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A P¶ENZÄUGYI ESZKÄOZÄOK ¶ARAZ¶AS¶ANAK ALAPT¶ETELE,
LOK¶ALISAN KORL¶ATOS SZEMIMARTING¶AL
¶ARFOLYAMOK ESET¶EN1
BADICS TAM¶AS { MEDVEGYEV P¶ETER
Budapesti Corvinus Egyetem
A p¶enzÄugyi eszkÄozÄok ¶araz¶as¶anak alapt¶etele { kiss¶e pongyol¶an megfogalmazva
{ azt ¶all¶³tja, hogy egy ¶ert¶ekpap¶³rpiacon akkor nincs arbitr¶azs, ha l¶etezik
egy az eredetivel ekvivalens val¶osz¶³n}us¶egi m¶ert¶ek, amelyre vonatkoz¶oan az
¶ert¶ekpap¶³rok ¶arait le¶³r¶o folyamat egy bizonyos ¶ertelemben "marting¶al". Az
els}o ilyen jelleg}u ¶all¶³t¶ast M. Harrison ¶es S. R. Pliska bizony¶³tott¶ak arra eset-
re, amikor a val¶osz¶³n}us¶egi mez}o v¶egesen gener¶alt. Az¶ota a t¶etelnek sz¶amos
¶altal¶anos¶³t¶asa szÄuletett. Ezek kÄozÄul az egyik legismertebb a Dalang{Morton{
Willinger-t¶etel, ami m¶ar teljesen ¶altal¶anos val¶osz¶³n}us¶egi mez}ob}ol indul ki, de
felteszi, hogy az id}oparam¶eter diszkr¶et, ¶es az id}ohorizont v¶eges. Id}okÄozben a
t¶etelnek sz¶amos folytonos id}oparam¶eter}u folyamatokra vonatkoz¶o v¶altozata
is szÄuletett. Az alapt¶etelt ¶altal¶anos esetben, vagyis amikor val¶osz¶³n}us¶egi
mez}o teljesen ¶altal¶anos, ¶es az ¶ert¶ekpap¶³rok piaci ¶arait le¶³r¶o folyamat lok¶alisan
korl¶atos szemimarting¶al, Delbaen ¶es W. Schachermayer bizony¶³tott¶ak be. A
Delbaen{Schachermayer-f¶ele alapt¶etel a maga nem¶eben egy igen ¶altal¶anos ¶al-
l¶³t¶as. A t¶etel bizony¶³t¶asa igen hosszadalmas, ¶es a funkcion¶alanal¶³zis valamint
a sztochasztikus folyamatok ¶altal¶anos elm¶elet¶enek m¶ely eredm¶enyeit haszn¶alja.
Ut¶obbi tudom¶anyterÄulet nagy r¶esz¶et P. A. Meyer ¶es a francia strassbourgi
iskola matematikusai dolgozt¶ak ki a 60-as ¶evek v¶eg¶et}ol kezdve. A terÄulet
meg¶ert¶es¶et teh¶at alaposan megnehez¶³ti, hogy a felhaszn¶alt matematikai ap-
par¶atus viszonylag friss, egy r¶esze pedig csak francia nyelven ¶erhet}o el. Meg-
gy}oz}od¶esÄunk szerint az eredeti, 1994-es Delbaen ¶es Schachermayer-f¶ele bizo-
ny¶³t¶as csak kevesek ¶altal hozz¶af¶erhet}o. A t¶etelnek tudom¶asunk szerint az¶ota
sem szÄuletett tankÄonyvi feldolgoz¶asa, annak ellen¶ere, hogy maga az ¶all¶³t¶as
kÄozgazd¶asz kÄorÄokben is sz¶eles kÄorben ismert¶e v¶alt, ¶es az eredeti cikket sz¶amos
szerz}o id¶ezi. Az itt bemutatott bizony¶³t¶as Delbaen ¶es Schachermayer 1992 ¶es
2006 kÄozÄotti ¶³r¶asain alapul.
1 Az alapt¶etel
A tov¶abbiakban S legyen egy rÄogz¶³tett szemimarting¶al. Mik¶ent ismert, szemi-
marting¶alok szerint lehet integr¶alni. Valamely H folyamat S szerinti szto-
chasztikus integr¶alj¶at, amennyiben az l¶etezik, H ²S m¶odon, az integr¶alfolya-
mat ¶ert¶ek¶et a t id}opontban (H ² S)t m¶odon fogjuk jelÄolni. (H ²S)1 alatt ¶er-
telemszer}uen a (H ²S)t v¶egtelenben vett hat¶ar¶ert¶ek¶et ¶ertjÄuk, felt¶eve, hogy az
1Be¶erkezett: 2008. december 6. E-mail: medvegyev@math.bke.hu.
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l¶etezik. Eml¶ekeztetÄunk, hogy a H ²S sztochasztikus integr¶al interpret¶alhat¶o,
mint egy S ¶arfolyammal rendelkez}o eszkÄozbe val¶o olyan befektet¶es nett¶o
eredm¶enye, amely befektet¶es nagys¶ag¶at a H folyamat ¶³rja le. Mik¶ent ismert,
a sztochasztikus integr¶alhat¶os¶ag ,,minim¶al felt¶etele", hogy az integrandus
el}orejelezhet}o legyen. Az al¶abbiakban ezt minden tov¶abbi eml¶³t¶es n¶elkÄul au-
tomatikusan felt¶etelezzÄuk. A v¶eges sz¶am¶u id}opontb¶ol ¶all¶o id}ohorizont ¶es a
v¶egtelen sz¶am¶u id}opontb¶ol ¶all¶o id}ohorizont kÄozÄotti elt¶er¶es egyik oka2, hogy
v¶egtelen sz¶am¶u lehets¶eges id}opont eset¶en ¶altal¶aban lehet ,,dupl¶azni". Ez m¶as-
k¶eppen azt jelenti, hogy a v¶egtelen sok id}opont miatt ¶altal¶aban lehet olyan
strat¶egi¶at v¶alasztani, amely eredm¶enyek¶ent biztos nyerem¶enyhez juthatunk3.
Ezt a v¶egtelen sz¶am¶u megengedett id}opontb¶ol sz¶armaz¶o nyilv¶anval¶o arbitr¶azs
lehet}os¶eget a lehets¶eges portf¶oli¶ok alulr¶ol val¶o korl¶atoss¶ag¶aval z¶arhatjuk ki:
1.1 De¯n¶³ci¶o. Valamely S-integr¶alhat¶o H folyamatot u-megengedettnek
nevezÄunk, ha minden t ¸ 0-ra (H ² S)t ¸ ¡u. Valamely H folyamatot
megengedettnek mondunk, ha l¶etezik egy u val¶os sz¶am, amelyre a H folyamat
u-megengedett.
Hangs¶ulyozni kell hogy az alulr¶ol val¶o korl¶atoss¶agb¶ol nem kÄovetkezik a felÄulr}ol
val¶o korl¶atoss¶ag, ¶³gy az alulr¶ol val¶o korl¶atoss¶ag felt¶etelez¶es¶enek fontos kÄovet-
kezm¶enye, hogy a lehets¶eges portf¶oli¶ok nem felt¶etlenÄul alkotnak line¶aris teret,
csak konvex k¶upot. De¯ni¶aljuk a K0 konvex k¶upot a kÄovetkez}ok¶eppen4:
K0
±
= f(H ² S)1 : A H megengedett folyamat, ¶es a hat¶ar¶ert¶ek l¶etezik ¶es v¶egesg :
A k¶es}obbiek sor¶an be fogjuk l¶atni, hogy amennyiben az al¶abb ismertetett
,,arbitr¶azsmentess¶eg" felt¶etele teljesÄul, akkor a (H ² S)1 v¶altoz¶o minden
megengedett strat¶egia eset¶en ¶ertelmes ¶es v¶eges5. Ezt tudva
K0 = f(H ² S)1 : A H megengedett folyamatg :
Most, a t¶argyal¶as kezdet¶en, azonban evvel a felt¶etelez¶essel m¶eg nem ¶elhetÄunk.
A v¶eges id}ohorizton val¶o arbitr¶azs elm¶eletb}ol ismert, hogy a lehets¶eges sz¶ar-
maztatott term¶ekek halmaz¶ar¶ol fel kell tenni, hogy az teljes¶³ti a d¶³jtalan
lomtalan¶³t¶as megkÄot¶es¶et. Ez ¶³gy van a folytonos id}oparam¶eter eset¶eben is.
2Az alapt¶etel v¶eges sz¶am¶u id}opontb¶ol ¶all¶o, illetve folytonos id}ohorizonton val¶o iga-
zol¶asa nagyon kÄulÄonbÄoz}o. A folytonos id}ohorizontra val¶o igazol¶as, mik¶ent l¶atni fogjuk, igen
hosszadalmas ¶es igen ,,technik¶as". A k¶et id}ohorizont t¶argyal¶asa kÄozÄotti elt¶er¶es els}osorban
abb¶ol ad¶odik, hogy v¶eges sz¶am¶u id}opontb¶ol ¶all¶o id}ohorizonton a sztochasztikus integr¶al
egy kÄozÄons¶eges v¶eges Äosszeg, folytonos id}ohorizonton azonban egy igen bonyolult, ¶es nem
t¶ulzottan kÄonnyen kezelhet}o matematikai konstrukci¶o.
3A dupl¶az¶asi strat¶egia azt a kÄozismert elj¶ar¶ast jelenti, hogy fej vagy ¶³r¶as j¶at¶ekot j¶atszva
vesztes¶eg eset¶en minden l¶ep¶esben megdupl¶azzuk a feltett Äosszeget. Mivel egy val¶osz¶³n}us¶eg-
gel el}obb vagy ut¶obb nyerÄunk, a nyerem¶eny nett¶o Äosszege egy val¶osz¶³n}us¶eggel egy egys¶eg
lesz. A p¶elda l¶enyege, hogy bizonyos esetekben egy j¶at¶ekot v¶egtelenszer j¶atszva ¶es korl¶atlan
er}oforr¶asokra t¶amaszkodva biztos nyerem¶enyhez lehet jutni. Mivel az alkalmaz¶asokban erre
val¶oj¶aban nincsen m¶od, ezt ki kell a modellb}ol z¶arni.
4A nulla als¶o index arra utal, hogy a K0 halmaz az L0 t¶erben van. Az L0 t¶er a val¶o-
sz¶³n}us¶egi v¶altoz¶ok tere a sztochasztikus konvergenci¶aval, mint metrik¶aval. Amennyiben
valamely halmaznak nincsen als¶o indexe, akkor a halmaz ¶altal¶aban az L1 t¶erben van.
5V.Äo.: 3.1 ¶all¶³t¶as.
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JelÄoljÄuk C0-al a K0-beli elemekkel domin¶alhat¶o fÄuggv¶enyek k¶upj¶at, azaz
legyen C0
±
= K0 ¡L0+: Folytonos id}oparam¶eter eset¶en az ekvivalens m¶ert¶eket
megad¶o Radon{Nikodym deriv¶altr¶ol m¶ar a legegyszer}ubb esetben is6 csak
annyi tudhat¶o, hogy eleme az L1 t¶ernek. Ez a folytonos ¶es a v¶eges sz¶amoss¶ag¶u
id}oparam¶eter kÄozÄotti elt¶er¶es egyik fontos eleme7. Mivel az ekvivalens m¶er-
t¶ekcser¶et biztos¶³t¶o Radon{Nikodym deriv¶altat ism¶et szepar¶aci¶oval akarjuk
meghat¶arozni, ¶es a szepar¶al¶o hipers¶³k norm¶alis¶at az L1 t¶erben keressÄuk, ez¶ert
a ,,prim¶al teret", vagyis a ,,lehets¶eges" sz¶armaztatott term¶ekek halmaz¶at le
kell sz}uk¶³teni az L1 t¶erre: C ±= C0 \L1: JelÄoljÄuk C-sal a C k¶up L1 norm¶aja
szerinti lez¶artj¶at. Ezekkel a jelÄol¶esekkel de¯ni¶aljuk az ,,arbitr¶azsmentess¶eg"
fogalm¶at. A szakirodalomban az arbitr¶azsmentess¶eg fogalm¶anak j¶o n¶eh¶any,
egym¶assal nem ekvivalens alakja haszn¶alatos. Az al¶abb megadott fogalmat
az angol szakirodalom a ,,no free lunch with vanishing risk" elnevez¶essel illeti.
Ennek egy lehets¶eges magyar ford¶³t¶asa a kÄovetkez}o: elhalv¶anyul¶o kock¶azat
n¶elkÄul nincsen ingyen eb¶ed8. Term¶eszetesen az angol nyelv}u irodalom ismeri
az arbitr¶azsmentess¶eg fogalm¶at is, ami alatt a C0 \ L0+ = f0g rel¶aci¶o tel-
jesÄul¶es¶et szok¶as ¶erteni. Ugyancsak ismert a nincsen ingyen eb¶ed megkÄot¶es fo-
galma is, amely annyiban kÄulÄonbÄozik az elhalv¶anyul¶o kock¶azat n¶elkÄuli ingyen
eb¶edt}ol, hogy a fenti lez¶ar¶ast az L1 t¶er gyenge* topol¶ogi¶aj¶aban ¶es nem a
norma szerinti topol¶ogi¶aban kell venni. Hangs¶ulyozni kell, hogy a Delbaen{
Schachermayer elm¶elet l¶enyege ¶eppen az, hogy a j¶oval kisebb, norma szer-
inti lez¶artat veszik a szerz}ok. ¶Igy a megkÄot¶es j¶oval enyh¶ebb, ugyanis egy
sz}ukebb halmazt¶ol kÄovetelik meg, hogy csak a null¶aban metszheti az L1+
t¶ernegyedet9. Ugyanakkor az angol terminol¶ogia n¶emik¶eppen neh¶ezkes, ez¶ert
az al¶abbiakban egyszer}uen nincsen arbitr¶azs felt¶etelt fogunk mondani, de
mindig az al¶abbi megkÄot¶esre fogunk gondolni:
1.2 De¯n¶³ci¶o (Arbitr¶azsmentess¶eg). Azt mondjuk, hogy az S szemimar-
ting¶al eleget tesz az arbitr¶azsmentess¶eg felt¶etel¶enek10, ha C \ L1+ = f0g :
A dolgozatban a kÄovetkez}o ¶all¶³t¶as igazol¶as¶at fogjuk bemutatni:
6Vagyis a klasszikus Black{Scholes modellben is.
7Ugyanis v¶eges sz¶amoss¶ag¶u lehets¶eges id}opont eset¶en a szepar¶aci¶oval kapott deriv¶alt
L1-be esett, ¶³gy ott a du¶alis t¶er volt az L1; kÄovetkez¶esk¶eppen a ,,prim¶alis" t¶er volt az L1
t¶er. Most azonban a ,,du¶alis" t¶er, vagyis az a t¶er, ahol a szepar¶al¶o hipers¶³kok ,,norm¶alisai"
vannak, lesz az L1 t¶er. Mivel az L1 nem du¶alisa az L1 t¶ernek, ez¶ert az al¶abbiakban egy
sor technikai neh¶ezs¶eg fog fell¶epni.
8Vagy esetleg elhalv¶anyul¶o kock¶azat n¶elkÄul nincsen Äuzlet. Hogy mi¶ert halv¶anyul el a
kock¶azat, az k¶es}obb ki fog derÄulni. V.Äo.: 2.6 lemma.
9Az alapt¶etel ¶erdemi r¶esze a marting¶alm¶ert¶ek l¶etez¶es¶et garant¶al¶o ir¶any igazol¶asa. Ennek
megfelel}oen min¶el enyh¶ebb felt¶etelek kÄozÄott l¶etezik a marting¶alm¶ert¶ek, ann¶al er}osebb a
t¶etel. A Kreps{Yan t¶etelb}ol egyszer}uen kÄovetkezik, hogy ha valamely lok¶alisan korl¶atos
szemimarting¶alra ,,nincsen ingyeneb¶ed" akkor a szemimarting¶alhoz l¶etezik ekvivalens lok¶a-
lis marting¶al m¶ert¶ek. A f}o neh¶ezs¶eg, illetve ennek kÄovetkezt¶eben az igazol¶ashoz szÄuks¶eges
matematikai brav¶ur teh¶at abban van, hogy egy igen enyhe krit¶erium teljesÄul¶ese eset¶en
akarjuk a lok¶alis marting¶alm¶ert¶ek l¶etez¶es¶et indokolni.
10Mivel t¶argyal¶asunkban az 1.2 de¯n¶³ci¶ot¶ol elt¶er}o arbitr¶azsmentess¶egi fogalmak nem
j¶atszanak szerepet, ¶es a sz¶oban forg¶o fogalomra tudom¶asunk szerint magyar terminol¶ogia
nem l¶etezik, ez¶ert az egyszer}us¶eg kedv¶e¶ert haszn¶aljuk az arbitr¶azsmentess¶eg fogalm¶at,
nyomat¶ekosan ¶es ism¶etelten megjegyezve, hogy az angol ,,no arbitrage" kifejez¶es alatt
¶altal¶aban a C0 \ L0+ = f0g felt¶etelt szok¶as ¶erteni.
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1.3 T¶etel (P¶enzÄugyi eszkÄozÄok ¶araz¶as¶anak alapt¶etele). Legyen S egy
korl¶atos val¶os ¶ert¶ek}u, valamely P val¶osz¶³n}us¶egi m¶ert¶ek szerinti szemimar-
ting¶al. Pontosan akkor l¶etezik a P-vel ekvivalens Q val¶osz¶³n}us¶egi m¶ert¶ek,
amelyre n¶ezve az S marting¶al, ha az S eleget tesz az arbitr¶azsmentess¶eg im¶ent
megfogalmazott felt¶etel¶enek.
Az el¶egs¶egess¶eg bizony¶³t¶asa: TegyÄuk fel, hogy az S folyamat a Q ekviva-
lens val¶osz¶³n}us¶egi m¶ert¶ek szerint lok¶alis marting¶al. Legyen H egy tetsz}oleges,
a P val¶osz¶³n}us¶egi m¶ert¶ek szerint megengedett integrandus. Ekkor a H ² S
integr¶al a Q szerint is l¶etezik, ¶es a k¶et integr¶al megkÄulÄonbÄoztethetetlen11.
¶Erdemes hangs¶ulyozni, hogy az integr¶al a Q alatt is csak szemimarting¶al
¶ertelemben l¶etezik, b¶ar az S a Q alatt lok¶alis marting¶al. Term¶eszetesen
a H folyamat a Q szerint is megengedett. Az al¶abb ismertetett Ansel{
Stricker t¶etel12 alapj¶an a H ² S az alulr¶ol val¶o korl¶atoss¶ag miatt szuper-
marting¶al13. Ez¶ert tetsz}oleges t-re EQ ((H ² S)t) · EQ ((H ² S)0) = 0: A
nemnegat¶³v szupermarting¶alok14 konvergencia t¶etele miatt a (H ² S)1 ¶ert¶ek
l¶etezik. Ugyancsak az alulr¶ol val¶o korl¶atoss¶ag miatt alkalmazhat¶o a Fatou-
lemma, ami alapj¶an
EQ ((H ² S)1) = EQ
³
lim
t
(H ² S)t
´
· lim inf
t
EQ ((H ² S)t) · 0 :
Mivel ez minden megengedett H integrandusra igaz, ez¶ert minden f 2 C0
eset¶en EQ (f) · 0. Vagyis C0 \ L0+ = f0g : Meg kell m¶eg n¶ezni, hogy mi
tÄort¶enik a lez¶ar¶assal. Legyen most g 2 C \ L1+ . Ekkor l¶etezik C-beli (gn)
sorozat, amelyre gn
L1¡! g: Az L1 konvergenci¶ab¶ol kÄovetkezik a v¶arhat¶o
¶ert¶ekek konvergenci¶aja15, ¶³gy EQ (g) · 0. Ebb}ol a g ¸ 0 miatt majdnem
mindenhol ¶ertelemben g = 0; vagyis C \L1+ = f0g a Q m¶ert¶ek eset¶en. Mivel
a k¶et m¶ert¶ek szerinti nullhalmazok megegyeznek, ez¶ert az arbitr¶azsmentess¶eg
az eredeti P m¶ert¶ek szerint is teljesÄul. 2
A neh¶ezs¶eg az ¶all¶³t¶as megford¶³t¶as¶anak igazol¶asban rejlik. A technikai prob-
l¶em¶akat a kÄovetkez}o ¶all¶³t¶asban foglaljuk Äossze:
1.4 T¶etel (El}ore hozott ¶all¶³t¶as). Ha az S egy korl¶atos szemimarting¶al,
amely eleget tesz az arbitr¶azsmentess¶eg felt¶etel¶enek, akkor a C k¶up ¾(L1; L1)-
z¶art r¶esze az L1 t¶ernek.
A szÄuks¶egess¶eg bizony¶³t¶asa: TegyÄuk fel, hogy az S folyamat eleget tesz az
arbitr¶azsmentess¶eg felt¶etel¶enek. Ekkor m¶eg ink¶abb a C\L1+ = f0g is teljesÄul,
11L¶asd: Medvegyev [2007a]: Proposition 4.59. A k¶et m¶ert¶ek ekvivalens, ¶³gy mind a k¶et
m¶ert¶ek szerint megkÄulÄonbÄoztethetetlenek.
12V.Äo.: 2.11 t¶etel. Az Ansel{Stricker t¶etel azt ¶all¶³tja, hogy az alulr¶ol val¶o korl¶atoss¶ag
miatt a sztochasztikus integr¶al lok¶alis marting¶al. Erre az¶ert kell hivatkozni, mert H ² S
integr¶al csak szemimarting¶al ¶ertelemben l¶etezik, ¶³gy nem lesz automatikusan lok¶alis mar-
ting¶al.
13Medvegyev [2007a]: Proposition 1.141.
14Eml¶ekeztetÄunk, hogy egy H strat¶egia de¯n¶³ci¶o szerint akkor megengedett, ha a szto-
chasztikus integr¶al alulr¶ol korl¶atos.
15Ugyanis a m¶ert¶ek v¶eges.
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¶es L1¡ µ C: TegyÄuk fel, hogy bel¶attuk16 az el}ore hozott ¶all¶³t¶ast. Ekkor a C
de¯n¶³ci¶oja miatt teljesÄulnek a m¶ar eml¶³tett ¶es al¶abb pontosan id¶ezett Kreps{
Yan t¶etel felt¶etelei. ¶Igy l¶etezik egy a P-vel ekvivalens Q val¶osz¶³n}us¶egi m¶ert¶ek,
hogy minden f 2 C eset¶en EQ (f) · 0: Legyenek s < t tetsz}oleges id}opontok.
Mivel az S korl¶atos17, ez¶ert tetsz}oleges ® val¶os sz¶amra ¶es B 2 Fs halmazra
®ÂBÂ ((s; t)) ² S = ® (St ¡ Ss)ÂB 2 C ;
vagyis EQ (® (St ¡ Ss)ÂB) · 0. Mivel ez minden ®-ra teljesÄul, ez¶ert
EQ ((St ¡ Ss)ÂB) = 0 : (1)
Az S felt¶etelezett korl¶atoss¶aga miatt integr¶alhat¶o. Ez¶ert az (1) felt¶etel pon-
tosan azt jelenti, hogy az S folyamat a Q val¶osz¶³n}us¶egi m¶ert¶ek szerint mar-
ting¶al. 2
A bemutatott gondolatmenetb}ol evidens, hogy a C k¶up ¾(L1; L1) z¶art-
s¶ag¶anak igazol¶asa jelenti a f}o probl¶em¶at. A dolgozat h¶atralev}o r¶esz¶et ennek
igazol¶as¶anak fogjuk szentelni. Az el}oz}o ¶all¶³t¶as egyszer}u kÄovetkezm¶enye a
kÄovetkez}o:
1.5 KÄovetkezm¶eny. Legyen S egy lok¶alisan korl¶atos, val¶os ¶ert¶ek}u szemi-
marting¶al a P val¶osz¶³n}us¶egi m¶ert¶ek szerint. Pontosan akkor l¶etezik a P-vel
ekvivalens Q val¶osz¶³n}us¶egi m¶ert¶ek, amelyre n¶ezve az S lok¶alis marting¶al, ha
az S eleget tesz az arbitr¶azsmentess¶eg fenti felt¶etel¶enek.
Bizony¶³t¶as. Az egyszer}us¶eg kedv¶e¶ert tegyÄuk fel, hogy S (0) = 0: TegyÄuk fel,
hogy az S eleget tesz az arbitr¶azsmentess¶eg felt¶etel¶enek. Mivel az S lok¶alisan
korl¶atos, l¶eteznek an ¸ 1 val¶os sz¶amok ¶es ¿n % 1 meg¶all¶asi id}ok, hogy
jS¿nj < an. A Â ((¿k; ¿k+1]) folyamatok adapt¶altak ¶es balr¶ol folytonosak, ¶³gy
el}orejelezhet}oek. Legyen ¿0
±
= 0: Az
Yk
±
= Â ((¿k; ¿k+1]) ² S = S¿k+1 ¡ S¿k
kifejez¶es egy korl¶atos szemimarting¶al, ugyanis kisebb, mint ak + ak+1: Ha
ck
±
=
2¡k
ak + ak+1
;
akkor az eS ±= 1P
k=0
ckYk m¶odon de¯ni¶alt folyamat korl¶atos, ugyanis jeSj · 2:
Tetsz}oleges n-re az eS¿n = n¡1X
k=0
ckYk
egy szemimarting¶al, vagyis az eS meg¶all¶³t¶asai mind szemimarting¶alok, ¶³gy azeS is egy szemimarting¶al. Megmutatjuk, hogy az eS-hoz tartoz¶o eC0 k¶up r¶esze
16Term¶eszetesen, mik¶ent l¶atni fogjuk, ¶eppen ez a bizony¶³t¶as ¶erdemi r¶esze!
17VegyÄuk ¶eszre, hogy a korl¶atoss¶agra szÄuks¶eg van, ugyanis a szepar¶aci¶on¶al a ,,prim¶al"
t¶er az L1:
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az S-hez tartoz¶o C0 k¶upnak. Ehhez elegend}o megmutatni, hogy az eS-hoz
tartoz¶o eK0 r¶esze a K0-nak. Legyen H megengedett az eS-ra n¶ezve, ¶es tegyÄuk
fel, hogy a (H ² eS)1 l¶etezik.
(H ² eS) (¿n) = (H ² eS)¿n1 = (H ² eS¿n)1 =
Ã
H ²
n¡1X
k=0
ckYk
!
1
=
=
ÃÃ
n¡1X
k=0
ckHÂ ([¿k; ¿k+1))
!
² S
!
(¿n) :
Mivel ha egy folyamat minden lokaliz¶altja integr¶alhat¶o, akkor a folyamat
integr¶alhat¶o, ez¶ert kÄonnyen bel¶athat¶o, hogy a Z
±
=
1P
k=0
ckHÂ ([¿k; ¿k+1))
integr¶alhat¶o az S-re n¶ezve. Az egyenl}os¶egb}ol az is kÄovetkezik, hogy a Z
megengedett az S-re n¶ezve. Ha n ! 1, akkor a jobb oldalon ¶all¶o kifejez¶esnek
l¶etezik hat¶ar¶ert¶eke. Mivel a H ² eS alulr¶ol korl¶atos, ez¶ert a Z ² S is alulr¶ol
korl¶atos, ¶³gy a hat¶ar¶ert¶ek eleme a K0 halmaznak, vagyis eK0 µ K0: Mivel
a felt¶etelek szerint az S eleget tesz az arbitr¶azsmentess¶eg felt¶etel¶enek, ez¶ert
az eS is eleget tesz az arbitr¶azsmentess¶eg felt¶etel¶enek. Az el}oz}o t¶etel alapj¶an
l¶etezik teh¶at a P-vel ekvivalens Q val¶osz¶³n}us¶egi m¶ert¶ek, melyre n¶ezve az eS
marting¶al. Ekkor az eS¿1 = c0S¿1 ;
¶es ez¶ert az S¿1 is marting¶al, amib}ol kÄovetkezik, hogy az
eS ¡ c0S¿1
is marting¶al. A gondolatmenetet megism¶etelve kapjuk, hogy az S lok¶alis
marting¶al.
A ford¶³tott ir¶any bizony¶³t¶asa a korl¶atos eset bizony¶³t¶as¶aval azonos. 2
2 N¶eh¶any el}ozetes eredm¶eny
Az alapt¶etel igazol¶asa sz¶amos m¶ely matematikai eredm¶enyre ¶epÄul. El}oszÄor
ezeket tekintjÄuk ¶at.
2.1 Szepar¶aci¶os t¶etel: a Kreps{Yan t¶etel
Mik¶ent jeleztÄuk, a t¶etel bizony¶³t¶asa a szepar¶aci¶os t¶etelre ¶epÄul. Kiindul¶as-
k¶eppen vezessÄunk be n¶eh¶any jelÄol¶est: Legyen 1 · p · 1 ¶es 1 · q · 1,
ahol 1=p + 1=q = 1, ¶es legyen E
±
= Lp(-;F ;P) valamint F ±= Lq(-; F;P),
¶es tekintsÄuk (E;F )-en a szok¶asos kanonikus biline¶aris lek¶epez¶est, valamint
jelÄolje E+ az ff 2 Lp j f ¸ 0 m.m.g ¶es E¡ pedig az ff 2 Lp j f · 0 m.m.g
halmazt. Mik¶ent l¶attuk, az alapt¶etel bizony¶³t¶asa a kÄovetkez}o, kor¶abban m¶ar
id¶ezett, bizony¶³t¶as n¶elkÄul kÄozÄolt ¶all¶³t¶asra ¶epÄul:
  
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2.1 T¶etel (Kreps{Yan). Legyen C µ E egy ¾(E; F )-z¶art konvex k¶up, ami
tartalmazza E¡-t, ¶es tegyÄuk fel, hogy C \ E+ = f0g : Ekkor l¶etezik F-en egy
az eredetivel ekvivalens Q val¶osz¶³n}us¶egi m¶ert¶ek, amelyre dQdP 2 F , ¶es amelyre
teljesÄul, hogy minden f 2 C eset¶en EQ (f) · 0:
A t¶etel bizony¶³t¶asa megtal¶alhat¶o Delbaen ¶es Schachermayer [2006] kÄonyv¶eben,
illetve egy speci¶alis eset¶enek bizony¶³t¶asa Medvegyev [2006] cikk¶eben18.
2.2 A kompakts¶agi lemma
Mik¶ent l¶attuk, az alapt¶etel bizony¶³t¶asa l¶enyeg¶eben egy k¶up alkalmas topol¶o-
gi¶aban val¶o z¶arts¶ag¶anak igazol¶as¶at jelenti. A konvex anal¶³zist ismer}o olvas¶o
sz¶am¶ara nem t¶ul meglep}o, hogy ehhez kompakts¶agi megfontol¶asokat fogunk
haszn¶alni. Igen gyakran fogunk hivatkozni a kÄovetkez}o egyszer}u ¶eszrev¶etelre:
2.2 Lemma. Ha (fn) val¶osz¶³n}us¶egi v¶altoz¶ok
19 egy alulr¶ol korl¶atos sorozata,
akkor l¶etezik gn 2 conv ffn; fn+1; . . .g sorozat, hogy a (gn) sorozat majdnem
biztosan konverg¶al egy g fÄuggv¶enyhez. A g fÄuggv¶eny felveheti a +1 ¶ert¶eket
is.
Bizony¶³t¶as. Az alulr¶ol val¶o korl¶atoss¶ag miatt feltehet}o, hogy minden n-
re fn ¸ 0: Elegend}o bel¶atni, hogy van olyan (gn), amely sztochasztikusan
konverg¶al egy g-hez. (A majdnem mindenhol val¶o konvergenci¶ahoz elegend}o
egy r¶eszsorozatra ¶att¶erni.) Legyen
u (x)
±
= 1 ¡ exp (¡x) :
Az u szigor¶uan konk¶av ¶es korl¶atos. Legyen
sn
±
= sup (E (u (g)) j g 2 conv (fn; fn+1; . . .)) ;
¶es legyen gn 2 conv (fn; fn+1; . . .) olyan, hogy
E (gn) ¸ sn ¡ 1
n
:
Az IR+
±
= [0; 1] halmaz a
d (x; y)
±
= jarctanx ¡ arctan yj
metrik¶aval nyilv¶anval¶oan teljes metrikus t¶er. Az (xn) pontosan akkor Cauchy-
sorozat az
¡
IR+; d
¢
t¶erben, ha minden ® > 0 sz¶amhoz l¶etezik n0; hogy minden
m;n ¸ n0 eset¶en vagy
jxn ¡ xmj · ® vagy min (xn; xm) ¸ ®¡1 :
18¶Erdemes hangs¶ulyozni, hogy az ¶altal¶anos eset bizony¶³t¶asa szinte sz¶o szerint azonos a
cikkben kÄozÄolt speci¶alis eset indokl¶as¶aval.
19Eml¶ekeztetÄunk, hogy a val¶osz¶³n}us¶egi v¶altoz¶ok de¯n¶³ci¶o szerint nem vehetik fel a v¶eg-
telen ¶ert¶eket.
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Az u tulajdons¶agai alapj¶an tetsz}oleges ® > 0 sz¶amhoz tal¶alhat¶o olyan ¯;
hogy
u
µ
x + y
2
¶
>
1
2
u (x) +
1
2
u (y) + ¯ ;
valah¶anyszor az (x; y) eleme a
V
±
=
©
(x; y) j jx ¡ yj ¸ ® ¶es min (x; y) · ®¡1ª
halmaznak. (A min (x; y) · ®¡1 felt¶etel miatt a V kompakt, ¶es a folytonos
u
µ
x + y
2
¶
¡ 1
2
u (x) ¡ 1
2
u (y) ¸ 0
fÄuggv¶eny felveszi a minimum¶at. Mivel az u szigor¶uan konk¶av, ez¶ert ha x 6= y,
akkor a fenti egyenl}otlens¶eg szigor¶u, ¶³gy a minimum is pozit¶³v. A ¯ sz¶amnak
vehetjÄuk a minimum fel¶et.) A sztochasztikus konvergencia igazol¶as¶ahoz ele-
gend}o bel¶atni, hogy a (gn) Cauchy-sorozat a sztochasztikus konvergenci¶aban,
vagyis elegend}o bel¶atni, hogy tetsz}oleges ® > 0 eset¶en
lim
n;m!1 P
¡jgn ¡ gmj ¸ ®; min (x; y) · ®¡1¢ = 0 :
Tetsz}oleges ® ¶es hozz¶a tartoz¶o ¯ eset¶en
E
µ
u
µ
gn + gm
2
¶¶
¸ 1
2
E (u(gn)) +
1
2
E (u(gm))+
+ ¯P
¡jgn ¡ gmj ¸ ®; min (x; y) · ®¡1¢ ;
ugyanis trivi¶alisan a ¯ de¯n¶³ci¶oja miatt
u
µ
gn + gm
2
¶
¸ 1
2
u (gn) +
1
2
u (gm) + ¯ÂV (gn; gm) :
De¯n¶³ci¶o szerint, ha n · m; akkor
bfE
µ
u
µ
gn + gm
2
¶¶
· sn; sm · sn :
¶Igy a konstrukci¶o szerint
¯P
¡jgn ¡ gmj ¸ ®; min (x; y) · ®¡1¢ ·
· E
µ
u
µ
gn + gm
2
¶¶
¡ 1
2
E (u (gn)) ¡ 1
2
E (u (gm)) ·
· sn ¡ 1
2
µ
sn ¡ 1
n
¶
¡ 1
2
µ
sm ¡ 1
m
¶
=
· 1
2
(sn ¡ sm) + 1
2
µ
1
n
+
1
m
¶
:
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Az (sn) alulr¶ol korl¶atos ¶es csÄokken}o, ¶³gy Cauchy-sorozat. ¶Igy ha n; m ! 1,
akkor, mivel ¯ > 0,
P
¡jgn ¡ gmj ¸ ®; min (x; y) · ®¡1¢ ! 0 :
2
Term¶eszetesen a g felvehet v¶egtelen ¶ert¶eket is! A kompakts¶agi elv ¶erdemi
r¶esze ennek a kiz¶ar¶asa:
2.3 Lemma. Ha az el}oz}o lemm¶aban a conv ((fn)) korl¶atos az L
0 t¶erben,
akkor a g majdnem mindenhol v¶eges.
Bizony¶³t¶as. Ha conv ((fn)) korl¶atos az L0 t¶erben, akkor minden " > 0
eset¶en van olyan N; hogy P (jgnj ¸ N) · ". Mivel gn m.m.¡! g, a Fatou-lemma
miatt
P (jgj ¸ N) · " ;
¶³gy majdnem mindenhol g < 1. 2
Miel}ott tov¶abb menn¶enk, a lemma tartalm¶anak jobb megvil¶ag¶³t¶asa c¶elj¶ab¶ol
¶erdemes megeml¶³teni a kÄovetkez}o p¶eld¶at:
2.4 P¶elda. Ha p ¸ 1 ¶es az (fn) µ Lp egy korl¶atos sorozat, akkor l¶etezik
gn 2 conv (fn; fn+1; . . .) ;
amely majdnem mindenhol konverg¶al egy g 2 Lp fÄuggv¶enyhez. Ha p > 1;
akkor a konvergencia az L1 t¶erben is teljesÄul.
Az Lp korl¶atoss¶agb¶ol a Csebisev-egyenl}otlens¶eg miatt kÄovetkezik az L0 kor-
l¶atoss¶ag, ¶³gy a g hat¶ar¶ert¶ek l¶etezik. EgyedÄul azt kell megmutatni, hogy a
hat¶ar¶ert¶ek is eleme az Lp t¶ernek. TegyÄuk fel, hogy minden n-re kfnkp · k.
Nyilv¶an a kgnkp · k is teljesÄul. A Fatou-lemma miatt
E (jgjp) = E ¡lim
n
jgjpn
¢ · lim inf
n
E (jgnjp) · kp :
Az ¶all¶³t¶as m¶asodik r¶esze kÄovetkezik abb¶ol, hogy ha p > 1; akkor a korl¶atos
sorozatok egyenletesen integr¶alhat¶oak. 2
Mik¶ent a kompakts¶agi lemma haszn¶alata sor¶an gondot jelenthet, hogy a
(gn) bizonyos pontokban v¶egtelenhez tarthat, ugyancsak gondot jelenthet az
is, hogy a ,,pozit¶³v" pontok hat¶ar¶ert¶eke esetleg nulla lesz. Ezt z¶arja ki a
kÄovetkez}o ¶eszrev¶etel:
2.5 Lemma. Ha a lemm¶aban fn ¸ 0, ¶es l¶etezik ® > 0 ¶es ± > 0, hogy minden
n-re P (fn > ®) > ±, akkor van olyan °, amely csak a ± ¶es az ® sz¶amokt¶ol
fÄugg, hogy
P (g > °) > 0 ;
pontosabban
P
¡
g > ±(1 ¡ e¡®)¢ > 0 :
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Bizony¶³t¶as. P (fn > ®) > ± minden n-re, ez¶ert az u monoton nÄoveked}o
volta ¶es az fn ¸ 0 miatt E (u (fn)) ¸ ±u (®). Mivel a gn az fn fÄuggv¶enyek
konvex kombin¶aci¶oja, ez¶ert az u konkavit¶asa miatt
E (u (gn)) = E
Ã
u
ÃX
i
¸ifi
!!
¸
X
i
¸iE (u (fi)) ¸
X
i
¸i±u (®) = ±u (®) :
A major¶alt konvergencia t¶etel miatt E (u (g)) ¸ ±u (®) = ± (1 ¡ e¡®). Mivel
ha x > 0, akkor u (x) < x, ez¶ert ha az egyenl}otlens¶eg nem teljesÄul, akkor
E (u (g)) · u ¡± ¡1 ¡ e¡®¢¢ < ± ¡1 ¡ e¡®¢
lenne, ami lehetetlen. 2
A kompakts¶agi megfontol¶asok sz¶amtalan alkalmaz¶asa kÄozÄul p¶eldak¶ent tekint-
sÄuk a kÄovetkez}ot: TegyÄuk fel, hogy m¶ar bel¶attuk, hogy az arbitr¶azsmentess¶eg
teljesÄul¶ese eset¶en a megengedett folyamatok integr¶alj¶anak l¶etezik a v¶egtelen-
ben vett hat¶ar¶ert¶eke20. A kÄovetkez}o lemma val¶oj¶aban azt magyar¶azza, hogy
mi¶ert ,,halv¶anyul el" a kock¶azat.
2.6 Lemma. Egy S szemimarting¶al pontosan akkor el¶eg¶³ti ki az arbitr¶azs-
mentess¶eg felt¶etel¶et, ha minden K0-beli (gk) sorozatra a limk!1
°°g¡k °°1 = 0
felt¶etelb}ol kÄovetkezik, hogy
gk
P¡! 0 :
Bizony¶³t¶as. Legyen (gk) egy K0-beli sorozat, amelyre limk!1
°°g¡k °°1 =
0. TegyÄuk fel, hogy az ¶all¶³t¶asunkkal ellent¶etben a gk
P¡! 0 nem teljesÄul.
Ekkor l¶etezik ± > 0 ¶es 1 > ® > 0, valamint egy (gkn) r¶eszsorozat, hogy
minden n-re P (gkn > ®) > ±. A d¶³jtalan lomtalan¶³t¶as felt¶etele miatt az fn
±
=
min fgkn; 1g fÄuggv¶enyek C-ben vannak, ¶es P (fn > ®) > ±. Mivel az (fn)
sorozat nyilv¶an alulr¶ol korl¶atos, ez¶ert a kompakts¶agi lemma alapj¶an l¶etezik
egy (ln) sorozat, ahol ln 2 convffn; fn+1; . . .g, amely majdnem biztosan
konverg¶al egy l fÄuggv¶enyhez. A limn!1 kf¡n k1 = 0 felt¶etel miatt a sorozat
als¶o korl¶atj¶anak v¶alaszthat¶o tetsz}oleges 1=m konstans, ¶³gy
P
µ
l >
±(1 ¡ e¡®)
2
¡ 1
m
¶
> 0 :
Mivel ez minden m-re igaz, ez¶ert a P (l > 0) > 0 is igaz, valamint abb¶ol, hogy
az l minden m-re
£¡ 1
m
; 1¤-beli ¶ert¶ekeket vesz fel, kÄovetkezik, hogy l ¸ 0.
Legyen ¯
±
= P (l > 0). Ekkor Jegorov t¶etele miatt21 ln ! l egy legal¶abb 1¡ ¯2
val¶osz¶³n}us¶eg}u -0 halmazon egyenletesen. A d¶³jtalan lomtalan¶³t¶as felt¶etele
miatt a hn
±
= min fln; Â-0g fÄuggv¶enyek C-ben vannak, ¶es hn ! lÂ-0 az L1
norm¶aja szerint, vagyis lÂ-0 2 C. Ez pedig a P (lÂ-0 > 0) ¸ ¯2 > 0 miatt
ellentmond¶asban ¶all az arbitr¶azsmentess¶eg feltev¶es¶evel. Megford¶³tva, tegyÄuk
20V.Äo.: 3.1 ¶all¶³t¶as.
21Medvegyev [2002]: 3.3 ¶All¶³t¶as.
 
 
 
 
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fel, hogy a felt¶etel teljesÄul. Legyen fn
±
= gn ¡ ln 2 C ¶es az L1 t¶erben
fn ! f ¸ 0: Ekkor a g¡n · (gn ¡ ln)¡ ! 0; ¶³gy gn ! 0 sztochasztikusan. De
nyilv¶an fn = gn ¡ ln · gn; teh¶at f = 0; ¶³gy az arbitr¶azsmentess¶eg felt¶etele
teljesÄul. 2
A lemma alapj¶an az arbitr¶azsmentess¶eg kÄozgazdas¶agi interpret¶aci¶oja tel-
jesen evidens. Az arbitr¶azsmentess¶eg felt¶etele pontosan azt jelenti, hogy ha
a kock¶azat egyenletesen null¶ahoz tart22, akkor annak a val¶osz¶³n}us¶ege, hogy
tetsz}oleges " > 0 sz¶amn¶al tÄobbet tudunk keresni, null¶ahoz tart.
2.3 Az L0 korl¶atos ¶es z¶art r¶eszhalmazainak van maxi-
m¶alis eleme
2.7 Lemma. Ha az alapt¶er m¶ert¶eke v¶eges, akkor L0 minden korl¶atos ¶es z¶art
r¶eszhalmaza tartalmaz maxim¶alis elemet.
A lemma elemi kÄovetkezm¶enye a kÄovetkez}o lemm¶anak23:
2.8 Lemma. Legyen X egy teljes metrikus t¶er, ¶es legyen ¹ egy folytonos,
re°ex¶³v ¶es tranzit¶³v parci¶alis rendez¶es az X t¶eren. Ha minden az ¹ szerint
monoton nÄoveked}o (xk) sorozatra d (xk; xk+1) ! 0; akkor az (X; ¹) rendezett
t¶erben van maxim¶alis elem.
Az els}o lemma bizony¶³t¶asa. Az L0 t¶er teljes metrikus t¶er, ¶³gy ha K z¶art,
akkor a K is teljes metrikus t¶er. Ha »n · ´n ¶es »n ! » ¶es ´n ! ´ a K t¶erben,
vagyis sztochasztikusan, akkor van olyan r¶eszsorozatuk, ahol a konvergencia
majdnem mindenhol teljesÄul, ¶³gy nyilv¶an » · ´; vagyis a rendez¶es folytonos.
Meg kell mutatni, hogy ha »n · »n+1; akkor d (»n; »n+1) ! 0. Mivel a (»n (!))
sorozatok monoton n}onek, ez¶ert alkalmas »-re a »n % » kimenetelenk¶ent.
Mivel a felt¶etelek szerint a m¶ert¶ekt¶er v¶eges, ez¶ert a majdnem mindenhol val¶o
konvergenci¶ab¶ol kÄovetkezik a sztochasztikus konvergencia, ¶³gy »n ! » az L0
t¶er konvergenci¶aj¶aban, felt¶eve ha » 2 L0; vagyis ha a » majdnem mindenhol
v¶eges. TegyÄuk fel, hogy "
±
= ¹ (» = 1) > 0: A K felt¶etelezett korl¶atoss¶aga
miatt van olyan N , hogy minden n-re
¹
µ
j»nj ¸ N
2
¶
· "
2
:
A Fatou-lemma miatt
" · ¹ (j»j ¸ N) = ¹
³
lim
n
j»nj ¸ N
´
=
22Ez¶ert ,,halv¶anyodik" el a kock¶azat.
23Az ¶all¶³t¶as a Zorn-lemma seg¶³ts¶eg¶evel kÄonnyen igazolhat¶o: Ha (f®) egy l¶anc, vagyis
egy line¶arisan rendezett r¶eszhalmaz, akkor az (f®) halmaznak az alapt¶er v¶egess¶ege miatt
l¶etezik l¶enyeges szupr¶emuma. A l¶enyeges szupr¶emum egy fels}o korl¶at, amely a halmaz
korl¶atoss¶aga miatt majdnem mindenhol v¶eges, ¶es a z¶arts¶ag miatt eleme a halmaznak. ¶Igy
a Zorn-lemma miatt van maxim¶alis elem. Az al¶abbi gondolatmenet l¶enyege, hogy nem kell
hivatkozni a Zorn-lemm¶ara, amelyet ¶eppen a lemma helyettes¶³t.
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=
Z
X
Âfjxj¸Ng
³
lim
n
j»nj
´
d¹ ·
Z
X
lim
n
Âfjxj¸N=2g (j»nj) d¹ ·
· lim inf
n
Z
X
Âfjxj¸N=2g (j»nj) d¹ = lim inf
n
¹
µ
j»nj ¸ N
2
¶
· "
2
;
ami lehetetlen. 2
A m¶asodik lemma bizony¶³t¶asa. De¯ni¶aljuk a
© (x)
±
= fy j y º xg
halmaz¶ert¶ek}u lek¶epez¶est. A © kÄovetkez}o tulajdons¶agai trivi¶alisan teljesÄulnek:
1. © (x) minden x-re z¶art, ugyanis a rendez¶es folytonos,
2. x 2 ©(x), ugyanis a rendez¶es re°ex¶³v,
3. x2 2 ©(x1) implik¶alja a © (x2) µ ©(x1) tartalmaz¶ast, ugyanis a ren-
dez¶es tranzit¶³v,
4. ha xk+1 2 ©(xk), akkor d (xk; xk+1) ! 0:
A maxim¶alis elem l¶etez¶es¶ehez el¶eg megmutatni, hogy van olyan x pont, hogy
© (x) = fxg. Nyilv¶an a d metrika helyett vehetjÄuk a d= (1 + d) metrik¶at is,
¶³gy feltehet}o, hogy a d metrika korl¶atos. Valamely A halmaz eset¶en jelÄolje
± (A) az A ¶atm¶er}oj¶et. A metrika felt¶etelezett korl¶atoss¶aga miatt ± (A) <
1: A 2. miatt a ©(x) soha sem Äures, ¶³gy egy tetsz}oleges x0-b¶ol kiindulva
megkonstru¶alhatjuk az
xk+1 2 ©(xk)
d (xk+1; xk) ¸ ± (© (xk)) =2 ¡ 1=2k¡1
iter¶aci¶ot. A 3. miatt © (xk+1) µ ©(xk) ¶es a 4. miatt ± (©(xk)) ! 0:
Az X felt¶etelezett teljess¶ege miatt az (© (xk)) halmazok egyetlen x pontra
h¶uz¶odnak Äossze. Nyilv¶an x 2 ©(xn) ¶es ez¶ert
© (x) µ \n©(xn) = fxg ;
amib}ol a lemma m¶ar trivi¶alis. 2
2.4 Gyenge* topol¶ogia ¶es a sztochasztikus konvergen-
cia
Az al¶abbiakban tekintsÄuk a (L1; L1) du¶alis p¶art a h»; ´i ±= E (»´) kanonikus
dualit¶assal, ¶es a tov¶abbiakban jelÄoljÄuk B1-nel az L1 t¶er z¶art egys¶eggÄombj¶et.
El}oszÄor eml¶ekeztetÄunk a kÄovetkez}o nevezetes t¶etelre24:
2.9 T¶etel (Krein{·Smulian). Legyen E egy Banach-t¶er, ¶es jelÄoljÄuk E0-vel
az E du¶alis¶at, valamint B0-vel a du¶alis t¶er egys¶eggÄombj¶et. Ekkor egy C µ E0
konvex halmaz pontosan akkor ¾(E0; E)-z¶art, ha minden ¸ pozit¶³v sz¶amra a
¸B0 \ C halmaz ¾(E0; E)-z¶art.
24Dunford{Schwartz [1958], 429 oldal.
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A t¶etel egyszer}u kÄovetkezm¶enye, hogy egy E0-beli C konvex k¶up pontosan
akkor ¾(E0; E)-z¶art, ha a B0 \C halmaz ¾(E0; E)-z¶art. A ¾(L1; L1) gyenge*
z¶arts¶ag egy nehezen ellen}orizhet}o felt¶etel. Ez¶ert rendk¶³vÄul fontos a kÄovetkez}o:
2.10 ¶All¶³t¶as. Az L1 (-; F ;P) t¶er C konvex k¶upja pontosan akkor ¾(L1; L1)-
z¶art, ha a C \ B1 metszet z¶art a sztochasztikus konvergenci¶ara n¶ezve.
Bizony¶³t¶as. A Krein{·Smulian-t¶etel k¶upokra kimondott fenti alakja alapj¶an
el¶eg annyit bizony¶³tani, hogy C \ B1 pontosan akkor ¾(L1; L1)-z¶art, ha a
C \ B1 z¶art a sztochasztikus konvergenci¶ara n¶ezve.
1. L¶assuk be hogy ha a C \ B1 halmaz ¾(L1; L1)-z¶art, akkor a C \
B1 z¶art a sztochasztikus konvergenci¶ara n¶ezve. TegyÄuk fel, hogy az (fn)
sorozat, ahol fn 2 C \B1, sztochasztikusan konverg¶al egy f0 2 L1-hez. Az
¶altal¶anoss¶ag megszor¶³t¶asa n¶elkÄul feltehet}o, hogy fn ¡! f0 m.m., amib}ol a
domin¶ans konvergencia t¶etel alapj¶an
lim
n!1 E (fng) = E (f0g) ;
vagyis minden g 2 L1 eset¶en
lim
n!1 E ((fn ¡ f0) g) = 0 :
Eml¶ekeztetÄunk, hogy a ¾(L1; L1) topol¶ogia azonos az L1 v¶eges r¶eszhal-
mazainak S halmaz¶ab¶ol sz¶armaz¶o dualit¶as ¶altal meghat¶arozott L1 feletti
topol¶ogi¶aval, melynek 0 kÄorÄuli kÄornyezetb¶azis¶at az
U(S; ")
±
= fx 2 L1 j 8y 2 S : jE (xy)j · "g
alak¶u halmazok alkotj¶ak, ahol (S; ") befutja az S £ IR+ halmazt. Mivel
lim
n!1 E ((fn ¡ f0) g) = 0
minden g 2 L1-re, ez¶ert ha S ±= fgg valamely g 2 L1-re, akkor tetsz}oleges "
eset¶en el¶eg nagy n-re fn ¡ f0 2 U(S; "), ¶es hasonl¶ok¶eppen ugyanez minden
S
±
= fgigi·k v¶eges elemsz¶am¶u halmaz eset¶en, vagyis az S minden elem¶ere
is teljesÄul. Mivel az U(S; ") alak¶u halmazok a ¾(L1; L1) topol¶ogia szerint a
0-nak kÄornyezetb¶azis¶at alkotj¶ak, ezzel bel¶attuk, hogy fn ! f0 a ¾(L1; L1)
topol¶ogia szerint. Mivel a feltev¶es szerint a C \ B1 halmaz ¾(L1; L1)-z¶art,
ez¶ert f0 2 C \ B1, vagyis a C \ B1 z¶art a sztochasztikus konvergenci¶ara
n¶ezve.
2. Most l¶assuk be, hogy ha a C konvex k¶upra a C \ B1 halmaz z¶art
a sztochasztikus konvergenci¶ara n¶ezve, akkor a C \ B1 egy¶uttal ¾(L1; L1)-
z¶art. Legyen g0 2 L1 eleme C \ B1 halmaz L1-beli lez¶artj¶anak az L1-
norma topol¶ogia szerint. Ekkor l¶etezik (gn) sorozat C \ B1 -b}ol, melyre
gn ! g0 a norma topol¶ogia szerint, amib}ol gn P¡! g0, ez viszont a szto-
chasztikus z¶arts¶ag miatt azt jelenti, hogy g0 2 C \ B1, vagyis C \ B1
z¶art L1-ben a norma topol¶ogia szerint. TekintsÄuk a (L1; L1) du¶alis p¶art
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az h»; ´i = E (»´) kanonikus dualit¶assal. Mivel az (L1; k¢k1) lok¶alisan kon-
vex Hausdor®-topologikus vektort¶er, ¶es a C \ B1 konvex, ez¶ert a norma
z¶arts¶agb¶ol kÄovetkezik a ¾(L1; L1) z¶arts¶ag25. A lesz}uk¶³tett topol¶ogia de¯n¶³-
ci¶oja alapj¶an a C \ B1 halmaz z¶art ¾(L1; L1) topol¶ogia L1-re vonatkoz¶o
lesz}uk¶³t¶es¶ere n¶ezve26. MegjegyezzÄuk, hogy a ¾(L1; L1) topol¶ogia lesz}uk¶³t¶ese
az L1-t¶eren durv¶abb, mint ¾(L1; L1): Ennek igazol¶as¶ahoz elegend}o a kÄor-
nyezetb¶azisokat fel¶³rni ¶es felhaszn¶alni, hogy ha ¿ egy X t¶eren valamely A
csal¶ad ¶altal gener¶alt legsz}ukebb topol¶ogia, akkor az A csal¶ad lesz}uk¶³t¶ese egy
Y µ X halmazra ¶eppen a ¿ Y -ra val¶o lesz}uk¶³t¶es¶et gener¶alja. ¶Igy teh¶at, mivel
a C \B1 halmaz z¶art az L1-ben az ¾(L1; L1) lesz}uk¶³t¶es¶ere vonatkoz¶olag, a
¾(L1; L1) egy a ¾(L1; L1) lesz}uk¶³t¶es¶en¶el ¯nomabb topol¶ogia, ez¶ert a C\B1
halmaz ¾(L1; L1)-z¶art27. 2
2.5 Mikor lesz egy sztochasztikus integr¶al lok¶alis mar-
ting¶al
Mik¶ent m¶ar jeleztÄuk, sztochasztikus integr¶alon mindig szemimarting¶al ¶erte-
lemben vett integr¶alt ¶ertÄunk. ¶Eppen ez¶ert a lok¶alis marting¶alok szerint vett
sztochasztikus integr¶alok nem lesznek automatikusan lok¶alis marting¶alok.
Ezen seg¶³t a kÄovetkez}o ¶all¶³t¶as:
2.11 T¶etel (Ansel{Stricker). Legyen M egy lok¶alis marting¶al, ¶es tegyÄuk
fel, hogy a H el}orejelezhet}o sztochasztikus folyamat szemimarting¶al ¶ertelemben
integr¶alhat¶o az M szerint. Ha a H strat¶egia megengedett, vagyis egy u val¶os
sz¶amra, minden t ¸ 0-ra (H ²M)t ¸ ¡u; akkor a H ² M lok¶alis marting¶al28.
2.6 A sztochasztikus anal¶³zis n¶eh¶any tov¶abbi t¶etele
Ebben az alpontban a kÄonnyebb kÄovethet}os¶eg ¶erdek¶eben n¶eh¶any k¶es}obb fel-
haszn¶al¶asra kerÄul}o t¶etelt id¶ezÄunk. Ezek megtal¶alhat¶oak Medvegyev [2007a,
25Rudin [1973], Theorem 3.12, vagy ¯gyelembe v¶eve, hogy az L1 t¶er lok¶alisan konvex
Hausdor®-t¶er, felhaszn¶alhatjuk a Hahn{Banach-t¶etelnek azt az { el}obbin¶el ¶altal¶anosabb
{ kÄovetkezm¶eny¶et, hogy egy konvex halmaz dualit¶assal kompatibilis topol¶ogi¶ak sze-
rinti lez¶artja ugyanaz a halmaz. Ld.: Krist¶of J¶anos: Az anal¶³zis elemei IV (lel}ohely:
http://www.cs.elte.hu/~krja) 112. o.
26Ha valamely z 2 L1 elem nincsen benne a halmazban, akkor mivel egy¶uttal z 2 L1;
van olyan kÄornyezete a ¾(L1; L1)-ben, amely nem metsz bele a halmazba. Nyilv¶an ennek
a kÄornyezetnek a lesz}uk¶³t¶ese az L1-re sem metsz bele, vagyis a halmaz komplementere
ny¶³lt.
27Egy m¶asik gondolatmenet a kÄovetkez}o: Ha a halmaz z¶art a sztochasztikus kon-
vergenci¶aban, akkor z¶art az L2 (-) t¶erben is, ugyanis az L2-konvergens sorozatoknak
van majdnem mindenhol, ¶³gy a m¶ert¶ek v¶egess¶ege miatt sztochasztikusan is konvergens
r¶eszsorozata. Mivel a halmaz konvex, ez¶ert a z¶art ¶es a gyeng¶en z¶art halmazok egybeesnek,
¶³gy a halmaz ¾(L2; L2) z¶art. De mivel a halmaz r¶esze az L1 z¶art egys¶eggÄombj¶enek, ez¶ert
¾(L1; L2) z¶art, ugyanis ha egy L1-b}ol vett elem nem lenne benne az L2 ¶altal gener¶alt
topol¶ogia szerinti lez¶artban, akkor a m¶ert¶ek v¶egess¶ege miatt az L2-ben sem lenne benne a
lez¶artban. De ism¶etelten a m¶ert¶ek v¶egess¶ege miatt L2 µ L1; ¶³gy a ¾(L1; L1) topol¶ogi¶aban
tÄobb a ny¶³lt halmaz, mint a ¾(L1; L2) topol¶ogi¶aban, ¶³gy tÄobb a z¶art halmaz is, teh¶at a
halmaz ¾(L1; L1) z¶art.
28A t¶etel kÄulÄonf¶ele alakjai megtal¶alhat¶ok: ¶Emery [1979], valamint Ansel{Stricker [1994]-
ben, ld. m¶eg: Medvegyev [2007b].
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2007b]-ben.
2.12 T¶etel (Speci¶alis szemimarting¶alok sztochasztikus integr¶al¶asa).
Legyen X egy speci¶alis szemimarting¶al, amelynek kanonikus felbont¶asa legyen
X = X (0) + M + A. Ha a H folyamat X-integr¶alhat¶o, akkor a H ² X
szemimarting¶al pontosan akkor speci¶alis szemimarting¶al, ha a H lok¶alis mar-
ting¶al ¶ertelemben M-integr¶alhat¶o, ¶es a H Lebesgue{Stieltjes ¶ertelemben A-
integr¶alhat¶o. Ebben az esetben a H ² X kanonikus felbont¶asa H ² X =
H ² M + H ² A.
2.13 T¶etel (Korl¶atos v¶altoz¶as¶u folyamat Hahn-felbont¶asa). Legyen A
egy v¶eges v¶altoz¶as¶u el}orejelezhet}o folyamat, amelyre A0 = 0. Ekkor l¶eteznek
a diszjunkt ¶es el}orejelezhet}o B+ ¶es B¡ halmazok, amelyek uni¶oja az IR+ £-
halmaz, ¶es amelyekre teljesÄul, hogy a ÂB+ ² A ¶es a ¡ÂB¡ ² A folyamatok
nÄovekv}oek, ¶es29
Var(A) =
¡
ÂB+ ¡ ÂB¡
¢ ² A :
2.7 A szemimarting¶al topol¶ogia ¶es M¶emin t¶etele
A szemimarting¶alok ter¶enek topol¶ogiz¶al¶asa t¶avolr¶ol sem egyszer}u feladat. En-
nek oka, hogy m¶eg a trajekt¶ori¶ak egyenletes konvergenci¶aja sem biztos¶³tja,
hogy szemimarting¶alok hat¶ar¶ert¶eke szemimarting¶al maradjon. P¶eldak¶ent
¶erdemes a kÄovetkez}ore gondolni: egy determinisztikus folyamat pontosan
akkor szemimarting¶al, ha korl¶atos v¶altoz¶as¶u. Eml¶ekeztetÄunk, hogy a min-
denhol folytonos, de sehol sem deriv¶alhat¶o fÄuggv¶eny konstrukci¶oja sor¶an egy
nem korl¶atos v¶altoz¶as¶u fÄuggv¶enyt korl¶atos v¶altoz¶as¶u fÄuggv¶enyek30 egyenlete-
sen konvergens hat¶ar¶ert¶ekek¶ent ¶all¶³tunk el}o. A korl¶atos v¶altoz¶as¶u fÄuggv¶enyek
azonos¶³that¶ok a m¶ert¶ekekkel31. A v¶eges m¶ert¶ekek kÄor¶eben a term¶eszetes
norma a teljes megv¶altoz¶as. Ha ¹ egy v¶eges m¶ert¶ek, akkor
k¹k ±= sup
(Ai)
X
i
j¹ (Ai)j = sup
jKj·1
¯¯¯¯Z
-
K d¹
¯¯¯¯
;
ahol az els}o szupr¶emumot az alaphalmaz Äosszes legfeljebb megsz¶aml¶alhat¶o
elemb}ol ¶all¶o m¶erhet}o part¶³ci¶oj¶an kell venni. A m¶asodik egyenl}os¶eg vil¶agos,
¶es term¶eszetesen a szupr¶emumot az egyn¶el nem nagyobb abszol¶ut ¶ert¶ekkel
rendelkez}o m¶erhet}o fÄuggv¶enyek szerint kell venni. Ebb}ol kÄovetkez}oen az
IR+ f¶elegyenesen ¶ertelmezett v¶eges megv¶altoz¶as¶u fÄuggv¶enyek32 kÄor¶eben a
term¶eszetes topol¶ogi¶at a
kV kn ±= jV (0)j + supjKj·1
¯¯¯¯Z n
0
K dV
¯¯¯¯
±
= jV (0)j + sup
jKj·1
j(K ² V )nj
29Medvegyev [2007b]: Theorem 26 bizony¶³t¶as¶anak 2. pontja.
30Line¶aris tÄortfÄuggv¶enyek!
31Pontosabban csak egy konstans ¶ert¶ekt}ol eltekintve azonos¶³that¶ok a m¶ert¶ekekkel. Az
IR+ f¶elegyenesen a nulla pontban nulla ¶ert¶eket felvev}o korl¶atos v¶altoz¶as¶u fÄuggv¶enyek azo-
nos¶³that¶ok a v¶eges m¶ert¶ekekkel. Ez¶ert szÄuks¶eges a szemimarting¶al topol¶ogia de¯n¶³ci¶oj¶aban
az S (0)K (0) szerepeltet¶ese.
32Vagyis az olyan fÄuggv¶enyek, amelyek megv¶altoz¶asa minden kompakt intervallumon
v¶eges.
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f¶elnorm¶akkal ¶erdemes de¯ni¶alni. Ha V v¶eges megv¶altoz¶as¶u trajekt¶ori¶akkal
rendelkez}o folyamat, akkor a topol¶ogi¶at ¶erdemes a trajekt¶ori¶ak ¶altal de¯ni¶alt
m¶ert¶ekekhez rendelt f¶elnorm¶ak ¶altal alkotott val¶osz¶³n}us¶egi v¶altoz¶ok szto-
chasztikus konvergenci¶aj¶aval de¯ni¶alni. Eml¶ekeztetÄunk, hogy val¶osz¶³n}us¶egi
v¶altoz¶ok egy (»n) sorozata pontosan akkor tart sztochasztikusan null¶ahoz,
ha E (j»nj ^ 1) ! 0. A szemimarting¶al topol¶ogia a teljes megv¶altoz¶as ¶altal
de¯ni¶alt topol¶ogi¶at ¶altal¶anos¶³tja:
2.14 De¯n¶³ci¶o. A szemimarting¶alok ter¶en az
kSkS ±=
1X
n=1
2¡n sup
jKj·1
E (jK (0)S (0) + (K ² S)nj ^ 1)
kv¶azinorma ¶altal gener¶alt topol¶ogi¶at szemimarting¶al topol¶ogi¶anak nevezzÄuk.
2.15 T¶etel (A szemimarting¶al topol¶ogia jellemz¶ese). Szemimarting¶alok
egy
¡
Sk
¢
sorozata pontosan akkor konverg¶al a 0-hoz a szemimarting¶al topol¶ogia
szerint, ha minden t-re Sk (0)
P! S (0) ¶es ¡K ² Sk¢
t
P¡! 0 a K-ban egyen-
letesen, ahol a K befutja az Äosszes jKj · 1 el}orejelezhet}o folyamatot.
Az alapt¶etel igazol¶asa sor¶an kiemelked}oen fontos szerepet fog j¶atszani a
kÄovetkez}o t¶etel:
2.16 T¶etel (M¶emin). Ha S jelÄoli a szemimarting¶alok halmaz¶at, akkor egy
rÄogz¶³tett szemimarting¶al szerinti sztochasztikus integr¶alk¶ent fel¶³rhat¶o szemi-
marting¶alok az (S; k¢kS) kv¶azi-norm¶alt t¶er z¶art alter¶et alkotj¶ak33.
3 M¶emin t¶etel¶ere val¶o visszavezet¶es
Most t¶erjÄunk r¶a az alapt¶etel bizony¶³t¶as¶ara. A bizony¶³t¶as els}o l¶ep¶esek¶ent az
alapt¶etel bizony¶³t¶as¶at visszavezetjÄuk M¶emin t¶etel¶ere.
3.1 A sztochasztikus integr¶alok ¶ert¶ek¶enek kiterjeszt¶ese
a v¶egtelenbe
El}oszÄor l¶assuk be a kÄovetkez}o, m¶ar tÄobbszÄor hivatkozott ¶all¶³t¶ast:
3.1 ¶All¶³t¶as. Ha az S kiel¶eg¶³ti az arbitr¶azsmentess¶eg felt¶etel¶et, ¶es ha a H egy
megengedett strat¶egia, akkor a (H ² S)1 l¶etezik ¶es v¶eges.
Bizony¶³t¶as. Term¶eszetesen az ¶all¶³t¶as nyilv¶anval¶o lenne, ha m¶ar tudn¶ank
az alapt¶etelt, ugyanis akkor a H ² S egy alulr¶ol korl¶atos lok¶alis marting¶al
lenne a Q alatt, ¶es ¶³gy egy¶uttal egy alulr¶ol korl¶atos szupermarting¶al is lenne
a Q alatt, ¶es a nem negat¶³v szupermarting¶alok konvergencia t¶etel¶eb}ol m¶ar
kÄovetkezne az ¶all¶³t¶as. Ennek f¶eny¶eben nem t¶ul meglep}o, hogy a bizony¶³t¶as
eml¶ekeztet a nem negat¶³v szupermarting¶alok konvergenci¶aj¶anak igazol¶as¶ara.
VegyÄunk teh¶at tetsz}oleges ¯ < ° sz¶amokat. Megmutatjuk, hogy az olyan
33V.Äo.: M¶emin [1980].
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kimenetelek halmaza, amelyre a H ² S v¶egtelen sokszor alulr¶ol ¶atmetszi a
[¯; °] szakaszt, nulla val¶osz¶³n}us¶eg}u. De¯ni¶aljuk a ¾0
±
= ¿0
±
= 0 meg¶all¶asi
id}okb}ol kiindulva a
¾n
±
= inf ft ¸ ¿n¡1 : (H ² S)t · ¯g
¿n
±
= inf ft ¸ ¾n : (H ² S)t ¸ °g
meg¶all¶asi id}oket. A szok¶asos m¶odon, ha az in¯mum mÄogÄotti halmaz Äures,
akkor de¯ni¶aljuk az in¯mum ¶ert¶ek¶et +1-nek. A (¾n; ¿n] intervallumokon a
H ² S alulr¶ol ¶atmetszi a [¯; °] szakaszt. Legyen
K
±
= HÂ ([n (¾n; ¿n]) :
A Â ([n (¾n; ¿n]) folyamat balr¶ol folytonos ¶es adapt¶alt, teh¶at el}orejelezhet}o,
¶³gy a K is el}orejelezhet}o. A H ² S megengedett, ¶³gy alulr¶ol korl¶atos egy
u sz¶ammal. Vil¶agos, hogy ez a tulajdons¶aga a K ² S-nek is megmarad.
Ugyanakkor nyilv¶anval¶oan, ha valamely kimenetelre ¾n < ¿n < 1; akkor
erre a kimenetelre
HÂ ((¾n; ¿n]) ² S ¸ ° ¡ ¯ > 0 ;
kÄovetkez¶esk¶eppen ha valamely kimenetelre ¿n < 1 minden n-re, vagyis ha
valamely kimenetelre v¶egtelen sok ¶atmetsz¶es van, akkor
lim
n!1 (K ² S) (¿n) = 1 :
TegyÄuk fel, hogy ez egy pozit¶³v val¶osz¶³n}us¶eg}u C halmazon teljesÄul. A C
komplementer¶en nem tudjuk, mik¶ent viselkedik a K²S, ¶³gy be kell vezetnÄunk
egy (tn) id}opontsorozatot ¶es a ¿n meg¶all¶asi id}o helyett a ¿n ^ tn korl¶atos
meg¶all¶asi id}oket kell tekinteni. De¯ni¶aljuk a
Kn
±
= K
1
n
Â ([0; ¿n ^ tn])
integrandusokat. Vil¶agos, hogy mindegyik Kn megengedett, (Kn ² S)1 ¶er-
telmes, ugyanis a ¿n ^ tn < 1 id}opont ut¶an az integr¶alfolyamat m¶ar nem
v¶altozik. Az is vil¶agos, hogy a Kn ² S negat¶³v r¶esze egyenletesen null¶ahoz
tart. Az is vil¶agos, hogy ahol az ¶atmetsz¶esek sz¶ama v¶egtelen, vagyis a C
halmazon, az integr¶alok nÄoveked¶ese a [0; ¿n] szakaszon legal¶abb ° ¡ ¯. A C
halmazon a ¿n minden n-re v¶eges, ¶³gy ha t % 1; akkor
C \ f¿n > tg & ; :
V¶alasszuk a tn sz¶amokat ¶ugy, hogy
P (C \ f¿n > tng) · P (C)
2n+1
:
Ha B
±
= C \ (\n f¿n · tng), akkor
P (B) = P (C n Bc) = P (C) ¡ P (C \ Bc) =
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= P (C) ¡ P (C \ ([n f¿n · tngc)) =
= P (C) ¡ P ([nC \ f¿n > tg) ¸
¸ P (C) ¡
X
n
P (C \ f¿n > tng) ¸
¸ P (C) ¡
X
n
P (C)
2n+1
¸ P (C)
2
> 0 :
Ha szÄuks¶eges, akkor a B halmazon a ° ¡ ¯ feletti felesleges nÄovekm¶enyeket,
illetve a Bc halmazon a nem negat¶³v ¶ert¶ekeket a d¶³jmentes lomtalan¶³t¶as
felt¶etele seg¶³ts¶eg¶evel elhagyhatjuk. Ez¶ert alkalmas ln ¸ 0 sorozat seg¶³ts¶eg¶evel
az L1 t¶erben
(Kn ² Sn)1 ¡ ln ! (° ¡ ¯)ÂB ;
amely ellentmond a nincsen arbitr¶azs felt¶etelnek. ¶Igy az ¶atmetsz¶esek sz¶ama
majdnem mindenhol v¶eges. Ebb}ol kÄovetkez}oen egy nulla m¶ert¶ek}u halmazt¶ol
eltekintve a hat¶ar¶ert¶ek l¶etezik. Mivel a H ² S alulr¶ol korl¶atos, a hat¶ar¶ert¶ek
vagy v¶eges, vagy +1, de ez ut¶obbit a m¶ar bemutatott m¶odon ki tudjuk
z¶arni34. 2
3.2 A lehets¶eges ,,kasz¶al¶asok" ter¶enek korl¶atoss¶aga
El}oszÄor vizsg¶aljuk meg a lehets¶eges ,,kasz¶al¶asok" ter¶et, vagyis azt a halmazt,
amely elemei megengedett befektet¶esek szerinti sztochasztikus integr¶alk¶ent
¶all¶³that¶ok el}o. KezdjÄuk n¶eh¶any viszonylag egyszer}u lemm¶aval.
3.2 Lemma. RÄogz¶³tsÄunk egy u sz¶amot. Ha az S szemimarting¶al eleget tesz
az arbitr¶azsmentess¶eg felt¶etel¶enek, akkor a
f(H ² S)1 : H u-megengedettg (2)
korl¶atos az L0-ban35. Az arbitr¶azsmentess¶eg felt¶etel¶enek teljesÄul¶esekor a (2)
halmaz L0 t¶erben val¶o lez¶artja is korl¶atos az L0 t¶erben.
Bizony¶³t¶as. Az alulr¶ol val¶o u-korl¶atoss¶ag elemi kÄovetkezm¶enye, hogy ha
(Hn) egy u-megengedett sorozat ¶es ®n & 0 tetsz}oleges, akkor az fn®n ±=
(Hn®n ² S)1 sorozat negat¶³v r¶esze egyenletesen null¶ahoz tart. Ebb}ol kÄovet-
kez}oen, mik¶ent l¶attuk, az (fn®n) sztochasztikusan null¶ahoz tart. Ha most az
(fn) nem lenne korl¶atos, akkor l¶etezne olyan " > 0; hogy egy r¶eszsorozatra
34Legyen ¿n az els}o olyan id}opont, ahol a H ² S ¶atmetszi az n ¶ert¶eket. JelÄolje C azon
kimenetelek halmaz¶at, ahol v¶egtelen sok ¿n v¶eges, vagyis ahol az integr¶al v¶egtelenhez tart.
Vil¶agos, hogy ¿n % 1; ugyanis a sztochasztikus integr¶alok trajekt¶ori¶ai v¶eges szakaszon
korl¶atosak. De¯ni¶aljuk a Kn integr¶alokat, majd ezt kÄovet}oen ism¶eteljÄuk meg a m¶ar be-
mutatott gondolatmenetet.
35Eml¶ekeztetÄunk, hogy az L0 t¶erben a korl¶atoss¶ag, vagyis a sztochasztikus konvergen-
ci¶aban a korl¶atoss¶ag de¯n¶³ci¶oja a kÄovetkez}o: Egy A halmaz akkor korl¶atos a sztochasztikus
konvergenci¶aban, ha minden " > 0 sz¶amhoz van olyan N , hogy P (jf j > N ) < " minden
f 2 A eset¶en.
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P (fnk > k) > ". De ez lehetetlen, mert az (fnk=k) sztochasztikusan null¶ahoz
tart ¶es ez¶ert
P (fnk > k) = P (fnk=k > 1) · P (jfnk=kj > 1) · " :
Az ¶all¶³t¶as m¶asodik fele egy ¶altal¶anos ¶eszrev¶etel: ha egy halmaz korl¶atos az L0
t¶erben, akkor a lez¶artja is korl¶atos36. Legyen ugyanis az (fn) a lez¶ar¶asb¶ol vett
olyan sorozat, amelyre P (jfnj > n + 1) > " > 0: Minden n-re legyen gn olyan
fÄuggv¶eny, amely kÄozel van az fn-hez, vagyis amelyre P (jfn ¡ gnj > 1) < "=4.
A (gn) korl¶atoss¶aga miatt van olyan N , hogy P (jgnj > N) < "=4. Ekkor ha
n ¸ N; akkor
P (jfnj > n + 1) · P (jfn ¡ gnj > 1) + P (jgnj > n) · "=2 ;
ami lehetetlen. 2
3.3 De¯n¶³ci¶o. Tetsz}oleges X sztochasztikus folyamat eset¶en
X¤ ±= sup
t¸0
jXjt :
3.4 Lemma. Ha az S szemimarting¶al eleget tesz az arbitr¶azsmentess¶eg fel-
t¶etel¶enek, akkor tetsz}oleges u eset¶en a
f(H ² S)¤ : H u-megengedettg
halmaz korl¶atos L0-ban. Speci¶alisan a (H ²S)¤ fÄuggv¶eny minden megengedett
H folyamatra majdnem mindenhol v¶eges.
Bizony¶³t¶as. TegyÄuk fel, hogy van olyan u; amelyre a halmaz nem korl¶atos.
Ekkor valamely " > 0-ra l¶etezne egy (Hn) u-megengedett sorozat, amelyre
P ((Hn ² S)¤ > n) > " :
Ekkor a
¿n
±
= inf ft : jHn ² Sj > ng
meg¶all¶asi id}okre P (¿n < 1) > " ¶es a f¿n < 1g halmazon (Hn ² S)¿n ¸ n.
Ekkor a Kn
±
= HnÂ ([0; ¿n]) u-megengedett folyamatokra P((Kn ² S)1 >
n) > " > 0. KÄovetkez¶esk¶eppen a ((Kn ² S)1) halmaz nem korl¶atos a szto-
chasztikus konvergenci¶aban, ami viszont ellentmond az el}oz}o lemm¶anak. 2
3.3 A C0 Fatou-z¶arts¶aga ¶es a C gyenge* z¶arts¶aga
T¶erjÄunk r¶a a C gyenge* z¶arts¶ag¶anak igazol¶as¶ara.
3.5 De¯n¶³ci¶o. Az L0 t¶er egy D r¶eszhalmaz¶at Fatou-z¶artnak nevezzÄuk, ha
minden (fn) alulr¶ol egyenletesen korl¶atos D-beli sorozat eset¶en, ha fn ! f
majdnem biztosan, akkor f 2 D.
36Ez ¶altal¶aban topologikus vektorterekben is igaz.
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Ha a D halmaz k¶up, akkor a D Fatou-z¶arts¶aga ekvivalens a kÄovetkez}ovel: Ha
(fn) egy olyan D-beli sorozat amelyre fn ¸ ¡1 ¶es fn ! f majdnem biztosan,
akkor f 2 D:
3.6 ¶All¶³t¶as. Ha a C0 Fatou-z¶art, akkor a C k¶up ¾(L1; L1)-z¶art.
Bizony¶³t¶as. Legyen (fn) egy C\B1 µ C0-beli sorozat, amely sztochasztiku-
san tart valamely f 2 L0 elemhez. Ekkor valamely (fnk) r¶eszsorozatra felte-
het}o, hogy fnk ¡! f majdnem biztosan. Mivel (fnk) µ B1, ez¶ert a sorozat
elemei ¡1-n¶el nem kisebbek. A C0 felt¶etelezett Fatou-z¶arts¶ag¶ab¶ol kÄovetkezik,
hogy f 2 C0: Nyilv¶an az f 2 B1 is teljesÄul, vagyis a C \ B1 halmaz z¶art
a sztochasztikus konvergenci¶ara n¶ezve, amib}ol az ¶all¶³t¶as az el}oz}o ¶all¶³t¶asunk
alapj¶an m¶ar kÄovetkezik. 2
ÄOsszefoglalva, az alapt¶etel bizony¶³t¶as¶at a kÄovetkez}o ¶all¶³t¶asra vezettÄuk vissza:
3.7 ¶All¶³t¶as. Ha az S folyamat egy korl¶atos szemimarting¶al, amely eleget tesz
az arbitr¶azsmentess¶eg felt¶etel¶enek, akkor a C0 k¶up Fatou-z¶art.
3.4 A maxim¶alis elem ¶es a Fatou-z¶arts¶ag
T¶erjÄunk r¶a a C0 k¶up Fatou-z¶arts¶ag¶anak bizony¶³t¶as¶ara. Az egyszer}us¶eg ked-
v¶e¶ert (hn) jelÄoljÄon egy olyan C0-beli sorozatot, amelyre hn ¸ ¡1 ¶es amely-
re hn
m.m.¡! h. A Fatou-z¶arts¶ag de¯n¶³ci¶oj¶anak ¶ertelm¶eben nyilv¶an elegend}o
bel¶atni, hogy h 2 C0. A tov¶abbiakban rÄogz¶³tsÄuk a h elemet ¶es legyen
D ±=
n
f ¸ h j 9 (Kn) : Kn 1-megengedett ¶es (Kn ² S)1 m.m.¡! f
o
:
Ha K0 (1) jelÄoli az 1-megengedett ,,kasz¶al¶asokat", akkor
D = cl (K0 (1)) \
¡
h + L0+
¢
;
ahol a lez¶ar¶as az L0 t¶erben, vagyis a sztochasztikus konvergenci¶aban ¶ertend}o.
3.8 Lemma. A D halmaz nem Äures, ¶es tartalmaz maxim¶alis elemet.
Bizony¶³t¶as. Mivel hn 2 C0, ez¶ert minden n-re l¶etezik egy gn 2 K0 melyre
gn ¸ hn. Ekkor az 2.2 lemma miatt l¶etezik a g0n 2 conv fgn; gn+1; gn+2; . . .g
majdnem mindenhol konvergens sorozat, amelyre g0n ! g. KÄonnyen l¶athat¶o,
hogy a (hn)-b}ol a megfelel}o s¶ulyokkal anal¶og m¶odon k¶epzett (h0n) sorozat is
konvergens, ¶es h0n ! h, valamint g0n ¸ h0n. KÄovetkez¶esk¶eppen g ¸ h, ¶es ez¶ert
g 2 D, vagyis a D halmaz nem Äures. VegyÄuk ¶eszre, hogy a D az L0 t¶erben
korl¶atos, hiszen benne van a K0 (1) halmaz L0-beli lez¶artj¶aban. A cl (K0 (1))
halmaz viszont a 3.2 lemma miatt az L0 t¶erben korl¶atos. A D halmaz nyilv¶an
L0-ban z¶art, ez¶ert a 2.7 lemma ¶ertelm¶eben a D halmaz tartalmaz maxim¶alis
elemet. 2
A tov¶abbiakban jelÄolje f0 a D halmaz egyik maxim¶alis elem¶et. A kÄovetkez}o
lemm¶ab¶ol l¶atni fogjuk, mi kÄoze van az f0 2 cl (K0) fÄuggv¶enynek az alapt¶etelhez.
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3.9 Lemma. Ha f0 2 K0 akkor C0 k¶up Fatou-z¶art37.
Bizony¶³t¶as. Az 3.8 lemm¶at megel}oz}oen bevezetett jelÄol¶eseket alkalmazva,
a C0 Fatou-z¶arts¶ag¶ahoz elegend}o bel¶atni, hogy h 2 C0, ami a C0 de¯n¶³ci¶oja
szerint azzal ekvivalens, hogy l¶etezik egy f 2 K0, amelyre f ¸ h. Ha f0 2 K0;
akkor ez nyilv¶an teljesÄul, hiszen minden f 2 D-re de¯n¶³ci¶o szerint f ¸ h. 2
Ebb}ol kÄovetkez}oen teh¶at azt kell igazolni, hogy a D halmaz b¶armely f0
maxim¶alis eleme el}o¶all¶³that¶o valamely 1-megengedett integrandus szerinti in-
tegr¶alk¶ent.
3.5 A kÄozel¶³t}o sorozatok egyenletes konvergenci¶aja
Az f0-r¶ol csak azt tudjuk, hogy eleme a cl (K0 (1)) t¶ernek, vagyis csak azt
tudjuk, hogy az f0 1-megengedett integrandusok ¶altal de¯ni¶alt ,,kasz¶al¶asok"
sztochasztikus konvergenci¶aban vett hat¶ar¶ert¶eke38. A probl¶ema abb¶ol ered,
hogy nem tudjuk, hogy az integr¶alk¶ent el}o¶all¶³that¶o v¶altoz¶ok hat¶ar¶ert¶eke mikor
¶all¶³that¶o el}o integr¶alk¶ent. A helyzet hasonl¶³t a kÄovetkez}ore: TegyÄuk fel, hogy
line¶aris funkcion¶alok valamely (gn) sorozat¶ara az ®n
±
= hgn; fi sz¶amsorozat
konvergens. Mit tudunk mondani a (gn) sorozat, vagy legal¶abb valami-
lyen r¶eszsorozat¶anak konvergenci¶aj¶ara? El}oszÄor azt mutatjuk meg, hogy a
kÄozel¶³t}o sorozathoz tartoz¶o integr¶alfolyamatok egy alkalmas r¶eszsorozat¶anak
trajekt¶ori¶ai egyenletesen konvergensek.
3.10 Lemma. Ha (Hn) olyan 1-megengedett keresked¶esi strat¶egi¶akb¶ol ¶all¶o
sorozat, amelyre (Hn ² S)1 m.m.¡! f0, akkor az
Fn;m
±
= ((Hn ¡ Hm) ² S)¤ ±= sup
t
j(Hn ² S)t ¡ (Hm ² S)tj (3)
val¶osz¶³n}us¶egi v¶altoz¶o sztochasztikusan tart a null¶ahoz, valah¶anyszor n;m !
1. SzÄuks¶eg eset¶en r¶eszsorozatra ¶att¶erve feltehet}o, hogy a (Hn ² S) sorozat
trajekt¶ori¶ai majdnem minden kimenetelre az egyenletes konvergencia topol¶o-
gi¶aban Cauchy-sorozatot alkotnak.
Bizony¶³t¶as. TegyÄuk fel, hogy a lemma nem teljesÄul, vagyis l¶etezik egy 1 ¸
® > 0 ¶es egy (nk; mk) v¶egtelenhez tart¶o sorozat, amelyre
P
¡
sup
t
j(Hnk ² S)t ¡ (Hmk ² S)tj > 2®
¢ ¸ 2® :
Ilyenkor
P
¡
sup
t
((Hnk ¡ Hmk) ² S)t > ®
¢ ¸ ®
¶es a
P
¡
sup
t
((Hmk ¡ Hnk) ² S)t > ®
¢ ¸ ®
37¶Es ¶³gy a C k¶up ¾(L1; L1)-z¶art.
38Ugyanis, mivel csak azt tudjuk, hogy az L0 korl¶atos ¶es z¶art r¶eszhalmazaiban van
maxim¶alis elem, ez¶ert a K0 (1) halmazt le kell z¶arni a sztochasztikus konvergenci¶aban.
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egyenl}otlens¶eg kÄozÄul az egyik v¶egtelen sokszor fordul el}o. Ez¶ert, szÄuks¶eg
eset¶en az (nk;mk) helyett az (mk; nk) sorozatra ¶att¶erve m¶ar feltehet}o, hogy
minden k-ra
P
¡
sup
t
((Hnk ¡ Hmk) ² S)t > ®
¢ ¸ ® :
Legyen
¿k
±
= inf f t j ((Hnk ¡ Hmk) ² S)t ¸ ®g :
Ekkor nyilv¶an teljesÄul a P (¿k < 1) ¸ ®. De¯ni¶aljuk az el}orejelezhet}o Lk
folyamatot a kÄovetkez}ok¶eppen:
Lk
±
= HnkÂ ([0; ¿k]) + H
mkÂ ((¿k;1)) :
L¶assuk be, hogy az Lk folyamat 1-megengedett. Egyszer}u sz¶amol¶assal az Lk
de¯n¶³ci¶oj¶at felhaszn¶alva¡
Lk ² S¢
t
= (HnkÂ ([0; ¿k]) ² S)t + (HmkÂ ((¿k;1)) ² S)t =
= (HnkÂ ([0; ¿k]) ² S)t + (Hmk ² S)t ¡ (HmkÂ ([0; ¿k]) ² S)t =
= (Hnk ² S)¿kt + (Hmk ² S)t ¡ (Hmk ² S)¿kt =
= ((Hnk ¡ Hmk) ² S)¿kt + (Hmk ² S)t :
Ha valamely kimenetelre t · ¿k, akkor
¡
Lk ² S¢
t
= (Hnk ² S)t ¸ ¡1, mivel
a feltev¶es szerint Hnk 1-megengedett. Ha viszont ¿k < t, akkor a ¿k de¯n¶³-
ci¶oj¶ab¶ol, valamint az integr¶alfolyamat trajekt¶ori¶ainak jobbr¶ol val¶o folytonos-
s¶ag¶ab¶ol kÄovetkez}oen
((Hnk ¡ Hmk) ² S)¿kt = ((Hnk ¡ Hmk ) ² S)¿k ¸ ® ¸ 0 ;
¶³gy mivel a Hmk is 1-megengedett, az Lk val¶oban 1-megengedett. Ebb}ol
kÄovetkez}oen az
¡
Lk ² S¢1 ¶ertelmes. Legyen
½k
±
=
¡
Lk ² S¢1 = ((Hnk ¡ Hmk) ² S)¿k1 + (Hmk ² S)1 :
Ekkor ½k = Ãk + 'k, ahol
'k
±
= (Hnk ² S)1 Â (¿k = 1) + (Hmk ² S)1 Â (¿k < 1) =
= ((Hnk ¡ Hmk) ² S)1 Â (¿k = 1) + (Hmk ² S)1 Â (¿k < 1) +
+ (Hmk ² S)1 Â (¿k = 1) =
= ((Hnk ¡ Hmk) ² S)1 Â (¿k = 1) + (Hmk ² S)1 =
= ((Hnk ¡ Hmk) ² S)¿k1 Â (¿k = 1) + (Hmk ² S)1
¶es
Ãk
±
= ½k ¡ 'k = ((Hnk ¡ Hmk) ² S)¿k1 Â (¿k < 1) :
A 2.2 kompakts¶agi lemma alapj¶an, felhaszn¶alva, hogy a ¿k de¯n¶³ci¶oja miatt
a Ãk alulr¶ol korl¶atos39, a megfelel}o konvex kombin¶aci¶okra ¶att¶erve feltehet}o,
39A kifejez¶es minden kimenetelre vagy ¸ ® > 0; vagy ¸ 0; ¶³gy a 0 egy als¶o korl¶at.
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hogy valamely Ã0 v¶altoz¶ora Ãk
m.m.¡! Ã0. A felt¶etel szerint majdnem minden-
hol
lim
k¡!1
(Hmk ² S)1 = lim
k¡!1
(Hnk ² S)1 = f0 :
A 'k v¶altoz¶o de¯n¶³ci¶oja miatt minden kimenetelre a 'k vagy a (H
mk ² S)1
v¶altoz¶o, vagy a (Hnk ² S)1 ; ¶³gy trivi¶alisan limk!1 'k m.m.= f0. Ugyanakkor
a f¿k < 1g halmazon a ¿k de¯n¶³ci¶oja ¶es a sztochasztikus integr¶al jobbr¶ol val¶o
folytonoss¶aga miatt az eml¶³tett f¿k < 1g halmazon
Ãk = ((H
nk ¡ Hmk) ² S)¿k1 = ((Hnk ¡ Hmk) ² S) (¿k) ¸ ® :
A fenti P (¿k < 1) ¸ ® egyenl}otlens¶egb}ol kÄovetkezik, hogy P (Ãk ¸ ®) ¸ ®:
Ekkor a 2.5 kompakts¶agi lemma alapj¶an a konvex kombin¶aci¶o Ã0 hat¶ar¶ert¶ek¶ere
P (Ã0 > 0) > 0. Teh¶at a ½k sorozat valamely konvex kombin¶aci¶oib¶ol ¶all¶o
sorozat az f0+Ã0 v¶altoz¶ohoz konverg¶al, ami ellentmond az f0 maximalit¶as¶anak.
V¶egÄul t¶erjÄunk r¶a a megfelel}o r¶eszsorozat kiv¶alaszt¶as¶ara. A lemma m¶ar bel¶atott
r¶esze alapj¶an l¶etezik olyan (nk) indexsorozat, hogy
P
¡
((Hnk ¡ Hnl) ² S)¤ > 2¡k¢ < 2¡k ;
valah¶anyszor l ¸ k. A Borel{Cantelli-lemma miatt majdnem minden kime-
netelre v¶eges sok indext}ol eltekintve
((Hnk ¡ Hnl) ² S)¤ < 2¡k
minden l ¸ k eset¶en, amib}ol az ¶all¶³t¶as m¶ar evidens. 2
A lemma alapj¶an egy r¶eszsorozatra ¶att¶erve majdnem minden kimenetelre a
(Hn ² S) sorozat trajekt¶ori¶ai Cauchy-sorozatot alkotnak az egyenletes kon-
vergencia topol¶ogi¶aban. A jobbr¶ol regul¶aris fÄuggv¶enyek teljess¶ege40 miatt
¶erv¶enyes a kÄovetkez}o:
3.11 Lemma. Az el}oz}o lemma felt¶etelei mellett l¶etezik olyan X jobbr¶ol
regul¶aris, adapt¶alt folyamat, hogy
X
±
= lim
k!1
Hnk ² S ;
ahol a konvergencia trajekt¶ori¶ank¶ent egyenletesen ¶ertend}o, vagyis
sup
t
j(X ¡ Hnk ² S)tj m.m.¡! 0 : (4)
Miel}ott az al¶abbi hossz¶u sz¶amol¶asokra r¶at¶erÄunk, ¶erdemes rÄoviden v¶azolni a
h¶atralev}o sz¶amol¶asok c¶elj¶at. Az egyenletes konvergencia miatt:
f0 = lim
k!1
(Hnk ² S)1 = lim
k!1
lim
t!1 (H
nk ² S)t =
= lim
t!1 limk!1
(Hnk ² S)t = limt!1 Xt = X1:
40Eml¶ekeztetÄunk, hogy jobbr¶ol regul¶aris fÄuggv¶enyeken az olyan fÄuggv¶enyek halmaz¶at
¶ertjÄuk, amelyek jobbr¶ol folytonosak ¶es rendelkeznek bal oldali hat¶ar¶ert¶ekkel. Az egyenletes
konvergencia felcser¶elhet}o a hat¶ar¶ert¶ekkel, ¶³gy a jobbr¶ol regul¶aris fÄuggv¶enyek az egyenletes
konvergencia szerint vett topol¶ogi¶aban z¶art halmazt alkotnak, ¶³gy teljes metrikus teret
alkotnak.
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Az X folyamatr¶ol azonban nem tudjuk, hogy szemimarting¶al, ugyanis a
(Hn ² S)1 m.m.¡! f0 (5)
konvergenci¶ab¶ol bel¶atott Hnk ² S ! X trajekt¶ori¶ank¶ent val¶o egyenletes kon-
vergencia t¶ul gyenge ahhoz, hogy garant¶alja, hogy az X szemimarting¶al
legyen. Azt meg pl¶ane nem tudjuk, hogy az X az S szerint sztochasztikus
integr¶al lenne. TegyÄuk fel, hogy l¶eteznek olyan
Ln 2 conv fHnk ; k ¸ ng (6)
strat¶egi¶ak, amelyekre a Lk ² S sztochasztikus integr¶alok a szemimarting¶al
topol¶ogia szerint konverg¶alnak. Nyilv¶an az (5) miatt tov¶abbra is
(Ln ² S)1 m.m.¡! f0 ;
¶³gy a m¶ar bel¶atottak miatt az Ln ² S trajekt¶ori¶ai egyenletesen konverg¶alnak.
M¶emin-t¶etele41 szerint az S szerinti sztochasztikus integr¶alok halmaza z¶art a
szemimarting¶al topol¶ogi¶ara n¶ezve, kÄovetkez¶esk¶eppen l¶etezik egy el}orejelezhet}o
L folyamat, hogy
Lk ² S ¡! L ² S
a szemimarting¶al topol¶ogia szerint. A (6) miatt az Äosszes Lk strat¶egia 1-meg-
engedett, ¶³gy az L is 1-megengedett. De ekkor, felhaszn¶alva, hogy a szemi-
marting¶al topol¶ogi¶aban val¶o konvergenci¶ab¶ol kÄovetkezik a minden id}opontban
val¶o sztochasztikus konvergencia,
(L ² S)1 ±= limt!1 (L ² S)t = limt!1 limn!1 (L
n ² S)t =
= lim
n!1 limt!1 (L
n ² S)t = limn!1 (L
n ² S)1 = f0 ;
ahol a k¶et hat¶ar¶ert¶ek az im¶ent l¶atott egyenletes konvergencia miatt cser¶elhet}o
fel42. KÄovetkez¶esk¶eppen f0 2 K0; amib}ol a 3.9 lemma miatt a C0 k¶up Fatou-
z¶art, kÄovetkez¶esk¶eppen a 3.7 ¶all¶³t¶ast, ¶³gy az alapt¶etelt is igazoltuk. H¶atra
van azonban m¶eg a szemimarting¶al topol¶ogi¶aban konvergens (Ln) sorozat
megkonstru¶al¶asa!
4 A szemimarting¶al topol¶ogi¶aban konvergens
sorozat l¶etez¶ese
Most t¶erjÄunk r¶a a bizony¶³t¶as legnehezebb r¶esz¶ere, a szemimarting¶al topol¶o-
gi¶aban konvergens sorozat meghat¶aroz¶as¶ara.
4.1 ¶Uj m¶ert¶ekre val¶o ¶att¶er¶es
Tov¶abbra is f0 jelÄolje a D halmaz maxim¶alis elem¶et ¶es (Hn) legyen egy
olyan 1-megengedett sorozat, amelyre (Hn ² S)1 m.m.¡! f0: Mik¶ent l¶attuk43,
41Medvegyev [2007b], M¶emin [1980].
42 ÄOnmag¶aban a szemimarting¶al topol¶ogi¶aban val¶o konvergencia nem garant¶alja a tra-
jekt¶ori¶ak teljes id}otengelyen val¶o egyenletes konvergenci¶aj¶at.
43V.Äo.: 3.4 lemma.
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a (Hn ² S)¤ halmaz korl¶atos az L0 t¶erben, ¶³gy egy nullm¶ert¶ek}u halmazt¶ol
eltekintve
q
±
= sup
n
sup
t
j(Hn ² S)tj = sup
n
(Hn ² S)¤ < 1 :
ÄOsszefoglalva, egy alkalmas r¶eszsorozatra ¶att¶erve igaz a kÄovetkez}o44:
4.1 Lemma. A (Hn ² S) sorozat majdnem biztosan t-ben egyenletesen kon-
verg¶al valamely X folyamathoz, ¶es a
q
±
= sup
n
sup
t
j(Hn ² S)tj = sup
n
(Hn ² S)¤
v¶altoz¶o majdnem biztosan v¶eges.
4.2 Lemma. L¶etezik olyan, P-vel ekvivalens R val¶osz¶³n}us¶egi m¶ert¶ek, hogy
lim
n;m!1 k supt j(H
n ² S)t ¡ (Hm ² S)tj kL2(R) = 0 :
A Radon{Nikodym deriv¶alt korl¶atos.
Bizony¶³t¶as. Legyen
dR
dP
±
=
exp (¡q)
EP [exp (¡q)]
;
ahol q az el}oz}o lemm¶aban de¯ni¶alt v¶altoz¶o. Az R val¶osz¶³n}us¶egi m¶ert¶ek,
ugyanis a kifejez¶es integr¶alja ¶eppen egy. Ekkor nyilv¶an q 2 L2 (R), ez¶ert a
sztochasztikus konvergenci¶ara vonatkoz¶o major¶alt konvergencia t¶etel szerint
a fenti hat¶ar¶ert¶ek l¶etezik, ¶es 0-val egyenl}o. 2
A tov¶abbiakban a fent de¯ni¶alt R val¶osz¶³n}us¶egi m¶ert¶ekkel fogunk dolgoz-
ni. VegyÄuk ¶eszre, hogy ha egym¶as ut¶an k¶et m¶ert¶ekcser¶et hajtunk v¶egre, akkor
a Radon{Nikodym deriv¶altak Äosszeszorz¶odnak. A P-r}ol az R-re val¶o ¶att¶er¶es
Radon{Nikodym deriv¶altja korl¶atos. Mivel a m¶ert¶ek v¶eges, egy integr¶alha-
t¶o fÄuggv¶enyt tetsz}oleges korl¶atos, m¶erhet}o fÄuggv¶ennyel szorozva integr¶alhat¶o
fÄuggv¶enyt kapunk. Ha a m¶ert¶ekcser¶et k¶et l¶ep¶esben hajtjuk v¶egre, el}oszÄor
¶att¶erÄunk a P-r}ol az R-re, majd az R-r}ol a Q-ra, akkor a dQ=dP pontosan
akkor integr¶alhat¶o, ha integr¶alhat¶o a dQ=dR. Mivel a kock¶azatmentes m¶er-
t¶ekre val¶o ¶att¶er¶es Radon{Nikodym deriv¶altj¶anak integr¶alhat¶os¶ag¶at a korl¶atos
dR=dP nem ¶erinti, ez¶ert az egyszer}us¶eg kedv¶e¶ert az R-re val¶o hivatkoz¶ast
elhagyjuk ¶es az alapul vett m¶ert¶eket tov¶abbra is P-vel fogjuk jelÄolni. A sze-
mimarting¶alok halmaza nem m¶odosul a m¶ert¶ekcsere sor¶an45, ¶es mivel S-r}ol
feltesszÄuk, hogy korl¶atos, ez¶ert az S speci¶alis szemimarting¶al. TekinthetjÄuk
teh¶at az S = M + A kanonikus dekompoz¶³ci¶oj¶at, ahol M lok¶alis marting¶al,
A pedig el}orejelezhet}o, v¶eges v¶altoz¶as¶u folyamat. VegyÄuk ¶eszre, hogy a m¶er-
t¶ekcser¶et kÄovet}oen az
sup
t
j(Hn ² S)tj · q 2 L2 (-)
44A tov¶abbiakban az egyszer}ubb indexel¶es kedv¶e¶ert mindig evvel a r¶eszsorozattal fogunk
dolgozni.
45Medvegyev [2007a]: Corollary 4.58.
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miatt a Hn ²S egy speci¶alis szemimarting¶al46. Ebb}ol kÄovetkez}oen47 a Hn ²S
kanonikus felbont¶asa
Hn ² S = Hn ² M + Hn ² A ;
ahol az els}o integr¶al lok¶alis marting¶al, a m¶asodik pedig egy korl¶atos v¶altoz¶as¶u
folyamat. A (Hn ² S) szemimarting¶al topol¶ogi¶aban val¶o konvergenci¶aj¶ahoz
elegend}o bel¶atni, hogy a (Hn ² M) ¶es a (Hn ² A) konvergensek a szemimar-
ting¶al topol¶ogi¶aban.
4.2 N¶eh¶any egyszer}u becsl¶es
El}oszÄor egy Äonmag¶aban is ¶erdekes becsl¶est mutatunk be:
4.3 Lemma. Legyen S egy szemimarting¶al, amelynek ugr¶asaira teljesÄul a
k(¢S)¤kp < 1 egyenl}otlens¶eg, ahol 1 < p · 1. Ekkor az S speci¶alis szemi-
marting¶al, valamint az S = S (0) + M + A kanonikus felbont¶as eset¶en tel-
jesÄulnek a °°(¢A)¤°°
p
· p
p ¡ 1
°°(¢S)¤°°
p
¶es a °°(¢M)¤°°
p
· 2p ¡ 1
p ¡ 1
°°(¢S)¤°°
p
egyenl}otlens¶egek.
Bizony¶³t¶as. A jelÄol¶es egyszer}us¶³t¶ese c¶elj¶ab¶ol tegyÄuk fel, hogy S (0) = 0. Ha
¾n
±
= inf ft : jS (t)j > ng ;
akkor az ugr¶asokra tett felt¶etel miatt
jS¾nj · ¯¯S¾n¡ ¯¯ + j¢S (¾n)j · n + j¢S (¾n)j ·
· n + sup
t>0
j¢Sj 2 Lp (-) µ L1 (-) :
¶Igy supt jS¾nj (t) 2 L1 (-), teh¶at a sups·t jS (s)j lok¶alisan integr¶alhat¶o, ¶³gy az
S egy speci¶alis szemimarting¶al48. De¯n¶³ci¶o szerint a speci¶alis szemimarting¶a-
lok kanonikus felbont¶as¶aban az A el}orejelezhet}o, ¶³gy a ¢A is el}orejelezhet}o.
KÄovetkez¶esk¶eppen ¢A = p (¢A). A (¢S)¤ a felt¶etel szerint integr¶alhat¶o,
kÄovetkez¶esk¶eppen az L (t)
±
= E
¡
(¢S)¤ j Ft
¢
egyenletesen integr¶alhat¶o mar-
ting¶al. Term¶eszetesen
j¢S (t)j = E (j¢S (t)j j Ft) · E
¡
(¢S)¤ j Ft
¢ · L (t) ;
46V.Äo.: Medvegyev [2007a], Theorem 4.44, 257. oldal.
47V.Äo.: 2.12 t¶etel.
48Medvegyev [2007a]: Theorem 4.44.
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¶³gy p (j¢Sj) · pL = L¡. Mivel p (¢M) = 0; ez¶ert
j¢Aj = jp (¢A)j = jp (¢S ¡ ¢M)j = jp (¢S) ¡ p (¢M)j =
= jp (¢S)j · p (j¢Sj) · L¡:
Ha 1 > p > 1; akkor a Doob-egyenl}otlens¶eg szerint°°(¢A)¤°°
p
·
°°°°sup
t
jL (t)j
°°°°
p
· p
p ¡ 1 kL (1)kp
±
=
p
p ¡ 1
°°(¢S)¤°°
p
:
Ha p = 1, akkor minden t-re
j¢A (t)j · L¡ (t) = E
¡
(¢S)¤ j Ft¡
¢ ·
· E ¡°°(¢S)¤°°1 j Ft¡¢ = °°(¢S)¤°°1 :
¶³gy °°(¢A)¤°°1 ±= °°°°sup
t
j¢A (t)j
°°°°
1
· °°(¢S)¤°°1 :
Ebb}ol mind a k¶et esetben°°°°sup
t
j¢M j
°°°°
p
·
°°°°sup
t
j¢Sj
°°°°
p
+
°°°°sup
t
j¢Aj
°°°°
p
·
· °°(¢S)¤°°
p
+
p
p ¡ 1
°°(¢S)¤°°
p
;
ami ¶eppen a k¶³v¶ant m¶asodik egyenl}otlens¶eg. 2
Gyakran hasznos a kÄovetkez}o egyszer}u ¶eszrev¶etel:
4.4 Lemma. Legyenek (gk)1·k·n nemnegat¶³v, az (-; F ;P) val¶osz¶³n}us¶egi
mez}on ¶ertelmezett m¶erhet}o fÄuggv¶enyek. TegyÄuk fel, hogy l¶eteznek az (ak)1·k·n
¶es ± pozit¶³v sz¶amok, amelyekre teljesÄul, hogy minden k-ra P (gk ¸ ak) ¸ ±.
Ekkor minden 0 < ´ < 1 eset¶en
P
Ã
nX
k=1
gk ¸ ´±
nX
k=1
ak
!
¸ ±(1 ¡ ´)
1 ¡ ´± :
Bizony¶³t¶as. Legyen g
±
=
Pn
k=1 gk, ¶es jelÄoljÄuk A-val az egyenl}otlens¶egben
szerepl}o fg ¸ ±´ Pnk=1 ak g halmazt. Nyilv¶an
E (gÂ(Ac)) ·
nX
k=1
ak±´P(A
c) =
nX
k=1
ak±´ (1 ¡ P(A)) :
M¶asfel}ol
E (gÂ(Ac)) =
nX
k=1
E (gkÂ(A
c)) ¸
nX
k=1
E (gkÂ(A
c)Â(fgk ¸ akg)) ¸
 
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¸
nX
k=1
akP (A
c \ fgk ¸ akg) ¸
nX
k=1
ak (P (fgk ¸ akg) ¡ P (A)) ¸
¸
nX
k=1
ak± ¡
nX
k=1
akP (A) :
A k¶et egyenl}otlens¶eg egybevet¶es¶eb}ol kÄovetkezik, hogy
nX
k=1
akP (A) ¡
nX
k=1
ak±´P(A) ¸
nX
k=1
ak± ¡
nX
k=1
ak±´ ;
amib}ol
P(A) ¸
Pn
k=1 ak± ¡
Pn
k=1 ak±´;Pn
k=1 ak ¡
Pn
k=1 ak±´
;
amib}ol a
Pn
k=1 ak 6= 0, felhaszn¶al¶as¶aval kÄovetkezik a lemma. 2
A kÄovetkez}o becsl¶es az el}oz}o becsl¶es kÄozvetlen kÄovetkezm¶enye:
4.5 Lemma. Legyenek (gk)1·k·n nemnegat¶³v, az (-; F ;P) val¶osz¶³n}us¶egi
mez}on ¶ertelmezett m¶erhet}o fÄuggv¶enyek. TegyÄuk fel, hogy l¶eteznek a ¶es b
pozit¶³v sz¶amok, melyekre teljesÄul, hogy minden k-ra P (gk ¸ a) ¸ b. Ekkor
P
Ã
nX
k=1
gk ¸ nab
2
!
¸ b
2
:
4.3 N¶eh¶any szÄorny}u becsl¶es
4.6 Lemma. Ha H¸ jelÄoli azon 1-megengedett H integrandusokat, amelyekre°°(H ² S)¤°°
2
· ¸, akkor minden ¸ > 0 eset¶en a©
(H ² M)¤ j H 2 H¸
ª
halmaz korl¶atos L0-ban.
Bizony¶³t¶as. RÄogz¶³tett ¸ > 0 eset¶en, a H¸ halmaz de¯n¶³ci¶oja szerint, minden
H 2 H¸ folyamatra
°°(H ² S)¤°°
2
· ¸ teljesÄul, ez¶ert a H ²S szemimarting¶al, a
speci¶alis szemimarting¶alok karakteriz¶aci¶os t¶etele49 miatt speci¶alis szemimar-
ting¶al. Ekkor H ²M sztochasztikus integr¶al lok¶alis marting¶al szerinti integr¶al
¶ertelemben l¶etezik, ez¶ert de¯n¶³ci¶o szerint lok¶alis marting¶al50, valamint H ² S
kanonikus dekompoz¶³ci¶oja H ² M + H ² A alak¶u51.
TegyÄuk fel, hogy a
©
(H ² S)¤ j H 2 H¸
ª
halmaz nem korl¶atos az L0-ban.
L¶etezik teh¶at egy ® > 0 ¶es egy H¸-beli (Kn) sorozat, hogy minden n ¸ 1
eset¶en P
¡
(Kn ² M)¤ > n3¢ > 8®. Tudjuk, hogy
E
³¡
(Kn ² S)¤¢2´ · ¸2 ;
49Medvegyev [2007a]: Theorem 4.44.
50Medvegyev [2007a]: De¯nition 4.38.
51Medvegyev [2007a]: Theorem 4.49.
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ez¶ert a
¡
(Kn ² S)¤¢2 v¶altoz¶ora alkalmazva a Markov-egyenl}otlens¶eget:
P
¡
(Kn ² S)¤ ¸ n¢ = P³¡(Kn ² S)¤¢2 ¸ n2´ · ¸2
n2
:
Legyen N olyan, hogy ha n ¸ N , akkor max
n
¸2
n2 ;
1
n2
o
< ®6 , ¶es de¯ni¶aljuk a
¿n meg¶all¶asi id}oket a kÄovetkez}ok¶eppen:
¿n
±
= inf
©
t j j(Kn ² M)tj ¸ n3 vagy j(Kn ² S)tj ¸ n
ª
:
Ekkor az Ln
±
= 1n2 K
nÂ[0;¿n] integrandusra teljesÄulnek a kÄovetkez}ok:
1. Ln²M lok¶alis marting¶al, hiszen a bizony¶³t¶as elej¶en elmondottak szerint
Kn ² M , ¶es ¶³gy Ln ² M is lok¶alis marting¶al.
2. Ha n ¸ N , akkor
P
¡
(Ln ² M)¤ ¸ n¢ ¸ P ¡(Kn ² M)¤ ¸ n3¢ ¡ P ¡(Kn ² S)¤ ¸ n¢ ¸
¸ 8® ¡ ¸
2
n2
¸ 7® :
Ezt a kÄovetkez}ok¶eppen l¶athatjuk be. Azokra az ! kimenetelekre, melyekre
(Kn ² M)¤ (!) ¸ n3
¶es
(Kn ² S)¤ (!) < n ;
nyilv¶an (Kn ² M)¤¿n ¸ n3, vagyis
¡
1
n2
Kn ² M¢¤
¿n
¸ n. KÄovetkez¶esk¶eppen
(Ln ² M)¤ ¸ n :
Ezen kimenetelek halmaz¶anak val¶osz¶³n}us¶ege nyilv¶an nem kisebb, mint
P
¡
(Kn ² M)¤ ¸ n3¢ ¡ P ¡(Kn ² S)¤ ¸ n¢ :
3. Ln ² S ugr¶asai nem kisebbek, mint ¡ (n + 1) =n2. Val¶oban, a ¿n
meg¶all¶asi id}o de¯n¶³ci¶oja miatt a (Kn ² S)¿n folyamat fels}o korl¶atja a [0; ¿n)
intervallumon n, ¶es mivel 1-megengedett folyamatr¶ol van sz¶o, az ¶ert¶eke [0; ¿n]-
on nem kisebb, mint ¡1, ez¶ert (Kn ² S)¿n = KnÂ[0;¿n] ² S ugr¶asai nem
kisebbek, mint ¡(n + 1).
4.
°°(Ln ² M)¤°°
2
· n+°°¢ (Ln ² M)¿n°°2 · n+ 6¸n2 . Az egyenl}otlens¶eg els}o
fele abb¶ol kÄovetkezik, hogy ¿n de¯n¶³ci¶oja miatt a (Kn ² M)¿n = KnÂ[0;Tn] ²
M folyamat ¶ert¶eke a [0; ¿n) intervallumon legfeljebb n
3. Az egyenl}otlens¶eg
m¶asodik r¶esz¶enek igazol¶as¶ahoz vegyÄuk ¯gyelembe, hogy
(¢(Ln ² S))¤ · 2 (Ln ² S)¤ ;
¶es mivel a Kn 2 H¸ miatt °°(Ln ² S)¤°°
2
· ¸
n2
; (7)
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ez¶ert az im¶ent bel¶atott 4.3 lemma alapj¶an°°¢ (Ln ² M)¿n°°2 · 6¸n2 :
A 4. pont alapj¶an Ln ² M 2 H2, ¶³gy egyenletesen integr¶alhat¶o. Minden
n-re de¯ni¶aljuk a (¿n;i) meg¶all¶asi id}okb}ol ¶all¶o sorozatot a kÄovetkez}ok¶eppen:
Legyen ¿n;0
±
= 0, valamint
¿n;i
±
= inf
n
t j t ¸ ¿n;i¡1 ¶es
¯¯¯
(Ln ² M)t ¡ (Ln ² M)¿n;i¡1
¯¯¯
¸ 1
o
:
Ekkor minden n ¸ N -re ¶erv¶enyes a kÄovetkez}o becsl¶es:°°(Ln ² M)¿n;i ¡ (Ln ² M)¿n;i¡1°°2 · 1 + °°¢(Ln ² M)¿n;i°°2 ·
· 1 + 6¸
n2
< 1 + ® < 2 :
(8)
JelÄoljÄuk kn-el n®=4 eg¶eszr¶esz¶et. L¶assuk be, hogy minden i = 1; . . . ; kn ¶es
tetsz}oleges n ¸ N eset¶en P (¿n;i < 1) > 6®. Mivel (¿n;i)i¸0 meg¶all¶asi id}ok
monoton nÄov}o sorozata, nyilv¶an elegend}o az egyenl}otlens¶eget i = kn-re bi-
zony¶³tani. Legyen B
±
= f¿n;kn < 1g, ¶es becsÄuljÄuk (Ln ² M)¤ ÂBc kifejez¶es
L2-norm¶aj¶at.
°°(Ln ² M)¤ ÂBc°°2 · °° knX
i=1
¡
LnÂ(¿n;i¡1;¿n;i] ² M
¢¤
ÂBc
°°
2
·
·
knX
i=1
°°¡LnÂ
(¿n;i¡1;¿n;i]
² M¢¤°°
2
:
(9)
Ahogy meg¶allap¶³tottuk, Ln ² M, ¶es ez¶ert az LnÂ
(¿n;i¡1;¿n;i]
² M is egyen-
letesen integr¶alhat¶o marting¶al, ez¶ert az LnÂ
(¿n;i¡1;¿n;i]
² M folyamat a [0;1]
intervallumon is marting¶al52, ¶³gy alkalmazhatjuk a Doob-egyenl}otlens¶eget53:°°¡LnÂ
(¿n;i¡1;¿n;i]
² M¢¤°°
2
· 2°°¡LnÂ
(¿n;i¡1;¿n;i]
² M¢1°°2 ;
amib}ol teh¶at, felhaszn¶alva (9)-et, (8)-at, majd a kn de¯n¶³ci¶oj¶at:
°°(Ln ² M)¤ ÂBc°°2 · 2 knX
i=1
°°¡LnÂ
(¿n;i¡1;¿n;i]
² M¢1°°2 · 4kn · n® :
Ebb}ol a Markov-egyenl}otlens¶eg felhaszn¶al¶as¶aval kapjuk, hogy
P
¡
(Ln ² M)¤ ÂBc ¸ n
¢ · ®2 ;
vagyis
P
¡
Bc \ ©(Ln ² M)¤ ¸ nª¢ · ®2 < ® ;
52Medvegyev [2007a]: Corollary 1.67.
53Medvegyev [2007a]: Corollary 1.53.
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amib}ol:
P (B) ¸ P ¡(Ln ² M)¤ ¸ n¢ ¡ P ¡Bc \ ©(Ln ² M)¤ ¸ nª¢ > 7® ¡ ® = 6® :
(10)
Teh¶at val¶oban
P (¿n;i < 1) > 6® :
VezessÄuk be az fn;i = (Ln ² M)Tn;i ¡ (Ln ² M)Tn;i¡1 ¶es a Bn;i =
©
f¡n;i ¸ ®
ª
jelÄol¶eseket. Megmutatjuk, hogy P (Bn;i) > ®
2. Mivel az Ln ² M folyamat
egyenletesen integr¶alhat¶o marting¶al, a meg¶all¶asi opci¶okr¶ol sz¶ol¶o t¶etelb}ol54
kÄovetkezik, hogy
E (fn;i) = E
¡
f+n;i
¢ ¡ E ¡f¡n;i¢ = 0 ;
amib}ol
E
¡
f¡n;i
¢
= E
¡
f+n;i
¢
=
E (jfn;ij)
2
: (11)
Ebb}ol, an
! j ¯¯(Ln ² M)¿n;i ¡ (Ln ² M)¿n;i¡1 ¯¯ ¸ 1 o ¶ f! j ¿n;kn < 1g
tartalmaz¶as, a (10) becsl¶es, valamint a Markov-egyenl}otlens¶eg felhaszn¶al¶as¶aval
kapjuk, hogy E
¡
f¡n;i
¢
> 3®. Mivel Bcn;i halmazon f
¡
n;i kisebb ®-n¶al, ez¶ert
E
¡
f¡n;iÂBn;i
¢ ¸ E ¡f¡n;i¢ ¡ ® > 2® : (12)
A Cauchy{Schwarz egyenl}otlens¶eg, majd a (8) becsl¶es felhaszn¶al¶as¶aval:
E
¡
f¡n;iÂBn;i
¢ · kfn;ik2 P (Bn;i) 12 · 2P (Bn;i) 12 : (13)
V¶egÄul (12) ¶es (13) sorok egybevet¶es¶evel pedig kapjuk, hogy P (Bn;i) > ®2.
Most t¶erjÄunk r¶a Ln ² A vizsg¶alat¶ara. Felhaszn¶alva (7) sort, minden i-re
kapjuk: °°(Ln ² S)¿n;i ¡ (Ln ² S)¿n;i¡1°°2 · 2¸n2 :
Ebb}ol a Markov-egyenl}otlens¶eg felhaszn¶al¶as¶aval:
P
µ¯¯
(Ln ² S)¿n;i ¡ (Ln ² S)¿n;i¡1
¯¯ ¸ 2¸
n
¶
·
µ
2¸
n2
¶2
n2
4¸2
= n¡2 :
VegyÄuk ¶eszre, hogy©
! j f¡n;i ¸ ®
ª n ½! j ¯¯(Ln ² S)¿n;i ¡ (Ln ² S)¿n;i¡1 ¯¯ ¸ 2¸n
¾
µ
µ
½
! j (Ln ² A)¿n;i ¡ (Ln ² A)¿n;i¡1 ¸ ® ¡
2¸
n
¾
;
54Medvegyev [2007a]: Theorem 1.86.
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ugyanis
(Ln ² A)¿n;i ¡ (Ln ² A)¿n;i¡1 < ® ¡
2¸
n
eset¶en az
fn;i · ¡®
¶es az ¯¯
(Ln ² S)¿n;i ¡ (Ln ² S)¿n;i¡1
¯¯
<
2¸
n
egyÄutt nem teljesÄulhet.
A fenti tartalmaz¶asb¶ol ¶es a P
¡
f¡n;i ¸ ®
¢ ¸ ®2 becsl¶esb}ol kÄovetkezik, hogy
minden i · kn, ¶es n ¸ N -re teljesÄul, hogy
P
µ
(Ln ² A)¿n;i ¡ (Ln ² A)¿n;i¡1 ¸ ® ¡
2¸
n
¶
> ®2 ¡ n¡2 : (14)
Az Ln ²A nyilv¶an korl¶atos v¶altoz¶as¶u, ¶es a bizony¶³t¶as elej¶en elmondottak sze-
rint megegyezik Ln ² S folyamat kanonikus felbont¶as¶anak korl¶atos v¶altoz¶as¶u
r¶esz¶evel, ez¶ert el}orejelezhet}o is. Alkalmazhatjuk teh¶at r¶a a 2.13 Hahn felbon-
t¶asi t¶etelt. Legyen Bn+ ¶es B
n¡ olyan el}orejelezhet}o halmazokb¶ol ¶all¶o part¶³ci¶oja
az IR+ £ - halmaznak, amelyekre teljesÄul, hogy LnÂBn+ ² A ¶es ¡LnÂBn¡ ² A
folyamatok pozit¶³v ¶ert¶ekeket vesznek fel, ¶es trajekt¶ori¶ai nÄovekv}oek. JelÄoljÄuk
Rn-el az LnÂBn+\[0;¿n;kn ] folyamatot. Ekkor az R
n ² A folyamat kiel¶eg¶³ti az
al¶abbi egyenl}otlens¶eget:
(Rn ² A)¿n;i ¡ (Rn ² A)¿n;i¡1 ¸ (Ln ² A)¿n;i ¡ (Ln ² A)¿n;i¡1 ;
hiszen a bal oldal i · kn eset¶en¡
LnÂBn+\[0;¿n;kn ] ² A
¢
¿n;i
¡ ¡LnÂBn+\[0;¿n;kn ] ² A¢¿n;i¡1 =
=
¡
LnÂBn+ ² A
¢
¿n;i
¡ ¡LnÂBn+ ² A¢¿n;i¡1 =
=
¡
LnÂBn+
¡
Â[0;¿n;i¡1] + Â(¿n;i¡1;¿n;i]
¢ ² A¢
¿n;i
¡ ¡LnÂBn+Â[0;¿n;i¡1] ² A¢¿n;i¡1=
=
¡
LnÂBn+Â(¿n;i¡1;¿n;i] ² A
¢
¿n;i
:
A jobb oldal pedig hasonl¶o ¶atalak¶³t¶asokkal¡
Ln(ÂBn
+
+ ÂBn¡)Â(¿n;i¡1;¿n;i] ² A
¢
¿n;i
;
ahol LnÂBn¡Â(¿n;i¡1;¿n;i] ² A = ÂBn¡ ²
¡
LnÂ(¿n;i¡1;¿n;i] ² A
¢
negat¶³v ¶ert¶ekeket
felvev}o folyamat. Ezt (14) sorral egybevetve kapjuk, hogy i · kn, ¶es n ¸ N
eset¶en:
P
µ
(Rn ² A)¿n;i ¡ (Rn ² A)¿n;i¡1 ¸ ® ¡
2¸
n
¶
> ®2 ¡ n¡2 : (15)
Mivel Rn ² S ugr¶asai r¶esz¶et k¶epezik Ln ² S ugr¶asainak, ez¶ert
(¢ (Rn ² S))¡ · (¢ (Ln ² S))¡ · n + 1
n2
· 2
n
: (16)
 
A p¶enzÄugyi eszkÄozÄok ¶araz¶as¶anak alapt¶etele . . . 121
L¶assuk be a °°(Rn ² M)¿n;kn °°22 · knX
i=1
kfn;ik22 (17)
egyenl}otlens¶eget. Nyilv¶an teljesÄulnek a kÄovetkez}o egyenl}os¶egek:
(Rn ² M)¿n;kn = (R
n ² M)¿n;kn (1) =
=
¡
LnÂBn
+
\[0;¿n;kn ] ² M
¢¿n;kn (1) =
=
¡
LnÂBn+\[0;¿n;kn ] ² M
¢
(1) = ¡ÂBn+\[0;¿n;kn ] ² (Ln ² M)¢(1) :
Figyelembe v¶eve, hogy Ln ² M 2 H20, ¶³gy55°°¡ÂBn+\[0;¿n;kn ] ² (Ln ² M)¢ (1)°°22 = °°ÂBn+\[0;¿n;kn ] ² (Ln ² M)°°2H2 ;
amib}ol az Ito^-izometria56 felhaszn¶al¶as¶aval,°°¡ÂBn+\[0;¿n;kn ] ² (Ln ² M)¢ (1)°°22 = °°ÂBn+\[0;¿n;kn ]°°2Ln²M =
= E
µZ 1
0
³
ÂBn
+
\[0;¿n;kn ]
´2
d [Ln ² M ]
¶
· E
µZ 1
0
Â[0;¿n;kn ]d [L
n ² M ]
¶
=
=
°°Â[0;¿n;kn ]°°2Ln²M = °°¡Â[0;¿n;kn ] ² (Ln ² M)¢ (1)°°22 =
=
°°(Ln ² M)¿n;kn °°22 ;
a fentieket egybevetve teh¶at kapjuk, hogy°°(Rn ² M)¿n;kn °°22 · °°(Ln ² M)¿n;kn °°22 :
Mivel Ln ² M 2 H2, ¶³gy Ln ² M egyenletesen integr¶alhat¶o, ez¶ert a meg¶all¶asi
opci¶okr¶ol sz¶ol¶o t¶etel alapj¶an
E
¡
(Ln ² M)¿n;i j F¿n;i¡1
¢
= (Ln ² M)¿n;i¡1 ;
amib}ol:
knX
i=1
kfn;ik22 =
=
knX
i=1
E
³
E (Ln ²M)2¿n;i+(L
n ²M)2¿n;i¡1¡2 (L
n ²M)¿n;i (L
n ²M)¿n;i¡1 j F¿n;i¡1
´
=
=
knX
i=1
E
³
E
³
(Ln ²M)2¿n;i ¡ (L
n ²M)2¿n;i¡1 j F¿n;i¡1
´´
=
=
knX
i=1
E
³
(Ln ²M)2¿n;i ¡ (L
n ²M)2¿n;i¡1
´
=
°°°(Ln ²M)¿n;kn °°°22 ;
55Medvegyev [2007a]: Theorem 2.85.
56Medvegyev [2007a]: Theorem 2.88/5.
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amib}ol (17) egyenl}otlens¶eg m¶ar kÄovetkezik.
A kor¶abbi (8) becsl¶es ¶es (17) alapj¶an, n ¸ N eset¶en:°°(Rn ² M)¿n;kn °°22 < 4kn : (18)
Mivel Ln ² M 2 H2, ez¶ert nyilv¶an Rn ² M 2 H2, vagyis Rn ² M egyenletesen
integr¶alhat¶o marting¶al, ez¶ert alkalmazhat¶o a Doob-egyenl}otlens¶eg57 az Rn ²
M¿n;kn = Rn ² M , [0;1]-en ¶ertelmezett marting¶alra, vagyis°° sup
t¸0
j(Rn ² M)tj
°°2
2
· 4°°(Rn ² M)1°°22 =
= 4
°°(Rn ² M)¿n;kn °°22 < 16kn : (19)
B¶ar az Rn ²S megengedetts¶eg¶er}ol nem tudunk semmit, a fentiek seg¶³ts¶eg¶evel
megmutatjuk, hogy a folyamat csak kis val¶osz¶³n}us¶eggel vesz fel kis ¶ert¶ekeket.
Mivel Rn ² A folyamat nÄovekv}o, ez¶ert nemnegat¶³v, ¶³gy
Rn ² S = Rn ² M + Rn ² A ¸ Rn ² M :
Ezt felhaszn¶alva, majd alkalmazva a Markov-egyenl}otlens¶eget, majd a (19)
sort:
P
¡
inf
t¸0
(Rn ² S)t · ¡knn¡
1
4
¢ · P¡sup
t¸0
j(Rn ² M)tj ¸ knn¡
1
4
¢ ·
· E
¡¡
supt¸0 j(Rn ² M)tj
¢2¢
k2nn
¡12
<
16kn
k2nn
¡ 12
=
16
p
n
kn
:
Legyen
¾n
±
= inf
n
t j (Rn ² S)t < ¡knn¡
1
4
o
:
Mivel ¾n(!) < 1 eset¶en (Rn ² S)¾n(!) · ¡knn¡
1
4 , ez¶ert
inf
t¸0
f (Rn ² S) (!; t) g · ¡knn¡ 14 ;
amib}ol a fenti egyenl}otlens¶eg alapj¶an
P (¾n < 1) · 16
p
n
kn
:
Most de¯ni¶aljuk a kÄovetkez}o integrandust: Vn
±
= 1kn R
nÂ[0;¾n]. Ekkor a (16)
becsl¶es alapj¶an a Vn ² S ugr¶asai nem kisebbek mint ¡2nkn ; ez¶ert a Vn ² S nem
kisebb mint ¡n¡ 14 ¡ 2nkn , vagyis
lim
n!1
°°(Vn ² S)¡1°°1 = 0 : (20)
57Medvegyev [2007a]: Corollary 1.53, (1.18) sor
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Teh¶at Vn olyan megengedett integrandus, melynek egyenletes als¶o korl¶atja
0-hoz tart. Az al¶abbiakban bel¶atjuk, hogy (Vn ² S)1 pozit¶³v val¶osz¶³n}us¶eggel
pozit¶³v.
Mivel a (15) becsl¶es, ¶es a 4.5 lemma alapj¶an
P
µ
(Rn ² A)¿n;kn ¸
kn
2
µ
® ¡ 2¸
n
¶ ¡
®2 ¡ n¡2¢¶ > ®2 ¡ n¡2
2
;
ez¶ert
P
µ
(V n ² A)¿n;kn ¸
1
2
µ
® ¡ 2¸
n
¶ ¡
®2 ¡ n¡2¢¶ > ®2 ¡ n¡2
2
¡ P (¾n < 1) ;
amib}ol
P
µ
(V n ² A)¿n;kn ¸
1
2
µ
® ¡ 2¸
n
¶¡
®2 ¡ n¡2¢¶ > ®2 ¡ n¡2
2
¡ 16
p
n
kn
:
Ekkor, mivel a V n ² A trajekt¶ori¶ai nÄovekv}oek,
P
µ
(V n ² A)1 ¸
1
2
µ
® ¡ 2¸
n
¶¡
®2 ¡ n¡2¢¶ > ®2 ¡ n¡2
2
¡ 16
p
n
kn
;
tov¶abb¶a az 1
2
¡
® ¡ 2¸
n
¢ ¡
®2 ¡ n¡2¢ ! ®3
2
, ¶es az ®
2¡n¡2
2
¡ 16
p
n
kn
! ®2
2
miatt
el¶eg nagy n-re
P
¡
(V n ² A)1 ¸
®3
4
¢
>
®2
4
: (21)
Most pr¶ob¶aljuk meg a (V n ² S)1 = (V n ² A)1 + (V n ² M)1 felbont¶asban
a m¶asodik tagot, vagyis a (V n ² M)1 v¶altoz¶ot becsÄulni. Bel¶atjuk, hogy
(V n ² M)1 tart 0-hoz L2-ben. A V n folyamat de¯n¶³ci¶oja alapj¶an:
k(V n ² M)1k2 =
1
kn
°°¡RnÂ[0;¾n] ² M¢ (1)°°2 =
=
1
kn
°°¡Â[0;¾n] ² (Rn ² M)¢ (1)°°2 :
Tudjuk, hogy Rn ² M 2 H2, ez¶ert alkalmazhat¶o az Ito^-izometria58, amib}ol
°°¡Â[0;¾n] ² (Rn ² M)¢ (1)°°2 =
s
E
µZ 1
0
Â2[0;¾n] d [R
n ² M]
¶
·
·
s
E
µZ 1
0
1 d [Rn ² M]
¶
:
Ism¶et az Ito^-izometria, valamint az Rn = RnÂ[0;¿n;kn ] felhaszn¶al¶as¶aval,s
E
µZ 1
0
1d [Rn ² M ]
¶
=
°°(1 ² (Rn ² M)) (1)°°
2
=
=
°°¡¡RnÂ[0;¿n;kn ]¢ ² M¢ (1)°°2 = °°(Rn ² M)¿n;kn (1)°°2 = °°(Rn ² M)¿n;kn °°2 :
58Medvegyev [2007a]: Theorem 2.88.
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A fentieket egybevetve a (18) seg¶³ts¶eg¶evel°°(V n ² M)1°°2 · 1kn °°(Rn ² M)¿n;kn °°2 · 2pkn ! 0 :
A Markov-egyenl}otlens¶eg alapj¶an,
P
¡j(V n ² M)1j > ®38 ¢ · E
¡
(V n ² M)21
¢
®6
64
! 0 :
Az ½
! j (V n ² A)1 >
®3
4
¾
µ
µ
½
! j (V n ² S)1 >
®3
8
¾
[
½
! j j(V n ² M)1j >
®3
8
¾
tartalmaz¶as, ¶es a (21) egyenl}otlens¶eg miatt:
P
¡
(V n ² S)1 >
®3
8
¢
+ P
¡j(V n ² M)1j > ®38 ¢ > ®24 ;
amib}ol a fenti konvergencia miatt, el¶eg nagy n-re:
P
¡
(V n ² S)1 >
®3
8
¢
>
®2
8
:
Ekkor teh¶at a gn
±
= (V n ² S)1 olyan K0-beli sorozat, melyre a (20) sor miatt
limn!1 kg¡n k1 = 0, de a fenti egyenl}otlens¶eg alapj¶an a gn P¡! 0 nem teljesÄul,
ami ellentmond a 2.6 lemm¶anak. 2
4.7 Lemma. Legyen ¿nc
±
= inf f t j j(Hn ² M)tj ¸ c g ¶es legyen
Knc
±
= HnÂ ((¿nc ;1)) :
Ekkor minden " > 0-hoz l¶etezik egy c0 > 0, hogy minden n eset¶en, tetsz}oleges
(¸1; . . . ; ¸n) konvex s¶ulyokra ¶es minden c ¸ c0 sz¶amra
P
ÃÃ
nX
i=1
¸iK
i
c ² M
!¤
> "
!
< " :
Bizony¶³t¶as. TegyÄuk fel, hogy az ¶all¶³t¶assal ellent¶etben l¶etezik egy ® > 0 sz¶am,
hogy minden c0 eset¶en l¶eteznek a (¸1; . . . ; ¸n) konvex s¶ulyok ¶es a c ¸ c0 sz¶am,
hogy
P
ÃÃ
nX
i=1
¸iK
i
c ² M
!¤
> ®
!
> ® :
Mivel a 4.1 lemma alapj¶an a q = supn supt j(Hn ² S)tj val¶osz¶³n}us¶egi v¶altoz¶o
majdnem biztosan v¶eges, ez¶ert l¶etezik olyan N 2 IN , hogy P (q > N) < ®
4
.
De¯ni¶aljuk a kÄovetkez}o meg¶all¶asi id}ot:
¿ = inf f t j 9n ¸ 1 : j(Hn ² S)tj > N g :
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Ha valamely !-ra ¿(!) < 1, akkor l¶etezik egy n 2 IN , melyre supt j(Hn ² S)tj >
N , ez¶ert q > N , teh¶at P (¿ < 1) < ®4 . Legyen ¸
±
= supn ksupt j(Hn ² S)tjk2.
Ekkor a ¸ v¶eges, hiszen minden n-re ksupt j(Hn ² S)tjk2) · kqk2, ¶es a 4.2
lemma bizony¶³t¶as¶aban l¶attuk, hogy kqk2 < 1. Mivel minden n-re a Hn
1-megengedett integrandus, ¶es
°°(Hn ² S)¤°°
2
· ¸, ez¶ert a el}oz}o 4.6 lemma
alapj¶an a
©
(Hn ² M)¤ª
n¸1 halmaz korl¶atos az L
0-ban, vagyis
lim
c!1 supn
P
¡
(Hn ² M)¤ ¸ c¢ = 0 :
Ebb}ol viszont a f¿nc < 1g µ
©
(Hn ² M)¤ ¸ cª tartalmaz¶as miatt
lim
c!1 supn
P (¿nc < 1) = 0 ; (22)
ez¶ert tetsz}oleges 0 < ± < ®4 eset¶en l¶etezik a c1 sz¶am, melyre minden c ¸ c1
¶es minden n 2 IN eset¶en P (¿nc < 1) < ±2. Nyilv¶an minden n-re°°(Knc ² S)¤°°2 · °°2 (Hn ² S)¤ Âf¿nc <1g°°2 ;
valamint a HÄolder-egyen}otlens¶egb}ol ¶es (Hn ² S)¤ · q felhaszn¶al¶as¶aval:°°(Hn ² S)¤ Âf¿nc <1g°°2 · kqk4 P (¿nc < 1) 14 :
Szint¶en a 4.2 lemma bizony¶³t¶asa alapj¶an kqk4 < 1 is teljesÄul, ez¶ert a fentiek
alapj¶an l¶etezik egy c2 sz¶am, hogy c ¸ c2 eset¶en minden n-re°°(Knc ² S)¤°°2 · 2 kqk4 P (¿nc < 1) 14 · ± : (23)
RÄogz¶³tsÄunk egy c ¸ maxfc1; c2g sz¶amot. Az indirekt feltev¶es szerint l¶eteznek
a (¸1; . . . ; ¸n) konvex s¶ulyok, melyekre
P
ÃÃ
nX
i=1
¸iK
i
c ² M
!¤
> ®
!
> ® ;
¶es legyen ¾
±
= inf
©
t j ¯¯¡Pni=1 ¸iKic ² M¢t ¯¯ ¸ ® ª.
Legyen K
±
=
¡Pn
i=1 ¸iK
i
c
¢
Â[0;minf¿;¾g]. Ekkor teljesÄul a(Ã
nX
i=1
¸iK
i
c ² M
!¤
> ®
)
µ © (K ² M)¤ ¸ ® ª [ f ¿ < 1g
tartalmaz¶as, hiszen ha ! eleme a bal oldalnak, akkor erre a kimenetelre tel-
jesÄul, hogy ¾ < 1, ez¶ert ha ¾ < ¿ akkor (K ² M)¤ ¸ ®, ha pedig ¾ ¸ ¿ ,
akkor a ¾ < 1 miatt ¿ < 1. Ebb}ol pedig kÄovetkezik a
P
¡
(K ² M)¤ ¸ ®¢ > ® ¡ P (¿ < 1) > 3®
4
(24)
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egyenl}otlens¶eg, m¶asr¶eszt a (K ² S)¤ · Pni=1 ¸i ¡Kic ² S¢¤ ¶es (23) egyenl}otlen-
s¶egb}ol kÄovetkezik, hogy °°(K ² S)¤°°
2
· ± : (25)
Most vizsg¶aljuk meg hogy a K megengedett-e. A K ¶es Kic de¯n¶³ci¶oja alapj¶an:
(K ² S)t =
³ nX
i=1
¸iH
iÂ(¿ ic ;1]Â[0;minf¿;¾g] ² S
´
t
=
=
nX
i=1
¸i
³¡
HiÂ(¿ ic ;1] ² S
¢minf¿;¾g´
t
=
=
nX
i=1
¸i
³¡
Hi ² S ¡ HiÂ[0;¿ ic] ² S
¢minf¿;¾g´
t
=
=
nX
i=1
¸i
³
Hi ² S ¡ ¡Hi ² S¢¿ic ´
minft;¿;¾g
=
=
nX
i=1
¸i
³¡
Hi ² S¢
minft;¿;¾g ¡
¡
Hi ² S¢
minft;¿;¾;¿icg
´
:
Ha t · ¿ ic akkor min ft; ¿; ¾g = min
©
t; ¿; ¾; ¿ ic
ª
ez¶ert az ut¶obbi kifejez¶es ezen
kimenetelekre nulla, m¶asr¶eszt t > ¿ ic eset¶en min
©
t; ¿; ¾; ¿ ic
ª
= min
©
¿; ¾; ¿ ic
ª
.
Teh¶at az ut¶obbi kifejez¶es a
nX
i=1
¸iÂft>¿ icg
³¡
Hi ² S¢
minft;¿;¾g ¡
¡
Hi ² S¢
minf¿;¾;¿ icg
´
alakba ¶³rhat¶o. Ha ¿ ic < ¿ vagy ¾ < ¿ , akkor | mivel H
i 1-megengedett | a
(K ² S)t-re kapott kifejez¶es ¶es ¿ meg¶all¶asi id}o de¯n¶³ci¶oja alapj¶an ¶erv¶enyes a
(K ² S)t ¸
nX
i=1
¸iÂft>¿icg(¡1 ¡ N)
egyenl}otlens¶eg. Ha ¿ ic ¸ ¿ ¶es ¾ ¸ ¿ , akkor t > ¿ ic eset¶en
min ft; ¿; ¾g = min©¿; ¾; ¿ icª = ¿ ;
ez¶ert az egyenl}otlens¶eg ezen kimenetelekre is teljesÄul. Azt kaptuk teh¶at, hogy
(K ² S)t ¸ ¡ (N + 1)Ft ;
ahol Ft =
Pn
i=1 ¸iÂ(¿ic ;1], egy nÄovekv}o adapt¶alt ¶es balr¶ol folytonos, ¶es ¶³gy
el}orejelezhet}o folyamat. Mivel c ¸ c1, ez¶ert c1 v¶alaszt¶asa miatt P (Tnc < 1) <
±2, ez¶ert E (F1) · ±2, amib}ol a Markov-egyenl}otlens¶eg felhaszn¶al¶as¶aval
kapjuk, hogy P (F1 > ±) · ±, amib}ol kÄovetkezik, hogy a º ±= inf ft j Ft > ±g
m¶odon de¯ni¶alt meg¶all¶asi id}ore teljesÄul, hogy P (º < 1) · ± < ®4 . Legyen
K 0 = KÂ[0;º]. Erre (23) becsl¶es miatt teljesÄul, hogy°°(K0 ² S)¤°°
2
· ± ;
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valamint (24) becsl¶es ¶es a©
(K ² M)¤ ¸ ®ª µ ©(K0 ² M)¤ ¸ ®ª [ fº < 1g
tartalmaz¶asb¶ol kapjuk, hogy
P
¡
(K0 ² M)¤ ¸ ®¢ > 3®
4
¡ ± > ®
2
:
Az Ft balr¶ol folytonoss¶ag¶ab¶ol kÄovetkezik, hogy K 0 ² S ¸ ¡ (N + 1) ±, ez¶ert
L± = K
0
(N+1)± egy 1-megengedett folyamat. Ekkor fenti egyenl}otlens¶egek alap-
j¶an egyr¶eszt °°°¡L± ² S¢¤°°°
2
· 1
N + 1
;
vagyis minden ± < ®=4 eset¶en
¡
L± ² M¢¤ 2 H 1
N+1
, m¶asr¶eszt
P
µ¡
L± ² M¢¤ ¸ ®
(N + 1) ±
¶
>
®
2
;
vagyis az f(L± ²M)¤g±< ®4 halmaz nem korl¶atos L0-ban, ami ellentmond a 4.6
lemm¶anak. 2
4.8 Lemma. Az el}oz}o lemm¶aban haszn¶alt jelÄol¶eseket alkalmazva, minden
" > 0-hoz l¶etezik egy c0 > 0, hogy minden c ¸ c0 sz¶amra tetsz}oleges jhj · 1
el}orejelezhet}o folyamatra ¶es tetsz}oleges (¸1; . . . ; ¸n) konvex s¶ulyokra
P
³³³
h
nX
i=1
¸iK
i
c
´
² M
´¤
>
p
"
´
< 5" :
Speci¶alisan, ha c ¸ c0, akkor°° nX
i=1
¸iK
i
c ² M
°°
S < 6
p
" :
Bizony¶³t¶as. RÄogz¶³tsÄunk egy " > 0 sz¶amot, ¶es c0 legyen olyan, hogy tel-
jesÄuljÄon r¶a, hogy minden n eset¶en, tetsz}oleges (¸1; . . . ; ¸n) konvex s¶ulyokra
¶es minden c ¸ c0 sz¶amra
P
³³ nX
i=1
¸iK
i
c ² M
´¤
> "
´
< " :
Az el}oz}o lemma ¶ertelm¶eben ilyen c0 l¶etezik. Az el}oz}o lemma bizony¶³t¶as¶anak
(22) ¶es (23) sorait ¯gyelembe v¶eve, a c0-t v¶alasszuk meg ¶ugy, hogy minden
c ¸ c0 sz¶amra a
sup
n
°°(Knc ² S)¤°°2 · "6
egyenl}otlens¶eg is teljesÄuljÄon. Tov¶abb¶a (¢(Knc ² S))¤ · 2 (Knc ² S)¤, ez¶ert az
el}oz}o lemma bizony¶³t¶as¶anak (23) sor¶at felhaszn¶alva
°°(¢ (Knc ² S))¤°°2 · 2±,
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ekkor teh¶at alkalmazhat¶o a 4.3 lemma, miszerint a Knc ² S speci¶alis szemi-
marting¶al, ¶es¶³gy 2.12 t¶etel szerint, ha M az S kanonikus felbont¶as¶anak lok¶alis
marting¶al r¶esze, akkor Knc ²S kanonikus felbont¶as¶anak lok¶alis marting¶al r¶esze
¶eppen Knc ² M. Ekkor viszont a 4.3 lemma alapj¶an minden n-re tetsz}oleges
¾ meg¶all¶asi id}ore ¶es c > c0-ra:
k(¢(Knc ² M))¾k2 · " :
VegyÄunk egy tetsz}oleges 1-n¶el nem nagyobb abszol¶ut ¶ert¶ek}u el}orejelezhet}o
folyamatot, egy c ¸ c0 sz¶amot ¶es a (¸1; . . . ; ¸n) konvex s¶ulyokat, ¶es de¯ni¶aljuk
a
¾
±
= inf
n
t j
¯¯¯ nX
i=1
¸i
¡
Kic ² M
¢
t
¯¯¯
> "
o
meg¶all¶asi id}ot. Ekkor nyilv¶an
sup
t·¾
¯¯¯³ nX
i=1
¸iK
i
c
´
² M
¯¯¯
t
· " +
nX
i=1
¸i
¯¯
¢
¡
Kic ² M
¢
(¾)
¯¯
;
amit a fenti becsl¶essel egybevetve°°° sup
t·¾
¯¯¯³ nX
i=1
¸iK
i
c
´
² M
¯¯¯
t
°°°
2
· 2" ;
ami azt jelenti, hogy a
¡Pn
i=1 ¸iK
i
cÂ[0;¾]
¢ ² M lok¶alis marting¶alra teljesÄul,
hogy °°° sup
t¸0
¯¯¯³³ nX
i=1
¸iK
i
cÂ[0;¾]
´
² M
´
t
¯¯¯ °°°
2
· 2" :
Ebb}ol viszont a Burkholder-egyenl}otlens¶egb}ol59 kÄovetkezik, hogy
E
³³³ nX
i=1
¸iK
i
cÂ[0;¾]
´
² M
´
(1)
´
< 1 ;
ez¶ert a H2 marting¶alok karakteriz¶aci¶os t¶etele60 alapj¶an ¡Pni=1 ¸iKicÂ[0;¾]¢ ²
M 2 H20, ez¶ert
¡
h
Pn
i=1 ¸iK
i
cÂ[0;¾]
¢ ² M 2 H20: Az Ito^-izometria alapj¶an°°°³h nX
i=1
¸iK
i
cÂ[0;¾]
´
² M
°°°
H2
= khk(Pn
i=1
¸iKicÂ[0;¾])²M ·
·
vuutE³h³ nX
i=1
¸iKicÂ[0;¾]
´
² M
i
(1)
´
=
°°°³ nX
i=1
¸iK
i
cÂ[0;¾]
´
² M
°°°
H2
=
=
°°° sup
t¸0
¯¯¯³³ nX
i=1
¸iK
i
cÂ[0;¾]
´
² M
´
t
¯¯¯ °°°
2
· 2" :
59Medvegyev [2007a], Theorem 4.68.
60Medvegyev [2007a], Proposition 2.84.
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Ebb}ol pedig a Markov-egyenl}otlens¶eg alapj¶an
P
³³³
h
nX
i=1
¸iK
i
cÂ[0;¾]
´
² M
´¤
>
p
"
´
< 4" ;
m¶asr¶eszt a ¾ meg¶all¶asi id}o de¯n¶³ci¶oja miatt P (¾ < 1) < ", ez¶ert
P
³³³
h
nX
i=1
¸iK
i
c
´
² M
´¤
>
p
"
´
·
P
³³³
h
nX
i=1
¸iK
i
cÂ[0;¾]
´
² M
´¤
>
p
"
´
+ P (¾ < 1) < 5" :
T¶erjÄunk r¶a a m¶asodik ¶all¶³t¶asra. JelÄoljÄuk a
n¡¡
h
Pn
i=1 ¸iK
i
c
¢ ² M¢¤ > p"o
halmazt A-val. Feltehet}o, hogy " egyn¶el kisebb, ez¶ert minden fenti tulajdon-
s¶ag¶u h-ra
E
³¯¯¯³
h ²
³ nX
i=1
¸iK
i
c ² M
´´
m
¯¯¯
^ 1
´
·
· E ¡ÂA + ÂAcp"¢ = E (ÂA) + E ¡ÂAcp"¢ < 5" + p" ;
amib}ol
1X
n=1
2¡n sup
jhj·1
n
E
³¯¯¯³
h ²
³ nX
i=1
¸iK
i
c ² M
´´
n
¯¯¯
^ 1
´o
< 5" +
p
" < 6" :
2
4.4 A szemimarting¶al topol¶ogi¶aban konvergens soroza-
tok meghat¶aroz¶asa
Most m¶ar r¶at¶erhetÄunk a szemimarting¶al topol¶ogi¶aban konvergens sorozatok
meghat¶aroz¶as¶ara.
4.9 Lemma. L¶etezik olyan Ln 2 conv©Hk; k ¸ nª sorozat, amelyre az
(Ln ² M) konverg¶al a szemimarting¶al topol¶ogi¶aban.
Bizony¶³t¶as. Az el}oz}o lemma szerint minden n-hez l¶etezik olyan cn sz¶am,
hogy tetsz}oleges (¸1; . . . ; ¸m) konvex s¶ulyokra°°° mX
i=1
¸iK
i
cn ² M
°°°
S
<
1
n
: (26)
Eml¶ekeztetÄunk, hogy Kncn
±
= HnÂ
¡¡
¿ncn;1
¢¢
¶es
¿ncn
±
= inf ft j j(Hn ² M)tj ¸ cng :
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1. A ¿kcn meg¶all¶asi id}o de¯n¶³ci¶oja miatt¡
HkÂ
¡£
0; ¿kcn
¤¢ ² M¢¤ · cn + ¯¯¢ ¡Hk ² M¢¿kcn ¯¯ :
Mivel a Hn ²S speci¶alis szemimarting¶al, ez¶ert a Hn ²S kanonikus felbont¶asa
Hn ² S = Hn ² M + Hn ² A :
Mivel a 4.1 lemma szerint supn (H
n ² S)¤ = q < 1, ez¶ert°°¡¢ ¡Hk ² M¢¢
¿kcn
°°
2
· 3°°¡¢ ¡Hk ² S¢¢¤°°
2
· 6°°¡Hk ² S¢¤°°
2
· 6°°q°°
2
;
amit Äosszevetve a fenti egyenl}otlens¶eggel, kapjuk, hogy°°HkÂ ¡£0; ¿kcn¤¢ ² M°°H2 · cn + 6 kqk2 :
2. Legyen G ±= b©i2INH2i , ahol b© jelÄoli a ¡H2i ¢ Hilbert-terek kÄuls}o Hilbert-
Äosszeg¶et, amely maga is Hilbert-t¶er61. Tudjuk, hogy tetsz}oleges (Xi) 2 G
sorozat norm¶aja
qP
i kXik2H2
i
. TekintsÄuk azt az
¡
Xk
¢ µ G sorozatot, amely-
nek n-edik koordin¶at¶aja
Xkn
±
=
1
2n (cn + 6 kqk2)
HkÂ
¡£
0; ¿kcn
¤¢ ² M :
Az
¡
Xk
¢
sorozat korl¶atos G-ben a G norm¶aja szerint. Mivel egy Hilbert-
t¶erben minden korl¶atos sorozatnak van gyeng¶en konvergens r¶eszsorzata62,
ez¶ert az ¶altal¶anoss¶ag megszor¶³t¶asa n¶elkÄul feltehet}o, hogy az
¡
Xk
¢
sorozat a G
szorzatban gyeng¶en konverg¶al valamely X-hez. Mazur t¶etele alapj¶an l¶etezik63
olyan Y k 2 conv©Xk;Xk+1; . . .ª sorozat, amelyik a G szorzat norm¶aj¶aban
konvergens. Ez¶ert az
¡
Y k
¢
koordin¶at¶ai H2-ben konverg¶alnak, vagyis minden
k eset¶en l¶eteznek a ¸k0, ¸
k
1, . . ., ¸
k
Nk
konvex s¶ulyok, hogy az
Y kn =
NkX
j=0
¸kj H
k+jÂ
¡£
0; ¿kcn
¤¢ ² M
sorozat minden n eset¶en konverg¶al H2-ben.
3. L¶assuk be, hogy ha Lk
±
=
PNk
j=0 ¸
k
j H
k+j, akkor az
¡
Lk ² M¢ sorozat
Cauchy-sorozat a szemimarting¶al topol¶ogia szerint. Legyen adott egy " > 0
¶es legyen 1=N < ". Ekkor tetsz}oleges k; l indexekre
°°Lk ² M ¡ Ll ² M°°S ±= °°° NkX
j=0
¸kj H
k+j ² M ¡
NlX
j=0
¸ljH
l+j ² M
°°°
S
·
· °°Y kN ¡ Y lN°°S + °°° NkX
j=0
¸kj K
k+j
cN
² M
°°°
S
+
°°° NlX
j=0
¸ljK
l+j
cN
² M
°°°
S
:
61Krist¶of [1997]: 221. oldal.
62Tallos [1999]: 8.15 T¶etel.
63Rudin [1991]: 3.13 Theorem.
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A cN de¯n¶³ci¶oja ¶es (26) miatt az ut¶obbi k¶et tag mindegyike kisebb, mint
". M¶asr¶eszt, felhaszn¶alva, hogy a sztochasztikus integr¶alok a null¶aban nulla
¶ert¶eket vesznek fel, °°Y kN ¡ Y lN°°S ±=
±
=
1X
n=1
2¡n sup
jKj·1
E
¡¯¯
K (0)
¡
Y kN ¡ Y lN
¢
(0) +
¡
K ² ¡Y kN ¡ Y lN¢¢n ¯¯ ^ 1¢ =
=
1X
n=1
2¡n sup
jKj·1
E
¡¯¯¡
K ² ¡Y kN ¡ Y lN¢¢n¯¯ ^ 1¢ ·
·
1X
n=1
2¡n sup
jKj·1
E
¡¡
K ² ¡Y kN ¡ Y lN¢¢¤ ^ 1¢ =
= sup
jKj·1
E
¡¡
K ² ¡Y kN ¡ Y lN¢¢¤ ^ 1¢ ·
sup
jKj·1
E
¡¡
K ² ¡Y kN ¡ Y lN¢¢¤¢ ±=
= sup
jKj·1
°°K ² ¡Y kN ¡ Y lN¢¤°°1 · supjKj·1°°¡K ² ¡Y kN ¡ Y lN¢¢¤°°2 =
= sup
jKj·1
°°K ² ¡Y kN ¡ Y lN¢°°H2 :
Ez utols¶o kifejez¶es az Ito^-izometri¶aval
sup
jKj·1
s
E(
Z 1
0
K2 d
£
Y kN ¡ Y lN
¤
) ·
q
E(
£
Y kN ¡ Y lN
¤
(1)) = °°Y kN ¡ Y lN°°H2 ;
vagyis °°Y kN ¡ Y lN°°S · 2 °°Y kN ¡ Y lN°°H2 :
Az
¡
Y kn
¢
minden n-re, ¶³gy N -re is konverg¶al a H2-ben, ez¶ert el¶eg nagy k-ra
¶es l-re az
°°Y kN ¡ Y lN°°S is kisebb, mint ". Ezzel a lemm¶at bel¶attuk. 2
4.10 Lemma. Az el}oz}o lemm¶aban de¯ni¶alt
¡
Lk
¢
sorozatra teljesÄul, hogy az¡
Lk ² A¢ sorozat konvergens a szemimarting¶al topol¶ogi¶aban.
Bizony¶³t¶as. A szemimarting¶al topol¶ogi¶at jellemz}o 2.15 t¶etel miatt elegend}o
megmutatni, hogy minden t-re a sztochasztikus konvergenci¶aban
(K ² ((Lk ¡ Lm) ² A))t ! 0
egyenletesen a jKj · 1 folyamatokon.
1. A ¯¯
K ² ((Lk ¡ Lm) ² A)¯¯ · Var(K ² ((Lk ¡ Lm) ² A)) =
jKj ² Var((Lk ¡ Lm) ² A) · Var((Lk ¡ Lm) ² A)
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egyenl}otlens¶egek miatt elegend}o bel¶atni, hogy Var
¡¡
Lk ¡ Lm¢ ² A¢ (1) ! 0
sztochasztikusan, amint k; m ! 1. TegyÄuk fel, hogy ez nem teljesÄul, vagyis
l¶eteznek az (ik; jk) nÄovekv}o, eg¶esz ¶ert¶ek}u sorozatok ¶es egy ® > 0 sz¶am, hogy
P
¡
Var((Lik ¡ Ljk) ² A) (1) > ®¢ > ® :
A korl¶atos v¶altoz¶as¶u folyamatok Hahn-felbont¶asa alapj¶an l¶etezik egy hk,
f+1; ¡1g-beli ¶ert¶ekeket felvev}o el}orejelezhet}o folyamat, amelyre
Var
¡
(Lik ¡ Ljk) ² A¢ = hk ² ¡(Lik ¡ Ljk) ² A¢ :
De¯ni¶aljuk az Rk integrandust a kÄovetkez}ok¶eppen:
Rk
±
= Ljk +
1
2
¡
1 + hk
¢ ¡
Lik ¡ Ljk¢ = 1
2
¡
Lik + Ljk + hk(Lik ¡ Ljk )¢ :
A hk konstrukci¶oja miatt az
(Rk ¡ Lik) ² A = 1
2
¡
(hk ¡ 1)(Lik ¡ Ljk)¢ ² A
(Rk ¡ Ljk) ² A = 1
2
¡
(hk + 1)(Lik ¡ Ljk)¢ ² A (27)
folyamatok nÄovekv}oek, ¶es
Var
¡
(Lik ¡ Ljk) ² A¢ (1) = ¡(Rk ¡ Lik) ² A¢ (1)) + ¡(Rk ¡ Ljk) ² A¢ (1)) :
Feltehet}o, hogy minden k-ra
P
¡¡
(Rk ¡ Lik) ² A¢ (1) > ®
2
¢
>
®
2
; (28)
ugyanis a rel¶aci¶onak vagy az ik-val, vagy a jk-val v¶egtelen sokszor teljesÄulni
kell, ¶³gy, ha szÄuks¶eges, az ik ¶es a jk indexeket felcser¶eljÄuk.
2. L¶assuk be, hogy
¡
(Rk¡Lik)²M¢¤ sztochasztikusan 0-hoz tart. TegyÄuk
fel, hogy az ¶all¶³t¶asunkkal ellent¶etben valamely ¯-ra v¶egtelen sok k indexre
P
¡¡
(Rk ¡ Lik) ² M¢¤ > ¯¢ > ¯ :
Legyen
¾
±
= inf
©
t j ¯¯¡(Rk ¡ Lik) ² M¢ (t)¯¯ > ¯ ª :
Az indirekt feltev¶es miatt P (¾ < 1) > ¯, ez¶ert l¶etezik egy s sz¶am, hogy
P (¾ < s) > ¯=2. Ekkor, felhaszn¶alva a (27) els}o sor¶at, azt kapjuk, hogy egy
¯=2-n¶el nagyobb val¶osz¶³n}us¶eg}u halmazon v¶egtelen sok k-ra
¯ · ¯¯¡(Rk ¡ Lik) ² M¢ (¾ ^ s)¯¯ = ¯¯¡(Rk ¡ Lik) ² M¢¾ (s)¯¯ =
=
¯¯¯1
2
¡
(Â([0; ¾])(hk ¡ 1)(Lik ¡ Ljk )) ² M¢ (s)¯¯¯ :
Ez azonban ellentmond¶as, hiszen a
K
±
=
1
2
Â([0; ¾])(hk ¡ 1)
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el}orejelezhet}o folyamatra jKj · 1, ¶es el}oz}o lemm¶ank alapj¶an (Lik ¡ Ljk) ²
M ! 0 a szemimarting¶al topol¶ogi¶aban, ez¶ert a 2.15 t¶etel alapj¶an a sztochasz-
tikus konvergenci¶aban ¡
K(Lik ¡ Ljk) ² M¢ (s) ! 0 :
Nyilv¶an hasonl¶o ¶all¶³t¶as teljesÄul
¡
(Rk ¡ Ljk) ² M¢¤-ra is.
3. Legyen (±k) egy pozit¶³v sz¶amokb¶ol ¶all¶o null¶ahoz konverg¶al¶o sorozat.
Az ¶altal¶anoss¶ag megszor¶³t¶asa n¶elkÄul feltehet}o, hogy minden k-ra
P
¡¡
(Rk ¡ Lik) ² M¢¤ > ±k vagy ¡(Rk ¡ Ljk) ² M¢¤ > ±k¢ < ±k : (29)
Legyen ¿k
±
= inff t j (Rk ² M)t < max((Lik ² M)t; (Ljk ² M)t) ¡ ±k g. A
f¿k < 1g halmazon l¶etezik t, amelyre
(Rk ² M)t < max((Lik ² M)t; (Ljk ² M)t) ¡ ±k ;
vagyis vagy (Rk ² M)t < (Lik ² M)t ¡ ±k, vagy (Rk ² M)t < (Ljk ² M)t ¡ ±k
teljesÄul. Azaz, vagy ((Rk ¡Lik) ²M)t < ¡±k, vagy ((Rk ¡Ljk) ²M)t < ¡±k,
amib}ol vagy ((Rk ¡ Lik) ² M)¤ > ±k, vagy ((Rk ¡ Ljk) ² M)¤ > ±k. Ebb}ol
viszont a (29) sor miatt P (¿k < 1) < ±k.
4. Legyen eRk ±= RkÂ ([0; ¿k]). L¶assuk be, hogy az eRk integrandus
(1 + ±k)-megengedett. El}oszÄor tegyÄuk fel, hogy t < ¿k. Az (Rk ¡ Lik) ² A ¶es
az (Rk ¡ Ljk) ² A folyamatok nÄovekv}oek ¶es a 0-ban 0 ¶ert¶eket vesznek fel, ¶³gy
mindk¶et folyamat nem negat¶³v, ez¶ert
( eRk ² S)t = (Rk ² S)t = (Rk ² A)t + (Rk ² M)t ¸
¸ maxf(Lik ² A)t; (Ljk ² A)tg + (Rk ² M)t:
A ¿k de¯n¶³ci¶oja miatt
(Rk ² M)t ¸ maxf(Lik ² M)t; (Ljk ² M)tg ¡ ±k :
Ezt a fenti egyenl}otlens¶eggel Äosszevetve, kihaszn¶alva, hogy az Lik ¶es az Ljk
1-megengedett:
( eRk² S)t ¸ maxf(Lik ² A)t; (Ljk ² A)tg + maxf(Lik ² M)t; (Ljk ² M)tg ¡ ±k ¸
¸ maxf(Lik ² S)t; (Ljk ² S)tg ¡ ±k ¸ ¡1 ¡ ±k :
M¶asodszor tegyÄuk fel, hogy t = ¿k. Az R
k konstrukci¶oja miatt a ¢(Rk ² S)
vagy a ¢(Lik ² S), vagy a ¢(Ljk ² S) ugr¶assal egyezik meg. Az ¶altal¶anoss¶ag
megszor¶³t¶asa n¶elkÄul feltehet}o, hogy (¢(Rk ² S))¿k = (¢(Lik ² S))¿k . Elemi
sz¶amol¶assal
( eRk ² S)(¿k) = ( eRk ² S)(¿k¡) + ¢( eRk ² S)(¿k) ¸
¸ maxf(Lik ² S); (Ljk ² S)g(¿k¡) ¡ ±k + (¢(Lik ² S))(¿k) ¸
¸ (Lik ² S)(¿k¡) ¡ ±k + (¢(Lik ² S))(¿k) =
= (Lik ² S)(¿k) ¡ ±k ¸ ¡1 ¡ ±k :
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Vagyis eRk val¶oban (1+±k)-megengedett, ¶³gy az eRk=(1+ ±k) folyamat 1-meg-
engedett.
5. BecsÄuljÄuk az ( eRk=(1 + ±k) ² S)1 v¶altoz¶o (Lik ² S)1-t}ol val¶o elt¶er¶es¶et.
Ehhez tekintsÄuk a kÄovetkez}o felbont¶ast:³ eRk
1 + ±k
² S ¡ Lik ² S
´
1
=
1
1 + ±k
(( eRk ¡ Lik ) ² S)1 ¡ ±k
1 + ±k
(Lik ² S)1 =
=
1
1 + ±k
³
(( eRk ¡ Lik) ² A)1 + (( eRk ¡ Lik) ² M)1´ ¡ ±k
1 + ±k
(Lik ² S)1 :
Az utols¶o tag nyilv¶an null¶ahoz tart. Figyelembe v¶eve a P (¿k < 1) < ±k
egyenl}otlens¶eget ¶es a (28) sort, az els}o tagra, el¶eg nagy k-ra
P
³
(( eRk ¡ Lik) ² A)1 > ®
2
´
>
®
4
:
Tov¶abb¶a tudjuk, hogy az (Rk¡Lik)²A nemnegat¶³v ¶ert¶ek}u, amib}ol kÄovetkezik,
hogy
lim inf
k!1
(( eRk ¡ Lik) ² A)1 ¸ 0 : (30)
Ha ugyanis egy pozit¶³v ° m¶ert¶ek}u halmazon a hat¶ar¶ert¶ek negat¶³v lenne, akkor
el¶eg nagy k-ra a P(¿k < 1) < ±k < ° miatt ellentmond¶ast kapn¶ank, hiszen
csak egy legfeljebb ±k val¶osz¶³n}us¶eg}u halmazon teljesÄulhet, hogy a hat¶ar¶ert¶ek
negat¶³v. V¶egezetÄul becsÄuljÄuk meg a m¶asodik tagot. Trivi¶alisan a f¿k = 1g
halmazon Rk = eRk. Mik¶ent l¶attuk, az ((Rk ¡ Lik ) ² M)¤ sztochasztikusan
tart 0-hoz, kÄovetkez¶esk¶eppen a P(¿k < 1) < ±k ! 0 miatt
(( eRk ¡ Lik) ² M)¤ P¡! 0 :
Az ¶altal¶anoss¶ag megszor¶³t¶asa n¶elkÄul feltehet}o, hogy ez a konvergencia majd-
nem mindenhol ¶ertelemben is teljesÄul, ez¶ert
(( eRk ¡ Lik) ² M)1 m.m.¡! 0 : (31)
6. A 2.2 kompakts¶agi lemma alapj¶an l¶etezik a
V k 2 convf eRk ¡ Lik ; eRk+1 ¡ Lik+1 ; . . . g
sorozat, hogy a (V k ²S)1 m.m.¡! g, ¶es (30) valamint (31) miatt g ¸ 0: Felhasz-
n¶alva (29) sort, el¶eg nagy k-ra:
P
³
(( eRk ¡ Lik ) ² S)1 > ®
2
¡ ±k
´
¸ P
³
(( eRk ¡ Lik) ² A)1 > ®
2
´
¡
¡ P
³
(( eRk ¡ Lik) ² M)1 < ¡±k´ > ®
4
¡ ±k > ®
8
:
(32)
Ism¶et (30) ¶es (31) sorokb¶ol kÄovetkezik, hogy
lim inf
k!1
(( eRk ¡ Lik) ² S)1 ¸ 0 ;
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amib}ol
lim sup
k!1
((( eRk ¡ Lik) ² S)1)¡ · 0 ;
vagyis
lim
k!1
((( eRk ¡ Lik) ² S)1)¡ = 0 :
Jegorov t¶etele miatt alkalmas C 2 F halmazon ÂC(V k²S)1 tart egyenletesen
ÂCg-hez a C halmazon, ahol P(-nC) < ®16 . Ekkor a 2.2 kompakts¶agi lemm¶at
a ÂC(( eRk ¡Lik )²S)1 sorozatra alkalmazva a V k-ban szerepl}o s¶ulyok nyilv¶an
most is megfelel}oek lesznek, ¶es az egyenletes konvergencia miatt a lemm¶aban
a-¶ert¶ek¶et tetsz}olegesen kicsire v¶alaszthatjuk, ez¶ert (32) sort is ¯gyelembe v¶eve
kapjuk, hogy P(g > 0) > 0. Ekkor viszont, mivel (Lik ²S)1 m.m.¡! f0, ¶es mivel
az 1
1+±k
-sorozattal val¶o szorz¶as nem v¶altoztatja meg a hat¶ar¶ert¶eket, ez¶ert a
fenti s¶ulyok egy¶uttal egy olyan
Uk 2 conv
n eRk
1 + ±k
;
eRk+1
1 + ±k+1
; . . .
o
1-megengedett integrandust adnak, melyre a
lim
k!1
(Uk ² S)1 = g + f0 ¸ f0
is teljesÄul, ¶es az egyenl}otlens¶eg egy pozit¶³v m¶ert¶ek}u halmazon pozit¶³v, ami
ellentmond az f0 maximalit¶as¶anak. 2
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THE FUNDAMENTAL THEOREM OF ASSET PRICING FOR
LOCALLY BOUNDED SEMIMARTINGALES
The Delbaen and Schachermayer's theorem is one of the deepest results of mathe-
matical ¯nance. In this article we tried to rethink and slightly simplify the original
proof of the theorem to make understandable for nonspecialists who are familiar
with general theory of stochastic processes. We give a detailed proof of the theorem
and we give new proofs for some of the used statements.
