ABSTRACT
INTRODUCTION
The recognition of antigen peptides by T-cell receptors (TCR) is a central event in cellular immunity against pathogens. The immunogenicity of peptides is strongly influenced by their ability to bind to MHC molecules. Because of this, T-cell epitope predictive algorithms are, in practice, based on binding affinity prediction. A broad spectrum of predictive methods is now available . Beginning with early motif searching (Rammensee et al., 1995; D'Amaro et al. , * To whom correspondence should be addressed.
1995; Meister et al., 1995) and different scoring schemes based on the hypothesis of independent binding of side chains (IBS-hypothesis) (Parker et al., 1994) , through artificial neural networks (ANN) Brusic et al., 1998) to the free energy scoring function FRESNO (Rognan et al., 1999) . More recent methods include positional scanning-synthetic combinatorial libraries (PS-SCL) (Udaka et al., 2000) and 3D-QSAR studies Flower, 2001, 2002a-c) . Although most methods have been developed for MHC class I binding peptides, a set of scoring matrices for class II peptides is also available (Hammer et al., 1994; Marshall et al., 1995; Southwood et al., 1998; Brusic et al., 1998; Borrás-Cuesta et al., 2000; Mallios, 2001) . The incorporation of these predictive methods in the initial in silico step of epitope identification can save great amounts of subsequent experimental work and is, therefore, increasingly important in the process of T-cell epitope search.
Peptides that bind to MHC class II molecules are usually between 10 and 20 residues long, with sizes between 13 and 16 amino acids being the most frequently observed (Rudensky et al., 1991; Hunt et al., 1992; Chicz et al., 1992 Chicz et al., , 1993 . X-ray data from peptide/MHC class II (Dessen et al., 1997) and TCR/peptide/MHC class II complexes (Hennecke and Wiley, 2002) indicate that nine amino acids are bound in an extended conformation deep in the binding groove of HLA-DR4. A dozen hydrogen bonds between MHC α-helices and peptide main chain carbonyl and amide groups are formed. There is one deep pocket that binds the side chain at peptide position 1 (P1) and there are four shallow pockets that bind side chains at positions P4, P6, P7 and P9. Side chains at positions P2, P3, P5 and P8 project prominently toward the T-cell. The peptide binding groove of class II molecules is open at both ends and this allows a given peptide to bind in many different ways. This multiple binding ability of peptides results in a lower accuracy for prediction methods compared with those for class I peptides .
Recently, an additive method for binding affinity prediction was developed . The method is based on the assumption that the binding affinity of a peptide could be presented as a sum of the contributions of the amino acids at each position and certain interactions between them. The method is universal and can be applied to any peptideprotein interaction. It has been applied to 12 different MHC class I molecules Guan et al., 2003; Doytchinova and Flower, 2003) and these models are included in a web site called MHCPred, which is accessible via the internet: http://www.jenner.ac.uk/MHCpred (Guan et al., 2003) . In the present study we have applied the method to a set of 82 peptides of 16 amino acids or less, which bind to the HLA-DRB1*0401 molecule. In order to solve the problem of multiple binding an iterative self-consistent (ISC) PLS-based algorithm was used to select the binding set. Eighty percent of the peptides formed the training set and 20% a test set. Another set of peptides, all longer than 16 amino acids, was used as a second test set. The scoring model has been included in the MHCPred web site.
SYSTEMS AND METHODS

Peptide database
The JenPep database , URL: http://www.jenner.ac.uk/JenPep, was used as a source for peptide sequences and their binding affinities to the MHC class II molecule HLA-DRB1*0401. The binding affinities (IC 50 ) were originally assessed by a quantitative assay based on the inhibition of binding of a radiollabelled standard peptide to detergent-solubilized MHC molecules (Ruppert et al., 1993; Sette et al., 1994) . A set of 96 peptides was obtained. In order to make tractable the calculation of multiple subsequence binding, only peptides with 16 or less amino acids were chosen. They were 82 such peptides and these were divided into training and test sets. Sixteen peptides (20% ) were randomly selected to cover the total affinity range and used as a test set for external validation. The other 66 peptides (80% ) were used as a training set. The remaining 14 peptides longer than 16 amino acids were used as an additional test set.
Additive method, PLS method, 'leave-one-out' cross-validation
Each nonamer was transformed into a binary bit string of 180 bins (9 positions × 20 amino acids). A term is equal to 1 when a certain amino acid exists at a certain position, and 0 when it is absent. To simplify the matrix, only amino acid contributions were taken into account. 1-2 and 1-3 interactions were neglected. To reduce the multiple binding options only subsequences bearing anchor amino acids (Y, F, W, L, I, M and V) at position 1 were selected. The initial matrix consists of 185 rows and 181 columns (180 x variables + 1y variable). The matrix was solved by the partial least squares (PLS) method.
As a projection method PLS handles data matrices with more variables than observations very well, and the data can be both noisy and highly collinear. In this situation, conventional statistical methods like multiple regression produce a formula that fits the training data but is unreliable for prediction. PLS forms new x variables, named principal components, as linear combinations of the old ones, and then uses them as predictors of the biological activity (Wold, 1995) . We used the PLS method as implemented in the QSAR module of SYBYL6.7 (Tripos Inc.). The IC 50 values were presented as negative logarithms and were used as the dependent variable y. The scaling method was set to 'none'. The column filtering was switched off. The predictive ability of the models was assessed by 'leave-one-out' cross-validation and by external validation using a test set.
Cross-validation (CV) is a practical and reliable method for testing the predictive power of the models. It has become a standard in PLS analysis and is incorporated in all available PLS software (Wold, 1995) . In principle, CV is performed by dividing the data into a number of groups, developing a number of parallel models from the reduced data with one of the groups omitted, and then predicting the biological activities of the excluded compounds. When the number of the groups omitted is equal to the number of the compounds in the set, the procedure is named 'leave-one-out' (LOO). The predictive power of the models was assessed by the cross-validated coefficient q 2 and the standard error of prediction (SEP):
where PRESS is the predictive sum of squares n i=1 (pIC 50 × exp − pIC 50 pred) 2 , SSQ-the sum of squares of pIC 50 exp corrected for the mean n i=1 (pIC 50 exp −pIC 50 mean) 2 ], p is the number of the peptides omitted, pIC 50 pred is that predicted by the LOO-CV value. The optimal number of components (NC) found by LOO-CV was used in the non-cross-validated models, which were assessed by the explained variance r 2 . The experimental versus predicted binding affinities of the test peptides were fitted by linear regression and a r pred was determined.
ALGORITHM
Data flow in the iterative self-consistent (ISC) PLS-based additive method is shown in Figure 1 . The training set of 66 long peptides is presented as a set of nonamers accompanied by the pIC 50 values of the parent peptide. Only nonamers bearing anchor amino acids (Y, F, W, L, I, M, V) at position 1 were selected. The matrix is solved by PLS. LOO-CV is applied to extract the optimum number of components subsequently used to generate the non-cross-validated model. The last model is used to predict pIC 50 values and a new set is extracted. The best predicted nonamers were selected for each 
IMPLEMENTATION
The first model had poor predictivity: q 2 = 0.152, NC = 1, r 2 = 0.396, n = 185. Self-consistency was achieved on the seventh iteration. The final model had excellent predictivity with q 2 = 0.716, NC = 4, r 2 = 0.967. The coefficients of the final model are shown in Table 1 . All class II prediction methods must overcome the problem of the multiple binding ability of the peptides. This arises both from the indeterminacy of the problem-we do not know a priori which subsequence is the dominant binder-and from the possible degeneracy of the binding process itself. Where a single dominant binding sequence is absent, the measured affinity is a canonical average of the binding of several subsequences. These phenomena arise from the binding groove of class II molecules being open at both ends. We may posit that, from a thermodynamic viewpoint, the actual nonameric binding subsequence should have the highest pIC 50 or lowest binding energy, among all the nonamers originating from the same long parent peptide. However, our analysis of the training set indicates that the predicted value closest to the experimental pIC 50 , is seldom the highest predicted value. We tried three different selection rules to deal with this problem when applied to the test sets: mean, highest value (max) and a combination of both (combi). The last rule selects the mean pIC 50 when the difference between the highest and lowest predicted pIC 50 is less than one log unit. Otherwise, it selects the highest predicted value. The statistics are shown in Table 2 . For both test sets the highest predictivity is given by the combination rule with r pred = 0.593 (test set I) and r pred = 0.655 (test set II). The graphs of best models for the test sets are shown in Figure 2 . The performance of the combination rule is not surprising, because when an easily distinguished good binder is not available in the peptide sequence, the binding affinity is a degenerate average of affinities from several binding subsequences.
DISCUSSION
Using single amino acid substituted analogs of the HA 307-319 peptide, Sette et al. (1993) defined an HLA-DRB1*0401-specific motif. This motif requires an aromatic or aliphatic anchor residue in position 1 (Y, W, F, L, I, V, M), and another anchor residue in position 6, defined as either a hydroxyl (S or T) or hydrophobic (L, V, I, or M) residue. In addition, no positive charges (K or R) are allowed in position 4 or 7 and no charges, either positive or negative (K, R, D or E) are allowed in position 9. Using an Y1-anchored peptide library Hammer et al. (1994) developed the first scoring scheme for prediction of affinity to HLA DRB1*0401. Marshall et al. (1995) developed a method based on the relative contributions of the 20 naturally occurring amino acids at the central 11 positions of a 13-residue monosubstituted polyalanine peptide. Southwood et al. (1998) applied the polynominal method (Gulukota et al., 1997) to derive a scoring matrix. A genetic algorithm (GA) was successfully applied by Brusic et al. (1998) to discriminate between binders and nonbinders. Comparing different algorithms Borrás-Cuesta et al. (2000) deduced a general motif for the prediction of binding to HLA-DR molecules. Mallios (2001) introduced an iterative stepwise discriminant analysis (SDA) meta-algorithm to classify peptides initially into binders and non-binders and later into non-binders, intermediate and high binders (Mallios, 2001) . The ISC algorithm proposed here uses a related iterative procedure to select the best predicted binders, but it incorporates the PLS method, a robust multivariate statistical technique, for model generation. We compared the scores for the amino acids at each position for each of the five scoring matrices: Hammer's (Hammer et al., 1994) (code H1994), Marshall's (Marshall et al., 1995) (code M1995), Southwood's (Southwood et al., 1998) (code S1998), (code B1998), Borrás-Cuesta's (Borrás-Cuesta et al., 2000) (code BC2000) and ours (D2003). No overall correlation was found between them (Table 3) . Only the BC2000 matrix shows some correlation with H1994 and B1998 scoring functions (r > 0.5). The coefficients derived by the additive method (D2003) do not correlate well with the other scores except for BC2000. The correlation analysis for each position (data not shown) indicated that only for position 1 there is a correlation (R mean = 0.70). The correlation coefficients for the remaining positions ranged from 0.49 for position 6 to 0.23 for position 5. Nevertheless, a consensus exists regarding the amino acid preferences at the anchor positions 1 and 6. Although Leu and Ile are considered as anchors at position 1 most of the scoring matrices (H1994, M1995, B1998, S1998) indicate that they make a negative contribution to the affinity. In the present study, Phe, Tyr, Trp and Val were found to contribute significantly to the affinity and Leu and Ile to contribute deleteriously. Met was found to make no significant contribution. Ser, Thr and Val are favoured amino acids at position 6 according to our model (D2003) and others (H1994, M1995, S1998). For position 4, Met is a preferred amino acid (H1994, B1998, S1998, BC2000), but our study shows that Ala and Gln are also well accepted here. No agreement exists for the favoured amino acid at position 7. Preferences are given to Met (H1994, S1998, B1998, BC2000), Asn (B1998), Cys (B1998), His (S1998), Val (H1994) and Tyr (M1995). According to our study Pro and Val were found to be favoured at this position. Asp and Glu at position 9 are deleterious for binding (H1994, M1995, S1998, B1998). In our training set, selected by the ISC algorithm, there was only one peptide bearing Asp at position 9 and no peptide with Glu at this position. A great variety of preferred amino acids was identified at the Table 3 . Correlation coefficients (R) between different predictive methods (n is the number of the common amino acids) H1994 M1995 S1998 B1998 BC2000 D2003 (Hammer et al., 1994 ) (Marshall et al., 1995) (Southwood et al., 1998) ( Borrás-Cuesta et al., 2000) This study H1994 n = 159 (Hammer et al., 1994) R = 1.000 M1995 n = 159 n = 167 (Marshall et al., 1995) R = 0.138 R = 1.000 S1998 n = 148 n = 156 n = 156 (Southwood et al., 1998 
remaining positions (2, 3, 5 and 8). This is not surprising as the side chains of the amino acids at these positions are oriented toward the T-cell and have less influence on binding to the MHC molecule. To benchmark our method, 25 known T-cell epitopes binding to DRB1*0401 were collected from JenPep and evaluated by different predictive methods available online: SYFPEITHI (Rammensee et al., 1999) , MHC-Thread (Brooks, 1999 , http://www.csd.abdn.ac.uk/∼gjlk/MHC-Thread/), RANK-PEP (Reche et al., 2002) , ProPred (Singh and Raghava, 2001) . The additive method, as implemented in MHCPred (Guan et al., 2003) , was used to make predictions. The scores are shown in Table 4 . Comparison of these methods proved problematic because of the different scoring functions. Ideally, we would wish to compare the enrichment in predicted binders versus a random selection, where whole proteins had been analysed for T-cell epiotopes using overlapping peptides. Unfortunately, fully controlled experiments such as this are costly and are seldom performed. Instead, we focussed on prediction of known class II restricted epitopes. As SYFPEITHI and MHC-Thread deal with peptides longer than 15 or 13 amino acids, respectively, scores for some epitopes could not be calculated. For these two methods the whole proteins were evaluated and the top 50% binders were considered as epitopes. SYFPEITHI found 10 from 13 epitopes and MHC-Tread identified 10 out of 19. RANKPEP detects 20 of the 25 epitopes at the default binding threshold of 4.85. Using a score above 0 as a de facto threshold, 19 of the evaluated by ProPred peptides had positive scores and the remaining were negative. The predictions made by the additive method showed that 24 of the 25 epitopes have IC 50 values below 500 nM and only one peptide has IC 50 value slightly higher than 500 nM (577 nM). Affinity below 500 nM is widely accepted as a threshold for potential T-cell epitopes.
In conclusion, it was shown that the additive method, as modified in this paper, is a reliable quantitative method for binding affinity prediction for peptides binding to the MHC class II molecule DRB1*0401. As this method is universal, it could be applied to any peptide-protein interaction where the overall sequence length is unrestricted but binding is localized to a fixed, but unknown part, of the peptide. Rather than simply ranking or qualitatively scoring peptides, the ISC-PLS additive method produces a quantitative prediction of a real measured affinity. It is easy and fast to use and interpretation is facile. The model derived in this paper is implemented in an updated version of MHCPred.
Models for MHC class II molecules DRB1*0101 and DRB1*0701 were also developed. The DRB1*0101 model achieved self-consistency at the 13th iteration and had the following statistics: n = 90, q 2 = 0.808, NC = 8, r 2 = 0.994. For the DRB1*0701 model the self-consistency was achieved on the 11th iteration and its statistics were n = 84, q 2 = 0.649, NC = 7, r 2 = 0.999. Both models are included in MHCPred. As data becomes available, other class II models will be forthcoming.
In the general case, effective and protective vaccines may be required to act through stimulation of both the humoral and cellular immune systems. Likewise, T-cell mediated immunity may function through either or both class I or class II mediated mechanisms. In order to make computational vaccinology a pragmatic and useable reality, we must be able to predict all aspects of the immune response. Our extension of the additive method to deal with class II restricted MHC presentation is a pivotal step toward that goal. 
