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Abstract
What kinds of graphs are determined by their spectra (DS for short) is a difficult problem in spectral graph
theory. In [W. Wang, C.X. Xu, A sufficient condition for a family of graphs being determined by their gener-
alized spectra, European J. Combin., in press], the authors give a sufficient condition for a family of graphs
being DS with respect to their generalized spectra. However, there are many graphs in this family, which do
not satisfy the condition. To investigate the DS property of graphs in such a situation, an excluding algorithm is
presented in this paper, which is proved to be simple and effective as illustrated by some numerical examples.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout the paper, we are only concerned with simple graphs. Let G be a simple graph with
(0, 1)-adjacency matrix A(G). The spectrum of G consists of all the eigenvalues (together with
their multiplicities) of the matrix A(G). The spectrum of G together with that of its complement
will be referred to as the generalized spectrum of G in the paper. For some terms and terminologies
on graph spectra, see [3].
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A graph G is said to be determined by its spectrum (DS for short), if any graph having the
same spectrum as G is necessarily isomorphic to G. Determining what kinds of graphs are DS is
generally a very hard problem. For the background and some known results about this problem,
we refer the reader to [4] and the references therein.
In [7], the authors give a sufficient condition for a family of graphsHn (see the definition in
Section 2) being DS w.r.t. the generalized spectrum. However, there exist many graphs in Hn
which do not satisfy the condition, as illustrated by some numerical examples. Under such a
situation, determining whether a graph G ∈Hn is DS or not becomes more difficult, and it needs
further investigations.
Based on [7], this paper proposes an algorithm for determining the DS property of all graphs in
Hn. (In fact, the proposed algorithm works for a family of graphs maybe slightly larger thanHn,
see Remark 1 in Section 2.) It mainly involves some detailed analysis of the structures of those
rational orthogonal matrices Q associated with a graph G ∈Hn, and depends upon the ability
of finding all of them out. Moreover, if the graph concerned is not DS, all of its cospectral mates
can be found. Numerical examples are given to show the effectiveness of the proposed method.
The organization of the paper is as follows: In Section 2, we will give a brief summary of the
known results which will be needed in the paper. In Section 3, we analyze the structures of certain
rational orthogonal matrices associated with a graph, which is a key to the proposed algorithm.
In Section 4, we present the DS algorithm with some details of its implementation. Numerical
results are given in Section 5.
2. Preliminaries
For convenience of the reader, in this section, we will briefly review some known results
from [7].
An eigenvalue of a graph G is simple if its multiplicity is one, and main if it has an associated
eigenvector with the sum of all the entries not equal to zero. Denote by Gn the set of graphs on n
vertices whose eigenvalues are all simple and main. Define
QG =
{
Q is a rational Qe = e, QTA(G)Q is a symmetric
orthogonal matrix (0, 1)-matrix with zero diagonal
}
,
where e is the all-one vector. We have the following theorem:
Theorem 2.1 [7]. Let G ∈ Gn. Then G is DS w.r.t. the generalized spectrum iff the setQG contains
only permutation matrices.
By the theorem above, in order to determine whether a given graph G ∈ Gn is DS or not w.r.t.
the generalized spectrum, we need a practical method to determine those Q in QG explicitly. For
this purpose, the following notion is proved to be useful.
The level of a rational orthogonal matrix Q with Qe = e is the smallest positive integer N
such that NQ is an integral matrix. Clearly, N is the least common denominator of all the entries
of the matrix Q, which measures the ‘size’ of Q in a natural way. If N = 1, Q is a permutation
matrix.
DeterminingQG for all G ∈ Gn seems too ambitious. Next, our basic strategy is to find a subset
Hn ⊂ Gn, the level of those Q ∈ QG equals either 1 or 2, and hence it can be expected that QG
can be determined effectively, for each G ∈Hn.
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To give some motivations for the definition of Hn, first we give the relationships between
the values of N for matrices Q ∈ QG and properties of the walk-matrix W =:
[
e,A(G)e, . . . ,
A(G)n−1e
]
of G. Recall that an n × n matrix U with integer entries is called unimodular if
det(U) = ±1. The smith normal form (SNF in short) of an integral matrix M is of the form
diag(d1, d2, . . . , dn), where di is the ith elementary divisor of the matrix M and di |di+1 (i =
1, 2, . . . , n − 1) hold. It is well known (see e.g., [2]) that for every integral matrix M with full
rank, there exist unimodular matrices U and V such that M = USV = U diag(d1, d2, . . . , dn)V ,
where S is the SNF of the matrix M . For a graph G ∈ Gn, it is not difficult to show that dn(G) is
the smallest positive integer  such that W−1 is an integral matrix (it is well known that G ∈ Gn
iff det(W) /= 0).
Theorem 2.2 [7]. Let W be the walk-matrix of a graph G ∈ Gn, and Q ∈ QG with level N . Then
we have:
(a) WTQ is an integral matrix.
(b) N |dn(G), where dn(G) is the nth elementary divisor of the SNF of W .
(c) Let p be any prime factor of dn(G). If p|N, then the following system of congruence
equations must have a non-trivial solution (x /≡ 0 Mod p):
WTx ≡ 0, xTx ≡ 0 (Mod p). (1)
Theorem 2.2(b) shows that N is a divisor of dn(G), and hence all possible values of N are
finite for a given graph in Gn and can be effectively computed through calculating the SNF of W .
While (c) shows that not all of the divisors of dn(G) can be a divisor of N ; let p be any prime
factor of dn(G) and if (1) has no non-trivial solution, then p must not be a prime factor of N ,
and it can be excluded from further consideration. Using this way, it can be expected that many
possibilities of the values of the divisors of dn(G) can be excluded.
It is natural then to ask when (1) has only trivial solutions. Next, we are merely satisfied with
considering the simplest case, which is believed to occur more often than the others for reasons
that will be explained later.
For convenience, we work with the finite field Fp in what follows. Suppose that rankp(W) =
n − 1, where rankp(W) is the rank of W over the finite field Fp. Consider (1) as a system of
equations over Fp, then the set of solutions to the first equation of (1) forms a one-dimensional
subspace of Fnp. We can write x = kξ , for some 0 /= ξ ∈ Fnp and k = 0, . . . , p − 1. So (1) has
only trivial solution iff
ξTξ /= 0 in Fp. (2)
Now, we give a heuristic argument (not a proof) to show that for most graphs G, all odd prime
factors of dn(G) can be excluded. First, for a fixed prime p, randomly choose a graph G, then the
probability that the first equation of (1) has a nontrivial solution is about 1/p. In the case that the
first equation has a non-trivial solution, the probability that the second equation has a solution is
also about 1/p. Therefore the probability that (1) has only trivial solutions is about (1 − 1/p2),
and the probability that all odd primes can be excluded is about
∏
p(1 − 1/p2) = 8/2 ≈ 81%,
where p runs through all the primes larger than 2. Nevertheless, it is not difficult to show that
p = 2 is always a prime factor of dn(G) and cannot be excluded invariably (we do not need this
fact in the paper).
W. Wang, C.-X. Xu / Linear Algebra and its Applications 418 (2006) 62–74 65
Fig. 1. Two randomly generated graphs G1 and G2.
Let us give two examples. Let G1 and G2 be two graphs given as in Fig. 1. It can eas-
ily be computed that d12(G1) = 2 × 17 × 67 × 8 054 231, and ξTξ = 12, 25 and 1 492 735 for
each prime p = 17, 67 and 8 054 231, respectively, where ξ is defined as above. Thus, all the
prime factors of d12(G1) can be excluded except for p = 2. It can be computed that d13(G2) =
2 × 32 × 5 × 197 × 263 × 5821, and ξTξ = 1, 0, 139, 101 and 4298 for each prime p = 3, 5,
197, 263 and 5821. So all the prime factors of d13(G2) can be excluded except for p = 2, 5:

0 1 1 0 0 1 0 0 1 0 1 1
1 0 0 0 0 0 0 0 1 1 0 1
1 0 0 0 0 1 0 0 1 0 1 0
0 0 0 0 1 0 0 1 0 1 0 0
0 0 0 1 0 1 0 0 0 0 0 1
1 0 1 0 1 0 1 1 0 1 1 0
0 0 0 0 0 1 0 0 1 1 1 0
0 0 0 1 0 1 0 0 1 0 1 0
1 1 1 0 0 0 1 1 0 0 0 0
0 1 0 1 0 1 1 0 0 0 0 1
1 0 1 0 0 1 1 1 0 0 0 1
1 1 0 0 1 0 0 0 0 1 1 0




0 1 0 0 1 1 0 0 1 1 0 0 1
1 0 1 1 0 1 1 0 0 0 0 0 0
0 1 0 1 0 0 1 1 1 0 0 1 1
0 1 1 0 1 0 1 0 0 0 1 1 1
1 0 0 1 0 0 0 1 1 1 0 0 1
1 1 0 0 0 0 1 1 0 0 0 1 1
0 1 1 1 0 1 0 0 0 0 1 1 0
0 0 1 0 1 1 0 0 0 1 1 0 1
1 0 1 0 1 0 0 0 0 1 0 0 0
1 0 0 0 1 0 0 1 1 0 1 1 0
0 0 0 1 0 0 1 1 0 1 0 0 1
0 0 1 1 0 1 1 0 0 1 0 0 1
1 0 1 1 1 1 0 1 0 0 1 1 0


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Now we are ready to introduce the following family of graphs:
Hn =


The SNF of W(G) is diag(1, . . . , 1, 2, . . . , 2, 2b) with
G ∈ Gn b odd, the number of 2’s is [n/2], and for each prime
factor p of b, (1) has only trivial solutions.


Remark 1. In the definition of Hn, the assumption that the number of 2’s in the SNF of W is
[n/2] can be removed with no effect on the results in the paper. We impose it here so as to be
consistent with the definition in [7].
For a given graph G, whether G ∈Hn can be verified through calculating the SNF of the
walk-matrix W of G. For example, G1 ∈H12, but G2 /∈H13, where G1,G2 are given as in
Fig. 1.
Let G ∈Hn and Q ∈ QG with level N . Then by Theorem 2.2(b) we get that N |2b (= dn(G)).
By the definition of Hn, each prime factor of b cannot be a prime factor of N , and hence N |2,
i.e., N = 1 or 2. If N = 1, then Q is a permutation matrix. Thus, we will be mainly concerned
with those rational orthogonal matrices Q ∈ QG with level N = 2. In the next section, we will
give some basic structures of these matrices.
3. Rational orthogonal matrices with level two
Recall that a matrix M is called partly decomposable if there exist permutation matrices
P1, P2 such that P1AP2 =
[
M1 M2
O M3
]
, where M1,M3 are square matrices. If a matrix is not partly
decomposable it is called fully indecomposable (see [1]). If an orthogonal matrix Q is partly
decomposable, then it’s easy to see that elementary operations on Q can convert it into the
form
[
Q1 O
O Q2
]
, where Q1 and Q2 are orthogonal matrices. The following theorem gives the basic
structures of a fully indecomposable rational orthogonal matrix Q with level N = 2 and Qe = e.
Theorem 3.1. Let Q be a fully indecomposable rational orthogonal matrix with level N = 2
and Qe = e. Then there exist permutation matrices P1 and P2 such that P1QP2 has one of the
following forms:
(A)
1
2


−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1

 .
(B)
1
2


A B
B O A
A O
.
.
.
O A
A O B
B A


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or
1
2


A B
B O A
A O
.
.
.
O B
B O A
A B


,
where A = [1 11 1], B = [ 1 −1−1 1 ], O = [0 00 0], n = 4k or n = 4k − 2 (k = 2, 3, . . .).
(C)
1
2


1 0 0 1 1 −1 0
1 0 1 0 −1 0 1
1 1 0 0 0 1 −1
−1 1 1 1 0 0 0
0 1 0 −1 1 0 1
0 −1 1 0 1 1 0
0 0 −1 1 0 1 1


or
1
2


1 0 0 1 1 −1 0 0
1 0 1 0 −1 0 1 0
1 1 0 0 0 1 −1 0
−1 1 1 1 0 0 0 0
0 1 −1 0 0 0 1 1
0 −1 0 1 0 1 0 1
0 0 1 −1 1 0 0 1
0 0 0 0 1 1 1 −1


.
Proof. When Q is a fully indecomposable rational orthogonal matrix with level 2 and Qe = e,
the set of the non-zero entries of each row (or column) of the matrix Q is {1/2, 1/2, 1/2,−1/2}.
Let α, β be two rows (or columns) of Q. The orthogonality of α, β gives three possible cases for
the structures of α, β: (a) Each non-zero entry of α has the same column (row) index as that of
β; (b) There are exactly two non-zero entries (say 1/2, 1/2) of α that have the same column (row)
indices as that of β (say 1/2, −1/2); (c) No any non-zero entries of α has the same column (row)
index as that of β. We call α, β in case (a) the same type. We prove the results for three cases.
(i) There exist at least three columns (rows) in Q having the same type. By exchanging rows
or columns of Q, without loss of generality, we can assume Q has the form
Q ∼ 1
2


−1 1 1
1 −1 1
1 1 −1 ∗
1 1 1
O ∗

 .
Now let α be the kth (4  k  n) column of Q, and at least one of the first four entries of α is
non-zero. The orthogonality of Q implies that α could only be 12 (1, 1, 1,−1, 0, . . . , 0)T. Then
the fully indecomposable assumption of Q gives conclusion (A).
(ii) There exist exactly two columns (rows) in Q having the same type. Exchanging rows or
columns of Q, we assume Q having the form
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Q ∼ 1
2

AB ∗
O

 .
The orthogonality implies that the first two rows have the same type. Next exchanging remaining
columns of Q converts Q to the form
Q ∼ 1
2


A B O
B
.
.
.
O

 , . . .
Repeating the precess for the bottom-right (n − 4) × (n − 4) sub-matrix of Q will convert Q to
one of the forms in (B) according to n = 4k or 4k − 2.
(iii) There is no columns (rows) of Q having the same type. Exchanging rows only makes the
first column of Q be 12 (1, 1, 1,−1, 0, . . . , 0)T. Next exchanging remaining columns of Q makes
the fourth row of Q be 12 (−1, 1, 1, 1, 0, . . . , 0). The orthogonality of Q and the assumption of(iii) implies that the top-left 4 × 4 sub matrix of Q has the form (change columns if necessary)
1
2


1 0 0 1
1 0 1 0
1 1 0 0
−1 1 1 1

 .
Since there are exactly three 1/2 and one −1/2 in each row (column) of Q, exchange the columns
only after the fourth column to make the first row of Q has the form 12 (1, 0, 0, 1, 1,−1, . . . , 0).
Then the orthogonality of Q implies that the first four entries of the fifth column has the form:
1
2 (1,−1, 0, 0)T or 12 (1, 0,−1, 0)T. Assume it is the former. Then the first four entries of the
columns 6 and 7 of Q can be determined (change column if necessary) by the orthogonality of
Q. Thus Q can be assumed having the form
Q ∼ 1
2


1 0 0 1 1 −1 0
1 0 1 0 −1 0 1
1 1 0 0 0 1 −1 O
−1 1 1 1 0 0 0
O ∗

 .
It can be verified that for the later, Q can also be converted into the form above.
Now obsere the second column of Q in the form above, exchanging rows only below the fourth
row to make the column have 12 (0, 0, 1, 1, 1,−1, 0, . . . , 0)T. The orthogonality of Q implies(exchange rows appropriately if necessary) that the 3 × 3 sub-matrix formed by columns 2, 3, 4
and rows 5, 6, 7 has one of the two forms
1
2

 1 0 −1−1 1 0
0 −1 1

 or 1
2

 1 −1 0−1 0 1
0 1 −1

 .
If it is the former, the orthogonality of Q determines the top-left 7 × 7 sub matrix of Q, and Q
has the form 12
[
Q7 O
O ∗
]
, where 12Q7 is the first matrix in (C). If it is the latter, the orthogonality of
Q determines the top-left 8 × 8 sub matrix of Q, and Q has the form 12
[
Q8 O
O ∗
]
, where 12Q8 is the
second matrix in (C). Then the fully indecomposable assumption of Q gives conclusion (C). 
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Based on the theorem above, it can be understood that by exchanging rows and columns, Q
can be converted into the form

Q1
Q2
.
.
.
Qr
I


,
where Qi (i = 1, . . . , r) are matrices in case (A), (B) or (C), and I is the identity matrix, but can
possibly be null. When N > 2 and is relatively large, it seems difficult to find out all the rational
orthogonal matrices with level N in an explicit way. For a method of generation of all rational
orthogonal matrices, see [5].
Now let G ∈Hn, and Q ∈ QG with level 2. By changing columns only, we can assume that
Q has the form Q = [Q˜1, Q˜2, . . . , Q˜r , Q˜r+1], where each Q˜i can be changed into the form
(Q′i
O
)
by changing rows appropriately; Q′i is a fully indecomposable matrix of form in (A), (B) or (C)
(i = 1, . . . , r), and Q′r+1 is the identity matrix. We call such matrices Q˜i (i = 1, . . . , r) fully
indecomposable blocks of form (A), (B) or (C) correspondingly.
With the notations above, we have the following lemma:
Lemma 3.2. Let G ∈Hn and Q = [Q˜1, Q˜2, . . . , Q˜r , Q˜r+1] ∈ QG. Then Q˜iTA(G)Q˜i is a sym-
metric (0, 1)-matrix with zero diagonal, for i = 1, . . . , r + 1.
Proof. A straightforward computation shows that QTA(G)Q = [Q˜Ti A(G)Q˜j ]. Thus the lemma
holds. 
4. The DS algorithm
In this section, we will present an algorithm for determining whether a graph G ∈Hn is DS
or not, based on the previous analysis.
Let G ∈Hn and Q ∈ QG with level 2. Let x be any column vector of of 2Q. Then it follows
from Theorem 2.2(a) that x is a solution to the following system of equations:
WTx ≡ 0 (Mod 2), xTx = 4, eTx = 2, x ∈ Zn, (3)
where Z denotes the set of integers. It is clear that vectors in the following set are solutions to (3):
S¯ = {xi |xi = 2ei, ei is the ith standard unit vector of Rn, i = 1, . . . , n} .
Denote by S′ the set of the other solutions of (3). To determine S′, we consider the following
system of equations over F2:
W¯Tx = 0, x having exactly four non-zero entries, x ∈ Fn2 . (4)
Let S be the set of solutions to (4). It can be observed that the set of the non-zero entries of the
solutions in S′ must be {1, 1, 1,−1}. Suppose S /= φ and x ∈ S; changing exactly one non-zero
entry ‘1’ of x into ‘−1’ will generate a solution of (3) in S′. Using this approach, four solutions
of (3) can be obtained from a solution of (4). To obtain S, we can simply enumerate all the
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(
n
4
)
possibilities of x = (x1, x2, . . . , xn)T with exactly four nonzero entries (=1), and then check
whether W¯Tx = 0 over F2.
The vectors in S′ divided by 2 are candidates to form matrices Q ∈ QG. However, not all of
them divided by 2 can be columns of matrices Q. The following lemma could be used to exclude
some disqualified ones.
Lemma 4.1. Let Q = [q1, q2, . . . , qn] ∈ QG. Then qTi A(G)qi = 0 (i = 1, 2, . . . , n).
Proof. It can be verified by direct calculation. 
Denote by S′′ the set obtained from S′ after excluding some vectors using Lemma 4.1. The
following is a sketch of an algorithm for determining whether a graph G ∈Hn is DS or not w.r.t.
the generalized spectrum.
DS Algorithm:
Step 1. Input the adjacency matrix A(G) of G, and calculate W = [e,A(G)e, . . . , A(G)n−1e].
Step 2. If det(W) = 0, go to Step 6; otherwise compute the SNF of W . If dn(G) = 2b with b
odd, and the number of 2’s in the SNF of W equals [n/2], continue; otherwise go to Step 6.
Step 3. (Excluding prime factors) For each prime factor p of b, solve (1). If (1) has only trivial
solutions, then exclude p.
Step 4. If there exists a p which cannot be excluded, go to Step 6; otherwise G ∈Hn, continue.
Step 4.1. Solve (4) to obtain the set of solutions S, then generate S′ by S;
Step 4.2. For each q ∈ S′, if qTA(G)q /= 0, delete q from S′ to obtain S′′;
Step 4.3. Find out the set QG from the vectors in S′′ ∪ S¯ divided by 2.
Step 5. If QG contains only permutation matrix, then G is DS; otherwise each Q ∈ QG which is
distinct from permutation matrix gives a cospectral mate of G with adjacency matrix QTA(G)Q.
Step 6. Stop.
It can be seen that all the difficulties of the above algorithm lie in Step 4.3. In the rest of
this section, our main objective is to give some details of how to find out all rational orthogonal
matrices Q of level 2 in QG from the set S′′ ∪ S¯ divided by 2.
The following lemma gives the condition when a vector y ∈ S′ cannot be excluded by Lemma
4.1.
Lemma 4.2. Let y ∈ S′ be any vector generated by x ∈ S. Then y cannot be excluded by Lemma
4.1 iff the subgraph of G induced by the indices of the non-zero entries of x coincides with one of
the following three graphs (or their complements): K¯4,K2 ∪ K2 andP3 ∪ K1. Moreover, if the in-
duced subgraph coincides with one of the first two graphs (or their complements), all the four vec-
tors generated by x cannot be excluded; while the induced subgraph coincides with the third graph
(or its complement), two of the four vectors will be excluded from S′, and two will remain in S′.
Proof. The lemma follows immediately from enumerating all graphs of order 4. 
Based on the lemma above, if the subgraph induced by the indices of the non-zero entries of
x ∈ S is not isomorphic to one of the three graphs (or their complements) in Lemma 4.2, x can be
removed from S. Let S˜ be the set of all the remaining ones. Clearly, all vectors in S′′ are generated
by vectors in S˜.
W. Wang, C.-X. Xu / Linear Algebra and its Applications 418 (2006) 62–74 71
Now we are in the position to find out all the rational orthogonal matrices Q ∈ QG with level
2 from the vectors in S′′ ∪ S¯ divided by 2. In what follows, it should be noted that we will not
distinguish two rational orthogonal matrices if their columns differ only by a permutation. The
discussion at the end of Section 3 indicates that all Q ∈ QG with level 2 can be made up of fully
indecomposable blocks of form (A), (B) or (C), and with or without an identity matrix. Thus, as
a first step, we have to find out the set Q˜G of all the fully indecomposable blocks from S′′.
First, it can be seen that all fully indecomposable blocks of form (A) can be generated from
S˜. It is not difficult to show that if the subgraph of G induced by the indices of the non-zero
entries of x ∈ S˜ coincides with one of the first two graphs (or their complements) in Lemma 4.2,
then the four vectors generated by x form a block Q˜ of form (A), and Q˜TA(G)Q˜ is a 4 × 4
symmetric (0,1)-matrix with zero diagonal. For example, if x = (0, 1, 0, 1, 1, 1, 0, . . . , 0)T ∈ S˜
and the subgraph induced by the vertices 2, 4, 5 and 6 coincides with one of the first two graphs
(or their complements) in Lemma 4.2, then the block of form (A) formed by the four vectors
generated by x is an n × 4 matrix
Q˜ = 1
2


0 0 0 0
−1 1 1 1
0 0 0 0
1 −1 1 1
1 1 −1 1
1 1 1 −1
O


.
Next, the fully indecomposable blocks of form (C) can easily be determined by enumerating
all the
(|S˜|
7
)
and
(|S˜|
8
)
possibilities in S˜, then for each case checking out whether or not the matrix
formed by the vectors is a block of form (C).
As for the fully indecomposable blocks Q˜ of form (B), we will employ the graph theory to
have the analysis.
Definition 4.1. Regard v1, v2 ∈ S˜ as vectors in Zn. If vT1 v2 = 2, then v1 and v2 are said to intersect
each other.
For a given set S˜, we can define a graph  = (V ,E) with the vertex set V corresponding to
the set S˜, and two vertices are adjacent iff the corresponding vectors intersect each other.
Suppose that block Q˜ is of form (B). Let x be a column of Q˜. Then by Theorem 3.1, all
the vectors in the set {xˆ|xˆ ≡ 2x (Mod 2), x is a column of Q˜} form a ‘loop’ in the graph , i.e.,
there is a circuit of  on these vertices (vectors). Conversely, if there exists a circuit R in , the
following method can be used to determine whether there exists a Q˜ of form (B) corresponding
to R. Let R = (v1, v2, . . . , vk) be a circuit in . First, find out the vectors in S′′ generated by v1.
By Lemma 4.2 there are two possible cases: (a) there are two such vectors, say u1, u2; (b) there
are four such vectors, say x1, x2, x3 and x4. For case (a), the first two columns of Q˜ are chosen to
be u1/2 and u2/2. For case (b), the first two columns of Q˜ are chosen arbitrarily to be a pair of
vectors among all six combinations of the four vectors divided by 2, say x1/2 and x2/2. Once the
first two columns of Q˜ have been chosen, continue the process for v2. If case (a) holds for v2, let
w1, w2 be the vectors in S′′ generated by v2, and check the orthogonality of each of the first two
columns of Q˜ and each of w1, w2. If the orthogonality holds, the third and the fourth columns of
Q˜ are chosen to be w1/2 and w2/2; otherwise the Q˜ (with the given first two columns) does not
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exist. If case (b) holds for v2, it is easy to see that among the four vectors generated by v2, either
there is non or there is exactly a pair of vectors, say y1, y2, each of which is orthogonal to each
of the first two columns of Q˜. In the former case, the Q˜ (with the given first two columns) does
not exist. In the later case, the third and the forth columns of Q˜ are chosen to be y1/2 and y2/2.
Repeating the process for v3, v4, . . ., until either non or all Q˜ have been found. It can be verified
that given a circuit R, the number of blocks Q˜ associated with R is at most 2. So all the Q˜ of
form (B) can be found by finding all the circuits in , and the algorithm in [6, pp. 348–353] can
be used to find all the circuits in .
Now, let Q˜G = {Q˜1, . . . , Q˜m} be the set of all the fully indecomposable blocks found from S′′.
Lemma 3.2 can be used to exclude some blocks in Q˜G. Also denote by Q˜G the set of remaining
blocks.
Let Ii denote the set of row indices of non-zero entries in Q˜i . We say that Q˜i and Q˜j
are disjoint if Ii
⋂
Ij = φ (i /= j ). Find out all possible subsets of Q˜G such that the blocks
in each subset are pairwise disjoint. For example, let {Q˜1, . . . , Q˜k} be such a subset. It is
clear that
∑k
i=1 |Ii |  n. The rational orthogonal matrix generated by the subset has the form
Q = [Q˜1, Q˜2, . . . , Q˜k, ej1 , . . . , ejl ], where ejs is the js th standard unit vector of Rn
(
js ∈
{1, 2, . . . , n} −⋃k1 Ii, s = 1, . . . , l). Using this way, the set Q̂G of all rational orthogonal matrices
of level two with Qe = e can be generated from S′′ ∪ S¯ divided by 2. Finally, for each Q ∈ QˆG,
it can easily be checked whether QTA(G)Q is a symmetric (0,1)-matrix with zero diagonal, and
hence QG can be determined accordingly.
5. Some examples
In this section, we present some numerical examples to test the proposed algorithm. The
program was coded using Mathematica 5.0, and tested on Pentium Pro 1794MHZ with 256
Mbyte memory. The adjacency matrices of the graphs in the examples are generated randomly,
using the random variable generator Random[ ]. Also, SeedRandom[k] is used in the program to
make sure that the results can be repeated. Given parameters n, c (1/2  1), m1, m2 (m1,m2 > n
and coprime), the adjacency matrix A of graph G is generated as followings (see also [7]):
Step 1. Input parameters n, c,m1,m2, A ← 0.
Step 2. For i = 1 to n,
For j = 1 to n,
If i > j and SeedRandom[m1i + m2j ], Random[ ] > c, aij = 1.
Step 3. A ← A + AT.
Step 4. If G ∈Hn, output A; otherwise go to Step 1.
Since Random[ ] obeys uniformly distribution in interval [0, 1], the relative edge density of G
is about 1 − c. Thus the parameter c reflects to some extent the density of the graph. The purpose
for the choice of integers m1 and m2 is to ensure that when generating the adjacency matrix
A = (aij ), the entries aij are independent, i.e., when using SeedRandom[m1i + m2j ], the values
of m1i + m2j are distinct for 1  j < i  n.
A series of experiments have been made with varied parameters n, c, m1 and m2. In each of
the examples, G ∈Hn denotes the graph with the corresponding parameters (to save space, the
adjacency matrices of the graphs have not been written out except for the first example), S and S˜
are defined as in Section 4.
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Example 1. Let G = G1 be the graph given as in Fig. 1. dn(G) = 2 × 17 × 67 × 8 054 231,
S = {vT1 , vT2 , . . . , vT8 }, where
v1 = (0, 1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0);
v2 = (0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 0, 0);
v3 = (0, 0, 1, 0, 1, 0, 0, 0, 0, 1, 1, 0);
v4 = (0, 0, 0, 0, 0, 0, 1, 0, 1, 1, 1, 0);
v5 = (0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 0, 1);
v6 = (0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0, 1);
v7 = (0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 1);
v8 = (0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 1, 1).
S˜ = {vT1 , vT2 , vT5 , vT6 }.
It can be observed from the graph  formed by S˜ that there is only one circuit formed by vT2 ,
vT5 , v
T
6 . The remaining two vectors generated by v
T
2 are u1 = (0, 0,−1, 0, 1, 0, 1, 0, 1, 0, 0, 0)T
and u2 = (0, 0, 1, 0, 1, 0,−1, 0, 1, 0, 0, 0)T. The remaining two vectors generated by vT5 are
w1 = (0, 0, 1, 0, 0, 0,−1, 0, 0, 1, 0, 1)T and w2 = (0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 0,−1)T. However,
u1 is not orthogonal to w1. It follows that there is no fully indecomposable block of form (B)
that corresponds to the circuit. Also, there is no fully indecomposable block of form (C), since it
has at least seven vectors. As for the fully indecomposable blocks of form (A), the subgraph of
G induced by the non-zero entries of each of vT1 , v
T
2 , v
T
5 and v
T
6 coincides with the third graph
in Lemma 4.2, it follows that blocks of form (A) do not exist. So QG contains only permutation
matrix. Thus we get conclusion that G is DS.
Example 2. n = 15, c = 0.57, m1 = 100, m2 = 101. dn(G) = 2 × 3 × 229 × 6 191 537 849
619 893, S = {vT1 , vT2 , . . . , vT9 }, where
v1 = (1, 0, 1, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0);
v2 = (0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0);
v3 = (1, 1, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0);
v4 = (0, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0);
v5 = (0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0);
v6 = (0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 0);
v7 = (0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 1);
v8 = (1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1);
v9 = (0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 1).
S˜ = {vT2 , vT6 , vT7 , vT9 }.
It can be observed from the graph  formed by S˜ that there is only one circuit formed by vT2 , v
T
7 ,
vT9 . However, there is no fully indecomposable block of form (B) can be found that corresponds
to the circuit. Also, there is no block of form (C), since it needs at least seven vectors. As for
the blocks of form (A), the subgraph of G induced by the non-zero entries of each of vT2 , vT6 , vT7
and vT9 coincides with the third graph (or its complement) in Lemma 4.2, it follows that blocks
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of form (A) do not exist. So QG contains only permutation matrix. Thus we get conclusion that
G is DS.
Example 3. n = 21, c = 0.6, m1 = 100, m2 = 101. dn(G) = 2 × 115 145 779 558 477 ×
151 641 961 064 870 183 × 92 929 485 764 951 499 641, S = {vT1 , vT2 , . . . , vT7 }, where
v1 = (0, 0, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0);
v2 = (0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0);
v3 = (0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0);
v4 = (0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 1, 0, 0);
v5 = (0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 1, 0);
v6 = (0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1);
v7 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 1).
S˜ = {vT1 , vT4 , vT5 }.
It can be found that there is no fully indecomposable block of form (B) and (C). There are two
disjoint, fully indecomposable blocks Q˜1, Q˜2 of form (A) generated by the vectors vT1 and vT5 ,
respectively. Expanding {Q˜1}, {Q˜2} and {Q˜1, Q˜2} generate three rational orthogonal matrices Q.
However, QTA(G)Q is not a symmetric (0, 1)-matrix with zero diagonal for each of the three Q.
So QG contains only permutation matrix. Thus the conclusion that G is DS is obtained.
Example 4. n = 24, c = 0.75, m1 = 100, m2 = 101. dn(G) = 2 × 619 × 17 191 × 587 017 ×
2 160 294 667 × 115 413 429 297 988 819 × 97 849 942 683 039 057 037, S = {vT1 , vT2 }, where
v1 = (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0);
v2 = (0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0).
S˜ = {vT1 }.
There is only one fully indecomposable block Q˜ of form (A) generated by vT1 . But when {Q˜} is
expanded to form a rational orthogonal matrix Q, QTA(G)Q is not a symmetric (0, 1)-matrix
with zero diagonal. So QG contains only permutation matrix. Thus G is DS.
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