In this paper we study a variant of string pattern matching which deals with tuples of strings known as multi-track strings. Multi-track strings are a generalisation of strings (or single-track strings) that have primarily found uses in problems related to searching multiple genomes and music information retrieval [15, 16] . There is a full-permuted-match between two multi-track strings if given two multi-track strings (multi-sets of strings) T = (t1, t2, . . . , tN ) and P = (p1, p2, . . . , pN ) such that |p1| = |p2| = . . . = |pN | = |t1| = |t2| = . . . = |tN |, then there is a full-permuted-match between P and T if P = (tr 1 , tr 2 , . . . , tr n ) for some permutation (r1, . . . , rN ) of (1, . . . , N ), we denote this P T .
Introduction
KMP [12] and a fast-in-practise Boyer-Moore [4] style algorithm. The indexing version of the problem can be solved in O(nN log σ U )-time by constructing data structures from the text such as multi-track suffix trees [11] and filtering multi-set trees [20] . In [11] a more general problem is considered where the track count of the pattern may be less than that of the text. In different applications we may wish to capture more complex characteristics of the data, for example, when considering polyphonic music data, rather than finding a pattern in one of the parts of a multi-track music piece, it may be useful to look for patterns that can capture relationships between different tracks of the string as in [16] . Alternatively in the 2-dimensional image retrieval case we may wish to search for sub-images, in which case the tracks may be fixed in a specific order and matching carried out on these fixed-order multi-track strings with different match functions [2, 3] . In this paper we show that a multi-track string of length n and track count N can be transformed into a single-track string of length 2n − 1 and alphabet size σ N U . We also show that this reduction is the minimum length reduction to a single-track string. Many existing results on multi-track strings are based on the observation that two multi-track strings are equal if and only if after sorting, the sorted strings are identical. Here we exploit this fact by encoding the underlying structure of the sorted multi-track string in a canonical form allowing for easy comparisons.
Preliminaries
Let the factor of x that starts at position i and ends at position j. We recall that a prefix of x is a factor that starts at position 0 (x[0 . . . j]) and a suffix of x is a factor that ends at position n − 1 (x[i . . . n − 1]). Let y be a string of length m with 0 < m ≤ n. We say that there exists an occurrence of y in x, or, more simply, that y occurs in x, when y is a factor of x. Every occurrence of y can be characterised by a starting position in x. We thus say that y occurs at the starting position i in x when y = x[i . . . i + m − 1]. We call x[i . . . n − 1] the i-th suffix of x and similarly define the i-th prefix. For two strings, x and y, x ≺ y denotes that x is lexicographically smaller than y, and x ≺ y denotes that either x = y or x ≺ y.
A tuple (a 1 , . . . , a N ) is a finite sequence of N > 0 elements. In the case where N = 2 we define first((a 1 , a 2 )) = a 1 and second((a 1 , a 2 )) = a 2 . Similarly we define each function, first(.) and second(.), on a sequence of tuples as
Let X = (x 1 , x 2 , . . . , x N ) be a multi-set of strings of length n over some alphabet Σ U of size |Σ U | = σ U , then we call X a multi-track string (or a mt-string) of length n and track count N . By h(X ) we denote the track count of X and let len(X ) = n, the length of each string in X We define a mt-factor denoted X [i . . . j] as the union of t [i . . . j] for all t ∈ X and define an mt-prefix, i-th mt-prefix, mt-suffix and i-th mt-suffix similarly. mt-string concatenation is defined as a triple, con(X , Y, (i 1 , i 2 , . . . , i N )), where X and Y are mt-strings of length > 0 and track count N , and (i 1 , i 2 , . . . , i N ) is a permutation of (1, 2, . . . , N ). Such that
Formally, given a multi-track text T = (t 1 , t 2 , . . . , t N ) and a multi-track pattern
. P is then said to full-permuted-match T denoted X Y. An example of two matching mt-strings can be seen in Example 3. Let sort(X ) denote the strings of X in sorted order. By rank X i (x g ) such that x g ∈ X we denote the sorted rank of the of the i-th suffix of x g in sort(X [i . . . n − 1]). Where unambiguous we omit the superscript X in rank X i (.). We also make note of the following important observation made in previous work.
Based on this we note that is the identity relation on multi-track strings. We also state the below Corollary, a direct consequence of Lemma 1.
Model of computation For problems tackled in this paper we assume the word RAM model with word size w = Ω(log n + log N ). Arithmetic on integers of size O(N O(1) n O(1) ) can therefore be performed in constant time.
Example 3. Consider for example, multi-track text
There are no other occurrences of P in T .
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Multi-track to Single-track Reduction
In this section we show a simple reduction from mt-strings of track count N and length n with equivalence relation to a single-track string of length 2n − 1 with alphabet size σ N U . The reduction is based on the observation that encoding the relative order of the sorted suffixes is a canonical form that allows for greatly simplified comparisons. We will show that it is possible to use the even numbered positions of the string to encode the symbol information and use the odd numbered positions in the string to encode the relative order of the suffixes. First we reorder the mt-string in a way which is more convenient for our analysis and store it as a 2-dimensional array. 
We denote this transformation MTT(X ) and an example can be seen in Example 5.
For a mt-string X the transformation MTT(X ) can be computed in O(N n) time by well know sorting algorithms for constant [10] and integer alphabets [7] . For general alphabets we can perform the conversion in O(N n log N n) using the algorithm presented in [21] . The conversion can be reversed in linear time and the original mt-string reconstructed. 
We now have the following sets of sorted suffixes, from which we can derive MTT(X ):
We now consider how to convert MTT(X ) into a single-track string. The definition below describes the string we want to build and this can be computed from MTT(X ) in O(nN ) time scanning MTT(X ) left-to-right. Definition 6. Let X = MTT(X ) and let X be a mt-string of length n and track count N . Let x be a string of length 2n − 1. Let Σ O , Σ E be two disjoint alphabets where Σ O is a subset of the set of all permutations of (0, . . . , N ) and e ∈ Σ E is the set of sorted strings of length N over Σ U . We define the even positions of x as follows:
We use the remaining positions to encode the relative order of each set of equal length suffixes from X . We define a string z i for each i ∈ {0, . . . , n − 1} as follows, where
This information is stored in the tuples of X and can be easily retrieved to construct each z i . We then assign these as symbols in the odd positions of x as follows.
We can see that 
Where STS(X )[1] = 132 which can be verified by looking at the sorted sets of suffixes 
  and we can see that t 2 starts at rank one and stays at rank one at the next position. t 1 starts at rank two and moves at the next position to rank three. t 3 starts at ranks three and moves at the next position to rank two.
We are now in a position to determine the time complexity of the procedure to compute STS(X ). Proof. For both MTT(X ) and STS(X ) the time complexity is dominated by the sorting step and thus they can be computed in O(N n) time for constant [10] and integer alphabets [7] . For general alphabets we can perform the conversion in O(N n log N n) [21] and achieve the claim.
It is important for our final result that in the computation of MTT(X ) and STS(X ) the relative orders of the input sequence are preserved. We therefore use a stable sorting algorithm to compute MTT(X ). This gives us the following technical Lemma that we require to establish the main result.
Lemma 9. Let X be a mt-string with x
Proof. We recall that a sorting algorithm is stable if whenever there are two records R and S with the same key and with R appearing before S in the original list, R will appear before S in the sorted list. Each set of equal length suffixes is sorted against the same initial ordering of the strings and this proves the Lemma.
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We are now in a position to prove the correctness of our reduction. We wish to show that the encoding we have described uniquely encodes mt-strings and is thus a canonical form for mt-strings. This is formally established with the following Lemma.
Theorem 10. Let X and Y be mt-strings, x = STS(X ) and y = STS(Y)
Proof. We consider each direction of the implication separately and split the proof into two cases. 
there exists a bijection f between strings of X and Y such that.
By Lemma 9 the relative orders of all pairs of strings remain the same at every position which is satisfied above. By construction the even positions also match so we achieve the claim.
Therefore, by Theorem 10, for an mt-string X the transform STS(X ) is unique. We can now derive a tight bound on the required alphabet size for STS(X ). In Definition 6 it appears the alphabet could be as large as n!, however we can show this not required except in the most extreme cases. We wish to show how many strings exist of the form X Y, where Y is an mt-string of length 1. For each of the N strings any symbol can be appended and it will create a unique multi-track, therefore we may need an alphabet of size σ N U and thus
STS(X ) can thus be stored in a string of size n log 2 |Σ E | + (n − 1) log 2 |Σ O | ≤ 2n log 2 σ N U = 2N n log 2 σ U , less than double the size of the original mt-string. In the word-RAM model this takes O(N n) space to store when w = Ω(log σ U ) and symbol reads and comparisons now take O(N ).
We note at this stage that if all mt-strings, of total length , are available in advance in an offline manner, then for any alphabet we can apply a well known trick and sort the individual symbols of the single-track strings created by the reduction and replace them with their sorted rank in the range {1, . . . , }. In this way, an offline use of this reduction can guarantee strings over an integer alphabet, so symbol accesses take constant time and space use is reduced.
Example 11. Consider for example, multi-track text
We compute STS(X ) and STS(P), the computation of STS(X ) can be seen in Example 7 and STS(P) is done by the same algorithm. For the text we get the following: As the reduction creates a single-track string we can directly run KMP on two strings in time O(N n) with O(M m) preprocessing improving on the best known result [9] . For the suffix tree we also improve the construction and equal the matching speed and space of the best known result for integer alphabets O(N n), O(M m log σ U ) and O(N n) respectively [14] 1 . More generally the reduction gives a simple method to convert any string algorithm into an algorithm solving the equivalent mt-string problem at the cost of increasing the string length and increasing the alphabet size.
23:8 A Simple Reduction for Full-Permuted Pattern Matching Problems on Multi-Track Strings
This allows any algorithm on strings to compute the mt-string version with equality relation . For polynomial algorithms on strings this means that the increase in complexity for mt-strings is due to each symbol now taking O(N ) time to read instead of O(1). This is stated more formally as. we now have many optimal algorithms for important problems on mt-strings, including but not limited to, pattern matching [1, 12] , indexing [10, 7, 21] , repetition finding [19, 5] , covers [18] , seeds [13] and many more. Finally we show that there is no shorter length encoding of a multi-track string as a single-track string.
Theorem 13. Let M(n) denote the length of string required to encode any mt-string of length
Proof. We will show that the resulting reduction must always be of length ≥ 2n − 1. Our argument is based on the amount of information required to distinguish between a special type of mismatch we call order mismatches in mt-strings. We wish to construct a set of mt-strings S, drawn from a common alphabet Σ U , such that for every pair X , Y ∈ S:
We refer to above situation as an order mismatch. We note that these conditions are impossible in single-track strings, so there exists no reduction of length n and we immediately see that M(n) > n.
Let Σ U be an integer alphabet and let σ U ≤ N , then we can construct the following string of length n/2 such that a 1 
. . .
We consider how many unique strings we can construct of the form con(ZZ, i 1 , i 2 , . . . , i N ). We now consider how many permutations (i 1 , i 2 , . . . , i N ) lead to unique mt-strings. As each row of the mt-string Z is unique, every bijection between Z and Z gives us a unique mt-string. Allowing our set S to be all of these concatenations. We therefore get:
A set such as this can be constructed so that the order mismatch occurs at any position in the mt-string. We then need to be able to distinguish σ U ! possible order mismatch cases at any position. Due to the number of possible cases this must store an additional log σ U ! bits per position. By Stirling's approximation we must therefore store the following number of extra bits per position. log 2 σ U ! = σ U log 2 σ U − σ U log 2 e + O(log σ U )
We can set σ U = N and this means we are then storing a new string of length n − 1 as information for each position must be stored and no information is required for the final position. Therefore, as n + n − 1 = 2n − 1 we have achieved the claim.
Conclusion
In this paper we have shown how to reduce a multi-track string under equality relation to a single-track string. In the general case the reduction increases the size of the resulting string by a constant factor and increases the alphabet size, but for any algorithm running in polynomial time in the size of a single-track string, the equivalent problem on mt-strings can be computed in polynomial time in the size of the mt-string. There is an additional multiplicative factor of no more than O(N ) added compared to the single-track variant in the polynomial case. We have also shown that this encoding as a string is the best string encoding possible for this problem.
