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Abstract
In this paper, we deal with problems of eﬃcient resource management and scheduling in util-
ity Grids. There are global job ﬂows from external users along with resource owners’ local
tasks upon resource non-dedication condition. Competition for resource reservation between
independent users, local and global job ﬂows substantially complicates scheduling and the re-
quirement to provide the necessary quality of service. A meta-scheduling model, justiﬁed in this
work, assumes a complex combination of job ﬂow dispatching and application-level scheduling
methods for jobs, as well as resource sharing and consumption policies established in virtual or-
ganizations (VOs) and based on economic principles. A solution to the problem of fair resource
sharing among VO stakeholders with simulation studies is proposed.
Keywords: Grid, scheduling, slot, job, backﬁlling, simulation
1 Introduction
Execution of large parallel jobs in distributed computational environments requires co-allocation
of signiﬁcant resources partially shared with their owners. Resource management and job
scheduling economic models proved to be eﬃcient in such conditions [10, 5, 9, 11].
Application-level scheduling, as a rule, does not imply any global resource sharing or allo-
cation policy. Resource brokers are usually considered as mediators between users and resource
owners. There are a lot of projects belonging to this trend, namely AppLeS, APST, Legion,
DRM, Condor-G, Nimrod/G and others. Scheduling and resource management systems in this
approach are well-scalable and application-oriented. However, simultaneous scheduling with
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diverse optimization criteria set by independent users, especially upon possible competition be-
tween applications, may deteriorate such quality of service (QoS) characteristics of a distributed
environment as total job batch execution time or overall resource utilization.
The formation of a virtual organization (VO) in Grid usually supposes job-ﬂow scheduling.
A meta-scheduler or a meta-broker are considered as intermediate chains between the users and
local resource management and job batch processing systems. VOs, from one hand, naturally
restrict the scalability of resource management systems. (Though, it is worth remarking here,
that there is a good experience of enabling interoperability among meta-schedulers belonging to
diﬀerent VOs [14].) On the other hand, uniform rules of resource sharing and consumption, in
particular based on economic models, make it possible to improve the job-ﬂow level scheduling
and resource distribution eﬃciency. The ”convergence” idea of application-level and job-ﬂow
scheduling approaches was declared in relatively early works [12, 16]. Nevertheless, in some
well-known models of distributed computing with non-dedicated resources, only the ﬁrst ﬁt set
of resources is chosen depending on the environment state, while job scheduling optimization
mechanisms are usually not supported [6, 2, 8]. The aspects related to the speciﬁcs of envi-
ronments with non-dedicated resources, particularly dynamic resource loading, the competition
between independent users, users’ global and owners’ local job ﬂows, are not presented in other
models [5, 9, 12].
A meta-scheduling model in VOs proposed in this work diﬀers from known solutions by
combining methods of independent job ﬂow management and application-level scheduling [18].
Our contribution is three-fold. First, we justify a model for matchmaking of VO stakeholder’s
preferences. In contrast to well-known models, the proposed approach assumes job ﬂows and
batches formations according to job requests, users’, resource owners’ and VO administrators’
preferences, and further job batch cyclic scheduling based on dynamically updated VO policies,
strategies and restrictions. Job batch schedules are optimized by criteria according to the
resource sharing and consumption policy established in the VO. Second, we address a problem
of early resources releases and rescheduling ”on the ﬂy” combining our original cyclic scheduling
scheme (CSS) [18] and backﬁlling [1]. Third, we analyze consistency of schedules based on user
runtime estimates. For the overall job-ﬂow execution optimization and a resource occupation
time prediction existing schedulers rely on the time speciﬁed in the job request, e.g. using Job
Submission Description Language (JSDL). However, the reservation time is usually based on
user inaccurate runtime estimates. In case, when the application is completed before the term
speciﬁed in the job request, the allocated resources remain underutilized.
Thus, we outline two main job-ﬂow optimization directions. In the ﬁrst of them, the optimal
or suboptimal scheduling under a given criterion or criteria speciﬁed in VO, is performed on
the basis of a priori information about local schedules of computational nodes and the resource
reservation time for each job execution. CSS belongs to this type of systems. Another approach
represents scheduling ”on the ﬂy” depending on a dynamically updated information about
resource utilization. In this case, schedulers are focused on overall resources load maximization
and job start time minimizing. Backﬁlling may be related to this type of scheduling.
The rest of the paper is organized as follows. Section 2 is devoted to brief analysis of related
works. In Section 3, we discuss restrictions of CSS and introduce main requirements for a model
of scheduling and fair resource sharing, representing the CSS generalization. Section 4 contains
a simulation framework description, variables and parameters for the model of scheduling and
fair resource sharing studies, and simulation results. Finally, section 5 summarizes the paper
and describes further research topics.
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2 Related Works
The scheduling and resource selection problems in Grid are NP-hard due to their combinatorial
nature. Many algorithms, heuristic-based solutions, and their combinations have been proposed
for parallel jobs and tasks with dependencies in distributed environments.
First ﬁt resource selection algorithms assign any job to the ﬁrst set of slots matching the
resource request conditions without any optimization (backtrack [2] and NorduGrid [8]). Slots
are time spans during which the relate CPU node is idle and ready for execution a part of a
parallel job. NWIRE system performs a slot ”window” allocation under the maximum total
execution cost constraint [9]. However, the optimization occurs only on the stage of the best
found oﬀer selection. Preference-based matchmaking is not focused on the scheduling process
[6]. The job is scheduled on the ﬁrst available resource according with user’s preferences. An
approach to resource matchmaking among VOs combining hierarchical and peer-to-peer models
of meta-schedulers is proposed in [14].
The co-allocation algorithms described in [10, 11, 7, 15, 4] suppose an exhaustive search
and some of them are based on a linear integer programming (IP) [11, 15] or mixed-integer
programming (MIP) model [4].
In [3], architecture and an algorithm are presented for performing Grid resources co-
allocation without the need for advance reservations based on synchronous queuing of subtasks.
However, advance reservation is eﬀective to improve the co-allocation QoS. An online algorithm
for co-allocating resources that provides support for advance reservations is proposed in [7]. The
co-allocation algorithm presented in [15] uses the 0-1 IP model with the goal of creating reser-
vation plans satisfying user resource requirements. Linear IP-driven algorithms are proposed
in [10, 11]. They combine the capabilities of IP and a genetic algorithm, and allow obtaining
the best meta-schedule that minimizes the combined cost of all independent users in a coordi-
nated manner. In [4], the authors propose a MIP model which determines the best scheduling
for all the jobs in the queue in environments composed of multiple clusters that act collabo-
ratively. The scheduling techniques proposed in [11, 7, 15, 4, 13] are eﬃcient compared with
other scheduling techniques under given criteria: the processing cost, the overall makespan, re-
sources utilization, load balancing for tasks with dependencies, etc. However, complexity of the
scheduling process is extremely increased by the resources heterogeneity and the co-allocation
process, which distributes the tasks of parallel jobs across resource domain boundaries. The
degree of complexity may be an obstacle for on-line use in large-scale distributed environments.
In this work, we use algorithms for eﬃcient slot selection based on users’, resource owners’
and VO administrators’ deﬁned criteria with the linear complexity on the number of all available
time-slots during the scheduling interval denoting how far in the future the system may schedule
resources [18]. Besides, in our approach the job start, ﬁnish and execution time for slot search
algorithms may be considered as preferences speciﬁed by users in accordance with the job
total allocation cost. It makes an opportunity to perform more ﬂexible scheduling solutions.
An optimization technique for slot combination selection with dynamic 0-1 MIP methods was
proposed in [17].
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Figure 1: Job ﬂow cyclic scheduling
3 Concept of the scheduling and fair resource sharing
model
3.1 Cyclic scheduling scheme
CSS was proposed for a model based on a hierarchical job-ﬂow management system [18]. Job-
ﬂow scheduling is performed in cycles by separate job batches on the basis of dynamically
updated local schedules of computational nodes (Fig. 1). Sets of available slots and their costs
(Cj−1, Cj , Cj+1 in Fig. 1) determined by resource owners are updated based on the information
from local resource managers or job batch processing systems. Thus, during every scheduling
cycle two problems have to be solved. First of all, the alternative sets of slots that meet the
requirements (resource, time, and cost) should be selected. Each alternative is characterized
by the total execution cost, runtime, start time, ﬁnish time and other parameters (for example
power consumption). Second, a combination of alternatives that would be the eﬃcient or
optimal in terms of the whole job batch execution in the current scheduling cycle is chosen
according to the VO policy.
Let Si be the family of appropriate sets of slots for executing job i, i = 1, ..., n, in the batch,
sj ∈ Si be the set of slots that are appropriate by the resource request, the cost ci(sj) and the
execution time ti(sj), j = 1, ..., N,N = |
n⋃
i=1
Si|. Denote by S the family of appropriate sets of
slots and by s = (s1, ..., sn), s ∈ S, the sequence, which we call the combination of slots, for
executing the batch of jobs. Let fi(sj) be a function determining the eﬃciency of executing
job i in the batch on the set of slots sj under the admissible expenses speciﬁed by the function
gi(sj). For example, fi(sj) = ci(sj) is the price of using the set sj for the time gi(sj) = ti(sj).
The expenses are admissible if gi(sj) ≤ gi ≤ g∗, where gi is the level of the total expenses for
the execution of a part of jobs from the batch (for example, jobs i, i + 1, ..., n or i, i − 1, ..., 1)
and g∗ is the restriction for the entire set of jobs (in particular, the restriction on a total time
t∗ of slot occupation or a limitation on a budget b∗ of the virtual organization).
Formally, the statement of the problem of the optimal choice of a slot combination s =
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(s1, ..., sn) is as follows:
extr
s∈Si
f(s) = extr
sj∈Si
n∑
i=1
fi(sj), gi(sj) ≤ gi ≤ g∗, g∗ =
n∑
i=1
g0i (sj), (1)
where g0i (sj) is the resource expense level function of executing the batch.
The recurrences for ﬁnding the extremum of the criterion in (1) for the set of slots sj ∈
Si, i = 1, n, j ∈ {1, ..., N} based on backward recursion are
fi(gi) = extr
sj∈Si
{fi(sj) + fi+1(gi − gi(sj))}, gi(sj) ≤ gi ≤ g∗, g∗ =
n∑
i=1
g0i (sj), i = 1, n (2)
fn+1(gn+1) ≡ 0, gi = gi−1(sk), 1 < i ≤ n, g1 = g∗, sk ∈ Si−1,
where gi are the total expenses (utilization time or cost) for using the slots for jobs i, i+1, ..., n
of this batch.
The optimal expenses are determined from the equation
g∗i (sj) = arg extr
gi(sj)≤gi
fi(gi), i = 1, n. (3)
The optimal set of slots s∗i ∈ {1, ..., N} in the scheme (2), (3) is given by the relation
s∗i = arg extr
sj∈Si
fi(g
∗
i (sj)), i = 1, n. (4)
Here (4) represents the solution of the problem (1). An example of a resource expense level
function in (1) is t0i (sj) =
[∑
sj
ti(sj)/li
]
, where li is the number of admissible (alternative) sets
of slots for the execution of job i,
[
.
]
is the ceiling of t0i (sj). Then the constraint on the total
time of slot occupation in the current scheduling cycle can have the form
t∗ =
n∑
i=1
t0i (sj). (5)
Let us consider several problems of practical importance.
1. Maximization of proﬁt of resource owners under restrictions on the total time of slot
utilization. Suppose it is required to select a set of slots for executing a batch of n jobs
so as to maximize the total cost of resource utilization
fi(ti) = max
sj∈Si
{
ci(sj) + fi+1(ti − ti(sj))
}
, i = 1, ..., n, fn+1(tn+1) ≡ 0. (6)
The restriction on the total time of using slots by all the jobs is given by (5).
2. Minimization of the total completion time of a batch of jobs under a restriction on the
budget b∗ of the virtual organization:
fi(ci) = min
sj∈Si
{
ti(sj) + fi+1(ci − ci(sj))
}
, i = 1, ..., n, fn+1(cn+1) ≡ 0. (7)
Preference-Based Resource Sharing Toporkov, Toporkova, Tselishchev, Yemelyanov and Potekhin
835
Figure 2: An example of alternatives allocation for a batch of ﬁve jobs
3. Minimization of the total cost of executing a batch of n jobs under a restriction on the
total time(5) of slot utilization:
fi(ti) = min
sj∈Si
{
ci(sj) + fi+1(ti − ti(sj))
}
, i = 1, ..., n, fn+1(tn+1) ≡ 0. (8)
4. Minimization of the idleness of resources under the restriction on the total time of their
utilization. On the one hand, the resource owners restrict the time of slot utilization
to balance their own (local) and users’ job ﬂows. On the other hand, the owners natu-
rally strive to minimize the idleness of resources. Assume that the slot utilization time
is bounded by (5). The problem is reduced to ﬁnding a set of slots that satisfy this
restriction:
fi(ti) = max
sj∈Si
{
ti(sj) + fi+1(ti − ti(sj))
}
, i = 1, ..., n, fn+1(tn+1) ≡ 0. (9)
The above functional equations (6-9) are concretizations of (2) and are implemented as
simulation environment components [18].
Among the major CSS restrictions in terms of an eﬃcient scheduling and resource allocation
one may outline the following. First of all, it is not possible to aﬀect execution parameters of
an individual job: the search for particular alternatives is performed on the First Fit principle,
while choice the optimal combination (4) represents only the interests of VO upon the whole.
Thus, CSS-approach does not take into account user interests and preferences, and therefore
obstructs fair resource sharing. Second, the job batch scheduling is based on a user estimation
of the particular job runtime ti(sj) (often inaccurate). Thus, in case of estimation incorrectness,
the early released resources may become idle reducing the distributed environment utilization
level. Third, the job batch scheduling requires allocation of a multiple ”nonintersecting” in
terms of slots alternatives, and at the same time only one alternative is chosen for each job
execution.
Fig. 2 shows a job batch scheduling example consisting of ﬁve independent jobs. Highlighted
rectangles schematically represent all ”nonintersecting” in terms of slots alternatives found
for the batch on the scheduling cycle in ”CPU - Time” space. Filled rectangles represent a
combination of the alternatives selected by the metascheduler. Thus, available resources are
fragmented, and their utilization level, especially at the beginning of the considered scheduling
interval, is relatively low.
The following subsection is dedicated to the CSS generalization and further development.
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Figure 3: Job ﬂow cyclic scheduling with batch-slicing
3.2 CSS generalization
For the metascheduling concept implementation we put the following requirements for the
model of scheduling and fair resource sharing among the VO stakeholders (we name this model
as Batch-slicer). First, VO administrators should be able to manage the scheduling process
by establishing a job-ﬂow execution policy. Second, VO users should have an opportunity
to aﬀect their jobs execution schedule by setting an optimization criterion. Third, resource
owners should be able to control utilization level of their computational nodes by specifying
their pricing model during the scheduling interval. In order to satisfy the user preferences
a desirable optimization criterion is introduced into the resource request format, e.g. JSDL.
Unlike the so-called soft constraints [12] representing the user preferences, the optimization
criterion deﬁned in the resource request is considered during the stage of alternatives (slot sets)
search. An Algorithm searching for Extreme Performance (AEP) described in details in [17]
is used to select optimal alternatives under a given criterion: the earliest start/ﬁnish time; the
minimum total allocation cost/execution runtime.
The next step of the CSS generalization includes the job system formation approach. We
propose a separation of the initial job batch into a set of sub-batches and each sub-batch
scheduling at the same given scheduling interval. The idea of ”slicing” can be particularly
noticeable at a relatively high distributed environment resources utilization level. According
to the alternatives search algorithm adopted in CSS, the number of execution alternatives for
a job batch may be relatively small (up to just a single alternative for every job at a high
resource utilization level). Such a small number of alternatives found may aﬀect the optimal
slot combination selection, and therefore, may reduce overall scheduling eﬃciency. The job
batch ”slicing” increases the number of alternatives found for high-priority jobs and diversiﬁes
the choice on the slots combination selection stage, and thereby increases the resource sharing
eﬃciency according to VO policy.
In view of described modiﬁcations, the proposed model, named as Batch-slicer, is schemat-
ically shown in Figure 3: an optimization criterion is speciﬁed for each job, and the job batch
is separated to the sub-batches during the scheduling cycle.
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3.3 Cyclic scheduling method combined with backﬁlling
Batch-slicer makes it possible to optimize the job-ﬂow execution according to the VO stake-
holders’ preferences on condition that a suﬃcient number of alternatives were found for the
batch jobs during the scheduling cycle. Backﬁlling [1] responds to early resources releases and
performs ”on the ﬂy” rescheduling which is very important when a user job runtime estimation
is signiﬁcantly diﬀerent from the actual job execution time. There are some limitations of back-
ﬁlling for distributed computing. The ﬁrst one is ineﬃcient resource usage by criteria diﬀered
from an average job start time (especially at a relatively low level resources load). The second
one is a principal inability to aﬀect the resource sharing quality by deﬁning policies and criteria
in VO. Nevertheless it is appropriate to consider the use of backﬁlling to reschedule tasks [13]
and avoid resources fragmentation.
We propose a combined approach. During every scheduling cycle a set of high priority jobs,
for example the most ”expensive” (by total execution cost) or the most critical in terms of
required resource (by performance), is allocated from the initial job batch. These jobs should
be scheduled before other jobs, probably, without compliance with the queue discipline. High
priority jobs are grouped into a separate sub-batch. The scheduling of this sub-batch is further
performed by Batch-slicer based on the preliminary known resources utilization schedule. The
scheduling of the rest batch jobs is performed by backﬁlling with the dynamically updated
information about the actual computational nodes utilization. Thus, the cyclic scheduling
method combined with backﬁlling (Batch-slice-Filling - BSF) unites the main advantages of both
Batch-slicer and backﬁlling, namely the optimization of the most time-consuming jobs execution
as well as the eﬃcient resource usage, preferential job execution queue order compliance and
relatively low response time.
4 Simulation studies
4.1 Simulation environment setup
A series of studies were carried out with the simulation environment [18] in order to investigate
the proposed job batch scheduling approaches and to compare them with known scheduling
algorithms. The scheduling environment core consists of the following major components:
computational procedures and random variable functions implementation for the environment
parameters generation; job requests and distributed computing environment generation; AEP
slot processing; an algorithm for optimal alternatives combination selection; Batch-slicer, back-
ﬁlling, and BSF modules.
We introduce some realistic features into our simulation approach. The model components
general settings are used for the experiments as follows. A typical scheduling interval length
is assumed to be 600 units of time in simulation steps. The number of nodes in the resource
domain is equal to 24. The nodes performance level is given as a uniformly distributed random
value in the interval [2, 10]. This conﬁguration provides a suﬃcient resources diversity level
while the diﬀerence between the highest and the lowest resource performance levels will not
exceed one order within a particular resource domain. Uniform distribution was chosen in
the assumption that the CPU node composition is formed by resource selection based on such
characteristics as a CPU node type, performance, locations, etc. (hard constraints according
to [12]).
The node prices are assigned during the pricing stage depending on the node performance
level and a random ”discount /extra charge” value which is normally distributed. The number
of user jobs in each scheduling cycle is assumed to be 20.
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Criterion NA Start time Execution time Finish Time Cost
Start time 12.8 171.7 56.1 227.8 1281.1
Execution time 10.6 214.5 39.3 253.9 1278.5
Finish time 12.2 169.6 45 205.5 1283.2
Cost 12.9 262.6 55.5 318 1098.3
CSS 12.1 222 50.3 272.3 1248.4
Table 1: Scheduling results with VO users’ preferences
The jobs budget limit is generated in such a way that the ”richest” users can aﬀord to use
”expensive” resources with the price formed as a ”market value + 60% extra charge”, and the
”poorest” users have been forced to rely on 60% discounts. These factors prevent the monopoly
for the most expensive and, therefore, the high-performance resources.
4.2 Results
Table 1 shows the results of individual jobs scheduling depending on the optimization criterion
speciﬁed by the user: job start and ﬁnish time, execution time in steps of the simulator [18],
and cost (AEP minimizes the value of the speciﬁed criterion). The choice of one of the four
optimization criteria is made randomly with uniform distribution at the stage of job batch
generation. Uniform distribution is used because no prevalent optimization criterion can be
chosen. The last row of Table 1 shows the results of scheduling of the same batch job with
the initial CSS without optimization at the stage of alternatives search. Simulation of 5000
individual scheduling cycles was conducted. Average number of execution alternatives (NA in
Table 1) found for the jobs during one scheduling cycle almost does not depend on the chosen
optimization criterion.
The best values against start and ﬁnish time criteria as well as by execution time and cost
(the minimal values are marked in bold) are achieved by the jobs for which the corresponding
optimization criterion is speciﬁed (”Criterion” column). The only exception is the minimum
ﬁnish time strategy: the jobs for which this optimization criterion was speciﬁed show on average
not only the minimal ﬁnish time, but also the minimal start time. On average the use of an
optimization criterion in Batch-slicer, in comparison with CSS, when executing individual jobs,
allows reducing job start and ﬁnish time by more than 23%, reducing execution time by 21%
and reducing execution cost by 12%.
The individual jobs scheduling results show that users can aﬀect the execution of their own
jobs by specifying an optimization criterion. This is achieved due to the fact that in the presence
of diﬀerent requirements to eﬃciency of job execution resources are allocated among the jobs
unevenly, depending on the criterion used in selection. Note that in the initial CSS at the stage
of alternatives search all resources are allocated among the jobs uniformly.
The next experiment is dedicated to comparing the scheduling results when slicing the
initial job batch in Batch-slicer into sub-batches at diﬀerent levels of environment utilization.
When choosing the optimal execution alternatives combination the average job execution time
TCPU minimization problem was being solved. Total slot utilization time for an alternative is
determined as the sum of slot lengths being part of the composed ”window”.
Figure 4 shows the value of TCPU depending on the number of sub-batches k ∈
{1, 2, 3, 5, 6, 10, 20}. When performing the series of experiments the environment utilization
level is determined by the relative average number of failures Y - scheduling cycles in the
course of which the execution schedule for all the batch jobs was not found.
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Figure 4: Batch jobs execution time TCPU depending on the number of sub-bathes k
c Lc U S Y
2 256.6 0.44 527.1 0
4 234.9 0.39 939.6 0.001
6 185.4 0.31 1112.3 0.013
8 109.8 0.18 878.7 0.024
10 71 0.12 710.3 0.025
Table 2: Scheduling results with VO resource owners’ preferences
The experiments were conducted under high (Y = 0.3), medium (Y = 0.03), and low
utilization levels (Y < 0.0002). An increase of composed sub-batches number causes an increase
of alternatives number for execution an individual job, a decrease of total job execution cost,
and an increase of failures Y . When increasing the level of available resources the number of
alternatives for an individual job execution increases, the relative number of failures Y decreases,
and the total cost of job batch execution decreases.
Thus, Batch-slicer allows not only taking into account VO administrators’ preferences (by
optimizing at the alternatives set selection stage, like in the initial CSS), but can also provide
a better value of the target criterion in comparison with CSS by slicing into sub-batches.
Table 2 shows the scheduling results with Batch-slicer from resource owners’ point of view
by the example of a single CPU node characteristics depending on the unit cost c, speciﬁed for
the use of scheduling interval T = 600: Lc - total slot utilization time in the scheduling interval,
U - average value of relative resource utilization in the scheduling interval, P - average proﬁt
made by the resource owner, and Y - relative number of scheduling failures.
As can be seen from Table 2, resource owners are able to control their proﬁt P and the
computational node utilization level U in the scheduling interval T by proposing the unit cost c
of using their node. Proﬁt extremum is achieved when proposing the cost close to the ”average
market cost”, i.e. the average cost for a resource with similar performance, proposed by other
resource owners.
Figure 5 shows batch job average execution time TCPU and average start time Tstart de-
pending on the ratio according to which slicing into sub-batches was made in BSF: nCSS - the
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Figure 5: Average job execution TCPU and start Tstart time in BSF
number of jobs in the ﬁrst sub-batch, scheduled with CSS, n - the total number of jobs in the
batch. Slicing into sub-batches was made on basis of a priority - the order of jobs in the batch,
without taking into account the characteristics of the jobs themselves.
As seen from Figure 5, if a major part of the job is scheduled with Batch-slicer then a better
value of the target VO scheduling criterion - execution time TCPU - is achieved, but average job
start time Tstart is delayed. And on the contrary, if a major part of the job is scheduled with
backﬁlling, then average start time approaches the beginning of the scheduling interval but the
value of the target optimization criterion deteriorates. Particular emphasis should be placed on
the cross point of graphs in Figure 5. Its presence given that the graphs are monotone suggests
the possibility of reaching a compromise between average start time and the value of the VO
target optimization criterion.
Batch-slicer and CSS form preliminary job batch execution schedules in the scheduling
interval without taking into account the situations in which real job execution time is less than
the time speciﬁed by the user. On the other hand, backﬁlling conducts scheduling on basis of
dynamically updated information on job execution status and computational node utilization.
Thanks to this it can provide the eﬃcient job ﬂow execution. A simulation was conducted
to study and to compare the eﬃciency of schedules performed with CSS, Batch-slicer and
backﬁlling.
In the simulation real job execution time diﬀered considerably from resource advanced reser-
vation time. Real job execution time was speciﬁed as a random variable uniformly distributed
in the interval [0.2 ∗ Tres, Tres], where Tres - time reserved for job execution. Uniform distri-
bution is chosen as it is almost impossible to predict real job execution time on the speciﬁed
resources.
Table 3 contains the average job execution time values (the target optimization criterion)
and the average job start time obtained: 1) at the stage of preliminary scheduling based on job
execution time estimate Tres (”Scheduled” column); 2) as the result of execution simulation
of the composed schedule taking into account real job execution time on the chosen resources
(”Real” column).
It can be seen from Table 3, that even if the diﬀerence between resource reservation time
and real job execution time is signiﬁcant the advantage of Batch-slicer over backﬁlling against
the VO target optimization criterion not only remains but increases. That is because backﬁlling
does not optimize against criteria diﬀerent from start time and a more compact job location
uses almost all available resources including those less advantageous against the target criterion.
Thus, results of this stress test show that preliminary schedules formed in the beginning
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Algorithm Execution time Start time
Scheduled Real Scheduled Real
Backﬁlling 187.7 115.1 69 37.3
CSS 150.1 90.4 281.2 281.2
Batch-slicer 138.6 83.5 223.8 223.8
Batch-slicer advantage over backﬁlling 26.2% 27.5% -69% -83%
Table 3: Real and scheduled job execution time
of the scheduling cycle are consistent against the criteria determined in VO in the case when
real execution time diﬀers signiﬁcantly from resource reservation time. Note that additional
advantage can be achieved by rescheduling with backﬁlling taking into account the information
about computational nodes’ current utilization.
5 Conclusions and future work
5.1 Main results
In this work, we address metascheduling and co-allocation strategies with diﬀerent target criteria
and based on scheduling and fair resource sharing model taking into account all VO stakeholders’
preferences on the basis of economic principles.
A solution to the problem of fair resource sharing among VO stakeholders is proposed. Based
on CSS and backﬁlling union a combined approach BSF is proposed. The approach shows com-
promise results compared to Batch-slicer and backﬁlling. The consistency of scheduling made
with Batch-slicer when real job execution time is signiﬁcantly diﬀerent from user’s estimate is
shown.
5.2 Future work
Further research will be related to a more precise investigation of dividing the job ﬂow into sub-
batches depending on the jobs characteristics and computing environment parameters as well
as to studying the mechanism of rescheduling based on the information about computational
nodes current utilization.
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