The C*-algebra of Boidol's group by Lin, Ying-Fen & Ludwig, Jean
ar
X
iv
:2
00
6.
02
22
4v
1 
 [m
ath
.O
A]
  3
 Ju
n 2
02
0
THE C*-ALGEBRA OF BOIDOL’S GROUP
YING-FEN LIN AND JEAN LUDWIG
Abstract. We consider Boidol’s group, whose Lie algebra is an extension of the Heisenberg
Lie algebra by the reals with the roots 1 and −1. It is the only connected solvable Lie group of
dimension less than or equal to four whose group C*-algebra had not yet been determined. In
this paper we describe its C*-algebra as an algebra of operator fields defined over the spectrum
of the group.
1. Introduction and notations
Let A be a C*-algebra and Â be its unitary spectrum. The C*-algebra l∞(Â) of all bounded
operator fields defined over Â is given by
l∞(Â) := {A = (A(π) ∈ B(Hπ))π∈Â; ‖A‖∞ := sup
π
‖A(π)‖op <∞},
where Hπ is the Hilbert space of π. Let F be the Fourier transform of A, i.e.,
F(a) := aˆ := (π(a))π∈Â for a ∈ A.
It is an injective, hence isometric, homomorphism from A into l∞(Â). Therefore one can analyse
the C*-algebra A by recognising the elements of F(A) inside the (big) C*-algebra l∞(Â).
We know that the unitary spectrum Ĉ∗(G) of the C*-algebra C∗(G) of a locally compact group
G can be identified with the unitary dual Ĝ of G. Furthermore, if G is an exponential Lie group,
i.e., it is a connected, simply connected solvable Lie group for which the exponential mapping
exp : g → G from the Lie algebra g to its Lie group G is a diffeomorphism, then the Kirillov-
Bernat-Vergne-Pukanszky-Ludwig-Leptin theory shows that there is a canonical homeomorphism
K : g∗/G→ Ĝ from the space of coadjoint orbits of G in the linear dual space g∗ onto the unitary
dual space Ĝ of G (see [12] for details and references). In this case, one can identify the unitary
spectrum Ĉ∗(G) of the C*-algebra of an exponential Lie group with the space g∗/G of coadjoint
orbits of the group G. On the other hand, since connected Lie groups are second countable, the
algebra C∗(G) and its dual space Ĝ are then separable topological spaces. This allows us to work
in Ĝ with sequences instead of nets.
The method of describing group C*-algebras as algebras of operator fields defined on the dual
spaces was first introduced in [4] and [10]. In serial, the C*-algebra of ax + b-like groups [11],
the C*-algebras of the Heisenberg groups and of the threadlike groups [13], the C*-algebras of the
affine automorphism groups Gn,µ in [7], [8], and the C*-algebra of the group T⋉H1 [14] were all
characterised as algebras of operator fields defined on the corresponding spectrum of the groups.
In this way, the C*-algebra of every exponential Lie group of dimension less than or equal to 4 has
been explicitly determined with one exception, namely Boidol’s group G, which is an extension of
the Heisenberg group by the reals with the roots 1 and −1. This group can be considered to be
wild with respect to its group algebra L1(G), since it is not star-regular (see [2, 5]), is not hermitian
[3] and it does not have the Wiener property (see [15]) as all the other simply connected solvable
Lie groups of dimension less than or equal to 4 do.
In this paper, we consider Boidol’s groupG = exp g, which is of dimension 4. We can write down
precisely the dual space Ĝ using the structure of the space g∗/G of coadjoint orbits and determine
its topology. We decompose this orbit space into the union of a finite sequence (Γi = Si \Si−1)di=0
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of relatively closed subsets. On each of the sets Γi, the orbit space topology is Hausdorff and the
main question is to understand the operator fields aˆ, a ∈ C∗(G), in particular the behaviour of the
operators aˆ(γ), γ ∈ Γi, when γ approaches elements in Si−1. For each of these sets Γi, we obtain
different conditions for the C*-algebra.
We first recall the following definitions which were given in [1].
Definition 1.1. Let d be a natural number.
• Let S be a topological space. We say that S is locally compact of step ≤ d, if there exists
a finite increasing family ∅ 6= S0 ⊂ S1 ⊂ · · · ⊂ Sd = S of closed subsets of S, such that
the subsets Γ0 = S0 and Γi := Si \ Si−1, i = 1, . . . , d, are locally compact and Hausdorff
in their relative topologies.
• Let S be locally compact of step ≤ d, and let {Hi}i=1,...,d be Hilbert spaces. For a closed
subset M ⊂ S, denote by CB(M,Hi) the unital C∗-algebra of all uniformly bounded
operator fields (ψ(γ) ∈ B(Hi))γ∈M∩Γi,i=1,...,d, which are operator norm continuous on the
subsets Γi ∩M for every i ∈ {0, . . . , d} with Γi ∩M 6= ∅ and such that γ 7→ ψ(γ) goes to
0 in operator norm if γ goes to infinity on M . We provide the algebra CB(M,Hi) with
the infinity-norm
‖ϕ‖M = sup
{
‖ϕ(γ)‖B(Hi);M ∩ Γi 6= ∅, γ ∈M ∩ Γi
}
.
• Let S be a set. For every s ∈ S, choose a Hilbert space Hs. We define the C*-algebra
l∞(S) of uniformly bounded operator fields defined over S by
l∞(S) := {(φ(s))s∈S ; φ(s) ∈ B(Hs), s ∈ S, sup
s∈S
‖φ(s)‖op <∞}.
Here B(H) denotes the algebra of bounded linear operators on the Hilbert space H.
Let A be a C*-algebra, if (π,H) and (π′,H′) are two equivalent irreducible unitary represen-
tations of A, we denote by Uπ,π′ : Hπ → Hπ′ the corresponding intertwining operator (which is
unique up to multiplication with some ζ ∈ C of modulus 1). If ϕ(π) is a bounded linear operator
on H then ϕ(π′) is the operator
ϕ(π′) := Uπ,π′ ◦ ϕ(π) ◦ U
∗
π,π′∈ B(Hπ′).
Definition 1.2. Let A be a separable liminary C*-algebra such that the spectrum Â of A is a
locally compact space of step ≤ d, with closed subsets Si of Â and
∅ = S−1 ⊂ S0 ⊂ S1 ⊂ · · · ⊂ Sd = Â.
Denote by F : A → l∞(Â) the Fourier transform of A, i.e., for a ∈ A, let
F(a)(γ) = aˆ(γ) := πγ(a), γ ∈ Γi, i = 0, · · · , d.
We say that F(A) is continuous of step ≤ d, if the set S0 is the collection of all characters of A
and if for every γ ∈ Γi there is a Hilbert space Hi such that a concrete realisation (πγ ,Hi) of γ
on the Hilbert space Hi and F(A)|Γi is contained in CB(Â,Hi), for every 0 ≤ i ≤ d.
2. Boidol’s group
2.1. Let g be the real Lie algebra of dimension 4 with a basis {T,X, Y, Z} and the non-trivial
brackets
[T,X ] = −X, [T, Y ] = Y, [X,Y ] = Z.
The simply connected connected group G with Lie algebra g, which we call Boidol’s group, can
be realized on R4 with the multiplication
(t, x, y, z) · (t′, x′, y′, z′) = (t+ t′, et
′
x+ x′, e−t
′
y + y′, z + z′ +
1
2
(et
′
xy′ − e−t
′
x′y)).
The inverse of (t, x, y, z) is given by
(t, x, y, z)−1 = (−t,−e−tx,−ety,−z).
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We see that the subgroup Z := {(0, 0, 0, z); z ∈ R} is the centre of G. Furthermore
G = R⋉H,
is the semi-direct product of R acting on the Heisenberg group H = {0} × R3.
2.2. The coadjoint orbit space. We have three different kinds of coadjoint orbits in g∗.
1) The orbits in general position: For ρ, λ ∈ R × R∗, let ℓ = ℓρ,λ = (ρ, 0, 0, λ) ∈ g∗. Then the
stabilizer G(ℓ) of ℓ in G is given by G(ℓ) = expRT · expRZ and the coadjoint orbit Oρ,λ of ℓρ,λ
is the subset
Oρ,λ = {(
ρλ+ xy
λ
)T ∗ + xX∗ + yY ∗ + λZ∗;x, y ∈ R}
of g∗.
2) The orbits of dimension 2 vanishing on Z: For (α, β) ∈ R2, α2 + β2 6= 0, the orbit Oα,β,0 =
Ad ∗(G)ℓα,β,0, of the element ℓα,β,0 = αX
∗ + βY ∗ is given by
Oα,β,0 = {uT
∗ + (etα)X∗ + (e−tβ)Y ∗; t, u ∈ R}
= {uT ∗ + (|β|αet)X∗ + sign(β)(e−t)Y ∗; t, u ∈ R}
= {uT ∗ + (sign(α)et)X∗ + (|α|βe−t)Y ∗; t, u ∈ R}.
3) The real characters: For every τ ∈ R we have the real character ℓτ := τT ∗ of g.
This gives us the following partition of g∗,
g∗ = Γ3
⋃
Γ2
⋃
Γ1
⋃
Γ0,
where
(i) Γ3 = {Oρ,λ; ρ ∈ R, λ ∈ R∗}. The subset
S3 := {ℓρ,λ|(ρ, λ) ∈ R× R
∗}
is a section for the G-orbits in Γ3.
(ii) Let
Γ2,ε,σ := {Oρε,σ,0; ρ ∈ R>0, ε, σ ∈ {+,−}},
and
Γ2 :=
⋃
ε,σ∈{+,−}
Γ2,ε,σ.
For ω ∈ R∗ and σ ∈ {+,−}, let
ℓω,σ,0 := (0, ω, σ, 0) ∈ Oω,σ,0.
The subset S2 of Γ2, defined by
S2 := {ℓω,σ,0;σ ∈ {+,−}, ω ∈ R
∗},
is a section for the the G-orbits in Γ2.
(iii) Γ1 := {O1,0,0, O−1,0,0, O0,1,0, O0,−1,0}. The subset S1 of Γ1, given by
S1 := {ℓσ,0,0, ℓ0,σ,0;σ ∈ {+,−}},
is a section for the the G-orbits in Γ1.
(iv) Finally let
Γ0 := {ℓτ ; τ ∈ R},
where ℓτ := (τ, 0, 0, 0).
Remark 2.1. It follows from the description of the coadjoint orbits that the orbits in Γ3, Γ2 and
Γ0 are closed in g
∗, but the 4 orbits in Γ1 are not. Since the canonical mapping K : g
∗/G → Ĝ
is a homeomorphism, it follows that for every closed coadjoint orbit Ω ⊂ g∗/G the irreducible
representations πΩ = K(Ω) associated to Ω sends the C*-algebra of G onto the algebra of compact
operators K(HπΩ) on the Hilbert space HπΩ of πΩ.
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Proposition 2.2. The orbit space topology is Hausdorff on Γ3. In Γ2 the subsets Γ2,ε,σ, ε, σ ∈
{+,−}, are open and Hausdorff, Γ1 is discrete and Γ0 is homeomorphic to R.
Proof. The proof follows easily from the fact that a sequence of coadjoint orbits (Ok)k∈N ⊂ g∗
converges to an orbit O if and only if for every ℓ ∈ O and every k ∈ N there exists an ℓk ∈ Ok
such that limk→∞ ℓk = ℓ (see [12]). 
Proposition 2.3. Let O := (Oρk,λk)k be a properly converging sequence in Γ3 such that limk→∞ λk =
0. Then
(1) the sequence (ωk)k := (ρkλk)k converges to some ω ∈ R;
(2) if ω 6= 0, then the limit set L of the sequence O is the two point set {Oω,−1,0, O−ω,1,0};
(3) if ω = 0 then the limit set L is the subset Γ1
⋃
Γ0 of the orbit space.
Proof. (1) Suppose that the sequence (Oρk,λk) ⊂ Γ3 converges to some O ∈ Γ2 ∪ Γ1 ∪ Γ0. Take
ℓ = tT ∗+ xX∗ + yY ∗ ∈ 0. Then we have for any k ∈ N an element ℓk = (
ρkλk+xkyk
λk
)T ∗+ xkX
∗+
ykY
∗ + λkZ
∗ ∈ Ok which converges to ℓ. In particular, limk→∞ yk = y, limk→∞ xk = x and
limk→∞
ρkλk+xkyk
λk
= t. Let ω := −xy. Since limk→∞ λk = 0 it follows that limk→∞ ρkλk = ω.
(2) Suppose that ω 6= 0. Let O be a limit point of the sequence (Oρk ,λk)k. Then O is contained
in Γ2 ∪ Γ1 ∪ Γ0. Let ℓ = tT
∗ + xX∗ + yY ∗ ∈ O. Since 0 6= ω = −xy we have that O ∈ Γ2. We
can assume that t = 0, |x| = |ω| and |y| = 1. If y = 1, then x = −ω and conversely if y = −1 then
x = ω.
(3) If ω = 0 then limk→∞ xkyk = 0. Take ℓ = σX
∗ ∈ Γ1. We can use ℓk = σX
∗ − σωkY
∗ +
λkZ
∗ = (ρkλk+σ(−σωk)λk )T
∗ + σX∗ − σωkY ∗ + λkZ∗ ∈ Ok and ωk := ρkλk for k ∈ N. Then
limk→∞ ℓk = ℓ. Similarly for ℓ = σY
∗. For ℓ = αT ∗ ∈ Γ0, we take xk := −
√
|αλk − ωk| and
yk :=
√
|αλk − ωk|sign(αλk−ωk), provided αλk−ωk 6= 0. Otherwise we use xk := 0 =: yk. Then
ℓk = αT
∗ + λkZ
∗ ∈ Ok and limk→∞ ℓk = ℓ. 
The following proposition can be found in Theorem 2.3 [11].
Proposition 2.4. Let O = (Oερk,σ,0)k, ρk > 0 and ε, σ ∈ {+,−}, be a properly converging
sequence in Γ2 with limits in Γ0 ∪ Γ1.
(1) Then limk→∞ ρk = 0 and the limit set of O is {Oε,0,0, O0,σ,0} ∪ Γ0.
(2) The closure of Oσ,0,0 (resp. O0,σ,0) is Oσ,0,0 ∪ Γ0 (resp. O0,σ,0 ∪ Γ0) for σ = + or σ = −.
3. The Fourier transform
We let once and for all
σ, ε ∈ {+,−}.(1)
Definition 3.1. Let γ : G→ G be the automorphism
γ(t, x, y, z) := (t,−x,−y, z).
For a representation (π,H) ofG and an automorphism α : G→ G, we define the new representation
(πα,H) of G by
πα(g) := π(α−1(g)), g ∈ G.
3.1. The irreducible representations.
(i) For (ρ, λ) ∈ Γ3, let
πρ,λ := ind
G
Pχρ,λ,
where P = exp p, p := span{T, Y, Z} and χρ,λ(exp tT ) exp(yY ) exp(zZ) := e−i(ρt+λz),
t, y, z ∈ R. The Hilbert space L2(G/P, χρ,λ) of πρ,λ can be realized as L2(R). Let
(t, x, y, z) ∈ G, ξ ∈ L2(R), u ∈ R. Then
πρ,λ(t, x, y, z)ξ(u) = e
t/2e−iρte−iλze−iλxy/2eiλe
tyuξ(etu− x).
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Hence, for F ∈ L1(G), ξ ∈ L2(R), u ∈ R, we have that
πρ,λ(F )ξ(u) =
∫
G
F (g)πρ,λ(g)ξ(u)dg
=
∫
R
( ∫
R
et/2e−iρtFˆ 3,4(t, x, λ(
x
2
− etu), λ)dt
)
ξ(etu− x)dxdt(2)
=
∫
R
( ∫
R
et/2e−iρtFˆ 3,4(t, etu− x,−
λ
2
(x+ etu), λ)dt
)
ξ(x)dx.
Here Fˆ 3,4 is defined by
Fˆ 3,4(t, x, a, b) :=
∫
R2
F (t, x, y, z)e−i(ay+bz)dydz, t, x, a, b ∈ R.
Therefore πρ,λ is a kernel operator with kernel function
Fρ,λ(u, x) =
∫
R
et/2e−iρtFˆ 3,4(t, etu− x,−
λ
2
(x+ etu), λ)dt, u, x ∈ R.(3)
Furthermore, for s ∈ R, we obtain the identity
πγρ,λ(t, x, y, z)ξ(u) = e
t/2e−iρte−iλze−iλxy/2e−iλe
tyuξ(etu+ x),
which shows that
πγρ,λ(F )ξ(u) =
∫
R4
et/2e−iρte−iλze−iλxy/2e−iλe
tyuF (t, x, y, z)ξ(etu+ x)dzdydxdt
=
∫
R
( ∫
R
et/2e−iρtFˆ 3,4(t,−etu+ x,
λ
2
(x + etu), λ)dt
)
ξ(x)dx.(4)
Let S : L2(R)→ L2(R) be the unitary operator defined by
S(ξ)(u) := ξ(−u), u ∈ R.
Then
S ◦ πρ,λ(t, x, y, z) ◦ S(ξ)(u) = e
t/2e−iρte−iλze−iλxy/2e−iλe
tyuξ(etu+ x)(5)
= πγρ,λ(t, x, y, z)(ξ)(u), (t, x, y, z) ∈ G.
We shall need later in section 4 an equivalent version of the representations πρ,λ.
Definition 3.2. Let η ∈ L2(R, dx|x|) and k ∈ N, the operator Vk : L
2(R, dx|x|) → L
2(R, dx)
defined by
Vk(η)(s) = ξk(s) :=
1
|s|1/2
η(|λk|s)e
iϕk(λks), s ∈ R,
where ϕk : R→ R is a measurable function, is a unitary operator. We have that
V ∗k (ξ)(u) =
|u|1/2√
|λk|
e−iϕk(u)ξ(
u
|λk|
), u ∈ R, ξ ∈ L2(R).
We can also view Vk as an operator Vk : L
2(R+,
dx
|x|) ⊕ L
2(R−,
dx
|x|) → L
2(R+, dx) ⊕
L2(R−, dx) for k ∈ N. It is easy to see that
S ◦ Vk = Vk ◦ S,(6)
where S : L2(Rσ,
du
|u| )→ L
2(R−σ,
du
|u|) is defined as before by
S(η)(u) = η(−u), u ∈ Rσ.
Let us take now
ϕk(s) := e
iρk ln(|s|), s ∈ R.
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For η ∈ C∞c (R>0), s ∈ R, and Fˆ
3,4 ∈ C∞c (R
4) ⊂ L1(G), we see by (2) that
πρk,λk(F )(Vk(η))(s) =
∫
R
∫
R
et/2e−iρktFˆ 3,4(t, x,−
λk
2
(−x+ 2ets), λk)
eiρk ln(|−λkx+λke
ts|)|λk|1/2
| − λkx+ etλks|1/2
η(−|λk|x+ |λk|e
ts)dxdt.
Hence, writing λk = ε|λk|, we obtain:
V ∗k (πρk,λk(F )(Vk(η)))(s) = e
−iρk ln(|s|)
∫
R
∫
R
e−iρktFˆ 3,4(t, x,
λk
2
x− εets, λk)
eiρk ln(|−λkx+εe
ts|)|ets|1/2
| − ελkx+ ets|1/2
η(−ελkx+ e
ts)dxdt
=
∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets, λk)(7)
eiρk(ln(|−ελkx+e
ts|−ln(|ets|))|ets|1/2
| − ελkx+ ets|1/2
η(−ελkx+ e
ts)dxdt.
Furthermore, for the automorphism γ and s ∈ R, we have that
V ∗k (π
γ
ρk,λk
(F )(Vk(η)))(s) = e
−iρk ln(|s|)
∫
R
∫
R
e−iρktFˆ 3,4(t, x,
λk
2
x+ εets, λk)
eiρk ln(|λkx+εe
ts|)|ets|1/2
|ελkx+ ets|1/2
η(ελkx+ e
ts)dxdt
=
∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x+ εets, λk)
eiρk(ln(|λkx+εe
ts|−ln(|ets|))|ets|1/2
|λkx+ εets|1/2
η(ελkx+ e
ts)dxdt
=
∫
R
∫
R
Fˆ 3,4(t,−x,−
λk
2
x+ εets, λk)(8)
eiρk(ln(|−λkx+εe
ts|−ln(|ets|))|ets|1/2
| − λkx+ εets|1/2
η(−ελkx+ e
ts)dxdt.
(ii) For ℓ ∈ Γ2
⋃
Γ1, let
πℓ := ind
G
Hχℓ,
where H := exp h and h := span{X,Y, Z}.
Take ℓ = ℓµ,ν := (0, µ, ν, 0) for some µ, ν ∈ R with µ2 + ν2 6= 0 and write
πµ,ν = πℓµ,ν .
We have that L2(G/H,χℓ) ≃ L2(R) and for (t, x, y, z) ∈ G,ϕ ∈ L2(R) and v ∈ R:
πℓ(t, x, y, z)ϕ(v) = e
−iµev−txe−iνe
t−vyϕ(v − t).
Hence for F ∈ L1(G),
πℓ(F )ϕ(v) =
∫
R
Fˆ 2,3,4(v − t, µet, νe−t, 0)ϕ(t)dt.
This means that πℓ(F ) is a kernel operator with kernel function
Fℓ(u, t) = Fˆ
2,3,4(v − t, µet, νe−t, 0), v, t ∈ R.(9)
Let us write an equivalent representation : We use the multiplication invariant measure
du
|u| on Rσ. Let
Uσ : L
2(R)→ L2(Rσ,
du
|u|
); Uσξ(u) := ξ(− ln(σu)), u ∈ Rσ.
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Then Uσ is a unitary operator and
(Uσ)
∗(η)(s) = η(σe−s) for s ∈ R, η ∈ L2(Rσ,
du
|u|
).
Let
τσℓ := Uσ ◦ πℓ ◦ U
∗
σ .(10)
Then, identifying ℓµ,ν = (0, µ, ν, 0) with (µ, ν) we obtain the relation:
τσµ,ν(t, x, y, z)η(u) = (πℓ(t, x, y, z)(U
∗
σ(η)))(− ln(σu))
= e−iµe
− ln(σu)−txe−iνe
t+ln(σu)yU∗σ(η)(− ln(σu)− t)
= e−i(σµ)u
−1e−txe−i(σν)ue
tyη(etu), η ∈ L2(Rσ,
du
|u|
).
We see that
(τσµ,ν)
γ(t, x, y, z)η(u) = ei(σµ)u
−1e−txei(σν)ue
tyη(etu)(11)
= (τσ−µ,−ν)(t, x, y, z)η(u), η ∈ L
2(Rσ,
du
|u|
).
On the other hand,
S ◦ τσµ,ν(t, x, y, z) ◦ S(η)(u) = e
−i(−σµ)u−1e−txe−i(−σν)ue
tyη(etu)(12)
= τ−σµ,ν (η)(u), η ∈ L
2(R−σ,
du
|u|
), u ∈ R−σ.
In particular the representations τσµ,ν and τ
−σ
µ,ν are equivalent. Furthermore, for η ∈ L
2(Rσ)
and F ∈ L1(G) (ℓ = (0, µ, ν, 0)):
τσµ,ν(F )η(u) =
∫
G
F (t, x, y, z)e−iσµu
−1e−txe−iσνue
tyη(etu)dtdxdydz(13)
=
∫
R
Fˆ 2,3,4(t, σµ(etu)−1, σν(etu), 0)η(etu)dt
=
∫
R
Fˆ 2,3,4(t− ln(σu), µe−t, νet, 0)η(σet)dt.
(iii) For ℓ ∈ Γ0, let
πℓ := χℓ.
Hence for F ∈ L1(G):
πℓ(F ) =
∫
R
∫
R3
e−itℓF (t, h)dhdt.
In order to define the Fourier transform F 7→ Fˆ , F ∈ C∗(G), for every π ∈ Ĝ we choose a
concrete representative, namely:
Fˆ (ρ, λ) := πρ,λ(F ) ∈ K(L
2(R)), ρ ∈ R, λ ∈ R∗,(14)
Fˆ (µ, ν) := τ+µ,ν(F ) ∈ K(L
2(R+)), ℓµ,ν ∈ Γ2,
Fˆ (µ, ν) := τ+µ,ν(F ) ∈ B(L
2(R+)), ℓµ,ν ∈ Γ1,
Fˆ (ℓ) ∈ C, ℓ ∈ Γ0.
Remark 3.3. We observe that the topological space Γ0 := Γ2 ∪ Γ1 ∪ Γ0 is homeomorphic to the
spectrum of the quotient group G/Z ≃ R ⋉ R2 which is an extension of R2 by R with the roots
+1,−1. Note that the C*-algebra of G/Z has been described in the paper [11].
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4. Norm control of dual limits.
In this section, we will describe the conditions that our C*-algebra as the image of the Fourier
transform must fulfill and characterise the C*-algebra of Biodol’s group (Theorem 4.18).
4.1. Norm convergence. The following proposition is easy to verify from the expressions (3)
and (9).
Proposition 4.1. For any a ∈ C∗(G), the mappings O 7→ πO(a) are norm continuous on
the different sets Γi, i = 0, 1, · · · , 3. For any sequence (Ok)k tending to infinity, we have that
limk→∞ ‖πOk(a)‖op = 0.
4.2. An approximation of πρk ,λk(F ).
Let (πρk ,λk)k be a properly converging sequence in Ĝ such that limk→∞ λk = 0 and that
limk→∞ λkρk = ω ∈ R. We can assume (by passing to a subsequence) that λk = ε|λk| for every
k ∈ N.
Definition 4.2. Let c ≤ d ∈ [−∞,∞], δ ≥ 0 and σ ∈ {+,−}. We define a family of multiplication
operators on L2(R) by: for s ∈ R and ξ ∈ L2(R),
M{c≤d}(ξ)(s) := χ[c,d](s)ξ(s),
M{≤d}(ξ)(s) := χ[−∞,d](s)ξ(s),
M{d≤}(ξ)(s) := χ[d,∞]ξ(s),
M{||≤δ}(ξ)(s) := χ[−δ,δ](s)ξ(s),
resp. M{||≥δ}(ξ)(s) := χ[−∞,−δ]∪[δ,∞](s)ξ(s).
Lemma 4.3. Suppose that limk→∞ λk = 0. Take a sequence (Rk)k in R+ such that
lim
k→∞
Rk = +∞.(15)
Then we have that
lim
k→∞
‖V ∗k ◦ πρk,λk(F ) ◦ Vk ◦M{Rk≤||}‖op = 0, F ∈ C
∗(G).(16)
Proof. By (2), it suffices to show that for F ∈ L1(G) with Fˆ 3,4 ∈ Cc(R
4) we have that
Fˆ 3,4(t, ε
ets
λk
−
εx
λk
,−
1
2
(εx+ εets), λk) = 0(17)
for |x| ≥ Rk and k large enough. Now if s, x have the same sign, we have that |εx + εets| ≥ Rk
and thus (17) is satisfied. Similarly, if s and x have different signs, it follows that | e
ts
λk
− xλk | ≥
Rk
|λk|
.

Lemma 4.4. Suppose that limk→∞ λk = 0 and limk→∞ ρkλk = ω ∈ R∗. Take a sequence (Rk)k
in R+ such that
lim
k→∞
Rk = +∞, lim
k→∞
Rk|λk| = 0.(18)
Then we have that
lim
k→∞
‖πρk,λk(F ) ◦ Vk ◦M{||≤|Rkλk|}‖op = 0, F ∈ C
∗(G).(19)
Proof. It suffices to prove the lemma for F ∈ L1(G) such that Fˆ 3,4 ∈ C∞c (R
4). Take η ∈ L2(R, dx|x|)
such that η(x) = 0 for |x| ≥ |Rkλk|. Since Fˆ 3,4 ∈ Cc(R4), by (7) there exists a C > 0 such that
V ∗k (πρk,λk(F )(Vk(η)))(s) = 0 for |s| ≤ C|Rkλk|.
Hence
V ∗k (πρk,λk(F )(Vk(η))) = M{C|Rkλk|≤}V
∗
k (πρk ,λk(F )(Vk(η)).
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Furthermore
V ∗k (πρk,λk(F )(Vk(η)))(s)
= e−iρk ln(|s|)|s|1/2
∫
R
( ∫
R
et/2e−iρktFˆ 3,4(t, ε
ets
λk
− x,−
λk
2
(x+ ε
ets
λk
), λk)dt
)
eiρk ln(|λkx|)
|λkx|1/2
η(ελkx)dx
integration by part
=
e−iρk ln(|s|)|s|1/2
−iρk
∫
R
( ∫
R
e−iρkt∂t
(
et/2Fˆ 3,4(t, ε
ets
λk
− x,−
λk
2
(x+ ε
ets
λk
), λk)
)
dt
)
eiρk ln(|λkx|)
|λkx|1/2
η(ελkx)dx
=
e−iρk ln(|s|)|s|1/2
−iρk
∫
R
( ∫
R
e−iρkt
(1
2
et/2Fˆ 3,4(t, ε
ets
λk
− x,−
λk
2
(x+ ε
ets
λk
), λk)
+et/2(ε
ets
λk
)∂2Fˆ
3,4(t, ε
ets
λk
− x,−
λk
2
(x+ ε
ets
λk
), λk)
−
ε
2
et/2ets∂3Fˆ
3,4(t, ε
ets
λk
− x,−
λk
2
(x+ ε
ets
λk
), λk)
)
dt
eiρk ln(|λkx|)
|λkx|1/2
η(ελkx)dx
=
1
ρk
e−iρk ln(|s|)|s|1/2
|λk|1/2
∫
R
( ∫
R
e−iρktHk(t, x, s)dt
)eiρk ln(|λkx|)
|x|1/2
η(ελkx)dx,
where, for some non-negative function ϕ ∈ C∞c (R), we have that
|Hk(t, x, s)| ≤ (1 + |
ets
λk
|)ϕ(t)ϕ(
εets
λk
− x)ϕ(λkx+ εe
ts).
Therefore
‖V ∗k,σ(πρk,λk(F )(Vk ◦M{||≤|Rkλk|}(η)))‖
2
2
=
∫
≤|CRkλk|
∣∣∣e−iρk ln(|s|)|s|1/2
|λk|1/2
∫
|x|≤Rk
∫
R
et/2e−iρktFˆ 3,4(t, ε
ets
λk
− x,−
λk
2
(x+ ε
ets
λk
), λk)dt
eiερk ln(|λkx|)
|x|1/2
η(ελkx)dx
∣∣∣2 ds
|s|
≤
1
ρ2k
∫
≤|CRkλk|
|s|
|λk|
(∫
R
∫
|x|≤Rk
|Hk(t, x, s)|dt
1
|x|1/2
|η(ελkx)|dx
)2 ds
|s|
≤
1
ρ2k
∫
|x|≤Rk
∫
|s|≤|CRkλk|
∫
R
1
|λk|
|Hk(t, x, s)|
|η(ελkx)|2
|x|
dtdsdx
∫
R
∫
|u|≤Rk
sup
|s|≤CRk|λk|
|Hk(t, u, s)|dtdu
≤
1
ρ2k
∫
|x|≤Rk
∫
|s|≤|CRkλk|
∫
R
1
|λk|
(1 +
|ets|
|λk|
)ϕ(t)ϕ(
εets
λk
− x)ϕ(λkx+ εe
ts)
|η(ελkx)|2
|x|
dtdsdx
∫
R
∫
|u|≤Rk
sup
|s|≤CRk|λk|
(1 + |
ets
λk
|)ϕ(t)ϕ(
εets
λk
− u)ϕ(λku+ εe
ts)dtdu
≤
CRk‖ϕ‖21‖ϕ‖∞
ρ2k
∫
|x|≤Rk
∫
|s|≤|CRkλk|
∫
R
1
|λk|
(1 +
|ets|
|λk|
)ϕ(t)ϕ(ε
ets
λk
− x)ϕ(λkx+ εe
ts)
|η(ελkx)|2
|x|
dtdsdx
s=λks
′
≤
CRk‖ϕ‖21‖ϕ‖
2
∞
ρ2k
∫
|x|≤Rk
∫
|s|′≤|CRk|
∫
R
(1 + |ets′|)ϕ(t)ϕ(εets′ − x)
|η(ελkx)|2
|x|
dtds′dx
≤ C
(Rkλk)
2
ω2k
‖η‖22,
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for some (new) constants C > 0. Then it follows from the condition limk→∞
Rkλk
ωk
= 0 that
lim
k→∞
‖V ∗k ◦ πρk,λk(F ) ◦ Vk ◦M{||≤|Rkλk|}‖op = 0.

Lemma 4.5. Let (πρk,λk)k be a properly converging sequence in Ĝ such that λk = ε|λk|, k ∈ N,
limk→∞ λk = 0 and that limk→∞ ωk := limk→∞ λkρk = ω ∈ R∗. Take a sequence (Rk)k in R+
such that limk→∞Rk =∞ and
lim
k→∞
Rk|λk| = 0, lim
k→∞
(R2k|λk|) =∞⇔ lim
k→∞
ρk
R2k
= 0.
Then for F ∈ L1(G) with Fˆ 3,4 ∈ Cc(R4), we have that
(a) ‖πρk,λk(F ) ◦ Vk ◦M{≥0} − Vk ◦ τ
+
εωk,−ε
(F ) ◦M{≥|λk|Rk}‖op ≤ C
( |ωk|
|R2kλk|
+
1
Rk
)
,
(b) ‖πρk,λk(F ) ◦ Vk ◦M{≤0} − Vk ◦ τ
−
−εωk,ε
(F ) ◦M{≤−|λk|Rk}‖op ≤ C
( |ωk|
|R2kλk|
+
1
Rk
)
,
for some constant C depending on F .
Proof. We can assume that Fˆ 3,4 ∈ C∞c (R
4), since these functions are dense in C∗(G).
Let s, t, x ∈ R and 0 < M <∞, C > 0 such that |t| ≤M, |x| ≤M and |s| ≥ C|Rkλk|. We have
that
ln(|ets− λkx|) − ln(|e
ts|) + λkx(e
ts)−1 = −λkx
∫ 1
0
(
1
ets− λkxv
−
1
ets
)dv(20)
=
−(λkx)2
ets
∫ 1
0
vdv
ets− λkxv
=: λkck(t, s, x).
Here
ck(t, s, x) =
−λkx2
ets
∫ 1
0
vdv
ets− λkxv
.
Hence for k large enough and for some new constant C > 0, for all our s, x, t we have:
| ln(|ets− λkx|)− ln(|e
ts|) + λkx(|e
ts|)−1| = |λkck(t, s, x)|
≤ C
λ2k
s2
≤ C
1
R2k
.
Whence
|eiρkλkck(t,s,x) − 1| ≤ |ρkλkck(t, s, x)|(21)
≤
C|ρkλk|
|λkR2k|
.
By (7) and (20) we have that
V ∗k (πρk,λk(F )(Vk(η)))(s) =
∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets, λk)
eiρk(ln(|−ελkx+e
ts|−ln(|ets|))|ets|1/2
| − ελkx+ ets|1/2
η(−ελkx+ e
ts)dxdt
=
∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets, λk)
|ets|1/2e−iερkλkx(e
ts)−1+iερkλkck(t,s,εx)
| − ελkx+ ets|1/2
η(−ελkx+ e
ts)dxdt,
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for η ∈ L2(R, dx|x|).
For any η ∈ L2(R, dx|x|) with η(s) = 0 for |s| ≤ CRk|λk| (where 1 > C > 0 and k is large
enough), we have that V ∗k (πρk ,λk(F )(Vk(η)))(s) = 0 for |s| ≤ CRk|λk|. For |s| ≥ CRk|λk| we have
that ∣∣V ∗k (πρk,λk(F )(Vk(η)))(s)
−
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets, λk)
|ets|1/2e−iερkλkx(e
ts)−1
| − ελkx+ ets|1/2
η(−ελkx+ e
ts)dxdt
∣∣
=
∣∣ ∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets, λk)|e
ts|1/2
(
e−iερkλkx(|e
ts|)−1+iερkλkck(t,s,εx) − e−iερkλkx(|e
ts|)−1
| − ελkx+ ets|1/2
)η(−ελkx+ e
ts)dxdt
∣∣
≤
∫
R
∫
R
|Fˆ 3,4(t, x,
λk
2
x− εets, λk)|
|eiερkλkck(t,s,εx) − 1|
| − ελkx+ ets|1/2
|ets|1/2|η(−ελkx+ e
ts)|dxdt
(21)
≤
C|ρkλk|
|λkR2k|
∫
R
∫
R
|Fˆ 3,4(t, x,
λk
2
x− εets, λk)|
1
| − ελkx+ ets|1/2
|ets|1/2|η(−ελkx+ e
ts)|dxdt.
Therefore, for any η ∈ L2(R) with η(s) = 0 for |s| ≤ CRk|λk| (where 1 > C > 0 and k is large
enough) we have that∫
{|s|≥CRk|λk|}
|V ∗k (πρk,λk(F )(Vk(η)))(s)
−
∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets, λk)
|ets|1/2e−iερkλkx(e
ts)−1
| − ελkx+ ets|1/2
η(−ελkx+ e
ts)dxdt|2
ds
|s|
≤
∫
{|s|≥CRk|λk|}
(C|ρkλk|
|λkR2k|
∫
R
∫
R
|Fˆ 3,4(t, x,
λk
2
x− εets), λk)|
1
| − ελkx+ ets|1/2
|ets|1/2|η(−ελkx+ e
ts)|dxdt
)2 ds
|s|
≤ (
C|ρkλk|
|λkR2k|
)2
∫
{|s|≥CRk|λk|}
∫
R
∫
R
|et/2Fˆ 3,4(t, x,
λk
2
x− εets), λk)|
1
| − ελkx+ ets|
|η(−ελkx+ e
ts)|2dxdtds
· sup
|s|≥CRk|λk|
∫
R
∫
R
er/2|Fˆ 3,4(r, u, λku− εe
rs, λk)|dudr
Choose a function ϕ ∈ C∞c (R,R+) such that
|et/2Fˆ 3,4(t, x, u, λk)| ≤ ϕ(t)ϕ(x)ϕ(u), k ∈ N, u, t, x ∈ R.
Then we see that∫
{|s|≥CRk|λk|}
|V ∗k,σ(πρk ,λk(F )(Vk(η)))(s)(22)
−
∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets, λk)
|ets|1/2e−iερkλkx(e
ts)−1
| − ελkx+ ets|1/2
η(−ελkx+ e
ts)dxdt|2
ds
|s|
≤ (
C|ρkλk|
|λkR2k|
)2
∫
σR+
∫
R
∫
R
e−tϕ(t)ϕ(x)
1
|s|
|η(ets)|2dxdtds
≤ (
C|ρkλk|
|λkR2k|
)2‖η‖22
for some new constants C > 0.
Now
ets− ελkx = e
tsαk(t, s, x) = e
t+ln(αk(t,s,x))s,
where
αk(t, s, x) = 1−
ελkx
ets
.
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If |s| ≥ C|λk|Rk for some constant C > 0, k large enough and for all |t| ≤ M, |x| ≤ M , it follows
that
| ln(αk(t, s, x))| ≤ C
1
Rk
,(23)
|∂t ln(αk(t, s, x))| ≤ C
1
Rk
,
for some new constant C > 0.
Let
r = τk(t) := t+ ln(αk(t, s, x)),
τ−1k (r) = µk(r) = t, |t| ≤M, |x| ≤M, |s| ≥ C|λkRk|,
we have that |µk(r) − r| = | ln(αk(t, s, x))| ≤ C
1
Rk
. Then
∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets, λk)
|ets|1/2e−iερkλkx(e
ts)−1
| − ελkx+ ets|1/2
η(−ελkx+ e
ts)dxdt
=
∫
R
∫
R
Fˆ 3,4(µk(r), x, e
rs, λk)
|eµk(r)s|1/2e−iερkλkx(e
µk(r)s)−1
|ers|1/2
η(ers)dxµ′k(r)dr.
Now by (23), for k large enough, we have
|Fˆ 3,4(µk(r), x, e
rs, λk)|e
µk(r)s|1/2e−iερkλkx(e
µk(r)s)−1µ′k(r)
−Fˆ 3,4(r, x, ers, 0)|ers|1/2e−iερkλkx(e
rs)−1 |
≤
C
Rk
ϕ(r)ϕ(x)|s|1/2 .
Therefore for k large enough, for any η ∈ L2(R, ds|s| ) with ‖η‖2 ≤ 1 and η(u) = 0 for |u| ≤ Rk|λk|
we have that
∫
R
∣∣ ∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets, λk)
|ets|1/2e−iερkλkx(e
ts)−1
| − ελkx+ ets|1/2
η(−ελkx+ e
ts)dxdt(24)
−
∫
R
∫
R
Fˆ 3,4(r, x,−ers, 0)e−iερkλkx(e
rs)−1η(ers)dxdr
∣∣2 ds
|s|
=
∫
R
∣∣ ∫
R
∫
R
Fˆ 3,4(µk(r), x,−e
rs, λk)
|eµk(r)s|1/2e−iερkλkx(e
µk(r)s)−1
|ers|1/2
η(ers)dxµ′k(r)dr
−
∫
R
∫
R
Fˆ 3,4(r, x,−ers, 0)e−iερkλkx(e
rs)−1η(ers)dxdr
∣∣2 ds
|s|
≤
C
Rk
.
Let us recall that for η ∈ L2(Rσ,
dx
|x|),
τσµ,ν(F )η(u) =
∫
G
F (t, x, y, z)e−iσµu
−1e−txe−iσνue
tyη(etu)dtdxdydz(25)
=
∫
R
Fˆ 2,3,4(t, µσ(etu)−1, σν(etu), 0)η(etu)dt.
THE C*-ALGEBRA OF BOIDOL’S GROUP 13
Hence for any η ∈ L2(R+,
ds
|s| ), we have that
‖V ∗k ◦ πρk,λk(F ) ◦ Vk ◦M{≥|Rkλk|}(η)− τ
+
(εωk,−ε)
(F ) ◦M{≥|λk|Rk}(η)‖2
=
(∫
R
|V ∗k ◦ πρk,λk(F ) ◦ Vk ◦M{≥|Rkλk|}(η)(s)
−
∫
R
Fˆ 2,3,4(t, εωks
−1e−t,−set, 0)M{≥|λk|Rk}(η)(e
ts)dt|2
ds
|s|
)1/2
=
(∫
R
|V ∗k ◦ πρk,λk(F ) ◦ Vk ◦M{≥|Rkλk|}(η)(s)
−
∫
R
∫
R
Fˆ 3,4(t, x,−ets, 0)|ets|1/2e−iερkλkx(e
ts)−1M{≥|λk|Rk}(η)(e
ts)dtdx|2
ds
|s|
)1/2
(24)
≤ (
C
Rk
)1/2‖η‖2 +
(∫
R
|V ∗σ ◦ πρk,λk(F ) ◦ Vσ ◦M{≥|Rkλk|}(η)(s)
−
∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets), 0)
|ets|1/2e−iερkλkx(e
ts)−1
| − ελkx+ ets|1/2
M{≥Rk|λk|}(η)(−ελkx+ e
ts)dxdt|2
ds
|s|
)1/2
≤ (
C
Rk
)1/2‖η‖2 +
(∫
R
|
∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets), 0)
|ets|1/2e−iερkλkx(e
ts)−1+iρkλkck(t,s,εx)
| − ελkx+ ets|1/2
M{≥|Rkλk|}η(−ελkx+ e
ts)dxdt
−
∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets), 0)
|ets|1/2e−iερkλkx(e
ts)−1
| − ελkx+ ets|1/2
M{≥Rk|λk|}(η)(−ελkx+ e
ts)dxdt|2
ds
|s|
)1/2
≤ (
C
Rk
)1/2‖η‖2 +
(∫
R
|
∫
R
∫
R
Fˆ 3,4(t, x,
λk
2
x− εets), 0)
∣∣∣eiερkλkck(t,s,εx) − 1∣∣∣ |ets|1/2e−iερkλkx(ets)−1
| − ελkx+ ets|1/2
M{≥|Rkλk|}η(−ελkx+ e
ts)dxdt|2
ds
|s|
)1/2
(21)
≤ C(
|ρkλk|
|λkR2k|
+
1
Rk
)1/2‖η‖2
for a constant C > 0. Then for any s ∈ R, it follows that
C(
|ωk|
|R2kλk|
+
1
Rk
)1/2
≥ ‖πγρk,λk(F ) ◦ Vk ◦M{≥0} − Vk ◦ (τ
+
εωk,−ε
)γ(F ) ◦M{≥|λk|Rk}‖op
(5),(11)
= ‖S ◦ πρk,λk(F ) ◦ S ◦ Vk ◦M{≥0} − Vk ◦ τ
+
−εωk,ε(F ) ◦M{≥|λk|Rk}‖op
(6),(12)
= ‖πρk,λk(F ) ◦ Vk ◦M{≤0} − Vk ◦ τ
−
−εωk,ε
(F ) ◦M{≤|λk|Rk}‖op, Fˆ
3,4 ∈ C∞c (R
4).

4.3. Convergence in operator norm: ω 6= 0.
Let (πρk ,λk)k be a properly converging sequence in Ĝ such that limk→∞ λk = 0 and limk→∞ λkρk =
ω ∈ R∗. We recall (Proposition 2.3) that the limit set L of the sequence (Oρk,λk)k is the two points
set
L = {O−ω,1,0, Oω,−1,0}.
For k ∈ N, we define σωk by
σωk (ϕ|L) := Vk ◦
(
ϕ(τ+εω,−ε) ◦M{≥|λk|Rk} ⊕ ϕ(τ
−
−εω,ε) ◦M{≤−|λk|Rk}
)
◦ V ∗k , ϕ ∈ CB(Â).
Theorem 4.6. Suppose that limk→∞ ρkλk = ω ∈ R∗ and λk = ε|λk|, k ∈ N. Then
lim
k→∞
‖πρk,λk(F )− σ
ω
k (Fˆ|L)‖op = 0
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for every F ∈ C∗(G).
Proof. Apply Proposition 4.1 and Lemma 4.5. 
4.4. Convergence in operator norm: ω = 0.
Suppose now that
lim
k→∞
λk = 0 = lim
k→∞
λkρk.
We can again assume that λk = ε|λk|, k ∈ N. By Proposition 2.2, the limit set L of the sequence
of representations (πρk ,λk) is equal to Γ1 ∪ Γ0.
Lemma 4.7. Suppose that limk→∞ λk = 0 and limk→∞ ρkλk = 0. Take a sequence (Rk)k in R+
such that
lim
k→∞
Rk = +∞, lim
k→∞
R2k|λk| = 0.(26)
Then we have that
lim
k→∞
‖πρk,λk(F ) ◦ Vk ◦M{||≤|Rkλk|}‖op = 0, F ∈ C
∗(G).(27)
Proof. It suffices to consider F ∈ L1(G) such that Fˆ 3,4 ∈ C∞c (R
4). There exists M > 0 such that
Fˆ 3,4(t, x, y, λ) = 0
whenever |t|+ |x|+ |y|+ |λ| ≥M . We have that
V ∗k (πρk,λk(F )(Vk(η)))(s) =
e−iρk ln(|s|)|s|1/2
|λk|1/2
∫
R
( ∫
R
et/2e−iρktFˆ 3,4(t, ε
ets
λk
− x,−
λk
2
(x+ ε
ets
λk
), λk)dt
)
eiρk ln(|λkx|)
|x|1/2
η(ελkx)dx
=
e−iρk ln(|s|)|s|1/2
|λk|1/2
∫
R
( ∫
R
et/2e−iρktFˆ 3,4(t, ε
ets
λk
−
εx
λk
,−
1
2
(εx+ εets), λk)dt
)
(28)
eiρk ln(|x|)|x|1/2η(x)
dx
|x|
.
Hence for C > 3eM , k large enough, |t| ≤ M , |x| ≤ Rk|λk| and |s| ≥ CRk|λk|, we have that
|ε e
ts
λk
− εxλk | > M and so Fˆ
3,4(t, ε e
ts
λk
− εxλk ,−
1
2 (εx+ εe
ts), λk) = 0. Thus,
M{||≥CRk|λk|} ◦ V
∗
k (πρk,λk(F )(Vk ◦M{||≤Rk|λk|}) = 0
for k large enough. Choose an even continuous function ϕ : R → R+ in Cc(R) with compact
support such that
|Fˆ 3,4(t, x, y, λ)| ≤ ϕ(t)ϕ(x)ϕ(y), t, x, y, λ ∈ R.
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Now, by Young’s inequality,
‖M{||≤CRk|λk|} ◦ V
∗
k ◦ πρk,λk(F ) ◦ Vk ◦M{||≤Rk|λk|}‖op
≤ sup
|x|≤Rk|λk|
∫
|s|≤CRk|λk|
|xs|1/2
|λk|1/2
( ∫
R
et/2|Fˆ 3,4(t, ε
ets
λk
−
εx
λk
,−
1
2
(εx+ εets), λk)|dt
)ds
|s|
+ sup
|s|≤CRk|λk|
∫
|x|≤Rk|λk|
|xs|1/2
|λk|1/2
( ∫
R
et/2|Fˆ 3,4(t, ε
ets
λk
−
εx
λk
,−
1
2
(εx+ εets), λk)|dt
)dx
|x|
≤ sup
|x|≤Rk|λk|
∫
|s|≤CRk|λk|
|x|1/2
|λks|1/2
( ∫
R
et/2ϕ(t)ϕ(
ets
λk
−
x
λk
)ϕ(
1
2
(x+ ets))dt
)
ds
+ sup
|s|≤CRk|λk|
∫
|x|≤Rk|λk|
|s|1/2
|λkx|1/2
( ∫
R
et/2ϕ(t)ϕ(
ets
λk
−
x
λk
)ϕ(
1
2
(x+ ets))dt
)
dx
≤ R
1/2
k
∫
|s|≤CRk|λk|
1
|s|1/2
( ∫
R
et/2ϕ(t)ϕ(
ets
λk
−
x
λk
)ϕ(
1
2
(x + ets))dt
)
ds
+C1/2R
1/2
k
∫
|x|≤Rk|λk|
1
|x|1/2
( ∫
R
et/2ϕ(t)ϕ(
ets
λk
−
x
λk
)ϕ(
1
2
(x+ ets))dt
)
dx
≤ R
1/2
k ‖ϕ‖
2
∞
∫
|s|≤CRk|λk|
1
|s|1/2
ds
∫
R
et/2ϕ(t)dt
+C1/2R
1/2
k ‖ϕ‖
2
∞
∫
|x|≤Rk|λk|
1
|x|1/2
dx
∫
R
et/2ϕ(t)dt
= R
1/2
k ‖ϕ‖
2
∞2C
1/2R
1/2
k |λk|
1/2
∫
R
et/2ϕ(t)dt
+C1/2R
1/2
k ‖ϕ‖
2
∞2R
1/2
k |λk|
1/2
∫
R
et/2ϕ(t)dt
≤ CRk|λk|
1/2
for some constant C. 
Lemma 4.8. Let (ρk)k be a real sequences with limk→∞ ρk = 0. Then for any real sequence (λk)k
we have that
lim
k→∞
‖πρk,λk(F )− π0,λk(F )‖op = 0, F ∈ C
∗(G).
Proof. For k ∈ N, the identity
πρk,λk(F )− π0,λk(F ) =
∫
G
(χρk(g)− 1)π0,λk(g)F (g)dg, F ∈ Cc(G),
where χρk(exp tT · h) = e
−iρkt, t ∈ R, h ∈ H , shows that
‖πρk,λk(F )− π0,λk(F )‖op ≤ |ρk|‖F1‖1,
where F1(t, x, y, z) := tF (t, x, y, z) and g = (t, x, y, z) ∈ G. 
Lemma 4.9. Let (πρk ,λk)k be a properly converging sequence in Ĝ such that limk→∞ λk = 0 and
ωk := λkρk, limk→∞ ωk = 0. Take a sequence (Rk)k in R+ such that limk→∞Rk =∞ and
lim
k→∞
Rk =∞, lim
k→∞
R2kλk = 0, lim
k→∞
ωk
R2k|λk|
= 0.(29)
16 Y.-F. LIN AND J. LUDWIG
For instance, take Rk =
1
|λk|1/3
, k ∈ N, if the sequence (ρk)k is bounded. Otherwise, let R2k =
|ρk|Mk, k ∈ N, where limk→∞Mk =∞ and limk→∞Mkωk = 0. In the second case we have that
lim
k→∞
ωk
R2kλk
= lim
k→∞
ρk
R2k
= lim
k→∞
1
Mk
= 0.
Let F ∈ L1(G) such that Fˆ 3,4 ∈ Cc(R4). For ε ∈ {+,−}, λk = ε|λk|, we have that
(a) ‖πρk,λk(F ) ◦ Vk ◦M{≥0} − Vk ◦ τ
+
εωk,−ε
(F ) ◦M{≥|λk|Rk}‖op ≤ C
( |ωk|
|R2kλk|
+ 1Rk
)
,
(b) ‖πρk,λk(F ) ◦ Vk ◦M{≤0} − Vk ◦ τ
−
−εωk,ε
(F ) ◦M{≤−|λk|Rk}‖op ≤ C
( |ωk|
|R2
k
λk|
+ 1Rk
)
,
for some constant C depending on F .
Proof. The statements (a) and (b) are proved in the same way as the corresponding ones in
Lemma 4.5. 
Definition 4.10. Suppose that limk→∞ λk = 0, ρk 6= 0, k ∈ N, and limk→∞ |ρkλk| = 0. Choose
two sequences (Sk), (Tk)k in R>0 such that limk→∞ Sk = ∞ = limk→∞ Tk, limk→∞
Sk
Tk
= 0,
limk→∞ ωkTk = 0 and Rk ≤ |ρk|Sk for all k ∈ N, where the sequence (Rk)k is given as above.
Define the subsets I±k,j , k ∈ N, j ∈ {1, 2, 3}, by
J+k,1 := ]Rk|λk|, |ωk|Sk], J
−
k,1 := [−|ωk|Sk,−Rk|λk|[,
I+k,1 := ]0, |ωk|Sk], I
−
k,1 := [−|ωk|Sk, 0[,
I+k,2 := ]|ωk|Sk, |ωk|Tk], I
−
k,2 :=]− |ωk|Tk,−|ωk|Sk],
I+k,3 := ]|ωk|Tk,∞[, I
−
k,3 :=]−∞,−|ωk|Tk].
Lemma 4.11. Suppose that λk = ε|λk|, ρk 6= 0, for k ∈ N, and limk→∞ λk = 0, limk→∞ |ρkλk| =
0. Take a sequence (Rk)k in R+ as in Lemma 4.9 such that
lim
k→∞
Rk = +∞, lim
k→∞
R2kλk = 0, lim
k→∞
ωk
R2k|λk|
= 0.(30)
Furthermore use sequences (Sk)k, (Tk)k ⊂ R>0 satisfying the conditions in Definition 4.10. Then
for any F ∈ C∗(G), we have that
(a)
lim
k→∞
‖τ+ωk,−ε(F )− τ
+
ωk,0
(F ) ◦MJ+k,1
⊕ τ+0,0(F ) ◦MI+k,2
⊕ τ+0,−ε|ωk|(F ) ◦MI+k,3
‖op = 0,
(b)
lim
k→∞
‖τ−−ωk,ε(F )− τ
−
−ωk,0
(F ) ◦MJ−k,1
⊕ τ−0,0(F ) ◦MI−k,2
⊕ τ−0,ε|ωk|(F ) ◦MI−k,3
‖op = 0.
Proof. First let F ∈ L1(G) such that Fˆ 2,3,4 ∈ C∞c (R
4). Then there exists ϕ ∈ C∞c (R) of non-
negative values such that for all t, t′, x, x′, y, y′ ∈ R,
|F (t, x, y, 0)| ≤ ϕ(t)ϕ(x)ϕ(y) and
|F (t, x, y, 0)− F (t′, x′, y′)| ≤ |t− t′|ϕ(x)ϕ(y) + |x− x′|ϕ(t)ϕ(y) + |y − y′|ϕ(t)ϕ(x).
Then it follows that
|(τ+ωk,−ε(F )− τ
+
ωk,0
(F ))(MI+k,1
(η))(u)|
= |
∫
I+k,1
(Fˆ 2,3,4(t− lnu, ωke
−t,−εet, 0)− Fˆ 2,3,4(t− lnu, ωke
−t, 0, 0))MI+k,1
η(et)dt|
≤ ωk|Sk|
∫
I+k,1
ϕ(t− ln(u))ϕ(ωke
−t)|η(et)|dt.
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Hence
‖(τ+ωk,−ε(F )− τ
+
ωk,0
(F )) ◦MI+k,1
(η)‖2 ≤ ωk
2S2k
∫
R+
(∫
I+k,1
ϕ(t− ln(u))ϕ(ωke
−t)|η(et)|dt
)2 du
u
≤ ωk
2S2k‖η‖
2‖ϕ‖21‖ϕ‖∞.
Therefore,
lim
k→∞
‖τ+ωk,−ε(F ) ◦MI+k,1
− τ+ωk,0(F ) ◦MI+k,1
‖op = 0.
Since for any et ∈ I+k,2 we have that
1
Tk
≤
|ωk|
et
≤
1
Sk
,
similarly
|(τ+ωk,−ε(F )− τ
+
0,0(F ))(MI+k,2
(η))(u)|
= |
∫
I+k,2
(Fˆ 2,3,4(t− lnu, ωke
−t,−εet, 0)− Fˆ 2,3,4(t− lnu, 0, 0, 0))η(et)dt|
≤ (
1
Sk
+
1
Tk
)‖ϕ‖∞
∫
R+
ϕ(t− ln(u))|η(et)|dt.
This relation implies that limk→∞ ‖τ
+
ωk,−ε
(F ) ◦MI+
k,2
− τ+0,0(F ) ◦MI+
k,2
‖op = 0.
In the same way, we have that
|(τ+ωk,−ε(F )− τ
+
0,−ε|ωk|
(F ))(MI+k,3
(η))(u)|
= |
∫
R
(Fˆ 2,3,4(t− lnu, ωke
−t,−εet, 0)− Fˆ 2,3,4(t− lnu, 0,−ε|ωk|e
t, 0))MI+k,3
η(et)dt|
= |
∫ ∞
Tk
(Fˆ 2,3,4(t+ ln(|ωk|)− lnu,
1
sign(ωk)et
,−ε|ωk|e
t, 0)
−Fˆ 2,3,4(t+ ln(|ωk|)− lnu, 0,−ε|ωk|e
t, 0))η(|ωk|e
t)dt|
≤
1
Tk
‖ϕ‖∞
∫
I+k,3
ϕ(t+ ln(|ωk|)− ln(u))|η(|ωk|e
t)|dt.
Hence
‖(τ+ωk,−ε(F )− τ
+
0,−ε|ωk|
(F )) ◦MI+k,3
(η)‖2
≤
‖ϕ‖2∞
T 2k
∫
R+
( ∫
I+k,3
ϕ(t+ ln(|ωk|)− ln(u))MI+k,3
η(|ωk|e
t)dt
)2 du
u
≤
‖ϕ‖2∞
T 2k
∫
R
ϕ(t+ ln(|ωk|)− ln(u))
∫
I+k,3
ϕ(t+ ln(|ωk|)− ln(u))|η(|ωk|e
t)|2dt
du
u
≤
‖ϕ‖2∞‖ϕ‖1
T 2k
∫
R
ϕ(t− s)|η(et)|2dt
=
‖ϕ‖2∞‖ϕ‖
2
1
T 2k
‖η‖2.
We proceed similarly for the second relation.

Definition 4.12. Let (πρk,λk)k∈N be a properly converging sequence with limit set L = Γ1 ∪ Γ0
(i.e. limk→∞ λk = 0, limk→∞ ωk = 0 where ωk := ρkλk = ρkε|λk|) and ρk 6= 0, k ∈ N. We then
choose a sequence (Rk)k ⊂ R>0 such that
lim
k→∞
Rk = +∞, lim
k→∞
R2kλk = 0, lim
k→∞
ωk
R2kλk
= 0.
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We take the sequences (Sk)k, (Tk)k as in Definition 4.10. For k ∈ N and ϕ ∈ l∞(Ĝ), define the
bounded linear operator σ0,ωk,εk (ϕ|L) (resp. (σ
0,ωk,ε
k )
′(ϕ|L)) on L
2(R) by
σ0,ωk,εk (ϕ|L) := Vk ◦ s
0,ωk,ε,+
k (ϕ|L) ◦ V
∗
k ⊕ Vk ◦ s
0,ωk,ε,−
k (ϕ|L) ◦ V
∗
k ,
where
s0,ωk,ε,+k (ϕ|L) := ϕ(τ
+
ωk,0
) ◦MJ+k,1
⊕ ϕ(τ+0,0) ◦MI+k,2
⊕ ϕ(τ+0,−ε|ωk|) ◦MI+k,3
and
s0,ωk,ε,−k (ϕ|L) := ϕ(τ
−
−ωk,0
) ◦MJ−k,1
⊕ ϕ(τ−0,0) ◦MI−k,2
⊕ ϕ(τ−0,ε|ωk|) ◦MI−k,3
.
Theorem 4.13. Suppose that limk→∞ λk = 0, limk→∞ ρkλk = 0 and λk = ε|λk| for k ∈ N. Then
we have
lim
k→∞
‖πρk,λk(F )− σ
0,εωk,ε
k (Fˆ|L)‖op = 0.
for every F ∈ C∗(G).
Proof. Apply Lemma 4.9 and Lemma 4.11. 
4.5. The final theorem. The representations τ ∈ Γ0 do not map C∗(G) into the algebra K of
compact operators on L2(R+,
dx
x ). Following [11], we define the compact condition which will give
us the distance of τ(F ), F ∈ C∗(G), to the algebra K.
Choose q ∈ Cc(R2,R+) such that
∫
R2
q(x, y)dxdy = 1. For f ∈ L1(R), define the function
E(f) ∈ L1(R3) ≃ L1(G/Z) by
E(f) := f(t)q(x, y) for all (t, x, y) ∈ R3.
We see that for any ℓ = (µ, ν) ∈ R2:
πµ,ν(E(f))(η)(u) =
∫
R
f(u− t)qˆ(µe−t, νet)η(t)dt, η ∈ L2(R), u ∈ R.
This formula shows that
πµ,ν(E(f))(η) = l(f)(qµ,ν · η),
where l(f) is the operator (l(f)ξ)(u) :=
∫
R
f(t)ξ(u − t)dt, ξ ∈ L2(R), u ∈ R, given by the regular
representation of the group (R,+) on the Hilbert space L2(R), and qµ,ν is the continuous bounded
function qµ,ν(t) := qˆ(e
−tµ, etν), t ∈ R. Hence we have that
‖πµ,ν(E(f))‖op ≤ ‖l(f)‖op‖qµ,ν‖∞.
This shows that the mapping E extends to a bounded linear mapping of C∗(R) into C∗(G/Z).
We then have the bounded linear mapping
σ0 : C0(Γ0)→ C
∗(G/Z) given by σ0(ψ) := E(F
−1(ψ)),(31)
where F−1 : C0(R)→ C∗(R) is the inverse Fourier transform.
Definition 4.14. An operator field ϕ is said to satisfy the compact condition if for ε ∈ {+,−},
the operators ϕ(πε,0)− πε,0(σ0(ϕ|Γ0)) and ϕ(π0,ε)− π0,ε(σ0(ϕ|Γ0))) are compact.
We define in the following the subset D∗(G) of l∞(Ĝ) which will be our desired C*-algebra of
Boidol’s group.
Definition 4.15. Let D∗(G) be the subset of l∞(Ĝ) as the set of all the operator fields φ defined
over Ĝ such that
(1) the mapping γ 7→ φ(γ) vanishes at infinity,
(2) (a) the mapping γ 7→ φ(πγ) is norm continuous on the set Γ3,
(b) for any γ ∈ Γ3 the operator φ(γ) is compact,
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(c) for every properly converging sequence (πρk,λk)k in Γ3 with limit set L ∈ Γ2 (i.e.
limk→∞ ωk = ω 6= 0, where ωk = ρkλk and λk = ε|λk|), we have that
lim
k→∞
‖φ(πρk ,λk‖op)− σ
ω
k (φ|L) = 0,
(d) for every properly converging sequence (πρk ,λk)k in Γ3 with limit set L = Γ1 ∪ Γ0,
(i.e. limk→∞ ωk = 0), admitting a sub-sequence, we have
lim
k→∞
‖φ(πρk,λk)− σ
0,εωk,ε
k (φ|L)‖op = 0,
(3) (a) the mappings γ 7→ φ(πγ) are norm continuous on the sets Γj for j = 0, 1, 2 (in
particular the function φ|Γ0 is contained in C∞(Γ0) = C∞(R) ≃ C
∗(R)),
(b) for any γ ∈ Γ2, the operator φ(γ) is compact,
(c) for every properly converging sequence (τωk,−ε)k in Γ2, ε ∈ {+,−}, with limit set
L = Γ1 ∪ Γ0 (i.e. limk→∞ ωk = 0), we have that
lim
k→∞
‖φ(τ+ωk,−ε)− s
0,ωk,ε,+
k (φ|L)‖op = 0
and
lim
k→∞
‖φ(τ−−ωk,ε)− s
0,ωk,ε,−
k (φ|L)‖op = 0.
(d) the operator φ(γ), γ ∈ Γ1, satisfies the compact condition,
(4) the adjoint operator field φ∗ satisfies the same conditions.
Remark 4.16. It has been shown in [11] that the family of uniformly bounded operator fields
defined over the set Γ0 := Γ2∪Γ1∪Γ0 satisfying the conditions (1), (3) and (4) forms a C*-algebra,
which is isomorphic to C∗(G/Z), where Z is the centre of G.
On the other hand, we have the natural projection PG/Z : C
∗(G)→ C∗(G/Z) defined on L1(G)
by
PG/ZF (g) =
∫
Z
F (gu)du, g ∈ G.
This implies that for every operator field ϕ ∈ D∗(G), there exists Fϕ ∈ C
∗(G) such that ϕ|Γ0 =
F̂ϕ|Γ0 . In particular for any sequence (ρk, λk)k ⊂ R×R
∗ in which limk→∞ ρkλk exists, we have a
subsequence satisfying
lim
k→∞
‖ϕ(πρk,λk)− πρk,λk(Fϕ)‖op = 0
for all these ϕ’s.
We show that the set defined in Definition 4.15 is a C*-subalgebra of l∞(Ĝ).
Lemma 4.17. The subspace D∗(G) of l∞(Ĝ) is a C∗-algebra with spectrum equal to Ĝ.
Proof. It is easy to see that D∗(G) is a closed involutive subspace of l∞(Ĝ). Let us show that
it is also a subalgebra. Let ϕ, ϕ′ be two elements of D∗(G). By Remark 4.16, there exist a, a′ ∈
C∗(G/Z) such that ϕ|Γ0 = aˆ, ϕ
′
|Γ0 = aˆ
′. Therefore we only need to check if the conditions (2-b) and
(2-c) work for the product ϕ ◦ϕ′. Now, C∗(G) being an algebra, for any ω ∈ R∗ by Theorem 4.13
we have that
lim
k→∞
‖σωk ((â · a
′)|L)− σ
ω
k (aˆ|L) ◦ σ
ω
k (aˆ
′
|L)‖op = 0
and so
lim
k→∞
‖ϕ ◦ ϕ′(πρk,λk)− σ
ω
k (ϕ ◦ ϕ
′
|L)‖op = lim
k→∞
‖ϕ ◦ ϕ′(πρk ,λk)− σ
ω
k ((â · a
′)|L)‖op
= lim
k→∞
‖ϕ(πρk ,λk) ◦ ϕ
′(πρk ,λk)− σ
ω
k (aˆ|L) ◦ σ
ω
k (aˆ
′
|L)‖op
= 0.
Hence D∗(G) is a C*-algebra, which contains the Fourier transform of C∗(G). It is clear that
the spectrum of D∗(G) contains Ĝ since point evaluations are irreducible for Ĉ∗(G
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π ∈ D̂∗(G). Let R0 : D∗(G)→ D∗(G/Z) be the restriction map and let K0 be its kernel in D∗(G).
Then D∗(G)/K0 ≃ D∗(G/Z) ≃ C∗(G/Z). On the other hand,it follows immediately from the
conditions (1) to (3) that the ideal K0 of D∗(G) is just the algebra C∞(Γ3,K) of continuous map-
pings defined on the locally compact space Γ3 with values in the algebra K of compact operators
on L2(R). If π(K0) = (0), then π can be identified with an irreducible representation of C∗(G/Z)
and so there exists π′ ∈ Γ0, such that π(ϕ) = ϕ(π′), ϕ ∈ D∗(G). If π(K0) 6= (0), then π defines
an irreducible representation of the algebra C∞(Γ3,K) and hence there exists πρ,λ ∈ Γ3 such that
π(ϕ) = ϕ(πρ,λ), ϕ ∈ K0, and finally π is the evaluation at πρ,λ for every ϕ ∈ D∗(G). 
Now we have our main theorem in characterising the C*-algebra C∗(G) of Boidol’s group by
our description of the Fourier transform of C∗(G) onto D∗(G).
Theorem 4.18. The Fourier transform defined in (14) is an isomorphism of the C*-algebra of
Boidol’s group G onto the C*-algebra D∗(G).
Proof. Using Lemma 4.17, the Stone-Weierstrass theorem for C*-algebras (see [9]) tells us that
the subalgebra Ĉ∗(G) of D∗(G) is equal to D∗(G).

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