This paper considers the problem of maximizing the energy or average power transfer from a nonlinear dynamic n-port source. The main theorem includes as special cases the standard linear result Yload = Y*source and a recent finding for nonlinear resistive networks. An operator equation for the optimal output voltage 9(.) is derived, and a numerical method for solving it is given.
I. Introduction
This paper addresses the problem of extracting the maximum energy or average power from a source with the topology shown in Fig. 1 . As in 1 [1] , the problem is formulated as finding the optimal output voltage v(-) for each current source waveform is(-) rather than finding a load that maximizes the power.
The central result is the operator equation (6) for v(.). Theorem 1 gives conditions that guarantee uniqueness and global optimality of the solution: the standard result for linear systems [1] and recent work on resistive nonlinear systems [2] follow as special cases. Equation (11) defines a practical algorithm for solving (6) , and Theorem 2 gives conditions that guarantee convergence.
The solution v(o) can be of engineering value in two ways. First, the average power P(v) tells us the optimal performance that is possible in principle. Second, v(-) itself is a concrete design goal. If the source admittance operator F is continuous, a load for which the output approximates v(.) (in the Hilbert space norm used in this work) will absorb an average power that approximates P(v).
1. Referenced [l] actually deals with the dual network, where the source appears in Thevenin form.
-2-II. Results
2.1) Notation and Definitions
Let L be any real inner product space and L any linear subspace of L.
An operator F: L -L is said to be a) strictly increasing if
b) uniformly increasing if for some 6 > 0,
c) Lipschitz continuous if for some Given an operator F: L -L' and x,hEL, suppose there exists an element
Then 6F(x,h) is called the Gateaux variation of F at x for the increment h [4,p.251] . If 6F(x,h) exists for all x,h L, and if for each xELthe map with the usual inner product <.,-) and norm, lixll A(x,x>l/2.
For each T > , L2 is the set of all periodic measurable functions n,T
x: IR -R n with period T such that the integral over one period of x2(.) is finite, j=l,...,n. It is a Hilbert space with the "average power" inner 
Then for each s H(LT) there is a unique solution v(is)ELT to
and the average power 3 absorbed by the load,
has a unique global maximum over L T , which is attained at v = v(is).
Corollary (Maximum Total Energy for Transients)
Let L be a linear subspace of L2, and substitute L for LT in the assumptions of Theorem 1. Then the same conclusions 4 hold, but with v(i )L maximizing
Note that in general F can be nonlinear and time-varying.
In applications one might wish to restrict attention to currents and voltages in L2 with additional properties such as continuity or boundedness. This is the reason for introducing LT C L T in the formulation of Theorem 1.
The essential idea behind the theorem is that a solution v(-) of (6) is a stationary point of P: LT + IR, and the monotonicity assumption on H guarantees that P is strictly concave. Details follow.
3. A more explicit, but cumbersome, notation would be P(v,is. Using it, Theorem 1 states that Vv,iscLT, P(v,is) < P('(is),is) if v ~ V(is)
4. For the Coroll ry, the adjoint is of course taken with respect to the inner product on Ln rather than < , .
Proof of Theorem 1
Uniqueness of the solution to (6) follows from the fact that H is strictly increasing. By the chain rule for the composition of Frechetand Gateaux-differentiable functions [4,p.253] P is Gateaux differentiable and for all x,h LT,
Thus if i SH(LT),
given any x,y EL£,the map x -[Thx+x(y-x)] is differentiable at each xAIR, and
To show that v(i s ) globally optimizes P, fix is£H(LT), let v = v(i ), and choose any veLT, v v. Then
(9) Using c), the integrand above is Using c), the integrand above is
and the integrand vanishes at x=O. The inner product above is strictly positive for xfO since H is strictly increasing by assumption. Thus the integrand in (9) is negative for x>0 and zero for x=O, so P(v) < P(v) as claimed. /
The proof of the Corollary is essentially identical and will be omitted.
2.3) Relation to "Impedance Matching" Ideas
The emphasis in this paper is on finding the optimal output voltage v(.), not the optimal load. But the relation to impedance matching ideas deserves comment.
If the load in Fig. 1 is taken to be the (generally noncausal) admittance
then the network is uniquely solvable given any is £ H(LT), and the output voltage v(o), which necessarily equals v(is), globally optimizes P. This generally noncausal load is "matched" to the source for all inputs is£H(LT), and this result holds generally for a nonlinear, time-varying, even noncausal source admittance F. The reader can easily verify that in the LTI case (10) reduces to the standard linear theorem Yload(Jw) = Y*ourceMore detail for the linear 1-port case is given in Section 3.1.
Of course in practice one has a causal load, usually predetermined, and wishes to couple it to the source through a lossless matching network designed to maximize the absorbed power over a range of inputs. In the linear case this important problem is called "broadband matching" [5] [6] [7] [8] . We note that in both the linear and nonlinear cases the problem can be viewed as compensating or coupling to a predetermined load using lossless elements in such a way that the response approximates that of the noncausal exact match Gop t over the input range of interest.
For a particular drive i s , the situation is somewhat different. The optimal voltage v(.) is unique, but the optimal load is not: the only requirement on G is that G(v) = Gopt(v). In the linear case where F and G are respectively represented by admittance matrices Y (jw) and YL(jw), there are in general infinitely many optimal, positive semidefinite choices of YL at a given w for which the network is uniquely solvable [9] . The problem of finding solutions in particular classes, such as the class of resistive loads, is studied in [101.
2.4) Numerical Algorithm
Equation (8) of P at v, V is,V C LT. This suggests that we attempt to maximize P by a simple "hill-climbing" algorithm of the form
for some x>O. Note that under the assumptions of Theorem 1, if x +-x LT and H is continuous, then i s = H(x) and x globally maximizes P. By tightening the assumptions a little further, we can guarantee convergence for all sufficiently small positive x.
Theorem 2
Strengthen the assumptions of Theorem 1 by supposing further that LT is closed and H is uniformly increasing and Lipschitz continuous on LT.
(See (2), (3).) Then for any issLT, any initial guess xoLT, and any Xs(O, 26/K 2 ), the sequence generated by (11) converges to v(is).
Remark
Note that Theorem 2 also guarantees existence of a solution to (6) 
3.3) Circuit Example
Suppose the source takes the specific form in Fig. 3 , with the resistor curves shown in Fig. 4 . The convolution kernel a(t) = e t t > 0, for the series connection of inductor and resistor satisfies the assumptions of section 3.1. The resistor curves gK are differentiable everywhere and
with h 1 (O) = 0. All the assumptions of section 3.1 are satisfied except that the derivatives 92' ( ' ) and g3' ( ' ) are unbounded. (Since they are bounded on every bounded subset of IR, a more detailed argument, omitted here,
shows that the solutions obtained below maximize P over L T ) L , which is certainly sufficient in practice.)
To find the optimal output v in the three cases, we carried out the iterative procedure (11) , which becomes in this instance with a variety of loads. Fig. 2 The optimal load admittance is obtained by a linear operator Q. on the source admittance. Thus the optimal load for a parallel connection of source admittances is the parallel connection of the optimal loads for each source separately. 5 One period of the optimal output voltages for the circuit in Fig. 3 .
