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Abstract
We give a natural decomposition of a connected commutative di&erential graded bi-algebra
over a commutative algebra in the case of characteristic zero. This gives the ordinary Hodge
decomposition of the Hochschild homology when we apply this natural decomposition to the
cyclic bar complex of a commutative algebra. In the case of characteristic p¿ 0, we show that,
in the spectral sequence induced by the augmentation ideal 7ltration of the cyclic bar complex of
a commutative algebra, the only possible non-trivial di&erentials are dk(p−1) for k ≥ 1. Also we
show that the spectral sequence which converges to the Hochschild cohomology is multiplicative
with respect to the Gerstenhaber brackets and the cup products. c© 2001 Elsevier Science B.V.
All rights reserved.
MSC: 13D03; 16E45; 16W30; 55P62; 57T35; 58B34
1. Introduction and statement of results
A decomposition of Hochschild homology HH∗ was 7rst studied by Barr [3], but the
full Hodge decomposition of Hochschild homology was 7rst studied by the second au-
thor and Schack [10]. Subsequently, the Hodge decomposition of Hochschild homology
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and cyclic homology has been studied by various people [4,5,7,8,11–13,16,22–24,26,30]
from di&erent points of view.
Let A be a commutative algebra over a commutative ring R and let B∗(A) be
the cyclic bar complex of A (see De7nition 1.6). It is well known that B∗(A) is
a di&erential graded Hopf algebra over A [3,10,11,16,25]. In [26], Ronco used this
information to show that the Hodge decompositions of the Hochschild homology, that
are de7ned in di&erent ways, in the case of characteristic zero coincide.
In this paper, we study the Hodge decomposition of a general di&erential graded
bi-algebra. One way to give the Hodge decomposition of the Hochschild homology
is to construct the Barr–Gerstenhaber–Schack idempotents using convolution products
[17]. We will present an analogous Hodge decomposition under much more general
assumptions. Not only do we not require an antipode, but we are able to relax consid-
erably the usual axioms for a bi-algebra, demanding only associativity, coassociativity
and compatibility, each up to homotopy. Moreover choices for these homotopies are
not part of the structure.
Let R be a commutative ring with identity and let A be a not necessarily commutative
algebra over R. All di&erential graded A-modules in this paper will be connected, that
is Bj = 0 for j¡ 0 and B0 = A, unless otherwise stated.
Denition 1.1. Let A be an algebra. A homotopy bialgebra (B; ;  ) over A is a dif-
ferential graded A-module with maps  :B⊗A B → B and  :B → B⊗A B such that
(1)  has a unit  :A → B and  has a counit  :B → A, where A is regarded as a
connected di&erential graded A-module with the trivial di&erential and  and  are
required to be morphisms of di&erential graded A-modules;
(2)  is associative up to homotopy and  is coassociative up to homotopy;
(3) the map  :B → B⊗A B preserves the multiplications up to homotopy.
Note. A choice of homotopy is not part of the structure.
Let A be an algebra and let B be a homotopy bi-algebra over A with multiplication
 :B ⊗A B → B with unit  :A → B and comultiplication  :B → B ⊗A B with counit
 :B → A. In the case of characteristic zero, we construct a di&erential graded A-module
L(n)B for each n ≥ 0 with a morphism of di&erential graded A-modules n :B → L(n)B,
see De7nition 2.4 for details.
L(n) is a functor from di&erential graded A-modules with bi-multiplications to di&er-
ential graded A-modules. The map n :B → L(n)B is a natural transformation from the
identity functor to the functor L(n). Furthermore, L(0)B=A and L(n)B is (n−1)-connected,
that is, L(n)Bj = 0 for j¡n.
Note. The functor L(n) is well de7ned for any connected di&erential graded bi-algebra
over A without assuming associativity and coassociativity.
Here is an outline of results:
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Theorem 1.2. For any connected homotopy bi-algebra B over an algebra A of charac-
teristic 0; there is a ( functorial) homotopy equivalence of di4erential graded A-modules
B 
∞⊕
n=0
L(n)B:
Note. If B is a di&erential graded A-module such that B is connected up to homotopy,
then there is a connected di&erential graded A-module B˜ such that B˜ is homotopy
equivalent to B. Thus this theorem and the following corollary hold for any homotopy
connected homotopy bi-algebra.
Corollary 1.3. Let B be a connected bi-algebra over A and let M be an (left)
A-module. Suppose that A is of characteristic 0. Then there are ( functorial) iso-
morphisms
H∗(B⊗A M) ∼=
∞⊕
n=0
H∗(L(n)B⊗A M);
H∗(HomA(B;M)) ∼=
∞⊕
n=0
H∗(Hom(L(n)B;M));
where we use the right A-module structure of B in B ⊗A M and the left A-module
structure of B in HomA(B;M).
Let B be a bi-associative cocommutative di&erential graded Hopf algebra over A.
The primitive 7ltration {P(r)B} is de7ned by
P(r)B=Ker( L 
r
: IB → IB⊗k);
where L 
k
is the k-fold reduced comultiplication.
Theorem 1.4. Let B be a connected bi-associative cocommutative di4erential graded
bi-algebra over A. Suppose that A is of characteristic 0. Then there is a ( functorial)
isomorphism of di4erential graded A-modules
L(n)B ∼= P(n)B=P(n−1)B
for each n ≥ 1.
Let B be a connected commutative bi-associative di&erential graded bi-algebra over
A. Let IB=Ker( :B → A) be the augmentation ideal and let I nB=(IB)n be the n-fold
product of the A-ideal IB.
Theorem 1.5. Let B be a connected commutative bi-associative di4erential graded
bi-algebra over A. Suppose that A is of characteristic 0. Then there is a ( functorial)
isomorphism of di4erential graded A-modules
L(n)B ∼= I nB=In+1B
for each n ≥ 0.
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Denition 1.6. Let sA be the suspension of A, more precisely, sA is a graded R-module
with (sA)1 = A and (sA)j = 0 for j 	= 1. Recall that the cyclic bar complex B∗(A) is
a di&erential graded A-module with B∗(A) = A⊗ T (s(A)) and
@(a[a1| · · · |an]) = aa1[a2| · · · |an] +
n−1∑
j=1
(−1)ja[a1| · · · |ajaj+1| · · · |an]
+(−1)nana[a1| · · · |an−1];
where a[a1| · · · |an] = a ⊗ a1 ⊗ · · · ⊗ an ∈ A ⊗ Tn(sA). For a commutative algebra
A, let sh :T (sA) ⊗ T (sA) → T (sA) be the usual graded shuNe multiplication and let
 :T (sA)→ T (sA)⊗ T (sA) be the free comultiplication, that is
 ([a1| · · · |an]) =
n∑
j=0
[a1| · · · |aj]⊗ [aj+1| · · · |an]
for ai ∈ sA. Then  =idA⊗ :A⊗T (sA)→ (A⊗T (sA))⊗A (A⊗T (sA)) and the shuNe
product make B∗(A) a di&erential graded Hopf algebra over A, see [3,10,11,16,25].
By Theorem 1.5, Corollary 1.3 is the ordinary Hodge decomposition of the Hochschild
homology when B is the cyclic bar complex B∗(A) of a commutative algebra A.
One of the features of Corollary 1.3 is that we do not assume that B is commutative
or cocommutative. Thus, it is expected to have applications to quantum groups. Another
feature is that Corollary 1.3 can be easily extended to the case where A is a di&erential
graded algebra and so it is expected to have applications to 7brewise topology in the
rational case.
In the case of positive characteristic, a partial Hodge decomposition exists for the
Hochschild homology, cf. [10], but a 7ltration is de7ned over any coeOcient ring. Let
A be a commutative algebra and let M be a symmetric A-bimodule. Then the augmen-
tation ideal 7ltration of B∗(A) induces 7rst quadrant spectral sequences {Er(A;M)}
and {Er(A;M)} which converge to HH∗(A;M) and HH∗(A;M), respectively. We call
{Er(A;M)} and {Er(A;M)} the augmentation ideal spectral sequences, see Section 3.1
for details. We study the di&erentials in {Er(A;M)} and {Er(A;M)}. Let Z(p) denote
the ring of p-local integers. Recall that an abelian group M is a Z(p)-module if and
only if the multiplication by n :M → M is an isomorphism for n 	≡ 0modp.
Theorem 1.7. Suppose that the ground ring R is a Z(p)-module; then the only possible
non-trivial di4erentials in the augmentation ideal spectral sequences {Er(A;M)} and
{Er(A;M)} are dk(p−1) for k ≥ 1.
This theorem is the Hochschild analogue of that on the di&erentials in the Eilenberg-
Moore spectral sequences [15,20,21,28].
A Gerstenhaber algebra is a connected graded algebra B = {Bn}n≥0 over a
commutative ring R with (skew graded) brackets [−;−] :Bs⊗Bt → Bs+t−1 such that the
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operations [x;−] :B → B and [−; x] :B → B are derivations of degree s−1 with respect
to the multiplication and the bracket [−;−] for any x ∈ Bs and any s ≥ 1. A bigraded
algebra Bs; t with (bigraded) brackets [−;−] :Bp;q ⊗ Bp′ ; q′ → Bp+p′−1; q+q′ is called
a bigraded Gerstenhaber algebra if the associated graded algebra {⊕p+q=n Bp;q} is
a Gerstenhaber algebra under the multiplication and these brackets. The Gerstenhaber
brackets on HH∗ are very important in deformation theory.
Theorem 1.8. The augmentation ideal spectral sequence {E∗;∗r (A; A)} is multiplicative
with respect to cup products and Gerstenhaber brackets. More precisely; there are
Gerstenhaber brackets
[−;−] :Ep;qr (A; A)⊗ Ep
′ ; q′
r (A; A)→ Ep+p
′−1; q+q′
r (A; A)
which are induced by the usual Gerstenhaber brackets on HomA(B∗(A); A) such that
{E∗;∗r (A; A)} is a bi-graded Gerstenhaber algebra under these brackets and the canon-
ical multiplication on {Er(A; A)} induced by the cup product on HomA(B∗(A); A). In
particular; the sub-modules
⊕∞
n=1 E
1; n
r and
⊕∞
n=0 E
n;0
r are closed under the Gersten-
haber brackets.
By this theorem, there is a 7ltration on HH∗(A; A) which is multiplicative with re-
spect to cup products and Gerstenhaber brackets such that the associated bi-graded
Gerstenhaber algebra GrHH∗(A; A) is isomorphic to E∗;∗∞ (A; A). In the case of charac-
teristic 0, by Corollary 3.12, E∗;∗1 (A; A)=E
∗;∗
∞ (A; A). This has been conjectured in [11]
and has been proved (in the case of characteristic 0) by Bergeron and Wolfgang [5]
using combinatorial calculations.
For a commutative algebra A over R, let "1A=R be the set of KPahler di&erentials of
A over R and let "∗A=R be the (skew commutative) exterior algebra generated by "
1
A=R
where, if R is of characteristic 2, the exterior algebra means that x2 = 0 for x ∈ "1A=R.
Corollary 1.9. There is an isomorphism of Gerstenhaber algebras over A
∞⊕
n=0
En;01 (A; A) ∼= HomA("∗A=R; A):
The article is organized as follows. In Section 2, we study the Hodge decomposition
of a general di&erential graded Hopf algebra. The proofs of Theorems 1.2, 1.4 and 1.5
are given in this section, where Theorem 2.5 is Theorem 1.2, Theorem 2.10 is Theorem
1.5 and Theorem 2.14 is Theorem 1.4. The augmentation ideal spectral sequences are
studied in Section 3. The proof of Theorem 1.7 is given in this section, where Corollary
3.13 is Theorem 1.7. We study the Gerstenhaber brackets on the augmentation ideal
spectral sequence in Section 4. The proof of Theorem 1.8 is given in this section,
where Corollary 4.3 is Theorem 1.8. Corollary 1.9 follows from Proposition 3.9 and
Theorem 1.8.
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2. The Hodge decomposition of di&erential graded Hopf algebras
In this section, we give a (canonical) decomposition of a general di&erential graded
bi-algebra B over an algebra A when (1) A is of characteristic 0, that is multiplication
by n :A → A is an isomorphism for each positive integer n, (2) B is connected and (3)
B is bi-associative up to homotopy. If A is a commutative algebra and B is the cyclic
bar complex of A, this decomposition is the ordinary Hodge decomposition of the
Hochschild homology. Thus we call this decomposition the Hodge decomposition of a
di&erential graded bi-algebra. Notice that we do not assume that B is commutative or
cocommutative. We will show that this decomposition implies that the spectral sequence
induced by the 7ltration by the powers of the augmentation ideal of B is degenerate
from E1 if B is commutative. By the dual version, this decomposition implies that the
spectral sequence induced by the primitive 7ltration of B is degenerate from E1 if B
is cocommutative.
2.1. Representation maps
Let R be a commutative ring with identity and let A be an R-algebra. Let M and N
be di&erential graded A-modules. We write ChainA(M;N ) for the set of morphisms of
A-chain maps of degree 0 from M to N . The set of the homotopy classes of A-chain
maps of degree 0 from M to N is denoted by [M;N ].
Let B be a connected di&erential graded A-module. Suppose that B has a multipli-
cation  :B ⊗A B → B with unit  :A → B and a comultiplication  :B → B ⊗A B
with co-unit  :B → A. Using the multiplication and the co-multiplication without as-
suming associativity and co-associativity, we are going to construct certain di&erential
graded A-modules. These di&erential graded A-modules will be used to give the Hodge
decomposition of B when B is a connected homotopy bi-algebra over A.
For each k ≥ 2, let k :B⊗k → B be the multiplication from right to left, e.g.
(a(b(c(· · ·)))). Let IB = Ker( :B → A) be the augmentation ideal and let L :B →
IB⊗A IB be the reduced comultiplication, that is
L (x) =  (x)− x ⊗ 1− 1⊗ x
for x ∈ IB and L |B0 =0. The k-fold reduced comultiplication L 
(k)
:B → IB⊗k is de7ned
inductively as follows:
(1) L 
(2)
= L :B → IB⊗2 = IB⊗A IB;
(2) L 
k+1
is the composite
B
L → IB⊗A IB
idIB⊗ L k−−−→IB⊗A IB⊗k = IB⊗k+1:
Let Z[[t]] be the set of formal power series in the variable t over Z.
Denition 2.1. Let B be a connected di&erential A-module with a multiplication and
comultiplication. The representation map
& : Z[[t]]→ Chain(B; B)
J. Wu et al. / Journal of Pure and Applied Algebra 162 (2001) 103–125 109
is de7ned to be the Z-linear map such that
(1) &(1) =  ◦ ;
(2) &(t) = idB −  ◦ ;
(3) &(tk) = k ◦ L k for k ≥ 2.
Notice that IB⊗k is (k − 1)-connected, that is, IB⊗kj = 0 for j¡k. It follows that
k L 
k |Bj = 0
for j¡k. Thus the representation map & is well de7ned.
2.2. The Barr–Gerstenhaber–Schack idempotents
Now we assume that A is of characteristic 0. In this case, the representation map & :
Z[[t]]→ ChainA(B; B) extends uniquely to a Q-linear map ' : Q[[t]]→ ChainA(B; B).
Denition 2.2. Let log(1 + t) =
∑∞
j=1(−1) j−1tj=j be the usual logarithm series in
Q[[t]]. Let B be a connected di&erential graded A-module. If A is of characteristic 0,
the endomorphism of di&erential graded A-modules e(n) : B → B is de7ned by
e(n) =
'((log(1 + t))n)
n!
for n ≥ 0. The di&erential graded A-module L(n)B is de7ned by the colimit
L(n)B= colime(n) B
for n ≥ 0.
Remark 2.3. The maps e(n) have been de7ned in [10] to give the Hodge decomposi-
tion. The de7nition above, by using logarithm functions, was given in [17]. One can
show that these de7nitions agree for Hochschild complexes.
Denition 2.4. The composition product on Q[[t]] is a Q-bilinear operation such that
(1 + t)k ◦ (1 + t)k′ = (1 + t)kk′
for any positive integers k; k ′.
Recall that a diagram over di&erential graded A-modules is a functor from a small
category to the category of di&erential graded A-modules. Let X be a di&erential graded
A-module. Then we can consider X as a diagram consisting of one object and the
identity morphism. Let {X*} be a diagram over di&erential graded A-modules. Recall
that a homotopy colimit of {X*} is a di&erential graded A-module X with a morphism
f : {X*} → X in the homotopy category of di&erential graded A-modules such that the
induced map f∗ : colim* H∗(X*)→ H∗(X ) is an isomorphism. Notice that a homotopy
colimit is unique up to homotopy if it exists. Homotopy colimits are tools for studying
the homotopy category of di&erential graded A-modules.
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A homotopy colimit is di&erent from a colimit in general. But the direct limit, that
is, the colimit of a direct system, of di&erential graded modules is a homotopy colimit
of the direct system:
Let {X*} be a direct system over di&erential graded A-modules. Then colim* X* is a
homotopy colimit of {X*} because the canonical map colim* H∗(X*)→ H∗(colim* X*)
is an isomorphism. In particular, let X be a di&erential graded A-module and let f :
X → X be an endomorphism of di&erential graded A-modules. Then colimf X is a
homotopy colimit.
Theorem 2.5. For any connected homotopy bi-algebra B over an algebra A of charac-
teristic 0; there is a (functorial) homotopy equivalence of di4erential graded A-modules
B 
∞⊕
n=0
L(n)B:
Proof. Recall that the convolution product f ∗ g on ChainA(B; B) is de7ned as the
composite
B
 →B⊗A B f⊗g−→B⊗A B →B
for f; g ∈ ChainA(B; B), see [19]. Let - : ChainA(B; B) → [B; B] be the quotient map.
Since B is homotopy bi-associative, the induced convolution multiplication on [B; B] is
associative. It follows that &(tk) = k ◦ L k is homotopic to &(t)∗k = (idB −  ◦ )∗k for
k ≥ 2. Thus the composite - ◦ & : Q[[t]]→ [B; B] is a morphism of algebras.
By assumption, the comultiplication  : B → B ⊗A B is a morphism of di&erential
graded algebras over A up to homotopy. Thus the composite
B
 k→B⊗k 
k
→B  
k′
→ B⊗k′ 
k′
→B
is homotopic to the composite
B
 kk
′
→ B⊗kk′ 
kk′
→ B;
where  k is the k-fold comultiplication, which is well de7ned up to homotopy.
It follows that the composite - ◦ & : Q[[t]] → [B; B] preserves the composition
products (see De7nition 2.4), that is
&(* ◦ .)  &(*) ◦ &(.)
for *; . ∈ Q[[t]].
Note that the following equations hold in Q[[t]]:
(1) 1 + t =
∑∞
n=0(log(1 + t))
n=n!;
(2) ((log(1+ t))i=i!) ◦ ((log(1+ t))j=j!) = /ij(log(1+ t))i=i!, where /ij =0 if i 	= j and
1 if i = j,
see [17, Proposition 4:5:3]. Thus, we have
(1) idB 
∑∞
n=0 e
(n), and
(2) e(i) ◦ e(j)  /ije(i).
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Since the direct limit colime(n) B is a homotopy colimit of the sequence
B e
(n)
→B e
(n)
→B → · · · ;
we have
B 
∞⊕
n=0
colime(n) B;
which is the assertion.
By inspecting the proof, we have
Theorem 2.6. Let B be a connected bi-associative di4erential graded bi-algebra over
A. Suppose that A is of characteristic 0. Then there is a ( functorial) isomorphism
of di4erential graded A-modules
B ∼=
∞⊕
n=0
L(n)B:
Corollary 2.7. Let B be a connected homotopy bi-algebra over A and let M be an
A-module. Suppose that A is of characteristic 0. Then there are ( functorial) isomor-
phisms
H∗(B⊗A M) ∼=
∞⊕
n=0
H∗(L(n)B⊗A M);
H∗(HomA(B;M)) ∼=
∞⊕
n=0
H∗(Hom(L(n)B;M)):
Corollary 2.8 (Gerstenhaber–Schack). Let A be a commutative algebra and let M
be an A-module. Suppose that A is of characteristic 0. Then there are ( functorial)
isomorphisms of A-modules
HH∗(A;M) ∼=
∞⊕
n=0
H∗(L(n)(B∗(A))⊗A M)
and
HH∗(A;M) ∼=
∞⊕
n=0
H∗(HomA(L(n)(B∗(A)); M)):
2.3. The functor L(n) for commutative di4erential graded Hopf algebras
Let B be a connected commutative bi-associative di&erential graded bi-algebra over
A. Let IB=Ker( : B → A) be the augmentation ideal. Then we have a 7ltration
· · · ⊆ I nB⊆ I n−1B⊆ · · ·⊆ IB⊆ I 0B= B;
where I nB= (IB)n is the n-fold product of the A-ideal IB.
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Lemma 2.9. Let B be a connected commutative bi-associative di4erential graded
bi-algebra over A and let & : Z[[t]] → ChainA(B; B) be the representation map. Let
xj ∈ IB for 1 ≤ j ≤ n. Then
(1) &(f(t))(I nB)⊆ I nB for each n ≥ 1 and any f(t) ∈ Z[[t]]; that is &(f(t)) preserves
the augmentation ideal =ltration;(2)
&(tm)(x1x2 · · · xn) =
m∑
i=0
(−1)i
(
m
i
)
(m− i)nx1x2 · · · xn + *
for m ≥ 1 and xj ∈ B; where * ∈ I n+1.
Proof. Let s = t + 1. Then &(s) = idB and &(sk) = id
∗k
B for each k ≥ 0. Since B is
commutative, the map &(sk)=id∗kB is a morphism of algebras. Thus &(s
k) preserves the
augmentation idea 7ltration for each k and so &(f(t)) preserves the augmentation ideal
7ltration for any f(t), which is assertion (1). Since &(sk)(x) = id∗kB (x) ≡ kxmod I 2B
for any x ∈ IB, we have
&(sk)(x1x2 · · · xn) = &(sk)(x1)&(sk)(x2) · · · &(sk)(xn)
= (kx1 + *1)(kx2 + *2) · · · (kxn + *n) = knx1x2 · · · xn + *
for some *j ∈ I 2B and some * ∈ I n+1B.
Thus,
&(tm)(x1x2 · · · xn) = &((s− 1)m)(x1x2 · · · xm) =
m∑
i=0
(−1)i
(
m
i
)
sm−i(x1x2 · · · xn)
=
m∑
i=0
(−1)i
(
m
i
)
(m− i)nx1x2 · · · xn + *
for some * ∈ I n+1B, which is assertion (2).
Theorem 2.10. Let B be a connected commutative bi-associative di4erential graded
bi-algebra over A. Suppose that A is of characteristic 0. Then there is a ( functorial)
isomorphism of di4erential graded A-modules
L(n)B ∼= I nB=In+1B
for each n ≥ 0.
Proof. To show that I nB=
∑∞
j=n e
(j)(B) for each n ≥ 1, notice that ∑∞j=n e(j)(B)⊆ I nB
for each n ≥ 1. It suOces to show that the inclusion ∑∞j=n e(j)(B) ,→ I nB is an
epimorphism. Notice that (I kB)j = 0 for j¡k. It suOces to show the composite
e(k)(B) ,→ I kB I kB=I k+1B
is an epimorphism for each k ≥ 1.
By Lemma 2.9, the map e(k) : B → B preserves the augmentation ideal 7ltration.
Let Le (k) : I kB=I k+1B → I kB=I k+1B be the map induced by e(k) : I kB → I kB. Since
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&(ts)(B)⊆ I sB for each s ≥ 1, we have
Le (k) =
L&(tk)
k!
: I kB=I k+1B → I kB=I k+1B;
where L&(tk) is induced by &(tk). By assertion (2) of Lemma 2.9, we have
Le (k) : I kB=I k+1B → I kB=I k+1B
is an isomorphism for each k ≥ 1. It follows that the composite
e(k)(B) ,→ I kB I kB=I k+1B
is an epimorphism for each k ≥ 1. The assertion follows.
Remarks 2.11. (1) If A is of characteristic 0, the di&erential graded A-module IB=I 2B=
Q(B) is a di&erential graded Lie coalgebra. These have been studied in [27] and others.
If A is of 7nite characteristic, then Q(B) is a restricted di&erential graded Lie coalgebra.
(2) If A is of characteristic 0, then I nB=In+1B is the (graded) symmetric product of
Q(B), see [19].
(3) If B is the cyclic bar complex of A, then Q(B) is the Harrison complex, see
[14,27]. In the case that A is of characteristic 0, the Harrison complex is the same as
the AndRe–Quillen complex.
(4) In [26], Ronco gave a combinatorial proof that the di&erential graded A-module
LnB = e(n)B is isomorphic to I nB=In+1B when B is the cyclic bar complex of A. Our
proof here seems simpler and the statement holds for general commutative di&erential
grade bi-algebras.
Corollary 2.12. Let B be a connected commutative bi-associative di4erential graded
bi-algebra over A. Suppose that A is of characteristic 0. Then the spectral sequence
of the A-augmentation ideal =ltration of B is degenerate: E1 = E∞.
Remark 2.13. Notice that the fundamental spectral sequence in [25] is the same as the
spectral sequence induced by the augmentation ideal, see [27]. It was (7rst) shown by
Quillen [25] that this spectral sequence is degenerate if A is of characteristic 0 and if
B is the cyclic bar complex of A. This corollary extends Quillen’s theorem to general
commutative di&erential graded bi-algebras.
2.4. The functor L(n) for cocommutative di4erential graded Hopf algebras
Let B be a bi-associative cocommutative di&erential graded Hopf algebra over A.
For any coassociative coalgebra, the primitive 7ltration {P(r)B} is de7ned by
P(r)B=Ker( L 
r
: IB → IB⊗k);
where L 
k
is the k-fold reduced comultiplication. One can show that this 7ltration is the
same as the usual primitive 7ltration given in [19]. In this de7nition, we do not need
algebra structure. Now note that the power map id∗kB : B → B is a map of coalgebras
and so it preserves the primitive 7ltration for each k ≥ 0. By using arguments similar
to those in the proof of Theorem 2.10, we have
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Theorem 2.14. Let B be a connected bi-associative cocommutative di4erential graded
bi-algebra over A. Suppose that A is of characteristic 0. Then there is a (functorial)
isomorphism of di4erential graded A-modules
L(n)B ∼= P(n)B=P(n−1)B
for each n ≥ 1.
Let B be a connected homotopy bi-associative and homotopy cocommutative dif-
ferential graded bi-algebra over A. Then H∗(B) is a connected cocommutative Hopf
algebra over A. By the construction of the functor L(n), we have
H∗(L(n)B) ∼= L(n)H∗(B)
if A is of characteristic 0 and so we have
Corollary 2.15. Let B be a connected homotopy bi-associative and homotopy cocom-
mutative di4erential graded bi-algebra over A. Suppose that A is of characteristic 0.
Then there is a natural isomorphism
H∗(L(n)B) ∼= P(n)H∗(B)=P(n−1)H∗(B):
By using the Adams–Hilton Model [1], this gives the Hodge decomposition of the
chains of rational loop spaces. Corollary 2.15 gives the homology of the factors.
The Hodge decomposition is not a “coalgebra decomposition” and so it does not
directly give space decompositions of rational loop spaces. But it gives a natural
decomposition of the suspensions of rational loop spaces. Theorem 9 in [2] gives
a relation between the decompositions of the loop spaces and the decompositions of
the suspension of the loop spaces.
2.5. The =nite characteristic case
Let A be a commutative algebra and let B be a connected bi-associative commutative
di&erential graded bi-algebra over A. If A is of characteristic p¿ 0, then the Hodge
decomposition holds partially.
Proposition 2.16. Let A be a commutative algebra and let B be a connected
bi-associative commutative di4erential graded bi-algebra over A. Let p be an odd
prime. Suppose that A is a Z(p)-module; that is k :A → A is an isomorphism for each
positive integer k with k 	≡ 0 modp. Then there is a ( functorial) decomposition
I nB=In+p−1B ∼=
p−2⊕
j=o
I n+jB=I n+j+1B
as di4erential graded A-modules for each n ≥ 1.
Proof. It suOces to show that the quotient map - : I nB=In+kB → I nB=In+1B has a
cross-section of di&erential graded A-modules for any n ≥ 1 and 1 ≤ k ≤ p− 1.
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Let sq = id∗q :B → B be the qth power of the identity map under the convolution
product. By the proof of Lemma 2.9, we have
sq(x1x2 · · · xm) = qmx1x2 · · · xm modulo Im+1
for xj ∈ IB. Recall that the multiplicative group of the 7eld Z=pZ is cyclic. Let q0 be
an integer such that qi0 	≡ 1modp for 1 ≤ i ≤ p− 2 and let
= (sq0 − qn+k−10 ) ◦ (sq0 − qn+k−20 ) ◦ · · · ◦ (sq0 − qn+10 ) : I nB=In+kB → I nB=In+kB:
First we show that |I n+1B=In+kB=0. Let xj ∈ IB for 1 ≤ j ≤ n+1. Then sq0 (x1x2 · · · xn+1)=
qn+10 x1x2 · · · xn+1 modulo I n+2. Thus,
(sq0 − qn+10 )(x1x2 · · · xn+1) ∈ I n+2B
for any xj ∈ IB and n ≥ 1. It follows that
(x1x2 · · · xn+1) ∈ I n+kB
for any xj ∈ IB. Thus |I n+1B=In+kB = 0 and so the map  : I nB=In+kB → I nB=In+kB
factors through I nB=In+1B. Let L : I nB=In+1B → I nB=In+kB be the resulting map.
Note that
- ◦ (x1x2 · · · xn) = (qn0 − qn+k−10 )(qn0 − qn+k−20 ) · · · (qn0 − qn+10 )(x1x2 · · · xn)
= (−1)k−1q(k−1)n(q− 1)(q2 − 1) · · · (qk−2 − 1)
modulo I n+1B. Thus the composite - ◦ L : I nB=In+1B → I nB=In+1B is an isomorphism.
The assertion follows.
3. The A-augmentation ideal spectral sequence
Convention: In this section A will refer to a commutative algebra over the ground
ring R such that A is Wat as an R-module.
3.1. The A-augmentation ideal =ltration
Let sA be the suspension of A, more precisely, sA is a graded R-module with (sA)1=A
and (sA)j=0 for j 	= 1. Let A=idA⊗T (sA) :B∗(A)→ A be the A-augmentation map and
let IA be the kernel of A. Notice that A is a map of di&erential graded A-algebras. Thus
IA is a di&erential graded A-ideal of B∗(A) and so there is a 7ltration of di&erential
graded A-modules
· · · ⊆ I nA ⊆ I n−1A ⊆ · · ·⊆ IA⊆ I 0A =B∗(A);
where I nA is the n-fold (shuNe) product of the A-ideal IA.
Let M be a symmetric A-bimodule. Notice that I nA is a free A-module. Then we have
a decreasing 7ltration of di&erential graded A-modules
· · · ⊆ I nA ⊗A M ⊆ I n−1A ⊗A M ⊆ · · ·⊆ IA ⊗A M ⊆ I 0A ⊗A M =B∗(A)⊗A M
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and an increasing 7ltration of di&erential graded A-modules
HomA(B∗(A); M)→ HomA(IA;M)→ · · · → HomA(I nA;M)→ · · ·
with the associated di&erential bigraded A-modules
E0p;q(A;M) =
∞⊕
n=0
(I nA=I
n+1
A )p+q ⊗A M;
E0(A;M)p;q =
∞⊕
n=0
HomA((I nA=I
n+1
A )
p+q;M):
These 7ltrations induce the spectral sequences {Er∗;∗(A;M)} and {E∗;∗r (A;M)} with
E1p;q(A;M) = Hp+q(I
p
A =I
p+1
A ⊗A M);
Ep;q1 (A;M) = H
p+q(HomA(I
p
A =I
p+1
A ;M)):
These spectral sequences are called the A-augmentation ideal spectral sequences
for the Hochschild (co)homology [6,18,20,21,28]. One may also call these spectral
sequences the fundamental spectral sequences as they play the same role as Quillen’s
fundamental spectral sequence [25], although the 7ltration here is somewhat di&erent
from Quillen’s cotangent complex 7ltration. In the rational case, this spectral sequence
is the same as Quillen’s fundamental spectral sequence [26]. In the modular case, this
spectral sequence is di&erent from Quillen’s spectral sequence because we will see
that the E1-terms are given by the Harrison homology instead of the AndrRe–Quillen
homology. A basic property of the A-augmentation ideal spectral sequence is as follows.
Proposition 3.1. Let A be a commutative algebra and let M be a symmetric
A-bimodule. Let {Er∗;∗(A;M)} and {E∗;∗r (A;M)} be the A-augmentation ideal spectral
sequences. Then
(1) {Er∗;∗(A;M)} and {E∗;∗r (A;M)} are =rst quadrant spectral sequences; that is
Erp;q(A;M) = E
p;q
r (A;M) = 0 if p¡ 0 or q¡ 0; with di4erentials
dr :Erp;q(A;M)→ Erp+r;q+r−1(A;M);
dr :Ep;qr (A;M)→ Ep−r;q+r+1r (A;M)
for r ≥ 0.
(2) {Er∗;∗(A;M)} converges to the Hochschild homology H∗(A;M) and {E∗;∗r (A;M)}
converges to the Hochschild cohomology H∗(A;M).
(3) {Er∗;∗(A; A)} is an algebraic spectral sequence over A and {Er∗;∗(A;M)} is an
{Er∗;∗(A; A)}-module spectral sequence.
(4) {E∗;∗r (A; A)} is an algebraic spectral sequence over A and {E∗;∗r (A;M)} is an
{E∗;∗r (A; A)}-module spectral sequence.
Proof. Assertions (1) and (2) follow from the fact that I nA is (n − 1)-connected.
Assertion (3) follows from the fact that the augmentation ideal 7ltration {I nA} is a
multiplicative 7ltration.
J. Wu et al. / Journal of Pure and Applied Algebra 162 (2001) 103–125 117
Recall that the shuNe comultiplication  :B∗(A) → B∗(A)⊗A B∗(A) preserves the
augmentation ideal 7ltration. Thus the 7ltration
HomA(B∗(A); A)→ HomA(IA; A)→ · · · → HomA(I nA; A)→ · · ·
is multiplicative with respect to the cup product. Assertion (4) follows.
Remark 3.2.
(1) Assertion (4) gives a certain explanation as to why the cup product on
H∗;∗(A; A) = E∗;∗∞ (A; A)
is di&erent from that on HH∗(A; A). The Hodge decomposition of H∗;∗(A; A) fol-
lows from a multiplicative 7ltration on HH∗(A; A). The multiplication on the re-
sulting algebra GrHH∗(A; A) is di&erent from that on HH∗(A; A) in general. How-
ever, the 7ltration {⊕nj=0 Hj;∗(A; A)} is multiplicative and the “error” terms for
the cup products are given by elements with lower 7ltration length. Thus, the cup
product respects the Hodge 7ltration but not the Hodge decomposition. This was
conjectured in [11] and a combinatorial proof was given in [5].
(2) The augmentation ideal spectral sequence has been discussed in [6,18,20,21].
(3) For assertion (3), if the ground ring R is a 7eld and the comultiplication  :B∗(A)
→B∗(A)⊗AB∗(A) can factor through B∗(A)⊗RB∗(A), then the spectral sequence
{Er∗;∗(A; A)} is a bi-algebra spectral sequence.
(4) For assertion (4), if the ground ring R is a 7eld, A is of 7nite dimension and the
comultiplication ∗ : HomA(B∗(A); A) → HomA(B∗(A); A) ⊗A HomA(B∗(A)) can
factor through HomA(B∗(A); A) ⊗R HomA(B∗(A); A), then the spectral sequence
{E∗;∗r (A; A)} is a bi-algebra spectral sequence. If A is of in7nite dimension, then
HomA(B∗(A); A) is NOT a coalgebra. On the other hand, if H∗(HomA(B∗(A); A))
is of 7nite type, then one can show that HomA(B∗(A); A) is a homotopy bi-algebra.
3.2. E1(A;M) and E1(A;M)
If the ground ring R is torsion-free or R contains the prime 7eld Fp ∼= Z=pZ, we are
going to give a description of E1(A;M) and E1(A;M) in terms of Harrison homology.
Let V be a graded R-module. Let 6(V ) be the free (graded) commutative algebra
generated by V . Let A be a commutative algebra and let {I nA} be the A-augmentation
ideal 7ltration of B∗(A). Let coL(sA)=Q(T (sA)) be the set of indecomposable elements
of the shuNe algebra of T (sA). Then Q(B∗(A)) = IA=I 2A ∼= A ⊗ coL(sA). Now we
construct a di&erential grade algebra E(A) as follows:
(1) if R is torsion free, let E(A) = A ⊗ 6(coL(sA)) be the free commutative algebra
over A generated by Q(B∗(A)) ∼= A⊗ coL(sA);
(2) if R contains the prime 7eld Fp with p¿ 2, let E(A) be the quotient A-algebra of
A⊗ 6(coL(sA)) modulo the ideal generated by xp for x ∈ coL(sA)even;
(3) if R contains the prime 7eld F2, let E(A) be the quotient A-algebra of A ⊗
6(coL(sA)) modulo the ideal generated by x2 for x ∈ coL(sA);
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with a (unique) di&erential @ such that @ is an extension as a derivation of the di&er-
ential in Q(B∗(A)) = A⊗ coL(sA): Thus E(A) is a di&erential graded algebra, that is,
@ is a derivation.
Remark 3.3. If R is torsion free, then coL(sA) is a graded Lie coalgebra, see [14,27]. If
R⊇ Fp, then coL(sA) is a graded co-restricted Lie coalgebra, that is with a corestriction
map &p [19].
Recall that E(A) has a (unique) canonical comultiplication such that E(A) is a
di&erential graded primitively generated commutative and cocommutative bi-algebra
over A. Let En;q(A) be the A-submodule of E(A) generated by x1x2 · · · xn for xj ∈
Q(B∗(A))kj with |k1| + |k2| + · · · + |kn| = q. Then En;∗ is a di&erential graded sub
A-module of E(A) and this makes E(A) a di&erential bi-graded bi-algebra over A. Since
the shuNe comultiplication  :B∗(A) → B∗(A) ⊗A B∗(A) preserves the augmentation
ideal 7ltration, E0∗;∗(A; A)=
⊕∞
n=0 I
n
A=I
n+1
A is a di&erential bi-graded bi-algebra over A.
Proposition 3.4 (Milnor and Moore [19, Poincare–Berkho&–Witt Theorem]). Suppose
that R is torsion free or R⊇ Fp and A is projective as an R-module. Let {I nA} be the
A-augmentation ideal =ltration of B∗(A). Then there is an isomorphism of di4erential
graded A-bi-algebras
' :E(A)→
∞⊕
n=0
I nA=I
n+1
A :
Remark 3.5. If R is a general commutative ring with identity, the structure of E0(A; A)=⊕∞
n=0 I
n
A=I
n+1
A may depend on the zero divisors in R. For instance, if R=Z=prZ and A is
free as an R-module, then E0∗;∗(A; A) is the quotient algebra of the free graded commu-
tative algebra generated by IA=I 2A modulo the ideal generated by p
r−1xp; pr−2xp
2
; : : : ; xp
r
for x ∈ (IA=I 2A)even if p¿ 2 and modulo the ideal generated by 2r−1x2; 2r−2x2; : : : ; x2
r
for x ∈ (IA=I 2A) if p= 2.
Corollary 3.6. Let A be a commutative algebra and let q : IA → Q(B∗(A)) = IA=I 2A
be the quotient map of di4erential graded A-modules. Suppose that there is a map
of di4erential graded A-modules s : IA=I 2A → IA such that q ◦ s : IA=I 2A → IA=I 2A is an
isomorphism of di4erential graded A-modules. Then the A-augmentation ideal spectral
sequences {Er∗;∗(A;M)} and {E∗;∗r (A;M)} are degenerate from E1 for any symmetric
A-module M and there is a decreasing =ltration on H∗(A;M) and an increasing
=ltration on H∗(A;M) such that there are isomorphisms of R-bimodules
Gr(H∗(A;M)) ∼= H∗(E(A)⊗A M);
Gr(H∗(A;M) ∼= H∗(HomA(E(A); M)):
Proof. The map of di&erential graded A-modules s : IA=I 2A → IA⊆B∗(A) induces a
(unique) map of commutative di&erential graded algebras over A
s˜ :E(A)→ B∗(A)
such that s˜|IA=I2A = s, where En(A) =
⊕
s+t=n Es; t(A).
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Let {E˜r∗;∗(A;M)} and {E˜
∗;∗
r (A;M)} be the associated A-augmentation ideal spectral
sequences of the A-augmentation ideal 7ltration of E(A) applied to E(A) ⊗A M and
HomA(E(A); M), respectively. Then the map s˜ :E(A) → B∗(A) induces morphisms of
spectral sequences
Er(s˜) : E˜
r
∗;∗(A;M)→ Er∗;∗(A;M);
Er(s˜) :E∗;∗r (A;M)→ E˜
∗;∗
r (A;M):
Note that
E0(s˜) = 6(p)(q ◦ s)⊗A M :E(A)⊗A M → E(A)⊗A M;
E0(s˜) = HomA(6(p)(q ◦ s); M) : HomA(E(A); M)→ HomA(E(A); M)
are isomorphisms. Thus Er(s) and Er(s) are isomorphisms for r ≥ 1. Clearly, the
spectral sequences E˜
r
∗;∗(A;M) and E˜
∗;∗
r (A;M) are degenerate. The assertion follows.
Recall that Harrison homology is de7ned by
Har∗(A;M) = H∗(IB∗(A)=I 2B∗(A)⊗A M);
Har∗(A;M) = H∗(HomA(IB∗(A)=I 2B∗(A); M))
for any A-module M , where I 2 is the space of shuNe decomposables. Thus we have
Proposition 3.7. LetA be a commutative algebra and letMbe a symmetric A-bimodule.
Let {Er∗;∗(A;M)} and {E∗;∗r (A;M)} be the A-augmentation ideal spectral sequences.
Then E11;∗(A;M) and E
1;∗
1 (A;M) are given by the Harrison homology and cohomology:
E11;∗(A;M) ∼= Har∗+1(A;M);
E1;∗1 (A;M) ∼= Har∗+1(A;M):
Furthermore; there are commutative diagrams
Remark 3.8. If R is of characteristic 0, then the Harrison homology is the same as the
AndrRe–Quillen homology, see [17,26,27]. For n¿ 1, if R is of characteristic 0, then
E1n;∗(A;M) and E
n;∗
1 (A;M) are the AndrRe–Quillen homology D
(n)
∗ (A;M) and cohomol-
ogy D∗(n)(A;M), see [26].
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Let "1A=R be the set of KPaher di&erentials of A over R and let "
∗
A=R be the (skew
commutative) exterior algebra generated by "1A=R, where if R is of characteristic 2,
the exterior algebra means that x2 = 0 for x ∈ "1A=R. Then "∗A=R has a canonical co-
multiplication such that "∗A=R is a primitively generated Hopf algebra. The bottom line⊕∞
n=0 E
1
n;0(A;M) can be described by using De Rham di&erential forms as follows.
Note that the comultiplication on E0∗;∗(A; A) induces a comultiplication on the bottom
line
⊕∞
n=0 E
0
n;0(A;M) and so on
⊕∞
n=0 E
1
n;0(A;M) which is the quotient of
⊕∞
n=0 E
0
n;0
(A;M) modulo the boundaries.
Proposition 3.9. There is an isomorphism of graded Hopf algebras over A
∞⊕
n=0
E1n;0(A; A) ∼= "∗A=R:
Proof. Recall that
⊕∞
n=0 E
0
n;0 is generated by E
0
1;0 = A⊗ sA and is in the bottom line
of the spectral sequence. Thus
⊕∞
n=0 E
1
n;0 is the quotient algebra of
⊕∞
n=0 E
0
n;0 modulo
the two sided A-ideal generated by
@([a1|a2]) = a1[a2]− [a1a2] + a2[a1]
for a1; a2 ∈ sA. The assertion follows from the de7nition of the De Rham di&erential
forms "∗A=R [17].
Corollary 3.10. If A is generated as an algebra by fewer than n elements; then
Erp;0(A; A) = 0 for p ≥ n and r ≥ 1.
When R is of characteristic 0, this was given in [10].
3.3. Di4erentials in the augmentation ideal spectral sequences
The representation map & :Z[[t]] → B∗(A) introduced in Section 2 can give some
information on higher di&erentials in the augmentation ideal spectral sequences.
Theorem 3.11. Let R be a commutative ring with identity and let A be a commutative
algebra over R. Let Er(A;M) be the augmentation ideal spectral sequence with r ≥ 1.
Suppose that there exists a prime integer p such that
(1) if n 	≡ 0modp; then the map n :Er(A;M) → Er(A;M) is a monomorphism;
(2) r 	≡ 0mod (p− 1).
Then the di4erential dr :Er(A;M) → Er(A;M) is zero. Similarly; if conditions (1)
and (2) hold for Er(A;M); then dr :Er(A;M) → Er(A;M) is zero.
Proof. Let sk = id∗k :B∗(A) → B∗(A) be the k-fold self-convolution product of the
identity map. Then the map sk preserves the augmentation ideal 7ltration and so we
have a morphism of spectral sequences
sk∗ :E
r
∗;∗(A;M) → Er∗;∗(A;M):
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Since sk(x1x2 · · · xn) ≡ knx1x2 · · · xn modulo I n+1A ⊗A M for xj ∈ IB∗(A), we have
sk∗ = k
n :Ern;∗(A;M) → Ern;∗(A;M)
for each n ≥ 1.
Now let k be an integer such that k is a generator for the multiplicative group of
Z=pZ. Let x ∈ Ern;q(A;M). Since sr∗ commutes with the di&erential dr and dr(x) ∈
Ern+r;q−r−1, we have
sk∗(d
r(x)) = kn+rdr(x) = dr(sk∗(x)) = d
r(knx) = kndr(x)
and so
kn(kr − 1)dr(x) = (kn+r − kn)dr(x) = 0:
Now for r 	≡ 0mod (p− 1), we have kr 	≡ 1modp and so kn(kr − 1) 	≡ 0modp. By
condition (1), the map kn(kr − 1) :Er(A;M) → Er(A;M) is a monomorphism. Thus
dr(x) = 0 and the assertion follows.
Let us de7ne, for each n¿ 1, the higher Harrison homology and cohomology as
follows:
Har(n)∗ (A;M) = H∗(I
n
A=I
n+1
A ⊗A M);
Har∗(n)(A;M) = H∗(HomA(I
n
A=I
n+1
A ;M)):
We also write Har(1)∗ (A;M) and Har
∗
(1)(A;M) for Har∗(A;M) and Har
∗(A;M), respec-
tively.
Corollary 3.12. If the (higher) Harrison homology Har(n)∗ (A;M) is torsion free for
each n ≥ 1; then the A-augmentation ideal spectral sequence for the Hochschild
homology HH∗(A;M) is degenerate and HH∗(A;M) is torsion free. Similarly; if the
(higher) Harrison cohomology Har∗(n)(A;M) is torsion free for each n ≥ 1; then the
A-augmentation ideal spectral sequence for the Hochschild cohomology HH∗(A;M)
is degenerate and HH∗(A;M) is torsion free.
This should be considered as a generalization of Quillen’s degeneracy theorem for
the fundamental spectral sequence.
Corollary 3.13. Suppose that the ground ring R is a Z(p)-module (for example R
contains the prime =eld Fp); then the only possible non-trivial di4erentials in the
augmentation ideal spectral sequences {Er(A;M)} and {Er(A;M)} are dk(p−1) for
k ≥ 1.
This theorem is a modi7cation of that on the di&erentials in the Eilenberg–Moore
spectral sequences [15,20,21,28].
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4. Gerstenhaber brackets on {Er(A; A)}
In this section, the ground ring is a 7eld k. Let A be a commutative algebra and
{I nA} be the A-augmentation ideal 7ltration of B∗(A). Since I nA is a free A-module and
(n− 1)-connected for each n, there a 7ltration
A ,→ HomA(B∗(A)=I 2A; A) ,→ · · · ,→ HomA(B∗(A)=I nA; A) ,→ · · · (1)
with HomA(B∗(A); A) = colimn HomA(B∗(A)=IA; A). The spectral sequence induced by
this 7ltration is the same as that in Section 3. In this section, we show that this 7ltration
is a multiplicative 7ltration with respect to cup products and Gerstenhaber brackets.
This gives an alternate proof of the Gerstenhaber–Shack conjectures on the Hodge
decompositions when k is of characteristic zero. If k is non-zero characteristic, this
shows that the A-augmentation ideal spectral sequence for H∗(A; A) is a Gerstenhaber
algebra spectral sequence over A.
Now, we are going to show that 7ltration (1) is multiplicative with respect to the
Gerstenhaber brackets. More precisely, we need to show that the image of the Ger-
stenhaber bracket
[−;−] : HomA(B∗(A)=I nA; A)⊗A HomA(B∗(A)=ImA ; A)→ HomA(B∗(A); A)
is contained in HomA(B∗(A)=I n+m−1A ; A).
We use the identi7cation that HomA(B∗(A); A) =Hom(T (sA); A). Let I n(sA) denote
the n-fold product of the augmentation ideal IT (sA) under the shuNe multiplication.
Observe that
HomA(B∗(A)=I nA; A) = Hom(T (sA)=I
n(sA); A)
under this identi7cation. Let f ∈ Hom(T (sA); A)m = Hom((sA)⊗m; A) = Hom(A⊗n; A)
and g ∈ Hom(T (sA); A)n be cochains in Hom(T (sA); A). Recall that the Gerstenhaber
composition f L◦ g and bracket [f; g] in Hom(T (sA); A)m+n−1 are de7ned by
f L◦ g(a1 ⊗ · · · ⊗ am+n−1)
=
m∑
i=1
(−1)(i−1)(n−1)f(a1⊗ · · ·⊗ai−1⊗g(ai⊗ · · ·⊗ai+n−1)⊗ai+n · · · ⊗am+n−1);
[f; g] = f L◦ g− (−1)(m−1)(n−1)g L◦f
for a1 ⊗ · · · ⊗ am+n−1 ∈ Tm+n−1(sA) = A⊗m+n−1, see [9].
Remark 4.1. Note that the set of n-cochains HomA(B∗(A); A)n is isomorphic to the
set of coderivations of degree 1− n of B∗(A) for n ≥ 1. Under this identi7cation, the
Gerstenhaber bracket is the (graded) commutator of coderivations [29].
Theorem 4.2. The =ltration
A ,→ HomA(B∗(A)=I 2A; A) ,→ · · · ,→ HomA(B∗(A)=I nA; A) ,→ · · ·
is a multiplicative =ltration with respect to the Gerstenhaber bracket [−;−].
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Proof. Let V be a graded k-module with Vj = 0 for j 	= 1. Let f :Tp(V ) → V and
g :Tq(V )→ V be k-linear maps such that f|I n+1(V ) = 0 and g|Im+1(V ) = 0. We show that
[f; g]|I n+m(V ) = 0. The assertion will follow from this statement by taking V = A. By
taking colimits, we may assume that V is a 7nitely dimensional k-module. Let W =V ∗
be the dual space and let f∗ :W → Tp(W ) and g∗ :W → Tq(W ) be the dual of f and
g respectively. Let Dg∗ :T (W ) → T (W ) be the derivation of degree |D|= |g|= q − 1
such that Dg∗ |W = g∗. More precisely,
Dg∗(x1 · · · xn) =
n∑
i=1
(−1)(i−1)(q−1)x1 · · · xi−1g∗(xi)xi+1 · · · xn:
Then the composite Dg∗ ◦f∗ :W → T (W ) is the dual of the Gerstenhaber composition
f L◦ g. Since Dg∗ is a derivation, we have
Dg∗([[x1; x2]; : : : ; xn]) =
n∑
i=1
(−1)(i−1)(q−1)[[x1; x2]; : : : ; xi−1; g∗(xi); xi+1; : : : ; xn]
(2)
for xj ∈ W , where [[x1; x2]; : : : ; xn] is the (n−1)-fold iterated commutator in the tensor
algebra T (V ). If k is of characteristic p, then
Dg∗(*p) = [[Dg∗(*); *]; : : : ; *] (3)
for * ∈ T (W ). Let * ∈ T (W ). We write lP(*) for the primitive length of *, that is, the
minimal length of * in the primitive 7ltration of the tensor algebra T (W ). By assuming
that f|I n+1 = 0 and g|Im+1 = 0, we have
lP(f∗(x)) ≤ n;
lP(g∗(x)) ≤ m
for any x ∈ W . Recall that the set of primitive elements of the tensor algebra T (W )
is a free (restricted) Lie algebra. By Eqs. (2) and (3), we have
lP(Dg∗(*)) ≤ m
if * is primitive element. Since Dg∗ is a derivation,
lP(Dg∗(f∗(x)) ≤ n+ m− 1
for any x ∈ V . Thus Dg∗ ◦ f∗(x) has a primitive length less than equal to n+ m− 1
and so
f L◦ g|I n+m = (Dg∗ ◦ f∗)∗|I n+m = 0:
Similarly, we have g L◦f|I n+m = 0 and the assertion follows.
Corollary 4.3. The augmentation ideal spectral sequence {E∗;∗r (A; A)} is a spectral
sequence of Gerstenhaber algebras. More precisely; there are Gerstenhaber brackets
[−;−] :Ep;qr (A; A)⊗ Ep
′ ; q′
r (A; A)→ Ep+p
′−1; q+q′
r (A; A)
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which are induced by the usual Gerstenhaber brackets on HomA(B∗(A); A) such that
{E∗;∗r (A; A)} is a bi-graded Gerstenhaber algebra under these brackets and the canon-
ical multiplication on {Er(A; A)} induced by the cup product on HomA(B∗(A); A). In
particular; the sub-modules
⊕∞
n=1 E
1; n
r and
⊕∞
n=0 E
n;0
r are closed under the Gersten-
haber brackets.
By Proposition, we have
Corollary 4.4. There is an isomorphism of Gerstenhaber algebras over A
∞⊕
n=0
En;01 (A; A) ∼= HomA("∗A=k; A):
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