Abstract. Typical Structure-from-Motion systems spend major computational effort on geometric verification. Geometric verification recovers the epipolar geometry of two views for a moving camera by estimating a fundamental or essential matrix. The essential matrix describes the relative geometry for two views up to an unknown scale. Two-view triangulation or multi-model estimation approaches can reveal the relative geometric configuration of two views, e.g., small or large baseline and forward or sideward motion. Information about the relative configuration is essential for many problems in Structure-from-Motion. However, essential matrix estimation and assessment of the relative geometric configuration are computationally expensive. In this paper, we propose a learning-based approach for efficient two-view geometry classification, leveraging the by-products of feature matching. Our approach can predict whether two views have scene overlap and for overlapping views it can assess the relative geometric configuration. Experiments on several datasets demonstrate the performance of the proposed approach and its utility for Structure-from-Motion.
Introduction
Over the last decade Structure-from-Motion (SfM) systems have seen tremendous evolution in terms of robustness and efficiency [1, 13, 8, 31] . Incremental SfM systems (Fig. 2) typically start with feature extraction and detection (Stage 1), followed by matching (Stage 2) and geometric verification (Stage 3) of successfully matched pairs by the assessment of the relative viewing configuration. The major computational effort is spent on Stages 2 and 3. The incremental reconstruction seeds the model with a carefully selected initial two-view reconstruction. Next, the procedure incrementally registers new cameras from 2D-3D correspondences, triangulates new 3D features, and refines the reconstruction using a non-linear optimization, known as bundle-adjustment (Stage 4). The input to the incremental reconstruction procedure (Stage 4) is typically a graph of relative, pairwise epipolar transformations. Information about the relative geometric configuration, such as small or large baseline and forward or sideward motion, is essential for SfM, since the incremental reconstruction procedure is highly dependent on the order in which cameras are registered. A suitable initial image pair and similarly a suitable next-best-view during the incremental extension depends on the relative viewing geometry, i.e. uncertainty of 3D features and camera parameters. However, assessment of the relative viewing geometry for every overlapping image pair in a dataset is computationally expensive. This paper presents a technique for efficiently recognizing image pairs that work well for incremental SfM -significantly improving efficiency for geometric verification as well as improving reconstruction robustness.
The relative geometric configuration of overlapping image pairs serves as the input to the incremental reconstruction procedure. Geometric verification attempts to estimate the relative viewing geometry for pairs of overlapping images. Usually, the majority of image pairs in large-scale, unordered photocollections do not have scene overlap, and thus rejecting invalid pairs dominates execution time. Determining the relative viewing geometry for large image sets comes at significant computational expense, especially if the overlap between most images is sparse. However, it is a necessary step, as unfavorable initializations or an unfortunate order in camera registrations, e.g., pairs resulting in high camera and/or point uncertainty, can lead to failures in registration and bundle-adjustment due to weak geometry, local minima, degeneracies, etc.
The traditional procedure to assess the two-view geometry in geometric verification comprises fundamental or essential matrix estimation [20] followed by triangulation of 3D points [15] , multi-model estimation strategies like GRIC [29] , or extended RANSAC procedures for model selection such as QDEGSAC [12] . The essential matrix reveals the entire two-view geometry of calibrated cameras up to unknown scale. Triangulation of 3D points, GRIC, or QDEGSAC then determine the properties of the relative viewing geometry, e.g., the amount and direction of viewpoint change. However, while efficient on a per pair basis, these methods are computationally expensive for a large number of image pairs.
In this paper, we design an encoding of image characteristics and build a framework ( Fig. 1) for the efficient recognition of image pairs with scene overlap and prediction of the stability of their two-view geometry, all without explicitly reconstructing the actual camera configuration using essential matrix estimation. The approach is based on the location and orientation properties of putative feature correspondences. In Section 6, we experimentally demonstrate the utility of the proposed framework for a variety of SfM modules, e.g. reducing the set of image pairs for which to perform geometric verification and efficient search for stable initial image pairs in large datasets. [27] proposed a learning-based approach to predict scene overlap based on approximate feature correspondences. However, these techniques still yield a significant amount of image pairs that have no scene overlap, and the set of images contains many redundant viewpoints. Despite the variety of approaches, they all rely on elaborate two-view reconstructions on their potentially reduced set of images in the geometric verification stage. Apart from algorithmic advancements on estimation techniques [20, 23] , only Raguram et al. [25] tried to specifically improve runtime of Stage 3 using an online learning strategy. However, their approach suffers from a significant loss of image registrations.
Complementary to these previous efforts, we propose a new method to further improve the efficiency in SfM by significantly reducing the runtime of the geometric verification module (Stage 3). Our method can detect overlapping image pairs before geometric verification and for overlapping image pairs it can efficiently classify the geometric two-view configuration in terms of the amount of viewpoint change. We achieve this by extending the method of Schönberger et al. [27] who pose the problem of scene overlap detection as a classification task. Similar to their method, we exploit the observation that when images are taken from different viewpoints, corresponding features change in scale, location, and rotation in recognizable patterns. However, instead of approximate correspondences through histogram intersection, we leverage the more reliable feature correspondences from putative matching enabling a less noisy encoding and more accurate prediction. Even though our method builds on the idea of Schönberger et al. [27] , both approaches can be used together as filters for feature matching and geometric verification in the same SfM pipeline.
3 Two-view geometry
Estimation
Traditional techniques to derive the two-view geometry comprise feature matching (Stage 2), followed by robust essential matrix estimation (Stage 3). The essential matrix reveals the relative viewing geometry [15] , but its estimation is computationally expensive [20] due to outliers and non-linearity. RANdom SAmple Consens (RANSAC) [10] or its more efficient variants [6, 7, 24, 23] are usually used for robust estimation. RANSAC can deal with large fractions of outliers, but has exponential computational complexity in the number of model parameters s and the inlier ratio e. To sample at least one outlier-free set of measurements with confidence p, one must run at least
number of iterations. Hence, the complexity quickly rises for small inlier ratios which are commonly encountered in SfM from unordered photo collections [26] (see Section 5). Moreover, RANSAC becomes infinitely expensive for image pairs without overlap since those pairs have no inliers. Hence, traditionally a minimum inlier ratio e min is assumed to set an upper bound for the number of RANSAC iterations. Efficiently detecting image pairs that do not have scene overlap prior to geometric verification can significantly reduce the runtime of Stage 3. The essential matrix reveals the relative transformation between two views up to an unknown scale. To derive more information about the relative viewing geometry, such as the amount of viewpoint change or the type of motion, further processing is necessary. Scene reconstruction enables to determine the amount of viewpoint change through scene analysis such as triangulation angle calculation. Alternatively, decision criterions like GRIC [29] or an extend RANSAC procedure like QDEGSAC [12] can be used to avoid degenerate viewing configurations. These methods are computationally expensive. In this paper, we propose a more efficient method to classify the amount of viewpoint change without explicit reconstruction of the scene.
Uncertainty
In this section, we briefly describe the relevance of the two-view geometry for uncertainty estimation in 3D reconstruction, its relation to the baseline-length and the triangulation angles, and how this affects the search for an initial pair and the order of camera registrations in SfM. Uncertainty of the 3D feature and the camera parameter estimates in bundle-adjustment are determined by five main factors [17, 9, 11, 18] : redundancy, reliability, uncertainty of measurements, viewing geometry, and gauge. These factors have important implications for the design of SfM systems w.r.t. the search for an optimal initial pair and a suitable next-best-view. On the one hand, for accurate reconstructions, we want to jointly maximize the number of image measurements (high redundancy and reliability) and the stability of the two-view geometry (large triangulation angles). On the other hand, we wish to achieve optimal results (uncertainty and model size) with minimal computational effort, i.e. with as few measurements and camera registrations as possible.
Feature representation
Our proposed feature representation builds upon the PAIGE feature by Schön-berger et al. [27] . In this section, we describe our adaptions and extensions to their method for the efficient prediction of the two-view geometry.
PAIGE takes the extracted features from Stage 1, performs approximate feature matching through histogram intersection, and predicts scene overlap for an image pair by exploiting statistics from corresponding feature properties. Only overlapping image pairs are then forwarded to the computationally expensive pairwise image matching module (Stage 2). Analogous to their approach, we exploit the fact that corresponding features change in scale, location x, and orientation o in recognizable patterns when images are taken at different viewpoints. However, our approach leverages the more precise feature correspondences produced by feature matching in Stage 2, which enables us to produce a less noisy encoding for more accurate prediction.
For each putative feature correspondence of a matched image pair a and b, we determine the normalized image coordinates x a , x b , such that x i ∈ [0, 1] 2 . Normalization is necessary due to possibly different image resolutions of image a and b. Next, we calculate the displacement for each correspondence as
We quantize the distribution of feature displacements in a d ∆x -dimensional histogram h ∆x with evenly spaced bins in the interval [0, 1]. Analogously, for each feature correspondence, we calculate the change in feature orientation
and we quantize the distribution of orientation changes in an d ∆o -dimensional histogram h o with evenly spaced bins in the interval [0, 2π]. We normalize each of the histogramsh
for invariance w.r.t. the number of feature correspondences. Finally, we use the concatenation of the normalized histograms as our proposed encoding
Similarly to PAIGE, we do not represent scale changes in the feature as it is a noisy measure. The next section describes a classification strategy leveraging this feature representation for scene overlap and triangulation angle prediction. 
Classification
Based on the proposed encoding in Section 4, we now describe a classification strategy to answer the following two questions for any given image pair: Is there scene overlap (C A )? and Is there a stable two-view geometry (C B )?. We choose random forests [3] as a classification method as it gave best results in terms of accuracy and computational efficiency.
Training
For training, we use an existing 3D reconstruction of an image collection and its feature correspondences. Then, we calculate the mean triangulation anglē α ab for each image pair {a, b} with scene overlap as the dependent variable and extract the proposed feature P(a, b) as the independent variable. Specifically, we use 3D reconstructions of 17 unordered Internet photo-collections from different locations across the world (Rome, Notre Dame, Stonehenge, etc.) and a set of temporally sequential image sequences acquired by video cameras (to account for the orientation bias of crowd-sourced images) to serve as a training and test dataset ( Table 1 ). The dataset consists of 1,602,996 matched (≥ 30 putative feature correspondences) out of all 73,542,704 possible image pairs, of which 449,207 pairs have a geometrically verified overlap (≥ 15 inliers for essential matrix estimation). Table 1 lists the minimum number of RANSAC iterations (Section 3) for essential matrix estimation of all matched image pairs with confidence p = 0.99, sample size s = 5, and minimum inlier ratio e min = 0.28. As a result of these parameters, RANSAC runs for a maximum of d max = 2674 iterations for each image pair. The maximum number of iterations is reached for < 5% of the pairs, since > 95% of the pairs have an inlier ratio > 28%. We employ SIFT features and use the ratio test for robust matching [19] ; note that SIFT could be replaced by any other feature that provides location and orientation properties. The quantization of the location and orientation histograms include all 110,587,256 putative feature matches for all image pairs, including 51,968,824 geometric inliers and 58,618,432 outliers, i.e. overall inlier ratio e all = 47% and e geo = 70% for geometrically verified pairs. We use a 172-dimensional feature vector P(a, b) with d ∆x = 100 and d ∆o = 72. Fig. 3 visualizes the distribution of triangulation angles and Fig. 4 the average feature vector P(a, b) over all image pairs. We find a significant amount of pairs with only a small viewpoint change, caused by popular viewpoints of famous landmarks and less stable feature matching for large viewpoint changes. As expected, the overall location and orientation change is higher for wide than for small baselines, and the orientation change for images without overlap is significantly larger.
To answer the two binary classification problems C A and C B , we divide the set of image pairs into three different categories: small and large mean triangulation angle (using an angle threshold), and no scene overlap (pairs with failed geometric verification). Next, the dataset is split in randomly permuted training (70%) and test samples (30%). Two random forests were trained on the training dataset, using 50 decision trees each, entropy as the splitting criterion, and considering √ 172 ≈ 13 features when looking for the best split at each node in the tree. A minimum number of three samples per leaf is enforced to avoid over-fitting. The parameters were determined with a 5-folded cross-validation on the training set. The trained random forests can efficiently decide on the two classification problems C A and C B . An embedding of the proposed classifiers in a typical SfM pipeline is demonstrated in Section 6.
Performance evaluation
On a conventional desktop computer the training time for both classifiers is approximately 5min, and the classification frequency averages at around 200K pairs per second including quantization and prediction, compared to around 20K pairs per second for the PAIGE approach [27] . We evaluate the classification performance on the held-out test set (30%), and three unordered photo-collections of completely unseen landmarks (see Table 1 ) at different geo-locations (Oxford, Louvre, Acropolis). Fig. 5 demonstrates the performance for both classifiers C A and C B . For classifier C A , we find minimal bias towards the trained landmarks, and we experience the same for classifier C B . In a subsequent evaluation, the performance of classifier C B is evaluated on the unseen landmarks w.r.t. different triangulation angle thresholds by only considering overlapping image pairs using C A . Fig. 5 shows that our method generalizes well. Next, we demonstrate the applicability of the two classifiers C A and C B within the context of SfM.
Efficient Structure-from-Motion
In the following, we show the embedding of the proposed method into a typical SfM system (Fig. 2) w.r.t. the datasets in Table 1 . We demonstrate that the classifiers significantly improve the computational performance by reducing the set of images for the geometric verification module. Furthermore, we show the utility for the efficient search of stable initial image pairs in large datasets.
Scene overlap prediction
In Section 3, we have seen that the number of RANSAC iterations is exponentially dependent on the outlier ratio. Hence, we spend a majority of the runtime to evaluate pairs with no scene overlap. For these pairs RANSAC reaches the maximum number of iterations, leading to a significant computational burden. Our proposed method allows to filter these pairs prior to geometric verification, preventing the high computational effort for pairs that do not contribute to the final 3D model. Assuming we filtered all pairs with no scene overlap for the unseen landmarks (see Table 1 ) using a perfect classifier, and run RANSAC only for the remaining pairs, we can reduce the number of iterations by a factor of 35. For our classifier C A , we enforce a precision of ≥ 0.99 for classifying pairs with no scene overlap using an appropriate prediction confidence, and hereby lower the recall to 81%. This leads to the fact that our modified SfM pipeline only misses 1.7% of actually overlapping pairs. Please note that the majority of those images are still contributing to the final model through other pairs. Using these parameters, we achieve a 7.8x speedup for the training & test-set, and overall an 8.9x
speedup for the unseen landmarks compared to the potential speedup of 35 using a perfect classifier. Since the computational effort for the classification is insignificant compared to geometric verification (3 to 4 orders of magnitudes faster), this speedup directly propagates to the overall geometric verification runtime. Note that the performance improves even more, if we verify very weak image pair connections, since we assume a minimum inlier ratio of 28% (d max = 2674). The reported runtimes are a vast improvement over previous efforts [25] , which achieve a 70% speedup but lose 26% of image registrations, in contrast to our 9-fold speedup with 1.7% loss. Due to the less noisy encoding based on putative feature matches, our approach misses significantly fewer image pairs than the PAIGE [27] approach, which loses 38-90% of actually overlapping image pairs. Note that both approaches could be employed together, since PAIGE operates as a filter to feature matching and our approach as a filter to geometric verification. On average, we find that exhaustive matching and geometric verification spends 52% in Stage 2 using a GPU SIFT implementation and 48% in Stage 3 using a multi-threaded CPU RANSAC implementation. Ideally, the PAIGE approach [27] can eliminate the runtime of Stage 2 for sparsely connected image collections. Our proposed approach in this paper reduces the runtime of Stage 3 by a factor of 9. Combining the two approaches, we can effectively eliminate the original cost of Stages 2 and 3 compared to standard exhaustive matching.
Redundant viewpoint detection
In SfM systems, we achieve redundancy by tracking a 3D feature over multiple images. Corresponding features between two images cannot only be verified with direct pairwise geometric verification, but also by bridging the track using an intermediate image, that has the same point in common. Especially for small viewpoint changes, the continuation of tracks over multiple images is very likely. Beyond that, uncertainty and reliability of parameter estimates in bundleadjustment only improve up to a certain redundancy [2, 30] , i.e. the resulting 3D models do not gain from high redundancy in the same way as we spend an unproportional amount of increased computational effort. For outlier-detection in SfM, it is typically critical to have at least 3-4 observations per 3D point. Leveraging these facts and classifier C B , we can detect clusters of images with small viewpoint change. Next, we select one iconic image in the cluster with the most points in common, and finally only perform geometric verification from the iconic image to the rest of the images in the cluster rather than exhaustive verification between all pairs. Moreover, for very large clusters, we can limit the number of images for geometric verification, and simply register the remaining images w.r.t. the final model using 2D-3D pose estimation [10] . In both datasets, we see 40% of image pairs (282,387) with small viewpoint change (ᾱ < 10
• ). To find clusters, we build an undirected graph of all pairs with small viewpoint change using images as nodes and small viewpoint change as edges. In this graph, we find 6,404 disjoint maximal cliques [4, 28, 5] in the training & test-set. These cliques are similar to the clusters described by Frahm et al. [13] , but our clusters are based on viewpoint change rather than GIST similarity [22] . By only considering edges from the iconic to the remaining images in a clique, we reduce the pairwise geometric verifications from 97,564 to 20,426. In addition, we further decrease this number to 14,469 by only considering images up to a maximum cluster size of 10, i.e. we improve geometric verification runtime by 30% from 282,387 to 199,292 pairs. This technique is especially beneficial for very dense datasets, as often encountered in Internet photo-collections.
Search for optimal initial pairs
Searching for a good initial pair as a seed for incremental reconstruction is computationally expensive, since it involves essential matrix estimation followed by triangulation of feature correspondences, and the calculation of triangulation angles or uncertainty estimates. With state-of-the-art essential matrix solvers [20] and linear triangulation [14, ch. 12.2], around 10-50 two-view reconstructions can be computed per second [25] using the parameters as in Section 5. As opposed to the traditional approach, our classifier C B enables us to efficiently search for stable pairs through an entire dataset at significantly reduced computational cost. In the unseen landmarks, we find 14,886 stable pairs (out of 17,330 true stable pairs) withᾱ > 20
• , where 83% of the reported pairs are actually stable. We use these pairs as initial seeds for the incremental reconstruction by ranking the reported stable pairs based on the number of putative feature matches to attain higher initial redundancy. On the one hand, our method leads to significantly faster search for initial pairs and, on the other hand, it allows us to search for optimal initial image pairs globally.
Conclusion
In this paper, we adapt the PAIGE feature for efficient two-view geometry classification to further improve the computational efficiency and robustness in SfM. Experiments demonstrate a speedup for geometric verification by an order of a magnitude over the traditional exhaustive approach, while only losing less than 1.7% of the valid image pairs. Compared to PAIGE, our method provides an order of magnitude faster prediction performance, while achieving significantly better prediction accuracy. PAIGE and our approach are complementary methods that can both be integrated into the same SfM pipeline to speedup feature matching and geometric verification. Furthermore, the framework significantly reduces runtime for very dense photo-collections and we demonstrate the utility for the efficient, global search of optimal initial pairs.
