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Abstract* 
Convective storm nowcasting has attracted substantial attention 
in various fields. Existing methods under a deep learning 
framework rely primarily on radar data. Although they perform 
nowcast storm advection well, it is still challenging to nowcast 
storm initiation and growth, due to the limitations of the radar 
observations. This paper describes the first attempt to nowcast 
storm initiation, growth, and advection simultaneously under a 
deep learning framework using multi-source meteorological data. 
To this end, we present a multi-channel 3D-cube successive 
convolution network (3D-SCN). As real-time re-analysis 
meteorological data can now provide valuable atmospheric 
boundary layer thermal dynamic information, which is essential 
to predict storm initiation and growth, both raw 3D radar and 
re-analysis data are used directly without any handcraft feature 
engineering. These data are formulated as multi-channel 3D 
cubes, to be fed into our network, which are convolved by 
cross-channel 3D convolutions. By stacking successive 
convolutional layers without pooling, we build an end-to-end 
trainable model for nowcasting. Experimental results show that 
deep learning methods achieve better performance than 
traditional extrapolation methods. The qualitative analyses of 
3D-SCN show encouraging results of nowcasting of storm 
initiation, growth, and advection. 
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1. Introduction 
Very short-term convective storm forecasting, also known as 
nowcasting, focuses on time- and space-specific weather forecasts 
for periods of less than a few hours and has attracted substantial 
attention in various fields. Accurate nowcasts of convective 
storms have high impacts in many fields, such as agriculture, the 
aviation industry, and energy providers. Given the limitations of 
real-time convective-scale observation and the lack of a physical 
understanding of convective storm initiation and evolution, it 
remains a challenging problem [1, 2]. Recently, deep learning 
techniques have shown some potential in this area. 
Existing nowcasting methods can be classified into two 
categories [1, 3]: numerical weather prediction (NWP) models 
and extrapolation techniques [4-12]. Although there has been 
great progress in NWP models, the method is still far from being 
adequate for nowcasting because of many problems, such as rapid 
model error growth at the convective scale [1, 13]. Extrapolation 
techniques primarily use radar data to extrapolate radar echoes to 
generate nowcasts. A typical example is the Thunderstorm 
Identification, Tracking, and Nowcasting (TITAN) algorithm [14], 
which has been used widely worldwide. TITAN uses 35 dBZ as 
the radar reflectivity threshold to identify, track, and nowcast 
storms. Generally, existing extrapolation techniques can forecast 
existing storm advection well. However, radar reflectivity 
observations alone do not provide sufficient atmospheric 
boundary layer (ABL) thermal dynamic information, making it 
difficult for extrapolation methods to predict convective storm 
initiation (CI) 1  and storm growth, which are important issues [1, 
2]. 
With recent developments in meteorological data assimilation 
techniques [1, 15], real-time high-resolution numerical weather 
re-analysis systems can provide more accurate ABL thermal 
dynamic information, providing the opportunity to incorporate 
such data into storm initiation and growth nowcasting. Raw radar 
                                                                
1 Here we use ―convective initiation‖ or CI to refer to a storm that is grown from 
―scratch‖ (fewer than 35 dBZ radar echoes) rather than from an existing storm nearby 
with greater than 35 dBZ echoes. 
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and re-analysis data are, in fact, now three-dimensional. 
Weather forecasting is one of the original ‗big data‘ problems. 
With large amounts of radar and re-analysis data, can we learn the 
patterns directly without handcraft feature engineering? Deep 
learning, especially convolutional neural networks (CNNs), has 
achieved successes with many challenging problems [16], and 
now makes it possible to achieve this. 
Since AlexNet achieved great success in Imagenet 
classification [37], many researchers have further developed 
CNNs ([16], [35, 36, 39-42]). Szegedy et al. [38] developed a 
22-layer CNN that achieves comparable classification results to 
the ImageNet benchmark. Another novel CNN is Network In 
Network (NIN) [34], which builds micro-networks with a 
multilayer perceptron to abstract the data within the receptive 
field. Some convolutional networks have been developed to 
recognize 3D rigid objects [20-23], such as chairs or desks, and 
use time as the third dimension ([17-19]) to develop their 3D 
convolutional networks for video analyses. Compared with the 
research objects above, convective storms have unique 
characteristics because they are non-rigid objects, they may 
initiate and dissipate in a short time, and they do not have a fixed 
shape. Thus, existing 3D convolutional networks are not directly 
applicable to our study. 
In this study, we formulate the problem of nowcasting as a 
classification problem: that is, will a radar echo > 35 dBZ appear 
in a specific location in a short time? We present a multi-channel 
3D-cube successive convolution network (3D-SCN) for 
convective storm nowcasting. Raw 3D radar and re-analysis 
meteorological data are used as multi-channel 3D cubes as our 
network input, which are convolved by cross-channel 3D 
convolutions. By stacking successive convolutional layers 
without pooling, we build an end-to-end trainable model for 
nowcasting. 
2. Related Work 
Applications of deep learning in the field of atmospheric 
science are rare and those that have occurred are very recent, in 
the past 1–2 years. Liu et al. [24] used climate data to train a 
traditional CNN for detecting tropical cyclones and atmospheric 
rivers. In addition, Tao et al. [25] applied stacked denoising 
auto-encoders to reduce bias in satellite precipitation products and 
achieved significant improvements. Hossain et al. [26] used the 
same method to predict air temperature, based on the prior 24 h of 
hourly temperature data in northwestern Nevada. Finally, Grover 
et al. [27] proposed a hybrid method that combines DNN and a 
graphical model to forecast four weather variables (wind velocity, 
pressure, temperature, dew point) using balloon observation data. 
Generally, the studies above focused on conventional weather 
forecast problems, applied to isolated weather stations, or 
detecting a synoptic weather phenomenon at 
hundreds-of-kilometers scale. These are not what the nowcasting 
community focuses on. 
Shi et al. [3] and Klein et al. [28] took aim at the nowcasting 
problem using deep learning methods. Klein et al. [28] proposed a 
dynamic convolutional neural network that used four consecutive 
2D radar reflectivity images to produce radar images of the next 
10 min. Shi et al. [3] proposed a novel convolutional LSTM 
network, which also used consecutive 2D radar reflectivity 
images to produce several radar images for precipitation 
nowcasting.  
The work of Shi et al. [3] and Grover et al. [27] can still be 
classified as extrapolation methods. With state-of-the-art 
techniques, they can nowcast storm advection very well using 
radar reflectivity data. Beyond storm advection forecasts, 
predictions of convective storm initiation (CI) and growth are 
other key issues for nowcasting. Owing to the limitations of radar 
observations, as mentioned previously, it remains very difficult 
for extrapolation methods to predict CI and storm growth [1, 2]. 
This study describes the first attempt to nowcast storm 
initiation, growth, and advection simultaneously under a deep 
learning framework using multi-source meteorological data 
directly, with no handcraft feature engineering. 
3. Preliminary Work 
3.1 Multi-source Meteorological Data 
Raw radar reflectivity (R) data are actually three- dimensional 
(3D). However, most existing methods, such as those described 
previously [3, 28], only use 2D radar images, which may be a 
particular layer of 3D radar data, or a 2D projection of 3D radar 
data. Instead, in our study, we use raw 3D radar data. 
In contrast to the use of radar data, very few previous studies 
have used real-time raw re-analysis meteorological  data, which 
are often provided by state-of-the-art numerical weather 
re-analysis systems, such as VDRAS, proposed by the National 
Center for Atmospheric Research (NCAR) of America [1, 15]. 
Such re-analysis data include many retrieved meteorological 
variables, and each variable is also 3D. Compared with radar data, 
these data can provide valuable ABL thermal dynamic 
information for CI and storm growth nowcasting. 
In this study, to predict storm initiation and growth as well as 
storm advection, beyond 3D raw radar reflectivity data (R), we 
also used two commonly used physical variables, w and byc of the 
VDRAS output in our study: w is the vertical velocity and byc is 
the buoyancy of an air parcel. 
As a few statistics of w and byc, such as mean and standard 
deviation, do not provide as much information as the raw data 
itself, we used the raw 3D data of w and byc directly, with no 
handcraft feature engineering, so we could extract the maximum 
amount of useful information on convective weather. The 
characteristics of these multi-source 3D data needed to be 
considered carefully in the formulation of the nowcasting 
problem. 
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3.2 Formulation of the Nowcasting Problem 
The goal of nowcasting is to use real-time multi-source 
meteorological data to make time- and space-specific forecasts for 
periods of less than a few hours; here, we focus on a 30-min 
forecast which is commonly used for nowcasting test [14]. The 
study domain in this paper is in the Colorado Front Range area, 
USA, which is considered as a 31×39 grid (31 rows, 39 columns). 
Each cell in the grid has 36 pixels (6×6 km). Now, we describe 
how to construct 3D cubes as input. 
3D Cubes Because weather phenomena are continuous in space – 
each cell is impacted by its neighboring cells – we take a window 
18×18 km, centered in a cell, to take such spatial impacts into 
account. We sought to use raw 3D radar and re-analysis data as 
input. For each 18×18 km window, we needed to use all 20 slices 
of data to include information at different altitudes. Each 
18×18×20 data volume of w, byc, and R is referred to as a 3D 
cube. 
The temporal trend contains information about storm 
development and thus can also play an important role in 
convective nowcasting. For convective weather, the temporal 
trends of two consecutive datasets can fulfill our needs [2]. Thus, 
we also used the temporal trend of w, byc, and R as input into the 
deep network. For example, for two consecutive 3D cubes of w, 
we can get dw through the point-to-point difference: 
min15 tt wwdw  
Here, the temporal interval of two consecutive w is 15 min. 
Finally, the data sample X is a six-channel signal: 
1 2 3 4 5 6X (x , x , x , x , x , x ) (w, dw, byc, dbyc, R, dR)     (1) 
Class Label For a cell at time t, if there is a radar echo > 35 dBZ 
at time t + 30 min, the 3D cube in the window centered in this cell 
is labeled ―1,‖ meaning ―a convective storm will happen in this 
cell in 30 min.‖ Otherwise, this cell will be labeled ―0,‖ meaning 
―no convective storm will occur in this cell in 30 min.‖ Finally, the 
nowcasting problem can be transformed into a classification 
problem: will a radar echo > 35 dBZ appear in a cell within 30 
min? 
4. The Model 
4.1 Network Architecture 
Figure 1 shows our network architecture. The proposed 
3D-SCN has five successive convolutional layers with no pooling 
between two adjacent convolutional layers. There is only one 
global average pooling on top of the last feature map. The kernel 
size is 5×5 while 3×3 was chosen for the last convolutional layer. 
We set stride as 1 for odd-numbered convolutional layers and 2 
for even-numbered layers. The stochastic gradient descent (SGD) 
algorithm was used for learning with a learning rate of 0.001. 
4.2 Cross-Channel 3D Convolution 
3D Cubes as Input Note that each data point X is a 
six-channel signal: 
1 2 3 4 5 6X (x , x , x , x , x , x ) (w, dw, byc, dbyc, R, dR)   
Each feature xi is a 3D cube (18×18×20) with 20 2D slices. The 
projection of xi is an 18×18-km window. 
These six coupled physical variables (or channels) play 
different roles in the convective weather process. Each is 
important, but does not determine the weather by itself. All 
channels act together to determine the weather. Thus, a suitable 
Figure 1: Network Architecture of multi-channel 3D-SCN 
Figure 2: Convolution on six channel 3D cubes 
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convolution strategy to convolve different channels is essential. 
This is fulfilled by cross-channel 3D convolution, as described 
below. 
First Layer For the first convolutional layer, there are 80 kernels. 
Here, we can establish the following equation: 
1 1 1
k ijk ij k
j i
X ReLU( W X ), 1,...,80b k         (2) 
where i is the index of channel, j is the index of slice within one 
channel, and k is the index of feature maps. 1
kb  is the linear bias, 
1
kX
 is the result feature map, 1
ijkW
is the weight matrix, and 
ijX
 is 
the input 2D slice of layer j within channel i. An illustration of 
ijX
and 1
ijkW
is shown in Figure 2. 
Because the altitude information for each meteorological 
variable is important for convective weather, for a fixed altitude, 
we convolved 2D slices on different channels to generate a 
layer-feature map. Thus, we can obtain 20 layer-feature maps. 
Then, we convolve all 20 layer-feature maps to provide an overall 
feature map. In this way, we accomplish cross-channel 3D 
convolution. 
Other Layers Unlike the first layer, the convolution of other 
layers is performed as described previously [29], as follows: 
 
p
q
1-
ppqq )XW(ReLUX
llll b              (3) 
where l
pqW
 is the weight matrix, p is the kernel in layer l-1, q is 
the kernel in layer l, and 1-
pX
l is the feature map. Equation (2) 
represents 3D convolution, whereas equation (3) represents 2D 
convolution. 
4.3 The Fused Convolution 
In a previous paper [30], Springenberg et al. pointed out that 
pooling can simply be replaced by a convolutional layer with an 
increased stride with no loss in accuracy. References [31] and [32] 
indicate that any N×N convolution followed by a pooling 
operation can be fused into a single (N+1)×(N+1) convolution 
with stride set to 2, which could avoid about half of the 
computational cost of CNN. 
In our case, we use the fused 5×5 convolution operation [stride 
= 2 with the convolution equation (3)], which saved ~63% of the 
computational cost versus conventional 4×4 convolution and 
pooling. Thus, the overall computational cost of successive 
convolution is less than with traditional CNN and NIN. 
5. Results and Discussion 
5.1 Datasets 
Figure 3 shows our study domain. The data used in this study 
included radar reflectivity data from the KFTG WSR-88D radar 
located in Denver, USA, and VDRAS re-analysis data. The data 
for seven historic heavy rainfall events in the Colorado front range 
area used in this study (8–9 August, 2008; 28–29 July, 2010; 9–10 
August, 2010; 13–14 July, 2011; 14–15 July, 2011; 6–7 June, 
2012; and 7–8 July, 2012) were collected from a retrospective 
study of historical heavy rain/flash flood cases conducted by the 
Short Term Explicit Prediction (STEP)2 Program of NCAR. The 
radar reflectivity images of the event on July 7, 2012, are shown in 
Figure 4 with a 30-min interval to show the evolution of a 
convective system. It can be seen that it is quite challenging to 
forecast storm initiation and growth. These radar images were also 
used as the ground truth to confirm the forecast.  
It should be noted that although this study is performed over 
Denver area, it is also applicable to other places. 
 
5.2 Nowcasting Metrics 
We used the contingency table approach [14] to evaluate the 
short-term forecasts, as is used commonly in weather forecasting. 
The probability of detection (POD), false alarm ratio (FAR), and 
critical success index (CSI) were calculated. POD, FAR, and CSI 
are similar to precision and recall, which are two skill scores used 
in the machine-learning field. In a previous paper [33], it was 
pointed out that, for low-frequency events, such as severe weather 
warnings, CSI is the better choice. 
POD, FAR, and CSI are defined as:  
POD = hits / (hits + misses) = recall 
FAR = false alarms / (hits + false alarms) = 1 − precision 
CSI = hits / (hits + misses + false alarms) 
Here, in each cell, a hit occurs when this cell is classified as 1 
(active) and there is radar echo greater than 35 dBZ in 30 min in 
the same cell (active), a miss occurs when the truth cell is active 
while the forecast cell is inactive, and a false alarm occurs when 
                                                                
2 http://www.rap.ucar.edu/projects/step/ 
Table 1: Iteration numbers and training time of 3D-NIN and 
3D-SCN 
 
Figure 3: Our study domain (red rectangle). The location of the 
KFTG radar near Denver, USA, is shown by the red cross. The 
green lines indicate the state borders and the white lines are the 
major highways.  
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the truth cell is inactive while the forecast cell is active. 
 
 5.3 Five-fold Cross-Validation 
We compare two methods in this section: 3D-NIN and 
3D-SCN. We constructed 3D-NIN using our cross-channel 3D 
convolution in the first convolutional layer of NIN. The other 
parts of NIN are similar to NIN-Imagenet3. 
We randomized the sample set by shuffling all samples for 
cross-validation without considering whether they belonged to the 
same time. All 322,813 instances were subjected to 5-fold 
cross-validation (5-CV) training and tests. 
The means and standard deviations (σ) for CSI, POD, and FAR 
are shown in Table 2. 3D-SCN and 3D-NIN achieved the same 
CSI value, but 3D-SCN converged faster. We ran a total of 
100,000 iterations. For every 1,000 iterations, we computed CSI, 
POD, and FAR on the test set. Table 1 shows the iterations and 
training time where CSI reached its ‗best‘ value. The average 
training time for 3D-SCN was much less than for 3D-NIN. This is 
not surprising because the number of 3D-NIN parameters was 
about 2.24 M, whereas 3D-SCN has only 1.36 M parameters. 
Furthermore, 3D-SCN was more stable than 3D-NIN. It can be 
seen in Table 1 that the training time of 3D-SCN was ~3–4,000s, 
whereas that of 3D-NIN was ~5–15,000s. Moreover, 3D-SCN had 
a smaller standard deviation (Table 2). 
5.4 Consecutive Prediction Test 
                                                                
3 https://github.com/BVLC/caffe/wiki/Model-Zoo 
We trained the 3D-SCN using 257,521 samples collected from 
five historic heavy rainfall events (8–9 August, 2008; 28–29 July, 
2010; 9–10 August, 2010; 13–14 July, 2011; 14–15 July, 2011). 
Then, we used the trained models to make consecutive 30-min 
predictions for another two events (6–7 June, 2012; 7–8 July, 
2012). Because this method uses another year‘s data for testing, it 
is more difficult than the cross-validation. However, this is the 
most often used verification method in the field of atmospheric 
sciences and is more practical. 
Quantitative Analysis The time series statistics for CSI, POD, 
and FAR for the event on 6–7 June, 2012, are shown in 
Figure 5(a). Note that the POD and CSI values increased with 
Figure 5: Nowcasting statistics for 6-7 June (a) and 7-8 July (b) 2012 
 
Figure 4: Evolution of a convective weather system. The radar reflectivity images are shown at (a) 21:30, (b) 22:00, (c) 22:30, (d) 
23:00, (e) 23:30 and (f) 24:00 on 7 July 2012. 
Figure 6: The receiver operating characteristic (ROC) of 
3D-SCN prediction for the cases of 6 June and 7 July 2012 
Table 2: Comparison of means and standard deviations 
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time, partially because the storms grew larger. At the storm 
initiation stage (21:00–22:00 UTC), the POD and CSI values were 
relatively low. When storm grew larger with time, the POD and 
CSI values increased. This is reasonable because larger 
convective systems are relatively easier to forecast. Similar results 
were found for the event on 7–8 July, 2012. 
Table 3 shows the verification statistics for the 3D-SCN and 
TITAN nowcast. 3D-SCN achieved higher POD and similar FAR 
than TITAN, leading to better CSI value which means 3D-SCN 
had better overall performance. 
Since the receiver operating characteristic (ROC) curve is 
insensitive to the prior distribution of classes, it is useful to 
evaluate class-imbalance classification [43-44], such as 
nowcasting problem (in our case the positive samples are only 
about 5% of all samples).  Figure 6 shows the ROC curves of the 
cases of 6 June and 7 July 2012. The area under ROC curve (AUC) 
of each case is greater than 0.9, which means 3D-SCN is highly 
predictive [45-46].    
 
Qualitative Analysis Here, we present the 30-min forecast results 
for storm advection, initiation, and growth. 
1) Storm Advection. Figure 7 shows consecutive radar images 
overlaid with 3D-SCN 30-min forecasts (red cells) and the 
corresponding verifications. Black cells represent the correctly 
predicted cells. Comparing Figures 6(a) and (d) at 22:55, we can 
see that the 3D-SCN forecasts captured the advection of line 
storms very well (indicated by the white arrows). The results at 
23:10 and 23:25  show that the 3D-SCN forecasts continue to 
capture the storm movement quite well. 
2) Storm Initiation and Growth. Figure 8 shows examples of 
convective initiation (CI). The black cells in the right panel show 
good agreement between the 3D-SCN forecast and the observed 
storm radar echoes. Figure 9 shows a case of storm growth. This 
storm grew significantly within 30 min, making it very hard to 
predict using extrapolation methods. The black cells in Figure 9b 
confirm that the 30-min 3D-SCN forecast agreed well with the 
storm radar echoes. 
This is encouraging because the use of the real-time 3D 
re-analysis meteorological variables as inputs into our deep 
network made it possible to forecast storm initiation and growth 
well, while it is difficult for extrapolation methods to forecast CI 
and growth [2].  
6. Conclusions and Future Work 
This study was aimed at nowcasting storm initiation and 
growth as well as storm advection under a deep learning 
framework. We present a multi-channel 3D-cube successive 
convolution network (3D-SCN) for convective storm nowcasting. 
We formulated the problem of nowcasting as a classification 
problem: that is, will a radar echo > 35 dBZ appear in a cell (6×6 
km) in the short term? Raw 3D radar and re-analysis 
meteorological data were used as our network input. 
Cross-channel 3D convolution was used to convolve these 
multi-source data. By stacking successive convolutional layers 
without pooling, we built an end-to-end trainable model for 
nowcasting. 
Table 3: Verification statistics for the 3D-SCN and TITAN 
nowcast for the cases of 6 June and 7 July 2012 
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We compared three methods in our experiments. The results 
showed that both deep learning methods (3D-SCN and 3D-NIN) 
achieved better performance than a traditional extrapolation 
method. 3D-SCN showed comparably favorable performance 
with 3D-NIN, but 3D-SCN was more stable in training and 
required a much shorter training time. The qualitative analyses of 
3D-SCN showed encouraging results of nowcasting of storm 
initiation, growth, and advection.  
Although 3D-SCN can predict CI, its success is still limited. 
Because the duration of CI is very short compared with the whole 
lifetime of a storm, and its area is very small, it is difficult to 
collect enough training data for CI cases. Improving CI nowcast 
accuracy will remain challenging in future work. 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Radar image and forecast results. The red cells represent the 30-min forecasts. The cells at bottom are marked in black to 
represent those being correctly predicted. (a), (b) and (c) are the 30-min forecasts at issue time, 22:55, 23:10 and 23:25 respectively. (d), 
(e) and (f) are these same forecasts super-positioned over radar image at verification time 23:25, 23:40 and 23:55 respectively. 
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