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I. INTRODUCTION
O NE open problem in wavelet-based image coding is how to exploit geometric constraint of edges [1, Ch. 10.2] . Geometric constraint refers to that image intensity field does not experience large variation along the edge orientation but only across the edge orientation. Since geometric constraint of edges is a fundamental property of the image source, any coding algorithm that does not recognize such property but wastes bits on maintaining it in the reconstructed image is unlikely to be optimal. Unfortunately, such property has been largely ignored in most existing wavelet coders such as zerotree-based [4] , [7] , [8] and classification-based [9] , [11] . Almost all existing wavelet coders suffer from notorious ringing artifact, especially at low bit rates.
We believe that the fundamental approach of boosting the performance of wavelet coders is to dictate wavelet coders rather than precious bits to take up the responsibility of preserving geometric constraint of edges. The challenge of exploiting such geometric constraint in the wavelet domain is due to the down-sampling operation in the wavelet transform. It is easy to see that if we view the row or column signal along an oblique edge, each signal has the same Fourier transform up to a fixed linear phase shift even after the low or high pass filtering. However, the linear phase characteristic is totally destroyed Manuscript received November 12, 2002 ; revised May 9, 2003 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Bruno Carpentieri.
The author is with the Lane Department of Computer Science and Electrical Engineering, West Virginia University, Morgantown, WV 26506-6109 USA (e-mail: xinl@csee.wvu.edu).
Digital by down-sampling due to frequency aliasing. Consequently, edges in the wavelet domain are more difficult to model than their counterparts in the spatial domain. The most popular and successful approach of modeling high-band coefficients is so-called classification-based schemes [9] , [11] , in which the nonstationarity of images is handled by a unimodal (zero-mean) probabilistic model with spatially varying variance. However, zero-mean models are inefficient due to their ignorance of geometric constraint.
In this paper, we carefully investigate the behavior of edges in the wavelet domain and present new mathematical tools for exploiting geometric constraint of edges. It is enlightening to think of the geometric constraint along the edge orientation as an analogy to the smoothness constraint of image intensity field along the motion trajectory in video coding. Indeed, the two adjacent row or column signals can be viewed as being linked by artificial 1-D "motion vectors." Such analogy facilitates our understanding the challenge with modeling high-band wavelet coefficients. That is, we face the same problem of phase uncertainty introduced by wavelet transform in still image coding as we have witnessed in video coding [19] . The difficulty of exploiting geometric constaint of edges is precisely due to phase uncertainty.
To resolve the phase uncertainty, we address the problem of phase shifting in the wavelet space and summarize our findings in Section II. More detailed treatment of phase shifting (e.g., multilevel WT case) is referred to [18] . The immediate benefit of phase shifting with the causal neighbors in both spatial and frequency domain is that linear phase constraint is at least partially recovered in the wavelet domain (as we will see later, the interference between row and column filtering causes perfect recovery impossible in the case of long filters). Such recovery implies that the possibility of borrowing orientationadaptive predictive modeling techniques [17] developed in the spatial domain to improve probabilistic modeling of wavelet coefficients.
We propose a new class of improved probabilistic models for wavelet high-band coefficients around edges in Section III. It is demonstrated that zero-mean models can be viewed as the mixture of biased-mean models in which the biased mean reflects the smoothness constraint along the edge orientation. The introduction of biased mean improves the accuracy of probabilistic models for edge coefficients (i.e., coefficients around edge areas). Such improvement is quantified as a type of prediction gain within the conventional DPCM framework in Section IV. We provide rigorous analysis with a simplified two-class source model using classical Rate-Distortion theory results [24] . The coding gain brought by biased-mean model considered in this work is additive to the known classification gain [10] in the literature.
We also want to comment on our approach versus other alternative approaches. It is widely known that wavelet packet [13] generalizes the idea of wavelet transform and often provides better Rate-Distortion performance than dyadic wavelet decomposition. However, the choice of optimal wavelet packet is highly dependent on the image content, which requires the search of the optimal wavelet packet for each individual image. There also exist a flurry of works on the construction of geometric wavelets (e.g., bandelet [15] and curvelet [14] ). The success of geometric wavelets has been limited to images of simple geometric objects so far. Another related work is orientation adaptive subband coding [6] in which subband decomposition is performed along two locally dominant directions. The assumption with only two dominant directions is again not valid for many real-world images containing complex structures. By contrast, our approach is applicable to most popular wavelet filters and typical test images.
The rest of this paper is organized as follows. Section II addresses the importance of resolving phase uncertainty in image coding and summarizes the phase shifting results in the wavelet space. Section III introduces the class of biased-mean probabilistic models and studies the problem of biased mean prediction. The coding gain brought by biased-mean models is analyzed using Rate-Distortion theory within the conventional DPCM framework in Section IV. We report our experiment results in Section V and make several concluding remarks in Section VI.
II. PHASE SHIFTING IN THE WAVELET SPACE
In this section, we address the importance of phase issue in image coding and study phase shifting problem in the wavelet space. Let us start from considering a 1-D signal . When wavelet transform (WT) is applied to , down-sampling operation introduces 1-bit phase uncertainty to the system, to keep odd-indexed coefficients (odd-phase) or even-indexed coefficients (even-phase). If is the only signal we want to code, we can preserve either set of coefficients and still obtain the perfect reconstruction.
However, if there is another signal related to through a translational model (i.e., ), using only one set of coefficients to predict without resolving phase uncertainty becomes inefficient. It should be noted that such scenario widely exists in the practice of image and video coding. In image coding, and can be the adjacent 1-D row or column signals along an oblique edge. In video coding, and can be adjacent frames linked by a motion model. Ignoring phase leads to incomplete exploitation of the knowledge about the source implying the potential coding efficiency loss.
A natural approach to solve the above phase-related problem is to recover the missing phase from the known one. Therefore, we formulate phase shifting as the problem of obtaining odd-phase coefficients from even-phase ones or vice versa. One straightforward approach of phase shifting is to first apply the inverse transform (i.e., go back to the spatial domain) and then reapply the forward transform but change the phase property of the down-sampling operation. However, it is often desirable to keep the processing in the compressed (wavelet) domain as much as possible. For example, suppose wavelet decoder needs to recover odd-phase coefficients for the reason of exploiting geometric constraint, can we do it without going back to the spatial domain?
The answer is affirmative. Phase shifting can be performed directly in the wavelet space because odd-phase coefficients and even-phase coefficients are linked to each other by a unique phase shifting filter [18] . For completeness, we briefly summarize some phase shifting results here. More details such as the treatment of multilevel WT case are referred to [18] . Throughout this paper, subscript or superscript " " denote even, odd phase respectively.
Suppose the input signal is ; after WT, the corresponding low band and high band coefficients are , respectively. The following result is well known from filter bank theory [2] (1) (2) Note that the half-sample delay is omitted in (2) for the simplicity of notation.
Since the two modulation matrices are linked to each other by (3) we immediately have (4) where (5) The matrix in (5) is called phase shifting matrix. When the filter bank satisfies the perfect reconstruction condition, we have and the phase shifting matrix (PSM) can be expressed by and , i.e., where . Since the length of filters in is usually close to that in , we observe that direct phase shifting in the wavelet space is computationally more efficient than the straightforward approach. Such computational advantage has been independently justified in the recent work [20] .
An immediate benefit brought by phase shifting is the recovery of linear phase characteristic in the wavelet domain. We use the following numerical example to illustrate the recovery of linear phase along the edge profile due to phase shifting. A block of wavelet coefficients in the vertical band (around the intersection where shoulder meets hair) of the Lena image are shown in Fig. 1(a) . Due to the evolution of edge orientation along the shoulder and the interference from the other edge corresponding to hair, wavelet coefficients before phase shifting do not appear to reveal any striking pattern.
By contrast, Fig. 1(b) shows the block of wavelet coefficients after phase shifting (coefficients within the box are those recovered from phase shifting). It clearly indicates the recovery of linear phase characteristics along the edge orientation. The striking pattern along the contour of shoulder and hair shows up again in spite of the sampling ratio difference (vertical sampling ratio is the half of the horizontal one). Linear phase recovery after phase shifting implies the possibility of developing an improved probabilistic model for wavelet coefficients around edges, as we will discuss next.
III. BIASED-MEAN PROBABILISTIC MODELS
Probabilistic modeling of wavelet coefficients is essential to the performance of wavelet coders. Most existing models assume that high band coefficients observe a unimodal distribution with zero mean and spatially varying variance. For example, Generalized Gaussian Distribution (GGD) is used in [9] and Laplacian distribution is considered in [11] . Indeed without phase shifting [refer to Fig. 1(a) ], high band coefficients do not manifest structural patterns except the clustering property around edges (we know it well, this is due to the excellent energy compaction property of WT in both spatial and frequency domain). However, the absence of visible patterns in Fig. 1(a) does not mean that pattern is not there. If the coefficients do observe zero-mean models, flipping the sign of coefficients would generate an equal-likely event in the sample space, i.e., another meaningful image. Unfortunately, this is seldom the case. Empirical studies show that after sign flipping, unpleasant artifacts easily stick out in the reconstructed images violating the geometric property of image source.
The reality is that pattern is there-though a microscope (phase shifting filter) is needed to probe it in the wavelet space, as we have seen in Fig. 1(b) . Referring to Fig. 2 , we note that the seemingly-plausible zero-mean model is in fact decomposed of the superposition of several biased-mean models. The biased mean is determined by the location of the pixel across the edge orientation; while the pixels lining up along the edge orientation must have identical biased mean. Intuitively, the introduction of biased-mean models can be viewed as a secondary classification following the existing two-class classification (significant versus insignificant). Though highorder context modeling techniques exist [21] , the biased-mean modeling approach is arguably competitive for it explicitly exploits geometric constraint of edges.
We will describe two different approaches for biased mean prediction next: model-based prediction and Least-Square (LS) based prediction. The former, based on a simple translational edge model, enjoys computational efficiency but lacks robustness in complex situations (e.g., tightly-packed edges). The later, which is borrowed from our previous work [17] has shown to work effectively in all cases at the price of higher complexity. We note that the prediction of biased mean can only exploit the information contained in the causal past including the causal neighbors in both spatial and frequency domain.
A. Model-Based Prediction
We use the 1-D case to illustrate the basic idea and then generalize it into 2-D. Let us consider the following simple translational model:
. For simplicity, we assume the second-order Lagragian interpolation is sufficient approximation of the fractional delay [22] (7)
The sign term " " in the above equation is due to the uncertainty with translation direction. For the simplicity of notation, we will only work with from now on (the other case can be handled similarly). To estimate , we define (8) Then the Least-Square prediction of is given by (9) Referring to Fig. 3 , we consider a 1-D signal and its shifted versions ; after 1-D WT, the corresponding low-band and high-band evenphase coefficients of are denoted by and . Then the problem of exploiting geometric (phase-related) constraint boils down to predicting from causal neighbors in the spatial domain and in the frequency domain . Since the odd-phase coefficients, and , can be recovered by phase shifting filter (4), the over-complete expansion of is readily obtained. Then we have (10) To estimate the phase shift , we choose and substitute them into (7) and get (11) Then based on the assumption that the edge orientation is locally constant, the estimated phase shift can be used to interpolate the coefficients from according to (7)
It follows that the predicted can be obtained by downsampling . In some situation where the locally constant edge orientation assumption might not hold (e.g., around corner), it is convenient to simply deactivate the above phasebased prediction procedure. To identify such situations, we propose to exploit the low-band coefficients to check the validity of the above assumption. That is, model-based prediction is activated only if the MSE between and down-sampled (we use to denote down-sampling operation) (13) is below a pre-selected threshold th. Such threshold reflects our confidence about how well the local image data match the assumed edge model. We will come back to this issue later and specific choice of th can be found in Section V. The step-by-step implementation of the proposed model-based prediction scheme is given as follows.
1
5) If , then ; otherwise ( : down-sampling operation). In the 2-D case, the situation is slightly more complicated due to the interference between row filtering and column filtering. For example, let us consider the vertical band after the 2-D WT, the amount of phase shift would be doubled due to the down-sampling operation along the vertical direction. That is, the phase shift between adjacent row profiles would be instead of . However, such doubling of phase shift does not require additional scaling because the phase shift between is also doubled. More subtle issue in 2-D phase shift prediction is the following. Suppose we perform 1-D WT along row direction first; then as we do 1-D WT along the column direction, the vertical filtering would interfere with the ideal model we assumed in (7) . The longer filter is used, the more interference is introduced, which would affect the accuracy of phase shift estimation. This explains why the model-based prediction works more effectively for short filters (e.g., Haar) than long filters (e.g., 9-7).
Another potential limitation with model-based prediction is due to the simplicity of model itself. The model in (7) fairly fits into the class of regular step edges. However, when the edges are tightly packed in the spatial domain (e.g., texture regions), it becomes more challenging to robustly estimate the phase shift. Such difficulty can be well understood by thinking of the phase estimation with a sinusoid signal: the solution is not unique but belongs to an infinite set . Activating model-based prediction based on a threshold th is a compromised solution without the necessity of distinguishing regular step edges from tightly packed edges. So despite the computational efficiency of model-based prediction, its performance heavily depends on the image content, which will be justified in Section V.
B. Least-Square Based Prediction
An alternative solution of biased-mean prediction is to borrow adaptive prediction techniques in the spatial domain. In our previous work [17] , it is shown that Least-Square (LS) based strategy is capable of adapting to an arbitrarily-oriented edge. As shown in Fig. 1(b) , edges in the wavelet domain after phase shifting are similar to those in the spatial domain. This motivates us to employ LS-based adaptive prediction method to predict the biased mean.
Again, we take the vertical band as an example. Fig. 4 shows the causal past available for estimating the biased mean of (in this section, single index denotes spatial coordinate). Note that the sampling ratio along column direction is as half as that along row direction due to phase shifting along the horizontal direction. Let us denote the causal window used to predict by a column vector . Suppose the prediction order is . Then the causal neighbors used to predict would form an matrix . . .
. . .
where stands for the -th prediction neighbor of . The prediction coefficients are solved by the following LS optimization:
and we have (14) where is the optimized prediction coefficients.
LS-based adaptive strategy has shown to be capable of handling a rich class of edges (arbitrarily oriented step edges or tightly packed edges). The major disadvantage of LS is its demanding computational complexity. Since geometric constraint only associates with the coefficients around edges, we propose to activate LS prediction only when the causal neighborhood of the current coefficient contain significant energy (i.e., variance). Such variance-based edge detection mechanism can be conveniently incorporated into the class of wavelet coders based on backward adaptive classification in which local variance is estimated from the causal past (e.g., [9] , [11] ).
IV. PREDICTION GAIN
In this section, we investigate the potential coding gain brought by the introduction of biased-mean models for the reason of exploiting geometric constraint.
Following the tradition, we call the coding gain brought by the prediction of biased mean for edge coefficients "prediction gain" [3] . A straightforward appraoch to quantify prediction gain is to measure reduction of band variance as in conventional DPCM coding (15) However, such approach treats all coefficients in the same high band by a single probability model and does not reflect any classification strategy widely used in the existing wavelet coders. We want to quantify the prediction gain more precisely by taking the classification strategy into account. Consequently, the following two-class mixture model is chosen during our analysis of prediction gain (16) where is the probability of significant coefficients and are the variance of insignificant coefficients and significant coefficients respectively.
Due to the limitation of space, we refer readers to [24] for general background on Rate-Distortion theory. The Rate-Distortion function of a Gaussian random variable is widely known to be (17) To incorporate the potential deviation from Gaussian, the following Rate-Distortion characteristics is often used to analyze high-band wavelet coefficients (18) where and is a parameter dependent on the source distribution.
Many probabilistic models employed in the state-of-the-art wavelet coders (e.g., zerotree-based and classification-based) can be reasonably well approximated by the above simplified two-class model. The optimal rate allocation problem with a two-class model can be solved by classical Lagrangian multiplier technique [23] . It is easy to show that under the constraint , the solution to the optimal rate allocation problem is given by (19) and the minimal distortion reaches (20) Within the framework of two-class model, wavelet coding can be implemented by two separate stages: coding of the position of significant coefficients and quantization/entropy coding of significant coefficients. In fact, many popular coders such as EZW [4] , SFQ [8] and LZC [5] can be viewed as the above two-stage coding. The process of variance prediction in classification-based coder (e.g., EQ [9] ) can also be viewed as an implicit stage of estimating the location of significant coefficients. Two-stage separation facilitates our analysis of prediction gain using Rate-Distortion theory. It can be seen that prediction gain of our interest is mainly due to an improved coding strategy at the second stage. It is independent of the known "classification gain" [10] which comes from modeling the location uncertainty of significant coefficients after the classification. Alternatively, prediction gain studied in this work can be viewed additional classification gain from the perspective of treating zero-mean model as the mixture of biased-mean models (refer to Fig. 2) .
Let us suppose the class of significant coefficients is further divided into sub-classes (i.e., biased-mean models). Due to the prediction of biased mean, the variance within each sub-class is reduced from to . Then the optimal rate allocation among sub-sources can be derived in a similar fashion except that the rate constraint becomes . Therefore, we have (21) where is the normalized percentage of the -th sub-class of significant coefficients. The overall minimal distortion now becomes (22) By comparing (22) and (20), we obtain the following result for prediction gain (23) We might further assume that the variance within each sub-class is approximately the same (i.e., ). Such assumption would asymptotically hold in the continuous regime where the variance is independent of the coordinate across the edge orientation. In practice, such assumption also simplifies the process of empirical variance prediction due to the finite size of causal neighborhood. Therefore, (23) can be simplified into (24) The equation in (24) measures the potential prediction gain at the given bit rate ( is the bit rate used to code the position of significant coefficients at the first stage). In an ideal situation (prediction is perfect), would only contain additive noise independent of the image content. Therefore, the magnitude of prediction gain is largely determined by and . It is reasonable to anticipate large for images containing abundant (large ) and sharp (large ) edges. 
V. EXPERIMENT RESULTS
In this section, we report our experiment results with both artificial and real images. The artificial disk image sized by 200 200 (as shown in Fig. 5 ) is chosen for it contains regular step edges along all possible orientations and thus facilitates the justification of the proposed model-based and LS-based prediction schemes. The real images are chosen to be the popular USC images: Lena, Barbara, goldhill, boats. Though these images are relatively poor-quality digital representation of the original scene, they have been widely used as benchmark images in the literature of lossy image coding.
A. Phase Shifting Results
The PSM results have been derived for two popular wavelet filters: Haar filter and Daubechies' 9-7 filter.
1) In the case of Haar wavelet, the analysis filters are given by . Substituting them into (6), we have (25) 2) The analysis filters in 9-7 wavelet are given by and . The filter coefficients in the phase shifting matrix are calculated on the computer and listed as shown in the equation at the bottom of the page.
B. Model-Based versus LS-Based Prediction
We have implemented both model-based prediction and LSbased prediction schemes. In model-based prediction, a sliding window with the size of is used to localize the coefficients around an edge. The threshold value in modelbased prediction is chosen to be 16 (MSE/pixel). In LS-based prediction, a local window sized is employed in the training of fourth-order linear predictor. For vertical band, the coefficients are processed in the raster scanning order. The treatment of horizontal band is almost identical to that of vertical band except that the coefficients is processed on a column-by-column basis. The diagonal band can be scanned in either way: row or column scanning depends on whether we choose vertical or horizontal band as the low-band reference in phase shifting.
We apply two prediction schemes to the unquantized wavelet coefficients in the vertical band at the first level of wavelet decomposition. The reason why we choose vertical band is that vertical edges are more dominant than horizontal edges in the test images. For simplicity, we only measure the MSE reduction brought by prediction [i.e., defined in (15)]. Such gain does not reflect the actual prediction gain given by (24) but is sufficient for the purpose of justifying the effectiveness of our proposed prediction schemes. We note that the magnitude of high-band coefficients is scaled by a factor of 5 for better visual inspection. Fig. 6 compares the original vertical band of the disk image, the band after model-based prediction and the band after LS-based prediction. It can be seen that model-based and LS-based prediction both work effectively for an image containing simple geometric object such as disk. The MSE reduction achieved by model-based prediction is close to that by LS-based prediction in the case of Haar filter. However, when the filter length is longer, the interference between row and column filtering affects the accuracy of model-based prediction and consequently LS-based prediction is preferred.
We repeat the above experiment for real image Lena and show comparison results in Fig. 7 . The limitation of model-based prediction can be more easily observed for Lena image due to complex texture patterns (e.g., hair). This is not surprising because the regular step edge models assumed in Section III-A are too simple to model the edge events in the real world. By contrast, LS-based prediction has better capability of exploiting geometric constraint for a wide class of edges. It can be seen that little structure is left with the high band coefficients after LS-based prediction (i.e., closer to white noise). 
C. Coding Gain
To verify the actual prediction gain on real images, we choose to incorporate our implementation of LS-based prediction into EQ coder [9] , which is among the current state-of-theart coders. It should be noted that the proposed phase shifting and prediction methods are also applicable to other existing nonembedded classification-based wavelet coders (e.g., [11] ). It is well known that Haar filter is not efficient for coding real images despite its large prediction gain due to less interference. Therefore, we will only report our coding results with 9-7 filter from now on.
First, we want to demonstrate the effectiveness of LS-based prediction with quantized coefficients. Fig. 8 compares the vertical bands before and after LS-based prediction for boats and Barbara images. For the band of boats and Barbara image, 2.63 dB and 6.11 dB reduction of band variance can be achieved respectively. Again we note that these numbers correspond to , not . After taking classification into account, the actual coding gain is about 0.61 dB for boats % and 1.30 dB for Barbara % according to (24) . These values reasonably match our intuition, i.e., we anticipate larger prediction gain associated with images containing more and sharper edges.
Second, we want to compare the Rate-Distortion performance between original EQ coder and an enhanced EQ coder with phase shifting and LS-based prediction (we name this new coder "LS-EQ"). To have a fair comparison, identical wavelet filters are adopted for both coders: 4-level 9-7 wavelet transform. Both coders use the same quantizer tables (there are seven look-up tables designed for GGD source with different parameters). Bit rate control is achieved by iteratively varying the Lagrangian multiplier. Table I includes the PSNR result comparison between EQ and LS-EQ for the four test images. As anticipated, the actual coding gain for Lena is marginal (around 0.1 dB); and the gain for Barbara is the largest among four (nearly 1 dB). The coding gain for goldhill and boats lies somewhere between those two ends. To appreciate the improvement on the visual quality, the portions of decoded Barbara images by EQ and LS-EQ at 0.5 bpp are compared in Fig. 9 . It can be observed that complex texture patterns are much better preserved by LS-EQ than EQ due to the exploitation of geometric constraint. Finally, we want to make a few comments on the computational complexity of LS-EQ coder. The increased complexity due to phase shifting is about three times that of the original maximally-decimated WT. The computations spent on LS-based prediction depend on image content because both phase shifting and LS-based prediction are only activated for the class of edge coefficients. It takes about 1 s to run EQ algorithm on a Pentium-IV (1.2 G Hz) machine. The running time for LS-EQ algorithm is in the range of 3-6 s. It appears that such moderate complexity increase is acceptable in practice.
VI. CONCLUDING REMARKS
In this paper, we study the problem of how to exploit geometric constraint of edges in the wavelet domain. It is shown that phase shifting can be efficiently done in the wavelet space using phase shifting matrix. Phase shifting enables us to obtain a biased-mean probability model which more accurately characterizes the collection of significant coefficients around edges than traditional zero-mean models. We propose two schemes (model-based and LS-based) of predicting the biased mean from the causal neighborhood in both spatial and frequency domain. The coding gain brought by the biased-mean model is quantified and analyzed using Rate-Distortion theory and a simplified two-class source model. Experiment results have justified the coding performance improvement brought by exploiting geometric constraint of edges.
One of the major limitation with the proposed method is that it directly conflicts the principle of scalable coding. Therefore, how to exploit geometric constraint in wavelet-based scalable coders remains open. On the other hand, we strongly believe that a theory capable of more accurately characterizing images in the wavelet space requires new mathematical tools (probably nonlinear)-those simultaneously addressing the importance of modeling location uncertainty and geometric constraint of image singularities. We conjecture that the marriage of wavelet and diffusion theory might open doors to new approaches of modeling natural images. Meantime, there exist new opportunities of exploiting geometric constraint in biometric images. For example, new mathematical tools might be needed to exploit the flow-like geometric structure in fingerprint images.
