Recently, a finite-temperature real-time static potential has been introduced via a Schrödinger-type equation satisfied by a certain heavy quarkonium Green's function. Furthermore, it has been pointed out that it possesses an imaginary part, which induces a finite width for the tip of the quarkonium peak in the thermal dilepton production rate. The imaginary part originates from Landau-damping of low-frequency gauge fields, which are essentially classical due to their high occupation number. Here we show how the imaginary part can be measured with classical lattice gauge theory simulations, accounting non-perturbatively for the infrared sector of finite-temperature field theory. We demonstrate that a non-vanishing imaginary part indeed exists non-perturbatively; and that its value agrees semi-quantitatively with that predicted by Hard Loop resummed perturbation theory.
Introduction
The notion of a static potential, generalizing the potential that appears in the Schrödinger-equation of non-relativistic quantum mechanics, is thought to play a role for heavy quarkonium physics in QCD. If the energy of a two-quark system, E, is close to twice the mass of the heavy quark, M , so that the combined "kinetic energy" of the two quarks, E − 2M , is small compared with M , then we may assume the quarks to be "static" to a good approximation, moving only slowly in the attractive potential generated by the colour fields.
To turn this intuitive picture into a quantitative description requires the use of effective field theory methods. At zero temperature various energy and momentum scales can be identified, the small expansion parameter being related to the ratio (E − 2M )/M . The relevant effective theory is called NRQCD [1] , or one of its variants, like pNRQCD [2] ; for reviews on the various effective theories used for describing heavy quarkonium, see refs. [3, 4] . The static potential plays the role of a certain matching coefficient in these effective theories: it is related to, but not identical with, the non-perturbative static potential that is traditionally defined from a large Euclidean Wilson loop in lattice QCD.
At finite temperatures, the situation becomes more complicated than at zero temperature. Indeed, finite-temperature field theory possesses many momentum and energy scales of its own: gluonic momenta could parametrically be k ∼ πT, gT, g 2 T [5, 6] , while gluonic frequencies (energies) can be even softer, down to E ∼ g 4 T [7, 8] . Here T is the temperature and g is the QCD gauge coupling. The relevant effective description now depends on the relation of these scales to the scales already appearing in the zero-temperature situation.
In fact, at finite temperatures, the situation is quite complicated even at the leading nontrivial order in g. This might be anticipated from the fact alone that the definition of a static potential based on the Euclidean Wilson loop appears to lose its meaning: the Euclidean time direction becomes compact, and large Wilson loops do not possess the same interpretation as at zero temperature. Replacing the Wilson loop by a correlator of Polyakov loops does not remedy the situation [9, 10] . Moreover, physics lives in Minkowski spacetime, which at finite temperatures in general requires a non-trivial analytic continuation [11] .
Recently an attempt was made to give a proper definition of a static potential in this situation, in the sense of obtaining an object which has a direct connection to the spectral function of the heavy quarkonium system (at least up to some order in perturbation theory) [12] . Formally, the static potential could be defined as a certain coefficient in the large-M expansion of an equation of motion satisfied by a suitable heavy quarkonium Green's function. At leading non-trivial order, the corresponding object was computed in Hard Thermal Loop [13] resummed perturbation theory in ref. [12] . It was found that, at least to this order, the static potential can also be obtained from a specific analytic continuation of the Wilson loop defined in Euclidean spacetime with a compact time direction. At the same time, this analytic continuation yields properties that are not familiar from the zero-temperature context: in particular, the potential develops an imaginary part.
It is the purpose of the present paper to elaborate on the existence of an imaginary part. We start, in Sec. 2, by reviewing the definition(s) introduced in ref. [12] . In Sec. 3 we argue that the imaginary part of the static potential remains non-zero in the classical limit, by computing it perturbatively in classical lattice gauge theory. Given that perturbative computations at finite temperatures may ultimately suffer from infrared divergences, we carry out non-perturbative Monte Carlo simulations in classical lattice gauge theory in Sec. 4, and compare the results with those of the perturbative computation. We conclude in Sec. 5.
Definition of a real-time static potential
We start by defining a certain Green's function in hot QCD. Let r be a point-splitting vector, andψ a generic heavy quark field operator in the Heisenberg picture. Then we introducě
where W is a Wilson line along a straight path connecting the adjacent operators, inserted in order to keep the Green's function gauge-invariant; the metric is η µν = diag(+−−−); and the expectation value refers to ..
, where Z is the partition function, H is the QCD Hamiltonian operator, and T is the temperature. The significance of the Green's function in Eq. (2.1) is that if we take the limit r → 0, and subsequently Fourier transform with respect to the time t, then we obtain a function which is trivially related to the heavy quarkonium spectral function, ρ(ω), in the vector channel:
On the other hand, keeping r = 0 for the moment, makes it easier to analyse this Green's function in perturbation theory. Let us considerČ > (t, r) in the limit that the heavy quark mass M is very large. Theň C > (t, r) satisfies a Schrödinger equation of the type
with the initial conditionČ
The terms shown explicitly in Eqs. (2.3), (2.4) result from a tree-level computation; they also develop multiplicative radiative corrections which we have omitted for simplicity. In contrast, the potential denoted by V > (t, r) originates only at 1-loop order. It can be defined as the coefficient scaling as O(M 0 ), after acting onČ > (t, r) with the time derivative i∂ t . Now, as Eq. (2.3) shows, V > (t, r) can even be defined in the limit M → ∞, provided that the trivial factor 2M is shifted away by a redefinition of time, as is standard in NRQCD. In ref. [12] , the computation in this limit was carried out to 1-loop order, O(g 2 ), in Hard Thermal Loop resummed perturbation theory [13] . It was found that at this order V > (t, r) can in fact be extracted from the equation 5) where the function C E (τ, r) is nothing but the Euclidean Wilson loop, computed with an imaginary time coordinate τ , with gauge fields periodic in τ → τ + /T . The expression that was obtained for V > (t, r) in ref. [12] reads (the superscript refers to the order in g; we keep = 1; and we assume the use of dimensional regularization)
Here C F ≡ (N 2 c − 1)/2N c ; m D is the Debye mass parameter (actually of dimensionality 1/distance rather than mass); n B (x) ≡ 1/[exp( x/T ) − 1] is the Bose distribution function; and we have chosen r ≡ (0, 0, r). The r-independent term in Eq. (2.6) amounts to twice a thermal mass correction for the heavy quark. For the gluon spectral functions ρ E , ρ T we assume the conventions specified in appendix A of ref. [14] .
It can be observed that Eqs. (2.6), (2.7) contain both a real and an imaginary part. In particular, the familiar-looking structure in Eq. (2.6), representing a Debye-screened Coulomb potential, is real, while the manifestly "thermal" part in Eq. (2.7), containing n B , is purely imaginary. As pointed out in ref. [12] , this purely imaginary term remains non-zero in the limit t → ∞, because of Bose-enhancement at small frequencies, |p 0 | ≪ T (cf. Eq. (2.9)).
The Bose-enhanced term corresponds to the physics of the classical limit → 0, in which situation n B (|p 0 |) = T / |p 0 |. In fact, all other terms vanish in this limit, being multiplied by . The classical potential then reads
where we have also simplified the way in which p 0 's appear. For large times,
and we obtain
If we also take the limit r → ∞, the cosine-term in Eq. (2.10) drops out. Assuming for a moment that the two limits and the integration in Eq. (2.10) commute, and making use of the known Hard Thermal Loop form of ρ E (p 0 , p) (Eq. (B.13) of ref. [12] shows ρ E at small |p 0 | with our conventions), containing the parameter m 2 D , then leads to the provisional result
Note that in the quantum theory the same result is obtained for the asymptotic value δV
> (∞, ∞) [12] , and in this sense Eq. (2.11) is indeed the correct physical expression. Now, given that the integral in Eq. (2.11) is finite, it might be assumed that the result is independent of the regularization procedure. It turns out that this argument is too naive: in fact, m 2 D diverges as g 2 T 2 / in dimensional regularization, indicating that the classical limit may introduce ultraviolet singularities. In particular, if the ultraviolet is regularized by a lattice rather than dimensionally, with a spatial lattice spacing a, then the limit becomes finite, [15, 16] . Thus the classical limit in Eq. (2.10) does exist, but the price to pay is that ρ E and subsequently V (2) cl (∞, ∞) depend on the details of the regularization procedure. In particular, carrying out the limits in the order indicated by Eq. (2.10) with lattice regularization, does not lead to the expression in Eq. (2.11) (cf. Fig. 3 below) .
Fortunately, this problem is not too serious: an analogous situation was met in studies of the sphaleron rate in the electroweak theory, yet classical lattice gauge theory simulations [17] did yield non-perturbative physical information, once properly interpreted (see, e.g., refs. [18, 19] ). In our case, Fig. 3 implies that we cannot use classical lattice gauge theory simulations to compute corrections directly to Eq. (2.11). However, we can compute the analogues of Eqs. (2.8)-(2.11) with Hard Thermal Loop perturbation theory adapted to the ultraviolet physics of the classical lattice [15, 16] , and compare subsequently these results (the dashed curve in Fig. 3 ) with a non-perturbative determination. In this way we can probe the infrared sector of thermal field theory, which indeed is classical in nature.
Perturbative real-time static potential in classical lattice gauge theory
We assume that the theory is regularized by introducing a cubic spatial lattice, while the time coordinate is continuous. Gauge field configurations are generated with a Wilson-discretised Hamiltonian (cf. Eq. where
The way to carry out perturbation theory in this situation was worked out in refs. [15, 16] . The procedure is analogous to Hard Thermal Loop resummed perturbation theory [13] , with technical differences originating from the different ultraviolet physics. We will refer to this procedure as Hard Classical Loop (HCL) perturbation theory.
Let us start by introducing the notatioñ
Also, the integration measure is denoted by dp ≡
Then, we consider Eq. (2.8), with a few straightforward modifications following from the introduction of lattice regularization:
Here,
with ǫ = 0 + , and the propagator ∆ E has the form
The limit lim →0 is assumed everywhere but not shown explicitly.
Behaviour at finite times
In order to simplify Eq. (3.4), it is convenient, following ref. [20] , to view the p 0 -integration as an integral in the complex plane, and to deform the contour suitably. As it stands, the integrand in Eq. (3.4) is finite at p 0 = 0 (note that ρ E is linear in p 0 around the origin).
However, the part multiplying ρ E contains a pole at p 0 = 0; this pole just does not contribute because of the mentioned property of ρ E . Writing ρ E as in Eq. (3.5), this means that we can view the original integral as indicated in the left-most drawing in Fig. 1 , and then also deform it accordingly. Subsequently, ǫ can be taken to be finite, because there are no singularities outside of the real axis. Furthermore, assuming t > 0, terms multiplied by exp[i(p 0 + iǫ)t] and exp[−i(p 0 − iǫ)t] must vanish, because we can imagine taking ǫ arbitrarily large. The integrand can only decrease in this limit, and being multiplied by exp(−ǫt), the integral then vanishes (it is a good cross-check of the numerics to verify the vanishing at any finite ǫ). Finally, the symmetry properties of the integrand allow to reflect the lower of the remaining contours to the upper half-plane. We thus obtain Im V
cl (t, r)
where the first term is the contribution of the pole in Fig. 1 . Let us stress that the integration in Eq. (3.7) is independent of the value of ǫ > 0, since there are no poles in the upper half-plane. Checking the independence in practice offers another cross-check for the accuracy of the numerical integration. Naturally, small values of ǫ are difficult, because the integrand becomes strongly peaked around the origin, while large values of ǫ are also difficult, because the latter term is multiplied by exp(ǫt), whereby the numerical errors of the integration are exponentially amplified at large t; a useful compromise appears to be ǫ ≃ 1/a. In general, it is advantageous to decrease ǫ when increasing t.
In order to insert the propagators ∆ E , ∆ T , we need to know the self-energies Π E , Π T (cf. Eq. (3.6)). Starting from the spatial part of the gluon self-energy [15, 16] 
with 9) and employing the projection operators P E µν , P T µν defining Π E , Π T (we use the conventions specified in appendix B of ref. [12] ), we obtain
where Σ ≈ 3.175911535625 is a trigonometric factor which can be expressed in terms of the complete elliptic integral of the first kind [21] . Note that with the form in Eq. (3.10), the combination containing ∆ E in Eq. (3.7) becomes
Denoting the square brackets in Eq. (3.7) by I(p 0 + iǫ,p), and making use of the properties
the integral over p 0 can furthermore be reduced to regular cosine and sine transforms:
Though efficient routines for such transforms exist, it is also clear that the accuracy requirements grow exponentially with t, so that very large times are difficult to reach. In a practical lattice study, the system possesses not only a finite lattice spacing, but also a finite extent, L = N a, where N is the number of lattice points. We assume that the box is cubic and that periodic boundary conditions are imposed in every direction. Furthermore, let us assume that we use changes of integration variables to write the momentum integrations over the "positive" octant only,
In a finite volume this then goes over into π/a 0 dp i 2π
Note that in finite volume, the analytically known integral in Eq. (3.12) should also be replaced by a numerically evaluated sum. Now, Eq. (3.17) contains also a contribution from the zero-mode, p i = 0. Its treatment requires in general some care. In Π E , Π T , loop momenta are by definition "hard": it is sensible (and in fact necessary) to leave out the zero-mode. In the remaining sum in Eq. (3.7), in contrast, momenta could be soft: we thus keep the contribution of the zero-mode as well (even though the practical effect is small). Note that for the zero-mode, where the integration can be replaced by a sum (without zero-mode) as before. 1 Then the combination in Eq. (3.7) becomes
In practice, for the values N ≥ 12 that we have used, finite-volume effects are almost invisible at small times. Perturbative finite-volume effects grow rapidly with time, however, and also with distance. On the other hand, perturbation theory tends to overestimate their significance, since it lacks the mass gap generated by the confining dynamics. At the same time, whenever justified, it appears to be numerically advantageous to use the finite-volume expressions, which contain a six-fold exact sum, rather than to approximate the corresponding infinite-volume continuous six-dimensional momentum integration numerically. Therefore we plot the perturbative expression only in the range where the perturbative finite-volume effects are small, t/a < ∼ 10; an example of a result is shown in Fig. 2 . 
Value in the large-time limit
As mentioned, it is not easy to evaluate numerically the HCL-resummed perturbative expression in Eq. (3.7), once the time coordinate becomes large: ǫ should be decreased, whereby the integrand becomes strongly peaked; and one should replace the finite-volume sums with infinite-volume momentum integrals, whereby the numerical cost increases. To get a handle on this limit we can, however, proceed in another way, without making use of the contour trick, and thereby obtain the correct version of Eq. (2.11) on an infinite spatial lattice. The starting point is then Eq. (2.10). For infinitesimally small ǫ, the small-p 0 behaviour of Π E reads (cf. Eq. (3.10))
Making use of the definition in Eq. (3.5), the asymptotic value from Eq. (2.10) can be written as
where we have gone over to a notation where the integration variables are made dimensionless by going to lattice units, and the integration range is restricted to the unit box and its reflections:
Moreover, we have made use of the symmetry of the integrand, in order to restrict the integration to positive x i . Among the eight octants of the y-integration, the δ-function gets realised in six only, and by changes of integration variables we can combine all the contributions together:
It is now straightforward to carry out the integration over, say, x 3 , to remove the δ-function, and also to make use of the symmetry of the remaining integrand in x 1 ↔ x 2 . The 5-dimensional integral left over can be evaluated numerically without too much trouble. The result is shown in Fig. 3 , for N c = 3 and the case r/a = ∞, when the cosine-term does not contribute. Values of Eq. (3.23) at finite r/a can be found in Table 1 below. Comparing Table 1 with Fig. 3 , we observe that for, say, β = 16, the distance r/a = 4 gives a value which is already relatively close to the asymptotic one. To summarise, in resummed perturbation theory Im[V (2) cl (∞, r)] is definitely non-zero at all r = 0. > (t, r) in the full continuum quantum theory.
Classical lattice gauge theory simulations
The computation in the previous section was based on resummed perturbation theory, but it was only carried out to a fixed order. Let us try to estimate the expansion parameters of such a computation. Using continuum notation, the vertices of each new loop order bring in a factor g 2 T . At the same time, the mass scales appearing in the dynamics are the ultraviolet cutoff scale, Λ ∼ 1/a, as well as the confinement scale of three-dimensional Yang-Mills theory,
]. The resummation accounts for the dominant influence of the hard cutoff scale Λ on the dynamics of the infrared modes, and is associated with corrections of the type g 2 T /Λ ∼ 1/β. However, it does not account for the self-interactions of the infrared modes, which may lead to an expansion parameter of the type g 2 T /m G ∼ 1. Therefore, we would like to compare the resummed perturbative result with a non-perturbative numerical computation. The practical procedure of generating classical gauge field configurations is the following [17] . Since our observable will be gauge-invariant, we may choose a gauge; it is convenient to work in the temporal gauge, U t (x, t) = ½. Here U µ is an SU(N c ) link matrix. The canonical degrees of freedom are the spatial link variables U i (x, t) and the matrix-valued "canonical momenta" E i (x, t), which transform in the adjoint representation. We denote the generators of the gauge group by T a , and assume them normalised through Tr [
. With this notation, the procedure starts by generating initial configurations (at time t = 0) according to the partition function [17] 
where P ij is the spatial plaquette, and the Gauss law function reads
To obtain configurations extending to t > 0, we solve the equations of motion
These four-dimensional configurations are then used for evaluating the real-time observables.
In all that follows, we fix C A = N c = 3, even though we have also carried out some simulations at N c = 2 as a crosscheck. It is worth stressing that in Eqs. (4.3), (4.4), the lattice spacing is finite in spatial directions only. In practice, of course, the time direction needs to be discretised as well, but with a very small lattice spacing, a t ≪ a. As a check of the time evolution, it is useful to control the conservation of the Gauss law and of the total energy.
To specify the observable to measure, we adopt the definition in Eq. (2.5) as our nonperturbative starting point. The object appearing here is a specific analytic continuation of the Euclidean Wilson loop, and corresponds formally to a time ordering generally denoted with the subscript (...) > [22] :
At the same time, the classical ( → 0) part of the analytic continuation, which we denote by C cl (t, r), is independent of time ordering (lim 
It turns out that C cl (t, r) is real for all times (within statistical errors), and slowly decaying. Therefore, V cl (t, r) is purely imaginary, with a negative imaginary part. The technical implementation of our simulation follows earlier work [17, 18] . However, to speed up thermalization, we have implemented the idea mentioned in ref. [23] , whereby the link variables U i are first pre-thermalized with regular Monte Carlo techniques in the dimensionally reduced SU(3) + adjoint Higgs theory (we use the code described in ref. [24] ). Since it is non-trivial to match the parameters of that theory and our effective theory exactly, those configurations are not yet fully thermalized. However, this is not a problem, they now need only to be evolved for a short timeà la refs. [17, 18] , in order to reach the correctly thermalized configurations corresponding to the exact parameters of Eq. (4.1).
We have carried out simulations mostly with β = 16; since analytic HCL predictions also refer to a finite value of β, there is no need to carry out a continuum extrapolation (cf. Fig. 3 ). As typical lattice extents we have used N = 12 and N = 16; the difference of the results between these two is only at the percent level (cf. Table 1 below). The time variable is discretised with a spacing a t , with a value a t /a = 0.01; measurements are recorded every 10th time step. We stress that thermalization is only carried out in the beginning, while the subsequent time evolution is deterministic and follows Eqs. tion, however, the amplitude of the oscillations is larger in the simulation; the frequency of oscillations is smaller (the oscillation period is larger); and the absolute value of the potential is larger (the imaginary part is more negative). In order to quantify the difference, we note that at large times, the potential obtains a constant value (or, in terms of the Wilson loop, C cl decays exponentially, cf. Fig. 4 ). We estimate this value by fitting a constant to data in the range t/a = 15...30, where initial transients have died out, yet the statistical errors are still relatively small for all parameter values that we have used. The results of the fits are shown in Table 1 . Unfortunately, statistical errors rapidly increase with r/a, and we are not able to go to large enough values for the r-dependence to have flattened off. Nevertheless, the values at r/a = 4 already indicate that the asymptotic value is larger (in absolute magnitude) than the analytic HCL estimate, by some 50 -100%. The fact that there thus appears to be somewhat more "damping" in the non-perturbative classical dynamics than in the HCL estimate is not surprising: other observables have yielded indications of a similar pattern [20] .
We have also carried out so-called HTL simulations, both with the implementation based on treating the velocities of the hard particle degrees of freedom with spherical harmonics [19, 25] , and through a discretization based on platonic solids [26] . The HTL-simulations introduce a new parameter, which we refer to as m Table 1) , as one would expect in a situation where a lattice-induced dynamical Debye screening is overtaken by a continuumlike parameter (cf. Fig. 3 ). At the same time, this method is not really bringing us closer to the physical continuum limit (i.e. the continuum limit of the quantum theory), since in that situation the bare parameter [m (bare) D ] 2 should in fact become negative as β is increased, in order to cancel ultraviolet divergences from the dynamics. Unfortunately, the implementation of HTL-simulations that we have followed, based on refs. [19, 26] , does not allow to simulate at [m (bare) D ] 2 < 0, and a single bare parameter would in any case not allow to renormalise all the observables that can be measured with classical lattice gauge theory [15, 16] . Therefore, we omit a more detailed discussion of the HTL-simulations from here.
Conclusions
The purpose of this paper has been to elaborate on the fact that the finite-temperature realtime static potential extracted from an analytic continuation of the Euclidean Wilson loop, which can (at least to some order in perturbation theory) be inserted into a Schrödinger-type equation governing the behaviour of a certain heavy quarkonium Green's function, contains an imaginary part. As discussed elsewhere [14] , this imaginary part has an impact on the heavy quarkonium spectral function at temperatures above a few hundred MeV, introducing a width to (the tip of) the resonance peak.
Physically, the imaginary part implies that quarkonium at high temperatures should not be thought of as a stationary state. Rather, the norm of its wave function decays exponentially with time.
The imaginary part emerges from Bose-enhanced infrared dynamics and, in field-theory language, is classical in nature (in particle language, it corresponds to a net disappearance of low-energy off-shell gauge particles, due to inelastic 2 → 1 and 1 → 2 scatterings with the hard particles in the plasma). We have computed the imaginary part with Hard Classical Loop resummed perturbation theory, and with non-perturbative classical lattice gauge theory simulations. The comparison of the results, Fig. 2 and Fig. 5 , or Table 1 , shows reasonable qualitative agreement. We conclude that non-perturbative colour-magnetic fields do not play a dominant role for the imaginary part of the real-time static potential; however, the nonperturbative corrections, together with higher-order perturbative terms, are important on the quantitative level, bringing about some 50 -100% increase in the absolute value of the imaginary part at large times (for β = 16), akin in magnitude to the correction observed for the static Debye screening mass [24] . In any case, our study confirms that an imaginary part exists, and suggests that Hard Loop perturbation theory presumably provides for a reasonable first estimate for it also in the full quantum theory.
For physical applications, such as determining the quarkonium spectral function, it is essential to use the full quantum theory, rather than the classical one. Moreover, it is convenient to use dimensional regularization. Finally, as argued in ref. [14] , the static potential should be evaluated at t ≫ r. The perturbative static potential in this limit, V (2) > (∞, r), including both a real and an imaginary part, can be found in Eqs. (4.3), (4.4) of ref. [12] , and has already been employed for estimating the quarkonium spectral function in ref. [14] . Increasing the imaginary part by some 50 -100% in the results of ref. [14] lowers and widens the quarkonium peak, but the effect is not dramatic; in general, it appears that the spectral function is more sensitive to the real than the imaginary part of the real-time static potential.
As the next step of our program, we would therefore like to get a non-perturbative handle also on the real part of the real-time static potential, V > (t, r), entering the Schrödinger-equation. In particular, it would be important to clarify its connection to the other static potentials that are being used for studying the spectral function of heavy quarkonium in high-temperature QCD (for recent work and references see, e.g., ref. [27] ).
