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a b s t r a c t
It is showed that if A is I-block diagonally dominant (II-block diagonally dominant), then
the reduced matrix S preserves the same property. We also give a sufficient condition for
the reduced matrix S also to be a block H-matrix when A is a block H-matrix, and some
properties on the comparison matrices µI(A(k)), µII(A(k)), µI(L), and µI(U) are obtained.
Finally, error analysis of block LU factorization for block tridiagonal matrix is presented.
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1. Introduction
Large tridiagonal systems appear in many applications, such as finite elements, difference schemes to differential
equations, power distribution systems, etc. Consider the nonsingular tridiagonal matrix
A =

D1 E1
C2 D2 E2
. . .
. . .
. . .
. . .
. . . Es−1
Cs Ds
 ∈ Rn×n, (1)
where p > 1, Di ∈ Rki×ki(i = 1, 2, . . . , s), the off-diagonal blocks Ci ∈ Rki×ki−1(i = 2, 3, . . . , s) and Ei ∈ Rki×ki+1(i =
1, 2, . . . , s − 1) are square nonsingular and arbitrary respectively. Denote Ai,i−1 = Ci, Ai,i = Di, and Ai,i+1 = Ei. The block
sizes ki have to satisfy 1 ≤ ki < n and∑si=1 ki = n but are otherwise arbitrary.
Note that the so-called reduced matrix S (the Schur complement) is also tridiagonal. In Amodio, Brugnano and Politi [1] it
is shown that the reducedmatrix S is diagonally dominant, whenmatrix A is diagonally dominant. The same property holds
when A is a symmetric positive definite matrix or an M-matrix (cf. Axelsson [2]). It is proved that if A is strictly diagonally
dominant, then the reduced matrix S is also strictly diagonally dominant (see Yalamov and Pavlov [3]). Stability analysis of
the partitioning algorithm for tridiagonal systems is presented in Wang [4]. Stability analysis of other parallel algorithms
for tridiagonal and bidiagonal systems can be found in Yalamov [5,6].
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In this paper it is shown that if A is I-block diagonally dominant (II-block diagonally dominant), then the reduced matrix
S preserves the same property. We also give a sufficient condition under which the reduced matrix S is also a block H-
matrix when A is a block H-matrix, and some properties on the comparisonmatricesµI(A(k)),µII(A(k)),µI(L), andµI(U) are
obtained. Stability analysis of block LU factorization for block tridiagonal matrices is presented.
Let A = (aij), B = (bij) ∈ Rn×n and let the inequality A ≥ B be denoted by aij ≥ bij. Again, let T = {1, 2, . . . , s} and ‖.‖
be an arbitrary subordinate matrix norm.
2. Some properties on special classes of matrices
Block variants of the naive implementation of block Gaussian elimination have been widely studied because they can
be organized in such a way that matrix multiplication becomes the dominant operation [7]. By applying block Gaussian
elimination to (1), we get the reducedmatrix S (the Schur complement). It is well known that S preserves the same property
when thematrices are symmetric positive definite or nonsingularM-matrices (see [2]). On the other hand,when thematrices
are nonsingular and row diagonally dominant tridiagonal, the Schur complementmatrix S also preserves the same property.
We first recall the following definitions.
Definition 2.1 ([8]). Let A = (Alm)s×s ∈ Cn×ns and All, l = 1, 2, . . . , s, be nonsingular. If∥∥A−1ll ∥∥−1 ≥ s∑
m=1,m6=l
‖Alm‖ , ∀l ∈ T , (2)
then A is said to be I-block diagonally dominant (abbreviated I-BDD); If the strict inequalities in (2) are valid for all l ∈ T ,
then A is said to be I-block strictly diagonally dominant (abbreviated I-BSDD).
Definition 2.2 ([9]). Let A = (Alm)s×s ∈ Cn×ns and All, l = 1, 2, . . . , s, be nonsingular. If
1 ≥
s∑
l=1,m6=l
∥∥A−1ll Alm∥∥ , ∀l ∈ T , (3)
then A is said to be II-block diagonally dominant (abbreviated II-BDD); If the strict inequalities in (3) are valid for all l ∈ T ,
then A is said to be II-block strictly diagonally dominant (abbreviated II-BSDD).
Definition 2.3 ([10,11]). Let A = (Alm)s×s ∈ Cn×ns and All, l = 1, 2, . . . , s, be nonsingular. If the comparison matrices of
block matrix A, µI(A) = (ωlm) ∈ Rs×s and µII(A) = (mlm) ∈ Rs×s areM-matrix, respectively, where
ωlm =
{∥∥A−1ll ∥∥−1 , if l = m,−‖Alm‖ , if l 6= m, and mlm =
{
1, if l = m,
−‖A−1ll Alm‖, if l 6= m, (4)
then A is called a I-block H-matrix and a II-block H-matrix, respectively.
If A in (1) is I-BDD (II-BDD), from (2) and (3), we get∥∥D−1i ∥∥−1 ≥ ‖Ci‖ + ‖Ei‖ (1 ≥ ∥∥D−1i Ci∥∥+ ∥∥D−1i Ei∥∥), i ∈ T . (5)
If A in (1) is I-block H-matrix (II-block H-matrix), from (4) we get
ωij =
‖D
−1
i ‖−1, if i = j,−‖Ci‖, if i = j+ 1,
−‖Ei‖, if i = j− 1,
mij =

1, if i = j,
−‖D−1i Ci‖, if i = j+ 1,
−‖D−1i Ei‖, if i = j− 1.
 (6)
In this section, we show that, for I-block diagonally dominant (II-block diagonally dominant) tridiagonal matrices and
block H-matrices, the reduced matrices inherit the key property.
Theorem 2.4. Let A in (1) be nonsingular, tridiagonal, and I-block diagonally dominant (II-block diagonally dominant). Then A
has a block LU factorization, and the Schur complements S have the same property kind of diagonal dominance as A.
Proof. This proof is a generalization of Wilkinson’s proof [12] of the corresponding result for point diagonally dominant
matrices. We first consider the case of I-BDD matrices. The proof for II-BDD matrices is analogous. The first step of GE
without pivoting succeeds, since D1 is nonsingular, producing a matrix that we can write as
A(2) =

U1 E1
U2 E2
C3 D3 E3
. . .
. . .
. . .
. . .
. . . Es−1
Cs Ds

,
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where U1 = D1 and the first row nonzero elements of S are U2 = D2−C2D−11 E1 and E2, but the other rows nonzero elements
of S preserve invariant, that is,
S =

D2 − C2D−11 E1 E2
C3 D3 E3
. . .
. . .
. . .
. . .
. . . Es−1
Cs Ds
 .
It is obvious that D2−C2D−11 E1 is nonsingular. Now, if D2−C2D−11 E1 is singular, it follows that 0 is one of singular value of A.
Therefore A is also singular, which is a contradiction. The proof that U2, . . . ,Us are also nonsingular is analogous. The result
is proved if we can show that∥∥(D2 − C2D−11 E1)−1∥∥−1 ≥ ‖E2‖ .
The proof is as follows: By the definition of the I-BDD matrices, we obtain∥∥D−11 ∥∥−1 ≥ ‖E1‖ ,∥∥D−12 ∥∥−1 ≥ ‖C2‖ + ‖E2‖ .
Using the following definition (see [8,13] for details)
‖A−1‖−1 = min‖x‖=1‖Ax‖
gives ∥∥(D2 − C2D−11 E1)−1∥∥−1 = min‖x‖=1 ∥∥(D2 − C2D−11 E1)x∥∥
≥ min‖x‖=1 ‖D2x‖ − ‖C2‖
∥∥D−11 ∥∥ ‖E1‖
= ∥∥D−12 ∥∥−1 − ‖C2‖ ∥∥D−11 ∥∥ ‖E1‖
≥ ‖C2‖ + ‖E2‖ − ‖C2‖
∥∥D−11 ∥∥ ‖E1‖
≥ ‖C2‖ + ‖E2‖ − ‖C2‖
∥∥D−11 ∥∥ ∥∥D−11 ∥∥−1
= ‖E2‖ . (7)
Thus the reduced matrix S is I-block diagonally dominant.
The proof for II-BDD matrices is as follows: By the definition of II-BDD matrices and (6), it follows that∥∥(D2 − C2D−11 E1)−1E2∥∥ ≤ ∥∥(D2 − C2D−11 E1)−1∥∥ ‖E2‖
≤ ‖E2‖−1 ‖E2‖
= 1.
The result follows by induction. 
Corollary 2.5. Let A in (1) be nonsingular and tridiagonal. Then Ui is nonsingular for all i ∈ T .
The proof is obtained by the proof of Theorem 2.4.
The following Theorem refers to the reduced matrices of block H-matrices. We first recall the properties of
M-matrices.
Lemma 2.6 ([14]). Let A, B ∈ Rn×n. If A is an M-matrix, B is a Z-matrix (bij ≤ 0 for all i 6= j), and B ≥ A, then B is also an
M-matrix.
Lemma 2.7 ([15]). Let A ∈ Rn×n be a Z-matrix. If A is an M-matrix, then all principal submatrices are again M-matrices.
Unless otherwise stated, in the following theorem and proof block diagonally dominant and block H-matrix denote I-
block diagonally dominant and I-block H-matrix respectively. From Lemmas 2.6 and 2.7, we obtain
Theorem 2.8. Let A in (1) be a nonsingular, tridiagonal, and block H-matrix. If D−1i CiU
−1
i−1Ei−1 for all i ∈ T are Hurwitz stable
(i.e. all the eigenvalues lie in the open left half complex plane), then the reduced matrix is also a block H-matrix.
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Proof. By assumptions, we have
µI(A) =

‖D−11 ‖−1 −‖E1‖
−‖C2‖ ‖D−12 ‖−1 −‖E2‖
. . .
. . .
. . .
. . .
. . . −‖Es−1‖
−‖Cs‖ ‖D−1s ‖−1
 (8)
and µI(A) is an M-matrix. The first step of algorithm of block LU factorization (see [13]) succeeds, producing a matrix A(2)
and its comparison matrix µI(A(2)) that we can write as
µI(A(2)) =

‖U−11 ‖−1 −‖E1‖
‖U−12 ‖−1 −‖E2‖
−‖C3‖ ‖D−13 ‖−1 −‖E3‖
. . .
. . .
. . .
. . .
. . . −‖Es−1‖
−‖Cs‖ ‖D−1s ‖−1

, (9)
where
‖U−11 ‖−1 = ‖D−11 ‖−1 and ‖U−12 ‖−1 = ‖(D2 − C2D−11 E1)−1‖−1.
The definition of norm gives
‖(D2 − C2D−11 E1)−1‖−1 = ‖(I − D−12 C2D−11 E1)−1D−12 ‖−1
≥ ‖D−12 ‖−1‖(I − D−12 C2D−11 E1)−1‖−1
> ‖D−12 ‖−1 (10)
if ‖(I − D−12 C2D−11 E1)−1‖−1 > 1 is satisfied, that is, ‖(I − D−12 C2D−11 E1)−1‖ < 1 is admitted. The property of norm gives
‖I − D−12 C2D−11 E1‖−1 ≤ ‖(I − D−12 C2D−11 E1)−1‖ < 1.
Thus we only need
‖I − D−12 C2D−11 E1‖ > 1.
Actually, since D−12 C2D
−1
1 E1 is Hurwitz stable, it follows that
Re(λ(I − D−12 C2D−11 E1)) > 1.
Now
1 < Re(λ(I − D−12 C2D−11 E1)) ≤ ρ(I − D−12 C2D−11 E1) ≤ ‖I − D−12 C2D−11 E1‖.
Therefore (10) holds. From (8), (9) and (10) we obtain
µI(A) ≤ µI(A(2)).
By Lemma2.6,µI(A(2)) is also anM-matrix. Since the comparisonmatrix of the reducedmatrixµI(S) is a principal submatrix
ofµI(A(2)), from Lemma 2.7, the comparison matrix of the reduced matrixµI(S) is also anM-matrix. Therefore the reduced
matrix S is also a block H-matrix. The result follows by induction. 
By the proof of Theorem 2.8, the reduced matrix is also a block H-matrix when D−1i CiU
−1
i−1Ei−1 for all i ∈ T could not be
Hurwitz stable, that is, the condition that D−1i CiU
−1
i−1Ei−1 for all i ∈ T are Hurwitz stable is not necessary.
Theorem 2.9. Suppose A in (1) is nonsingular and block diagonally dominant, and let A have the block LU factorization A = LU.
Then
|µI(L)||µI(U)| ≤ 2|µI(A)| + A′ ≤ 3A′,
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where
A′ =

‖D1‖ ‖E1‖
‖C2‖ ‖D2‖ ‖E2‖
. . .
. . .
. . .
. . .
. . . ‖Es−1‖
‖Cs‖ ‖Ds‖
 . (11)
Proof. Since A has the block LU factorization, it follows that
A =

I1
L2 I2
. . .
. . .
. . . Is−1
Ls Is


U1 E1
U2 E2
. . .
. . .
. . . Es−1
Us
 .
Thus
|µI(L)| =

1
‖L2‖ 1
. . .
. . .
. . . 1
‖Ls‖ 1
 ,
|µI(U)| =

‖U−11 ‖−1 ‖E1‖
‖U−12 ‖−1 ‖E2‖
. . .
. . .
. . . ‖Es−1‖
‖U−1s ‖−1
 .
‖U1‖ ≥ ‖E1‖ is immediate, because of the definition of I-BDD and the property of norm, and if it is true for i− 1, then
‖Ui‖ ≥ ‖Di‖ − ‖LiEi−1‖
= ‖Di‖ − ‖CiU−1i−1Ei−1‖
≥ ‖Di‖ − ‖Ci‖‖U−1i−1Ei−1‖
≥ ‖Di‖ − ‖Ci‖‖U−1i−1‖‖Ei−1‖
≥ ‖Di‖ − ‖Ci‖
≥ ‖D−1i ‖−1 − ‖Ci‖
≥ ‖Ei‖.
Note that, similarly, ‖Ui‖ ≤ ‖Di‖ + ‖Ci‖. Therefore
‖U−1i ‖−1 + ‖Li‖‖Ei−1‖ ≤ ‖Ui‖ + ‖Li‖‖Ei−1‖
≤ ‖Ui‖ + ‖Ci‖‖U−1i−1‖‖Ei−1‖
≤ ‖Ui‖ + ‖Ci‖
≤ ‖Ci‖ + ‖Di‖ + ‖Ci‖. (12)
Now
‖Di‖ ≥ ‖D−1i ‖−1 ≥ ‖Ci‖. (13)
From (12) and (13), we obtain
‖U−1i ‖−1 + ‖Li‖‖Ei−1‖ ≤ 2‖D−1i ‖−1 + ‖Di‖ ≤ 3‖Di‖. (14)
Since
‖Li‖ = ‖LiUi−1U−1i−1‖ ≤ ‖LiUi−1‖‖U−1i−1‖,
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it follows that
‖LiUi−1‖ ≥ ‖Li‖‖U−1i−1‖−1. (15)
Therefore the result follows from (14) and (15). 
The corresponding result for point diagonally dominant matrices is as follows:
|L||U| ≤ 3|A| (16)
(see [13]). From Theorem 2.9, it is conspicuous that (16) is not admitted for block diagonally dominant matrices.
Theorem 2.10. Let A satisfy the conditions of Theorem 2.4. If A(k) denotes the matrix obtained after k− 1 steps of algorithm of
block LU factorization (see [13]), then
|µI(A(k))| ≤ 2A′,
where A′ satisfies (11).
Proof. By the assumption, we obtain
‖U2‖ + ‖E2‖ = ‖D2 − C2D−11 E1‖ + ‖E2‖
≤ ‖D2‖ + ‖C2‖‖D−11 ‖‖E1‖ + ‖E2‖
≤ ‖D2‖ + ‖C2‖ + ‖E2‖.
Therefore
‖U2‖ ≤ ‖D2‖ + ‖C2‖ ≤ 2‖D2‖.
Now
‖U−12 ‖−1 ≤ ‖U2‖,
thus
‖U−12 ‖−1 ≤ 2‖D2‖.
By induction, it follows that
‖U−1k ‖−1 ≤ 2‖Dk‖. (17)
From the definition of comparison matrix µI(A(k)) and (17), we have
|µI(A(k))| ≤ 2A′. 
The following theorem refers to the relation with the comparison matrices µI(A(k)) and µII(A(k)).
Theorem 2.11. Let A satisfy the conditions of Theorem 2.4. If A(k) denotes the matrix obtained after k− 1 steps of algorithm of
block LU factorization, then
DµI(A(k)) ≤ µII(A(k)),
where D = diag(‖U−11 ‖, ‖U−12 ‖, . . . , ‖U−1k ‖, ‖D−1k+1‖, . . . , ‖D−1s ‖).
Proof. By the definition of comparison matrices, we get
µI(A(k)) =

‖U−11 ‖−1 −‖E1‖
. . .
. . .
‖U−1k ‖−1 −‖Es‖
−‖Ck+1‖ ‖D−1k+1‖−1 −‖Ek+1‖
. . .
. . .
. . .
. . .
. . . −‖Es−1‖
−‖Cs‖ ‖D−1s ‖−1

, (18)
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µII(A(k)) =

1 −‖U−11 E1‖
. . .
. . .
1 −‖U−1k Es‖
−‖D−1k+1Ck+1‖ 1 −‖D−1k+1Ek+1‖
. . .
. . .
. . .
. . .
. . .
−‖D−1s Cs‖
−‖D−1s−1Es−1‖
1

. (19)
Multiplying (18) on the left by D gives
1 −‖U−11 ‖‖E1‖
. . .
. . .
1 −‖U−1k ‖‖Es‖
−‖D−1k+1‖‖Ck+1‖ 1 −‖D−1k+1‖‖Ek+1‖
. . .
. . .
. . .
. . .
. . . −‖D−1s−1‖‖Es−1‖
−‖D−1s ‖‖Cs‖ 1

. (20)
From (18)–(20), and the property of norm, it follows that
DµI(A(k)) ≤ µII(A(k)). 
3. Error analysis
Throughout, we use the ‘‘standard model’’ of floating-point arithmetic in which the evaluation of an expression in
floating-point arithmetic is denoted by fl(·), with
fl(a o b) = (a o b)(1+ δ), |δ| ≤ u, o = +,−, ∗, /. (21)
(See, for example, Higham [13].) Here u is the unit rounding-off associated with the particular machine being used.
Unless otherwise stated, in this section an unsubscripted norm denotes ‖A‖ := maxi,j|aij|. Note that for this norm, with
A and B dimensioned as the following assumption (1),
‖AB‖ ≤ n‖A‖‖B‖
is the best such inequality. (See, for example, Demmel and Higham [16].) Wemake three assumptions about the underlying
level-3 BLAS (matrix–matrix operations).
(1) If A ∈ Rm×n and B ∈ Rn×p then the computed approximation Cˆ to C = AB satisfies
Cˆ = AB+∆C, ‖∆C‖ ≤ c1(m, n, p)µ‖A‖‖B‖ + O(u2), (22)
where c1(m, n, p) denotes a constant depending onm, n, and p.
(2) The computed solution Xˆ to the triangular systems TX = B, where T ∈ Rm×m and B ∈ Rm×p, satisfies
T Xˆ = B+∆B, ‖∆B‖ ≤ c2(m, p)µ‖T‖‖Xˆ‖ + O(u2). (23)
where c2(m, p) denotes a constant depending onm and p.
(3) The computed matrix Lˆ21 from the algorithm of block LU factorization satisfies
Lˆ11Uˆ11 = A11 +∆A11, ‖∆A11‖ ≤ c3(r)u‖Lˆ11‖‖Uˆ11‖ + O(u2), (24)
where c3(n, r) denotes a constant depending on n and r .
We first recall error analysis of partitioned LU factorization.
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Lemma 3.1 ([16]). Under the assumptions (22), (23) and (24), the LU factors of A ∈ Rn×n computed using the partitioned outer
product form of LU factorization with block size r satisfy LˆUˆ = A+∆A, where
‖∆A‖ ≤ u(δ(n, r)‖A‖ + θ(n, r)‖Lˆ‖‖Uˆ‖)+ O(u2), (25)
and where
δ(n, r) = 1+ δ(n− r, r), δ(r, r) = 0,
θ(n, r) = max{c3(r), c2(r, n− r), 1+ c1(n− r, r, n− r)+ δ(n− r, r)+ θ(n− r, r)}, θ(r, r) = c3(r).
Note that the inequality in (25) is also satisfied when A is tridiagonal. The proof is analogous to that of Lemma 3.1.
Now we turn to block LU factorization. The following theorem refers to error analysis of block LU factorization.
Theorem 3.2. Let Lˆ and Uˆ be the computed block LU factors of A ∈ Rn×n in (1). Under the assumptions (22) and (23),
A+∆A = LˆUˆ,
‖∆A‖ ≤ u(α(i, j)‖A‖ + β(i, j)‖Lˆ‖‖Uˆ − α(i, j)UˆD‖)+ O(u2),
where i and j are the subscript of matrix A in (1), UˆD = diag(Uˆ1, Uˆ2, . . . , Uˆs),
α(i, j) =
{
0, if i 6= j,
1, if i = j,
β(i, j) =
{
0, if i = j− 1,
max
i∈T
{c2(ki−1, ki), 1+ c1(ki, ki−1, ki+1)+ (c˜2(ki−1, ki)+ c˜2(ki−1, ki−1))κ(Uˆi−1)}, others,
c˜2(ki−1, ki−1) = k2i−1c2(ki−1, ki−1),
c˜2(ki−1, ki) = k2i−1c2(ki−1, ki).
Proof. To save clutter we will omit ‘‘+O(u2)’’ from each bound. Consider the first block stage of the factorization. The
assumption imply that
LˆiUˆi−1 = Ci +∆Ci, ‖∆Ci‖ ≤ c2(ki−1, ki)u‖Lˆi‖‖Uˆi−1‖. (26)
To obtain Ui = Di − LiEi−1 we first compute F = LˆiEi−1, obtaining
Fˆ = LˆiEi−1 +∆F , ‖∆F‖ ≤ c1(ki, ki−1, ki+1)u‖Lˆi‖‖Ei−1‖,
and then subtract from Di, obtaining
Uˆi = Di − Fˆ + G, ‖G‖ ≤ u(‖Di‖ + ‖Fˆ‖).
It follows that
Uˆi = Di − LˆiEi−1 +∆Ui,
where∆Ui = G−∆F . Therefore
‖∆Ui‖ ≤ u(‖Di‖ + ‖Lˆi‖‖Ei−1‖ + c1(ki, ki−1, ki+1)‖Lˆi‖‖Ei−1‖). (27)
Since Ei is invariant in computation, that is, ∆Ei = 0, then ∆U can write as the following diagonal matrix ∆U =
diag(∆Ui,∆U2, . . . ,∆Us). On the other hand, ∆L can write as an off-diagonal lower triangular matrix and the entries are
∆Li. From (23) we get
Ui−1Uˆ−1i−1 = I +∆I, ‖∆I‖ ≤ c2(ki−1, ki−1)u‖Ui−1‖‖Uˆ−1i−1‖. (28)
Thus
Lˆi = LiUi−1Uˆ−1i−1 +∆CiUˆ−1i−1 = Li(I +∆I)+∆CiUˆ−1i−1.
Now
∆L = Li∆I +∆CiUˆ−1i−1. (29)
Combining (26), (28) and (29), it follows that
‖∆L‖ ≤ c´2(ki−1, ki−1)u‖Li‖‖Ui−1‖‖Uˆ−1i−1‖ + c´2(ki−1, ki)u‖Lˆi‖‖Uˆi−1‖‖Uˆ−1i−1‖, (30)
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where c´2(ki−1, ki−1) = ki−1c2(ki−1, ki−1) and c´2(ki−1, ki) = ki−1c2(ki−1, ki), i.e. c´2(ki−1, ki−1) and c´2(ki−1, ki) also denote
constants depending on ki−1, ki−1 and ki, respectively. Since
Uˆi = LˆiEi−1 + Uˆi, ∆Di = ∆Ui +∆LiEi−1.
Taking the norm of both sides and applying (27) and (30) we obtain
‖∆Di‖ ≤ u
(
‖Di‖ + ‖Lˆi‖‖Ei−1‖ + c1(ki, ki−1, ki+1)‖Lˆi‖‖Ei−1‖ + c˜2(ki−1, ki−1)‖Li‖‖Ui−1‖‖Uˆ−1i−1‖‖Ei−1‖
+ c˜2(ki−1, ki)‖Lˆi‖‖Uˆi−1‖‖Uˆ−1i−1‖‖Ei−1‖
)
,
where c˜2(ki−1, ki−1) = ki−1c´2(ki−1, ki−1) and c˜2(ki−1, ki) = ki−1c´2(ki−1, ki). From the inequalities ‖Ui−1‖ ≤ ‖Uˆi−1‖ +
‖∆Ui−1‖ and ‖Li−1‖ ≤ ‖Lˆi−1‖ + ‖∆Li−1‖, we get
‖∆Di‖ ≤ u
[
‖Di‖ +
(
1+ c1(ki, ki−1, ki+1)+ (c˜2(ki−1, ki)+ c˜2(ki−1, ki−1))κ(Uˆi−1)
)
‖Lˆi‖‖Ei−1‖
]
.
Therefore
‖∆A‖ ≤ u(α(i, j)‖A‖ + β(i, j)‖Lˆ‖‖Uˆ − α(i, j)UˆD‖)+ O(u2),
where
UˆD = diag(Uˆ1, Uˆ2, . . . , Uˆs),
α(i, j) =
{
0, if i 6= j,
1, if i = j,
β(i, j) =
{
0, if i = j− 1,
max
i∈T
{c2(ki−1, ki), 1+ c1(ki, ki−1, ki+1)+ (c˜2(ki−1, ki)+ c˜2(ki−1, ki−1))κ(Uˆi−1)} others.
The proof is completed. 
Compared (25) for block tridiagonal matrices with the result of Theorem 3.2, It is not difficult to obtain the following
result.
(i) Based on different ways, the result of Theorem 3.2 is simpler than that of Lemma 3.1 in some sense. Take ∆Ei for
example, by the Theorem 3.2, we get the exact value 0. However, from (25), we can only obtain the upper bound on ‖∆Ei‖.
(ii) Unfortunately, there is a drawback in Theorem 3.2, that is, we could compute κ(Ui) for all i ∈ T when we compute
the upper bounds on ‖∆Ci‖ and ‖∆Di‖.
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