Non-existence of genuine (compact) quantum symmetries of compact,
  connected smooth manifolds by Goswami, Debashish
ar
X
iv
:1
80
5.
05
76
5v
3 
 [m
ath
.O
A]
  3
1 A
ug
 20
18
Non-existence of genuine (compact) quantum symmetries of
compact, connected smooth manifolds
Debashish Goswami1
Indian Statistical Institute
203, B. T. Road, Kolkata 700108
Email: goswamid@isical.ac.in,
Phone: 0091 33 25753420, Fax: 0091 33 25773071
Abstract
Suppose that a compact quantum group Q acts faithfully on a smooth, compact, con-
nected manifoldM , i.e. has a C∗ (co)-action α on C(M), such that α(C∞(M)) ⊆ C∞(M,Q)
and the linear span of α(C∞(M))(1⊗Q) is dense in C∞(M,Q) with respect to the Fre´chet
topology. It was conjectured by the author quite a few years ago that Q must be commuta-
tive as a C∗ algebra i.e. Q ∼= C(G) for some compact group G acting smoothly on M . The
goal of this paper is to prove the truth of this conjecture. A remarkable aspect of the proof
is the use of probabilistic techniques involving Brownian stopping time.
Subject classification : 81R50, 81R60, 20G42, 58B34.
Keywords: Compact quantum group, quantum isometry group, Riemannian manifold, smooth
action.
1 Introduction
In this article, we settle a conjecture about quantum group actions on classical spaces, which
was made by the author in [16] quite a few years ago and which has been proved in certain
cases by him and others over the recent years. Let us give some background before stating it.
Quantum groups have their origin in both physics and mathematics, as generalized symmetry
objects of possibly noncommutative spaces. Following pioneering works by Drinfeld [9] Jimbo
[21], Faddeev-Reshetikhin-Takhtajan [12] and others (see, e.g. [32]) in the algebraic framework
and later Woronowicz [36], Podles [29], Vaes-Kustermans [25] and others in the analytic setting,
there is by now a huge and impressive literature on quantum groups. In [27], Manin studied
quantum symmetry in terms of certain universal Hopf algebras. In the analytic framework of
compact quantum groups a la Woronowicz, Wang, Banica, Bichon, Collins (see, e.g. [1], [6], [34])
and many other mathematicians formulated and studied quantum analogues of permutation
and automorphism groups for finite sets, graphs, matrix algebras etc. This motivated the more
recent theory of quantum isometry groups [15] by the author of the present article in the context
of Connes’ noncommutative geometry (c.f. [8]), which was developed further by many others
including Bhowmick, Skalski, Banica, Soltan, De-Commer, Thibault, just to name a few (see,
e.g. [5], [33] etc. and the references therein).
In this context, it is important to study quantum symmetries of classical spaces. One
may hope that there are many more genuine quantum symmetries of a given classical space
than classical group symmetries which will help one understand the space better. By ‘genuine’
we mean that the underlying algebra structure of the quantum group is noncommutative. In
this context, one may mention Wang’s discovery of infinite dimensional quantum permutation
group S+n of a finite set with n points where n ≥ 4 and the discussion on ‘hidden symmetry in
algebraic geometry’ in Chapter 13 of [27]. It follows from Wang’s work that any disconnected
space with 4 or more homoemorphic components will admit a faithful quantum symmetry given
by a suitable quantum permutation group. It is more interesting to look for nontrivial and
interesting examples of (faithful) (co)-actions of genuine quantum groups on connected classical
topological spaces as well as connected algebraic varieties. Indeed, several such examples are
known by now, which include:
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(i) (co)action of S+n on the connected compact space formed by topologically gluing n copies of
a given compact connected space [18];
(ii) Co-action of the group C∗ algebra C∗(S3) of the group of permutations of 3 objects on the
coordinate ring of the variety {xy = 0} as in [11]
(iii) algebraic co-action of Hopf-algebras corresponding to genuine non-compact quantum groups
on commutative domains associated with affine varieties as in [35](Example 2.20).
(iv) Algebraic co-action of (non-commutative) Hopf algebras on the coordinate ring of singular
curves like the cusp and the nodal cubic, given by Krahmer and his collaborators (see [23], [24]).
However, one striking observation is that in each of the above examples, either the underly-
ing space is not a smooth manifold ((i), (ii), (iv)) or the quantum group is not of compact type
(in (iii) and (iv)). There seems to be a natural obstacle to construct genuine compact quantum
group action on a compact connected smooth manifold, at least when the action is assumed to
be smooth in a natural sense. Motivated by the fact that a topological action β of a compact
group G on a smooth manifold M is smooth in the sense that each βg is a smooth map (diffeo-
morphism) if and only if it is isometric w.r.t. some Riemannian structure on the manifold, the
first author of this paper and some of his collaborators and students tried to compute quantum
isometry groups for several classical (compact) Riemannian manifolds including the spheres and
the tori. Quite remarkably, in each of these cases, the quantum isometry group turned out to
be the same as C(G) where G is the corresponding isometry group. On the other hand, Banica
et al ([2]) ruled out the possibility of (faithful) isometric actions of a large class of compact
quantum groups including S+n on a connected compact Riemannian manifold. All these led the
first author of the present paper to make the following conjecture in [16], where he also gave
some supporting evidence to this conjecture considering certain class of homogeneous spaces.
Conjecture I: It is not possible to have smooth faithful action of a genuine compact quantum
group on C(M) when M is a compact connected smooth manifold.
There have been several results, both in the algebraic and analytic set-up, which point
towards the truth of this conjecture. For example, it is verified in [13] under the additional
condition that the action is isometric in the sense of [15] for some Riemannian metric on the
manifold. In [11], Etingof and Walton obtained a somewhat similar result in the purely algebraic
set-up by proving that there cannot be any finite dimensional Hopf algebra having inner faithful
action on a commutative domain. However, their proof does not seem to extend to the infinite
dimension as it crucially depends on the semisimplicity and finite dimensionality of the Hopf
algebra. We should also mention the proof by A. L. Chirvasitu ([7]) of non-existence of genuine
quantum isometry in the metric space set-up (see [31], [1], [17] etc.) for the geodesic metric of
a negatively curved, compact connected Riemannian manifold.
In the present article, we settle the above conjecture in the affirmative. In fact, in a pre-print
written with two other collaborators, the author of the present paper posted a claim of the proof
of this fact on the archive quite a few years ago but it contained a crucial gap. The idea was to
emulate the classical averaging trick for constructing a Riemannian metric for which the given
smooth CQG action is isometric. However, the idea did not work mainly because we could not
prove that the candidate of the Laplacian associated to the averaged metric was a second order
differential operator. In the present article, we circumvent the difficulties using techniques of
stopping time from the theory of probability. In fact, we follow the classical line of proving
locality of the infinitesimal generator of the heat semigroup using stopping time of Brownian
motion on manifolds.
Remark 1.1 In some sense, our results indicate that one cannot possibly have a genuine ‘hid-
den quantum symmetry’ in the sense of Manin (Chapter 13 of [27]) for smooth connected vari-
eties coming from compact type Hopf algebras; i.e. one must look for such quantum symmetries
given by Hopf algebras of non-compact type only. From a physical point of view, it follows that
for a classical mechanical system with phase-space modeled by a compact connected manifold,
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the generalized notion of symmetries in terms of (compact) quantum groups coincides with the
conventional notion, i.e. symmetries coming from group actions.
2 Preliminaries
2.1 Notational convention
We will mostly follow the notation and terminology of [13], some of which we briefly recall here.
All the Hilbert spaces are over C unless mentioned otherwise. For a complex ∗-algebra C, let
Cs.a. = {c ∈ C : c
∗ = c}. We shall denote the C∗ algebra of bounded operators on a Hilbert
space H by B(H) and the C∗ algebra of compact operators on H by B0(H). Sp, Sp stand for
the linear span and closed linear span of elements of a vector space respectively, whereas Im(A)
denotes the image of a linear map.
We will deviate from the convention of [13] in one context: we’ll use the same symbol
⊗ for any kind of topological tensor product, namely minimal C∗ tensor product, projective
tensor product of locally convex spaces as well as tensor product of Hilbert spaces and Hilbert
modules. However, ⊗alg will be used for algebraic tensor product of vector spaces, algebras or
modules. A scalar valued inner product of Hilbert spaces will be denoted by < ·, · > and some
(non-scalar) ∗-algebra valued inner product of Hilbert modules over locally convex ∗-algebras
will be denoted by 〈〈·, ·〉〉. For a Hilbert A-module E where A is a C∗ algebra, we denote the
C∗-algebra of adjointable right A-linear maps by L(E). In particular, we’ll consider the trivial
Hilbert modules of the form H⊗A.
Throughout the paper, let M be a compact smooth manifold of dimension m. Let us also
fix an embedding of M in some Rn and let x1, . . . , xn denote the restriction of the canonical
coordinate functions of Rn to M .
2.2 Compact quantum groups and their actions
We recall from [13] and the references therein, including [26], [36], some basic facts about
compact quantum groups and their actions. A compact quantum group (CQG for short) is a
unital C∗ algebra Q with a coassociative coproduct (see [26]) ∆ from Q to Q ⊗ Q such that
each of the linear spans of ∆(Q)(Q⊗1) and that of ∆(Q)(1⊗Q) is norm-dense in Q⊗Q. From
this condition, one can obtain a canonical dense unital ∗-subalgebra Q0 of Q on which linear
maps κ and ǫ (called the antipode and the counit respectively) are defined, making the above
subalgebra a Hopf ∗-algebra.
It is known that there is a unique state h on a CQG Q (called the Haar state) which is bi
invariant in the sense that (id ⊗ h) ◦∆(a) = (h ⊗ id) ◦∆(a) = h(a)1 for all a ∈ Q. The Haar
state need not be faithful in general, though it is always faithful on Q0 at least. The image of
Q in the GNS representation of h in the GNS Hilbert space L2(Q, h) is denoted by Qr and it
is called the reduced CQG corresponding to Q.
A unitary representation of a CQG (Q,∆) on a Hilbert space H is a unitary U ∈ L(H⊗Q)
such that the C-linear map V from H to the Hilbert module H ⊗Q given by V (ξ) = U(ξ ⊗ 1)
satisfies (V ⊗ id)V = (id⊗∆)V. Here, the map (V ⊗ id) denotes the extension of V ⊗ id to the
completed tensor product H⊗Q which exists as V is an isometry.
For a Hopf algebra H with the coproduct ∆, we write ∆(q) = q(1) ⊗ q(2) suppressing the
summation notation (Sweedler’s notation). For an algebra (other than H itself) or module A
and a C-linear map Γ : A → A ⊗alg H (typically a comodule map or a coaction) we will also
use an analogue of Sweedler’s notation, by writing Γ(a) = a(0) ⊗ a(1).
Definition 2.1 A unital ∗-homomorphism α : C → C ⊗ Q, where C is a unital C∗-algebra and
Q is a CQG, is said to be an action of Q on C if
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1. (α⊗ id)α = (id⊗∆)α (co-associativity).
2. Sp α(C)(1 ⊗Q) is norm-dense in C ⊗ Q.
Given an action α of a CQG Q on C, there exists a norm-dense unital ∗-subalgebra of C over
which α restricts to an algebraic co-action of the Hopf algebra Q0.
An action α of Q on C induces an action (say αr) of the corresponding reduced CQG Qr and
the original action is faithful if and only if the action of Qr is so. We say that the action of α can
be implemented by unitary representation if we can find a Hilbert space H such that A ⊆ B(H)
and a unitary representation U on H such that α(a) = U(a⊗ 1)U−1 for all a ∈ C. It is easy to
see that any unitarily implemented action is injective. In fact, as the unitary representation U
of Q induces a unitary representation Ur := (id⊗ πr)(U) of Qr which implements αr, it follows
that αr is injective as well. If C is separable, we can prove the converse as follows. Let αr be
injective. By separability, we can find a faithful state φ on C and then ‘average’ it w.r.t. the
faithful Haar state h of Qr, i.e. define φ = (φ⊗ h) ◦ αr, which is clearly Qr-invariant and also
faithful. By invariance, the map a ⊗ q 7→ αr(a)(1 ⊗ q), a ∈ C, q ∈ Qr extends to a unitary
representation of Qr on the GNS space L
2(C, φ). This unitary representation implements αr.
In the special case C = C(X) where X is a compact Hausdorff space, the above invariant
state will correspond to a faithful Borel measure, say µ, so that the injective reduced action is
implemented by a unitary representation in L2(X,µ).
2.3 Sesquilinear form associated to a nondegenerate, conditionally positive
definite, local operator
Definition 2.2 Consider a linear map L from C∞(M) to C(M) satisfying L(1) = 0. We say
that L is
(i) real, if L(f) = L(f) for all f ∈ C∞(M);
(ii) local, if for any x ∈ M and any f ∈ C∞(M) such that f(y) = 0 for all y in an open
neighbourhood of x, we must have L(f)(x) = 0;
(iii) conditionally positive definite if L is real and for any f1, . . . , fk ∈ C
∞(M), k ≥ 1 and
x ∈ M , the k × k matrix ((kL(fi, fj)(x))) is nonnegative definite, where kL(f, g) := L(fg) −
L(f)g − fL(g).
The following result is perhaps well-known, but we give a complete proof as we could not
locate a precise reference of the result stated in this form.
Proposition 2.3 Let L be a local, conditionally positive definite L with L(1) = 0 as above.
Then there is a unique C(M)-valued, non-negative definite sesquilinear form << ·, · >> on
Ω1(M) (the space of smooth one-forms) such that << df, dg >>= kL(f, g) for all f, g ∈ C
∞(M).
Proof:
It is easy to see that kL(f, g) = kL(g, f) for f, g real and also kL(f, g)(x) = 0 if f (or g) is zero
on an open neighborhood of x. Hence kL(f, g)(x) depends only on the values of f, g in an open
neighbourhood of x. Moreover, as L(1) = 0,
kL(f, 1) = kL(1, f) = 0 (1)
for any f ∈ C∞(M).
Now, fix any x ∈ M . Also, fix any positive integer k and smooth real functions f1, . . . , fk
such that fi(x) = 0 for each i. Consider a linear map Θ : Mk(C
∞(M)) → Mk(C) given by,
Θ(G) = ((L(fifjgij)(x))) ∈ Mk(C), where G = ((gij)) ∈ Mk(C
∞(M)). By (iii) of Definition
2.2, we have the following, where c1, . . . , ck are complex numbers, H = ((hij)) ∈ Mk(C
∞(M))
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and G = H∗H:
∑
ij
cicjL(fifjgij)(x)
=
k∑
i,j,p=1
cicjL(fifjhpihpj)(x)
≥
k∑
i,j,p=1
cicj
(
fi(x)hpi(x)L(fjhpj)(x) + L(hpifi)(x)fj(x)hpj(x)
)
= 0,
which proves that Θ is a positive linear map. Note that Mk(C
∞(M)) is a ∗-subalgera of
Mk(C(M)) which is unital and closed under the holomorphic functional calculus. Hence the
positive linear map Θ on Mk(C
∞(M)) extends uniquely to Mk(C(M)) as a positive linear
map, denoted again by Θ. As Mk(C(M)) is a unital C
∗ algebra, the (extended) positive
map Θ is norm-bounded with the norm ‖Θ‖ = ‖Θ(1)‖. This gives us ‖((L(fifjgij)(x)))‖ ≤
‖((gij))‖∞‖((L(fifj)(x)))‖ for all ((gij)) ∈ Mk(C
∞(M)). But as L is local, L(fifjgij)(x) de-
pends only on the values of fifjgij in an arbitrarily small open neighbourhood of x. If gij(x) = 0
for all i, j, then for any ǫ > 0 we can choose open neighbourhoods V,W (say) of x such that
V ⊂ W and ‖((gij(y)))‖ ≤ ǫ for all y ∈ W . Let χ be a smooth function supported in W with
0 ≤ χ ≤ 1 and χ|V ≡ 1. Let G1(y) ≡ ((g
1
ij(y))) = χ(y)((gij(y)))∀y ∈ M . It satisfies G1(y) =
((gij(y))) for all y ∈ V and ‖G1(y)‖ ≤ ǫ for all y ∈ M . Thus, ‖Θ(G)‖ = ‖Θ(G1)‖ ≤ ǫ‖Θ(1)‖,
i.e.‖((L(fifjgij)(x)))‖ ≤ ǫ‖((L(fifj)(x)))‖. As ǫ is arbitrary, this proves L(fifjgij)(x) = 0. It
also follows that
kL(figi, fjgj)(x) = 0 (2)
if fi, gi real valued smooth functions with fi(x) = gi(x) = 0.
Next, choose a local coordinate (U, ξ1, . . . , ξm) (say) around x. Without loss of generality,
we can assume ξi(x) = 0 for each i, because kL(f, g)(x) = kL(f − f(x)1, g − g(x)1)(x) for any
f, g ∈ C∞(M). Choose another open neighbourhood V1 of x such that V1 ⊂ U and a smooth
positive function χ supported in U such that χ|V1 ≡ 1. Now, given a real valued smooth f we
can write f = f(x)1 +
∑
i ∂i(f)(x)ξi + Rf on U , where ∂i(f)(x) denotes the partial derivative
if f w.r.t. the coordinate ξi at x and Rf is defined in U . Using the local Taylor expansion of f
around x we can write Rf =
∑
i ξihi where hi are smooth functions defined on U with hi(x) = 0.
Writing φ˜ = χφ for any smooth function defined at least in U ( so that φ˜ ∈ C∞(M)), we get
f˜ = f(x)1 +
∑
i ∂i(f)(x)ξ˜i + R˜f . As f˜ = f , g˜ = g on V1, we have kL(f, g)(x) = kL(f˜ , g˜)(x).
It also follows from (2) that kL(h˜iξ˜i, h˜j ξ˜j)(x) = 0, hence also kL(R˜f , R˜f )(x) = 0. By positive
definiteness of kL, we have |kL(φ, R˜f )(x)|
2 ≤ kL(φ, φ)(x)kL(R˜f , R˜f )(x) = 0. Using this as well
as (1), we get
kL(f, g)(x) =
∑
i,j
∂i(f)(x)∂j(g)(x)kL(ξ˜i, ξ˜j)(x). (3)
Define a real-valued, non-negative definite bilinear form (·, ·)x on the cotangent space at x
by setting
(dξ˜i|x, dξ˜j |x)x = gij(x)
on the basis {dξ˜i|x, i = 1, . . . ,m}, where gij = kL(ξ˜i, ξ˜j). To see the well-definedness, i.e.
independence on the choice of coordinates, it suffices to note that for another set of local
coordinates (η1, . . . , ηm) around x, we have
dηi|x =
m∑
j=1
∂ηi
∂ξk
(x)dξk|x,
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and then (3) implies the following:
kL(η˜i, η˜j)(x) =
∑
kl
∂ηi
∂ξk
(x)
∂ηj
∂ξl
(x)gkl(x).
We can complexify (·, ·)x to get a complex valued sesquilinear form < ·, · >x on the complexi-
fied cotangent spaces and using it, define a C(M)-valued non-negative definite sesquilinear form
given by << ω, η >> (x) =< ω(x), η(x) >x for all x ∈ M . It is clear from the definition that
<< df, dg >>= kL(f, g) for all f, g ∈ C
∞(M). ✷
Remark 2.4 Suppose that the map L in the statement of Proposition 2.3 also satisfies the
following point-wise nondegeneracy and smoothness condition: for any p ∈M , there are smooth
functions f1, . . . , fm which give a set local coordinates around p, L(fi) is smooth for each i
(at least around p) and ((kL(fi, fj)(p))) is an invertible m × m matrix. Then it is easy to
see from the proof of Proposition 2.3 that there is a Riemannian structure on M such that
the sesquilinear form constructed in this proposition is the inner product corresponding to this
Riemannian metric.
2.4 Martingales and Brownian flows on manifolds
We will need some standard results about the Brownian motion on a compact Riemannian
manifold which we briefly summarize here. For the definition, construction and properties of
this stochastic process, we refer to [10], [20], [30] and the references therein. Let us consider
the Riemannian structure on M inherited from the Euclidean Riemannian structure of Rn and
follow the construction of [20], page 11, Subsect. 1.4, namely define Xt to be the unique solution
of the stochastic differential equation dXt =
∑n
i=1XtPi(Xt) ◦dWi(t), X0 ∈M , in the notation
of [20]. Here, Pi(x) denotes the projection of the i-th coordinate unit vector of R
n on the tangent
space TxM and (W1(t), . . . ,Wn(t)) denotes the standard Brownian motion of R
n starting at the
origin. In this picture, Xt is a process on the sample space (Ω,F , P ) (say) of the standard
n-dimensional Brownian motion. Let Xt(x, ω) be the process ‘starting at x’, i.e. the solution
with X0 = x. Let L =
∑
i P
2
i be the Laplacian on M . It is known that the Markov semigroup
(‘heat semigroup’) given by Tt(f)(x) := IEP (f(Xt(x, ·))) has L as the infinitesimal generator.
We also need the following fact, which can be seen from [10], Prop. 4C, Chap. I:
Proposition 2.5 For almost all ω in the sample space, the following hold:
(i) The random map γt(ω) given by x 7→ Xt(x, ω) is a diffeomorphism for every t,
(ii) (x, t) 7→ Xt(x, ω) is continuous.
(iii) Xt+s(x, ω) = Xt(Xs(x, ω), ω).
Let Z be a separable Banach space. We restrict our attention to separable Banach space
valued random variables to avoid measure-theoretic difficulties. For example, the notion of
Bochner or strong measurability and weak measurability coincide for separable Banach-space
valued random variables. We refer the reader to the lecture note by Pisier [28] for some more
details of Banach space valued measurable functions and related topics. We note the following
simple but useful fact. Let X be a Z-valued random variable on a probability space which is
almost surely norm-bounded, i.e. there is a constant C > 0 such that ‖X(ω)‖ ≤ C for almost
all ω, and let φ be any bounded linear functional on Z. Then we have IE(φ(X)) = φ(IE(X)).
We will need the concept of stopping time (or stop time) and a version of Doob’s Optional
Sampling Theorem suitable for us. Let us briefly recall here the basics (see also [30] and
the references therein). We assume the usual hypotheses such as the right continuity of the
filtrations considered.
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Definition 2.6 A stopping time adapted to a filtered probability space (Σ,G, (Gt)t≥0, P ) is a
random variable τ : Σ→ R+ satisfying {ω ∈ Σ : τ(ω) ≤ t} ∈ Gt for all t ∈ R+.
A family (Mt)t≥0 of Z-valued random variables on the above filtered probability space is called
a (Gt)-martingale (simply martingale if the filtration is understood) if IE(‖Mt‖) < ∞ for each
t, Mt is adapted to Gt in the sense that Mt is measurable w.r.t. (Σ,Gt) and IE(Mt|Gs) = Ms
(almost surely) for all 0 ≤ s ≤ t < ∞, where IE(·|Gs) denotes the conditional expectation with
respect to Gs.
Clearly, a Banach space valued family of random variable Mt is martingale if and only if for
every bounded linear functional φ on Z, the complex valued process φ(Mt) is a martingale in
the usual classical sense. Adapting the proof of the classical Optional Sampling Theorem, we
get the following version of Theorem 18 of Chapter I, page 10 of [30]:
Proposition 2.7 Let (Mt) be a Z-valued right continuous (i.e. for almost all ω, t 7→Mt(ω) is
right continuous) martingale as above. Then for any bounded stopping time, the process Mτ∧t
is a martingale, where a ∧ b := min(a, b).
Proof:
Let t0 > 0 be some constant such that τ ≤ t0 almost surely. It is enough to prove that φ(Mτ∧t)
is a scalar-valued martingale for each bounded linear functional φ on Z. But this follows by
applying Theorem 18 of Chapter I of [30] to the scalar-valued martingale φ(Mt∧t0), or applying
Problem 3.23 (part (i)) of Chapter 1, page 20 of [22] to φ(Mt). ✷
3 Main results
Throughout this section, let M be a compact smooth manifold of dimension m and Q be a
CQG with a faithful action α on C(M).
3.1 Smooth action
We refer to [13] for a detailed discussion on the natural Fre´chet topology of C∞(M) as well
as the space of B-valued smooth functions C∞(M,B) for any Banach space B. Indeed, by
the nuclearity of C∞(M) as a locally convex space, C∞(M,B) is the unique topological tensor
product of C∞(M) and B in the category of locally convex spaces. This allows us to define
T ⊗ id from C∞(M,B) for any Fre´chet continuous linear map T from C∞(M) to C∞(M)
(or, more generally, to some other locally convex space). We also recall from [13] the space
Ω1(M) ≡ Ω1(C∞(M)) of smooth one-forms and the space Ω1(M,B) of smooth B-valued one-
forms, as well as the natural extension of the differential map d to a Fre´chet continuous map from
C∞(M,B) to Ω1(M,B). In fact, for F ∈ C∞(M,B), the element dF ∈ Ω1(M,B) is the unique
element satisfying (id ⊗ ξ)(dF (m)) = (dFξ)(m), for every continuous linear functional ξ on B,
where m ∈M, dF (m) ∈ T ∗mM ⊗alg B and Fξ ∈ C
∞(M) is given by Fξ(x) := ξ(F (x)) ∀x ∈M.
We now define a smooth action following [13].
Definition 3.1 In case C = C(M), where M is a smooth compact manifold, we say that an
action α of a CQG Q on C(M) is smooth if α maps C∞(M) into C∞(M,Q) and Sp α(C)(1⊗Q)
is dense in C∞(M,Q) in the Fre´chet topology. We say that the action is faithful if the algebra
generated by elements of the form α(f)(p) ≡ (evp ⊗ id)(α(f)), where f ∈ C(M), p ∈ M is
norm-dense in Q.
Remark 3.2 In case Q = C(G) where G is a compact group acting on M , say by αg : x 7→ gx,
the smoothness of the induced action α given by α(f)(x, g) = f(gx) on C(M) in the sense of
the above definition means the smoothness of the map M ∋ x 7→ gx for each g.
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It has been proved in [13], following arguments of [29], [3] etc. that given any smooth action
α of Q on C(M) there is a Fre´chet dense unital ∗-subalgebra C0 of C
∞(M) on which α restricts
to an algebraic co-action of Q0. It also follows (see [14], Corollary 3.3) that for any smooth
action α, the corresponding reduced action αr is injective and hence it is implemented by some
unitary representation.
Suppose that M has a Riemannian structure with the corresponding C∞(M)-valued inner
product 〈〈·, ·〉〉 on Ω1(C∞(M)) as in [13]. If L is the Laplacian corresponding to the Riemannian
structure and kL(f, g) := L(fg) − L(f)g − fL(g) for f, g ∈ C
∞(M), we have << df, dg >>=
kL(f, g).
However, we need to consider more general non-negative definite sesquilinear forms on
Ω1(M), possibly C(M)-valued ones, as already encountered and discussed in Subsection 2.3.
For any such sesquilinear form << ·, · >>′, there is a canonical C(M,Q)-valued, non-negative
definite sesquilinear form on Ω1(C∞(M))⊗Q determined by
<< ω1 ⊗ q1, ω2 ⊗ q2 >>
′=<< ω1, ω2 >>
′ q∗1q2.
If << ·, · >>′ is an inner product, i.e. nondegenerate on Ω1(C∞(M)) or on some smaller
subspace of it, the corresponding sesquilinear form on Ω1(C∞(M),Q) (or, its restriction on a
suitable subspace ) is an inner product too.
We extend the definition of [13] for Riemannian inner product preserving actions to a more
general setting of C(M)-valued, non-negative definite sesquilinear form , which is Fre´chet-
continuous, i.e. (ω, η) 7→<< ω, η >>′ is a continuous map from the Fre´chet space Ω1(C∞(M))×
Ω1(C∞(M)) to C(M).
Definition 3.3 A smooth action α onM is said to preserve a C(M)-valued, Fre´chet continuous
sesquilinear form << ·, · >>′ if
〈〈dα(f), dα(g)〉〉′ = α(〈〈df, dg〉〉′) (4)
for all f, g ∈ C∞(M).
It is easy to see, in case by the Fre´chet continuity of the maps involved that it is enough to have
(4) for f, g ∈ C0.
3.2 Averaging of the Riemannian metric
Let M be as before and let α be a faithful smooth action of Q on C(M). Replacing Q by
Qr we can assume without loss of generality that Q has faithful Haar state and α = αr. It
is also known (see [19]) that Qr is of Kac type, hence h is tracial and κ is norm-bounded on
Q = Qr. Let Q0 be the canonical dense Hopf ∗-algebra for Q and C0 be a Fre´chet-dense unital
∗-subalgebra of C∞(M) on which α is algebraic. Moreover, as explained in Subection 2.2, choose
some faithful α-invariant Borel measure µ on M and the corresponding unitary representation
U on L2(M,µ) implementing α, i.e. α(f) = U(f ⊗ 1)U−1, where f ∈ C(M) is viewed as a
multiplication operator on L2(M,µ). Let L2(Q) be the GNS space of the Haar state h and
identify L(H⊗Q) (for any Hilbert space H) as a subalgebra of B(H⊗L2(Q)). The vector state
< 1, ·1 > on B(L2(Q)) extends h and we continue to denote it by h.
Denote by MF and Mf the operators of left multiplication by F (respectively f) on the
Hilbert Q-module L2(M,µ)⊗Q (respectively L2(M,µ)). Most often we may write simply F or
f for MF or Mf respectively by making slight abuse of notation.
Lemma 3.4 For F ∈ C0 ⊗alg Q0 ⊂ C
∞(M,Q), we have
(id⊗ h)(U−1MFU) =MF ♯ ,
where F ♯ = (id⊗ h)(U−1(F )) ∈ C0.
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Proof:
It is sufficient to prove the lemma for F = f ⊗ q, where f ∈ C0, q ∈ Q0. Using Sweedler’s
notation and the trace property of h, we have for g ∈ C0:
(id ⊗ h)(U−1MFU)g
= (id ⊗ h)(U−1MFU(g ⊗ 1)) = (id⊗ h)(U
−1(fg(0) ⊗ qg(1)))
= f(0)g(0)(0)h(κ(g(0)(1))κ(f(1))qg(1)) = f(0)g(0)h(κ(f(1))qg(1)(2)κ(g(1)(1))))
= f(0)g(0)h(κ(f(1))q)ǫ(g(1)) = f(0)h(κ(f(1))q)g = F
♯g.
✷
Corollary 3.5 The map F 7→ Ψ(F ) := (id ⊗ h)(U−1MFU) extends to a unital completely
positive map from C(M,Q) to C(M). In particular, evp ◦ (id ⊗ h)(U
−1 · U) extends to a well-
defined state on C(M). Moreover, Ψ is Q-invariant in the sense that
(Ψ ⊗ id) ◦ (id⊗∆) = α(Ψ(·)). (5)
Proof:
The map is clearly norm-bounded and completely positive by the formula that defines it. It
also follows from Lemma 3.4 that it maps the dense subspace C0 ⊗algQ0 into C(M). By norm-
continuity, the image of the map must be contained in C(M).
To prove the invariance, it is enough to prove (5) for F = f ⊗ q, where f ∈ C0, q ∈ Q0. To
this end, note that as κ2 = id, we have q(1)κ(q(2)) = q(2)κ(q(1)) = ǫ(q)1 for all q ∈ Q0. Moreover,
we have
h(q)1 = (h⊗ κ)(∆(q)) = h(q(1))κ(q(2)), (6)
for all q ∈ Q0. Now, the left hand side of (5) for F = f ⊗ q equals f(0) ⊗ h(κ(f(1))q(1))q(2). By
(6), κ2 = id as well as the identity ∆ ◦ κ = σ ◦ (κ⊗ κ) ◦∆ where σ denotes flip, we have:
h(κ(f(1))q(1))q(2)
= q(2)(h⊗ κ)(∆(κ(f(1))q(1)))
= q(2)h(κ(f(1)(2))q(1)(1))κ(κ(f(1)(1))q(1)(2))
= q(2)h(κ(f(1)(2))q(1)(1))κ(q(1)(2))f(1)(1)
= h(κ(f(1)(2))q(1)(1))q(2)κ(q(1)(2))f(1)(1)
= h(κ(f(1)(2))q(1))q(2)(2)κ(q(2)(1))f(1)(1) (as q(1)(1) ⊗ q(2) ⊗ q(1)(2) = q(1) ⊗ q(2)(2) ⊗ q(2)(1))
= h(κ(f(1)(2))q(1)ǫ(q(2)))f(1)(1)
= f(1)(1)h(κ(f(1)(2))q).
It follows that
f(0) ⊗ h(κ(f(1))q(1))q(2)
= f(0) ⊗ f(1)(1)h(κ(f(1)(2))q)
= f(0)(0) ⊗ f(0)(1)h(κ(f(1))q)
= α(f(0)h(κ(f(1))q))
= α(Ψ(f ⊗ q)),
which is the right hand side of (5).
✷
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Choose and fix any Riemannian structure on M , for example, the one inherited from the
embedding M ⊂ Rn as in Subsection 2.4, and write L for the Laplacian on M and let
Lˆ(f) = (id ⊗ h)
(
U−1((L ⊗ id)(α(f))U
)
for f ∈ C∞(M). Here we have identified scalar or Q-valued functions with the corresponding
left multiplication operators in appropriate Hilbert spaces or Hilbert modules, as understood
from the context. By Lemma 3.4 and Corollary 3.5, Lˆ(f) ∈ C(M). As α is Fre´chet continuous,
it is clear that Lˆ is continuous w.r.t. the Fre´chet topology on C∞(M) and the norm topology
on C(M). We also observe that for f ∈ C0, Lˆ(f) = ((L ⊗ id)(α(f))
♯ = Ψ(L(f(0)) ⊗ f(1)), so in
particular, Lˆ(C0) ⊆ C0.
We now claim the following:
Theorem 3.6 Lˆ satisfies the hypotheses of Proposition 2.3. Moreover, the restriction of the
sesquilinear form k
Lˆ
induced by Lˆ on the Fre´chet dense subspace Ω1(C0), which is the C0-module
generated by {df, f ∈ C0}, is an inner product.
Proof:
We divide the proof into several steps. As before, we’ll throughout make the identifications
with functions (scalar or C∗ algebra valued) and operators of left multiplication by them on
appropriate Hilbert spaces or modules. Clearly, Lˆ(1) = 0. Moreover, as Ψ(F ∗) = Ψ(F )∗, we
have Lˆ(f) = Lˆ(f) for all f ∈ C∞(M).
Step 1: Lˆ is conditionally completely positive.
It follows from the following claim:
k
Lˆ
(f, g) = Ψ(<< dα(f), dα(g) >>) ≡ (id⊗ h)
(
U−1(<< dα(f), dα(g) >>)U
)
, (7)
where << ·, · >> is the C∞(M,Q) valued inner product on Ω1(M,Q) coming from the
Riemannian structure associated to L. Indeed, as U is a unitary and h is a positive func-
tional, (7) will imply that k
Lˆ
is nonnegative definite. Note that << dα(f), dα(g) >>=
(L ⊗ id)(α(fg))− (L ⊗ id)(α(f ))α(g) − α(f)(L ⊗ id)(α(g)).
To prove (7), we first observe the following, where φ,ψ ∈ C0 ⊗alg Q0:
Lˆ(φ)ψ
= (id⊗ h)
(
U−1(L ⊗ id)(α(φ))U(ψ ⊗ 1)
)
= (id⊗ h)
(
U−1(L ⊗ id)(α(φ))α(ψ)U
)
.
By continuity of Lˆ and L⊗ id, the above equation extends to all φ,ψ ∈ C∞(M). Taking φ = fg,
ψ = 1, we get
Lˆ(fg) = (id⊗ h)
(
U−1(L ⊗ id)(α(fg))U
)
. (8)
Similarly, taking (φ,ψ) = (f, g) as well as (φ,ψ) = (g, f ), we get
Lˆ(f)g = (id ⊗ h)
(
U−1(L ⊗ id)(α(f ))α(g)U
)
, (9)
f Lˆ(g) = (id ⊗ h)
(
U−1α(f )(L ⊗ id)(α(g))U
)
. (10)
Combining (8, 9, 10), we prove (7) and hence Step 1.
Step 2: Locality
Let us consider the Brownian motion (Xt) corresponding to the Riemannian structure given
by L and let γt be the random flow of automorphism as in the Proposition 2.5. For a Banach
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space E let L∞(Ω, E) be the Banach space of E-valued essentially bounded measurable func-
tions, to be viewed as E-valued random variables. Let jt : C(M,Q)→ L
∞(Ω, C(M,Q)) be the
∗-homomorphism given by
jt(F )(ω)(x) ≡ jt(F )(x, ω) = F (Xt(x, ω)).
That is, jt(F )(ω) = F ◦ γt(ω). Let E be the C
∗ subalgebra of L(L2(M,µ) ⊗ Q) given by
E = {U−1MFU : F ∈ C(M,Q)} ≡ U
−1C(M,Q)U . We note that E is separable. Indeed, as
M is compact and Q acts faithfully on the separable C∗ algebra C(M), Q is separable too.
This implies the separability of C(M,Q) ≡ C(M) ⊗ Q and hence of E ∼= C(M,Q). Moreover,
E contains C(M)⊗ 1 = U−1α(C(M))U .
Using the identification of C(M,Q) with the left multiplication operators, define Jt : C(M,Q)→
L∞(Ω, E) by
Jt(F )(ω) = U
−1jt(F )(ω)U.
Clearly, Jt is a unital ∗-homomorphism. We also have a natural embedding L
∞(Ω, E) ⊆
B(L2(Ω) ⊗ L2(M,µ) ⊗ L2(Q, h)) and in this picture, we can write Jt(F ) = U˜
−1jt(F )U˜ , where
U˜ = IL2(Ω) ⊗ U .
Let Tt be the Markov semigroup (heat semigroup) generated by L, which is given by the
formula Tt(f)(x) = IE(f(Xt(x, ·))) for all t ≥ 0. As Tt is a C0-semigroup of completely positive
maps from C(M) to C(M), we have the ampliation T˜t := Tt ⊗ id : C(M,Q) → C(M,Q). In
fact, we have T˜t(F )(x) = IE(F (Xt(x, ·))) for F ∈ C(M,Q). Let IEs denote the conditional
expectation w.r.t. the sub σ algebra generated by {X−1u (B), B ∈ BE , u ≤ s}, where BE denotes
the Borel σ-algebra of the Banach space E . We have
IEs ◦ js+t = js ◦ T˜t (11)
for s, t ≥ 0, which follows from the Markov property of the Brownian motion, e.g, as given by
(iii) of Proposition 2.5. Let L˜ = L ⊗ id on C∞(M,Q). Clearly, for all F ∈ C∞(M,Q), the
following holds:
d
dt
T˜t(F ) = L˜ ◦ T˜t(F ) = T˜t ◦ L˜(F ). (12)
To verify this, we should at first note that T˜t and L˜ commute as Tt and L do so. Furthermore,
we have
T˜t(F )− F =
∫ t
0
T˜s ◦ L˜(F )ds. (13)
We can first verify (13) on the Frechet dense subspace C0 ⊗alg Q0 and then extend it to the
whole of C∞(M,Q) by continuity of the maps involved. From this, (12) follows immediately.
Next, we define a unital ∗-homomorphism Πt : C(M)→ L
∞(Ω, E) by
Πt(f) = Jt(α(f)).
For f ∈ C∞(M), define
M
f
t = Πt(f)−
∫ t
0
Js(L˜(α(f)))ds.
By continuity of the Brownian flow, the integrand on the right hand side is continuous in s for
almost all ω and hence convergent absolutely in the norm of E . We make the following:
Claim : (Mft )t≥0 is a continuous E − valued martingale w.r.t. the filtration of the Brownian motion.
To prove this claim, first note that the continuity of (Mft ) follows from the continuity of the
Brownian flow w.r.t. the time parameter t. Thus, it is enough to prove the martingale property
of (Mft ). To this end, note that IEujs(L˜(α(f))) = ju(T˜s−u ◦ L˜(α(f))) =
d
ds
ju(T˜s−u(α(f))), for
11
0 ≤ u ≤ s ≤ t, which follows from (11) and (12). On the other hand, IEu(js(F )) = js(F ) for
s ≤ u and F ∈ C∞(M) by definition of the filtration. Hence we have (for u ≤ t and almost all
ω ∈ Ω):
IEu(M
f
t )(ω) = IEu(Πt(f))(ω) − U
−1
(∫ u
0
js(L˜(α(f)))(ω)ds +
∫ t
u
d
ds
ju(T˜s−u(α(f)))(ω)ds
)
U.
(14)
But observe that∫ u
0
js(L˜(α(f)))ds+
∫ t
u
d
ds
ju(T˜s−u(α(f)))(ω)ds =
∫ u
0
js(L˜(α(f)))ds+ju(T˜t−u(α(f))−ju(α(f)).
(15)
As js(·) is measurable w.r.t. the σ-algebra σ
(
X−1v (B), B ∈ BE , v ≤ s
)
, we have IEs ◦ js = js
for all s. Moreover, IEu ◦ jt = ju ◦ T˜t−u, hence IEu(Πt(f))(ω) = U
−1juT˜t−u(α(f))(ω)U . We also
have jt ◦ T˜t−u = IEt ◦ jt = jt. Combining the above observations with (15) and interchanging
IEu with the integral by appropriate continuity of the maps involved, the right hand side of (14)
reduces to
Πu(f)(ω)− U
−1
(∫ u
0
js(L˜(α(f)))(ω)ds
)
U =Mu(f)(ω),
which proves the claim.
Now, let Yi(t) = Πt(xi). Observe that Yi(0) = xi ⊗ 1. To show the locality of Lˆ at a
point p = (p1, . . . , pn) of M ⊂ R
n, consider f = φ(x1, . . . , xn), where φ is a smooth real-valued
function on Rn, and assume that f is zero on a neighbourhood of p. Choose small enough ǫ0 > 0
such that φ(y1, . . . , yn) = 0 whenever |yi− pi| ≤ ǫ0 for all i and y = (y1, . . . , yn) ∈M . It is clear
from the continuity properties of the Brownian flow (see Proposition 2.5) that t 7→ Jt(F )(ω)
is norm continuous for almost all ω and fixed F ∈ C∞(M,Q). Let F = L˜(α(f)) and let
τ ′′ǫ (ω) (ǫ > 0) be the infimum of t ≥ 0 (which is defined to be +∞ if no such t exists) for
which ‖Jt(F )(ω) − J0(F )(ω)‖ > ǫ. It is clearly a stopping time. Observe that, as Πt is a
homomorphism, Πt(f) = φ(Πt(x1), . . . ,Πt(xn)) = φ(Y1(t), . . . , Yn(t)). Furthermore, consider
another stopping time τ ′ǫ = τ
′
ǫ(ω) to be the infimum of all t ≥ 0 for which ‖Yi(t, ω)−xi⊗1‖ > ǫ for
some i. Finally, let τǫ = min(τ
′
ǫ, τ
′′
ǫ , 1), which is a bounded stopping time. Applying Proposition
2.7 to the (continuous) martingale Mft , we conclude that M
f
t∧τǫ
is a martingale too, hence in
particular, IE(Mfτǫ) =M
f
0 = f ⊗ 1. In other words,
IE(Πτǫ(f))− f ⊗ 1 = IE
(∫ τǫ
0
U˜−1js(L˜(α(f)))U˜ds
)
= IE
(∫ τǫ
0
Js(F )ds
)
.
By definition of τǫ and continuity of the Brownian flow, it is clear that ‖Js(F )(ω)−J0(F )(ω)‖ ≤ ǫ
for all s ≤ τǫ. Hence we have
∫ τǫ
0 ‖Js(F )(ω)− J0(F )(ω)‖ds ≤ τǫ(ω)ǫ. It follows that
‖IE(
∫ τǫ
0
Js(F )ds)− IE(τǫ)J0(F )‖
= ‖IE
(∫ τǫ
0
(Js(F )− J0(F ))ds
)
‖
≤ IE
(∫ τǫ
0
‖(Js(F )− J0(F ))‖ds
)
≤ ǫIE(τǫ),
hence
lim
ǫ→0+
IE(Πτǫ(f))− f ⊗ 1
IE(τǫ)
= lim
ǫ→0+
IE(
∫ τǫ
0 Js(F )ds)
IE(τǫ)
= IE(J0(F )) = U
−1L˜(α(f))U, (16)
where the convergence is in the norm of L(L2(M,µ)⊗Q).
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For a fixed t and ω, let us denote by Bt,ω ⊆ L(L
2(M,µ) ⊗ Q) the commutative unital C∗
algebra generated by {Πt(f)(ω), g ⊗ 1, f, g ∈ C(M)}. Clearly, B0,ω = C(M) ⊗ 1 is a common
C∗-subalgebra of all Bt,ω. Let S be the (convex, weak-∗ compact) set of states ζ on Bt,ω which
extends evp on C(M)⊗1 ∼= C(M), i.e. ζ(g⊗1) = evp(g⊗1) = g(p) ∀g. By standard arguments
we can prove that any extreme point of S is also an extreme point of the set of all states on Bt,ω.
i.e. a ∗-homomorphism. Indeed, if an extreme point ζ of S can be written as qζ1 + (1 − q)ζ2,
where 0 < q < 1 and ζ1, ζ2 are states on Bt,ω, we have evp = qζ
′
1 + (1 − q)ζ
′
2, where ζ
′
i denotes
the restriction of ζi to C(M)⊗ 1. As evp is a pure state of C(M)⊗ 1, this implies ζ
′
i = evp for
i = 1, 2, i.e. ζi ∈ S. Then, by the extremality of ζ in S, ζi = ζ for i = 1, 2. Hence ζ is a pure
state of Bt,ω, i.e. ∗-homomorphism and we have ζ(Πt(f)) = φ(ζ(Y1(t)), . . . , ζ(Yn(t))).
Now, recall from Corollary 3.5 that (id⊗h)(Bt,ω) ⊆ C(M), so η := (evp⊗h) is a well-defined
state on Bt,ω and it is also an element of S. Moreover, as f(p) = 0, (16) implies the following :
Lˆ(f)(p) == η(U−1L˜(α(f))U) = η
(
lim
ǫ→0+
IE(Πτǫ(f))
IE(τǫ)
)
= lim
ǫ→0+
IE(η(Πτǫ(f)))
IE(τǫ)
.
We claim that
ζ(Πτǫ(f)) = 0 ∀ζ ∈ S,
for all sufficiently small ǫ. It is enough to prove it when ζ is an extreme point, i.e. ∗-
homomorphism. For any such extremal state ζ, we have |ζ(Yi(τǫ)−xi⊗1)| ≤ ǫ ∀i by the continu-
ity of the Brownian flow. As ζ(xi⊗1) = pi by definition of S, the tuple (ζ(Y1(τǫ)), . . . , ζ(Yn(τǫ))) ∈
R
n is contained in an n-cube of side-length ǫ around (p1, . . . , pn). Moreover, as ζ ◦ Πτǫ is a
character of C(M), there is some point v = (v1, . . . , vn) ∈ M ⊂ R
n such that ζ ◦ Πτǫ(f) =
f(v) for all f ∈ C(M). In particular, (ζ(Y1(τǫ)), . . . , ζ(Yn(τǫ))) = (v1, . . . , vn) ∈ M . Thus,
ζ(Πτǫ(f)) = φ(ζ(Y1(τǫ)), . . . , ζ(Yn(τǫ))) = 0 for all ǫ < ǫ0, proving our claim. In particular, we
have η(Πτǫ(f)) = 0 for all sufficiently small ǫ, hence Lˆ(f)(p) = 0.
Step 3: Non-degeneracy on Ω1(C0).
Let f1, . . . , fk, g1, . . . , gk (k ≥ 1) be smooth functions in C0 such that
∑k
i,j=1 fifjkLˆ(gi, gj) = 0.
It follows from the proof of Step 1 that
k∑
i,j=1
fifjkLˆ(gi, gj) = (id ⊗ h)
(
U−1 << Ω,Ω >> U
)
,
where Ω =
∑k
i=1 dα(gi)α(fi). As h is faithful, (id ⊗ h) is so and therefore, we get U
−1 <<
Ω,Ω >> U = 0, hence << Ω,Ω >>= 0 which implies Ω = 0 as << ·, · >> comes from
a Riemannian structure and hence is an inner product. Fix any x ∈ M and a set of local
coordinates x1, . . . xm around x. Then, Ω(x) = 0 implies
∑k
i=1(
∂
∂xj
gi(0))(x)fi(0)(x)⊗gi(1)fi(1) = 0
∀j. Applying the counit ǫ, we get
∑
i
∂
∂xj
(gi(0)ǫ(gi(1)))(x)fi(0)(x)ǫ(fi(1)) =
∑
i
(
∂
∂xj
gi)(x)fi(x) =
∑
i
fi(x)(
∂
∂xj
gi)(x) = 0
∀j = 1, . . . ,m, which means
∑
i fidgi|x = 0. As x is arbitrary, it follows that
∑
i fidgi = 0.
✷
Corollary 3.7 Any smooth action on a compact Riemannian manifold preserves some Rie-
mannian metric on M .
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Proof:
By Proposition 2.3 and Theorem 3.6, Lˆ induces a C(M)-valued sesquilinear form given by
<< df, dg >>′= Lˆ(fg)−Lˆ(f)g−f Lˆ(g) for all smooth functions f, g. We claim that α preserves
this sesquilinear form. It is also clear from the definition of << ·, · >>′ that it is Fre´chet
continuous in the sense discussed in Subsection 3.1. As α is smooth, it is enough to prove
<< df(0), dg(0) >>
′ ⊗f(1)g(1) = α(<< df, dg >>
′) for all f, g ∈ C0. For this, it is enough to
prove that (Lˆ ⊗ id)(α(f)) = α(Lˆ(f)) for all f ∈ C0 (hence for all f ∈ C
∞(M) by appropriate
continuity of α and Lˆ). Once we prove this, the argument of Lemma 4.3 of [13] can be applied
verbatim. There L is the Laplacian of a Riemannian structure but that has no role in the proof;
the algebraic calculation requires only that L commutes with α.
Now, Lˆ(f) = Ψ(G) where G = L(f(0))⊗ f(1) and we have the following by (5)
(Lˆ ⊗ id)(α(f))
= (Ψ⊗ id)(L(f(0)(0))⊗ f(0)(1) ⊗ f(1))
= (Ψ⊗ id)(L(f(0))⊗ f(1)(1) ⊗ f(1)(2))
= (Ψ⊗ id)(id ⊗∆)(L(f(0))⊗ f(1))
= α(Ψ(L(f(0))⊗ f(1)))
= α(Lˆ(f)).
We can adapt the proof of (ii) ⇒ (i) of Theorem 3.5 of [13] to conclude that (i) of that
theorem holds, i.e. dα(g)(x)α(f)(x) = α(f)(x)dα(g)(x) for any f, g ∈ C0, x ∈M in the notation
of [13]. Indeed, as in the proof of Theorem 3.5 of [13], we can take F = α(f)dα(g)−dα(g)α(f) ∈
Ω1(C0) where f, g ∈ C0, and observe that the (purely algebraic) proof of the fact << F,F >>
′= 0
using the << ·, · >>′-preservation of α goes through verbatim even if the sesquilinear form does
not come from a Riemannian structure. Moreover, as << ·, · >>′ is an inner product on Ω1(C0),
we get F = 0. By Fre´chet continuity of α, we extend dα(g)(x)α(f)(x) = α(f)(x)dα(g)(x) to all
f, g ∈ C∞(M).
But then, Theorem 3.5 of [13] gives us a Riemannian structure such that the corresponding
inner product will be preserved by α as well. ✷
We have already observed the following in the proof of the above Corollary 3.7, which can
be called ‘commutativity of partial derivatives up to the first order’:
Corollary 3.8 For any point x ∈ M and local coordinates (x1, . . . , xm) around x, the algebra
Qx generated by α(f)(x),
∂
∂xi
α(g)(x), where f, g ∈ C∞(M) and i = 1, . . . ,m, is commutative.
3.3 Proof of the conjecture
Let α be a smooth action as in the previous subsection. We have already seen commutativity
of partial derivatives up to the first order. We want to prove similar commutativity for higher
order partial derivatives. This involves lift to the cotangent bundle.
Lemma 3.9 For any point x ∈ M and local coordinates (x1, . . . , xm) around x, the algebra
generated by α(f)(x), ∂
∂xi1
. . . ∂
∂xik
α(g)(x), where f, g ∈ C∞(M), k ≥ 1 and ij ∈ {1, . . . ,m}, is
commutative.
Proof:
We need an analogue of Theorem 3.4 of [13], to lift the given action to a smooth action on the
sphere bundle of the cotangent space. As the constructions and arguments in [13] go through
almost verbatim, we just sketch the main line of arguments very briefly.
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First, we choose a Riemannian metric < ·, · > by Corollary 3.7 which is preserved by the
action. Consider the compact smooth manifolds S and S˜ given by:
S = {(x, ω) : x ∈M, ω ∈ T ∗xM < ω,ω >x= 1},
S˜ := {(x, ω) : x ∈M, ω ∈ T ∗xM, ω 6= 0}.
Let π : S →M and π˜ : S˜ →M be the natural projection maps. In analogy with the construction
of Subsection 3.3 of [13], we define θξ ∈ C
∞(S), where ξ ∈ Ω1(C∞(M)), by θξ(x, ω) =<
ω, ξ(x) >x. For any local coordinate chart (U, (x1, . . . , xm)) for M and U -orthonormal one-
forms ω′1, . . . , ω
′
m in the sense of [13], i.e. {ω
′
1(y), . . . , ω
′
m(y)} is an orthonormal basis of T
∗
yM
for all y ∈ U , we define tUj = θω′j . Similarly, define T
U
j ∈ C
∞(S,Q) by
TUj (x, ω) =<< ω ⊗ 1, dα(1)(ω
′
j)(x) >>,
where dα(1) is the lift of α to the module of one-forms as in [13] and << ·, · >> denotes the
Q-valued inner product of T ∗xM⊗Q. Then, following the arguments of Subsection 3.3 of [13], we
can prove that there exists a faithful smooth action β (say) of Q on S. The action is determined
by
β((f ◦ π)tUj ) = (α(f) ◦ π)T
U
j ,
for any f ∈ C∞c (M) supported in a coordinate chart U . Equivalently, we have β(θdf )(x, ω) =<<
ω ⊗ 1, dα(f)(x) >> . Applying Corollary 3.8 to β, we conclude that for any e ∈ S, the algebra
(Q1e, say) generated by {(X ⊗ id)(β(F ))(e), β(G)(e) : F,G ∈ C
∞(S), X ∈ χ(S)} (where χ(S)
denotes the set of smooth vector fields on S) is commutative. Let us extend β further to S˜.
Clearly, S˜ is diffeomorphic to S×R×, whereR× = R\{0} and the diffeomorphism ψ : R××S → S˜
(say) is given by ψ((x, ω), r) = (x, rω). This induces the isomorphism Cc(S˜) ∼= Cc(R
×)⊗C(S).
In what follows, we will interchangeably use the two equivalent descriptions of S˜ explained
above, without explicitly mentioning the diffeomorphism ψ.
Define β˜ : Cc(S˜)→ Cc(S˜,Q) by β˜(F˜ )((x, ω), r) = β(F˜r)(x, ω), where F˜r ∈ C(S) is given by
F˜r(x, ω) = F˜ ((x, ω), r).
From the definition it is clear that β˜ maps C∞c (S˜) into C
∞
c (S˜,Q) and for e˜ = (e, r) ∈ S˜
(e ∈ S) any smooth vector field Y on S˜ and smooth compactly supported function F˜ on
S˜, (Y ⊗ id)(β˜(F ))(e˜) belongs to Q1e. Indeed, it is enough to check this for F˜ of the form
F˜ ((x, ω), r) = F (x, ω)g(r), F ∈ C∞(S), g ∈ C∞c (R
×). For such F˜ , we have β˜(F˜ )((x, ω), r) =
β(F )(x, ω)g(r).Moreover, any smooth vector field Y on S˜ can be written (locally) as φ1X+φ2
∂
∂r
where φ1, φ2 are smooth functions on S˜ and X is a vector field in the direction of S. Thus,
(Y ⊗ id)(β˜(F˜ ))(e˜) = g(r)φ1(e˜)(X ⊗ id)(β(F ))(e) + g
′(r)φ2(e˜)β(F )(e) ∈ Q
1
e.
For a set of local coordinates (U, (x1, . . . , xm)) forM and U -orthonormal one-forms ω
′
1, . . . , ω
′
m
as before, define t˜Uj : S˜ → R by t˜
U
j (e, r) = rt
U
j (e). It is clear from the definition of t
U
j that∑m
j=1(t˜
U
j )
2 = r2 for all (e, r) with π(e) ∈ U . Moreover, (x1, . . . , xm, t˜
U
1 , . . . , t˜
U
m) is a set of local
coordinates for S˜ on the neighbourhood π˜−1(U) ∼= π−1 ×R×. Let us write yi for t˜
U
i and define
θ˜ξ : S˜ → R (ξ ∈ Ω
1(C∞(M))) by θ˜ξ((x, ω), r) =< rω, ξ > (x) = rθξ(x, ω).
Fix a point e˜0 = (x
0
1, . . . , x
0
m, y
0
1 , . . . y
0
m) of S˜, a coordinate neighbourhood (U, (x1, . . . , xm)) of
M around (x01, . . . , x
0
m), a set of U -orthonormal one-forms ω
′
1, . . . , ω
′
m and functions f ∈ C
∞(M)
and g ∈ C∞c (R
×) such that g = 1 in an open neighbourhood of r0 := ((y
0
1)
2 + . . . + (y0m)
2)
1
2 .
Consider F˜ = gθ˜df ∈ C
∞
c (S˜). Clearly, on a sufficiently small neighbourhood of e˜0, we have
(using the orthonormality of ω′j(x)’s)
β˜(F˜ )((x, ω), r)
= r << ω ⊗ 1, dα(f)(x) >>=
∑
j
< ω, rω′j(x) >x<< ω
′
j ⊗ 1, dα(f) >> (x)
=
∑
j
t˜Uj (x, ω, r) << ω
′
j ⊗ 1, dα(f) >> (x).
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In other words, writing x = (x1, . . . , xm), y = (y1, . . . , ym), we have
β˜(F˜ )(x, y) =
∑
j
yjηj(x),
where ηj(x) =<< ω
′
j, dα(f) >> (x). This implies,
∂
∂xi
β˜(F˜ )(x, y) =
∑
j
yj(
∂
∂xi
ηj)(x).
We have already seen that the left hand side of the above belongs to Q1e. Therefore, fixing
x = x0 := (x01, . . . , x
0
m) we get
∑
j yjCj ∈ Q
1
(x0,y), where Cj = (
∂
∂xi
ηj)(x
0), for all y in an open
neighbourhood of (y01 , . . . , y
0
m) in R
m. As Q1(x0,y) is a commutative algebra by Corollary 3.8, we
have
m∑
j≤k=1
yjyk[Cj , Ck] = 0.
Using the fact that {yjyk, j ≤ k} are linearly independent as y1, . . . , ym are the coordinates
for an m-dimensional open neighbourhood, we conclude [Cj , Ck] = 0. Moreover, for any φ ∈
C∞(M), we have α(φ)(x) = β(φ ◦ π)(x, ω) for any ω, hence α(φ)(x) ∈ Q1(x,ω). It follows
that α(φ)(x0) commutes with
∑
j yjCj, and using the linear independence of the yi, we get
[α(φ)(x0), Cj ] = 0 for all j. Similarly, << ω
′
j ⊗ 1, dα(φ) >> (x
0) ∈ Q1(x0,y) and this helps
us conclude the commutativity between << ω′j ⊗ 1, dα(φ) >> (x
0) and Ck for any j, k =
1, . . . ,m. In other words, we have proved the commutativity of the algebra (say, Bα2 (x
0))
generated by α(f1)(x
0), << ω′j ⊗ 1, dα(f2) >> (x
0), ∂
∂xi
<< ω′k ⊗ 1, dα(f3) >> (x
0), fp ∈
C∞(M), i, j, k = 1, . . . ,m, p = 1, 2. For ω ∈ Ω1(C∞(M)), denote by Xω the vector field given
by Xω(f) =<< ω, df >> as in [13]. Writing
∂
∂xi
in terms of Xω′j ’s (see also the arguments in the
beginning of Theorem 4.6 of [13]) we can see that Bα2 (x
0) is the same as the algebra generated
by α(f)(x0), ∂
∂xi
α(g)(x0) ∂
∂xj
∂
∂xk
α(φ)(x0), where f, g, φ ∈ C∞(M), i, j, k = 1, . . . ,m.
We can go on like this and set up an induction hypothesis that the algebra Bαl (x) (say)
generated by α(f)(x), ∂
∂xi1
. . . ∂
∂xik
α(g)(x), where f, g ∈ C∞(M), 1 ≤ k ≤ l, is commutative
for any smooth action α on a compact smooth manifold M . Using the induction hypothesis
(for l) for β on S, we see that ∂
∂xi1
. . . ∂
∂xil
β˜(F˜ )(x, y) belongs to a commutative algebra Bβl (e).
Proceeding as before, we conclude the commutativity of Bαl+1. ✷
Theorem 3.10 Let α be a smooth faithful action of a CQG Q on a compact connected smooth
manifold M . Then Q must be classical, i.e. isomorphic with C(G) for a compact group G acting
smoothly on M .
Proof
Note that in the proof of Theorem 5.3 of [13], the isometry condition, i.e. commutation with
the Laplacian, was used only to get commutativity of all order partial derivatives of the action.
However, we have already proved this commutativity in Lemma 3.9. This allows the proof of
Theorem 5.3 of [13] to be carried through more or less verbatim. Let us sketch it briefly.
Given the smooth action α of Q on M , we choose a Riemannian metric by Corollary 3.7
which is preserved by the action. This implies the commutativity of Qx. Using this, we can
proceed along the lines of [13] to lift the given action to O(M). Now, by Lemma 3.9, we do have
the commutativity of partial derivatives of all orders for the lifted action Φ needed in steps (i)
and (iv) of the proof of Theorem 5.3 of [13] and the rest of the arguments of Theorem 5.3 of
[13] will go through.✷
16
Remark 3.11 Observe that in the proof of Lemma 5.1 of [13], only commutativity of partial
derivatives up to the second order is necessary. This means it is actually sufficient to state and
prove Lemma 3.9 for commutativity up to the second order.
As an application, we can generalize the results obtained by Chrivasitu in [7] for some other
class of Riemannian manifolds. More precisely,
Corollary 3.12 Let M be any compact connected Riemannian manifold so that the metric
space (M,d) (where d is the Riemannian geodesic distance) satisfies the hypotheses of Corollary
4.9 of [17]. Then the quantum isometry group QISO(M,d) in the sense of [17] coincides with
C(ISO(M,d)).
Proof:
It follows from the proof of existence of QISO(M,d) in [17] that the action of QISO(M,d) on
C(M) is affine w.r.t. the coordinate functions coming from any embedding M ⊆ RN satisfying
the conditions of Corollary 4.9 of [17]. But this means that the action is smooth in our sense,
hence by Theorem 3.10 we complete the proof.✷
Acknowledgment: The author would like to thank A. Chirvasitu for pointing out some
corrections and other comments. He is also grateful to P. Hajac for pointing out the reference
[3].
References
[1] Banica, T.: Quantum automorphism groups of small metric spaces, Pacific J. Math.
219(2005), no. 1, 27-51.
[2] Banica, T., Bhowmick, J. and De Commer, K.: Quantum isometries and group dual
subgroups, Ann. Math. Blaise Pascal 19 (2012), no.1, 1-27.
[3] Baum, Paul F.; De Commer, Kenny; Hajac, Piotr M.: Free actions of compact quantum
groups on unital C∗-algebras. Doc. Math. 22 (2017), 825-849.
[4] Bhowmick, J., Goswami, D.: Quantum isometry groups: examples and computations,
Comm. Math. Phys. 285(2009), 421-444.
[5] Bhowmick, J., Skalski, A.: Quantum isometry groups of noncommutative manifolds
associated with group C∗ algebras, Journal of Geometry and Physics, Volume 60, issue
10, Oct 2010, 1474-1489.
[6] Bichon, J.: Quantum automorphism groups of finite graphs, Proc. Amer. Math. Soc.
131(2003), no. 3, 665-673.
[7] Chirvasitu, A. L.: Quantum rigidity of negatively curved manifolds, Comm. Math. Phys.,
344 (2016), no. 1, 193-221.
[8] Connes, A.: “Noncommutative Geometry”, Academic Press, London-New York (1994).
[9] Drinfeld, V. G.: Quantum groups. Proceedings of the International Congress of Mathe-
maticians, Vol. 1, 2 (Berkeley, Calif., 1986), 798820, Amer. Math. Soc., Providence, RI,
1987.
17
[10] Elworthy, D.: Geometric Aspecst of Diffusions on Manifolds, Springer Lecture Notes in
Mathematics vol. 1362, Springer Verlag Berlin Heidelberg (2013).
[11] Etingof, P., Walton, C.: Semisimple Hopf actions on commutative domains, Advances
in Mathematics, Volume 251, 30 January 2014, Pages 47-61.
[12] Faddeev, L.; Reshetikhin, N.; Takhtajan, L.: Quantum groups. Braid group, knot
theory and statistical mechanics, 97110, Adv. Ser. Math. Phys., 9, World Sci. Publ.,
Teaneck, NJ, 1989
[13] Goswami, D. and Joardar, S: Non-existence of faithful isometric action of compact
quantum groups on compact, connected Riemannian manifolds. Geom. Funct. Anal. 28
(2018), no. 1, 146178.
[14] Goswami, D. and Joardar, S.: A note on the injectivity of action by compact quantum
groups on a class of C∗-algebras, preprint, arxiv.org/1806.02683.
[15] Goswami, D.: Quantum Group of Isometries in Classical and Non Commutative
Geometry, Comm. Math. Phys. 285(2009), no. 1, 141-160.
[16] Goswami, D: Quadratic independence of coordinate functions of certain homogeneous
spaces and action of compact quantum groups, Proc. Indian Acad. Sci. Math. Sci. 125
(2015), no. 1, 127-138.
[17] Goswami, D.: Existence and examples of quantum isometry groups for a class of
compact metric spaces. Adv. Math. 280 (2015), 340-359.
[18] Huang, H.: Faithful compact quantum group actions on connected compact metrizable
spaces, Journal of Geometry and Physics, Volume 70, August 2013, 232-236.
[19] Huang, H.: Invariant subsets under compact quantum group actions, J. Noncommut.
Geom. 10 (2016), no 2, 447-469.
[20] Hsu, E. P.: A Brief Introduction to Brownian Motion on a Rie-
mannian Manifold, lecture note available on https://www.math.kyoto-
u.ac.jp/probability/sympo/PSS03abstract.pdf
[21] Jimbo, M.: Solvable lattice models and quantum groups. Proceedings of the Inter-
national Congress of Mathematicians, Vol. I, II (Kyoto, 1990), 13431352, Math. Soc.
Japan, Tokyo, 1991.
[22] Karatzas, I. and Shreve, E.: Brownian Motion and Stochastic Calculus, second edition,
Springer GTM 113 (1998).
18
[23] Krahmer, U.: On the hochschild (co)homology of quantum homogeneous spaces. Israel
J. Math. 189 (2012), 237266.
[24] Krahmer, Ulrich; Tabiri, Angela Ankomaah The nodal cubic is a quantum homogeneous
space. Algebr. Represent. Theory 20 (2017), no. 3, 655658.
[25] Kustermans, Johan; Vaes, Stefaan: Locally compact quantum groups. Ann. Sci. cole
Norm. Sup. (4) 33 (2000), no. 6, 837934.
[26] Maes, A. and Van Daele, A.: Notes on compact quantum groups, Nieuw Arch. Wisk. (4)
16 (1998), no. 1-2, 73-112.
[27] Manin, Y.: Quantum groups and noncommutative geometry, Universit de Montreal,
Centre de Recherches Mathematiques, Montreal, QC, 1988.
[28] Pisier, G.: Martingales in Banach Spaces (in connection with Type and Cotype), Lecture
note for the course given at IHP during Feb 2-8, 2011, available at https://webusers.imj-
prg.fr/ gilles.pisier/ihp-pisier.pdf.
[29] Podles, P.: Symmetries of Quantum Spaces, subgroups and quotient spaces of SU(2)
and SO(3) groups, Comm. Math. Phys., 70(1):1995, 1-20.
[30] Protter, E. P.: Stochastic Integration and Differential Equations, Springer(2005).
[31] Sabbe, M. and Quaegebeur, J.: Isometric coactions of compact quantum groups on
compact quantum metric spaces, Proc. Indian Acad. Sci. Math. Sci. 122 (2012), no. 3,
351-373.
[32] Soibelman, Ya. S.; Vaksman, L. L.: On some problems in the theory of quantum groups.
Representation theory and dynamical systems, 355, Adv. Soviet Math., 9, Amer. Math.
Soc., Providence, RI, 1992
[33] Soltan, P., Dalecki, L., Jan: Quantum isometry groups of symmetric groups, Internat.
J. Math. 23(2012), no 7, 1250074, 25 pages.
[34] Wang, S.: Quantum symmetry groups of finite spaces, Comm. Math. Phys., 195(1998),
195-211.
[35] Walton, C. and Wang X. : On quantum groups associated to non-Noetherian regular
algebras of dimension 2, Math. Z. 284 (2016), no. 1-2, 543-574.
[36] Woronowicz, S.L.: Compact Matrix Pseudogroups, Comm. Math. Phys., 111(1987),
613-665.
19
