Content based image retrieval is an active area of medical imaging research. One use of content based image retrieval (CBIR) is presentation of known, reference images similar to an unknown case. These comparison images may reduce the radiologist's uncertainty in interpreting that case. It is, therefore, important to present radiologists with systems whose computed-similarity results correspond to human perceived-similarity. In our previous work, we developed an open-source CBIR system that inputs a computed tomography (CT) image of a lung nodule as a query and retrieves similar lung nodule images based on content-based image features. In this paper, we extend our previous work by studying the relationships between the two types of retrieval, content-based and semantic-based, with the final goal of integrating them into a system that will take advantage of both retrieval approaches. Our preliminary results on the Lung Image Database Consortium (LIDC) dataset using four types of image features, seven radiologists' rated semantic characteristics and two simple similarity measures show that a substantial number of nodules identified as similar based on image features are also identified as similar based on semantic characteristics. Furthermore, by integrating the two types of features, the similarity retrieval improves with respect to certain nodule characteristics.
INTRODUCTION
Lung cancer kills more people than any other cancer 1 . In 2008, the official estimate is that 215,020 cases will be diagnosed and 161,840 deaths will occur as a result of this disease. The five-year relative-survival rate between 1996 and 2004 was a mere 15.2% 3 . Early detection is critical to improving long-term survival and computed tomography is the premiere imaging modality for the detection of lung cancer, although screening with CT is still controversial.
Content-based image retrieval has the potential to improve diagnosis of malignant pulmonary nodules by providing the radiologist with images of similar nodules of known pathology. Many research groups have worked on CBIR for medical imaging. For instance, McNitt-Gray et al. used size, shape, and co-occurrence to classify a query nodule as malignant or benign using linear discriminant analysis 9 . Similarly, Armato et al. used nodule size and shape to also predict a query's malignancy 10 . Solely content-based systems can be very effective. However, it is difficult to accurately predict a human's interpretation of an image only with features extracted with computer algorithms. Hence, incorporating semantic information can have a substantial effect on the accuracy of a CBIR system. Several studies incorporated this semantic information by making use of user feedback. Li et al investigated four different similarity techniques that include radiologists' ratings in a CBIR system for low-dose CT scans 6 . This system was developed using previously acquired similarity ratings by radiologists. Researchers at University of Illinois developed a CBIR system called BiasMap 8 . The neural-network-based BiasMap works with user feedback to improve a CBIR system. They developed their system based on discriminant analysis and it handles feedback data of small size, including uneven sizes of the positive and negative examples. However, more research is needed because currently, computer-aided diagnosis (CAD) systems that label the nodule as malignant or benign often have many false positives (3.8 false positives per case) 7 . In our previously developed CBIR system, BRISC 1 , we ranked lung nodule similarity based on 64 content-based features. To ensure that a CBIR system has the potential to be used in clinical practice, it must be evaluated with respect to ground truth. Given that such a ground truth is not provided for the LIDC dataset (as the radiologists did not mark the similarity among the nodules), we evaluate BRISC in the context of the semantic characteristics used by radiologists to first describe a nodule appearance and then make the diagnosis. This kind of evaluation is more complex than the standard evaluation of CBIR systems when one radiologist looks at the nodules and marks them, for instance, as similar, Since the semantic ratings are ordinal categorical values, we chose the mode to encode the radiologists' ratings per characteristic. In the case that a unique mode did not exist, we used the median. Furthermore, if the median produced an overall rating that was not an integer number, then it was round down to the nearest whole number. Our new semanticbased vectors represented the radiologists' ratings relatively well. In fact, the average difference between our summarized vector and each radiologist's vector was only 2.618 out of a 28-point possible difference (a highest difference of 4 for 7 characteristics -calcification and internal structure were not included in the analysis because they had only one rating value for the entire dataset), which leaves us with a 9.4% error. Although the error may seem high, this is not an effect of the encoding technique for ratings summarization but rather a consequence of the high variability among radiologists when interpreting the data. Figure 3 shows us that the lowest correlation coefficient was .578, which is a good result. The radiologists' themselves disagree quite a bit. In [11] , though, we see that the average disagreement between raters themselves is .2 to .4. So, their agreement would be 1 minus the disagreement value: 0.6 to 0.8. The majority of the characteristics fall in that range when we take the mode or median according to our algorithm. Clearly, our summarization of the semanticbased characteristics is as accurate -if not more accurate -than another radiologist's rating. 
Correlation Coefficients between the Summarized Vector and the Radiologists' Vectors

Low-level Image Features
For each image, we calculated 64 different content-based features: 8 shape features (circularity, roughness, elongation, compactness, eccentricity, solidity, extent, and standard deviation of radial distance); 7 size features (area, convex area, perimeter, convex perimeter, equivalence diameter, major axis length, and minor axis length), 5 gray-level intensity features (minimum, maximum, mean, standard deviation, and difference), and 44 texture features (based on co- 
occurrence matrices, Gabor filters, and Markov random fields). For full explanations of all these concepts, please see 
Similarity Measures
For the semantic-based similarity, we considered several similarity measures, such as the extended Jaccard (Tanimoto coefficient) and the cosine measure. We used the cosine similarity measure because it minimized the ceiling effect in our data; with other measures, the majority of the nodules were labeled as similar to the query nodule -within 0.0001 points in a 0 to 1 scale. Although there is still a ceiling effect with the cosine similarity, it is substantially minimized. In order to make the least similar nodules have a value of 1 and the most similar nodules have a value of 0, we subtracted the cosine measure from 1. The final formula is shown below.
, 1
For the content-based similarity, we considered the Euclidean distance based on our previous results 1 . The Euclidian distance is described below:
We first computed the similarity between each vector using the Gabor features, the Markov features, and the cooccurrence features individually. Then, we computed the similarity measures for those three features combined. Finally, we used all the features we have for each image. We normalized all the content-based similarity values using the minmax normalization technique 5 . We also calculated a similarity based on the weights of each feature. This weighted Euclidean formula is below:
The weight for each of the 64 features was the absolute value of the correlation coefficient for the corresponding semantic characteristic. We only used this similarity measure when working with individual semantic features and correlations (Section 3.3).
III. RESULTS
In order to assess the correlation between the two similarity measures, we used a round robin approach where we extracted one nodule as a query and compared it to the remaining 148 nodules. We took the k most similar values from each query's semantic-based similarity ordered list and content-based similarity ordered list and counted how many nodules were common to both lists.
Using a Set Number of Nodules to Determine the Number of Matches
In our first method, we used a set number of nodules in the list. Using k=20 for the number of most similar images to be compared between the two approaches, we found the combination of the three texture models and the combination of all 64 low substantially relatively con features had we will work he range e can say e is any a normal er.
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