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Abstract
In this paper we give semiconcavity results for the value function of some constrained optimal
control problems with infinite horizon in a half-space. In particular, we assume that the control space
is the l1-ball or the l∞-ball in Rn.
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1. Introduction
We are interested in studying semiconcavity results for the value function of optimal
control problems with state constraints. We recall that, roughly speaking, a semiconcave
function is a function that can be locally represented as the sum of a concave function plus
a smooth one. Therefore, semiconcave functions share many differentiability properties
of concave functions. For example, they are twice differentiable almost everywhere and
possess a nonempty superdifferential at any point. This fact can be used to derive necessary
and sufficient optimality conditions (see [7,10]). Moreover, sharp Hausdorff estimates from
above and below are available for the singular set of a semiconcave function; see [1,2].E-mail address: pignotti@univaq.it.
0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
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erally, the value function is a nonsmooth function, viscosity solution of an associated
Hamilton–Jacobi equation. This means that suitable inequalities hold for the super- and
sub-differential at any point (see [5,6,14]).
For several optimal control problems without state constraints semiconcavity results
have been proved; see, e.g., [5,7,10]. On the other hand, proving a semiconcavity estimate
for the value function of constrained problems is a harder task, even for simple models.
We consider some special cases of optimal control problems and we do not know other
semiconcavity results for constrained problems except two results obtained by P. Cannarsa
and the author: the first in the one-dimensional case [8], the latter for a simple exit time
problem [9].
It is well known that the value function of an optimal control problem with state con-
strains can be characterized as the unique viscosity solution of a suitable Hamilton–Jacobi–
Bellman equation; see [12,16]. Note that, in general, we do not expect constrained viscosity
solutions of Hamilton–Jacobi equations to be semiconcave. Indeed, in [3] is proved that
solutions of a large class of Hamilton–Jacobi equations with state constraints boundary
conditions are convex.
Let x = (x1, . . . , xn) be a generic vector in Rn, we denote by Rn+ the set
R
n+ = {x ∈Rn: xn  0}
and consider the problem{
y˙(t) = u(t), t > 0,
y(0) = x ∈Rn+. (1.1)
Here u is a control—i.e. a measurable function taking values in a given closed set U ⊂Rn+
(the control space). We will denote by yux (t) the solution of (1.1), and say that yux (t) is the
trajectory starting at x with control u.
We say that a control u is admissible at a point x ∈ Rn+ if the corresponding trajectory
remains in Rn+ for all positive times and define the set of admissible controls at x:
Ax =
{
u : [0,∞) → U : yux (t) ∈Rn+, ∀t  0
}
, ∀x ∈Rn+.
Consider the cost functional
J (x,u) =
∞∫
0
e−λtL
(
yux (t)
)
dt, x ∈Rn+,
where the function L :Rn+ →R is a running cost verifying suitable assumptions and λ, the
discount factor, is a positive number. The value function of this optimal control problem is
defined as
v(x) = inf
u∈Ax
J (x,u). (1.2)
A control uˆ is optimal for x ∈Rn+ iff v(x) = J (x, uˆ). In this case yuˆx is said to be an optimal
trajectory.
In order to analyze the regularity properties of the value function v a crucial tool is given
by the dynamic programming principle that, in the present case, can be stated as follows.
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v(x)
T∫
0
e−λtL
(
yux (t)
)
dt + e−λT v(yux (T )),
where the equality holds if and only if the control u is optimal for the initial point x.
It is well known that the value function v is a constrained viscosity solution of the
Hamilton–Jacobi equation
λv(x)+ F (x,Dv(x))= 0, in Rn+,
where the Hamiltonian F is defined as
F(x,p) = sup
u∈U
{−u · p} −L(x).
In this paper we will prove semiconcavity results related to the geometry of the control
space U. We recall the definition of semiconcave function.
Definition 1.1. A continuous function f :A →R, with A ⊂Rn convex, is called semicon-
cave if there exists a constant C > 0 such that,
f (x0)+ f (x1)− 2f
(
x0 + x1
2
)
 C|x0 − x1|2,
for all x0, x1 ∈ A.
First, we consider an optimal control problem with control space the l1-ball
U1 =
{
u ∈Rn: ‖u‖1  1
}
, (1.3)
where
‖p‖1 = |p1| + · · · + |pn|, p ∈Rn.
Then, we take as control space the l∞-ball
U∞ =
{
u ∈Rn: ‖u‖∞  1
}
, (1.4)
where
‖p‖∞ = max
{|pi |: i = 1, . . . , n}, p ∈Rn.
In all the paper we assume that the running cost L satisfies the following properties:
(i) L 0;
(ii) L is bounded and Lipschitz continuous;
(iii) L is semiconcave.
Remark 1.2. Assumption (ii) is made in order to obtain “global” semiconcavity estimates
for the value function, accordingly with Definition 1.1. If we drop this assumption and
assume L only locally semiconcave, i.e. L semiconcave in every bounded convex set
Ω ⊂ Rn+, then we obtain results of local Lipschitz continuity and local semiconcavity
for the value function. Note that local semiconcavity implies local Lipschitz continuity
(see [11]).
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preliminary results (Section 2.1) and semiconcavity result (Section 2.2) in the case of con-
trol space U1. In Section 3 a similar analysis is carried out in the case of control space U∞.
2. An optimal control problem with control set the l1-ball
We will prove Lipschitz continuity and semiconcavity of the value function, that we will
denote by v1, in the case that U = U1.
Note that v1 is a constrained viscosity solution of
λv(x)+ ∥∥Dv(x)∥∥∞ −L(x) = 0, x ∈Rn+.
2.1. Lipschitz continuity and preliminary results
Lemma 2.1. Fix T > 0, x ∈Rn+ and let yu¯x (·) be an optimal trajectory at x. Then, for any
ε > 0 there exists a piecewise constant control u(·) with u(t) = 0 or ‖u(t)‖1 = 1 at any
t ∈ [0, T ] and∣∣yu¯x (t)− yux (t)∣∣< ε, ∀t ∈ [0, T ]. (2.1)
Proof. Consider a subdivision of the interval [0, T ] in smaller intervals [ti−1, ti], i =
1, . . . , k, where t0 = 0 and tk = T . Note that∥∥yu¯x (ti)− yu¯x (ti−1)∥∥1  ti − ti−1, i = 1, . . . , k.
So, we can construct a trajectory y¯ defined on every interval [ti−1, ti] as follows:
y¯(t) = yu¯x (ti−1)+ (t − ti−1)
yu¯x (ti)− yu¯x (ti−1)
‖yu¯x (ti)− yu¯x (ti−1)‖1
,
for ti−1  t  ti−1 + ‖yu¯x (ti−1)− yu¯x (ti)‖1;
y¯(t) = yu¯x (ti),
for ti−1 + ‖yu¯x (ti−1)− yu¯x (ti)‖1  t  ti . Obviously we can take the intervals so small that∣∣yu¯x (t)− y¯(t)∣∣< ε, ∀t ∈ [0, T ]. (2.2)
It is easy to see that ˙¯y exists a.e. and ˙¯y = u, where u is a piecewise constant control
satisfying u = 0 or ‖u‖1 = 1. So, (2.1) immediately follows from (2.2). 
First, we give a lemma useful to prove the Lipschitz continuity of v1. Note that Lipschitz
continuity results are known for value functions of optimal control problems with state
constraints in more general settings (see, e.g., [4,13,15]). However, we prefer to give a
self-contained proof of this result since the technique is similar to the method we will use
to prove semiconcavity.
Denote by en the outer unit normal vector, that is
en = (0, . . . ,0,−1), (2.3)and by wj the j th component of a vector w ∈R.
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H(s) =
{
0, s > 0,
1, s  0. (2.4)
We can prove the following result.
Lemma 2.2. Let x0 ∈Rn+, and let u0 ∈Ax0 be a piecewise constant control with u0(t) = 0
or ‖u0(t)‖1 = 1 at any t  0. Then, for any x ∈ Rn+, there exists a trajectory y starting at
x such that, for all t  0,
(i) y˙(t) ∈ U1;
(ii) y(t) ∈Rn+;
(iii) |y(t)− yu0x0 (t)| |x − x0|.
Proof. Consider the problem{
y˙(t) = u0(t)−H(yn(t))〈u0(t), en〉+en,
y(0) = x, (2.5)
where 〈· , ·〉 denotes the usual scalar product in Rn and 〈· , ·〉+ denotes the positive part of
the scalar product.
Since we work in the half-space, the control u0 is piecewise constant and its discon-
tinuity points do not have accumulation points (we have in mind the control u given by
Lemma 2.1), we can easily construct a trajectory piecewise affine y, solution a.e. of prob-
lem (2.5). Roughly speaking, we construct a trajectory y that moves with rate u0 when it
lies in the open half-space, while we drop the normal component of u0 when y reaches
∂Rn+ and the normal component of u0 points towards the outside of Rn+. For more general
situations, we can proceed as in [9, p. 78] to prove the existence of a solution of system
(2.5) regarding y as a solution of a suitable differential inclusion.
Claim (i) is immediate by definition.
Proof of (ii). We can argue by contradiction. Suppose that there exists t0 such that
y(t0) /∈Rn+. Define
t∗ = sup{t : y(s) ∈Rn+, ∀s ∈ [0, t]}.
Then, y(t∗) ∈ ∂Rn+ and there exists δ > 0 such that y(s) /∈ Rn+, that is yn(s) < 0, for
s ∈ (t∗, t∗ + δ).
Since yn(t∗) = 0,
yn(t) =
t∫
t∗
y˙n(s) ds, t > t
∗. (2.6)
Note that yn(t)−〈yu0x (t), en〉 because the trajectories y(·) and yu0x (·) start from the same
initial datum x and y˙n −〈y˙u0x , en〉. Then, −〈yu0x (t), en〉 < 0 for t ∈ (t∗, t∗ + δ) andy˙(t) = u0(t)− 〈u0, en〉+en, t ∈ (t∗, t∗ + δ).
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y˙n(s) 0, s ∈ (t∗, t∗ + δ),
and therefore, by (2.6), yn(s) 0 for s ∈ (t∗, t∗ + δ). So, we have a contradiction.
Proof of (iii). Note that
d
dt
∣∣y(t)− yu0x0 (t)
∣∣2 = 2〈y˙(t)− y˙u0x0 (t), y(t)− yu0x0 (t)〉,
and then, since y˙ − y˙u0x0 = 0 or y˙ − y˙u0x0 = −〈u0, en〉+en,
d
dt
∣∣y(t)− yu0x0 (t)
∣∣2  0, t  0.
This ends the proof. 
Now, we can give the Lipschitz continuity result.
Theorem 2.3. The function v1 is Lipschitz continuous in Rn+.
Proof. Define the continuity modulus of v1,
σv1(R) := sup
{∣∣v1(x)− v1(y)∣∣: x, y ∈Rn+, |x − y|R},
for any number R > 0. Let x0, x1 ∈ Rn+ such that |x0 − x1|  R. In order to estimate
|v1(x1) − v1(x0)| we can assume, without loss of generality, that v1(x1) > v1(x0). Fixed
T > 0, let u0 ∈Ax0 be a piecewise constant control such that
v1(x0) >
T∫
0
e−λtL
(
y0(t)
)
dt + e−λT v1
(
y0(T )
)− |x1 − x0|,
where y0 = yu0x0 . Let y1(t), t > 0, be a solution of{
y˙(t) = u0(t)−H(yn(t))〈u0(t), en〉+en,
y(0) = x1.
Then, by Lemma 2.2, y1 is an admissible trajectory at x1 and∣∣y1(t)− y0(t)∣∣ |x1 − x0|, ∀t ∈ [0, T ]. (2.7)
By the dynamic programming principle we have that
v1(x1)− v1(x0) |x1 − x0| +
T∫
0
e−λt
[
L
(
y1(t)
)−L(y0(t))]dt
+ e−λT [v1(y1(T ))− v1(y0(T ))]
 |x1 − x0| +CL
T∫
0
e−λt
∣∣y1(t)− y0(t)∣∣dt
(∣ ∣)+ e−λT σv1 ∣y1(T )− y0(T )∣ ,
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x0, x1 such that |x0 − x1|R, we obtain
σv1(R) CR, ∀R > 0.
So, the claim is proved. 
2.2. Semiconcavity
Now we will prove the semiconcavity of the value function v1. The proof is similar
in many points to the one given by Cannarsa and the author in [9], but here the different
geometry of the control space and the fact that we work in Rn+ allow to obtain semiconcav-
ity without the assumption that the running cost L is identically zero along the boundary
∂Rn+. We give a complete proof for the reader’s convenience.
We start with some preliminary lemmas.
Lemma 2.4. Let x0, x1 ∈Rn+ and let x¯ := (x0 + x1)/2. Let u ∈Ax¯ be a piecewise constant
control and set y¯ = yux¯ . Then, the solution (z0(t), z1(t)) of the problem

z˙0(t) = u(t)+ [H(z1n(t))−H(z0n(t))]〈u(t), en〉+en,
z˙1(t) = u(t)+ [H(z0n(t))−H(z1n(t))]〈u(t), en〉+en,
z0(0) = x0,
z1(0) = x1,
(2.8)
where H is as in (2.4), satisfies for all t  0,
(i) z0(t), z1(t) ∈Rn+;
(ii) z0(t)+ z1(t)− 2y¯(t) = 0;
(iii) |z0(t)− z1(t)| |x0 − x1|.
Proof. As for problem (2.5), under our assumptions on the control u, we can construct
a pair of piecewise affine trajectories, solution a.e. of problem (2.8). Roughly speaking,
we construct trajectories z0, z1 that move with rate u when they both lie in the open half-
space, while we drop or add the normal component of u when z0 (or z1) reaches ∂Rn+ and
the normal component of u points towards the outside of Rn+. For more general situations
see [9, p. 84].
Note that
1
2
d
dt
∣∣z0(t)+ z1(t)− 2y¯(t)∣∣2 = 〈z˙0(t)+ z˙1(t)− 2 ˙¯y(t), z0(t)+ z1(t)− 2y¯(t)〉= 0.
This proves assertion (ii). Now, we want to prove (i).
Suppose that a time t0 > 0 exists such that z0(t0) /∈Rn+ and define
t1 = inf
{
t  0: z0(t) /∈Rn+
}
.
Obviously z0(t1) ∈ ∂Rn+. If z1n(t1) > 0 then there exists δ > 0 such that z0(t) verifies for
t ∈ [t1, t1 + δ), 〈 〉z˙0(t) = u(t)− u(t), en +en.
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z0n(t) = z0n(t1)+
t∫
t1
z˙0n(s) ds =
t∫
t1
z˙0n(s) ds  0
in contradiction with the definition of t1.
If z1(t1) ∈ ∂Rn+ then, by (ii), y¯(t1) ∈ ∂Rn+. Since y¯ := yux¯ is an admissible trajectory at
x¯ and the control u is piecewise constant, there exists δ > 0 such that for t ∈ (t1, t1 + δ) the
normal component of u is un = 0 or un > 0, that is 〈u(t), en〉+ = 0. Then, by (2.8), z˙1 = u
and therefore
z1n(t) = z1n(t1)+
t∫
t1
un ds  0, for t ∈ (t1, t1 + δ),
in contradiction with the definition of t1.
It remains to consider the case z1(t1) /∈Rn+. Define
t2 = inf
{
t  0: z1(t) /∈Rn+
}
.
We have that z1(t2) ∈ ∂Rn+ and t2 < t1. So, z0(t2) ∈ ∂Rn+ or z0(t2) belongs to the interior
of Rn+. In the first case also y¯(t2) ∈ ∂Rn+ and this gives a contradiction arguing as above.
In the latter case there exists δ′ > 0 such that ∀t ∈ [t2, t2 + δ′), z1(t) verifies
z˙1(t) = u(t)−
〈
u(t), en
〉
+e
n.
Therefore,
z1n(t) = z1n(t2)+
t∫
t2
z˙1n(s) ds  0,
for t ∈ [t2, t2 + δ′), in contradiction with the definition of t2. This ends the proof of (i).
Finally, observe that
1
2
d
dt
∣∣z0(t)− z1(t)∣∣2 = −2H (z0n(t))〈u(t), en〉+〈en, z0(t)− z1(t)〉
+ 2H (z1n(t))〈u(t), en〉+〈en, z0(t)− z1(t)〉.
If z0(t) ∈ ∂Rn+, then〈
en, z1(t)− z0(t)
〉
 0;
if z1(t) ∈ ∂Rn+, then〈
en, z0(t)− z1(t)
〉
 0.
So, estimate (iii) follows. 
Lemma 2.5. Let x¯ ∈Rn+ and let u ∈Ax¯ be a piecewise constant control with ‖u(t)‖1 = 1
or u(t) = 0 at any t  0. Then, for any pair x0, x1 ∈Rn+ with x¯ = (x0 + x1)/2 and for any
T > 0 there exist numbers T0, T1  0, two nondecreasing Lipschitz functionsϕj : [0, T ] → [0, Tj ], j = 0,1,
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(i) ϕ0(t)+ ϕ1(t)− 2t = 0, ∀t ∈ [0, T ];
(ii) |ϕj (t)− t | |x0 − x1|, j = 0,1, ∀t ∈ [0, T ];
(iii) y0(ϕ0(t))+ y1(ϕ1(t))− 2y¯(t) = 0, ∀t ∈ [0, T ], where y¯ = yαx¯ ;
(iv) |y0(ϕ0(t))− y1(ϕ1(t))| |x0 − x1|, ∀t ∈ [0, T ];
(v) yj is differentiable on [0, Tj ] with ‖y˙j ‖1 = ‖u‖1 a.e., j = 0,1.
Proof. Let T be fixed and (z0(t), z1(t)), t ∈ [0, T ], be a solution of (2.8). Let us set, for
t ∈ [0, T ] and j = 0,1,
ψj (t) =
{
1 if u(t) = 0,
‖z˙j (t)‖1 if u(t) = 0, (2.9)
and define
ϕj (t) =
t∫
0
ψj(s) ds, t ∈ [0, T ], j = 0,1. (2.10)
Then, ϕj : [0, T ] → [0, Tj ] are Lipschitz continuous and nondecreasing. Moreover, ∀t ∈
[0, T ],
ϕ0(t)+ ϕ1(t)− 2t
=
t∫
0
[
ψ0(s)+ψ1(s)− 2]ds
=
∫
[0,t]\u−1{0}
[∥∥z˙0(s)∥∥1 +
∥∥z˙1(s)∥∥1 −2(
∣∣u1(s)∣∣+ · · · + ∣∣un(s)∣∣)]ds = 0,
since, for s ∈ [0, t] \ u−1{0},
ψ0(s)+ψ1(s) = ∥∥z˙0(s)∥∥1 +
∥∥z˙1(s)∥∥1
= ∣∣u1(s)∣∣+ · · · + ∣∣un−1(s)∣∣+ ∣∣u1(s)∣∣+ · · · + ∣∣un−1(s)∣∣+ 2∣∣un(s)∣∣
= 2(∣∣u1(s)∣∣+ · · · + ∣∣un(s)∣∣).
Hence, (i) holds. Now, defining
St =
{
s ∈ [0, t]: min{z0n(s), z1n(s)}= 0 and 〈u(s), en〉+ > 0},
we obtain
∣∣ϕj (t)− t∣∣=
∣∣∣∣∣
t∫
0
(
ψj (s)− 1)ds
∣∣∣∣∣=
∣∣∣∣∣
∫
[0,t]\u−1{0}
(∥∥z˙j (s)∥∥1 −
∥∥u(s)∥∥1)ds
∣∣∣∣∣

∫
[0,t]\u−1{0}
∥∥z˙j (s)− u(s)∥∥1 ds 
∫
St
〈
u(t), en
〉
+ ds
=
∫ 〈 ˙¯y(s), en〉ds. (2.11)
St
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St =
N⋃
j=1
[tj , τj ], 0 t1 < τ1 < · · · < tN < τN  t,
where [tj , τj ], j = 1, . . . ,N, are intervals not necessarily closed. Then,
∫
St
〈 ˙¯y(s), en〉ds = −
∫
St
˙¯yn(s) ds =
N∑
j=1
[
y¯n(tj )− y¯n(τj )
]
= y¯n(t1)− y¯n(τN) y¯n(t1) |x1 − x0|, (2.12)
where we used the fact that y¯n(τj ) = y¯n(tj+1), for j = 1, . . . ,N − 1. Indeed, on (τj , tj+1)
the trajectories y¯ and zj , j = 0,1, move with the same rate. So,
y¯n(τj ) =
∣∣y¯n(τj )− z0n(τj )∣∣= ∣∣y¯n(tj+1)− z0n(tj+1)∣∣= y¯n(tj+1).
By (2.11) and (2.12) we obtain (ii).
Next, since ϕj are continuous and nondecreasing,
(ϕj )−1{s}={t ∈[0, T ]: ϕj (t)= s}= [aj (s), bj (s)], s ∈[0, Tj ], j =0,1, (2.13)
where aj (s) = bj (s) whenever ϕ˙j (t) = 0, t ∈ [aj (s), bj (s)].
Let us define
yj (s) = zj
(
aj (s)
)
, s ∈ [0, Tj ], j = 0,1. (2.14)
Then, y0 and y1 are Lipschitz continuous. Indeed for any pair s′, s′′ ∈ [0, Tj ],∣∣yj (s′)− yj (s′′)∣∣
= ∣∣zj (aj (s′))− zj (aj (s′′))∣∣
∣∣∣∣∣
aj (s
′′)∫
aj (s
′)
∣∣z˙j (t)∣∣dt
∣∣∣∣∣
∣∣∣∣∣
aj (s
′′)∫
aj (s
′)
∥∥z˙j (t)∥∥1 dt
∣∣∣∣∣

∣∣∣∣∣
aj (s
′′)∫
aj (s
′)
ϕ˙j (s) ds
∣∣∣∣∣=
∣∣ϕj (aj (s′))− ϕj (aj (s′′))∣∣= |s′ − s′′|, j = 0,1.
Now observe that, for any t ∈ [0, T ],
zj (t) = zj
(
aj
(
ϕj (t)
))
, j = 0,1,
or
yj
(
ϕj (t)
)= zj (t), t ∈ [0, T ], j = 0,1.
So, points (iii) and (iv) of the conclusion follow from points (ii) and (iii) of Lemma 2.4.
Finally, to prove (v) let us set{ }
Hj = t ∈ [0, T ]: ∃ϕ˙j (t) = 0 , j = 0,1. (2.15)
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m
(
ϕj (Hj )
)= Tj , j = 0,1, (2.16)
where m denotes the Lebesgue measure in R. Thus yj is a.e. differentiable on [0, Tj ],
j = 0,1, with
y˙j (s) = z˙j
(
ϕ−1j (s)
)/∥∥z˙j (ϕ−1j (s))∥∥1 if u(s) = 0,
and
y˙j (s) = 0 if u(s) = 0.
This proves (v). 
Theorem 2.6. The function v1 is semiconcave in Rn+.
Proof. Let x0, x1 ∈Rn+, x¯ = (x0 + x1)/2, and take h = (x1 − x0)/2. Let u¯(t), t  0, be an
optimal control for x¯.
We define a semiconcavity modulus
σ ′v1(R) = sup
{
v1(x + y)+ v1(x − y)− 2v1(x): x ∈Rn+, |2y|R, x ± y ∈Rn+
}
,
R  0. (2.17)
Fix T > 0 and consider (it is possible by Lemma 2.1) a piecewise constant control
u ∈Ax¯ with u = 0 or ‖u‖1 = 1 such that
v1(x¯) >
T∫
0
e−λtL
(
y¯(t)
)
dt + e−λT v1
(
y¯(T )
)− |h|2, (2.18)
where y¯(t) := yux¯ (t). Then, there exist numbers T0, T1 and trajectories y0, y1 admissible at
x0, x1, respectively, verifying the claims of Lemma 2.5.
Now, from the dynamic programming principle
v1(x0)+ v1(x1)− 2v1(x¯)

T0∫
0
e−λtL
(
y0(t)
)
dt +
T1∫
0
e−λtL
(
y1(t)
)
dt − 2
T∫
0
e−λtL
(
y¯(t)
)
dt
+ e−λT0v1
(
y0(T0)
)+ e−λT1v1(y1(T1))− 2e−λT v1(y¯(T ))+ 2|h|2.
By (2.15) and (2.16) we can write
v1(x0)+ v1(x1)− 2v1(x¯)

∫
ϕ0(H0)
e−λtL
(
y0(t)
)
dt +
∫
ϕ1(H1)
e−λtL
(
y1(t)
)
dt − 2
T∫
0
e−λtL
(
y¯(t)
)
dt
( ) ( ) ( )+ e−λT0v1 y0(T0) + e−λT1v1 y1(T1) − 2e−λT v1 y¯(T ) + 2|h|2.
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v1(x0)+ v1(x1)− 2v1(x¯)

∫
ϕ0(H0∩H1)
e−λtL
(
y0(t)
)
dt +
∫
ϕ0(H0\H1)
e−λtL
(
y0(t)
)
dt
+
∫
ϕ1(H0∩H1)
e−λtL
(
y1(t)
)
dt +
∫
ϕ1(H1\H0)
e−λtL
(
y1(t)
)
dt
− 2
∫
H0∩H1
e−λtL
(
y¯(t)
)
dt − 2
∫
H0\H1
e−λtL
(
y¯(t)
)
dt − 2
∫
H1\H0
e−λtL
(
y¯(t)
)
dt
+ e−λT0v1
(
y0(T0)
)+ e−λT1v1(y1(T1))− 2e−λT v1(y¯(T ))+ 2|h|2,
that we rewrite as
v1(x0)+ v1(x1)− 2v1(x¯) 2|h|2 +A+B0 +B1 +D, (2.19)
where
A =
∫
ϕ0(H0∩H1)
e−λtL
(
y0(t)
)
dt +
∫
ϕ1(H0∩H1)
e−λtL
(
y1(t)
)
dt
− 2
∫
H0∩H1
e−λtL
(
y¯(t)
)
dt,
B0 =
∫
ϕ0(H0\H1)
e−λtL
(
y0(t)
)
dt − 2
∫
H0\H1
e−λtL
(
y¯(t)
)
dt,
B1 =
∫
ϕ1(H1\H0)
e−λtL
(
y1(t)
)
dt − 2
∫
H1\H0
e−λtL
(
y¯(t)
)
dt,
D = e−λT0v1
(
y0(T0)
)+ e−λT1v1(y1(T1))− 2e−λT v1(y¯(T )).
Using the change of variable t = ϕ0(s) and t = ϕ1(s), respectively, in the first and in the
second integral in A we obtain
A =
∫
H0∩H1
ϕ0 ′(t)e−λϕ0(t)L
(
y0
(
ϕ0(t)
))
dt +
∫
H0∩H1
ϕ1 ′(t)e−λϕ1(t)L
(
y1
(
ϕ1(t)
))
dt
− 2
∫
H0∩H1
e−λtL
(
y¯(t)
)
dt,that we can rewrite as
C. Pignotti / J. Math. Anal. Appl. 305 (2005) 197–218 209A =
∫
H0∩H1
e−λt
[
L
(
y0
(
ϕ0(t)
))+L(y1(ϕ1(t)))− 2L(y¯(t))]dt
+
∫
H0∩H1
[
ϕ0 ′(t)e−λϕ0(t) − e−λt ]L(y0(ϕ0(t)))dt
+
∫
H0∩H1
[
ϕ1 ′(t)e−λϕ1(t) − e−λt ]L(y1(ϕ1(t)))dt. (2.20)
Since L is semiconcave we can estimate∫
H0∩H1
e−λt
[
L
(
y0
(
ϕ0(t)
))+L(y1(ϕ1(t)))− 2L(y¯(t))]dt  c0|h|2, (2.21)
for some constant c0 > 0. Now, defining
Ij =
{
t ∈ [0, T ]: zjn(t) = 0
}
, j = 0,1,
we can write∫
H0∩H1
[
ϕ0 ′(t)e−λϕ0(t) − e−λt]L(y0(ϕ0(t)))dt
+
∫
H0∩H1
[
ϕ1 ′(t)e−λϕ1(t) − e−λt]L(y1(ϕ1(t)))dt
=
∫
H0∩H1∩I0
[
ϕ1 ′(t)e−λϕ1(t) − e−λt][L(y1(ϕ1(t)))−L(y0(ϕ0(t)))]dt
+
∫
H0∩H1∩I0
[
ϕ0 ′(t)e−λϕ0(t) + ϕ1 ′(t)e−λϕ1(t) − 2e−λt]L(y0(ϕ0(t)))dt
+
∫
H0∩H1∩(I1\I0)
[
ϕ0 ′(t)e−λϕ0(t) − e−λt ][L(y0(ϕ0(t)))−L(y1(ϕ1(t)))]dt
+
∫
H0∩H1∩(I1\I0)
[
ϕ0 ′(t)e−λϕ0(t) + ϕ1 ′(t)e−λϕ1(t) − 2e−λt]L(y1(ϕ1(t)))dt
+
∫
(H0∩H1)\(I0∪I1)
[
e−λϕ1(t) − e−λt][L(y1(ϕ1(t)))−L(y0(ϕ0(t)))]dt
+
∫
(H0∩H1)\(I0∪I1)
[
e−λϕ0(t) + e−λϕ1(t) − 2e−λt]L(y0(ϕ0(t)))dt, (2.22)
where we used that in (H0 ∩H1) \ (I0 ∪ I1) we have
ϕ0 ′(t) = ϕ1 ′(t) = 1.We observe that
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∫
H0∩H1∩I0
[
ϕ1 ′(t)e−λϕ1(t) − e−λt ][L(y1(ϕ1(t)))−L(y0(ϕ0(t)))]dt
=
∫
H0∩H1∩I0
e−λt
[
e−λ(ϕ1(t)−t) − 1][L(y1(ϕ1(t)))−L(y0(ϕ0(t)))]dt
+
∫
H0∩H1∩I0
(
ϕ1 ′(t)− 1)e−λϕ1(t)[L(y1(ϕ1(t)))−L(y0(ϕ0(t)))]dt
 c1|h|2, (2.23)
for some constant c1 > 0. In the last inequality we used the Lipschitz continuity of L and
e−λt , the fact that∣∣ϕ1(t)− t∣∣= O(|h|),
and, by (2.12),∫
H0∩H1∩I0
(
ϕ1 ′(t)− 1)dt 
∫
H0∩H1∩I0
∣∣∥∥z˙1(t)∥∥1 −
∥∥u(t)∥∥1
∣∣dt

∫
H0∩H1∩I0
∥∥z˙1(t)− u(t)∥∥1 dt 
∫
H0∩H1∩I0
〈
u(t), en
〉
+ dt = O
(|h|).
Analogously,∫
H0∩H1∩(I1\I0)
[
ϕ0 ′(t)e−λϕ0(t) − e−λt ][L(y0(ϕ0(t)))−L(y1(ϕ1(t)))]dt  c2|h|2,
c2 > 0. (2.24)
Note that∫
H0∩H1∩I0
[
ϕ0 ′(t)e−λϕ0(t) + ϕ1 ′(t)e−λϕ1(t) − 2e−λt]L(y0(ϕ0(t)))dt

∫
H0∩H1∩I0
2
[
e−λϕ0(t) + e−λϕ1(t) − e−λt ]L(y0(ϕ0(t)))dt.
So, semiconcavity of e−λt and the fact that
ϕ0(t)− t = t − ϕ1(t) = O(|h|)
imply ∫
H0∩H1∩I0
[
ϕ0 ′(t)e−λϕ0(t) +ϕ1 ′(t)e−λϕ1(t) −2e−λt]L(y0(ϕ0(t)))dt c3|h|2, (2.25)for a suitable constant c3 and, analogously,
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∫
H0∩H1∩(I1\I0)
[
ϕ0 ′(t)e−λϕ0(t) + ϕ1 ′(t)e−λϕ1(t) − 2e−λt]L(y1(ϕ1(t)))dt
 c4|h|2, (2.26)
for a suitable constant c4. The regularity properties of L and e−λt allow to obtain∫
(H0∩H1)\(I0∪I1)
[
e−λϕ1(t) − e−λt][L(y1(ϕ1(t)))−L(y0(ϕ0(t)))]dt  c5|h|2,
c5 > 0, (2.27)
and ∫
(H0∩H1)\(I0∪I1)
[
e−λϕ0(t) + e−λϕ1(t) − 2e−λt]L(y0(ϕ0(t)))dt  c6|h|2,
c6 > 0. (2.28)
Using (2.23)–(2.28) in (2.22) we have∫
H0∩H1
[
ϕ0 ′(t)e−λϕ0(t) − e−λt]L(y0(ϕ0(t)))dt
+
∫
H0∩H1
[
ϕ1 ′(t)e−λϕ1(t) − e−λt]L(y1(ϕ1(t)))dt
 c7|h|2,
for some positive constant c7. This estimate, together with (2.21), implies
A CA|h|2, CA > 0. (2.29)
Now we seek to estimate B0 and B1. With the change of variable t = ϕ0(s), we obtain
B0 =
∫
H0\H1
ϕ0 ′(t)e−λϕ0(t)L
(
y0
(
ϕ0(t)
))
dt − 2
∫
H0\H1
e−λtL
(
y¯(t)
)
dt
 2
∫
H0\H1
[
e−λϕ0(t) − e−λt ]L(y0(ϕ0(t)))dt
− 2
∫
H0\H1
e−λt
[
L
(
y¯(t)
)−L(y0(ϕ0(t)))]dt.
Then, by the Lipschitz continuity of L and e−λt ,
B0  c8m(H0 \H1)|h|. (2.30)
We observe that
m(H0 \H1) =
∫ ∥∥u(t)∥∥1 dt 
∫ 〈
u(t), en
〉
+ dt = O
(|h|). (2.31)
H0\H1 I1
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B0  d0|h|2, d0 > 0. (2.32)
Analogously,
B1  d1|h|2, d1 > 0. (2.33)
Substituting (2.29), (2.32), (2.33) in (2.19) we have
v1(x0)+ v1(x1)− 2v1(x¯) C|h|2 +D, C > 0. (2.34)
Finally, using Theorem 2.3 and the Lipschitz continuity and semiconcavity of e−λt , we
can rewrite D as
D = e−λT [v1(y0(T0))+ v1(y1(T1))− 2v1(y¯(T ))]
+ [e−λT0 − e−λT ][v1(y0(T0))− v1(y1(T1))]
+ [e−λT0 + e−λT1 − 2e−λT ]v1(y1(T1))
 e−λT σ ′v1
(|x0 − x1|)+C|h|2, (2.35)
for some positive constant C. Now, in view of (2.34) and (2.35) we have
v1(x0)+ v1(x1)− 2v1(x¯) CR2 + e−λT σ ′v1(R),
for any pair x0, x1 such that |x0 − x1|R.
Taking the supremum over all such pairs x0, x1, we conclude that
σ ′v1(R) CR
2 + e−λT σ ′v1(R), ∀R  0. (2.36)
This ends the proof. 
3. An optimal control problem with control set the l∞-ball
In this section we will give Lipschitz continuity and semiconcavity results for the value
function v2 in the case that U = U∞.
Note that v2 is a constrained viscosity solution of
λv(x)+ ∥∥Dv(x)∥∥1 −L(x) = 0, x ∈Rn+.
3.1. Lipschitz continuity and preliminary results
As in the previous section, up to the change ‖ · ‖1 with ‖ · ‖∞ we have the following
Lemma 3.1. Fix T > 0, x ∈Rn+ and let yu¯x (·) be an optimal trajectory at x. Then, for any
ε > 0 there exists a piecewise constant control u(·) with u(t) = 0 or ‖u(t)‖∞ = 1 at any
t ∈ [0, T ] and∣∣ u¯ u ∣∣yx (t)− yx (t) < ε, ∀t ∈ [0, T ]. (3.1)
C. Pignotti / J. Math. Anal. Appl. 305 (2005) 197–218 213Also the Lipschitz continuity of v2 follows arguing exactly as in the previous case. So
we omit the proof of the following results.
Lemma 3.2. Let x0 ∈Rn+, and let u0 ∈Ax0 be a piecewise continuous control with u0(t) =
0 or ‖u0(t)‖∞ = 1 at any t  0. Then, for any x ∈Rn+, there exists a trajectory y starting
at x such that, for all t  0,
(i) y˙(t) ∈ U∞;
(ii) y(t) ∈Rn+;
(iii) |y(t)− yu0x0 (t)| |x − x0|.
Theorem 3.3. The function v2 is Lipschitz continuous in Rn+.
To prove semiconcavity in this case we will need also a technical lemma proved in [9]
and generalizing a previous lemma in [15].
We call modulus a nondecreasing upper semicontinuous function σ : [0,+∞) →
[0,+∞) such that limr→0+ σ(r) = 0.
Lemma 3.4. Let ω be a modulus and let β > 0. If there exist γ,A,ρ > 0 such that{
ω(R) CRβ + γω(AR), ∀R ∈ [0, ρ],
γ < 1, γAβ < 1, ρ  1,
then there exists a constant C′ = C′(γ,ρ,A,C) > 0 such that ω(R) C′Rβ, for all R ∈
[0, ρ].
3.2. Semiconcavity
Let H be as in (2.4). We have the following lemma.
Lemma 3.5. Let x0, x1 ∈Rn+ and let x¯ := (x0 + x1)/2. Let u ∈Ax¯ be a piecewise constant
control and set y¯ = yux¯ . Then the solution (z0, z1), t  0, of the problem

z˙0(t) = f0(u(t), z0(t), z1(t)),
z˙1(t) = f1(u(t), z0(t), z1(t)),
z0(0) = x0,
z1(0) = x1,
(3.2)
where
f0
(
u(t), z0(t), z1(t)
)=


2u(t) if z1(t) ∈ ∂Rn+ and 〈u(t), en〉+ > 1/2,
0 if z0(t) ∈ ∂Rn+ and 〈u(t), en〉+ > 1/2,
u(t)+[H(z1n(t))−H(z0n(t))]〈u(t), en〉+en otherwise,
and
f1
(
u(t), z0(t), z1(t)
)=
2u(t) if z0(t) ∈ ∂Rn+ and 〈u(t), en〉+ > 1/2,
0 if z1(t) ∈ ∂Rn+ and 〈u(t), en〉+ > 1/2,
u(t)+[H(z0n(t))−H(z1n(t))]〈u(t), en〉+en otherwise,
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(i) z0(t), z1(t) ∈Rn+;
(ii) z0(t)+ z1(t)− 2y¯(t) = 0;
(iii) |z0(t)− z1(t)| C|x0 − x1|, for a suitable positive constant C.
Proof. Arguing as for problem (2.8) we can see that there exists a piecewise affine solu-
tion of problem (3.2). In this case, when z0 (or z1) reaches ∂Rn+ and the control u points
towards the outside of Rn+, we have two different strategies. If 〈u, en〉+  1/2 then, as in
the previous case, we drop or add the normal component of u. Otherwise z0, z1 move with
rate 2u or 0.
The proof of (ii) is analogous to that of (ii) of Lemma 2.4. To prove (i) suppose, by
contradiction, that there exists a time t0 such that z0(t0) /∈Rn+. Set
t1 = inf
{
t  0: z0(t) /∈Rn+
}
.
Obviously z0(t1) ∈ ∂Rn+ and 〈z0(s), en〉 > 0 for s ∈ (t1, t1 + δ). If 〈u(t), en〉+ > 1/2 in an
interval (t1, t1 + δ∗), then z˙0(s) = 0 on such an interval. So, z0n(s) = 0, s ∈ (t1, t1 + δ∗),
in contradiction with the previous claim. If 〈u(t), en〉+  1/2, then arguing as in the proof
of statement (i) of Lemma 2.4 we give a contradiction. Therefore, (i) is proved.
It remains to prove (iii). Note that
z1(t)− z0(t) = x1 − x0 +
t∫
0
[
f1
(
u(s), z0(s), z1(s)
)− f0(u(s), z0(s), z1(s))]ds
and then
∣∣z1(t)− z0(t)∣∣ |x1 − x0| + 2
∫
Wt
[
H
(
z0n(s)
)+H (z1n(s))]〈u(s), en〉+ ds
+ 2
∫
Jt
∣∣u(s)∣∣ds, (3.3)
where
Wt =
{
s ∈ [0, t]: min{z0n(s), z1n(s)}= 0 and 0 < 〈u(s), en〉+  1/2} (3.4)
and
Jt =
{
s ∈ [0, t]: min{z0n(s), z1n(s)}= 0 and 〈u(s), en〉+ > 1/2}. (3.5)
Since u is piecewise constant we can suppose
Wt =
N⋃
j=1
[rj , sj ], 0 r1 < s1 < · · · < rN < sN  t,
and
Jt =
K⋃
[tj , τj ], 0 t1 < τ1 < · · · < tK < τK  t,
j=1
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Jt
∣∣u(s)∣∣ds  C∗|Jt | 2C∗
∫
Jt
〈
u(s), en
〉
ds = −2C∗
∫
Jt
˙¯yn(s) ds
= 2C∗
K∑
j=1
[
y¯n(tj )− y¯n(τj )
]
 2C∗
[
y¯n(t1)− y¯n(τK)
]
 2C∗y¯n(t1)
 2C∗|x1 − x0|, (3.6)
where we used the fact that
y¯n(tj+1)− y¯n(τj ) 0, j = 1, . . . ,K − 1. (3.7)
To explain (3.7) note that at tj+1 and τj we have z0n = 0 or z1n = 0. Without loss of
generality we can suppose z0n(tj+1) = z0n(τj ) = 0, therefore
y¯n(tj+1) = y¯n(tj+1)− z0n(tj+1)
= y¯n(τj )− z0n(τj )+
∫
(τj ,tj+1)∩Wt
[ ˙¯yn(s)− z˙0n(s)]ds
= y¯n(τj )−
∫
(τj ,tj+1)∩Wt
〈
u(s), en
〉
ds  y¯n(τj ).
So, (3.7) follows. Note that, by (3.6),
|Jt | 2|x1 − x0|. (3.8)
We can also estimate∫
Wt
[
H
(
z0n(s)
)+H (z1n(s))]〈u(s), en〉+ ds −
∫
Wt
〈 ˙¯y(s), en〉ds
=
N∑
j=1
[
y¯n(rj )− y¯n(sj )
]
 y¯n(r1)− y¯n(sN ) y¯n(r1) |x1 − x0|, (3.9)
where we used that
y¯n(rj+1)− y¯n(sj ) 0, j = 1, . . . ,N − 1.
Finally, using (3.6) and (3.9) in (3.3), we obtain∣∣z1(t)− z0(t)∣∣ C|x1 − x0|,
for a suitable constant C. 
Lemma 3.6. Let x¯ ∈Rn+ and let u ∈Ax¯ be a piecewise constant control with ‖u(t)‖∞ = 1
or u(t) = 0 at any t  0. Then, for any pair x0, x1 ∈Rn+ with x¯ = (x0 + x1)/2 and for any
T > 0 there exist numbers T0, T1  0, two nondecreasing Lipschitz functions
ϕj : [0, T ] → [0, Tj ], j = 0,1,
and two trajectories y0, y1 admissible at x0, x1, respectively, such that:
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(ii) |ϕj (t)− t | = O(|x0 − x1|), j = 0,1;
(iii) y0(ϕ0(t))+ y1(ϕ1(t))− 2y¯(t) = 0, ∀t ∈ [0, T ], where y¯ = yux¯ ;
(iv) |y0(ϕ0(t))− y1(ϕ1(t))| C|x0 − x1|, ∀t ∈ [0, T ];
(v) yj is differentiable on [0, Tj ] with ‖y˙j ‖∞ = ‖u‖∞ a.e. j = 0,1.
Proof. Let T be fixed and (z0(t), z1(t)), t ∈ [0, T ], be a solution of (3.2). Let us set, for
t ∈ [0, T ] and j = 0,1,
ψj (t) =
{
1 if 〈u(t), en〉+  1/2,
‖z˙j (t)‖∞ otherwise, (3.10)
and define
ϕj (t) =
t∫
0
ψj(s) ds, t ∈ [0, T ], j = 0,1. (3.11)
By definition, ϕj : [0, T ] → [0, Tj ] are Lipschitz continuous and nondecreasing. Moreover,
∀t ∈ [0, T ],
ϕ0(t)+ ϕ1(t)− 2t =
t∫
0
[
ψ0(s)+ψ1(s)− 2]ds
=
∫
[0,t]∩{s: 〈u(s),en〉+>1/2}
[∥∥z˙0(s)∥∥∞ +
∥∥z˙1(s)∥∥∞ − 2
∥∥u(s)∥∥∞]ds
= 0.
Indeed, for s ∈ [0, t] ∩ {s: 〈u(s), en〉+ > 1/2}, we can have only the following cases:
z˙0(s) = z˙1(s) = u(s), z˙0(s) = 2u(s) and z˙1(s) = 0, z˙0(s) = 0 and z˙1(s) = 2u(s). So,∥∥z˙0(s)∥∥∞ +
∥∥z˙1(s)∥∥∞ = 2
∥∥u(s)∥∥∞.
This proves (i). Recalling definition (3.5) and estimate (3.8),
∣∣ϕj (t)− t∣∣=
∣∣∣∣∣
t∫
0
(
ψj (s)− 1)ds
∣∣∣∣∣
=
∣∣∣∣∣
∫
[0,t]∩{s: 〈u(s),en〉+>1/2}
(∥∥z˙j (s)∥∥∞ −
∥∥u(s)∥∥∞)ds
∣∣∣∣∣

∫
[0,t]∩{s: 〈u(s),en〉+>1/2}
∥∥z˙j (s)− u(s)∥∥∞ ds 
∫
JT
∥∥u(s)∥∥∞ ds
 |JT | 2|x0 − x1|.Hence, (ii) holds.
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at x0, x1, respectively, Lipschitz continuous and such that
yj
(
ϕj (t)
)= zj (t), t ∈ [0, T ], j = 0,1.
Then (iii) and (iv) follow from points (ii) and (iii) of Lemma 3.5.
Finally, analogously to the proof of Lemma 2.5, up to change ‖ · ‖1 with ‖ · ‖∞ we
obtain (v). 
Theorem 3.7. The function v2 is semiconcave in Rn+.
Proof. Let x0, x1 ∈Rn+, x¯ = (x0 + x1)/2, and take h = (x1 − x0)/2. Let u¯(t), t  0, be an
optimal control for x¯.
We define a semiconcavity modulus
σ ′v2(R) = sup
{
v2(x + y)+ v2(x − y)− 2v2(x): x ∈Rn+, |2y|R, x ± y ∈Rn+
}
,
R  0. (3.12)
Fix T > 0. From Lemma 3.1 there exists a piecewise constant control u ∈ Ax¯ with
u = 0 or ‖u‖∞ = 1 such that
v2(x¯) >
T∫
0
e−λtL
(
y¯(t)
)
dt + e−λT v2
(
y¯(T )
)− |h|2, (3.13)
where y¯(t) := yux¯ (t). Then, there exist numbers T0, T1 and trajectories y0, y1 admissible at
x0, x1, respectively, verifying the claims of Lemma 3.6.
Arguing as in proof of Theorem 2.6 we can apply the dynamic programming principle
and previous lemmas to obtain
v2(x0)+ v2(x1)− 2v2(x¯) C˜R2 + e−λT σ ′v2(CR),
for any pair x0, x1 such that |x0 − x1|R.
Taking the supremum over all such pairs x0, x1, we conclude that
σ ′v2(R) C˜R
2 + e−λT σ ′v2(CR), ∀R  0. (3.14)
The difference with respect to (2.36) depends on the fact that in this case the distance
between z0 = y0 ◦ ϕ0 and z1 = y1 ◦ ϕ1 at any positive time may be larger than the dis-
tance between the initial points x0, x1. Claim (iv) of Lemma 2.5 is substituted by (iv) of
Lemma 3.6.
Now, observe that e−λT C2 < 1 for a time T sufficiently large. Then, the semiconcavity
of v2 follows from Lemma 3.4. 
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