Abstract. In this work we deal with partial (co)action of multiplier Hopf algebras on not necessarily unital algebras. Our main goal is to construct a Morita context relating the coinvariant algebra R coA with a certain subalgebra of the smash product R# A. Besides this we present the notion of partial Galois coaction, which is closely related to this Morita context.
1

introduction
Partial group actions were introduced by R. Exel [12] in the context of operator algebras. Some years later, M. Dockuchaev and R. Exel [7] generalized some classic results of group actions to the context of partial group actions under a purely algebraic point of view. Following this idea, S. Caenepeel and K. Jassen [4] extended this concept to the Hopf algebras setting and developed a theory for partial (co)actions of Hopf algebras as well as a partial Hopf-Galois theory. Subsequently, many authors have explored these new structures providing a great development of this theory.
Most of the main results of partial Hopf (co)actions on algebras were obtained for unital algebras and finite dimension Hopf algebra. A natural question is whether there exists some kind of Hopf algebra structure, not necessarily unital, that also (co)acts partially on algebras without unit.
Notice that if G is a group, the group algebra kG on a field k has a natural Hopf algebra structure. Moreover, if the group is finite, the dual of this Hopf algebra is also a Hopf algebra, which does not occur when G is infinite.
A contribution in this context was given by A. Van Daele who introduced in [13] the notion of multiplier Hopf algebra for algebras with nondegenerate product and generalized the classical definition of a Hopf algebra.
Recalling, the algebra of the multipliers of any algebra A over a field k, denoted by M (A), is the usual k-vector space of all the ordered pairs (U, V ) of linear maps of A that satisfy the following three conditions: for all a, b ∈ A, endowed with the multiplication given by the rule (U, V )(U ′ , V ′ ) = (U •U ′ , V ′ •V ). Such an algebra is associative and unital with identity element given by the pair 1 = (ı, ı) where ı denotes the identity map of A. Moreover, there exists a canonical algebra homomorphism  : A → M (A) given by a → (U a , V a ), where U a (resp., V a ) denotes the left (resp., right) multiplication by a, for all a ∈ A. If, in particular,  is injective we say that the product in A is nondegenerate. Furthermore, if A is unital then  is an isomorphism.
A pair (A, ∆) is called a multiplier Hopf algebra if A is an algebra over a field k with a nondegenerate product and the map ∆ : A −→ M (A ⊗ A) is its comultiplication, that is, an algebra homomorphism satisfying the following conditions ∆(a)(1 ⊗ b) ∈ A ⊗ A and (a ⊗ 1)∆(b) ∈ A ⊗ A and the co-associativity property below (a ⊗ 1 ⊗ 1)((∆ ⊗ ı)(∆(b)(1 ⊗ c))) = ((ı ⊗ ∆)((a ⊗ 1)∆(b)))(1 ⊗ 1 ⊗ c), for all a, b,c in A.
Furthermore, one more condition is required: the k-linear maps
must be bijective. Due to the surjectivity of these two maps it is possible to show that there exist a unique algebra homomorphism ε : A −→ k such that (ε ⊗ ı)(∆(a)(1 ⊗ b)) = ab and (ı ⊗ ε)((a ⊗ 1)∆(b)) = ab and a unique algebra anti-homomorphism S : A −→ M (A) such that m(S ⊗ ı)(∆(a)(1 ⊗ b)) = ε(a)b and m(ı ⊗ S)((a ⊗ 1)∆(b)) = ε(b)a, for all a, b in A. Such maps are respectively called the counit and the antipode of A. In particular, if A is unital we recover the classical definition of a Hopf algebra.
The motivation for the concept of multiplier Hopf algebra arose from the algebra A G of the complex functions with finite support on a group G, i. e., functions that assume nonzero values for a finite set of elements of G. In this case, the multiplier algebra M (A G ) consists of all complex functions on G. Moreover, A G ⊗ A G can be naturally identified with the complex functions with finite support on G× G. Then, A G is a multiplier Hopf algebra with comultiplication ∆ : A G −→ M (A G×G ) given by ∆(f )(p, q) = f (pq), counit ε : A G → k given by ε(f ) = f (1 G ) and antipode S : A G → M (A G ) given by (S(f ))(p) = f (p −1 ), for all f ∈ A G and p, q ∈ G.
Thenceforth the theory has been developed following the same main stream of the study of Hopf algebras providing new results. The main difference, besides the technical aspects, concerns to the duality: in the case of Hopf algebras finite dimension is necessary and in the case of multipliers Hopf algebras the existence of integrals (in the sense of [22] ), which is available only in the regular context, is required. A multiplier Hopf algebra (A, ∆) is called regular if (A, σ∆) is also a multiplier Hopf algebra, where σ denotes the canonical flip map.
An important result, that appeared in [17] , is the existence of bilateral local units for a multiplier Hopf algebra (A, ∆), that is, the existence, for any given finite set of elements a 1 , . . . , a n of A, of an element e ∈ A such that ea i = a i = a i e, for all 1 ≤ i ≤ n. Such a fact was used to justify the Sweedler's notation in this context. Another important consequence is that A 2 = A, which allowed to show in [13] that the comultiplication ∆ is a nondegenerate algebra homomorphism (cf. [13, Appendix] ).
Van Daele in [8] also extended to the setting of multiplier Hopf algebras the theory of Hopf algebra actions. For this purpose, some basic properties from the module theory were studied for algebras over the complex number field C with a nondegenerate product. In addition, and in order to present some examples, he defined the smash product algebra obtaining similar results to those from the Hopf algebra theory.
In [22] Van Daele introduced the concept of multiplier Hopf algebra coaction on an algebra and investigated this notion in the case that the existence of integrals is ensured, proving a duality theorem for actions and coactions. Finally, he constructed a Morita context linking the smash product algebra and the algebra of coinvariants.
Our goal in this paper is the following: In Section 2, to introduce the notion of partial action of a regular multiplier Hopf algebra A on an algebra R with a nondegenerate product, giving examples and detailing properties. Moreover, to describe the corresponding smash product algebra R#A and the subalgebra R A of the invariants of R under the action of A. These new concepts and results generalize the theory constructed by S. Caenepeel and K. Jassen in [4] as well as the theory developed by A. Van Daele in [8] .
In Section 3, to introduce the concept of partial coaction of a multiplier Hopf algebra A on R extending the theory proposed by A. Van Daele in [22] and by S. Caenepeel and K. Jassen in [4] , as well as to discuss the relation between both the notions of partial action and partial coaction respectively.
In section 4 to construct a Morita context, under the appropriated conditions, connecting the smash product R#A and the algebra R coA of the coinvariant elements of R under the coaction of A, that generalizes the one presented by A. Van Daele in [22] as well as the classical one in the unital and finite dimensional case. As a consequence, an introduction to a Galois theory is presented connecting this Morita context and the notion of a partial Galois coaction.
Throughout, vector spaces and algebras will be all considered over a fixed field k. The symbol ⊗ will always mean ⊗ k . The pair (A, ∆) (or simply A) will always denote a multiplier Hopf algebra and R an algebra with a nondegenerate product. Furthermore, every element x of M (A) will be denoted by the pair (x, x) and the expression x(a) = xa (resp., x(a) = ax) will be seen as the product xa (resp., ax) in M (A), for all a ∈ A. As the product in A is nondegenerated, the map x is univocally determinate by the map x and conversely. Moreover, a pair (x, x) of linear maps from A into A lies in M (A) if and only if the following compatibility relation ax(b) = x(a)b holds, for all a, b ∈ A.
Partial Actions
2.1. Global Action. We start recalling the definition of a (global) module algebra and some of its properties that we will need in the text. 
for all a, b ∈ A and x ∈ R. In this case, the map ⊲ is called the action of A on R. Moreover, R is said to be unitary as a left A-module if A ⊲ R = R. In particular, if A is unital with identity element 1 A , then R is a unitary left A-module if and only if 1 A ⊲ x = x, for all x ∈ R.
We say that ⊲ is nondegenerate if the following holds: A ⊲ x = 0 if and only if x = 0. In particular, the action of A on itself via its multiplication is nondegenerate.
If R is a unitary left A-module, then given a 1 , ..., a n ∈ A and x 1 , x 2 , ..., x m ∈ R there exists an element e ∈ A such that ea i = a i = a i e, for all 1 ≤ i ≤ n, and e ⊲ x j = x j , for all 1 ≤ j ≤ m.
, for all x, y ∈ R and a ∈ A.
Proposition 2.5. ([8])
Assume that A is regular and R is a left A-module algebra. Then, the action of A on R can be uniquely extended to a nondegenerate action of A on M (R) as follows:
Nevertheless, in general M (R) is not unitary as a left A-module.
Partial Action.
In all the text the action of A on R will be always consider on the left. Partial actions on the right are defined in a similar way. We start the section with the classic definition of partial action, i.e., in the case that A and R are both unital. In this case A is a Hopf algebra (in the classical sense) and according to [4] we have the following definition.
such that the following conditions hold for all a, b ∈ A and x, y ∈ R,
Moreover, we say that · is symmetric if the additional condition also holds:
Extending this notion to the context of partial actions of a regular multiplier Hopf algebra on an algebra with nondegenerate product, we have: Definition 2.7. We call R a partial A-module algebra if there exists a linear map
action. Under these conditions, the map · is called a partial action of A on R, and we say that it is symmetric if the following additional conditions also hold:
fol all x, y ∈ R and a, b ∈ A.
Remark 2.8. If A and R are unital algebras, then the definitions 2.6 and 2.7 are equivalent. Indeed, Definition 2.6 implies Definition 2.7 taking the linear map e : A −→ M (R) = R given by e(a) = a · 1 R , for all a ∈ A. Conversely, it is enough to check that 1 A · x = x, for all x ∈ R. To do this take a, 1 A ∈ A and x ∈ R. By (iii) of Definition 2.7 there exists an element b ∈ A such that ba = a = ab, b1
Repeating this process for each a ∈ A and x ∈ R we have a · 1 A · x = a · x, for all a ∈ A and using (iv) of Definition 2.7 we conclude 1 A · x = x, for all x ∈ R.
It is immediate to check that any (global) action is a particular example of a partial action with the linear map e : A −→ M (R) defined by e(a) = a ⊲ 1 M(R) , for all a ∈ A. The next proposition characterizes under what condition a partial action is a global one. Proposition 2.9. Assume that R is a partial A-module algebra. Then, R is an A-module algebra if and only if e(a) = ε(a)1 M(R) , for all a ∈ A.
Proof. Suppose that R is an A-module algebra, then by (ii) of Definition 2. 7 we have
for all a, b ∈ A and x ∈ R. Therefore, as the action is unitary it follows that e(a)x = ε(a)1 M(R) x, for all x ∈ R and, consequently, e(a) = ε(a)1 M(R) , for all a ∈ A.
Conversely, take c ∈ A such that ε(c) = 1 k and x ∈ R. Then,
for all a, b ∈ A. Moreover, by the condition (ii) of Definition 2.7 we have that x = ε(c)1 M(R) x = e(c)x ∈ A · R, for every x ∈ R. Hence, R is a unitary A-module.
Finally, given x, y ∈ R with
for all a ∈ A. Therefore, R is an A-module algebra. 
for all a ∈ A and x ∈ L.
(ii) it is enough to consider the linear map e : A −→ L given by e(a) = a · 1 L , for all a ∈ A. (iii) given a 1 , ..., a n ∈ A and x 1 , ..., x m ∈ L, by Remark 2.3 there is an element b ∈ A such that ba i = a i = a i b and b ⊲ x j = x j , thus 
The symmetric condition follows similarly and the proof is complete.
The following example illustrates the previous proposition.
Example 2.11. Let A G be the algebra of the functions from G to k with finite support, {δ p } p∈G the basis of A G over k given by δ p (g) = δ p,g (the Kroneker symbol), for all g ∈ G, and R the group algebra kG. Suppose that R is the A Gmodule algebra via the action
Consider a finite and normal subgroup N = 1 G of G, with order |N | not divisible by the characteristic of k, and
is a symmetric partial A G -module algebra given by
Notice that taking h = e (the identity element of G) and e = p ∈ N , then
Hence, the partial action is not global.
The following result give us the necessary and sufficient conditions to provide a family of examples of partial actions. Proposition 2.12. Let A and R be algebras and λ : A −→ k a linear map. Then,
is a partial action of A on R if and only if
Proof. It follows by Definition 2.7 taking e(a) = λ(a)1 M(R) for all a ∈ A.
Example 2.13. Let R be an algebra with a nondegenerate product, A G as in Example 2.11 and N a finite subgroup of G such that the characteristic of k does not divide its order |N |. Define the linear map
Thus, R is a partial A-module algebra with the action given by δ g · x = λ(δ g )x, for all δ g ∈ A G and x ∈ R.
For the next example, consider the construction made by Van Daele of the dual algebra (Â,∆), whereÂ = {ϕ( a), a ∈ A, ϕ a left integral} and for u, w ∈Â, the product and the coproduct are defined as follows (wu)(x) = (w ⊗ u)∆(x),
(Â,∆) is indeed an example of a multiplier Hopf algebra with integrals. When suitable throughout the text, we will useâ = ϕ( a) to do not overload the notation.
Example 2.14. Let A G , R be the algebras of the Example 2.13 and f ∈ M (A G ) defined by
where N is a given subgroup of G.
Extension of a Partial Action.
In this section, our purpose is to construct an extension of a symmetric partial action of A on R to a linear map · :
The next result is crucial to define this linear map.
Lemma 2.15. Let R be a symmetric partial A-module algebra. Then,
for all a, b ∈ A and x, y ∈ R.
Proof. It is immediate by Definition 2.7.
For the rest of this subsection we will assume that the product in A · R is nondegenerate, what, in the global case, follows directly from the fact that R is a unitary A-module. Notice, in particular, that Propositions 2.10 and 2.12 provide examples of partial actions · such that A · R has a nondegenerate product.
Lemma 2.16. Let m ∈ M (R), a ∈ A and the linear maps
Proof. It is enough to show the compatibility relation between these maps
for all a, b, c ∈ A and x, y ∈ R. The proof is complete.
The linear map
16 is the extension we claim for. In the next propositions we will see some properties of this extension, which will be very useful in the sequel.
Proof. Given a ∈ A and x ∈ R, it follows from Definition 2.7 that there is b ∈ A, such that ab = a = ba and a · x = a · b · x. Hence,
3. Partial coaction 3.1. Global coaction. In this section we recall the notion and properties of comodule algebra as defined in [22] .
Definition 3.1. ( [22] ) Let A be a multiplier Hopf algebra and R an algebra. We call R a right A-comodule algebra if there exists an injective homomorphism ρ :
In this case, the map ρ is called a coaction of A on R. If in addition (R⊗1)ρ(R) ⊆ R ⊗ A, ρ is also called reduced.
Remark 3.2. Using (i), the co-associativity in (ii) can be viewed as follows:
for all x ∈ R and b ∈ A. 
are bijectives.
what means that ρ is nondegenerate if R 2 = R.
Partial coaction. Firstly, we recall the definition of a partial coaction when
A and R are unital. In what follows, the coaction will be always consider on the right, on the left the concept is similar. 
The coaction ρ is called symmetric if, in addition, satisfies:
In the general case, with A and R not necessarily unital, we have the following definition.
Definition 3.7. We call (R, ρ, E) (or simply R) a partial A-comodule algebra if
for all x ∈ R. In this case, ρ is called a partial coaction of A on R. We say that the coaction ρ is symmetric if, besides the above conditions, ρ also satisfies
Similarly to the global case, we use the condition (i) to rewrite the other ones as follows:
Remark 3.8. Every comodule algebra is a partial comodule algebra, taking the idempotent
Lemma 3.9. Let (R, ρ, E) be a partial comodule algebra. Then,
for all x ∈ R.
Proof. By assumption ρ(R)(R
for all x, y ∈ R and a ∈ A. Therefore, ρ(x) = Eρ(x), for all x ∈ R. Similarly,
Proposition 3.10. Let (R, ρ, E) be a partial A-comodule algebra. Then, R is an A-comodule algebra via ρ if and
Proof. Assume that R is an A-comodule algebra. Thus
Therefore, for all x ∈ R and a ∈ A,
we naturally obtain Definition 3.1.
for all x ∈ R. Therefore, since ρ is an injective map,
Lemma 3.9 is also used in the following result.
Proposition 3.12. Let (R, ρ, E) be a partial A-comodule algebra. Then,
for all b ∈ A and x, y ∈ R.
Proof. In fact,
Similarly, if the partial coaction ρ is symmetric
Remark 3.13. The items of Definition 3.7 can be rewritten as follows:
Proof. It is enough to check that E(R
Similarly to the above result, if R is a symmetric partial A-comodule algebra then (1 ⊗ A)ρ(R) = (R ⊗ A)E. Proof. Suppose Definition 3.6. It is enough to consider E = ρ(1 R ) and to observe that the item (ii) of this definition is equivalent to the injectivity of the coaction ρ. Conversely,
for all x ∈ R and a ∈ A, hence ρ(1 R ) = E.
Following the same ideas used in the case of partial actions (see section 2.3), our purpose now is to extend a partial coaction of A on R to an algebra homomorphism ρ :
Proposition 3.16. Let (R, ρ, E) be a symmetric partial A-comodule algebra. Then there exists a unique algebra homomorphism ρ :
Proof. By assumption E(R ⊗ A) = ρ(R)(1 ⊗ A) and (R ⊗ A)E = (1 ⊗ A)ρ(R), then it is enough to define the following map
, for all x ∈ R and a ∈ A. 
is a partial coaction of A on L. In this case, β is called an induced partial coaction.
Proof. It easily follows by taking
By arguments similar to the ones of Proposition 3.16, it is immediate to check that the induced coaction is symmetric.
Example 3.19. Consider A G as the A G -comodule algebra via ∆, where A G was defined in Example 2.11. Taking N a finite subgroup of G, the central idempotent
and, on the other hand,
which ensures that E = (1 S ⊗ 1). 
Proof. The proof is immediate by taking E = 1 ⊗ m. Example 3.22. Consider the algebra A G as in Example 2.11 and R any algebra with a nondegenerate product. The map ρ :
is a symmetric partial coaction if and only if
where N is any subgroup of G.
Example 3.23. Under the same above condition, R is a symmetric partial A Gcomodule algebra via
where e denotes the identity element of G.
3.3.
Dualization. Let (A, ∆) be a regular multiplier Hopf algebra with a left integral ϕ. In this section, we will establish the duality between partial actions and partial coactions for a regular multiplier Hopf algebra with a left integral.
Proposition 3.24. Let (R, ρ, E) be a right partial A-comodule algebra. Then R is a left partial A-module algebra given by
Proof. Notice that, using the sigma notation,
for all x ∈ R and a ∈ A, where x 1 a ∈ A. Thus,
(ii) Consider e(w) ∈ M (R) as follows e(w)x = (ı ⊗ ϕ)(E(x ⊗ a)), where w = ϕ( a) xe(w) = (ı ⊗ ϕ)((x ⊗ b)E), where w = ϕ(b ).
Hence,
where (⋆) follows from ϕ(
(iii) Let ϕ( a 1 ), ..., ϕ( a n ) ∈ A and ϕ(c i ) = ϕ( a i ), for all 1 ≤ i ≤ n. By
Under the above notation,
∆(e il )(e ′ il ⊗ 1) ∈ A ⊗ A, for all 1 ≤ i ≤ n, thus, there exists f ∈ A such that f a i = a i = a i f and f e il = e il = e il f , for all 1 ≤ i ≤ n and 1 ≤ l ≤ t. Therefore,
(iv) Suppose that ϕ(a b) ∈ A, for any a, b ∈ A, then
Hence ϕ(ab i ) = 0, for all i and a ∈ A, what implies b i = 0 for each i, and, by the injectivity of ρ, x = 0.
To show the converse of the above result we will need suppose some extra conditions. Hence, we have the next proposition. Proof. It is enough to define the map ρ :
for all ϕ( b) and ψ( b) ∈ A and suppose that E ∈ M ((A · R) ⊗ A) satisfies E(1⊗ϕ( c)) = e(S −1 (c 1 ))| A·R ⊗ϕ( c 2 ) and (1⊗ψ( c))E = e(S(c 2 ))| A·R ⊗ψ( c 1 ), for all ϕ( c) and ψ( c) ∈ A.
Morita Context
Van Daele, in [22] , constructed a Morita context connecting the smash product and the algebra of coinvariants. Generalizing these ideas, we extend this result to the setting of partial (co)actions of multiplier Hopf algebras.
4.1.
Smash product and the algebra of coinvariants. We start defining the smash product and the algebra of (co)invariants. We also present their respective properties which are fundamental for the construction of a generalized Morita context related to them. Definition 4.1. Let R be a partial A-module algebra. The smash product R#A is the vector space R ⊗ A endowed with the product given by the following rule (x#a)(y#b) = x(a 1 · y)#a 2 b x, y ∈ R, a, b ∈ A.
Notice that the smash product, as above defined, makes sense because ∆(a)(1 ⊗ b) = a 1 ⊗ a 2 b ∈ A ⊗ A, which is trivial if A and R are unital. for all x ∈ R and a ∈ A, we need to prove that n i=1 y i #b i = 0. It is enough to prove that y i = 0, for all i ∈ 1, ..., n. Indeed, it follows from the nondegenerancy of the product of R that
Since the product of A is nondegenerate In what follows, A · R will be an algebra with a nondegenerate product. Definition 4.4. Let R be a symmetric partial A-module algebra. We define the subalgebra of the elements of M (R) invariant by the partial action · as follows
for each a ∈ A and x ∈ R}, where c ∈ A is a local unit of a as given in (iii) of Definition 2.7.
(ii) Let a ∈ A, x ∈ R and m ∈ R A , then
Definition 4.6. Let (R, ρ, E) be a symmetric partial A-comodule algebra. We define the subalgebra of the elements of M (R) coinvariant by ρ as follows
Proposition 4.7. If (R, ρ, E) is a symmetric partial A-comodule algebra, then
for all w = ϕ( a) ∈ A and x ∈ R. In a similar way, one has w · (mx) = m(w · x).
Under these conditions, given ϕ( c) ∈ A,
for all c ∈ A, then (m ⊗ 1)E(x ⊗ a) = ρ(m)(x ⊗ a), for all x ∈ R and a ∈ A. Therefore, (m ⊗ 1)E = ρ(m). Similarly, one has E(m ⊗ 1) = ρ(m).
Remark 4.9. Notice that in the case of reduced partial coactions, the inclusion above allows the use of the sigma notation (without sum) because (y ⊗ 1)ρ(x) ∈ (R ⊗ A)E, for any x, y ∈ R, hence we can write (y ⊗ 1)ρ(x) = yx 0 ⊗ x 1 . Remember that in this notation one can not say that x 0 belongs to the algebra R, but all the term yx 0 ∈ R.
Proof. Indeed, let x, y ∈ R,
, by definition of a partial coaction.
Remark 4.11. If (R, ρ, E) is a reduced symmetric partial A-comodule algebra, then we can define the following linear map
Example 4.12. If R is a reduced A-comodule algebra and f is a central idempotent in R, then L = f R is a reduced partial A-comodule algebra, by Proposition 3.18. The results in the sequel will be useful in the next section.
Lemma 4.14. Let (R, ρ, E) be a reduced symmetric partial A-comodule algebra. Then,
where ρ(y)(1 ⊗ a) = j z j ⊗ b j , for all x, y ∈ R and a ∈ A.
Proof. Let x, y ∈ R and a ∈ A, then
Proof. Let x, y ∈ R and a ∈ A,
4.2.
A Morita Context. Our aim in this subsection is to construct a Morita context relating the algebra R coA of the coinvariants of R under the partial coation of A on R and the smash product R#A, in the following situation: A is a regular multiplier Hopf algebra with integrals, A is its dual algebra, R is an algebra with a nondegenerate product such that R 2 = R, and ρ : R −→ M (R ⊗ A) is a reduced symmetric partial coaction of a A on R. The components of such a Morita context will be constructed by steps along this subsection.
In [15] it is shown the existence of a unique invertible element δ ∈ M (A) such that (ϕ ⊗ ı)∆(a) = ϕ(a)δ, for all a ∈ A, whose inverse is given by S(δ), and ∆(δ) = δ ⊗ δ. We denote a = ϕ( a) and a δ = ϕ( δa).
Definition 4.16. Let (R, ρ, E) be a partial A-comodule algebra and Ω = {(i ⊗ ϕ)(ρ(x)(1 ⊗ a)) | x ∈ R, a ∈ A} ⊆ R. We say that ρ is a restrict partial coaction if it is reduced and there is a ∈ A such that
Example 4.17. Consider the partial coaction given by Example 3.19 and take a = δ q ∈ A G , with q ∈ N . Then, L is a restrict symmetric partial A G -comodule algebra.
Example 4.18. Consider the partial coaction given by Example 3.22 and take a = δ q ∈ A G , with q ∈ N . Then, R is a restrict symmetric partial A G -comodule algebra.
Observe that if R is a restrict symmetric partial A-comodule algebra, then R is a symmetric partialÂ-module algebra and the restriction assumption implies that the product inÂ · R is nondegenerate. Hence, the symmetric partial action of A on R can be extended to an "action" of A on M (R).
The extension of the partial action of A on M (R) is fundamental for the construction of the algebras that will appear in the sequel.
Proof. (i) By Proposition 2.19 it follows that e(
for all ϕ( a), ϕ( b) ∈ A and x ∈ R. Therefore, ( A · R)# A is a subalgebra of R# A.
(ii) This result follows from the propositions 4.5 and 4.7.
It follows bellow some useful results for the construction of the Morita context. 
for all x, y ∈Â · R,â ∈Â and m ∈ R coA .
Proof. We begin verifying that A · R is a left unitary ( A · R)# A-module. In fact, let x, y, z ∈ A · R and a, b ∈ A,
And, the fact that the module is unitary it follows from R 2 = R and e( A)R = A · R = Re( A). Furthermore, it follows directly from the Proposition 4.7 and the fact that 1 M(R) ∈ R coA , that A · R is a right unitary R coA -module and
-bimodule with the following structure:
for all x, y ∈ A · R, a ∈ A and m ∈ R coA .
Proof. It is enough to check that A · R is a right ( A · R)#Â-module, the others statements follow in a similar way from Lemma 4.20. In fact, let x ∈ A · R and y# a, z# b ∈ ( A · R)# A,
Proposition 4.22. Let (R, ρ, E) be a restrict symmetric partial coaction. Then the map
is R coA -bilinear and satisfies (x ⊳ (y# a), z) = (x, (y# a) ⊲ z), for all x, y, z ∈ A · R, a ∈ A.
Proof. Define (id ⊗ ϕ)ρ(x) ∈ M (R), for every x ∈ A · R, as follows,
for all z ⊗ a ∈ R ⊗ A, concluding that the map ( , ) is well defined.
To verify that is ( A · R)# A-balanced, consider x, y, z ∈ A · R, a ∈ A and write a δ = ϕ( δa) = ϕ(c ), thus,
for any r ∈ R, where in ( * ) we use (ϕ ⊗ ı)∆(a) = ϕ(a)δ.
The bilinearity follows in a natural way because for x, y ∈ A · R and m ∈ R coA , we have (m ⊲ x, y)(r) = (ı ⊗ ϕ)(ρ(m(xy))(r ⊗ 1))
for all r ∈ R.
Lemma 4.23. Let (R, ρ, E) be a restrict symmetric partial coaction Then the map
is R coA -balanced and θ(x ⊗ y)(z ⊗ a) = θ(x ⊗ y)(E(z ⊗ a)), for x, y, z ∈ A · R and a ∈ A.
Proof. Let x, y ∈ A · R and m ∈ R coA , thus
which means that is R coA -balanced. And, given x, y, z ∈Â · R and a ∈ A, we obtain
On the other hand, repeating the above process, we have
Remark 4.24. Under these conditions, the above lemma suggests to define the following algebra
with product given by
for all x, y ∈ A · R and a, b ∈ A. Therefore, it is important to observe that the results 4.20, 4.21 e 4.22 still remains true for the algebra B. Then, in what follows, we will write this algebra B just as ( A · R)# A, in order to do not overload the notation. 
Proof. By Lemma 4.23 it only remains to check the bilinearity of the map [ , ] . In fact, consider a ∈ A and x, y, z ∈ A · R,
On the other hand, 
for all x, y and z ∈ A · R. In a similar way, one can show the injectivity of the map ( , ).
4.3. Galois Coaction. Our goal to end this work is to connect the Morita context, constructed in the previous section, with the Galois theory inherent. In what follows, A is assumed to be an regular multiplier Hopf algebra with integrals and (R, ρ, E) a symmetric partial A-comodule algebra. 
Acknowledgments
The authors would like to thank to Alfons Van Daele for his kind solicitude in to lead them patiently to a better understanding of the theory of multiplier Hopf algebras. Also to Eliezer Batista whose fruitful discussions and suggestions helped 
