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ii. Randomization	of	Game	Data		 	 This	data	standard	is	one	that	should	be	relatively	standard;	however,	it	should	still	be	clarified	in	this	situation	using	machine	learning.		As	more	and	more	practice	models	were	conducted,	it	was	clear	that	just	entering	the	game	data	in	year	after	year	(Ex:	All	65	tournament	games	were	listed	in	order	from	2007,	then	2008,	then	2009,	etc.)	was	not	the	best	manner	to	predict	the	most	tournament	winners.		When	the	machine	learning	methods	are	being	trained	by	the	game	data,	it	is	almost	as	if	the	computer	is	looking	for	trends	and	patterns	in	the	categorical	target	variable.		For	example,	if	for	whatever	reason	the	game	data	was	entered	in	a	manner	in	which	the	“Who	Won?”	target	variable	consistently	had	a	lower	seed	winning	every	5	lines,	then	the	resulting	model	would	have	a	lower	seed	winning	every	5	lines,	regardless	of	the	actual	variable	data	that	the	models	were	looking	at.		Thus,	by	randomizing	the	order	of	the	games	entered	each	time,	it	is	less	likely	that	the	training	data	will	not	have	the	possibility	of	these	winner	outcome	patterns	that	tend	to	happen	as	the	tournament	goes	on.		Randomizing	the	game	data’s	order	causes	the	model	to	rely	solely	on	the	values	of	the	variable	data	that	is	being	used	to	train	the	resulting	“Who	Won?”	target	variable.		These	reasons	are	why	randomizing	the	game	data	is	absolutely	crucial.	
iii. Using	Differential	Variable	Data		 	 Once	again,	this	is	a	data	decision	that	was	made	by	a	trial-and-error	process.		When	the	original	practice	data	to	generate	some	practice	models	to	find	how	the	final	model	data	should	be	formatted	was	pulled,	it	was	done	in	the	following	steps:	
RUNNING	HEADER:	STATISTICAL	MACHINE	LEARNING		 8	1. The	outcome	of	every	single	tournament	game	from	2007-2008	to	2016-2017	was	pulled.		Thus,	an	outcome	of	“Who	Won?”	would	be	a	“Higher”	or	“Lower”	seed	categorical	variable.		2. From	here,	data	from	each	team	that	made	that	tournament	in	those	particular	years	was	then	pulled.			3. Finally,	to	train	the	models,	the	data	from	Team	1	and	Team	2	were	then	listed	in	a	row	together,	along	with	which	seed	(Higher	or	Lower)	won	that	game.			4. At	the	end	of	the	data	gathering,	we	had	roughly	500	different	game	outcomes	from	past	tournament,	along	with	the	yearly	team	data	for	each	team	in	that	particular	matchup.		For	example,	one	data	observation	might	have	looked	like:	“Team	1	Strength	of	Schedule,	Team	1	Ranking,	Team	1	Points	per	Game,	etc….	Team	2	Strength	of	Schedule,	Team	2	Ranking,	Team	2	Points	per	Game,	etc…	Outcome	of	the	Game”.				 	 At	the	end	of	the	day,	there	were	roughly	15	variables	for	both	Team	1	and	Team	2,	and	the	outcome	for	each	game.		However,	when	it	came	time	to	decide	which	variables	were	statistically	significant	and	should	be	used,	the	issues	with	the	data	setup	were	exposed.		When	a	logistic	regression	was	conducted	on	all	of	the	variables	and	how	they	predict	the	“Who	Won?”	variable,	it	was	quickly	clear	that	having	data	variables	for	both	Team	1	and	Team	2	was	not	the	way	these	models	should	be	approached.		For	example,	it	makes	NO	sense	for	the	chi-squared	testing	on	each	variable	to	say	that	Team	1’s	Strength	of	Schedule	is	statistically	significant	when	predicting	the	categorical	winner	of	each	game,	but	Team	2’s	Strength	of	
RUNNING	HEADER:	STATISTICAL	MACHINE	LEARNING		 9	Schedule	is	not	needed.		This	is	an	issue	that	happened	numerous	times	in	the	chi-squared	testing	used	to	determining	which	variables	were	important	in	predicting	the	winners;	where	a	certain	statistic	for	one	team	was	important,	but	not	from	the	opposing	team.		To	get	around	this	issue,	it	was	clear	that	taking	the	differential	between	Team	1	and	Team	2’s	values	for	each	variable	was	the	best	way	to	make	sure	the	statistically	significant	variables	were	not	missed.			These	differential	values	for	each	variable	will	be	used	for	each	model	to	ensure	the	predicted	models	are	as	strong	as	possible,	not	leaving	out	any	important	variables.	
b. How	the	Data	were	Aggregated		 	 Another	piece	of	information	that	is	relevant	to	know	in	regards	to	the	data	that	will	be	used	for	these	models	is	how	the	data	were	aggregated.		To	be	concise,	there	were	different	steps	required	to	gather	data	needed	for	these	predictive	models.		1. To	begin,	it	was	necessary	to	gather	the	outcome	of	every	tournament	game	for	the	past	eight	years,	from	the	2009-2010	season,	up	until	last	year,	the	2016-2017	season.		These	sixty-three	games	per	tournament,	(or	504	total	game	outcomes)	when	paired	with	the	differential	statistical	variables	of	the	two	teams	that	played	one	another,	is	what	will	be	used	to	train	each	predictive	model.		These	game	outcomes,	from	the	last	eight	years	of	tournament	games,	were	pulled	from	https://www.sports-reference.com/cbb/seasons/.		In	an	abbreviated	sense,	this	website	contains	every	game	outcome,	from	every	NCAA	tournament	ever.		The	game	
RUNNING	HEADER:	STATISTICAL	MACHINE	LEARNING		 10	outcomes	(Who	won?)	were	pulled	into	an	Excel	file	and	worked	with	from	there.	2. Next,	it	was	necessary	to	gather	the	desired	statistical	data	for	each	team	in	the	tournament,	in	their	respective	years.		Once	again,	https://www.sports-reference.com/cbb/seasons/	was	used	to	aggregate	this	data.		The	site	splits	up	the	data,	year	by	year,	for	every	team	in	the	nation.		So,	EVERY	possible	variable	was	exported	for	each	tournament	team,	year	by	year,	to	give	as	much	depth	to	the	model	as	possible.		In	the	end,	THIRTY-FIVE	variables	for	each	team	in	the	tournament	were	exported	to	an	excel	file	where	each	teams’	statistics	would	be	matched	with	the	outcome	of	each	tournament	game.		These	team	statistics	were	matched	to	individual	tournament	games	by	the	use	of	“v-lookup”	functions	in	excel.		Essentially,	a	v-lookup	function	matches	data	from	separate	data	tables	based	on	what	data	points	the	user	wants	to	use.			3. Although	this	step	turned	out	to	be	unnecessary	later	on	in	the	models,	another	separate	variable	that	was	aggregated	purely	by	hand	was	the	distance	each	team	drove	to	each	game;	this	was	done	by	researching	the	distance	each	college	travelled	to	each	neutral	site	where	games	were	played.		The	only	reason	this	step	was	labeled	as	unnecessary	is	because,	when	the	variables	were	later	tested	for	statistical	significance,	mileage	traveled	to	each	game	was	inconsequential;	however,	it	was	still	a	statistic	that	would	have	been	interesting	IF	it	was	statistically	related	to	which	team	won.			
RUNNING	HEADER:	STATISTICAL	MACHINE	LEARNING		 11	4. Finally,	it	was	necessary	to	take	the	difference	of	each	team’s	data,	per	variable,	in	order	to	ensure	the	best	variables	would	be	chosen	(explained	previously).		Although	this	is	just	an	example,	the	layout	of	the	before	this	step	would	look	something	like	this:							 	Then,	after	taking	the	differential	of	each	given	variable,	the	data	used	in	the	later	predictive	models	would	look	like	the	following:				
	 	 			As	is	visible	in	the	spreadsheets	above,	the	variables	changed	from	having	a	separate	Team	1	and	Team	2	variable	for	each,	to	have	the	variable	be	the	differential	of	the	two	teams;	that	is:		(Team	1	Variable)	–	(Team	2	Variable)	=	(Differential	Variable)	
RUNNING	HEADER:	STATISTICAL	MACHINE	LEARNING		 12	In	the	end,	these	steps	taken	to	aggregate	and	organize	the	data	so	it	was	in	a	position	to	simply	enter	in	the	later	predictive	models	was	as	important	as	the	models	themselves.		When	data	are	sloppy	and	inconsistent,	results	are	sloppy	and	inconsistent.		











o Refers	to	a	measure	of	shooting	efficiency	that	takes	into	account	2-point	field	goals,	3-point	field	goals,	and	free	throws	for	each	team	(Sports-Reference,	2018).		This	exact	formula	would	be:	!"#$% !"#$%&!∗!"#$% !"#$% !"#$% !""#$%"#&!!.!"∗!"## !!!"#$ !""#$%"#&	
• Offensive	Rating:	
o Refers	to	the	amount	of	points	scored	per	100	possessions	(Sports-
Reference,	2018).		This	exact	formula	would	be:	 !""∗ !"#$%&(# !" !"##$##%"&#)	
• Turnover	Percentage	




























Method	 Round	1	 Round	2	 Round	3	 Round	4	 Round	5	 Round	6	 Percentage	Correct	
Percentile	
(ESPN)	
Neural	
Network	
22/32	=	
69%		
8/16	=	
50%	
4/8	=	
50%	
3/4	=	
75%	
2/2	=	
100%	
1/1	=	
100%	 64%	 99.8th	
Boosted	
Decision	
Tree	
23/32	=	
72%	
8/16	=	
50%	
3/8	=	
38%	
3/4	=	
75%	
2/2	=	
100%	
0/1	=	
0%	 62%	 92nd		
Naïve	
Bayes	
21/32	=	
66%	
9/16	=	
56%	
3/8	=	
38%	
2/4	=	
50%	
1/2	=	
50%	
0/1	=	
0%	 57%	 80th	
RUNNING	HEADER:	STATISTICAL	MACHINE	LEARNING		 27	variables	are	independent,	which	is	what	the	Naïve	Bayes	technique	does.		It	makes	sense	for	the	Naïve	Bayes	model	to	have	done	the	worst	in	this	situation	because	of	how	related	some	variables	may	be	in	basketball.		It	is	hard	to	not	use	certain	statistics,	when	MANY	statistical	variables	in	the	sport	are	somewhat	related.		In	the	end,	it	was	very	satisfying	to	see	all	three	models	doing	well,	especially	the	neural	network.		Even	with	the	results	of	this	project,	there	is	no	clear,	right	answer	to	“Which	statistical	machine	learning	technique	is	the	best?”		It	really	will	always	depend	on	the	data	set,	variables,	and	parameters	to	see	which	one	will	perform	the	best.		In	this	case,	it	was	the	neural	network,	but	that	may	not	be	the	story	if	another	topic	of	data	were	to	have	been	chosen.			Overall,	studying	these	statistical	machine	learning	techniques	was	very	enjoyable,	and	even	more	so	when	applied	to	a	topic	as	interesting	as	the	NCAA	Basketball	Tournament.		It	is	intriguing	to	research	new	techniques,	start-to-finish,	apply	them,	and	get	a	finished	product	that	performed	as	well	as	some	of	these	did.		I	hope	you	enjoyed.			
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RUNNING	HEADER:	STATISTICAL	MACHINE	LEARNING		 30	Appendix:		List	of	All	Variables	Used	Before	Eliminating	Statistically	Insignificant	Ones:	
• Win-Loss	Percentage	
• Simple	Rated	Score	
• Strength	of	Schedule	
• Points	per	Game	
• Opponent	Points	per	Game	
• Field	Goals	per	Game	
• Field	Goal	Attempts	per	Game	
• Field	Goal	Percentage	
• 3-Pointers	Made	per	Game	
• 3-Pointer	Attempts	per	Game	
• 3-Point	Percentage	
• Free	Throws	Made	per	Game	
• Free	Throws	Attempted	per	Game	
• Free	Throw	Percentage	
• Offensive	Rebounds	per	Game	
• Total	Rebounds	per	Game	
• Assists	per	Game	
• Steals	per	Game	
• Blocks	per	Game	
• Turnovers	per	Game	
• Fouls	per	Game	
• Pace		
• Offensive	Rating	
• Free	Throw	Rate	
• 3-Point	Attempt	Rate	
• True	Shooting	Percentage	
• Total	Rebound	Percentage	
• Assists	Percentage	
• Steal	Percentage	
• Block	Percentage	
• Efficient	Field	Goal	Percentage	
• Turnover	Percentage		
• Offensive	Rebound	Percentage	
• Free	Throws	per	Field	Goal	Attempts	
• Tournament	Ranking	
