Quantum cohomology of smooth complete intersections in weighted projective spaces and singular toric varieties VICTOR PRZYJALKOWSKI Abstract. We generalize Givental's Theorem for complete intersections in smooth toric varieties. In particular, we find Gromov-Witten invariants of Fano varieties of dimension ≥ 3, which are complete intersections in weighted projective spaces and singular toric varieties. We generalize the Riemann-Roch equations to weighted projective spaces. We compute counting matrices of smooth Fano threefolds with Picard group Z and anticanonical degrees 2, 8, and 16.
where H is dual to the hyperplane section. Moreover, a solution of the Riemann-Roch equation, i. e. the differential equation
(where D = q · d/dq and d 0 = N + 1 − d i ) is the series I X = q d (d 0 d)!I X d | H=0 (we denote the constant term of I X d with respect to the cohomology by I X d | H=0 . In this paper we generalize these results to complete intersections in weighted projective spaces and singular toric varieties.
In the first section we formulate the main results. In the second section we give definitions and formulate known results. In the third section we prove and discuss the main theorems 1.1 and 1.2. In Appendix we formulate Golyshev's conjecture. The corollary of theorem 1.1 completes its proof.
Notations.
The Pochhammer symbol (X) n denotes the product X(X + 1) · . . . · (X + n − 1), where X belongs to some ring (see [AS72] , 6.1.22). An infinite product of the form n−1 a=−∞ (X + a) is denoted by [X] n (we define the infinite product formally; we will only use quotients of two such products in which all but for a finite number of factors coincide).
We denote the groups of homological and cohomological classes on X modulo torsion by H * (X) and H * (X) accordingly. We use the same notation for a hypersurface and its dual cohomological class.
Everything is over C.
The work was partially supported by RFFI grant 04 − 01 − 00613.
Results
1.1. Theorem. Let P = P(w 1 , . . . , w k ) be a weighted projective space. Let X be a smooth complete intersection of hypersurfaces X 1 , . . . , X l which do not intersect the singular locus of P. Assume that −K X > 0 and Pic X = Z. Let H = O P (1) and i : X → P be the natural embedding. 1) I-series for X is the following.
Here α X = 0 if the index of X is 2 or greater and α X = l a=1 (deg X a )!/ k a=1 w a ! if the index is 1.
2) Let d i (1 ≤ i ≤ l) be the degrees (with respect to O P (1)) of the hypersurfaces X i , d 0 = w i − d i be the index of X, q be a coordinate on C, and D = q · d/dq. Let I X (q) = q d · ((d 0 d)! · I X d ) and let I X (q)| H=0 be the constant term of I X with respect to the cohomology. Consider the operator (which generalizes the Riemann-Roch operator, see [Go01] )
Then L[e α X q · I X (q)| H=0 ] = 0.
1.2. Theorem. Let Y be a Q-factorial toric variety and Y 1 , . . . , Y k be the divisors that correspond to the edges of the fan of Y . Consider a smooth complete intersection X of hypersurfaces X 1 , . . . , X l that does not intersect the singular locus of Y . Assume that −K X > 0 and Pic X = Z. Let i : X → Y be the natural embedding. Let ℓ be a nef generator of H 2 (Y ). For β = dℓ put q β = q d . Let Λ ⊂ H 2 (X) be the semigroup of algebraic curves as cycles on X.
1) I-series of X is the following.
be the degrees of the hypersurfaces X i (with respect to ℓ), w i (1 ≤ i ≤ k) be the degrees of divisors that correspond to the edges of the fan of Y , d 0 be the index of X, q be a coordinate on C, and D = q · d/dq. Let I X (q) = q d · ((d 0 d)! · I X d ) and I X (q)| H=0 be the constant term of I X with respect to the cohomologies. Consider the operator (which generalizes the Riemann-Roch operator, see [Go01] )
Remark 1. By Lefschetz Theorem (see [Do82] , Theorem 3.2.4, (i) and Remark 3.2.6) hypotheses of theorems 1.1 and 1.2 hold for complete intersections of dimension greater than 2, which do not intersect the singular locus of ambient variety, if its Picard group is Z (this holds automatically by hypothesis of theorem 1.1).
Preliminaries
2.1. History. Throughout the paper we consider the invariants of genus zero (those that correspond to the rational curves).
An axiomatic treatment of prime invariants was given by M. Kontsevich and Yu. Manin in [KM94] . Invariants with descendants were introduced and constructed in [BM96] .
2.2. Moduli spaces of curves. Consider smooth variety X such that −K X ≥ 0.
Let C be the curve with n marked points. The map f : C → X is called stable if the singularities of C are at most ordinary double points, marked points are smooth, and C has finite number of infinitesimal automorphisms (with respect to f ). In other words, on each contracted component of C lie at least three marked or singular points. We identify maps (f, C,
. A moduli space of maps of rational curves of class β ∈ H 2 (X) with n marked pointsM n (X, β) is the Deligne-Mumford stack (see [Ma02] , V-5.5) of stable maps of curves of genus zero with n marked points f :
A general point of this stack is the map P 1 → X; on the boundary such maps degenerate to the maps of reducible curves.
2.3. Gromov-Witten invariants and I-series. The definition of Gromov-Witten invariants is given in terms of intersection theory on stacksM n (X, β). We can consider it because locally such stack is a quotient of smooth variety by a finite group. However such stacks may have unexpected dimension. To use the products of cohomological cycles on them one should introduce the virtual fundamental class [M n (X, β)] virt of virtual dimension vdimM n (X, β) = dim X − deg K X β + n − 3 (see its construction in [Ma02] , VI-1.1).
Here we use only existence of it.
Consider the map ev i :M n (X, β) → X, ev i (C; p 1 , . . . , p n , f ) = f (p i ). Let π n+1 :M n+1 (X, β) →M n (X, β) be the forgetful map at the point p n+1 . It contracts unstable components after forgetting p n+1 . Let σ i :M n (X, β) →M n+1 (X, β) be the section that are correspond to the marked point p i constructed as follows. The image of the curve (C; p 1 , . . . , p n , f ) under the map σ i is the curve (C ′ ; p 1 , . . . , p n+1 , f ′ ). Here C ′ = C C 0 , C 0 ⋍ P 1 , and C 0 and C intersect at the (non-marked on C ′ ) point p i . The points p n+1 and new p i lie on C 0 . The map f ′ contracts C 0 and f ′ | C = f .
where ω π n+1 is the relative dualizing sheaf π n+1 . The fiber L i over the point (C; p 1 , . . . , p n , f ) is T * p i C.
2.3.1. Definition (see [Ma02] , VI-2.1). A cotangent line class is the class
Consider the cohomological classes γ 1 , . . . , γ n ∈ H * (X). Let a 1 , . . . , a n be the non-negative integers and β ∈ H 2 (X). The Gromov-Witten invariant with descendants that correspond to these classes is
if codim γ i + a i = vdimM n (X, β) and 0 otherwise. The invariants with a i = 0 (for each i) are called prime. They are equal to the numbers of rational curves of the class β on X, which intersect the dual cycles to γ 1 , . . . , γ n . We omit the symbols τ 0 .
2.3.3. Gromov-Witten invariants are usually "packed" into some structures for convenience. One-pointed invariants (n = 1) are usually packed into I-series. Three-pointed invariants (n = 3) define quantum multiplication and the quantum cohomology ring (i. e. a deformation of the cohomology ring).
2.3.4. Definition (see [Ga00] ). Let µ 1 , . . . , µ N be the basis of H * (X),μ 1 , . . . ,μ N be the dual basis, and γ 1 , . . . , γ k be the basis of H 2 (X). Each curve β is of the form β = β i γ i . Consider formal variable q = (q 1 , . . . , q k ). Put q β = q β i i . Then the I-series for X is the following.
(The map ev and the cotangent line class are unique for one-pointed invariants, and we omit their indices.) 2.3.5. Lemma ([Ga99], Lemma 5.5 or proof of Lemma 1 in [LP01] ). Let Y ⊂ X be a complete intersection and ϕ : H * (X) → H * (Y ) be the restriction homomorphism. Let γ 1 ∈ ϕ(H * (X)) ⊥ and γ 2 , . . . , γ l ∈ ϕ(H * (X)). Then for each β ∈ ϕ(H 2 (X)) ⊂ H 2 (Y ) the Gromov-Witten invariant on Y of the form
2.3.6. Definition. Consider a complete intersection Y ⊂ X. Let µ 1 , . . . , µ N be the basis of H * (X),μ 1 , . . . ,μ N be the dual basis, and γ 1 , . . . , γ k be the basis of H 2 (X). Each curve β is of the form β = β i γ i . Consider a formal variable q = (q 1 , . . . , q k ) and put q β = q β i i . Then restricted I-series of Y is the following.
The invariants of complete intersection that correspond to cohomological classes restricted from the ambient variety are called restricted.
2.3.7. Remark. For a complete intersection Y ⊂ X of dimension at least 3 a restricted I-series is the usual one. Indeed, H 2 (Y ) ≃ H 2 (X) and by lemma 2.3.5 and the divisor axiom 2.4.3 one-pointed invariants for primitive classes vanish.
2.3.8. Remark. Two-and more-pointed invariants for primitive classes may be nonzero. For instance, for two primitive classes α and β, a hypersurface section H and a line ℓ on cubic threefold α, β, H 2 ℓ = −α · β (see [Bea95] , Proposition 1).
2.3.9. Definition (see [Ma02] ). Let µ 1 , . . . , µ N be the basis of H * (X),μ 1 , . . . ,μ N be the dual basis, and γ 1 , . . . , γ k be the basis of H 2 (X). Each curve β is of the form β = β i γ i . Consider the formal variable q = (q 1 , . . . , q k ) and put q β = q β i i . The quantum cohomology ring of X is the ring QH * (X), which is Z[q] ⊗ Z H * (X) as a Z-module and with multiplication defined byμ
Relations between multipointed invariants.
2.4.1. Structural constants which define the quantum cohomology ring are numbers of rational curves on the variety that intersect triples of homology classes. Particular case of these constants are one-pointed invariants. More precisely, by the divisor axiom 2.4.2 for a divisor H we have
Multipointed invariants not always express in terms of one-pointed ones. But in some important case (see below) this is possible.
2.4.2. Divisor axiom for prime invariants ([Ma02], V-5.4). Let Y be smooth projective variety, γ 1 , . . . , γ n ∈ H * (Y ) and γ 0 ∈ H 2 (Y ) be a divisor. Then γ 0 , γ 1 , . . . , γ n β = (γ 0 · β) γ 1 , . . . , γ n β .
2.4.3.
Divisor axiom for invariants with descendants ([KM98], 1.5.2). Let Y be smooth projective variety, γ 1 , . . . , γ n ∈ H * (Y ) and γ 0 ∈ H 2 (Y ) be a divisor. Then
2.4.5. Using these relations one can recursively express three-pointed invariants with descendants in terms of prime ones. For four-and more-pointed invariants use analogous relations (see [Pa98] , formula 6; see also [W91b] , formula 2.2.12 and Theorem 1.2 from [KM98] ).
2.4.6. Using divisor axiom in the following form
one can recursively express one-pointed invariants in terms of multipointed ones with descendants, and, therefore, in terms of prime multipointed invariants.
2.4.7. Theorem (Lee, Pandharipande, [LP01], Theorem 2, i). Let Y be a smooth projective variety. Consider the self-dual ring R ∈ H * (Y ) generated by Picard group Pic Y such that for any µ 1 , . . . , µ n ∈ R and ν ∈ R ⊥ τ a 1 µ 1 , . . . , τ an µ n , τ a ν β = 0.
Let γ 1 , . . . , γ n ∈ R, H ∈ Pic Y , ∆ i and ∆ i be the dual bases of H * (Y ). Then one can algebraically express Gromov-Witten invariant
in terms of one-pointed Gromov-Witten invariants with descendants using the following expressions
where H ∈ Pic X ∩R and the latter summations are taken over partitions S 1 = {s 1 1 , . . . , s 1 a } and S n = {s n 1 , . . . , s n b } of the set S = {1, . . . , n} such that 1 ∈ S 1 and n ∈ S n .
2.4.8. The hypothesis of this theorem holds for subring of restricted cohomologies of complete intersection in toric variety (see [Fu93] , 5.2) or for the subring of the cohomology ring of Fano threefold generated by Picard group. See expressions for Fano threefolds with Picard group Z in [Pr04] .
Consequently, theorems 1.1 and 1.2 enable us to find the restricted quantum cohomology ring of smooth complete intersections in weighted projective spaces and singular toric varieties.
2.5. Toric varieties.
2.5.1. Definition. A toric variety is an irreducible variety V such that (C * ) n is an open subset of V and an action of (C * ) n on itself extends to an action of (C * ) n on V .
Definition.
A rational polyhedral cone σ ∈ R n is a cone generated by finite number of vectors of a lattice Z n , i.e.
The cone is simplicial if it is generated by some vectors of the basis in R n . The cone σ is strongly convex if σ ∩ (−σ) = {0}.
The dimension of the cone is the dimension of the smallest subspace in R n containing this cone.
A face of the cone is an intersection {l = 0} ∩ σ, where l is a linear form which is nonnegative on σ. One-dimensional faces are called edges. The edge is generated by the primitive element, i.e. the generator of the intersection of this edge with Z n .
2.5.3. Definition. The dual cone to a strongly convex rational polyhedral cone is a cone σ ∨ ⊂ (R n ) * defined as
where ·, · is nondegenerate pairing. The cone σ ∨ is a rational polyhedral cone of dimension n.
2.5.4. Definition. Consider the map M = σ ∨ ∩(Z n ) * . By Gordan's Lemma, this subgroup is finitely generated by elements m 1 , . . . , m l ∈ M, i. e. each element a ∈ M is of the form a = a 1 m 1 + . . . + a l m l , a i ∈ Z, a i ≥ 0.
Consider the map ϕ : C n → C l defined as
where t α = t α 1 1 · . . . · t αn n . An affine toric variety U σ determined by the cone σ is the closure of the image of ϕ. The ring C[M] is the coordinate ring of U σ and U σ is normal.
2.5.5. Definition. A fan is a finite collection of cones Σ in R n such that
• Each cone is a strict convex rational polyhedral one.
• The face of each cone belongs to Σ.
• If σ, τ ∈ Σ, then σ ∩ τ is the face of σ and τ .
The fan is simplicial if each cone of it is simplicial. The dimension of the fan is the dimension of minimal subspace of R n containing it. A face of the cone is a face of some cone of it. One-dimensional face is called edge. The edge is generated by a primitive element, i. e. the generator of the intersection of this edge with Z n .
2.5.6. Definition. A toric variety corresponding to σ is the variety X Σ obtained by gluing together U σ and U τ along their common open subset U σ∩τ for all σ, τ ∈ Σ.
A toric variety X Σ is normal. Moreover, each normal toric variety is determined by a fan.
Obviously, k-dimensional cones of the fan correspond to subvarieties of codimension k. In particular, edges correspond to divisors.
2.5.7. Remark. X Σ is defined as an abstract variety; it may be neither affine nor projective.
2.5.8. Each fan determines a polytope, which is a union of convex hulls of primitive vectors in each cone. Vice versa, each convex polytope with integer vertices and zero point inside determines a fan, which is a set of cones over faces of polytope.
2.5.9. Each edge of a fan corresponds to a divisor. Namely, for each cone σ which contains this edge consider a dual cone σ ∨ . This divisor corresponds to an ideal in U σ , which is generated by functions, given by integer points of this cone, which do not belong to orthogonal face to this edge. The divisors which correspond to the edges of the fan generate divisor class group. A Weil divisor D = d i M i , where M i corresponds to edges, is Cartier if for each cone of the fan σ there exist a vector n σ such that n σ , m i = d i where m i is the primitive elements of the edges of this cone. If such vector is the same for all cones, then the divisor is principal. Hence if the toric variety is n-dimensional and the number of the edges is k, then the rank of the divisor class group is n − k.
2.5.10. Definition. The variety is called Q-factorial if for each Weil divisor D there exist some integer k such that kD is a Cartier divisor. In particular, there exist an intersection theory for Weil divisors on the Q-factorial variety.
2.5.11. Toric variety is Q-factorial if and only if any cone of the fan, which corresponds to this variety, is simplicial. In this case Picard group is generated (over Q) by divisors, which correspond to the edges of the fan.
2.5.12. Consider a weighted projective space P = P(w 0 , . . . , w l ). The fan which correspond to it is generated by integer vectors m 0 , . . . , m l ∈ R l such that w i m i = 0. If w 0 = 1, then one can put m 0 = (−w 1 , . . . , −w l ), m i = e i , where e i is a basis of R l . The collection {m i } corresponds to the collection of standard divisors-strata {O P (w i )}.
2.5.13. A toric variety is smooth if for any cone σ in the fan that correspond to this variety the subgroup σ ∩ Z n is generated by the subset of the basis of the lattice m σ 1 , . . . , m σ k . Adding the edge a = a 1 m σ 1 + . . . + a k m σ k , a i ∈ Q to the cone (and connection it with "neighboring" faces) corresponds to weighted blow-up (along subvariety which correspond to σ) with weights 1/r · (α 1 , . . . , α k ), where α i ∈ Z and a i = α i /r. Consecutively adding edges to the fan in this way we can get toric resolution of a toric variety.
2.5.14. So, singular locus of weighted projective space P = P(w 0 , . . . , w l ) is the union of strata given by w i 1 = . . . = w i j = 0, where {i 1 , . . . , i j } is the maximal set of indices such that greatest common factor of the others is greater than 1.
Givental's Theorem ([Gi97]
). Let X be a smooth toric variety and Y be a smooth complete intersection in it with positive anticanonical class. Let X 1 , . . . , X k be the divisors which correspond to the edges of a fan of X and let Y be given by divisors Y 1 , . . . , Y r . Let Λ ⊂ H 2 (X) be the semigroup of algebraic curves as cycles on Y , and i : Y → X be a natural embedding. Then
where h(q) is a polynomial supported by curves, whose intersection with anticanonical class is 1 (i. e. h(q) = β h β q β , where β · (−K Y ) = 1). 
2.7.2. Informally we may view, by the divisor axiom, a ij = (1/ deg X) · (j − i + 1)· (the number of maps f : P 1 → X of degree j − i + 1 such that f (0) ∈ L 3−i and f (∞) ∈ L j modulo automorphisms P 1 fixing points 0 and ∞). Here L 3−i and L j is general enough representatives of classes H 3−i and H j accordingly. Each such map one-to-one corresponds to the curve that intersect L 3−i and L j (except for conics, whose doubled number are the number of such maps). P(1, 1, 1, 2, 3) . 2: V 2 is a smooth hypersurface of degree 4 in P (1, 1, 1, 1, 2) . 3: V ′ 2 is a smooth hypersurface of degree 6 in P (1, 1, 1, 1, 3) .
2.7.5. Proof. Double covering P(w 0 , . . . , w n ) branched over a divisor given by function f k (x 0 , . . . , x n ) of degree k may be given by function x 2 n+1 = f k in P(w 0 , . . . , w n , k/2). The variables x i here have the weights w i and the variable x n+1 has the weight k/2. 2.7.6. Theorem. The counting matrices for V 1 , V 2 , and V ′ 2 are as follows. 2.7.7. Proof. By proposition 2.7.4 these varieties are hypersurfaces in weighted projective spaces. Find their one-pointed invariants using theorem 1.1. Apply theorem 2.4.7 for the subring of cohomology ring generated by a hyperplane section and find prime two-pointed invariants. They are the coefficients of counting matrices.
Proofs of the main theorems
3.1. Proof of theorem 1.1. 1) Let Σ be a fan of the space P. Consider the sequence of simplicial fans Σ = Σ 0 , Σ 1 , . . . , Σ r such that i) The fan Σ i+1 is a result of the following procedure applied to Σ i . Pick a cone whose edges are not part of a basis of the integer lattice containing this fan. Add an edge, which lies inside the cone. Add the faces which contain this edge and "neighboring" edges (i. e. replace all cones which contain the edge we add by all linear spans of this edge and faces of this cone that does not contain the edge); ii) The fan Σ r corresponds to a smooth variety. Such sequence exists by [Da78] , 8.1-8.3.
This way we get a toric resolution of singularities f : Y = X Σr → P. The exceptional set of this resolution is the union of divisors E 1 , . . . , E r which correspond to the edges we add. Let W 1 , . . . , W k be standard divisors strata of P which correspond to the edges of its fan and W 1 , . . . , W k be their strict transforms. Let X 1 , . . . , X l be strict transforms of X 1 , . . . , X l , X = X 1 ∩ . . . ∩ X l , and j : X → Y be the natural embedding. Obviously, there exists an isomorphism g such that the diagram
and P \ Sing P. Consider any toric variety V associated to a complete simplicial fan. Then the canonical map of group of algebraic cycles modulo rational equivalence with rational coefficients to homology group with rational coefficients
is an isomorphism (see [Da78] , 10.9). So, we can extend an intersection theory to the homology group with rational coefficients.
The map f * : H 2 (Y, Q) → H 2 (P, Q) is surjective. Let λ ⊂ X ⊂ P be an effective curve such that H 2 (X) = Zλ and λ = f −1 (λ). Put K = ker f * . Then H 2 (Y, Q) = Q λ + K.
The cycle of any curve β which lies on X equals β 0 · λ, where β 0 ∈ Z and β 0 ≥ 0, because representatives of elements of K lie on exceptional divisors, which do not intersect X. So, if Λ is a semigroup of algebraic curves on X, then Λ = Z ≥0 λ.
The multiplicity of intersection of divisor and a curve depends only on the neighborhood of this curve and f is an isomorphism in a neighborhood of X, so λ · X i = λ · X i and λ · W i = λ · W i . Thus, for any curve β = β 0 · λ on X we have β · W i = β 0 · (λ · W i ), β · X i = β 0 · (λ · X i ), and β · E i = 0.
Divisors that correspond to the edges of a fan of Y are W 1 , . . . , W k , E 1 , . . . , E r . But the factors in the expression for I-series for X from Theorem 2.6 which include the divisors E i may be cancelled, so we may omit them. Consider rings H * (X)[q] and H * ( X)[ q] and an isomorphism between them which sends q to q and acts on the coefficients as f * . Let j : X → Y be a natural embedding. Then
where h( q) is a polynomial from theorem 2.6 and h(q) is its pre-image. The second equality holds because we may choose divisors that intersect X properly, and their strict transforms as representatives (over Q) of divisor classes (because Pic P = Z and every effective divisor on P is ample, and, therefore, it is equivalent to a rational multiple to a very ample one). The map f after restriction on X is isomorphism, which induces the isomorphism f * of cohomology groups such that the image of any divisor under f * is its strict transform. Finally, g * is an isomorphism of cohomology rings X and X, so I X = g * (I X ).
The only thing that has to be found is h(q). If the index of X is greater than 1, then there are no curves which intersect the anticanonical class by 1, so h(q) = 0. If the index is 1, then any such curve is a line ℓ (with respect to the anticanonical class of X) and h(q) = −α X q. Besides, there are no lines on X passing through the general point, i. e. H dim X ℓ = 0. This means that the coefficient e −α X q · I X ℓ at H = 0 vanishes, so
2) It is easy to see that
Consider the solution of the equation L[J X (q)] = 0 as a series J X = a n q n . Evidently, D[q n ] = nq n . Hence
Analogously,
The differential equation on J X translates into recursive equations on the coefficients a n using these equalities. Namely,
Put a 0 = 1. By induction we get
3.2. Proof of theorem 1.2. The proof for an arbitrary complete intersection with positive anticanonical class and Picard group Z in a Q-factorial toric variety is the same as the proof of theorem 1.1. A correction term in this case is
(by the same reasons as in the proof of theorem 1.1).
Comments and examples.
3.3.1. Remark. In order to check that a complete intersection X = X 1 ∪. . .∪X l of general hypersurfaces of degrees d 1 , . . . , d l in a weighted projective space P = P(w 1 , . . . w k ) does not intersect the singular locus of P one can use the following necessary (but not sufficient) condition.
The number of Cartier divisors among X i is greater than the dimension of the singular locus of P.
This means that (a number of d i 's that divide each of a i 's) > (the maximal number of weights w i such that greatest common factor of the others is greater than 1) (see 2.5.14).
For an arbitrary toric variety the condition reformulates as follows. The number of movable divisors (i. e. those that we can move from any point) is greater than codimension of maximal cone whose edges are not subset of basis.
3.4. Remark. We assume that the Picard number of the ambient variety is 1 just for simplicity. In cases of higher Picard number theorems 1.1 and 1.2 may be formulated and proved in a similar manner. We consider a multivariable q = (q 1 , . . . , q m ) instead of the variable q (here m = rk Pic X) a multidegree of a curve (with respect to the generators of Picard group) instead of a degree and so on. The only difference in this case is the expression for correction term e −α X q .
3.5.
Remark. If we lift the hypothesis Pic X = Z (or dim X ≥ 3 in remark 1), then theorems 1.1 and 1.2 give the restricted I-series (see remark 2.3.7).
3.5.1. Remark. The main theorems can be generalized to Calabi-Yau varieties. Their proofs differ from proofs of theorems 1.1 and 1.2 only in formulas for correction term (see [Gi97] ).
3.5.2. Example. Consider a general hypersurface X k ⊂ P n . Let k < n. Then, by theorem 1.1,
This coincides with the formula for I-series for a hypersurface in projective space from [Gi99] . If k = n, then, by theorem 1.1, if k = l + 1, a λ kl · (− ∂ ∂z ) l−k+1 , if k < l + 1. Consider the family of differential operators
where det right means "right determinant", i. e. the determinant, which is calculated with respect to the rightmost column; all minors are calculated in the same way. Divide L λ on the left by (− ∂ ∂z ). We get the family of operators L λ , so L λ = (− ∂ ∂z )L λ . . Then there is the equation in the family of counting equations for X whose solution is a modular form of weight 2 on X 0 (n), divided by a Conway-Norton uniformizer.
Definition

4.4.
Reference. More precise description of counting equations as Picard-Fuchs equations see in [Go02] . 4.5. Based on this conjecture, Golyshev gives a list of predictions of counting matrices of Fano threefolds. To check this conjecture one should find all such matrices.
There are 17 families of smooth Fano threefolds with Picard group Z (V. Iskovskikh, [Is77], [Is78] ). For 15 of them counting matrices were found by A. Beauville ([Bea95]), A. Kuznetsov (unpublished), V. Golyshev (unpublished) and the author ([Pr04]). The matrices for 2 other varieties are given by theorem 2.7.6.
All these matrices coincide with ones that were predicted by Golyshev. Thus, theorem 2.7.6 finishes the proof of Golyshev's conjecture. The complete version of it will be published soon.
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