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ABSTRACT: Independent Component Analysis (ICA), one of the blind source separation methods, can be applied for 
extracting unknown source signals only from received signals. This is accomplished by finding statistical independence 
of signal mixtures and has been successfully applied to myriad fields such as medical science, image processing, and 
numerous others. Nevertheless, there are inherent problems that have been reported when using this technique: insta-
bility and invalid ordering of separated signals, particularly when using a conventional ICA technique in vibratory 
source signal identification of complex structures. In this study, a simple iterative algorithm of the conventional ICA has 
been proposed to mitigate these problems. The proposed method to extract more stable source signals having valid 
order includes an iterative and reordering process of extracted mixing matrix to reconstruct finally converged source 
signals, referring to the magnitudes of correlation coefficients between the intermediately separated signals and the 
signals measured on or nearby sources. In order to review the problems of the conventional ICA technique and to vali-
date the proposed method, numerical analyses have been carried out for a virtual response model and a 30 m class sub-
marine model. Moreover, in order to investigate applicability of the proposed method to real problem of complex struc-
ture, an experiment has been carried out for a scaled submarine mockup. The results show that the proposed method 
could resolve the inherent problems of a conventional ICA technique. 
KEY WORDS: Iterative independent component analysis algorithm; Blind source separation problem; Vibration source 
separation; Complex structure; Correlation analysis. 
INTRODUCTION 
Noise and vibration control is undoubtedly a crucial issue in design, construction, and operation of ships and offshore 
structures. If one could properly identify noise and vibration source signals, as well as estimate their contributions to concerning 
responses, appropriate control means could be efficiently applied to corresponding noise and vibration sources and paths. 
Recently, source identification methods based on Blind Source Separation (BSS) have been studied. BSS reconstructs unknown 
source signals without information of sources and corresponding paths. Siano (2012) has originally introduced the BSS method 
of noise control. Popescu (2010a; 2010b) has separated vibration signals and detected source changes using machine moni-
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toring data; he also has used the BSS method to analyze traffic-induced vibrations in buildings. Zhou and Chelidze (2007) have 
identified vibration modes of a beam structure based on BSS that has been verified with experimental investigation. Yu et al. 
(2014) have estimated modal parameters of the structure using sparse component analysis based on underdetermined blind 
source separation.  
Independent Component Analysis (ICA), a BSS method, extracts source signals having statistically independency exclu-
sively from concerning response signals. ICA has been successfully applied to myriad fields such as medical science (Wollny et 
al., 2012), image processing (Murillo-Fuentes, 2007), and numerous others. Moreover, there are substantive expectations that 
ICA, as it develops, could be applied to extensive fields in the future (Hyvärinen et al., 2001). Liu and Randall (2005) have used 
ICA to separate pure-tone signals of an internal combustion engine piston slap from measured vibration signals. Gelle and 
Colas (2001) have monitored faults of a rotating machine, while Ajami and Daneshvar (2012) have applied the technique for 
fault detection and diagnosis of a real turbine system. Guo et al. (2014) have proposed a method of combining the envelope 
extraction and ICA to diagnose fault of the rolling element bearing. Cheng et al. (2010; 2011) have separated vibration source 
signals from time domain response (acceleration data) measured on the transverse bulkhead consisting of a ship based on an 
ICA method; they have analyzed their correlations of the separated signals with respect to the source signals acquired under-
neath a diesel engine for ship propulsion and diesel generators. Cheng et al. (2012) have proposed a source number estimation 
based on ICA and clustering evaluation analysis from signal mixtures. In addition, Kim et al. (2012) have adopted ICA to 
separate the vibration source signals from the numerically calculated responses of simple structures such as a flat plate and 
cylindrical shell and analyze their correlation to the input source signals. These studies have successfully shown that ICA could 
be efficiently applied to vibration source separation of real complex structures.  
Most of studies above, however, have been based on conventional ICA like FastICA (Hyvärinen et al., 2001). FastICA 
adopts a fast fixed-point algorithm to find solution and has some drawbacks: losing scale and order information, as well as 
occasionally providing unstable solutions. Among these drawbacks, the scale information lost in whitening process of response 
signals could be simply restored using dewhitening process with respect to the separated signals (Hyvärinen et al., 2001). Mean-
while, to resolve the occasional instability of the solution, various improved methods such as group ICA, statistical validation of 
the reliability of ICA results, correlation analysis among separated source signals, improved estimation of linear decomposition 
have been proposed recently and they are well introduced by Hyvärinen (2013). Representatively, Himberg and Hyvärinen 
(2003) have developed ICASSO software for investigating the reliability of ICA estimates by clustering and visualization. 
ICASSO is one of the most powerful tools to obtain stable solution. But, it might not be appropriate to applications needing 
real-time processing because it requires a complicated procedure including massive calculations (Himberg et al., 2004). Moreover, 
to the author’s knowledge, studies to improve invalid ordering of separated signals in Multiple-Input-Multiple-Output (MIMO) 
system are few.  
In this study, a simple iterative ICA algorithm has been proposed to mitigate inherent problems associated with the con-
ventional ICA algorithm. The proposed method based on the conventional ICA includes a series of processes: centering and 
whitening, estimating demixing (or separating) matrix, reconstructing sources, correlation analysis, rearrangement of mixing 
matrix, and reconstructing finally converged source signals. In particular, an iterative and reordering algorithm, referring to the 
magnitudes of correlation coefficients between the intermediately separated signals and the signals measured on or nearby 
sources, is applied for the extraction of more accurate source signals having valid order with a few additional calculation 
burdens. Numerical analyses of a virtual response model and a 30 m class submarine model are carried out to verify the pro-
posed algorithm, and an experiment for a scaled submarine mockup is performed to investigate applicability of the proposed 
method to a real complex structure. 
FORMULATION AND ALGORITHM 
Blind source separation method 
Vibration energy caused by onboard equipment is propagated to structure members of ships and offshore structures through 
various transmission paths, where the onboard equipment and concerning structure members can be regarded as multiple 
vibration sources and multiple vibration receivers, respectively. In this case, the relationship between the vibration sources and 
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receivers could be explained with a linear MIMO system as shown in Fig. 1 and this could be formulated with the linear matrix 
Eq. (1) (Hyvärinen et al., 2001). 
 
 
Fig. 1 Multiple-input and multiple-output linear system. 
 
[ ] [ ][ ]X A S=  (1) 
where [ ]X and [ ]S are the matrices of the received vibration signals (hereafter “response”), and the vibration source signals 
(hereafter “source”) as defined in the Eq. (2) and the Eq. (3), respectively. In addition, [ ]A  is the mixing matrix representing 
relationship between the response and the source as defined in the Eq. (4):  
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where [ ]T⋅  means transpose of matrix, { }mx  and { }ns  are the m-th response vector, and the n-th source vector con-
taining discrete vibration (time) data set of the sampling number L , respectively. mna  is the element of the mixing matrix 
[ ]A  relating the m-th response vector and the n-th source vector. 𝑀 and 𝑁 are the number of the responses and the sources, 
respectively. 
Moreover, multiplying the demixing (or separating) matrix [ ] [ ]( )1W A −= to both side yields Eq. (5) of the conventional 
inverse problem.  
[ ] [ ] [ ] [ ][ ]1S A X W X−= =  (5) 
In particular, when only response matrix [ ]X is known, and source matrix [ ]S  and mixing matrix [ ]A  are unknown, the 
Eq. (5) becomes a conventional BSS problem. Where, if the demixing matrix [ ]W  could be estimated with only response 
[ ]X  by any appropriate method, the source matrix could be easily calculated by the Eq. (5). ICA method is one of the BSS-
based methods that uses statistical independence for separating vibration source signals. 
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Simple iterative ICA algorithm  
In this study, a simple iterative ICA algorithm has been proposed to improve vibration source identification performance of 
complex structures, in which an iteration algorithm has been complemented to the conventional ICA algorithm like FastICA 
(Hyvärinen et al., 2001). The proposed method composes a process consisting of six total steps (Fig. 2): [Step 1] Reading 
response as input; [Step 2] Centering and whitening; [Step 3] Estimating demixing matrix; [Step 4] Reconstructing sources with 
the estimated demixing matrix; [Step 5] Source correlation checking and rearranging correlation and demixing matrices; [Step: 
6] Reconstructing final sources. 
  
 
Fig. 2 Overview of the proposed ICA algorithm. 
 
The proposed method starts from the centering and whitening process after reading response data. In the centering process, 
the zero-mean-valued response vector { }omx  is obtained by subtracting the mean-value x  from each response vector { }mx , 
as shown in Eq. (6); that is, mean-values of all response data input to the ICA algorithm becomes “zero”. Next, in the whitening 
process, the zero-mean-valued response vectors are whitened by Eq. (7), where a principal component analysis process is 
adopted to produce the whitened signals (Martinez et al., 2011).  
{ } ( ) ( ) ( ){ }1 , , , ,o l Lm m m mx x x x x x x= − ⋅⋅⋅ − ⋅⋅ ⋅ −  (6) 
{ } [ ][ ] [ ] { }1 2 T om mz E D E x
−
=  (7) 
where { }mz  is the new response vector centered and whitened from m-th original response vector. [ ]D  is the diagonal matrix 
containing the eigenvalues and [ ]E  is the matrix composed of eigenvectors for the covariance matrix { }( ) { }{ }To om mE x x  of the 
zero-mean-valued response vectors { }omx . {}E ⋅  is the expectation. 
In the meantime, the ICA algorithm assumes that the source signals are statistically independent. In general, as statistical 
dependency increases, non-Gaussianity of the concerned signals decreases. In the ICA algorithm, indices such as kurtosis and 
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negentropy (negative entropy) could be used to measure the non-Gaussianity of the concerning signals. In this study, an 
approximate form of negentropy { }( )J y  presented in the Eq. (8) (Hyvärinen et al., 2001) has been adopted. 
( ) ( ){ } ( ){ } 2J y E G y E G v ≈ −   (8) 
where ( )G ⋅  is the non-quadratic function calculated by the Eq. (9). v  is the standard Gaussian random variable of which 
the mean-value is “zero” and the variance “one”. y  is the variable which, in this study, corresponds to { } { }Tn mw z  of the Eq. 
(10) later. 
( ) 4 4G y y=  or  ( ) ( )10log coshG y y=  (9) 
As the negentropy of the signal increases, the level of Gaussianity decreases and, to the contrary, statistical independency 
increases. Therefore, the ICA algorithm uses the negentropy as a quasi-heuristic approach to find local or global maxima. In this 
study, the fixed-point algorithm (Hyvärinen et al., 2001) has been applied as the heuristic approach, which is based on 
Newton’s method to iteratively find maxima of the non-Gassiannity of the signal and yields the successive calculation process 
of the Eq. (10) and the Eq. (11):  
{ } { } { } { }( ){ } { } { }( ){ }{ }'T Tm m m m m m mw E z g w z E g w z w+ = −  (10) 
{ } { } { }m m mw w w
+ +←  (11) 
where ⋅  is the vector norm and {}+⋅  means the updated vector by successive calculation. { }mw is an intermediate vec-
tor to get an estimated demixing matrix [ ]*W which is randomly generated when starting and the finally converged vec-
tor corresponds to the m-th raw of the demixing matrix [ ]W . ( )g ⋅  is the derivative of ( )G ⋅  and ( )'g ⋅  is the deriva-
tive of ( )g ⋅ . 
After an estimating demixing matrix [ ]*W is converged, a separated (approximate) source matrix [ ]*S  is reconstructed 
by substituting the estimated demixing matrix to the Eq. (12). 
[ ] { } { } { } { } [ ] [ ]* ** * * *1 2, ,..., ,...,
T
n NS s s s s W X = =    (12) 
Unfortunately, the above conventional ICA algorithm has an inherent drawback: providing an invalid order of sources. 
Moreover, the ICA based on the fixed-point algorithm could be unstable due to local maxima (Kim et al., 2012). Therefore, an 
improved algorithm to resolve or mitigate the problem has been proposed in this study. Correlation coefficients of the separated 
source and the pre-specified reference source (hereafter “reference source”) have been introduced as an index to assess quality 
of the separated sources. The correlation coefficients matrix [ ]ρ  is defined by the Eq. (13).  
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where ijρ  is the ( ),i j  element of correlation coefficient matrix [ ]ρ  calculated by the Eq. (14).  
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where *ils  and rjls  are the l-th element of the i-th source vector { }
*
is and the j-th reference source vector { }
r
js , respec-
tively.  
When the correlation coefficients are lower than the predefined threshold, the process reverts back to [Step 3] of Fig. 2, 
“estimating demixing matrix [ ]*W ” and continues iterations until all correlation coefficients exceed the threshold or converge 
to any value. [Step 5] shown in Fig. 2 contains the following procedure: 
 
1) Calculate the correlation coefficient matrix [ ]ρ ; 
2) Rearrange the column of [ ]ρ  and the row of the corresponding matrices [ ]*S  and [ ]*W  where the maximum value in 
each column of [ ]ρ  would be located in the diagonals;  
3) Check whether the diagonals of [ ]ρ  would be larger than previous one. If yes, update the corresponding column of [ ]ρ  
and raw of [ ]*W respectively (omit this step in case of the first iteration); 
4) Check whether the minimum value of diagonals of [ ]ρ  would be larger than the pre-specified threshold. If yes, then go to 
Step 6 and stop all process, otherwise repeat 1) ~ 4) after Step 3 shown in Fig. 2.  
 
The above complement procedure to the conventional ICA algorithm can give more stable solutions in source identification 
and ordering with additional computation. 
NUMERICAL ANALYSIS 
The proposed algorithm has been verified for arbitrary responses generated by mixing simple functions such as sine, saw, 
and periodic rectangular function (hereafter “virtual response model”), and the numerical model for the 30 m class sub-
marine. 
Virtual response model  
Before starting verifications, the drawbacks of the conventional ICA have been investigated. For this purpose, three virtual 
responses have been generated by using analytic simple functions such as sine function, saw function, and the periodic rectangle 
function shown in the mixing matrix of the Eq. (15). Figs. 3 and 4 present the sources and the virtual responses, respectively, 
where the sampling number of each signal L  is 2,000.  
[ ]
0.5377 0.8622 0.4336
1.8339 0.3188 0.3426
2.2588 1.3077 3.5784
− 
 =  
 − − 
A  (15) 
In the meantime, thirty trials of source separations were conducted for the same virtual responses by the conventional ICA 
algorithm; the minimum correlation coefficients of the trials have been presented in Fig. 5 in graphical form, where the sources 
have been used as the reference sources for calculation of correlation coefficients. Only eight trials provide good solutions 
having a correlation coefficient of roughly 1.0. These results show that the conventional ICA algorithm can provide stable or 
unstable solutions depending on the trial.  
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Fig. 3 Three sources generated by simple functions: sine, saw, periodic rectangle function. 
 
 
Fig. 4 Three virtual responses generated by using simple functions and the mixing matrix. 
 
 
Fig. 5 Minimum correlation coefficients of separated sources using the conventional ICA algorithm. 
 
Fig. 6 presents two bundles of the separated sources for the virtual response model: examples of the worst source separa-
tion (Fig. 6(a)) and the best source separation (Fig. 6(b)) out of a total of thirty trials. The former shows the typical instability 
of the conventional ICA algorithm; the latter shows better solutions, but some problems identified as the inherent drawbacks 
of the conventional ICA are observed: not only the order has been changed, but also the amplitude of sources has been magni-
fied. Moreover, the patterns are partially distorted with ripples, which are likely due to the inherent instability of the conven-
tional ICA algorithm.  
In contrast, ten trials of source separations are conducted using the proposed algorithm; the minimum correlation coeffi-
cients from the trials are presented in Fig. 7, in which the pre-defined threshold for reference correlation coefficient and the 
maximum iteration of correlation checking are set to 0.8 and 100, respectively. The result shows that all trials provide stable 
solutions, including order information, which means that the proposed algorithm could resolve and mitigate some of the draw-
backs of the conventional ICA algorithm. 
 
  
                      (a) Worst.                                         (b) Best.  
Fig. 6 The worst and best example of the separated sources by a conventional ICA for virtual responses. 
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Fig. 7 Minimum correlation coefficients of separated sources by the proposed algorithm. 
The 30 m class submarine model  
A finite element model of the 30 m class submarine model has been developed with 74,077 nodes and 78,350 elements, as 
shown in Fig. 8; the length and the diameter are about 38 m and 8 m, respectively. The material properties of the model are 
summarized in Table 1. In order to obtain sources and responses, a forced vibration analysis has been conducted using 
MSC/NASTRAN (MSC, 2008), where acceleration data of three onboard auxiliaries measured in real ship (diesel generator, 
sea water cooling pump and fire bilge ballast pump) have been applied as virtual input signals in S1, S2, and S3. Three sources 
and three responses have been calculated in the locations of S1, S2, S3, R1, R2 and R3, respectively, as shown in Fig. 8. Fig. 9 
shows the sources and responses of the 30 m class submarine model and acceleration data in S1, S2, and S3 have been used as 
the reference sources for correlation coefficient calculation. 
Fig. 10 is the bundle of separated sources by the proposed algorithm, with the threshold of 0.8 and maximum iteration 
number of 20 in checking correlation. The result shows that the separated sources have a similar pattern with the original 
sources (Fig. 9(a)) and the order has been correctly estimated. Fig. 11 presents frequency response functions of the original and 
the separated sources, which not only shows the similarity in pattern, but also similar peak frequencies.  
 
     
Fig. 8 Finite element model of the 30 m class submarine model.  
 
Table 1 Material properties of the 30 m class submarine model.  
Elastic modulus 2.1×1011 N/m2 
Poisson ratio 0.3 
Density 7,850 kg/m3 
Damping ratio 0.03 
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(a) Reference sources. 
  
(b) Responses. 
Fig. 9 Sources and responses of the 30 m class submarine model.  
 
  
Fig. 10 Separated sources of the 30 m class submarine model by the proposed algorithm. 
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(a) Reference sources. 
 
(b) Separated sources. 
Fig. 11 Frequency responses of sources of the 30 m class submarine model by the proposed algorithm. 
 
In the meantime, the minimum correlation coefficient of the separated sources has been observed during iteration from 
[Step 3] to [Step 5] in the proposed algorithm. The minimum values of three trials converge at 0.87 as the iteration proceeds 
in Fig. 12.  
  
 
Fig. 12 Minimum correlation coefficients of separated sources of the 30 m  
class submarine model by the proposed algorithm. 
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EXPERIMENT 
In order to investigate the applicability to real vibration source signal identification of complex structures, a correlation 
analysis of a scaled submarine mockup shown in Fig. 13 has been carried out by the proposed algorithm. The length and the 
diameter of the mockup are 9.752 m and 3.050 m, respectively. The sources and responses have been measured using four 
accelerometers, where two have been attached below the screw air compressor and pump, respectively; the other two are 
attached on the outer shell of the mockup. Two auxiliaries have been installed on the middle deck located between two bulk-
heads and their rotating speed has been set to 1,760 rpm. The pump has been resiliently mounted, whereas the screw air 
compressor has been hard mounted. In this experiment, the acceleration signals underneath the two auxiliaries have been 
determined as the reference sources for correlation coefficient calculations. 
Fig. 14 presents the time signals of reference sources, responses, and separated sources, where it is not easy to interpret 
whether the reference sources (Fig. 14(a)) and the separated sources (Fig. 14(c)) are similar to each other in time domain. 
However, frequency responses of the reference sources and the separated sources not only show a very similar pattern but also 
provide the correct order of the sources as shown in Fig. 15. Moreover, Fig. 16 shows that minimum correlation coefficients 
converge at 0.83. This proves that the proposed iterative algorithm would provide good solutions to blind source separation 
problems. 
 
 
Fig. 13 Schematic diagram of the scaled submarine mockup.  
CONCLUSIONS 
A simple iterative ICA algorithm has been proposed to mitigate inherent problems of the conventional ICA algorithm. The 
proposed algorithm includes a series of processes consisting of centering and whitening, estimating demixing (or separating) 
matrix, reconstructing sources, correlation check, and reconstructing converged sources. In particular, an iterative algorithm 
using correlation coefficients between the intermediately separated sources and the reference sources helps the proposed algo-
rithm to provide a more stable solution without massive calculation.  
In order to review the problems of the conventional ICA algorithm and validate the proposed algorithm, numerical analyses 
have been conducted with a virtual response model and a 30 m class submarine model. The results show that the proposed algo-
rithm could resolve the inherent problems of losing order information and unstable solutions that are sometimes observed in 
the conventional ICA algorithm. Moreover, experimental investigation of the scaled submarine mockup has proven that the 
proposed algorithm would be applicable to real problems. Therefore, it is expected that the proposed algorithm could be applied 
efficiently to vibratory source signal identification of complex structures. Future investigation will be focused on the extension 
of the developed algorithm to the source contribution analysis to identify major sources. 
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(a) Reference sources. 
 
(b) Responses. 
 
(c) Separated Sources. 
Fig. 14 Reference sources, responses, and separated sources of the scaled submarine mockup.  
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(a) Reference sources. 
 
(b) Separated Source. 
Fig. 15 Frequency responses of reference and separated sources at the scaled submarine mockup. 
 
 
Fig. 16 Minimum correlation coefficients of separated sources at the  
scaled submarine mockup by the proposed algorithm. 
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