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Abstract
Wavelength division multiplexing (WDM)—transmitting several light beams of different wave-
lengths simultaneously through an optical fiber and wavelength routing—a network switching or
routing node that routes signals based on their wavelengths—are rapidly becoming a technology-
of-choice to meet ever-increasing demand for high-bandwidth. Several important advantages,
such as increased usable bandwidth (nearly 50 THz), reduced electronic processing cost, proto-
col transparency, low bit-error rates (10−12 to 10−9), and efficient network component failure
handling, have made wavelength routed WDM optical networks a de-facto standard for high-
speed transport networks. A WDM optical mesh network consists of wavelength routing nodes
interconnected by point-to-point optical fiber links in an arbitrary topology. In these networks,
a message can be sent from one node to another node using a wavelength continuous path, called
a lightpath and is uniquely identified by a physical route and a wavelength. The requirement
that the same wavelength must be used on all the links along the selected route is known as the
wavelength continuity constraint.
Typically, the traffic demand in these networks can be static, dynamic, or scheduled. In
static lightpath establishment (SLE), traffic demand between node-pairs is known a priori and
the goal is to establish lightpaths so as to optimize certain objective function (minimizing wave-
length usage, maximizing single-hop traffic, minimizing congestion, etc.). The dynamic lightpath
establishment (DLE) problem is concerned with establishing lightpaths with an objective of in-
creasing the average call acceptance ratio, when connection requests arrive at and depart from
the network dynamically. In scheduled lightpath demands (SLDs) the set-up time and tear-down
time are known a priori. It may so happen that in a given set of SLDs, some of the demands are
not simultaneous in time, and hence the same network resource could be used to satisfy several
demands at different times. Hence, the objective here is to route the demands such that the
reuse of network resources is maximized.
Like any communication network, WDM networks are also prone to hardware (such as
routers and/or switches and cable cuts) failures and software (protocol) bugs. As WDM net-
works carry huge volume of traffic, maintaining a high level of service availability at an acceptable
level of overhead is an important issue. It is essential to incorporate fault-tolerance into quality
xii
Abstract xiii
of service (QoS) requirements. The types of applications being deployed across the public Inter-
net today are increasingly mission-critical, whereby business success can be jeopardized by poor
performance of the network. It does not matter how attractive and potentially lucrative our ap-
plications are if the network does not function reliably and consistently. Protection/restoration
could be provided at the optical layer or at the higher client (electrical) layers, each of which
has its own merits. Optical layer has faster restoration and provisioning times and use the
wavelength channels optimally. In this thesis we deal with optical layer survivability.
The objective of this thesis is to develop efficient algorithms to address the problem of light-
path routing with survivability requirements, such as restoration guarantee, recovery time, and
reliability, under various traffic demands—dynamic, static, and scheduled traffic demands, so
as to improve the blocking performance and minimize spare wavelength requirements. We in-
troduce and evaluate the novel concept of segmented protection paths for routing fault-tolerant
connection demands in fast and resource efficient manner under various traffic models. The
proposed scheme not only improves the number of requests that can be satisfied but also helps
in reducing the spare wavelength requirements and in providing better QoS guarantees on fail-
ure recovery time. We develop several integer linear programming (ILP) formulations to solve
capacity optimization problems in the design of survivable optical networks under various traffic
models.
We then examine the advantages of knowing the set-up and tear-down times of fault-tolerant
scheduled lightpath demands (FSLDs). We formulated ILPs for dedicated and shared end-to-end
and segmented protection schemes under scheduled traffic demands with two different objective
functions. As ILP solutions are computationally costly and the number of variables grows
exponentially with the size of the network, we develop efficient circular arc graph theory based
algorithms to route fault-tolerant scheduled lightpath demands to increase the wavelength reuse
and reuse factor. We conduct extensive simulation experiments to verify the effectiveness of all
the proposed algorithms.
Different applications/end users need different levels of fault-tolerance and differ in how
much they are willing to pay for the service they get. The current optical networks are capa-
ble of providing either full protection in presence of single failure or no protection at all. So,
there is a need for a way of providing the requested level of fault-tolerance to different appli-
cations/end users. We choose the reliability of a connection as a parameter to denote different
levels of fault-tolerance and propose a segment-based partial protection scheme for providing
such service differentiation in a resource efficient manner. Centralized algorithms are useful for
small networks and are not scalable for large networks. For simplicity and scalability purposes,
distributed control protocols are desirable. We develop a distributed control algorithm to route
reliability guaranteed connections in a resource efficient manner.
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Optical networks, using wavelength division multiplexing (WDM), is seen as the technology of
the future for a variety of reasons. The need for error-free and high-bandwidth communication
channels has been on the rise. The explosive growth of the Internet and bandwidth-intensive
applications such as graphics and visualization, medical image access and distribution, video-
on-demand, and multimedia conferencing require high-bandwidth transport networks whose
capacity (bandwidth) is far beyond the capacity of current high-speed networks, such as asyn-
chronous transfer mode (ATM) networks. Thus, there is a continuous demand for networks
of high capacities at low costs. This can be achieved with the help of optical networks using
wavelength division multiplexing. The optical fiber provides an excellent medium for transfer
of huge amounts of data (nearly 50 terabits per second [Tb/s] at 1.30 and 1.55 micron band).
Apart from providing such huge bandwidth, optical fiber has low cost (approximately 0.30 per
yard), extremely low bit-error rates (fractions of bits that are received in error, typically 10−12
to 10−9), low signal attenuation (0.2 decibels per kilometer [dB/km]), low signal distortion, low
power requirement, low material use, and small space requirement [1]. In addition, optical fibers
are more secure, compared to copper cables, from tapping (as light does not radiate from the
fiber, it is nearly impossible to tap into it secretly without detection) and are also immune to
electro magnetic interference.
1.2 Optical Transmission System
An optical transmission system has essentially three basic components—transmitter, transmis-
sion medium (fiber), and receiver—as shown in Figure 1.1 [1]. We now explain each of these
1












Transmission Medium (such as Fiber)
Figure 1.1: Optical transmission system
components in detail.
Optical Transmitters: The transmitter consists of a light source (laser or light-emitting
diode [LED]) that can be modulated according to an electrical input signal to produce a beam
of light which is transmitted into the optical fiber—the transmission medium. Typically the
binary information sequence is converted into a sequence of on/off light pulses which are then
transmitted into the optical fiber medium.
Optical Fiber: Optical fiber consists of a very fine cylinder of glass (core) through which
the light propagates. The core is surrounded by a concentric layer of glass (cladding) which is
protected by a thin plastic jacket. The core has a slightly higher index of refraction than the
cladding. The ratio of the indices of refraction of the cladding and the core defines a critical
angle, θc. What makes fiber optics work is total internal reflection: when a ray of light from
the core approaches the core-cladding surface at an angle greater than θc, the ray is completely
reflected back into the core. Since any ray of light incident on the core-cladding surface at an
angle greater than θc (critical angle) is reflected internally, many different rays of light from
the core will be bouncing at different angles. In such a situation, the rays at specific angles
which interfere constructively constitute different modes and hence a fiber having this property
is called a multi-mode fiber. Multiple modes cause the rays to interfere with each other thereby
limiting the maximum bit rates that are achievable using a multi-mode fiber. If the diameter of
the core is made very narrow, the fiber acts like a wave guide, and the light propagates only along
the fundamental mode. A fiber having this property is called a single-mode fiber. Single-mode
fibers can transmit data at several Gbps over hundreds of kilometers and are more expensive. In
multi-mode fibers, the core is around 50 microns (1 micron is 10−6 meters) in diameter whereas
in single-mode fibers the core is 8 to 10 microns [2, 3].
Optical Receivers: At the receiver, the on/off light pulses are converted back to an electri-
cal signal by an optical detector. Thus we have a unidirectional transmission system (operating
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only in one direction) which accepts an electrical signal, converts and transmits it by light pulses




















Figure 1.2: Wavelength division multiplexing
1.3 WDM Systems and Optical Networking Evolution
Optical fiber transmission has played a key role in increasing the bandwidth of telecommunica-
tion networks. In the initial deployment of optical fiber networks, optical fiber was used purely
as a transmission medium, serving as a replacement for copper cable, and all the switching and
processing of the data was handled by electronics. The increasing demand for bandwidth hungry
applications, along with the fact that it is relatively expensive in many cases to lay new fiber,
motivates the need to find ways to increase the capacity of the existing fiber. WDM is a way of
increasing the transmission capacity of an existing fiber, which is the subject of next section.
1.3.1 Wavelength Division Multiplexing
Theoretically, fiber has an extremely high-bandwidth (about 25 THz, in the 1.55 low-attenuation
band, and this is 1,000 times the total bandwidth of radio on the planet Earth [4]. At the
Tb/s rate, one hair-thin fiber can support about 40 million data connections at 28kb/s, 20
million digital voice telephony channels, or half a million compressed digital television channels.
However, only data rates of a few Gbps are achieved because the rate at which an end user (for
example, a workstation or a computer) can access the network is limited by electronic speed,
which is a few Gbps. Hence it is extremely difficult to exploit all of the huge bandwidth of a
single fiber using a single high-capacity wavelength channel due to optical-electronic bandwidth
mismatch or electronic bottleneck. The recent breakthroughs (transmission capacities of Tb/s)
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is the result of major development in the concept of wavelength division multiplexing (WDM),
which is a method of transmitting many light beams of different wavelengths simultaneously
through the optical fiber.
WDM is conceptually similar to frequency division multiplexing (FDM). Wavelength division
multiplexing divides the tremendous bandwidth of a fiber into many non-overlapping channels,
each channel corresponding to a different wavelength. Each channel can be operated asyn-
chronously and in parallel at any desirable speed, e.g., peak electronic speed of a few Gbps [5].
The signal from each channel modulates an optical source at a particular wavelength, and the
resulting signals are combined and transmitted simultaneously over the same optical fiber as
shown in Figure 1.2 [1]. Prisms and diffraction gratings can be used to multiplex or demultiplex
different wavelengths. A WDM optical system using a diffraction grating is completely passive
and thus is highly reliable as compared to FDM systems. Note that WDM overcomes the limita-
tion of the electronic bottleneck by dividing the optical transmission spectrum into a number of
non-overlapping wavelength channels, with each wavelength supporting a single communication
channel operating at peak electronic speed.
The attraction of WDM is that a huge increase in available bandwidth can be obtained
without the huge investment necessary to deploy additional optical fiber. WDM has been used
to upgrade the capacity of installed point-to-point transmission systems, typically by adding
two, three, or four additional wavelengths. Present WDM technology allows transmission rates
of up to 2.5 or 10 Gbps per channel and up to 120 channels @ 100 GHz and 50 GHz spacing
and standard link distance up to 800 Km with 80 Km between optical amplifiers. To this end,
several projects with the objective of deployment of WDM optical networks are being carried
out in different parts of the world. A WDM network consists of wavelength cross-connects
(WXCs) interconnected by point-to-point fiber links in an arbitrary mesh topology. In order to
build a WDM network, we need appropriate fiber interconnection devices/components. Different
components, used in WDM networks and their evolution, are discussed below.
1.3.2 WDM Point-to-Point Link
WDM point-to-point links are being deployed by several telecommunication companies due to
the increasing demands on communication bandwidth. Figure 1.3 shows an example of a WDM
point-to-point link [1]. The capacity of a fiber link can be increased by adding end equipment
such as transceivers and wavelength multiplexers/demultiplexers. In Figure 1.3, the capacity
of the fiber link A → B is increased by a factor of 2, by adding two wavelength channels
(W0 and W1) and appropriate end equipment. These wavelength links are more cost-effective,
when the demand exceeds the capacity in existing fibers, compared to installing new fiber.
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Figure 1.3: WDM point-to-point link
WDM multiplexer/demultiplexers (mux/demux) in point-to-point links with 64 channels are
commercially available [6].













Figure 1.4: Wavelength add/drop multiplexer
While WDM point-to-point links provide very large capacity between two widely spaced
end nodes, in many networks it is necessary to drop some traffic at intermediate nodes along
the route between the end nodes. By inserting a wavelength add/drop multiplexer (WADM)
on a fiber link, one can add/drop some traffic at these locations as shown in Figure 1.4 [1,5, 7].
A WADM can be realized using a demultiplexer, 2 × 2 switches (one switch per wavelength),
and a multiplexer. If a 2 × 2 switch (S1 in the figure) is in “bar” state, then the signal on
the corresponding wavelength passes through the WADM. If the switch (S0 in the figure) is in
“cross” state, then the signal on the corresponding wavelength is “dropped” locally, and another
signal can be “added” on to the same wavelength. More than one wavelength can be “dropped
and added” if the WADM interface has the necessary hardware and processing capability.
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Figure 1.5: Architecture of an optical WXC
1.3.4 Wavelength Routing Node Architecture
A wavelength-routed WDM network consists of optical wavelength routing nodes interconnected
by point-to-point fiber links in an arbitrary topology. End nodes with a number of optical
transmitters and receivers are attached to the routing nodes. A routing node is also known as a
wavelength cross-connect (WXC). A message arriving on an incoming link at some wavelength
can be routed to any one of the outgoing links along the same wavelength without requiring
any buffer or electro-optical conversion. An optical WXC can be realized by using wavelength
multiplexers, wavelength demultiplexers, and optical switches as shown in Figure 1.5 [1, 5, 7].
The figure shows the WXC for a node with M incoming fiber links and M outgoing fiber links,
each link carrying W wavelengths. It has M wavelength demultiplexers each corresponding to
an incoming link, M wavelength multiplexers each corresponding to an outgoing link, and W
M ×M optical switches each corresponding to a wavelength. The incoming signal on a link
is demultiplexed into W wavelengths by the corresponding demultiplexer. The signals on the
same wavelength, from each incoming link, are sent to the optical switch that corresponds to
that wavelength. A wavelength multiplexer combines all the different wavelengths from optical
switches into the corresponding outgoing link. This configuration allows a wavelength on an
incoming link to be switched to any outgoing link, independent of the other wavelengths. This
WXC does not allow a wavelength to be converted to any other wavelength. It does not have
multicasting capability.
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1.4 WDM Optical Network Architectures
WDM network architectures can be classified into two broad categories: broadcast-and-select
architectures and wavelength-routed architectures. In a broadcast-and-select network, messages
transmitted from different nodes on different wavelengths are combined and is broadcast to all
the nodes in the network. A node can extract the desired message from this combined message.
The broadcast-and-select architecture is suitable for use in a local-area network (LAN). It is
not suitable for use in a wide-area network (WAN) due to power budget limitations and lack
of wavelength reuse. A comprehensive survey and tutorials on broadcast-and-select networks
covering various topics such as physical topology, MAC protocols, logical topology design, and
test-beds are presented [5, 7–11]. The wavelength-routed architecture is a more sophisticated
and practical architecture today. The shortcomings of broadcast-and-select WDM networks are
overcome in wavelength-routed WDM networks making them promising candidates for use in
WANs. The rest of the thesis deals with only wavelength routed WDM networks.
1.4.1 Wavelength Routed Networks
A wavelength routed network consists of WXCs interconnected by point-to-point fiber links in
an arbitrary topology. Each end node is connected to a WXC via a fiber link. Each node
is equipped with a set of transmitters and receivers, for sending data into the network and
receiving data from the network, respectively, both of which may be wavelength-tunable. In a
wavelength routed network, a message is sent from one node to another node using a wavelength
continuous route called a lightpath, without requiring any optical-electronic-optical conversion
and buffering at the intermediate nodes. This process is known as wavelength routing. Note
that the intermediate nodes route the lightpath in the optical domain using their WXCs. The
end nodes of the lightpath access the lightpath using transmitters/receivers that are tuned to
the wavelength on which the lightpath operates.
A lightpath is an all-optical communication path between two nodes, established by allocating
the same wavelength throughout the route. A lightpath is uniquely identified by a physical route
and a wavelength. It is a high-bandwidth pipe, carrying data up to several gigabits per second.
The requirement that the same wavelength must be used on all the links along the selected
route is known as the wavelength continuity constraint. Two lightpaths cannot be assigned the
same wavelength on any fiber. This requirement is known as distinct wavelength assignment
constraint. However, two lightpaths can use the same wavelength if they use disjoint sets of
links. This property is known as wavelength reuse.
Given a WDM network, the problem of routing and assigning wavelengths to lightpaths is of
paramount importance in wavelength routed networks. The number of available wavelengths in
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a fiber link plays a major role, in these networks, which currently varies between 4 and 120, but
is expected to increase (with announcements of over a few hundred wavelengths already made).
Packet switching in wavelength routed networks can be supported by using either a single-hop
or a multi-hop approach. In the multi-hop approach, a virtual topology (a set of lightpaths or
optical layer) is imposed over the physical topology by setting the WXCs in the nodes. Over
this virtual topology, a packet from one node may have to be routed through some intermediate
nodes before reaching its final destination. At each intermediate node, the packet is converted
to electronic form and retransmitted on another wavelength.
1.5 Important Issues Related to our Work in WDM
Networks
Some of the important issues that are related to our research in wavelength routed networks
include routing and wavelength assignment; routing various types of connection requests or
traffic demands; centralized versus distributed control; and routing fault-tolerant connections.
We now briefly examine each of these issues.
1.5.1 Routing and Wavelength Assignment
In wavelength routed WDM networks, a communication path is realized by a lightpath. In order
to establish a lightpath between a source-destination pair, a wavelength continuous route needs
to be found between the node-pair. An algorithm used for selecting routes and wavelengths to
establish lightpaths is known as a routing and wavelength assignment (RWA) algorithm. Almost
every problem in wavelength routed WDM networks has RWA as a subproblem. Therefore, it
is necessary to use a good routing and wavelength assignment algorithm to establish lightpaths
in an efficient manner. The routing subproblem deals with finding routes between a source-
destination pair. The wavelength assignment deals with assigning wavelengths on the selected
route. These two problems can be solved one after the other or jointly. Below we discuss several
methods available in literature for the RWA problem.
Routing Methods
The important routing methods considered in the literature are fixed routing, alternate routing,
and exhaust routing. In the fixed routing method, only one route is provided for a node-pair.
Usually this route is chosen to be the shortest route. When a connection request arrives for a
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node-pair, the route fixed for that node-pair is searched for the availability of a free wavelength.
In the alternate routing method, two or more routes are provided for a node-pair. These routes
are searched one by one in a predetermined order. Usually these routes are ordered in nonde-
creasing order of their hop length. In the exhaust method, all possible routes are searched for a
node-pair. The network state is represented as a graph and a shortest-path-finding algorithm is
used on the graph. While the exhaust method yields the best performance when compared to
the other two methods, it is computationally more complex. Similarly, the fixed routing method
is simpler than the alternate routing method, but it yields poorer performance than the other.
Wavelength Assignment Methods
Based on the order in which the wavelengths are searched, the wavelength assignment methods
are classified into most-used (MU), least-used (LU), fixed-order (FX), and random-order (RN).
In the MU method, wavelengths are searched in non-increasing order of their utilization in the
network. This method tries to pack the lightpaths so that more wavelength continuous routes
are available for the requests that arrive later. In the LU method, wavelengths are searched in
non-decreasing order of their utilization in the network. This method spreads the lightpaths
over different wavelengths. The idea here is that a new request can find a shorter route and a
free wavelength on it. The argument is that the MU method may tend to choose a longer route,
as it always prefers the most-used wavelength. In the FX method, the wavelengths are searched
in a fixed order. The wavelengths may be indexed and the wavelength with the lowest index
is examined first. In the RN method, the wavelength is chosen randomly from among the free
wavelengths. The MU and LU methods are preferred for networks with centralized control. The
other two methods are preferred for networks with distributed control. The numerical results
reported in the literature show that the MU method performs better than the LU method and
the FX method performs better than the RN method.
Joint Routing and Wavelength Assignment Method
RWA algorithms may select routes and wavelengths one after the other. Either routes are
searched first or wavelengths are searched first. Alternatively, the routes and wavelengths can
be considered jointly. For every route-wavelength pair, a cost value can be associated. Such a
method is called as a dynamic method. In a least congested path routing method, a route with
the least congestion is preferred. The least congested path is the one with the maximum number
of free wavelengths. This method is expected to leave more wavelength continuous routes for
the requests that arrive later.
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1.5.2 Traffic Models Considered in WDM Networks
Depending on the applications, the connection requests or traffic demand can be static or dy-
namic or scheduled. Below we discuss each traffic model in detail.
Static Traffic Demand
In case of a static traffic demand, connection requests are known a priori. The traffic demand
may be specified in the form of a traffic matrix with entries for source-destination pairs. These
values are chosen based on an estimation of long-term traffic requirements between the node-
pairs. The objective is to assign routes and wavelengths to all the demands so as to minimize
the number of wavelengths used. The dual problem is to assign routes and wavelengths so as
to maximize the number of demands satisfied, for a fixed number of wavelengths. The above
problems are categorized under the static lightpath establishment (SLE) problem. The SLE
problem has been shown to be NP-complete [12, 13]. Therefore, polynomial-time algorithms,
which give solutions close to the optimal one, are preferred.
Dynamic Traffic Demand
In case of a dynamic traffic demand (DTD), connection requests arrive to and depart from a
network one by one in a random manner. The lightpaths once established remain for a finite
time. The DTD models several situations in transport networks. It may become necessary to
tear down some existing lightpaths and establish new lightpaths in response to changing traffic
patterns or network component failures. Unlike the static RWA problem, any solution to the
dynamic RWA problem must be computationally simple, as the requests need to be processed on
line. When a new request arrives, a route and wavelength need to be assigned to the request with
the objective of maximizing the number of connection requests honored (equivalent to minimizing
the number of connection requests rejected). Dynamic RWA algorithms usually perform poorly
compared to static RWA algorithms because a dynamic RWA algorithm has no knowledge about
future connection requests, whereas all the connection requests are known a priori to a static
RWA algorithm. A dynamic RWA algorithm processes the connection requests strictly in the
order in which they arrive, whereas a static RWA algorithm processes the requests in an order
decided by some heuristic. One such heuristic is to assign wavelengths to the connections in
the non-increasing order of their hop length, as longer-hop connections are less likely to find the
same wavelength free on the entire route. Several heuristic algorithms for RWA problem are
available in the literature [14–17].
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Scheduled Traffic Demand
In WDM optical networks, depending on the offered services, the service provider will have
precise information for some traffic demands such as the number of required lightpaths and
the instants at which these lightpaths must be set-up and torn-down. These types of traffic
demands are called as scheduled lightpath demands (SLDs). Such demands could correspond
to, for example, leased λ-connections, extra bandwidth required for virtual private networks
(VPNs) during working hours, and the need to set-up lightpaths between the nodes of a grid for
specific duration. These types of traffic demands can be justified based on recent studies where it
was observed that the traffic on the New York-Washington link of the Abilene backbone network
for a typical week follows a periodic pattern [18]. A similar periodic pattern was observed on
all other links of the network in the same period. It may so happen that in a given set of SLDs,
some of the demands are not simultaneous in time, and hence the same network resource could
be used to satisfy several demands at different times. If routing algorithms capture this time-
disjointedness among connections, the same network resource could be used to satisfy several
demands at different times. In other words, the time-disjointedness of SLDs can be taken into
account in order to minimize the number of network resources required to satisfy a set of SLDs.
Hence, the objective here is to route the demands such that the reuse of network resources is
maximized.
1.5.3 Centralized Versus Distributed Control
The network control/signaling required for connection/lightpath establishment can be either
centralized or distributed. In centralized control [12–14], a central controller is assumed to be
present in the network. It is responsible for coordinating the process of connection establishment
and release. It keeps track of the status of the entire network. The status of wavelengths on
various links of the network is maintained by the controller. Also maintained is information
about the existing lightpaths. Whenever a request arrives at a node, it sends the request to
the central controller. The central controller uses a wavelength routing (WR) algorithm to
find a suitable route and wavelength for the request. If this is successful, then the controller
sends appropriate control signals to various routing nodes along the selected route informing
them to reserve the selected wavelength on the specified links. The information about the
chosen route and wavelength is sent to the node that requested the connection. The node then
starts transmitting data using the lightpath assigned to it. When a node no longer requires
a connection, it informs the central controller to release the lightpath. The central controller
then updates the network information stored in it, and sends appropriate signals along the
route to release the connection. The advantage of this approach is that wavelength channels
can be utilized in an efficient way, as the central controller keeps the up-to-date network state
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information. As the traffic load increases, the control traffic to and from the controller increases
substantially and the central controller requires sufficient buffer and processing power to handle
the requests. In a large network, the central controller becomes the performance bottleneck. It
is also a single-point failure, which is not desirable.
In distributed control [19–22], no central controller is assumed to be present. The network
with distributed control can be thought of as a two-plane network with a data plane and a
control plane having the same or different topology as that of the physical network. The data
network is used for transmitting data. It uses several wavelengths called data wavelengths for
this purpose. The control plane is used for exchanging control signals. One wavelength on every
link can be used as a control wavelength for the purpose of sending control messages. The global
state information of the network, which includes the details of wavelength usage and existing
lightpaths, is not known to any node in the network. A distributed protocol is characterized by
the control messages and the sequence of actions to be performed upon receiving the connection
requests and control messages. Only a few studies on all-optical networks focus on distributed
network control and are discussed in the next section.
1.5.4 Fault-Tolerance in WDM Networks
An important issue in WDM networks is how network component failures are dealt with. Like
any communication network, WDM networks are prone to hardware (components like OXCs,
switches, cable cuts) failures and software (protocol) bugs. A cable cut causes a link failure
making all its constituent fibers to fail. A node failure may be caused due to the failure of an
OXC. When a component fails, all the lightpaths that are currently using that component will
fail. Since, WDM networks carry huge volume of traffic it is mandatory that the service recovery
be very fast and the recovery time be of the order of milliseconds and hence maintaining a high
level of service availability, at an acceptable level of overhead, is an important issue.
The optical layer consists of WDM systems and intelligent optical switches that perform
all restoration and end-to-end optical layer provisioning. Restoration could be provided at the
optical layer or at the higher client layers (such as IP/MPLS [multi protocol label switching]).
However, handling failures at the optical layer has some advantages. Firstly, failures can be
recovered at the lightpath level faster than at the client layer. Secondly, when a component
such as a node or link fails, the number of lightpaths that fail (and thus need to be recovered) is
much smaller when compared to the number of failed connections at the client layer. This will
not only help restore service quickly but will also result in lesser traffic and control overhead.
Thirdly, optical layer has faster recovery and provisioning times and uses the wavelength channels
optimally with less signaling overhead. Therefore, many of the functions are moving to the
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optical layer. The foremost of them are routing, switching and network protection/restoration
[23, 24]. High-speed mesh restoration becomes a necessity, and this is made possible by doing
the restoration at the optical layer using optical switches. Such restorations can be performed
within a duration of 50 to 200 msec, compared to minutes to tens of minutes taken in traditional
mesh restoration architectures of today. A comprehensive survey of the protection/restoration
schemes are available in literature [24] and references therein.
The lightpath that carries traffic during normal operation is known as the primary or work-
ing lightpath. When a primary lightpath fails, the traffic is rerouted over a new lightpath known
as the backup or protection or secondary lightpath. There are different approaches to handle
failures at the lightpath level in an optical layer. Every working lightpath can be protected
by preassigning resources to its backup lightpath, called protection or pro-active method. Upon
detecting a failure, service can be switched from the working lightpath to the backup lightpath.
Here, the service recovery is almost immediate, as the backup lightpath is readily available.
However, it requires excessive resources to be reserved. To overcome this shortcoming, instead
of preassigning resources to a backup lightpath, it can be dynamically searched after a failure
actually occurs, called restoration or reactive method. However, this will result in longer ser-
vice recovery time and resources are also not guaranteed to be available. Thus, any solution
to the survivability problem needs to optimize a certain performance metric such as resource
(wavelength, fiber) requirement, connection acceptance rate, and failure recovery time.
1.6 Motivation
In wavelength-routed WDM networks, a message is transmitted from one node to another node
using a lightpath without any electro-optical conversion at the intermediate nodes. This is useful
as high volume of traffic is carried on WDM networks. On the other hand, the wavelength
continuity constraint degrades the network blocking performance. A route which is free cannot
be used by a lightpath if no common wavelength is available on all the links throughout the
route. Hence, there is a need for solutions and algorithms which can yield the performance
closer to the networks with no wavelength continuity constraints.
As WDM networks carry huge volumes of traffic, maintaining a high level of service availabil-
ity at an acceptable level of overhead is an important issue. It is essential to incorporate fault-
tolerance into quality of service (QoS) requirements. In order to incorporate fault-tolerance, a
connection may be identified with alternative backup lightpath(s) which can be used for message
transmission when the primary lightpath fails. A connection with fault-tolerant requirements
is called a dependable connection (D-connection). It is essential that we develop efficient RWA
algorithms to choose routes and wavelengths for establishing D-connections. Also, appropriate
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mechanisms are required to ensure that there is no significant reduction in the performance of
non-dependable connections.
The trend in the development of intelligent optical networks has been towards a unified
solution, to support voice, data, and various multimedia services. In this scenario different
applications/end users may need different levels of fault-tolerance and differ in how much they are
willing to pay for the service they get. The types of applications being deployed across the public
Internet today are increasingly mission-critical, whereby business success can be jeopardized by
poor performance of the network. It does not matter how attractive and potentially lucrative
our applications are if the network does not function reliably and consistently. In such scenarios
optical transport networks will not be a viable alternative unless they can guarantee a predictable
bandwidth, fault-tolerance, availability, and reliability, to users. Widely scattered users of the
network do not usually care about the network topology and implementation details. What they
care about is something fundamental, such as:
• Do I get services with guaranteed timeliness and fault-tolerance with an acceptable restora-
tion time at an acceptable level of overhead?
• Do I have certain reliability and security to my data passing through the network?
• Do I have my connection available when I want to access mission-critical applications from
a remote location?
Given the various requirements from applications/end users, a control scheme which is used to
set-up and tear-down lightpaths, should not only be fast and efficient, but must also be scalable,
and should try to minimize the number of blocked connections; while satisfying the requested
level of fault-tolerance. The objective of this thesis is to develop resource efficient algorithms
for connection establishment in survivable WDM optical networks under various traffic models
and is detailed in the next section.
1.7 Objectives and Scope
The objective of this thesis is to address the problem of lightpath routing with survivability
requirements, such as restoration guarantee, recovery time, and reliability, under various traffic
demands—dynamic, static, and scheduled traffic demands. We develop integer linear program-
ming formulations to solve capacity optimization problems in the design of survivable optical
networks. As the optimization problems are computationally costly, we propose several polyno-
mial time algorithms for lightpath routing with survivability requirements, so as to minimize the
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spare wavelength requirements, maximize the number of calls accepted, minimize the recovery
time, and maximize the number of reused wavelengths.
The current optical networks are capable of providing either full protection in the presence
of a single failure or no protection at all. So, there is a need for a way of providing the requested
level of fault-tolerance to different applications/end users. Several quality of service (QoS)
parameters, such as restoration guarantee, recovery time, recovery bandwidth, reliability, and
availability, can be considered when designing protection/restoration techniques. In this work
we choose reliability of connection as a QoS parameter to denote different levels of fault-tolerance
and propose a segment-based partial protection scheme for providing such service differentiation
in a resource efficient manner. We then develop a distributed control algorithm for routing
reliability-guaranteed connections. We conduct extensive simulation experiments to verify the
effectiveness of all the proposed algorithms. The objectives and specific problems addressed in
this thesis are as follows:
• To develop novel segmented protection paths algorithm for routing fault-tolerant connec-
tion demands in a fast and resource efficient manner.
• To develop and solve capacity optimization problems in wavelength routed optical networks
for static traffic demands.
• To evaluate the segment-based protection and segment-based restoration schemes for dy-
namic traffic demands.
• To develop and solve capacity optimization problems to route fault-tolerant scheduled
traffic demands.
• To develop efficient algorithms to route fault-tolerant scheduled traffic demands to improve
resource utilization.
• To develop efficient routing and wavelength assignment algorithms for establishing primary-
partial-protection paths to provide different levels of reliability at an acceptable levels of
overhead.
• To develop resource efficient distributed algorithms to route reliability-guaranteed connec-
tions.
1.8 Organization of the Thesis
The rest of the thesis is organized into ten chapters followed by the bibliography and the list of
publications.
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Chapter 2 presents a brief overview of existing work, found in the literature, for routing
fault-tolerant connections in WDM mesh networks under static, dynamic, and scheduled traffic
models. We present a classification of existing methods and discuss briefly the operation of
these methods. We provide a brief survey of providing differentiated QoS in WDM networks.
Furthermore, the chapter explains the disadvantages of existing methods and describes the
motivation for our work.
Chapter 3 deals with dynamic establishment of segmented protection paths in single and
multi-fiber WDM mesh networks. It explains the novel concept of segmented protection paths,
advantages of segmented protection paths, and our proposed algorithm for finding the segmented
protection paths. Finally, the results obtained by simulation experiments are discussed.
Chapter 4 deals with capacity optimization of segmented protection paths in WDM optical
networks. We present integer linear programming (ILP) formulations for dedicated and shared
segmented protection schemes under single link/node failure for static traffic demand with two
different objective functions. Finally, the numerical results obtained from solving ILP equations
using CPLEX software package are discussed.
Chapter 5 deals with the problem of providing fast and resource efficient failure recovery
in wavelength division multiplexed optical networks under single link/node failure for dynamic
traffic demand. We develop two novel segment-based schemes to achieve fast and resource
efficient failure recovery. Finally, the numerical results obtained from the simulation experiments
are discussed in detail.
Chapter 6 deals with the problem of routing and wavelength assignment of scheduled end-
to-end and segmented lightpath demands in WDM optical networks under single component
failure. We develop ILP formulations for dedicated and shared end-to-end and segmented pro-
tection schemes with two different objective functions. Finally, the numerical results obtained
from solving ILP equations using CPLEX software package are discussed.
Chapter 7 presents two complementary algorithms–independent sets algorithm and time
window algorithm, based on circular arc graph theory, for routing fault-tolerant scheduled light-
path demands. We compare the performance of these two algorithms through extensive simula-
tion experiments.
Chapter 8 deals with providing segment-based differentiated reliable connections in single
and multi-fiber WDM mesh networks. It explains the concept of segment-based partial backup
paths, advantages of providing reliable connections, the concept and importance of reliability in
WDM networks, and an algorithm for providing reliability guaranteed connections. Apart from
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providing the reliability guarantee, we propose a failure recovery algorithm which handles all
possible failure scenarios. Finally, the results obtained by simulation experiments are discussed.
Chapter 9 deals with a distributed control problem to route reliability-constrained least-
cost connections in WDM optical networks. We prove that reliability-constrained least-cost
routing problem is NP-complete and propose a distributed control scheme based on a preferred
link approach. The correctness of the proposed scheme is verified. Finally, four heuristics are
proposed and their performance is studied through extensive simulation results.
Chapter 10 summarizes the work carried out in this thesis and suggests some directions
for future work.
Several important and relevant research papers, survey papers, and text books are listed in
Bibliography.




Developments in dense wavelength division multiplexing (DWDM) component technologies—
such as amplifiers, lasers, filters, optical switches—have yielded unprecedented levels of band-
width capacity over single mode fiber. These advances in turn have led to profound transfor-
mations at the networking layer, ushering in revamped, highly-scalable on-demand bandwidth
provisioning paradigms. As a result, DWDM has found very strong favor in long-haul core net-
works where increased demands and large client bases have yielded high amenable amortization
rates. Now the transport networks, with an optical layer between the higher electrical layer and
the lower physical media layer, are capable of meeting new challenges posed due to the increas-
ing demand for bandwidth. Invariably, the above gains have come about after many years of
relentless research, design, and deployment experience. Hence, this chapter aims to consolidate
the advances and available literature on the topics of interest to our thesis.
In Section 2.2 we discuss various routing and wavelength assignment techniques available
in literature for static, dynamic, and scheduled traffic demands. Section 2.3 presents a brief
overview of existing work in the literature for routing fault-tolerant connections in WDM mesh
networks under various traffic models. We present a classification of existing methods and
discuss briefly the operation of these methods with emphasis on advantages and disadvantages
of existing methods. We provide a brief survey of routing differentiated QoS in WDM networks
in Section 2.4. Finally, we conclude this chapter in Section 2.5.
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2.2 Routing and Wavelength Assignment
2.2.1 Static Traffic Demand
The RWA problem with static traffic demand assumptions has been extensively studied in the
literature. Demands are predetermined and the network is designed to carry this traffic. Some
design algorithms are based on the estimated traffic demand between node-pairs in the network.
Some algorithms take a set of source-destination pairs as input. This set could be obtained from
the traffic requirements between node-pairs. The set of lightpaths obtained by a RWA algorithm
constitutes a lightpath network. It is also called virtual topology or logical topology. In a logical
topology, a node corresponds to a routing node in the network and an edge corresponds to a
lightpath. If two nodes are connected by a lightpath, then they can communicate in one (light)
hop. Due to the technological limitations on the number of available wavelengths, it may not
be possible to set up lightpaths between all node-pairs. If two nodes are not directly connected
by a lightpath and are connected by a sequence of lightpaths, they can communicate through
them. This communication is termed as multi-(light)hop communication. In this case, message
forwarding from lightpath to lightpath is performed via electronic processing.
A heuristic, based on Longer-Paths-First policy, has been proposed for the SLE problem [13].
Here, the connections are sorted in the non-increasing order of their hop length. It assigns
wavelengths to connections one by one starting from the longest path. The rationale for this
heuristic is the difficulty of finding an idle wavelength on a large number of wavelengths when
establishing long connections in a heavily loaded network.
The effect of physical connectivity of the network, with the minimum number of wavelengths
necessary to carry a given traffic demand, has been studied [25]. The number of wavelengths
required is computed using a heuristic algorithm based on a shortest path algorithm and longer-
paths-first wavelength assignment policy. The benefit achievable by multi-fiber networks has
also been studied. The additional wavelength requirements to guarantee failure restoration for
the single link failure model have also been studied.
Heuristic solutions have been proposed for the RWA problem for a given traffic matrix so
as to minimize the number of connections blocked [26]. The wavelength assignment problem
is formulated as a mixed linear integer problem and an iterative heuristic algorithm has been
presented.
A solution has been proposed to minimize the number of wavelengths needed to route a given
set of lightpaths [16]. A linear programming formulation, in combination with the randomized
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rounding technique, is used by the solution. Algorithms based on graph coloring are used for
wavelength assignment.
Different formulations for the multi-commodity flow problem, with and without wavelength
conversion, have been presented for a given traffic demand and the number of fibers per link [27].
The flow formulation considers all possible paths between a source-destination pair. The path
formulation considers a fixed number of shortest paths between a source-destination pair.
Minimizing the number of wavelengths can result in systems with unrealizably large number
of wavelengths, especially when the traffic demand is high. This poses a problem as the number
of available wavelengths with current technologies is relatively very small. This led researchers
to reformulate the static network design problem with a fixed number of wavelengths. In these
problems, the objectives could be the maximization of the carried traffic [12]. This problem is
equivalent to the multi-commodity flow problem that maximizes the throughput of a network.
An upper bound on the carried traffic of connections has been derived [12].
The problem of designing a logical topology for a given traffic pattern, so as to minimize
the network congestion, has been studied in [28]. The design considers constraints on the delay
between a node-pair and on the degree of the logical topology. The design problem is formulated
as a mixed integer linear programming problem. Several heuristic solutions have been proposed
and their performance have been studied.
The logical topology problem has been studied with the objectives of minimizing the network-
wide average packet delay and maximizing the scale factor by which the traffic matrix can be
scaled up [29]. The problem is formulated as an optimization problem using principles of multi-
commodity flow theory. It is assumed that sufficient number of wavelengths are available. The
solution uses a combined approach of simulated annealing and flow deviation.
Since the number of available wavelengths per fiber is limited, a more realistic formulation
of the static network design problem is to minimize the number of fibers in the network to carry
a given traffic demand [30]. A heuristic algorithm referred to as optical path accommodation
algorithm has been proposed to solve this design problem. Here, the objective is to minimize
the average number of fibers handled at the routing nodes. The problem of designing restorable
(or survivable) networks has also been studied considering single link failures.
The problem of designing primary network and restorable networks has also been stud-
ied [31]. The primary network design problem has been formulated as an optimization problem.
Several heuristic algorithms have been proposed for the design of primary and restorable net-
works.
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The problem of designing survivable networks considering component failures has been stud-
ied for static traffic demand [32]. Different protection schemes based on pro-active and reactive
approaches are studied for the single link failure model. In the pro-active approach, backup
lightpaths are identified at the time of honoring the request. In the reactive approach, the
backup lightpath is selected after failure occurrence. Backup lightpaths can share a wavelength
channel if their primary lightpaths do not fail at the same time. For protection schemes, integer
linear program formulations and solutions have been presented.
2.2.2 Dynamic Traffic Demand
In a network with dynamic traffic demand, connection requests arrive to and depart from the
network dynamically in a random manner. In response to new requests, lightpaths are estab-
lished. A request may correspond to a single application and the entire lightpath bandwidth
can be used exclusively by it. Dynamic traffic demand also models several situations in trans-
port networks [33]. Firstly, it may become necessary to reconfigure the network in response to
changing traffic patterns or network component failures. Secondly, with the rise in broadband
traffic it is expected that the leased-line rates for private virtual networks and Internet service
provider links will reach 2.5 Gb/s and higher. The demand for such services will change with
time, not only because the traffic demands of the customers are changing with time, but also
because the demand for such services is predicted to grow rapidly. Recently, there has been
a growing interest in integrated IP/WDM routing [34]. In IP-over-WDM networks, a flexible
virtual topology is used on the optical layer. Virtual topology is basically a set of lightpaths
that changes frequently in response to the changes in the IP traffic patterns. In a flexible virtual
topology, the connections on the optical layer (lightpaths) are short-lived. A distributed control
protocol for routing lightpaths, for realizing a flexible virtual topology to carry ATM traffic, has
been presented [22].
Unlike in the case of static RWA problem, any solution to the dynamic RWA problem must
be simple as the requests need to be processed as quickly as possible. The design problem for
static traffic demand is normally solved off-line while the dynamic RWA problem is solved online.
The RWA algorithms assume either centralized or distributed control for selecting routes and
wavelengths. In case of centralized control, a central controller is assumed to be available. It
keeps track of the state of the network. It is responsible for selecting routes and wavelengths
for the requests and sending control signals to appropriate nodes for establishing and releasing
lightpaths. In case of distributed control, no central controller is used. The up-to-date knowledge
of the network state is not known to any node.
An implementation of distributed control could be as follows: Upon receiving a request for
a connection, the source node sends control messages to various nodes to select a route and
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reserve wavelengths along the route. Once it is done, appropriate control signals are sent to
various nodes to set switches for establishing the lightpath. Similarly, control signals are sent
to various nodes by the source node to release a lightpath. Centralized control is suitable for
only small networks. For large networks, distributed control is preferred. Algorithms, based on
distributed control, have been presented for lightpath establishment [22,35–37].
A heuristic algorithm, that uses fixed-order wavelength assignment, has been presented
and its performance has been studied through simulation experiments [13]. A connection is
established on the available wavelength with the smallest index. The rationale behind this
algorithm is to pack lightpaths over smaller indexed wavelengths so that finding an available
wavelength later is easier.
Algorithms based on fixed routing and alternate routing for route selection and fixed-order
for wavelength selection have been proposed [38]. Wavelength assignment methods have also
been proposed to improve fairness among connections with different hop counts.
Algorithms based on least congested path routing has been proposed [39]. It uses two
alternate routes and the route with the least congestion is chosen. The methods were evaluated
through analytical models and simulation.
An algorithm, based on exhaust routing in conjunction with an exhaustive search over the
wavelength set, has been presented to evaluate the effects of wavelength converters [40].
The benefit of wavelength conversion has been studied by using alternate routing in con-
junction with the fixed-order wavelength assignment method [12]. The connection request is
routed over the first available route on the free wavelength with the lowest index.
The performance of the fixed-order method with the random method for wavelength as-
signment have been compared [41, 42]. From the simulation results, it has been observed that
fixed-order method performs better than the random method.
A method called limited alternate routing has been proposed to improve fairness among
connections with different hop counts [17]. The idea here is to provide more number of alternative
routes to longer-hop connections in comparison to shorter-hop connection. This method has been
evaluated both analytically and by simulation. Also, an algorithm based on dynamic routing,
which considers route-wavelength pair jointly, has been presented. The wavelength assignment
methods such as most-used, fixed-order, and random have been evaluated through simulation.
Algorithms based on fixed routing, alternate routing, and exhaust routing for route selec-
tion and most-used, least-used, fixed-order, and random for wavelength selection have been
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studied through simulation [14]. The blocking performance of fixed routing and alternate rout-
ing methods with a fixed-order wavelength search has been studied through analytical modeling
for single-fiber and multi-fiber networks.
The blocking performance of networks, with and without wavelength conversion, have been
studied through analytical modeling [14, 17, 41–49]. The routing methods such as fixed routing
and alternate routing and the wavelength assignment methods such as random and fixed-order
have been considered. Wavelength convertible networks, with the converting nodes having full
and limited wavelength conversion capabilities, have been considered.
2.2.3 Scheduled Traffic Demand
Most of the research on routing and wavelength assignment in WDM optical networks consid-
ered either static traffic or dynamic traffic model in which there is no explicit prior knowledge
about the set-up and tear-down times. So, these methods do not work well for the scheduled
lightpath demands in which the traffic demands specify the set-up and tear-down times. Re-
cently, the notion of scheduled lightpath demands with set-up and tear-down times considering
the foreseeable traffic demands was presented in [50, 51]. Since, all lightpath demands may not
be simultaneous in time, it is possible to reuse the network resources to schedule time-disjoint
demands. Here, the routing problem is formulated as spatio-temporal combinatorial optimiza-
tion problem and it is showed that the time-disjointedness of demands can lead to a gain of 20%
in resource utilization compared to that of online RWA algorithms available in literature.
The problem of scheduling periodic connections with flexibility was addressed [52]. Several
heuristic algorithms, namely first come first serve, earliest deadline first, lowest wavelength max-
imum duration, lowest wavelength fixed, lowest wavelength continuous, are presented to schedule
periodic connections. However, these heuristics do not explore the reuse of wavelengths because
of time-disjointness. The fault-tolerance requirements of the scheduled connection demands were
not considered in [50–53]. In our work, we developed integer linear programming (ILP) formula-
tions for the case of the fault-tolerant scheduled lightpath demands (FSLDs) for dedicated and
shared end-to-end protection and dedicated and shared segmented protection, respectively [54].
As the time-disjointness exists in both the primary and protection paths, the percentage of gain
in resource utilization is more compared to routing only primary paths. However, it is worth to
note that the optimization solutions presented are intended to be used as a part of an off-line
centralized tool in resource planning and not as an online distributed RWA [50,51,54].
A heuristic for scheduling of wavelengths in support of large-scale scientific applications
that require high-throughput transfers of large files has been presented in [55]. A scheduling
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scheme called varying-bandwidth list scheduling (VBLS) that returns a time-range-capacity
(TRC) allocation vector with varying bandwidth levels for different time ranges within the
duration of a transfer was evaluated. A transport protocol called varying bandwidth transport
protocol which works in conjunction with VBLS has been presented [55]. A scheme for scheduling
calls with known holding times has been presented in [56]. The benefit of algorithms that exploit
knowledge of known holding times is discussed. Two schemes, namely, F-scheme and time-slots
scheme were proposed and evaluated to take the advantage of known holding times.
2.3 Fault-Tolerance in WDM Optical Networks
WDM networks are prone to failures of components such as links, fibers, nodes, wavelength
channels, and WXCs. Since these networks carry high volumes of traffic, failures may have severe
consequences. Therefore, it is imperative that these networks have fault-tolerance capability. A
fiber-cut causes a link failure. When a link fails, all its constituent fibers will fail. A node failure
may be caused due to the failure of the WXC. A fiber may fail due to the failure of its end
components (wavelength multiplexers/demultiplexers) in the WXC. A wavelength channel may
fail due to the failure of the associated optical switch in the WXC. When a component fails, all
the lightpaths that are currently using the component will fail. Failure detection, correlation,
and root cause analysis are difficult problems in WDM optical networks. The nodes adjacent to
the failed link can detect the failure by monitoring the power levels of signals on the links.
Fault-tolerance refers to the ability of the network to configure and reestablish communi-
cation upon a failure. A related term known as restoration refers to the process of rerouting
affected traffic upon a component failure. A network with restoration capability is known as
survivable network or restorable network. The lightpath that carries traffic during normal oper-
ation is known as the primary or working lightpath. When a primary lightpath fails, the traffic
is rerouted over a new lightpath known as the backup or secondary lightpath. The process of
assigning the network resources to a given traffic demand is known as provisioning a network.
Given a set of traffic demands, the provisioning problem is to allocate resources to the primary
and backup lightpaths for each demand, so as to minimize the spare resources required.
2.3.1 Classification of Existing Protection and Restoration Schemes
A connection request with a fault-tolerance requirement is called as a dependable connection
(D-connection) [23]. Restoration methods differ in their assumptions about the functionalities
of cross-connects (wavelength selective or wavelength convertible), traffic demand (static or dy-
namic), performance metric (restoration guarantee, restoration time, spare resource utilization,
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Figure 2.1: Classification of lightpath restoration methods
etc.), and mode of network control (centralized or distributed). Networks with wavelength in-
terchange cross-connects (WIXCs) do not impose any wavelength continuity constraint. As a
result, the wavelength channel utilization is higher in the networks with WIXCs when com-
pared to the networks with wavelength selective cross-connects (WSXCs). A restoration scheme
may assume either centralized or distributed control. For large networks, distributed control is
preferred over centralized control. A distributed control protocol requires several control mes-
sages to be exchanged between nodes. There is a possibility of reservation conflicts between two
simultaneous attempts for finding paths.
The methods designed for establishing connections with fault-tolerance requirements can be
broadly divided into reactive and proactive as shown in Figure 2.1 [1, 23]. In a reactive method
(also known as dynamic restoration [23, 24]) of restoration, when an existing lightpath fails, a
search is initiated for finding a new lightpath which does not use the failed components. This
has an advantage of low overhead in the absence of failures. However, this does not guarantee
successful recovery, as an attempt to establish a new lightpath may fail due to resource shortage
at the time of failure recovery. In addition, these methods also require fault isolation to find
exact failure leading to longer recovery time which may not be required in some of the proactive
methods [57]. In a proactive method (also known as protection [24]), backup lightpaths are
identified and resources are reserved along the backup lightpaths at the time of establishing
primary lightpath itself.
A proactive or reactive restoration method is either link-based or path-based. A link-based
method employs local detouring while path-based method employs end-to-end detouring. Lo-
cal detouring reroutes the traffic around the failed component, while in end-to-end detouring
a backup lightpath is selected between the end nodes of the failed primary lightpath. Local
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detouring is inefficient in terms of resource utilization [32]. Furthermore, handling node failures
is very difficult in local detouring. A proactive restoration method may use a dedicated backup
lightpath for a primary lightpath. In a dedicated backup scheme wavelength channels are not
shared between any two backup lightpaths. For better resource utilization, multiplexing (or
sharing) techniques can be employed. If two lightpaths do not fail simultaneously, their backup
lightpaths can share a wavelength channel. This technique is known as backup multiplexing or
backup bandwidth sharing or shared protection [23]. A proactive restoration method can employ
primary-backup multiplexing or primary-backup bandwidth sharing [23] to further improve re-
source utilization. This technique allows a wavelength channel to be shared by a primary and
one or more backup lightpaths. By doing so, the blocking probability of demands decreases at
the expense of reduction in restoration guarantee.
A path-based restoration method is either failure dependent or failure independent. In a
failure dependent method, there is a backup lightpath associated with the failure of every link
used by a primary lightpath. When a primary lightpath fails, the backup lightpath, that cor-
responds to the failed link will be used. A backup lightpath can use any link, including those
used by the failed primary lightpath, except the failed link. Different backup lightpaths of a
primary lightpath can share channels as they do not fail simultaneously in case of a single link
failure model. In a failure independent method, a backup lightpath, which is link-disjoint with
the primary lightpath, is chosen. This backup path is used upon occurrence of a link failure,
irrespective of which of its links has failed. When this method is employed, a source node of
a failed primary lightpath need not know the identity of the failed component. However, this
method does not allow a backup path to use the channels used by the failed primary lightpaths.
This will result in poorer resource utilization.
2.3.2 Importance of Protection and Restoration in WDM Mesh
Networks
In WDM networks, when a component fails, all the lightpaths that are currently using the
component will fail. Typically, restoration of failed lightpath in WDM networks can take 50-
100 ms; as each wavelength is capable of transmitting at 10 Gb/s, failure of lightpath could
potentially lose upto 1 Gb of data. Furthermore, restoration at the optical layer has several
advantages such as
• Shorter restoration time,
• Efficient resource utilization, and
• Protocol transparency,
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when compared to that at the service layers. Because of these advantages many of the functions
are moving to the optical layer. The foremost of them are routing, switching and network
restoration. High-speed mesh restoration becomes a necessity, and this is made possible by doing
the restoration at the optical layer using optical switches. Such restorations can be performed
within a duration of 50 to 200 msec, compared to minutes to tens of minutes taken in traditional
mesh restoration architectures of today.
2.3.3 Provisioning Restorable WDM Mesh Networks
In this section, we describe the design methods proposed in the literature for provisioning
restorable single and multi-fiber networks. These design methods attempt to minimize the
number of fibers in a link assuming that the number of wavelengths in a fiber is fixed. For small
networks, the problem can be formulated as an integer linear programming (ILP) problem. For
large networks, heuristic algorithms, that can yield reasonably good results can be used. The
problem of provisioning restorable single-fiber networks without wavelength conversion has been
dealt with [32,57]. ILP formulations for three different proactive restoration methods i.e., dedi-
cated backup reservation, path-based restoration allowing backup multiplexing, and link-based
restoration using backup multiplexing were developed [32]. The objective was to minimize the
number of wavelengths used on the links. Capacity utilization for path and link-based pro-
tection schemes for interconnected rings, with a random traffic demand was also computed.
The problem of provisioning restorable single-fiber networks with wavelength conversions has
been dealt with [58]. The problem was formulated as an ILP problem, where the objective
was to minimize the weighted number of wavelengths required. Failure independent path-based
restoration was used. Provisioning restorable multi-fiber networks was considered in [30]. Two
schemes, virtual wavelength path (VWP) and wavelength path (WP), were proposed. They
had assumed the presence of wavelength interchange and wavelength selective cross-connects,
respectively. Both schemes were proactive, path-based and failure dependent, employing backup
multiplexing. Here, the objective was to reduce fiber requirements.
Provisioning multi-fiber wavelength selective networks was considered in [31]. The approach
used was proactive, failure dependent path-based, employing backup multiplexing. Two iterative
design methods, independent and coordinated design, were developed. Here, the objective was
to minimize the network cost. Provisioning multi-fiber networks for wavelength converting
and wavelength selective networks was dealt with [59]. Three proactive restoration methods
were proposed. These methods were path-based failure independent method, path-based failure
dependent method, and link-based method. It has been shown that spare capacity requirement
is the least in case of failure dependent path-based restoration followed by failure independent
path-based restoration and link-based restoration in that order [59]. In case of path-based
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restoration in wavelength selective networks, two methods were considered. In method-1, the
same wavelength was used for both primary and backup lightpaths. In method-2, the backup
lightpath may use any wavelength independent of its primary lightpath.
Unlike static traffic demand, dynamic traffic demand requires computationally simpler al-
gorithms. As the connection requests arrive one by one, the objective of a dynamic routing
algorithm is to select the best primary-backup lightpath pair for each request so as to improve
the average call acceptance ratio. Some dynamic routing algorithms for fault-tolerant routing
in WDM networks have been recently proposed [60–63]. The algorithms proposed in [61] uses
backup multiplexing. Two algorithms have been presented, namely, the primary dependent
backup wavelength assignment (PDBWA) and the primary independent backup wavelength as-
signment (PIBWA). While PDBWA assigns the same wavelength to a primary and its backup
lightpath, PIBWA does not impose such restrictions on wavelength assignments. Both the algo-
rithms are pro-active and use failure independent path based restoration. The main idea here
is to choose the primary-backup lightpath pair that requires the minimum wavelength channels.
Results show that the usefulness of backup multiplexing increases as the network connectivity
increases.
Primary-backup multiplexing is used to reduce the blocking probability [60]. This is also
a pro-active path based restoration approach. Here, the objective is to improve the average
call acceptance ratio while allowing an acceptable reduction in the restoration guarantee. In
this work, a wavelength channel is allowed to be shared by a primary lightpath and one or
more backup lightpaths. Two on-line routing and wavelength assignment algorithms have been
presented - static method and dynamic method [63]. The static method is used to establish
primary and backup lightpaths such that once a route and wavelength have been chosen, they
are not allowed to change. On the other hand, dynamic method allows for rearrangement of
backup lightpaths, i.e., both route and wavelength chosen for a backup path can be shifted to
accommodate a new request. Both the methods are based on dedicated path protection scheme
and, in both the methods, primary paths are not allowed to rearrange. Contrary to intuition,
the results show that static strategy performs better than dynamic strategy in terms of number
of connection requests satisfied for a given number of wavelengths. A dynamic rerouting scheme
in case of fault occurrence for WDM all-optical networks has been proposed in [62].
Recently, there has been considerable interest in carrying IP over WDM networks in an
efficient manner. This is because the rapid pace of development in WDM technology is now be-
ginning to shift the focus more toward optical networking and network level issues. Survivability
provisioning in optical MPLS (multi protocol label switching) networks has been considered [64].
Some methods to detect and isolate faults such as fiber cuts and router failures have been pro-
posed [65]. Supporting three classes of service, viz. full protection, no protection, best-effort
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protection have been presented [66]. Two approaches in routing best-effort traffic were consid-
ered: 1) all connections are accepted and the network tries to protect as many connections as
possible and 2) a combination of unprotected and protected connections are accepted and the
goal is to maximize the revenue. Comprehensive surveys of the protection/restoration schemes
are available in the literature [23,24,67, 68].
2.3.4 Failure Detection and Recovery
When a failure occurs at the physical layer, the lightpaths that are affected or interrupted have
to be restored as soon as possible so that higher layers do not see the failure and do not start
their own restoration mechanisms. The fault management performs several functions:
1. Fault detection–to know whether there is a fault in the network or not
2. Fault location–to know which is (are) the components(s) that has (have) failed and caused
the received alarms
3. Fault isolation–so that network can continue to operate, which is the fast and automated
way to restore interrupted connections
4. Rerouting–that minimizes the impact of a fault by restoring the interrupted connections
using spare equipment
5. Replacement of failed components
Failure recovery is done in three phases, viz. failure detection, failure reporting, and protection
lightpath activation or lightpath rerouting. The time taken to re-establish the lightpath is equal
to the sum of the time taken by each of the above three phases, and is called failure recovery
delay. This delay is crucial to many mission-critical and real-time applications and has to be
minimized.
The nodes adjacent to the failed link can detect the failure by monitoring the optical signal
characteristics (such as delay, jitter, BER) [69] and power levels on the links [65, 69]. ITU [70]
has given guidelines on how to measure the signal quality in all-optical networks. Equipment
for monitoring the optical signal characteristics is either global or individual (some examples
are electrical spectrum analyzer–MS2665C, optical spectrum analyzer–MS9720A, and network
tester–ANT-20). A survey of fault detection and location methods in all-optical networks can
be found [69]. After failure detection, the end nodes which have detected the fault will report
it to the concerned end nodes. This is called failure reporting. Failure reports are sent in both
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directions: towards the source and the destination nodes. After the failure report reaches certain
nodes, the protection path is activated by those nodes and is called protection path activation.
Failure reporting and protection path activation need to use control messages. Control messages
carry connection identifier and lightpath information. For carrying these control messages a
real-time control channel (RCC) [71] was assumed, where a dedicated channel is established and
maintained for sending control messages.
2.4 Differentiated QoS for Survivable WDM Optical
Networks
The two primary measures of dependability are reliability and availability. Reliability of a
resource (or component) is the probability that it functions correctly (potentially despite faults)
over an interval of time. Whereas, availability of a resource (or component) is the probability
that it is operational at any given instance of time. Reliability of a connection is the probability
that enough resources reserved for this connection are functioning properly to communicate
from the source to the destination over a period of time. Availability of a connection is the
probability that enough resources reserved for this connection are available to communicate from
one node to the other at any given instance of time. Reliability/availability has a range from 0
(never operational) to 1 (perfectly reliable). It is assumed (with reasonable justification) that
reliability/availability comes at cost. Therefore, a more reliable/available connection comes at
a greater cost. However, the relation between cost and reliability/availability may not be linear.
In optical networks, the following protection alternatives, also known as reliability of service
(RoS), classes have been considered [72]:
• Guaranteed protection
• Best effort protection
• Unprotected connections
• Preemptoble connections
A framework to support the above RoS classes in connection oriented networks has been
presented [73]. Many research efforts has widely studied the guaranteed and unprotected con-
nections. But, the grade of service for best effort and preemptoble connections has recently been
quantified. In the following, we present a brief survey of these methods which tries to include
all the service classes on a continuous spectrum of protection grades.
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2.4.1 Reliability of Service (RoS) Grades
The notion of quality of service (QoS) has been proposed to capture qualitatively and quantita-
tively defined performance contract between the service provider and the end user applications.
The goal of QoS routing is to satisfy requested QoS requirements for every admitted call and
achieve the global efficiency in resource allocation and average call acceptance ratio by suitably
selecting the network routes and wavelengths. The QoS requirements of a connection can be
given as a set of constraints, which can be link constraints or path constraints; and can be ad-
ditive metrics or multiplicative metrics. For unicast traffic, the goal of QoS routing is to find a
route and wavelength that meet the requirements of a connection between the source-destination
pair. In this thesis we consider only unicast traffic. Service differentiation in survivable WDM
networks can be provided in many dimensions with any of the following QoS parameters—
reliability, availability, protection bandwidth, recovery time, and recovery bandwidth. In this
section we explain various paradigms such as differentiated reliability (DiR), quality of protec-
tion (QoP), and quality of recovery (QoR); which are aimed at achieving service differentiation
in survivable WDM networks.
Consistent with [72], we define the protection alternatives discussed earlier as the protection
classes; whereas, the continuous set of protection levels are called as protection grades to make a
distinction between the two approaches. The reliability of grades can be classified in many ways.
There are different paradigms proposed in the literature. They are broadly classified as prob-
abilistic schemes—which provide probabilistic guarantees on any one of reliability, availability,
etc., and absolute schemes—which provide absolute guarantees on one of the QoS parameters
such as recovery time, protection bandwidth, recovery bandwidth, recovery success ratio. The
service differentiation can be provided at the time of protection or dynamic restoration. Based
on this criteria these schemes are further classified into QoP methods and QoR methods.
2.4.2 Importance and Estimation of Reliability
The fiber reliability from the point of view of loss variation for various cable-environment param-
eters (for example, temperature, humidity, and radiation) has been studied [74]. Even though
the majority of fiber failures reported have been due to external factors such as dig-ups, fire, etc.,
a few failures reported have also been due to strength loss of the fiber itself. However, despite
the low probability of fiber failure, the associated economic risk is appreciable because of 1) the
high cost of the fiber repair or replacement, 2) large volumes of data passing through optical
networks, and 3) deployment of the micro-electro-mechanical system (MEMS) optical switches
which work based on the rotation of the mirrors, whose reliability is particularly important.
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The reliability of optical fiber used in certain biomedical applications is extremely important
because failure of the fiber during use might be fatal for the patient. Because of this type of
applications, long-term reliability is an important factor for practical use of fiber. At the initial
stages of provisioning the network, the network provider can use the reliability information
provided by the component vendors and available failure statistics of the optical components
used in the network. As time goes by, he can also estimate the failure probability based on past
experiences. So, after some years of experience, we can use the estimated failure probability
before establishing the lightpath.
2.4.3 Differentiated Reliable (DiR) Connections
Recently there has been considerable interest in providing various reliability classes to include
all the service classes on a continuous spectrum of protection grades. The problem of providing
reliable connections in optical ring networks has been considered [75]. In this, given the occur-
rence of a single failure in the network, the failure probability of link under consideration (i, j)
is considered as Pf (i, j). It was assumed that the probability of having a single failure has been
given; then the failure probability of each link is normalized to the probability of having a single
failure in the network. For uniform distribution of failures across the link, the failure probability
of a link (i, j) is then Pf (i, j) = 1/|E|, ∀(i, j) ∈ E, where E is the set of links in the network.
As the failure of different links is mutually exclusive and disjoint under the single link failure
assumption, the failure probability of a path is given by the sum of the failure probabilities of
all the links along the path.
In DiR scheme, each connection is assigned a maximum failure probability (MFP) and is
determined by the application requirements but not by the protection mechanism. A connec-
tion with MFP(c) is characterized as a connection in reliability class c and indicates that, in
the event of a component failure it will sustain with a probability of 1-MFP(c) under single
failure assumption. Each connection is then routed and assigned wavelengths in such a way that
the MFP requirement is met. The low-priority class connections are assigned protection wave-
lengths used by the high-priority class connections. But, in case of failure, a high-priority class
connection is allowed to preempt a low-priority class connection if the latter is using protection
resources dedicated to the former.
As an example consider Figure 2.2 with uniform failure distribution. Assume that the high-
priority class connection (hp, between nodes 1 and 4 with the shortest path, 1 − 7 − 4) must
be 100% protected. So it is assigned a protection path (hb, 1 − 2 − 3 − 4). The low-priority
class connection (hl, 2− 3− 4− 5− 6) reuses the protection wavelengths assigned to the high-
priority class connection on links (2, 3) and (3, 4). The failure probability of the low-priority class
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connection is thus given by Pf = Pf (2, 3)+Pf (3, 4)+Pf (4, 5)+Pf (5, 6) (failure probability of the
unprotected links of the low-priority class connections), plus Pf (1, 7)+Pf (7, 4) (the probability
of being preempted by the high-priority class connection).
2.4.4 DiR Applied to Design of Optical Ring Networks
In [75] DiR has been applied to design of optical ring networks. The objective is to find the
routes and wavelengths used by the lightpaths in order to minimize the ring total wavelength
mileage, subject to guaranteeing the MFP requested by the connection i.e., the problem is
considered as provisioning problem and is called as DiR design problem. A greedy algorithm,
Difficult-Reuse-First (DRF), to sub-optimally solve the DiR design problem in WDM rings has
been presented [75]. In DRF, the connection requests are classified into two sets, namely, the set
of demands that require the protection (PSet) and the set of demands that do not require the
protection (NPSet). For all the connections in the PSet, working lightpaths are routed using
shortest paths in terms of number of hops and protection lightpaths are routed in opposite
direction (in a ring only two disjoint routes exist between any node-pair). The demands in the
NPSet are sorted in increasing order according to the difference X = (MFP (c)−mfpsd) ≥ 0,
where mfpsd is the minimum failure probability path between the nodes s and d. The value
X indicates the excess of reliability provided to the demand, if a new wavelength is added to
all the links along the minimum failure probability path. Now the algorithm looks for ways
to reduce (but not below zero) the excess reliability offered to the connection by reusing the
already provisioned protection wavelengths in place of the newly added wavelengths. For doing
this in an efficient manner the authors have proposed to construct an auxiliary graph from the
original graph. The demands under consideration is routed using shortest path algorithm on the
auxiliary graph. Here, the link weights used by shortest path algorithm is a linear combination
of link length and link failure probability.
As expected, the simulation results show the potential advantage of the proposed scheme
in terms of overall network costs when considering the reliability requirements. Several perfor-
mance metrics are used to evaluate the performance—total wavelength mileage, total protection
wavelength mileage, total reused mileage, and failure probability distribution. As the reliability
requirement becomes less stringent the required total mileage decreases. This is mainly due to
1) the protection wavelength mileage required to fulfill the requested reliability degree is reduced
and 2) reuse of protection wavelengths is improved. The proposed approach also differentiates
connections with different reliability requirements; whereas the shortest path routing is not able
to differentiate the connections with different reliability requirements.
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Figure 2.2: Illustration of preemption mechanism
2.4.5 DiR Applied to Shared Path Protection in Optical Mesh Networks
The concept of DiR is extended to shared path protection in arbitrary mesh networks [76].
With the combination of DiR and shared path protection we can expect reduction in the total
network cost, as both aim at reducing the network cost by using the resources in an efficient
manner. A two-step algorithm based on simulated annealing is proposed to minimize the cost
of the network. The algorithm searches for the primary and the backup paths to be assigned to
each demand under the single failure assumption. In the first step, the algorithm assigns routes
and wavelengths to all the connection demands allowing the sharing of backup resources to
provide 100% reliability to all the demands. In the second step, it tries to reduce the reliability
of the connection demands to the required level of reliability. Simulation results show that the
proposed algorithm allows to reduce the network cost in a way that is inversely proportional to
the reliability required by the demands.
2.4.6 Quality of Protection (QoP)
A unified paradigm, to include all the service classes on a continuous spectrum of protection
grades, has been presented [72]. QoP is defined as the probability with which the connection will
survive upon a failure. There are many motivations for having continuous range of protection
grades. Firstly, 50% of bandwidth is wasted in SONET rings in order to provide 100% protection
to the traffic. Due to the huge costs of the WDM equipment, the future WDM networks are
expected to be sparser. In case of sparse networks, even mesh protection requires huge amount
of protection bandwidth. Secondly, the Internet traffic is often more sensitive to reliability and
furthermore most of the failures observed are at the IP layer and cannot be recovered at the
optical layer.
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2.4.7 Design of Logical Topologies with QoP
In QoP scheme, each connection C is associated with a QoP grade −1 ≤ Q(C) ≤ 1. Q(C) ≥ 0
means that the connection is survivable, while Q(C) < 0 means that the connection is preempt-
able. In general, different protection classes are mapped to different QoP grades as
1. Q(C) = 1: guaranteed,
2. 0 < Q(C) < 1: best-effort,
3. Q(C) = 0: unprotected,
4. −1 < Q(C) < 0:preemptoble, and
5. Q(C) = −1: unused channel.
In this model, upon a failure each survivable connection is guaranteed to have a deterministic
reduced protection bandwidth RSB(C) = SP (C).B(C), where B(C) is bandwidth required
for the connection and SP (C) is reduced bandwidth available for the connection. In the same
way, upon a failure, each preemptoble connection is guaranteed to have at most a reduced
working bandwidth RWC(C) = PP (C).B(C), where PP (C) represents reduction of working
bandwidth in case of failure. Still many problems are open to further research in defining the
efficient algorithms for choosing which survivable connections to protect and which preemptoble
connections to drop. The concept of QoP has been applied to ring and mesh networks [72].
2.4.8 Design of Logical Topologies with QoR
Several heuristic algorithms for the design of logical topologies with QoR requirement for every
node-pair in terms of recovery time is presented [77]. In this scheme, highest priority class
guarantees minimum failure recovery time and is represented byQoR1. Whereas, QoR∞ provides
no lightpath protection and the recovery is left to the higher layers. In general, QoRn guarantees
the maximum recovery time associated with the class n. The recovery time (RT) of class n is
given by RT (QoRn) = α+ β ∗ f(n), where α = QoR1 is the minimum recovery time, β = SW ,
step-width of RT and f(n) = n − 1. But in general, all these parameters are based on the
network topology and connectivity and is decided by the network administrator.
For a given network topology, there may be no disjoint route that can be used for backup
lightpaths and can guarantee the maximum recovery time specified by the QoR class. As an
example, assume that there are two routes from the source node to the destination node. Assume
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that the propagation delay of the primary route is 30 ms and that of the full backup route is
35 ms. In this situation if the source-destination pair requires a QoR class with a maximum
recovery time of 25 ms, no route can provide the required RT. To provide QoR as described
earlier, a primary lightpath P is divided into several segments and protected by several backup
lightpaths Bx (1 ≤ x ≤ H), where H is number of hops, individually, in such a way that the
maximum RT of each backup segment does not exceed a threshold value. In this method the
maximum recovery time for primary lightpath P is RTmax(P ) = max{RTx, 1 ≤ x ≤ B}.
Three heuristic algorithms namely, first-fit, max-shared, and layered graph are presented
in [77]. The objective of logical topology design here is to minimize the number of wavelengths
required when the traffic matrix and QoR requirements for each node-pair are given. In all
the three heuristics, the node-pairs are sorted based on the QoR requirements; then routes
and wavelengths are assigned in the descending order of the QoR requirements. The backup
routes for different segments are computed using shortest path algorithm and the wavelengths
assigned to the backup paths are the same as the wavelengths assigned to the primary path. The
performance of the different heuristic algorithms is evaluated by running simulation experiments
on NSF network. When QoR requirements are high, more number of backup lightpaths need to
be configured in the network to offer required QoR and the layered graph heuristic algorithm
finds primary and backup lightpaths in such a way that wavelength resources are used efficiently
when compared to the other heuristics algorithms.
2.4.9 Dynamic Routing with Partial Traffic Protection
A scheme has been proposed to support QoS via providing differentiated reliability services,
where only a fraction α of data is protected [78]. In this when a connection request arrives, the
edge router (ER) begins a path selection process for the working path. First the edge router
tries to allocate the flow to the existing lightpaths if the lightpath with enough available capacity
exists. If there is no lightpath available with enough bandwidth, the routing and wavelength
assignment process is invoked. After assigning the lightpath to the primary path, the same
procedure is repeated with the link disjoint path with the amount of bandwidth required taken
as the fraction α of the primary path. The performance of the proposed scheme is evaluated on
a 14-node NSF network. The fraction α is set to 0.7. Thus the bandwidth of the protection path
is only 70% of the primary path. As the amount of bandwidth required for the backup path is
only a fraction of the primary path, the scheme outperforms the 1:1 protection with respect to
blocking probability and resources reserved for backups.
We now explain with an example of how to apply the QoP scheme to different connec-
tions. Consider Figure 2.2 with 3 connection requests, C1, C2, C3 with source-destination pairs,
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(1, 3), (2, 4), (1, 7) respectively. Assume that the capacity of each wavelength is 10 Gbps and
all the connections require only a 3 Gbps for primary paths. Primary paths chosen for the
connections are 1− 2− 3, 2− 3− 4, and 1− 7, respectively. Backup paths for the connections
are 1−7−4−3, 2−1−7−4, and 1−2−3−4−7, respectively. Assuming that each connection
requires only 50% of data to be protected, i.e., α = 0.5; the primary bandwidth required on the
links (1, 2), (2, 3), (3, 4), (4, 5), (5, 6), (1, 7), and (7, 4) is 3, 6, 3, 0, 0, 3, and 0 Gbps, respectively.
Similarly, the protection bandwidth required is 3, 1.5, 3, 0, 0, 3, and 4.5, respectively.
2.4.10 Dynamic Quality of Recovery (QoR)
If the service differentiation is provided in the dynamic restoration methods, it is called quality
of recovery. The QoS parameters in recovery can be, recovery time–the time between occurrence
of a failure and recovery [77,79], recovery success probability–probability that the failed connec-
tion is recovered [79], and bandwidth degradation–the amount of traffic recovered [78]. In the
following, we explain the methods of providing service differentiation at the time of recovery.
2.4.11 DiR Applied to Dynamic Restoration Schemes
The concept of DiR can be extended to dynamic restoration schemes in which upon failure oc-
currence, a search is initiated for finding backup lightpath which does not use failed components.
Several connections may fail because of a component failure or fiber cut. Consequently all the
disrupted connections may look for spare resources concurrently, resulting in contention during
recovery. Preemption policies can be used to resolve the contention and to provide service dif-
ferentiation in terms of recovery time and recovery success probability. Service differentiation,
in both the recovery success probability and the recovery time, is accomplished by using three
preemption policies–restoration preemption (RP), working preemption (WP), and restoration
and working preemption (RWP) [79].
In RP, restoration attempts made by high-priority connections can preempt channels already
reserved by backup routes chosen by low-priority connections, forcing low-priority connections
to choose an alternative backup. In WP, restoration attempts made by high-priority connections
can preempt channels already reserved by primary routes chosen by low-priority connections,
forcing low-priority connections to activate the restoration procedure to find a backup route.
In WP, connections that are not directly disrupted by the fault may be indirectly disrupted by
preemption. RWP is a combination of the RP and WP. The choice of which preemption policy
to use by high-priority class connection depends on a network-wide probabilistic parameter,
δ. When resource contention occurs, the restoration attempt of high-priority connection first
applies RP; if it fails, a second attempt with a probability δ is made using WP.
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A restoration protocol with the preemption policies has been presented to recover the dis-
rupted connections [79]. Three performance metrics—restoration blocking probability, recovery
time, and the failure propagation ratio (failure propagation of class I is the ratio between pre-
empted primary connections to the connections disrupted by a link failure)—are used to evaluate
the performance of the proposed scheme. Simulation experiments are conducted on NSF net-
work. Simulation results show that RP and WP preemption policies are able to differentiate
both restoration blocking probability and restoration time. However, RP is not able to differ-
entiate between class1 and class0 connections in terms of both restoration blocking probability
and recovery time. Whereas WP is not able to distinguish between class1 and class2 connections
in terms of both restoration blocking probability and recovery time. In contrast to both RP
and WP, RWP permits to achieve the differentiation of different classes in terms of both the
restoration blocking probability and the recovery time and also the possibility to minimize the
FPR by choosing appropriate value of network-wide probabilistic parameter, p.
2.4.12 Applying QoP Concepts in QoR
In general, all the methods discussed in QoP can be used with the recovery methods where there
is no a-priori reservation of backup resources. In this method, after a failure, all the disrupted
connections are restored with different QoS parameters. One kind of service differentiation can be
achieved in the amount of data protected. In case of failure, instead of recovering 100% data, we
can differentiate the connections based on the recovery bandwidth. The concept of QoP [72] can
be extended to provide different reduced working bandwidth and reduced protection bandwidth
respectively to survivable and preemptable connections. The concept of QoP with different
recovery times [77], can be combined with restoration methods to provide different recovery
times after a failure.
2.4.13 Differentiated QoS in IP-over-WDM Networks
The IP/WDM networks may adopt either a peer model or an overlay model. In the peer model,
a label switch router (LSR) and an OXC are together treated as a single network element. In
this model, OXCs and LSRs freely exchange all the information, and run the same routing and
signaling protocol, i.e., the topology perceived by the layers is a single integrated IP/WDM
topology, with the lightpaths viewed as tunnels. In the overlay model, the IP layer and optical
layer are managed and controlled independently. There exist two distinct control planes, each
corresponding to a different layer. The ingress edge LSR requests the optical core to set up a
lightpath to the egress LSR through the user network interface (UNI).
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It is much more efficient and more cost effective to aggregate or multiplex lower rate clients
into a single, higher capacity wavelength channel. Such techniques have been termed as traffic
grooming or sub-rate multiplexing or sub-wavelength multiplexing [80–85]. Sub-rate multi-
plexing (traffic grooming) allows to use bandwidth more efficiently. On the other hand some
services (like virtual private network) may require dedicated wavelengths. Service providers can
offer optical leased (λ’s) lines by providing dedicated wavelengths to customers. This new and
revolutionary type of service delivers enhanced flexibility to customers because of the bit rate in-
dependence of the wavelength service. Efficient grooming of traffic from lower rate clients can be
done with one of the existing methods [80–85]. Several techniques are also proposed to groom
traffic at the higher client layers because 1) all-optical wavelength conversion and all-optical
grooming devices are not commercially available presently and electronic methods can be used
to incorporate these features into the network [83–85] and 2) it is very likely that networks of
near-future will employ a hybrid, layered architecture, using both electronic switching and wave-
length routing technologies [83–85]. In this thesis we consider the survivability requirements at
lightpath level and develop efficient algorithms for fault-tolerant lightpath routing.
In IP/WDM networks, both the peer and overlay approaches can be used for traffic engineer-
ing. The traditional IP networks employ routing algorithms such as OSPF which are insensitive
to the dynamically changing traffic flows. The IP/WDM networks can use traffic engineering
capabilities of GMPLS protocols to provide service differentiation. For example, the GMPLS
constraint-based routing can find paths that satisfy certain specifications subject to certain con-
straints [86]. The GMPLS control plane supports not only packet switching, but, also time-slot
switching, lambda switching, and also switching in space domain. In GMPLS-capable networks,
label switched paths (LSPs) at sub-lambda bandwidth granularity could be created between
edge LSRs. A number of such LSPs can be aggregated onto a lightpath. Differentiated QoS can
be provided at LSP level or at lightpath level. The various methods presented in this chapter
for providing differentiated QoS can be suitably modified to provide differentiated QoS at LSP
level. As GMPLS supports both InteServ and DiffServ, we can define many service classes.
Several research efforts have been dedicated to the study of differentiated survivability mech-
anisms at optical layer. Many standardization bodies, such as IETF, are working on shared
protection mechanisms and fast recovery mechanisms. But, it still remains the need for fo-
cused research on the inter-working, coordination, and functionality partitioning of these service
differentiation mechanisms in multi-layer networks.
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2.5 Summary
This chapter presented a brief survey of several routing and wavelength assignment algorithms
available in the literature. These algorithms differ in their performance (connection blocking
probability), computational complexity, and the kind of network control assumed. Almost all
the routing problems in WDM optical networks contain RWA problem as a subproblem. We
then discussed various traffic models, namely, static traffic model, dynamic traffic model, and
scheduled traffic model. We then presented a brief survey of the problem of network provisioning
and survivability in WDM optical networks. The performance results can be summarized as
follows: The restoration time for the reactive methods is longer and also the restoration is not
guaranteed when compared to the pro-active methods. However, in the absence of failures,
the resource utilization is more efficient in reactive methods. While the link based methods
result in shorter restoration time compared to the path based methods, they do not utilize
the resources efficiently. The failure dependent pro-active path based methods utilize resources
efficiently when compared to the failure independent methods. However, they are more complex.
Employing backup multiplexing technique results in significant performance improvement when
compared to dedicated backup reservation. In a dynamic traffic environment, pro-active methods
employing primary-backup multiplexing technique yields significant improvement over backup
multiplexing, at the expense of reduction in restoration guarantee.
For potential use of huge bandwidth provided by the next generation IP-over-WDM networks
service providers should support different applications. Different applications/end users need
different levels of fault-tolerance and differ in how much they are willing to pay for the service
they get. In this chapter we have presented a survey on various service differentiation schemes
in survivable WDM optical networks. We have explained the algorithms used by these schemes,
discussed their performance and how they achieve the service differentiation. We have explained
the concepts of differentiated reliable connections, quality of protection and quality of recovery.
Though the goals of all these methods are to satisfy the requested QoS parameters for every
admitted call and to achieve global efficiency, the metrics used, the scenarios they applied to, and
the assumptions about the traffic demands are different. QoP and QoR are two other paradigms
which mainly try to provide service differentiation by protecting data at different granularities





Wavelength division multiplexed (WDM) networks have matured to provide, scalable data cen-
tric infrastructures, capable of delivering flexible, value added, high-speed and high-bandwidth
services directly from the optical (WDM) layer. But, providing fault-tolerance at an acceptable
level of overhead in these networks has become a critical problem. Several methods exist in the
literature which attempt to guarantee recovery in a timely and resource efficient manner. These
methods are centered around a priori reservation of network resources called spare resources
along a protection path. This protection path is usually routed from source to destination along
a completely link disjoint path from the primary path. In this chapter, we propose an efficient
scheme to select routes and wavelengths to establish dependable connections (D-connections),
called segmented protection paths. Our scheme does not insist on the existence of completely
disjoint paths to provide full protection.
We conduct extensive simulation experiments to evaluate the effectiveness of the proposed
scheme on different networks and compare with existing methods. The experimental results
suggest that our scheme is practically applicable for medium and large sized networks, which
improves average call acceptance ratio, number of requests that can be satisfied and helps in
providing better quality of service (QoS) guarantees such as bounded failure recovery time,
propagation delay, and bit-error rate (BER) without any compromise on the level of fault-
tolerance in a resource efficient manner for a given number of wavelengths and fibers. In this
work we concern ourself with providing full (dedicated) protection for different connections as
requested, without insisting on the availability of a link disjoint end-to-end protection path, in
a resource efficient manner.
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The rest of the chapter is organized as follows. In Section 3.2, we provide the motivation
for our work. In Section 3.3, we describe the concept of segmented protection paths. In Section
3.4, we discuss route selection and wavelength assignment. We describe failure detection and
recovery procedures in Section 3.5. In Section 3.6, we address the scalability issue of our scheme.
In Section 3.7, we look at delay increment and bit-error rate after segmented protection path
activation and present arguments as to why our method should perform better. In Section 3.8,
we present numerical results from the simulation experiments. Finally, we conclude this chapter
in Section 3.9.
3.2 Motivation
The motivation behind our work is based on several facts which are detailed below:
• In conventional approaches to fault-tolerance [30–32, 57–63, 66, 71], end-to-end protection
lightpaths are provided, and they are able to handle any component failure under the single
link failure model. In the single link failure model only one link in the whole network is
assumed to fail at any time. End-to-end detouring has additional requirement that for a
call to be accepted it is essential to find sufficient resources along two completely (node)
disjoint paths between source-destination pair.
• Even when there are two disjoint routes in the network between the source-destination
node-pair, it is possible for the primary lightpath to be routed (along the shortest hop path
or minimum delay path) so that there cannot exist an end-to-end protection lightpath.
• The end-to-end method of establishing protection lightpaths might be very inefficient for
delay critical applications such as the online video which require that not only the primary
paths but also the protection paths have delay along them within specified bounds. Hence,
it is possible that no protection lightpath found from the source to the destination has its
delay within the permissible limit from the shortest path delay between them, despite the
network having considerable amount of free resources (wavelengths).
• The local detouring method leads to inefficient resource utilization as after recovery, the
path lengths usually get extended significantly.
• Handling node failures is very difficult in local detouring, i.e., link-based recovery.
Recently, there has been a lot of interest in providing protection paths to primary paths
in a resource efficient manner, by dividing the primary into number of segments and providing
protection paths to each segment independently. The concept of segmented protection paths
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was proposed in [87], which provides a trade-off between local and end-to-end detouring in
networks with connection oriented services. Local detouring reroutes the traffic around the
failed component, while in end-to-end detouring a protection path is selected between the end
nodes of the failed primary lightpath. In [87], primary path is divided into a number of segments
and provide a protection path to each segment. The concept of segmented protection paths was
extended to WDM networks with wavelength continuity constraint in [88]. The study in [89–95]
takes similar approach to that in [87, 88]. In this work we propose an algorithm to find the
protection segments (where the number of protection segments is not fixed unlike in [87, 88])
and prove that the complexity of the segmented protection path selection algorithm is indeed
same as the shortest path algorithm. We also prove 1) whenever there exist two disjoint paths
between a source and destination in a network then segmented protection path exists for any
primary path chosen between them, while end-to-end protection paths are not guaranteed to
exist and 2) the segmented protection path generated by the segmented protection path selection
algorithm is the minimum segmented protection path. In the next section we explain our concept
of segmented protection paths.
3.3 Concept of Segmented Protection Paths
In our scheme of segmented protection paths, we find protection paths for only parts of the
primary path. The primary path is viewed as smaller contiguous segments, which we call primary
segments as shown in Figure 3.1. We find a protection path for each primary segment, which
we call protection segment, independently. Collectively all the protection segments are called as
segmented protection path. Figure 3.1 illustrates these terms, where primary path with 8 links
is shown. Links of primary path are numbered 1 through 8 while those of segmented protection
path are named A through J . All the intermediate nodes on the primary path are denoted by
N1 to N7. The primary path has 3 primary segments each of which has a protection segment
covering it. The first primary segment spans links 1 to 3 and its protection segment consists of
links A to C and covers the first primary segment. The second primary segment spans links 3
to 6 and its protection segment spans links D to G and covers the second primary segment. The
third primary segment spans links 6 to 8 while its protection segment spans links H to J . All
these 3 protection segments together constitute the segmented protection path for this primary
path. Note that successive primary segments of a primary overlap at least by one link. When
a component in a primary segment fails, the data is routed through the protection segment
activated rather than through the original path, only for the length of its primary segment as
illustrated. If only one primary segment contains the failed component, the protection segment
corresponding to that primary segment is activated, as shown in Figure 3.1(a), for the failure
of link 5. If two successive primary segments contain the failed component, then any one of the
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Figure 3.1: Illustration of segmented protection paths
two protection segments corresponding to the primary segments is activated, as shown in Figure
3.1(b), for the failure of link 6. It is to be noted that end-to-end protection scheme is a special
case of the segmented protection scheme when the number of segments is equal to one. We now
show the advantages of segmented protection scheme over end-to-end protection scheme with
simple examples.
Consider Figure 3.2. Suppose that a dependable connection is to be established between
N26 (source) and N5 (destination). With the primary path routed as shown in the figure,
along one of the shortest paths between them, there may not exist an end-to-end protection
path but a segmented protection path exists. Another example is shown in Figure 3.3 over
USANET network. For a dependable connection to be established between nodes 24 (source)
and 18 (destination), if the primary path is established along the unique shortest path between
them, it is easy to see that there cannot exist an end-to-end protection path but there will be a
segmented protection path as shown in the figure.
We illustrate yet another advantage of segmented protection paths in Figure 3.2. Suppose
that a dependable connection is to be established between N19 (S2) and N11 (D2). The
primary path, end-to-end protection path, and segmented protection path are routed as shown.
We can see that while the end-to-end protection path requires 8 hops, all the protection segments
together require only 7 hops, hence lesser resource reservation. Since end-to-end protection path
is a special case of segmented protection path we can safely say that the shortest segmented
protection path, which we define as the segmented protection path for which the sum of the hop
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Figure 3.3: No end-to-end protection path exists but segmented protection path exists
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Figure 3.4: Segmented protection paths are more flexible for routing than end-to-end protection
paths
counts of all its protection segments is minimum, results in better spare resource reservation
than end-to-end protection path. However, selection of the intermediate nodes (nodes where
the protection segments meet or terminate on the primary path) for the shortest path poses
an interesting problem. We present an algorithm to select this shortest segmented protection
path in a later section and show that its complexity is same as that of any shortest path finding
algorithm.
We now demonstrate how the segmented protection paths offer more flexibility in providing
D-connections through Figure 3.4. Assume that each link on the mesh has only one wavelength.
There are 2 dependable connections to be established: N19 (S1) to N10 (D1) and N21 (S2)
to N12 (D2). The primary lightpaths (shortest paths) of these connections are shown in the
figure. It is not possible to establish end-to-end protection lightpaths for both the connections
as both the protection lightpaths contend for the wavelength along the link from N15 to N16.
However, segmented protection lightpaths can be established as shown in Figure 3.4. We could
have also taken an end-to-end protection lightpath for one of the connections and a segmented
protection lightpath for the other.
We now illustrate through Figure 3.5, how when resource sharing algorithms such as backup
multiplexing are applied, the segmented protection paths result in a significant gain in spare
resources reserved. The idea of backup multiplexing is to share the spare resources reserved for
different channels in a way that does not compromise the QoS guarantees provided. A simple
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multiplexing technique under single-link failure model (explained later in detail) is to multiplex
different protection channels passing through a link whenever their corresponding primary chan-
nels do not have any components in common. In our context of segmented protection paths it
implies that two protection segments can be multiplexed whenever their corresponding primary
segments do not share anything in common. Since, primary segments are shorter than their pri-
mary paths (hence, their chance of sharing common components with other primary segments
is lesser than their primary paths), the protection segments tend to multiplex more with other
protection segments than end-to-end protection paths. This is shown in Figure 3.5.
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Primary Lightpath  2
End To End Protection Lightpath 2
End To  End Protection Lightpath 1
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Figure 3.5: Segmented protection paths are more efficient than end-to-end protection paths for
backup multiplexing
In Figure 3.5, we try to establish two dependable connections: S1 to D1 and S2 to D2. We
assume the capacities of the links are large enough to support the reservations for any number
of connections through them. Suppose the primary paths routed along the shortest paths are
chosen such that they have a common component in the form of a shared node N11 as shown
in the figure. Then their end-to-end protection paths cannot be multiplexed on the links N5 to
N6 and N6 to N12 which they share. Hence, the total spare resources to be reserved is equal to
9 (for lightpath 1) + 10 (for lightpath 2) = 19. In contrast, consider the segmented protection
paths for the two connections. The primary segment from N19 to N10 on first channel and the
primary segment from N25 to N11 on second channel do not have any shared component and
hence their protection segments can be multiplexed on links from N19 to N10 as shown. So, the
total spare resources to be reserved is 8 (for lightpath 1) + 9 (for lightpath 2) - 5 (for the links
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on which protection paths are shared) = 12. Thus we see that our scheme provides a much more
efficient way of providing fault-tolerance.
3.4 Route Selection and Wavelength Assignment
Depending on the routing policy and wavelength assignment policy used, different routing and
wavelength assignment algorithms are possible. The order in which the selection of routes and
wavelengths are made does matter. These two methods can be used in any order one after
the other or jointly. In our work, we use Dijkstra’s shortest path finding algorithm for finding
primary path as in [63, 87–90]. For finding protection path we use our proposed algorithm
segmented protection path selection explained subsequently in this section. In this section we
also discuss the wavelength assignment for primary and segmented protection paths.
It is usually desirable to use minimum delay path or minimum hop path for route selection.
This is especially true in case of delay critical real-time communication channels. In such
connections it might be desirable to have a protection path only if the protection delay increment
(i.e., the difference between delay along the protection path and delay along the primary path
it spans), is not significantly more than the primary path delay. If the network topology is
maintained at every node then a path can be found without transmitting channel establishment
messages. Several elaborate routing methods have been developed which search for routes using
various QoS metrics [96, 97]. Our interest here is in establishing the protection path for the
primary that has been selected.
Minimizing the amount of spare resources reserved while providing the required level of
fault-tolerance is the objective of any routing algorithm. Even without considering backup mul-
tiplexing, the problem of optimal routing of protection paths is known to be NP-hard as it
subsumes the following problem: Is there a feasible set of paths such that the sum of traffic flows
at each link is smaller than the link capacity, when traffic demands are given? So we are forced
to resort to heuristics. There are several greedy heuristics for selecting end-to-end protection
paths which are discussed in [23]. A simple but popular heuristic is to route the protection paths
along the least cost route in anticipation that with multiplexing there will be further reduction
in the resources reserved. For end-to-end protection paths, a shortest path search algorithm like
Dijkstra’s is enough to find the minimum cost path where the cost value for a link can be made
a function of delay, number of hops, spare resource reservation needed etc. to choose among
the multiple end-to-end paths available after removal of the components along the primary path
(to select a disjoint path). The complexity of our problem of selecting segmented protection
paths is far greater as we need to identify the intermediate nodes on the primary path where the
protection segments meet the primary. We now state and prove the following important theorem.
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Theorem 1: Whenever there exist two disjoint paths between a source and destination in a
network then segmented protection path exists for any primary path chosen between them, while
end-to-end protection paths are not guaranteed to exist.
Proof: We know that there are two disjoint paths between source vertex S and destination
vertex D in the graph G(V,E) representing the network. For any intermediate node N on a
chosen primary path (working path) W , we shall refer to the protection segment, spanning the
primary segment, in which N is an intermediate node, as a protection segment covering it. Thus,
in Figure 3.1, nodes N1 and N2 are covered by the protection segment spanning links A to C,
the protection segment on links D to G covers the nodes N3 to N5, and nodes N6 and N7 are
covered by the last protection segment. However, note that N2 is not covered by the second
protection segment spanning links D to G. We note that in order to show the existence of a
segmented protection path for a path W , it is enough to show that for every intermediate node
N on W , we can find a protection segment covering N . Then, a segmented protection path for
W can be constructed by taking the protection segments covering each of the nodes, as shown
in Figure 3.1. Note that source and destination need not be covered by any such protection
segments. However, the special case when there are no intermediate nodes (i.e., when primary
path has only one edge) has to be considered separately. In the following discussion, we use
len(W ) to denote the length of W .
In our graph G, let the two disjoint paths between S and D be denoted by W1 and W2
respectively. We give below the proof for the existence of such a protection segment for every
node on any chosen primary path W between S and D. We consider two cases:
Case 1: len(W ) = 1 (i.e., W has only one edge E). One of W1 or W2 is a segmented
protection path for W , as edge E cannot be in both W1 and W2.
Case 2: len(W ) > 1 (i.e., W has at least 1 intermediate node). As noted before, we try to
show the existence of a segmented protection path forW by showing the existence of a protection
segment covering every intermediate node. Let N be an intermediate node on W . Since W1
and W2 are disjoint, at least one of them does not contain N . Without loss of generality let us
assume that N does not lie on W1.
We claim that since (a) W and W1 have the same end points S and D and (b) N lies on W
but not on W1, a segment (a contiguous sub path) of W1 acts as a protection segment covering
N . We show it recursively.
Base Case: W and W1 are disjoint. Clearly W1 is a suitable protection segment covering the
primary segment W containing N .
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Recursive Step: Suppose W and W1 are not disjoint. Let W = S, i1, i2, . . . , ir, . . . , ik =
N, . . . , . . . , il, D, where ir denotes the rth vertex along the path. Node N is the kth inter-
mediate node on the path. Similarly, let W1 = S, j1, j2, . . . , js, . . . , jm, D, where js denotes the
sth intermediate node on the path.
Since W and W1 are not disjoint, they have a common node N ′, where N ′ = ir1 = js1 for
some r1 and s1. Clearly r1 6= k as node N /∈ W1. We define W ′ and W ′1 as follows: case (i) If
r1 < k, W ′ = ir1 , ir1+1, . . . , ik = N, . . . ,D, and W ′1 = js1 , js1+1, . . . , D. case (ii) If r1 > k then,
W ′ = S, i1, i2, . . . , ik = N, . . . , ir1 , and W ′1 = S, j1, j2, . . . , js1 .
We note that (a) both pathsW ′ andW ′1 have same end points and (b) N ∈W ′ and N /∈W ′1.
Also, len(W ′) < len(W ) and len(W ′1) < len(W1). Now, if W ′ and W ′1 are disjoint, refer base
case. If not, recursively repeat the above process till we obtain the base case. Since len(W ′) > 1,
(it always has the node N) and its length decreases by a finite amount in each iteration, the
existence of a protection segment covering N is assured. We can then generate a segmented
protection path for the chosen primary pathW by taking the protection segments of each of the
intermediate nodes along the path found above. The segmented protection path so generated
might have a lot of redundant protection segments, and might consume a lot more resources
than needed, but nevertheless, it is a valid segmented protection path. Later in this section, we
develop an algorithm for selecting more resource efficient segmented protection paths.
Hence, we can always generate a valid segmented protection path for any path between
source and destination whenever there are two disjoint paths between them in the network. One
of our design goals was to improve the average call acceptance rate, which is the fraction of
requested calls accepted at a given state of the network. Our scheme tends to improve the call
acceptance rate over end-to-end protection paths due to two main reasons. Firstly, it tends to
improve upon the call acceptance rate in situations where there exists a segmented protection
path, but no end-to-end protection path for a chosen primary path. It is important to note
that primary-protection schemes do not try to select two disjoint paths simultaneously as the
algorithm for selecting two disjoint paths is quite complex and costly compared to the shortest
path algorithm. Further, for delay critical real-time applications like video conferencing, the
primary path is preferred to be routed over the shortest delay path, and then the protection path
is chosen. For a detailed discussion about selection of disjoint paths for real-time communication
refer to [23]. However, from our result above it is clear that even if we take our primary path
along the shortest path we would always get a segmented protection path whenever the network
topology permits any two disjoint paths. We illustrated this situation with example. Secondly,
by reserving lesser amount of resources (by choosing a smaller protection path and by allowing
more multiplexing) it allows for more calls to be accepted. We try to achieve these goals by
giving the algorithm Segmented Protection Path Selection Algorithm, for finding the shortest
segmented protection path.
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3.4.1 Segmented Protection Path Selection Algorithm
Let directed graph G(V,E) represent the given network topology. Every node n in the network
is represented by a unique vertex v in the vertex set V and every duplex link l between nodes
n1(v1) and n2(v2) in the network is represented in the graph G by two directed edges e1 and e2
from v1 to v2 and v2 to v1, respectively.
Let S and D denote the source and destination nodes, respectively, in the network between
which we need to establish the D-connection. We denote a primary path (working path) in
graph G with a sequence of vertices W = S, i1, i2, ..., in, D, with S and D denoting source and
destination respectively. In order to find the shortest segmented protection path we generate a
modified graph G′ in steps 1 to 3, as follows:
We construct a weighted directed graph G′ by modifying the directed graph G as follows.
1. Every directed edge other than those along the primary path (i.e., edges between any
two successive vertices in the sequence W ) is assigned a weight given by a cost function
determined by the delay or hop count.
2. For edges along the primary path the weights are assigned as follows: Edges directed from
a vertex in the sequence W to its successor vertex are assigned a weight of infinity. It is
equivalent to removing the edges. Edges directed from a vertex in the sequence W to its
predecessor vertex are assigned a weight of zero. This is shown in Figure 3.6.
1 2 3 4                
0 0 0 0 0
8 8 88 8
S D
Figure 3.6: Primary path with edge weights in modified graph G′
3. For every edge e(v1, v2) ∈ E, such that v1 /∈W and v2 ∈ (W −S), replace e with e′(v1, v′2)
where v′2 is the predecessor of v2 in W . That is, replace every edge from any vertex v1 not
in W , directed into any intermediate vertex v2 in W , with another edge directed from v1
to v′2, the predecessor of v2.
To find the shortest segmented protection path, on the resulting graph G′,
4. Run the least cost path algorithm for directed graphs (e.g. Dijkstra’s algorithm) from the
source to destination on G′. Let the path (protection path) obtained be denoted by a
sequence of vertices P = S, i′1, i′2...., i′m, D.
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5. The segmented protection path consists of protection segments PS1, PS2, PS3, .... As we
traverse the sequence P from S to D, we generate the vertex sequences for these segments
PS1, PS2, PS3, ... one after the other (i.e., first PS1 is generated, then PS2 and so on). We
use the phrase open a segment to indicate the beginning of generation of the protection
segment, and close a segment to indicate the ending of the generation of the protection
segment. So, in our algorithm we first open PS1, generate it, close it, then open PS2,
generate it, close it and so on, till all the protection segments are generated. At any stage
of the traversal, if there is an opened protection segment being generated then it is denoted
as current protection segment. If all the opened segments are closed, current protection
segment is NULL. The vertex sequences PS1, PS2, PS3, ... are initialized to be empty when
opened. The phrase add vertex v to a sequence means the vertex is appended at the end
of the sequence.
For constructing protection segments, we traverse the sequence P (found in step 4). At
every stage of the traversal, let i′c denote the current vertex. We perform the appropriate
actions as indicated in (a) to (d) below, for every i′c. This procedure ends on reaching D.
(a) If i′c = S then open PS1 and add i′c to it.
(b) If i′c 6= ik for any k ≤ n, (i.e., i′c does not lie on W ) then
i. If current protection segment 6= NULL then add i′c to current protection segment.
ii. If current protection segment = NULL then open next protection segment and
add i′c−1 and i′c to it in that order.
(c) If i′c = ik for any k ≤ n, (i.e., i′c lies on W ) then
i. If current protection segment 6= NULL then add ik+1 to current protection seg-
ment and close it.
ii. If current protection segment = NULL do nothing
(d) If i′c = D then add i′c to current protection segment and close it.
The resulting vertex sequences define protection segments in G which form the shortest
segmented protection path for the primary path W .
We modify the network in step 3 to ensure that when the protection segments are con-
structed, successive segments overlap on at least one link of the primary path. This helps us
to take care of node failures also. Shifting the edges directed into the intermediate nodes on
the primary path to their immediate predecessors serves this purpose. We note that if we were
to take care of only link failures and not node failures then this step can be omitted from the
algorithm.
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We explain step 5 of our algorithm through an example in Figure 3.7. In Figure 3.7, we
show the primary path between S and D, over nodes numbered 1 through 4. Suppose the path
chosen between S and D in G′ is over the nodes numbered 1′ through 9′. We denote by a dotted
line, the edge between 3′ and 3 in G which is replaced in step 3 with an edge between 3′ and
2(=4′). Then we generate the protection segments as follows. First, we open PS1 and add S
as given in case (a). Then we add 1′ through 3′ in succession to PS1, as given in sub case(i)
of case(b). Then when we traverse 4′(= 2) we add 3 and close PS1 as given in sub case(i) of
case(c). Then we ignore 5′ as given in sub case(ii) of case(c). Then when we come to 6′, we
open PS2 and add 5′ and 6′ to it as given in sub case(ii) of case(b). Then we add 7′, 8′ and 9′
as before, before closing PS2 with D as given in case(d).










































Figure 3.7: Illustration of the construction of shortest segmented protection path from the path
chosen
Complexity of the algorithm: It is easy to see that complexity of step 2 is O(|V |) while
the complexity of steps 1 and 3 is at most O(|E|). Further, the complexity of step 4 is same as
the complexity of least weight path algorithm like Dijkstra’s algorithm which is O(|V |2 + |E|).
Complexity of step 5 is O(|V |) as we just traverse the path chosen and make constant amount
of computation at each step. Hence, the overall complexity of the algorithm is O(|V |2 + |E|)
which is the complexity of the least weight path algorithm.
Theorem 2: The segmented protection path generated by the segmented protection paths al-
gorithm above is the minimum segmented protection path.
Proof: To prove that the segmented protection path generated above is the minimum segmented
protection path, we first establish three lemmas (I), (II), and (III) below.
Lemma (I): The weight of the segmented protection path (i.e., the sum of weights of all the
protection segments) so generated is equal to the weight of the least weight path P which was
used in the above algorithm.
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Proof: Every edge in P , with its end vertex not lying onW (the edges, being directed, have start
and end vertices), is included in one of the protection segments by case (a) and case (b). We
replaced every edge which has its end vertex in the primary path but not the start vertex with
an edge of equal weight in sub-case (i) of case (c) and case (d). We ignored edges with both
start and end vertices lying on the primary path. Thus, in Figure 3.7, edges (S, 1′), (1′, 2′), etc.,
in P are included unchanged in the protection segments, while edge (3′, 4′) in P is replaced with
edge (3′, 3) of equal weight and edge (2, 1) of zero weight is excluded. Therefore, we conclude
that the weight of the segmented protection path generated is equal to the weight of path P .
Hence, lemma (I) is proved. 2
Lemma (II): Every possible segmented protection path for primary path W between S and D
in G maps onto a unique path between them in G′.
Proof:We give a construction for the mapping. Take any segmented protection path for primary
path W in G, consisting of r protection segments PS1 to PSr over the corresponding primary
segments WS1 to WSr. Let WSi,f denote the first node of the ith primary segment (which is
also the first node of the ith protection segment), WSi,l denote the last node of the ith primary
segment (which is also last node of the ith protection segment) and WSi,l−1 (PSi,l−1) denote
the penultimate vertex of the primary segment (protection segment). We need to construct a
path from WS1,f = S to WSr,l = D in G′.
We know that the edges of the protection segments other than the last edge of every pro-
tection segment is retained without any change in G′, as they neither lie on the primary path
nor do the vertices into which they are directed lie on the primary path. Hence, there is a path
in G′ from WSi,f to PSi,l−1 for all 1 ≤ i ≤ r. —— (1)
From step 3 of segmented protection path selection algorithm, we note that there is an edge
from PSi,l−1 to WSi,l−1 in G′ for all i < r (when i = r, the last edge of the last protection
segment directed into D in G is left undisturbed in step 3, so PSr,l−1 has edge to PSi,l = D in
G′). —— (2)
Since, we know that two successive primary segments overlap at least over one edge of the
primary path, WSi+1,f either precedes WSi,l−1 in the sequence W or is equal to it. From step
2 of segmented protection path selection algorithm, we know that there is zero weight path from
any node on primary path to its predecessors and hence, there is a path in G′ from WSi,l−1 to
WSi+1,f for all i < r. —— (3)
From (1), (2), and (3) it follows that there exists a path from WS1,f = S to WSr,l = D
in G′. It can be seen easily that this path is unique from Figure 3.7. The primary path is
Chapter 3. Routing Segmented Protection Paths 55
shown from S to D over nodes numbered 1 through 4. There are two protection segments in
G extending along primary segments from S to 3 and from 1 to D. The corresponding path
between S and D in G′ is along 1′, 2′, 3′, 4′, 5′, 6′, ..., 9′. Hence, lemma (II) is proved. 2
Lemma (III): The total weight of all the protection segments (in a segmented protection path)
taken together in G is equal to the weight of the unique path it maps onto in G′.
Proof: It is very easy to see why this is so, as the path in G′ comprises of edges with weights
exactly same as those constituting protection segments and some zero weighted edges along the
primary path which do not contribute any extra weight. Hence, lemma(III) is proved. 2
We now use the lemmas proved above to show that the algorithm segmented protection path
selection gives the minimum weight segmented protection path.
From lemma (II) and lemma (III), we can deduce that the weight of any segmented protection
path for W in G cannot be less than the weight of the least weight path between S and D in
G′. This is because if there is a segmented protection path in G with lesser weight than the
least weight path in G′, then the path in G′ to which the segmented protection path maps onto,
will have lesser weight than the least weight path, which is a contradiction. From lemma (I)
we know that the weight of the segmented protection path generated in step 5 of segmented
protection path selection algorithm is equal to the weight of the least weight path in G′. Hence,
it is clear that our algorithm gives the least weight segmented protection path. Hence, theorem
2 is proved. 2
3.4.2 Wavelength Selection Algorithm
The second component of the wavelength routing (WR) algorithm is to assign a wavelength
on each link along the chosen route. In our work, we use fixed ordering (FX) wavelength
assignment policy because of its simplicity. In FX algorithm all the wavelengths are indexed
and they are searched in the order of their index numbers. Here, we note (remember) all the free
wavelengths found while searching in this order. This algorithm does not use the wavelength
usage factor and thus does not require any global state information. The idea behind using
this algorithm is to achieve the performance closer to that of the MU algorithm but without
requiring any global state information. Note that if a wavelength is assigned to either a primary
or segmented protection path, it is no longer available for any other primary or segmented
protection lightpaths.
Chapter 3. Routing Segmented Protection Paths 56
Wavelength Assignment for Primary Path
When a connection request from a source S to a destination D arrives, the algorithm finds all
free wavelengths on the predetermined primary path using FX algorithm. Here, wavelengths are
not reserved, but the availability of free wavelengths are noted (remembered) down. If no free
wavelength is available, the connection request is rejected.
Wavelength Assignment for Segmented Protection Path
After finding all free wavelengths on the primary path, the algorithm tries to find all free
wavelengths on the predetermined segmented protection path, again using FX algorithm. If no
free wavelength is available, the connection request is rejected. After finding all free wavelengths
on the primary and the segmented protection paths, the first free wavelength common to both
the primary and segmented protection paths will be chosen and reserved.
Note here that we are using primary dependent backup wavelength assignment, because all
the protection segments should be on the same wavelength as that of the primary wavelength. In
other words, the segmented protection path establishment is failure independent, but protection
path activation is failure dependent. There may arise a situation wherein there exist wavelength
continuous routes for primary on one wavelength and for the protection path on some other
wavelength, but there are no wavelength continuous routes available on the same wavelength for
both the primary and protection paths. In such a case, the request is rejected by this method.
This is because we assume that the nodes are equipped with wavelength selective cross-connects,
i.e., there is no wavelength conversion at intermediate nodes.
3.5 Failure Detection and Recovery
In WDM networks, failure detection, correlation, and root cause analysis is a difficult problem.
When a fault occurs in a component in the network, all the lightpaths passing through it have
to be rerouted through their protection lightpaths. This process is called failure recovery, and is
required only when a component in the primary lightpath fails. Failure recovery is done in three
phases, viz. failure detection, failure reporting, and protection lightpath activation or lightpath
rerouting. The time taken to re-establish the lightpath is equal to the sum of the times taken
by each of the above three phases, and is called failure recovery delay. This delay is crucial to
many mission critical and real-time applications and has to be minimized.
In our work, we assume that the nodes adjacent to the failed link can detect the failure
by monitoring the optical signal characteristics (such as delay, jitter, wavelength, BER) and
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Figure 3.8: Illustration of failure recovery
power levels on the links [65, 69]. ITU [70] has given guide lines on how to measure the signal
quality in all-optical networks. Equipment for monitoring the optical signal characteristics is
either global testing equipment or individual testing equipment (some examples are electrical
spectrum analyzer–MS2665C, optical spectrum analyzer–MS9720A, and network tester–ANT-
20). A survey of fault detection and location methods in all-optical networks can be found
in [69]. After failure detection, the end nodes which have detected the fault will report it to the
concerned end nodes. This is called failure reporting. Failure reports are sent in both directions:
towards the source and the destination nodes. After the failure report reaches certain nodes,
the protection path is activated by those nodes and is called protection path activation. Failure
reporting and protection path activation need to use control messages. Control messages carry
connection identifier and lightpath information. For carrying these control messages we assume
a real-time control channel (RCC) [71], where a dedicated channel is established and maintained
for sending control messages.
3.5.1 Failure Reporting and Protection Lightpath Activation
In end-to-end protection lightpath scheme, the control messages (failure reports) have to reach
the source and destination before they can activate the protection lightpath. But, in our scheme
it is not necessary. Failures can be handled more locally. The end nodes of the primary segment
initiate the recovery process on receiving the failure report. They send the activation message
along the protection segment. Activation messages will carry the connection identifier and
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lightpath information. These messages are used to set the state of the switches such that
protection lightpath is switched from an inbound link to an appropriate outbound link. As
resources are reserved along the protection lightpath before hand, the D-connection will be
resumed. The delay suffered here is low as required by most real-time applications. This process
is illustrated in Figure 3.8. The time taken for failure reporting and segmented protection path
activation is dependent on the lengths of primary and segmented protection path. Hence, if
there are n segments in the segmented protection path, then this gives about O(n) improvement
in the failure reporting and activation times. This could be very important and substantial
improvement, especially for WDM optical networks which carry huge amount of data and for
long distance real-time applications which cannot tolerate long durations of service disruption.
3.5.2 Failures and Message Loss
When a component fails, not only do we experience a disruption of service for some time, but
also the data transmitted during the failure recovery time is lost. Most mission critical and
real-time applications cannot tolerate much data loss. In our segmented protection scheme the
data loss is reduced by a considerable extent when there are many protection segments. When
a component in one segment of the primary fails, only the data entered that segment from the
time of occurrence of the fault till the protection segment activation is lost. The data in other
segments will not be affected and delivered normally. Whereas in end-to-end protection scheme,
data in transit in the primary lightpath before the failed component, between occurrence of
failure and protection path activation, will be lost.
3.6 Scalability
Our scheme scales well since it does not demand global knowledge and does not involve in
broadcast. Upon failures, control messages are not broadcast, but are only sent to a limited part
of the network affected by the fault. Each node has to know the segmented protection lightpaths
of the D-connections whose primary lightpaths pass through it. This is needed for failure
recovery. Furthermore, each node needs to have only information about which wavelengths
are free, used for primary lightpaths, and used for segmented protection lightpath, on the links
that are directly attached to the node. Our wavelength selection policy used does not consider
the wavelength usage factor and thus does not require any global information.
The efficiency of the segmented protection lightpath scheme improves with increasing net-
work size (i.e., diameter of the network). In large networks, the effectiveness of the scheme
increases as the mean path length of D-connections increases.
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3.7 Delay and Bit-Error Rate
In real-time communication the total delay (number of hops) along the path of the D-connection
is another important metric and is to be minimized. For this reason, it is essential to have the
delays along both the primary lightpath and segmented protection path to be as low as possible.
Hence, we might keep a restriction on the amount by which delay (number of hops) along the
segmented protection lightpath exceeds that along the primary lightpath. Let the total delay
along the segmented protection lightpath not exceed the delay along the primary lightpath by δ,
a specified QoS parameter. Thus, the constraint for choosing an end-to-end protection lightpath
is given by,
delay(end-to-end protection lightpath) - delay(primary lightpath) ≤ δ.
This might become a dominating constraint for end-to-end protection lightpaths for long con-
nections. In the case of segmented protection lightpaths, this constraint is,
(delay(protection segment r) - delay(primary segment r)) ≤ δ, ∀ r.
In segmented protection lightpaths case we have to minimize the delay increase for each segment
independently. This implies greater flexibility in choosing segmented protection lightpaths, if we
use alternate paths. Also, the number of requests that can be satisfied will be more since it is
easier to find short segments satisfying the δ constraint, than to find long end-to-end lightpath
satisfying the δ constraint. Hence, our scheme gives better delay characteristics than end-to-end
lightpath scheme.
In practice, a signal degrades in quality due to physical layer impairment as it travels from
a source to destination, though switches (picking up cross-talk) and EDFAs–Erbium doped fiber
amplifiers (picking up noise). This may cause a high bit-error rate at the receiving end of a
lightpath. Developing network layer solutions considering the physical layer impairment, such
as laser shift, dispersion in fiber, and also impairment that affect optical components such as
amplifiers, switches, and wavelength converters is important in practice [98]. For this reason, it
is essential to have the bit-error rate along both the primary lightpath and segmented protection
lightpath to be as low as possible. Hence, we might keep a restriction on the number of hops along
the segmented protection lightpath exceeding that along the primary lightpath. As discussed
earlier in this chapter, as our scheme gives better delay characteristics than end-to-end lightpath
scheme, it also performs better with respect to bit-error rates. This is because, the number of
hops the protection lightpath traverses is less for the segmented protection scheme compared
to the end-to-end scheme. Furthermore, the segment end points are the ideal locations to do
opto-electronic conversion, regeneration, and for reshaping the signals.
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3.8 Performance Study
We evaluated our proposed scheme (described in Section 3.4) by carrying out simulation experi-
ments similar to those in [63,71], on the 8×8, 10×10, 12×12 mesh networks and three random
networks, namely RandNet1 with 70 nodes and 156 links, RandNet2 with 80 nodes and 200 links,
RandNet3 with 90 nodes and 282 links. We also implemented the end-to-end protection scheme
for comparative study, with respect to the number of requests that can be satisfied, average
call acceptance ratio (ACAR), and spare wavelength utilization. ACAR denotes the fraction of
requested calls which are accepted, averaged over a long duration of time. Spare wavelength
utilization denotes the percentage of wavelengths that are reserved for protection paths. For
all of the above networks, we consider the links with different number of fibers. Lightpaths are
assumed to be bidirectional, and all the links are assumed to have same number of fibers. All
the fibers are assumed to have same number of wavelengths. The delay of each link was set one
unit.
The D-connections are requested between a source-destination pair chosen randomly, with
a condition that any (source-destination) pair is chosen with the same probability. In our
experiments, we introduce two parameters, viz. minimum length (ML) and maximum delay
increment (MDI). The parameterML denotes the length of the shortest path between the source
and the destination. A requested D-connection has shortest path between the source and the
destination whose length is greater than ML. We choose ML depending on the size and diameter
of the network topology. The parameter MDI denotes the restriction on the number of hops
along the protection lightpath exceeding that along the primary lightpath. The parameter MDI
is essential to have the bit-error rate and delay along both the primary lightpath and segmented
protection lightpath to be as low as possible and is set to 3 in all the experiments.
The primary lightpaths are computed using Dijkstra’s shortest path algorithm. For finding
end-to-end protection paths, all the components of primary path i.e., all the links and the
intermediate nodes are removed and then same shortest path algorithm is used to find the
protection path. Whereas, for finding segmented protection paths we use the route selection
algorithm described in Section 3.4. All the protection lightpaths are established on the same
wavelength as corresponding primary lightpaths using FX algorithm described in Section 3.4.
All the data plotted was taken after the network reached steady state. The network load is
taken as the percentage of total wavelengths reserved for D-connections. By varying the call
duration and inter-arrival time we can subject the network to varying levels of load. The results
are shown in Tables 3.1 to 3.8 and Figures 3.9 to 3.14.
Tables 3.1 to 3.8 show the number of requests that can be satisfied for different number of
wavelengths and fibers assuming that requests come one at time, and wavelengths are assigned
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according to fixed ordering algorithm. Here, in simulation experiments we consider two types of
traffic, viz. incremental and non-incremental traffic. In incremental traffic once a D-connection
is admitted, the primary and protection lightpaths stay till the end of simulation [63]. Whereas,
in non-incremental traffic every D-connection admitted is torn down after the number of time
units equal to call duration. As expected, in both the cases our scheme performs well in terms
of number of requests satisfied compared to end-to-end protection scheme [63]. The percentage
of improvement over the end-to-end protection scheme is more (about 0 to 15 % for single fiber
to 3 to 18% for two fibers) when we consider the incremental traffic. As we noted earlier that
our scheme tends to be more effective than end-to-end protection scheme as the length of the
primary (network size) increases. This is because a longer primary path has greater possibility
of having more protection segments and all the advantages that go with them. As the number of
fibers increases the number requests accepted increases (because, now the chances of finding the
same wavelength free along the primary and protection routes is higher) in both the schemes.
Table 3.1: Number of requests accepted in case of end-to-end protection paths (Number of fibers
= 1, incremental traffic)
End-to-End Protection Lightpaths
Network ML Number of Wavelengths
1 5 10 15 20 25 30
8 × 8 Mesh 5 8 39 75 111 150 187 227
10 × 10 Mesh 8 8 39 77 115 151 187 224
12 × 12 Mesh 9 11 50 100 152 202 248 298
RandNet1 0 34 167 322 470 608 736 863
RandNet1 3 18 88 169 253 333 413 493
RandNet2 0 48 227 436 624 798 967 1130
RandNet2 3 22 114 227 335 449 553 660
RandNet3 0 71 351 698 1014 1326 1605 1884
RandNet3 3 31 147 292 434 572 712 849
In Figures 3.9 to 3.11 the ACAR is plotted at various network loads for 8× 8 mesh, 10× 10
mesh and RandNet3 for different number of wavelengths and fibers, respectively. Here, we con-
sider only non-incremental traffic as it is a realistic one. As expected, our scheme performs well
in terms of average call acceptance ratio. The ACAR curves are stable and high till around
20% for single fiber and 30% for two fibers and then start dropping. As the number of fibers
increases the ACAR of both end-to-end and segmented protection schemes increases. As ex-
plained in Figure 3.2 the end-to-end protection scheme reserves more number of wavelengths
for D-connections, so the chances of finding a common free wavelength for future D-connections
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Table 3.2: Number of requests accepted in case of segmented protection paths (Number of fibers
= 1, incremental traffic)
Segmented Protection Lightpaths
Network ML Number of Wavelengths
1 5 10 15 20 25 30
8 × 8 Mesh 5 9 43 80 127 167 203 240
10 × 10 Mesh 8 9 43 90 132 179 219 262
12 × 12 Mesh 9 11 55 115 166 223 283 342
RandNet1 0 37 170 340 487 620 751 880
RandNet1 3 17 87 170 254 336 427 505
RandNet2 0 48 243 442 635 809 972 1141
RandNet2 3 22 117 234 345 461 576 679
RandNet3 0 79 362 710 1051 1338 1649 1928
RandNet3 3 33 156 321 472 632 779 922
Table 3.3: Number of requests accepted in case of end-to-end protection paths (Number of fibers
= 2, incremental traffic)
End-to-End Protection Lightpaths
Network ML Number of Wavelengths
1 5 10 15 20 25 30
8× 8 Mesh 5 18 88 175 260 344 432 514
10× 10 Mesh 8 19 92 182 269 356 445 533
12× 12 Mesh 9 22 115 227 344 459 569 679
RandNet1 0 77 359 674 955 1227 1486 1722
RandNet1 3 42 201 386 570 746 925 1101
RandNet2 0 101 467 867 1235 1581 1906 2212
RandNet2 3 56 265 521 761 1000 1232 1460
RandNet3 0 155 759 1435 2058 2602 3096 3523
RandNet3 3 68 340 659 975 1270 1556 1827
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Table 3.4: Number of requests accepted in case of segmented protection paths (Number of fibers
= 2, incremental traffic)
Segmented Protection Lightpaths
Network ML Number of Wavelengths
1 5 10 15 20 25 30
8× 8 Mesh 5 19 94 182 268 363 450 541
10× 10 Mesh 8 20 102 198 292 390 489 589
12× 12 Mesh 9 26 132 252 384 502 622 743
RandNet1 0 79 361 688 974 1242 1504 1740
RandNet1 3 44 199 390 578 756 938 1116
RandNet2 0 101 479 868 1239 1591 1924 2229
RandNet2 3 55 265 525 771 1011 1248 1480
RandNet3 0 165 780 1472 2088 2672 3178 3622
RandNet3 3 69 360 713 1044 1364 1670 1942
Table 3.5: Number of requests accepted in case of end-to-end protection paths (Number of fibers
= 1, non-incremental traffic)
End-to-End Protection Lightpaths
Network ML Number of Wavelengths
1 5 10 15 20 25 30
8 × 8 Mesh 5 69 344 673 999 1307 1617 1916
10 × 10 Mesh 8 72 365 726 1080 1427 1763 2093
12 × 12 Mesh 9 92 466 925 1370 1816 2241 2674
RandNet1 0 236 1128 2056 2858 3556 4177 4718
RandNet1 3 134 666 1298 1882 2452 2981 3480
RandNet2 0 322 1450 2658 3700 4613 5377 6025
RandNet2 3 177 860 1676 2444 3157 3829 4456
RandNet3 0 495 2241 4063 5585 6830 7808 8508
RandNet3 3 234 1164 2242 3246 4162 4978 5700
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Table 3.6: Number of requests accepted in case of segmented protection paths (Number of fibers
= 1, non-incremental traffic)
Segmented Protection Lightpaths
Network ML Number of Wavelengths
1 5 10 15 20 25 30
8× 8 Mesh 5 73 361 713 1069 1399 1721 2036
10× 10 Mesh 8 81 392 782 1177 1548 1918 2287
12× 12 Mesh 9 104 517 1015 1506 1984 2464 2947
RandNet1 0 252 1159 2112 2908 3631 4281 4796
RandNet1 3 137 686 1342 1954 2540 3067 3558
RandNet2 0 329 1514 2730 3786 4703 5486 6162
RandNet2 3 185 903 1750 2539 3303 4000 4628
RandNet3 0 504 2330 4250 5820 7125 8069 8693
RandNet3 3 262 1254 2427 3477 4479 5301 6049
Table 3.7: Number of requests accepted in case of end-to-end protection paths (Number of fibers
= 2, non-incremental traffic)
End-to-End Protection Lightpaths
Network ML Number of Wavelengths
1 5 10 15 20 25 30
8 × 8 Mesh 5 169 816 1594 2317 2987 3614 4181
10 × 10 Mesh 8 184 891 1738 2547 3322 4069 4770
12 × 12 Mesh 9 232 1127 2191 3230 4228 5187 6119
RandNet1 0 568 2395 4102 5329 6017 6216 6221
RandNet1 3 331 1563 2933 4071 4942 5499 5774
RandNet2 0 730 3095 5276 6686 7357 7508 7516
RandNet2 3 425 2039 3770 5181 6206 6839 7166
RandNet3 0 1110 4766 7688 8963 9154 9159 9159
RandNet3 3 579 2690 4802 6357 7448 8129 8581
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Table 3.8: Number of requests accepted in case of segmented protection paths (Number of fibers
= 2, non-incremental traffic)
Segmented Protection Lightpaths
Network ML Number of Wavelengths
1 5 10 15 20 25 30
8 × 8 Mesh 5 172 848 1662 2401 3118 3761 4344
10 × 10 Mesh 8 195 933 1837 2686 3507 4300 5068
12 × 12 Mesh 9 245 1185 2339 3419 4521 5560 6541
RandNet1 0 578 2460 4184 5411 6054 6212 6221
RandNet1 3 339 1619 3007 4167 5029 5551 5787
RandNet2 0 749 3170 5400 6779 7422 7516 7516
RandNet2 3 460 2104 3919 5353 6314 6901 7190
RandNet3 0 1161 4940 7974 9034 9155 9159 9159
RandNet3 3 635 2902 5126 6647 7677 8320 8701
becomes less. But, our scheme conserves wavelengths by providing lesser number of wavelengths
for protection lightpaths. By doing so our scheme enhances the chances of finding a common
free wavelength for future D-connections. As explained in Section 3.7 in our scheme we have to
minimize the delay increase in each segment independently. Because of the above two reasons
the ACAR of our scheme is more than that of end-to-end protection scheme and the percentage
of improvement varies from 3 to 25.
In Figures 3.12 to 3.14 the average spare wavelength utilization is plotted for 8× 8 mesh,
10 × 10 mesh and RandNet3 for different number of wavelengths and fibers. As expected, our
scheme requires lesser amount (by about 2%) of spare wavelengths than end-to-end scheme till
around 55% of load. This is because the end-to-end protection scheme reserves more number of
wavelengths for D-connections (refer Figure 3.2). But, as the load increases, the ACAR of our
scheme is more, so it requires slightly more (by about 1%) spare wavelengths. The saving in
spare wavelengths reserved increases as we go to large networks. This is because the efficiency
our scheme increases as the number of protection segments increases. As the number of fibers
increases the spare wavelengths required for both schemes increase because of higher ACAR.
Thus, we see that our scheme performs well in terms of the number of requests that can
be satisfied, spare wavelength utilization, and also ACAR for a given number of wavelengths
and fibers. However, the size of the network plays an important role and our scheme performs
significantly better than end-to-end protection scheme for larger networks at low and moderate
loads.






































































Figure 3.10: ACAR vs Load for D-connections (mesh 10× 10, ML = 8)



























































Figure 3.12: Average spare wavelength utilization vs Load for D-connections (mesh 8× 8, ML
= 5)














































Figure 3.14: Average spare wavelength utilization vs Load for D-connections (Random network
3, ML = 3)
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3.9 Summary
In this chapter, we introduced the novel concept of segmented protection paths, a protection
scheme for dynamic establishment of segmented protection paths in WDM optical networks.
The effectiveness of the scheme has been evaluated using extensive simulation experiments on
8×8, 10×10, 12×12 mesh networks and three random networks. The proposed scheme not only
improves the number of requests that can be satisfied but also helps in providing better QoS
guarantees on bounded failure recovery time as discussed in Chapter 5. Further, the proposed
scheme is highly flexible to control the level of fault-tolerance of each connection, independent
of other connections, to reflect its criticality.
Chapter 4
Capacity Optimization of Segmented
Protection Paths
4.1 Introduction
In this chapter, we consider the problem of routing and wavelength assignment of segmented
protection lightpaths in all optical wavelength division multiplexing networks under single link
as well as node failure for static traffic demand. We develop integer linear programming (ILP)
formulations for dedicated and shared segmented protection schemes under single link/node
failure for static traffic demand with two different objective functions: 1) minimize the total
capacity required for a given traffic demand while providing 100% protection for all the traffic
demands. 2) given a certain capacity, maximize the number of demands accepted while providing
100% protection for accepted connections. The numerical results obtained from CPLEX indicate
that the shared segmented protection (SSP) provides significant savings in capacity utilization
over dedicated and shared end-to-end protection schemes; dedicated segmented protection (DSP)
provides marginal savings in capacity utilization over dedicated and shared end-to-end protection
schemes. The numerical results also indicate that the shared segmented protection scheme
achieves the best performance followed by dedicated segmented protection scheme and shared
end-to-end protection, w.r.t the number of requests accepted, given the network capacity.
The rest of the chapter is organized as follows. In Section 4.2, we first present notations used
in ILP formulations and then develop integer linear programming (ILP) formulations for dedi-
cated segmented protection (DSP) and shared segmented protection (SSP) schemes under single
link/node failures with two different objective functions. In Section 4.3, we present numerical
results obtained from solving ILP formulations using CPLEX software package and provide the
performance study. Finally, we conclude this chapter in Section 4.4.
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4.2 Problem Formulation
In this section, we develop integer linear programming (ILP) formulations for dedicated seg-
mented protection (DSP) and shared segmented protection (SSP) schemes under single link/node
failures with two different objective functions: 1) minimize the total capacity required for a given
traffic demand while providing 100% protection for all the connections. 2) given a certain ca-
pacity, maximize the number of demands accepted while providing 100% protection for accepted
connections. ILP 1 and ILP 3 minimize the total capacity required for dedicated and shared
segmented protection paths, respectively. ILP 2 and ILP 4 maximize the number of requests
accepted for dedicated and shared segmented protection, respectively.
Notation
We are given with, 1) the physical network as an undirected graph G = (V,E), where V
is a set of nodes numbered 1 through N and E is a set of interconnecting links numbered 1
through E, 2) the number of lightpath requests between node-pairs, and 3) alternative primary
(using shortest path algorithm) and segmented protection routes (using segmented protection
path selection algorithm in [99,100]) at each node. Also given are the following:
• N : Nodes in the network requesting lightpaths (numbered 1 through N).
• Node-pairs: Numbered 1 through N × (N − 1).
• E: Links in the network (numbered 1 through E).
• W : Maximum number of wavelengths per link.
• Ri : Set of alternate primary routes between node-pair i.
• P r : Set of protected segments for primary route r.
• di : Demand for lightpaths between node-pair i.
We require the ILPs to solve for the following variables:
• wj : The number of wavelengths used in primary lightpaths at link j.
• sj : The number of wavelengths reserved for protected segments at link j.
• γi,rw : Takes on value of 1 if the route r between node-pair i uses wavelength w before any
link failure; 0 otherwise.
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• si,pw : Takes on value of 1 if the protected segment p uses wavelength w between node-pair
i; 0 otherwise.
• Ωjw: Takes on value of 1 if link j is being used by any segments at wavelength w; 0
otherwise.
4.2.1 ILP1-DSP for Minimizing the Total Capacity





The sum of the total number of wavelength channels used for primary and segmented protection
lightpaths on each link.
Number of lightpaths on each link is bounded:
(wj + sj) ≤W 1 ≤ j ≤ E
Number of wavelength channels used for primary and segmented protection lightpaths on a link
can not be more than the number of channels per link, which is W .






γi,rw 1 ≤ i ≤ N(N − 1)
Sum of all the primary lightpaths between the node-pair i must equal the number of demands
for node-pair i.
Constraints that the primary and its segmented protection lightpaths, r and p respectively,




si,pw 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W
All the segments belonging to a primary lightpath must use the same wavelength w.








γi,rw 1 ≤ j ≤ E
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si,pw 1 ≤ j ≤ E
Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a segmented







w) ≤ 1 1 ≤ j ≤ E, 1 ≤ w ≤W








si,pw 1 ≤ j ≤ E, 1 ≤ w ≤W






Ωjw = 1 if any s
i,p
w = 1, else Ω
j
w = 0. It indicates if any segment is using wavelength w on link j.
4.2.2 ILP2-DSP for Maximizing the No. of Requests Accepted









This is the sum of all the primary lightpaths.
Number of lightpaths on each link is bounded:
(wj + sj) ≤W 1 ≤ j ≤ E






γi,rw 1 ≤ i ≤ N(N − 1)
Constraints that the primary and its segmented lightpaths, r and p respectively, must use the




si,pw 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W








γi,rw 1 ≤ j ≤ E
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si,pw 1 ≤ j ≤ E
Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a segmented
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si,pw 1 ≤ j ≤ E, 1 ≤ w ≤W






4.2.3 ILP3-SSP for Minimizing the Total Capacity





Number of lightpaths on each link is bounded:
(wj + sj) ≤W 1 ≤ j ≤ E






γi,rw 1 ≤ i ≤ N(N − 1)
Constraints that the primary and its segmented protection lightpaths, r and p respectively, must




si,pw 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W








γi,rw 1 ≤ j ≤ E




Ωjw 1 ≤ j ≤ E
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Sum of Ωjw on link j is equivalent to spare capacity on j, since segments can share the same
wavelength w.
Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a segmented
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si,pw 1 ≤ j ≤ E, 1 ≤ w ≤W






4.2.4 ILP4-SSP for Maximizing the No. of Requests Accepted









Number of lightpaths on each link is bounded:
(wj + sj) ≤W 1 ≤ j ≤ E






γi,rw 1 ≤ i ≤ N(N − 1)
Constraints that the primary and its segmented protection lightpaths, r and p respectively, must




si,pw 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W








γi,rw 1 ≤ j ≤ E




Ωjw 1 ≤ j ≤ E
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Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a segmented
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4.3 Results and Discussion
In this section, we examine the numerical results obtained from the ILP solutions. We used the
CPLEX software package to solve the instances of ILPs generated for mesh 10 × 10 and mesh
12×12. We note that, though the number of variables and the number of equations for ILPs grow
rapidly with the size of the network, we used mesh 10× 10 and mesh 12× 12 in our experiments
to demonstrate the effectiveness of segmented protection scheme. Tables 4.1 through 4.4 show
the results reported by CPLEX when solved dedicated ILP formulations. Tables 4.5 through
4.8 show the results reported by CPLEX when solved shared ILP formulations. In our results
we use shorthand notation, E2E for end-to-end protection and SEG for segmented protection.
Tables 4.1 and 4.2 show the results from ILP1 for mesh 10× 10 and mesh 12× 12 networks,
respectively. The numerical results indicate that dedicated segmented protection performs bet-
ter than that of dedicated end-to-end protection and the performance improvement w.r.t the
capacity required is up to 40%. From the results we can say that the size of the network plays
a crucial role and as the size of the network increases our segmented protection performs well.
This is because, as the size of the network increases, the number of segments in protection path
increases. Tables 4.5 and 4.6 show the results from ILP3 for mesh 10 × 10 and mesh 12 × 12
networks, respectively. There is marginal improvement with the sharing because of two reasons
1) the primary path and segmented protection path should use the same wavelength as discussed
in Chapter 3 and 2) wavelength continuity constraint because of which the number of accepted
connections are less. But as the number of calls increases, the number of accepted calls increases,
resulting in more sharing.
Tables 4.3 and 4.4 show the results from ILP2 for mesh 10× 10 and mesh 12× 12 networks,
respectively. The numerical results indicate that dedicated segmented protection performs bet-
ter than that of dedicated end-to-end protection and the performance improvement w.r.t the
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Table 4.1: Dedicated protection for mesh 10× 10 network (ILP1)
Capacity Required
No. Demand E2E SEG
1 40 712 589
2 50 842 719
3 60 1006 843
4 70 1132 984
5 80 1238 1140
6 90 1354 1301
7 100 1490 1463
Table 4.2: Dedicated protection for mesh 12× 12 network (ILP1)
Capacity Required
No. Demand E2E SEG
1 40 912 550
2 50 1160 870
3 60 1132 1009
4 70 1540 1301
5 80 1627 1491
6 90 1914 1627
7 100 2142 1875
Table 4.3: Dedicated protection for mesh 10× 10 network (ILP2)
Number of Calls Accepted
No. Demand E2E(W=16) SEG(W=16) E2E(W=32) SEG(W=32)
1 80 56 72 80 80
2 160 56 96 112 144
3 170 62 99 118 150
4 180 69 102 124 156
5 200 78 108 136 168
6 240 88 120 156 192
7 320 90 128 174 224
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Table 4.4: Dedicated protection for mesh 12× 12 network (ILP2)
Number of Calls Accepted
No. Demand E2E(W=16) SEG(W=16) E2E(W=32) SEG(W=32)
1 80 56 80 72 80
2 160 56 96 112 160
3 170 60 104 116 168
4 180 65 112 121 176
5 200 74 128 130 192
6 240 82 148 148 224
7 320 85 176 165 264
Table 4.5: Shared protection for mesh 10× 10 network (ILP3)
Capacity Required
No. Demand E2E SEG
1 40 682 561
2 50 809 687
3 60 975 803
4 70 1115 936
5 80 1200 1074
6 90 1316 1225
7 100 1429 1407
Table 4.6: Shared protection for mesh 12× 12 network (ILP3)
Capacity Required
No. Demand E2E SEG
1 40 888 534
2 50 1132 830
3 60 1302 967
4 70 1495 1252
5 80 1683 1427
6 90 1860 1576
7 100 2079 1823
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Table 4.7: Shared protection for mesh 10× 10 network (ILP4)
Number of Calls Accepted
No. Demand E2E(W=16) SEG(W=16) E2E(W=32) SEG(W=32)
1 80 56 72 80 80
2 160 64 96 112 144
3 170 68 100 118 151
4 180 72 104 124 158
5 200 80 112 136 172
6 240 96 128 159 200
7 320 112 144 192 248
Table 4.8: Shared protection for mesh 12× 12 network (ILP4)
Number of Calls Accepted
No. Demand E2E(W=16) SEG(W=16) E2E(W=32) SEG(W=32)
1 80 56 80 72 80
2 160 64 112 112 160
3 170 68 118 118 169
4 180 72 124 124 178
5 200 80 136 136 196
6 240 88 160 160 232
7 320 96 192 176 288
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capacity required is up to 50%. From the results we can say that the size of the network plays
a crucial role and as the size of the network increases our segmented protection performs well.
Tables 4.7 and 4.8 show the results from ILP4 for mesh 10 × 10 and mesh 12 × 12 networks,
respectively. There is marginal improvement with the sharing, but, as the number of calls
increases, the effect of sharing increases (as discussed above).
4.4 Summary
In this chapter, we formulated ILPs for dedicated and shared segmented protection schemes
for static traffic demand with two different objective functions: 1) minimize the total capacity
required for a given traffic demand while providing 100% protection for all the traffic demands.
2). given a certain capacity, maximize the number of demands accepted while providing 100%
protection for accepted connections. We used CPLEX to solve the ILPs. The effectiveness of
the segmented protection scheme has been evaluated on 10 × 10 and 12 × 12 mesh networks.
The numerical results obtained from CPLEX indicate that the shared segmented protection pro-
vides significant savings in capacity utilization over dedicated and shared end-to-end protection
schemes. The results also indicate that the shared segmented protection scheme achieves the
best performance followed by dedicated segmented protection scheme and shared end-to-end





In this chapter, we consider the problem of providing fast and resource efficient failure recovery
in wavelength division multiplexed optical networks under single component failure for dynamic
traffic demand. We evaluate two segment-based recovery schemes based on segmented protection
paths concept discussed in Chapter 3, to achieve fast and resource efficient failure recovery. They
include: 1) segment-based protection scheme in which resources are reserved for both primary
and protection paths at the time of connection establishment and 2) segment-based restoration
scheme in which protection resources are not reserved in advance. The aim of this chapter is to
evaluate the proposed algorithms in terms of average recovery time and average recovery ratio,
which are very important for any failure recovery scheme. We conduct extensive simulation
experiments on mesh 10 × 10 and 12 × 12 networks, for different network configurations. The
numerical results obtained from the simulation experiments indicate that the average recovery
time for the segment-based failure recovery schemes is significantly less (up to 35%) than that
of the end-to-end failure recovery schemes. Furthermore, the recovery ratio for segment-based
restoration scheme is considerably larger (up to 60%) than that of the end-to-end restoration
scheme.
The rest of the chapter is organized as follows. In Section 5.2, we present two failure recovery
schemes based on segmented protection paths. In Section 5.3, we discuss failure detection
and recovery mechanisms. In Section 5.4, we present numerical results from the simulation
experiments. Finally, we conclude this chapter in Section 5.5.
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5.2 Failure Recovery Schemes
In this section, we propose two segment-based failure recovery schemes, namely, segment-based
protection scheme and segment-based restoration scheme. In the segment-based protection
scheme, when a connection is being established, the corresponding protection path is also found
using the segmented protection path selection algorithm [99]. Here wavelengths are reserved
for both the primary path and the segmented protection path at the time of connection es-
tablishment. We also consider the case where wavelengths are not reserved a priori, called
the segmented restoration scheme. In the segment-based restoration scheme, we do not reserve
wavelengths for the protection path at the time of connection establishment. However, the
candidate protection route is computed (with no wavelength reservation) in advance. In the
segment-based restoration scheme, there is no recovery guarantee for connections, as resources
may not be available upon a failure. In the discussion below we use the following notations:
• NumFailure: The number of component failures.
• TotalFailedConnections: The number of connections failed as a result of the component
failure.
• NumSuccess: The number of successfully recovered connections.
• NumUnsuccess: The number of non-recoverable connections.
• RecoveryTime: The recovery time for successfully recovered connection.
• RecoveryRatio: The ratio of the number of successfully recovered connections to the total
number of failed connections.
• AverageRecoveryTime: The average recovery time in terms of number of hops. It is defined
as the ratio of the total recovery time of successfully recovered connections to the number
of successfully recovered connections.
• AccuTime: The accumulated recovery time.
5.2.1 Segment-based Protection Scheme
In this section we present various steps involved in segment-based protection scheme. For each
component failure, do the following:
Step 1: Increment NumFailure. Find all the connections that are using the failed compo-
nent. For each failed connection found, increment TotalFailedConnections and go to step 2.
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Step 2: For each failed connection, determine the number of protection segments.
i. If there is only one protection segment covering the failed component, activate the protec-
tion segment. The recovery time is the number of hops to the end node of the corresponding
primary segment and the number of hops in the protection segment. Add RecoveryTime
to AccuTime. Reset RecoveryTime to zero.
ii. If there are two successive protection segments covering the failed component. Find the
shortest protection segment and activate it. Determine RecoveryTime as described in step
2(i) and add it to AccuTime. Reset RecoveryTime to zero.
5.2.2 Segment-based Restoration Scheme
As failures do not occur very frequently, it is not very resource efficient to reserve wavelengths
for all the connections at the time of connection establishment. Thus, we also consider the
reactive method of restoration, called segment-based restoration. In segment-based restoration
scheme, for each component failure, do the following:
Step 1: Increment NumFailure. Find all the connections that are using the failed compo-
nent. For each failed connection found, increment TotalFailedConnections and go to step 2.
Step 2: For each failed connection, determine the number of protection segments.
i. If there is only one protection segment, go to step 3(i).
ii. If there are two successive protection segments covering the failed component. Find the
shortest protection segment and go to step 3(ii).
Step 3:
i. For each link in the protection segment, check if a continuous wavelength is available. If
there is a continuous wavelength available, go to step 4 else go to step 5.
ii. For each link in the shortest protection segment, check if a continuous wavelength is
available. If there is a continuous wavelength available, go to step 4. Else check if there is
a continuous wavelength available on another protection segment. If there is a continuous
wavelength available, go to step 4 else go to step 5.
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Reserve wavelengths
Component failure
For each failed connection
find the corresponding protection path 
or protection segment
Wavelengths reserved
or protection segment 







Figure 5.1: Flowchart for handling component failures in segment-based failure recovery schemes
Step 4: Reserve the wavelength found in step 3 and activate the protection segment. Add
RecoveryTime to AccuTime. Increment NumSuccess and reset RecoveryTime to zero.
Step 5: Since there is no continuous wavelength on the protection segment, reject the con-
nection and release the wavelengths reserved for the primary path. Increment NumUnsuccess
and set the connection to be inactive.
The flowchart for segment-based failure recovery schemes is shown in Figure 5.1
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5.3 Failure Detection and Recovery
In our work, we assume that the nodes adjacent to the failed link can detect the failure by
monitoring the optical signal characteristics and power levels on the links [65,69]. After failure
detection, the end nodes which have detected the fault will report it to the concerned end nodes.
After the failure report reaches certain nodes, the protection path is activated by those nodes
and is called protection path activation. Failure reporting and protection path activation need to
use control messages. For carrying these control messages we assume a real-time control channel
(RCC).
In end-to-end protection scheme, these control messages have to reach the source and des-
tination before they can activate the protection lightpath. Whereas in our scheme, failures can
be handled more locally. The end nodes of the primary segment initiate the recovery process
on receiving the failure report. They send the activation messages along the protection seg-
ment. The delay suffered here is low as required by most real-time applications. This process
is illustrated in Figure 5.2. The time taken for failure reporting and segmented protection path
activation is dependent on the lengths of primary segment and protection segment. Hence, if
there are n segments in the segmented protection path, then this gives about O(n) improvement
in the failure reporting and activation times. This could be very important and substantial
improvement, especially for WDM optical networks which carry huge amount of data. In our
scheme, when a component in one segment of the primary path fails, only the data entered in
that segment from the time of occurrence of the fault till the protection segment activation are
lost. The data in other segments will not be affected and delivered normally. Whereas in end-
to-end protection scheme, data in transit in the primary lightpath before the failed component,
between occurrence of failure and protection path activation, will be lost.
5.4 Performance Study
We evaluated our proposed scheme by carrying out simulation experiments similar to those
in [99], on mesh 10 × 10 and mesh 12 × 12 networks. Because of space limitation, here we
report only important results from the simulation experiments. The implementation was in
C++ running under Linux on a Pentium IV 2 GHz. We also implemented end-to-end method
for comparative study with respect to average recovery time and average recovery ratio. All
links are assumed to be bidirectional, and all the links are assumed to have the same number of
wavelengths. The connections are requested between a source-destination pair chosen randomly,
with a condition that any node-pair is chosen with the same probability. In our experiments, we
introduced two parameters, namely mean time between failures (MTBF) and maximum delay
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Figure 5.2: Illustration of failure recovery
increment (MDI). MTBF denotes the time between the occurrence of component failures and
MDI denotes the maximum number of hops the protection lightpath can exceed that along the
primary lightpath. The parameter MDI is essential to have the bit-error rate and delay along
both the primary lightpath and full protection lightpath to be as low as possible and is set to 5
in all the experiments.
All the primary lightpaths are computed using Dijkstra’s shortest path algorithm. For the
end-to-end protection paths, all the components of a primary path i.e., all the links and the
intermediate nodes are removed and then same shortest path algorithm is used to find the
protection path. The algorithm described in [99] is used to determine the segmented protection
paths. Data are plotted after network has reached a steady rate. The network load is taken as the
percentage of total wavelengths reserved for connections. We can vary the parameters MTBF,
call durations, and inter arrival time in order to vary the average load and to study the effect
on the recovery time and average recovery ratio. Traffic can be incremental or non-incremental.
In incremental traffic, once a connection is established, the primary and protection lightpaths
stay till the end of simulation [99]. In non-incremental traffic, every connection admitted is torn
down after the number of time units equal to call duration. In our simulation experiments, only
non-incremental traffic is considered, as it is more practical. Throughout the simulation, the
call duration is assumed to be 50, inter arrival time to be 30, and the MTBF to be 20. In our
simulation experiments, all links/nodes are assumed to be equally probable to fail. Thus, each
failure is generated according to a uniform distribution. All the failures generated are inserted
into a queue which also includes all the connection requests and are sorted according to time.
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The rate of failure of components is controlled by MTBF. To evaluate the performance of our
segment-based failure recovery schemes we have considered following performance metrics as
defined in Section 5.2:
Recovery T ime =
AccuT ime
NumSuccess
For the segment-based restoration scheme, as wavelengths are not reserved for the protection
path before hand, we define average recovery ratio as
Average Recover Ratio =
NumSuccess
TotalFailedConnections
5.4.1 Simulation Results for Segment-based Protection Scheme
In segment-based protection scheme, as the wavelengths are reserved for the protection segment
when the connection is established, there will be a guaranteed recovery. Thus, we examine only
the average recovery time. Figures 5.3 and 5.4 and Figures 5.5 and 5.6 show the plots of average
recovery time vs number of recovered connections for 10×10 and 11×11 networks, respectively.
We can observe that segmented protection scheme performs better than end-to-end protection
scheme. The percentage improvement of our scheme is up to 35%. This is because in our
scheme, when a failure occurs, only the segment covering the failed link needs to be activated,
i.e., our scheme can handle failures more locally. The end nodes of the primary segment initiate
the recovery process on receiving the failure report. The time taken for failure reporting and
protection path activation depends on the lengths of primary and protection segments. In general
the length of the segment covering the failed component is lesser than the end-to-end protection
path. So, the reporting time in segmented protection scheme is only the time taken to report
to the end nodes of the protection segment covering the failed link; while the reporting time for
the end-to-end protection scheme is from the failed link to the source and destination. Hence,
our scheme performs better than the end-to-end protection scheme. In our scheme, whenever
a failure occurs, only the data carried by the primary segment will be lost. The data in other
segments are unaffected. However, in end-to-end backup, all the data in the primary path will
be lost.
5.4.2 Simulation Results for Segment-based Restoration Scheme
In this section, we consider segment-based restoration scheme for failure recovery. Here, wave-
lengths are not reserved for the protection segments at the time of connection establishment.
However, protection segments are computed at the time of connection establishment. This has


















Number of Recovered Connections (X 10000)
Mesh 10 X 10, 16 Wavelengths, MTBF = 20
Segmented Protection Path
End-to-End Protection Path
Figure 5.3: Average recovery time vs Number of recovered connections for segment-based pro-


















Number of Recovered Connections (X 10000)
Mesh 10 X 10, 40 Wavelengths, MTBF = 20
Segmented Protection Path
End-to-End Protection Path
Figure 5.4: Average recovery time vs Number of recovered connections for segment-based pro-
tection scheme (Mesh 10 X 10, 40 Wavelengths, MTBF = 20)



















Number of Recovered Connections (X 10000)
Mesh 12 X 12, 16 Wavelengths, MTBF = 20
Segmented Protection Path
End-to-End Protection Path
Figure 5.5: Average recovery time vs Number of recovered connections for segment-based pro-




















Number of Recovered Connections (X 10000)
Mesh 12 X 12, 60 Wavelengths, MTBF = 20
Segmented Protection Path
End-to-End Protection Path
Figure 5.6: Average recovery time vs Number of recovered connections for segment-based pro-
tection scheme (Mesh 12 X 12, 60 Wavelengths, MTBF = 20)
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the advantage of low overhead in the absences of failures. However, this type of recovery does
not guarantee successful recovery, since attempt to establish a protection path may fail due to
resource shortage at the time of failure. In the following, we present the simulation results for
segmented restoration scheme.
Figure 5.7 to Figure 5.9 show average recovery time vs number of recovered connections. We
can observe that the improvement of our scheme is about 35% over the end-to-end restoration
scheme. This is because whenever there is a failure, the affected connection needs to ensure
that there is a continuous free wavelength available on the protection segment before activating
the recovery process. As only the protection segment covering the failure needs to be checked
and activated, and usually this segment consists of smaller number of hops than the end-to-end


















Number of Recovered Connections (X 10000)
Mesh 10 X 10, 16 Wavelengths, MTBF = 20
Segmented Protection Path
End-to-End Protection Path
Figure 5.7: Average recovery time vs Number of recovered connections for segment-based restora-
tion scheme (Mesh 10 X 10, 16 Wavelengths, MTBF = 20)
As we are using segment-based restoration scheme, there cannot be a 100% recovery. Pro-
viding 100% guarantee service is also not very practical especially in the service provider point
of view, whose objective is to earn higher revenue by accepting more connection requests. From
Figure 5.10 to 5.13, we can observe that the recovery ratio is 60% better than the end-to-end
restoration scheme. This is because; longer protection path has less chances of finding a free
wavelength. Thus, our scheme, which uses smaller protection segments, has a higher chance of
being recovered. The size of the network also plays an important role and our scheme performs
significantly better than the end-to-end protection scheme as the size of the network increases.

















Number of Recovered Connections (X 10000)
Mesh 10 X 10, 40 Wavelengths, MTBF = 20
Segmented Protection Path
End-to-End Protection Path
Figure 5.8: Average recovery time vs Number of recovered connections for segment-based restora-


















Number of Recovered Connections (X 10000)
Mesh 12 X 12, 40 Wavelengths, MTBF = 20
Segmented Protection Path
End-to-End Protection Path
Figure 5.9: Average recovery time vs Number of recovered connections for segment-based restora-
tion scheme (Mesh 12 X 12, 40 Wavelengths, MTBF = 20)

















Number of Failed Connections (X 10000)
Mesh 10 X 10, 16 Wavelengths, MTBF = 20
Segmented Protection Path
End-to-End Protection Path
Figure 5.10: Average recovery ratio vs Number of failed connections in segment-based restoration


















Number of Failed Connections (X 10000)
Mesh 10 X 10, 40 Wavelengths, MTBF = 20
Segmented Protection Path
End-to-End Protection Path
Figure 5.11: Average recovery ratio vs Number of failed connections in segment-based restoration
scheme (Mesh 10 X 10, 40 Wavelengths, MTBF = 20)

















Number of Failed Connections (X 10000)
Mesh 12 X 12, 40 Wavelengths, MTBF = 20
Segmented Protection Path
End-to-End Protection Path
Figure 5.12: Average recovery ratio vs Number of failed connections in segment-based restoration

















Number of Failed Connections (X 10000)
Mesh 12 X 12, 60 Wavelengths, MTBF = 20
Segmented Protection Path
End-to-End Protection Path
Figure 5.13: Average recovery ratio vs Number of failed connections in segment-based restoration
scheme (Mesh 12 X 12, 60 Wavelengths, MTBF = 20)
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5.5 Summary
In this chapter, we evaluated two novel segment-based failure recovery schemes. These schemes
achieve fast failure recovery in resource efficient manner. These schemes include: 1) segment-
based protection scheme in which resources are reserved for both the primary and protection
paths at the time of connection establishment and 2) segment-based restoration scheme in which
backup resources are not reserved in advance. In the segment-based restoration scheme, there
is no recovery guarantee for connections, as resources may not be available after a failure.
Because of independence of backup segments, a segment-based protection scheme can survive
up to n failures as long as there is at most one failure per segment, where n is the number of
segments. The segmented-based failure recovery scheme also gives about O(n) improvement in
the failure notification and activation times. We conducted extensive simulation experiments on
mesh 10×10 and 12×12 wavelength selective networks to evaluate the proposed segment-based
failure recovery schemes in terms of average recovery time and average recovery ratio, for different
network configurations. The numerical results obtained from simulation experiments indicate
that the average recovery time for the segment-based failure recovery schemes is significantly
less (up to 35%) than that of the end-to-end failure recovery schemes. Furthermore, the recovery
ratio for segment-based restoration scheme is considerably larger (60%) than that of the end-to-
end restoration scheme.
Chapter 6
Capacity Optimization of Scheduled
Protection Paths
6.1 Introduction
In this chapter, we consider the problem of routing and wavelength assignment of fault-tolerant
scheduled lightpath demands (FSLDs) WDM optical networks under single component failure
model. In scheduled traffic demands, besides the source, destination, and the number of lightpath
demands between a node-pair, their set-up and tear-down times are known. Such demands
could correspond to, for example, leased λ-connections and extra bandwidth required for virtual
private networks (VPNs) during working hours, etc. In this chapter, we develop integer linear
programming formulations for capacity optimization of end-to-end and segmented protection
schemes that were discussed earlier in this thesis. We first develop ILP formulations for dedicated
and shared end-to-end protection schemes under single link/node failure model for scheduled
traffic demand with two different objective functions: 1) minimize the total capacity required
for a given traffic demand while providing 100% protection for all connections. 2) given a
certain capacity, maximize the number of demands accepted while providing 100% protection
for accepted connections.
The ILP solutions schedule both the primary and end-to-end protection routes and assign
wavelengths for the duration of the traffic demands. As the time disjointness that could exist
among fault-tolerant scheduled lightpath demands is captured in ILP formulations, it reduces the
amount of global resources required. The numerical results obtained from CPLEX indicate that
dedicated scheduled (with set-up and tear-down times) protection provides significant savings
(up to 33 %) in capacity utilization over dedicated conventional (without set-up and tear-down
times) end-to-end protection scheme; shared scheduled protection provides considerable savings
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(up to 21 %) in capacity utilization over shared conventional end-to-end protection schemes.
Also the numerical results indicate that shared scheduled protection achieves the best perfor-
mance followed by dedicated scheduled protection scheme, and shared conventional end-to-end
protection in terms of the number of requests accepted, for a given network capacity.
We then develop ILP formulations for dedicated segmented protection (DSP) and shared
segmented protection (SSP) schemes under single link/node failure model for scheduled traffic
demand with the same two different objective functions as discussed above. The numerical re-
sults obtained from CPLEX indicate that SSP provides significant savings in capacity utilization
over shared end-to-end protection scheme; DSP provides considerable savings in capacity uti-
lization over dedicated end-to-end protection schemes. Also the numerical results indicate that
SSP achieves the best performance followed by DSP scheme, and shared end-to-end protection
in terms of the number of requests accepted, for a given network capacity.
The rest of the chapter is organized as follows. In Section 6.2, we explain the advantages
of knowing set-up and tear-down times in provisioning scheduled protection paths. In Section
6.3, we formulate the ILP formulations for dedicated and shared end-to-end protection schemes
under scheduled traffic model and discuss the simulation results obtained from solving ILP
formulations. In Section 6.4, we formulate the ILP equations for dedicated and shared segmented
protection schemes under scheduled traffic model and discuss the simulation results obtained
from solving ILP formulations. Finally we conclude this chapter in Section 6.5.
6.2 Scheduled Protection Paths
In optical transport networks depending on the offered services, the service provider will have
for some traffic demands precise information such as the number of required lightpaths and
the instants at which these lightpaths must be set-up and torn-down. Such demands could
correspond to, for example, leased λ-connections and extra bandwidth required for VPNs during
working hours, etc. These type of traffic demands can be justified by recent research study [18].
This study measured the traffic on the New York-Washington link of the Abilene backbone
network for a typical week and found that it follows a periodic pattern. A similar periodic
pattern was observed on all other links of the network in the same period. It can be argued
that the observation on a link is not necessarily an indication of the end-to-end traffic load;
and that the traffic load on a research network may be very different from the traffic load on a
commercial network. However, it is an evidence to show the correlation between the intensity
of communication among humans using the network (greater during working hours), and the
network traffic load.


























Figure 6.1: USANET network
A SLD is a connection demand characterized by (s, d, n, α, β), where s and d are the source
and destination nodes of the demand, respectively, n is the number of lightpaths between s and
d and, α and β are the set-up and tear-down times of the demand, respectively. Table 6.1 shows
an example of three SLDs. The traffic model based on SLDs is different from the one in static
demand previously considered in the literature. It may so happen that in a given set of SLDs,
some of the demands are not simultaneous in time. For example, SLD 1 and SLD 3 in Table
1 are not simultaneous. Because of this time-disjointness, the same network resource could be
used to satisfy several demands at different times. In other words, the time-disjointness of SLDs
can be taken into account in order to minimize the number of network resources required to
satisfy a set of SLDs.
Table 6.1: An example of three SLDs
S. No s d n α β
1 25 18 2 09.00 11.30
2 20 19 3 11.00 14.00
3 25 22 2 20.00 22.00
The time-disjointness (if any) among the demands is taken into account to meet the objective
of minimizing the total capacity required. We illustrate this using an example. Suppose that the
SLDs shown in Table 6.1 are routed on USANET shown in Figure 6.1. Tables 6.2 and 6.3 show
two possible routing solutions for the three SLDs listed in Table 6.1 for primary and end-to-end
protection paths, respectively. Now consider Table 6.2. In solution 1, the shortest path is used
for each SLD. The number of required WDM channels is 18. Clearly, solution 1 does not exploit
the time-disjointness of the SLDs 1 and 3. In solution 2, the alternate shortest path is used for
SLD 3, while the primary paths for SLDs 1 and 2, are still the same as in solution 1. With this
change, the two WDM channels used on link (25, 21) by SLD 1 during [09.00-11.30] are reused
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by SLD 3 during [20.00-22.00]. In this way, the number of required WDM channels is 16, instead
of 18.
Table 6.2: Two different primary path routing solutions for three SLDs shown in Table. 6.1
S. No s d n Solution 1 Solution 2
1 24 18 2 25-21-20-15-18 25-21-20-15-18
2 20 19 3 20-15-19 20-15-19
3 25 22 2 25-26-22 25-21-22
Now consider Table 6.3. In both the routing solutions the primary paths and protection
paths are link disjoint. In solution 1, the protection path selected for SLD 3 is (25− 21 − 22)
which can use the wavelengths used by the primary path of SLD 1 on link (25, 21). Similarly, the
protection path selected for SLD 1 is (25-26-22-23-19-18) which can use the wavelengths used by
the primary path of SLD 3 on links (25, 26) and (26−22). Whereas in solution 2, the protection
path selected for SLD 3 is (25− 26− 22), which can use the wavelengths used by the protection
path of SLD 1 on links (25, 26) and (26, 22). The number of protection wavelengths required for
solution 1 is 15, whereas for solution 2 it is 19. Hence, the total number of wavelengths required
for solution 1 is 33, whereas for solution 2 it is 35. From this example, we can easily see the
effect of taking the time-disjointness into account on resource utilization for both the primary
and protection paths. So, the prior knowledge about the set-up and tear-down times can be
used to select the routes carefully. Similar examples can be given to maximize the number of
demands accepted, given the network capacity. Here, it is worth to note that the optimizations
proposed in this chapter are intended to be used as a part of an off-line centralized tool in
resource planning and not as an online distributed RWA.
Table 6.3: Two different protection path routing solutions for three SLDs shown in Table. 6.1
S. No s d n Solution 1 Solution 2
1 24 18 2 25-26-22-23-19-18 25-26-22-23-19-18
2 20 19 3 20-22-23-19 20-22-23-19
3 25 22 2 25-21-22 25-26-22
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6.3 Scheduled End-to-End Protection Paths
6.3.1 Problem Formulation
In this section, we develop ILP formulations for dedicated end-to-end protection (DEP) and
shared end-to-end protection (SEP) schemes for scheduled traffic model under single link/node
failures with two different objective functions: 1) minimize the total capacity required for given
traffic demand while providing 100% protection for all the traffic demands. 2) given a cer-
tain capacity, maximize the number of demands accepted while providing 100% protection for
accepted connections. The ILP solutions schedule both the primary and end-to-end protection
paths and assign route and wavelengths for the duration of the traffic demands. We assume that
the physical network topology and the demands between each node-pair with set-up and tear-
down times are given. We also assume that a set of alternative routes between each node-pair
is pre-computed and given. Formulations ILP1 and ILP3 minimize the total capacity required
for dedicated end-to-end protection paths and shared end-to-end protection paths, respectively.
Formulations ILP2 and ILP4 maximize the number of requests accepted for dedicated sched-
uled and shared scheduled end-to-end protection paths, respectively. All these formulations
are developed for two different backup wavelength assignment methods—primary dependent
backup wavelength assignment (PDBWA) and primary independent backup wavelength assign-
ment (PIBWA) are considered. These two methods differ in their complexity, performance, and
assumptions about the transmitters and receivers (such as fixed or tunable transceivers). While
PDBWA assigns the same wavelength to a primary and its backup (protection) path, PIBWA
does not impose such restriction on wavelength assignment [59].
Notation
In this section, we define the notations employed in the ILP formulations. We are given with,
1) the physical network as an undirected graph G = (V,E), where V is a set of nodes numbered
1 through N and E is a set of interconnecting links numbered 1 through E, 2) the number of
lightpath requests between node-pairs with set-up and tear-down times, and 3) set of alternate
primary and protection routes for each node-pair. Also given are the following:
• N : Nodes in the network requesting lightpaths (numbered 1 through N).
• Node-pairs in connection: Numbered 1 through N × (N − 1).
• E: Links in the network (numbered 1 through E).
• W : Maximum number of wavelengths per link.
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• Ri: Set of alternative primary routes between node-pair i.
• P i: Set of alternative end-to-end protection paths between node-pair i.
• di: Demand for lightpaths between node-pair i.
• Θ = (θi,j) is a {0, 1}N(N − 1) × N(N − 1) upper triangle matrix, θi,j , i ≤ j, indicates if
SLD i and SLD j overlap in time (θi,j = 1) or not (θi,j = 0). By definition, θi,j = 1, for
i = j, and θi,j = 0, for i > j. This matrix expresses the temporal relationship between
SLDs.
• β = (βi,j) is a diagonal matrix where βi,j = di is the number of lightpath requests for SLD
i, i.e., the number of lightpath requests between node i and node j.
We require the ILPs to solve for the following variables:
• wj : The number of wavelengths used for primary lightpaths on link j.
• sj : The number of wavelengths reserved for end-to-end protection paths on link j.
• γi,rw : Takes on value of 1 if the route r between node-pair i uses wavelength w before any
link failure; 0 otherwise.
• siw : Takes on value of 1 if the end-to-end protection path p uses wavelength w between
node-pair i; 0 otherwise.
• Ωjw: Takes on value of 1 if on link j wavelength w is used by any protection path; 0
otherwise (Used in ILP3 and ILP4).
• Ωi,jw : Takes on value of 1 if any protection path for node-pair i use wavelength w on link
j; 0 otherwise.
• Γ = (γi,j) is a {0, 1}N(N − 1)× E link-path incidence matrix; γi,j indicates whether link
j is part of the primary routing solution [(γi,j) = 1] or not [(γi,j) = 0] for SLD i.
• η = θ×β×γ = (ηi,j) is aN(N−1)×E matrix; ηi,j indicates the number of time-overlapping
primary lightpaths on link j between SLD i and SLD k, ∀k > i.
• ρ = (ρi,j) is a {0, 1}N(N − 1)×E link-path incidence matrix; ρi,j indicates whether link j
is part of the end-to-end protection path solution [(ρi,j = 1)] or not [(ρi,j = 1)] for SLD i.
• µ = θ × β × ρ = µi,j is a N(N − 1) × E matrix; (µi,j) indicates the number of time-
overlapping end-to-end protection paths on link j between SLD i and SLD k, ∀k > i.
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6.3.2 ILP1: DEP to Minimize the Total Capacity
The objective is to minimize the total capacity used; i.e., equivalent to minimizing the total




(wj + sj)) (6.1)
Number of simultaneous lightpaths on each link is bounded, i.e., the number of wavelengths
used for primary and end-to-end protection lightpaths on a link at a given time can not be more
than the number of wavelengths on link, which is W :
ηi,j + µi,j ≤W 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.2)
Demand between each node-pair is satisfied, i.e., sum of all the primary lightpaths between
node-pair i must be equal to the number of demands between node-pair i (this equation shows












γi,rw 1 ≤ w ≤W (6.4)
Constraints that the primary and its end-to-end protection lightpaths for node-pair i, r ∈ Ri
must use the same wavelength w (this constraint is relaxed for PIBWA):
γi,rw = s
i
w 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W (6.5)
Global number of (simultaneous and disjoint) primary lightpaths traversing link j, i.e., the sum
of primary lightpaths that use any permissible wavelength on link j for any node-pair:
wj = max(ηi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.6)
Global number of (simultaneous and disjoint) spare capacity required on link j, i.e., the sum
of end-to-end protection lightpaths that reserve any permissible wavelength on link j for any
node-pair:
sj = max(µi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.7)
Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a end-to-end





(γk,rw × θi,k) + Ωm,jw ≤ 1
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1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W, ∀m{θi,m = 1} (6.8)




w takes on value of 1 if any end-to-end protection path
between node-pair i is using wavelength w on link j, else Ωi,jw takes on value of 0. It indicates if
any end-to-end protection path between node-pair i is using wavelength w on link j:
Ωi,jw = s
j
w ∀j ∈ P i
1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.9)
6.3.3 ILP2: DEP to Maximize the Number of Requests Accepted
The objective is to the maximize sum of lightpath requests accepted, i.e., this is the maximum









Number of simultaneous lightpaths on each link is bounded, i.e., the number of wavelengths
used for primary and end-to-end protection lightpaths on a link at a given time can not be more
than the number of wavelengths on link, which is W :
ηi,j + µi,j ≤W 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.11)
Demand between each node-pair is satisfied as much as possible (this equation shows that only












γi,rw )× γi,rw ≤
W∑
w=1
γi,rw 1 ≤ w ≤W (6.13)
Constraints that the primary and its end-to-end protection lightpaths for node-pair i, r ∈ Ri
must use the same wavelength w (this constraint is relaxed for PIBWA):
γi,rw = s
i
w 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W (6.14)
Global number of (simultaneous and disjoint) primary lightpaths traversing link j, i.e., the sum
of primary lightpaths that use any permissible wavelength on link j for any node-pair:
wj = max(ηi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.15)
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Global number of (simultaneous and disjoint) spare capacity required on link j, i.e., the sum
of end-to-end protection lightpaths that reserve any permissible wavelength on link j for any
node-pair:
sj = max(µi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.16)
Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a end-to-end





(γk,rw × θi,k) + Ωm,jw ≤ 1
1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W, ∀m{θi,m = 1} (6.17)




w takes on value of 1 if any end-to-end protection path
between node-pair i is using wavelength w on link j, else Ωi,jw takes on value of 0. It indicates if
any end-to-end protection path between node-pair i is using wavelength w on link j:
Ωi,jw = s
j
w ∀j ∈ P i
1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.18)
6.3.4 ILP3: SEP to Minimize the Total Capacity
The objective is to minimize the total capacity used; i.e., equivalent to minimizing the total




(wj + sj)) (6.19)
Number of simultaneous lightpaths on each link is bounded, i.e., the number of wavelengths
used for primary and end-to-end protection lightpaths on a link at a given time can not be more
than the number of wavelengths on link, which is W :
ηi,j + µi,j ≤W 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.20)
Demand between each node-pair is satisfied, i.e., the sum of all the primary lightpaths between
node-pair i must be equal to the number of demands between node-pair i (this equation shows






γi,rw 1 ≤ i ≤ N(N − 1) (6.21)






γi,rw 1 ≤ w ≤W (6.22)
Constraints that the primary and its end-to-end protection lightpaths for node-pair i, r ∈ Ri
must use the same wavelength w (this constraint is relaxed for PIBWA):
γi,rw = s
i
w 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W (6.23)
Global number of (simultaneous and disjoint) primary lightpaths traversing link j, i.e., the sum
of primary lightpaths that use any permissible wavelength on link j for any node-pair:
wj = max(ηi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.24)
Global number of (simultaneous and disjoint) spare capacity required on link j, i.e., the sum





Ωjw 1 ≤ j ≤ E (6.25)
Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a end-to-end





(γk,rw × θi,k) + Ωm,jw ≤ 1
1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W, ∀m{θi,m = 1} (6.26)




w takes on value of 1 if any end-to-end protection path
between node-pair i is using wavelength w on link j, else Ωi,jw takes on value of 0. It indicates if
any end-to-end protection path between node-pair i is using wavelength w on link j:
Ωi,jw = s
j
w ∀j ∈ P i
1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.27)




w takes on value of 1 if any end-to-end protection path
is using wavelength w on link j, else Ωjw takes on value of 0. It indicates if any end-to-end




siw 1 ≤ j ≤ E, 1 ≤ w ≤W (6.28)




(equation (29) will force Ωjw to take on value of 0 when no end-to-end protection path is using
wavelength w on link j; 1st equation above will force Ωjw to take on value of 1 when there is at
least one end-to-end protection path using wavelength w on link j).
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6.3.5 ILP4: SEP to Maximize the Number of Requests Accepted
The objective is to maximize the sum of lightpath requests accepted, i.e., this is the maximum









Number of simultaneous lightpaths on each link is bounded, i.e., the number of wavelengths
used for primary and end-to-end protection lightpaths on a link at a given time can not be more
than the number of wavelengths on link, which is W :
ηi,j + µi,j ≤W 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.31)
Demand between each node-pair is satisfied as much as possible (this equation shows that only












γi,rw )× γi,rw ≤
W∑
w=1
γi,rw 1 ≤ w ≤W (6.33)
Constraints that the primary and its end-to-end protection lightpaths for node-pair i, r ∈ Ri
must use the same wavelength w (this constraint is relaxed for PIBWA):
γi,rw = s
i
w 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W (6.34)
Global number of (simultaneous and disjoint) primary lightpaths traversing link j, i.e., the sum
of primary lightpaths that use any permissible wavelength on link j for any node-pair:
wj = max(ηi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.35)
Global number of (simultaneous and disjoint) spare capacity required on link j, i.e., the sum





Ωjw 1 ≤ j ≤ E (6.36)
Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a end-to-end





(γk,rw × θi,k) + Ωm,jw ≤ 1
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1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W, ∀m{θi,m = 1} (6.37)




w takes on value of 1 if any end-to-end protection path
between node-pair i is using wavelength w on link j, else Ωi,jw takes on value of 0. It indicates if
any end-to-end protection path between node-pair i is using wavelength w on link j:
Ωi,jw = s
j
w ∀j ∈ P i
1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.38)




w takes on value of 1 if any end-to-end protection path
is using wavelength w on link j, else Ωjw takes on value of 0. It indicates if any end-to-end




siw 1 ≤ j ≤ E, 1 ≤ w ≤W (6.39)




(equation (40) will force Ωjw to take on value of 0 when no end-to-end protection path is using
wavelength w on link j; 1st equation above will force Ωjw to take on value of 1 when there is at
least one end-to-end protection path using wavelength w on link j).
6.3.6 Results and Discussion
In this section, we examine the numerical results obtained from the ILP solutions. In this
study we consider the networks without wavelength conversion. The connections are requested
between a source-destination pair chosen randomly, with a condition that any node-pair is
chosen with the same probability. The starting and ending times of the connection requests are
generated randomly between 0 and 24 hours. We used the ILOG CPLEX software package to
solve the instances of ILPs generated for USANET and ARPANET. These instances of ILPs
are solved on Pentium IV, 1.3 GHz with 256 MB RAM running WINDOWS operating system.
Tables 6.4 through 6.7 show the results reported by CPLEX when solved ILP formulations for
the first objective function, i.e., minimize the total capacity required for given traffic demand
while providing 100% protection for all the traffic demands. Tables 6.8 through 6.15 show the
results reported by CPLEX when solved ILP formulations for the second objective function,
i.e., given a certain capacity, maximize the number of demands accepted while providing 100%
protection for accepted connections. When solving the ILP formulations, we have considered
both primary dependent backup wavelength assignment (PDBWA) and primary independent
backup wavelength assignment (PIBWA).
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Table 6.4: Results from ILP1 and ILP3 for USANET and PDBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 10 102 101 91 91
2 20 199 188 152 147
3 30 290 262 196 187
4 40 367 316 254 249
5 50 442 365 296 287
From tables 6.4 through 6.7, we can observe that scheduled dedicated end-to-end protection
(with set-up and tear-down times) performs better than that of conventional dedicated end-to-
end protection (without set-up and tear-down times) and the performance improvement w.r.t
the capacity required is up to 33% for USANET and 35% for ARPANET. The percentage of
savings in case of scheduled shared end-to-end protection (with set-up and tear-down times)
when compared to conventional shared end-to-end protection (without set-up and tear-down
times) is about 21% for USANET and 25% for ARPANET. This is because, in the case of
FSLDs, the probability of finding a sharable time-disjoint backup paths for connection demands
is less. There is considerable improvement with the sharing, but, as the number of demands
increases, the effect of sharing increases. There is no effect of wavelength assignment policy for
backups on total capacity required for both scheduled and conventional dedicated protection
schemes. This is because, the capacity required is the total number of wavelengths required
to satisfy all the connection demands. The wavelength assignment policy may select the same
wavelength or different wavelength for protection path from the primary path, but, the number
of wavelengths required will remain the same. But, the wavelength assignment policy for backups
(protection paths) does matter in case of both the scheduled and conventional shared protection
schemes and can be observed in tables 6.4 and 6.7. The PIBWA scheme, by selecting a backup
wavelength different from the primary wavelength enhances the chances of sharing with other
backup paths; hence PIBWA scheme performs better than the PDBWA scheme.
Tables 6.8 through 6.15 show the results, when solved the ILPs for the second objective func-
tion, i.e., given a certain capacity, maximize the number of demands accepted while providing
100% protection for accepted connections. For our numerical results reported here, the number
of connection demands ranges from 40 to 320, while the number of wavelengths on each link,
W , is set to 16 or 32. The numerical results indicate that scheduled dedicated end-to-end pro-
tection (with set-up and tear-down times) performs better than that of conventional dedicated
end-to-end protection (without set-up and tear-down times) and the performance improvement
in terms of the number of calls accepted is up to 38%. The effect of wavelength assignment
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Table 6.5: Results from ILP1 and ILP3 for USANET and PIBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 10 102 84 91 78
2 20 199 141 152 125
3 30 290 200 196 153
4 40 367 229 254 183
5 50 442 265 296 206
Table 6.6: Results from ILP1 and ILP3 for ARPANET and PDBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 10 82 73 68 62
2 20 153 129 110 106
3 30 239 193 155 146
4 40 290 230 186 175
5 50 336 262 216 207
Table 6.7: Results from ILP1 and ILP3 for ARPANET and PIBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 10 82 68 68 62
2 20 153 111 110 93
3 30 239 147 155 120
4 40 290 169 186 134
5 50 336 188 216 155
Table 6.8: Results from ILP2 and ILP4 for USANET for W = 16 and PDBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 40 40 40 40 40
2 80 63 64 76 76
3 160 79 88 119 120
4 320 88 112 144 144
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Table 6.9: Results from ILP2 and ILP4 for USANET for W = 16 and PIBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 40 40 40 40 40
2 80 64 76 76 76
3 160 80 102 120 120
4 320 88 120 144 144
Table 6.10: Results from ILP2 and ILP4 for USANET for W = 32 and PDBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 40 40 40 40 40
2 80 80 80 80 80
3 160 127 128 152 152
4 320 158 176 234 240
Table 6.11: Results from ILP2 and ILP4 for USANET for W = 32 and PIBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 40 40 40 40 40
2 80 80 80 80 80
3 160 128 150 152 152
4 320 159 205 240 240
Table 6.12: Results from ILP2 and ILP4 for ARPANET for W = 16 and PDBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 40 40 40 40 40
2 80 64 68 80 80
3 160 79 88 120 120
4 320 86 96 160 160
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Table 6.13: Results from ILP2 and ILP4 for ARPANET for W = 16 and PIBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 40 40 40 40 40
2 80 64 75 80 80
3 160 80 96 120 120
4 320 92 106 160 160
Table 6.14: Results from ILP2 and ILP4 for ARPANET for W = 32 and PDBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 40 40 40 40 40
2 80 80 80 80 80
3 160 128 136 160 160
4 320 157 175 240 240
Table 6.15: Results from ILP2 and ILP4 for ARPANET for W = 32 and PIBWA scheme
Static Traffic Scheduled Traffic
No. Traffic Demand Dedicated Shared Dedicated Shared
1 40 40 40 40 40
2 80 80 80 80 80
3 160 128 151 160 160
4 320 160 190 240 240
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is more significant in shared end-to-end conventional protection compared to that of dedicated
conventional end-to-end protection. There is no much effect of backup wavelength assignment
policy on scheduled shared protection, because the scheduling effect dominates the wavelength
assignment policy.
6.4 Scheduled Segmented Protection Paths
6.4.1 Problem Formulation
In this section, we develop ILP formulations for dedicated and shared segmented protection
schemes for scheduled traffic under single link/node failures with two different objective func-
tions: 1) minimize the total capacity required for given traffic demand while providing 100%
protection for all the traffic demands. 2) given a certain capacity, maximize the number of
demands accepted while providing 100% protection for accepted connections. The ILP solutions
schedule both the primary and segmented protection paths and assign route and wavelengths
for the duration of the traffic demands.
Notation
In this section, we define the notations employed in the ILP formulations. We are given with,
1) the physical network as an undirected graph G = (V,E), where V is a set of nodes numbered
1 through N and E is a set of interconnecting links numbered 1 through E, 2) the number of
lightpath requests between node-pairs with set-up and tear-down times, i.e., (s, d, n, α, β), where
s and d are source and destination nodes, n is the number of lightpath demands between s and
d, and α and β are starting and ending times of lightpaths, respectively, and 3) set of alternate
primary and segmented protection routes for each node-pair. Also given are the following:
• N : Nodes in the network requesting lightpaths (numbered 1 through N).
• Node-pairs in connection: Numbered 1 through N × (N − 1).
• E: Links in the network (numbered 1 through E).
• W : Maximum number of wavelengths on a link.
• Ri: Set of alternate primary routes between node-pair i.
• P r: Set of protected segments for primary route r.
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• di: Demand for lightpaths between node-pair i.
• Θ = (θi,j) is a {0, 1}N(N − 1) × N(N − 1) upper triangle matrix, θi,j , i ≤ j, indicates if
SLD i and SLD j overlap in time (θi,j = 1) or not (θi,j = 0). By definition, θi,j = 1, for
i = j, and θi,j = 0, for i > j. This matrix expresses the temporal relationship between
SLDs.
• β = (βi,j) is a diagonal matrix where βi,j = di is the number of lightpath requests for SLD
i, i.e., the number of lightpath requests between node i and node j.
We require the ILPs to solve for the following variables:
• wj : The number of wavelengths used for primary lightpaths on link j.
• sj : The number of wavelengths reserved for segmented protection paths on link j.
• γi,rw : Takes on value of 1 if the route r between node-pair i uses wavelength w before any
link failure; 0 otherwise.
• si,pw : Takes on value of 1 if the pth protected segment between node-pair i uses wavelength
w; 0 otherwise.
• Ωjw: Takes on value of 1 if on link j wavelength w is used by any segmented protection
path; 0 otherwise (used in ILP3 and ILP4).
• Ωi,jw : Takes on value of 1 if any protection segments of node-pair i use wavelength w on
link j; 0 otherwise.
• Γ = (γi,j) is a {0, 1}N(N − 1)× E link-path incidence matrix; γi,j indicates whether link
j is part of the primary routing solution [(γi,j) = 1] or not [(γi,j) = 0] for SLD i.
• η = θ×β×γ = (ηi,j) is aN(N−1)×E matrix; ηi,j indicates the number of time-overlapping
primary lightpaths on link j between SLD i and SLD k, ∀k > i.
• ρ = (ρi,j) is a {0, 1}N(N − 1)×E link-path incidence matrix; ρi,j indicates whether link j
is part of the segmented protection path solution [(ρi,j = 1)] or not [(ρi,j = 1)] for SLD i.
• µ = θ × β × ρ = µi,j is a N(N − 1) × E matrix; (µi,j) indicates the number of time-
overlapping protection segments on link j between SLD i and SLD k, ∀k > i.
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6.4.2 ILP1: DSP to Minimize the Total Capacity
The objective is to minimize the total capacity used; i.e., equivalent to minimizing the total




(wj + sj)) (6.41)
Number of simultaneous lightpaths on each link is bounded, i.e., the number of wavelengths
used for primary and segmented protection lightpaths on a link at a given time can not be more
than the number of wavelengths on link, which is W :
ηi,j + µi,j ≤W 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.42)
Demand between each node-pair is satisfied, i.e., the sum of all the primary lightpaths between
node-pair i must be equal to the number of demands between node-pair i (equation (4) shows












γi,rw 1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W (6.44)
Constraints that the primary and its segmented protection lightpaths for node-pair i, r ∈ Ri




si,pw 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W (6.45)
Global number of (simultaneous and disjoint) primary lightpaths traversing link j, i.e., the sum
of primary lightpaths that use any permissible wavelength on link j for any node-pair:
wj = max(ηi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.46)
Global number of (simultaneous and disjoint) spare capacity required on link j, i.e., the sum
of segmented protection lightpaths that reserve any permissible wavelength on link j for any
node-pair:
sj = max(µi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.47)
Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a segmented





(γk,rw × θi,k) + Ωm,jw ≤ 1
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1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W, ∀m{θi,m = 1} (6.48)
Constraints relating Ωi,jw and s
i,p
w , i.e., Ω
i,j
w takes on value of 1 if any protected segment between
node-pair i is using wavelength w on link j, else Ωi,jw takes on value of 0. It indicates if any





1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.49)




1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.50)
(equation (9) will force Ωi,jw to take on value of 0 when no protected segment is using wavelength
w on link j; equation (10) will force Ωi,jw to take on value of 1 if at least one protected segment
is using wavelength w on link j).
6.4.3 ILP2: DSP to Maximize the Number of Requests Accepted
The objective is to maximize the sum of lightpath requests accepted, i.e., this is the maximum









Number of simultaneous lightpaths on each link is bounded, i.e., the number of wavelengths
used for primary and segmented protection lightpaths on a link at a given time can not be more
than the number of wavelengths on link, which is W :
ηi,j + µi,j ≤W 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.52)
Demand between each node-pair is satisfied as much as possible (this equation shows that only
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1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W (6.54)
Constraints that the primary and its segmented protection lightpaths for node-pair i, r ∈ Ri




si,pw 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W (6.55)
Global number of (simultaneous and disjoint) primary lightpaths traversing link j, i.e., the sum
of primary lightpaths that use any permissible wavelength on link j for any node-pair:
wj = max(ηi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.56)
Global number of (simultaneous and disjoint) spare capacity required on link j, i.e., the sum
of segmented protection lightpaths that reserve any permissible wavelength on link j for any
node-pair:
sj = max(µi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.57)
Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a segmented





(γk,rw × θi,k) + Ωm,jw ≤ 1
1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W, ∀m{θi,m = 1} (6.58)
Constraints relating Ωi,jw and s
i,p
w , i.e., Ω
i,j
w takes on value of 1 if any protected segment between
node-pair i is using wavelength w on link j, else Ωi,jw takes on value of 0. It indicates if any





1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.59)




1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.60)
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6.4.4 ILP3: SSP to Minimize the Total Capacity
The objective is to minimize the total capacity used; i.e., equivalent to minimizing the total




(wj + sj)) (6.61)
Number of simultaneous lightpaths on each link is bounded, i.e., the number of wavelengths
used for primary and segmented protection lightpaths on a link at a given time can not be more
than the number of wavelengths on link, which is W :
ηi,j + µi,j ≤W 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.62)
Demand between each node-pair is satisfied, i.e., the sum of all the primary lightpaths between
node-pair i must be equal to the number of demands between node-pair i (equation (24) shows












γi,rw 1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W (6.64)
Constraints that the primary and its segmented protection lightpaths for node-pair i, r ∈ Ri




si,pw 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W (6.65)
Global number of (simultaneous and disjoint) primary lightpaths traversing link j, i.e., the sum
of primary lightpaths that use any permissible wavelength on link j for any node-pair:
wj = max(ηi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.66)
Global number of (simultaneous and disjoint) spare capacity required on link j, i.e., the sum





Ωjw 1 ≤ j ≤ E (6.67)
Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a segmented





(γk,rw × θi,k) + Ωm,jw ≤ 1
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1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W, ∀m{θi,m = 1} (6.68)
Constraints relating Ωi,jw and s
i,p
w , i.e., Ω
i,j
w takes on value of 1 if any protected segment between
node-pair i is using wavelength w on link j, else Ωi,jw takes on value of 0. It indicates if any





1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.69)




1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.70)
Constraints relating Ωjw and s
i,p
w , i.e., Ω
j
w takes on value of 1 if any protected segment between
node-pair i is using wavelength w on link j, else Ωjw takes on value of 0. It indicates if any







1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.71)






1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.72)
(equation (31) will force Ωjw to take on value of 0 when no end-to-end protection path is using
wavelength w on link j; equation (32) will force Ωjw to take on value of 1 when there is at least
one protected segment using wavelength w on link j).
6.4.5 ILP4: SSP to Maximize the Number of Requests Accepted
The objective is to maximize the sum of lightpath requests accepted, i.e., this is the maximum
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Number of simultaneous lightpaths on each link is bounded, i.e., the number of wavelengths
used for primary and segmented protection lightpaths on a link at a given time can not be more
than the number of wavelengths on link, which is W :
ηi,j + µi,j ≤W 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.74)
Demand between each node-pair is satisfied as much as possible (equation (36) shows that only
















1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W (6.76)
Constraints that the primary and its segmented protection lightpaths for node-pair i, r ∈ Ri




si,pw 1 ≤ i ≤ N(N − 1), r ∈ Ri, 1 ≤ w ≤W (6.77)
Global number of (simultaneous and disjoint) primary lightpaths traversing link j, i.e., the sum
of primary lightpaths that use any permissible wavelength on link j for any node-pair:
wj = max(ηi,j) 1 ≤ i ≤ N(N − 1), 1 ≤ j ≤ E (6.78)
Global number of (simultaneous and disjoint) spare capacity required on link j, i.e., the sum





Ωjw 1 ≤ j ≤ E (6.79)
Wavelength continuity constraints, i.e., on link j, only a primary lightpath or a segmented





(γk,rw × θi,k) + Ωm,jw ≤ 1
1 ≤ i ≤ N(N − 1), 1 ≤ w ≤W, ∀m{θi,m = 1} (6.80)
Constraints relating Ωi,jw and s
i,p
w , i.e., Ω
i,j
w takes on value of 1 if any protected segment between
node-pair i is using wavelength w on link j, else Ωi,jw takes on value of 0. It indicates if any





Chapter 6. Capacity Optimization of Scheduled Protection Paths 119
1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.81)




1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.82)
Constraints relating Ωjw and s
i,p
w , i.e., Ω
j
w takes on value of 1 if any protected segment between
node-pair i is using wavelength w on link j, else Ωjw takes on value of 0. It indicates if any







1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.83)






1 ≤ j ≤ E, 1 ≤ w ≤W, 1 ≤ i ≤ N(N − 1) (6.84)
6.4.6 Results and Discussion
In this section, we examine the numerical results obtained from the ILP solutions. In this study
we consider the networks without wavelength conversion. The connections are requested between
a source-destination pair chosen randomly, with a condition that any node-pair is chosen with
the same probability. The starting and ending times of the connection requests are generated
randomly between 0 and 24 hours. For comparison purposes we used ILP formulations developed
in [54] for shared and end-to-end protection schemes for scheduled traffic demand. We used the
ILOG CPLEX software package to solve the instances of ILPs generated for Mesh 10×10. These
instances of ILPs are solved on Pentium IV, 1.3 GHz with 256 MB RAM running WINDOWS
operating system. Tables 6.16 and 6.17 show the results reported by CPLEX when solved
ILP formulations for the first objective function, i.e., minimize the total capacity required for
given traffic demand while providing 100% protection for all the traffic demands. Tables 6.18
through 6.21 show the results reported by CPLEX when solved ILP formulations for the second
objective function, i.e., given a certain capacity, maximize the number of demands accepted
while providing 100% protection for accepted connections.
From tables 6.16 and 6.17, we can observe that scheduled dedicated segmented protection
performs better than that of scheduled dedicated end-to-end protection and the performance
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Table 6.16: Dedicated protection for mesh 10× 10 network
Capacity Required
NO Traffic Demand E2E SEG
1 10 215 123
2 20 331 294
3 30 494 444
4 40 637 562
5 50 723 683
6 60 871 806
7 70 984 925
8 80 1054 1063
Table 6.17: Shared protection for mesh 10× 10 network
Capacity Required
NO Traffic Demand E2E SEG
1 10 213 123
2 20 334 290
3 30 488 441
4 40 621 549
5 50 722 674
6 60 874 789
7 70 985 901
8 80 1076 1025
improvement w.r.t the capacity required is up to 43% for Mesh 10×10. The percentage of savings
in case of scheduled shared segmented protection when compared to scheduled shared end-to-end
protection is about 43% for Mesh 10 × 10. This is because, in the case of shared protection,
the probability of finding a sharable time-disjoint backup paths for connection demands is less.
There is considerable improvement with the sharing, but, as the number of demands increases,
the effect of sharing increases.
Tables 6.18 through 6.21 show the results, when solved the ILPs for the second objective
function, i.e., given a certain capacity, maximize the number of demands accepted while pro-
viding 100% protection for accepted connections. For our numerical results reported here, the
number of connection demands ranges from 80 to 240, while the number of wavelengths on each
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Table 6.18: Dedicated protection for mesh 10× 10 with W = 16
Number of Calls Accepted
NO Traffic Demand E2E SEG
1 80 72 72
2 160 80 128
3 170 86 130
4 180 92 132
5 200 100 134
6 240 120 144
Table 6.19: Shared protection for mesh 10× 10 with W = 16
Number of Calls Accepted
NO Traffic Demand E2E SEG
1 80 72 72
2 160 80 128
3 170 86 130
4 180 92 132
5 200 104 134
6 240 120 144
link, W , is set to 16 and 32. The numerical results indicate that scheduled shared segmented
protection performs better than that of scheduled shared end-to-end protection and the perfor-
mance improvement in terms of the number of calls accepted is up to 30%; scheduled dedicated
segmented protection performs better than that of scheduled dedicated end-to-end protection
and the performance improvement in terms of the number of calls accepted is up to 34%;
6.5 Summary
In this chapter, we examined the advantages of knowing the set-up and tear-down times of fault-
tolerant scheduled lightpath demands (FSLDs) in case of end-to-end and segmented protection
schemes. We formulated ILPs for dedicated and shared end-to-end and segmented protection
schemes for scheduled traffic demands with two different objective functions: 1) minimize the
total capacity required for a given traffic demand while providing 100% protection for all the
connections 2) given a certain capacity, maximize the number of demands accepted while pro-
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Table 6.20: Dedicated protection for mesh 10× 10 with W = 32
Number of Calls Accepted
NO Traffic Demand E2E SEG
1 80 80 80
2 160 138 144
3 170 151 152
4 180 158 164
5 200 166 184
6 240 192 216
Table 6.21: Shared protection for mesh 10× 10 with W = 32
Number of Calls Accepted
NO Traffic Demand E2E SEG
1 80 80 80
2 160 144 144
3 170 151 154
4 180 158 164
5 200 180 184
6 240 203 216
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viding 100% protection for accepted connections. We used CPLEX software package to solve
the ILP formulations.
The effectiveness of the protection schemes for scheduled traffic demand has been evaluated
on USANET, ARPANET, and mesh 10 × 10 networks. The numerical results obtained from
CPLEX indicate that the dedicated end-to-end protection for scheduled traffic demand provides
significant savings in capacity utilization over conventional end-to-end protection scheme. The
numerical results indicate that the protection schemes for scheduled traffic demand achieves
the best performance followed by the conventional protection schemes, in terms of the number
of requests accepted, for a given the network capacity. The numerical results for segmented
protection schemes indicate that the SSP scheme for scheduled traffic demand provides signifi-
cant savings in capacity utilization over conventional end-to-end protection scheme for scheduled
traffic. Also the numerical results indicate that SSP achieves the best performance followed by
DSP scheme, and shared end-to-end protection in terms of the number of requests accepted, for
a given network capacity.
Chapter 7
Heuristics for Routing Scheduled
Protection Paths
7.1 Introduction
In WDM optical networks, depending on the offered services the service provider will have
precise information for some traffic demands such as the number of required lightpaths and the
instants at which these lightpaths must be set-up and torn-down. These types of traffic demands
are called as scheduled lightpath demands (SLDs) as discussed in previous chapter. It may so
happen that in a given set of SLDs, some of the demands are not simultaneous in time, and
hence the same network resource could be used to satisfy several demands at different times.
We have demonstrated the need for routing algorithms which can capture the time-disjointness
or time-overlapping information before routing a given set of fault-tolerant SLDs in previous
chapter. As ILP solutions are computationally costly and the number of variables increases
exponentially with the size of the network, in this chapter, we develop two complementary
algorithms—independent sets algorithm (ISA) and time window algorithm (TWA), based on
circular arc graph theory. These two algorithms are complementary in the sense that, ISA
divides the set of FSLDs into subsets of time-disjoint demands, whereas, TWA divides the set
of FSLDs into subsets of time-overlapping demands before routing them. By capturing the
time-disjointness or time-overlapping information, routing algorithms can increase the number
of reused wavelengths, decrease the total number of wavelengths required to route a given set
of FSLDs, and hence increase the average call acceptance ratio. From service provider point
of view, increasing the call acceptance ratio means increasing the revenue; and decreasing the
number of wavelengths required means reducing the overall cost of the system.
We conduct extensive simulation experiments on ARPANET, USANET, mesh 8 × 8, mesh
10 × 10, and mesh 12 × 12 networks. In simulation experiments, we consider two different
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cases: 1) non-blocking case: where the number of wavelengths on each link is set to infinity
and 2) blocking case: where the number of wavelengths on each link is set to a certain number.
We compare and evaluate the algorithms based on the number of wavelengths required, number
of reused wavelengths, average call acceptance ratio, and the reuse factor: the ratio of reused
wavelengths to the sum of number of wavelengths used and the reused wavelengths. The numer-
ical results obtained from simulation experiments indicate that TWA reuses significant number
of wavelengths followed by ISA. By reusing the wavelengths these algorithms reduce the total
number of wavelengths required, and hence increase the average call acceptance ratio. Algorithm
TWA performs better than ISA w.r.t all parameters except the number of wavelengths required.
Further, we observe that as the size of the network increases the number of reused wavelengths
for TWA increases.
The rest of the chapter is organized as follows. In Section 7.2, we propose and explain
independent sets algorithm (ISA) with an illustrative example. In Section 7.3, we discuss the
time window algorithm (TWA) and illustrate RWA of a set of SLDs with an example. In
Section 7.4, we present the results obtained from simulation experiments. Finally we conclude
this chapter in Section 7.5.
7.2 Independent Sets Algorithm (ISA)
7.2.1 Definitions
A graph G = (V,E) consists of a finite set V of elements called vertices, and a set E of pairs of
vertices called edges. Let V (G) represent the vertex set of G, and E(G) represent the edge set of
G. For distinct vertices u and v, we say that u is adjacent to v (or equivalently, v is adjacent to
v) if (u, v) ∈ E; otherwise they are said to be independent. A set V ′ ⊆ V of vertices is called an
independent set if the vertices in V ′ are pairwise independent. A maximum independent set is
one with a maximum number of vertices among all independent sets. Similarly, a set V ′ ⊆ V of
vertices is called a completely connected set if the vertices in V ′ are pairwise adjacent. A clique
is a maximal completely connected set; i.e., V ′ ⊆ V is a clique is V ′ is a completely connected
set and there is no other completely connected set V ′′ such that V ′′ ⊃ V ′.
A graph G = (V,E) is called an intersection graph for a family S = {Si}ni=1 of sets if there
is a one-to-one correspondence between V and S such that two vertices are adjacent if and only
if the corresponding sets have a nonempty intersection. If S is a family of intervals on the real
line, G is called an interval graph. If S is a family of arcs on a circle, G is called a circular arc
graph. Clearly, the class of interval graph is properly contained in the circular graphs. Every
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interval graph is a circular graph since we can represent the intervals by arcs on the circle.
However, converse is not true always. An interval is defined by two points: start of the interval
and end of the interval. Let S(I) and E(I) correspond to the start and end points of interval I
respectively. Intervals Iv and Iu overlap if S(Iv) ≤ S(Iu) < E(Iv) or if S(Iu) ≤ S(Iv) < E(Iu).
One of the most important applications of interval graphs or circular arc graphs in general is job
scheduling. Consider a set of n jobs to be scheduled on k machines. Finding a feasible schedule
is equivalent to finding proper k-coloring to the corresponding interval graph, such that no two
adjacent vertices can have the same color. Interval graphs and graph coloring problems have
been studied extensively in the literature [101–104] and references therein.
In this work we adopt some of the techniques from circular arc graph theory [102]. In partic-
ular we represent starting and ending times of a FSLD as start and end points of interval (arc)
on circular arc graph. Then, we identify the independent sets (IS) on this circular-arc graph.
Demands in each IS can share resources as the starting and ending times of demands in IS are
disjoint. In this way we capture time-disjointness among connections. We can also solve routing
FSLDs by finding maximum cliques [105] which capture time-overlapping among demands. Be-
fore we present the formal description of algorithm, we introduce notations used. ISi represents
ith independent set, di,j represents jth demand in ith independent set, and Gj(V,E) represents
jth virtual wavelength graph. For a demand d(i, j) in IS, findRoute(di,j , Gj(V,E)) returns both
primary and a disjoint protection path on virtual graph j or NULL if either primary or protec-
tion path is not available. The various steps involved in ISA is given below. The first three steps
are required to divide the set of FSLDs into ISs. In step 4, we sort the ISs in descending order
of cardinality. The intuition behind this step is increase the chances of reuse of wavelengths by
routing ISs with larger number of connections first.
Step 1: Sort the demands in ascending order of starting time.
Step 2: Separate the demands into forward arc set (FASet) and backward arc set (BASet) using
Algorithm 7.1.
Step 3: Find the ISs in circular arc graph using the Algorithm 7.2.
Step 4: Sort the ISs in descending order of cardinality.
Step 5: Routing and wavelength assignment using Algorithm 7.3.
Algorithm 7.1: Separate FSLDs into FASet and BASet
for all di ∈ D do
if (di.α < di.β) then
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FASet← FASet ∪ di
else
BASet← BASet ∪ di
end if
end for
The RWA algorithm routes each IS on one virtual wavelength graph. The demands in
one IS are independent, so they can reuse the wavelengths. Whereas, the demands across the
ISs may or may not be independent and will not be allowed to reuse the wavelengths. It
does not allow demands from other ISs to be routed on same virtual graph, though there are
free wavelengths available on some links these are wasted leading to less resource utilization.
To overcome this we should store the information of which wavelengths are used for which
connections and requires modifications to this algorithm. In the RWA algorithm of ISA method
W denotes the maximum number of wavelengths available in the network. Note that in routing
algorithms, route = NULL condition can happen depending on the connectivity of virtual
wavelength graph and the network. If this condition is true, then the connection request is
rejected and is not shown in the description of routing algorithms.
Algorithm 7.2: Finding independent sets
i← 0; j ← 0 /* i, j denote the index of the current IS and current demand, respectively */
while (FASet 6= φ and BASet 6= φ) do
if (FASet 6= φ) then
for all dj ∈ FASet do
if dj is independent from ISi then
ISi ← ISi ∪ dj ; FASet← FASet− {dj}
end if
j ← j + 1
end for
end if
if BASet 6= φ then
if ISi = φ then
j ← index of the first demand in BASet
ISi ← ISi ∪ dj ; BASet← BASet− {dj}
else
j ← index of the first demand in BASet started after the ending time of last element
of ISi and ends before the starting time of first element of ISi
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ISi ← ISi ∪ dj ; BASet← BASet− {dj}
end if
end if
i ← i + 1
end while
Algorithm 7.3: RWA of FSLDs
i← 0; j ← 0
while IS 6= φ and i < W do
while ISi 6= φ do
route← findRoute(di,j , Gj(V,E))
if route 6= NULL then






ISi ← ISi − {di,j}; j ← j + 1
end while
IS ← IS − {ISi}; i← i+ 1
end while
7.2.2 Example for RWA of SLDs using ISA
We now illustrate how the ISA works with an example of seven SLDs shown in Table 7.1. For sim-
plicity we have shown only primary paths in this example. Figure 7.1 shows the representation of
the seven SLDs in Table 7.1 on a circular arc graph. Sorting the SLDs in ascending order gives:
{3, 5, 4, 1, 2, 6, 7}. Separating forward and backward arcs gives: Forward arcs: {1, 2, 3, 4, 5, 6};
Backward arcs: {7}. Finding ISs on circular arc graph using Algorithm. 7.2 gives, IS1: {3, 1, 6},
IS2: {5, 2, 7}, IS3: {4}. Note that the demands in each IS are time-disjoint demands. We can
use one wavelength channel for routing demands in one IS. If there are more than one demand
in IS which use a particular link we can reuse the wavelength channel on this link. There is
no question of being not able to route all the demands in IS on one virtual wavelength net-
work graph, because, as all the demands are time-disjoint we can use the same wavelength on
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a particular link as many times as we need. We use Dijkstra’s shortest path algorithm to find
routes. We assign one wavelength to all the demands in an IS. Table 7.2 shows the routing and
wavelength assignment of the three ISs on USANET shown in Figure 6.1. From Table 7.2, we
can see that SLD5 and SLD7 of IS2 will reuse of wavelengths on links {6, 7, 13}.
Table 7.1: An example of seven SLDs
S. No s d n α β
1 8 6 1 14.00 20.00
2 4 0 1 18.00 22.00
3 6 3 1 11.00 13.00
4 11 20 1 13.00 15.00
5 8 13 1 12.00 13.00
6 11 20 1 22.00 23.00
7 6 13 1 23.00 02.00
Table 7.2: Example of routing three ISs in ISA
IS NO Demand Shortest Path Wavelength Remarks
3 6-7-3 1
1 1 8-9-6 1
6 11-14-20 1
5 8-9-6-7-13 2
2 2 4-0 2
7 6-7-13 2 Reuse on links 6-7-13
3 4 11-14-20 3
7.3 Time Window Algorithm (TWA)
In this algorithm we divide a given set of FSLDs into several subsets of time-overlapping de-
mands. The entire 24 hrs circle is divided into small windows. The duration of window, T ,
is a design parameter to our algorithm. The windows with duration T are called first batch
windows and contains only the demands which start and end within the respective windows.
There will some demands which start in one window and end in another window. To capture
these demands we divide the circle into windows with duration 2T , called second batch. The
windows in second batch contains all the demands that start and end in respective windows
minus the demands that are captured by first batch of windows. This process continues till we




























Figure 7.1: Representation of demands on circular arc graph
are left with one window. If we have three windows in the second batch we combine all three
windows and make one window for the third batch. The last batch is basically to capture the
demands that span across the entire 24 hrs or to capture backward arcs. To illustrate with an
example, if T = 6 this division allows us to have 4, 2, 1 windows, respectively, in first, second and
third batch. If T = 4 then there will be 6, 3, 1 windows, respectively, in first, second and third
batches. This division allows reuse of wavelengths across time windows within a batch. But,
we can not reuse the wavelengths across the batches. Before we present the formal description
of algorithm, we introduce notations used. Bi represents ith batch, Wi,j represents jth time
window in batch i, and di,j,k represents kth demand of jth window in batch i. The BatchIndex
is a variable to keep track of first wavelength to be used for a batch. W denotes the maximum
number of wavelengths available in the network.
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• findRoute(di,j,k, G(V,E)) : finds primary and protection route for demand di,j,k on graph
G(V,E).
• findRoute(di,j,k, Gλ(V,E)) : finds primary and protection route for demand Di,j,k on λ-
virtual wavelength graph, i.e., on Gλ(V,E).
• FreeWL(LoopIndex,W,Route): finds a free continuous wavelength between wavelengths
starting from LoopIndex and up to W on both primary and protection routes.
• Reserve(route, FreeWL, di,j,k) : reserves wavelength ‘FreeWL’ along all the links of the
primary and protection route for demand di,j,k.
• Refresh(all virtual graphs) : updates the virtual graph by inserting all the links that are
removed in the virtual graph by earlier demands.
The steps involved in TWA is given below:
Step 1: Divide the FSLDs into batches and windows.
Step 2: Sort the windows in each batch from highest cardinality to lowest cardinality.
Step 3: Sort the demands in each window from longest to shortest duration.
Step 4: Route all batches using either Algorithm 7.4 or Algorithm 7.5.
For routing and wavelength assignment we propose two methods. In first method, we use Dijk-
stra’s shortest path algorithm to find the route and then fixed wavelength assignment (FX) to
find a free continuous wavelength along the route found. When we route demands of different
windows that belong to same batch, we reuse the wavelengths. But, when we route next batch
of demands this method uses a new wavelength which is not used by demands of earlier batches.
This is done by using FX algorithm to look for free continuous wavelength from LoopIndex
variable to W (maximum number of wavelengths available in the network). In the algorithm,
LoopIndex indicates the wavelength from where we start looking for the free continuous wave-
length for the next batch of demands.
Algorithm 7.4: RWA of FSLDs—Method-1
max← 0; LoopIndex← 0; i← 0
Accept← 0; Reject← 0
whileB 6= φ and LoopIndex ≤W do
j ← 0
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while Bi 6= φ do
k ← 0
while Wi,j 6= φ do
route = findRoute(di,j,k, G(V,E))
if route 6= NULL then
FreeWL← FX(LoopIndex,W, route)
if FreeWL > 0 then
Reserve(route, FreeWL, di,j,k)
Accept ← Accept + 1; Wi,j ←Wi,j − {di,j,k}
else
Reject ← Reject + 1; Wi,j ←Wi,j − {di,j,k}
end if




Reject ← Reject + 1; Wi,j ←Wi,j − {di,j,k}
end if
k ← k + 1
end while
Bi ← Bi − {Wi,j}; j ← j + 1
end while
LoopIndex← max+ 1
B ← B − {Bi}; i← i+ 1
end while
In second method, we divide the network into W number of virtual wavelength graphs
and try to pack as many time-overlapping demands in a window as possible on one virtual
wavelength graph. Where W , is the number of wavelength channels available in the network.
For finding route we use Dijkstra’s shortest path algorithm. After routing one demand on a
virtual wavelength graph we remove all the links along the path, before we route next demand.
By doing so this algorithm does not allow using the same virtual link for more than one demand.
If we are not able find a route after removing some of the links on virtual graph, algorithm tries
to find route on next virtual wavelength graph. When we route demands from different windows
in a batch we reuse all virtual wavelength graphs used by demands in the same batch. But, when
the demands in a new batch are routed, we select a virtual wavelength graph which is not used
by earlier batches. As this algorithm tries to pack demands on virtual wavelength graphs, the
number of hops in the route may be longer than shortest path and hence number of wavelengths
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required will be high, but, at the same time the reuse of wavelengths also high.
Algorithm 7.5: RWA of FSLDs—Method-2
λ← 0; LoopIndex← 0
i← 0; BatchIndex← 0
Accept← 0; Reject← 0
while B 6= φ and LoopIndex ≤W do
j ← 0




while Wi,j 6= φ do
repeat
route← findRoute(di,j,k, Gλ(V,E))
if route 6= NULL then
Gλ(V,E)← Gλ(V,E)− {links on route}
Accept← Accept+ 1




until route 6= NULL or λ =W
if route = NULL then
Reject← Reject+ 1; Wi,j ←Wi,j − {di,j,k}
else if λ > LoopIndex then
LoopIndex← λ
end if
k ← k + 1; λ← BatchIndex
end while
Bi ← Bi − {Wi,j}; j ← j + 1
end while
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7.3.1 Example for RWA of SLDs using TWA
We now illustrate, how different methods of TWA algorithm works with the example set of seven
SLDs shown in Table 7.1. For simplicity we have shown only primary paths in this example.
Let’s assume that the duration of window, T = 6, then number of windows for first batch is
24/T = 24/6 = 4. The windows in the first batch are [00.00-06.00), [06.00-12.00), [12.00-1800),
[18.00-24.00). The number of windows for second batch is 2. The windows in second batch
are [00.00-12.00) and [12.00-24.00). The number of windows for the third batch is one and the
duration is [00.00-00.00), complete circle. Table 7.3 shows the seven demands in 7.1 divided into
batches and windows. The routing and wavelength assignment of these demands using method-1
and method-2 is shown in Tables 7.4 and 7.5, respectively. Note that the routes and wavelength
assignment for SLD3 is different for both the methods.
Table 7.3: Dividing seven demands shown in Table 7.1 into batches and windows in TWA






2 00.00-00.00 7, 3
Table 7.4: Example of routing and wavelength assignment of seven demands shown in Table.
7.1 using method-1
B. No Time Window Demand Shortest Path Wavelength Remarks
0 18.00-00.00 2 4-0 1
18.00-00.00 6 11-14-20 1
12.00-18.00 4 11-14-20 1 reuse
12.00-18.00 5 8-9-6-7-13 1
1 12.00-00.00 1 8-9-6 2
2 00.00-00.00 7 6-7-13 3
00.00-00.00 3 6-7-3 4
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Table 7.5: Example of routing and wavelength assignment of seven demands shown in Table.
7.1 using method-2
B. No Time Window Demand Shortest Path Wavelength Remarks
0 18.00-00.00 2 4-0 1
18.00-00.00 6 11-14-20 1
12.00-18.00 4 11-14-20 1 reuse
12.00-18.00 5 8-9-6-7-13 1
1 12.00-00.00 1 8-9-6 2
2 00.00-00.00 7 6-7-13 3
00.00-00.00 3 6-1-2-3 3
7.4 Results and Discussion
In this section, we examine the numerical results obtained from simulation experiments. In this
study we consider the networks without wavelength conversion. The demands are requested
between a source-destination pair chosen randomly, with a condition that any node-pair is
chosen with the same probability. The starting time of the connection requests are generated
uniformly between 0 and 24 hours. The duration of each demand is a uniformly distributed
random variable between [0.5*T to 1.5*T]. Where T is duration of window and set to 4 in all
our experiments. The ending time is the sum of starting time and the duration. Each demand
requests one lightpath. In the simulation experiments we find a primary path and a end-to-end
disjoint protection path for each demand and resource sharing is allowed among primary paths
and protection paths of demands that do not overlap in time. Algorithms presented in this
chapter can be extended to handle more general case, where each FSLD requests more than one
lightpath.
The implementation was done in C++ running under Windows XP on a Pentium IV 3
GHz, 512 MB RAM. We conducted extensive simulation experiments on ARPANET, USANET,
mesh 8 × 8, mesh 10 × 10, and 12 × 12 networks to compare and evaluate the proposed
algorithms w.r.t. the number of wavelengths required, number of reused wavelengths, average
call acceptance ratio: ratio of number of demands accepted to the total number of demands, and
reuse factor: the ratio of reused wavelengths to the sum of number of wavelengths used and the
number of reused wavelengths, for different network configurations. We conducted simulation
experiments for two different cases: 1) non-blocking case: in which the number of wavelengths,
W set to infinity and 2) blocking case: where the number of wavelengths available on each link
was set to, W = 16, 32, 40, 80. Because of space limitations we present a subset of results from
simulation experiments.
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Tables 7.6-7.8 show the number of wavelengths required for different methods for USANET,
ARPANET, and mesh 12 × 12 networks, respectively. From the results we can observe that
for both algorithms as the number of demands or number of wavelengths increases the number
of wavelengths required for accepted connections also increases. As the number of wavelengths
increases the chances of finding a free continuous wavelength channel increases. As the number of
demands increases, the number of calls accepted (not ACAR) by the network increases and hence
the number of wavelengths required. The number of wavelengths required for TWA method-2
is high compared to all other methods, as it tries to pack as many connections as possible on
a virtual wavelength plane. The average number of hops for the accepted connections in TWA
method-2 is high and hence requires more number of wavelengths. The average call acceptance
ratio for this method is also high and this is also one of the reasons why this method need more
number of wavelengths. Although the number of wavelengths required for ISA is less, it does not
perform well w.r.t to other parameters. The reason behind this is ISA allocates one wavelength
for one IS. In the simulation experiments we found that the number of ISs for 1000 demands
is around 350 and hence the average number of demands in each IS is about 3 (maximum is
around 6). When we have limited number of wavelengths (for blocking case) it will not be able
to accept the demands in ISs which are not assigned any wavelength. But, for non-blocking
case, as we set the number of wavelengths to∞, all ISs will be allocated a wavelength and hence
requires more number of wavelengths.
Tables 7.9-7.11 show the number of reused wavelengths for different methods for USANET,
ARPANET, and mesh 12× 12 networks, respectively. The TWA significantly outperforms ISA
w.r.t the number of reused wavelengths. The reason for this is, ISA not able to share the
wavelengths across the independent sets and the number of demands in each IS is very small (at
most 6). Only the demands within a IS can share the wavelengths on one virtual wavelength
graph. Whereas in TWA the number of reused wavelengths is very high. Although the number
of windows in TWA is small, the number of demands in each window is large. As the demands
across different windows in a batch can share wavelengths, the number of reused wavelengths is
high. But, in a particular window, all the demands are time-overlapping and hence we can not
reuse the wavelengths. The numerical results presented in this chapter are for window duration
of 4 hrs and therefore the number of windows in first batch is 6 and in second batch 3, and
in last batch 1. However, we have conducted simulation experiments for window durations of
6 hrs and 8 hrs and observed the similar trends. As the demands in different windows in the
same batch can share wavelengths, it performs well w.r.t number of reused wavelengths and
as well as reuse factor. As TWA method-2 routes the demands on a virtual graph which tries
to pack as many demands as possible the resource utilization is more leading to more number
of reused wavelengths compared to TWA method-1. For the same reason it also requires more
number of wavelengths and also average call acceptance ratio is high compared to TWA method-
1. We can also observe that as the size of the network and number of demands increasing the
Chapter 7. Heuristics for Routing Scheduled Protection Paths 137
Table 7.6: Number of wavelengths required for different methods, USANET network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 766 1278 1342 1054 1054 1054 1166 1166 1166
400 768 1531 2653 1650 2068 2068 2196 2196 2196
600 783 1566 4013 1729 2919 3076 2873 3287 3287
800 785 1536 5375 1837 3311 3967 2968 4360 4360
1000 818 1597 6710 1833 3401 4875 3190 5366 5386
number of reused wavelengths for both methods of TWA increases. Whereas for ISA there is
not much change in number of reused wavelengths because of low resource utilization resulted
from allocating one wavelength for each IS.
Tables 7.12-7.14 show the reuse factor for different methods for USANET, ARPANET, and
mesh 12×12 networks, respectively. The reuse factor is defined as the ratio of reused wavelengths
to the sum of number of wavelengths required and reused wavelengths. The denominator of reuse
factor indicates the number of wavelengths required if there is no wavelength reuse at all. For
very large networks such as mesh 12×12 network the reuse factor is high for TWA method, but
for ISA it is marginal. The reason being not able to share the more number of wavelengths and
less resource utilization. Tables 7.15-7.17 show the average call acceptance ratio for different
methods for USANET, ARPANET, and mesh 12× 12 networks, respectively. In this case also
both methods of TWA performs well compared to ISA method. By reusing the wavelengths TWA
conserves wavelengths for other demands and hence chances of accepting other connections is
high leading high call acceptance ratio. The ACAR for ISA is very poor because this algorithm
routes demands in one IS on one virtual wavelength plane, though demands from other IS can
be routed on the same virtual plane. The performance of ISA can be improved by allowing
several ISs to share the virtual wavelength graphs.
7.5 Summary
In this chapter, we examined the advantages of knowing the set-up and tear-down times of
scheduled lightpath demands (SLDs). To capture the time-disjointness and time-overlapping
that could exist among fault-tolerant SLDs, we proposed independent sets algorithm and time
window algorithm, respectively. We demonstrated that by capturing the time-disjointness and
time-overlap these algorithms can reuse wavelengths, hence reduce the number of wavelengths
required and increases the average call acceptance ratio. As resource sharing is allowed among
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Table 7.7: Number of wavelengths required for different methods, ARPANET network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 582 1004 1065 842 842 842 930 930 930
400 586 1151 2119 1506 1560 1560 1726 1726 1726
600 599 1226 3224 1569 2434 2434 2043 2625 2625
800 641 1260 4236 1630 2965 3182 2123 3572 3572
1000 624 1231 5431 1770 3131 3971 2031 4007 4502
Table 7.8: Number of wavelengths required for different methods, mesh 12× 12 network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 2059 3636 3636 3057 3057 3057 2852 2852 2852
400 2192 4253 7153 5605 5605 5605 5260 5260 5260
600 2065 4223 10580 8002 8002 8002 7696 7696 7696
800 2197 4152 14037 9904 10481 10481 10221 10221 10221
1000 2302 4439 17864 11155 12790 12790 12885 12885 12885
Table 7.9: Number of reused wavelengths for different methods, USANET network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 135 173 173 527 527 527 761 761 761
400 135 246 335 1053 1053 1053 1577 1577 1577
600 159 248 532 1682 1682 1682 2381 2381 2381
800 135 254 610 2306 2338 2338 3321 3321 3321
1000 146 240 724 2579 2975 2975 4185 4185 4185
Chapter 7. Heuristics for Routing Scheduled Protection Paths 139
Table 7.10: Number of reused wavelengths for different methods, ARPANET network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 81 99 99 374 374 374 541 541 541
400 81 151 239 931 931 931 1277 1277 1277
600 94 169 328 1305 1305 1305 1817 1817 1817
800 81 179 497 1802 1802 1802 2441 2441 2441
1000 94 172 536 2213 2343 2343 1825 3177 3177
Table 7.11: Number of reused wavelengths for different methods, mesh 12× 12 network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 126 140 140 846 846 846 1459 1459 1459
400 137 263 403 2288 2288 2288 3816 3816 3816
600 73 218 532 3671 3671 3671 5438 5438 5438
800 171 356 784 5113 5113 5113 7809 7809 7809
1000 92 171 812 6989 6989 6989 10189 10189 10189
Table 7.12: Reuse factor for different methods, USANET network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 0.150 0.119 0.114 0.333 0.333 0.333 0.395 0.395 0.395
400 0.150 0.138 0.112 0.390 0.337 0.337 0.418 0.418 0.418
600 0.169 0.137 0.117 0.493 0.366 0.354 0.453 0.420 0.420
800 0.147 0.142 0.102 0.557 0.414 0.371 0.528 0.432 0.432
1000 0.151 0.131 0.097 0.585 0.467 0.379 0.567 0.438 0.437
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Table 7.13: Reuse factor for different methods, ARPANET network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 0.122 0.090 0.085 0.308 0.308 0.308 0.368 0.368 0.368
400 0.121 0.116 0.101 0.382 0.374 0.374 0.425 0.425 0.425
600 0.135 0.121 0.092 0.454 0.349 0.349 0.471 0.409 0.409
800 0.112 0.125 0.105 0.525 0.378 0.362 0.535 0.406 0.406
1000 0.130 0.122 0.090 0.556 0.428 0.371 0.473 0.442 0.414
Table 7.14: Reuse factor for different methods, mesh 12× 12 network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 0.058 0.037 0.037 0.217 0.217 0.217 0.338 0.338 0.338
400 0.059 0.058 0.053 0.290 0.290 0.290 0.420 0.420 0.420
600 0.034 0.049 0.048 0.314 0.314 0.314 0.414 0.414 0.414
800 0.072 0.079 0.053 0.340 0.328 0.328 0.433 0.433 0.433
1000 0.039 0.037 0.043 0.385 0.353 0.353 0.442 0.442 0.442
Table 7.15: ACAR for different methods, USANET network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 .461 .755 1 .850 .928 1 .973 1 1
400 .230 .463 1 .768 .860 1 .912 0.984 1
600 .156 .371 1 .691 .813 1 .874 0.963 1
800 .113 .253 1 .585 .716 1 .780 0.912 1
1000 .080 .140 1 .498 .686 1 .723 .897 1
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Table 7.16: ACAR for different methods, ARPANET network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 .455 .743 1 .843 .921 1 .961 1 1
400 .213 .455 1 .748 .843 1 .900 .978 1
600 .147 .360 1 .677 .810 1 .853 .959 1
800 .112 .233 1 .568 .695 1 .743 .901 1
1000 .070 .124 1 .461 .660 1 .627 .893 1
Table 7.17: ACAR for different methods, mesh 12× 12 network
FSLDs ISA TWA - Method-1 TWA - Method-2
W=40 W=80 W=∞ W=40 W=80 W=∞ W=40 W=80 W=∞
200 .566 .960 1 .989 .991 1 1 1 1
400 .310 .590 1 .950 .983 1 .992 .997 1
600 .198 .392 1 .910 .930 1 .971 .981 1
800 .133 .293 1 .897 .911 1 .956 .947 1
1000 .112 .214 1 .844 .893 1 .927 .926 1
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primary paths and protection paths of demands that do not overlap in time the number of reused
wavelengths is high resulting in higher call acceptance ratio. We conducted extensive simulation
experiments on ARPANET, USANET, mesh 8 × 8, mesh 10 × 10, and mesh 12 × 12 networks.
In simulation experiments, we have considered two different cases: 1) non-blocking case: where
the number of wavelengths on each link of network is set to infinity and 2) blocking case: where
the number of wavelengths on each link is set to a certain number.
We evaluated these two algorithms based on several metrics, such as number of wavelengths
required, number of reused wavelengths, reuse factor, and average call acceptance ratio. From the
simulation results we can observe that TWA reuses significant number of wavelengths followed
by ISA. Algorithm TWA performs better than ISA w.r.t all performance metrics, except the
number of wavelengths required. Further, we observe that as the size of the network increases
the number of reused wavelengths for TWA increases. The performance of ISA can be improved






Providing fault-tolerance at an acceptable level of overhead in WDM optical networks has be-
come a critical problem. This is due to the size of the current and future networks and diverse
quality of service (QoS) requirements for multimedia services. Several real-time applications
require communication services with guaranteed timeliness and fault-tolerance at acceptable
levels of overhead. Different applications/end users need different levels of fault-tolerance and
differ in how much they are willing to pay for the service they get. The current optical networks
are capable of providing either full protection in presence of single failure or no protection at
all. So, there is a need for a way of providing the requested level of fault-tolerance (reliability)
to different applications/end users. We choose the reliability of a connection as a parameter
to denote the different levels of fault-tolerance and propose a segment-based partial protection
scheme for routing reliability-guaranteed connections in a resource efficient manner.
In this chapter, we consider the problem of dynamically establishing reliable connections
(R-connections) in wavelength routed WDM optical networks. We call a connection with the
reliability requirements as an R-connection. We develop an efficient segment-based partial pro-
tection scheme to select routes and wavelengths to establish an R-connection with a specified
reliability guarantee. We propose a scheme based on the primary-backup approach for providing
such service differentiation in a resource efficient manner. In our scheme, we provide segment-
based partial protection lightpaths for varying lengths of the primary lightpath to enhance the
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reliability of the connection. The length of the primary lightpath for which the protection light-
path is provided depends on the reliability required by the application/end user but not on the
actual length of the primary lightpath, network topology, and design constraints. Apart from
providing the reliability guarantee, the proposed scheme is able to recover all failures imme-
diately, except the failures which are not covered by the protection segment. In this case the
failed connections cannot be rerouted on to the protection segment and we initiate our proposed
recovery process which handles all possible failure scenarios. We conduct extensive simulation
experiments to evaluate the effectiveness of the proposed scheme on different networks. We
present experimental results which suggest that our scheme is attractive enough in terms of
resource utilization, average call acceptance ratio, average recovery time and average recovery
ratio. Furthermore, the results suggest that our scheme is practically applicable for medium and
large sized networks because of its low computational cost and improved performance for large
networks in terms of average call acceptance ratio and resource utilization.
The rest of the chapter is organized as follows. In Section 8.2, we provide the motivation
for our work. In Section 8.3, we look at differentiated reliable connections. In Section 8.4,
we describe the concept of segment-based partial protection paths. In Section 8.5, we develop
segment-based partial protection scheme to provide differentiated reliable connections. In Sec-
tion 8.6, we discuss route selection and wavelength assignment algorithms. We describe failure
detection and recovery procedures in Section 8.7. In Section 8.8, we address the scalability issue
of our scheme. In Section 8.9, we present numerical results from the simulation experiments.
Finally, we conclude this chapter in Section 8.10.
8.2 Motivation
From the discussion in Chapter 2, it is clear that the existing work in the literature [30–32,57–
59,61] provides current optical networks with either full protection (under single failure model)
or no protection. The schemes proposed in [61, 63] insist on the availability of an end-to-end
backup lightpath during the establishment of a D-connection. The work in [60] is concerned with
overall network restoration guarantee but does not distinguish between connections with different
levels of fault-tolerance requirement. Recently there has been considerable interest in providing
reliable connections in optical WDM networks. The problem of providing reliable connections in
optical ring networks is considered in [106,107]. Here, in [106,107], each connection is assigned
a maximum failure probability (MFP). The problem of providing the service differentiation is
achieved through the primary-backup multiplexing [60]. The lower class connections are assigned
protection wavelengths used by the higher class connections. The objective is to find the routes
and wavelengths used by the lightpaths in order to minimize the ring total wavelength mileage,
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subject to guaranteeing the MFP requested by the connection i.e., problem is considered as
provisioning problem. In this chapter, the problem of providing the service differentiation is
achieved through the concept of segment-based partial protection lightpaths. Here, the objective
is to minimize the blocking probability for a given number of wavelengths and fibers. In this
work, we concern ourself with providing various levels of fault-tolerance for different connections
as requested, in a resource efficient manner. This and various other facts which are detailed
below in this section motivate us towards our work:
• In conventional approaches to fault-tolerance [61,63,71], end-to-end protection lightpaths
are provided, and they are able to handle any component failure under the single link
failure model. In single link failure model only one link in the whole network is assumed
to fail at any instant of time. Since, the failure of components is probabilistic, such a
model is not realistic, especially for large networks. For example, refer to the study [108]
on Sprint’s North America IP backbone network with IP layer directly operating above
WDM layer. We note that connections with end-to-end protection lightpaths also have
to be reestablished in case more than one link fails simultaneously. In such a probabilis-
tic environment network service provider cannot give any absolute guarantees but only
probabilistic guarantees.
• End-to-end detouring has additional requirement that for a call to be accepted it is essential
to find sufficient resources along two totally disjoint paths between source-destination pair.
Even when there are two routes in the network between the source-destination pair, it is
possible for the primary lightpath to be routed (along the shortest hop path or minimum
delay path) so that there cannot exist an end-to-end protection lightpath as shown in
Chapter. 3.
• Every lightpath does not necessarily need fault-tolerance to ensure network survivability.
• At any instant of time, only a few lightpaths critically require fault-tolerance. For such
critical lightpaths, full backup lightpaths may be exclusively reserved.
• Failures do not occur frequently enough in practice to warrant end-to-end protection light-
path.
• Providing protection against fiber network failures could be very expensive due to less
number of wavelengths available and high costs associated with fiber transmission equip-
ment.
• Lastly, today’s applications and services are mostly based on the ubiquitous IP, and the
trend is likely to continue. The trend in the current network development is moving
towards a unified solution, that will support voice, data and various multimedia services
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(multi-service providers). This is evidenced by growing importance to concepts like QoS
and differentiated services that provide various levels of service performance.
8.3 Differentiated Reliable Connections
Applications/end users differ in their willingness to pay for a service which provides fault-
tolerance. Considering the requirements of different applications/end users it is essential to
provide services with different levels of reliability. The notion of QoS has been proposed to cap-
ture qualitatively and quantitatively defined performance contract between the service provider
and the end user applications. The goal of QoS routing is to satisfy requested QoS require-
ments for every admitted call and achieve global efficiency in resource allocation and average
call acceptance ratio by selecting network routes and wavelengths with sufficient resources for
the requested QoS parameters [96, 97]. Meeting QoS requirements of each individual call and
increasing average call acceptance ratio (ACAR, i.e., ratio of the number of calls accepted to the
total number of calls requested) are important in QoS routing, while fairness, overall through-
put, and average response time are the essential issues in traditional routing and wavelength
assignment. The QoS requirements of a connection are given as a set of constraints, which can be
link constraints or path constraints. For unicast traffic, the goal of QoS routing is to find a route
and a wavelength that meet the requirements of a connection between the source-destination
pair. In this chapter, we consider the reliability of connections as a parameter of quality of
service (QoS) and describe a scheme for establishing connections with such QoS requirements.
A connection with the reliability requirement is called an R-Connection (reliable connection).
Reliability of a resource (or component) is the probability that it functions correctly over a
period of time. Reliability of an R-connection is the probability that enough resources reserved
for this R-connection are functioning properly to communicate from the source to the destination
over a period of time. Reliability has a range from 0 (never operational) to 1 (perfectly reliable).
It is assumed (with reasonable justification) that reliability comes at cost. Therefore, a more
reliable connection comes at a greater cost. However, the relation between cost and reliability
may not be linear. The reliability of link could be function of 1) type of medium, 2) the physical
reliability of the link, 3) age of the link, 4) environmental conditions such as temperature and
humidity, and 5) length of the link and its geographical location, etc. We note that computing
reliability based on these parameters is a research problem by itself and is beyond the scope of
this thesis. In our work we assume that reliability of all the links l ∈ L are given. The reliability
of a path consisting of links with reliabilities r1, r2, . . . , rn will be
∏n
i=1 ri. The fiber reliability
from the point of view of loss variation for various cable-environment parameters (example,
temperature, humidity, and radiation) was studied in [74,109–111] and several fiber failures are
also reported due strength loss of the fiber.
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Despite the low probability of fiber failure, the associated economic risk is appreciable be-
cause of 1) the high cost of the fiber repair or replacement, 2) large volumes of data passing
through optical networks. In recent years, the micro-electro-mechanical (MEM) optical switches
are increasingly becoming popular; as these switches work based on the rotation of the mirrors,
the reliability of these components is particularly important to be considered. The reliability of
optical fiber used in certain biomedical applications is extremely important because failure of the
fiber during use might be fatal for the patient. Because of these type of applications, long-term
reliability is an important factor for practical use of fiber. Whenever an application/end user
specifies the level of reliability required, the network provider has to find a path with requested
level of reliability. For this, at the initial stages of provisioning the network, he/she can use the
reliability information provided by the component vendors. As the time goes on, he/she can
also estimate the failure probability based on past experiences. After some years of experience
he/she can use the estimated failure probability before establishing the lightpath.
In our scheme, we establish an R-connection with primary lightpath and an optional protec-
tion lightpath. A protection lightpath is provided when the reliability specified by the application
requires that a protection lightpath is provided, and it can be either end-to-end or partial which
covers only a part of the primary lightpath. The length of the primary lightpath covered by
the partial protection lightpath can be chosen to enhance the reliability of the R-connection to
the required level. The length of the primary for which protection path is provided depends
on the reliability required by the application/end user but not on the actual length of the pri-
mary, network topology, and design constraints. If certain portions of the primary lightpath
are considered less reliable (more vulnerable), then the protection lightpaths are provided for
only those segments of the primary lightpath. For providing protection lightpaths, we have to
reserve sufficient resources along the protection lightpaths as well. This is an added cost and
our scheme preserves resources by using only the required amount of protection lightpaths. By
doing so it reduces the spare resource utilization and there by increases the ACAR.
In our scheme, many R-connections will have only a partial protection lightpath rather than
end-to-end protection lightpath. This means that if there is a fault in the part of primary
lightpath which is not covered by the protection lightpath, then the R-connection cannot be
restored immediately: the whole path has to reestablished. But, we note that connections with
end-to-end protection lightpaths also have to be reestablished in case of more than one link
failing simultaneously. Various real-time applications like video-on-demand, video conferencing,
scientific visualization, computer assisted collaborative work and virtual reality benefit a lot
from our scheme, where the disruption of a connection is nuisance which we would like to avoid,
but not mission threatening [96,97]. If network service provider feels that he/she can earn more
revenue by admitting more number of calls with reliability requirements, he/she can do so by
manipulating the parameters of our scheme.
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Figure 8.1: Illustration of segment-based partial protection and full protection lightpaths
8.4 Concept of Segment-based Partial Protection
In this chapter, we assume that none of the nodes have wavelength conversion capabilities
(since all-optical wavelength converters are expensive). The wavelength continuity constraint
imposed by these networks requires that same wavelength must be allocated on all the links
of the chosen route from the source to the destination. This constraint is unique to WDM
networks. Therefore, a lightpath has to occupy the same wavelength on all the links along the
route. A primary segment is a sequence of contiguous links along the primary lightpath. A
partial protection lightpath covers only a primary segment, i.e., the protection lightpath can
only be used when a component along the primary segment encounters a fault. Figure 8.1
shows the benefit of partial protection lightpath. An R-connection has to be established from
the source to the destination. The primary lightpath consists of 7 links, i.e., links 1, 2, 3, 4, 5,
6, 7. Here, links 3, 4, 5 and their end nodes form a primary segment. The partial protection
lightpath, consisting of links 8, 9, 10 and their end nodes covers the above primary segment.
The end-to-end protection lightpath (which is disjoint from the primary lightpath) consists of 7
links, i.e., 11, 12, 13, 14, 15, 16, 17 and covers the entire primary lightpath.
In our work, for simplicity we assume nodes are fully reliable i.e., only links are prone to
faults and all the wavelength channels on a link are assumed to have same reliability. Our work
can be easily extended to include node failures, as node failures can be considered as multiple
link failures. We now find the reliability of an R-connection from the source to the destination as
shown in Figure 8.1 with segment-based partial protection lightpath, full protection lightpath,
and no-protection lightpath. The reliability of a segment consisting of links with reliabilities r1,
r2,...rn will be
∏n
i=1 ri. Let rp denote the reliability of the primary lightpath, rs denote that
of the primary segment which is covered by a protection lightpath, rb that of the protection
lightpath and rc that of the composite path comprising of primary and protection lightpaths.
Here, rp =
∏7
i=1 ri, rs = r3.r4.r5 and rb = r8.r9.r10. Now rc = (reliability of part of primary
lightpath not covered by the protection lightpath) × (reliability of primary segment and partial





.(rs + rb.(1− rs)) (8.1)
Let rr denote the reliability requested by an application/end user. We now illustrate the benefits
of segment-based partial protection scheme with an example. Suppose the reliability of each of
the links is 0.9800, and the required reliability rr is 0.9150. Then, for the R-connection shown
in Figure 8.1, using partial protection lightpath, rp = 0.8681, rb = rs = 0.9411. Then using
Equation 8.1 , we calculate rc as 0.9192. Thus, having a partial protection for any 3 links is
just enough in this case as the required reliability is 0.9150.
Now, consider the same R-connection shown in Figure 8.1, using end-to-end protection
lightpath. Since, entire primary lightpath is covered by protection lightpath, reliability of the
primary segment is equal to reliability of the primary lightpath, rs = rp = 0.8681. The reliability
of full protection lightpath (in this case which has same number of links as primary lightpath),
rb = 0.8681. Then using Equation 8.1, we calculate rc = 0.9826, which is much more than the
reliability required by the R-connection. Note that end-to-end scheme is not able to distinguish
the R-connections with different reliability requirements. Now, consider the same R-connection
shown in Figure 8.1, using no-protection lightpath at all. In this case, the composite reliability
rc = rp = 0.8681, which is less than the reliability required by the R-connection.
From the example it is clear that our scheme preserves resources by using only the required
amount of protection lightpaths. By doing so it reduces the spare resource utilization and there
by increases the ACAR. It also distinguishes the R-connections with different reliability require-
ments. In this example, we have taken reliability of all the links as same and equal to 0.9800, but
in a practical network different links will have different reliabilities. So, segment-based partial
protection scheme can be used effectively by identifying primary segments which are less reliable
(or more vulnerable) and providing partial protection lightpaths for those segments only. Apart
from providing the reliability guarantee, the segment-based partial protection scheme is able to
recover all connections, except the failures which are not covered by the protection segment. If
there is a fault in the part of primary lightpath which is not covered by the protection light-
path, then the connection cannot be restored immediately. In this work, we propose a failure
recovery scheme which handles all possible failure scenarios. Furthermore, from the example we
can observe that the recovery time of the partial protection lightpath is small compared to full
protection lightpath as our scheme is able to handle failures more locally.
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8.5 Segment-based Partial Protection Path Algorithms for Rout-
ing Differentiated Reliable Connections
When an application/end user requests an R-connection from a source to a destination, we try
to accept the connection by providing requested reliability using 1) a single shortest primary
lightpath, or 2) a single primary lightpath with higher reliability using reliability-aware route
selection algorithm, or 3) a primary lightpath and a protection segment covering a part of pri-
mary lightpath, or 4) an end-to-end protection lightpath, in that order. Trying in this order
helps our scheme preserve resources by using only the required amount of protection resources
and hence reduces the spare resource usage. If the reliability of the route found using shortest
path algorithm is below the required reliability, we try to find a route with required reliability,
using a reliability-aware route selection algorithm. If the reliability of the route found using
reliability-aware route selection algorithm is below the required reliability, we identify the pri-
mary segment which is less reliable (more vulnerable) and provide a protection segment to that
primary segment to enhance the reliability of the composite path. The length of the primary
segment covered by the partial protection lightpath (called as protection segment) can be chosen
to enhance the reliability of the connection to the required level. The length of the primary for
which protection is provided depends on the reliability required by the application/end user but
not on the actual length of the primary, network topology, and design constraints.
Note that, as the resources reserved for protection lightpath are used only when there is a
fault in the primary lightpath, we establish a protection lightpath only when it is not possible to
find a primary lightpath with the required reliability. Finally, if the reliability of the composite
path using a primary lightpath and a protection segment is below the required reliability, then
we provide an end-to-end protection path. In this work, we take the delay along a path and
network resources reserved to be proportional to the length of the path. Thus the amount of
resources reserved and delay are synonymous with path length. We propose to use the algorithms
that minimize resource reservation or delay while finding the shortest route from the source to
the destination and fixed ordering wavelength assignment policy to select free wavelength. We
outline our algorithm in detail below. rr, rp, rb, rs, and rc are as described in the previous
section.
1. Find a primary route from source to destination, using minimum cost algorithm.
2. Find a common free wavelength along the route found in step 1 using FX (fixed ordering)
wavelength assignment policy. If a free common wavelength is available then set flag-1 to
true, otherwise return failure.
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3. If rp ≥ rr and flag-1 is true
then accept this R-connection and return success.
Else goto step 4.
4. Use the reliability-aware route selection algorithm (described in the next section) to find
a primary route from the source to the destination.
5. Find a common free wavelength along the route found in step 4 using FX (fixed ordering)
wavelength assignment policy. If a free common wavelength is available then set flag-2 to
true.
6. If new rp ≥ rr and flag-2 is true
then accept this R-connection and return success.
Else goto step 7.
7. Reconsider the primary route found in step 1.
8. 8. Identify segments (described in the next section) of primary lightpath to which we can
provide a protection lightpath to enhance the reliability. Find protection routes for the
identified primary segments using reliability-aware route selection algorithm.
9. Find whether the same wavelength on which primary is established is available on the
identified segments. If same wavelength is available then set flag-3 to true.
10. Select one segment which satisfies the reliability requirement and whose flag-3 set to true
(whether a protection segment satisfies the reliability requirement can be decided by eval-
uating rc using Equation 8.1). If such a protection segment exists, accept that primary
and protection segment and return success.
11. return failure.
Note that, in step 2 if a wavelength continuous route is not found, we reject the R-connection
request. If we continue, we might find a reliable route using modified route selection algorithm
and a common free wavelength. However, in wavelength selective networks longer hop connec-
tions have more blocking probability because of wavelength continuity constraint. But, in either
case we are not able to find composite lightpath comprising of primary and partial or end-to-end
backup lightpath. In step 7, we reconsider the shortest path found in step 1 rather than that in
step 4 to decrease the load on links with high reliability, which would be preferentially chosen
by the modified path selection algorithm. The main issues involved here are given below which
are discussed in the next section.
1. The modified route selection algorithm to find a route with higher reliability in step 4.
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2. Identification of the segments of the primary lightpath in step 8.
3. Selection of a suitable protection segment among all the eligible protection segments in
step 10.
4. Selection of wavelength along the route chosen (primary, partial or end-to-end protection
lightpaths).
Although in our algorithm we establish only one protection lightpath, it can be easily adapted
to establish multiple protection lightpaths to further enhance the reliability of an R-connection.
For example in step 11, we can rather have:
Establish one end-to-end protection lightpath and one partial protection lightpath. This primary
with two protection lightpaths might satisfy the reliability requirement. If it satisfies, accept
this R-connection with two protection lightpaths and return success.
8.6 Route Selection and Wavelength Assignment
Depending on the routing policy and wavelength assignment policy used, different routing and
wavelength assignment algorithms are possible. The order in which the selection of routes and
wavelengths are made does matter. These two methods can be used in any order one after the
other or jointly. In our work, we use fixed routing and fixed wavelength assignment policy in
that order. In this section, we present some simple solutions to the issues raised in the previous
section.
8.6.1 Reliability-Aware Route Selection Algorithm
Finding a route subject to multiple constraints on routing metrics is NP-complete [12, 96, 97].
Here, we are interested in minimizing spare resource utilization and maximizing reliability. There
is no provably efficient algorithm for doing this, and so we resort to heuristics. In this chapter,
we attempt to find routes with higher reliability at the expense of greater path length. To do
this, we define a cost function for each link which is dependent both on its reliability and delay
(or cost of the link or hop count) along it. We then use Dijkstra’s minimum cost algorithm to
find a route from the source to the destination. Delay is an additive metric where as reliability
is a multiplicative one, i.e., the delay along a route is the sum of the delays along each link,
whereas the reliability of a route is the product of the reliabilities of the links in it. Since
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Dijkstra’s algorithm takes costs to be additive, we propose to use the logarithm of the reliability
in the cost function. Thus, a suitable cost function would be,
cost = delay − relWeight ∗ log(reliability) (8.2)
where relWeight is a parameter. By varying the value of relWeight, we can control the trade-off
between reliability and delay along the path chosen.
8.6.2 Identification of Primary Segments
As described in the previous section, we identify some suitable segments of the primary lightpath
and find protection lightpaths for them to enhance the reliability of the R-connections to the
desired level. So, we identify primary segments whose reliability is less than estRel which is




.(rs + rb.(1− rs)) ≥ rr
⇒ rs ≤ rp
rr
.(rs + rb.(1− rs))
Now, rb < 1. Therefore, rs <
rp
rr
.(rs + (1− rs))
⇒ rs < estRel = rp
rr
(8.3)
Among primary segments of a given length, it would be advantageous to provide protection
lightpaths for primary segments with low reliability because, as seen from Equation 8.1, rc
increases as rs decreases assuming rb ≈ rs.
8.6.3 Selection of Protection Segment
A number of segments, up to maximum of segmentTrials (which is input to our algorithm), are
found as described above and are remembered. We also add the whole primary lightpath as
an alternative in case an end-to-end protection lightpath is very convenient. We try to find
protection lightpaths for the segments which satisfy the reliability requirement. We use the
reliability-aware route selection algorithm to find a protection route between the end nodes
of the primary segment, after excluding all the components of the primary other than the
end nodes of the primary segment. Among these protection segments, the protection segment
that requires lesser amount of resources is preferable. However, in case of protection segments
reserving slightly different amounts of resources, it might be better to choose one which gives
higher composite reliability. So, we select a protection based on an expense function given below.
expense = pathLength− compositeRelFactor ∗ rc (8.4)
Here, compositeRelFactor is a parameter which allows a trade-off between composite reliability
and extra resource reservation. We choose the protection segment with the least expense value.
Chapter 8. Routing Segment-based Differentiated Reliability Guaranteed Connections 154
8.6.4 Wavelength Selection Algorithm
The second component of the wavelength routing (WR) algorithm is to assign a wavelength on
each link along the chosen route. Refer to Chapter 2 for various wavelength assignment schemes
proposed in literature. In our work we use fixed ordering (FX) wavelength assignment policy
because of its simplicity. The FX algorithm searches the wavelengths in a fixed order. All the
wavelengths are indexed and they are searched in the order of their index numbers. The first
free wavelength found while searching in this order is reserved. This algorithm does not use
the wavelength usage factor and thus does not require any global information. The idea behind
using FX is to achieve the performance closer to that of the MU algorithm but without requiring
any global state information.
8.7 Failure Detection and Recovery
When a fault occurs in a component in the network, the lightpaths passing through it have
to be rerouted through their protection lightpaths. This process is called failure recovery, and
is required only when a component in the primary lightpath fails. If a failed component is in
the primary segment covered by a protection lightpath, the protection lightpath is activated.
If a failed component is not covered by a protection lightpath, the whole lightpath need to be
rerouted. In this case, a search is initiated for finding a new lightpath which does not include
the failed component. Failure recovery is done in three phases, viz. failure detection, failure
reporting, and protection activation or lightpath rerouting. In our work, we assume that the
nodes adjacent to the failed link can detect the failure by monitoring the power levels on the
links [65]. After failure detection, the end nodes which have detected the fault will report it to the
concerned end nodes. Control messages carry connection identifier and lightpath information.
For carrying these control messages we assume a real-time control channel (RCC) [71], where a
dedicated channel is established and maintained for sending control messages.
After failure reporting, if the failed component is covered by a protection segment, protection
segment activation is done. In that case, the end nodes of the primary segment initiate the
recovery process on receiving the failure report. They send the activation message along the
protection segment. These messages are used to set the state of the switches such that protection
lightpath is switched from an inbound link to an appropriate outbound link. As resources are
reserved along the protection lightpath before hand, the R-connection will be resumed. The delay
suffered here is low as required by most real-time applications. In real-time communication, it
is essential to have the delays along both the primary and protection lightpaths to be as low
as possible. Our routing algorithm attempts to minimize the delay from the source to the
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Figure 8.2: Illustration of failure recovery
destination. In addition, depending on how delay-critical the application is, we can adjust the
relWeight parameter, which allows a trade-off between delay and reliability. Even in selecting
protection lightpaths, we try to minimize the pathLength or delay using the expense function.
This process is illustrated in Figure 8.2. If the failed component is not covered by a protection
segment, the source initiates the recovery process upon receiving the failure report. The source
again requests a reliable connection to be set-up, which may take much longer time. The failure
recovery algorithm is presented in Section 8.7.1.
8.7.1 Failure Recovery Algorithm
The R-connections are established according to the algorithm given in Section 8.5. Figure.
8.3 shows the flowchart of failure handling in segment-based partial protection scheme. Let
Numfailure, Numconnection, Numsuccess, Numunsuccess, recoverytime, Avgrecoveryratio, Av-
grecoverytime, and Accutime be the number of link/node failures, number of connections failed
as a result of the link/node failure, number of successfully recovered connections, number of
non-recoverable connections, recovery time of a successfully recovered connection, ratio of num-
ber of successfully recovered connections to the number of connections failed due to link/node
failures, the average recovery time of all successfully recovered connections, and the accumulated
total recovery time, respectively. All the variables are initially set to zero. A description of the
failure recovery algorithm is given below. When a failure occurs do the following:
Step 1: Increment Numfailure. For all R-connections that are active, find the connections
that are using the failed node/link. For each failed connection found, increment Numconnection.
Step 2: In case of segment-based partial protection scheme, for each failed connection do
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Figure 8.3: Flowchart of failure handling in segment-based partial protection scheme
the following:
a. If the failed component is covered by the protection segment, activate the protection
segment. The recoverytime is sum of the time taken to report to the end node of the
protection segment (in number of hops) and the number of hops in the protection segment.
Add recoverytime to Accutime and increment Numsuccess. Reset recoverytime to zero.
b. If the failed component is not covered by the protection segment, find another R-connection
following the procedure described in Section 8.5, if possible. The existing nodes and links,
except the source and destination nodes are excluded in the process of computing R-
connection. The recoverytime is the sum of the number of hops from failed component to
the source and the number of hops in the new path. Add recoverytime to Accutime and
increment Numsuccess.
c. If a new R-connection is not found or resources are not available, reject the connection
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and increment Numunsuccess. Then free the resources used for the connection.
Step 3: In case of full protection for each failed connection do the following:
• a) Activate the protection. The recoverytime is the sum of the time taken to report to
the source node and the number of hops in the full protection path. Add recoverytime to
Accutime and increment Numsuccess. Reset recoverytime to zero.
For both full and segment-based partial protection schemes, the average recovery time is defined
as
Average Recovery T ime =
AccuT ime
NumSuccess
and the average recovery ratio is defined as
Average Recover Ratio =
NumSuccess
TotalFailedConnections
8.8 Scalability of Segment-based Partial Protection Scheme
Our scheme scales well since it does not demand global knowledge and does not involve in
broadcast. Upon failures, control messages are not broadcast, but are only sent to a limited
part of the network affected by the fault. Each node has to know the protection lightpaths of
the R-connections whose primary lightpaths pass through it. This is needed for failure recovery.
Furthermore, each node needs to have only information about which wavelengths are free, used
for primary lightpaths, and used for backup lightpath (partial or end-to-end), on the links
that are directly attached to the node. The wavelength selection policy used does not use the
wavelength usage factor and thus does not require any global information.
The efficiency of the segment-based partial protection scheme improves with increase in
network size (i.e., diameter of the network). In large networks, the effectiveness of the scheme
increases as the mean path length of R-connections increases. As discussed earlier some R-
connections may be critical and may need highly reliable lightpaths. For these R-connections,
our algorithm can be easily adapted to provide multiple protection lightpaths to enhance the
reliability obtained by R-connections.
8.9 Performance Study
We evaluated our proposed scheme (described in Section 8.5) by carrying out extensive simu-
lation experiments on the 8 × 8 mesh, 9 × 9 mesh, 10 × 10 mesh, and ARPANET networks.
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The implementation was in C++, running under Linux on a Pentium-II 400 MHz. We also
implemented the end-to-end and no-protection schemes for comparative study, with respect to
the average call acceptance ratio (ACAR) and spare wavelength utilization. ACAR denotes the
fraction of requested calls which are accepted, averaged over a long duration of time. Spare
wavelength utilization denotes the percentage of wavelengths that are reserved for protection
paths.
For each of the above networks, we consider single-fiber and multi-fiber networks with differ-
ent number of fibers. Lightpaths are assumed to be bidirectional, and all the links are assumed
to have same number of fibers. All the fibers are assumed to have same number of wavelengths.
The delay of each link was set to 1. The reliability of the links was set as a uniformly distributed
random value between 0.97 and 1.0. Reliability of all the fibers on a link and all the wavelength
channels on a fiber are assumed to be equal. Route selection and wavelength assignment were
done as described in Section 8.6. The simulations are run for a large number of time units
to reach the steady state. R-connections are requested between a source and destination pair
chosen randomly, with a condition that any (source-destination) pair is chosen with the same
probability. Furthermore, every R-connection established is torn down after the number of time
units equal to Call Duration. In our experiments, we introduce a parameter called minLen which
denotes the length of the shortest path between the source and the destination. A requested
R-connection has shortest path between the source and the destination whose length is equal to
or greater than minLen. We choose minLen depending on the size and diameter of the network
topology. For small networks (small with respect to its diameter and number of nodes) like
ARPANET, minLen = 0 and 3 and for large networks like 8× 8 mesh network minLen = 0 and
5. The minLen = 0 effectively means the parameter can be ignored. In our experiments, the
number of segments identified for finding protection paths, segmentTrials was taken as 25. The
parameters relWeight and compositeRelFactor were taken as 200 and 1, respectively.
In end-to-end protection scheme, all the R-connections are provided with full protection
lightpaths irrespective of reliability of the primary lightpath. For finding end-to-end protection,
all the components of primary lightpath i.e., all the links and the intermediate nodes are removed
and then the same shortest path algorithm is used to find the protection path. All the protection
lightpaths are established on the same wavelength as corresponding primary lightpaths. All the
data plotted was taken after the network reached steady state. In the no-protection scheme,
if the reliability of the shortest route found is below the requested reliability or wavelength
continuity constraint is not satisfied, we try to find a lightpath with required reliability, using
reliability-aware route selection algorithm and FX wavelength assignment policy.
The network load is taken as the percentage of total wavelengths reserved for R-connections.
By varying the Call Duration and inter-arrival time we can subject the network to varying levels























Figure 8.4: ACAR vs Load for R-connections (Reliability 0.93, 1 Fiber, 15 Wavelengths, 8 X 8
Mesh)
of load. The results are shown in Figures 8.4 to 8.21. We give a detailed analysis of the results
below:
1. In Figures 8.4 to 8.9 the ACAR is plotted at various network loads for reliabilities 0.93
and 0.96 for 8× 8 mesh network and for reliability 0.96 for ARPANET. The graphs drawn
are for different number of wavelengths and fibers. The following observations are made:
(a) The ACAR is highest for segment-based partial protection scheme in all the cases.
(b) The ACAR is high even at high load levels.
(c) As the number of fibers increases, the ACAR curves are stable till around 30% of
network load and then start falling.
(d) For a given number of fibers and wavelengths as the required reliability increases the
ACAR of our scheme decreases, where as for end-to-end scheme it is same.
(e) The effectiveness (i.e., percentage of improvement over the end-to-end scheme) of our
scheme is more when minLen increases (i.e., as the size of the network increases).
The high ACAR observed for our scheme is expected because most of the R-connections
have partial protection paths. The ACAR for end-to-end scheme is less because of longer
protection paths. Generally, longer-hop connections are subjected to more blocking than














































Figure 8.6: ACAR vs Load for R-connections (Reliability 0.96, 1 Fiber, 15 Wavelengths, 8 X 8
Mesh)















































Figure 8.8: ACAR vs Load for R-connections (Reliability 0.96, 1 Fiber, 8 Wavelengths,
ARPANET)












































Figure 8.10: Average spare wavelength utilization vs Load for R-connections (Reliability 0.93,
1 Fiber, 15 Wavelengths, 8 X 8 Mesh)





















Figure 8.11: Average spare wavelength utilization vs Load for R-connections (Reliability 0.93,





















Figure 8.12: Average spare wavelength utilization vs Load for R-connections (Reliability 0.96,
1 Fiber, 15 Wavelengths, 8 X 8 Mesh)





















Figure 8.13: Average spare wavelength utilization vs Load for R-connections (Reliability 0.96,




















Figure 8.14: Average spare wavelength utilization vs Load for R-connections (Reliability 0.96,
1 Fiber, 8 Wavelengths, ARPANET)




















Figure 8.15: Average spare wavelength utilization vs Load for R-connections (Reliability 0.96,












1 Fiber, 15 Wavelengths, Full backups, 8X8 Mesh
Reliability 0.90
Reliability 0.96
Figure 8.16: Reliability distribution of R-connections vs Connection index (1 Fiber, 15 Wave-
lengths, Full backups, 8 X 8 Mesh, Reliability 0.90 and 0.96)












1 Fiber, 15 Wavelengths, Full backups, 8X8 Mesh
Reliability 0.93
Reliability 0.99
Figure 8.17: Reliability distribution of R-connections vs Connection index (1 Fiber, 15 Wave-












1 Fiber, 15 Wavelengths, Partial backups, 8X8 Mesh
Reliability 0.90
Reliability 0.96
Figure 8.18: Reliability distribution of R-connections vs Connection index (1 Fiber, 15 Wave-
lengths, Partial backups, 8 X 8 Mesh, Reliability 0.90 and 0.96)












1 Fiber, 15 Wavelengths, Partial backups, 8X8 Mesh
Reliability 0.93
Reliability 0.99
Figure 8.19: Reliability distribution of R-connections vs Connection index (1 Fiber, 15 Wave-












1 Fiber, 8 Wavelengths, Full backups, ARPANET
Reliability 0.90
Reliability 0.96
Figure 8.20: Reliability distribution of R-connections vs Connection index (1 Fiber, 8 Wave-
lengths, Full backups, ARPANET, Reliability 0.90 and 0.96)












1 Fiber, 8 Wavelengths, Partial backups, ARPANET
Reliability 0.90
Reliability 0.96
Figure 8.21: Reliability distribution of R-connections vs Connection index (1 Fiber, 8 Wave-
lengths, Partial backups, ARPANET, Reliability 0.90 and 0.96)
shorter-hop connections due to wavelength continuity constraint. As the end-to-end pro-
tection scheme reserves more wavelengths for R-connections, the chances of finding a com-
mon free wavelength for future R-connections becomes less. Because of this the ACAR
for this scheme is less. But, our scheme conserves wavelengths by providing protection
lightpaths to only less reliable segments. By doing so our scheme enhances the chances
of finding a common free wavelength for future R-connections. The difference in ACAR
is maintained even at higher loads. As the number of fibers is increased, the ACAR of
end-to-end protection scheme is also increasing, because there is a high possibility of get-
ting same wavelength on all the links. As expected for higher reliability requirements the
no-protection scheme performs poorer. This is mainly because of the lack of availability
of reliable routes.
2. Figures 8.10 to 8.15 show the average spare wavelength utilization of end-to-end protection
and segment-based partial protection schemes at various network loads for 8×8 mesh and
ARPANET for 0.93 and 0.96 reliabilities. The following observations are made:
(a) The partial protection scheme always requires lesser amount of spare wavelengths
than end-to-end protection scheme.
(b) The difference in spare wavelengths reserved is quite significant at low and interme-
diate loads, but decreases by small amount at high loads.
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(c) The difference in spare wavelengths reserved increases as we go to larger networks,
from ARPANET to 8× 8 mesh.
(d) For a given number of fibers and wavelengths as the required reliability increases the
spare wavelength utilization for our scheme increases, where as for end-to-end scheme
it is same.
(e) The difference in spare wavelength utilization is high for single-fiber networks.
The lesser amount of spare wavelength utilization for our scheme is expected because most
of the R-connections have partial protection paths (which use less number of wavelength
channels) compared to end-to-end protection (which use more number of wavelength chan-
nels). As the end-to-end protection scheme reserves more wavelengths for R-connections,
the spare wavelength utilization for this scheme is more. Our scheme, by providing partial
protection paths to most of the R-connections, reduces the spare wavelength utilization.
As the minLen increases, the partial protection scheme tends to be more effective than
end-to-end protection scheme.
3. Figures 8.16 and 8.21 show the reliability got by each R-connection against the connection
index for different values of reliabilities. The simulation was started with no R-connections
and then R-connections are established as well as released incrementally. R-connections
are requested with 4 different values of reliability: 0.90, 0.93, 0.96, 0.99. All graphs in
Figures 8.16 and 8.21 show distribution for 2 values of requested reliability. The following
observations are made:
(a) Partial protection scheme provides R-connections with reliability close to the re-
quested reliability.
(b) The band like distribution of the reliabilities provided shows that a good level of
service differentiation has been achieved using partial protection scheme.
(c) End-to-end protection scheme provides most of the R-connections with higher relia-
bility, since end-to-end protection lightpaths are provided for all R-connections. In
all the cases end-to-end protection provides connections with reliability grater than
0.96.
(d) As the number of fibers on each link increases, the band like structure for reliability
is more pronounced.
The band like distribution for partial protection scheme, is expected because in our scheme
we identify the segments which are less reliable (more vulnerable) and provide protection
lightpaths to only those segments. By doing so we provide an R-connection with the
reliability close to the requested reliability. The protection paths in our scheme may be
partial or end-to-end. In case of end-to-end protection, since all the R-connections are













Number of Recovered Connections (X 10000)
Reliability = 0.97, Wavelengths = 16, Mesh 9 X 9
Full Backup
Partial Backup
Figure 8.22: Average recovery time vs Number of recovered connections (Reliability = 0.97,
Wavelengths = 16, Mesh 9 X 9)
provided by full protection paths, reliabilities got by R-connections are concentrated at
higher end of reliability. As the number of fibers increases, the chances of finding same
free wavelength as the primary lightpath increases. So, the concentration within the bands
is also increasing as the number fibers is increased. From Figures 8.4 to 8.21 we can say
that our scheme can be used to provide different levels of reliabilities in a resource efficient
manner.
Figures 8.22 to 8.27 show the average recovery time for the number of recovered connections
for link failures. It can be observed that our scheme performs better than end-to-end protection
scheme. The percentage of improvement over the end-to-end protection scheme is up to 43%.
This is because of the fact that, the recovery time in the segment-based partial protection scheme
is the sum of the number of hops from failed component to concerned end node and the number
of hops in protection segment. Whereas the recovery time in end-to-end protection scheme is
the sum of the number of hops from failed component to source and the number of hops in
protection path. Hence, our scheme gives better performance in terms of average recovery time.
As the number of failed connections increases the chances of failure not covered by the partial
protection increases. Hence, there is a need to find the available resources along the protection
path after the failure, which takes longer recovery time.















Number of Recovered Connections (X 10000)
Reliability = 0.98, Wavelengths = 16, Mesh 10 X 10
Full Backup
Partial Backup
Figure 8.23: Average recovery time vs Number of recovered connections (Reliability = 0.98,













Number of Recovered Connections (X 100000)
Reliability = 0.97, Wavelengths = 40, Mesh 9 X 9
Full Backup
Partial Backup
Figure 8.24: Average recovery time vs Number of recovered connections (Reliability = 0.97,
Wavelengths = 40, Mesh 9 X 9)















Number of Recovered Connections (X 100000)
Reliability = 0.98, Wavelengths = 40, Mesh 10 X 10
Full Backup
Partial Backup
Figure 8.25: Average recovery time vs Number of recovered connections (Reliability = 0.98,













Number of Recovered Connections (X 100000)
Reliability = 0.97, Wavelengths = 60, Mesh 9 X 9
Full Backup
Partial Backup
Figure 8.26: Average recovery time vs Number of recovered connections (Reliability = 0.97,
Wavelengths = 60, Mesh 9 X 9)















Number of Recovered Connections (X 100000)
Reliability = 0.98, Wavelengths = 60, Mesh 10 X 10
Full Backup
Partial Backup
Figure 8.27: Average recovery time vs Number of recovered connections (Reliability = 0.98,
















Number of Failed Connections (X 10000)
Reliability = 0.97, Wavelengths = 16, Mesh 9 X 9
Partial Backup
Figure 8.28: Average recovery ratio vs Number of failed connections (Reliability = 0.97, Wave-
lengths = 16, Mesh 9 X 9)
















Number of Failed Connections (X 10000)
Reliability = 0.98, Wavelengths = 16, Mesh 10 X 10
Partial Backup
Figure 8.29: Average recovery ratio vs Number of failed connections (Reliability = 0.98, Wave-
















Number of Failed Connections (X 100000)
Reliability = 0.97, Wavelengths = 40, Mesh 9 X 9
Partial Backup
Figure 8.30: Average recovery ratio vs Number of failed connections (Reliability = 0.97, Wave-
lengths = 40, Mesh 9 X 9)
















Number of Failed Connections (X 100000)
Reliability = 0.98, Wavelengths = 40, Mesh 10 X 10
Partial Backup
Figure 8.31: Average recovery ratio vs Number of failed connections (Reliability = 0.98, Wave-
















Number of Failed Connections (X 10000)
Reliability = 0.97, Wavelengths = 60, Mesh 9 X 9
Partial Backup
Figure 8.32: Average recovery ratio vs Number of failed connections (Reliability = 0.97, Wave-
lengths = 60, Mesh 9 X 9)
















Number of Failed Connections (X 10000)
Reliability = 0.98, Wavelengths = 60, Mesh 10 X 10
Partial Backup
Figure 8.33: Average recovery ratio vs Number of failed connections (Reliability = 0.98, Wave-
lengths = 60, Mesh 10 X 10)
Figures 8.28 to 8.33 show the plot of average recovery ratio vs the number of failed connec-
tions. The end-to-end protection recovers all the connections, i,e., 100% recovery, and hence not
shown in the simulation results. While the segment-based partial protection scheme recovered
about 94% of connections. The lower recovery ratio for segment-based protection scheme is due
to the fact that the failed components may not be covered by the protection segment and needs
a new search for protection path. The new search attempt may fail because of non-availability
of resources along the protection path at the time of failure and leads to less recovery ratio.
Hence, leads to less recovery ratio as the number of failed connections increases.
Thus, we see that our scheme is capable of achieving better resource utilization, average
call acceptance ratio, average recovery time by providing most of the R-connections with partial
protection lightpaths. By providing only required amount of protection lightpaths, we achieve
service differentiation in terms of reliability in a resource efficient manner. However, segment-
based partial protection scheme provides all these advantages at the expense of average recovery
ratio. The size of the network also plays an important role and our scheme performs significantly
better than end-to-end protection lightpath and no-protection lightpath for larger networks at
low and moderate loads.
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8.10 Summary
In this chapter, we introduced the novel concept of reliability as a parameter of QoS. The
scheme proposed in this chapter provides connections with different reliabilities as requested, in
a resource efficient manner. We chose the reliability of a connection as a parameter to denote
different levels of fault-tolerance and developed a resource-efficient segment-based partial protec-
tion scheme. In this scheme, we identify a segment of primary lightpath which is more vulnerable
to failures and provide a protection segment only for that primary segment. However, identi-
fying less-reliable primary segments which really contribute to achieve the required reliability
and selection of resource-efficient protection segment among several possible segments are not
trivial problems. In this chapter, we developed efficient methods to address these problems. The
segment-based partial protection scheme preserves resources by using only the required amount
of protection segments. By doing so it reduces the spare resource utilization. The effectiveness
of the scheme has been evaluated using extensive simulation experiments on 8× 8 mesh, 9× 9
mesh, 10×10 mesh, and ARPANET networks. The proposed scheme not only improves resource
utilization but also average call acceptance ratio. If network service provider feels that he/she
can earn more revenue by admitting more number of calls with reliability requirements, he/she
can do so by manipulating the parameters of our algorithm.
Apart from providing the reliability guarantee, the segment-based partial protection scheme
is able to recover all connections, except the failures which are not covered by the protection
segment. In this case the failed connections cannot be restored immediately and we initiate
the recovery process. We proposed a failure recovery scheme which handles all possible failure
scenarios. The segment-based partial protection scheme enables a connection to recover fast and
requires less spare resources. The experimental results suggest that our scheme performs better
in terms of spare wavelength utilization and average recovery time at the expense of average
recovery ratio, when compared to end-to-end protection.
Chapter 9
Distributed Control for Routing
Reliability Guaranteed Connections
9.1 Introduction
The network control/signaling required for connection/lightpath establishment can be either
centralized or distributed. In centralized control [12–14], a central controller is assumed to be
present in the network. It is responsible for coordinating the process of connection establishment
and release. In distributed control [19–22], no central controller is assumed to be present. The
network with distributed control can be thought of as a two-plane network with a data plane
and a control plane having same or different topology as that of the physical network. The data
network is used for transmitting data. It uses several wavelengths called data wavelengths for
this purpose. The control plane is used for exchanging control signals. One wavelength on every
link can be used as a control wavelength for the purpose of sending control messages. The global
state information of the network, which includes the details of wavelength usage and existing
lightpaths, is not known to any node in the network. A distributed protocol is characterized by
the control messages and the sequence of actions to be performed upon receiving the connection
requests and control messages.
The trend in the development of intelligent optical networks has recently started moving
towards a unified solution, to support voice, data, and various multimedia services. In this
scenario different applications/end users may need different levels of fault-tolerance and differ
in how much they are willing to pay for the service they get. A control scheme which is used
to set-up and tear-down lightpaths, should not only be fast and efficient, must also be scalable,
and should try to minimize the number of blocked connections; while satisfying the requested
level of fault-tolerance. In this chapter, we choose the reliability of connections as a parameter
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to distinguish the connection requests with different levels of fault-tolerance requirements and
describe a distributed control scheme for establishing reliability-constrained least-cost (RCLC)
lightpaths. We prove that RCLC routing problem is NP-complete and develop a distributed
control scheme based on preferred link approach for establishing RCLC lightpaths. We prove
the correctness of the proposed scheme and show that the scheme is flexible in that a variety of
heuristics can be employed to order the neighboring links of any given node.
Four heuristics are proposed and their performance is studied through extensive simula-
tion experiments on wavelength selective networks for different network configurations. The
simulation results show that our heuristics provide better performance in terms of average call
acceptance rate, average path cost, average routing distance, and average connection set-up
time; when the connection requests with different reliability requirements arrive to and depart
from the network randomly. Furthermore, if the network service provider feels that he/she can
earn more revenue by admitting more number of calls with reliability requirements, he/she can
do so by manipulating the parameters of our scheme, such as the maximum number of preferred
links used at each node.
The rest of the chapter is organized as follows. In Section 9.2, we formulate the problem
and prove that RCLC routing problem is NP-complete. In Section 9.3, we explain the proposed
distributed network control based on preferred link routing approach. In Section 9.4, we present
four heuristics to compute the preferred links. In Section 9.5, we present the formal description
of the algorithm and prove the correctness of the algorithm. In Section 9.6, we present the
numerical results from the simulation experiments. Finally we conclude this chapter in Section
9.7.
9.2 Network Model and Problem Formulation
9.2.1 Network Model
We model the network as an undirected graph G = (V, L), where V = {v0, v1, . . . , vN} is a set
of nodes and L is a set of interconnecting links. Let R+ is a set of real numbers. We associate
the following four functions with each physical link l ∈ L.
Reliability function R : L→ R+
Cost function C : L→ R+
Total wavelength function Tset : L→ {λ1, λ2, ...λn}
Available wavelength function Aset : L→ {λ1, λ2, ...λn}, Aset ⊆ Tset
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A path P = (v0 , v1 , v2 , ..., vn), where vi ∈ V in the network has two associated characteristics:









We model a lightpath establishment request (also referred as a connection or a call) in the
network described above, as a 5-tuple: Req = (conid, s, d, ∆, nw), where conid is the
connection request identification number; s ∈ V is the source node for the connection; d ∈ V is
the destination node for the connection; ∆ is the reliability constraint to be satisfied; nw is the
number of wavelengths required for the connection (i.e., number of lightpaths to be established
between the nodes s and d ).
Let Psd denote the set of all paths of the form P = (s = v0 , v1 , v2 , ..., vn = d) between the
source s and the destination d that satisfy the following two conditions:
C1 : |Aset(v0 , v1 )⋂Aset(v1 , v2 )⋂ ...⋂Aset(vn−1 , vn)| ≥ nw
C2 : R(P) ≥ ∆
Then the reliability-constrained least-cost (RCLC) lightpath establishment problem can now be
formulated as: Find P ′ ∈ Psd such that C(P ′) = min {C(P ) : P ∈ Psd}
Theorem 1: RCLC routing problem is NP-complete.
Proof: Let G = (V, L) be a network. Each link l ∈ L has a three-tuple < Cl, Dl, Rl >, where
Cl ≥ 0, Dl ≥ 0, and 0 ≤ Rl ≤ 1. Where Cl is the cost of the link, Dl is the delay of the link,
and Rl is the reliability of the link. Let P is the path from source s to destination d. Let D








Rl ≥ R where 0 ≤ Rl ≤ 1 and Cl ≥ 0
RCLC can be derived from delay-constrained least-cost (DCLC) routing problem. Mathemati-







Dl ≤ D where Dl ≥ 1 and Cl ≥ 0
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RCLC can be reduced to DCLC by setting Rl = e−Dl and R = e−D. Similarly, the DCLC
problem can be reduced to RCLC problem by setting Dl = −α× ln(Rl) and D = −β × ln(R),
where α and β are positive real numbers. The DCLC problem is known to be NP-complete [112].
Therefore, RCLC problem is also NP-complete. 2
9.2.3 States of Wavelengths in the Network
Each node in the network maintains a state for all wavelengths on each outgoing link. For a
wavelength λi on link l the state can be one of the following:
• AVAIL: indicates that wavelength λi is free and can be used to establish a new connection
request.
• USED: indicates that wavelength λi is in use by some connection request for transmitting
data.
• LOCK: indicates that wavelength λi is locked by some connection request in the process of
establishing a lightpath.
For the link, l, the set of wavelengths that are in the AVAIL state is denoted by Aset(l). When
a wavelength, λi is not in Aset(l), an additional field STAT is maintained to identify whether
the wavelength is in USED or LOCK state. The STAT field is set to 1 if the wavelength is in
USED state and 0 if it is in LOCK state.
9.3 The Preferred Link Routing Approach
To establish a lightpath between a source node s and a destination node d, we have to find a
route between them and also the free wavelengths on the route. We use backward reservation
method described in [1] along with preferred link based routing algorithm to establish reliability-
constrained least-cost lightpath. In backward reservation method, the route is computed off line.
The free wavelengths on this path are calculated later and reserved. In our work, the preferred
link based routing algorithm finds a route between s and d, and also the free wavelengths on it
simultaneously. The preferred link routing framework [113–115] is fundamentally a backtracking
based route selection method. This framework describes a set of actions to be performed by
each node whenever it receives a connection setup or connection reject packet. When a node v
receives a connection setup packet, it forwards it along the first preferred link (preferred links
are ordered depending on the heuristic values computed and are discussed in the next section).
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The connection setup packet includes connection identifier (conid), the path taken by the packet
up to this point (P.path), the product of the reliabilities of the links in P.path (P.reliability),
set of available wavelengths on P.path (Aset), reliability required by the connection (∆), and
the number of wavelengths required by the connection (nw).
Before forwarding the connection setup packet on the first preferred link, three tests—
reliability test, wavelength availability test, and loop test, are performed (as discussed later in
detail), and the available wavelength set (Aset), is updated by taking intersection of Aset and
the set of free wavelengths on the selected preferred link. If a reject packet is received from the
node at the other end of the preferred link, then the node v attempts to forward the packet
along the next preferred link and so on until a specified number of links has been tried out. If
all such attempts result in failure, then v sends back a reject packet to the node from which it
received the connection setup packet. If the connection setup packet reaches the destination,
then a path is found between the source and the destination satisfying the given reliability
and wavelength constraints. If the source gets reject packet from all the nodes attached to its
preferred links, then it queues the packet in its local buffer for BUFF TIME and retransmits it
after BUFF TIME time. If the number of retransmissions reaches MAX TRIES, the connection
request will be rejected.
When the connection setup packet reaches the destination, the set Sf is formed by taking
a subset of the collected free wavelengths. A LOCK message is sent from the destination to
the source to lock the set of wavelengths, Sf , along the path. The size of the set Sf is greater
than or equal to the number of wavelengths (nw) required by that connection request. For
preparing the wavelength set, Sf , we generate a random number between 0 and maximum
number of wavelengths available, W ; starting from this random number we choose δ*nw (where
δ ≥ 1) of free wavelengths in a cyclic manner. During the traversal of LOCK message from
destination to source, there may be contention due to the unavailability of wavelengths that
present in set Sf (for example, these wavelengths might have locked by some other connection).
In this case the intermediate node will send LOCK FAIL message to the destination in the
reverse direction unlocking the wavelengths locked by LOCK message. Upon receiving the
LOCK FAIL message the destination node will prepare a new LOCK message with another
set Sf . When the LOCK message reaches the source, a RES message is sent from the source
to the destination with the required number of wavelengths, nw (these are selected randomly
from the set, Sf ). The RES message moves toward the destination, updating the status of
wavelengths at the intermediate nodes and releasing all the locked wavelengths except for the
wavelengths in the set nw. When the data transmission on the allocated lightpath is complete,
the source node prepares a message called REL message to release the connection. The REL
message traverses toward the destination releasing the wavelengths (nw) used by the connection.
When the REL message reaches the destination, the release operation is complete. Due to the
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fact that there is no attempt to provide protection in this work, it is possible that a request
with high reliability requirement will never be satisfied because the most reliable path available
in the network is not reliable enough. Such type of connections can be accepted by providing a
dedicated or shared backup paths and is not considered in this work.
To implement the proposed heuristics in conjunction with preferred link routing framework,
each node in the network is equipped with two data structures namely, a Connection Status
Buffer and a Preferred Link Table.
9.3.1 Connection Status Buffer
The connection status buffer (CSB) at each node v contains one entry for every connection
for which v has received a connection setup packet. Each entry contains a pair of elements
(packet, tried) where packet is the connection setup packet received by the node and tried is
the number of preferred links on which v has tried to forward the packet. Therefore, the CSB
at a node v contains the complete status information for every connection that was handled by
v. The entry corresponding to a connection is removed when the connection is either accepted
or rejected.
9.3.2 Preferred Link Table
The structure of the preferred link table (PLT) to be maintained at each node depends upon
the nature of the heuristic function that is employed to construct the table. For describing
the structure of the PLT, we classify all heuristic functions into two major categories namely,
destination-specific heuristics and connection-specific heuristics.
Destination-Specific Heuristics are those, whose computation is specific to each desti-
nation. Therefore if the destination nodes of two different connection requests arriving at a
given node are the same, then the two connections will share an identical list of preferred links.
Each node v in the network is equipped with a PLT that contains one row for every destination.
Each row contains the preferred links for that particular destination in terms of decreasing pref-
erence. The maximum number of entries per row is denoted by k, maximum number of preferred
links. Obviously k is upper bounded by the maximum degree of any node in the network. The
preference for the link will be decided based on the value of heuristic function that is computed
for each (link, destination) pair.
Connection-Specific Heuristics are those, whose computation depends on the particular
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parameters (such as reliability and nw) carried by a connection setup packet arriving at the
node. In such cases, the list of preferred links is individually computed for each connection
request. As a result, the ordering of the links will be connection-specific instead of destination
specific. For such heuristic functions, the number of rows in the PLT will vary dynamically
depending on the number of connections currently being handled by the node. The table entries
corresponding to a node are removed when the connection is accepted or rejected.
9.3.3 Tests Before Forwarding Control Packet
Before forwarding the connection setup packet along a link, each node conducts three tests on the
link parameters. The link is used for forwarding the packet only if all three tests are successful.
Let Req = (id, s, d, ∆, nw) be a connection request and P be a connection request packet
arriving at a node v. Let P.path denote the path taken by the packet up to this point and
P.reliability denote the product of the reliabilities of the links in this P.path. Before forwarding
the setup packet along link l = (v, v′), node v conducts the following three tests:
(T1) Reliability Test: Verify that P.reliability ×R(l) ≥ ∆
(T2) Wavelength Availability Test: Verify that | Aset(P.path)⋂Aset(l) | ≥ nw
(T3) Loop Test: Verify that v′ is not a node in P.path
9.4 Heuristic Functions to Compute Preferred Links
9.4.1 Cost-Reliability Product Heuristic
The cost-reliability product (CRP) heuristic is a destination-specific heuristic. We define the
CRP value of a link l = (i, x), corresponding to the destination d, to be
CRP = C(l)R(l)×MRELIABLE(x,d)
where C(l) andR(l) denote the cost and reliability of the link l, respectively; andMRELIABLE(x, d)
the maximum reliable path from node x to node d in the network. The information required
to compute MRELIABLE(x, d) can be obtained from routing algorithms such as OSPF with
extensions. To load the PLT entries corresponding to node d the following steps are performed.
1. The links adjacent to node i are arranged in increasing order of their CRP values.
2. The first k links are chosen and used to populate the PLT entries for destination d.
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9.4.2 Residual Reliability Maximizing Heuristic
The residual reliability maximizing (RRM) heuristic is a connection-specific heuristic. Let a
connection setup packet belonging to a connection request Req = (conid, s, d,∆, nw) arrive at
node i. For each link l = (i, x) at node i, let RRM(l, Req) denote the value of the heuristic for
a link l corresponding to a connection Req. Then we define
RRM(l, Req) = P.reliability ×R(l)×MRELIABLE(x, d)−∆
where R(l) denote the reliability of link l; ∆ is the reliability required by the connection;
MRELIABLE(x, d) the maximum reliable path from node x to node d in the network; and
(P.reliability) is the product of the reliabilities of the links in the P.path. If in the calculation of
the heuristic function, a particular link produces a negative value, then that link is not included
in the preferred link list. The links are arranged in the preferred list in decreasing order of
their RRM values, so that the links with higher RRM values are given greater preference. The
intuitive idea, underlying this function is to maximize the residual reliability (i.e., the reliability
available for setting up rest of the path).
9.4.3 Cost-Residual Reliability Trade-off Heuristic
The cost-residual reliability trade-off (CRRT) heuristic is a connection-specific heuristic. Let a
connection setup packet belonging to a connection request Req = (conid, s, d,∆, nw) arrive at
node i. For each link l = (i, x) at node i, let CRRT (l, Req) denote the value of the heuristic for
link l corresponding to a connection Req. Then we define
CRRT (l, Req) = α× C(l) + (1−α)(P.reliability×R(l)×MRELIABLE(x,d)−∆)
where α is a parameter. By varying the value of α, we can control the trade-off between the
reliability and cost along the path chosen. If, in the calculation of the heuristic function, a
particular link produces a negative value for the denominator, then that link is not included in
the preferred list. The links are arranged in the preferred list in increasing order of their CRRT
values, so that the links with lower CRRT values are given greater preference. The intuitive
idea underlying this function is to maximize the residual reliability (i.e., the reliability available
for setting up the rest of the path) at the same time minimizing the cost of the link chosen.
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9.4.4 Partition-based Heuristic
This heuristic is a destination-independent and connection-independent. Let avg(i) denote the
average cost of all the links adjacent to node i. The links adjacent to node i are partitioned into
two sets below and above, where
below(i) = l : C(l) ≤ avg(i)
above(i) = l : C(l) ≥ avg(i)
The links in the two sets are then separately sorted in the decreasing order of their reliability
values. Now, a new list is created containing the sorted below set, followed by the sorted above
set. The first k links from the new list are chosen and used to populate the table.
9.5 Formal Description of the Algorithm
The algorithm for the selection of route using preferred link approach is described as a pair of
procedures Action-on-Reject and Action-on-Setup which outline the steps taken by a node on
receiving a connection reject and connection setup packet, respectively.
Notation :
• CSB(v, conid) is a function that accesses the history buffer of node v and returns the
buffer corresponding to a connection request with identifier conid. Each such entry will
contain a tuple (packet, tried) as defined earlier.
• In the case of destination-specific heuristics, PLT (v, i, d, ) denotes a function that returns
the ith preferred link at node v for routing packet to destination d.
• For connection-specific heuristics, PLT (v, i, j) denotes a function that access the PLT and
returns the ith preferred link at node v for routing a packet belonging to a connection with
connection-id j.
• To represent the Reliability, Loop, and Wavelength Availability tests conducted on
a link l, we will use three functions Reliability(l), Loop(l), and WavelengthAvailable(l), re-
spectively. Each of these functions will return true if l passes the test and false otherwise.
• For a packet P , P.conid will denote the identifier of the connection to which P belongs,
P.prev will denote the penultimate node in the current path traveled by P and P.tries will
denote the number of times this connection setup packet is transmitted from the source.
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Action-on-Reject(v, P) /* reject packet P arrives at node v */
begin
BufferEntry Q = CSB(v, P.conid);
Boolean sent = false;
while ((Q.tried < k ) and not (sent))
begin
Q.tried = Q.tried + 1;
Link l = PLT (v,Q.tried, x)
/* x = destination node of the connection if destination-specific heuristic
x = P.conid if connection-specific heuristic */
if (Reliability(l) and Loop(l) and WavelengthAvailable(l)) then
begin






if (v=source node for the connection) then
begin
if (Q.packet.tries = MAX TRIES) then connection is rejected;
else
begin
Q.packet.tries = Q.packet.tries + 1;
Retransmit Q.packet after BUFF TIME;
end
end
else send reject packet to Q.packet.prev
end;
end;
Action-on-Setup(v, P) /*connection setup packet arrives at v */
begin
If (v = destination for the connection) then connection is accepted
else begin
Add new entry to CSB containing the pair (P, 0);
Let Q be this new entry;
If (connection-specific heuristic being used) then
begin
Create new PLT entry corresponding to this connection;
Evaluate heuristic for each entry and populate this entry;
Boolean sent = false;
end;
repeat
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Q.tried = Q.tried + 1;
Link l = PLT (v,Q.tried, x)
/* x = destination node of the connection if destination-specific heuristic.
x = P.conid if connection-specific heuristic */
if (Reliability(l) and Loop(l) and WavelengthAvailable(l)) then
begin
Forward Q.packet along link l;
sent = true;
end;
until ((Q.tried > k or (sent = true))
if not(sent) then begin
if (v = source node for the connection) then
begin
if (Q.packet.tries = MAX TRIES) then connection is rejected;
else
begin
Q.packet.tries = Q.packet.tries + 1;
Retransmit Q.packet after BUFF TIME;
end
end
else send reject packet to Q.packet.prev
end;
end;
9.5.1 Properties of the Algorithm
The correctness of the algorithm is described in this section. We say that an algorithm for con-
strained routing is correct, only if the route chosen by the algorithm satisfies the reliability and
wavelength requirements. Formally, the correctness of a preferred link based routing algorithm
is defined as follows.
Definition of Correctness: If P is the path given by the algorithm in response to a call re-
quest Req = (conid, s, d,∆, nw), then the algorithm is correct if P = v0, v1, . . . , vn satisfies the
following properties:
1. R(P) ≥ ∆
2. |Aset(v0 , v1 )⋂Aset(v1 , v2 )⋂ ...⋂Aset(vn−1 , vn)| ≥ nw
3. The path P should be loop free
Lemma 1: The path given by the algorithm, in response to a given call request, satisfies the
reliability-constraint.
Chapter 9. Distributed Control for Routing Reliability Guaranteed Connections 189
Proof: Follows directly from reliability test (T1), i.e., verify that P.reliability × R(l) ≥ ∆, at
every node before forwarding the connection request packet. 2
Lemma 2: The path given by the algorithm, in response to a given call request, is wavelength
continuous path and satisfies the wavelength requirement.
Proof: Follows directly from wavelength availability test (T2), i.e., verify that | Aset(P.path)⋂
Aset(l) |≥ nw, at every node before forwarding the connection request packet. 2
Lemma 3: The path given by the algorithm, in response to a given call request, is a loop
free path.
Proof: Follows directly from loop test (T3), i.e., verify that v′ is not a node in P.path, at every
node before forwarding the connection request packet. 2
Theorem 2: The preferred link based routing algorithm is correct.
Proof: Follows directly from Lemmas 1, 2, and 3. 2
9.6 Performance Study
In this section, we first define the various performance metrics used to evaluate our heuristics. We
also explain the simulation model used to conduct experiments. Finally, we provide a discussion
on the results from the simulation experiments.
9.6.1 Performance Metrics
For an accepted connection request “Req”, the following functions are defined.
• accepted(Req) = 1
• cost(Req) = cost of the path chosen for Req
• setup(Req) = number of vertices visited by connection setup packet
• dist(Req) = length of the path (in terms of hop-count) chosen for Req
For a connection request Req that is rejected, all the functions return a value of 0. Let ReqSet
denote the set of connection requests generated. The following metrics were used to analyze the
performance of our heuristics.
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• Average Cost (AC): the average cost of the established lightpaths.
AC =
∑
req ∈ ReqSet cost(Req)∑
req ∈ ReqSet accepted(Req)
• Average Connection Set-up Time (ACST): the average time required to set-up a




req ∈ ReqSet setup(Req)∑
req ∈ ReqSet accepted(Req)




req ∈ ReqSet dist(Req)∑
req ∈ ReqSet accepted(Req)
The first metric is important as it is a measure of network throughput. The second metric is also
important because cost minimization is one of the stated goals. The third metric is important in
the context of real-time multimedia applications that require a connection to be set-up quickly.
The fourth metric is also important in the sense that a shorter route will in general consume
less network resources and will therefore contribute towards improving network throughput and
lowering the average cost.
9.6.2 Simulation Model and Parameters
To conduct simulations, we have used randomly generated networks. The reason for using
random networks instead of using existing real networks is to make the results independent of
the characteristics of any particular topology. In generating random graphs, the vertices are
placed randomly in a rectangular coordinate grid by generating uniformly distributed values for
their x and y coordinates. The graphs’ connectivity is ensured by first constructing a random
spanning tree. This tree is generated by iteratively considering a random edge between nodes
and accepting those edges that connect distinct components. The remaining edges of the graph
are chosen by examining each possible edge (u, v) and generating a random number 0 ≤ r < 1.
If r is less than probability function P (u, v) based on the edge distance between u and v, then
the edge is included in the graph. The distance for each edge is the Euclidean distance (denoted
as d(u, v)) between the nodes that form the end-points of the edge. We use the probability
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function P (u, v) = xe
−d(u,v)
2yn , where x and y are tunable parameters and n is the number of nodes
in the graph. All the networks used for simulation have 30 nodes. The average node degree of
the networks is 5. Random edge costs are generated uniformly from the set [1, 10]. Random
edge reliabilities are generated uniformly between 0.975 and 1.0. We have run simulations by
varying the number of fibers present on each link and the number of wavelengths per fiber.
Every simulation run consisted of a batch of 3000 connection requests. Each point in the plot
is average over the values generated by 8 random networks. The connection duration time
of each connection is uniformly generated between 200 and 300 time units. The inter-arrival
time of connection establishment requests followed Poisson distribution with mean 1λ . In our
work, for simplicity we assume nodes are fully reliable i.e., only links are prone to faults and
all the wavelength channels on a link are assumed to have the same reliability. The subsequent
discussions can be easily extended to include node failures also, as a node failure can be modeled
as multiple link failures.
9.6.3 Discussion on Simulation Results
We evaluated our proposed heuristics (described in Section 9.4) by carrying out experiments
on randomly generated networks (described above). To the best of our knowledge there is no
distributed control algorithm which considers the reliability of components when establishing a
lightpath in WDM networks. In this study, we also implemented the alternate link routing [21]
for comparative study with respect to the ACAR, AC, ARD, and ACST. Here, we note that the
original alternate link routing proposed in [21] do not consider the reliability requirements of the
connection requests. For comparative study, we modified the alternate link routing by ordering
the neighboring links in increasing of their cost and used in conjunction with preferred link
approach. The effect of parameters such as the reliability requirement of connections (∆), the
wavelength requirement of connections (w), the number of preferred links (k), and the connection
arrival rate (λ) on the performance metrics is studied. For each of the randomly generated
networks, we consider physical links with single-fiber having equal number of wavelengths. The
default number of wavelengths on each link is set to 40. In the simulation experiments all
lightpaths are assumed to be bidirectional. To study the effect of individual parameter, it is
varied by fixing the other parameters. The default values of w = 1, k = 2, BUFF TIME = 3,
MAX TRIES = 2, and δ = 1 (the size of the wavelength set Sf used in LOCK message is
determined by δ ∗nw). Because of space limitations we have not shown results for varying values
of BUFF TIME, MAX TRIES, and δ. The results are shown in Figures 9.1 to 9.16. We give
the detailed analysis below.
1. Effect of Reliability Constraint: Figures. 9.1 to 9.4 show the effect of reliability
requirement of the connections on the performance metrics. The following observations
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are made:
• Effect on ACAR: The ACAR is high for all our heuristics compared to alternate link
routing. The ACAR is high even at high reliability requirements for RRM and CRP.
The ACAR for CRRT is less than that of RRM and is almost equal to the alternate
link routing for α = 0.4 (refer Section. 9.4). But, as α approaches zero the ACAR
increases and is equal to RRM. By varying α in CRRT network provider can have a
trade-off between ACAR and other performance metrics. The ACAR decreases as the
reliability value increases in all the cases. The relation between ACAR of different
heuristics is RRM > CRP > PB > CRRT > Alternate Link.
• Effect on AC: The AC is small for our heuristics CRP and PB; the AC for CRRT
is almost equal to the alternate link routing. The AC of RRM is highest of all the
heuristics, because of very high ACAR. The AC decreases as the reliability required
by the connection requests increases for all the heuristics. This is because as the
reliability required by the connections increases the ACAR decreases and hence the
drop in AC. Generally, the reliability of longer paths will be less and hence they
will be rejected due to reliability constraint. The relation between AC of different
heuristics is RRM > Alternate Link ≥ CRRT > PB > CRP.
• Effect on ARD: The ARD of heuristic CRP is smallest of all. The ARD for alternate
link routing and CRRT are almost equal. The ARD for heuristics PB and RRM is
high compared to alternate link routing. The ARD decreases when the reliability
required by the connection requests increases because of decrease in ACAR. The
relation between ARD at high reliability requirements for different heuristics is RRM
> PB > Alternate Link ≥ CRRT > CRP.
• Effect on ACST: The ACST of different heuristics decreases as the reliability required
by the connections increases. The relation between ACST at high reliability require-
ments for different heuristics is RRM > PB > Alternate Link ≥ CRRT > CRP. At
low reliability requirements RRM performs well with respect to ACST. The ACST
of the CRP heuristic is always less than that of the alternate link routing.
2. Effect of Wavelength Requirement: Figures. 9.5 to 9.8 show the effect of wavelength
requirement of the connections on the performance metrics. The ACAR of all our heuristics
is high compared to that of alternate link routing. The ACAR for the heuristic RRM is
highest among all heuristics. As the wavelength requirement increases the ACAR for
all the heuristics decreases as it is increasingly tough to find links with more number
of free wavelengths. For a given number of fibers and wavelengths, reservation conflicts
also increase when wavelengths requirement increases. This also affects ACAR. The AC
for CRP is least of all the heuristics and AC for RRM is highest of all the heuristics.
As the wavelength requirement increases, the average path cost decreases. Moreover,























































Figure 9.2: Effect of reliability required on AC













































Figure 9.4: Effect of reliability required on ACST




























Figure 9.5: Effect of number of wavelengths required on ACAR
when the number of wavelengths required is more the reservation failures also will be
more. The probability of reservation failure occurrence is more in longer paths than in
shorter paths since longer paths have more links. So when the number of wavelengths
required increases, shorter hop connections have more chances to get accepted compared
to longer hop connections. Due to this, the average cost of paths decreases. The ARD
of CRP is smallest of all the heuristics and ARD of RRM is highest of all the heuristics.
For the same reasons explained above, the ACST decreases with increase in wavelength
requirement. We observed that ARD decreases very less significantly with increase in
wavelength requirements. The ACST of heuristic PB is highest among all the heuristics.
At the lower wavelength requirements the ACST for RRM is lowest of all the heuristics.
The ACST for all the heuristics but for the RRM decreases as the required number of
wavelengths increases. This is because of high ACAR for the RRM heuristic (compared
to other heuristics) at higher wavelength requirements.
3. Effect of Connection Arrival Rate: Figures. 9.9 to 9.12 show the effect of increasing
connection arrival rate. As the connection arrival rate increases there is not much drop
in ACAR, AC, ARD and ACST. This is attributed mainly because of the two reasons,
1) the network is at equilibrium, where the arrival and departure of the connections from
the network is almost equal, 2) the network is admitting more number of smaller hop
connections compared to longer hop connections. The RRM heuristic performs better















































Figure 9.7: Effect of number of wavelengths required on ARD





















Figure 9.8: Effect of number of wavelengths required on ACST
with respect to ACAR and ACST; the CRP heuristic performs better with respect to AC
and ARD. The other observations and reasons for these observations follow from the above
discussion.
4. Effect of Number of Preferred Links: Figures. 9.13 to 9.16 show the effect of increas-
ing the number of preferred links k. The ACAR increases as the k increases in case of all
the heuristics. The ACAR of RRM heuristic in all cases lies above 0.9. As we observed
during the simulation studies, the reason for this is, if a connection is not admitted with
the initial entries in PLT, the connection may not be admitted with the other entries in
the PLT as these entries may not satisfy the reliability constraint of the connection. As
k increases, there is scope for a larger number of links to be attempted at each node.
This could result in larger set-up time as the Figure. 9.13 indicates. AC and ARD also
increase with increase of k because of the reasons explained above. The effect of number of
preferred links on the performance metrics for alternate link routing and CRRT is almost
same. The other observations and reasons for these observations follow from the above
discussion.






















































Figure 9.10: Effect of connection arrival rate on AC










































Figure 9.12: Effect of connection arrival rate on ACST
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Figure 9.14: Effect of number of preferred links on AC
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Figure 9.16: Effect of number of preferred links on ACST
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9.7 Summary
In this chapters we chose reliability of a connection as a QoS parameter to denote different levels
of fault-tolerance. We proved that reliability-constrained least-cost (RCLC) routing problem is
NP-complete and proposed a distributed control scheme for establishing reliability-constrained
least-cost lightpaths based on preferred link approach. We then presented a set of heuristics
to compute the preferred links. We proved the correctness of the proposed approach. We also
presented simulation results which show that our heuristic functions are very flexible and out
perform the modified alternate link routing with respect to ACAR, AC, ARD, and ACST. As
the route is not pre-computed and is essentially found by probing, the proposed distributed
control is more responsive to the network changes. The proposed scheme provides for a trade-off
between ACAR, AC, ARD, and ACST, by suitably selecting the maximum number of preferred
links used at each node and other parameters of the heuristics.
Chapter 10
Conclusions and Future Work
As WDM networks carry huge volume of traffic, maintaining a high level of service availability,
at an acceptable level of overhead, is an important issue. It is essential to incorporate fault-
tolerance into QoS requirements. The type of applications being deployed across the public
Internet today are increasingly mission-critical, whereby business success can be jeopardized
by poor performance of the network. It does not matter how attractive and potentially lucra-
tive our applications are if the network does not function reliably and consistently. Protec-
tion/restoration could be provided at the optical layer or at the higher client (electrical) layers,
each of which has its own merits. Optical layer has faster restoration and provisioning times
and use the wavelength channels optimally.
The objective of this thesis is to address the problem of lightpath routing with survivabil-
ity requirements, such as restoration guarantee, recovery time, and reliability, under various
traffic demands—dynamic, static, and scheduled traffic demands. We have developed several
protection/restoration schemes at the optical layer. We have developed several integer linear
programming formulations to solve capacity optimization problems in the design of survivable
optical networks. As the optimization problems are computationally costly, we have proposed
several polynomial time algorithms for lightpath routing with survivability requirements, so as to
minimize the spare wavelength requirements, maximize the number of calls accepted, minimize
the recovery time, maximize the number of reused wavelengths, and to provide differentiated
reliable connections. In the following section, we detail the contributions made in this thesis to
address lightpath routing with survivability requirements.
10.1 Contributions
1. We have developed an algorithm based on segmented protection paths concept for rout-
ing dependable connections with 100% restoration guarantee. We considered a single link
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failure model and a primary-protection lightpath pair is selected in response to a request
for a dependable connection. In our proposed scheme we establish primary and segmented
protection lightpaths. The complexity of the segmented protection paths algorithm is
the same as any other shortest path algorithm. We conducted extensive simulation ex-
periments and studied the performance of the proposed algorithm. The important and
attractive features of the proposed algorithm are the following:
• Our scheme is neither path-based detouring nor link-based detouring. In our scheme,
the primary path is viewed as smaller contiguous segments, which we call primary seg-
ments. We find a protection path for each primary segment, which we call protection
segment, independently.
• The algorithm establishes dedicated protection path for all the connection requests.
This gives 100 % restoration guarantee.
• Our algorithm does not insist on the existence of totally disjoint paths to provide full
protection.
• Our algorithm performs better than end-to-end protection scheme in terms of average
call acceptance ratio, number of requests that can be satisfied and helps in providing
better quality of service (QoS) guarantees such as bounded failure recovery time,
propagation delay, and bit-error rate (BER) without any compromise on the level of
fault-tolerance in a resource efficient manner for a given number of wavelengths and
fibers.
• It is highly flexible to control the level of fault-tolerance of each connection, indepen-
dent of other connections, to reflect its criticality.
• The complexity of the segmented protection paths algorithm is the same as any other
shortest path algorithm.
• The experimental results suggest that our scheme is practically applicable for medium
and large-sized networks.
2. We have formulated ILPs for dedicated and shared segmented protection schemes for
static traffic demand with two different objective functions: 1) minimize the total capacity
required for a given traffic demand while providing 100% protection for all the traffic
demands. 2) given a certain capacity, maximize the number of demands accepted while
providing 100% protection for accepted connections. We used CPLEX to solve the ILPs.
The important observations from the numerical results obtained from CPLEX solver are
the following:
• The numerical results obtained from CPLEX indicate that the shared segmented pro-
tection provides significant savings in capacity utilization over dedicated and shared
end-to-end protection schemes.
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• The results also indicate that the shared segmented protection scheme achieves the
best performance followed by dedicated segmented protection scheme and shared
end-to-end protection, in terms of number of requests accepted for a given network
capacity.
3. We evaluated two segment-based recovery schemes that are developed based on segmented
protection paths concept. These schemes include: 1) segment-based protection scheme
in which resources are reserved for both the primary and protection paths at the time
of connection establishment and 2) segment-based restoration scheme in which protection
resources are not reserved in advance and a new protection path is computed only upon
a failure. In the segment-based restoration scheme, there is no recovery guarantee for
connections, as resources may not be available after a failure. These schemes achieve
fast and resource efficient failure recovery. The important and attractive features of the
proposed failure recovery algorithm are the following:
• Because of independence of protection segments, a segment-based protection scheme
can survive up to n failures as long as there is at most one failure per segment, where
n is the number of segments.
• The segmented-based failure recovery schemes also give about O(n) improvement in
the failure notification and activation times.
• The numerical results obtained from simulation experiments indicate that the segment-
based protection provides significant savings in spare capacity utilization over the
end-to-end protection scheme.
• The average recovery time for the segment-based failure recovery schemes is signifi-
cantly less than that of the end-to-end failure recovery schemes.
• Furthermore, the recovery ratio for segment-based restoration scheme is considerably
larger than that of the end-to-end restoration scheme.
We observed that depending on the offered services, the service provider will have, for
some traffic demands, precise information such as the number of required lightpaths and
the instants at which these lightpaths must be set-up and torn-down. Such demands could
correspond to, for example, leased λ-connections and extra bandwidth required for virtual
private networks during working hours, etc.
4. Based on this observation, we examined the advantages of knowing the set-up and tear-
down times of fault-tolerant scheduled lightpath demands (FSLDs). We formulated ILPs
for dedicated and shared end-to-end protection schemes for scheduled traffic demands with
two different objective functions: 1) minimize the total capacity required for a given traf-
fic demand while providing 100% protection for all the connections and 2) given a certain
capacity, maximize the number of demands accepted while providing 100% protection for
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accepted connections. We used CPLEX to solve the ILPs. The effectiveness of the protec-
tion schemes for FSLD traffic demand has been evaluated on USANET and ARPANET
networks. The important observations from the numerical results obtained from CPLEX
solver are the following:
• The numerical results obtained from CPLEX indicate that the dedicated end-to-end
protection for FSLD traffic provides significant savings in capacity utilization over
conventional end-to-end protection scheme.
• The numerical results obtained from CPLEX indicate that the protection schemes for
FSLD achieves the best performance followed by the conventional protection schemes,
in terms of the number of requests accepted, for a given the network capacity.
5. The ILP formulations are computationally expensive and the number of variables increases
exponentially with the size of the network. We developed polynomial time algorithms
based on circular-arc graph theory. These two algorithms are complementary in the sense
that, ISA divides the set of FSLDs into subsets of time-disjoint demands, whereas, TWA
divides the set of FSLDs into subsets of time-overlapping demands before routing them. We
evaluated these algorithms over different kinds of network configurations. The important
observations from the numerical results from simulation experiments are the following:
• By capturing the time-disjointness or time-overlapping information, the proposed
routing algorithms can increase the number of reused wavelengths, decrease the total
number of wavelengths required to route a given set of FSLDs, and hence increase
the average call acceptance ratio.
• From service provider point of view, increasing the call acceptance ratio means in-
creasing the revenue; and decreasing the number of wavelengths required means re-
ducing the overall cost of the system.
• From the simulation results we can observe that TWA reuses significant number of
wavelengths followed by ISA.
The current optical networks are capable of providing either full protection in the presence
of a single failure or no protection at all. Different applications/end users need different
levels of fault-tolerance and differ in how much they are willing to pay for the service
they get. So, there is a need for a way of providing the requested level of fault-tolerance
to different applications/end users. Several quality of service (QoS) parameters, such as
restoration guarantee, recovery time, recovery bandwidth, reliability, and availability, can
be considered when designing protection/restoration techniques. In this work we chose
reliability of connection as a QoS parameter and a connection request with reliability
requirement is known as an R-connection.
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6. We have developed an efficient algorithm to select routes and wavelengths to establish
an R-connection with a specified reliability guarantee. We have proposed a segment-
based partial protection scheme for providing required reliability in a resource efficient
manner. In this scheme, we try to establish a connection with a primary lightpath and
an optional protection lightpath. A protection lightpath is provided when the reliability
specified by the application requires that a protection lightpath is provided, and it can be
either end-to-end or partial which covers only a part of the primary lightpath (primary
segment). If certain portions of the primary lightpath are considered less reliable (more
vulnerable), then the protection lightpaths are provided for only those segments of the
primary lightpath. Our scheme preserves resources by using only the required amount of
protection lightpaths. By doing so it reduces the spare resource utilization. We conducted
extensive simulation experiments to evaluate the effectiveness of the proposed scheme on
different networks. The important and attractive features of the proposed algorithm are
the following:
• The proposed scheme is attractive enough in terms of resource utilization and average
call acceptance ratio.
• The experimental results suggest that our scheme is practically applicable for medium
and large sized networks because of its low computational cost and improved per-
formance for large networks in terms of average call acceptance ratio and resource
utilization.
• Our scheme provides R-connections with reliability close to the requested reliability.
• A good level of service differentiation has been achieved using our scheme.
• The segment-based partial protection scheme is neither pro-active nor reactive scheme.
It acts as pro-active scheme when a component in a path which is covered by a pro-
tection path fails. Otherwise it acts as reactive scheme.
• It is highly flexible to control the level of fault-tolerance of each connection, indepen-
dent of other connections, to reflect its criticality.
• The experimental results suggest that our scheme performs better in terms of spare
wavelength utilization and average recovery time at the expense of average recovery
ratio, when compared to end-to-end protection.
7. A control scheme which is used to set-up and tear-down lightpaths, should not only be
fast and efficient, must also be scalable, and should try to minimize the number of blocked
connections; while satisfying the requested level of fault-tolerance. We incorporated the
reliability of connections as a parameter and developed a distributed control scheme for
routing reliability-constrained least-cost lightpaths (RCLC). We proved that RCLC rout-
ing problem is NP-complete and proposed a distributed control scheme based on preferred
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link approach for establishing RCLC lightpaths. We proved the correctness of the pro-
posed scheme and showed that the scheme is flexible in that a variety of heuristics can
be employed to order the neighboring links of any given node. Four heuristics are pro-
posed and their performance is studied through extensive simulation experiments. The
important and attractive features of the proposed algorithm are the following:
• Our scheme provides R-connections with reliability close to the requested reliability.
• A good level of service differentiation has been achieved using our scheme.
• The simulation results show that our heuristics provide better performance in terms
of average call acceptance rate, average path cost, average routing distance, and
average connection set-up time; when the connection requests with different reliability
requirements arrive to and depart from the network randomly.
• Furthermore, if the network service provider feels that he/she can earn more revenue
by admitting more number of calls with reliability requirements, he/she can do so
by manipulating the parameters of our scheme, such as the maximum number of
preferred links used at each node.
10.2 Directions for Future Work
The possible future work could be
• In WDM optical networks some or all nodes may have wavelength conversion capability.
One research topic that is not considered in this thesis is the use of wavelength converters.
Better selection of primary segments to which protection paths is to be provided, in the
presence of converters is an important issue and needs further investigation. It is expected
that the presence of wavelength converters improves the performance of the proposed
algorithms by relaxing the wavelength continuity constraint.
• In this thesis, we considered the basic unit of each connection as lightpath (wavelength),
which can have more bandwidth than the bandwidth required by the application/end user.
Therefore, traffic grooming techniques can be applied to groom the traffic from different
applications/end users and needs further investigation.
• The algorithms presented for routing and wavelength assignment of fault-tolerant sched-
uled traffic assumes that each FSLD requests one lightpath and this can be extended to
handle more general case, where each FSLD may request more than one lightpath or more
than one connection with each connection requesting a different bandwidth granularity.
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• A control scheme which is used to set-up and tear-down lightpaths, should be fast and
efficient, and scalable. For simplicity and scalability purposes, often distributed control
protocols are preferred. The development of distributed version of algorithms presented
in thesis could be an interesting topic.
• The protection/restoration algorithms developed in this thesis are able to handle any
component failure under the single component failure model. In single component failure
model only one component in the whole network is assumed to fail at any instant of time.
But, in actual network there can be more than one failure at a given instant of time. The
segmented protection paths algorithm can handle up to ’N’ number of failures provided
that there is only one failure on each of the ’N’ segments at any given instant of time. The
performance study of the proposed algorithms for multiple link/node failures is important
and needs further investigation.
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