A new statistical approach for modeling diffraction profiles is introduced, using Bayesian inference and a Markov chain Monte Carlo (MCMC) algorithm. This method is demonstrated by modeling the degenerate reflections during application of an electric field to two different ferroelectric materials: thinfilm lead zirconate titanate (PZT) of composition PbZr 0.3 Ti 0.7 O 3 and a bulk commercial PZT polycrystalline ferroelectric. The new method offers a unique uncertainty quantification of the model parameters that can be readily propagated into new calculated parameters.
Introduction
X-ray diffraction (XRD) is a powerful technique for materials characterization that relies on constructive interference of X-ray scattering from planes of atoms. This scattered intensity (I) is typically measured as a function of scattering angle (2), resulting in Bragg peaks (e.g. as shown in Fig. 1 ). The intensity of a given peak in a diffraction pattern can be modeled as
where f is a profile shape function and is a set of parameters for that profile shape function. Much information can be obtained by analysis of diffraction profiles. For example, the profile breadth may be associated with crystallite size and/or microstrain, the intensity may be associated with preferred orientation of crystals and/or the scattering factors (i.e. amplitude) of the crystal and constituent atoms, and the position may be associated with the interatomic (i.e. lattice) spacing.
In the past, least-squares fitting of XRD profiles and the resulting values, e.g. position, breadth, intensity and asymmetry, have been used to extract important sample parameters (Daniels et al., 2006; Dinnebier & Billinge, 2008) . This approach starts with the selection of a specific profile shape function [f in equation (1)], for example Gaussian, Lorentzian or pseudo-Voigt, to model the diffraction peak. This leastsquares fitting method minimizes the difference between the measured diffraction peak and the modeled diffraction profile using least-squares minimization. The result of this method is a set of specific values for all model parameters (). Using these In ferroelectric materials, the least-squares approach for profile fitting has been used extensively to extract information about preferred crystallographic or ferroelectric domain orientation (from peak intensities), e.g. as shown in reviews by Wallace et al. (2015) , Jones et al. (2005) , Esteves et al. (2015) , Tutuncu et al. (2012) , Hall et al. (2004) and Anbusathaiah et al. (2009) . This analysis is typically undertaken on certain diffraction peaks that are degenerate relative to a highersymmetry lattice, e.g. 00h and h00 in tetragonal perovskite ferroelectrics, where h represents an integer. These peaks are typically chosen in the tetragonal perovskite structure because they represent crystal directions parallel and perpendicular to the ferroelectric polarization direction, respectively. The diffraction profiles in Fig. 1 show the 001 and 100 peaks of a tetragonal perovskite ferroelectric, lead zirconate titanate (PZT), and the best-fit model of the data obtained from a least-squares minimization. The intensity of the 00h and h00 profiles is linearly related to the volume fraction of different domain orientations in a particular orientation in the sample, as illustrated for a representative orientation at the top of Fig. 1 . Tracking the change in volume fractions as a function of electric field amplitude enables characterization of domain wall motion, a characteristic phenomenon of ferroelectric materials such as PZT.
The least-squares minimization approach to fitting diffraction profiles is one choice from many statistical approaches. It is an optimization technique that can find the 'best fit' of a model to the data and results in a specific value for each parameter (e.g. peak position) and a specific value of diffracted intensity for every scattering angle (i.e. the modeled line profiles in Fig. 1 ). Least squares invokes a frequentist interpretation of probability, in which the underlying parameters () are treated as having fixed (but unknown) values and the assessment of uncertainty is based on (typically hypothetical) repeated experiments. In the least-squares paradigm, probabilities cannot be associated with the estimated parameter values, i.e. one cannot state that a particular solution value is x% probable. Instead, uncertainty quantification for the solution is usually determined by calculation of confidence intervals. A 90% confidence interval for a given parameter solution value can be interpreted to mean the following: if the experiment were repeated a large number of times and a confidence interval was calculated for each of those subsequent experiments, the confidence interval would contain the parameter value 90% of the time. Of course, the confidence intervals for each subsequent experiment would be different.
An alternative statistical approach is that of Bayesian inference, in which evidence about the true state of the material (e.g. data and parameter values) is treated probabilistically. If a Bayesian approach is employed, the uncertainty about model parameters may be expressed using probability distributions and credible intervals. The probability distributions of the parameter values do not necessarily have to conform to a prescribed functional form (e.g. it could be asymmetric or bimodal). Since the area under a probability density function (PDF) is defined to be 1, an x% credible interval is any interval such that the area under the PDF over that interval is x. In contrast with a confidence interval, credible intervals are developed starting from an initial characterization of uncertainty and updated on the basis of the observed data, and they reflect probabilities that the true value of a parameter or diffracted intensity lies within certain value ranges. For example, it could be determined with 90% probability that the solution lies within a particular range of values. These two ways of expressing uncertainty (confidence interval versus credible interval) are fundamentally different.
Bayesian methods also offer the advantage of handling different types of variable, including those having associated distributions and those for which a single value is expected. In the former case, some parameters in the material may be more appropriately represented as random variables having an associated distribution, e.g. a distribution of lattice spacings from various crystallites or a distribution of wavelengths from the X-ray source. In the latter case, a solution that is a single value may exist, e.g. a Caglioti profile shape parameter. Either of these types of material parameter can be represented by PDFs using Bayesian methods.
Traditionally, least-squares minimization has been utilized to fit XRD data, negating the use of probability density functions and the advantages described above. Here, we propose a new approach to the same problem using Bayesian methods, which are based on Bayes' theorem:
where is the parameter of interest, P( | data) is the posterior distribution (probability of parameter values given the data), P(data | ) is the likelihood (probability of data given the parameter values), P() is the prior distribution and P(data) is the marginal likelihood. Posterior distributions represent the probability after new evidence has been considered. The prior distribution is the probability of parameter values before the data are observed. The likelihood function is determined using the probability of observing a particular outcome based on a given set of input parameters. The marginal likelihood is the probability of the data, not assuming any particular parameter values. Bayesian methods are applied to update the initial assumptions using the data. In the example provided in the present work, the assumptions are about the material's structural parameters which can be easily represented either by a distribution of prescribed functional forms or by functions that are significantly less prescriptive. More detail on this statistical framework and an introduction to Bayesian statistics can be found in the work by Hoff (2009) and Gelman et al. (2009) . When the prior and posterior distributions are in the same family, closed-form solutions can be determined using equation (2) in a straightforward manner. For example, if the data are described using a Poisson distribution and the uncertainty about the rate parameter of the Poisson distribution is described using a gamma distribution, then the posterior distribution for the rate parameter is also a gamma distribution, and we say that the gamma distribution is a conjugate prior for the Poisson distribution.
Conjugate priors simplify computation, but they are not always good representations of prior knowledge. Moreover, the fitting of X-ray diffraction profiles cannot always be solved using a closed-form expression because the posterior distribution often does not have a simple distributional form. In such cases, where closed-form expressions cannot be used, Bayesian inference can be applied by using one of several Markov chain Monte Carlo (MCMC) algorithms. For this example, we use the Metropolis-in-Gibbs algorithm to obtain the posterior distributions. This algorithm draws a sequence of samples from a suitable proposal distribution. These samples are accepted or rejected with a probability specified by the algorithm. After convergence, the accepted samples are a sample from the posterior distribution and can be used, for example, to construct a histogram or calculate probabilities. Bayesian inference and associated methods have recently found popularity in many scientific applications, including materials characterization, weather forecasting, clinical drug testing and traffic pattern analyses (Raftery et al., 2005; Bate et al., 1998; Zheng et al., 2006; Strelcov et al., 2014) .
The advantages of Bayesian methods compared with leastsquares methods include the use of PDFs from which credible intervals and quantifiable certainties can be derived, and the ability to handle multimodality and other complex nonnormal distributions (Hoff, 2009; Gelman et al., 2009) . With these advantages in mind, Bayesian inference is a desirable alternative for XRD profile analysis. Moreover, with the PDFs for the parameter values obtained using Bayesian methods, it is also subsequently possible to calculate other distributions (with associated PDFs) from these parameters, e.g. strain and preferred orientation functions such as the degree of ferroelectric domain reorientation.
In order to demonstrate the power of Bayesian methods, the approach was applied to calculate the extent of domain reorientation in two ferroelectric samples during application of an electric field. The first sample was a $500 nm thick Pb(Zr 0.3 Ti 0.7 )O 3 thin film and the second was a bulk commercial PZT material (trade name K350 from Piezo Technologies, Indianapolis, Indiana, USA). The K350 material is a ferroelectrically 'soft' Nb-doped Pb(Zr 0.5 Ti 0.5 )O 3 composition on the tetragonal side of the morphotropic phase boundary. Its composition is close to the phase boundary, so it is possible that there is some degree of phase coexistence. However, in our extensive prior work on this composition, we have never found evidence for coexistence. For simplicity, we assume that any effect of phase coexistence on the intensity interchange, should it exist, can be neglected. Details of the properties and structure of K350 can be found in the work by Daniels et al. (2006) and Jones & Hoffman (2006) . PZT is a classic ferroelectric material system which exhibits a large amount of domain reorientation when subjected to an external electric field (Muralt et al., 2009) . This characteristic makes the material ideal for a demonstration of Bayesian inference because domain reorientation has been studied extensively in past research Jones et al., 2005; Esteves et al., 2015; Tutuncu et al., 2012; Hall et al., 2004; Anbusathaiah et al., 2009) . In order to emphasize the quality of the Bayesian inference approach, a comparison with the least-squares method was also conducted.
It will be demonstrated that the calculations produce a solution with results represented by PDFs on all model profile parameters. From the PDFs, credible intervals in the parameter values can be determined and propagated into credible intervals for the calculated intensities. For example, a 95% credible interval on the model parameters can be used to generate 95% intervals on the intensities. The posterior probability distributions on 00h and h00 profile intensities can also be used to calculate additional parameter values, e.g. the fraction of different domain orientations in the sample, also represented as a PDF. Because the probability densities are propagated through to the results, the changes in volume fraction of the domains (or the degree of domain reorientation) can readily be expressed in terms of probabilities. This aspect makes the approach useful for characterizing small changes in domain volume fractions with quantifiable certainty.
Methods
inverse mixing order (IMO) solution on Pt/ZnO/SiO 2 /Si substrates (Shelton et al., 2012) . Films were pyrolized and crystallized at 623 and 973 K, respectively. Prior to deposition, a 0.05 M PbTiO 3 seed layer was used to preferentially induce 100 texture in the PZT thin films (Hiboux & Muralt, 2004; Mhin et al., 2015) . Details of the deposition can be found in the paper by Ihlefeld et al. (2015) . In situ XRD measurements under an electric field were performed on beamline 11-ID-C with an energy of 105 keV ( = 0.11798 Å ) at the Advanced Photon Source (APS), Argonne National Laboratory, Illinois, USA. A schematic diagram of the experimental setup for the thin-film samples is given by Johnson-Wilke et al. (2015) . The samples were mounted onto a custom stage and electrical signals were applied via tungsten microprobes in contact with the top and bottom electrodes of the sample. The voltage was driven through the bottom electrode. The voltage through the microprobes was applied using a Keithley 2450 210 V source meter. A Keysight E4980A LCR meter was used to ensure electrical contact with the samples and to monitor the leakage current in the sample throughout the experiments. The X-ray beam size used was 0.5 mm in the horizontal direction by 0.1 mm in the vertical direction. The PZT thin-film samples were tilted at an angle of 1 relative to the incident beam to increase the sample volume irradiated by the beam, thus providing higher intensities in the obtained data. Alignments were performed for the x, y, z and positions to ensure that the diffraction patterns were obtained solely from PZT experiencing the electric field.
Commercial K350 (PZT bulk material) samples were measured on beamline 11-ID-C using a similar setup to that used for the PZT thin-film samples. A schematic diagram of the experimental setup used for the bulk samples is shown in Fig. 2 . For these samples, no tilting was used and the sample was submerged in silicone oil within a custom high-voltage stage, as described by Daniels et al. (2009) . The high voltage was applied using a National Instruments voltage source coupled with a Matsusada 10 kV amplifier. Alignments were performed for the x and y positions to ensure that the diffraction patterns were obtained from the PZT bulk material.
The data acquired from the area detector were integrated into intensity versus 2 plots (as seen in Fig. 2 ) using Fit2D (Hammersley et al., 1996; Hammersley, 2016) . For the data used in this work, the vertical direction of the two-dimensional XRD image was analyzed by integrating the image over a 15 azimuthal range. This portion of the image represents diffraction data from scattering vectors that are approximately parallel to the applied electric field.
With the integrated data, the domain reorientation was first quantified using the least-squares statistical approach. This was accomplished by fitting the h00 and 00h reflections using two pseudo-Voigt profiles for the PZT thin film and two Gaussian profiles for the PZT bulk material. Different types of sample typically require different fitting profiles owing to their respective sample parameters, i.e. in-plane stress, thickness dependency and preferred domain orientation. Equations (3) and (4) describe Gaussian and pseudo-Voigt functions, respectively:
where I is the integrated intensity, x 0 is the center of the peak position, F is the FWHM and is the Gaussian fraction. The integrated intensities were extracted from the fitted profiles. For the thin-film calculations, these intensities, and the reference intensities from the Powder Diffraction File (card No. 01-070-4261; International Centre for Diffraction Data, Newtown Square, Pennsylvania, USA), were used to calculate the volume fractions of each voltage step. Reference values from the Powder Diffraction File are used for the thinfilm volume fraction calculations because there is typically an initial preferred orientation of the domains within the thinfilm samples . For the bulk sample we utilized the calculated intensities from each voltage step in conjunction with the initial zero voltage value to calculate the volume fractions. Both scenarios used the following equation (Jones et al., 2005) :
where v 00h is the volume fraction of the 00h-oriented domains in a particular direction of the sample, I 00h and I h00 are the integrated intensities of the 00h and h00 reflections, respectively, and I 0 00h and I 0 h00 are the reference intensities of the 00h and h00 reflections, respectively, from the Powder Diffraction File (PZT thin film) or the zero voltage intensity (PZT bulk material).
Using the calculated volume fractions, the domain switching fraction, 00h , can be processed by taking the changes in the individual volume fractions with respect to the initial zero voltage measurement: while a domain switching ( 00h ) value of 67% would indicate that approximately 2/3 of the crystals of the domain volume fractions have changed. In order to calculate the error propagation for each scan, an adapted variance equation was used, as defined in the supporting information. This calculation allows for a confidence interval to be acquired from the least-squares statistical model of the fit. The process of calculating a credible interval for Bayesian analysis is different and is described below.
For Bayesian analysis, the values of the parameters in the profile functions were obtained using a Metropolis-in-Gibbs algorithm, since the type of distribution for the posterior was not known. A flat prior having a value of unity over the full range of bounded parameter space of the parameters is employed. Minimum and maximum values of the flat prior can be found in the supporting information. Fig. 3 shows a flow diagram describing the Bayesian inference method used in the current work.
For the first cycle a set of parameter values was chosen, and for other cycles the current values of the parameters were used. To start, one parameter was selected, while the other parameters were fixed at their current values. For example, we started with the parameter with a current value of st . Another value of the parameter, new , was obtained by randomly drawing from the normal (proposal) distribution, as follows:
where Nð st ; s 2 Þ is the normal distribution with mean st and standard deviation s. The calculated intensity was computed using st , and similarly another intensity was calculated using new obtained from equation (7). Then, the likelihoods of st and new were computed using
where P(data | ) is the likelihood, I obs, j is the observed intensity, I cal, j is the calculated intensity, n is the number of data points and 2 is the variance. Equation (8) assumes that the data are normally distributed, with a mean equal to the observed intensity and a variance of 2 . It also assumes that the observed data for each 2 are independent of each other so that the joint distribution can be written as shown in equation (8).
The acceptance criterion, r, was computed to decide whether the new value would be accepted or rejected. The acceptance criterion can be described by
where P(data | new ) is the likelihood of new , P(data | st ) is the likelihood of st , and P( new ) and P( st ) are the prior distributions of new and st , respectively. If r ! 1, then new is accepted and used for the next iteration. Otherwise, new is accepted with a probability equal to r. If new is rejected, st is used for the next iteration. This process was performed on one parameter at a time, while the other parameters were fixed at their current values for the iteration. The same process was then performed on , while all profile parameters were fixed. The process was coded in Python and implemented on a laptop computer with an Intel Core i7-6700HQ 2.60 GHz processor. For the present analyses, the process was repeated for 10 5 iterations. The acceptance rate was controlled to be between 0.25 and 0.5 by adjusting the standard deviation, s, of the proposal distribution to ensure that the algorithm was efficient. For the present analysis, 10 5 iterations of approximately 70 data points were completed within 2 min. Examples of the code and data can be found in the supporting information.
The parameters in the first 10 3 cycles were discarded, since they may be influenced by the starting parameters that were chosen. This process of discarding the initial cycles is known as defining the burn-in period. A histogram of each parameter was constructed by counting the frequency of the accepted parameters within specified ranges.
For each iteration after the burn-in period, the intensity was calculated using the current parameter values. The intensity fit was obtained from averaging the intensities of all iterations after the burn-in period. A credible interval for the XRD intensity was constructed using the calculated intensities from all iterations after the burn-in period. The 95% credible interval starts at the 2.5 percentile and ends at the 97.5 percentile. Sequential fits from various voltages were performed using the same method and the original starting parameters from the 0 V solution.
Using the integrated intensity values [equations (3) and (4)] from the Bayesian approach along with equations (5) and (6), a distribution of the domain switching fraction, 00h , can be determined. A value of 00h was calculated for each individual iteration using I 00h and I h00 from each iteration (i.e. 1001, 1002, 1003, . . . , 10 5 ) and the intensities at zero volts, I A flowchart of the Bayesian inference method, using a Metropolis-inGibbs MCMC algorithm. zero volts. This experimental independence is due to the fact that the intensities observed in the unpoled samples are not indicative of the intensities observed when voltages are applied to the samples.
Results and discussion
From the experiments performed on beamline 11-ID-C, the measured intensity data from each sample are shown in Fig. 4 . It can be seen that the intensity of one peak increases as the intensity of the other peak decreases in near-equal proportion, which can be referred to as an intensity interchange. The observation of this intensity interchange between the 002 and 200 reflections for the thin-film PZT, and between the 001 and 100 reflections in the PZT bulk material, indicates that domain reorientation occurs in both samples as a result of the applied electric field.
The first data-processing step was to fit the individual XRD profiles using the least-squares approach defined in equations (3) and (4). As discussed previously, the least-squares approach provides a single solution for each parameter for each data set. Parameter values for a representative leastsquares fit are provided in the supporting information. Single parameter values can be used to calculate single intensity values at particular 2 values (i.e. an intensity versus 2 line). Representative least-squares statistical fits of the 00h and h00 reflections at 0 V for both samples are shown in Fig. 5 .
In contrast with the results from the least-squares approach, the Bayesian inference method provides a distribution of possible solutions to the model by calculating 10 5 iterations of possible solutions for the same XRD pattern. Representative Bayesian inference fits of the same profiles can be seen in Fig. 6 . In these profiles, the credible interval is shown with a gray outline, signifying that 95% of the calculated solutions are within this range. This representation demonstrates confidence in the solution, in that the profile includes nearly all data points within the 95% interval. Typically, errors in XRD intensity values are considered to be equal to the square Diffraction intensities plotted as a function of voltage and scattering angle for 00h and h00 reflections in PZT, (a) as a thin film and (b) as a bulk material.
Figure 5
Representative fits of the 00h and h00 reflections at 0 V using the least-squares approach for PZT, (a) as a thin film and (b) as a bulk material. The asterisk (*) represents an additional reflection in the observed data that is due to a PbTiO 3 seed layer used for orientation of the PZT thin-film sample. This seed layer is not modeled in the present example analysis. root of the measured intensity counts, e.g. Poisson statistics. However, it should be noted that the interval shown in Fig. 6 is not proportional to the intensity, but rather depends on how well the models are able to fit the data.
A trace plot of the parameter values versus iteration number can be used to determine if the calculations have reached convergence. The trace plot for peak position is shown in Fig. 7(a) . Trace plots that represent acceptable convergence should be at a uniform level, appear to look like 'white noise' and not 'wander' through parameter space. The values in the trace plots represent the same information as that given in the posterior distribution, as seen in Fig. 7(b) for peak position. The trace plot is used to construct the posterior distribution, often summarized by a histogram, which counts the number of solutions within a certain range and normalizes them to the probability density. Other posterior distributions for the peak intensity (I), FWHM (F) and Lorentzian/Gaussian fraction (m) are shown in the supporting information.
For both the least-squares approach and the Bayesian inference approach, the domain reorientation ( 00h ) is calculated using equations (5) and (6) after all patterns have been analyzed. Since domain reorientation is a calculated quantity from the solution values, error propagation is required. As a reminder, error propagation involves a different procedure for each method. For the least-squares method, calculating the error propagation involves an adapted variance equation. For the Bayesian method, it is possible to calculate subsequent distributions (with associated PDFs) from distributions in solution values. Fig. 8 displays a comparison of calculated domain reorientation, with the confidence interval (leastsquares method) and with the posterior distribution (Bayesian method), for both samples and at all electric field amplitudes. In these plots, the Bayesian approach, in black, provides a probability distribution of the domain reorientation values, whereas the least-squares approach, in red, provides a single solution with a single calculated confidence interval. An important note from these plots is that the two methods (Bayesian and least-squares methods) produce similar values of the domain reorientation for each data set. However, this representation demonstrates how the Bayesian method has a richer description of the possible solutions, i.e. PDFs representing the probabilities of different possible solutions. The error values from the least-squares approach, as shown by the red intervals, are a 95% confidence interval. The 95% confidence interval from the least-squares approach covers approximately, but not exactly and not consistently, the same range as the distribution from the Bayesian method. Thus, the calculated uncertainties in 00h by the least-squares and Bayesian methods are consistent in amplitude but not equal, meaning that the uncertainty quantification from the Bayesian method is a reliable alternative to the least-squares method.
As can be seen in Fig. 8(b) for the PZT bulk material, the result of the Bayesian approach, in black, yields both relatively narrow and relatively broad distributions of 00h . To emphasize this point, representative types of both distributions, scan numbers 40 and 42, which correspond to electric fields of À1.33 and À1.60 kV mm À1 , respectively, are shown more clearly in Fig. 9(a) . The distribution of the domain switching fraction is broad for scan 42, while it is narrow for scan 40. This can be explained by considering the measured intensity data and the profile fits, shown in Fig. 9 Representative fits of the 00h and h00 reflections at 0 V using the Bayesian inference approach for PZT, (a) as a thin film and (b) as a bulk material.
Figure 7
Representative (a) trace plot and (b) posterior distribution for the peak position of the PZT thin film at 0 V. fitting more difficult. As a result, the distribution of intensities of 001 and 100, and thus the distribution of the domain switching fraction, are broader. This breadth reflects less certainty in the solution. In contrast, scan 40 shows clearer peak splitting with a much deeper well, allowing for a more precise distribution of intensities and a narrower distribution of possible domain switching fractions and other parameters (the distributions of other parameters for these scans are shown in the supporting information). From the Bayesian method, one can say that the most likely domain switching fraction value in scan 40 (0.0234 < Á 00h < 0.0256) has a probability of 18.49%. Similarly, the most likely domain switching fraction value in scan 42 (0.194 < Á 00h < 0.198) has a probability of 16.39%.
We return to Fig. 8(a) , which shows the calculated 00h values from the least-squares and Bayesian methods for the PZT thin film. For some scan numbers (e.g. scan 10 at a voltage of À3.33 V), the confidence interval from the least-squares method is much larger than the distribution from the Bayesian method. Fig. 10 shows a fit of scan 10 using least squares and the most likely solution from Bayesian methods. The latter is slightly closer to the data than the former, and the credible interval allows the fit from the Bayesian method to cover more data points. This feature is more pronounced near the 00h and h00 peaks, and also the well between these two peaks. As a result, the intensity and other parameter values from the leastsquares method have larger errors than those from the Bayesian method. This may be due, in part, to the leastsquares method being susceptible to false minima solutions, a problem that the sampling algorithm in the Bayesian method overcomes.
The calculated distributions of 00h by Bayesian inference (e.g. Fig. 8) show the ability to obtain improved uncertainties in the parameter values and their associated probabilities. Recall that uncertainty quantification in the least-squares solution is usually determined by calculating confidence intervals, which reflect the confidence in covering the true parameter value if the experiment were repeated a large number of times and a confidence interval were calculated for each subsequent experiment (which would of course be different for each experiment). Alternatively, the Bayesian approach expresses the uncertainty in the model parameters using probability distributions and credible intervals. As described in the Introduction, an x% credible interval is any interval in parameter value solutions such that the area under the PDF in that interval is x%. In contrast with a confidence interval, credible intervals reflect the probability that the true value of a parameter lies within certain value ranges. For example, it could be determined with a specific probability (e.g. 90%) that the true parameter value lies within a specific range of values. The confidence interval and the credible interval are two fundamentally different ways of expressing uncertainty.
While comparing the uncertainties of the two methods was the main goal of the present work, many more advantages are offered by the Bayesian inference approach that are worth reiterating. First, the Bayesian approach is a more automated process than the least-squares approach, with the ability to perform 10 5 iterations on each pattern in a data set automatically, with very little user intervention. The least-squares method, on the other hand, often requires user intervention in an attempt to avoid false minima solutions. The Bayesian inference approach is less susceptible to false minima solutions, owing to the implementation of the sampling algorithms. Finally, as noted before, Bayesian inference is a universal approach for fitting profiles and can be applied to numerous other profiles or data distributions, e.g. particle size distributions, IR spectroscopic or energy-dispersive data, and other point counters (e.g. radiation monitors).
The present work demonstrates a Bayesian inference approach that is a useful alternative to least-squares statistical analysis of XRD profiles, for the purpose of extracting quantifiable physical information from ferroelectric samples. By providing distributions of values for each parameter, which can sometimes feature asymmetry or unexpected distributional forms, Bayesian inference involves unknown parameter values being treated probabilistically and provides better uncertainty quantification than the least-squares approach. This increased quantitative fidelity of uncertainty would allow the quantification of extremely subtle changes in XRD profiles and in ferroelectric samples, for example as might be observed under very small changes in driving electric field amplitudes (e.g. weak-field ferroelectric properties; Pramanick et al., 2011) or under small changes in conditions (e.g. irradiation damage or temperature excursions; Yang et al., 2014; Brewer et al., 2016) .
Conclusions
In this work, a novel Bayesian statistical approach to XRD profile modeling was introduced that allows for inference of physical phenomena with improved uncertainty quantification. Using this approach, it is possible to extract predictive XRD profiles with known credible intervals, e.g. a 95% credible interval on the XRD intensities. In addition, model values such as profile position or intensity, which are represented by probability distributions, can be used to calculate other physical parameters such as domain reorientation ( 00h ). Representing the uncertainty as a probability distribution further allows for nonsymmetric solutions or shapes that do not conform to simple analytical functions. The approach requires reduced user intervention and can handle large quantities of data in an automated fashion, and should be considered for the analysis of XRD data from ferroelectric and other materials.
