Abstract -The IT society is more and more dealing with the formation and use of instruments of interactions that can create virtual realities or re-create real environmental situation. The richness and variety of users' interactions can go far beyond the simple sensorial use of the virtual realities. It is now possible to activate behavioral and cognitive learning attitudes, just by taking into account the various components that play a role in the humancomputer interactions with a specific care for the sensorial perceptions of the users. Recent technological developments open new perspectives for the cooperation between learners, virtual humans and anthropomorphic robots. This paper analyses, discusses and highlights the added value to the social awareness in a learning community that the properly integration of the 3 mentioned types of actors can produce. A set of directions are also identified for the convergence and integration of the robotic appliances and systems with virtual humans in various educational situations.
INTRODUCTION
Collaborative Virtual Environments (CVEs) have been widely used in educational settings of different types. CVEs provide virtual spaces for socialization and work by creating interactive and stimulating learning environments. The recent trends show an increased use of "virtual humans" in CVEs for various learning and social purposes. Virtual humans (VHs) can be defined as "two-or three-dimensional human-like animated characters that show emotions, intelligence and that know how to interact with human users" [13] . VHs are digitalized animated human-like faces or figures, allowing verbal and non-verbal communication behaviors, also via body language and facial expressions. Their behavior could be fully autonomous or partly dependent on people's choices, in which case the VHs would act on behalf of the human users. VHs can be used to perform a number of educational tasks, such as providing information services, serving as virtual tutors [13] and dynamically reshaping learning environments according to the changing educational and social needs [15] .
Recent research in human-robot interaction [18, 20] stresses the role of robots as collaborative team members, indicating the establishment of social relations between the human user and the robot, where the human can play the roles of supervisor, peer or even bystander. In an educational context the most important type of robots is the pervasive robots exhibiting complex behaviors. These robots are in general mobile and capable of emulating human behaviors, in terms of body language and communication. The pervasive robots integrate mechanisms for social interactions, autonomous navigation and object analysis [1] .
Though there exist a number of basic similarities between VHs and pervasive anthropomorphic robots (e.g. interactions modes with humans), there have been very few attempts to integrate them into one system. Nevertheless it is possible to exploit the advantages of both approaches. For example, in the Virtual Synergy system humans, agents and mobile robots are mapped into a 3D virtual environment to facilitate an urban search for rescue operations [20] . Virtual environments can be created where robots have virtual representations, or avatars. In such environments, students (who for different reasons could not be co-located with the robots) or VHs (such as virtual tutors) could interact with the robots by e.g. giving some commands. These interactions and behavioral correlations motivate the idea of a learning community where human learners, VHs and anthropomorphic robots are represented, all participating in the learning process.
It is important to stress the fact that supporting social awareness (SA) in a learning community (see e.g. [15] ) is of high importance for a correct collaborative or collective learning attitude. SA can be defined as awareness of the social situation in a group or community in a shared environment, including the knowledge on learners' resources, activities and place in social network. Short-term SA is the awareness of the social situation at a certain moment. Long-term SA is the awareness of the social situation in general. This paper will focus on how the SA mechanisms can be extended to a learning community of real and virtual humans and anthropomorphic robots. To support this discussion, the next section provides a scenario illustrating how all the 3 actors can work together in an educational situation. Then, the paper shows how the characterization framework and awareness mechanisms, originally described for human users, can be extended to VHs and further to robots. Further, some directions are given for possible convergence and integration of anthropomorphic robotic appliances and systems of VHs in 3D CVEs in a number of educational tasks. Finally, conclusions and some directions for future work are presented. 
VIRTUAL HUMANS AND ROBOTS WORKING TOGETHER: A SCENARIO
This section considers an educational situation where a robot called Robo-eLC [9] (as a specific case of anthropomorphic appliance) or a similar robot is used in combination with virtual humans in a 3D CVE. This robot allows users to learn and grasp complex concepts, becoming experts in the subjects that the robotic learning modules suggest. The learning modules of this specific robot recreate some world dimensions, related to socio-economic situations in developing countries, but can reproduce almost any kind of information where graphics, pictures, texts, sounds et alter suffice. The anthropomorphic features of the robot facilitate its task of educating users about specific conditions in developing countries (i.e. creating a correlation between the robot dressing and the culture of the represented countries). Users begin their interaction with Robo-eLC through the visual interface (a touch screen) (Fig. 1) . They are presented with organized sets of screen presentations through which they receive information on the developing countries, what to do in the ongoing phase and how to proceed into the next step. All along the interaction process the robot talks to the users, giving relevant information or advices. Let's consider a group of students, partially scattered and partially co-located. All of them are having a class together in a 3D CVE, with a tutor being a VH, teaching a class in geography (see Fig. 2 for an example of an educational session where both humans and VHs are represented). The theme of the specific lecture is developing countries and aid programs. All of the students and the robot are represented in the virtual environment as avatars. Part of the students is located in the same room as the robot, while other students, who do not have the opportunity to be there, interact virtually both with the robot and the co-located students. Both the robot and the colocated students wear different kind of censors, providing a mapping of their relative positions and interactions to the virtual environment.
During the class, the virtual tutor talks about a certain developing country, showing slides and asking related questions to the audience, evaluating students and guiding the discussion. At some point of the lecture, the virtual tutor suggests to interact with the "representative" from the developing country that has been lectured on. The representative (i.e. the robot) is embodied (i.e. physically organized, which might include the dressing and the anthropomorphical modification) according to the country it represents, both in the real and virtual environment. In this way, the students can have a more direct and "embodied" learning experience. All the actions of the co-located students and the robot are mapped into the virtual environment, e.g. their touch screen manipulations and avatar movements, chat transcription of the speech, or a direct audio feed. In addition, both the tutor and the non-co-located students may interact with the robot from the virtual environment, e.g. giving commands or asking questions about the corresponding developing country. The results of this activity is mapped into the real world, while the physical robot takes certain actions and communicates to the co-located students both the argumentation of the tutor or of the other students. During the lecture, and the course in general, the virtual tutor will gradually "learn" about the existing skills, activities and possibly social connections of the students. For example, the tutor can register quiz results, the correctness of the answers to own posed questions and questions addressed to the tutor. The analysis of these data can reveal those parts of the curriculum that are not fully understood by individual students. A virtual tutor can also be aware of students' engagements in different activities. This is the case of online deliveries, virtual project presentations or even chatting to class mates during lectures. The analysis of the "buddy lists" structure and the participation patterns in joint projects/online deliveries will provide the tutor with some indications of the social structure in the learner community. In other words, the virtual tutor will acquire a certain "social awareness" of them. Using this knowledge, the tutor can then adjust the educational methods according to the individual needs, skills and learning style of the particular students.
During mutual encounters, the robot and the virtual tutor may have a connection "hidden" to human users. This and what activities they are engaged into (e.g. the virtual tutor's lecturing plans). The virtual tutor can also provide the robot with the SA information that has been acquired about the students. This allows to individually adjust the robot's presentations and educational tasks that are given to the students, and vice versa. It is worth mentioning that with the current state of technology, the possibility for robots to acquire SA information about human users is significantly lower than the corresponding one for VHs. In other educational scenarios robots can perform experiments or demonstrations, as it is in subjects of physics, chemistry or mechanics. The learning stimulus in these scenarios is more engaging and effective for students, who observe the transposed abstract concepts in reality rather than in a virtual environment. The robot acts therefore as a conceptual concretizer and induces a complete new perspective view of the conducted experiments. The dislocated students, that for different reasons do not have the opportunity to be present at the demonstrations, can benefit from following the "virtual" version while engaging in the learning process with the "local" students and the virtual tutors.
Though the practical implementation of such scenario could be quite complicated and costly under the existing technological means and constrains, it is important to illustrate some directions for future developments. Also, the above scenario case is suitable to illustrate how SA mechanisms, applicable to human users, can be extended to VHs and anthropomorphic robots.
EXTENDING SOCIAL AWARENESS MECHANISMS TO VIRTUAL HUMANS AND ROBOTS
Representation of learners in educational CVEs [5, 16] can be characterized in terms of presence, embodiment and identity. This kind of framework is examined in this section when applied to VHs and, to a certain extent, to anthropomorphic robots. Also, a comparison of the associated SA mechanisms is done, highlighting the possibilities for convergence and integration in educational situations. The focus is primarily set on how VH and anthropomorphic robots can convey SA information to human users. A throughout analysis on how these actors can convey SA information to each other or how to obtain corresponding information from human users (as already shortly mentioned in the previous section) is too demanding to fit in the scope of this paper and will be treated in subsequent works.
I. Virtual humans
Many examples in scientific literature [14, 21] show that VHs are fully capable of engaging in different types of social activities with other VHs or human users. Elaborating on the earlier classification [16] , VHs are characterized in terms of presence, embodiment and identity, as discussed below: Presence. Hindmarsh et al. [7] distinguish between personal, social and environmental presence. Personal presence for a human is defined as the feeling of being in a virtual world. Also a VH [21] has a certain perception of the virtual environment as a sum of different stimuli, which affects its cognitive system, behavior and actions. Social and environmental presence, in respect to VHs, is defined as the extent to which other beings in the real world and environment itself appear to exist and react to the VH and its actions [7] . In this context the sense of environmental presence can be supported by specifying the properties of the different subjects/objects and the rules according to which VHs can interact with them [21] (which means how a virtual tutor can write on a whiteboard and show pictures, and so on). The sense of social presence can be supported by providing responses (e.g. appropriate facial mimics and gestures) to the actions of human users [2] or other VHs (e.g. virtual teacher assistants), or registering the corresponding responses from other actors to the VH's presence and actions. This means that when a human (a student) is directing the gaze to the VH (virtual tutor), showing attention or requesting assistance [14] the system registers these variations and takes action. VHs can employ more explicit techniques, normally not available to human users, such as knowing and being able to compute the exact position of the users, the relations between them and the surrounding objects etc [14] . In the mentioned scenario, the VHs would be capable of e.g. monitoring which users are engaged in conversations and joint activities with each other.
Embodiment. An important part of the communication between people in the physical world is body language, like gestures, body postures, facial expressions, direction of gaze [17] , as well as clothing and make-up. Therefore, as among humans, the embodiment of VHs can be supported by the following: choice of avatars, body languages, navigational and observational possibilities [5] . Avatars can represent the identity of VHs, their status, accessibility and role [17] . One explanatory example would be the case of a virtual tutor and a virtual patient in a medicine class. Whether avatars provide photographic resemblance of a concrete human (e.g. a concrete university professor) or a realistic-like or a schematic appearance of a human, is important for human users' perception and appreciation of the VHs, influencing user behavior towards them and the extent of experienced copresence with the VHs [2] . Like humans, VHs can exhibit a number of gestures and movements such as turning around to the communication partners and waving. Especially important in this context is head movements and facial features, as it is linked to personality expressions and natural conversation. The facial features are controlled by two parameters, mood (angry, happy) and attention (direction of gaze) [14] . VHs have different navigational possibilities, like walk, fly and teleport. In the context described in this paper the most important aspect of the VH navigation is the one visible to the human users, which would also allow aiding users' navigation by showing the way through paths or excursions.. The sensorial possibilities of VHs can be easily extended by "allowing" additional sensors (e.g. tracing the activities of users in the environment) or violating physical laws by extending the normal hearing and visibility range [21] . This would permit to simplify the process of acquisition of SA information by the virtual tutor, as mentioned in the scenario. Identity. For human users the identity is often tied to a name/nick or a chosen avatar. The identity is primarily expressed in terms of communication history (including both verbal and non-verbal communication), associated social reputation [8] and created artifacts. The same can be applied to VHs as well, though modeling VH's communication requires the modeling of its beliefs, desires and intentions [14] and ways of coping. One of the most relevant personality models is the five-factor model [11] , based on the openness, conscientiousness, extraversion, agreeableness and neuroticism. When acting in a virtual environment, VHs can have social relationships with both human users (e.g. tutorstudent relationship) or with other VHs (as it happens between virtual tutors and their virtual assistants). Therefore, the social dependencies and social power (place in the hierarchy) in these situations are important [4, 13] . A VH can also have a social reputation, e.g. being known as "knowledgeable" in a certain field, such as a teacher or expert. In many CVEs the identity is tightly coupled to the artifacts created by human users or VHs, such as buildings and educational objects.
II. Robots
For technological reasons, the present state of robotics provides smaller possibilities for advanced interactions compared to VHs. For example, it is difficult to implement advanced mimics and manipulate embodiments, just to mention a few. This puts a certain limitation on the corresponding SA mechanisms. Existing research on awareness between humans and robots focuses primarily more on "workspace" related awareness, considering issues such as robot's activities, status, location and surroundings [6] . Though these issues are partly considered here, the main focus is set on the social and educational aspects, considering some examples of the emerging technologies, and showing how the basics of SA mechanisms could be supported.
A recent technological development in the sector of robotics supporting e-learning and behaviorist studies is RoboeLC [10] (Fig. 1) , a robot that embeds state of the art technology with a Multimodal Interface (MI). MI uses hypermedia with a combination of learning technologies and robotics into an interactive learning appliance for affecting users' learning attitudes [12] . The scope of the MI is to simplify the comprehension and acquisition of complex data and aid users in grasping ideas and concepts related to unfamiliar situations. In this case, the MI consists of visual interface, the audio system and the motion system. The integration of multimodal elements in the robotic functions has also guaranteed the perception in the users of dealing with an "almost" living being (as some users stated after using the Robo-eLC). The fact that the robot can "imitate" some human behaving attitudes, such as talking to give advices, moving to attract attention and respond to users' touch (via the touch screen) constitute an anthropomorphic robotic behavior.
As with the human users and the VHs, robots with similar features to the ones of Robo-eLC are characterized along the dimensions of presence, embodiment and identity:
Presence. People and the environment react to the robot functions and a mutual interaction is started. The robot uses sensors to perceive the environment and models to identify, via intelligent system (an application of artificial intelligence), the surrounding objects, distinguishing between still object and mobile ones (i.e. people or other robots). The robot has communication skills, based on its noticeable appearance and its capacity to talk and initiate a sort of conversation. A class of robots that do properly express the concept of presence is mobile robots that operate in populated environments. For this reason robots need to determine the positions of the humans in their surrounding and therefore track multiple moving objects, as is the case of a group of students surrounding the robot and interacting with it. Usually these robots use sensors and a motion model of the objects to be tracked [19] .
Embodiment. As in the case of VHs, the embodiment of a robot can be characterized in terms of appearance, body language, observational and navigational possibilities. The robot needs to express in its appearance the quality and functionality it is meant for. The programmed behavior of the robot must convey the concept of its intended purposes, therefore the robot shall move, talk, interact and even change appearance according such purposes or scopes. Robots must be capable of imitating to a certain degree a body language, via gestures and mimics, such as the human-looking robot in our example, to embody a representative from a developing country. One class of robots that better embed these characteristics is the biorobots that can simulate behaviors of living beings and adapt themselves (camouflage) to a given framework. Recently, some humanoid robots, based on similar principles, have been designed to investigate models of social development [22] . Some robots, especially mobile ones, require skills in defining not only their environment but also in choosing a correct pattern to reach a chosen destination. A conscience of own position and direction is needed to allow any efficient spatial motion. Some robots are even capable of a certain degree of independency (autonomous robots), acquiring navigation routines to support their specific task execution and effective action planning. These kinds of robots are capable of learning structured symbolic navigation plans [3] . Robots can also have different observational capabilities observing the environment using sensors. They can transform all input data via sophisticated algorithms that allow the recognition of defined models. Typically these are the pervasive robots that exhibit complex behaviors.
Identity. A robot should be capable of carrying a personalized character, with specific distinguishable behaviors, which makes it recognizable in a community of humans and other robots. This is possible thanks to a profiling feature that is dependent on users' history or the robot's experiences. Such profiles (packs of memory) are stored as metadata in the database of the robot, waiting for activation and decryption to create, via the use of given algorithms, of new behaviors. Such feature is under development in the new prototype of the Robo-eLC [9] . The identity is primarily expressed through communication and in some cases via created artifacts, such as records of interactions with users [9] .
III. Virtual humans and robots in a learning community: social awareness mechanisms
Based on the preceding discussion, it can be shown how the SA mechanisms, originally discussed for humans, can be extended to VHs and anthropomorphic robots in an educational context. As mentioned before, the focus is mostly set on how VHs and robots provide awareness of their social situation to the humans.
The resources of both VH and robots can be primarily indicated through the choice of the embodiment as the variable appearance can express a specific skill/expertise and visually communicate ideas and concepts. Therefore, a properly dressed robot can be perceived as a knowledgeable expert on developing countries as well as a virtual tutor looking like a typical "professor" in a business suit and glasses signalizes expertise in theoretical matters. The resources can also be expressed through identity (e.g. when a robot or a VH explicitly communicates and shares its knowledge in certain areas). Created artifacts (e.g. quality of a created educational demonstrations or an interaction record) revealing how well a VH or a robot can answer questions in a certain field can also provide awareness of VH's or robot's skills and knowledge. Also the presence of a VH or a robot in a certain place (e.g. a chemistry lab) may indicate what kind of help it may provide.
The sense of presence, real-time communication and embodiment can provide awareness of social network. It can be obtained by observing what VHs or robots are around (e.g. overview of the avatars/physical robots) and to whom they are talking to (grouping of avatars/users), eventually designating whether they are busy helping other users. Also, the gestures, sounds and mimics made by the VHs/robots and the direction of gaze (embodiment) can indicate their involvement in a conversation with a certain partner and particular topic and attract the attention of the users. The appearance/choice of avatar component of embodiment may signal the role and place in the social hierarchy, e.g. a virtual tutor/doctor vs. a virtual patient. Also identity, expressed through e.g. commands given from the virtual tutor to the robot, can provide awareness of the social power relations, e.g. who is the superior part or "master" [18] (in this case the virtual tutor). Long-term awareness mechanisms in this context include expression of social belonging through records of communication/interactions and created artifacts, as it is the case for records showing with whom a VH or robot has been cooperating or who owns the areas where the VH builds its constructions. The recorded or logged communication incidents between robots and VHs can be mediated by different means (including infrared signals, GSM, web, etc).
The awareness of activities can be achieved through realtime observation of conversations, either chat or audio, and movements of corresponding avatars/robots. For example one can see what VHs are gathered in a virtual meeting room (sense of presence and embodiment) and follow their communication and movements while they talk to and help a human user with various learning tasks. Similarly, a robot moving around, interacting with students and executing commands [6] can provide awareness on what activities it is engaged in a specific moment. A robot or a VH can also explicitly communicate the activities that are being performed or can be performed to the user, for example by providing a menu on a touch screen, in chat or via audio channels. Communication records may also provide a clue of past activities, such as lecturing and guidance sessions with the students. Traces of activities can be also found in artifacts created by a VH, as it is in an experiment demonstration that the VH has built. Another example of this is the records of user interactions occurred in the Robo-eLC test case [9] .
DISCUSSION
VHs and anthropomorphic robotic appliances can be integrated into one system, supporting and participating in a learning community of human students and teachers.
Generally, the VHs can perform a number of tasks in an education context. Some examples are:
• Helping the users with the reshaping of the virtual environment according to their current learning and social needs, e.g. creation of a customized virtual chemistry lab.
• Providing general guidance to the learners and performing administrative tasks, as giving information about the campus to new students, managing a student's course assignments, arranging social activities etc.
• Performing tutor-related tasks, such as giving curriculumrelated consultations, evaluating the progression of the learners or giving educational demonstrations.
Similarly, anthropomorphic robotic appliances can support learning communities in a number of ways:
• Transforming and adopting an "anthropogyzation" of the learning contents that the robot has to communicate, issuing a cultural strong link between people's cultural background to be learned and the regional background (way to dress, to speak, to act, to communicate, etc).
• Becoming a human-like friend in guiding learners, which can be related to school tutoring or monitoring and surveillance of impaired and handicapped children.
• Working with/in dangerous techniques/operations (e.g. handling explosive material) or moving in dangerous environments. The robotic use of sensors and the simulation of the conducted experiences allow students to learn from real practice without running personal risks.
• Detecting cues about the current social situation. The combination of human actions detection, sound and facial analysis can determine with a high accuracy the psychological condition of an individual.
From the above discussion it can be identified a number of areas where the two approaches can be merged, given some expected technological developments that the current trends foretell, as summarized in the following cases:
• The use of robotic appliances might be especially relevant in educational situations where VHs are not fully sufficient. A fully educational experience requires a direct contact, the possibility to touch and feel and direct extraction of social cues, as for example in the case of a physics experiment or a simulated cultural experience.
• The combination of the two approaches is primarily relevant in a partly distant educational situation where some of the students are co-located with the robot(s) and interact with it directly, while others due to different reasons do not have this possibility and therefore may benefit from the specifically designed virtual environment where such interaction can be mediated. Such an environment could also be beneficial for the co-located students as they get the possibility for collaboration with distant peers and receiving assistance from virtual tutors.
• A promising area in this context, as also mentioned in [20] , is the usage of robots in educational situations associated with health risks or additional costs, such as demonstration of experiments in a radioactive environment. In such a case, students may interact with the robot's representation in the virtual environment, under the guidance of human or virtual tutors.
The preceding discussion allows to make some preliminary comparisons of the possibilities of both VHs and anthropomorphic robots to support SA. Obviously, VHs have at the moment more varied possibilities for SA support. The reason is clearly the lower cost and more advanced technological possibilities for designing VHs in virtual environments. However, the anthropomorphic robots have a number of advantages in this context, at least potentially. They may exhibit a higher degree of presence as they can be perceived more directly by human users, touched and thus provide a stronger and more natural social experience. The same applies to the embodiment dimension: robots can in many cases have a more realistic and socially appealing embodiment, such as a culturally dressed representative, provoking a specter of emotions (e.g. compassion) [9] . A robot may have also a more permanent and recognizable identity as it is connected to the concrete physical instance and unchangeable appearance.
At the same time, we can see many similar features in terms of SA mechanisms that could be supported by VHs and anthropomorphic robots. The existing differences can, in many cases, function as complimentary to each other, for example the flexibility of the VHs versus the "realism" of the anthropomorphic robots. This, together with possible educational gains, as discussed above, provides a motivation for further exploration of possibilities for integration of VHs and robots in different educational situations.
CONCLUSIONS AND FURTHER WORK
In this paper, the authors have provided some directions and examples for how human learners, virtual humans and anthropomorphic robots could work together in different educational situations. It has been also discussed the social awareness mechanisms in such community, especially the possibility to extend the mechanisms applicable to human learners to virtual humans and robots. The authors are aware of the difficulties associated with the realization of the proposed scenarios with the current level of technology. However, the idea of combining all of the 3 actors (humans, VHs and robots) into one 3D virtual system is quite innovative as only one implementation case is known of this kind [20] .
In this context, the contribution of this paper is more of a theoretical nature. The authors believe that this area has an extensive potential, especially in a distant education context and needs further exploration. Therefore, it is necessary to provide a broader theoretical framework for design and analysis of social interactions between all of the 3 actors in the learning communities in 3D CVEs. This paper attempts to set a first step in this direction. Further steps in this work may therefore include the provision of a set of requirements for the educational environments incorporating all of the 3 types of actors. Subsequent steps will require a design according to the requirements and implementation of a corresponding prototype with the following empirical evaluation. In addition, the associated SA mechanisms need to be explored further, including the issue of how robots and virtual humans perceive the social situation in the community they are a part of.
