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Abstract—A new Differential Evolution (DE) that 
incorporates fuzzy control and k-nearest neighbors algorithm to 
determine the terminating condition is proposed.  A technique 
called Iteration Windows is introduced to govern the number of 
iteration in each searching stage.  The size of the iteration 
windows is controlled by a fuzzy controller, which uses the 
information provided by the k-nearest neighbors system to 
analyze the population during the searching process.  The 
controller keeps controlling the iteration windows until the end 
of the searching process.  The wavelet based mutation process is 
embedded in the DE searching process to enhance the searching 
performance of DE. The F weight of DE is also controlled by the 
fuzzy controller to further speed up the searching process.  A 
suite of benchmark test functions is employed to evaluate the 
performance of the proposed method.  It is shown empirically 
that the proposed method can terminate the searching process 
with a reasonable number of iteration. 
I. INTRODUCTION 
Differential Evolution (DE) is a population based 
stochastic optimization algorithm that searches the solution 
space to find out the solution.  DE has been well accepted as a 
powerful algorithm for handling optimization problems 
during the last decade [1].  It uses the weighted difference 
between two population vectors to determine a third vector.  
No separate probability distribution has to be used so that the 
scheme is completely self-organizing [2].  It is a new member 
to the class of Evolutionary Algorithms (EA) that imitates the 
process of biological evolution.  Owing to the population 
based strategy, EAs are less possibly getting trapped in local 
optima.  As a result, many researchers view EAs as global 
optimization algorithms.  Other important examples of EAs 
include the Genetic Algorithm (GA) [3] and Evolutionary 
Programming (EP) [4].   
Similar to GA, DE guides the population towards the 
global solution within the given solution space by using 
evolutionary operations.  Comparing with other optimization 
algorithms, DE is relatively easy to implement.  It requires 
fewer parameters for tuning, and has a relatively fast 
convergence speed.  A simple vector subtraction is able to 
generate a random direction of movement for the population 
to search the solution space.  DE can also offer a high degree 
of exploration for the population.  It has been successfully 
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applied in many optimization problems such as data 
clustering [5], power plant control [6], optimization of 
non-linear functions [7], etc.  However, on applying DE to 
real problems, the users usually need to input the maximum 
number of iteration as the stopping criterion of the algorithm.  
The maximum number of iteration depends on the problem 
nature.  As there is not any strong proof for the best number of 
iteration, the user can only determine this number by trial and 
error and/or the user’s experience.  Determining the 
maximum number of iteration is not an easy task in many 
problems.  To tackle this problem, a technique called Iteration 
Windows is proposed for embedding into the DE searching 
process in this paper. 
On doing the searching process in DE, the movement of the 
population takes an important role in finding the global 
optimal point.  The distribution of the population in the search 
domain provides much information about the searching 
process.  By capturing the information of the population, we 
can understand the state of the searching process.  Some 
example states could be: searching evenly in different areas of 
the domain; population moving toward a region in the 
domain; part of the population being trapped in some local 
optimal point, etc.   
Clustering is one of the methods to obtain the population 
information in the searching process.  In this paper, an 
improved DE that incorporates fuzzy control and k-nearest 
neighbors to determinate the terminating condition is 
proposed.  Based on this method, the searching process is 
divided into different stages with different number of 
iteration.  Each stage is characterized by an iteration window.  
The population distribution of the pervious stage will be 
analyzed by the k-nearest neighbor algorithm.  The fuzzy 
controller will employ the result of the k-nearest neighbor 
algorithm to determine the next-stage iteration window’s size.  
With the evolution of the population along the searching 
process, the size of the iteration windows will be decreasing 
until it becomes zero.  Then, the searching process ends. 
This paper is organized as follows: Section II presents the 
operation of the DE with self-terminating ability.  
Experimental study and analysis are given in Section III.  
Benchmark test functions are used to evaluate the 
performance of the proposed method.  A conclusion will be 
drawn in Section IV. 
II. DE WITH SELF-TERMINATING ABILITY  
DE is an optimization method gaining its importance in the 
field of evolutionary computation techniques.  A randomly 
generated population over the solution space will first be 
obtained.  The population of solution vectors is then 
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successively updated by addition, subtraction and component 
swapping; until the population converges to the optimum 
after going through a given number of iteration.  The pseudo 
code for the standard DE (SDE) process is shown in Fig.1.  In 
this paper, a DE with self-terminating ability using K-Nearest 
Neighbors and Fuzzy Control is proposed.  The pseudo code 
is shown in Fig. 2.  The details of both the SDE and the 
proposed DE with self-terminating ability are discussed as 
follows.  
 
A.  Standard Differential Evolution (SDE) 
DE attempts to maintain a population of Np vectors for each 
generation of evolution, with each vector contains D elements 
of parameters.  Let Px,g be the population of the current 
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where gmax is the maximum generation number.  Before the 
population can be initialized over the solution space, the 
boundary of the searching space should be specified.  The 
population should be uniformly and randomly distributed in 
the searching space.  Once initialized, DE creates a mutated 
vector, vi,g for each target vector xi,g by using the mutation 
operation.  In particular, DE adds a scaled, randomly 
sampled, vector difference to form a third vector.  The 
mutated vector is realized by the following equation: 
 ( )grgrgigi F ,2,1,, xxxv −⋅+=  (2) 
 
where F is the scaling factor; r1 and r2 are two different 
integers which are randomly generated from {0, 1, ..., Np−1}.  
To complement the differential mutation search strategy and 
increase the diversity of the perturbed parameter vectors, DE 
employs a method called uniform crossover.  Each vector 
element pair xj,i,g and vj,i,g generates a new trial vector element 
uj,i,g.  The crossover operation is realized by the following 
equation: 
 




otherwise.   








uu  (3) 
 
where ]1,0[∈Cr  is called the crossover rate, which is a 
user-defined value that controls the fraction of parameters 
that are copied from the mutant.  randj(0,1) generates a 
random value between 0 and 1 for the j-th parameter.  The 
algorithm also ensures uj,i,g gets at least one parameter value 
as xj,i,g [1].  Then the population is updated by comparing each 
trial vector to the corresponding target vector xi,g.  If the 
fitness function value of the trial vector is lower than that of 
the target vector, replace the target vector in the next 
generation; otherwise the target vector retains its place in the 
population for at least one generation.  The selection 
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x  (4) 
 
where f(⋅) is the fitness function.  Because of this selection 
operation, DE is expected to have high optimization ability.  
When the condition to stop further evolution is satisfied, for 
example, the preset maximum number of iteration has been 
reached, the algorithm ends with the best solution as the final 
solution (see Fig. 1).  
 
 
Fig. 1.  Pseudo code for SDE. 
 
 
Fig. 2.  The operation of the proposed system. 
 
 
C.  Wavelet mutation in crossover operation 
The crossover operation of (3) is done with respect to the 
elements of the trial vector (after mutation) in DE. We can 
embed a wavelet mutation in the DE crossover operation.  It 
exhibits a fine-tuning ability [18].  The details are as follows.  
The crossover after the first mutation takes place according to 
(3).  Let ( )giDgigigi uuu ,,1,,,,1,,,0, −= …u  be the i-th vector after 
crossover for the wavelet mutation.  Its element value is 
inside the vector element’s boundary [ jj parapara max,min ].  The 
mutated crossover vector is given by 
begin 
Initialize the population; 
While (control not equal to 0) do 
     { 
             While (Iteration window not equal 0) do 
 {     
           Mutation operation by equation (2); 
           Crossover operation by equation (3); 
           Evaluation of the fitness function; 
           Modifying the trial population vectors by 
           equation (5); 
           Select the best vector by equation (4); 
           Iteration window =Iteration window − 1; 
 } 
              Analyze the population by K-NN by equation (10); 
              Count the number of local clusters; 
 Determine the new k , the new F and iteration 
window size by the fuzzy controller; 
If iteration window > 6 then control = 1; 




    Initialize the population; 
While (not the maximum number of iteration) do 
         { 
              Mutation operation by equation (2); 
              Crossover operation by equation (3); 
              Evaluation of the fitness function; 
Select the best vector by equation (4); 
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ea  (7) 
A larger value of σ  at the early stage of evolution gives a 
larger searching space for the solution; when σ  is small at 
the later stage of evolution, the algorithm gives a smaller 
searching space for fine-tuning.   
 After the operation of the wavelet mutation, the population 
is updated by comparing each trial vector gi,u    to the 
corresponding target vector xi,g using the method of standard 
DE as given by (4).  A new population is generated and the 
same evolution process is repeated.  Such an iterative process 
will be terminated when a defined number of iteration has 
been met. 
 
D. K-Nearest Neighbors (K-NN) 
The k-nearest neighbor algorithm (K-NN) is a method for 
classifying data element based on closest training data 
samples in a multidimensional feature space, where each 
training data sample is associated with a class label 
[8][9][10].  A data element is classified by counting the 
majority class of its neighbors.  The number of training data 
samples being considered is controlled by the value of k, 
which is a positive integer given by the user.  In most of the 
general applications, the value of k is small.  For example, if k 
= 1, the data element is assigned to the same class of its 
nearest neighbor. 
In this paper, the k-NN algorithm is used to identify the 
number of groups of elements (clusters) in the searching 
domain.  A user-defined threshold T is introduced.  This is a 
user-defined value for controlling the size of the cluster.  
Firstly, the entire population is evaluated by the k-NN 
algorithm, where k is a value controlled by a fuzzy controller.  
Afterward, the k nearest elements would be determined by 
k-NN.  The total distance between those nearest elements and 












where di(⋅) is the Euclidean distance between two points; p is 
the current testing point and qi is one of the k nearest elements 






















The average distance daverage of the group (cluster) is 




d totalaverage =  (10) 
 
If daverage is smaller than the threshold T, a local cluster is 
obtained.  If daverage is larger than the threshold T, a cluster is 
not present.  The system will count the number of clusters 
obtained.  Then, this information is passed to the fuzzy 
controller to determine the size of the next iteration window.  
The detail of the operation of the iteration window will be 
discussed in the next section.  The main purpose of applying 
K-NN is to analyze the population distribution information of 
the evolution. 
 
E.  Iteration Windows 
At present, many optimization algorithms require the user 
to input the maximum number of iteration as the terminating 
criterion.  This number is often determined by trial and error 
and/or the user’s experience.  We propose a technique called 
the Iteration Windows to determine the number of iteration by 
a fuzzy controller. 
The optimization algorithm will first run for a small 
number of iteration, and then the evolution will be paused.  
This small number of iteration forms the stage-1 iteration 
window (Fig. 3).  After going through this iteration window, 
the population will be saved.  The population distribution 
information (i.e. the number of local clusters) obtained from 
k-NN will be recorded and passed to the fuzzy controller to 
determine the size of the next-stage iteration window.  One 
advantage of using the iteration window is that it can reduce 
the computation power for reaching the final solution, as the 
total number of iteration is governed by the fuzzy controller 




Fig. 3.  The operation of Iteration Windows. 
 
The relation of the next iteration window’s size (the next 
number of iteration) to the population distribution could be 
described by some heuristic rules.  Then, the fuzzy controller 
is to model the relation.  Under this approach, the total 




nature of the problem.  It does not require the user to 
determine the total number of iteration, but the system has its 
own ability to stop the system when it has reliably converged 
to the real optimum point.  The next section will discuss how 
the fuzzy controller controls the size of the iteration window 
in each stage. 
 
F. Fuzzy Controller 
A fuzzy controller realizes the fuzzy inference [11], which 
is a process of making decisions by using fuzzy logic and 
fuzzy rules.  The use of fuzzy logic in rule-based systems has 
been a success, with applications in climate control [12], 
medicine [13], relational database [14] and scheduling [15].  
The process of fuzzy inference involves membership 
functions, logical operations and fuzzy if-then rules.  The 
membership functions enable the description of the inputs 
and outputs in linguistic terms.  The logical operations and 
fuzzy if-then rules can easily be derived based on human 
knowledge. 
There are two major methods for implementing fuzzy 
inference systems.  They are the Mamdani-type and 
Sugeno-type [16] methods.  The Mamdani-type fuzzy 
inference method is used in this paper to construct the fuzzy 
controller.  It uses linguistic control rules obtained from 
experienced human experts to perform decision making.  For 
the Mamdani-type inference system, the output variables 
must be fuzzy sets.  To map the fuzzy set to some crisp output 
value, the system needs to perform a process called 
defuzzification, which is the process of generating 
quantifiable results from fuzzy sets and the corresponding 
membership functions.  In the proposed system, the method 
of center of gravity (COG) is used to perform defuzzification.  




Fig. 4.  The operation of fuzzy inference system. 
  
The evolution of population-based searching algorithms, 
including DE, will not be the same for different experiments 
of a given problem because the algorithms themselves 
contain a lot of uncertainties.  On analyzing the population 
distribution in the searching process, the derivation of the 
next iteration window’s size from the population distribution 
should best be described as some heuristic rules.  The 
aforementioned fuzzy controller can then be employed to 
determine the window’s size together with the value of k for 
the k-NN in the next stage.  The fuzzy controller takes the 
current k value and the population distribution information 
(i.e. the number of local clusters obtained) provided by k-NN 
as inputs, and maps this information into the fuzzy 
membership functions. The fuzzy controller also controls the 
value of F in the DE operation to enhance the searching 
process.  Fig. 5 shows the input and output of the proposed 
fuzzy controller.  The inference system makes decision based 
on the fuzzy rules provided by the user. 
 
Fig. 5.  The input and output of the fuzzy inference system. 
 
Table 1.  Benchmark Test Functions. 










15050 ≤≤− ix  Min(f1)= f1([1, ..., 1])=0 
Generalized Rosenbrock’s function 
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III.  BENCHMARK TEST FUNCTIONS AND RESULTS 
 
A.  Benchmark Test Functions 
A suite of eight benchmark test functions [17] are used to 
test the performance of the proposed system.  The details of 




Many different kinds of optimization problems are covered 
by these functions, which can be divided into three categories.  
The first category covers the unimodal functions f1, f2 and f3 
that are symmetric with a single minimum.  The second one 
covers the multimodal functions f4 and f5 with only a few local 
minima.  The last one covers the multimodal functions f6, f7 
and f8 with many local minima.   
 
Fig. 6.  The output membership functions. 
 
 
Fig. 7.  The input membership functions. 
 
 
B.  Experimental Setup 
The performance of SDE and the proposed DE with 
self-terminating ability are evaluated by finding the minimum 
values of the benchmark test functions.  The following 
simulation conditions are used: 
 
• Initial population: It is generated uniformly at random. 
• Crossover Rate: Cr = 0.5 
• Initial weight factor: F = 0.7 
• Number of population: Np = 30 
• Threshold T for k-NN: 5 
• Membership functions: As shown in Fig. 6 and Fig. 7. 
• Fuzzy rule:  Listed in Table 2.  
(where Input1 is the current number of local clusters; 
Input2 is the k value of the current iteration window; 
Output1 is the next F value for DE; Output2 is k for the 
next stage; Output3 is the next iteration window size.) 
 
Table 2.  The fuzzy rule table. 
1 If (Input1 is Too Low) then (Output1 is Large). 
2 If (Input1 is Low) then (Output1 is Average). 
3 If (Input1 is Average) then (Output1 is Low). 
4 If (Input1 is Large) then (Output1 is Too Low). 
5 If (Input1 is Too Large) then (Output is Too Low). 
6 If (Input1 is Too Low) or (Input2 is Too Low) then (Output1 is 
Large). 
7 If (Input1 is Low) or (Input2 is Low) then (Output1 is Large). 
8 If (Input1 is Average) or (Input2 is Average) then (Output1 is 
Average). 
9 If (Input1 is Large) or (Input2 is Large) then (Output1 is Too Low). 
10 If (Input1 is Too Large) or (Input2 is Too Large) then (Output1 is 
Too Low). 
11 If (Input1 is Too Low) then (Output2 is Too Low). 
12 If (Input1 is Low) then (Output2 is Low). 
13 If (Input1 is Average) then (Output2 is Average). 
14 If (Input1 is Large) then (Output2 is Large). 
15 If (Input1 is Too Large) then (Output2 is Too Large). 
16 If (Input1 is Too Low) then (Output3 is Too Large). 
17 If (Input1 is Low) then (Output3 is Large). 
18 If (Input1 is Average) then (Output3 is Average). 
19 If (Input1 is Large) then (Output3 is Large). 
20 If (Input1 is Too Large) then (Output3 is Too Large). 
21 If (Input1 is Too Low) or (Input2 is Too Low) then (Output3 is too 
Large). 
22 If (Input1 is Low) or (Input2 is Low) then (Output3 is Large). 
23 If (Input1 is Average) or (Input2 is Average) then (Output3 is 
Average). 
24 If (Input1 is Large) or (Input2 is Large) then (Output3 is Low). 
25 If (Input1 is Too Large) or (Input2 is Too Large) then (Output3 is 
Too Low). 
 
C.  Results and Analysis 
In this section, the simulation results for the 8 benchmark 
test functions are given to show the merits of the proposed 
method.  The results are shown in Figs. 8 to 15.  It is shown 
that the proposed method can keep the good solution quality 
and provide higher convergence rate for the 8 benchmark 
functions when the fuzzy controller in the proposed system is 
used to terminate the searching process with a reasonable 
number of iteration and tuning the F value of DE.   
 
 







Fig. 9.  The Rosenbrock function. 
 
 
Fig. 10.  The step function. 
 
1.  Unimodal functions 
Function f1 is a sphere model, which is smooth and 
symmetric.  The main purpose of testing this function is to 
measure the convergence rate of searching and test the 
performance of the proposed system on such smooth and 
symmetric searching condition.  It is probably the most 
widely used function for optimization algorithm testing.  For 
this function, the result is shown in Fig. 8.  It shows that the 
proposed system can terminate the searching process with a 
reasonable number of iteration.  Moreover, because of 
introducing the wavelet mutation and controlling the value of 
F in DE, the proposed system can have a higher convergence 
rate.   
Function f2 is the Rosenbrock function, which is also called 
the Banana function.  The global minimum of these functions 
is inside a long, narrow, parabolic shaped flat valley.  Owing 
to the smooth and symmetric characteristic of f2, the main 
purpose of using this function for testing is to measure the 
convergence rate of the searching algorithm.  The result is 
shown in Fig. 2.  As there is only one minimum within the 
solution space and the solution space is smooth and 
symmetric, nearly all the population will move evenly 
towards that minimum.  The proposed method is able to 
capture the population distribution and terminate the 
searching process with a reasonable number of iteration. The 
same as f1, thanks to introducing the wavelet mutation and 
controlling the value of F in DE, the proposed system can 
have a higher convergence rate. 
Function f3 is the step function that is a representation of 
flat surfaces.  Flat surfaces are obstacles for optimization 
algorithms because they do not give any information about 
the search direction.  Unless the algorithm has a variable step 
size, it can get stuck in one of the flat surfaces.  All methods 
that involve the mutation operation are good for this function 
because it can generate a long jump during the evolution.  Fig. 
10 shows that a higher convergence rate can be obtained by 
using the proposed system.  The same as f1 and f2, there is only 
one minimum within the solution space.  Nearly all the 
population will move evenly towards that minimum.  The 
proposed method is able to capture the population distribution 
and terminate the searching process with a reasonable number 
of iteration. 
For unimodal functions, the proposed method is able to 
capture the population distribution and terminate the 
searching process with a reasonable number.  The fuzzy 
controller captures the population distribution information 
and generates different size of iteration window.  When the 
population moves toward to the global optimum, the extent of 
movement of the population will decrease.  The fuzzy 
controller will increase the value of k.  The value of k will 
keep on increasing and the size of the iteration windows will 
keep on decreasing until it terminates the searching.  As a 
result, the proposed method is able to terminate the searching 
process with a reasonable number of iteration.     
 
2.  Multimodal functions with a few local minima 
Two multimodal functions with a few local minima are 
tested with the proposed method.  The results are shown in 
Fig. 12 and Fig. 13.  Function f4 is the Hartman’s family 1 
function and function f5 is the Hartman’s family 2 function.  
Both of them contain some local minima within the searching 
space.  On doing searching, some of the members in the 
population get trapped in some local minima at the early stage.  
Since the number of vectors in the local clusters near the local 
minima is relatively small, the proposed system can detect 
this situation and drive the DE to keep on performing the 
searching process.  Thanks to the fuzzy control, the proposed 
system is able to handle this situation and terminate the 










Fig. 12.  The Hartman’s family 2 function. 
 
 




Fig. 14.  The Ackley function. 
 
 
Fig. 15.  The Schwefel function. 
 
 
3.  Multimodal functions with many local minima 
Functions f6 is the Generalized Griewank’s function which 
is a multimodal function with many local minima.  It has an 
exponentially increasing number of local minima as its 
dimension increases and the locations of the minima are 
regularly distributed.  In the experiment, the dimension of the 
Generalized Griewank’s function is 30.  So the test function 
contains plenty of local minima.  The test result is shown in 
Fig. 13.  Since there are a lot of local minima, the population 
can get trapped in them easily.  As a result, when k is small 
(i.e. in the early search stage), there are a lot of local clusters 
obtained.  When the k value increases, the number of obtained 
local clusters will be decreased.  Accordingly, the number of 
searching stages will increase and a large iteration window 
(of a maximum value of window size) will also be generated 
by the fuzzy controller.  A large number of iteration will be 
used by DE to search the optimal point.   
Functions f7 is the Generalized Ackley’s function which is 
a continuous, multimodal function obtained by 
modulating an exponential function with a cosine wave of 
moderate amplitude.  Its topology is characterized by an 
almost flat outer region and a central hole or peak where the 
modulations of the cosine wave become more and more 
influential.  In general, it is a mix of the Easom function and 
Generalized Griewank’s function.  The same as f6, there are a 
lot of local minima in the searching domain, and the 
population can get trapped in the local optima easily.  When k 
is small (i.e. in the early search stage), there are a lot of local 
clusters obtained.  Owing to the rapid movement of 
population towards local optima, the value of k cannot 
increase rapidly.  Moreover, a large iteration window will be 
generated by the fuzzy controller to handle this situation.  
When the population moves toward the central area of the 
search domain where the global optimum is located, the 
movement of the population vectors will decrease relatively.  
The fuzzy controller will increase the value of k and fewer 
local clusters will be obtained.  The value of k will keep on 
increasing and the size of the iteration windows will keep on 
decreasing until it terminates the searching.  The experiment 
shows that the proposed method can handle such complex 
situation and terminate the searching process with a 
reasonable number of iteration without affecting the 
performance of DE.  Moreover, thanks to introducing the 
wavelet mutation and controlling the value of F in DE, the 
proposed system can achieve a higher convergence rate.   
Functions f8 is the Schwefel’s function which is deceptive 
in that the global minimum is geometrically distant, over the 
domain, from the next best local minima.  Therefore, the 
search algorithms are potentially prone to convergence in the 
wrong direction.  Owing to the complexity of the searching 
domain, DE requires a large number of iteration to perform 
searching.  The experiment shows that the proposed method 
can handle such complex situation and terminate the 
searching process with a reasonable number of iteration 
without affecting the performance of DE. A higher 




mutation and controlling the value of F in DE in the searching 
process. 
For multimodal functions with many local minima, 
although the searching is a very complex process, the 
proposed method is able to capture the population distribution 
information and terminate the searching process with a 
reasonable number of iteration without affecting the 
performance of DE.  A higher convergence rate can also be 
obtained when the wavelet mutation and controlling the value 
of F in DE are employed in the searching process. 
IV. CONCLUSION 
In this paper, we proposed a new Differential Evolution 
(DE) that incorporates fuzzy control and k-nearest neighbor 
algorithm to determine the terminating condition.  A 
technique called Iteration Windows is introduced to govern 
the number of iteration in each searching stage.  The size of 
the iteration windows is controlled by a fuzzy controller, 
which uses the information provided by the k-nearest 
neighbors to analyze the population in the searching process.  
The controller keeps controlling the values of k and the size of 
the iteration windows until the end of the searching process.  
To enhance the searching performance of DE, the wavelet 
mutation is employed in the DE operation.  Moreover the F 
weight of DE is also adjusted by the fuzzy controller in the 
proposed system. A suite of benchmark test functions is 
employed to evaluate the performance of the proposed 
method.  Experiments show that the proposed method can 
handle different searching situations and terminate the 
searching process with a reasonable number of iteration 
without affecting the performance of DE, and a higher 
convergence rate can also be obtained.  
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