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Abstract—This paper addresses the challenge of classifying
polarimetric SAR images by leveraging the peculiar charac-
teristics of the polarimetric covariance matrix (PCM). To this
end, a general framework to solve a multiple hypothesis test is
introduced with the aim to detect and classify contextual spatial
variations in polarimetric SAR images. Specifically, under the
null hypothesis, only an unknown structure is assumed for data
belonging to a 2-dimensional spatial sliding window, whereas un-
der each alternative hypothesis, data are partitioned into subsets
sharing different structures. The problem of partition estimation
is solved by resorting to hidden random variables representative
of covariance structure classes and the expectation-maximization
algorithm. The effectiveness of the proposed detection strategies
is demonstrated on both simulated and real polarimetric SAR
data also in comparison with existing classification algorithms.
Index Terms—Adaptive Radar Detection, Model Order Se-
lection, Multiple Hypothesis Testing, Expectation Maximization,
Polarimetric Radar, Radar, Synthetic Aperture Radar.
I. INTRODUCTION
In the last 20 years, the benefits of information extraction
from synthetic aperture radar (SAR) [1]–[3] and, in particular,
polarimetric SAR images have been widely demonstrated in a
range of applications including environmental monitoring [4],
[5], security [6], [7] and urban area monitoring [8], [9]. Thanks
to the increasing number of use cases for this specific type
of sensor, more and more current and future remote sensing
missions use polarimetric SAR sensors, despite their increased
costs. A key aspect of polarimetric SAR is the capability to
extract information about the scattering mechanisms of the
scene of interest, thus allowing for a more advanced charac-
terization of the scene. Specifically, the polarimetric scattering
phenomenon of a medium can be completely described by
using the covariance matrix [10]. Generally speaking, sym-
metric properties arise in the encountered medium, which are,
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in principle, detectable through the related covariance matrix
form. However, there exist different (spatially distributed)
forms for the structure of the covariance matrix depending
on the nature of the imaged scene. As a matter of fact,
when applying polarimetric covariance matrix (PCM) based
image classification approaches such as the one proposed in
[11], it might frequently occur that inhomogeneous areas are
under analysis. Even though such areas contain a mixture of
covariance matrix symmetries, methods of [11] detect only the
dominant symmetry. It naturally turns out that more informa-
tion can be extracted if the presence of different symmetries
can be identified within the window under test.
With the above remarks in mind, in this paper a contextual
approach aimed at detecting the changes in the structure of
the PCM between neighbor cells under test is proposed. To be
more precise, the proposed framework considers the same po-
larimetric covariance structures as in [11], [12] and formulates
the problem as a multiple hypothesis test, where, unlike [11],
[12], data under test might not share the same PCM structure.
In fact, as shown in Section II, the detection problem at hand
contains only one null hypothesis, where all the cells under
test exhibit the same (unknown) PCM structure, and multiple
alternative hypotheses accounting for at least two different
(and unknown) PCM structures. The number of alternative hy-
pothesis depends on the entire set of considered structures for
the PCM. In addition, under the generic alternative hypothesis,
a data partition is accomplished in order to identify the subsets
of cells with a specific PCM structure. In this respect, notice
that the maximum likelihood approach (MLA) would lead to
very time demanding estimation procedures since for each
combination of the available PCM structures, a maximization
over all the possible partitions should be performed. For this
reason, an alternative approach, grounded on the equivalence
between partitioning and labeling, is pursued. Specifically,
the classification task is accomplished by introducing hidden
random variables that are representative of the different PCM
structure classes, and estimating the resulting unknown param-
eters through the expectation-maximization (EM) algorithm
[13]. This approach to PCM classification appears here for
the first time (at least to the best of authors’ knowledge) and
represents the main technical novelty of this paper. Finally,
the decision statistic is built up by leveraging the innovative
design framework developed in [14] where the log-likelihood
ratio test (LLRT) is adjusted by means of suitable penalty























Figure 1: Schematic representation of a polarimetric SAR
image as a datacube and sliding window used to obtain data
under test.
[15].
The remainder of this paper is organized as follows. The
next section formally introduces the multiple hypothesis test
defining the measurement models as well as the unknown
parameters. Section III describes the estimation procedures
along with the design of the detection architectures. Illustrative
examples based upon both simulated and real-recorded data
are confined to Section IV, whereas concluding remarks and
possible future research lines are contained in Section V.
A. Notation
In the sequel, vectors and matrices are denoted by boldface
lower-case and upper-case letters, respectively. The symbols
det(·), Tr (·), (·)T , and (·)† denote the determinant, trace,
transpose, and conjugate transpose, respectively. As to the
numerical sets, R is the set of real numbers, RN×M is
the Euclidean space of (N × M)-dimensional real matrices
(or vectors if M = 1), C is the set of complex numbers,
and CN×M is the Euclidean space of (N ×M)-dimensional
complex matrices (or vectors if M = 1). If A and B are
two sets, A \ B is the set containing the elements of A that
do not belong to B; the empty set is denoted by ∅. The
modulus of x ∈ C is denoted by |x|, whereas symbol ∝
means proportional to. Symbol Re {z} indicates the real part
of the complex number z. The acronyms PDF and IID mean
probability density function and independent and identically
distributed, respectively. I and 0 stand for the identity matrix
and the null vector/matrix of proper size, respectively. Finally,
we write x ∼ CNN (m,M) if x is a complex circular N -
dimensional normal vector with mean m and positive definite
covariance matrix M .
II. SENSOR MODEL AND PROBLEM FORMULATION
A multipolarization SAR sensor generates an image (dat-
acube) where each pixel is represented by a vector whose
entries are the complex returns corresponding to the different
polarimetric channels. Here, we assume that the medium is
reciprocal allowing to deal with the three polarimetric channels
HH, HV, and VV [10]. Let us denote by L and M the numbers
of pixels along the vertical and horizontal dimensions of the
polarimetric image, respectively, then, the sensor provides a
datacube of size L × M × 3 (see Figure 1). Now, the set
of vectors under test is selected using a sliding window that
moves over the image and contains K statistically independent
random vectors zk ∈ C3×1, k = 1, . . . ,K, such that zk ∼
CN 3(0,Mk), with Mk ∈ C3×3, k = 1, . . . ,K, the positive
definite unknown PCM. Moreover, the latter exhibits specific
configurations according to the scattering mechanisms in play
[10], [16]. Specifically, given the kth vector, the polarimetric
structure takes on the following forms:
• in the presence of a reciprocal medium, we have that
Mk =




 = C1; (1)
• in the presence of a reflection symmetry with respect to
a vertical plane, the structure becomes
Mk =
chhhh 0 chhvv0 chvhv 0
c∗hhvv 0 cvvvv
 = C2; (2)
• when a rotation symmetry is present, we can write
Mk =
 chhhh chhhv chhvv−chhhv chvhv chhhv
chhvv −chhhv chhhh
 = C3, (3)
where Re{chhhv} = 0, chhvv ∈ R and chvhv = (chhhh−
chhvv)/2;
• in the case of azimuth symmetry, it is given by
Mk =
chhhh 0 chhvv0 chvhv 0
chhvv 0 chhhh
 = C4, (4)
where chhvv ∈ R and chvhv = (chhhh − chhvv)/2.
It turns out that within the sliding window containing the
vectors under test, several situations may occur according
to the involved structures. Specifically, the PCM can remain
unaltered within the sliding window or at least two different
forms appear within the window.
To be more precise, we are interested in distinguishing the
case M1 = . . . = MK ∈ C = {C1, . . . ,C4} from different
configurations where the pixels are characterized by at least
two PCMs. This problem can be formulated in terms of a
multiple hypothesis test consisting of one null hypothesis and
several alternative hypotheses, namely as
H0 : zk ∼ CN 3(0,Ci0), i0 ∈ {1, . . . , 4},
H1,1 :

zk ∼ CN 3(0,Ci0), k ∈ Ω1 ⊂ Ω,
zk ∼ CN 3(0,Ci1), k ∈ Ω2 = Ω \ Ω1,
i0 < i1, i0, i1 ∈ {1, . . . , 4},
H1,2 :

zk ∼ CN 3(0,Ci0), k ∈ Ω1 ⊂ Ω,
zk ∼ CN 3(0,Ci1), k ∈ Ω2 ⊂ Ω \ Ω1,
zk ∼ CN 3(0,Ci2), k ∈ Ω3 = Ω \ {Ω1 ∪ Ω2},
i0 < i1 < i2, i0, i1, i2 ∈ {1, . . . , 4},
H1,3 :

zk ∼ CN 3(0,C1), k ∈ Ω1 ⊂ Ω,
zk ∼ CN 3(0,C2), k ∈ Ω2 ⊂ Ω \ Ω1,
zk ∼ CN 3(0,C3), k ∈ Ω3 ⊂ Ω \ {Ω1 ∪ Ω2},
zk ∼ CN 3(0,C4), k ∈ Ω4 = Ω \ {Ω1 ∪ Ω2 ∪ Ω3},
(5)
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where Ω = {1, . . . ,K} and the Ωls are unknown (except for













whereas that under H1,m, m = 1, . . . , 3, can be written as



















Ωl+1 = Ω and Ωi ∩ Ωj = ∅, i 6= j. (8)
For future reference, it is also useful to define the sets
Am = {i0, . . . , im} ⊆ {1, . . . , 4}, m = 0, . . . , 3, (9)
and1 denote by θ0(A0) and θ1(Am) the unknown parameters
under H0, given A0, and under H1,m, given Am, respectively.
III. DETECTION ARCHITECTURE DESIGNS
In this section, we provide some important remarks that
are preparatory to the subsequent derivations and motivate
the design choices. As specified below, the adopted decision
rules rely on the LLRT where the unknown parameters are
replaced by suitable estimates. However, implementation of
such a strategy for the problem at hand requires to circumvent
two main drawbacks.
First of all, under H1,m, the partition {Ω1, . . . ,Ωm+1}
of the pixels of the sliding window is not known. As a
consequence, application of the MLA to obtain the parameter
estimates would be a formidable task: we should consider






, and for each of them the
different partitions of Ω into m + 1 subsets. Therefore, in
what follows, we propose two alternative solutions that abstain
from the computation of all the possible partitions of Ω.
These alternatives rely on the fact that, from an operating
point of view, partitioning Ω is tantamount to labeling its
elements. Therefore, we can follow the lead of [17] and
introduce K IID hidden discrete random variables that are
representative of the labels associated with the zks under
H1,m and Am = {i0, . . . , im} ⊆ {1 . . . , 4}. In fact, such
random variables take on values in Am. Then, we apply the
EM algorithm [13] to estimate the unknown parameters. The
herein proposed estimation procedures differ from each other
in the way such hidden random variables are defined and used
to build up the LLRT, a point better specified at the end of
this section.
The second drawback of implementing a plain LLRT is
originated by the fact that the elements of C are characterized
by different numbers of unknowns. Thus, not only a balanced
1Notice that A3 = {1, 2, 3, 4}.
comparison of the hypotheses, but also of the different Ams,
given m (i.e., given the hypothesis), requires introducing
adequate penalty factors. To be more quantitative, we observe
that the number ni of unknown parameters associated with
Ci, i = 1, . . . , 4, is given by
ni =

9 if i = 1,
5 if i = 2,
3 if i = 3,
2 if i = 4.
(10)
Accordingly, the number of unknowns associated with Am =
{i0, . . . , im} can be computed as u (Am) =
∑m
j=0 nij .
With the above remarks in mind, we devise decision
schemes for problem (5) exploiting a penalized LLRT [18].
As a first step towards the introduction of such a penalized
LLRT, we denote by θ̂0(A0) (θ̂1(Am)) the estimate of the
unknown parameters related to H0 and A0 (H1,m and Am).
Similarly, θ̂1(Am̂) is the estimate of the unknown parameters
associated with H1,m̂ and Am̂. For the moment we leave aside
the description of the estimation procedures, which will be
the object of the next subsections, and introduce the general







































g0 (Z;θ0 (A0)) = p0(Z;Ci0), g1 (Z;θ1 (Am)) denotes the
PDF of the observables under H1,m and Am, that will be
specified by subsequent sections, h1 (Am), m = 1, 2, 3,
is a penalty term accounting for the number of unknown
parameters related to H1,m and Am, h0 (A0) is a penalty
term accounting for the number of unknown parameters related
to H0 and A0, and η is the detection threshold2 to be set
according to the probability of false alarm (Pfa). The penalty
terms can be written as h1(Am) = γ (u (Am) +m+ 1) and
h0(A0) = γu (A0) where we recall that u (Am) is the number
of unknown real-valued parameters associated with Am, m+1
is the number of unknowns related to the probability mass
function (PMF) of the hidden discrete random variables (such
random variables take on values in Am), and γ is a factor
borrowed from the MOS rules [15] as the Akaike Information
Criterion (AIC), the Generalized Information Criterion (GIC),
and the Bayesian Information Criterion (BIC), i.e.,
γ =

1, for AIC-based Detector (AIC-D),
log(6K)/2, for BIC-based Detector (BIC-D),
(1 + ρ)/2, ρ > 1, for GIC-based Detector (GIC-D).
(12)
It is important to stress that, under H1,m and Am, u (Am)
is obtained by partitioning the data set into m + 1 subsets,
2Hereafter, we denote by η the generic detection threshold.
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associating with them specific structures, and summing the
respective number of unknown parameters. The cardinality of
each subset along with the coordinates of the vectors within
it are also unknowns, but they are independent of Am and,
hence, irrelevant to the decision process.
It still remain to show how to estimate θ0(A0) and θ1(Am).
As previously anticipated, we will follow the lead of [17] and
introduce K independent and identically distributed hidden
discrete random variables that “specify the characterization”
of the zks. Then, we apply the EM algorithm [13] to estimate
the unknown parameters. The herein proposed estimation
procedures differ from each other in the way such hidden
random variables are defined and used to build up the LLRT
under H1,m.
The first procedure assumes that under H1,m the hidden ran-
dom variables, ck,m say, have alphabet Am = {i0, . . . , im} ⊆
{1 . . . , 4} with PMFP (ck,m = l) = Pl,m, l ∈ Am,∑
l∈Am
Pl,m = 1, (13)
and that when ck,m = l, l ∈ Am, then Mk = Cl. Therefore,





where f(zk;Cl) is the PDF of zk ∼ CN (0,Cl). The above
PDF will be used in place of the original PDF to form the
LLRT. Notice that θ1(Am) depends on the specific choice
for the alphabet of the hidden random variables. As a matter





combinations of the PCM structures identifies an alphabet
configuration. Thus, we come up with 6, 4, and 1 different al-
phabet configurations under H1,1, H1,2, and H1,3, respectively.
Nevertheless, as we will show in the next subsections, these
configurations can be handled without a dramatic increase of
the computational requirements.
The second approach does not account for the hypotheses
H1,1, H1,2, and H1,3 to set the number of classes but simply
considers all classes. As consequence, the hidden random
variables, ck say, share the same alphabet A = {1, 2, 3, 4}
and PMF P (ck = l) = Pl, l ∈ A. The LLRT under H1,m is
formed by selecting the m+ 1 most probable PCM structures
and modifying (14) according to the selected structures.
In the next subsections, we describe in the detail these
procedures that are based upon the EM algorithm.
A. First EM-based Estimation Strategy
Let us assume that under H1,m, m = 1, 2, 3, equation
(14) holds true and focus on problem (5). Now, given a
configuration for Am, the log-likelihood of Z is given by







The application of the EM algorithm consists of the E-step















, l ∈ Am,
(16)
where P̂ (h−1)l,m , l ∈ Am, and Ĉ
(h−1)
n , n ∈ Am, are the available
estimates at the (h− 1)th step, and of the M-step requiring to












k (l,m)[− log det(Cl)












where4 pm = [Pi0,m, . . . , Pim,m]
T ∈ R(m+1)×1.
It is not difficult to show that the maximization with respect
to pm, accomplished under the constraint∑
l∈Am
Pl,m = 1, (18)










k (l,m), l ∈ Am. (19)
On the other hand, the maximization with respect to Cl for a



















Let us solve the above problem for each possible value taken

































(h−1)(1,m). It follows that
max
C1























The maximizer can be obtained resorting to the following
inequality [20]
log det(A) ≤ Tr [A]− 3, (24)
3For brevity, we have omitted some derivation details of the EM algorithm
and refer the interested reader to [17], [19] for further information.
4Notice that the entries of pm are nonnegative.
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where A is any matrix with nonnegative eigenvalues, and,
hence, it follows that
Ĉ
(h)





























Now, assume that l̄ = 2 and let U be the unitary matrix








where A ∈ C2×2 is positive definite and d > 0. It follows














where Uzk = [zTk,1 zk,2]
















Thus, the stationary points over d > 0 can be found by setting
to zero the first derivative with respect to d of the argument
















2 = 0. (28)


























which can be recast as
max
A


























































The next case is l̄ = 3. Notice that matrix C3 can be suitably
manipulated by applying the transformations represented by








where a > 0 and B ∈ R2×2 is centrosymmetric.5 The

















where V ETzk = [xk,1 xTk,2]
T with xk,1 ∈ C and xk,2 ∈
C2×1. Now, since B is centrosymmetric, the equality B−1 =(
B−1 + JB−1J
)


























Following the same line of reasoning as for the estimation of

























































V E−1T . (39)




b 0 00 c 0
0 0 c
 ∈ R3×3, (40)
where b > 0 and c > 0. As a consequence, the optimization


















where ETzk = [yk,1 yTk,2]





































and, hence, setting to zero the first derivatives of the above



































b̂(h) 0 00 ĉ(h) 0
0 0 ĉ(h)
E−1T . (46)
The actual implementation of the EM algorithm, necessary to
obtain an estimate of θ1(Am), needs to specify the conver-
gence criterion that can be used to terminate the iterations.


























1 (Am);Z) = log g1(Z; θ̂
(h)
1 (Am)) (see (15))
and εm > 0 is set accounting for the requirements in terms of
system reactivity.
The decision statistic of test (11) also requires to estimate
the unknown parameters under H0. The MLE of Ci is given
by Proposition 3.2 of [11].
B. Second EM-based Estimation Strategy
The second procedure builds up the term associated with
H1,m of the left-hand side of (11) by considering the esti-
mates obtained through the first procedure under H1,3 only.
Specifically, let us assume that A3 = {1, 2, 3, 4} and, given
m, select the m+ 1 structures corresponding to the indices of
the m + 1 highest entries of the final estimate of p3 that is
denoted by p̂3 =
[
P̂1,3, P̂2,3, P̂3,3, P̂4,3
]T
.
To be more formal, let us sort the P̂l,3s in descending order,
namely
P̂l0,3 ≥ P̂l1,3 ≥ P̂l2,3 ≥ P̂l3,3, (48)
and form the following subsets Ãm = {l0, . . . , lm}, m =
1, 2, 3, along with the estimate θ̃1(Ãm) that can be drawn
from θ̂1(A3) by picking the components corresponding to the









































The estimation of the unknown parameters under H0 is the
same as that of previous subsection.
C. Architecture Summary
According to the specific penalty term in (11), that depends
on (12), and the procedure pursued to come up with the
parameter estimates, we can form the following architectures:
• AIC-D coupled with procedure 1 (AIC-D-P1) or proce-
dure 2 (AIC-D-P2);
• BIC-D coupled with procedure 1 (BIC-D-P1) or proce-
dure 2 (BIC-D-P2);
• GIC-D coupled with procedure 1 (GIC-D-P1) or proce-
dure 2 (GIC-D-P2).
Finally, regardless the estimation procedure applied to data
under test, once the unknown parameters have been estimated,
data classification is accomplished as follows




k (l, m̂), (51)
where hmax is the maximum number of EM iterations used to
come up with the final parameter estimates, while Âm and m̂
are the final estimates of A and m, respectively.
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IV. NUMERICAL EXAMPLES
In this section, the behaviors of the proposed architectures
are assessed using synthetic data as well as real polarimet-
ric SAR data. Specifically, the first subsection contains the
performance results over simulated data obtained by means
of standard Monte Carlo (MC) counting techniques, whereas
in Subsection IV-B, the proposed procedures are tested using
real polarimetric SAR data. For comparison purposes, we
also investigate the performance of the solutions proposed in
[11]. Notice that these comparisons are performed in terms
of classification capabilities only, because the architectures
proposed in [11] are classifiers that operate under H0 of
(5), namely, they select the most plausible PCM structure
assuming that all the cells under considerations share the same
covariance structure.
A. Simulated Data
The simulated data obey the multivariate circular complex
Gaussian distribution with zero mean and nominal covariance
matrices related to four scenarios: no symmetry, reflection,
rotation, and azimuth symmetries. Specifically, they are given
by
C1 =
 1 0.2 + 0.3j 0.5− 0.3j0.2− 0.3j 0.25 −0.2− 0.2j
0.5 + 0.3j −0.2 + 0.2j 0.8
 , (52)
C2 =
 1 0 0.5− 0.3j0 0.25 0
0.5 + 0.3j 0 0.4
 , (53)
C3 =




 1 0 0.50 0.25 0
0.5 0 1
 , (55)
respectively. In the numerical examples below, the number of
data (K) ranges from 60 to 240, and data are partitioned into
adjacent subsets characterized by different PCM structures.
The parameter ρ (of GIC-based architectures) is set to 3 for
the competitor [11], 1.3 for GIC-D-P1, and 11 for GIC-D-
P2 (these values are selected in order to guarantee a good
compromise between underestimation and overestimation of
the model order). Finally, we consider Pfa = 10−2 and the
related detection thresholds are estimated as follows
1) compute the detection threshold under H0 and for each
PCM structure;
2) the final threshold (namely, η in (11)) is set by selecting
the maximum of the thresholds obtained at the previous
step.
The above procedure guarantees that the actual Pfa is less
than or equal to the nominal Pfa.
As a preliminary analysis, we focus on the requirements of
the proposed procedures in terms of the EM iterations. To this
end, in Figure 2, we plot the log-likelihood variations, i.e.,
∆Lm(h), m = 1, 2, 3, as a function of h, averaged over 1000
MC trials. It turns out that, for all the analyzed cases, a number




























































Figure 2: Log-likelihood variations versus the iteration number
h of the EM algorithm for different values of K.
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Figure 3: Classification results for a single MC trial under H0.
of 10 iterations (this value will be used in the subsequent
analysis) is sufficient to ensure log-likelihood variations less
than 10−4, namely, εm < 10−4.
In Figures 3-6, we investigate the instantaneous behavior
of the proposed architectures by showing the classification
outcomes of a single Monte Carlo trial using a window of
size 9× 20. These figures are obtained by generating data as
follows
• under H0, all data share C1;
• under H1,1, data are split in two equal parts, where the
PCM of the first and second halves are C1 and C2,
respectively;
• under H1,2, data are partitioned into three subsets with
the same cardinality and characterized by C1, C2, and
C3;
• under H1,3, four equal subsets are generated and, clearly,
all the PCMs are used.
true class









estimated class AIC-based competitor








































estimated class BIC-based competitor








































estimated class GIC-based competitor






























Figure 4: Classification results for a single MC trial under
H1,1.
In these figures, the estimated structure is mapped to its
structure index, namely, i (∈ {1, . . . , 4}) means that Ci has
been selected. The ground truth is reported at the beginning
of each subfigure. From the figures’ inspection, it is evident
the advantage (at least from a qualitative point of view) of the
proposed architectures over the considered competitor [11],
when H1,m,m = 1, . . . , 3, is in force. Moreover, as expected,
by comparing the four figures, it is possible to observe that
H1,3 represents the most challenging scenario with the major
difficulties in correctly classifying the azimuth symmetry
(yellow pixels present in the last partition of data set). As a
matter of fact, AIC-D-P1, AIC-D-P2, BIC-D-P2, GIC-D-P1,
and GIC-D-P2 are capable of only partially classifying such
pixels as characterized by azimuth symmetry.
A more quantitative analysis is performed in Figures 7 and
8 that show the histograms of correct classification over 1000
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Figure 5: Classification results for a single MC trial under
H1,2.
independent MC trials assuming K = 120 and K = 180,
respectively. Such histograms are representative of the proba-
bility of correct classification (Pc) defined as the probability
of declaring H0 or H1,m, m = 1, . . . , 3, under H0 or H1,m,
respectively. As expected, under H0, all the proposed archi-
tectures return Pc values very close to 100%. Under H1,1, all
the considered architectures can provide percentages of correct
classification close to 100% except for AIC-D-P2 whose Pc
values are around 0.70. Almost similar behaviors can be ob-
served under H1,2 with the difference that architectures based
upon the second EM-based procedure have lower classification
capabilities with respect to the results under H1,1. Under this
hypothesis, the performance of AIC-D-P2 is very poor due
to a strong overestimation inclination. Such inclination is also
experienced by BIC-D-P2 for K = 180 since the resulting
Pc is about 0.56. Under H1,3, which represents the most
true class
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Figure 6: Classification results for a single MC trial under
H1,3.
challenging case, we notice that for K = 120 the classification
values are below 0.75 for all the considered architectures with
BIC-D-P1 returning the worst performance. When K increases
to 180, the situation is clearly better than for K = 120 even
though the classification performance of BIC-D-P1 is less than
0.5. The other architectures ensure Pc values greater than 92%.
The curves reported in Figure 9 pertain to the probability of
PCM variation detection (Pd) and the normalized root mean
square classification error (RMSCE) values both as functions
of K; notice that the Pd is defined as the probability of
rejecting H0 under H1,m, whereas the RMSCE is the root
mean square number of misclassified vectors divided6 by K.
Data are generated under the most challenging hypothesis H1,3
and, again, the performance parameters are estimated over
1000 MC independent trials. From Subfigure 9(a), it turns out
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Figure 9: Pd and RMSCE versus K assuming that H1,3 is
true.
that the curves associated with the considered architectures are
close to each other when K > 120 with a maximum differ-
ence of about 0.1. This difference becomes negligible as K
increases. As a matter of fact, AIC-D-P1, AIC-D-P2, and GIC-
D-P1 are capable of achieving Pd = 1 at K = 240, whereas
BIC-D-P1, BIC-D-P2, and GIC-D-P2 return Pd = 0.998,
Pd = 0.994, and Pd = 0.978, respectively, at K = 240.
In Subfigure 9(b), we plot the normalized RMSCE versus K.
The figure points out that the error curves for AIC-D-P1, AIC-
D-P2, and GIC-D-P1 are almost overlapped outperforming the
other classifiers at least for K < 240. The worst performance
is returned by BIC-D-P1 as expected from the analysis of the
classification histograms.
Summarizing, the above analysis indicates that AIC-D-
P1, GIC-D-P1, and AIC-D-P2 can guarantee an excellent
compromise between detection performance and classification
results under each hypothesis for K > 120. In addition, notice
that if we consider subsets of hypotheses, other architectures
can provide reliable classification and detection performance
starting from K = 120.
B. Real Recorded Data
In this last subsection, we consider the fully polarimetric
SAR data acquired by the EMISAR airborne sensor7 in the L-
7Data can be downloaded at: https://earth.esa.int/web/polsarpro/data-
sources/sampledatasets.
band (1.25 GHz). The set is formed by 1750 rows and 1000
columns. The scene under investigation is over the Foulum
Area, Denmark, and contains a mixed urban, vegetation, as
well as water scene (as shown in Figure 10). Therefore, it is
representative of different scattering mechanisms that allow us
to suitably verify the classification capabilities of the proposed
algorithms in a real-world manifold scenario. The rectangular
boxes in the figure highlight the two urban areas of Tjele and
Orum.
In Figure 11, the classification maps for all the proposed
architectures are shown along with the classification results of
the competitor [11]. A window of size 11×11 pixels is used8
and the threshold is set to the value obtained with the synthetic
simulations. The figure clearly sheds light on the fact that
the proposed architectures are capable of providing enhanced
details and finer resolutions with respect to the competitor
due to the inherent best classification capabilities. In all the
considered cases, the absence of symmetry (blue pixels) is
revealed over the water. Red pixels indicating a detected
reflection symmetry, in place of crops and bare fields, are
predominant for the BIC- and GIC-like architectures. Yellow
pixels (azimuth symmetry) are classified in the presence of
forest areas. Rotation symmetries (green pixels) are very
few for the classification maps obtained by the competitor,
whereas, they are more present in the results obtained with the
proposed architectures and appear in the regions containing
buildings (for example in the two highlighted urban areas)
and roads (that are more clearly visible for the proposed
architectures with respect to the competitor).
V. CONCLUSIONS
In this paper, we have addressed the problem of detecting
and classifying PCM structure variations within a data win-
dow moving over a polarimetric SAR image. Unlike existing
classification procedures that assume a specific PCM structure
for all vectors belonging to the sliding window, in this case,
data might exhibit different unknown PCM structures. More
importantly, the partition of the entire data set according to the
respective PCM structures is unknown and must be estimated.
This problem naturally leads to a multiple hypothesis test with
only one null hypothesis and multiple alternative hypotheses.
In order to avoid a significant computational load, we have
devised a design framework, grounded on hidden random
variables, which assign a PCM label to data vectors, and the
EM algorithm tailored to the considered PCM structures.
The performance analysis, conducted on both simulated
and real-recorded data also in comparison with a suitable
competitor, has highlighted that AIC-D-P1, GIC-D-P1, and
AIC-D-P2 are capable of providing an excellent compromise
between detection and classification performance under all the
considered hypotheses and for K > 120. In addition, if we
restrict the set of hypotheses of interest, other architectures can
guarantee good classification/detection performance at least
for values of K greater than 120.
8The window moves over the entire image without data overlapping
between consecutive positions.
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Figure 10: Optical image of the observed scene (drawn from
Google Earth ©).
Future research tracks might encompass the extension of
such architectures to the heterogeneous environment where the
reflectivity coefficient within the window under investigation
is not spatially stationary.
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Figure 11: Classification maps with real SAR data: urban area of Tjele (small rectangle) and Orum (great rectangle).
