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Abstract
We present a necessary and sufficient condition for a set of matrices to be of the form
{A : A∗HA < H } for some (hidden) invertible Hermitian matrix H .
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1. Introduction
In the theory of a time-invariant linear system of discrete time with system matrix
A, stability of the system is characterized by convergence An → 0 as n → 0. This is
the case when and only when all eigenvalues of A are inside the unit circle. Another
equivalent characterization, first pointed out by Stein [13] (see [9, Chapter 13.2]),
is that there is a positive definite matrix H such that A∗HA < H , or equivalently
A is similar to a strict contraction. Here the order relation X < Y (resp. X  Y )
means that both X and Y are Hermitian and Y − X is positive definite (resp. positive
semi-definite).
The above result has been extended to the following direction by Hill [8] (see
[9, Chapter 13.2]). If a matrix A has no eigenvalues on the unit circle then there is
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an invertible Hermitian matrix H such that A∗HA < H. In this case the number of
eigenvalues of A inside (resp. outside) the unit circle is necessarily equal to the num-
ber of positive (resp. negative) eigenvalues of H . Here the algebraic multiplicities of
eigenvalues are taken into account.
An invertible Hermitian matrix H such that A∗HA < H will be called a Stein
solution for A. A Stein solution for a given matrix is not unique, even up to positive
scalar multipliers.
As mentioned above, a necessary condition for two matrices A and B to have a
common Stein solution is that they have no eigenvalue on the unit circle and the
numbers of their eigenvalues inside the unit circle coincide. But this condition is
not sufficient in general, and it is a difficult problem to find reasonable sufficient
conditions.
In this paper we treat a milder problem of determing when a set of matices coin-
cides with a set of the form
SH ≡ {A : A∗HA < H }
for some (hidden) invertible Hermitian matrix H .
The case of H > 0 was studied in an earlier paper [1] and a preliminary version
of the present paper was reported in [2].
2. Potapov–Ginzburg transform
Let H be an N × N invertible Hermitian matrix and write
H = GJG, (2.1)
where G = |H | 12 > 0 and J is an Hermitian involution such that JG = GJ (see [9,
Chapter 5-4]). Define the orthoprojections P± associated with J as
P+ ≡ 12 (I + J ) and P− ≡ 12 (I − J ), hence J = P+ − P−. (2.2)
Then every N × N matrix A is uniquely written in a block form according to the
decompositon I = P+ + P− as
A =
[
A11 A12
A21 A22
]
. (2.3)
In this context, let us write
P+ =
[
I+ 0
0 0
]
and P− =
[
0 0
0 I−
]
, hence J =
[
I+ 0
0 −I−
]
. (2.4)
Since JG = GJ and G > 0, we have
G =
[
G+ 0
0 G−
]
with G± > 0. (2.5)
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Recall the definition
SH ≡ {A : A∗HA < H }. (2.6)
The setSH is open and multiplicative in the sense that
A,B ∈SH ⇒ AB ∈SH .
It is also circled in the sense that
A ∈SH , |ζ | = 1 ⇒ ζA ∈SH .
It is easy to see that the closureS−H is written as
S−H = {A : A∗HA  H }. (2.7)
The identity matrix I belongs to S−H . The closure S
−
H becomes a closed (multi-
plicative) semi-group with unit element I .
When H = I , we will useS instead ofSI . It consists of all strict contractions
S ≡ {A : A∗A < I } = {A : 〈Ax,Ax〉 < 〈x, x〉 ∀x /= 0}. (2.8)
Obviously the closureS− consists of all contractions
S− = {A : A∗A  I }. (2.9)
The setSH consists of all H -strict contractions, with respect to the (indefinite) inner
product defined as
[x, y] ≡ 〈Hx, y〉,
in the sense that
SH = {A : [Ax,Ax] < [x, x] ∀x /= 0}. (2.10)
In this respect a matrix A inS−H is called an H -contraction. From (2.1) it is obvious
that
SH = G−1 ·SJ · G and S−H = G−1 ·S−J · G. (2.11)
Define the setF =FJ associated with J (or even H ) as
F ≡ {A : A22 is invertible}. (2.12)
The set F is open, and muliplication by any of H , G, J from left or right makes
it invariant. Define the Potapov–Ginzburg transform (·) onF as
(A) ≡
[
A11 A12
0 I−
]
·
[
I+ 0
A21 A22
]−1
=
[
A11 − A12A−122 A21 A12A−122
−A−122 A21 A−122
]
.
(2.13)
When P− = 0, that is, J = I , let F be the whole set of matrices and (A) ≡ A.
When P− = I , that is, J = −I , thenF is the set of invertible matrices and (A) =
A−1.
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It is easy to see that
(JAJ ) = J · (A) · J and (G−1AG) = G−1 · (A) · G (A ∈F),
(2.14)
and that (·) is involutive onF, that is,
((A)) = A (A ∈F). (2.15)
The importance of the Potapov–Ginzburg map is seen in the following key lemma.
Lemma 2.1. The following relations hold for A ∈F:
J − A∗JA = K∗{I − (A)∗(A)}K
and
I − A∗A = K∗{J − (A)∗J(A)}K,
where
K =
[
I+ 0
A21 A22
]
.
Proof. First notice that since A22 is invertible, so is the matrix K . Now we have by
(2.4) and (2.13)
J − A∗JA
=
[
I+ 0
0 0
]
−
[
0 0
0 I−
]
−
{[
A11 A12
A21 A22
]∗ [
I+ 0
0 0
] [
A11 A12
A21 A22
]
−
[
A11 A12
A21 A22
]∗ [0 0
0 I−
] [
A11 A12
A21 A22
]}
=
{[
I+ 0
0 0
]
+
[
A11 A12
A21 A22
]∗ [0 0
0 I−
] [
A11 A12
A21 A22
]}
−
{[
0 0
0 I−
]
+
[
A11 A12
A21 A22
]∗ [
I+ 0
0 0
] [
A11 A12
A21 A22
]}
=
[
I+ 0
A21 A22
]∗ [
I+ 0
A21 A22
]
−
[
A11 A12
0 I−
]∗ [
A11 A12
0 I−
]
= K∗{I − (A)∗(A)}K,
proving the first relation. Substitution of A by (A) will yield by (2.15)
J − (A)∗J(A) = L∗(I − A∗A)L,
where
L =
[
I+ 0
−A−122 A21 A−122
]
,
T. Ando / Linear Algebra and its Applications 383 (2004) 49–64 53
which is equivalent to the second relation because L−1 = K . This completes the
proof. 
Lemma 2.2. S−H ⊂F.
Proof. By (2.7) A ∈S−H implies
A∗12G2+A12 − A∗22G2−A22  −G2−,
so that
G2−  A∗22G2−A22.
Since G− > 0 this implies invertibility of A22, that is, A ∈F. This completes the
proof. 
Potapov [11] and Ginzburg [6] (see [3, Chapter 5.4]) established a bridge between
a J -strict contraction (resp. J -contraction) and a strict contraction (resp. contrac-
tion), which are extended to those between H -contractions and contractions.
Proposition 2.3. The following relations hold:
(SH ) = G−1 · (S ∩F) · G, henceSH = (G−1 · (S ∩F) · G),
and
(S−H ) = G−1 · (S− ∩F) · G, henceS−H = (G−1 · (S− ∩F) · G).
The above two relations are immediate from Lemma 2.1 for the case H = J (that
is, G = I ) because the matrix K in Lemma 2.1 is invertible. The general assertions
now follow from (2.11) and (2.14).
As seen in Proposition 2.3, the image of the closed set S−H under the map 
is not closed except when J = I . Since the closure of S ∩F coincides with S−,
we have
(SH )
− = G−1 ·S− · G. (2.16)
Denote by UH the set of invertible elements in the closed (multiplicative) semi-
groupS−H with unit element I . Since A ∈ UH is characterized by the identity
A∗HA = H, (2.17)
such A is usually called H -unitary. We have
UH = G−1 ·UJ · G. (2.18)
When H = I , the I -unitarity is just the usual unitarity. Let us use U for UI .
Proposition 2.4. (UH ) = G−1 · (U ∩F) · G and (UH )− = G−1 ·U · G.
Proof. The first relation for the case H = J (that is, G = I ) is immediate from
Lemma 2.1. Then the general case follows from (2.18) and (2.14).
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The second relation means thatU ∩F is dense inU. To see this, take U ∈ U and
write
U =
[
U11 U12
U21 U22
]
.
Consider the moduli of U12 and U22, that is,
|U12| ≡ (U∗12U12)
1
2 and |U22| ≡ (U∗22U22)
1
2 .
Then, by identifying matrices with linear maps, there is a partial isometry W1 from
the range of P− to the range of P+ and a unitary map W2 on the range of P− such
that
U12 = W1 · |U12| and W ∗1 U12 = |U12|,
and
U22 = W2 · |U22|.
Since U is unitary by assumption,
U∗12U12 + U∗22U22 = I−,
so that
|U12| = (I− − |U22|2) 12 .
Define a Hermitian matrix H by
H ≡
[
0 W1W ∗2
W2W
∗
1 0
]
.
Then for any ε > 0 the matrix
Vε ≡ exp(iεH)
is unitary, and Vε converges to I as ε → 0. More precisely we have
Vε = I + iεH + O(ε2),
where for k = 1, 2, . . ., the symbol O(εk) is a matrix-valued function defined for
sufficiently small ε > 0 such that
lim
ε→0
‖O(εk)‖
εk
< ∞.
We use different forms of O(εk) in each step of the subsequent discussions.
Now we can see
VεU = U + iεHU + O(ε2),
so that, as to the (2, 2)-block entry, we have
(VεU)22 = U22 + iεW2|U12| + O(ε2)
= W2
{|U22| + iε|U12| + O(ε2)}
= W2
{|U22| + iε(I− − |U22|2) 12 + O(ε2)}.
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Since the matrix |U22| + iε(I− − |U22|2) 12 is normal and for 0 < ε < 1(|U22| + iε(I− − |U22|2) 12 )∗(|U22| + iε(I− − |U22|2) 12 )
= |U22|2 + ε2(I− − |U22|2)
= ε2I− + (1 − ε2)|U22|2  ε2I−,
the matrix |U22| + iε(I− − |U22|2) 12 is invertible and
∥∥(|U22| + iε(I− − |U22|2) 12 )−1∥∥  1
ε
.
This implies that
(|U22| + iε(I− − |U22|2) 12 )−1 · O(ε2) = O(ε).
Since
(VεU)22 = W2 ·
(|U22| + iε(I− − |U22|2) 12 ) · (I− + O(ε))
and the matrix I− + O(ε) is invertible for sufficiently small ε > 0, we can conclude
that for sufficiently small ε > 0 the unitary matrix VεU is close to U and its (2, 2)-
block entry is invertible. Therefore U belongs to the closure of U ∩F. This com-
pletes the proof. 
3. Main result
3.1. Notation and statement of main result
In order to make the statement of the main theorem compact, we require some
notation.
Lemma 3.1. If W is a closed (multiplicative) semi-group of matrices with unit
element I, then there is the minimum in the set of orthoprojections inW.
Proof. The set of orthoprojections in W is non-empty because it contains I by
assumption. It suffices to prove that if P , Q are minimal elements in the set then
P = Q. To see this, notice that multiplicativeness implies that (PQ)n ∈W (n =
1, 2, . . .). Then it is a well-known theorem of von Neumann (see [7, Problem 96])
that as n → ∞ the sequence (PQ)n always converges to P ∧ Q, the orthoprojection
to the intersection of the ranges of P and Q. By closedness ofW the orthoprojeci-
ton P ∧ Q belongs to W and P ∧ Q  P , Q. Then minimality of P , Q implies
P = P ∧ Q = Q. This completes the proof. 
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When applied to the closure of SH , associated with an invertible Hermtian H ,
this lemma makes it possible to recover the orthoprojection P− for H and hence the
Hermitian involution J by (2.2).
Proposition 3.2. The matrix P− is the minimum orthoprojection in the closureS−H .
Proof. It suffices to show that P− belongs toS−H and is a minimal orthoprojection
in it. The first statement is obvious because by (2.4) and (2.5)
H − P−HP− =
[
G2+ 0
0 0
]
 0.
The second assertion is trivial if P− = 0. When P− /= 0, take any orthoprojection
P ∈S−H such that P  P−. Then we have
0  H − PHP =
[
G2+ 0
0 −(G2− − PG2−P)
]
,
which implies
G2−  PG2−P.
Since G− > 0 and P−  P , it is easy to see that this inequality is possible only when
P = P−. This completes the proof. 
Once an orthoprojection P− and hence the Hermitian involution J is given by
(2.2), each matrix A is written in a block form A = [Aij ]i,j=1,2 and the Potapov–
Ginzburg transform (·) is defined by (2.13) on the setF ≡FJ of matrices A for
which A22 are invertible.
We can define a map (A,B) for a pair (A,B) inF with A + B ∈F as
(A,B) ≡ ( 12 {(A) + (B)}). (3.1)
In fact, since the (2, 2)-block entry of 12 {(A) + (B)} is given by
1
2 {A−122 + B−122 } = 12A−122 (A22 + B22)B−122 ,
the condition A + B ∈F is equivalent to 12 {(A) + (B)} ∈F.
By (2.15) we have
1
2 {(A) + (B)} = ((A,B)). (3.2)
It is easy to check the explicit form of (A,B). Writing
(A,B) = 1
2
[
C11 C12
C21 C22
]
,
we have
C11 ≡ A11 − (A12 − B12)(A22 + B22)−1(A21 − B21) + B11,
C12 ≡ A12 − (A12 − B12)(A22 + B22)−1(A22 − B22) + B12,
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C21 ≡ A21 − (A22 − B22)(A22 + B22)−1(A21 − B21) + B21,
C22 ≡ A22 − (A22 − B22)(A22 + B22)−1(A22 − B22) + B22.
Proposition 3.3. The setSH (and its closureS−H ) is invariant for the map  in the
sense that
A,B ∈SH , A + B ∈F ⇒ (A,B) ∈SH .
Proof. Take A,B ∈SH with A + B ∈F. Since by Proposition 2.3 (A) and
(B) belong to the convex set G−1 ·S · G, the matrix 12 {(A) + (B)} belongs
to G−1 ·S · G. The assumption A + B ∈F implies again by Proposition 2.3
1
2 {(A) + (B)} ∈ (G−1 ·S · G) ∩F = (SH )
so that by (2.15) and definition (3.1)
(A,B) = ( 12 {(A) + (B)}) ∈ SH .
This completes the proof. 
We can also define a map (A,B) for a pair (A,B) in F with invertible I− −
A21B12 as
(A,B) ≡ ((A) · (B)). (3.3)
In fact, since the (2, 2)-entry of the product (A) · (B) is given by
A−122 B
−1
22 − A−122 A21B12B−122 = A−122 {I− − A21B12}B−122 ,
invertibility of I− − A21B12 is equivalent to (A) · (B) ∈F. Then by (2.15) and
definition (3.3) we have
(A) · (B) = ((A,B)). (3.4)
It is easy to check the explicit form of (A,B). Taking into account that invert-
ibility of I− − A21B12 is equivalent to that of I+ − B12A21, we have
(A,B)
=
[
A11(I+ − B12A21)−1B11 A12 + A11B12(I− − A21B12)−1A22
B22A21(I+ − B12A21)−1B11 + B21 B22(I− − A21B12)−1A22
]
.
(3.5)
On the basis of multiplicativity of G−1 ·S · G in place of convexity, by appealing
to (3.3) we can prove the following just as Proposition 3.3.
Proposition 3.4. The set SH (and its closure S−H ) is invariant for the map  in
the sense that
A,B ∈SH with invertible I− − A21B12 ⇒ (A,B) ∈SH .
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We are now in position to formulate the main result of this paper.
Theorem 3.5. In order that a setV of matrices is of the form
V =SH ≡ {A : A∗HA < H }
for some (hidden) invertible Hermitian matrix H it is necessary and sufficient that
V satisfies the following conditions (I)–(VII).
(I) V is an open set and the identity matrix I belongs to its closureV−.
(II) V is multplicative, that is, A, B ∈V ⇒ AB ∈V.
(III) V is circled, that is, A ∈V, |ζ | = 1 ⇒ ζA ∈V.
Let P− be the minimum orthoprojection in the closureV−, existence of which is
always guaranteed by (I) and (II). Define P± and J by (2.2), and the setF and the
Potapov–Ginzburg transform (·) by (2.12) and (2.13) respectively.
(IV) V ⊂F and (V) is a bounded set.
(V-a)
[
A11 A12
A21 A22
]
∈ V, |ζ | = 1 ⇒
[
ζA11 A12
A21 ζ¯A22
]
∈V.
(V-b) V is invariant for the map  in the sense that
A,B ∈V, A + B ∈F ⇒ (A,B) ∈ V.
(V-c) V is invariant for the map  in the sense that
A,B ∈V with invertible I− − A21B12 ⇒ (A,B) ∈V.
(VI) V is maximal, with respect to set inclusion, in the class of sets which satisfy
the conditions (I)–(V).
(VII) Let G be the set of invertible elements in the semi-groupV− with unit element
I . Then the range of the map (A,B) for A,B ∈ G with A + B ∈F is dense
inV−.
3.2. Proof of necessity
Let us show thatSH for any invertible Hermitian H satisfies the conditions (I)–
(VII). First (I)–(III) are immediate from (2.6) and (2.7). (IV) is guaranteed by Propo-
sition 2.3. (V-a) is almost immediate while (V-b) and (V-c) follow from Propositions
3.3 and 3.4 respectively.
To see (VII) for SH , denote UH the group of invertible elements of the closed
semi-groupS−H with unit element I . Then take any A ∈S−H . Since by Proposition
2.3 G · (A) · G−1 ∈S−, there are unitary U,V ∈ U such that
G · (A) · G−1 = 12 (U + V ).
In fact, for instance, consider the polar representation (see [9, Chapter 5.7])
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G · (A) · G−1 = W ·

 N∑
j=1
λjEj

 ,
where W is unitary, 0  λj  1 (j = 1, 2, . . . , N) and Ej (j = 1, 2, . . . , N) are
muturally annihilating orthoprojections with ∑Nj=1 Ej = I. Find θj such that λj =
cos θj (j = 1, 2, . . . , N) and let
U = W ·

 N∑
j=1
eiθj Ej

 and V ≡ W ·

 N∑
j=1
e−iθj Ej

 .
Now by Proposition 2.4 there are sequences Bn, Cn (k = 1, 2, . . .) in UH such
that
lim
n→∞(Bn) = G
−1UG and lim
n→∞(Cn) = G
−1VG,
so that
lim
n→∞
1
2 {(Bn) + (Cn)} = (A).
Since (A) ∈F and F is open, we can conclude that (Bn) + (Cn) ∈F for
sufficiently large n. Then since (Bn, Cn) is well defined, and by (3.2)
1
2 {(Bn) + (Cn)} = ((Bn, Cn))
we can conclude by (2.15)
lim
k→∞(Bn, Cn) = A
which proves (VII).
Finally to prove (VI) forSH , suppose thatSH ⊂V for someV satisfying (I)–
(V). Let us use Jˆ , Pˆ±, Fˆ, ˆ for V in the statement of the theorem to distinguish
them from J , P±,F,  forSH . Then by Proposition 3.2 P− is the minimum ortho-
projection inS−H while Pˆ− is that ofV− includingS−H , so that Pˆ−  P−. Suppose,
by contradiction, that P− − Pˆ− /= 0. If Pˆ− = 0, then ˆ(V) =V by definition and
hence V is bounded by (IV) while SH is unbounded. This contradicts inclusion
SH ⊂V. If P− /= 0, with repsect to the decompositon I = P+ + (P− − Pˆ−) +
Pˆ−, consider a matrix
C ≡

0 0 00 D E
0 F G

 ,
where
D ≡ diag(1, 1, . . . , 1, 0) and E ≡


0 0 0 · · · 0
...
...
0 0 0 · · · 0
1 0 0 · · · 0

 ,
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F =


0 · · · 0 1
0 · · · 0 0
...
...
...
0 · · · 0 0

 and G ≡ diag(0, 1, 1, . . . , 1).
Then it is easy to see that C ∈F but /∈ Fˆ. Since γC ∈SH for large γ > 0, this
contradicts inclusions SH ⊂V ⊂ Fˆ. Thus we have proved that P− = Pˆ− and
(·) = ˆ(·).
Now (as seen below in the proof of sufficiency) it follows easily from conditions
(I)–(V) that(V)− is a circled, convex, multiplicative set including(SH )−, which
coincides with G−1 ·S− · G by (2.16). Since (V) is an open set, (V)− has
non-empty interior.
It is a variant of a theorem of Lyubich [10] (see [4, Chapter 3.2]) that, with respect
to set inclusion, the set G−1 ·S− · G is maximal in the class of compact, circled,
convex, multiplicative sets with non-empty interior and unit element I . Therefore we
can conclude
(V)− = (SH )−.
On the other hand, since by Proposition 2.3 and (2.16) (SH ) can be character-
ized as
(SH ) = {(SH )−}o ∩F (·)o being the interior
and (V) is an open set, we can see
(V) ⊂ {(V)−}o ∩F = {(SH )−}o ∩F = (SH ).
Finally we haveV ⊂SH by (2.15), henceSH =V. This establishes (VI) forSH
and completes the proof of necessity.
3.3. Proof of sufficiency
Suppose thatV satisfies the conditions (I)–(VII), and let B ≡ (V)−. First no-
tice that by definition (2.13) and (IV), the closureV− is included inF. Then by (I)
and (IV) B is a compact set containing I because
I = (I ) ∈ (V−) ⊂ (V)− = B.
By (V-a) B is circled because for A ∈V
(ζ(A)) =
[
ζA11 A12
A21 ζ¯A22
]
∈V.
We claim that B is a convex set. For this, it suffices to prove that
A,B ∈V ⇒ 12 {(A) + (B)} ∈ B. (∗)
SinceV is open by (I), for sufficiently small ε > 0 both A + εI , B + εI belong to
V. It is easy to choose such ε satisfying invertibility of A22 + B22 + ε2I−. Therefore
we have by (V-b) and (3.2)
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1
2
{
(A + εI) + (B + εI)} = ((A + εI, B + εI)) ∈ (V) ⊂ B.
Taking limit as ε → 0 we arrive at (∗).
Next we claim that B is multiplicative. For this, it suffices to show that
A,B ∈V ⇒ (A) · (B) ∈ B. (#)
SinceV is an open set, for sufficiently small ε > 0 the matrix
Aε ≡
[
A11 A12
(1 − ε)A21 A22
]
belongs toV. On the other hand we may assume that I− − (1 − ε)A21B12 is invert-
ible. Then by (V-c) and (3.4) we can conclude
(Aε) · (B) = ((Aε, B)) ∈ (V) ⊂ B.
Taking limit as ε → 0 we arrive at (#). Thus we have proved that B is a compact,
circled, convex semi-group with unit element I .
Condition (VII) implies by (3.2) that the set{ 1
2 {(A) + (B)} : A,B ∈ G, A + B ∈F
}
is dense in B. Then it follows immediately that the closed convex hull of (G)
coincides with B. It is known (see [5, Chapter V, Theorem 7.8]) that this implies, in
its turn, that the set E of extreme points of the compact convex set B is included in
the closure of (G).
We claim that (A) is an invertible element ofB for every A ∈ G, more precisely
(A) · (A−1) = I (A ∈ G). (†)
Since (I ) = I , by (3.4) for (†) it suffices to prove that, with B ≡ A−1, the matrix
I− − A21B12 is invertible and (A,B) = I.
First it follows from AB = I that
A21B12 + A22B22 = I− and A11B12 + A12B22 = 0.
Since A22, B22 are invertible, so is I− − A21B12, and we have
B22(I− − A21B12)−1A22 = I−
as well as
A11B12(I− − A21B12)−1A22 + A12 = −A12B22(A22B22)−1B22 + A12 = 0,
so that by (3.5)
((A,B))12 = 0 and ((A,B))22 = I−.
Next it follows from BA = I that
B11A11 + B12A21 = I+ and B21A11 + B22A21 = 0.
Then since I+ − B12A21 is invertible as I− − A21B12, we have
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A11(I+ − B12A21)−1B11 = I+
as well as
B22A21(I− − B12A21)−1B11 + B21 = −B21A11(B11A11)−1B11 + B21 = 0,
so that by (3.5)
((A,B))11 = I+ and ((A,B))21 = 0.
These establish the relation (A,A−1) = I , and hence (†).
Now since every element in the closure of (G) is invertible, we can conclude
that every extreme point of B is an invertible element. Conversely, it is known (see
[1] and [12, Proposition 1.6.6]) that every invertible element of the semi-group B
with unit element I is its extreme point. Consequently the set E coincides with the
group of invertible elements of the semi-group B with unit element I .
We claim that J belongs to E. In fact, with ζ = i ≡ √−1 in (V-a) we have iJ ∈
V−, hence J ∈V− by (III). Then since J ∈ G, we can conclude that J = (J ) ∈
E.
Letm(·)be the normalized Haar measure on the compact groupE (see [5, Chapter V,
Theorem 11.4]), and define a positive definite matrix K as
K ≡
∫
E
X∗X dm(X).
For any Z ∈ E, by translation invariance of the measure m(·)
Z∗KZ =
∫
E
(XZ)∗(XZ) dm(X) =
∫
E
(XZ)∗(XZ) dm(XZ) = K. ()
Since J ∈ E, this implies that K commutes with J . Let G ≡ K 12 . Then it follows
from () that G commutes with J and GZG−1 is unitary for all Z ∈ E. Therefore
the set
G ·B · G−1 = G · conv(E) · G−1
is included in the setS− of contractions. Since (V) is an open set and
G · (V) · G−1 ⊂ (G ·B · G−1 ∩F)o (·)o being the interior,
we can conclude that
G · (V) · G−1 ⊂ (S− ∩F)o =S ∩F.
Let
H ≡ GJG = JG2.
Then H is an invertible Hermitian matrix, and by Proposition 2.2
(V) ⊂ G−1 · (S ∩F) · G = (SH ),
which implies by (2.15)
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V ⊂SH .
Finally sinceSH satisfies the conditions (I)–(V), as shown in the proof of necessity,
it follows from maximlaity of V in (VI) that V =SH . This completes the proof
of sufficiency.
4. Uniqueness and additional considerations
Our next task is to study to what extent an invertible Hermitian matrix H such
thatV =SH is determined by the setV.
Theorem 4.1. Let H1, H2 be invertible Hermitian matrices. Then SH1 =SH2 if
and only if H1 = γH2 for some γ > 0.
Proof. The “if” part is trivial by definition (2.6). To prove “only if”, write as usual
Hk = GkJkGk (k = 1, 2) where Jk are Hermitian involutions and Gk = |Hk| 12 (k =
1, 2). Further write Jk = Pk,+ − Pk,− (k = 1, 2). Since by Lemma 3.1 both P1,−
and P2,− are the minimum orthoprojection in the same set, SH1 =SH2 , we have
P1,− = P2,− so that J1 = J2.
Write J ≡ J1 = J2 and consider the setF and the Potapov–Ginzburg transform
(·), associated with J by (2.12) and (2.13) respectively . Since by (2.11)
G−11 ·SJ · G1 =SH1 =SH2 = G−12 ·SJ · G2
and both G1 and G2 commute with J , with G = G1G−12 we have by (2.14)
(SJ ) = G−1 · (SJ ) · G.
Then since (SJ )− =S− by (2.16), this implies
S− = G−1 ·S− · G.
Observing extreme points of both sides of the above relation, we can conclude that
U unitary ⇐⇒ G−1UG unitary,
which implies
G−1UGG∗U∗(G−1)∗ = I ∀ unitary U.
Therefore GG∗ commutes with all unitary matrices, which is possible only when
G1 = γ 12 G2 for some γ > 0, that is, H1 = γH2. This completes the proof. 
In closing the paper, let us consider the case where H can be a self-adjoint invo-
lution.
Theorem 4.2. A setV of matrices coincides withSJ for some (hidden) Hermitian
involution J if and only if, in addition to the conditions (I)–(VII) of Theorem 3.5,
it is self-adjoint in the sense thatV =V∗.
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Proof. By Proposition 2.3 the “only if” part follows from the fact that bothS and
F are self-adjoint and J ·SJ · J =SJ and the following general relation
(A∗) = (JAJ )∗ (A ∈F). (4.1)
Suppose conversely that V satisfies the conditions (I)–(VII) and is self-adjoint.
First by Theorem 3.5 V =SH for some invertible Hermitian matrix H . With the
setF and the Potapov–Ginzburg transform (·), associated with J (of H ) by (2.12)
and (2.13) respectively, we have by (2.16) and assumptionSH =S∗H
S− = G · (SH )− · G−1 = G · (S∗H )− · G−1
= G · [(J ·SH · J )−]∗ · G−1 = (G−1 · (SH )− · G)∗
= (G−2 ·S− · G2)∗ = G2 ·S− · G−2.
(Here (4.1) and J ·SH · J =SH are used.) Observing extreme points of both sides
of the above relation, we can conclude that
G−2U∗G4UG−2 = I ∀ unitary U.
Therefore G4 commutes with all unitary matrices, what is possible only when G =
γ
1
2 I for some γ > 0, that is, H = γ J , henceV =SH =SJ . This completes the
proof. 
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