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Abstract
This paper tackles the problem of training a deep
convolutional neural network with both low-precision
weights and low-bitwidth activations. Optimizing a
low-precision network is very challenging since the
training process can easily get trapped in a poor lo-
cal minima, which results in substantial accuracy loss.
To mitigate this problem, we propose three simple-yet-
effective approaches to improve the network training.
First, we propose to use a two-stage optimization strat-
egy to progressively find good local minima. Specifi-
cally, we propose to first optimize a net with quantized
weights and then quantized activations. This is in con-
trast to the traditional methods which optimize them
simultaneously. Second, following a similar spirit of
the first method, we propose another progressive op-
timization approach which progressively decreases the
bit-width from high-precision to low-precision during
the course of training. Third, we adopt a novel learning
scheme to jointly train a full-precision model alongside
the low-precision one. By doing so, the full-precision
model provides hints to guide the low-precision model
training. Extensive experiments on various datasets
( i.e., CIFAR-100 and ImageNet) show the effectiveness
of the proposed methods. To highlight, using our meth-
ods to train a 4-bit precision network leads to no per-
formance decrease in comparison with its full-precision
counterpart with standard network architectures ( i.e.,
AlexNet and ResNet-50).
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1. Introduction
The state-of-the-art deep neural networks [9,17,25]
usually involve millions of parameters and need bil-
lions of FLOPs during computation. Those memory
and computational cost can be unaffordable for mobile
hardware device or especially implementing deep neu-
ral networks on chips. To improve the computational
and memory efficiency, various solutions have been pro-
posed, including pruning network weights [7, 8], low
rank approximation of weights [16, 33], and training a
low-bit-precision network [4, 35–37]. In this work, we
follow the idea of training a low-precision network and
our focus is to improve the training process of such a
network. Note that in the literature, many works adopt
this idea but only attempt to quantize the weights of
a network while keeping the activations to 32-bit float-
ing point [4, 35, 37]. Although this treatment leads
to lower performance decrease comparing to its full-
precision counterpart, it still needs substantial amount
of computational resource requirement to handle the
full-precision activations. Thus, our work targets the
problem of training network with both low-bit quantized
weights and activations.
The solutions proposed in this paper contain three
components. They can be applied independently or
jointly. The first method is to adopt a two-stage train-
ing process. At the first stage, only the weights of a net-
work is quantized. After obtaining a sufficiently good
solution of the first stage, the activation of the network
is further required to be in low-precision and the net-
work will be trained again. Essentially, this progressive
approach first solves a related sub-problem, i.e., train-
ing a network with only low-bit weights and the solu-
tion of the sub-problem provides a good initial point
for training our target problem. Following the simi-
lar idea, we propose our second method by performing
progressive training on the bit-width aspect of the net-
work. Specifically, we incrementally train a serial of
networks with the quantization bit-width (precision)
gradually decreased from full-precision to the target
precision. The third method is inspired by the recent
progress of mutual learning [34] and information distil-
lation [1, 11, 21, 23, 31]. The basic idea of those works
is to train a target network alongside another guidance
network. For example, The works in [1, 11, 21, 23, 31]
propose to train a small student network to mimic the
deeper or wider teacher network. They add an addi-
tional regularizer by minimizing the difference between
student’s and teacher’s posterior probabilities [11] or
intermediate feature representations [1, 23]. It is ob-
served that by using the guidance of the teacher model,
better performance can be obtained with the student
model than directly training the student model on the
target problem. Motivated by these observations, we
propose to train a full-precision network alongside the
target low-precision network. Also, in contrast to stan-
dard knowledge distillation methods, we do not require
to pre-train the guidance model. Rather, we allow the
two models to be trained jointly from scratch since we
discover that this treatment enables the two nets adjust
better to each other.
Compared to several existing works that achieve
good performance when quantizing both weights and
activations [13, 22, 29, 36], our methods is more con-
siderably scalable to the deeper neural networks [9,10].
For example, some methods adopt a layer-wise training
procedure [29], thus their training cost will be signifi-
cantly increased if the number of layers becomes larger.
In contrast, the proposed method does not have this is-
sue and we have experimentally demonstrated that our
method is effective with various depth of networks (i.e.,
AlexNet, ResNet-50).
2. Related work
Several methods have been proposed to compress
deep models and accelerate inference during testing.
We can roughly summarize them into four main cat-
egories: limited numerial percision, low-rank approxi-
mation, efficient architecture design and network prun-
ing.
Limited numerical precision When deploying
DNNs into hardware chips like FPGA, network quan-
tization is a must process for efficient computing and
storage. Several works have been proposed to quantize
only parameters with high accuracy [4, 35, 37]. Cour-
bariaux et al. [4] propose to constrain the weights
to binary values (i.e., -1 or 1) to replace multiply-
accumulate operations by simple accumulations. To
keep a balance between the efficiency and the accuracy,
ternary networks [37] are proposed to keep the weights
to 2-bit while maintaining high accuracy. Zhou et al.
[35] present incremental network quantization (INQ) to
efficiently convert any pre-trained full-precision CNN
model into low-precision whose weights are constrained
to be either powers of two or zero. Different from these
methods, a mutual knowledge transfer strategy is pro-
posed to jointly optimize the full-precision model and
its low-precision counterpart for high accuracy. What’s
more, we propose to use a progressive optimization ap-
proach to quantize both weights and activations for
better performance.
Low-rank approximation Among existing works,
some methods attempt to approximate low-rank filters
in pre-trained networks [16,33]. In [33], reconstruction
error of the nonlinear responses are minimized layer-
wisely, with subject to the low-rank constraint to re-
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duce the computational cost. Other seminal works at-
tempt to restrict filters with low-rank constraints dur-
ing training phrase [20,27]. To better exploit the struc-
ture in kernels, it is also proposed to use low-rank ten-
sor decomposition approaches [5, 20] to remove the re-
dundancy in convolutional kernels in pretrained net-
works.
Efficient architecture design The increasing
demand for running highly energy efficient neural
networks for hardware devices have motivated the
network architecture design. GoogLeNet [26] and
SqueezeNet [14] propose to replace 3x3 convolutional
filters with 1x1 size, which tremendously increase the
depth of the network while decreasing the complexity a
lot. ResNet [9] and its variants [10, 30] utilize residual
connections to relieve the gradient vanishing problem
when training very deep networks. Recently, depth-
wise separable convolution employed in Xception [3]
and MobileNet [12] have been proved to be quite effec-
tive. Based on it, ShuffleNet [32] generalizes the group
convolution and the depthwise separable convolution
to get the state-of-the-art results.
Pruning and sparsity Substantial effort have been
made to reduce the storage of deep neural networks in
order to save the bandwidth for dedicated hardware
design. Han et al. [7, 8] introduce “deep compres-
sion”, a three stage pipeline: pruning, trained quan-
tization and Huffman coding to effectively reduce the
memory requirement of CNNs with no loss of accuracy.
Guo et al. [6] further incorporate connection slicing to
avoid incorrect pruning. More works [18,19,28] propose
to employ structural sparsity for more energy-efficient
compression.
3. Methods
In this section, we will first revisit the quantization
function in the neural network and the way to train
it. Then we will elaborate our three methods in the
subsequent sections.
3.1. Quantization function revisited
A common practise in training a neural network
with low-precision weights and activations is to intro-
duce a quantization function. Considering the general
case of k-bit quantization as in [36], we define the quan-
tization function Q(·) to be
zq = Q(zr) =
1
2k − 1round((2
k − 1)zr) (1)
where zr ∈ [0, 1] denotes the full-precision value and
zq ∈ [0, 1] denotes the quantized value. With this quan-
tization function, we can define the weight quantization
process and the activation quantization process as fol-
lows:
Quantization on weights:
wq = Q(
tanh(w)
2 max(|tanh(w)|) +
1
2
). (2)
In other words, we first use tanh(w)2max(|tanh(w)|) +
1
2 to ob-
tain a normalized version of w and then perform the
quantization, where tanh(·) is adopted to reduce the
impact of large values.
Quantization on activations:
Same as [36], we first use a clip function f(x) =
clip(x, 0, 1) to bound the activations to [0, 1]. After
that, we conduct quantize the activation by applying
the quantization function Q(·) on f(x).
xq = Q(f(x)). (3)
Back-propagation with quantization function:
In general, the quantization function is non-
differentiable and thus it is impossible to directly apply
the back-propagation to train the network. To over-
come this issue, we adopt the straight-through estima-
tor [2,13,36] to approximate the gradients calculation.
Formally, we approximate the partial gradient
∂zq
∂zr
with
an identity mapping, namely
∂zq
∂zr
≈ 1. Accordingly, ∂l∂zr
can be approximated by
∂l
∂zr
=
∂l
∂zq
∂zq
∂zr
≈ ∂l
∂zq
. (4)
3.2. Two-stage optimization
With the straight-through estimator, it is possible
to directly optimize the low-precision network. How-
ever, the gradient approximation of the quantization
function inevitably introduces noisy signal for updat-
ing network parameters. Strictly speaking, the approx-
imated gradient may not be the right updating direc-
tion. Thus, the training process will be more likely
to get trapped at a poor local minima than training a
full precision model. Applying the quantization func-
tion to both weights and activations further worsens
the situation.
To reduce the difficulty of training, we devise a two-
stage optimization procedure: at the first stage, we
only quanitze the weights of the network while setting
the activations to be full precision. After the converge
(or after certain number of iterations) of this model,
we further apply the quantization function on the ac-
tivations as well and retrain the network. Essentially,
the first stage of this method is a related subproblem of
the target one. Compared to the target problem, it is
easier to optimize since it only introduces quantization
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Figure 1: Demonstration of the guided training strategy. We use the residual network structure for illustration.
function on weights. Thus, we are more likely to arrive
at a good solution for this sub-problem. Then, using it
to initialize the target problem may help the network
avoid poor local minima which will be encountered if
we train the network from scratch. Let MKlow be the
high-precision model with K-bit. We propose to learn
a low-precision model Mklow in a two-stage manner with
MKlow serving as the initial point, where k < K. The
detailed algorithm is shown in Algorithm 1.
Algorithm 1: Two-stage optimization for k-bit
quantization
Input: Training data {(xi, yi)}Ni=1; A K-bit
precision model MKlow.
Output: A low-precision deep model Mklow with
weights Wlow and activations being
quantized into k-bit.
1 Stage 1: Quantize Wlow:
2 for epoch = 1, ..., L do
3 for t = 1, ...T do
4 Randomly sample a mini-batch data;
5 Quantize the weights Wlow into k-bit by
calling some quantization methods with
K-bit activations;
6 Stage 2: Quantize activations:
7 Initialize Wlow using the converged k-bit weights
from Stage 1 as the starting point;
8 for epoch = 1, ..., L do
9 for t = 1, ...T do
10 Randomly sample a mini-batch data;
11 Quantize the activations into k-bit by
calling some quantization methods while
keeping the weights to k-bit;
3.3. Progressive quantization
The aforementioned two-stage optimization ap-
proach suggests the benefits of using a related easy op-
timized problem to find a good initialization. However,
separating the quantization of weights and activations
is not the only solution to implement the above idea. In
this paper, we also propose another solution which pro-
gressively lower the bitwidth of the quantization during
the course of network training. Specifically, we progres-
sively conduct the quantization from higher precisions
to lower precisions (e.g ., 32-bit → 16-bit → 4-bit →
2-bit). The model of higher precision will be used the
the starting point of the relatively lower precision, in
analogy with annealing.
Let {b1, ..., bn} be a sequence precisions, where bn <
bn−1, ..., b2 < b1, bn is the target precision and b1 is set
to 32 by default. The whole progressive optimization
procedure is summarized in as Algorithm 2. Let Mklow
be the low-precision model with k-bit and Mfull be the
full precision model. In each step, we propose to learn
Mklow, with the solution in the (i− 1)-th step, denoted
by MKlow, serving as the initial point, where k < K.
3.4. Guided training with a full-precision network
The third method proposed in this paper is in-
spired by the success of using information distilla-
tion [1, 11, 21, 23, 31] to train a relatively shallow net-
work. Specifically, these methods usually use a teacher
model (usually a pretrained deeper network) to pro-
vide guided signal for the shallower network. Following
this spirit, we propose to train the low-precision net-
work alongside another guidance network. Unlike the
work in [1, 11, 21, 23, 31], the guidance network shares
the same architecture as the target network but is pre-
trained with full-precision weights and activations.
However, a pre-trained model may not be necessarily
optimal or may not be suitable for quantization. As a
result, directly using a fixed pretrained model to guide
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Algorithm 2: Progressive quantization for accu-
rate CNNs with low-precision weights and activa-
tions
Input: Training data {(xj , yj)}Nj=1; A pre-trained
32-bit full-precision model Mfull as
baseline; the precision sequence
{b1, ..., bn} where
bn < bn−1, ..., b2 < b1 = 32.
Output: A low-precision deep model M bnlow.
1 Let M b1low = Mfull, where b1 = 32;
2 for i = 2, ...n do
3 Let k = bi and K = bi−1;
4 Obtain Mklow by calling some quantization
methods with MKlow being the input;
the target network may not produce the best guidance
signals. To mitigate this problem, we do not fix the
parameters of a pretrained full precision network as in
the previous work [34].
By using the guidance training strategy, we as-
sume that there exist some full-precision models with
good generalization performance, and an accurate low-
precision model can be obtained by directly performing
the quantization on those full-precision models. In this
sense, the feature maps of the learned low-precision
model should be close to that obtained by directly
doing quantization on the full-precision model. To
achieve this, essentially, in our learning scheme, we can
jointly train the full-precision and low-precision mod-
els. This allows these two models adapt to each other.
We even find by doing so the performance of the full-
precision model can be slightly improved in some cases.
Formally, let Wfull and Wlow be the full-precision
model and low-precision model, respectively. Let
µ(x; Wfull) and ν(x; Wlow) be the nested feature maps
(e.g., activations) of the full-precision model and low-
precision model, respectively. To create the guid-
ance signal, we may require that the nested feature
maps from the two models should be similar. How-
ever, µ(x; Wfull) and ν(x; Wlow) is usually not di-
rectly comparable since one is full precision and the
other is low-precision.
To link these two models, we can directly quantize
the weights and activations of the full-precision model
by equations (2) and (3). For simplicity, we denote
the quantized feature maps by Q(µ(x; Wfull)). Thus,
Q(µ(x; Wfull)) and ν(x; Wlow) will become compara-
ble. Then we can define the guidance loss as:
R(Wfull,Wlow) =
1
2
‖ Q(µ(x; Wfull))−ν(x; Wlow)‖2,
(5)
where ‖ · ‖ denotes some proper norms.
Let Lθ1 and Lθ2 be the cross-entropy classification
losses for the full-precision and low-precision model,
respectively. The guidance loss will be added to Lθ1
and Lθ2 , respectively, resulting in two new objectives
for the two networks, namely
L1(Wfull) = Lθ1 + λR(Wfull,Wlow). (6)
and
L2(Wlow) = Lθ2 + λR(Wfull,Wlow). (7)
where λ is a balancing parameter. Here, the guidance
loss R can be considered as some regularization on Lθ1
and Lθ2 .
In the learning procedure, both Wfull and Wlow
will be updated by minimizing L1(Wfull) and
L2(Wlow) separately, using a mini-batch stochastic
gradient descent method. The detailed algorithm is
shown in Algorithm 3. A high-bit precision model
MKlow is used as an initialization of M
k
low, where K >
k. Specifically, for the full-precision model, we have
K = 32. Relying on Mfull, the weights and activations
of Mklow can be initialized by equations (2) and (3),
respectively.
Note that the training process of the two networks
are different. When updating Wlow by minimizing
L2(Wlow), we use full-precision model as the initializa-
tion and apply the forward-backward propagation rule
in Section 3.1 to fine-tune the model. When updating
Wfull by minimizing L1(Wfull), we use conventional
forward-backward propagation to fine-tune the model.
Algorithm 3: Guided training with a full-
precision network for k-bit quantization
Input: Training data {(xi, yi)}Ni=1; A pre-trained
32-bit full-precision model Mfull; A k-bit
precision model Mklow.
Output: A low-precision deep model Mklow with
weights and activations being quantized
into k bits.
1 Initialize Mklow based on Mfull;
2 for epoch = 1, ..., L do
3 for t = 1, ...T do
4 Randomly sample a mini-batch data;
5 Quantize the weights Wlow and
activations into k-bit by minimizing
L2(Wlow);
6 Update Mfull by minimizing L1(Wfull);
3.5. Remark on the proposed methods
The proposed three approaches tackle the difficulty
in training a low-precision model with different strate-
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gies. They can be applied independently. However, it
is also possible to combine them together. For example,
we can apply the progressive quantization to any of the
steps in the two-stage approach; we can also apply the
guided training to any sub-step in the progressive train-
ing. Detailed analysis on possible combinations will be
experimentally evaluated in the experiment section.
3.6. Implementation details
In all the three methods, we quantize the weights
and activations of all layers except that the input data
are kept to 8-bit. Furthermore, to promote conver-
gence, we propose to add a scalar layer after the last
fully-connected layer before feeding the low-bit activa-
tions into the softmax function for classification. The
scalar layer has only one trainable small scalar param-
eter and is initialized to 0.01 in our approach.
During training, we randomly crop 224x224 patches
from an image or its horizontal flip, with the per-pixel
mean subtracted. We don’t use any further data aug-
mentation in our implementation. We adopt batch
normalization (BN) [15] after each convolution before
activation. For pretraining the full-precision baseline
model, we use Nesterov SGD and batch size is set
to 256. The learning rate starts from 0.01 and is di-
vided by 10 every 30 epochs. We use a weight decay
0.0001 and a momentum 0.9. For weights and acti-
vations quantization, the initial learning rate is set to
0.001 and is divided by 10 every 10 epochs. We use a
simple single-crop testing for standard evaluation. Fol-
lowing [31], for ResNet-50, we add only two guidance
losses in the 2 last groups of residual blocks. And for
AlexNet, we add two guidance losses in the last two
fully-connected layers.
4. Experiment
To investigate the performance of the proposed
methods, we conduct experiments on Cifar100 and Im-
ageNet datasets. Two representative networks, differ-
ent precisions AlexNet and ResNet-50 are evaluated
with top-1 and top-5 accuracy reported. We use a
variant of AlexNet structure [17] by removing dropout
layers and add batch normalization after each convolu-
tional layer and fully-connected layer. This structure is
widely used in previous works [36,37]. We analyze the
effect of the guided training approach, two-stage op-
timization and the progressive quantization in details
in the ablation study. Seven methods are implemented
and compared:
1. “Baseline”: We implement the baseline model
based on DoReFa-Net as described in Section 3.1.
2. “TS”: We apply the two-stage optimization strat-
egy described in Sec. 3.2 and Algorithm 1 to quan-
tize the weights and activations. We denote the
first stage as Stage1 and the second stage as
Stage2.
3. “PQ”: We apply the progressive quantization
strategy described in Sec. 3.3 and Algorithm 2 to
continuously quantize weights and activations si-
multaneously from high-precision (i.e., 32-bit) to
low-precision.
4. “Guided”: We implement the guided training ap-
proach as described in Sec. 3.4 and Algorithm 3
to independently investigate its effect on the final
performance.
5. “PQ+TS”: We further combine PQ and TS to-
gether to see whether their combination can im-
prove the performance.
6. “PQ+TS+Guided”: This implements the full
model by combining PQ, TS and Guided mod-
ules together.
7. “PQ+TS+Guided**”: Based on PQ+TS+-
Guided, we use full-precision weights for the first
convolutional layer and the last fully-connected
layer following the setting of [36,37] to investigate
its sensitivity to the proposed method.
4.1. Evaluation on ImageNet
We further train and evaluate our model on
ILSVRC2012 [24], which includes over 1.2 million im-
ages and 50 thousand validation images. We report 4-
bit and 2-bit precision accuracy for both AlexNet and
ResNet-50. The sequence of bit-width precisions are
set as {32, 8, 4, 2}. The results of INQ [35] are directly
cited from the original paper. We did not use the so-
phisticated image augmentation and more details can
be found in Sec. 3.6. We compare our model to the
32-bit full-precision model, INQ, DoReFa-Net and the
baseline approach described in Sec. 3.1. For INQ, only
the weights are quantized. For DoReFa-Net, the first
convolutional layer uses the full-precision weights and
the last fully-connected layer use both full-precision
weights and activations.
Results on AlexNet: The results for AlexNet are
listed in Table 1. Compared to competing approaches,
we achieve steadily improvement for 4-bit and 2-bit
settings. This can be attributed to the effective pro-
gressive optimization and the knowledge from the full-
precision model for assisting the optimization process.
Furthermore, our 4-bit full model even outperforms
the full-precision reference by 0.7% on top-1 accuracy.
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This may be due to the fact that on this data, we may
not need a model as complex as the full-precision one.
However, when the expected bit-width decrease to 2-
bit, we observe obvious performance drop compared
to the 32-bit model while our low-bit model still brings
2.8% top-1 accuracy increase compared to the Baseline
method.
Results on ResNet-50: The results for ResNet-
50 are listed in Table 2. For the full-precision
model, we implement it using Pytorch following the
re-implementation provided by Facebook1. Compara-
tively, we find that the performance are approximately
consistent with the results of AlexNet. Similarly, we
observe that our 4-bit full model is comparable with the
full-precision reference with no loss of accuracy. When
decreasing the precision to 2-bit, we achieve promising
improvement over the competing Baseline even though
there’s still an accuracy gap between the full-precision
model. Similar to the AlexNet on ImageNet dataset,
we find our 2-bit full model improves more comparing
with the 4-bit case. This phenomenon shows that when
the model becomes more difficult to optimize, the pro-
posed approach turns out to be more effective in deal-
ing with the optimization difficulty. To better under-
stand our model, we also draw the process of training
for 2-bit ResNet-50 in Figure 3 and more analysis can
be referred in Sec. 4.3.
4.2. Evaluation on Cifar100
Cifar100 is an image classification benchmark con-
taining images of size 32x32 in a training set of 50,000
and a test set of 10,000. We use the AlexNet for our
experiment. The quantitative results are reported in
Table 3. From the table, we can observe that the
proposed approach steadily outperforms the compet-
ing method DoReFa-Net. Interestingly, the accuracy
of our 4-bit full model also surpasses its full precision
model. We speculate that this is due to 4-bit weights
and activations providing the right model capacity and
preventing overfitting for the networks.
4.3. Ablation study
In this section, we analyze the effects of different
components of the proposed model.
Learning from scratch vs. Fine-tuning: To an-
alyze the effect, we perform comparative experiments
on Cifar100 with AlexNet using learning from scratch
and fine-tuning strategies. The results are shown in
Figure 2, respectively. For convenience of exposition,
this comparison study is performed based on method
TS. First, we observe that the overall accuracy of fine-
tuning from full-precision model is higher than that of
1https://github.com/facebook/fb.resnet.torch
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Figure 2: Validation accuracy of 4-bit AlexNet on Ci-
far100 using (a): the fine-tuning strategy; (b): learning
from scratch strategy. Stage2+Guided means we com-
bine the methods Stage2 and Guided together during
optimization to investigate the effect of the guided train-
ing on the final performance.
learning from scratch. This indicates that the initial
point for training low-bitwidth model is crutial for ob-
taining good accuracy. In addition, the gap between
the Baseline and TS is obvious (i.e., 2.7 % in our ex-
periment) with learning from scratch. This justifies
that the two-stage optimization strategy can effectively
help the model converge to a better local minimum.
The effect of quantizing all layers: This set of
experiments is performed to analyze the influence for
quantizing the first convolutional layer and the last
fully-connected layer. Several previous works [37] ar-
gue to keep these two layers precision as 32-bit floating
points to decrease accuracy loss. By comparing the
results of PQ+TS+Guided** and PQ+TS+Guided in
Table 4 and Table 5, we notice that the accuracy gap
between the two settings is not large, which indicates
that our model is not sensitive to the precision of these
two layers. It can be attributed to two facts. On one
hand, fine-tuning from 32-bit precision can drastically
decrease the difficulty for optimization. On the other
7
Accuracy Full precision 5-bit (INQ) 4-bit (DoReFa-Net) 4-bit (Baseline) 4-bit (PQ+TS+Guided) 2-bit (DoReFa-Net) 2-bit (Baseline) 2-bit (PQ+TS+Guided)
Top1 57.2% 57.4% 56.2% 56.8% 58.0% 48.3% 48.8% 51.6%
Top5 80.3% 80.6% 79.4% 80.0% 81.1% 71.6% 72.2% 76.2%
Table 1: Top1 and Top5 validation accuracy of AlexNet on ImageNet.
Accuracy Full precision 5-bit (INQ) 4-bit (DoReFa-Net) 4-bit (Baseline) 4-bit (PQ+TS+Guided) 2-bit (DoReFa-Net) 2-bit (Baseline) 2-bit (PQ+TS+Guided)
Top1 75.6% 74.8% 74.5% 75.1% 75.7% 67.3% 67.7% 70.0%
Top5 92.2% 91.7% 91.5% 91.9% 92.0% 84.3% 84.7% 87.5%
Table 2: Top1 and Top5 validation accuracy of ResNet-50 on ImageNet.
Accuracy Full precision 4-bit (DoReFa-Net) 4-bit (Baseline) 4-bit (PQ+TS+Guided) 2-bit (DoReFa-Net) 2-bit (Baseline) 2-bit (PQ+TS+Guided)
Top1 65.4% 64.9% 65.0% 65.8% 63.4% 63.9% 64.6%
Top5 88.3% 88.5% 88.5% 88.6% 87.5% 87.6% 87.8%
Table 3: Top1 and Top5 validation accuracy of AlexNet on Cifar100.
Method top-1 top-5
4-bit (TS) 57.7% 81.0%
4-bit (PQ) 57.5% 80.8%
4-bit (PQ+TS) 57.8% 80.8%
4-bit (Guided) 57.3% 80.4%
4-bit (PQ+TS+Guided) 58.0% 81.1%
4-bit (PQ+TS+Guided**) 58.1% 81.2%
2-bit (TS) 50.7% 74.9%
2-bit (PQ) 50.3% 74.8%
2-bit (PQ+TS) 50.9% 74.9%
2-bit (Guided) 50.0% 74.1%
2-bit (PQ+TS+Guided) 51.6% 76.2%
2-bit (PQ+TS+Guided**) 52.5% 77.3%
Table 4: Evaluation of different components of the pro-
posed method on the validation accuracy with AlexNet
on ImageNet.
Method top-1 top-5
4-bit (TS) 75.3% 91.9%
4-bit (PQ) 75.4% 91.8%
4-bit (PQ+TS) 75.5% 92.0%
4-bit (Guided) 75.3 % 91.7%
4-bit (PQ+TS+Guided) 75.7% 92.0%
4-bit (PQ+TS+Guided**) 75.9% 92.4%
2-bit (TS) 69.2% 87.0%
2-bit (PQ) 68.8% 86.9%
2-bit (PQ+TS) 69.4% 87.0%
2-bit (Guided) 69.0% 86.8%
2-bit (PQ+TS+Guided) 70.0% 87.5%
2-bit (PQ+TS+Guided**) 70.8% 88.3%
Table 5: Evaluation of different components of the pro-
posed method on the validation accuracy with ResNet-50
on ImageNet.
hand, the progressive optimization approach as well as
the guided training strategy further ease the instability
during training.
The effect of the two-stage optimization strat-
egy: We further analyze the effect of each stage in
the TS approach in Figure 2 and Figure 3. We take
the 2-bitwidth ResNet-50 on ImageNet as an example.
In Figure 3, Stage1 has the minimal loss of accuracy.
As for the Stage2, although it incurs apparent accu-
racy decrease in comparison with that of the Stage1,
its accuracy is consistently better than the results of
Baseline in every epoch. This illustrates that progres-
sively seeking for the local minimum point is crutial for
final better convergence. We also conduct additional
experiments on Cifar100 with 4-bit AlexNet. Interest-
ingly, taking the model of Stage1 as the initial point,
the results of Stage2 even have relative increase using
two different training strategies as mentioned above.
This can be interpreted by that further quantizing the
activations impose more regularization on the model
to overcome overfitting. Overall, the two-step opti-
mization strategy still performs steadily better than
the Baseline method which proves the effectiveness of
this simple mechanism.
The effect of the progressive quantization strat-
egy: What’s more, we also separately explore the pro-
gressive quantization (i.e., PQ) effect on the final per-
formance. In this experiment, we apply AlexNet on
the ImageNet dataset. We continuously quantize both
weights and activations simultaneously from 32-bit→8-
bit→4-bit→2-bit and explictly illustrate the accuracy
change process for each precision in Figure 4. The
quantitative results are also reported in Table 4 and
Table 5. From the figure we can find that for the 8-bit
and 4-bit, the low-bit model has no accuracy loss with
respect to the full precision model. However, when
quantizing from 4-bit to 2-bit, we can observe signifi-
cant accuracy drop. Despite this, we still observe 1.5%
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Figure 3: Validation accuracy of 2-bit ResNet-50 on Im-
ageNet. Stage2+Guided means we combine the methods
Stage2 and Guided together during training.
relative improvement by comparing the top-1 accuracy
over the 2-bit baseline, which proves the effectiveness
of the proposed strategy. It is worth noticing that the
accuracy curves become more unstable when quantiz-
ing to lower bit. This phenomenon is reasonable since
the precision becomes lower, the value will change more
frequently during training.
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Figure 4: Validation accuracy of the progressive quan-
tization approach using AlexNet on ImageNet.
The effect of the jointly guided training: We also
investigate the effect of the guided joint training ap-
proach explained in Sec. 3.4. By comparing the results
in Table 4 and Table 5, we can find that Guided method
steadily improves the baseline method by a promising
margin. This justifies the low-precision model can al-
ways benefit by learning from the full-precision model.
What’s more, we can find PQ+TS+Guided outper-
forms PQ+TS in all settings. This shows that the
guided training strategy and the progressive learning
mechanism can benefit from each other for further im-
provement.
Joint vs. without joint: We further illustrate the
joint optimization effect on guided training in Fig-
ure 5. For explaning convenience, we implement it
based on the method Stage2+Guided and report the
2-bit AlexNet top-1 validation accuracy on ImageNet.
From the figure, we can observe that both the full-
precision model and its low-precision counterpart can
benefit from learning from each other. In contrast, if
we keep the full-precision model unchanged, apparent
performance drop is observed. This result strongly sup-
ports our assumption that the high-precision and the
low-precision models should be jointly optimized in or-
der to obtain the optimal gradient during training. The
improvement on the full-precision model may due to
the ensemble learning with the low-precision model and
similar observation is found in [34] but with different
task.
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40
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50
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Figure 5: The effect of the joint training strategy using
AlexNet on ImageNet.
5. Conclusion
In this paper, we have proposed three novel ap-
proaches to solve the optimization problem for quan-
tizing the network with both low-precision weights and
activations. We first propose a two-stage approach to
quantize the weights and activations in a two-step man-
ner. We also observe that continuously quantize from
high-precision to low-precision is also beneficial to the
final performance. To better utilize the knowledge from
the full-precision model, we propose to jointly learn the
low-precision model and its full-precision counterpart
to optimize the gradient problem during training. Us-
ing 4-bit weights and activations for all layers, we even
9
outperform the performance of the 32-bit model on Im-
ageNet and Cifar100 with general frameworks.
References
[1] J. Ba and R. Caruana. Do deep nets really need to be
deep? In Proc. Adv. Neural Inf. Process. Syst., pages
2654–2662, 2014.
[2] Y. Bengio, N. Le´onard, and A. Courville. Esti-
mating or propagating gradients through stochastic
neurons for conditional computation. arXiv preprint
arXiv:1308.3432, 2013.
[3] F. Chollet. Xception: Deep learning with
depthwise separable convolutions. arXiv preprint
arXiv:1610.02357, 2016.
[4] M. Courbariaux, Y. Bengio, and J.-P. David. Bina-
ryconnect: Training deep neural networks with binary
weights during propagations. In Proc. Adv. Neural Inf.
Process. Syst., pages 3123–3131, 2015.
[5] E. L. Denton, W. Zaremba, J. Bruna, Y. LeCun, and
R. Fergus. Exploiting linear structure within convolu-
tional networks for efficient evaluation. In Proc. Adv.
Neural Inf. Process. Syst., pages 1269–1277, 2014.
[6] Y. Guo, A. Yao, and Y. Chen. Dynamic network
surgery for efficient dnns. In Proc. Adv. Neural Inf.
Process. Syst., pages 1379–1387, 2016.
[7] S. Han, H. Mao, and W. J. Dally. Deep compres-
sion: Compressing deep neural networks with prun-
ing, trained quantization and huffman coding. Proc.
Int. Conf. Learn. Repren., 2016.
[8] S. Han, J. Pool, J. Tran, and W. Dally. Learning both
weights and connections for efficient neural network.
In Proc. Adv. Neural Inf. Process. Syst., pages 1135–
1143, 2015.
[9] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual
learning for image recognition. In Proc. IEEE Conf.
Comp. Vis. Patt. Recogn., pages 770–778, 2016.
[10] K. He, X. Zhang, S. Ren, and J. Sun. Identity map-
pings in deep residual networks. In Proc. Eur. Conf.
Comp. Vis., pages 630–645. Springer, 2016.
[11] G. Hinton, O. Vinyals, and J. Dean. Distilling
the knowledge in a neural network. arXiv preprint
arXiv:1503.02531, 2015.
[12] A. G. Howard, M. Zhu, B. Chen, D. Kalenichenko,
W. Wang, T. Weyand, M. Andreetto, and H. Adam.
Mobilenets: Efficient convolutional neural networks
for mobile vision applications. arXiv preprint
arXiv:1704.04861, 2017.
[13] I. Hubara, M. Courbariaux, D. Soudry, R. El-Yaniv,
and Y. Bengio. Binarized neural networks. In Proc.
Adv. Neural Inf. Process. Syst., pages 4107–4115, 2016.
[14] F. N. Iandola, S. Han, M. W. Moskewicz, K. Ashraf,
W. J. Dally, and K. Keutzer. Squeezenet: Alexnet-
level accuracy with 50x fewer parameters and¡ 0.5 mb
model size. arXiv preprint arXiv:1602.07360, 2016.
[15] S. Ioffe and C. Szegedy. Batch normalization: Accel-
erating deep network training by reducing internal co-
variate shift. In Proc. Int. Conf. Mach. Learn., pages
448–456, 2015.
[16] Y.-D. Kim, E. Park, S. Yoo, T. Choi, L. Yang, and
D. Shin. Compression of deep convolutional neural
networks for fast and low power mobile applications.
arXiv preprint arXiv:1511.06530, 2015.
[17] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Ima-
genet classification with deep convolutional neural net-
works. In Proc. Adv. Neural Inf. Process. Syst., pages
1097–1105, 2012.
[18] V. Lebedev and V. Lempitsky. Fast convnets using
group-wise brain damage. In Proc. IEEE Conf. Comp.
Vis. Patt. Recogn., pages 2554–2564, 2016.
[19] B. Liu, M. Wang, H. Foroosh, M. Tappen, and M. Pen-
sky. Sparse convolutional neural networks. In Proc.
IEEE Conf. Comp. Vis. Patt. Recogn., pages 806–814,
2015.
[20] A. Novikov, D. Podoprikhin, A. Osokin, and D. P.
Vetrov. Tensorizing neural networks. In Proc. Adv.
Neural Inf. Process. Syst., pages 442–450, 2015.
[21] E. Parisotto, J. L. Ba, and R. Salakhutdinov. Actor-
mimic: Deep multitask and transfer reinforcement
learning. Proc. Int. Conf. Learn. Repren., 2016.
[22] M. Rastegari, V. Ordonez, J. Redmon, and A. Farhadi.
Xnor-net: Imagenet classification using binary convo-
lutional neural networks. In Proc. Eur. Conf. Comp.
Vis., pages 525–542, 2016.
[23] A. Romero, N. Ballas, S. E. Kahou, A. Chassang,
C. Gatta, and Y. Bengio. Fitnets: Hints for thin deep
nets. Proc. Int. Conf. Learn. Repren., 2015.
[24] O. Russakovsky, J. Deng, H. Su, J. Krause,
S. Satheesh, S. Ma, Z. Huang, A. Karpathy, A. Khosla,
M. Bernstein, et al. Imagenet large scale visual recog-
nition challenge. Int. J. Comp. Vis., 115(3):211–252,
2015.
[25] K. Simonyan and A. Zisserman. Very deep convolu-
tional networks for large-scale image recognition. In
Proc. Int. Conf. Learn. Repren., 2015.
[26] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed,
D. Anguelov, D. Erhan, V. Vanhoucke, and A. Rabi-
novich. Going deeper with convolutions. In Proc. IEEE
Conf. Comp. Vis. Patt. Recogn., pages 1–9, 2015.
[27] C. Tai, T. Xiao, Y. Zhang, X. Wang, et al. Convo-
lutional neural networks with low-rank regularization.
Proc. Int. Conf. Learn. Repren., 2016.
[28] W. Wen, C. Wu, Y. Wang, Y. Chen, and H. Li. Learn-
ing structured sparsity in deep neural networks. In
Proc. Adv. Neural Inf. Process. Syst., pages 2074–2082,
2016.
[29] J. Wu, C. Leng, Y. Wang, Q. Hu, and J. Cheng. Quan-
tized convolutional neural networks for mobile devices.
In Proc. IEEE Conf. Comp. Vis. Patt. Recogn., pages
4820–4828, 2016.
[30] S. Zagoruyko and N. Komodakis. Wide residual net-
works. arXiv preprint arXiv:1605.07146, 2016.
[31] S. Zagoruyko and N. Komodakis. Paying more atten-
tion to attention: Improving the performance of convo-
10
lutional neural networks via attention transfer. Proc.
Int. Conf. Learn. Repren., 2017.
[32] X. Zhang, X. Zhou, M. Lin, and J. Sun. Shufflenet:
An extremely efficient convolutional neural network
for mobile devices. arXiv preprint arXiv:1707.01083,
2017.
[33] X. Zhang, J. Zou, K. He, and J. Sun. Accelerating
very deep convolutional networks for classification and
detection. IEEE Trans. Pattern Anal. Mach. Intell.,
38(10):1943–1955, 2016.
[34] Y. Zhang, T. Xiang, T. M. Hospedales, and
H. Lu. Deep mutual learning. arXiv preprint
arXiv:1706.00384, 2017.
[35] A. Zhou, A. Yao, Y. Guo, L. Xu, and Y. Chen. Incre-
mental network quantization: Towards lossless cnns
with low-precision weights. Proc. Int. Conf. Learn.
Repren., 2017.
[36] S. Zhou, Y. Wu, Z. Ni, X. Zhou, H. Wen, and
Y. Zou. Dorefa-net: Training low bitwidth convolu-
tional neural networks with low bitwidth gradients.
arXiv preprint arXiv:1606.06160, 2016.
[37] C. Zhu, S. Han, H. Mao, and W. J. Dally. Trained
ternary quantization. Proc. Int. Conf. Learn. Repren.,
2017.
11
