SUMMARY This paper analyses the features required to efficiently recognize five Japanese vowels for lip-reading. Various features, such as shape and radius, are calculated from the lip region and fed to the k Nearest Neighbor method. We calculated 15 feature sets and found that the feature set including the area and aspect ratio of the mouth cavity is effective for Japanese vowel recognition.
Introduction
When perceiving speech, humans not only use the auditory information but also other information, such as lip motion, hand gestures, etc. The importance of this information becomes significant in noisy environments. Recently, speech, especially word recognition using visual information, has attracted significant interest [1] , [2] . In word recognition, the target is not just a word, but a vowel. However, since vowel frames do not contain many phonemes, vowel recognition rate is lower than that of the word. Some research has been done on vowel recognition [3] - [7] . This paper analyses features that can effectively recognize the five Japanese vowels.
Lyons et al. proposed a text entry method that uses coordinated motor action of the hand and the mouth [3] . The shape parameters (the area and the aspect ratio) of the open mouth cavity are gauged. Matsuoka et al. showed a way to discriminate the vowels, with a front and a side view [4] . Nakamura et al. applied an Active Contour Model to extract the lip shape, and the extracted contour points are fed to a neural network to estimate the five Japanese vowels [5] . However, there is few reports have extensively discussed the features for Japanese vowel recognition. This paper discusses the features that are efficient for Japanese vowel recognition. The subject sits down in a straight posture. The subject closes his lips before and after each utterance. Since the distance from the camera to the subject is different in a photography environment, the size of the lip is normalized to prevent it from influencing the features. The method followed is: First, a Sampled Active Contour Model is applied to detect the lip contour during the input image sequences. The lip size is then normalized. Second, various features are calculated and are compared with the recognition rates using the k Nearest Neigh- bor method. Finally, we determine the features that are effective for Japanese vowel recognition.
Lip Detection
To detect a lip region, we applied the Sampled Active Contour Model (S-ACM) [2] . Figure 1 shows the original images, Fig. 1 (a) is the initial frame, and The lip size varies with the distance between the camera and the speaker. Therefore, the lip size is normalized. Because a lip is closed before and after an utterance, a ratio R = W * /W is used, where W * is the standard size, and W is the average width of the lip in the first several frames. The scale normalization is applied to the target frame by using this ratio. Experimentally, we set W * = 220 pixel. Here, since the speaker was told to be sat down in a straight posture, we do not consider rotational normalization. 
Features
It is desirable to use lip movement as a dynamic feature. However, our target is five vowels, and the phonemes are of short duration and generate monotonous movement. We observed the change in the lip height and found one rough peak. We calculated the features using the frame in which the mouth is wide open. Figure 3 shows the detected five target vowels with contour points (black point), the lip region (dark gray region), and the mouth cavity (light gray region) described later. The calculations of various features in these target frames are described as follows. This paper presents three feature types: shape, radius, and approximate function.
Lyons et al. employed two shape features: area and aspect ratio [3] . They used thresholding to define the binary region of the mouth cavity. Then, the original image is converted from RGB color into HLS color space. When L is less than 0.2, the pixel is set to black (to represent the mouth cavity), otherwise the pixel is set to white (to represent the lip region). The resulting image is shown in Fig. 3 . Here, we consider three regions, a lip region with a polyline that connected the contour points, a lip region with B-Spline curve, and the mouth cavity region. Then, six features of the area (S p , S s , S c and their aspect ratios A p , A s , A c ) are defined, where, subscript p represents the polyline lip region, subscript s represents the spline curve lip region, and c represents the mouth cavity region.
We then calculate the additional shape features: V 1 , V 2 , V 3 and H as proposed by Silveria et al. [1] . H is the horizontal width of the lip region; V 1 , V 2 and V 3 are the three vertical widths, defined such that they divide the horizontal width into three equal parts. Sugahara et al. proposed two feature types for the lip region. First, the radius distance r 0 , r 1 , · · · , r 11 from the gravity of the lip to the contour; second, the time change Δr 0 , Δr 1 , · · · , Δr 11 [2] . The subscript number for each feature represents its angle. These features are calculated for every 30
• . The lip contour can be roughly divided into upper and lower lip, and both can be approximated by a quadratic function. We define a function F * by least square approximation using all upper/lower contour points, where the superscript * is either u (upper lip) or l (lower lip). Three coefficients
3 ) are defined as features.
Recognition by k-NN
There are a large number of recognition methods. This paper uses k Nearest Neighbor (k-NN) method, which is widely used. For each feature, the calculated values are normalized with a mean and a standard deviation value. We set k = 8 where we can obtain high recognition rates for k-NN.
Experiments
For experiments, we collected 200 samples of each vowel from ten subjects (A, B, C, · · · , and J), for a total of 1000 samples. Three subjects (H, I, and J) were women, and the others were men. The five target Japanese vowels were 'a', 'i', 'u', 'e' and 'o'. The image size was 720 × 480 pixels and the frame rate was 30 fps. The lip detection method was carried out for all image sequences. As for collected 1000 samples, the average W which is calculated in scale normalization process was 186.8 pixel. Furthermore, since we set a photography condition by telling the speaker to sit down in a straight posture, the average angle of inclination of lip was approximately −0.56 degree.
The recognition process was carried out for each subject using 15 feature sets. We divided 20 samples into two groups of 19 samples for training and one for recognition (namely, leave-one-out method). The resulting average recognition rates are shown in Table 1 . In this table, n f stands for the number of features.
We found that the feature set using the area and an aspect ratio afforded a high recognition rate. Although the resulting recognition rates of Silveria's features (V 1 ,V 2 ,V 3 and H), the radius features (r 0 ∼ r 11 ), and the approximate function features (F
3 ) were at approximate 85%, the recognition rate with S c and A c was the highest (94.1%). Since two feature sets (S p , A p and S s , A s ) depend on the lip region, the difference in recognizing each vowel is not much due to the thickness of the lip. On the other hand, the mouth cavity region represents the shape of mouth clearly. Therefore, the recognition rate with S c , A c is higher than that with S p , A p and S s , A s .
Conclusion
This paper analyzed the features required to efficiently recognize five Japanese vowels. We carried out the recognition process with 15 feature sets and found that the feature set including the area and aspect ratio of mouth cavity is effective with a recognition rate of 94.1%. Though a vowel can be classified by the shape of the mouth, for consonants, movements, such as the tongue inside the mouth, are important. Therefore, as future work, we intend to study consonant recognition.
