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RE´SUME´. La de´tection d’un concept visuel dans les vide´os est une taˆche difficile, spe´cialement
pour les concepts rares ou pour ceux dont il est complique´ de de´crire visuellement. Cette ques-
tion devient encore plus difficile quand on veut de´tecter une paire de concepts au lieu d’un
seul. En effet, plus le nombre de concepts pre´sents dans une sce`ne vide´o est grand, plus cette
dernie`re est complexe visuellement, et donc la difficulte´ de lui trouver une description spe´cifique
s’accroit encore plus. Deux directions principales peuvent eˆtre suivies pour tacler ce proble`me:
1) de´tecter chaque concept se´pare´ment et combiner ensuite les pre´dictions de leurs de´tecteurs
correspondants d’une manie`re similaire a` celle utilise´e souvent en recherche d’information, ou
2) conside´rer le couple comme un nouveau concept et ge´ne´rer un classifieur supervise´ pour
ce nouveau concept en infe´rant de nouvelles annotations a` partir de celles des deux concepts
formant la paire. Chacune de ces approches a ses avantages et ses inconve´nients. Le proble`me
majeur de la deuxie`me me´thode est la ne´cessite´ d’un ensemble de donne´es annote´es, surtout
pour la classe positive. S’il y a des concepts rares, cette rarete´ s’accroit encore plus pour les
paires forme´es de leurs combinaisons. D’une autre part, il peut y avoir deux concepts assez
fre´quents mais il est tre`s rare qu’ils occurrent conjointement dans un meˆme document. Cer-
tains travaux de l’e´tat de l’art ont propose´ de palier ce proble`me en re´coltant des exemples
repre´sentatifs des classes e´tudie´es du web, mais cette taˆche reste couˆteuse en temps et argent.
Nous avons compare´ les deux types d’approches sans recourir a` des ressources externes. Notre
e´valuation a e´te´ re´alise´e dans le cadre de la sous-taˆche “de´tection de paire de concepts” de la
taˆche d’indexation se´mantique (SIN) de TRECVID 2013, et les re´sultats ont re´ve´le´ que pour le
cas des vide´os, si on n’utilise pas de ressources d’information externes, les approches qui fu-
sionnent les re´sultats des deux de´tecteurs sont plus performantes, contrairement a` ce qui a e´te´
montre´ dans des travaux ante´rieurs pour le cas des images fixes. La performance des me´thodes
de´crites de´passe celle du meilleur re´sultat officiel de la campagne d’e´valuation pre´ce´demment
cite´e, de 9% en termes de gain relatif sur la pre´cision moyenne (MAP).
ABSTRACT. Single visual concept detection in videos is a hard task, especially for infrequent
concepts or for those difficult to model. This question becomes even more difficult in the case of
concept pairs. Two main directions may tackle this problem: 1) combine the predictions of their
corresponding detectors in a way that is widely used in information retrieval, or 2) build super-
vised learners for these pairs of concepts by generating annotations based on the occurrences
of the two individual concepts. Each of these approaches have advantages and drawbacks. The
major problem with the second method is the need of a set of annotated samples, especially for
the positive class. If there are some concepts which are infrequent, this scarcity is increasing
even more for pairs formed by their combinations. On the other hand, there may be two frequent
concepts but they co-occur rarely conjointly in the same document. Some studies suggested to
overcome this problem by harvesting samples from the web, but this solution is expensive in
terms of time and money. In this work, we compare the two approaches without using any exter-
nal resources. Our evaluation was carried in the context of the concept pair detection subtask
of the TRECVID 2013 semantic indexing (SIN) task, and the results showed that in the case of
videos, if we do not use external information resources, the approaches which combine the two
concepts detectors can be more efficient than learning based methods, in contrast to what was
shown previously in the case of still images. The described methods outperform the best official
result of the evaluation campaign cited previously, by 9% in terms of relative improvement on
MAP.
MOTS-CLE´S : Indexation se´mantique, Multime´dia, Fusion, Paires de concepts, Concepts visuels,
Fusion, multi-SVM TRECVid
KEYWORDS: Semantic Indexing, Multimedia, Fusion, Concept pairs, Visual concepts, Fusion,
multi-SVM TRECVid
1. Introduction
Les concepts facilitent l’acce`s aux se´mantiques d’un contenu visuel. Cela rend
la de´tection des concepts visuels une taˆche tre`s importante et inte´ressante dans
le domaine de la recherche d’informations multime´dia. En plus, rechercher la co-
occurrence d’un ensemble de concepts visuels dans des images/vide´os non annote´es
est une e´tape importante pour re´pondre a` des requeˆtes complexes des utilisateurs.
En effet, ces requeˆtes sont ge´ne´ralement exprime´es via un ensemble de termes
se´mantiques. D’une autre part, conside´rer qu’un document multime´dia est indexe´ par
plusieurs concepts est utile : une simple combinaison d’un ensemble de concepts peut
repre´senter d’autres se´mantiques pouvant eˆtre complexes. Par exemple, la combinai-
son des concepts “neige”, “montagne” et “personne(s) entrain de se de´placer” pourrait
eˆtre lie´e au fait qu’on est entrain de voir une sce`ne de “skieur” ou “une compe´tition
de ski”. Si la de´tection d’un seul concept est une dure taˆche, spe´cialement pour ceux
qui sont rares ou dont il est difficile de repre´senter ou de´crire visuellement d’une
manie`re efficace, cette difficulte´ s’accroit encore plus quand on veut ve´rifier l’occur-
rence conjointe de N concepts dans un meˆme document. De plus, une sce`ne meˆme
avec juste deux concepts tend a` eˆtre complexe visuellement, et le de´fi reste difficile
meˆme dans le cadre d’une paire de concepts. Cette remarque est confirme´e par les
re´sultats me´diocres en termes de performance, obtenus par les travaux qui se sont fo-
calise´s auparavant sur la de´tection de paire de concepts dans les images/vide´os. D’une
autre part, les approches de l’e´tat de l’art concernant la de´tection de concepts dans
les vide´os sont majoritairement base´es sur l’apprentissage supervise´. Ces me´thodes
ne´cessitent des corpus de donne´es dont l’obtention s’ave`re couˆteuse en temps et ar-
gent. Donc, si on veut construire un mode`le spe´cifique pour chaque paire de concepts,
on se heurtera force´ment au proble`me de ne´cessite´ de donne´es annote´es. Il est e´vident
que le nombre d’e´chantillons positifs pour une paire de concepts dans un corpus est
beaucoup plus petit que le nombre d’exemples positifs pour chacun des deux concepts
formant la paire. Notons aussi que s’il y a des concepts rares, cette rarete´ s’accroit
encore plus pour les paires forme´es de leurs combinaisons. D’une autre part, il peut y
avoir deux concepts assez fre´quents mais il est tre`s rare qu’ils occurrent conjointement
dans un meˆme document. Certains travaux de recherche de l’e´tat de l’art ont propose´
des me´thodes qui font l’effort de re´colter des exemples positifs et ne´gatifs du web so-
cial, mais cette solution reste couˆteuse en termes de temps et d’argent, surtout quand
on ne dispose pas de moyens ne´cessaires pour les mettre en œuvre. Ces remarques
restent valides et la situation sera encore plus complique´e si on conside`re plus de deux
concepts a` la fois. Il est donc justifie´ de s’attaquer au proble`me de la de´tection de
paires de concepts avant de passer a` la de´tection de plus de deux concepts. D’une
autre part, si une paire de concepts est fre´quente dans un corpus, cela implique que
les deux concepts la formant sont beaucoup plus fre´quents. De ce fait, l’intersection
des re´sultats des de´tecteurs des deux concepts ou la ge´ne´ration d’un mode`le spe´cifique
pour la paire, pourraient donner des re´sultats plus ou moins satisfaisants, graˆce a` la dis-
ponibilite´ des donne´es. Le grand de´fi concerne le cas des paires rares dans lequel un
classifieur supervise´ aura suˆrement du mal a` trouver une se´paration efficace a` cause du
manque de donne´es. A` base de ce raisonnement et de´tails, nous nous focalisons dans
ce travail exclusivement sur la de´tection de paires (bi-concept) rares de concepts dans
les vide´os.
Une alternative a` l’ide´e de ge´ne´rer un mode`le spe´cifique pour chaque bi-concept
consiste en la combinaison des scores de pre´diction des de´tecteurs des deux concepts
formant la paire. En effet, rechercher une paire de concepts (A,B) est similaire a` la
recherche de l’occurrence de A ET B dans le meˆme document. On peut penser au
mode`le boole´en ponde´re´ de Fox (1983) ou a des implications de logique floue (Luka-
siewicz, Zadeh). Un des avantages de cette ide´e c’est qu’elle ne ne´cessite pas de traite-
ments additionnels couˆteux car le proble`me consiste en gros a` fusionner les re´ponses
relatives aux de´tecteurs des deux concepts. Cependant, ces approches ne peuvent pas
prendre en conside´ration les spe´cificite´s visuelles qui caracte´risent les co-occurrences
de concepts dans un meˆme plan vide´o. Par exemple, les avions pourraient co-occurer
avec les baˆtiments et dans ce cas, les avions pourraient avoir des spe´cificite´s visibles,
comme de visibles e´quipements d’atterrissage. Ce genre de spe´cificite´s n’est pas pris
en compte en fusionnant les scores de de´tection. Laquelle des deux types d’approches
faut-il utiliser ? Le but de ce travail est de re´pondre a` cette question, tout en gardant a`
l’esprit que nous ne voulons pas une solution imposant des traitements tre`s couˆteux.
Dans l’e´tat de l’art, les me´thodes qui ont adresse´ le proble`me de la de´tection de
paires de concepts n’ont pas e´te´ tre`s convaincantes en termes de performance. Dans
TRECVID 2012, une sous-taˆche de la taˆche d’indexation se´mantique (SIN) a e´te´ in-
troduite pour la premie`re fois, pour traiter le proble`me de la de´tection de paires de
concepts, a` laquelle six e´quipes ont participe´ et le meilleur syste`me a obtenu une va-
leur de pre´cision moyenne (MAP) qui n’a pas de´passe´ pas les 8%, sachant que la
performance des meilleurs syste`mes pour de´tecter un seul concept dans la taˆche SIN
de TRECVID 2012 a e´te´ de l’ordre de 30% en MAP. Cela montre l’e´tendu du de´fi
concernant la proble´matique aborde´e.
Le reste de l’article est organise´ comme suit. La section 2 pre´sente un ensemble de
travaux ayant un lien avec la proble´matique e´tudie´e. Dans la section 3 nous de´crivons
une approche permettant de ge´ne´rer un mode`le spe´cifique pour chaque paire de
concepts et quelques variantes de la me´thode qui consiste a` fusionner les sorties de
de´tecteurs de concepts individuels. Les expe´rimentations sont de´crites et discute´es
dans la section 4. Nous concluons dans la section 5 en citant des perspectives pour les
travaux a` venir.
2. E´tat de l’art
Pour de´tecter une paire de concept, on pourrait combiner les re´sultats des
de´tecteurs des concepts formant la paire. Meˆme si la performance des de´tecteurs
individuels est raisonnablement bonne, la fusion de leurs scores donne de mauvais
re´sultats (Li et al., 2012). Un nombre conside´rable de travaux de recherche se sont
facalise´s sur cet axe. Dans (Aly et al., 2008), les auteurs utilisent des re`gles de
produit comme fonction de fusion, et plusieurs travaux (Wei et al., 2011 ; Snoek
et al., 2007 ; Li et al., 2007 ; Chang et al., 2006 ; Yan et Hauptmann, 2003) ont e´tudie´
des fusion line´aires. Ces travaux ne concernent pas spe´cifiquement la de´tection des
paires de concepts (bi-concepts).
En ce qui concerne les e´tudes sur la de´tection de bi-concepts dans les documents
multime´dias, a` savoir des images fixes, (Li et al., 2012) proposent de ge´ne´rer un
mode`le par bi-concept a` partir des e´chantillons collecte´s du web social. Les auteurs
sont arrive´s a` la conclusion qu’apprendre des mode`les de bi-concepts est mieux qu’une
fusion line´aire de de´tecteurs de concepts individuels. La question reste cependant ou-
verte pour le cas des vide´os. Dans (Wang et Forsyth, 2009), les auteurs pre´sentent une
me´thode pour apprendre des attributs visuels (e.g., red, metal, spotted) et des classes
d’objets (e.g., car, dress, umbrella) ensemble, mais ce ne sont re´ellement pas des bi-
concepts parce que le couple refe`re a` un et un seul et meˆme concept (e.g., Le couple
(voiture, rouge) fait re´fe´rence a` une meˆme chose qui est une voiture).
Nous avons remarque´ qu’il y a tre`s peu d’e´tudes dans l’e´tat de l’art qui ont adresse´
d’une manie`re spe´cifique le proble`me de la de´tection de paires de concepts dans les
documents multime´dia, encore moins pour le cas des vide´os. Nous rappelons que dans
le cadre de ce travail, nous utilisons certaines approches existantes dans le domaine
de la recherche d’information pour les appliquer et les comparer dans le cadre de la
de´tection de paires rares de concepts dans les vide´os. Le choix est fait de manie`re a`
garder une certaine ge´ne´ralite´ et un peu de re´alisme, en e´vitant de cre´er explicitement
des traitements tre`s couˆteux. Nous avons choisi des me´thodes simples et faciles a`
mettre en œuvre, et surtout ne ne´cessitant pas de ressources externes d’information.
Le travail que nous proposons ici se heurte au proble`me de la rarete´ des
e´chantillons positifs. Plusieurs chercheurs se sont focalise´ sur ce proble`me proble`me.
L’apprentissage actif demeure une solution efficace. Pour pallier le proble`me de la
rarete´ des e´chantillons ou plus pre´cise´ment le proble`me des classes de´se´quilibre´es,
des chercheurs ont propose´ de re-e´chantillonner les donne´es de de´veloppement ini-
tiales, soit par un sur-e´chantillonnage de la classe minoritaire, ou par un sous-
e´chantillonnage de la classe majoritaire. Ceci est fait de telle manie`re que les classes
soient pre´sente´es d’une manie`re plus e´quilibre´e (Bishop, 2007 ; Chawla et al., 2002 ;
Weiss et Provost, 2001). Le sur-e´chantillonnage induit a` un temps d’apprentissage
plus long et au proble`me de gourmandise en me´moire, en raison de l’augmentation
du nombre d’instances d’entrainement. En effet, le couˆt de calcul sera plus e´leve´ pour
pre´-traiter les donne´es. D’une autre part, le sous-e´chantillonnage peut conduire a` une
perte d’information, en raison du fait qu’il peut ignorer des donne´es utiles qui pour-
raient eˆtre importantes pour le processus d’apprentissage. Certains autres chercheurs
ont pense´ a` entrainer leurs classifieurs sur des donne´es auxiliaires ou additionnelles (Li
et al., 2012 ; Wu et Dietterich, 2004) obtenues depuis une source externe. Il existe
e´galement une autre solution, qui consiste en l’utilisation des e´chantillons d’une seule
classe, typiquement la classe cible (positive), au lieu d’opter pour une classification
binaire (les classes positive et ne´gative), comme SVM a` une seule classe (SVM one-
class) (Chen et al., 2001), mais la performance de ce genre de me´thodes de´pend de la
repre´sentativite´ des e´chantillons d’apprentissage.
Nous conside´rons par la suite, deux cate´gories d’approches pour la de´tection de
paires rares de concepts dans les vide´os. La premie`re construit un mode`le de bi-
concept en utilisant une me´thode d’apprentissage d’ensembles (Ensemble learning),
avec une philosophie similaire a` celle de (Li et al., 2012), en conside´rant quelques
adaptations aux : 1) paires de concepts, 2) cas des vide´os, et 3) me´thodes d’apprentis-
sage de l’e´tat de l’art pour l’indexation des vide´os. Nous avons choisi ce type de clas-
sifieur pour traiter le proble`me de la rarete´ des e´chantillons positifs. Dans le deuxie`me
type d’approches, les de´tecteurs de concepts individuels sont fusionne´s en utilisant de
sche´mas simples, sans aucune e´tape d’apprentissage.
3. Propositions
3.1. Mode`les de paire de concepts
Nous proposons d’utiliser une me´thode qui consiste a` ge´ne´rer un mode`le
spe´cifique pour chaque paire de concepts. Contrairement a` (Li et al., 2012), nous
ne conside´rons pas de donne´es supple´mentaires, mais nous nous servons uniquement
des donne´es relatives aux concepts singuliers.
Nous mode´lisons cette approche par un 10-tuple :
< Csingle, Cpaire, E,ED, ET , Fdescr, F
single
ann , F
paire
ann , F
paire
detect, Fd−fuse >
Ou` :
– Csingle : L’ensemble de concepts singuliers ;
– Cpaire : L’ensemble des paires de concepts. Pour chaque paire (A, B), on a
ne´cessairement A ∈ Csingle et B ∈ Csingle ;
– E : L’ensemble des e´chantillons ;
– ED : ED ⊂ E ; L’ensemble d’apprentissage annote´ manuellement par au moins
une concept c ∈ Csingle ;
– ET : ET ⊂ E ; L’ensemble des e´chantillons de test ;
– F singleann : ED × C
single → {0, 1,−1} ; Cette fonction renvoie un entier positif
correspondant a` l’annotation (dans notre cas manuelle) d’un e´chantillon e ∈ ED par
un concept c ∈ Csingle. La valeur renvoye´e appartient a` l’ensemble {0, 1,−1} ou` 0 :
signifie que l’exemple est annote´ ne´gativement, 1 : signifie que l’exemple est annote´
positif et la valeur -1 est renvoye´e quand l’e´chantillon n’est pas annote´ ;
– Fdescr : E → R
dim ; cette fonction donne une description d’un e´chantillon
e ∈ E. dim est la taille du descripteur extrait ;
– F paireann : ED × C
paire → {0, 1,−1} ; cette fonction renvoie une valeur entie`re
correspondant a` l’annotation d’un e´chantillon e ∈ ED par une paire de concept
pc ∈ Cpaire. La valeur renvoye´e appartient a` l’ensemble {0, 1, -1} ou` 0 : signifie
que l’exemple est annote´ ne´gativement, 1 : signifie que l’exemple est annote´ positif et
la valeur -1 est renvoye´e quand l’e´chantillon n’est pas annote´ ;
– F pairedetect : E×C
paire → R. Cette fonction de´tecte une paire de concepts dans un
e´chantillon e ∈ E et renvoie une valeur correspondant au score de de´tection ;
– Fd−fuse : Cette fonction renvoie une valeur correspondant a` la fusion d’un cer-
tains nombre de scores. Comme par exemple la fusion des scores obtenus en utilisant
diffe´rents descripteurs.
Pour instancier ce mode`le nous de´finissons dans ce qui suit les diffe´rentes fonc-
tions. Nous nous basons pour cela uniquement sur les donne´es relatives aux concepts
singuliers.
F singleann est remplace´e par le roˆle d’un expert humain charge´ d’annoter manuel-
lement l’ensemble de donne´es d’apprentissage. E´tant donne´e une paire de concept
(c1,c2), nous de´finissons la fonction F
paire
ann comme l’intersection des annotations par
c1 et c2 :
F paireann (e, (c1, c2)) =


1 (positif) si F singleann (e, c1) = 1 et F
single
ann (e, c2) = 1
0 (ne´gatif) si F singleann (e, c1) = 0 ou F
single
ann (e, c2) = 0
−1 (non annote´) sinon
Ge´ne´ralement il y a peu d’exemples positifs et beaucoup d’exemples non an-
note´s. Par conse´quent, la fonction F paireann donne une matrice d’annotations creuse.
Autrement dit, F paireann donnerait tre`s peu d’exemples positifs et beaucoup d’exemples
non annote´s. Il faut savoir aussi que les e´chantillons non annote´s ne seront pas uti-
lise´s dans l’e´tape d’apprentissage. Ce phe´nome`ne complique la situation et affecte
ne´gativement la performance des classifieurs. Pour pallier a` cet inconve´nient, nous
proposons d’utiliser comme fonction F pairedetect, une me´thode d’ensemble pour l’appren-
tissage et plus pre´cise´ment le “Bagging”. Ce genre d’approche est compatible avec le
proble`me de classes de´se´quilibre´es. Nous choisissons la me´thode de´crite dans (Safadi
et Que´not, 2010), pour ses bons re´sultats dans le contexte de la de´tection de concepts
visuels dans les vide´os et sa compatibilite´ avec le proble`me de classes de´se´quilibre´es.
Elle consiste a` combiner m classifieurs via une strate´gie de “Bagging” ou` chacun
d’entre eux utilise tous les e´chantillons d’apprentissage de la classe domine´e (dans
notre cas : la classe positive), et un ensemble d’e´chantillons de la classe dominante
(dans notre cas : la classe ne´gative) est tire´ ale´atoirement avec remise (boostrap), avec :
m = (fneg ∗Nneg)/(fpos ∗Npos)
ou` Npos : est le nombre d’exemples positifs, Nneg : est le nombre d’e´chantillons
ne´gatifs, fneg et fpos sont des parame`tres (entiers positifs non nuls) relatifs aux
classes positive et ne´gative, respectivement. Nous rappelons a` ce stade, que l’annota-
tion concerne une paire de concepts et non un concept individuel. fpos ge`re la propor-
tion des e´chantillons de la classe dominante qu’on veut utiliser, par rapport au nombre
d’exemples de la classe domine´e (e.g. deux fois plus d’exemples ne´gatifs que positifs).
fneg quant a` lui, permet de controˆler a` l’aide de fpos le nombre de classifieurs souhaite´.
L’ensemble ED est de´vise´ en m sous-ensembles, ou` chaque sous-ensemble contient
tous les exemples positifs contenus dans ED et (fpos ∗ Npos) exemples ne´gatifs sont
tire´s ale´atoirement avec remise. Ensuite chacun des m classifieurs est entraine´ sur un
sous-ensemble diffe´rent. On remarque que la contrainte fneg∗Nneg ≥ fpos∗Npos doit
eˆtre ve´rifie´e. Finalement les scores desm classifieurs sont fusionne´s en utilisant n’im-
porte quelle fonction possible. Dans notre cas, nous choisissons une moyenne simple
des scores de pre´dictions, pour sa simplicite´ d’une part et aussi pour ses bons re´sultats
dans le contexte aborde´ et les donne´es utilise´es dans nos expe´rimentations. Plus la
valeur de m est grande, meilleure est la performance finale. Pour le type des classi-
fieurs combine´s, nous retenons dans notre travail :“SVM”, pour ses bons re´sultats dans
le domaine de l’indexation des vide´os. Nous appellerons par la suite, cette me´thode
globale de classification : “multi-SVMs”.
Pour de´crire un plan vide´o (Fdescr), nous proposons d’utiliser plusieurs types de
descripteurs et ce, pour chaque plan vide´o. Fdescr correspond donc a` la me´thode
d’extraction de descripteurs de bas niveau (e.g., visuel, audio, etc) des plans vide´o.
Nous aborderons les de´tails concernant les descripteurs utilise´s dans la section4. Pour
la fusion tardive (Fd−fuse) des re´sultats obtenus par les diffe´rents descripteurs uti-
lise´s, nous choisissons d’utiliser une somme ponde´re´e ou` les poids sont des scores de
confiance :
Fd−fuse(sc1, sc2, . . . , scN ) =
1
N
N∑
i=1
sci ∗ Conf [i]
ou` sci est le score obtenu par le i
eme re´sultat (en utilisant le ieme descripteur),
Conf [i] : est un score de confiance concernant le ieme re´sultat (ieme descripteur),
et N est le nombre de re´sultats a` fusionner. Nous choisissons la pre´cision moyenne
calcule´e sur un corpus de de´veloppement comme score de confiance. Le score renvoye´
par Fd−fuse sera le score final de de´tection de la paire dans l’e´chantillon en question.
Nous appellerons dans ce qui suit, le re´sultat obtenu en utilisant cette me´thode :
learnDouble.
3.2. Fusion de de´tecteurs de concepts individuels
Les me´thodes qui consistent a` fusionner les scores de de´tection ont un grand avan-
tage sur la me´thode d’apprentissage directe : elles ne ne´cessitent pas de lourds traite-
ments pour les nouvelles requeˆtes. Les me´thodes que nous allons utiliser n’ont aucun
parame`tre a` apprendre et/ou a` optimiser, ce qui permet leur application directement et
facilement sur n’importe quelle paire de concepts. Nous proposons le mode`le ge´ne´ral
suivant :
< Csingle, Cpaire, E,ED, ET , Fdescr, F
single
ann , F
c
detect, F
paire
detect > Ou` :
– Csingle, Cpaire, E, ED ⊂ E, ET ⊂ E , F
single
ann , Fdescr, sont de´finis dans le
mode`le de la section 3.1.
– F cdetect : E → R. Cette fonction de´tecte un concept c ∈ C
single dans un
e´chantillon e ∈ E et renvoie une valeur correspondant au score de de´tection. Elle
peut eˆtre diffe´rente pour chaque concept individuel c, comme elle peut eˆtre la meˆme
fonction pour tous les concepts dans une approche ge´ne´rique ;
– F pairedetect : E × C
paire → R. Cette fonction de´tecte une paire de concept pc ∈
Cpaire dans un e´chantillon e ∈ E et renvoie une valeur correspondant au score de
de´tection ;
Pour instantier le mode`le on se contentera de de´finir F cdetect et F
paire
detect, puisque
les parame`tres Fdescr, F
single
ann ne changeront pas par rapport au mode`le de´crit
dans la sous-section pre´ce´dente. Nous choisissons comme fonction F cdetect la meˆme
me´thode choisie pour la ge´ne´ration de mode`le pour les paires de concepts : “multi-
SVMs” (Safadi et Que´not, 2010), dont nous avons re´sume´e le principe de fonctionne-
ment pre´ce´demment. Ce choix est justifie´ d’une part par la compatibilite´ de la me´thode
avec le proble`me des classes de´se´quilibre´es et donc la rarete´ des exemples positifs, et
d’une autre part pour ses bons re´sultats. La seule diffe´rence c’est qu’il faut utiliser
comme annotations le re´sultat de la fonction F singleann , qui dans notre cas est remplace´e
par un expert humain fournissant des annotations manuelles.
En ce qui concerne la fonction F pairedetect, nous allons examiner plusieurs me´thodes
de fusion de scores. Nous avons fait dans nos expe´riences le maximum pour rendre
ou garder ces scores de probabilite´s homoge`nes. Cela peut eˆtre fait en conside´rant la
normalisation de Platt (Platt, 2000) des sorties des classifieurs, et/ou en utilisant une
fonction de fusion approprie´e. En effet, cette normalisation a un effet sur l’efficacite´
des me´thodes envisage´es. Nous proposons d’utiliser les me´thodes de fusion suivantes :
– Une fusion line´aire, que nous appellerons linFus : moyenne arithme´tique des
scores. Ce type de fusion est liste´ dans (Li et al., 2012) :
F pairedetect(e, (c1, c2)) = (F
c1
detect(e) + F
c2
detect(e))/2
– Me´thode base´e sur la notion de probabilite´, appele´e dans ce qui suit prodFus,
ou moyenne ge´ome´trique des scores. Cette me´thode conside`re que les scores sont des
probabilite´s et que ces probabilite´s sont obtenues par des de´tecteurs conditionnelle-
ment inde´pendants (la racine carre´e ne change pas l’ordre des shots) :
F pairedetect(e, (c1, c2)) =
√
F c1detect(e).F
c2
detect(e)
– Une fusion base´e sur les rangs que nous appellerons rankFus. Cette me´thode
combine les re´sultats de de´tection en se basant sur la sommation des positions des
rangs des documents a` partir de deux listes trie´es de re´sultats. Elle est similaire a`
linFus, a` l’exception que les scores sont remplace´s par les rangs qui sont eux meˆmes
de´rive´s des scores et normalise´s entre 0 et 1 (Smeaton, 1998). Les rangs ne sont pas
homoge`nes aux probabilite´s, puisque le passage des scores aux probabilite´s induit
une perte d’informations. Le calcul du score final de de´tection passe par les e´tapes
suivantes :
1) Pour chaque paire (c1, c2) ∈ C
paire convertir les scores de de´tection de c1
en scores repre´sentant le rang de chaque e´chantillon parmi tous les autres :
scrang(e, c1) =
N − Frank(F
c1
detect(e)) + 1
N
ou`Frank est une fonction qui renvoie le rang du document e en comparant son score de
de´tection F c1detect(e) avec ceux de tous les autres, et N est le nombre des e´chantillons
test ;
2) Trier les e´le´ments test selon les scores scrangc1 , et les deviser en nb bins. La
valeur de nb peut eˆtre optimise´e par validation croise´e ou fixe´e de`s le de´part.
3) Dans chaque bin, re-trier ses e´le´ments en fonction de F c2detect(e) et calcu-
ler de nouveaux scores (scorerangc1 ) base´s sur les rangs comme dans l’e´tape 1 par
exemple ;
4) Reprendre les e´tapes 1, 2 et 3 en inversant les roˆles des concepts c1 et c2
5) Combiner les scores scorerangc1 et score
rang
c2
. Par exemple, comme suit :
F pairedetect(e, (c1, c2)) =
1
2
(scorerangc1 (e) + score
rang
c2
(e))
– Une approche inspire´e de l’approche boole´enne e´tendue de (Salton et al., 1983),
que nous nommerons boolFus, qui conside`re une paire de concepts comme la conjonc-
tion de deux concepts :
F pairedetect(e, (c1, c2)) = 1−
√
((1− F c1detect(e))
2 + (1− F c2detect(e))
2)/2
Le score renvoye´ par F pairedetect(e, (c1, c2)) sera le score final de de´tection de la paire
(c1, c2) dans le plan e.
4. Expe´rimentations et re´sultats
4.1. Donne´es
Nous avons e´value´ les approches de´crites dans les sections pre´ce´dentes dans le
cadre de la sous-taˆche “de´tection de paire de concepts” de la taˆche d’indexation
se´mantique de TRECVID 2013. Les annotations pour les concepts singuliers ont e´te´
fournies par l’annotation collaborative de TRECVID (Ayache et Que´not, 2008). Cette
sous-taˆche de´finit 10 paires de concepts rares et la performance est mesure´e par la
pre´cision moyenne infe´re´e (InfAP).
Nous avons ge´ne´re´ les annotations par paire de concepts a` partir de celles des
concepts singuliers, comme de´crit dans la section3.1 (via la fonction F paireann ). Le
nombre d’exemples positifs re´sultant est tre`s petit, spe´cialement pour certains bi-
concepts. Le tableau1 montre les paires de concepts utilise´es ainsi que des de´tails
sur leurs fre´quences dans le corpus d’apprentissage utilise´. Nous pouvons voir que
quatre parmi les dix paires de concepts ont moins de 10 exemples positifs. Nous no-
tons aussi que pour faire la validation croise´e, ce corpus d’apprentissage doit eˆtre di-
vise´ en sous-parties, ce qui diminuera encore plus le nombre d’e´chantillons a` l’entre´e
des classifieurs. Cela refle`te la difficulte´ de la taˆche.
Tableau 1. Fre´quences des paires de concepts dans le corpus d’apprentissage TREC-
VID 2013. Les annotations sont le re´sultat d’une intersection des annotations des deux
concepts singuliers
Paires de concepts # positifs # negatifs #non annote´s
Telephones+Girl 1 18918 527004
Kitchen+Boy 12 43845 502066
Flags+Boat Ship 4 10123 535796
Boat Ship+Bridges 27 39200 506696
Quadruped+Hand 26 18392 527505
Motorcycle+Bus 9 82490 463424
Chair+George Bush 41 23881 522001
Flowers+Animal 67 41875 503981
Explosion Fire+Dancing 0 19550 526373
Government Leader+Flags 321 12828 532774
Pour la description du contenu des plans vide´o, nous avons utilise´ au total de 66
variantes de 12 types de descripteurs fournis par le groupe IRIM (Ballas et al., 2012).
Les variantes d’un meˆme descripteur se diffe´rencient par de le´gers de´tails comme
par exemple, la taille du dictionnaire utilise´ pour la ge´ne´ration des sacs de mots.
Nous avons conside´re´ des descripteurs de type : transformation Gabor pour la tex-
ture, histogrammes de couleurs, SIFT, STIP, VLAT, Percepts. . .Tous ces descripteurs
sont re´pertorie´s et de´crits dans (Ballas et al., 2012).
Pour la de´tection des concepts singuliers, nous avons utilise´ un classificateur super-
vise´ de type multi-SVMs. Comme de´crit pre´ce´demment, Multi-SVMs consiste a` com-
biner un nombre de classificateurs de type SVM dans un sche´ma de “Bagging”, en pre-
nant pour chacun d’eux tous les e´chantillons de la classe positive et en se´lectionnant
un certain nombre d’e´chantillons de la classe ne´gative via un tirage ale´atoire avec re-
mise (boostrap). Comme entre´e aux Multi-SVMs, les descripteurs cite´s ci-dessus sont
extraits de chaque plan vide´o. Quant a` leurs sorties, elles sont finalement fusionne´es
pour chaque plan vide´o afin de calculer un score de classification. Cela est re´alise´ via
une moyenne simple. Pour chaque plan vide´o, les scores obtenus par les diffe´rents
descripteurs sont fusionne´s en utilisant une me´thode de fusion hie´rarchique de´crite
dans (Tiberius Strat et al., 2012), pour donner un score final de de´tection d’un concept
singulier dans le plan vide´o concerne´. Finalement les diffe´rentes me´thodes de´crites
dans la section3.2 sont applique´es en se basant sur les scores finaux pre´ce´demment
calcule´s.
Pour l’approche consistant a` ge´ne´rer un mode`le par paire de concepts, les
de´tecteurs sont construits en suivant globalement le meˆme sche´ma de classification
que pour les de´tecteurs de concepts singuliers (multi-SVMs comme classifieur, meˆme
descripteurs). La diffe´rence se re´sume sur les annotations utilise´es. Finalement les
re´sultats obtenus par les diffe´rents descripteurs sont fusionne´s en utilisant la fonction
Fd−fuse de´crite dans la section3.1, qui est une moyenne ponde´re´e des sorties des
Multi-SVMs ou` les poids sont les valeurs de la pre´cision moyenne calcule´es sur un
corpus de de´veloppement. Nous notons qu’a` ce stade, nous avons privile´gie´ la somme
ponde´re´e sur la fusion hie´rarchique (Tiberius Strat et al., 2012), parce que nous avons
constate´ que cette dernie`re ne marche pas bien pour le cas des mode`les par paire de
concepts, meˆme si ses re´sultats dans le cas des concepts singuliers sont assez bons.
4.2. Re´sultats
Tableau 2. Re´sultats (InfAP) sur le corpus de test : InfAP pour les 10 paires de
concepts e´value´es dans TRECVID 2013. Les parame`tres d’apprentissage concernant
l’approche “learnDouble” sont optimise´s par validation croise´e.
Syste`me MAP
Meilleure soumission TRECVid 2013 0.1616
linFus 0.1613
prodFus 0.1761
rankFus 0.1767
boolFus 0.1724
learnDouble 0.1514
Le tableau 2 pre´sente les re´sultats obtenus en termes de pre´cision moyenne infe´re´e
InfAP pour les approches conside´re´es. Dans ce tableau, la premie`re ligne pre´sente
le meilleur syste`me officiellement e´value´ dans la sous-taˆche “de´tection de paires de
concepts” de TRECVID 2013 . Le groupe des quatre lignes suivantes concernent les
re´sultats obtenus par les me´thodes de fusion et la dernie`re ligne pre´sente le re´sultat
obtenu par la me´thode d’apprentissage. Les approches de fusion sont nettement plus
performantes que celle d’apprentissage . Parmi les me´thodes de fusion, les meilleures
sont “prodFus” et “rankFus”. Nous notons dans ce contexte, que dans (Li et al., 2012),
les auteurs sont arrive´s a` une autre conclusion concernant la de´tection de paires de
concepts dans les images fixes. En effet, les auteurs ont conclu que la ge´ne´ration d’un
mode`le spe´cifique par paire concept est plus efficace que la combinaison de de´tecteurs
de concepts individuels. Or, leurs conditions d’expe´rimentations diffe`rent des noˆtres
concernant plusieurs points. Premie`rement, le type de donne´es conside´re´ dans les
deux travaux est diffe´rent (vide´os dans notre travail vs. les images fixes dans (Li
et al., 2012)). D’une autre part, en plus du fait que dans (Li et al., 2012), une col-
lecte de bons exemples positifs et ne´gatifs pre´ce`de la phase d’apprentissage, dans
notre travail, nous conside´rons des paires rares de concepts. Nous rappelons ici, que
quatre paires de concepts ont moins de 10 e´chantillons positifs pour l’apprentissage (1
pour Telephones+Girl, 4 pour Flags+Boat Ship, 9 pour Motorcycle+Bus et 0 pour Ex-
plosion Fire+Dancing), expliquant pourquoi la performance est infe´rieure pour l’ap-
proche “learnDouble”. Nous notons aussi, que pour certaines paires de concepts pour
lesquelles il y a trop peu d’exemples positifs, il s’est ave´re´ impossible de de´rouler la
me´thode d’apprentissage, ce qui a conduit a` des re´sultats me´diocres, comme c’est le
cas pour les deux paires “Telephones+Girl ” et “Explosion Fire+Dancing” (voir la fi-
gure 1). A` l’oppose´ de notre situation, la fre´quence moyenne des paires de concepts
utilise´es dans (Li et al., 2012) est d’environ 3900. D’une autre part, la me´thode utilise´e
pour ge´ne´rer les de´tecteurs de concepts individuels a certainement aussi un impact sur
le re´sultat de la fusion. En effet, chaque me´thode capture des informations se´mantiques
diffe´rentes. Dans (Li et al., 2012), les auteurs disent que la recherche de bi-concepts
exige des de´tecteurs individuels avec une bonne capacite´ de discrimination, ce qui est
le cas dans notre travail. En effet, notre syste`me de de´tection des concepts individuels
a e´te´ classe´ deuxie`me dans la taˆche d’indexation se´mantique (SIN) de la compagne
d’e´valuation TRECVID 2013.
On remarque aussi dans le meˆme tableau que les re´sultats obtenus de´passent le
meilleur re´sultat officiel de TRECVID 2013, par 9,34 % ( 100 * (0,1767 -0,1616 ) /
0,1616 = 9,34 % ). Nous pouvons voir a` l’aide du test “Student” apparie´ bilate´ral que,
meˆme si les valeurs de MAP diffe`rent beaucoup, les re´sultats du tableau 2 ne sont pas
statistiquement diffe´rents, avec une valeur de p < 5 % , cela est duˆ principalement au
nombre petit des paires de concepts conside´re´es (uniquement 10 paires). Les me´thodes
pre´sente´es ici ne sont pas toutes incluses dans nos soumissions officielles a` la sous-
taˆche de de´tection de paires de concepts TRECVID 2013, cela est duˆ au fait que les
re´sultats de´finitifs n’e´taient pas acheve´s avant la date limite. Malgre´ c¸a, nous avons
quand meˆme obtenu la quatrie`me place.
Figure 1. Re´sultats des diffe´rentes approches pour la de´tection de paires de concepts
sur la collection TRECVID 2013, et comparaison avec le meilleur re´sultat de la taˆche
SIN de TRECVID 2013.
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La figure Fig.1 de´crit les re´sultats par paire de concepts en termes de pre´cision
moyenne (AP) obtenus par les diffe´rentes approches conside´re´es et une comparaison
avec le meilleur syste`me officiellement e´value´ dans TRECVID 2013. Nous pouvons
voir que l’approche fonde´e sur l’apprentissage d’un mode`le par paire de concepts est la
plus efficace pour les paires : “Quadruped+Hand” “et “Motorcycle+Bus”, mais cette
performance ne compense pas l’e´chec sur les autres paires. Nous constatons aussi
que dans la valeur de MAP globale, il y a les valeurs de AP de deux paires qui do-
minent : “Chair+George Bush” et “Government Leader+Flags”, et que les diffe´rentes
me´thodes sont assez mauvaises en ce qui concerne la de´tection de certaines paires de
concepts. Cela nous motive a` utiliser a` l’avenir des ressources externes d’informations
pour pallier cet inconve´nient.
5. Conclusion et perspectives
Nous avons compare´ deux types d’approches pour de´tecter des paires (bi-concepts)
rares de concepts visuels dans les vide´os. La premie`re consiste en la construction d’un
mode`le par bi-concept en ge´ne´rant des annotations en se basant sur celles des concepts
singuliers, et en utilisant une me´thode d’apprentissage d’ensembles. La deuxie`me est
base´e sur la combinaison des sorties de de´tecteurs de concepts formant la paire, et
ne ne´cessite aucune e´tape supple´mentaire d’apprentissage. Contrairement a` ce qui a
e´te´ observe´ dans des travaux ante´rieurs concernant les images, pour le cas des vide´os,
mais sans recourir a` des ressources externes, l’approche de fusion des deux de´tecteurs
donne de meilleurs re´sultats par rapport a` la me´thode base´e sur l’apprentissage direct
d’un mode`le par paire de concepts. De plus, les approches de fusion sont e´galement
beaucoup plus faciles a` mettre en œuvre et ne ne´cessitent ni un re-apprentissage ni de
re´glages et optimisations des parame`tres.
Pour les travaux a` venir, nous conside´rons l’inte´gration des informations ex-
ternes (e.g., le contexte, des ontologies, des annotations supple´mentaires, re´colte
des e´chantillons positifs,. . .) dans nos approches. Nous pensons que cela pourrait
ame´liorer encore plus les re´sultats. Par ailleurs, nous sommes e´galement inte´resse´s
par la conside´ration de la de´tection de plusieurs concepts au lieu de seulement deux.
Un autre objectif inte´ressant serait d’appliquer nos me´thodes sur les meˆmes corpus
utilise´s dans l’e´tat de l’art pour confirmer ou infirmer certaines hypothe`ses, surtout
celles qui sont en conflit avec les re´sultats obtenus dans ce travail.
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