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Abstract
Some bounds for the spectral radius of the Hadamard product of two nonneg-
ative matrices are given. Some results involve M-matrices.
1 Introduction
For any two n × n matrices A =( aij)a n dB =( bij), the Hadamard product of A and
B is A ◦ B := (aijbij). It is known [6, p.358] that if A,B ∈ Rn×n are nonnegative
matrices, then
ρ(A ◦ B) ≤ ρ(A)ρ(B), (1)
where ρ(A) denotes the spectral radius of A, and in this case it is equal to the Perron
root of A. See [3] for some generalizations. It is a neat inequality and bears some
symmetry, i.e., the inequality remains unchanged if A and B are switched (unlike the
usual matrix multiplication, Hadamard product is commutative).
Due to the monotonicity of the Perron root of the nonnegative B ∈ Rn×n [5, p.491],
one has
max
i=1,...,n
bii ≤ ρ(B). (2)
The lower bound is clearly attained when B is nonnegative diagonal. Is it possible to
have a better bound like the following for ρ(A ◦ B), where A,B ≥ 0?
ρ(A ◦ B) ≤ ρ(A)m a x
i=1,...,n
bii (3)
If the suspected inequality (3) is true, it would provide a better and computationally
simpler upper bound. However the answer is negative in view of the following example.
EXAMPLE 1. Let
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A =
 
01
10
 
,B =
 
12
21
 
,A ◦ B =
 
02
20
 
.
Evidently ρ(A)=1 ,ρ(B)=3 ,ρ(A ◦ B)=2a n dm a x i=1,2 bii =1 .S o
ρ(A ◦ B)   ≤ρ(A)m a x
1≤i≤2
bii.
This example can be extended to the n × n (n ≥ 3) case by attaching In−2 via direct
sum.
In the next section we will provide a necessary condition for (3) to be valid. It
turns out the condition is satisﬁed by an important class of matrices called inverse
M-matrices. In Section 3 we will provide another upper bound.
2 Some Bounds and Diagonal Dominance
Am a t r i xA is said to be diagonally dominant of its row entries (respectively, of its
columns entries) if
|aii| ≥ |aij| (respectively |aii| ≥ |aji|)
for each i =1 ,...,n and all j  = i. Similarly we deﬁne diagonally subdominant of its
row entries (respectively, of its columns entries) by reversing the inequalities. Strictly
diagonal dominance is deﬁned similarly [6, p.125].
THEOREM 1. Let A ≥ 0, B ≥ 0b en × n nonnegative matrices. If there exists a
positive diagonal D such that DBD−1 is diagonally dominant of its column (or row)
entries, then
ρ(B) ≤ trB, (4)
and
ρ(A ◦ B) ≤ ρ(A)m a x
i=1,...,n
bii. (5)
Similarly, if there exists a positive diagonal D such that DBD−1 is diagonally subdom-
inant of its column (or row) entries, then
ρ(B) ≥ trB
and
ρ(A)m i n
i=1,...,n
bii ≤ ρ(A ◦ B).
PROOF. Notice that A ◦ (DBD−1)=D(A ◦ B)D−1 and hence ρ(A ◦ B)=ρ(A ◦
(DBD−1)). Moreover the diagonal entries of B and DBD−1 are the same. So we may204 Bounds for Spectral Radius
assume that B is diagonally dominant of its column (or row) entries. Suppose B is
diagonally dominant of its column entries. Then
A ◦ B ≤ Adiag(b11,...,b nn) ≤ A max
i=1,...,n
bii. (6)
By the monotonicity of the Perron root [5, p.491]
ρ(A ◦ B) ≤ ρ(Adiag(b11,...,b nn)) ≤ ρ(A)m a x
i=1,...,n
bii, (7)
which yields (5) immediately. To obtain (4), set A = Jn where Jn is the n × n matrix
of all ones, in the ﬁrst inequality of (7). Then
ρ(B) ≤ ρ(Jndiag(b11,...,b nn)) = trB,
since the nonnegative matrix Jndiag(b11,...,b nn)i sa tm o s tr a n k1 .
If B is diagonally dominant of its row entries, consider AT ◦ BT =( A ◦ B)T and
use the fact that the spectrum is invariant under transpose.
The proof of the second conclusion is similar.
REMARKS:
• The upper bound trB in (4) is attainable by choosing B = Jn.
• Though maxi=1,...,n bii ≤ ρ(B) is true for all nonnegative B, ρ(B) ≤ trB in
(4) may not hold if the assumption in the theorem is dropped, for example, the
irreducible
B =
 
01
10
 
.
• It is not true that if A ≥ 0a n dB ≥ 0 are both diagonally dominant of its
(column) row entries, then ρ(A◦B) ≤ maxi=1,...,n aii maxi=1,...,n bii, for example,
A =
 
21
11 .5
 
,B =
 
21
12
 
,A ◦ B =
 
41
13
 
,
with
ρ(A ◦ B) ≈ 4.6180 > 4=m a x
i=1,2
aii max
i=1,2
bii.
The following provides a representation of the maximum diagonal entry of B.
COROLLARY 1. Let B ≥ 0b ea nn × n nonnegative matrix. If there exists a
positive diagonal D such that DBD−1 is diagonally dominant of its column (or row)
entries, then
max{ρ(A ◦ B):A ≥ 0, ρ(A)=1 } =m a x
i=1,...,n
bii.
PROOF. Use Theorem 2 (1) and consider A = In,t h en × n identity matrix.Cheng et al. 205
Let Zn := {A ∈ Rn×n : aij ≤ 0,i = j}.A m a t r i x A ∈ Zn is called an M-matrix
[1, 6] if there exists an P ≥ 0a n ds>0 such that
A = sIn − P and s>ρ(P),
where ρ(P) is the spectral radius of the nonnegative P, In is the n×n identity matrix.
Denote by Mn the set of all n × n nonsingular M-matrices. The matrices in M−1
n :=
{A−1 : A ∈ Mn} are called inverse M-matrices. It is known that A ∈ Zn is in M−1
n if
and only if A is nonsingular and A ≥ 0 [6, p.114-115]. It is clear that Mn and M−1
n
are invariant under similarity via a positive diagonal matrix D, i.e., DMnD−1 = Mn
and DM−1
n D−1 = M−1
n .I ti sa l s ok n o w nt h a tM−1
n is Hadamard-closed if and only if
n ≤ 3[ 8 ] .
Compare the following with [6, p.377].
COROLLARY 2. Let A ≥ 0, B ≥ 0b en × n nonnegative matrices. If B ∈ M−1
n ,
then
ρ(B) ≤ trB,
and
ρ(A ◦ B) ≤ ρ(A)m a x
i=1,...,n
bii.
Hence if B ∈ M−1
n ,t h e n
max{ρ(A ◦ B):A ≥ 0, ρ(A)=1 } =m a x
i=1,...,n
bii.
PROOF. Since B−1 ∈ Mn, there exists a positive diagonal D such that DB−1D−1
is strictly row diagonally dominant [6, p.114-115]. Then the inverse DBD−1 is strictly
diagonally dominant of its column entries [6, p.125], [9, Lemma 2.2] (or see Proposition
1 in the next section). Then apply Theorem 2 (1).
3 A Sharper Upper Bound When B−1 is an M-Matrix
The inequality in Corollary 2 has a resemblance of [6, Theorem 5.7.31, p.375] which
asserts that if A,B ∈ Mn,t h e n
τ(A ◦ B−1) ≥ τ(A)m i n
i=1,...,n
βii, (8)
where
τ(A)=m i n {Reλ : λ ∈ σ(A)},
and σ(A) denotes the spectrum of A ∈ Mn. It is known that [6, p.129-130]
τ(A)=
1
ρ(A−1)
,206 Bounds for Spectral Radius
and is a positive real eigenvalue of A ∈ Mn.T h e n u m b e r τ(A) is often called the
minimum eigenvalue of the M-matrix A. Indeed
τ(A)=s − ρ(P),
if A = sIn − P where s>ρ(P), P ≥ 0 [6, p.130]. So τ(A) is a measure of how close
A ∈ Mn to be singular.
It is known that A ◦ B−1 ∈ Mn if A,B ∈ Mn [6, p.359]. Chen [2] provides a
sharper lower bound for τ(A ◦ B−1) which clearly improves (8):
τ(A ◦ B−1) ≥ τ(A)τ(B)m i n
i=1,...,n
  
aii
τ(A)
+
bii
τ(B)
− 1
 
βii
bii
 
. (9)
Since aii > τ(A)f o ra l li =1 ,...,n[1, p.159], (9) implies (8) immediately. Inequality
(9) may be rewritten in the following form:
ρ((A ◦ B−1)−1) ≤
ρ(A−1)ρ(B−1)
mini=1,...,n[(aiiρ(A−1)+biiρ(B−1) − 1)
βii
bii ]
.
However it is not an upper bound for ρ(A◦B−1). In view of Corollary 2 and motivated
by Chen’s bound and its proof, we provide a sharper upper bound for ρ(A◦B), where
A ≥ 0a n dB ∈ M−1
n .
We will need a lemma in [9, Lemma 2.2] (a weaker version is found in [7, Lemma
2.2]). The following is a slight extension since if A is a strictly diagonally dominant
matrix, then it is nonsingular by the well-known Gersgorin theorem [6, p.31].
PROPOSITION 1. Let A ∈ Cn×n be a diagonally dominant nonsingular matrix by
row (column respectively), i.e.,
|aii| ≥
 
j =i
|aij| (|aii| ≥
 
j =i
|aji|, respectively),
for all i =1 ,...,n.I fA−1 =( bij), then
|bji| ≤
 
k =j |ajk|
|ajj|
|bii| (|bij| ≤
 
k =j |akj|
|ajj|
|bii|, respectively).
PROOF. Let A ∈ Cn×n be a diagonally dominant nonsingular matrix by row. Each
aii  = 0 otherwise the whole i- t hr o ww o u l db ez e r oa n dt h e nA would be singular. Apply
[6, p.129, Problem 17(a)] to yield
|bji| ≤
 
k =j |ajk|
|ajj|
|bii|.
Consider AT for the column version.
THEOREM 2. Suppose A ≥ 0, B ∈ M−1
n .( i )I fA is nilpotent, i.e., ρ(A)=0 ,t h e n
ρ(A ◦ B) = 0. (ii) If A is not nilpotent, then
ρ(A ◦ B) ≤
ρ(A)
ρ(B)
max
i=1,...,n
  
aii
ρ(A)
+ βiiρ(B) − 1
 
bii
βii
 
≤ ρ(A)m a x
i=1,...,n
bii.Cheng et al. 207
PROOF. (i) If A is nilpotent nonnegative, then A is permutationally similar to a
strictly upper triangular (nonnegative) matrix by [4, Theorem 3]. So is A ◦ B. Hence
ρ(A ◦ B) = 0. (ii) For the second inequality, observe maxi=1,...,n aii ≤ ρ(A)f o rt h e
nonnegative matrix A, bii ≥ 0 and [1, p.159]
βii > τ(B−1) > 0 for all i =1 ,...,n, (10)
since B−1 ∈ Mn.F o rt h eﬁrst inequality we essentially follow the idea of Chen’s proof.
Since ρ(·), Hadamard product, and taking inverse are continuous functions, we may
assume that A ≥ 0a n dB−1 = αI − P ∈ Mn,w h e r eP ≥ 0w i t hα > ρ(P), are
irreducible (thus B ≥ 0 is also irreducible since irreducibility is invariant under inverse
operation), otherwise we place suﬃciently small values   > 0i nt h ep o s i t i o n si nw h i c h
A and P have zeroes.
Let v and w be the right Perron eigenvectors of PT and A respectively, i.e., v,w ∈ Rn
are positive vectors such that
(B−1)Tv = τ(B−1)v, Aw = ρ(A)w.
So vTB−1 = τ(B−1)vT,o re q u i v a l e n t l y ,
n  
k=1
vkβkj = τ(B−1)vj,j =1 ,...,n.
Deﬁne
C := VB −1,V := diag(v1,...,v n).
Since the oﬀ diagonal entries βij, i   =j,o fB−1 are nonpositive and τ(B−1) > 0, C is
strictly diagonally dominant by column. Apply Proposition 1 on C−1 = BD−1 to have
bij
vj
=
|bij|
|vj|
≤
 
k =j |vkβkj|
|vjβjj|
·
|bii|
|vi|
=
−
 
k =j vkβkj
vjβjj
·
bii
vi
=
(βjj − τ(B−1))vj
vjβjj
·
bii
vi
,
for all i  = j,s i n c evj > 0, βkj ≤ 0( k   =j), βjj > 0. Hence for i   =j,
bij ≤
(βjj − τ(B−1))vjbii
βjjvi
.
Now deﬁne a positive vector z ∈ Rn:
zi :=
wiβii
vi(βii − τ(B−1))
> 0,i =1 ,...,n.208 Bounds for Spectral Radius
Then
[(A ◦ B)z]i = aiibiizi +
 
j =i
aijbijzj
≤ aiibiizi +
 
j =i
aij
(βjj − τ(B−1))vjbii
βjjvi
·
wjβjj
vj(βjj − τ(B−1))
= aiibiizi +
bii
vi
 
j =i
aijwj
= aiibiizi +
bii
vi
(ρ(A) − aii)wi
= biizi
 
aii +
1
βii
(ρ(A) − aii)(βii − τ(B−1)
 
=
bii
βii
ρ(A)τ(B−1)
 
aii
ρ(A)
+
βii
τ(B−1)
− 1
 
zi
≤ ρ(A)τ(B−1)m a x
i=1,...,n
  
aii
ρ(A)
+
βii
τ(B−1)
− 1
 
bii
βii
 
zi.
By [1, p.28, Theorem 2.1.11], we have the desired result, since τ(B−1)=1 /ρ(B). Now
by (2) we have
 
aii
ρ(A)
+ βiiρ(B) − 1
 
bii
βii
≤ βiiρ(B)
bii
βii
= ρ(B)bii,i =1 ,...,n.
So the second inequality (see Corollary 2) follows immediately.
We reamrk that the ﬁrst inequality in Theorem 2 is no long true if we merely assume
that B is nonsingular nonnegative. For example, if
A =
⎛
⎝
010
001
100
⎞
⎠,B=
⎛
⎝
120
012
201
⎞
⎠,A◦ B =
⎛
⎝
020
002
200
⎞
⎠,B−1 =
1
9
⎛
⎝
1 −24
41 −2
−24 1
⎞
⎠,
then ρ(A)=1 ,ρ(B)=3 ,ρ(A ◦ B)=2 ,b u t
ρ(A)
ρ(B)
max
i=1,...,n
  
aii
ρ(A)
+ βiiρ(B) − 1
 
bii
βii
 
= −2.
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