We study the oscillation and asymptotic behavior of third-order nonlinear delay differential equation with piecewise constant argument of the form r 2 t r 1 t x t p t x t f t, x t 0. We establish several sufficient conditions which insure that any solution of this equation oscillates or converges to zero. Some examples are given to illustrate the importance of our results.
Introduction
Let · denote the greatest-integer function. Consider the following third-order nonlinear delay differential equation with piecewise constant argument: r 2 t r 1 t x t p t x t f t, x t 0, t ≥ 0, 1.1
where r 1 t , r 2 t are continuous on 0, ∞ with r 1 t , r 2 t > 0, p t is continuously differentiable on 0, ∞ with p t ≥ 0. We will show that every solution x t of 1.1 oscillates or converges to zero, provided appropriate conditions are imposed. Throughout this paper, we assume that xf t, x ≥ 0 and that there exist functions q t and φ x such that i q t is continuous on 0, ∞ with q t > 0,
ii φ x is continuously differentiable and nondecreasing on −∞, ∞ , φ x /x ≥ K > 0 for x / 0, 2
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iii |f t, x | ≥ q t |φ x |, x / 0, t ≥ 0, iv Kq t − p t ≥ 0 and is not identically zero in any subinterval of 0, ∞ .
The delay functional differential equations provide a mathematical model for a physical or biological system in which the rate of change of the system depends upon its past history. In recent years, the oscillation theory and asymptotic behavior of delay functional differential equations and their applications have been and still are receiving intensive attention. In fact, in the last few years several monographs and hundreds of research papers have been written, see, for example 1-4 . In particular case, determining oscillation criteria for second-order delay differential equations has received a great deal of attention, while the study of oscillation and asymptotic behavior of the third-order delay differential equations has received considerably less attention in the literature.
The delay differential equations with piecewise continuous arguments can be looked as a special kind of delay functional differential equations. Since the delays of such equations are discontinuous, it need to be investigated individually. As is shown in 5 , the solutions of differential equations with piecewise continuous arguments are determined by a finite set of initial data, rather than by an initial function as in the case of general functional differential equations. Moreover, the strong interest in such equations is motivated by the fact that they represent a hybrid of continuous and discrete dynamical systems and combine the properties of both differential and difference equation.
In the last few decades, there has been increasing interest in obtaining sufficient conditions for the oscillatory of solutions of different classes of the first-order differential equations with piecewise constant arguments, see 6-9 and the references therein. It is found that the presence of piecewise constant arguments plays an important role in the oscillation of the solution. For instant, all solution of x 2x t 0 are oscillatory see 6 . But the corresponding ordinary differential equation x 2x 0 has nonoscillatory solution x e −2t . However, there are few results about the oscillation of higher order equations. As mentioned in 5, 10 , there are reasons for investigating the higher order equations with piecewise constant arguments. For example, suppose a moving particle with time variable mass r t is subjected to a restoring controller −φ x t which acts at sampled time t , then the second law of motion asserts that r t x t φ x t 0.
1.2
In 10 , the authors study a slightly more general second-order delay differential equations of the form:
Two sufficient conditions which insure that any solution of 1.3 oscillates are obtained. However, as far as we know, there are not works studying the oscillation and asymptotic behavior of third-order delay differential equations with piecewise constant argument. Motivated by this fact, in the present paper, we will investigate the oscillatory and asymptotic behavior of a certain class of third-order equation 1.1 with damping. The main ideas we used here are based on the paper 3, 4, 10 .
The rest of this paper is organized as follows. In Section 2 we give the definition of the solution of 1.1 and establish some lemmas which are useful in the proof of our main results.
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Section 3 is devoted to the presentation of several sufficient conditions for the oscillation of 1.1 . In Section 4, several examples are given to illustrate the importance of our results.
Definitions and Preliminary Lemmas
Similar to 11 , we give the following definition. Definition 2.1. A solution of 1.1 on 0, ∞ is a function x that satisfies the conditions: i r 1 t x t is continuous on 0, ∞ , ii r 2 t r 1 t x t is differentiable at each point t ∈ 0, ∞ , with the possible exception of the points t ∈ 0, ∞ , where one-sided derivatives exist,
Our attention is restricted to those solutions of 1.1 which exist on the half line 0, ∞ and satisfy sup{|x t | : T ≤ t < ∞} > 0 for any T > 0. We make a standing hypothesis that 1.1 does possess such solutions. As usual, a solution of 1.1 is called oscillatory if it has arbitrarily large zeros and nonoscillatory otherwise. Equation 1.1 itself is called oscillatory if all its solutions are oscillatory.
Remark 2.2. If x is a solution of 1.1 , then y −x is a solution of the equation r 2 t r 1 t y t p t y t f t, y t
where f t, y −f t, −y . It is easy to check that y f t, y > 0 and | f t, y | ≥ q t | φ y |, where φ y −φ −y with φ y /y ≥ K. Thus, concerning nonoscillatory solutions of 1.1 , we can restrict our attention only to the positive ones.
For the sake of brevity, we denote the following two operators
Thus 1.1 can be written as
Similar to 12 , we give the following definition.
Definition 2.3. Let x be a solution of 1.1 . We say that x has property
It is worth pointing out here that if x has property V 2 on T, ∞ , then by 1.1 , x t L 2 x t is eventually nonpositive.
Define the functions
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We assume that
To obtain our main results we need the following lemmas. Proof. Suppose that x t is a nonoscillatory solution of 1.1 on 0, ∞ . Without loss of generality, we may assume that x t > 0 for t ≥ 0. Let y t be a nonoscillatory solution of 2.7 . We will firstly consider the case that y t is eventually negative, that is, there exists a constant T 0 such that y t < 0 for t ≥ T 0 . By 1.1 and 2.7 , it is easy to see that
r 1 t x t y t − r 2 t y t r 1 t x t r 2 t r 1 t x t y t − r 2 t y t r 1 t x t
−y t f t, x k ≥ −y t q t φ x k , t ∈ k, k 1 , k ∈ N, k ≥ T 0 .
2.8
Suppose to the contrary that x t has arbitrarily large zeros, then there exist consecutive zeros of x t , t 1 , and t 2 , such that t 2 > t 1 > T 0 and x t 1 ≤ 0, x t 2 ≥ 0. If there exists an integer k 1 such that 
x t y t − r 2 t r 1 t x t y t dt
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2.10
Note that r 1 t x t | t t i r 1 t i x t i i 1, 2 , it follows from x t 1 ≤ 0, x t 2 ≥ 0 that
which is contrary to 2.10 .
If there exists an integer k 0 such that k 0 ≤ t 1 < t 2 ≤ k 0 1, see Figure 1 b , then integrating 2.8 directly from t 1 to t 2 , we also get a contradiction.
Next we consider the case that y t is eventually positive. Let T 1 be the constant such that y t > 0 for t ≥ T 1 . It follows from 1.1 and 2.7 that, r 2 t r 1 t x t y t − r 2 t y t r 1 t x t ≤ −y t q t φ x k , 2.12
where t ∈ k, k 1 with k ∈ N and k ≥ T 1 . Suppose to the contrary that x t has arbitrarily large zeros, then there exist consecutive zeros of x t , t 3 , and t 4 , such that t 4 > t 3 > T 1 and x t 3 ≥ 0, x t 4 ≤ 0. Using the argument as above, we also arrive at a contradiction. Thus the proof is complete. 
The relative position of t 1 and t 2 .
Proof. Assume without loss of generality that x t > 0, L 1 x t > 0 for t ≥ T . We assert firstly that for any integer k ≥ T , L 2 x k ≥ 0. If this is not true, then there exists an integer j ≥ T such that L 2 x j : μ < 0. By 1.1 , we obtain for t ∈ j n, j n 1 , n 0, 1, 2, . . ., that
This implies that L 2 x t ≤ L 2 x j μ < 0, t ∈ j, j 1 , and hence
Using induction, we obtain that
2.17
Integrating this inequality from j n to t, we find L 1 x t ≤ L 1 x j n μR 2 t, j n , t ∈ j n, j n 1 .
2.18
Letting t → j n 1 − , it follows from 2.18 and the continuity of L 1 x t that
Consequently,
2.20
This contradicts that L 1 x t > 0, t ≥ T . Therefore, L 2 x k ≥ 0 for any integer k ≥ T . By the continuity and monotonicity of L 2 x t , we get that 
Kq u − p u du ≥ 0.
2.22
Proof. Let us assume that x t is eventually positive. The case when x t is eventually negative can be similarly dealt with. For any constant δ > 1, it follows from 2.21 and x t < 0 that, there exists an integer k 0 ≥ T such that λ < x t < δλ for t ≥ k 0 . By 1.1 , we have
t p t x t p t x t − f t, x t ≤ p t x t − q t φ x t , t
where k k 0 , k 0 1, k 0 2, . . .. Since x t > x t and φ x is nondecreasing, it follows from 2.23 that
Integrating 2.24 from ξ to ζ, where k ≤ ξ < ζ < k 1, we have
2.25
If there exists an integer k 1 such that k 1 ≤ s < t < k 1 1, then 2.22 follows from 2.25 directly. Otherwise, there exist an integer k 2 such that 
2.27
Thus we conclude that 2.22 holds for any k 0 ≤ s < t.
Main Results
In this section we present some sufficient conditions which guarantee that every solution of 1.1 oscillates or converges to zero. For convenience, we let
Theorem 3.1. Suppose that i 2.7 is nonoscillatory, ii 2.5 and 2.6 are satisfied, and for every T ≥ 0,
iii one of the following two conditions holds:
or for every t ≥ 0, Φ t < ∞, and there exists a constant δ > 1 such that lim
3.4
Then any solution x of 1.1 is oscillatory or satisfies x t → 0 as t → ∞.
Proof. Let x t be a nonoscillatory solution of 1.1 . Without loss of generality, we may assume that x t > 0 for t ≥ 0. By Lemma 2.4, there exists a constant T such that one of the following cases holds:
Case 2 :
We will firstly show that Case 1 is impossible. Indeed, if this case holds, then it follows from Lemma 2.6 that x t has property V 2 on T 1 , ∞ for some
Clearly, w t > 0, t ≥ T 1 . It follows from 1.1 that
we get from 3.8 that
Denoted by
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Integrating 3.12 , we have
Using the increasing property of x t , it follows that
3.15
where m 1, 2, . . .. For fixed k, by letting m → ∞, we get from 3.2 that Ψ j < 0 for large integer j, which is contrary to the fact that Ψ t > 0, t ≥ T 1 . Therefore, we only need to consider Case 2: x t > 0, x t < 0, t ≥ T . We assert that
Suppose to the contrary that λ > 0. For any arbitrary constant δ > 1, it follows from Lemma 2.7 that, there exists an integer k 0 ≥ T such that λ < x t < δλ t ≥ k 0 and 
where M is a constant. By this inequality and 3.3 , there exists a negative constant μ and a positive constant T 1 ≥ k 0 such that L 2 x t < μ for t ≥ T 1 . Integrating r 1 t x t < μr −1 2 t from T 1 to t twice, we have
Thus we get from 2.5 that x t < 0 for large t, a contradiction. Next, assume that 3.4 holds. We distinguish the following three subcases: i L 2 x t ≤ 0 for all large t, ii L 2 x t ≥ 0 for all large t, iii L 2 x t changes sign for arbitrarily large t.
Case i is equivalent to that x t ≤ 0 for all large t. Since x t < 0, we conclude that x t is eventually negative, a contradiction.
In case ii , we get from 2.22 that
where T 2 is a constant such that L 2 x t ≥ 0 on T 2 , ∞ . Letting t → ∞, we obtain that
Integrating 3.21 from s to t, using L 1 x t ≤ 0, it turns out that
Integrating again from T 2 to t, we find
By the condition 3.4 , we have that x t < 0 for all large t. This is a contradiction. Finally, in case iii , we let {t n } be the sequence of zeros of L 2 x t such that lim n → ∞ t n ∞. By choosing t t n in 2.22 , we get
3.24 The rest of the proof is exactly the same as in Theorem 3.1 and hence is omitted.
The following result follows from Theorem 3.3 directly. 
