Abstract: For a fixed positive integer k, limit laws of linearly normalized k-th upper order statistics are well known. In this article, a comprehensive study of tail behaviours of limit laws of normalized k-th upper order statistics under fixed and random sample sizes is carried out using tail equivalence which leads to some interesting tail behaviours of the limit laws. These lead to definitive answers about their max domains of attraction. Stochastic ordering properties of the limit laws are also studied. The results obtained are not dependent on linear norming and apply to power norming also and generalize some results already available in the literature. And the proofs given here are elementary.
Statement of the problem with motivation
Extreme value laws are limit laws of linearly normalized partial maxima M n = max{X 1 , . . . , X n } of independent and identically distributed (iid) random variables (rvs) X 1 , X 2 , . . . , with common distribution function (df) F, namely, lim n→∞ P (M n ≤ a n x + b n ) = lim n→∞ F n (a n x + b n ) = G(x), x ∈ C(G),
where a n > 0, b n ∈ R, are norming constants, G is a non-degenerate df, C(G) is the set of all continuity points of G. If, for some non-degenerate df G, a df F satisfies (1.1) for some norming constants a n > 0, b n ∈ R, then the df F is said to belong to the max domain of attraction of G under linear normalization and we denote it by F ∈ D l (G). Extreme value laws G satisfying (1.1) are types of the following distributions, namely, the Fréchet law, Φ α (x) = exp(−x −α ), 0 ≤ x; the Weibull law, Ψ α (x) = exp(−|x| α ), x < 0; and the Gumbel law, Λ(x) = exp(− exp(−x)), x ∈ R; α > 0 being a parameter. Here and elsewhere in this article dfs are specified only for x values for which they belong to (0, 1) and probability density functions (pdfs) are specified for values wherein they are positive. Two dfs G and H are said to be of the same type if G(x) = H(Ax+B), x ∈ R, for some constants A > 0, B ∈ R. Extreme value laws G satisfy the stability relation G n (A n x + B n ) = G(x), x ∈ R, n ≥ 1, where A n > 0, B n ∈ R are constants as given below and hence they are also called as max stable laws. The stability relation means that df of linearly normalized maxima of a random sample of size n from df G is equal to G for every n. We have, for n ≥ 1 and x ∈ R, Φ n α n 1/α x = Φ α (x); Ψ n α n −1/α x = Ψ α (x); and Λ n (x + log n) = Λ(x).
(1.2)
Note that (1.1) is equivalent to lim n→∞ n{1 − F (a n x + b n )} = − log G(x), x ∈ {y ∈ R : G(y) > 0}. (1.3) Criteria for F ∈ D l (G) are well known (see, for example, Galambos, 1987; Resnick, 1987; Embrechts et al., 1997) . These are repeated in the Appendix for ease of reference. Let X 1:n ≤ X 2:n ≤ . . . ≤ X n:n denote the order statistics from the random sample {X 1 , . . . , X n } from the df F and F ∈ D l (G) for some non-degenerate df G so that F satisfies (1.1) for some norming constants a n > 0, b n ∈ R. It is well known (see, for example, Galambos, 1987 ) that the df of the k-th upper order statistic X n−k+1:n , for a fixed positive integer k, is given by F k:n (x) = P (X n−k+1:n ≤ x) = k−1 i=0 n i F n−i (x)(1 − F (x)) i , x ∈ R, and the limit G k (x) = lim n→∞ F k:n (a n x + b n ) is given by
(− log G(x)) i i! , x ∈ {y : G(y) > 0}. (1.4) An obvious question is whether G k satisfies some stability relation like (1.2). Though we are unable to give a satisfactory answer to this question, we discuss implication of such a stability condition in this article. We show that G k is tail equivalent to 1 − (1 − F (·)) k and look at the consequences of this, one of which, for example, is that G k ∈ D l (Φ kα ) if F ∈ D l (Φ α ). These lead to generation of an hierarchy of Fréchet laws with different integer exponents. Similar questions are also discussed when the sample size n is a rv. A few of the results obtained here are available in Peng et al. (2010) and Barakat and Nigm (2002) but the proofs given here are elementary using tail equivalence unlike the proofs in these two articles. Results given here also generalize results given in Peng et al. (2010) and hold under power norming also. Analogous results for lower order statistics can be written down using results proved in this article.
This article is organized as follows. The next section discusses tail equivalence of G k and its consequences when sample size n is fixed. The limiting distribution of normalized k-th upper order statistic X n−k+1:n when the sample size n is discrete uniform rv is discussed in Section 3 and in Section 4 when the random sample size is binomial, Poisson, logarithmic, geometric, and negative binomial. Tail behaviour of the limit law obtained in Barakat and Nigm (2002) is also discussed in this section. Discrete uniform random maxima appears for the first time in the literature in this article though this was announced by the first author in the International Congress of Mathematicians 2006 held at Madrid, Spain (see Ravi, 2006) . Some examples are given in Section 5 and stochastic orderings are discussed in Section 6. Proofs of some of the results are given after the statements and proofs of some main results along with some preliminary results are given in Section 7. Section 8 has some known results used in the article which are repeated here for ease of reading.
Throughout this article we use the following notations. For a df F, its left extremity is denoted by l(F ) = inf {x : F (x) > 0} , its right extremity by r(F ) = sup{x ∈ R :
F (x) < 1}, and F − (y) = inf {x : F (x) ≥ y} , y ∈ R. The symbol d → denotes convergence in distribution, for two functions g(.) and h(.), g(
2. Limiting behaviour of k-th upper order statistic when sample size is fixed
We study a possible stability relation for the df F k:n of the k-th upper order statistic from a random sample of size n from a df F, where k is a fixed positive integer. For convenience, wherever necessary, we assume that the df F is absolutely continuous with pdf f.
2.1.
On stability relation for df of k-th upper order statistic. Theorem 2.1. If F ∈ D l (G) for some max stable df G so that F satisfies (1.1) for some norming constants a n > 0, b n ∈ R, and F k:n satisfies the stability relation F k:n (a n x + b n ) = F (x), x ∈ R, n ≥ 1, then F (x) = 0 if G(x) = 0 and
so that (2.1) holds.
Remark 2.1. For k = 1, F 1:n is the df of the partial maxima X n:n and in this case if F = G, then G satisfies the stability relation (1.2). However, though G ∈ D l (G), note that, with F = G in (2.2), we end up with G(x)
, and hence G has to be a degenerate df, a contradiction. This means that the k-th upper order statistic from a random sample from one of the extreme value distributions will not satisfy a property like (2.2). However, we show later that if a df F ∈ D l (G) for some G, then a function of the type F (x)
is a df and belongs to D l (G) with possibly a different exponent.
Definition 2.1. For any df F and fixed integer
Theorem 2.2. Let X have absolutely continuous df F with pdf f. Then the df F k satisfies the recurrence relation
Further, the pdf of F k+1 is given by
Proof: The proof of the relation (2.4) is evident from the definition of F k since
We use induction to prove (2.5). For k = 1, we have
, and upon differentiating with respect to x, we get f m+2 (x) =
which is (2.5) with k = m + 1. Finally since f (x) ≥ 0 and 0 < F (x) < 1, it follows that f k+1 (x) ≥ 0, completing the proof.
The following theorem whose proof is given in Section 7 shows that any positive power of tail of a df is also a tail and looks at the tail behaviour of the tail (1 − F (.)) k and this will be used to study the tail behaviour of F k in the next result. Theorem 2.3. If F is a df with pdf f, then for every positive integer k,
k , x ∈ R, and H k is also absolutely continuous
Further, the following are true.
as in (c) of Theorem 8.1 so that (1.1) holds with G = Λ, then r(H k ) = r(F ), and H k ∈ D l (Λ) so that (1.1) holds
The next result is for fixed sample size and its proof is given in Section 7.
Theorem 2.4. Let rv X have absolutely continuous df F with pdf f and k be a positive
(− ln F (x)) i i! , x ∈ {y : F (y) > 0}, the following results are true.
3. Limiting behaviour of kth upper order statistics when sample size is discrete uniform rv
In this section, we assume that the sample size n in the previous section is a discrete uniform rv N n with probability mass function (pmf) P (N n = r) = 1 n , r = m + 1, m + 2, . . . , m + n, N n independent of the iid rvs X 1 , X 2 , . . . , where m ≥ 1 is a fixed integer. The tail behaviour of the limit of linearly normalized k-th upper order statistic X Nn−k+1:Nn which is the k-th maximum among {X 1 , X 2 , . . . , X Nn } is discussed here. Observe that X Nn−k+1:Nn is well defined for 1 ≤ k ≤ m.
For fixed integer k, 1 ≤ k ≤ m, the df of the k-th upper order statistic of a sequence of iid rvs with random sample size N n is given by
for some max stable df G so that F satisfies (1.1) for some norming constants a n > 0, b n ∈ R, then for fixed integer k, 1 ≤ k ≤ m, the limiting distribution lim n→∞ F k:Nn (a n x + b n ) is equal to
where G = Φ α or Ψ α or Λ.
Definition 3.1. For any df F, and fixed integer k ≥ 1, we define 
k , x ∈ R, the following results are true.
4. Limiting behaviour of kth upper order statistic when sample size is random
In the first subsection we consider the cases when the sample size N n follows shifted binomial, Poisson, and logarithmic distributions and show that the limit distribution in all these cases is the same as that in the fixed sample size case. After this we consider the cases when the sample size follows shifted geometric and negative binomial and derive non-trivial results. 
for some max stable df G so that F satisfies (1.1) for some norming constants a n > 0, b n ∈ R, then for fixed integer k, 1 ≤ k ≤ m, the limiting distribution lim n→∞ F k:Nn (a n x + b n ) is same as in (2.3).
(c) Assume that N n is a shifted logarithmic rv with
for some max stable df G so that F satisfies (1.1) for some norming constants a n > 0, b n ∈ R, then for fixed integer k, k ≥ 1, the limiting distribution lim n→∞ F k:Nn (a n x + b n ) is same as in (2.3).
4.2.
Geometric k-th upper order statistic. Assume that N n is a shifted geometric rv with pmf P (N n = r) = p n q r−m n , r = m, m + 1, m + 2, . . . , where 0 < p n < 1, q n = 1 − p n and lim n→∞ np n = 1.
so that the first two are Burr distributions of XII kind which is discussed later, and the last is the logistic distribution.
Limit distributions of extremes of a random number of random variables has been obtained for three extreme value distributions Φ α , Ψ α , Λ in Vasantalakshmi, M.S.,(2010) using result of Barakat et al(2002) . The Burr-family is also introduced in the same. In the thesis, only case when N n follow geometric law was considered. In this paper an attempt is made to study the tail behaviour of k−th upper order statistic when the df F ∈ D l (G) and the results is considered for different distributions of N n .
As we did in Definition 3.1, we now define a new function and show that it is a df and study its properties similar to those in Theorem 2.4. 
Theorem 4.3. If rv X has absolutely continuous df F with pdf f k is a positive integer and R k is as defined above, then the following results are true.
Remark 4.2. Burr (1942) proposed twelve explicit forms of dfs which have since come to be known as the Burr system of distributions. These have been studied quite extensively in the literature. A number of well-known distributions such as the uniform, Rayleigh, logistic, and log-logistic are special cases of Burr dfs. A df W is said to belong to the Burr family if it satisfies the differential equation
where h(x, W (x)) is a non-negative function for x for which the function is increasing.
One of the forms of h(
. We now show that R k is a member of the Burr family of dfs. 
4.3.
Negative Binomial k-th upper order statistic. We assume that N n is a shifted negative binomial rv with pmf P (N n = l) =
. . , where 0 < p n < 1, q n = 1 − p n and lim n→∞ np n = 1.
As we did in Definition 4.1, we now define a new function and show that it is a df and study its properties similar to those in Theorems 2.4 and 4.3.
Definition 4.2. For any df F, and fixed integer k ≥ 1, we now define
The following theorem contains a recurrence relation.
Theorem 4.6. The df T k in (4.3) satisfies the recurrence relation
Further its pdf is given by
(4.5)
Theorem 4.7. Let rv X have absolutely continuous df F with pdf f and k be a fixed positive integer. Then for T k as in Definition 4.1, the following results are true.
4.4.
A general result on tail behaviour of random k-th upper order statistics.
The following result, proved in Barakat and Nigm (2002) for order statistics under power normalization, can be proved just by replacing the power normalization there by linear normalization. Here the tail behaviour of the limit law is studied.
Theorem 4.8. If {X n , n ≥ 1} is a sequence of iid rvs with df F, F ∈ D l (G), G = Φ α or Ψ α or Λ, k is a fixed positive integer and the positive-integer valued rv N n is such that
Nn n converges in probability to τ, a positive valued rv, then
, and satisfying the recurrence relation
Examples
In this section we demonstrate the results through some examples. We consider the standard Pareto, uniform and standard normal distributions. We also consider exponential distribution as a special case of gamma distribution. For the purpose of specifying the norming constants, we use the following notations:
and
with norming constants a n = (nη k ) and with V k ∈ D l (Φ kα ) with norming constants a n = (c
with norming constants a n = n −1 and b n = 1, and V k ∈ D l (Ψ kα ) with norming constants a n = (nη k )
2 /2 dx, x ∈ R, the standard normal distribution, then using
Then the norming constants can be chosen as a n = (2 ln n)
and the norming constants can be chosen as a n = 2 k (ln n + ln
2 and the norming constants b n = ln n 1+ln n and a n = 1 {1+ln n}
2 and the norming constants b n = ln n+ln δ1 k+ln n+ln δ1 and a n = 1 {1+ln n+ln δ1} and the norming constants a n = 1 k , b n = ln n + ln δ 1 k + α ln(ln n + ln δ 1 ) − α ln k − ln Γ(α + 1).
In particular when α = 0 we get exponential distribution with PDF f (x) = e −x , x > 0. The corresponding norming constants are a n = 1, b n = ln n for F ,and a n =
with norming constants b n = 0 and a n = ((Γ(β))
with norming constants b n = 0 and b n = 0 and a n = (ln n+ln δ1)
with norming constants b n = 0 and a n = n/π. Further V k ∈ D l (Φ kα ) with norming constants b n = 0 and a n =
, F ∈ D l (Ψ α ) with norming constants b n = 1 and a n = n
norming constants b n = 1 and (nδ 1 )
Stochastic orderings
In this section, we study stochastic orderings between the rvs having dfs F, H k and the limit dfs for the k-th random upper order statistic. We denote the rvs, by abuse of notation, by the dfs themselves. A rv X is said to be stochastically smaller than Y, denoted by X ≤ st Y if for all real x, the df of X, P (X ≥ x) ≤ P (Y ≥ x), the df of Y.
Theorem 6.1. The following are true.
7. Some preliminary results and proofs of some main results
The following lemma is useful for computations involving derivatives.
Lemma 7.1. Let S, h be two real valued functions of a real variable and S (r) denote the r-th derivative of S, r ≥ 1, an integer. Whenever the derivatives exist, the following are true.
Proof. (a) By differentiating (1 − x)S(x) = h(x) repeatedly r times with respect to x,
(b) The proof is by induction on r. For r = 1, observe that
, which is true. Assuming that the result is true for r = s, that is,
, and differentiating again with respect to x, we have
, which completes the proof of (b).
(c) The proof is by induction on r. For r = 1, observe that
(1 − x) n+i , which is true. Assuming that the result is true
(1 − x) n+i , and differentiating again with respect to x, we have
(1 − x) n+j , proving (c).
Remark 7.1. We have the following particular cases. 
Proof of Theorem 2.3:
. Hence H k is non-decreasing. Since F is rightcontinuous, H k is right-continuous. Also, lim 
k < 1 a contradiction so that r(H k ) = r(F ). Now we prove (a), (b) and (c).
, we obtain the norming constants, proving (a). 
We now show that H k is also a von-Mises function and use (e) of Theorem 8.1 to conclude that
and hence from (8.1), H k is a von-Mises function and belongs to D l (Λ) with norming constants a n = 1 k v(b n ) and
proving (c).

Proof of Theorem 2.4:
(a) By Theorem 2.2, F k is a df with pdf
To show that r(F ) = r(F k ), we consider two cases. First, F k ) )} = 1, a contradiction proving that r(F k ) = ∞. If r(F ) < ∞, arguing as above, if possible, let r(F k ) < r(F ). Since F (r(F k )) = 1, we must have r(F k ) = r(F ) − ǫ, for some ǫ > 0. Repeating steps as earlier we get a contradiction proving that ǫ must be equal to 0 and hence r(F k ) = r(F ).
, we have lim x→r(F ) h(x) = 1 by L'Hospital's rule, and lim x→r(F )
Further, r(F ) = r(F k ) = ∞, and using (a), and multiplying and dividing
, we obtain the norming constants, proving
Further, r(F k ) = r(F ) and the rest of the proof is on lines similar to the proof in (b) and is omitted. 
.
Applying Lemma 7.1, we get
(1−F (x)) i+1−l . For the general ith term, for i ≥ 1, we have
Substituting these in (3.1), we get
Replacing x by a n x + b n and taking limit as n → ∞ we have
completing the proof.
Proof of Theorem 3.2: Clearly lim
= 1 and
− ln F (x) = 0. Further U 1 is right continuous since F is. Differentiating with respect to x we get
. If the claim is true, then
it follows that y ≥ 0. Then from the preceding expression it follows that y ≥ ln(1 + y) ⇒ e y ≥ 1 + y which is true and hence the claim is true. Thus U 1 is non-decreasing and so is a df.
Observe that U 1 (r(F )) = lim x→r(F )
1−F (x)
− ln F (x) = 1 so that r(U 1 ) ≤ r(F ). If possible, let r(U 1 ) < r(F ). Then 0 < F (r(U 1 )) < 1 and then using Taylor's expansion we have − ln (F (r(U 1 )) F (r(U 1 )) ). Hence U 1 (r(U 1 )) < 1 which is a contradiction, proving r(U 1 ) = r(F ). We then have lim x→∞
, proving the theorem.
Proof of Theorem 3.3:
(a) Clearly lim x→+∞ U k (x) = 1 and lim x→−∞ U k (x) = 0. Further U k is right continuous since F is. Differentiating, we get
Hence U k is non-decreasing and hence is a df. Observe that lim x→r(
Then it follows that e −ξ = F (r(U k )) and for F (r(U k )) < 1 we have ξ > 0, and
The rest of proof is same as in Theorem 2.4 except that k! is replaced by (k + 1)! Proof of Theorem 4.1: 2, 3 , . . . . Considering the term corresponding to i = 0 in (3.1), we have
By Leibnitz rule for derivative of the product, we have
Substituting all these expressions, we get
Replacing x by a n x + b n above and using the facts that lim n→∞ p n = 1 and
This completes the proof of (a). 2, 3 , . . . . Considering the term corresponding to i = 0 in (3.1), we have
Substituting all these expressions in equation (3.1), we get
Replacing x by a n x + b n above and using the facts and lim
, completing the proof of (b).
(c) Let
) r , r = 1, 2, 3, . . . . Considering the term corresponding to i = 0 in (3.1), we have
By Leibnitz rule we have
Now consider the general ith term for i ≥ 1.
This completes the proof of (c).
Proof of Theorem 4.2: Let
Applying (a) of Lemma 7.1, we get D
Replacing x by a n x + b n above and using the facts
we get
Proof of Theorem 4.3: For −∞ < x < y < ∞, we have F (x) ≤ F (y), so that
showing that R k is non-decreasing. Since F is right continuous, we have
so that R k is right continuous. Further R k (+∞) = 1 and R k (−∞) = 0, and hence R k is a df. And, if F is absolutely continuous with pdf f, then R k is absolutely continuous with pdf
which is a contradiction, proving r(R k ) = r(F ). We have Replacing x by a n x + b n above and using the facts lim n→∞ np n = 1, lim n→∞ F (a n x + b n ) = 1, lim n→∞ n(1 − F (a n x + b n )) = − ln G(x), lim n→∞ n(1 − q n F (a n x + b n )) = 1 − ln G(x), and lim n→∞ q
Proof of Theorem 4.6:
The proof for the relation (4.4) is evident from the definition of
The proof of (4.5) is by induction.
Hence the pdf becomes
which agrees with (4.5) for k = 1. Assuming that the relation (4.5) is true for k = s, we
Differentiating with respect to x we get
Thus the relation (4.5) follows. Note that t k+1 (x) > 0. Hence the proof.
Proof of Theorem 4.7:
(a) By Theorem 4.6, T k is a df with pdf
which is a contradiction, proving that r(T k ) = r(F ). We have
. E τ (τ F τ (x)). Differentiating with respect to x and taking derivative under the expectation sign b 1 (x) = E τ (τ F τ −1 (x))f (x),
Assuming the result to be true for k, we have b k (x) = (− log F (x))
Hence the result. Observe that
Hence U k+1 (x) − U k (x) > 0 and result follows.
. Then by recurrence relation we have is regularly varying with exponent −α. In this case, one may choose a n = F − r(F ) − 1 n and b n = r(F ) so that (1.1) holds with G = Ψ α . (1 − F (s)) ds < ∞, a < r(F ), and the condition holds with the choice v(t) = r(F ) t
(1 − F (s)) ds (1 − F (t)) and one may choose a n = v(b n ) and b n = F − 1 − 1 n so that (1.1) holds with G = Λ. One may also choose a n = F − 1 − 1 ne − b n , b n = F − 1 − 1 n . This condition was by Worm (1998). Also, v may be taken as the mean residual life time of a rv X given X > t where X has df F. 
