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CANCELLATION OF HOMOTHETIC MODULES
ROBIN BAIDYA
Abstract. Let R be a commutative ring, M an R-module, and N a finitely presented R-
module such that Max(R) ∩ SuppR(N) is finite-dimensional and Noetherian. Suppose also
that N is homothetic; in other words, suppose that the natural ring homomorphism from
R to EndR(N) is surjective. Working under these conditions, we describe various ways to
guarantee the existence of a split surjective map in a specified coset of HomR(M,N). Using
these results, we yield an extension of Bass’s Cancellation Theorem that gives sufficient
conditions for cancelling N or, more generally, a direct summand of a direct sum of finitely
many copies of N . Since a canonical module of a Cohen–Macaulay ring is always finitely
presented and homothetic, our work reveals a cancellation property of canonical modules of
Cohen–Macaulay rings with finite-dimensional maximal spectra. Of note is that our results
do not rely on any stable rank conditions.
0. Introduction
In this paper, every ring has a 1, and every module is unital.
Let R be a commutative ring, and let K, L, and M be R-modules. Suppose that K⊕L ∼=
K⊕M . Is it true that L ∼= M? In other words, canK be cancelled from the first isomorphism
to yield the second?
In general, the answer is no. For example, we can adapt Eilenberg’s Swindle [3, page 24]
and take K := L⊕M⊕L⊕M ⊕· · · , assuming that L andM are nonisomorphic R-modules.
There are also examples in which K is finitely generated over R (and K still cannot be
cancelled). For examples in which the Krull dimension dim(R) of R is 1, see [11]. For
dim(R) = 2, see [5, Proposition 4.2]. For dim(R) a positive integer not equal to 1, 3, or 7,
see [16, Theorem 3].
Despite these examples, there are many cases in which K can be cancelled. To state these
examples, we first give a definition.
Definition 0.1. Let S be a ring. The stable rank of S, denoted sr(S), is the infimum of the
positive integers t such that, for every integer u > t + 1 and for all r1, . . . , ru ∈ S satisfying
r1S+· · ·+ruS = S, there exist s1, . . . , su−1 ∈ S for which (r1+rus1)S+· · ·+(ru−1+rusu−1)S =
S.
Using the concept of stable rank, Evans derives the following cancellation theorem in [10]:
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Theorem 0.2 (Evans’s Cancellation Theorem [10, Theorem 2]). Let S be a ring, and let K,
L, and M be right S-modules. Suppose that sr(EndS(K)) = 1 and that K ⊕ L ∼= K ⊕M .
Then L ∼= M .
There are a few known classes of rings that can serve as the endomorphism ring in Evans’s
Cancellation Theorem. A classic result of Bass [4, Corollary 6.5] states that a ring has stable
rank 1 if factoring out its Jacobson radical produces an Artinian ring. This of course implies
that every commutative Noetherian ring R with a zero-dimensional maximal spectrum has
stable rank 1. There are also commutative rings of stable rank 1 with positive-dimensional
maximal spectra. In fact, in [12], Heinzer proves that, for every positive integer d, there
exists an integral domain of stable rank 1 whose maximal spectrum is d-dimensional and
Noetherian. These examples give some sense of the diversity of rings whose stable rank is 1.
Nevertheless, there are many common rings whose stable ranks are not 1. For instance,
by a result of Estes and Ohm [9, page 352], if R is an integral domain that is not a field and
that has only finitely many units, then sr(R) > 2. Hence, for every positive integer d, there
is a Noetherian integral domain R such that dim(Max(R)) = d and such that sr(R) > 2:
Simply take R := F[x1, . . . , xd], where F is a finite field and x1, . . . , xd are indeterminates. If,
instead, F is a subfield of R, then we can say even more: In this case, sr(F[x1, . . . , xd]) = d+1
by a result of Vaserstein [18]. These examples illustrate some limitations of the stable rank
condition in Evans’s Cancellation Theorem. Since Warfield [19, Theorem 2.1] shows that
this stable rank condition is equivalent to the so-called substitution and common complement
properties, the limitations of these latter properties are also highlighted by the examples of
Estes and Ohm and Vaserstein.
Our goal in this paper is to prove cancellation theorems that do not rely on any stable
rank conditions. Here, Bass’s Cancellation Theorem [4, Theorem 9.3] serves as our model.
To state Bass’s Cancellation Theorem, we first define the notions of local and global splitting
capacities. The reader may refer to [2] for more information on these concepts.
Definition 0.3. Let R be a commutative ring, S an R-algebra, and M and N right S-
modules. We let splS(M,N) denote the supremum of the nonnegative integers t for which
there exists a split surjective S-linear map from M to N⊕t, and we refer to splS(M,N) as
the global splitting capacity of M with respect to N over S.
Let p ∈ Spec(R). We refer to splSp(Mp, Np) as the local splitting capacity of M with respect
to N over S at p.
Using the notion of local splitting capacity, we can state Bass’s Cancellation Theorem as
follows:
Theorem 0.4 (Bass’s Cancellation Theorem [4, Theorem 9.3]). Let R be a commutative ring
for which Y := Max(R) is Noetherian with dim(Y ) < ∞, and let S be a module-finite R-
algebra. Let M be a right S-module, and suppose that M has a projective direct summand M ′
over S such that splSm(M
′
m, Sm) > 1+dim(Y ) for every m ∈ Y . Let P be a finitely generated
projective right S-module, and let L be a right S-module for which P ⊕ L ∼= P ⊕M . Then
L ∼= M .
Stafford proves an analogue of this result in the case that S is an arbitrary Noetherian
ring [15, Corollary 5.11]. In particular, he allows for the possibility that S is not a module-
finite algebra over a commutative ring.
De Stefani, Polstra, and Yao extend Bass’s Cancellation Theorem in another direction [7,
Theorem 3.13]. To state their result, we recall the notion of j-Spec(R) introduced by Swan
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in [17]: We define j-Spec(R) to be the collection of all p ∈ Spec(R) such that p is an
intersection of maximal ideals of R. Proposition 1 in [17] indicates that the lattice of closed
sets of j-Spec(R) is isomorphic to that of Max(R). Hence j-Spec(R) is Noetherian if and
only if Max(R) is Noetherian. Also, dim(j-Spec(R)) = dim(Max(R)). For every subspace
X of Spec(R) and for every p ∈ X , we define dimX(p) := dim(X ∩Var(p)), where Var(p) :=
{q ∈ Spec(R) : q ⊆ p}.
Theorem 0.5 (De Stefani, Polstra, and Yao [7, Theorem 3.13]). Let R be a commutative
Noetherian ring for which X := j-Spec(R) is finite-dimensional. Let M be a finitely gener-
ated R-module, and suppose that splRp(Mp, Rp) > 1 + dimX(p) for every p ∈ X. Let P be a
finitely generated projective R-module, and let L be an R-module for which P ⊕L ∼= P ⊕M .
Then L ∼= M .
In this paper, we simultaneously extend Bass’s Cancellation Theorem and generalize the
cancellation theorem of De Stefani, Polstra, and Yao. To state our cancellation theorem, we
give the following definition:
Definition 0.6. Let R be a commutative ring, and let N be an R-module. A map f ∈
EndR(N) is a homothety if there exists a ∈ R such that f(x) = ax for every x ∈ N . We will
say that N is homothetic over R if every member of EndR(N) is a homothety or, equivalently,
if the natural ring homomorphism from R to EndR(N) is surjective.
Here is our main theorem:
Theorem 0.7 (Main Theorem). Let R be a commutative ring, and let N be a finitely
presented homothetic R-module for which Y := Max(R) ∩ SuppR(N) is Noetherian with
dim(Y ) < ∞. Let M be an R-module, and suppose that one of the following conditions
holds:
(1) M is a direct summand of a direct sum of finitely presented R-modules, and we have
that splRm(Mm, Nm) > 1 + dim(Y ) for every m ∈ Y .
(2) R is Noetherian; M is finitely generated over R; and splRp(Mp, Np) > 1 + dimX(p)
for every p ∈ X := j-Spec(R) ∩ SuppR(N).
Let K be a direct summand of a direct sum of finitely many copies of N , and let L be an
R-module for which K ⊕ L ∼= K ⊕M . Then L ∼= M .
Our main theorem extends Bass’s Cancellation Theorem in the case that S equals R—and
generalizes De Stefani, Polstra, and Yao’s Cancellation Theorem completely—by replacing
the module R with a finitely presented homothetic R-module N . A direct summand of a
direct sum of finitely many copies of N is then an obvious abstraction of a finitely generated
projective R-module. Hence the module K in our main theorem replaces the module P in
the theorems of Bass and De Stefani, Polstra, and Yao.
Now, since a canonical module of a Cohen–Macaulay ring is always finitely presented and
homothetic, our main theorem immediately yields the following corollary:
Corollary 0.8. Let R be a Cohen–Macaulay ring with a canonical module ω, and suppose
that dim(Max(R)) <∞. Then we can take N = ω in Theorem 0.7.
This corollary points to a wealth of examples unacknowledged by the older cancellation
theorems that we have mentioned. For instance, let F be a finite field, and let R be a
positively graded Cohen–Macaulay F-affine domain that is not Gorenstein. Since R is a
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positively graded F-affine domain, every unit of R is a unit of F. Hence R has only finitely
many units, and so sr(R) > 2 by [9, page 352]. As a result, we cannot apply Evans’s
Cancellation Theorem to cancel R-modules in general. Since R is a Cohen–Macaulay affine
domain that is not Gorenstein, R has a canonical module, but every canonical module of R
is nonprojective, and so we can apply neither Bass’s Cancellation Theorem nor De Stefani,
Polstra, and Yao’s Cancellation Theorem to cancel a canonical module of R. However, since
dim(Max(R)) = dim(R) < ∞, we can apply Corollary 0.8. An example of such a ring R
with dim(Max(R)) = dim(R) = 1 is F[C], where
C := {xm : m ∈ Z, m > n}
and where n ∈ Z with n > 3. Of course, if a one-dimensional Noetherian domain is
not Gorenstein, then it is not normal. For an example in which R is normal with d :=
dim(Max(R)) = dim(R) > 2, we may take R := F[C, z1, . . . , zd−2], where
C := {xmyn : m,n ∈ Z; 0 6 n 6 rm}
and where r ∈ Q with r > 2. Given the breadth of new cancellation examples that Corol-
lary 0.8 alone provides, it is our hope that, by this point, we have provided sufficient moti-
vation to prove our main theorem.
For the rest of the paper, let R be a commutative ring, M an R-module, and N a finitely
presented R-module. We now discuss the organization of our paper. In Section 1, we state
the lemma (Lemma 1.6) that forms the heart of our paper. We call this our main lemma.
Given this lemma and a few other results, we show that we can prove our main theorem
rather quickly. Then, over the course of Sections 2–4, we prove our main lemma. In Section 2,
we first reduce the proof of our main lemma, which can involve infinitely many prime ideals
of R, to a consideration of a finite set Λ of prime ideals. In Section 3, we continue working
on our main lemma, focusing in particular on the maximal ideals of R in Λ. Finally, in
Section 4, we treat the nonmaximal prime ideals of R in Λ and prove our main lemma in
full.
1. The Main Lemma and a Proof of the Main Theorem
In this section, we state our main lemma (Lemma 1.6) and prove our main theorem
(Theorem 0.7). Before stating our main lemma, we review some concepts from [2, Section 1].
The first of these concepts are variations on local and global splitting capacities designed to
accommodate arbitrary R-submodules of HomR(M,N).
Definition 1.1. Let F be an R-submodule of HomR(M,N), and let p ∈ Spec(R). We let
δ(F ) denote the supremum of the nonnegative integers t for which there exists f ∈ F⊕t ⊆
HomR(M,N
⊕t) that is split surjective over R. We let δp(F ) denote the supremum of the
nonnegative integers t for which there exists f ∈ F⊕t with the property that fp is split
surjective over Rp.
Let n be a positive integer. We will view every member of HomR(M,N
⊕n) as a column
f1...
fn

 ,
where f1, . . . , fn ∈ HomR(M,N). However, to make our notation more compact, we will
often write (f1, . . . , fn)
⊤ instead to denote the transpose of a row of functions.
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Remark 1.2. Let F be a finitely generated R-submodule of HomR(M,N). We recall from [2,
Remark 6.2] that δ(F ) = ∞ if and only if N = 0. As a result, for every p ∈ Spec(R), it is
the case that δp(F ) =∞ if and only if p 6∈ SuppR(N).
Next we develop a way to connect the notions of split surjectivity and Krull dimension.
Definition 1.3. Let n be a positive integer; let p ∈ X ⊆ Spec(R); and let f := (f1, . . . , fn)
⊤
denote a member of HomR(M,N
⊕n). We say that f is (X, p)-split if δp(Rf1 + · · ·+Rfn) >
min{n, 1 + dimX(p)}.
Let Y ⊆ X . We say that f is (X, Y )-split if f is (X, q)-split for every q ∈ Y .
When X is understood, we use the terms p-split and Y -split in place of (X, p)-split and
(X, Y )-split, respectively.
Remark 1.4. Maintaining the hypotheses in the previous definition, we recall from [2, Re-
mark 6.4] that, if n = 1, then f is (X, p)-split if and only if fp is split surjective over Rp.
The last concept that we need in order to state our main lemma is the notion of a basic
set for R.
Definition 1.5. Let X be a subspace of Spec(R). We say that X is a basic set for R if X is
Noetherian and if, for every p ∈ Spec(R) that can be written as an intersection of members
of X , it is the case that p ∈ X .
In this paper, the most important example of a basic set for R is X := j-Spec(R) ∩
SuppR(N), given that X is Noetherian [2, Example 1.8]. We refer the reader to [2, Section 1]
for proof of this fact and for additional examples of basic sets.
We now state our main lemma. This lemma can be compared to [2, Lemma 6.5]; [4,
Section 8, Lemma II]; [6, Theorem 2.4]; [7, Lemmas 3.8 and 4.4]; [8, Lemma 3, Lemma 5,
and Theorem B]; [13, Theorem 2.1]; [14, The´ore`me 2 ]; and [15, Lemma 5.4], although, as we
will see, the techniques that we use to prove our main lemma diverge from previous work in
several respects.
Lemma 1.6 (Main Lemma). Let n ∈ Z with n > 2. Let X be a subspace of SuppR(N) that is
a basic set for R, and suppose that dim(X) <∞. Let f := (f1, . . . , fn)
⊤ ∈ HomR(M,N
⊕n),
and suppose that f is (X,X)-split. Suppose that Np is homothetic over Rp for every p ∈ X
such that dimX(p) > 1. Let a ∈ R for which (a, f1) ∈ HomR(N ⊕M,N) is (X,X)-split.
Then there exist f ′1, . . . , f
′
n−1 ∈ Rf1+ · · ·+Rfn such that f
′ := (f ′1, . . . , f
′
n−1)
⊤ is (X,X)-split
and such that f ′1 ∈ f1 + a(Rf1 + · · ·+Rfn). Hence (a, f
′
1) is also (X,X)-split.
We prove this lemma over the course of the next three sections. Assuming the truth
of the lemma for now, we can prove the following theorem. This theorem, which general-
izes [7, Theorems 3.9 and 4.5], establishes a criterion for determining when a given coset of
HomR(M,N) contains a map that is split surjective over R.
Theorem 1.7. Let L be an R-submodule of M ; let F be a finitely generated R-submodule
of HomR(L,N); and let G be an R-submodule of HomR(M,N). Suppose that every member
of F can be extended to a member of G. Let X be a subspace of SuppR(N) that is a basic
set for R, and suppose that dim(X) <∞. Suppose that Np is homothetic over Rp for every
p ∈ X such that dimX(p) > 1. Suppose also that δp(F ) > 1 + dimX(p) for every p ∈ X. Let
a ∈ R and f1 ∈ F for which (a, f1) ∈ HomR(N ⊕M,N) is (X,X)-split. Then there exists
g ∈ G such that gp is split surjective over Rp for every p ∈ X and such that g|L ∈ f1 + aF .
If Max(R) ∩ SuppR(N) ⊆ X, then g is split surjective over R.
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Proof. Lemma 1.6 can be used to prove the first claim; the proof is similar to the proof of [2,
Theorem 6.6, Part (1)]. The second claim follows from the fact that, since N is finitely
presented over R, the map g is split surjective if and only if gm is split surjective for every
m ∈ Max(R) ∩ SuppR(N). 
Theorem 1.7 immediately yields the following cancellation result.
Theorem 1.8. Suppose that X := j-Spec(R)∩ SuppR(N) is Noetherian with dim(X) <∞.
Suppose also that Np is homothetic over Rp for every p ∈ X such that dimX(p) > 1. Let F
be a finitely generated R-submodule of HomR(M,N), and suppose that δp(F ) > 1 + dimX(p)
for every p ∈ X. Let L be an R-module, and suppose that there exist a ∈ R and f1 ∈ F for
which
θ0 :=
(
a f1
∗ ∗
)
∈ HomR(N ⊕M,N ⊕ L)
is an isomorphism. Then L ∼= M .
Proof. Note that (a, f1) ∈ HomR(N⊕M,N) is (X,X)-split. Let {f1, . . . , fn} be a generating
set for F over R. By Theorem 1.7, there exists f0 ∈ F for which f := f1 + af0 is split
surjective. Accordingly, let
θ1 :=
(
1N f0
0 1M
)
∈ AutR(N ⊕M),
and note that (a, f1) ◦ θ1 = (a, f). Since f is split surjective, there exists g ∈ HomR(N,M)
for which f ◦ g = 1N . Accordingly, let
θ2 :=
(
1N 0
g − ag 1M
)
∈ AutR(N ⊕M),
and note that (a, f1) ◦ θ1 ◦ θ2 = (1N , f). Next, let
θ3 :=
(
1N −f
0 1M
)
∈ AutR(N ⊕M),
and note that (a, f1) ◦ θ1 ◦ θ2 ◦ θ3 = (1N , 0). Now let
θ := θ0 ◦ θ1 ◦ θ2 ◦ θ3 =
(
1N 0
∗ ∗
)
∈ HomR(N ⊕M,N ⊕ L),
and note that θ is an isomorphism. By the Five Lemma, L ∼= M . 
Next, we recall some special cases of results from [2].
Lemma 1.9 ([2, Lemma 6.8]). Suppose that M is a direct summand of a direct sum of
finitely presented R-modules. Let X be a Noetherian subspace of SuppR(N), and suppose
that dim(X) < ∞. Suppose also that splRp(Mp, Np) > 1 + dim(X) for every p ∈ X. Then
there exists a finitely generated R-submodule F of HomR(M,N) such that δp(F ) > 1+dim(X)
for every p ∈ X.
Lemma 1.10 ([2, Lemma 6.9]). Let F be an R-submodule of HomR(M,N). Let X be
a Noetherian subspace of SuppR(N), and suppose that dim(X) < ∞. Suppose also that
δp(F ) > 1+ dim(X) for every p ∈ X. Then there exists a finitely generated R-submodule F
′
of F such that δp(F
′) > 1 + dim(X) for every p ∈ X.
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With the help of the last two lemmas, we can prove the following generalization of our
main theorem:
Theorem 1.11. Suppose that Y := Max(R) ∩ SuppR(N) is Noetherian with dim(Y ) < ∞,
and suppose that N is homothetic over R. Suppose also that one of the following conditions
holds:
(1) M is a direct summand of a direct sum of finitely presented R-modules, and we have
that splRm(Mm, Nm) > 1 + dim(Y ) for every m ∈ Y .
(2) R is Noetherian; M is finitely generated over R; and splRp(Mp, Np) > 1 + dimX(p)
for every p ∈ X := j-Spec(R) ∩ SuppR(N).
(3) There exists an R-submodule F of HomR(M,N) such that δm(F ) > 1 + dim(Y ) for
every m ∈ Y .
Let K be a direct summand of a direct sum of finitely many copies of N , and let L be an
R-module for which K ⊕ L ∼= K ⊕M . Then L ∼= M .
Proof. There exist an R-module K ′ and a positive integer i for which K ′⊕K ∼= N⊕i. Hence
N⊕i⊕L ∼= N⊕i⊕M , and so, by induction on i, we may assume that N ⊕L ∼= N ⊕M . Now,
using the fact that N is homothetic, we see that there exist a ∈ R and f1 ∈ HomR(M,N)
for which
θ0 :=
(
a f1
∗ ∗
)
∈ HomR(N ⊕M,N ⊕ L)
is an isomorphism. Since N is homothetic, N is locally homothetic. Since Y is Noetherian
with dim(Y ) < ∞, we see that X is Noetherian and that dim(X) = dim(Y ) < ∞ by [17,
Proposition 1]. Hence, in light of Theorem 1.8, it suffices to prove that Conditions (1), (2),
and (3) all imply the following condition:
(4) There exists a finitely generated R-submodule F ′ of HomR(M,N) such that f1 ∈ F
′
and such that δp(F
′) > 1 + dimX(p) for every p ∈ X .
Indeed, if Condition (1) holds, then Lemma 1.9 implies Condition (4); if Condition (2) holds,
then we may take F ′ = HomR(M,N); and, if Condition (3) holds, then Lemma 1.10 implies
Condition (4). 
In the next section, we begin working toward a proof of our main lemma.
2. The Set Λ
In this section, we reduce the proof of our main lemma (Lemma 1.6) to the study of a
finite set Λ of prime ideals of R. The following definition will be useful in the work to come:
Definition 2.1. Let n be a positive integer. The symbol GL(n,R) refers to the general
linear group of degree n over R, that is, the group of all invertible n × n matrices with
entries in R.
Remark 2.2. Let n be a positive integer. An n×n matrix A with entries in R is in GL(n,R)
if and only if its determinant det(A) is a unit of R.
To streamline our exposition in this section and in the next two sections, we introduce
some notation in the following definition.
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Definition 2.3. Let n ∈ Z with n > 2; let f := (f1, . . . , fn)
⊤ ∈ HomR(M,N
⊕n); and let
p ∈ SuppR(N). Fix the following notation relative to n, f , and p: Let F := Rf1+ · · ·+Rfn;
let − denote the functor − ⊗R κ(p); and, for every matrix Ξ := (ξi,j) with entries in R or
Rp, let Ξ :=
(
ξi,j
)
. If a matrix A ∈ GL(n,R) is given, then let f ∗ := Af := (f ′1, . . . , f
′
n)
⊤;
let f ′ := (f ′1, . . . , f
′
n−1)
⊤; and let F ′ := Rf ′1 + · · ·+Rf
′
n−1.
The next lemma records a special case of [2, Lemma 6.14]. This lemma tells us that, in
a certain sense, we need to consider only finitely many prime ideals of R when proving our
main lemma.
Lemma 2.4 ([2, Lemma 6.14]). Assume the hypotheses of our main lemma, and construct
a finite subset Λ of X as in [2, Lemma 6.11] with respect to F := Rf1 + · · · + Rfn. Let
A ∈ GL(n,R), and suppose that, with respect to Definition 2.3, we have that f ′ is (X,Λ)-
split. Then f ′ is (X,X)-split.
Now assume the hypotheses of our main lemma, and define Λ as in [2, Lemma 6.11] with
respect to F := Rf1+ · · ·+Rfn and X . By Lemma 2.4, proving our main lemma amounts to
finding a matrix V ∈ GL(n,R) such that the first n− 1 components of V f := (g1, . . . , gn)
⊤
form a map (g1, . . . , gn−1)
⊤ that is (X,Λ)-split with g1 ∈ f1 + aF . We compute such a
matrix V over the course of the next two sections, completing a proof of our main lemma in
Section 4.
3. The Maximal Ideals of R in Λ
Assume the hypotheses of our main lemma (Lemma 1.6), and let Λ be defined as in [2,
Lemma 6.11] with respect to F := Rf1 + · · ·+Rfn and X . In this section, we find a matrix
V ∈ GL(n,R) such that the first n − 1 components of V f := (g1, . . . , gn)
⊤ form a map
(g1, . . . , gn−1)
⊤ that is (X,m)-split for every m ∈ Λ ∩Max(R) and such that g1 ∈ f1 + aF .
We accomplish this goal over the course of three lemmas.
The first lemma of this section states a special case of a result from [2]. We will use this
result later in this section and in the next section.
Lemma 3.1 ([2, Lemma 6.13]). Let n ∈ Z with n > 2; let p ∈ SuppR(N); let f :=
(f1, . . . , fn)
⊤ ∈ HomR(M,N
⊕n); and let A ∈ GL(n,R). Then, with respect to Definition 2.3,
we have δp(F
′) > δp(F )− 1.
To aid with the statements of the next two lemmas, we establish some notation in the
following definition.
Definition 3.2. Let n ∈ Z with n > 2. For every i ∈ {1, . . . , n − 1}, let Pi be the n × n
permutation matrix obtained by switching the ith row and the nth row of the n×n identity
matrix, and let Pn denote the n× n identity matrix itself.
The following lemma can be compared to [2, Lemma 4.2].
Lemma 3.3. Assume the hypotheses of our main lemma, and define Λ as in [2, Lemma 6.11]
with respect to F := Rf1+ · · ·+Rfn and X. Let m ∈ Λ∩Max(R). Then there exist elements
rm,1, . . . , rm,n−1 ∈ R and a number Lm ∈ {1, . . . , n} with the following property: For every
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n× n matrix V with entries in R and for all s1, . . . , sn ∈ R−m such that
V ≡


1 0 · · · 0 arm,1
0
. . .
. . .
... rm,2
...
. . .
. . . 0
...
0 · · · 0 1 rm,n−1
0 · · · · · · 0 1


PLm


s1 0 · · · 0 0
0
. . .
. . .
...
...
...
. . .
. . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn


(mod m),
the first n− 1 components of V f := (g1, . . . , gn)
⊤ form a map (g1, . . . , gn−1)
⊤ that is (X,m)-
split.
Proof. For all s1, . . . , sn ∈ R− m, if G := Rs1f1 + · · ·+Rsnfn, then δm(G) = δm(F ). Thus,
by Nakayama’s Lemma, it is sufficient to prove the case in which s1 = · · · = sn = 1.
Define every object in Definition 2.3 relative to the hypotheses given here, with p = m and
with A as the n × n identity matrix. Then we have f ′ := (f1, . . . , fn−1)
⊤. Let d := δm(F ),
and let B be a d × n matrix with entries in R such that (Bf)m is split surjective. Let
C ∈ GL(d, Rm) such that CB can be expressed as a matrix (bi,j) with entries in R and
such that CB is in the following reduced row echelon form, where the nonzero entries are
clustered toward the top right corner of the matrix:
CB =


0 · · · 0 1
... 0
... 0
...
0 · · · 0 0
... 1
... 0
...
. . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0
... 0
... 1
...

 .
Here, the horizontal and vertical ellipses signify possible omissions of entries, and the zero
columns on the left may be absent. For every i ∈ {1, . . . , d}, let ji be the least member of
{1, . . . , n} for which bi,ji = 1. We assume that, for every i ∈ {1, . . . , d}, the entry bi,ji is the
only nonzero entry in the (ji)th column of the matrix CB.
Below, we consider several cases and prove the lemma in each case. Since X is understood,
we may use the term m-split without the risk of ambiguity.
First suppose that f ′ is m-split. Then, by Nakayama’s Lemma, we may take Lm = n and
rm,1 = · · · = rm,n−1 = 0.
Suppose then, for the rest of the proof, that f ′ is not m-split. We will show that a 6∈ m.
Suppose the contrary. Since (a, f1) is m-split, we see that (f1)m is split surjective over Rm.
Thus f ′ is m-split, a contradiction. Thus a 6∈ m. Let a′ ∈ R for which aa′ ∈ 1 +m.
Next, suppose that jd 6 n− 1. Then, by Nakayama’s Lemma, we may take Lm = n, and
we may define rm,j for every j ∈ {1, . . . , n− 1} in the following manner: If j = j1 = 1, then
take rm,j = a
′b1,n; if j = ji for some i ∈ {1, . . . , d} and j 6= 1, then take rm,j = bi,n; otherwise,
take rm,j = 0.
Now suppose that jd = n. If δm(F ) = n, then δm(F
′) > δm(F )− 1 = n− 1 by Lemma 3.1,
and so f ′ is m-split, a contradiction. Thus δm(F ) 6 n− 1.
Since jd = n and since d = δm(F ) 6 n− 1, there exists k ∈ {1, . . . , n− 1}− {j1, . . . , jd−1}.
Accordingly, by Nakayama’s Lemma, we may take Lm to be any such k, and we may define
rm,j for every j ∈ {1, . . . , n− 1} in the following way: If j = j1 = 1, then take rm,j = a
′b1,k;
if j = ji for some i ∈ {1, . . . , d − 1} and j 6= 1, then take rm,j = bi,k; otherwise, take
rm,j = 0. 
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Next, we record [2, Lemma 4.3] for use in the last lemma of this section (Lemma 3.5).
Lemma 3.4 ([2, Lemma 4.3]). Let R be a commutative ring, and let n ∈ Z with n > 2. Let
Λ1, . . . ,Λn be finite, pairwise disjoint subsets of Max(R). (Here, we allow some, or even all,
of these sets to be empty.) Then there exist a matrix Q ∈ GL(n,R) and elements
s1, . . . , sn ∈ R−
⋃
m∈Λ1∪···∪Λn
m
such that, for every i ∈ {1, . . . , n} and for every m ∈ Λi, the matrix Q satisfies the congruence
Q ≡ Pi


s1 0 · · · 0 0
0
. . .
. . .
...
...
...
. . .
. . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn


(mod m).
Moreover, for any
a ∈ R−
⋃
m∈Λ1
m,
we can arrange for the first row of Q to have the form(
1− ab 0 · · · 0 ab
)
for some b ∈ R.
Combining the last two lemmas, we get the following result:
Lemma 3.5. Assume the hypotheses of our main lemma, and define Λ as in [2, Lemma 6.11]
with respect to F := Rf1+ · · ·+Rfn and X. Then there exists a matrix V ∈ GL(n,R) such
that the first n − 1 components of V f := (g1, . . . , gn)
⊤ form a map (g1, . . . , gn−1)
⊤ that is
(X,m)-split for every m ∈ Λ ∩Max(R) and such that g1 ∈ f1 + aF .
Proof. Since X is understood, we may use the terms p-split and Y -split without the risk of
ambiguity. For every m ∈ Λ ∩Max(R), choose rm,1, . . . , rm,n−1 ∈ R and Lm ∈ {1, . . . , n} so
that they jointly satisfy the conclusion of Lemma 3.3. For every i ∈ {1, . . . , n}, let
Λi = {m ∈ Λ ∩Max(R) : Lm = i}.
Then Λ1, . . . ,Λn are finite, pairwise disjoint subsets of Max(R). We would like to show that
a ∈ R−
⋃
m∈Λ1
m.
Suppose not. Let n ∈ Λ1 such that a ∈ n. Working under the hypotheses given, define all
objects in Definition 2.3 with p = n and with A as the n × n identity matrix. Since a ∈ n
and since (a, f1) is n-split, we see that (f1)n is split surjective over Rn. Thus f
′ is n-split.
On the other hand, since Ln = 1, the definition of Ln in Lemma 3.3 tells us that f
′ is not
n-split, a contradiction. So a avoids every member of Λ1.
Now, by Lemma 3.4, there exist a matrix Q ∈ GL(n,R), elements
s1, . . . , sn ∈ R−
⋃
m∈Λ1∪···∪Λn
m,
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and b ∈ R such that, for every i ∈ {1, . . . , n} and for every m ∈ Λi, we have that
Q ≡ Pi


s1 0 · · · 0 0
0
. . .
. . .
...
...
...
. . .
. . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn


(mod m)
and such that the first row of Q has the form(
1− ab 0 · · · 0 ab
)
.
Next, we use the Chinese Remainder Theorem to find r1, . . . , rn−1 ∈ R such that ri ≡ rm,i
(mod m) for every i ∈ {1, . . . , n− 1} and for every m ∈ Λ ∩Max(R), and we define
U :=


1 0 · · · 0 ar1
0
. . .
. . .
... r2
...
. . .
. . . 0
...
0 · · · 0 1 rn−1
0 · · · · · · 0 1


∈ GL(n,R).
Let V := UQ. Then
V ≡


1 0 · · · 0 arm,1
0
. . .
. . .
... rm,2
...
. . .
. . . 0
...
0 · · · 0 1 rm,n−1
0 · · · · · · 0 1


PLm


s1 0 · · · 0 0
0
. . .
. . .
...
...
...
. . .
. . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn


(mod m)
for every m ∈ Λ ∩ Max(R). Now, Lemma 3.3 tells us that the first n − 1 components of
V f := (g1, . . . , gn)
⊤ form a map (g1, . . . , gn−1)
⊤ that is m-split for every m ∈ Λ ∩Max(R).
The fact that g1 ∈ f1 + aF can be verified by computing the first component of V f = UQf
directly. 
In the next section, we complete a proof of our main lemma.
4. A Proof of the Main Lemma
Assume the hypotheses of our main lemma (Lemma 1.6), and let Λ be defined as in [2,
Lemma 6.11] with respect to F := Rf1 + · · ·+Rfn and X . Since X is understood, we may
use the terms p-split and Y -split without the risk of ambiguity. In this section, we find a
matrix V ∈ GL(n,R) such that the first n − 1 components of V f := (g1, . . . , gn)
⊤ form a
map g := (g1, . . . , gn−1)
⊤ that is Λ-split and such that g1 ∈ f1 + aF . Lemma 2.4 will then
tell us that g is X-split and, thus, that we have proved our main lemma.
Before we can accomplish this goal, we must state a lemma that will help us deal with
the members p ∈ X for which dimX(p) > 1. For such a prime p, if Np is homothetic over
Rp, the next lemma gives a case in which equality holds in the conclusion of Lemma 3.1.
This explains the homothetic assumption in our main lemma. To simplify notation, we
assume that R is quasilocal. We omit the proof of the following result since the proofs of [7,
Lemmas 3.11 and 4.7] are similar.
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Lemma 4.1. Suppose that (R,m) is quasilocal and that N is nonzero and homothetic over
R. Let L be an R-submodule of M , and suppose that M = N ⊕ L. Let F be a finitely
generated R-submodule of HomR(M,N), and let H := {h|L ∈ HomR(L,N) : h ∈ F}. Then
δ(H) = δ(F )− 1.
We are now ready to prove our main lemma. Those familiar with [2] will note many
similarities with the proof of the Surjective Lemma (Lemma 1.12) therein. Despite these
similarities, we have decided to repeat almost all of the details here. Indeed, there are
sufficiently many new considerations as to justify a thorough account of all the notation and
reasoning involved. The major exception to this rule is our abridgement of Case 2 in the
proof, and our reason is that it truly requires no modification here.
Proof of the Main Lemma. Letting q1, . . . , qm be the distinct members of Λ −Max(R), we
arrange q1, . . . , qm so that, for every ℓ ∈ {1, . . . , m}, the prime qℓ is minimal among the
primes q1, . . . , qℓ. By induction on ℓ > 0, we prove that there exists V ∈ GL(n,R) such that
the first n− 1 components of V f := (g1, . . . , gn)
⊤ form a map (g1, . . . , gn−1)
⊤ that is p-split
for every p ∈ Λ− {qℓ+1, . . . , qm} and such that g1 ∈ f1 + aF .
Lemma 3.5 covers the case in which ℓ = 0. Suppose then that 1 6 ℓ 6 m and that there
exists A ∈ GL(n,R) such that the first n − 1 components of f ∗ := Af := (f ′1, . . . , f
′
n)
⊤
form a map f ′ := (f ′1, . . . , f
′
n−1)
⊤ that is p-split for every p ∈ Λ−{qℓ, . . . , qm} and such that
f ′1 ∈ f1 + aF . If f
′ is qℓ-split, then we may set V = A to finish the inductive step. Suppose
then that f ′ is not qℓ-split. Define every object in Definition 2.3 with respect to our current
hypotheses, taking p = qℓ.
Let
J :=
⋂
p∈Λ−{qℓ,...,qm}
p.
It is sufficient to find r1, . . . , rn−1 ∈ J such that, if
U :=


1 0 · · · 0 ar1
0
. . .
. . .
... r2
...
. . .
. . . 0
...
0 · · · 0 1 rn−1
0 · · · · · · 0 1


and if Uf ∗ := (g1, . . . , gn)
⊤, then G := Rg1 + · · · + Rgn−1 satisfies δqℓ(G) = δqℓ(F ): Given
such r1, . . . , rn−1 ∈ J , certainly g1 ∈ f1 + aF , and (g1, . . . , gn−1)
⊤ is not only qℓ-split but,
by Nakayama’s Lemma, also p-split for every p ∈ Λ− {qℓ, . . . , qm}. Thus we will be able to
take V := UA to finish the inductive step and, thus, the proof overall. Before we begin our
search for r1, . . . , rn−1, though, we must complete some more preparatory work.
To simplify notation, let q := qℓ for the rest of the proof. First we show that δq(F
′) =
δq(F )−1 and that δq(F ) 6 n−1. By Lemma 3.1 and by our hypothesis that f
′ is not q-split,
we have
δq(F )− 1 6 δq(F
′) < min{n− 1, 1 + dimX(q)} 6 δq(F ),
and so δq(F
′) = δq(F )− 1. Now, if δq(F ) = n, then δq(F
′) = δq(F )− 1 = n− 1, and so f
′ is
q-split, contrary to hypothesis. Thus δq(F ) 6 n− 1.
Let d := δp(F ), and let B be a d× n matrix with entries in R such that the map (Bf
∗)q
is split surjective. Let C ∈ GL(d, Rq) such that CB can be expressed as a matrix (bi,j)
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with entries from R and such that CB is in the following row echelon form with the nonzero
entries clustered toward the top right corner of the matrix and with s an element from R−q:
CB =


0 · · · 0 s
... 0
... 0
...
0 · · · 0 0
... s
... 0
...
. . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0
... 0
... s
...

 .
Here, the horizontal and vertical ellipses denote possible omissions of entries, and the zero
columns on the left may not appear at all. Now, for every i ∈ {1, . . . , d}, let ji be the least
member of {1, . . . , n} for which bi,ji = s. We assume that, for every i ∈ {1, . . . , d}, the entry
bi,ji is the only nonzero entry in the (ji)th column of the matrix CB. Let
B∗ := (b∗i,j) :=


0 · · · 0 s
... 0
... 0
...
0 · · · 0 0
... s
... 0
...
. . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0
... 0
... s
...


be a d× n matrix with entries in R satisfying the following conditions:
(1) The matrices B∗ and CB are equal.
(2) For every i ∈ {1, . . . , d} and for every j ∈ {1, . . . , n}, if it is the case that bi,j = 0,
then b∗i,j = 0.
(3) For every i ∈ {1, . . . , d}, we have that b∗i,ji = s.
Thus B∗f ∗ ∈ F⊕d, and B∗f ∗ is split surjective. Nakayama’s Lemma then implies that
(B∗f ∗)q is split surjective. Thus, we assume, without loss of generality, that B = CB = (bi,j)
and that B already exhibits the desirable form of B∗.
Since (Bf ∗)q is split surjective, there is an R-submodule L of M such that restricting
(Bf ∗)q to Lq yields an isomorphism. We may suppose, then, without loss of generality, that
Mq = N
⊕d
q .
Let µ := µRq(Mq), and let ν := µRq(Nq) so that µ = dν. Since q ∈ SuppR(N), we see that
ν > 1. Since f is q-split, d > 1, and so µ = dν > 1.
Let E := (ε1, . . . , εdν)
⊤ be an ordered dν-tuple of elements of Mq that form a minimal
generating set for Mq over Rq, and let Z := (ζ1, . . . , ζν)
⊤ be an ordered ν-tuple of elements
of Nq that form a minimal generating set for Nq over Rq. For every i ∈ {1, . . . , n}, let
ϕ′i := (f
′
i)q, and let Φ
′
i be a ν × dν matrix with entries in Rq representing ϕ
′
i relative to
E and Z in the following sense: For every j ∈ {1, . . . , dν}, if θ1,j , . . . , θν,j ∈ Rq for which
ϕ′i(εj) = θ1,jζ1 + · · ·+ θν,jζν , then we may take the jth column of Φ
′
i to be
θ1,j...
θν,j

 .
Next, let Φ∗ be the nν × dν matrix whose ith ν × dν block is Φ ′i. Thus
Φ∗ =

Φ
′
1
...
Φ ′n

 .
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Finally, we let rank(Ξ ) denote the rank of a matrix Ξ with entries from κ(q).
We now return to the task of finding elements r1, . . . , rn−1 ∈ J that meet the criteria
described earlier. We consider two cases.
Case 1: jd 6 n− 1. In this case, B can be written as follows:
B =


... s
... 0
... 0
... b1,n
... 0
... s
... 0
... b2,n
. . . . . . . . . . . . . . . . . . . . . .
... 0
... 0
... s
... bd,n

 .
Let rj = 0 ∈ J for every j ∈ {1, . . . , n− 1} − {j1, . . . , jd}.
Let i ∈ {1, . . . , d}, and assume that we have defined rj1 , . . . , rj(i−1) ∈ J . Let
Bi :=


... s
... 0
... 0
... 0
... sarj1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
... 0
... s
... 0
... 0
... srj(i−1)
... 0
... 0
... s
... 0
... 0
... 0
... 0
... 0
... s
... bi+1,n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .


be the d×n matrix obtained from B by replacing b1,n, b2,n, . . . , bi−1,n, bi,n with sarj1, srj2,
. . . , srj(i−1), 0, respectively. Let Ωi := (Bi ⊗ Iν)Φ
∗, where Iν denotes the ν × ν identity
matrix, and let
Ω ′i :=


0
...
0
Φ ′n
0
...
0


be the dν × dν matrix obtained by replacing the ith ν × dν block of the zero dν × dν
matrix with Φ ′n. Assume that rank
(
Ωi + bi,nΩ ′i
)
= dν. We will show that there is rji ∈ J
for which rank
(
Ωi + sarjiΩ
′
i
)
= dν if i = 1 and for which rank
(
Ωi + srjiΩ
′
i
)
= dν if
i > 2.
First suppose that i = 1. We will deal with the case in which a ∈ q and the case in
which a 6∈ q separately.
First suppose that a ∈ q. Since (a, f1) is q-split, (f1)q is split surjective. If dimX(q) = 0,
then f ′ is q-split, a contradiction. Hence, dimX(q) > 1, and so Nq is homothetic over Rq.
Now, by Lemma 4.1, we may assume that j1 = 1 and that b1,2 = · · · = b1,n = 0. As a
result, we may take rj1 to be any element of R.
Now suppose that a 6∈ q. Let I1 denote the ideal (saJ + q)/q of R/q. Since q is a
nonmaximal prime ideal of R, the ring R/q is an infinite domain. Since s, a ∈ R− q and
since J 6⊆ q, the ideal I1 is nonzero, thus infinite.
CANCELLATION OF HOMOTHETIC MODULES 15
Let
S1 :=
{
σ ∈ κ(q) : rank
(
Ω1 + σΩ ′1
)
6 dν − 1
}
.
We will show that there is ρ1 ∈ I1−S1. Let D1(x) denote the determinant of Ω1+xΩ
′
1,
where x is a variable. Since rank
(
Ω1 + b1,nΩ ′1
)
= dν, we see that D1
(
b1,n
)
6= 0. Thus
D1(x) is a nonzero polynomial. Since the degree of D1(x) is at most ν, we see that
|S1| 6 ν. Since I1 is infinite, there is ρ1 ∈ I1 −S1.
Now select an element rj1 in J for which sarj1 = ρ1. Then rank
(
Ω1 + sarj1Ω
′
1
)
= dν,
as desired.
Next, suppose that i > 2. Let I denote the ideal (sJ + q)/q of R/q. Then I1 ⊆ I ,
and so I is infinite.
Let
Si :=
{
σ ∈ κ(q) : rank
(
Ωi + σΩ
′
i
)
6 dν − 1
}
.
Just as we found ρ1 ∈ I1 −S1 when a 6∈ q, we can find ρi ∈ I −Si, although now we
do not need any restrictions on a.
Next, choose an element rji in J for which srji = ρi. Then rank
(
Ωi + srjiΩ
′
i
)
= dν, as
desired.
By induction, then, we can define matrices B1,Ω1,Ω
′
1, . . . , Bd,Ωd,Ω
′
d and elements
rj1, . . . , rjd in J for which rank
(
Ωd + srjdΩ
′
d
)
= dν. Now, let B′ be the d× (n−1) matrix
obtained by removing the nth column of B; let
U :=


1 0 · · · 0 ar1
0
. . .
. . .
... r2
...
. . .
. . . 0
...
0 · · · 0 1 rn−1
0 · · · · · · 0 1


;
and let Γ denote the (n− 1)ν× dν matrix obtained by removing the nth ν × dν block of
(U ⊗ Iν)Φ
∗. Then (B′ ⊗ Iν)Γ = Ωd + srjdΩ
′
d, and thus rank
[
(B′ ⊗ Iν)Γ
]
= dν. Define
Uf ∗ := (g1, . . . , gn)
⊤, and define G := Rg1+ · · ·+Rgn−1. Then, by Nakayama’s Lemma,
(B′ ⊗ Iν)Γ represents a surjection (and thus an isomorphism) in G
⊕d
q from Mq to N
⊕d
q ,
and so δq(G) = d = δq(F ).
Case 2: jd = n. As in the proof of the Surjective Lemma (Lemma 1.12) in [2], we can
reduce to Case 1. For this reduction, we do not need any homothetic conditions on N ,
and we do not need to consider the element a of R at all.
This completes the inductive step of our proof. 
As with [2, Lemmas 1.12 and 6.5], there is a special case that admits a stronger version
of our main lemma. The reasoning is basically the same as the discussion preceding [2,
Lemma 1.12], so we simply state the result here.
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Corollary 4.2. Assume the hypotheses of our main lemma. Define Λ as in [2, Lemma 6.11]
with respect to F := Rf1 + · · ·+Rfn and X. Assume that, for every m ∈ Λ ∩Max(R), one
of the following conditions holds:
(1) |R/m| > 2 + µRm(Nm).
(2) µRm(Nm) = 1.
(We may assume, for instance, that every residue field of R is infinite or that N is a locally
cyclic R-module.) Then there exist r1, . . . , rn−1 ∈ R for which (f1 + ar1fn, f2 + r2fn, . . . ,
fn−1 + rn−1fn)
⊤ is (X,X)-split.
It would now be possible to state an improved version of Theorem 1.7 in light of the special
case acknowledged by the previous corollary, but we omit the details.
As a final comment, we encourage the reader to compare Corollary 4.2 with Definition 0.1.
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