The ordered structures of natural, integer, rational and real numbers are studied here. It is known that the theories of these numbers in the language of order are decidable and finitely axiomatizable. Also, their theories in the language of order and addition are decidable and infinitely axiomatizable. For the language of order and multiplication, it is known that the theories of N and Z are not decidable (and so not axiomatizable by a computably enumerable set of sentences). By Tarski's theorem, the multiplicative ordered structure of R is decidable also; here we prove this result directly and present an axiomatization. The structure of Q in the language of order and multiplication seems to be missing in the literature; here we show the decidability of its theory by the technique of quantifier elimination and after presenting an infinite axiomatization for this structure we prove that it is not finitely axiomatizable.
Introduction and Preliminaries
Entscheidungsproblem, one of the fundamental problems of (mathematical) logic, asks for a single-input Boolean-output algorithm that takes a formula ϕ as input and outputs 'yes' if ϕ is logically valid and outputs 'no' otherwise. Now, we know that this problem is not (computably) solvable. One reason for this is the existence of an essentially undecidable and finitely axiomatizable theory, see e.g. [14] ; for another proof see [1, Theorem 11.2] . However, by Gödel's completeness theorem, the set of logically valid formulas is computably enumerable, i.e., there exists an input-free algorithms that (after running) lists all the valid formulas (and nothing else). For the structures, since their theories are complete, the story is different: the theory of a structure is either decidable or that structure is not axiomatizable (by any computably enumerable set of sentences; see e.g. [2, Corollaries 25G and 26I] or [7, Theorem 15.2] ). For example, the additive theory of natural numbers N; + was shown to be decidable by Presburger in 1929 (and by Skolem in 1930; see [13] ). The multiplicative theory of the natural numbers N; × was announced to be decidable by Skolem in 1930. Then it was expected that the theory of addition and multiplication of natural numbers would be decidable too; confirming Hilbert's Program. But the world was shocked in 1931 by Gödel's incompleteness theorem which implies that the theory of N; +, × is undecidable (see the subsection 4.1 below). In this paper we study the theories of the sets N, Z, Q and R in the languages {<}, {<, +} and {<, ×}: Let us note that order is definable in the language {+, ×} in these sets: in N by x < y ⇐⇒ ∃z(z+z = z ∧ x+z = y), and in Z by Lagrange's four square theorem x < y is equivalent with ∃t, u, v, w(x = y ∧ x+t·t+u·u+v·v+w·w = y). The four square theorem holds in Q too: for any p/q ∈ Q + we have pq > 0 so pq = a 2 +b 2 +c 2 +d 2 for some integers a, b, c, d; therefore, p/q= pq/q 2 =(a/q) 2 +(b/q) 2 +(c/q) 2 +(d/q) 2 holds. Thus, the same formula defines the order (x < y) in Q as well. Finally, in R the relation x < y is equivalent with the formula ∃z(z+z = z ∧ x + z·z = y).
The decidability of N, Z, Q, R in the languages {<} and {<, +} is already known. It is also known that the theories of N and Z in the language {<, ×} are undecidable. The theory of R in the language {<, ×} is decidable too by Tarski's theorem (which states the decidability of the theory of R; <, +, × ). Here, we prove this directly by presenting an explicit axiomatization. Finally, the structure Q; <, × is studied in this paper (seemingly, for the first time). We show, by the method of quantifier elimination, that it is decidable. Here, the (super-)structure Q; +, × is not usable since it is undecidable (proved by Robinson [10] ; see also [13, Theorem 8.30] ). On the other hand its (sub-)structure Q; × is decidable (proved in [8] by Mostowski; see also [11] ). So, Q; +, × and Q; <, × and Q; × are different from each other; < is not definable in Q; × and + is not definable in Q; <, × (by our results). This paper is a continuation of the conference paper [12] .
2 The Ordered Structure of Numbers Definition 1 (Ordered Structure) An ordered structure is a triple A; <, L where A is a non-empty set and < is a binary relation on A which satisfies the following axioms: A discrete order has the property that any element has an immediate successor (i.e., there is no other element in between them). If the successor of x is denoted by s(x) then a discrete order satisfies 
The symbols × and · are used interchangeably throughout the paper. For convenience, let us agree that 0 −1 = 0 as this does not contradict our intuition. Needless to say, x n symbolizes x · x · . . . · x (n−times); also x + x + · · · + x (n−times) is abbreviated as n x. △ ⋄
The following theorem has been proved in [6, Theorems 2.4.1 and 3.1.3]. Here, we present a syntactic (proof-theoretic) proof.
Theorem 1 (Axiomatizablity of R; < and Q; < ) The finite theory (of dense linear orders without endpoints -see Definitions 1 and 2)
pletely axiomatizes the order theory of the real and rational numbers and, moreover, the structure R; < (and also Q; < ) admits quantifier elimination, and so its theory is decidable.
Proof All the atomic formulas are either of the form u < v or u = v for some variables u and v. If both of the variables are equal then u < u is equivalent with ⊥ by O 1 and u = u is equivalent with ⊤. So, by Remark 1, it suffices to eliminate the quantifier of the formulas of the form
where y i 's, z j 's and u k 's are variables. Now, if n = 0 then the formula (1) is equivalent with the quantifier-free formula
So, let us suppose that n = 0. Then if ℓ = 0 or m = 0 the formula (1) The theory of the structure Z; < does not admit quantifier elimination: for example the formula ∃x(y < x < z) is not equivalent with any quantifier-free formula in the language {<} (note that it is not equivalent with y < z). If we add the successor operation s to the language then that formula will be equivalent with s(y) < z and the process of quantifier elimination will go through. Proof We note that all the terms in the language {<, s} are of the form s n (y) for some variable y and n ∈ N. So, all the atomic formulas are of the form s n (u) = s m (v) or s n (u) < s m (v) for some variables u, v. If a variable x appears in the both sides of an atomic formula, then we have either s n (x) = s m (x) or s n (x) < s m (x). The formula s n (x) = s m (x) is equivalent with ⊤ when n = m and with ⊥ otherwise; also s n (x) < s m (x) is equivalent with ⊤ when n < m and with ⊥ otherwise. So, it suffices to consider the atomic formulas of the form t < s n (x) or s n (x) < t or s n (x) = t for some x-free term t and n ∈ N + . Now, by Remark 1, we eliminate the quantifier of the formulas ∃x(
The axioms prove
; so we can assume that p i 's and q j 's and r k 's in the formula (2) are equal to each other, say to α. Then by O 8 the formula (2) is equivalent with
for some (possibly new) terms t ′ i , s ′ j , u ′ k (and y = s α (x)). Now, if n = 0 then the formula (3) is equivalent with the quantifier-free formula
Let us then assume that n = 0. The formula
is equivalent with the quantifier-free formula i, j s(t i ) < s j by the axiom O 7 (in Definition 2).
⊠ ⊞
The structure N; < can also be finitely axiomatized. The following theorem has been proved in [2, Theorem 32A] so we do not present its proof here.
Theorem 3 (Axiomatizablity of N; < ) The finite theory consisting of the axioms Definitions 1 and 2) and also the following two axioms
completely axiomatizes the order theory of the natural numbers and, moreover, the structure N; <, s, 0 admits quantifier elimination, and so its theory is decidable. ⊠ ⊞ Let us note that the structure N; <, s does not admit quantifier elimination, since e.g. the formula ∃x(s(x) = y) is not equivalent with any quantifier-free formula in the language {<, s}. However, this formula is equivalent with 0 < y.
The Additive Ordered Structures of Numbers
Here we study the structures of the sets N, Z, Q, R over the language {+, <}.
Definition 3 (Some Group Theory)
A group is a structure G; * , e, ι where * is a binary operation on G, e is a constant (a special element of G) and ι is a unary operation on G which satisfy the following axioms:
∀x, y, z [x * (y * z) = (x * y) * z]; ∀x(x * e = x); ∀x(x * ι(x) = e). It is called an abelian group when it also satisfies ∀x, y(x * y = y * x). A group is called non-trivial when ∃x(x = e); and it is called divisible when for n ∈ N we have ∀x∃y[x = * n (y)] where * n (y) = y * · · · * y (n − times). An ordered group is a group equipped with an order relation < (which satisfies
The following has been proved in e.g. [6, Corollary 3.1.17]:
Theorem 4 (Axiomatizablity of R; <, + and Q; <, + ) The following infinite theory (of non-trivial ordered divisible abelian groups) completely axiomatizes the order and additive theory of the real and rational numbers and, moreover, the structure R; <, +, −, 0 (and also Q; <, +, −, 0 ) admits quantifier elimination, and so its theory is decidable. 
can be proved from the axioms:
Secondly, every term containing x is equal to n x + t for some x-free term t and n ∈ Z−{0}. So, every atomic formula containing x is equivalent with n x t where ∈ {=, <, >}. Whence, by Remark 1, it suffices to prove the equivalence of the formula ∃x(
with a quantifier-free formula. By the equivalences (i) and (ii) above we can assume that p i 's and q j 's and r k 's in the formula (5) are equal to each other, say to α. Then by A 7 the formula (5) is equivalent with
for some (possibly new) terms t ′ i , s ′ j , u ′ k (and y = α x). Now, the quantifier of this formula can be eliminated just like the way that the quantifier of the formula (1) was eliminated in the proof of Theorem 1.
⊠ ⊞ Remark 2 (Infinite Axiomatizablity) To see that R; <, + and Q; <, + are not finitely axiomatizable, it suffices to note that for a given natural number N, the set
is closed under addition and so satisfies the axioms
and the finite number of the instances of the axiom A 7 (for n = 1, · · · , N) but does not satisfy the instance of A 7 for n = p where p is a prime number larger than N!. △ ⋄
For eliminating the quantifiers of the formulas of the structure Z; <, + we add the (binary) congruence relations {≡ n } n 2 (modulo standard natural numbers) to the language; let us note that a ≡ n b is equivalent with ∃x(a + n x = b). About these congruence relations the following Generalized Chinese Remainder Theorem will be useful later; below we present a proof of this theorem from [3] .
Proposition 1 (Generalized Chinese Remainder) For integers n 0 , n 1 , · · · , n k 2 and t 0 ,t 1 , · · · ,t k there exists some integer x such that x ≡ n i t i for i = 0, · · · , k if and only if t i ≡ d i, j t j holds for each 0 i < j k, where d i, j is the greatest common divisor of n i and n j .
Proof The 'only if' part is easy. We prove the 'if' part by induction on k. For k = 0 there is nothing to prove, and for k = 1 we note that by Bézout's Identity there are a 0 , a 1 such that a 0 n 0 + a 1 n 1 = d 0,1 . Also, by the assumption there exists some c such that t 0 −t 1 = cd 0,1 . Now, if we take x to be a 0 (n 0 /d 0,1 )t 1 + a 1 (n 1 /d 0,1 )t 0 then we have x = t 0 − a 0 n 0 c and x = t 1 + a 1 n 1 c so x ≡ n 0 t 0 and x ≡ n 1 t 1 hold. For the induction step (k + 1) suppose that x ≡ n i t i holds for i = 0, · · · , k (and that t i ≡ d i, j t j holds for each 0 i < j k + 1). Let n be the least common multiplier of n 0 , · · · , n k ; then the greatest common divisor m of n and n k+1 is the least common multiplier of d 0,k+1 , · · · , d k,k+1 . Now x ≡ d i,k+1 t i holds for 0 i k and so by the assumption k+1 and so x − t k+1 = mc for some c. By Bézout's Identity there are a, b such that an + bn k+1 = m. Now, for y = x − anc we have y = t k+1 + bn k+1 c ≡ n k+1 t k+1 and also y ≡ n i x ≡ n i t i holds for each 0 i k. This proves the desired conclusion.
⊠ ⊞
The following theorem has been proved, in various formats, in e. Theorem 5 (Axiomatizablity of Z; <, + ) The infinite theory of non-trivial discretely ordered abelian groups with the division algorithm, that is
∀x∃y i<n x = n y +ī n ∈ N + whereī = 1 + · · · + 1 (i−times) completely axiomatizes the order and additive theory of the integer numbers and, moreover, the (theory of the) structure Z; <, +, −, 0, 1, {≡ n } n 2 admits quantifier elimination, so has a decidable theory.
Proof Indeed the axiom A • 7 is equivalent with ∀x i<n x ≡ nī ∧ i = j<n x ≡ nj , which is rather easy to verify, and so the negation signs behind the congruences can be eliminated by (a ≡ n b) ↔ 0<i<n (a ≡ n b +ī ). Whence, by Remark 1, it suffices to show the equivalence of
with some quantifier-free formula, where a i 's, b j 's, c k 's and d ℓ 's are natural numbers and t i 's, u j 's. v k 's and w ℓ 's are x-free terms. By the equivalences
which are provable from the axioms, we can assume that a i 's, b j 's, c k 's and d ℓ 's in the formula (7) are equal to each other, say to α. Now, (7) is equivalent with
for y = α x and some (possibly new) terms t ′ i 's, u ′ j 's. v ′ k 's and w ′ ℓ 's. If r = 0 then (8) is readily equivalent with the quantifier-free formula which results from substituting w ′ 0 with y. So, it suffices to eliminate the quantifier of ∃x(
By the equivalence of the formula ∃x(θ (
we can assume that p 1 (and q 1 by a dual argument). Also, the formula two 1 where d is the greatest common divisor of n 1 and n 2 , n is their least common multiplier, and t = a 0 (n 0 /d)t 1 + a 1 (n 1 /d)t 0 where a 0 , a 1 satisfy Bézout's Identity a 0 n 0 + a 1 n 1 = d (see the proof of Proposition 1). So, we can assume that m 1 as well. Now, if m = 0 then the formula (9) is equivalent with a quantifier-free formula by Theorem 2 (with s(x) = x + 1 just like the the way formula (4) was equivalent with some quantifier-free formula). So, suppose m = 1.
In this case, if any of p or q is equal to 0 then (9) is equivalent with ⊤ (since any congruence can have infinitely large or infinitely small solutions). Finally, if we have p = q = 1 = m then the formula ∃x(x ≡ n t ∧ u < x ∧ x < v) is equivalent with the formula ∃y(r < n y s) for x = t + n y, r = u − t and s = v − t − 1. Now, the formula ∃y(r < n y s) is equivalent with the quantifier-free formula i<n (s ≡ nī ∧ r +ī < s) since there are some q and some i < n such that s = qn + i. The existence of some y such that r < ny s is then equivalent with r < nq (= s − i). ⊠ ⊞ Remark 3 (Infinite Axiomatizablity) The theory of the structure Z; <, + cannot be axiomatized finitely, because
and any finite number of the instances of A • 7 cannot prove all the instances of A • 7 . To see this take p to be a sufficiently large prime number and put N = (p − 1)!. Let us recall that the (rational) set Q/N = {m/N k | m ∈ Z, k ∈ N} is closed under the addition operation and x → x/n for any 1 < n < p. Define the set A = (Q/N) × Z and put the structure A = A ; < A , + A , − A , 0 A , 1 A on it by the following:
It is straightforward to see that A satisfies the axioms O 1 , O 2 , O 3 , A 1 , A 2 , A 3 , A 4 , A 5 and O • 7 ; but does not satisfy A • 7 for n = p since the equality (1, 0) = p (a, ℓ) +ī for any a ∈ Q/N, ℓ ∈ Z, i ∈ N (with i < p) implies that a = 1/p but 1/p ∈ Q/N. However, A satisfies the finite number of the instances of A • 7 (for any 1 < n < p): for any element (a, ℓ) ∈ A we have a = m/N k for some m ∈ Z, k ∈ N, and ℓ = nq + r for some q, r with 0 r < n; now, (a, ℓ) = n m ′ /N k+1 , q + A (0, r) (where m ′ = m · (N/n) ∈ Z) and so (a, ℓ) = n m ′ /N k+1 , q + Ar (wherer = 1 A + A · · · + A 1 A for r times). In this final section we consider the theories of the number sets N, Z, R and Q in the language {<, ×}.
Natural Numbers with Order and Multiplication
The theory of the structure N; <, × is not decidable (and so no computably enumerable set of sentences can axiomatize this structure). This is because:
• The addition operation is definable in N; <, × , since • successor s is definable from <: y = s(x) ⇐⇒ x < y ∧ ¬∃z(x < z < y),
• and addition is definable from the successor and multiplication: z=x+y ⇐⇒ ¬∃u(s(u)= z) ∧ x= y= z ∨ ∃u(s(u)= z) ∧ s(z · x) · s(z · y) = s(z · z · s(x · y)) . This identity was first introduced by Robinson [ 
Integer Numbers with Order and Multiplication
The undecidability of the theory of the structure N; +, × also implies the undecidability of the theories of the structures Z; +, × and Z; <, × as follows:
• By Lagrange's Four Square Theorem (see e.g. [7, Theorem 16.6] ) N is definable in Z; +, × , and so Z; +, × has an undecidable theory (see e.g. [7, Theorem 16.7] or [13, Corollary 8.29 in Chapter III]). • The following numbers and operations are definable in the structure Z; <, × :
-The number zero: u = 0 ⇐⇒ ∀x(x · u = u).
-The number one:
There is another beautiful definition for + in terms of s and × in Z on page 187 of [4] :
• Whence, the structure Z; <, × can interpret the undecidable structure Z; +, × .
Real Numbers with Order and Multiplication
The structure R; <, × is decidable, since by a theorem of Tarski the (theory of the) structure R; <, +, × can be completely axiomatized by the theory of real closed ordered fields, and so has a decidable theory; see e.g. [5, Theorem 7, Chapter 4] , [6, Theorem 3.3 .15] or [7, Theorem 21.36 ]. Here, we prove the decidability of the theory of R; <, × directly (without using Tarski's theorem) and provide an explicit axiomatization for it. Before that let us make a little note about the theory R + ; <, × (of the positive real numbers) which is (algebraically) isomorphic to R; <, + by the mapping x → log(x). Thus, we have the following immediate corollary of Theorem 4:
Proposition 2 (Axiomatizablity of R + ; <, × ) The following infinite theory (of nontrivial ordered divisible abelian groups) completely axiomatizes the order and multiplicative theory of the positive real numbers and R + ; <, ×, −1 , 1 admits quantifier elimination, and so its theory is decidable.
Proof For the infinite axiomatizability it suffices to note that for a sufficiently large N) but not all the instances of M 7 (for example when n = p is a prime larger than N!). ⊠ ⊞ Theorem 6 (Axiomatizablity of R; <, × ) The following infinite theory completely axiomatizes the order and multiplicative theory of the real numbers and, moreover, the structure R; <, ×, −1 , −1, 0, 1 admits quantifier elimination, and so its theory is decidable.
Thus, by introducing the constants 0 and −1 (and renaming the variables if necessary), we can assume that all the variables of a quantifier-free formula are positive. Now, the process of eliminating the quantifier of the formula ∃xη(x), where η is the conjunction of some atomic formulas (cf. Remark 1) goes as follows: we first eliminate the constants 0 and −1 and then reduce the desired conclusion to Proposition 2. For the first part, we simplify terms so that each term is either positive (all the variables are positive) or equals to 0 or is the negation of a positive term (is −t for some positive term t). Then by replacing 0 = 0 with ⊤ and 0 < 0 with ⊥ we can assume that 0 appears at most once in any atomic formula; also −1 appears at most once since −t = −s is equivalent with t = s and −t < −s with s < t. Now, we can eliminate the constant −1 by replacing the atomic formulas −t = s, t = −s and t < −s by ⊥ and −t < s by ⊤ for positive or zero terms t, s (note that −0 = 0 by M • 2 ). Also the constant 0 can be eliminated by replacing 0 < t with ⊤ and t < 0 and t = 0 (also 0 = t) with ⊥ for positive terms t. Thus, we get a formula whose all variables are positive, and so we are in the realm of R + . Finally, for the second part we have the equivalence of thus resulted formula with a quantifierfree formula by Proposition 2 provided that the relativized form of the axioms O 1 ,
, M 8 , and M 9 . We need to consider M 6 and M 7 only, when relativized to R + , i.e., ∃y(0 < y ∧ y = 1) and ∀x∃y[0 < x → 0 < y ∧ x = y n ]. The relativization of M 6 immediately follows from M • 6 . For the relativization of M 7 take any a > 0, and any n ∈ N. Write n = 2 k (2m + 1); by M • 7 there exists some c such that c 2m+1 = a, and by M • 5 and M • 5 we should have c > 0. Now, by using M 9 for k times there must exist some b such that b 2 k = c and we can have b > 0 (since otherwise we can take −b instead of b). Now, we have b 2 k (2m+1) = c 2m+1 = a and so a = b n . ⊠ ⊞ That no finite set of axioms can completely axiomatize the theory of R; <, × can be seen from the fact that the set {0} ∪ {−2 m·(N!) −k , 2 m·(N!) −k | m ∈ Z, k ∈ N} of real numbers, for some N > 2, satisfies all the axioms of Theorem 6 except M • 7 ; however it satisfies a finite number of its instances (when 2n + 1 N) but not all the instances (e.g. when 2n + 1 is a prime greater than N!) of M • 7 (cf. the proof of Proposition 2 and Remark 2).
Rational Numbers with Order and Multiplication
The technique of the proof of Theorem 6 enables us to consider first the multiplicative and order structure of the positive rational numbers, that is Q + ; <, × . The formula ∃x(y = x n ) (for n > 1) is not equivalent with any quantifier-free formula in the structure Q + ; <, × ; so let us introduce the following notation.
Definition 4 (ℜ) Let ℜ n (y) be the formula ∃x(y = x n ), stating that "y is the nth power of a number" (for n > 1).
△ ⋄ Now we can introduce our candidate axiomatization for the theory of the structure Q + ; <, × .
Definition 5 (TQ) Let TQ be the theory axiomatized by the axioms O 1 , O 2 , O 3 , M 1 , M 2 , M 3 , M 4 , M 5 and M 6 of Proposition 2 plus the following two axiom schemes: (M 10 ) ∀x, z∃y(x < z → x < y n < z), and (M 11 ) ∀x 1 , x 2 , · · · ∃y∀z m j ∤n (y n · x j = z m j ); for each n 1 (and m j > 1). △ ⋄ Some explanations on the new axioms M 10 and M 11 are in order. The axiom M 10 , interpreted in Q + , states that Q + is dense not only in itself but also in the radicals of its elements (or more generally in R + : for any x, z ∈ Q + there exists some y ∈ Q + that satisfies n √ x < y < n √ z). The axiom M 11 , interpreted in Q + again, is actually equivalent with the fact that for any sequences x 1 , · · · , x q ∈ Q + and m 1 , · · · , m q ∈ N + none of which divides n (in symbols m j ∤ n), there exists some y ∈ Q + such that j ¬ℜ m j (y n · x j ). This axiom is not true in R + (while M 10 is true in it) and to see that why M 11 is true in Q + it suffices to note that for given x 1 , · · · , x q one can take y to be a prime number which does not appear in the unique factorization (of the enumerators and denominators of the reduced forms) of any of x j 's. In this case y n · x j can be an m j 's power (of a rational number) only when m j divides n. The condition m j ∤ n is necessary, since otherwise (if m j | n and) if x j happens to satisfy ℜ m j (x j ) then no y can satisfy the relation ¬ℜ m j (y n · x j ).
We now show that the theory TQ completely axiomatizes the theory of the structure Q + ; <, ×, −1 , 1, {ℜ n } n>1 and moreover this structure admits quantifier elimination, thus the theory of the structure Q + ; <, × is decidable. For that, we will need the following lemmas.
Lemma 1
For any x ∈ Q + and any natural n 1 , n 2 > 1,
where n is the least common multiplier of n 1 and n 2 .
Proof The ⇐ part is straightforward; for the ⇒ direction's proof suppose that we have x = y n 1 = z n 2 . By Bézout's Identity there are some c 1 , c 2 ∈ Z such that the equality c 1 n/n 1 + c 2 n/n 2 = 1 holds; therefore, x = x c 1 n/n 1 · x c 2 n/n 2 = y c 1 n · z c 2 n = (y c 1 z c 2 ) n , which finishes the proof.
⊠ ⊞ Lemma 2 For natural numbers {n i } i<p with n i > 1 and positive rational numbers
where n is the least common multiplier of n i 's, d i, j is the greatest common divisor of n i and n j (for each i = j) and β = ∏ i<p t c i (n/n i ) i in which c i 's satisfy ∑ i<p c i (n/n i ) = 1.
Proof For t i 's, n i 's, c i 's, d i, j 's and n as given above, we show that ℜ n k (t k · β −1 ) holds for each fixed k < p when i = j ℜ d i, j (t i · t −1 j ) holds. Let m k,i be the least common multiplier of n k and n i (which is a divisor of n then). Let us note that we have
(⇒): The relations ℜ n i (x · t i ) and ℜ n j (x · t j ) immediately imply that ℜ d i, j (x · t i ) and ℜ d i, j (x · t j ) and so ℜ d i, j (t i · t −1 j ). For showing ℜ n (x · β ) it suffices, by Lemma 1, to show that ℜ n i (x · β ) holds for each i < p. This immediately follows from the relation ℜ n i (t i · β −1 ) which was proved above, and the assumption ℜ n i (x · t i ). (⇐): From the first part of the proof we have ℜ n k (t k · β −1 ) for each k < p; now by ℜ n (x · β ) we have ℜ n k (x · β ) and so ℜ n k (x · t k ) for each k < p. ⊠ ⊞ Let us note that Lemmas 1 and 2 are provable in TQ. The idea of the proof of Lemma 2 is taken from [9] .
Lemma 3
The following sentences are provable in TQ for any n > 1:
Proof We show the last formula. By M 10 (of Definition 5) there exists some v such that x · u < v n < z · u. Then for y = v n · u −1 we will have x < y < z and ℜ n (y · u). ⊠ ⊞
Lemma 4
The following sentences are provable in TQ for any m 1 , · · · , m j , · · · > 1:
Proof The first sentence is an immediate consequence of the axiom M 11 (of Definition 5) for n = 1. We show the last sentence. There exists γ, by M 11 , such that j ¬ℜ m j (γ ·x j ). Let M = ∏ j m j ; by M 10 there exists δ such that u ·γ −1 < δ M < v·γ −1 . Now for y = γ · δ M we have u < y < v and j ¬ℜ m j (y · x j ) since if (otherwise) we had ℜ m j (y · x j ) then ℜ m j (γ · δ M · x j ) and so ℜ m j (γ · x j ) would hold; and this is a contradiction.
⊠ ⊞ Lemma 5 In the theory TQ the following formulas
were true then ℜ m j (x · s j ) would be true too; contradicting j<q ¬ℜ m j (x · s j ). Suppose now that the relation m j |n ¬ℜ m j (t −1 · s j ) holds. By M 11 there exists some γ such that
We show ¬ℜ m j (x · s j ) for each j < q by distinguishing two cases: if m j | n then ¬ℜ m j (t −1 · s j ) implies ¬ℜ m j (δ M·n · γ n · t −1 · s j ); if m j ∤ n then ¬ℜ m j (γ · t −1 · s j ) implies ¬ℜ m j (δ M·n · γ n · t −1 · s j ).
⊠ ⊞ Finally, we can prove the main result of the paper, which seem to be unnoticed in the literature.
Theorem 7 (Axiomatizablity of Q; <, × ) The infinite theory TQ completely axiomatizes the theory of Q + ; <, × , and Q + ; <, ×, −1 , 1, {ℜ n } n>1 admits quantifier elimination.
Also, the structure Q; <, × can be completely axiomatized by the theory that results from TQ by substituting its M 2 , M 3 , M 5 and M 6 with the axioms
and M • 6 , and adding the axioms M 8 and M 9 (in Theorem 6) to it. Moreover, the theory of the structure Q; <, ×, −1 , −1, 0, 1, {ℜ n } n>1 admits quantifier elimination.
Proof Let us prove the Q + part only. We are to eliminate the quantifier of the formula
By the equivalences a n < b n ↔ a < b and ℜ m·n (a n ) ↔ ℜ m (a) we can assume that all the a i 's, b j 's, c k 's, d ℓ 's and e ι 's are equal to each other, and moreover, equal to one (cf. the proof of Theorem 5). We can also assume that h = 0 and that f , g 1. By Lemma 2 we can also assume that p 1. If q = 0 then Lemma 3 implies that the quantifier of the formula (10) can be eliminated. So, we assume that q > 0. If p = 0 then the quantifier of (10) can be eliminated by Lemma 4. Finally, if p = 1 (and q = 0 = h and f , g 1) then Lemma 5 implies that the formula (10) is equivalent with a quantifier-free formula.
The infinite theory TQ cannot be replaced with a finite theory.
Remark 5 (Infinite Axiomatizability) To see that the structure Q + ; <, × cannot be finitely axiomatized, we present an ordered multiplicative structure that satisfies any sufficiently large finite number of the axioms of TQ but does not satisfy all of its axioms. Let p be a sufficiently large prime number. As we have seen before, the set Q/p = {m/p k | m ∈ Z, k ∈ N} is closed under addition and the operation x → x/p, and the inclusions Z ⊂ Q/p ⊂ Q hold. Let ρ 0 , ρ 1 , ρ 2 , · · · denote the sequence of all prime numbers (2, 3, 5, · · · ). Let (Q/p) * be the set {∏ i<ℓ ρ r i i | ℓ ∈ N, r i ∈ Q/p}; this is closed under multiplication and the operation x → x 1/p , and we have the inclusions Q ⊂ (Q/p) * ⊂ R + . Thus, (Q/p) * satisfies the axioms O 1 , O 2 , O 3 , M 1 , M 2 , M 3 , M 4 , M 5 and M 6 of Proposition 2, and also the axiom M 10 . However, it does not satisfy the axiom M 11 for n = q = x 0 = 1 and m 0 = p because (Q/p) * |= ∀yℜ p (y). We show that (Q/p) * satisfies the instances of the axiom M 11 when 1 < m j < p (for each j < q and arbitrary n, q). Thus, no finite number of the instances of M 11 can prove all of its instances (with the rest of the axioms of TQ). Let x j 's be given from (Q/p) * ; write x j = ∏ i<ℓ j ρ r i, j i where we can assume that ℓ j q. Put r j, j = u j /p v j where u j ∈ Z and v j ∈ N (for each j < q). Define t j to be 1 when m j | u j and be m j when m j ∤ u j . Let y = ∏ i<q ρ (t i /p v i +1 ) i (∈ (Q/p) * ). We show j<q ¬ℜ m j (y n · x j ) under the assumption j<q m j ∤ n. Take a k < q, and assume (for the sake of contradiction) that ℜ m k (y n ·x k ). Then ℜ m k (ρ . Therefore, m k | nt k + pu k . We reach to a contradiction by distinguishing two cases:
(i) if m k | u k then t k = 1 and so m k | n + pu k whence m k | n, contradicting the assumption of j<q m j ∤ n;
(ii) if m k ∤ u k then t k = m k and so m k | nm k + pu k whence m k | pu k which by (m k , p) = 1 implies that m k | u k , contradicting the assumption (of m k ∤ u k ). △ ⋄
Conclusions
In the following table the decidable structures are denoted by ∆ 1 and the undecidable ones by ∆ 1 / \ :
