We examine sensitivity of the estimated relationship between innovation and firm performance. In doing so, we rely on a knowledge production function approach and carry out comparisons in a number of ways. The sensitivity analysis is based on the comparison of: a basic econometric model estimated assuming different error structure and using the same data source, an identical model but different data sources, different classifications of firms performance, different classifications of innovation and the two main different subpopulations of the business sector. The analyses are performed in both level and growth rate dimensions. New findings are reported and previous results are confirmed as well. The study gives indications of what factors cause variations in the estimated effects of interest and the direction of changes.
INTRODUCTION
New goods are at the heart of economic growth. The link between innovation and performance at various levels of aggregation has been the focus of attention in a number of studies in recent decades. 2 The research in this area has resulted in interesting findings regarding expected effects, the data and methods used, and their benefits and limitations. The results, however, are different in many respects and the successive improvements in our understanding of economic behavior, data quality and econometric techniques calls for continued research. 3 Summarizing the robust regularities which have emerged from a large number of studies at firm-level, Klette and Kortum (2002) present a list of stylized facts on the relationship between firm size, R&D effort, productivity and growth. Their list includes the following empirical findings. First, there is an approximately constant relationship between R&D and patents in the cross-sectional dimension but a negative relationship between R&D and patents in the longitudinal dimension. 4 Second, there is a positive relationship between R&D activity and the level of productivity and across firms while the longitudinal relationship between firm-level differences in R&D and productivity growth is typically statistically insignificant.
In a survey of econometric studies of R&D and productivity at the firm level, Mairesse and Sassenou (1991) document widely varying estimates of the contribution of R&D to productivity. The variations are mainly observed across samples and model specifications and in relation to different estimation methods. The survey is based on 18 econometric studies at the firm level in the United States, France and Japan between 1969 and 1988. The authors suggest three important improvements to productivity studies. First, it is important that more research be carried out to improve the existing databases. In particular, emphasis is placed on the need to better account for quality aspects in the measurement of output, input prices and quantities. Second, it is essential to gain a better understanding of the diversity of the situations of individual firms and the evolution of these over time. The objective is to try to account for such diversity in terms of certain general statistics. The third improvement concerns a puzzling aspect in this area of research, reported by Klette and Kortum 2 For a selection of empirical studies or summary of empirical studies on the link between innovation and productivity, see Griliches (1958 Griliches ( , 1964 Griliches ( , 1979 Griliches ( , 1986 Griliches ( , 1988 Griliches ( , 1992 Griliches ( , 1995 Mansfield (1961 Mansfield ( , 1962 Mansfield ( , 1965 , Nelson (1962) , Schmookler (1966) , Pakes and Schankerman (1984) , Griliches and Mairesse (1984) , Kline and Rosenberg (1986) , Cohen and Klepper (1996) , Patel and Soete (1988) , Mairesse (1990) , Mairesse and Sassenou (1991) , Lichtenberg and Siegel (1991) , Pavitt (1993) , Caballero and Jaffe (1993) , Hall (1993) , Hall and Mairesse (1995) , Klette (1996) , Klette and Griliches (1998) , Crépon, Duguet and Mairesse (1998) , Klomp and van Leeuwen (1999) , and van Leeuwen and Klomp (2001) , Lööf and Heshmati (2002) , Klette and Kortum (2002) . 3 The issue of econometric methods and data quality in productivity analysis is about as old as the discovery of the famous 'residual' in the 1950s. In their introduction to the volume containing papers presented at the NBER Conference on New Developments in Productivity Measurement and Analysis, Kendrick and Vacarra (1980) remind readers that one of the purposes of the 1958 NBER conference was to 'suggest needed improvements in methods of estimation and basic data'. (2002) , that estimates of R&D capital elasticity in the productivity equation obtained from time series data are much smaller and mostly insignificant compared to the elasticity obtained from cross-section data.
While the Mairesse and Sassenou paper contributes to an awareness of the presence of heterogeneity in results associated with a number of factors, Hall and Mairesse (1995) attempt to quantify the degree of heterogeneity in results. They further explore the causes of the generation of different estimates by using a single panel data set with relatively long time series data (17 years) but with varying specifications of the same model. The dynamics of investment in R&D are investigated, as is heterogeneity in investment behaviour. Their main finding is that more information on the history of the individual firms concerning R&D expenditures helps to improve the reliability of the estimates of R&D elasticity.
Based on the experience from previous sensitivity studies we have endeavoured in particular to acquire more detailed information on various key variables for individual firms and representative samples. Our goal was satisfactorily achieved by augmenting information from a large innovation survey with firm-level data on sales, value added, employment, human capital and financial information from register data obtained from Statistics Sweden. The data covers about 50% of all non-retail service and manufacturing firms in Sweden in 1998 with 20 or more employees.
In a promising innovation model recently developed by Crépon, Duguet and Mairesse (1998) , a four-equation knowledge production function model was introduced which includes three relationships: the productivity equation relating innovation output to productivity, the knowledge production function relating investment in research to innovation output, and the research investment equation linking research to its determinants. An additional equation concerns investment decisions.
The Crépon, Duguet and Mairesse paper offers an attractive theoretical model and appropriate econometric methods for a better understanding of the processes containing what has been called a 'black box' by Rosenberg (1982 and and its relationship with innovation efforts and firm performance. Therefore, the regression results in our study are mostly based on an alternative version of the conceptual idea in this model. The modification was made given the nature of our cross-sectional data. Using versions of a multi-step procedure we will compare the estimated results of our main determinant factors with those reported in the literature.
The objective of this paper is thus to investigate the sensitivity of the estimated relationship between innovativeness and firm performance in a multidimensional framework. In doing so, we investigate the sensitivity of results with regards to different types of models, estimation methods, measures of firm performance, subpopulations of business sectors, different data sources, different specifications of innovation, level and growth rate dimensions. The results from various comparisons are tested for the importance of outliers.
The main contribution of this paper to the growing literature of the link between innovation and performance is the comprehensive multidimensional sensitivity analysis of the results and the extensive underlying data. The traditional analysis of the relationship between R&D and productivity is extended and developed by the use of firm-level data not previously available and state-of-the-art economic framework which endogenize innovation in the explanation of heterogeneity in firm performance. New findings are reported and previous results are confirmed as well.
This study is one of the first attempts to estimate the causal effect of innovation investment on innovation output and the causal effect of innovation output on firm performance in both manufacturing and service industries using the same framework. An identical questionnaire, identical register data, the same estimation techniques and an identical specification of the model for both samples of firms are used for manufacturing firms and service firms. The performance is expressed in various measures and in both levels in growth rate terms. The innovations are explored with respect to their degree of novelty for both services and manufacturing firms.
The rest of this paper is organized as follows. In Section 2, the data is described. In Section 3, the model specification is outlined and estimation procedures are discussed. Empirical results from the main model are presented in Section 4, and results from the sensitivity analysis conducted in various dimensions are presented in Section 5. The final section concludes the discussion.
THE DATA, VARIABLES AND DEFINITIONS
The basic data used in this study was collected as an experimental enlargement of the second European Community Innovation Survey (CIS) conducted by Statistics Sweden. 5 The data collection was carried out in 1999 and covers the period 1996 to 1998. In addition to the primary CIS information this survey also includes some other experimental information: product life cycle, rate of growth in the firm's main market, the main customer of the firm and the most important factors for the attractiveness of the firm's products and services.
In order to ensure that the data is suitable for our estimation purpose, we have imposed the following restrictions on the sample. First, we removed all observations for which the number of employees in 1998 was less than 20 and the amount of sales per employee was zero or missing. A second and necessary restriction applicable only to the growth analysis is the requirement that value added per employee, sales per employee, profit per employee and the number of employees must be positive in the first year observed (1996) .
The information from the survey on innovation input, innovation output and exports as a share of total sales and various innovation indicators (factors hampering innovation activities, strategy on innovation, sources of knowledge for innovation and cooperation on innovation), has been supplemented with data on sales, value added, profit, physical capital and human capital from Statistics Sweden for firms in the innovation survey. Given the compulsory nature of the data collection, the register data suffers less from missing units of observation than the survey data. The quality of the data is improved through an intensive control process prior to making the data (in aggregate form) publicly available in various periodical publications.
We obtained 3,190 complete observations for 1998 and 2,899 complete observations for the period 1996-1998 (see Table 1 ). This data set covers more than 50% of all non-retail service and manufacturing firms in Sweden with 20 or more employees.
Innovation and innovative firms
In order to distinguish firms by their innovative nature, we selected a sample consisting of only innovative firms. There is, however, no standard definition of an innovative firm or what distinguishes innovation from technical change. Schmookler (1966) suggests that when an enterprise produces a good or a service or uses a method or inputs that is new to it, it introduces technical changes. The enterprise that is first to make a given technical change is an innovator. Geroski, Machin and van Reenen (1993) stress the importance of not only innovation in itself, but also the learning process within the firm associated with innovation. Moreover, Hall (1994) noticed that the distinction between innovator and its followers -the imitator firms is often unclear. In their attempts to imitate, firms often do things differently (unintentionally or by design) from the way they were done by the first firm, and thus become innovators in their own way. The Oslo Manual (OECD, 1996) , which set out the guidelines for the formulation and design of innovation surveys, includes technical change as well as imitation through questions on: products technologically new or significantly improved to the market, and products technologically new or significantly improved only to the firm.
Technical change is strongly attributed to production of goods, and the use of the same definition may fail to capture a majority of service innovations unless we redefine innovations one step further. In this study, we define innovations as goods and services that are both: (i) new or substantially improved to the market and (ii) new or substantially improved only to the firm. The effects of both these classifications of innovation can be analyzed jointly or separately.
We then define an innovative firm according to the following conditions: a firm is innovative if its innovation investment is positive, and if it also has positive innovative sales. Here by innovative sales, we refer to the sales revenue of a firm that is attributed to products (goods and services) introduced on the commercial market in the three most recent years. This condition resulted in a sample of 1,309 (41.0%) innovative firms, 903 of which are manufacturing firms, 363 service firms and the remaining 43 utility firms (see Table 2 ). However, the latter are not included in the analysis. The number in parentheses reflects the percentage of the total number of firms.
The non-innovative firms, according to our definition, consist of firms with neither positive innovation input nor positive innovation output during the period 1996-1998 (43.2%), firms with positive innovation input but no positive innovation output (12.5%), and firms with positive innovation output but no innovation input (3.2%). The non-innovative firms are retained in the total sample and are used in a selection equation for estimating a selection corrector variable which Heckman (1979) refers to as the inverse of Mill's ratio.
Innovation sales according to our definition corresponds to 12% of all sales for the sample of service firms, 13% for the sample of manufacturing firms, 31% of sales for innovative service firms and 27% for innovative manufacturing firms. Hence, when all firms are considered, service firms and manufacturing firms are about equally innovative, but the average innovative service firm is somewhat more innovative than the corresponding manufacturing firms.
Innovation input is the total sum of expenditures on eight different categories of innovation engagements including: (i) R&D based products, services or process innovations within the firm, (ii) non-R&D based innovation activities (iii) purchase of services for innovation activities, (iv) purchase of machinery and equipment related to products, services and process innovations, (v) other non-machinery and equipment related innovation activities, (vi) industrial design or other preparations for production of new or improved products, (vii) education directly related to innovation activities, and (viii) introduction of innovations to the market. Table 3 gives simple summary statistics for our key economic variables. The key variables include: innovation input, innovation output, sales, value added, profit before depreciation, profit after depreciation, sales margin defined as profit after depreciation as percentage of total sales, physical capital and human capital. All variables are measured in intensity terms, which means per employee except human capital, which is expressed as the percentage of engineers and the percentage of employees with a different university degree relative to total employment. The monetary variables are measured in SEK.
A description of the statistics
It is shown in Panel A and Panel B of Table 3 that the average firm in the innovation sample is larger (more employees), has a higher sales per employee, a higher value added per employee, and a larger proportion of employees with a university degree than the average non-innovative firm for services as well as for manufacturing. Non-innovative service firms are somewhat more profitable than the innovative service firms no matter whether profit per employee before or after depreciation or the sales margin is considered. The case is the opposite among manufacturing firms. Table 4 shows summary statistics of growth rates for innovative and noninnovative firms between 1996 and 1998. Among the manufacturing firms (Panel B), it is clear that innovative firms are more dynamic than other firms in economic terms. Innovative firms have a higher growth rate of value added, sales and profit per employee. However, employment growth is slightly larger for non-innovative firms. The service sample is more ambiguous. While productivity increases fastest for the average innovative service firm, the non-innovative service firm has a larger rate of growth in sales and profit. Employment growth is approximately the same for both samples.
Finally, Tables 5 and 6 report the relationship between value added and sales, profit, innovation input, innovation output, human capital, physical capital and employment in both level and growth rate forms. In specification of the econometric models we account for a large number of production and innovation characteristics. Along with the usefulness of their inclusion they might cause serious problems of multicollinearity and difficulties in identifying their effects. Two simple ways of checking for the presence of multicollinearity are to look at the correlation coefficients among the explanatory variables and the R 2 from regression of each explanatory variable on remaining explanatory variables. From Tables 5 and 6 we observed that the correlation coefficients vary in the interval -0.11 and 0.42. The R 2 values are below 0.50. The low R 2 values together with low correlation coefficients indicate that multicollinearity as not being a serious problem.
Treatment of extreme values
Given the restrictions imposed in Section 2, we have defined a 'clean' data set according to the following criteria. First, we censored any observation for which labour productivity and sales per employee were less than SEK 100,000 or more than SEK 10 million. This means that all observations with a productivity level less than SEK 100,000 per employee are replaced by observations equal to SEK 100,000, and observations more than SEK 10 million are replaced by SEK 10 million. Second, a similar censoring procedure was imposed on observations where the profit per employee before and after depreciation exceeded SEK 1 million. Third, in the profit specification of the model, we removed all observations for which profit per employee was zero or negative. The removal of such observations was justified by the logarithmic transformation of the data. There are 578 such observations, corresponding to 18.1% of the sample. Fourth, all observations for which the sales margin (profit after depreciation as a percentage of total sales) was less than -100% or more than 100% were also censored. Finally, we censored any observation for which the growth rate in value added, sales, and profit each expressed in per employee terms and employment for 1996 and 1998 was less than 75% contraction or more than 300% expansion. These censoring eliminate the influence of extreme observations and yet allows us to retain the observations in the estimation procedure. 
THE THEORETICAL FRAMEWORK
The theoretical framework for this study is a Cobb-Douglas production function explaining variation in firm output by a number of standard input variables and an additional R&D investment variable that can be represented schematically by the following equation:
(1) ε β β β
where the lower-case letters denote log of variables expressed in per employee terms. The left-hand variable, q, is output produced, x is a J vector of standard input variables such as human capital, physical capital, material and energy, and k is R&D investment. The j β is the elasticity of output with respect to a vector of inputs, k β is the elasticity of output with respect to changes in R&D, and ε is the random error term. A serious limitation of equation (1) is that it only measures the relationship between R&D input factors, k, and output, q. The neglected link is what Pakes and Griliches (1984) label it as 'the knowledge production function', i.e. production of commercially valuable knowledge or innovation output. They suggest an alternative 6 In analyzing the influence of outliers on the relationship between firm performance and innovation we observed a relatively weak impact of outliers observations when value added and register data are considered. This finding is valid for both manufacturing and service firms. However, there is significant heterogeneity among censured and non-censured service firms when firm performance is measured as growth in sales. production function model, which in its simplest form corresponds to the following set of three equations 7 :
(2)
where equation (2) is an innovation input equation and k is R&D expenditure. Equation (3) is innovation output and t is patents or other measures of knowledge capital. Finally, equation (4) is the productivity or, more generally, performance equation. The 
A four-equation production function model
In an attempt to correct for undesirable effects of selectivity and simultaneity bias and account for the complexity of innovation process that affect many R&D and patent studies, Crépon, Duguet and Mairesse (1998) specified a four-equation model similar to the basic idea outlined in the Pakes and Griliches model. We will refer to this model as the CDM model. The objective of the CDM model is to consistently estimate the causal effect of innovation investment on innovation output and the causal effect of innovation output on productivity. The first equation in the model is a selectivity equation, modeled as a probit, where the dependent variable is a latent innovation decision variable. The remaining three equations can be approximated by equations (2) to (4) in the Pakes and Griliches model. Unlike in Pakes and Griliches, the CDM assumes that the disturbances in the four equations are correlated.
In the CDM approach one estimates a reduced form coefficient in each of the four equations separately, and infers from these auxiliary parameters the structural form parameters of the model using the Asymptotic Least Squares method. The basic econometric problems that the CDM solves are selectivity and simultaneity biases.
When only the innovation sample is used, the firms are not randomly drawn from the larger population, and selection bias may arise. Therefore it is inappropriate to limit the focus only on innovative firms, 8 and the method suggested by CDM adds a selection equation. The empirical challenge is to find a single or set of variables that 7 Griliches (1990) expresses the model in the following three equations: (1) dK=R+u, (2) P=dK+v, (3) Z=dK+e, where R is research expenditures, dK is the variation of knowledge, P is patents which here is an indicator of inventive output, and Z is realized benefits from invention. u, v and e are random errors which are mutually uncorrelated. He labels the first equation 'the knowledge production function', and P is an indicator of dK. Variation in knowledge, dK, imply that innovation in one year adds to prior knowledge. The meaning is the same with patent data, where a firm can receive a patent only if it makes a significant contribution to the stock of knowledge, and this contribution is by definition a variation of knowledge. strongly affects the probability of observation. In this case, the literature provides us with overwhelming evidence that the probability of engaging in R&D increases with firm's size. Neglecting the selectivity problem by using standard regression techniques yield biased results.
In the production function model illustrated by equations (2) to (4), the innovation input k in equation (2) is an explanatory variable in the innovation output equation (3), and innovation output, t, is an explanatory variable in the productivity equation (4). Because of the endogeneity of these variables, we cannot assume that the explanatory variables and the disturbances are uncorrelated. As a result, an Ordinary Least Square regression applied to the Pakes and Griliches model will be biased and inconsistent. To overcome the problem of endogenous explanatory variables and derive consistent estimators, it is useful to consider a reduced form of the model, which is the method suggested by CDM. However, as an alternative to the CDM and its reduced form estimation method we consider an instrumental variables approach and impose different assumptions concerning the disturbances.
A structural multi-step approach
We will now introduce the basic model used in our sensitivity analysis. Similar to the CDM, we use a four-equation structural model. The first two equations are estimated separately as a generalized tobit model where observations on both innovative and non-innovative firms are included. The last two equations are estimated in a 3SLS simultaneous equation system 9 where the endogenous innovation output variable is limited only to strictly positive values in the last step. More specifically, we have the following equations: 
where g * is a latent innovation decision variable, the observable counterpart 1 = g when 0 * > g ; i.e. if the firm is engaged in innovation, else zero, * k represents latent innovation input, t is innovation output, q is productivity, MR is the inverted Mill's ratio introduced to correct for possible selection bias, x are explanatory variables including employment, physical capital, human capital and various indicator variables for market conditions, product life cycles, competitiveness, strategy and external relations. Starting with the first two equations in the model, 1 0 and β β are vectors of unknown parameters to be estimated reflecting the impact of certain factors on the probability of being engaged in R&D and other innovation investments and on the actual level on these investments. The 2 β is estimated parameters associated with the 9 For a general discussion of the three stage least squares (3SLS) estimation method see Greene (2000) . level of innovation output while 3 β is associated with both the level and growth rates of productivity. In the growth version of the model, a lagged production variable appears as initial value of productivity in equation (8).
Equations 5 and 6 are estimated jointly in a generalized tobit model. The 1 0 and ε ε are random error terms with mean zero, constant variances and not correlated with explanatory variables. However, the two error terms are correlated with each other. In the tobit equation 6, k represents the level of innovation investment. From the generalized tobit model estimates of k and MR variables are obtained and are used as explanatory variables in equation 7. Equations 7 and 8 are estimated based on data with positive innovation input and outputs. Since there is no direct link between innovation input and productivity the inverted Mill's ratio variable is not included in equation 8. However, it has an impact on productivity through predicted innovation output which is an explanatory variables in productivity equation.
One possible problem with the production function approach is that explanatory variables are often determined jointly with the dependent variable, i.e. they are not exogenously given.
10 The last step of the model highlights this simultaneity problem. The innovation input, k, is endogenous in the innovation output equation (7), and innovation output, t, is endogenous in the productivity equation (8). In order to derive a consistent estimator, our model accounts for simultaneity bias by relying on the instrumental variable approach. The instruments consist of variables not correlated with the model error term but correlated with the endogenous variable.
The explicit use of instrumental variables is one important difference between our model and the CDM. The second main difference is that by estimating equations (7) and (8) separately from (5) and (6), we allow for limited correlation between the error terms of the equations in the model. We believe that, by splitting the model into two parts, we avoid allowing for full correlation structure of the error terms and thereby a tractable estimation procedure and easier interpretable results. We are aware of the necessity of modeling correlation among the residuals within the two parts separately and also between the two parts. It is important to be noted that we still account for some degree of correlation by linking the two parts using the Mill's ratio variable. Our approach is thus an intermediate approach compared to the Pakes and Griliches (1984) model which neglects any form of correlation and the Crépon, Duguet and Mairesse (1998) approach allowing for full correlation between the four residuals. The variance covariance matrix in our model is a block diagonal where the elements in the off-block-diagonal consist of a scalar linking equations (6) and (7).
The CDM with its full correlation assumption implies that forces that have an impact on the estimated probability of being engaged in R&D also influences the estimated elasticity of productivity and vice versa. This assumption is supported by studies on R&D and productivity carried out in the past few decades. However, capturing this dynamic relationship, which goes in both directions, between R&D and productivity, requires the time aspect to be taken into account. Ideally, one would study how R&D investment in year τ − t influences productivity in year t and how productivity in year t influences the R&D investments in year
With long time series and detailed lag structure, it may be possible to analyze a recursive equation system with current output depending on past R&D, and with past R&D depending on past rather than current output.
In the cross-sectional data used in this paper, we can only observe the firms' R&D or innovation investment for a single year. We must therefore assume that the level of investments in year t can be used as an acceptable proxy for permanent R&D, i.e. the firms do not experience major fluctuations in their R&D investments behaviour. The literature shows that R&D expenditures are highly correlated from one year to another (Griliches, 1998 ). An additional argument in support of our version of the knowledge production function is the fact that we have only information about innovation output at end of the second period. The use of a dynamic approach as in the CDM model would require that the innovation output to be time variant as well.
Model specifications
The basic model used in this paper will be applied separately to a sample containing only service firms and a sample containing only manufacturing firms. The specification of the model is identical for both samples. We will now present the specifications of the four equations of the model. The x 0 variables in the selection equation consist of employment, physical capital per employee, engineers (those graduated from a technical university and those with two years of post secondary education) and administrators (holding a non-engineering degree), 7 dummy variables for the firm's main customers and 9 dummy variables representing factors perceived as strongly important for the firm's products. Size and physical capital are measured in logarithmic terms, and human capital is measured as the percentage of engineers and administrators relative to total employment. Administrators are defined as all other non-engineer employees with a university degree. Five industry dummies are included in the service sample and 23 industry dummies in the manufacturing sample. The reference group includes the remaining labour force, consisting of blue-collar and white-collar workers with lower education.
The determinants of innovation input labeled as the 1 x vector consist of the firm's main customer (7), strongly important cooperation partners (8), strongly important innovation strategies (7), obstacles to innovation (9), product life cycle (5), and growth rate in the firm's main market (4). Dummy variables for process innovation, organizational innovations and industry dummies are also included. Three quantitative variables are included in the equation: employment, physical capital and exports. The number in parentheses indicates the number of dummies representing different alternatives containing the respective characteristic variable. The absence of numbers after a variable indicates a single column variable.
The determinants of innovation output, the 2 x vector, consist of employment, physical capital, predicted value of innovation input, inverted Mill's ratio, predicted value of firm performance (feedback effect), strongly important sources of information or innovation (13), strongly important cooperation partners on innovation (7), and growth rate in the firm's main market (4) 11 . Two additional indicator
11
One might suspect that the export market and market growth variables in the innovation input equation (6) be correlated. However, a simple correlation test variables are included: products new to market mainly developed in cooperation with others and products new to the firm mainly developed without any cooperation with external partners.
Finally, the 3 x vector contains information on employment, physical capital, predicted innovation output, lagged value of firm performance (only the growth version of the model), human capital variables, process innovation, innovation organization, three composite dummy variables for different innovation strategies, engineers and administrators as defined earlier, and industrial sector dummies.
The dependent variables include log innovation input per employee, k, in equation (6) log innovation sales per employee, t, in equation (7); in the last performance equation (8), q, is defined in several alternative ways. The alternative definitions include: value added per employee, sales per employee, profit before and after depreciation per employee -all in logarithmic forms -and sales margin when the level dimension of the model is considered. The performance measures in the growth rate version are growth of labour productivity, growth of sales, growth of profit per employee and growth of employment.
The information set in the CDM and those in our model differ in many important ways. Although the basic idea is estimation of a knowledge production function and establishment of causal relationship between the variables of interest, the lack of full overlapping of the two data sets used in the current and CDM studies do not allow application of identical model specification.
EMPIRICAL RESULTS
In order to investigate the sensitivity of the estimation results, we perform a number of comparisons. The first sensitivity analysis is based on results from a sample with manufacturing firms and different combination of accountancy for selectivity and simultaneity. One of the alternative models ignores both selectivity and simultaneity problems (Model 1), one only accounts for simultaneity bias (Model 3) and the last one corrects only for selection bias (Model 4). Model 4 ignores simultaneity of innovation output and productivity equations. However, in a multistep procedure it accounts for endogeneity of innovation input, innovation output and productivity. Analysis of the results in the following sections are based on those obtained using the basic model (Model 2) which accounts for both sources of bias.
In the second sensitivity analysis, we compare the sample of manufacturing firms with the sample of service firms. Estimates that are statistically significant for both categories of firms are presented in the level dimension. In the third sensitivity analysis we compare results based on different measures of firms' performance in level as well as in growth rate dimensions and compare both categories of firms. The fourth test is a comparison of the impact of innovations new to or significantly improved for the market versus the impact of innovations new to or significantly improved for only the firm. We compare the two types of innovations for both samples in a level and growth dimensions. Finally, we compare the elasticity of sales per employee when different data sources are considered. The impact of different indicates that the correlation between export intensity per employee and the growth rate in a firm's main market is rather weak, reducing the relevance of such problems.
treatments of extreme values of the dependent variable on the results is also examined.
Different estimation procedures
The results of estimating four different models for the manufacturing sample in log levels and in growth rates forms are given in Table 7 . To conserve space, we only report the elasticity of log value added per employee and the growth rate of value added per employee, each with respect to log innovation sales per employee.
The estimation procedures are as follows. Model 1 corresponds to the standard Ordinary Least Squares method applied to equations (1) or (8). The model ignores simultaneity bias as well as selectivity bias. Only innovation firms data are included in the estimation.
Model 2 is the basic model presented in equations (5)- (8). This is a structural twostep regression model. The first step consists of a generalized tobit model applied on the total sample of innovative and non-innovative firms, and the second step consists of a simultaneous system including only observations with strict positive values on the innovation input and output variables. The inverted Mill's ratio computed from the estimated parameters of the selection part of the generalized tobit model together with instruments for the endogenous innovation input variables are introduced in the simultaneous equation system. This model accounts for both selectivity and simultaneity issues.
Model 3 is similar to Model 2 but without the inverted Mill's ratio. The model therefore ignores selectivity but takes simultaneity into account.
Model 4 is a five-step least square model. The first two steps are equivalent of the generalized tobit model in Model 2 and Model 3, where all observations are included disregards of innovative nature of the firms. The third step is an OLS regression for the total sample with productivity as the dependent variable. The fourth step consists of an innovation output equation using OLS for only the innovation sample. Predicted productivity from step 3 and the inverted Mill's ratio from the generalized tobit model are included among the explanatory variables in the innovation output equation. The last step is an additional productivity equation, but now with the predicted innovation output from equation 4 as a control variable. The explanatory variables in the innovation output and productivity equations are more or less the same as in the basic model. This model accounts for selectivity bias through the inverted Mill's ratio; it accounts for endogeneity of explanatory variables, however, the simultaneity bias has not been properly accounted for.
Panel 7.A reports the innovation output elasticities in the log level dimension. Taking the OLS estimate in Model 1 as a benchmark value. It is 0.054 and highly significant. However, it can be expected that the model suffers from a serious methodological problem. The sample used in the regression is not random. Furthermore, the presence of endogenous explanatory variables in the relation is also another problem.
Before discussing the results from the multistep models we will briefly show some evidence from the literature on the relationship between innovation and performance. Based on a version of the standard model (equation 1), found cross-section estimates of the size 0.07 for 883 US manufacturing firms. Mairesse and Cuneo (1985) estimated the elasticity of productivity with respect to R&D to be 0.10 for 296 scientific firms in France. The standard errors were in the interval 0.01-0.02 in both cases.
Model 2 is our basic model which account for the selectivity and simultaneity problems by using the inverse Mill's ratio and instruments in the simultaneous equation system. This results in a significantly larger estimate of 0.121 for the innovation output. When we exclude the inverted Mill's ratio variable from the basic model, we find results from Model 3 to be identical to those of Model 2, suggesting that the simultaneity problem is more severe than the selectivity problem. When we account for selectivity in Model 4 and ignore simultaneity bias, the innovation output estimate is higher, 0.166.
We observe negative and weakly significant selection bias in Model 2, but insignificant selection bias in Model 4. Given the lack of highly significant selection effects, the minor differences between the key elasticties among the two models reported in Table 7 can be attributed to simultaneity bias. In a smaller data set from an earlier period (1994 to 1996) we found evidence of selection bias for manufacturing firms but not for another Swedish data set consisting of plant level manufacturing (see Lööf and Heshmati, 2002) . The current study is based on a much larger data set observed for a later period of 1996 to 1998. However, we cannot exclude the possibility that some variables in Model 4 are uncorrelated with the error terms, but correlated with endogenous variables serving as instruments. This is reflected in the significant differences between Model 1 and Model 3 associated with simultaneity issue.
Turning to Panel 7.B and the four various growth rate estimates, we find that the simple OLS model (Model 1) reports a weak impact of innovation output on productivity growth. The estimated effect is 0.024 and statistically significant at the 1% level of significance. This result from the standard model can partially be compared with an elasticity of productivity with respect to research of the size 0.12 (0.02) for time-series of cross-section of a sample of 652 manufacturing firms in the US for the period 1966-77. Mairesse and Cuneo reported 0.11 (0.04) for 390 manufacturing firms in France for 1974-79. It is to be noted that by partial comparability of results we mean that the results reported by Mairesse and Cuneo are based on time series of cross sections (panel data) while our results are based on a cross section sample where the productivity variable is expressed in growth rate form.
The estimate nearly triples to 0.070 when the basic model (Model 2) is used and it is significant. Using Model 3, which ignores selectivity bias, gives about the same estimate as of Model 2. However, the standard errors are larger and the estimate is significant at the 5% level of significance. Finally, the multi-step procedure model produces a point estimate of 0.073, and it is only weakly significant.
Summarizing the findings presented in Table 7 shows that the simple OLS model gives downward biased elasticities due to its ignorance of selectivity and simultaneity biases and less appropriate for analyzing the relationship between innovation and productivity. The basic model produces highly significant estimates in log level and in the growth rate dimensions. The size of estimates is within the range of what has been found in previous literature, although we use a broader definition of innovation output compared to the traditional definition, which focuses on technology. Model 3, which only takes simultaneity bias into account and ignores selectivity bias, produces similar innovation output effects and larger standard errors particularly in the growth rate dimension compared to the basic model. The results from Model 4, which accounts for selectivity but at least partly it ignores simultaneity bias, differ from the results produced by the basic Model 2. It produces an upward biased estimate. A tentative conclusion is that the issues of simultaneity are found to be of great importance.
The CDM study reported presence of significant selection bias. In our model the coefficient of Mill's ratio is about -0.30 in both level and growth dimensions, but only weakly significant at the 10% level of significance. The differences in degree of significance in comparison with the CDM case might be due to a combined result of the different assumptions regarding the correlation among the equation residuals and in the way the models are specified.
A Comparison between service and manufacturing firms
Our next sensitivity analysis concerns the results with respect to different samples of firms. An identical questionnaire, identical register data, the same econometric framework and an identical model specification are used for both manufacturing firms and service firms. The results of estimating the basic model in the level form of log value added per employee as performance are given in Table 8 . Table 9 extends the comparison between the two industries by reporting results for different performance measures as well as for both the level and growth rate dimensions.
The likelihood of performing innovation rises with firm size for both types of firms (see Panel 8.A). The size of the estimates is about the same for both samples. The physical capital and the share of engineers correlate significantly with the dependent variable for manufacturing but not for services. The other human capital variable, administrators, is insignificant in both cases.
Among the nine dummy variables indicating factors that are perceived to be strongly important for the competitiveness of a firm's products, 'high quality' is highly significant in both samples, 'high delivery security' only for service firms and 'trademark' only for manufacturing firms.
When the innovation input equation in Panel 8.B is considered, firm size enters the regression significantly and is negative for both manufacturing and services. Innovation input is positively correlated with physical capital per employee only for manufacturing firms and to our surprise with export sales per employee only for services.
Problems with external cooperation on innovation are positively associated with the level of innovation investments for service firms in particular and significant at the 1% level. This is true for manufacturing but only significantly at the 10% level. The unexpected sign of this estimate can be interpreted in two different ways: (a) the firms increase their internal innovation activities because of difficulties in cooperating on innovation and sharing expenses, or (b) firms with a high level of innovation investments per employee have a greater likelihood of participating in innovation collaboration, and this activity is by its very nature complex and a vast number of problems must continuously be solved. 12 We believe that the sign of the estimate reflects the latter interpretation. Among service firms, the lack of appropriate technology correlates negatively with innovation efforts. Panel 8.C shows that the level of innovation sales per employee is positively correlated with the size of innovations investment per employee for both manufacturing and service firms. Interestingly, the magnitude of the estimate, the standard errors and hence the degree of significance are very similar. This finding is not in agreement with Klette and Kortum (2002) , who report a constant relationship between R&D and innovations output measured as patents. However, using the CDM model, Crépon, Duguet and Mairesse (1998) 13 found that the elasticity of innovation output with respect to R&D capital per employee is in the region of 0.3-0.4, compared to 0.5-0.6 in our study. 14 Innovation output is weakly positively correlated with firm size in the case of services. No such correlation was found for the manufacturing firms. This finding can be compared with Cohen and Klepper (1996) , who report a negative relationship between the number of innovations generated per dollar of R&D and firm size. Innovation output increases with the growth rate in the firm's main market in both samples. Only for the average service firm we find a significant correlation between professional conferences, scientific journals and innovation output.
The innovation output equations contains dummy variables for products new to the market mainly developed internally within the firm and products new to the firm mainly developed without cooperation with others. The latter is expected to indicate whether the firm has enough internal competency necessary for incremental innovation while the former indicates whether the innovative firm typically is part of a network of firms developing products new to the market. Unlike our a priori expectations, Panel 8.C shows that information technology is the only important source of knowledge for innovation that correlates significantly with innovation output. Professional conferences and suppliers contributes with knowledge to service innovations. Considering products new only to the firm and mainly developed by internal knowledge, we find that this variable is highly significant for both types of firm.
The level of labour productivity increases significantly and positively with the intensity of innovation sales for both samples of firms. It is interesting to note that the size of the estimates does not differ much between service firms and manufacturing product market). Many other papers have been written since on this topic and find the same result. (2) where research effort per employee is the dependent variable is about 0.0. The coefficients of log R&D capital per employee and log employment was about 0.3-0.4 and 0.0, respectively, in the innovation output equation. When the logarithm of value added per employee is the dependent variable, the coefficient of log innovation output per employee is 0.1, and that of log physical capital per employee is 0.2. The corresponding figure for engineers as a percentage of total employment is 1.7, for administrators as a percentage of total employment, 1.8 and for the log employment about zero. 14 Crépon, Duguet and Mairesse (1998) used the stock of R&D while we have used a flow measure of total innovation input. firms. It is 0.09 for service firms and 0.12 for manufacturing firms. However only the former is significant at the 1% level.
The size of our estimates can be compared with 0.07-0.10 for two different versions of the CDM model reported by Crépon, Duguet and Mairesse. This gives some evidence that our broader measure of innovation, aimed at capturing innovations in services, might be a reasonable definition.
The share of university graduated employees is found to be strongly correlated with the productivity of manufacturing firms. The coefficient is 1.3 for administrators and 1.0 for engineers. Considering services, the estimate is 0.4 for engineers and 0.5 for administrators. The later significant only at the 5% level. Crépon, Duguet and Mairesse found even larger skill estimates for manufacturing in France.
Value added per employee increases with capital per employee for both sectors. The size of the estimate is 0.14 for manufacturing and 0.05 for services. In the literature, the size of the capital elasticity is found to be in the interval 0.2-0.3 for manufacturing firms.
The estimated elasticity of productivity with respect to innovation output increases by about 50% when we do not control for physical capital. The lack of a control for skill increases the elasticity by about 25%.
Our last finding concerns the strategy on innovations. An explicitly offensive innovation strategy correlates positively with productivity for the innovative service and manufacturing firms.
The overall picture in comparing manufacturing firms and service firms is one of striking homogeneity regarding the estimated relationship between innovation input and output and between innovation output and the level of productivity. This finding has not been well documented in previous studies. One reason is that innovation data from service firms is still rare. In fact, the innovation survey used was designed by the authors in collaboration with the Statistics Sweden as an experimental enlargement of the CIS survey. In the original CIS survey information is not acquired about innovation output among services. However, this was changed in the third round of the CIS surveys launched in Europe in 2001.
Different performance measures
Our next sensitivity analysis concerns the use of different measures of firm performance and samples of firms. The results of estimating the basic model in log levels and in growth rates are given in Table 9 . To conserve space, we only report the elasticity of firm performance with respect to innovation output. Panels 9.A and 9.B report the innovation output elasticity for five different performance measures in the level dimension for services and manufacturing. The first four measures are the logarithm of value added per employee, sales per employee, profit before depreciation per employee and profit after depreciation per employee. Because the logarithmic values only contain strictly positive values, about 10% of the observations with negative profit before depreciation and 20% of the observations after depreciation are excluded from the analysis. As a consequence, the estimated impact of innovation on profit will be overestimated, particularly in the later case. The last measure is sales margin, defined as profit after depreciation as a proportion of total sales. Since all observations are included here, it is our prime measure in analyzing the relationship between innovation and profit in the level regressions.
Panels 9.C and 9.D report the innovation output elasticity in the growth rate cases. The performance measures are annual growth of value added per employee, sales per employee, profit before depreciation and, profit after depreciation and employment.
The results show that the elasticity of value added per employee in level and growth rate dimensions makes little differences between manufacturing and services (see Panels 9.A-9.D). Although these estimated impact of innovation on productivity are subject to a variety of econometrics and other reservations, there is a striking similarity between samples of firms, which are not well documented in the literature. Contrary to value added, the employment increases with innovation output only for service firms. The estimate is 0.12 and highly significant.
The next finding is that the elasticity of sales per employee is considerably larger than the elasticity of value added per employee in both services and manufacturing samples. We can confirm previous findings which indicate that sales is a crude proxy for value added. Our results suggest that researchers must be careful in interpretation of sales estimates when services are considered.
Panels A and B shows the magnitude of bias due to eliminating observations with negative profit. Since we cannot transform negative values to logarithmic terms 23% of the innovative firms in the service sample and 18% of the innovative firms in the manufacturing sample are excluded. The elasticity of profit after depreciation with respect to innovation output is 0.36 (standard error 0.14) for service firms and 0.45 (0.12) for manufacturing firms. A replacement of profit by using a non-profit measure of productivity but on same observations gives highly significant estimates for both samples of firm. The magnitude is 0.30 (0.04) for service firms and 0.29 (0.04) for service firms.
In the growth rate dimension and when using the samples with only positive profit, we find a positive correlation between the rate of growth of profitability and innovation output only for service firms.
Considering the alternative profit measure sales margin, which is observed for all firms, Panel 9.B shows that a manufacturing firm's sales margin increases with innovation output but it is significant only at the 10% level of significance. Panel 9.A reports no significant estimates at all for service firms. Finally we find that sales growth increases with the level of innovation output but only for manufacturing.
To conclude, when different performance measures are considered, sales is a less appropriate proxy of value added when the relationship between innovation and performances is analyzed. Productivity increases with innovation output for services as well as for manufacturing, and in both the level and in the growth rate dimensions. The reported strong association between profitability and innovation is overestimated due to the presence of selection bias. Employment increases with innovation output only for services while no correlation between innovation intensity and profit growth can be established for neither of the categories of firms.
Different types of innovation
Innovations can be distinguished on the basis of their degree of novelty. Here we explore the impact of innovations new to the market or innovations new only to the firm on firm's performance. Barlet et al. (2000) suggest the presence of two distinct and opposite effects. The first effect, labeled inertia, is interpreted as the greater the novelty, the greater is the risk associated with the introduction of innovations. New products are only gradually accepted by the market. If this effect dominates, we would a priori expect a weaker relationship between innovations new to the market and firm performance than a case where innovations are only new to the firm. However, if the second effect, labeled efficiency effect, dominates, i.e. if the novelty is a response to market demands and is valued by the market, then products new to the market are the most productive or profitable innovations. Here efficiency can be interpreted as value effect.
Panels 10.A and 10.B present the elasticities of five different measures of firm performance with respect to innovation output in the level regressions, and Panels 10.C and 10.D show the corresponding elasticities for the growth rate dimensions. The different performance measures are identical to those in Table 9 presented previously. Panels 10.A1 and 10.A2 compare the innovation output estimates with respect to the degree of novelty for services, and 10.B1 and 10.B2 for manufacturing firms. It is shown that the elasticity of performance in level form with respect to innovation output is typically largest for innovations new only to the firm for both services and manufacturing when sales, value added and sales margin are considered, thus supporting the inertia hypothesis. Note, however, that the number of observations with innovations new to the market is larger than the number of observations with innovations new to the firm.
A look at the logarithms of profit per employee reveals a more ambiguous pattern. Among services, the elasticities are larger for innovations new to the firm while there are no significant difference for manufacturing firms. We will again remind the reader that the measures of log level of profit are limited to only observations with positive values of profit. This result should be interpreted with caution. Panels 10.C1 and 10.C2 present growth rate estimates for services. Panels 10.D1 and 10.D2 give the corresponding estimates for manufacturing. The interesting finding here is that the productivity growth increases with innovations new to the market among manufacturing firms but not with innovation new to the firm. Duguet (2002) , finds exactly the same result for the French manufacturing, using the same kind of data set as in CDM. For services both categories of innovations are positively related to productivity growth. The results presented in Table 9 , showed that a positive and significant relationship between innovation and employment growth could only be found for services. Panels 10.C1 and 10.C2 reveals that this relationship is neutral in terms of the degree of novelty of the innovations.
The main empirical findings presented in Table 10 can be summarized as follows. There is a closer relationship between innovation output and the level of value added per employee, the level of sales per employee and sales margin when innovations new to the firm are considered. On the contrary, the growth rate of productivity increases only with innovations new to the market in manufacturing. The positive relationship between innovation and employment growth and innovation and productivity growth for service firms is independent of the degree of novelty of the innovations. Table 11 presents estimation results that are based on an identical model specification but are estimated using different sources of data, namely register data and survey data. In addition we also explore the importance of censoring the data. Only estimates for sales per employee in level and growth rate dimensions. The survey data does not contain any value added measures reported here.
Censoring and different data sources
The first row of Table 11 provides estimated elasticities based on register data where the outlier observations have been censored according to the censoring conditions mentioned previously. The results are compared with the regression results reported on the second row where the outlier observations are retained. The third and fourth rows provide the corresponding regression results but based on survey data. In the level dimension, the register data has about 10% more observations than the survey data, and the difference in the number of observations increases to about 20% when the growth rate dimension is considered.
Starting by comparing censored register data versus censored survey data the first finding is that the estimates in the level dimension are about the same size for manufacturing firms but 50% larger for service firms when register data on sales is used. The second finding is that the growth rate estimates are highly significant for manufacturing and services only when register is used.
Comparing censored and non-censored data Table 11 reports that the differences are negligible in the level dimension irrespective of the data source. In the growth rate dimension we have already found that register data is superior to the survey data. To this we can add that non-censored register data produces significantly a different estimate for service firms compared to the censored case for service firms. The elasticity of sales growth with respect to innovation output is 0.12 and significant at the 5% level. It declined to 0.05 and insignificant when three extreme observations are included.
The conclusion regarding different sources of data using an identical model is that register data is preferable to survey data if both are available. The quality of survey data is particularly questionable when growth regressions are considered. The only case where the influence of outliers is clearly identified is in the growth rate dimension, and the elasticity of sales per employee with respect to innovation output is estimated. It is possible that some data have been misreported, but is also possible that some firms have sold parts of their activities or have acquired activities of other firms, which could explain some of the unrealistic growth rates.
CONCLUSIONS
This study was aimed at investigating the sensitivity of the estimated relationship between innovativeness and firm performance. We compared the sensitivity of results with regards to different types of models, estimation methods, measures of firm performance, classification of firms, type of innovations and data sources. The analyses were performed in both level and growth dimensions of firm performance, and investigated the influence of outlier observations on the results.
The data set used contains detailed information on various key characteristics of firms. This includes information related to R&D, other innovation inputs, various innovation indicators, the outcome of the innovation processes and other variables from the survey at the individual firm level augmented with the register data. The combined data is comprehensive and covers about 50% of all non-retail service and manufacturing firms with 20 or more employees in Sweden in 1998.
We find that the simple least squares method estimation of the model produces downward biased elasticities due to the ignorance of selectivity and simultaneity problems. We find it inappropriate for analyzing the relationship between innovation and productivity. Estimation of the basic model produces significant estimates in both log level and growth rate forms. The size of the estimate is within the range of what has been found in previous literature. An alternative procedure, in which only simultaneity bias is taken into account but selectivity bias is ignored, produces similar innovation output effects compared to the basic model. The results from a model which accounts for selectivity but partly ignores simultaneity bias, differs from the results produced by basic model procedure. It produces an upward biased estimate. A tentative conclusion is that the issues of simultaneity are found to be of great importance.
In a comparison of manufacturing firms and service firms, there is striking homogeneity regarding the estimated relationship between innovation and productivity that previously has not been well documented in the literature. This similarity is observed in both level and growth rate dimensions. Our conclusion supports the view that services and goods are not much different and productivity or performance analysis raises similar difficulties for both sectors.
A consideration of different performance measures shows that sales is a less appropriate proxy for value added when the relationship between innovation and performances is analyzed. Employment increases with innovation output only for services while no strong correlation can be established between innovation intensity and growth in profit for neither categories of firm. There is a close association between the level of profit and innovation for services as well as for manufacturing firms. However, due to the exclusion of observations with negative profit the impact of innovation might be overestimated.
We find a closer relationship between innovation output and the level of value added per employee, the level of sales per employee and sales margin for innovations new to the firms compared to cases where innovations are new to the market. On the contrary, the growth rate of productivity increases only with innovations new to the market when manufacturing firms are considered. The positive relationship between innovation and employment growth and innovation and productivity growth for service firms is independent of the degree of novelty of the innovations.
Our conclusion regarding the use of different sources of data while using an identical model specification is that register data is preferable to survey data when both data sources are available. The survey data is particularly unreliable when growth regressions are considered. The only case where the influence of outliers is most influential is in the growth rate dimension and when the elasticity of sales per employee with respect to innovation output is estimated. Notes: All variables with the exception of human capital and employment are measured in logarithm of per employee. Human capital is expressed as a percentage of employees and employment is in logarithmic terms. The asterisk (*) indicates significant at the 1% level of significance. The mean, standard deviation, minimum and maximum values of the variables measured in levels are found in Table 3 . The variables 1 to 6 are endogenous, while remaining variables are exogenous. Notes: The asterisk (*) indicate significant at the 1% level of significance. All variables are given in growth rates except innovation output and innovation input that are expressed in logarithm of innovation investment per employee and innovation sales per employee, respectively. The mean, standard deviation, minimum and maximum values of the variables measured in growth rate are found in Table 4 . The variables 1 to 6 are endogenous, while remaining variables are exogenous. Model 1 is estimated using OLS method on the innovative sample. The model ignores selectivity bias as well as simultaneity bias. Model 2 serves as our Basic Model. It is estimated in a two-step estimation procedure. Observations from total sample are used in the first step of the model and only the innovative sample in the second step. The first step is a generalized tobit model of innovation input, and the second step is a simultaneous equation system of innovation output and productivity including the inverted Mill's ratio. This model accounts for both selectivity and simultaneity biases. Model 3 is similar to Model 2 but without the inverted Mill's ratio. This model ignores selectivity but takes simultaneity into account. Model 4 is a five-step estimation procedure model. The first two steps is equivalent of a generalized tobit model of innovation input for the total sample. The third step is an OLS for the innovative sample with productivity as the dependent variables. The fourth step is an OLS for the innovative sample with innovation output as the dependent variable and the inverted Mill's ratio and predicted value of productivity included among the explanatory variables. The last step is an OLS for the innovation sample with productivity as the dependent variable and predicted innovation output among the explanatory variables. The model accounts for selectivity bias, endogeneity of innovation input, innovation out put and productivity but ignores simultaneity bias. 
Level:
Dependent variables are: (1) log sales per employee, (2) log value added per employee, (3) sales margin defined as profit after depreciation as a percentage of total sales, (4) log profit before depreciation per employee, and (5) Note: 1 only firms with positive profit are included.
Level dimension, Manufacturing firms:
Dependent variables are: (1) Growth in employment (2) log sales income per employee, (3) log value added per employee, (4) log profit before depreciation per employee, and (5) log profit after depreciation per employee. Notes: Significant at the 1% (a), 5% (b) and 10% (c) levels of significance.
