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Abstract 
Environmental change is a major threat to marine ecosystems worldwide. Understanding the key 
biological processes and environmental factors mediating spatial and temporal species’ responses to 
habitat alterations underpins our ability to forecast impacts on marine ecosystems under any range of 
scenarios. This is especially important for calcifying species, many of which have both a high climate 
sensitivity and disproportionately strong ecological impacts in shaping marine communities. Although 
geographic patterns of calcifiers’ sensitivity to environmental changes are defined by interacting 
multiple abiotic and biotic stressors, local adaptation, and acclimation, knowledge on species’ responses 
to disturbance is derived largely from short- and medium-term laboratory and field experiments. 
Therefore, little is known about the biological mechanisms and key drivers in natural environments that 
shape regional differences and long-term variations in species vulnerability to global changes.  
In this thesis, I examined natural variations in shell characteristics, both morphology and 
biomineralisation, under heterogeneous environmental conditions i) across large geographical scales, 
spanning a 30° latitudinal range (3,334 km), and ii) over historical times, using museum collections 
(archival specimens from 1904 to 2016 at a single location), in mussels of the genus Mytilus. The aim 
was to observe whether plasticity in calcareous shell morphology, production, and composition 
mediates spatial and temporal patterns of resistance to climate change in these critical foundation 
species.   
For the morphological analyses, the combined use of new statistical methods and multiple study systems 
at various geographical scales allowed the uncoupling of the contribution of development, genetic 
status, and environmental factors to shell morphology. I found salinity had the strongest effect on the 
latitudinal patterns of Mytilus shape. Temperature and food supply, however, were the main predictor 
of mussel shape heterogeneity. My results suggest the potential of shell shape plasticity in Mytilus as a 
powerful indicator of rapid environmental changes. 
I found decreasing shell calcification towards high latitudes. Salinity was the best predictor of regional 
differences in shell deposition, and its mineral and organic composition. In polar, low-salinity 
environments, the production of calcite and organic shell layers was increased, while aragonite 
deposition was enhanced under temperate, higher-salinity regimes. Interacting strong effects of 
decreasing salinity and increasing food availability on compositional shell plasticity predict the 




conditions. This response potential of Mytilus shell suggests an enhanced protection of temperate 
mussels from predators and a strong capacity for increased resistance of polar and subpolar individuals 
to dissolving water conditions. 
Analyses of museum specimens indicated increasing shell calcification during the last century. 
Deposition of individual shell layers was more closely related to temporal changes in the variability of 
key environmental drivers than to alterations of mean habitat conditions. Calcitic layer and periostracum 
showed marked responses to alterations of biotic conditions, suggesting the potential of mussels to 
trade-off between the deposition of calcareous and organic layers as a compensatory response to 
strategy-specific predation pressure. These changes in biomineralisation indicated a marked resistance 
to environmental change over the last century in a species predicted to be vulnerable, and how locally 
heterogeneous environments and predation levels can have a stronger effect on Mytilus responses than 
global environmental trends.  
My work illustrates that biological mechanisms and local conditions, driving plastic responses to the 
spatial and temporal structure of multiple abiotic and biotic stressors, can define geographic and 
temporal patterns of unforeseen species resistance to global environmental change. 
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1.1 Environmental change 
Human influence on the climate system is clear. Since the industrial revolution, anthropogenic 
greenhouse gas emissions have increased, driven largely by economic and population growth, and have 
reached the highest level in history [1]. This has led to faster increases in the atmospheric concentrations 
of carbon dioxide, methane, and nitrous oxide than Earth has ever previously experienced (40%, 150% 
and 20%, respectively, Figure 1.1) [2–4]. Their effects, together with those of other anthropogenic 
drivers (e.g. land use/cover, ozone depletion), have been detected throughout the climate system and 
are extremely likely to have been the dominant cause of the observed changes since the mid-20th 
century, among which are climate warming and acidification of oceans [1, 2, 5]. Atmospheric carbon 
dioxide (CO2) has increased from 278 to 400 parts per million (ppm) over the industrial period and, 
together with the other greenhouse gases, has driven a series of major environmental changes [1, 6]. 
About half of the anthropogenic CO2 emissions between 1750 and 2011 have occurred in the last 40 
years [1]. Forty per cent of these emissions have remained in the atmosphere, 30-32% was removed 
from the atmosphere and stored on land (i.e. in plants and soils), and the rest are in the ocean [1].  
The ocean covers about 71% of Earth’s surface and represents more than 90% of its habitable space. It 
hosts 25% of all eukaryotic species [7], provides 11% of animal protein consumed worldwide [8], and 
more. Overall, oceans play particularly important ecological and economical roles, providing invaluable 
services [9]. The global ocean (including enclosed seas) plays a major role in global climate dynamics 
acting as a climate integrator [1, 6]. Indeed, it has absorbed 93% of Earth’s additional heat since the 
1970s, offsetting much atmospheric warming, but increasing ocean temperature and sea level with 
deleterious effects for most ecosystems [9, 10]. It also captured 28-30% of the anthropogenic CO2 
emissions produced over the last 250 years by fossil fuel burning and other human activities [1, 11, 12]. 
Plankton converts some of that CO2 into organic matter, part of which is exported into the deeper ocean, 
while the remaining CO2 causes progressively increasing acidification of the ocean [2, 6, 11–14]. 
Moreover, it accumulated nearly all water resulting from melting glaciers and ice sheets, hence 
furthering the rise in sea level and the decrease of local water salinity [1, 15–17]. Thus, the ocean 
moderates anthropogenic climate change at the cost of major changes in its fundamental chemistry and 
physics [6]. These alterations of ocean properties profoundly affect species’ biogeography and 
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phenology [18–22], community structure, and ecosystem dynamics, as well as biogeochemical cycling 
[1, 9, 23–26]. Moreover, such changes inevitably affect marine and coastal ecosystems and the services 
they provide [6, 26]. 
 
1.1.1 Physical and chemical changes  
Anthropogenic emissions are changing the physical and chemical properties of the ocean. These 
alterations include increasing surface temperature and sea level, decreasing pH, lower saturation state 
of calcium carbonate, as well as alterations of surface salinity and dissolved oxygen concentration 
(Figure 1.2) [1].  
Warming of the climate system is unequivocal [1]. Each of the last three decades has been successively 
warmer at the Earth’s surface with the period from 1983 to 2012 being the warmest of the last 1400 
years in the Northern Hemisphere (Figure 1.2a) [1]. The globally averaged combined (both land and 
ocean) surface temperature data indicates a mean linear warming of 0.85°C over the 1880 - 2012 period 
[1]. Ocean warming dominates the increasing energy stored in the climate system, accounting for more 
than 90% of the total heat accumulated between 1971 and 2010 with only about 1% stored in the 
atmosphere [1]. On a global scale, the ocean warming is largest near the surface, with a mean warming 
of 0.11°C per decade [1]. Temperature is projected to rise over the 21st century under all assessed 
emission scenarios (Figure 1.2a) [1] with a series of likely consequences on acidification, water cycle, 
surface salinity, and sea level rise. 
 
Figure 1.1 Globally averaged greenhouse gas concentrations 
Observed increase in atmospheric greenhouse gases concentration since the industrial 
revolution [1]. Atmospheric concentrations of carbon dioxide (CO2, green), methane (CH4, 
orange), and nitrous oxide (N2O, red). Data from ice cores (dots) and direct atmospheric 
measurements (lines) are overlaid. 
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Among the various contributors to radiative forcing (i.e. the difference between solar energy absorbed 
and radiated back by the Earth) between 1750 and 2012 (e.g. ozone, methane, and nitrous oxide), CO2 
has the strongest effects on the ocean [27]. Indeed, CO2 accounts for two or more times the warming 
attributed to the non-CO2 greenhouse gases [27] and causes a process known as ocean acidification 
[12, 28]. Specifically, the ocean carbonate system is governed by a series of chemical equilibria: 
CO2(atm) ↔ CO2(aq) + H2O ↔ H2CO3 ↔ H
+ + HCO3
− ↔ 2H+ + CO3
2− 
Equation 1.1 
 The uptake of excess anthropogenic CO2 by the ocean increases the partial pressure of carbon dioxide 
(pCO2) and the formation of carbonic acid (H2CO3), which can dissociate to form hydrogen ions H+, 
bicarbonate HCO3
− and carbonate ions CO3
2− (Equation 1.1). These reactions are reversible and are near 
equilibrium [2]. Increasing CO2(atm) increases CO2(aq), shifting the equilibrium towards higher 
concentrations of carbonic acid, with formation of dissolved carbon species (Equation 1.1). Most of the 
H+ which are produced neutralise when they react with CO3
2−, however excess of acid increases [H+] 
which lowers seawater pH (-log[H+]) (Figure 1.2b) [14]. Variability of pH in coastal waters is 
considerably larger than that in the open ocean, partly driven by upwelling [29], freshwater input [30], 
eutrophication [31], and biogeochemical processes [32].  
Among the diverse consequences of warming there is the progressive melting of ices sheets [16]. Over 
the last two decades, the Greenland ice sheet has been shrinking and losing mass (Figure 1.2c) [1, 16]. 
 
Figure 1.2 Environmental changes over the industrial period and 21st century 
Time series from 1950 to 2100 from the IPCC report [1] for (a) change in global annual 
mean surface temperature, (b) global mean ocean surface pH, (c) Northern Hemisphere 
September sea ice extent, and (d) global mean sea level variation. Time series of 
projections and 95% prediction intervals (shaded areas) are shown for the stringent 
emission-mitigation scenario RCP2.6 (blue) and the business-as-usual high-emission 
scenario RCP8.5 (red). Black (grey shading) is the modelled historical evolution. 
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The annual mean Arctic sea ice extent decreased over the 1979 – 2012 period proceeding at a rate of 
3.5 - 4.1% per decade [1]. This lost mass has also contributed to sea level rise and local decrease in 
water salinity [1, 15]. While in the Antarctic sea ice extent increased by 1.2 - 1.8% per decade between 
1979 and 2012 [1]. However, there are strong regional differences in Antarctica, with extent increasing 
in some regions and decreasing in others [1]. 
Over the 1901 - 2010 period, global mean sea level rose by a mean of 0.19 m (Figure 1.2d), at a rate of 
change that has been larger than the mean rate during the previous two millennia [1]. Since the early 
1970s, glacier mass loss and ocean thermal expansion from warming together have explained about 
75% of the observed global mean sea level rise [1, 5]. Rates of sea level rise over broad regions can be 
several times larger or smaller than the global mean sea level rise (e.g. Western vs Eastern Pacific) for 
periods of several decades, due to fluctuations in ocean circulation [1]. 
In addition, a number of studies have also considered surface salinity changes on a global scale during 
the 20th century [33, 34]. It has long been noted that mean sea surface salinity patterns are highly 
correlated with intensification of the water cycle [1, 34]. Indeed, these provide indirect evidence for 
changes in evaporation and precipitation over the oceans [1, 17]. Documented surface patterns are 
following the so called “rich get richer” mechanisms [35], where salty ocean regions (compared to the 
global mean) are getting saltier, whereas fresh regions are getting fresher. In the broad scale, these 
changes suggest that, since the 1950s, surface water salinity has increased in evaporation-dominated 
mid-latitudes and decreased in the rainfall-dominated areas, such as tropical atmospheric convergence 
zone and polar regions [34, 35].  
Moreover, dissolved oxygen concentration levels are decreasing worldwide with ocean warming being 
a potential driver [1]. It is very likely that the dissolved oxygen content of the ocean will decrease by a 
few percent during the 21st century in response to increasing warming, predominantly in the subsurface 
mid-latitude oceans. However, there is no consensus on the future oxygen volume in the open ocean 
because of large uncertainties in potential biogeochemical effects, and in the evolution of tropical and 
temperate ocean dynamics [1, 5].  
In summary, the carbon emitted will change the earth system irreversibly and the condition of the future 
ocean will depend on the amount of carbon emitted in the coming decades with potential different more 
or less deleterious cascade effects on various chemical and physical aspects of the ocean (Figure 1.2) 
[6]. 
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1.1.2 Biological and ecosystem effects of environmental change 
Environmental change is a major force shaping the future of our oceans [6, 26]. Organisms and 
ecosystems are changing in response to rapid environmental alterations. The inherent difficulty of 
distinguishing climate signals from natural variability [36], and of accounting for genetic adaptation 
[37], makes these shifts difficult to document, but nevertheless broad anthropogenic impacts are 
evident. In addition, forecasting emergent consequences of climate change on marine communities and 
ecosystems remains difficult [38]. Ecosystem-wide projections are severely constrained by 
heterogeneous patterns of ocean warming and acidification [6], multiple interacting stressors [39], 
species interactions, and species-specific effects [21]. Indeed, existing knowledge predominantly stems 
from short- to long-term experimentally induced responses in model organisms or simplified 
“communities”  [21, 23, 24, 26, 40–42], while complex variations under multiple stressors have rarely 
been investigated in natural environments [23, 24, 43, 44]. However, such conclusions may not 
necessarily translate in long-term acclimated or adapted natural populations within the complexity of a 
dynamic ecological system [38, 45–47].  
 
1.1.3 Multiple drivers 
Investigations of single drivers can produce misleading inferences about organismal responses in a 
multivariate environment because interactive (additive, synergistic, or antagonistic) effects often are 
not predictable from single driver studies [38, 48]. This is a major source of uncertainty for projections 
[37, 38], but recent studies have better characterised interactions among some drivers [43, 49]. Changes 
in temperature and pH, such as those projected for the year 2100, can have synergistic negative effects 
on species growth, survival, fitness, calcification, and development [42, 50, 51]. Growing evidence also 
suggests that interactions with other environmental factors, such as irradiance, nutrient availability, 
geographic location, and species community composition, can strongly impact the biological effects of 
warming and ocean acidification [24, 52–56]. Other direct human impacts can reduce the adaptive 
capacity of marine species and ecosystems to CO2-related effects. For example, fishing reduces species 
diversity, simplifies the trophic food web, and increases ecosystem sensitivity to climate change [57–
59]. Because relatively little is known on the interacting effects of environmental factors and the 
complexity of the marine food web, it is premature to make ecosystem-wide projections [6, 55]. 
However, impacts on keystone species and ecosystem engineers are likely to shift whole communities 
[24, 25, 56, 60–62]. 
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1.1.4 Environmental change study approaches 
Various approaches have been developed for environmental change research, including laboratory 
experiments, mesocosm studies, field experiments, and analyses of archival collections. However, all 
these approaches have strengths and weaknesses with no single ideal method. Therefore, a combination 
of approaches is need for understanding impacts and for predicting responses to future change [47]. 
Laboratory experiments have the advantage to accurately manipulate environmental conditions in 
highly controlled settings and to allow observing responses to specific parameters and their interactions 
[47]. A limitation of this approach is its relatively short duration, although, longer-term experiments 
can inform on the acclimation and/or adaptation potential in organisms with short generation times [20, 
24, 40, 63, 64]. Most laboratory experiments have also not incorporated the role of intraspecific 
variation in responses to change [47, 63]. Moreover, few studies only have also included effects on 
species interactions (e.g. predation and competition), communities [23, 65], as well as multistressors 
impacts [53, 66].  
Field experiments, such as in situ mesocosm or CO2 vents experiments, were developed to increase 
the degree of realism and allow the study of species and population/community responses in (or a 
deviation from) their natural context [24, 56, 67]. Limitations of in situ studies include the difficulty of 
maintaining constant (both in their mean value or variation) experimental conditions, the acclimation 
and adaptation potential of organisms is not assessed due to their relatively short duration times, as well 
as being logistically challenging [21, 47, 67]. 
While laboratory and field experiments provide insights into species’ responses to future changes, the 
analysis of archival specimens form museum collections can demonstrate how organisms have already 
responded to abiotic and biotic alterations [68–71]. Museum collections can be used as a reference for 
future responses by providing unique data on rate and magnitude of change we might expect in natural 
populations. Historical specimens can also provide long-term dataset for the assessment of possible 
adaptations that have already occurred in marine species [69, 70]. This approach in addition to field and 
laboratory experiments might provide greater understanding of species responses to environmental 
change.  
 
1.1.5 Effects of change on calcifying organisms 
Environmental change poses a major threat to marine organisms, among which species producing 
calcium carbonate shell and skeletons are possibly experiencing the strongest impact from rapid habitat 
alterations [14, 21, 23, 25, 26, 44, 72, 73]. Calcifiers are recognised as key species at the ecosystem 
level, as they have the potential to impact both community structure and ecosystem functioning [74]. 
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Calcifying organisms are major producers of calcium carbonate (CaCO3) in marine and estuarine 
ecosystems [75–77]. Studies of their responses to environmental change across a number of life-history 
stages suggest that larvae and adults will find it more difficult to build and maintain their CaCO3 
structures [73, 78–83]. Moreover, calcifiers are predicted to experience a range of negative impacts of 
ocean warming and acidification, including changes in metabolism, acid-base status, reduced 
reproduction, and survival in a climate-changed ocean [20, 40, 44, 70, 72, 81, 84–86].  
One of the key consequences of warming on calcifiers is represented by potential species’ range shifts, 
usually following a shift in isotherms or temperature extremes [9, 18, 25, 87]. Recent studies strongly 
reiterate that many species, including calcifiers, are undergoing phenological and geographical shifts as 
a result of warming [19, 87–89]. These will cause potentially permanent changes to ecosystems, 
including local extinctions, while simultaneously producing novel assemblages [24, 25, 56, 90]. 
However, calcifiers’ responses to changing temperature will depend on species-specific windows of 
thermal tolerance [64, 87]. Indeed, there is medium confidence that animals adapted to a wide range of 
temperatures will cope better with future conditions, whereas tropical and polar specialists are at 
greatest risk [18, 91–93]. A good example of reef-building calcifiers that are extremely vulnerable to 
warming are corals [9, 85, 91]. Warming causes mass mortality of warm-water zooxanthellate corals 
through bleaching, as well as through biotic diseases, resulting in declines in coral abundance and 
biodiversity. Coral reefs can recover if thermal stress is minimal and of short duration [94]. However, 
ocean warming and acidification are expected to act synergistically to push corals and coral reefs into 
conditions that are unfavourable for coral reef ecosystems [95]. Recent studies have shown short-term 
acclimation and adaptation in some fast-growing species [96] and suggested that some genetic 
mechanisms may allow faster rates of change [97]. Another problem associated to warming is 
represented by the expanding oxygen minimum zones [9]. Higher temperatures increase species’ 
sensitivity to hypoxia [53, 98], limiting the depth distribution of species not adapted to hypoxic 
conditions and leading to community-level shifts [91].  
Ocean acidification is also documented to have series of deleterious effects on calcifying organisms 
[14]. These include reduced calcification, lower rates of repair, and weakened calcified structures, but 
responses are species-specific [23, 40, 74, 84, 99, 100]. Reproductive success, early life-stage survival, 
feeding rate, and stress-response mechanisms may also be affected [72, 74, 101]. For calcifiers, the 
predicted reduction in carbonate ions would make it more difficult to produce calcium carbonate 
structural components [2, 21, 44, 51, 102]. Specifically, rates of CaCO3 formation and dissolution vary 






8  Introduction 
 
The solubility product K’sp depends on temperature, salinity, pressure and the mineral phase [13]. 
Generally, shell formation occurs in supersaturated conditions (Ω > 1) and dissolution occurs in under-
saturated waters (Ω < 1). Therefore, the magnitude of the effect of ocean acidification on calcifiers 
depends largely on the CaCO3 polymorph used to construct their skeleton/shell, with aragonite being 
more soluble than calcite [104], as well as the amount of organic layers protecting calcareous structures 
[81, 105]. The forecasted changes in seawater conditions can have, therefore, profound influence on 
ocean carbonate chemistry [2, 79]  
Most studies have investigated these effects on isolated organisms; far less is known about the effects 
on communities and ecosystems. Indeed, more recent evidences suggest how calcifiers sensitivity is 
influenced by a series of direct or indirect effects, species interactions, and compensatory mechanisms 
[23, 24, 41, 54, 66, 106, 107]. These studies, including results from this thesis (Chapter 4 and 5) [108, 
109], suggest how calcifiers’ responses can vary significantly depending on the geographic regions 
analysed [44, 62], the potential for transgenerational adaptation [110], the indirect effect of altered food 
availability [53, 66], and potential compensatory mechanisms, such as increased feeding rate under 
increased food supply [65, 107]. 
 
1.2 Molluscs as study organisms 
Among the organisms producing calcium carbonate structures, the phylum of Mollusca is one of the 
largest, most diverse, and important taxon in the animal kingdom, second only to Arthropoda in number 
of living species. It includes familiar animals such as clams, mussels, snails, slugs, octopods, and squids. 
Shelled molluscs have a significant contribution to local and global carbon cycling [74]. For example, 
for pteropods gastropods this contribution to the total global CaCO3 flux can vary regionally between 
10% and 50% on a regional basis [74]. There are about 85,000 extant species of molluscs [111], with 
estimates ranging from 50,000 to a maximum of 120,000 species (due to the large number of species 
described multiple times). The number of fossil species is estimated between 60,000 and 100,000 
additional species [112]. The phylum has a long evolutionary history and a rich fossil record going back 
to the early Cambrian about 540 million years ago [113]. Mollusca are highly diverse, not just in size 
and in anatomical structure, but also in behaviour and in habitat [114, 115]. Molluscs are chiefly marine, 
comprising about 23% of all the named marine organisms. Some bivalves and gastropods live in 
freshwaters, but only gastropods are present on terrestrial habitats [114]. Seven classes of molluscs are 
recognised formally, mostly based on phylogenetic analysis and morphological characters in extant and 
fossil taxa: Aplacophora (~150 species), Polyplacophora (~1000 species), Monoplacophora (~30 
species), Gastropoda (> 100,000 species), Bivalvia (> 20,000 species), Cephalopoda (~1,000 species), 
and Scaphopoda (~800 species) [113].  
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1.2.1 Bivalves 
The focus of this thesis is on Bivalvia, which is the second largest class within the phylum of Mollusca. 
Extant species are an important component of marine and freshwater ecosystems, with more than 80% 
of molluscan species living in marine habitats [115]. Modern representatives include the common 
mussels, cockles, clams, and oysters, which have both significant ecological and economical value. The 
bivalves are in some ways the most highly modified of all the molluscs. They comprise two lateral 
calcareous shell valves, secreted by the mantle, hinged dorsally by a partially calcified elastic ligament, 
enclosing the soft tissue. One or two adductor muscles control the opening and closing of the shell 
valves. The foot is laterally flattened. Unique among the molluscs, bivalves have lost the radula and 
almost all rely on the enlarged gills representing one of the most efficient systems of ciliary feeding 
(Figure 1.3) [114, 115]. 
Bivalves have conquered a range of habitats from the deep sea to freshwater, exploited a wide range of 
life habits, and undergone a near-exponential taxonomic proliferation, an astonishing example of 
adaptive radiation [115]. Bivalves can be sessile epifaunal, infaunal burrowers (around 50% of all 
modern families) of soft and hard substrata, or even free-living. Most bivalves are marine, exploiting 
niches from the abyssal depths to intertidal zone, but successful groups have also invaded more brackish 
and freshwater conditions where some can form extensive beds and biostructures, providing foundation 
for other organisms and supporting significant amount of biodiversity [116, 117].  
In addition to their wide distribution and ecological importance, bivalves have also a significant 
economical vale for fisheries and aquaculture industries worldwide. An examination of the Food and 
Agriculture Organization (FAO), Global Aquaculture Production data for 1950–2015 [8] shows that the 
number of bivalve species being cultured and commercial harvest have almost doubled over the last 10‐
year period [115]. 
In this thesis, the study organisms used for the analyses in Chapters 4, 5 and 6 are the pervasive Mytilids 
mussels of the family Mytilidae. In the following Sections 1.2.2 - 1.2.12 I provide information on their 
taxonomy, geographical distribution, ecology, anatomy and shell structure, as well as their forecasted 
responses to environmental changes. 




The Mytilidae is a family of considerable antiquity dating back to the Devonian times [119] and includes 
many important byssal attached genera such as Mytilus, Perna, Modiolus, and Choromytilus. The 
neotenous retention of the larval byssus by adult individuals made mytilids dominant space occupiers 
worldwide [119]. This allowed mussels to successfully exploit hard or semi-consolidated substrata [120, 
121], and to dominate rocky shore habitats on all continents, especially at temperate latitudes [122]. 
1.2.2.1 Taxonomy 
The focus of this thesis is on the species of the genus Mytilus, from the Mytilus edulis species-complex, 
specifically the mussels M. edulis, M. trossulus, and M. galloprovincialis (Figure 1.4) [123]. The 
classification of these species used here is based on Newell [124] and Carter et al. [125]: 
 
Figure 1.3 Anatomy of a bivalve (mussel) 
(a) Interior of the left side with the left valve and the left mantle skirt removed. (b) Partial 
dissection, showing part of the visceral mass. The ciliary currents are also shown (red 
arrows). Image redrawn after Morton [118]. 
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Class: Bivalvia Linnaeus, 1758 
   Subclass: Pteriomorphia Beurlen, 1944 
      Order: Mytilida Férussac, 1822 
         Superfamily: Mytiloidea Rafinesque, 1815 
            Family: Mytilidae Rafinesque, 1815 
               Subfamily: Mytilinae Rafinesque, 1815 
                  Genus: Mytilus Linnaeus, 1758 
                     Species: Mytilus californianus Conrad, 1837; California mussel 
                     Species: Mytilus coruscus Gould, 1861 
and the so called Mytilus edulis species-complex: 
                     Species: Mytilus edulis Linnaeus, 1758; blue mussel 
                     Species: Mytilus galloprovincialis Lamarck, 1819; Mediterranean mussel 
                     Species: Mytilus trossulus Gould, 1850; foolish mussel 
                     Species: Mytilus planulatus Lamarck, 1819; Australian blue mussel 
                     Species: Mytilus chilensis Hupé, 1854; Chilean blue mussel 
 
Figure 1.4 North Atlantic Mytilus species 
(a) Example of a typical cluster of marine mytilids (Mytilus spp.) on a hard substratum 
from the eulittoral zone. (b) Mytilus species form the Mytilus edulis complex used as study 
organisms. Mussel cluster drawing courtesy of Gulfstream Editor.  
 
1.2.3 Global and local distribution patterns 
Marine mussels belonging to the genus Mytilus are widely distributed throughout the northern and 
southern hemispheres, and have been proved to be ideal model organisms for various physiological, 
biochemical, and genetic investigations [66, 126–129]. Geographically, mussels of the genus Mytilus 
dominate the eulittoral and sublittoral zones from mild-subtropical to polar waters around the world 
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(Figure 1.5). They settle in dense populations on any substratum that is firm enough to provide a secure 
anchorage, such as rocks, pebbles, concrete, shells, and wood [115, 126, 130].  
The blue mussel Mytilus edulis has a wide geographical distribution in Norther hemisphere, spanning a 
47°N to 81°N latitudinal range. Blue mussels occur along European coastlines from western France 
[131] to the North Sea [132–134], and on the Atlantic coast of North America from North Carolina 
northward to the Canadian Maritimes [116, 130]. Blue mussels are also present along the coasts of 
Iceland [135], Svalbard [132, 136, 137], and the western coastline of Greenland [62, 136, 138, 139]. 
On a local scale, M. edulis dominates the intertidal to subtidal regions of rocky shores. It is a quite 
eurytopic organism [62, 126, 130] and, therefore, has the capability to occupy a wide range of 
microhabitats. Blue mussels have the widest local distribution pattern in the genus, extending from high 
intertidal to subtidal zones from brackish (salinity of 4-6 psu) to fully marine environments (salinity 15-
30 psu) [126, 130], areas with different temperatures regimes (from -13°C to 32°C) [126, 127, 140], 
and from sheltered to extremely wave‐exposed shores. 
Mytilus galloprovincialis has a relatively wide geographical distribution. It occurs in the Mediterranean 
Sea, Black Sea, continental Europe, from southern Spain to northern France, south-west Britain and 
Ireland, Arctic region, and North Africa [116, 123, 126, 131, 136, 141–144]. It is also present in South 
Africa, on the Pacific coast of North America, Japan, Hong Kong, south Australia, and New Zealand 
[130, 145, 146]. The Mediterranean mussel is also a very adaptable species, surviving in water with 
salinity values ranging from 12 psu to 38 psu [126] and temperature variations between 7°C and 27°C 
[147]. It is commonly found in intertidal and estuarine habitats, and tolerate high levels of wave 
exposure [121, 126].  
Mytilus trossulus is restricted to cool water regions of the Northern hemisphere. Our understanding of 
the regional distribution of this species has significantly changed after a multitude of recent molecular 
studies revealing new M. trossulus populations previously thought to be M. edulis [131, 148]. Mytilus 
trossulus occurs, along the European coastline in the Baltic Sea, Barents Sea and White Sea [128, 131, 
134, 136, 148–152]. There are records along the Norwegian [133, 136, 153] and northwest Greenlandic 
coastlines [136, 138]. It also inhabits the Atlantic coasts of Canada [151], and the Pacific coast of North 
America and Russia [115, 116]. This mussel is usually more abundant in brackish or sheltered coastal 
acres, where it tolerates low salinities (up to 4 psu, i.e. Baltic Sea). In these areas M. trossulus is usually 
very abundant contributing up to 90% to local hard bottom biomass, and thus it is an important habitat 
builder [51, 154]. 
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Figure 1.5 Approximate distribution of Mytilus spp. 
Global distribution of Mytilus edulis (blue), M. galloprovincialis (red), and M. trossulus 
(green). Image redrawn after Gosling [116]. 
 
1.2.4 Hybridisation 
It is important to note that in the northern hemisphere, where the ranges of M. edulis, M. trossulus, and 
M. galloprovincialis overlap (Figure 1.5), variable amounts of hybridisation occur between species 
pairs [128, 142–144, 155, 156]. A pronounced hybrid zone of M. edulis × M. trossulus can be found in 
the Baltic Sea [128, 149, 150]. Mytilus edulis and M. galloprovincialis hybridise in Europe producing 
a mosaic pattern of both pure and hybrid populations [157] along the west coast of France [143], 
Cornwall [123], and Ireland [141]. Hybridisation among all the three Mytilus taxa has also been 
documented in an aquaculture context [155, 156, 158], indicating the potential of rope culturing to 
increase local hybridisation [155].  
 
1.2.5 Ecology 
On a worldwide basis, mussels of the genus Mytilus form the foundation, both in terms of percent cover 
and organic production, for most exposed rocky shore communities within the temperate zone [121, 
122]. On a local scale, Mytilus mussels dominate the eulittoral and sublittoral regions [115, 126]. They 
occur in a variety of shore habitats, from the sediment shores of protected bays and estuaries, through 
gravel and pebble shores in semi-exposed condition, to true rocky shores which are exposed to 
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considerable wave action [126, 130]. In addition, mussel populations have the ability to colonise costal 
infrastructures, such as pier pilings, breakwaters, harbour walls, and oil platforms.  
Mytilus species typically occur in intertidal habitats [121]. This distribution appears mostly controlled 
by predation pressure (i.e. both intensity and type of predators), and competition for space and food 
[121, 159]. Upper distribution limits for Mytilus are rather constant over long period of time [122]. In 
the high intertidal, emersion times, temperature extremes, and desiccation represent the most important 
physiological stressors in the determination of the upper limits in rocky intertidal sites [160, 161]. Lower 
zonation limits for Mytilus have been shown to be under the strong influence of predation, among which 
sea stars have been recognised as the most important predators [121, 122]. Other predators, such as 
crabs and dog whelks, and competitors for space, such as barnacles, other mussels or encrusting species, 
can have a significant influence depending on the geographic location [121, 159].  
Mytilus communities represent dominant biomass structural components [122]. The presence of mussel 
drastically modifies the local environment [122, 126]. On rocky shores mussel beds provide a habitat 
for a few but abundant macroinvertebrate [121]. Moreover, the shells themselves provide secondary 
substratum for colonisation by many epibionts and epiphytes [117, 122, 126]. As Mytilus beds age and 
grow they increase not only the biological component, but they also enlarge their physical component, 
producing structurally complex entities that are capable to provide foundation to a diverse assemblage 
of associated fauna and flora [117, 121]. Bed thickness, connectedness between individuals, and 
sediment load, are all increased within the bed, changing dramatically the microhabitats under, between, 
and around the mussels, that may provide refuge for a myriad of associated fauna [117]. Because of 
their ecological importance, Mytilus assemblages have long served as the focal point for numerous 
studies on intertidal population and community ecology. 
 
1.2.6 Economic value 
In addition to the high level of biodiversity supported, mussel of the genus Mytilus have a significant 
economic value for fisheries and the aquaculture industry worldwide [8]. In 2016, the production from 
Mytilus aquaculture worldwide was of ~590,000 tonnes worth ~2,6 billion USD in 2016 [8]. At a global 
scale, Mytilus chilensis represents the most harvested species with ~301,000 t worth ~2,195 million 
USD in 2016. At a European scale, M. edulis represents the most harvested species with ~155,000 t 
worth 234 million USD, followed by M. galloprovincialis with ~103,000 t worth 90 million USD.  
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1.2.7 Key abiotic factors for growth 
In general, it is important to note that key abiotic factors foremost temperature, salinity, and food supply 
not only set limits on the spatial distribution of bivalves, but also affect key aspect of mussel biology 
[121, 162]. Water temperature is widely acknowledged as an important factor in controlling growth 
rate and level of physiological activity in marine organisms. Temperature varies with latitude and there 
is a general consensus that growth in calcifiers, including bivalves, increases with rising temperature 
over the ecological range of the species [44, 102, 109, 126, 127, 163, 164]. Almada-Villela et al. [165] 
observed the effect of temperature on M. edulis and found that between 3°C and 20°C growth increased 
logarithmically; above 20°C growth declined sharply, while at lower temperatures (3°C and 5°C) it 
proceeded very slow but at a constant rate. Further results showed how M. edulis is well-adapted to life 
in different or fluctuating temperature regimes [126, 127, 166, 167].  
Water salinity is a key factor regulating distribution, growth, physiological processes, and so survival 
of marine organisms [168]. Brackish estuaries and lagoons are known to be favourable habitats for 
mussel growth, but this probably reflects the higher food levels associated with these environments 
[121, 162]. Indeed, studies have demonstrated that low salinity concentrations adversely affect growth 
[51, 169, 170], strongly reduce calcification [51], and may even be lethal to Mytilus under extreme 
conditions [162, 171]. However, Mytilus can survive considerably reduced salinities, showing a marked 
decline in size at salinities down to 4-5 psu, such as in the inner part of the Baltic Sea [172].  
Food supply, within the physiological limits for long-term survival, including phytoplankton, bacteria, 
organic detritus, and material of inorganic origin, is probably the single most important factor in 
determining growth rate, since if food in unavailable, sustained growth cannot occur. Mussels, like most 
bivalves, are efficient filters feeders, removing particles down to 2-3 μm with 80-100% efficiency [173]. 
Food supply has been shown to be have a critical role in bivalve growth, calcification, and stress 
resistance [53, 66, 126, 129, 130]. 
 
1.2.8 Key predators 
Predation represents the single most important source of natural mortality in Mytilus [121, 174]. Many 
species predate on mussels, among which are crabs, gastropods, starfish and sea/shorebirds [115, 121, 
174, 175]. Gastropods are significant predators of mussels worldwide. The dogwhelk Nucella lapillus 
is widely distributed on exposed shores in northern Europe and on the east coast of North America. It 
is especially abundant on rocky, wave-exposed shore [176, 177]. The dogwhelk uses dissolving 
secretions from the accessory bring organ, assisted by the rasping action of the radula, to drill a small 
hole through the shell around the umbo or adductor muscle insertion regions [126, 178–180]. Although 
levels of consumption may appear low, the high density of dog whelks has a serious impact on mussel 
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coverage on exposed shores [176], with the potential to consume 60-90% of mussels at a given site in 
one season [181].  
Starfish are major mussel predators in many areas. These are clearly a major factor influencing the 
distribution and abundance of Mytilus on the lower shore and in the sublittoral zone [176]. Starfish 
predate on mussels and other bivalves by using force and causes the bivalve to gape just sufficiently to 
allow the starfish to extrude its stomach into the shell opening and digests the prey. Starfish have been 
regarded as “keystone” predators, since they exerts a disproportionate influence on community 
structure, in this case setting the lower limits of mussel distribution [174].  
Crabs, particularly Cancer, Carcinus and Pachygrapsus, are also significant predators of mussels [176, 
177]. Mortality from crabs is usually most intense in the lower shore, where crabs are able to forage for 
longer periods of time [176, 177]. Crabs employ size selection of prey, with the upper size limit that 
can be successfully attacked being directly related to the size of the crab [121, 127]. Indeed, small 
mussels are especially vulnerable and easy to crush by virtually all size ranges of crabs [182], whereas 
larger mussels are available only to large crabs with strong chelae. Therefore, vulnerability to crab 
predation generally declines with increasing body size during growth. 
Several bird species predate on mussels, among which oystercatchers, gulls and ducks. Seabirds can 
determine significant mortalities in wave protected environments and mussel cultures [175, 183]. They 
usually select thin‐shelled mussels because they are easier to crack or open than thick‐shelled 
individuals. In sheltered bays, birds have a significant impact on wild populations with the potential to 
remove between 30% and 54% of the standing mussel stock [115, 121]. Mussel farms, with their very 
high densities of small thin‐shelled mussels, can also be foraging hot spots for diving ducks, particularly 
during spring and autumn [121].  
 
1.2.9 Anatomy 
Mussels consist of a soft part and a hard shell. The soft part consists of the mantle, a visceral mass, gills, 
foot, and muscles, which are surrounded by a protective calcareous shell (Figure 1.6). The mantle covers 
the visceral mass dorsally and extends laterally forming two lobes which cover the inner surface of the 
valves. The mantle lobes enclose the body and delimits the mantle cavity. At the shell margin, the 
mantle margin divides into three longitudinal folds, separated by two grooves (Figure 1.7a). The inner 
fold is muscular and contains the pallial muscles, which are inserted along a curved pallial line that 
extends from the anterior to posterior parallel to the margin of the shell (Figure 1.6b). The middle fold 
is sensory and may bear different types of receptors. The outer fold, in conjunction with the entire outer 
mantle epithelium, secretes the shell. A large posterior and a small anterior adductor muscles are 
attached to the inner shell surface and in combination with the elastic shell ligament regulate shell 
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opening and closure. The foot is laterally compressed, directed anteriorly, and secretes the byssus. Gills 
are wide with long folded filaments, which are held tougher by interlamellar junctions and are highly 
specialised for suspension feeding. A very small space, containing extra-pallial fluid, separates the 
mantle from the shell between the inner shell region delimited by the pallial line, and between the pallial 
line and the shell margin (Figure 1.7a). Into this space calcareous and organic material for shell 
formation is deposited. 
 
1.2.10   Shell structure 
Mussels consist of two convex, bilaterally symmetrical calcareous vales, similar in size (equivalve) and 
roughly triangular in shape (Figure 1.6b). The valves articulate with each other along the dorsal hinge. 
The two valves are joined dorsally by a two-part, elastic (proteinaceous) hinge ligament. Beside the 
hinge each valve bears a dorsal protuberance called the umbo (or beak). The pallial line runs along a 
small distance away from the shell margin more or less paralleling it. On the inside of each valve are 
two adductor muscle scars: the attachments for the large posterior and reduced anterior adductor 
muscles, and attachments for the foot retractor muscles. The exterior of the shell is characterised by the 
presence of concentric lines as a result of shell growth. Shell grows both i) in circumference by marginal 
accretion from the edge of the mantle lobe, and ii) in thickness by deposition from the general mantle 
surface.  
 
Figure 1.6 Mytilus anatomy and shell 
(a) Diagrammatic traverse section through Mytilus edulis to show the visceral mass, gills 
form as well as the direction of the main ciliar currents (arrows, redrawn after Bayne [126]). 
(b) Internal shell view of a blue mussel (redrawn after Gosling [115]). 
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The shell of the Mytilus species-complex includes three layers, one organic and two calcareous: (1) a 
thin outermost organic layer, the periostracum, (2) a middle calcareous layer, the fibrous prismatic layer, 
and (3) an inner calcareous layer, the nacreous layer (Figure 1.7). Calcareous shell layers are composed 
of calcium carbonate crystals in different forms (calcite prisms or aragonite tablets) shrouded by an 
envelope of organic matrix, which constitutes between 1% and 3% of shell weight [109]. 
The periostracum (Figure 1.7) is an organic layer consisting of the quinone tanned protein, conchiolin 
(a fibrous insoluble protein) [184, 185]. The periostracum is the first part of the shell to be formed. The 
“forming periostracum” is initiated by cells at the base of the periostracal groove [185], which lies 
between the outer and middle mantle fold (Figure 1.7a). The newly formed periostracum is thickened 
and matured (i.e. sclerotinisation by quinone tanning) by epithelial cells of the middle fold [186]. It then 
detaches from the middle lobe (forming the “free periostracum”), and then doubles back upon itself, 
dorsally, to cover the outer side of the prismatic layer (Figure 1.7a). Exposed on the outside of the shell, 
the “outer periostracum” undergoes decay, physical and biotic abrasion over time; this is why this layer 
is often lacking on the oldest part of the shell. The periostracum has two main functions: i) it provides 
an isolated compartment from the external aqueous environment where the deposition of the calcareous 
shell components is initiated [187], and ii) it provides protection against the corrosive effect of acidic 
waters, infestation by epibionts, predatory and endolithic borers, as well as a potential role in immunity 
[179, 185, 188, 189].  
The fibrous prismatic layer (Figure 1.7) is a dark blue/purple coloured layer which consists in well-
structured and ordered simple calcite crystals deposited in columnar prisms and surrounded by organic 
matrix (conchiolin) [190, 191] (Figure 1.7c). Calcite prisms progressively rotate during growth, forming 
an angle of ~30-45° to the shell surface with external crystals’ edges oriented towards the umbo [192, 
193]. The calcitic layer is formed by marginal accretion through nucleation of calcite prisms on the 
inner surface of the periostracum [194–196]. This layer has a finite thickness, since its deposition stops 
when the nacreous layer is laid down. Since calcite represents the more thermodynamically stable phase 
of calcium carbonate this may provide some degree of protection against dissolving conditions, 
although this might not be its primary role [197]. This layer has also the potential to provide protection 
against borers, drilling and shell-breaking predators [198, 199], and its thickness largely determine 
vulnerability of mussel shells to seabird predation [200]. A simple prismatic layer, called pallial 
myostracum, separates the calcitic layer and the innermost nacreous layer. 
The nacreous layer (Figure 1.7) consists of layers of aragonitic hexagonal platelets separated by inter-
lamellar layers of organic matrix [201–203]. Generally, the platelets are around 10-20 μm wide and are 
arranged in laminae, parallel to the inner surface of the valve,  with a so called “brick wall structure”, 
consisting in tablets in each layer that offset with respect to those in the layers above and below them 
[201, 203, 204] (Figure 1.7c). This layer is secreted by deposition from the general mantle surface and 
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grows continuously in thickness during aging. Aragonite is stabilised in biological microstructures, such 
as the nacreous layer, conferring a high mechanical strength to the shell [99]. 
The shape of shells in Mytilus is very heterogeneous depending on a range of biotic and abiotic factors 
among which temperature, salinity, food availability, age, population density, predation, and genotype 
[108, 159, 176, 205–208]. For example, mussel shell becomes progressively more elongated and 
 
Figure 1.7 Mytilus shell structure: margin, section, and microstructure 
(a) Diagrammatic example of transverse section of the edge of a mussel valve and mantle 
margin showing different shell layers and mantle edge anatomy. (Redrawn and modified 
after Ruppert et al. [114]). (b) Mytilus shell valve morphology and anteroposterior cross-
section of shell valve along the axis of maximum growth (from umbo to posterior 
commissure, red dashed line) showing internal structure and arrangement of individual 
mineral (prismatic and nacreous layers) and organic (periostracum) shell layers. (c) 
Scanning electron micrographs showing the microstructure of shell layers in Mytilus: 
prismatic layer, nacreous layer, and periostracum.  
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ventrally concave during growth [108, 159, 209]. The influence of genotype can be also evident in 
mussels from stable environmental conditions [134, 205, 210]. However, uncoupling the relative 
contribution of environmental vs genetic factors to shell shape may be difficult depending on both the 
geographical scale of analysis (local vs regional), environmental variability, and genetic data available 
[108, 205, 207, 211]. 
 
1.2.11   Bivalves and calcification 
In organisms, calcification is the formation of calcium carbonate minerals requiring calcium ions (Ca2+) 
and bicarbonate (HCO3
−) to form CaCO3 [212] via the reaction: 
Ca2+ + HCO3
− → CaCO3 +H
+ 
Equation 1.3 
Experimental studies have suggested that seawater is the primary source of Ca2+ in calcifying bivalves 
[213, 214], accounting for  ~90% of inorganic carbon substrate with the other ~10% from metabolically 
excreted CO2 [215]. The mantle most likely controls the mechanisms of CaCO3 deposition in molluscs 
[216]. Biomineralisation has been revealed to be a highly complex process with evidence suggesting 
both intracellular and extracellular pathways for calcification. Intracellular calcification models suggest 
CaCO3 is initially formed as amorphous calcium carbonate (ACC), which is transported to the site of 
calcification, the organic matrix, where nucleation and crystal formation occurs [216–218]. Recent 
work, however, suggests an extracellular mineral formation process with substrates for mineralisation 
being transported to the calcifying space [196]. Furthermore, these findings are supported by evidences 
suggesting no major role of an ACC precursor molecule in biomineralisation [219, 220]. However, it 
cannot be ruled out that ACC containing vesicles are present on nanometre scales and rapidly transform 
into crystalline structures [221]. 
 
1.2.12   Environmental change impacts on Mytilidae 
Climate change is considered a major force shaping marine ecosystems worldwide [21–23, 26], with 
ocean warming and acidification [5, 12] profoundly affecting species life history and ecology [18–22, 
72], marine communities and ecosystems [6, 23–26, 222]. A number of studies and meta-analyses have 
suggested species producing CaCO3 structures to be particularly vulnerable to rapid environmental 
changes [14, 21, 72, 74, 84, 101, 104]. However, responses of marine calcifiers and their sensitivity to 
disturbance can vary significantly depending on the taxonomic group, developmental stage, and 
geographic region analysed [18, 21, 46, 72, 223].  
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Atlantic mussels of the genus Mytilus are important bed-forming foundation species in eulittoral 
ecosystems worldwide (up to 90% of epibenthic biomass) [51], and represent valuable resources for 
aquaculture (192,000 tonnes produced in 2015 worth 325 million USD) [8]. Growing awareness of  the 
consequences of environmental change on biodiversity and industry that Mytilus species support has 
stimulated a number of studies to estimate the response potential of these habitat-forming calcifiers to 
changing ocean conditions [51, 62, 83, 99, 109]. Given their wide distribution, ecological and economic 
value, Mytilus spp. represent exceptional model organisms to understand the regional differences in 
response potential of calcifiers to rapid climate changes and their potential effects on supported 
communities. 
Mytilus growth, shell formation, and fitness are linked to multiple drivers, including water temperature, 
salinity, and food supply [51, 53]. Although Mytilus is a eurytopic species, a series of works have 
demonstrated a range of direct deleterious effects of change on different aspects on mussel biology, 
such as alterations of calcification and growth [16, 42, 103, 224–230, 70, 71, 74, 83, 86, 92, 99, 100], 
as well as ecology and larval development [43, 50, 78, 223, 231]. There is also a widespread consensus 
that adult individuals of marine organisms are less vulnerable to change than larval stages [21, 72, 223, 
232], although recent studies suggest a potential tolerance in the latter [110, 196, 233]. However, 
existing knowledge on mussel sensitivity predominantly stems from experimental studies on single 
species or simplified experimental setup that cannot fully reproduce complex conditions in functioning 
ecosystems  [25, 65, 107, 234–236]. 
Many recent studies suggest how the vulnerability of Mytilus (and of calcifiers in general), significantly 
vary depending on the geographic region analysed [44, 62, 102, 108, 132], the presence of multiple 
interacting stressor [43, 51, 109, 163], such as positive indirect effects of food supply [53, 66, 82, 129], 
as well as presence of compensatory mechanisms [109, 196]. All these factors have the strong potential 
to buffer indirectly the direct negative effects of change showing the strong potential of mussels to resist 
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1.3 Aim and outline of thesis 
Species producing calcium carbonate shell and skeleton, among them bivalves, are experiencing the 
strongest impacts of rapid environmental changes. Calcareous shells perform a range of vital functions 
in mytilids, including structural support, protection against predators and adverse environmental 
conditions. Because shell integrity determines survival, shell traits are subject to strong selection 
pressure, with functional success or failure a fundamental evolutionary driver. Therefore, any shift in 
environmental gradients impacting shell production, composition, and structure may alter mussel 
sensitivity to disturbance and affect its survival. However, existing knowledge on calcifiers’ response 
potential predominantly stems from short- to long-term studies on single species or simplified 
experimental “communities”, which may not necessarily translate to populations within the complexity 
of a dynamic ecological system.  
Understanding key mechanisms and drivers mediating responses to disturbance in natural environments 
is, therefore, essential to project impacts of climate change to calcifiers under any range of scenarios. 
The aim of this thesis is to examine variations of shell characteristics (both morphology and 
biomineralisation) in Mytilus under heterogeneous environmental conditions across large geographical 
scales and over historical times to understand the potential of shell plasticity in mediating spatial and 
temporal impacts of global environmental change on these critical foundation species. 
In Chapter 2, I provide information on the sampling design and the methodologies used for the 
characterisation of Mytilus shells, including thickness, organic content, and morphometrics analyses. 
In Chapter 3, a detailed description of statistical methods used, including data exploration protocols and 
modelling approaches, is presented. 
In Chapter 4, I investigate spatial patterns of shell morphology in Mytilus with latitudinal environmental 
gradients. I show how the used of new statistical methods and multiple study systems at various 
geographical scales made it possible to uncouple the contribution of environmental factors, 
development, and genetic status to shell morphology. Overall, the chapter describes the marked shell 
shape plasticity in mytilids and its potential as a powerful indicator of rapid environmental changes. 
In Chapter 5, I analyse large-scale spatial patterns in shell biomineralisation under heterogeneous 
environmental gradients (30° latitudinal range), to test whether plasticity in shell deposition and 
composition mediates geographic patterns of resistance to climate change in Mytilus. I describe 
latitudinal changes in shell calcification with latitude and how salinity is the best predictor of regional 
differences in shell deposition, mineral and organic composition, suggesting a capacity for increased 
resistance of high-latitude mussel populations to future changes. This chapter illustrates how 
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mechanisms driving plastic responses to the spatial structure of multiple stressors can define geographic 
patterns of calcifiers resistance to environmental change. 
In Chapter 6, I examine temporal patterns of shell morphology and biomineralisation over historical 
times (from 1903 to 2016 at a single location) using archival Mytilus specimens from museum 
collections (provided by the Royal Belgian Institute of Natural Sciences). I describe how shell 
calcification surprisingly increased during the last century, with the shell deposition being more closely 
related to temporal changes in the variability of environmental drivers than to alterations of mean habitat 
conditions. I also analyse how calcareous and organic shell layers respond to different level and types 
of predation and local abiotic conditions. This chapter illustrates a marked resistance to change over the 
last century in a species predicted to be vulnerable, and how locally heterogeneous environments and 
predation levels can have a stronger effect on Mytilus responses than global environmental trends. 
In Chapter 7, I summarise the aim of my research and key findings, explaining their potential 
applications and original contribution to the field, and the possible areas for future research. 
Overall, this thesis illustrates that biological factors and local conditions, driving plastic responses to 
the spatial and temporal structure of multiple abiotic and biotic stressors, can define geographic and 







2 Materials and methods for shell characterisation 
 
In this thesis, I have analysed a variety of shell characteristics including the thickness of the individual 
layers forming the shell and their organic content, as well as the shape, or outline, of the shell valves, 
and their variations across wide geographical scales and over historical times. For these analyses, I have 
used Mytilus samples collected at different geographic and temporal scales, a range of different 
methodologies for characterising their shells, as well as a set of statistical and modelling approaches 
(Chapter 3). The details of samples collected and of each of these approaches are given below. 
 
2.1 Mytilus samples collection 
For this study, I collected current (both wild and cultured) and archival Mytilus specimens (Mytilus 
edulis and M. trossulus), for a total of 868 individuals, from 17 locations from different study systems 
in the North Atlantic area along European and Greenlandic coastlines (Figure 2.1). 
• Wild Mytilus specimens (M. edulis and M. trossulus) were collected from a total of 17 
populations along the North Atlantic, Artic and Baltic coastlines from four distinctive climatic 
regions (warm-temperate, cold-temperate, subpolar, and polar) (Figure 2.1a). Sampled 
populations covered a latitudinal range of 30° (a distance of 3,334 km), from Western European 
(Brest, North-West France, 48°N, site 1) to Northern Greenlandic (Qaanaaq, North-West 
Greenland 78°N, site 17) coastlines. Mussels were collected by hand from the eulittoral (low 
intertidal) zone on rocky shores between December 2014 and September 2015. I collected 
Mytilus specimens of various size classes (shell length of 26 - 81 mm) from juveniles to large 
adults from each site, for a total of 480 individuals. Different wild specimens sampled from 
different locations were used for both morphometric and shell thickness analyses in Chapters 3 
and 4. 
• Cultured M. edulis specimens were obtained from a traditional mussel farm on the Scottish west 
coast in Loch Leven (Figure 2.1b, site 10) as part of a long-term monitoring programme 
between December 2014 and January 2016. A total of 120 specimens from four batches of 
mussels (30 individuals each), originating from a natural spatfall, were hand collected at 1, 3, 
5, and 7 meters depth along the cultivation rope (batches I, III, V, and VII, Figure 2.1b). These 
samples were representative of the natural distribution of mussels at the cultivation site. 
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Cultured mussels, along with wild specimens, were used for morphometric analyses in Chapter 
3.  
• Archival specimens of M. edulis were obtained from museum collections donated by the Royal 
Belgian Institute of Natural Sciences (RBINS, Brussels, Belgium). Museum collections (both 
wet and dry collections) consisted of mussel specimens sampled with a near decadal frequency 
between 1904 and 2016 along the Belgian coastline at 13 locations between Oostende 
(51°14′16.27″N - 2°55′03.09″E) and Nieuwpoort (51°09′14.14″N - 2°43′23.62″E) (Figure 2.1, 
site 3). I selected a total of 238 adult individuals with a shell length of 39 - 66 mm, which were 
collected from the eulittoral zone on stone breakwaters. Archival specimens were used in 
Chapter 5 for analysis of historical patterns in shell morphometrics and thickness. 
 
Figure 2.1 Mytilus spp. collection sites 
(a) Locations where Mytilus was collected across the Eastern European and Greenlandic 
coastlines: (1) Brest, France, (2) Exmouth, England, (3) Oostende, Belgium, (4) Texel, 
Netherlands, (5) Usedom, (6) Kiel, (7) Ahrenshoop, (8) Sylt, all Germany, (9) Kerteminde, 
Denmark, (10) Tarbet (Kintyre), Scotland, (11) St. Andrews, Scotland, (12) Kristineberg, 
Sweden, (13) Nynäshamn, Sweden (14) Trondhiem, Norway, (15) Tromsø, Norway, (16) 
Upernavik, Greenland and (17) Qaanaaq, Greenland. (b) Collection site of cultured Mytilus 
specimens obtained from a mussel farm (Glencoe Shellfish Ltd.) in Loch Leven, west 
Scotland; schematic example of a traditional long-line, with four sampling depths (I, III, 
V, and VII meters). Maps created with ArcMap 10.5 (ArcGIS software by Esri, 
http://esri.com), background image courtesy of OpenStreetMap 
(http://www.openstreetmap.org). 
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2.2 Thickness analysis 
In Chapters 5 and 6 I analysed spatial and temporal patterns of shell deposition in Mytilus with focus 
on the individuals organic and inorganic shell layers: the calcareous prismatic layer, the calcareous 
nacreous layer, and the organic periostracum. Deposition of each individual shell layer was expressed 
as a measure of the thickness of the individual layers. 
To measure the thickness of each shell layers I embedded left shell valves in polyester resin (Kleer-Set 
FF, MetPrep, Coventry, U.K.) blocks using silicon moulds. Embedded shell dried 24 hours prior to 
processing. Specimens were sliced longitudinally along their axis of maximum growth using a diamond 
saw. Sections were then progressively polished through successive grades of silicon carbide paper (grit 
size from P800 to P2500) and multiple steps of diamond paste (grading from 9 µm to 1 µm). Polished 
section were rinsed with mill-Q water and air dried for 24 hours prior to measuring (Figure 2.2). 
Photographs of polished sections were acquired with a stereo-microscope (Leica M165 C equipped with 
a DFC295 HD camera, Leica, Wetzlar, Germany) and shell thickness was measured using the Fiji 
software (v1.51u) [237] (Figure 2.2). Since larger individuals had undergone evident environmental 
abrasion or dissolution which had removed the periostracum and prismatic layer closer to the umbo, I 
estimated the thickness of the whole-shell, prismatic and nacreous layers at the midpoint along the shell 
cross-section. Periostracum thickness was measured at the posterior edge where the outer periostracum 
attaches to the external side of the prismatic layer, to estimate the fully formed organic layer that was 
unaffected by decay or abrasion [185]. 
 
Figure 2.2 Measurement of individual shell layers in Mytilus 
Schematic representation of steps for shell processing and individual shell layers 
measurement. (a) Mytilus left shell valve morphology and section plane (red dashed line), and 
step for preparation of shell sections. (b) Anteroposterior cross-section of shell valve along 
the axis of maximum growth showing individual mineral and organic shell layers measured 
for analysis. 
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2.2.1 Shell dimensions 
For all the analysed Mytilus specimens, shell dimensions (i.e. shell length, height, and width) were 
measured using digital Vernier callipers at the nearest 0.01 mm (Figure 2.12b). Shell length was used 
as a within- population proxy for age [162, 209].  
 
2.3 Organic content analysis 
2.3.1 Thermal methods 
The observation of the behaviour of a sample of material and the quantitative measurement of its 
changes on heating can yield useful information on the nature of the material. Thermal analyses have 
developed out of the scientific study of the changes in the properties of a sample that occur during 
heating [238, 239]. Some alterations in material properties may be straightforward to measure, such as 
changes of density or mechanical strength. Specific thermal approaches can provide useful insight into 
material properties depending on the bonding, molecular structure, and nature of the material. These 
include thermodynamic properties, such as heat capacity, enthalpy, and entropy as well as structural 
properties. 
When a system (e.g. a material) is heated, heat energy will increase its temperature and determine the 
change of that system into a more stable state. An example is the thermal decomposition of calcium 
carbonate (CaCO3, Equation 2.1). Upon heating CaCO3 dissociates to yield calcium oxide (CaO) and 
carbon dioxide gas (CO2). If CO2 is not removed, these two components will recombine on cooling, 






 CaO(solid) + CO2(gas) 
Equation 2.1 
Temperature-induced transformations that change the materials in a system will alter one or more of 
their properties. These changes may be physical, such as melting, crystalline transition or vaporisation, 
or they may be chemical, involving reactions that alter the molecular structure of the material. The 
temperature at which a particular event occurs, or the temperature range over which a reaction happens, 
are characteristic of the nature and history of the sample. These transitions on a molecular level are 
fundamental, and their study enables the analyst to draw valuable conclusions about the sample of 
material, its preparation, chemical nature (organic or inorganic), and the likely behaviour during its 
proposed use. 
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Thermal methods, as described in the following Sections 2.3.2 - 2.3.5, include a group of techniques in 
which one (or more) property of a sample is studied while the sample is subjected to a controlled 
temperature programme [238]. The temperature programme may take many forms: i) the sample may 
be subjected to a constant heating (or cooling) rate, ii) it may be held isothermally, iii) the sample may 
be subjected to a modular temperature (e.g. temperature alterations superimposed onto an underlying 
heating rate), or iv) the heating may be controlled by the response of the sample itself. These methods 
represent useful tools for the identification of the temperature of phase change, the temperature of 
decomposition, and the products of the reaction of the material analysed. In Chapters 5 and 6, I used 
thermal methods, including thermogravimetry and derivative thermogravimetry (Sections 2.3.2 - 2.3.5), 
to quantify the proportion of organic matter within the fibrous prismatic layer of Mytilus shells. 
 
2.3.2 Thermogravimetry and derivative thermogravimetry  
Thermogravimetric analysis, or thermal gravimetric analysis, (TGA) is defined as a thermal technique 
in which the mass of a substance is measured as a function of temperature as the sample is subjected to 
a controlled temperature programme in a controlled atmosphere [238, 239]. TGA results are presented 
as a plot of the mass (m) of the sample, or the proportion of weight loss (wt%), against temperature (T) 
or time (t). The mass loss appears as a step as in Figure 2.3a. It should be noted that the shape is sigmoid 
in nature, and although most mass loss occurs around one temperature (the steepest part of the line), 
some reaction starts well before the main reaction temperature. Similarly, there is still some residual 
mass loss well after the main reaction. An alternative presentation of the results is to take the derivative 
of the original experimental curve to give 𝑑𝑚/𝑑𝑇, or rate of mass loss against temperature, and to plot 
that against, temperature. Alternatively, the derivative may be against time t, giving 𝑑𝑚/𝑑𝑡. The 
 
Figure 2.3 Typical thermogravimetry results 
(a) Thermogravimetric curve representing the weight changes with increasing treatment 
temperature. (b) Derivative thermogravimetric curve representing the derivative of the 
thermogravimetric curve (𝑑𝑚/𝑑𝑇) and showing the rate of weight loss during heating. 
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production of such curves is called derivative thermogravimetry (DTG) which represents the variation 
in rate of sample weight loss during heating (Figure 2.3b). The spread of the reaction over a specific 
 temperature range is indicated by the width of the peak. The DTG curve is of assistance if there are 
overlapping reactions, such as double peaks or a shoulder on a main peak. The area under the DTG peak 
is proportional to the mass loss, so relative mass losses may be compared. The position of the peak 
indicates where mass loss is fastest and may not be indicative of any characteristic point in the 
mechanism of the reaction. TGA has many applications in both industrial and biological contexts 
including the quantification of water within a material, the relative amount of organic and inorganic 
components, as well as identification of decarboxylation, oxidation, and decomposition processes.  
 
2.3.3 Thermogravimetric analyser 
In its essential form, a thermogravimetric analyser consists of i) precision balance which supports a 
sample pans and monitors its mass, ii) a furnace that heats (or cools) the sample, and iii) a purge gas 
that controls the furnace environment (Figure 2.4). 
The microbalance that holds the sample and monitors its weight variation during the experiment. The 
balance can usually measure sample weights ranging from less than 1 mg up to 10 - 100 mg (Figure 
2.4a). The furnace surrounds the sample and can work from -160°C up to 1000 - 1600°C. This usually 
consists in a resistive wire, wound on a ceramic or silica tube, which is mounted in a metal container 
and is surrounded by insulating material. The furnace is capable of being moved away from the balance 
case through a sliding support to allow access to the sample (Figure 2.4a). The system of balance plus 
furnace is called the thermobalance and a typical example is shown in detail in Figure 2.4b. The 
simplest TG experiment would be to heat the sample in static air. However, the sample may react with 
this atmosphere in oxidising and burning. Therefore, most TGA experiments use an inert atmosphere 
made of sample purge gas, such as nitrogen or argon. This is done so the sample only reacts to 
temperature during decomposition in an inert atmosphere (pyrolysis). A flowing purge gas is fed over 
the balance mechanism first, it flows over the sample, and then exits through an exhaust (Figure 2.4b). 
Sample crucibles (or pan) are usually made of platinum that is inert with respect to most gases and 
inorganic materials, and only melt at 1769°C. They are made of thin platinum to keep the mass low so 
that they have low heat capacity and follow the furnace temperature without any lag. The temperature 
in the system is measured by thermocouples to monitor system and sample temperature (Figure 2.4b). 
These consist of two different metals fused into a junction, which produces and electromagnetic field 
varying with temperature. As well as the thermocouple system for measurement, a separate 
thermocouple is provided to sense the furnace temperature and is positioned as near to the sample as 
possible (Figure 2.4b). 
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2.3.4 TGA of blue mussel shells 
In Chapter 5 and 6 TGA was used to estimate the weight proportion (wt%) of organic matrix within the 
prismatic (calcite) layer of Mytilus mussels. This method allows the identification of i) the proportion 
of physically adsorbed water within the shell microstructure, ii) the decomposition, or onset, 
temperature and the wt% of organic matter within the shell layer, and iii) the decomposition temperature 
of calcium carbonate [240–244]. The wt% of organic matter within the prismatic layer was estimated 
as the proportion of weight loss during the thermal treatment between 150°C and 550°C (Figure 2.5). 
Although the shell sample may be decomposing at a temperature that is characteristic of the 
components, the shape of the decomposition curve will be affected by many factors, among these: 
particle size, material and size of crucibles (controlling the rate of heat flow), the atmosphere used, 
product gas of the reactions, and the rate of heating. Therefore, to enable reproducibility and recreation 
of adequate experimental conditions across the different studies, I produced and consistently applied a 
detailed protocol for the analysis of each sample of shell material. 
 
 
Figure 2.4 Scheme of a typical commercial thermogravimetric analyser 
(a) Components of a thermogravimetric analyser, TA Q500 series. (b) Detailed scheme of 
the thermobalance (balance system + furnace). Image courtesy of TA Instruments Ltd., 
New Castle, DE, US. 
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2.3.5 TGA protocol 
Thermogravimetric analyses are reported following the guidelines made by the Committee on 
Standardisation of the International Confederation for Thermal Analysis and Calorimetry (ICTAC) and 
appeared in standards as ASTM E 472 (1991) [238, 239]. 
 
A. Properties of the sample 
o Source of material and identification 
Shell of wild Atlantic blue mussel (Mytilus spp.). Prismatic layer composed of CaCO3 (calcite), 
variable amount of organics (~1 - 3%) and other components, such as quartz (SiO2) and 
magnesium (Mg). 
 
Figure 2.5 Example of thermogravimetric analysis (TGA) and derivative 
thermogravimetry (DTG) of mussel shell 
The TGA curve (green line) represents the weight changes with increasing treatment 
temperature for the prismatic layer of Mytilus edulis. The sample was exposed to a constant 
heating, from ~25°C to 700°C at a linear rate of 10°C min-1. Three known regions of weight 
loss with increasing temperature are highlighted [241]: i) the evaporation of physically 
adsorbed water at 30-150°C, ii) the degradation of organics at 150-550 °C, and iii) the rapid 
decomposition of CaCO3 into CaO and CO2 starting at ~550°C. The DTG curve (blue line) 
represents the derivative of the thermal curve and shows the rate of weight loss during 
heating. The peak indicates the temperature at which the organic mass loss was fastest. 
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o Sample preparation  
Shells were cleaned, rinsed with mill-Q water, and air-dried at room temperature for seven days. 
The periostracum was removed by sanding and tiles (8 × 5 mm) of outer prismatic layer isolated 
with a Dremel rotary tool (Dremel 300/395RD MultiPro, Racine, Wisconsin, USA). Samples 
were cleaned in an ultrasonic bath (Ultrasonic Cleaner CD-4800, Practical Systems Inc., 
Odessa, FL, USA) with mill-Q water, air-dried and finely ground with an agate mortar. 
Additional, oven drying (30°C for 24h, convection oven) was performed to remove residual 
pre-treatment water.  
o Physical properties of samples 
Fine grade powder. 
B. Experimental conditions 
o Apparatus used 
Thermogravimetric Analyser TGA Q500, TA instrument (New Castle, DE, USA) Q series was 
used, located in the Department of Materials Science and Metallurgy, University of Cambridge. 
o Thermal treatment  
Samples were subjected to constant heating from an initial temperature of ~25°C to a final 
temperature of 700°C at a linear heating rate of 10°C min-1. 
o Sample atmosphere 
Dynamic (flowing) atmosphere of nitrogen, “white spot” (~0.01% trace of oxygen). Flow rates 
of 40 ml min-1 for the balance and 60ml min-1 for the sample were used.  
o Sample holder 
Platinum crucible, cylindrical: diameter 10 mm and height 1.5 mm. Sample was tipped and 
spread (not tamped) to cover the bottom of the crucible. 
o Sample mass 
10 mg of powder for each sample were weighted on a separate micro-balance (Ultramicro 4504 
MP8, Sartorius, Göttingen; readability 0.1 µg). 
C. Data acquisition and manipulation methods 
o Software version 
Universal Analysis 2000, version 4.5A, TA instrument (New Castle, DE, USA). 
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2.4 Morphometrics analysis 
The “pipeline” developed for the shape analysis of blue mussel shell outlines as described in this section 
has been published in: 
Vendrami, D.L.J., Telesca, L., Weigand, H., Weiss, M., Fawcett, K., Lehman, K., Clark, M. S. Leese, 
F., McMinn, C., Moore, H., Hoffman, J,I. RAD sequencing resolves fine-scale population structure in 
a benthic invertebrate: implications for understanding phenotypic plasticity. Royal Society Open 
Science 4, 160548 (2017). DOI: 10.1098/rsos.160548 
 
Comparing the anatomical features of an organism and their shape has been a central element of biology 
for centuries [245, 246]. A variety of biological processes produce differences in shape between 
individuals and their parts, such as ontogenetic development, growth, adaption to local habitats, disease, 
or long-term evolutionary diversification [247, 248]. Differences in shape may signal different 
functional roles played by the same parts, different responses to the same selective pressure (or 
differences in selective pressure themselves), as well as heterogeneous growth processes [108, 159, 
247–251]. In systematics, analysing shape variation among individuals helps to quantify and describe 
differences between taxa or populations [252]. Moreover, in many biological fields, an understanding 
of the variation in organismal traits can bring deep insights into the underlying mechanisms of change 
and the physical constraints involved.  
During the early 20th century, biology began the transition from a descriptive field to a quantitative 
science, and the analysis of morphology saw a similar “quantification revolution” [246, 253]. 
Morphological studies included quantitative data for one or multiple measurable traits that were 
compared among groups. The development of statistical methods, such as the correlation coefficient 
[254], analysis of variance [255], and principal components analysis [256, 257], further advanced these 
quantitative approaches. By the mid-twentieth century, quantitative description of morphological shape 
was combined with newly developed statistical methods, describing patterns of shape variation within 
and among groups, and the modern field of morphometrics began [246, 258]. 
Morphometrics is the study of variation and covariation of shape and size with other variables [258, 
259]. Hereafter, I will consider shape as defined by Kendall [260] and Small [261] that it is “the total 
of all information (or geometric properties) of an object invariant under translation, rotation, and 
isotropic re-scaling”. Until recently, shapes and their variation were estimated using ad hoc distances, 
angles, or proportions. Shape analysis was improved during the 20th century with the development of 
methods aiming to describe shapes objectively and quantitatively [262, 263]. This “traditional 
morphometrics” approach consisted in the application of multivariate statistical analyses to set of 
quantitative variables [264–266]. In the late 1980’s and early 1990’s, however, a shift occurred in the 
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way morphological data were acquired and analysed. This shift emphasised methods capturing the 
geometry of the morphological structures of interest and preserving this information throughout the 
analyses. In 1993, this new morphometric approach was defined as “geometric morphometrics” and 
Rohlf & Marcus [263] suggested that this paradigm shift signalled a “revolution in morphometrics” 
[246, 267]. Since then, an increasing understanding of the theoretical underpinnings of geometric 
morphometric methodology has led to much progress in this field and its applications.  
In this thesis, geometric morphometrics analyses of outlines were performed for analysing shape 
variations of Mytilus shells with environmental factors across different geographic scales and over 
historical times. In Sections 2.4.1 - 2.4.10, I describe traditional and modern morphometrics methods, 
the mathematical background of Fourier-based approaches and their advantages, as well as the 
procedures used for analysing Mytilus shell shapes variations in Chapters 4 and 6. 
 
2.4.1 Traditional morphometrics 
A quantitative framework for shape analysis was introduced in the 1960’s using the full set of 
multivariate statistical tools to describe within- and among-individuals patterns of shape variation [263]. 
This approach, subsequently called “traditional morphometrics” [264, 265] or “multivariate 
morphometrics” [266], consisted of applying multivariate statistical analyses to sets of morphological 
variables (Figure 2.6a). For instance, linear distance measurements (i.e. length, width, and height) and 
areas, as well as counts, scalar indices, and angles were used. These approaches allowed biometricians 
to quantify covariation between morphological measurements and to assess patterns of variation 
between and among samples using univariate or multivariate approaches. 
Many studies started also investigating allometry of traits in organisms [250, 251]. Because linear 
distances are usually highly correlated with size [268], much effort was spent developing methods for 
size correction, so that size-independent variables could be used and patterns of shape variation properly 
 
Figure 2.6 Traditional and modern morphometrics approaches 
Simplified representation of how the shape of a biological object (Atlantic cod, Gadus 
morhua) can be described through (a) traditional and (b) modern morphometrics 
approaches. Cod drawings courtesy of Scandinavian Fishing Year Book. 
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descried [269–272]. However, several difficulties remained. For instance, there is little agreement on 
which methods of size correction should be used, since different methods usually yield different results. 
Some studies have analysed ratios, but these pose serious statistical problems [248, 273]. The homology 
of linear measurements is also difficult to assess. Moreover, it is not usually possible to generate a 
graphical representation of shape from linear distances because the geometric relationships among the 
variables are not preserved. 
Thomson [245], in his seminal book On Growth and Form, was the first to offer new ways of 
understanding shape variations in what could be called today a “modern morphometric” approach. The 
development of the concept of deformation grid changed the perception of shape variation in terms of 
mathematical transformations (Figure 2.7). However, it was only at the end of the 20th century that 
computerised data acquisition and treatment arose synchronously with the development of the 
mathematical framework for constructing these grids (e.g. Fourier and thin plate spline analyses). These 
techniques of “modern morphometrics” revolutionised the historical scope of this field [246, 263]. 
 
2.4.2 Modern morphometrics 
“Modern morphometrics”, or “geometric morphometrics”, considers shape as a whole and encompasses 
an array of techniques capturing all the geometrical relationships of morphological structures and 
preserving their information throughout the analysis [246, 263]. The development of rigorous statistical 
theory for shape analysis [260] made it possible to combine the use of multivariate statistics with 
methods for the direct visualisation of biological forms. The two main approaches in use are the study 
of landmark configurations [259] and outline analysis [275, 276] (Figure 2.6b). Both of them preserve 
 
Figure 2.7 Graphic explanation of the Thompson’s deformation grids 
From a morphological point of view, these fishes seem very different, but little changes in 
the growth direction (left) or in the development of the caudal part (right), can lead to 
dramatic changes in the final form. This represents the key concepts of the Thompson’s 
shape analysis approach [245]: i) some changes in the developmental process of living 
organisms, while minor, can lead to dramatic morphological changes, and ii) physical 
constraints such as growing mechanisms are of primary importance in the final form of an 
organism. Redrawn after Thompson [245] and Bonhomme [274]. 
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the geometrical information (i.e. relative position between landmark or outline’s points) [259, 277] and, 
therefore, allow shape reconstruction from the numerical signature providing great advantages 
compared to more traditional approaches [246, 274, 278]. 
Landmark-based methods analyse the relative position (two- or three-dimensional coordinates) of a set 
of biologically definable points, called landmarks, through a matrix of their pair-wise Euclidean 
distances [259, 279, 280]. The selected landmarks should be structurally similar (i.e. homologous 
points) between individuals. Outline analysis considers outlines as a whole. Here, an outline is defined 
as the closed polygon formed by the (x; y) coordinates of the pixels defining it. Since outlines can be 
described as periodic functions, Fourier-based methods are typically used to extract their geometric 
information. This approach fits Fourier series separately on the x and y coordinates on an outline, 
projected on a plane [258, 274, 276].  
 
2.4.3 Mathematical background of Fourier-based outline analyses 
Different from landmark configurations analysis, examining the relative position of landmarks after 
superimposition, approaches for analysing outlines estimate parameters of functions by fitting Fourier 
series to shape descriptors [280]. Fourier-based approaches are powerful methods to extract geometric 
information. They have been implemented on the concept of Fourier series: to decompose a periodic 
function into a sum of more simple trigonometric functions, such as sine and cosine [258, 274]. These 
simple functions have frequencies that are integer multiples, therefore they are harmonics of one 
another. Low-frequency harmonics provide approximation of the coarse-scale trends in the original 
periodic function, while high-frequency harmonics fit its fine-scale variations.  
Among other applications, Fourier series can be used in morphometrics to decompose outlines (closed 
curves) since these can be described as periodic functions1. Specifically, the outline geometry can be 
described as a function of i) the distance of each point on the outline to the geometric centre, or centroid, 
of the shape, ii) the variation of the tangent angle for any point, or iii) the difference between the 
abscissa/ordinate of the first and all successive point along the outline. These three different methods 
available are called “radius variation”, “tangent angle”, and “elliptical analysis”, respectively [281] 
(Figure 2.8). With these methods, one or more periodic functions are then obtained for each outline, 
and these can be described through Fourier series. The Fourier transform then decomposes them into 
the harmonic sum of trigonometric functions (Figure 2.9), weighted with coefficients called harmonic 
coefficients. These are usually normalised to remove homothetic, translational, and rotational 
                                                     
1 Note that the principle of Fourier series applies to continuous functions. Since the shape of an outline is based 
on a finite number of points, typically coordinates on a plane (or a space), a discrete equivalent of Fourier series 
is used in morphometrics [423]. 
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differences between shapes [278]. Two or four coefficients, depending on the approach used, are then 
calculated from each harmonic and can be considered as quantitative variables. The geometrical 
information (shape) contained in the outlines is thus quantified by harmonic coefficients and they can 
be analysed with classical multivariate tools. 
2.4.3.1 Fourier radius variation 
For a closed outline, the radius r, taken as the distance from the outline centroid and a given point of 
the outline, can be expressed as a periodic function of the angle θ [282] (Figure 2.8b). Harmonics from 










Figure 2.8 Fourier-based approaches in outline analysis 
Description of the outline as one, or multiple, periodic functions using Fourier-based methods. 
(a) Twelve equidistant points have been sampled, starting from the centre of the ventral side, 
clockwise and along the outline of a blue mussel shell, Mytilus edulis (lateral view, left valve). 
(b) Radius variation illustrates the variation of the length of the radius, here considered as the 
distance between the centroid of the shape (+ sign) and the point along the outline. (c) Tangent 
angle illustrates the variation of the tangent angle along the outline. (d) Elliptical analysis 
shows the two curves corresponding to 𝑥𝑛 − 𝑥1 (red line) and 𝑦𝑛 − 𝑦1 (blue line).  
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where w refers to the pulse and p is the number of sampled points along the outline (equivalent to the 
number of sampled radii). The harmonic coefficients an and bn are extracted for every individual shape 















2.4.3.2 Fourier tangent angle 
Radius variation may fail to fit some complex outlines especially when they present convexities and 
concavities. The Fourier tangent angle [282] fits the cumulative change in the angle of a tangent vector 
(ϕ(t)), as a function of the cumulative curvilinear distance t along the outline (Figure 2.8c). Given a 
closed outline, previously scaled to 2π, ϕ(t) can be expressed as 𝜙(𝑡) = 𝜃(𝑡) − 𝜃(0) − 𝑡 where t is the 
distance along the outline, ϕ(t) is the angle of the tangent vector at t, and ϕ(0) the angle of the tangent 















2.4.3.3 Elliptic Fourier analysis 
Elliptic Fourier analysis (EFA) [275, 276] fits separately the x and y coordinates of the outlines projected 
on the Cartesian plane, as a function of the curvilinear abscissa. This method has become very popular 
since it has great advantages over the other Fourier-based approaches [274, 281]: equally-spaced points 
 
Figure 2.9 Decomposition of an outline into the harmonic sum of trigonometric 
functions 
Example of Fourier decomposition of an outline projected on the plane. The first harmonic 
defines the best-fitting ellipse. Each harmonic, or ellipse, is defined by the x and y 
projections of the sum of a cosine and sine curve with different amplitudes and 
harmonically related frequencies. Here, four harmonics are shown at 6 locations on the 
original outline. 
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are not required, virtually any outline can be fitted, and the coefficients can be made independent of 
homothetic, rotational and translational differences between outlines [246, 258, 274, 278, 281, 283, 
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2.4.4 EFA of mussel shell outlines  
Analysis of spatial and temporal patterns of shell morphology in Mytilus spp. were carried out through 
a geometric morphometrics approach (Figure 2.10a-c). I used an EFA of outline to examine shell shape 
variation both within and between mussel populations from different geographic areas (Chapter 4) and 
to describe between-individual shell shape variations over the last century (Chapter 6). Outline 
processing and EFA were carried out using the package Momocs (v1.2.9) [274] in the software R 
(v3.4.1) [285]; for details on the other packages used for graphing see Supporting Table A.1, in 
Appendix A,. 
 
2.4.5 Outline extraction 
Digital images of orthogonal lateral and ventral shell views of left valves were acquired with a high-
resolution digital camera (Nikon D3300, fitted with Sigma 105mm f/28 EX DG Macro lens). Prior to 
outline digitisation, photographs were processed using image analysis software (©Adobe Photoshop), 
centred and consistently aligned. Only the shapes of intact specimens were selected for analysis. Shell 
photographs were then converted into black masks on a white background (8-bit, grey-scale mode 
images with no level of compression). Outlines were isolated, using an algorithm implemented by 
Claude [258], converted into a list of (x; y) pixel coordinates sampled along the outline, and used as 
input data for the following morphometrics analyses (Figure 2.10c). Outlines of lateral and ventral shell 
views (Figure 2.10b) were then processed independently and later re-combined for analysis. 
 




Figure 2.10 Blue mussel shell shape morphology and shape analysis 
(a) Terminology used to describe the morphology of Mytilus shells. (b) Main shell linear 
dimensions. (c) Summary of the EFA of blue mussel shell outlines with details and 
graphical steps on the shape acquisition, processing, and analysis of both lateral and ventral 
shell views. 
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2.4.6 Outline normalisation 
The concept of normalisation is central in EFA and there are two ways of normalising outlines. The 
first, and by far the most used, is to use a “numerical” alignment directly on the matrix of coefficients. 
The coefficients of the first harmonic are “consumed” by this process, but higher-frequency harmonics 
are normalised for size and rotation [258]. This is sometimes referred as “using the first 
harmonic/ellipse”, since the first harmonic, which defines the best-fitting ellipse in the plane, is 
removed during this process. However, biases can be introduced in the numerical adjusted if shapes are 
prone to bad alignment (i.e. usually rounded or elliptic outlines with a bilateral symmetry). This can 
determine a poor numerical alignment of the matrix of coefficients, resulting in not homologues elliptic 
Fourier descriptors [278, 281]. When this happens, a second method of normalisation should be used 
that involves an alignment through geometric operations. For my analyses, an outline normalisation 
through geometric operations was directly performed on the list of (x; y) pixel coordinates prior to 
calculation of elliptic Fourier transforms. This a priori normalisation was required to avoid bias due to 
bad numerical alignment of mussel shell outlines (Figure 2.10c). Outlines were first smoothed in order 
to remove any noise introduced during the digitisation process, centred, and coordinates were re-scaled 
by their centroid size (Figure 2.11a, b). Equal numbers of points were sampled along each outline (1000 
pseudo-landmark) (Figure 2.11c). Point configurations were then aligned through a Procrustes 
superimposition [258, 259] and starting point normalised (made homologous) (Figure 2.11d). Shapes 
invariant to shell size, rotation, and outline position were obtained and an EFA was computed on the 
resulting coordinates. 
 
Figure 2.11 Outline normalisation trough geometric operations 
(a) Outlines are centred, (b) re-scale, (c) pseudo-landmark are sampled, and (d) point 
configurations are aligned through Procrustes superimposition and starting point aligned. 
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Figure 2.12 EFA calibration methods 
(a) Mean shape reconstructed (coloured background) for an increasing number of 
harmonics. (b) Deviation between the best possible fit and a given number of harmonics 
(7, 10, 12, and 15) for each point (continuous line) and standard error (shaded area). The y-
axis represents the deviation for every sampled point (on the x-axis). Dotted lines represent 
average deviation of 0.001 and 0.005 respectively. (c) Cumulative harmonic Fourier power 
for mussel outlines. The first 7 harmonics gather nearly 100% of the harmonic power. 
 
2.4.7 Calibration of outline analysis 
The advantage of the Fourier-based approaches is that they can fit virtually any shapes, however the 
ratio signal/noise can be quite small for higher levels harmonics. This means that the details described 
by the high frequency harmonics may be due to many things, such as digitisation errors, and not to real 
difference among shapes. Therefore, a critical point in Fourier-based approaches is determining the 
right number of harmonics to retain. So far, there is no objective criterion, since it depends uniquely of 
the scope of the study and the level of details required. However, different approaches are available 
(Figure 2.12). Before carrying out a Fourier analysis, I assessed the most appropriate number of 
harmonics to retain through inspection of i) the outline reconstruction efficiency, ii) the deviation from 
optimal fit, and iii) the spectrum of harmonic Fourier power.  
2.4.7.1 Shape reconstruction 
This method provides a qualitative estimation of the number of harmonics to be used. The approach 
consists in comparing the reconstructed mean shapes for a given range of harmonics (Figure 2.12a). 
The number of harmonics providing a satisfying, or almost perfect, reconstruction of the outline can be 
selected [258, 274]. 
2.4.7.2 Deviation 
The idea of the deviation approach is to define the best possible fit for a given number of sampled points 
along the outline and then calculate the deviation, in terms of Euclidean distance, between fits with a 
different range of harmonics and the best fit for every sampled point (Figure 2.12b). One can, for 
instance, chose the minimal number of harmonics that lead to an average deviation of 1 pixel, or a 
distance expressed as a proportion of the centroid size [258, 274]. 
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2.4.7.3 Harmonic power 
The number of harmonics is also estimated after examining the spectrum of harmonic Fourier power. 
This is considered as a measure of the shape information explained by a harmonic function. Harmonic 
power is proportional to the harmonic amplitude and can be considered as a measure of shape 
information. As the harmonic rank increases the power decreases, adding less information (Figure 
2.12c). The number of harmonics to select can be evaluated so that their cumulative power gather 99% 










where an, bn, cn, and dn are the harmonic coefficients for the n harmonic.  
 
2.4.8 Computing elliptic Fourier coefficients 
Once the right number of harmonics was determined, an EFA was then computed on the resulting list 
of coordinates to extract the geometric information contained in the outlines. The Fourier transform 
decomposes the outlines into the harmonic sum of trigonometric functions, weighted by harmonic 
coefficients (Figure 2.9). Four coefficients per harmonic were extracted for each outline (a matrix of 
size [4 × n of harmonics × n of outlines]) and used as variables quantifying the geometrical information 
[258, 281]. So, the shape information contained in the outlines was quantified and analysed with 
classical multivariate tools. 
 
2.4.9 Thin plate splines 
Deformation grids such as those proposed by Thompson [245] can be obtained using thin plate splines 
(TPS) mathematical formalisation. The notion of TPS has been borrowed from mechanics and involves 
the graphical representation of the forces applied for bending of a thin sheet of metal [259, 274]. The 
purpose of TPS is to compare shapes and visualise the outline deformation required to pass from a shape 
to another. For example, the deformations required to pass from the mean shape to the shapes at 
extremes of the factorial space can be calculated and displayed through different methods, including 
deformation grids, iso-deformation lines/fields, and vector fields. 
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2.4.10   Multivariate analyses for shape variables 
The calculated harmonic coefficients were considered as quantitative variable and were analysed with 
classical multivariate frameworks, such as principal component analysis, linear discriminant analysis, 
and multivariate analysis of variance.  
2.4.10.1 Principal component analysis  
Geometric shape variables are neither biologically nor statistically independent. For example, the 
harmonics calculated from the Fourier transform and the extracted harmonic coefficient are not 
statistically independent and are highly collinear since they describe variations in overlapping regions 
of an organisms or structure. Moreover, morphometric variables are expected to be correlated because 
they describe features of the organism that are functionally, developmentally, or genetically linked. 
Therefore, their patterns of variation and covariation are often complex and difficult to interpret [248]. 
The purpose of the principal component analysis (PCA) [256, 257] is to simplify those patterns and to 
make them easier to interpret by replacing the original variables with new ones (principal components, 
PCs) that are linear combinations of the original variables and independent of each other. The PCA 
constructs variables that can be used to examine variations among individuals within a sample. The 
produced PCs are a function of the covariances among the original variables, and these can provide 
insights into the identity of the casual factors underlying those covariances. A useful aspect of the PCA 
is that most of the variation in the sample usually can be described with only a few PCs, simplifying 
modelling and the presentation of the results. An indirect aspect of the PCA is also that it summarises 
the description of the differences among individuals, making it easier to identify clusters of individuals 
across the morphospace, the theoretical shapes drawn on the factorial plane, than it would be by simply 
plotting the original morphological variables (i.e. harmonic coefficients). 
For my analyses, a PCA with a singular value decomposition method was carried out on the 
matrix of coefficients to explore the among-individual morphological variation and define 
variables capturing most of the shape variance. Since high-order harmonics contributed less 
than low-order harmonics, the PCA was performed without re-scaling to preserve this 
differential contribution to the shape variability [252, 258]. Each calculated PC captured an 
independent and synthetic aspect of shape variation. Reconstruction of the morphospace and 
extreme morphologies along each PC helped to interpret the contribution of individual PCs to 
the total shape variation. The top PCs capturing most of the shell shape variance were 
considered as new shape variables and used for statistical modelling. 
2.4.10.2 Linear discriminant analysis  
The purpose of the linear discriminant analysis (LDA) [286] is to simplify the description of differences 
among groups. A group is a set of individuals (a class) defined as sharing a particular state of a 
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discontinuous trait. For examples, “sex”, “species”, and supra-specific categories are examples of 
discontinuous traits that have two or multiple classes. To be analysed with a LDA the groups must be 
mutually exclusive, meaning that they cannot comprise nested or intersecting sets. The groups usually 
differ by a categorical variable that is called “qualitative trait” or “grouping variable”. These names 
refer to the fact that the states of the trait do not have intrinsic numerical values or an inherent order, 
but they can be used to sort individuals into groups or categories. Therefore, if individuals in a study 
can be sorted into mutually exclusive sets, LDA can be used to describe the differences among those 
sets. However, LDA cannot be used to test the statistical significance of the differences among sets; for 
that, a multivariate analysis of variance is needed (see Section 2.4.10.3). 
There are many similarities between LDA and PCA. In fact, LDA constructs a new coordinate system 
(the linear discriminants, LDs) and determines the score on those axes for all individuals in the study. 
The LDs are also linear combinations of the original variables and are considered to be mutually 
orthogonal. However, whereas the PCA is used to describe differences among individuals, the LDA is 
used to describe difference among group means. In fact, the LDA does not simply rotate the original 
coordinate systems to the axes that maximise the group differences (if it did, it would be exactly 
equivalent to a PCA on the group mean). In addition, the optimisation process in LDA involves re-
scaling such that the new axes are scaled differently from the original axes and scaled differently from 
each other. Consequently, distances on the LD space can be quite different from distances in the original 
coordinate space. As a result, LDA finds the axes that optimise between-group differences relative to 
within-group variation [248]. Therefore, a LD represents the direction in which groups are most 
effectively discriminated, which is not necessarily the direction in which individuals are most different. 
In Chapter 4, LDA was performed on the shape variables (PCs calculated from harmonic coefficients) 
to identify the linear combination of shell shape features that were able to discriminate between Mytilus 
species.  
2.4.10.3 Multivariate analysis of variance  
There are many situations where we record more than one response variable from each sampling or 
experimental unit and where these units occur in treatment groups. This is usually the case in 
morphometrics analyses where multiple morphological variables (i.e. harmonic coefficients or PCs) 
describe altogether difference among individuals or groups on the morphospace. With multiple response 
variables, we might be more interested in whether there are significant group differences on all the 
response variables considered simultaneously. This is the aim of multivariate analysis of variance 
(MANOVA), the analogue of univariate analysis of variance (ANOVA) when we have multiple 
response variables for each experimental or sampling unit. In the simplest MANOVA, we have a 
multivariate dependant variable (i.e. shape coefficients or PCs) and one or more independent categorical 
variables. The hypothesis tested is about group effects on a combination of the response variables, and 
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instead of comparing group means on a single variable, we now compare group centroids for two or 
more variables. In my analyses, MANOVAs were performed on the new shape variable (PCs) to test 
for significant differences between subsets of shapes, or for significant effect of location of origin or 







3 Statistical analysis 
 
The statistical analysis of ecological data often presents unique challenges. Ecology is a fast moving 
field that in the past three decades has seen a rapid development of statistical techniques to analyse 
increasingly complex datasets [287–289]. Ecological datasets may be characterised by outliers, 
correlation between multiple covariates, non-linear relationships among variables, many zero 
observations, count or proportional observations, and a variety of dependency structures in the data, 
such as spatial and temporal dependency structures. Given this complexity, the ability to understand the 
data and select appropriate statistical models, verify all their assumptions, check that the model 
employed are appropriate, and interpret their output correctly is crucial for making rigorous inferences. 
Moreover, a clear presentation of methods and analytical approaches employed is key for 
reproducibility of the analyses. 
Here, I provide a detailed explanation of the statistical approaches used in Chapters 4, 5 and 6, for 
modelling variations in Mytilus shell deposition, composition, and morphology across space and time, 
and for quantifying the effects of key biotic and abiotic descriptors on the variation of shell 
characteristics. In Sections (3.1 - 3.7), I describe i) the protocol used to conduct data exploration prior 
to analysis, ii) the theoretical basis of the main statistical models used (e.g. mixed and additive models), 
iii) the approaches used for model development and selection, iv) details on model validation and 
interpretation of model results. All data processing, exploration and analysis were carried out with the 
free software environment for statistical computing R (v3.4.1) [285]; details on the packages used are 
given in Supporting Table A.1. 
 
3.1 Data exploration 
As already stated, in the last decades there has been an enormous expansion of statistical tools available 
to ecologists. Among these techniques, we have generalised linear (mixed) models, GL(M)Ms, [289, 
290], generalised additive (mixed) models, GA(M)Ms,  [104, 291, 292], classification trees, neural 
networks [293], structural equation modelling, and multivariate analysis with all its main methods, such 
as PCA, LDA, various time series and spatial techniques. Although many of these methods have been 
available for some time, the development of freely available software, such as R [285], makes it possible 
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to apply routinely sophisticated statistical methods on any type of ecological data. However, less 
attention is usually paid to the vital steps that should precede the application of these methods [294]. 
All statistical techniques have in common the same problem, which is that if the input data are not 
properly formatted, violating the underlying assumptions of the method used, the output results are 
invalidated leading to wrong conclusions [287, 294]. In some methods, for example, a single outlier 
may drive the results. Heterogeneity of variances may cause serious problems in linear regression and 
analysis of variance [295], and with certain multivariate methods [296]. When determining which 
covariates are driving a system, collinearity (correlation between covariates) is the most problematic 
aspect, since increases type II errors (i.e. failure to reject the null hypothesis when it is untrue) [297]. 
In univariate analysis, techniques like generalised linear modelling (GLM) for count data, zero inflation 
of the response variable causes biased parameter estimates [298]. Because of these potential pitfalls, 
avoiding a false covariate effect (type I error), wrongly dismissing a model with a meaningful covariate 
(type II error), or producing results determined by only a few outliers should be avoided. Some 
violations have little impact on the results; yet others increase type I or type II errors, potentially 
resulting in wrong ecological conclusions. Most of these violations can be avoided by applying a 
detailed data exploration before any statistical analysis.  
 
3.1.1 Six-steps exploration protocol 
In this section, I provide the 6-step protocol used for data exploration, and discuss the methods and 
tools used to identify potential problems prior to statistical analyses (Table 3.1) following from the 
approach of Zuur et al. [287, 294, 299]. In this thesis I mainly focused on the use of graphical tools 
[300, 301], rather than tests for normality or homogeneity. In fact, the statistical literature warns against 
certain tests, which are influenced by sample size and have by their own assumptions, and advocates 
graphical tools [302, 303]. 
Table 3.1 Six-steps data exploration protocol 
Details on the data exploration steps, variables (dependant, Y, or independent, X) interested, 
and main graphical methods used.  
Data exploration steps Variable Main methods 
Outliers Y & X Boxplot, Cleveland dotplots 
Normality Y Histogram, QQ-plot 
Homogeneity of 
variance 
Y Conditional boxplots 
Collinearity X VIF, scatterplots, correlation 
coefficients 
Dependence structure Y ACF, pACF, variogram 
Relationships and 
Interactions 
Y & X Pairwise scatterplot, Coplot 
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3.1.1.1 Step 1: Outliers in Y and X 
In some statistical techniques the results can be dominated by outliers, while others treat them like any 
other value. An outlier is defined as an observation that has a relatively large or small value compared 
to most of data. A graphical tool used for outlier detection is the boxplot. It represents the median and 
spread of a univariate variable along with the 25% and 75% quartiles defining the edges of a box. Lines 
are drawn from both the edges of the box up to 1.5 times the interquartile distance. Any points beyond 
these lines are usually (but not always correctly) considered as outliers. Another useful tool I used to 
visualise outliers (and homogeneity) was the Cleveland dotplot [304]. In this graph, the row number of 
an observation (as in the original spreadsheet) is plotted against the observation value. Any isolated 
points to the right- or left-hand side of the main “cluster” of points are considerably larger, or smaller, 
than most of the observations. These require further investigation checking for potential errors and 
assessing whether the observed values are reasonable. Different approaches were used to treat 
observations with a considerable larger, or smaller, value that were found in the response variable and 
covariates. For the latter, if extreme values were likely measurement errors that could not be measured 
again and the sample was size large enough, they were dropped because their presence would have 
dominated the analyses [294]. When this was not reasonable I transformed the explanatory variable. 
For outliers found in the response variable transforming the data was an option, but as the response was 
of primary interest, I preferred to work with the original data and to choose a statistical method that 
uses a probability distribution that allows greater variation for large mean values (e.g. gamma and 
Poisson for continuous and count data, respectively). 
3.1.1.2 Step 2: Normal distribution of Y 
When using a wide range of statistical approaches, it is important to know whether the statistical 
technique to be used assumes normality, and what exactly is assumed to be normally distributed. For 
example, PCA does not require normality [305]. Linear regression assumes normality, but is reasonably 
robust against it violation [295]. However, LDA assumes normality of the observations of a particular 
variable within each group [296]. Several authors argue that violation of normality in not a serious 
problem, or that it is not even needed provided the sample size is large enough [306]. For instance, 
Läärä [307] enumerates several reasons for not testing for normality, including: i) most statistical 
techniques are robust against violation of normality, ii) for larger data sets the central limit theory 
implies approximate normality, iii) for small samples the power of the normality tests is low, and iv) 
for larger datasets normality tests are sensitive to small deviations (contradicting the central limit 
theory). Normality at each X was checked by making histograms and QQ-plots of all observations at 
each X value (by category, if categorical variables were included). The QQ-plot is a particularly useful 
tool for comparing the distribution of the quantiles, dividing the observations of a sample into intervals 
of the same size, to a theoretical Gaussian distribution. 
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In linear regression, we theoretically assume normality of all the replicate observations at a particular 
covariate value [302]. However, assumption of normality (and homogeneity) at each covariate value 
cannot be verified unless many (> 25) replicates per X value are taken, which is seldom the case in 
ecological studies. In practice, we can check normality after having run a linear regression. Specifically, 
we can calculate the model residuals, and  we can then make a histogram or QQ-plot of the pooled 
residuals to get an estimate of normality [294, 299, 303], since normality of the raw data implies 
normality of the model residuals. Normality of the pooled residuals is reassuring, but this does not 
provide conclusive evidence for normality of the population data.  
3.1.1.3 Step 3: Homogeneity of variance in Y 
Homogeneity of variance is an important assumption in analysis of variance, regression-related models 
and in multivariate techniques like LDA. Violation of homogeneity, also called heteroscedasticity, 
happens if the spread of the data in the response is not the same at each value of the predictor (X) [294]. 
Minor violations of homogeneity are not too problematic, but serious heteroscedasticity leads to poor 
estimation of coefficients. If multiple observations for each X value were available, homogeneity was 
checked comparing the spread of the response for each value or category of the predictors using box-
plots or Cleveland dotplots. If the model includes both continuous and categorical predictors, 
homogeneity was checked with conditional boxplots to observe the spread of the response for each 
covariate value by category. If multiple observations were not available, verification of homogeneity 
was done using the standardised residuals of the model, by plotting residuals vs fitted values, and 
making conditional boxplots for the residuals. The solution to heterogeneity of variance was either a 
transformation of the response variable to stabilise the variance, or applying statistical techniques that 
do not require homogeneity (e.g. generalised least squares) [287, 289]. 
3.1.1.4 Step 4: Collinearity in X 
Collinearity is the existence of correlation between covariates. If the underlying question is to select 
which covariates are driving the response variable in a system, then a critical problem to overcome is 
often collinearity [294, 297]. If collinearity is ignored, the result is likely to be a confusing statistical 
analysis in which no term is significant, but where dropping one covariate can make the others 
significant, or even change the sign of estimated parameters [294]. In multiple linear regression (i.e. 
𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 +⋯+ 𝛽𝑗𝑋𝑗 + 𝜀), an expression for the variances of the parameters βj is given 









The second expression is a constant, depending on the datasets and covariate considered, where the 
term Sj depends on covariate values, n is the sample size, and σ
2 is the variance of the residuals. In the 
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first expression, the term 𝑅𝑗
2 is the R2 from a linear regression model in which covariate Xj is used as a 
response variable, and all other covariates as explanatory variables. A high R2 means that most of the 
variation in covariate Xj is explained by all other covariates, which indicates collinearity. As a 
consequence the standard errors (SE) of the parameters are inflated with the square root of 1/(1 − 𝑅𝑗
2) 
[since 𝑆𝐸(𝛽𝑗) = √𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝛽𝑗)/√𝑛 ], also called the variance inflation factor (VIF), determining 
larger p-values. Other approaches used to detect collinearity were creation of pairwise scatterplots 
among covariates and calculation of pairwise correlation coefficients. 
The strategy used for addressing collinearity was to sequentially drop from a model the covariate with 
the highest VIF, recalculate the VIFs, and repeat this process until all VIFs are smaller than a preselected 
threshold [302], usually a value of 3 or even 2 for a more stringent approach [287, 294]. The easiest 
way to solve collinearity was by dropping collinear covariates. Other available methods to solve 
collinearity include principal components regression, residual and sequential regression [297]. 
3.1.1.5 Step 5: Independence of Y values 
A crucial assumption of most statistical techniques is that observations are independent of one another 
[309]. Violation of independence is the most serious problem as it invalidates important tests, such as 
F-test and t-test. There is violation of independence if the Y value at Xi is influenced by other Xi [303], 
meaning that information from any one observation should not provide information on another after the 
effects of other variables have been accounted for. For example, if individuals at locations close to each 
other have characteristics that are more similar to each other than to individuals from locations separated 
by larger distances, then we would violate the independence assumption. There are two ways 
independence can be introduced: either an improper model specification (e.g. use of a linear rather than 
non-linear model) or a dependence structure due to the nature of data [287]. When such dependence 
arises, the statistical model used needs to account for it by including, for instance, any spatial or 
temporal relationships, or by nesting data in a hierarchical structure. There were many ways used to 
include a temporal or spatial dependence structures such as using mixed-effects modelling [289, 310], 
incorporating a temporal residual correlation structure using generalised least squares [287, 289], the 
inclusion of a smoothing function of time or a two-dimensional smoother of spatial coordinates [288, 
291].  
Independence was checked in the raw data before the analysis by plotting the response variable vs time 
or spatial coordinates, and in residuals afterwards by plotting residuals vs fitted values and any covariate 
included in the model. Detection of residual patterns (e.g. sinusoidal trends or clustering above or below 
zero) indicated sign of dependence. Alternatively models with and without a correlation structure were 
compared through selection criteria or hypothesis-based tests to check improvement in model fit [289]. 
A more formal way to assess the presence of temporal dependence was to plot auto-correlation (ACF) 
and partial autocorrelation (pACF) functions for regularly spaced time series, or variograms for 
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irregularly spaced time series and spatial data [311]. An ACF calculates the Pearson correlation between 
a time series and the same time series shifted by 1, 2, …, k time units. This allowed me to estimate the 
correlation between any two points at time tk and tk-1, if significant correlations were found it meant 
observations were not independent.  
3.1.1.6 Step 6: Relationships and interactions 
Another essential part of data exploration was plotting the response variable against each covariate 
[294]. Scatterplots were used to i) identify the type of potential relationship (e.g. linear vs non-linear) 
between dependant and independent variables, ii) detect observations that did not comply with the 
general patterns between two variables, and iii) identify potential interaction between continuous 
variables. Coplots, plotting the relationships between dependant and independent variables for the 
groups of categorical covariates, where used when categorical predictors were included in the model. 
 
3.2 Linear model (LM)  
The cause-effect relationship in an empirical model is often represented as a linear statistical model. 
The linear model (LM) is the basis of many regression-type methods for analysing data. The aim of a 
linear model is to describe the variation of one continuous variable, the dependant (or response) variable 
has a function of one or multiple variables, the independent (or explanatory) variables. The simplest 
form of linear model is the bivariate linear regression model that is used to describe the relationships 
between two variables. The bivariate linear regression is defined by: 
𝑌𝑖 = 𝛽0 + 𝛽1 × 𝑋𝑖 + 𝜀𝑖               𝜀𝑖  ~ 𝑁(0, 𝜎
2) 
Equation 3.2 
where Yi is the value of the response variable for the ith observation, which is measured on a population 
of size N (i = 1, …, N), and Xi is the explanatory variable. The parameter β0 is the population intercept, 
and β1 is the population slope, both of which are unknown. The unexplained variation in the data is 
captured by the residual error εi that is assumed to follow a Normal distribution (N, or Gaussian) with 
expectation (mean) 0 and a variance σ2 that is unknown. Our objective here is to calculate β0, β1, and 
σ2. 
In practice, in an experiment, what we do first is to take a sample of size n from the population. We use 
this sample to calculate the value of the estimates β0, β1, and σ2 for the sample plus confidence intervals, 
which inform us about the variation in the estimated parameters if we repeat the same experiment a 
large number of times. If the model meets a series of assumptions, we can use the estimated parameters 
to make inferences about the population parameters. 
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What the model in Equation 3.2 means for our sample is usually summarised by the matrix notation 
of the model. Given a population sample of size n, with the index i ranging from 1 to n, the above 
Equation 3.2 can be written as: 
𝑌1 = 𝛽0 + 𝛽1 × 𝑋1 + 𝜀1              𝜀1 ~ 𝑁(0, 𝜎
2) 
𝑌2 = 𝛽0 + 𝛽1 × 𝑋2 + 𝜀2              𝜀2 ~ 𝑁(0, 𝜎
2) 
                                                    ⋮                   ⋮                                     ⋮ 
𝑌𝑛 = 𝛽0 + 𝛽1 × 𝑋𝑛 + 𝜀𝑛              𝜀𝑛 ~ 𝑁(0, 𝜎
2) 
Equation 3.3 
















]      𝜷 = [
𝛽0
𝛽1







the linear model expressed in Equation 3.3 can be simplified with its matrix notation (note the use of 
bold characters for expressing vectors and matrices): 
𝐘 = 𝐗 × 𝜷 + 𝜺 
Equation 3.5 
Y is a vector including the observations for the response variable and ε is a vector of residuals, both of 
length n (the sample size). β is a vector comprising the regression parameters, the intercept and the 
slope (to be estimated) with length p (the number of parameters). X is called the design matrix, or model 
matrix, and it is a n × p matrix of known constants. Here, the design matrix contains two columns; all 
the values of the first column are equal to 1, and these are multiplied by β0 for the intercept. The second 
column contains the covariate values for all the observations that are multiplied by β1. This matrix 
notation is the basis for the calculation of the parameters estimates, which can be obtained with different 
estimation methods, such as ordinary least squares (OLS), maximum likelihood (ML), and restricted 
maximum likelihood (REML). For examples, in OLS the estimated vector of regression parameters (?̂?) 
is calculated as: 
?̂? = (𝐗T𝐗)−1𝐗T𝐘 
Equation 3.6 
where XT is the transpose2 of the X matrix, and (XTX)-1 is the inverse3 of the XTX matrix. 
                                                     
2 The transpose of a matrix X is a matrix, denoted X' or XT, whose rows are the columns of X and whose 
columns are the rows of X, all in the same order. 
3 The inverse of X is the matrix X-1 that you have to multiply X by in order to obtain the identity matrix (I), such 
that X−1X = I . The identity matrix is a matrix with 1's on the diagonal and 0's elsewhere with the same 
dimension of X.  
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The cause-effect relationship between a response variable and multiple explanatory variables can be 
expressed with a multiple linear regression. A multiple linear regression model is an extension of the 
bivariate liner regression model (Equation 3.2) in the sense that m multiple predictors are used.  
𝑌𝑖 = 𝛽0 + 𝛽1 × 𝑋1𝑖 + 𝛽2 × 𝑋2𝑖 +⋯+ 𝛽𝑚 × 𝑋𝑚𝑖 +  𝜀𝑖              𝜀𝑖 ~ 𝑁(0, 𝜎
2) 
Equation 3.7 
In the matrix notation, the design matrix X would contain m + 1 columns, where all the value of the 
first column are 1. The second and other columns contain the covariates’ values for all the observations. 
β is a vector comprising all the m + 1 regression parameters. 
 
3.3 Generalised linear model (GLM) 
A generalised linear model (GLM) [312] is a flexible generalisation of the ordinary linear model. The 
GLM generalises linear regression by allowing i) response variables to have error distributions other 
than Normal, ii) the linear model to be related to the response variable via a link function, and iii) the 
magnitude of the variance of each measurement to be a linear function of its predicted value. 
Generalised linear modelling unifies several statistical and modelling techniques, among which linear 
regression, multiple linear regression, analysis of variance and covariance, logistic regression, and 
Poisson regression [287, 312].  
The GLM consists of three elements: (1) the linear predictor, (2) the distribution of the response 
error, and (3) the link function. Any linear model can be obtained using the appropriate combination 
of these three properties. Compared to the classical linear model assuming that errors, or residuals, are 
normally distributed, the GLMs cover a wider range of situations by allowing the error to have an 
arbitrary distribution (rather than simply Gaussian), and for an arbitrary function of the response 
variable (the link function) to vary linearly with the predictor values (rather than assuming that the 
response itself must vary linearly). 
Prior to the development of GLMs, researchers often applied transformations to data where the errors 
were not normally distributed, such as count and proportional data. Although transformed data with 
Normal errors may lead to better fitting and simpler models than GLMs, Warton & Hui [313] and 
O’Hara & Kotze [314] were the first to start advocating strongly the use of GLMs rather than 
transformations for count, proportion, and other data where Normal errors may not be appropriate. 
Much of the data ecologists commonly collect do not present normally distributed errors [315]. For 
example, count data (e.g. number of species, individuals) are discrete values constrained to be positive. 
Binary data (e.g. female/male, presence/absence) are discrete and bounded at 0 and 1. Proportional data 
with a meaningful denominator (e.g. proportion of live/dead individuals) and without a meaningful 
denominator (e.g. % of plant cover) are continuous but bounded at 0 and 1. The bounded and/or discrete 
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nature of biological data leads to errors that are not normally distributed, and distributions such as 
Poisson, Binomial, Negative Binomial, may be appropriate for modelling the error [287, 299].  
If count or proportional data are handled improperly, results can be biased, underpowered, and difficult 
to interpret [313, 314]. Maximum likelihood estimates of the parameters, for example, depend on the 
specified error distribution; therefore, using different error distributions can lead to changes in the 
significance of explanatory variables. If we are to move beyond determining statistical significance 
alone (p-values) to appropriately modelling a biological process, it would be more appropriate to use a 
model that captures more of the properties of the processes we are trying to understand [315]. Often, 
we are not only interested in the fitted relationship, or mean response, but also in the unexplained 
variation that surrounds the response. For this, it is necessary to describe the nature and magnitude of 
this error variation appropriately, including its distribution around the fitted values, as it may not be 
homogeneous.  
Moreover, proportion, count, and binary data by their nature tend to have fundamentally non-linear 
relationships with explanatory variables [287, 316]. GLMs enable the inclusion of inherent non-linearity 
through the link function. The link function relates the linear predictor, which is not bounded and has 
homogenous variance, to the expected values of the data, which may be bounded and have 
heterogeneous variance [316]. Link functions allow fitted values from the model of the linear predictor 
to be converted to non-linear predictions on the same scale that the data were collected. In a GLM, for 
example, a logit link function enables fitting and predictions of probabilities bounded to 0 and 1 [315]. 
 
3.3.1 GLM structure 
In a GLM the response variable Yi is assumed to follow an exponential family distribution (a large range 
of probability distribution including Normal, Binomial, Poisson, and Gamma distributions). In the 
following sub-sections, I will show the simple case of the formulation of a Gaussian and a Poisson 
GLM. A Gaussian GLM, is a GLM with the response Yi following a Normal distribution which is 
assumed to have mean μi and variance σ
2.  
𝐸(𝑌𝑖) = 𝜇𝑖     and     𝑣𝑎𝑟(𝑌𝑖) = 𝜎
2 
Equation 3.8 
Where E(Yi) is the expected, or mean, value for Yi, and var(Yi) is the variance for Yi. The formulation 
of a GLM consists of three steps: 
1. Specification of the systematic part, or linear predictor, as a function of the explanatory 
variables. 
2. An assumption on the random part that is the distribution of the response variable Yi (mean 
μi and variance σ
2 in this case). 
58  Statistical Analysis 
 
3. Definition of the relationship between the mean value of Yi and the systematic part, called 
the link function. 
3.3.1.1 Linear predictor 
First, we need to define the systematic part of the model, the linear predictor, which is represented by 
the explanatory variables. The linear predictor ηi, for each data point i, is a linear function of the 
explanatory variables of a model 
𝜂𝑖 = 𝜂(𝑋1𝑖, … , 𝑋𝑝𝑖 ) = 𝛽0 + 𝛽1𝑋1𝑖 + 𝛽2𝑋2𝑖 +⋯+ 𝛽𝑝𝑋𝑝𝑖 
Equation 3.9 
Where X1i, …, Xpi are the explanatory variables, β0 is the intercept, and βp is the slope of the pth 
explanatory variable. Note that no error is included in the linear predictor, it just contains the systematic 
part of the model. In matrix notation (see Equation 3.5) the linear predictor is: 
𝜼 = 𝐗 × 𝜷 
Equation 3.10 
3.3.1.2 The error structure 
Once the initial model for the linear predictor is constructed, an appropriate structure for the error of 
the response variable should be selected (Table 3.2). The error distribution describes how the variation, 
which is not explained as part of the linear predictor, is distributed. There are usually good a priori 
reasons for choosing a particular error distribution for a particular type of data, such as discrete 
distributions (e.g. Poisson, Binomial) for count data and continuous distribution (e.g. Gaussian, invers-
Gaussian, Gamma) for continuous data. In this case, for a Normal error distribution model we assume 
that the response Yi is normally distributed with mean μi and variance σ
2: 
𝑌𝑖  ~ 𝑁(𝜇𝑖, 𝜎
2)         or        𝐘 ~ 𝑁(𝝁, 𝜎2) 
Equation 3.11 
The observations for the vector Y are estimated to come from a Normal distribution with mean μ and 
constant variance σ2. The mean, μ, is a vector of fitted (predicted) values describing the relationship 
between the response variables and the explanatory variables. Differently from the variance, the mean 
value changes with the value of the explanatory variables.  
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Table 3.2 Error distributions from the exponential family 





Type of response 
variable 
Normal/Gaussian μ (identity) 
Continuous positive 
and negative values 
Poisson log(μ) (log) Count data 
Quasi-Poisson log(μ) (log) Count data 
Negative Binomial log(μ) (log) Count data 
Binomial log(μ/μ-1) (logit) Proportions data 
Binomial (Bernoulli) log(μ/μ-1) (logit) Binary data 
Quasi-Binomial log(μ/μ-1) (logit) 
Proportions and binary 
data 
Beta log(μ/μ-1) (logit) 
Proportions 
(continuous) 
Gamma 1/μ (inverse) 
Continuous positive 
values 





3.3.1.3 The link function 
The last step of a GLM is the definition of the link function. The link function provides the relationship 
between linear predictor, ηi or η(X1i, …, Xpi), and the mean (or expected) value of the response, Yi (which 
is μi). In general, η = g(μ), where g() is called the link function. In the case of the Normal distribution 
of the error, the appropriate link function which connects the predictor function to the mean value of 
the Normal distribution is the identity link η = μ. This means that the liner predictor predicts on the 
same scale of the original response variable. 
Usually we have the linear predictor η (fitted values on the scale of the linear predictor) and we want 
to convert these to the predicted means μ (equivalent to the fitted values on the scale of the response 
variable Y). Therefore, we apply the inverse of the link function g()-1, and the inverse of the identity 
link is still the identity link. The expectation of the response variable Y is therefore equivalent to the 
fitted values of both the linear predictor and response scales, 𝐸(𝐘)  =  𝝁 =  g(𝜼)−1 =  𝜼. 
In general, GLMs allow the error distribution to come from the exponential family other than the 
Normal and the link function may be any monotonic differentiable function.  Canonical link functions 
are well specified for each family of error distribution (Table 3.2); these are statistically convenient, but 
are not necessarily the most appropriate to use, so alternative link functions can be used for each family. 
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3.3.1.4 Gaussian GLM 
The three steps above give the following GLM: 
𝑌𝑖~ 𝑁(𝜇𝑖 , 𝜎
2) 
                                 𝐸(𝑌𝑖) = 𝜇𝑖    and   𝑣𝑎𝑟(𝑌𝑖) = 𝜎
2 
          𝜇𝑖 = 𝜂(𝑋1𝑖, … , 𝑋𝑝𝑖) 
Equation 3.12 
These elements (Equation 3.12) describe a GLM with a Normal distribution and an identity link function 
𝐸(𝑌𝑖) = 𝜂(𝑋1𝑖, … , 𝑋𝑝𝑖) =  𝛽0 + 𝛽1𝑋1𝑖+⋯+ 𝛽𝑝𝑋𝑝𝑖 
Equation 3.13 
The matrix notation of Equation 3.13 is 
𝐸(𝐘) =  𝜼 = 𝐗 × 𝜷     or    𝐘 ~ 𝑁(𝜼, 𝜎2) 
Equation 3.14 
3.3.1.5 Poisson GLM 
The creation of any GLM with different error family distribution and link function can be easily 
implemented for example when analysing count data through a Poisson GLM. Here, Yi is Poisson 
distributed (P) with mean μi. For a Poisson distribution the mean is equal to the variance μi. The systemic 
part of the model is still η(X1i, …, Xpi). While there is a logarithmic link function (natural logarithm) 
which relates the mean of Yi and the linear predictor. The log-link function ensures that the fitted values 
are always non-negative (useful for predicting count data). 
As result we define the following Poisson GLM: 
                                                             𝑌𝑖 ~ 𝑃(𝜇𝑖) 
                                                             𝐸(𝑌𝑖) = 𝜇𝑖    and   𝑣𝑎𝑟(𝑌𝑖) = 𝜇𝑖 
                                                    log(𝜇𝑖) = 𝜂(𝑋1𝑖, … , 𝑋𝑝𝑖)  or  𝜇𝑖 = 𝑒
𝜂(𝑋1𝑖,…,𝑋𝑝𝑖) 
Equation 3.15 
Which gives the following model 
log(𝐸(𝐘)) =  𝐗 × 𝜷     or    𝐘 ~ 𝑃(log(𝜼)−1) 
Equation 3.16 
 
3.4 Generalised linear mixed model (GLMM)  
Many common statistical models can be expressed as linear models that incorporate both fixed effects, 
which are parameters associated with an entire population or with certain repeatable levels of 
experimental factors, and random effects, which are associated with individual experimental units 
drawn at random from a population. A model with both fixed effects and random effects is called a 
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mixed-effects model. Mixed-effects models are primarily used to describe relationships between a 
response variable and some covariates in data that are grouped according to one or more classification 
factors. Examples of such grouped data include repeated measures data, multilevel data, and block 
designs. By associating common random effects to observations sharing the same level of a 
classification factor, mixed-effects models flexibly represent the covariance structure induced by the 
grouping of the data [289]. 
Generalised linear mixed models (GLMMs)4 are a powerful class of statistical models that combine the 
characteristics of GLMs (Section 3.3) and mixed-effects models in which both the fixed and the random 
effects occur linearly in the model function [287, 310]. They extend linear models handling fixed effect 
(the typical way to compare effects of explanatory variables) and random effects, which can be regarded 
as additional error terms to account for correlation among observations within the same group. They 
can also handle a wide range of error distribution families and link functions. The complete specification 
of a GLMM includes the distribution of the response variable, the link function, the definition of 
continuous or categorical fixed-effect predictors, and the definition of the random effects, which specify 
how some model parameters vary randomly across groups. 
3.4.1.1 Random effects 
The traditional view of random effects is as a way to do correct statistical tests when some observations 
are correlated. When samples are collected in groups, we violate the assumption of independence. 
Indeed, there will be some variation within groups (𝜎𝑤𝑖𝑡ℎ𝑖𝑛
2 ) and some among groups (𝜎𝑎𝑚𝑜𝑛𝑔
2 ). The 
total variance is 𝜎𝑡𝑜𝑡𝑎𝑙
2 = 𝜎𝑤𝑖𝑡ℎ𝑖𝑛
2 + 𝜎𝑎𝑚𝑜𝑛𝑔
2  and therefore the correlation between any two observations 
in the same group is 𝜌 = √𝜎𝑎𝑚𝑜𝑛𝑔
2 /𝜎𝑡𝑜𝑡𝑎𝑙
2  (observations that come from different groups are 
uncorrelated). Sometimes one can solve this problem easily by taking group averages, and test for 
significant difference among groups using the calculated mean values [310, 315].  
We can also think of random effects as a way to combine information from different groups (levels) 
within a grouping variable. If we had only a few observations from few levels, we might have to pool 
the data, ignoring the differences among levels. Pooling assumes that 𝜎𝑎𝑚𝑜𝑛𝑔
2  (the variance in slopes 
among levels) is effectively zero and observations are uncorrelated (ρ = 0). On the other hand, if we 
had many observations from each level, and especially if we had a small number of levels, we might 
want to estimate the slope for each level individually, or in other words to estimate a fixed effect of the 
explanatory variable for each level. Treating the grouping factor as a fixed effect assumes that 
information about one level gives us no information about the slope at any other level. Treating a 
                                                     
4 GLMMs are part of the statistical frontier and are still being implemented. GLMMs may result difficult to use 
and, therefore, should be used with care [315].  
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grouping variable as a random effect compromises between the extremes of pooling all the observations 
and calculating a single slope, and estimating separate slopes for each level. In a random term grouping 
variable the deviation of each level’s value from the population average are called conditional modes, 
rather than estimates [315]. 
Random effects are especially useful when we have i) many levels (e.g., many species or blocks), ii) 
relatively little data on each level (although multiple samples from most of the levels are needed), and 
iii) uneven sampling across levels. Random effects can also be described as predictors where we are 
interested in making inferences about the distribution of values (i.e. the variance among the values of 
the response at different levels) rather than in testing the differences of mean values between particular 
levels. Choosing a random effect trades the ability to test hypotheses about differences among levels 
for the ability to quantify the variance among levels and generalise to levels that were not measured in 
the experiment. If we treat, for example, “species” as a fixed effect, we cannot make any inference 
about an unmeasured species. While, if we use it as a random effect, then we can state that an 
unmeasured species will have a value equal to the population mean estimated from the species that were 
measured. As with all statistical generalisation, levels must be chosen in a way that is representative of 
the population we want to generalise to [287, 315, 316]. 
Sometimes random effects are used to control for variation among sites when they represents “nuisance” 
that it is often the case in ecological experiments [287]. However, random effects are generally 
ineffective when the grouping variable has too few levels [310]. These should not be used when the 
grouping variable has fewer than five (or better eight) levels [317], since variance estimates are 
calculated from a small sample and are unstable. 
 
3.4.2 GLMM definition and use 
The general structure of a GLMM as proposed by Laird & Ware [318] is represented by its single-level 
formulation. The original single-level formulation expresses the ni-dimensional response vector Yi for 
the ith group (i = 1, …, m) as: 
𝐘𝒊 = 𝐗𝒊 × 𝜷+ 𝐙𝒊 × 𝒃𝑖 + 𝜺𝑖 
𝒃𝑖 ~ 𝑁(0,𝚿)          𝜺𝑖  ~ 𝑁(0, 𝚲𝜎
2) 
Equation 3.17 
Yi is a vector including the observations for the dependant variable for the ith group; β is a p- 
dimensional vector of fixed effects; bi is the q-dimensional vector of random effects; Xi is the design 
matrix of fixed effects of dimension ni × p; Zi is the design matrix of the random effect of dimension ni 
× q; εi is the ni-dimensional within-group error vector with a spherical Gaussian distribution and 
variance covariance matrix Λσ2. Λ is a positive definite matrix, which is typically used to model residual 
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correlation, and its elements are usually determined by simple models. Often Λσ2 is simply the identity 
matrix (Iσ2, a matrix with a diagonal of 1 and all 0).  
The random effect bi and the within-group errors εi are assumed to be independent for different groups 
and to be independent of each other in the same group. bi is allowed to have a different value for each 
level of the random effect grouping variable, while β is the same for all the level of the random term 
component. Because the distribution of the random effect vector bi is assumed to be Normal with mean 
0, it is completely characterised by its variance-covariance matrix Ψ. The fixed Xi × β term and the 
random Zi × bi term defines together the mixed model. This extension allows to model more complex 
stochastic structures than the ordinary linear model and implies that the elements of the response vector 
are no longer independent.  
3.4.2.1 Random intercept and slope model: a working example 
The easiest way to explain the formulation of the GLMM in Equation 3.17 and its applications is by 
using an example which is similar to the analyses performed in Chapters 4, 5, and 6. In this example, 
our objective is to estimate the coefficients for the relationships between the weight (dependant 
variable) and the length (continuous covariate) for the shells of blue mussels collected from multiple 
geographic areas. For this experiment, five mussel specimens (i = 1, …, 5) from nine different sites (j 
= 1, …,9) were collected, and for each individual the shell weight (Yi) and length (Xi) were measured 
(Figure 3.1). The question being asked is whether there are any differences between the weight-length 
relationships at these nine sites. As explained, GLMM is the mixed modelling extension of a GLM. So, 
we start with a simple GLM using all 45 observations pooled from all nine sites. This regression line 
can be written: 
𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑗 + 𝜀𝑖     and     𝜀𝑖  ~ 𝑁(0, 𝜎
2) 
Equation 3.18 
This model contains only three unknown parameters: the two regression parameters (intercept β0 and 
slope β1) and the variance of the error σ
2. This model produces one line and assumes that the weight-
 
Figure 3.1 Hierarchical structure of the data 
Illustration of the nested nature of the dataset. We have multiple samples (observations of 
shell weight) from each of the sites. Observation values from samples on the same site are 
likely to be more similar to each other than to values from different sites. 
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length relationship is the same at all the nine sites (Figure 3.2a). If we want to model among-site 
differences in the weight-length relationship, we should define a model allowing the intercept and slope 
to differ per site: 
𝑌𝑖𝑗 = 𝛽0𝑗 + 𝛽1𝑗𝑋𝑖𝑗 + 𝜀𝑖𝑗     and     𝜀𝑖𝑗  ~ 𝑁(0, 𝜎
2) 
Equation 3.19 
where j = 1, …,9, and i = 1, …,5 (there are five observations per site). This model provides multiple 
regression lines (a different prediction for the jth site, Figure 3.2b) in one regression analysis using site 
as a factor, shell length as a continuous explanatory variable, and a the site-length interaction term. The 
total number of parameters to estimate are a slope and intercept per site (9 + 9 parameters) plus the error 
variance, for a total of 19 estimates. The total number of observations is only 45, so proportionally this 
model has a worryingly large number of parameters. The model with only one regression line (Equation 
3.18) is the most basic model, and the model with nine regression lines in which slope and intercept are 
allowed to differ per beach (Equation 3.19) is the most complex model. Moreover, there are two 
intermediate models that we can build: one where the intercept is allowed to differ between the beaches 
but with equal slopes, and one where the intercepts are kept the same and the slopes are allowed to 
differ. This reduces the number of parameters to 11. These models can be written as: 
𝑌𝑖𝑗 = 𝛽0𝑗 + 𝛽1𝑋𝑖𝑗 + 𝜀𝑖𝑗      and     𝜀𝑖𝑗  ~ 𝑁(0, 𝜎
2) 
Equation 3.20 
𝑌𝑖𝑗 = 𝛽0 + 𝛽1𝑗𝑋𝑖𝑗 + 𝜀𝑖𝑗      and     𝜀𝑖𝑗  ~ 𝑁(0, 𝜎
2) 
Equation 3.21 
If we are only interested in the general relationship between shell weight and length, and do not care 
about differences between sites, then we could ignore the nominal variable site. However, this means 
that the variance component might contain between-site variation, and not taking this into account might 
affect standard errors and p-values of the fixed effects, but the price of 16 extra regression parameters 
can be rather large. To avoid this, mixed modelling can be used. In the model in Equation 3.20, each 
beach has a different intercept but the same slope. We extend it by using site as a random grouping 
variable: 
𝑌𝑖𝑗 = 𝛽0 + 𝛽1𝑋𝑖𝑗 + 𝑏0𝑗 + 𝜀𝑖𝑗 
𝑏0𝑗 ~ 𝑁(0, 𝜎𝑏0
2 )     and     𝜀𝑖𝑗 ~ 𝑁(0, 𝜎
2) 
Equation 3.22 
Again, the index are j = 1, …, 9 (representing site), and i = 1, …, 5 (representing samples on a site). 
Rather than estimating nine intercept and a variance term as in Equation 3.20, in Equation 3.22, we 
assume there is only one overall regression line with a single intercept and a single slope. The single 
intercept β0 and single slope β1 are the fixed parameters, and the additional parameter, called random 
intercept, b0, adds a certain amount of random variation to the intercept at each site (the intercept is 
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increased or decreased by a random value, Figure 3.2c). The random intercept is assumed to follow a 
Normal distribution with expectation 0 and variance 𝜎𝑏0
2 . Hence, the unknown parameters in the model 
are β0, β1 the variance of the noise σ
2, and the variance of the random intercept 𝜎𝑏0
2 , only 4 parameters. 
So, basically, we have the same type of model fit as Equation 3.20, but instead of nine estimated levels 
for each intercept, we now have nine realisations au b01, …, b09 from which we assume that they follow 
a normal distribution and we only need to estimate the variance of this distribution. This type of model 
is called a mixed-effects model with random intercept. 
If we extend Equation 3.22 to get the mixed modelling equivalent Equation 3.21, we need a mixed 
model with a random intercept that allows the regression line to change randomly: 
𝑌𝑖𝑗 = 𝛽0 + 𝛽1𝑋𝑖𝑗 + 𝑏0𝑗 + 𝑏1𝑗𝑋𝑖𝑗 + 𝜀𝑖𝑗 
𝑏0𝑗 ~ 𝑁(0, 𝜎𝑏0
2 )    and    𝑏1𝑗 ~ 𝑁(0, 𝜎𝑏1




Figure 3.2 Comparison of GLM and GLMM predictions 
Scatterplots of shell weight and length for the mussel experiment and model predictions. 
Predictions from GLMs showing (a) a single regression line on the pooled data, and (b) 
multiple regression lines, one for each site. Fitted value obtained by a GLMM (c) with a 
random intercept, and (d) with a random intercept and slope. The thick red line represents 
the fitted values obtained by the fixed component of the model, also called the population 
model, while the other lines represent the within-group predictions and are obtained by 
adding the contribution of the of the random component for each site j to the population 
fitted curve. 
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This is the same model, except for the term b1jXij. This new term allows for random variation of the 
slope at each site j (Figure 3.2d). The model fit will look similar to the one in Equation 3.19, except that 
considerably fewer parameters are used: the fixed intercept β0 and β1 slope, and three random variances 
𝜎𝑏0
2 , 𝜎𝑏1
2  and σ2, for a total of five parameters against the 19 of model Equation 3.19.  This model is 
called random intercept and slope model. 
 
3.5 Generalised additive model (GAM) 
A generalised additive model (GAM) [288, 291, 292] is a generalised linear model with a linear 
predictor involving a sum of smooth functions of covariates. In general, the model has a structure like: 
𝐸(𝑌𝑖) = 𝜇𝑖   and   𝑌𝑖  ~ 𝐸𝐹(𝜇𝑖 , 𝜑) 
𝑔(𝜇𝑖) = 𝐗𝑖
∗ × 𝜽 + 𝑓1(𝑋1𝑖) + 𝑓2(𝑋2𝑖) + ⋯+ 𝑓𝑗(𝑋𝑗𝑖) + 𝜀𝑖𝑗 
or 
𝑔(𝜇𝑖) = 𝐗𝑖




where Yi is the response variable, which follows an exponential family (EF) distribution with mean μi 
and scale parameter φ; g() is a specified link function; 𝐗𝑖
∗ is a row of the design matrix Xi for any strictly 
parametric (linear) model components, and θ is the corresponding parameter vector (so that 𝐗𝑖
∗ × 𝜽 is 
the linear predictor); fj are smooth functions of the covariate Xj; εij is the error that is assumed to be 
normally distributed with expectation 0 and variance σ2.  
The model allows for flexible specification of the dependence of the response on the covariates, but by 
specifying the model only in terms of “smooth functions”, rather than detailed parametric relationships. 
This flexibility and convenience comes at the cost of two new theoretical problems: it is necessary both 
to represent the smooth functions in some way and to choose how smooth they should be [288]. GAMs 
produce smooth lines that are visually similar to those produced with older smoothing approaches such 
as locally estimated (or weighted) scatterplot smoothing, LO(W)ESS, but they use a different method. 
The smooth functions used in GAMs are called splines. The word spline defines a flexible strip that can 
be fixed at certain points, called knots, and then bent in a smooth curve around these points. Briefly, 
the X gradient (interval of observations) is divided into a certain number of intervals by knots. Then a 
series of cubic polynomial is fitted to each interval of observations, and the fitted values per segment 
are joint together at the knots to form a smoothing curve. Statistical splines improve on LOESS and 
related smoothers by i) having a stronger analytic basis, ii) being better at preventing over-smoothing, 
iii) having superior software implementations, and iv) being easier to make part of GA(M)Ms (see 
Section 3.6). 
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3.5.1.1 Smoothing splines 
The representation and estimation of component functions of a model is best introduced by considering 
a model containing one function of one covariate, the univariate smoother: 
𝑌𝑖 = 𝛽0 + 𝑓(𝑋𝑖) + 𝜀𝑖𝑗      and     𝜀𝑖𝑗  ~ 𝑁(0, 𝜎
2) 
Equation 3.25 
Yi is a response variable, Xi a covariate, and f a smooth function, or spline. The family of splines is rather 
large including cubic splines, natural splines, spline with shrinkage and smoothing splines. Here, I will 
show a simple case of a cubic regression spline and how this can be defined. 
To estimate f requires f(Xi) to be represented in such a way that it becomes a linear model. This can be 
done by choosing a basis that defines the space of functions of which f(Xi) is an element. Choosing a 
basis corresponds to choosing a series of basis functions which are the basic components of any 
continuous function5. If we define bj(Xi) as the jth basis function, we can represent f(Xi) as: 





substituting Equation 3.26 in Equation 3.25 clearly yields to a linear model. We can notice similarities 
with the GLMM in Equation 3.17, suggesting how a smoothing function can be represented by linear 
combination of fixed, βj, and random, bj, elements. Equation 3.26 can be used to generate a range of 
polynomial functions depending on the value of p (by defining the space of polynomials of order p). As 
a simple example, suppose that f is a 4th order polynomial as: 
𝑓(𝑋𝑖) = 𝛽1 × 𝑏1(𝑋𝑖) + 𝛽2 × 𝑏2(𝑋𝑖) + 𝛽3 × 𝑏3(𝑋𝑖) + 𝛽4 × 𝑏4(𝑋𝑖) 
Equation 3.27 
A basis for this space is b1f(Xi) = 1, b2f(Xi) = Xi, b3f(Xi) = Xi
2, b4f(Xi) = Xi
3, then Equation 3.27 becomes 
a simple polynomial function:  
𝑓(𝑋𝑖) = 𝛽1 + 𝛽2 × 𝑋𝑖 + 𝛽3 × 𝑋𝑖
2 + 𝛽4 × 𝑋𝑖
3 
Equation 3.28 
This is a basis function representation of f, using a polynomial basis, as a cubic spline, and it can produce 
a wide range of possible shape depending on the values of β1, …, β4. However, when modelling Yi, we 
do not know the values β1, β2, β3, and β4, and the shapes the function f can assume are not flexible 
enough to model too complicated patterns (such as higher order polynomials).  
                                                     
5 A basis function is an element of a particular basis for a function space. Every continuous function in the 
function space can be represented as a linear combination of basis functions. 
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GAMs solve these two problems by first dividing the dependant variable gradient into several segments 
(interval of data). The segments are delimited by the knots, which are defined as the number of splits 
and the two end points of the variable space. The number of knots to be selected could be decided 
manually or through optimisation processes, depending on patterns complexity and avoiding overfitting 
(Figure 3.3a). The model in Equation 3.28 is then fitted on each segment using a specific smoother 
(Figure 3.3b). There is actually a large collection of smoothers, and their main difference is in the 
definition of the basis functions bjs, and also a few differ with respect to the optimisation criterion [288]. 
Different smoothers can be used in a variety of situations to provide the best fit to a wide range of 
complex continuous or cyclic trends. For example, a useful smoother is the cyclic cubic regression 
spline. It ensures that the value of the smoother at the far-left point of the gradient is the same as at the 
far-right point of the gradient. This is useful if we have a smoother for month (with 12 values); it would 
not make sense to have a big jump between the January value and the December value for the month 
smoother. Shrinkage smoothers are also useful since they can have 0 smoothing. This means that then 
we perform a backwards selection to find the optimal model, all smoothers with 0 amount of smoothing 
can be dropped simultaneously from the model.  
Fitting a smoother provides the βs for each segment, and because we used multiple segments, more 
complicated patterns than a 4th order polynomial can be fitted. However, there would be discontinuities 
between the different curves, and each fitted segment would not be nicely joint with the adjacent one 
(Figure 3.3b). In addition to estimate the optimal degree of smoothness, a cubic regression spline also 
ensures that the line will look smooth at the points where the individual lines (from the segments) 
connect through the use relatively complex first-order and second-order derivatives (Figure 3.3c). The 
amount of smoothing (or the degree of non-linearity) of an estimated smooth term is expressed using 
the effective degrees of freedom (edf). These are roughly equivalent to the polynomial order of the 
smoother plus one [288, 319]; however this rule becomes very approximate for edf smaller than 3. A 
high value (8-10) means that the curve is highly non-linear, whereas a smoother with 1 edf is a straight 
line. 
 
3.6 Generalised additive mixed model (GAMM) 
A generalised additive mixed model (GAMM) is just a GLMM (Section 3.4) with a linear predictor 
involving a sum of smooth functions of covariates [291]. In general, the model has a structure like: 
𝐸(𝑌𝑖) = 𝜇𝑖   and   𝑌𝑖  ~ 𝐸𝐹(𝜇𝑖 , 𝜑) 
𝑔(𝜇𝑖) = 𝐗𝑖
∗ × 𝜽 + 𝑓1(𝑋1𝑖) + 𝑓2(𝑋2𝑖) + ⋯+ 𝑓𝑗(𝑋𝑗𝑖) + 𝐙𝒊 × 𝒃𝑖 + 𝜀𝑖𝑗 
𝒃𝑖 ~ 𝑁(0,𝚿)          𝜺𝑖  ~ 𝑁(0, 𝚲𝜎
2) 
Equation 3.29 
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Yi is the response variable, which follows an exponential family (EF) distribution with mean μi and scale 
parameter φ; g() is a specified link function; 𝐗𝑖
∗ is a row of the design matrix Xi for any strictly 
parametric model components, θ is the corresponding parameter vector (so that 𝐗𝑖
∗ × 𝜽 is the linear 
predictor); fj are smooth functions of the covariate Xj.; Zi is a row of random effect design matrix; bi is 
a vector of random effects coefficients with unknown positive definite covariance matrix Ψ; εij is a 
residual error vector which is assumed to be normally distributed with expectation 0 and a covariance 
matrix Λσ2. This approach combines both the advantages of GAMs, with their smooth spline definition 
and flexible estimation of dependence structures, with the GLMMs nature, allowing the experimenter 
to deal with independence and model correlations among observations from the same block within an 
experimental unit.  
 
 
Figure 3.3 Smoothing spline fitting in GAM 
Illustration of fitting a cubic polynomial on four segments of data. (a) First the dependant 
variable (X) gradient is divided into four intervals (segments) delimited by knots (5 knots: 
dashed lines plus ending points). (b) A GAM with a cubic regression spline is fitted to each 
segment; each line is the fit of a cubic polynomial model. (c) Smoothing spline ensures 
than discontinuities between different curves are removed by making the prediction smooth 
at the points where the individual lines connect. 
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3.7    Model building and optimisation 
After having built and applied a statistical model, one must choose among philosophies of optimisation 
and inference. We may have that diagnostic plots present some residual patterns (e.g. heteroscedasticity, 
violation of independence), therefore we may be interested in refining our model to optimise its fit of 
the data. We may also have explanatory variables that have a non-significant effect (e.g. through 
inspection of p-values, F-values, or confidence intervals), and if our aim is to understand which 
covariates are driving the system we may decide to select and retain only the significant variables. These 
problems can be solved through model selection, which represents one of the most controversial and 
important topic in statistical analysis [310]. Deciding which model among a selection of potentially 
valid models is the best one is complex. Unfortunately, there is not a single, universal procedure because 
different selection methods are appropriate for different problems and how one analyses data depends 
strongly on one’s philosophical approach (e.g. Bayesian or frequentist). In any case, care is needed.  
Model development and selection can be relatively complex and iterative. Here, I present the protocol 
used for model optimisation and selection procedures used in the following chapters, following the 
guidance given by Zuur et al. [287, 316] and Bolker [320]: 
1. Start with a model, the beyond optimal model, that contains all explanatory variables (fixed 
effects) and interactions of interest. Based on prior knowledge of the dependency structure of 
the data select the random structure (i.e. random intercept and/or slopes) a priori. Many 
statistical newsgroups have long threads on the subject of which interaction to include in the 
beyond optimal model [287]. The approaches I used, depending on specific datasets and 
research question, fell into three categories: 
a. Start with a model with no interactions. Apply the model selection, and model 
validation, and if there are patterns in the residuals, investigate why. Adding 
interactions may be an option to improve the model. 
b. Use biological knowledge to decide which, if any, interactions are sensible to add. 
c. Apply a good data exploration to see which interactions may be important. 
Investigate whether the assumptions of normality, homogeneity and independence are valid by 
making histograms/QQ-plots of standardised residuals, plotting the residuals vs fitted values, 
and by plotting the residuals versus each individual explanatory variable. If violation of 
normality, homogeneity, or independence is found go on to step 2. If there is no clear violation 
of homogeneity, just continue with a model selection on the explanatory variables, step 4.  
The beyond optimal model was then optimised by first selecting the optimal random structure and then 
the optimal fixed components. The principal tools for model comparison used were the corrected 
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Akaike Information Criterion (AICc) [321] and bootstrapped likelihood ratio tests [322] (see Section 
3.7.1for details) . 
2. Fit the model with a restricted maximum likelihood (REML) estimation method. If spatial or 
temporal covariate are included, make ACF, pACF and variograms to check for temporal or 
spatial autocorrelation in model residuals. If no autocorrelation is detected go on to step 3. If 
residual patters are found, select the most appropriate spatial or temporal autocorrelation 
structure to use for the residuals by comparing different models with different correlations 
structures, while keeping unchanged the fixed part of the model. 
3. Depending on the graphical model validation in step 1, select an appropriate variance structure 
using a generalised least square method [287, 289] to allow model residuals to vary with respect 
to predictors (both continuous and categorical). The goal is to identify differences in variance 
as a function of either one or more continuous or categorical predictors. Compare models with 
different variance structures to find the most suitable one to use, while keeping unchanged the 
fixed part of the model. Inspect the residuals for homogeneity (using the same tools as in step 
1). If the homogeneity assumption is violated, reiterate this step to find the optimal variance 
structure. Alternatively try different error distributions (e.g. Poisson or Negative Binomial) or 
consider a transformation on the response variable as a last resort. 
4. After the optimal random component is found (spatial/temporal autocorrelation structure and 
variance structure) using a REML estimation method, it is time to look for the optimal fixed 
component of the model. Again, there is an ongoing discussion on how to perform model 
selection, and different approaches for finding the “optimal” model are available: 
a. Apply a classical model selection using backward (or forward) selection through 
Information Criteria, such as AIC or AICc. 
b. Apply model selection based on hypothesis testing (i.e. drop the least significant 
terms). 
c. Apply a model selection on the interaction term, but not on the main fixed terms. 
d. Adopt the Information Theoretic approach following Burnham & Anderson [321], 
averaging a pre-defined set of candidate models which should be selected a priori. 
The model is then fitted with a maximum likelihood (ML) estimation method to determine the 
significance of the fixed effects, while keeping unchanged the random part of the model.  The 
full model is then fitted and compared with nested models6 (reduced models in which all terms 
of a smaller model occur in a larger model).  
                                                     
6 A simpler model (with fewer parameters) is nested in another, more complex, model (with more parameters) if 
the complex model reduces to the simpler model by setting some parameters to particular values (often zero). 
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5. Depending on the specific questions, use a combination of point a and c (step 4), to remove 
non-significant interaction terms and retain the main fixed terms.  
6. The optimal model is then refitted with REML and validated. 
 
3.7.1    Model comparison 
Deciding what models to use and how to use them is fundamentally difficult. In one form or another, 
this debate goes all the way back to the early Bayesian vs frequentist divide. While statisticians have 
come a long way in exploring the possible approaches and in providing practical recipes for applying 
them to a range of situations, there is still (and there never will be) no single best method [320]. 
Although the approaches for model composition and selection to use are more a combination of one’s 
philosophical approach, statistical common-sense, and lots of care, model selection is based on the 
concept of parsimony. Parsimony, or “Occam’s razor”, is a general argument favouring the choice of 
simpler models even though we know the natural world is complex. In general, we should prefer a 
simpler model to a more complex one. This is based on the concept that model complexity affects our 
predictive ability. As we add more parameters to a model, we necessarily get an increasingly accurate 
fit to the particular data we have observed, but our precision for predicting future observations decreases 
as well (i.e. the variance of our predictions increases). Data contain a fixed amount of information, and 
as we estimate more parameters we spread the data “thinner and thinner”. Eventually the gain in 
accuracy from having more details in the model is outweighed by the loss in precision from estimating 
the effect of each of those details more poorly [320]. Therefore, model selection approaches typically 
go beyond parsimony to say that a more complex model must be not just better than a simpler model. 
If the more complex model does not exceed a threshold of improvement in fit, we typically reject it in 
favour of the simpler model. This threshold can be measured with different methods depending on the 
approach for model selection used. 
Hypothesis testing based on the Likelihood Ratio test (LRT) is well-established and widely used. 
Likelihood methods are based on the concept of maximum likelihood and are used for comparing nested 
model. The likelihood (L) is a measure of the fit of a model and approximately expresses the probability 
of a model being a true representation of reality (with higher values indicating a better approximation). 
This is usually expressed in terms of log-likelihood (logL). There are times when we want a yes-or-no 
answer when selecting between nested models. We may want to know if some ecological factors are 
affecting the system in a way that is distinguishable from randomness, and the LRT is appropriate here. 
The LRT becomes unwieldy when there are many possibly interacting factors or if the effective sample 
size in mixed-modelling is not large enough (e.g. the smallest number of levels of any random grouping 
variable in the model is < 40). If inconsistent results from a LRT analysis are found (e.g. if some 
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parameters are only significant when other parameters are included in the model), we should use another 
selection approach.  
Other approaches are bootstrapping-based methods. Bootstrapping means resampling data with 
replacement to derive new pseudo-data sets, from which we can estimate confidence intervals. 
Parametric bootstrapping (PB) instead simulates pseudo-data from the fitted model (or from nested 
models that omit a parameter we are interested in making inferences about). The model is then refitted 
to these pseudo-datasets to get reliable p-values or confidence intervals. PB is very slow (taking 
hundreds or thousands of times as long as fitting the original model), and it assumes that the model 
structure is appropriate, and that the estimated parameters are close to the true parameters, but it is an 
accurate way we can compute p-values and confidence intervals for complex models, such as GLMMs. 
For models with more complex random structures (e.g. crossed random effects) appropriate 
bootstrapping may be difficult. 
One way to avoid having to make pairwise model comparisons is to select models based on 
Information Criteria (IC), which compare all candidate models that are not required to be nested. 
These relatively recent alternatives to likelihood ratio tests are based on the expected distance between 
a particular model and the “true” model [321]. In practice, these methods compare the fit and complexity 
of a model, to find the model with the best predictive ability. Their aim is to find the model that 
minimises some criterion, in this case the sum of a term based on the likelihood (usually logL), and a 
penalty term which is different for different information criteria. The Akaike Information Criterion, or 
AIC, is the most used criterion, and is defined as: 
AIC =  −2log𝐿 + 2𝑘 
Equation 3.30 
This is defined as twice the difference between the value of logL (measure of fit) and the number of 
parameters k used in the model. As with all information criteria, small values represent better overall 
fits. Essentially, information criteria as the AIC describe as the “best” model, the model that explains 
most of the variation of the data with the smallest number of parameters. For small sample sizes (n) 
such as when n / k < 40 [321]  we should use a finite-size correction and apply the corrected AIC (AICc) 
instead: 
AICc = −2log𝐿 + 2𝑘 +
2𝑘(𝑘 + 1)
𝑛 − 𝑘 − 1
 
Equation 3.31 
As n grows large, the correction term vanishes and the AICc matches the AIC. The AICc was originally 
derived from linear models with normally distributed errors, so it may apply to a smaller range of 
models than the AIC, but this is really an open question [320]. Information criteria do not allow 
significance tests. With IC-method, candidate models are not compare in terms of statistical 
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significance, such as by using p-values as in LRT. Instead, there are commonly used rules of thumb: 
models with ICs less than 2 apart (ΔIC < 2) are more or less equivalent; those with 3 < ΔIC < 9 are 
clearly distinguishable; and models with ΔIC > 10 are definitely different. One big advantage of IC-
based approaches is that they do not require nested models. We can compare all models to each other, 
rather than using a stepwise approach which is usually subject to a certain degree of subjectivity on 
which term to drop or retain. In IC-based methods, we simply compute the likelihood and IC for all the 
candidate models and rank them in order of increasing IC. The model with the lowest IC is the best fit 
to the data; those models with ICs within 6-8 units of the minimum IC are worth considering [320, 321]. 
 
3.7.2    Model validation 
Once the optimal model has been found, it is time to apply model validation. Model validation is applied 
to confirm that the model complies with its underlying assumptions [323]. Violation of these 
assumptions may result in biased parameter estimates and type I errors [303]. As for the data exploration 
steps, particular emphasis was given to graphical methods for checking model assumptions. Care is 
needed with tests as some tests used to assess homogeneity heavily depend on normality. In my 
analyses, model validation was conducted through the analysis of patterns in model residuals (i.e. 
standardised or Pearson residuals, depending on the statistical model used). This process consists (as a 
minimum) of these steps: 
• Creation of a histogram or QQ-plot of model residuals to verify the normality assumption. 
(Note that for Pearson residuals approximate normality is expected, since these residuals are 
not assumed to follow a Gaussian distribution). 
• Plot residuals against fitted values to verify homogeneity of variance. The spread of the 
residuals around 0 should be consistent along the horizontal axis with no evident pattern (e.g. 
increasing spread or grouping above/below 0). 
• Plot the residuals against each explanatory variable used and against each explanatory variable 
not used (dropped) in the model to verify independence (or misfit). If patterns are detected there 
is violation of independence. If omitted explanatory variable are responsible for the pattern, 
they should be re-included, and the model re-fitted. 
• If data include spatial or temporal variables (e.g. measurements were taken over time or at 
multiple spatial locations), ACF/pACF or variograms should be used to assess independence of 
residuals. 
• Check the model for influential observations using Cook distance function [295].  
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Additional steps may be required depending on the statistical methods applied. When model validation 
was completed, and there was no need to refit or implement the model, optimal models were used to 
make inferences, plotting results, predicting patterns, or simulating from the data. 
 
3.7.3    Software and packages used 
Data processing, exploration and statistical analyses were carried out with R [285]. R is a language and 
environment for statistical computing and graphics which provides a wide variety of statistical and 
graphical techniques, and is highly extensible. A list of key packages used for statistical analysis and 







4 Blue mussel shell shape plasticity and natural 
environments: a quantitative approach 
 
External collaborators contribution 
Dr Jakob Thyrring (Aarhus University, Aarhus, Denmark) provided mussel specimens from Greenland. 
Trystan Sanders (GEOMAR Helmholtz Centre for Ocean Research, Kiel, Germany) provided mussel 
specimens from the Baltic Sea. Kati Michalek (Scottish Association for Marine Sciences, Oban, United 
Kingdom) provided cultured mussel specimens and environmental monitoring data at the mussel culture 
site.  
The results of this chapter have been published in: 
Telesca, L., Michalek, K., Sanders, T., Peck, L. S., Thyrring, J., Harper, E. M., Blue mussel shell shape 




Exploring shape variability and uncovering its underlying causes is essential to understand the diversity 
of life, as well as to appreciate the great heterogeneity of forms that exist in nature [245–247]. Physical 
constraints are of primary importance in determining the form of an organism as minor variations in 
growth processes can lead to dramatic shape alterations [245, 274]. Therefore, developing rigorous 
methods to quantify shapes and describe their natural variation is of critical interest to provide a better 
understanding of the underlying mechanisms driving the diversity of biological forms. 
Bivalves constitute a substantial component of coastal benthic communities [116]. Among them, blue 
mussels of the genus Mytilus are important foundation species throughout the temperate and polar 
littoral zones of the northern and southern hemispheres [130, 136], and represent an important economic 
resource for the aquaculture industry [8]. A number of studies have shown a variable distribution of 
blue mussel species at a North Atlantic scale [130, 131]. In the Mytilus edulis species-complex (Mytilus 
edulis, M. trossulus, and M. galloprovincialis), an extensive hybridisation pattern has been documented 
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wherever the ranges of these three species overlap [130, 151] and in an aquaculture context [156]. This 
has a potentially complicated influence on mussel shapes [205, 211, 324].  
During the last two decades, much attention has been paid to climate change and its evident effects on 
calcifying marine organisms [14, 21]. Heterogeneous patterns of environmental variation and increasing 
anthropogenic pressures have highlighted limitations in our ability to forecast emergent ecological 
consequences of environmental change [39]. There is, therefore, a clear need for knowledge on the 
processes regulating marine ecosystems and their resilience [38]. These issues are creating new 
challenges for understanding organismal responses to key environmental drivers, which is essential for 
predicting sensitivity to multiple stressors and improving our ability to forecast alterations at higher 
levels of organisation [38]. 
Atlantic Mytilus spp. have been widely used as model organisms for studying ecological and 
physiological responses to different environmental conditions [53, 66, 126]. Growing awareness of 
climate change and its consequences for the considerable biodiversity that blue mussels support [25, 
154] have sparked interest in predicting sensitivity of these habitat-forming species [25, 43]. Indeed, 
the understanding of the significance of morphological variation in Mytilus [99, 129] is increasing in 
parallel with the development of statistical tools to predict species-specific responses [164]. 
Growth and shape of mussels and the degree to which they vary with respect to environmental factors 
have been documented for numerous species and habitats [43, 162, 164]. In fact, Mytilus shell changes 
can reflect responses to conditions selecting for specific traits [99, 159, 162] and the level of shape 
variation may be used as a good indicator of habitat change. Documented shell modifications under 
forecasted conditions could potentially increase mussel sensitivity to biotic and abiotic drivers [43, 99] 
and have profound indirect impacts on this foundation species with cascade consequences for supported 
communities and ecosystems [25, 56, 325]. Therefore, multi-population studies across broad 
geographical areas, spanning a range of environmental conditions, are critical to identify organismal 
responses to drivers in a multivariate natural environment [38, 43]. 
A range of qualitative [159] and quantitative [99, 164, 205, 211] methods have been used to describe 
the variation in shell traits (morphometrics) and outline (shape) of Mytilus in relation to environment 
and genotype. Standard approaches constitute traditional morphometrics and regression-type analyses 
[324, 326]. However, their application can result in predictions with poor accuracy of the factors driving 
shell shape [287] and have implications for the understanding of plasticity. 
Traditional morphometrics, which involves applying multivariate analysis to sets of linear descriptors, 
can mask phenotypic responses [326]. Indeed, mussels can be characterised by variations in shell 
features that are difficult to quantify (e.g. umbo orientation, convexity of the ventral margin) [207] 
showing fine-scale shape patterns without alterations of linear shell dimensions. In contrast, the 
development of geometric morphometrics has emphasised the potential to capture the geometry of the 
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features of interest [246] and to provide powerful analyses of bivalve shape variation [205, 208, 211, 
283]. Unlike ordinary least square methods, newly developed generalised additive mixed models 
(GAMMs) [288, 291] offer ways to account for the hierarchical structure of ecological datasets, and are 
powerful tools for defining flexible dependence structures as well as dealing with heterogeneous 
distributions [327]. However, a combination of these methods and their inferential advantages have 
never been applied to the study of heterogeneous patterns of organismal shapes in natural environments.  
The aims of this study are to i) quantify shell shape variation in North Atlantic and Arctic Mytilus 
species from different geographical regions through an elliptic Fourier analysis (EFA) of outlines, ii) 
identify general and local environmental effects on shell shape mean and heterogeneity, through the use 
of GAMMs and study systems at various geographical scales, iii) show how the use of new methods 
allows the uncoupling of environmental, developmental (age) and genetic (species) contributions to 
Mytilus shape and the description of relationships between blue mussel shape variation and environment 
that are independent of age and species influences, and iv) test the hypotheses that environmental 
covariates drive the among-individual shell shape variation and environmental stressors can induce the 
formations of similar shapes at the different geographical scales of analysis. This work further aims to 
reveal previously unrecognised fine-scale shape responses in Atlantic blue mussels and to estimate 
effect sizes of different drivers on shape variation. By providing a representative sample for the 
distribution of blue mussels as well as powerful methods to identify factors influencing shell shape 
plasticity, it would become possible to appreciate the great variation in mussel forms that exist in nature 
[159]. 
 
4.2 Material and methods 
4.2.1 Mussel collection 
I collected  a total of  16 Mytilus spp. populations living along the North Atlantic, Arctic and Baltic Sea 
coastlines from three study systems at different geographical scales (large-, medium- and small-scale, 
Supporting Table A.2). I analysed shell shape variation among habitats across a large geographical 
scale, System 1, on ten wild blue mussel populations (sites 1-10; Figure 4.1a) sampled at different 
latitudes from four distinct climatic regions (warm temperate, cold temperate, subpolar and polar). 
Mussel specimens were collected from Western European (Exmouth, England, 50°N) to Northern 
Greenlandic (Qaanaaq, 78°N) coastlines, covering a latitudinal range of 28° (a distance of 3,980 km). 
Environmental influence on a medium spatial scale, System 2, was investigated using five wild mussel 
populations (sites A - E; Figure 4.1b) collected from the North Sea (Sylt, Germany) to the innermost 
part of the Baltic Sea (Nynäshamn, Sweden). In addition, I studied shell shape variation on a small 
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geographical scale, System 3, using specimens obtained from a traditional longline mussel farm on the 
Scottish west coast (Loch Leven, UK; Figure 4.1c). Four batches of mussels, originating from a natural 
spatfall, were collected at one, three, five and seven metres depth (batches I, III, V and VII, 
respectively), representing the natural distribution of mussels along the cultivation ropes.  
During December 2014 and January 2016, I collected mussels of various size classes for each 
population (shell length 25 - 81 mm) for a total of 555 individuals. Wild adult mussels (System 1 and 
2) were sampled from the eulittoral zone and cultured specimens (System 3) were harvested as part of 
a long-term monitoring programme. For each specimen, I measured shell dimensions with digital 
callipers (0.01 mm precision) (Figure 2.10a, b), among which shell length was used as a within-
population proxy for age [116, 162, 209].  
 
Figure 4.1 Blue mussels collection sites 
Study systems and locations where Mytilus populations were collected. (a) System 1, large-
scale North Atlantic and Arctic regions: (1) Exmouth, south-west England, (2) Oostende, 
Belgium, (3) Texel, north Netherlands, (4) Menai Bridge, north Wales, (5) Tarbet, Kintyre, 
west Scotland, (6) St. Andrews, east Scotland, (7) Kristineberg, west Sweden, (8) Tromsø, 
north Norway, (9) Upernavik and (10) Qaanaaq, west Greenland. (b) System 2, medium-
scale Baltic region: (A) Sylt, (B) Kiel, (C) Ahrenshoop, (D) Usedom, all Germany and (E) 
Nynäshamn, east Sweden. (c) System 3, small-scale: (X) long-line mussel farm (Glencoe 
Shellfish Ltd.) in Loch Leven, west Scotland, with four sampling depths (I, III, V and VII 
meters). Map created with ArcMap 10.3 (ArcGIS software by Esri, http://www.esri.com), 
background image courtesy of OpenStreetMap (http://www.openstreetmap.org). 
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I examined Mytilus populations with available information on their genotype, with a particular focus on 
species identity and documented hybridisation (Mytilus edulis, M. trossulus, and M. edulis × M. 
trossulus hybrids). Blue mussels used were from populations recently analysed in genetic 
investigations, sites routinely employed in regional monitoring programmes, and specimens already 
used for genetic analyses (Supporting Table A.2). Therefore, I used populations with a known genetic 
status.  
Reference populations of Mytilus edulis and M. trossulus were selected from two sites in western 
Europe, one site in Greenland and one Baltic location (populations 1, 4, 10 and E, respectively; Figure 
4.1a, b). According to genetic analyses of these populations, which are based on multiple genetic 
markers (multi-locus genotyping) or SNP analyses, these samples are representative of these two 
species [136, 144, 149]. Although molecular studies have revealed various episodes of introgression 
and hybridisation, which increases the evidence that no completely pure reference populations exist in 
the North Atlantic and Baltic Sea [151, 205], these reference samples are as representative as possible 
considering the geographical range of the study. Therefore, these provide a solid starting point for the 
following among-species shell shape comparisons. Given the absence of representative populations of 
M. galloprovincialis at the analysed spatial scale, I avoided areas where this species was either present 
or there was a high degree of hybridisation (e.g. south-central Norway, parts of continental European 
and Ireland’s coastlines) [133, 141]. I did, however, sample sites where very low proportions of M. 
edulis × M. galloprovincialis hybrids have been reported [131]. 
 
4.2.2 Environmental parameters  
I selected environmental covariates according to the availability of data for the investigated areas and 
their known effects on growth, development, and mussel energy budget [43, 127, 162]. Given the high 
collinearity of many physical and biogeochemical descriptors at the geographical scale considered, I 
chose three key parameters: water surface temperature, salinity and chlorophyll-a (Chl-a) concentration, 
the latter being validated as a proxy for food availability [53, 164]. Predictors for the large- and medium-
scale systems (System 1 and 2) were generated using the Copernicus Marine Environment Monitoring 
Service (CMEMS) [328]. These datasets are composed of high-resolution physical and biogeochemical 
analyses of assimilated (integration of observational and predicted information) daily data (n = 730 per 
parameter; Appendix B, Environmental Datasets). For each parameter, mean values per site for the 2014 
- 2015 period were used as predictors. For the large- and medium-scale systems, remote-sensing and 
assimilated data presented potential advantages compared to traditional measurements [164, 329] due 
to their known high spatial and temporal resolution, advanced calibration and validation (i.e. high 
correlation with discrete field measurements) [328, 330]. Environmental parameters for the small-scale 
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system (System 3) were calculated from samples collected fortnightly over the course of a year and 
expressed as annual mean values for each depth.  
 
4.2.3 Elliptic Fourier analysis of shell outlines 
Shape analyses of Mytilus shells were performed through a geometric morphometrics approach [246]. 
I used an elliptic Fourier analysis (EFA) of outlines [274, 276] to examine shell shape variation both 
within and between populations from different study systems. This elliptic Fourier method presents 
several advantages compared to older approaches [274]: complex shapes can be fitted, outlines 
smoothed, starting points normalised, and homothetic, translational and rotational differences removed 
[258, 274, 278, 283] (Section 2.4.3).  
Outlines of orthogonal lateral and ventral views of the left valves were digitised, converted into a list 
of x-y pixel coordinates and used as input data. The outlines for both views were then processed 
independently, geometrically aligned and later combined for analysis following the protocol in Sections 
2.4.4-2.4.8, (Figure 2.10c). I then computed an EFA on the resulting coordinates from shapes invariant 
to outline size and rotation. After preliminary calibration, I chose seven harmonics, encompassing 98% 
of the total harmonic power [283]. Four coefficients per harmonic were extracted for each shell outline 
(28 descriptors) and used as variables quantifying the geometric information [258]. 
A principal component analysis (PCA), with a singular value decomposition method, was performed 
on the matrix of coefficients to observe shape variation among individuals and populations from the 
different study systems. Calculated principal components (PCs) were considered as new shape 
variables. To understand the contribution of individual variables to shell shape, I reconstructed extreme 
outlines along each PC. The first 10 PCs, accounting for 97% of outline variation, were analysed with 
a multivariate analysis of variance (MANOVA) to test for significant effects of the location of origin 
and shell length (size) on shape variances. To visualise differences at the extremes of the morphospace, 
I generated deformation grids [245] and iso-deformation lines through mathematical formalisation of 
thin plate splines (TPS) analysis [259]. 
For the reference populations of M. edulis and M. trossulus, I performed a linear discriminant analysis 
(LDA) based on the new shape variables (PCs), with a leave-one-out cross-validation procedure, to 
identify the linear combination of shape features that was able to discriminate between Mytilus species. 
Standardised coefficients from the calculated discriminant function were used to compare the relative 
importance of each shape variables (PCs) at discriminating between species. I set a priori classification 
probabilities to be proportional to group sizes and Wilks’ λ were calculated to test for significant 
discrimination. I estimated discriminant coefficients to identify shell shape features that optimised the 
between-species differences “relative” to the within-species variation [258].  
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4.2.4 Data exploration and statistical modelling 
I selected for analysis the first five PCs, capturing 91% of shape variance and describing distinguishable 
features along the outline. I used generalised additive mixed models (GAMMs) [291, 327] to explain 
shape variance with respect to mean environmental parameters and shell size, and to compare between 
individual shape features (PCs). Given the dependency on the same set of predictors, I analysed all the 
PCs for each study system within the same model. This new approach allows i) accounting for the 
dependence of multiple shape variables, which describe synergistically the shell outline as a whole (as 
implied by the adopted EFA method), and ii) defining combinations of linear and non-linear 
relationships simultaneously. The among-individual shape variances were then analysed together 
without losing descriptive power or increasing the probability of Type I error [287].  
I carried out data exploration following the protocol in Section 3.1.1. Initial inspection revealed no 
outliers. Conditional boxplots showed heterogeneous shape variances (PCs eigenvalues) as a procedural 
consequence of the PCA. This required standardisation prior to analysis since I was not interested in 
between-feature heterogeneity [287]. Response variables did not require any transformation. Pairwise 
scatterplots and calculation of variance inflation factors (VIFs) [294] indicated low collinearity between 
predictors for System 1 and 2. For these systems, the effects of multiple environmental covariates on 
shape variance were modelled simultaneously only if VIFs < 3 [294]. I detected high collinearity among 
environmental predictors for System 3. Therefore, I performed a PCA on these explanatory variables to 
calculate new linear combinations of covariates accounting for the greatest variation in the original 
values [297]. I then used scores of orthogonal PCs (enviro-PC1, PC2 and PC3) as new independent 
environmental predictors to model shape variance. In addition, potential interactions between 
continuous covariates and shape features, and clear non-linear patterns were detected.  
I used GAMMs to model shape variance for i) large-scale (System 1), ii) medium-scale (System 2), iii) 
small-scale (System 3) study systems and iv) the pooled mussel populations (Atlantic system; Equation 
4.1). I employed a combination of a single question approach (individual systems) and an analysis of 
the pooled populations (Atlantic system) to model and differentiate local environmental effects, being 
more dependent on the geographical scales considered, from the general effects of environmental 
variation, having a more consistent influence on the shell shape of blue mussels from different regions. 
To model shape variance as a function of environmental covariates for the Atlantic system, I used a 
GAMM with a normal distribution (Equation 4.1). Fixed continuous covariates used were water 
temperature, salinity, and Chl-a concentration all fitted as smoothers, in addition to shell length 
(continuous), shape features (PC, categorical with five levels: PC1, …, PC5), and their interactions with 
continuous predictors. To incorporate the dependency among specimens from the same site of 
collection, I used site as a random effect. The final model was of the form: 




                𝜇𝑖𝑗𝑘 = 𝑓(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖) × 𝑃𝐶𝑗 + 𝑓(𝑆𝑎𝑙𝑖𝑛𝑖𝑡𝑦𝑖) × 𝑃𝐶𝑗 + 𝑓(𝐶ℎ𝑙-𝑎𝑖) × 𝑃𝐶𝑗 + 𝐿𝑒𝑛𝑔𝑡ℎ𝑖𝑘
+ 𝑃𝐶𝑗 + 𝐿𝑒𝑛𝑔𝑡ℎ𝑖𝑘 × 𝑃𝐶𝑗 + 𝑆𝑖𝑡𝑒𝑖 
               𝑆𝑖𝑡𝑒𝑖~ 𝑁(0; 𝜎𝑆𝑖𝑡𝑒
2 ) 
Equation 4.1 
where ShapeVarijk is the kth observation for jth PC (j = 1, …, 5 levels) and ith site (i = 1, …, 15 levels). f 
is the smoothing function and Sitei is the random intercept, which is assumed to be normally distributed 
with expectation 0 and variance 𝜎𝑆𝑖𝑡𝑒
2 . The f(continuous predictor) × PC interaction applies a smoother 
on the data for each PC.  
I manually selected the optimal amount of smoothing and a cubic regression spline was applied [291]. 
Variograms indicated no spatial or temporal autocorrelation. Statements about trends of shape variance 
with environmental gradients are based on the significance (at α = 0.01) of individual interaction terms 
between predictors and PCs. Models were optimised by first selecting the random structure and then 
the optimal fixed component [287, 323], following the protocol in Section 3.7. Visual inspection of 
residual plots indicated a violation of homogeneity in most cases. This required the use of specific 
variance structures (generalised least squares) allowing the residual spread to vary with respect to 
continuous predictors and shape features [287]. Once I found the optimal model (in terms of the random 
structure), I applied further selection by rejecting any non-significant interaction term between the 
explanatory variables. The principal tools for model comparisons were the corrected Akaike 
Information Criterion (AICc) and likelihood ratio tests for each nested model. Final models (Table 4.1) 
were validated by inspection of standardised residual patterns to verify the assumptions of normality, 
homogeneity and independence [287], as in Section 3.7.2. I used models to predict trends with 
environmental gradients and estimate the mean effect sizes (same measurement unit) of standardised 
environmental parameters. For standardisation, I subtracted the sample mean from the variable values 
and divided them by the sample standard deviation [𝑧𝑖 = (𝑥𝑖 − ?̅?) / 𝜎𝑥]. Confidence intervals (95% CI) 
and mean effect sizes were estimated to compare the magnitude of the effect of individual covariates 
on the responses. If the confidence intervals did not overlap with zero, the effect size was considered 
significant. 
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Table 4.1 Optimal models 
Best models after selection of random part (variance structures) and fixed components for 
each study systems are reported. 



















4.3.1 Mussel geometric morphometrics  
The first two PCs, from PCAs performed on harmonic coefficients, accounted for 68.7%, 70.0% and 
66.1% of the shape variation among individuals from Systems 1, 2 and 3 respectively, and 70.2% of 
variance for the Atlantic system. Scatterplots of PC1 and PC2 showed a clear separation among groups 
across the morphospace (Figure 4.2a - c, 4.3a), revealing marked among-individual variation for both 
lateral and ventral views. For the Atlantic system, MANOVAs revealed significant effects of collection 
site (Wilk's λ = 0.032, approximate F1,419 = 12.611, p < 0.0001) and shell length (Wilk's λ = 0.873, 
approximate F1,419 = 5.95, p < 0.0001) on shape variance. Additionally, significant influences of location 
of origin and shell length at different geographical scales were identified (Table 4.2). Mean shapes and 
TPS analyses indicated the main outline deformations required to pass from one extreme of the 
morphospace to another (Figure 4.2d, 4.3b, 4.4).  
𝑆ℎ𝑎𝑝𝑒𝑉𝑎𝑟𝑖𝑗𝑘 = 𝑓𝑗(𝑇𝑒𝑚𝑝𝑖) +  𝑓𝑗(𝑆𝑎𝑙𝑖) +  𝑓𝑗(𝐶ℎ𝑙𝑎𝑖) +  𝛽1𝑗𝐿𝑒𝑛𝑔𝑡ℎ𝑖𝑘 +  𝑆𝑖𝑡𝑒𝑖 +  𝜀𝑖𝑗𝑘 
                𝑆𝑖𝑡𝑒𝑖 ~ 𝑁(0; 𝜎𝑆𝑖𝑡𝑒
2 ) 
                  𝜀𝑖𝑗𝑘  ~ 𝑁(0; 𝜎
2 × 𝑒2𝛿𝑗 𝑇𝑒𝑚𝑝𝑖) 
𝑆ℎ𝑎𝑝𝑒𝑉𝑎𝑟𝑖𝑗𝑘 = 𝑓𝑗(𝑇𝑒𝑚𝑝𝑖) +  𝑓𝑗(𝑆𝑎𝑙𝑖) +  + 𝛽1𝑗𝐶ℎ𝑙𝑎𝑖 +  𝛽2𝑗𝐿𝑒𝑛𝑔𝑡ℎ𝑖𝑘 +  𝑆𝑖𝑡𝑒𝑖 +  𝜀𝑖𝑗𝑘 
               𝑆𝑖𝑡𝑒𝑖 ~ 𝑁(0; 𝜎𝑆𝑖𝑡𝑒
2 ) 
                  𝜀𝑖𝑗𝑘  ~ 𝑁(0; 𝜎
2 × 𝑒2𝛿𝑗 𝑇𝑒𝑚𝑝𝑖) 
𝑆ℎ𝑎𝑝𝑒𝑉𝑎𝑟𝑖𝑗𝑘 = 𝑓𝑗(𝑆𝑎𝑙𝑖) +  𝛽1𝐶ℎ𝑙𝑎𝑖 +  𝛽2𝐿𝑒𝑛𝑔𝑡ℎ𝑖𝑘 +  𝑆𝑖𝑡𝑒𝑖 +  𝜀𝑖𝑗𝑘 
                 𝑆𝑖𝑡𝑒𝑖 ~ 𝑁(0; 𝜎𝑆𝑖𝑡𝑒
2 ) 
                   𝜀𝑖𝑗𝑘  ~ 𝑁(0; 𝜎
2 × 𝑒2𝛿𝑗 𝐶ℎ𝑙𝑎𝑖) 
𝑆ℎ𝑎𝑝𝑒𝑉𝑎𝑟𝑖𝑗𝑘 = 𝑓𝑗(𝑇𝑒𝑚𝑝𝑖) +  𝛽1𝑗𝐶ℎ𝑙𝑎𝑖 +  𝛽2𝐿𝑒𝑛𝑔𝑡ℎ𝑖𝑘 +  𝑆𝑖𝑡𝑒𝑖 +  𝜀𝑖𝑗𝑘 
                𝑆𝑖𝑡𝑒𝑖 ~ 𝑁(0; 𝜎𝑆𝑖𝑡𝑒
2 ) 
                  𝜀𝑖𝑗𝑘  ~ 𝑁(0; 𝜎
2 × 𝑒2𝛿𝑗 𝐶ℎ𝑙𝑎𝑖) 
𝑆ℎ𝑎𝑝𝑒𝑉𝑎𝑟𝑖𝑗𝑘 = 𝑓𝑗(𝑒𝑛𝑣𝑖𝑟𝑜. 𝑃𝐶1𝑖) +  𝐵𝑎𝑡𝑐ℎ𝑖 +  𝜀𝑖𝑗𝑘  
               𝐵𝑎𝑡𝑐ℎ𝑖  ~ 𝑁(0; 𝜎𝐵𝑎𝑡𝑐ℎ
2 ) 
                      𝜀𝑖𝑗𝑘  ~ 𝑁(0; 𝜎
2 × 𝑒2𝛿𝑗 𝑒𝑛𝑣𝑖𝑟𝑜.𝑃𝐶1𝑖) 
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Figure 4.2 Among-population variations in outlines and shape features 
Scatterplots of the first two PCs from PCAs performed on the elliptic Fourier coefficients, 
of lateral and ventral shell views, showing a clear separation and marked shape variation 
among specimens from (a) System 1 (large-scale), (b) System 2 (medium-scale) and (c) 
System 3 (small-scale). Confidence intervals for each group of origin (ellipses) and the 
reconstructed morphospace (background) are shown. (d) Mean shape differences of lateral 
(VL) and ventral (VV) views between populations or batches at the extremes of the 
morphospace: System 1 populations 8 - 2, System 2 locations A - E, and System 3 batches 
I - VII. Population 8 had rounder and wider shells, with higher and more convex ventral 
sides than population 2 (elongated and narrow shells). Location A was characterised by 
rounder and higher shells with a more convex ventral side than site E (elongated and wide 
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shells with almost parallel dorsoventral margins). Mussels from batch I displayed more 
elongated shells, with a smaller height, ligament area and width than mussel from batch 
VII (round shells). All the reconstructed mean outlines showed a consistent variation in 
distinct shell features: shell height, ventral side shape, ligament area and shell width. (e) 
Discriminant function calculated from a LDA on the new shape variables showing a 
significant separation between species (Wilk's λ = 0.264, approximate F1,113 = 29.00, p < 
0.0001) and differences between the mean shell outlines for the individual groups (red: 
Mytilus edulis; black: M. trossulus). (f) Shape variables (PC5, 7, 9 and 10) contributing the 
most to discriminate between species. These PCs captured the species-contribution to the 
shell shape of Mytilus (7% of total shape variance). Individual contributions to the mean 
outline are represented through the reconstruction of mean shapes for high (red) and low 
(black) PCs values (Mean ± 3 SD, respectively). 
 
I identified shape features that contributed the most to the observed patterns of shape variation for 
different systems through comparison of reconstructed outlines at the extremes of the morphospace 
along each axis. The first five PCs, depicting the variation in specific shell features, were described 
through their individual contribution to the outline reconstruction for increasing PC values, for 
individual study systems (Figure 4.5, 4.6a, Supporting Table A.3) and the Atlantic system (Figure 4.6b, 
Supporting Table A.3). 
A LDA based on the new shape variables allowed the identification of the shape features that 
discriminate most between the two Mytilus species and to isolate the species-contribution to the shape 
variance. Ninety-seven percent of individuals were correctly reclassified by the new discriminant 
function (Figure 4.2e). The LDA on the reference populations produced an efficient separation between 
groups and a cross-validation (leave-one-out) at species level showed a high confidence in the 
reclassification (98.3% and 94.6% of correct reattribution for M. edulis and M. trossulus, respectively). 
Standardised discriminant coefficients indicated PC5 (3%), PC7 (2%), PC9 (1%) and PC10 (~1%) had 
the highest contribution to the separation between species. I selected these PCs as the variables 
capturing most of the shape information on the species-contribution to Mytilus shell shape. The 
identified variables contributed to subtle variations in shell outlines (Figure 4.2f) and showed limited 
overlap with the shape features described by the PCs capturing the most of shape variance among 
individuals (PC1 - PC4). 
 
4.3.2 Shell shape variation and environmental factors 
GAMMs indicated highly significant relationships between the axes capturing most of the shape 
variation and environmental parameters for all the study systems, with associations depending on the 
shape features (PCs) and system considered. Only significant relationships (p < 0.01) are presented in 
the following section. 
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4.3.2.1 System 1 – Large geographical scale  
The model (Supporting Table A.4) showed positive and negative non-linear relationships of PC1 with 
temperature and salinity, respectively. I detected associations of PC2 with salinity, shell length and Chl-
a. PC3 and PC4 showed marginal negative relationships with temperature and Chl-a, respectively. 
Overall, I observed the formation of elongated and narrow shells with decreasing temperature and 
salinity (Figure 4.7a), and a transition from elliptical to more elongated, curved, and wider profiles with 
increasing food supply and shell length (Figure 4.8). An exponential variance structure indicated a 
negative effect of water temperature (df = 5, L = 39.82, p < 0.0001) on shape variance. 
4.3.2.2 System 2 – Medium geographical scale  
GAMMs (Supporting Table A.4) indicated a non-linear association between PC1 and salinity only. PC2 
and PC5 showed negative relationships with salinity and temperature. The model revealed a general 
positive effect of shell length (df = 1, F1,126 = 7.75, p = 0.0055). Overall, I observed more elongated, 
wide shells and more squared margins with decreasing salinity and temperature (Figure 4.9a). Round 
mussels with large ligament areas were associated with high salinities (~30 psu), while elongated, wide 
shells were characteristic of low salinities (~6 psu) (Figure 4.7b). An exponential variance structure 
indicated a positive effect of Chl-a concentration (df = 5, L = 52.05, p < 0.0001) on shape variance. 
4.3.2.3 System 3 – Small geographical scale  
Model selection reported significant effects of enviro-PC1 only along the cultivation rope (Supporting 
Table A.4). PCA indicated an equal positive contribution of water temperature and salinity, and a 
negative contribution of Chl-a concentration to the enviro-PC1 loadings. The optimal model showed a 
positive non-linear relationship with PC1, a marginal increasing trend with PC2, and a non-linear 
Table 4.2 MANOVA output 
Summary of MANOVA models on the first 10 calculated shape variables (PCs) for each 
study system, showing the effects of location of origin and shell length (size) on shape 
variance. 
Factor df Wilk's λ F num. df den. df p-value 
System 1       
Site 9 0.059 10.88 90 1889 <0.0001 
Length 1 0.849 4.94 10 277 <0.0001 
System 2       
Site 4 0.049 14.20 40 468 <0.0001 
Length 1 0.872 1.80 10 123 0.068 
System 3       
Batch 3 0.186 2.17 30 311 <0.0001 
Length 1 0.830 8.04 10 106 0.025 
Atlantic system      
Site 14 0.032 12.61 140 3381 <0.0001 
Length 1 0.873 5.95 10 410 <0.0001 
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association with PC5 (Figure 4.9b). Overall, shell height, width, and ligament length progressively 
increased with increasing values of enviro-PC1, showing a transition from elongated and narrow to 
round and wide mussel shells with increasing temperature, salinity, and decreasing food availability 
(Figure 4.7c). 
4.3.2.4 Atlantic system  
Equation 4.1 indicated relationships between blue mussel shape and all the modelled predictors (Table 
4.3, Figure 4.10a). PC1 showed positive relationships with temperature and shell length, and non-linear 
patterns with salinity and food availability. PC2 indicated non-linear relationships with temperature and 
Chl-a, a negative association with salinity and a positive one with shell length. I detected positive 
associations of PC3 with both temperature and salinity. PC4 was characterised by a positive relationship 
with temperature and non-linear association with salinity and food availability. Overall, I identified the 
 
Figure 4.3 Variation in outlines and shape features (Atlantic system) 
(a) Scatterplots of the first two PCs from a PCA performed on the elliptic Fourier 
coefficients, of lateral and ventral shell views, showing a clear separation and marked shape 
variation among specimens from the pooled locations. Confidence intervals for each group 
(ellipses) and the reconstructed morphospace (background) were represented. (b) Mean 
shape differences of lateral (VL) and ventral (VV) views between populations at the 
extremes of the morphospace. Population A showed rounder and narrower shells, with 
bigger height and more convex ventral sides than population 9 with elongated, curved and 
wide shells. 
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formation of elongated, narrow shells and more squared margins with decreasing salinity, an increasing 
shell height and width with increasing Chl-a and a transition from elliptical to elongated, curved and 
wider shells with increasing temperature and shell length (Figure 4.10a). I specified exponential 
variance structures [287] allowing residuals to vary with respect to surface temperature and shape 
features (PCs). The best variance structure indicated a negative exponential effect of temperature (df = 
5, L = 59.65, p < 0.0001) on shape variance. Mean effect sizes revealed differences in the relative 
contribution of modelled covariates (Table 4.3, Figure 4.10b). PC1 was characterised by a marked effect 
of shell length and environmental influences of temperature and Chl-a. Water salinity had the strongest 
effect on PC2, being about three times bigger than the effect of shell length. I also identified a marked 
influence of temperature, salinity and a weak effect of length on PC3, while PC4 was strongly 
influenced by all the environmental descriptors. I detected no effect on PC5. 
 
 
Figure 4.4 Mean shape differences at the extremes of the morphospace 
Deformation grids (left), depicting the bindings required to pass from an extreme of the 
morphospace to another, and iso-deformation lines (right), representing the outline regions 
subjected to different degrees of change (blue: low deformation; red: strong deformation), for 
(a) System 1, populations 8 and 3, (b) System 2, populations A and E, (c) System 3, batches I 
and VII, and (d) Global system, populations A and 9. 
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Figure 4.5 PCs contribution to shape reconstruction (System 1 and 2) 
Contribution of the first five shape variables (PCs) to shape variation (large-scale and 
medium-scale study systems). The average shell shapes, for both lateral and ventral views, 
were represented for increasing values along each PC (Mean  3 SD, Mean, Mean + 3 SD) 
and extreme shapes were compared (Mean ± 3 SD). 
 
Figure 4.6 PCs contribution to shape reconstruction (System 3 and Atlantic system) 
Contribution of the first five shape variables (PCs) to shape variation (small-scale and 
Atlantic study systems). The average shell shapes, for both lateral and ventral views, were 
represented for increasing values along each PC (Mean  3 SD, Mean, Mean + 3 SD) and 
extreme shapes were compared (Mean ± 3 SD). 
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4.4 Discussion 
Shape analysis is a fundamental component of several areas of biological research [246]. In ecology, it 
can allow discrimination of shapes of organisms from specific habitats and understanding of the 
underlying mechanisms leading to variation of morphological structures [274]. This is especially 
important for economically and ecologically valuable taxa, such as blue mussels [126, 130]. With 
regards to aquaculture, shape variations under changing environments could produce fragile shelled 
mussels [99]. These are less valuable economically [331], being easily damaged during harvest, 
grading, and transport processes, and may lead to significant financial losses for the industry [155]. In 
natural habitats, changes in shapes and structural integrity of shells can increase their vulnerability to 
predation [83, 99], with potential profound cascade impacts on whole ecosystems [25].  
Geographical variation in Mytilus shell shape is confounded by marked shell modifications during 
growth [159] and among-species differences [205, 211], on top of which environmental heterogeneity 
strongly influences spatial shape patterns [162]. Several studies have explored the effects of these 
individual factors on natural shape variations in different mussel species. Seed [159, 209] investigated 
the influence of growth rate and age on M. edulis form, providing a qualitative baseline for the 
interpretation of its developmental changes. The effect of genotype on shell shape and morphology has 
also been explored for the Atlantic mussels, showing differences among taxa in various geographical 
regions [155, 205, 324]. Modelling was used to identify the relationships between mussel growth and 
environmental factors across relatively small spatial scales [164], while broad-scale studies have 
highlighted consistent morphometric patterns along latitudinal gradients in the South Pacific [207, 208]. 
In addition, experimental induced phenotypic shape responses have indicated potential deleterious 
effects of future increases in temperature and pCO2 on shell integrity of M. edulis [99]. Moreover, a 
body of research showed many factors have more local influences on shape, such as hydrodynamic 
regimes, ice cover and parasitic diseases [130, 324, 332]. However, our ability to forecast heterogeneous 
patterns of mussel shape responses to altered environmental conditions in multi-population studies is 
limited by our ability to uncouple the contributions of developmental (age) and genetic (species) factors 
from shell shape variations. Specifically, heterogeneous size classes and multiple species prevent us 
from identifying general relationships between Mytilus shape variation and local drivers without 
selectively controlling for these two confounding factors (i.e. analysing similarly sized individuals 
and/or different species separately).  
In this study, the combination of EFA, GAMMs, and multiple systems on different spatial scales 
allowed the identification of shell features under control of age and species factors and allowed me to 
uncouple these from the modelled shape variance to describe independent general and more local 
relationships between Atlantic Mytilus shape and natural environments. 
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Figure 4.7 Response of Mytilus shape and heterogeneity to environmental variation 
Left: graphs show a marked convergence of average shell shapes for the individual study 
systems. (a) System 1, large-scale North Atlantic and Arctic populations (only populations 1, 
4, 5, 9 and 10 are shown in the background), (b) System 2, medium-scale Baltic region and (c) 
System 3, small-scale Loch Leven. The convergence of mean shell outlines at different 
geographical scales indicates the consistent formation of elongated, narrow shells and more 
parallel dorsoventral margins under lower temperature and salinity. Right: graphs represent 
system-wise patterns of shape heterogeneity with habitat conditions estimated from optimal 
variance structures within individual GAMMs. Loess smoothers (dashed lines) are fitted for 
visual interpretation. (d) The range of shell variation in North Atlantic and Arctic populations 
(System 1) showing the formation of more heterogeneous shapes in colder waters. (e) Positive 
trend of shape variance in the Baltic region (System 2) depicting more heterogeneous shell 
shapes with increasing food levels. (f) Pattern of shape variance for the Atlantic system 
showing an increase of shape heterogeneity with decreasing water temperature. 
4.4.1 Quantifying environmental effects on shell shape 
Environmental influence on mussels is complex, with interacting factors that may result in a variety of 
shape patterns [162]. These interactions make it problematic to isolate effects of single drivers in natural 
environments and constrain predictive power [38, 333]. Among these drivers, population density and 
predation influence responses in blue mussels including changes in shell proportions [159] and structure 
[198, 334]. Genotypic differences and hybridisation within the Mytilus edulis species-complex are also 
known to influence spatial patterns of shell variation  [130, 151, 205, 211]. Moreover, although I 
considered the annual mean of environmental parameters, other factors could have substantial effects 
on mussel growth and shape, such as seasonality and the environmental conditions during specific life-
stages [43, 78]. However, it is not always possible to include all the interacting drivers at the different 
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scales of analysis. I overcame these limitations through the study of blue mussel populations collected 
from systems on various geographical scales and with known genetic status, overall providing different 
degrees of control on regional confounding factors. 
Specifically, in the aquaculture system (small-scale, System 3) the cultivation technique considerably 
reduces accessibility of predators [158] and densities are often actively controlled [335]. In mussel 
farms on the Scottish west coast, multiple Mytilus species and hybrids generally occur in relatively low 
frequencies and are geographically restricted [158]. Therefore, I used cultured mussels to identify fine-
scale shape responses to different environmental exposures (depending on cultivation depth) in a habitat 
offering ideal conditions for rapid growth. In the Baltic Sea (medium-scale, System 2), mussels 
constitute 80-90% of the coastal animal biomass [152] and have a strong advantage over competitors 
for space [336]. This dominance is attributed to an almost complete absence of predators [152, 337]. 
Here, an increasing M. edulis × M. trossulus hybridisation with decreasing salinity has been reported 
[149, 151]. Overall, this region offered low competition and predation across different salinities ranging 
 
Figure 4.8 Mytilus shell shape patterns (System 1) 
Modelled shape trends of individual shell features (PC1 - PC5) with environmental descriptors 
(surface waters temperature, salinity and Chl-a concentration) and shell length (size) for the 
large-scale study system. Predicted values (continuous lines), 95% CIs (dashed lines) and 
significance level of each fitted smoother and linear predictor are shown. Mussel shape 
variations described by each shape variable are represented through comparison of mean 
outlines reconstructed for low and high PC values (blue: Mean  3 SD; red: Mean + 3 SD). 
(Significance, n.s. p > 0.01, * p < 0.01, ** p < 0.001, *** p < 0.0001) 
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from marine (~32 psu, outer basin) to brackish waters (~6 psu, inner basin). Conversely, Northern 
Atlantic and Arctic Mytilus populations (large-scale, System 1) face variable predation pressures with 
latitude [338] and competition for space [159, 207]. These confounding factors are generally difficult 
to quantify directly across a wide geographical scale. However, the possibility to demonstrate broad-
scale shape patterns across latitudinal gradients and to compare these variations with more local trends 
(System 2 and 3) provided complementary information on the factors regulating mussel form and made 
it possible to draw more general conclusions on shell shape plasticity.  
 
4.4.2 Local shape variation 
In System 1 (Figure 4.7a, 4.8), I observed a strong environmental influence on the shape variation 
captured by PC1, and additional temperature and Chl-a effects on PC3 and PC4, respectively. 
According to documented growth trends of Mytilus [159], PC2 indicated a strong developmental (age) 
effect on shape variance, describing differences between young (round) mussels and old (curved with 
 
Figure 4.9 Mytilus shell shape patterns (System 2 and 3)  
Modelled shape trends of individual shell features (PC1 - PC5) with environmental descriptors 
(surface waters temperature, salinity and Chl-a concentration) and shell length (size) for the 
(a) medium- and (b) small-scale study systems. Predicted values (continuous lines), 95% CIs 
(dashed lines) and significance level of each fitted smoother and linear predictor are shown. 
Mussel shape variations described by each shape variable are represented through comparison 
of mean outlines reconstructed for low and high PC values (blue: Mean  3 SD; red: Mean + 
3 SD). (Significance, n.s. p > 0.01, * p < 0.01, ** p < 0.001, *** p < 0.0001) 
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wider shells) individuals. Exponential variance structures indicated formation of more heterogeneous 
average shapes with decreasing temperature (Figure 4.7d).  
Mussels in System 2 (Figure 4.7b, Figure 4.9a) showed marked environmental effects on the shape 
captured by PC1 and PC2, although no correlation between salinity gradients and shell traits was found 
previously using traditional morphometrics [339]. I observed increasing elongation and shell width with 
decreasing salinity, indicating a stronger effect of this factor on shape than increasing mussel densities 
in the inner Baltic as previously thought [172]. The formation of more heterogeneous shapes for higher 
Chl-a concentrations (Figure 4.7e) suggests a strong effect of food availability on mussels growing at 
low salinities, especially near Baltic coastal lagoons, where food-enriched water inputs are markedly 
seasonal [340].  
 
Table 4.3 GAMM summary results for smooth and linear terms (Equation 4.1) 
Estimated degrees of freedom, F statistics, significance values (upper table), mean effect 
size of predictors for each response variable (PCs) and 95% CIs (lower table), for each 
term from the interactions between environmental covariates and PCs are reported. 
PCs edf Estimate F p-value 95% CI 
f(Temperature) × PCs 
PC1 1.92 -1.11 13.89 <0.0001 -1.722; -0.500 
PC2 1.98 0.40 26.67 <0.0001 -0.171; 0.975 
PC3 1.88 -0.51 6.38 0.0012 -0.908; -0.120 
PC4 1 -1.12 11.38 0.00076 -1.716; -0.527 
PC5 1.87 -0.12 2.95 0.038 -0.691; 0.444 
f(Salinity) × PCs 
PC1 2.00 0.30 101.32 <0.0001 -0.161; 0.756 
PC2 1 0.82 13.13 0.0003 0.382; 1.268 
PC3 1.26 -0.95 13.36 0.0001 -1.378; -0.514 
PC4 1.98 0.83 23.71 <0.0001 0.389; 1.271 
PC5 1.86 -0.28 3.65 0.059 -0.736; 0.173 
f(Chl-a) × PCs 
PC1 1.94 0.99 11.79 <0.0001 0.351; 1.631 
PC2 1.88 0.53 5.77 0.0056 -0.095; 1.152 
PC3 1 0.39 1.57 0.21 -0.228; 1.016 
PC4 1.90 1.34 9.75 <0.0001 0.702; 1.984 
PC5 1.70 0.22 1.79 0.27 -0.425; 0.855 
Length × PCs 
PC1 1 0.55 70.64 <0.0001 0.406; 0.696 
PC2 1 0.26 13.60 0.0002 0.119; 0.406 
PC3 1 -0.33 18.75 <0.0001 -0.474; -0.190 
PC4 1 -0.10 1.74 0.19 -0.244; 0.043 
PC5 1 -0.17 3.80 0.051 -0.312; 0.022 
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In System 3, I detected a strong environmental effect on shell shape (PC1 - PC2; Figure 4.7c, Figure 
4.9b). This highlights how altered growth rates [162] as well as decreasing stocking densities with depth 
are likely to contribute to the shape variations along the cultivation rope.  
Overall, I observed similar shell shape patterns at different geographical scales, consisting of the 
formation of elongated, narrow shells and more parallel dorsoventral margins with decreasing 
temperature, salinity and food supply. There was also a consistent overlap among PCs for the different 
study systems, except for PC2 from System 1, describing a strong age effect on mussel shapes due to 
the wide range of size classes available. 
 
4.4.3 General shape variation 
The optimal model for the Atlantic system showed more general environmental effects on shell shape 
and confirmed some of the detected local relationships (Figure 4.10a). As with PC2 from System 1, 
PC1 revealed a strong age contribution. I detected a marked environmental influence on PC2, PC3 and 
PC4, demonstrating a strong effect of salinity on the shape responses in Mytilus (Figure 4.10b). The 
absence of environmental or age effects on PC5 indicated a genetic (species) influence on the captured 
shape variance. I also detected increased shape heterogeneity in colder waters corroborating the 
documented variance structure in System 1 (Figure 4.7f). 
Exponential variance structures revealed new patterns of shape heterogeneity depending on the spatial 
scale analysed (Figure 4.7d - f). The local trend observed for System 2 should be considered more of 
an independent case, showing how the strong salinity effect can be altered locally by increased food 
supply. On larger geographical scales, however, temperature had a stronger effect on shape 
heterogeneity. I observed heterogeneous mussel responses in colder waters, creating generally less 
favourable conditions for mussel growth [162, 166]. Specifically, identified growth alterations might 
be more evident due to potential competitive advantages of some individuals under environments 
selecting for specific shapes. On the other hand, in warmer waters, among-individual shape differences 
may be less conspicuous due to generally more favourable conditions and higher growth potential [162]. 
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Figure 4.10 Mytilus shell shape patterns and effect sizes 
(a) Modelled shape trends of individual shell features (PC1 - PC5) with environmental descriptors 
(surface waters temperature, salinity and Chl-a concentration) and shell length (size) for the 
mussel populations from the Atlantic system (Equation 4.1). Predicted values (continuous lines), 
95% CIs (dashed lines) and significance level (accuracy of estimated standard errors) of each 
fitted smoother and linear predictor are shown. Mussel shape variations described by each shape 
variable are represented through the comparison of mean outlines reconstructed for low and high 
PC values (blue: Mean 3 SD; red: Mean + 3 SD). (Significance, n.s. p > 0.01, * p < 0.01, ** p < 
0.001, *** p < 0.0001). (b) Mean effect sizes of temperature [Mean (SD) = 8.87°C (5.55)], salinity 
[Mean (SD) = 26.15 psu (10.54)], Chl-a [Mean (SD) = 2.13 mg m-3 (1.50)], shell length [Mean 
(SD) = 50.35 mm (17.03)] for individual shape variables (PCs) and their significance. Error bars 
represent 95% CIs. Significance is determined when the confidence interval does not cross zero 
(* p < 0.01). 
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4.4.4 Trends in shell shape  
An analysis of the Atlantic system and the comparative use of smaller-scale study systems allowed the 
identification of general patterns of shape variation as well as independent local trends. Few differences 
were detected between the individual levels of analysis, while the explained shape features and 
associations were generally consistent. 
The definition of independent variables (PCs) allowed the uncoupling of the individual components of 
shape variance affected by environmental, developmental (age) and genetic (species) factors, and the 
identification of the shell features characterised by the strongest shape alterations (Figure 4.11). 
Specifically, PC1 captured a significant proportion of shape variance related to age modifications of 
shell outlines during growth (Figure 4.11a). PC2 expressed the largest component of the environmental 
contribution to shape, describing shell variations under a marked salinity effect (Figure 4.11b). 
Additional environmental contributions were described by PC3 and PC4 affected by temperature, 
salinity and strongly by food availability (Figure 4.11c, d). PC5 (+ PC7, PC9, PC10) described the 
shape variance controlled by species identity and, therefore, the shell features discriminating between 
M. edulis- and M. trossulus-like specimens (Figure 4.11e). 
Overall, environmental variation influenced a larger proportion of shape variance (PC2 + PC3 + PC4: 
49%) and exerted a stronger effect than age (PC1: 38%) and species identity (PC5 + PC7 + PC9 + 
PC10: 7%) on the shell shape variation in Atlantic Mytilus. I detected similar Mytilus shape responses 
to less favourable conditions at the different scales of analysis, indicating the formation of elongated 
and narrow shells, with more parallel dorsoventral margins (Figure 4.7). These variations could be 
explained by shapes being driven by the maintenance principle of a physiologically favourable surface-
area to volume ratio [162], which increases in elongated shells. The observed shapes, along with 
physiological acclimatisation [53], could represent an important component of mussel adaptation to 
environmental stressors.  
GAMMs demonstrated water salinity to have a stronger influence (effect size) than other predictors on 
mussel shape variation than previously reported [164, 205, 339]. Results suggest this physical parameter 
can lead to dramatic shape changes under sub-optimal conditions to cope with increased metabolic costs 
resulting from osmotic stress in low saline waters [129]. My models also identified previously 
unrecognised Mytilus shape patterns revealing the formation of less heterogeneous outlines with 
increasing water temperature as well as more local effects of food supply on the variability of shape 
responses. My method allows the identification of specific environmental effects on shape variation and 
the use of contemporary mussels to forecast the responses of benthic communities to near-future climate 
changes at different regional scales. These findings could also be applied to the study of population 
responses with temporal clines and to promote the use of shell shape from fossils bivalves to understand 
past climates and environments.  




Figure 4.11 Effects of shape variance components on the outline reconstruction  
Contributions to mean shapes for the individual components of shape variance regulated 
by age, environmental and species factors. The influence of each PC on the average Mytilus 
shapes, for both lateral and ventral views, were visualised with: deformation grids (left), 
depicting the bindings required to pass from the average shape for low (black) to high (red) 
PC values, and iso-deformation lines (right), representing the outline regions subject to 
different degrees of change (continuous scale from blue, low deformation, to red, strong 
deformation). (a) PC1 (38%, age contribution) showed a progressive elongation of the 
shell, with the formation of convex ventral margins, giving a curved aspect to the outline, 
and an increase of shell width with increasing shell length [159]. (b) PC2 (32%, 
environmental contribution) illustrated the formation of elongated and narrow shells with 
decreasing salinity. (c) PC3 (12%, environmental contribution) explained a progressive 
rounding of dorsal margins and concaving of ventral profiles for increasing temperature 
and salinity. (d) PC4 (5%, environmental contribution) reported an increase of ventral 
concaveness with increasing food availability. (e) PC5 (+ PC7, 9, 10) (7%, species 
contribution) indicated the development of concave ventral sides and round dorsal margins 
in M. edulis-like individuals (red) and elongated shells with parallel dorsoventral margins 
in M. trossulus-like specimens (black). 
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4.5 Conclusions 
The combined use of EFA and GAMMs, and the employment of multiple study systems on a wide 
geographical scale made it possible to describe general relationships between shell shape variation in 
Atlantic Mytilus species and environmental drivers that are independent of developmental (age) and 
genetic (species) contributions to mussel shape. New methods allowed the identification of previously 
unrecognised patterns of mussel form and variations in specific shell features at a much finer scale than 
possible previously. 
1. EFA of outlines on blue mussel populations covering a wide latitudinal range (28°, about 3,980 
km) allowed an in-depth quantification of shell shape and the definition of new independent 
variables expressing shape variations at different regional scales.  
2. GAMMs and multiple levels of analysis (from small to large geographical scale) described 
general patterns as well as more local trends of natural shell shape variation and heterogeneity 
in blue mussels.  
3. Powerful statistical methods allowed the identification of shell features under control of 
environmental, age and species (M. edulis and M. trossulus) factors. The ability to uncouple 
these individual components from the modelled shape variance made it possible to describe 
independent relationships between blue mussel shape variation and environment. 
4. Models demonstrated that salinity has the strongest effect on the spatial patterns of shell shape 
variation, while temperature and food supply are the main predictors of shape heterogeneity, 
predicting potentially dramatic shape modifications in blue mussels under future environmental 
conditions.  
5. Blue mussels showed similar shell shape responses to less favourable environmental conditions 
at different geographical scales, with the formation of elongated, narrow shells and more 
parallel dorsoventral margins, suggesting shell shape variability represents an important 
adaptive component to environmental stressors.   
Although relationships between mussel shape and environmental factors were identified, more studies 
are needed to understand the adaptive significance of the observed alterations and their underlying 
causes. Therefore, by providing appropriate study systems and accurate ways to quantify animal shape 
and diversity, morphological variation can represent a powerful indicator for understanding the 
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heterogeneity predict geographic resistance 
patterns of blue mussels to future change 
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Telesca, L., Peck, L. S., Sanders, T., Thyrring, J., Sejr, M. K., Harper, E. M. Plasticity and 
environmental heterogeneity predict geographic resilience patterns of foundation species to future 
change. in review (2018). Preprint DOI: 10.1101/401588 
 
5.1 Introduction 
Unprecedented global environmental changes are driving scientists to conduct research that will provide 
increased understanding of the mechanisms underlying geographic variation in species’ responses to 
future environmental conditions [26, 341]. However, our ability to forecast emergent ecological 
consequences of climate change on marine populations, communities and ecosystems remains limited 
[38]. Ecosystem-wide projections are severely constrained by heterogeneous patterns of ocean warming 
and acidification [6], multiple interacting stressors [39], and species-specific effects [21], as well as 
predictive models which often exclude important biological mechanisms when projecting changes to 
species and ecosystems in response to climate change [341]. A better mechanistic understanding of the 
biological processes and environmental sources mediating species’ responses to disturbances is critical 
for building the theoretical baseline necessary to forecast the combined effects of multiple emerging 
stressors [38, 341]. 
Advances in macroecology suggest that permanent environmental mosaics, defined by spatial overlaps 
of non-monotonic environmental gradients [43], as well as regional adaption or acclimatisation [18, 22, 
46], dictate geographic variations in species performance and sensitivity to environmental change in 
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marine ecosystems. Key to these works is that responses vary among populations and individual taxa 
[18, 21, 108], which often play disproportionately strong roles in structuring benthic communities [24]. 
Thus, species-specific biological mechanisms driving organismal variability may shape differential 
regional responses of foundation species to co-occurring multiple drivers. This can establish spatial 
patterns of unexpected susceptibility of marine communities to future conditions. 
Climate change is considered a major threat to marine ecosystems worldwide, with ocean warming and 
acidification profoundly affecting species life history and ecology [21, 22], as well as community 
structure and ecosystem dynamics [23, 24]. Species producing calcium carbonate (CaCO3) shells and 
skeletons are possibly experiencing the strongest impacts of rapid environmental changes [21]. 
Knowledge of their sensitivity is derived largely from experimentally induced responses in model 
organisms [21, 26], while complex variations under multiple stressors have rarely been investigated in 
natural environments [23, 24, 43, 44]. Therefore, inferences made from experimental studies can be 
misleading and not fully applicable to marine ecosystems [46]. Indeed, species-specific mechanistic 
responses to habitat alterations [342] on top of mixed outcomes of environmental interactions (additive, 
synergistic or antagonistic) make future ecosystem predictions extremely challenging. This leaves open 
the question: do differences in biological mechanisms, shaping regional differences in responses of 
calcifiers to interacting environmental stressors, define geographic patterns of unforeseen species 
sensitivity or resistance to global environmental change? 
A body of research has focused on responses of marine calcifiers to altered water chemistry [21, 26], 
but studies have rarely considered changes in biogeochemical cycles that strongly mediate biological 
responses to environmental alterations [6]. Among those, a marked intensification of the global water 
cycle in response to warming (+ 4% for + 0.5°C) has been documented over recent decades through 
changes in ocean salinity [34]. Salinity is a major ecological factor dictating survival of aquatic 
organisms and ecosystem functioning. Multidecadal studies have revealed a global salinity pattern 
following the “rich-get-richer” mechanism, where salty ocean regions (compared to the global mean) 
are getting saltier (mid-latitudes), whereas low salinity regions are getting fresher (tropical convergence 
zones and polar regions) [34]. In a future 2 - 3°C warmer world [5], a substantial 16 - 24% intensification 
of the global water cycle is predicted to occur making latitudinal gradients of salinity much sharper 
[34]. However, emergent ecological effects of changing salinity on calcifying species and marine 
communities are largely unknown. 
Atlantic mussels, Mytilus edulis and M. trossulus, are important bed-forming foundation species 
throughout the eulittoral ecosystems of the northern hemisphere (up to 90% of epibenthic biomass), and 
represent valuable resources for aquaculture (192,000 tonnes produced in 2015 worth 325 million USD) 
[8]. Growing awareness of the consequences of climate change on biodiversity and industry that Mytilus 
Chapter Five  105 
 
species support has stimulated a number of studies to estimate the response potential of these habitat-
forming calcifiers to changing ocean conditions [62, 83, 99, 108, 110].  
Calcareous shells perform a range of vital functions in Mytilus. Because shell integrity determines 
survival, shell traits are subject to strong selection pressure with functional success or failure a 
fundamental evolutionary driver. Mytilus shell consists of three layers (see Section 1.2.10, Figure 1.7): 
(1) the outer organic periostracum, (2) the calcareous prismatic layer, and (3) the calcareous nacreous 
layer. These calcareous layers are characterised by different microstructures and more (e.g. aragonite) 
or less (e.g. calcite and organics) soluble components the combination of which determines chemical 
and mechanical shell properties [83, 99]. Differences in energetic costs of making shell components 
[44] combined with future shifts in environmental gradients [6] may influence variations in shell 
production, composition and structure, shaping regional patterns of shell strength and resistance to 
acidification. 
Mytilus growth, biomineralisation and fitness are linked to multiple drivers, including water 
temperature, salinity and food supply [chlorophyll-a (Chl-a) concentration] [51, 53] (see Section 1.2.7). 
In the North Atlantic and Arctic Oceans, these key environmental factors vary heterogeneously with 
latitude (Figure 5.1a, b), encompassing a range of conditions predicted under different future climate 
change scenarios [5]. Here I hypothesise that biological mechanisms driving spatial variations in shell 
production, mineral and organic composition: i) shape regional differences in the responses of Mytilus 
species to interacting environmental drivers, and ii) define geographic patterns of unanticipated mussel 
vulnerability in the face of global environmental changes. 
Despite projected environmental alterations [6, 34], salinity gradients have been overlooked in large-
scale models predicting emergent effects of climate changes on marine organisms. This knowledge is 
essential to predict whether environmental changes affect shell variability (i.e. thickness, mineral and 
organic content) and its properties, especially in calcifying foundation species such as M. edulis and M. 
trossulus. These factors are crucial for understanding species regional susceptibility patterns to other 
rapidly emergent stressors, such as warming and acidification [38]. 
In this study, I examine the relationships between the plasticity in Mytilus shell production and 
composition (from juveniles to large adults) and interactive environmental gradients of surface water 
temperature, salinity and Chl-a concentration in 17 populations spanning a latitudinal range of 30° 
(3,334 km) across the Atlantic-European and Arctic coastline (Figure 5.1a, b). In particular, I test for a 
latitudinal effect on Mytilus shell calcification (variation in shell thickness and organic content) that I 
hypothesise will show a general decrease from temperate to polar regions. I also identified 
environmental sources and magnitude of regional variations in shell deposition, to test whether salinity 
affects shell production and mineral composition during growth, driving changes of mechanical and 
chemical shell properties. Finally, I modelled spatial trends in the production of individual shell layers 
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with environmental gradients, to test whether biological mechanisms, driving variations in shell 
structure and properties, shape regional responses of Mytilus to interacting stressors (especially salinity) 
and define geographic patterns of sensitivity to future changes. 
 
5.2 Materials and methods 
5.2.1 Mytilus collection 
I sampled individuals from a total of 17 Mytilus (Mytilus edulis and M. trossulus) populations along the 
North Atlantic, Arctic and Baltic Sea coastlines from four distinctive climatic regions (warm-temperate, 
cold-temperate, subpolar, and polar) covering a latitudinal range of 30° (a distance of 3,334 km), from 
Western European (Brest, North-West France, 48°N) to Northern Greenlandic (Qaanaaq, North-West 
Greenland 78°N) coastlines (Figure 5.1a). During December 2014 - September 2015, mussels of various 
size classes for each site (shell length of 26 - 81 mm) were sampled from the eulittoral (low intertidal) 
zone on rocky shores for a total of 424 individuals (Supporting Table A.5). For each specimen, shell 
length was measured with digital callipers (0.01 mm precision) and used as a within-population proxy 
for age. I analysed Mytilus populations of which the genetic structure was known, with particular focus 
on species identity and hybrid status (M. edulis × M. trossulus). Mytilus shells used were either from 
specimens already evaluated in genetic investigations or mussels obtained from sites routinely used in 
regional monitoring programs that provided information on species identity (Supporting Table A.5). 
Areas where the Mediterranean mussel, Mytilus galloprovincialis, was present were avoided. I did, 
however, sample few (3) sites with very low levels of M. edulis × M. galloprovincialis hybridisation. 
 
5.2.2 Mussel shell preparation 
Left shell valves (n = 424) were set in polyester resin (Kleer-Set FF, MetPrep, Coventry, U.K.) blocks 
and prepared following the procedure in Section 2.2. Embedded specimens were sliced longitudinally 
along their axis of maximum growth (Figure 2.2) using a diamond saw and then progressively polished 
with silicon carbide paper (grit size: P800 - P2500) and diamond paste (grading: 9 - 1 µm). Photographs 
of polished sections (Figure 2.2) were acquired with a stereo-microscope (Leica M165 C equipped with 
a Leica DFC295 HD camera, Leica, Wetzlar, Germany) and shell thickness was measured using the Fiji 
software (v1.51u). Since larger individuals had undergone evident environmental abrasion or 
dissolution which removed the periostracum and prismatic layer closer to the umbo, I estimated the 
thickness of the whole-shell, prismatic and nacreous layers at the midpoint along the shell cross-section.  
The proportion of calcite was estimated as: 





 ) × 100 
Equation 5.1 
Periostracum thickness was measured at the posterior edge where it attaches to the external side of the 
prismatic layer, to estimate the fully formed organic layer that was unaffected by decay or abrasion 
[185]. 
 
Figure 5.1 Mytilus spp. collection sites and environmental heterogeneity 
(a) Thermal map of North-East Atlantic and Arctic surface waters from the CMEMS 
(http://marine.copernicus.eu/) biogeochemical datasets showing locations (open circles) 
where Mytilus was collected from across the Eastern European and Greenlandic coastlines 
(from 48°N to 78°N): (1) Brest, France, (2) Exmouth, England, (3) Oostende, Belgium, (4) 
Texel, Netherlands, (5) Usedom, (6) Kiel, (7) Ahrenshoop, (8) Sylt, all Germany, (9) 
Kerteminde, Denmark, (10) Tarbet, Kintyre, Scotland, (11) St. Andrews, Scotland, (12) 
Kristineberg, Sweden, (13) Nynäshamn, Sweden (14) Trondhiem, Norway, (15) Tromsø, 
Norway, (16) Upernavik, Greenland and (17) Qaanaaq, Greenland. Map created with 
ArcMap 10.5 (ArcGIS software by Esri, http://esri.com), background image courtesy of 
OpenStreetMap (http://www.openstreetmap.org). (b) Latitudinal gradients for sea surface 
temperature, salinity and chlorophyll-a (Chl-a) concentration, showing environmental 
heterogeneity across the study regions. Mean values (May - October, filled circles) and SD 
(horizontal lines) for the 6-year period 2009 - 2014 were estimated from CMEMS datasets. 
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5.2.3 Organic content analyses 
I performed thermogravimetric analyses (TGA) to estimate the weight proportion (wt%) of organic 
matrix within the prismatic layer. Mytilus edulis specimens were selected from four populations (sites 
1, 11, 15, 16, Figure 5.1a) to explore differences in shell organic content under temperate and polar 
regimes. I removed the periostracum by sanding, and prismatic layer tiles (8 × 5 mm, n = 20 × 4 sites) 
were isolated along the posteroventral shell margin. Tiles were cleaned, air-dried and then finely 
ground. Ten milligrams of this powdered shell were tested with a thermogravimetric analyser (TGA 
Q500, TA Instruments, New Castle, DE, U.S.A.). Samples were subjected to constant heating from 
~25°C to 700°C at a linear rate of 10°C min-1 under a dynamic nitrogen atmosphere and weight changes 
were recorded (see protocol in Section 2.3.5). I estimated the wt% of organic matter within the shell 
microstructure as the proportion of weight loss during the thermal treatment between 150°C and 550°C 
(Figure 2.5).  
 
5.2.4 Environmental characterisation  
I selected three key environmental drivers based on their known influence on mussel growth, their level 
of collinearity across the geographic scale investigated and the forecasted major ocean alterations under 
climate change [5]. For each site, measurements of sea surface temperature, salinity and Chl-a 
concentration, the latter being used as a proxy for food supply [53], were generated using the Copernicus 
Marine Environment Monitoring Service (CMEMS) (http://marine.copernicus.eu/). These climate 
datasets are composed of high-resolution physical and biogeochemical assimilated (integration of 
observational and predicted information) daily data (n = 2,191 per parameter) (Appendix B, 
Environmental Datasets). To provide a first order approximation of the water conditions prevailing 
during the near-maximum rates of shell deposition [343], I expressed parameters as mean May - October 
values averaged over the 6-year period 2009 - 2014 and used these as input variables (Figure 5.1b, Table 
5.1). 
Direct environmental monitoring for each site was not feasible due to the number of populations 
analysed, their geographic range (> 3,300 km) and the temporal resolution (6 years) required to estimate 
the average growth conditions during the lifespan of sampled specimens. For this large-scale study, 
remote-sensing and assimilated data presented potential advantages compared to traditional 
measurements due to their high spatio-temporal resolution, advanced calibration and validation (i.e. 
high correlation with discrete field measurements) [329, 330]. 
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5.2.5 Statistical analysis 
Generalised linear mixed models (GLMMs) were applied to account for the hierarchical structure of the 
dataset consisting of multiple specimens (n = 24 - 26 replicates) from each collection site and to 
generalise my results to Mytilus populations beyond the study sample. 
I carried out data exploration following the protocol in Section 3.1.1. Initial inspection revealed no 
outliers. Pairwise scatterplots and variance inflation factors (VIFs) were calculated to check for 
collinearity between input variables. VIF values < 2 indicated an acceptable degree of correlation 
among covariates to be included within the same model. I applied residual regression to uncouple the 
unique from the shared contribution of temperature and Chl-a concentration to the response [297]. This 
allowed me to account for the existing causal link between these two parameters and to avoid inferential 
problems from modelling non-independent covariates without losing explanatory power [297]. To 
directly compare model estimates from predictors on different measurement scales, estimate 
biologically meaningful intercepts, and interpret main effects when interactions are present, I 
standardised all the input variables (environmental parameters and shell length). For standardisation, I 
subtracted the sample mean from the variable values and divided them by the sample standard deviation 
[𝑧𝑖 = (𝑥𝑖 − ?̅?) / 𝜎𝑥]. Preliminary inspection of residual patterns showed heteroscedasticity in most 
Table 5.1 Environmental covariates  
Summary statistics (mean value and SD) of environmental conditions at each study site. 








1 17.01 (1.94) 34.79 (0.33) 2.16 (1.00)  
2 15.08 (1.92) 34.70 (0.39) 2.14 (0.98)  
3 16.33 (2.55) 32.70 (1.92) 1.76 (0.75)  
4 16.19 (2.82) 30.20 (2.28) 1.84 (0.93)  
5 15.59 (3.67) 5.39 (1.45) 7.62 (3.02)  
6 15.46 (3.11) 13.77 (2.54) 5.34 (7.10)  
7 15.39 (3.34) 9.09 (1.24) 2.16 (1.25)  
8 15.51 (3.10) 29.34 (1.14) 1.29 (0.70)  
9 15.08 (3.09) 18.92 (3.57) 2.83 (1.40)  
10 13.43 (2.15) 33.51 (0.49) 3.95 (3.72)  
11 12.89 (2.14) 33.13 (0.57) 2.36 (1.12)  
12 15.30 (3.39) 24.90 (2.20) 1.21 (0.59)  
13 12.95 (4.28) 5.92 (0.45) 1.94 (1.07)  
14 10.82 (2.39) 29.47 (1.35) 3.18 (2.55)  
15 9.42 (2.49) 33.67 (0.37) 0.94 (0.81)  
16 2.70 (2.74) 32.60 (0.53) 0.58 (0.54)  
17 2.23 (3.46) 31.64 (0.97) 0.75 (0.61)  
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models. The use of different continuous probability distributions (i.e. gamma) and link functions did 
not stabilise the variance, therefore a ln-transformation of the response was required, except for calcite% 
and wt% measurements. Response variables did not require further transformations.  
Separated GLMMs were used to explore patterns of shell thickness and composition, from juvenile to 
large adults, with respect to latitude and shell length (size), and to compare between individual shell 
layers. The proportion (wt%) of organic matrix (n = 80) was modelled with a generalised linear model 
(GLM) as a function of collection site (categorical, four levels: site 1, 11, 15 and 16) and prismatic 
thickness (continuous) to test for differences between polar and temperate regions and association with 
shell thickness. The response variable was coded as a value from 0 to 1. Therefore, to ensure that the 
fitted values range from 0 to 1, I could not use a Gaussian linear model and instead applied a model 
with a beta distribution, which can be used if the response variable is a continuous variable ranging 
from x1 and x2, with a logistic link function. Pair-wise contrasts with a Bonferroni correction were then 
used to test for differences in wt% among sites within and between climatic regions. 
Different approaches were used to investigate the relationships between shell thickness and 
environmental gradients. Individual GLMMs were fitted to explain spatial variations in whole-shell 
thickness, periostracum thickness, and calcite% with environmental conditions during shell growth (n 
= 424 each). Prismatic and nacreous layer thickness were analysed within the same GLMM, allowing 
the simultaneous prediction of common and divergent environmental effects on both layers and to 
reduce the probability of type I error. To model shell thickness (n = 424 × 2 layers) as a function of the 
environmental predictors, I used a GLMM with a normal distribution (Equation 5.2). Fixed continuous 
covariates of the optimal models were standardised temperature, salinity, and Chl-a in addition to shell 
layer (categorical, two levels: prismatic and nacreous) and their two-way interactions. Shell length 
(continuous) was included to control for possible effects of within-population age on layer thickness. 
To incorporate the dependency among observations for a specific layer from the same collection site, I 
used site as a random intercept. The optimal model was of the form: 
ln (𝑇ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠𝑖𝑗𝑘) ~ 𝑁(𝜇𝑖𝑗𝑘; 𝜎𝑗
2) 
                       𝜇𝑖𝑗𝑘 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖𝑗𝑘 + 𝑆𝑎𝑙𝑖𝑛𝑖𝑡𝑦𝑖𝑗𝑘 + 𝐶ℎ𝑙-𝑎𝑖𝑗𝑘 + 𝐿𝑒𝑛𝑔𝑡ℎ𝑖𝑘 + 𝐿𝑎𝑦𝑒𝑟𝑗       
                                      + 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖𝑗𝑘 × 𝐿𝑎𝑦𝑒𝑟𝑗 + 𝐿𝑒𝑛𝑔𝑡ℎ𝑖𝑘 × 𝐿𝑎𝑦𝑒𝑟𝑗 + 𝑆𝑖𝑡𝑒𝑖𝑗 
                       𝑆𝑖𝑡𝑒𝑖𝑗  ~ 𝑁(0; 𝜎𝑆𝑖𝑡𝑒
2 ) 
Equation 5.2 
where Thicknessijk is the kth thickness observation from layer j (j = prismatic, nacreous) and site i (i = 
1, …, 17). Siteij is the random intercept for layer j, which is assumed to be normally distributed with 
expectation 0 and variance 2
Site .  
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Models were optimised by first selecting the random structure and then the optimal fixed component 
following the protocol in Section 3.7. The principal tools for model comparison were the corrected 
Akaike Information Criterion (AICc) [321] and bootstrapped likelihood ratio tests [322]. Random terms 
were selected on prior knowledge of the dependency structure of the dataset. Visual inspection of 
residual patterns indicated violation of homogeneity in most cases. This required the use of variance 
structures (generalised least squares) allowing the residual spread to vary with respect to shell layer. 
The fixed component was optimised by rejecting only non-significant interaction terms that minimised 
the AICc value. For all model comparisons, variation of AICc between the optimal (lowest AICc value) 
and competing models were greater than 8, and fixed-effect estimates were nearly identical, indicating 
that competing models were very unlikely to be superior [321]. The proportion of variance explained 
by the models was quantified with conditional or pseudo determination coefficients (cR2 or pseudoR2). 
I used variograms to assess the absence of spatial autocorrelation. Final models were validated by 
inspection of standardised residual patterns to verify GLMM assumptions of normality, homogeneity 
and independence as in Section 3.7.2. I used optimal models to estimate the mean effect sizes (same 
measurement scale) of environmental drivers on the response. Ninety-five per cent confidence intervals 
(95% CI) for the regression parameters were generated using bias-corrected parametric bootstrap 
methods (10,000 iterations). 95% CIs were used for statistical inference due to estimation of 
approximated significance values (p-value) in mixed-modelling [287, 310, 316]. If the confidence 
intervals did not overlap zero, then the effect was considered significant. 
 
5.3 Results 
5.3.1 Latitudinal patterns of shell deposition 
GLMMs indicated a general decrease of Mytilus whole-shell thickness with increasing latitude from 
warm-temperate to polar regions (Figure 5.2a). I detected a significant negative relationship between 
the prismatic layer thickness and latitude (Figure 5.2a), while there was no variation in nacreous 
thickness, periostracum thickness, and relative proportion of prismatic layer thickness (calcite%) (Table 
5.2). Shell length was positively correlated with thickness in all layers indicating thickening during 
growth (Table 5.2).  
Prismatic layers were characterised by a significantly higher organic content (lower proportion of 
CaCO3) in mussel shells from polar than temperate regions, indicating decreased shell calcification at 
higher latitudes (Figure 5.2b). Polar shells [sites 15, 16; mean (SD) = 1.8 wt% (0.31)] were characterised 
by an average of 29% more organic content compared to temperate mussels [sites 1, 11; mean (SD) = 
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1.4 wt% (0.16)]. The organics wt% was negatively correlated with prismatic thickness (Figure 5.2c), 
indicating a lower proportion of CaCO3 and thinner, so less calcified, shells at polar latitudes. 
 
5.3.2 Environmental influence on shell production and composition 
I identified significant trends in shell thickness with environmental gradients depending on the shell 
measurement considered (Figure 5.3a - e, Table 5.3, Supporting Figure A.1). Whole-shell thickness was 
positively related to temperature, salinity and shell length, but there was no influence of Chl-a (cR2 = 
0.93; Figure 5.3a). Salinity had an effect on shell thickness that was 3.4 and 2.1 times larger than 
temperature and length, respectively (Figure 5.3a, Table 5.3). I detected a negative relationship between 
calcite% and salinity (95% CI = -12.03 to -2.38, cR2 = 0.56) (Figure 5.3b, Table 5.3), with none of the 
other drivers having a significant effect. 
Sea surface temperature, salinity and shell length all successfully predicted (cR2 = 0.93, Equation 5.2) 
variations in the thickness of prismatic and nacreous layers, while no influence of Chl-a was detected  
 
 
Figure 5.2 Latitudinal patterns of shell thickness, organic content and calcification 
(a) Relationships between the thickness of whole-shell (black), prismatic (blue) and 
nacreous (red) layers and latitude. Whole-shell thickness decreased poleward (95% CI = -
0.36 to -0.01, cR2 = 0.81). The prismatic layer was significantly related to latitude (95% CI 
= 4.70 to 5.73, cR2 = 0.72). Predicted values (continuous lines) and confidence intervals 
(shaded areas) were estimated for mussels of mean shell length (47.42 mm). Parameters’ 
significance is determined when the bootstrapped 95% CI does not include zero. (b) 
Variations in organic content among shells from temperate (sites 1, 11, white bars) and 
polar (sites 15, 16, grey bars) climates. Pair-wise contrasts indicated significantly higher 
proportions of organics in high-latitude than low-latitude specimens [mean difference = 
0.44%; z = 8.27, p < 0.0001 (***), pseudoR2 = 0.49], in addition to non-significant 
differences (NS) among temperate (mean difference = 0.002%; z = 0.12, p = 0.91) and polar 
(mean difference = 0.13%, z = 1.86, p = 0.063) populations. (c) Relationship between the 
proportion of organics and standardised thickness of the prismatic [mean (SD) = 529 µm 
(174)] (sites 1, 7, 10 and 11), indicating a negative association between layer thickness and 
calcification level (z = -7.10, p < 0.0001, pseudoR2 = 0.40). 
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(Table 5.3). The mean effect size of salinity on the response was twice as large as the effect of shell 
length, while it was 2.9 and 4.7 times larger than the effect of temperature on the prismatic and nacreous  
layers, respectively (Equation 5.3, Figure 5.3c, d). This indicates salinity had a stronger contribution to 
predicting shell structure than the effects of temperature, Chl-a, and shell length combined (Figure 5.4). 
𝜇𝑖𝑗𝑘 = 
{
5.907 + 0.138 × 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 + 0.396 × 𝑆𝑎𝑙𝑖𝑛𝑖𝑡𝑦 + 0.028 × 𝐶ℎ𝑙-𝑎 + 0.197 × 𝐿𝑒𝑛𝑔𝑡ℎ    Prismatic
5.853 + 0.138 × 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 + 0.654 × 𝑆𝑎𝑙𝑖𝑛𝑖𝑡𝑦 + 0.028 × 𝐶ℎ𝑙-𝑎 + 0.308 × 𝐿𝑒𝑛𝑔𝑡ℎ    Nacreous
 
Equation 5.3 
Interactions between shell layer and both salinity and shell length (Equation 5.3) indicate deposition of 
proportionally thicker prismatic layers under low salinities and proportionally thicker nacreous layers 
under higher salinities across the entire range of shell lengths (Figure 5.4). 
 
Table 5.2 Latitudinal GLMMs summary 
Estimated statistics and bootstrapped 95% CIs for regression parameters are reported for the 
modelled relationships between individual shell measurements, standardised latitude, and shell 
length. 
Parameter Estimate SE 95% CI t-value  p-value   
Random 
effects SD 
Whole-shell      
(Intercept) 7.036 0.089 6.863; 7.210 78.89 <0.0001  Site 0.293 
Latitude -0.188 0.089 -0.316; -0.011 -2.10 0.067 
 
Residuals 0.192 
Length 0.188 0.036 0.115; 0.259 5.18 <0.0001 
   
Prismatic layer 
     
(Intercept) 6.211 0.267 6.118; 6.302 133.06 <0.0001  Site 0.867 
Latitude -0.839 0.268 -1.373; -0.305 -3.13 0.013  Residuals 0.906 
Length -0.786 0.155 0.478; 1.106 4.83 <0.0001    
Nacreous layer 
  
   
(Intercept) 6.410 0.135 6.148; 6.674 47.63 <0.0001  Site 0.442 
Latitude -0.217 0.135 -0.480; 0.050 -1.61 0.14  Residuals 0.321 






(Intercept) 3.709 0.053 3.605; 3.814 70.02 <0.0001  Site 0.170 
Latitude -0.031 0.053 -0.136; 0.073 -0.59 0.58  Residuals 0.224 
Length 0.283 0.035 0.213; 0.353 7.65 <0.0001    
Calcite%  
 
   
(Intercept) 45.255 2.476 40.327; 50.134 18.28 <0.0001  Site 8.019 
Latitude 1.097 2.484 -3.718; 6.011 0.44 0.67  Residuals 8.829 
Length -0.510 1.486 -3.444; 2.515 -0.33 0.75       
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Figure 5.3 Mean effect size of predictors on Mytilus shell measurements 
Effect sizes were estimated from individual latitudinal (left panels) and environmental 
(right panels) GLMMs. Mean effect sizes and direction of impacts of latitude (white), shell 
length (black), sea surface temperature (red), salinity (blue) and Chl-a concentration 
(green) on layer ln-thickness (µm) measurements and calcite% are reported: (a) whole-
shell, (b) calcite%, (c) prismatic layer, (d) nacreous layer, and (e) periostracum. Note the 
different scales on the y-axis to highlight variations among layers. Significance of 
regression parameters is determined when the bootstrapped 95% CI (error bars) does not 
cross zero (* denotes a significant difference from zero). 
 
5.3.3 Periostracum thickness plasticity 
Models of periostracum thickness revealed significant exponential relationships with Chl-a and shell 
length (cR2 = 0.81) (Table 5.3). Length had a mean effect that was 3 times larger than Chl-a (Figure 
5.3e), showing a rapid thickening of the periostracum during shell growth. The interactions between 
shell length and both salinity and temperature indicate that the effects of these variables on periostracum 
were interdependent. At low salinities, the higher values of shell length had a greater positive effect on 
periostracum thickness, while the reverse was true for higher temperatures having a marginal effect 
only on thickening rates (Figure 5.5a, b). This suggests that increasing shell size was a more important 
factor for periostracum growth in fresher waters than in relatively saltier conditions.  
 
5.3.4 Among-site shell variation 
GLMMs showed no difference in collection site-level effects (conditional modes) on each thickness 
measurement (Figure 5.6). This indicated no residual effect of species identity or hybridisation on the 
thickness of individual shell layers at different sites after accounting for the effects of environmental 
factors and shell length. 
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Figure 5.4 Environmental influence on shell production and composition 
Predicted relationships between thickness of prismatic (blue) and nacreous (red) layers, and 
standardised salinity [mean (SD) = 25.52 psu (10.29)], shell length [mean (SD) = 47.42 
mm (16.20)] and their interactions. (a) Shell thickness is modelled as a function of salinity 
for the 1st quartile (Q1 = 31.50 mm), mean value (47.42 mm) and 3rd quartile (Q3 = 63.90 
mm) of the shell lengths sampled. For medium-sized mussels, I detected a decreasing 
proportion of the calcitic component with increasing salinity and the deposition of 
relatively thicker aragonitic layers at salinities > 27.67 psu. (b) Thickness is modelled as a 
function of length for the 1st quartile (Q1 = 18.92 psu), mean value (25.52 psu) and 3rd 
quartile (Q3 = 33.13 psu) of salinity. At mean salinity, I detected an inversion of the relative 
layers’ thickness for shell length > 55.30 mm. Across the entire range of shell lengths, the 
model predicts formation of calcite- and nacreous-dominated shells under low- and high-
salinities, respectively. Mean values (continuous lines) and confidence intervals (shaded 
areas) are predicted while controlling for temperature (13.03°C) and Chl-a (2.48 mg m-3). 
  
5.4 Discussion  
My results demonstrate that plasticity in shell production in Mytilus species and the spatial structure of 
environmental conditions drive geographic variations in shell responses shaping regional differences in 
the resistance of these foundation species to global environmental change. An understanding of the 
biological mechanisms driving regional differences in species’ responses to multiple interacting 
stressors is crucial for improving predictive accuracy and informing more realistic projections of species 
and ecosystem resistance to climate change [341]. Heterogeneous population-level responses from 
different climates suggest that environmental stressors, especially salinity, predict regional variations 
in Mytilus shell production, mineral (prismatic and nacreous) and organic (periostracum) composition 
during growth, which is reflected in the relative proportion of each shell layer. Variations in shell  
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Figure 5.5 Periostracum plasticity 
Interacting effects of salinity, temperature and shell length on shell periostracum. (a) 
Periostracum thickness is modelled as a function of shell length [mean (SD) = 47.42 mm 
(16.20)] for the 1st quartile (Q1 = 18.92 psu, blue line), mean (25.52 psu, black line) and 
3rd quartile (Q3 = 33.13 psu, red line) of water salinity. Predicted values (continuous lines) 
and confidence intervals (shaded areas) indicate higher rates of exponential periostracal 
thickening with decreasing salinity. Smaller individuals (shell length < 48.38 mm) were 
characterised by non-significant thickness differences under different salinity regimes. (b) 
Thickness is modelled for the 1st quartile (Q1 = 12.89°C, blue line), mean (13.03°C, black 
line) and 3rd quartile (Q3 = 15.51°C, red line) of water temperature. Predicted values 
indicate a marginal influence of temperature on periostracal thickening. 
 
Figure 5.6 Among-site shell variation 
GLMMs’ conditional modes (filled circles) and variances (continuous lines) of the random 
effect estimated for individual shell layers. Modes represent the difference between the 
average predicted response (layer thickness) for a given set of fixed-effects values (mean 
environmental covariates and shell length) and the response predicted at a particular site. 
These indicate no detectable residual effect of species (Mytilus edulis or M. trossulus) and 
level of hybridisation on shell thickness for each site. 
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production and composition determine geographic differences in chemical and mechanical protection 
of shells, shaping the vulnerability of these habitat-forming species to future conditions. 
 
5.4.1 Spatial variations in shell calcification 
Decreasing shell calcification (increasing organic content and thinner shells) towards high latitudes 
(Figure 5.2) supports documented patterns of skeletal production [44, 102]. Two explanatory paradigms 
exist for decreased skeletal size at higher latitudes: increased calcification costs [44] and reduced 
predation pressure [338]. Given the higher production cost of organics than CaCO3 deposition [44] and 
problematic protein production at polar temperatures [344], we might expect a reduced proportion of 
organic matrix. Moreover, decreasing predation pressure [338] should result in thinner shells of the 
same composition irrespective of geographic area. However, the wt% of organic matrix was higher at 
Arctic latitudes. This could suggest either (or a combination of) a marked increase in the cost of 
calcification in polar regions [44], altering significantly the relative costs of CaCO3 and organics 
production, or a decreased saturation state (increased dissolution) of CaCO3 due to low temperatures 
and, more importantly, salinity (low [Ca2+] availability) [51]. In either case, these underlying effects 
would result in decreased shell calcification at high latitudes. This increased proportion of organic 
matrix could protect the calcified shell components from dissolution and have an adaptive beneficial 
effect in more corrosive conditions. 
 
5.4.2 Environmental effect on shell deposition and composition 
These results illustrate that different drivers significantly affect both shell thickness and composition in 
Mytilus (Figure 5.3). For over 60 years, temperature and shell size have been considered key predictors 
of CaCO3 shell mineralogy across latitudes, dictating the formation of predominantly aragonitic 
structures in temperate regions and increased calcite precipitation in cold climates [343, 345, 346]. 
Although this study partly supports previous findings, I demonstrate that salinity has the strongest 
influence on shell production and composition in Mytilus, which is contrary to the general assumption 
of temperature and shell size being the primary predictors of shell plasticity.  
The interaction between shell layer, salinity and shell size indicates heterogeneous, age-related 
compositional changes in Mytilus shells across different salinities (Figure 5.4a). Shifts in shell 
properties from juveniles to large adults are strongly modulated by salinity, which leads to the formation 
of exclusively prismatic-dominated shells in brackish waters and nacreous-dominated structures under 
marine conditions (Figure 5.4b). These patterns, which I show were independent of species or hybrid 
status (Figure 5.6), indicate that mussel shell plasticity during growth (the Length × Layer interaction, 
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Equation 5.2) has an indirect effect on layer thickness by allowing salinity-induced compositional 
changes and, therefore, the production of the most appropriate shell structure for specific environmental 
conditions. 
Table 5.3 Environmental GLMMs summary 
Estimated statistics and bootstrapped 95% CIs for regression parameters are reported for the 
modelled relationships between individual shell measurements, standardised environmental 
covariates and shell length. 
Parameter Estimate SE 95%CI t-value p-value   
Random 
effects SD 
Whole-shell         
(Intercept) 6.617 0.051 6.517; 6.717 128.62 <0.0001 
 
Site 0.209 
Temperature 0.156 0.054 0.014; 0.240 2.89 0.013 
 
Residual 0.188 




Chl-a 0.074 0.054 -0.042; 0.216 1.37 0.20 
 
  
Length 0.248 0.037 0.181; 0.327 6.44 <0.0001 
 
  
Prismatic and nacreous       
(Intercept) 5.907 0.031 5.774; 6.036 188.31 <0.0001 
 
Site (Pr) 0.123 
Temperature 0.138 0.033 0.013; 0.260 4.17 0.0011 
 
Site (Na) 0.310 
Salinity 0.396 0.039 0.264; 0.531 10.22 <0.0001 
 
Residual 0.198 




Length 0.197 0.031 0.096; 0.297 6.39 <0.0001 
 
  









0.111 0.067 -0.036; 0.258 1.66 0.096  
  
Periostracum         
(Intercept) 3.500 0.048 3.406; 3.596 71.03 <0.0001  Site 0.130 
Temperature 0.049 0.043 -0.036; 0.134 1.12 0.28  Residual 0.230 
Salinity -0.009 0.061 -0.131; 0.111 -0.14 0.89    
Chl-a 0.147 0.038 0.071; 0.221 3.88 0.002    
Length 0.439 0.041 0.357; 0.522 10.25 <0.0001    
Temperature × 
Length 
-0.064 0.035 -0.135; 0.006 -1.77 0.082 
   
Salintiy × 
Length 
-0.151 0.061 -0.271; -0.029 -2.38 0.020 
   
Calcite%         
(Intercept) 51.092 1.903 47.338; 54.927 26.84 <0.0001 
 
Site 7.605 
Temperature -4.003 2.112 -4.508; 3.791 -0.19 0.85 
 
Residual 9.656 




Chl-a -1.908 2.392 -6.662; 2.764 -0.80 0.44    
Length -2.404 1.690 -5.807; 1.071 -1.367 0.18       
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Under current scenarios, plasticity in shell production could confer Mytilus species an advantage when 
facing different water chemistries and predation levels. In fact, at high-latitudes and in the Baltic region, 
where durophagous (shell-breaking) predators are rare or absent and the water is more corrosive [44, 
338], mussels are characterised by thinner, prismatic-dominated shells, providing a generally higher 
protection from dissolution. Conversely, at mid-latitudes, where durophagous predators are more 
abundant [338] and the CaCO3 solubility of the water is lower [44], mussels display thicker, nacreous-
dominated shells suggesting higher mechanical resistance.  
 
5.4.3 Biomineralisation plasticity and future changes 
Despite rapid global changes in the water cycle and salinity gradients [34], Mytilus species show a 
strong capacity to respond to heterogeneous environments. This plasticity in shell production could help 
to mitigate the emergent negative effects of changing water chemistry. In fact, the interacting effects of 
salinity and shell length, as well as a minor influence of temperature, on the periostracum (Figure 5.5a, 
b), which represents a strong chemical barrier to dissolution in molluscs [185, 188, 347], suggest 
enhanced periostracal thickness under decreasing salinities could mediate impacts of ocean 
acidification.  
Although  populations in high-latitude ecosystems will experience globally the most rapid acidification 
[6], the concurrent decrease in salinity predicts thicker prismatic layers and periostraca will be produced 
which increase protection from higher solubility conditions. Conversely, in temperate areas, increasing 
salinity would determine deposition of thicker shells and a relatively thicker nacreous layer and thinner 
periostracum, favouring mechanical shell resistance. However, predicted changes in periostracal 
thickening rate under different salinities depend on shell size and would be more evident in larger 
individuals (length > 48 mm) (Figure 5.5a).  
In Greenland, where the rate of melting of the ice sheet has doubled in the last decade [16], low salinities 
during summer (< 20 psu) and high productivity (food supply) in coastal areas and fjords [348] could 
drive formation of thicker periostraca and increased relative thickness of organic-enriched (high wt%) 
calcitic layers. These changes could make Arctic Mytilus populations more resistant to future 
acidification. Differently, in the Baltic Sea, the forecasted decrease in salinity (maximum 45% 
reduction) [349], combined with a considerable physiological stress, would be particularly critical for 
mussels inhabiting already unfavourable conditions for calcification (salinity from 22 psu to 3 psu, low 
water [Ca2+] and CaCO3 saturation state) [51]. Moreover, the reduced shell size of Baltic Mytilus does 
not predict formation of thicker periostraca, which would further increase vulnerability to dissolution. 
Impacts of changing salinity on this habitat-forming species, which contributes up to 90% of the Baltic 
120  Biomineralisation Plasticity Predicts Resistance 
 
benthic biomass, could strongly affect the ecosystem, most likely resulting in substantial range 
restrictions towards higher salinity areas. 
Although my results strongly support the hypothesis that biological mechanisms for variations in shell 
production can shape regional responses in Mytilus, changes of other biological drivers, such as 
predation pressure and primary production, could also have profound influences [44, 350]. In fact, as 
temperature rises, durophagous predators could expand their ranges towards polar regions [351], 
suggesting an increased vulnerability of thin-shelled individuals. However, predicted northward 
phytoplankton expansions and an overall increase in primary production at high latitudes [350], could 
favour periostracal growth potential in Mytilus and, thus, increased resistance to dissolution for all the 
size classes in polar and subpolar regions. 
Mytilus shells have a thick periostracum and a marked compositional plasticity compared to other 
calcifiers that often compete with it for space (e.g. barnacles and spirorbid polychaetes). This layer 
provides a strong defence against shell dissolution allowing mytilids to survive in oligohaline waters (~ 
5 psu) and extremely acidified conditions (e.g. hydrothermal vents) [347]. These factors may shift the 
ecological balance and community structure in favour of species with stronger resistance to corrosive 
conditions, such as mussels, when ocean waters become fresher and more acidic in future decades.  
 
5.5 Conclusions 
As hypothesised, plasticity in shell production and the spatial structure of environmental conditions 
drive regional differences in Mytilus shell deposition and composition, shaping spatial patterns of 
chemical and mechanical shell properties. Overall, mussel shell calcification decreased towards high 
latitudes, with salinity being the major predictor of geographical variations in shell production, mineral 
and organic composition. The marked compositional plasticity in calcareous shell components 
(prismatics and nacreous layers) suggests a higher resistance against dissolution for mussels in polar, 
low-salinity environments, and an enhanced mechanical shell protection from predators in temperate, 
higher-salinity regions. The strong response potential of Mytilus shell periostracum to heterogeneous 
environments suggests an increased resistance to ocean acidification in polar and sub-polar mussels, 
and a higher sensitivity of Baltic populations under future environmental conditions.  
My findings demonstrate that biological mechanisms, driving spatial variability of mussel responses to 
interacting environmental factors, shape the complex geographic pattern of shell deposition and 
properties, dictating regional differences in Mytilus species sensitivity to future environmental change. 
As the magnitude of anthropogenic impacts continue to increase, further studies are needed to better 
understand the key biological processes mediating species’ response to habitat alterations, especially 
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for those having both high climate sensitivity and disproportionately strong ecological impacts in 
shaping marine communities. This knowledge underpins our ability to predict accurately and reduce the 
damaging effect of climate change on future biodiversity under any range of scenarios [341]. This study 
has important implications because it clarifies the links between i) the mechanisms of biological 
variation, ii) the predicted shift in spatial co-occurrence of multiple environmental drivers, and iii) 
regional differences in the plastic responses and sensitivity of calcifying, foundation species to changing 
habitats. This understanding is of critical importance for making realistic projections of emergent 
ecological effects of global environmental changes, such as altered salinity regimes, and to improve our 
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Environmental change is a major force shaping the future of our oceans and the ecological services they 
provide [6, 26]. The complex interplay of unprecedented physical and chemical changes [5, 12], in 
addition to pervasive anthropogenic pressures [352], profoundly affects marine species physiology and 
phenology [18–21, 64, 72, 232], as well as community structure and ecosystem functions [6, 23–26, 
222].  
However, our ability to project how emergent ecological consequences of change will scale-up from 
species to community and ecosystems dynamics is limited [38, 341, 353]. Ecosystem-wide projections 
are strongly constrained by multiple direct and indirect environmental effects [25, 234], altered species 
interactions [56, 61, 354], and limited insights into compensatory dynamics that stabilise communities 
[55, 65]. Indeed, existing knowledge predominantly stems from short- to long-term experimental 
studies on single species or simplified “communities” [21, 23, 24, 40, 41, 44]. However, such 
conclusions may not necessarily translate to long-term acclimated or adapted natural populations within 
the complexity of a dynamic ecological system [38, 45–47]. Thus, a better mechanistic understanding 
of ecological driving processes in functioning ecosystems, across a relevant time scale to account for 
transgenerational plasticity and genetic change, is needed for building the theoretical framework 
necessary to anticipate the scope of ecosystem responses [38, 47, 64, 341, 353, 355]. 
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To date, most scientific thinking has focused on climate change as a stressor for marine organisms [21, 
26]. Whilst, environmental disturbances can constrain some species (i.e. stressors), they can provide 
advantages for others (i.e. resource), with the potential to buffer indirectly (e.g. via provision of more 
food [234]) the negative effects of abiotic change [23, 54]. Only recently, we have begun to appreciate 
the strength and ubiquity of indirect effects [234, 235, 356]. Their impacts on the key drivers of 
ecosystem dynamics highlight the need to incorporate species interactions [56], altered predation [61, 
174], and compensatory processes [54, 65] into predictive models. This is especially so given their 
potential to accelerate [25, 56], attenuate [65, 234], or even reverse [61, 107] the direct effects of 
changing climate.  
Compensatory dynamics have long been regarded as important stabilising mechanisms through which 
natural systems respond to environmental change [65, 357, 358]. However, these have been investigated 
almost entirely through the perspective of diversity loss, changes in density, and trophic adjustments 
[55, 65, 357]. Despite being straightforward to measure, these aspects only partially account for stability 
[55]. Indeed, compensation can arise from a broader range of responses at population [54, 359] or 
organism level [54, 106], acting through physiological adjustments to withstand disturbance (i.e. 
resistance) [23, 40, 357]. These mechanisms are, however, difficult to detect, because they may 
ultimately produce no net change in ecological functions of species and higher levels of organisation 
[65]. Despite an increasing focus on scaling compensatory responses to broader ecological networks 
[25, 38, 55], these have seldom been examined in species with key ecological roles, such as those 
forming structural habitats supporting marine communities [25, 61]. 
Many calcifying organisms play conspicuous and essential roles for healthy ecosystem functioning. 
Knowledge of detrimental effects of environmental change on calcifiers is largely drawn from 
laboratory experiments [21, 26, 40, 41], mesocosm studies [67], and in situ observations at CO2 vents 
[56, 107], with molluscs described as being particularly vulnerable [21, 101]. These experimental 
approaches are, however, logistically constrained by inevitable trade-offs between the accuracy in 
manipulating single or multiple stressors, the recreation of realistically complex system conditions, and 
the duration of the study [24, 45–47, 355]. As a consequence, experimental observations, lasting from 
days to a few years, cannot incorporate very long-term acclimation and transgenerational genetic 
adaption, the processes identified as critical for conferring resistance [40, 41, 110, 360–362]. The ability 
of an organism to use plasticity of the phenotype, both within and across generations, in combination 
with long-term adaption of the gene complement, represent the most important factors for responding 
to altered environments [18, 54, 64, 110, 361, 362]. However, very long-term data, from years to 
decades, incorporating their effects on calcifiers’ response potential, have been absent in the 
overwhelming majority of studies to date [41, 69, 73]. Thus, studies are needed in functioning 
ecosystems across very long times-scales accounting for acclimation and adaption [69, 355, 363], if 
calcifiers’ resistance is to be better incorporated into the conceptual framework of global change.  
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A rarely used approach consists of evaluating changes over decades using museum collections [68–70]. 
By providing extensive records of net species responses to change [68], this approach is especially 
useful to i) assess ecological effects of stressors as they are gradually (or abruptly) introduced over time 
[73], and ii) account for potential long-term acclimation and local adaption [69], complementing 
laboratory and in situ experiments.  
Marine mussels of the genus Mytilus are bed-forming foundation species throughout the world’s 
eulittoral ecosystems [130]. Owing to their ecological importance [121], economic value for 
aquaculture (with ~590,000 t harvested worth 2,6 billion USD in 2016) [8], and projected sensitivity to 
ocean change [99, 110], the fate of mussels might be closely tied to those of productive coastal systems 
worldwide. As both calcifiers and habitat-formers, they have received much attention as primary 
indicators species [43, 108], especially the Atlantic blue mussel Mytilus edulis. However, because blue 
mussels are common and abundant, these are not generally preserved in museums and extensive 
archival collections of Mytilus from the last century are very rare. 
Blue mussel shells perform a range of structural and protective functions. They are composed of three 
layers (see Section 1.2.10, Figure 1.7): (1) the organic periostracum, (2) the calcareous prismatic 
(calcite) layer, and (3) the calcareous nacreous (aragonite) layer. Growth and shell traits that influence 
ecological outcomes confer greater fitness on individuals with faster growth, rounder and thicker shells 
[43, 83, 99]. Shell growth and shape are major determinants in competition for space and predation [99, 
108, 159]. The periostracum provides a substratum for shell formation, and a strong chemical protection 
against predatory and endolithic borers, as well as from corrosive waters [179, 185, 188]. Deposition 
of calcareous layers favours thicker-shelled individuals against shell-breaking (durophagous) predators 
[43, 83, 198]. Considering their projected vulnerability and plastic shell responses [70, 83, 99, 109], 
compensatory trade-offs in shell deposition and composition over time may be central in maintaining 
calcification, so fitness, in changing selective environments. Understanding compensatory adjustments 
in shell biomineralisation to withstand disturbance over historical times is essential to anticipate factors 
that will influence the persistence and ecological functions of these calcifiers in the near future. This is 
especially important given their potential to accelerate or stabilise against changes to supported 
communities and the broader ecological network. 
Here, I quantify temporal trends in shell deposition, composition and morphology of the intertidal blue 
mussel, Mytilus edulis, over the last century, using unique museum collections of specimens sampled 
regularly from a single location along the Belgian coastline on the same substratum (i.e. stone 
breakwaters) between 1904 and 2016. Combining historical patterns of shell biomineralisation, with 
high-resolution, long-term datasets of key environmental descriptors (physical and biogeochemical) and 
abundance of keystone predators (different taxa and predation strategy), across a time-scale accounting 
for long-term acclimation and adaption, I tested the hypothesis that compensatory mechanisms in shell 
126  Resistance via Compensatory Biomineralisation 
 
biomineralisation can mitigate the predicted negative effects of change and altered species interactions 
within a complex ecological system. 
 
6.2 Materials and methods 
6.2.1 Physical environment 
The Belgian coastline is a 65-km long, southwest to northeast directed, almost linear sandy shoreline 
between 51°05′N - 02°32′E and 51°05′N - 03°22′E, stretching from Calais in France to the 
Westerschelde estuary in the Netherlands (Figure 6.1a). The supralittoral zone is bordered by small 
dunes and the sublittoral habitat is a shallow sandy bottom, making this coastal profile unsuitable for 
mussel beds or other rocky shore organisms. However, intensive human activities over the last two 
centuries have provided suitable substrata for hard-bottom benthic assemblages, such as dikes, harbour-
related infrastructures, and breakwaters [364, 365]. Among these, a whole series of regularly placed 
stone breakwaters (Figure 6.1b) was built to stabilise Belgian beaches against high levels of coastal 
erosion. Breakwaters are perpendicular to the coastlines and are made of basalt rocks or concrete. The 
length or each is about 400 m with a large part situated in the intertidal zone. The distance between two 
consecutive breakwaters is between 200 and 500 m (Figure 6.1c). According to Becuwe [366], the first 
breakwaters were built between 1815 and 1830, and many of those still in place were built around 1880. 
 
6.2.2 Museum collections 
I evaluated a total of 268 specimens of the blue mussel, Mytilus edulis, collected with an almost decadal 
frequency between 1904 and 2016 along the Belgian coastline at 13 sites between Oostende 
(51°14′16.27″N - 2°55′03.09″E) and Nieuwpoort (51°09′14.14″N - 2°43′23.62″E) (Figure 6.1b). Details 
on collection data for each sample are reported in Table 6.1. 
Specimens collected during the 1904 - 1987 period were obtained from archival shell collections 
donated by the Royal Belgian Institute of Natural Sciences (RBINS, Brussels, Belgium). This unique 
collection of a single species is composed of both wet (body tissues and shells) and dry (shells only) 
specimens that were donated to the RBINS by private collectors and monitoring programmes during 
the last century. Only archival specimens with detailed information on species identity, location, depth 
and date of sampling were evaluated. Depending on availability, I selected adult individuals of M. edulis 
with a shell length of 39 - 66 mm, which were collected from the eulittoral zone on hard substrata (i.e. 
stone breakwaters). Thus avoiding any bias to the analysis of shell characteristics due to the different 
ranges of size classes available for each collection year. In all, 30 intertidal individuals were collected 
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in 2016 by hand from the same location and substratum (Mariakerke). For each specimen, shell length 
was measured with digital callipers (0.01 mm precision) and used as a within-year proxy for age [108].  
 
6.2.3 Mussel shell preparation 
Left shell valves (n = 256) were set in polyester resin (Kleer-Set FF, MetPrep, Coventry, U.K.) blocks 
and prepared following the procedure in Section 2.2. Embedded specimens were sliced longitudinally 
along their axis of maximum growth (Figure 2.2) using a diamond saw and then progressively polished 
with silicon carbide paper (grit size P800 - P2500) and diamond paste (grading 9 - 1 µm). Photographs 
of polished sections (Figure 2.2) were acquired with a stereo-microscope (Leica M165 C equipped with 
a Leica DFC295 HD camera, Leica, Wetzlar, Germany) and shell thickness was measured using the Fiji 
software (v1.51w) [237]. Since many individuals had undergone evident environmental abrasion or 
dissolution, which removed the periostracum and prismatic layer closer to the anterior shell side (umbo), 
the thickness of the whole-shell, prismatic and nacreous layers was estimated at the midpoint along the 
shell cross-section.  
  
 
Figure 6.1 Mytilus edulis collection sites: the Belgian coasts and its breakwaters 
system 
(a) The Belgian coastal system and collection area. (b) Map of the sampling locations and 
breakwater systems between Oostende and Nieuwpoort (51°09′14.14″N - 51°14′16.27″N 
and 2°43′23.62″E - 2°55′03.09″E) showing the sites where archival (1 - 12, red circles) and 
modern (13, green circle) specimens of Mytilus edulis were collected. (c) Detail of the 
regular series of stone breakwaters (low-tide) characterising the coastline of the sampling 
locations. Map created with ArcMap 10.5 (ArcGIS software by Esri, http://esri.com), 
background image and topographic details courtesy of OpenStreetMap 
(http://www.openstreetmap.org). 
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The proportion of calcite was estimated as: 
𝑐𝑎𝑙𝑐𝑖𝑡𝑒% = ( 
𝑝𝑟𝑖𝑠𝑚𝑎𝑡𝑖𝑐 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠
𝑤ℎ𝑜𝑙𝑒-𝑠ℎ𝑒𝑙𝑙 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠
 ) × 100  
Equation 6.1 
Periostracum thickness was measured at the posterior edge where it attaches to the external side of the 
prismatic layer, to estimate the fully formed organic layer that was unaffected by any degree of decay 
or abrasion [185] 
 
6.2.4 Organic content analysis 
Thermogravimetric analyses (TGA) were performed to estimate the weight proportion (wt%) of organic 
matrix within the calcitic prismatic layer. Mytilus edulis specimens were selected from three years 1904, 
Table 6.1 Collection details for archival and modern Mytilus edulis specimens used 
for the study 
For each sampling site (site code as in Figure 6.1b), the year of collection, geographic 
location, site coordinates (latitude and longitude), sample size (n), average sample shell 
length, and collection type (wet: archival shell + tissue; dry: archival shell only; live: hand-
collected mussels) are reported. All the blue mussel specimens were collected from the 
upper intertidal zone on stone breakwaters. 
 




(E)  n Length ± SD 
Collection 
type 
1 1904 Westende 51.168751 2.762271 25 55.70 ± 4.01 Wet 
2 1907 
Oostende - 
Turkije 51.240798 2.929859 13 47.64 ± 6.71 Wet/Dry 
3 1922 
Westende - 
Middelkerke 51.183889 2.798636 25 53.56 ± 5.72 Dry 
4 1936 Middelkerke 51.194368 2.823377 15 54.08 ± 5.58 Wet/Dry 
5 1937 Middelkerke 51.190883 2.815409 12 55.38 ± 4.78 Wet 
6 1938 Middelkerke 51.194658 2.822695 15 53.97 ± 3.44 Wet/Dry 
7 1950 Raversijde 51.206001 2.849758 25 55.59 ± 3.43 Wet 
8 1966 Westende 51.170646 2.766574 13 54.17 ± 5.61 Wet 
9 1971 Mariakerke 51.224318 2.889219 22 51.21 ± 3.89 Wet 
10 1974 Raversijde 51.206325 2.849672 26 54.31 ± 3.15 Wet 
11 1986 
Westende - 
Middelkerke 51.182291 2.794256 26 55.35 ± 2.84 Wet 
12 1987 
Westende - 
Middelkerke 51.181848 2.794758 21 51.97 ± 4.55 Wet 
13 2016 Mariakerke 51.228793 2.898682 30 47.38 ± 2.03 Live 
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1950 and 2016 (n = 10, 10 and 11, respectively) to explore differences in shell organic content over the 
last century. The periostracum was removed by sanding, and prismatic layer tiles (8 × 5 mm, n = 31) 
were isolated along the posteroventral shell margin (where there was no nacreous aragonitic layer 
underneath). Tiles were cleaned, air-dried and then finely ground. Ten milligrams of this powdered 
shell were tested with a thermogravimetric analyser (TGA Q500, TA Instruments, New Castle, DE, 
U.S.A.). Samples were subjected to constant heating from ~25°C to 700°C at a linear rate of 10°C min-
1 under a dynamic nitrogen atmosphere and weight changes were recorded (see protocol in Section 
2.3.5). The wt% of organic matter within the prismatic layer  was estimated as the proportion of weight 
loss during the thermal treatment between 150°C and 550°C [241] (Figure 2.5). 
 
6.2.5 Shell shape analysis 
Shape analyses of M. edulis shells were carried out through a geometric morphometrics approach [108, 
246]. I performed an elliptic Fourier analysis (EFA) of outlines (Section 2.4.3) [258, 276] to examine 
between-individuals variations in shell shape over the last century.  
Outlines of the lateral view of left shell valves (n = 268) were digitised and converted into a list of x-y 
pixel coordinates, which were used as input data. Outlines were smoothed to remove digitisation noise, 
and geometrically aligned [108] following the protocol in Section 2.4.4-2.4.8. An EFA was then 
computed on the resulting coordinates from shapes invariant to size and rotation. After calibration 
(Figure 6.2), I chose seven harmonics, encompassing 99% of the total harmonic power. Four 
coefficients per harmonic (28 descriptors) were extracted for each shell outline and used as variables 
quantifying geometric information [108, 258]. 
A principal component analysis (PCA), with a singular value decomposition method, was performed 
on the matrix of coefficients to define axes capturing the most of shape variation among individuals. 
Calculated principal components (PCs) were considered as new shape variables. The first two PCs 
capturing 80% of the shape variance were selected for modelling [108]. To understand the contribution 
of individual variables to shell shape, I reconstructed extreme outlines along each PC (Figure 6.3a). The 
first eight PCs (99% of outline variation) were analysed with a multivariate analysis of variance 
(MANOVA) to test for significant effects of collection year and shell length (size) on shape variances. 
To visualise outline differences among mean shapes from each collection year and shapes at the 
extremes of the morphospace, I generated deformation grids and iso-deformation lines through 
mathematical formalisation of thin plate splines (TPS) analysis [259] (Figure 6.3b, c). 
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6.2.6 Environmental dataset 
I selected key environmental drivers based on their known influence on blue mussel growth, their 
spatio-temporal availability, and the forecasted major ocean alterations under climate change [5]. I 
evaluated long-term datasets of surface water temperature, salinity, dissolved oxygen, water pH and 
chlorophyll-a concentration (Chl-a), the latter being used as a proxy for food supply [53]. 
Time series of daily measurements for surface water temperature (1900 - 1984) and salinity (1904 - 
1984) in the area 51°14′N - 51°05′N, 02°55′E - 02°32′E were obtained from the International Council 
for the Exploration of the Sea Data Centre (ICES, http://www.ices.dk/marine-data/) [367] and the 
Integrated Marine Environmental Readings and Samples (IMERS, 
http://www.vliz.be/vmdcdata/imers/) [368]. Chlorophyll-a (Chl-a) concentration (1971 - 1984) and pH 
(1951 - 2016) datasets from the same area were obtained from the Management Unit of the 
Mathematical Model of the North Sea (MUMM, at the RBINS, http://www.mumm.ac.be/datacentre/) 
and ICES Data Centre. 
Environmental datasets of water temperature, salinity, Chl-a and dissolved oxygen for the period 1985 
- 2016 were generated using the Copernicus Marine Environment Monitoring Service (CMEMS, 
http://marine.copernicus.eu/) [328]. These climate data are composed of high-resolution physical and 
biogeochemical assimilated (integration of observational and predicted information) daily observations 
(Appendix B, Environmental Datasets). These assimilated data presented several advantages compared 
to traditional measurements due to their high spatio-temporal resolution, both coverage and frequency 
 
Figure 6.2 Calibration methods for EFA of shell outlines 
(a) Average shell shape reconstruction for different numbers of harmonics (from 1 to 9). 
Six-seven harmonics gave a satisfactory reconstruction of shell outlines and for nine 
harmonics the approximation was almost perfect. (b) Cumulative spectrum of harmonic 
Fourier power. The power is proportional to the harmonic amplitude and can be considered 
as a measure of shape information. I evaluated the appropriate number of harmonics to 
retain (7), so that their cumulative power gathered 99% of the total cumulative power [283]. 
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(continuous daily measurements across 31 years), advanced calibration and validation (i.e. high 
correlation with discrete field measurements) [329, 330]. 
 
6.2.7 Mussel-predators dataset 
To understand temporal changes in predation pressure on intertidal M. edulis beds and its influence on 
shell characteristics, I obtained long-term datasets on the abundance of decapods (macrobenthos and 
their planktonic larvae), sea birds (gulls), and gastropods (dog whelks). I selected these key taxa based 
on their predation strategy (i.e. durophagy and drillers), influence upon the intertidal zone and known 
effects on mussel shell [116, 121, 126, 174, 369]. 
Information on abundance of decapods (number of individuals per sample) in the Belgian coastal area 
(51°20′N - 51°05′N, 03°12′E - 02°32′E) were obtained from the ICES Data Centre and European 
Environment Agency (EEA, https://www.eea.europa.eu/). Macrobenthic decapod datasets for the 1978 
- 2017 period included analyses based on fisheries data, the ICES North Sea Benthos Survey (1986 - 
 
Figure 6.3 PCs contribution and mean shape variation across the morphospace 
(a) Contribution of the first five shape variables (PCs) to shape variation. The average shell 
shapes for the lateral view were represented for increasing values along each PC (Mean  
3SD, Mean, Mean + 3SD), and shapes at the extremes of each variable were compared 
(Mean ± 3 SD). (b)  Mytilus edulis average shell shapes for each collection year. (c) 
Differences between mean shapes at the extremes of the morphospace were observed with 
deformation grids (left), depicting the bindings required to pass from an extreme (1904) to 
another (1938), and iso-deformation lines (right), representing the outline regions subjected 
to different degrees of change (blue: low deformation; red: strong deformation). 
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2000) [370], the North Sea Benthos Project 2000 (1999 - 2001) [371], and literature (1978 – 2017) [58, 
59, 379–381, 89, 372–378]. Decapod larvae datasets for the 1958 - 2009 period were obtained from the 
ICES Data Centre, MUMM, and EEA. These include data from the Continuous Plankton Recorder 
(CPR) survey [382], operating in the North Sea on a monthly basis since 1946. This represents the 
largest marine biological time series available, consisting of monthly abundance data of 
holozooplankton and merozooplanktonic larvae of decapods, and other invertebrate taxa. 
Numbers and location of breeding pairs of seagulls along the Belgian coastline (Nieupoort - Zeebrugge) 
were obtained from literature for four dominant gull species: Larus ridibundus (black-headed, 1969 - 
2007), L. fuscus graellsii (lesser black-backed, 1985 - 2007), L. argentatus (herring, 1960 - 2007), and 
L. canus (common, 1975 - 2007) [89, 383–390]. Local reports were used to assess the presence of the 
common dog whelk, Nucella lapillus, along the Belgian shores [391, 392]. 
 
6.2.8 Statistical analysis 
Generalised additive mixed models (GAMMs) [288] were used to account for the hierarchical structure 
of the datasets, consisting of multiple M. edulis specimens (n = 12 - 30 replicates) from each collection 
site, and to allow for flexible specification of the dependence structure of the response on the covariates.  
I carried out data exploration following the protocol in Section 3.1.1. Initial inspection revealed no 
outliers. Pairwise scatterplots and variance inflation factors (VIFs) were calculated to check for 
collinearity between input variables. VIF values < 2 indicated an acceptable degree of correlation 
among covariates to be included within the same model. Preliminary inspection of residual patterns 
showed heteroscedasticity in most models. This required using different combinations of link functions 
and probability distributions, allowing greater variation for large mean values (i.e. gamma or inverse 
Gaussian for continuous data, and Poisson or negative binomial for count data) for individual responses. 
When changing the underlying distribution did not stabilise the variance, a ln-transformation of the 
response was required, except for calcite% and wt% measurements.  
 
6.2.9 Time series analysis 
To understand long-term and seasonal changes in environmental conditions and predation pressure over 
the last decades, I used GAMMs to model time series of environmental descriptors (surface temperature, 
salinity, Chl-a, dissolved oxygen and pH) and the abundance of predators. Time series, consisting of 
discontinuous daily observations per year, were expressed as continuous monthly-averaged 
measurements. Fixed covariates were month (seasonal variation, expressed as numeric 1, …, 12 
indicator), year (trend), both fitted as smoothers, and their interaction that was defined through a smooth 
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tensor product interaction [288] (Equation 6.2). The tensor product interaction is used to represent 
functions of covariates, which are measured in different units (i.e. different magnitude of change), by 
allowing the smooth effect of one variable (i.e. seasonal variation) to vary as a smooth function of the 
second variable (i.e. trend). This allowed the within-year spline (effect) to change smoothly with the 
between-year effect.  
𝑆𝑒𝑟𝑖𝑒𝑠𝑖 = 𝛽0 + 𝑓𝑠𝑒𝑎𝑠𝑜𝑛𝑎𝑙(𝑀𝑜𝑛𝑡ℎ𝑖) + 𝑓𝑡𝑟𝑒𝑛𝑑(𝑌𝑒𝑎𝑟𝑖) + 𝑓(𝑀𝑜𝑛𝑡ℎ𝑖, 𝑌𝑒𝑎𝑟𝑖) + 𝜀𝑖 
           𝜀𝑖  ~ 𝑁(0; 𝚲𝜎
2) 
Equation 6.2 
where Seriesi is the ith observation of the time series, β0 is the intercept, fseasonal and ftrend are smooth 
functions for the seasonal and trend features of interest, f is the smooth function (interaction) of the two 
time variables, and εi the normally distributed and correlated (Λ) error. By allowing the seasonal 
component to change in time along with the trend (Equation 6.2), I modelled i) any seasonal, or within-
year variation, ii) any trend, or long-term change, in the mean level of the time series, and iii) any 
interaction between seasonal and trend features of the data. 
Boundary and numbers of knots (limits and dimensions of the basis used for the splines) were manually 
selected, while effective degrees of freedom were estimated by the smooth function [291]. A cubic 
regression spline basis was used for the trend smooth term, while a cyclic cubic spline basis was used 
for the seasonal smooth term to avoid discontinuity between January and December values [288]. 
Models indicated significant within-year residuals autocorrelation, which required the use of different 
residual correlation structures [287]. Autoregressive (AR, for equally spaced time series) or conditional 
autoregressive (CAR, for unequally spaced observations) models, nested within each year, were fitted 
to the residuals to account for temporal autocorrelation. 
A negative binomial GAM with a log link function was used to model the numbers of seagull breeding 
pairs as a function of year and to compare between the four species (Equation 6.3). The log link function 
ensures positive fitted values, and the negative binomial distribution is typically used for count data that 
are overdispersed with respect to a Poisson distribution. Covariates were year (smoothed with a cubic 
spline), gull species (categorical, four levels: black-headed, lesser black-backed, herring, and common), 
and their interaction. 
𝐵𝑟𝑒𝑒𝑑𝑖𝑛𝑔𝑃𝑎𝑖𝑟𝑠𝑖𝑗 ~ 𝑁𝐵(𝜆𝑖𝑗; 𝜃) 
                   ln (𝜆𝑖𝑗) =  𝛽0 + 𝑓(𝑌𝑒𝑎𝑟𝑗) × 𝑆𝑝𝑒𝑐𝑖𝑒𝑠𝑖 + 𝜀𝑖𝑗   
                            𝜀𝑖𝑗  ~ 𝑁(0; 𝜎
2) 
Equation 6.3 
where BreedingPairsij is the jth observation for the response variable (number of breeding airs) for the 
ith species (i = black-headed, lesser black-backed, herring, common). The response follows a negative 
binomial distribution (NB) described by two parameters, λij and θ, where λij is the mean value and θ is 
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the shape parameter (overdispersion parameter) of the negative binomial distribution. ln(λij) is the latent 
value for the jth observation of the ith species (with a log link function), f is the smoothing function 
(cubic regression spline), β0 is the intercept, εij is independently distributed error with expectation 0 and 
variance σ2.  
 
6.2.10   Modelling 
Individual GAMMs were used to describe shell thickness (n = 256) and shape (n = 268) with respect to 
time, and to compare between shell measurements (thickness of whole-shell, prismatic layer, nacreous 
layers or periostracum, and calcite%) and morphological traits (PC1 and PC2 from EFA coefficients) 
(Equation 6.4). Fixed covariates were collection year and shell length (both fitted as smoothers). To 
estimate biologically meaningful intercepts, I centered the input variables. Year of collection was 
centered to 1900, while length to the mean shell length of the sample. To incorporate the dependency 
among observations from the same sampling site, site was used as a random intercept. 
𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑖𝑗 = 𝛽0 + 𝑓1(𝑌𝑒𝑎𝑟𝑖) + 𝑓2(𝐿𝑒𝑛𝑔𝑡ℎ𝑖𝑗) + 𝑆𝑖𝑡𝑒𝑖 + 𝜀𝑖𝑗   
             𝑆𝑖𝑡𝑒𝑖 ~ 𝑁(0; 𝜎𝑆𝑖𝑡𝑒
2 ) 
                 𝜀𝑖𝑗  ~ 𝑁(0; 𝜎
2) 
Equation 6.4 
where Responseij is the jth observation for the response variable (thickness or shape variable) in site i (i 
= 1, …, 13), f is the smoothing function (cubic regression spline), β0 is the intercept, εij is the noise and 
Siteij is the random intercept, which are assumed to be independently distributed with expectation 0 and 
variance σ2.  
I modelled the weight proportion (wt%) of organic matrix (n = 31) as a function of year of collection 
(categorical, three levels: 1904, 1950, and 2016) and prismatic layer thickness (continuous), to test for 
differences among time periods and associations with shell deposition. The response variable was coded 
as a value from 0 to 1; therefore, a generalised linear model (GLM) with a beta distribution and a logistic 
link function was used. Pair-wise contrasts with a Bonferroni correction were then used to test (α = 
0.017) for differences in the wt% of organics among collection years. To estimate the potential 
interactions of local environmental conditions on mussel shell biomineralisation over decades, I coupled 
shell thickness measurements with comprehensive long-term environmental datasets (i.e. temperature 
and salinity). First, descriptive statistics for individual factors per year (i.e. mean, median, standard 
deviation, 10th, 25th, 75th and 90th percentiles, minimum and maximum annual values) were calculated. 
To provide a first order approximation of the water conditions prevailing during the lifespan of sampled 
specimens, I expressed the descriptive statistics as average values for the 6-year period prior to  
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collection (4-years for individuals from 1904 due to lack of environmental data prior to 1900). I then 
standardised all the descriptors to account for differences in measurement units. For standardisation, I 
subtracted the sample mean from the variable values and divided them by the sample standard deviation 
[𝑧𝑖 = (𝑥𝑖 − ?̅?) / 𝜎𝑥]. Descriptive statistics for surface temperature and salinity were analysed in 
separate PCAs for key environmental variables (i.e. I performed separate PCA for all the i) temperature-
 
Figure 6.4 Environmental regimes 
Biplots of PCAs performed on (a) temperature-related and (b) salinity-related descriptors. 
Top and right axes report the loadings scores. Red arrows represent the loadings vectors of 
the original variables on the PCs, showing how each environmental descriptor is related to 
the plotted PCs (Table 6.2). The direction of the arrows indicates the direction of increase 
of the variable values. Mean, median = annual mean and median; Min, Max = minimum 
and maximum values; SD = standard deviations; % = parameter percentile. The position of 
different collection years on the plane is determined by their relative scores on the plotted 
PCs. 
 
Table 6.2 PCA summary 
Environmental descriptors and their loadings (correlations) on the first two principal 
components from PCAs performed on temperature-related and salinity-related variables. 
  Temperature   Salinity 
Descriptor PC1 PC2   PC1 PC2 
Mean -0.44 0.16  0.42 -0.08 
Median -0.40 0.19  0.40 0.13 
SD 0.23 0.46  -0.24 0.57 
Max 0.05 0.49  -0.10 -0.58 
Min -0.40 -0.13  0.29 0.04 
90% -0.11 0.51  0.26 0.41 
75% -0.29 0.38  0.38 0.27 
25% -0.43 -0.11  0.40 -0.19 
10% -0.39 -0.23   0.38 -0.22 
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related and ii) salinity-related variables) (Figure 6.4, Table 6.2). I then used the first two PCs from 
temperature and salinity PCAs as input variables in GAMMs (all fitted as smoothers) to quantify the 
proportion of shell variation explained by abiotic conditions, and to describe relationships between shell 
thickness and environmental regimes. PCs from EFAs (Figure 6.3a) were also included as a proxies for 
mussel age (PC1) and food supply (PC2) [108]. Collection site was included as a random intercept. 
6.2.10.1 Model optimisation 
Models were optimised by first selecting the random structure and then the optimal fixed component 
following the protocol in Section 3.7. The principal tools for model comparison were the corrected 
Akaike Information Criterion (AICc) and likelihood ratio tests. Random terms were selected on prior 
knowledge of the dependency structure of the dataset. Visual inspection of residual patterns indicated 
violation of homogeneity in most cases. This required the use of variance structures (generalised least 
squares) allowing the residual spread to vary with respect to predictors. To assess the presence of 
temporal dependence in model residuals, I used (partial) autocorrelation functions, pACF and ACF, for 
regularly spaced time series, or variograms, for irregularly space ones. When temporal autocorrelation 
was found, the best residual correlation structure was selected through comparisons of models with 
differing stochastic trend models in the residuals. The fixed component was optimised by rejecting non-
significant interaction terms only that minimised the AICc value. For environmental GAMMs with 
multiple smooth terms, selection was carried out using cubic regression splines with shrinkage and a 
restricted maximum likelihood (REML) estimation method [288, 393]. Shrinkage smoothers are useful 
since they can have 0 smoothing. This made it possible to perform a backwards selection of all non-
significant terms in a single step. Indeed, all smoothers with 0 amount of smoothing (non-significant 
terms) can be dropped simultaneously from the model, without the need to re-fit and compare multiple 
nested models through a step-wise procedure. Final models were validated by inspection of standardised 
residual patterns to verify assumptions of normality, homogeneity and independence, as in Section 
3.7.2. The proportion of variance explained by the models was quantified with conditional 
determination coefficients (cR2) [394].  
6.2.10.2  Model predictions 
Optimal models were used to describe changes in mussel shell characteristics over the last century. To 
identify periods of statistically significant change in the time series, I first used the method of finite 
differences to compute the first derivative of the fitted splines. Without an equation for the spline, a 
derivative cannot be calculated analytically. Hence, this method samples a number of infinitesimally 
distant points on the fitted spline and estimates the slope between pairs of points throughout the trend. 
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The first derivative of the spline is then approximated to the change in the slopes between these points. 
Following Ruppert et al. [319], I then used a posterior simulation-based approach to generate 
simultaneous 95% confidence intervals drawing from the Bayesian covariance matrix of the model 
derivative (10,000 draws). This approach calculates the appropriate critical value (scaling factor of the 
 
Figure 6.5 Finite difference methods and periods of change in the time series 
(a) Smooth terms for the optimal sea surface temperature model. The seasonal term (cyclic cubic 
regression spline) (left), indicating within-year changes, and the trend term (cubic regression spline) 
(right), indicating long-term changes in the mean level of the time series between 1900 and 2016. 
Note the very different scales of the two splines, which illustrate the relative degrees of variation in 
the seasonal (~12°C, within-year variation) and trend term (~2°C, between-year variation). (b) First 
derivatives for the fitted seasonal and trend splines estimated with the method of finite differences. 
This method approximates the first derivative of a fitted spline by i) choosing a set of points p on the 
function and another set p′ positioned at a very small distance from the first set, ii) evaluating the 
fitted trend spline at the location p and p′, and iii) computing the rate of change (slope) in the function 
between the pair of points. The shaded areas represent simultaneous 95% confidence intervals, 
reflecting the uncertainty of the fitted functions. These were calculated through a posterior 
simulation-based approach following Ruppert et al. [319]. Sections of the spline derivatives where 
zero is not included in the simultaneous 95% confidence interval represent period of significant 
change in the time series (blue: increase; red: decrease). (c) Intervals of significant change are then 
superimposed to the fitted trends to show period of significant increase or decrease for the seasonal 
and long-term surface temperature patterns. 
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standard error) to estimate a 95% confidence interval reflecting the uncertainty of the fitted function. 
Estimated points of the spline’s derivative at which the simultaneous 95% confidence interval does not 
include zero represent periods of significant change in the time series. This information was used to 
identify which part of the predicted trend were significantly increasing or decreasing over time (Figure 
6.5). 
 
6.3 Results  
6.3.1 Historical patterns of shell deposition and calcification 
I identified different linear and non-linear temporal patterns of shell biomineralisation in adult M. edulis 
(n = 256) along the Belgian coastlines, depending on the shell layer analysed (Table 6.3). The overall 
shell thickness of blue mussels increased by 57% over the last 112 years (Figure 6.6a). The deposition 
of calcareous shell components increased over time, with prismatic and nacreous layers from modern 
shells being on average 48% and 74% thicker, respectively, than those of the oldest archival specimens 
(Figure 6.6a). Periostracum thickness changed non-linearly over the last century (Figure 6.6a), while 
there was no variation in the proportion of calcitic layer thickness.  
The wt% of organic content in the prismatic layer (n = 31) of modern mussels [2016; mean (SD) = 2.03 
wt% (0.21)] was 13% lower (larger proportion of CaCO3) than that of archival shells [1904; mean (SD) 
= 2.28 wt% (0.19)], indicating an increase in shell calcification over time (Figure 6.6b). A negative 
correlation between wt% of organics and prismatic thickness was detected (Figure 6.6c), revealing 
higher proportions of CaCO3 and thicker, so more calcified, shells in modern M. edulis. 
 
6.3.2 Among-years shell shape variations 
A principal component analysis (PCA), performed on the harmonic coefficients from an EFA of shell 
outlines (n = 268), revealed marked variations in M. edulis shell height, ligament (PC1), and ventral 
margin shape (PC2) among collection years (Figure 6.3b, 6.7a). PC1 (65.5%) was significantly 
correlated with shell length (Table 6.3), indicating shape changes during growth (age), while PC2 
(14.4%) showed shell variations observed under changeable food regimes (chlorophyll-a concentration) 
[108] (Figure 6.7b). There was no detectable relationship between PCs and year of collection (Table 
6.3). 
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Figure 6.6 Historical patterns of blue mussel shell thickness, organic content, and 
calcification between 1904 and 2016 
(a) Predicted trends in the thickness of whole-shell, calcareous, and organic layers for the 
mean shell length of the sample (53.13 mm) over the last century. Whole-shell (df = 1, F = 
2.57, p = 0.0059) and nacreous layer (df = 1, F = 2.58, p = 0.01) thickness increased linearly 
over time. Prismatic layer deposition significantly decreased between 1970 and 1983, and 
increased in the 1911-1934 period and after 1995 (edf = 4.09, F = 11.50, p < 0.0001). 
Periostracum thickness increased between 1945 and 1962, and showed a 29% decrease 
after 1985 (edf = 3.51, F = 17.58, p < 0.0001). Simultaneous 95% confidence intervals 
(shaded areas) and periods of significant change (continuous lines) are reported. (b) 
Variations in organic content between archival (blue bars) and modern (red bar) mussel 
shells. Pair-wise contrasts indicated lower proportions of organics in modern that archival 
specimens [mean = 0.25 wt%; z = 3.15, p = 0.0017 (***)], a marginally significant 
difference between 1904 and 1950 [mean = 0.21 wt%; z = -2.46, p = 0.014 (*)], and no 
difference between 1950 and 2016 [mean = 0.04 wt%; z = 0.62, p = 0.53 (NS)]. (c) 
Relationship between the organic wt% and prismatic thickness, indicating a positive 
association between layer deposition and calcification level (z = -2.17, p = 0.03). 
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6.3.3 Long-term changes in environment and predation 
I identified significant long-term changes and variations of the seasonal patterns over time in key 
environmental conditions and the abundance of key mussel predators along the Belgian coastlines 
across the last century (Figure 6.8a, Table 6.4).  
6.3.3.1 Environmental conditions 
Surface water temperature significantly increased by 1.10°C between 1975 and 2016, with large 
seasonal changes (13.6°C within-year variation). Temperature increased in spring and summer (April - 
September) with maximum temperatures increasing by 2.0 - 3.6°C in May and August, and no variation 
in winter and autumn, revealing a progressive shift towards an earlier seasonal peak (Figure 6.9a, b).  
 
Figure 6.7 Temporal variation in blue mussel shell shape 
(a) Scatterplot of the first two principal components (PCs) from a PCA performed on 
elliptic Fourier coefficients of lateral shell views, showing significant among-year 
differences across the morphospace (background) (MANOVA: Wilk's λ = 0.094, 
approximate F12, 242 = 6.64, p < 0.0001). Mussels from 1907 and 1936 - 1938 had rounder 
shells than other collection years with more elliptic profiles (Figure 6.3b, c). Confidence 
intervals (95%, continuous lines) and the proportion of variance explained by the first five 
PCs (histogram) are reported. (b) PCs contribution to the mussel shape variation for mean, 
+ 3SD (red) and – 3SD (blue) PC values. PC1 (65.5%) captured variations in shell height 
and ligament angle, with a transition from round to elongated shell for increasing values. 
PC2 (14.4%) indicated more concave ventral shell profiles for increasing values. 
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There was no identifiable long-term variation in mean salinity between 1904 and 2016, while the 
seasonal pattern changed over time (0.6 psu increase in within-year variation). Salinity increased most 
in autumn (October - November) and early spring (February - April), with maximum mean change of 
0.25 psu in March and April, indicating more gradual and defined within-year variations over time 
(Figure 6.9c, d). Chl-a mean concentration significantly increased by 0.17 mg/m3 between 1971 and 
2016. The seasonal concentration peaks (2.5 mg m-3 within-year variation) progressively shifted from 
spring and summer (April, August) to winter and spring (February, May), with the gradual formation  
Table 6.3 GAMMs summary statistics of shell characteristics over time 
M. edulis shell thickness (different layers) and shape (PC1-PC2; Figure 6.4) variation with 
collection year and shell length (size) is reported (Equation 6.4). (edf: estimated degrees of 
freedom) 
Parameter edf Estimate SE F p-value   
Random 
effect SD 
Whole-shell        
(Intercept) 1 6.402 0.091 70.26 <0.0001  Site 0.163 
Year 1 0.004 0.001 2.75 0.0059  Residual 0.190 
Length 1 0.002 0.003 0.58 0.56    
Periostracum        
(Intercept) 1 3.895 0.025 156.74 <0.0001  Site 0.066 
f(Year) 3.51 _ _ 17.58 <0.0001  Residual 0.261 
Length 1 0.001 0.004 0.21 0.84    
Prismatic layer        
(Intercept) 1 5.958 0.026 227.49 <0.0001  Site 0.095 
f(Year) 4.09 _ _ 11.50 <0.0001  Residual 0.009 
Length 1 0.009 0.003 3.41 0.001    
Nacreous layer        
(Intercept) 1 5.568 0.121 45.98 <0.0001  Site 0.210 
Year 1 0.005 0.002 2.58 0.010  Residual 0.335 
Length 1 -0.003 0.005 -0.67 0.50    
Calcite%         
(Intercept) 1 0.571 0.028 20.02 <0.0001  Site 0.048 
Year 1 0.000 0.000 -0.98 0.33  Residual 0.091 
Length 1 0.003 0.001 2.17 0.030    
Shape-PC1        
(Intercept) 1 -0.001 0.001 -1.72 0.11  Site 0.001 
Year 1 1.6E-05 9.3E-06 1.69 0.12  Residual 0.001 
Length 1 4.1E-05 1.4E-05 3.01 0.0029    
Shape-PC2        
(Intercept) 1 -1.4E-04 1.6E-04 -0.89 0.39  Site 0.001 
Year 1 2.6E-06 2.5E-06 1.05 0.32  Residual 0.001 
Length 1 6.9E-06 8.9E-06 0.77 0.44       
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Figure 6.8 Historical trends (long-term change) and seasonal patterns (within-year 
variations) in local abiotic and biotic conditions over the last century 
(a) (Left panels) Contour plots showing predictions of long-term changes (between-year) and 
variations in the seasonal (monthly) patterns of key abiotic and biotic descriptors over the last 
116 year. Variations in the response are represented through individual colour-scales (red: high 
values; blue: low values) and isolines (continuous lines). Shaded areas (temperature and 
salinity) represent historical periods with missing data (1914 - 1918 and 1940 - 1945) for which 
I extrapolated my predictions. (Right panels) Perspective plots of the prediction plane as a 
result of the tensor product interaction [288] between trend and seasonal components of the 
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of a unique and earlier peak in late winter (February – March) after 1990 (Figure 6.9e, f). Dissolved 
oxygen concentration decreased by 6.64 mmol m-3 between 1985 and 2016, with no change in the 
seasonal pattern (65.82 mmol m-3 within-year variation). Dissolved oxygen decreased all-over the year, 
except in March - April, with a maximum of -11.9 mmol m-3 in winter (February) (Figure 6.10a, b). 
Surface pH changed significantly in seasonality (0.29 within-year variation) between 1950 and 2016, 
but no overall long-term change was detected. pH increased in spring and summer (March - June) with 
a maximum of 0.45 in May, and decreased in late summer and autumn (August - November), resulting 
in a more variable pH regime and sharper within-year gradients (Figure 6.10c, d).   
6.3.3.2 Predator abundance 
The abundance of macrobenthic decapods (1978 - 2017) and their planktonic larvae (1958 - 2009) 
increased 2.5 and 1.9 times, respectively over the last 60 years (Figure 6.11a, b). Benthic decapods 
increased significantly between spring and autumn during each of the last 30 years, while planktonic 
larvae increased between late winter and summer, with the seasonal abundance peak shifting from late 
to early summer after 1988 (Figure 6.11c, d), indicating decapods appearing earlier in the year. Gull 
numbers significantly increased between 1960 and 2007 (Figure 6.8b) showing an exponential growth 
of breeding pairs, up to 200 - 1,500 times, in four dominant Belgian species: Larus ridibundus (black-
headed), L. canus (common), L. argentatus (herring), and L. fuscus graellsii (lesser black-backed) 
(Table 6.5). While, the keystone predatory gastropod Nucella lapillus began to decrease in numbers in 
the 1970’s and disappeared from Belgium in 1981 (Figure 6.8b).  
 
6.3.4 Environmental influence on mussel shell deposition 
Individual PCAs performed on descriptive statistics for surface temperature and salinity allowed i) 
exploring whether mussel characteristics were more closely related to estimates of mean conditions vs 
the variability of these parameters (Supporting Table A.6), and ii) creating from collinear descriptors a 
set of independent variables (PCs), characterising temperature and salinity “regimes” (Figure 6.4, Table 
6.2).  
Temperature variability (PC2) had a stronger positive effect on shell deposition than food supply (shape 
PC2) over time (cR2 = 0.41, Figure 6.12a). Prismatic thickness increased with more variable temperature 
conditions (PC2) (cR2 = 0.49, Figure 6.12b), while the nacreous thickness increased with age (shape  
data. Note the different scales of the ordinate (response, marks as in the colour-scale) and 
abscissa (year axis), highlighting differences in the magnitudes of change and temporal 
availability for each parameter. (b) Long-term changes in the numbers of breeding pairs in 
four dominant seagull species. Note the marked among-species differences in abundance. 
Progressive decrease (blended area) and complete disappearance in 1981 (vertical dashed line) 
of Nucella lapillus from the study location. 
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Table 6.4 GAMMs summary statistics (time-series analyses) of environmental 
descriptors and abundance of predators 
The time range of the data, and the significance of the trend term [f(Year), long-term change 
in the mean level of the time series], seasonal pattern [f(Month), within-year variation], and 
the interaction between seasonal and trend terms [f(Year, Month), ] are reported (Equation 
6.2). 
Parameter edf Estimate SE F p-value 
Temperature (1900 - 2016)    
(Intercept) 1 -0.153 0.058 7.06 0.0080 
f(Year) 2.90 _ _ 17.39 <.0001 
f(Month) 8.97 _ _ 894.05 <.0001 
f(Year, Month) 39.81 _ _ 0.97 <.0001 
Salinity (1903 - 2016)     
(Intercept) 1 32.420 1.654 384.32 <.0001 
Year 1 0.001 0.001 1.19 0.28 
f(Month) 4.98 _ _ 5.35 <.0001 
f(Year, Month) 7.95 _ _ 0.05 0.12 
Chl-a (1971 - 2016)    
(Intercept) 1 -7.308 2.286 10.22 0.0015 
Year ‡1 0.004 0.001 11.11 0.00094 
f(Month) 8.71 _ _ 143.24 <.0001 
f(Year, Month) 28.62 _ _ 0.89 <.0001 
Dissolved oxygen (1985 - 2016)     
(Intercept) 1 676.238 116.358 33.78 <.0001 
Year ‡1 -0.209 0.058 12.90 0.00037 
f(Month) 8.14 _ _ 225.60 <.0001 
f(Year, Month) 0.01 _ _ 0.01 0.72 
pH (1951 - 2016)     
(Intercept) 1 5.598 3.682 2.31 0.13 
Year 1 0.001 0.002 0.63 0.53 
f(Month) 3.28 _ _ 4.39 <.0001 
f(Year, Month) 9.75 _ _ 0.63 <.0001 
Decapoda - adults (1978 - 2017)    
(Intercept) 1 4.466 0.343 169.00 <.0001 
f(Year) 2.36 _ _ 19.87 <.0001 
f(Month) 3.64 _ _ 1.33 0.00016 
f(Year, Month) 4.18 _ _ 0.12 0.0072 
Decapoda - larvae (1958 - 2009)   
(Intercept) 1 -26.565 7.378 12.97 0.00034 
Year ‡1 0.013 0.004 12.54 0.00043 
f(Month) 7.46 _ _ 92.46 <.0001 
f(Year, Month) 9.48 _ _ 0.12 0.00070 
‡ Linear significant effect of the covariate on the response 
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PC1), food supply (shape PC2), and less variable salinity regimes (PC2; cR2 = 0.34, Figure 6.12c). 
Periostracum thickness increased with less variable temperature (PC2) and salinity regimes (PC2; cR2 
= 0.43, Figure 6.12d). This suggests changes in environmental variability were generally more 
important in supporting shell deposition than altered mean water conditions. 
 
6.4 Discussion  
Using a unique museum collection of a single species from a single site of regular sampling across 112 
years, I showed how a calcifier predicted to be vulnerable to climate change could thrive under 
physiologically stressful conditions (i.e. greater energetic demand associated with variable 
environments and increased predation) through plastic compensatory responses of shell 
biomineralisation. These results demonstrate that a detailed understanding of temporal responses in 
foundation species to changing environments, within the complexity of a human-impacted ecological 
system, is critical when making projections of changes in resistance and ecological functions of 
calcifiers. It is further important for analyses aimed at anticipating emergent effects of change on 
supported communities and the broader ecological network. 
The Belgian coast represents a complex and dynamic littoral system. Although its geomorphology has 
been profoundly shaped by rapid urbanisation and anthropogenic pressure (i.e. harbour development, 
beach nourishment and re-profiling) [364], its regular series of stone breakwaters has been substantially 
preserved over the last 140 years [364, 366]. By providing an ideal control in terms of substratum, and 
Table 6.5 GAM summary statistics (parametric and smooth terms) of breeding pairs 
variation with seagull species and collection year, and their interaction (Equation 
6.3) 
Parameter edf Estimate SE F p-value 
Parametric coefficients      
(Intercept) + 1 8.651 0.081 11344.38 <.0001 
SpeciesHerring  1 -4.524 0.100 2058.26 <.0001 
SpeciesLesserBlackBacked 1 -5.316 1.463 13.21 0.0004 
SpeciesCommon 1 -7.137 0.230 963.23 <.0001 
Approximate significance of smooth terms    
f(Year) × SpeciesBlackHeaded 6.02 _ _ 11.74 <.0001 
f(Year) × SpeciesHerring  7.65 _ _ 624.91 <.0001 
f(Year) × SpeciesLesserBlackBacked 3.96 _ _ 399.31 <.0001 
f(Year) × SpeciesCommon 5.12 _ _ 75.06 <.0001 
+SpeciesBlackHeaded is used as the intercept. 
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exposure to tidal, hydrological, and sedimentary coastal dynamics, this breakwater system represented 
an ideal long-term field experimental location to evaluate historical changes in hard-bottom 
communities. The use of archival specimen of M. edulis collected from the same location and 
substratum over the last century, coupled with long-term datasets of key environmental descriptors and 
predators, allowed the observation of temporal responses of a calcifying foundation species under 
“controlled” conditions (relative to previous historical studies) to climatic (i.e. dynamism and predation) 





Figure 6.9 Historical variation in the seasonal pattern (within-year variation) for 
water temperature, salinity, and Chl-a concentration 
Predicted seasonal (monthly) variation for (a) surface water temperature for 1900 and 2016, 
(c) salinity for 1904 and 2016, and (e) Chl-a concentration for 1975, 2000 and 2016. Trends 
(long-term variations) for each month grouped by quarter/season for (b) surface water 
temperature over the 1900 - 2016 period, (d) salinity over the 1904 - 2016 period, and (f) 
Chl-a concentration over the 1975 - 2016 period. Simultaneous 95% confidence intervals 
(shaded areas) are reported for each prediction. 
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6.4.1 Historical mussel shell patterns 
Contrary to predictions [70, 83, 99], blue mussel shell calcification markedly increased over the last 
112 years (i.e. 57% thicker shells and 13% less organics, Figure 6.6). This observation is in contrast 
with historical and experimental evidences on marine calcifiers suggesting either a depression of 
calcification [21, 70, 99], trade-off between skeletal deposition and growth [73], or general stability 
[69]. Historical studies have indicated shells of modern Mytilus californianus (2009 - 2011 periods) to 
be 42% thinner per unit size than shells from Native American Middens (~1000 - 2400 years BP) [70]. 
Mytilus larvae and adults produced thinner, weaker, and smaller shells under laboratory-simulated 
carbonate conditions predicted for 2100 than individuals grown under present-day conditions [83, 99, 
223]. In coralline algae (Lithophyllum, Pseudolithophyllum, and Lithothamnion spp.), thallus thickness 
decreased by 2 - 2.3 times between 1981 and 2012 in species generally regarded as thick with no change 
 
Figure 6.10 Historical variation in the seasonal pattern (within-year variation) for 
dissolved oxygen concentration and water pH 
Predicted seasonal (monthly) variation for (a) surface dissolved oxygen for 1985 and 2016, 
and (c) pH for 1955 and 2016. Trends for each month grouped by quarter/season for (b) 
surface dissolved oxygen over the 1985 - 2016 period, (d) surface water pH over the 1955 
- 2016 period. Simultaneous 95% CIs (shaded areas) are reported for each prediction. 
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in internal skeletal metrics, while the reverse was observed for species generally regarded as thin [73], 
suggesting trade-offs between morphological type and internal calcification. Meanwhile, shell density 
increased by 3.4% in the brachiopod Calloria inconspicua from New Zealand over the last century, but 
with no change in other shell metrics [69]. Reported differences in susceptibility suggest how species-
specific types and magnitude of compensatory processes might be responsible for the wide range of 
observed responses (change vs stability) among calcifiers, despite the ubiquitous presence of multiple 
stressors. 
As expected, blue mussel shells increased elongation and concavity of the ventral margin during growth 
[108], while there was no identifiable trend in shell shape over the last century (Figure 6.7). This is in 
contrast with laboratory experiments reporting morphological alterations in M. edulis as a compensatory 
 
Figure 6.11 Historical variation in the seasonal pattern (within-year variation) for 
benthic decapods and their planktonic larvae 
Predicted seasonal (monthly) variation for (a) the abundance of macrobenthic decapods for 
1978 and 2016 (10 units/sample within-year variation), and (c) decapod’s planktonic larvae 
for 1978 – 2009 (6 units/sample within-year variation). Trends for each month grouped by 
quarter/season for (b) the abundance of macrobenthic decapods over the 1978 - 2016 
period, and (d) decapod planktonic larval abundance over the 1978 - 2009 period. 
Simultaneous 95% confidence intervals (shaded areas) are reported for each prediction. 
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adjustment to enhance protection against predators in thin-shelled individuals under physiologically 
stressful conditions [99]. The observed lack of changes in shell shape of M. edulis in a natural system 
over time supports the potential for an increased resistance of mussels to altered environments through 
a compensatory increase of shell deposition. 
 
6.4.2 Long-term environmental patterns 
The long-term changes of surface temperature are in line with both global ocean trends [5] and local 
North Sea trends [89]. Seasonal alteration of salinity mirrored Chl-a surface patterns (increasing salinity 
corresponding to lower food levels), reflecting the projected alterations of local water cycles and fresh 
river inputs [17]. Increased Chl-a concentration has been widely documented and correlated to 
increasing human activity and land use over the last 60 years, enhancing inorganic nutrients and organic 
 
Figure 6.12 Environmental effects on the deposition of blue mussel shell layers 
(a) Whole-shell thickness was positively related to PC2 of shape (df = 1, F = 5.29, p = 0.02) 
and temperature (edf = 2.86, F = 5.32, p = 0.002). (b) Significant relationships between 
prismatic thickness, PC1 and PC2 of temperature (edf = 2.37, F = 26.08, p < 0.0001; df = 
1, F = 34.81, p < 0.0001, respectively) were detected. (c) The nacreous layer was positively 
correlated with shape PC1 (df = 1, F = 8.88, p = 0.0031) and PC2 (df = 1, F = 5.81, p = 
0.017), and negatively with salinity PC2 (df = 1, F = 6.20, p = 0.013). (d) Periostracum 
thickness had a non-linear relationship with temperature PC2 (edf = 2.12, F = 4.23, p = 
0.008) and salinity PC2 (edf = 2.23, F = 3.36, p = 0.04). 
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carbon river loads [52, 395]. These processes have led to a significant coastal eutrophication, boosting 
phytoplankton abundance and, therefore, primary production (food supply) [52, 396]. Decreased 
oxygen levels are in line with higher temperatures (lower oxygen solubility) and primary production, 
increasing biological activity. Contrary to global trends, pH showed no long-term decrease and an 
increasingly marked seasonality over the last 75 years. This observation supports the strong impacts of 
quantitative and qualitative alterations of phytoplankton communities on coastal carbon cycling and 
sequestration [52], as well as eutrophication significantly buffering the effects of ocean acidification on 
the carbonate chemistry of surface waters [32].  
These results suggest the formation of generally more variable surface conditions (Figure 6.8a) could 
lead to energetically demanding regimes for intertidal mussels [127, 397]. These factors may, however, 
determine indirectly, via provision of more food [107] and buffered ocean acidification [32], less 
unfavourable energetic conditions for calcification (Figure 6.13). From an historical perspective, this 
suggests current field populations have already made energetic adjustments to cope with increased 
physiological stress in this region, with no evident alteration of shell growth.  
 
6.4.3 Historical change of predation regime 
These results indicate an overall increase of predation pressures on M. edulis with a rapid shift to shell-
breakers (durophagy) dominated regimes (i.e. increasing numbers of decapods and seagulls) after the 
local extinction of a keystone predatory driller (i.e. dog whelk) (Figure 6.13). Long-term increases in 
numbers of decapods in the North Sea, which have doubled over the last 30 years (Figure 6.8a) [398, 
399], have been explained by a temperature-driven, abrupt ecosystem shift during the 1980’s [59]. This 
has driven profound changes in benthic and pelagic assemblages, favouring greater abundance and 
range of warm-water decapod taxa [59, 398]. These changes, which are correlated with surface 
temperature [58, 398], could reflect increasing predation pressure of decapods on fish recruits and 
benthic bivalves, both decreasing in numbers over recent decades [59] (Figure 6.13). Increasing 
planktonic decapod larvae and shifting seasonal peak abundance suggest an increased and earlier 
recruitment [398]. Recruitment could be favoured by boosted primary production and decreasing 
predation pressure on meroplanktonic larvae due to increased overfishing over the last 40 years [58, 59, 
400], decimating white-fish stocks in the North Sea [401, 402]. The key role of decapods as predators 
of bivalves, and other benthic organisms, suggests a strong influence of their increasing abundance on 
the coastal trophic linkages of blue mussels (Figure 6.13), and the potential to amplify effects of abiotic 
change at different trophic [59] and organisational levels [55, 89]. 
European populations of the dog whelk Nucella lapillus started declining in concomitance with the 
widespread employment of tributyltin (TBT) in the 1970s [403], leading to its complete eradication 
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from Belgium in 1981 [391]. Dog whelks represent keystone predators of mussels in the intertidal where 
sea star pressure is significantly reduced [174], and are expected to have a stronger selective impact on 
M. edulis under altered carbonate conditions [369]. However, their disappearance could have changed 
significantly predator-prey coastal dynamics [174] (Figure 6.13), with potential benefits for mussel 
fitness. 
The abundance of seagulls increased exponentially in four dominant species along the Belgian 
coastlines between the mid 1990’s and 2007 (Figure 6.8b). This has been linked to an amplification of 
the temperature signal, through decapod larvae and adults abundance, boosting food supplies and, 
therefore, breeding success for multiple gull colonies in the North Sea [89] (Figure 6.13). Seabird 
breeding success is partially controlled by abundance and nutritional quality of the prey items that the 
parents feed to their chicks [404], with decapods, pelagic fishes, and fishing discard being dominant 
components [401]. A greater abundance of decapods [398] may, therefore, have positive implications 
for the breeding success of seagulls [89], by providing food and a significant CaCO3 supply for both 
eggshell and bone development in chicks during the breeding season (May - June) [183], matching with 
decapod peak abundance (Figure 6.8a). The North Sea supports many important fisheries, generating 
substantial quantities of bycatch and discard for seabirds [405]. However, the general decline in volume 
of discard [401] coupled with deleterious effect of overfishing on fish stocks [58, 402], overall reducing 
food supply for coastal seabirds, has been documented to exacerbate prey-switching tendencies in 
generalist scavenging birds, such as seagulls, resulting in an increased predation on coastal taxa [401].  
Seagull influence on blue mussel populations has been widely documented in Europe with the potential 
to remove from 30% up to 70% of the natural and cultured intertidal stock [116, 406]. The increase in 
Belgian gull numbers [89], coupled with enhanced prey-switching behaviour [401], are likely to 
increase predation on other coastal resources, among which are the dominant and easily accessible 
intertidal blue mussel beds. Seagulls represent an important link between changes in marine and 
terrestrial ecosystems [89] (Figure 6.13). This suggests how climate- and anthropogenic-driven changes 
in marine organisms can extend to the avian fauna, and so propagate to intertidal and terrestrial food-
webs around seabirds colonies [89, 401]. 
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Figure 6.13 Belgian mussel ecosystem interactions 
Conceptual representation of end-to-end ecosystem interactions (considered in the current 
study) governing blue mussels beds along the Belgian coastal zone, including primary 
producers, and primary, secondary, and tertiary consumers from both marine (sublittoral and 
eulittoral) and terrestrial systems. The graph represents top-down and bottom-up pathways (blue 
arrows) through which abiotic and biotic interactions within the M. edulis ecological network 
can stimulate compensatory responses of shell biomineralisation. Signs indicate positive (+) or 
negative (-) responses. Arrows indicated direct (continuous lines) and indirect (dashed lines) 
effects. Red arrows indicate external environmental (ENV) and anthropogenic (AI) impacts. 
Compensatory adjustments of blue mussel shells represent the shifting balance between 
responses to propagating anthropogenic impacts through the durophagous linkages (increasing 
decapod larvae → adult decapods → seagulls), altered seabird predation behaviour (prey-
switching in seagulls), the disappearance of drillers (dog whelk), and more energetically 
demanding environmental regimes (increasing temperature, decreasing dissolved oxygen, and 
fluctuating pH and salinity) in an increasingly productive coastal system (boosted Chl-a); and 
their chain of direct and indirect feedbacks strengthened or weakened by climatic- and 
anthropogenic-driven stressors. 
 
6.4.4 Anthropogenic triggers of shell compensation 
Over the last century, human impact represented a major driver of Belgian coastal dynamics with an 
end-to-end ecosystem effect (i.e. from the physical environment to tertiary producers), acting through 
different direct and indirect pathways on the various trophic levels and species interactions governing 
the blue mussels’ ecological network (Figure 6.13). A relatively limited influence of abiotic regimes 
(temperature and salinity, and collinear oxygen levels Figure 6.8a) on temporal patterns of shell 
deposition (0.34 < cR2 < 0.49) suggests anthropogenic-altered local predator-prey dynamics [174] in a 
highly productive system [32] to trigger compensatory responses in shell biomineralisation to 
physiological stress.  
Mytilus edulis fitness is tightly linked to shell integrity and the potential to regulate its deposition and 
composition in selecting environments [83, 99, 109]. Given the marked differences in energetic costs 
of CaCO3 vs organics production [44, 407], mechanical and chemical protection of shell layers [83], as 
well as increased energy demand and predation [369, 397], mussels would be under strong selection 
pressure to modify their shell to counter disturbance. 
The historical increase of calcareous layers deposition (Figure 6.6a) is in line with quantitative and 
qualitative temporal changes of predation pressure [198]. Prismatic thickness has been documented as 
the factor mostly affecting M. edulis vulnerability to seabird predation [200]. This suggests the rapid 
prismatic thickening after 1995 likely reflects a compensatory response to the exponential growth of 
seagull colonies (starting in 1990 - 1995, Figure 6.8b). Similarly, the rapid periostracal thinning after 
1984 and a lower proportion of organic matrix in modern shells (increasing solubility) (Figure 6.6a, b), 
suggest a compensatory response to the disappearance of N. lapillus in 1981 (Figure 6.8b), selecting for 
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shells with high chemical resistance (i.e. thick periostracum and abundant organic matrix) [179], and 
to buffered ocean acidification effects [32] (Figure 6.13). Although the limited availability of 
environmental datasets does not allow explanation of the older shell patterns, these findings support the 
potential of mussels to trade-off between the deposition of organic and calcareous shell layers as a 
compensatory response to strategy-specific predation pressures. 
These results highlight how complex, local-scale conditions, triggering compensatory mechanisms, can 
led to unanticipated outcomes (i.e. increase calcification and variable surface regimes) contrary to 
global-scale projections. In this regional scenario, by abruptly removing a keystone predator, selecting 
for energetically “expensive” responses and boosting food supply via eutrophication, local 
anthropogenic pressure may have shifted the mussel energy balance in favour of the formation of 
“cheaper” calcareous-dominated shells to compensate increased durophagous predation.  
 
6.5 Conclusions 
My findings suggest a strong capacity of Mytilus to withstand a wide range of environmental 
perturbations through plastic compensatory responses in shell biomineralisation. This naturally 
complex historical scenario supports the hypothesis that compensatory processes acting through 
qualitative and quantitative change in shell formation can counter predicted negative ramifications of 
environmental change on mussel persistence. Increasing evidences support the potential for resistance 
in calcifiers [69, 106, 110], suggesting that compensatory mechanisms of shell biomineralisation to 
disturbance may not be unique to mussels and potentially act in a range of other organisms, with their 
net outcomes being driven by species-specific heterogeneity in skeletal structure and physiological 
plasticity. This highlights the adaptive value of compensatory mechanisms to maintain shell 
calcification, and so fitness, in rapidly changing environments via formation of shell structures 
reflecting the equilibrium between co-acting climatic and anthropogenic selective forces, and the 
energetic costs of compensation. 
Compensatory biomineralisation potentially represents an important, but relatively unexplored, 
mechanisms of resistance to change that complements documented physiological, population and 
community level adjustments [23, 40, 43, 53]. A better understanding of type and magnitude of 
compensatory species’ responses is critical to inform more realistic projections of calcifiers’ resistance 
to rapidly changing environments. In this regard, historical studies and the use of archival records 
represent a rarely used but powerful approach to complement inferential limitations of experimental 
ecology, providing a more integrative assessment of the predominant direct and indirect pathways of 











Environmental change represents a major force shaping marine ecosystems worldwide [6, 26]. The 
complex interplay of a wide range of physical and chemical changes, including warming, variations of 
salinity, deoxygenation, and acidification [5, 12], in addition to pervasive anthropogenic pressures 
[352], are profoundly affecting species biology and ecology [18, 21], as well as community structures 
and ecosystem functioning [25, 56]. However, the rapid evolution of abiotic and biotic environmental 
conditions is outpacing our ability to forecast their consequences on marine populations, communities, 
and ecosystems [38]. Indeed, ecosystem-wide projection are severely constrained by heterogeneous 
patterns of change [6], multiple interacting stressors [39], and altered species interactions [56, 354], as 
well as limited insights into compensatory mechanisms driving responses at species or community 
levels [54, 65].  
In the marine environment, species producing shell and skeletons, among them shelled molluscs, are 
experiencing the strongest impacts of environmental change [21, 72, 105]. Studies on their responses 
to disturbance suggest that calcifiers will find it more difficult to build and maintain their CaCO3 
structures, and they will potentially suffer a range of negative impacts including changes in metabolism, 
acid-base status, and survival under future ocean conditions [72, 74, 84, 101]. 
Among molluscs, bivalves constitute a substantial component of coastal benthic communities [115], 
and these include mussels which have been widely used as model organisms for studying ecological 
and physiological responses to disturbance [66, 110, 126]. The Atlantic mussels of the Mytilus edulis 
species-complex (M. edulis, M. trossulus, and M. galloprovincialis) are important bed-forming 
foundation species throughout the temperate and polar littoral zones worldwide. These have a 
significant ecological value supporting benthic communities and local biodiversity [121], and represent 
an important economic resource for the aquaculture industry [8]. As both calcifiers and habitat-formers, 
they have received much attention as primary indicators organisms [43, 108].  
Calcareous shells perform a range of vital functions in Mytilus, including structural support and 
protection against predators. Because shell integrity determines survival, shell characteristics (i.e. form, 
thickness, and composition) are subject to strong selection pressure, with functional success or failure 
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a fundamental evolutionary driver. Mytilus shell consists of both organic and calcareous layers (Section 
1.2.10). These layers are characterised by different energetic costs [44, 407], microstructures, and more 
or less soluble components the combination of which determines differential chemical and mechanical 
shell protection against dissolving conditions, predatory and endolithic borers, as well as durophagous 
predation [83, 99, 185]. Therefore, future shifts in environmental gradients [6] may influence variations 
in shell production, composition, and structure, shaping regional patterns of mussel sensitivity and 
survival to future conditions. However, existing knowledge on calcifiers’ response potential 
predominantly stems from short- to long-term studies on single species or simplified experimental 
“communities”, which may not necessarily translate to natural populations within a dynamic ecological 
system [69, 107]. Therefore, little is known about the biological mechanisms and key drivers in natural 
environments that shape regional differences and long-term variations in species vulnerability to global 
changes. 
In this thesis, I examined variations in shell characteristics, including morphology and biomineralised 
microstructures, in natural populations of Mytilus across a large geographical scale (30° latitudinal 
range) along the North Atlantic coastline, and over historical times (last century). The aim was to 
understand the response potential of mussel shells to heterogeneous environmental gradients and local 
conditions. I found a marked response potential of shell morphology and biomineralisation over space 
and time; Mytilus species showed a wide range of plastic responses in shell deposition and composition 
to variations in abiotic and biotic environmental factors at a North Atlantic scale and over the last 
century. These findings indicate the marked potential of mussels to trade-off between i) different 
morphological traits, and ii) the deposition of individual calcareous and organic shell layers as a 
response to specific environmental conditions and variations in strategy-specific predation pressures. 
This suggests a strong capacity for an increased resistance of Mytilus to forecasted climate changes. 
Overall, this thesis illustrates how biological mechanisms and variations in local environmental 
conditions, driving plastic shell responses to the spatial and temporal structure of multiple abiotic and 
biotic stressors, defining geographic and historical patterns of unforeseen species resilience to global 
environmental changes. 
 
7.1.1 Shell morphology across space 
The use of geometric morphometrics and generalised additive mixed models allowed me to identify 
spatial patterns of natural shell shape variation with environmental gradients (i.e. temperature, salinity 
and food availability) at different geographical scales in North Atlantic and Arctic Mytilus populations. 
I showed how the combined use of new statistical methods provided some unprecedented 
methodological advantage in the analysis of shape variation, and how the employment of multiple study 
systems at various geographical scales made it possible to uncouple the contribution of development 
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and genetic status to shell morphology. Specifically, an elliptic Fourier analysis of shell outlines allowed 
an in-depth quantification of shell shape and the definition of new independent variables expressing 
shape variations at different regional scales. Meanwhile, additive modelling of shape variables from 
multiple levels of analysis (from small to large geographical scale) allowed the identification of general 
patterns as well as more local trends of natural shape variation and heterogeneity. This made it possible 
to describe general relationships between shell shape variation in Atlantic Mytilus and environmental 
drivers that were independent of developmental (age) and genetic (species) influence to mussel shape.  
This new methodological approach allowed the identification of previously unrecognised patterns of 
mussel form and the variation in specific shell features at a much finer scale than possible previously. I 
found salinity had the strongest effect on the latitudinal patterns of Mytilus shape, producing shells that 
were more elongated, narrower and with more parallel dorsoventral margins at lower salinities; 
variations that could be explained by the maintenance principle of a physiologically favourable surface-
area to volume ratio. Temperature and food supply, however, were the main predictors of mussel shape 
heterogeneity. Overall, Mytilus showed similar shape responses to less favourable conditions across the 
different geographical scales analysed. These results indicate shell shape variability is a potentially 
important adaptive component to environmental stressors and suggest potentially marked shape 
modifications in mussels under future sub-optimal environmental conditions.  
These findings show shell shape plasticity represents a powerful indicator to understand the alterations 
of blue mussel communities in rapidly changing environments. Climatic changes are projected to affect 
all areas of the ocean, with different areas changing at different rates. Therefore, understanding the links 
between calcifiers’ responses and evolving conditions is essential to forecast accurately spatial 
sensitivity patterns of this foundation species. My work illustrates that the use of new statistical tools 
combined with robust, more traditional, methods of analysis can improve our understanding of mussel 
ecology, by disentangling the different factors affecting shell shape and allowing more accurate 
predictions of its variations and their potential implications in a changing multivariate environment. 
 
7.1.2 Shell biomineralisation across large geographical scales 
The analysis of large-scale spatial variations in shell microstructure of Mytilus under heterogeneous 
environmental gradients across a 30° latitudinal range, allowed me to test whether plasticity in 
calcareous shell production and composition, from juveniles to large adults, mediates geographic 
patterns of resistance to climate change in this critical foundation species. As expected, I find mussels 
showed lower calcification levels in polar than temperate regions, which supports the general paradigm 
of decreasing skeletal production towards high latitudes. I found salinity was the major predictor of 
regional differences in mussel shell deposition, and its mineral and organic composition. In low-salinity 
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environments, the production of calcite and organic shell layers was increased, suggesting higher 
chemical resistance to corrosive water conditions. Conversely, under higher-salinity environments, 
increased aragonite deposition suggests enhanced mechanical protection. This marked compositional 
plasticity in calcareous shell components suggests a potentially higher resistance of Mytilus to 
dissolution in polar, low-salinity environments, than mussels in temperate, higher-salinity regions, 
which would be characterised by an enhanced protection from predators. Interacting strong effects of 
decreasing salinity and increasing food availability on the compositional shell plasticity in polar and 
subpolar mussels during growth predict the deposition of a thicker external organic layer (periostracum) 
under forecasted future conditions. The response potential of the periostracum in larger Mytilus to 
heterogeneous environments suggests a capacity for increased protection from ocean acidification in 
polar and sub-polar populations. Meanwhile a higher sensitivity of the Baltic populations is expected 
under future changes due to their reduced size. These results support the hypothesis that plasticity in 
shell production and the spatial structure of environmental conditions shape regional differences in 
Mytilus shells deposition and composition, and, therefore, their chemical and mechanical shell 
properties, mediating geographic patterns of resistance to environmental disturbance.  
Overall, I demonstrated how biological mechanisms as shell plasticity, which drive spatial variability 
of mussel responses to interacting environmental factors, has the potential to determine complex 
regional patterns of shell deposition and properties, and to dictate spatial differences in species 
sensitivity to projected habitat alterations.  
 
7.1.3 Shell characteristic over the last century 
The use of museum collections of Mytilus edulis specimens sampled regularly from a single location 
along the Belgian coastline on stone breakwaters between 1904 and 2016, provided the unique 
opportunity to examine temporal trends in shell deposition, composition, and morphology in intertidal 
mussels over the last century. Availability of historical datasets of abiotic and biotic conditions made it 
possible to examine relationships between historical patterns of shell biomineralisation, and high-
resolution, long-term changes in key environmental descriptors and abundance of keystone predators 
(different taxa and predation strategy), across a time-scale accounting for long-term acclimation and 
adaption. This allowed me to test the hypothesis that compensatory mechanisms in shell 
biomineralisation to natural and anthropogenic pressures can mediate the predicted negative effects of 
change and altered species interactions within a complexity ecological system. 
Contrary to predictions calcification in Mytilus markedly increased during the last 112 years. This is in 
contrast with previous historical and experimental evidences documenting decreasing, or a general 
stability, in calcification for mussels or other calcifiers. Analysis of long-term datasets indicated the 
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formation of generally more variable surface conditions with formation of more energetically 
demanding coastal regimes for mussels. I also illustrated how the deposition of individual shell layers 
was more closely related to temporal changes in the variability of key environmental predictors than to 
alterations of mean habitat conditions. This suggests current field populations may have already made 
energetic adjustments or adapted to increased physiological stress in this region, with no negative 
effects on shell deposition. Moreover, I document an increasing predation pressure over time with a 
rapid shift to shell-breakers (durophagy) dominated regimes (i.e. decapods and seagulls) after the local 
extinction of a keystone predatory driller (i.e. dog whelk). Historical patterns of shell deposition and 
composition are in line with different level and types of predation. These findings support the potential 
of Mytilus to regulate the deposition of organic and calcareous shell layers as a compensatory response 
to strategy-specific predation pressures. This naturally complex historical scenario supports the 
hypothesis that compensatory processes acting through qualitative and quantitative change in shell 
formation can counter, or even reverse, predicted negative impacts of environmental change on mussels. 
My findings suggest i) a strong capacity of M. edulis to withstand a wide range of environmental 
perturbations through plastic compensatory responses in shell biomineralisation, and ii) how local-scale 
conditions, triggering compensatory mechanisms, can led to unanticipated outcomes which are in 
contrast with global-scale projections.  
This work highlights how historical studies and the use of archival records represent a powerful tool to 
study very long-term changes is species responses, with potential for acclimation or adaption, to the 
evolution of local abiotic and biotic conditions. Furthermore, I illustrate the potential adaptive value of 
compensatory mechanisms, to maintain shell calcification, and so fitness, in rapidly changing 
environments via formation of shell structures reflecting the equilibrium between co-acting climatic 
and anthropogenic selective forces, and the energetic costs of compensation.  
 
7.2 Future directions 
In this thesis, I examined variations in shell morphology and biomineralisation in natural populations 
of Mytilus across a large geographical scale and over historical times to address the question on whether 
marine mussels have and will be affected by environmental change. A wide range of shell characteristics 
where investigated, indicating different spatial and temporal patterns of resistance to change in species 
predicted to be vulnerable, as well as differences between large and local scale abiotic and biotic drivers 
of compensatory shell responses in Mytilus.  
Global change research is rapidly becoming an increasingly multidisciplinary field bringing together 
and trying to integrate numerous techniques and approaches to understand how populations of marine 
organisms will respond to the complex, multiple stressors scenario emerging in the contemporary world 
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ocean. Although I have presented spatial and temporal response patterns in a range of shell 
characteristics, there are other aspects of mussel biology and ecology that deserve further investigations 
to project the impacts of climate change on this calcifying foundation species. Biological processes such 
as metabolic rate, respiration and reproduction, as well as ecological factors such as interspecific and 
predator-prey interactions, in addition to genetics and epigenetics are key to fully understand the 
response potential of Mytilus to unprecedented future environmental alterations. 
In Chapter 4, I illustrated how the uses of powerful statistical methods and multiple study systems on a 
wide geographical scale made it possible to identify previously unrecognised, fine-scale patterns of 
mussel form. These methods and approaches have the strong potential to be used with a wide range of 
other marine taxa beyond Mytilus. For example, these have been already employed by Vendrami et al. 
[408] with the commercially important king scallops, Pecten maximus, in combination with genetic 
investigations, including classical genetic markers (microsatellites), or modern high-throughput 
sequencing (RAD sequencing), for understanding fine-scale population structures and identifying 
which shell traits are phenotypically plastic. This suggests how RAD sequencing in combination with 
the morphometric approaches I implemented are powerful tools for studying phenotypic plasticity in 
natural populations. Furthermore, despite the identified wide range of responses, more studies are 
needed to understand the adaptive significance of the observed alterations and their underlying causes. 
Indeed, shell morphology represents an important aspect influencing bivalves’ ecology, such as 
interspecific completions for space and predation vulnerability. Only an in depth understanding of these 
factors can make morphological variation a powerful tool for understanding the adaptation of organisms 
and help to predict their vulnerability in a rapidly changing environment. 
Analysis of spatial and temporal patters in Mytilus biomineralisation indicated how shell deposition and 
composition are controlled by different set of drivers depending on the geographical and temporal scale 
analysed. Environmental factors were shown to be primary predictors of biomineralisation across large 
geographical scales, while type and level of predation pressure were the most influential local drivers. 
These results indicate how future experiments investigating the impact of predicted climate change on 
marine organisms should utilise environmental gradients and naturally occurring locally adapted 
populations. The shell, as well as calcified structures in other marine taxa, is a critical components of 
mussel sensitivity to change, and its alterations are key to understand sensitivity to a range of direct 
abiotic and biotic impacts, such as dissolving conditions and altered predation pressure. As global 
climate change accelerates, integrating data on population dynamics with information on shell 
alterations at a structural level (both qualitative and quantitative changes), as well as information of 
altered physiological status, is critical to better understand processes and mechanisms mediating 
species’ responses to disturbance. This knowledge is essential to develop accurate predictions about 
species-specific responses and vulnerability to change, especially for those organisms having both high 
climate sensitivity and disproportionately strong ecological impacts in shaping marine communities. 
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Compensatory mechanisms have long been regarded as important stabilising mechanisms in natural 
systems. However, these have been investigated almost entirely in terms of diversity loss, changes in 
density, and trophic adjustments. Despite being straightforward to measure, these aspects only partially 
account for resistance at a community level. In fact, compensation in calcifiers can arise from a wide 
range of responses at population or species levels, acting through physiological adjustments, and 
potentially resulting in alterations of biomineralisation processes and, therefore, the final shell 
produced. However, quantitative and qualitative changes in shell deposition and composition, and their 
potential influence on inter- and intra-specific interactions have been generally overlooked. 
Compensatory mechanisms, such as trade-offs in biomineralisation, represents important mechanisms 
of resistance to change that complements documented physiological and community level adjustments. 
These processes deserve further investigation in both experimental and natural contexts, since an 
understanding of type and magnitude of compensatory responses is essential to inform realistic 
projections of calcifiers’ resistance in a rapidly changing environment.  
Large-scale analyses of natural populations and historical studies of archival records represent rarely 
used, but powerful, approaches to complement inferential limitations of experimental ecology, with the 
strong potential to provide a more integrative assessment of the predominant direct and indirect 
pathways of ecological change or stability. This understanding is of critical importance for making 
realistic projections of emergent ecological effects of environmental change at global and regional 
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A Supporting figures and tables 
Supporting material for Chapter 2 and 3. 
Table A.1 R packages list 
Packages used for exploration, analysis and plotting. Package name, details on the version 
and bibliographic references are provided. 
Package Complete name V Year Source Use 
betareg Beta Regression 3.1 2016 [409] Beta regression (GLM with 
beta distribution) 
car Companion to Applied 
Regression 
3.0-0 2018 [410] Type III ANOVA table 
gamm4 Generalized Additive 
Mixed Models using 
'mgcv' and 'lme4' 
0.2-5 2017 [411] Generalised additive (mixed) 
models (GA(M)Ms) using an 
lme4 method 
ggplot2 Create Elegant Data 
Visualisations Using 
the Grammar of 
Graphics 
2.2.1 2016 [412] Graphing 
glmTMB Generalized Linear 
Mixed Models using 
Template Model 
Builder 
0.2.0 2017 [413] Mixed-effect models 
(GLMMs) using the template 
model builder 
lme4 Linear Mixed-Effects 




2018 [290] Mixed-effect models 
(GLMMs) 
lmeresampler Bootstrap Methods for 
Nested Linear Mixed-
Effects Models 
0.1.0 2016 [414] Parametric bootstrap for 
nlme model 
lmerTest Tests in Linear Mixed 
Effects Models 
3.0-1 2018 [415] Wald approximated 
confidence intervals 







2018 [288] Generalised additive (mixed) 
models (GA(M)Ms) 
MuMIn Multi-Model Inference 1.40.4 2018 [416] Pseudo-R-squared for 
Generalised Mixed-Effect 
models 
nlme Linear and Nonlinear 
Mixed Effects Models 
3.1-
137 
2017 [417] Mixed-effect models 
(GLMMs), variance structure 
(GLS), spatial correlation 
pbkrtest Parametric Bootstrap 
and Kenward Roger 
Based Methods for 
0.4-7 2017 [322] Kenward-Roger 
approximations for degrees 
of freedom and parametric 




bootstrap for model 
comparisons 
RLRsim Exact (Restricted) 
Likelihood Ratio Tests 
for Mixed and 
Additive Models 
3.1-3 2016 [418] Random effect simulation 
tsgam Utilities for Working 
with GAMs Fitted to 
Time Series 
0.0-4 2018 [419] Derivative, simultaneous 
confidence interval and 




Supporting material for Chapter 4. 
Table A.2 Origin and details of mussel specimens 
Information on collection areas and taxonomic status of the Mytilus populations used for 
the EFA of outlines. For each group, the study system, sampling site (code as in Figure 4.1) 
geographical location, samples size (n), site coordinates (longitude and latitude), genotypic 
status (Me: Mytilus edulis; Mt: M. trossulus; Mg: M. galloprovincialis and hybrids), and 
reference to taxonomic status and/or previous use of the studied populations are reported. 
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Menai Bridge  
(Wales, UK) 
30 4°15'20.8"W 53°10'22.7"N Me [420] 
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(Scotland, UK) 















30 11°25'19.5"E 58°12'37.8"N 
94%Me, 
6%Me×Mt 
[128, 131, 133, 


















28 69°14'25.1"W 77°27'54.0"N Mt [136] 




28 8°26'09.4"E 55°01'32.0"N Med 





25 10°08'56.0"E 54°19'45.1"N 
68%Med, 
32%Me×Mt 




30 12°25'37.0"E 54°23'12.7"N 
80%Med, 
20%Me×Mt 












27 17°55'45.4"E 58°52'38.5"N Mt 
[128, 131, 148, 
149, 339] 













Table A.3 PCs contribution to the shell shape 
Proportion of shape variance captured by individual shape variables and description of their 
contributions to the shell features and mean shape reconstruction for each study system 
(Figure 4.5, Figure 4.6). 
PC %variance Contribution to the shell shape 
System 1 
PC1 38.7 Variation in shell height, ligament angle, ventral margin shape, and shell 
width: high values corresponded to elongated and narrow shells, with acute 
ligament angles and convex ventral margins; low values to round and wide 
shells, with big ligament angles and concave ventral margins. 
PC2 30 Variation in the shape of ventral margin, ligament angle and shell height, 
with small contribution to the symmetry of ventral profile: low values 
corresponded to curved shells, with concave ventral margins, small ligament 
angles and symmetric ventral profiles; high values corresponded to round 
shells, with big ligament angles, convex ventral margins and less symmetric 
ventral profiles. 
PC3 10.7 Variation in the shape of umbo, ligament and ventral margin: low values 
corresponded to "curved" shells with concave ventral margins and ligaments, 
and an umbo oriented towards the ventral side; high values described 
elliptical shells with convex ventral margins and ligaments, and an umbo 
oriented toward the anterior side. 
PC4 5.6 Variation in the shape of ventral margin and differences between elliptical 
and “curved” shells, with a concave ventral margin.  
PC5 3.7 Small variations in dorsoventral shape (more or less parallel margins) and 
the symmetry of the ventral view outlines. 
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System 2 
PC1 37.2 Variation in shell height, convexity of the ventral margin and shell width, 
and differences between elongated and narrow shells, and round and wide 
specimens with flat ventral margins. 
PC2 32.9 Variation in dorsal margin, ligament area and shell width: low values 
corresponded to large and narrow shells, with a round dorsoposterior 
commissure; high values indicated elongated and wide shells, with more 
parallel dorsoventral margins. 
PC3 11.8 Variation in the shape of ventral and dorsal margins, and differences between 
"curved" and elliptical shells. 
PC4 5.4 Variation in ligament length, ventral and dorsal margin shape, showing a 
progressive increase of ventral margin convexity and ligament length for 
higher values. 
PC5 3.4 Variations in the shape of the dorsoventral margins (more or less parallel) 
and ligament length. 
System 3 
PC1 45.1 Variation in shell height, width and ligament: low values corresponded to 
elongated and narrow shells, and acute ligament angles; high values were 
associated with round and wide shells, with a big height and ligament angle. 
PC2 21 Variation in shell height and width: increasing values corresponded to 
increasing shell height and decreasing width. 
PC3 15.2 Variation in ligament area, dorsoposterior and ventral margins shape: low 
values corresponded to a big ligament angle; high values indicated increasing 
roundness of posterior margins and a more acute ligament angle. 
PC4 7.1 Variation in the shape of ventral margin and differences between "curved" 
shells with concave ventral margins and elliptical shells. 
PC5 3 Variation in dorsoposterior margins shape and the symmetry of ventral view. 
Atlantic system 
PC1 38.1 Variation of shell height, the shape of ventral and dorsal margins, ligament 
length and shell width: low values corresponded to elliptical shells, with 
concave ventral margins, long ligaments and narrow profiles, while high 
values were associated with “curved” and wide shells, with convex ventral 
margins and short ligaments. 
PC2 32.1 Variation of shell height, ligament angle and width, describing a gradual 
transition from round and wide shells to elongated and narrow mussels for 
increasing values. 
PC3 11.6 Variations in the shape of ventral margin, umbo and ligament with small 
variations of shell width: negative values corresponded to shells with 
concave ventral margins, convex ligaments and an umbo oriented toward the 
anterior side, while positive values to more "curved" shells with concave 
ventral margins, convex ligaments and an umbo pointing downwards.  
PC4 5.1 Contribution to the shape of ventral margin and variability between “curved” 
(concave ventral margins) and elliptical shells. 
PC5 3 Small variations in dorsoventral shape (more or less parallel margins) and 
the symmetry of ventral view. 
 
















Table A.4 GAMM summary results for individual smooth and linear terms (System 1, 2 and 3) 
Estimated degrees of freedom, F statistics and significance values for each term from the interactions between 
environmental covariates and PCs are reported for individual study system. 
 
    f(Temperature) × PCs   f(Salinity) × PCs   Chl-a × PCs   Length × PCs 
 PC edf F p-value  edf F p-value  df F p-value  df F p-value 
System 
1 
PC1 1.98 23.61 <0.0001  1.99 40.05 <0.0001  1 0.11 0.74  1 4.27 0.039 
PC2 1 0.99 0.32  1 19.32 <0.0001  1 6.20 0.013  1 33.70 <0.0001 
PC3 1.82 3.92 0.013  1.82 4.83 0.045  1 1.73 0.19  1 1.99 0.16 
PC4 1 0.05 0.83  1 0.70 0.40  1 5.52 0.019  1 1.43 0.23 
PC5 1.81 3.16 0.103  1 0.12 0.73  1 5.08 0.024   1 0.88 0.35 
System 
2 
  f(Temperature) × PCs   f(Salinity) × PCs   Chl-a × PCs   
PC1 1 4.39 0.04  1.99 53.66 <0.0001  1 3.51 0.062  
   
PC2 1.98 31.33 <0.0001  1 91.21 <0.0001  1 3.03 0.082     
PC3 1 0.001 0.97  1 4.18 0.041  1 0.17 0.68     
PC4 1 1.17 0.28  1 1.80 0.18  1 0.001 0.97     
PC5 1.97 18.98 <0.0001   1.86 10.98 0.00061   1 2.61 0.11     
System 
3 
  f(enviro-PC1) × PCs             
PC1 1.97 32.23 <0.0001             
PC2 1.72 7.52 0.012             
PC3 1.48 1.82 0.10             
PC4 1.85 2.59 0.048             
PC5 1.94 15.12 <0.0001                         
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Figure A.1 Relationships between shell layers and modelled predictors 
Predicted relationships between the whole-shell, prismatic layer, nacreous layer, 
periostracum thickness, and the calcite% with standardised water temperature [mean (SD) 
= 13.03°C (4.32)], salinity [mean (SD) = 25.52 psu (10.29)], Chl-a concentration [mean 
(SD) = 2.48 mg m-3 (1.41)], and shell length [mean (SD) = 47.42 mm (16.20)]. Predicted 
values (continuous lines) and confidence intervals (shaded areas) across the range of each 
predictor were estimated while controlling statistically for the other covariates (mean 
values). (NS p > 0.05, * p < 0.05) 
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Table A.5 Provenience and taxonomic status of the Mytilus populations used for the 
study 
For each sampling site (site codes as in Figure 5.1a), geographic location, samples size (n), 
site coordinates (longitude and latitude), genotypic status [proportion of Mytilus edulis 
(Me), M. trossulus (Mt), M. galloprovincialis (Mg) and hybrids], and reference and/or 
previous use of the studied populations are reported. 






































Kiel       
(Germany) 
25 10°08'56.0"E 54°19'45.1"N 
68%Me, 
32%Me×Mt 




25 12°25'37.0"E 54°23'12.7"N 
80%Me, 
20%Me×Mt 




25 8°26'09.4"E 55°01'32.0"N Me 











Tarbet, Kintyre  
(Scotland, UK) 
25 5°24'40.8"W 55°51'56.0"N Me [422] 
11 
St. Andrews  
(Scotland, UK) 






24 11°25'19.5"E 58°12'37.8"N 
94%Me, 
6%Me×Mt 
[128, 131, 133, 148, 
149, 339] 
13 
Nynäshamn   
(Sweden) 
25 17°55'45.4"E 58°52'38.5"N Mt 


























25 69°14'25.1"W 77°27'54.0"N Mt [136] 
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Table A.6 GAMMs summary statistics of shell characteristic with environmental regimes 
M. edulis shell thickness (different layers) variation with environmental regimes 
(temperature and salinity: Temp-PC1/PC2, Sal-PC1/PC2) and shell shape (EFA: Shape-
PC1/PC2) is reported. 
Parameter edf Estimate SE F p-value   
Random 
effects SD 
Whole-shell        
(Intercept) 1 6.579 0.040 164.34 <0.0001  Site 0.135 
Shape-PC2 1 45.166 19.636 5.29 0.022  Residual 0.189 
Temp-PC1 2.9 _ _ 5.32 0.002    
Temp-PC2 1 0.076 0.027 5.29 0.0054    
Periostracum        
(Intercept) 1 50.631 1.048 48.31 <0.0001  Site 2.311 
Temp-PC2 2.12 _ _ 4.23 0.008  Residual 13.011 
Sal-PC1 3.74 _ _ 7.95 0.00017    
Sal-PC2 2.2 _ _ 3.36 0.045    
Prismatic layer        
(Intercept) 1 5.973 0.015 406.51 <0.0001  Site 0.027 
Temp-PC1 2.4 _ _ 26.08 <0.0001  Residual 0.198 
Temp-PC2 1 0.066 0.011 34.81 <0.0001    
Sal-PC2 2.4 _ _ 3.88 0.0093    
Length 1 0.008 0.003 8.07 0.0048    
Nacreous layer        
(Intercept) 1 5.778 0.046 125.70 <0.0001  Site 0.145 
Shape-PC1 1 62.541 20.965 8.88 0.0031  Residual 0.337 
Shape-PC2 1 84.089 34.939 5.81 0.017    
Temp-PC2 3.77 _ _ 4.70 0.0021    
Sal-PC2 1 -0.096 0.038 6.20 0.013    
Calcite%         
(Intercept) 1 0.542 0.011 50.04 <0.0001  Site 0.033 
Shape-PC1 1 -26.611 5.516 23.23 <0.0001  Residual 0.089 
Sal-PC1 1 0.013 0.005 6.40 0.028    




B Environmental datasets 
List of the datasets used for the calculation of mean annual values of environmental descriptors. Water 
temperature, salinity and chlorophyll-a concentrations. This study has been conducted using the Copernicus 
Marine Service Products: COPERNICUS - Marine Environment Monitoring System 
(http://marine.copernicus.eu/). 
DATASET #1 
Product identifier:    GLOBAL_ANALYSIS_FORECAST_PHY_001_024 
Link (last accessed on 11-09-2018):  http://marine.copernicus.eu/services-portfolio/access-to-
products/?option=com_csw&view=details&product_id=GLOBA
L_ANALYSIS_FORECAST_PHY_001_024  
Short description:  The Operational Mercator global Ocean analysis and forecast 
system at 1/12 degree is providing 7 days of 3D global ocean 
forecasts updated daily and ocean analysis updated weekly. The 
time series start on January 1st 2013 and is aggregated in time in 
order to reach a two full years’ time series sliding window. This 
product includes daily mean files of temperature, salinity, 
currents, sea level and ice parameters from the top to the bottom 
of the Ocean over the Global Ocean. It also includes 2-hourly 
mean surface fields for temperature, currents and sea level. 
Spatial resolution:    0.08 degree 
Vertical coverage:    from -5500.0 m to 0.0 m  
Temporal resolution:    Daily mean, hourly mean 
Update frequency:    Daily 
Production unit:    GLO-MERCATOR-TOULOUSE-FR 
DATASET #2 
Product identifier:   NORTHWESTSHELF_ANALYSIS_FORECAST_BIO_004_002_b 
Link (last accessed on 11-09-2018) http://marine.copernicus.eu/services-portfolio/access-to-
products/?option=com_csw&view=details&product_id=NORTH
WESTSHELF_ANALYSIS_FORECAST_BIO_004_002_b 
Short description:  The Forecasting Ocean Assimilation Model, Atlantic Margin 
model (FOAM AMM7) is a coupled hydrodynamic-ecosystem 
model, nested in a series of one-way nests to the Met Office global 
ocean model. The hydrodynamics are supplied by the Nucleus for 
European Modelling of the Ocean (NEMO) with the 3DVar 
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NEMOVAR system used for the assimilation of sea surface 
temperature data. This is coupled to the European Regional Seas 
Ecosystem Model (ERSEM), developed at Plymouth Marine 
Laboratory (PML). ERSEM based models have been used 
operationally to forecast biogeochemistry in the region for a 
number of years. 
Spatial resolution:    0.11 x 0.7 degree 
Vertical coverage:    from -5000 m to 0 m  
Temporal resolution:    Daily mean 
Update frequency:    Daily 
Production unit:    NWS-METOFFICE-EXETER-UK 
DATASET #3 
Product identifier:    GLOBAL_REANALYSIS_BIO_001_018 
Link (last accessed on 11-09-2018) :  http://marine.copernicus.eu/services-portfolio/access-to-
products/?option=com_csw&view=details&product_id=GLOBA
L_REANALYSIS_BIO_001_018 
Short description:  Biogeochemistry simulation over period 1998 - 2015. Outputs are 
delivered as monthly mean files with .netcdf format 
(CF/COARDS 1.5 convention) on the native tri-polar grid 
(ORCA025) at ¼° resolution with 75 vertical levels. This 
simulation is based on the PISCES biogeochemical model. It is 
forced offline at a daily frequency by the equivalent of the 
GLOBAL-REANALYSIS-PHYS-001-009 physics product. 
Spatial resolution:    0.11 degree 
Vertical coverage:    from -5500.0 m to 0.0 m 
Temporal resolution:   Daily mean 
Update frequency:    Daily 
Production unit:    GLO-MERCATOR-TOULOUSE-FR 
DATASET #4 
Product identifier:            NORTHWESTSHELF_REANALYSIS_BIO_004_011 
Link (last accessed on 11-09-2018) : http://marine.copernicus.eu/services-portfolio/access-to 
products/?option=com_csw&view=details&product_id=NORTH
WESTSHELF_REANALYSIS_BIO_004_011 
Short description:  This is a hydrodynamic model of the North West European shelf 
forced at the surface by ERA-interim winds, atmospheric 
temperature, and precipitation fluxes. Horizontal boundary 
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conditions were provided by the NOC global reanalysis prior to 
1989 and by the GloSea reanalysis thereafter. Boundary 
conditions in the Baltic Sea came from the IOM-GETM model 
and CMEMS-BALTICSEA 
ANALYSIS_FORECAST_PHYS_003_006. E-Hype data were 
used for river inputs. Hydrodynamic calculations were performed 
by the Nucleus for European Modelling of the Ocean (NEMO) 
system, while the 3DVar NEMOVAR system was used for the 
assimilation of sea surface temperature data. Physical outputs are 
provided both as monthly means and as daily 25 hours, edited, 
averages. The reanalysis was conducted in four sections. 
Spatial resolution:    0.11 x 0.7 degree 
Vertical coverage:    from -5000.0 m to 0.0 m  
Temporal resolution:   Daily mean 
Update frequency:    Daily 
Production unit:    NWS-METOFFICE-EXETER-UK 
DATASET #5 
Product identifier:   BALTICSEA_ANALYSIS_FORECAST_PHYS_003_006 
Link (last accessed on 11-09-2018) : http://marine.copernicus.eu/services-portfolio/access-to-
products/?option=com_csw&view=details&product_id=BALTI
CSEA_ANALYSIS_FORECAST_PHY_003_006 
Short description:  This Baltic Sea physical model product provides forecasts for the 
physical conditions in the Baltic Sea. The Baltic forecast is 
updated twice daily providing a new two days forecast with hourly 
data for sea level variations, ice concentration and thickness at the 
surface, and temperature, salinity and horizontal velocities for the 
3D field. The product is based on the 3D ocean model code HBM 
developed within the Baltic ocean community. 
Spatial resolution:    2 km 
Vertical coverage:    from -5500.0 m to 0.0 m  
Temporal resolution:    Daily mean, hourly mean 
Update frequency:    Daily 
Production unit:    GLO-MERCATOR-TOULOUSE-FR 
DATASET #6 
Product identifier:         BALTICSEA_ANALYSIS_FORECAST_BIO_003_007  
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Link (last accessed on 11-09-2018): http://marine.copernicus.eu/services-portfolio/access-to-
products/?option=com_csw&view=details&product_id=BALTI
CSEA_ANALYSIS_FORECAST_BIO_003_007 
Short description:  This Baltic Sea biogeochemical model product provides forecasts 
for the biogeochemical conditions in the Baltic Sea. The Baltic 
forecast is updated twice daily providing a new two days forecast 
with hourly data for the parameters dissolved oxygen, nitrate, 
phosphate, Chl-a. The product is produced by the biogeochemical 
model ERGOM one way coupled to the Baltic 3D ocean model 
HBM, which provides the CMEMS Baltic physical ocean forecast 
product. 
Spatial resolution:    2 km  
Vertical coverage:    from -400 m to 0 m  
Temporal resolution    Daily mean, hourly instantaneous 
Update frequency:    Daily 
Production unit:    BAL-DMI-COPENHAGEN-DK 
