Abstract-With more and more various systems in nature and society are proved to be modeled as complex networks, community detection in complex networks as a fundamental problem becomes a hot research topic in a large scale of subjects. Artificial Bee Colony Algorithm (ABC) has high efficiency and does not require any prior knowledge about the number or the original division of the communities. So it is suitable to solve complex clustering problems. We propose an improved ABC algorithm which modifies the number of initial food sources and dynamically adjusts search scope. Experimental results show that our algorithm can discover communities effectively by the classic Zachary Karate Club network. By comparative experiments, the improved artificial bee colony algorithm outperforms the traditional ABC algorithm in complex network.
INTRODUCTION
Complex network consists of many nodes and complex links. As it has flexible ability to describe networks, complex network is widely used in personal networks, social network analysis, collaborative networks and reference networks, etc [1] . Complex networks typically have small-world, scale-free, clustering properties [2] [3] . Complex networks usually have community structure of dense connections internally and sparse connections between communities We can use community detection to analyze complex networks community structure by extracting the hidden information about the complex network topology diagram. The discovery of the community structure helps us to understand the attributes of nodes from the network topology alone and to reveal the structure of networks [4] .
Since Girvan and Newman proposed GN algorithm based on edge in 2002, many community detection algorithms have been developed and have been widely used in various areas [5] . Detecting community structure in networks attracts more and more research attention [6] [7] .
However, most of those methods require prior knowledge of the entire graph structure. In some cases, the real networks are either too large or too dynamic to be known completely. Some algorithms require prior knowledge of the number or size of communities in the network. These factors limit the community detection in complex networks [8] .
Artificial bee colony algorithm is an optimization algorithm based on the intelligent foraging behavior of honey bee swarms. It simulates three groups of bees to search for food sources and exchange information in order to find out optimal food sources [9] [10].
Since artificial bee colony algorithm is fast and efficient and without prior knowledge, etc., it is appropriate to be used to solve complex clustering problem. But the ABC algorithm is easy to fall into local optimization and has low search speed [11] . To prevent the defects of algorithm, an improved artificial bee colony algorithm is proposed to detect complex networks community.
In this paper, we check the effectiveness and performance of improved ABC by utilizing different test functions to analyze convergence and time complexity of the algorithm.
Experiment results show that the improved ABC algorithm can effectively detect communities, and have fast convergence. In the end, the improved ABC algorithm provides a new way for community detection in complex networks.
II. ARTIFICIAL BEE COLONY ALGORITHM
Artificial bee colony algorithm is a swarm intelligence algorithm, ABC algorithm is a recently proposed optimization technique which simulates the intelligent foraging behavior of honey bees [12] [13] [14] [15] [16] [17] .
In the ABC algorithm, there are three types of bees: employed bees, onlooker bees, and scout bees and also there are several food sources. The goal is to find the largest food source.
 The employed bees search food around the food source in their memory; meanwhile they share the information of these food sources to the onlooker bees.
 The onlooker bees tend to select good food sources from those found by the employed bees. The food source that has higher quality (fitness) will have a large chance to be selected by the onlooker bees than the one of lower quality.
 The scout bees are translated from a few employed bees, which abandon their food sources and search new ones.
The food resource is abstracted into points in solution space, representing the potential solutions. In the ABC algorithm, the first half of the swarm consists of employed bees, and the second half constitutes the onlooker bees. The number of employed bees or the onlooker bees is equal to the number of solutions in the swarm. 
Employed bees get a new position using the current position and a random position . If the fitness value of is better than that of its parent , then update with ; otherwise keep unchanged.
Where is a randomly selected candidate solution (k≠i), j is a random dimension index selected from the set {1, 2,…, D}, and is a random number within {-1,1}.
After all employed bees complete the search process; they share the information of their food sources with the onlooker bees through waggle dances. An onlooker bee evaluates the nectar information taken from all employed bees and chooses a food source with a probability related to its nectar amount. This probabilistic selection is described as equation below:
where is the fitness value of the solution in the swarm. This probabilistic selection is really a roulette wheel selection mechanism. As seen, the better the solution , the higher the probability of the food source selected.
If a position cannot be improved over a predefined number (called limit) of cycles, then the food source is abandoned. Assume that the abandoned source is , and then the scout bee discovers a new food source to be replaced with as equation
where r is a random number within [0, 1] based on a normal distribution and , are lower and upper boundaries of the dimension, respectively. is a random dimension index selected from the set {1, 2,…, D}.
As can be seen from the above steps, artificial bee colony algorithm takes into account the global breadth first search and local depth first search. But there are some problems in initial random selection of population, random steps updating, poor elimination mechanism and the convergence problems and so on. Thus to overcome the limitations of the traditional ABC problem, this paper presents some improved methods, and applies the algorithm to complex networks community detection.
III. IMPROVED ARTIFICIAL BEE COLONY ALGORITHM

A. The Initial Nmber N of Food Sources
In the traditional ABC algorithm, the number of food source as the initial parameters of the algorithm is given in advance by a priori condition. However it is difficult to set the initial actual number of clusters, which directly affects the accuracy of the algorithm [18] [19] [20] [21] [22] .
In this paper, initializing cluster centers with the density is proposed to optimize the number of clusters in the solution.
Let represent the best number of clusters. Since it is difficult to directly determine the value of , you need to set a reasonable range which is ≤ ≤ . For upper limit of clusters with the sample number k, many scholars use the rule √ , so 2 ≤ ≤ √ .
The criteria of complex network community detection is close relations in internal community, sparse relations between communities, so the evaluation function F (Equation 6) is used to calculate . Clustering in community takes Euclidean distance.
In the complex network structure diagram, the shortest path between any two nodes, ( 1, 2) , is calculated by Dijkstra algorithm. Let = , similarity inside the community is described as below:
Dispersion between communities is calculated as follows:
The smaller I( ) is, the closer relations in the internal community are. The bigger H( ) is, the sparser relations between communities are. The smaller I( ) ( ) ⁄ is, the better complex network community detection is. So the ratio is described as below:
B. The Initial Points of Food Sources
Floyd algorithm is used to calculate the distance matrix L of graph formed by complex network.
is the furthest distance of any two points from L. Let n = ⁄ , the cluster is divided into n intervals. Traverse all nodes and distribute each node to n distance intervals (points in the interval can be repeated), then select maximum degree distribution of points in each interval, ultimately get the initial food source { , , … , }.
C. The Dynamic Adjustment of Search Area
In the traditional bee colony algorithm, employed bees search food source in the vicinity of the location according to formula (1) , in which the bigger the value of the control parameter is, the larger the bees' search range is, otherwise, the smaller the search range is.
Parameter of formula (1) is randomly generated, and the actual requirements of search range are different in different periods of algorithm.
In the early period of algorithms, search range is large, thereby the position of the best food sources is found accurately. With the increase of the number of iterations, the bees search for small-scale local position.
So in the iteration of algorithm, the parameters is dynamically adjusted with polynomial decreasing form, which can control search area of the swarm. Modified search formula is:
where k is coefficient adjusting parameters, k is calculated as below:
where t is the number of iteration and T is the total number of iterations.
D. The Flow of Improved ABC Algorithm 1) Calculate the distance between any two nodes from an adjacency matrix in a complex network, and represent it by the adjacency matrix.
2) Count complex network of nodes n, set the number of employed bees and onlooker bees to k (k = √ ), initialize the maximum number of iterations and cycle control parameters t.
And let the initial number of food source N equal k.
3) According to the distance interval, select maximum degree distribution of points in each interval as the initial cluster centers from k initial intervals.
4) Based on Euclidean distance of nodes, separate the nodes into k different communities.
5) Loop until cycle
Loop a variable from 1 to k, perform the following steps: 
a) According to lead the bee formula (7) search for new food sources, according to the evaluation function calculation formula (6) is F, each time retains the latest F, this step cycle several times, the best memory as a food source corrected community center b) Calculate probability of t food sources according to formula (2). c) Onlooker bees take a roulette wheel selection
IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. Effectiveness of Community Detection in Complex Networks
To check whether our algorithm can detect the complex network communities, we tested the accuracy of the algorithm on well-known data set, namely the Zachary Karate Club. The Zachary Karate Club data contains the community structure in a karate club. The network consists of 34 vertices and 78 edges. We run our algorithm on this dataset for a number of times.
We analyze the Zachary Karate Club with the proposed algorithm. First select √34 ≈ 5 clustering centers and degrees of these centers are is relatively large. So node 1, 33, 34, 3, 14 are selected as the initial cluster centers. Ultimately a certain community structure of Zachary Karate Club is shown as Figure I .
The algorithm finds 95%-100% correct community structure. As we can see from Figure II , it places the node 3 and 20 into wrong community. 
B. Performance of Improved ABC Algorithm
Representative test functions are selected to verify the performance of the improved ABC algorithm. Table I shows the five common benchmark function for comparison.
To evaluate our improved algorithm, we conducted effectiveness tests and measured performance. All experiments were ran on a DELL computer with 2.53GHz CPU and 4GB memory. We mainly achieve the following objectives:
 Test the effect of the initial value N on test result. In order to improve the efficiency of finding the optimal solution, the improved algorithm modifies the search strategy of onlooker bees and scout bees by changing control parameters to make the bees search the food sources in nearby regions of outstanding individuals.
Unimodal function Sphere and multimodal function
Rosenbrock are chosen to analyze the performance.
In the following diagram, Q1 represents improving both search strategies of onlooker bees and scout bees. Q2 represents only improving search strategy of onlooker bees, Q3 represents only improving search strategy of scout bees.
We initialize parameters as follows: the swarm consists of 20 employed bees and 20 onlooker bees. Let the dimension of test functions equal 40, iterations are 150 times. We run our algorithm for 5 times and the evolution curve is shown in Figure III and Figure IV. From the above chart, we can see both Q1 and Q2 can quickly converge to the theoretical optimal value, however Q1 converges two times quicker than Q2 under the same circumstances. So modified search strategy of onlooker bees and scout bees can avoid local optimum and improve the efficiency of calculating the optimal solution. Q3 indicates only modifying the search strategy of onlooker bees can't change the convergence which shows the purpose to increase the diversity of swarm from the experimental point of view. Table II illustrates the calculation results are in the same scale with parameter K = 500 and different values of parameter N. In Table III , we know that calculation results of all functions except Sphere mainly are in the same scale with parameter N = 50 and different parameter K.
The results show that the proposed algorithm is not sensitive to parameter N and K, it can get satisfactory results with different parameter K and N.
To measure the performance introduced by proposed algorithm, we ran experiments using test functions to compare the performance of improved algorithm with the traditional ABC algorithm. As shown in Table IV and Table V , the experimental data is the average of five experiments and we choose 50 or 100 dimensions of test functions. Seen from the data in the tables, for different test functions dimensions, the performance of improved algorithm is better than the performance of traditional ABC algorithm with fast convergence and low standard deviation.
We can obviously see that the iterations of improved algorithm to achieve convergence are significantly less than the ones of traditional ABC from the above diagram.
For multiple local optima multimodal function, ABC algorithm has slow convergence defects. When ABC algorithm updates the food source, it randomly selects neighborhood, since the initial search step which could be unsuitable affects the convergence speed, the search could be stopped as the step size decreases in later period. The proposed algorithm strengthens the colony's ability of exchanging information, improves the global search ability so that algorithm can quickly converge without losing search efficiency. In this paper, we have presented an improved artificial bee colony algorithm to detect communities of complex network. The proposed algorithm improves by define the initial number of food source, select the initial point of food source and dynamically adjust the search area. The proposed algorithm's accuracy is tested with the known Zachary Karate Club. Meanwhile, it can speed up the global search and keep high search efficiency and enable the accuracy of the community detection of complex networks.
