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ABSTRACT 
As the complexity of current automobiles increases, new 
and innovative diagnostic methods for car maintenance 
and diagnostic inspection are greatly needed. This paper 
introduces a new diagnostic approach, which learns 
from previous repair cases with the help of neural net-
works in order to assist future diagnostic inspections. 
Practical experiments have shown that this approach is 
able to provide promising results even with the data that 
is already available today. 
INTRODUCTION 
A great challenge in the development of new vehicles 
consists of improving their reliability and maintainability 
despite the increasing complexity [1]. As a result, inno-
vative diagnostic methods and systems are needed. 
Many causes of system failures in highly networked and 
distributed systems such as today’s automobile 
electronics can only be identified reliably with consistent 
and system-overlapping diagnostic concepts. As a result 
of this, the functional dependencies between individual 
systems and the networking of control units create 
multiple interdependencies between these systems [2]. 
The consequences of errors in such distributed systems 
are difficult to survey. 
Consequently, diagnostic inspections carried out in car 
repair shops are not able to identify malfunctions in over 
sixty per cent of the known cases [4]. Therefore, inspec-
tion time for repairing as well as replacing functional 
parts increases. The result is rising costs. Additionally, 
diagnosis is aggravated by the fact that one symptom 
can have numerous causes, and one cause often results 
in several symptoms [3]. 
STARTING POINT 
Most of today’s electronic control units (ECUs1) are self-
diagnosable thanks to diagnostic routines within the 
ECU software. This allows the status estimation of the 
sensors and actuators involved. Model-based diagnostic 
methods are often used for that purpose [6]. If a 
malfunction is recognized by the system, a diagnostic 
trouble code (DTC2) is determined and can be accessed 
via a diagnostic interface [5].  
In contrast to the on-board diagnostics, off-board sys-
tems are attached to a vehicle in car repair shops which 
access the vehicle’s systems via a diagnostic interface. 
These systems provide the possibility to collect the 
stored diagnostic trouble codes of all available vehicle 
ECUs.  
Efficient diagnostic systems shall not only provide all in-
formation from the analyzed ECUs to the customer 
service employee but also actively support him in fault 
diagnostics. The guided diagnostic process (GDP) in the 
customer service of Volkswagen is an example of such 
systems. The GDP uses inspection plans which are 
based on decision trees created by experts. These in-
                                                     
1 An electronic control unit can also be considered a 
system. 
2 DTC – Diagnostic Trouble Code 
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spection plans are translated into different languages 
and distributed to users worldwide. An inspection plan 
needs to be developed for every single diagnostic 
trouble code that can occur in a vehicle. Since vehicles 
can have numerous equipment options it is quite de-
manding to cover all versions. This fact has to be taken 
into account when inspection plans are created since 
malfunctions can have different reasons due to various 
car models. Therefore, inspection and repair instructions 
can vary significantly. An additional problem of manually 
created inspection plans is the difficulty in recognizing 
and covering all potential malfunction sources in 
advance. 
In practice, the points mentioned above lead inevitably 
to tradeoffs since taking all possible error sources as 
well as all vehicle variants into account is only manage-
able with tremendous effort. Particularly the increasing 
complexity and the trend towards distributed functionality 
leads to reduced and more unspecific inspection plans 
(e.g. “error tracing using circuit diagrams”). 
An important step towards improving diagnostic quality 
is to provide capabilities for evaluating events in the 
repair shops, such as the introduction of a database for 
repair case data. That way, all relevant data for a repair 
case, e.g. diagnostic trouble codes, could be recorded. 
With today’s available information, evaluations are 
already carried out in order to improve the inspection 
plans. However, this evaluation process as well as the 
subsequent improvement of the inspection plans are 
carried out manually and cannot be automated with 
acceptable effort. Hence, only a low number of inspec-
tion plans can be improved by the described procedure. 
At this point, the experience-based diagnostic system 
described in this paper is a promising approach.  
PRINCIPLE 
There are several thousands of car repair shops for 
many automobile manufacturers worldwide with more 
than one hundred thousand employees. The exchange 
of experience between the individual car repair shops is 
quite a challenge.  
An example illustrates the principle. When a complex 
repair problem appears, customer service employee ‘A’ 
needs a certain amount of time for fault diagnostics as 
well as for replacing several suspicious parts. That 
means that customer service employee ‘B’ at another 
car repair shop with the same problem needs to invest 
the same effort in order to locate the error. Conse-
quently, customer service employee ‘B’ does not benefit 
from the experience of customer service employee ‘A’ 
and vice versa. If previous experiences were to be made 
available to employee B, a potentially large effort 
reduction could be achieved.                                   
Therefore, the objective should be to learn from past 
repair cases and to apply the extracted knowledge to 
future instances. However, similar to the GDP, the 
resulting amount of data and knowledge is enormous. 
Thus, the learning process as well as the application can 
only be profitably efficient when the complete process is 
automated. 
PROBLEM ANALYSIS 
For a learning system, the type and the quality of the ex-
isting data is of decisive importance. The system should 
learn from previous repair cases in car repair shops. 
Therefore, the focus should be set on defining a general 
diagnostic and repairing process first. Figure 1 illustrates 
this process in simplified form as an iterative process. 
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Figure 1: Simplified repair process according to [8]. 
In the first step, the diagnostic system acquires symp-
toms which are either taken from the vehicle or entered 
manually by the user. As shown in Figure 2, such symp-
toms can be noises, vibrations, measurements, de-
fective functions, diagnostic trouble codes as well as 
subjectively perceived symptoms that were coded in a 
suitable way. In the second step, the diagnostic system 
outputs instructions to the user. These instructions can 
either be repair actions or possible causes of the fault 
that the system suggests for inspection. 
symptoms
repair
action(s)
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measurements optical symptoms
mechanical
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modul exchange
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Figure 2: Repair process as a mapping from symptoms 
to repair actions. 
If the suggested instruction did not lead to the identifi-
cation of the cause of the fault or to the elimination of it, 
the user will give feedback to the system which will pro-
vide further instructions analogously to Step 2. User 
feedback demanded by the system can be measure-
ments, observations and additional symptoms. This 
process ends either with a repair that is assumed to be 
successful by the user or with an undetectable defect in 
the most inauspicious case. 
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The description “No Trouble Found” (NTF) indicates that 
the cause of the fault was not found by a direct or in-
direct indication of the diagnostic system. In this case, 
the diagnostic system was not helpful. The process is 
superimposed by an iterative process. If the defect was 
only solved putatively, it is assumed that the customer 
will return (at least in case of warranty) to the car repair 
shop in order to request another repair. 
According to the repair process described above, the in-
formation content of a single repair case Rep according 
to (1) can be abstracted as a mapping from the repair 
context R and the symptoms SR to a set of repair actions 
AR (compare Figure 2). The symptoms SR of the power 
set ℘(S) of all known symptoms S and the repair 
actions AR are from the power set ℘(A) of all repair 
actions A. Therefore, a concrete repair case represents 
a mapping function according to (2). 
( ) ( ):Rep R S A×℘ →℘  (1) 
( ) ( ) ( ), ,   ,  R R RRep r S A A where r R S S= ∈℘ ∈ ∈℘  (2) 
All symptoms s ∈ S observed during a repair process 
are summarized in a set of symptoms s ∈ ℘(S). These 
symptoms not only include the technically and well-de-
fined symptoms, e.g. DTCs, but also the subjectively 
perceived symptoms that were coded in an appropriate 
way. Operations carried out by customer service em-
ployees, e.g. exchanged parts or work items, are sum-
marized in the repair actions. Among other things, the 
repair context R includes general repair-specific attri-
butes like the current date, car repair shop and repair 
progress which influence the result of the repair process 
function Rep. In this way, a repair can be regarded as a 
closed process. The system Σ  which the process Rep is 
applied to is given by the specific vehicle being 
observed. However, vehicles to be repaired are not ab-
solutely identically constructed ones. but rather all 
vehicles are different due to possible variants even if 
they belong to the same class. Figure 3 illustrates these 
system variants in accordance with [9]. 
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Figure 3: Different system variants. 
All observable input values are depicted by the vector X. 
The vector Y contains unobservable input values, while 
Zi ,1 ≤ i ≤ n represents the vector of output values. In the 
following, the variance of a system3 Σi is summarized as 
the system context Ci. If all observable values Co,i of Ci 
are now considered as additional components of X, and 
all unobservable values Cno,i are regarded as additional 
components of Y, the systems Σi , 1 ≤ i ≤ n can be as-
sumed to be one resultant system Σ. Hence, the 
diversity of variants can also be regarded as part of the 
learning task. As a consequence, the mapping of (1) to 
(3) as well as the mapping of (2) to (4) must be ex-
tended. 
( ) ( ) ( ):Rep R C S A×℘ ×℘ →℘  (3) 
( ) ( )
( ) ( )
, , ,  
 , ,
R R R
R R
Rep r C S A A
where r R C C S S
= ∈℘
∈ ∈℘ ∈℘
 (4) 
The resulting learning task consists of deriving a model 
from the existing data which reflects the observed input 
and output values in the best possible way. Only ob-
servable values X and Co can be used for modeling 
which yields to a model Π mapping the observable con-
text Co and a subset of the symptoms to a set of repair 
actions according to (5). For further considerations, Cno 
will be neglected and, additionally, C will be used 
instead of Co.  
( ) ( ): bC S AΠ ×℘ →℘  (5) 
The examination of different technologies at the Institute 
of Control Engineering, Technische Universität Braun-
schweig, has shown that artificial neural networks (ANN) 
are particularly suitable for that purpose. An introduction 
to ANNs can be found in [7]. An important benefit of 
ANNs for this particular task is the recognition of pat-
terns within the existing training data. Furthermore, they 
have the generalization ability enabling them to provide 
a meaningful result even over symptom sets which are 
not part of the trained patterns. 
IMPLEMENTATION 
The purpose of the realization is a distributed iterative 
diagnostic approach which permits an automatic feed-
back taking former earlier experiences into con-
sideration. The principal data flow is shown in the 
diagram of Figure 4. All processes in the car repair shop 
are summarized in the repair process. A selection of the 
resulting data, primarily repair case data according to (3) 
and (4) respectively, has to be transferred to the data 
warehouse.  
Subsequently, the learning system creates models by 
using the vast amount of data available in the data ware-
house. The resulting models have to be transferred as 
diagnostic knowledge into a database called a Diagnos-
tic Knowledge Base. This knowledge base will be distrib-
                                                     
3 The variance of a system can also be regarded as 
vehicle specific qualities. 
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uted to the car repair shops. Therefore, it is a process 
whose feedback improves future quality. As a result, an 
automatic, iterative problem solving process would arise 
for not yet known repair problems based on the set of all 
customer service employees. In the following, this proc-
ess in described in detail.  
 
Figure 4: Data flow of the diagnostic process. 
If a new repair problem is not yet known to the data 
warehouse and occurs in a car repair shop, the trained 
models do not have any diagnostic knowledge for this 
first appearance. Thus, suitable diagnostics would be 
impossible. The corresponding customer service em-
ployee would have to solve the problem with the help of 
the available methods, e.g. inspection plans. Further-
more, it is assumed that more than one (also un-
successful) repair action  is carried out during this first 
repair. These results will then be inserted into the data-
base as well. In the following step, the learning system 
would again learn from the data stored in the data ware-
house and optimize the diagnostic knowledge. If this 
repair problem appears again in a different car repair 
shop, the diagnostic system could already perform a 
more suitable diagnosis due to the updated models. This 
diagnosis, however, could be unclear due to the data 
situation. Therefore, the corresponding customer service 
employee will normally have to choose one of the 
suggested diagnoses. If the repair was part of the 
diagnoses, the set of unsuccessful repair actions would 
become smaller on average. After a couple of iterations 
the best repair for the new repair problem would be 
found automatically. According to the same functional 
principle, not only new repair problem solutions would be 
found in this manner but also modifications would be 
adapted automatically. 
THE LEARNING SYSTEM 
The learning system plays a decisive role in the diagnos-
tics process. A realization of a learning system with 
artificial neural networks (ANNs) is shown in Figure 5.  
A large feed-forward-network with an optional hidden 
layer is constructed. The number of input neurons corre-
sponds to the size of the input vector (number of 
possible symptoms in S and context information C). The 
number of output neurons corresponds to the size of the 
output vector (number of possible repair actions in A). 
 
Figure 5: Learning system consisting of one  
neural network. 
When realizing such a system, it has turned out that in-
computable large networks arise in the average case. 
Even if only DTCs are used as symptoms and replace-
ment with spare parts as repair actions, a network with 
at least 3,000 input and 10,000 output neurons arises for 
a medium-sized vehicle. The resulting number of con-
nections is between 30,000,000 and 50,000,000, de-
pending on the number of hidden layers. Due to this high 
number of connections it is unsuitable to create and train 
such a net efficiently. In addition, one repair action 
mostly depends on only a few symptoms. Therefore, the 
greater part of the connections to an output neuron has 
a weight close to zero. The large number of irrelevant 
connections indeed leads to a loss of network quality. It 
is more appropriate to create smaller and better 
manageable networks. Hence, the resulting model Π 
should be decomposed into smaller individual models 
Πi , 1 ≤ i ≤ n as well as to suitably select and merge 
functions, as shown in Figure 6.  
 
Figure 6: Model composition of individual models. 
The model Π is computed according to (6) in which 
Select and Merge are defined according to (7) and (8). 
( )( ) ( )( )( )1 1 , , , ,n nMerge Select S C Select S CΠ Π Π@ K (6)
( ) ( ) ( ) ( ): ,
 ,
i i i
i i
Select S C S C
where S S C C
℘ ×℘ →℘ ×℘
⊆ ⊆
 (7)
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( ) ( ) ( )1: ,   i n iMerge A A A where A A℘ × ×℘ →℘ ⊆K  (8)
           
Each submodel consists of a specific neural network. 
The way in which the set of symptoms and the set of 
repair actions Si and Mi are cut is a complicated 
problem. In order to retain the benefits of neural net-
works, namely pattern recognition and generalization, 
the symptoms and repair actions should be subsumed 
which are correlated to each other. A measure for the 
correlation is the statistical significance. Significance de-
scribes the existence of a correlation between a 
symptom and a repair action with a certain probability p 
of error (called a p-value). While a p-value of 1 means a 
hundred percent probability of error for the correlation 
(hence, there is no correlation), a p-value of 0 means a 0 
percent probability of error (there is strong correlation). 
CLUSTERING ARTIFICIAL NEURAL NETWORKS 
A special clustering method was developed (compare [8] 
Section 7) for appropriate partitioning into smaller net-
works. However, further evaluations have shown that 
this method has several disadvantages especially for 
larger amounts of data. 
The procedure tends to produce huge clusters with an 
increasing amount of data. Although this can be 
diminished by the introduced compensation method, the 
quality of the clusters also degrades. This approach was 
consequently improved in order to eliminate the de-
scribed disadvantages and will be discussed in the 
following. 
According to the previous approach, the first step is 
locating significant symptoms for each repair action. 
Potential methods for such a significance test are the χ²-
Test (Chi-Square Test) according to (9) as well as the 
Fisher's exact test according to [12] to name 2 
examples. If such a significance test is carried out for the 
entire database with all symptoms and repair actions 
successively, it yields the significance matrix S (11). The 
influence of symptoms on the repair actions can be 
retrieved from the significance matrix based on the 
probability of error (p-value). The p-value is calculated 
from the test statistic χ² using the approximation formula 
(10). 
In the second step, the significance matrix S is con-
verted into the distance matrix D (compare (12)). For 
each repair action and symptom, the distance d from a 
symptom to a repair action is computed. For that 
purpose, the individual distances (p-values) between 
repair actions and symptoms are represented as a 
bipartite, non-directional, weighted graph G according to 
(13). The node set (14) results in a disjoint/real parti-
tioning into repair action nodes VA and symptom nodes 
VS. According to (15), the edges E are enriched by the 
edge weights ps,m for the edges es,m∈E from the signifi-
cance matrix S.  
( )2*u r jk jk2
*
j 1 k 1 jk
n n
n
= =
−
χ = ∑∑  (9) 
2
3,841p 10
2
χ
−
= ⋅
 (10)
1 1 1 i
j 1 j i
a s a s
a s a s
p p
S
p p
⎡ ⎤⎢ ⎥
= ⎢ ⎥⎢ ⎥⎣ ⎦
K
M O M
K
  (11)
 
2 2
jk
*
jk 0
= test statistic for the test
n = marginal totals
n = expected marginal total for H
u,r attribute dimension (here 2)
χ χ −
=
  
 
The shortest path between repair action ai and symptom 
sj is now given as the edge set (16). Hence, the sum of 
the edge weights for the shortest path between ai and sj 
is obtained according to (17). An example for repair 
action a1 and symptom s84 is shown in Figure 7.  
s1
a1
s2 s3
s4
a2
s5
s6
s7
a3
s10
s9 s8  
Figure 7: Illustration of distance between symptom s8 
and repair action a15. 
The corresponding equation is defined with (18) and is 
not arranged according to the matrix S (for demon-
stration purposes). 
The necessity to choose paths via repair action nodes 
results from the distribution of the repair case data. 
Typical probabilities for the appearance of an arbitrary 
symptom sx in a repair case lie in the range of 
0.02% ≤ P(sx| F) ≤ 0.2%, assuming that a fault F is 
present. As a result, positive correlations can be ob-
tained easily, while negative correlations cannot be 
determined. In this case, under consideration for the χ²-
Test according to (9) we have two variables with two 
features at once: symptom available (hx1) / not available 
(hx2); repair action carried out (h1x) / not carried out (h2x). 
                                                     
4 s8 represents symptom 8, a1 represents repair action 1. 
5 Symptom s8 represents symptom 8, repair action a1 
represents repair action 1.  The numeration for the 
demonstration is chosen arbitrarily. 
http://www.digibib.tu-bs.de/?docid=00030354 25/09/2009
Thus, the χ²-Test can be converted and simplified 
according to (19). This special case is called 2x2 con-
tingency table. 
1 1 1 i
j 1 j i
a s a s
a s a s
d d
D
d d
⎡ ⎤⎢ ⎥
= ⎢ ⎥⎢ ⎥⎣ ⎦
K
M O M
K
 (12) 
( )G V,E=  (13) 
S AV V V= ∪  (14) 
A SE V V⊆ ×  (15) 
( )
( )i j
k 1 i 1 2 n 1 n
A ,S
k 1..n n j
e E | e a ,s ,e , ...,e ,e
K
              a ,s
−
=
⎧ ⎫∈ =⎪ ⎪
= ⎨ ⎬
=⎪ ⎪⎩ ⎭
U  (16) 
i j
a ,s A ,Si j
a s a,s
e K
d p
∈
= ∑ (17) 
1 8 1 3 3 2 2 7 7 3 3 8a s a s s a a s s a a s
d p p p p p= + + + +   (18) 
 
The χ²-Test statistic, however, is inappropriate for an 
illustrative comparison and is converted with respect to 
(20) into the Phi-coefficient (21). Unlike the χ²-Test 
statistic, the Phi-coefficient represents a normalized 
measure (also called correlation) within the domain of -1 
≤ Φ ≤ 1. As Φ > 0 indicates a positive correlation, a 
Φ < 0 stands for a negative correlation. For the 
maximum or minimum of the correlation, the entries of 
the main diagonal or secondary diagonals of H must be 
zero. This can be easily accomplished for a positive 
correlation since the entries h12 and h21 must be equal to 
zero. Furthermore, the conditionally high valued h22 
resulting from the repair case data affects these two 
entries h12 and h21 carrying less impact. For a negative 
correlation, however, the entries h11 and h22 have to be 
equal or close to zero, which is impossible for h22. The 
determination of the extremum of (21) yields the fact that 
the strongest negative correlation is reached under the 
condition h12 = h21. Therefore, the minimum of Φ can 
be computed to (22).  
The range of Φmin can be determined for the previously 
mentioned typical appearance probabilities P(sx| F) to 
10-4 ≤ Φmin ≤ 10-3. Hence, it is obvious why negative 
correlations can only be recognized with difficulty or 
cannot be recognized at all. Under the assumption that 
such a negative correlation represents a positive 
correlation for another repair action, taking a path via 
another repair action is a solution of this problem.   
The generated distance matrix D as defined in (12) 
provides the basis for the cluster generation in Step 3. 
Whereas the method introduced in [8] not only combines 
several symptoms but also several repair actions in one 
cluster only one repair action per cluster exists in our 
method. In this special case, it can be shown that the 
generalization of a neural network is not decreased by 
the separation into individual networks (one for each 
output neuron). It is not necessary to combine more than 
one repair action within one cluster. This leads to results 
with the advantage that the individual networks become 
more clearly arranged as well as more robust, which 
particularly applies to the use containing hidden 
neurons6. In case of a too small number of hidden 
neurons in combination with uncorrelated output 
neurons, unintentional side effects can arise which 
intensively reduce the generalization performance.  
( )
( ) ( ) ( ) ( )
2
11 22 12 212
11 12 21 22 11 21 12 22
n h h h h
h h h h h h h h
⋅ −
χ =
+ ⋅ + ⋅ + ⋅ +
(19) 
2 2nχ = ⋅Φ  (20) 
( ) ( ) ( ) ( )
11 22 12 21
11 12 21 22 11 21 12 22
h h h h
h h h h h h h h
−Φ =
+ ⋅ + ⋅ + ⋅ +
 
(21) 
12
min 12 21 11
12 22
h     für    h h   und  h 0
h h
Φ = − = =
+
 (22) 
 
11 12
21 22
h h
H =  = contingency table
h h
n sample size
⎡ ⎤⎢ ⎥⎣ ⎦
=
  
 
The core of every cluster Cmi therefore belongs to a 
single repair action ai. By a previously defined threshold 
distance dth, all those symptoms whose distance is 
below the threshold distance dth are added to the cluster 
Cmi according to (23). This is shown in Figure 8. 
{ }i i
S
a a s th
s V
C d d
∈
= ≤U  (23)
 
iA i
C cluster for repair action A=   
 
s1
a1
s2
s3
s4
s5
dth
 
Figure 8: Exemplary depicted distances and the distance 
threshold dth for repair action a1.  
                                                     
6 Neurons in a hidden layer are also called hidden 
neurons. 
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Using the definition of the χ²-Test (refer to (9) and [11]), 
the individual p-values according to (10) as well as the 
distance values dij ∈ D according to (17) depend on the 
sample size n. However, for the determination of the 
parameter dth, it is desirable that this parameter should 
not be dependent on the sample size but rather be 
normalized. The relation of the χ²-Test to the phi-
coefficient is contemplated in (20). Unlike the χ²-Test, 
the phi-coefficient represents a normalized measure of 
correlation7 with the range of -1 ≤ Φ ≤ 1. A sample size 
independent distance threshold dth,norm is consequently 
reached if the distance dth needed for computation is 
defined according to (24) based on (9), (10), and (20). 
By summation of the individual distances in the graph, 
dth,norm can also reach a value > 1.  
2
th ,normn d
3,84
th
1d 10
2
⋅
= ⋅
 (24)
n = sample size   
After the cluster generation step, an ANN is created in 
Step 4 for each cluster, where every symptom is repre-
sented by an input neuron, and every repair action is 
represented by an output neuron. The neurons are con-
nected feed-forward in the same manner as the previous 
realization, which is the classic configuration of a pattern 
associator [10]. Hidden layers can optionally be inserted. 
Due to the previous evaluation of exemplary data, the 
sigmoid function according to [7] turned out to be 
particularly advantageous for the activation function.  
EVALUATION 
Several test cases with data sets from real repair cases 
could already be carried out with a modular training and 
evaluation software. A particularly difficult task was the 
acquisition of the data. Furthermore, the acquisition as 
well as the integration of the data sets was time-con-
suming. It has to be mentioned that the data generation 
process in the car repair shops does not have the desir-
able quality for the learning system. Only with an exten-
sive effort was it possible to preprocess and merge the 
data sets and further develop an algorithm which 
preferentially selects  "high-quality" data sets.  
The starting point for the test cases was a large number 
of real repair cases. DTCs were used as symptoms, 
while spare parts, work items and component names8 
served as repair actions. With the help of the training 
software, neural networks were created, trained and 
subsequently validated using the existing data. Different 
validation and evaluation methods are discussed in [14]. 
Moreover, an experimental application software was 
developed in order to test the diagnostic performance   
                                                     
7 Here, the meaning of correlation is not the correlation 
known from staistics. 
8 Component names = A catalog, established for 
statistical evaluations, with repair actions which are each 
assigned to one component, e.g. oil level sensor. 
of the trained neural networks directly with the vehicle.      
A screenshot of the application software is shown in 
Figure 9. 
 
Figure 9: Screenshot of the application software [13]. 
For additional evaluation purposes the system was 
applied to a real vehicle. Several faults were injected 
into the vehicle in order to evaluate the repair actions 
suggested by the diagnostic system. For every fault the 
system provided a suitable solution within the first five 
suggestions.  
Beside manual evaluation there is an additional method 
to determine the performance in an automatic way, 
described in [14] but the method requires an unambi-
guous and faultless database for precise performance 
determination. This requirement is not fulfilled by the 
existing data. Nevertheless the automatic evaluation is 
enormously helpful for the development process 
although it does not yield an exact performance value. In 
order to determine such a value, another manual 
evaluation was conducted alongside the already 
described manual evaluation of a real vehicle. The 
evaluation is based on 100 reference cases randomly 
chosen from the data warehouse. For each case, the 
repair actions were compared to those suggested by the 
diagnostic system and those that would have actually 
led to the solution or would have provided the crucial 
evidence for the solution. 
 Success rate 
Hit ranked first 78% 
Hit ranked second 6% 
Hit ranked third 5% 
Hit ranked fourth or 
beyond 
5% 
Total 94% 
Table 1: Results of the manual evaluation. 
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Table 1 presents the results of the manual evaluation 
regarding the hit rate. A hit ranked first means that the 
first repair action suggested by the diagnostic system 
would have yielded the solution of the repair problem 
(compare Figure 9). It is remarkable that the total hit rate 
of 94 % is already achieved with the current data 
acquisition. As previously mentioned, the current data 
acquisition is conceived primarily for statistical 
evaluations and for this reason does not have the 
desired quality of a learning system. By improving the 
data acquisition the efficiency of the diagnostic system 
can be considerably increased. 
CONCLUSION AND FUTURE WORK 
The implemented evaluations indicate that the neural 
networks provide good results, not only in theory but 
also in practice. If the utilized data is considered, it is 
evident that even with existing unclear data, neural net-
works recognize patterns and correlations automatically 
which can be used for practical diagnostics. In addition, 
the models created with the help of ANNs yield a set of 
new possibilities to understand and to use the data to 
improve quality. Furthermore, an experience-based 
diagnostic system represents an excellent addition to 
existing, widely used diagnostics systems (e.g. GDP). It 
has the crucial advantages of automatic generation and 
adaptation of diagnostic knowledge. However, several 
steps for an efficient integration into the previous 
processes are necessary. For instance, the integration 
of the suggested repair actions with a special inspection 
plan would be desirable. An excellent approach to the 
generation of dynamic inspection processes was 
introduced in [15]. Such diagnostic systems allow the 
efficient repair of future vehicles with continuingly 
increasing complexity, numerous variants and reduced 
development cycles. 
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