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Memory function formalism or projection operator technique is an extremely useful method to
study the transport and optical properties of various condensed matter systems. A recent revival of
its uses in various correlated electronic systems is being observed. It is being used and discussed in
various contexts, ranging from non-equilibrium dynamics to the optical properties of various strongly
correlated systems such as high temperature superconductors. However, a detailed discussion on
this method, starting from its origin to its present day applications at one place is lacking. In this
article we attempt a comprehensive review of the memory function approach focusing on its uses in
studying the dynamics and the transport properties of correlated electronic systems.
PACS numbers: 72.10.-d, 72.15.-v
I. MOTIVATION
Condensed matter physics deals with the collective
phenomena that emerge out of the mutual interactions
between a large number of particles. Many of them are
novel, i.e. are beyond the realm of pre-existent theories
and almost none of them can have first principle micro-
scopic explanations. Understanding such novel complex
cooperative phenomena requires new physical ideas such
as spontaneous symmetry breaking, Goldstone modes,
renormalization of physical parameters etc.[1] The basic
principle of all such descriptions is adapting an effective
description by separating the low energy slow degrees of
freedom from the high energy faster degrees of freedom
in a system of macroscopically large number of particles
to study its low energy and long wavelength properties.
Successes of such theories depend on how accurately one
can develop an effective description of the effects of a
large number of faster degrees of freedom on a few slower
degrees of freedom which are experimentally probed in a
certain physical system. As a result these theories are de-
pendent on some common aspects of the various systems,
e.g. energy and each of them works well for a certain class
of physical systems[2].
Advent of the memory function formalism is a major
theoretical progress in this line of thought. It was de-
veloped and is being used to study the dynamics and
the transport properties of various complex many body
systems[3–8]. This technique relies on the idea of sep-
arating the slow and the faster degrees of freedom in a
physical system and to systematically calculate the ef-
fects of the later on the former. Separation of scales is
a very familiar and essential concept in studying various
physical systems. It is suitable in systems having finite
number of slow modes related to the dynamics of con-
served variables and or the broken symmetry variables.
Their studies are often termed as hydrodynamics and
those slow modes are called hydrodynamic modes and
soft modes respectively[10].
BA
FIG. 1. In Fig. 1A we see viscous drag from the fluid
molecules during a streamline flow, i.e. when an external
particle of macroscopic size moves slowly inside the fluid. In
this case the time scales corresponding to the macro-particle
and the fluid particles are nicely separable. In Fig. 1B a
turbulence sets in during a faster motion of a particle within
fluid where such separation of scales is not possible.
To illustrate the idea of separating the scales, we can
choose a simple example, a particle moving in a fluid.
In this case, when the particle moves, the fluid particles
oppose its motion as depicted in Fig.1. An attempt to
build up a microscopic theory for this motion will re-
quire a Hamiltonian that describes the Coulomb inter-
actions between all the atoms and electrons present in
the total system. Then one can try to solve Poisson or
Schro¨dinger equation respectively depending on whether
the system is classical or quantum in nature. Such an
microscopic attempt is not only impossible, also it is too
complicated to capture the essential physical description
of the system[1]. On the other hand we can build up a
simple description without compromising with the basic
physics as follows. If the moving particle is macroscop-
ically large and if the velocity of the center of mass is
small compared to the velocity of the fluid molecules, we
can separate or project out the center of mass coordi-
nates from the rest of the degrees of freedom of the total
system. In such a situation, we can write its effective
equation of motion where the effects of the rest of the
degrees of freedom can be termed as “molecular drag”
2on its motion. The later can be incorporated through a
drag force. This leads to a very simple and well known
equation of motion of the dragged particle of the form[9],
R¨− γR˙+ F = 0. (1)
Here R is the position vector of the center of mass of the
macroscopic particle of unit mass, R˙ and R¨ represent
its time derivative or the velocity and the acceleration
respectively and F is the external force. This is indeed
a major simplification of a very complex system. The
parameter γ is termed as friction coefficient, viscous co-
efficient etc. depending on the contexts. It describes dis-
sipation or the flow of energy and or momentum from the
coherent to the incoherent degrees of freedom in a sys-
tem. It can also be space and time dependent. However
when the velocity of the particle becomes comparable to
that of the fluid molecules, as seen in the part B of the
Fig.1, turbulence sets in and the idea of separation of
scales does not remain obvious.
Many such examples can be found in the vast literature
on complex systems both in the classical and quantum
domains. It is to be noted that there is no concept of
dissipation in the microscopic principles. In an effective
description of a physical system, we observe the system
within our desired or convenient time scale and length
scale. We thus ignore the complete distribution of en-
ergy which occurs over a larger time and length scales.
Hence we effectively observe dissipation of the momen-
tum or energy of the particle as a result of the interac-
tion with other fast degrees of freedom. The same pic-
ture emerges in various effective descriptions of interact-
ing systems and the study of the low energy properties
becomes synonymous to finding out the generalized dis-
sipative constant or the scattering rates of the collective
excitations. We will see in the later sections that the
Memory function approach deals with systematic evalu-
ations of the generalized dissipative constant(γ in Eqn.
1) related to the dynamics of generalized slow variables.
In this review, we will first address the general as-
pects of the Memory function formalism in section II.
We elaborate it further in section III and in section IV.
In those sections we present derivation of the generalized
Langevin equation within this formalism and present a
continued fraction representation of the dynamic correla-
tion respectively. In section V we discuss its applications
in various electronic systems. Finally in section VI, we
conclude.
II. PROJECTORS AND MEMORY FUNCTIONS
Memory function technique was introduced by Zwanzig
and Mori[3–7]. The mathematical formalism used for sys-
tematic calculation of the memory function is also called
projection operator method. Following Ref.[10] and [11]
we summarize the idea of using projectors and the general
mathematical setup for calculating the memory function.
Let us start with a many body system having macroscopi-
cally large number, i.e. an Avogrado number (∼ 1023/cc)
of degrees of freedom and look for its macroscopic prop-
erties. Our system can be both classical and quantum in
nature. A classical system is described by a set of vari-
ables comprise of the particles position and momentum
variables. Such a set of position and momentum variables
is called phase space. In the systems obeying quantum
mechanics a set of linearly independent operators do the
same job. In that case a mathematical space containing
the set of operators forms a Hilbert space as depicted
pictorially in the big green circle in Fig.2. Now under-
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FIG. 2. A schematic representation of the idea of projection in
the memory function formalism. Here the full big circle is the
total many body operator Hilbert Space and is equivalent to
identity. The Projection of the full many body states defined
by few operators representing conserved variables residing in
the region P . On the other hand the incoherent degrees of
freedom lives in the part of the Hilbert space defined by I−Q.
standing the low energy consequences of the interactions
between such a large number of variables or operators is
extremely complicated, if not impossible. We need meth-
ods which eliminate the technical difficulties but capture
the correct low energy physics.
Basic principle of the memory function formalism is
as follows. Suppose we are interested in studying the
center of mass motion of a system of N number of parti-
cles. Then we separate or project out the center of mass
variable from the others. Here the center of mass vari-
able is a macroscopic variable and is defined as a linear
combination of the microscopic variables. Now in mem-
ory function formalism, it is shown that the effects of
the rest of the microscopic variables on the dynamics of
the macroscopic variable can be estimated systematically
and is cast in a so called Memory function in different
systems[12–16]. The reason behind the use of the term
“memory” will be discussed in details in the next sec-
tion. The above discussion is applicable to the quantum
systems also, except the fact that the classical variables
will be replaced by operators. Since we discuss this for-
malism in context of the electronic systems, we invoke
quantum mechanics from the very beginning and work
with operator language henceforth.
3Let us consider an observable represented by an opera-
tor A obeying the Hamiltonian dynamics. To determine
its dynamics, we define the Liouville operator associated
with the Hamiltonian. Mathematically the later is called
a super-operator as it acts on operators and produces a
new operator. For a system with a given Hamiltonian H ,
it is defined as,
LA = [H,A] = −i
dA
dt
. (2)
Here [ , ] is the commutator between two operators.
From Eqn.2, we see that an operator evolves with time
as,
A(t) = eiLtA(0). (3)
In a many body system we need to quantify the correla-
tion between various physical quantities represented by
various operators Ai. We can express their correlation in
terms of a correlation function matrix R(z), defined in
frequency space with matrix elements as,
Rij(z) = i
∫
dteizt〈Ai(t)|Aj〉 = i
∫
dtei(z−L)t〈Ai|Aj〉
= 〈Ai|
1
z − L
Aj〉, z = ω + iη. (4)
Here η → 0+ is a small positive number, which assures
causality. Evaluation of Rij(z) is a many body problem
and is in general complicated. To simplify the evalua-
tion of the above expression, we invoke the principle of
memory function formalism and introduce a projection
operator defined as follows[10, 11],
P =
∑
ij
|Ai〉χ
−1
ij 〈Aj |, χij = 〈Ai|Aj〉,
= I−Q. (5)
Here P separates the operator Ais, corresponding to the
observed macroscopic quantity, from the rest of the mi-
croscopic degrees of freedom and the act of Q is just the
opposite. A generic projection operator should have the
following properties.
P 2 = P, PQ = QP = 0, etc. (6)
We also introduce a decomposition L = LP + LQ and
introduce the identity
1
X + Y
=
1
X
−
1
X
Y
1
X + Y
. (7)
Using the above identity the expression for the time de-
pendent correlation function becomes
Rij(z) = 〈Ai|
{
1
z − LQ
+
1
z − LQ
LP
1
z − L
}
|Aj〉. (8)
Since Q|Aj〉 = 0, we can simplify the first term in the
right hand side of the above expression as,
〈Ai|
1
z − LQ
|Aj〉 =
1
z
〈Ai|Aj〉 =
1
z
χij . (9)
Therefore the expression for the correlator can be re-
written as,
Rij(z) =
1
z
χij +
∑
lm
〈Ai|
1
z − LQ
LAl〉χ
−1
lmRmj . (10)
Above expression can be cast in a matrix notation as
follows, (
zI−Kχ−1
)
R = χ. (11)
The matrix K has the elements defined as,
Kil = 〈Ai|
z
z − LQ
LAl〉. (12)
Elements of K can be decomposed as,
Kil = 〈Ai|LAl〉+ 〈Ai|LQ
1
z − LQ
LAl〉. (13)
The first part of the above expression is called the fre-
quency matrix and is given as,
Lil = 〈Ai|LAl〉. (14)
Remaining part contains the effects of the faster degrees
of freedom residing in the un-projected part of the Hilbert
space and is termed as the memory matrix. It is defined
as,
Mil = 〈Ai|LQ
1
z −QLQ
QLAl〉. (15)
The relation Q2 = Q is used to write it in a symmetric
form. This form is very instructive. The above expression
tells that the memory function is defined in terms of the
un-projected part of the |A˙〉 = L|A〉 and the un-projected
part of the Liouville operator L, i.e. QLQ. The projected
degrees of freedom during their slow dynamics, can not
keep track of the movements of the fast unprojected part
and treat the later as incoherent excitations. Since the
memory function consists of the unprojected degrees of
freedom only, it describes the effects of the incoherent ex-
citations on the low energy excitations in a system and
accounts for the dissipation in the slow degrees of free-
dom. Using the above expressions the correlator between
different components of A can be written in a compact
notation as,
R(z) =
1
zI− [L+M(z)]χ−1
χ. (16)
Writting in terms of the matrix elements, it takes the
form,
∑
l
(
zδil −
∑
s
[Lis +Mis]χ
−1
sl
)
Rlj(z) = χij . (17)
Here we see that any given correlation function can be
written in terms of the corresponding memory matrix.
This completes the general description of the memory
function formalism. The use of it to study the electronic
transport will be discussed in later sections.
4III. GENERALIZED LANGEVIN EQUATION
Before using this formalism in case of electronic trans-
port, let us elaborate its physical contents in more detail
in context of an well known physical system. Consider
the dynamics of a system where few macroscopic slow
degrees of freedom are immersed in and interacting with
a soup of fast microscopic degrees of freedom. The fa-
mous Brownian motion is such an example[10, 17]. Here
a particle is suspended in a fluid and it collides with the
fluid molecules. As a result it follows a zigzag trajectory
as shown in Fig.3.
FIG. 3. Motion of a Brownian particle (Big circle) moving in
a fluid. Red dots represents small fluid molecules and they ex-
hibit faster movements. The Brownian particle collides with
the fluid particles and follows a zigzag path.
To explain such a phenomena, in the classical limit a
scenario that the particle is experiencing “some random
force”, is adopted. As a result, for the particle a Newto-
nian equation of motion with phenomenological random
force, mimicking the kicks from the fluid particles can be
written. Such an equation of motion is called Langevin
equation[18] and for the simplest case, in one dimension
it takes the following form.
d2
dt2
R(t) = γ
d
dt
R(t) + f(t). (18)
Here f(t) is a random force of “white noise” type, i.e.
with correlation 〈f(t)f(t′)〉 = γδ(t − t′) and the mass
of the particle is assumed to be unity. This correlation
has a delta function in time structure and thus it is fre-
quency independent. Such a random force description
is used quite often and is highly successful in explaining
various complex phenomena. How such a probabilistic
picture emerges from the microscopic interactions which
are deterministic in nature, can be addressed within the
memory function formalism[19].
Let us consider a time dependent operator A(t) which
mimic the velocity of a Brownian particle and consider
its time evolution. The corresponding Liouville equation
is given as[20],
d
dt
A(t) = iLA(t), A(t) = eiLtA(0). (19)
The time derivative of the operator A(t) can be written
in terms of its initial value A(0) as,
d
dt
A(t) = iLeiLtA(0). (20)
Now we introduce the projection operator acting on an
operator B as,
PB =
〈A,B〉
〈A,A〉
A, P 2 = P. (21)
We insert the identity I = P +Q in Eqn.19, and get,
d
dt
A(t) = ieiLt(P +Q)LA(0). (22)
Now onwards we drop the argument 0 from A(0) for con-
venience and thus the first term in the above expression
can be evaluated as,
eiLtPLA =
〈LA,A〉
〈A,A〉
eiLtA = ΩeiLtA. (23)
Here Ω = 〈LA,A〉〈A,A〉 is the frequency matrix. To evaluate
the second term we introduce the identity,
eiLt = ei(P+Q)Lt
= eiQLt +
∫ t
0
dτeiL(t−τ)iPLeiQLt. (24)
Applying it to the second term of the Eqn. 22, we get,
eiLtiQLA = eiQLtiQLA
+
∫ t
0
dτeiL(t−τ)iPLeiQLtiQLA. (25)
We call the first term of the above equation a “force”
which is given as,
f(t) = eiQLtiQLA = eiQLtf(0). (26)
Here f(0) is a “force” inserted on the slow variable by
the incoherent degrees of freedom and f(t) is formers
time propagation. The other term can be evaluated as
follows,
I2 =
∫ t
0
dτeiL(t−τ)iPLeiQLtiQLA
=
∫ t
0
dτeiL(t−τ)iPLf(t)
=
∫ t
0
dτeiL(t−τ)i
〈Lf(t), A〉
〈A,A〉
A
=
∫ t
0
dτeiL(t−τ)i
〈LQf(t), A〉
〈A,A〉
A. (27)
5Since both Q and L are Hermitian, the above integral
can be written as,
I2 = −
∫ t
0
dτeiL(t−τ)i
〈f(t),LQA〉
〈A,A〉
A
= −
∫ t
0
dτeiL(t−τ)
〈f(t), f(0)〉
〈A,A〉
A
= −
∫ t
0
dτκ(t)A(t − τ). (28)
This term relates the dissipation in A with the fluc-
tuations in other fast incoherent degrees of freedom.
Such a relation is often termed as fluctuation dissipa-
tion theorem[21, 22]. It leads to the generalized Langevin
equation which can be written as,
d
dt
A(t) = iΩA(t)−
∫ t
0
dτγ(t)A(t − τ) + f(t). (29)
The force-force correlator γ(t) and its Fourier transform
have in general, complicated time and hence frequency
dependence respectively. Thus it carries the information
of the memory or the history of the past scattering events
and are termed as non-Markovian processes. This is why
the kernel describing the effects of the unprojected or
incoherent degrees of freedom is termed as memory func-
tion. For a specific case when γ(t) = γ0δ(t), i.e. when
its Fourier transform is constant, the dynamics becomes
memory less and are called Markovian process in statis-
tical mechanics literature[23]. Let us now compare the
above expression which is obtained from the exact mi-
croscopic description, with that of the Langevin Equa-
tion used from a phenomenological consideration. In the
later case the force f(t) is considered as random with a
variance assumed phenomenologically. In principle, f(t)
follows deterministic equation of motion and its exact
evolution requires solutions of infinite set of equations as
we will discuss in the next section. This is computation-
ally impossible as no system is completely isolated and
thus the “total system” implies the whole universe! To
a good approximation, it is justified to consider force of
some suitable order as random variables and solving the
above equation to get an effective understanding about
the system dynamics. Findings from such probabilistic
description fits nicely with experimental findings. This is
how an effective random or probabilistic description out
of deterministic microscopic principles can emerge in a
complex system. However, the origin of randomness in a
purely deterministic system is a subtle issue. For more
discussions interested readers can consult[5].
IV. CONTINUED FRACTION DESCRIPTION
To elaborate on the memory function description fur-
ther we discuss how any dynamical correlation function
can be expressed in terms of the static correlations in a
continued fraction form. It was first shown by Mori, in
his seminal work[7]. From Eqn. 29 we see that, the time
dependence of a general dynamical variable say A(t) is
dictated by the correlations of its time derivative A˙(t).
Same should hold true for A˙(t) and its higher time deriva-
tives also[24]. This leads to a new type of moment expan-
sion as follows. We can rewrite the generalized Langevin
equation (Eqn. 29) as,
d
dt
A(t) = iΩ0A(t)−
∫ t
0
dτκ1(t)A(t − τ) +A1(t). (30)
Here A1 is termed as the random force and has the same
symmetry as A˙. If we write its equation of motion, it
will also follow a generalized Langevin equation involving
higher time derivative of A˙. The equation of motion for
a nth order “force” An becomes,
A˙n(t) = iΩnAn(t)−
∫ t
0
dτκn+1(t)An(t− τ) +An+1(t),
(31)
with n-th order frequency and the n+1-th order memory
kernel
Ωn =
〈LAn, An〉
〈An, An〉
, κn+1(t) =
〈An+1(t), An+1〉
〈An, An〉
(32)
respectively. This recurrence formula can be cast in a
single continued fraction form of the correlation function
as follows, ∫ ∞
0
dte−izt〈A(t);A〉
=
〈A;A〉
i(z − Ω0) +
∆1
i(z−Ω1)+
∆2
i(z−Ω2)+....
. (33)
In the above expression ∆n = κn(0). Here the dynamic
property of a system is completely described by its static
correlations. The above result is in principle exact. But
the exact evaluation needs the knowledge of the static
correlations upto infinite order[25]. However depending
on the situation one can truncate the continued fraction
at some suitable order and get sensible results[26]. A
detailed discussions of its use in various systems are be-
yond the scope of this article. Interested readers may
look at the references [27], [28] and [29] where dynamic
correlations in case of simple metal, Hubbard Model and
spin 12 XYZ model respectively are cast in the continued
fraction form.
V. APPLICATION TO THE ELECTRONIC
TRANSPORT
In the previous sections we described various aspects
of the memory function approach. Thus we set up the
stage for using it to study the dynamical transport prop-
erties of various electronic systems. Here our focus is on
6the time evolution of the current operator and the corre-
lation of its various components in a generic many body
system. In our discussions on electronic systems, first
we assume that the momentum is the only nearly con-
served quantity in the system1. Thus there is only one
slow mode associated with this conservation law. We
study the momentum relaxation of a charged particle
under external perturbation. In this case the projector
operator is defined solely in terms of the current oper-
ator. This assumption holds good if there is no other
slow modes associated with any other conservation law
or broken symmetry that couples to the charge degrees of
freedom[30–33]. However for simplicity we stick to this
picture for the time being and will generalize it in the
later subsections.
Now we can start with the expression for memory func-
tion as defined in Eqn.15. In certain situations, we can
evaluate the expression in the spirit of perturbation the-
ory. Memory function can be viewed as “the self en-
ergy” of the current-current correlation function. It has
an added advantage that such “self energy” calculation
does not require vertex correction. The later is extremely
important and problematic when the current-current cor-
relation is expressed through the renormalized single par-
ticle propagators [34]. Now, for further simplicity, we
consider the case of an one component current operator
J and replace |A〉 by |J〉. To clarify more, in an elec-
tronic system |J〉 ≡ J |Φ0〉, where |Φ0〉 is the electronic
ground state. The correlation denoted by 〈J(t)|J〉 , can
be used to represent correlation of the form 〈[J(t), J ]〉
without changing the form of the Eqn.16. We choose the
later form, as it is used to describe the response func-
tion. We focus on the response of an electronic system
under an external electric field and the relevant quantity
is dynamic conductivity σ(z) and is given in terms of a
commutator correlation of the current operators. In this
case, Eqn.16 can be written as,
σ(z) =
1
z −M(z)/χ
χ. (34)
It is to be noted that we assume time reversal invariance
so that 〈J |L|J〉 = 〈J˙ |J〉 = 0, i.e. the generalized fre-
quency vanishes. Here we see that using memory func-
tion formalism the dynamic susceptibility can be writ-
ten in an Extended Drude form, frequently used by the
experimentalists[35] to explain any non-Drude dynamic
conductivity. Here we see that the memory function or
the generalized many particle(two particle in this case)
self energy defined by Eqn.15 is the most important quan-
tity to determine the dynamic conductivity. Within our
1 It means that the related correlation function has a very slow
decay, e.g. of the form e−
t
τ , with the relaxation time τ → ∞.
simplified picture, it takes the following form,
M(z) = 〈J |LQ
1
z −QLQ
QLJ〉
= 〈J˙ |Q
1
z −QLQ
QJ˙〉. (35)
To get some qualitative idea, we can opt for a “high fre-
quency expansion” of the above expression. We consider
an energy scale z0 = 〈J˙ |QLQJ˙〉/χ. As long as z0 << |z|,
we can expand inverse operator 1
z−QLQ in a series and
can rewrite the memory function as follows,
M =
1
z
〈J˙ |Q
(
1 +
1
z
QLQ+
1
z2
QLQQLQ+ · · ·
)
QJ˙〉
=
1
z
〈J˙ |QJ˙〉+
1
z2
〈J˙ |QLQJ˙〉
+
1
z3
〈J˙ |QLQLQJ˙〉+ · · · (36)
Here we use the fact Q2 = Q and the above expansion
can be termed as a high frequency expansion. Its va-
lidity will depend on how small or large the z0/|z| is.
Since the time derivative of two different orders are un-
correlated in a system having time reversal symmetry,
i.e. 〈J |J˙〉, 〈J˙ |J¨〉 = 0, as proved in the Appendix A,
M(z) =
1
z
〈J˙ |J˙〉+
1
z3
〈J¨ |J¨〉+ · · · (37)
Clearly this expansion will hold good in high frequen-
cies and will breakdown below certain energy scale set
by the incoherent part of the Hamiltonian. Here J is the
current operator. Now its time derivative J˙ = [J,H =
H0+H
′] = [J,H ′] is proportional to the coupling strength
g (say) with the dimension of energy of different inter-
actions. Thus the above expansion can be viewed as an
expansion in terms of g
2
z2
. For very weak interactions one
can truncate the above expression at the first term itself
and calculate the conductivity. However this perturba-
tion theory is different form the diagrammatic perturba-
tion theory that incorporates interaction effects through
single particle self energy and vertex corrections[36].
A. Weak coupling theory
The memory function formalism was first used in a
systematic way to calculate the electrical conductivity in
case of simple metals with various interactions by Go¨tze
and Wo¨lfle [36]. Similar approach is used by many others
in this context[37–43]. Their approach can be summa-
rized as follows. According to the linear response theory,
the dynamical conductivity is defined as[34, 44–46],
σ(z) = −i
1
z
χ(z) + i
ω2p
4πz
. (38)
Here ω2p = 4πNee
2/m is the square of plasma frequency
where e electronic charge, m electron mass and Ne is the
7electron density, z is the complex frequency and χ(z) is
the current-current correlation function defined as,
χ(z) = 〈〈J ; J〉〉z = i
∫ ∞
0
eizt〈[J(t), J ]〉, (39)
where J =
∑
k
ev(k)c†
k,σck,σ is the current density and
v(k) is the velocity dispersion. Here [J(t), J ] denotes
the commutator, 〈...〉 denotes the ensemble average at
temperature T and 〈〈...〉〉 denotes the Laplace transform
of the ensemble average.
According to the Go¨tze and Wo¨lfle approach[36], the
memory function is defined as
M(z) = z
χ(z)
χ0 − χ(z)
, (40)
where χ0 corresponds to the static limit of correlation
function (i.e. χ0 = Ne/m)[36]. Using this, the expression
for dynamical conductivity in Eqn.(38) can be cast in an
Extended Drude form as,
σ(z) =
i
4π
ω2p
z +M(z)
. (41)
In Ref.[36], an expansion for M(z) =
zχ(z)
χ0
(
1 + χ(z)
χ0
− · · ·
)
is used. Basis of this assumption
is the smallness of the contribution from the interaction
part as compared to the kinetic energy of free electrons.
Using this expansion and on keeping the leading order
term, the memory function M(z) can be written as
M(z) = z
χ(z)
χ0
= z
〈〈J ; J〉〉z
χ0
. (42)
To compute memory function, we need 〈〈J ; J〉〉z which
by using equation of motion is
z〈〈J ; J〉〉z = 〈[J, J ]〉+ 〈〈[J,H
′]; J〉〉z . (43)
As the first term of r.h.s is zero, hence the above expres-
sion is equivalent to second term which can be further
calculated by applying equation of motion.
z〈〈[J,H ′]; J〉〉z = 〈[[J,H
′], J ]〉 − 〈〈[J,H ′]; [J,H ′]〉〉z .
(44)
For z = 0, 〈[[J,H ′], J ]〉 = 〈〈[J,H ′]; [J,H ′]〉〉z=0. Thus,
the memory function M(z) becomes
M(z) =
φ(0)− φ(z)
zχ0
. (45)
Here φ(z) (called as correlation function) is defined as
φ(z) = 〈〈[J,H ′] ; [J,H ′]〉〉z . (46)
Here the current operator Ji =
∑
vi(k)c
†
kσckσ and its
derivative or “force” A = J˙ = [J,H ]. Here the total
Hamiltonian has two parts, H0 the free part or the ki-
netic part and an interaction part. While the first part
commutes with the current operator, the later part does
not. Thus A = J˙ = [J,H0 +H
′] = [J,H ′] is determined
by the interaction part only and is different for differ-
ent types of interactions. Within this approach, they
calculated the frequency dependent conductivity with
various interactions such as electron-phonon, electron-
impurity, electron-magnetic impurity, scattering with lo-
calized modes etc. To illustrate their work further we will
discuss the simplest case of electron-impurity interaction.
In this case the interaction part of the Hamiltonian is
given as,
H ′ =
1
N
∑
j
〈k|U |k′〉c†
kσck′σ. (47)
Here U denotes the impurity potential. In this case the
j-th component of the force operator A is given as,
Aj =
1
N
∑
〈k|U |k′〉 [vj(k)− vj(k
′)] c†
kσck′σ. (48)
Here vj(k) is the velocity of the particle with momentum
k in the j−th direction. The force-force correlation in
the case of free electron is estimated as,
φ(z) = 〈〈A;A〉〉z
= (2c/3m2N)
∑
kk′
|〈k|U |k′〉|2(k− k′)2
×
f(ǫk)− f(ǫk′)
z − ǫk + ǫk′
. (49)
From this expression the imaginary or the absorptive part
of the memory function can be estimated as,
M ′′(ω) = C ×
1
N2
∑
kk′
|〈k|U |k′〉|2(k− k′)2
× [f(ǫk)− f(ǫk′)] δ(ω − ǫk + ǫk′)/ω. (50)
For momentum independent U , i.e point impurity
M ′′(ω) = C′(UρF )
2ǫF , (51)
where ρF and ǫF are the density of states at the Fermi
surface and the Fermi energy respectively. For ω << ǫF ,
the imaginary part of the memory function is indepen-
dent of the frequency and the result is identical to the
Drude result. On the other hand, if the impurities are
spatially extended,
M ′′(ω) ≡
1
τ
∼ vF
∫ ∫
dΩσsc(1− cos θ). (52)
In the above expression the differential scattering cross
section is defined as,
σsc(Ω) = (πkF )
2|ρFU(kF − k
′
F
)|2. (53)
8For interactions with non-magnetic impurity we see that
the results are identical to the single particle calculations
with vertex corrections. This is indeed a benchmark and
major success of this formalism. In other cases there
are deviations from the Drude formula. They argued
that these discrepancies are because of spin-flip scatter-
ing in a magnetic field, because of resonance scattering,
because of phonon creation at low temperatures, and
because of breaking of the screening cloud attached to
charged impurities respectively. However, this version of
the memory function approach to calculate the dynamic
conductivity is somewhat limited. It is designed for sim-
ple metal, i.e. for weakly-interacting electrons with very
weak electron-phonon or electron-impurity or other inter-
actions and non expandable to the cases of strong interac-
tions. Lifting these limitations, as required for more ex-
otic systems like strange metal phase in cuprates near op-
timal doping, and others need substantial improvements.
B. Strong coupling extension
A large volume of works[47–59] on the applications
of the memory function in the case of strongly inter-
acting electronic systems is being done by Plakida and
his collaborators based on the mathematical formalism
develop by Tserkovnikov[60]. We see in the Go¨tze and
Wo¨lfle formalism, that the dynamical conductivity or the
current-current correlation 〈J ; J〉 can be calculated with
the knowledge of 〈J˙ ; J˙〉 which is calculated by simple per-
turbation theory. However it will be seen in this section
that, their approach misses some subtle points which may
not affect the results in the perturbative limit but can be
problematic in the case of strongly correlated systems.
Plakida et al. refined the relation between the memory
function and the J˙- J˙ correlation as follows. First, a re-
lation between two time retarded Green’s function and
the Kubo-Mori relaxation function can be established as
follows. The two time retarded Green’s function for two
Heisenberg operators A and B are defined as,
GrAB(t− t
′) ≡ 〈〈A(t)|B(t′)〉〉
= −iΘ(t− t′) 〈A(t)B(t′)− ηB(t′)A(t)〉 .
(54)
Here the step function Θ(t) = 1 for t > 0 and Θ(t) = 0
for t < 0. The 〈........〉 represents the thermal average
i.e. Tre−βH(..) with β as the inverse temperature and
η = ± for Bosons and Fermions respectively. The above
Green’s function follows an equation of motion,
i
d
dt
〈〈A(t)|B(t′)〉〉 = δ(t− t′)
〈
[A,B]η
〉
+
〈〈
˙A(t)|B(t′)
〉〉
(55)
On the other hand Kubo Mori relaxation function is de-
fined as,
ΦAB(t− t
′) ≡ ((A(t)|B(t′))) = −iΘ(t− t′) (A(t)|B(t′)) .
(56)
The last expression is called the Kubo-Mori scalar prod-
uct and is defined as[9],
(A(t)|B) =
∫ β
0
dλ 〈A(t− iλ)B〉 . (57)
It can be shown that [60],
ω ((A|B))ω = (A|B) + 〈〈A|B〉〉ω
= −〈〈A|B〉〉0 + 〈〈A|B〉〉ω . (58)
Now we apply projection operator technique to the
Green’s function,
Gk,k′ (t− t
′) =
〈〈
Ak(t)|A
†
k′ (t
′)
〉〉
. (59)
It has an equation of motion
i
d
dt
〈〈
Ak(t)|A
†
k′ (t
′)
〉〉
= δ(t− t′)
〈
[Ak, Bk′ ]η
〉
+
〈〈
A˙k(t)|A
†
k′ (t
′)
〉〉
. (60)
Here A˙k(t) = [Ak(t), H ]. Now we extract the linear term
in the equation of motion as
iA˙k(t) = [Ak(t), H ] =
∑
q
Ek,qAq + Z
ir
k . (61)
The irreducible part Zirk is defined by the orthogonality
condition 〈[
Zirk , A
†
k′
]
η
〉
= 0. (62)
This defines the frequency matrix
Ekq =
∑
k′
〈
[[Ak(t), H ], Ak′ ]η
〉
I−1k′q, Ik′q =
〈
[Ak, Ak′ ]η
〉
.
(63)
Upon Fourier transform, Eqn.60 gives,
Gk,k′ (ω) = G
0
k,k′ (ω) +
∑
qq′
G0k,k′ (ω)I
−1
qq′
〈〈
Zirq′ |A
†
k′
〉〉
.
(64)
Here the zeroth order Green’s function is given as,
G0k,k′ (ω) =
∑
q
Iqk′
ωδkq − Ekq
. (65)
This defines the excitation spectrum in the mean field ap-
proximations. In order to determine the many body part
of the Green’s function
〈〈
Zirq′ (t)|A
†
k′ (t
′)
〉〉
, one needs to
differentiate it with respect to t′ and after taking Fourier
transform one obtains,
Gk,k′ (ω) = G
0
k,k′ (ω)+
∑
qq′
G0k,q(ω)Tqq′(ω)G
0
q′,k′(ω). (66)
9The scattering matrix appeared above is defined as
Tkk′(ω) =
∑
qq′
I−1k,q
〈〈
Zirq |(Z
ir)†q′
〉〉
I−1q′k′ . (67)
Now if we define the self energy as,
Tkk′ (ω) = Σkk′ (ω) +
∑
qq′
Σkq(ω)G
0
q,q′ (ω)Tq′k′(ω). (68)
Then the Green’s function can be cast in a Dyson form
as,
Gk,k′ (ω) = G
0
k,k′ (ω)+
∑
qq′
G0k,q(ω)Σqq′(ω)Gq′,k′(ω). (69)
This tells that the generalized self-energy or the memory
function is given by the proper part of the scattering
matrix. Thus it can be written as,
Σkk′ (ω) =
∑
qq′
I−1k,q
〈〈
Zirq |(Z
ir)†q′
〉〉proper
I−1q′k′ . (70)
If we recall the Dyson equations in the electronic Green’s
function[34], we can easily identify that the T (ω) is the
generalized many body or multi-particle scattering ma-
trix while the memory function or the generalized multi-
particle self energy Σ(ω) is given by the proper part of
T (ω). Diagrammatically it means that the part of the
scattering matrix not connected by a single relaxation
function. To clarify this statement, a diagrammatic de-
scription for the same in case of single particle electronic
Green’s function or propagator in a coupled electron-
Boson system is presented in Fig.4.
T 
T T 
=
Σ
+=
FIG. 4. A diagrammatic description of the relation between
the single particle self energy and the T-martix for electron-
Boson interaction is shown here. The solid lines represents the
electron propagator while the dashed lines represents Bosonic
propagators.
Now to calculate the conductivity, we need to focus on
the current current correlations. In this case the rele-
vant response function ΦJJ (ω) and the memory function
or the corresponding multi-particle self energy M(ω) is
related to each other as,
ΦJJ (ω) = ((J |J))ω =
χ0
ω +M(ω)
. (71)
Here χ0 = χJJ (0) and the memory function has both
the real and imaginary parts, i.e., M(ω + ıδ) =M ′(ω) +
iM ′′(ω). Again following the general procedure as dis-
cussed earlier, the time derivative of the response func-
tion,
ΦJJ(t− t
′) = ((J(t)|J(t′))) , (72)
followed by the Fourier transform gives,
ΦJJ(ω) = Φ
0
JJ (ω) + Φ
0
JJ(ω)TJJ(ω)Φ
0
JJ (ω). (73)
Here Φ0JJ(ω) =
χ0
ω
and in this case the scattering martix
is given as,
TJJ(ω) =
1
χ0
((
J˙ |J˙
))
ω
1
χ0
. (74)
In order to express the Eqn.73 in the form of Eqn.71 we
need the following relation between the memory function
and the scattering matrix.
TJJ(ω) = −
1
χ0
[
M(ω) +M(ω)Φ0JJ(ω)TJJ(ω)
]
. (75)
The above equation tells that the memory function for
the electrical conductivity is equivalent to the irreducible
or the proper part of the force-force correlator, i.e.,
M(ω) =
1
χ0
((
J˙ |J˙
))proper
ω
1
χ0
. (76)
These authors use this improved definition of the mem-
ory function to calculate dynamical quantities in various
system such as t-J model in context of high temperature
superconductors and many others in the references cited
at the beginning of this subsection.
As we see, the evaluation of memory function requires
evaluation of J˙ = [J,H ′] and its correlation. Thus any
scheme based on the memory function depends on the
interaction part of the Hamiltonian and the algebra fol-
lowed by the operators corresponding to the observables
in a system. Also an evaluation of correlator of the form
shown in Eqn.76 needs some approximations with suit-
able justifications.
Plakida et al. consider the t− J model[61, 62] for the
strongly correlated normal phase of the cuprate super-
conductors to apply their formalism. The authors use
it to calculate both the optical conductivity and the dy-
namic spin susceptibility in this model. Due to the in-
volved mathematical complexity, the detail description
of the application in this model is beyond the scope of
this review. However, the findings from this approach are
comparable with the other analytical methods and also
comparable with the experiments. Interested reader can
look at the references [52] and [57], where Plakida has
nicely reviewed the related works.
Similar approach is also used by some other researchers
to calculate the spin susceptibility in strongly correlated
electronic systems[63–70]. Since we focus on the electri-
cal conductivity here, we skip those discussions here.
10
C. Effects of additional slow modes
Until now we consider systems where the electrical cur-
rent of the momentum was the only slow mode. However
in many systems we need to consider many other slow
modes which couple to the electrical current. For ex-
ample in a system where there is charge conservation,
along with the drift current (related to the momentum of
the charge particles), there is another slow mode namely
charge diffusion or diffusion current mode[30–33]. The
later is also a slow mode and couples to the electric cur-
rent. In such a system, the projected space along with
the electrical current also contains density fluctuation op-
erators. Following Ref.[30] we define,
J0(q) = ρ(q) and J1(q) = J(q). (77)
Due to the charge conservation, the density and the lon-
gitudinal part of the current operator are related as,
LJ0 = −qJ
L. (78)
Since the number of slow modes is more than one, in this
case, the memory function takes a matrix form as shown
in Eqn.15. Here we consider two slow modes, hence the
memory matrix has a 2 × 2 structure and is defined by
four correlation functions, namely R00 = ρ − ρ, R01 =
ρ − J, R10 = J − ρ and R11 = J − J. However, the
density fluctuations couple only to the longitudinal part
of the current and thus in this case Eqn.17 can be written
in a set of two decoupled equations as follows,
1∑
l=0
[
zδil −
∑
s
[
Lis +M
L
is
]
χ−1sl
]
RLij(z) = χij ,
[
z −
[
L11 +M
T
11
]
χ−111
]
RT11(z) = χ
T
11. (79)
Here χij = 〈Ji|Jj〉 is the static correlation function. Now
the continuity equation 78 and the time reversal invari-
ance in the system tell that
〈
J0|J
L
1
〉
∼
〈
J0|J˙0
〉
= 0.
Moreover, since LJ0 ∝ J
L
1 , the first component of the
“four force” lies within the projected space and thus its
unprojected part i.e. QLJ0 is identically zero. This sim-
plifies this picture drastically as it leads to
M00 =M
L
01 =M
L
10 = 0. (80)
Thus onlyM11 =M survives and it can be calculated us-
ing Eqn.15 and assuming Q ≈ 1[30, 31]. Once the mem-
ory function is determined suitably, the coupled equation
can be solved and the effects of charge diffusion can be
discussed in varieties of systems as done in references
cited in this section.
In this connection we can mention the works of Lu-
cas and Sachdev[31, 33]. In their work they focus on
the magneto-transport in strange metals. Their system
is a 2D quantum critical metal under an external mag-
netic field. They consider systems where electronic quasi-
particles are absent. Thus they use memory formalism
instead of standard perturbation theory to determine the
relevant response functions. In their approach they in-
clude the effects of other slow modes such as charge dif-
fusions and heat diffusions in their formalism. Within
this formalism they present some explanation of recently
observed anomalous behavior in the hall angle in the
strange metal phase[71]. In summary this approach con-
tains the essential complexity of a typical non-Fermi liq-
uid. It provides a systematic way of including various
slow modes within this approach and thus very promis-
ing.
D. Comments on few recent works
In this subsection we will qualitatively discuss few of
the present day activities based on memory function for-
malism. We aim to give a flavor of the present day im-
portance of this formalism and keep the discussion very
brief. For details, readers are advised to look at the ar-
ticles cited in appropriate paragraphs.
Holographic approach: Since the memory function for-
malism does not invoke single particle picture to calcu-
late electrical transport. In principle it can be used to
calculate transport properties even when quasi-particle
picture is not valid. Recently many researchers used
both the holographic ADS-CFT principle to study elec-
tronic transport in a similar situation, namely 2d metals
near quantum critical point[31]. These models include
the coupling between various slow modes and thus pro-
duces various non-Fermi liquid transport behavior. To
check the consistency, results are often compared with
the complimentary memory function calculations and in-
terestingly they have very good agreements.
Non-equilibrium steady state: Some of the present
authors[72] used memory function formalism to study
electronic transport in non-equilibrium steady state,
where the electron and the phonon temperatures are dif-
ferent. They consider non-equilibrium relaxation of elec-
trons due to their coupling with phonons in a simple
metal. In their model electrons are living at a higher
temperature than that of the phonon bath, mimicking a
non-equilibrium steady state situation. They show that
the dc scattering rate at high temperatures and optical
scattering rate at high frequencies, are independent of
the temperature difference between the electrons and the
phonons is found in this work. The present formalism
forms a basis which can also be extended to study hot-
electron relaxation in more complex situations
Scattering rates in the gapped system: In an another
work two of the present authors[73] calculated General-
ized Drude scattering (GDS) rate for the case of electron-
phonon scattering in metals with a gap in the electronic
density of states at the Fermi energy. The resulting
GDS is compared with a recent one by Sharapov and
Carbotte [74] obtained through a different setup. They
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find good agreement between the two at finite frequen-
cies. However, there are discrepancies in the dc scattering
rate which are severe at high temperature which they at-
tribute to some assumptions made in the Sharapov and
Carbotte formalism.
E. Future directions
As mentioned by Lucas and Sachdev in their work
[31, 33] a lot of work is needed in incorporating various
slow modes in a generic electronic system which often
lead to non-Fermi liquid behavior. Depending on the
systems under consideration, one needs to include slow
modes occurring from various broken symmetries related
to spin density wave, charge density wave, superconduc-
tor, nematic transitions in a systematic way.
Also we notice that the most of the studies within mem-
ory function formalism suffers from the lowest order per-
turbative evaluation of the required two particle correla-
tion function. This is done without much justifications,
particularly in case of strong correlations. One needs
to improve upon this by considering higher order terms
in the the continued fraction representation (Eqn.33) or
the high frequency expansion (Eqn.37) as shown in the
previous sections. Present authors are involved in such
studies.
VI. DISCUSSIONS
As discussed in this review, though the memory func-
tion formalism originated in context of non-equilibrium
statistical mechanics, it is being used recently as an
important tool to calculate various dynamic transport
quantities in various interacting systems. From a theo-
rists point of view, this formalism directly deals with the
two particle correlations and thus the existence of elec-
tronic quasiparticle is not an essential ingredient here.
This is the main advantage of this formalism compared
to the single particle perturbation theories which fails in
making good predictions in these systems[34]. Moreover,
in this formalism dynamical conductivity can be cast in
an Extended Drude form. The later has a structure as
predicted by Drude in case of non-interacting electrons,
but with a frequency dependent scattering rate and mass
enhancement factor. This form becomes very convenient
for experimentalists to estimate the deviation of their
data from the simple Drude expression for metals. Thus
this method is becoming popular to both the commu-
nities. In this article, we summarize the foundation of
the memory function formalism. We review its applica-
tions in transport studies of various electronic systems
in detail. Also we critically examine the approximations
used within this formalism in various works and discuss
the possible improvements. This review brings all the
necessary details of the memory function formalism to-
gether at one place. We hope that the present review will
be useful to whoever works in this area, particularly the
newcomers.
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Appendix A: Some useful relations
Here we mention few useful relations. The detailed
derivation of them can be found in the reference[60].
First we define the Kubo-Mori scalar product as,
(A(t), B) =
∫ β
0
dλ 〈A(t− iλ)B〉 . (A1)
Here 〈......〉 represents an equilibrium thermal average.
Next, we define Greens function for the above scalar
product as follows,
((A(t), B))z =
∫ ∞
0
dteizt (A(t), B) . (A2)
The commutator Green’s function is defined as,
〈〈A(t), B〉〉z =
∫ ∞
0
dteizt 〈[A(t), B]〉 . (A3)
These two Green’s functions are related as,
z ((A(t), B))z = 〈〈A(t), B〉〉z − 〈〈A(t), B〉〉z=0 . (A4)
We also have the following relations,((
iA˙, B
))
z
=
((
A(t),−iB˙
))
z
= 〈〈A,B〉〉z . (A5)
(
iA˙, B
)
=
(
A(t),−iB˙
)
= 〈[A,B]〉 . (A6)
Here we see, if B = A,(
iA˙, A
)
=
(
A(t),−iA˙
)
= 〈[A,A]〉 = 0. (A7)
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