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ABSTRACT 
It is shown that if two infinite Jacobi matrices of type D have the same spectrum 
{&}y and if Sk:@(t) > Sk?@*(t), th en they are identical. Here a(t) and u*(t) 
are the weight functions associated with the two matrices. 
INTRODUCTION 
In this paper, which can be considered as a sequel to an earlier publica- 
tion [2], we prove that under certain conditions the spectrum of a real 
infinite Jacobi matrix determines the matrix uniquely. Infinite Jacobi 
matrices are closely connected with self-adjoint operators; Stone proved that 
every self-adjoint operator with a simple spectrum in a separable Hilbert 
space is representable by a Jacobi matrix of index (0,O). For historical 
remarks one may consult [2]. 
By a real Jacobi matrix we mean a matrix of the form 
a0 b, 0 0 . . * 
b, a, b, 0 . * * 
,= 
i:::: i 
0 h a2 b2 . . * , 
0 0 b, a3 * - . 
. . . 
. . . 
where all ai, b, are real and all bi are positive. Each Jacobi matrix J of form 
(1) is the matrix representation of a closed symmetric operator on the space 
Z2 relative to the complete orthonormal set {e,};, where the ith component 
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of e,_, is ai,, the Kronecker delta, n = 1,2,3,. * * . The domain of the 
operatorJconsistsof allX=(xi) for which ~~~b~_~~~_~+u~x~+b,x~+,~~<oo. 
Each J determines a sequence of polynomials {P,,(A)}; satisfying the recur- 
sive equation 
P,(A) = I, 
P&q = j+ (A - 4J, (2) 
0 
4a+AW= ~[(h-a,)P,(h)-b,-,P,_,(h)l, n=l,2,3 ,..., 
” 
where A is a complex variable. It is clear that P,(A) is of degree n. It can be 
shown that the operator J has deficiency index (0,O) or (1,l) [l, p. 1411. 
Moreover, ZFlPn(X)]2 converges for all A (Imh #O) if and only if J has 
deficiency index (1, l), and Z,“]P,(X)12 d iver es g f or all h (Imh #O) if and only 
if J has deficiency index (0,O). In the first case J is said to be of type C; in the 
second case J is said to be of type D. 
Before we state and prove the main result, we shall prove some lemmas. 
First we note that 
Je,=b,_,e,_,+u,e,+b,e,+,, n=0,1,2; * * ; b-,=0. (3) 
We define a sequence of constants {s,,}; by 
s, = (J”e,, eo) = (J’e,,Pe,), 
I+ k=n. (4 
Clearly the sequence { s,}o m is uniquely determined by the operator J, since 
if T,S are also numbers such that r+ s = n, then 1= r+ s - k; therefore 
(Jzeo,Jkeo) = (J r+S-keo,Jkeo) = (J’e,,J”e,). 
LEMMA 1. Let {s,,}; be the sequence of constants associated with the 
operator J. Zf a(t) is a non-decreasing function which is continuous from the 
left such that 
s O” t”du(t)=s,,, n=0,1,2 ,..., (5) --m 
then the sequence of polynomials {P,,(A)}; associated with J belongs to the 
space Li, and 
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We omit the proof of lemma 1, since the results here are standard. 
LEMMA 2. Let {s,,}; be the sequence of constants associated with the 
operator J. Let F(t) be so-me spectrul function of J, and a(t) = (F (t)e,, e,). 
Then u(t) is a non-decreasing function of bounded variation which is 
continuous from the left, and 
J O3 t”du(t)=s,, n=0,1,2;**. (6) --m 
Proof. First we show that the following 
(J%,,f) = J_lt”d(F(t)q,,f), f E 1, (7) 
is true for all n > 0. For n =O, (7) is true because it is just the integral 
representation of J in terms of its spectral function. Now assume (7) is true 
for n < k; then 
(Jk”e,,,f) = (Jke,,Jf) = Jrn tkd(F(t)e,,Jf) 
--oo 
=sm tkd([F(t)-F(0)]e,,If) --03 
=Jm t%(J*[F(t)-F(O)]e,,f) 
--m 
= SW tk ( d(n;d(F(t)ea,f)) 
-CC 
co 
= 
s 
t”“d(F(t)e,,f), f El,; --oo 
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hence (7) is true for all n > 0 by induction. It follows that 
sn=(Jneo,eo)=Jm t”d(F(t)e,,e,) 
-* 
= s m mu(t), n=0,1,2;.*. --co 
Clearly a(t) is a non-decreasing function of bounded variation which is 
continuous from the left. 
DEFINITION. The function a(t)= (F(t) e,,e,) is called a weight function 
associated with the operator J, where F(t) is some spectral function of J. 
THE MAIN RESULT 
In what follows we consider real infinite Jacobi matrices of type D whose 
spectrum consists of isolated points {A,}?. Examples of such operators are 
self-adjoint extensions of Jacobi matrices of index (1,l) not involving the 
extension of the space I, [l, p. 1681; other examples are Jacobi matrices of 
type D which are also completely continuous. 
THEOREM. Let I and I* be two Jacobi matrices of the fin-m (1). Zf J and 
.T* are both of type D with the same spectrum {Ai}?, and if _lkZ@~( t) 
> Jk+;du*(t), then I=]*. 
Proof. Let {P,(h)}; and {P,*(X)}r be the sequences of polynomials 
associated with J and J* respectively. By assumption J and J* both have 
deficiency index (0,O); therefore J and J* are both self-adjoint operators, and 
consequently each has a unique spectral function. Let F(t) and F*(t) be the 
spectral functions of J and I* respectively, and let {s,,}; and { s,*}c be the 
sequences of constants associated with J and J* respectively. It follows from 
(4) and Lemma 2 that 
~%u(t)=so=s;=Jm da*(t), 
-CO -CO 
where u(t)= (F(t) e,, e,,) and u*(t) = (F*(t) e,, eO). By hypothesis, the 
spectrum of J and J* consists of {&}F; but it is a known fact that a real t is a 
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regular point of a self-adjoint operator J if and only if t is a point of 
constancy of F(t); hence o(t) is constant in each of the intervals (&,&+r), 
and the discontinuities of u(t) can only occur at the points { X,}p. Similarly, 
a*(t) is constant in each of the intervals (A,,&+,), since J and J* have the 
same spectrum {hi}?. Consequently it follows from (8) that 
If we let 
then we have 
(9) 
(10) 
(11) 
But 
by hypothesis; hence each term in (11) is non-negative. Therefore 
l4c=l$> k=l,2,3;... (12) 
From Lemma 2 we obtain 
se = I n=0,1,2 ,..., -cc k=l 
s*= 
” J n=0,1,2;. * . -co k=l 
Combining these with (12), we obtain 
S,=S* “3 n=0,1,2,3;-0. (13) 
60 
Now let 
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and 
so s1 . . * s, 
D,,= s1 s2 . . - s,,+~ 9 fl=0,1,2 ,...) (14) 
. . . . . . . . 
sn %+I . * .- %I 
so* ST* * .s,* 
D,*= st s; . ’ . s,*+~ 
. . . . . . . . 
s,* s* n+l’ . * & 
It follows from (13) that 
9 n=0,1,2;. . . (15) 
D,,= D,*, n=0,1,2; * * . w-3 
On the other hand, using Eq. (2), (4) and (14), one can verify that the 
following identities hold: 
P&q = 1, 
P,(A)= & 
SO s1 * * * s, 
Sl s2 ’ . * Sri+++ 
. . . . . . . . n=l,2,3;*-. 
S n-l S” 9 * * SZn-1 
1 h . . . A” 
Similarly, 
P,*(h)=l, 
so* sl* . * * s,* 
. . . . . . , . 
P,*(X)= ___ 
~D;:,D: 8,*-l S* * ’ * %?“-I ’ 
n= 1,2,3; * * . 
1 An. . .A” 
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In view of (13) and (16), we have 
P,(X) = P,* (A), n=0,1,2,3;.*. (17) 
Now let a,, bi be elements of J; and a:, b: be elements of J*. Then it follows 
from Lemma 1 (b) and (c) and Eqs. (12) and (17) that 
and 
a, = Jrn tPi(t)dO(t)=lrn t[P;(t)12da*(t)=a,*, 
--m --m 
b,, = /” tP,,(t)r,,,jt)dcr(t)=(m tP,*(t)P,*+,(t)du*(t)=b,*; 
-a -* 
hence J = .I*. n 
The author wishes to thank Professor H. Hochstadt for many of his 
suggestions and comments. 
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