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Yates 连续校正检验、Yule 无条件检验、Fisher 精确检验和似然比检验等；针对










信息恒等式的不变性考察 Yule 无条件检验，表明用 Yule 检验批判 Fisher 精确检
验的保守性存在逻辑上的缺陷。 












































Categorical data can be used to describe many problems, such as gender, culture 
degree and so on. Application of The analysis methods for categorical data varies 
almost all fields, including sociology, psychology, biomedical, education, marketing 
management and financial credit evaluation. Categorical data is always described by 
contingency tables; therefore Research of the analysis method of categorical data, 
especially contingency tables, is very important. 
Many foreign scholars has studied Pearson chi-squared test, Yates’ test and 
Fisher’s exact test and likelihood ratio test (LRT) in 2 2×  tables; it mainly includes 
three tests for 2 2 K× ×  tables, which are BD test, LR test and CMH test; the common 
modeling methods for contingency tables are log-linear models and logistic models. 
However the four tests for 2 2×  tables has never been discussed in the same 
framework; two-step LR test has been hardly researched; and the research of linear 
information models is very few. This article takes a contract study on three classical 
tests and LR test together; combines BD test for association and CMH test for 
interaction together, and the efficiency is evaluated by two-step LR test; and finally, 
proposes the extension form of linear information models. 
The possible innovation points are as follows: 
First, this article examines the power analysis of Pearson chi-squared test, Yates’ 
test, Fisher’s exact test, based on the likelihood ratio test statistic. 
Second, this article also provides the reason why two-step LR test is better than 
BD test and CMH test based on information identities, and analyzes the power of the 
two-step test based on information identity and its extended identity. 
Third, we will research the relationship between information models and 
log-linear models; take comparison study in terms of model parsimony and model 
interpretation; and show that the test results of information models can indirectly get 
from the test results of log-linear models, and the model parsimony will sacrifice 
model interpretation. 
At the end, we will decompose four-way conditional mutual information to four 
items, which introduces four-step LR test. We will analysis the sensitivity of the 
















models, which will prove the model interpretation. 
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第 1 章  绪论 
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(1) 计量数据  如人的身高、体重、……，产品的长度、直径、重量、……，
股票的价格、市盈率、……。它们的取值可以是某个区间内的任意一个实数。 




































性数据领域的研究主要集中于变量间的关联性。Pearson 于 1900 年引入了检验
双向列联表统计独立性的卡方统计量。其后，Yule 提出了属性变量关联性的优
势比度量。同为统计学家和遗传学家的 Fisher 于 1922 年引入了刻画卡方分布
族特征的自由度，并于 1934 年引入了 Fisher 精确检验。针对属性数据的模型
早出现在 20 世纪 30 年代，probit 模型在处理毒理学中二分响应的应用中流
行起来。20 世纪 50 年代和 60 年代早期，出现了大量有关多向列联表关联性和
交互结构的工作，这激起了 1965 至 1975 年间人们对对数线性模型的研究。另
外，随着 Goodman 于 1969 年开始用似然比检验来检验对数线性模型中的各个
参数，基于信息理论的属性数据分析方法得到了很大的发展。 新的进展为






































○1  一致性： MLθ

是θ 的一致估计量，即 0lim MLp θ θ=

. 




○3  渐近正态性： 0 0~ [ , ( )]ML N Vθ θ θ

，即渐近地服从正态分布，其中 V 是渐
近协方差矩阵，协方差矩阵 V 由对数似然函数的形状决定。 









的数学理论(A Mathematical Theory of Communication)，熵的概念和方法从此被
越来越广泛的应用，该理论也成为经典信息论的核心，香农也因此被称为信息
论之父。在中国，“熵和交叉科学研讨会”从 1987 年开始每两年开一次，涉及


























息度量。相对熵又称为 KL 散度(Kullback-Leibler divergence，简称 KLD)。KL
散度是两个概率分布 P 和 Q 差别的非对称性的度量。KL 散度用来度量使用基
于 Q 的编码来编码 P 的样本平均所需的额外的比特个数。典型情况下，P 表示
数据的真实分布，Q 表示数据的理论分布，模型分布，或 P 的近似分布。对一
个离散随机变量的两个概率分布 P 和 Q 来说，它们的 KL 散度定义为： 
 ( || ) ( ) log( ( ) / ( ))D P Q P i P i Q i=   
对于连续的随机变量，定义类似。 
互信息是信息论中一种有用的信息度量，它是指两个事件集合之间的相关
性。两个事件 X 和 Y 的互信息定义为： ( , ) ( ) ( ) ( , )I X Y H X H Y H X Y= + − ，其
中 ( , )H X Y 是联合熵，其定义为： ( , ) ( , ) log ( , )H X Y P x y P x y= − 。互信息亦
为一个特殊的 KL 散度（或，相对熵），相当于随机变量 X 和 Y 的边际分布
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