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We study American swaptions in the linear-rational (LR) term structure
model introduced in [5]. The American swaption pricing problem boils down
to an optimal stopping problem that is analytically tractable. It reduces to a
free-boundary problem that we tackle by the local time-space calculus of [7].
We characterize the optimal stopping boundary as the unique solution to a
nonlinear integral equation that can be readily solved numerically. We obtain
the arbitrage-free price of the American swaption and the optimal exercise
strategies in terms of swap rates for both fixed-rate payer and receiver swaps.
Finally, we show that Bermudan swaptions can be efficiently priced as well.
1. Introduction
An interest rate swap is a contract between two parties who agree to exchange cash flows
over a pre-specified time grid. The holder of a payer (receiver) swap contract pays a fixed
(floating) rate and receives a floating (fixed) rate on a notional amount. The floating rate is
usually tied to the London Interbank Offered Rate (LIBOR), a daily fixed standard benchmark
for interest rates in various currencies. A payer (receiver) swaption gives the holder the right
but not the obligation to enter a payer (receiver) swap at a pre-specified fixed strike rate.
Swaptions form an important class of derivatives that allow to price and hedge interest rate
risk. They underlie callable mortgage-backed securities, life insurance products, and a wide
variety of structured products. The outstanding notional amount in the swap market is in the
order of hundreds of trillions US dollars.
Swaptions can be divided into three classes according to their exercise timing rights. Eu-
ropean swaptions can be exercised only at the expiration date. American swaptions allow the
holder to enter the swap on any date that falls within a range of two dates. Bermudan swap-
tions constitute a simplified variant of American swaptions where exercise is only possible on a
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finite time grid. The pricing of American swaptions is arguably a difficult task. The standard
approach is to approximate American by Bermudan swaptions and price the latter using simple
tree models or Monte-Carlo simulation based methods (see e.g. [6]). To our knowledge there
has not been a model in the literature for which American swaptions are priced analytically in
continuous time. A reason why American swaption pricing in continuous time was not feasible
so far is that in most interest rate models used in the literature before [5], the payoff of a
swaption is the positive part of a sum of exponential-affine functions in the factor. This cannot
simply be reduced to an optimal stopping problem for the factor process.
In this paper we analytically price American swaptions in the one-factor linear-rational term
structure model introduced in [5]. The idea of the model and important property that we exploit
is that discounted bond prices are linear in the factor. In order to fit the term structure of
European swaptions we allow for time-varying diffusion coefficient of the factor process. Using
this we obtain that the American swaption pricing problem boils down to an undiscounted
optimal stopping problem for a scalar diffusion process. The latter problem is reduced to a
free-boundary problem that we tackle by the local time-space calculus of [7]. We characterize
the optimal stopping boundary as the unique solution to a nonlinear integral equation that
can readily be solved numerically. Using these boundaries we obtain the American swaption
price and the optimal exercise strategies in terms of the swap rate for both payer and receiver
swaptions. We provide the numerical algorithm for solving integral equations for the boundaries
and computing the American swaption prices. The numerical example in Section 8 illustrates
this algorithm and we solve the American swaption pricing problem for the calibrated set of
parameters. We also show that the Bermudan swaptions can be efficiently priced under the
linear-rational term structure model (Section 7). We then compare the prices of European,
American and Bermudan swaptions. The discrepancy between American and Bermudan prices
is quite small.
Another important application of this paper is based on the equivalence of the payoffs
of a receiver (payer) swaption and a call (put) option on a coupon bearing bond. Hence our
results cover the pricing of American options on coupon bearing bonds which is itself interesting
practical problem. Also it is well known that American swaption can be used to convert non-
callable bond to callable bond. Here is an example for illustration. Suppose a company has
issued a bond maturing in 10 years with annual coupons of 4% on the principal amount N
and wants to add the option to call (prepay) the bond at par (for N ) at any time τ before
maturity date. This option means that the company has the right to prepay the principal N
of the bond at time τ and stop paying coupons afterwards. If the company cannot change the
original bond, it could buy an American receiver swaption with strike rate 4% on the swap with
period [0, 10] . If the company exercises the swaption at time τ ∈ [0, 10] , the fixed coupon
leg of the swap will then cancel the fixed coupon payments of the bond. On the other hand,
paying the floating rate leg of the swap and the principal N of the bond at maturity T = 10
is equivalent to paying N at τ , as desired. This is a modified version of Example 2.1 in [4].
The structure of the paper is as follows. Section 2 introduces the linear-rational term
structure model and translates the American swaption pricing problem to an optimal stop-
ping problem. Section 3 reduces the optimal stopping problem to a free-boundary problem
for American payer swaptions. Section 4 does the same for American receiver swaptions. Sec-
tion 5 provides an algorithm for numerically solving integral equations arising in the solution
of the free-boundary problem. Section 6 expresses the optimal exercise strategies for American
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swaptions in terms of the underlying swap rate. Section 7 discusses the pricing of Bermudan
options under the linear-rational framework. Section 8 presents the numerical results. Finally,
Section 9 concludes and provide the agenda for future research.
2. Model setup and formulation of the problem
1. We consider the one-factor linear-rational square-root diffusion model introduced in [5].
The factor process is a square-root diffusion X given by
(2.1) dXt = κ(θ−Xt) dt+ σ(t)
√
Xt dBt (X0 > 0)
where B is a standard Brownian motion started at zero and κ and θ are positive parameters,
and σ(t) is time-varying deterministic continuous function for t > 0 . A sufficient condition
for the absence of arbitrage opportunities in a financial market model is the existence of a state
price density: a positive adapted process ζt such that the price Π(t, T ) at time t of any cash
flow CT at time T is given by
Π(t, T ) =
1
ζt
Et[ζTCT ].(2.2)
We specify the state price density as
(2.3) ζt = e
−
∫ t
0
α(s)ds(1 +Xt)
where the function α : [0,∞) 7→ IR is a deterministic continuous function.
The main feature of the model (2.1)-(2.3) is that it provides tractable expressions for zero-
coupon bond prices P (t, T ) with CT = 1
P (t, T ) =
Et[ζT ]
ζt
= e−
∫ T
t
α(s)ds1 + θ + e
−κ(T−t)(Xt−θ)
1 +Xt
(2.4)
where we used the following conditional expectations
Et[XT ] = θ + e
−κ(T−t)(Xt−θ)(2.5)
Et[ζT ] = e
−
∫ T
0
α(s)ds(1 + θ + e−κ(T−t)(Xt−θ))(2.6)
for 0 ≤ t ≤ T . The function α can then be chosen such that the model-implied zero-coupon
bond prices exactly match the observed term structure at time t = 0 (see Appendix G in [5]).
Formula (2.4) explains why this model is called linear-rational in [5]. The short rate is obtained
via the relation rt = −∂T logP (t, T )|T=t and is given by
rt = α(t)−
κ(θ−Xt)
1 +Xt
.(2.7)
Consequently, it is bounded from below and above by
α(t)− κθ ≤ rt ≤ α(t) + κ.(2.8)
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In [5] this model has been studied thoroughly both analytically and numerically, especially
from a swap and European swaption pricing point of view. In [5] it is also shown that the
bounds in (2.8) are not economically binding. In this paper we consider the application of the
linear-rational framework to the pricing of the American-style swaptions.
2. Let us now introduce a fixed versus floating interest rate swap which is specified by a
tenor structure of reset and payment dates 0 < T0 < T1 < ... < Tn , where we assume that
Ti − Ti−1 = ∆ for i = 1, .., n to be constant, and a pre-determined fixed rate K . At each
date Ti , i = 1, .., n , the fixed leg pays ∆×K and the floating leg pays ∆× LIBOR accrued
over the preceding time period. From the perspective of the fixed-rate payer, the value of the
swap at time t ≤ T0 is then given by
Πswapt = P (t, T0)− P (t, Tn)−∆K
n∑
j=1
P (t, Tj).(2.9)
A payer swaption is an option to enter into an interest rate swap, paying the fixed leg at a
pre-determined rate and receiving the floating leg. A European payer swaption expiring at T0
on a swap with the characteristics described above has a value (payoff) at expiry T0
CT0 = (Π
swap
T0
)+ =
(
1− P (T0, Tn)−∆K
n∑
j=1
P (T0, Tj)
)+
.(2.10)
In the linear-rational framework the price of European payer swaption at time t ≤ T0 with
Xt = x equals
V E(t, x) =
1
ζt
Et,x[ζT0CT0 ] =
1
ζt
Et,x[p(XT0)
+](2.11)
where the expectation Et,x is taken under condition that Xt = x and p(x) is an explicit
linear function of x . Throughout the paper, we will also use the notation X t,xu for u ≥ t
when Xt = x .
Remark 2.1. The reason we allow for time-varying σ in (2.1) is that we would like to fit the
data of European swaption prices at current date t for different maturities T0 > t and swaption
lenghts Tn−T0 . It can be seen from (2.4) that σ(t) does not effect ZCB prices. Therefore the
calibration can be done as follows: we estimate (α, κ, θ,X0) to fit the set of spot and forward
swap rates, and then calibrate σ(t) to match the European swaption prices. Unfortunately,
time-varying σ complicates the numerical analysis in this paper as the process X becomes
time-inhomogeneous and also the probability density function is not available explicitly anymore
unlike in the case of constant σ (CIR process). However, we still have the Fourier transform
for X and are able to perform numerical analysis.
Now we define the American payer swaption as an option to enter at any time T between
T0 and Tn into an interest rate swap, paying the fixed leg at a pre-determined rate K and
receiving the floating leg. In the Bermudan version there is finite number of dates when the
holder can enter into the swap. We will formulate the American payer swaption pricing problem
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as an optimal stopping problem. For this we first note that the value of the swap at time
T ∈ [T0, Tn] is
ΠswapT =
n∑
m=1
(
1− P (T, Tn)− (Tm−T )KP (T, Tm)−∆K
n∑
j=m+1
P (T, Tj)
)
1Tm−1≤T<Tm(2.12)
where we take into account the accrual rate between T and next payment date Tm of the
swap. According to the definition of the state-price density, the price of the American swaption
at time T0 then can be expressed as the value function of the optimal stopping problem
V A(T0, x) =
1
ζT0
sup
T0≤τ≤Tn
ET0,x
[
ζτ (Π
swap
τ )
+
]
(2.13)
where the supremum is taken over all stopping times τ with respect to X . In this paper we
exploit a Markovian approach so that we introduce the following extension of (2.13)
V A(t, x) =
1
ζt
sup
t≤τ≤Tn
Et,x
[
ζτ (Π
swap
τ )
+
]
(2.14)
for (t, x) ∈ [T0, Tn] × (0,∞) . Once (2.14) is determined, one can compute the price V
A(t, x)
at time t ∈ [0, T0) as
V A(t, x) =
1
ζt
Et,x
[
ζT0V
A(T0, XT0)
]
(2.15)
using the known distribution of XT0 .
3. Now using (2.6) and (2.12) let us calculate the payoff in the optimal stopping problem
(2.14) when τ ∈ [Tm−1, Tm) for every m = 1, ..., n
ζτ (Π
swap
τ )
+ =
[
ζτ − Eτ [ζTn]− (Tm−τ)KEτ [ζTm ]−∆K
n∑
j=m+1
Eτ [ζTj ]
]+
(2.16)
=
[
e−
∫ τ
0
α(s)ds(1+Xτ)− e
−
∫ Tn
0
α(s)ds(1+θ+e−κ(Tn−τ)(Xτ−θ))
− (Tm−τ)Ke
−
∫ Tm
0
α(s)ds(1+θ+e−κ(Tm−τ)(Xτ−θ))
−∆K
n∑
j=m+1
e−
∫ Tj
0
α(s)ds
(
1+θ+e−κ(Tj−τ)(Xτ−θ)
)]+
=
[
G1m(τ)Xτ +G
2
m(τ)
]+
where the functions G1m and G
2
m are given on intervals [Tm−1, Tm) by
G1m(t) = e
−
∫ t
0
α(s)ds − cne
−κ(Tn−t) − cm(Tm−t)Ke
−κ(Tm−t) −∆K
n∑
j=m+1
cje
−κ(Tj−t)(2.17)
G2m(t) = e
−
∫ t
0
α(s)ds − cn(1 + θ − θe
−κ(Tn−t))− cm(Tm−t)K(1 + θ − θe
−κ(Tm−t))(2.18)
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−∆K
n∑
j=m+1
cj(1 + θ − θe
−κ(Tj−t))
= θ(Ĝ1m(t)−G
1
m(t)) + Ĝ
1
m(t)
where we define the coefficients ci := exp(−
∫ Ti
0
α(s)ds) , i = 1, ..., n , and Ĝ1m are given as
G1m in (2.17) with κ = 0
Ĝ1m(t) = e
−
∫ t
0
α(s)ds − cn − cm(Tm−t)K −∆K
n∑
j=m+1
cj .(2.19)
Therefore we can formulate the following optimal stopping problem
V (t, x) = sup
t≤τ≤Tn
Et,x
[
G(τ,Xτ )
+
]
(2.20)
for (t, x) ∈ [T0, Tn]× (0,∞) and the function G is given by
G(t, x) =
n∑
m=1
(
G1m(t)x+G
2
m(t)
)
1Tm−1≤t<Tm = G
1(t)x+G2(t)(2.21)
for (t, x) ∈ [T0, Tn] × (0,∞) and where the functions G
1 and G2 are given piecewisely on
intervals [Tm−1, Tm) by G
1
m and G
2
m as
G1(t) =
n∑
m=1
G1m(t)1Tm−1≤t<Tm and G
2(t) =
n∑
m=1
G2m(t)1Tm−1≤t<Tm(2.22)
for t ∈ [T0, Tn] . Using (2.14), (2.16) and (2.20) we obtain
V A(t, x) = V (t, x)/ζt = e
∫ t
0
α(s)ds V (t, x)/(1+Xt)(2.23)
for (t, x) ∈ [T0, Tn]× (0,∞) so that we now focus on the problem (2.23).
It is important to note that G(Tn, x) = 0 for all x > 0 and hence it is not optimal to
stop in the set where G ≤ 0 since with positive probability we can enter later into the set
where G > 0 . This observation allows us to simplify (2.23) by removing the positive part and
formulate the equivalent problem
V (t, x) = sup
t≤τ≤Tn
Et,x [G(τ,Xτ )](2.24)
for (t, x) ∈ [T0, Tn]× (0,∞) .
4. Now we turn to the American receiver swaption which is the option to enter at any time
T between T0 and Tn into an interest rate swap, receiving the fixed leg at a pre-determined
rate K and paying the floating leg. The value of the swap, from the perspective of the fixed-
rate receiver, has the same absolute value as in (2.9) but the opposite sign. Therefore by doing
similar manipulations as in paragraph 3 above we are delivered the following optimal stopping
problem
V˜ (t, x) = inf
t≤τ≤Tn
Et,x [G(τ,Xτ )](2.25)
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and the price of American receiver swaption is
V˜ A(t, x) = −e
∫ t
0
α(s)dsV˜ (t, x)/(1+Xt)(2.26)
for (t, x) ∈ [T0, Tn]× (0,∞) . Since the (2.24) is a minimization problem and G(Tn, x) = 0 for
all x > 0 it is obvious that one should not stop in the set where G is positive. Both problems
(2.24) and (2.25) have the same gain function, however the former is a maximization problem
and the latter is a minimization problem. We will analyze (2.24) in the next section and will
discuss briefly the solution to (2.25) in Section 4.
3. Free-boundary problem for fixed-rate payer
In this section we will reduce the problem (2.24) to a free-boundary problem and the latter
will be tackled using local time-space calculus ([7]). First using that the gain function G(t, x)
is continuous and standard arguments (see e.g. Corollary 2.9 (Finite horizon) with Remark
2.10 in [9]) we have that continuation and stopping sets read
C∗ = { (t, x) ∈ [T0, Tn)×(0,∞) : V (t, x) > G(t, x) }(3.1)
D∗ = { (t, x) ∈ [T0, Tn)×(0,∞) : V (t, x) = G(t, x) }(3.2)
and the optimal stopping time in (2.24) is given by
τ ∗ = inf { t ≤ s ≤ Tn : (s,X
x
s ) ∈ D
∗ }.(3.3)
In view of the bounds (2.8) it follows that the model implied forward and swap rates are
essentially bounded from below and above by supt>0 α(t)−κθ and inft>0 α(t)+κ , respectively.
More precisely, these bounds are exact when α(t) ≡ α is constant and close to exact when
supt>0 α(t) is close to inft>0 α(t) . Hence a payer (receiver) swaption with strike rate above
inft>0 α(t) + κ (below supt>0 α(t) − κθ ) would trivially have zero value. We thus henceforth
assume that the strike rate K lies in the range
K
{
≤ inft>0 α(t) + κ, for a payer swaption
≥ supt>0 α(t)− κθ for a receiver swaption.
(3.4)
From 1 (iii) below we will see that the function G1 , the leading term in (2.21), is positive on
[T0, Tn) under this condition. If it does not hold and, say κ+α(Tn) < K , then G
1 < 0 at
least in some neighborhood of Tn and thus G
2 < 0 is negative as well so that G < 0 and it
is not optimal to exercise the swap at that period of time for any value of factor process X .
Moreover, the exercise set will have a very complicated structure and the problem (2.24) has
to be tackled case by case.
1. Below we provide some properties of the functions G1 and G2 .
(i) It is obvious that G1(Tn) = G
2(Tn) = 0 . From (2.17)-(2.19) and the fact that G
1
m ≥
Ĝ1m everywhere, it follows that G
1(t) > G2(t) for all t ∈ [T0, Tn) .
(ii) We show that G1 and G2 are continuous on [T0, Tn) , however their derivatives, in
general, discontinuous at payment dates Tm , m = 1, ..., n− 1 . From (2.17)-(2.18) we see that
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G1m and G
2
m are smooth on [Tm−1, Tm) for m = 1, ..., n . We then observe that functions G
1
and G2 are continuous at payment dates Tm , m = 1, ..., n− 1
G1(Tm−) = G
1
m(Tm−) = cm − cne
−κ(Tn−Tm) −∆K
n∑
j=m+1
cje
−κ(Tj−Tm)(3.5)
= G1m+1(Tm) = G
1(Tm+)
G2(Tm−) = G
2
m(Tm−) = θ(Ĝ
1
m(Tm−)−G
1
m(Tm−)) + Ĝ
1
m(Tm−)
= θ(Ĝ1m+1(Tm)−G
1
m+1(Tm)) + Ĝ
1
m+1(Tm) = G
2
m+1(Tm) = G
2(Tm+)
at payment dates Tm , m = 1, ..., n−1 . Now by straightforward calculations of the derivatives
of G1m and G
2
m we have
(G1m)
′(t) =κ
[
−cne
−κ(Tn−t)−cm(Tm−t)Ke
−κ(Tm−t)−∆K
n∑
j=m+1
cje
−κ(Tj−t)
]
(3.6)
− α(t)e−
∫ t
0
α(s)ds + cmKe
−κ(Tm−t)
=κ
[
G1m(t)− e
−
∫ t
0
α(s)ds
]
− α(t)e−
∫ t
0
α(s)ds + cmKe
−κ(Tm−t)
(G2m)
′(t) =θ
(
(Ĝ1m)
′(t)− (G1m)
′(t)
)
+ (Ĝ1m)
′(t) = (1+θ)(Ĝ1m)
′(t)− θ(G1m)
′(t)(3.7)
for t ∈ [Tm−1, Tm) and m = 1, ..., n . Then it follows from (2.17)-(2.18) that the derivatives of
G1 and G2 generally (except from specifically chosen set of parameters) are not continuous
at Tm
(G1)′(Tm−)−(G
1)′(Tm+) = cmK − cm+1Ke
−κ∆ > 0(3.8)
(G2)′(Tm−)−(G
2)′(Tm+) = K − (1+θ)K + θKe
−κ∆ < 0(3.9)
for m = 1, ..., n− 1 .
(iii) Here we show that, due to assumption (3.4), the function G1 is positive on [T0, Tn) .
From (3.6) we have that G1 is increasing at point t ∈ [Tm−1, Tm) if and only if
G1(t) >
1
κ
[
e−
∫ t
0
α(s)ds (κ+α(t))− cmKe
−κ(Tm−t)
]
:= π(t)(3.10)
and thus we need to compare G1 itself with the function π which is right-continuous with
jumps at payment dates Tm , m = 1, ..., n− 1 . The function π is positive
π(t) =
e−
∫ t
0
α(s)ds
κ
[
κ+α(t)−Ke−
∫ Tm
t
(κ+α(s))ds
]
> 0(3.11)
for t ∈ [Tm−1, Tm) , m = 1, ..., n , by using (3.4). We then note that G
1(Tn) = 0 and
π(Tn) = cn(κ + α(Tn) −K)/κ > 0 . Therefore we have that G
1 < π near Tn and thus G
1
is decreasing and positive there. Then the fact that G1 is positive on [T0, Tn] can be shown
by going backward from Tn and using two observations: a) when G
1 < π the function G1
goes far away from 0 and b) when G1 > π it dominates positive function π .
8
(iv) Now we consider the limits of G1 and G2 near t = Tn . By L’Hospital’s rule we
figure out that
lim
t↑Tn
G1(t)
Tn − t
= cn (α(Tn)+κ−K) > 0(3.12)
lim
t↑Tn
G2(t)
Tn − t
= cn (−θκ+α(Tn)−K) .(3.13)
3. In order to get some insights into the structure of stopping region D∗ we first need to
calculate the function
H(t, x) = (Gt+ LXG)(t, x)(3.14)
for (t, x) ∈ [T0, Tn)× (0,∞) where  LX = κ(θ − x)d/dx+ (σ
2/2) x d2/dx2 is the infinitesimal
generator of X . The function H has the meaning of the instantaneous benefit of waiting to
exercise. By straightforward calculations we have that
H(t, x) =
n∑
m=1
(
H1m(t)x+H
2
m(t)
)
1Tm−1≤t<Tm = H
1(t)x+H2(t)(3.15)
for (t, x) ∈ [T0, Tn)× (0,∞) where
H1m(t) =− (κ+α(t)) e
−
∫ t
0
α(s)ds + cmKe
−κ(Tm−t) = −κπ(t)(3.16)
H2m(t) = − θH
1
m(t) + (1+θ)
(
cmK−α(t)e
−
∫ t
0
α(s)ds
)
(3.17)
for t ∈ [Tm−1, Tm) , m = 1, ..., n , and
H1(t) =
n∑
m=1
H1m(t)1Tm−1≤t<Tm and H
2(t) =
n∑
m=1
H2m(t)1Tm−1≤t<Tm(3.18)
for t ∈ [T0, Tn) . Therefore we have that t 7→ H(t, x) is right-continuous with jumps at Tm ,
m = 1, ...., n−1 , for each x > 0 fixed. We also observe from (3.16) that the function H1 < 0
on [T0, Tn) as we proved above that the function π > 0 on [T0, Tn) .
Since the function G is not C1 at payment dates Tm , m = 1, ...., n−1 with respect to
time variable, we have to use Itoˆ-Tanaka formula to get
E
[
G(τ,X t,xτ )
]
= G(t, x) + E
[∫ τ
t
H(s,X t.xs )1{s 6=Tm,m=1,..,n−1}ds
]
(3.19)
= G(t, x) + E
[∫ τ
t
H(s,X t.xs )ds
]
for (t, x) ∈ [T0, Tn) × (0,∞) where the integral term with respect to the local time is not
present since the underlying process, time, is of bounded variation, and in the last integral we
omitted the indicator of Lebesgue-measure null set. It is obvious that the expression (3.19)
indicates that the set {(t, x) ∈ [T0, Tn)× (0,∞) : H(t, x) > 0} belongs to continuation set C
∗
(for this one can make use of the first exit time from a sufficiently small time-space ball centred
at the point where H > 0 ).
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4. Next we show up-connectedness of the stopping set D∗ . For this, let us take two points
(t, x) and (t, y) such that t ∈ [T0, Tn) and y > x > 0 , then let us denote by τ = τ
∗(t, y)
the optimal stopping time for V (t, y) so that using (3.19) we have
V (t, x)− V (t, y) ≥ E
[
G(τ,X t,xτ )
]
− E
[
G(τ,X t,yτ )
]
(3.20)
= G(t, x)−G(t, y) + E
[∫ τ
t
(
H(s,X t,xs )−H(s,X
t,y
s )
)
ds
]
= G(t, x)−G(t, y) + E
[∫ τ
t
H1(s)(X t,xs −X
t,y
s )ds
]
≥ G(t, x)−G(t, y)
where in the last inequality we used facts that the function H1 is negative and X t,y· ≥ X
t,x
· P -
a.s. by the comparison principle for SDEs. Now if we take (t, x) ∈ D∗ , i.e. V (t, x) = G(t, x) ,
we have that V (t, y) = G(t, y) and thus (t, y) ∈ D∗ . Therefore there exists a function
b : [T0, Tn)→ (0,∞) such that
D∗ = { (t, x) ∈ [T0, Tn)×(0,∞) : x ≥ b(t) }.(3.21)
A direct examination of functions G and H in (2.21) and (3.15) imply that there exist
real-valued curves g and h on [T0, Tn] defined as
G(t, g(t)) = 0 and H(t, h(t)) = 0(3.22)
for t ∈ [T0, Tn) (see Figure 1) such that G(t, x) > 0 for x > g(t) and G(t, x) < 0 for
x < g(t) , H(t, x) > 0 for x < h(t) and H(t, x) < 0 for x > h(t) when t ∈ [T0, Tn) is given
and fixed. It is not optimal to stop when G < 0 or H > 0 so that we have b > g ∨ 0 and
b > h ∨ 0 on [T0, Tn) as Xt is always positive.
It is clear that if x > h(t) ∨ 0 and t < Tn is sufficiently close to Tn then it is optimal to
stop immediately (since the profit obtained from being below h cannot compensate the cost of
getting there due to the lack of remaining time). This shows that b(Tn−) = h(Tn−)∨ 0 where
h(Tn−) = −
H2(Tn−)
H1(Tn−)
=
θκ−α(Tn)+K
α(Tn)+κ−K
(3.23)
as is easily seen from (3.16)-(3.17). We also notice that
g(Tn−) = −
G2(Tn−)
G1(Tn−)
=
θκ−α(Tn)+K
α(Tn)+κ−K
= h(Tn−)(3.24)
by (3.12)-(3.13).
4. Standard Markovian arguments lead to the following free-boundary problem (for the
value function V = V (t, x) and the optimal stopping boundary b = b(t) to be determined):
Vt+ LXV = 0 in C
∗(3.25)
V (t, b(t)) = G(t, b(t)) for t ∈ [T0, Tn)(3.26)
Vx(t, b(t)) = Gx(t, b(t)) for t ∈ [T0, Tn)(3.27)
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Figure 1. A computer drawing of the functions g (red line) and h (blue line)
defined in (3.22). The parameter set is T0 = 1 year, ∆ = 0.5 year, n = 4 ,
K = 0.05 , θ = 2.55 , κ = 0.03 , α ≡ θκ = 0.0765 . Coefficient σ is time-
dependent function and calibrated from European swaption prices.
V (t, x) > G(t, x) in C∗(3.28)
V (t, x) = G(t, x) in D∗(3.29)
where the continuation set C∗ and the stopping set D∗ are given by
C∗ = { (t, x) ∈ [T0, Tn)×(0,∞) : x < b(t) }(3.30)
D∗ = { (t, x) ∈ [T0, Tn)×(0,∞) : x ≥ b(t) }.(3.31)
It can be shown that this free-boundary problem has a unique solution V and b which coincide
with the value function (2.24) and the optimal stopping boundary respectively (cf. [9]).
Completed details of the analysis above go beyond our goals in this paper and for this
reason will be omitted. It should be noted however that one of the main issues which makes
this analysis quite complicated (in comparison with e.g. the American put option problem) is
that b seems not monotone function of time. This fact is supported by numerical analysis (see
Figure 2 near t = 0 ). The standard probabilistic intuition and proof of monotonicity requires
that Ht < 0 however straightforward differentiation in (3.15) shows that it is not true. Proof
of the continuity of the free boundary without having its monotonicity is open and challenging
problem, which can help to tackle other optimal stopping problems. In the next section we will
derive simpler equations which characterize V and b uniquely and can be used for financial
analysis of American swaptions.
5. We now provide the early exercise premium representation formula for the value function
V which decomposes it into the sum of the expected payoff with exercise at Tn (which is zero)
and early exercise premium which depends on the boundary b . The optimal stopping boundary
b will be obtained as the unique solution to the nonlinear integral equation of Volterra type.
We denote the following function
L(t, u, x, z) = −Et,x [H(u,Xu)I(Xu ≥ z)](3.32)
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for u ≥ t ≥ 0 and x, z > 0 . If the probability density function p(x̂; u, x, t) of Xu under Et,x
is known (when σ(t) ≡ σ so that X has non-central chi-squared distribution, see [1]), then
L can be computed as as follows
L(t, u, x, z) = −
∫ ∞
z
H(u, x̂)p(x̂; u, x, t)dx̂.(3.33)
by univariate numerical integration.
Otherwise, in the case of time-dependent σ we can obtain the Fourier transform q(z; u, x, t)
for Xu
q(w; u, x, t) = Et,x
[
ewXu
]
= eϕ(w,u,t)+xφ(w,u,t)(3.34)
for w ∈ C , u ≥ t ≥ 0 and x > 0 , where ϕ and φ are obtained by solving corresponding
Ricatti equations (see e.g. [3])
ϕ(w, u, t) = κ θ
∫ u
t
e−κ(v−t)w
1− w
2
∫ v
t
e−κ(v−s)σ2(s)ds
dv(3.35)
φ(w, u, t) =
e−κ(u−t)w
1− w
2
∫ u
t
e−κ(u−s)σ2(s)ds
.(3.36)
We can then recover the probability density function p of Xu as follows
p(x̂; u, x, t) =
1
2π
∫
IR
e−iwx̂q(iw; u, x, t)dw(3.37)
for x˜, x ≥ 0 and u ≥ t ≥ 0 . Moreover, using Theorem 4 in [5] we have that
Et,x
[
(Xu − z)
+
]
=
1
π
∫ ∞
0
Re
[
q(µ+ iλ; u, x, t)
e(µ+iλ)z(µ+ iλ)2
]
dλ(3.38)
for u ≥ 0 and x, z > 0 , where µ > 0 is chosen such that q(µ; u, x, t) < ∞ . Hence, we can
compute L in the following way
−L(t, u, x, z) =Et,x [H(u,Xu)I(Xu ≥ z)](3.39)
=H1(u)Et,x [XuI(Xu ≥ z)] +H
2(u)Pt,x(Xu ≥ z)
=H1(u)Et,x
[
(Xu − z)
+
]
+ (H2(u) +H1(u)z)Pt,x(Xu ≥ z)
=H1(u)
1
π
∫ ∞
0
Re
[
q(µ+ iλ; u, x, t)
e(µ+iλ)z(µ+ iλ)2
]
dλ
+ (H2(u) +H1(u)z)
(
1
2
+
1
π
∫ ∞
0
Im[e−iλzq(iλ; u, x, t)]
λ
dλ
)
where in the last equality we used the formula for the cumulative distribution function via
Fourier transform. Thus the computation of L in this case requires univariate integration as
in (3.33).
The main result of this section may now be stated as follows.
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Figure 2. A computer drawing of the optimal stopping boundary t 7→ b(t) for
the problem (2.24). The parameter set is T0 = 1 year, ∆ = 0.5 year, n = 4 ,
K = 0.05 , θ = 2.55 , κ = 0.03 , α ≡ θκ = 0.0765 . Coefficient σ is time-
dependent function and calibrated from European swaption prices.
Theorem 3.1. The value function V of (2.24) has the following representation
V (t, x) =
∫ Tn
t
L(t, u, x, b(u))du(3.40)
for t ∈ [T0, Tn) and x ∈ (0,∞) . The optimal stopping boundary b in (2.24) (see Figure 2)
can be characterized as the unique solution to the nonlinear integral equation
G(t, b(t)) =
∫ Tn
t
L(t, u, b(t), b(u))du(3.41)
for t ∈ [T0, Tn) in the class of continuous functions t 7→ b(t) with b(Tn) =
θκ−α(Tn)+K
α(Tn)+κ−K
∨ 0 .
Proof. (A) By applying the local time-space formula on curves [7] for V (s,Xs) we have that
V (s,Xs)(3.42)
= V (t, x) +Ms
+
∫ s
t
(Vt+ LXV )(u,Xu)I(Xu 6= b(u))du
+
1
2
∫ s
t
(
Vx(u,Xu+)−Vx(u,Xu−)
)
I
(
Xu = b(u)
)
dℓbu(X)
= V (t, x) +Ms +
∫ s
t
(Gt+ LXG)(u,Xu)I(Xu ≥ b(u))du
= V (t, x) +Ms +
∫ s
t
H(u,Xu)I(Xu ≥ b(u))du
where we used (3.25), the definition of H (3.14), the smooth-fit condition (3.27) and where
M = (Mu)u≥t is the martingale term, (ℓ
b
u(X))u≥t is the local time process of X spending at
13
the boundary b . Now upon letting s = Tn , taking the expectation Et,x , using the optional
sampling theorem for M , rearranging terms and noting that V (Tn, x) = G(Tn, x) = 0 for all
x > 0 , we get (3.40). The integral equation (3.41) is obtained by inserting x = b(t) into (3.40)
and using (3.26).
(B) Now we show that b is the unique solution to the equation (3.41) in the class of
continuous functions t 7→ b(t) . The proof is divided in few steps and it is based on arguments
originally derived in [8].
(B.1) Let c : [T0, Tn]→ IR be a solution to the equation (3.41) such that c is continuous.
We will show that these c must be equal to the optimal stopping boundary b . Now let us
consider the function U c : [T0, Tn)× (0,∞)→ IR defined as follows
U c(t, x) =
∫ Tn
t
L(t, u, x, c(u))du(3.43)
for (t, x) ∈ [T0, Tn]× (0,∞) . Observe the fact that c solves the equation (3.41) means exactly
that U c(t, c(t)) = G(t, c(t)) for all t ∈ [T0, Tn] . We will moreover show that U
c(t, x) = G(t, x)
for x ∈ [c(t),∞) with t ∈ [T0, Tn] . This can be derived using martingale property as follows;
the Markov property of X implies that
U c(s,Xs)−
∫ s
t
H(u,Xu)I(Xu ≥ c(u))du = U
c(t, x) +Ns(3.44)
where (Ns)t≤s≤Tn is a martingale under Pt,x . On the other hand, we know from (3.19)
G(s,Xs) = G(t, x) +
∫ s
t
H(u,Xu)du+Ms(3.45)
where (Ms)t≤s≤Tn is a continuous martingale under Pt,x .
For x ∈ [c(t),∞) with t ∈ [T0, Tn] given and fixed, consider the stopping time
σc = inf { t ≤ s ≤ Tn : Xs ≤ c(s) }(3.46)
under Pt,x . Using that U
c(t, c(t)) = G(t, c(t)) for all t ∈ [T0, Tn] and U
c(Tn, x) = G(Tn, x) =
0 for all x > 0 , we see that U c(σc, Xσc) = G(σc, Xσc) . Hence from (3.44), (3.45) and (3.46)
using the optional sampling theorem we find:
U c(t, x) = Et,x [U
c(σc, Xσc)]− Et,x
[∫ σc
t
H(u,XGu)I(XGu ≥ c(u))du
]
(3.47)
= Et,x [G(σc, Xσc)]− Et,x
[∫ σc
t
H(u,Xu)du
]
= G(t, x)
since Xu ∈ (c(t+u),∞) for all u ∈ [0, σc) . This proves that U
c(t, x) = G(t, x) for x ∈
[c(t),∞) with t ∈ [T0, Tn] as claimed.
(B.2) We show that U c(t, x) ≤ V (t, x) for all (t, x) ∈ [T0, Tn]× (0,∞) . For this consider
the stopping time
τc = inf { t ≤ s ≤ Tn : Xs ≥ c(s) }(3.48)
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under Pt,x with (t, x) ∈ [T0, Tn] × (0,∞) given and fixed. The same arguments as those
following (3.46) above show that U c(τc, Xτc) = G(τc, Xτc) . Inserting τc instead of s in (3.44)
and using the optional sampling theorem, we get:
U c(t, x) = Et,x [U
c(τc, Xτc)] = Et,x [G(τc, Xτc)] ≤ V (t, x)(3.49)
proving the claim.
(B.3) We show that c ≤ b on [T0, Tn] . For this, suppose that there exists t ∈ [T0, Tn)
such that b(t) < c(t) and choose a point x ∈ [c(t),∞) and consider the stopping time
σ = inf { t ≤ s ≤ Tn : b(s) ≥ Xs }(3.50)
under Pt,x . Inserting σ instead of s in (3.42) and (3.44) and using the optional sampling
theorem, we get:
Et,x [V (σ,Xσ)] = V (t, x) + Et,x
[∫ σ
t
H(u,Xu)du
]
(3.51)
Et,x [U
c(σ,Xσ)] = U
c(t, x) + Et,x
[∫ σ
t
H(u,Xu)I
(
Xu ≥ c(u))
)
du
]
.(3.52)
Since U c ≤ V and V (t, x) = U c(t, x) = G(t, x) for x ∈ [c(t),∞) with t ∈ [T0, Tn] , it follows
from (3.51) and (3.52) that:
Et,x
[∫ σ
t
H(u,Xu)I
(
Xu ≤ c(u)
)
du
]
≥ 0.(3.53)
Due to the fact that H is strictly negative above b we see by the continuity of b and c
that (3.53) is not possible so that we arrive at a contradiction. Hence we can conclude that
b(t) ≥ c(t) for all t ∈ [T0, Tn] .
(B.4) We show that c must be equal to b . For this, let us assume that there exists
t ∈ [T0, Tn) such that c(t) < b(t) . Choose an arbitrary point x ∈ (c(t), b(t)) and consider the
optimal stopping time τ ∗ from (2.24) under Pt,x . Inserting τ
∗ instead of s in (3.42) and
(3.44), and using the optional sampling theorem, we get:
Et,x [G(τ
∗, Xτ∗)] = V (t, x)(3.54)
Et,x [G(τ
∗, Xτ∗)] = U
c(t, x) + Et,x
[∫ τ∗
t
H(u,Xu)I
(
Xu ≥ c(u)
)
du
]
(3.55)
where we use that V (τ ∗, Xτ∗) = G(τ
∗, Xτ∗) = U
c(τ ∗, Xτ∗) upon recalling that c ≤ b and
U c = G either above c or at Tn . Since U
c ≤ V we have from (3.54) and (3.55) that:
Et,x
[∫ τ∗
t
H(u,Xu)I
(
Xu ≥ c(u)
)
du
]
≥ 0.(3.56)
Due to the fact that H is strictly negative above b we see from (3.56) by continuity of b
and c that such a point (t, x) cannot exist. Thus c must be equal to b and the proof of the
theorem is complete.
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Remark 3.2. It can be seen from (3.33) and (3.39) that the cases of constant and time-varying
σ have similar numerical complexity for solving the integral equation and computing the value
function V (T0, ·) . The difference arises when one is interested in the American swaption price
V A(t, x) at t < T0 , which can be computed using (2.15). Indeed, when only Fourier transform
is available, we have to first invert it (see (3.37)) to obtain the probability density function p
and then perform the integration in (2.15).
4. Pricing problem for fixed-rate receiver
In this section we will discuss the problem (2.25) corresponding to the fixed-rate receiver.
Since minimization problem (2.25) has the same payoff function G , we will only highlight
differences between problems and state the main result (Theorem 4.1). As in the previous
section we assume the condition (3.4).
1. The continuation and stopping sets are now following
C˜∗ = { (t, x) ∈ [T0, Tn)×(0,∞) : V˜ (t, x) < G(t, x) }(4.1)
D˜∗ = { (t, x) ∈ [T0, Tn)×(0,∞) : V˜ (t, x) = G(t, x) }(4.2)
and the optimal stopping time in (2.25) is given by
τb = inf { t ≤ s ≤ Tn : (s,Xs) ∈ D˜
∗ }.(4.3)
Then we can prove the following inequality as in (3.20)
V˜ (t, x)− V˜ (t, y) ≥ G(t, x)−G(t, y)(4.4)
for y > x > 0 using the same arguments apart from that τ = τ ∗(t, x) is now optimal
stopping time for V˜ (t, x) . Now if we take (t, y) ∈ D˜∗ , i.e. V˜ (t, y) = G(t, y) , we have
that V˜ (t, x) = G(t, x) and thus (t, x) ∈ D˜∗ . Therefore we showed that there is a function
b˜ : [T0, Tn)→ (0,∞) such that
D˜∗ = { (t, x) ∈ [T0, Tn)×(0,∞) : x ≤ b˜(t) }.(4.5)
Since the problem (2.25) is the minimization one, we should not stop when G > 0 or H < 0 ,
i.e. we have that b˜ < g and b˜ < h on [T0, Tn) , where g and h from (3.22). The terminal
value of b˜ is b˜(Tn−) = g(Tn−)∨ 0 = h(Tn−)∨ 0 =
(
(θκ−α(Tn) +K)/(α(Tn) +ακ−K)
)+
=
b(Tn−) .
2. Standard Markovian arguments lead to the following free-boundary problem (for the
value function V˜ = V˜ (t, x) and the optimal stopping boundary b˜ = b˜(t) to be determined):
V˜t+ LX V˜ = 0 in C˜
∗(4.6)
V˜ (t, b˜(t)) = G(t, b˜(t)) for t ∈ [T0, Tn)(4.7)
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V˜x(t, b˜(t)) = Gx(t, b˜(t)) for t ∈ [T0, Tn)(4.8)
V˜ (t, x) < G(t, x) in C˜∗(4.9)
V˜ (t, x) = G(t, x) in D˜∗(4.10)
where the continuation set C˜∗ and the stopping set D˜∗ are given by
C˜∗ = { (t, x) ∈ [T0, Tn)×(0,∞) : x > b˜(t) }(4.11)
D˜∗ = { (t, x) ∈ [T0, Tn)×(0,∞) : x ≤ b˜(t) }.(4.12)
It can be shown that this free-boundary problem has a unique solution V˜ and b˜ which coincide
with the value function (2.25) and the optimal stopping boundary respectively.
As for the problem (2.24) in previous section, numerical drawings show that b˜ is not mono-
tone function of time (see Figure 3). It can be intuitively explained as follows: Ht > 0 on
intervals (Tm−1, Tm) (which is sufficient condition for exhibiting increasing boundary) how-
ever at payment dates Tm the function H exhibits jumps down (which makes the boundary
decreasing on the left-side neighborhoods of Tm ).
3. We now provide the early exercise premium representation formula for the value function
V˜ which decomposes it into the sum of the expected payoff if we do not exercise until Tn
(which is zero) and early exercise premium depending on b˜ . The optimal stopping boundary
b˜ will be obtained as the unique solution to the nonlinear integral equation of Volterra type.
We will make use of the following function in Theorem 4.1 below
L˜(t, u, x, z) = −Et,x [H(u,Xu)I(Xu ≤ z)](4.13)
for u ≥ t ≥ 0 , x, z > 0 , and if Xu has the known probability density function p , then
L˜(t, u, x, z) = −
∫ z
0
H(u, x̂)p(x̂; u, x, t)dx̂.(4.14)
Otherwise, we exploit Fourier transform as in the previous section.
The main result of this section is stated below and provided without proof since it is very
similar to Theorem 3.1.
Theorem 4.1. The value function V˜ of (2.25) has the following representation
V˜ (t, x) =
∫ Tn
t
L˜(t, u, x, b˜(u))du(4.15)
for t ∈ [T0, Tn) and x ∈ (0,∞) . The optimal stopping boundary b˜ in (2.25) (see Figure 3)
can be characterized as the unique solution to the nonlinear integral equation
G(t, b˜(t)) =
∫ Tn
t
L˜(t, u, b˜(t), b˜(u))du(4.16)
for t ∈ [T0, Tn) in the class of continuous functions with b˜(Tn) =
θκ−α(Tn)+K
α(Tn)+κ−K
∨ 0 .
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Figure 3. A computer drawing of the optimal stopping boundary t 7→ b˜(t) for
the problem (2.25). The parameter set is T0 = 1 year, ∆ = 0.5 year, n = 4 ,
K = 0.05 , θ = 2.55 , κ = 0.03 , α ≡ θκ = 0.0765 . Coefficient σ is time-
dependent function and calibrated from European swaption prices.
5. Numerical solution to integral equations
In this section we provide an algorithm for numerical solution of the integral equations
(3.41) and (4.16), and computing the swaption prices (3.40) and (4.15).
In order to obtain the prices of American swaptions (3.40) and (4.15) we need to solve
numerically integral equations of Volterra type (3.41) and (4.16). We proved above that b and
b˜ are unique solutions to the equations (3.41) and (4.16), respectively. These equations cannot
be solved analytically but can be tackled numerically in an efficient way. The following simple
method can be used to illustrate the latter (see e.g. Chapter 8 in [2]).
Set tk = kh for k = 0, 1, ..., N where h = (Tn−T0)/N so that the following discrete
approximations of the integral equations (3.41) and (4.16), respectively, are valid:
G(tk, b(tk)) = h
N−1∑
l=k
L
(
tk, tl+1, b(tk), b(tl+1)
)
(5.1)
G(tk, b˜(tk)) = h
N−1∑
l=k
L˜
(
tk, tl+1, b˜(tk), b˜(tl+1)
)
(5.2)
for k = 0, 1, ..., N−1 . Setting k = N−1 and b(tN ) = b˜(tN) =
θκ−α(Tn)+K
α(Tn)+κ−K
∨ 0 we can solve
the equations (5.1) and (5.2) numerically and get numbers b(tN−1) and b˜(tN−1) , respectively.
Setting k = N−2 and using the values b(tN−1) , b(tN) and b˜(tN−1) , b˜(tN) , we can solve
(5.1) and (5.2) numerically and get numbers b(tN−2) and b˜(tN−2) , respectively. Continuing the
recursion we obtain b(tN), b(tN−1), ..., b(t1), b(t0) and b˜(tN), b˜(tN−1), ..., b˜(t1), b˜(t0) as approxi-
mations of the optimal boundaries b and b˜ , respectively, at the points Tn, Tn−h, ..., T0+h, T0
(see Figures 2 and 3 above). We note that we solve separately the equations for the boundaries
b and b˜ .
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Finally, the prices of American swaptions (3.40) and (4.15) can be approximated as follows:
V (tk, x) = h
N−1∑
l=k
L
(
tk, tl+1, x, b(tl+1)
)
(5.3)
V˜ (tk, x) = h
N−1∑
l=k
L˜
(
tk, tl+1, x, b˜(tl+1)
)
(5.4)
for k = 0, 1, ..., N−1 and x > 0 .
6. Optimal exercise boundaries for swap rates
The formulas (3.40) and (4.15) provide the prices of American swaptions for floating-rate
receiver and fixed-rate receiver, respectively. However, the optimal stopping boundaries b and
b˜ in (3.41) and (4.16) provide the optimal exercise strategies in terms of the latent factor
process X that is not directly observable in the financial market in general. Therefore our
goal now is to connect the process X with some observable financial object and the natural
choice is the swap rate of the underlying swap contract.
Let t ∈ [T0, Tn] such that Tm−1 ≤ t < Tm for some m = 1, ..., n , then let us consider
the swap with future payments at Tm, Tm+1, ...., Tn . The swap rate St is the fixed rate which
makes Πswapt = 0 and hence
St =
1− P (t, Tn)
(Tm−t)P (t, Tm) + ∆
∑n
j=m+1 P (t, Tj)
(6.1)
and by recalling and inserting (2.4) we get the following relationship between St and Xt :
St =
f1(t, Xt)
f2(t, Xt)
=: f(t, Xt)(6.2)
where
f1(t, Xt) =Xt
[
1− e−
∫ Tn
t
(κ+α(s))ds
]
+ 1− e−
∫ Tn
t
α(s)ds(1 + θ) + θe−
∫ Tn
t
(κ+α(s))ds(6.3)
f2(t, Xt) =Xt
[
(Tm−t)e
−
∫ Tm
t
(κ+α(s))ds+∆
n∑
j=m+1
e−
∫ Tj
t (κ+α(s))ds
]
(6.4)
+(Tm−t)e
−
∫ Tm
t
α(s)ds
(
1+θ−θe−κ(Tm−t)
)
+∆
n∑
j=m+1
e−
∫ Tj
t α(s)ds
(
1+θ−θe−κ(Tj−t)
)
for t ∈ [T0, Tn] .
Now if we look into the map Xt → P (t, T ;Xt) in (2.4) we see by direct differentiation that
it is strictly decreasing in Xt and therefore using (6.1) we have that Xt → f(t, Xt) is strictly
increasing. Thus there is one-to-one relationship between St and Xt and we have that
x ≥ b(t) ⇔ f(t, x) ≥ f(t, b(t))(6.5)
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x ≤ b˜(t) ⇔ f(t, x) ≤ f(t, b˜(t))(6.6)
for t ∈ [T0, Tn) so that the optimal exercise strategies for fixed-rate payer and fixed-rate
receiver in terms of swap rate S , respectively, are given as follows
τ∗ = inf { T0 ≤ s ≤ Tn : Ss ≥ R(s) }(6.7)
τ˜∗ = inf { T0 ≤ s ≤ Tn : Ss ≤ R˜(s) }(6.8)
where the optimal exercise boundaries R and R˜ are given as
R(t) = f(t, b(t)) R˜(t) = f(t, b˜(t))(6.9)
for t ∈ [T0, Tn] . It can be seen that R(Tn−) = R˜(Tn−) = K .
We also note that alternatively one can work with the exercise boundaries related to the
short interest rate r using (2.7) as there is one-to-one relationship between r and X as well.
7. Bermudan swaption
In this section, we discuss how the Bermudan swaptions can be priced under the linear-
rational framework (2.1). The case of the fixed-rate receiver is symmetric and can be analyzed
in the same way. In contrast with American swaptions, Bermudan contracts can be exercised
only at certain number of dates. Usually, these swaptions can be executed at the maturity T0
of option or at the payment dates of underlying swap, i.e., at Ti , i = 1, ..., n . To keep the
valuation as general as possible, we assume that set of possible exercise dates is represented
by finite set T B = {tj , j = 0, ..., m} with t0 = T0 and tm = Tn . Therefore the Bermudan
fixed-rate payer solves the following discrete time optimal stopping problem
V B(t, x) =
1
ζt
sup
τ∈T B
Et,x [G(τ,Xτ )](7.1)
for (t, x) ∈ T × (0,∞) , where the supremum is taken over all X -stopping times τ with
values in the set T B , and the function G is given in (2.21). Once (7.1) is solved, the price
V Bt at time t ∈ [0, T0) can be then computed as
V B(t, x) =
1
ζt
Et,x
[
ζT0V
B(T0, XT0)
]
(7.2)
using the known distribution of XT0 . Obviously, V
E(t, ·) ≤ V B(t, ·) ≤ V A(t, ·) for any
t ∈ [0, T0] .
There are at least two standard ways to tackle the discrete time optimal stopping problems:
Monte-Carlo simulation and backward induction. The former method is more appropriate when
the model is not quite tractable or dimension is high. The latter approach is accurate and
efficient in low dimensions and when the marginal distributions are given. It can be seen below
than the linear-rational model allows us to use the backward induction method. According
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to the standard procedure of backward induction(see Chapter 1 in [9]), the sequence of value
functions can be obtained as follows
V B(tj, x) = max
(
G(tj, x),Etj ,x
[
V B(tj+1, Xtj+1)
])
(7.3)
for j = 0, . . . , m − 1 and x > 0 starting from V B(tm, ·) = V
B(Tn, ·) = G(Tn, ·) = 0 . The
optimal exercise strategy in (7.1) starting from T0 is given as
τB∗ = τ
B
∗ (T0, x) = inf{tj ∈ T
B : V B(tj , Xtj ) = G(tj , Xtj)}.(7.4)
The recursive formulas (7.3) do not allow for closed form expressions. However, one can
perform the following simple numerical scheme. First, we truncate the state space of X by
the interval [0, X¯] and discretize it 0 = x0 < x1 < ... < xN = X¯ for some N > 0 and
hX = xn−xn−1 for n = 1, ..., N . Then we approximate the formula (7.3) as
V B(tj , xn) ≈ max
(
G(tj, xn), hX
N∑
i=1
V B(tj+1, xi)p(xi; tj+1, xn, tj)
)
(7.5)
for j = 0, . . . , m − 1 and n = 1, ..., N . Standard arguments can be applied to show
convergence results. If we think of VB(j) ≡ V B(tj , ·) as the N -dimensional vector and
P(j) ≡ p(·; tj+1, ·, tj) as the N × N -matrix for j = 0, . . . , , m , then we can rewrite (7.5) in
the vectorized form. Thus (7.5) becomes the sequence of recursive vector equations.
We note that in the case of constant σ , we have a single matrix P as the process X
is time-homogeneous and corresponding probabilities can be obtained from the known density
function of non-central chi-square distribution. Then, the algorithm works extremely fast.
Otherwise, if σ is time-varying, then the computations becomes more involved. First, we have
m distinct matrices of transitional probabilities due to time-inhomogeneity of X and secondly
we have to invert the Fourier transform. However, if the number m of possible exercise dates
is not so large (as we mentioned above, in practice the Bermudan swaption can be exercised
twice a year on the same dates as the underlying swap payments occur), then this method it
still feasible. Once the family of matrices is computed, the recursive formulas (7.5) can be easily
implemented. In the next section, we provide the numerical results for the case of time-varying
σ(t) which we calibrate from the European swaptions data.
8. Numerical results
As an application of Theorems 3.1 and 4.1 with the numerical algorithm described above,
we use the parameters (α, κ, θ, σ(t)) calibrated to the Euribor swap and swaptions market.
Specifically, we set θ = 2.55 , κ = 0.03 , α ≡ θκ = 0.0765 so that interest rates are bounded
below by zero and assumption (3.4) holds. The coefficient σ is a time-dependent function and
calibrated from European swaption prices. The underlying swap starts at T0 = 1 and has four
subsequent semiannual payments, i.e. ∆ = 0.5 , n = 4 , Tn = 3 . The nominal value of the
swap is 1 million and the fixed rate is K = 0.05 , We are interested in the prices of American,
European and Bermudan swaptions at time t = 0 .
We obtain the optimal stopping boundaries b and b˜ on [T0, Tn] (see Figures 2 and 3) as
solutions to (3.41) and (4.16) using the algorithm above. We consider the at-the-money swap,
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Figure 4. A computer drawing of the optimal exercise boundaries r (upper line)
and r˜ (lower line) in terms of the swap rate St . The parameter set is T0 = 1
year, ∆ = 0.5 year, n = 4 , K = 0.05 , θ = 2.55 , κ = 0.03 , α ≡ θκ = 0.0765 .
Coefficient σ is time-dependent function and calibrated from European swaption
prices.
i.e. S0 = K = 0.05 at t = 0 , then we solve f(0, X0) = S0 so that the initial factor value
is X0 = 0.762 and then using (2.23) with (5.3) and (2.26) with (5.4) we get the American
swaption prices V A(0, X0) = 0.0072 and V˜
A(0, X0) = 0.0068 , respectively, at time t = 0 .
Figure 4 shows a computer drawing of the optimal exercise boundaries R and R˜ for swap
rate based on curves b and b˜ from Figures 2 and 3. We observe that the lower boundaries b˜
and R˜ are not monotone in t .
It is remarkable that the boundaries b and b˜ are not smooth at the payment dates Tm ,
m = 1, ..., n − 1 , which is a very rare situation in the optimal stopping theory. This fact is
caused by the discontinuity of t 7→ H(t, x) at Tm , m = 1, ..., n− 1 , for fixed x > 0 .
Finally, we price the fixed-rate payer European swaption at t = 0 using (2.11). We then
consider the fixed-rate payer Bermudan swaption that can be exercised only at underlying swap
payment dates. Figure 5 shows the values of the fixed-rate payer European, Bermudan and
American swaptions at t = 0 as the functions of x . As expected, American price is upper
bound for Bermudan swaption price. The prices are close to each other.
9. Conclusion
The modeling of the state-price density in the linear-rational framework allows us to for-
mulate the American swaption problem as the undiscounted optimal stopping problem for a
one-dimensional square-root diffusion process. We characterize the optimal stopping bound-
aries b and b˜ as the unique solution to nonlinear integral equations and using this we obtain
the arbitrage-free prices of the American swaptions (see (3.40) and (4.15)) and the optimal
exercise strategies in terms of swap rates (see (6.7)-(6.8) and Figure 4). The optimal stopping
boundaries are not differentiable at payment dates according to numerical solutions, which is
a rare situation in the literature on the optimal stopping theory.
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Figure 5. The swaption prices of American type V A (black solid), Bermudan
type V B (blue line) and European type V E (dashed) at t = 0 . Bermudan
swaption can be exercised at swap payment dates Tm only. The parameter set
is T0 = 1 year, ∆ = 0.5 year, n = 4 , K = 0.05 , θ = 2.55 , κ = 0.03 ,
α ≡ θκ = 0.0765 . Coefficient σ is time-dependent function and calibrated from
European swaption prices.
Multi-factor factor models tend to empirically outperform one-factor models (see [5] for
details). If one considers LRSQ(m,n) specification with (m+n) -dimensional factor process X ,
then the corresponding pricing problem is reduced to the multi-dimensional stopping problem
V (t, x) = sup
t≤τ≤Tn
Et,x [G(τ,Xτ )](9.1)
for (t, x) ∈ [T0, Tn]× (0,∞)
m+n . The function G is affine in factor and is given by
G(t, x) = G1(t)x1 + ...G
m+n(t)xm+n +G
0(t)(9.2)
for (t, x) ∈ [T0, Tn]× (0,∞)
m+n for some known functions Gi , i = 0, 1, ..., m+ n .
We can tackle (9.1) numerically using, e.g., integral equation approach (for low dimen-
sions), and backward induction (see Section 7) or Monte-Carlo methods (for higher dimensions).
Therefore this leads to an extensive program of research of American swaptions which we aim
to present in subsequent publications.
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