Abstract. Let Ω be a bounded domain in R N and T > 0. We study the problem
Introduction
Let Ω be a bounded domain in R N (N ≥ In the present paper, we deal with the question of existence and uniqueness of solution to When N = 2, a characterization of the set of measures for which the problem (1.3) has a solution was given by J. L. Váquez (see [9] ). Concerning the case of nonlinear operators, due to delicate estimates on Wolff potentials and fractional maximal operators (see [2] for the definitions), M. F. Bidaut Véron et al. [3] established a sufficient condition on λ ∈ M b (Ω) for which the problem
on ∂Ω admits a renormalized solution where ∆ p u = div(|∇u| p−2 ∇u) with 1 < p < N .
Recently, M. in Ω where 1 < p < N , u 0 ∈ L 1 (Ω), µ ∈ M b (Q T ). Because of lack of necessary tools concerning parabolic Wolff potentials, they only focused on the case where µ satisfies (1.5) |µ| ≤ λ ⊗ ϑ with λ ∈ M b + (Ω) and ϑ ∈ L 1 + ((0, T )) (here the notation ⊗ denotes the tensorial product). Under the condition (1.5), instead of dealing with µ, they were concerned with λ, which enables them to employ results developed by themselves on elliptic Wolff potentials to point out the existence of solutions to (1.4) .
In this paper, by limiting ourselves to the case of linear operator, we show that the condition (1.5) can be removed. More precisely, when p = 2, by adapting techniques used in [3] to parabolic framework, we obtain a sufficient condition on µ ∈ M b (Q T ) and u 0 ∈ M b (Ω) respectively in terms of parabolic and elliptic fractional maximal operators for solvability of (1.4) . In order to state the results, we first introduce some notations.
Notations and terminology. For α > 0 and β ≥ 0, set
For 0 < R ≤ ∞, we denote the R−truncated α−fractional maximal potential of ω by
where B s (x) is the ball of center x and radius s > 0. The parabolic R−truncated β−fractional maximal potential of µ is defined by
where
. Finally, the parabolic R−truncated Wolff potential of µ is defined by
In the sequel, if µ ∈ M(Q T ) (ω ∈ M(Ω) resp.), we will consider µ (resp. ω) as a measure in R N +1 (resp. R N ) vanishing outside of Q T (resp. Ω). The first result in the paper is the following Theorem 1.2. Let Ω be a bounded domain with C 2 boundary. As-
We also consider the problem associated to equation with source terms
Let G(x, t) be the heat kernel in R N which is defined by G(x, t) =
For any y ∈ Ω, denote by G Ω (x, t, y) the fundamental solution of the heat equation in Ω with zero Dirichlet condition on ∂Ω and initial condition δ y (Dirac measure concentrated at y). Clearly
Existence result for (1.9) is stated in the following theorem
Let Ω be a bounded domain with C 2 boundary. As-
then the problem (1.9) admits a nonnegative solution u which satisfies
The paper is organized as follows. In Section 2, we establish estimates on parabolic Wolff potentials. Section 3 is devoted to the study of linear parabolic equations with measure data. In section 4 we apply results obtained in Section 2 and Section 3 to prove existence of solution to equation (4.1) and (1.9).
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Estimates on parabolic Wolff potentials
We start this section with some notations. If A is a measurable set in R N +1 , we denote by |A| the Lebesgue measure of A. If f , g are functions defined in R N +1 and a, b ∈ R then set {f > a} := {(x, t) ∈ R N +1 : f (x, t) > a}, {f > a, g ≤ b} := {f > a} ∩ {g ≤ b}. Finally χ A denote the characteristic function of A. 
Proof. We adapt the ideas used in [3] to parabolic setting. Denote the parabolic distance by
., x N ) ∈ R N , t ∈ R, r > 0, the parabolic cube of center x and edge r is defined as follows
By Whitney covering lemma (see [4] ), there exists a countable family K := {K i }, where
In order to do that we prove
As a consequence,
which implies Assertion 1.
Assertion 2:
There exists c 7 = c 7 (N, β) such that
If we define
Consequently, for 0 < γ < 2,
After a long computation, we get
Combining (2.4)-(2.5) yields to Assertion 2. Finally (2.2) follows straightforward.
If β = 0 then for any m ∈ N, > 0, λ > 0 and (x, t) ∈ E ,λ
Consequently, with m < 1,
which leads to (2.2).
. By Whitney covering lemma, there exists a countable family of closed cubes K :
, there exists a finite number n K of closed dyadic cubes
By using the same argument as in Case 1, we deduce that for any (
where c 10 = c 10 (N, β).
. Therefore, for any (
≤ 2 λ.
By proceeding as in case 1, we can derive (2.3) with E ,λ replaced by E R ,λ and with another constant. Thus (2.2) follows straightforward. Finally, the case β = 0 is treated as in case 1.
c 11 is independent of r. 
which implies the desired estimate. The next result is crucial for proving existence of solution to (4.1) and (1.9) in section 4.
Then there exist δ 2 = δ 2 (β) and c i = c i (N, β, R, d) (i = 12, 13) such that for any r ∈ (0, R) and any (x, t) ∈ R N +1 , there holds (2.9)
Consequently,
Let κ ∈ (0, 1] (to be made precise later on). It follows from the above estimate that exp κδ 1
4.3
where c 14 = c 14 (β, R, d), c 15 = c 15 (β) and δ 1 is defined in Theorem 2.2.
Thanks to Theorem 2.2, we get 
Estimates on solutions to linear parabolic equation
In this section, let Ω be a bounded domain with C 2 boundary. We first give some estimates on solutions to homogeneous linear equations with initial measure data. 
where c 18 = c 18 (N ).
Proof. The unique solution of (3.1) is represented by (see [11] )
Fix (x, t) ∈ Q T . Using Fubini Theorem we get
then by combining the assumption and (3.3), we get (3.4)
− ln (4tr) 
Notice that ((4tr) 
Proof. The unique solution of (3.5) is represented by (see [8] )
Due to Fubini theorem, we obtain
2 e −r µ(B √ 4rτ (x) × (t − τ, t))drdτ,
By change of variables, we deduce
r N 2 e −r dr). By combining (3.7) and the estimate
where c 20 is the constant in Theorem 3.2. When α = 1 1−β = q then c 22 is independent of δ.
Proof. Let v and w be the solution of (3.1) and (3.5) in Q T respectively. The function u := v + w is the unique solution of (3.8) in Q T . Hence estimate (3.9)) follows from Theorem 3.1 and Theorem 3.2. We next prove (3.10). By taking into account the fact that e a+b ≤ 2 −1 (e 2a + e 2b ) for every a, b ∈ R, from Theorem 3.1 and Theorem 3.2, we get (3.11)
where c 24 = c 24 (N, β, d) .
Since α ≥ q and 1 1−β ≥ q, by combining Young inequality with (3.11), (3.12) and (3.13), we derive (3.10). Notice that if α = 1 1−β = q then c 22 is independent of δ.
Applications
Let Ω be a bounded domain with C 2 boundary. This section is devoted to the proof of Theorem 1.2 and Theorem 1.3.
Equations with absorption terms.
We first study the existence and uniqueness of solution to the following problem
where g is define as in (1.1) with a > 0, q ≥ 1, ≥ 1.
Proof.
Step 1: Uniqueness. If u 1 and u 2 are two solution of (4.1) with the same data (ω,
in Ω.
By [5, Lemma 1.6 iii)], for every nonnegative function ζ ∈ X(Q T ), (4.2)
Since the second term on the right-hand side in (4.2) is nonnegative, it follows that Q T −(ζ t + ∆ζ)|u|dxdt ≤ 0. By choosing ζ = ψ which satisfies
in Ω we deduce that u ≡ 0, namely u 1 ≡ u 2 .
It remains to deal with the question of existence.
Step 2: Approximating solutions. Put ω 1,n = ρ n * ω + , ω 2,n = ρ n * ω − , ω n = ω 1,n − ω 2,n , µ 1,n =ρ n * µ + , µ 2,n =ρ n * µ − , µ n = µ 1,n − µ 2,n where {ρ n } and {ρ n } are sequences of mollifiers in R N and R N +1 respectively. We may assume that ω i,n ∈ C ∞ c (Ω) and µ i,n ∈ C ∞ c (Q T ) for every n and i = 1, 2. For each n > 0, let u n , u i,n , v i,n (i = 1, 2) be respectively solutions to
Step 3: End of proof. Since {ω n } and {µ n } converge weakly to ω and µ respectively, there exists a function u and a subsequence, still denoted by {u n }, such that {u n } and {g(u n )} converge to u and g(u) a.e. in Q T . By [6] , for any p ∈ [1,
Therefore, due to Holder inequality, the sequence {u n } is equi-integrable. By Vitali theorem, the sequence {u n } converges to u in
Indeed, for every x ∈ R N and s > 0, by Fubini theorem, we get (4.6)
Consequently, {sign(u n )g (u n )} is equi-integrable. Hence, by Vitali theorem, up to a subsequence, {sign(u n )g (u n )} converges to sign(u)g (u) in L 1 (Q T ). The solution u n satisfies, for every ζ ∈ X(Q T ), (4.7)
By letting n → ∞ in (4.7), we deduce that u is a solution to (4.1).
. Let {ω n }, {µ n } and {u n } be defined as in step 1 of the proof of Theorem 4.1. There holds
Proof. For any k > 0, define T k (s) = min{k, max{−k, s}} for s ∈ R and T k (s) = s 0 T k (σ)dσ. For any n ∈ N, > 0 , the function −1 T (u i,n ) (i = 1, 2) can be employed as a test function for the problem (4.4), i.e.
it follows that
By letting → 0, we derive (4.8).
Proof of Theorem 1.2. For each k > 0, n ∈ N, denote by u := u
where {ρ n } and {ρ n } are sequences of mollifiers in R N and R N +1 respectively. Let u := u
namely, for every ζ ∈ X(Q T ), (4.11)
We need the following lemma 
where c 20 is the constant in Theorem 3.2.
Proof of Lemma 4. Let us now return to the proof of Theorem 1.3.
By comparison principle, {u n } is increasing and converges to a function u a.e. in Ω. Moreover, it follows from (4.13) that the sequences {u n } and {g (u n )} are uniformly bounded in L 1 (Q T ). Thanks to monotone convergence theorem, {u n } and {g (u n )} converge to u and g (u) respectively in L 1 (Q T ). By letting n → ∞ in (4.11), we derive that u is a solution of (1.9).
