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STRONGLY NEAR VORONOI¨ NUCLEUS CLUSTERS
J.F. PETERSα AND E. I˙NANβ
Dedicated to the Memory of Som Naimpally
Abstract. This paper introduces nucleus clustering in Vorono¨ı tessellations
of plane surfaces with applications in the geometry of digital images. A nucleus
cluster is a collection of Vorono¨ı regions that are adjacent to a Vorono¨ı region
called the cluster nucleus. Nucleus clustering is a carried out in a strong
proximity space. Of particular interest is the presence of maximal nucleus
clusters in a tessellation. Among all of the possible nucleus clusters in a Vorono¨ı
tessellation, clusters with the highest number of adjacent polygons are called
maximal nucleus clusters. The main results in this paper are that strongly near
nucleus clusters are strongly descriptively near and every collection of Vorono¨ı
regions in a tessellation of a plane surface is a Zelins’kyi-Soltan-Kay-Womble
convexity structure.
1. Introduction
This paper introduces nucleus clustering in Vorono¨ı tessellations of surfaces in
Euclidean space Rd, d ≥ 2. In this article, nucleus clustering is restricted to plane
surfaces with applications in the geometry of digital images. A nucleus cluster is a
collection of Vorono¨ı regions that are adjacent to a Vorono¨ı region called the cluster
nucleus, which is a variation of the notion of a Harer-Edelsbrunner nerve [6, §III.2,
p. 59].
Figure 1.
Nucleus Cluster
Every Vorono¨ı region of a site s is a convex poly-
gon containing all points that are nearer s than to
any other site in a Vorono¨ı tessellation of a surface.
Vorono¨ı regions are strongly near, provided the re-
gions have points in common. This form of clus-
tering leads to the introduction of what are known
as nucleus-clusters. A nucleus cluster is a collec-
tion of Vorono¨ı regions that are strongly near a cen-
tral Vorono¨ı region called the cluster nucleus in a
Vorono¨ı tessellation. A maximal nucleus cluster is a collection of a maximal num-
ber of Vorono¨ı regions that are strongly near the mesh nucleus. Maximal nucleus
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clusters serve as indicators of high object concentration in a tessellated image. This
form of clustering leads to object recognition in many forms of application images.
2. Preliminaries
This section introduces strongly near proximity and Vorono¨ı tessellation of a
plane surface based on recent work on computational proximity [14], computational
geometry [3, 4, 5, 6]. Strong proximities were introduced in [16], elaborated in [14]
(see, also, [8]) and are a direct result of earlier work on proximities [1, 2, 10, 11, 12].
Nonempty sets A and B have strong proximity (denoted A
⩕
δ B), provided A and
B have points in common. Let E be the Euclidean plane, S ⊂ E (set of mesh
generating points), s ∈ S. A Vorono¨ı region (denoted by V (s)) is defined by
V (s) = {x ∈ E ∶ ∥x − s∥ ≤ ∥x − q∥ , for all q ∈ S} (Vorono¨ı region).
Example 1. A partial view of a Vorono¨ı tessellation of a plane surface is shown in
Fig. 1. The Vorono¨ı region N in this tessellation is the nucleus of a mesh clustering
containing all of those polygons adjacent to N . Let X be a collection of Vorono¨ı
regions containing N , endowed with the strong proximity
⩕
δ . Briefly, a proximity
relation is strong, provided A
⩕
δ B,A,B ∈ X have points in common. Then the
nucleus mesh cluster (denoted by C N) in this sample tessellation is defined by
C N = {A ∈X ∶ ⩕cl A ⩕δ N} (Vorono¨ı mesh nucleus cluster).
That is, a nucleus mesh cluster C N is a collection of nonempty sets A whose closure
is strongly near the cluster nucleus N (in that case, each A ∈ C N has points in
common with N). For example, the set of points in the convex polygon N in
Fig. 1 has points in common with each of the adjacent polygons, i.e., each polygon
adjacent to N has an edge in common with N . Let B be a polygon adjacent to N .
B
⩕
δ N , since B and N have in edge in common. 
A concrete (physical) set A of points p that are described by their location and
physical characteristics, e.g., gradient orientation (angle of the tangent to p. Let
ϕ(p) be the gradient orientation of p. For example, each point p with coordinates
(x, y) in the concrete subsetA in the Euclidean plane is described by a feature vector
of the form (x, y,ϕ(p(x, y)). Nonempty concrete sets A and B have descriptive
strong proximity (denoted A
⩕
δ
Φ
B), provided A and B have points with matching
descriptions. In a region-based, descriptive proximity extends to both abstract and
concrete sets [14, §1.2]. For example, every subset A in the Euclidean plane has
features such as area and diameter. Let (x, y) be the coordinates of the centroid
m of A. Then A is described by feature vector of the form (x, y, area, diameter).
Then regions A,B have descriptive proximity (denoted A
⩕
δ
Φ
B), provided A and
B have matching descriptions.
The notion of strongly proximal regions extends to convex sets. A nonempty set
A is a convex set (denoted convA), provided, for any pair of points x, y ∈ A, the line
segment xy is also in A. The empty set ∅ and a one-element set {x} are convex by
definition. Let F be a family of convex sets. From the fact that the intersection of
any two convex sets is convex [5, §2.1, Lemma A], it follows that
⋂
A∈F
A is a convex set.
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Convex sets convA, convB are strongly proximal (denote convA
⩕
δ convB), provided
convA, convB have points in common. Convex sets convA, convB are descriptively
strongly proximal (denoted convA
⩕
δ
Φ
convB), provided convA, convB have match-
ing descriptions.
Let X be a Vorono¨ı tessellation of a plane surface equipped with the strong
proximity
⩕
δ and descriptive strong proximity
⩕
δ
Φ
and let A,N ∈ X be Vorono¨ı
regions. The pair (X,{⩕δ, ⩕δΦ}) is an example of a proximal relator space [17]. The
two forms of nucleus clusters (ordinary nucleus cluster denoted by C) and descriptive
nucleus clusters are examples of mesh nerves [14, §1.10, pp. 29ff], defined by
CN = {A ∈X ∶ A ⩕δ N} (nucleus cluster).
CΦN = {A ∈X ∶ A ⩕δΦ N} (descriptive nucleus cluster).
A nucleus cluster is maximal (denoted by maxCN), provided N has the high-
est number of adjacent polygons in a tessellated surface (more than one maximal
cluster in the same mesh is possible). Similarly, a descriptive nucleus cluster is max-
imal (denoted by maxCΦN), provided N has the highest number of polygons in a
tessellated surface descriptively near N , i.e., the description of each A ∈ maxCΦN
matches the description of nucleus N and the number of polygons descriptively near
N is maximal (again, more than one maxCΦN is possible in a Vorono¨ı tessellation).
Figure 2. C N1
⩕
δ C N2 and C N2
⩕
δ C N3
Example 2. LetX the collection of Vorono¨ı regions shown in Fig. 2 withN1,N2,N3 ∈
X . In addition, let 2X be the family of all subsets of Vorono¨ı regions in X . Then
CN1,CN2,CN3 ∈ 2X nucleus clusters in the tessellation. In this sample plane sur-
face tessellation, CN1
⩕
δ CN2, since A
⩕
δ B for some A ∈ CN1,B ∈ CN2. Similarly,
CN2
⩕
δ CN3. In addition, nucleus clusters CN2,CN3 are maximal (denoted by
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maxCN2,maxCN3), since nuclei N2,N3 in the tessellation have the maximal num-
ber of adjacent Vorono¨ı regions, namely, 10 adjacent regions. Let the description
of a nucleus cluster in the Euclidean plane be described by its number of sides of
its nucleus. Then maxCN2
⩕
δ
Φ
maxCN3, since N2
⩕
δ
Φ
N3, i.e., the description of
N2 strongly matches the description of N3 inasmuch as the description of the one
nucleus is contained in the description of the other nucleus. In a more complete
description, we would also consider the gradient orientation of the nucleus edges.
In the case, N2
⩕
δ
Φ
N3, provided each nucleus has at least one edge with a gradient
orientation that matches the gradient orientation of an edge in the other nucleus.

Theorem 1. Let X be a set of Vorono¨ı regions in the tessellation of a plane surface,
endowed with the proximities
⩕
δ ,
⩕
δ
Φ
, δΦ with A,N ∈ X. In addition, let 2X be the
family of all subsets of Vorono¨ı regions in X. Then
1o A ∈ X implies A ∈ CN for some N ∈X.
2o CN ∈ 2X implies A ⩕δ N for some A ∈X.
3o The union of all Vorono¨ı nucleus clusters cover a plane surface, i.e.,
X = ⋃
N∈X
CN (Nucleus cluster covering property).
4o N,N ′ ∈X implies CN,CN ′ ∈ 2X .
5o Let the description of N ∈X be the number of edges on the polygon N . Then
maxCN,maxCN ′ ∈ 2X implies N ⩕δ
Φ
N ′ for N,N ′ ∈X.
6o CN
⩕
δ CN
′, if and only A
⩕
δ B for some A ∈ CN,B ∈ CN ′.
7o CN
⩕
δ
Φ
CN ′, if and only if A
⩕
δ
Φ
B for some A ∈ CN,B ∈ CN ′.
8o A
⩕
δ C B, for A ∈ X,C B ∈ 2X implies CN ⩕δ CB for some N ∈ X, where
A
⩕
δ N .
9o CN ∩ CN ′ ≠ ∅ implies A ⩕δ B for some A ∈ CN,B ∈ CN ′.
10o Let CN ∩
Φ
CN ′ = {A ∈ CN ∪ CN ′ ∶ A ∈ Φ(CN) & A ∈ Φ(CN ′)} (descriptive in-
tersection of nucleus clusters). Then CN ∩
Φ
CN ′ ≠ ∅ implies A δΦ B for some
A ∈ CN,B ∈ CN ′.
Proof. We prove only 6o and 7o. The proof of the remaining parts are direct
consequences of the definitions.
6o: A
⩕
δ B (A and B have a common edge) for some A ∈ CN,B ∈ CN ′, if and only
if CN,CN ′ are adjacent, if and only if CN
⩕
δ CN
′.
7o: A
⩕
δ
Φ
B for some A ∈ CN,B ∈ CN ′, if and only if the description of A matches
the description of B (A,B can be either adjacent or non-adjacent), if and only if
CN ∩ CN ′ ≠ ∅, if and only if, A ⩕δ
Φ
B. 
Remark 1. Let X be a set of Vorono¨ı regions in the tessellation of a plane surface,
endowed with the proximities
⩕
δ,
⩕
δ
Φ
, δΦ with A,N ∈X. From Theorem 1.6, the nuclei
in adjacent Vorono¨ı nucleus clusters have a strong affinity in the sense that each
of the clusters contains a Vorono¨ı region that is strongly near a Vorono¨ı region
in an adjacent cluster. For example, in Fig. 2, clusters CN1,CN2 share a pair of
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adjacent polygons. The nuclei in adjacent Vorono¨ı nucleus clusters have a strong
descriptive affinity, provided the nuclei have matching descriptions. It also the
case that Vorono¨ı regions V (s), V (s′) ∈ X are descriptively near, provided s δΦ s′,
i.e., the description of s matches the description of s′. Hence, from Theorem 1.7,
CV (s) ⩕δ
Φ
CV (s′). 
3. Main Results
Lemma 1. A
⩕
δ B ⇒ A ⩕δΦ B.
Proof. A
⩕
δ B implies that A and B have points in common. Hence, there are
points in A and B with the same descripitons, i.e., A
⩕
δ
Φ
B 
Theorem 2. C N
⩕
δ C M ⇒ C N ⩕δΦ C M .
Proof. Immediate from Lemma 1 and Theorem 1.7. 
The descriptive intersection [13, §1.9, p. 43] of nonempty sets A,B (denoted
A ∩
Φ
B) in an n-dimensional Euclidean space Rn is defined in the following way.
(Φ): Φ(A) = {Φ(x) ∈ Rn ∶ x ∈ A}, set of feature vectors.
(∩
Φ
): A ∩
Φ
B = {x ∈ A ∪B ∶ Φ(x) ∈ Φ(A) & Φ(x) ∈ Φ(B)}. ∎
That is, the descriptive intersection of A and B contains all a ∈ A, b ∈ B that are
descriptively near each other.
Theorem 3. CΦN
⩕
δ CΦM ⇔ A ∩
Φ
B ≠ ∅ for some A ∈ ⩕CΦ N,B ∈ ⩕CΦ M .
Proof. CΦN
⩕
δ CΦM ⇔ CN ⩕δΦ CM (from the definition of
⩕
δ
Φ
) ⇔ A ⩕δ
Φ
B for
some A ∈ CN,B ∈ CM (from Theorem 1.7), if and only if A ∩
Φ
B ≠ ∅. 
Definition 1. Zelins’kyi-Soltan-Kay-Womble Convexity Structure[18, 21, 9]. Let
F = 2X be the family of all subsets of a nonempty set X and let subfamilies
A ,B ∈ F . The family F on X is called a Zelins’kyi-Soltan-Kay-Womble convexity
structure, provided it satisfies the following axioms.
(C0): ∅ and X belong to F .
(C1): A ∩ B ∈ F for all subfamilies A ,B ∈ F . ∎
The pair (X,F) is a Zelins’kyi-Soltan-Kay-Womble convexity space.
Theorem 4. [14] The family of all subsets F = 2X of a nonempty set X is a
Zelins’kyi-Soltan-Kay-Womble convexity structure.
Proof. Let A ∈ F . X and ∅ are in F . In addition, ⋂
A∈A
A ∈ F . Hence, F is a
Zelins’kyi-Soltan-Kay-Womble convexity structure. 
Theorem 5. Let X be a collection of Vorono¨ı regions in the tessellation of a plane
surface, 2X the family of all subsets of X, CN,CM ∈ 2X such that CN ∩ CM ≠ ∅.
The family 2X is a Zelins’kyi-Soltan-Kay-Womble convexity structure.
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Proof. For a nonempty X , both ∅ and X are subsets in 2X (Axiom (C0)). Let
CN,CM be subcollections in 2X . CN ∩ CM ≠ ∅ implies that CN,CM share at
least one Vorono¨ı region. Consequently, CN ∩CM ∈ 2X (Axiom (C1)). Hence, from
Theorem 4, 2X is a Zelins’kyi-Soltan-Kay-Womble convexity structure. 
Example 3. From Theorem 5, the collection of Vorono¨ı regions {CN2,CN3} in the
tessellation shown in Fig. 2 is a convexity structure, since CN2,CN3 have a Vorono¨ı
region in common. ∎
4. Applications
Several applications arise from the introduction of Vorono¨ı clustering.
Satellite Images: Detecting surface objects and locations of sharp differ-
ences in terrain. Surface objects are revealed by one or more occurrences
of maximal nucleus clusters.
FMRI Images: High cortical activity corresponds to maximal nucleus clus-
ters in brain tissue. The leads to the detection and classification of cortical
activity associated with the tessellation of fMRI images. For example, the
Vorono¨ı mesh in Fig. 2 has been extracted from the tessellation of an fMRI
image of the brain. Mesh nucleus clustering is directly related to recent
studies of fMRI images [19, 20].
Tomography Images: High concentration of fossils correspond to the pres-
ence and distribution of maximal nucleus clusters in 3D tomography images
derived from drill core samples.
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