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Abstract
We study the degenerated Itoˆ SDE on Rd whose drift coefficient only fulfills a mixed
Osgood and Sobolev regularity. Under suitable assumptions on the gradient of the diffusion
coefficient and on the divergence of the drift coefficient, we prove the existence and uniqueness
of generalized stochastic flows associated to such equations. We also prove the uniqueness of
solutions to the corresponding Fokker–Planck equation by using the probabilistic method.
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1 Introduction
Let σ : Rd → Md×m be a matrix-valued function and b : Rd → Rd a vector field on Rd. We
consider the following stochastic differential equation (SDE for short)
dXt = σ(Xt) dBt + b(Xt) dt, (1.1)
where Bt is an m-dimensional standard Brownian motion defined on some probability space
(Ω,F ,P). According to the classical theory on SDE, if σ and b are globally Lipschitz continuous,
then the equation (1.1) generates a unique stochastic flow Xt of homeomorphisms on R
d. In the
pioneer work [35], Malliavin constructed the canonical Brownian motion on the diffeomorphism
group of the circle S1, see [14] for a more detailed construction and [1] for the explicit modulus
of Ho¨lder continuity of the flow associated to the canonical Brownian motion. Since then, there
have been intensive studies on SDEs with non-Lipschitz coefficients, see for instance [19, 36,
15, 20, 37, 41]. In particular, the existence of a unique strong solution to (1.1) was proved in
[20] under the general Osgood type condition. In the case that the coefficients have the log-
Lipschitz continuity, X. Zhang [41] established the homeomorphic property of the stochastic flow
by following Kunita’s approach (cf. [29, Section 4.5]).
If σ ≡ 0, then (1.1) reduces to an ordinary differential equation (abbreviated as ODE):
dXt
dt
= b(Xt). (1.2)
In recent years, the study of ODEs with weakly differentiable coefficients attracted lots of atten-
tions, see e.g. [12, 2, 10] for the finite dimensional case, [4, 17, 39] for extensions on the Wiener
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space, [13, 43, 16] for studies on Riemannian manifolds. The readers can find a survey of some of
these results in [3]. In these works (except [43]), the existence and uniqueness of quasi-invariant
flows Xt generated by (1.2) are deduced from the well-posedness of the corresponding transport
equation or the continuity equation. By making use of the pointwise characterization of Sobolev
functions in W 1,ploc (R
d) (see (2.4) below), Crippa and de Lellis [11] are able to give a direct con-
struction of the flow Xt. This method was developed in [9] to show the well posedness of (1.2)
when the gradient of b is given by some singular integral. Following this direct method, there
are also studies on the SDE (1.1) with coefficients having Sobolev regularity [42, 18, 44, 34].
Regarding the corresponding PDE, Le Bris and Lions studied in [30] the Fokker–Planck type
equations with Sobolev coefficients; using Ambrosio’s commutator estimate for BV vector fields,
their results was slightly extended in [32] to the case where the drift coefficient has only BV
regularity. Based on a representation formula for the solutions to Fokker–Planck equations (see
[22, Theorem 2.6]), the uniqueness was established in [38, 33] when the coefficients are bounded
and have weak spatial regularity.
This paper is a continuation of the work [31], where the authors propose a unified framework
for ODEs (1.2) under the mixed Osgood and Sobolev conditions on the coefficient b. The
spaces consist of these kind of functions have been studied intensively in the past two decades,
even in the case where the underlying space is the general metric measure space (motivated by
the pioneer work [24]); see [26] for the equivalence of different Sobolev spaces and [27] for the
compactness of embeddings of Sobolev type. Our purpose is to extend the main results in [31]
to the case of the Itoˆ SDE (1.1). Compared to equation (1.2), a big difference in the stochastic
setting is that the estimate of the Radon–Nikodym density involves the gradient of the diffusion
coefficient σ (see e.g. Lemma 3.4 in the current paper), which implies that σ naturally has some
Sobolev regularity. Therefore, the mixed Osgood and Sobolev regularity can only be imposed
on the drift coefficient b in (1.1). The first main result of this paper also extends [34, Theorem
2.3], in which the drift coefficient b is required to be in the first order Sobolev space. We
remark that when the equation (1.1) has non-degenerate diffusion coefficient σ, the existence of
a unique strong solution can be proved under quite weak conditions on the drift b, see [28, 21]
for integrability conditions and [23, 40] for weak continuity conditions.
This paper is organized as follows. In Section 2, we first give the meaning of the generalized
stochastic flow associated to (1.1), then we state the mixed Osgood and Sobolev condition
(Hq) (q ≥ 1) and provide an example of functions satisfying such condition. The main results
consist of three theorems: the first one (Theorem 2.3) allows the diffusion coefficient σ to be in
some Sobolev space but requires that b fulfills (Hq) with q > 1; in Theorem 2.5, we assume (H1)
on the drift b and that σ is smooth, which is mainly due to the estimate of the Radon–Nikodym
density of stochastic flows; the last main result (Theorem 2.7) proves the uniqueness of the
related Fokker–Planck equation under the Sobolev regularity on σ and the mixed Osgood and
Sobolev condition (H1) on b. The subsequent three sections are devoted to the proofs of these
theorems, respectively.
2 Preparations and main results
First, we present the precise definition of the generalized stochastic flow (cf. [18, Definition
5.1] and [44, Definition 2.1]) associated to (1.1). As usual, the space of continuous functions
on Rd is denoted by C([0, T ],Rd). Let µ be a locally finite measure on Rd which is absolutely
continuous with respect to the Lebesgue measure Ld. For a measurable map ϕ : Rd → Rd, we
write ϕ#µ = µ ◦ ϕ−1 for the push-forward of µ by ϕ (also called the distribution of ϕ under µ).
Definition 2.1. A measurable map X : Ω×Rd → C([0, T ],Rd) is called a µ-a.e. stochastic flow
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associated to the Itoˆ SDE (1.1) if
(i) for each t ∈ [0, T ] and almost all x ∈ Rd, ω → Xt(ω, x) is measurable with respect to Ft,
i.e., the natural filtration generated by the Brownian motion {Bs : s ≤ t};
(ii) there exists a nonnegative function K : [0, T ]×Ω×Rd → R+ such that for each t ∈ [0, T ],
(Xt(ω, ·))#µ = Ktµ;
(iii) for (P× µ)-a.e. (ω, x),
∫ T
0
|σ(Xs(ω, x))|2 ds+
∫ T
0
|b(Xs(ω, x))|ds < +∞;
(iv) for µ-a.e. x ∈ Rd, the integral equation below holds almost surely:
Xt(ω, x) = x+
∫ t
0
σ(Xs(ω, x)) dBs +
∫ t
0
b(Xs(ω, x)) ds, for all t ∈ [0, T ].
Throughout this paper, we fix a nondecreasing function ρ ∈ C1(R+,R+) which satisfies
ρ(0) = 0 and
∫
0+
ds
ρ(s) = ∞. Without loss of generality, we assume ρ(s) ≥ s for all s ≥ 0.
Typical examples for the function ρ(s) are s, s log 1s , s(log
1
s )(log log
1
s ), · · · . Although the latter
two functions are only well defined on a small neighborhood of the origin, we can extend them
to the whole positive half line by piecing them together with linear functions. For example,
ρ(s) =
{
s log 1s , s ∈ [0, e−2];
s+ e−2, s ∈ (e−2,∞). (2.1)
Alternatively, one can directly use ρ(s) = s log
(
1
s + e
)
. For any δ > 0, we define the following
auxiliary function
ψδ(ξ) =
∫ ξ
0
ds
ρ(s) + δ
, ξ > 0.
Note that limδ↓0 ψδ(ξ) =∞ for all ξ > 0. Moreover,
ψ′δ(ξ) =
1
ρ(ξ) + δ
> 0, ψ′′δ (ξ) = −
ρ′(ξ)
(ρ(ξ) + δ)2
≤ 0. (2.2)
This property shows that ψδ is a concave function for any δ > 0. If ρ(s) ≡ s for all s ≥ 0, then
ψδ(ξ) = log
(
1 + ξδ
)
which is the auxiliary function used in the previous works [11, 42, 18, 34].
Let q ≥ 1 be fixed. We are now ready to introduce the following hypothesis.
(Hq) For any R > 0, there exist a nonnegative function gR ∈ Lqloc(Rd) and negligible subset N ,
such that for all x, y /∈ N with |x− y| ≤ R, one has
|〈x− y, b(x)− b(y)〉| ≤ (gR(x) + gR(y))ρ(|x− y|2). (2.3)
Here is an example of functions satisfying (Hq).
Example 2.2. Take b1 ∈W 1,qloc (Rd,Rd). If q = 1, we require further that |∇b1| ∈ (L1 logL1)loc.
It is well known that
|b1(x)− b1(y)| ≤ Cd
(
MR|∇b1|(x) +MR|∇b1|(y)
)|x− y| for a.e. x, y with |x− y| ≤ R, (2.4)
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where Cd is a dimensional constant and MR|∇b1| is the local maximal function of |∇b1|:
MR|∇b1|(x) = sup
0<r≤R
1
Ld(Br)
∫
Br
|∇b1|(x+ y) dy, x ∈ Rd,
in which Br is the ball centered at origin with radius r. Moreover, for any λ > 0, if q = 1, then∫
Bλ
MR|∇b1|(x) dx ≤ Cd
∫
BR+λ
|∇b1(x)| log(1 + |∇b1(x)|) dx;
while if q > 1, then ∫
Bλ
(
MR|∇b1|(x)
)q
dx ≤ Cd,q
∫
BR+λ
|∇b1(x)|q dx. (2.5)
Next, let b2(x) = (V (x1), · · · , V (xd)) with
V (t) =
∞∑
k=1
| sin kt|
k2
, t ∈ R.
Then by [20, (2.12)], we have
|b2(x)− b2(y)| ≤ C0dρ(|x− y|) for all x, y ∈ Rd,
where ρ(s) is given in (2.1). Now it is easy to show that the vector field b = b1 + b2 satisfies
(Hq) with gR = C
′
d(1 +MR|∇b1|).
To simplify notations, we write b¯(x) = b(x)1+|x| and σ¯(x) =
σ(x)
1+|x| for x ∈ Rd. Our first main
result extends [34, Theorem 2.3].
Theorem 2.3. Let q > 1 and dµ(x) = (1 + |x|2)−q−(d+1)/2 dx. Assume that
(i) σ ∈W 1,2loc and b satisfies (Hq) and the distributional divergence div(b) exists;
(ii) for any p > 0, one has∫
Rd
exp
{
p
[
(div(b))− + |b¯|+ |σ¯|2 + |∇σ|2]} dµ < +∞. (2.6)
Then there exists a unique µ-a.e. stochastic flow Xt associated to the Itoˆ SDE (1.1). Moreover,
the Radon–Nikodym density Kt :=
d[(Xt)#µ]
dµ of the flow Xt belongs to L
∞([0, T ], Lp(P × µ)) for
any p > 1.
Remark 2.4. The condition (2.6) has the following consequences:
(a) By the Sobolev embedding theorem, the diffusion coefficient σ is Ho¨lder continuous.
(b) As noted in [34, Remark 2.2(ii)], the condition (2.6) implies σ¯, b¯ ∈ Lp(µ) for any p >
1. Moreover, by the choice of the measure µ, if p is sufficiently big, then
∫
Rd
(1 +
|x|)2qp/(p−1) dµ < +∞. Ho¨lder’s inequality yields
∫
Rd
|σ|2q dµ ≤
[ ∫
Rd
|σ¯|2qp dµ
]1/p[ ∫
Rd
(1 + |x|)2qp/(p−1) dµ
](p−1)/p
< +∞.
Thus σ ∈ L2q(µ). In the same way we have b ∈ L2q(µ).
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Theorem 2.3 will be proved in Section 3. Under the assumption (H1), we need stronger
conditions on the diffusion coefficient σ.
Theorem 2.5. Assume that
(i) the diffusion coefficient σ ∈ C2b (Rd,Md×m), i.e. it is bounded with bounded spatial deriva-
tives up to order two;
(ii) the drift coefficient b ∈ L1loc satisfies (H1) and the distributional divergence div(b) exists
such that
[div(b)]− ∈ L∞(Rd), b¯ ∈ L∞(Bcr) for some r > 0. (2.7)
Then there exists a unique Ld-a.e. stochastic flow Xt generated by Itoˆ SDE (1.1).
Recall that b¯(x) = b(x)1+|x| and B
c
r is the complement of the ball Br. By (2.7), b can be locally
unbounded. This result has two main differences from [44, Theorem 2.2]: (1) the assumption
on σ is stronger here, but it is much easier to be checked; (2) the W 1,1loc -regularity of the drift b
is replaced by (H1).
The Itoˆ SDE (1.1) is closely related to the Fokker–Planck equation
∂tµt = L
∗µt, µ|t=0 = µ0, (2.8)
where L∗ is the adjoint operator of L defined as
Lϕ(x) =
1
2
d∑
i,j=1
aij(x)∂ijϕ(x) +
d∑
i=1
bi(x)∂iϕ(x), ϕ ∈ C∞c (Rd). (2.9)
Here aij(x) =
∑m
k=1 σ
ik(x)σjk(x), ∂iϕ(x) =
∂ϕ
∂xi
(x) and ∂ijϕ(x) =
∂2ϕ
∂xi∂xj
(x), 1 ≤ i, j ≤ d. This
equation is understood as follows: for any ϕ ∈ C∞c (Rd),
d
dt
∫
Rd
ϕ(x) dµt(x) =
∫
Rd
Lϕ(x) dµt(x),
where the initial condition means that µt weakly∗ converges to µ0 as t tends to 0. If µt is
absolutely continuous with respect to the Lebesgue measure with the density function ut for all
t ∈ [0, T ], then the density function ut solves the PDE below in the weak sense:
∂tut = L
∗ut, u|t=0 = u0. (2.10)
The next result is a direct consequence of the Itoˆ formula.
Proposition 2.6. Assume the conditions of Theorem 2.5. Let (Xt)0≤t≤T be the generalized
stochastic flow associated to (1.1) and Kt the Radon–Nikodym density of (Xt)#Ld with respect
to Ld. Then ut(x) := EKt(x) solves the Fokker–Planck equation (2.10) with u0 = 1.
Our main purpose is to show the uniqueness of the Fokker–Planck equation (2.10) in a
suitable space, following the ideas in [38, 33]. This approach is a probabilistic one, based on
Figalli’s formula (see [22, Theorem 2.6]) which represents the solution to the Fokker–Planck
equation (2.8) in terms of the martingale solution corresponding to the Itoˆ SDE (1.1). Note
that this representation formula is only valid for bounded coefficients σ and b (see [8, p. 149]
for related discussions). Nevertheless, it enables us to treat the degenerate case. We remark
that there are many works dealing with various kind of non-degenerate equations [5, 7, 8]. The
recent book [6] presents a comprehensive study on Fokker–Planck–Kolmogorov equations.
We introduce the following condition on the diffusion coefficient:
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(Hσ) For any R > 0, there exist a nonnegative function g˜R ∈ L1loc(Rd) and negligible subset N ,
such that for all x, y /∈ N with |x− y| ≤ R, one has
‖σ(x) − σ(y)‖2 ≤ (g˜R(x) + g˜R(y))ρ(|x− y|2). (2.11)
By (2.4) and (2.5) (q = 2), it is clear that if σ belongs to the Sobolev space W 1,2loc , then the
above condition holds with g˜R = 2C
2
d(MR|∇σ|)2 and ρ(s) = s. Here is the last main result of
this work which slightly generalizes [38, Theorem 1.1].
Theorem 2.7 (Uniqueness of Fokker–Planck equations). Assume that the coefficients
σ and b are essentially bounded. Moreover, the hypotheses (Hσ) and (H1) hold for σ and b
respectively. Then for any given probability density function f ∈ Bb(Rd), there is at most one
weak solution ut to the Fokker–Planck equation (2.10) in the class L
∞
(
[0, T ], L1 ∩L∞(Rd)) with
u0 = f .
3 Proof of Theorem 2.3
First we prove an a-priori moment estimate on the solution flow Xt to (1.1). This improves the
result presented in [34, Lemma 2.4].
Lemma 3.1 (Moment estimate). Assume that q > 1 and σ, b ∈ L2q(µ). Let Xt be a µ-a.e.
stochastic flow associated to Itoˆ SDE (1.1), and Kt the Radon–Nikodym density with respect to
µ. If for some q1 ∈ [1, q), one has
Λq,q1,T := sup
0≤t≤T
‖Kt‖Lq/(q−q1)(P×µ) < +∞, (3.1)
then we have∫
Rd
E sup
0≤t≤T
|Xt(x)|2q1 dµ(x) ≤ Cd,q1 + Cq1,TΛq,q1,T
(‖σ‖2q1
L2q(µ)
+ ‖b‖2q1
L2q(µ)
)
.
Proof. For any R > 0, define the stopping time τR(x) = inf{t > 0 : |Xt(x)| ≥ R}. To simplify
notations, we shall omit the space variable x in Xs(x) and τR(x). The Itoˆ formula yields
|Xt∧τR |2 = |x|2 + 2
∫ t∧τR
0
〈Xs, σ(Xs) dBs〉+ 2
∫ t∧τR
0
〈Xs, b(Xs)〉ds+
∫ t∧τR
0
‖σ(Xs)‖2 ds.
Hence there is Cq1 > 0 such that
|Xt∧τR |2q1 ≤ Cq1
[
|x|2q1 +
∣∣∣∣
∫ t∧τR
0
〈Xs, σ(Xs) dBs〉
∣∣∣∣
q1
+
∣∣∣∣
∫ t∧τR
0
〈Xs, b(Xs)〉ds
∣∣∣∣
q1
+
(∫ t∧τR
0
‖σ(Xs)‖2 ds
)q1]
.
(3.2)
By Burkholder’s inequality,
E sup
t≤T
∣∣∣∣
∫ t∧τR
0
〈Xs, σ(Xs) dBs〉
∣∣∣∣
q1
≤ C ′q1 E
[(∫ T∧τR
0
|σ(Xs)∗Xs|2 ds
)q1/2]
≤ C ′q1 E
[(
sup
s≤T∧τR
|Xs|q1
)(∫ T∧τR
0
‖σ(Xs)‖2 ds
)q1/2]
.
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Cauchy’s inequality leads to
E sup
t≤T
∣∣∣∣
∫ t∧τR
0
〈Xs, σ(Xs) dBs〉
∣∣∣∣
q1
≤ 1
3Cq1
E sup
s≤T∧τR
|Xs|2q1 + C ′q1,T E
∫ T∧τR
0
‖σ(Xs)‖2q1 ds. (3.3)
Next,
E sup
t≤T
∣∣∣∣
∫ t∧τR
0
〈Xs, b(Xs)〉ds
∣∣∣∣
q1
≤ E
(∫ T∧τR
0
|〈Xs, b(Xs)〉|ds
)q1
≤ E
[(
sup
s≤T∧τR
|Xs|q1
)(∫ T∧τR
0
|b(Xs)|ds
)q1]
.
Again by Cauchy’s inequality,
E sup
t≤T
∣∣∣∣
∫ t∧τR
0
〈Xs, b(Xs)〉ds
∣∣∣∣
q1
≤ 1
3Cq1
E sup
s≤T∧τR
|Xs|2q1 + C ′′q1E
(∫ T∧τR
0
|b(Xs)|ds
)2q1
≤ 1
3Cq1
E sup
s≤T∧τR
|Xs|2q1 + C ′′q1,TE
∫ T∧τR
0
|b(Xs)|2q1 ds.
(3.4)
Finally,
E sup
t≤T
(∫ t∧τR
0
‖σ(Xs)‖2 ds
)q1
≤ C˜q1,TE
∫ T∧τR
0
‖σ(Xs)‖2q1 ds. (3.5)
Note that supt≤T |Xt∧τR |2q1 = supt≤T∧τR |Xt|2q1 . Combining (3.2)–(3.5), we obtain
E sup
t≤T∧τR
|Xt|2q1 ≤ 3Cq1 |x|2q1 + Cq1,TE
∫ T
0
1{τR>s}
(‖σ(Xs)‖2q1 + |b(Xs)|2q1) ds.
Integrating both sides on Rd with respect to µ yields∫
Rd
E sup
t≤T∧τR
|Xt|2q1 dµ ≤ Cd,q1 + Cq1,T
∫ T
0
E
∫
Rd
1{τR>s}
(‖σ(Xs)‖2q1 + |b(Xs)|2q1) dµds
≤ Cd,q1 + Cq1,T
∫ T
0
E
∫
Rd
(‖σ(y)‖2q1 + |b(y)|2q1)Ks(y) dµ(y)ds,
where Cd,q1 = 3Cq1
∫
Rd
|x|2q1 dµ(x) < +∞. Using Ho¨lder’s inequality and (3.1), we get∫
Rd
E sup
t≤T∧τR
|Xt|2q1 dµ ≤ Cd,q1 + Cq1,T
(‖σ‖2q1
L2q(µ)
+ ‖b‖2q1
L2q(µ)
)
T sup
s≤T
‖Ks‖Lq/(q−q1)(P×µ)
≤ Cd,q1 + Cq1,TTΛq,q1,T
(‖σ‖2q1
L2q(µ)
+ ‖b‖2q1
L2q(µ)
)
.
Since the right hand side is independent of R > 0, Fatou’s lemma allows us to let R → ∞ to
get the desired estimate.
Next we provide a stability estimate which will play an important role in the proof of Theorem
2.3. Recall the definition of the auxiliary function ψδ for δ > 0 in Section 2. We denote by ‖·‖∞,T
the uniform norm in C([0, T ],Rd).
Lemma 3.2 (Stability estimate). Assume that σ, σ˜ ∈ L2qloc(Rd,Md×m) and b, b˜ ∈ Lqloc(Rd,Rd).
Moreover, σ and b satisfy the condition (i) in Theorem 2.3. Let Xt (resp. X˜t) be the stochastic
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flow associated to the Itoˆ SDE (1.1) with coefficients σ and b (resp. σ˜ and b˜). Denote by Kt
(resp. K˜t) the Radon–Nikodym density of Xt (resp. X˜t) with respect to µ. Assume that
Λq,T := sup
0≤t≤T
[‖Kt‖Lq/(q−1)(P×µ) ∨ ‖K˜t‖Lq/(q−1)(P×µ)] < +∞. (3.6)
Then for any δ > 0,
E
∫
GR
ψδ
(‖X − X˜‖2∞,T ) dµ
≤ Cd,R,T
(
Λq,T ∧
√
Λq,T
)[1
δ
‖σ − σ˜‖2L2q(BR) +
1√
δ
(
‖σ − σ˜‖L2q(BR) + ‖b− b˜‖Lq(BR)
)
+ ‖∇σ‖2L2q(B3R) + ‖∇σ‖L2q(B3R) + ‖g2R‖Lq(BR)
]
,
where GR(ω) :=
{
x ∈ Rd : ‖X·(ω, x)‖∞,T ∨ ‖X˜·(ω, x)‖∞,T ≤ R
}
, and Lq(BR) is the usual
function space with respect to the Lebesgue measure on the ball BR = {x ∈ Rd : |x| ≤ R}.
Proof. We follow the line of arguments of [18, Theorem 5.2]. Denote by Zt = Xt − X˜t and
ξt = |Zt|2 where we omit the space variable x. Itoˆ’s formula leads to
dξt = 2〈Zt, (σ(Xt)− σ˜(X˜t)) dBt〉+ 2〈Zt, b(Xt)− b˜(X˜t)〉dt+ ‖σ(Xt)− σ˜(X˜t)‖2 dt.
Applying again the Itoˆ formula and by (2.2), we obtain
dψδ(ξt) ≤ 2〈Zt, (σ(Xt)− σ˜(X˜t)) dBt〉
ρ(ξt) + δ
+ 2
〈Zt, b(Xt)− b˜(X˜t)〉
ρ(ξt) + δ
dt+
‖σ(Xt)− σ˜(X˜t)‖2
ρ(ξt) + δ
dt
=: dI1(t) + dI2(t) + dI3(t).
(3.7)
We first estimate the term I1(t). Define the stopping time τR(x) = inf{t > 0 : |Xt(x)| ∨
|X˜t(x)| > R}. Note that a.s. GR ⊂ BR. Thus
E
∫
GR
sup
0≤t≤T
|I1(t)|dµ ≤ E
∫
BR
sup
0≤t≤T∧τR
|I1(t)|dµ. (3.8)
By Burkholder’s inequality, we have
E sup
0≤t≤T∧τR
|I1(t)|2 ≤ 4E
∫ T∧τR
0
∣∣(σ(Xs)− σ˜(X˜s))∗Zs∣∣2
(ρ(ξs) + δ)2
ds
≤ 4E
∫ T∧τR
0
‖σ(Xs)− σ˜(X˜s)‖2
ξs + δ
ds
since ρ(ξ) ≥ ξ ≥ 0. Cauchy’s inequality leads to
∫
BR
E sup
0≤t≤T∧τR
|I1(t)|dµ ≤
∫
BR
2
[
E
∫ T∧τR
0
‖σ(Xs)− σ˜(X˜s)‖2
ξs + δ
ds
]1/2
dµ
≤ Cd,R
[ ∫
BR
E
∫ T∧τR
0
‖σ(Xs)− σ˜(X˜s)‖2
ξs + δ
dsdµ
]1/2
.
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where Cd,R = 2(µ(BR))
1/2. It is clear that
∫
BR
E sup
0≤t≤T∧τR
|I1(t)|dµ ≤ Cd,R
[ ∫
BR
E
∫ T∧τR
0
‖σ(Xs)− σ(X˜s)‖2
ξs + δ
dsdµ
]1/2
+ Cd,R
[ ∫
BR
E
∫ T∧τR
0
‖σ(X˜s)− σ˜(X˜s)‖2
ξs + δ
dsdµ
]1/2
=: I1,1 + I1,2.
(3.9)
We have by Ho¨lder’s inequality and (3.6) that
I1,2 ≤ Cd,R√
δ
[ ∫ T
0
E
∫
BR
1{τR>s}‖σ(X˜s)− σ˜(X˜s)‖2 dµds
]1/2
≤ Cd,R√
δ
[ ∫ T
0
E
∫
BR
‖σ(y) − σ˜(y)‖2K˜s(y) dµ(y)ds
]1/2
≤ Cd,R√
δ
√
TΛq,T ‖σ − σ˜‖L2q(BR),
(3.10)
where in the last step we used the fact that the measure µ is smaller than the Lebesgue measure.
Next, by (2.4),
I1,1 = Cd,R
[ ∫ T
0
E
∫
BR
1{τR>s}
‖σ(Xs)− σ(X˜s)‖2
ξs + δ
dµds
]1/2
≤ C ′d,R
[ ∫ T
0
E
∫
BR
1{τR>s}
[
M2R|∇σ|(Xs) +M2R|∇σ|(X˜s)
]2
dµds
]1/2
≤
√
2C ′d,R
[ ∫ T
0
E
∫
BR
[
M2R|∇σ|(y)
]2(
Ks(y) + K˜s(y)
)
dµ(y)ds
]1/2
.
Ho¨lder’s inequality leads to
I1,1 ≤
√
2C ′d,R
[ ∫ T
0
2Λq,T
(∫
BR
[
M2R|∇σ|(y)
]2q
dµ(y)
)1/q
ds
]1/2
≤ C ′′d,R
√
TΛq,T‖∇σ‖L2q(B3R),
where in the second step we have used the maximal inequality (2.5). Combining this inequality
with (3.8)–(3.10), we arrive at
E
∫
GR
sup
0≤t≤T
|I1(t)|dµ ≤ C¯d,R,T
√
Λq,T
(
1√
δ
‖σ − σ˜‖L2q(BR) + ‖∇σ‖L2q(B3R)
)
. (3.11)
Next, we treat the second term I2(t). We have
E
∫
GR
sup
0≤t≤T
|I2(t)|dµ ≤ E
∫
BR
sup
0≤t≤T∧τR
|I2(t)|dµ
≤ 2E
∫
BR
∫ T∧τR
0
|〈Zs, b(Xs)− b˜(X˜s)〉|
ρ(ξs) + δ
dsdµ
= 2
∫ T
0
E
∫
BR
1{τR>s}
|〈Zs, b(Xs)− b˜(X˜s)〉|
ρ(ξs) + δ
dµds.
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Note that |〈Zs, b(Xs)− b˜(X˜s)〉| ≤ |〈Zs, b(Xs)− b(X˜s)〉|+ |〈Zs, b(X˜s)− b˜(X˜s)〉|. We deduce from
(Hq) that
E
∫
BR
1{τR>s}
|〈Zs, b(Xs)− b(X˜s)〉|
ρ(ξs) + δ
dµ ≤ E
∫
BR
1{τR>s}
[
g2R(Xs) + g2R(X˜s)
]
dµ
≤ E
∫
BR
g2R(y)
[
Ks(y) + K˜s(y)
]
dµ,
which, combined with (3.6), gives us∫ T
0
E
∫
BR
1{τR>s}
|〈Zs, b(Xs)− b(X˜s)〉|
ρ(ξs) + δ
dµds ≤ 2TΛq,T ‖g2R‖Lq(BR).
Moreover, since ρ(s) ≥ s for all s ≥ 0,∫ T
0
E
∫
BR
1{τR>s}
|〈Zs, b(X˜s)− b˜(X˜s)〉|
ρ(ξs) + δ
dµds ≤
∫ T
0
E
∫
BR
1{τR>s}
|b(X˜s)− b˜(X˜s)|√
ξs + δ
dµds
≤ 1√
δ
∫ T
0
E
∫
BR
|b(y)− b˜(y)|K˜s(y) dµ(y)ds
≤ TΛq,T√
δ
‖b− b˜‖Lq(BR).
Consequently,
E
∫
GR
sup
0≤t≤T
|I2(t)|dµ ≤ 2TΛq,T
(
2‖g2R‖Lq(BR) +
1√
δ
‖b− b˜‖Lq(BR)
)
. (3.12)
Finally, similar to the treatment of the terms on the right hand side of (3.9), we have
E
∫
GR
sup
0≤t≤T
|I3(t)|dµ ≤ E
∫
BR
∫ T∧τR
0
‖σ(Xs)− σ˜(X˜s)‖2
ρ(ξs) + δ
dsdµ
≤ C¯d,R,TΛq,T
(
1
δ
‖σ − σ˜‖2L2q(BR) + ‖∇σ‖2L2q(B3R)
)
.
Combining this estimate with (3.11) and (3.12), we obtain the desired result.
The uniqueness part of Theorem 2.3 follows directly from Lemma 3.2.
Corollary 3.3 (Uniqueness). Under the conditions of Theorem 2.3, there exists at most one
µ-a.e. stochastic flow associated to the Itoˆ SDE (1.1).
Proof. Assume there are two stochastic flows (Xt)0≤t≤T and (X˜t)0≤t≤T associated to the Itoˆ
SDE (1.1). For any R > 0, applying Lemma 3.2 with σ˜ = σ and b˜ = b leads to
E
∫
GR
ψδ
(‖X − X˜‖2∞,T ) dµ ≤ C˜d,R,T < +∞, (3.13)
where C˜d,R,T depends on Λq,T and ‖∇σ‖L2q(B3R), ‖g2R‖Lq(BR). For any η ∈ (0, 1), let Θη(ω) :=
{x ∈ Rd : ‖X·(ω, x) − X˜·(ω, x)‖∞,T ≤ η}. Then by Lemma 3.1 with q1 = 1 and (3.13),
E
∫
Rd
(
1 ∧ ‖X − X˜‖2∞,T
)
dµ ≤ E[µ(GcR)]+ E
∫
GR
(
1 ∧ ‖X − X˜‖2∞,T
)
dµ
≤ Cd,T
R2
+ η2µ(Rd) + E
∫
GR∩Θcη
(
1 ∧ ‖X − X˜‖2∞,T
)
dµ
≤ Cd,T
R2
+ η2µ(Rd) +
C˜d,R,T
ψδ(η2)
.
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We first let δ ↓ 0, then let R ↑ ∞ and η ↓ 0 to get
E
∫
Rd
(
1 ∧ ‖X − X˜‖2∞,T
)
dµ = 0,
which yields the uniqueness of stochastic flows associated to (1.1).
To prove the existence part of Theorem 2.3, we shall regularize the coefficients σ and b as
usual. Let χ ∈ C∞c (Rd,R+) be such that
∫
Rd
χ dx = 1 and its support supp(χ) ⊂ B1. For n ≥ 1,
define χn(x) = n
dχ(nx) for all x ∈ Rd. Next choose φ ∈ C∞c (Rd, [0, 1]) which satisfies φ|B1 ≡ 1
and supp(φ) ⊂ B2. Set φn(x) = φ(x/n) for all x ∈ Rd and n ≥ 1. Now we define
σn = (σ ∗ χn)φn and bn = (b ∗ χn)φn. (3.14)
Then for every n ≥ 1, the functions σn and bn are smooth with compact supports. Consider the
following Itoˆ SDE:
dXnt = σn(X
n
t ) dBt + bn(X
n
t ) dt, X
n
0 = x. (3.15)
This equation has a unique strong solution which gives rise to a stochastic flow of diffeomorphisms
on Rd. Denote by Knt the Radon–Nikodym density of (X
n
t )#µ with respect to µ. The following
uniform estimate on the density functions was established in [34, Lemma 2.6].
Lemma 3.4 (Density estimate). For any p > 1, there are two positive constants C1,p, C2,p > 0
such that
sup
n≥1
sup
0≤t≤T
‖Knt ‖Lp(P×µ)
≤ C1,p
(∫
Rd
exp
[
C2,pT
(
[div(b)]− + |b¯|+ |∇σ|2 + |σ¯|2)]dµ) 1p(p+1) <∞. (3.16)
Let q1 ∈ (1, q) and Λq1,T be the quantity on the right hand side of (3.16) with p = q/(q− q1),
which is finite by (2.6). Then
sup
n≥1
sup
0≤t≤T
‖Knt ‖Lq/(q−q1)(P×µ) ≤ Λq1,T < +∞. (3.17)
Thanks to the moment estimate in Lemma 3.1, we can improve [34, Proposition 2.7] by showing
that the sequence of stochastic flows (Xnt )n≥1 generated by (3.15) are convergent in L
2
(
Ω ×
R
d, C([0, T ],Rd)
)
.
Proposition 3.5. Assume the conditions of Theorem 2.3. There exists a random field X :
Ω× Rd → C([0, T ],Rd) such that
lim
n→∞
E
∫
Rd
‖Xn −X‖2∞,T dµ = 0.
Proof. The proof follows the line of [34, Proposition 2.7]. Applying Lemma 3.1, we have
E
∫
Rd
‖Xn· (x)‖2q1∞,T dµ(x) ≤ Cd,q1 + Cq1,TΛq1,T
(‖σn‖2q1L2q(µ) + ‖bn‖2q1L2q(µ)), (3.18)
where Cd,q1 and Cq1,T are positive constants independent on n. We have |σn| ≤ |σ| ∗ χn. By
Jensen’s inequality,
‖σn‖2qL2q(µ) ≤
∫
Rd
(|σ|2q ∗ χn)(x) dµ(x) =
∫
Rd
χn(y) dy
∫
Rd
|σ(x− y)|2q
(1 + |x|2)q+(d+1)/2 dx.
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For n ≥ 2 and |y| ≤ 1/n, one has |x− y|2 ≤ 2|x|2 + 2|y|2 ≤ 2|x|2 + 1/2, hence
1 + |x|2 ≥ 1
2
|x− y|2 + 3
4
≥ 1
2
(1 + |x− y|2).
Consequently, for n ≥ 2,
‖σn‖2qL2q(µ) ≤ 2q+(d+1)/2
∫
Rd
χn(y) dy
∫
Rd
|σ(x− y)|2q
(1 + |x− y|2)q+(d+1)/2 dx = 2
q+(d+1)/2‖σ‖2q
L2q(µ)
.
The same estimate holds for ‖bn‖L2q(µ). Combining these discussions with (3.18), we obtain
sup
n≥2
E
∫
Rd
‖Xn· (x)‖2q1∞,T dµ(x) ≤ Cˆ < +∞, (3.19)
where Cˆ depends on d, q1, ‖σ‖L2q(µ) and ‖b‖L2q(µ).
For any x ∈ BR, we deduce from the definition that bn(x) = (b ∗ χn)(x) for all n > R. By
(2.3), it is clear that one has
|〈x− y, bn(x)− bn(y)〉| ≤
[
gn2R(x) + g
n
2R(y)
]
ρ(|x− y|2) for all x, y ∈ BR,
where gn2R = g2R ∗ χn. Note that q1 ∈ (1, q), Ho¨lder’s inequality yields
sup
n≥1
sup
0≤t≤T
‖Knt ‖Lq/(q−1)(P×µ) ≤ µ(Rd)(q1−1)/qΛq1,T , (3.20)
where Λq1,T is the quantity on the right hand side of (3.16) with p = q/(q − q1). For any n ≥ 1,
we denote by GnR the level set of the flow X
n
t on the interval [0, T ]:
GnR(ω) = {x ∈ Rd : ‖Xn· (ω, x)‖∞,T ≤ R}.
Applying Lemma 3.2 to the flows Xnt and X
l
t gives us
E
∫
GnR∩G
l
R
ψδ
(‖Xn −X l‖2∞,T )dµ
≤ Cd,R,TΛq1,T
[
1
δ
‖σn − σl‖2L2q(BR) +
1√
δ
(
‖σn − σl‖L2q(BR) + ‖bn − bl‖Lq(BR)
)
+ ‖∇σn‖2L2q(B3R) + ‖∇σn‖L2q(B3R) + ‖gn2R‖Lq(BR)
]
.
(3.21)
By the definition of σn, we have
|∇σn| ≤ |∇σ| ∗ χn + C |σ ∗ χn|
1 + |x| ≤ |∇σ| ∗ χn + 2C|σ¯| ∗ χn.
From this we can show that
‖∇σn‖L2q(B3R) ≤ Cq
(‖∇σ‖L2q(B3R+1) + ‖σ¯‖L2q(B3R+1)). (3.22)
Moreover, ‖gn2R‖Lq(BR) ≤ ‖g2R‖Lq(BR+1). Hence for any n ≥ 1,
‖∇σn‖2L2q(B3R) + ‖∇σn‖L2q(B3R) + ‖gn2R‖Lq(BR) ≤ C ′d,q,R < +∞.
Now we define
δn,l =
(‖σn − σl‖L2q(BR) + ‖bn − bl‖Lq(BR))2
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which tends to 0 as n, l→ +∞. Taking δ = δn,l in (3.21), we obtain that for any n, l ≥ 1,
E
∫
GnR∩G
l
R
ψδn,l
(‖Xn −X l‖2∞,T )dµ ≤ CT,d,q,q1,R < +∞. (3.23)
The moment estimate (3.19) implies
E
∫
(GnR∩G
l
R)
c
(
1 ∧ ‖Xn −X l‖2∞,T
)
dµ ≤ E{µ[(GnR ∩GlR)c]} ≤ 4CˆR2q1 .
For η ∈ (0, 1), set
Σn,lη (ω) =
{
x ∈ Rn : ‖Xn(ω, x)−X l(ω, x)‖∞,T ≤ η
}
.
We have
E
∫
GnR∩G
l
R
(
1 ∧ ‖Xn −X l‖2∞,T
)
dµ ≤ η µ(Rd) + E
∫
(GnR∩G
l
R)\Σ
k,l
η
(
1 ∧ ‖Xn −X l‖2∞,T
)
dµ
≤ η µ(Rd) + 1
ψδn,l(η
2)
E
∫
GnR∩G
l
R
ψδn,l
(‖Xn −X l‖2∞,T ) dµ
≤ η µ(Rd) + CT,d,q,q1,R
ψδn,l(η
2)
,
where the last inequality follows from (3.23). Combining the above two estimates, we obtain
E
∫
Rd
(
1 ∧ ‖Xn −X l‖2∞,T
)
dµ ≤ 4Cˆ
R2q1
+ η µ(Rd) +
CT,d,q,q1,R
ψδn,l(η
2)
.
Recall that δn,l tends to 0 as n, l→∞, hence, first letting n, l→∞, and then R→ +∞, η → 0,
we arrive at
lim
n,l→+∞
E
∫
Rd
(
1 ∧ ‖Xn −X l‖2∞,T
)
dµ = 0.
Taking into account (3.19), we deduce that
lim
n,l→+∞
E
∫
Rd
‖Xn −X l‖2∞,T dµ = 0.
This immediately implies the desired result.
At this stage, we can use (3.20) and follow the arguments of [18, Theorem 3.4] to show that
Proposition 3.6. Let X : Ω × Rd → C([0, T ],Rd) be the random field obtained in Proposition
3.5. For all t ∈ [0, T ], there exists Kt : Ω × Rd → R+ such that (Xt)#µ = Ktµ. Moreover,
sup0≤t≤T ‖Kt‖Lq/(q−1)(P×µ) ≤ µ(Rd)(q1−1)/qΛq1,T .
Remark 3.7. It follows from Proposition 3.6 and Ho¨lder’s inequality that∫ T
0
E
∫
Rd
|σ(Xs(x))|2 dµ(x)ds =
∫ T
0
E
∫
Rd
|σ(y)|2Ks(y) dµ(y)ds
≤ T‖σ‖2L2q(µ) sup
0≤s≤T
‖Ks‖Lq/(q−1)(P×µ)
≤ T‖σ‖2L2q(µ)µ(Rd)(q1−1)/qΛq1,T <∞.
Fubini’s theorem implies E
∫ T
0 |σ(Xs(x))|2 ds < ∞ for µ-a.e. x ∈ Rd. Therefore, the process
[0, T ] ∋ t→ ∫ t0 σ(Xs(x)) dBs is a square integrable martingale.
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To show that (Xt)0≤t≤T solves the Itoˆ SDE (1.1), we need the following preparation.
Lemma 3.8. We have
lim
n→∞
E
∫
Rd
sup
0≤t≤T
∣∣∣∣
∫ t
0
[
σn(X
n
s )− σ(Xs)
]
dBs
∣∣∣∣
2
dµ(x) = 0
and
lim
n→∞
E
∫
Rd
sup
0≤t≤T
∣∣∣∣
∫ t
0
[
bn(X
n
s )− b(Xs)
]
ds
∣∣∣∣
2
dµ(x) = 0.
Proof. It is clear that
lim
n→∞
‖σn − σ‖L2q(µ) = 0 and lim
n→∞
‖bn − b‖L2q(µ) = 0.
Combining these limits with Propositions 3.5 and 3.6, and making use of the uniform density
estimate (3.20), we can finish the proof as in [18, Proposition 4.1].
For any n ≥ 1, we rewrite the equation (3.15) in the integral form:
Xnt (x) = x+
∫ t
0
σn(X
n
s ) dBs +
∫ t
0
bn(X
n
s ) ds. (3.24)
When n→ +∞, by Proposition 3.5 and Lemma 3.8, the two sides of (3.24) converge respectively
to X and
x+
∫ ·
0
σ(Xs) dBs +
∫ ·
0
b(Xs) ds.
Therefore, for almost all x ∈ Rd, the following equality holds P-almost surely:
Xt(x) = x+
∫ t
0
σ(Xs) dBs +
∫ t
0
b(Xs) ds, for all t ∈ [0, T ].
That is to say, Xt solves SDE (1.1) over the time interval [0, T ]. By Corollary 3.3, such a solution
is also unique, thus we finish the proof of Theorem 2.3.
4 Proof of Theorem 2.5
We shall prove Theorem 2.5 by following the line of arguments in Section 3 and establishing some
analogous estimates. We focus on the differences in this setting and will not provide detailed
proofs for all the results.
We first give an a-priori estimate on the second moment of the flow. The main difference
from Lemma 3.1 is that we adopt here the Lebesgue measure as the reference measure, thus the
integral is restricted on a finite ball BR and the averaged Radon–Nikodym density is assumed
to be bounded in the space and time variables.
Lemma 4.1. Assume the conditions of Theorem 2.5. Let Xt be a generalized stochastic flow as-
sociated to Itoˆ SDE (1.1) and Kt its Radon–Nikodym density. Assume that ΛT := sup{EKt(x) :
(t, x) ∈ [0, T ]× Rd} < +∞. Then for any R > 0
E
∫
BR
‖X·(x)‖2∞,T dx ≤ CT,r
(
(1 +R2)Ld(BR) + TΛT ‖b‖L1(Br)
)
.
where the number r comes from condition (ii) in Theorem 2.5 and the constant CT,r depends on
the growth properties of σ, b.
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Proof. We follow the idea in Step 2 of the proof of [44, Theorem 2.2]. For λ > 0, let τλ(x) =
inf{t > 0 : |Xt(x)| ≥ λ}. We omit the space variable x to simplify notations. By the Itoˆ formula,
for any t ≤ T ,
E sup
s≤t
|Xs∧τλ |2 ≤ |x|2 + 2E sup
s≤t
∫ s∧τλ
0
〈Xu, σ(Xu) dBu〉
+ 2E sup
s≤t
∫ s∧τλ
0
〈Xu, b(Xu)〉du+ E sup
s≤t
∫ s∧τλ
0
|σ(Xu)|2 du
=: |x|2 + I1(t) + I2(t) + I3(t).
(4.1)
First, by Burkholder’s inequality,
I1(t) ≤ 4E
[(∫ t∧τλ
0
|σ(Xu)∗Xu|2 du
)1/2]
≤ 4E
[
sup
u≤t∧τλ
|Xu| ·
(∫ t∧τλ
0
|σ(Xu)|2 du
)1/2]
≤ 1
2
E sup
u≤t∧τλ
|Xu|2 + 8E
∫ t
0
|σ(Xu∧τλ)|2 du,
where the last step follows from Cauchy’s inequality. Since σ is bounded, we arrive at
I1(t) ≤ 1
2
E sup
u≤t∧τλ
|Xu|2 + C1t. (4.2)
Similarly,
I3(t) ≤ C1t. (4.3)
Next,
I2(t) ≤ 2E
∫ t∧τλ
0
|〈Xu, b(Xu)〉|
(
1{|Xu|≤r} + 1{|Xu|>r}
)
du
≤ 2rE
∫ t
0
|b(Xu)|1{|Xu|≤r} du+ 2E
∫ t
0
C2(1 + |Xu∧τλ |2) du.
(4.4)
where in the last step we used the linear growth property of b outside the ball Br. Denote by
ξt = E sup
s≤t
|Xs∧τλ |2 = E sup
s≤t∧τλ
|Xs|2.
Combining (4.1)–(4.4) yields
ξt ≤ 2|x|2 + 4rE
∫ t
0
|b(Xu)|1{|Xu|≤r} du+ C3
∫ t
0
(1 + ξu) du.
Gronwall’s inequality gives us
ξT ≤ CT,r
(
1 + |x|2 + E
∫ T
0
|b(Xu)|1{|Xu|≤r} du
)
.
By the definition of ΛT , we have∫
BR
E sup
s≤T∧τλ
|Xs|2 dx ≤ CT,r
(
(1 +R2)Ld(BR) +
∫ T
0
E
∫
BR
|b(Xu)|1{|Xu|≤r} dxdu
)
≤ CT,r
(
(1 +R2)Ld(BR) +
∫ T
0
E
∫
Br
|b(y)|Ku(y) dydu
)
≤ CT,r
(
(1 +R2)Ld(BR) + TΛT ‖b‖L1(Br)
)
.
Since the right hand side is independent of λ, Fatou’s lemma yields the desired result.
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Next we shall establish in the current setting a stability estimate which is similar to Lemma
3.2. Recall the definition of ψδ in Section 2.
Lemma 4.2 (Stability estimate). Suppose that σ, σ˜ ∈ L2loc(Rd,Md×m) and b, b˜ ∈ L1loc(Rd,Rd).
Moreover, σ and b satisfy the assumptions in Theorem 2.5. Let Xt (resp. X˜t) be the Ld-a.e.
stochastic flow associated to the Itoˆ SDE (1.1) with coefficients σ and b (resp. σ˜ and b˜). Denote
by Kt (resp. K˜t) the Radon–Nikodym density of Xt (resp. X˜t) with respect to Ld. Assume that
ΛT := sup
0≤t≤T, x∈Rd
[
EKt(x) ∨ EK˜t(x)
]
< +∞. (4.5)
Then for any δ > 0,
E
∫
BR∩Gλ
ψδ
(‖X − X˜‖2∞,T ) dx ≤ Cd,R,T
[
1 + ‖g2λ‖L1(Bλ) +
1
δ
‖σ − σ˜‖2L2(Bλ)
+
1√
δ
(‖σ − σ˜‖L2(Bλ) + ‖b− b˜‖L1(Bλ))
]
,
where Gλ(ω) :=
{
x ∈ Rd : ‖X·(ω, x)‖∞,T ∨ ‖X˜·(ω, x)‖∞,T ≤ λ
}
and Cd,R,T depends on d,R, T
and ΛT .
Proof. We follow the proof of Lemma 3.2. Denote by Zt = Xt − X˜t and ξt = |Zt|2 where we
omit the space variable x. By Itoˆ’s formula, we still have
dψδ(ξt) ≤ 2〈Zt, (σ(Xt)− σ˜(X˜t)) dBt〉
ρ(ξt) + δ
+ 2
〈Zt, b(Xt)− b˜(X˜t)〉
ρ(ξt) + δ
dt+
‖σ(Xt)− σ˜(X˜t)‖2
ρ(ξt) + δ
dt
=: dI1(t) + dI2(t) + dI3(t).
(4.6)
We first estimate the term I1(t). For any x ∈ BR and λ > 0, we define τλ(x) = inf{t > 0 :
|Xt(x)| ∨ |X˜t(x)| > λ}. Note that BR ∩Gλ ⊂ {x ∈ BR : τλ(x) > T}. Thus
E
∫
BR∩Gλ
sup
0≤t≤T
|I1(t)|dx ≤ E
∫
BR
sup
0≤t≤T∧τλ
|I1(t)|dx. (4.7)
By Burkholder’s inequality, we have
E sup
0≤t≤T∧τλ
|I1(t)|2 ≤ 4E
∫ T∧τλ
0
∣∣(σ(Xs)− σ˜(X˜s))∗Zs∣∣2
(ρ(ξs) + δ)2
ds
≤ 4E
∫ T∧τλ
0
‖σ(Xs)− σ˜(X˜s)‖2
ξs + δ
ds
since ρ(ξ) ≥ ξ ≥ 0. As a result,∫
BR
E sup
0≤t≤T∧τλ
|I1(t)|dx ≤
∫
BR
2
[
E
∫ T∧τλ
0
‖σ(Xs)− σ˜(X˜s)‖2
ξs + δ
ds
]1/2
dx
≤ CR
[ ∫
BR
E
∫ T∧τλ
0
‖σ(Xs)− σ˜(X˜s)‖2
ξs + δ
dsdx
]1/2
.
(4.8)
where CR = 2(Ld(BR))1/2. Since ‖σ(Xs)− σ˜(X˜s)‖ ≤ ‖σ(Xs)− σ(X˜s)‖+ ‖σ(X˜s)− σ˜(X˜s)‖ and
σ is globally Lipschitz continuous, we have∫
BR
E sup
0≤t≤T∧τλ
|I1(t)|dx ≤ CR,T +
√
2CR
[ ∫
BR
E
∫ T∧τλ
0
‖σ(X˜s)− σ˜(X˜s)‖2
ξs + δ
dsdx
]1/2
≤ CR,T +
√
2
δ
CR
[ ∫ T
0
E
∫
BR
1{τλ>s}‖σ(X˜s)− σ˜(X˜s)‖2 dxds
]1/2
,
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where in the second step we have used the Fubini theorem. We have by (4.5) that
E
∫
BR
1{τλ>s}‖σ(X˜s)− σ˜(X˜s)‖2 dx ≤ E
∫
Bλ
‖σ(y)− σ˜(y)‖2K˜s(y) dy
≤ ΛT
∫
Bλ
‖σ(y) − σ˜(y)‖2 dy.
Combining these arguments with (4.7) gives us
E
∫
BR∩Gλ
sup
0≤t≤T
|I1(t)|dx ≤ CR,T +
√
2TΛT
δ
CR‖σ − σ˜‖L2(Bλ). (4.9)
Next, we treat the second term I2(t). We have
E
∫
BR∩Gλ
sup
0≤t≤T
|I2(t)|dx ≤ E
∫
BR
sup
0≤t≤T∧τλ
|I2(t)|dx
≤ 2E
∫
BR
∫ T∧τλ
0
|〈Zs, b(Xs)− b˜(X˜s)〉|
ρ(ξs) + δ
dsdx
= 2
∫ T
0
E
∫
BR
1{τλ>s}
|〈Zs, b(Xs)− b˜(X˜s)〉|
ρ(ξs) + δ
dxds.
Note that |〈Zs, b(Xs)− b˜(X˜s)〉| ≤ |〈Zs, b(Xs)− b(X˜s)〉|+ |〈Zs, b(X˜s)− b˜(X˜s)〉|. We deduce from
(H1) that
E
∫
BR
1{τλ>s}
|〈Zs, b(Xs)− b(X˜s)〉|
ρ(ξs) + δ
dx ≤ E
∫
BR
1{τλ>s}
[
g2λ(Xs) + g2λ(X˜s)
]
dx
≤ E
∫
Bλ
g2λ(y)
[
Ks(y) + K˜s(y)
]
dy,
which, combined with (4.5), gives us∫ T
0
E
∫
BR
1{τλ>s}
|〈Zs, b(Xs)− b(X˜s)〉|
ρ(ξs) + δ
dxds ≤ 2TΛT ‖g2λ‖L1(Bλ).
Moreover, using again the fact that ρ(ξ) ≥ ξ ≥ 0, we obtain∫ T
0
E
∫
BR
1{τλ>s}
|〈Zs, b(X˜s)− b˜(X˜s)〉|
ρ(ξs) + δ
dxds ≤
∫ T
0
E
∫
BR
1{τλ>s}
|b(X˜s)− b˜(X˜s)|√
ξs + δ
dxds
≤ 1√
δ
∫ T
0
E
∫
Bλ
|b(y)− b˜(y)|K˜s(y) dyds
≤ TΛT√
δ
‖b− b˜‖L1(Bλ).
Consequently,
E
∫
BR∩Gλ
sup
0≤t≤T
|I2(t)|dx ≤ 2TΛT
(
2‖g2λ‖L1(Bλ) +
1√
δ
‖b− b˜‖L1(Bλ)
)
. (4.10)
Finally, the term I3(t) can be estimated as that on the right hand side of (4.8), thus we have
E
∫
BR∩Gλ
sup
0≤t≤T
|I3(t)|dx ≤ E
∫
BR
∫ T∧τλ
0
‖σ(Xs)− σ˜(X˜s)‖2
ρ(ξs) + δ
dsdx
≤ CR,T + 2
δ
TΛT ‖σ − σ˜‖2L2(Bλ).
Combining this estimate with (4.9) and (4.10), we obtain the desired result.
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Now we start to prove the existence of generalized stochastic flow associated to (1.1). In
order to apply Lemma 4.2, we need a uniform estimate on the Radon–Nikodym densities. First,
in the smooth case, we have (see [42, Lemma 3.1] for its proof)
Lemma 4.3. Suppose that σ and b are smooth with compact supports. Then for any p ≥ 1, the
Radon–Nikodym density Kt :=
d(Xt)#L
d
dLd
satisfies
sup
(t,x)∈[0,T ]×Rd
EKpt (x)
≤ exp
{
pT
∥∥∥∥(p2 |div(σ)|2 − div(b) +
m∑
k=1
d∑
i,j=1
[1
2
(∂iσ
jk)(∂jσ
ik) + σik∂ijσ
jk
])+∥∥∥∥
∞
}
,
where div(σ) = (div(σ1·), · · · ,div(σm·)) are the divergences of the column vectors of σ.
Let bn be defined as in (3.14). Moreover, σn := σ φn. Then for every n ≥ 1, the functions
σn and bn are smooth with compact supports. Consider the following Itoˆ’s SDE:
dXnt = σn(X
n
t ) dBt + bn(X
n
t ) dt, X
n
0 = x (4.11)
which gives rise to a stochastic flow (Xnt )0≤t≤T of diffeomorphisms on R
d. Denote by Knt the
Radon–Nikodym density of (Xnt )#Ld with respect to Ld. Then as in the proof of [44, Theorem
2.6], we can show that
Lemma 4.4 (Uniform density estimate). Under the conditions of Theorem 2.5, for any
p ≥ 1, one has
Λp,T := sup
n≥1
sup
(t,x)∈[0,T ]×Rd
E[Knt (x)]
p < +∞. (4.12)
Proof. By Lemma 4.3, we have
sup
(t,x)∈[0,T ]×Rd
E[Knt (x)]
p
≤ exp
{
pT
∥∥∥∥(p2 |div(σn)|2 − div(bn) +
m∑
k=1
d∑
i,j=1
[1
2
(∂iσ
jk
n )(∂jσ
ik
n ) + σ
ik
n ∂ijσ
jk
n
])+∥∥∥∥
∞
}
.
(4.13)
Under the condition (i) of Theorem 2.5, it is clear that
|div(σn)|2 +
m∑
k=1
d∑
i,j=1
(1
2
∣∣∂iσjkn )(∂jσikn )∣∣+ ∣∣σikn ∂ijσjkn ∣∣) ≤ C1 <∞, (4.14)
where C1 is independent of n. Recall the definition of φn above (3.14). We have
|∇φn(x)| ≤ ‖∇φ‖∞
n
1{n≤|x|≤2n} ≤
3‖∇φ‖∞
1 + |x| 1{|x|≥n}.
By (2.7), for all n ≥ r + 1,
−div(bn) = −[div(b) ∗ χn]φn − 〈b ∗ χn,∇φn〉
≤ ∥∥[div(b)]−∥∥
∞
+ 3‖∇φ‖∞ |b ∗ χn|
1 + |x| 1{|x|≥n}.
(4.15)
For any y ∈ B1, one has 1 + |x− y| ≤ 2 + |x| ≤ 2(1 + |x|), therefore, for |x| ≥ n ≥ r + 1,
|(b ∗ χn)(x)|
1 + |x| ≤ 2(|b¯| ∗ χn)(x) ≤ 2‖b¯‖L∞(Bcr).
Combining this estimate with (4.13)–(4.15), we finish the proof.
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Using Lemmas 4.2 and 4.4, we can now show that the sequence of stochastic flows generated
by (4.11) strongly converges to a random field X : Ω× Rd → C([0, T ],Rd).
Proposition 4.5. Assume the conditions of Theorem 2.5. Then there exists a random field
X : Ω× Rd → C([0, T ],Rd) such that for any p ∈ [1, 2) and R > 0,
lim
n→∞
E
∫
BR
‖Xn −X‖p∞,T dx = 0.
Proof. The proof is similar to that of Proposition 3.5. For any n ≥ 1, we denote by Gnλ the level
set of the flow Xnt on the interval [0, T ]:
Gnλ(ω) = {x ∈ Rd : ‖Xn· (ω, x)‖∞,T ≤ λ}.
Applying Lemmas 4.1 and 4.4 to the flows Xnt gives us
sup
n≥1
∫
BR
E sup
t≤T
|Xnt (x)|2 dx ≤ C < +∞, (4.16)
in which C depends on d, T,R,Λ1,T and ‖b‖L1(Br+1). Therefore,
E
[Ld(BR ∩ (Gnλ ∩Glλ)c)] ≤ E[Ld(BR ∩ (Gnλ)c)]+ E[Ld(BR ∩ (Glλ)c)] ≤ 2Cλ2 . (4.17)
Next, by Lemmas 4.2 and 4.4, we have
E
∫
BR∩Gnλ∩G
l
λ
ψδ
(‖Xn −X l‖2∞,T )dx
≤ Cd,R,T
[
1 + ‖gn2λ‖L1(Bλ) +
1
δ
‖σn − σl‖2L2(Bλ)
+
1√
δ
(‖σn − σl‖L2(Bλ) + ‖bn − bl‖L1(Bλ))
]
,
(4.18)
Now we define
δn,l =
(‖σn − σl‖L2(Bλ) + ‖bn − bl‖L1(Bλ))2
which tends to 0 as n, l→ +∞. Taking δ = δn,l in (4.18), we obtain that for any n, l ≥ 1,
E
∫
BR∩G
n
λ∩G
l
λ
ψδn,l
(‖Xn −X l‖2∞,T ) dx ≤ Cd,R,T [3 + ‖g2λ‖L1(Bλ+1)] =: Cd,R,T,λ <∞. (4.19)
Next for η ∈ (0, 1), set
Θn,lη =
{
(ω, x) ∈ Ω× Rd : ‖Xn −X l‖∞,T ≤ η
}
.
We have by (4.17) that
E
∫
BR
(
1 ∧ ‖Xn −X l‖2∞,T
)
dx
≤ E[Ld(BR ∩ (Gnλ ∩Glλ)c)]+ E
∫
BR∩G
n
λ∩G
l
λ
(
1 ∧ ‖Xn −X l‖2∞,T
)
dx
≤ 2C
λ2
+ η2Ld(BR) + 1
ψδn,l(η
2)
E
∫
(BR∩G
n
λ∩G
l
λ)\Θ
n,l
η
ψδn,l(‖Xn −X l‖2∞,T ) dx
≤ 2C
λ2
+ η2Ld(BR) + Cd,R,T,λ
ψδn,l(η
2)
,
(4.20)
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where the last inequality follows from (4.19). First letting n, l → +∞, and then λ → +∞,
η → 0, we obtain
lim
n,l→+∞
E
∫
BR
(
1 ∧ ‖Xn −X l‖2∞,T
)
dx = 0.
Due to (4.16), we have for any p ∈ [1, 2),
lim
n,l→+∞
E
∫
BR
‖Xn −X l‖p∞,T dx = 0.
Hence there exists a random field X : Ω× Rd → C([0, T ],Rd) such that
lim
n→+∞
E
∫
BR
‖Xn −X‖p∞,T dx = 0.
The proof is complete.
Remark 4.6. From the above proof, we see that for any p ∈ [1, 2), the limit random field belongs
to the space Lp(Ω×BR, C([0, T ],Rd)) for all R > 0.
Finally we can present the
Proof of Theorem 2.5. In view of Lemma 4.4 and Proposition 4.5, we can directly apply [44,
Lemma 3.4] to show that for all t ∈ [0, T ], there exists Kt : Ω×Rd → R+ such that (Xt)#Ld =
KtLd; moreover, sup(t,x)∈[0,T ]×Rd EKt(x) < ∞. By the same arguments as those at the end of
Section 3, we can prove that (Xt)0≤t≤T constructed in Proposition 4.5 is an Ld-a.e. stochastic
flow associated to the Itoˆ SDE (1.1).
The uniqueness of Ld-a.e. stochastic flows follow from Lemma 4.2. Indeed, let (Xt)0≤t≤T
and (X˜t)0≤t≤T be two generalized flows associated to the Itoˆ SDE (1.1). For any λ > R > 0,
applying Lemma 4.2 with σ˜ = σ and b˜ = b leads to
E
∫
BR∩Gλ
ψδ
(‖X − X˜‖2∞,T ) dx ≤ Cd,T,R(1 + ‖g2λ‖L1(Bλ)) =: Cd,T,R,λ. (4.21)
For any η ∈ (0, 1), let Θη(ω) := {x ∈ BR : ‖X·(ω, x) − X˜·(ω, x)‖∞,T ≤ η}. Then, analogous to
(4.20), we can deduce from Lemma 4.1 and (4.21) that
E
∫
BR
(
1 ∧ ‖X − X˜‖2∞,T
)
dx ≤ CT,R,r
λ2
+ η2Ld(BR) + Cd,T,R,λ
ψδ(η2)
.
We first let δ ↓ 0, then let λ ↑ ∞ and η ↓ 0 to get
E
∫
BR
(
1 ∧ ‖X − X˜‖2∞,T
)
dx = 0,
which yields the uniqueness since R > 0 is arbitrary.
5 Uniqueness of Fokker–Planck equations
This last section is devoted to the proof of Theorem 2.7. We first give some preparations which
are mainly taken from [33, Section 2], see also the beginning parts of [38, Sections 1 and 2].
Denote by WnT = C([0, T ],R
n) the space of continuous functions from [0, T ] to Rn. Let Fnt
be the canonical filtration generated by coordinate process Wt(w) = wt, w ∈ WnT . Recall that
P(Rd) is the set of probability measures on (Rd,B(Rd)). To fix the notations, we state in detail
the two well known notions of solutions to (1.1).
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Definition 5.1 (Martingale solution). Given µ0 ∈ P(Rd), a probability measure Pµ0 on
(WdT ,FdT ) is called a martingale solution to SDE (1.1) with initial distribution µ0 if Pµ0 ◦w−10 =
µ0, and for any ϕ ∈ C∞c (Rd), ϕ(wt) − ϕ(w0) −
∫ t
0 Lϕ(ws) ds is an (Fdt )-martingale under Pµ0 ,
where L is the second order differential operator given in (2.9).
Definition 5.2 (Weak solution). Let µ0 ∈ P(Rd). The SDE (1.1) is said to have a weak
solution with initial law µ0 if there exist a filtered probability space (Ω,G, (Gt)0≤t≤T , P ), on which
are defined a (Gt)-adapted continuous process Xt taking values in Rd and an m-dimensional
standard (Gt)-Brownian motion Wt, such that X0 is distributed as µ0 and a.s.,
Xt = X0 +
∫ t
0
σ(Xs) dWs +
∫ t
0
b(Xs) ds, ∀ t ∈ [0, T ].
We denote this solution by
(
Ω,G, (Gt)0≤t≤T , P ;X,W
)
.
The next result can be found in the proof of [25, Chap. IV, Theorem 1.1].
Proposition 5.3. Given two weak solutions
(
Ω(i),G(i), (G(i)t )0≤t≤T , P (i);X(i),W (i)), i = 1, 2
to SDE (1.1), having the same initial law µ0 ∈ P(Rd), there exist a filtered probability space
(Ω,G, (Gt)0≤t≤T , P ), a standard m-dimensional (Gt)-Brownian motion Wt and two Rd-valued
(Gt)-adapted continuous processes Y (i), i = 1, 2, such that P
(
Y
(1)
0 = Y
(2)
0
)
= 1 and for i = 1, 2,
X(i) and Y (i) have the same distributions in WdT , and
(
Ω,G, (Gt)0≤t≤T , P ;Y (i),W
)
is a weak
solution of SDE (1.1).
The assertion below is a special case of [25, Chap. IV, Proposition 2.1].
Proposition 5.4 (Existence of martingale solution implies that of weak solution). Let
µ0 ∈ P(Rd) and Pµ0 be a martingale solution of SDE (1.1). Then there exists a weak solution
(Ω,G, (Gt)0≤t≤T , P ;X,W ) to SDE (1.1) such that P ◦X−1 = Pµ0 .
Finally we recall the following result which is a consequence of Figalli’s representation the-
orem (see [22, Theorem 2.6]) for solutions to the Fokker–Planck equation (2.8).
Proposition 5.5. Assume that σ and b are two bounded measurable functions. Given µ0 ∈
P(Rd), let µt ∈ P(Rd) be a measure-valued solution to equation (2.8) with initial value µ0.
Then there exists a martingale solution Pµ0 to SDE (1.1) with initial law µ0 such that for all
ϕ ∈ C∞c (Rd), one has∫
Rd
ϕ(x) dµt(x) =
∫
WdT
ϕ(wt) dPµ0(w), ∀ t ∈ [0, T ].
Now we are ready to present
Proof of Theorem 2.7. We follow the idea of the proof of [33, Theorem 1.2] (see also [38, Theorem
1.1]). Let u
(i)
t , i = 1, 2 be two weak solutions to (2.10) in the class L
∞
(
[0, T ], L1 ∩L∞(Rd)) with
the same initial value f . Set dµ0(x) = f(x) dx. By Proposition 5.5, there exist two martingale
solutions P
(i)
µ0 , i = 1, 2 to the SDE (1.1) with the same initial probability distribution µ0, such
that for all ϕ ∈ C∞c (Rd),∫
Rd
ϕ(x)u
(i)
t (x) dx =
∫
C([0,T ],Rd)
ϕ(wt) dP
(i)
µ0 (w), i = 1, 2. (5.1)
Proposition 5.4 implies that there are two weak solutions
(
Ω(i),G(i), (G(i)t )0≤t≤T , P (i);X(i),W (i)),
i = 1, 2 to SDE (1.1) satisfying P (i) ◦ (X(i))−1 = P (i)µ0 , i = 1, 2. Finally, by Proposition 5.3,
we can find a common filtered probability space (Ω,G, (Gt)0≤t≤T , P ), on which are defined a
21
standard m-dimensional (Gt)-Brownian motion W and two continuous (Gt)-adapted processes
Y (i) (i = 1, 2), such that P
(
Y
(1)
0 = Y
(2)
0
)
= 1 and Y (i) is distributed as P
(i)
µ0 on C([0, T ],R
d);
moreover for i = 1, 2, it holds a.s. that
Y
(i)
t = Y
(i)
0 +
∫ t
0
b
(
Y (i)s
)
ds+
∫ t
0
σ
(
Y (i)s
)
dWs for all t ≤ T.
Set Zt = Y
(1)
t − Y (2)t and for λ > 0, define the stopping time τλ = inf
{
t ∈ [0, T ] : ∣∣Y (1)t ∣∣ ∨∣∣Y (2)t ∣∣ ≥ λ} with the convention that inf ∅ = T . Since the coefficients σ and b are bounded, it is
clear that
lim
λ→∞
τλ(ω) = T almost surely. (5.2)
Fix δ > 0. We have by Itoˆ’s formula that
ψδ
(|Zt∧τλ |2) =
∫ t∧τλ
0
2
〈
Zs, b
(
Y
(1)
s
)− b(Y (2)s )〉+ ∥∥σ(Y (1)s )− σ(Y (2)s )∥∥2
ρ(|Zs|2) + δ ds
+ 2
∫ t∧τλ
0
〈
Zs,
[
σ
(
Y
(1)
s
)− σ(Y (2)s )] dWs〉
ρ(|Zs|2) + δ
− 2
∫ t∧τλ
0
ρ′(|Zs|2)
∥∥[σ(Y (1)s )− σ(Y (2)s )]∗Zs∥∥2
(ρ(|Zs|2) + δ)2 ds.
Since ρ′ ≥ 0, taking expectation on both sides with respect to P yields
Eψδ
(|Zt∧τλ |2) ≤ E
∫ t∧τλ
0
∥∥σ(Y (1)s )− σ(Y (2)s )∥∥2
ρ(|Zs|2) + δ ds+ 2E
∫ t∧τλ
0
〈
Zs, b
(
Y
(1)
s
)− b(Y (2)s )〉
ρ(|Zs|2) + δ ds
=: I1 + I2.
(5.3)
We shall estimate the two terms in the next two steps, respectively.
Step 1. We first deal with the term I1. Let σn be defined as in (3.14). By the triangular
inequality, for any n ≥ 1, we have
I1 ≤ 3E
∫ t∧τλ
0
∥∥σn(Y (1)s )− σn(Y (2)s )∥∥2
ρ(|Zs|2) + δ ds
+ 3E
∫ t∧τλ
0
∥∥σn(Y (1)s )− σ(Y (1)s )∥∥2 + ∥∥σn(Y (2)s )− σ(Y (2)s )∥∥2
ρ(|Zs|2) + δ ds
=: I1,1 + I1,2.
(5.4)
To estimate the first term I1,1, we shall use the hypothesis (Hσ). Fix any x, y ∈ Bλ, when n > λ,
we have
‖σn(x)− σn(y)‖ = ‖(σ ∗ χn)(x)− (σ ∗ χn)(y)‖ ≤
∫
Rd
‖σ(x− z)− σ(y − z)‖χn(z) dz.
Note that (x−N)∪ (y−N) is a negligible set. For any z /∈ (x−N)∪ (y−N), one has x−z /∈ N
and y − z /∈ N . Thus by Cauchy’s inequality and (Hσ),
‖σn(x)− σn(y)‖2 ≤
∫
Rd
‖σ(x− z)− σ(y − z)‖2χn(z) dz
≤
∫
Rd
(
g˜2λ(x− z) + g˜2λ(y − z)
)
ρ(|x− y|2)χn(z) dz
=
(
g˜n2λ(x) + g˜
n
2λ(y)
)
ρ(|x− y|2),
(5.5)
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where g˜n2λ = g˜2λ ∗ χn is the convolution. Thus, if n > λ, then
I1,1 ≤ 3E
∫ t∧τλ
0
[
g˜n2λ
(
Y (1)s
)
+ g˜n2λ
(
Y (2)s
)]
ds
≤ 3E
∫ t
0
[
g˜n2λ
(
Y (1)s
)
1
{|Y
(1)
s |≤λ}
+ g˜n2λ
(
Y (2)s
)
1
{|Y
(2)
s |≤λ}
]
ds.
Recall that Y
(i)
s has the same law with X
(i)
s , which is distributed as u
(i)
s (x) dx, i = 1, 2. Conse-
quently,
I1,1 ≤ 3
∫ t
0
∫
Bλ
g˜n2λ(x)
(
u(1)s (x) + u
(2)
s (x)
)
dxds
≤ 3
2∑
i=1
∥∥u(i)∥∥
L∞([0,T ],L∞(Rd))
∫ t
0
∫
Bλ
g˜n2λ(x) dxds
≤ C˜T‖g˜2λ‖L1(Bλ+1).
Note that the bound is independent of n ≥ 1. In the same way,
I1,2 ≤ 3
δ
2∑
i=1
E
∫ t
0
∥∥σn(Y (i)s )− σ(Y (i)s )∥∥21{|Y (i)s |≤λ} ds
≤ 3
δ
2∑
i=1
∫ t
0
∫
Bλ
‖σn(x)− σ(x)‖2u(i)s (x) dxds
≤ 3T
δ
2∑
i=1
∥∥u(i)∥∥
L∞([0,T ],L∞(Rd))
∫
Bλ
‖σn(x)− σ(x)‖2 dx
which vanishes as n → ∞, since σ ∈ L2loc(Rd). Combining the above two estimates and letting
n→∞ on the right hand side of (5.4), we obtain
I1 ≤ C˜T‖g˜2λ‖L1(Bλ+1) =: C˜T,λ < +∞. (5.6)
Step 2. The estimate of the second term I2 is analogous to that of I1. Recall the definition
of bn in (3.14). Then similar to (5.4), we have
I2 = 2E
∫ t∧τλ
0
〈
Zs, bn
(
Y
(1)
s
)− bn(Y (2)s )〉
ρ(|Zs|2) + δ ds
+ 2E
∫ t∧τλ
0
〈
Zs, b
(
Y
(1)
s
)− bn(Y (1)s )〉+ 〈Zs, bn(Y (2)s )− b(Y (2)s )〉
ρ(|Zs|2) + δ ds
=: I2,1 + I2,2.
(5.7)
The estimate of the term I2,2 is analogous to that of I1,2: since ρ(s) ≥ s ≥ 0,
I2,2 ≤ 2
2∑
i=1
E
∫ t∧τλ
0
∣∣bn(Y (i)s )− b(Y (i)s )∣∣√|Zs|2 + δ ds
≤ 2√
δ
2∑
i=1
E
∫ t
0
∣∣bn(Y (i)s )− b(Y (i)s )∣∣1{|Y (i)s |≤λ} ds
≤ 2√
δ
2∑
i=1
∫ t
0
∫
Bλ
|bn(x)− b(x)|u(i)s (x) dxds.
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Since b ∈ L∞(Rd),
I2,2 ≤ 2T√
δ
2∑
i=1
∥∥u(i)∥∥
L∞([0,T ],L∞(Rd))
∫
Bλ
|bn(x)− b(x)|dx→ 0 as n→∞. (5.8)
Finally we deal with the term I2,1. By (2.3), similar computations as in (5.5) lead to
|〈x− y, bn(x)− bn(y)〉| ≤
(
gn2λ(x) + g
n
2λ(y)
)
ρ(|x− y|2) for all x, y ∈ Bλ and n > λ.
Therefore, for any n > λ,
I2,1 ≤ 2E
∫ t∧τλ
0
[
gn2λ
(
Y (1)s
)
+ gn2λ
(
Y (2)s
)]
ds
≤ 2E
∫ t
0
[
gn2λ
(
Y (1)s
)
1
{|Y
(1)
s |≤λ}
+ gn2λ
(
Y (2)s
)
1
{|Y
(2)
s |≤λ}
]
ds.
Then, analogous to the above calculations,
I2,1 ≤ 2
2∑
i=1
∫ t
0
∫
Bλ
gn2λ(x)u
(i)
s (x) dxds
≤ 2T
2∑
i=1
∥∥u(i)∥∥
L∞([0,T ],L∞(Rd))
‖g2λ‖L1(Bλ+1) =: CˆT,λ < +∞.
This estimate together with (5.7) and (5.8) yields
I2 ≤ CˆT,λ < +∞. (5.9)
Step 3. Combining (5.3), (5.6) and (5.9), we obtain
Eψδ
(|Zt∧τλ |2) ≤ C¯T,λ < +∞,
where C¯T,λ = C˜T,λ + CˆT,λ. Fix any η > 0. The above inequality implies
P
(|Zt∧τλ | > η) ≤ Eψδ
(|Zt∧τλ |2)
ψδ(η2)
≤ C¯T,λ
ψδ(η2)
.
Letting δ ↓ 0, we arrive at P (|Zt∧τλ | > η) = 0. Since η can be arbitrarily small, it follows
that Zt∧τλ = 0 almost surely. Finally, we conclude from (5.2) that for any t ∈ [0, T ], Zt =
Y
(1)
t −Y (2)t = 0 a.s. The continuity of the two processes Y (1)t and Y (2)t yields that, almost surely,
Y
(1)
t = Y
(2)
t for all t ∈ [0, T ]. Therefore P (1)µ0 = P (2)µ0 , which, together with the representation
formula (5.1), leads to the uniqueness of solutions to (2.10).
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