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Abstract
This thesis describes high precision measurements on the fundamental properties of the
antiproton, namely the charge-to-mass ratio and the magnetic moment. This work is
embedded in the experimental work of the BASE collaboration (Baryon Antibaryon
Symmetry Experiment). BASE operates a sophisticated cryogenic Multi-Penning trap
system in the Antiproton Decelerator facility at CERN. One main result of this thesis are
significant technical improvements of the apparatus, which reduced the limitation of shot-
to-shot cyclotron frequency scatter by a factor of more than five compared to earlier work.
With this improved apparatus, a measurement campaign on the antiproton-to-proton
charge-to-mass ratio with a statistical uncertainty of 20×10−12 and an overall uncertainty
of about 35 × 10−12 was conducted. This campaign was part of a series of charge-to-
mass ratio measurements on the antiproton with the overall goal to significantly improve
the previous best measurement conducted by BASE in 2014, which yielded a fractional
uncertainty of 69×10−12. In this thesis, also the first dedicated heating rate measurement
in a cryogenic Penning trap experiment is described. Here, the lowest heating rates ever
reported for an ion trap were observed. As part of this thesis, phase sensitive methods
for measuring the cyclotron frequency of a single trapped ion were implemented in the
BASE experiment. These methods allowed to measure the cyclotron frequency with a
shot-to-shot scatter improved by a factor of five compared to methods used in previous
experiments. The significant improvements in cyclotron frequency scatter open up the
possibility to measure the antiproton magnetic moment and the antiproton charge-to-
mass ratio with much increased precision, and thereby enable more stringent tests of the
fundamental CPT symmetry by direct comparisons of matter/antimatter conjugates.
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1 | Introduction
The Standard Model of particle physics (SM) has been experimentally tested and veri-
fied many times. Prominent recent examples include the discovery of the top quark in
1995 at Fermilab [1, 2], and the discovery of the Higgs boson at CERN in 2012 [3, 4].
Another prediction already from quantum mechanics and special relativity is the exis-
tence of “anti-matter”: For each type of matter particle, the existence of a corresponding
antiparticle type is postulated, which exhibits identical fundamental properties (apart
from the sign). The existence of antimatter was firstly proposed by Dirac [5] based
on the Dirac equation formulated in 1928 [6], which predicted for each solution with
positive energy a corresponding solution with negative energy. The positron, the anti-
electron, was discovered in 1931 as the first antiparticle when Anderson investigated
signals from cosmic rays [7]. In the Feynman-Stückelberg interpretation of quantum
field theory [8, 9], the negative-energy solutions of the Dirac equation were interpreted
as being distinct particles with positive energies, traveling backwards in time. Adopting
the Feynman-Stückelberg interpretation, the CPT theorem was formulated implicitly by
Schwinger in 1951 [10] and explicitly by Lüders and Pauli in 1954 [11, 12]. The CPT
theorem states that any local, Lorentz invariant quantum field theory like the Standard
Model must obey the combined symmetries of charge conjugation, parity and time re-
versal. Consequently, CPT symmetry is one of the most fundamental symmetries in the
relativistic field theories of the Standard Model. One consequence of CPT symmetry is
that matter/antimatter conjugates exhibit (apart from the sign) identical fundamental
properties.
Despite its tremendous successes, the Standard Model remains incomplete. For example,
no quantum mechanical description of gravity has been incorporated into the SM yet.
According to cosmological findings [13], about 95% of the universe’s energy content is
given by dark matter and dark energy, while the macroscopic nature of dark matter and
1
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the origin of dark energy have yet to be understood. Another intriguing puzzle of the
Standard Model is the existence of the non-zero neutrino mass [14].
The SM also fails to provide a compelling explanation for the fact that the observable
universe is matter-dominated, and that, within our current knowledge, no clear indica-
tions for the existence of primordial antimatter in the universe could be found yet [15].
As a consequence of CPT symmetry, matter and antimatter should have been created at
equal amounts during the big bang. In 1967, Sakharov proved that baryon asymmetry
could have been generated in the framework of the Standard Model if three conditions
were met [16]: Firstly, a violation of baryon number, secondly, a violation of C and CP
symmetry, and thirdly, a deviation from thermal equilibrium. CP symmetry is indeed
broken as firstly reported for the decay of neutral Kaons into two pions in 1964 [17], and
subsequently observed also in other systems [18, 19, 20]. The observed baryon asymme-
try in the universe is characterized by the ratio of baryon-to-photon number obtained





with the baryon number NB, the antibaryon number NB̄ and the photon number Nγ .
The CP violations observed so far however would only lead to asymmetry values η that
are by about eight orders of magnitude lower than the observed asymmetry [22]. So far,
the baryogenesis (the genesis of the observed baryon asymmetry) remains unexplained in
the framework of the SM, and motivates theorists and experimentalists to provide com-
pelling solutions. One alternative explanation for the baryogenesis for instance could
potentially be provided by assuming an asymmetry in the leptonic sector (leptogenesis),
which then leads to baryogenesis via hypothetical sphaleron processes that could convert
groups of three antibaryons into three leptons [23]. Another approach for searching for
a mechanism responsible for the baryogenesis is related to the search for certain hypo-
thetical CPT symmetry violating processes, which would also violate the baryon number
conservation [24]. Compared to the Sakharov criteria, the deviation from thermal equi-




1.1. Tests of CPT symmetry
In the past decades, CPT symmetry has directly been tested by dedicated measurements
on several matter-antimatter conjugates. For example, the mass difference of neutral
kaons/antikaons K0/K̄0 has been measured with a fractional precision1 of 0.8 × 10−18
by comparing the decay channels to charged and neutral pions [25]. In the leptonic sec-
tor, the electron and positron g-factors have been compared in 1987 [26, 27], excluding
a g-factor difference at a level of 2 p.p.t.2, which still stands as one of the most stringent
CPT tests in the leptonic sector. For the muon µ−/µ+, the g− 2 values were compared
with a fractional resolution of 3.7× 10−9 in a storage ring experiment [30, 31].
For CPT tests incorporating baryonic antimatter, CERN’s Antiproton Decelerator (AD)
[32] is so far the only facility in the world at which low-energetic baryonic antimatter is
made available to experimentalists such that it can be trapped and stored in designated
particle traps [33]. In the AD, currently five collaborations are studying baryonic anti-
matter, focusing on antihydrogen (AEGIS, ALPHA, ASACUSA, GBAR), antiprotonic
helium (ASACUSA) and single antiprotons (BASE). The results of some CPT tests in
the baryonic sector are shown in Fig. 1.1.
After about ten years of development, rapid progress has been made in the field of anti-
hydrogen physics during the past few years [34]. In 2017, ALPHA published a measure-
ment on the antihydrogen ground state hyperfine splitting with a fractional resolution
of 350 p.p.m. [35]. In 2018, the ALPHA collaboration measured the 1S-2S transition in
antihydrogen with a fractional resolution of 2 p.p.t. [36].
The BASE collaboration has contributed to direct tests of CPT invariance by measuring
the proton and antiproton g-factors at unprecedented precision on the p.p.b.-level and
below [37, 38, 28, 29] and by comparing the antiproton-to-proton charge-to-mass ratios
at unprecedented precisions on the 10−11 level [39]. BASE improved the precision of the
antiproton magnetic moment by a factor of 3000 compared to the result of competing
collaborations [40]. So far, no evidence for CPT violation has been found in the experi-
ments listed above, while several million fold improved CPT invariance tests have been
provided.
While experimental verifications of the CPT symmetry are of high relevance for physics
1For the use of the words “precision” and “accuracy” throughout this thesis, please refer to App.A.
2In this thesis, the terms p.p.b. and p.p.t. are used to denoted 10−9 and 10−12, respectively, following























Figure 1.1.: Fractional and energy resolution of different CPT tests by comparing mat-
ter/antimatter conjugates in the baryonic sector. The green data depict the kaon mass compar-
ison, which is the CPT test in the baryonic sector with the highest fractional precision. The
red data denote antihydrogen measurements performed by the ALPHA collaboration [35, 36].
In blue, the measurement results on single antiprotons obtained by the BASE collaboration are
shown [39, 28, 29]. While the kaon mass measurement and the 1S-2S measurement on antihydro-
gen have significantly lower fractional uncertainties, the BASE measurements yields the highest
energy resolution and is more sensitive with respect to certain CPT odd SME coefficients [41].
Figure taken from [42].
due to the fundamental role the CPT symmetry plays in the Standard Model frame-
work, no established fundamental physics theory proposes a CPT violation of a certain
strength for a certain group of particles. However, general effective field theories which
contain possible sources of Lorentz and CPT violation arising from some unknown fun-
damental physical processes have been proposed. It is possible to relate the coefficients
multiplying new CPT-odd Lagrangian terms introduced by these theories to physical
quantities measured in experiments. The most prominent framework in the antimatter
community is the Standard Model Extension (SME), developed by Alan Kostelecky and
co-workers [41]. The SME is an effective field theory that is based upon the standard
model, which however involves minimal CPT violating interactions that contain symme-
tries which transform according to the general properties of the Poincare group. In the
4
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SME, certain groups of hypothetical CPT odd coefficients can be constrained by per-
forming measurements on a specific matter/antimatter conjugate, while other groups of
coefficients can only be addressed from measurements on other systems. In order to test
CPT symmetry in its entirety it is therefore important to investigate different systems.
Here, the exotic interactions Ve perturb the energy levels Ek to Ek + ∆Ek, with ∆Ek
given by ∆Ek = 〈ψ|Ve |ψ〉, and Ek being the energy of the unperturbed system with
Hamiltonian H0, Ek = 〈ψ|H0 |ψ〉. H0 might for instance describe a charged particle
inside a Penning trap. The energy resolution of matter/antimatter comparisons can be
used as one figure of merit for comparing CPT tests with different systems. The frac-
tional resolution of different CPT tests and the related energy resolution for CPT-odd
effects is shown in Fig. 1.1. The Kaon mass measurement with a fractional uncertainty
of 0.8× 10−18 GeV places constrains on the level of 10−18 GeV. Despite the significantly
lower fractional resolution of the antiproton magnetic moment on the p.p.b.-level, an
energy resolution of < 2× 10−24 GeV is reached in this measurement. The high energy
resolution of the BASE experiments is a consequence of the high frequency resolution
on the mHz-level achieved by the BASE collaboration [42].
1.2. About this thesis
The author joined the BASE (Baryon Antibaryon Symmetry Experiment) collaboration
[43] at CERN in February 2014 as part of his bachelor’s project [44], which was to
build single particle detection systems for the BASE Hannover/QLEDS project [45].
As an undergraduate student, the author spent in total about two years at the BASE
experiment [46], before he started his PhD work in May 2017. The work described in
this thesis was closely supervised and strongly supported by Stefan Ulmer, who is the
founder and spokesperson of the BASE collaboration. While this thesis will mainly focus
on the topics the author worked on independently or in close cooperation with another
colleague, there are a few more topics that should be addressed briefly. The author
joined the collaborative efforts of BASE that resulted in the following achievements:
• The first measurement of the antiproton magnetic moment gp̄ was performed by
the BASE collaboration in 2016 [38], which improved on the previous best known
value [40] by a factor of six in precision. While this measurement was performed
in the BASE analysis trap exclusively,
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• The most precise measurement of the antiproton magnetic moment [28] was per-
formed in the BASE precision trap using the novel “triple trap method”. The
Larmor frequency ωL and the cyclotron frequency ωc were measured with two dif-
ferent particles, the analysis trap was used for spin state determination only. This
measurement based on a method invented by BASE improved our previous mea-
surement [38] by a factor of about 350 in precision, and the best measurement from
the competing ATRAP collaboration by a factor of about 3000 [40]. This mea-
surement is described in Chap. 4. One crucial prerequisite for this measurement
was
• The first observation of individual spin transitions of a single antiproton [47]. Dur-
ing the 2015/2016 experimental run, the BASE collaboration realized
• A direct measurement on the lower antiproton lifetime limit [48] by storing a pure
cloud of antiprotons in the BASE reservoir trap for 405 days and continuously
recording the number of particles in the trap. Our result τp̄ > 10.2 a improved our
previous best value [49] by a factor of 7. This work is discussed in Sec. 6.3. A more
stringent limit τp̄ > 26.15 a on the antiproton lifetime is derived in Sec. 6.4, which
includes the antiproton reservoir data acquired between 2017 and 2019.
• The world’s first measurement on a possible CPT-odd interaction between anti-
matter and axion-like dark matter [50] enabled by a reanalysis of the 2016 data
from [28], thereby combining two of the most intriguing puzzles of modern physics.
This is described in Sec. 4.2.
While the author’s contribution to the milestones mentioned above was of collaborative
nature, this thesis will focus on three projects the author was either responsible or jointly
responsible for:
• The world’s first dedicated measurement of ion heating rates in a cryogenic Penning
trap [51]. Employing the continuous Stern-Gerlach effect, we measured heating
rates in the BASE analysis trap and obtained transition rates of 6(1) quanta/h
and scaled electric field noises that were by two orders of magnitude lower than
obtained in any other ion trap experiment. The heating rate measurement is
described in Chap. 5 in detail.
• A comparison of the antiproton-to-proton charge-to-mass ratios with a statistical
resolution of around 20 parts per trillion. Note that the systematic investigation
of this measurement was ongoing when this thesis was submitted, and that the
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final measurement uncertainty will be larger due to systematic uncertainties. The
measurement campaign was carried out in April and May 2019 by means of side-
band methods, and was part of a series of q/m measurements conducted from
2017 to 2019 with contributions from the entire BASE team at CERN. This series
will improve the antiproton-to-proton charge to mass ratio precision significantly
compared to the previous result of the BASE collaboration [39], that yielded a pre-
cision of 69 p.p.t. The campaigns before 2019 will be discussed in the PhD thesis
of James Brydges-Harrington [52]. Aspects of these campaigns are also described
in the PhD thesis of Takashi Higuchi [53]. The charge-to-mass ratio measurement
from 2019 is discussed in Chap. 8, where a fractional precision of 34 p.p.t. has been
reached.
• The implementation of phase sensitive methods for cyclotron frequency measure-
ments. This involved the study of mode coupling in a Penning trap by character-
izing so called classical Rabi oscillations [54], the demonstration of the pulse and
phase [55, 54] technique and the pulse and amplify [56] technique. This work was
carried out in close collaboration with Jack Devlin. The phase sensitive methods
are described in Chap. 9.
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The ion trap technique allows to trap and store charged particles by employing electro-
magnetic fields, to isolate them for environmental effects and to study their fundamental
properties with high precision. In this way, ion traps have enabled some of the greatest
atomic physics achievements made in the 20th and 21th century, such as the first laser-
cooling of trapped ions [57] and the g-2 comparison between electrons and positrons [26],
which provides one of the most stringent test of CPT-symmetry in the leptonic sector
since 1987 to the present day. Ion traps have also a wide range of application in quantum
information and quantum computing, where they have been proposed as a candidate for
implementing a quantum computer [58] in 1995, which started enormous efforts of physi-
cist across the globe in order to construct quantum computers with large numbers of
quantum bits (see for instance [59, 60]). In low energy physics, ion traps have enabled
the most precise measurement of the electron g-factor and the at-that-time most precise
measurement of the fine structure constant [61], and found important application in the
formation of antihydrogen for high-precision tests of the CPT-symmetry [62, 36].
2.1. Principle of the Penning trap
As found out by Earnshaw in 1842 [63], it is impossible to generate a static electric
potential minimum. In 1953, Wolfgang Paul proposed an ion trap based on oscillating
electric potentials [64]. This type of particle trap later on became known as “Paul trap”.
The other main type of ion traps, the “Penning trap” consists of the superposition
of a static quadrupolar electric field with a homogeneous magnetic field. Superposing
a quadrupolar electric field and a homogeneous magnetic field was first proposed by
Penning in 1936 [65] in order to slow down the diffusion of electrons to the walls of an
8
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ionization gauge. Combining a homogeneous magnetic field and a quadrupolar electric
field in order to yield a particle trap was proposed by Pierce in 1949 [66].
The Penning trap magnetic field is described by ~B = B0~ez. Its electric quadrupole field
is given by





with ρ2 = x2 + y2. A particle with mass m and charge q experiences the Lorentz force
~FL,
























C2 is a characteristic trap parameter defined by the trap geometry and Vr denotes the
trapping voltage. The axial motion z along the magnetic field lines is described by a
harmonic oscillator with frequency ωz. In order to determine the radial motion, Eq. 2.2
will be rewritten [67, 68]. We introduce u = x+ iy and obtain
ü+ iωcu̇− 1/2ω2zu = 0, (2.4)
which is solved by the ansatz u = exp (−iωt),
ω2 − ωcω + 1/2ω2z = 0. (2.5)











ω+ is called the modified or reduced cyclotron frequency1, ω− is called the magnetron
frequency. For non-imaginary trap frequencies ω+, ωz, ω−, the particle oscillates along
the z-axis with the axial frequency ωz and follows a superposition of two circular orbits
1From now on, the term “cyclotron frequency” will be used for ω+, while ωc will be referred to as
“free cyclotron frequency”, in order to be consistent with the literature.
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Figure 2.1.: Particle trajectory in a Penning trap. Axially, the particle
oscillates with νz. The radial motion is a superposition of the cyclotron os-
cillation with frequency ν+ and the magnetron oscillation ν−. The oscillation
amplitudes and frequencies depicted here are for illustrative purposes, but do
not represent the actual frequencies and amplitudes in our Penning trap. The
oscillation frequencies follow the hierarchy ν+  νz  ν−.
in the x-y plane, as visualized in Fig. 2.1. ω+ can be understood as a slightly modified
free cyclotron frequency ωc that describes the circular motion of a charged particle in a
homogeneous magnetic field in absence of an electric field. The magnetron motion ω−
results from an ~E × ~B-drift: The particle is pulled radially by the trapping voltages,
which generates a motion perpendicular to the magnetic field and guides the particle to
another circular orbit. The principle of the Penning trap can be summarized by stating
that the homogenous magnetic field confines the particle on a circular orbit perpendicular
to the magnet field axis, while the electric potential prevents the particle from escaping
the trap in the direction of the magnetic field axis. In BASE, the trap frequencies show
the following hierarchy:
ω+  ωz  ω−. (2.7)
The free cyclotron frequency is obtained by quadratically summing up all frequencies,
even with trap imperfections, by means of the Brown-Gabrielse invariance theorem [69]:
ω2c = ω2+ + ω2z + ω2−. (2.8)
The invariance theorem is especially useful for traps with a slight misalignment between
magnetic and electric field axis, and for traps with an ellipticity ε (Eq. 7.21) [69, 70].
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The magnetron frequency is often estimated by [70]
ω− ≈ ω2z/(2ω+), (2.9)
which is usually sufficiently accurate for computing ωc by means of Eq. 2.8 as a conse-
quence of the frequency hierarchy outlined in Eq. 2.7.






2 = mω2z z̄2, (2.10)
with z being the maximum axial excitation and z̄ being the axial RMS amplitude. The








































Assuming coupling to a thermal reservoir, the expectation values for the energies are
related to the respective reservoir temperatures by
〈E+〉 = kBT+, 〈Ez〉 = kBTz, 〈E−〉 = kBT−. (2.13)
2.2. The cylindrical Penning trap
Historically, the electric trapping potential of a Penning trap was firstly realized with a
hyperbolic electrode geometry. Meanwhile, Penning traps are most commonly realized
by means of a cylindrical electrode structure [71]. The cylindrical geometry is favorable
as cylindrical electrodes can be fabricated with very small manufacturing uncertainties,
and as multi-Penning trap systems can easily be realized in a cylindrical geometry with
open endcaps. An example for a cylindrical geometry is shown in Fig. 2.2.
The trapping potential provided by a stack of cylindrical electrodes is calculated from
electrostatic potential theory by employing the Laplace equation in free space, which is
for instance described in [72]. Main aspect of this description will be recapitulated here,
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Figure 2.2.: Cylindrical Penning trap. The electrodes are designed in an
orthogonal and compensated way [71], and provide a quadrupolar potential
when the correct voltages are applied. The electrode end caps are grounded,
the ring voltage Vr determines the axial frequency. The correction voltages Vc
given by Vc = TR×Vr with the tuning ratio TR ensuring the homogeneity of
the potential for the matching tuning ratio. The electrodes are spatially sep-
arated by cylindrical sapphire spacers (gray). The electrode axes are aligned
with the magnetic field ~B.
but for the full description the reader is redirected to [72]. The on-axis potential can be
expressed as a sum of powers of the Cj coefficients [71]:
























sin (π/2(n+ j)) .
(2.15)
Λ denotes the trap length, kn is defined as kn = nπ/Λ, and d denotes the spacing between
two electrodes. I0 are the Bessel functions of the first kind. a is the inner radius of the
cylindrical electrodes, z2i the start coordinate of (i + 1)th electrode in axial direction,
and z2i−1 the end coordinate of the ith electrode. The ring electrode voltage is here
12
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given by V3, the correction electrode voltages are denoted by V2 and V4, and the end
cap voltages are described by V1 and V5. Note that the end cap electrodes are grounded
under normal experimental conditions. The correction electrode voltages are given by
V2 = V4 = TR × V3 for a symmetric trap, with TR denoting the tuning ratio. As the
Penning trap is symmetric for z → −z, all Cj with odd j vanish. We can then express
the Cj-coefficients by [72]
Cj = Ej +Dj × TR, (2.16)
with Dj and Ej given by the trap geometry. The trap diameter, the correction electrode
length and the ring electrode length are three free parameters for the trap design, which
are usually chosen such that the parameter D2 vanishes and that the parameters C4
and C6 are simultaneously tuned to zero. D2 = 0 is equivalent to state that the axial
frequency does not change as a function of the tuning ratio. This behavior is called
orthogonality and is of great advantage for trap optimization. Having C4 and C6 simul-
taneously tuned to zero is called compensation and is of particular interest as C4 and
C6 induce undesirable energy-dependent trap frequency shifts (see Sec. 2.2.1). While
the compensation can be theoretically achieved for a five-pole trap, in the experimental
reality the trapping potential is distorted for instance due to manufacturing inaccuracies
and due to parasitic voltage patches on electrode surfaces leading to offset potentials.
Consequently, during the experimental operation usually only one of the two parameters
C4 and C6 can be tuned to zero.
2.2.1. Trap anharmonicities and energy dependent shifts
Recalling the electric on-axis potential as outlined in Eq. 2.14, we obtain the equation



















This is a generalized Duffing equation and can be solved accordingly [73]. The explicit
frequency shifts arising for electric and magnetic inhomogeneities Cj , Bj are derived in
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−15/16Ω6 −45/16Ω2 −45/4Ω2 45/8Ω4 45/4Ω4 −45/2Ω2
45/16Ω4 15/16 45/4 −45/8Ω2 −45/2Ω2 45/4
45/8Ω4 45/8 15/2 −45/2Ω2 −45/2Ω2 45/2
0 0 0 0 0 0
 ,
(2.19)
with Ω = ωz/ω+, and assuming a negative magnetron energy E− < 0.
The C8-matrix and the matrices as a function of particle amplitudes are given in App.B.
2.3. Particle detection and frequency measurements
All frequency measurements performed in the BASE Penning traps rely on the detection
of image currents by means of resonant high quality LC-circuits [57, 76]. The image
current I generated through the axial oscillation is given by
I = q/D × ż = q/D × 2πνz cos(ωzt)z, (2.20)
with z denoting the maximum oscillation amplitude, and D the effective electrode dis-
tance, which depends on the trap geometry and the electrode chosen for signal pick-up.
The axial detector (see Fig. 2.3) consisting of a high-quality resonator and an ultra-low
14

















Figure 2.3.: Schematic of the axial detection system and the detector particle interaction.
Left: The particle oscillates in axial direction inside the Penning trap, and thereby induces image
currents in the trap electrodes. A superconducting resonator together with a cryogenic amplifier
is used for particle detection. The resonator is depicted by the equivalent circuit diagram,
consisting of a resistance Rp, inductance L and parasitic capacitance Cp. The resonator is
inductively coupled to the cryogenic amplifier. Right: Once the particle is in thermal equilibrium
with the detection system, its equivalent circuit diagram is given by a series LC-circuit as derived
in Eq. 2.28. The inductive coupling factor between the resonator and the amplifier is given by κ.
The particle shorts the thermal resonator noise ures. The amplifier is described by the equivalent
input noise uin and the input resistance Rin.
noise cryogenic amplifier is connected to one correction electrode. The detector’s reso-
nance frequency ωres is given by ωres = 1/
√
LC as for all parallel LC-circuits. Here, C is
given by the parasitic resonator capacitance Cp, the parasitic trap capacitance Ct, and
the parasitic capacitance arising from the remaining setup, for instance due to cabling.
Usually, the axial oscillation frequency is tuned to the resonance frequency, νres ≈ νz.
On resonance, the detector acts like a parallel resistance Rp given by
Rp = 2πνres ×QL, (2.21)
where Q is the resonator quality factor. For an axially excited particle tuned to the
resonator frequency, the voltage Up generated by the particle’s image current is given by
Up = IRp = q/D(2πνz)z ×Rp. (2.22)
The voltage signal scales linearly with Rp and thus with Q, which is why it is crucially
important to have low parasitic losses in the detection resonators. At BASE, carefully
designed toroidal superconducting resonators are used for this purpose [72, 76].
15
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2.3.1. Particle detector interaction
We shall now consider the equation of motion for an axially excited particle damped by
the detector:
mz̈ = −mγż −mω2zz, (2.23)









by multiplying the equation with ż and integrating over the time. The left side of this
equation describes now the particle energy. We can then relate the damping constant to
the loss in particle energy,















I = 0. (2.26)

















dtI = 0. (2.28)
Consequently, the particle can be represented by a series LC-circuit as done in Fig. 2.3
(b). The particle impedance Zp is then calculated from the equivalent circuit diagram
in Fig. 2.3 (b),
Zp = iωlp + (iωcp)−1 . (2.29)
In the equations above, the resonator has been simplified by neglecting L and C and
exclusively considering Rp. For a full treatment, the resonator impedance Z0 has to be
considered. Only its real part dissipates energy and has therefore to be considered for
16
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the damping process and the particle-resonator interaction here. If the axial frequency
exactly matches the resonator frequency, ωz = ωres, the real part is indeed given by Rp,



















)2 +R2p (ω2 − ω20)2 . (2.31)
The overall impedance Ztot is computed from the particle impedance Zp (Eq. 2.29) and


















Neglecting the frequency-dependency in Z0 and assuming that the resonator is tuned to
the particle frequency, Re (Ztot) can be rewritten to
Re (Ztot) =
Rp(ω2z − ω2)2
(ω2z − ω2)2 + (γω)
2 . (2.33)
This simplified expression is frequently used for fitting and lineshape studies, as the res-
onator FWHM is usually significantly larger than the FWHM of the axial dip. Re(Ztot)(ω)
vanishes for ω = ωz, which can be interpreted as the particle shorting the resonator. The











for a single trapped particle. From here onwards, δνz will be referred to as “axial dip
width”. For a small cloud of N trapped particles, the dip width increases linearly [57].
This scaling can be used to determine the number of particles stored in a trap, and is
used during our antiproton lifetime measurements (see Chap. 6 and [48]).
In order to model the SNR of an axial dip as depicted in Fig. 2.4, the equivalent circuit
diagram from Fig. 2.3 (b) is re-examined. The resonator spectrum is amplified and
17

























































































































































































































































































































































































































































































































































































Figure 2.4.: Axial spectrum of a single trapped hydride ion. The particle
shorts the thermal resonator voltage noise on resonance as described in the
equivalent circuit diagram in Fig. 2.3 (b). The full width at half maximum of
the axial dip is denoted δνz, the SNR is given as the ratio of the resonator
noise and the amplifier noise.
impedance-matched by means of an ultra-low noise cryogenic amplifier, and the voltage
spectrum is read out by means of an FFT analyzer. The resonator Johnson noise ures




The equivalent input noise of the amplifier uin is added quadratically. In addition, the
coupling factor κ (as for instance introduced in [76]) has to be considered. As the
particle only shorts the resonator, but not the amplifier noise, the minimum of the






2.3.2. Active electronic feedback
The effective detector temperature and thus also the particle temperature can be con-
trolled by applying axial feedback [77, 78]. To this end, the detector signal is sent through
a voltage controlled attenuator and an adjustable phase shifter, and afterwards coupled
back into the trap (see Fig. 2.5 (a)). A single sideband down converter (SSB) is used in
order to measure the axial frequency by means of an audio analyzer (Stanford Research
18

































































































































































































































































































Figure 2.5.: Axial feedback system. Left: Schematic illustration. The detector signal is
attenuated by means of voltage controlled attenuator, phase shifted, and fed back to the pick-up
electrode. Right: Depending on the feedback gain GFB, the effective detector resistance Rp,FB
and thus the SNR and the dip width are modified. The feedback gain is controlled by the
feedback phase φ. φopt denotes the feedback phase for the strongest negative feedback gain.
SR780). Depending on the phase shift applied, either negative or positive feedback is
observed, as depicted in Fig. 2.5 (b). The feedback strength is adjusted by a voltage
controlled attenuator. Application of the feedback changes the detector temperature Tz:
Tz,FB = Tz,0 (1±GFB) Rp,FB = Rp (1±GFB) . (2.37)
As the effective detector resistance is a function of the feedback gain GFB, the axial dip
width δνz (Eq. 2.34), the axial dip SNR, and also the mean axial energy 〈Ez〉 change
accordingly:
Tz,eff = Tz,0 ×
δνz,FB
δνz
〈Ez〉 = kBTz. (2.38)
Negative feedback is frequently used during the measurements performed by BASE, as
a low particle amplitude is generally favorable, for instance when considering particle
energy-dependent frequency shifts (Sec. 2.2.1). Eq. 2.38 starts to fail when strong neg-
ative axial feedback is applied, as noise on the feedback-loop is coupled back to the
particle as well. Usually, it is possible to decrease the particle temperature by around a
factor of six by the application of negative feedback.
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2.4. Continuous Stern-Gerlach effect and magnetic bottle
For a particle with magnetic dipole moment, the spin precession in an applied external









The g-factor, which expresses the spin magnetic moment in units of the nuclear magne-




This relation is used to determine the proton and antiproton magnetic moment at BASE.
Unlike the cyclotron frequency νc, which can be calculated from the three trap eigenfre-
quencies (Eq. 2.8) that are measurable by means of image current detection, the Larmor
frequency νL does not generate image currents and can thus not directly be measured
by means of this method. Instead, the continuous Stern-Gerlach effect is utilized [79].
To this end, a so-called “magnetic bottle”, which is a quadratic magnetic field inhomo-
geneity B2, is deliberately implemented into the setup. The B2-distortion couples the
particle magnetic moment ~µ to the axial motion and thus induces axial frequency shifts
∆νz depending on ~µ and thus also depending on the spin state. The Larmor frequency
can now be measured by irradiating a radio-frequency drive with the drive frequency
νrf being close to the Larmor frequency, and observing the spin transition probability
as a function of drive frequency. From the resulting resonance spectrum, the Larmor
frequency is determined [80, 37, 38, 28, 29].
The magnetic field in the presence of B2 is given by












The axial equation of motion is then given by
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Figure 2.6.: Schematic of the magnetic bottle implemented in the BASE analysis trap. Left:
Ferromagnetic ring electrode and corresponding magnetic field lines. Center: Axial magnetic
field. Right: Axial potential. The magnetic inhomogeneity B2 = 271(15) kT/m2 modifies the
axial potential and thus the axial frequency depending on the spin state. The spin-state depen-
dent axial frequency shift of ∆νz = 172mHz in the BASE analysis trap is used to resolve spin
transitions and to record a resonance curve of the Larmor frequency during magnetic moment
measurements. Figure adapted from [43].
with the electrical potential ΦE(z, ρ) (Sec. 2.1). Consequently, the axial frequency νz is
modified:








with νz,0 being the electrostatic axial frequency if no magnetic inhomogeneity B2 were
present. The magnetic moment ~µ is given by the spin magnetic moment ~µS , and the
magnetic moments ~µ+, ~µ− arising from the radial motion:
~µ = ~µS + ~µ+ + ~µ−. (2.44)






















with spin state quantum number mS = ± 1/2.
The continuous Stern-Gerlach effect has been applied to compare the electron/positron
magnetic moments with high precision in 1987 [26], which constitutes one of the most
stringent CPT tests in the leptonic sector until today. In 2011, the continuous Stern-
Gerlach effect was firstly applied in order to resolve spin transitions of a single trapped
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proton [80]. Subsequently, the ATRAP and the BASE collaboration performed measure-
ments on the proton and antiproton magnetic moment [81, 82, 40, 37, 38, 28, 29]. The
application of this method to protons/antiprotons is especially challenging as µp̄/mp̄ is a
factor of approximately 10−6 smaller for protons compared to electrons. The most pre-
cise measurement of the antiproton magnetic moment [28] by means of the continuous
Stern-Gerlach effect is described in Chap. 4. The magnetic bottle has also been used by
the author for the first dedicated heating rate measurement in a cryogenic Penning trap
[51], which is described in Chap. 5.
2.5. Modecoupling and sideband technique
The cyclotron and magnetron frequency can be measured by employing the so-called
“sideband technique” [54]. To this end, the respective radial motion is coupled to the
axial motion by applying a quadrupolar radio-frequency drive ~Erf(t) at the difference
frequency ωrf = ±ω± ∓ ωz,
~Erf(t) = Re (Erf exp (iωrft)) (x~ez + z~ex) , (2.46)
with the electric field amplitude Erf. As discussed in Sec. 9.2.1 or in [83, 54], the sideband
transfers energy between both modes at an energy exchange rate Ω/π, with the Rabi
frequency Ω given by
Ω = qErf2m√ω±ωz
. (2.47)
In the Fourier transformed axial detector spectrum, instead of the single axial dip, a
double dip can be seen as long as the coupling is applied (see Fig. 2.7). For a small
detuning δ, δ = ωrf±ωz∓ω±, the two frequencies of the double dip, ωl and ωr are given
by









with the modified Rabi frequency Ω′
Ω′ =
√
Ω2 + δ2. (2.49)
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Figure 2.7.: Axial (blue) and double dip (red) spectrum of a single trapped
antiproton.
Based on Eq. 2.48, the independently measured axial frequency νz and the known drive
frequency, the cyclotron or magnetron frequency can be determined by
ω± = ωrf ± ωl ± ωr ∓ ωz. (2.50)
Another important aspect lies in the energy exchange between both modes: During
coupling, the axial mode is in thermal equilibrium with the axial detection system and
continuously thermalizes while it also exchanges energy with the coupled radial mode.
As a result, also the energy of the coupled motion is thermalized through the axial





is yielded for the mean energies. This process is referred to as “sideband cooling”
throughout this thesis, and should not be mixed up with the “resolved sideband cooling”
scheme known from laser cooling in ion traps. Aspects of sideband measurements are
also discussed in Sec. 8.1. Mode coupling is discussed and derived in Sec. 9.2.
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The BASE experiment is located in CERNs unique Antiproton Decelerator (AD) fa-
cility [32]. The AD is an oval-shaped storage and deceleration ring with a circumfer-
ence of about 190m. Currently, experiments of five collaborations (AEGIS, ALPHA,
ASACUSA, BASE, GBAR) are located inside the decelerator ring, all equipped with
dedicated transfer lines. The AD and the AD infrastructure are described in [32] in de-
tail. After each antiproton deceleration cycle, which lasts about 120 s, a bunch of about
30× 106 antiprotons is provided to the experiment that is on shift.
The BASE apparatus is described in detail in a dedicated publication [43]. It features a
sophisticated Penning trap system, which consists of a superconducting high-precision
magnet from Oxford instruments with a horizontal bore. In the homogeneous center of
the magnet, the cylindrical trap electrodes are located, which are in orthogonal, compen-
sated design [71]. The experiment is operated at temperatures of around 4K enabled by
two liquid helium and liquid nitrogen bath cryostats. Antiproton catching, the BASE
beamline steering, and the related experimental setups and routines are described in
detail for instance in [43]. BASE currently uses a four trap system consisting of the
reservoir trap (RT), the precision trap (PT), the analysis trap (AT), and the cooling
trap (CT). The reservoir trap is used for particle trapping and cleaning. Here, we will
assume that a cold and clean reservoir of antiprotons1 and hydride ions has been pre-
pared inside the reservoir trap. Single ions can be extracted from the RT into the other
traps by means of a potential tweezer scheme [49], as further discussed in Chap. 6. The
apparatus is also described in the PhD theses of Hiroki Nagahama [84] and Takashi
Higuchi [53] in detail. Additional upgrades will be described in the PhD thesis of James
Brydges-Harrington, which is currently under preparation [52]. Therefore, this chapter
1Or of antiprotons and hydride ions, depending on the run.
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will focus on recently implemented apparatus improvements to which the author con-
tributed substantially during the course of his PhD work. The specific trap setups for
each experimental campaign are individually described in the respective chapters, see
Chap. 4, Sec. 5.1, Sec. 8.4 and Sec. 9.3.
3.1. Cryomechanical setup
The cryomechanical setup of the BASE apparatus is schematically depicted in Fig. 3.1.
The core experiment consists of the trap can, the beam monitor (bm) and the electronics
segment (es). It is located inside the horizontal bore of a superconducting magnet with
an inner diameter of 150mm. Two bath cryostats are located upstream and downstream
of the experiment. With nitrogen volumes of 35 l each and helium volumes of 35 l each,
the cryostats enable nitrogen standing times of more than 48 h, and helium standing
times between 30 h and 135 h, depending on the run (Tab. 3.1). The different helium
standing times will be discussed in detail in Sec. 3.3. An aluminum heat shield with an
inner diameter of 127mm and 3mm wall thickness is locacted inside the magnet bore
to reduce the radiative heat load onto the 4K stage. The shield is thermally connected
to the nitrogen stage of the cryostat by copper braids. It is mechanically mounted to
the apparatus by means of two G10 disks that connect the heat shield to the vacuum
chambers on both sides of the magnet. The G10 disks feature a labyrinth-like structure
in order to increase the thermal path and thereby reducing the thermal flux. The 4K
stage of the experiment is thermally connected to the helium stage of both cryostats
by means of two 16mm diameter annealed copper rods. Until 2018, the 4K stage
was mechanically mounted to the 4K finger of the helium cryostat. In 2018, a kelvar
fiber structure was introduced that mounts the 4K stage to the 77K heat shield. This
apparatus revision lead to significant improvement in apparatus performance, as will be
discussed in Sec. 3.2.1. The kevlar structure is connected to cylindrical titanium elements
(depicted in Fig. 3.3) that hold the experiment core. The experiment core consists of
several cylindrical elements that contain the electronics segment, the beam monitor and
most importantly the trap can. In the electronics segment, most of the image current
detectors [76] are located, only the PT cyclotron detector is located inside the trap can
since 2018 in order to reduce parasitic noise pick-up [52]. Also, the first filter stage is
located inside the electronics segment [84]. The trap can is an indium-sealed dedicated
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Figure 3.1.: Overview of the BASE setup. The main experiment is located inside the horizon-
tal bore of a superconducting magnet. Two bath cryostats are located upstream and downstream
of the magnet. The liquid nitrogen stages (LN2) of both cryostats are thermally connected to
the 77K heat shield located inside the magnet (red) by coupling braids. The 77K heat shield is
mounted to the vacuum chambers by means of two labyrinth G10-structures (light green). The
4K stage of the experiment is mounted to the 77K stage by means of two kevlar structures (dark
green, see also Fig. 3.3). The kevlar structures are connected to titanium segments (orange). The
4K stage is thermally connected to the liquid helium stage (LHe) of the cryostats by means of
two heat-conduction rods made from annealed copper (black). These are thermally attached to
the cryostats in a vibration-suppressing way by means of coupling braids (blue). The 4K stage
contains the beam monitor segment (bm), which is used for beam steering [43], the electronics
segment (es) compromising the image current detection systems and cryogenic filters [84], and
the indium-sealed trap in which the multi-Penning trap electrode system is located. The exper-
iment side from which antiprotons are loaded is called “upstream” and shown on the left of this
figure. This figure is adapted from [43]. In this drawing, the upgrades made during summer 2018
are already depicted, which will be discussed in detail in Sec. 3.2.
the experiment assembly, the trap can is pumped to pressures of order 10−7 mbar, and
pinched-off afterwards [43]. In this way, residual background pressures below the level
of 10−18 mbar are achieved after the experiment is pumped and cooled down to 4K
[48]. Inside the trap can, a stack of cylindrical gold-plated OFHC electrodes separated
by sapphire spacers is placed, which realize the multi-Penning trap system shown in




We observed a strong scaling of the measured cyclotron frequency scatter as a function
of time passed after the last filling of cryoliquids (see Fig. 3.2 (a)). When evaluating
the pressure on the liquid helium recovery line connected to the experiment cryostat,
a characteristic scaling of pressure fluctuations over time is observed (see Fig. 3.2 (b)).
The pressure fluctuations are strongly increased shortly after filling and then relax over
time, which is the same pattern as seen in the frequency fluctuation scaling over time.
We interpret this being a result of the boiling liquid helium that generates pressure
fluctuations, which are stronger if the cryostat gas volume is smaller. These pressure
fluctuations likely induced vibrations that were directly translated onto the experimental
4K stage as the 4K stage was mounted directly onto the cryostat. Consequently, the
support of the 4K stage was revised in order to decouple the experiment from cryostat
vibrations, and in addition much care was taken in reducing the heat load on the 4K
stage to reduce the evaporation rate. The apparatus revisions and upgrades discussed
in the section were mostly developed and implemented in collaborative efforts of Stefan
Ulmer and the author. After implementation of the discussed upgrades, no scaling in
cyclotron frequency scatter over time was observed anymore.
3.2.1. Revisions on the cryogenic stage
The most important revision was the newly constructed kevlar support structure in order
to mechanically mount the 4K-stage to the vacuum chambers, which are mounted to
the magnet. The revised cryo-mechanical setup incorporating the kevlar structure is
schematically depicted in Fig. 3.1. Pictures of the kevlar structure are shown in Fig. 3.3.
Three threaded rods are connected to each end of the cryogenic stage. These rods are
connected to the 77K heat shield by means of kevlar slings. Each sling is guided through
the axial hole of a brass screw located on the outside of the heat shield. The slings are
tensioned by pushing the screws outwards.
New titanium segments with reduced diameter and shorter length were constructed
(right picture in Fig. 3.3). Three threaded rods are connected to the titanium support
structure. We then used kevlar slings wound around a single rod each to mount the
support structure inside the 77K shield (left and central picture in Fig. 3.3). Tension
in the kevlar structure was generated by drilling a hole along the screw axis into brass
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Figure 3.2.: Cyclotron frequency scatter for different experimental campaigns, and cryostat
pressure fluctuation as a function of time. Left: The cyclotron frequency scatter measured in
the 2017 sideband run (black), in 2018 peak run (red), and in the 2019 sideband run (blue).
For comparison, the cyclotron frequency scatter during the first q/m measurement of the BASE
collaboration in 2014 [39] was 5.6(2) p.p.b. In 2017, we observed a strong scaling of cyclotron
frequency scatter as a function of the cryostat filling level/the time since the latest filling of cry-
oliquids. This was interpreted as being correlated to pressure fluctuations in the liquid helium
vessels (right plot), which are strongly increased shortly after each filling cycle and subsequently
relax, as is repeatedly observed during many filling cycles. These pressure fluctuation induced
vibrations translated directly onto the experiment 4K stage in the old setup. After the modifi-
cations described in Sec. 3.2.1, we did not observe a frequency scaling as a function of cryoliquid
level any more. During the peak run (see Sec. 7.2.3) and the phase methods run (see Sec. 9.8.3),
we observed shot-to-shot scatter values of around 800 p.p.t. (peak run, active self shielding coil
system (SSC)), 500 p.p.t. (peak run, quenched SSCs), and 280(20) p.p.t. (phase run, quenched
SSCs). The direct methods of measuring the cyclotron frequency are not limited by axial fit
scatter unlike the sideband method and are therefor able to achieve much lower scatter values.
However, under the experimental conditions of the 2017 sideband campaign, the quoted peak
and phase scatter values are not achievable.
screws, guiding the fiber through the hole, and moving the screw away from the 77 K
heat shield by means of nuts (left and central picture in Fig. 3.3). The 77K shield is
anchored against the vacuum chambers by means of the G10 structure schematically
depicted in Fig. 3.1. Consequently, also the 4K stage is mechanically anchored against
the vacuum chambers, that are not exposed to cryostat vibrations. In order to decouple
the 4K stage from vibrations translated via the thermal coupling braids, we replaced
the original stiff copper braids with much more flexible braids, which connect the heat
conduction rod with the cryostat 4K stage (see Fig. 3.1). A benefit of using kevlar fiber
is the very low heat conductivity and the small related heat input onto the 4K stage.
In addition, the thermal expansion of kevlar is low, which is of benefit for the tension in
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Figure 3.3.: Photographies of the novel kevlar support structure mounting the 4K stage onto
the 77K heat shield. The newly designed titanium segments (right) at reduced diameter are held
by kevlar strings (center and left). The kevlar strings are tensioned by pushing the brass screws
outwards by adjusting the respective nuts (left).
the kevlar strings once cooled down to cryogenic temperatures.
We also revised the experiment in order to minimize the heat load. To this end, we closed
any window from the 4K stage to the 300K stage by implementing additional small heat
shields, and by constructing new filter boards at 77K, where the input and output of
the filters lay on opposite sides of the board, such that the filter boards itself act as heat
shields. A slight improvement in heat load was gained by reducing the surface of the
titanium support structure by decreasing the outer diameter from 940mm to 820mm in
the new construction (Fig. 3.3). In the 2019 II run, we also closed the beam port window
in the 77K shield through which the antiprotons are injected into the apparatus, as the
AD was in its long shutdown 2 (LS2), and measurements were exclusively performed with
protons. The beam port closure reduced the heat load on the 4K stage from 340mW to
210mW, while the other developed modifications decreased the heat load from 740mW
to 340mW.
3.2.2. Experimental frame
The AD hall features an air conditioning system that manages to keep the hall temper-
ature stable to about 1K to 2K peak-to-peak during the course of a day. Especially
during times of the year when a strong temperature gradient between day time and
night time is observed (spring and autumn), we observed strong temperature drifts in
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Figure 3.4.: Comparing the long-term cyclotron stability before and after the installation of
passive thermal shielding of the experimental zone, which is denoted as “experimental frame”.
The cyclotron frequency is plotted in blue, the zone temperature is multiplied by −1 and an
additional factor specified in the respective legends. An offset was added to the temperature
data, and the temperature data were shifted in time (see legends) in order to match the cyclotron
frequency pattern. A clear correlation between cyclotron frequency and temperature is observed
prior and after the frame installation. The frame clearly smooths ambient changes. The peak-to-
peak temperature fluctuation is decreased from 1.5K to about 300mK, in cyclotron peak-to-peak
fluctuation we observe a similar decrease from 6.8Hz to 1.2Hz across the course of 24 hours.
conditioning control system are observed. As we observed clear correlations between
changes in ambient temperature and long-term cyclotron frequency drifts, we imple-
mented a thermal shielding of the entire experiment, which is herein referred to as
“frame”. In addition to suppressing temperature changes, the micro-climate generated
by the experimental frame also smoothened external temperature changes experienced
by the experiment. Note that no active stabilization has been implemented at BASE
yet, but the existence of the experimental frame generally allows to do so. The BASE
experimental zone top was covered by of a robust plastic tent already during the PhD
work of James Harrington-Brydges [52]. In 2019, we then constructed a dedicated frame
out of ITEM profiles inside the experimental zone, which also featured a platform for the
LHe cryostat. Standard insulation plates made of polystyrene with a thickness about
40mm purchased at a hardware store nearby were attached to the ITEM profiles. After
the frame was implemented, we observed a significant decrease in cyclotron frequency




The revisions on the 4K and the 77K stage of the experiment resulted in significant
improvements of the heat load on the 4K stage, and in much higher cyclotron frequency
stabilities. The results on the heat load are summarized in Tab. 3.1. After the major
revision in 2018 outlined in Sec. 3.2.1,we observed a standing time of about 100 h, cor-
responding to a heat load of 500mW on the 4K stage, compared to 56 h and 900mW in
the setup used between 2015 and 2018. From independent measurements, the cryostats
are known to consume about 80mW each. The cryogenic amplifiers used in the image
current detection systems consume in total about 40mW, the experiment wiring is ex-
pected to contribute about 15mW, which gives a residual heat load of 685mW in 2018
and 285mW in the 2019 I run. The experiment was warmed up during the summer
2019, and the beam port hole in the 77K heat shield was closed. In the subsequent
run, the residual heat load decreased to 155mW, which emphases the importance of
closing all windows between the 4K stage and the 300K stage. The residual heat load
is attributed to thermal radiation. From the surface of the 4K stage and the Stefan-
Boltzmann law, an impact of 2.95W would be expected if the surface emittance were
ε = 1. Consequently, an emittance ε of about ε = 0.05 is obtained, which is within
the range of emissivity values typically observed for multilayer insulation. After each
cryoliquid filling, the experiment needs to re-thermalize for several hours, during which
no meaningful measurements can be conducted. Therefore, an increased standing time
allows for less frequent filling and therefore more data sampling.
Compared to the 2017/2018 run, the LHe standing time is increased by a factor of
more than two. Compared to the first experimental run of BASE in 2014, the standing
time is even increased by a factor of more than four. This 2014 run was conducted
with the first experimental setup of BASE, featuring for instance a significantly longer
magnet (1150mm compared to 998.5mm). The temperature of the 4K stage in 2019
decreased significantly compared to the 2018 state prior to the experimental revision by
about 700mK, which is line with the linear relation between heat load and experiment
temperature, dT4K/dPHL = 1.38K/W, as obtained from Tab. 3.1.
Re-examining Fig. 3.2 (a), we note that the time dependency of the cyclotron frequency
scatter is not present in the 2018 peak run (Sec. 7.2 and especially Sec. 7.2.3) and the
2019 sideband run (Chap. 8) anymore, compared to the 2017 sideband run. The 2019
sideband scatter is now constantly given by the minimum value of sideband scatter that
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measured quantity 2014 2015/2018 2019 I 2019 II
standing time 30 h 56 h 100 h 135 h
power consumption 1680mW 900mW 500mW 370mW
cryo background (mW) 160mW 160mW 160mW 160mW
heat load on the 4K stage 1520mW 740mW 340mW 210mW
radiation heat load 1465mW 685mW 285mW 155mW
experiment temperature 6.5K 5.5K 4.9K 4.8K
Table 3.1.: Cryogenic performance of different experimental campaigns. The 2014 and the
2015 data differ as the setup was revised by for instance implementing a shorter superconducting
magnet. Between 2018 and 2019, the upgrades described in Sec. 3.2 were performed. These
upgrades decreased the heat load on the 4K stage by about 400mW. Between the 2019 I run
and the 2019 II run, the beam port hole in the 77K heat shield was closed, which lead to an
additional decrease in heat load of 130mW. The cryo background specifies the power consumption
of each cryostat without heat load, which was measured independently and is of order 80mW
per cryostat. The cryogenic amplifiers of the image current detection circuits contribute about
40mW of heat load, the heat load of the experiment wiring is assumed to be around 15mW.
The remaining heat load is attributed to thermal radiation. The temperature of the 4K stage
decreased in accordance with the reduced heat load.
could be achieved in 2017. When examining the axial frequency scatter as done in
Sec. 8.6, it can be shown that the sideband method in 2019 was entirely limited due to
axial frequency scatter.
The direct methods of measuring the cyclotron frequency such as peak and phase meth-
ods are not limited by the axial frequency resolution, and thus enable significantly better
frequency scatter values. During the peak methods run (Sec. 7.2), we obtain a cyclotron
frequency scatter of around 800 p.p.t. for active self shielding coils (SSCs) [85], and
around 500 p.p.t. for quenched SSCs (the effect of the SSC status onto the cyclotron
frequency is discussed in Sec. 7.2.3 and Sec. 9.8.2 in detail). During the phase methods
run in 2019 (Chap. 9), we even achieved a shot-to-shot frequency scatter of 280(20) p.p.t.
(Sec. 9.8.3) at a longer measurement time of tcyc = 265 s.
It cannot be stressed enough that these significant improvements in frequency scatter by
about a factor of 6 (if the longer cycle time is considered) could have not been achieved
under the experimental conditions from 2017, as the frequency scatter was limited by
the apparatus performance in 2017. Both, the improved short-term stability through the
vibration-decoupling of the 4K stage, and the improved long-term stability, which was
facilitated by the experimental frame, enabled together the substantial progress made
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during the implementation of phase methods, which is described in Chap. 9.
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the antiproton magnetic mo-
ment
In 2014, BASE conducted its first beamtime, during which the antiproton charge-to-mass
ratio was measured with an unprecedented precision of 69 parts per trillion, constitut-
ing the most stringent test of CPT invariance in the baryonic sector at that time [39].
In the second operational beamtime in 2015, BASE performed spin state analysis for
the first time using the analysis trap. Due to the excellent experimental progress, the
experimental campaign was extended until December 21st 2016. During this campaign,
several milestone measurements were conducted, such as the first measurement of the
antiproton magnetic moment performed by the BASE collaboration with a fractional
uncertainty of 0.8 p.p.b. [38], the first non-destructive resolution of individual antipro-
ton spin transitions [47], the direct measurement of the antiproton lifetime [48], and the
to-date most precise measurement of the antiproton magnetic moment with a fractional
uncertainty of 1.5p.p.b. [28], which improved the previous measurement by a factor of
more than 300 in uncertainty [38]. Later on carried out analyses of this dataset also
yielded the lowest heating rates ever measured in an ion trap [51] (see Chapter 5), and
the first constraints on the interaction of antiprotons with axion-like dark matter [50].
Apart from [51], the author’s contribution to the above mentioned achievements was of
collaborative nature, as a member of the team maintaining the apparatus. Therefore,
these research results shall only be briefly discussed here, but will not be part of the
main focus of this thesis.
Essential parts of the experimental setup used during the 2015/2016 run are depicted
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Figure 4.1.: Experimental setup used in the 2015/2016 measurement campaign. The Penning
traps are mounted inside the horizontal bore of a superconducting magnet (not shown) at a
magnetic field of B0 = 1.945T. The trap stack consists of gold plated OFHC electrodes (golden)
separated by sapphire spacers (white). Antiprotons are injected into the trap stack coming from
the Antiproton Decelerator [32] after having passed a degrader (not depicted) [43]. Electron
cooling [86] is facilitated by means of an electron gun located downstream (not depicted). A clean
cloud of cold antiprotons is prepared following the procedures explained in [43, 84, 33, 87, 86].
Single antiprotons are subsequently extracted from the reservoir trap (RT) [49] and individually
shuttled to the precision trap (PT) and the analysis trap (AT). For the measurement of the
antiproton magnetic moment gp̄ [28], one antiproton (red) is used for the cyclotron frequency
determination, and a second antiproton (blue) is used for measuring the Larmor frequency. The
analysis trap is equipped with a magnetic inhomogeneity B2 ≈ 272(12) kTm−2, often referred to
as “magnetic bottle”. The magnetic bottle allows to apply the continuous Stern-Gerlach effect to
conduct spin state analysis [79, 80, 47]. All traps are connected to highly sensitive axial detection
systems [76] used for multiple purposes, such as reservoir monitoring (RT), measurements of mode
frequencies (PT, AT), and mode thermalization (all traps). All traps are equipped with radio
frequency lines used for particle manipulation (not shown for the RT). Figure is taken from [38].
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in Fig. 4.1. In total, three Penning traps were operated (reservoir trap, precision trap,
analysis trap). All traps are equipped with superconducting detection systems used for
measuring the axial motion [76]. In the precision trap, also a cyclotron detector is lo-
cated [88]. The reservoir trap [49] is used for storage of a cold and clean reservoir of
antiprotons that is continuously monitored. During the 2015/2016 experimental cam-
paign, the reservoir was stored for in total 405 days (see section 6.3 and Fig. 6.1). The
precision trap is used for particle manipulation and frequency measurements. In the
analysis trap, a magnetic bottle B2 = 272(12) kTm−2 is superimposed, which enables
spin-state determination via application of the continuous Stern-Gerlach effect [79].
The Landé gp̄-factor for the antiproton expresses the antiproton magnetic moment in
units of the nuclear magneton µN and can be expressed as the ratio of cyclotron fre-








The cyclotron frequency is related to the three eigenfrequencies of a charged parti-
cle confined in a Penning trap following the Brown-Gabrielse invariance theorem [69],
ω2c = ω2+ +ω2z +ω2−. It is obtained by measuring the three mode eigenfrequencies, which
is routinely done in Penning trap experiments since many years. The experimental chal-
lenge for directly measuring gp̄ lies within the determination of ωL. To this end, BASE
employs the continuous Stern-Gerlach effect [79], which couples the particle magnetic
moment to the axial motion ωz and thus induces a frequency shift ∆νz depending on
the magnetic moment (see Fig. 4.3 (b))











The Larmor frequency ωL is then measured by irradiating an oscillating magnetic field
at varying frequencies ωrf via a spin-flip coil placed close to the trap electrodes and
recording a resonance spectrum of the Larmor frequency, normalized by interleaved
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as both radial modes are related to magnetic moments ~µ+,− that depend on their
respective quantum numbers n+,−. The related shifts are ∆νz,+ = 62(3)mHz and
∆νz,− = 40(2)µHz. The radial modes are driven by electric field noise SE(ω) present in
the experimental apparatus, leading to nearly undirected random walks with transition
rates ζ+,− [51] (Eq. 5.12):




Note that the transition rates ζ+,− are related to the overlap of the harmonic oscillator
modes and thus scale proportional to the respective quantum numbers n+,−. As the
axial frequency shift corresponding to a change of three quanta in the cyclotron mode
is already larger than the frequency shift caused by a spin transition, 3∆νz,+ > ∆νz,SF,
spin transitions can only be resolved when the transition rates ζ+,− are low. In order
to obtain low transition rates, the electric field noise SE(ω+,−) must be low and the
particles need to be prepared with low radial quantum number n+,−. The antiproton
is prepared in such a state by means of subthermal cooling [89, 90]. A detailed anal-
ysis of the transition rates and the electric field noise SE(ω+,−) in the BASE analysis
trap is given in Chapter 5. For cooling of the magnetron motion, a radio-frequency drive
ωrf = ωz−ω− is applied. The drive couples both modes and leads to an equipopulation of
states, nz = n−, and thus a corresponding mode temperature T− = Tz×ω−/ωz ≈ 35mK.
When the drive is turned off, the particle remains at a particular magnetron energy E−,
where the probability p(E−) for obtaining a particular energy E− is given by a Boltz-
mann distribution, p(E−) ∝ exp (−E−/ (kBT−)). By recording ∆νz for multiple cooling
cycles, a threshold frequency νtr is determined, and a particle below the corresponding
threshold energy E−,tr/kB = 0.7mK is prepared. As applying the same technique to
the cyclotron mode would heat it to T+ = Tz × ω+/ωz ≈ 360K, the cyclotron mode is
instead thermalized by directly coupling the cyclotron motion to the cyclotron detector
with an effective temperature of T+ ≈ 12.8(8)K. The preparation of a cold particle with
E+/kB < 100mK takes on average about ten hours employing this scheme.
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Figure 4.2.: Experimental procedure of the triple trap gp̄-factor measure-
ment. The novel method uses a “cyclotron particle” for measuring the cy-
clotron frequency ωc and a “Larmor particle” for obtaining ωL. The spin
state prior and after applying the spectroscopy drive is determined in the
analysis trap, but all frequencies are measured in the precision trap. When
one particle is brought to the precision trap for measuring either ωc or ωL,
the other particle is transported to the analysis trap or an additional park
trap. The sequence above takes about 900 s. Together with the spin state
initialization (duration about 24min), the full cycles takes on average about
40min. Adapted from [28].
4.1. The triple trap scheme
When measuring the proton magnetic moment by means of the continuous Stern-Gerlach
effect, two firstly counteracting objectives have to be considered: For measuring ωL, a
quadratic magnetic inhomogeneity B2 is inevitably required. For measuring ωc, a highly
homogeneous magnetic field is desired as magnetic field inhomogeneities introduce mode-
energy dependent frequency shifts. For the proton/antiproton magnetic moment, the
attainable fractional uncertainty is limited to the ppm level when measuring ωc in the
presence of B2 [38, 40, 81]. This principal limitation can be overcome by performing
spin state analysis and frequency measurements in two separated traps, of which the
“analysis trap” is equipped with a strong magnetic bottle B2 for spin state detection,
and the magnetically much more homogeneous “precision trap” is used for measuring ωc
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and ωL.
The experimental cycle of our magnetic moment measurement is depicted in Fig. 4.2. In
contrast to the commonly used “double trap technique” [91, 92], where a single particle
is used both for the determination of νL and νc, our novel “triple trap method” or “two
particle method” uses separate particles for the two frequency measurements [28]. This
ingenious trick reduces the average experiment cycle duration from about 10 hours to
about 40minutes: When measuring the cyclotron frequency ω+ by means of the sideband
method [54], the cyclotron motion is thermalized to T+ = Tz × ω+/ωz ≈ 360K. If the
same particle is used for measuring ω+ and ωL, its cyclotron motion has afterwards to
be prepared at subthermal energies E+ < E+,tr = 100mK at every experiment cycle
in order to achieve spin state resolution. The average time needed for preparing a
particle at such a low cyclotron energy is about 10 hours due to the comparable high
effective temperature T+ of our cyclotron detector, while the remaining measurement
cycles consumes only about 40minutes. With the “two particle method”, the Larmor
particle remains at subthermal energies for the full time while the cyclotron frequency is
measured with the cyclotron particle, which results in an average cycle duration of about
40minutes. Also compared to the recent proton measurement [29], where a cyclotron
detector with a lower effective temperature T+ and a higher threshold energy E+,tr is
used, the duration of one experiment cycle is about two times shorter.
At the beginning of each measurement cycle, the spin state of the Larmor particle is
initialized in the analysis trap by inducing spin transitions and measuring differences in
axial frequency, ∆k = νz,k+1 − νz,k. Then, a threshold ∆TH is defined. If |∆k|> ∆TH,
a spin transition is assumed, and consequently the spin state is known from the sign
of ∆k. If a value for ∆TH significantly larger than ∆νz,SF is chosen, the initialization
error Ei for assuming a spin transition when no spin transition occurred, is low. On the
contrary, many real spin transitions would be rejected, which leads to long preparation
times. By assigning ∆TH = 190mHz, we achieve a fidelity of up to 1−Ei > 99.9% with
an average preparation time of about 24min [47].
After that, the Larmor particle is shuttled into the precision trap, where the spectroscopy
drive is applied, and afterwards it is brought back to the analysis trap. Here, the spin
state is determined again. If the final spin state ms,f is the same as the initial state
ms,i, ms,f = ms,i, no spin transition is observed and vice versa. In contrast to the
initialization procedure, the final spin state cannot be determined by inducing multiple
spin transitions and waiting until ∆k > ∆TH is met, as the information about ms,f
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Figure 4.3.: Building blocks of the gp̄-measurement. Left: Cyclotron frequency measurement
by means of the sideband method [54]. The axial (blue) and the sideband spectrum (red) are
recorded successively. Center: Spin state identification sequence. The magnetic bottle induces
an axial frequency shift depending on the spin state. After a spin state transition, a shift in axial
frequency is observed and a spin state can be assigned. The usual initialization sequence takes
about 24min, but a longer sequence is depicted for illustrative purposes. Right: The final Larmor
resonace normalized by the cyclotron frequency ωc. Γ denotes the frequency ratio between the
spectroscopy drive and the cyclotron frequency, ωrf/ωc. Figure is adapted from [50].
would be lost in this way. Instead, a threshold ∆TH ≈ 90 − 100mHz is chosen, which
identifies most of the real spin transitions without mistakenly assigning too many spin
transitions. The error rate ETH for identifying a wrong spin state is further reduced
by inducing multiple spin transitions and considering the conditional probabilities 1. In
the gp̄-factor measurement, we obtained a fidelity 1−ETH between 80% and 90% [28],
while in the best cases, we even realized 1− ETH = 94.2 % [47].
After the initial spin state ms,i is determined, the cyclotron frequency νc is measured
with the cyclotron particle for in total three times by means of the “sideband method”
[54]. To this end, the axial frequency νz is measured (Fig. 4.3 (a), blue). Afterwards, a
coupling drive at ωrf ≈ ω+−ωz is applied and a double dip spectrum is obtained (Fig. 4.3
(a), red). The combined information of these two measurements yields ω+ and ωz and
a sufficiently accurate estimation for ω−, and thus ωc following the invariance theorem
[69]. The cyclotron particle is then shuttled into a park trap, and the Larmor particle
is brought to the precision trap, where the Larmor spectroscopy drive is irradiated.
Afterwards, both particles are brought back into their initial traps, and the cyclotron
frequency is measured again for three times. This procedure allows to average over
temporal drifts of the magnetic field, as the cyclotron frequency during the time of the
1E. g., if the spin flipped downwards in the first attempt, it cannot flip downwards again. Considering
this, the rate of wrongly identified spin transitions is decreased, and thus the error rate is lowered. For
a detailed description, see [47].
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spectroscopy drive has to be obtained for determining the gp̄-factor.
The recorded gp̄-factor resonance is depicted in Fig. 4.3 (c). The fitted line shape is given
by a convolution of the ideal line shape [83] with magnetic field fluctuations. We obtain
(gp̄/2)exp = 2.792 847 345 3(30). (4.6)
The linewidth of 13.3(1.0) p.p.b. is dominated by drive saturation (12.7(1.0) pbb), but
also affected by magnetic field fluctuations (3.9(1) p.p.b.). While the two particle method
profits from the higher sampling rate compared to a double trap measurement, the
fact that two particles are used is a significant drawback, as the axial temperature of
both particles during the spectroscopy drive is not necessarily identical. The dominant
systematic uncertainty of 0.97p.p.b. is given by this effect. The systematic corrections
amount in total to −0.4(1.0)p.p.b., which yields the final result:
gp̄/2 = 2.792 847 344 1(42), (4.7)
which gives an overall improvement of a factor of more than 300 compared to [38] and a
factor of more than 3000 compared to [40] in uncertainty. The BASE sister experiment in
Mainz [80] reported on measuring the proton g-factor gp with an even smaller fractional
uncertainty of 0.3p.p.b. [29] shortly after the antiproton gp̄-factor was published1:
gp/2 = 2.792 847 344 62(82) (4.8)
The combined result
(gp − gp̄)/2 = 5(74)× 10−10 (4.9)
is consistent with CPT invariance at a 95% confidence level.
4.1.1. Limits on CPT-violating SME coefficients
The Standard Model Extension (SME) [93] is an effective field theory that discusses po-
tential CPT-violating effects by introducing CPT-odd operators to the SM Lagrangian.
The SME itself does not suggest certain CPT-violating mechanisms, but allows to derive
limits on CPT-violating coefficients and to compare the sensitivity of different experi-
1To our knowledge, this was the first time that an antimatter quantity was known with lower frac-
tional uncertainty than the corresponding matter counterpart
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ments on antimatter for detecting possible CPT-odd phenomena [41]. The application
of the SME to Penning trap based measurements is outlined in several dedicated publi-
cations, such as [94, 95].
Other collaboration located at the Antiproton Decelerator will place constraints on SME
coefficients in the future. The ALPHA collaboration at CERN for instance performed the
first measurement on the antihydrogen hyperfinestructur in 2017 [96]. Also at CERN,
the ASACUSA collaboration is aiming for a high precision measurement on the anti-
hydrogen hyperfinestructure that will allow to place limits on yet unconstrained SME
coefficients [97, 41]. A significant improvement in measurement precision on the antihy-
drogen hyperfinestructur might in addition allow to improve upon the currently existing
constrains on SME coefficients, depending on the measurement scheme [98].
The subsequent discussion of the SME constraints placed by the BASE collaboration fol-
lows the arguments presented in [95, 84, 75]. By applying Eq. (76) from [95], a difference









































with anomaly frequency ωa = ωL−ωc, and δωa denoting a shift in the anomaly frequency
induced by hypothetical CPT-violating effects, while the cyclotron frequency is to first
order not perturbed by CPT-odd coefficients. The anomaly frequency shifts are given
by [95, 84]:
δωpz = 2b̃xp − 2b̃xxF,pB
δωp̄z = −2b̃∗xp + 2b̃∗zzF,pB,
(4.12)
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SME coefficient old constraints [38] constraints from [28, 29]
|b̃ZF,p| < 2.1× 10−22 GeV < 6.9× 10−25 GeV
|b̃XXF,p + b̃Y YF,p | < 1.2× 10−6 GeV−1 < 3.9× 10−9 GeV−1
|b̃ZZF,p| < 8.8× 10−7 GeV−1 < 3.3× 10−9 GeV−1
|b̃∗ZF,p| < 2.5× 10−22 GeV < 1.3× 10−24 GeV
|b̃∗XXF,p + b̃∗Y YF,p | < 8.3× 10−7 GeV−1 < 2.8× 10−9 GeV−1
|b̃∗ZZF,p | < 3.0× 10−6 GeV−1 < 1.0× 10−8GeV−1
Table 4.1.: SME constraints derived from the recent magnetic moment
measurements [28, 29] in comparison to the old constraints derived based on
the BASE single-trap antiproton g-factor measurement [38]. The respective
limits were improved on by more than two orders of magnitude.
with B denoting the magnetic field strength. Explicit expressions for ∆ωpa and Σωpa are
given in [95], Eq. (65-69),
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∓
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These coefficients dependent on the magnetic field orientation of both experiments with
respect to the local x-axis1 (γC = 120◦, γM = −162◦) and the respective co-latitudes
(γM = 40◦, γC = 44◦). Limits on the SME coefficients are be determined by inserting
Eq. 4.13 into Eq. 4.10, and assuming that all but the respective coefficients are vanish-
ing. The improvements in measurement uncertainty allowed to constrain the respective
CPT-violating SME coefficients more than two orders of magnitude more strictly. The
energy-resolution reached with our experiments is similar to those performed with elec-
tron/positrons and those on the muon magnetic moment, which place limits on the order
of < 10−23 GeV to < 10−24 GeV [30] and between < 7× 10−24 GeV and < 6× 10−25 GeV
[99].
1With γ = 0 corresponding to a southward orientation.
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4.2. Limits on the interaction of antiprotons with axion-like
dark matter
While astrophysical and cosmological observations strongly suggest that about a quarter
of the universe’s total energy content consists of dark matter [13], the microscopic na-
ture of dark matter remains yet unknown. Several candidates for dark matter have been
proposed, such as weakly interacting particles (WIMPs), massive astrophysical compact
halo objects (MACHOs), and axion-like particles [100]. Originally, the axion was pro-
posed as a candidate for resolving the strong CP problem of quantum chromodynamics
[101, 102]. While limits have been placed on the interaction between axion-like particles
and matter particles such as nucleons, electrons, gluons, and photons [103, 104], the
interaction between axion-like particles and antimatter has not been investigated prior
to our research [50]. As CPT-even axion-proton interactions detectable within our mea-
surement resolution would have been discovered in the matter studies already, our study
searched for a CPT-odd effect, which could potentially link baryon asymmetry and dark
matter. The underlying field theory then would necessarily be non-local [105].
According to the model presented in [106], where dark matter consists purely of axion-
like particles, the axions form a coherently oscillating classical wave a = a0 cos (ωat) with
angular frequency ωa given by the axion mass ma, ωa ≈ mac2/~ [107]. Its derivative
couples to spin polarized nucleons and thus induces an energy shift characterized by the




sin(ωat)σp̄ · pa, (4.14)
with Pauli spin-matrix vector σp̄, the momentum vector pa of the axion field relative to
an observer on earth, the axion decay constant fa, and the model dependent dimension-
less parameter Cp̄. For the spin precession, this interaction is the same as one caused
by a time-dependent oscillating (pseudo-)magnetic field, while the cyclotron motion re-
mains unperturbed.




[A cos(Ωsidt+ α) +B] sin(ωat) (4.15)
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Figure 4.4.: Search for an interaction between antiprotons and axion-like dark matter. Left:
Test statistic q(ν) of a multiple hypothesis-test. The red lines denote global confidence intervals
for rejecting the zero-hypothesis, the black lines denote the local confidence intervals. Based
on this data, the existence of an axion-antiproton coupling cannot be confirmed. Right: 95%
confidence exclusion limits on the interaction parameter fa/Cp̄ as a function of the axion mass.
The supernovae data are depicted in gray, our limits are depicted in blue, with the black area
denoting the peak-to-peak difference within one test frequency bin. Taken from [50].
with the average velocity |~va| of the galactic axions respective to the sun, the sidereal
frequency Ωsid, and α,A,B describing the orientation of the experiment relative to the
galactic axion dark-matter flux [109]. ∆ωp̄L(t) contains three frequencies, the axion fre-
quency ωa and the sidebands |ωa ± Ωsid|. The Larmor frequency ωL is instantaneously
probed whenever an ωL-spectroscopy drive is applied during the two-particle method
[50].
In order to determine whether a periodic, time-dependent Larmor frequency shift
∆ωp̄L(t) 6= 0 due to antiproton-axion interactions is observed, a multiple-hypothesis test
with more than 150 000 test frequencies between 5 nHz and 10.49mHz spaced each by
60nHz is performed. Following Wilk’s theorem [110], a global p-value pG = 0.254 for
rejecting the hypothesis ∆ωp̄L(t) = 0 was obtained, which is why the zero-hypothesis of
no antiproton-axion coupling cannot be rejected within this dataset (Fig. 4.4 (a)).
Applying the CLs-method [22], the axion-antiproton coupling coefficient fa/Cp̄ was con-
strained (Fig. 4.4 (b)). As the axion field would produce nearly equal amplitudes at ωa
and both sidebands, all three modes can be used to constrain the interaction. In the
mass range 2×10−23 eVc−2 < 4×10−17 eVc−2, limits between 0.1GeV and 0.6GeV were
placed. The corresponding interaction on matter nucleons could be constrained several
orders more strictly to fa/CN ≈ 104 − 106 GeV for the same mass range, using experi-
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ments on the neutron electric dipole moment [107] and with ultra-low field NMR [111].
However, comparing to the previous best limits on Cp̄ that were based on astrophysi-
cal observations from supernovae1987A [112, 22], our limits are by up to five orders of
magnitude more strict, and constitute the first direct measurement on the interaction
between dark matter and antimatter.
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ing
In the BASE experiment, the measurement of the Larmor frequency ωL and thus the
antiproton magnetic moment gp̄ relies on the unambiguous spin state determination1
by means of the continuous Stern-Gerlach effect [79]. Due to the implementation of a
quadratic magnetic inhomogeneity B2, the particle’s magnetic moment is coupled to the





















with spin quantum number mS = ± 1/2 and radial quantum numbers n+,−. The resolu-
tion of individual spin transitions with high fidelity is impeded by noise-driven quantum
transitions in the radial modes as these also induce frequency shifts. For the BASE setup,
the frequency shift due to one cyclotron quantum jumps is gp̄/2 times smaller than the
frequency shift due to a spin transition, gp̄/2×∆ωz(∆m+ = ±1) ≈ ∆ωz(∆ms = ±1).
As each measurement of ωz with sufficient resolution takes about 60 s, it is of crucial
importance to obtain very low cyclotron transition rates ζ+ of order 1min−1 or better.
In this chapter, the cyclotron mode stability that enabled the to-date most precise mea-
surement of the antiproton magnetic moment gp̄ [28] is characterized and noise sources
are discussed. The basic evaluation concept has already been presented in the author’s
master’s thesis [46], but will be partly repeated here for reasons of completeness. The
main analysis work has however been performed in the framework of this PhD thesis,
1In fact, gp̄ can also be measured by observing spin transitions in a statistical way without de-
termining the spin state, but the achievable fractional precision is then limited to the ppm-level, see
[40, 38].
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which led to a publication in Phys. Rev. Lett. [51]. For self-consistency of this chapter,
aspects already described in [46] will therefore be repeated. Here, an extensive descrip-
tion of the analysis is provided including several aspects which have not been described
previously.
Besides its importance for Penning trap based g-factor measurements, quantum tran-
sitions driven by parasitic radio-frequency noise (i. e. heating rates) are a known and
extensively studied challenge in RF trap experiments [113, 114], as they constitute one
of the main sources of decoherence in such experiments and are among several aspects
that hamper the scalability of multi-ion systems.
When heating rates were first studied in ion traps [115], [113], the observed electric field
noise exceeded the one predicted from know noise sources like technical noise, thermal
noise or blackbody radiation by orders of magnitude, a phenomenon that was then re-
ferred to as anomalous heating [115, 114]. Its origin remains under vivid discussion,
but can for instance be investigated by comparing different experiments with various
distances d between ion and the nearest electrode, and also by varying d directly in situ.
Assuming for instance the presence of electrically oscillating potential patches scattered
across the electrode surface: The electric-far-field of a dipole decreases with d−3 and
its spectral noise density SE(f) with d−6. As the effective area the ion is influenced
by increases with d2 in a planar surface trap, a d−4-scaling would be observed [113].
Due to differences in the experimental setups, such as geometry, fabrication, used trap
materials etcetera, it is difficult to extract a clear scaling ∝ d from comparison plots
of different experiments, but a general scaling of the heating rate ∝ d−β with β > 0
is suggested [114]. In traps with non-planar geometries, β = 3.5(1) [116] and β = 3.1
[117] were measured, in planar traps, β = 3.8(1) [118], β = 3.9(2) [119] and β = 2.6
[120] were observed. The discrepancy in [120] from [118, 119] is explained by the authors
by assuming that the electric field noise on the trap surface is locally correlated with
correlation lengths being not negligible compared to d. This affects the noise scaling in
the multipole expansion above.
In the center of the five-pole Penning trap in a compensated and orthogonal [71] design
used in BASE, the electric field provided by the trap electrodes increases linearly with ρ,
ρ being the distance to the trap axis, or the orbit radius for a trapped particle. Conse-
quently, for typical particle amplitudes that are of relevance here, the electric field noise
SE(ω) caused by trapping voltage noise increases with ρ2.
Using a single antiproton in the BASE analysis trap, we measured the long term stabil-
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ity of the cyclotron mode by means of the continuous Stern-Gerlach effect and obtained
transition rates ζ+ = 6(1) h−1 in the modified cyclotron oscillator [51], which is orders
of magnitude lower than observed in any other ion trap experiment. Our investigations
constitute the first explicit and detailed study of heating rates in a cryogenic Penning
trap. By varying the particle’s magnetron radius ρ− and thus effectively its orbit radius
ρ, we were able to identify electrode voltage noise as the dominant source of electric
field fluctuations for ρ > 6µm. For ρ < 6µm, the scaled electric field noise spectral
density ωSE(ω) is constrained to be at least a factor of 230 lower than reported on in
room-temperature Penning traps [121] and at least a factor of 1800 lower than the low-
est limits reported for Paul traps [122]. The observed transition rates can be related to
residual voltage noise density of SV (ω+) = 225(54)pVHz−1/2 present on each electrode.
The experimental setup is examined in detail, and several sources of SV are discussed.
5.1. Analysis trap setup
The measurements presented here have been performed in the analysis trap setup of
the BASE experiment (see Fig. 5.1). It consists of a cylindrical five-pole Penning trap
in an orthogonal and compensated design [71] located in the horizontal bore of a su-
perconducting magnet. The central ring electrode is made out of a cobalt-iron alloy
generating the strong magnetic inhomogeneity B2 ≈ 300 kT/m2 required for spin state
spectroscopy. A highly-sensitive superconducting image-current detector for the axial
motion is connected to one of the endcap electrodes. Once the trapped antiproton is
tuned into resonance with the detection circuit, the particle reaches a thermal equilib-
rium with the detector and appears as a dip with width δνz in the Fourier transformed
voltage spectrum of the detector (see Fig. 5.1 (b)). The axial oscillation frequency νz is
determined by performing a least squares fit to these spectra. Active electronic feedback
(see Fig. 5.1 (a)) is applied [77, 78] in order to reduce the detector temperature down to
Tz = 1.92(10)K, thereby reducing the dip width to δνz = 2.3(1)Hz and thus decreasing
the fit uncertainty on νz. Accordingly, the quality factor is reduced to Q = 8200(360) at
a signal-to noise ratio SNR ≈ 14.6(3) dB and an effective parallel resistance of the detec-
tor is given by Rp = 95(4)MΩ. For the preparation of the cyclotron mode by means of
subthermal cooling [89], the cyclotron motion is thermalized using the cyclotron detector
located in the precision trap, with an effective parallel resistance of Rp,+,PT ≈ 135 kΩ,
and a cooling time constant of t+,PT = 210 s. The properties of the analysis trap and of
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Figure 5.1.: Setup of the BASE analysis trap. The trap electrodes (golden/brown) with an
inner diameter of 3.6mm are displayed on the left, separated by sapphire spacers (blue). The
central ring electrode, made out of cobalt-iron alloy, realizes the magnetic bottle B2 ≈ 300 kT/m2
needed for the application of the continuous Stern-Gerlach effect [79]. The ultra-stable voltage
source (Stahl electronics UM 1-14) provides the trap voltages that are filtered by multistage
low-pass filters. The voltage applied to the central electrode is simultaneously recorded with a
Fluke F8505A voltmeter in order to correct the measured axial frequency νz for voltage fluctua-
tions. The axial frequency is measured by means of a feedback-cooled (a) [77, 78] image current
detection system (blue) [57] connected to an endcap electrode. The axial frequency is obtained
from the fast Fourier-transformed detector spectrum (b) measured by a Stanford Research SR780
signal analyzer. For particle manipulation, a Rohde&Schwarz SMB 100A frequency generator
connected to high order low-pass and band-pass filters is used (c).
the precision trap cyclotron detector are summarized in Tab. 5.1
5.2. Perturbation theory
A theoretical model which discusses quantum transition rates induced by electrical field
noise has been constructed [123] using perturbation theory in the interaction picture
ν+ νz Rp,z δνz SNR Rp,+,PT t+,PT
17.8MHz 674 856Hz 95(4)MΩ 2.3(1)Hz 14.6(3) dB 135 kΩ 210 s
Table 5.1.: Parameters of the BASE analysis trap and the precision trap
cyclotron detector.
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[124]. The Hamiltonian is described as
Ĥ = Ĥ0 + V̂ (t), (5.2)
where Ĥ0 is the time independent Penning trap Hamiltonian, the time-dependent per-
turbing potential 〈V̂ (t)〉 is small compared to 〈Ĥ0〉 and 〈V̂ (t)〉 = 0 for t ≤ t0. In the




|ψ, t〉I = −Ĥ0 |ψ, t〉I + e
iĤ0t/~
[
Ĥ0 + V̂ (t)
]
|ψ, t〉 (5.3)
The time evolution of the initial state |ψ, t〉 = exp(−iH0t/~) |i〉 = |i〉I is derived using a
recursive treatment. The index I denotes the vector in the interaction picture. For first
order transitions, it is given by




dt′V̂I(t′) |i〉 . (5.4)
The transition probability pi→f is calculated accordingly,






′/~ 〈f | V̂ (t′) |i〉
∣∣∣∣2 . (5.5)
The perturbation operator V̂ is expanded in a Taylor series as electric field noise might
be present in terms of zero-th order field noise, gradient field noise, and higher order
field noise,
V̂ (t, x) = q
(






















with ωm denoting the frequency of the considered mode m. The averaging time T is
short compared to the time scale over which the level population changes, but it is large
compared to the correlation time of the electric field noise Ei. Therefore it is justified
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′ 〈E0(t)E0(t+ t′)〉 .
(5.8)
A more detailed derivation of this equation is given in App.C. Following the convention
from [125], we now introduce the power spectral density SE(ω) given by the Fourier




























As Γn→n±1 scales proportional to n, it is of utmost importance to prepare a particle in
a state with a low cyclotron quantum number in order to resolve spin transitions [72].
For particles in the ground state, n = 0, we obtain the standard heating rate formula
[113, 114]:




While most ion traps measuring heating rates operate with particles in the motional
ground state, this regime is inaccessible without introducing laser cooling to the Penning
trap. Instead, for n  0, the rates for increase and decrease in n are nearly identical,
Γ+ = Γn→n+1 ≈ Γn→n−1 = Γ−, which results in a mostly undirected random walk with
transition rate ζ, which can be interpreted as a diffusion constant. This behavior is
shown in Fig. 5.2. ζ is given by the sum of the rates for increase Γ+ and decrease Γ−:
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Figure 5.2.: Random walk simulation for an antiproton with an initial
cyclotron quantum number n+(0) = 100, and an electric field noise SE(ω+) =
7.5× 10−20 V2m−2Hz−1. The blue dots represent the mean quantum number
n̄+(t) after evolution time t, the red dots indicate the corresponding standard
deviation σ(n+(t)) denoted by the error bars. The solid black line shows the
predicted heating rate ˙̄+n, while the dashed black lines denoted a ∝
√
t-fit to
the standard deviations. The light dots indicate the random walks used for
this simulation, with transition rate Γ+ for the transitions n+ → n+ + 1, and
Γ+ for n+ → n+ − 1. The transition rate ζ+ = Γ+ + Γ− can be interpreted
as a diffusion constant.
The increase in average quantum number ˙̄n is again given by




which agrees with Eq. 5.11. This brings us to the relation
˙̄n = Γ+ − Γ−Γ+ + Γ−
ζ = (n+ 1)− (n)2n+ 1 ζ ≈
ζ
2n. (5.14)
One mechanism how electric field noise in the trap can be generated is due to trap
voltage fluctuations. The trap voltages Vm relate linearly to radial and axial electric
field components Ei,ρ(ρ, z, t), Ei,z(ρ, z, t) of order i, which can be expressed [123] as
follows :


































Figure 5.3.: λ coefficients for first order radial heating at different particle radii ρ. m is the
electrode number, due to the symmetrical electrode design the λ coefficients for the correction
electrodes and for the end caps are identical respectively. Due to the orthogonal design, the
correction electrode noise λ0,ρ,2 plays a minor role. The λ coefficients are calculated for z=0, at an
axial temperature of 1.92K the end cap contributions λ0,ρ,1 and the ring electrode contributions
λ0,ρ,3 vary by less then 1%, the correction electrode contribution λ0,ρ,2 by less then 4%. The
nearly linear relation between particle radius and λ coefficients is displayed on the right.
The coefficients λi,ρ,m(ρ0, z0, t) are defined by the electrostatic properties of the trap
potential Φ(ρ, z), assuming a voltage of Vm = 1V is applied to the m-th electrode, while
the remaining electrodes are set to 0V:






Thus, the electric field noise autocorrelation function is rewritten:








Now, the first order radial electric field noise SE,0,ρ(ω, ρ, z) is expressed in terms of the
voltage noise:
SE,0,ρ(ω, ρ, z) =
5∑
m=1
(λ0,ρ,m(ρ, z))2 〈Vm(t)Vm(t+ t′)〉 (5.18)
Discriminating between noise on different trap electrodes is experimentally very difficult.
However, by assuming identical voltage noise on each electrode 〈Vm(t)Vm(t+ t′)〉 = SV ,
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we can compute an average voltage noise density:
SE,0,ρ(ω, ρ, z) = SV (ω)
5∑
m=1
(λ0,ρ,m(ρ, z))2 = SV (ω)Λ2, (5.19)
where 1/Λ can be understood as a trap specific length. As a result of this discussion we
eventually obtain the relation between the radial transition rates and voltage noise by





5.3. Differential Allan deviation as a measure of absolute
transition rates
The Allan deviation [126] is a well-known quantity to describe frequency stability as a
function of averaging time. It can be understood as the moving the standard deviation
σν(τ) of frequency differences ν̄i − ν̄i+1, where ν̄ is averaged over time τ . At BASE, we
use a quantity that is sligthly adapted to the Allan deviation [126], and will be referred






(ν̄j,i − ν̄j,i+1)2 , (5.21)








Note that these averages are overlapping. Naturally, the averaging time of ν̄j,i is j × τ ,
where τ is the averaging time for each frequency measurement. From the time dependent
scaling, dominant noise contributions and other information such as the most appropriate
averaging time can be derived. For the differential axial frequency Allan deviation in
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Figure 5.4.: Transition rate determination for simulated and measured data. (a) depicts dif-
ferential Allan deviations from simulated frequency random walks scaled by the corresponding
factors according to Eq. 5.23. The blue points represent the differential Allan deviation of a set
of axial frequencies, where after 49 s a jump by ∆νz = 1Hz with a probability of 49/3600 ≈ 1.3 %
occurs. For the yellow points, ∆ν = 40 × 10−6, the ADEV is multiplied by 1/(∆ν) in order to
display the ADEVs in the same plot. Same for the green dots, where the transition rate is var-
ied. Since the three simulations agree within their respective uncertainties, our model Eq. 5.23
is confirmed.
(b) Displays the axial frequency stability analysis for a particle at low cyclotron quantum num-
ber n+ and low absolute transition rates ζ+. To this end, 900 frequency measurements were
conducted over 12 h. The differential Allan deviation σνz (τ) is displayed in blue. Frequency
measurement noise (FFT, dark red squares) and voltage fluctuations (dark red triangles) con-
tribute to the observed frequency instability. Contributions from a simulated random walk of
the cyclotron energy are displayed in orange. The dashed black line is given by the sum of
random walk, FFT, and voltage contributions. For τ > 250 s, the differential Allan deviation
is dominated by random walks. Transition rate uncertainties are extracted from the differential
Allan deviation uncertainty.
∆+,− denote the change in axial frequency ∆νz, when the respective quantum number
changes by one. Ξ2Back denotes background noise contributions, such as voltage drifts
σV (τ) leading to frequency drifts and the fit/readout noise denoted by σFFT(τ). σFFT(τ)










σFFT depends on the signal-to-noise ratio SNR (dBV), the dip width δνz and the aver-
aging time, but these parameters do not change over time and especially do not shift
the measured frequency. Therefore, σFFT decreases as the averaging time increases and
becomes negligible for reasonably short averaging times τ . σV (τ) is constrained by
simultaneously recording the voltage Vr applied to the central ring electrode with an
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independent high precision reference voltmeter (Fluke 8505a) (compare Fig. 5.1) and
correcting the axial frequencies accordingly. However, it is observed that σνz is only
decreased for some data sets when νz is corrected for voltage fluctuations, while for
some other data sets, σνz is even very slightly increased. This means that the voltage
fluctuations are at the same order of magnitude as the FLUKE readout precision, and it
is not possible to entirely remove the impact of voltage fluctuations on σνz . When ΞBack
becomes small, σνz is dominated by the transition rate effects and a σνz ∝
√
τ -scaling is
observed for sufficiently long averaging times. Later on, it will be shown that the impact
of the magnetron random walk ζ− is negligible compared to the cyclotron random walk
ζ+. At low background noise ΞBack, Eq. 5.23 may be written as
σνz (τ) = A×
√
τ∆2+ζ+, (5.25)
By simulating a large number of random walks, A ≈ 0.013713 is extracted. Consequently,
∆2+ζ+ is obtained by performing
√
τ -fits on the differential Allan deviations that are
corrected by the effect of frequency readout noise and partly by the effect of voltage
fluctuations.
5.4. Measurement procedure
Throughout the preparation and the measurement, the axial motion of the particle is in
thermal equilibrium with the feedback cooled [77, 78] axial detector at Tz ≈ 1.92(10)K,
which corresponds to an rms axial amplitude of 30(1)µm. In oder to obtain low absolute
transition rates ζ+,−, a particle was prepared at low radial quantum number n+, n− by
means of subthermal cooling [89, 90]. The magnetron motion is coupled to the axial
motion by applying a radio frequency drive with ωrf ≈ ωz − ω−, which leads to equal
population of both states, nz = n−, and thus T− = Tz × ω−/ωz ≈ 35mK. When the
coupling drive is turned off, the magnetron energy E− remains at one particular energy
following the Boltzmann-statistics, p(E−) ∝ exp (−E−/(kBT−)). In the magnetic bottle
B2, the magnetron energy E− induces a shift ∆νz = νz,E− − νz,0 of the axial frequency













5. Measurement of motional heating
∆νz is measured for a certain number of times, usually about 50 times. Afterwards, the
lowest measured frequency is defined to be the threshold frequency νz,tr. The threshold





× e−E−/(kBT−) != 1/50⇒ Etr = 0.7(7)mK, (5.27)
which corresponds to a frequency shift ∆νz = 0.48(48)mHz. A particle is considered
to be cold, when its axial frequency is less then νacc = 500mHz higher than νmin, this










= 2.7+1.3−2.7 µm⇒ E−/kB = 4.0
+4.7
−4.0 mK, (5.28)
where the lower bound is given by the lower bound of ∆νz, and the upper bound is given
by the sum of νacc and the upper bound of ∆νz.
Subthermal cooling of the cyclotron motion is carried out in a similar way. However,
if we would thermalize the cyclotron mode by irradiating the corresponding sideband
ωrf = ω+ − ωz, we would obtain a cyclotron temperature T+ = Tz × ω+/ωz ≈ 53K in
the analysis trap1 and about 360K in the precision trap. Instead, we use the cyclotron
detector with T+ = 12.8K located in the precision trap to thermalize the cyclotron
motion, with an effective parallel resistance Rp ≈ 135 kΩ and thermalization time con-
stant τ+ ≈ 209 s. After thermalization in the PT, the particle is then shuttled into the
AT, where the axial frequency is measured, and afterwards shuttled back to the PT,
where it again thermalizes. Repeating the procedure for many times allows to obtain
the “cyclotron cut” νz,E+=0 sufficiently accurate to select a cold particle, similarly to
the method described before for cooling the magnetron motion. Typically, we prepare
a particle with a cyclotron energy E+/kB ≈ 50mK, corresponding to ρ+ = 0.25µm,
within a preparation time of on average about 10 h.
When the data showing the first resolved single spin transitions on individual antipro-
tons [47] were recorded, pure axial frequency measurements were also carried out in
the analysis trap for several days in order to characterize the background stability of
our experiment (see Fig. 5.5). The particle was initially prepared with subthermal cy-
clotron and magnetron energies. Afterwards, we obtained very satisfying stabilities with
1In fact, due to the magnetic bottle B2 and axial frequency shifts related to the cyclotron energy, it
would be virtually impossible to cool the cyclotron motion in the analysis trap.
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Figure 5.5.: Four different sets of axial frequency data showing ultra-low cyclotron transition
rates. (a) depicts the axial frequencies corrected for voltage fluctuations. (b) shows the respective
differential Allan deviations fitted with a function ∝
√
τ , τ being the respective averaging time.
(c) shows the cyclotron transition rates ζ+ per hour, which are on the order 6(1) per hour. It
should be kept in mind that the cyclotron quantum number is changing during the measurements
and thus also ζ+ is subject to change. The stability shown here is exceptional for ion trap
experiments and will be discussed further below in the text.
transition rates ζ+ < 10h−1 for several days without the need to prepare n+ again in
a subthermal state. Occasionally, the magnetron motion was rethermalized. An upper
bound for the cyclotron transition rate ζ+ can be determined in an unambiguous way
following the model described above (compare Fig. 5.5). It is naturally more difficult to
estimate the cyclotron quantum number n+ needed in order to compute the spectral field
noise density SE(ω+), given that the particle experienced random walks in cyclotron for
several days. Lacking a method to prepare the particle deterministically in a specific
state or even in the ground state, we instead referred to the axial frequency evolution
over several days. By comparing the average axial frequency during a heating rate mea-
surement with the lowest axial frequency recorded closely before or after, the shift in
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cyclotron quantum number between these two points in time is extracted:











∆n+ now gives us a conservative lower bound for n+, and thus allows to determine
an upper bound for SE(ω+) following Eq. 5.12. For n+ < 117 and n+ < 9, we ob-
served transition rates ζ+ = 19.6(9)h−1 and ζ+ = 5.5(1)h−1, leading to ω+SE(ω+) ≤
8.8+4.0−3.2 × 10−12V2m−2Hz−1 and ω+SE(ω+) ≤ 3.1(6)× 10−11V2m−2Hz−1.
In this context, it is important to note that n+ is likely to be significantly larger than
indicated by the lower bounds, which would result in lower upper bounds for SE(ω+).
Also, in the model presented here, we account for axial frequency fluctuations arising
from FFT averaging/fitting and from voltage noise, but not from other sources of long-
term instability (see Eq. 5.23). The assumption that cyclotron transition rates can be
accounted for most of differential axial frequency Allan deviation is supported by the
∝
√
τ -behavior of σνz (τ), but σνz (τ) might also be affected by parameters like the change
in ambient temperature (day/night fluctuations, operation of AD hall air conditioning
system, change in cryoliquid levels, change in cryostat pressures, and many more). These
processes often relate to frequency changes in a non-linear way, and are hard to be in-
cluded in a reliable model. The neglection of these effects leads to a systematic over-
estimation of the upper limit on transition rates and electric field noise. We consider
our method of extracting absolute transition rates ζ+ and subsequently ω+ × SE(ω+)
to be conservative and to provide robust upper limits for the scaled electric field noise
observed.
5.5. Magnetron-radius dependent heating rate measurement
In order to further investigate the origin of the electric field noise, we measured tran-
sition rates ζ+(ρ−) as a function of the magnetron radius. To this end, we excited the
magnetron radius to by applying the subthermal cooling scheme, but selecting various
states on the thermal distribution with 6µm ≤ ρ− ≤ 65µm corresponding to magnetron
energies 20mK ≤ E−/kB ≤ 2.3K. The results of our measurement are depicted in
Fig. 5.6. We observe a linear increase in the differential Allan deviation with magnetron
radius ρ−, σνz ∝ ρ− (b). Due to the low cyclotron quantum number n+, the effective
particle orbit at which the particle samples magnetic field noise is given by the mag-
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Figure 5.6.: Results of frequency stability measurements for particles at
different magnetron radii ρ−. (a) Square root of the calculated electrode
voltage spectral noise density SV . The extracted voltage fluctuation SV (ω+)
(black lines) is constant for 6µm ≤ ρ− ≤ 65µm, confirming that this mecha-
nism can be regarded as dominant source of electric-field fluctuations in the
trap. (b) Measured differential Allan deviation σνz (τ) of the axial frequency
for an averaging time of τ = 250 s. The linear increase of σνz (τ) is in good
agreement with cyclotron transition rates driven by trapping voltage fluctu-
ations. The black lines denotes calculated values for σνz (τ) assuming the
constant trap voltage density SV extracted from (a).
netron radius, ρ ≈ ρ−. A linear increase in σνz corresponds to a quadratic increase in ζ+,
σνz ∝ ζ2+ (see Eq. 5.23). Recalling Eq. 5.20, this can be explained by assuming electrode





since Λ ∝ ρ (see Eq. 5.19). If the magnetron walk ζ− would be dominant, however, we
would in addition to the SE(ω−) ∝ ρ2-scaling also observe an additional factor n− ∝ ρ2−,
leading to ζ− ∝ ρ4 ⇒ σνz ∝ ρ2. A dominant ζ− ∝ ρ2-scaling could also be explained
by assuming that magnetron transition rates are generally dominant and in addition
independent from electrode voltage fluctuations, but triggered by a different effect. This
possibility is ruled out from our measurement campaign on the antiproton magnetic
moment [28], where subthermal cooling of n+ is an essential prerequisite for resolving
individual spin transitions, which confirms that ζ+ is dominant compared to ζ− at the
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typical low radial energies.
It has been reported that anomalous heating scales roughly ∝ d−β with d being the
electrode ion-distance, and β being in the range from 2.6 − 4 [114], [116, 117, 118,
119, 120]. In this measurement, d = r − ρ ≈ 1.8mm with inner electrode radius r
remains roughly constant (∆d/d = 1/60) over the entire measurement, while the absolute
transition rates ζ+ vary by more than two orders of magnitude. Therefore, a ∝ d−β-
scaling is ruled out as the dominant noise contribution for the considered magnetron
radii, and can be constrained to ω+ × SE(ω+) ≤ 8.8+4.0−3.2 × 10−12V2m−2.







As discussed previously, we do not exactly know the cyclotron quantum number n+. For
the further discussion, we will assume n+ ≈ 150 which corresponds to E+ = 135mK,
which is a reasonable value based on experimental experience and will be used in order
to discuss the qualitative behavior. We then extract a trap voltage spectral noise density
(SV )1/2 = 225(54)pVHz1/2 (see Fig. 5.6 (b)).
5.6. Discussion of noise sources
The average voltage noise of SV = 225(54) pVHz−1/2 corresponds to the Johnson noise
of a resistance of R = 143(69) Ω at the experimental temperature T ≈ 6.4K. In order
to examine noise sources present in our experiment, we refer to Fig. 5.1. The RC-filters
connected to the trap electrodes are characterized by the transfer function G(jω)
G(jω) = 11 + jωRC , (5.32)
and consequently exhibit a spectral noise density SRC
SRC(ω) =
1
1 + ωRC ×
√
4kBTR. (5.33)
We obtain noise densities of about or below 1 pVHz−1/2 for the various filters with
(R,C) = (500 kΩ, 8.2nF), (1MΩ, 22nF), (1MΩ, 180nF). The trap wiring is made out
of approximately 10 cm long OFHC cables with a diameter of 0.25µm, leading to Sc ≈
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0.3 pVHz−1/2. The amplifier noise un = 600pVHz−1/2 is filtered by an effective LC-filter
consisting of the combined trap/resonator capacitance C ≈ 22pF, and the decoupled
inductance L = (1− κ)2Lr ≈ 3/4Lr, Lr = 2.47mH:
Samp(ω) =
1
1 + ω2LCun (5.34)
The corresponding voltage noise is Samp(ω) = 1.4 pVHz−1/2. In order to compute the
noise at cyclotron frequency ω+ generated by the resonator, we consider the real part of
the impedance derived in Eq. 2.31:
Re(Z0(ω)) =
1/Rp




and obtain Re(Z0(ω)) = 0.5mΩ, corresponding to SV,res = 0.4× 10−12 pVHz−1/2. Elec-
tromagnetic losses in the trap electrodes related to the non-vanishing resistance of the
material can enhance the blackbody radiation significantly following the dissipation-










with skin depth δs(ω) =
√
2ε0c2ρe/ω, resistivity ρe and s⊥ = 1/2 for electric field noise
perpendicular to the surface. With ρe = 2.2 × 10−10 Ωm for gold at T ≈ 6K [129], we
obtain ω+×SE(ω+) ∼ 5×10−14 V2m−2, which is orders of magnitude too low to account
for the observed heating rates.
Another heating mechanism that is even independent from the electrode-ion distance d
is given by collisions with residual background gas. In our direct measurement of the
antiproton lifetime [48], we did not observe any loss of trapped particles over the time
of 405 days. This allowed us to derive upper limits on the partial pressure of hydrogen
pupper,H < 1.2 × 10−18 mbar and helium pupper,He < 2.7 × 10−18 mbar. Elastic collisions
can lead to mode heating. Their rate can be estimated by [130, 131, 132]
γe = nd 〈σv〉 ≈ 1.23× 105ndṽ1/3α2/3, (5.37)
with polarizability α [133, 134], cross section σ, relative velocity ṽ =
√
2kBT/µ, reduced
mass µ, and local density nd = p/(kBT ). We obtain γe,H < 5 × 10−7 s−1 and γe,He <
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Axial detection system 1.5 pVHz−1/2
RC filter stages < 1 pVHz−1/2
Electrode Johnson noise 3× 10−3 pVHz−1/2
Blackbody radiation ω+ × SE (ω+) ≈ 5× 10−14 V2m−2
Background pressure ζ+ < 4× 10−9 s−1
Grounded but unfiltered RF line unknown
external EMI noise ω+ × SEMIE ≈ 2× 10−6 V2m−2
Table 5.2.: Parasitic voltage fluctuation and heating rate contributions.
None of the components inside the experimental apparatus can be accounted
for the observed voltage fluctuation on the trap electrodes. The observed
electric field noise might be related to coupling of the external EMI noise
to the experiment through the grounded but unfiltered radio frequency line
depicted in Fig. 5.1. For details, see text.
5× 10−7 s−1, which is by 4 orders of magnitude lower than the observed transition rates
ζ+. Note that we apply the ideal gas equation to obtain nd, and that the derivation
of γe includes an average over a thermal distribution. Both is not necessarily justified
in the XHV-range of the BASE apparatus, which is why the extracted rates should be
understood as a rough estimate.
We might also calculate the rate of inelastic scatter γi, which is related to particle loss.
Here, the ion polarizes neutral background gas atoms and thus induces collisions, for
which an upper limit is given by the Langevin rate [130, 131]:





we obtain γi,H ≈ γi,He < 4× 109 s−1.
Johnson noise due to the non-vanishing resistance of the electrode materials induces
voltage fluctuations on the electrode surface. We estimate this effect by modeling the
electrodes as rings with inner diameter r, outer diameter R, and depth d. We then divide
the electrode into n slices width length 2π times the intermediate radius, width d, and
height (R− r)/n. The electrode resistance Re is then given by






2π (R− (i− 1)(R− r)/n) d, (5.39)
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with cross-sectional area A, and length l. With ρ = 1.68 ×10−10 Ωm (residual resistance
ratio RRR=100), r = 1.8mm, R = 7.5mm, d = 2mm, we obtain SV (ω) =
√
4kBTR ≈
3× 10−3 pVHz−1/2. The noise sources present in the experimental apparatus are sum-
marized in Tab. 5.2.
In order to roughly estimate the ambient noise in the AD hall, we follow the approach
given in [114]. The spectral noise density of electromagnetic interference (EMI) is given
as a multiple of the blackbody radiation, SEMIE = Fa × SBBE . Fa is the pickup of a
perfect antenna. Inside commercial buildings, a noise of 120 dB at 1MHz that declines
with ω−5 has been reported [135]. This translates to an electric field noise density
SEMIE (ω) ≈ 10−10 × (ω/ (1MHz))
−3 V2m−2Hz−1 [114]. At ω+, we would then expect a
scaled noise density of ω+ × SEMIE ≈ 2 × 10−6 V2m−2. The ambient noise in an accel-
erator hall is likely to exceed the ambient noise level of commercial buildings, and will
depend on the operation of electronic equipment that are only occasionally operated.
However, this allows to estimate that the external noise in the experiment is at least
suppressed by roughly five orders of magnitude. The residual noise might be coupled into
the experiment through the grounded but unfiltered spin flip line depicted in Fig. 5.1.
5.7. Comparison to other ion trap experiments
We have measured and characterized the heating rates in the BASE analysis trap. Our
study [51] is the first detailed investigation of heating rates in a cryogenic Penning trap.
By employing the continuous Stern-Gerlach effect [79] and observing the differential ax-
ial frequency Allan deviation, we have measured transition as low as 6(1) quanta per
hour and heating rates below 0.1h−1. Our average mode energy increase is on the order
of peV/s (see Fig. 5.7), demonstrating a to-date unique stability in experiments with
trapped ions.
By conducting magnetron dependent transition rate measurements, we were able to
identify electrode voltage noise driven electric field fluctuations to be the dominant
noise mechanism for magnetron radii 6µm ≤ ρ− ≤ 65µm. We were able to constrain
the effect of anomalous heating to ω+ × SE(ω+) ≤ 8.8+4.0−3.2 × 10−12V2m−2Hz−1, which is
a factor of 1800 lower than observed in the Paul trap showing the lowest noise [122] and
by a factor of 230 lower than the lowest values measured in a Penning trap [121]. Unlike
the referenced experiments in Fig. 5.7, our transition rates were measured with particles
that were not laser cooled and energetically far above their ground state.
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Figure 5.7.: This plot compares mode stabilities measured in different ion
trap experiments as a function of the respective electrode-ion distance d. (a)
shows the electric-field noise spectral density SE(ω) scaled by the angular trap
frequency ω. The scaling with ω is done following the literature convention in
order to account for the typical 1/f -characteristic of electromagnetic noise.
(b) depicts the respective heating rates ˙̄n. (c) highlights the energy increase
dE/dt. The triangles represent measurements carried out in cryogenic 2D-
Paul traps [136, 137, 138, 130, 122, 139, 119]; squares denote measurements
in Penning traps on single ions [121] and ion crystals [140, 141] conducted at
room temperature. Our work [51] constitutes the first detailed heating rate
study in a cryogenic Penning trap and is plotted as a blue circle.
The fact that our heating rates are much lower than in cryogenic Paul traps might be
partially explained by the different electrode-ion distance d, which is for BASE 1.8mm,
but for most cryogenic Paul traps between 50µm and 200µm. It is not surprising that
heating rates in a cryogenic Penning trap are much lower than in room-temperature
Penning traps [140, 121, 141], as it has been reported that the operation of Paul traps
at cryogenic temperatures decreased the observed electric field noises by orders of mag-
nitude [136]. With the observation of much lower heating rates and electric field noise,
we contribute to the ongoing discussion about the origin of anomalous heating.
While the data analysis presented here was mainly carried out in the framework of this
thesis, the unique stabilities presented here are the result of about 15 years of experimen-
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tal development carried out in the framework of the Mainz proton experiment [80] and
the BASE experiment at CERN [43]. This mode stability is the necessary prerequisite
for conducting a multi-trap measurement of the antiproton/proton magnetic moment
like [28, 29].
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antiproton lifetime
The unique reservoir trap technology [49] was developed at the BASE experiment at
CERN. It allows to store a clean cloud of particles in the reservoir trap and to extract
individual particles whenever needed for the experimental operation. To this end, a
voltage configuration is applied to the electrode stack such that the stored reservoir ex-
periences a double well potential, which divides the reservoir cloud into two clouds. The
fraction of particles in both clouds can be tuned by adjusting the voltage configuration.
Subsequently, the cloud contents can be studied by analyzing the particle signal on the
axial detector, and a particle number can be extracted. Both clouds can be re-merged,
and another separation procedure can be carried out until a single ion is separated. The
described scheme is referred to as “potential tweezer”.
In this way, the reservoir trap allows for continuous operation regardless of the An-
tiproton Decelerator beam times that are restricted by CERNs year-end technical stops
(YETS) and CERNs long shutdowns (LS). For a high-precision experiment on trapped
particles, these time windows are especially interesting as the experiment is then not
hampered by ambient temperature fluctuations and electro-magnetic background fields
present in the AD hall related to the operation of the AD and the experiments within,
such as high voltage ramps, magnetic field ramps, radio frequency signals, and more. As
the reservoir trap allows for in principle arbitrarily long experimental operation times
[48], it gives the experimental operators the opportunity to study the experimental appa-
ratus in great detail and to reach the most favorable experimental conditions achievable
with the current setup - this is especially of advantage as a warm-up and cool-down
cycle requires at least one month of time plus additional time for the implementation
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of hardware upgrades and time required to commission and optimize the apparatus,
which usually takes several months. Beyond these valuable experimental advantages,
the study of the antiproton reservoir also yields an attractive physics perspective, as
these data allow to place the to-date most stringent directly measured limits on the
antiproton lifetime [48]. As the antiproton reservoir is an essential prerequisite for per-
forming experiments on antiprotons in the BASE apparatus, the entire experimental
team contributes to the reservoir maintenance. The data presented in this thesis are
thus the results of collaborative efforts, to which the author contributed during his time
as a master student (2016 campaign) and as a PhD student (2017-2019). Similar results
will also be discussed in the PhD thesis of James Brydges-Harrington [52].
6.1. Motivation
As the CPT invariance requires particles and their antimatter counterparts to exhibit
(apart from the sign) identical fundamental properties, such as charge, mass, magnetic
moment or lifetime, a comparison of τp and τp̄ yields a test of CPT invariance. The proton
lifetime τp has been experimentally constrained up to 3.6×1029 a [142]. To this end, the
decay channel 16O → 15N∗ has been considered, and gamma ray signals produced by
de-excitation of 15N∗ have been searched for. For the antiproton lifetime, a lower limit
τp̄ > 800 000 a was derived by comparing the cosmic-ray background flux with theoretical
predictions [143]. However, it should be noted that this limit is only valid assuming
that the models applied for antiproton production, propagation and interaction in the
framework of the Standard Model of particle physics are accurate. Direct limits have
been obtained by studies performed at Fermilab’s Antiproton Accumulator, where about
1012 antiprotons were circulated. The APEX collaboration placed a detector around
this storage ring and established limits on 13 different decay channels, ranging from
τ (B(p̄− e−ω)) > 2 × 102 a to τ (B(p̄− e−γ)) > 7 × 105 a [144, 145]. Some antiproton
decay channels which have been favored by Grand Unified Theories, such as for example
p̄ → νe,µK− [146], have not been studied by the above experiments. Ultimately, both
measurement methods, the cosmic flux analysis and the detector search, rely on certain
model assumptions and constrain the antiproton lifetime indirectly.
In the BASE apparatus on the other side, the antiprotons stored in the reservoir trap
are continuously monitored. This enables a direct measurement of a lower limit for the
antiproton lifetime that is also sensitive to any yet unexpected antiproton decay channel,
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without relying on model assumptions.
6.2. Measurement principle
The reservoir trap is a five-pole Penning trap equipped with a resonant LC detection
circuit for the axial motion. It is located upstream of the precision trap and features
the same geometry (see Fig. 4.1). The reservoir trap is controlled using a dedicated
computer disentangled from the rest of the experiment. Experimental operations are
only performed for magnetron cooling before and after each cryogenic filling cycle, for
occasional contaminants cleaning and for extracting single particles whenever needed
for the experimental operation. Trap contaminations are related to secondary electrons
generated from beta-decays of the partially activated degrader foil and trap stack. They
are detected by decreasing signal-to-noise ratios and drifting axial frequencies and are
afterwards removed by means of the methods described in [43, 84, 86]. Contaminants are
removed from the trap by firstly applying either broadband or frequency specific radio-
frequency pulses, and subsequently lowering the trapping potential for a short period of
time. The excited contaminants will then leave the shallow potential, while the reservoir
cloud remains trapped, as their oscillation modes were in thermal equilibrium with the
axial detection system prior to lowering the potential (axial) or purposely cooled by
sideband cooling prior to the voltage ramp. Electrons can also be removed by performing
an “electron kick-out”, where a fast voltage ramp is applied to a kick-out electrode, whose
biasing line is not filtered and thus allows for rapid voltage changes. Due to the lower
mass of the electron and the resulting 40 times higher axial oscillation frequency, the
electrons leave the trap during the kick-out, while the reservoir remains trapped [84].
For most of the experimental time, axial spectra are continuously recorded at a rate of
about once per minute without further experimental action.
A single trapped ion with axial motion being in thermal equilibrium with a dedicated
LC detection circuit leads to a voltage dip in the Fourier transformed noise spectrum
with a FWHM dip width given by [57]
δνz = 1/(2π)× 1/τz = 1/(2π)(Rp/mp̄)(qp̄/Deff)2, (6.1)
with cooling time constant τz, effective electrode distance Deff and effective detector
parallel resistance Rp = ωzQL. The axial detector in the reservoir trap has a resonance
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frequency ωres/(2π) ≈ 790 kHz and an inductance L = 1.675(25)mH. Its quality factor
Q varies from run to run due to different parasitic losses. In 2017/2018, the quality
factor was Q ≈ 28 500 resulting in an effective parallel resistance Rp = 237(4)MΩ. The
effective electrode distance Deff = 10.03mm is computed by potential theory and does
not vary significantly within the manufacturing accuracy.
For a clean cloud of N trapped ions, the dip width as a function of particle number
increases linearly with δνz(N) = N×δνz(1) [57], which means that N can be determined
by comparing the single ion dip width and the multi-ion dip width,










Another way of determining N is by extracting single particles and evaluating the dis-
crete changes in δνz(N). Both particle number calibration agree well for the numbers of
trapped particles N at which the BASE reservoir has been operated so far.
In order to estimate a lower lifetime limit, the exposure time is obtained by integrating
N(t)dt. The total exposure is then given by Texp,tot =
∑
Texp,i, which allows to combine
the data from different measurement campaigns. As antiproton decays can be described
by Poisson statistics, the probability for obtaining n decays during the exposure time
Texp is given by
p(n;λ) = λn exp (−λ) /n!, (6.3)
with λ = Texp/τp̄ depending on the antiproton lifetime τp̄. The confidence level CL(λ)
for obtaining 0 events at a given rate λ is then given by 1− p(0;λ),
CL = 1− p(0;λ). (6.4)
Antiproton lifetime limits τp̄ are then given by equating Eq. 6.4 with the desired confi-
dence level.
6.3. Antiproton lifetime limits measured in 2016
During the successful 2015/2016 beam time, we trapped a reservoir of initially 18 an-
tiprotons for the course of 405 days, which enabled the first dedicated measurement
on limits on the antiprotons lifetime performed in the BASE apparatus [48]. The cor-
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Figure 6.1.: Direct measurement on constraining the antiproton lifetime τp̄ performed in 2016.
Left: Fast Fourier transformed signal of the axial detector in the reservoir trap (blue) fitted with
the theoretical lineshape (black). A clean cloud of cold antiprotons shorts the Lorentzian-shaped
Johnson noise of the detector. From the dip width ∆νz, the number of trapped particles is
extracted. Right: Determination of the exposure in the reservoir trap. In blue, the number
of trapped particles derived from the dip width is displayed, the orange line denotes the corre-
sponding integer numbers of trapped particles. The total exposure is plotted in red. The particle
number is only reduced when a single antiproton is extracted from the reservoir trap into the mea-
surement traps, which becomes necessary when a particle gets lost during experimental routines.
All particle losses in the measurements traps are related to experimental operations or distinct
events such as occurrence of contaminants. No antiproton decay or annihilation is observed.
Antiprotons were trapped for in total 405 days. Figure adapted from [48].
responding data are depicted in Fig. 6.1. From the reservoir data, an exposure time
Texp,res = 5.77 a is obtained (red line, Fig. 6.1) by integrating N(t)dt. Two antiprotons
trapped in the analysis trap and the precision trap yielded Texp,2 = 1.72 a. In 2015,
we obtained Texp,3 = 2.61 a. In the 2014 beam time, we obtained Texp,4 = 1.56 a [49],
resulting in a total exposure time of Texp,tot = 11.66 a.
At a confidence level of 90%, we obtain a lower lifetime limit of τlower,p̄ = 5.06 a,
and τlower,p̄ = 10.2 a at a confidence level of 68%. Following the treatment given in
[147], upper limits on the partial pressures of residual helium and hydrogen atoms
pupper,H < 1.2× 10−18 mbar and pupper,He < 2.7× 10−18 mbar were derived.
This measurement constituted the at-this-time best direct measurement on τlower,p̄, im-
proving on the previous best limit of τlower,p̄ = 1.56 a [49] by a factor of more than
seven.
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6.4. Antiproton limits measured in 2017 - 2019
During the 2017/2018 run and the 2018/2019 run, reservoir spectra have been contin-
uously recorded, which enables a significant improvement upon our 2016 lifetime con-
straints [48].
In both cases an antiproton bunch was injected into the trap close to the end of CERN’s
annual shutdown, and the reservoir was kept and continuously monitored while precision
measurements were conducted in the homogeneous precision trap. More than 80% of
the presented results were recorded during accelerator shutdown. For the data-set sam-
pled during the 2017/2018 run, a time span of 201.5 days is considered in which 239 892
reservoir spectra were recorded, for the 2018/2019 run 170 789 spectra were evaluated,
covering a time span of 230 days. A reservoir screenshot featuring 72 trapped antiprotons
Figure 6.2.: On the left, the Fourier transformed spectrum of a mixed cloud 72 antiprotons
and hydride ions is shown, which short the noise spectrum of the axial detector. The dip width
corresponds to 72 particles. The blue data points show the raw data, which are fitted by the
solid orange line. On the right, histograms of the calibrated particle numbers are plotted. The
particle number calibration is done by discriminating the sub-distributions and performing a
likelihood evaluation on the respective particle numbers. By considering the discrete differences
in each sub-distribution, a single-ion dip width is calibrated which agrees well with the theoretical
prediction.
and hydride ions (H−) is depicted in Fig. 6.2 (left), with the reservoir cloud shortening
the Fourier transformed voltage spectrum of the axial resonator. A histogram show-
ing different reservoir contents for 2018/2019 run is depicted on the right side. This
histogram is obtained by applying Eq. 6.2, where δνz is determined by independent
least-squares fits. The uncertainty on the resonator inductance L leads to an uncer-
tainty of 85mHz in the single particle dip width. Compared to the 2016 reservoir, in the
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2017/2018 run and the 2018/2019 run a much larger reservoir has been trapped, which
is why the resulting calibration has to be tested using likelihood ratio tests [148]. To
this end, sub-distributions of the measured line-widths were discriminated (see Fig. 6.2,
right), and individual Gaussian distribution parameters were determined, p-values for
the corresponding Kolmogorov-tests on the order of 0.67 justify the assumption that
the subdistributions are distributed according to Gaussian distributions. The number
of trapped particles N is determined from likelihood tests by comparing the hypothesis
N with the hypotheses (N + 1, N −1) with a fidelity of above 95%, being in consistency
with the single-ion dip width δνz = 5.77(9) derived following Eq. 6.1 from independent
detector inductance measurements.
The number of particles in the reservoir and the calculated exposure times for the












































































































































Figure 6.3.: Antiproton reservoir data recorded during the 2017/2018 and 2018/2019 cam-
paign. (a) shows the number of particles in the reservoir, which were computed following the
approach outlined in the text by fitting individual detector spectra. Afterwards the number of
particles is calibrated both by comparing the measured dip width to the theoretical single-ion
dip width and by monitoring discrete jumps in the fitted dip width. The blue points depict
the individual data while the orange line shows a moving average. Only every tenth extracted
particle number is plotted. Every step in particle number is related to documented experimental
interventions like particle extractions or contaminants cleaning. The exposure (b) is obtained by
integrating the data depicted in (a). For the 2017/2018 data set, an exposure time of 31.3 a is
obtained, for 2018/2019, the exposure time is 34.1 a.
2017/2018 run and the 2018/2019 run are depicted in Fig. 6.3. (a) depicts the number of
trapped particles in the reservoir, where the blue data points shows the individual par-
ticle numbers extracted from each spectrum fit, and the orange line indicates a moving
average. Dip width fluctuations are related to uncertainties in the fitting routine due
to the finite acquisition time of each spectrum. In addition to that, secondary electrons
generated by beta-decays in the partially activated degrader foil and the trap stack lead
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to rare contamination events. The electrons accumulate over time and modify the ef-
fective trapping potential experienced by the reservoir such that the axial frequency is
slightly reduced and the signal-to-noise ratio is decreased. This can eventually lead to a
slight overestimation of the dip width, which is considered in the life time evaluation.
Every reduction in particle number is related to explicit experimental actions performed
on the antiproton reservoir, such as the extraction of particles from the reservoir into
the measurement traps. During the first weeks of experimental operation the experi-
mental setup is commissioned, which leads to an increased particle consumption. The
discrete jump after 65 days for 2017/2018 is related to an unscheduled power-cut that
caused the loss of a particle in the measurement traps. Afterwards, three particles were
extracted of which two were dumbed in the precision trap when the particle number was
reduced to one. After about 100 days, the first measurement campaign was completed,
and an extensive contaminants cleaning has been performed, during which nine trapped
particles were lost. It is suspected that these losses were caused by parasitic noise in the
particle’s frequency range on the strong radio frequency drives used for trap cleaning.
In the subsequent months, systematic measurements and an additional precision mea-
surement campaign took place, during which only three additional particles had to be
extracted from the reservoir. The 2017/2018 campaign was completed after in total 201
days. During this time, we extracted 21 particles from the reservoir, all discrete jumps
in the reservoir trap content depicted in Fig. 6.3 (a) were related to these extractions.
No change in the particle number uncorrelated to experimental operations has been ob-
served, which could indicate an “antiproton decay”.
During the 2018/2019 campaign, we recorded a slightly more stable antiproton reservoir
likely being related to the exchange of the antiproton degrader, which was then only
activated by the few antiproton capturing shots in this specific campaign. After the
initial commissioning period, we consumed only a single particle during the course of
3.5months, and only four additional during a second period of 5.5months. Three dis-
crete jumps in the number of trapped particles are observed in the time between day
#350 and day #400. All of these events are related to the extraction of single particles
for performing measurements in the precision trap. We assume that these particle-losses
occur during the re-merging, which is performed when a small cloud of particles instead
of a single particle is extracted, as the number of particles lost during the extraction
is correlated to the number of extraction attempts during this run. This behavior was
not observed during other experimental campaigns. No particle loss in the reservoir is
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Run Run-Time Spectra Particles Consumed Exposure
2017/2018 201.5 days 239 892 21 31.28 a
2018/2019 231.0 days 170 789 29 34.12 a
Total 432.5 days 410 581 50 64.40 a
Table 6.1.: Summary on the reservoir data recorded from 2017 - 2019.
observed during times when no experimental actions apart from spectrum sampling are
performed on the reservoir. Particle losses in the precision trap can be clearly correlated
to experimental actions such as shuttling the content of a contaminated trap. The par-
ticle loss in the precision trap around day # 390 for instance was related to the fact the
connection between the BASE experiment and the electrical ground of the AD hall was
cut during construction works related to CERNs long shutdown 2 (LS2). Afterwards,
the reference grounds of the BASE voltage sources started drifting in a uncontrollable
way, which lead to a loss of the particles trapped in the precision trap. The exposure
time for both campaigns (Fig. 6.3 (b)) is evaluated by projecting the trap content to
integer numbers and integrating these over time. During the 2017/2018 campaign, an
exposure of Texp = 31.3 a has been obtained, for the 2018/2019 campaign, an exposure
of Texp = 34.1 a is measured.
Combining the results from both experimental campaigns, we stored two mixed clouds
consisting of antiproton and hydride ions with an exposure time of Texp = 65.4 a. During
the over 400 days of experimental operation, in total 50 particles were lost, of which 18
particles were lost during experimental operations (miscommunicating devices, power-
cuts, ...), 16 particle losses were related to human error during experimental operation
and 26 particle losses occurred during particle extractions and reservoir cleaning proce-
dures.
6.4.1. Antiproton content of the reservoir
Unlike in the 2016 run, when a pure reservoir of antiprotons was trapped, from 2017
- 2019, a mixed cloud consisting of antiprotons and hydride ions was trapped in the
campaigns that took place from 2017 - 2019. In order to compute a lower limit for the
antiproton lifetime, the ratio of antiprotons and hydride ions in the reservoir has to be
estimated first. To this end, we consider the history of extraction attempts and use the
ratio of single extracted antiprotons to single extracted hydride ions in order to estimate
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the ratio of both ion species in the reservoir1. For extracting single antiprotons, the
potential tweezer scheme outlined in [49] is used. The species of the single extracted
ion is determined by shuttling the ion to the precision trap and measuring its axial
oscillation frequency νz, which differs by about 350Hz in the BASE precision trap due
to the different masses of antiprotons and hydride ions.
The probability of extracting a specific number of antiprotons ions from a reservoir





with the estimator Np̄,k denoting the number of antiprotons in the reservoir. The
probability PS(Np̄) is maximized, and initial numbers of antiprotons Np̄,2018 = 36(7),
Np̄,2019 = 19(8) are obtained for the 2017/2018 and 2018/2019 campaigns, with uncer-
tainties given at the one-sigma confidence level.
6.5. Improved antiproton lifetime limit
In addition to the particles stored in the reservoir trap, a single antiproton was stored
for the full period of both measurement campaigns in the BASE precision trap (denoted
by other in Tab. 6.2). We also add the exposure times obtained in the 2016 measurement
[48] and in the 2014 antiproton run [49], see Tab. 6.2. The total exposure time Texp,tot
is then given by Texp,tot =
∑
i Texp,i = 33.03 a, with a lower limit of 29.80 a (CL =
0.68). Applying the Poisson model, this results in a mean limit on the directly measured
antiproton lifetime of τlower,p̄ = 29.03 a, with a lower limit (Texp,tot > 29.8 a) given by
τlower,p̄ = 26.15 a at confidence level CL = 68%, which is an improvement of a factor of
about 2.6 compared to our previous results [48].
Following the arguments presented in [147, 48], these results can be interpreted in
order to constrain the background gas pressure in the 1.2 l volume trap can (assum-
ing that antiprotons are stable within experimental observation periods). We obtain
lower limits in the partial pressures for hydrogen pH < 0.46 × 10−19 mbar and helium
pHe < 1.04× 10−19 mbar. Naively using ideal gas laws to translate these pressures to
1As both experimental campaigns were terminated by unforeseen events, we did not have the chance
to selectively remove one ion species and to count the remaining particles in order to determine the exact
reservoir trap content.
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Run Exposure Time Lower Limit
2017/2018 RT 16.08 a 12.09 a
2017/2018 other 0.55 a 0.55 a
2018/2019 RT 8.42 a 4.87 a
2018/2019 other 0.63 a 0.63 a
2016 10.10 a 10.10 a
2014 1.56 a 1.56 a
Total 33.03 a 29.80 a
Table 6.2.: Summary on all antiproton exposure times recorded in BASE
from 2014 - 2019.
particle numbers, and assuming the “gas” is thermalized to the environmental exper-
iment temperature of ≈ 5K, these pressures would correspond to about 800 residual
hydrogen atoms and 1700 helium atoms in our trap can.
6.6. Discussion
An improved lower limit on the antiproton lifetime τlower,p̄ = 26.15 a is derived by eval-
uating the ion reservoir trapped in the BASE reservoir trap and the BASE precision
trap during the measurement campaigns performed from 2017 to 2019, which is an im-
provement of a factor of 2.6 compared to our previous best measurement [48], and more
than 100 compared to the best direct values obtained by other experiments [149]. Our
direct measurement is model-insensitive and complimentary to indirect measurements
[144], which are able to place much higher limits but are only sensitive to certain types
of possible antiproton decays.
The exposure is determined by integrating the number of trapped particles over time,
which itself is determined by analyzing the continuously recorded axial detector spectra
and computing the number of trapped particles from the well-known lineshape [57]. The
fraction of antiprotons trapped in the mixed reservoir cloud consisting of antiprotons and
hydride ions is estimated based on the statistics of non-destructively extracted single ions
[49]. While a total exposure time Texp,tot = 64.4 a is obtained, only Texp,tot,p̄ > 29.8 a can
be attributed to antiprotons. In the future, BASE is considering to setup a dedicated
antiproton lifetime experiment. As discussed in [48], we consider it feasible to reach
trap-based lifetime limits of order 103 a to 104 a, with such a dedicated experiment.
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A Penning trap offers a well-isolated environment for studying individual charged parti-
cles and isolating them from the environmental influences. In order to serve this purpose
best, inhomogeneity parameters of the trap have to be well-characterized. Some of these
parameters can be tuned such that they have negligible influence on cyclotron frequency
measurements at the targeted level of precision. Some others can even be used for
specific purposes, such as the quadratic inhomogeneity generated by the magnetic bot-
tle in the BASE analysis trap [79, 80, 82], which is essentially needed for the g-factor
measurements. The inhomogeneities can either be studied by means of dip methods
- methods, where the eigenfrequencies are mostly determined with the particle’s axial
motion being in thermal equilibrium with the axial detection system, or by means of
peak methods, where peak signals generated on the cyclotron detector by the excited cy-
clotron motion of the ion are studied. This chapter will review how trap inhomogeneities
can be determined, characterized, tuned and used for systematic studies and frequency
measurements.
7.1. Dip methods
This section reviews some of the essential methods for optimizing and characterizing
a high-precision Penning trap by means of dip methods. Since most of the methods
outlined here have been described in previous theses (for instance [72, 150, 84, 75]), they
will only be explained briefly and the reader is redirected to the respective literature for
further information.
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7.1.1. Tuning ratio scans
Tuning ratio scans are one of the most essential methods for optimizing a Penning trap.
Here, the ratio between the voltage Vr applied to the central ring electrode and the
voltage Vcorr applied to the corrections electrodes, which is known as the tuning ratio
TR = Vcorr/Vr, is varied and the properties of the axial frequency dip such as the
signal-to-noise ratio (SNR) as a function of the tuning ratio are investigated. The first
anharmonic term in the electrostatic potential C4 can be tuned to zero by adjusting the
tuning ratio, since C4 = D4 × TR + E4 (Eq. 2.16). D4 = 1.28(4) × 109 1/m4 is given
by the trap geometry. Its uncertainty of about three percent arises from inserting the
typical manufacturing tolerances of order 10µm and the typical uncertainties on the
trap voltages arising from offset potentials. Tuning ratio scans allow to determine the
temperature of the axial mode. To this end, we first consider the axial frequency shift,
which arises in the presence of the C4 coefficient:








with the RMS amplitude given by zrms = Z0/
√
2. During the axial frequency measure-
ment, the particle is in thermal equilibrium with the detection system at temperature
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The latest conversion is also explicitly confirmed by solving the equations of motion
numerically. For the BASE precision trap, we obtain ∆νz = νz − νz,0 = 33.9Hz/mU/K,
with the unit milliunit (mU), 1mU = 10−3.
When the trapped particle is tuned into resonance with the axial detection system and
reaches a thermal equilibrium with the detector, its axial motion acts like a series LC
circuit that shorts the thermal voltage noise of the detector at the particle oscillation
frequency, which results in a dip in the Fourier transformed voltage spectrum. The
particle-detector interaction and the dip detection is discussed in Sec. 2.3.1 in detail.
The unperturbed dip lineshape χ is given by the real part of the impedance of the
equivalent circuit of the particle-detector interaction. Here, we neglect the Lorentzian
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lineshape of the axial detector as its FWHM is much higher compared to the axial dip
width (compare Eq. 2.33). The dip lineshape χ(ν) is given by
χ (ν) = Rp
(ν − νz,0)2
(ν − νz,0)2 + (γ/ (4π))2
, (7.3)
with γ given by the inverse cooling time constant τ , γ = 1/τ , and the dip width δνz
given by δνz = γ/ (2π). The energy of the axial mode is described by the Boltzmann










Since the cooling time constant τ ≈ 30ms given by the inverse damping constant γ is
small compared to the FFT averaging time of about 1 min, tavg  τ , the Boltzmann
distribution of Ez is convolved into the lineshape, resulting in a modified lineshape χ̃




































The modification of the lineshape due to the axial energy Ez depends on the C4 parame-
ter, which linearly depends on the tuning ratio (see Eq. 2.16). This behavior is depicted
in Fig. 7.1 (left), where a dip at an unperturbed dip width of 1Hz and an unperturbed
SNR of 25 dB is simulated for different axial temperatures ranging from Tz = 1K to
Tz = 30K. Both, the fitted axial frequency, and the fitted SNR are modified. By
introducing the coefficients α and δ,
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Figure 7.1.: Results of the numerical calculation of the axial motion as a function of temper-
ature and C4. Left: Theoretical axial dip lineshape χ̃ (ν, Tz) for α = 30mHz/K for temperature
values ranging from Tz = 1K (red) to Tz = 30K (blue). Right: Frequency of the dip minimum
as a function of temperature computed for different values of the dip width δνz, ranging from
δνz = 1Hz (dark yellow) to δνz = 10Hz (light yellow), the axial frequency itself is plotted in
blue. The minimum of the modified lineshape is closer to the axial frequency for low values of
δνz.
we may rewrite the lineshape
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The minimum is then close to δ = −αT , but gets modified due to the asymptotic series
below the integral. In the regime δνz/2 > |α|T , this effect is marginal, and a resonance
frequency νth = νz,0 + α 〈Tz,0〉 is obtained. Since the BASE traps are usually operated
in this regime, we approximate the lineshape by
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Tz = 14.68(20) K
Figure 7.2.: Axial temperature determination by performing tuning ratio scans. Left: Simu-
lated SNR for various axial temperatures Tz ranging from Tz = 1K (blue) to Tz = 5K (purple)
and the BASE precision trap parameters. Right: Tuning ratio scan and axial temperature de-
termination performing with a single hydride ion in the BASE precision trap. The determined
temperature is Tz = 14.68(20)K. This measurement was performed on 2019/01/07, after the
peak ratio run was completed. The gray lines on the left/the orange lines on the right de-
note the fit uncertainty due to an assumed measurement uncertainty in SNR/the measurement
uncertainty.
where we used the approximation δ ≈ αT0. This approximation leads to an uncertainty
of about 3%-5%, which is of the same order as the usual statistical uncertainty of our
measurements. With Eq. 7.8, we obtain an SNR of





















with B being defined by the noise floor NF, B2 = 10NF/10, and A2 + B2 given by the
top-noise level NT, 10NT/10 = A2 +B2, with NF and NT measured in logarithmic units.
The temperature is then determined by recording axial spectra at different tuning ratios.
Several axial feedback settings can be used in addition, as the different feedback settings
allowing to conduct a reasonability check since a linear increase of temperature with
increasing dip width is expected (compare Fig. 7.2 (left)). It is important to chose the
FFT range ∆νFFT small enough such the effect of spectral leakage and the effect of
the averaging inside each FFT bin is negligible. For the spectra used in Fig. 7.2, that
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were recorded at ∆νFFT = 25Hz, at least 30 frequency bins are located inside the 3 dB-
width of the axial dip, which allows to resolve the dip sufficiently well. In addition,
the trap parameter D2 = dC2/dTR, which shifts the axial frequency as a function
of the tuning ratio, is compensated for in a way that the particle’s axial frequency is
always centered close to the axial detector frequency. The result of such a temperature
evaluation is depicted in Fig. 7.2 (right) that shows the measured SNR as a function of
the tuning ratio, with a result of Tz = 14.68(20)K. It is important to note that the so
determined axial temperature Tz is not necessarily identical to the physical temperature
of the detection circuit, which is about 4.8K, measured by a thermometer attached to
the detection resonator. Instead, Tz is the electronic noise temperature of the detector,
which is depends on the physical temperature, the current noise of the low-noise cryogenic
amplifier, the amplifier feedback and regeneration, and external noise sources. As the
particle is in thermal equilibrium with the detector, the temperature measured with
the particle is used both to quantify the particle temperature and the effective detector
temperature. Unless otherwise stated, the term “axial temperature” always refers to the
effective detector temperature/the temperature measured with the particle, since this
effective axial temperature determines the axial rms amplitude of the particle, which
is the corresponding quantity of interest for systematic studies. The value of Tz =
14.68(20)K is consistent with axial temperatures determined by different methods, that
are described in Sec. 7.2.1 and Sec. 7.2.5.
Tuning ratio as a function of time
Multiple tuning ratio scans have been conducted in the context of the 2019 systematic
measurements for the peak method. The first tuning ratio scan in this series is depicted
in Fig. 7.2 (a), which yielded an optimal tuning ratio TRopt = 0.887 802(3) and an axial
temperature Tz = 14.68(20)K. Over the course of about two months, we conducted four
additional high resolution tuning ratio scans, the results of which are depicted in Fig. 7.3.
By combing all results on the optimal tuning ratio, we obtain TRopt = 0.887 800(7) (a),
which is for the peak campaign used as the reference tuning ratio that tunes C4 to zero.
The temperature varies over time in the range between Tz = 14K and Tz = 15.5K (b).
This is related to parasitic noise pickup on the axial detector, which affects the effective
detector temperature and thus the particle temperature. While the median temperature
of the experiment is stable to about 10% over time, we occasionally observe peak to
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Figure 7.3.: Results of several tuning ratio scans conducted over the time of about two
months. The first scan (t = 0d) is depicted in Fig. 7.2 in detail. The weighted mean of the
tuning ratio scans yields TRopt = 0.887 800(7) (a). The axial temperature Tz when no feedback
is applied fluctuates in the range between Tz = 14K and Tz = 15.5K (b), which is likely due
to parasitic pickup of the axial detector that affects the effective detector temperature. The
effective temperature Tz is not identical to the physical temperature of the detector, which is
about 5K.
peak temperature variations of up to 15K. For the next experimental campaign, an
improvement in axial temperature stability is targeted. To this end, additional RF
switches that ground RF lines for grounding temporarily not-needed radio frequency
lines will be implemented, and the noise-suppressing feedback loops will be operated
continuously.
Effect of the axial temperature onto the cyclotron frequency
The axial temperature Tz leads to cyclotron frequency shifts, as it couples the axial
motion to the residual magnetic inhomogeneity B2, and thus modifies the magnetic field











While the temperature scan resolution of 200mK above corresponds to a cyclotron fre-
quency resolution of 4.7 p.p.t., the important figure of merit for q/m ratio measurements
is the temperature difference between both ion species. At a temporal temperature vari-
ation of about 1K as seen in Fig. 7.3 (b), additional measures have to be undertaken
in order to sufficiently constrain the temperature difference between two different ions
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in a q/m campaign. Here, usually the difference ∆S in the top level of the Fourier
transformed resonator voltage spectrum is used in order to determine the axial temper-
ature difference of the detector in both ion configurations and thus also the temperature
difference between both ions (Sec. 8.11.1). The temperature determination above then
allows to benchmark the relation between axial resonator level and absolute tempera-
ture. ∆S relates to the resonator levels as follows, when the resonator top noise level S
is measured in dBV:









with Rp1 and Rp2 describing the effective parallel resistance of the detector for both ion
species, which is affected by the different states of the varactor diode (see Fig. 8.5 and
Sec. 8.11.1). ∆Tz denotes the temperature difference, and Tz,0 the absolute temperature.
A scaling of dS/dTz = 0.22 dB/K is observed, which allows to constrain the temperature
difference during the campaign with an uncertainty of u (Tz) = 52mK, which corresponds
to a cyclotron frequency uncertainty u (∆ν+) = dν+/dTz×52mK = 1.22(1) p.p.t., which
is well below the targeted precision of 20 p.p.t.
7.1.2. Asymmetry compensation
Even though the Penning traps used at BASE are designed in a symmetrical, compen-
sated and orthogonal way [71], asymmetries in the electric trapping field that shift the
particle position away from the center are easily generated by contact potentials in the
trap wiring and by small leakage currents. The resulting trap asymmetry is typically on
the order of 100mV and can thus not be neglected. The general concept of the asym-
metry compensation has been laid out in [72] and will briefly be recapitulated.
While the correction electrode voltage is given by Vcorr = TR × Vr, for the asymmetry
compensation a small offset is added to one of the correction electrodes, in our case to
the P5 electrode located downstream from the ring electrode, VP5 = TR × Vr + Voffs.
Due to the symmetric setup of the trap, it does not matter whether the upstream or the
downstream electrode is chosen. For each offset voltage Voffs, the tuning ratio is adjusted
in order to meet the highest SNR, and the ring voltage Vr that centers the particle onto
the axial resonator is determined. A quadratic scaling of the ring voltage Vr as a func-
tion of the applied offset Voffs is observed as an effect of second order, with its minimum
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Figure 7.4.: Asymmetry compensation by adjusting the downstream correction electrode
voltage to VP5 = TR× Vr + Voffs. The ring voltage Vr that centers the particles axial frequency
onto the axial resonator follows a quadratic scaling as a function of the offset (a), since an axial
displacement of the ion from the trap center leads to an increased C2 . From the minimum of
the scaling, the symmetric configuration of the trap is determined [72]. (b) depicts the scaling of
the optimal tuning ratio, which yields the highest SNR, with the offset voltage Voffs. The scaling
is linear, as a higher absolute voltage applied to one correction electrodes requires a lower tuning
ratio to achieve the most homogeneous configuration.
denoting the symmetrical trap configuration (see Fig. 7.4 (a)). In this case, the trap is
symmetrized for an offset voltage Voffs = −33mV applied to the P5 correction electrode.
The optimal tuning ratio TRopt scales linearly with the offset, as lower correction volt-
ages are needed if a higher absolute voltage is applied to one of the correction electrodes.
If the ion is displaced from the trap center, this effectively leads to an increased C2 co-
efficient and thus a higher resonance frequency [72]. The benefit from operating in an
asymmetry-compensated configuration is for instance seen in Fig. 7.4 (a), as the scaling
dVr/dVoffs is minimal in the symmetric configuration, which is equivalent to the scaling
dνz/dVoffs being minimal. If for instance drifts in the correction electrode voltages would
occur after shuttling a particle into the precision trap, such effects would be naturally
suppressed. Since both particles are trapped in the same trapping potential (unlike in
the 2015 measurement, where the ring voltage had to be modified in order to match the
particle’s oscillation frequency with the axial detector frequency [39]), the effect of trap
asymmetries unto the measured cyclotron frequency ratio is strongly suppressed. The
asymmetry compensation is still carried out routinely.
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7.1.3. Magnetron burst measurements
The magnetron burst scheme for measuring higher order trap parameter such as C6 and
C8 has first been introduced in [72] and relies on exciting the magnetron motion with a
defined radio frequency drive and measuring the change in axial difference related to the
increase in magnetron energy E−. Subsequently, the particle is cooled back into thermal
equilibrium, 〈E−〉 = ν−/νz×Ez. This procedure is performed for radio frequency drives
with different burst cycle numbers, and for different tuning ratios. The magnetron radius
after excitation is given by (compare Sec. 7.2.1)
ρ− = α×Ni ×
√
P , (7.12)
with Ni being the number of cycles in the frequency burst (the pulse length trf is given
by trf = Ni/νrf), drive power P and the proportionality factor α, which depends on
the trap geometry. With increasing magnetron radius, an axial frequency shift ∆νz is





















C4 depends linearly on the tuning ratio, C4 = D4 × TR + E4 (see Eq. 2.16), which can
be proven by trap theory. Recorded axial frequency shifts can then be fitted with a









A scaling of 474(2)nm/cycle is observed for a drive power of -45 dBm, which corresponds
to





C8 = 4× 1017 1/m8 is known to be a robust parameter, both from trap theory and from
measurements taken during different runs. We therefore deduct the C8 effect specified
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Figure 7.5.: Magnetron burst measurement performed during the phase methods campaign
with both parking electrodes set to 0V, (VT4 = VT6 = 0V). On the left side, the axial frequency
shift as a function of burst number for different tuning ratios is depicted. From the scaling of
quadratic component (right), an optimal tuning ratio TRburst is obtained. TRburst = 0.875 067(2)
is close the optimal tuning ratio determined by tuning ratio scans TRopt = 0.875 105(10), indi-
cated by the vertical grid lines (for the phase run data, see Fig. 9.1).







from the measured axial frequency changes. Fig. 7.5 (a) already shows the axial frequency
shifts corrected for the effect of C8. By inserting ρ− = α × N , the C6 coefficient is






3ρ4− ⇒ C6 = −24(3)× 1010 1/m6. (7.17)
The magnetron burst method and the tuning ratio scans differ only by about TRopt −
TRburst = 38(11)µU when the park electrodes T4 and T6 are set to 0V, which is not
of great concern at our trap geometry. In the shuttling configuration characterized by
VT4 = VT6 = ±13.5V1 however, tuning ratio offsets of order 150µU are observed for a
similar magnetron energy range. The reason for this deviation is yet to be understood,
but might be related to a higher order coefficient. This explanation is supported by the
fact that the offset between both methods decreases to about 50µU when the fit area is
constrained to lower burst numbers. The tuning ratio scan method is considered to be
especially robust with regards to C4 and is therefore used as the reference measurement
1During shuttling measurements, the parking voltages are applied both to the empty electrode and
to respective storage electrode.
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B1 = -1.57(2) mT/m
Figure 7.6.: Measurement of B1 by means of the sideband method. To
this end, various offset voltages ranging from −160mV to 60mV are applied
to the P5-electrode, which cause a shift of the ion position along the trap
axis from about −30µm to 90µm compared to the position at 0mV. Each
color represents a single measurement cycle, which consists of applying all
voltage offsets once. From potential theory, the respective ion positions are
calculated. The cyclotron frequency is measured at each position. From the
gradient dνc/dz0, B1 = −1.57(2)mT/m is computed.
for determining C4 and the tuning ratio that tunes C4 to 0.
7.1.4. B1 measurement
The linear magnetic field gradient B1 is easily determined by performing cyclotron fre-
quency measurements at different ion positions. In order to shift the ion along the trap
axis, various offset voltages are applied to one of the correction electrodes. The ion
position is then determined from potential theory. A value of B1 = −1.57(2)mT/m is
obtained (see Fig. 7.6), which is a factor of six smaller than in the last q/m measure-
ment [39], and by factor of three better compared to the state prior to the last dedicated
magnet shimming [53].
The particle position 〈z〉 is shifted as the particle magnetic moment couples to the
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With the approximation ν+ ≈ νc = 1/(2π)×q/m×B and B = B0 +B1 〈z〉, the cyclotron












Considering sideband measurements, where the cyclotron energy is given by E+ = kB ×
ν+/νz, the cyclotron frequency shift is given by ∆ν+/ν+ = −15.4(4)p.p.q./K, or ∆ν+ =
−0.215(5)p.p.t. for Tz = 14K. For cyclotron frequency measurements using the sideband
method, this effect is orders of magnitude lower than the targeted precision, and can
thus be neglected in cyclotron. For peak based frequency measurements, the shift due to
anharmonicities is given by ∆ν+ = −129 p.p.t./eV, which is mainly attributed to B2 (see
Tab. 7.1), while the relativistic shift contributes to ∆ν+ = 1066p.p.t./eV. The B1-effect
thus leads to very small modification in the effective B2-value, which can be neglected
at the targeted measurement precision.
If a q/m ratio measurement is performed where the trap potential is adjusted for each
ion species [39], additional frequency shifts depending on the respective ion position
have to considered. Due to the tunable axial detection system, which is implemented
into the BASE apparatus since the 2017 measurement campaign, this effect is removed
as measurements on both ions are performed in identical potentials.
7.1.5. Trap angle measurement
While the electric and magnetic field are perfectly aligned in the ideal Penning trap, the
tilt between both axes is characterized by the angles θ, φ for the real Penning trap. In
addition, a small ellipticity ε might be present [69], which modifies the trapping field to
Φ (x, y, z) = C2Vr
(
z2 − 12(x





























































































































































































































































































































































































































































dΔνm/dt = 0.49(7) mHz/h
Figure 7.7.: Measurement of trap ellipticity and trap angle. On the left, the ellipticity
calculated from the difference in approximated and measured magnetron frequency, ∆ν− =
ν− − ν̃− is depicted. Assuming an angle θ = 0, an ellipticity ε = 21.07(1) × 10−3 is obtained.
If we assume that the magnet axis and the electric field axis are misaligned by 1mm across the
magnet length of 1m, the measured ∆ν− would correspond to ε = 123.356(2) × 10−3. On the
right, the ∆ν− is depicted. We observe a shift of 0.49(7)mHz/h in ∆ν−, indicating a small tilt
of the experiment axes by about 0.01 deg/h. This tilt might be related to the effect of changing
cryoliquid levels.
While the invariance theorem [69], ν2c = ν2+ + ν2z + ν2− is still valid in traps with non-
zero values for ε, θ, φ, the oscillation frequencies ν+, νz, and ν− get modified. The usual






1− 32 sin2 (θ)
(
1 + 13ε cos (2φ)
))3/2 . (7.22)
Using a few approximations, Eq. 7.22 is approximated by
ν−
ν̃−
≈ 1 + 94θ
2 − ε2/2. (7.23)
From Eq. 7.23, we may then calculate the ellipticity from the ratio ν−/ν̃−:
ε ≈ 92θ
2 − 2 ν̃−
ν−
+ 2 (7.24)
In order to study the trap angles and the ellipticity, we measured the cyclotron and the
magnetron frequency subsequently by means of the sideband method (Fig. 7.7). From
µ (ν−) = 6916.66Hz and µ (ν̃−) = 6918.19Hz, we compute ε = 21.07(1)×10−3 assuming
θ = 0 (see Fig. 7.7 (a)). If both axis were misaligned by 1mm across a magnet length of
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1m, we would obtain ε = 123.356(2)× 10−3.
When evaluating ∆ν− = ν− − ν̃−, the difference between the approximated and the
measured magnetron frequency, we observe a shift of ∆ν− = 0.49(7)mHz/h (see Fig. 7.7
(b)), which corresponds to an angle change of 0.01 deg/h. This tilt might be related to
the effect of changing cryoliquid levels.
Since the invariance theorem also holds for Penning traps where θ, φ, and ε are non-
vanishing, the only way that these imperfections enter into measured cyclotron frequen-
cies is due to that usually ν̃− is used as an estimation for ν− in order to increase the
sampling rate. With ∆ν− = −1.54Hz, this shifts the determined cyclotron frequency by
about 0.36mHz or about 12 p.p.t. In the charge-to-mass ratio, this effect is suppressed
down to about 13 p.p.q. and can therefore safely be neglected, which justifies to use the
approximation above.
7.2. Peak methods
The so-called “peak method” (see Fig. 7.8) relies on exciting the cyclotron motion of a
trapped ion and subsequently observing the signal of the excited cyclotron motion, which
appears as a peak on top of the Fourier-transformed voltage spectrum of the dedicated
cyclotron detector connected to a segmented electrode of the trap. This method enabled
for instance several at-this-time most precise measurements of the proton-to-antiproton
charge-to-mass ratio performed by the TRAP collaboration, which finally reached a
fractional uncertainty of 90 p.p.t. in 1999 [151, 152, 153]. Unlike the “sideband method”
[54], where the cyclotron motion is coupled to the axial mode, the cyclotron frequency is
measured directly. As the magnetic field of a superconducting magnet can be stabilized
much better than the best high-precision voltage sources, the peak method has the
potential to measure cyclotron frequencies with much increased precision. A significant
disadvantage of the peak method however is given by the fact that the cyclotron and
axial frequencies at excited cyclotron motion, ν∗+,z are to first order linearly shifted with
respect to ν+,z at negligible cyclotron energy depending on the cyclotron energy E+:
∆ν+,z = ν∗+,z − ν+,z =M+,z(B2, C4, SR)× E+ (7.25)
M+,z relates to magnetic and electric field inhomogeneities such as B2 and C4 as well as
relativistic effects, which have to be carefully corrected for. Note here that the cyclotron
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Figure 7.8.: Principle of the peak method. A particle is cyclotron-wise excited to a non-
negligible cyclotron energy E+ by means of a radio-frequency drive. The corresponding image
current generates a peak signal observed on the Fourier transformed cyclotron detector spectrum
(displayed on the right), a least-squares fit yields the excited cyclotron frequency ν∗+. As the
spectra are recorded during an FFT averaging time tavg of usually tavg ≈ 64 s, the obtained spec-
tra represent integrals over time. Relativistic corrections and electro-magnetic inhomogeneities
such as B2 and C4 lead to linear frequency shifts in the axial and cyclotron mode. The en-
ergy is calibrated my measuring the axial frequency νz at negligible cyclotron energy (left side,
blue) and the axial frequency ν∗z at excited cyclotron motion (red), with ∆νz = νz − ν∗z ∝ E+.
For an excitation energy of 12 eV, the axial frequency is shifted by ∆νz = 2.094(54)Hz. The
corresponding cyclotron shift is given by ∆ν+ = 334.0(3.0)mHz, for the typical inhomogeneity
values during this run (B2 = −89.4(0.6)mT/m2 and C4 = 0). The spectra presented here were
measured using a single hydride ion.
frequencies are measured at an averaging time tavg, which is usually 64 s for the q/m ratio
measurement, and about 42 s for the cooling curves. During tavg, the particle dissipates
energy and its mode frequencies is shifted accordingly. As the shifts in both frequencies
are to first order linear, this effect is negligible to first order, but should be kept in mind.
The measured spectra represent integrals of the cyclotron and axial frequency over the
FFT acquisition time tavg.
The shifts corresponding to Eq. 7.25 are displayed in Tab. 7.1. This makes a highly
precise and accurate determination of inhomogeneity coefficients and particle energies
crucial for being the application of the peak method. When all relevant trap coefficients
are known, the axial frequency difference ∆νz = ν∗z − νz is used in order to calibrate the
cyclotron energy E+ and subsequently correcting the ν∗+ for the energy-dependent shift
and obtaining ν+. The excited cyclotron peak offers several approaches for studying the
relevant trap coefficients, which are discussed in this section.
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scaling for E+ = 5 eV
∆ν+ -27.8mHz/eV -139.2mHz
∆ν+ (rel) -31.6mHz/eV -158.0mHz
∆ν+ (anharmonicities) 3.8mHz/eV 18.8mHz
∆νz -174.5mHz/eV -872.4mHz
∆νz (rel) -0.3mHz/eV -1.7mHz
∆νz (anharmonicities) -174.1mHz/eV -870.7mHz
∆ν+/∆νz 1/6.27 1/6.27
targeted resolution (20 p.p.t.) 0.6mHz 0.6mHz
Table 7.1.: Frequency shifts occurring in the peak method, scaling and explicit shifts for a
typical excitation energy of E+ = 5 eV. The relativistic shift in cyclotron is about 1 p.p.b./eV,
which means that the energy resolution should be at a few meV, if a frequency accuracy on the
10 p.p.t. level shall be reached. To this end, the axial frequency difference ∆νz is evaluated, which
is dominated by the effect of anharmonicities, while the relativistic effects are much weaker.
7.2.1. Driven harmonic oscillator
The following sections describe measurements related to the cyclotron peak method. In
order to introduce the basic theoretical framework, we discuss the basic properties of the
resonantly excited harmonic oscillator. The harmonic oscillator with angular frequency
ω, amplitude z, charge q, driven by the electric field Edrive is described by
z̈ + ω2z = qEdrive
m
cos (ωt) . (7.26)
The ansatz z(t) = Z(t) cos (ωt+ φ) is used:
z̈(t) = Z̈ cos (ωt− φ) + 2Ż(t) sin (ωt+ φ)ω − Z(t) cos (ωt+ φ)ω2. (7.27)
This can be rewritten to
z̈ + ω2z = Z̈(t) cos (ωt+ φ)− 2Ż(t) sin (ωt+ φ)ω. (7.28)
Inserting the equation of motion, one obtains
Z̈(t) cos (ωt+ φ)− 2Ż sin (ωt+ φ)ω = qEdrive
m
cos (ωt) . (7.29)
95
7. Optimization of a Penning trap
By decoupling fast and slow components, this reduces to
⇒ qEdrive
mω
cos (ωt) = −2Ż(t) sin (ωt+ φ) = 2Ż(t) sin (ωt+ π/2) . (7.30)
We obtain
















Given a resonant excitation, the radius increases linearly with excitation time. In order
to cyclotron-wise excite a particle to E+ = 5 eV, we usually irradiate a resonant radio-
frequency drive at a power of -25 dBm for about 675µs, which increases the cyclotron
radius from ρ+ ≈ 12µm to ρ+ ≈ 166µm.
Examining Eq. 7.32, it is noted that the initial orbit radius ρ+,− adds incoherently to the
excitation period. Its contribution to the radius after excitation remains invariant. As
the energy is proportional to the squared particle radius, the contribution of the initial
radius will contribute ∝
√
EthEexc to the energy uncertainty, with Eth being the initial
energy, and Eexc being the amount of energy transferred into the oscillation mode during
the excitation.
In order to derive the standard deviation of the cyclotron energy after excitation (what is
called the “excitation scatter” from here onwards), a formalism for instance introduced
in [75] is used. Additional aspects of this formalism are also discussed in context of
the phase methods in Sec. 9.6.1. Here, the particle motion is described by the vector






coordinates, the vector is described by (ρ, φ). While the phase φ is initially uniformly
distributed in [0,2π), the radius ρ is distributed according to a Rayleigh distribution, as




























7. Optimization of a Penning trap




. Since the particle’s cyclotron motion is cooled by coupling it
to the axial motion using a sideband drive [54] prior to each measurement, the initial
cyclotron energy is given by











After excitation described by ~ρexc = (xexc, yexc), the distribution is given by (see Eq. 9.35)











The standard deviation of the excited particles energies σ(E)+ is computed from the


















dAρ2f(ρ, φ, ρ+, ~ρexc)
)2
= E2exc + E2th + 2EthEexc. (7.37)
The variance σ(E+)2 is then

























This relation agrees with our principal considerations based upon Eq. 7.32 and is exper-
imentally well verified in Fig. 7.9. (a) depicts the energy scatter σ(E+) as a function
of excitation energy Eexc, obtained when no axial feedback was applied (δνz = 6.1Hz,
blue data points) and when axial feedback was applied (δνz = 2.1Hz, red data points).
Since the axial temperature is linearly related to the axial dip width, δνz ∝ Tz, and
the initial energy Eth is given by Ez × ν+/νz (Eq. 7.34), the two dip widths corre-
spond to different initial energies Eth. We obtain Tz(δνz = 6.1Hz) = 12.4(2)K and
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Tz (6.1 Hz) = 12.4(2) K

















































Figure 7.9.: Excitation scatter investigation. On the left side, the excitation scatter as a
function of excitation energy is depicted. The blue data were taken across multiple days at a dip
width δνz = 6.117(5)Hz. The red data correspond to a single data set that was recorded at a dip
width δνz = 2.147(11)Hz, when negative feedback was applied. Applying Eq. 7.39 and Eq. 7.34,
axial temperatures Tz(6.1Hz) = 12.4(2)K and Tz(2.1Hz) = 5.2(4)K are computed. In (b), the
axial temperature determined from each subset of the data presented in (a) is depicted, with the
blue grid lines denoting the combined value Tz(6.1Hz) = 12.4(2)K. The red data point represents
the same data as depicted in (a), with the shaded red point denoting the corresponding feedback-
free temperature Tz(2.1Hz)×6.1/2.1 = 14.7(1.2)K, which is in agreement with the feedback-free
individual temperature measurements, taking into account the temporal temperature variation.
The feedback-free temperature measurements indicate a temperature variation during individual
dates, that is not reflected in a changing dip width. In (c), the excitation scatter normalized by
the excitation energy as a function of initial particle energy is depicted. The solid line is not a
fit to the data but represents the
√
E+,init-behavior predicted from Eq. 7.39 and agrees very well
the observed scaling.
Tz(δνz = 2.1Hz) = 5.2(4)K. In Fig. 7.9 (b), the axial temperature determined from
the individual scatter measurements is denoted. The feedback-free temperature (blue)
scatters between Tz = 10.6(8)K and Tz = 13.5(1.0)K, while at δνz = 2.1Hz, an axial
temperature Tz = 5.2(4)K is obtained, which corresponds to a feedback-free tempera-
ture Tz(2.1Hz)× 6.1Hz/ (2.1Hz) = 14.7(1.2)K (light red point). This is slightly higher
than the temperatures measured without the application of feedback, but still consis-
tent considering the temporal variation of the axial temperature. In Fig. 7.9 (c), the
normalized energy scatter σ(E+)/
√
E+ is plotted against the intial energy Eth. The
data follows a
√
Eth-function, that is depicted as the solid orange line depicts and is not
a fit to the data. Excellent agreement between Eq. 7.39 and the data depicted in Fig. 7.9
is demonstrated.
The analysis of energy scatter data yields a fast and precise way for determining the axial
temperature, which has to the authors knowledge not been used previously. Especially,
this method allows to monitor changes in axial temperature between individual days or
even during specific measurements, which was practically not possible beforehand with-
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out performing dedicated measurements as for instance described in Sec. 7.1.1, which
require a lot of additional time. This method was proposed by Stefan Ulmer. As this
method was only developed during data analysis after the corresponding measurement
run was completed, the full potential of this method could not be exploited, but will
be studied in future measurement campaigns. In addition, following this model, the
cyclotron excitation scatter can be reduced by pre-cooling the cyclotron motion to lower
initial energies Eth, which is of great use for the further application of the peak method.
7.2.2. B2 determination via cooling curves
A cyclotron-wise excited particle coupled to an LC-detection circuit is resistively damped
with a cooling time constant τ+. The cyclotron energy as a function of time is then given
by
E+(t) = E+,0 × Exp(−t/τ+), (7.40)
with the initial excitation energy given by E+,0. The cyclotron frequency is linearly










































For the peak campaign, it can be assumed the parameter C4 is tuned to zero with
the resolution demonstrated in the tuning ratio scans (u(C4) = u (TRopt) × D4 =
7700(9000) 1/m4). If all measurements are conducted at the same tuning ratio and
thus at the same (small or vanishing) value of C4, it is justified to include the C4-effect
into B2 and quote an effective B2 instead of the real B2, which is done in this thesis
unless otherwise stated. Higher order electric field inhomogeneities such as C6 and C8
contribute to linear and higher-order frequency shifts depending on the cyclotron energy
E+ and their respective values, but are insignificant for excitation energies of a few eV
usually applied at BASE.
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Figure 7.10.: B2 determination via cooling curves. The cyclotron motion ν∗+ (b) is damped by
dissipating energy in the cyclotron detector. (a) depicts the axial frequency ν∗z (t), the asterisk
∗ donates that the cyclotron motion is excited. The axial and cyclotron motion vary as a
function of time due to energy related frequency shifts. These shifts are due to relativistic effects
and due to the magnetic inhomogeneity B2 that can be measured by comparing (a) and (b)
as described in the text. When (a) and (b) are plotted against each other, the linear relation
between both frequency shifts becomes apparent (c). B2 is determined from the fits in (a)
and (b). These results are scattered as the cyclotron cooling curves are affected by magnetic
field fluctuations that are not observed in the axial curves. Therefore, the obtained B2 values
(yellow) are Grubbs filtered [154] (blue), and 108 of the in total 120 cooling curves are used
for determining B2 = −91.3(1.5)mT/m2. The respective initial excitation energies are given by
E+,0,H− = 25.7(3) eV and E+,0,p̄ = 27.7(3) eV. The cooling curves were recorded in 14 different
measurements that took place between 2018/11/14 and 2019/01/06, the total measurement time
for the cooling curves presented here is about 35 hours.
For a cyclotron-wise excited particle, the cyclotron frequency and the axial frequency
as a function of time can then be described by the sum of a constant frequency and an
exponentially decaying shift following Eq. 7.40 (see Fig. 7.10 (a,b)),
ν∗+,z(t) = ν+,z,ref +M+,z(B2,SR)× E+,0 × Exp(−t/τ+)
= ν+,z,ref +A+,z × Exp(−t/τ+),
(7.43)
with M+,z(B2, SR) given by Eq. 7.41 and Eq. 7.42. Here, it is assumed that both ref-
erence frequencies ν+,z,ref, which denote the respective oscillation frequencies at no cy-
clotron energy, remain constant during the cooling curve acquisition time. The asterisks
∗ denotes cyclotron-wise excited particles.
In order to determine the B2 coefficient, we regularly recorded cooling curves as de-
picted in Fig. 7.10 (a,b) for both ion species each time when the q/m ratio was measured
by means of peak methods. Here, we firstly excite the cyclotron energy to E+,0 ≈ 25 eV,
and afterwards record axial and cyclotron spectra simultaneously with an averaging
time of usually 42 s per spectra for about 17 minutes. During this time, the particle’s
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cyclotron motion continuously dissipates energy due to the interaction with the cyclotron
detector, that damps the cyclotron motion with τ+ ≈ 450 s. The set of cyclotron and
axial frequencies over time then resembles an exponential cooling curve, as outlined in
Eq. 7.43, see Fig. 7.10 (a,b). If the cyclotron frequency shift during the acquisition of
the cooling curve is plotted against the corresponding axial frequency shift, the linear
relation between both shifts is seen (Fig. 7.10 (c)). From the coefficients A+,− in the
exponential fits, the B2 coefficient is extracted by inserting the relations from Eq. 7.41,
7.42, see Fig. 7.10 (d). A few distinct outliers are observed among the determined B2 val-
ues, which are likely related to background magnetic field drifts, that bias the cyclotron
cooling curve, while leaving the axial curve unaffected. Such field drifts are likely related
to apparatus thermalization after filling of cryoliquids or ambient temperature drifts and
are observed on a regular basis. The corresponding outliers are removed by Grubbs fil-
tering [154], and a final value of B2 = −91.3(1.5)mT/m2 is observed.
While these methods offer an accessible way for determining B2, there are several draw-
backs that need to be considered. Firstly, the acquisition of cooling curves such as
depicted in Fig. 7.10 (a,b) requires a time span of at least 10min, usually rather 15-
20min. During this time, the ambient magnetic field might change due to changes in
internal and external conditions, such as magnet ramps in the experiment surroundings
or changes in the ambient temperature, pressure inside the cryogenic vessels and cryoliq-
uid level. Changes in the magnetic field will impact on the measured cyclotron frequency,
but not on the axial frequency, which can shift A+ only and thus affects the determined
B2. As a consequence, the obtained B2 values were Grubbs filtered [154] (see Fig. 7.10).
For the low-energy shots of the cooling curve, the particle energy is sometimes too low
to generate a significantly prominent peak on the cyclotron detector, which requires to
introduce threshold criteria in the data analysis for rejecting these fits that misidentified
noise peaks for particle signals. On the other side, the cooling curve approach allows to
determine the cyclotron cooling time constant τ+ explicitly.
Comparably large excitation energies E+,0 of about 25 eV are required in order to record
long cooling curves, energies at which the effect of non-linear shifts due to C6, C8 and
higher order coefficients become stronger. The combined effect of C6 and C8 onto the
axial frequency is given by ∆νz(E+, C6, C8) = −327µHz/eV2 + 9.9µHz/eV3, which cor-
responds to a axial frequency shifts of at maximum 1.5% compared to the linear term
∆νz(E+, B2,SR) = −174(4)mHz/eV arising from B2 and special relativity for the en-
ergy range of up to 35 eV. The non-linear scaling in cyclotron is suppressed even further,
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● ref (5.03 eV)
● probe (2.81 eV)
● probe (5.03 eV)
● probe (7.98 eV)
● probe (11.8 eV)
Figure 7.11.: Principle of B2 determination via variation of excitation energies. On the left,
the excited cyclotron frequencies are depicted. Reference frequencies (blue) and probe frequencies
(remaining colours) are measured alternatingly, one of the probe frequency has the same mean
energy as the reference frequency. Here, four different probe energies are used by adjusting the
number of burst cycles used in the excitation drive. Corresponding axial frequencies at excited
cyclotron motion are depicted on the right side. The data presented in the plot represent about
seven hours of data taking out of a weekend-long measurement. A scaling of both frequency
shifts proportional to the excitation energy is observed. From this scaling, B2 can be determined
as discussed in the text and depicted in Fig. 7.12.
where the linear scaling of ∆ν+(E+) is dominated by special relativity and not by B2.
For these reasons, the effect of C6 and C8 is neglected here, while in the next section
another method for determining B2 is presented, which operates at lower cyclotron en-
ergies of 12 eV and less, which is used to determine the reference B2 value for the peak
campaign.
7.2.3. B2 determination via variation of excitation energy
Another way of determining B2 has been developed in the context of this thesis. In
this method, a particle is cyclotron-wise excited alternating between a reference energy
E+,ref and a probe energy E+,probe, by adjusting the cycle number in the excitation
drive. Simultaneously, the corresponding frequencies ν∗+,z are measured, with the aster-
isk * denoting an excited cyclotron motion, see Fig. 7.11. After each measurement of the
excited cyclotron frequency, the particle is sideband cooled to the thermal temperature
T+ = Tz × ν+/νz.
Linear shifts in both frequencies ν∗+,z scaling proportionally to the cyclotron energy are
observed. In contrast to the B2 determination by means of recording cyclotron cooling
curves (Sec. 7.2.2), now frequency shifts between excited particles at two different ener-
gies are considered, ∆ν∗+,z = ν∗+,z,ref−ν∗+,z,probe, and the corresponding slope ∆ν∗+/∆ν∗z is
102





























































































































































































































































































































































































































































Figure 7.12.: B2 measured via variation of burst energy. (a) and (b) depict the results
from a weekend measurement of B2. The different colors in (a) correspond to the various burst
numbers and respective energies already presented in Fig. 7.11, while the results from (a) are
binned up and plotted in (b). The determined B2 of this 46 h long measurement campaign
is B2 = −90.4(0.9)mT/m2. In total, 17 measurements of B2 have been conducted between
January 11th and February 10th, 2019, all depicted in (c). The blue data points represent
measurements carried out with the hydride ion, the yellow data points were measured with an
antiproton. The combined B2 is −89.4(0.6)mT/m2. The uncertainty was slightly corrected
upwards by considering the reduced χ2 = 1.9, which points to a slight variation of B2 over
time. This might be explained by varying ambient conditions, for instance by magnet ramps in
the experiment surroundings, or also changes in the cryoliquid pressures, ambient temperature,
or cryoliquid levels. A similar measurement conducted from March 15th-24th, 2019, yielded
B2 = −88.6(7)mT/m2, demonstrating the long-term stability of B2.
examined. Similarly to the cooling curve determination, B2 is determined by comparing



























The results of a weekend-long measurement (tmeas = 46h) are depicted in Fig. 7.12
(a,b). In (a), the individual shifts are plotted, with four colors representing the four dif-
ferent excitation settings, corresponding to the mean excitation energies Eexc = 2.81 eV,
5.03 eV, 7.98 eV, and 11.8 eV. A least squares fit in (a) yields B2 = −90.4(0.9)mT/m2,
the B2 precision achieved in this measurement is better than the obtainable resolution
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in similar cooling curve measurements (compare Fig. 7.10). In (b), the data from (a)
were binned together in sets of 15 individual data points. In (c), the results of in total
17 measurements of B2 by means of this method are depicted. They were conducted
over the course of 30 days. The data depicted in (a,b) are represented by the first
data point in (c). The B2 measurements were conducted using a single hydride ion
(blue) and a single antiproton (yellow). When computing the weighted mean, a com-
bined value of B2 = −89.4(0.6)mT/m2 is obtained. This value is used as the reference
B2-value throughout this thesis, when the peak run is discussed. Its uncertainty was
slightly corrected upwards taking into account the reduced χ2 = 1.9, which might in-
dicate a slight temporal variation of B2. This variation could be related to changes in
external conditions, such as the ambient temperature, and magnet ramps of other exper-
iments/the accelerator facility. The B2 value determined here, B2 = −89.4(0.6)mT/m2,
is in good agreement with the B2 value determined from cooling curve measurements
(B2,cooling curves = −91.3(1.5)mT/m2). The reference frequency measurements are per-
formed interleaved with probe frequency measurements, which allows the removal of
the effect of linear magnetic and electric field drifts from the data by performing linear
interpolations, which constitutes a significant advantage compared to the cooling curve
method. Also the about five times faster sampling time significantly suppresses the effect
of ambient field changes during the measurement. This method allows measurements of
B2 at lower energies compared to the cooling curve method, which further suppresses
the small effect of potential anharmonicities of higher order, such as C6, C8. It can be
shown that the attenuation bias/the reliability ratio [155, 156] affects the determined
B2 by much less than 1%, which is why this effect is neglected here.
Effect of the B2 uncertainty onto the measured cyclotron frequency
When computing the cyclotron frequency ν+ with vanishing cyclotron energy E+, the
axial frequency shift ∆νz and the correction slope ∆ν+/(∆νz) are considered:




The uncertainty of ∆ν+ and thus the uncertainty of ν+ arising from the slope uncer-






. With the above
determined B2 value of B2 = −89.4(0.6)mT/m2, this results in u (ν+) ≈ 36p.p.t. for the
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typically used excitation energy of E+,exc = 5 eV. In the context of measurements of the
ratio R of the q/m ratios of antiprotons and hydride ions, the more important figure of





typical excitation energy of E+,exc = 5 eV, assuming the mean energies of both ion species
are identical. When evaluating an example data set of 350 frequency ratio measurements





obtained. This scaling is currently under investigation by other members of the BASE
collaboration, who analyze the peak charge-to-mass ratio measurement campaign, but
is likely related to an interplay of non-identical energies and residual non-linearities.
Our B2 uncertainty u(B2) = 0.6mT/m2 then gives rise to a systematic uncertainty of
u(R) = 0.8 p.p.t. (experimental data) or u(R) = 0.15p.p.t. (theoretical value), both
values being far below the targeted precision of u(R) = 20p.p.t.
Comparing the sideband and the peak method
The peak method for measuring the cyclotron frequency largely depends on the ability
to correct precisely and accurately for the energy dependent shifts. In order to verify
the consistency between the peak method and the well-characterized sideband method
[54, 39], interleaved measurements of the cyclotron frequency by both methods have been
performed (see Fig. 7.13). In (a), the cyclotron frequency difference ν+ − ν∗+ is plotted
against the axial frequency difference νz−ν∗z , where ν∗+ and ν∗z were determined by means
of the peak method, while νz and ν+ at thermal cyclotron energies were measured by
means of the dip and the double dip method. In addition, the excitation energy used in
the peak measurement was alternated between two values to provide additional input
for the B2 determination described in Sec. 7.2.3. The four different colors represent
measurements carried out on four different days. The slope of the solid lines is defined
by the B2 coefficient, with B2 = −89.4mT/m2, and their abscissa given by the offset
determined in each measurement by
ν+(SB)− ν+(PK) = ν+(SB)−
(





The result of each of the four individual measurements is depicted in Fig. 7.13 (b), with
the combined result yielding ν+(SB)−ν+(PK) = 5.3(2.0)(1.7)mHz, with the first uncer-
tainty indicating the statistical uncertainty, and the seconding indicating the systematic
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ν+(SB)-ν+(PK) = 5.3(2.0)(1.7) mHz
Figure 7.13.: Comparison of peak and sideband method. Left: Raw data from four different
measurements. From each individual data point, a cyclotron frequency with vanishing cyclotron
energy is computed. The data were Grubbs filtered [154] based on their fit residuals from a
least-squares linear fit, which gives the results as first computing the offset and subsequently
Grubbs filtering the offsets. In this way, a few outliers were excluded. The solid lines do not
represent fits to the data. Instead, the slopes show the scaling of ∆ν∗+/∆ν∗z expected from theory
assuming assuming B2 = −89.4mT/m2, and their abscissa are given by the mean offset between
both measurement types for each set of measurements. The corresponding offsets are depicted
on the right, with a weighted mean indicated by the solid blue line and the statistical uncertainty
indicated by the dashed blue lines. The dashed red lines indicate the systematic uncertainty due
to the uncertainty on B2. The combined offset between both methods is ν+(PK) − ν+(SB) =
5.3(2.0)(1.7)mHz. Here, the well characterized FFT effect [52] is already subtracted, which shifts
ν+(PK) − ν+(SB) down by 3.9mHz. The reduced χ2 for the blue data points is 4.6. This is
already considered in the statistical uncertainty. This statistical inconsistency could be explained
by assuming a slight variation of B2 over time.
uncertainty arising from the B2 uncertainty, with B2 = −89.4(0.6)mT/m2. During the
systematic studies on the peak method, the behavior of the Stanford Research SR780
audio analyzer1 as a function of the frequency range was investigated. To this end,
frequencies across the frequency range off the FFT (10 kHz - 100 kHz) have been irradi-
ated by a dedicated frequency generator, and the corresponding frequency spectra were
evaluated. During these investigations, a systematic offset scaling linearly with the FFT
frequency was discovered, which was studied in detail and carefully characterized in the
PhD thesis of James Brydges-Harrington [52]. The scaling is given by:
νcorrtrue = νmeasSR780 + 0.2576(32)× 10−6νmeasSR780 + 50(190)× 10−6, (7.47)
1This analyzer was manually equipped with an interface for a 10MHz reference clock, which improved
both the stability and accuracy much compared to the factory state that does not have such an interface
by default.
106
7. Optimization of a Penning trap
with νmeasSR780 denoting the frequency measured by the FFT, and νcorrtrue being the real fre-
quency, which is identical to the frequency irradiated by the frequency generator in this
measurement. Since the measurements presented in Fig. 7.13 were conducted at an FFT
center frequency of about 66 kHz, while the sideband measurements were recorded at a
center frequency of 50.427 kHz, ν+(SB) − ν+(PK) needs to be corrected downwards by
3.9mHz, which is already considered in the offset ν+(SB)−ν+(PK) = 5.3(2.0)(1.7)mHz.
Examining the statistical distribution of the four measured points, a reduced χ2 = 4.6 is
observed. Even though the sample size of four is low, the statistical uncertainty quoted
here was increased accordingly. The combined uncertainty from statistics and systemat-
ics is 2.6mHz, which yields an offset that is only within 2.1 standard errors in agreement
with no offset. This slight discrepancy was only observed during the data evaluation
after this experimental run was concluded. No significant offset scaling as a function of
cyclotron energy could be found in the data taken. Consequently, it was concluded that
non-linear terms did not gave rise to this tension. Another explanation for this tension
would be given by assuming a slight variation of B2 over time. Such a variation could
also lead to an increased reduced χ2. Considering that the mean cyclotron frequency
shift of the data sample was 235(3)mHz, the observed offset corresponds to 2.3(1.1)%.
A deviation of B2 of similar order would be sufficient to entirely explain the offset. The
offset of 5.3(2.6)mHz corresponds to 180(90) p.p.t. Taking the interval of 2 standard
errors, the offset between both methods is constrained here to be below 360 p.p.t.
While in this measurement, the peak method was compared against the sideband method,
for charge-to-mass ratio measurements one peak measurement is compared against the
other. For particles at identical mean energies, effectively no energy correction would
have to be applied to first order1, as the frequency shift scales linearly with energy,
and the different individual particle energies would thus average out. For particles at
different mean energies ∆E+ 6= 0, an offset resulting from an incorrect energy correction
(for instance due to a wrong B2 assignment) would be suppressed by ∆E+/µ(E+), with
µ(E+) denoting the energy mean value. The combined corrected offset between the peak
and the sideband method is ∆ν+,SB,PK, corr = 5.3(2.6)mHz. At an energy difference of
2% (∆E+ = µ(E+)/50), which is routinely achieved during peak ratio measurements,
this would lead to an offset of ∆ν+,1,2 = 0.11(0.06)mHz, corresponding to 4(2) p.p.t.,
which is well below the targeted uncertainty of 20 p.p.t.
1The different masses of the antiproton and the hydride ion would still lead to a small correction.
107
7. Optimization of a Penning trap
Frequency stability achieved with the peak method
The sideband method [54, 39] relies on coupling the cyclotron motion to the axial motion,
which is why the attainable resolution in the determination of the cyclotron frequency is
dominantly limited by the uncertainty with which the axial frequency can be determined
within a defined time window. The axial frequency uncertainty is dominantly limited
by the uncertainty of the least-squares fit to the axial dip lineshape. By employing the
peak method, the excited cyclotron frequency ν∗+ is measured directly. Its achievable
stability is to first order solely constrained by the magnet stability and not limited by
the axial frequency resolution any more, but a good axial frequency resolution is still
required in order to correct for the cyclotron energy dependent shift ∆ν+ as described
in Eq. 7.25. Consequently, the peak method principally enables a higher cyclotron fre-
quency resolution to be achieved.
In order to investigate the limits of the current peak-ratio measurement, a 46 hour
long measurement of cyclotron frequencies is investigated, see Fig. 7.14 (a). The dis-
played frequencies are already energy corrected. Three frequency jumps are observed,
and the corresponding differential Allan deviation [126] for all four subsets is computed,
see Fig. 7.14 (b). Notably, the frequency stability changes after each frequency jump,
with the best frequency scatter in terms of the differential Allan deviation given by
960(40) p.p.t and the worst given by 2080(110) p.p.t. While this behavior remained un-
explained at the time of the observation, a possible mechanism for generating these
frequency jumps and changes in frequency stability was provided later on when the mul-
tilayer self-shielding coil (SSC) wound around the BASE trap can was characterized in
detail [85]. For the measurement presented here, the 75mm and the 85mm coil were ac-
tive, while the 65mm coil was quenched. If the SSC axis and the magnet axis are slightly
misaligned by an misalignment angle θ, the SSC shielding factor S is reduced accordingly
[85]. If vibrations, for instance imposed by boiling cryo-liquids are present in the ex-
perimental apparatus, the temporal variation of θ can also induce excess magnetic field
noise (see Eq. 5 in [85]). Jumps in the magnetic field might arise from abrupt changes
in θ, that could be related to the relief of stress that had built up due to changes in
cryoliquid levels or changes in ambient temperature or ambient pressure. While the SSC
is absolutely crucial for performing high-precision cyclotron frequency measurements in
an accelerator hall when either other experiments or the accelerator are operated, it also
limits the achievable stability during times when no or little ambient magnetic field noise
108























































































































































































































































































































































































































































































































































































































Figure 7.14.: Investigation of the cyclotron frequency stability across a 46 hour long mea-
surement. The excited cyclotron frequencies ν∗+ were measured by means of the peak method,
and energy-corrected by simultaneously recorded axial frequency differences ∆νz = ν∗z − νz (as
discussed in Fig. 7.8 and Eq. 7.25). The corrected cyclotron frequencies ν+ are displayed either in
gray or in colors on the left side. Three frequency jumps are observed at t ≈ 1330min, 1540min,
and 1960min. These jumps are supposedly related to the multi-layer self shielding coil (SSC)
wound around the trap can [85], which adds magnetic field noise due to vibrations present in
the apparatus and a slight misalignment between the SSC axis and the magnet axis, when
the coil is active. The frequency stability of each of the four subsets is investigated, and the
corresponding differential Allan deviations are plotted on the right side, with the grid lines
denoting 0.75 p.p.t., 1.0 p.p.t., 1.25 p.p.t., 1.5 p.p.t. For the first point of the differential Allan de-
viation, we observed values of 960(40) p.p.t. (red), 1130(80) p.p.t. (yellow), 1320(50) p.p.t. (blue),
2080(110) p.p.t. (green). For the q/m campaign conducted during the year-end technical stop
(yets) of CERN with active SSCs, we observed a median frequency scatter of about 900 p.p.t
when the scatter of 1 h long sets of frequencies is evaluated individually. These frequency fluctua-
tions demonstrate an improvement in stability of about a factor of two compared to the sideband
method, where a scatter of about 1.7 p.p.b. was achieved in the best cases. When there is no
magnetic field background noise, and all SSCs are quenched, even scatter values around 400 p.p.t.
to 500 p.p.t. can be reached.
is present.
Once this SSC related behavior was observed, cyclotron frequency stabilities at a calm
magnetic background were investigated for different SSCs being active or quenched.
During these investigations, a frequency scatter of order 400-500 p.p.t. was achieved re-
producibly when all coils were quenched. The typical scatter in axial frequency at the
usual 42 s of averaging time is σ(νz) ≈ 38mHz, which leads to an axial scatter of about
σ(∆νz) ≈ 54mHz, neglecting the effect of the cyclotron cooling, which might induce a
few mHz of additional scatter in σ(∆νz). Due to ∆ν+/∆νz(B2) ≈ 1/6.3, this leads to a
cyclotron scatter of about σ(ν+(σ(∆νz))) ≈ 290p.p.t. The cyclotron frequency scatter
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≈ 280 p.p.t. to 410 p.p.t., (7.48)
with this value indicating a principal limitation, probably due to magnetic field scat-
ter. It should be noted here that the described peak run was the first experimental run
during which BASE was operating at such high cyclotron frequency resolution. While
the changes in frequency stability described in Fig. 7.14 seem to be dominantly related
to the SSC status, this behavior was only discovered approaching the end of the run.
The interplay between the SSC status, ambient experimental conditions such as exter-
nal magnetic field ramps, ambient temperature variations and pressure inside cryo-liquid
vessels remains to be studied in greater detail in further experimental campaigns. In
addition to that, ambient experimental conditions contribute to the changes in magnetic
field stability that are not related to active SSC coils, and offer a wide field of study for
experimental stabilization and isolation.
With the sideband method, a lowest frequency scatter of 1.7 p.p.b. is achieved for op-
timal ambient conditions, which is then mostly limited by the axial frequency stability.
Compared to the sideband method, the best observed peak method stability of 400-
500 p.p.t. constitutes an improvement of a factor of about four in frequency scatter,
or of about sixteen in frequency resolution. Of course, during normal operation of the
Antiproton Decelerator or when other experiments are being operated, the SSC has to
be active. For these conditions, the values depicted in Fig. 7.14 represent more realis-
tic stabilities. Under such conditions, the peak method is dominantly limited by other
environmental fluctuations which affect the magnetic field stability, not by the method
itself.
7.2.4. Disentangling B2 and C4
So far, the effect of C4 has been neglected and instead of the “real” B2,real purely resulting
from the quadratic magnetic inhomogeneity, an “effective” B2,eff was calculated that
includes all linear shifts except from the relativistic shift. This treatment is especially
justified in the case where C4 is close to zero, in which case B2,eff ≈ B2,real. However,
if one performs peak measurements at a tuning ratio TR 6= TRopt, the effect of B2 and
C4 can be disentangled. We recapitulate Eq. 2.16, and describe C4 as a function of the
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Figure 7.15.: Cyclotron frequency measurement by means of the peak method at different
energies and different tuning ratios. To this end, measurement cyclotron and axial frequencies
ν∗+,z at varying cyclotron energies are subtracted from reference frequencies ν∗+,z,ref measured at
a reference energy E+,ref. All cyclotron frequencies were measured using the peak method. The
raw data are depicted on the left, the inverse slopes
(
∆ν∗+/∆ν∗z
)−1 for each tuning ratio is given
on the right.
tuning ratio and the D4 trap parameter calculated from potential theory:
C4 = D4 (TR− TRopt) (7.49)









































By choosing different values for TR, we are able to tune the slope ∆ν∗z/∆ν∗+ as depicted
in Fig. 7.15, where the cyclotron frequency was measured by means of the peak method
for four different excitation energies and seven different tuning ratios. The raw data
are shown in (a), while the fitted inverse slope
(
∆ν∗+/∆ν∗z
)−1 is plotted in (b). The C4
values for each tuning ratio are determined from inserting TRopt measured in Sec. 7.1.1
into Eq. 7.49, and values for B2,real are computed for each tuning ratio (see Fig. 7.16
(a)). Since the obtained values for B2,real do not vary across the considered tuning
ratio range within their individual uncertainties, our understanding of the trap param-
eters is confirmed. The weighted mean yields B2,real = −88.8(2.5)mT/m2, which is in
good agreement with our independently determined effective B2,eff = −89.4(0.6)mT/m2
(7.12). The uncertainty on B2,real is given by the C4 uncertainty u(C4) and the slope un-
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Figure 7.16.: Determination of B2,real (left) and D4 (right). B2,real is determined by applying
Eq. 7.50 and inserting the relation C4 = E4 + D4 × TR. The calculated values for B2,real are
constant within their respective uncertainties across the considered tuning ratio range, which
confirms our understanding of the dominant trap inhomogeneity parameters. The weighted
mean B2,real = 88.5(2.5)mT/m2 indicated by the blue grid lines agrees well with the effective
B2 determined in Sec. 7.12 (red grid lines). On the right, the data from Fig. 7.15 are used
for determining D4. To this end, values for B2,test ranging from −100mT/m2 to −80mT/m2
are inserted into Eq. 7.50. The calculated values for D4 are in agreement with the theoretical
D4 ≈ 1.28(4)× 109 1/m4 (horizontal grid lines) derived from potential theory.
certainty u(∆νz/∆ν+). The contribution of u(C4) to u(B2,real) ranges from 2.9mT/m2
to 1.8mT/m2 and increases for larger absolute values of C4 due to u(D4). The contri-
bution arising from the slope uncertainty u(∆νz/∆ν+) on the other side decreases for
steeper slopes and reaches a lowest contribution of 0.9mT/m2 for TR = 0.887 406. In
this way, our measurement demonstrates that in principle a higher resolution on B2 can
be reached when measuring at non-vanishing C4. However, this would require a more
precise knowledge of C4 than available for this dataset.
On the other side, this measurement can also be used to determine D4 for a given
“test” value B2,test (see Fig. 7.16 (b)). To this end, C4 parameters are extracted by ap-
plying Eq. 7.50, computing individual C4 values for each tuning ratio and inserting the
relation D4 = dC4/dTR. Within a 3% uncertainty on D4 arising from the manufactur-
ing tolerances, the determined values for D4 are in good agreement with the theoretical
prediction for −100mT/m2 ≤ B2,test ≤ −80mT/m2.
Both interpretations outlined here provide important independent confirmation mea-
surements for our understanding of the trap parameters, which are most relevant for
systematic studies, and our accurate control of the related systematic effects (at the
level of the aimed fractional uncertainty of 20 p.p.t.).
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7.2.5. Cyclotron frequency as a function of axial temperature
When performing a measurement on the antiproton-to-proton charge-to-mass ratio, the
scaling of cyclotron frequency with axial temperature, ∆ν+(Tz)/ν+ = −23.4(6)p.p.t./K
discussed in Sec. 7.1.1 is one of the dominant effects that have to be considered in the
ratio evaluation. The axial temperatures of both particles are not necessarily identical,
but can differ on the level of several 100mK, which can lead to frequency ratio shifts
of order 10 p.p.t. As long as the temperature difference is constrained, this effect can
be corrected for and only the uncertainty of the temperature difference affects the ratio
uncertainty. The high frequency resolution of the peak method allows to explicitly
measure this scaling for the first time in the BASE apparatus. The full expression for













The axial temperature is varied by the application of active electronic feedback [78]. The
axial temperature Tz and the dip width are related linearly, δνz,1/δνz,2 = Tz,1/Tz,2 (see
also Sec. 2.3.2). By measuring the cyclotron frequency as a function of axial temperature,
the coefficient B2 × (kBTz) is measured explicitly:












where the coefficients in the bracket are known and not subject to this measurement.
In order to characterize ∆ν+(Tz)/ν+, we adjust the strength and the feedback phase of
the axial feedback loop, which controls the axial temperature, and determine the cy-
clotron frequency by means of the peak method. The feedback is alternatingly switched
on and off. When feedback is applied, axial dip widths between 2.1Hz and 12.5Hz
are obtained, while the feedback-free dip width is δνz = 6.1Hz. This corresponds to
an axial temperature variation of a factor of six. As shown in Fig. 7.17 (a), a clear
scaling of the cyclotron frequency as function of the axial dip width is observed. By
inserting B2 = −89.4(0.6)mT/m2 into Eq. 7.52 and performing a least-squares fit to
the data, a temperature scaling Tz/(δνz) = 2.37(39)Hz/K is obtained. For the typical
dip width δνz = 6.1Hz, this yields an axial temperature Tz = 14.5 (2.4)K, which is in
excellent agreement with the axial temperature determined by means of tuning ratio
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Figure 7.17.: Cyclotron frequency as a function of axial temperature. On the left, the
cyclotron frequency as a function of axial dip width δνz is depicted. The axial dip width is
varied by applying active feedback, with the feedback-free dip width given by δνz = 6.1Hz.
As δνz is a linear function of the axial temperature Tz (see Eq. 2.38), this measurements al-
lows to extract B2 × Tz(δνz) following the procedure outlined in the text. Inserting the known
B2 = −89.4(0.6)mT/m2, a temperature Tz(δνz) = 2.37(39)K/Hz is obtained. This corresponds
to an axial temperature Tz = 14.5 (2.4)K for δνz = 6.1Hz, which is in good agreement with the
axial temperature Tz = 14.68(20) determined by tuning ratio scans in Fig. 7.2, and roughly in
agreement with the axial temperatures determined by excitation scatter measurements (Fig. 7.9),
which vary over time between Tz = 10.6(8)K and Tz = 13.5(1.0)K. On the right side, the cy-
clotron frequency as a function of the resonator level is plotted. From this curve, the contribution
of differences in axial temperature onto the q/m ratio determined by means of the peak method
is constrained down to ∆ν+ = 0.8(3) p.p.t. (see Eq. 7.55).
scans (Tz = 14.68(20)K, see Fig. 7.1) and the axial temperature determined by means
of the above described energy scatter analysis (Tz = 12.4(2)K, see Fig. 7.9). This mea-
surement provides an independent value for the axial temperature explicitly utilizing the
potentially dominant systematic frequency ratio shift and is an important independent
check, which probes at the same time our understanding of this shift.
While the data depicted in Fig. 7.17 (a) are used to determine the axial temperature Tz
by comparing the scaling dν+/dδνz, the data depicted in Fig. 7.17 (b) allow to study the
scaling of the resonator noise level S with temperature, and the relation dν+/dS explic-
itly. As it was outlined in Sec. 7.1.1, the comparison of resonator levels is one of the main
methods for constraining the temperature difference in a q/m measurement campaign.
The resonator noise level S is derived from the Johnson noise of the resonator,
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with the effective parallel resistance Rp, the coupling constant κ, the amplifier noise e2n
and the parameter γ, which incorporates amplifier gain and FFT settings. From Eq. 7.52
and Eq. 7.53, we perform a least-squares fit on ∆ν+(S), and obtain
∆ν+(S) = A+B × 10S/10 with A = 6.2(1.1) B = −2.4(3)× 108 (7.54)
During the q/m-campaign performed with peak methods, the signal level difference is
constrained to ∆S = −0.089(9) dB (uncorrected). When correcting for the changed
detector impedance in the two different working points, ∆S = 0.025(9)dB is obtained,
which yields the following cyclotron frequency shift:
∆ν+(∆S = 0.025(9) dB) = 0.8(3)p.p.t. (7.55)
Note that relation 7.55 is obtained without making assumptions about the interplay
between dip width and resonator level, and without inserting a value for the axial tem-
perature, but purely by inserting the resonator levels measured during the campaign.
In this way, it provides an important independent measurement, which tests and bench-
marks our understanding of one of the dominant systematic frequency ratio shifts. The
uncertainty on the constrained cyclotron frequency shift is well below the targeted pre-
cision of 20 p.p.t.
7.2.6. Cyclotron frequency as a function of varactor voltages
When measuring the antiproton-to-proton charge-to-mass ratio, it is of crucial impor-
tance to measure both particles under identical conditions, as for instance any ion dis-
placement could leed to significant cyclotron frequency shift due to residual magnetic
field gradients. However, due to the different masses of both ions, the axial detector has
to be detuned by ∆νres,ax = 348.5Hz in order to match the axial resonator frequency
and the axial oscillation frequency. In some measurements, also the cyclotron detector
frequency was tuned by means of another varactor diode for the same reason. Due to the
low Q-factor of the cyclotron detector/the high FWHM ≈ 150 kHz, this detector tuning
is optional, as the cyclotron frequencies only differ by about ∆νres,cyc ≈ 32 kHz. The
resonators are tuned using dedicated varactor diodes, whose capacities are adjusted by
applying appropriate varactor voltages Vcyc,vac, Vax,vac. Due to potential ground loops
and potential voltage leakage, the applied varactor voltage could slightly affect the elec-
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trostatic potential depending on the ion species and in this way cause significant unde-
sired shifts in the cyclotron frequency ratio. While a potential effect of the axial varator
voltage has been studied in detail and consequently excluded during the course of the
sideband based q/m-campaign, potential ratio shifts imposed by the cyclotron varactor
voltage Vvac,cyc remain to be investigated. To this end, measurements with both the
peak and the sideband method were performed.
As the cyclotron detector itself is not used for frequency measurements in the sideband
scheme, we operate alternatingly at cyclotron varactor voltages of Vcycvac = 0V, 10V,
which is the entire specified voltage range in order to maximize the impact of any possi-
ble ion displacement related for instance to ground loops and voltage leakage. We obtain
frequency shifts ∆ν+(0V,10V) = 0.04(3.17)mHz and ∆ν+(10V,0V) = 4.14(3.31)mHz
(see Fig. 7.18 (a)). In order to tune the resonator between the antiproton and the Hmi-
nus cyclotron frequency, ∆νres,cyc ≈ 32 kHz, the varactor voltage is varied by 144mV
when the peak method is applied. We constrained the shift across the full 10V voltage
range of the cyclotron varactor diode to ∆ν+ = 4.1(3.3)mHz (see Fig. 7.18, the higher
of both consistent values is taken here in order to set an upper limit). Considering the





10V ≈ 2.0(1.6)× 10
−12 (7.56)
between both ions. Consequently, potential cyclotron frequency related to the different
cyclotron varactor voltages can be disregarded at the desired measurement resolution.
When performing this measurement by employing the peak method, the cyclotron de-
tector used for the cyclotron frequency measurement is detuned from the particle’s oscil-
lation frequency, thereby effectively increasing the cooling time constant of the detector.
Consequently, not only a potential ion displacement, but also the varied ion-detector
interaction is investigated in this scheme. To this end, we recorded cyclotron peak mea-
surements with two different probe detector frequencies νres = 29.57MHz, 29.69MHz
and a reference frequency νres = 29.63MHz, while the particle cyclotron frequency is
given by ν+,p̄ = 29.64MHz. We obtain ν+(0.428V,0.733V) = 0.33(77)(68)mHz and
ν+(1.038V,0.733V) = 1.78(81)(72)mHz, with the first bracket denoting the statisti-
cal uncertainty and the second bracket denoting the systematic uncertainty due to
B2 = −89.4(0.6)mT/m2. The results are displayed in Fig. 7.18 (b) and indicate no
scaling of the measured cyclotron frequency as a function of the cyclotron varactor volt-
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Δν+ (0.428 V,0.733 V) = 0.33(0.77)(0.68) mHz
Δν+ (1.038 V,0.733 V) = 1.78(0.81)(0.72) mHz
Figure 7.18.: Cyclotron frequencies as a function of the cyclotron varactor voltage. Left:
Measurement by means of the sideband method. The cyclotron frequency is measured alter-
nating at the cyclotron varactor voltages Vcycvac = 0V, 10V. For ∆ν+(0V,10V), ν+(0V) −
Mean(ν+(10V)) is computed, and vice versa for ∆ν+(10V,0V). The results are subsequently
Grubbs filtered [154] in order to exclude a few outliers. Both results are consistent with each
other within their uncertainties and indicate no scaling as a function of the cyclotron frequency
with the cyclotron varactor voltage. Right: Measurement of cyclotron frequency shift as a func-
tion of particle detector detuning. The voltages Vcycvac = 0.438V, 0.733V, 1.038V corresponded
to resonator frequencies νres = 29.57MHz, 29.63MHz, 29.69MHz, while the individual cyclotron
frequencies are ν+,p̄ = 29.64MHz and ν+,H− = 29.61MHz. The measurements presented here
were conducted using a single antiproton. Outliers were removed from the data presented here by
using a conservative threshold. The first bracket indicates the statistical uncertainty, while the
second bracket denotes the systematic uncertainty due to B2 = −89.4(0.6)mT/m2. The particle
was excited to E+ = 5.30(4) eV (0.428V) and E+ = 5.89(4) eV (1.038V), for the reference points,
the excitation was alternated between 5.36(4) eV and 12.67(5) eV in order to provide input for the
B2 measurement in Sec. 7.2.3. At our measurement resolution, we do not see an indication for a
shift of the cyclotron frequency with the detector frequency or the resonator varactor voltage.
age/the particle detector detuning, which is consistent with the results obtained from
sideband measurements.
7.3. Summary on cyclotron frequency measurements and trap
coefficients
The effect of the coefficients determined in the sections above onto the measured cy-
clotron frequency are summarized in Tab. 7.2.
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coefficient effect size used quantity discussion
∆ν+(B2,SR) -939 p.p.t./eV B2 = −89.4(0.6)mT/m2 Sec. 7.2.3
dν+/dB2 × u(B2) 8.5 p.p.t./eV B2 = −89.4(0.6)mT/m2 Sec. 7.2.3
∆ν+(Tz) -344 p.p.t. Tz = 14.68(20)K Sec. 7.1.1
d∆ν+/dTz × u(Tz) 4.7 p.p.t. Tz = 14.68(20)K Sec. 7.1.1
∆ν+(B1) 3.9 p.p.t./eV B1 = −1.57(2)mT/m Sec. 7.1.4
d∆ν+/dB1 × u(B1) 98.2 p.p.q./eV B1 = −1.57(2)mT/m Sec. 7.1.4
Table 7.2.: Summary on the effect of trap coefficients onto the measured cyclotron fre-
quency for the trap configuration from the peak methods run. The upper row denotes the
well-characterized frequency shift, and the lower row the corresponding uncertainty.
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After the successful high-precision measurement of the antiproton magnetic moment
performed during the 2015/2016 experimental campaign [28], the BASE collaboration
targeted a high-precision measurement of the antiproton charge-to-mass ratio with a con-
siderable improved precision compared to the measurement performed in 2015, which
yielded a fractional resolution of 69 p.p.t [39]. To this end, the experimental apparatus
was carefully revised and improved, which is discussed in the PhD theses of Takashi
Higuchi [53] and James Brydges-Harrington [52]. In the 2017/2018 antiproton run, a
high-precision q/m measurement was conducted, which is subject of the PhD thesis
of James Brydges-Harrington [52]. Afterwards, the experimental apparatus was again
revised by implementing a vibration-decoupled cryogenic support structure and by re-
ducing the heat load on the 4K stage significantly (see Sec. 3.2). As a result, the mea-
sured cyclotron-frequency scatter was improved and did not exhibit a scaling with the
cryoliquid levels anymore. Instead, the experiment is now entirely limited by the princi-
pal limitations of the sideband method throughout the entire operation cycle (compare
Fig. 3.2). With this apparatus, we conducted another measurement campaign on the
antiproton-to-proton charge-to-mass ratio in April and May 2019, which is described in
this chapter. The content presented in this chapter is the result of collaborative efforts,
to which the author for instance contributed as the responsible experimental operator
during this measurement campaign, and by contributing the apparatus improvements
outlined in Sec. 3.2.
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8.1. Sideband method consistency checks - avoided crossing -
power scaling - dip width
For the high precision measurement on the antiproton-to-proton charge-to-mass ratio
described in this chapter, the so-called “sideband technique” was used [54], which has
been introduced in Sec. 2.5 and is also discussed in Sec. 9.2. This methods relies on
coupling the cyclotron motion to the axial motion by irradiating a quadrupolar ra-
diofrequency drive νrf close to the difference frequency of cyclotron and axial frequency,
νrf = ν+ − νz + δ, with the drive detuning δ being small.
On the axial detector spectrum, a so-called “double-dip” spectrum with dip frequencies
νl, νr is observed (Fig. 8.3). The double-dip frequencies νr, νl can be understood as
representing classical “dressed states” [54]. They are given by


















with an effective Rabi frequency Ω(δ) =
√
Ω20 + δ2. The cyclotron frequency ν+ is then
given by
ν+ = νrf + νl + νr − νz,
as already shown in Eq. 2.50.
The dressed states νl,r are investigated by varying the drive detuning δ and also varying
the field-strength of the coupling drive. Results of this study are shown in Fig. 8.1.
Fig. 8.1 (a) shows “classical avoided crossings”, here the red points represent measured
frequencies νr while the blue points are the measured frequencies νr. The solid lines
are single parameter fits of Eq. 8.1 and Eq. 8.2 to the data. The green line represents
the mean of the two frequencies, the slope of this line is called the crossing-skew δ/2.
Fig. 8.1 (b) shows the measured effective Rabi frequency νr−νl (blue scatter points) as a
function of detuning Ω(δ) =
√
Ω20 + δ2 for different drive strengths E0, the red lines show
fits based on this model. From those fits, we obtain the scaling Ω0(VRMS) = α × VRMS
with the important experiment parameter α = 1.511(3) kHz/V.
As a last aspect to test the applied sideband measurement method, we discuss the dip
widths of νr and νl as a function of detuning and for different drive powers. The explicit
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νrf-(ν+-νz) (Hz) νrf-(ν+-νz) (Hz)
Figure 8.1.: Avoided Crossing. Left: The lower double dip frequency νl is plotted in blue, the
upper double dip frequency νr is shown is plotted in red. In green, the mean (νl + νr)/2 = δ/2 is
shown. The solid lines represent fits to the data. Right: Measured Rabi frequency as a function
of detuning δ. The blue dots indicate data points including error bars, the solid line is a single
parameter fit. These data were taken as part of the PhD work of James Brydges-Harrington
[52].
















This can be rewritten as a linear combination of the normal mode oscillations at fre-
quencies
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Figure 8.2.: Dip width in avoided crossing. Widths of the left (blue) and the right (red)
frequency dips as a function of detuning. Left: Result of a broad band scan at a power of
−34 dBm. Right: Results of scans at different drive power. These data were taken as part of the
PhD work of James Brydges-Harrington [52].
These expressions actually describe the width of νl and νr, as illustrated experimentally
in Fig. 8.2.
8.2. Cyclotron frequency measurements based on the sideband
method
In the “fast shuttling” measurement scheme developed by BASE [39], the cyclotron
frequencies of the antiproton and the hydride ion are measured alternatingly by means
of sideband methods at a sampling rate of about 1/(4min) for a full measurement cycle.
As the cyclotron frequency νc is given by νc = q/m × B0/(2π) with the magnetic field






and consequently obtain the ratio of both charge-to-mass ratios. The sideband method
for measuring the cyclotron frequency of a single trapped ion [54] has been introduced
in Sec. 2.5 and in the section above (Sec. 8.1). In our measurement procedure, firstly,
the axial frequency is measured by means of image current detection and obtained from
fitting the well-known lineshape to the Fourier transformed detector voltage spectrum
(see Fig. 8.3, red data), as described in Sec. 2.3.1. Afterwards, the cyclotron motion ν+
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Figure 8.3.: Dip signals recorded with the axial detector in the precision
trap. Red: Single particle dip. Blue: Double dip spectrum recorded while a
coupling radio-frequency drive is irradiated to the particle.
is coupled to the axial motion νz by means of a quadrupole radio frequency pulse with
frequency νrf = ν+ − νz. We then observe a “double dip” structure on the detector
spectrum resulting from mode coupling (blue data in Fig. 8.3). The cyclotron frequency
ν+ is related to the double dip frequencies νl, νr, the drive frequency νrf, and the axial
frequency νz by ν+ = νrf +νl+νr−νz as specified in Eq. 2.50. The magnetron frequency
is typically estimated from the relation ν− ≈ ν2z/(2ν+) [70] (Eq. 2.9), which is sufficiently
accurate for our purposes. The free cyclotron frequency νc is then computed from using
the invariance theorem [69],
νc =
√
ν2+ + ν2z + ν2−. (8.9)
All frequency measurements are conducted with the axial and cyclotron mode being in
thermal equilibrium with the detection system. The associated mode energies are low and
the energy-dependent shifts consequently small, which is of advantage for measurement
systematics. Other methods for measuring the cyclotron frequency of single trapped ions,
such as the peak detection [152] and phase methods [55], rely on purposely exciting the
cyclotron motion (see Sec. 7.2 and Chap. 9). The sideband method allows for continuous
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uninterrupted frequency sampling, and is rather insensitive to background magnetic
field drifts and fluctuations, which are common in an accelerator hall [85]. One principal
resolution limitation of the sideband method is given by the achievable axial frequency
resolution, which depends on the averaging time tavg, the SNR of the axial detector,
and the particle dip width δνz. At the magnetic field homogeneity in the center of the
BASE precision trap, the principal magnetic field scatter is usually much lower than the
measurement scatter σ imposed by the axial frequency determination.
8.3. Experiment upgrades since the 2014 charge-to-mass ratio
campaign
Since the last dedicated q/m measurement conducted in 2014 [39], several substantial
upgrades to the experimental apparatus have been implemented by the collaboration,
which are summarized in this section:
• The installation of a new high precision superconducting magnet. The state-of-the-
art device, manufactured by Oxford Instruments according BASE-custom specifi-
cations, incorporates 12 shim coils in order to ensure an ultra-homogeneous mag-
netic field in the trap center. The magnet was installed by Stefan Ulmer and
Christian Smorra, and was already used for the high precision measurement of the
antiproton magnetic moment in 2015/2016 [28].
• In order to suppress external magnetic field fluctuations, a novel multi-layer self-
shielding coil system has been implemented. The design was proposed by Stefan
Ulmer, firstly realized within the PhD thesis of Takashi Higuchi [53], and later
upgraded and carefully characterized by Jack Devlin and Elise Wursten [85]. The
concept of a magnetically self shielding coil was developed by Gabrielse [157]. It
consists of a closed coil of superconducting wire that suppresses ambient magnetic
field changes. In the BASE system, several coils of different length are used, which
is novel [85]. With this system, a shielding factor of S = 225(15) is achieved, which
is a significant improvement compared to the shielding factor S ≈ 10 used during
the 2014 campaign [39].
• Passive shieldings of external temperature changes were implemented, including
thermal shielding of the sensitive cryostat tops, covering the previously open ex-
periment zone by a robust plastic tent, and thermally insulating the experiment
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boil-off lines connected to CERN’s helium recovery by means of several layers of
standard insulation foam. These actions improved the temperature drifts experi-
enced by the experiment by up to a factor of 11. This work is described in the
PhD thesis of James Brydges-Harrington [52].
• Implementing varactor diodes for frequency tuning of the axial detection systems.
This addresses the main systematic contribution of the 2014 measurement [39],
which arose due to a slight potential mismatch relating to the uncertainty in asym-
metry compensation, the different ion masses, and the residual B1 term. With axial
detection systems tunable to the axial frequency difference νz,p̄ − νz,H− ≈ 350Hz,
both ions can be measured in identical potentials. The tunable detection systems
were developed and characterized within the master’s thesis of Toya Tanaka [158],
and are inspired by [159].
• The implementation of the new high-precision custom-made Penning trap voltage
supply UM1-14-LN-25 from Stahl electronics, which has a five-fold reduced output
relaxation time constant (4 s) compared to the previous generation.
• The implementation of a single sideband downconverter (SSB) developed by Stefan
Ulmer and Mustafa Besirli [160]. This suppresses parasitic noise occurring during
down conversion and improves the SNR by 3 dB, thereby enabling a higher axial
frequency resolution at constant averaging time.
• The replacement of the internal reference clock of the FFT analyzer with an ex-
ternal 10MHz rubidium clock. The corresponding electronic modifications were
developed by Georg Schneider [75] from the BASE Mainz team, and were imple-
mented at CERN by Mustafa Besirli.
• An upgraded sensor logging system was installed. It consists of multiple tempera-
ture sensors distributed in the experiment zone and inside the experiment’s room
temperature and cryogenic stages. It also features pressure sensors that monitor
the ambient pressure, the pressure inside the cryogenic LHe vessels and the Helium
recovery system. In addition, Hall sensors, GMR sensors and flux-gate sensors are
placed in the experiment zone for monitoring the ambient magnetic field. The
logger system was developed within the PhD work of Takashi Higuchi [53], and
later considerably upgraded by Jack Devlin, Jan Schaper and Axel Ponten.
• The implementation of a Labview experimental control code, herein referred to as
“sequencer”. The code was developed by Christian Smorra and Stefan Ulmer for
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the magnetic moment measurement [28], and afterwards adapted for charge-to-
mass ratio measurements. The sequencer enables flexible operation of individual
experiment routines and has outstanding long-term performance. The sequencer
for the charge-to-mass ratio measurement has been developed within the PhD work
of James Brydges-Harrington [52], to which Elise Wursten, Jack Devlin and the
author contributed in addition.
• The implementation of a revised cryomechanical setup that entirely suppresses
cyclotron frequency scatter induced by cryostat vibrations related to boiling cry-
oliquids. This apparatus revision was developed within the framework of this thesis
and is described in Sec. 3.2.1.
• The implementation of full passive thermal shielding of the apparatus, which is
referred to as “experiment frame” in this thesis, and discussed in Sec. 3.2.2.
As a result of all the revisions listed above, a significant improvement in experiment
stability was achieved, which is depicted in Fig. 8.4. The red data show the antiproton-to-


























Figure 8.4.: Comparison of experiment stability. The red histogram repre-
sents the stability of the frequency ratio achieved during the 2014 antiproton-
to-proton charge-to-mass ratio measurement campaign, the blue histogram
shows the stability reached in 2019 with the technical improvements described
in this section. The ratio stability now reflects the principal limit of the side-
band measurement method. Compared to 2014, the stability is improved by
about a factor of 3.6.
hydride cyclotron frequency scatter σ(νc,p̄/νc,H−) obtained during the 2014 measurement
campaign, while the blue data show the scatter obtained during the 2019 campaign
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Figure 8.5.: Schematic drawing of the trap setup used during the 2019 charge-to-mass ratio
campaign. The reservoir trap (RT) is located left (most upstream) and contains a mixed reservoir
of antiprotons and hydride ions (indicated by the blue filled circle). Two particles, an antiproton
and a hydride ion, are used for the charge-to-mass ratio (denoted by the red and the green filled
circle). The trap electrodes are made of oxygen-free high thermal conductivity copper (OFHC)
and are gold plated. The are separated by sapphire spacers (blue). While the cyclotron frequency
of one particle is measured in the precision trap (PT), the other particle is located in the respective
parking electrode (T4 and T6 electrode). The ions are simultaneously shuttled in and out of the
trap by means of adiabatic shuttling [39]. The RT and the PT are equipped with superconducting
image current detection circuits [76] for measuring the axial oscillation frequency. The precision
trap is also equipped with a cyclotron detector employed for peak-based cyclotron frequency
measurements (Sec. 7.2). The resonance frequency of the axial detection system can be shifted
by means of a varactor diode, which enables to measure the cyclotron frequency of both ions
in identical trap potentials. This addresses the main systematic uncertainty in the last high
precision q/m-measurement [39]. The analysis trap and the cooling trap are not used during this
measurement campaign.
presented in this chapter. The 2019 scatter is more than a factor of 3 smaller compared
to the 2014 data. This significant improvement is mainly attributed to the revised
cryomechnical support, the experiment frame, and the multi-layer self shielding coil
system [85].
8.4. Experimental implementation and measurement scheme
The cyclotron frequency is measured in the precision trap, which is depicted in Fig. 8.5.
The BASE trap system is located inside the horizontal bore of a superconducting magnet
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operated at a magnetic field strength B0 = 1.944 846T. The magnet axis is oriented
at a 60 degree angle with respect to the earth rotation axis. The cylindrical trap elec-
trodes are carefully designed in a compensated and orthogonal way [71], all electrodes
are made out of OFHC copper and are gold plated. The inner trap diameter is 9mm.
Two park electrodes, T4 and T6, are located upstream and downstream from the trap,
and are used for storage of one ion when the other is located in the precision trap.
Frequency measurements are conducted alternatingly, the particles in the precision trap
are exchanged by means of fast adiabatic transport ramps. The trap stack is located
inside a dedicated in-situ vacuum chamber, which is called trap can. The trap can is
indium-sealed, of cylindrical shape and contains a volume of about 1 liter. Before cooling
and pumping of the apparatus, it is pumped to pressures of order 10−7 mbar at room
temperature. Prior to experiment assembly, the pumping port is pinched off and the
trap can is mounted inside the experimental apparatus. Once the experiment is cooled
down to 4K, pressures below 10−18 mbar are achieved, which allows to store antiprotons
for years without particle loss (see [49, 48] and Chap. 6).
Highly-sensitive image current detection systems [76] are used for frequency measure-
ments. The axial detector frequency can be tuned via varactor diodes [158], which
resolves the dominant systematic uncertainty from [39]: Here, the axial potential had to
be adjusted by 5mV depending on the ion species in order to match axial and detector
frequency. A systematic uncertainty arose then from the an uncertainty in the trap
asymmetry compensation and the residual magnetic field gradient B1. With the tunable
detection circuits, both ions can be measured in identical electrostatic potentials. The
detector properties are summarized in Tab. 8.1.
Monitoring the detector quality factor over time, we obtain the differential Allan devi-
ation:
σ(Q) = 18 800(1100)√
tavg
+ 5.5(2). (8.10)
We therefore consider the quality factor to be stable. The resonance frequency is domi-





+ 16(6)µHzt0.91(4)avg . (8.11)
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Parameter Antiproton H−-ion
resonance frequency (Hz) 640 427(1) 640 077(1)
quality-factor 12 652(11) 12 886(11)
signal-to-noise ratio (dB) 25.01 (4) 25.20 (4)
single dip-width (Hz) 2.467 (2) 2.515(2)
double dip-width (Hz) 1.234(4) 1.251(4)
Pickup-Length Deff (mm) 10.03 10.03
Table 8.1.: Axial detector parameters for both working points during the
2019 sideband campaign.

























Figure 8.6.: Left: Illustration of the measurement scheme. The antiproton and the hydride
ion are moved to the measurement trap by applying potential ramps. Right: Timing scheme
of the experiment sequence, the determination of one antiproton-to-hydride cyclotron frequency
ratio takes about 4minutes. This figure is adapted from [75].
The noise on the axial detection systems varies as a function of time, and is discussed
separately in Sec. 8.11.1, where the related systematic uncertainties are examined. The
measurement procedure is schematically depicted in Fig. 8.6, with the electric potential
configuration in (a) and the temporal sequence (b). Prior to data taking, possible
contaminations (electrons and negative ions) are removed by applying rf and kick-out
pulses in the precision trap and the magnetron mode is cooled. The same procedure
is repeated for the other ion. The measurement routine is initialized by shuttling the
particles back and forth. When the antiproton is located in the precision trap, the
hydride ion is located inside the T6 electrode, when the hydride ion is located inside
the precision trap, the antiproton is stored in T4. The measurement time applied in the
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2019 campaign is tmeas = 136.6 s, which are divided into
• 56 s of an axial frequency measurement,
• 64 s of double-dip measurement,
• and 16.6 s for particle shuttling (4 s) and waiting times for voltage relaxation
(12.6 s).
The axial detector is tuned to match the particle’s oscillation frequency by means of the
varactor diode, which leaves the trapping potential unaffected. One experiment cycle
consisting of a cyclotron frequency measurement for each particle takes in total 273 s,
which is about 40 times faster compared to the measurement sequence applied in [152].
After 32 frequency measurements on each particle (every 2.5 hours), a contaminant
cleaning sequence is performed for both ions. These sequences are important, as the
degrader becomes activated during antiproton injection from the AD, and thus emits β-
decay electrons. Even though the precision trap is about 5 cm away from the degrader,
electron contamination is experienced from time to time, during the 2019 campaign
about once per week. The cleaning routine consists of electron kick-out pulses, rf-
cleaning ramps, and magnetron cooling. The cleaning routine takes about 9min of time,
we thus acquire about 13 frequency ratios per hour and 302 ratio during 24 hours.
8.5. Data distribution and experiment stability
During the measurement campaign presented here, CERN and the Antiproton Deceler-
ator were not operated due to CERN’s long shutdown 2 (LS2, 2019-2020). The reservoir
trap was loaded on October 17th, 2018, with one of the last shots delivered from the AD.
After LS2, the ELENA upgrade [161] will provide antiprotons to the experiments, after
having slowed the AD antiprotons further down. The measurement campaign started
on April 17th, 2019, and ended on May 25th, 2019. In total, 8837 frequency ratios
were accumulated. Even though the Antiproton Decelerator itself was not being oper-
ated during that time window, multiply other activities were carried out in the AD hall
during that time, which partially involved ambient magnetic field noise. For instance,
the ELENA upgrade was being commissioned. In addition, construction works were
carried out that involved frequent usage of the overhead crane, which generates a strong
magnetic signal of up to 2.2µT in the BASE zone. Also the neighboring collaborations
were operating their experiments without antiprotons. In addition to these actions that
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Figure 8.7.: Left: Experiment scatter as a function of daytime. In the time window from
10:00 to 22:00, the experiment scatter increases. This is related to increased temperature and
magnetic field fluctuation imposed by other users and installation works. Right: Number of accu-
mulated measurements as a function of daytime. Apparatus maintenance and re-thermalization
is performed synchronously to the main activity windows of others users and the installation
service.
usually happen during daytime, temperature fluctuations in the hall are larger during
daytime, for instance due to opening and closing of the hall doors. Consequently, the
cyclotron frequency stability is much better during night and morning times (10 pm
and 10 am) compared to day and evening times (10 am to 10 pm), as shown in Fig. 8.7
(a). We therefore conducted the experiment maintenance cycles usually around midday.
The maintenance cycle consists of about 2 h of filling of cryogenic liquids, and 4 h of
experiment relaxation, and is conducted twice a week. Overall, the data taking rate is
about 45% higher during night and morning times compared to day and evening times.
8.6. Axial frequency fluctuations
In the sideband method, the cyclotron frequency is determined by reading out the axial
frequency spectrum during mode coupling and without mode coupling (see Eq. 2.50).
Consequently, one fundamental limitation of the method is given by the axial frequency
stability. A set of 4.5 h long axial frequency sequences is shown in Fig. 8.8 (a), with the
corresponding differential Allan deviations shown on right (Fig. 8.8 (b)).





+ 3.7(5.2)× 10−6tavg [Hz], (8.12)
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Figure 8.8.: Axial frequency data of the 2019 q/m campaign. Left: About 10 days of axial
frequency measurements as a function of time. Right: Differential Allan deviations of the se-
quences shown in (a). The red solid line is a fit to the median of the differential Allan deviation
data, the blue solid lines indicate the uncertainty of the fit.
and the blue line denotes the related uncertainty.
The axial frequency scatter Ξz = σ(νz,p̄,k − νz,H−,k) corresponding to Fig. 8.8 (a) is











δνz and δνz,SB depict the dip widths of the single dip and the double dips respectively,
the related SNRs are denoted accordingly. In the equation above, the power-supply
common noise is neglected, which contributes noise at a level of about 14mHz. Our
estimation in Eq. 8.13 is consistent with the measured cyclotron frequency scatter in
Fig. 8.4, which indicates that the experiment is operated at the principal limitation
of the sideband method arising from the axial frequency noise. When direct cyclotron
frequency methods are employed for cyclotron frequency measurements, such as the peak
method (Sec. 7.2.3) or phase methods (Chap. 9), significantly lower frequency scatter
values of order 500 p.p.t. (peak) and 280(20) p.p.t. (phase methods) can be obtained.
These stabilities can only be achieved since 2018 due to the improved cryomechanical
setup (compare Fig. 3.2 and Sec. 3.2.1), as the frequency scatter induced by the apparatus
was above 1 p.p.b. before the 2018 upgrades were implemented.
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8.7. Axial frequency drifts
A deviation in axial frequency νz translates to shifts of the cyclotron frequency ratio by
dR/d∆νz = 3.38 × 10−8/Hz. Consequently, axial frequency drifts have to be carefully




An effective voltage difference of 14 nV between both particles would consequently al-
ready induce a frequency ratio shift of about 30 p.p.t.
The axial frequency stability is characterized by investigating the sequence of axial fre-
quency measurements νz,2k−1 that contain all axial frequencies measured for one ion
species, and predict the set of axial frequencies νz,2k of the other ion. From linear
interpolations, we obtain
〈νz,2k − νz,2k−1,int〉 = −73(327)µHz, (8.15)
which is consistent with no offset between prediction and measured data. The corre-
sponding residual ratio shift is 2(11) p.p.t, which is implicitly considered in the lineshape
correction.
8.8. Magnetic field
The global magnetic field stability is characterized by comparing the cyclotron frequency
over time to the initial cyclotron frequency, as shown in Fig. 8.9. In the upper row, the
cyclotron frequency stability prior to the frame installation at the start of the 2019
campaign is shown. At this time, concrete blocks at the upstream side of the experi-
mental zone were removed in order to install the electrostatic transfer lines, which will
be used after LS2 when antiprotons are delivered from ELENA. This action caused an
unusual high temperature fluctuation inside the experiment zone. In order to improve
the long-term frequency stability and passively shield external temperature fluctuations,
we constructed the frame further described in Sec. 3.2.2. After the frame installation
was completed, a significantly improved experimental long-term stability was yielded, as
shown in the lower row of Fig. 8.9. The corresponding linear magnetic field drifts (red
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Figure 8.9.: Cyclotron frequency stability before and after frame installation. The upper row
shows the stability before the installation of the experiment frame when the upstream part of
the experiment zone was open. The lower row shows the stability after the installation of the
frame (Sec. 3.2.2). On the left, cyclotron frequencies over time are plotted. The right plots show
the corresponding mean values, with the error bars denoting one standard deviation.












= −2.64(26) p.p.b./h. (8.17)
The random walks corresponding to the solid green lines in Fig. 8.9 are characterized the
effective diffusion constants DK , for which we obtain
DB,1 = 21(2)p.p.b./h1/2, (8.18)
DB,2 = 5.2(1.1)p.p.b./h1/2. (8.19)
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for the upper an the lower case, respectively. Consequently, a drift reduction by a factor
of about 2.2 and a random walk suppression of a factor of 4 is achieved due to the frame
installation.
We may also investigate the corresponding differential Allan deviations, again for
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(b)(a)
Figure 8.10.: Cyclotron frequency drift prior and after installation of the experimental frame.
Left: Observed frequency drift coefficient of different data sets, each data-set contains an equiv-
alent measurement time of 4-5 h. Right: Differential Allan deviations of the magnetic field after
installation of the new experiment frame. Green is for night measurements, red for measurements
taking during the day.
frequency subsets of a length of 4.5 h each. Each differential Allan deviation is then




t, with Bk describing the frequency diffusion.
The results on Bk are plotted in Fig. 8.11 (left). The frame was installed sequentially in
the window when the data points 20 to 40 were installed. From point 40 onwards, we
reached the highest magnetic field stability achieved at BASE until that date. Across
the data set in Fig. 8.10 (left), we observe two levels of stability, which can be attributed
to data taking during day/data taking during night. As other users and the AD group
are active during day times, the magnetic field tends to be less stable during these times
compared to night times. This is visualized on the right side of Fig. 8.11, where the
differential Allan deviations after frame installation are plotted. The red data correspond
to measurements performed during day time, the green data correspond to night data.
For the night data, the diffusion cannot be reasonably quantified any more, but can be
constrained by DBnight < 1.5 p.p.b./h1/2. In the best cases, a magnetic field scatter of
300 p.p.t. is reached after one hour of averaging time.
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Figure 8.11.: Analysis of magnetic field drift. Upper row left: Drift coefficient as a function
of measurement number, where each point represents data acquired for an equivalent of about
one hour. Right: Log-plot of the data shown on the left. Lower left: Histogram of the drift
coefficients shown in the upper row. Lower right: Cumulative density function of the data shown
on the left. About 50% of the data are in a drift coefficient range below 4.7mHz/
√
s and about
75 % of the data below 12.2mHz/
√
s.
8.9. Frequency evaluation by linear interpolation and cleaning
filters
Considering the axial frequency stability and the magnetic field behavior outlined in the
previous sections, an interpolating approach was chosen for the frequency ratio evalua-
tion. To this end, the axial frequency sets νz,k,H− and νz,k,p̄ are interpolated using linear
splines. The axial frequency νz(t) during the acquisition of the sideband spectrum is
obtained from the interpolation, and the cyclotron frequency is calculated (Eq. 2.50).
The magnetron frequency is then estimated (Eq. 2.9) and the free cyclotron frequency
νc is calculated using the invariance theorem (Eq. 8.9). From the resulting sets of free
cyclotron frequencies (tH−,k, νc,H−,k) and (tp̄,k, νc,p̄,k), the naive linearly interpolated cy-
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1/2 (νc,p̄,k + νc,p̄,k+1)
νc,H−,k+1
. (8.21)
These ratio data are for instance affected by external magnetic field disturbances (con-
firmed by the flux gate sensors). We therefore apply a 5σ trim filter and a χ2 filter,
and remove all cyclotron frequencies measured in between the trap cleaning routines.
Ratio data affected by occasional trap contaminations (electrons and negative ions) are
addressed by a specific contamination filter. To explain the filter, we recall that the axial








with the characteristic trap parameter C2. Since the trap voltage Vr is identical for both



















If a change in axial frequency difference is observed, this clearly indicates either a mal-
functioning voltage source, strong external voltage drifts, or co-trapped contaminating
particles. The voltage source is continuously monitored in order to detect voltage drifts
or malfunction of the device, which have not been observed during the 2019 sideband
campaign. Consequently, changes in the axial frequency difference that are larger than
expected from the independently measured voltage background scatter indicate contam-
inating particles. In the presence of these co-trapped particles, the contamination repels
the measurement ion, and effectively lowers the axial trapping potential thereby. The
axial frequency of the measurement ion decreases consequently. The differential Allan
deviation of the axial frequency difference ∆νz,p̄,H− = νz,H− − νz,p̄ is shown in Fig. 8.12.
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Figure 8.12.: Axial frequency difference stability and detection of contaminant particles.
Left: Differential Allan deviation of the axial frequency difference between both particles. For
the evaluated range of about eight days of axial frequency measurements, the measured frequency
difference shows a stable 1/
√
t-scaling. Right: Uncleaned axial frequency difference as a function
of time. The frequency difference is constant, as indicated by the figure on the left, however, two
events are observed where the axial frequency instability is induced by contaminating electrons
in the antiproton trap potential.




with t denoting the averaging time in hours. In Fig. 8.12 (b), the raw axial frequency
difference ∆νz,p̄,H− as a function of time is shown. Generally, ∆νz,p̄,H− is stable over
time as seen from the differential Allan deviation. However, two contaminating events
are detected in Fig. 8.12 (b), were the axial frequency is affected due to electron con-
tamination. After careful trap cleaning by means of electron kick-out and by means of
selectively exciting oscillation modes of negative ions, the initial axial frequency differ-
ence is preserved again. The contamination events are detected from a moving median
filter, and consequently the data since last cleaning cycle before are removed from the
evaluation.
From the 8837 measured frequency ratios, 8106 ratios are left after application of the fil-
ters listed above. The initial trim filter rejects 70 measured ratios, 76 ratios are rejected
due to contamination, and 535 ratios are removed as they were accumulated in between
of two cleaning cycles. The remaining 8106 measured ratios are shown in Fig. 8.13, up-
per left. On the upper right, the cyclotron frequency scatter is shown as a function of
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Figure 8.13.: Cyclotron frequency ratio as a function of cleaning threshold. Upper row left:
Overview about the measured ratios during the entire campaign. Right: Measured ratio scatter
(blue) and Monte-Carlo simulated (red). Ratio as a function of cleaning threshold for the data
which were cleaned with an axial threshold filter. Lower row left: Cyclotron frequency as a
function of the trim applied to the data. Right: Fraction of removed data as a function of the
trim cut.
time. To this end, for each data point a 1 h sub-sequence of measured frequency ratios is
considered and Kolmogorov-Smirnow and Pearson-χ2 tests are applied in order to test
whether the sub-sets are distributed according to normal distributions. From these tests,
we obtain the local frequency ratio scatter values σ and p-values to check the consistency
with statistical normality. The uncorrected median baseline scatter of these data is at
1.31 p.p.b. In red, the results of a Monte-Carlo simulation based on a distribution with
comparable median base-line scatter is shown. This comparison clearly indicates the
temporal stability variation of the experiment. Later in this section, it will the discussed
how to handle this temporal stability scaling in the final data analysis. As an example,
the lower two plots show the scaling of the naively determined cyclotron frequency ratio
as a function of a trim cut. The plot on the left shows the upper (red) and the lower
(green) ratio as a function of the trim cut. The behavior of all filters which are involved
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in the data cutting procedure are studied in this way, and the final frequency ratio is
investigated as a function of filtering parameters.
8.9.1. Weighted frequency ratio evaluation
The temporal stability variation of the measured data results in the measured data being
distributed according to a convolution of local sub-distributions. Based on several statis-
tical tests, the null-hypothesis that the data are distributed according to a single normal
distribution is rejected with p-values < 0.001. This is mainly caused by outliers and
temporal stability convolutions which contribute a standardized distribution-Kurtosis
Kurt ≈ 6, while the skewness of the data is consistent with 0 within the uncertainties of
standardized statistical tests.
In Fig. 8.14, the number of points accepted as a function of the chosen cut threshold
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(a)
Figure 8.14.: Statistical data distribution. Left: The blue dots represent the amount of data
points in the center of the measured ratio distribution as a function of the cut threshold applied
to the distribution. The red solid lines represent the calculated scaling for different parameters
σ of the parent distribution, the green line represents a fit to the data that gives a background
center distribution with a width of 1.56(1) p.p.b. The right plot shows the data of the measured
distribution that are above a certain cut threshold. Up to a cut threshold of about 2σ (green
line), the data are consistent with the statistical modes (red line). However, above the 2σ-
threshold denoted by the green, the amount of outliers is inconsistent with the assumption of a
Gaussian white distribution.
is depicted. In Fig. 8.14 (a), measured data are denoted by blue points, the red curves
show the expected results from different parent-distributions, and the green line fits the
data and yields an uncorrected distribution width of σ = 1.56(1) p.p.b. In Fig. 8.14 (b),
the number of points rejected as a function of the trim filter width are shown, with the
red solid line depicted the expected scaling from a normal distribution with the median
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standard deviation of the grouped sub distributions.
In order to account for the time-dependent background scatter, the sequence of measured
frequency ratios is grouped into sub-blocks of length N0. To each of the sub-blocks, a
Pearson-χ2 test is applied in order to compare the sub-block data structure to the null-
hypothesis of normally distributed data. From the sub-blocks, local means, standard
deviations and p-values are obtained. From these data, the weighted mean is computed,
and the stability of the result as a function of N0, trim threshold, hypothesis test p-value
and local background fluctuations is investigated. Two examples for this are illustrated
in Fig. 8.15, where the final frequency ratio is shown as for different values of N0 between
1 h and 4 h. For 2 h ≤ N0 ≤ 3.5 h, the overall weighted mean is stable. The observed
small fluctuations with N0 are in this range consistent with results from Monte-Carlo-
simulations, which are based on measured frequency scatter from the fit routine and the
magnetic diffusion model described in Sec. 8.8.
In addition to the cyclotron frequencies, the differential Allan deviation is also evalu-
ated for other relevant trap parameters such as for instance the resonator level. For
N0 > 3.5 h, a slow drift is observed in some of these differential Allan deviations.
This might for instance indicate that assuming a single underlying magnetic field sub-
distribution for data samples of such length is not appropriate, or changed behavior in
other relevant trap parameters. To quote a final result, we use the mean of the ratio data
evaluated with 2 h ≤ N0 ≤ 3.5 h. Fig. 8.15 (b) shows the final ratio as a function of the
fluctuation cut, where data sub-blocks with high background scatter are disregarded.
Unlike for data samples that consist of data subsets with equal weights, there is no





























group length fluctuation cut
Figure 8.15.: Cyclotron frequency ratio as a function of sub-set sample length and fluctuation
cut. Left: Frequency ratio as a function of group length N0. Right: Ratio as a function of
fluctuation cut.
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widely accepted treatment for obtaining the standard error of a weighted mean on data
subsets with varying uncertainties. We apply a statistical bootstrapping scheme from
which we obtain an empirical distribution of the mean and robust estimate of the related
standard error. For details we refer to [162]. The statistical measured antiproton-to-
hydride cyclotron frequency ratio is
Rexp,stat = 1.001 089 218 775(20), (8.25)
The statistical uncertainty is by 3.25 times more precise than the statistical uncertainty
of the previously reported measurement [39], thanks to the apparatus improvements that
were partly developed and implemented within this thesis (Sec. 3.2).
In order to benchmark the data evaluation approach we compare both particles to them-
selves by cutting the individual particle sequences νc,H−,k and νc,p̄,k to subsequences
νc,H−,2k−1 and νc,H−,2k as well as νc,p̄,2k and νc,p̄,2k−1. We apply the same analysis as
above to the odd sequences to reconstruct the even sequences. For the hydride to hydride
comparisons,
Rexp,stat,H− − 1 = −0.000 000 000 002 8(29 3) (8.26)
is obtained, while the antiproton to antiproton comparison yields
Rexp,stat,p̄ − 1 = −0.000 000 000 015 2(34 5). (8.27)
The combined data-set supports the data evaluation approach with a fractional uncer-
tainty of 22.6 p.p.t., its resolution being slightly less precise compared to the 20 p.p.t.
yielded for the antiproton-to-hydride comparison, which is accounted to stronger pro-
nounced magnetic field drifts in the interleaved identical particles data-treatment.
8.10. Polynomial frequency ratio evaluation
The data evaluation approach by linear interpolation outlined in Sec. 8.9 enables to study
systematic effects flexibly, to simply discriminate experiment stability fluctuations and to
perform high resolution oscillation studies. In this section, the evaluation by polynomial
interpolation is introduced, which is inspired by early work of the trap group at MIT
[163, 164]. The frequency ratio R is obtained by the following algorithm:
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• We fit a polynomial p(t) of order q to a data set of length N0.
• We overlap the data sets νc,p̄,k and νc,H−,k with a free multiplicative estimator
R, fit to the resulting overlapped data-set the polynomial p(t) and evaluate the
log-Likelihood function logL({νc,p̄,k, νc,H−,k}, R).
• To estimate the frequency ratio uncertainty, we calculate the Fisher information
[165] I(R) = d2 logL({νc,p̄,k, νc,H−,k}, R)/dR2 and define the uncertainty of R
based on the Cramer-Rao lower bound [166],
var(R) = − 1
d2 logL({νc,p̄,k, νc,H−,k}, R)/dR2
. (8.28)
The polynomial order q is a-priori a free parameter that needs to be characterized. If
q is chosen too small, the polynomial fit might not reproduce all drifts and non-linear
features present in the data, which usually leads to high reduced χ2 values. If q is chosen
too large, the least squares fitting routine tries to fit noisy features in the data. A lot of
work has been done by others to study the question of ideal polynomial order in context
of analyzing data of trap experiments [164], in BASE we use F-tests, cost functions, and
Akaike-information [167] to define the polynomial order. For the 2019 sideband data, a
polynomial order of N0/q > 6 usually leads to a reduced χ2 ≈ 1 for sub-datasets of a
length below 4 h. For higher q, “overfitting” may artificially reduce the error bar, the
scaling of uncertainty with fitting order is weak. This behavior is visualized in Fig. 8.16.
On the left, an antiproton and a hydride cyclotron frequency data set are corrected for
the offset and plotted together (blue points). The shown data were recorded during
about 2.5 hours. The red line denotes a polynomial fit of third order and the blue a fit
of fifth order. The plot on the right shows the corresponding cost function as a function
of polynomial order. The cost function is given by the quadratic sum of the fit residuals
divided by q. The q-range which leads to stable results (q > 4) is rather robust, with the
fit residuals and the obtained ratio result being stable. For q > N0/3, we start to see
indications of “overfitting”, which is why such high polynomial orders are not considered
in this data analysis.
In Figure 8.17 left, the results of the naive linear interpolation (red points) and those of
an optimized polynomial fit evaluation (blue) are shown for a sub-ratio data set. This
analysis is based on the work of other collaboration members at BASE, and will be
fully described in a dedicated publication soon. For 90% of the dataset, the linear and
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Figure 8.16.: Polynomial fitting and cost function. Left: Measured cyclotron frequency sets of
the antiproton and the hydride ion (blue scatter points). Both frequency sets are plotted on top
of each other for illustrative purposes. Every frequency at odd position is a hydride frequency,
every frequency at even position is an antiproton frequency. The sample length is N0 = 64,
which correspond to a time sequence of 2.5 h. The red line indicates a third order fit, the blue
line is the result of a fifth order fit. Right: Cost function (fit residuals divided by number of
degrees of freedom) as a function of polynomial order for the data shown on the left. The cost
function is stable above p = 4.
the polynomial results are consistent within about 10% of the quoted error bars. The
plot on the right hand side shows the result of the polynomial fitting approach as a
function of the linear spline treatment. From evaluating the entire dataset by means
of the polynomial fit approach and by treating the resulting frequency ratios with the
weighted data approach outlined in the section above, we obtain
Rexp,stat = 1.001 089 218 772(19), (8.29)
which is within 3 p.p.t. consistent with the linear spline evaluation frequency ratio pre-
sented in the last section. Also here, the uncertainty is obtained from a bootstrap
analysis.
8.11. Systematic uncertainties and corrections
In the following sections, all relevant aspects of the systematic uncertainties and correc-
tions are described. There are three main types of systematic shifts and uncertainties:
1. Trap shifts: Trap related shifts and uncertainties that arise from systematic shifts
144
8. Antiproton to proton charge-to-mass ratio measurement in 2019





























Figure 8.17.: Comparing the linear and polynomial evaluation approach. Left: Selection of a
frequency ratio sequences, red data points are from the linear fitting approach, blue data from
the polynomial fitting approach. The plot on the right shows the polynomial ratio as a function
of the linear ratio, the red line indicates f(x)=x.
of the measured frequencies due to trap imperfections such as the slightly inhomo-
geneous magnetic field and higher order terms in the electric trapping potential.
Any other shifts that lead to deviations of the assumptions of the Penning trap
as a homogeneous magnetic field and an ideal quadrupolar potential is as well
attributed to the category, such as for example shifts due to the interaction of
the particle with its image charge and the resonant detection system, as well as
relativistic frequency shifts.
2. Spectrum shifts: Shifts and uncertainties that are related to the applied frequency
measurement process. Such shifts could arise from local and global spectrum
asymmetries, which might be slightly different at the two different measurement
frequencies νz,H− and νz,p̄.
3. Sequence shifts: Shifts that arise from the measurement sequence itself, such as
for example asymmetric voltage drifts, or shifts of the trapping potential related
to varactor detuning and parasitic leakage currents.
The statistical uncertainty which has been achieved by the shuttling measurements is 20
parts in a trillion, which corresponds to an uncertainty of about 600µHz. It is therefore
necessary to study the related systematic effects at that level of absolute frequency
resolution.
Any systematic shift ∆νc,k in the determination of a cyclotron frequency νc,k is related
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to a systematic shift in the cyclotron frequency ratio by



















The invariance theorem ν2c = ν2+ + ν2z + ν2− [69] is used to determine the free cyclotron
frequency νc. Shifts in νc are therefore given by




































The determination of the modified cyclotron frequency ν+ dominates systematic shifts
and uncertainties. Shifts and uncertainties in the axial frequency are suppressed by a
factor of≈ 46, while those in the determination of the magnetron frequency are negligibly
small. In sideband measurements, the modified cyclotron frequency is determined by
ν+ = νrf + νl + νr − νz. (8.33)
Consequently, any systematic shift in one of those four frequencies will directly lead
to a shift in the determined cyclotron frequency ratio. We distinguish here spectrum
shifts ∆νS , which account to all frequencies measured via axial FFT spectra, and the
trap shifts ∆νT , which are intrinsic in the involved cyclotron, axial, and dynamical
coupling frequencies. The experimentally determined cyclotron frequency from sideband
measurements therefore denotes
ν+,exp = ν+,0 + ∆ν+,T = νrf + νl + νr − (νz + ∆νz,T + ∆νz,S) , (8.34)
the uncertainties due to ∆νT and ∆νS will be discussed in the further text below.
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8.11.1. Trap Shifts - axial temperature / axial temperature variation /
temperature similarity




















In the last approximation, ∆νc,1/∆νc,2 ≈ 1 was used. It can be seen that certain
trap shifts are suppressed by almost three orders of magnitude in antiproton-to-proton
charge-to-mass ratio comparisons (|1 − R0| ≈ 1/1000). This is only true if the two
particle energies are identical. As all frequency measurements in the sideband scheme
rely on the particle being in thermal equilibrium with the axial detection circuit, it is
especially important to investigate the detector temperature for both working points. At
BASE, the axial detector temperature slowly changes over time, as depicted in Fig. 8.18.
Left, the axial detector signal-to-noise ratio is shown, while the corresponding differential
Allan deviation of the detector SNR over time is shown on the right. The detector SNR


























Figure 8.18.: Temporal stability of the detector SNR. Left: Detector signal-to-noise ratio as
a function of time. The data set covers a time range of 25 days of continuously sampled data.
Right: Differential Allan deviation of the data shown on the left, the signal-to-noise ratio of
the detector can be considered stable for a period of about three hours, for longer averaging it
exhibits a slow drift.
and the top-noise level of the axial resonator are related to the detector temperature Tz,
with
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κ describes the coupling factor of the amplifier to the resonator [76] and en the amplifier
equivalent input noise. The temperature can be estimated by means of tuning ratio
scans (Sec. 7.1.1), measurements of cyclotron frequency as a function of axial feedback
strength (Sec. 7.2.5), or cyclotron excitation scatter measurements (Sec. 7.2.1). For the
negative feedback applied during the sideband campaign 2019, an antiproton median
baseline temperature of 5.23(34)K has been measured. A dominant systematic shift
between both cyclotron frequencies is induced if the axial temperatures of both particles
differ (see also Sec. 7.1.1). To investigate the temperature difference, we consider the
difference dS in top-noise levels of the different detector working points νres,H− and νres,p̄.
The amplifier gain difference is experimentally constrained to dGres,H−,p̄ < 0.0002dB and
assumed to be constant here, dGres,H−,p̄ = Gres,H− −Gres,p̄ = 0. dS is then given by:






















Here, the approximation (κH−/en,H−)2/(κp̄/en,p̄)2 ≈ 1 is used since the coupling factors
κ are given from the geometrical tap ratio of the detector-inductance, and the equivalent
amplifier input noise en is considered to be constant in the frequency tuning range of
∆ν ≈ 348.5Hz. Apart from the axial temperature fraction Tz,H−/Tz,p̄, all other parame-
ters are directly accessible from the experiment sequence, which enables us to determine
the differential deviation Tz,H−/Tz,p̄ − 1. An example of the measured dS is shown in
Fig. 8.19. On the left, the measured data are plotted in blue and the red points denote
the 2.5 h moving median filter. The solid red line indicates the median of the full data
set, while the green line shows the signal level difference expected from measurements
of the effective parallel resistances of the detector, Rp,p̄ and Rp,H− . On the right, the
relation between temperature difference and signal level difference is shown. The gray
lines in both plots in Fig. 8.19 indicate dS values corresponding to temperature differ-
ences in steps of 0.5K. In addition to comparing the signal level difference of hydride and
antiproton resonator spectra, we also compare the noise levels of single dip spectra and
double dip spectra. The comparison of axial and sideband spectra show a systematic
difference of (TSB − Tz)p̄ = 50.3(3.3)mK and (TSB − Tz)H− = 50.2(3.3)mK.
The two axial temperatures of the particles were also compared explicitly by perform-
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Figure 8.19.: Investigation of detector signal difference. Left: Detector signal level difference
as a function of time. The scatter points indicate the measured results, the dark red data is a
median filter applied to the data which averages over moving sequences with a length of 2.5 h, the
red solid line is the measured median difference of the entire sequence, the green line indicates
the expected signal level difference based on measurements of the resonator resistances Rp,p̄ and
Rp,H− . The gray solid lines indicate expected signal level differences, each step corresponds to
a temperature difference of 0.5K. Right: Signal level difference as a function of temperature
difference. Blue represents the signal level model, red and green indicate the same values as the
plot on the left.
ing interleaved tuning ratio scans (see also Sec. 7.1.1), and by comparing the excitation
scatter (see also Sec. 7.2.1) at the two different axial resonator working points νres,H−
and νres,p̄. From tuning ratio scans, the difference in axial temperature is constrained to
be around 160(220)mK, while from excitation scatter measurements both particle tem-
peratures look similar at a level ∆T/T = 0.049. The implications of these temperature
differences will be discussed below.
8.11.2. Trap shifts - magnetic field
In this section, frequency shifts arising the from magnetic field gradient B1 and the
quadratic magnetic field inhomogeneity B2 are considered. In axial direction, the mag-
netic field in the center of the precision trap is given by
Bz(z) = B0 +B1z +B2z2. (8.38)
Here B1 is the magnetic gradient coefficient B1 = 1.57(2)mT/m, which has been de-
termined by shifting the particle along the trap axis and measuring the cyclotron fre-
quency as a function of particle position (Sec. 7.1.4), B2 is the magnetic bottle coefficient
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B2 = −89.4(6)mT/m2 that has been measured using the peak method, as described in
Sec. 7.2.3.
Magnetic gradient shift
The effect of the magnetic field gradient B1 in axial direction onto the measured cyclotron
frequency has already been discussed in the context of the trap optimization in Sec. 7.1.4.
B1 induces a shift of equilibrium position of the axial oscillation due to an interaction
with the angular moment resulting from the cyclotron oscillation I+(ν+, E+). As a result,
the cyclotron frequencies ν+,H− and ν+,p̄ are measured at slightly different positions in












With the parameters of our precision trap, the axial temperature similarity that was
determined above, and T+ = (ν+/νz)Tz, this leads for both particles to absolute indi-
vidual cyclotron frequency shifts of (∆νc/νc) = −7.5(3) × 10−14, which translates to
a systematic frequency ratio shift of (∆R/R) = −4.0 × 10−17 and an uncertainty of
5.78× 10−15.
Magnetic bottle shift
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where in the last equation the relations for sideband-cooled particles, T+ = (ν+/νz)Tz
and T− = (ν−/νz)Tz, were inserted. The dominant shift of the modified cyclotron
frequency is imposed by the oscillation of the weakly bound axial mode over the magnetic
inhomogeneity, which leads to a shift since 〈z(t)2〉 6= 0. With B2 = −89.4(6)mT/m2,
















and has a magnitude which is of dominant concern. With the limits from explicit
temperature difference measurements ∆T ≈ 160(220)mK, and the temperature differ-
ences between sideband and axial spectra of 50.3(3.3)mK and 50.2(3.3)mK, we extract
∆R/R = 3.75 × 10−12 with an uncertainty of 5.16 p.p.t., which is the dominant trap
related uncertainty imposed on the measurement.
8.11.3. Trap Shifts - Electrostatic Potential







where odd coefficients are negligibly small. While the C2 coefficient is related to the
harmonic trap potential, C4 and C6 are the dominant higher-order coefficients to the
series expansion. These can ideally be simultaneously tuned to 0 in the compensated

























































= 33.93 mHzmUnit×K . (8.44)
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Using tuning ratio scans (Sec. 7.1.1), we routinely optimize the tuning ratio to the
< 10−5-level, which corresponds to an axial frequency shift of < ∆νz = 339µHz/K and
to a related systematic uncertainty in the cyclotron frequency ratio of σ(∆R/R)C4 =
0.76×10−12. For the C6 coefficient, a tuning ratio compensation offset of ∆TR(C4 = 0)−
∆TR(C6 = 0) = 3.5(1.5)mUnits has been determined based on magnetron burst scans.
This compensation mismatch induces an additional ratio uncertainty σ(∆R/R)C6 =
1.4× 10−16.
8.11.4. Trap shifts - relativistic shift
The effects of special relativity are mainly due to the relativistic mass m(v) =
m0/
√



























































For protons and hydride ions, the only relevant frequency shift due to special relativity
in the sideband scheme is the shift of the modified cyclotron frequency, which leads to
ratio shift ∆R/R = 4.25p.p.t./K×∆Tz. With ∆Tz = 160(220)mK, we yield ∆R/R =
0.7(9)p.p.t.
8.11.5. Trap shifts - magnetron approximation and trap angle
The invariance theorem [69], which is used for determining the cyclotron frequency holds
also in presence of an elliptic deformation of the trapping potential ∝ ε(x2 − y2) and
a misalignment angle θ of the magnetic field axis to the axis of the trapping field. At
BASE, the magnetron frequency is usually not explicitly measured, but instead esti-
mated by ν− ≈ ν̃− = ν2z/(2ν+). This approach is chosen since slight inaccuracies in the
magnetron frequency determination are strongly suppressed due to the frequency hier-
archy at BASE (ν+  νz  ν−), and the sampling rate can be increased. Consequently,
the trap shifts due to ε and θ that would cancel out in the free cyclotron frequency
if all eigenfrequencies were measured cannot be neglected. The resulting shift in the
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cyclotron frequency determination can be calculated explicitly. For ε  1 and θ  1,





















This effect is precisely calculated by performing interleaved sideband measurements on
the magnetron and the cyclotron sideband, and comparing ν̃− = ν2z/(2ν+) and the
explicitly measured ν− (see also Sec. 7.1.5). We obtain ν− = 6916.661(4) Hz and ν̃− =




= −1.97(3)× 10−4, which indicates that
the ellipticity slightly dominates over the trap angle misalignment. The resulting shift
in the cyclotron frequency ratio is ∆R/R = 5.25(1) × 10−14, which is three orders of
magnitude below the statistical uncertainty of the measurement campaign.
8.11.6. Trap shifts - image charge shift
The particle oscillation induces an image charge in the trap electrodes that leads to an
additional radially pulling electric field, which modifies the modified cyclotron frequency
[168]. For cylindrical traps, the related potential problem can be solved explicitly by
treating the trap as an infinitely long grounded, conductive, cylindrical tube of radius






With the BASE magnetic field of B0 = 1.944 846T and the trap radius ρ0 = 4.5mm, the
image charge shifts for the proton and the H− ion are at −43.61p.p.t. and −43.67 p.p.t.,
respectively, and the resulting frequency ratio shift is given by ∆R = 0.0475(6) p.p.t.
The uncertainty in ∆R is related to the 10µm manufacturing tolerances of the trap
electrodes.
8.11.7. Trap shift - damping shift and resonator pulling
The particle’s axial motions is weakly coupled to the axial detection resonator and is
thereby damped, which leads to a modification of the axial frequency. While the real
part of the detection impedance causes a marginal shift, the interaction between the
imaginary part of the detection impedance and the particle can cause considerable axial
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frequency shifts, when the particle and the resonator are slightly detuned [170]. The
complex impedance causes an image current that is in phase with the motion of the
ion. This image current produces a dynamical pseudo-potential that shifts the axial
frequency. This shift is compensated in the BASE fitting routine.
8.11.8. Sequence/Spectrum Shifts - Axial Frequency Comparisons
The measured axial frequencies of the two particles are used for characterizing sequence
and spectrum shifts. From other source [71], R is known to a level of 90 p.p.t. This
measurement is based on another measurement method and therefore allows us testing
the consistency of the axial frequency measurement system to a level of 30µHz, which
corresponds to an equivalent frequency ratio resolution of 1 p.p.t.
We therefore compare axial frequencies of different shuttling measurements with the
antiproton stored in T4 and the hydride ion stored in T6 as well as with interchanged
particle configuration, and obtain the axial frequency differences ∆4,6 = νp̄,T4 − νH−,T6
and ∆6,4 = νH−,T4−νp̄,T6 . This enables us to disentangle spectrum offsets ∆z,S and volt-
age drifts ∆z,D. Since the frequency ratio determination is only sensitive to differences
between measured frequencies rather than to absolute offsets, we assign without loss
of generality the drift offset to electrode T6 and the spectrum offset to the antiproton
spectrum. With
∆4,6 = ∆z,S −∆z,D and ∆6,4 = −∆z,S −∆z,D, (8.48)
we obtain the offsets as
∆4,6 + ∆6,4 = −2∆z,D and ∆4,6 −∆6,4 = 2∆z,S . (8.49)
From the measured data that are considered here, we extract a T4 to T6 drift off-
set of ∆z,D = −5.03(5.12)p.p.t., and a spectrum offset of ∆z,S = 28.16(11.04) p.p.t.
(≈ 835µHz). During the measurement sequence, the trap voltage was measured inde-
pendently, and in addition, the axial frequency prior to the sideband measurement is
compared with the axial frequency during the sideband measurement (by νz = (νl+νr)).
From these two measurements, the presence of additional drifts during the acquisition
of the double dip spectrum is rejected. The systematic frequency offset between the
two axial frequencies of ∆z,S = 835µHz, and how to correct for the effect, has yet
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to be understood and is investigated in the following sections. It is noted that trivial
shifts such as FFT heterodyning offsets or systematic offsets imposed by the 10MHz Rb
standard (SR-FS725) with a specified frequency stability of ∆ν/ν < 2 × 10−12, aging
of ∆ν/ν < 50 × 10−12 per month, and a temperature response of 30 p.p.t./K can be
constrained to ∆R/R = −2.76(85)p.p.t.
8.11.9. Interaction of Varactor Tuning and B1
A varactor diode (a voltage variable capacitor) is used in order to tune the detector
resonance frequency between the two working points νres,H− and νres,p̄ (see Fig. 8.5).
The varactor is connected via a coupling capacitor to the P3 pick-up electrode of the
precision trap, to which the detector is connected as well. P3 and P5 are the correction
electrodes, which individually produce a potential gradient over the trap, but together
facilitate a homogeneous trap potential (Sec. 2.2). A leakage current over the coupling
capacitor of the varactor would lead to a voltage offset on P3 that would shift the particle
in the residual magnetic gradient B1 and impose a shift of the measured cyclotron
frequency ratio. The observed frequency shift of ∆z,S = 835µHz would be consistent
with a parasitic voltage offset of 250µV on the correction electrode. With the axial
position shift of 604µm/mV on the correction electrode and the B1 = 0.00157(2)T/m2
(Sec. 7.1.4), this would produce a frequency ratio shift (∆R/R) ≈ 100 p.p.t. We therefore
measure the voltage on the P3 electrode using a precision voltmeter while changing the
biasing voltage of the axial varactor. From those measurements, we can constrain the
offset voltage on P3 due to the varactor biasing to < 2µV and any varactor related
frequency ratio shift to < 1× 10−13, which is about a factor of 100 below the statistical
precision reached in the experiment.
8.11.10. Lineshape and fit residuals
In order to understand the inconsistency in ∆νz,S discussed in Sec. 8.11.8, a re-evaluation
of the measured data was carried out. Here, a non-white component in the fit residuals
of the axial and sideband spectrum fits was discovered. This leads to a shift of the
measured axial frequency, depending on the relative position of the particle with respect
to the resonator center, which has yet to be understood. In order to constrain how these
additional shifts ∆νP affect the measured cyclotron frequency ratio, fit residuals of all
involved measured frequencies need to be considered and the transfer function f(νk) is
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evaluated, with k denoting the measurement index. f(νk) is given by
f(νk) = (∆νl,p̄,P (νres,p̄) + ∆νr,p̄,P (νres,p̄)−∆νz,p̄,P (νz,p̄))
− (∆νl,H− , P (νres,H−) + ∆νr,H−,P (νres,H−)−∆νz,H−,P (νz,H−)),
(8.50)
where ∆ν(l,r,z),p̄,P (νres,p̄) are the pulling shifts for the antiproton and ∆ν(l,r,z),H−,P (νres,H−)
for the hydride ion. f(νk) is shown in Fig. 8.20 as a function of the hydride to antiproton
resonator difference. The blue scatter point are function values f(νk) extracted from
the data, the red line is a polynomial fit pP (νres,H− − νres,p̄). The vertical green line at
−348.5Hz indicates the resonant condition, the vertical black line the integral detuning
over the experiment. The horizontal line represents the integral of the scaling function
over all available data points. By applying the same evaluation solely to νz,H− and νz,p̄













Figure 8.20.: Effect of resonator pulling in the charge-to-mass ratio. The
scaling function f(νk) as defined in Eq. 8.50 is plotted as a function of the
particle-to-resonator. The fit residuals contribute the dominant systematic
uncertainty to the error budget.
data, the integral over the data set reproduces the observed axial frequency shift νz,S ,
which is however compensated in the integral over the data set and all involved frequen-
cies. Additional work is required to understand this inconsistency, at the moment the
fitting algorithm is critically refined1. Although not understood in all aspects at the-
1This thesis was handed in on November 30th, 2020. Until submission of a corresponding manuscript
by the BASE collaboration, substantial improvements in the quantitative understanding of this effect
have been made, which will be described in the manuscript.
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sis submission, a correction of the effect is possible based on integrating the data over
the scaling function pP (νres,H− − νres,p̄). This imposes an additional systematic uncer-
tainty that is defined by the fit residuals of pP (νres,H− − νres,p̄), the related ratio shift is
∆R/R = 7.41p.p.t. with an uncertainty of ∆νLS = 26.94p.p.t., which is the dominant
systematic uncertainty of the measurement.
8.11.11. Summary of considered effects
In the chapters above, we have presented a measurement of the antiproton-to-hydride
charge-to-mass ratio and discussed the systematic contributions that have been investi-
gated so far, all shifts are summarized in the table shown in Tab. 8.2. While trap intrinsic
systematic shifts are well under control and cancel out in the frequency ratio, the domi-
nant uncertainty of the trap intrinsic shift is due to the interaction of the axial mode of
the particles with the residual magnetic bottle of B2 = −0.0894(6)T/m2. The dominant
current systematic uncertainty arises from a line shape correction which has yet to be
understood, but which has been characterized phenomenologically (Sec. 8.11.10). The
imposed uncertainty is at a level of 26.94 p.p.t., which is accounted to the error budget.
In addition, frequency shifts imposed by varactor tuning were constrained to < 2µV and
B1 related systematic shifts of the frequency ratio were constrained to ∆R/R < 10−13.
Considering the statistical antiproton-to-hydride charge-to-mass ratio that is extracted
from the polynomial fitting approach, this leads to the preliminary value
Rexp = 1.001 089 218 768(19)stat(28)sys. (8.51)
Thanks to the improvements developed by the BASE team, and within the work de-
scribed in this thesis, the statistical uncertainty of the measurement improves that of
the previous measurement by a factor of 3. The result shows a total measurement
uncertainty of 34 p.p.t. and improves the previous value [39] by about a factor of two.
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Effect Frequency Ratio Shift (p.p.t.) Uncertainty (p.p.t.)





Image Charge 0 0
Relativistic 1 1
Trap Angle 0 0
T4/T6 - Drift Offset -5 5
Clock Offset -3 1
Lineshape 7 27
B1-Drift Offset 0 0
Varactor Offset 0 0
Systematic shift 4 28
Rexp, corrected 1.001 089 218 768 34
Table 8.2.: Summary of considered systematic shifts. The dominant trap uncertainty comes
from the interaction of the particle’s axial mode with the magnetic bottle of the trap. The
dominant systematic contribution of the measurement campaign comes from line shape uncer-
tainties that were phenomenologically characterized. Quantities other than the frequency ratio
are expressed in terms of p.p.t.
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8.12. From the hydride charge-to-mass ratio to the proton
charge-to-mass ratio
This chapter describes a measurement of the proton-to-antiproton charge-to-mass ratio.
However, so far only comparisons of the antiproton with the negatively charged hydrogen
ion, the hydride ion H−, have been discussed. To use hydride as a proxy for the proton
has been firstly reported by Gabrielse and collaborators in 1999 [152]. The cyclotron
frequency of the proton can be calculated from the hydride cyclotron frequency based on
quantum electrodynamics with a precision of 0.02 ×
√
2p.p.t. Comparing protons and
antiprotons directly would require to invert the potential depending on the ion species,
which would lead to systematic trap shifts for instance due to parasitic potential patches
on the trap electrodes that would displace the ions alongside the residual magnetic field
gradient B1. The resulting effects would be orders of magnitude larger compared to the
precision of the proton-to-hydride conversion (see also [153, 151]).
















where me/mp is the electron-to-proton mass ratio, Be/mp is the binding energy of the
electron in hydrogen, Ae/mp is the affinity energy of the second electron in the electron
singlet and αpol,H− the polarizability of the hydride ion.
The leading contribution is due to the two additional electrons bound to the system. The
electron-to-proton mass ratio is of fundamental interest in physics and has therefore been
measured by many different groups. A weighted mean from Penning trap measurements
[159, 171], vibrational spectroscopy [172] and HD+ rotational spectroscopy [173] yields
2me
mp
= 0.001 089 234 042 99(2), (8.53)
its uncertainty being two orders of magnitude below the statistical uncertainty reached
in our measurement.
For the binding energy of the electron in hydrogen Be/mp, we rely on the most recent
updates of the NIST atomic spectra database [174]. The value is derived from preci-
sion hydrogen spectroscopy results [175] and bound state QED calculations [176] that
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contribute to the mass to the hydrogen ion
−Be
mp
= −0.000 000 014 493 06. (8.54)
The uncertainty of Be/mp is on the 10−20-level, which contributes negligibly to the
mH−/mp uncertainty.
To our knowledge, the best value for the electron affinity energy relies on Doppler-
free threshold photodetachment spectroscopy using counter-propagating laser beams
performed by Lykke and Lineberger [177]. They derive an affinity energy of Ae =
−0.754 195(19) eV that contributes to the H−-mass
−Ae
mp
= −0.000 000 000 803 81(2). (8.55)
In addition to these static shifts, in a Penning trap a dynamical polarizability shift
[178] adds up, which was first discovered by the Pritchard group at MIT in context of
N+2 /CO+ mass comparisons and tests of special relativity [179]. The H−-ion oscillates
in the magnetic field of the trap with velocity ~v pendicular to the magnetic field. In
the particle’s rest frame, this looks like a motional electric field ~E = ~v × ~B, which
induces a dynamical dipole moment ~d = αpol,H− ~E. The orientation of the induced
dipole adiabatically follows the motional electric field. This gives rise to a net additional
Lorentzforce, which can be accounted to a dynamical mass which reduces the cyclotron







With the dipole polarizability αH− = 0.34× 10−38 Cm2/V [180, 178, 181] and the BASE
magnetic field of B0 = 1.944 846T, this amounts to an antiproton-to-H− cyclotron fre-




= 7.689(18) p.p.t. (8.57)
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Taking all the corrections together, the proton-to-hydride cyclotron frequency ratio is
given as
Rp,H− = 1.001 089 218 753 80(3). (8.58)
The antiproton-to-hydride cyclotron frequency ratio determined in this chapter is
Rp̄,H−,exp = 1.001 089 218 768(34). (8.59)
Our experimental result Rp̄,H−,exp on the antiproton-to-hydride charge-to-mass ratio is in
agreement with the proton-to-hydride charge-to-mass ratio Rp̄,H−,exp and thus supports
CPT invariance at two-fold improved precision compared to the previous result [39].
8.13. Summary and discussion
The result presented here is part of a long term study that investigates the proton-to-
antiproton charge-to-mass ratio, with the goal to provide a final frequency ratio with
improved resolution and based on different measurement methods. A complementary
part of the study, which contains additional sideband measurements and a peak-based
measurement method, will be presented of the PhD thesis work of James Brydges-
Harrington [52]. The currently assigned systematic uncertainty is due the physics of an
observed and phenomenologically characterized axial frequency shift that has yet to be
understood (Sec. 8.11.10). The related analysis of spectrum residuals that is required
to further understand the effect is currently under investigation. Once all aspect of the
observed shift are under control, the shift can be corrected with the potential to reduce
the uncertainty from the currently dominant shift to its uncertainty, which has the po-
tential to provide a measurement with an uncertainty of 24 p.p.t.
Compared to earlier work, in the presented measurement campaign the principal limits
of the sideband method were reached, which corresponds to a stability improvement of
the apparatus by a factor of three. This is directly reflected in the three-fold improved
statistical uncertainty achieved within this measurement.
At the currently quoted uncertainty, and given that the result is consistent with CPT
invariance, our measurement constrains the coefficient RH− of the Standard Model ex-
tension, which discusses possible CPT violating effects in the context of quantum elec-
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trodynamics [41], to a level of RH− < 4.29×10−27 GeV. This constitutes one of the most
stringent direct tests of CPT-invariance in the baryon sector. This improves the previous
best result [39] by about a factor of two, and constitutes one of the most stringent direct
tests of CPT-invariance in the baryon sector.
Very recently [182], an additional non-minimal extension of the SME, discussing CPT
and Lorentz violating operators of mass dimensions up to six, was applied to Penning-
trap experiments comparing charge-to-mass ratios between particles and antiparticles.
This extension is represented by an effective Lagrangian
LSME = L0 +
1
2 ψ̄Qψ + h.c. (8.60)
where L0 is the Dirac Largange-density, and h.c. denotes the hermitian conjugate. The
operator Q is a general Poincare invariant 4×4 operator that contains Lorentz and CPT
violation, which can be expanded in the basis of 16 Dirac matrices that contain a total
of 81 interaction coefficients in the sun-centered standard frame [41]. So far 68 of those
coefficients have been constrained based on measurements carried out by the TRAP and
the BASE collaborations. The result presented here further improves the constraints on
15 of these coefficients, which are summarized in Tab. 8.3.
The result can as well be used to set limits on the weak equivalence principle, as first
proposed by Hughes and Holzscheiter [183]. Here we interpret antiprotons and protons
(H−) in Penning traps as antimatter/matter clocks and assume that CPT invariance
holds. In absence of any gravitational potential U the cyclotron frequencies νc,p and νc,p̄
of the particles are identical by definition. In presence of a gravitational anomaly αg
for antiprotons, which acts as αgU on the particle, the antimatter/matter-clocks would
experience different gravitational redshifts once moved to the surface of the earth. This










The choice of the appropriate gravitational reference potential U to set constraints on
αg has been controversially discussed [184]. Following the approach of Hughes [183] and
using U of the local galactic supercluster, our measurement constraints
(αg − 1) < 4.2× 10−7. (8.62)
162
8. Antiproton to proton charge-to-mass ratio measurement in 2019
Coefficient Previous Limit Improved Limit
c̃ZZe < 2.1× 10−14 < 1.0× 10−14
b̃
X(XZ)
e < 1.2× 10−10 GeV−1 < 5.9× 10−11 GeV−1
b̃
Y (Y Z)
e < 1.2× 10−10 GeV−1 < 5.9× 10−11 GeV−1
b̃ZZZe < 1.2× 10−10 GeV−1 < 5.9× 10−11 GeV−1
b̃′
X
e < 1.1× 10−16 GeV < 5.4× 10−17 GeV−1
c̃ZZp , c̃
∗ZZ










p < 2.4× 10−10 GeV−1 < 1.2× 10−10 GeV−1
b̃ZZZp , b̃
∗ZZZ





p < 7.2× 10−10 GeV < 3.5× 10−10 GeV
Table 8.3.: Summary of previous limits on non-minimal coefficients of the SME (second
column) and limits improved by the measurement presented here. The treatment here is based
on [182]. The previous best limits are all based on the experimental results presented in [39].
This limit is by four orders of magnitude more stringent than experimental goals of
experiments like AEgIS [185], ALPHA-g [186] and GBAR [187], which plan to test the
weak equivalence principle based on dropping antihydrogen in the gravitational field of
the earth. Note however, that those experiments will lead to entirely model-independent
results that are free of assumptions on the very nature of gravity.
Strictly speaking, the interpretation following [183] does also not exclude a local compen-
sation of the simultaneous violation of the weak equivalence principle and CPT invari-
ance exactly on the trajectory of the earth on its orbit around the sun. To the author’s
knowledge, no clear physical reason is known why the terrestrial inertial system would
constitute such a distinguished reference frame.
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Phase sensitive measurement methods have enabled several of the most precise mea-
surements performed in Penning traps, such as the cyclotron frequency ratio between
CO+ and N+2 with a fractional precision of 400 p.p.t. in 1989 [55], which was the first
application of phase sensitive methods in a Penning trap. The measurement of the mass
ratio between 16N2+ and 13C2H2+ with a fractional precision of only 7 p.p.t. in 2003 [188]
stands as the most precise Penning trap mass measurement since many years. Using the
newly developed PnA technique [56], the most precise measurement of the proton mass
with a fractional precision of 32 p.p.t. was conducted in 2017. The recent measurement
of the HD+ mass with a fractional uncertainty of 14 p.p.t. in 2020 [171] yielded also the
proton mass with an uncertainty of 17 p.p.t. and the deuteron mass with an uncertainty
of 8 p.p.t. and provided crucial input for resolving inconsistencies in mass measurements
of light ions.
Due to the CERN long shutdown 2 (LS2), which took place in 2019 and 2020, no an-
tiproton experiments were possible during the phase methods run. Instead, the focus of
this run was to investigate phase sensitive methods for frequency measurements. The
experiment was assembled on June 20th 2019, the first trapped particles in the preci-
sion trap were observed on June 27th, with the end of the run envisioned for Christmas
2019. In about six months, we characterized classical Rabi oscillations in our trap and
implemented the “pulse and probe” scheme (“PnP”) [55, 54] and “pulse and amplify”
scheme (“PnA”) [56] for phase sensitive detection of the cyclotron motion. During the
time of this experimental campaign, the Antiproton Decelerator was not being operated,
and no antiproton measurements were carried out at the neighboring collaborations. As
a result, the magnetic field noise in the experiment surroundings was exceptionally low
compared to the usual conditions during AD beam times. This allowed us to operate
the experiment with a quenched self shielding coil system that otherwise increases the
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cyclotron frequency scatter when active (compare Sec. 7.2.3). Enabled by the technical
improvements outlined in Sec. 3.2, we reached a cyclotron frequency scatter of about
280(20) p.p.t.
This chapter is structured as follows: In Sec. 9.1, the trap parameters important for the
application of phase methods are discussed, Sec. 9.2 reviews the principles of mode cou-
pling in a Penning trap, and the experimental setup is outlined in Sec. 9.3. In Sec. 9.4,
classical Rabi oscillations are shortly discussed, while in Sec. 9.5, the concept of frequency
measurements by means of phase unwrapping is introduced. The limitations of phase
measurements in the BASE apparatus are in investigated in Sec. 9.6, where the principal
phase scatter is investigated, and in Sec. 9.7, where the phase scatter as a function of
evolution time is discussed. Finally, Sec. 9.8 presents the experimental results on the
frequency stability and resolution measured by means of phase methods.
9.1. Trap optimization
Phase sensitive measurement methods rely, in a nutshell, on exciting the cyclotron mo-
tion and subsequently imprinting the cyclotron phase onto the axial motion via radiofre-
quency pulses. The axial motion gets excited during the coupling process. After cou-
pling, the phase of the excited axial motion is read out, which yields the initial cyclotron
phase. The particle oscillation frequencies are affected by the trap inhomogeneity pa-
rameters such as the parameter C4, C6 and B2 that induce energy-dependent frequency
shifts. In order to optimize phase methods and to understand their limitations, it is of
crucial importance to carefully characterize and tune these parameters. Some of these
parameters are highly affected by small variations in the trap stack setup (for instance,
if the order of the sapphire spacer rings is changed), while others depend on the position
of trap inside the magnet, which slightly varies from run to run. In addition, parasitic
voltage patches can build up on the trap electrodes surfaces, which also change during
antiproton loading. As a result, the above listed trap parameters have to be carefully
characterized for each experimental run separately. A more complete overview about
Penning trap optimization is provided in Chap. 7, which is why this section will focus
on aspects that are especially important for phase methods.
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9.1.1. Tuning ratio scans
To determine the ideal tuning ratio TRopt at which the C4 coefficient vanishes, the axial
dip SNR is measured for different tuning ratios. One such tuning ratio scan is shown in
Fig. 9.1. As described in detail in Sec. 7.1.1, it is possible to determine TRopt by fitting
these data. We recall Eq. 2.16 and write C4 = D4×TR+E4, withD4 = 1.28(4)×109 1/m4
given by potential theory. Considering all tuning ratio scans conducted during the phase
methods campaign, an ideal tuning ratio TRopt = 0.875 105(10) is obtained for the












































TRopt = 0.875109(3) (single)
TRopt = 0.875105(10) (overall)
Figure 9.1.: Tuning ratio scan taken during the phase run with the park electrode voltages
VT6 = VT4 = 0V. Results of an individual tuning ratio scan, the fitted SNR as a function of
the tuning ratio is shown. From performing least-squares fit relying on the model introduced in
Sec. 7.1.1, an optimal tuning ratio TRopt = 0.875 109(3) is obtained. When considering all tuning
ratio scans that have been conducted throughout the phase methods run, an overall value of
TRopt = 0.875 105(10) is obtained for the non-shuttling configuration, and TRopt = 0.875 949(10)
for the shuttling configuration ( VT6 = VT4 = −13.5V).
shuttling measurements are performed, these electrodes are set to -13.5Volts, which is
referred to as “shuttling configuration”. For the shuttling configuration, an ideal tuning
ratio of TRopt = 0.875 949(10) is measured, when the results of all TR scans taken over
the phase run are combined together. This shift of TRopt for the shuttling configuration
is in good agreement with trap theory. By inserting these values into Eq. 2.16, the
respective C4 values for each tuning ratio can be determined.
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B2 = -74(9) mT/m^2
(b)
Figure 9.2.: Summary of B2 measurements during the phase run, following the principle
laid out in Sec. 7.2.3. Left: Explicit measurement of the slope ∆ν+/∆νz. Both frequency shifts
depend linearly on the cyclotron energy, the slope is related to the trap parameters C4 and B2
and to the well-known effect of special relativity. Right: Inserting the C4 values that are known
from the tuning ratio scan determination in Sec. 9.1.1, absolute values for B2 are extracted. The
weighted mean of the three individual measurements yields B2 = −74(9)mT/m2.
9.1.2. B2 determination
The residual magnetic field inhomogeneity B2 is determined by measuring the cyclotron
frequency at different energies as also outlined in Sec. 7.2.3. The cyclotron frequency
in thermal equilibrium with the detection system (E+/kB = Tz ×
√
ν+/νz) is measured
by means of the sideband method as described in Sec. 2.5 [54]. The cyclotron frequency
ν∗+ when the cyclotron motion is excited (E+/kB  Tz ×
√
ν+/νz) is measured by
means of the peak method [152], as discussed in Sec. 7.2. After each peak measurement,
the cyclotron mode is first cooled back to thermal equilibrium and afterwards measured
again by means of sideband methods. Fig. 9.2 (a) shows a plot of the cyclotron frequency
shift ∆ν+ compared to the axial frequency shift ∆νz, where different values of ∆νz
corresponding to different excitation energies E+. A linear scaling of the frequency









































This expression allows us to determine B2 from the slope ∆ν+/∆νz for given values
of C4, as discussed in Sec. 7.2.3 and Eq. 7.44 in greater detail. Three measurements
167
9. Phase sensitive measurements
of B2 are plotted in Fig. 9.2 (b). The respective slopes vary by more than a factor of
2 between these measurements, but the measured B2 values are consistent and give a
weighted mean value of B2 = −74(9)mT/m2 over the phase run. Compared to the B2
determined in other runs, our value of B2 shows a comparably large uncertainty, which
is partially due to the low Q-factor of the cyclotron detector in this run (Q ≈ 50).
9.1.3. Energy calibration
When B2 and C4 are known, the cyclotron energy can be calibrated by considering the






















To this end, the particle’s cyclotron frequency is excited by applying a radio frequency
pulse close to the cyclotron frequency, ωrf ≈ ω+. The axial frequency ν∗z at excited
cyclotron motion is measured, afterwards the particle is sideband cooled back to T+ =
Tz × ω+/ωz, and a reference spectrum is taken, ∆νz = νz,ref − ν∗z . Considering the dy-
namics of a driven harmonic oscillator (Section 7.2.1), the cyclotron radius ρ+ increases
linearly with excitation time texc, which is why cyclotron energy E+ and axial frequency
shift ∆νz increase quadratically with texc, ∆νz ∝ t2exc and E+ ∝ t2exc. This is shown in
Fig. 9.3 (a), where the axial frequency shift is plotted against the number of burst cycles
for two different tuning ratios. The excitation time texc can be expressed in terms of the
number of burst cycles Nbrst included in the drive, texc = Nbrst × 1/ν+:
∆νz = A×N2brst. (9.3)
The values of A are determined by fitting a quadratic curve to axial frequency shifts as
shown in Fig. 9.3 (a), where also measured values of A are listed. Equation 9.2 is then
rewritten to:






















While the axial shift scaling A depends on C4 and thus on the tuning ratio, the energy
scaling agrees for different tuning ratios (see Fig. 9.3 (b)), which confirms our model.
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A = 359(2) mHz/(100 kcycle)2 (TR = 0.875075)
A = 784(18) mHz/(100 kcycle)2 (TR = 0.875575)
(a)














F = 2.71(35) eV/(100 kcycle)2 (TR = 0.875075))




Figure 9.3.: Calibration of axial frequency shift ∆νz (left) and cyclotron energy E+ (right) as
a function of excitation time texc expressed in terms of the number of burst cycles Nbrst used to
excite the particle’s cyclotron motion, texc = Nbrst× 1/ν+. While the axial frequency shifts ∆νz
depend on the tuning ratio, the energy shifts for both tuning ratios TR are in good agreement
with each other.
We rewrite the cyclotron energy,
E+ = F ×N2brst, (9.5)
with the newly introduced coefficient F . From Fig. 9.3 (b), we obtain a scaling of
2.52(14) eV/ (100 kcycles)2 as weighted mean at a drive power of -25 dBm, which cor-
responds to
F = 0.25(1)meV/kcycles2. (9.6)






9.1.4. B2 determination by considering axial frequency shifts at different
tuning ratios
Instead of using C4, B2 and A to determine F , as done in the previous section, we can
recognize that F should be independent of C4, B2 and A and use the measured values
of C4 and F to determine B2. To this end, we recall that the axial shift ∆νz is given by







































B2 = -83(4) mT/m^2 (axial)
B2 = -74(9) mT/m^2 (peak)
Figure 9.4.: Comparing the peak and the axial method for measuring B2. The blue points
correspond to the two axial B2 measurements we conducted, with the weighted mean denoted by
the blue grid lines. The red grid lines show the B2 value derived by means of the peak method,
which is depicted for comparison. In both cases, the solid line indicates the weighted mean value
and the dashed lines the uncertainty. Both values agree with each other within their respective
uncertainties. The numbers assigned to the datasets do not indicate a temporal order.
Using Eq. 9.3, we obtain



















which brings us to
























This is equivalent to assuming that the particle is excited to the same energy for
identical excitation times texc at different tuning ratios, which is suggested by Fig. 9.3.
With measured values for Ai = A(C4,i, B2) recorded at two different values C4,1, C4,2,
we write
F (C4,1, B2)
!= F (C4,1, B2)⇔ A1 × (...)−1
!= A2 × (...)−1 (9.12)
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We obtain B2 = −83(4)mT/m2 as a weighted mean from two distinct energy cali-
bration measurements at different tuning ratios, both individual values are depicted in
Fig. 9.4. This result is in agreement with the result determined in Sec. 9.1.2 using the
peak method, B2 = −74(9)mT/m2. Combining both results yields a weighted mean
of B2 = −82(4)mT/m2. As this novel method was only discovered after the run was
completed, no set of dedicated measurements has been performed to check the limits of
this method. However, it should be easily possible to reach a precision of a few percent
or even better, especially when curves are recorded for more than two tuning ratios. A
big advantage of this method compared to the peak method commonly used in our ex-
periment is that this method is insensitive to magnetic field fluctuations, unlike methods
that rely on direct cyclotron frequency measurements for determining B2. The method
also allows to obtain high resolution B2 data in traps where no cyclotron detector is
connected.
9.1.5. Magnetron burst measurements
The concept of magnetron burst measurements, where the magnetron mode is excited
with distinct energies and for different tuning ratios and axial frequency shifts ∆νz are
subsequently analyzed, has been introduced in Sec. 7.1.3 in detail. Only the calculations
on the higher order coefficients C6 and C8 will be recapitulated in this section, while the
considerations on C4 are subject of Sec. 7.1.3.
The results of a magnetron burst measurement performed during the phase methods
run for the non-shuttling configuration (voltage of 0Volts applied to the T4- and T6-
electrode) are depicted in Fig. 9.5 (a). The trap parameters C6 and C8 cause axial
frequency shifts proportional to ρ4− and ρ6−, as specified in the perturbation matrix
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C6 = -24(3) x 10^10 x 1/m^6 (TRdip)
Figure 9.5.: Magnetron burst measurement conducted during the phase run. Left: Axial
frequency shifts as a function magnetron burst number for various tuning ratios denoted in the
legend. The depicted frequency shifts were already corrected for the effect of C8 = 4.0×1017 1/m8.
Right: Determined C6 coefficients based on the ∝ ρ4−-scaling of the axial frequency shifts depicted
in (a). The solid line represents a linear fit to the data inserting theD6 value known from potential
theory, D6 = dC6/(dTR) = 6.7(2)× 1013 × 1/m6. The dashed lines denote the fit uncertainties.
C6 = −24(3) × 1010 1/m6 is obtained for the tuning ratio TRdip = 0.875 075, at which the dip
measurements during the phase methods run were usually conducted.
The magnetron radius ρ− is computed from Eq. 7.12, ρ− = α × N ×
√
P with the
burst number N , the burst power P and the geometrical parameter α. α is derived
from the quadratic scaling in ∆νz that is related to the C4 coefficient. By record-
ing the quadratic scaling of ∆νz as a function of the tuning ratio TR and recalling






is determined as dis-
cussed in Eq. 7.14. C8 = 4.0 × 1017 1/m8 is a robust parameter that barely changes from
experimental campaign to experimental campaign, which is why we correct the measured
axial frequency shifts for the effect of C8. Subsequently, we fit the axial frequency shifts
with quartic polynomials (Fig. 9.5 (a)) and obtain individual C6 values for each tuning
ratio, as shown in Fig. 9.5 (b). We then fit the C6 values as a function of the tun-
ing ratio with the linear scaling expected from trap theory. For the dip tuning ratio
TRdip = 0.875 075,
C6 = −24(3)× 1010 1/m6 ⇔ ∆νz(Ez) = 6.8(7)mHz/meV2 (9.15)
is obtained. The scaling of C6 as a function of the tuning ratio TR is given by
C6 = D6 × (TR− TRdip) , (9.16)
with D6 = 6.7(2)× 1013 × 1/m6.
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9.1.6. Summary of trap parameters during the phase methods run
The most relevant trap parameters for the phase methods run are summarized in Tab. 9.1.
coefficient size ∆νz(Ez)
TRopt 0.875 105(10) -
TRdip 0.875 075 -
TRphase 0.875 575 -
B2 -82(4)mT/m2 -
C4(TRdip) 38(13)× 103 1/m4 -75(25)mHz/eV
C4(TRphase) −603(22)× 103 1/m4 1.17(4)Hz/eV
C6(TRdip) −24(3)× 1010 1/m6 6.8(7)mHz/eV2
C6(TRphase) −20(3)× 1010 1/m6 5.8(7)mHz/eV2
C8(TRdip) 40× 1016 1/m8 160mHz/eV3
C8(TRphase) 40× 1016 1/m8 160mHz/eV3
Table 9.1.: Trap parameters measured during the phase run. TRdip denotes the tuning ratio
at which the dip measurements were performed, TRphase denotes the tuning ratio where most
phase measurements were conducted. All values are specified for the non-shuttling configuration,
which means that the T4- and T6-electrode are set to a voltage of 0V.
9.2. Mode coupling in a Penning trap
In order to perform phase sensitive measurements of the cyclotron frequency, the cy-
clotron mode is firstly resonantly excited by a pulse with a well defined phase. The
particle is then left to orbit in the cyclotron mode for a certain evolution time tevo, so
that its cyclotron phase φc as a function of time is given by φc(t) = φc,0 + ω+ × tevo,
where φc,0 is the initial cyclotron phase. By measuring the cyclotron phase, the cyclotron
frequency can be inferred. The cyclotron phase is not measured directly, but instead the
cyclotron and axial modes are coupled using an appropriate rf pulse, and the cyclotron
phase φc is determined from the axial phase measured after coupling. We now describe
theoretically how this pulse achieves a coherent phase transfer.
We start by presenting the description of mode coupling in a Penning trap provided
in [54], and expand it in order to allow coupling with the upper sideband as well (the
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so-called “pulse and amplify” scheme from [56]). Axial and radial modes are coupled by
adding a quadrupolar radio frequency pulse with frequency ωrf and electric field ~Erf(t)
to the normal trapping potential, with | ~Erf(t)| being small compared to the trapping
potential:
~Erf(t) = Re (Erf exp (iωrft)) (x~ez + z~ex) . (9.17)
Following the derivation in [54], we treat the cyclotron motion as a one dimensional





Re (Erf exp (iωrft)) z
z̈ + ω2zz =
q
m
Re (Erf exp (iωrft))x.
(9.18)

















This decoupling ansatz is appropriate if the dynamics in C(t) and Z(t) are slow compared




The equations of motion yield a mode coupling when the irradiated radio frequency is
close to the sum or the difference frequency between cyclotron and axial, ωrf = ω+∓ωz+δ,
with the detuning δ being small. The lower sideband is used in the “pulse and phase”
(PnP) scheme developed at MIT and published in 1990 [54], the upper sideband is used
for the “pulse and amplify” scheme (PnA), which was developed at University of Mainz
and published in 2011 [56]. We will first discuss the PnP scheme.
9.2.1. Mode coupling on the lower sideband
In the “pulse and phase” (PnP) scheme, the lower sideband ωrf = ω+−ωz is used in order
to couple the cyclotron and the axial motion. The equations of motion in Eq. 9.18 are
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Figure 9.6.: Schematic mode transfer when coupling on the lower sideband
ωrf = ω+−ωz is applied. Oscillation frequencies and amplitudes do not reflect
the actual parameters in the BASE experiment.
simplified by neglecting the second derivative of C(t) and Z(t) (adiabatic approximation
since the dynamics in C(t), Z(t) is slow compared to the oscillators) and considering
only secular terms (rotating wave approximation). We then obtain
Ċ(t) = −V2 exp (iδt)Z(t) Ż(t) =
V ∗
2 C(t) exp (−iδt) . (9.21)
The general solution to Eq. 9.21 for the initial conditions C(0) = C0 exp(iφC) and Z(0) =


































with the Rabi frequency Ω′ =
√
Ω2 + δ2, and the coupling field |V | = Ω and Ω being
real and the resonant Rabi frequency. For resonant drives (δ = 0), the equations above
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= Z0eiφZ cos (Ωt/2)− iC0eiφC sin (Ωt/2) .
(9.23)
From this relation, the continuous transfer of amplitudes and phase between both modes
during coupling can be seen, as also schematically depicted in Fig. 9.6. If a coupling time
t = π/Ω is chosen (the “π-pulse condition”), a complete phase transfer is observed,
Z(π/Ω) = −iC0eiφC C(π/Ω) = −iZ0eiφZ (9.24)
Note that the axial term Z(π/Ω) only depends on the initial cyclotron phase φC and
the initial cyclotron term C0, but not on the initial axial phase φZ and the initial axial
term Z0, and vice versa for the cyclotron term C(π/Ω).
In this context it is important to note that Z(t) and C(t) are not the respective oscillation
amplitudes, but related to the oscillation amplitudes by a factor
√
ω+/ωz, which is
seen by inserting the definitions of C(t) and Z(t) from Eq. 9.19 into Eq. 9.23. The




















We shall now assume that the coupling drive is turned on from t = 0 to t = t1 = π/Ω,










× sin (φZ + ω+t) ,
(9.26)
which describes how the action-exchanging coupling pulse maps the cyclotron and axial
phases onto the final amplitudes.
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Figure 9.7.: Schematic of the mode coupling on the upper sideband. Os-
cillation frequencies and amplitudes do not reflect the actual parameters in
the BASE experiment.
9.2.2. Mode coupling on the upper sideband
In the “pulse and amplify” (PnA) scheme, the upper sideband ωrf = ω+ +ωz + δ is used
for coupling the cyclotron and the axial motion. The equations of motion in Eq. 9.18 are
again simplified by neglecting the second derivative of C(t) and Z(t) and considering
only secular terms. We obtain
Ż(t) = −V2 exp (iδt)C
∗(t) Ċ∗(t) = −V
∗
2 exp (−iδt)Z(t). (9.27)
The solution of these equations for the initial conditions Z(0) = Z0 exp(iφZ) and C(0) =
C0 exp(iφC), where Z0, and C0 are real, is given by
Z(t) = exp(iφZ)Z0 cosh (Ωt/2)− iC0 exp (−iφC) sinh (Ωt/2) ,
C(t) = exp(iφC)C0 cosh (Ωt/2)− iZ0 exp (−iφZ) sinh (Ωt/2) .
(9.28)
Our solution for Z(t) is the sum of two complex numbers, of which one depends on
the initial axial amplitude and phase, and the other depends on the initial cyclotron
amplitude and phase. Unlike in PnP, in PnA the terms Z(t) and C(t), proportional to
the axial and cyclotron amplitudes respectively, increase hyperbolically with the coupling
time tcoup, as can be seen in Fig. 9.7, where the real value of z(t) and x(t) are depicted.
When coupling on the lower sideband, the phase and amplitude are fully exchanged
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between the cyclotron and the axial modes when performing a π-pulse.This means that
for an ideal π-pulse in PnP, the final axial state does not depend on the initial axial phase
and amplitude. For coupling on the upper sideband on the contrary, Eq. 9.7 shows that
the initial axial phase at t = 0 continues to influence the final axial phase after a certain
time. The relative impact of the cyclotron phase and axial phase depends on the size
of C0 relative to Z0. For the cyclotron phase to dominate, C0 should be significantly
greater than Z0. Consequently, the cyclotron mode has also first to be excited during
the PnA scheme in order to ensure that the initial cyclotron phase φC dominates the
axial phase after the sideband pulse is applied.
9.3. Experimental setup for mode coupling
All phase measurements at the BASE experiment are performed in the precision trap,
which is introduced in Sec. 4 in more detail. The phase-methods specific setup for mode
coupling is depicted in Fig. 9.8. Separate frequency generators (Keysight 33522B), la-
belled FG1 and FG2 in Fig. 9.8, are used for cyclotron excitation and mode coupling.
The upper sideband (ωrf = ω++ωz) is used for the PnA scheme, while the lower sideband
is used for recording so-called “classical Rabi oscillations” (Sec. 9.4) and for applying the
PnP scheme. Another generator of the same kind is used to mix the particle signal down
to νsig = νz − νSSB = 10 kHz by means of single-sideband down conversion using an SSB
downconverter from Stahl electronics (FDC-2A). The generators are constantly turned
on, with their outputs connected to fast high-insulation switches (ZASWA2-50DR-FT+
from Mini-circuits). These solid-state switches have a suppression of more than 100 dB
in the relevant frequency range, a short switching time of about 20 ns and a rise/fall time
of about 4 ns according to specifications [189]. They are triggered from a multichannel-
delay generator (DG645 from Stanford research). The switches on both generators are
connected to a radio-frequency combiner (Minicircuits ZFRSC-42-S+) via a Minicircuits
ZFHP-0R23-S+ high pass filter. By default, the switches send the output of the genera-
tors to ground, except during the excitation pulse and coupling pules (duration of several
of ms), when they send it to the split ring electrode of the precision trap. The signal
of the axial particle motion is read out by means of a highly sensitive image current
based detector [76], consisting of a superconducting resonator and a low-noise cryogenic
amplifier. It is processed by a clocked FFT analyzer (Stanford Research SR1). The
frequency generators, SR1 Audio analyser and DG645 are phase locked to a rubidium
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Figure 9.8.: Phase methods setup. The particle is located in the five-pole Penning trap
(golden). The axial detection system consisting of a superconducting LC-circuit [76] and a
cryogenic ultralow-noise amplifier is connected to a correction electrode. A signal from the
particle’s axial motion is picked up by the resonator and amplified by the subsequent amplifiers
at 4K and at room temperature (not depicted). Using single-sideband downconversion, the signal
is mixed to νz − νSSB = 10 kHz and read out with a Stanford Research SR1 audio analyzer. The
FG1 frequency generator is used to excite the cyclotron motion of the trapped particle, the
FG2 generator applies subsequently a coupling pulse at ωrf = ω+ ± ωz. The excitation and
the coupling pulse are applied via fast high-insulation TTL switches (ZASW from Mini-circuits)
connected to an RF combiner. The switches are controlled by a delay generator (DG645 from
Stanford Research). The FFT analyzer, the delay generator, and all frequency generators are
synchronised to a 10MHz rubidium clock.
atomic clock (Stanford Research FS725) and the DG645 is triggered using the 1 pulse-
per-second output of the rubidium clock. To guarantee that the phase of each generator
is the same for each measurement, the generators are set to output integer frequencies.
9.4. Classical Rabi oscillations
When coupling the cyclotron and the axial motion by irradiating the lower sideband,
ωrf = ω+−ωz, the initial energies and phases are continuously exchanged as long as both
modes are coupled. This behavior was schematically depicted in Fig. 9.6 and derived
in Eq. 9.22 - Eq. 9.26. In analogy to the atomic two-level system, these oscillations are
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Figure 9.9.: Classical Rabi oscillations at different coupling powers. On the left, three curves
of Rabi oscillations are shown, the different Rabi frequencies Ω result from the different coupling
strengths. Right: According to Eq. 9.30, a scaling of the Rabi frequency with the coupling power√
Prf is observed.
referred to as “classical Rabi oscillations” in the field of Penning trap physics [70, 54, 190].
For t = π/Ω, a full transfer of energy and phase between both modes is observed (“π-
pulse”), which is used in the “PnP” scheme [54].
Before performing phase sensitive measurements, we firstly demonstrated this coupling
by scanning the coupling time t and recording axial spectra in a triggered way. An
axially excited particle will produce a peak signal in the axial resonator, similar to the
signal used during for cyclotron peak measurements as discussed in Sec. 7.2 and depicted
in Fig. 7.8. The particle signal Up is given by
Up = Ip ×Rp, (9.29)
with the image current Ip = q/Dz × ż, the effective electrode distance Dz = 10.1mm,
and the effective parallel resistance Rp of the detector. The axial cooling time constant
τz ≈ 35µs is very small compared to the cyclotron cooling time constant τ+ ≈ 450 s in
the peak run, which requires a short spectral acquisition time. For recording classical
Rabi oscillations, we typically chose tavg = 64ms, which corresponds to an FFT bin
width of 15.625Hz. For the cyclotron peaks, we usually recorded at tavg = 64 s, and an
FFT span of 12.5Hz.
In order to record a set of Rabi oscillations, we firstly excite the cyclotron motion to
E+ = 7.6(1.1) eV, and subsequently record the axial spectra for varying coupling times
in a triggered way. We then apply a coupling pulse of a particular power and duration,
before triggering the acquisition of an axial spectrum. The results of such a measurement
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are shown in Fig. 9.9 (a), where the maximum values of the axial spectra are plotted as a
function of coupling time tcoup. Especially for weaker coupling, the damping in the axial
mode is observed (when comparing the second blue maximum with the second orange
maximum). The obtained curves are fitted with the product of an absolute sin-function
and an exponential decay according to Eq. 9.26, from which the Rabi frequency Ω is
extracted. Note that the exponential decay is not simply given by one of the cooling
time constants τz,+, but is reduced compared to τz, as only the fraction of energy stored
in the axial motion is damped by τz. In total, the coupling pulse was irradiated at 10
different powers ranging from -30 dBm to 0 dBm, resulting in Rabi frequencies ranging







with the coupling power Prf and the geometrical parameter α. The expected scaling is
reproduced very well in Fig. 9.9 (b).
9.5. Principle of frequency measurements using phase sensitive
methods
Phase sensitive cyclotron frequency measurements rely on initializing the cyclotron
phase, allowing the cyclotron phase φ to evolve during a variable evolution time tevo,
transferring φ then onto the axial mode and subsequently reading the cyclotron phase.
The phase ∆φ compared to a phase measured at tevo = 0 s is given by
∆φ = ν × tevo × 360deg. (9.31)
For variable evolution times tevo, the frequency difference ∆ν is determined from the
phase gradient d∆φ/dtevo, as depicted in Fig. 9.10. This process is called “phase un-
wrapping” in literature. The unwrapping times have to be chosen accordingly such that
the phase jumps of 360 deg can be unambiguously identified. As the coupling drive and
the SSB downcoverter in the setup described in Fig. 9.8 are operated at integer frequen-
cies, the reference frequency for the phase unwrapping is the nearest integer frequency.
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Δt = 10 s
Δt = 5 s




Evolution time Δt (s)
Figure 9.10.: Principle of unwrapping measurements, here depicted for coupling on the lower
sideband (PnP scheme [54]). The cyclotron motion is firstly excited to a non-thermal energy E+.
During this process, the cyclotron phase is initialized. Subsequently, the phase evolves during a
variable evolution time tevo. Afterwards, the cyclotron phase is coupled onto the axial motion
by irradiating a coupling drive at ωrf = ω+ − ωz. During this coupling, the cyclotron mode gets
de-excited, while the axial mode gets excited to a non-thermal energy Ez =
√
ωz/ω+ × E+.
The phase of the axial motion, which is now given by the imprinted cyclotron phase is read out.
Performing this scheme several times at different evolution times allows to observe a linear scaling
of ∆φ with time as discussed in Eq. 9.31, from which the frequency difference ∆ν compared to
the integer reference frequency is given by d∆φ/dtevo.
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νrf-νϕ = -0.33(0.22) mHz
Figure 9.11.: Phase measurements with a test setup. Left: Demonstration of unwrapping
with a setup consisting of a generator and an SR1 FFT analyzer. The measured frequency agrees
with the generator frequency within νrf − νφ = −22.3(44.2)µHz. For this measurement, more
than 150 frequencies were measured by means of the phase method during the course of one
and a half hours. Right: The measurement concept is similar to left, but the generators are set
continuous wave. Now, the radio-frequency switches depicted in Fig. 9.8 are implemented into the
setup. The generator frequency was kept constant throughout this measurement. The switches
are opened by trigger pulses from the delay generator. We obtain νrf − νφ = −0.33(22)mHz,
which is not significant within two standard deviations.
9.5.1. Demonstration measurements with frequency generators
In order to test the general functionality of the setup depicted in Fig. 9.8, several test
measurements were conducted. Two of these measurements are shown in Fig. 9.11. In
Fig. 9.11 (a), the particle’s signal was simulated by means of a frequency generator
burst signal at νFG that was stepped across a range of 1Hz in steps of 10mHz. The
generator signal was irradiated at νFG = 2.6MHz with 10 million cycles, which means
that the total signal length was about 3.8 s. The generator signal is mixed down by
means of single-sideband downconversion resulting in νsig = νFG − νSSB = 10 kHz. The
FFT data acquisition is triggered after an evolution time tevo. For the measurement
presented here, tevo ranged from 0 s to 3 s in steps of 500ms. During each evolution
cycle, the generator frequency was kept constant, and after each cycle it was stepped by
10 mHz. When comparing the generator frequency and the determined frequency from
the phase unwrapping, a result of νrf−νφ = −22.3(44.2)µHz, which confirms the general
functionality of the approach at great precision.
In Fig. 9.11 (b), the switches depicted in Fig. 9.8 were implemented into the test setup,
and the generator frequency output was set to continuous wave. Also, the generator
frequency remained constant. νrf−νφ = −0.33(22)mHz was yielded as a result, with the
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resolution of this 13min long measurement being limited by statistics. The result is 1.5
sigma consistent with no offset and confirms in this way that the switches do not lead to
an evolution time dependent phase shift that would affect the frequencies measured by
phase unwrapping. An incorrect switch timing itself would just lead to reduced SNR, as
the FFT is triggered separately, which is already investigated in Fig. 9.11 (a).
9.6. Principal phase scatter
Phase unwrapping as discussed in the section above can only be performed when the
uncertainty on each measured phase (what is here referred to as “phase scatter”) is suf-
ficiently low. Two main categories of phase scatter can be assigned: Principal phase
scatter, which does not scale with evolution time and is usually related to limitations
of the experimental setup or the experimental procedure, and evolution-time dependent
phase scatter, which is either related to magnetic field fluctuations or to frequency shifts
associated with scatter in the excitation energies arising from the initial cyclotron exci-
tation amplitude (see Eq. 7.39). This section will focus on the principal phase scatter,
while the evolution-time dependent scatter will be discussed in Sec. 9.7.
9.6.1. Phase scatter as a function of SNR
When measuring the phase of signal, the principal phase uncertainty that can be achieved,
is fundamentally related to the SNR, as is for instance introduced in [75]. In this section,
we will review this description briefly and afterwards expand it for our purposes.
The particles motion is described by ~ρ = (x,−v/ω), with the vector length ρ given by
the mode energy,







The mode energy is Boltzmann distributed,
f(E) = 1/E0 exp (−E/E0) dE. (9.33)
In polar coordinates, the vector is described by (ρ, φ). Inserting the energy E =
(1/2)mω2ρ2 and defining σ2 = E0/(mω2), we obtain
f(ρ, φ) = ρ2πσ2 exp(−ρ
2/(2σ2))dρdφ. (9.34)
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Figure 9.12.: Left: General phase space diagram. Right: Phase space diagram before and
after excitation. The initial distribution (~ρbg) is shown on the left. Its excitation is described
by the excitation vector ~ρexc. The particle after excitation is described by ~ρsg = ~ρbg + ~ρexc. The
SNR is given by 〈~ρsg〉 / 〈~ρbg〉.
This equation shows that the initial radius ρ is distributed according to a Rayleigh
distribution, while the phase φ is initially uniformly distributed between 0 and 2π.
In order to derive the theoretical SNR, we consider Fig. 9.12 [72, 191, 192, 75]. Before
excitation, the particle is described by ~ρbg. The excitation drive ~ρexc transfers the particle
to ~ρsg = ~ρbg + ~ρexc. The initial and final distributions are schematically illustrated by
the blue circles, with the circle radius ρbg given by the initial particle energy, ρbg =√
E0/(2m). In order to compute the SNR, Eq. 9.34 is shifted to ~ρexc = (xexc, yexc),












The expectation value for the background radius 〈|~ρbg|〉 is given by integrating over the












dAf(ρ, φ, ~ρexc)ρ (9.37)
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Figure 9.13.: Phase scatter as a function of SNR. Left: Particle data obtained from a mea-
surement when the coupling pulse length Tcoup was varied between 0 ≤ Tcoup ≤ 2 × 1/Ω with
Rabi frequency Ω. As a result, the cyclotron energy was only partially transferred onto the
axial motion, thereby leading to an weaker SNR. Right: The blue data points depict the data
from (a), the red data points depict an independently conducted measurement analyzing a signal
generated by a signal generator. Both data sets, the particle data and the signal generator data,
agree well with the prediction (black dotted line).
The SNR in decibel is then given by








dAf(ρ, φ, ~ρexc)(φ− φexc)2 −
(∫
B
dAf(ρ, φ, ~ρexc)(φ− φexc)
)2
(9.39)






≈ 103.923 deg, (9.40)
which is the standard deviation of a uniform distribution between 0 and 2π, σ(U(0,2π)) =
π/
√
3. When discussing measured phase scatter, it should be kept in mind that the
maximum value for phase scatter is not given by 360 deg, but by 104 deg due to the
modulo nature of the phase. The relation from Eq. 9.39 is confirmed both by particle
measurements and by measurements performed in a test setup consisting of a signal
generator and a Stanford Research Audio Analyzer, as shown in Fig. 9.13.
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Predicting the particle signal
Equation 9.39 holds for signals where the SNR is known, for instance for test signals
from a frequency generator and also for particle signals with known SNR. We will now
discuss a model to predict the particle SNR and thus the particle phase scatter. To
this end, we consider the cyclotron burst and Eq. 9.35 again. The cyclotron-wise excited









(ρ+ cos[φ]− xexc)2 + (ρ+ sin[φ]− yexc)2
)]
dρ+dφ. (9.41)
After a perfect π-pulse, and considering the relation ρ+ = z
√
ωz/ω+ (see Eq. 9.26), the
























which is rewritten to






















During the duration of the spectrum acquisition tavg, the axial mode is cooled with cool-
ing time constant γz, with the axial amplitude following a γz/2 cooling. The excitation
radius ρexc =
√







dtρexc,0 × exp(−γz/2t), (9.45)
with ρexc,0 = ρ+,0 being the initial cyclotron radius after excitation.
The axial frequency is shifted during the spectrum acquisition due to trap parameter
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E+,0 = 6 eV
E+,0 = 4 eV
E+,0 = 2 eV
Figure 9.14.: Left plot: Axial frequency shift as a function of axial energy expressed in units
of cyclotron energy prior to the coupling. Right plot: Axial frequency shift vs time, assuming
feedback-free cooling of the axial mode with γz ≈ 35ms. The B2, C4, C6 and C8 coefficients
specified in Tab. 9.1 for the phase tuning ratio TRphase are used for the calculation. The axial
spectra are typically recorded at an averaging time tavg = 64ms, which corresponds to an FFT
bin width of b = 15.625mHz. The FFT bin width is indicated by the two horizontal grid lines.
Since the measured signal is constrained by the bin width, a modification of phase scatter as
a function of tuning ratio is obtained as shown in Fig. 9.15. Note that uncertainties on the
inhomogeneity parameters were not considered here, which is why this should be seen as a more
qualitative investigation.
such as C4, C6 and C8 specified in Tab. 9.1 and due to the non-negligible axial energy after
coupling (see Sec. 2.2.1). The axial frequency shift as a function of the energy E+ of the
excited cyclotron mode prior to the coupling is depicted in Fig. 9.14 (a). Incorporating
the feedback-free axial cooling time constant γz ≈ 35ms, the axial frequency shift as
function of time is shown in Fig. 9.14 (b). The typically chosen acquisition time tavg =
64ms for phase measurements corresponds to an FFT bin width of b = 15.625Hz, which
is depicted by the grid lines in Fig. 9.14. Only the axial signal for which the axial
frequency shift fulfills |∆νz| < b/2 contributes to the signal acquired by the FFT. This
behavior is incorporated to Eq. 9.43 by replacing ρz with a conditional expression that
sets ρz = 0 for |∆νz| > b/2.
Predicting the background signal
In addition to the excited cyclotron distribution, the resonator background Ures has to
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with the resonator temperature Tz, the effective parallel resistance on resonance Rp, and
the bandwidth ∆f defined by the inverse acquisition time, ∆f = 1/tavg. In order to
apply the framework introduced above, the idea is to assign a fictitious background rms
radius ρJ to the voltage noise distribution of the detector. We recall that the particle






















In the last step, the axial dip width δνz is inserted (Eq. 2.34). The absolute value ρJ de-
scribing the complex Johnson noise is Rayleigh-distributed. Inserting the corresponding
relation ρJ =
√









The noise contribution from the detector Johnson noise and finite cyclotron temperature
are uncorrelated random variables. The measured signal is therefore given by quadrati-
cally summing up the particle and the resonator background. The resulting distribution
is given by


















σ2t = σ21 + σ2J . (9.51)
The expected SNR is given by inserting this distribution together with Eq. 9.45 into
Eq. 9.38, the phase scatter is given by applying Eq. 9.39.
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Figure 9.15.: Measured phase scatter (dots) and phase scatter prediction (dashed lines) as
a function of initial cyclotron energy, assuming an axial detector temperature of Tz ≈ 20K
and an FFT acquisition time tavg = 64ms corresponding to a bin width of 15.625Hz. The
scaling with tuning ratio is related to the bin size argument described in Fig. 9.14, for B2, C4,
C6 and C8 the values from Tab. 9.1 are used. The lower limit for the phase scatter is given
from the particle energy and the initial cyclotron temperature, as discussed in Eq. 9.50. Note
here that no trap parameter uncertainties are considered, which is why the dashed lines rather
represent a rather qualitative model. For energies E+ > 6 eV, the model breaks down, which
indicates the occurrence of non-linear phenomena in the coupling, which are related to higher-
order anharmonicities (see for instance [72]).
9.6.2. Phase scatter as a function of tuning ratio
When the energy dissipation during the phase readout (Eq. 9.45) and the signal-cutoff
due to the FFT bin size (Fig. 9.14) are considered, the phase scatter scaling as a function
of tuning ratio and as a function of excitation energy can be predicted from Eq. 9.50.
In order to compare it to measurements, we excited the particle to energies between
0.6 eV and 7.7 eV and recorded the phase scatter as a function of the tuning ratio, the
results of which are depicted in Fig. 9.15. Note here, that the scatter predictions shown
by the dashed lines assume Tz = 20K and the B2, C4, C6, and C8 values specified in
Tab. 9.1, but do not consider the respective trap parameter uncertainties. In this way, the
scatter prediction can be inaccurate in some cases, but it reproduces the general trend
very well up to energies of 5.7 eV. For the 7.7 eV data point, we see a strong deviation
between prediction and measured data. This is likely related to the occurrence of non-
linear phenomena, which have been for instance discussed in [72]. They have also been
observed during this run for Rabi oscillations at energies of at least 7-8 eV, but are not
discussed in greater detail within this thesis.
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Figure 9.16.: Phase scatter as a function of excitation energy. The fit
according to Eq. 9.50 has the axial temperature as only free fit parameter,
and yields Tz = 13.0(9)K. The model reproduces the observed scaling very
well.
9.6.3. Phase scatter as a function of excitation energy
In the end of November 2019, we conducted a detailed measurement on phase unwrapping
for different excitation energies. While the evolution time dependent scatter will be
discussed in the next section, this data set is used here to discuss the phase scatter as
a function of excitation energy. To this end, we again apply the formalism outlined
in Eq. 9.50. As depicted in Fig. 9.16, the obtained scaling of the initial phase scatter
σ0 as a function of the initial excitation energy E+,0 follows the expected behavior
very well. The phase scatter was here computed from the median absolute deviation
and afterwards corrected accordingly to yield the corresponding phase scatter [193].
Considering the comparably low excitation energies of only up to 4.3 eV, the signal
loss due to FFT binning does not need to be incorporated (compare Fig. 9.15). The
only free fit parameter when applying Eq. 9.50 is the axial temperature. Here, we yield
Tz = 13.0(9)K. This axial temperature is lower compared to Fig. 9.15 (Tz ≈ 20K), for
which the data were acquired in August. This change of temperature throughout the run
is not surprising as the experimental setup was optimized several times in between, which
usually affects the pick-up of stray signals and thus the effective detector temperature.
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Figure 9.17.: Phase scatter as a function of evolution time for two different energies. The
measured data points are depicted in blue, several contributions to the phase scatter are indicated
by dotted lines, with the squared sum of the contributions depicted by the solid blue line. The
underlying phase scatter model is summarized in Eq. 9.52. The phase scatter is given by the
principal phase scatter σ0 (yellow) related to the SNR and discussed in Sec. 9.6, the excitation
scatter ∆f (red) discussed in Sec. 9.7.1, and the contributions of the white magnetic field noise
σf (green) and the magnetfic field diffusion d (purple) (Sec. 9.7.2). Comparing the left plot
(Eexc = 1.5 eV) and the right plot (Eexc = 3.1 eV), it is observed that the principal scatter σ0 is
decreased for higher excitation energies, while the excitation scatter contribution ∆f is increased,
as expected from theory and further discussed in this section.
9.7. Phase scatter as a function of evolution time
After having discussed the principal phase scatter σ0 in the section above, now the phase
scatter as a function of evolution time shall be investigated. Throughout phase evolution,
the phase scatter is affected by magnetic field fluctuations characterized by the diffusion
parameter d and the white noise parameter σf . It is also affected by excitation scatter
that leads to scatter in the energy-dependent cyclotron frequency shift and consequently
to phase scatter described by ∆f . While the magnetic parameters d and σf depend
on external parameters, the principal phase scatter σ0 is decreased at higher excitation
energies (Eq. 7.39), while the excitation scatter contribution ∆f is increased for higher
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This behavior is visualized in Fig. 9.17, where the phase scatter scaling for two different
excitation energies is shown. While the magnet noise contributions σf and d are energy-
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Tz = 15.6(1.8) K (from Δf)
Tz =12.9(0.9) K (from σ0)
● from Δf
● from σ0
Figure 9.18.: Results from evaluating phase scatter data as a function of evolution time. On
the left, the ∆f parameters obtained from fits to the individual phase scatters as a function
of evolution time (compare Fig. 9.17) are depicted for several excitation energies. The data
follow the behavior predicted in Eq. 9.54, a least-squares fit yields Tz = 14.4(1.7)K. Right: It
is also possible to examine each individual phase scatter versus evolution time plot and extract
individual axial temperatures for each data set. In red, the extracted temperatures from ∆f
following Eq. 9.54 are shown, in blue the temperatures determined from σ0 following Eq. 9.50 are
given. The weighted mean yields Tz = 15.6(1.8)K (∆f ) and Tz = 12.9(0.9)K (σ0), both values
being in agreement with the fit results from (a) and Fig. 9.16.
independent, the principal scatter σ0 is reduced for higher excitation energies, but the
excitation scatter contribution ∆f is increased. In this section, the time-dependent
scatter contributions d, σf and ∆f are characterized and discussed.
9.7.1. Excitation scatter
In order to discuss the effect of cyclotron excitation scatter, we first recall Eq. 7.39, which









with excitation energy Eexc and the initial energy Eth, given by Eth = ν+/νz × kBTz









2kBTz × ν+/νz × Eexc (9.54)
The cyclotron frequency shift ∆ν+ as a function of cyclotron energy E+ is given by (see
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The ∆f scaling is obtained by analyzing the unwrapping measurements partly depicted
in Fig. 9.17, which shows the phase scatter as a function of evolution time for two dis-
tinct excitation energies. From least-squares fits to these data, the excitation scatter
component ∆f for each excitation energy is obtained, as shown in Fig. 9.18 (a). These
data resemble the model from Eq. 9.54 nicely. The only fit parameter in Fig. 9.18 (a) is
the axial temperature, for which a value of Tz = 14.4(1.7)K is obtained, which is similar
to the value Tz = 13.0(9)K determined from the σ0 values in Fig. 9.16. In addition,
we may compute axial temperature values from the individual value of σ0 and ∆f for
each excitation energy, as shown in Fig. 9.18 (b). Here, we yield similar temperatures
compared to the fits, Tz = 12.9(0.9)K from considering σ0 and Tz = 15.6(1.8)K from
considering ∆f .
9.7.2. Magnetic field contribution
The magnetic field stability enters in two ways into σφ(tevo). As discussed above, mag-
netic field fluctuations (white noise) are described by the parameter σf . The long term
magnetic diffusion is described by d. In order to measure the white magnetic field noise,
we placed two fluxgate sensors (FLC3-70 from Stefan Mayer Instruments) in the experi-
ment surroundings, one of which is enclosed in a mu-metal housing with an approximate
magnetic shielding factor of about 100 in order to calibrate the sensor noise. The mea-
sured magnetic field of both sensors is Fourier transformed, and expressed in equivalent
cyclotron frequency shifts. By quadratically subtracting the sensor noise from the mea-
sured noise, the real magnet noise is determined, as shown in Fig. 9.19 (a). We observe a
mostly stable magnetic field noise for frequencies above 100mHz, which is the behavior
expected from white noise. The mean across this frequency range is therefore used to
estimate the white magnetic noise density at the frequency of 1Hz:
∆f = 10mHz/
√
Hz, which corresponds to 0.68nT/
√
Hz. (9.56)
Looking at Fig. 9.17, the contribution of the magnetic field diffusion d is the least pro-
nounced contribution among the four main contributions in σφ, which is why extracting
d from direct scatter fits would only yield very imprecise values. On the other hand,
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Figure 9.19.: Magnetic field diffusion and white magnetic field noise. Left: White magnetic
field noise determination. The magnetic field noise in the experiment environment is measured
by a dedicated fluxgate sensor, the Fourier transforms of the measured data are plotted in red.
Another sensor is located in a magnetically shielded mu-metal box in order to calibrate the sensor
noise (orange). The quadratic difference yields the magnetic noise (blue). The magnetic noise
data do not show a scaling with frequency for the frequency range above 100mHz, indicating
the predominantly white nature of the magnetic noise. Right: Differential Allan deviation of
the cyclotron frequency computed for three different dates (solid lines). Every individual phase
measurement is interpreted as an individual frequency measurement. The pale data show simu-
lated Allan deviations for the diffusion constant fitted to the measured data, with the upper and
lower line indicating the 1-sigma confidence interval.
the contribution of d is still large enough such that a wrongly assigned value of d would
affect the fitted contribution of the ∆f coefficient in an unfavorable way. Therefore, d is
determining choosing an approach similar to the heating rate evaluation by investigating
the differential Allan deviation (see Sec. 5.3). To this end, we calculate the cyclotron
frequency from each phase individually, by globally averaging the phase after 0 s evolu-
tion time (this is stable throughout the entire measurement) and computing the phase
gradient for each of the measured phases1. We then fit a phenomenological model to the
obtained differential Allan deviation as shown in Fig. 9.19 (b),
σν+ =
√
a/t+ dfit × t, (9.57)
with the parameter a describing the decrease in the differential Allan deviation due to
averaging, and dfit being the contribution due to magnetic field diffusion. The parameter
dfit is closely related to the magnetic diffusion constant d, but d typically varies on the
order of 10% to 20%. This is likely related to the fact that the measured phases are
1Note that this differential Allan deviation is higher compared to the differential Allan deviation
yielded when all unwrapped phase points from one unwrapping cycle are combined into one determined
frequency and the differential Allan deviation is computed subsequently.
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not taken at even time increments and that the dead time between two phase measure-
ments is not considered when calculating the differential Allan deviation. In order to
derive the relation between d and dfit, Monte-Carlo simulations are conducted using the
specific evolution times employed in the measurement and for different test values of
d. Out of the relation between inputted and yielded d, the relation between d and dfit
is yielded. The uncertainty of d is then again extracted from performing Monte-Carlo
simulations. Looking at Fig. 9.19 (b), it is observed that the magnetic diffusion con-
stant can vary by factors
√
d1/d2 > 4 between different dates. When performing long
unwrapping sequences as in Fig. 9.20, where 18 different evolution times were probed at
an unwrapping cycle length of about 320 s, the diffusion constant d turned out to be one
of the dominantly limiting parameters for the achievable frequency scatter.
9.7.3. PnA vs PnP phase scatter as a function of evolution time
After the PnP scheme [54] had been successfully demonstrated and main aspects had
been characterized during the months of October and November 2019, we decided to
investigate the PnA scheme [56] during the last three weeks left in December before the
experiment had to be warmed up. In the PnA scheme, the upper sideband is used for
mode coupling as described in Sec. 9.2.2. As the PnA scheme needs the same periphery
as the PnP scheme, the main challenge consisted in finding optimal experimental settings
or at least settings that enabled a reasonable application of this method. As little time
was available during the commissioning phase, only a few results on applying the PnA
scheme can be discussed here, but a detailed and thorough characterization remains to
be the focus of further experimental campaigns.
In Fig. 9.20, the results of a comparison of phase scatters obtained with PnA and PnP
is shown. To this end, blocks of 12 unwrapping cycles with either method were per-
formed in an interleaved way, thereby securing identical conditions in the magnetic field
diffusion and the magnetic field scatter. 18 different evolution times up to tevo = 15 s
were probed, leading to an unwrapping cycle length of 320 s and demonstrating phase
coherence for evolution times of up to tevo = 15 s. The PnP data were acquired without
the application of axial feedback, while for PnA very strong axial feedback resulting in
a dip width δνz = 400mHz was applied (feedback-free dip width δνz = 4.1Hz). For the
PnP data, we obtained an axial temperature of Tz = 18(3)K by considering the prin-
cipal scatter σ0, and Tz = 15(5)K by examining the energy scatter related parameter
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Figure 9.20.: Phase scatter as a function of evolution time obtained with the PnP scheme at
an excitation energy of Eexc = 1.52 eV (left) and with the PnA scheme for an excitation energy of
Eexc = 0.68 eV (right). Compared to the PnP scheme, the contribution due to excitation scatter
∆f and the principal scatter σ0 are significantly lower.
∆f . For the PnA data, Tz = 4.5(3.8)K is obtained from evaluating ∆f , while a temper-
ature based on σ0 cannot be provided at this stage as the required model is still under
development. Please note that the temperature ratio does not fully reflect the ratio of
the two corresponding dip widths, which would be naively expected from theory (see
Eq. 2.38). This is in line with observation from previous runs, where the application of
very strong negative axial feedback led to additional axial temperature as noise from the
feedback loop was coupled onto the resonator. While the PnP data were acquired with
an excitation energy of Eexc = 1.52 eV, the PnA data were acquired with Eexc = 0.68 eV.
Consequently, the excitation scatter contribution ∆f to the PnA data is much smaller
compared to the PnP. Due to the advantages of the PnA method, the principal scatter
σ0 of the PnA method is significantly lower compared to the PnP method despite of the
higher PnP energy, which indicates the potential to perform even better measurements
with PnA compared to PnP.
During the presented measurement, the cyclotron frequency was alternatingly measured
twelve times by both methods. As a figure of merit for the frequency scatter we con-
sider the standard deviation σ(∆int) between a measured frequency and the frequency
interpolated from the two neighboring frequencies:
σ(∆int) = σ(ν+,i − Int(ν+,i−1, ν+,i+1)) for even i, (9.58)
with Int denoting the interpolated cyclotron frequency. By dedicated Monte-Carlo sim-
ulations, it can be shown that this value is by about 15% underestimated due to corre-
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σ(Δint, PnP) = 12.6(1.7) mHz
σ(Δint, PnA) = 8.2(0.9) mHz
PnP
PnA
Figure 9.21.: Left: Cyclotron frequencies measured with the PnP scheme at an excitation
energy of Eexc = 1.52 eV and with the PnA scheme for an excitation energy of Eexc = 0.68 eV.
Right: Interpolated Grubbs filtered frequency scatter obtained for both methods. The measure-
ment depicted here is the same as depicted in Fig. 9.20.
lations related to the interpolation. For all given uncertainties and standard deviations
on ∆int, this 15% is applied throughout this thesis unless otherwise stated.
We obtain Grubbs filtered values of σ(∆ν+)int,PnP = 430(60)p.p.t. and σ(∆ν+)int,PnA =
280(30) p.p.t, as shown in Fig. 9.21. From the phase scatter shown in Fig. 9.20, a funda-







From the weighted mean of all 17 individually unwrapped frequencies, σ(ν+, φ)PnP =
152 p.p.t. and σ(ν+, φ)PnA = 85 p.p.t. are yielded, which would correspond to
σ(∆ν+)int,PnP = 183 p.p.t. and σ(∆ν+)int,PnA = 102 p.p.t. Note that σν+,φ does not
consider that the magnetic field changes during the unwrapping cycle due to diffusion,
but only the changes due to the magnetic diffusion on the time scale of each individual
unwrapping time. Consequently, σν+,φ should be interpreted as the frequency scatter
predicted for the magnetic diffusion being negligible on the time scale of an unwrapping
cycle.
In order to predict the frequency uncertainty σν+ , the magnetic diffusion that happens
during the time tcyc of one unwrapping cycle has to be considered as well. This contri-
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with the dimensionless parameter e accounting for dead time in the measurement se-
quence. e is determined from performing dedicated Monte-Carlo simulations to be
e ≈ 0.85. The frequency uncertainty is then given by the quadratic sum of the dif-






Considering the measured values of σ(∆ν+)int,PnA = 280(30)p.p.t and σ(∆ν+)int,PnP =
430(60) p.p.t., a diffusion effect of σd = 390(60) p.p.t. from the PnP data and σd =
260(30) p.p.t. from the PnA data would be expected. The small discrepancy between
both values might be explained by assuming that the diffusion constant fluctuates over
time, and taking into account the comparably low number of measured frequencies in this
data set, as seen in Fig. 9.21. In this measurement and also in most of the other phase
unwrapping measurements conducted during the run with long evolution times, the diffu-
sion effect leads to significantly larger frequency scatter values than the individual phase
scatters, and thus represents the largest impediment to better phase measurements.
9.8. Frequency measurements by phase sensitive methods -
experimental results
After having discussed the principle of phase unwrapping measurements and discussing
how the measured frequency is limited by the phase scatter, this section will now focus on
the resolution of frequency measurements by means of phase methods. Even though the
experimental campaign focusing on the implementation of new measurements techniques
was a pure technical run, and no physics measurements could be performed during this
run, the results on frequency measurements by phase methods indicate the frequency
resolution that can be achieved with the current experimental apparatus. This section
will compare the phase methods stability with the frequency stability obtained by means
of sideband method, which was so far the method of choice at the BASE collaboration.
Subsequently, the frequency scatter with active and quenched self shielding coils will be
compared. Afterwards, the best stability of the cyclotron frequency ratio measured at
the BASE apparatus so far will be presented. This section concludes by discussing the
frequency stability achieved in the BASE-CERN apparatus since the start in 2014 until
now.
199






































































































































































































































































Figure 9.22.: Comparison between the PnP (red) and the sideband method (blue). LLeft:
Measured cyclotron frequencies. Right: Grubbs filtered frequency scatter. The frequency scatter
obtained with the phase method is a factor of 2.8(2) lower compared to the sideband method.
The SSCs were quenched during these measurements.
9.8.1. Direct comparison between PnP and sideband measurements
After the phase methods were commissioned and frequency unwrapping measurements
had been demonstrated, one of the first measurement ideas was to compare the PnP and
the sideband method. To this end, we measured the cyclotron frequency in blocks of
six frequencies sequentially by both methods. For PnP, we used an excitation energy of
Eexc = 2.0(1) eV. The evolution times ranged from tevo = 0.5 s to tevo = 9 s, with a total
cycle length of tcyc = 105 s, thereby taking a similar amount of time as cyclotron fre-
quency measurement by means of the sideband measurement, which consists of recording
an axial dip and double dip on the axial spectrum, with a total duration of typically
tSB = 110 s. The results of this measurement are depicted in Fig. 9.22, with (a) showing
the measured frequencies, and (b) the frequency scatter σ(∆ν+) = σ(ν+,i+1−ν+,i). The
frequency scatter of the PnP measured is a factor of 2.8(2) lower, which already is a
substantial improvement. This improvement is explained by recalling that the sideband
method is limited by the axial frequency stability, while the PnP methods yields a di-
rect way for determining ν+. The measurement was performed with all self-shielding
coils [85] quenched. Note that the frequency resolution with the sideband method in-
creases with ∝ 1/√tavg, while the frequency resolution of the phase method increases
with ∝ 1/tevo (compare Eq. 9.31), which is why the PnP method will perform even better
compared to the sideband method when longer cycle times are investigated (as will be
done in Sec. 9.8.3). It should also be noted that the cyclotron frequency is shifted by
about ∆ν+ = 52mHz for the PnP data due to the effects of special relativity, C4 and
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Δint= -2.2(3.2) mHz, σ(Δint) = 27.9 mHz (SSC on)
Δint= -0.5(2.1) mHz, σ(Δint) = 13.6 mHz (SSC off)
SSC on
SSC off
Figure 9.23.: Comparing frequency scatter as a function of the SSC status. Left: Cyclotron
frequency measurements performed with the PnP methods at unwrapping times of up to tevo =
9 s, a cycle length of tcyc = 148 s, and an energy of Eexc = 1.5(2) eV for the SSC system being
active (blue) and Eexc = 0.7(1) eV for quenched SSCs (red). Right: Grubbs filtered results on
the interpolated ratio σ(∆ν+)int for both measurement types.
B2. These frequency shifts will not be discussed here, but this section focuses exclusively
on the frequency resolution. When performing a cyclotron frequency ratio measurement
however, it will be very important to carefully characterize such effects. Before investi-
gating longer evolution times, the effect of the self-shielding coil system, which impact
on the achievable frequency resolution as outlined in Sec. 7.2.3, shall be investigated
further.
9.8.2. SSC ON/OFF comparison
In context of the peak method measurement, it was observed that the cyclotron fre-
quency stability was strongly influenced by the status of the self shielding coil system
[85] (see Sec. 7.2.3). This behavior was quantitatively investigated with phase methods
by performing frequency measurements with two protons, were the cyclotron frequen-
cies of both particles were measured in an interleaved way, simulating the shuttling
measurements known in context of the charge-to-mass ratio measurements on the an-
tiproton [39]. On 2019/12/09, we conducted a PnP measurement with active coils,
an excitation energy of Eexc = 1.5(2) eV and evolution times of up to tevo = 9, but
with more unwrapping points compared to the measurements described in Sec. 9.8.1,
resulting in a cycle time of tcyc = 148 s. A PnA measured with an excitation energy
of Eexc = 0.7(1) eV and otherwise identical settings was repeated two days later for
quenched SSCs. The results of both measurements are depicted in Fig. 9.23, with the
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measured frequencies shown in (a). The interpolated frequency difference ∆int as intro-
duced in Eq. 9.58 is used as a measure for the obtained frequency resolution in Fig. 9.23
(b). While the first points of differential Allan deviations σν+,SSC active = 40.8(2)mHz
and σν+,SSC off = 15.3(1)mHz vary by a factor of 2.7, the standard deviations of the inter-
polated frequencies, σ((∆ν+)int, SSC active) = 26.1mHz and (∆ν+)int, SSC off = 11.8mHz,
differ by about a factor of two. This is likely due to that long-term effects such as the
periodic patterns caused by the active SSCs are slightly suppressed when computing
the interpolated frequency difference ∆(ν+)int. While the PnA method yields generally
slightly lower frequency scatters compared to the PnP method (Sec. 9.7.3), this effect
can be safely neglected at overall scatter values of around 1.3 p.p.b. for the frequency
measurements conducted at active SSCs.
It is important to note here that every high resolution measurement performed during
the phase methods run has been performed with quenched SSCs. However, cyclotron
frequency measurements with quenched SSCs are only possible in magnetically quiet
conditions, when the Antiproton Decelerator and the ELENA apparatus are not being
operated, and the time-dependent stray magnetic field generated by other collaborations
is negligible.
9.8.3. Most stable unwrapping measurement
In this section we will discuss the phase unwrapping measurement that yielded the
lowest frequency scatter obtained during the phase methods run, which was of order
σ(∆ν+) = 280(20)p.p.t. The results of this 10 hour long night measurement are de-
picted in Fig. 9.24. The PnP scheme was used for this measurement, with an excitation
energy of Eexc = 1.5(2) eV, a maximum evolution time of tevo = 15 s, in total 18 different
unwrapping times, and an unwrapping cycle length of tcyc = 250 s. In addition, particle
transport has to be considered and waiting periods of a few seconds had been imple-
mented after each measurement. In total, two unwrapping cycles are separated by about
265 s. As sideband frequency measurements and magnetron coolings were performed ev-
ery twelve and every six cycles, the overall sampling rate during this measurement is
lower than the inverse cycle length 1/tcyc. In order to simulate a cyclotron frequency
ratio measurement, the measurement was conducted using two protons, of which one
is trapped in a parking electrode, and the other is located in the precision trap. After
each unwrapping cycle, the parked ion was shuttled into the precision trap, and the
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Δ1= -0.9(0.9) mHz, σ(Δ1) = 6.7 mHz
Δ2= 0.9(1.1) mHz, σ(Δ2) = 7.9 mHz
Δint1
Δint2
Figure 9.24.: Phase unwrapping measurement that yielded the highest cyclotron frequency
resolution. Left: Measured cyclotron frequencies. The cyclotron frequency of two separate pro-
tons (denoted by red and blue dots respectively) was measured alternatingly, the ions were
exchanged by adiabatic shuttling as for instance described in [39]. The frequency scatter
σ(∆ν+) = σ(ν+,i+1 − ν+,i) is given by σ(∆ν+) = 280(20)p.p.t. A peak-to-peak stability of
the cyclotron frequency of 150mHz during the course of one night is unprecedented at BASE.
This exceptionally good stability is reflected in the low corresponding diffusion constant depicted
in Fig. 9.19 (b) (blue data). Right: Grubbs filtered results on the interpolated frequency differ-
ence. The obtained values correspond to a ratio scatter of 230 p.p.t. and 270p.p.t. respectively.
previous measurement ion was transported into the other parking electrode (as done in
[39]). Like in the previous section, the interpolated frequency difference ∆int is used a
measure for the obtained frequency resolution. After a total measurement time of 10
hours, we obtain ∆int = −0.9(9)mHz and ∆int = 0.9(1.1)mHz depending on which ion
is considered to be the first or the second. Here, the 15% correction in the uncertainty
of ∆int have already been applied as discussed in the previous section. The frequency
scatter for this dataset is σ(∆ν+) = 280(20)p.p.t. With the demonstrated resolution on
∆int, a cyclotron frequency ratio measurement with a resolution of 20 p.p.t. would be
achieved within around 24 hours of measurement time.
Future improvements of the presented unwrapping schemes
The measurement presented in Fig. 9.24 was set up following a conservative unwrapping
scheme incorporating evolution times separated by only one second in order to make sure
that the phase unwrapping would function under all circumstances, meaning that every
phase jump of 360 degrees could be identified from the measured phases, as outlined
in Fig. 9.10. This approach leads to comparably long unwrapping cycles times tcyc. As
has been discussed in Sec. 9.7.2 and Sec. 9.7.3, the achieved frequency scatter largely
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depends on the magnetic diffusion constant, which can vary by more than a factor of
10 between two days. The scatter contribution scales ∝
√
d× tcyc (see Eq. 9.60). One
way of counteracting this effect would be to introduce alternative unwrapping sequences
with fewer points, leading to a shorter frequency cycle duration tcyc and accordingly to
a lower diffusion contribution to the measured frequency scatter.
During the PnP measurements described in this thesis, no axial feedback was applied
during the sideband cooling of the cyclotron mode prior to the excitation. Implementing
axial feedback here in the future will reduce the excitation scatter contribution ∆f
significantly.
Judging from the PnA phase scatter in Fig. 9.20, it should also be possible to measure
at longer evolution times, which is favorable as the frequency scatter σν+ increases with
1/tevo assuming identical phase scatter. For tevo = 20 s, we would obtain a phase scatter
of σφ = 55deg, a phase scatter at which frequency unwrapping is still reasonably well
possible. In order to improve upon the already excellent frequency scatter presented in
Fig. 9.24, both avenues well be pursued in the future, for which the time was lacking at
the end of this experimental campaign.
9.8.4. Resolution
The BASE experiment at CERN was approved in 2013 by CERN’s research board. BASE
conducted its first measurement campaign on the antiproton-to-proton charge to mass
ratio already in 2014, with an unprecedented fractional precision of 69p.p.t. reached by
employing the sideband method [39]. The corresponding frequency scatter σ(∆ν+) was
of order 5.5 p.p.b. Afterwards, the experimental setup was partially reconstructed, and a
custom-made superconducting magnet with high stability was implemented. During the
sideband campaign in 2017, a significant scaling of the frequency scatter with the helium
level in the cryostats was observed, with a maximum scatter of σ(∆ν+) = 3.5 p.p.b. for
full cryostats and a minimum frequency scatter of σ(∆ν+) = 2.2p.p.b. for low helium
levels (see Fig. 3.2). In 2018, the apparatus was carefully revised, to which the author
contributed by designing a new cryogenic support structure, introducing new heat shields
on the 77K stage, rearranging the electronic filter boards at the 77K stage, as described
in Sec. 3.2, and by implementing a frame around the experiment, which partly decou-
pled the experiment temperature from the ambient temperature and thereby enabled
a much higher long-term frequency stability (see Sec. 3.2.2). As a result, no cyclotron
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σ(Δint)= 44.6(2.2) mHz (SB)
σ(Δint)= 6.3(0.6) mHz (ϕ)
Figure 9.25.: Left: Measurement time in days required to reach a frequency ratio resolution
of 10 p.p.t. for simulated ratio measurements based on the frequency stabilities summarized in
Tab. 9.2. For the 2017 sideband run, a range of measurement time is given, as the cyclotron
frequency scatter was varying between 3.5 p.p.b. and 2.2p.p.b. depending on the filling level, as
discussed in Sec. 3.2. Similarly, for the 2018 peak run, a range for scatter values between 500 p.p.t.
(best measured values for quenched self shielding coils) and 900 p.p.t. (median scatter during
the peak measurement campaign with active SSCs) is given. Right: Comparing the cyclotron
frequency scatter measured during the sideband run in 2019 (blue data) and the phase run (red
data). So, far the sideband method was the method of choice and enabled q/m measurements on
the antiproton with a fractional precision of 25 p.p.t. (see Chap. 8). The ratio scatter obtained
by phase methods is a factor of around 7 lower compared to the sideband method. Note that
the sideband cycle time was tcyc = 120 s and the phase cycle time was tcyc = 265 s. Thus, the
fair improvement factor is σSB/σφ ×
√
tcyc,SB/tcyc,φ = 5.
frequency scatter scaling as a function of cryoliquid level could be observed any more,
and the sideband scatter could be improved down to σ(∆ν+) = 1.8 p.p.b. in 2019 for
ideal conditions.
The sideband measurements are indirect cyclotron frequency measurements, which
are fundamentally limited by the measurement resolution of the axial frequency as well
as by the voltage source stability and by the magnetic field stability. Direct cyclotron
frequency measurements are to first order only limited by the magnetic field stability.
The first dedicated direct measurements in the BASE experiment were performed by
means of the peak method in the 2018/2019 measurement campaign. Here, the best
observed frequency scatters were on the order of 500 p.p.t., when all self shielding coils
were quenched. For active SSCs, we observe much higher scatter values that could range
from 800 p.p.t. to even more than 2 p.p.b. (see Fig. 7.14). During the phase run, we
finally achieved a frequency scatter of about 280(20) p.p.t. at a shot-to-shot sampling
rate of 1/(265 s).
In order to quantify the improvements in experiment stability and attainable frequency
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Table 9.2.: Simulated antiproton-to-proton charge-to-mass ratio resolution for the frequency
stability demonstrated in different experimental campaigns. The frequency scatter values σ(∆ν+)
measured during the respective runs were taken as the basis for the simulation. u(R) denotes the
corresponding ratio uncertainty as a function of measurement time. The most right column is the
ratio resolution after 1 day of measurement. For the 2017 sideband run (abbreviated with SB),
the cyclotron frequency scatter was heavily dependent on the filling level ranged from 3.5 p.p.b.
to 2.2 p.p.b.. For the 2019 sideband data, the 1.8 p.p.b. scatter did not show any dependency
on the filling level as the experimental support was entirely redesigned as described in Sec. 3.2.1.
The scatter of the 2018 peak run (abbreviated with PK) was strongly affected by ambient field
fluctuations and the SSC status. For quenched SSCs and a calm ambient field, we observed
scatters of 500 p.p.t. in the best cases. During measurement campaigns, the median shot-to-shot
scatter during measurement blocks of 1 h was around 900 p.p.t. (see discussion in Sec. 7.2.3), the
SSCs were active during these measurements. The frequency scatter of 280(20) p.p.t. quoted for
the phase method is described in Sec. 9.8.3. It was achieved for a magnetically calm hall and
quenched SSCs. The corresponding frequency stability constitutes a stability improvement of a
factor of around 13 in scatter compared to the start of BASE in 2014.
resolution, we simulated frequency ratio measurements based on the respective frequency
scatter values. The results of these simulations are depicted in Fig. 9.25, where the re-
quired measurement time in order to reach a ratio resolution of 10 p.p.t. is specified, and
in Tab. 9.2, where the ratio resolution as a function of measurement time is given.
Note that for all of the simulated measurement schemes, occasional dead times, for in-
stance for particle cleaning or magnetron cooling, have not been considered in the simu-
lation for simplicity, only the pure measurement time and the transport time are taken
into account. For the phase methods, the axial frequency measurement can be measured
less frequently than the cyclotron frequency, but it needs to be measured occasionally,
which is also not considered in this simulation. In the peak and the sideband scheme, the
axial frequency is essentially needed for the cyclotron frequency determination, which is
why its measurement time is considered in the quoted cycle times. Also note that the
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shot-to-shot scatter of 500 p.p.t. for the peak method and 280 p.p.t. for the phase method
could only be achieved in a magnetically calm hall and with quenched self shielding coils.
With the current apparatus, the measurement performance is significantly worse during
times when the SSCs have to be activated, for instance during the AD beam time. It
should also be stated here that a number of systematic investigations have to be carried
out before the phase methods could be used for performing a high-resolution measure-
ment on the antiproton-to-proton charge-to-mass ratio. However, with the measurement
resolution demonstrated in Sec. 9.8.3, a cyclotron frequency ratio measurement with a
fractional resolution of at least 10 p.p.t. is feasible with a measurement time of only a
few days.
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10.1. Summary
The claim of this thesis is to “Challenge the Standard Model by high precision compar-
isons of the fundamental properties of protons and antiprotons”. To this end, the work
of this thesis contributed to improving the BASE apparatus at CERN, characterizing
the measurement apparatus and understanding relevant trap systematics. New mea-
surement techniques were implemented, and a new measurement of one fundamental
property of the antiproton was performed. The results of this thesis are summarized in
the following bullet points:
• Improved the long-term stability and the shot-to-shot stability below the side-
band limit by substantial apparatus revisions. The dominant source of frequency
scatter given by pressure-fluctuation induced vibrations on the cryogenic stage
was addressed by re-designing the cryogenic support structure, improving the heat
shield structure on the 77K stage and reducing the radiation heat load onto the
4K stage from 685mW to 285mW (open beam port on the 77K stage), and down
to 155mW (closed beam port). Prior to the upgrades, the experiment scatter was
given by 3.5 p.p.b. - 1.8 p.p.b. depending on the cryoliquid level. Now, for the side-
band method, the scatter is continuously limited on the 1.8 p.p.b. level (Chap. 3).
The technical upgrades were proposed and supervised by Stefan Ulmer.
• Re-analyzed the data from the magnetic moment measurement campaign in 2015/
2016, and published the first dedicated heating rate measurement in a cryogenic
ion trap, which shows orders of magnitude lower scaled field noise compared to
other ion traps [51] (Chap. 5).
• Carefully characterized and optimized the BASE Penning trap by means of axial
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dip methods and cyclotron peak methods. The characterization by means of axial
dip methods has been developed and discussed for instance in [72]. Some aspects of
the peak method optimization such as the explicit measurement of D4 (Sec. 7.2.4),
the explicit measurement of the B2 × Tz-scaling implemented by the variation of
axial feedback and peak methods (Sec. 7.2.5) are to the authors knowledge con-
ceptually new and have been developed within this thesis in collaboration between
Stefan Ulmer and the author. Also, a novel method for measuring the B2 coefficient
without cyclotron frequency measurements has been proposed and demonstrated
by the author (Sec. 9.1.4). The Penning trap optimizations are mainly presented
in Chap. 7.
• With the improved apparatus, the BASE collaboration conducted a sideband cam-
paign on the antiproton-to-proton charge-to-mass ratio q/m by means of the side-
band method in 2019 with a statistical resolution of 20 p.p.t and a precision of
about 35 p.p.t., when statistics and systematics are considered. Together with
several other experimental campaigns that are discussed in [52] and [53], these
data will lead to a significantly improved antiproton-to-proton charge-to-mass ra-
tio comparison. A publication is under preparation (Chap. 8).
• The implementation of phase sensitive methods for measuring the cyclotron fre-
quency by means of the “Pulse and Probe” (PnP) scheme [54] and the “Pulse
and Amplify” (PnA) scheme [56]. For a measurement time of 265 s, we achieved
shot-to-shot scatters of around 280(20) p.p.t., which is a scatter improvement by a
factor of about five compared to the sideband scatter measured in 2019. With the
experiment stability here, an improved charge-to-mass ratio measurement with a
fractional uncertainty of 10 p.p.t. becomes feasible, assuming a good understand-
ing of the related measurement systematics, which has to be developed within the
group. The improvement in frequency was only possible thanks to apparatus up-
grades described in Sec. 3.2. The work on phase methods has been carried out in
joined collaborative efforts of Jack Devlin and the author (Chap. 9).
10.2. Outlook
The future strategy of BASE has been laid out in 2019, when the BASE midterm pro-
posal was submitted [42]. The improvements made in apparatus stability and the imple-
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mentation of phase sensitive methods offer a lot of potential for dedicated measurement
campaigns on the antiproton fundamental properties after the end of LS2, when antipro-
tons will be supplied again to the BASE apparatus. As a magnetic moment measurement
is the likely candidate for the next high-precision measurement, the discussion in this
section will mainly focus on this quantity. In the 2016 measurement of the antiproton
magnetic moment [28], a fractional uncertainty of 1.5 p.p.b. was achieved, which im-
proved upon the previous best measurement from BASE [38] by about a factor of 300.
This measurement was the first antiproton magnetic moment measurement performed
in a multi-ion trap scheme. In the “triple trap method”, which was purposely developed
for this measurement campaign [28], the Larmor frequency and the cyclotron frequency
are measured by two different particles. This removes the necessity to cool the cyclotron
mode to subthermal cyclotron energies after each measurement of the cyclotron fre-
quency. These sub-thermal energies are needed in order to reduce the cyclotron heating
rate (Eq. 5.12) and to resolve individual spin transitions. Compared to a double-trap
scheme [91, 37, 29], additional systematic effects have to be considered since the ax-
ial temperature of the Larmor particle might differ from the axial temperature of the
cyclotron particle during the respective measurements, which induced a systematic un-
certainty of order 1 p.p.b. [47]. In the double trap method, both radio-frequency pulses
can be irradiated at the same time to the identical particle. The cyclotron frequency
scatter during the 2016 measurement campaign was around 4 p.p.b. With the 280 p.p.t.
that were achieved within this work, a considerably improved magnetic moment would
become possible.
10.2.1. ELENA interface
Prior to discussing the measurement precision achievable in antiproton campaigns after
the long shutdown 2 (LS2), it is stressed that the implementation of the ELENA upgrade
to the AD [161] requires a re-design of the antiproton catching setup. ELENA will further
slow down the antiprotons ejected from the AD at 5.3MeV to energies of 100 keV. One
essential component of the current BASE degrader setup is a stainless steel vacuum
window with 25µm thickness, which is vacuum tight but transparent for antiprotons at
5.3MeV. The corresponding aluminum window for antiprotons at 100 keV would have a
thickness of 1.4µm and would not be vacuum-tight at the given diameter of 9mm for
a pressure difference of ∆P = 1 atm. This pressure difference necessarily occurs during
210
10. Summary and outlook
pre-pumping of the trap can prior to the experiment assembly. A careful and intricate
re-design of the degrader section was performed by Barbara Latacz. The main design
idea for the new degrader is to support the vacuum window with a metal disk at which
in total seven holes with each 1mm diameter are drilled. Thereby, the vacuum window
with a diameter of 9mm is effectively divided into seven small vacuum windows. While
this improves the vacuum tightness dramatically, the total area of all vacuum windows
is reduced by about 90% compared to the previous vacuum window. This reduction is
overcompensated due to the much higher trapping efficiency at lower injection energies.
Under these conditions, a mylar foil with around 2µm thickness that features 80 nm
aluminum coatings on both sides is at the same time vacuum-tight and transparent for
antiprotons at 100 keV. Careful tests for the leak-rate of the designed structure with
overpressure of about 1 bar at room temperature and under cryogenic conditions have
been performed and show excellent agreement with the design goals.
10.2.2. Cooling trap
A long desired upgrade to the BASE apparatus is the implementation of a dedicated
cooling trap (CT) for ultra efficient cooling of the cyclotron mode [43], which has not been
operated so far. The cooling trap will serve for fast cyclotron cooling and thereby enable
much reduced preparation times for the application of the double trap technique. In
order to enable fast cooling of the cyclotron motion, the trap features an inner diameter
of 3.6mm, like the analysis trap. The CT will be equipped with a dedicated cyclotron
detector featuring a cooling time constant τ+ = 10 s. The CT is equipped with a
magnetic bottle B2 = 16 kT/m2 for determining the cyclotron energy during after each
mode thermalization cycle [90]. The cooling trap will be implemented as part of the
PhD project of Markus Fleck [194]. Once implemented, the cooling trap will reduce the
average preparation time for reaching sufficiently low subthermal energies from about
15 h to about 2 h. This assumes that 70 cooling cycles are needed on average for particle
preparation, which is a typical number of thermalization cycles given the typical electric-
field noise amplitudes and detector temperatures at BASE. A fast method for preparing
particles at very low cyclotron energies would also be of great use for the application of
phase sensitive methods (Sec. 9.7.1).
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10.2.3. Minimized residual B2 by redesigned transport section and in-situ
shim coil
Another substantial and very promising upgrade will be the implementation of a dedi-
cated in-situ B2 shimming coil, that is designed to entirely suppress the residual B2 in
the precision trap. This implementation will be realized in a new-designed multi-layer
SSC setup, incorporating as well a dedicated B1-shimming coil and three self-shielding
coils. In the 2016 measurement, a B2,res = 2.7(3)mT/m2 was measured [47], where the
distance between analysis trap and precision trap was 49mm. In the new setup, the
transport electrode section between the precision trap and the analysis trap has been re-
designed yielding a distance of 74mm between both traps and reduces the residual B2,res
by about a factor of about 8 according to simulations. The experiment will strongly profit
from a reduced residual B2,res, as B2,res induces undesired cyclotron frequency shifts that
scale with the axial energy. This would especially hamper the implementation of phase
sensitive methods. This work is also of great interest for charge-to-mass ratio measure-
ments, as it will allow to measure the cyclotron frequency ratio as a function of the
B2 coefficient, which opens up great opportunities for the investigation of systematic
uncertainties. The work described in this section is part of the PhD project of Stefan
Erlewein [195].
10.2.4. Seven-pole trap
Another upgrade envisioned for the future is the implementation of a seven-pole Penning
trap. While in the five-pole design (Sec. 2.2), one set of correction electrodes is used, in
the seven-pole design a second pair of correction electrodes is introduced. While the five-
pole trap in orthogonal and compensated design [71] allows in principle to tune the C4
and the C6 parameter simultaneously to zero, in a seven-pole Penning trap also the C8
and C10 parameters could be tuned to zero thanks to the additional degree of freedom
in the trap potential configuration. A better control of higher-order trap coefficients
would be beneficial for the application of phase methods, as potentially higher particle
energies and thus better SNRs could be realized (compare Sec. 9.6.2 and Sec. 9.6.3). A
seven-pole trap has been demonstrated in the SMILETRAP experiment [196], and in
the LIONTRAP experiment for the proton mass-measurement in 2017 [159].
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10.2.5. Transportable antiproton trap
Despite the continuous efforts in apparatus stabilization, a particle accelerator will never
be an ideal place for conducting high-precision radio-frequency spectroscopy experiments
on charged particles in Penning traps. Our experiment stability is affected by ambient
magnetic ramps and kicks, high voltage ramps, strong radio-frequency noise and strong
temperature fluctuations. BASE is counteracting these effects for instance by implement-
ing a multi-layer self shielding coil system with a high shielding factor of S = 225(15)
[85] and by introducing a multi-layer passive temperature shielding. In order to perform
antiproton measurements under the best ambient conditions possible, the BASE-STEP
project (Symmetry Tests in Experiments with Portable antiprotons) lead by Christian
Smorra is developing a transportable trap for antiprotons [42]. Recently, BASE-STEP
was awarded with an ERC starting grant. Once ready, BASE will be able to conduct
high-precision measurements on antimatter in a dedicated high-precision laboratory,
which will temperature stabilized and far away from stray magnetic fields and radio-
frequency noise.
10.2.6. Future precision goals
Considering the apparatus improvements outlined in Chap. 3 and the demonstrated side-
band frequency scatter of 1.8 p.p.b., a magnetic moment measurement with a fractional
uncertainty of at least 200 p.p.t. should be possible with the current apparatus. This
would be a slightly better precision compared to the 300 p.p.t. achieved in the BASE
sister experiment in Mainz in 2017, where the double trap method was employed for
the proton magnetic moment measurement [29, 75]. In this measurement, the cyclotron
frequency was measured by means of sideband methods, and no cooling trap was imple-
mented into the setup.
On longer time scales, after successful implementation of the cooling trap, of a B2 shim
coil in the precision trap, and the implementation of phase methods, another improve-
ment of the fractional resolutions seems feasible according to the author’s estimation.
For the charge-to-mass ratio, the achieved cyclotron frequency shot-to-shot stability of
order 280(20) p.p.t. (Sec. 9.8.3) for a measurement time of tcyc = 265 s has already briefly
been discussed in Sec. 9.8.4. Assuming a magnetically calm hall, and assuming that sys-
tematic effects of phase methods will be understood well enough, a charge-to-mass ratio
comparison between the proton and the antiproton with a fractional precision of 10 p.p.t.
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or better seems feasible with the experimental developments outlined in this thesis. It
shall be stressed here that shot-to-shot cyclotron frequency scatter values of a few hun-
dred p.p.t. were only achieved during magnetically calm conditions, while the cyclotron
frequency scatter was usually of order 900 p.p.t. and higher when the SSCs were active.
Under such conditions, an improvement in the charge-to-mass ratio would require an
extended amount of measurement time, but an improvement of the magnetic moment to
the 200 p.p.t.-level should be feasible even under such conditions. Currently, the BASE
magnet is operated at B0 ≈ 2T, but can be tuned up to B0 ≈ 5T, which yields the
potential to increase the measurement precision again by a factor of 2.5.
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A | On the use of the words “pre-
cision” and “accuracy” through-
out this thesis
Sometimes a distinction between the terms “precision” and “accuracy” is made in physics,
with “precision” denoting the statistical resolution of a measurement, and with “accu-
racy” denoting the knowledge about systematic shifts. In the context of comparisons of
matter/antimatter conjugates, a precise but inaccurate measurement would not reveal
meaningful information for testing the CPT invariance. Therefore, the term precision
in this thesis denotes the uncertainty of a measurement after correction for known sys-
tematic effects. The precision/the overall measurement uncertainty is then given jointly
from the statistical resolution and the systematic uncertainty. This is in line with the
conventions used in all BASE measurements published so far [37, 38, 28, 29].
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Ω8 −4Ω2 32Ω2 −12Ω6 24Ω6 18Ω4 72Ω2 72Ω4 −144Ω2 −144Ω4
−4Ω6 1 −32 18Ω4 −72Ω4 −12Ω2 −24 −144Ω2 72 144Ω2
4Ω8 −4Ω2 8Ω2 −36Ω6 36Ω6 36Ω4 36Ω2 48Ω4 −48Ω2 −144Ω4
0 0 0 0 0 0 0 0 0 0

(B.1)




























B. Frequency shifts due to anharmonicity coefficients - perturbation matrices





















































−Ω2 −3Ω2 −3Ω2 6Ω2 −6Ω2 12Ω2
3 1 3 −6 12 −6
6 6 2 −24 12 −12
0 0 0 0 0 0
 ,
(B.4)







Ω2 −4Ω2 4Ω2 −12Ω2 12Ω2 18Ω2 36Ω2 18Ω2 −36Ω2 −72Ω2
−4 1 −4 18 −36 −12 −12 −36 18 72
8 −8 2 −72 36 72 36 24 −24 −144




B. Frequency shifts due to anharmonicity coefficients - perturbation matrices




























C | Full derivation of noise driven
quantum transition by per-
turbation theory
Eq. 5.8 is derived using perturbation theory in the interaction picture [123, 124]. The
Hamiltonian is described as
Ĥ = Ĥ0 + V̂ (t), (C.1)
where Ĥ0 is the time independent Penning trap Hamiltonian, the time-dependent per-
turbing potential 〈V̂ (t)〉 is small compared to 〈Ĥ0〉 and 〈V̂ (t)〉 = 0 for t ≤ t0. In the




|ψ0, t〉 = Ĥ0 |ψ0, t〉 . (C.2)






Ĥ0 + V̂ (t)
]
|ψ, t〉 . (C.3)
In the interaction picture, the states |ψ, t〉I are given by
|ψ, t〉I = e
iĤ0t/~ |ψ, t〉 (C.4)




|ψ, t〉I = −Ĥ0 |ψ, t〉I + e
iĤ0t/~
[
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|ψ, t〉I = V̂I(t) |ψ, t〉I , (C.6)
the perturbation operator in the interaction picture V̂I(t) is given by
V̂I(t) = eiĤ0t/~V̂ (t)e−iĤ0t/~. (C.7)
The state results in





dt′V̂I(t′) |ψ, t′〉 (C.8)
which can be expanded to the so called Neumann-series












dt′′V̂I(t′)V̂I(t′′) |ψ, t0〉I + ...
(C.9)
Now first order transitions will be described. The initial state is |ψ, t〉 = exp(−iH0t/~) |i〉 =
|i〉I . The evolution is given by




dt′V̂I(t′) |i〉 . (C.10)
the transition amplitude |i〉 → |f〉 follows directly






′/~ 〈f | V̂ (t′) |i〉 . (C.11)
The transition probability pi→f is given by the square of the absolute value of the rate:






′/~ 〈f | V̂ (t′) |i〉
∣∣∣∣2 (C.12)
the perturbation operator V̂ is expanded in a Taylor series as electric field noise might
be present in terms of zero-th order field noise, gradient field noise, and higher order
field noise,
V̂ (t, x) = q
(






C. Full derivation of noise driven quantum transition by perturbation theory
with particle charge q and position operator x̂. In a harmonic oscillator the position













n |n− 1〉 (C.15)
â† |n〉 =
√
n+ 1 |n〉 (C.16)
The transition matrix elements 〈f | V̂ |i〉 follows as:




f + 12 +
j
2 , j = f − i. (C.17)
Here only perturbation operator terms of order j are considered, since transitions of
















The averaging time T is short compared to the time scale over which the level population
changes, but it is large compared to the correlation time of the electric field noise Ei.
Therefore it is justified to treat the transition matrix elements as constants, and to





































′ 〈E0(t)E0(t+ t′)〉 ,
(C.19)
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C. Full derivation of noise driven quantum transition by perturbation theory
with ωm denoting the frequency of the considered mode m.
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