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DARBOUX TRANSFORMS FOR THE Bˆ
(1)
n - HIERARCHY
CHUU-LIAN TERNG AND ZHIWEI WU∗
1. Introduction
Drinfeld-Sokolov in [3] associated to each affine Kac-Moody algebra G a
G-hierarchy of soliton equations and constructed a G-KdV hierarchy on a
cross section of certain gauge action by pushing down the G-hierarchy along
the gauge orbits to the cross section.
Note that Bˆ
(1)
1 is isomorphic to Aˆ
(1)
1 and the Bˆ
(1)
1 -KdV hierarchy is the
same as the Aˆ
(1)
1 -KdV hierarchy with the KdV equation
qt = qxxx − 3qqx (1.1)
as the third flow. So the KdV hierarchy has two Lax representations. One is
sl(2,R)-valued and its natural generalization to higher rank is the Aˆ
(1)
n -KdV
hierarchy, i.e., the Gelfand-Dickey (GDn-) hierarchy on the space of order
n linear differential operators on the line (cf. [3], [7]) . For example, the
second Aˆ
(1)
2 -KdV flow is{
(u1)t = (u1)xx −
2
3(u2)xxx +
2
3u2(u2)x,
(u2)t = −(u2)xx + 2(u1)x.
(1.2)
The other Lax representation of the KdV is o(2, 1)-valued, and its natural
generalization to higher rank is the Bˆ
(1)
n -KdV hierarchy.
We constructed in [8] a cross section of the gauge action for the Bˆ
(1)
n case
and wrote down the Bˆ
(1)
n -KdV flows as flows on this cross section. This cross
section is C∞(R, Vn), where Vn = ⊕
n
i=1Rβi and βi’s are defined by (2.18).
For example, the third Bˆ
(1)
2 -KdV flow is{
(u1)t = −
1
2(u1)xxx +
3
2u1(u1)x + 3(u2)x,
(u2)t = (u2)xxx −
3
2u1(u2)x
(1.3)
for u = u1β1 + u2β2.
The G-KdV flows also arise naturally in geometric curve flows. For ex-
ample, the flows of the central affine curvature of central affine curve flows
in Rn+1\0 are the Aˆ
(1)
n -KdV flows (cf. [2], [4] and [7]), and the flows of
the isotropic curvature of B-type isotropic curve flows on Rn+1,n (invariant
under the group O(n+ 1, n)) are the Bˆ
(1)
n -KdV flows (cf. [8]).
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Next we review some basic facts about isotropic curve flows: A curve γ
in Rn+1,n is isotropic if γ, . . . , γ
(n−1)
x span a maximal isotropic subspace in
R
n+1,n and γ, . . . , γ
(2n)
x are linearly independent. The following were proved
in [8]:
(a) There exists a parameter for an isotropic curve γ in Rn+1,n unique
up to translation such that 〈γ
(n)
x , γ
(n)
x 〉 ≡ 1 and a unique g : R →
O(n+1, n) such that g−1gx = b+ u for some u ∈ C
∞(R, Vn) (this is
the cross section of the gauge action and also is the phase space of
the Bˆ
(1)
n -KdV flows), where b =
∑2n
i=1 ei+1,i (g and u are called the
isotropic moving frame and isotropic curvature along γ).
(b) Set
Mn+1,n = {γ : R→ R
n+1,n | γ is isotropic, 〈γ(n)x , γ
(n)
x 〉 ≡ 1}. (1.4)
The third isotropic curve flow of B-type on M2,1 is
γt = qxγ − qγx = γxxx − 3qγx, (1.5)
where u = q(e12 + e23) is the isotropic curvature. If γ(x, t) is a
solution of (1.5), then q is a solution of the KdV (1.1).
(b) The third isotropic curve flow of B-type on M3,2 is
γt = γxxx − u1γx. (1.6)
If γ is a solution of (1.6) then its isotropic curvature u = u1(e23 +
e34) + u2(e14 + e25) is a solution of the thrid Bˆ
(1)
2 -KdV flow (1.3).
BT for the KdV equation was constructed in [9], and BT for the Aˆ
(1)
n−1-
KdV hierarchy was constructed in [1] and [6]. In this paper, we use the loop
group factorization method given in [5] to construct Darboux transforms
(DTs) and Ba¨cklund transformations (BTs) for the Bˆ
(1)
n -KdV flows, then
use these transforms to construct explicit soliton solutions for the Bˆ
(1)
n -,
Bˆ
(1)
n -KdV, and isotropic curve flows of B-type. In particular, we wrote
down explicit 1-soliton solutions for the third Bˆ
(1)
2 -KdV flow (1.3), and for
isotropic curve flows (1.5) and (1.6).
We note that the classical BT of the KdV depends on one parameter and
if we apply their BT to the trivial solution q = 0 of the KdV, we obtain
1-soliton solutions. The BTs and DTs for the KdV of this paper depend
on two parameters α1, α2. We will see in section 6 that when we apply our
DT with α1 > 0 and α2 = 0 to the trivial solution q = 0 of the KdV we
obtain 1-soliton solutions, and we obtain 2-soliton solutions if we apply DT
to q = 0 with α1 > α2 > 0.
This paper is organized as follows: We review the construction of the Bˆ
(1)
n
and Bˆ
(1)
n -KdV hierarchies in section 2. We construct DTs in section 3, a
Permutability formula in section 4, and scaling transforms and its relation
to DTs for the Bˆ
(1)
n -flows in section 5. In the last section, we use DTs of the
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Bˆ
(1)
n -flows to construct explicit soliton solutions for the Bˆ
(1)
n -, the Bˆ
(1)
n -KdV
flows, and the isotropic curve flows of B-type.
2. The Bˆ
(1)
n - and Bˆ
(1)
n -KdV hierarchies
Let L be a loop algebra, L+,L− subalgebras of L such that L = L+⊕L−
as linear subspaces, and {Jj | j ≥ 1} a commuting linearly independent
sequence in L+ satisfying the condition that Jj ’s are generated by J1 for all
j ≥ 2. It is known that (cf. [3], [5]) there is a soliton hierarchy of flows on
C∞(R, Y ), where Y = [J1,L−]+ and ξ+ is the projection of ξ ∈ L onto L+
along L−. In this section, we review the construction of the Bˆ
(1)
n - and the
Bˆ
(1)
n -KdV hierarchies (cf. [3], [8]) using this method.
The Bˆ
(1)
n -hierarchy
Let
ρn =
2n+1∑
i=1
(−1)n+i−1ei,2n+2−i, (2.1)
and
〈X,Y 〉 = XtρnY, (2.2)
the index n non-degenerate bilinear form on C2n+1. Note that
ρ2n = I2n+1.
Let OC(n+1, n) be the group of linear isomorphisms of C
2n+1 that preserve
〈 , 〉, i.e.
OC(n+ 1, n) = {g ∈ SL(2n+ 1,C) | g
tρng = ρn}. (2.3)
Its Lie algebra is oC(n+1, n) = {A ∈ sl(2n+1,C) | A
tρn+ ρnA = 0}. Note
that A = (Aij) ∈ oC(n+ 1, n) if and only if
(i) Aij ’s are symmetric (skew-symmetric resp.) with respect to the skew
diagonal line i+ j = 2n+ 2 if i+ j is odd (even resp.),
(ii) Aij = 0 if i+ j = 2n+ 2.
Let O(n+1, n) = {g ∈ OC(n+1, n) | g¯ = g}. Then o(n+1, n) = {A ∈ oC(n+
1, n) | A¯ = A}. Let B+n and N
+
n denote the subalgebra of o(n+1, n) of upper
triangular and strictly upper triangular matrices, B+n and N
+
n the connected
subgroups of O(n+ 1, n) corresponding to B+n and N
+
n respectively.
Let Bˆ
(1)
n be the Lie algebra of formal power series ξ(λ) =
∑
i≥n0
ξiλ
i with
some integer n0 that satisfy
ρnξ(λ) + ξ(λ)
tρn = 0, ξ(λ¯) = ξ(λ). (2.4)
Let (Bˆ
(1)
n )+, (Bˆ
(1)
n )− be the sub-algebras of Bˆ
(1)
n defined by
(Bˆ(1)n )+ = {ξ(λ) =
∑
i≥0
ξiλ
i ∈ Bˆ(1)n },
(Bˆ(1)n )− = {ξ(λ) =
∑
i<0
ξiλ
i ∈ Bˆ(1)n }.
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Note that
(i) ξ(λ) =
∑
i≥n0
ξiλ
i ∈ Bˆ
(1)
n if and only if ξi ∈ o(n+ 1, n) for all i,
(ii) Bˆ
(1)
n = (Bˆ
(1)
n )+ ⊕ (Bˆ
(1)
n )− is a direct sum of linear subspaces.
Henceforth, for ξ(λ) =
∑
i ξiλ
i, we use the following notations:
ξ+(λ) =
∑
i≥0
ξiλ
i, ξ−(λ) =
∑
i<0
ξiλ
i. (2.5)
Let
JB(λ) = βλ+ b, (2.6)
where
β =
1
2
(e1,2n + e2,2n+1), b =
2n∑
i=1
ei+1,i. (2.7)
Note that J2jB 6∈ Bˆ
(1)
n , J
2j−1
B (j ≥ 1) ∈ (Bˆ
(1)
n )+, and
J2n+1B (λ) = λJB(λ), (2.8)
Theorem 2.1. ([3], [8]) Let q ∈ C∞(R,B+n ), and JB(λ) = b + βλ as in
(2.6). Then
(1) there exists M(q, λ)(x) = I2n+1 +
∑
i<0Mi(x)λ
i satisfying
f(λ)tρnf(λ) = ρn, f(λ¯) = f(λ), (2.9)
and
M−1(q, λ)(∂x + JB)M(q, λ) = ∂x + JB + q, (2.10)
(2) T (q, λ) := M−1(a, λ)JB(λ)M(q, λ) is in Bˆ
(1)
n and satisfies{
[∂x + βλ+ b+ q, T (q, λ)] = 0,
T 2n+1(q, λ) = λ(βλ+ b),
(2.11)
(3) (2.11) has a unique solution of the form
T (q, λ) = βλ+
∑
i≤0
T1,i(q)λ
i,
where T1,i(q) is a differential polynomial in q for i ≤ 0.
Expand T 2j−1(q, λ) as a power series in λ,
T 2j−1(q, λ) =
∑
i≤[ 2j−1
2n+1
]+1
T2j−1,i(q)λ
i. (2.12)
Note that if A,B lie in an associative algebra satifying [A,B] = 0, then
[A,Bi] = 0 for all i ≥ 1. So the first equation of (2.11) implies that
[∂x + JB(λ) + q, T
2j−1(q, λ)] = 0.
Compare coefficient of λi of the above equation to get
[∂x + b+ q, T2j−1,i(q)] = [T2j−1,i−1(q), β]. (2.13)
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In particular for i = 0, we obtain
[∂x + b+ q, T2j−1,0(q)] = [T2j−1,−1(q), β]. (2.14)
So
qt = [∂x + b+ q, T2j−1,0(q)] (2.15)
is a flow on C∞(R, Yn), where
Yn = [JB , (Bˆ
(1)
n )−]+ = [β, o(n + 1, n)].
Since Yn ⊂ B
+
n , the flow (2.15) can be viewed as a flow on C
∞(R,B+n ). We
call the flow (2.15) the (2j−1)-th flow of the Bˆ
(1)
n -hierarchy on C∞(R,B+n ).
Note that if q = (qij) is a solution of (2.15), then qij(x, t) = qij(x, 0) if
i < 2n and j > 2.
The Bˆ
(1)
n -KdV hierarchy
The group C∞(R, N+n ) acts on C
∞(R,B+n ) by gauge transformations,
△(∂x + b+ q)△
−1 = ∂x + b+△ ∗ q,
where q ∈ C∞(R,B+n ), △ ∈ C
∞(R, N+n ), and
△ ∗ q = △(b+ q)△−1 −△x△
−1. (2.16)
Note that
△(∂x + JB(λ) + q)△
−1 = ∂x + JB(λ) +△ ∗ q, (2.17)
The following Theorem gives a cross section of this action:
Theorem 2.2. ([8]) Let Vn = ⊕
n
i=1Rβi, where
βi = en+1−i,n+i + en+2−i,n+1+i, 1 ≤ i ≤ n. (2.18)
Given q ∈ C∞(R,B+n ), then there exist a unique △ ∈ C
∞(R, N+n ) and u ∈
C∞(R, Vn) such that
△(∂x + b+ q)△
−1 = ∂x + b+ u. (2.19)
Moreover, entries of △ and u can be computed from (2.19) and are differ-
ential polynomials of u and q.
Theorem 2.3. ([8]) If u ∈ C∞(R, Vn), then there exists a unique linear
differential operator Pu : C
∞(R, V tn)→ C
∞(R, o(n+ 1, n)) satisfying{
[∂x + b+ u, Pu(v)] ∈ C
∞(R, Vn),
pi0(Pu(v)) = v,
(2.20)
where pi0 : o(n + 1, n)→ V
t
n is the projection defined by
pi0(y) =
n∑
i=1
yn+i,n+1−iβ
t
i , where y = (yij).
Moreover, coefficients of Pu(v) are polynomial differential of u.
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Theorem 2.4. ([8]) If u ∈ C∞(R, Vn), then
ηj(u) := T2j−1,0(u)− Pu(pi0(T2j−1,0(u))) (2.21)
is a N+n -valued differential polynomial of u.
Definition 2.5. The (2j − 1)-th Bˆ
(1)
n -KdV flow is
ut = [∂x + b+ u, Pu(pi0(T2j−1,0(u)))] (2.22)
for u : R2 → Vn.
The next theorem states that the flow obtained by pushing down the Bˆ
(1)
n -
hierarchy along the gauge orbit of C∞(S1, N+n ) is the Bˆ
(1)
n -KdV hierarchy.
Theorem 2.6. ([8]) Let q : R2 → B+n be a smooth solution of the (2j−1)-th
Bˆ
(1)
n -flow (2.15), and △ : R2 → N+n such that u(·, t) := △(·, t) ∗ q(·, t) lies
in Vn for all t. Then
(1) u is a solution of (2.22),
(2) △t△
−1 = ηj(u), where ηj(u) is defined by (2.21).
Lax pairs and Frames
The following is a well-known and elementary fact.
Lemma 2.7. Let G be the Lie algebra of G, and A,B ∈ C∞(R2,G). Then
the following linear system {
φx = φA,
φt = φB,
is solvable for φ : R2 → G if and only if
At = [∂x +A,B].
The recursive formula (2.13) and Lemma 2.7 give the following Theorem.
Theorem 2.8. The following statements are equivalent for smooth q : R2 →
B+n :
(1) q is a solution of the (2j − 1)-th Bˆ
(1)
n -flow (2.15),
(2) qt = [∂x + JB(λ) + q, (T
2j−1(q, λ))+],
(3)
[∂x + JB(λ) + q, ∂t + (T
2j−1(q, λ))+] = 0, (2.23)
(4) the following linear system is solvable for F (x, t, λ) ∈ OC(n + 1, n),

F−1Fx = JB(λ) + q,
F−1Ft = (T
2j−1(q, λ))+,
F (x, t, λ¯) = F (x, t, λ),
(2.24)
where ξ+ is defined by (2.5).
It follows from (2.13), Lemma 2.7 and Theorem 2.6 that we have the
following.
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Theorem 2.9. The following statements are equivalent for smooth u : R2 →
Vn:
(1) u is a solution of the (2j − 1)-th Bˆ
(1)
n -KdV flow (2.22),
(2) ut = [∂x + JB(λ) + u, (T
2j−1(u, λ))+ − ηj(u)],
(3)
[∂x + JB(λ) + u, ∂t + (T
2j−1(u, λ))+ − ηj(u)] = 0, (2.25)
(4) the following linear system

E−1Ex = JB(λ) + u,
E−1Et = (T
2j−1(u, λ))+ − ηj(u),
E(x, t, λ¯) = E(x, t, λ),
(2.26)
is solvable for E(x, t, λ) ∈ OC(n+ 1, n),
where ηj(u) is defined by (2.21).
Definition 2.10.
(1) We call (2.23) ((2.25) resp.) the Lax pair of solution q of the (2j−1)-
th Bˆ
(1)
n - flow (u of the (2j − 1)-th Bˆ
(1)
n -KdV flow resp.).
(2) We call a solution F (x, t, λ) of (2.24) (E(x, t, λ) of (2.26) resp.) a
frame of the solution q of the (2j − 1)-th Bˆ
(1)
n -flow (2.15) (u of the
(2j−1)-th Bˆ
(1)
n -KdV flow (2.22)) resp.) if F (E resp.) is holomorphic
for λ ∈ C.
Example 2.11. ([8]) For the case n = 1, we have q = q1(e11−e33)+q2(e12+
e23), △ and u given in Theorem 2.2 are
△ =

1 −q1 12q210 1 −q1
0 0 1

 ,
u = q(e12 + e21) = (q2 +
1
2
q21 + (q1)x)(e12 + e23),
the Pu(v) given in Theorem 2.3 is
Pu(v) =

−(v1)x −(v1)xx + qv1 0v1 0 −(v1)xx + qv1
0 v1 (v1)x

 , (2.27)
the third Bˆ
(1)
1 -KdV is the KdV (1.1), and the Lax pair is
∂x + JB + u, ∂t + J3B +

 qx q2λ+ qxx − q2 0−q 0 q2λ+ qxx − q2
0 −q −qx



 = 0.
(2.28)
As a consequence of Theorems 2.6, 2.8, and 2.9, we obtain the following
two Propositions:
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Proposition 2.12. Let F (x, t, λ) be a frame of a solution q of the (2j− 1)-
th Bˆ
(1)
n -flow (2.15), and △ : R2 → N+n such that u := △ ∗ q lies in Vn,
where the gauge action ∗ is defined by (2.16). Then u is a solution of the
(2j − 1)-th Bˆ
(1)
n -KdV flow (2.22) and E(x, t, λ) = F (x, t, λ)△−1(x, t) is a
frame of the solution u of the Bˆ
(1)
n -KdV flow (2.22).
Proposition 2.13. Let E(x, t, λ) be a frame of the solution u of the (2j−1)-
th Bˆ
(1)
n -KdV flow (2.22). Suppose △ : R2 → N+n satisfying △t△
−1 = ηj(u),
where ηj(u) is defined by (2.21). Then q(·, t) = △(·, t)
−1∗u(·, t) is a solution
of (2.15) and F (x, t, λ) = E(x, t, λ)△(x, t) is its frame, where the action ∗
is defined by (2.16).
It follows from Example 2.11 and Proposition 2.12 that we have
Corollary 2.14. ([8]) If q = q1(e11−e33)+ q2(e12+e23) is a solution of the
the (2j − 1)-th Bˆ
(1)
1 -flow, then u = (q2+
1
2q
2
1 +(q1)x)(e12+ e23) is a solution
of the (2j − 1)-th Bˆ
(1)
1 -KdV flow.
3. DT for the Bˆ
(1)
n -flows
In this section, we use the loop group factorization method given in [5] to
construct Darboux Transforms for the Bˆ
(1)
n - and the Bˆ
(1)
n -KdV flows.
Let (Bˆ
(1)
n )+ denote the group of holomorphic maps f : C→ GL(2n+1,C)
satisfying (2.9), and RB
(1)
n the group of rational maps f : C ∪ {∞} →
GL(n,C) satisfying (2.9) and f(∞) = I. Then the Lie algebras of (Bˆ
(1)
n )+
and RBˆ
(1)
n are subalgebras of (Bˆ
(1)
n )+ and (Bˆ
(1)
n )− respectively.
First we review the general method of using the loop group factorization
to construct DTs given in [5]:
(i) Find simple elements, i.e., elements in RBˆ
(1)
n with minimal number
of poles.
(ii) Given f ∈ (Bˆ
(1)
n )+ and a simple element g ∈ RBˆ
(1)
n , construct the
factorization gf = f˜ g˜ explicitly with f˜ ∈ (Bˆ
(1)
n )+ and g˜ a simple
element in RBˆ
(1)
n .
(iii) Solve the linear system given by the Lax pair of a given solution
of the soliton hierarchy to get F (x, t, ·) ∈ (Bˆ
(1)
n )+, i.e., construct a
frame of the given solution.
(iv) Given a simple element g and a frame F (x, t, λ) of a solution q, we
use (ii) to factor
g(λ)F (x, t, λ) = F˜ (x, t, λ)g˜(x, t, λ)
with g(x, t, ·) a simple element and F˜ (x, t, ·) in the positive loop
group for each (x, t). It was proved in [5] that F˜ is a frame of a new
solution of the soliton hierarchy.
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(v) The rational loop group acts on the space of solutions, DTs are given
by rational loops with minimal number of poles.
(vi) Permutability formulas arise from (v) and relations among simple
elements.
The next Proposition proves the uniqueness of factorization.
Proposition 3.1. If f1f2 = g1g2 with f1, g1 ∈ (Bˆ
(1)
n )+ and f2, g2 ∈ RBˆ
(1)
n ,
then f1 = g1 and f2 = g2.
Proof. Note that h := g−11 f1 = g2f
−1
2 . The left hand side is holomorphic for
λ ∈ C and the right hand side is holomorphic at λ =∞. So it is holomorphic
in C∪ {∞}. Therefore h is a constant. But the right hand side at λ =∞ is
equal to I. So h = I. 
Note that if F (x, t, λ) is a frame of a solution q of the (2j−1)-th Bˆ
(1)
n -flow
(2.15), then F (x, t, ·) is in (Bˆ
(1)
n )+ for all (x, t) ∈ R
2.
Theorem 3.2. ([5]) Let F (x, t, λ) be a frame of a solution q of the (2j−1)-th
Bˆ
(1)
n -flow (2.15), and f ∈ RBˆ
(1)
n . Assume that we can factor
f(λ)F (x, t, λ) = F˜ (x, t, λ)f˜ (x, t, λ)
such that F˜ (x, t, ·) ∈ (Bˆ
(1)
n )+ and f˜(x, t, ·) ∈ RBˆ
(1)
n . Then
q˜ = q + [f˜−1, β], (3.1)
is a new solution of (2.15), and F˜ is a frame of q˜, where f˜−1 is the coefficient
of λ−1 of f˜ as a power series of λ.
Definition 3.3. Let F (x, t, λ) be the frame of a solution q of the (2j−1)-th
Bˆ
(1)
n -flow satisfying F (0, 0, λ) = I2n+1, and f ∈ RBˆ
(1)
n . We use f •q to denote
the solution q˜ defined by (3.1) from q, F and f .
Corollary 3.4. ([5]) Let f1, f2 ∈ RBˆ
(1)
n , and q a solution of the (2j − 1)-th
Bˆ
(1)
n -flow (2.15). If f2 •q and f1 •(f2 •q) exist, then (f1f2)•q = f1 •(f2 •q).
Next we construct simple elements in RBˆ
(1)
n . We say pi is a projection of
R
n+1,n onto V1 along V2 if pi
2 = pi, Impi = V1, and Kerpi = V2. Note that if
pi is the projection onto V1 along V2, then
pi⊥ := I2n+1 − pi
is the projection onto V2 along V1.
Proposition 3.5. ([5]) Let α1 6= α2 ∈ R, pi a projection of R
2n+1, and
hα1,α2,π = I2n+1 +
α1 − α2
λ− α1
pi⊥ =
λ− α2
λ− α1
I2n+1 −
α1 − α2
λ− α1
pi. (3.2)
Then we have the following:
(1) h−1α1,α2,π = hα2,α1,π.
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(2) Let f : C → SL(2n + 1,C) be a holomorphic map satisfying f(λ¯) =
f(λ), and
V˜1 = f
−1(α1)(Impi), V˜2 = f
−1(α2)(Kerpi).
If V˜1 ∩ V˜2 = {0}, then
(a) Rn+1,n = V˜1 ⊕ V˜2,
(b) let p˜i be the projection of Rn+1,n onto V˜1 along V˜2, then
f˜ = hα1,α2,πfh
−1
α1,α2,π˜
is homomorphic for λ ∈ C and f˜(λ¯) = f˜(λ).
Corollary 3.6. Let α1, α2, pi, f, f˜ be as in Proposition 3.5. Then
f˜−1(α1) = f
−1(α1)pi + p˜i
⊥f−1(α1)pi
⊥ + (α1 − α2)p˜i
⊥(f−1)λ(α1)pi. (3.3)
f˜−1(α2) = p˜if
−1(α2) + p˜i
⊥f−1(α2)pi
⊥ − (α1 − α2)p˜i(f
−1)λ(α2)pi
⊥. (3.4)
Proof. Use the Taylor series expansion of f−1(λ) and (λ−α2)
−1 at λ = α1 to
compute f˜−1(α1). Similar computation gives the formula for f˜
−1(α2). 
The following two Lemmas can be proved using elementary linear algebra.
Lemma 3.7.
(1) Let A ∈ gl(2n + 1,C), and A♯ the adjoint of A with respect to the
bilinear form 〈 , 〉 defined by (2.2), i.e., 〈AX,Y 〉 = 〈X,A♯Y 〉 for all
X,Y ∈ C2n+1. Then
A♯ = ρnA
tρn. (3.5)
(2) Let Rn+1,n = V1 ⊕ V2, and V
⊥
i = {v ∈ R
n+1,n | 〈v, Vi〉 = 0}, i = 1, 2.
If pi is the projection of Rn+1,n onto V1 along V2, then its adjoint pi
♯
is the projection of Rn+1,n onto V ⊥2 along V
⊥
1 .
Lemma 3.8. Let pi be the projection onto V1 along V2, and pi
♯ = ρnpi
tρn the
adjoint of pi be as in Lemma 3.7. Then
pipi♯ = pi♯pi = 0 (3.6)
if and only if
V1 ⊂ V
⊥
1 , V
⊥
2 ⊂ V2. (3.7)
Use the above two lemmas and a direct computation to get the following.
Proposition 3.9. Let α1 6= α2 ∈ R, and pi a projection of R
n+1,n satisfying
(3.6). Then
gα1,α2,π = hα2,α1,π♯hα1,α2,π = I2n+1 +
α2 − α1
λ− α2
pi +
α1 − α2
λ− α1
pi♯ (3.8)
is in RBˆ
(1)
n and
g−1α1,α2,π = gα1,α2,π♯ . (3.9)
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The next Proposition gives a necessary and sufficient condition on pro-
jections pi and θ so that hα2,α1,θhα1,α2,π is in RBˆ
(1)
n .
Proposition 3.10. Given α1 6= α2 ∈ R and projections θ, pi.hα2,α1,θhα1,α2,π
satisfies (2.9) if and only if θ and pi satisfy{
θpi⊥ = (θ♯)⊥pi♯,
θ⊥pi = θ♯(pi♯)⊥
(3.10)
Next we construct the factorization of gα1,α2,πf for f ∈ (Bˆ
(1)
n )+. First we
need a Lemma.
Lemma 3.11. Assume that f : C → GL(2n + 1,C) is meromorphic and
satisfying f(λ¯) = f(λ). If f = f1f2 such that f1 is holomorphic on C and f2
is rational with f2(∞) = I2n+1. If fi(λ¯) = fi(λ) for i = 1, 2, and f satisfies
(2.9). Then f1 ∈ (Bˆ
(1)
n )+ and f2 ∈ RBˆ
(1)
n .
Proof. Let gi(λ) = ρn(fi(λ)
t)−1ρ−1n for i = 1, 2. Then gi(λ¯) = gi(λ).
Moreover, g1(λ) is holomorphic in C and g2(λ) rational with g2(∞) =
ρn(f2(∞)
t)−1ρ−1n = I2n+1. Note that
g1g2 = ρn(f
t
1)
−1(f t2)
−1 = ρn((f1f2)
t)−1ρn = f1f2.
Then by Proposition 3.1, g1 = f1 and g2 = f2. 
Lemma 3.8 and Proposition 3.10 imply that if pi satisfies (3.6), then
hα2,α1,π♯hα2,α2,π is in RBˆ
(1)
n . Let f ∈ (Bˆ
(1)
n )+. By Proposition 3.5, we have
hα2,α1,π♯hα1,α2,πf = hα2,α1,π♯ fˆhα1,α2,π˜,
where p˜i is the projection onto f−1(α1)(Impi) along f
−1(α2)(Kerpi). Apply
Proposition 3.5 again to get
hα2,α1,π♯ fˆ = f˜hα2,α1,θ,
where θ is the projection onto W2 = fˆ
−1(α2)(Kerpi
⊥) along
W1 = fˆ
−1(Impi⊥).
Thus we have
hα2,α2,π♯hα1,α2,πf = f˜hα2,α1,θhα1,α2,π˜,
where f˜ is in (Bˆ
(1)
n )+. Note that we need to use Corollary 3.6 to compute
W1 and W2. It is not clear that θ = p˜i
♯, i.e., Wi = V˜
⊥
i . We are able to prove
this is true when the rank of pi is one (the proof is long).
Theorem 3.12. Let α1 6= α2 be real constants, and pi a rank one projection
of Rn+1,n onto V1 along V2 satisfying (3.6). Let f be a meromorphic map
that is holomorphic at λ = α1, α2 and satisfies (2.9). Set
V˜i = f(αi)
−1(Vi), i = 1, 2.
If V˜1 ∩ V˜2 = {0}, then we have the following:
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(1) Rn+1,n = V˜1 ⊕ V˜2, and the projection p˜i onto V˜1 along V˜2 satisfies
(3.6).
(2) f˜ := gα1,α2,πfg
−1
α1,α2,π˜
is holomorphic at λ = α1, α2, where gα1,α2,π is
defined by (3.8).
Proof. Since f satisfies (2.9) and αi ∈ R, f(αi) ∈ O(n + 1, n). Hence
f(αi)
−1(V ⊥i ) = V˜
⊥
i and V˜1, V˜2 satisfy (3.7). This proves (1).
By Proposition 3.5, k := hα1,α2,πfh
−1
α1,α2,π˜
is holomorphic at λ = α1, α2.
Let
Wi = k
−1(αi)(V
⊥
i ), i = 1, 2. (3.11)
Use Proposition 3.5 again to see that
f˜ := hα2,α1,π♯kh
−1
α2,α1,θ
(3.12)
is holomorphic at λ = α1, α2, where θ is the projection onto W2 along W1,
So we have
gα1,α2,πf = hα2,α1,π♯hα1,α2,πf, by (2),
= hα2,α1,π♯khα1,α2,π˜, by (3.12),
= f˜hα2,α1,θhα1,α2,π˜,
f˜ is holomorphic at λ = α1, α2. and f˜(λ¯) = f˜(λ). By Lemma 3.11,
hα2,α1,θhα1,α2,π˜ satisfies (2.9).
Note that p˜if−1(α2)(V
⊥
2 ) = p˜iV˜
⊥
2 . By (1), V˜
⊥
2 ⊂ V˜2. So p˜if
−1(α2)(V
⊥
2 ) =
0. It follows from Corollary 3.6 that the W1,W2 defined by (3.11) are given
by
W1 = (f
−1(α1)pi + p˜i
⊥f−1(α1)pi
⊥ + (α1 − α2)p˜i
⊥(f−1)λ(α1)pi)V
⊥
1 ,
W2 = (p˜i
⊥f−1(α2)pi
⊥ − (α1 − α2)p˜i(f
−1)λ(α2)pi
⊥)V ⊥2 ,
Since hα2,α1,θhα1,α2,π˜ satisfies (2.9), Proposition 3.10 implies that
θp˜i⊥ = (θ♯)⊥p˜i♯, θ⊥p˜i = θ♯(p˜i♯)⊥. (3.13)
We claim that θ = p˜i♯, i.e., Wi = V˜
⊥
i for i = 1, 2.
First we prove W2 = V˜
⊥
2 . It follows from Corollary 3.6 that we have
k−1(α2) = p˜if
−1(α2) + p˜i
⊥f−1(α2)pi
⊥ − (α1 − α2)p˜i(f
−1)λ(α2)pi
⊥ (3.14)
Since V ⊥2 ⊂ V2, pi is identity on V
⊥
2 . So we have
(i) p˜if−1(α2)V
⊥
2 = 0,
(ii) W2 = k
−1(α2)(V
⊥
2 ) ⊂ V˜
⊥
2 + V˜1.
Moreover, if w2 ∈ W2 is not zero, then there exist x ∈ V˜
⊥
2 and ξ ∈ V˜1 such
that w2 = x+ ξ and x 6= 0.
We use (3.13) and
Imp˜i = V˜1, Imp˜i
⊥ = V˜2 ⊃ V˜
⊥
2 ,
Imp˜i♯ = V˜ ⊥2 , Im(p˜i
♯)⊥ = V˜ ⊥1 ⊃ V˜1,
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to see that
θ(x) = (θ♯)⊥(x), θ⊥(ξ) = θ♯(ξ). (3.15)
It follows from (3.15) that we have
x+ ξ = θ(x+ ξ) = θ(x) + θ(ξ) = x− θ♯(x) + ξ − θ♯(ξ).
Hence w2 = x+ ξ ∈ Ker(θ
♯) =W⊥2 . This proves that W2 ⊂W
⊥
2 .
It follows from V˜1 ⊂ V˜
⊥
1 , V˜
⊥
2 ⊂ V˜2 and W2 ⊂ W
⊥
2 that we have 〈x, x〉 =
〈ξ, ξ〉 = 〈x+ ξ, x+ ξ〉 = 0. So
〈x, ξ〉 = 0. (3.16)
If ξ 6= 0, then since dim V˜1 = 1, we have V˜1 = Rξ. By (3.16), x ∈ V˜
⊥
1 . But
by assumption, x ∈ V˜ ⊥2 , so x = 0, a contradiction. This proves that ξ = 0
and w2 = x ∈ V˜
⊥
2 . Hence W2 ⊂ V˜
⊥
2 . But these two subspaces have the
same dimension. So W2 = V˜
⊥
2 .
To prove W1 = V˜
⊥
1 , it is suffices to prove W
⊥
1 = V˜1. We first claim that
W⊥1 ⊂ W1. Given y ∈ R
n+1,n, write y = y1 + y2, with y1 ∈ V˜1 and y2 ∈ V˜2.
Write y2 = y21+ y22 with y21 ∈ V˜
⊥
1 and y22 ∈ V˜
⊥
2 . Since V˜
⊥
2 ⊂ V˜2, y21 ∈ V˜2,
hence y21 ∈ V˜
⊥
1 ∩ V˜2. We have proved y21 and y22 are in V˜2 =W
⊥
2 . So
θ♯(y21) = θ
♯(y22) = 0.
Since y1 ∈ V˜1 ⊂ V˜
⊥
1 , (p˜i
♯)⊥(y1) = y1. Compute directly to get
θθ♯(y) = θθ♯(y1 + y21 + y22) = θθ
♯(y1)
= θθ♯(p˜i♯)⊥(y1), by (3.13),
= θθ⊥p˜i(y1) = θθ
⊥(y1).
Hence we obtain
θ(θ♯(y)− θ⊥(y1)) = 0,
which implies that θ♯(y) − θ⊥(y1) ∈ Kerθ = W1. But θ
⊥(y1) ∈ W1. So
θ♯(y) ∈W1, which proves the claim.
Next we prove W⊥1 = V˜1. Given 0 6= w1 ∈ W
⊥
1 , we apply (3.13) to
w1 ∈W
⊥
1 and get
p˜i(w1) = p˜iθ
⊥(w1) = (p˜i
♯)⊥θ♯(w1) = (p˜i
♯)⊥(w1). (3.17)
Write w1 = z1 + z2 = η1 + η2 with zi ∈ V˜i and ηi ∈ V˜
⊥
i . By (3.17), we have
z1 = η1. So z2 = η2. This shows that z1 ∈ V˜1∩ V˜
⊥
1 = V˜1 and z2 ∈ V˜
⊥
2 . Since
V˜1 ⊂ V˜
⊥
1 , V˜
⊥
2 ⊂ V˜2, and W
⊥
1 ⊂W1, we have 〈z1, z1〉 = 〈z2, z2〉 = 〈w1, w1〉 =
0. Hence
〈z1, z2〉 = 0. (3.18)
If z2 6= 0, then since dim V˜
⊥
2 = 1, V˜
⊥
2 = Rz2. By (3.18), z1 is in (V˜
⊥
2 )
⊥ = V˜2.
So z1 ∈ V˜1 ∩ V˜2 = 0. This implies that w1 = z2 is in V˜2 ∩ V˜
⊥
2 = W2 ∩W
⊥
2 .
So w1 ∈ W
⊥
1 ∩W
⊥
2 = 0, a contradiction. Hence z2 = 0, i.e., w1 = z1 ∈ V˜1.
Thus we have proved that W⊥1 ⊂ V˜1. Since they both have dimension 1,
W⊥1 = V˜1. This proves the claim. 
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Theorem 3.13. [DT for the Bˆ
(1)
n -flow with rank(pi) = 1]
Let F (x, t, ·) ∈ (Bˆ
(1)
n )+ be a frame of a solution q of the (2j − 1)-th Bˆ
(1)
n -
flow (2.15), pi a rank one projection of Rn+1,n onto V1 along V2 satisfy-
ing (3.6), α1 6= α2 real constants, gα1,α2,π defined by (3.8), and V˜i(x, t) =
F (x, t, αi)
−1Vi, i = 1, 2. Assume there exists an open subset O of R
2 con-
taining (0, 0) such that
R
n+1,n = V˜1(x, t)⊕ V˜2(x, t) (3.19)
for all (x, t) ∈ O. Let p˜i(x, t) be the projection onto V˜1(x, t) along V˜2(x, t).
Then the projection p˜i(x, t) satisfies (3.6),
q˜ := q + (α1 − α2)[β, p˜i − p˜i
♯] (3.20)
is a smooth solution of (2.15) defined on O, and
F˜ (x, t, λ) = gα1,α2,π(λ)F (x, t, λ)g
−1
α1 ,α2,π˜(x,t)
(λ) (3.21)
is a frame of the solution q˜.
Proof. Fix (x, t) ∈ O1, we apply Theorem 3.12 to F (x, t, ·) and gα1,α2,π.
Then this theorem follows from Theorem 3.2. 
Theorem 3.13 can also be stated as follows:
Theorem 3.14. Let q be a solution of the (2j−1)-th Bˆ
(1)
n -flow (2.15). Then
we have:
(1) The following system is solvable for y : R2 → Rn+1,n
(DT )q,α
{
yx = −A(q, α)y,
yt = −B(q, α)y,
(3.22)
where α ∈ R is a constant parameter and
A(q, λ) = JB(λ) + q, B(q, λ) = (T
2j−1(q, λ))+. (3.23)
(2) Let {v1, . . . , v2n+1} be a basis of R
n+1,n such that V1 = Rv1 and
V2 = ⊕
2n+1
i=2 Rvi satisfy (3.7). Given α1 6= α2 ∈ R, let y1 be the
solution of (DT)q,α1 with y1(0) = v1, yi the solution of (DT)q,α2
with yi(0) = vi for 2 ≤ i ≤ 2n + 1, and p˜i(x, t) the projection onto
Ry1(x, t) along ⊕
2n+1
i=2 Ryi(x, t). Then q˜ defined by (3.20) is again a
solution of (2.15).
Recall that DT (BT resp.) for a soliton equation construct new solutions
from a given solution q of the soliton equation algebraically from q and a so-
lution of a linear system of PDE (a non-linear first order system resp.). Next
we use DT to construct Ba¨cklund transformations for the Bˆ
(1)
n -hiearchy.
Theorem 3.15. [Ba¨cklund transformation for the Bˆ
(1)
n -hierarchy]
Let q be a solution of the (2j − 1)-th Bˆ
(1)
n -flow (2.15), and α1 6= α2 ∈ R.
Then we have the following:
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(1) The following
(BT )q,α1,α2
{
p˜ix = p˜iA(q, α2)−A(q + (α1 − α2)[β, p˜i − p˜i
♯], α2)p˜i,
p˜it = p˜iB(q, α2)−B(q + (α1 − α2)[β, p˜i − p˜i
♯], α2)p˜i,
(3.24)
is a first order system for p˜i : R2 → Π and is solvable, where
Π = {pi |pi2 = pi, rank(pi) = 1, pipi♯ = pi♯pi = 0},
A(q, λ) and B(q, λ) are given by (3.23).
(2) If p˜i is a solution of (3.24), then q˜ = q+(α1−α2)[β, p˜i− p˜i
♯] is again
a solution of (2.15).
Proof. Let F be a frame of the solution q, and pi, p˜i, q˜ as in Theorem 3.13.
Then
F˜ (x, t, λ) = gα1,α2,π(λ)F (x, t, λ)g
−1
α1 ,α2,π˜(x,t)
(3.25)
is a frame of the new solution q˜ defined by (3.20). Let
Θ = F−1dF = A(q, λ)dx+B(q, λ)dt,
Θ˜ = F˜−1dF˜ = A(q˜, λ)dx+B(q˜, λ)dt,
where q˜ = q+ (α1 −α2)[β, p˜i− p˜i
♯]. Set g˜ = gα1,α2,π˜. Use (3.25) and a direct
computation to see that
Θ˜ = g˜Θg˜−1 − dg˜g˜−1. (3.26)
So we have
dg˜ = g˜Θ− Θ˜g˜. (3.27)
By (3.8), we have
g˜ = gα1,α2,π˜ = I2n+1 +
α2 − α1
λ− α2
p˜i +
α1 − α2
λ− α1
p˜i♯. (3.28)
Substitute (3.28) into (3.27) and compare the residues at λ = α2 of (3.27)
to see that p˜i satisfies (3.24).
Next we prove that (3.24) is a first order system in p˜i, i.e., the right hand
side does not involve derivatives of p˜i. First we claim that (T 2j−1(q˜, λ))+ is
given algebraically by (T 2j−1(q, λ))+ and p˜i. To see this, we use notation in
Theorem 2.1:
M−1(q, λ)(∂x + JB)M(q, λ) = ∂x + JB + q,
T (q, λ) =M−1(q, λ)JB(λ)M(q, λ),
M−1(q˜, λ)(∂x + JB)M(q˜, λ) = ∂x + JB + q˜,
T (q˜, λ) =M−1(q˜, λ)JB(λ)M(q˜, λ).
Set
M := M(q, λ), M˜ := M(q˜, λ), g˜ = gα1,α2,π˜(x,t)(λ).
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Since F˜ is a frame for q˜,
F˜−1F˜x = JB + q˜
= g˜F−1Fxg˜
−1 = g˜(JB + q)g˜
−1 − g˜xg˜
−1
= g˜(∂x + JB + q)g˜
−1 = g˜M−1(∂x + JB)
−1Mg˜−1.
So we have M˜ =Mg˜−1 and
T˜ = M˜−1JBM˜ = g˜M
−1JBMg˜
−1 = g˜T g˜−1.
Hence T˜ 2j−1 = g˜T 2j−1g˜−1. This shows that A(q˜, λ) = T (q˜, λ) and B(q˜, λ) =
(T 2j−1(q˜, λ))+ ares given by algebraic formulas in terms of (T
2j−1(q, λ))+
and p˜i. In particular, we have proved that B(q˜, α1) depends on p˜i alge-
braically (no derivatives of p˜i are involved). Thus system (3.24) is a first
order non-linear system in p˜i.
Since p˜i(0) can be any element in Π, the first order system (3.24) is solv-
able. This proves (1).
Conversely, let pˆi be the solution of (3.24) with pˆi(0) = pi0 ∈ Π. Let p˜i be
constructed from pi0 as in Theorem 3.13. We have proved above that p˜i also
satisfies (3.24). Since they have the same initial data, by the uniqueness
part of Frobenius Theorem we conclude that p˜i = pˆi. This proves (2). 
Theorem 3.16. [DT for the Bˆ
(1)
n -KdV flows]
Let E(x, t, λ) be a frame of a solution u of the (2j − 1)-th Bˆ
(1)
n -KdV flow
(2.22), pi the projection onto V1 along V2 satisfying (3.6), dim(V1) = 1, and
α1 6= α2 real numbers. Let
V˜i(x, t) = E(x, t, αi)
−1(Vi), i = 1, 2,
and p˜i(x, t) the projection onto V˜1(x, t) along V˜2(x, t). Then
(1) Eˆ(x, t, λ) := gα1,α2,π(λ)E(x, t, λ)g
−1
α1 ,α2,π˜(x,t)
(λ) is holomorphic,
(2) Eˆ−1Eˆx = JB + qˆ for some q(x, t) ∈ B
+
n ,
(3) there exists a unique △ˆ(x, t) such that u˜ := △ˆ ∗ qˆ is Vn-valued,
(4) u˜ is a solution of the (2j − 1)-th Bˆ
(1)
n -KdV flow (2.22),
(5) E˜(x, t, λ) = Eˆ(x, t, λ)△ˆ(x, t)−1 is a frame of u˜.
Proof. By Proposition 2.13, there exists △ : R2 → N+n such that △
−1∗u = q
is a solution of the (2j − 1)-th Bˆ
(1)
n -flow (2.15) and F = E△ is a frame of q.
It follows from Theorem 3.13 that
F˜ = gα1,α2,πFg
−1
α1,α2,π˜(x,t)
is a frame of a new solution q˜ = q + (α1 − α2)[β, p˜i1 − p˜i
♯
1] of (2.15), where
p˜i1(x, t) is the projection onto Vˆ1(x, t) along Vˆ2(x, t) and
Vˆi(x, t) = F (x, t, αi)
−1(Vi), i = 1, 2.
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By Proposition 2.12, there exists a △˜ : R2 → N+n such that u˜ := △˜ ∗ q˜ is a
solution of (2.22) with frame E˜ = F˜ △˜−1. Set g = gα1,α2,π and g˜1(x, t, λ) =
gα1,α2,π˜1(x,t)(λ). Then we have
gE = gF△−1 = F˜ g˜1△
−1 = E˜△˜g˜1△
−1 = (E˜△˜△−1)(△g˜1△
−1).
Note that Eˆ := E˜△˜△−1 ∈ (Bˆ
(1)
n )+ and gˆ := △g˜1△
−1 ∈ RBˆ
(1)
n . This proves
the theorem. 
If the rank of pi is bigger than 1, the proof of Theorem 3.12 also gives a DT
of (2.15). But the formula of the new solutions is a bit more complicated:
Theorem 3.17. [DT for the the Bˆ
(1)
n -flow with rank(pi) > 1]
Let F, q, α1, α2 be as in Theorem 3.13, and pi a projection of R
n+1,n onto V1
along V2 satisfying (3.6). Let
V˜i(x, t) = F (x, t, αi)
−1(Vi), i = 1, 2.
Assume that there exists an open subset O of R2 such that V˜1(x, t)∩V˜2(x, t) =
{0}. Let p˜i(x, t) be the projection onto V˜1(x, t) along V˜2(x, t),
k(x, t, λ) = hα1,α2,π(λ)F (x, t, λ)h
−1
α1 ,α2,π˜(x,t)
(λ),
Wi(x, t) = k(x, t, αi)
−1(V ⊥i ), i = 1, 2.
Assume that W1(x, t)∩W2(x, t) = {0} for all (x, t) ∈ O1 ⊂ O. Let θ(x, t) be
the projection onto W2(x, t) along W1(x, t). Then q˜ = q+(α1−α2)[β, p˜i−θ]
is a solution of (2.15) defined on O1 and
F˜ (x, t, λ) := gα1,α2,πF (x, t, λ)h
−1
α1 ,α2,π˜(x,t)
(λ)h−1
α2,α1,θ(x,t)
(λ)
is a frame of q˜.
Since we need to use Corollary 3.6 to compute Wi(x, t) given in Theorem
(3.17), the DT formula is more complicated than the case when the rank of
pi is one.
4. Permutability Formula
In this section, we give a Permutability formula for Darboux transforms
of the Bˆ
(1)
n -flows.
First we write down some relations among simple elements.
Lemma 4.1. Let α1, β1, α2, β2 be distinct real constants, pi1, pi2 rank one
projections of Rn+1,n satisfying (3.6), and τ1, τ2 projections defined by{
Im(τ1) = gα2,β2,π2(α1)Im(pi1), Ker(τ1) = gα2,β2,π2(β1)Ker(pi1),
Im(τ2) = gα1,β1,π1(α2)Im(pi2), Ker(τ2) = gα1,β1,π1(β2)Ker(pi2).
(4.1)
Then τ1, τ2 satisfy (3.6) and
gα2,β2,τ2gα1,β1,π1 = gα1,β1,τ1gα2,β2,π2 . (4.2)
Conversely, if pii and τi satisfy (3.6) and (4.2) then (4.1) is true.
18 CHUU-LIAN TERNG AND ZHIWEI WU∗
Proof. Apply Theorem 3.12 to gα2,β2,π2 and f = g
−1
α1,β1,π1
and use (3.9) to
see that gα2,β2,π2g
−1
α1,β1,π1
= f˜ gα2,β2,τ2 . Hence we have gα1,β1,π1g
−1
α2,β2,π2
=
g−1α2,β2,τ2 f˜
−1. It follows from Theorem 3.12 again that f˜−1 = gα1,β1,τ1 . This
proves that gα2,β2,π2g
−1
α1,β1,π1
= g−1α1,β1,τ1gα2,β2,τ2 , which is (4.2). The converse
follows from Theorem 3.12. 
Note that if pi is a projection onto V1 along V2, {v1, . . . , vk} is a basis of
V1, and {vk+1, . . . , v2n+1} is a basis of V2, then
pi = (v1, . . . , vk, 0, . . . , 0)(v1, . . . , v2n+1)
−1. (4.3)
So it follows from (4.1) that τi can be obtained algebraically from pi1 and
pi2.
Theorem 4.2. [Permutability for DT of the Bˆ
(1)
n -flows]
Let αi, βi, pii, τi be as in Lemma 4.1, q a solution of the (2j− 1)-th Bˆ
(1)
n -flow
(2.15). Then we have the following:
(1) gα2,β2,τ2 • (gα1,β1,π1 • q) = gα1,β1,τ1 • (gα2,β2,π2 • q).
(2) Let F (x, t, λ) be the frame of the solution q with F (0, 0, λ) = I2n+1,
and p˜ii(x, t)(i = 1, 2) the projection onto F (x, t, αi)
−1(Impii) along
F (x, t, βi)
−1(Kerpii). Then
q1 := gα1,β1,π1 • q = q + (α1 − β1)[β, p˜i1 − p˜i
♯
1],
q2 := gα2,β2,π2 • q = q + (α2 − β2)[β, p˜i2 − p˜i
♯
2].
(3) Let τ˜1(x, t), τ˜2(x, t) be the projections defined by
Im(τ˜1) = gα2,β2,π˜2(α1)Im(p˜i1), Ker(τ˜1) = gα2,β2,π˜2(β1)Ker(p˜i1), (4.4)
Im(τ˜2) = gα1,β1,π˜1(α2)Im(p˜i2), Ker(τ˜2) = gα1,β1,π˜1(β2)Ker(p˜i2). (4.5)
Then we have
q12 := gα2,β2,τ2 • (gα1,β1,π1 • q) = gα1,β1,τ1 • (gα2,β2,π2 • q)
= q1 + (α2 − β2)[β, τ˜2 − τ˜
♯
2] = q2 + (α1 − β1)[β, τ˜1 − τ˜
♯
1].
In particular, q12 can be obtained algebraically from p˜i1 and p˜i2.
Proof. Let F be the frame of the solution q of (2.15) with F (0, 0, λ) = I2n+1.
Theorem 3.13 implies that
F1 = gα1,β1,π1Fg
−1
α1,β1,π˜1
,
F2 = gα2,β2,π2Fg
−1
α2,β2,π˜2
,
are the frames of q1 and q2 respectively. Apply Theorem 3.13 to q2 and q1
to see that there are projections τˆ1(x, t) and τˆ2(x, t) such that
F12 = gα2,β2,τ2gα1,β1,π1Fg
−1
α1,β1,πˆ1
g−1α2,β2,τˆ2 ,
F21 = gα1,β1,τ1gα2,β2,π2Fg
−1
α2,β2,π˜2
g−1α1,β1,τˆ1
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are the frames of q12 and q21 respectively. Let f = gα2,β2,τ2gα1,β1,π1 . By
assumption, f = gα1,β1,τ1gα2,β2,π2 . So we obtain
fF = F12gα2,β2,τˆ2gα1,β1,π˜1 = F21gα1,β1,τˆ1gα2,β2,π˜2 .
This gives two factorizations of fF as the product of elements in (Bˆ
(1)
n )+
and RBˆ
(1)
n . It follows from Proposition 3.1 that we have F12 = F21 and
gα2,β2,τˆ2gα1,β1,π˜1 = gα1,β1,τˆ1gα2,β2,π˜2 . (4.6)
It follows from (4.6) and Lemma 4.1(2) that τˆi = τ˜i defined by (4.4) and
(4.5). Since F12 = F21, q12 = q21. Formulas for q1, q2, q12 follow from
Theorem 3.13. 
5. Scaling Transforms
In this section, we construct scaling transforms and give relations between
DTs and scaling transforms for the Bˆ
(1)
n -flows.
Theorem 5.1. Let F (x, t, λ) be the frame of the solution q of the (2j−1)-th
Bˆ
(1)
n -flow with F (0, 0, λ) = I2n+1. Let r ∈ R\{0} and
Γ(r) = diag(1, r, . . . , r2n). (5.1)
Then
(1) (r⊙ q)(x, t) := rΓ(r)−1q(rx, r2j−1t)Γ(r) is a solution of the (2j−1)-
th Bˆ
(1)
n -flow.
(2) (r⊙F )(x, t, λ) := Γ(r)−1F (rx, r2j−1t, r−2nλ)Γ(r) is the frame of r⊙q
such that Fˆ (0, 0, λ) = I2n+1.
Proof. A direct computation implies that
Γ(r)ρnΓ(r) = r
2n+1ρn, (5.2)
rΓ(r)−1JB(r
−2nλ)Γ(r) = JB(λ). (5.3)
Let M(q, λ) be a solution of (2.10) as in Theorem 2.1, and
M˜ := Γ(r)−1M(q, r−2nλ)(rx)Γ(r).
Since M satisfies M tρnM = ρn, use (5.2) to compute directly to see that
M˜ tρnM˜ = ρn. It is clear that M˜(·, λ¯) = M˜(·, λ). Compute directly to get
M˜−1(∂x + JB(λ))M˜ = ∂x + JB(λ) + r ⊙ q.
So M˜ satisfies all conditions of Theorem 2.1 (1), i.e., M˜(x, λ) =M(r⊙q, λ).
By Theorem 2.1(2), we have
T (r ⊙ q, λ)(x) = Γ(r)−1T (q, r−2nλ)(rx)Γ(r), (5.4)
T 2j−1(r ⊙ q, λ)(x) = Γ(r)−1T 2j−1(q, r−2nλ)(rx)Γ(r), (5.5)
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Let Fˆ (x, t, λ) = Γ(r)−1F (rx, r2j−1t, r−2nλ)Γ(r). Use (5.2), (5.3), (5.4), (5.5)
and a direct computation to see that Fˆ satisfies{
Fˆx = Fˆ (JB + r ⊙ q),
Fˆt = Fˆ (P
2j−1(r ⊙ q, r−2nλ))+.
Hence r ⊙ q is a solution of the (2j − 1)-th Bˆ
(1)
n -flow and Fˆ is the frame of
r ⊙ q with Fˆ (0, 0, λ) = I2n+1. 
Corollary 5.2. Let u =
∑n
i=1 uiβi be a solution of the (2j−1)-th Bˆ
(1)
n -KdV
flow, where βi be as in (2.18). Let r ∈ R\{0}, Γ(r) = diag(1, r, . . . , r
2n) and
(r · ui)(x, t) = r
2iui(rx, r
2j−1t), 1 ≤ i ≤ n. (5.6)
Then
(1) r⊙u =
∑n
i=1(r ·ui)βi is a solution of the (2j−1)-th Bˆ
(1)
n -KdV flow,
(2) if E(x, t, λ) is a frame of u, then
(r ⊙ E)(x, t, λ) := Γ(r)−1E(rx, r2j−1t, r−2nλ)Γ(r)
is a frame of r ⊙ u.
(3) r ⊙ u defines an action of the multiplicative group R+ on the space
of solutions of the (2j − 1)-th Bˆ
(1)
n -KdV flow.
The next Theorem gives a relation between the scaling transforms and
Darboux transforms for the Bˆ
(1)
n -flows.
Theorem 5.3. Let F (x, t, λ) be the frame of the solution q of the (2j−1)-th
Bˆ
(1)
n -flow with F (0, 0, λ) = I2n+1. Let r ∈ R\{0} and α ∈ R, pi a rank one
projection onto V1 along V2 satisfying (3.6), Vˆi = Γ(r)Vi for i = 1, 2, and pˆi
the projection onto Vˆ2 along Vˆ1. Then pˆi satisfies (3.6) and
gr−2n,r−2nα,πˆ • q(x, t) = r
−1 ⊙ (g1,α,π • r ⊙ q(x, t)).
Proof. Note that pˆi = Γ(r)piΓ(r)−1 and 〈Γ(r)x,Γ(r)y〉 = r2n〈x, y〉 for any
x, y ∈ Rn+1,n. Hence Vˆ1 and Vˆ2 satisfies (3.7). It follows from Lemma 3.8
that pˆi satisfies (3.6).
It follows from a direction computation that we have
Γ(r)ρn = r
2nρnΓ(r)
−1,
pˆi♯ = ρnpˆi
tρn = ρnΓ(r)
−1pitΓ(r)ρn = Γ(r)ρnpi
tρnΓ(r)
−1 = Γ(r)pi♯Γ(r)−1.
By Theorem 5.1,
F˜ (x, t, λ) = Γ(r)−1F (rx, r2j−1t, r−2nλ)Γ(r) (5.7)
is the frame for q˜(x, t) = r ⊙ q(x, t) satisfying F˜ (0, 0, λ) = I2n+1.
Set
V˜1(x, t) = F˜ (x, t, 1)
−1V1, V˜2(x, t) = F˜ (x, t, α)
−1V2. (5.8)
It follows from Theorem 3.13 that
F1(x, t, λ) = g1,α,π(λ)F˜ (x, t, λ)g
−1
1,0,π˜(x,t)(λ)
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is a frame for q1(x, t) := g1,α,π • q˜(x, t), where p˜i(x, t) is the projection of
R
n+1,n onto V˜1(x, t) along V˜2(x, t).
By Theorem 5.1, we have
F2(x, t, λ) = Γ(r)F1(r
−1x, r−(2j−1)t, r2nλ)Γ(r)−1
is a frame for q2(x, t) := r
−1 ⊙ q1(x, t).
A direct computation implies that
F2(x, t, λ) = Γ(r)F1(r
−1x, r−(2j−1)t, r2nλ)Γ(r)−1
= Γ(r)(g1,α,π(r
2nλ)F˜ (r−1x, r−(2j−1)t, r2nλ)g−1
1,α,π˜(r−1x,r−(2j−1)t)
(r2nλ)Γ(r)−1
= Γ(r)(g1,α,π(r
2nλ)Γ(r)−1F (x, t, λ)Γ(r)g−1
1,0,π˜(r−1x,r−(2j−1)t)
(r2nλ)Γ(r)−1
= gr−2n,r−2nα,πˆF (x, t, λ)g
−1
r−2n,r−2nα,θˆ
,
where θˆ is the projection of Rn+1,n onto W1 = Γ(r)V˜1(r
−1x, r−(2j−1)t) along
W2 = Γ(r)V˜2(r
−1x, r−(2j−1)t). By (5.7) and (5.8), we have
Γ(r)V˜1(r
−1x, r−(2j−1)t) = Γ(r)F˜−1(r−1x, r−(2j−1)t, 1)V1
= F−1(x, t, r−2n)Γ(r)V1
= F−1(x, t, r−2n)Vˆ1
A similar computation shows that W2 = F
−1(x, t, r−2nα)Vˆ2.
It follows from Theorem 3.13 that F2(x, t, λ) is a frame for gr−2n,r−2nα,πˆ •
q(x, t). This proves the theorem. 
6. Explicit soliton solutions
We apply Darboux transforms for the Bˆ
(1)
n -flows to the vacuum solution
to construct explicit soliton solutions for the Bˆ
(1)
n -, Bˆ
(1)
n -KdV, and isotropic
curve flows of B-type.
First we review the relation between isotropic curve flows of type B and
Bˆ
(1)
n -flows in [8]. Let
Mn+1,n(S
1) = {γ ∈ Mn+1,n | γ(x+ 2pi) = γ(x) ∀x ∈ R},
where Mn+1.n is defined by (1.4).
(1) There is a natural Poisson structure on Mn+1,n so that the Hamil-
tonian equation for the functional Fˆ : Mn+1,n(S
1) → R defined by
Fˆ (γ) = F (u) is
γt = gPu(∇F (u))e1,
where g and u are the isotropic moving frame and curvature.
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(2) Let F2j−1(u) = −
∮
tr(T2j−1,−1(u)β)dx. Then
∇F2j−1(u) = pi0(T2j−1,0(u)),
where pio is the natural projection of o(n+1, n) to Vn. So the Hamil-
tonian flow for Fˆ2j−1 on Mn+1,n(S
1) is
γt = gPu(pi0(T2j−1,0(u)))e1 = gT2j−1,0(u)e1.
(3) In particular, the third isotropic curve flow (1.5) on M2,1 and (1.6)
on M3,2 are the Hamiltonian flows for F (γ) = −
∮
q2dx on M2,1
and H(γ) =
∮
3
2u
2
1 + 2u2dx on M3,2 respectively.
Definition 6.1. The (2j−1)-th isotropic curve flow of type B is the following
flow on Mn+1,n
γt = gT2j−1,0(u)e1, (6.1)
where T2j−1,0(u) is defined by (2.12), g(·, t) and u(·, t) are the isotropic
moving frame and curvature along γ(·, t), and
e1 = (1, 0, . . . , 0)
t ∈ Rn+1,n.
Theorem 6.2. ([8])
(1) If γ is a solution of the (2j − 1)-th isotropic curve flow (6.1), then
its isotropic curvature u is a solution of the (2j − 1)-th Bˆ
(1)
n -KdV
flow (2.22).
(2) If F (x, t, λ) is a frame of a solution q of the (2j − 1)-th Bˆ
(1)
n -flow
(2.15), then γ(x, t) := F (x, t, 0)e1 is a solution of (6.1). Moreover,
the isotropic curvature u(·, t) of γ(·, t) is a solution of the (2j−1)-th
Bˆ
(1)
n -KdV flow (2.22).
Theorem 6.3. [DT for isotropic curve flow of B type]
Let γ be a solution of the (2j − 1)-th isotropic curve flow (6.1) on Mn+1,n,
and g(·, t) and u(·, t) the isotropic moving frame and curvature along γ(·, t).
Let E(x, t, λ) be the frame of the solution u of the (2j−1)-th Bˆ
(1)
n -flow (2.15)
with E(0, 0, λ) = g(0, 0), △ : R2 → N+n with △(0, 0) = I2n+1, and F = E△
the frame of the solution q = △−1 ∗ q of the (2j − 1)-th flow (2.15) as in
Proposition 2.13. Let α1 6= α2 ∈ R be constants, pi a projection of R
n+1,n
satisfying (3.6), and p˜i(x, t) the projection onto V˜1(x, t) = F (x, t, α1)
−1(Impi)
along V˜2(x, t) = F (x, t, α2)
−1(Kerpi).
(1) If α1α2 6= 0, then
γ˜α1,α2 = g△(I2n+1 −
α2 − α1
α2
p˜i♯ −
α1 − α2
α1
p˜i)e1
is a solution of (6.1).
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(2) If α2 = 0, then γ˜α,0 = Y e1 is is a solution of (6.1), where
Y : = (pigp˜i + (pi♯)⊥gp˜i⊥ + pi♯gp˜i♯)
− α(piZ1p˜i
⊥ + (pi♯)⊥Z1p˜i
♯) + α2piZ2p˜i
♯,
Z1(x, t) =
∂F
∂λ
(x, t, 0), Z2(x, t) =
1
2
∂2F
∂λ2
(x, t, 0).
Proof. If f ∈ (Bˆ
(1)
n )+ and F˜ is a frame of the solution q˜ of (2.15), then
f(λ)F˜ (x, t, λ) is a frame of q˜. So (1) follows from Theorems 3.13 and 6.2.
Theorem 3.13 implies that q˜ = q+α2[β, p˜i− p˜i♯] is a solution of (2.15) and
F˜ (x, t, λ) = gα2,0,πF (x, tλ)g
−1
α2,0,π˜(x,t)
(λ)
is a frame of q˜. Since F˜ (x, t, λ) is holomorphic at λ = 0, F˜ (x, t, 0) can be
obtained by expanding gα2,0,π(λ), F (x, t, λ), and gα2,0,π˜(x,t)(λ) as a power
series of λ and compute the constant term. A direct computation implies
that F˜ (x, t, 0) = Y (x, t). Statement (2) follows from Theorem 6.2. 
We compute gα1,α2,π • 0 for the third B
(1)
1 -KdV flow (the KdV flow) in
the next two examples and obtain 1-soliton solutions if α2 = 0 and 2-soliton
solutions if α1 > α2 > 0.
Example 6.4. [gα2,0 • 0 for n = 1]
For n = 1, we have J3B(λ) = λJB(λ). The frame of the vacuum solution
q = 0 of the third Bˆ
(1)
1 -flow with F (0, 0, λ) = I3 is
F (x, t, λ) = exp(JB(λ)x+ λJB(λ)t) = F (x, t, z
2)
=

 12(cz + 1) z2sz z
2
4 (cz − 1)
1
z
sz cz
z
2sz
1
z2
(cz − 1)
1
z
sz
1
2(cz + 1)

 ,
where λ = z2, and
cz(x, t) = cosh(zx+ z
3t), sz(x, t) = sinh(zx+ z
3t). (6.2)
Let {e1, e2, e3} be the standard basis on R
3, and pi the projection onto
Re1 along Re2⊕Re3. Then pi satisfies (3.6). Let α be nonzero real constant.
We apply Theorem 3.13 (DT of the Bˆ
(1)
n -flow) to the trivial solution q = 0
of third Bˆ
(1)
1 -flow with frame F (x, t, λ) and gα2,0,π. Let
p˜1(x, t) = F (x, t, α
2)−1(e1), p˜i(x, t) = F (x, t, 0)
−1(ei), i = 2, 3,
and p˜i(x, t) the projection onto Rp˜1(x, t) along Rp˜2(x, t)⊕ Rp˜3(x, t). So
p˜1(x, t) =

 12(cα + 1)− 1
α
sα
1
α2
(cα − 1)

 , p˜2(x, t) =

 01
−x

 , p˜3(x, t) = e3. (6.3)
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So
p˜i = (p˜1, 0, 0)(p˜1, p˜2, p˜3)
−1 =


1 0 0
− 2sα
α(cα+1)
0 0
2(cα−1)
α2(cα+1)
0 0

 .
By Theorem 3.13, we obtain a new solution
q˜α := gα2,0,π • 0 = (q1)α(e11 − e33) + (q2)α(e12 + e23)
of the third Bˆ
(1)
1 flow, where
(q1)α = −
αsα
cα + 1
, (q2)α = −
α2
2
.
and ca, sα are functions defined by (6.2). Moreover,
F˜ (x, t, λ) = gα2,0,π(λ)F (x, t, λ)gα2 ,0,π˜(x,t)(λ)
−1
is a frame of the solution q˜α of the third Bˆ
(1)
1 -flow.
Recall that the third Bˆ
(1)
1 -KdV is the KdV. By Corollary 2.14,
yα = (q2)α +
1
2
(q1)
2
α + ∂x(q1)α = −α
2sech2(
α
2
x+
α3
2
t) (6.4)
is a solution of the KdV (1.1). Note that these are the well-known 1-soliton
solutions.
Next we write down 1-soliton solutions of the third isotropic curve flow
(1.5) on M2,1 of type B. It follows from Theorem 6.2 that F (x, t, 0)e1 =
ebxe1 = (1, x,
x2
2 )
t with isotropic curvature q ≡ 0 of (1.5). Use Theorem
6.3(2) to compute directly to see that
γ˜α2,0(x, t) : =
(
gα2,0,πF (x, t, λ)g
−1
α2,0,π˜(x,t)
)
λ=0
e1
=
(
piF (x, t, 0)p˜i + (pi♯)⊥F (x, t, 0)p˜i⊥ + pi♯F (x, t, 0)p˜i♯
)
e1
− α2
(
piFλ(x, t, 0)p˜i
⊥ + (pi♯)⊥Fλ(x, t, 0)p˜i
♯
)
e1
+
1
2
α4pi
∂2F
∂λ2
(x, t, 0)p˜i♯e1
is a solution of the third isotropic curve flow (1.5) on M2,1. Note that
F (x, t, 0) = ebx, Fλ(x, t, 0) = e
bx(βx+ bt),
∂2F
∂λ2
(x, t, 0) = ebx((βx+ bt)2 + 2βt).
Use the formula (6.3) and a direction computation implies that
γ˜α2,0(x, t) =


1− αsα(x,t)
cα(x,t)+1
x+ α
2(cα(x,t)−1)
4(cα(x,t)+1)
x2
2sα(x,t)
α(cα(x,t)+1)
− cα(x,t)−1
cα(x,t)+1
x
2(cα(x,t)−1)
α2(cα(x,t)+1)


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is a solution of the third isotropic curve flow (1.5), whose isotropic curvature
is the 1-soliton solution (6.4) of the KdV, where cα(x, t) and sα(x, t) are
defined by (6.2).
Example 6.5. [gα21,α22,π • 0 for n = 1]
Let α1, α2 be real constants, and F (x, t, λ), q = 0, and pi as in Example
6.4. We apply Theorem 3.13 with gα21,α22,π to the trivial solution q = 0, F of
the third Bˆ
(1)
1 -flow. Let
p˜1(x, t) = F (x, t, α
2
1)
−1(e1), p˜i(x, t) = F (x, t, α
2
2)
−1(ei), i = 2, 3,
and p˜i(x, t) the projection onto Rp˜1(x, t) along Rp˜2(x, t)⊕Rp˜3(x, t). So p˜i =
(p˜1, 0, 0)(p˜1, p˜2, p˜3)
−1. After a long computation we obtain a new solution
q˜α1,α2 := gα21,α22,π • 0 = (q1)α1,α2(e11 − e33) + (q2)α1,α2(e12 + e23)
of the third Bˆ
(1)
1 flow, where
(q1)α1,α2 =
(α21 − α
2
2)(α2(cα1 − 1)sα2 − α1sα1(cα2 + 1))
4α21Dα1.α2
,
(q2)α1,α2 =
(α21 − α
2
2)(α
2
2(cα1 − 1)(cα2 − 1)− α
2
1(cα1 + 1)(cα2 + 1))
8α21Dα1.α2
,
Dα1,α2 =
1
4
(cα1 + 1)(cα2 + 1)−
α2
2α1
sα1sα2 +
α22
4α21
(cα1 − 1)(cα2 − 1), (6.5)
and ca, sα are functions defined by (6.2).
Note that
cαi(x, t) + 1 = 2 cosh
2(
1
2
(αix+ α
3
i t))
cαi(x, t)− 1 = 2 sinh
2(
1
2
(αix+ α
3
i t))
sαi(x, t) = 2 cosh(
1
2
(αix+ α
3
i t)) sinh(
1
2
(αix+ α
3
i t)).
Use Corollary 2.14 and a direct computation to see that
yα1,α2 = (q2)α1,α2 +
1
2
(q1)
2
α1,α2
+ ∂x(q1)α1,α2
= −2(ln | Dα1,α2 |)xx
= (α22 − α
2
1)
α21 cosh
2(A2) + α
2
2 sinh
2(A1)
(α1 cosh(A1) cosh(A2)− α2 sinh(A1) sinh(A2))2
(6.6)
is a solution of the KdV, where Ai =
1
2(αix + α
3
i t) for i = 1, 2. Note that
we have the following:
(1) When α1 > α2, Dα1,α2 never vanishes and yα1,α2 is a 2-soliton solu-
tion.
(2) When α1 < α2, Dα1,α2 has zeros and yα1,α2 has singular points.
(3) When α1 = α2, we get zero solution.
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(4) Let α1 → 0 and compute directly, we have
lim
α1→0
yα1,α2 = yˆα2 =
α22(4 cosh
2(12(α2x+ α
3
2t)) + α
2
2x
2)
(2 cosh(12(α2x+ α
3
2t))− α2x sinh(
1
2(α2x+ α
3
2t)))
2
.
(6.7)
(5) Let α2 → 0 and compute directly to get
lim
α2→0
yα1,α2 = yˆα1 = −α
2
1sech
2(
α1
2
x+
α31
2
t), (6.8)
which is a 1-soliton solution of the KdV.
Next we write down solutions of the isotropic curve flow (1.5) whose
isotropic curvature are the above soliton solutions of the KdV. First by
(3.9), we have g−1α1,α2,π(0) = I2n+1 −
α1−α2
α1
pi − α2−α1
α2
pi♯. By Theorem 6.2,
F (x, t, 0)e1 = e
bxe1 = (1, x,
x2
2 )
t is a solution of the third isotropic curve
flow (1.5) of B-type on M2,1 with zero isotropic curvature.
By Theorem 6.3(1), we see that
γ˜α1,α2(x, t) : = F (x, t, 0)gα21 ,α22,π˜(x,t)(0)
−1e1
= ebx(I2n+1 − p˜i(x, t)− p˜i
♯(x, t) +
α21
α22
p˜i♯(x, t) +
α22
α21
p˜i(x, t))
is a new solution of (1.5) with yα1,α2 as its isotropic curvature. Use the
formula for p˜i and a direct computation to see that
γ˜α1,α2 =
α21 − α
2
2
2α21Dα1,α2


α21
α22
(ξ1)α1,α2
(ξ1)α1,α2x+ (ξ2)α1,α2
α22
2α21
(ξ1)α1,α2x
2 +
α22
α21
(ξ2)α1,α2x+
α22
α21
(ξ3)α1,α2


is a solution of (1.5) with isotropic curvature yα1,α2 given by (6.6), where
(ξ1)α1,α2 =
2α21Dα1,α2
α21 − α
2
2
− cα1 − cα2 ,
(ξ2)α1,α2 =
1
α1
sα1(cα2 + 1)−
1
α2
(cα1 − 1)sα2 ,
(ξ3)α1,α2 =
α21 − α
2
2
α21α
2
2
(cα1 − 1)(cα2 + 1).
(Recall that cα and sα are defined by (6.2) and Dα1,α2 is given in (6.5)).
Example 6.6. [gα4,0,π • 0 for n = 2]
In this case, solutions of the third Bˆ
(1)
2 − and Bˆ
(1)
2 -KdV flow are of the
following forms respectively,
q = q1(e11 − e55) + q2(e22 − e44) + q3(e23 + e34)
+ q4(e13 − e35) + q5(e14 + e25),
u = u1(e23 + e34) + u2(e14 + e45),
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where by Theorem 2.6, u and q are related by the following formula:
u1 = q3 + 2(q1)x + (q2)x +
1
2
(q21 + q
2
2),
u2 = q5 + (q4)x + (q1)
(3)
x + q4(q1 + q2)− q3(q
2
1 + 2(q1)x)
− (q1)xq
2
2 −
1
2
q1(q
2
2)x + q1(q1 − q2)
(2)
x − q
2
1(q2)x
−
1
2
((q1)x)
2 −
1
2
q21q
2
2 − 2(q1)x(q2)x − q1(q3)x. (6.9)
The frame of solution q = 0 of the third Bˆ
(1)
2 -flow with F (0, 0, λ) = I5 is
F (x, t, λ) = exp(JB(λ)x+ J
3
B(λ)t) = F (x, t, z
4)
=
1
4


2 + cz + Cz z(sz − Sz) z
2(cz −Cz) z
3(sz + Sz) 2(cz + Cz)− 1
2
z
(sz + Sz) 2(cz + Cz) 2z(sz − Sz) 2z
2(cz − Cz) z
3(sz + Sz)
2
z2
(cz − Cz)
2
z
(sz + Sz) 2(cz + Cz) 2z(sz − Sz) z
2(cz − Cz)
2
z3
(sz − Sz)
2
z2
(cz −Cz)
2
z
(sz + Sz) 2(cz + Cz) z(sz − Sz)
2
z4
(cz + Cz − 2)
2
z3
(sz − Sz)
2
z2
(cz − Cz)
2
z
(sz + Sz) 2 + cz + Cz


,
where λ = z4 and
cz(x, t) = cosh(zx+ z
3t), sz(x, t) = sinh(zx+ z
3t), (6.10)
Cz(x, t) = cos(zx− z
3t), Sz(x, t) = sin(zx− z
3t). (6.11)
Let {e1, e2, . . . , e5} be the standard basis of R
5, and pi the projection onto
Re1 along ⊕
5
i=2ei. Let α be the nonzero real constant. We apply Theorem
3.13 to q = 0 with frame F (x, t, α4) and gα4,0,π.
Let
p˜1(x, t) = F (x, t, α
4)−1e1, p˜i(x, t) = F (x, t, 0)
−1ei, i = 2, . . . , 5,
and p˜i(x, t) the projection onto Rp˜1(x, t) along ⊕
5
i=2Rpi(x, t).
Hence
p˜1 =
1
4


2 + cα +Cα
−
2
α
(sα + Sα)
2
α2
(cα − Cα)
−
2
α3
(sα − Sα)
2
α4
(cα +Cα − 2)


, p˜2 =


0
1
−x
1
2
x2
−
1
6
x3 − t


, p˜3 =


0
0
1
−x
1
2
x2


, p˜4 =


0
0
0
1
−x


, p˜5 = e5.
By Theorem 3.13, we get a new solution q˜α := gα4,0,π • 0 with

(q˜1)α = (q˜2)α = α
Sα−sα
2+cα+Ca
,
(q˜3)α = α
2 Cα−cα
2+cα+Cα
,
(q˜4)α = 0,
(q˜5)α = −
α4
2 .
(6.12)
Use (6.9) and a long direct computation, we see that
u˜1 = 8α
2Cα − cα − Sαsα
(2 + cα + Cα)2
, u˜2 = −8α
4 1
(2 + cα + Cα)2
.
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is a 1-soliton solution of the third Bˆ
(2)
1 -KdV flow (1.3) for any constant
α ∈ R\0, where cα, sα, Cα, Sα are defined by (6.10) and (6.11).
It follows from Theorem 6.3 and a straight forward but long computation
that we obtain the curve flow solution of (1.6) whose isotropic curvatures
are the 1-soliton solutions u˜1 and u˜2 obtained above:
γ˜α4,0(x, t) =


1 + xq˜1 − tq˜3 +
α4
4 t
2B
A− xB
−xA+ 2
α4
q˜3 + (x
2 − t)B
x2
2 A−
2
α4
(xq˜3 + q˜1)− (
1
2x
3 + tx)B
2
α4
B

 ,
where q˜1 and q˜3 are as in (6.12) and
A =
2(sα + Sα)
α(2 + cα + Cα)
, B =
cα + Cα − 2
2 + cα + Cα
.
We like to mention that Darboux transform of the third Bˆ
(2)
1 -KdV flow is
also constructed in [10], and in [11] as a reduction case of a general system
(but 1-solitons were not obtained).
Example 6.7. [Explicit soliton solutions for general n]
The frame for the trivial solution q = 0 of the (2j− 1)-th Bˆ
(1)
n -flow (2.15)
with F (0, 0, λ) = I2n+1 is
F (x, t, λ) = exp(JB(λ)x+ J
2j−1
B (λ)t).
Let pii be rank one projections of R
n+1,n for 1 ≤ i ≤ k, and {αi, βi | 1 ≤
i ≤ k} distinct real numbers. We apply Theorem 3.13 (DT) to the trivial
solution q = 0 to get k 1-soliton solutions
qi = gαi,βi,πi • 0 = (αi − βi)[β, p˜ii − p˜i
♯
i ]
of (2.15) and
Fi = gαi,βi,πiFg
−1
αi,βi,π˜i
is the frame of qi for 1 ≤ i ≤ k, where p˜ii(x, t) is the projection such that
Imp˜ii(x, t) = F (x, t, αi)
−1(Impii), Kerp˜ii(x, t) = F (x, t, βi)
−1(Kerpii).
Apply Theorem 4.2 to q1, q2 to get 2-soliton solution q12 and its frame F12.
Apply Theorem 4.2 to q2, q21 and q23 to get the 3-soliton solution q123 and its
frame F123. Continue this way to get explicit formulas for k-soliton solutions
of (2.15) and their frames. We apply Corollary 2.12 to soliton solutions of
the (2j − 1)-th Bˆ
(1)
n -flow to obtain soliton solutions of the (2j − 1)-th Bˆ
(1)
n -
KdV flow (2.22).
To write down the corresponding k-soliton solutions, we use Theorem
6.3(1) to see that
γi(x, t) = g(x, t)g
−1
i (x, t)e1
γ12(x, t) = g(x, t)g
−1
1 (x, t)g˜
−1
12 (x, t)e1,
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are solutions of the isotropic curve flow (5.1) of B-type, where
g(x, t) = exp(bx+ b2j−1t),
gi(x, t) = gαi,βi,π˜♯i (x,t)
(0),
g12(x, t) = gα2,β2,τ˜ ♯2(x,t)
(0),
pi♯ = ρnpi
tρn, and τ˜2 is the projection with
Imτ˜2 = gα1,β1,π˜1(α2)(Imp˜i2), Kerτ˜2 = gα1,β1,π˜1(β2)(Kerp˜i2).
The isotropic curvature of γi and γ12 are 1 soliton qi and 2 soliton solution
q12 are given above.
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