In this paper we investigate the connection between the asymptotic relations of subordination and the negligence with the generalized inverse function in the class of all nondecreasing and unbounded functions, which are defined on a half-axis [a, +∞) (a > 0). In the main theorems we prove a characterization of all nondecreasing, unbounded slowly varying functions.
Introduction and the results

A function f : [a, +∞) → (0, +∞) (a > 0) is called regularly varying in the sense of Karamata if it is measurable and if it satisfies
for every λ > 0. We assume that a depends on f , so that every function f is defined on an appropriate interval [a, +∞). By the known characterization theorem (see e.g. [9] ), for every regularly varying function f , there is a real number ρ (the unique index of the regular variability) such that k f (λ) = λ ρ for ✩ This paper is supported by the Grant 144031 of the Ministry of Science of the Republic of Serbia. * Corresponding author.
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every λ > 0. The class of all regularly varying functions with index ρ is denoted RV ρ . The class RV = ρ∈R RV ρ is the class of all regularly varying functions (in the sense of Karamata). A regularly varying function f is called slowly varying in the sense of Karamata [9] if k f (λ) = 1 (λ > 0), thus if its index of variability ρ = 0. The class of all slowly varying functions is denoted SV. This class is a fundamental part of the Karamata's theory of regular variability, its applications in the theory of Tauberian theorems, and the asymptotic analysis in general (see [2] ).
Next, recall that a function f : [a, +∞) → (0, +∞) (a > 0) is called rapidly varying in the sense of de Haan (see e.g. [7] ) if it is measurable and if it satisfies
for every λ ∈ (0, 1). The index of regular variability of any such a function can be considered to be ρ = +∞. The class of all rapidly varying functions is denoted R ∞ . Next, let A be the class of all nondecreasing unbounded functions f : [a, +∞) → (0, +∞) (a > 0). For any function f ∈ A the generalized inverse of f is defined by
The generalized inverse is an important generalization of the notion of the usual inverse function (see e.g. [2] ). If f is a strictly increasing continuous function from the class A we have that
Throughout this paper we shall briefly say that two functional classes F and G are conjugated with respect to the generalized inverse if f ∈ F implies f ← ∈ G, and f ∈ G implies that f ← ∈ F . As is well known, the class SV ∩ A and the class R ∞ ∩ A are conjugated with the generalized inverse (3) (see [2, Theorem 2.4.7, p. 87]). Besides, we have that
where KR ∞ is the class of all rapidly varying functions for which the left and the right Matuszewska indices equal +∞ (see [2] ).
Next, let f and g be two functions from the class A. Then:
(a) f and g are called strongly asymptotic equivalent, and denoted
) as x → +∞, where o is the Landau symbol; (b) f is called negligible with respect to g, and denoted
, and the set of all functions
Next, assume that both f, g ∈ A. f is called subordinated to g with the constant of subordinancy α > 0 and denoted
The next theorem is a combination of results obtained in the papers [1] and [6] (see also [2, p. 190, 14 (ii) and (iii)]).
Theorem A. Let f, g ∈ A and assume that f or g belongs to
In [6] the largest subclass of the class A which can substitute the class (R ∞ ∪ RV ρ ) ∩ A in Theorem A so that conclusion of this theorem holds for every function g ∈ A ∩ [f ], is described. This class has no element from the class SV.
If f or g belongs to R ∞ and both f, g ∈ A, then the converse proposition from Theorem A is not necessary true. We shall give an example. But if f or g belongs to the class RV ρ for some ρ > 0, and both f, g ∈ A then the converse implication from Theorem A holds true (see e.g. [1] ). For a more general result of the characterization type in the class of strictly increasing ϕ-functions, one can consult [6] (for the definition of ϕ-functions, consult [8] ).
The next theorem is of a similar type as Theorem A, and it involves the asymptotic relation of negligence.
Theorem 1. Assume that both f, g ∈ A and f or g belongs to the class RV. If
If both f, g ∈ A and f or g belongs to the class RV 0 , then f ← ∈ (g ← ) in general case does not necessary imply that g ∈ (f ). We shall show this by an example.
Theorem 2. Assume that f, g ∈ A, and f or g belongs to RV
ρ for some ρ > 0. If f ← ∈ (g ← ), then g ∈ (f ).
Remark. One can similarly find that for any function f
∈ SV ∩ A we have (f ← (x)) ← ∼ f (x) as x → +∞.
Theorem 3. Assume that both f, g ∈ A and at least one of f, g belongs to SV. If
The previous theorem is obviously a generalization of Theorem 1 for the slowly varying functions.
Also note that if both f, g ∈ A, at least one of f, g ∈ SV and f ← ∈ (g ← ), then in general case this does not imply that g ∈ {f } α for any α ∈ (0, 1). We shall prove this by an example.
Note that a function g ∈ A ∩ {f } α from the previous theorem in a general case is not necessary slowly varying.
Also note that Theorems 3 and 4 commonly, give a characterization of the class A ∩ SV, and consequently a characterization of the class A ∩ R ∞ , since these two classes are conjugated by the generalized inverse (3) (for details, consult [2] ).
Remark. Assume that f ∈ A and f ← ∈ SV. Besides, assume that α > 1. For arbitrary
Similarly as in the proof of Theorem 4, we can now conclude that f (x)/λ f (αx) for enough large x, and hence
Letting λ → 0+, we find lim x→+∞ f (αx)/f (x) = +∞, and so f ∈ R ∞ . Using also some results from [2] , we get the following conclusions. If f ∈ A, then:
This obviously completes the corresponding assertions from [7] where only the implications ⇒ in (a) and (b) have been proved.
We notice that some results from the papers [3, 4] and [5] by V.V. Buldygin, O.I. Klesov and J.G. Steinebach have some similarities with our results from Theorems 1 and 2, but nevertheless they are principally different.
Proofs of the results
Proof of Theorem 1. Assume that both f, g ∈ A and f ∈ RV. Then f ∈ RV ρ for some ρ 0. First suppose that ρ > 0. If g ∈ (f ), then for every λ > 1 we have f (x)/g(x) 1/λ, for all x x 0 (λ). Hence, for all x x 0 (λ), we have λf (x) g(x), and therefore f ← (x/λ) g ← (x) for all sufficiently large x. Since by [9] , f ← ∈ RV 1/ρ , we obtain
Therefore, letting λ → +∞ we obviously have that f ← ∈ (g ← ).
If g ∈ RV ρ for some ρ > 0, and if
We omit the proof of this theorem when f ∈ SV (or when g ∈ SV = RV 0 ) since it is contained in the proof of Theorem 3 as (f ) {f } α (α ∈ (0, 1)). 2
In the sequel we shall use the following notation: if f ∈ A, then (f ← (x)) ← , or equivalently f ←← (x) denotes a function from A obtained by a double application of the generalized inverse to the function f . Sometimes it is better to use the first, and sometimes the second notation. which by [2] givesk f ( √ α ) 1/λ. Since f ∈ A, the index functionk f (λ) and the corresponding auxiliary index function k f (λ) of f (see e.g. [2] ) satisfy the estimates
Letting λ → 1−, we have that k f ( √ α ) =k f ( √ α ) = k f ( √ α ) = 1, which by monotonicity of f gives k f (β) = 1 for every β ∈ [1, √ α ]. But this by a result of [9] gives that f ∈ SV, and the proof is complete. 2
