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Optimizacio´n del Problema del p-Centro
Capacitado
Resumen
Optimizacio´n del Problema del p-Centro
Capacitado
Asesor: Dr. Roger Z. Rı´os Mercado
Nu´mero de pa´ginas: 112.
El problema de p-centro capacitado es un conocido problema de localizacio´n,
el cual consiste en ubicar p instalaciones y realizar la asignacio´n de usuarios a cada
una de e´stas, con el fin de minimizar la ma´xima distancia entre cualquier usuario
y su instalacio´n asignada, sujeta a la capacidad de demanda dada que cada insta-
lacio´n puede proporcionar. La naturaleza combinatoria del problema exige definir
una metodolog´ıa de solucio´n que implique el uso de algoritmos heur´ısticos y te´cnicas
avanzadas de optimizacio´n exacta que proporcionen soluciones de buena calidad en
un tiempo razonable a instancias de taman˜o relativamente grandes.
Este problema surge de la necesidad de reducir los efectos adversos en el peor
escenario, los cuales son restringidos por una capacidad de servicio. Aplicaciones co-
munes pueden ser encontradas en la planificacio´n de distritos escolares, en el disen˜o
del sistema de cobertura en salud y ma´s recientemente en la localizacio´n de insta-
laciones de emergencia donde es claro que el costo de preservar la vida humana es
ma´s importante que el costo de proveer el servicio.
El presente trabajo propone principalmente una metodolog´ıa heur´ıstica para la
solucio´n de este problema, la cual integra varios componentes, tales como un me´todo
v
Cap´ıtulo 0. Resumen vi
voraz-adaptativo con una seleccio´n probabil´ıstica, bu´squeda local voraz iterada y
una bu´squeda descendente por entornos variables. La evidencia emp´ırica sobre un
conjunto de instancias usualmente utilizadas en la literatura, basado en un disen˜o
experimental con sustento estad´ıstico, revela el impacto positivo de cada uno de los
componentes desarrollados. Adema´s, se encontro´ emp´ıricamente que la heur´ıstica
propuesta supera a la mejor heur´ıstica existente para este problema.
Se desarrolla adema´s un me´todo exacto de solucio´n de ramificacio´n, generacio´n
de columnas con planos cortantes, utilizando para su implementacio´n computacio-
nal un marco de trabajo de reciente generacio´n para el desarrollo de me´todos de
descomposicio´n. La eficacia del me´todo fue evaluada emp´ıricamente.
Firma del asesor:
Dr. Roger Z. R´ıos Mercado
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Cap´ıtulo 1
Introduccio´n
Los problemas de localizacio´n de instalaciones consisten en ubicar un conjunto
de instalaciones (recursos) y asignar e´stas a un conjunto de puntos de demanda
o usuarios de tal manera que sea minimizado el costo de satisfacer la demanda
de los usuarios con respecto a algu´n conjunto de restricciones [26]. La ciencia de
localizacio´n de instalaciones se enfoca principalmente en las a´reas de optimizacio´n
discreta y continua. Los investigadores tienen la atencio´n en algoritmos para diversos
casos de estudio presentes en situaciones reales tales como: plantas industriales,
bancos, comercios, servicios de salud, correos, distritos escolares, servicios postales,
por nombrar algunos.
El presente trabajo aborda el estudio de un conocido problema de localizacio´n
definido como el problema del p-centro capacitado (CpCP, por sus siglas en ingle´s:
capacitated vertex p-center problem). En esta seccio´n se abordan los aspectos ba´sicos
del problema tales como descripcio´n general y antecedentes en la literatura as´ı como
las hipo´tesis, objetivos generales y espec´ıficos de este trabajo de tesis.
1.1 Descripcio´n del problema
El CpCP es un muy conocido problema de localizacio´n el cual consiste en
localizar p instalaciones y asignar cada uno de los usuarios dados a una instalacio´n,
buscando minimizar la ma´xima distancia de un usuario hacia su instalacio´n asignada.
La versio´n ba´sica del problema de p-centro, establece una capacidad infinita para
1
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cada instalacio´n, sin embargo, la versio´n capacitada define un valor de demanda
para cada usuario y un l´ımite en el servicio que cada instalacio´n seleccionada puede
ofrecer.
El criterio de minimax que caracteriza el objetivo del CpCP es t´ıpicamente
usado en aplicaciones de localizacio´n para minimizar los efectos adversos en el peor
de los casos durante un servicio proporcionado a los usuarios. Aplicaciones comunes
de este problema pueden ser encontradas en la planificacio´n de distritos escolares o en
el disen˜o del sistema de cobertura en salud. Naturalmente estos ejemplos muestran la
presencia de un l´ımite en la capacidad del servicio que cada instalacio´n puede ofrecer.
Adema´s en algunos problemas de localizacio´n de instalaciones para emergencias, la
inclusio´n de restricciones de capacidad puede ser usada para definir una situacio´n
de emergencia dada por proveer los servicios me´dicos cuidando la localizacio´n de
instalaciones, ambulancias o estaciones de bomberos las cuales debera´n de proveer el
servicio con una pronta respuesta y ra´pida transportacio´n de equipamiento. En esta
situacio´n es claro que el costo de preservar la vida humana es lo ma´s importante [12].
Sin embargo la presencia de las restricciones de capacidad incrementa la dificultad del
problema incluso sobre la versio´n sin capacidad del p-centro, el cual es NP-duro [48].
1.2 Antecedentes del problema
El problema de p-centro sin restricciones de capacidad (pCP, por sus siglas en
ingle´s: p-center problem) ha sido ampliamente abordado desde un enfoque algor´ıtmi-
co y exacto. Los primeros estudios fueron esbozados por Hakimi [38, 39], donde se
optimiza la localizacio´n de centros de conmutacio´n en una red de comunicaciones
y estaciones de polic´ıa en un sistema de carreteras y Kariv y Hakimi [48], quienes
demuestran que pCP en un grafo general es NP-duro. Farahani y Hekmatfar [26] pro-
veen un cap´ıtulo sobre el estado del arte del problema en el cual incluyen modelos,
aplicaciones y me´todos de solucio´n heur´ısticos y exactos de los trabajos con mayor
relevancia. De manera espec´ıfica podemos decir que el trabajo de Elloumi et al. [24]
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es uno de los trabajos ma´s significativos para el pCP en el cual se propone una refor-
mulacio´n del problema basada en radios de cobertura as´ı como una metodolog´ıa de
solucio´n a trave´s de un enfoque exacto. Desde la perspectiva heur´ıstica, Mladenovic´,
Labbe´ y Hansen [63] proponen un me´todo efectivo basado en Bu´squeda Tabu´ (TS,
por sus siglas en ingle´s: tabu search) [37] y Bu´squeda por Entornos Variables (VNS,
por sus siglas en ingle´s: variable neighborhood search) [42].
La investigacio´n acerca del CpCP ha sido ma´s limitada. El problema fue presen-
tado por Bar-Ilan, Kortsarz y Peleg [6] para un problema de localizacio´n de centros
en redes de comunicaciones distribuidas, desarrollando un me´todo de aproximacio´n
en tiempo polinomial cuando la demanda de cada usuario es igual a 1, es decir uni-
taria. Khuller y Sussmann [50] proponen otro me´todo de aproximacio´n, donde cada
usuario tiene una demanda unitaria e introducen una variante del problema donde
mu´ltiples instalaciones pueden ser localizadas en un nodo. Denotan esta variante
como ((problema del mu´ltiple p-centro capacitado)). Adema´s de estos algoritmos de
aproximacio´n, un algoritmo exacto en tiempo polinomial para a´rboles en redes es
desarrollado por Jaeger y Goldberg [44], donde la demanda del usuario es unitaria
y considerando el caso del mu´ltiple p-centro capacitado.
Sin embargo, una situacio´n ma´s real se presenta cuando se tienen diferentes
valores de demanda para cada usuario y diferentes valores de capacidad para un sitio
potencial. Bajo este enfoque ma´s realista, los u´nicos trabajos significativos desde
la perspectiva de optimizacio´n exacta son proporcionados por O¨zsoy y Pınar [69] y
Albareda-Sambola, Dı´az y Ferna´ndez [4]. En el primer trabajo, los autores presentan
un me´todo exacto basado en la solucio´n de una serie de problemas de cobertura
usando un solucionador comercial de programacio´n lineal entera-mixta (MILP, por
sus siglas en ingle´s: mixed integer linear programming). En el segundo y ma´s reciente
trabajo, los autores proponen un me´todo exacto basado en relajacio´n Lagrangiana
y una reformulacio´n de cobertura; este trabajo es relevante por aportar cotas duales
de calidad en un tiempo bastante competitivo respecto al me´todo propuesto por
O¨zsoy y Pınar [69]. Hasta donde se conoce en la literatura, el me´todo heur´ıstico ma´s
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significativo para el CpCP se debe a Scaparra, Pallottino y Scutella` [85]. En este
trabajo los autores desarrollan una heur´ıstica basada en una bu´squeda a gran escala
con un vecindario constitu´ıdo de intercambios mu´ltiples a trave´s de una grafo de
mejora, explotando los principios de la teor´ıa de optimizacio´n de flujos en redes.
Una de las aplicaciones de los problemas de localizacio´n son los del tipo di-
sen˜o territorial. Kalcsics, Nickel y Schro¨der [47] realizan una extensa revisio´n de la
literatura actual de esta a´rea. Una variante del a´rea es la del tipo disen˜o territorial
introducida por Vargas-Sua´rez, R´ıos-Mercado y Lo´pez [90]. Dentro de este contex-
to, entre los ma´s recientes trabajos que presentan una funcio´n objetivo similar a la
del CpCP se encuentra el de R´ıos-Mercado y Ferna´ndez [80], quienes proponen un
me´todo heur´ıstico de bu´squeda voraz aleatoria y adaptativa (GRASP, por sus siglas
en ingle´s: greedy randomized adaptive search procedure) con mecanismos de aprendi-
zaje reactivo para el disen˜o de territorios comerciales con mu´ltiples requerimientos.
Posteriormente Elizondo-Amaya, R´ıos-Mercado y Dı´az [23] proponen un esquema de
cotas duales para minimizar la dispersio´n de territorios que se encuentran sujetos
a varias restricciones de balance y capacidad, a trave´s de una bu´squeda binaria y
relajaciones Lagrangianas.
1.3 Motivacio´n y justificacio´n
Como se argumento´ en secciones anteriores, el CpCP ha sido escasamente abor-
dado desde la perspectiva pra´ctica. Hasta donde se conoce en la literatura se presen-
tan so´lo tres me´todos de solucio´n, de los cuales dos son me´todos exactos y el otro
es una heur´ıstica. No existen instancias de prueba espec´ıficas para este problema;
sin embargo, los trabajos existentes prueban la eficiencia de sus me´todos utilizando
tres conjuntos de instancias propuestos en diversos trabajos sobre localizacio´n, los
cuales son: Biblioteca-OR [11], Galva˜o-ReVelle [32] y Lorena-Senne [56]. En e´stos se
consideran instancias con caracter´ısticas de hasta 402 nodos y 40 instalaciones. Cabe
sen˜alar que Albareda-Sambola, Dı´az y Ferna´ndez [4] introducen en su experimenta-
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cio´n computacional al conjunto de instancias propuesto por Caselli y Righini [13],
originalmente propuestas para el problema de la p-mediana capacitada (CpMP, por
sus siglas en ingle´s: capacitated p-median problem). Alguna de estas instancias pre-
sentan la caracter´ıstica de que tienen un valor elevado para p respecto al nu´mero
de nodos. En secciones posteriores se describira´ la complejidad del problema y de
que´ manera el valor de p influye significativamente en el rendimiento de los me´todos
de solucio´n.
Pruebas preliminares durante el planteamiento de esta tesis reflejan que los
me´todos conocidos no logran reportar soluciones de calidad o factibles en un tiem-
po razonable para diversas instancias dentro del conjunto Caselli y Righini [13]. En
consecuencia el principal propo´sito y motivacio´n de esta tesis es el desarrollo de un
algoritmo de optimizacio´n robusto capaz de reportar soluciones factibles y de calidad
en un tiempo aceptable para todos los conjuntos de instancias conocidos, enfocado
principalmente hacia la perspectiva de me´todos heur´ısticos. Co´mo justificacio´n prin-
cipal y como fue mencionado con anterioridad, el u´nico me´todo heur´ıstico conocido
en la literatura se debe a Scaparra, Pallottino y Scutella` [85], el cual no logra re-
portar soluciones factibles para un gran de nu´mero de instancias. Otra motivacio´n
importante se encuentra en el hecho de que en la pra´ctica es posible formular ins-
tancias con las caracter´ısticas antes mencionadas, por lo que es necesario enriquecer
la literatura existente con me´todos de solucio´n alternativos que logren aportar una
solucio´n factible y de utilidad en la pra´ctica.
1.4 Objetivos
Este trabajo propone derivar una metodolog´ıa de solucio´n aproximada para el
CpCP. La naturaleza combinatoria del problema exige definir estrategias que impli-
quen el uso de algoritmos heur´ısticos robustos que proporcionen soluciones de buena
calidad en un tiempo razonable. De manera exploratoria se planea abordar la solu-
cio´n por me´todos exactos que en la actualidad son estado del arte para problemas de
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programacio´n entera como el me´todo de ramificacio´n y generacio´n de columnas con
planos cortantes (BP&C, por sus siglas en ingle´s: branch-price & cut). A continuacio´n
se definen los objetivos espec´ıficos:
Desarrollar un me´todo de aproximacio´n robusto basado en metaheur´ısticas,
de tal manera que se logren soluciones factibles y de calidad en un tiempo
aceptable para todos los conjuntos de instancias de prueba conocidos.
Realizar un ana´lisis algor´ıtmico con la finalidad de establecer el orden de ope-
raciones requerido por el me´todo desarrollado.
Evaluar el desempen˜o del me´todo desarrollado y cada uno de sus componentes
con base en un disen˜o experimental adecuado as´ı como captar los para´metros
que nos ayuden a obtener soluciones de mejor calidad. Esta evaluacio´n emp´ırica
se respalda con su correspondiente ana´lisis estad´ıstico.
Realizar una comparativa entre todos los me´todos encontrados en la literatura
para este problema, realizando un ana´lisis asinto´tico basado en calidad de la
solucio´n y recursos computacionales.
Realizar investigacio´n preliminar sobre el me´todo de solucio´n exacta BP&C
que incluya la derivacio´n de un me´todo de solucio´n, su implementacio´n compu-
tacional basado en el sistema de librer´ıas COIN-OR y una evaluacio´n emp´ırica
preliminar.
1.5 Hipo´tesis
Hipo´tesis 1 El desarrollo de un me´todo de aproximacio´n robusto basado en me-
taheur´ısticas puede proporcionar soluciones factibles y de calidad en un tiempo acep-
table para los diversos conjuntos de instancias de prueba disponibles para CpCP
respecto al u´nico me´todo de solucio´n heur´ıstico propuesto.
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Hipo´tesis 2 El desarrollo de un me´todo exacto basado en BP&C puede propor-
cionar soluciones factibles y en menor tiempo para todos los diversos conjuntos de
instancias de prueba disponibles para el CpCP respecto a los me´todos de solucio´n
exactos propuestos.
1.6 Estructura de la tesis
La estructura del presente trabajo esta´ dada de la manera siguiente. En el
Cap´ıtulo 2 se discuten los modelos de optimizacio´n del problema, abordando la
versio´n como un programa entero mixto lineal y su correspondiente modelo de op-
timizacio´n combinatoria, adema´s de definir supuestos, notaciones y la complejidad
computacional. El Cap´ıtulo 3 describe a detalle el me´todo de solucio´n heur´ıstico
propuesto, as´ı como un ana´lisis algor´ıtmico de cada uno sus componentes. En el
Cap´ıtulo 4 se definen las bases y detalles de implementacio´n de un me´todo exac-
to basado en BP&C. En el Cap´ıtulo 5 se describen las instancias de prueba y se
muestra los resultados emp´ıricos. En e´stos se presentan el ajuste de para´metros, una
completa comparacio´n entre los me´todos existentes, un ana´lisis de los componen-
tes que conforman la heur´ıstica y la experimentacio´n del me´todo exacto propuesto.
En el Cap´ıtulo 6 se presentan las conclusiones y aportaciones. Finalmente en los
Ape´ndices A y B se describen las bases teo´ricas y notaciones relacionadas con esta
tesis.
Cap´ıtulo 2
Formulacio´n del problema
En este cap´ıtulo se describe a mayor detalle la definicio´n del problema y las
formulaciones existentes para el CpCP, adema´s se definen los supuestos generales
as´ı como la nomenclatura que se utilizara´ en secciones subsecuentes. Se presentan las
formulaciones MILP y el modelo de optimizacio´n combinatoria. La razo´n por la cual
se muestran ambos tipos de modelos radica en que la formulacio´n y nomenclatura
combinatoria proporciona una mayor claridad cuando se trabaja con me´todos de
solucio´n heur´ısticos, en contraste con la formulacio´n MILP que es de mayor utilidad
cuando se desea definir un me´todo de solucio´n exacto.
2.1 Definicio´n del problema
El problema CpCP es un muy conocido problema dentro de la teor´ıa de lo-
calizacio´n. El problema se define de la manera siguiente. Sea U = {u1, . . . , um} los
puntos potenciales para localizacio´n de las instalaciones y V = {v1, . . . , vn} el con-
junto de usuarios. La presente tesis asume el caso especial cuando el conjunto de
instalaciones potenciales coincide con el conjunto de demanda, es decir U = V . Para
cada nodo i, j 2 V se conocen la demanda wj y la capacidad de la ubicacio´n poten-
cial si; la distancia dij entre cada par de nodos i, j 2 V ; y el nu´mero de instalaciones
p. Se debe decidir do´nde ubicar las p instalaciones y co´mo asignar cada usuario a
cada una de ellas, buscando minimizar la ma´xima distancia de un usuario hacia su
instalacio´n asignada.
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Los modelos existentes para el CpCP toman en cuenta los siguientes requeri-
mientos y suposiciones:
El conjunto de nodos V representa a su vez los usuarios y los puntos potenciales
para la localizacio´n de instalaciones, por lo que se asume el caso especial cuando
U = V .
Se asume que el grafo es completo, es decir que existe una conexio´n entre
cualquier par de nodos i, j 2 V .
Todos los usuarios debera´n ser asignados estrictamente a so´lo una instalacio´n.
El total de la demanda de los usuarios asignados a un nodo i 2 V designado
como instalacio´n, no debera´ exceder la capacidad del nodo delimitada por si.
El nu´mero de instalaciones a ser aperturadas es un valor fijo, el cual es estric-
tamente igual a p.
2.2 Formulacio´n de programacio´n entera
A continuacio´n se presenta el modelo MILP abordado en la literatura acerca
del CpCP [85, 69, 4], el cual se deriva del cla´sico modelo del pCP, incluyendo una
ampliacio´n de restricciones de capacidad.
I´ndices y conjuntos
V = Conjunto de nodos, que representa instalaciones potenciales y usuarios,
n = Nu´mero de nodos,
i = Nodo de las instalaciones potenciales; i 2 V ,
j = Nodo de los usuarios; j 2 V .
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Para´metros
p = Nu´mero de instalaciones,
dij = Distancia entera entre i y j; i, j 2 V ,
si = Capacidad de la instalacio´n potencial i 2 V ,
wj = Demanda del usuario j 2 V .
Variables de decisio´n
xij =
8<: 1, Si el usuario j es asignado a la instalacio´n localizada en el nodo i;0, en otro caso.
yi =
8<: 1, Si la instalacio´n es localizada en el nodo i;0, en otro caso.
Modelo matema´tico
(CpCP) v = Minimizar z (2.1)
s. a.
X
i2V
dijxij  z j 2 V, (2.2)X
i2V
xij = 1 j 2 V, (2.3)X
j2V
wjxij  siyi i 2 V, (2.4)
X
i2V
yi = p, (2.5)
xij, yi 2 {0, 1} i 2 V, j 2 V. (2.6)
Las expresiones (2.1) y (2.2) representan la linealizacio´n de la funcio´n objetivo
original v = mı´n
i2V
ma´x
j2V
{dijxij}. La restricciones (2.2) aseguran que cada usuario es
asignado exactamente a una u´nica instalacio´n. Las restricciones (2.3) establecen para
cada instalacio´n, que la demanda total de los usuarios asignados a ella no excede
Formulacio´n del problema 11
su capacidad. La restriccio´n (2.5) establece que el nu´mero de instalaciones que se
habilitara´n es igual a p. Finalmente, las restricciones (2.6) indican la naturaleza de
las variables xij y yi. La funcio´n objetivo de minimax que caracteriza al CpCP, es
frecuentemente usada en modelos de localizacio´n donde es requerido minimizar los
efectos adversos en el peor de los casos para satisfacer la demanda de los usuarios.
2.3 Formulacio´n de optimizacio´n combinatoria
Se propone el siguiente modelo de optimizacio´n combinatoria, cuya nomencla-
tura sera´ de gran utilidad durante la definicio´n de los componentes del me´todo de
solucio´n heur´ıstico. Una p-particio´n de V es denotada por X = {X1, ..., Xp} con el
conjunto de ı´ndices de las particiones dado por K = {1, . . . , p}, donde Xk ⇢ V es
llamado un subconjunto de V . Cada Xk es formado por un subconjunto de nodos tal
que
S
k2K Xk = V y Xk \Xl = ? para todo k, l 2 K, k 6= l. El conjunto de centros
es denotado por P ⇢ V tal que P = {c(1), ..., c(k)} donde c(k) es el nodo activo
como instalacio´n para Xk, el cual es calculado, tomando en cuenta la capacidad, de
la manera siguiente
c(k) = arg mı´n
i2Xk
(
ma´x
j2Xk
(
dij :
X
j02Xk
wj0  si
))
. (2.7)
El problema entonces, puede ser representado por el siguiente modelo combinatorio
mı´n
X2⇧
ma´x
k2K
f(Xk), (2.8)
donde ⇧ es la coleccio´n de todas las p-particiones posibles de V . Para un subconjunto
Xk, su costo asociado, tambie´n llamado costo de cuello de botella esta´ dado por
la funcio´n f(Xk) = ma´xj2Xk{djc(k)}. Por convencio´n definimos que para un Xk
dado, si no hay un i 2 Xk tal que
P
j2Xk wj  si, entonces f(Xk) = 1, y por lo
tanto la configuracio´n o solucio´n definida en la p-particio´n es infactible. Finalmente
`(j) = k 2 K : j 2 Xk, denota el ı´ndice de la particio´n k 2 K que suministra al
nodo j.
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2.4 Complejidad del problema
Como se abordo´ en secciones anteriores, el CpCP resulta ser una variante di-
recta del pCP. Desafortunadamente, la presencia de las restricciones de capacidad
aumenta considerablemente la dificultad del problema, incluso aun ma´s que la ver-
sio´n sin capacidad, la cual se sabe es NP-duro [48]. En el Ape´ndice C se realiza la
demostracio´n de complejidad computacional del CpCP.
Una manera pra´ctica de demostrar la dificultad en la solucio´n de un problema
combinatorio es resolverlo a trave´s de un me´todo exacto cla´sico y de propo´sito general
tal como lo es el me´todo de ramificacio´n y acotamiento (B&B, por sus siglas en ingle´s:
branch and bound) realizando la implementacio´n computacional a trave´s de ILOG
CPLEX.
En el Ape´ndice D se realiza un ana´lisis de desempen˜o de B&B en su aplicacio´n
al CpCP. El objetivo principal de este ana´lisis fue conocer el alcance de B&B en
funcio´n del taman˜o de la instancia, evaluando adema´s la calidad de la solucio´n y
el tiempo y memoria empleado por el me´todo. Como resultado de la evaluacio´n
emp´ırica, se concluye que para instancias de hasta 100 nodos y 5 a 10 instalaciones a
ubicar es posible encontrar soluciones o´ptimas para el CpCP de una manera eficiente.
Sin embargo para instancias de mayor taman˜o no fue posible encontrar soluciones de
calidad (desviacio´n entre sus cotas) aceptables despue´s de satisfacer los criterios de
paro (3,600 segundos y 4 GB de memoria). Debido a que el taman˜o de las instancias
utilizadas en el presente trabajo tienen un taman˜o de hasta 3080 nodos y un nu´mero
de hasta 1000 instalaciones a ser ubicadas, B&B no representa una herramienta de
solucio´n viable para el problema.
Cap´ıtulo 3
Me´todo de solucio´n heur´ıstico
En este cap´ıtulo se define a detalle la estrategia de solucio´n propuesta para
el CpCP desde un enfoque heur´ıstico. Cada componente de la heur´ıstica es descri-
to, justificado e ilustrado algor´ıtmicamente. Se definen los criterios de evaluacio´n
en la calidad de la solucio´n y finalmente se realiza un ana´lisis de la complejidad
computacional del me´todo propuesto.
3.1 Descripcio´n de la metaheur´ıstica propuesta
En an˜os recientes, una importante tendencia en el campo de las metaheur´ısti-
cas ha sido la integracio´n de diferentes componentes que ha propiciado el desarrollo
de exitosos me´todos h´ıbridos que permiten explotar la estructura espec´ıfica del pro-
blema [35]. Una consecuencia de esto es que, en ocasiones, no resulta del todo claro
el nombre de la heur´ıstica, ya que esta´ integrada por componentes que provienen de
diferentes marcos. Con respecto al me´todo heur´ıstico, para el problema en estudio
se ha propuesto un me´todo que usa una bu´squeda local voraz iterada (IGLS, por
sus siglas en ingle´s: iterated greedy local search) como marco principal. En la fase de
construccio´n se implementa una estrategia basada en un me´todo voraz-adaptativo
con una seleccio´n probabil´ıstica, seguido de una fase de mejora compuesta por una
hibridacio´n de IGLS y un bu´squeda descendente por entornos variables (VND, por
sus siglas en ingle´s: variable neighborhood descent) con estructuras de vecindario de
intercambio e insercio´n.
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Los me´todos voraces-adaptativos con seleccio´n probabil´ıstica, son una variante
de los me´todos voraces convencionales. La idea es construir de forma iterativa una
solucio´n, pero usando una probabilidad de seleccio´n de los elementos que var´ıa con-
forme la bu´squeda avanza, es decir, es adaptativa al entorno. Entre los trabajos ma´s
significativos con este paradigma se encuentra Haouari y Chaouachi [43], quienes
proponen un me´todo para la solucio´n del problema de cobertura de conjuntos (SCP,
por sus siglas en ingle´s: the set covering problem). Recientemente, Amiri [5] propone
un me´todo de solucio´n para el problema en la asignacio´n de canales de radio en las
redes celulares.
IGLS es una te´cnica originalmente propuesta por Ruiz y Stu¨tzle [82, 83] que
resulta de una extensio´n de una bu´squeda local iterada (ILS por sus siglas en ingle´s:
iterated local search) [57]. IGLS aplica iteradamente una destruccio´n, reconstruccio´n
y bu´squeda local de una solucio´n dada, enfoca´ndose en el espacio de soluciones lo-
calmente o´ptimas. Con el fin de escapar de un o´ptimo local y explorar otras regiones
en el espacio de soluciones, IGLS aplica un proceso de perturbacio´n para generar
nuevos puntos de partida para la bu´squeda local, modificando la solucio´n actual. La
destruccio´n/construccio´n o perturbacio´n, consiste en remover algunos elementos de
la solucio´n actual bajo un criterio espec´ıfico, seguido por una reasignacio´n de estos
elementos a la solucio´n a trave´s de un me´todo voraz. Se pueden obtener mejores re-
sultados si durante la perturbacio´n se tienen en cuenta las propiedades del problema.
El u´ltimo paso consiste en decidir, basados en un criterio de mejora, si la solucio´n
obtenida despue´s de la bu´squeda local debera´ reemplazar la solucio´n incumbente.
IGLS itera hasta que el criterio de paro es satisfecho.
Una ventaja de IGLS es que permite diversificar y mejorar a lo largo de la
bu´squeda sin necesidad de emplear estructuras de memoria compleja, su simplici-
dad permite que sea aplicable a varios problemas de optimizacio´n combinatoria. Por
nombrar algunos, Ruiz y Stu¨tzle [82, 83], Fanjul-Peyro y Ruiz [25], Urlings, Ruiz y
Stu¨tzle [88] proporcionan resultados que son estado del arte para diferentes proble-
mas de secuenciacio´n.
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VND [41, 35] es un algoritmo iterativo de mejora, cuya idea general es similar
a una bu´squeda en entornos variables (VNS, por sus siglas en ingle´s: variable neigh-
borhood search) propuesta por Hansen y Mladenovic´ [40]. En VND, t vecindarios
son utilizados, los cuales son t´ıpicamente ordenados segu´n su taman˜o. El algoritmo
inicia con el primer vecindario y realiza iteradamente la etapa de mejora hasta que
el o´ptimo local es encontrado. Cuando no es encontrada una mejora para el h-e´simo
vecindario y h + 1  t, entonces VND continu´a la bu´squeda en el (h + 1)-e´simo
vecindario. Si una mejora en el objetivo es encontrada, la bu´squeda es reiniciada
en el primer vecindario. Se ha demostrado en la literatura que VND puede mejorar
considerablemente el rendimiento de los algoritmos iterativos de mejora, respecto a
la calidad de la solucio´n final y el tiempo requerido para encontrar soluciones de
buena calidad comparado con otros me´todos iterativos utilizados en vecindarios a
gran escala [40].
La idea de hibridacio´n de ILS con VND/VNS ha sido exitosamente usada an-
teriormente para otros problemas de optimizacio´n combinatoria. Ribeiro et al. [79]
implementan una variante para resolver un caso real de secuenciacio´n de automo´vi-
les. Subramanian et al. [87] usan una versio´n paralela para el problema de rutas
de veh´ıculos (VRP, por sus siglas en ingle´s: vehicle routing problem) con recolec-
cio´n y entrega simulta´nea; Martins et al. [62] proponen un me´todo para resolver
un problema de enrutamiento y asignacio´n de longitud de onda para redes o´pticas.
Otra ventaja interesante respecto a IGLS es que permite diversificar y mejorar la
solucio´n durante el trayecto de la bu´squeda sin necesidad de implementar complejas
estructuras de memoria.
El me´todo propuesto se muestra en el Algoritmo 1. Con los pasos 1–2 se obtiene
una solucio´n inicial. Dentro del ciclo principal (pasos 4–13), la bu´squeda local (pasos
6–7) se realiza mientras el criterio de paro no es satisfecho. Para discernir si una
solucio´n es mejor que otra, se utiliza un criterio efectivo de mejora propuesto por
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Scaparra, Pallottino y Scutella` [85] definido de la siguiente forma:
X 0 es mejor que X ,
8<: f(X 0) < f(X), of(X 0) = f(X),B(X 0) ✓ B(X),J (X 0) ⇢ J (X), (3.1)
donde B(X) denota el conjunto de particiones ((cuello de botella)) en X definido
como B(X) = {k 2 K : f(Xk) = f(X)} y J (X) contiene a los nodos de demanda
con una ma´xima distancia desde una instalacio´n activa en cada particio´n Xk, es
decir J (X) = {j 2 Xk : djc(k) = f(X), k 2 B(X)}. El criterio (3.1) es satisfecho si
decrece el valor de la funcio´n objetivo o reduce el nu´mero de particiones ((cuello de
botella)) mientras el valor de la funcio´n objetivo no sea empeorado y sin crear nuevas
particiones y nodos de demanda ((cuello de botella)). La solucio´n incumbente X se
actualiza si se encuentra una mejor solucio´n factible X 0 de acuerdo con el criterio
(3.1), en otro caso se realiza una agitacio´n de la solucio´n X 0 (paso 10). El me´todo se
detiene cuando se alcanza un nu´mero ma´ximo de iteraciones (denotado por rma´x).
Cada uno de los componentes se discute e ilustra algor´ıtmicamente en los apartados
siguientes.
Algoritmo 1 Procedimiento IGLS/VND
Require: V = {1, . . . , n}, p 2 N, ↵ 2 [0.0, 1.0] y rma´x 2 N
1: X 0  Construccion(V, p)
2: X 0  VND(X 0)
3: X  X 0
4: while rma´x > 0 do
5: X 0  Perturbacion(X 0,↵)
6: X 0  VND(X 0)
7: if X 0 es mejor que X then
8: X  X 0
9: else
10: X 0  Agitar(X 0)
11: end if
12: rma´x  rma´x   1
13: end while
14: return X
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3.1.1 Construccio´n
La fase de construccio´n consiste de dos etapas: (a) localizacio´n de instalaciones
o centros y (b) asignacio´n de usuarios. La primera etapa usa una estrategia basada
en me´todo voraz aleatorizado y adaptativo con una seleccio´n probabil´ıstica la cual
diversifica el conjunto de centros potenciales. En la segunda etapa, se utiliza un
me´todo voraz determinista con un criterio de distancia y capacidad para realizar la
asignacio´n de los usuarios.
Etapa a: Localizacio´n de centros
El objetivo de esta fase es seleccionar un conjunto adecuado de p centros o
nodos iniciales. La seleccio´n se realiza a trave´s de un proceso constructivo voraz
aleatorizado y adaptativo, tomando en cuenta el factor de distancia y la capacidad
de cada nodo j 2 V . Como se sabe, en un me´todo voraz es importante definir una
funcio´n de me´rito apropiada. En el caso de nuestro problema en particular, se incor-
pora una funcio´n voraz basada en la funcio´n propuesta por Dyer y Frizie [21] para el
pCP. La fase de localizacio´n inicia seleccionando el primer centro i⇤ aleatoriamente.
Entonces, iteradamente se selecciona el siguiente centro buscando un nodo cuya dis-
tancia respecto a los centros previamente seleccionados sea la mayor. La motivacio´n
de esto es tratar de obtener centros que este´n lo ma´s dispersos posibles, pero tambie´n
favoreciendo una seleccio´n de centros con una mayor capacidad, de tal manera que
durante la segunda fase sean asignados un mayor nu´mero de usuarios, reduciendo
la incidencia de una solucio´n inicial infactible. Esto es definido formalmente de la
manera siguiente. Sea P ⇢ V un conjunto parcial de centros seleccionados. Entonces,
para cada j 2 V \ P se calcula la siguiente funcio´n voraz
 (j) = sjdi⇤j. (3.2)
El siguiente nodo i⇤ es seleccionado usando un valor de probabilidad determinado
por la funcio´n (3.2) . La probabilidad normal, definida por ⇡(j), de seleccionar el
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nodo j 2 V puede ser computada como
⇡(j) =
 (j)P
j02V \P
 (j0)
. (3.3)
El uso de esta funcio´n para asignar una probabilidad de elegir el nodo j 2 V \ P
favorece a los candidatos con mejor evaluacio´n de la funcio´n (3.2). Adema´s, una
seleccio´n aleatoria con probabilidad ⇡(j) permite diversificar significativamente la
seleccio´n inicial del conjunto P . Una vez que el nodo seleccionado es an˜adido al
conjunto P , se calcula nuevamente la probabilidad de seleccio´n de los nodos j 2 V \P .
El proceso se repite iteradamente hasta que el conjunto P tiene p nodos, es decir
|P | = p.
Etapa b: Asignacio´n de usuarios
Una vez que los centros son establecidos en el conjunto P , la segunda etapa
consiste en asignar los usuarios a cada uno de los centros. Esta etapa es realizada
de manera voraz determinista. Pruebas preliminares mostraron que usando una es-
trategia voraz aleatorizada no se aporta una mejora sustancial en la calidad de la
solucio´n, por lo que una estrategia puramente voraz y determinista resulto ser ma´s
eficiente. Es claro que el conjunto de usuarios restantes por asignar esta´ dado por
V \ P . Para este fin, se define una funcio´n voraz que mide el costo de asignar un
usuario j al centro k localizado en c(k) de la manera siguiente
 (j, k) = ma´x
⇢
djc(k)
d¯
, r(k) + wj
 
, (3.4)
donde d¯ = ma´xi,j2V {dij}+ 1 es un factor de normalizacio´n y
r(k) = sc(k)  
X
j02Xk
wj0 , (3.5)
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es la capacidad residual para el centro k localizado en c(k). La motivacio´n de es-
ta funcio´n es la siguiente. Si la restriccio´n de capacidad es satisfecha, la funcio´n
(3.4) so´lo toma en cuenta el factor de la distancia, en otro caso la funcio´n retorna
un valor entero que penaliza la asignacio´n. Entonces cada nodo j es asignado al
centro que minimice el valor de la funcio´n (3.4), es decir Xk⇤  Xk⇤ [ {j} donde
k⇤ = argmı´nk2K  (j, k). Finalmente, una vez que la asignacio´n ha sido realizada,
los centros de la particio´n son actualizados usando la funcio´n (2.7). El Algoritmo 2
representa el me´todo de construccio´n.
Algoritmo 2 Procedimiento de construccio´n
Require: V = {1, . . . , n} y p 2 N
1: P  ?
2: Elegir i⇤ 2 V aleatoriamente
3: P  P [ {i⇤}
4: while |P | < p do
5: Actualizar  (j) y ⇡(j), j 2 V \ P , de acuerdo a (3.2) y (3.3)
6: Elegir i⇤ 2 V \ P aleatoriamente usando una probabilidad ⇡(j)
7: P  P [ {i⇤}
8: end while
9: Xk  {Pk}, k 2 K
10: for all j 2 V \ P do
11: k⇤  argmı´nk2K  (j, k)
12: Xk⇤  Xk⇤ [ {j}
13: Actualizar c(k⇤)
14: end for
15: return X
3.1.2 Bu´squeda local
Para la mejora de la solucio´n, la fase de bu´squeda local utiliza una VND dentro
de un marco de IGLS, la cual es realizada en los pasos 4–13 del Algoritmo 1. En
esta fase, la perturbacio´n consiste en desconectar y reasignar usuarios de su centro,
de acuerdo con la idea del IGLS, el cual se efectu´a en el paso 5. Despue´s se realiza el
me´todo de VND (paso 6), donde se usan dos diferentes estructuras de vecindarios.
Finalmente si la calidad de la solucio´n no es mejorada (paso 7) se usa un proceso
agresivo de destruccio´n/reconstruccio´n parcial de la solucio´n (paso 10). Cada uno
de los componentes de esta etapa se definen a continuacio´n.
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Procedimiento de perturbacio´n
Este me´todo toma una solucio´n como entrada y aplica los pasos de destruccio´n
y reconstruccio´n. El objetivo espec´ıfico de este procedimiento es reducir los elemen-
tos ((cuello de botella)) utilizando un criterio de desconexio´n de nodos para cada
particio´n. El me´todo es presentado en el Algoritmo 3.
Algoritmo 3 Procedimiento de perturbacio´n
Require: p-particio´n X y ↵ 2 [0.0, 1.0]
1: W  ?
2: for all k 2 K do
3: Actualizar ⇢(j), j 2 Xk \ {c(k)}
4: while |W |/|Xk|  1 < ↵ do
5: Elegir j 2 Xk \ {c(k)} aleatoriamente usando la probabilidad ⇢(j)
6: W  W [ {j}
7: end while
8: end for
9: Ordenar W de mayor a menor dj`(j), j 2W
10: X  X \W
11: for all j0 2W do
12: k⇤  argmı´nk2K  (j0, k)
13: Xk⇤  Xk⇤ [ {j0}
14: end for
15: Actualizar c(k), k 2 K
16: return X
En este caso, para una particio´n Xk, la fase de destruccio´n (paso 1–10) es
realizada desconectando el ↵% de nodos localizados enXk (pero excluyendo al centro
localizado en c(k)), con altos valores de la funcio´n de probabilidad definida por
⇢(j) =
djc(k)P
j02Xk\{c(k)}
dj0c(k)
. (3.6)
La eleccio´n de este criterio de seleccio´n es motivada por el hecho de que los nodos
lejanos de su centro son los que afectan en mayor grado a la funcio´n de dispersio´n,
es decir, alguno de los nodos desconectados pertenece al conjunto de nodos ((cuello
de botella)) J (X), expresado de otra forma J (X) ⇢ W . La fase de reconstruccio´n
reasigna cada nodo desconectado al centro que minimice la funcio´n (3.4), esto es
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Xk⇤  Xk⇤[{j} donde k⇤ = argmı´nk2K  (j, k). Una prioridad de asignacio´n es dada
a los nodos ((cuello de botella)), es decir, nodos cuya asignacio´n previa coincidio´ o se
aproximo´ al valor de la funcio´n objetivo, lo cual se hace ordenando el conjunto de
nodos desconectadosW (paso 9) de acuerdo a la distancia con el centro previamente
asignado. Finalmente, cuando la asignacio´n es realizada, los centros de la p-particio´n
son actualizados utilizando la funcio´n (2.7). Las fases de destruccio´n y reconstruccio´n
del me´todo de perturbacio´n son ilustradas en la Figura 3.1.
k
q
i
18
(a) Destruccio´n
k
q
i
12
(b) Reconstruccio´n
Figura 3.1: Fases de destruccio´n y reconstruccio´n del me´todo de perturbacio´n.
En este ejemplo, los nodos k y q representan los centros de las dos particiones.
El nodo i es un elemento ((cuello de botella)) o el nodo que genera el peor costo de
la solucio´n actual. En este caso, antes de la destruccio´n la funcio´n objetivo tiene un
costo f(X) = 18. En la fase de destruccio´n los nodos con l´ınea punteada representan
el conjunto de nodos a ser desconectado de su centro basados en una probabilidad
⇢(j). En la fase de reconstruccio´n, el nodo i tiene una mayor prioridad para la
reasignacio´n y cambia su localizacio´n de k a q, reduciendo el costo de la solucio´n
actual a doce.
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Es importante puntualizar que una mejora en el valor de la funcio´n objetivo
no necesariamente sucede durante la perturbacio´n. Esto es debido al hecho de que
algunos nodos podr´ıan empeorar el valor de objetivo de la solucio´n durante la fase
de reconstruccio´n, consecuencia de las restricciones de capacidad. Sin embargo esto
no es precisamente un mal efecto, por que esto permite diversificar la solucio´n actual
que posteriormente puede ser mejorada en la etapa del VND.
Como es usual en IGLS, los para´metros que intervienen en la fase de des-
truccio´n, en este caso ↵, juegan un importante papel en la calidad de la solucio´n
encontrada por el me´todo. Los valores apropiados del para´metro ↵ son ajustados
con un procedimiento emp´ırico y justificado de forma estad´ıstica para un nu´mero
considerable instancias en el Cap´ıtulo 5.
Bu´squeda Descendente por Entornos Variables
La implementacio´n de VND propuesta se muestra en el Algoritmo 4, la cual
emplea dos diferentes estructuras de vecindario denotadas por N1 y N2. Para cada
nodo i 2 J (X) se aplica el mejor movimiento del h-e´simo vecindario (paso 2). Para
cada uno de los vecindarios, el movimiento potencial toma en cuenta los factores de
distancia y capacidad.
Algoritmo 4 Procedimiento de bu´squeda descendente por entornos variables
Require: p-particio´n X
1: while h  2 do
2: X 0  X
3: X 0  Nh(i, X 0), i 2 J (X)
4: Actualizar en X 0 c(k), k 2 K
5: if X 0 es mejor que X then
6: X  X 0
7: h 1
8: else
9: h h+ 1
10: end if
11: end while
12: return X
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Por la naturaleza descendente de la funcio´n objetivo, tiene perfecto sentido
so´lo considerar un subconjunto de movimientos prometedores, no todo el vecindario,
es decir: so´lo considerar movimientos donde la distancia entre i y una potencial par-
ticio´n destino en c(k) es estrictamente menor que f(X) y que la capacidad no sea
excedida en ningu´n centro involucrado en el movimiento. Estas restricciones descar-
tan movimientos no factibles, reduciendo el taman˜o del vecindario a ser explorado, y
por lo tanto incrementando el rendimiento del proceso. Una estrategia de mejor mo-
vimiento encontrado (best improving) es adoptada a trave´s de la bu´squeda. Una vez
que ha sido aplicado el movimiento del h-e´simo vecindario, se actualizan los centros
de la p-particio´n X 0 (paso 4). Finalmente, se actualiza la solucio´n incumbente si se
satisface el criterio de mejora definido en (3.1). A continuacio´n se describe cada uno
de los vecindarios y los criterios de evaluacio´n.
N1) Reinsercio´n: Se consideran movimientos donde un nodo j 2 J (X) (actual-
mente asignado al centro de la particio´n Xk) es asignado a la particio´n Xq, tal
que k 6= q, es decir dada una p-particio´n X el movimiento es definido por
m1(i, q) = {X1, . . . , Xk \ {i}, . . . , Xq [ {i}, . . . , Xp}, (3.7)
el movimiento es va´lido si y so´lo si e´ste no excede la capacidad de la particio´n
destino q y la distancia entre i y c(q) es estrictamente menor a f(X), es decir
r(q)   wi, dic(q) < f(X). (3.8)
La evaluacio´n de cada movimiento se realiza usando una funcio´n  1(i, q) que
toma en cuenta un criterio de distancia, de la manera siguiente
 1(i, q) = dic(k)   dic(q), (3.9)
esta funcio´n obtiene altos valores cuando la distancia entre i y c(q) es menor que
la asignacio´n actual i a c(k). Entonces, se aplica la configuracio´n de movimiento
con la mejor evaluacio´n de esta funcio´n.
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N2) Intercambio: Se consideran movimientos donde un nodo i 2 J (X) (actual-
mente asignado al centro de la particio´n Xk) y j 2 Xq \ {c(q)}, con k 6= q son
intercambiados, es decir dada una p-particio´n X el movimiento es definido por
m2(i, j) = {X1, ..., Xq [ {j} \ {i}, ..., Xk [ {i} \ {j}, ..., Xp}, (3.10)
el movimiento es va´lido si y so´lo si no se excede la capacidad de las respectivas
particiones destino y la distancia entre i y c(q), j y c(k) es estrictamente menor
que f(X), es decir
r(k)  wi   wj, r(q)  wj   wi, djc(k) < f(X), dic(q) < f(X). (3.11)
La evaluacio´n de cada movimiento factible se realiza usando una funcio´n  2(i, q)
que toma en cuenta un criterio de distancia, de la manera siguiente
 2(i, j) = (dic(k)   dic(q)) + (djc(q)   djc(k)), (3.12)
esta funcio´n obtiene altos valores cuando la distancia entre i y c(q) es menor
que la asignacio´n actual i a c(k) y la distancia entre j y c(k) es menor que la
asignacio´n actual j a c(q). Entonces, se aplica la configuracio´n de movimiento
con la mejor evaluacio´n de esta funcio´n.
Los dos movimientos se ilustran en la Figura 3.2. La Figura 3.2(a) representa
el movimiento de insercio´n. En estos ejemplos se asume que la capacidad residual
de cada centro es r(k) = 26 y r(q) = 18, y la demanda de cada nodo es wi = 5 y
wj = 8, donde i indica el nodo ((cuello de botella)) y j es designado como el nodo ma´s
atractivo para movimiento. La Figura 3.2(a) representa el movimiento de insercio´n.
Aqu´ı, el nodo i cambia su localizacio´n desde k a q reduciendo el costo actual de la
solucio´n a doce. La Figura 3.2(b) representa el movimiento de intercambio, donde
los nodos i y j son intercambiados, reduciendo el costo de la solucio´n a doce.
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Figura 3.2: Ilustracio´n de las estructuras de vecindario en el me´todo VND.
Procedimiento de agitacio´n
Los me´todos de perturbacio´n y VND descritos anteriormente consideran mo-
vimientos donde los centros no tienden a cambiar de manera significativa, lo que
ocasiona que en algu´n punto del trayecto de la bu´squeda la estructura de la solucio´n
no sea modificada y se estanque en un o´ptimo local. El esfuerzo computacional de
cada evaluacio´n del movimiento es razonable.
Sin embargo, es posible forzar un mecanismo agresivo de destruccio´n/recons-
truccio´n que propiciar´ıa el cambio de la estructura parcial de la solucio´n. Esto se
logra a trave´s de un procedimiento definido como ((Agitar)) (shake en ingle´s) que
se ejecuta cuando se encuentra un o´ptimo local despue´s de aplicar iteradamente
las fases de perturbacio´n y VND. Por supuesto, este mecanismo requiere un esfuerzo
computacional mayor, pero, como se mostrara´ en la evaluacio´n computacional, apor-
ta significativamente en la reduccio´n del objetivo. El me´todo de agitar realiza una
eliminacio´n y reconstruccio´n total de varias particiones, lo cual diversifica en gran
medida el trayecto de la bu´squeda. El proceso, definido en el Algoritmo 5 funciona de
la siguiente manera. Dada una p-particio´nX y un nodo ((cuello de botella)) i 2 J (X),
Me´todo de solucio´n heur´ıstico 26
Algoritmo 5 Agitacio´n de la p-particio´n X
Require: p-particio´n X
1: q = dln(p+ 1)e
2: for all i 2 J (X) : k1 = `(i) do
3: W  {Xk1 , . . . , Xkq}
4: X  X \W
5: X 0  Construccion(W, q)
6: X  X [X 0
7: end for
8: return X
se define el conjunto W = {Xk1 , . . . , Xq}, de q particiones con {k1, . . . , kq} ⇢ K, que
corresponde a los ı´ndices de los q centros cercanos a i. Este es un conjunto ordenado,
es decir, c(k1) es el centro ma´s cercano a i. Es notable observar que k1 no necesaria-
mente es igual a `(i), es decir, es posible que el nodo i no se encuentra actualmente
asignado a su centro ma´s cercano. Para cada nodo i 2 J (X), tal que k1 = `(i), las q
particiones cercanas a i son destruidas, esto es cada nodo j 2 W es desconectado de
su centro actual. La razo´n de esto es que tiene ma´s sentido destruir a las particiones
donde los nodos de ((cuello de botella)) se asignan a su centro ma´s cercano, ya que
es ma´s probable que cambie realmente el valor de la funcio´n objetivo minmax. Con
la finalidad de mantener una relacio´n entre el nu´mero de centros destruido y p, se
ha fijado q = dln(p + 1)e. Entonces la eliminacio´n de las particiones de la solucio´n
actual es X  X \W . Ahora, usando el me´todo de construccio´n definido en 3.1.1,
se construye una nueva solucio´n parcial X 0 para reasignar los nodos con un nu´mero
de instalaciones requeridas q. Finalmente X  X [X 0 es la nueva solucio´n actual.
Es fa´cil notar que durante la reconstruccio´n se introducen mecanismos de alea-
toriedad, influenciados por la fase de construccio´n. El mecanismo de agitar la solucio´n
no garantiza la reduccio´n de nodos ((cuello de botella)) o una mejora en el valor de
la funcio´n objetivo, sin embargo, la destruccio´n agresiva diversifica parcialmente la
estructura de la solucio´n actual, seleccionando otro conjunto de centros potenciales
lo cual puede ser deseable para guiar el me´todo a otras regiones de la bu´squeda ma´s
prometedoras durante la fase de mejora a ser realizada posteriormente.
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Figura 3.3: Segmento de una solucio´n que es elegible para aplicar el me´todo de agitar.
La Figura 3.3 muestra un segmento de solucio´n que es elegible para aplicar
el me´todo de agitar. En este ejemplo, i es un nodo ((cuello de botella)) actualmente
asignado al centro k bajo un criterio de capacidad y distancia dado por la funcio´n
(3.4), el cual coincide con el criterio de distancia, es decir, k = `(i). Por lo tanto, bajo
el criterio previamente definido y con q = 3, la regio´n formada por las particiones
con centro en k, l y m es destruida. Entonces el segmento es reconstruido usando la
fase de construccio´n definida en el Algoritmo 2, logrando una nueva solucio´n.
3.2 Ana´lisis de la complejidad del algoritmo
Se realiza un ana´lisis algor´ıtmico de los principales componentes del me´todo
propuesto, bajo el supuesto del peor caso posible al cual se pueda enfrentar y en
consecuencia obteniendo una cota superior asinto´tica O(f(n)). El ana´lisis asinto´tico
pone de manifiesto como aumenta en el l´ımite el tiempo de ejecucio´n en funcio´n del
aumento del taman˜o de la entrada. Con el fin de facilitar la reduccio´n, establecemos
las siguientes variables dentro del ana´lisis. Sea n el nu´mero de nodos en el conjunto
V , p el nu´mero de instalaciones ubicar, t el nu´mero de iteraciones que realizar el
algoritmo, es decir rma´x y m = n  p = |V \ P |.
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Construccio´n: Se asume que p = 1; entonces, el nu´mero de operaciones reque-
ridos para calcular la probabilidad definida en (3.3) es de O(m), se concluye
que la complejidad algor´ıtmica de la etapa (a) es O(mp). En la siguiente etapa,
cada usuario es asignado a un centro que minimize la funcio´n  (j, k) defini-
da en (3.4) misma que tiene un orden de operaciones de O(np). Actualizar el
centro requiere O(n2) operaciones y por lo tanto la etapa (b) tiene una com-
plejidad de O(mn2). Dado que la complejidad de la etapa (b) es mayor que
(a), se concluye que la complejidad total del procedimiento de construccio´n
definido en el Algoritmo 2 es de O(mn2).
Perturbacio´n: Se asume que p = 1,↵ = 1.0. Durante la etapa de destruccio´n
es necesario calcular la probabilidad (definida en (3.6)) de desconexio´n para
cada nodo de una particio´n Xk, lo cual necesita un nu´mero de operaciones de
O(n). Se observa que el nu´mero de nodos a desconectar en este caso |W | = m,
por lo que se requiere O(mp) operaciones para realizar la inclusio´n de los ele-
mentos en W . En consecuencia la etapa de destruccio´n tiene una complejidad
de O(np). La siguiente etapa reasigna cada usuario desconectado a un centro
que minimize la funcio´n  (j, k) definida en (3.4) misma que tiene un orden
de operaciones de O(np), seguida de una actualizacio´n de los centro lo cual
necesita O(n2p) operaciones. La etapa de reconstruccio´n tiene un mayor costo
que la destruccio´n, se concluye entonces que la complejidad de la perturbacio´n
definido en el Algoritmo 3 es O(n2p).
VND: En este componente, la deduccio´n de la complejidad de forma anal´ıtica
no resulta sencilla. Se observa que el algoritmo es no determinista por no definir
un nu´mero fijo de pasos para concretar el procedimiento, dado que h puede
ser reiniciada a 1 cada vez que ocurre una mejora en el valor de la funcio´n
objetivo. Sin embargo es posible modelar la probabilidad de reinicio de h a
trave´s de un proceso estoca´stico basado en la demostracio´n realizada por Qu,
Xu y Kendall [72] para un algoritmo VND que resuelve un problema de ruteo
con restricciones de retraso.
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Demostracio´n: Probar la transicio´n de i a j en un a´rbol de expansio´n. Para
una red de v nodos hay vv 2 posibles a´rboles de expansio´n, por lo cual el total
de a´rboles de Steiner es tambie´n por vv 2. Entonces, se considera una cadena
de Ma´rkov [59] de vv 2 estados, donde cada estado corresponde a un a´rbol
de expansio´n. Se ordenan los estados en un orden descendente con respecto
al costo del a´rbol de Steiner seguido de reemplazar cada estado de la lista
ordenada con v copias de si mismo, lo cual da un total vv 1. En la cadena de
Ma´rkov, la arista de transicio´n de un estado i va solo hacia el estado siguiente
j de i. Se asume que cada posible transicio´n es igualmente probable. Entonces,
el problema de transicio´n de i a j es
pij =
1
i  1(1  j  i, P11 = 1). (3.13)
Sea qi el nu´mero de transiciones necesarias para ir del estado i a 1, el valor
esperado es E[qi] = log(i). Por lo tanto si el algoritmo inicia desde el estado con
mayor costo, es decir vv 1, el nu´mero esperado de transiciones O(log(vv 1)) =
O(v log(v)).
Por lo anterior, el nu´mero esperado de iteraciones de las estructuras de vecin-
dario es O(v log(v)). Aqu´ı se tienen dos vecindarios N1 y N2, con una comple-
jidad O(mp) y O(m2) respectivamente; despue´s de la seleccio´n de movimiento
se realiza una actualizacio´n de centros de la solucio´n modificada X 0 que nece-
sita O(n2p) operaciones, e´sta es la operacio´n con mayor costo dentro del ciclo.
Por lo tanto, la complejidad de Algoritmo 4 es
O(v log(v)n2p). (3.14)
Agitacio´n: Se asume que p = 1, entonces q = 1, por lo que la totalidad de
la solucio´n es destruida y reconstruida, la complejidad de este algoritmo esta
dominada por la complejidad del procedimiento de construccio´n el cual se
demostro´ ser de O(mn2), en conclusio´n la complejidad del procedimiento de
agitacio´n definido en el Algoritmo 5 es tambie´n O(mn2).
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Finalmente, la complejidad del procedimiento principal IGLS/VND definido
en el Algoritmo 1 esta´ dominada por ciclo de la bu´squeda local (pasos 4–11) con t
nu´mero de iteraciones. Dentro del ciclo, el componente con mayor complejidad es
la perturbacio´n con O(n2p), por lo tanto se concluye que la complejidad total del
procedimiento propuesto es
O(tn2p). (3.15)
Cap´ıtulo 4
Me´todo de solucio´n exacto
En esta seccio´n se define la implementacio´n computacional de un me´todo de ra-
mificacio´n y generacio´n de columnas con planos cortantes para el CpCP. Los aspectos
teo´ricos, notacio´n y me´todos sobre descomposicio´n son descritos en el Ape´ndice D.
El marco del me´todo de ramificacio´n y generacio´n de columnas (B&P, por sus siglas
en ingle´s, branch-and-price) ha sido ampliamente utilizado en an˜os recientes para la
solucio´n de problemas de optimizacio´n combinatoria, Desrosiers y Lu¨bbecke [17, 18]
realizan una amplia revisio´n de la literatura de este me´todo.
La integracio´n de B&P con el me´todo de planos cortantes es denominada como
ramificacio´n y generacio´n de columnas con planos cortantes (BP&C, por sus siglas
en ingle´s: branch-price-and-cut). Este me´todo ha sido estudiado por diversos autores:
Savelsbergh [84], Barnhart et al. [8], Barnhart, Hane y Vance [7], Vanderbeck [89]
y ma´s recientemente Poggi de Araga˜o y Uchoa [16], Desrosiers y Lu¨bbecke [18] y
Gamrath [33]. La Seccio´n B.2.4 define los principios y funcionamiento del me´todo.
En particular, en el a´rea de localizacio´n, entre los trabajos con mayor relevancia
aplicando esta te´cnica encontramos el de Dı´az y Fernandez [20] para el problema
capacitado de localizacio´n de instalaciones con fuente u´nica (SSCPLP, por sus siglas
en ingle´s: single source capacitated plant location problem); Senne et al. [86], quienes
definen un algoritmo para el pMP; Ceselli y Righini [13], quienes proponen el me´todo
para el CpMP y ma´s recientemente Klose y Go¨rtz [51], desarrollan un modelo de
solucio´n para el problema de localizacio´n de instalaciones capacitado (CFLP, por
sus siglas en ingle´s: capacitated facility location problem).
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Para esta implementacio´n se ha usado el marco de trabajo para me´todos de
descomposicio´n DIP [31] (por sus siglas en ingle´s: decomposition in integer program-
ming) con una interfaz en Python llamada Dippy creada por O’Sullivan et al. [68]
y que actualmente se encuentra ya integrada al marco de COIN-OR (por sus siglas
en ingle´s: Computational Infrastructure for Operations Research). Dippy provee una
poderosas interfaz que invocan a las funciones de DIP, pero sin sacrificar usabilidad
y flexibilidad. La esencia del software DIP es explicada con mayor claridad en la
Seccio´n B.3.
4.1 Me´todo de solucio´n propuesto
El me´todo propuesto asume la existencia de cotas de buena calidad para el
CpCP, con la finalidad de reducir el nu´mero de variables del modelo y propiciar
una solucio´n eficiente por parte de DIP. Se calculan las cotas usando la primera
fase del me´todo de Albareda-Sambola, Dı´az y Ferna´ndez [4]. Entonces, dada una
cota inferior (LB) y superior (UB), fijamos primeramente el dominio de la variable
de linealizacio´n z como LB  z  UB, tal que LB,UB 2 N y las variables de
decisio´n xij = 0 si la distancia dij > UB de tal manera que eliminamos asignaciones
infactibles; por nomenclatura definimos a   = UB entonces el modelo matema´tico
que incluye estas restricciones es el siguiente
(CpCP) v( ) = Minimizar z (4.1)
s. a.
X
i2V :dij 
dijxij  z j 2 V, (4.2)
X
i2V :dij 
xij = 1 j 2 V, (4.3)
X
j2V :dij 
wjxij  siyi i 2 V, (4.4)
X
i2V
yi = p, (4.5)
xij, yi 2 {0, 1} i 2 V, j 2 V. (4.6)
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En DIP, una vez que el modelo ha sido descrito, se tiene la opcio´n de definir
o anular los diferentes componentes que afectara´n el procesamiento del me´todo,
cualquier reformulacio´n requerida se mantiene y realiza internamente y se interactu´a
so´lo con la formulacio´n original, adema´s se proporciona una interfaz a trave´s de
librer´ıas para la definicio´n de los componentes espec´ıficos que se personalizan basado
en la caracter´ısticas del problema. DIP integra cada uno de estos componentes en
un marco gene´rico por lo cual se facilita la implementacio´n y disen˜o de un me´todo
al enfocar el esfuerzo so´lo en la definicio´n de los mecanismo esenciales. En este
caso se definen los componentes de ramificacio´n, generacio´n de cortes, generacio´n de
columnas y columnas iniciales, que son descritos a continuacio´n.
4.1.1 Ramificacio´n
Se definen dos estrategias de ramificacio´n accediendo a las variables de la formu-
lacio´n original. La primera estrategia es comu´n de encontrar en las implementaciones
de algoritmos h´ıbridos sobre B&B, en este caso la estrategia es similar a una de las
usadas por Savelsbergh [84] para su B&P de un problema de as´ıgnacio´n generalizada
(GAP, por sus siglas en ingle´s: generalized assignment problem), la cual se basa en el
valor fraccionario de las variables de decisio´n. Sea xˆij /2 Z la variable de decisio´n con
el mayor valor fraccionario, donde xˆ 2 Rn es la solucio´n LP de la relajacio´n lineal,
entonces la siguiente restriccio´n de ramificacio´n es agregada
xij  bxˆijc, xij   dxˆije (4.7)
La segunda estrategia utiliza las variables de localizacio´n y de manera similar. Fijar
estas variables tienen un mayor efecto que fijar variables x, cuando una variable
de localizacio´n y es fijada a 0, varias asignaciones pueden ser tambie´n fijadas a 0.
Por lo tanto, resulta ma´s efectivo fijar las variables y durante las primeras fases de
exploracio´n en el a´rbol de bu´squeda. Sea yˆi /2 Z la variable de localizacio´n con el
mayor fraccionario, donde yˆ 2 Rn es la solucio´n LP de la relajacio´n lineal, entonces
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la siguiente restriccio´n de ramificacio´n es agregada
yi  byˆic, yi   dyˆie (4.8)
Estas dos estrategias se combinan para formar un marco de ramificacio´n. Si
la segunda estrategia no logra formular una restriccio´n de ramificacio´n, es decir que
no se encontro´ al menos un variable de localizacio´n yˆ con costo fraccionario o que
toda variable yˆi 2 Z, entonces la primer estrategia basada en las variables xˆij es
aplicada. La naturaleza de la funcio´n objetivo minimax, y por lo tanto la asimetr´ıa
del modelo, imposibilita la implementacio´n de una estrategia de ramificacio´n con
mayor eficiencia que reduzca sustancialmente el a´rbol y espacio de soluciones del
problema.
4.1.2 Generacio´n de cortes
En este componente se define el procedimiento para la generacio´n de desigual-
dades va´lidas del modelo. DIP tiene una gran variedad de generadores comunes de
desigualdades va´lidas integradas de forma gene´rica proporcionadas por COIN/CGL
(por sus siglas en ingle´s: cut generator library). Sin embargo en ocasiones es preferible
definir un me´todo que explote las caracter´ısticas del problema y genere desigualdades
va´lidas que mejoren el rendimiento.
Marchand y Wolsey [58], realizan un compendio de varios tipos de desigualda-
des efectivas para problemas ILP. Uno de estas son las desigualdades de peso que
toman en cuenta las restricciones de capacidad del problema. Este estrategia fue
implementada por Martin y Weismantel [61] para el problema de la mochila con
diferentes caracter´ısticas (KP, por sus siglas en ingle´s: knapsack problem) y ma´s re-
cientemente O’Sullivan et al. [68], quienes las utilizan en la generacio´n de cortes de
un BP&C para un problema de localizacio´n de instalaciones capacitado (CFLP, por
sus siglas en ingle´s: capacitated facility location problem).
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Para cada instalacio´n potencial i 2 V , se tiene un subconjunto Si ✓ {1, ..., n}
formado de una manera voraz a partir de la mejor asignacio´n encontrada dependien-
do de los valores fraccionarios de las variables de decisio´n xij, donde x 2 Rn, tal
que
P
j2Si wjxij  si; en este caso la inclusio´n de un nodo j a Si es limitada por
la restriccio´n de la cota superior  , es decir dij <  . Adema´s se tiene un vector µi
definido por
µi = si  
X
j2Si
wjxij. (4.9)
El Algoritmo 6 define la creacio´n del conjunto Si y el vector µi.
Algoritmo 6 Creacio´n del conjunto Si y vector µi
Require: i 2 V = {1, . . . , n},   2 N
1: µi = si, i 2 V
2: repeat
3: Q (i, j) 2 V ⇥ V : j /2 Si, wj  µi, dij <  
4: if Q 6= ? then
5: (ˆi, jˆ) argma´x(i,j)2Q xij
6: µiˆ   wjˆ
7: Siˆ  Siˆ [ {jˆ}
8: end if
9: until Q = ?
10: return Si
Se genera la siguiente desigualdad va´lida para el problema, la cual es agregada al
problema maestro restringido.
X
j2Si
wjxij +
X
j2V :j /2Si,dij< 
(wj   µi)+xij  si   µi. (4.10)
4.1.3 Generacio´n de columnas
En este apartado se definira´n los elementos para la generacio´n de columnas.
Con este me´todo se describe un algoritmo para la resolucio´n de cada uno de los
subproblemas. Primeramente es necesario redefinir el modelo CpCP en te´rminos de
descomposicio´n de Dantzig-Wolfe, que denota el problema maestro (PM). DIP so´lo
interactu´a con la formulacio´n original, pero es necesario realizar esta reformulacio´n
para definir el problema de precio.
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Problema maestro
Sea Ki = {1, . . . , k} el conjunto de ı´ndices de todas las asignaciones factibles
para la instalacio´n i dado por Ai = {X i1, ..., X ik}. Sea X ik = {ai1k, ..., aink} un patro´n
de asignacio´n factible so´lo si
P
j2V wja
i
jk  si y dijaijk   , donde
aijk =
8<: 1, si el usuario j esta´ asignado a la instalacio´n i en el k-e´simo patro´n de i,0, otro caso;
adema´s se define la variable de decisio´n
yik =
8<: 1, Si la k-e´sima asignacio´n factible es seleccionada para la instalacio´n i,0, otro caso;
entonces, el problema puede ser reformulado de la manera siguiente acorde a la
descomposicio´n de Dantzig-Wolfe.
(SCpCP) v( ) = Minimizar z (4.11)
s. a.
X
i2V
X
k2Ki
(dija
i
jk)y
i
k  z, j 2 V, (4.12)X
i2V
X
k2Ki
aijky
i
k = 1, j 2 V, (4.13)X
i2V
X
k2Ki
yik = p, (4.14)X
k2Ki
yik  1, i 2 V, (4.15)
yik 2 {0, 1} k 2 Ki, i 2 V. (4.16)
Cada columna del modelo corresponde a una asignacio´n factible que satisface
las restricciones de capacidad de una instalacio´n potencial. (4.11) y (4.12) repre-
sentan la linealizacio´n de la funcio´n objetivo original mı´n
i2V
ma´x
j2V
dijxij en te´rminos de
descomposicio´n. Las restricciones (4.13) garantizan que cada nodo es asignado a un
u´nico centro i. Las restricciones (4.14) indican que el total de asignaciones facti-
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bles es a lo ma´s p; las restricciones (4.15) aseguran que so´lo una solucio´n factible es
asociada al mismo centro i.
Cada Ki de conjuntos factibles, contiene un nu´mero exponencial de elemen-
tos. Debido a que PM no puede resolverse directamente por el nu´mero exponencial
de sus columnas, un problema maestro restringido (PMR) es definido. PMR tiene
un nu´mero relativamente menor de columnas, el cual puede ser resuelto a optimali-
dad. La bu´squeda de estas columnas se basa en que su costo reducido sea negativo,
producto de resolver un problema de precio. Cuando ya no existan columnas con
costo reducido negativo, la solucio´n o´ptima del PMR es tambie´n el o´ptimo del PM,
entonces este valor es una cota dual va´lida para usarse dentro del B&B.
Problema de precio
Este componente es una de las partes ma´s importantes dentro de un me´todo de
BP&C, pues permite delimitar el nu´mero de columnas que conformar el nuevo PMR.
Basados en el PM se realiza la formulacio´n del problema de precio (PP). Al modelo
SCpCP o problema maestro restringido se le aplica una relajacio´n Lagrangiana en
las restricciones (4.12), (4.13), (4.14) y (4.15); la funcio´n dual resultante se muestra
a continuacio´n:
LSCpCP(µ, , ⌘, ⇢) =
X
j2V
(zµj +  j) + ⌘p+
X
i2V
⇢i+ (4.17)
Min z  
X
i2V
X
k2Ki
"X
j2V
(dijuj    j)aijk   (⌘   ⇢i)
#
yik,
donde µ 2 Rn+,  2 Rn, ⌘ 2 R y ⇢ 2 Rn+ son los vectores de las variables dua-
les no negativos correspondientes a las restricciones (4.12), (4.13), (4.14) y (4.15)
respectivamente. Entonces, el costo reducido de una columna k 2 Ki es
r(µ, , ⌘, ⇢) = z  
X
j2V
(dijuj    j)aijk   ⌘ + ⇢i. (4.18)
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Localizar las columnas con el costo reducido negativo que formara en el nuevo PMR
implica resolver un PP por cada instalacio´n potencial i 2 V , esto se modela de la
manera siguiente
(PPi) u = Min z  
X
j2V
(dijuj    j)aijk   ⌘ + ⇢i (4.19)
s. a.
X
j2V
wja
i
jk  si, (4.20)
aijk 2 {0, 1}, j 2 V. (4.21)
Se observa, que dentro de esta formulacio´n se encuentra impl´ıcito un KP binario
para cada i 2 V , el cual se desagrega como
(KPi) w = Max
X
j2V
( j   dijuj)aijk (4.22)
s. a.
X
j2V
wja
i
jk  si, (4.23)
aijk 2 {0, 1}, j 2 V, (4.24)
por lo cual PPi puede ser redefenido de la forma siguiente
(PPi) u = Min z +KPi   ⌘ + ⇢i. (4.25)
Este es finalmente el problema de precio. La complejidad de KPi es NP-duro, pero
ya que no es necesario encontrar la columna con el costo reducido ma´s negativo,
me´todos de bu´squeda heur´ısticos pueden ser utilizados. Se conoce la existencia de
eficaces algoritmos pseudo-polinomiales e implementaciones para el KP binario; por
ejemplo, O’Sullivan et al. [68] implementan para este paso una solucio´n a trave´s de
programacio´n dina´mica logrando aumentar el rendimiento de su me´todo, el cual es
utilizado tambie´n en esta implementacio´n.
Me´todo de solucio´n exacto 39
Generacio´n de columnas iniciales
Una de las opciones de DIP permite generar gene´ricamente un conjunto de
columnas iniciales basadas en la formulacio´n original. Sin embargo, en ocasiones
es preferible personalizar este componente de tal manera que tome en cuenta las
caracter´ısticas del modelo para lograr una mayor calidad de las columnas iniciales
agregadas al PMR, propiciando una convergencia ma´s ra´pida del algoritmo. Para
esta implementacio´n se ha decidido generar un conjunto de columnas factibles para
cada i 2 V a trave´s de un sencillo me´todo voraz. El procedimiento es mostrado en
el Algoritmo 7.
Algoritmo 7 Generacio´n de columnas iniciales
Require: V = {1, . . . , n} y   2 N
1: X  ?
2: for all i 2 V do
3: U  V
4: while U 6= ? do
5: jˆ  argmı´nj02U{dij0 : dij0 <  }
6: if
P
j02Xi wj0 + wjˆ  si then
7: Xi  Xi [ {jˆ}
8: U  U \ {jˆ}
9: else
10: break
11: end if
12: end while
13: end for
14: return X
Para cada i se agregan nodos a una particio´n Xi, bajo el criterio de la menor
distancia respecto a i (paso 5), pero sin violar la cota superior  , la particio´n es
completada hasta que la capacidad del nodo i se ha agotado o el conjunto de nodos
candidatos es vac´ıo. Por las restricciones de capacidad y de distancia, el me´todo
siempre asegura la generacio´n de una columna o particio´n factible para el nodo i. El
me´todo finaliza cuando se ha completado una asignacio´n factible para cada nodo,
retornado una n-particio´n, que contiene el conjunto de columnas va´lidas que son
agregadas inicialmente al problema maestro restringido.
Cap´ıtulo 5
Estudio computacional
En este cap´ıtulo se reporta un estudio computacional que muestra el rendimien-
to de los me´todos propuestos para la solucio´n del CpCP, adema´s de una completa
comparacio´n frente a los me´todos encontrados en literatura. Se definen inicialmente
las condiciones experimentales a las que esta´ sujeto este estudio as´ı como el conjunto
y estructura de las instancias de prueba que se utilizan. Esta evaluacio´n emp´ırica se
respalda con su correspondiente ana´lisis estad´ıstico basado en un adecuado disen˜o
experimental [64].
5.1 Objetivos
Este estudio computacional tiene como propo´sito principal probar la eficiencia
de los me´todo para el vasto y diverso conjunto de instancias presente en la literatura
cuya estructura incluye los casos generales y extremos a los cuales cada algoritmo
puede ser sometido. Adema´s, otro de los objetivos generales es realizar una compara-
cio´n entre todos los me´todos encontrados en la literatura. A continuacio´n se definen
los objetivos espec´ıficos.
Captar mediante un estudio estad´ıstico, los para´metros del heur´ıstico que ayu-
den a obtener soluciones de mejor calidad; en este caso el para´metro a ajustar
es ↵.
Evaluar el desempen˜o del me´todo heur´ıstico desarrollado y cada uno de sus
componentes con base en un disen˜o experimental adecuado.
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Realizar una comparacio´n entre la heur´ıstica y todos los me´todos encontrados
en la literatura y argumentar los resultados.
Evaluar el desempen˜o del me´todo exacto desarrollado con base en un disen˜o
experimental adecuado.
5.2 Condiciones experimentales
El me´todo heur´ıstico propuesto ha sido codificado en C++, as´ı mismo la
heur´ıstica de Scaparra, Pallottino y Scutella` [85] (SPS). Los me´todos exactos de
O¨zsoy y Pınar [69] (OP) y Albareda-Sambola, Dı´az y Ferna´ndez [4] (ADF) se en-
cuentran codificados en ANSI C, en este caso ILOG CPLEX 12.5 es usado como
optimizador de MILP. El me´todo exacto propuesto ha sido codificado la interfaz en
Python para DIP. Se establece para todos los me´todos exactos un l´ımite de tiempo
de 1 hora y un uso de memoria de 4 GB como criterio para finalizar la ejecucio´n en
los conjuntos de instancias A, B, C, D-* y 6 horas y 4 GB para el conjunto E. Todos
los me´todos en ANSI C/C++ se han compilado usando gcc/g++ versio´n 4.4.5 bajo
Debian 6.0.8 GNU/Linux Kernel 2.6.32-5, 64 bits. Para cada uno de los experimentos
se utilizo´ un cluster AMD Opteron con 2.0 GHz (x16) con 32 GB en RAM.
5.2.1 Instancias de prueba
En los experimentos se usan cuatro diferentes conjuntos de instancias. Para
el CpCP no se han formulado instancias espec´ıficas de prueba en la literatura; sin
embargo se prueban y comparan todos los me´todos con instancias generadas para
otros problemas de localizacio´n y usadas previamente en trabajos de este problema.
A continuacio´n se define cada conjunto de instancias de prueba.
(A) Biblioteca-OR: Este conjunto de instancias, propuesto en [11] para el CpMP,
contienen dos grupos de 10 instancias con la misma capacidad de instalaciones,
el primero tiene 50 nodos de demanda y 5 instalaciones a ser ubicadas, el
segundo tiene 100 nodos de demanda y 10 instalaciones a ser ubicadas.
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(B) Galva˜o y ReVelle: Este conjunto de instancias fue generado por Scaparra, Pa-
llottino y Scutella` [85] espec´ıficamente para el CpCP basado en el conjunto de
instancias de Galva˜o and ReVelle para el problema de localizacio´n de ma´xi-
ma cobertura [32]. El conjunto contiene instancias con 100 y 150 usuarios y
5 a 15 centros, con capacidades de instalacio´n variables. El conjunto original
esta´ compuesto por 2 redes creadas aleatoriamente.
(C) Lorena y Senne: Este conjunto, propuesto en [56] para el CpMP, incluye 6
instancias cuyo rango de nodos es de 100 a 402 usuarios y de 10 a 40 centros
a ser ubicados.
(D) Ceselli y Righini: E´ste es un reciente conjunto de instancias an˜adido a la Li-
brer´ıa-OR propuesta en [13]. Este se considera como un conjunto dif´ıcil de
resolver para los problemas de localizacio´n capacitados como el CpMP y el
CpCP, lo cual puede estar influenciado significativamente por la relacio´n entre
n y p. Ese conjunto es compuesto por 4 subconjuntos denotados por ↵,  ,   y  ,
cada subconjunto consiste de 40 instancias, formadas a partir de un conjunto
inicial con las siguientes caracter´ısticas: 20 de ellas son grafos de 50 y 100 no-
dos y p = n10 ; las otras 20 instancias fueron generadas aleatoriamente con una
cardinalidad de 150 (15 centros) y 200 (20 centros), adema´s todas las capaci-
dades son fijadas en 120 unidades. Por consiguiente, las mismas 40 instancias
se configuraron con diferentes valores de p y si en cada diferente subconjunto:
↵ con p =
⌅
n
10
⇧
,   con p =
⌅
n
4
⇧
,   con p =
⌅
n
3
⇧
y   con p =
⌅
2n
5
⇧
. El total
de la capacidad fue definida para todos los subconjuntos por la configuracio´n
si =
l
12np
m
. Por lo tanto, se describen como cuatro conjuntos de datos diferen-
tes, es decir D-↵, D- , D- , y D- , cuya literal expresa la complejidad de cada
subconjunto de instancias, siendo D-↵ el conjunto fa´cil y D-  el complejo.
(E) Reinelt: E´ste conjunto fue generado por Lorena y Senne [56] espec´ıficamente
para el CpMP basado en el conjunto de instancias de la Biblioteca TSPLIB,
recopilada por Reinelt [77]. El conjunto contiene 5 instancias con 3038 usuarios
y de 600 a 1000 centros a ser ubicados con una misma capacidad por instancia,
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calculado por si =
lP
wj
p⇥0.8
m
. Este es considerado un conjunto a gran escala por
el nu´mero de nodos.
Los conjuntos de instancias de A, C, D-* y E no incluyen la matriz de distancias,
so´lo contemplan la ubicacio´n geogra´fica (x, y) de cada nodo en V , por lo que se
procede durante la lectura de la instancia a calcular la distancia eucl´ıdea entre cada
par de nodos usando la funcio´n (A.1).
5.3 Evaluacio´n del me´todo heur´ıstico
En esta seccio´n se reporta la evaluacio´n del me´todo heur´ıstico. Primeramente se
procede a realizar la calibracio´n de los para´metros del me´todo a trave´s de un ana´lisis
estad´ıstico y posteriormente se ejecuta una extensa experimentacio´n computacional
del me´todo propuesto, as´ı como de los me´todo exactos y heur´ısticos existentes. Fi-
nalmente se muestran, comparan y argumentan los resultados obtenidos, los cuales
sera´n determinante para aportar razonables conclusiones del me´todo.
Para definir el conjunto de criterios a evaluar, el presente estudio se ha basado
en las consideraciones presentadas por Barr et al. [9], que consiste en medir la calidad
de la solucio´n, esfuerzo computacional y robustez del me´todo. Se utilizan los me´todos
exactos de O¨zsoy y Pınar [69] y Albareda-Sambola, Dı´az y Ferna´ndez [4] para calcular
la solucio´n exacta o, en su defecto, una cota inferior cuando no sea posible alcanzar
optimalidad; lo anterior, con la finalidad de obtener una mejor estimacio´n de la
desviacio´n relativa de la solucio´n heur´ıstica respecto al o´ptimo.
5.3.1 Calibracio´n de para´metros
El propo´sito del primer experimento es afinar la heur´ıstica con respecto al
para´metro de destruccio´n ↵ para cada conjunto de instancias, lo cual se lleva a cabo
mediante un detallado ana´lisis estad´ıstico. Con el fin de facilitar esta tarea, se ha
procedido a desarrollar un script en el lenguaje R versio´n 3.0.2 [73]. La variable
de respuesta estudiada es el promedio respecto al porcentaje de desviacio´n relativa
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(DR) de la manera siguiente
DR =
f(X)  f lb
f lb
⇥ 100, (5.1)
donde f(X) es el resultado del valor de la funcio´n objetivo encontrado para cada
instancia en particular y f lb es su mejor cota inferior conocida. Esta cota fue obte-
nida aplicando ambos me´todos exactos [4, 69] y seleccionando el mejor valor para
la cota. En algunos casos este valor computado resulta ser el valor o´ptimo de la
solucio´n. El nu´mero de iteraciones de la heur´ıstica fue limitado a 100 para cada
valor de ↵ 2 {0.0, 0.1, ..., 1.0} para los conjuntos de instancias A, B, C, D-* y 50
para E, realizando 5 re´plicas para este experimento. Los resultados son separados
en 8 bloques de acuerdo al nu´mero de conjuntos de instancias con sus subconjun-
tos. Se estudia un so´lo factor ↵ para cada bloque compuesto por 5 re´plicas, donde
DR es la variable de respuesta. Primeramente los datos son analizados usando una
prueba no-parame´trica de Kruskal-Wallis [52] con un intervalo de confianza (IC) del
95% y se establece las siguientes hipo´tesis estad´ısticas: H0 : µ1 = µ2 = . . . = µn y
H1 : al menos un par de medias µi 6= µj, donde µi es la media de la i-e´sima re´plica
dentro del bloque k. Dicho de otra forma, la hipo´tesis nula H0 se expresa como:
Hipo´tesis nula 1 La media de las n re´plicas del k-e´simo bloque son todas iguales y
vienen de la misma distribucio´n, por lo tanto el para´metro ↵ no afectan la variable
de respuesta DR para el k-e´simo bloque.
La Tabla 5.1 muestra el resultado del estudio, donde la columna  2 expresa el
valor del estad´ıstico Chi cuadrado y k los grados de libertad. Para cada conjunto
de instancias se obtiene un valor del estad´ıstico p menor al error de 0.05; por lo
tanto se rechaza la hipo´tesis nula 1 y se concluye que ↵ tiene un efecto significativo
en la variable de respuesta para cada uno de los conjuntos. La Figura 5.1 muestra
tres gra´ficas en funcio´n de la desviacio´n porcentual para el conjunto de instancias A
(el resto de las gra´ficas se muestran en el Ape´ndice D). La primera es una sencilla
gra´fica de cajas basada en la relacio´n entre los niveles ↵ y DR. Aqu´ı se observa
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Tabla 5.1: Resultado de la prueba de Kruskal-Wallis, respecto al nivel definido por
↵ y la variable de respuesta DR.
Conjunto  2 k p
A 432.39 10 < 2.2⇥ 10 16
B 150.43 10 < 2.2⇥ 10 16
C 216.94 10 < 2.2⇥ 10 16
D-↵ 1007.80 10 < 2.2⇥ 10 16
D-  803.46 10 < 2.2⇥ 10 16
D-  691.62 10 < 2.2⇥ 10 16
D-  220.28 10 < 2.2⇥ 10 16
E 119.66 10 < 2.2⇥ 10 16
el efecto que tiene ↵ sobre la variable de respuesta. Si ↵ = 0.0, DR tiene valores
inferiores que los obtenidos en 0.1  ↵  0.9. Para el resto de las gra´ficas so´lo se
considera analizar el rango [0.1,0.8]. La segunda despliega una gra´fica de cajas de los
grupos con su IC para la media usando una prueba de Friedman [28]. Esta gra´fica
es interesante porque permite localizar visualmente los grupos con respecto a otros,
definiendo la significancia con color gris en la barra. Finalmente, la tercera es una
gra´fica de promedios con una prueba de Tukey con Diferencia Significativa Honesta
(HDS, por sus siglas en ingle´s:: honest significant di↵erence) [1] con un IC del 95%.
Esta gra´fica proporciona una visio´n exacta de en que´ nivel ↵ la media obtiene su
valor ma´s bajo respecto a la variable de respuesta.
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Figura 5.1: Ana´lisis estad´ıstico de la desviacio´n porcentual en el conjunto de instan-
cias A.
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Basados en esta u´ltima prueba, la Tabla 5.2 muestra el conjunto de valores de
↵ en los cuales se obtienen los valores ma´s bajos de la variable de respuesta. No´tese
co´mo en alguna de las gra´ficas los niveles alcanzan valores similares respecto a la
variable de respuesta, por lo tanto se ha seleccionado el menor valor de ↵ entre estas
similitudes con la finalidad de preservar el esfuerzo computacional.
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Figura 5.2: Ana´lisis estad´ıstico del tiempo en el conjunto de instancias A.
Cabe sen˜alar que cuando ↵ incrementa, tambie´n lo hace el nivel de destruccio´n
de la solucio´n y por lo tanto el esfuerzo computacional es mayor. La Figura 5.2
muestra las mismas gra´ficas de ana´lisis pero ahora en funcio´n del tiempo respecto
al nivel. Aqu´ı se observa como el tiempo de co´mputo se incrementa conforme ↵ es
mayor.
Tabla 5.2: Valores del para´metro ↵ para cada conjunto de instancias, donde se ob-
tienen los valores ma´s bajos para la variable de respuesta DR.
Conjunto ↵
A 0.7
B 0.6
C 0.7
D-↵ 0.6
D-  0.4
D-  0.5
D-  0.4
E 0.4
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5.3.2 Comparacio´n entre heur´ısticas
El principal propo´sito de este experimento es mostrar detalladamente una com-
paracio´n entre el me´todo heur´ıstico propuesto (QR) y la u´nica heur´ıstica existente
en la literatura desarrollada por Scaparra, Pallottino y Scutella` [85] (SPS). Para el
siguiente experimento se usan para cada conjunto de instancias los valores de ↵ pre-
sentados en la Tabla 5.2 y se ejecuta la heur´ıstica QR usando 1000 iteraciones como
l´ımite para los conjuntos de instancias A, B, C y D-*, y 200 iteraciones para E, con
30 re´plicas. Se ha decidido incluir los resultados obtenidos por los me´todos de O¨zsoy
y Pınar [69] (OP) y Albareda-Sambola, Dı´az y Ferna´ndez [4] (ADF), por la razo´n
de que se tiene el co´digo fuente de los tres me´todos existentes en la literatura y la
heur´ıstica propuesta, ejecutando todos ellos en las mismas condiciones experimenta-
les definidas en la Seccio´n 5.2 lo que permite una comparacio´n entre todos ellos en
te´rminos de esfuerzo computacional y calidad de la solucio´n.
Las Tablas 5.3–5.10 presentan los resultados de la comparacio´n entre los me´to-
dos para cada conjunto de instancias. En cada tabla, las dos primeras columnas
representan el taman˜o de la instancia medido por el nu´mero de nodos n y el nu´mero
de particiones p. ((Instancia)) es el nombre de la instancia del problema y ((O´ptimo))
indica el valor o´ptimo de la instancia o la mejor cota inferior conocida, denotada
por ((*)) junto al valor, cuando no fue posible encontrar el o´ptimo con ninguno de los
dos me´todos exactos. La seccio´n ((Tiempo (s))) muestra por cada me´todo el tiempo
en segundos y ((Desviacio´n (%))) expresa el porcentaje de desviacio´n relativa (DR)
respecto al valor o´ptimo o mejor cota inferior conocida. En el caso de los me´todos
exactos, DR representa la desviacio´n entre la mejor cota inferior y superior encontra-
das. Cabe sen˜alar que para el me´todo propuesto QR, se muestra el tiempo promedio
utilizado en las 30 repeticiones independientes. Adema´s ((QR1%)) y ((QR2%)) deno-
tan el promedio y el mejor valor DR, respectivamente, entre todas las repeticiones.
La Tabla 5.11 resume la comparacio´n entre los me´todos para todos los conjuntos de
instancias en te´rminos de su promedio de DR, tiempo de ejecucio´n y nu´mero de so-
luciones infactibles. Una solucio´n infactible, expresada por ((-)) es reportada si no fue
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encontrada una solucio´n factible despue´s de que el criterio de paro fuera satisfecho.
A continuacio´n se discuten los resultados de cada una de las tablas.
Respecto al conjunto de instancias A (Tabla 5.3), los me´todos exactos encuen-
tran la solucio´n eficientemente para el grupo instancias pequen˜as (taman˜o 50 ⇥ 5),
teniendo un mejor desempen˜o que cualquier heur´ıstica. Sin embargo, para el grupo
de mayor taman˜o (taman˜o 100⇥10), hay un par de instancias para las cuales es ma´s
dif´ıcil de resolver por los me´todos exactos. En este conjunto el rendimiento de las
heur´ısticas resulto´ ser ma´s robusto que los me´todos exactos en te´rminos de tiempo
computacional, ya que toma menos de 5.34 segundos en resolver cada una de las
instancias. En te´rminos de calidad de la solucio´n, la heur´ıstica propuesta encuentra
mejores soluciones en un tiempo menor que las reportadas por la heur´ıstica SPS.
Tabla 5.3: Comparacio´n de los me´todos en el conjunto de instancias A.
n p Instancia O´ptimo
Tiempo (s) Desviacio´n (%)
ADF OP SPS QR ADF OP SPS QR1 QR2
50 5 cpmp01 29 0.09 1.68 0.71 0.22 0.00 0.00 0.00 0.00 0.00
cpmp02 33 0.93 3.53 0.97 0.20 0.00 0.00 0.00 0.00 0.00
cpmp03 26 0.16 1.51 0.91 0.22 0.00 0.00 7.69 0.00 0.00
cpmp04 32 0.81 2.60 1.01 0.21 0.00 0.00 0.00 0.00 0.00
cpmp05 29 1.66 3.11 1.11 0.23 0.00 0.00 0.00 0.19 0.00
cpmp06 31 2.75 3.82 1.06 0.22 0.00 0.00 3.23 3.07 0.00
cpmp07 30 1.05 2.34 1.23 0.23 0.00 0.00 0.00 0.80 0.00
cpmp08 31 0.88 2.89 1.09 0.24 0.00 0.00 0.00 1.29 0.00
cpmp09 28 2.12 3.70 1.29 0.23 0.00 0.00 0.00 3.25 0.00
cpmp10 32 3.42 4.63 2.50 0.23 0.00 0.00 9.38 12.81 0.00
Promedio 1.39 2.98 1.19 0.22 0.00 0.00 2.03 2.14 0.00
100 10 cpmp11 19 11.68 3.99 9.34 0.58 0.00 0.00 5.26 9.62 0.00
cpmp12 20 1.19 4.70 10.21 0.52 0.00 0.00 15.00 5.22 0.00
cpmp13 20 8.83 4.16 9.32 0.54 0.00 0.00 10.00 0.64 0.00
cpmp14 20 2.78 2.98 8.70 0.54 0.00 0.00 10.00 2.44 0.00
cpmp15 21 7.01 5.46 9.64 0.56 0.00 0.00 9.52 3.73 0.00
cpmp16 20 22.18 11.03 10.35 0.56 0.00 0.00 5.00 4.42 0.00
cpmp17 22 97.34 551.76 9.91 0.57 0.00 0.00 4.55 4.70 4.55
cpmp18 21 12.36 8.41 8.21 0.56 0.00 0.00 9.52 1.77 0.00
cpmp19 21 6.43 12.85 10.16 0.58 0.00 0.00 9.52 5.66 0.00
cpmp20 21 417.82 18.73 8.97 0.61 0.00 0.00 9.52 9.20 0.00
Promedio 58.76 62.41 9.48 0.56 0.00 0.00 8.79 4.74 0.46
Promedio Total 30.07 32.69 5.34 0.39 0.00 0.00 5.41 3.44 0.23
Analizando el conjunto de instancias B (Tabla 5.4) se observa que el me´todo
exacto toma considerablemente ma´s tiempo que ambas heur´ısticas para encontrar
una solucio´n factible. En te´rminos de la calidad en la solucio´n de las heur´ısticas, QR
obtiene ligeramente mejores soluciones (en promedio 5.78%) que la heur´ıstica SPS
(en promedio 6.70%).
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Tabla 5.4: Comparacio´n de los me´todos en el conjunto de instancias B.
n p Instancia O´ptimo
Tiempo (s) Desviacio´n (%)
ADF OP SPS QR ADF OP SPS QR1 QR2
100 5 G1 94 299.51 13.54 7.00 0.33 0.00 0.00 2.13 1.80 1.06
100 5 G2 94 100.38 16.60 7.09 0.33 0.00 0.00 2.13 1.83 0.00
100 10 G3 83 60.76 123.02 14.02 0.67 0.00 0.00 8.43 8.68 4.82
100 10 G4 84 81.22 42.57 15.21 0.74 0.00 0.00 7.14 8.47 5.95
150 10 G5 95 484.01 295.30 40.55 0.90 0.00 0.00 7.37 4.45 2.11
150 10 G6 96 190.53 215.18 36.85 0.88 0.00 0.00 7.29 4.23 2.08
150 15 G7 89 238.66 98.38 49.78 1.16 0.00 0.00 8.99 8.00 5.62
150 15 G8 89 300.10 416.93 47.88 1.07 0.00 0.00 10.11 8.77 5.62
Promedio Total 219.40 152.69 27.30 0.76 0.00 0.00 6.70 5.78 3.41
En el conjunto de instancias C (Tabla 5.5), se observa que el mejor me´todo
exacto toma en promedio cerca de 4 minutos, mientras que la heur´ıstica propuesta
toma menos de 3 segundos. Cuando comparamos QR con SPS, se puede observar
que QR es ma´s ra´pida y encuentra soluciones de mejor calidad significativamente.
Tabla 5.5: Comparacio´n de los me´todos en el conjunto de instancias C.
n p Instancia O´ptimo
Tiempo (s) Desviacio´n (%)
ADF OP SPS QR ADF OP SPS QR1 QR2
100 10 SJC1 364 235.20 333.99 14.59 0.54 0.00 0.00 26.67 25.52 5.28
200 15 SJC2 304 34.55 82.46 79.90 1.09 0.00 0.00 19.02 5.88 1.60
300 25 SJC3a 278 122.07 182.95 234.15 2.31 0.00 0.00 36.94 8.97 3.24
300 30 SJC3b 253 89.86 153.86 247.68 2.66 0.00 0.00 30.86 8.23 3.27
402 30 SJC4a 284 891.59 991.84 631.14 3.37 0.00 0.00 42.29 8.58 4.51
402 40 SJC4b 239 166.30 170.73 505.12 4.36 0.00 0.00 34.93 9.15 3.60
Promedio Total 256.60 319.31 285.43 2.39 0.00 0.00 31.79 11.06 3.58
Los resultados del conjunto de instancias D-* son presentados en las Tablas 5.6–
5.9. Como fue discutido en previas secciones, este conjunto es considerado complejo
de resolver debido al valor de p que tiene un efecto significativo en el rendimiento de
los me´todos. Cuando analizamos la clase D-↵ (Tabla 5.6) se observa que QR supera
a SPS en te´rminos de calidad de la solucio´n y en esfuerzo computacional. Respecto a
la clase D-  (Tabla 5.7), SPS muestra un nu´mero significativo de soluciones no fac-
tibles, mientras que QR ofrece soluciones factibles para todas las instancias. Acerca
de las clases D-  y D-  (Tablas 5.8–5.9) el nivel de infactibilidad de SPS se incre-
menta considerablemente, mientras que QR aporta soluciones factibles para todas
las instancias la clase D-  y so´lo obtiene dos soluciones infactibles en el conjunto
D- .
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Tabla 5.6: Comparacio´n de los me´todos en el conjunto de instancias D-↵.
n p Instancia O´ptimo
Tiempo (s) Desviacio´n (%)
ADF OP SPS QR ADF OP SPS QR1 QR2
50 5 01 29 0.09 1.61 0.70 0.22 0.00 0.00 0.00 0.00 0.00
02 33 0.88 3.53 0.98 0.20 0.00 0.00 0.00 0.00 0.00
03 26 0.15 1.50 0.90 0.22 0.00 0.00 7.69 0.00 0.00
04 32 0.82 2.56 1.01 0.21 0.00 0.00 0.00 0.00 0.00
05 29 2.01 3.34 1.11 0.23 0.00 0.00 0.00 1.04 0.00
06 31 2.72 3.68 1.05 0.22 0.00 0.00 3.23 3.18 0.00
07 30 1.04 2.45 1.22 0.23 0.00 0.00 0.00 0.93 0.00
08 31 0.85 2.85 1.08 0.24 0.00 0.00 0.00 2.49 0.00
09 28 2.20 3.11 1.30 0.23 0.00 0.00 0.00 3.50 0.00
10 32 3.27 4.69 2.51 0.22 0.00 0.00 9.38 12.75 0.00
Promedio 1.40 2.93 1.19 0.22 0.00 0.00 2.03 2.39 0.00
100 10 11 19 11.11 3.83 9.18 0.56 0.00 0.00 5.26 11.37 0.00
12 20 1.27 4.41 10.21 0.54 0.00 0.00 15.00 5.30 0.00
13 20 8.73 4.13 9.67 0.54 0.00 0.00 10.00 1.75 0.00
14 20 2.77 2.99 8.68 0.54 0.00 0.00 10.00 3.40 0.00
15 21 6.96 5.45 9.60 0.55 0.00 0.00 9.52 4.19 0.00
16 20 22.41 10.97 10.34 0.55 0.00 0.00 5.00 4.80 0.00
17 22 97.78 552.17 9.78 0.57 0.00 0.00 4.55 5.86 4.55
18 21 12.26 8.58 8.21 0.56 0.00 0.00 9.52 2.38 0.00
19 21 6.58 13.05 10.20 0.56 0.00 0.00 9.52 6.85 0.00
20 21 423.63 18.72 8.87 0.59 0.00 0.00 9.52 9.52 9.52
Promedio 59.35 62.43 9.48 0.56 0.00 0.00 8.79 5.54 1.41
150 15 21 16 23.46 5.48 27.48 0.98 0.00 0.00 25.00 11.25 6.25
22 17 116.45 1351.99 24.76 1.01 0.00 0.00 11.76 4.83 0.00
23 16 14.79 18.03 23.35 1.03 0.00 0.00 18.75 11.88 0.00
24 16 82.06 28.03 29.18 1.01 0.00 0.00 25.00 12.63 6.25
25 16 1.17 8.75 22.99 0.95 0.00 0.00 12.50 0.00 0.00
26 16 11.34 28.41 28.48 0.97 0.00 0.00 12.50 8.88 6.25
27 18 1363.65 82.05 27.22 1.08 0.00 0.00 11.11 10.28 5.56
28 17 15.84 9.78 28.06 0.96 0.00 0.00 5.88 0.00 0.00
29 15 12.65 4.22 25.69 0.94 0.00 0.00 20.00 13.06 6.67
30 15 9.73 7.41 28.87 0.96 0.00 0.00 20.00 6.80 6.67
Promedio 165.12 154.41 26.61 0.99 0.00 0.00 16.25 7.96 3.77
200 20 31 14 21.69 7.15 52.55 1.50 0.00 0.00 21.43 5.57 0.00
32 14 3600.00 1670.61 86.42 1.80 23.08 0.00 28.57 27.94 14.29
33 14 30.85 17.82 57.16 1.43 0.00 0.00 28.57 11.07 7.14
34 15 1134.60 88.45 60.03 1.70 0.00 0.00 26.67 12.81 6.67
35 14 84.64 52.33 66.88 1.58 0.00 0.00 14.29 10.91 7.14
36 14 30.71 23.50 57.54 1.53 0.00 0.00 14.29 10.00 7.14
37 14 26.43 5.14 65.99 1.55 0.00 0.00 28.57 7.00 0.00
38 14 743.73 245.75 66.66 1.63 0.00 0.00 28.57 18.18 7.14
39 13 74.08 140.99 56.29 1.48 0.00 0.00 23.08 12.77 7.69
40 15 512.57 123.18 66.56 1.57 0.00 0.00 20.00 6.54 0.00
Promedio 625.93 237.49 63.61 1.58 2.31 0.00 23.40 12.28 5.72
Promedio Total 212.95 114.32 25.22 0.84 0.58 0.00 12.62 7.04 2.72
Por u´ltimo, los resultados de conjuntos de datos E se muestran en la Tabla
5.10. Aqu´ı se observa que los me´todos exactos no logran alcanzar optimalidad para
ninguna instancia durante las 6 horas de ejecucio´n. En este sentido, el ADF propor-
ciona la mejor cota inferior (f lb) para todos los casos, en contraste con OP que no
reporta ninguna cota inferior va´lida. En cuanto a la calidad de la solucio´n heur´ısti-
ca, el me´todo propuesto obtiene mejores soluciones que la heur´ıstica de SPS en un
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Tabla 5.7: Comparacio´n de los me´todos en el conjunto de instancias D- .
n p Instancia O´ptimo
Tiempo (s) Desviacio´n (%)
ADF OP SPS QR ADF OP SPS QR1 QR2
50 12 01 19 1.53 4.85 1.18 0.43 0.00 0.00 0.00 5.16 0.00
02 20 2.06 5.49 2.19 0.42 0.00 0.00 10.00 13.70 10.00
03 20 2.90 5.20 1.96 0.47 0.00 0.00 10.00 11.40 5.00
04 24 3.22 6.25 2.51 0.49 0.00 0.00 8.33 20.75 16.67
05 21 54.74 7.66 3.28 0.45 0.00 0.00 9.52 21.48 14.29
06 22 11.60 5.71 3.73 0.41 0.00 0.00 4.55 16.00 0.00
07 20 4.38 3.00 4.99 0.41 0.00 0.00 0.00 10.39 0.00
08 23 4.94 5.28 3.78 0.39 0.00 0.00 4.35 4.35 4.35
09 19 9.55 4.51 0.45 0.35 0.00 0.00 - 22.74 21.05
10 23 1.70 7.35 0.15 0.32 0.00 0.00 - 21.43 4.35
Promedio 9.66 5.53 2.42 0.42 0.00 0.00 5.84 14.74 7.57
100 25 11 14 244.17 433.85 8.72 1.48 0.00 0.00 0.00 14.57 0.00
12 13 4.18 5.81 9.67 1.40 0.00 0.00 15.38 11.28 7.69
13 13 2045.22 115.48 9.13 1.51 0.00 0.00 23.08 19.96 0.00
14 14 3600.00 25.21 10.12 1.50 25.00 0.00 7.14 7.26 7.14
15 14 7.46 10.16 10.07 1.54 0.00 0.00 21.43 20.80 14.29
16 14 44.50 10.92 11.56 1.44 0.00 0.00 7.14 12.72 7.14
17 14 115.64 11.90 12.55 1.45 0.00 0.00 21.43 26.98 21.43
18 14 15.74 7.83 10.68 1.42 0.00 0.00 14.29 22.29 0.00
19 13 79.23 12.34 14.01 1.30 0.00 0.00 30.77 38.37 30.77
20 *13 3600.00 3600.02 0.58 1.10 90.00 7.69 - 81.80 38.46
Promedio 975.61 423.35 9.71 1.41 11.50 0.77 15.63 25.60 12.69
150 37 21 11 428.62 13.45 36.69 2.92 0.00 0.00 27.27 27.07 18.18
22 11 220.74 21.29 26.91 2.68 0.00 0.00 18.18 34.95 18.18
23 *11 3600.00 3600.00 28.26 2.64 30.00 10.00 27.27 45.86 27.27
24 11 729.86 119.67 26.09 2.97 0.00 0.00 18.18 17.63 9.09
25 10 5.57 8.62 15.78 2.64 0.00 0.00 20.00 16.40 10.00
26 10 8.82 13.89 33.45 2.51 0.00 0.00 30.00 21.40 10.00
27 12 166.86 41.04 213.91 2.07 0.00 0.00 25.00 68.84 33.33
28 11 125.18 9.61 31.11 2.51 0.00 0.00 18.18 28.13 9.09
29 10 5.15 9.31 28.81 2.70 0.00 0.00 20.00 17.60 10.00
30 10 33.94 23.38 28.23 2.60 0.00 0.00 30.00 23.60 10.00
Promedio 532.48 386.03 46.92 2.62 3.00 1.00 23.41 30.15 15.51
200 50 31 9 1050.13 104.27 48.09 6.55 0.00 0.00 22.22 23.11 22.22
32 *9 3600.00 3600.04 9.27 4.64 62.50 11.11 - 287.13 144.44
33 *9 3600.00 3600.02 71.79 7.16 25.00 12.50 44.44 44.44 44.44
34 *10 3600.00 1857.22 25.50 4.76 22.22 11.11 - 105.89 60.00
35 10 3600.00 39.94 42.46 6.86 37.50 0.00 20.00 20.28 10.00
36 9 1572.58 192.25 60.29 7.02 0.00 0.00 33.33 33.76 22.22
37 9 69.72 26.71 45.71 6.67 0.00 0.00 22.22 19.81 11.11
38 10 3600.00 348.39 63.14 7.28 37.50 0.00 20.00 25.39 10.00
39 9 405.74 21.53 46.96 6.39 0.00 0.00 22.22 14.44 11.11
40 9 3600.00 1662.99 55.01 7.50 37.50 0.00 33.33 53.56 33.33
Promedio 2469.82 1145.34 46.82 6.48 22.22 3.47 27.22 62.78 36.89
Promedio Total 996.89 490.06 26.47 2.73 9.18 1.31 18.03 33.32 18.17
tiempo ma´s corto. En particular, QR es considerablemente ma´s ra´pida que cualquier
otro me´todo. La disminucio´n en la calidad de la solucio´n del me´todos heur´ıstico
es notable, pero el esfuerzo de ca´lculo es considerablemente menor que cualquier
otro me´todo existente. La Tabla 5.9 resume la comparacio´n entre todos los me´to-
dos. Analizando esta tabla, se observa en general que QR es considerablemente ma´s
ra´pida que SPS para todos los conjuntos de instancias. Respecto a la calidad de la
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Tabla 5.8: Comparacio´n de los me´todos en el conjunto de instancias D- .
n p Instancia O´ptimo
Tiempo (s) Desviacio´n (%)
ADF OP SPS QR ADF OP SPS QR1 QR2
50 16 01 17 12.23 7.56 1.23 0.55 0.00 0.00 0.00 8.70 0.00
02 18 19.24 4.37 2.67 0.61 0.00 0.00 5.56 12.13 5.56
03 15 2.12 9.27 1.99 0.55 0.00 0.00 0.00 47.33 0.00
04 21 3.62 6.00 3.40 0.64 0.00 0.00 4.76 14.29 14.29
05 18 0.36 5.75 3.07 0.63 0.00 0.00 0.00 32.96 16.67
06 19 39.46 4.20 6.69 0.53 0.00 0.00 5.26 32.00 15.79
07 18 13.92 4.59 7.20 0.57 0.00 0.00 5.56 22.37 5.56
08 20 13.08 9.13 0.53 0.52 0.00 0.00 - 28.17 20.00
09 17 5.32 4.32 0.62 0.48 0.00 0.00 - 33.43 11.76
10 23 718.80 157.68 0.19 0.49 0.00 0.00 - 38.00 13.04
Promedio 82.82 21.29 2.76 0.56 0.00 0.00 3.02 26.94 10.27
100 33 11 11 9.84 7.49 12.61 2.47 0.00 0.00 27.27 30.65 9.09
12 12 22.21 11.94 12.73 2.20 0.00 0.00 8.33 28.50 8.33
13 12 1067.97 9.16 9.68 2.03 0.00 0.00 8.33 19.67 0.00
14 12 1251.07 15.25 16.82 2.10 0.00 0.00 16.67 28.17 16.67
15 13 49.37 8.84 11.29 2.14 0.00 0.00 7.69 22.82 7.69
16 13 3600.00 31.83 17.15 2.20 18.18 0.00 15.38 38.12 15.38
17 13 481.70 16.79 24.23 1.95 0.00 0.00 7.69 12.69 0.00
18 14 3600.00 13.84 18.27 2.14 111.11 0.00 7.14 22.38 7.14
19 *11 3600.00 3600.00 28.15 2.39 30.00 10.00 18.18 67.09 18.18
20 12 121.80 60.46 4.76 1.67 0.00 0.00 - 95.79 41.67
Promedio 1380.39 377.56 15.57 2.13 15.93 1.00 12.96 36.59 12.42
150 50 21 11 3600.00 1486.52 58.20 5.79 22.22 0.00 18.18 49.09 18.18
22 10 1547.93 35.63 59.59 5.00 0.00 0.00 30.00 120.00 70.00
23 11 3600.00 51.95 32.27 4.33 22.22 0.00 - 114.90 63.64
24 10 3600.00 45.94 44.21 5.84 37.50 0.00 20.00 37.20 30.00
25 9 118.75 10.82 24.29 6.07 0.00 0.00 11.11 32.66 11.11
26 9 24.30 11.59 26.44 5.93 0.00 0.00 22.22 54.14 22.22
27 *11 1986.46 3600.00 22.10 4.22 100.00 10.00 - 159.90 54.55
28 10 3600.00 132.94 28.33 5.70 37.50 0.00 10.00 32.61 10.00
29 9 5.34 123.35 30.29 5.69 0.00 0.00 22.22 47.22 33.33
30 9 263.13 110.06 20.30 6.18 0.00 0.00 22.22 48.00 22.22
Promedio 1834.59 560.88 34.60 5.47 21.94 1.00 19.49 69.57 33.53
200 66 31 8 423.45 119.78 52.80 10.04 0.00 0.00 25.00 40.49 12.50
32 9 3600.00 1437.69 9.73 6.94 42.86 0.00 - 393.83 244.44
33 8 3600.00 1411.95 67.81 10.29 42.86 0.00 37.50 64.65 50.00
34 10 2931.58 813.40 67.84 7.17 166.67 0.00 - 185.17 110.00
35 8 253.08 309.73 65.16 10.52 0.00 0.00 37.50 54.38 37.50
36 8 3600.00 390.48 40.23 11.42 42.86 0.00 37.50 62.29 37.50
37 8 10.38 104.06 58.08 10.50 0.00 0.00 25.00 56.32 25.00
38 *8 3600.00 3600.02 73.45 10.07 42.86 14.29 50.00 70.42 50.00
39 8 16.22 114.41 46.90 10.06 0.00 0.00 25.00 27.92 25.00
40 9 3600.00 160.53 70.91 11.02 42.86 0.00 22.22 54.26 33.33
Promedio 2163.47 846.20 55.29 9.80 38.10 1.43 32.47 100.97 62.53
Promedio Total 1365.32 451.48 27.05 4.49 18.99 0.86 16.99 58.52 29.68
solucio´n, QR provee soluciones aceptables para los conjuntos de instancias A, B, C
y los subconjuntos D-↵ y D- . Para los subconjuntos D-  y D- , la comparacio´n
entre QR y SPS no tiene un gran sentido por que SPS falla en encontrar soluciones
factibles en un nu´mero considerable de instancias. Analizando el conjunto de instan-
cias E, el rendimiento de la QR es mejor que todos los dema´s me´todos, cuyo tiempo
y recursos de ca´lculo crece considerablemente, alcanzando factibilidad en todos los
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Tabla 5.9: Comparacio´n de los me´todos en el conjunto de instancias D- .
n p Instancia O´ptimo
Tiempo (s) Desviacio´n (%)
ADF OP SPS QR ADF OP SPS QR1 QR2
50 20 01 17 3.49 115.99 1.78 0.64 0.00 0.00 0.00 62.23 5.88
02 18 2.69 67.85 4.24 0.95 0.00 0.00 5.56 59.93 16.67
03 17 3.35 81.86 6.29 0.80 0.00 0.00 0.00 130.85 41.18
04 20 3600.00 143.61 4.71 0.74 11.11 0.00 10.00 44.00 20.00
05 19 21.13 78.39 0.36 0.59 0.00 0.00 - 88.76 42.11
06 21 148.47 26.64 0.22 0.60 0.00 0.00 - 60.93 40.00
07 19 34.36 24.75 0.23 0.65 0.00 0.00 - 70.10 10.53
08 23 3600.00 154.27 0.23 0.59 26.32 0.00 - 39.48 4.35
09 21 3600.00 99.31 0.22 0.58 10.53 0.00 - 92.28 42.86
10 23 17.94 72.06 0.24 0.60 0.00 0.00 - 159.78 82.61
Promedio 1103.14 86.47 1.85 0.67 4.80 0.00 3.89 80.83 30.62
100 40 11 12 62.32 119.26 37.62 2.77 0.00 0.00 16.67 76.48 41.67
12 11 3600.00 103.47 25.44 3.18 20.00 0.00 18.18 74.30 36.36
13 12 339.46 130.37 22.88 2.71 0.00 0.00 0.00 73.80 41.67
14 12 1479.71 90.34 70.71 2.21 0.00 0.00 - 121.62 58.33
15 13 2.64 165.71 5.78 2.35 0.00 0.00 - 130.92 69.23
16 13 328.78 179.14 103.63 2.23 0.00 0.00 - 66.41 30.77
17 14 3600.00 172.38 5.49 2.10 16.67 0.00 - 134.98 64.29
18 14 3600.00 175.17 3.39 2.02 16.67 0.00 - 111.15 50.00
19 12 3600.00 284.53 29.40 2.15 183.33 0.00 - 109.83 58.33
20 14 3600.00 489.86 3.93 2.07 16.67 0.00 - 278.57 164.29
Promedio 2021.29 191.02 30.83 2.38 25.33 0.00 11.62 117.81 61.49
150 60 21 11 3600.00 223.20 242.81 8.12 220.00 0.00 18.18 119.80 63.64
22 12 3600.00 2942.79 10.23 5.20 20.00 0.00 - 275.37 116.67
23 11 1151.41 198.78 5.87 5.20 0.00 0.00 - 273.67 127.27
24 9 3464.17 148.95 81.27 6.88 0.00 0.00 33.33 120.43 66.67
25 9 4.69 109.68 24.77 7.85 0.00 0.00 11.11 73.89 22.22
26 9 49.30 127.01 36.84 10.51 0.00 0.00 22.22 86.36 44.44
27 *13 3600.00 3600.00 7.74 5.08 27.27 11.11 - 238.46 238.46
28 10 3600.00 1546.36 35.98 7.47 25.00 0.00 20.00 72.17 30.00
29 9 4.94 145.64 38.47 8.56 0.00 0.00 22.22 91.05 44.44
30 9 8.84 105.95 31.32 7.58 0.00 0.00 11.11 77.22 33.33
Promedio 1908.33 914.84 51.53 7.24 29.23 1.11 19.74 142.84 78.71
200 80 31 8 35.47 198.93 55.32 13.82 0.00 0.00 37.50 75.00 37.50
32 *10 3391.43 1522.98 11.98 8.45 433.33 37.50 - - -
33 8 34.10 206.54 107.37 12.38 0.00 0.00 37.50 112.57 62.50
34 12 3600.00 268.32 11.98 8.73 325.00 0.00 - - -
35 *8 3600.00 1528.03 125.24 11.40 400.00 14.29 50.00 124.79 62.50
36 9 58.11 157.17 403.80 11.61 0.00 0.00 - 135.37 66.67
37 8 11.74 156.87 72.87 14.14 0.00 0.00 25.00 109.10 62.50
38 8 3600.00 266.42 18.90 9.34 28.57 0.00 - 245.88 100.00
39 8 75.61 136.24 42.66 17.40 0.00 0.00 25.00 80.90 37.50
40 *8 3600.00 1161.64 94.24 11.64 400.00 14.29 - 186.80 87.50
Promedio 1800.64 560.31 94.44 11.89 158.69 6.61 35.00 133.80 64.58
Promedio Total 1708.35 438.16 44.66 5.55 54.51 1.93 17.56 118.82 58.85
casos. Respecto a factibilidad, QR sigue siendo mejor, ya que fue capaz de encontrar
una solucio´n factible en todos los casos a diferencia de SP que reporta 34 soluciones
no factibles. En comparacio´n con los me´todos exactos QR es au´n ma´s confiable en
te´rminos del nu´mero de soluciones factibles encontradas. Los me´todos exactos ADF
y OP reportan 46 y 17 soluciones no factibles respectivamente, mientras QR reporta
so´lo 2 soluciones no factibles.
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Tabla 5.10: Comparacio´n de los me´todos en el conjunto de instancias E
n p Instancia O´ptimo
Tiempo (s) Desviacio´n (%)
ADF OP SPS QR ADF OP SPS QR1 QR2
3038 600 R1 *77 21600.00 70.77 1038.46 192.35 93.51 - 532.47 115.54 88.31
3038 700 R2 *58 21600.00 66.86 941.10 246.38 156.90 - 406.90 177.59 165.52
3038 800 R3 *58 21600.00 67.71 2975.48 326.45 156.90 - 372.41 201.03 163.79
3038 900 R4 *58 21600.00 77.00 857.26 462.34 156.90 - 432.76 240.75 182.76
3038 1000 R5 *40 21600.00 67.83 3575.76 524.59 272.50 - 485.00 471.25 352.50
Promedio Total 21600.00 70.03 1877.61 350.42 167.34 - 445.91 241.23 190.58
Tabla 5.11: Resumen de la comparacio´n entre los me´todos para todos los conjuntos
de instancias.
Conjunto Promedio de DR (%) Tiempo promedio (s) Soluciones infactibles
ADF OP SPS QR2 ADF OP SPS QR ADF OP SPS QR
A 0.00 0.00 5.41 0.23 30.07 32.69 5.34 0.39 0 0 0 0
B 0.00 0.00 6.70 3.41 219.40 152.69 27.30 0.76 0 0 0 0
C 0.00 0.00 31.79 3.58 256.60 319.31 285.43 2.39 0 0 0 0
D-↵ 0.58 0.00 12.62 2.72 212.95 114.32 25.22 0.84 1 0 0 0
D-  9.18 1.31 18.03 18.17 996.89 490.06 26.47 2.73 9 5 5 0
D-  18.99 0.86 16.99 29.68 1365.32 451.48 27.05 4.49 14 3 8 0
D-  54.51 1.93 17.56 58.85 1708.35 438.16 44.66 5.55 17 4 21 2
E 167.34 - 445.91 190.58 21600.00 70.03 1877.61 350.42 5 5 0 0
5.3.3 Ana´lisis de componentes
En este experimento, se evalu´a la aportacio´n que cada componente brinda a la
heur´ıstica QR. Se consideran los tres principales componentes del me´todo: Pertur-
bacio´n, VND y Agitacio´n. El experimento consiste en deshabilitar un componente
a la vez y ejecutar la heur´ıstica QR usando 1000 iteraciones como l´ımite para los
conjuntos de instancias A, B, C y D-*, y 200 iteraciones para E. Se usan para ca-
da conjunto de instancias los valores de ↵ presentados en la Tabla 5.2 utilizados
previamente. La Tabla 5.12 muestra la comparacio´n de los componentes para cada
conjunto de instancias.
En esta tabla la columna ((Todo)) representa el promedio de DR cuando todos
los componentes esta´n habilitados, el cual coincide con el valor desplegado en la Ta-
bla 5.11, columna ((QR2)). En cada columna de la seccio´n ((Componentes)) representa
el componente deshabilitado durante el experimento y muestra el valor obtenido.
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Tabla 5.12: Ana´lisis de los componentes dentro de la heur´ıstica QR.
Conjunto Todo
Componentes Contribucio´n (%) a f(X)
Perturbacio´n VND Agitar Perturbacio´n VND Agitar
A 0.23 17.25 2.77 2.70 77.25 11.52 11.23
B 3.41 12.53 4.66 5.33 74.19 10.16 15.65
C 3.58 36.63 8.32 15.59 66.38 9.51 24.12
D-↵ 2.72 31.87 5.61 5.39 83.98 8.32 7.70
D-  18.17 106.97 33.19 29.04 77.42 13.09 9.48
D-  29.68 195.23 46.81 45.03 83.60 8.65 7.75
D-  58.85 261.94 105.76 92.62 71.57 16.53 11.90
E 190.58 496.62 245.65 192.91 84.20 15.15 0.64
La seccio´n de ((Contribucio´n%)) muestra el valor porcentual que cada componente
especifico aporta al valor total desplegado en ((Todo)). Es notable como el componen-
te que tiene mayor influencia en la heur´ıstica es Perturbacio´n, seguido por VND y
Agitar. Esto demuestra ser consistente con el ana´lisis estad´ıstico, que mostraba que
el para´metro ↵, usado en la perturbacio´n, influye en la variable de respuesta. Sin
embargo, los otros dos componentes an˜aden valor al rendimiento total del me´todo. El
beneficio de VND oscila desde 9.59% a 31.26%, y el beneficio aportado por el meca-
nismo de Agitar oscila desde 0.64% a 27.12%. En conclusio´n, todos los componentes
del me´todo son importantes.
5.3.4 Recursos computacionales
Basado en los resultados del experimento anterior procedemos a realizar una
comparacio´n asinto´tica de los recursos computacionales. La Figura 5.3 muestra una
comparacio´n asinto´tica entre los me´todos en te´rminos del tiempo de ejecucio´n y
uso de memoria con respecto al nu´mero de nodo. De manera similar la Figura 5.4
muestra una comparacio´n asinto´tica pero con respecto al nu´mero de nodo y valor de
p, donde el taman˜o del c´ırculo expresa el tiempo de co´mputo en segundos, y el color
el uso de memoria en bytes. Las estad´ısticas de memoria indican el ma´ximo taman˜o
del conjunto residente utilizado en bytes [55], esto es, el ma´ximo nu´mero de bytes
de la memoria f´ısica que cada proceso usa simulta´neamente.
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Figura 5.3: Comparacio´n asinto´tica en funcio´n de n entre los me´todos en te´rminos de
tiempo de ejecucio´n y uso de memoria. Los ejes se encuentran en escala logar´ıtmica.
En la Figura 5.3 se observa que el me´todo propuesto requiere menos recursos
para su ejecucio´n a diferencia de los otros tres me´todos conforme el nu´mero de nodos
incrementa. El crecimiento sigue el comportamiento esperado de la cota asinto´tica
determinada en la Seccio´n 3.2. En particular el uso de memoria requerida por los
dos me´todos exactos, como es de esperarse, es considerablemente mayor.
Como es sabido, el valor de p influye significativamente en el rendimiento de los
me´todos. La Figura 5.4 muestra el ana´lisis asinto´tico de recursos en funcio´n de n y
p. Aqu´ı se observa como el me´todo propuesto logra mantener un uso de recursos mo-
derado conforme n y p incrementan, principalmente en memoria, no as´ı la heur´ıstica
SPS cuyos niveles de memoria se elevan considerablemente cuando el valor de p es
elevado en proporcio´n al taman˜o de la instancia, caracter´ıstica de los problemas de
las instancias D y E. Respecto a los me´todos exactos, en funcio´n del tiempo, OP
pareciera ser el ma´s robusto en te´rminos de tiempo y memoria para las instancias del
conjunto A, B, C y D, sin embargo, el uso de memoria crece considerablemente para
las instancias del conjunto E. Por el contrario, ADF, mantiene un uso de memoria
razonable, lo cual le permitio´ aportar las cotas inferiores para este conjunto.
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Figura 5.4: Comparacio´n asinto´tica en funcio´n de n y p entre los me´todos en te´rminos
de tiempo de ejecucio´n y uso de memoria. El eje vertical expresa el valor de p, el
taman˜o del c´ırculo indica el tiempo de co´mputo en segundos (s) con una proporcio´n
de log(s+ 2) y el color el uso de memoria en bytes. Los ejes se encuentran en escala
logar´ıtmica.
5.4 Evaluacio´n del me´todo exacto
En esta seccio´n se reporta la evaluacio´n del me´todo exacto BP&C. Se ejecuta
una experimentacio´n computacional del me´todo basada u´nicamente en los conjuntos
A, B y C; finalmente se muestran, comparan y argumentan los resultados obtenidos,
los cuales son determinantes para aportar conclusiones razonables del me´todo. Tal
como fue definido, el me´todo requiere una cota inferior y superior que en este caso
son calculadas a trave´s de la primera fase del me´todo ADF [4], el cual resulta ser ma´s
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eficiente entre los me´todo exactos para el ca´lculo de cotas iniciales. Las condiciones
computacionales son definidas en la Seccio´n 5.2.
Las Tablas 5.13–5.15 presentan los resultados de la experimentacio´n. En cada
tabla, las dos primeras columnas representan el taman˜o de la instancia medido por
el nu´mero de nodos n y el nu´mero de particiones p. ((Instancia)) es el nombre de
la instancia del problema y ((O´ptimo)) indica el valor o´ptimo de la instancia, valor
obtenido por los me´todos ADF y OP. Las columnas f lb y fub son las cotas inferior
y superior, respectivamente encontradas por el me´todo. La columna ((Desviacio´n
(%))) muestra la desviacio´n porcentual relativa entre cotas alcanzado por BP&C,
((Tiempo (s)1)) despliega el tiempo total en segundo utilizado, contemplando en este
valor el tiempo requerido para el ca´lculo de las cotas y el ca´lculo por BP&C. De
manera similar en la columna ((Memoria (B)1)) expresa las estad´ısticas de memoria
que indican el ma´ximo taman˜o del conjunto residente utilizado en bytes.
Tabla 5.13: Resultado de BP&C en la solucio´n del conjunto de instancias A.
n p Instancia O´ptimo f lb f lub Desviacio´n Tiempo(s)1 Memoria1
50 5 cpmp01 29 29 29 0.00 48.40 1.43E+6
cpmp02 33 33 33 0.00 231.12 1.99E+6
cpmp03 26 26 26 0.00 239.39 2.00E+6
cpmp04 31 31 33 6.45 228.54 1.98E+6
cpmp05 28 28 38 35.71 940.52 2.02E+6
cpmp06 30 30 32 6.67 756.61 2.02E+6
cpmp07 29 29 32 10.34 341.67 1.99E+6
cpmp08 31 31 31 0.00 204.94 2.00E+6
cpmp09 28 28 28 0.00 428.46 1.99E+6
cpmp10 32 32 32 0.00 375.65 2.00E+6
Promedio 5.92 379.53 1.94E+6
100 10 cpmp11 19 19 22 15.79 126.18 2.22E+6
cpmp12 19 19 20 5.26 126.14 2.17E+6
cpmp13 19 19 21 10.53 124.96 2.14E+6
cpmp14 20 20 21 5.00 124.87 2.14E+6
cpmp15 20 20 24 20.00 125.39 2.19E+6
cpmp16 20 20 20 0.00 124.22 2.19E+6
cpmp17 21 21 24 14.29 454.56 2.15E+6
cpmp18 21 21 24 14.29 121.41 2.15E+6
cpmp19 20 20 21 5.00 124.80 2.18E+6
cpmp20 19 19 23 21.05 122.21 2.17E+6
Promedio 11.12 157.47 2.17E+6
Promedio Total 8.52 268.50 2.06E+6
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Respecto al conjunto de instancias A (Tabla 5.13), el me´todo es en promedio
eficiente en calidad para el grupo de instancias pequen˜as (taman˜o 50⇥5), alcanzando
o´ptimalidad en 6 instancias, pero obteniendo un valor de tiempo y memoria bastante
elevado. Para el grupo de mayor taman˜o (taman˜o 100⇥10) so´lo se alcanza o´ptimali-
dad en una instancia; este conjunto obtiene una desviacio´n promedio de 8.52%. Para
el conjunto de instancias B (Tabla 5.14) se observa que a pesar de que no se encuen-
tra el o´ptimo en todas las instancias, se tiene una desviacio´n promedio de 6.38%,
todas menor al 12%, sin embargo el incremento en los recursos computacionales es
considerable en recursos computacionales
Tabla 5.14: Resultado de BP&C en la solucio´n del conjunto de instancias B.
n p Instancia O´ptimo f lb f lub Desviacio´n Tiempo(s)1 Memoria1
100 5 G1 93 93 99 6.06 424.17 2.24E+6
100 5 G2 92 92 96 4.17 249.80 2.23E+6
100 10 G3 77 77 86 10.47 160.39 2.24E+6
100 10 G4 79 79 86 8.14 137.77 2.30E+6
150 10 G5 94 94 97 3.09 234.54 2.69E+6
150 10 G6 94 94 97 3.09 207.57 2.63E+6
150 15 G7 86 86 93 7.53 181.70 2.62E+6
150 15 G8 86 86 94 8.51 171.30 2.62E+6
Promedio Total 6.38 220.90 2.45E+6
Tabla 5.15: Resultado de BP&C en la solucio´n del conjunto de instancias C.
n p Instancia O´ptimo f lb f lub Desviacio´n Tiempo(s)1 Memoria1
100 10 SJC1 320 320 423 24.35 177.34 2.13E+6
200 15 SJC2 301 301 323 6.81 34.23 3.17E+6
300 25 SJC3a 273 273 320 14.69 56.29 3.82E+6
300 30 SJC3b 248 248 270 8.15 62.02 3.84E+6
402 30 SJC4a 276 276 332 16.87 104.80 5.27E+6
402 40 SJC4b 237 237 423 43.97 108.57 5.26E+6
Promedio Total 19.14 90.54 3.91E+6
Finalmente, en el conjunto de instancias C (Tabla 5.15) se tiene una desviacio´n
promedio de 15.28%, sin embargo no se encuentra el o´ptimo en ninguna instancia
y en tres de las instancias no se reportaron cotas va´lidas. El consumo de recursos,
sobre todo la memoria, se incremento´ considerable. Cabe sen˜alar que el criterio de
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paro satisfecho para todas las instancias con un valor desviacio´n mayor a cero, fue
rebasar el l´ımite de memoria establecido en 4 GB.
5.4.1 Recursos computacionales
Basado en los resultados del experimento anterior se realizar una comparacio´n
asinto´tica de los recursos computacionales. La Figura 5.5 muestra el tiempo de eje-
cucio´n asinto´tica y uso de memoria con respecto al nu´mero de nodos. No se realiza
una comparacio´n respecto a los dema´s me´todos propuestos pues no tendr´ıa un fun-
damento equitativo, debido a que BP&C no reporto´ soluciones o´ptimas en casi la
totalidad de las instancias de prueba, sin embargo la gra´fica nos ayuda a interpretar
el ra´pido crecimiento en recursos. Conforme la memoria incrementa, decrementa el
tiempo, esto debido al criterio de paro por memoria que delimita sustancialmente el
tiempo de ejecucio´n del me´todo.
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Figura 5.5: Gra´fica asinto´tica en te´rminos de tiempo de ejecucio´n y uso de memoria
de BP&C. Los ejes verticales se encuentran en escala logar´ıtmica. La barra vertical
expresa la desviacio´n esta´ndar.
El me´todo parece tener un rendimiento eficiente y alcanzar o´ptimalidad con
instancias de taman˜o n  50. Experimentos no incluidos en este trabajo con ins-
tancias con taman˜o entre 5 y 40 nodos muestra que el me´todo alcanza o´ptimalidad
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sin mayor problema. Sin embargo, no es competitivo frente a otros me´todos exactos
previamente propuestos en la literatura como O¨zsoy y Pınar [69] (OP) y Albareda-
Sambola, Dı´az y Ferna´ndez [4] (ADF).
Un conclusio´n preliminar de la posible falla de la estrategia radica en la funcio´n
objetivo minimax, que es convexa lineal por partes. Este tipo de problemas es en si
mismo una serie de subproblemas de minimizacio´n.
El me´todo depende, para garantizar una o´ptima convergencia, de cotas iniciales
con una desviacio´n muy estrecha para acotar el dominio de la variable de linealizacio´n
z. Si las cotas no cumplen con estas caracter´ıstica el rendimiento del subproblema de
precio se ve decrementado, dado que en cada iteracio´n se genera un nu´mero elevado
de columnas factibles dentro del rango actual de la variable z, por lo que el tiempo
requerido para la resolucio´n del problema maestro restringido, relajacio´n lineal y
obtencio´n de valores duales se incrementa considerablemente. En consecuencia se
ocasiona una lenta convergencia del me´todo de generacio´n de columnas, que en
el peor caso termina con un desbordamiento de la memoria, tal como sucede en
el anterior experimento. Otra consecuencia de esto, es la expansio´n del a´rbol de
solucio´n. Los criterios seleccionados para realizar la ramificacio´n, limitados por la
funcio´n objetivo, impiden implementar una estrategia que limite sustancialmente
el a´rbol de solucio´n tales como reducir la simetr´ıa en el espacio de soluciones del
problema.
Cap´ıtulo 6
Conclusiones y contribuciones
6.1 Me´todo heur´ıstico
En el presente trabajo se ha propuesto un procedimiento de solucio´n heur´ıstica
compuesto por una estrategia de bu´squeda voraz aleatorizada con seleccio´n proba-
bil´ıstica en la fase de construccio´n y un IGLS con VND en su fase de mejora o
bu´squeda local. A partir del estudio computacional presentado en el Cap´ıtulo 5, se
concluye que la heur´ıstica propuesta supera a la u´nica heur´ıstica conocida para este
problema en la literatura (SPS) tanto en te´rminos de calidad de la solucio´n, tiempo
de solucio´n y factibilidad. El procedimiento propuesto resulta ser ma´s robusto que
los me´todos exactos al obtener soluciones con valores objetivos de calidad para los
conjuntos de instancias A, B, C, D-↵ y D- , adema´s de requerir menos recursos
computacionales. Para el conjunto de instancias clasificado como dif´ıcil de resolver,
en particular D- , D-  y E, el valor objetivo de la solucio´n heur´ıstica no resulta
ser favorable; sin embargo, el me´todo obtiene una solucio´n de manera ra´pida. Cabe
sen˜alar que el procedimiento propuesto proporciono´ soluciones factibles para la gran
mayor´ıa de las instancias probadas, obteniendo so´lo un 1% de instancias infactibles,
lo que es claramente superior a la heur´ıstica SPS, ya que esta u´ltima falla en el 17%
de instancias.
Respecto al ana´lisis de los componentes, se ha evidenciado que el logro de
la heur´ıstica se debe principalmente al me´todos de Perturbacio´n; sin embargo los
me´todos de VND y Agitar resultaron de gran utilidad en los conjuntos A, B y C, al
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aportar mejora al valor de la funcio´n objetivo. En conclusio´n todos los componentes
implementados an˜aden valor positivo al rendimiento total del me´todo.
Es claro notar la sencillez del me´todo, al no definir estructuras y rutinas com-
plejas dentro de sus componentes, siendo esto la esencia de los algoritmos IGLS,
lo cual permite lograr una eficiente implementacio´n computacional en un lenguaje
de alto nivel. El me´todo propuesto requiere so´lo dos para´metros para su ejecucio´n,
siendo ↵ el que impacta ma´s al rendimiento del heur´ıstico y por lo tanto necesita
un ana´lisis ma´s minucioso para fijar un valor. Sin embargo, tal como se realizo´ en
el presente trabajo, un disen˜o experimental basado en un u´nico factor (↵) resulta
una tarea sencilla y proporciona una certeza estad´ıstica sobre la eleccio´n de un valor
determinado para ↵.
En conclusio´n, el me´todo propuesto provee soluciones robustas en un menor
tiempo y recursos computacionales para los problemas discutidos previamente en la
literatura, para el conjunto D y E presentando en este trabajo, el me´todo garantiza
una mayor factibilidad y rapidez comparado con la heur´ıstica existente, lo cual re-
presenta un avance al estado del arte en este campo del conocimiento. Por todo lo
anterior y en base a la evidencia emp´ırica presentada se acepta la Hipo´tesis 1.
6.2 Me´todo exacto
En el presente trabajo se han sentado las bases de un procedimiento de solu-
cio´n exacto a trave´s de una estrategia de BP&C. A partir del estudio computacional
presentado en el Cap´ıtulo 5, se observa que el me´todo exacto reporta soluciones fac-
tibles en 31 de las 34 instancias de prueba, de las cuales so´lo en el 22% se alcanza
la o´ptimalidad. Si bien el porcentaje no es muy amplio, para el conjunto de instan-
cias A se alcanza una desviacio´n promedio de 8.52%. Con respecto al conjunto B
se logra una desviacio´n promedio de 6.38%. Con respecto al conjunto C, se logra
una desviacio´n promedio 15.28%. En este u´ltimo conjunto no se logran reportar
soluciones factible en tres de las instancias y se observa un consumo de recursos
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computacionales bastante elevado.
En comparacio´n con los otros me´todos de solucio´n propuestos, BP&C no aporta
soluciones factibles que aseguren o´ptimalidad. Los me´todos exactos propuestos por
O¨zsoy y Pınar [69] y Albareda-Sambola, Dı´az y Ferna´ndez [4] proveen una mayor
garant´ıa de alcanzar soluciones o´ptimas. Adema´s, el procedimiento propuesto asume
la existencia de cotas de buena calidad para delimitar el nu´mero de variables y el
dominio de la variable de linealizacio´n z, por lo cual su rendimiento es dependiente
de la calidad de otros procedimientos para la obtencio´n de cotas.
El principal motivo de la limitacio´n del me´todo es atribuido a la estructura
del problema. La funcio´n objetivo minimax (la cual es convexa lineal por partes)
del problema restringe en buena medida el uso de ciertos paradigmas de me´todos
exactos, BP&C quiza´ no sea la excepcio´n. Hasta donde se conoce en la literatura no
se ha reportado algu´n me´todo de generacio´n de columnas para problemas con funcio´n
objetivo minimax, al menos de forma directa sobre un modelo original. Rodrigues-
Lima [81] propone un me´todo de generacio´n de columnas para un problema con
funcio´n objetivo minimax, sin embargo, e´l separa el problema en k subproblemas, que
se resuelven de forma individual por generacio´n de columnas; sin embargo depende
de un valor de cota inicial de buena calidad que asegure la ra´pida convergencia del
me´todo.
Tal como se ha mencionado, el me´todo depende de cotas iniciales con una
desviacio´n muy estrecha para acotar el dominio de la variable de linealizacio´n z y
as´ı garantizar una o´ptima convergencia. Si las cotas no cumplen con esta carac-
ter´ıstica el rendimiento del subproblema de precio se ve decrementado, dado que en
cada iteracio´n se genera un nu´mero elevado de columnas factibles dentro del rango
actual de la variable z. Por tal motivo el tiempo requerido para la resolucio´n del
problema maestro restringido se incrementa considerablemente lo que produce una
lenta convergencia del me´todo de generacio´n de columnas. Por todo lo anterior y en
base a la evidencia emp´ırica presentada se rechaza la Hipo´tesis 2.
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6.3 Trabajo a futuro
Respecto al me´todo heur´ıstico, algunos componentes y funciones pueden adop-
tar el paradigma de programacio´n paralela. Por ejemplo, el ca´lculo de los centros de
una p-particio´n es procedimiento que se puede paralelizar dado que la operacio´n es
independiente en cada particio´n. Otra operaciones potenciales a adoptar este esque-
ma es durante el ca´lculo de probabilidades de las funciones (3.3) y (3.6) para cada
nodo j 2 V . Para los taman˜os de instancias de hasta 3038 nodos y 1000 instalacio-
nes presentados en este trabajo, el paradigma de operaciones secuenciales utilizado
fue suficiente y competitivo para resolver con recursos computacionales moderados;
sin embargo se propone resolver bajo este enfoque instancias con taman˜o mucho
mayores y no reportados au´n en la literatura.
Los componentes que integran el me´todo propuesto se han disen˜ado de forma
que puedan ser adaptado y extendidos sin mucho esfuerzo segu´n se requiera para
problemas con funcio´n objetivo similar al CpCP e incluso otros problemas de loca-
lizacio´n tales como el CpMP. Como se ha demostrado en el presente trabajo, una
estrategia heur´ıstica que combina IGLS con VND resulta favorables para este tipo
de problemas de localizacio´n. En el caso de CpMP, el cambio inicial es adaptar las
medidas de desempen˜o que evalu´a el nivel de factibilidad en una asignacio´n, defini-
das en la funcio´n (3.4), la cual contemplar´ıa que la asignacio´n disminuyera la suma
de las distancias de cada particio´n, de igual manera la fase de perturbacio´n incluir´ıa
un criterio de desconexio´n de aquellos elementos cuya distancia incremente la suma
de la particio´n. Se plantea como trabajo a futuro adoptar la estrategia utilizada
aplicando a su vez el paradigma de programacio´n paralela a un problema de CpMP,
realizar una evaluacio´n emp´ırica del me´todo y comparar con los me´todos heur´ısticos
encontrados en la literatura para este problema.
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Ape´ndice A
Marco teo´rico
En este ape´ndice se describen las bases teo´ricas, terminolog´ıa y notacio´n que
se usan en esta tesis (definiciones que pueden encontrarse en los textos de Ahuja,
Magnanti y Orlin [3], Lawler [53] y Papadimitriou y Steiglitz [71]). Se abordan los
conceptos ba´sicos de teor´ıa de grafos, aspectos de la optimizacio´n combinatoria y la
complejidad computacional.
A.1 Teor´ıa de grafos
Definicio´n A.1 Un grafo G es un par G = (V,E), donde V es un conjunto finito
de nodos o ve´rtices y E tiene subconjuntos de cardinalidad dos llamados aristas [71].
Los nodos en V se denotan por v1, v2, . . . , vn, donde n = |V |. Por ejemplo, el grafo
G = ({v1, v2, v3, v4}, {[v1, v2], [v2, v3], [v3, v4], [v4, v1], [v1, v3]}),
se muestra en la Figura A.1(a). En ocasiones es usual considerar un multigrafo, que
es un grafo con aristas repetidas, mostrado en la Figura A.1(b). Un grafo es planar si
puede ser dibujado en el plano sin que ninguna arista se cruce. Los grafos mostrados
en la Figura A.1 son planares.
Definicio´n A.2 Un grafo dirigido o digrafo, es un grafo con direccio´n asignada a
cada una de las aristas. Formalmente, un digrafo D es un par D = (V,A) don-
de V es un conjunto de nodos y A es un conjunto de pares ordenados de nodos
llamados arcos; esto es, A ✓ V ⇥ V . En la Figura A.1(c), se muestra el digrafo
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D = ({v1, v2, v3, v4}, {(v1, v2), (v2, v3), (v3, v4), (v4, v1), (v1, v4), (v1, v3)}).
v1 v2
v3v4
(a) Un grafo
v1 v2
v3v4
(b) Un multigrafo
v1 v2
v3v4
(c) Un digrafo
Figura A.1: Diferentes tipos de grafos.
Definicio´n A.3 Si G = (V,E) es un grafo y e = [v1, v2] 2 E, entonces se dice que v1
es adyacente a v2 (y viceversa) y e es incidente en v1 y v2. El grado del nodo v en G,
es el nu´mero de aristas que son incidentes al nodo v. En el grafo de la Figura A.1(a),
el grado de v1 es tres. En un digrafo D = (V,A) el grado de entrada de un nodo v
es el nu´mero de arcos en la forma (u, v) que esta´n en A. Similarmente, el grado de
salida de v es el nu´mero de arcos en A que tienen la forma (v, u).
Definicio´n A.4 Sea G = (V,E) un grafo, se dice que G0 = (V 0, E 0) es subgrafo de
G si E 0 ✓ E y V 0 ✓ V .
Definicio´n A.5 Un camino en G es una secuencia de nodos w = (v1, v2, v3, . . . , vk)
tal que k   1 y (vj, vj+1) 2 E para j = {1, . . . , k  1}. El camino es cerrado si k > 1
y vk = v1. Un camino sin nodos repetidos es llamado ruta. Un camino cerrado sin
nodos repetidos, a excepcio´n del primero es llamado circuito o ciclo. Por ejemplo en
la Figura A.1(a) (v1),(v1, v2, v3, v1, v4, v1), (v1, v2, v3, v1) y (v2, v3, v4) son caminos; el
segundo y tercero son cerrados, y el primero y cuarto son rutas, y el tercero es un
ciclo. La longitud de una ruta es k   1 y para un ciclo (v1, . . . , vk = v1) es k.
Definicio´n A.6 Un grafo G = (V,E) es conexo si, para cualquier par de nodos u y
v en V , existe al menos una ruta de u a v.
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A.1.1 Me´tricas de distancia
Definicio´n A.7 Un grafo ponderado, es un grafo G = (V,E) con una funcio´n w
desde E a Z (usualmente Z+; aunque tambie´n puede ser R+, por ejemplo cuando
los pesos son distancias euclidianas). En ciertos casos es ma´s usado un nombre mne-
mote´cnico para los pesos, tal como c (para costos) o d (para distancias). El peso de
la arista (u, v) es denotado por w(u, v) o wuv.
v1
v2 v3
v4
v5v6
3
3
2
4
17
5
1
Figura A.2: Grafo planar ponderado con pesos en Z+.
La me´trica de distancia define la lejan´ıa entre un par de nodos (u, v). En teor´ıa
de grafos y localizacio´n es usualmente utilizada la distancia euclidiana o eucl´ıdea [26,
78], que es la longitud de la recta que une a dos puntos, en el espacio de dimensio´n
R2. La funcio´n de distancia entre los puntos x = (x1, x2, . . . , xn) e y = (y1, y2, . . . , yn)
es llamada d(x,y) (que corresponde a la coordenada geogra´fica de cada nodo en V )
y definida de la manera siguiente
d(x,y) =
vuut nX
i=1
|xi   yi|2 , (A.1)
por lo tanto la distancia entre dos nodos (u, v) es
duv =
p
(xu   xv)2 + (yu   yv)2 ; (A.2)
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se dice que la distancia es sime´trica si duv = dvu, para todo u, v 2 V . El presente
trabajo asume que la distancia entre cualquier par de nodos de una instancia de
prueba (ver Seccio´n 5.2.1), es euclidiana. En caso de no existir en la instancia la
distancia, pero conociendo el conjunto de coordenadas geogra´ficas (x,y), se procede
a calcular de manera eucl´ıdea la distancia sime´trica entre todos los pares de nodos.
A.1.2 Funciones de dispersio´n
Una funcio´n de dispersio´n mide que´ tan dispersos se encuentran entre s´ı los
nodos de un grafo. A continuacio´n se describen las funciones ma´s comunes, seguido
de un sencillo ejemplo de cada uno en un grafo planar presentados en la Figura A.3.
p-centro: mide la ma´xima de las distancias entre el centro y el resto de los nodos.
Entonces, sea c 2 V el centro del grafo G(V,E), donde la dispersio´n de
V esta´ dada por ma´x
j2V
{dcj}. E´sta es la funcio´n de dispersio´n utilizada
en este trabajo, la cual se denota como el problema de optimizacio´n de
encontrar el nodo centro c 2 V que minimize esta dispersio´n, es decir
c = argmı´n
i2V
{ma´x
j2V
{dij}}.
p-mediana: de forma similar al p-centro, mide la suma de las distancias entre el
centro y el resto de los nodos. De esta manera, sea c 2 V el centro
del grafo G(V,E), donde la dispersio´n de V esta dada por
X
j2V
dcj.
El problema de optimizacio´n de encontrar el nodo centro c 2 V que
minimize esta dispersio´n es c = argmı´n
i2V
X
j2V
dij.
Diame´tro: mide la distancia ma´xima entre todos los pares de nodos, por lo cual
no requiere un centro en el grafo G(V,E). Entonces la dispersio´n de V
esta dada por ma´x
i2V
ma´x
j2V
{dij}.
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v1
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(a) p-centro = 5, c = v1.
v2 v3
v4
v1
5 5
1
9
3 6
(b) p-mediana = 10, c = v4.
v2 v3
v4
v1
5 5
1
9
3 6
(c) Dia´metro = 9 en (v2, v3).
Figura A.3: Comparacio´n de las diferentes funciones de dispersio´n en un grafo planar.
A.2 Optimizacio´n combinatoria
En el lenguaje coloquial, optimizar significa poco ma´s que mejorar; sin embargo, en
el contexto cient´ıfico la optimizacio´n es el proceso de tratar de encontrar la mejor
solucio´n posible para un determinado problema [60]. En un problema de optimizacio´n
existen diferentes soluciones y un criterio para discriminar entre ellas. El objetivo
es encontrar la mejor solucio´n de todas, es decir, aquella cuyo valor de una funcio´n
objetivo alcanza su valor ma´ximo o mı´nimo. Formalmente [91], un MILP se define
de la manera siguiente
ma´x
x2Rn
{c>x : Ax  b, xi 2 Z, 8i 2 I}, (A.3)
donde A 2 Qm⇥n es la matriz de restricciones, c 2 Qn es un vector de costos, b 2 Qm
es un vector del lado derecho de las restricciones, e I ✓ {1, . . . , n} es el conjunto de
ı´ndices de las variables que son restringidas a valores enteros. Se sabe de varios pro-
blemas MILP cuya resolucio´n es un problema NP-duro [34]. Sin embargo, debido a los
recientes avances, tanto en la teor´ıa subyacente e implementaciones computacionales
disponibles, la optimizacio´n discreta es ahora una herramienta viable para optimizar
algunos de los sistemas ma´s complejos mediante te´cnicas modernas de programacio´n
entera-mixta y software especializado.
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Un problema MILP usualmente puede ser representado como un problema
combinatorio, el cual se define como un conjunto espec´ıfico de instancias que son
objetos combinatoriales. Aqu´ı t´ıpicamente se tiene un conjunto finito I = {1, . . . , n},
costo ci para cada i 2 I y un conjunto S de subconjuntos factibles de I. El problema
de seleccionar el subconjunto factible que minimize el costo es
mı´n
(X
i2s
ci : s 2 S
)
; (A.4)
la tarea relacionada a la instancia del problema es encontrar una solucio´n globalmen-
te o´ptima s⇤ 2 S tal que f(s⇤)  f(s) para todo s 2 S. Se denota por f ⇤ = f(s⇤) el
costo de la solucio´n o´ptima y por S⇤ el conjunto de soluciones globalmente o´ptimas.
Los problemas combinatoriales son usualmente fa´ciles de definir, pero muy dif´ıciles
de resolver. Una forma de solucionar este tipo problema, aunque no la ma´s inteligen-
te, es por enumeracio´n exhaustiva. Es decir, se hace una lista completa de todas las
soluciones factibles y se evalu´a la funcio´n objetivo para cada una, eligiendo al final
la solucio´n que proporciona el mejor valor de e´sta funcio´n. Sin embargo el nu´mero
1e+ 00
1e+ 01
1e+ 02
1e+ 03
1e+ 04
1e+ 05
1e+ 06
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
f
(n
)
n
n
log n
n log n
n2
n3
2n
n!
Figura A.4: Crecimiento de algunas funciones logar´ıtmicas y exponenciales en fun-
cio´n de un entero n, que representa el taman˜o de una instancia. El eje vertical se
encuentran en escala logar´ıtmica.
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de soluciones factibles suele ser enorme, por lo cual el algoritmo ingenuo tiene com-
plejidad computacional exponencial, haciendo impra´ctica la evaluacio´n de todas sus
soluciones para determinar el o´ptimo. La Figura A.4 muestra el crecimiento de al-
gunas funciones logar´ıtmicas y exponenciales en funcio´n de un entero n, por lo cual
la complejidad de un algoritmo de enumeracio´n exhaustiva tendr´ıa al menos una
complejidad de ⌦(f(n)). Nemhauser y Wolsey [67], y Wolsey [91] proporcionan un
ana´lisis a profundidad acerca de la teor´ıa de la programacio´n entera y combinatoria.
Definicio´n A.8 Se denota por la funcio´n O(f(n)) una cota superior asinto´tica al
tiempo de ejecucio´n de un algoritmo, mientras que ⌦(f(n)) es una cota inferior
asinto´tica, dicho de otra manera O(f(n)) representa el peor escenario en el tiempo
de ejecucio´n de un algoritmo y ⌦(f(n)) el mejor escenario.
Complejidad computacional
En te´rminos informales, se dice que un algoritmo es eficiente si su tiempo de
ejecucio´n es polinomial. Un problema que cuenta con por lo menos un algoritmo
eficiente es un problema polinomial. Un problema es intratable si no existe algu´n al-
goritmo eficiente para resolverlo y finalmente se dice que es un problema sin solucio´n
si no cuenta con ninguno algoritmo que lo resuelva.
Si no existe un algoritmo que resuelva el problema de forma polinomial se dice
que el problema es dif´ıcil de resolver o NP-duro. Esto no implica que el problema no
pueda resolverse, sino que cada algoritmo existente para la solucio´n del problema tie-
ne un tiempo de ejecucio´n que crece exponencialmente con el taman˜o del problema.
Un problema de decisio´n es aque´l donde las u´nicas respuestas posibles son s´ı o no;
para demostrar que un problema es dif´ıcil, este es transformado en un problema de
decisio´n y se prueba que es NP-completo y por lo tanto el problema de optimizacio´n
es NP-duro. Cook [14], Garey y Johnson [34] y Papadimitriou y Steiglitz [71, 70]
realizan un detallado ana´lisis de la teor´ıa acerca de la complejidad computacional.
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A.2.1 Me´todos de solucio´n heur´ısticos
Dada la dificultad pra´ctica para resolver de forma exacta toda una serie de
importantes problemas combinatorios para los cuales, por otra parte es importante
ofrecer alguna solucio´n, comenzaron a aparecer algoritmos que proporcionan solu-
ciones factibles, es decir, que satisfacen todas las restricciones del problema. Este
tipo de algoritmos se denominan heur´ısticas [19], del griego heuriskein, ((encontrar)).
Aunque en un primer momento no fueron bien vistas en los c´ırculos acade´micos,
acusadas de escaso rigor matema´tico [22], su intere´s pra´ctico como herramienta u´til
que da soluciones a problemas reales, les fue abriendo poco a poco las puertas, sobre
todo a partir de la mitad de los an˜os setenta con la proliferacio´n de resultados en el
campo de la complejidad computacional. La Figura A.5 muestra un cronograma y
genealog´ıa de las heur´ısticas con mayor impacto en el estado del arte. Las heur´ısticas
son procedimientos simples, a menudo basados en el sentido comu´n, que se supo-
ne ofrecen una buena solucio´n (aunque no necesariamente la o´ptima) a problemas
dif´ıciles, de un modo fa´cil y ra´pido. Muchas de las estrategias de bu´squeda podr´ıan
usarse, aunque algunas pueden resultar ser demasiado costosas o quedar atrapadas
en o´ptimos locales.
Año
1977
1983
1986
LS (47)
SS (77)
GA (62)
VNS (95)
ACO (92)1992
1990 TA (90)
ILS (91)
GDA (93)1993
GRASP (89)
1995 GLS (95)
ES (65)
1973
EDA, CA (94)
GP (92)
PSO (95)
EP (62)1962
1965
DE (94)
SM (86)
NM (93)
1996 BC (96)
AIS (86)
CMA-ES (96)
CEA (90)
1947
Heurísticas Greedy (71)
TS (86)
SA (83)
Figura A.5: Cronograma y genealog´ıa de las heur´ısticas.
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Los procedimientos metaheur´ısticos [49] son una clase de me´todos aproximados
que esta´n disen˜ados para resolver problemas dif´ıciles de optimizacio´n combinatoria.
Las metaheur´ısticas proporcionan un marco general para crear nuevos algoritmos
h´ıbridos combinando diferentes conceptos derivados de la inteligencia artificial, la
evolucio´n biolo´gica y los mecanismos estad´ısticos. Se proponen como me´todos, de-
terministas o estoca´sticos para salir de o´ptimos locales. Se ha mencionado el caso de
la resolucio´n de un problema dif´ıcil como la aplicacio´n pra´ctica de me´todos heur´ısti-
cos, sin embargo existen otras razones para utilizar me´todos heur´ısticos.
El problema es de una naturaleza tal que no se conoce ningu´n me´todo exacto
para su resolucio´n.
Aunque existe un me´todo exacto para resolver el problema, su uso es compu-
tacionalmente muy costoso.
El me´todo heur´ıstico es ma´s flexible que un me´todo exacto, permitiendo, por
ejemplo, la incorporacio´n de condiciones de dif´ıcil modelizacio´n.
Al abordar el estudio de los algoritmos heur´ısticos y metaheur´ısticos podemos
comprobar que dependen en gran medida del problema concreto para el que se han
disen˜ado. En otros me´todos de resolucio´n de propo´sito general, como puede ser un
algoritmo exacto, se realiza un procedimiento conciso y preestablecido independiente
en gran medida del problema abordado. En los me´todos heur´ısticos esto no es as´ı,
las te´cnicas e ideas aplicadas a la resolucio´n de un problema son espec´ıficas de e´ste y
aunque, en general, pueden ser trasladadas a otros problemas, han de particularizarse
en cada caso [60].
Ape´ndice B
Me´todos de descomposicio´n
En este ape´ndice se describen algunos de los me´todos de descomposicio´n tra-
dicionales y compuestos, adema´s de la terminolog´ıa y notacio´n relacionadas en otros
apartados de esta tesis. Esta seccio´n fue basada en el texto de Wolsey [91] y en los
tutoriales de Ralphs y Galati [74], Galati [29], y Galati, Ralphs y Wang [31].
Los me´todos de descomposicio´n son te´cnicas que explotan las subestructuras
tratables de un MILP con el fin de obtener mejores te´cnicas de solucio´n. En parti-
cular, la idea fundamental es explotar la capacidad para optimizar ya sea separando
la envolvente convexa de soluciones, a trave´s de una relajacio´n con el fin de obtener
mejores me´todos que acoten el valor de la solucio´n o´ptima. Estos me´todos de acota-
miento puede ser entonces combinados con me´todos de ramificacio´n de tal manera
que se obtengan robustos algoritmos basados en B&B.
La manera ma´s comu´n para realizar esta explotacio´n de las subestructuras
es relajar un conjunto de ((restricciones dif´ıciles)). Este es el enfoque adoptado por
Dantzig-Wolfe, Lagrange y me´todo de planos de corte. Las estructuras tambie´n se
pueden exponer mediante la fijacio´n de los valores de un conjunto de variables,
teniendo en cuenta las restricciones del problema original; este es el enfoque adoptado
por la descomposicio´n de Benders. A continuacio´n se revisan los principios de este
tipo de te´cnicas.
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B.1 Principios ba´sicos
Para facilitar la explicacio´n se asume un programa lineal entero puro (ILP, por
sus siglas en ingle´s: integer linear program) con una cota inferior y superior finita
para todas las variables, por lo tanto el conjunto de soluciones factibles es finito. Para
el resto de la explicacio´n consideraremos una instancia ILP cuyo conjunto factible
es un vector de enteros contenidos en el poliedro
Q = {x 2 Rn : Ax   b} , (B.1)
donde A 2 Qm⇥n es una matriz de restricciones y b 2 Rm es vector del lado derecho.
Sea F = Q\Zn el conjunto de soluciones factibles del ILP y P la envolvente convexa
de F . En te´rminos de esta notacio´n, el ILP es determinado como un programa entero
(IP, por sus siglas en ingle´s: integer program)
zIP = mı´n
x2F
 
c>x
 
= mı´n
x2P
 
c>x
 
= mı´n
x2Zn
 
c>x : Ax   b , (B.2)
donde c 2 Rn. Por convencio´n, zIP = 1 si F = ?, es decir el problema IP es
infactible. Se denota por OPT (P , c, U) una subrutina que resuelve el problema de
decisio´n, donde U es una cota superior. Esta rutina devolvera´ un conjunto de ele-
mentos de P con valor objetivo mejor que U . Para aplicar los principios que rigen
la descomposicio´n, se considera la relajacio´n de IP definida por
mı´n
x2F 0
 
c>x
 
= mı´n
x2P 0
 
c>x
 
= mı´n
x2Zn
 
c>x : A0x   b0 , (B.3)
donde F 0 ⇢ F = {x 2 Zn : A0x   b0} para algu´n A0 2 Qm0⇥n, b0 2 Qm0 y P 0
es la envolvente convexa de F 0. Aqu´ı se asume que existe al menos un algoritmo
eficiente que realiza la separacio´n de P 0. Se denota por SEP (P , x) una subrutina
que separa un vector x 2 Rn del poliedro P retornando un conjunto de desigualdades
va´lidas violadas. La forma de optimizacio´n de un problema de separacio´n es el de
encontrar la desigualdad que genere una mayor violacio´n. Con respecto a F 0, sea
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[A00, b00] 2 Qm00⇥n00 el conjunto de restricciones adicionales, necesarias para describir
a F , es decir, [A00, b00] es tal que F = {x 2 Zn : A0x   b0, A00   b00}. Se denota por
Q0 el poliedro que define las desigualdades [A0, b0] y por Q00 el poliedro que define
las desigualdades [A00, b00]. Por lo tanto, la relajacio´n inicial LP es el programa lineal
definido por Q = Q0 \Q00 y la cota LP es dada por
zLP = mı´n
x2Q
 
x>x
 
= mı´n
x2Rn
 
c>x : A0x   b0, A00   b00 . (B.4)
Note que [A0, b0] y [A00, b00] son frecuentemente una particio´n de renglones de [A, b]
dentro del conjunto de ((restricciones agradables)) y un conjunto de ((restricciones
dif´ıciles)), respectivamente; sin embargo no es un requerimiento estricto. La Figu-
ra B.1(a) (obtenida originalmente de [74]) muestra un ejemplo de los diversos po-
liedros, el conjunto de soluciones factibles es F = Q0 \ Q00 \ Z2 = P 0 \ Q00 \ Z2
y P = conv(F). La Figura B.1(b) representa una aproximacio´n continua Q0 \ Q00,
mientras que la Figura B.1(c) muestra la mejora de la optimizacio´n dada por P 0\Q00.
1
2
3
4
5
1 2 3 4 5
P
P 0
Q0
Q00
(a)
1 2 3 4 5
P
Q0 \Q00
(b)
1 2 3 4 5
P
P 0 \Q00
(c)
Figura B.1: Poliedros en un espacio R2.
Realizar la optimizacio´n o separacio´n sobre P 0 puede ser ma´s tratable que en
P por varias razones. Primero, el problema resultante tiene una estructura conocida
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que puede ser analizada combinatorialmente y para el cual se tiene alguna te´cnica
de solucio´n bien desarrollada. El primer caso se plantea con frecuencia cuando el
problema original es formado a partir de an˜adir restricciones laterales a un problema
base bien estudiado. 0BBBBBBB@
A01
A02
. . .
A0k 1
A0k
A001 A
00
2 . . . A
00
k 1 A
00
k
1CCCCCCCA
Figura B.2: Estructura de los bloques diagonales de una matriz A0
En segundo lugar, el subproblema resultante puede descomponerse de forma
natural, debido a la estructura de los bloques diagonales de la matriz A0. En este
caso, la optimizacio´n sobre P 0 puede ser lograda optimizando cada uno de los bloques
de forma independiente (posiblemente en paralelo). Esta´ te´cnica es particularmente
eficaz cuando los bloques resultantes de la descomposicio´n son ide´nticos, ya que esto
indica cierto grado de simetr´ıa en el modelo original. La Figura B.1 muestra un
ejemplo de esta estructura en una matriz A0.
B.2 Me´todos
Una vez identificada, la descomposicio´n puede ser realizada utilizando tres cla-
ses de me´todo generales. Los tres me´todos calculan lo que gene´ricamente es llamado
cota de descomposicio´n computada por
zD = ma´x
x2P 0\Q00
c>x. (B.5)
Es evidente observar que zLP  zD  zIP y el objetivo es elegir una descomposicio´n
para la cual la desigualdad izquierda es estricta, por lo que obtenemos una mejora
en la cota mediante la resolucio´n de la relajacio´n de LP.
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B.2.1 Dantzig-Wolfe
Este me´todo [15] calcula la cota dina´micamente construyendo una aproxima-
cio´n interna a P 0, con la finalidad de resolver el llamado problema maestro, que es
calculado como
zDW = mı´n
 2RF0+
(
c>
 X
s2F 0
s s
!
: A00
 X
s2F 0
s s
!
  b00,
X
s2F 0
 s = 1
)
. (B.6)
Esto se realiza generando iteradamente elementos de F 0 (usualmente puntos extre-
mos de P 0) con los cuales se forman las columnas de (B.6). En cada iteracio´n, una
columna con costo reducido negativo es generada. El problema de generacio´n de
columnas es un problema de optimizacio´n sobre P 0 el cual denotaremos como sub-
problema de generacio´n de columnas. El me´todo finaliza cuando ninguna columna
con costo reducido negativo puede ser encontrada. La solucio´n de (B.6) puede ser
interpretada como los pesos por el cual los miembros de F 0 se pueden combinar para
producir una solucio´n o´ptima, dada por xˆDW =
P
s2F 0 s s para (B.5).
B.2.2 Lagrange
Este me´todo puede ser considerado como un me´todo para resolver el dual de
(B.6). Dado un vector de multiplicadores duales u 2 Rm00+ , la relajacio´n Lagrangia-
na [27, 10, 54] de IP esta dada por
zLR(u) = mı´n
s2F 0
  
c>   u>A00  s+ u>b00 (B.7)
Se demuestra que zLR(u) es una cota inferior de zIP . El problema
zLD = ma´x
u2Rm00+
{zLR(u)} , (B.8)
de maximizar esta cota sobre las opciones de los multiplicadores duales es un dual
para IP llamado dual lagrangiano (LD) y que adema´s provee un cota inferior zLD,
la cual llamaremos cota LD. Un vector de multiplicadores uˆ que obtiene el ma´ximo
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valor de la cota es denominado multiplicadores o´ptimos (duales). La funcio´n zLR(u)
es linealmente co´ncava a u y su ma´ximo por lo tanto puede ser encontrado de mane-
ra eficiente por varios me´todos para maximizar funciones co´ncavas. Uno de los ma´s
recientes me´todos es propuesto por Narciso y Lorena [65] para la solucio´n del pro-
blema general de asignacio´n (GAP, por sus siglas en ingle´s: generalized assignment
problem).
B.2.3 Planos cortantes
Este procedimiento [91, 45] se basa en la construccio´n (parcial) de una aproxi-
macio´n exterior de P 0 para calcular una cota de la siguiente forma
zCP = mı´n
x2P 0
 
c>x : A00x   b00 . (B.9)
Se observa que xˆDW , es una solucio´n o´ptima para CP. Se puede resolverse de forma
iterativa mediante la resolucio´n de un problema de separacio´n de P 0 en cada itera-
cio´n. Es bien sabido que el problema de la separacio´n de un poliedro es polinomial-
mente equivalente al problema de optimizacio´n del mismo poliedro. Geo↵rion [36]
demostro´ la igualdad de estas tres cotas con las cotas de descomposicio´n.
Teorema B.1 zIP   c>xˆDW = zLD = zDW = zCP = mı´n
 
c>x : P 0 \Q00   zLP .
Estos tres algoritmos se pueden abstraer en un marco algor´ıtmico comu´n. En los
tres casos, el problema de acotamiento es un procedimiento iterativo que consta
de una alternancia entre la solucio´n de un problema maestro restringido, resuelto
para obtener informacio´n de la solucio´n, y un subproblema, resuelto para obtener
informacio´n adicional acerca de la estructura polie´drica de P 0, la cual es utilizada
para aumentar el problema maestro. Se continu´a iterando hasta que el criterio de
paro es alcanzando.
Me´todos de descomposicio´n 82
B.2.4 Generacio´n de columnas con planos cortantes
La integracio´n del me´todo de planos cortantes con el me´todo de Dantzig-Wolfe
resulta en un procedimiento que alterna entre un subproblema que genera una mejora
en las columnas (subproblema de precio) y un subproblema que genera un buen
conjunto de desigualdades va´lidas (subproblema de planos cortantes). Por lo tanto
el me´todo resultante es llamado generacio´n de columnas con planos cortes (P&C por
sus siglas en ingle´s: price-and-cut). Cuando el me´todo es implementado en un marco
de B&B, la te´cnica es denominada ramificacio´n, generacio´n de columnas con planos
cortes (BP&C por sus siglas en ingle´s: branch-price-and-cut). Este me´todo ha sido
estudiado por diversos autores: Savelsbergh [84], Barnhart et al. [8], Barnhart, Hane
y Vance [7], Vanderbeck [89] y ma´s recientemente Poggi de Araga˜o y Uchoa [16],
Ralphs, Lada´nyi y Saltzman [76], Desrosiers y Lu¨bbecke [18] y Gamrath [33].
Similar que en el me´todo Dantzig-Wolfe, la cota producida por P&C puede
ser pensado como el resultado de la interseccio´n de dos poliedros que se aproximan.
En Dantzig-Wolfe se requiere uno de estos Q00, para tener una breve descripcio´n;
pero estos poliedros pueden tener un taman˜o exponencial. P&C permite desarrollar
descripciones parciales de ambos poliedros: un poliedro interior PI y poliedro exterior
PO que son generados dina´micamente. Para optimizar la interseccio´n entre PI y PO,
se usa una reformulacio´n de Dantzig-Wolfe como en (B.6), excepto que [A00, b00] es
reemplazada por una matriz que cambia dina´micamente en cada iteracio´n. El me´todo
de P&C se muestra en el Algoritmo B.2.4.
Al examinar los pasos de este me´todo, la cuestio´n ma´s interesante que surge
es como los me´todos de generacio´n de columnas y desigualdades va´lidas son adap-
tados a este nuevo entorno dina´mico. Sin embargo, potencialmente problema´tico es
el hecho de que el me´todo de generacio´n de columnas resulta en una reduccio´n de
la cota z¯tPC calculada por (B.12), por el contrario la generacio´n de desigualdades
va´lidas esta orientada a aumentarla. La cota z¯tPC es obtenida por resolver (B.12),
mientras que ztPC es obtenida por resolver el subproblema de precio, cuyo resultado
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Algoritmo 8 Me´todo de generacio´n de columnas y cortes
Require: Una instancia ILP (P , c)
1: t 0
2: Inicializacio´n: Construir una aproximacio´n inicial interna desde un conjunto
inicial E t de puntos extremos de P 0
P tI =
(X
s2Et
s s :
X
s2Et
= 1, s   0 8s 2 E t, s = 0 8s 2 E \ E t
)
✓ P 0. (B.10)
y una aproximacio´n inicial externa donde Dt = A00 y dt = b00,
P tO =
 
x 2 Rn : Dtx   dt ◆ P . (B.11)
3: mt  m00, E 0  E t, [D0, d0] [Dt, dt]
4: while E 0 6= ? y [D0, d0] 6= ? do
5: Problema maestro restringido : Resolver la reformulacio´n de Dantzig-
Wolfe de el LP sobre el poliedro P tI \ P tO para obtener el valor o´ptimo z¯tPC =P
s2E s( 
t
PC)s y una solucio´n o´ptima dual (u
t
PC ,↵
t
PC) 2 Rmt+1
z¯tPC = mı´n
 2RE+
(
c>
 X
s2E
s s
!
: Dt
 X
s2E
s s
!
  dt,
X
s2E
 s = 1, s = 0 8s 2 E \ E t
)
.
(B.12)
6: Hacer (a) o (b)
(a) Subproblema de precio: Resolver OPT (P 0, c>   (utPC)>Dt,↵tPC) y
generar un conjunto E 0 ✓ E , con elementos con costo reducido negativo,
calculado para cada s 2 E por
rc(s) =
 
c>   (utPC)>A00
 
s  ↵tPC . (B.13)
Si E 0 6= ?, entonces E t+1  E t[E . Si s0 2 E con el menor costo reducido,
entonces ztPC = rc(s
0)+↵tPC +(d
t)>utPC provee una cota inferior va´lida.
Actualizar [Dt+1, dt+1] [Dt, dt],P t+1O  P tO,mt+1  mt.
(b) Subproblema de planos cortantes: Resolver SEP (P , xtPC) para ge-
nerar un conjunto de desigualdades va´lidas [D0, d0] 2 Rm0⇥n+1 para P ,
violadas por xtPC . Si encuentra alguna desigualdad es violada, enton-
ces [Dt+1, dt+1]  [Dt, dt] [ [D0, d0], y formar una nueva aproximacio´n
externa P t+1O . Actualizar mt+1  mt +m0, E t+1  E t,P t+1I  P tI .
7: t t+ 1
8: end while
9: zPC = z¯tPC = z
t
PC ,  ˆPC =  
t
PC , (uˆPC , ↵ˆPC) = (u
t
PC ,↵
t
PC), [DPC , dPC ] = [D
t, dt].
10: return Una cota inferior zPC de la solucio´n o´ptima de la instancia ILP (P , c),
una solucio´n prima o´ptima xˆPC 2 Rn, una descomposicio´n o´ptima  ˆPC 2 RE+,
una solucio´n dual o´ptima (uˆPC , ↵ˆPC) 2 Rm00+1 y las desigualdades [DPC , dPC ] 2
Rmt⇥(n+1).
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podr´ıa resultar ma´s relevante para el objetivo, y adema´s esta cota puede potencial-
mente ser mejorada a trave´s de generacio´n de desigualdades va´lidas o columnas. Las
columnas pueden ser generadas de manera similar a como se realiza en el me´todo
de Dantzig-Wolfe. Para buscar nuevas columnas, se localizan las que tienen un cos-
to reducido negativo, su ca´lculo se define en la funcio´n (B.13). El me´todo finaliza
cuando no se encontraron elementos con costo reducido y no es posible generar de-
sigualdades va´lidas. La Figura B.2.4 muestra el diagrama de flujo cuando el me´todo
es implementado en un marco de B&B.
B.3 Software
El desarrollo de un software para la implementacio´n de me´todos de descomposi-
cio´n se ha perseguido a menudo como una meta dif´ıcil de alcanzar. Los intentos ma´s
notables son aquellos que apoyan te´cnicas como la descomposicio´n Dantzig-Wolfe
e implementacio´n de los llamados me´todos de generacio´n de columnas, los cuales
adema´s permiten incluirlos dentro de un marco de B&B para aumentar el rendi-
miento del me´todo cuando la formulacio´n tiene un gran nu´mero de columnas. Los
marcos de trabajo ma´s desarrollados que apoyan la implementacio´n de algoritmos ba-
sados en generacio´n de columnas son MINTO [66], ABACUS [46] y COIN/BCP [75]
y SCIP [2]. En cada uno de estos marcos de trabajo la implementacio´n surge de for-
mulaciones basadas en una descomposicio´n de Dantzig-Wolfe creada a su vez de una
formulacio´n original, ma´s compacta, lo cual puede resultar en complicar la imple-
mentacio´n si tal formulacio´n de Dantzig-Wolfe no es tan compacta y sencilla como
la formulacio´n original. En la pra´ctica, el uso de me´todos de descomposicio´n se ve
obstaculizado por una serie de inconvenientes:
La implementacio´n es dif´ıcil, por lo general se requiere del desarrollo de sofis-
ticados co´digos personalizados, no resulta gene´rico.
La eleccio´n de una estrategia algor´ıtmica de descomposicio´n requiere un pro-
fundo conocimiento de la teor´ıa y las estrategias son dif´ıciles de comparar
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Fin
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1Figura B.3: Diagrama de flujo de BP&C
emp´ıricamente.
Los modernos y poderosos solucionadores utilizados para resolver programas
enteros son dif´ıciles de integrar con los enfoques basados en la descomposicio´n.
DIP (por sus siglas en ingle´s: decomposition in integer programming) es un
software creado por Galati y Ralphs [31, 30] que simplifica el proceso de imple-
mentacio´n de los me´todos de descomposicio´n. DIP provee un completo solucionador
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MILP basado en descomposicio´n que se puede utilizar de modo gene´rico y no requie-
re una personalizacio´n especializada de los componentes del algoritmo basado en las
caracter´ısticas del problema.
La filosof´ıa de DIP es eliminar la mayor cantidad de carga durante la imple-
mentacio´n por parte del usuario, tanto como sea posible, manteniendo las ventajas
habituales de una metodolog´ıa basada en la descomposicio´n. Con DIP, cualquier re-
formulacio´n requerida se mantiene y realiza internamente, el usuario interactu´a so´lo
con la formulacio´n original compacta. Adema´s, proporciona implementaciones por
defecto para todos los componentes del solucionador y pone en pra´ctica una amplia
gama de algoritmos basados en descomposicio´n, incluyendo me´todos tradicionales
como Dantzig-Wolfe, Lagrange y planos cortantes, as´ı como los me´todos h´ıbridos
con B&B ma´s avanzados, tales como B&C y BP&C.
Ape´ndice C
Demostracio´n de la complejidad
computacional del CpCP
Teorema C.1 El problema de ve´rtice p-centro capacitado (CpCP) es NP-duro.
Demostracio´n: El problema debe de ser formulado como un problema de deci-
sio´n que denotaremos como D-CpCP, por lo cual se debe de formular una instancia
gene´rica del problema.
Instancia: Dado un conjunto V de nodos los cuales representan puntos potenciales
de instalaciones y demanda, para cada i 2 V se define una capacidad si y para cada
j 2 V una demanda wj, p es un para´metro que indica el nu´mero de instalaciones
a ser ubicadas, finalmente se define una distancia entera entre cada par de nodos
i, j 2 V , denotada por dij.
Definicio´n C.2 D-CpCP: sea   un entero positivo ¿existe una p-particio´n X de V
tal que
ma´x
k2K
ma´x
j2Xk
{dc(k)j}   , (C.1)
y que adema´s sean satisfechas las restricciones de capacidad y de asignacio´n u´nica?
Primeramente se debe de demostrar que D-CpCP pertenece a la clase NP,
para lo cual es necesario probar que dada una p-particio´n X es posible verificar la
respuesta a D-CpCP en tiempo polinomial.
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Decidir siX cumple la condicio´n (C.1), requiere verificar cada particio´n, para lo
cual es necesario invocar la funcio´n (2.7), cuyo orden de operaciones es O(n2).
Verificar la integridad de la capacidad va impl´ıcito en esta decisio´n, dado que
la funcio´n (2.7) selecciona al nodo verificando esta restriccio´n; si ningu´n nodo
j 2 Xk cumple la condicio´n de capacidad, entonces f(Xk) =1, y por lo tanto
se concluye que X es infactible.
Validar la asignacio´n u´nica de los nodos a una sola instalacio´n requiere ve-
rificar la pertenencia de cada nodo a cada particio´n, lo cual necesita O(n2)
operaciones.
A partir de lo anterior, se concluye que dar respuesta al D-CpCP, as´ı como com-
probar o descartar factibilidad puede verificarse en tiempo polinomial en el taman˜o
del conjunto V y por lo tanto D-CpCP2 NP. Ahora para demostrar que D-CpCP
es NP-completo, es requerido reducir en tiempo polinomial y en espacio logar´ıtmico
una instancia de un problema conocido como NP-completo a una instancia de D-
CpCP [14, 34]. Para lograr esto nos basamos en el conocido problema pCP, el cual
es NP-completo [48] y denotaremos por D-pCP su problema de decisio´n.
Definicio´n C.3 D-pCP: sea   un entero positivo ¿existe una p-particio´n X de V
tal que
ma´x
k2K
ma´x
j2Xk
{dc(k)j}   , (C.2)
y que adema´s sean satisfechas las restricciones de asignacio´n u´nica?
En el caso del pCP, la funcio´n c(k) que determina el centro de la particio´n Xk,
no contempla la restriccio´n de capacidad. La idea es realizar la transformacio´n D-pCP
/ D-CpCP en tiempo polinomial y probar que la respuesta D-CpCP equivale a la
respuesta de D-pCP. Para ello dada a una instancia particular D-pCP, formada de la
manera siguiente: un conjunto V de nodos los cuales representan puntos potenciales
de instalaciones y de demanda, para cada j 2 V una demanda wj, p es un para´metro
que indica el nu´mero de instalaciones a ser ubicadas, y una distancia entera entre
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cada par de nodos i, j 2 V , denotada por dij. Una instancia valida para el D-CpCP,
incluye todos los para´metros anteriores y adema´s requiere definir una capacidad
para cada nodo i 2 V , entonces para realizar la transformacio´n D-pCP / D-CpCP,
se requiere copiar la informacio´n de nodos, para´metros y asignar una capacidad a
cada nodo, la cual establecemos como si =1, i 2 V . El proceso D-pCP / D-CpCP
puede realizarse en espacio logar´ıtmico, pues bastara´ con recorrer la instancia D-pCP
de manera secuencial y realizar la copia hacia la nueva instancia para el D-CpCP,
agregando los datos de la capacidad.
Argumentaremos la equivalencia de la respuesta entre D-CpCP y D-pCP. Si la
respuesta a D-CpCP es ((S´ı)) con la instancia transformada de D-pCP, implica que
la p-particio´n cumple con la condicio´n definida en C.2. La respuesta es claramente
valida para el D-pCP, ya que la definicio´n C.3 no restringe la capacidad de las
instalaciones potenciales, la cual para la instancia transformada se ha definido como
infinito. Cuando la respuesta es ((No)), se argumenta de manera similar, dado que
por las caracter´ısticas de la instancia, las condiciones de capacidad siempre sera´n
satisfechas, no as´ı, las de asignacio´n u´nica y de distancia menor igual a  .
Con lo anterior, queda demostrado que D-CpCP es un problema NP-completo
y por lo tanto, su versio´n de optimizacio´n es NP-duro.
Ape´ndice D
Ana´lisis de desempen˜o de B&B
para la solucio´n del CpCP
En este ape´ndice se define un experimento que realiza la ejecucio´n de B&B para
la solucio´n del CpCP para el conjunto de instancias cla´sicas definidas en Biblioteca-
OR [11] (A), Galva˜o-ReVelle [32] (B) y Lorena-Senne [56] (C) (la Seccio´n 5.2.1
describe a detalle las caracter´ısticas de cada conjunto) y se realiza adema´s un ana´lisis
as´ıntotico en funcio´n del taman˜o de la instancia las limitantes del me´todo.
D.1 Condiciones y resultados
Las condiciones experimentales son las siguientes: se usa ILOG CPLEX 12.5
como optimizador de MILP. Se establece para el me´todo un l´ımite de tiempo de
1 hora y un uso de memoria de 4 GB como criterio para finalizar la ejecucio´n. El
me´todo se han compilado usando g++ versio´n 4.4.5 bajo Debian 6.0.8 GNU/Linux
Kernel 2.6.32-5, 64 bits. Para el experimento se utilizo´ un cluster AMD Opteron con
2.0 GHz (x16), 32 GB en RAM.
Las Tablas D.1–D.3 presentan los resultados para cada conjunto de instancias.
En cada tabla, las dos primeras columnas representan el taman˜o de la instancia
medido por el nu´mero de nodos n y el nu´mero de particiones p. ((Instancia)) es
el nombre de la instancia del problema y ((O´ptimo)) indica el valor o´ptimo de la
instancia, valor obtenido por los me´todos de O¨zsoy y Pınar [69] y Albareda-Sambola,
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Dı´az y Ferna´ndez [4]. ((f lb)) y ((fub)) es la mejor cota inferior y superior encontrada por
B&B respectivamente. La columna ((Tiempo (seg))) muestra el tiempo en segundos y
((Desviacio´n (%))) expresa el porcentaje de desviacio´n relativa entre las cotas inferior
y superior. A continuacio´n se discuten los resultados de cada una de las tablas.
Tabla D.1: Resultado de B&B en la solucio´n del conjunto de instancias A
n p Instancia O´ptimo f lb fub Desviacio´n (%) Tiempo (seg) Memoria (B)
50 5 cpmp01 29 29 29 0.00 4.06 4.21E+7
cpmp02 33 33 33 0.00 1.18 3.68E+7
cpmp03 26 26 26 0.00 2.75 1.59E+7
cpmp04 32 32 32 0.00 2.69 2.36E+7
cpmp05 29 29 29 0.00 2.88 3.78E+7
cpmp06 31 31 31 0.00 3.04 2.08E+7
cpmp07 30 30 30 0.00 2.24 1.90E+7
cpmp08 31 31 31 0.00 3.32 4.01E+7
cpmp09 28 28 28 0.00 2.85 3.93E+7
cpmp10 32 32 32 0.00 3.23 2.71E+7
Promedio 0.00 2.82 3.03E+7
100 10 cpmp11 19 19 19 0.00 24.59 1.15E+8
cpmp12 20 20 20 0.00 24.96 1.13E+8
cpmp13 20 20 20 0.00 21.15 5.34E+7
cpmp14 20 20 20 0.00 18.89 1.19E+8
cpmp15 21 21 21 0.00 50.29 1.01E+8
cpmp16 20 20 20 0.00 21.61 9.18E+7
cpmp17 22 22 22 0.00 3322.99 6.30E+7
cpmp18 21 21 21 0.00 104.06 8.39E+7
cpmp19 21 21 21 0.00 41.34 5.08E+7
cpmp20 21 21 21 0.00 272.82 6.68E+7
Promedio 0.00 390.27 8.58E+7
Promedio Total 0.00 196.55 5.80E+7
Respecto al conjunto de instancias A (Tabla D.1), el me´todo es eficiente para
el pequen˜o grupo de instancias (taman˜o 50 ⇥ 5). Para el grupo de mayor taman˜o
(taman˜o 100 ⇥ 10), encontramos un par de instancias para las cuales resultan ma´s
dif´ıciles de resolver; sin embargo el me´todo encuentra el o´ptimo para todas las ins-
tancias de este conjunto.
Para el conjunto de instancias B (Tabla D.2), conforme el taman˜o de la instan-
cia crece, B&B no encuentra el o´ptimo en la mayor´ıa de las instancias, incrementando
el tiempo de computo y reportando un valor elevado de desviacio´n relativa entre las
cotas. Finalmente, el conjunto de instancias C (Tabla D.3), B&B no encuentra el
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o´ptimo en ninguna instancia, reportando a su vez un valor bastante elevado de des-
viacio´n entre cotas (superior al 100%). Cabe sen˜alar que la mayor´ıa de las instancias
de los conjuntos B y C, pararon su ejecucio´n por rebasar el limite de memoria per-
mitido.
Tabla D.2: Resultado de B&B en la solucio´n del conjunto de instancias B
n p Instancia O´ptimo f lb fub Desviacio´n (%) Tiempo (seg) Memoria (B)
100 5 G1 94 93 93 0.00 185.71 6.90E+7
100 5 G2 94 85 97 14.12 207.11 8.09E+8
100 10 G3 83 83 83 0.00 589.14 1.09E+8
100 10 G4 84 55 92 67.27 88.72 7.65E+8
150 10 G5 95 77 103 33.77 266.37 8.98E+8
150 10 G6 96 77 103 33.77 167.81 9.21E+8
150 15 G7 89 67 99 47.76 185.52 8.65E+8
150 15 G8 89 67 97 44.78 117.53 8.47E+8
Promedio Total 30.18 225.99 6.60E+8
Tabla D.3: Resultado de B&B en la solucio´n del conjunto de instancias C
n p Instancia O´ptimo f lb fub Desviacio´n (%) Tiempo (seg) Memoria (B)
100 10 SJC1 364 364 364 0.00 88.25 1.51E+8
200 15 SJC2 304 236 470 99.15 188.79 8.91E+8
300 25 SJC3a 278 242 390 61.16 1050.20 1.22E+9
300 30 SJC3b 253 224 392 75.00 882.60 1.15E+9
402 30 SJC4a 284 185 497 168.65 1192.97 3.12E+9
402 40 SJC4b 239 160 398 148.75 880.65 3.13E+9
Promedio Total 92.12 713.91 1.61E+9
D.2 Conclusiones
La Figura D.1 muestra el ana´lisis asinto´tico de B&B para la solucio´n del CpCP.
Tal como se observa el consumo de recurso crece de manera acelerada respecta al ta-
man˜o de la instancia. El tiempo promedio respecto al taman˜o tiene un brusco cambio
de 5 a 100 nodos, y parece mantenerse en valores similares en los rangos siguientes,
sin embargo cabe recordar que la mayor´ıa de las instancias finalizaron por exceder
el consumo de memoria permitido. Las estad´ısticas de memoria indican el ma´ximo
taman˜o del conjunto residente utilizado en bytes [55], esto es, el ma´ximo nu´mero
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de bytes de la memoria f´ısica que cada proceso usa simulta´neamente. Tal como se
observa la cantidad de memoria requerida por el B&B incrementa considerablemente
conforme crece el taman˜o de la instancia.
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Figura D.1: Comparacio´n asinto´tica en te´rminos de tiempo de ejecucio´n y uso de
memoria de B&B. Los ejes verticales se encuentran en escala logar´ıtmica. La barra
vertical expresa la desviacio´n esta´ndar.
Con lo anterior, se puede concluir que B&B so´lo resulta eficiente para la solu-
cio´n del CpCP cuando el taman˜o de la instancia es menor a 100 nodos, y mantiene un
valor de p proporcional a este taman˜o. Para instancias de mayor taman˜o, el me´todo
no asegura un consumo de recursos razonable que aporte una solucio´n factible al
problema.
Ape´ndice E
Gra´ficas de ana´lisis estad´ıstico
E.1 Ana´lisis estad´ıstico de desviacio´n relativa
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Figura E.1: Ana´lisis de la desviacio´n porcentual en el conjunto de instancias A.
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Figura E.2: Ana´lisis de la desviacio´n porcentual en el conjunto de instancias B.
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Figura E.3: Ana´lisis de la desviacio´n porcentual en el conjunto de instancias C.
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Figura E.4: Ana´lisis de la desviacio´n porcentual en el conjunto de instancias D-↵.
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Figura E.5: Ana´lisis de la desviacio´n porcentual en el conjunto de instancias D- .
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Figura E.6: Ana´lisis de la desviacio´n porcentual en el conjunto de instancias D- .
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Figura E.7: Ana´lisis de la desviacio´n porcentual en el conjunto de instancias D- .
0 0.2 0.4 0.6 0.8 1
0
500
1000
1500
2000
2500
3000
Diagrama de caja con 95% de IC
Nivel (α)
D
es
vi
ac
ió
n 
%
0.2 − 0.1
0.3 − 0.1
0.4 − 0.1
0.5 − 0.1
0.6 − 0.1
0.7 − 0.1
0.8 − 0.1
0.3 − 0.2
0.4 − 0.2
0.5 − 0.2
0.6 − 0.2
0.7 − 0.2
0.8 − 0.2
0.4 − 0.3
0.5 − 0.3
0.6 − 0.3
0.7 − 0.3
0.8 − 0.3
0.5 − 0.4
0.6 − 0.4
0.7 − 0.4
0.8 − 0.4
0.6 − 0.5
0.7 − 0.5
0.8 − 0.5
0.7 − 0.6
0.8 − 0.6
0.8 − 0.7
Diagrama de caja de comparaciones
Desviación %
−500 0 500
35
0
40
0
45
0
Tukey HSD de media con 95% de IC
Nivel (α)
D
es
vi
ac
ió
n 
%
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
n=50 n=50 n=50 n=50 n=50 n=50 n=50 n=50
Figura E.8: Ana´lisis de la desviacio´n porcentual en el conjunto de instancias E
Gra´ficas de ana´lisis estad´ıstico 97
E.2 Ana´lisis del tiempo
0 0.2 0.4 0.6 0.8 1
0.02
0.04
0.06
0.08
Diagrama de caja con 95% de IC
Nivel (α)
Ti
em
po
 (s
eg
)
0.2 − 0.1
0.3 − 0.1
0.4 − 0.1
0.5 − 0.1
0.6 − 0.1
0.7 − 0.1
0.8 − 0.1
0.3 − 0.2
0.4 − 0.2
0.5 − 0.2
0.6 − 0.2
0.7 − 0.2
0.8 − 0.2
0.4 − 0.3
0.5 − 0.3
0.6 − 0.3
0.7 − 0.3
0.8 − 0.3
0.5 − 0.4
0.6 − 0.4
0.7 − 0.4
0.8 − 0.4
0.6 − 0.5
0.7 − 0.5
0.8 − 0.5
0.7 − 0.6
0.8 − 0.6
0.8 − 0.7
Diagrama de caja de comparaciones
Tiempo (seg)
−0.01 0.00 0.01 0.02 0.03 0.04
0.
03
5
0.
04
0
0.
04
5
0.
05
0
Tukey HSD de media con 95% de IC
Nivel (α)
Ti
em
po
 (s
eg
)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
n=197 n=197 n=197 n=197 n=197 n=197 n=197 n=197
Figura E.9: Ana´lisis del tiempo para el conjunto de instancias A.
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Figura E.12: Ana´lisis del tiempo para el conjunto de instancias D-↵.
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Figura E.13: Ana´lisis del tiempo para el conjunto de instancias D- .
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Figura E.15: Ana´lisis del tiempo para el conjunto de instancias D- .
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Figura E.16: Ana´lisis del tiempo para el conjunto de instancias E.
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