We are concerned with the existence of rapidly decaying solutions for the equation
Introduction
We consider the nonlinear equation
where N 3, 2 q < 2 * := 2N/(N − 2), λ > 0 is a parameter, K (x) := exp(|x| α /4), α 2 and the number β is given by ✩ The first and second authors were partially supported by CNPq/Brazil.
β := (α − 2) (2 * − q) (2 * − 2) .
As pointed out in [7] , one of the motivations for studying the above equation relies on the fact that, for α = q = 2 and λ = (N − 2)/(N + 2), it appears when one tries to find self-similar solutions v(x, t) = t The radially symmetric case with α = q = 2 was considered in [1] . As far as we know, the first variational approach was done by Escobedo and Kavian in [6] . In that article the authors have considered α = q = 2 and N 3, and have proved that the existence of positive solutions is related with the interaction of the parameter λ with the first positive eigenvalue of the associated linear problem
where Ω ⊂ R N is a bounded domain and N 3. The aforementioned results of [6, 4] can be viewed as versions of those ones presented in [2] for the above problem when q = 2. The nonexistence results for λ λ 1 are a consequence of a Pohozaev type identity. In the case that 2 < q < 2 * , this identity does not give any information. So, we can expect existence of solution for any λ > 0. A result in this direction to the problem (BN) was presented in [2, Section 2] . In our first result we give an answer for this question when we deal with the problem (P ). More specifically, we shall prove the following result. In order to present our second result let us recall that, according to [4, (BN) has a sign changing solution whenever q = 2, N 4 and λ is greater than or equal to the first eigenvalue of (− , H 1 0 (Ω)) (see also [5] for a previous weaker result). In our second theorem we present a version of this last result to the problem (P ). 
which is induced by the inner product
We shall look for solution belonging in H(α) and therefore our solution has a fast decay rate at infinity.
Since it might happen q > 2, the minimization argument employed in [6, 4] does not work here.
So, we shall use a different approach by considering the functional
which is well defined, belongs to C 1 (H(α), R) and whose critical points are precisely the weak solutions of Eq. (P ). By using the fast decay rate of the elements of H(α) we are able to obtain compactness embeddings of this space in some weighted Lebesgue spaces. Hence, we can argue as in [2] to prove a local compactness result for the functional I .
In the proof of Theorem 1.1 we shall apply the Mountain Pass Theorem. The main difficult is to localize correctly the minimax level in the range where we have compactness. We achieve this objective by adapting some estimates performed in [6, 4] . However, since we have many degrees of homogeneity in our equation, the calculations are more involved and the estimates will be done in several distinct cases depending on the relation between α and the dimension N. For Theorem 1.2 we use the Linking Theorem and an adaptation of the ideas contained in [3] . As in the first theorem, the calculations are more difficult. Moreover, since the domain is unbounded, some estimates presented in [3] do not apply here. We are able to overcome the difficulties by making fine estimates and calculating the precise decay rate of the solutions of (LP).
The paper is organized as follows. In the next section we present the variational setting of problem (P ) and we prove the local compactness result for I . Section 3 is devoted to the proof of Theorem 1.1.
The existence of sign changing solution is proved in the final Section 4.
The variational setting
In this section we present the variational framework to deal with problem (P ). Throughout the paper we write u instead of R N u(x) dx.
Let S be the best constant of the embedding Proof. Let q ∈ (2, 2 * ) be fixed and τ = 2(2 * − q)/q(2 * − 2) ∈ (0, 1). Hölder's inequality with exponents
and we have used (2.1), (2.2) and the definition of p.
From the above inequality we obtain the first statement of the lemma. In order to prove the second one we take q ∈ (2, 2 * ), σ ∈ (0, 1) such that 1/q = σ /2 + (1 − σ )/2 * and argue as above to obtain
is compact, it follows from the above inequality and (2.2) that
We consider in the sequel the linear problem 
Recalling that u satisfies (2.3) and λ 1 = α 
This, (2.5) and u ∈ H(α) imply that |∇ w| 2 is finite, and therefore we conclude that w ∈ H 1 (R N ). We now choose R > 0 such that
function in the weak formulation of (2.4) we get
and therefore we also obtain an upper bound to w.
Since −w also satisfies (2.4) we can proceed as above to obtain an upper bound for −w. Thus
for some large ball B R (0). The result follows from the definition of w. 2 Remark 2.3. We can employ the same argument above to conclude that any solution of (P ) is of class
|x| α at infinity. More specifically, if u solves (P ), then u and its gradient ∇u have this decay property (see [6] for details).
Since problem (P ) has a variational structure we shall consider the functional I :
Standard calculations and Proposition 2.1 show that I ∈ C 1 (H(α), R) and the derivative of I at the point u is given by
Hence, the critical points of I are precisely the weak solutions of Eq. (P ).
bounded and, along a subsequence, (u n ) weakly converges to a nontrivial solution of the problem (P ).
Proof. In view of (2.6) we have that
where o(1) denotes a quantity approaching zero as n → ∞. Hence (u n ) is bounded and, up to a subsequence, we have that u n u weakly in H(α).
, we can use the Lebesgue Theorem and standard arguments to conclude that I (u) = 0.
In order to prove that u = 0 we suppose, by contradiction, that u = 0. Since the embedding
Moreover, since (u n ) is bounded and I (u n ) → 0, we have that I (u n )u n → 0. This and (2.7) imply that
On the other hand, the inequality (2.2) implies that
Letting n → ∞, we obtain Sl 2/2 * l. By combining this inequality with (2.9) we conclude that d In this section we use the classical Mountain Pass Theorem to obtain a positive solution for (P ) when 2 < q < 2 * . We start with an easy consequence of the embedding result of the previous section. 
It follows from the Mountain Pass Theorem that there exits a Palais-Smale sequence for I at level c.
In view of Lemma 2.4 we can obtain a nontrivial solution of (P ) provided
We devote the rest of this section to show that, under the hypothesis of Theorem 1.1, the above inequality is satisfied. We first notice that, arguing as in [13, Lemma 4 .1], we can obtain the following characterization for the minimax level
Hence, it suffices to prove the following.
Proposition 3.2. Under the hypothesis of Theorem
Proof. We adapt the arguments and calculations performed in [4] (see also [2] ).
be such that ϕ ≡ 1 on B 1 (0) and ϕ ≡ 0 outside B 2 (0). For any ε > 0, let us consider
and consider
The function h(t) := I(t v ε ), t 0, has a unique maximum point t ε > 0. By using h (t ε ) = 0 and λ > 0, we obtain
Since the function g(t) := (1/2)t 2t2 * −2 − (1/2 * )t 2 * is increasing on [0,t] and |v ε | 2 * ,K = 1 we get
In what follows we consider several cases depending on the values of N and α.
In this case, according to [4] , we have that
where f (ε) = O (ε δ ) means that lim sup ε→0 + f (ε)/ε δ is finite. Since N > α + 2 we have that α/2 < N/2 − 1. Moreover, recalling that lim ε→0 + ε α/2 | log ε| = 0, we infer from the above estimates that
We claim that t q ε qC 0 > 0 for some C 0 > 0 and any ε > 0 small. Indeed, suppose by contradiction that for some sequence ε n → 0 + we have that t ε n → 0. Then it follows from (3.3) that t ε n v ε n → 0 in H 1 (α). Thus, we can use (3.1) and the continuity of I to obtain
which does not make sense.
We can now use (3.2), (3.3), the above claim and the Mean Value Theorem to get
In order to prove the lemma in this first case it suffices to show that
We are going to estimate |v ε | q,K . We first recall that 
Since q > 2, we have that 0 < c 2 < K (x) 1−q/2 for each |x| 2. Hence, recalling that ϕ ≡ 0 on
On the other hand, by using the definition of ϕ again, we obtain
Hence, we can use the change of variable 
with
from which it follows that
This and (3.8) imply that
and therefore (3.12) where s(q) and t(q) are the liner functions
, and therefore t(q) > 0 for any 2 < q < 2 * . Thus, we can take the limit in (3.12) to conclude that
This establishes the statement of the lemma in Case 1.
In this case, we shall present a few more details on the estimate of v ε 2 K since it appears that its presentation in [4] 
(3.14)
Thus, we can use (3.9) and (3.10) to get 
This provides a positive lower bound for the values t ε and therefore we can argue as in (3.4) to obtain
As in Case 1, we get 
where A 1 was defined in (3.14). Thus, we can proceed as in (3.15) to get
So, t ε has a positive lower bound and we can argue as in (3.4) to obtain
We now recall that (3.5) holds provided q(N − 2) − β − N < 0. By replacing the value of β in this last inequality we can see that it occurs if, and only if,
Straightforward calculations show that 2 < q 1 < 2 * if, and only if, N < α + 2. Hence, we are in the setting of Case 3 and the expression in (3.11) also holds. Thus,
whereŝ(q) andt(q) are the liner functionŝ
Sincet(2) = 0 we have thatt(q) > 0 for any q > 2. A direct calculation shows thatŝ(q) < 0 if, and
and the proposition follows as in Case 1.
Case 4. 2 < N < α + 2, 2 < q 2 * − 4/α and λ large.
In this case the proof is easier because we can take large values for λ. More specifically, let v ∈ H(α) satisfying |v| 2 * ,K = 1 and consider t λ > 0 such that
The above expression implies that (t λ ) λ∈R + is bounded. If lim sup λ→∞ = t 0 > 0, the above equality would imply that v = 0, which does not make sense. Hence, lim λ→∞ t λ = 0. Thus,
and therefore,
Hence, there exists λ * > 0 such that, for any λ λ * , the statement of the proposition holds. This finishes the proof. 
where
Let λ > 0 be such that λ n λ < λ n+1 and set 
The proof of this proposition is rather long and technique. Before presenting it, let us see how we can use it to obtain a nodal solution for (P ).
Proof of Theorem 1.2. Let Y and Z be defined as above. For any u ∈ Z we have that
and therefore we can argue as in the proof of Lemma 3.1 to conclude that I satisfies the condition (I 1 ) of the previous abstract result.
We also have that
Moreover, if z ∈ Z \ {0} is given by Proposition 4.2, we can use the equivalence of norms in the finite dimensional space Y ⊕ Rz, to get
Thus, condition (I 2 ) is satisfied for R > 0 sufficiently large. By applying Theorem 4.1 and Proposition 4.2 we obtain (
It follows from Lemma 2.4 that, along a subsequence, (u n ) weakly converges to a nontrivial solution of (P ). Since this problem has no positive solution for λ λ 1 , we conclude that this solution changes sign in R N . 2
It remains to prove Proposition 4.2. We first introduce some notations which will be useful in the sequel. For any u, v ∈ H 1 (α) we denote by
We divide the proof in two distinct cases related with λ be or not to be an eigenvalue. We start with the case λ n < λ < λ n+1 . For any ε > 0 we set
, and
where {ϕ i } i∈N is the sequence of eigenfunctions of the linearized problem (LP).
We shall prove that 
it suffices to verify that 
, and therefore the first statement in (4.2) holds. For the second one it suffices to compute
If we take y = n i=1 β i ϕ i ∈ Y and recall that ϕ i solves (LP), we obtain 4) with c 3 :
Moreover, the equivalence of norms in Y , implies that Proof. Given u = y + t w ε ∈ Σ ε , we set
Since dim V < ∞ and the eigenfunctions of (LP) are regular, we conclude that u ∈ C 2 (R N ). Hence, 
By choosing δ > 0 in such a way that 2δc 1 < 1/2, we can replace the last two inequalities in (4.5) to get
It follows from the definition of A(u) and (3.9) that 1 = |u|
, and therefore we cannot have t → ∞ as ε → 0 + . The lemma is proved. 2
We are now able to prove that (4.1) holds in the first case.
Proof of Proposition 4.2 (Case λ n < λ < λ n+1 ). As quoted before, it suffices to verify (4.1). With this aim we take u = y + t w ε ∈ Σ ε and use (4.3) to get
Since an analogous estimate holds for |u| 
We now recall that −as
whenever a > 0 and s ∈ R. Thus, the above expression implies
where This concludes the proof in this first case. 2
We now consider the case where λ = λ n is an eigenvalue. Notice that, in this setting, estimation (4.6) does not hold and therefore we need slightly change the argument. So, for any ε > 0 we define
The next lemma shows that this new function has the same properties of w ε . It follows from the boundedness of t, (4.10) and the same argument used in the first case that, for ε > 0 small enough, there holds
The proposition is proved. 2
