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1 引言
真实感的人脸表情克隆 [1-2]技术是近年来计算机动
画、计算机游戏、计算机视觉领域的研究热点，并广泛应
用于影视特效的制作，例如国外推出的电影《冰河世
纪》、《蜘蛛侠》等。基于数据驱动的人脸表情克隆技术
充分利用已有的顶点运动捕捉数据可以快速合成克隆
表情，但是克隆表情后期经常需要对眼睛、牙齿这些脸
部凹陷的区域作后期处理，而且变形过程中往往需要融
合多种方法，制作要求较高。从 Zhang和 Liu[3-4]的工作
以来，许多研究者们投入到面向普通用户的人脸表情克
隆技术研究中，而且已经取得了显著进展。Noh和Neu-
mann[5]利用已有顶点的动画数据，提出了一种基于径向
基函数[6-7]（RBF）的表情克隆方法，这种方法仅仅转移了
运动矢量，而且对于稀疏的源数据，将会丢失源模型的
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Abstract：In view of the reality of facial expression cloning and efficiency of expression reconstruction, a novel method
based on motion capture data is proposed. After capturing the data of six fundamental expressions, it normalizes these data
to make them in the same range. Then 41 points are chosen in critical areas of facial expression and it gets cloning expres-
sion using Laplace deformation algorithm with convex weight which can preserve the details of facial expression to avoid
the low fidelity of uniform weights and unstable calculation of cotangent weights. Experimental results show that this
method can generate realistic and natural expression animations and the efficiency of facial expression cloning is improved
significantly.
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摘 要：针对人脸克隆表情的真实性和表情重建的效率，提出了一种基于运动捕捉数据的人脸表情克隆新方法。使
用运动捕捉设备捕捉人脸六种基本表情数据，并对数据进行归一化处理，使其位于同一区间范围，保证克隆表情数
据的有效性；在表现人脸表情的关键区域选取 41个特征点，通过采用凸权值的拉普拉斯变形算法将人脸表情转移到
目标模型上，很好保留了人脸表情的细节，克服了均一权值保真度低和余切权值计算不稳定的问题。实验结果表
明，该方法合成的克隆表情真实、自然，人脸表情克隆的效率得到了显著提高。
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部分表情细节；Deng和Neumann[8]通过预先记录的人脸
运动捕捉数据库，提出一种基于特征点的人脸表情动画
方法来合成真实的表情动画，然而动画的质量严重依赖
于庞大的数据库；Seol和 Lewis等人 [9]通过增加边界约
束条件，将重定义问题用泊松方程来表示，利用贝叶斯
公式产生与源运动一致的目标动画，这种方法仅集中于
大规模的脸部变形，没有考虑现实的皱纹这些小尺度细
节；Bhat和Goldenthal等人 [10]提出了一种基于人脸重要
轮廓特征的表演捕捉方法，该方法主要是对眼睛、嘴部
这些人脸表情的关键区域进行表情匹配处理来得到高
质量的克隆表情，这种方法对运动捕捉设备有较高的要
求；Wan和 Jin[11]提出了一种基于拉普拉斯 [12-13]变形的数
据驱动的人脸表情合成方法，对于顶点数目较多的模
型，该方法的处理速度较慢，同时没有考虑复杂的眼睛
和牙齿运动。本文在分析和总结前人工作的基础上，对
拉普拉斯变形算法进行了改进。
本文采用了一种凸权值代替均一权值 [13]和余切权
值 [14]的拉普拉斯变形算法，该算法易于实现，能够解决
径向基函数插值算法出现奇异情况的问题，避免了表情
重建后对眼睛、牙齿的细节处理，有效提高了表情克隆
的真实性和生成效率。
2 基于凸权值的拉普拉斯变形算法
对每个 i = 12n，定义 N (i)为顶点 vi所有邻接
点的集合，di为集合 N (i)中元素的个数，网格顶点的微
分坐标 [13]可以表示为该顶点与其邻接顶点坐标加权和
的差：
δi = (δ xiδ yiδ zi ) = vi - 1di åjÎ N (i)vj （1）
记 I 为单位矩阵，A为网格的邻接矩阵，D为对角
矩阵，且 Dii = di，用矩阵表示式（1）：
L = I -D-1A （2）
如图 1，Meyer等人 [14]提出采用余切权值代替式（1）
的均一权值：
δci = 1|Ωi| åjÎ N (i) 12 (cot αij + cot βij)(vi - v j) （3）
其中，αij，βij 为边 (i j)所对应的两个角，|Ωi|为顶点 vi
处Voronoi晶格[14]的大小。
δi 只与网格的拓扑相关，而 δci 依赖于网格的几何
结构。但余切权值中的余切值可能为负，并且当角度接
近于 180°时计算会不稳定，为此，本文采用模仿余切权
值的凸权值来计算每个顶点的贡献：
wij =
tan(θ1ij /2) + tan(θ 2ij /2)
||vi - v j|| （4）
最后，通过隐式求解的方法 [13]将微分坐标进行变
换，使得网格的变形与重建同时得到实现。采用最小二
乘法，可以求解所有顶点的坐标：
V
~ = arg min
V
(||LV - δ||2 + å
j = 1
m
w2j |v j - c j|2) （5）
其中，V~ 为目标模型表情克隆后的所有顶点坐标，V 为
初始坐标，δ 为 V 对应的微分坐标，w j 为顶点 v j 的权
重，c j为目标模型上第 j个特征点。
3 数据驱动的人脸克隆表情生成
3.1 运动数据的捕捉和处理
本文采集运动捕捉数据所用的是Motion Analysis
公司的运动捕捉设备。按照MPEG-4[15]标准，在人脸关
键表情区域放置 41个标记点，捕捉表演者六种基本表
情：生气、悲伤、厌恶、吃惊、恐惧和高兴，这些表情数据
带有 41个特征点的 3D坐标关键帧信息。由于在一个非
常有限的面部区域捕捉稠密的点云，运动捕捉标记不可
避免地会出现丢失，因此需要进行后期数据处理，包括
原始数据标记标号、数据清理、间隙填充和数据归一化。
为了确定标记能够被捕捉设备识别，需要在捕捉六
种基本表情之前预先捕捉一系列面部运动序列，它将为
运动捕捉系统确定每一个标记的可能位置提供足够的
信息。为了进行有效的数据清理，需要通过标记的布局
建立一组关系，在这些关系中，确定的标记被看作静止
的参考点，例如前额、鼻尖、下巴等。对于丢失的标记，
采用 4个标记作为一组来估计和确定它们在数据间隙
中的位置。图 2所示是通过运动捕捉设备重建的人脸
θ 2ij
θ1ij
αijvj
βij
vi
图 1 余切权值中角的定义及
边 (i j)的平均值坐标
（a）原始数据点云 （b）识别的标记点 （c）标记结构
图 2 运动捕捉设备中重建的人脸表情模型
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表情模型，从左到右分别为原始数据的点云，识别的标
记点，以及带有数据清理的标记结构。
3.2 特征点的选取
特征点需要在能够表现人脸表情的关键特征区域
选取，这些关键区域包括前额、左眉、左上眼睑、右眉、右
上眼睑、左下眼睑、左脸、鼻子、右下眼睑、右脸、上嘴唇、
下巴和下嘴唇。本文实验前在原始人脸模型上选取 41
个特征点，特征点的选取结果如图 3所示。
3.3 人脸表情的克隆
人脸表情克隆主要目的是把源模型上已经存在的
顶点运动向量等数据重新定位到目标模型上，并同时保
持原始面部动画的相对运动、动力学特征。
对于每一种关键表情，通过计算源模型特征点的位
移来参数化 [1]目标模型特征点的位移向量，然后根据目
标模型 41个特征点的位移，利用基于凸权值的拉普拉
斯变形算法求出所有顶点变形后的 3D坐标，从而得到
目标模型的克隆表情。
4 实验结果与讨论
本文实验采用的计算机配置为 1.83 GHz Intel Core
Duo T2400 CPU，2 GB内存，捕捉一位女性表演者的六
种基本表情序列作为源表情，选择一位外国男性 gene和
一只猴子作为目标模型，分别采用本文方法和文献[13]
方法进行实验，同时选择一位顶点数目较多的中国男性
模型与文献[5]方法进行对比实验，实验效果如图 4所
示。图中（a）为源模型的六种基本表情，从左到右依次
为生气、厌恶、恐惧、高兴、悲伤、吃惊。（b）、（c）分别为采
用本文方法和文献[13]方法在男性 gene模型上得到的
克隆表情。从（b）、（c）各列对应的克隆表情可以看出，
特别是从第一列生气表情、第四列高兴表情和第六列吃
惊表情的嘴部表情可以明显看出，文献[13]得到的克隆
效果不够自然，有效性低。图（d）、（e）分别为采用本文
方法和文献 [13]方法在猴子模型上得到的克隆表情。
观察（e）中各列对应的克隆表情，特别是第一列生气表
情、第四列高兴表情、第五列厌恶表情和第六列吃惊表
情的逼真度低于（d）中各列对应的克隆表情，（d）中的实
验结果表明了本文的方法是有效的，很好保留了人脸表
情的细节，克服了文献 [13]方法保真度低的问题。图
（f）、（g）分别为采用本文方法和文献[5]方法在中国男性
模型上得到的表情克隆效果。本实验的中国男性模型
含有 8 171个顶点，15 974个三角形网格；外国男性 gene
模型含有 988个顶点，1 954个三角形网格；猴子模型含
有 1 227个顶点，2 344个三角形网格。中国男性模型的
顶点和网格三角个数远远超过了外国男性 gene和猴子
模型的个数，与图 4中的源模型表情相比，（g）中第一、
二、三列的眼部表情和第四、五、六列的嘴部表情在真实
（a）正面照片 （b）网格模型 （c）特征点位置
图 3 带有标记的正面照片、网格模型及 41个特征点位置
吃惊悲伤高兴恐惧生气 厌恶
（a）源模型的六种基本表情
（b）男性 gene对应的六种克隆表情（本文算法）
（c）男性 gene对应的六种克隆表情（文献[13]算法）
（d）猴子对应的六种克隆表情（本文算法）
（e）猴子对应的六种克隆表情（文献[13]算法）
（f）中国男性对应的六种克隆表情（本文算法）
（g）中国男性对应的六种克隆表情（文献[5]算法）
图 4 六种表情的源模型和克隆后的目标模型
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性上低于（f）各列对应的克隆表情，文献[5]方法得到的
克隆表情不够真实、自然。正如文献[5]所指出的，当目
标模型顶点数目较多，并且表情数据较稀疏时，该方法
的克隆结果将会丢失源模型的部分表情细节。
为进一步形象直观地说明本文方法的有效性，以
gene和猴子作为目标模型为例，选取吃惊表情具有代表
性的六个关键帧进行实验，并与基于余切权值的拉普拉
斯算法进行对比，实验效果如图 5所示。图中（a）为源
模型吃惊表情关键帧，从左到右，嘴部和眼睛的张开幅
度逐渐增大，吃惊表情也逐渐增强。（b）、（c）分别为采用
本文方法和余切权值在男性 gene模型上得到的吃惊表
情关键帧。从左到右，（c）中眼睛和嘴部依次张开的幅
度没有（b）中明显，与源模型相比，（b）的吃惊表情更具
有表现力。（d）、（e）分别为采用本文方法和余切权值在
猴子模型上得到的表情克隆效果。余切权值在计算时
可能为负，并且当角度接近 180°时计算值不稳定，致使
重建后的表情有效性降低。观察（d）、（e）的克隆效果，
特别是从猴子嘴部张开的幅度可以明显看出，与基于余
切权值的拉普拉斯算法相比，本文方法得到的克隆效果
更真实、有效。
5 总结
本文提出了一种数据驱动的人脸表情克隆新方法，
易于编辑实现，可以有效地合成具有真实感的克隆表
情。通过采用凸权值的拉普拉斯变形算法，尽量多地保
持了源模型的局部表面信息，能够被快速有效地求解稀
疏线性系统，同时将误差扩散到整个网格，有效提高了
重建的效果，满足了普通用户对表情克隆的需求。但是
本文给出的方法存在一定的局限，没有将头发考虑在
内，不能重建得到带有头发的完整目标模型，同时没有
考虑带有头部运动或语音的目标模型。这些问题将会
在今后的工作中进一步解决。
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