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Abstract
We establish a existence result of multiple positive solutions for a singular eigenvalue type pro-
blem involving the one-dimensional p-Laplacian. Furthermore, we obtain a nonexistence result of
positive solutions by taking advantage of the internal geometric properties related to the problem.
Our approach is based on the fixed point index theory and the fixed point theorem in cones.
 2004 Elsevier Inc. All rights reserved.
Keywords: One-dimensional p-Laplacian; Singular problem; Positive solution; Multiplicity; Fixed point index;
Fixed point theorem; Cone; Super- sublinearity
1. Introduction
In this paper, we study the existence and multiplicity of positive solutions for the singu-
lar Dirichlet eigenvalue type problem
(P)λ
{−(ϕp(u′(t)))′ = λh(t)f (u(t)) in (0,1),
u(0) = u(1) = 0,
where ϕp(x) = |x|p−2x , p > 1, and λ is a positive parameter. Here h(t) is a nonnegative
measurable function on (0,1) that may be singular at t = 0 and/or t = 1, f (u) is a non-
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zero and/or +∞.
By a positive solution of the problem (P)λ, we understand a function u(t) ∈ C[0,1] ∩
C1(0,1) which is positive on (0,1) and satisfies both the equation on (0,1) and the bound-
ary condition in (P)λ. Moreover ϕp(u′(t)) is locally absolutely continuous in (0,1) and the
equality(
ϕp
(
u′(t)
))′ = −λh(t)f (u(t))
holds almost everywhere in (0,1).
This paper is motivated by the recent work of Kong and Wang. In [10], they study the
problem (P)λ in case λ = 1 subject to one of the following three pairs of the boundary
conditions:
(C1) u(0) − g1
(
u′(0)
)= 0, u(1)+ g2(u′(1))= 0,
(C2) u(0) − g1
(
u′(0)
)= 0, u(1) = 0,
(C3) u′(0) = 0, u(1) + g2
(
u′(1)
)= 0,
where g1(v) and g2(v) are both nondecreasing continuous odd functions defined on
(−∞,+∞) and at least one of them satisfies the condition that there exists b > 0 such
that
0 gj (v) bv for all v  0, j = 1 or 2.
They proved, using fixed point index theory, the existence of at least two positive solutions
u1(t) and u2(t) when f is both sublinear and superlinear at zero and infinity. Furthermore,
they obtain information about the norm of this solutions under additional assumptions on
the function f , more precisely, if h(t) satisfies (h)–(h2) (see conditions below) and f (u) is
superlinear at zero and infinity (see condition (f1) with a = +∞ and condition (f2) below),
then 0 < ‖u1‖ < L < ‖u2‖, provided that there exists L > 0 such that 0  u L implies
f (u) (αL)p−1, where
α <
(
(b + 1)F
( 1∫
0
h(τ) dτ
))−1
and F(s) = |s|1/(p−1) sgn(s) is the inverse function to ϕp(x) = |x|p−2x (see [10, Theo-
rem 1]). Moreover, under other additional assumptions they obtain an analogous result in
the sublinear case (see [10, Theorem 2]). In this paper we are able to recover all such results
without other hypothesis than the sublinearity and the superlinearity on f . Furthermore,
we also able to obtain nonexistence results of positive solutions for the problem (P)λ. We
remark that on the nonexistence question only a few results have been obtained. For sim-
plicity we only consider Dirichlet boundary conditions since all the results obtained in this
paper can also be adapted with minor changes to the boundary conditions above, (C1)–
(C3). Our approach is based on fixed point index theory as well as on a fixed point theorem
in cones. Also, we study positive solutions which are present in most of applications where
the physical interest lies in the existence of nonnegative concentrations. The arguments that
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and infinity which was no observed in [10] (see properties (1) and (2) below).
Several papers have been devoted in the last years to the study of the one-dimensional
singular p-Laplacian. Most of them however deal with problems which are not directly
comparable to those consider here (cf., e.g., [1,2,9]). The approach used in this papers is
the lower–upper solutions method together with an approximation technique. The present
work is more related to results obtained by Agarwal et al. in [3], although we consider
different conditions on f and moreover we obtain nonexistence results.
We consider the following conditions:
(h) h(t) is a nonnegative measurable function defined in (0,1) and satisfies
(h1) h(t) ≡ 0 on any compact subinterval in (0,1);
(h2) 0 < ∫ 10 h(t) dt < +∞.
(f) f ∈ C([0,+∞), [0,+∞)), with f (0) = 0, f (u) > 0 for u > 0 and satisfies
(f1) limu→0(f (u)/up−1) = a, where a ∈ [0,+∞];
(f2) limu→+∞(f (u)/up−1) = +∞ (superlinear at u = +∞);
(f3) limu→0(f (u)/up−1) = 0 (sublinear at u = 0);
(f4) limu→+∞(f (u)/up−1) = 0 (sublinear at u = +∞).
The following geometric properties (1) and (2) will be very important in our arguments.
The assumption (f1) with a = +∞ (superlinear at u = 0) together with the assumption (f2)
implies that there exists R > 0 such that
f (R)
Rp−1
= min
t>0
f (t)
tp−1
. (1)
Let R¯ be a point where f attains its maximum on the interval (0,R].
Also we note that from assumptions (f3) and (f4) it follows that there exists L > 0 such
that
f (L)
Lp−1
= max
t>0
f (t)
tp−1
. (2)
Our main results are Theorems 1 and 2, which will be proved in Section 3.
Theorem 1. Suppose conditions (h)–(h2) and (f)–(f2) are satisfied. Then
(a) Let 0 < a < +∞ and λ0 = (a
∫ 1
0 h(τ) dτ)
−1
. Then, for 0 < λ < λ0, problem (P)λ has
at least one positive solution.
(b) Let a = +∞ and λ∗ = ( f (R¯)
R¯p−1
∫ 1
0 h(τ) dτ
)−1
. Then
(i) for 0 < λ < λ∗ problem (P)λ has at least two positive solutions u1(t) and u2(t)
which satisfies 0 < ‖u1‖ < R < ‖u2‖;
(ii) there exists a positive number λ¯ such that problem (P)λ has no positive solutions
for all λ > λ¯.
Theorem 2. Suppose (h)–(h2) hold. Moreover, we assume (f), (f3) and (f4) are satisfied.
Then
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(P)λ has at least two positive solutions u1(t) and u2(t) which satisfies 0 < ‖u1‖ <
L < ‖u2‖;
(b) there exists a positive number λ such that problem (P)λ has no positive solutions for
all λ < λ.
The paper is organized as follows. In Section 2, we establish some notations, as well
as some basic facts. Section 3 contains the proofs of our main results. Finally, Section 4 is
devoted to some examples.
2. Fixed point theorem in a cone and index theory
In this section we establish our approach, as well as give the technical arguments that
are essential for the proofs of Theorems 1 and 2.
We now state the following well-known results. For the proof we refer the reader to the
classical works of [4] and [7,11], respectively.
Theorem A. Let B be a Banach space with norm ‖ · ‖, K ⊆ B be a cone in B. For r > 0
define Kr = {u ∈ K: ‖u‖  r}. Assume that T :Kr → K is a compact map such that
T u = u for u ∈ ∂Kr = {u ∈ K: ‖u‖ = r},
(A1) if ‖u‖ ‖T u‖ for u ∈ ∂Kr , then ι(T ,Kr,K) = 0;
(A2) if ‖u‖ ‖T u‖ for u ∈ ∂Kr , then ι(T ,Kr,K) = 1.
Theorem B. Let B be a Banach space, and let P be a cone in B. Suppose Ω1 and Ω2 are
bounded open subsets of B such that 0 ∈ Ω1 ⊂ Ω¯1 ⊂ Ω2 and suppose that
T :P ∩ (Ω¯2 \Ω1) →P
is a compact operator such that
(B1) ‖T u‖ ‖u‖ for u ∈P ∩ ∂Ω1, and ‖T u‖ ‖u‖ for u ∈ P ∩ ∂Ω2, or
(B2) ‖T u‖ ‖u‖ for u ∈P ∩ ∂Ω1, and ‖T u‖ ‖u‖ for u ∈ P ∩ ∂Ω2.
Then T has at least a fixed point in P ∩ (Ω¯2 \Ω1).
For applications of Theorem A, see [5,13], and [6,8,12,14,15], for Theorem B.
Let B be the classical Banach space C[0,1] with the norm ‖u‖ := supt∈[0,1] |u(t)|. De-
fine the cone K by
K = {u ∈ B: u(t) is a nonnegative concave function with u(0) = u(1) = 0}.
We first need the following technical lemma.
Lemma 1. For any 0 < δ < 1/2, u ∈ K has the following properties:
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(b) u(t) δ2‖u‖ for all t ∈ [δ,1 − δ].
Proof. Let N = ‖x‖ = x(t0) for some t0 ∈ (0,1). It easily seen that the triangle whose
vertices are (0,0), (t0,1), (1,0) in the (t, x) plane lies under the graph of the function
x/N and over the graph of the function t (1 − t). This implies part (a) of the lemma and
part (b) follows now from (a). 
In what follows ψp(t) = |t|1/(p−1) sgn(t) is the inverse function to ϕp. For each u ∈ K ,
we define the operator Tλ :K → B by
(Tλu)(t) :=
{∫ t
0 ψp(λ
∫ σ
s
h(τ )f (u(τ )) dτ) ds, 0 t  σ,∫ 1
t
ψp(λ
∫ s
σ
h(τ )f (u(τ )) dτ) ds, σ  t  1,
where σ = 0 if (Tλu)′(0) = 0, and σ = 1 if (Tλu)′(1) = 0; otherwise, σ is a solution of the
equation
z(x) := v1(x)− v2(x) = 0, (3)
where
v1(x) =
x∫
0
ψp
(
λ
x∫
s
h(τ )f
(
u(τ)
)
dτ
)
ds, 0 x  1,
and
v2(x) =
1∫
x
ψp
(
λ
s∫
x
h(τ )f
(
u(τ)
)
dτ
)
ds, 0 x  1.
Note that z(x) is a strictly increasing continuous function defined on [0,1] with z(0) < 0
and z(1) > 0, and hence there exists a unique σ ∈ (0,1), which satisfies (3). The operator
Tλ is thus well defined.
From the definition of Tλ, we have Tλ(K) ⊂ K . Indeed, if we take any t and t1 in (0, σ )
with t1 < t . Then
(Tλu)(t) − (Tλu)(t1) =
t∫
t1
ψp
(
λ
σ∫
s
h(τ )f
(
u(τ)
)
dτ
)
ds

t∫
t1
ψp
(
λ
σ∫
t1
h(τ)f
(
u(τ)
)
dτ
)
ds
= (t − t1)ψp
(
λ
σ∫
t1
h(τ)f
(
u(τ)
)
dτ
)
= (t − t1)(Tλu)′(t1),
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(σ,1). Therefore, Tλ leaves invariant the cone K .
Since
(Tλu)
′(t) =
{
ψp(λ
∫ σ
t h(τ )f (u(τ )) dτ) 0, 0 t  σ,
−ψp(λ
∫ t
σ
h(τ )f (u(τ )) dτ) 0, σ  t  1,
is continuous and nonincreasing in (0,1) and (Tλu)′(σ ) = 0, we have(
ϕp
(
(Tλu)
′(t)
))′ = −λh(t)f (u(t))
holds almost everywhere in (0,1) and (Tλu)(t) satisfies the boundary condition in (P)λ.
This shows that each fixed point of Tλ in K is a solution of the problem (P)λ.
Now we will prove that Tλ is a compact operator. Let B ⊂ K be bounded. Using the
Ascoli–Arzelá theorem is sufficient to prove that Tλ(B) is bounded and equicontinuous.
There exists C > 0 such that ‖u‖ C for all u ∈ B . Let θ = max0<uC f (u) > 0 and
0 t  σ ; we have
(Tλu)(t) =
t∫
0
ψp
(
λ
σ∫
s
h(τ )f
(
u(τ)
)
dτ
)
ds
 (λθ)1/(p−1)
t∫
0
ψp
( σ∫
s
h(τ ) dτ
)
ds
 (λθ)1/(p−1)ψp
( 1∫
0
h(τ) dτ
)
≡ const.
Therefore Tλ(B) is a bounded set.
Now let ε > 0 and t1, t2 ∈ [0, σ ]. Then
∣∣(Tλu)(t1) − (Tλu)(t2)∣∣=
∣∣∣∣∣
t1∫
t2
ψp
(
λ
σ∫
s
h(τ )f
(
u(τ)
)
dτ
)
ds
∣∣∣∣∣
 (λθ)1/(p−1)
∣∣∣∣∣
t1∫
t2
ψp
( σ∫
s
h(τ ) dτ
)
ds
∣∣∣∣∣
 |t1 − t2|(λθ)1/(p−1)ψp
( 1∫
0
h(τ) dτ
)
< ε,
|t1 − t2| < δ = ε
(λθ)1/(p−1)ψp(
∫ 1
0 h(τ) dτ)
.
This implies that Tλ(B) is equicontinuous set on [0,1].
The calculations in the interval σ  t  1 are analogous. Thus, according to the Ascoli–
Arzelá theorem, we know that Tλ(B) is a relatively compact set and hence Tλ is a compact
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Lemma 3].
On the other hand, the condition (h2) implies that, for any 0 < δ < 1/2,
0 <
1−δ∫
δ
h(τ ) dτ < +∞,
and hence the function
y(x) :=
x∫
δ
ψp
( x∫
s
h(τ ) dτ
)
ds +
1−δ∫
x
ψp
( s∫
x
h(τ ) dτ
)
ds, δ  x  1 − δ,
is continuous and positive on [δ,1 − δ].
3. Proofs of Theorems 1 and 2
In this section we will prove our main results.
Proof of Theorem 1. First, we prove part (b) of Theorem 1. Let
λ∗ =
(
f (R¯)
R¯p−1
1∫
0
h(τ) dτ
)−1
and 0 < λ < λ∗.
Since limu→0(f (u)/up−1) = +∞, it follows that there exists 0 < r < R such that 0 
u r implies f (u) (Mu)p−1, where M > 0 satisfies M > 2(λ1/(p−1)δ2P)−1 and P :=
minδx1−δ y(x) > 0.
For u ∈ ∂Kr = {u ∈ K: ‖u‖ = r} we have
2‖Tλu‖
σ∫
δ
ψp
(
λ
σ∫
s
h(τ )f
(
u(τ)
)
dτ
)
ds +
1−δ∫
σ
ψp
(
λ
s∫
σ
h(τ )f
(
u(τ)
)
dτ
)
ds
 λ1/(p−1)Mδ2r
( σ∫
δ
ψp
( σ∫
s
h(τ ) dτ
)
ds +
1−δ∫
σ
ψp
( s∫
σ
h(τ ) dτ
)
ds
)
= λ1/(p−1)Mδ2ry(σ ) λ1/(p−1)Mδ2Pr 2r = 2‖u‖, σ ∈ [δ,1 − δ],
‖Tλu‖
1−δ∫
δ
ψp
(
λ
1−δ∫
s
h(τ )f
(
u(τ)
)
dτ
)
ds
 λ1/(p−1)Mδ2r
1−δ∫
δ
ψp
( 1−δ∫
s
h(τ ) dτ
)
dsλ1/(p−1)Mδ2ry(1 − δ)
 λ1/(p−1)Mδ2Pr > 2r > r = ‖u‖, σ > 1 − δ,
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1−δ∫
δ
ψp
(
λ
s∫
δ
h(τ )f
(
u(τ)
)
dτ
)
ds
 λ1/(p−1)Mδ2ry(δ) λ1/(p−1)Mδ2Pr > ‖u‖, σ < δ.
Hence, ‖Tλu‖ > ‖u‖ for u ∈ ∂Kr . Then part (A1) of Theorem A implies
ι(Tλ,Kr,K) = 0. (4)
For the same M > 0, it follows from limu→+∞(f (u)/up−1) = +∞ that there exists
R1 > 0 such that f (u)  (Mu)p−1 for all u  R1. Choose R˜ > max{R,R1}. Applying
Lemma 1 and nothing that ‖u‖ = R˜ for u ∈ ∂KR˜ , we have
2‖Tλu‖
σ∫
δ
ψp
(
λ
σ∫
s
h(τ )f
(
u(τ)
)
dτ
)
ds +
1−δ∫
σ
ψp
(
λ
s∫
σ
h(τ )f
(
u(τ)
)
dτ
)
ds
 λ1/(p−1)Mδ2PR˜ > 2‖u‖, σ ∈ [δ,1 − δ],
‖Tλu‖
1−δ∫
δ
ψp
(
λ
1−δ∫
s
h(τ )f
(
u(τ)
)
dτ
)
ds > ‖u‖, σ > 1 − δ,
‖Tλu‖
1−δ∫
δ
ψp
(
λ
s∫
δ
h(τ )f
(
u(τ)
)
dτ
)
ds > ‖u‖, σ < δ.
Therefore, ‖Tλu‖ > ‖u‖ for u ∈ ∂KR˜ . By part (A1) of Theorem A, we have
ι(Tλ,KR˜,K) = 0. (5)
On the other hand, for u ∈ ∂KR we have
‖Tλu‖ψp
(
λ
1∫
0
h(τ)f
(
u(τ)
)
dτ
)
 λ1/(p−1)ψp
( 1∫
0
h(τ)f (R¯) dτ
)
= λ1/(p−1)ψp
(
f (R¯)
ϕp(R¯)
ϕp(R¯)
1∫
0
h(τ) dτ
)
= λ1/(p−1)
(
f (R¯)
R¯p−1
)1/(p−1)
ψp
( 1∫
0
h(τ) dτ
)
R¯ < R¯ R = ‖u‖ .
By part (A2) of Theorem A, we have
ι(Tλ,KR,K) = 1. (6)
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ι(Tλ,KR˜ \ ˚KR) = −1, ι(Tλ,KR \ ˚Kr) = 1,
hence, Tλ has fixed points u1(t) in KR \ ˚Kr and u2(t) in KR˜ \ ˚KR .
Now we prove u1(t) = u2(t). To see this, we need to prove Tλui = ui for ui ∈ ∂KR ,
i = 1,2. If it is not true, then ‖Tλui‖ = ‖ui‖ for ui ∈ ∂KR . Since ui(t) satisfies (P)λ, we
have
‖Tλui‖ψp
(
λ
1∫
0
h(τ)f
(
ui(τ )
)
dτ
)
 λ1/(p−1)ψp
(
λ
1∫
0
h(τ)f (R¯) dτ
)
= λ1/(p−1)
(
f (R¯)
R¯p−1
)1/(p−1)
ψp
( 1∫
0
h(τ) dτ
)
R¯
 λ1/(p−1)
(
f (R¯)
R¯p−1
)1/(p−1)
ψp
( 1∫
0
h(τ) dτ
)
‖ui‖,
this shows that
1 λ1/(p−1)
(
f (R¯)
R¯p−1
)1/(p−1)
ψp
( 1∫
0
h(τ) dτ
)
,
which is a contradiction. Finally it is clear that 0 < ‖u1‖ < R < ‖u2‖. This proves asser-
tion (i).
Now we prove (ii). Remark that we will be use the geometric property (1) which plays
a key role in the proof. We argue by contradiction, and we suppose that there exists a
sequence (λn) with λn > n such that for each n the problem (P)λn has a positive so-
lution un ∈ K . Using Lemma 1 and the fact that f (u)  C¯up−1 for all u > 0, where
C¯ = f (R)/Rp−1 we have
‖un‖
1−δ∫
δ
ψp
(
λn
s∫
δ
h(τ )f
(
un(τ )
)
dτ
)
ds
 λ1/(p−1)n
1−δ∫
δ
ψp
( s∫
δ
h(τ )C¯
(
un(τ )
)p−1
dτ
)
ds
 λ1/(p−1)n C¯1/(p−1)δ2‖un‖
1−δ∫
ψp
( s∫
h(τ) dτ
)
ds, σ < δ,δ δ
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contradiction. In the cases σ ∈ [δ,1 − δ] and σ > 1 − δ the same conclusion holds, this
proves the assertion (ii) and hence part (b) of Theorem 1.
Now we prove part (a) of Theorem 1. Suppose 0 < a < +∞ in (f1). Let λ0 =
(a
∫ 1
0 h(τ) dτ)
−1 and 0 < λ < λ0.
We choose ε > 0 such that 0 < λ ((a+ε)ψp(
∫ 1
0 h(τ) dτ))
−1
. By condition (f1), there
exists η > 0 such that 0 u η implies f (u) up−1(a + ε). Then for u ∈ ∂Kη, we have
‖Tλu‖ψp
(
λ
1∫
0
h(τ)f
(
u(τ)
)
dτ
)
 λ1/(p−1)ψp
(
λ
1∫
0
h(τ)u(τ )p−1(a + ε) dτ
)
 λ1/(p−1)(a + ε)1/(p−1)ψp
( 1∫
0
h(τ) dτ
)
η < η = ‖u‖.
By (f2), there exists  > 0 such that f (u)  (Mu)p−1 for all u  . Choose µ >
max{η,}. The inequality ‖Tλu‖  ‖u‖ for u ∈ ∂Kµ is proved the exact same way that
part (b). Hence, if we define the sets Ω1 = {u ∈ K: ‖u‖ < η} and Ω2 = {u ∈ K: ‖u‖ < µ},
by part (B1) of Theorem B follows that Tλ has at least one fixed point u(t) in K with
η < ‖u‖ < µ. This proves (a) and the proof of Theorem 1 is now complete. 
As a consequence of Theorem 1, we have the following
Corollary 3.1. If a = 0 in condition (f1) then problem (P)λ has at least one positive solu-
tion for each λ > 0.
Proof of Theorem 2. Choose any 0 < r < 1/2 and for u ∈ K with ‖u‖ = ν, let
m(ν) := min
rt1−r
f (u(t))
u(t)p−1
.
It follows from condition (f) and Lemma 1 that m(ν) > 0 for ν > 0. Let λ∗ =
(2/(m(L)r2Q))p−1, where Q := minrx1−r y(x) > 0. Then for λ > λ∗ we have
2‖Tλu‖
σ∫
r
ψp
(
λ
σ∫
s
h(τ )f
(
u(τ)
)
dτ
)
ds +
1−r∫
σ
ψp
(
λ
s∫
σ
h(τ )f
(
u(τ)
)
dτ
)
ds
 λ1/(p−1)m(L)r2L
[ σ∫
r
ψp
( σ∫
s
h(τ ) dτ
)
ds +
1−r∫
σ
ψp
( s∫
σ
h(τ ) dτ
)
ds
]
 λ1/(p−1)m(L)r2QL > 2L = 2‖u‖, σ ∈ [r,1 − r],
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1−r∫
r
ψp
(
λ
1−r∫
s
h(τ )f
(
u(τ)
)
dτ
)
ds
 λ1/(p−1)m(L)r2QL > ‖u‖, σ > 1 − r,
‖Tλu‖
1−r∫
r
ψp
(
λ
s∫
r
h(τ )f
(
u(τ)
)
dτ
)
ds  λ1/(p−1)m(L)r2QL > ‖u‖, σ < r.
Hence, ‖Tλu‖ > ‖u‖ for u ∈ ∂KL.
For the same λ choose ε > 0 such that ε < (λ1/(p − 1)ψp(
∫ 1
0 h(τ) dτ))
−1
. By condi-
tion (f3) it follows that there exists 0 < l < L such that 0 u l implies f (u) (εu)p−1.
Then for u ∈ ∂Kl we have
‖Tλu‖ψp
(
λ
1∫
0
h(τ)f
(
u(τ)
)
dτ
)
 λ1/(p−1)ψp
(
λ
1∫
0
h(τ)
(
εu(τ)
)p−1
dτ
)
 λ1/(p−1)εψp
( 1∫
0
h(τ) dτ
)
l < l = ‖u‖.
Now let us define a new function f¯ (u) := max0su f (s). Then f¯ (u) is nondecreasing.
Moreover, from condition (f4), it follows that limu→+∞(f¯ (u)/up−1) = 0. So, for the same
ε > 0 there exists S > 0 such that u S implies f¯ (u) (εu)p−1. Choose L > max{L,S}
then for u ∈ ∂KL we have
‖Tλu‖ψp
(
λ
1∫
0
h(τ)f
(
u(τ)
)
dτ
)
 λ1/(p−1)ψp
(
λ
1∫
0
h(τ)f¯ (L) dτ
)
 λ1/(p−1)εψp
( 1∫
0
h(τ) dτ
)
L < L = ‖u‖.
Therefore, if we define the sets Ω1 = {u ∈ K: ‖u‖ < L} and Ω2 = {u ∈ K: ‖u‖ < L},
by part (B2) of Theorem B follows that Tλ has two fixed points u1(t) and u2(t) which
satisfies l  ‖u1‖  L  ‖u2‖  L. Thus analogously to Theorem 1 it is easy to see that
Tλ has no fixed points on ∂KL, hence u1(t) = u2(t), and this proves part (a) of Theorem 2.
Finally we prove part (b). Notice that the geometric property (2) plays an important role
in the proof. Suppose for contradiction that there exists a sequence (λn), with λn ∈ (0,1/n)
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f (u) Cup−1 for all u > 0, where C = f (L)/Lp−1 we have
‖uλn‖ψp
(
λn
1∫
0
h(τ)f
(
uλn(τ )
)
dτ
)
 λ1/(p−1)n ψp
( 1∫
0
h(τ)C
(
uλn(τ )
)p−1
dτ
)
 λ1/(p−1)n C1/(p−1)‖uλn‖ψp
( 1∫
0
h(τ) dτ
)
,
which implies that 1  λnC(ψp(
∫ 1
0 h(τ) dτ))
p−1
. Since λn goes to zero we arrives to a
contradiction. This proves part (b) and completes the proof of Theorem 2. 
4. Examples
Our results may be applied to a large class of nonlinearities. For example, consider the
problem
(A)λ
{−(ϕp(u′(t)))′ = λ(1 − t)p1 tp2(cuq1(t) + uq2(t)) in (0,1),
u(0) = u(1) = 0,
where λ is a positive parameter, c ∈ R+ ∪ {0}, −1 < p1 < 0, −1 < p2 < 0 and 0 < q1 
p − 1 < q2. We study the following two cases.
Case (I). q1 = p−1 and c 0. If c > 0, then h(t) = (1− t)p1 tp2 and f (u) = cuq1 +uq2
satisfies the hypothesis of Theorem 1.
Set λ0 = (cβ(p1 + 1,p2 + 1))−1, where β denotes the beta function. Then it follows
from part (a) that problem (A)λ has at least one positive solution for λ ∈ (0, λ0).
When c = 0, according to Corollary 3.1, the problem (A)λ has at least one positive
solution for each λ > 0.
Case (II). 0 < q1 < p − 1 < q2 and c > 0. In this case, we are under the hypothesis of
part (b) of Theorem 1 with
R = R¯ =
(
c
p − 1 − q1
q2 − p + 1
)1/(q2−q1)
and
λ∗ = c−(q2−p+1)/(q2−q1) ((q2 − p + 1)
q2−p+1(p − 1 − q1)p−1−q1)1/(q2−q1)
q2 − q1
× (β(p1 + 1,p2 + 1))−1.
Therefore, if λ ∈ (0, λ∗), then the problem (A)λ has at least two positive solutions u1(t)
and u2(t) which satisfies 0 < ‖u1‖ < R < ‖u2‖ and there exists λ¯ > 0 large enough such
that problem (A)λ has no positive solutions for all λ > λ¯.
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(B)λ
{−(ϕp(u′(t)))′ = λh(t)(eu(t) − 1) in (0,1),
u(0) = u(1) = 0,
where λ > 0 and the function h(t) is as above. We study the following three cases.
Case (I). p = 2, we are under the hypothesis of part (a) of Theorem 1, then problem (B)λ
has at least one positive solution for λ ∈ (0, λ0), where λ0 = (β(p1 + 1,p2 + 1))−1, where
β denotes the beta function.
Case (II). 1 < p < 2, in this case a = 0 and by the Corollary 3.1 there exists at least one
positive solution for each λ > 0.
Case (III). 2 < p, we are under the hypothesis of part (b) of Theorem 1, and for
λ ∈
(
0,
(
f (R¯)
R¯p−1
β(p1 + 1,p2 + 1)
)−1)
problem (B)λ has at least two positive solutions u1(t) and u2(t) which satisfies 0 < ‖u1‖ <
R < ‖u2‖, where R = R¯ ∈ (p−2,p−1) is the unique zero of the function χ(u) = eu(u−
p + 1) + p − 1. Moreover, there exists λ¯ > 0 large enough such that problem (B)λ has no
positive solutions for all λ > λ¯.
Finally we consider the problem
(C)λ
{−(ϕp(u′(t)))′ = λt−αuq(t)e−u(t) in (0,1),
u(0) = u(1) = 0,
where 0 < α < 1 and p − 1 < q .
According to part (a) of Theorem 2, for all r ∈ (0,1/2) there exists
λ∗(r) =
(
2
m(L)r2Q
)p−1
such that, for all λ > λ∗(r) problem (C)λ has at least two positive solutions u1(t) and u2(t)
which satisfies 0 < ‖u1‖ < q −p + 1 < ‖u2‖. Also, there exists a positive number λ small
enough such that this problem has no positive solutions for all λ < λ. We remark that in
case the usual Laplacian; that is, when p = 2, we obtain more precise information for the
problem (C)λ, namely,
λ∗(r) = 2
m(q − 1)r2Q,
where
m(q − 1) = r2(q−1)(q − 1)e−r2(q−1) and Q = r
2−α + (1 − r)2−α − 2α−1
(1 − α)(2 − α) .
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