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Elektrochemické metody nacházejí využití v mnoha aplikacích (např. senzorice, skladování
el. energie nebo katalýze). Jejich nespornou výhodou je nízká finanční náročnost na
přístrojové vybavení. Abychom lépe porozuměli procesům probíhajícím na elektrodách,
je dobré znát elektronickou pásovou strukturu materiálu elektrody. Úkolem této práce
je vyhodnotit výstupní práci a pozici hrany valenčního pásu nových materiálů pro elek-
trody, konkrétně cínem dopovaného oxidu india pokrytého nanotrubicemi sulfidu wol-
framičitého. Ultrafialová fotoelektronová spektroskopie a Kelvinova silová mikroskopie
jsou metody použité pro tuto analýzu. Zvláštní důraz je kladen na přípravu vzorků elek-
trod pro měření, aby nedošlo k nesprávné interpretaci výsledků vlivem vnějších efektů
jako je např. kontaminace nebo modifikace povrchu.
Summary
Electrochemical methods are widely used in many applications (e.g. sensing, energy
storage or catalysis) with the advantage of their inexpensive instrumentation. In order
to understand redox processes taking place at electrodes, the knowledge of electronic
band structure of the electrode materials is very valuable. This thesis focuses on the
analysis of work function and valence band edge position of novel electrode materials,
in particular indium tin oxide decorated with tungsten disulfide nanotubes. Ultraviolet
Photoelectron Spectroscopy and Kelvin Probe Force Microscopy are used to measure those
characteristics. A special emphasis is put on the electrode sample preparation to avoid
misinterpretation of the results due to adventitious effects (e.g. contamination or surface
modification).
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Introduction
In many applications such as sensing, energy storage or catalysis, electrochemical
methods are often utilized. The biggest advantage of electrochemical methods is that
usually inexpensive and simple instrumentation is needed. To achieve improved perfor-
mance of devices based on electrochemistry, novel electrode materials are often studied.
One of the approaches how to improve the performace of such electrochemical devices
(e.g. sensor sensitivity or catalysis rate) is the use of 1D nanostructures [1, 2]. This is
mainly due to the fact that 1D nanostructures such as nanowires and nanotubes provide
high surface to volume ratio and often different properties than their bulk counterparts.
Also, with the use of additional metal nanoparticles, plasmon enhancement may be used
for additional improvements of the electrochemical methods [3].
In order to understand the processes taking place at the electrodes, the study of their
electronic properties is unavoidable. Mostly the knowledge of the electronic band structure
of the electrode materials helps to predict and explain processes taking place at electrodes
(i.e. when oxidation or reduction occurs or when the charge transfer is possible).
A common technique used for examining the band structure is an Ultraviolet Photo-
electron Spectroscopy (UPS), which is based on the photoelectric effect. UPS can be used
to determine the work function and the valence band position with respect to the Fermi
level. Its advantage is that it is an absolute technique and measures the characteristics
directly. However, its ultimate surface sensitivity might be also a disadvantage, since
the potential surface contamination might significantly affect the measurements’ out-
comes. Another method used in this work to study the work function is the Kelvin Probe
Force Microscopy (KPFM). This technique is a relative one so another reference work
function has to be known.
The main goal of this thesis is to follow the study of indium tin oxide (ITO) elec-
trodes covered with tungsten disulfide nanotubes (WS2 NTs) conducted by Ing. Filip
Ligmajer, Ph.D. The task is to characterize those electrode materials with UPS and
KPFM so that information about the electronic structure of the electrode materials used
in F. Ligmajers experiment is examined. This should support his experiment explanations
and provide a building block for following studies of these materials and devices based
on them.
The first chapter of this thesis provides basic information about electrochemistry and
1D nanostructures so the reader can better understand the motivation. The second chap-
ter is dedicated to the electronic band structure of materials and to methods their mea-
surement. In this part, the principle of the formation of energy bands in the solid is
presented. It is also discussed how the band structure of different materials looks like and
how it is related to some of the material properties. Last, the main methods of study-
ing the band gap, the work function and the valence band edge position are presented.
The third chapter is devoted to the principles of the experimental methods used in this
work. Moreover, an additional chapter dedicated to the applications of KPFM is pre-
sented to provide a deeper insight on how this technique may be utilized for the study
of different material properties. A special emphasis is put on the applications related
to nanowires, nanotubes and electrochemistry. Even though some of the techniques are
not directly related to the experimental part of the thesis, they are mentioned in the thesis
to provide some general overview of other possibilities how nanowires can be analyzed for
electrochemistry. In the experimental part, the strongest emphasis is put on the analysis
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of the work function and the valence band edge position of WS2 NTs and ITO. The aspects
of spectra interpretation and possible obstacles of the UPS measurements are discussed.
Since the UPS is surface sensitive, different sample preparation techniques are analyzed
with the aim to obtain relevant data and to be able to avoid possible misinterpretation
of the results.
2
1. Motivation - Electrochemistry
Electrochemistry is a usefull tool in many applications since it does not require expen-
sive and complicated instrumentation. Some of the applications can be for example chem-
ical and biological sensing (e.g. glucose sensors, gas detectors, pH meters), technological
applications (e.g. electroplating), or energy storage (e.g. solar cells, batteries) [3]. An im-
provement in the particular applications might be achieved if novel materials are used,
for example 1D nanostructures. This chapter provides a brief introduction to the field
of electrochemistry as well as some general information about nanowires and nanotubes.
1.1. Introduction to electrochemistry
Electrochemistry is a branch of chemistry where charge carriers are utilized to study
processes and reactions at the border between an electrode and an electrolyte. The object
of study is an electrochemical cell – a system where the electrolyte is in contact with
the electrodes. The electrolyte can then be studied via the electrodes by measuring
the physical quantities such as current, potential, conductivity, charge or capacitance [4].
Electrochemical cells can be divided into two main types. If the electrochemical cell works
as a voltage source because of spontaneous processes occurring on the electrodes, the cell
is called a galvanic cell. If the electrolytic processes occurring on the electrodes are driven
by external bias, the cell is called an electrolytic cell.
Any reaction happening at the electrode-electrolyte interface involves charge exchange,
i.e. the oxidation states of atoms are changed. Both reduction processes (electrons are
gained, oxidation state is decreased) and oxidation processes (electrons are removed, oxi-
dation state is reduced) are always involved. Such redox (reduction-oxidation) reactions
often occur between chemical species of the same phase, but the electrons can also be
transferred through an interface (e.g. between a metal electrode and a molecule in aque-





where O and R are the oxidized and reduced forms of the redox couple in solution
(aq), respectively. A number of n electrons are then transferred from the atom/molecule
in oxidized state to the metal electrode and kred and kox quantify the rate of reactions
in the respective direction.
When the electrons are transferred from the electrolyte to the electrode or vice versa,
the potential on the electrode changes. We are then interested in the potential difference
between the electrode and the solution ∆φ. The relation of the potential difference and
the concentrations of oxidized or reduced forms of the redox molecules in the solution
(cO and cR, respectively) are described by Nernst equation [3]







where φ0 is the standard electrode potential, R is the molar gas constant, F is the Fara-
day constant and T is the absolute temperature. A physical quantity that we can easily
measure or control is a potential difference between two electrodes (i.e. the voltage)
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Fig. 1.1: Electronic states at the interface between a metal electrode and a redox couple
in (a) equilibrium, (b) with a negative potential applied (cathodic conditions), (c) with
a positive potential applied (anodic conditions). Adopted from [3].
and the Nernst equation reveals a relationship of the voltage between the electrodes and
the concentrations of the oxidized or reduced forms of the molecules.
To better visualize the electron transfer between the electrode and the electrolyte,
energy diagrams can be used (fig. 1.1) [3]. The electrode is described with a conduc-
tion band with states filled up to the Fermi level. The energy levels of the redox cou-
ple are described by the density of the oxidized states (empty) centered at energy Eox
and the density of the reduced states (filled) centered at the energy Ered. The energy
levels of the oxidized and reduced states are located near the equilibrium Fermi level
of the solution Eeq and split and broadened due to the interactions with the molecules
of the solvent [3]. When a potential is applied on the electrode, electron transfer between
the molecules and the electrode takes place, and the molecules are oxidized or reduced
depending on the sign of the applied potential.
To make a conclusion from this brief introduction to the electrochemistry, it is im-
portant to know the position of the Fermi level and the energy levels of available states
of the electrode material, especially when novel electrode materials are used. For example,
such electrodes can be covered with nanowires or nanotubes, that promise better prop-
erties than conventional electrodes especially due to their high surface to volume ratio.
And the purpose of the experimental part of this thesis is to evaluate this characteristics
of the electrode materials.
1.2. Nanowires and nanotubes
Nanowires (NWs), nanotubes (NTs) and 1D nanostructures in general have been stud-
ied very extensively recently. This field seems to be very promising because 1D nanos-
tructures offer high surface to volume ratio, which can be utilized for example in sen-
sorics [5, 6] or photovoltaics [7]. Also 1D nanostructures often exhibit different electronic
and structural properties compared to their bulk counterparts. For example, the stress
4
1.2. NANOWIRES AND NANOTUBES
in the nanowire can be considerably lower compared to similar structure created by con-
ventional lithographic methods, which can lead to reduced amount of defects. This stress
is induced at the boundary between two materials due to the different lattice parameter
(lattice mismatch). The nanowire growth is restricted only in one dimension so the stress
in the nanowire lattice can be relaxed more easily. Therefore, nanowires or nanotubes
can find an application also as field effect transistors (FET) [8] or photodetectors [9], for
example.
The use of nanowires and nanotubes in electrochemistry is especially promising due
to their high surface to volume ratio which allows electrochemical sensing with higher
sensitivity (e.g. in [1]). The nanotubes can be useful for example due to their strong
electrocatalytic activity and minimum surface fouling, in particular carbon nanotubes,
which have been already quite extensively studied [10]. Inorganic nanotubes have not been
studied so much and could provide interesting properties for improved applications. One
of the examples can be WS2-WSe2 nanotubesu used in hydrogen evolution reaction [2].
Nanowires
Nanowires (NWs) are basically small wires with diameters in the range from ten to sev-
eral hundreds nanometers and with the length of several microns or longer. Nowadays,
nanowires can be grown either as homogenous wires (from single material) or as both
axial and radial (core-shell) heterostructures [11]. Nanowires from various materials can
be grown – metals (Al, Cu, Ti, W.. .) group IV semiconductors (Si, Ge. . .), III/V semicon-
ductors (GaN, GaAs, InAs. . .), II/VI semiconductors (ZnS, CdS, ZnSe. . .), metal-oxides
(ZnO, TiO2, Al2O3. . .) or even perovskite or metal-organic nanowires [11, 12, 13, 14].
Nanotubes
Nanotubes (NTs) are also 1D materials with similar size as nanowires (i.e. 10–200 nm
in diameter and hundreds of nm up to milimeters long). Nanotubes have been a subject
of intensive study since the identification and description of carbon nanotubes in 1991
by Iijima [15], however, a trace to the first observation of nanotubes goes even back
to 1952 [16]. Nanotubes are cyllindrical structures that can be imagined as if a 2D layer
is rolled into a form of a tube. Nanotubes exist as both single-walled and multi-walled.
Nowadays, apart from carbon, nanotubes from other different materials have already
been prepared, such as WS2, MoS2, CeI3, SnS-SnS2 or even metal oxides such as VOx and
other [17].
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Fig. 1.2: (a) Model of the structure of the WS2 nanotube. Yellow atoms depict the sulfur
and blue the tungsten. (b) TEM image of such nanotube where the layer structure is




This chapter is devoted to the basic introduction of the theoretical concept of electronic
structure of materials, since it is very important for understanding their physical proper-
ties. A simple explanation of a band structure will be presented. For deeper explanations
and further reading, a book by Ch. Kittel is recommended [19].
It was already in 1897 when sir J.J Thomson explored the existence of electron as a sub-
atomic particle, being awarded a Nobel prize in 1906 [20]. He suggested the so called
“plum pudding model” of the atom, where the atom consists of mixture of positive and
negative particles. However, this model was soon improved by E. Rutherford, published
in 1911 [21] after series of experiments, starting in 1908. In his group, H. Geiger and
E. Mardsen shot alpha particles through Au foil. They detected some particles scattered
under a degree higher than 90◦, which Thomson’s model could not explain. Rutherford
then presented his model of the atom where the positive charge and mass are concentrated
in a tiny nucleus of the atom. The next important step was N. Bohr’s model of the atom,
proposing that the electrons orbit around the nucleus on certain discrete levels. The elec-
trons can perform a transition between those levels only if they receive specific amount
of energy given as the energy difference between these levels [22]. It was later corrected
by quantum mechanics to the point that we understand atoms now – the electrons are not
localized and are not orbiting around the nucleus as Bohr proposed but are distributed
with certain probability in atomic orbitals. However, his important remark that electrons
in atoms can have only discrete values of energy is crucial for the explanation of many
effects, including the formation of a band structure.
2.1.1. Electrons in atoms and the origin of band structure
According to the present understanding, atoms are formed of a tiny and heavy nucleus
consisting of protons and neutrons, and electrons are arranged around the nucleus in or-
bitals, where each orbital has a specific discrete energy. This originates from the quantum
mechanics – if electrons are trapped in a potential well, only certain electron wavefunctions
are allowed, therefore they can exist only in certain states with discrete energies.
The states are described with 4 quantum numbers [23]. The principal quantum num-
ber n describes the atomic shell, giving us basic information about the energy and
distance from the core (Fig. 2.1a). In spectroscopy, the atomic shells are often de-
scribed by letters K,L,M,N..., having the same meaning as the principal quantum
number n = 1, 2, 3, 4.... Next, we have the orbital quantum number l, which is related
to the magnitude of an electron’s angular momentum and describes the type of an orbital
(s, p, d, f... ∼ l = 0, 1, 2, 3...). Each orbital has slightly different energy (Fig. 2.1b, 2.1c)
and possible values of l are 0, 1, ..., (n−1). Third quantum number we use for the descrip-
tion is magnetic quantum number ml which is related to the orientation of the angular
momentum vector in space. If the atom experiences magnetic field, the energy of orbitals
split, depending on the magnetic quantum number. For each value of l, there are 2l + 1
different values that ml can have, so ml = ±1,±2, ...,±l. The last quantum number is
the spin number ms, referring to the intrinsic angular momentum of an electron. The ms
can have values of ±1/2, often referred to as ”spin up” and ”spin down”.
7
2.1. BAND STRUCTURE
Fig. 2.1: (a) Schematic drawing of atomic shells, where each shell represents one principal
quantum number n. Each shell consists of one or more orbitals, represented by quantum
number l. As n increases, the distance from the core and also the energy of the orbitals
increases. (b) An example of possible shapes of the orbitals. (Note: p, d and f orbitals
have total of 3, 5 and 7 possible shapes and space orientations with the same energy,
respectively.) (c) Schematic diagram of the energy of orbitals with different principal
quantum number. Adopted from [23] (a, c) and [24] (b) and edited.
Fig. 2.2: Schematic drawing of a formation of energy bands from the overlap of two,
three, etc atomic orbitals. The overlap of many orbitals eventually results in formation
of a band with a continuum of states. Adopted from [25] and edited.
The state of an electron then can be fully described by this set of 4 quantum numbers.
In Photoelectron Spectroscopy, usually the notation of an electronic state is for example
3p1/2, where n = 3, l = 2 (p-orbital) and the exponent denotes j = l+ s = 1− 1/2 = 1/2.
Now imagine we have two atoms of the same kind we want to bring close to each other.
If the atoms are far away from each other, the energy of orbitals can be the same in both
atoms. But as soon as the atoms are brought closer, electron wavefunctions start to overlap
and the energy levels of orbitals split into two [25], because two electrons (one from
the first atom and one from the second atom) cannot be in the same state due to the Pauli
exclusion principle. If we bring more atoms together, the energy level of orbitals split into
more levels and in the case of a crystal, the splitting results in the formation of energy
bands [25] (many discrete states close together forming a so-called “quasi continuum”).
The formation of bands is schematically described in Fig. 2.2.
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This method of constructing the energy bands is called tight-binding approximation
or more generally Linear Combination of Atomic Orbitals (LCAO) and more detailed de-
scription with proper mathematic formulation can be found for example in [25, chap. 3.8].
Another method for constructing the band structure is based on describing the valence
electrons as “nearly free electrons” in periodic potential of the lattice with the use of Bloch
functions, and its description can be found for example in [19, chap. 7]. Whereas the tight-
binding approximation works well for deeper energy levels, the nearly free electron model
works better for valence band electrons [26]. Another method for calculating the band
structure is Density Functional Theory (DFT). The advantage of DFT is that it al-
lows reducing the 3N dimensional problem (N is the number of atoms) of many-body
Schrödinger equation to three dimensional problem of finding a minimum of the energy
functional, which is equivalent to the quantum ground state [25].
2.1.2. Band structure of different materials
To describe how the electrons fill in the bands, it is necessary to introduce the density
of states and the Fermi level. The density of states D(E) describes the number of states
in a given interval of energies dE. For example, taking the simple case of 3D free electron
gas (Fermi electron gas) bound in a box with finite size, it is possible to obtain the density
of states by solving the Shrödinger equation for a free particle [19, chap. 6]. The density
of states is then proportional to square root of energy D(E) ∼
√
E. Then, if we have
a certain amount of electrons, at 0 K, the electrons fill the states one by one from the state
with the lowest possible energy up to the highest occupied state. The energy of this
highest occupied state at 0 K temperature is called Fermi energy (Fermi level). This
means that all states below Fermi level are occupied and all states above Fermi level are
empty (Fig. 2.3). The integral of the density of states from zero to the Fermi level then




The situation at elevated temperature is a little different, because some of the elec-
trons can be excited to higher states by the thermal energy equal to kBT , where kB is
the Boltzman constant and T is temperature. Because electrons are fermions, their behav-
ior is described by Fermi-Dirac statistics and the density of occupied states is modulated







where E is the energy of the state and µ is chemical potential. At T = 0 K, the chem-
ical potential is equal to the Fermi energy. The density of states of real crystals is,
however, more complicated, because it is a combination of more bands with different
density of states (Fig. 2.3)
As the combination of atomic orbitals from many atoms gives us the formation of en-
ergy bands, there are also regions outside the bands with forbidden energy (there are no
possible states for electrons). Depending on how the band structure looks like, we can
distinguish between insulators, metals, semi-metals and semiconductors (Fig. 2.4).
Each band has total of 2N states, whereN is the number of primitive cells in the crystal
and 2 accounts for the two possible spin orientations [19, chap. 7]. If we take for example
diamond, it has an even number of electrons in its valence band, thus the whole band is
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Fig. 2.3: (a) Density of states of 3D free electron (Fermi) gas. At T = 0 K, all states are
filled up to the Fermi level. At elevated temperature, some of the electrons are excited
to higher state and the density of states is modulated by Fermi-Dirac distribution function.
Adopted from [19] and edited. (b) Density of valence states of a real material (copper).
Copper is a metal, so there are states available at the Fermi level position. Adopted
from [27] and edited.
filled and the Fermi energy lies somewhere in the gap of forbidden energies hence diamond
is an insulator.
The first band below the Fermi level is called valence band and the first band above
is the conduction band. The space between valence and conduction band where no states
are available is called band gap.
Germanium, for example, has also an even number of valence electrons, so the valence
band is also fully filled and the conduction band is empty. However, compared to the case
of diamond, Germanium has a narrower band gap and at non-zero temperature, there is
a certain probability (given by Fermi-Dirac statistics) that some of the electrons can be
thermally excited to the conduction band.
With metals, the situation is different. Alkali metals have only one valence electron
so the highest band is only half-filled. Another situation occurs for rare earth metals.
Although they have two valence electrons and should form insulator or semiconductor,
the bands are formed in such way that the two bands overlap and are both partially filled
and form semi-metals. Because the Fermi level lies in the middle of a band, it makes no
sense to distinguish between valence and conduction band.
In the case of doped semiconductors, additional electrons from the dopant atoms are
introduced into the conduction band (n-type) or electrons from valence band are with-
drawn from the band by the acceptor dopant atoms creating empty states in the valence
band (p-type).
The reason why metals are conductive and insulators are non-conductive is that
the states in the band are not only described by their energy, but also by a wave vec-
tor, which is related to the momentum [19, chap. 7]. If an external field is applied
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Fig. 2.4: Schematic drawing of energy bands of different materials. For the case of insula-
tors and semiconductors, the bands are fully filled and the Fermi level EF lies in the band
gap. Semiconductors have smaller band gap, so few of the electrons can be thermally
excited from the valence band to the conduction band. For the case of metals and semi-
metals, the Fermi level lies inside a band. Doped semiconductors have the Fermi level
shifted closer to the conduction (n-type) or valence (p-type) band because of additional
donor (n-type) or acceptor (p-type) states. Adopted from [19] and edited.
to an insulator (with magnitude small enough that does not destroy its electronic struc-
ture), continuous change in the momentum of electron is not possible because all other
states in the band are occupied and the material is non-conductive. For the case of met-
als, the band is only partially filled and continuous change in momentum is possible, so
the current can flow in the material [19, chap. 7].
The schematic band structure visualisation, as presented in Fig. 2.4, is often used
to describe the electron structure of a material. Such a band structure is often described by
several quantities, as shown in Fig. 2.5. The positions of the bands are usually referenced
to the Fermi level EF, or to the vacuum level Evac (the energy of free electron in vacuum).
The position of the Fermi level is given by a work function φ. In case of semiconductors
and insulators more quantities are needed. Eg is the band gap, which is actually the energy
difference between the top of the valence band Ev and the bottom of the conduction band
Ec. The top of the valence band and the bottom of the conduction band can be also labeled
HOMO (highest occupied molecular orbital) and LUMO (lowest unoccupied molecular
orbital), respectively. The energy difference between the Evac and Ev is an ionization
potential IP (it is the energy needed to withdraw an electron and ionize the atom) and
the difference between Evac and Ec is an electron affinity χ (the energy released when
an electron is added to an atom). Also, energy levels (states) Ein−gap inside the band
gap can exist. Such state can belong for example to the level of dopants in intentionally
doped semiconductor, to the surface states or to the states caused by impurities or defects
in the material.
It is important to realize that the band diagram in a form of a ”bar” bands described
in previous paragraph is just a simplification of the electronic band structure. The en-
ergy of the electrons also depend on the momentum and the number of available states
for given energy value inside a band is not constant and is described by the density
of states, as shown in Fig. 2.3. However, such simplificated description is usually suffi-
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Fig. 2.5: Schematic band structure of a metal and a semiconductor/insulator (the shaded
area depicts filled states). The metal is characterized only by a work function φ. The Fermi
level lies in the middle of a band. The semiconductor can be characterized with work
function, ionization potential IP , electron affinity χ and band gap Eg. The Fermi level
lies in the middle of the band gap. Also in-gap states can exist due to doping, defects or
surface states.
cient to describe some of the physical properties such as optical absorption and emission
in the UV/visible spectrum, electrochemical activity or effects happening at the interface
of two materials.
2.2. Methods of measuring a work function, band gap
and Fermi level position
The band structure characteristic values described in the section above can not be mea-
sured with a single experimental technique. In order to describe the band structure, three
characteristics always have to be known, for example the work function, the band gap
and the position of the Fermi level in the gap (the ”distance” from the valence band, for
example). This section will provide an overview of the most common methods that can
be used to investigate the work function, band gap and Fermi level position.
2.2.1. Measurement of a band gap
Probably the most common and the simplest method to determine the band gap is UV-
Visible spectrometry. The sample is irradiated with variable wavelength monochromatic
light, and the absorption coefficient α is measured (the absorption rate per unit length).
The sample does not absorb almost any light when the energy of the light hf is lower than
the band gap. If the energy of the light matches the band gap, the material starts to ab-
sorb, and we observe an absorption edge in the spectrum. The position of the absorption
edge gives us an idea about the band gap. Additionally, more sophisticated methods can
be used to evaluate the spectrum, such as ”Tauc plot”[28]. In crystalline semicondu-
tors, the following equation can be used to describe the relation between the absorption
coefficient and the energy of light [29].
α(f)hf ∼ (hf − Eg)m , (2.2)
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where m is an index that can have values of 1/2, 3/2, 2 and 3, which is related
to the type of the absorption process such as direct or indirect transition and whether
the transition is allowed or forbidden [29]. Then, the α(f)hf can be plotted versus
(hf − Eg)m, fitted with linear function and the intersection with α(f)hf axis then deter-
mines the band gap.
Another group of methods used to determine the band gap is based on temperature de-
pendent electrical measurements. It is for example possible to extract the band gap from
temperature dependent measurements of Hall coefficient [30]. It should be also possible
to obtain information about the band gap from temperature dependent conductivity mea-
surements. If the conductivity is measured in appropriate temperature range, it depends
mainly on the intrinsic carrier concentration, which is proportional to e−Eg/kBT [29].
2.2.2. Measurement of a work function
The work function measurement methods can be divided into two groups. One is based
on the electron emission and the other on measuring the contact potential difference.
For example, Ultraviolet Photoelectron Spectroscopy (UPS) can be used to determine
the work function. UPS is based on the photoelectric effect – when a sample is illu-
minated with UV light, electrons are emitted and the kinetic energy of the electrons is
measured. This method is used in the experimental part of this thesis, so a special chap-
ter is devoted to the Photoelectron Spectroscopy (chapter 3.1). Another method based
on the photoelectric effect is Fowler method, which is based on measuring the amount
of emitted electrons with respect to the illumination energy [31].
A Kelvin Probe method belongs to the latter group. This method utilizes two vibrating
metal plate electrodes that work as a capacitor and the work function difference between
them is measured. If the plates are vibrating, a voltage is induced in the circuit. However,
if an additional external bias is applied between the capacitor plates, the voltage induced
by the vibrations can be minimized to zero. This applied bias is then equal to the contact
potential difference, which is given by the work function difference between the electrodes
as VCPD = (φtip − φsample)/ − e. A technique based on the same principle with much
increased lateral resolution exists – the Kelvin Probe Force Microscopy (KPFM), which
is also described in more detail in section 3.2.2.
2.2.3. Measurement of a valence and conduction band edge
The position of the valence band edge Ev and conduction band edge Ec can be determined
also with photoelectron spectroscopy (see section 3.1.3). With UPS, however, it is possible
to analyze only states filled with electrons, i.e. the valence band. To analyze the empty
states, Inverse Photoelectron Electron Spectroscopy can be used. As the name suggests,
this method is virtually the opposite to the Photoelectron Spectroscopy – electrons with
given energy impinge on the sample and emit light when they are decelerated [32]. This
can be viewed as a process where incoming electron in an initial state is decelerated
to the final state and emits light equal to the energy difference between them. Then
the intensity of emitted light at fixed wavelength is recorded while varying the impinging
electron energy or the energy of the electron can be constant and wavelength-intensity
dependence is recorded.
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Another method how to analyze both filled and empty states is Scanning Tunnelling
Spectroscopy (STS). This method uses a sharp tip that is brought close to the surface
of a sample and a tunnelling current between the tip and sample is measured, if a bias is
applied on the tip. If the bias is swept across various voltages, a spectrum is recorded,
giving information about the local density of states in the sample. The advantage of STS
is ultimate lateral resolution in nanometers, but the biggest disadvantage is that it only
measures the states localized exactly at the surface, extending to the vacuum, because
they need to interfere with the tip. States localized even one or two atomic layers deeper
are not measured [33]. Another method how to analyze both filled and empty states is
Scanning Tunnelling Spectroscopy (STS). This method uses a sharp tip that is brought
close to the surface of a sample and a tunnelling current between the tip and sample
is measured, if bias is applied on the tip. If the bias is swept across various voltages,
a spectrum is recorded, giving information about the local density of states in the sample.
The advantage of STS is ultimate lateral resolution in nanometers, but the biggest dis-
advantage is that it only measures the states localized exactly at the surface, extending
to the vacuum, because they need to interfere with the tip. States localized even one or
two atomic layers deeper are not measured [33].
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3. Experimental methods
3.1. PES - Photoelectron Spectroscopy
Photoelectron Spectroscopy is a general term for experimental techniques used to study
the surface of a material. The principle of this method is based on photoelectric effect,
which was first observed by H. Hertz in 1887 and later described in more detail by A. Ein-
stein in 1921 [34]. If a metal is illuminated by light with energy given by E = hf , electrons
are emitted from the material if the light’s energy is sufficient. The kinetic energy of emit-
ted electron depends on the energy of incident photon E and on a material property Φ
called work function as E = hf − Φ. The work function then describes minimum energy
needed to withdraw an electron from the metal. Not only metals do exhibit the photoelec-
tric effect, but all materials. However, the work function in semiconductors and insulators
has slightly different meaning. In general, the work function describes the energy differ-
ence between Fermi level and vacuum level, as described in section 2.1.2. Semiconductors
and insulators can be additionally described by another characteristics called ionization
potential (IP ), which is essentially the energy difference between the vacuum level and
the energy of the highest occupied molecular orbital (HOMO).
Photoelectron Spectroscopy can be divided into two subgroups, depending on the light
used for illumination – XPS (X-ray Photoelectron Spectroscopy) and UPS (Ultraviolet
Photoelectron Spectroscopy) in which X-ray or UV light is used, respectively. In both
techniques, a spectrum of emitted photoelectrons is recorded, displaying the number
of electrons emitted per unit time depending on their kinetic energy. In XPS, the ma-
terial is irradiated by X-rays, which have enough energy to excite core electron energy
levels. XPS is mainly used for chemical analysis, giving us information about the chem-
ical composition and also the chemical state of the particular element. UPS is used
to study the valence electrons which are more weakly bound than core electrons, and
thus excitation light of lower energy (UV) can be used. It can provide information about
the density of states in valence band, band structure and some relevant parameters con-
cerning the interaction between interfaces, such as work function or Fermi level position,
which are important subjects of this work.
3.1.1. Basic principles
Electrons in atoms are arranged in orbitals around the nucleus as described in chapter 2.
We can describe the electrons sitting on orbitals by “binding energy”, which is in fact
the amount of energy needed to extract electron from the orbital so it becomes a free
electron. Using radiation with sufficient energy, we are able to ionize the atom in this
way and we can measure the kinetic energy of the emitted electrons, which is given by:
Ek = hf–EB, (3.1)
where EB is the binding energy of the orbital that the electron comes from and hf is
the energy of irradiating photon.
Another process occurs right after this photoemission in order to relax the ion. Empty
hole in the inner shell left by emitted photoelectron is rather filled by electron from higher
level. The excess of energy can be either emitted in the form of a photon or balanced by
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Fig. 3.1: The principle of photoemission and Auger process. (a) The atom in its initial
state. (b) The incident X-ray photon knocks off a core level electron allowing it to escape
the material. The hole left behind the photoelectron is filled with an electron from higher
levels. The excess of energy can be either radiated in a form of a photon, or (c) another
electron called Auger electron is emitted. (d) The final state of the atom after the Auger
electron emission. Adopted from [35].
the emission of another electron called “Auger electron”. The Auger electron can be also
detected together with photoelectrons and its kinetic energy is
Ek,ae = EB1–EB2–EB3, (3.2)
where EB1 is the binding energy of the first emitted photoelectron, EB2 is the initial
binding energy of the relaxing electron and EB3 is the binding energy of Auger electron.
The notation of Auger transitions consists of the element and 3 letters (e.g. O KLL):
The first letter describes the shell of the initial vacancy, the second the initial shell
of the relaxing electron and the third the shell that the Auger electron is emitted from.
Unlike the photoelectron, kinetic energy of which depends on the incident photon energy,
the Auger electron kinetic energy depends only on the difference between energy lev-
els, which is characteristic for each element. Both processes are schematically described
in Fig. 3.1.
In practice, the binding energy is referred to the Fermi level instead of the vacuum level
as described above. In order to achieve that, the spectrometer should be in conductive
connection with the sample, and new term of the spectrometer work function φs should
be subtracted from the right side of both equations 3.1 and 3.2.
When the sample is irradiated, all the electrons, from tight-bound core to less-bound
valence electrons are affected by this photoelectric effect. As already indicated above,
PES is a surface sensitive technique. Even though the X-rays are able to penetrate quite
deep in the sample, the surface sensitivity is given by the ability of electrons to escape
from the surface of the material, which is closely related to the inelastic electron mean
free path λ. This parameter usually varies between 1 to 10 nm and is dependent on
the kinetic energy of the electron and on the material the electron should cross before
escaping the surface [37]. For illustration, the dependence of inelastic mean free path on
kinetic energy is displayed in fig. 3.2.
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Fig. 3.2: A compilation of measured inelastic mean free path of an electron versus its
kinetic energy for different materials by Seah et. al. The solid line presents a theoretical
curve fit. Adopted from [36] and edited.
3.1.2. Instrumentation
In PES we want to avoid additional scattering of the emitted electrons, therefore UHV
(Ultra High Vacuum) is needed. Basic apparatus scheme of a PES instrument is shown
in fig. 3.3. The source of UV/X-ray light irradiates the sample, photoelectrons emitted
from the sample are captured by the input electron optics and transmitted to the hemi-
spherical analyzer which is set to the energy we want to detect. Only electrons with this
given energy can pass through the analyzer and can be captured by the detector.
It is worth noting, that the instrument is usually constructed in such a way that
the angle between the source and the analyzer is about 54.7◦. The reason for this con-
figuration is the existence of a so-called “magic angle”. If the angle between the source
and and the analyzer is equal to this “magic angle”, the angular asymmetry parame-
ter is a constant, and therefore it does not have to be included in the expressions for
quantification [38].
X-Ray Source
Probably the most common X-ray sources in laboratory instruments are Mg and Al an-
odes, because Al Kα and Mg Kα spectral lines (with energies of 1486.6 eV and 1256.6 eV,
respectively) have enough energy to knock-off the electron from the inner orbital levels
of atoms and are narrow enough to be used also without monochromator. The scheme
of such source is described in Fig. 3.4.
In order to achieve higher resolution, monochromatic source can be used. The monochro-
mation can be achieved for example with a Rowland circle monochromator which is shown
in Fig. 3.5.
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Spectrometer
The spectrometer consists of the electron optics, the analyzer and the detector. Electrons
that escaped from the sample are collected by the input electron optics. The main func-
tion of the electron optics is to slow down and focus the electrons to the spectrometer.
The spectrometer consists of two concentric hemispherical electrodes, each on different
potential. Because of the field between them, only electrons with certain energy (or close
to this energy) depending on the potential applied to the hemispheres, can get through
the analyzer to the detector, which counts the number of electrons transmitted through
the analyzer.
The spectrometer is usually operated in “Constant analysis energy mode”, which
means that the spectrometer is set to one energy (called pass energy) only and the in-
coming electrons are slowed down to this particular energy by the electron optics. This
allows to achieve constant resolution throughout the whole energy spectrum [37].
Fig. 3.3: A scheme of an experimental setup. Electrons emitted from the sample are
focused and slowed by the input electron optics to the hemispherical analyzer. Electrons
only in narrow range of kinetic energies can pass through the analyzer. Adopted from [39].
Fig. 3.4: A scheme of a twin anode X-ray source with Mg (1253.6 eV) and Al (1486.6 eV)
anode. Adopted from [40].
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Fig. 3.5: A scheme of Rowland monochromator. The monochromation of the X-rays is
achieved via diffraction on quartz crystal. Adopted from [41].
Detection and imaging
The detection and counting of photoelectrons can be achieved by a common MCP (Micro-
Channel Plate) detector. However, modern PES instruments usually offer also an “imag-
ing mode” allowing spatial resolved chemical analysis. This can be achieved by several
approaches [42]. One of them utilizes the fact that the electrons passing through the hemi-
spherical analyzer are also spatially dispersed around the circumference and can be de-
tected for example by a delay-line detector [43]. Other ways how to achieve spatially
resolved image can be scanning the field of view of the input electron lens system or
scanning the X-ray beam itself (by scanning the electron beam across the anode) [42].
3.1.3. Spectra
By collecting the photoelectrons and counting them we get the spectrum which is dis-
played as a plot of the electron count versus the kinetic or binding energy, according
to the equation 3.1. The sample is usually in a conductive connection with the spec-
trometer and the binding energy is referred to the Fermi level. Therefore, work function
of the spectrometer has to be also accounted as described in section 3.1.1. As a result,
Fermi level appears at zero binding energy.
XPS
The measured spectrum consists of main photoelectron lines, Auger peaks, characteristic
background and additional features arising from various side processes. An example
of XPS spectrum of Indium Tin Oxide (ITO) is shown in Fig. 3.6.
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Fig. 3.6: An example of XPS spectrum. Main photoelectron peaks from Indium Tin
Oxide (ITO) are identified (In 3d, Sn 3d, O 1s) and C 1s photoelectron peak from adventi-
tious carbon contamination. Also Auger electron peak O KLL is visible in this spectrum.
Other unlabelled peaks refer to other photoelectron or Auger transitions arising from both
ITO and surface contamination.
To identify the chemical composition, the main features to look at are the photo-
electron peaks (e.g. Au 4f or C 1s peak). The position of the peaks gives information
about the element and the orbital it was ejected from, whereas the peak intensity can
provide information about relative element concentration by comparing the peak area
of each compound (a special care must be taken because the probability of each electron
emission and detection can be different and depends on the element, on its kinetic en-
ergy, the depth it escapes from and the analyzer transmission). The photoelectron line
can appear as two separate peaks due the spin orbit splitting (a dublet). In fact, only
s orbitals have single line and other orbitals (p, d, f. . .) are affected by spin orbit split-
ting (e.g. In 3p1/2 and In 3p1/2). The intensity ratio of the dublet peaks depends only
on the angular momentum l of the level, but the distance between them also depends
on the atomic number Z [37]. The width of a photoelectron line is given by convolution
of the natural line width (originating from Heisenberg’s uncertainty principle), the shape
of the source spectral line and the analyzer characteristics. These lines are usually sym-
metrical; however, for the case of metals, the shape can be asymmetric due to coupling
with conduction electrons [43].
In the XPS spectrum, we can also observe characteristic background that rises for
higher binding (lower kinetic) energies after each spectrum line. This signal increase is
caused by electrons escaping from certain depth (not very far from surface), which had
lost a random amount of energy due to inelastic scattering with atoms of the solid [37].
Auger electrons can also be observed in the spectrum. They can be used for example
for identifying the elements, if main photoelectron peaks overlap.
There are also other features and additional peaks that can be observed in the spec-
trum [43, Chap. E]. For example, satellite peaks can be observed as a result of multiple
line excitation source. More additional peaks can also appear in case some of the atoms
end up in excited ionized state after the photoelectric effect, which causes the photoelec-
tron kinetic energy to be lower. Other effects worth mentioning are for example multiplet
splitting or plasmon losses.
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The chemical state can be obtained from the exact position of the photoelectron
peak [37, 43]. When the atom is bound to another atom, the energy levels of core elec-
trons are slightly different, which can be observed as a shift of the photoelectron peak
position. However, determining the absolute position of the peak is not straightforward
due to possible charge accumulation on the sample, which causes a shift of the whole
spectrum. In order to overcome this effect, internal calibration is usually done using
photoelectron peak that appears almost always at the same energy. Adventitious carbon
at binding energy of 284.8 eV is a common reference peak. This charge accumulation ef-
fect becomes significant especially when measuring poor conductors or insulators. In order
to minimize this effect, neutralizer or flood gun, providing a flow of low energy electrons
to the sample, can be used to compensate for the electron loss due to the photoelectric
effect.
UPS
The principle of obtaining UPS spectrum is the same as for the XPS spectrum with
the difference that we use UV source, which excites only valence levels. In addition,
the advantage of UPS is that the standard UV source (He discharge lamp) has a narrower
line shape and higher intensity compared to common X-ray sources [37]. The UPS spec-
trum, however, does not contain only peaks corresponding to valence band levels. In cer-
tain cases it is possible to determine the work function of the surface and the position
of highest occupied molecular orbital (HOMO) with respect to Fermi level, as described
in Fig. 2.4 in section 2.1.2. It is necessary to emphasize that UPS measurements are
generally more complicated than XPS because the shape of the spectrum can be affected
by several effects such as different charging, radiation damage, surface contaminants or
sputtering effects, which are rather difficult to detect and avoid.
Fig. 3.7: An example of a UPS spectrum of (a) a metal (Au) and (b) a semiconductor
(ITO). The cutoff energy on the high binding energy side of the spectrum determines
the work function of the material. For the case of metals, the signal should drop to zero
at the Fermi level EF (zero binding energy) and this can be used as a charge referrence.
For the case of materials with a band gap, the Fermi level should lie also at zero binding
energy, but is not visible in the spectrum (there are no electrons on the Fermi level).
However, the energy of the highest occupied molecular orbital EHOMO can be extracted
and the presence of in-gap states is can be detected as well.
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The interpretation of UPS spectrum can be explained on the sample spectrum of Au
and ITO shown in Fig. 3.7. The high binding energy edge of the spectrum allows us
to determine the work function as follows:
Φ = hf–Ecutoff . (3.3)
The position of the high binding energy edge Ecutoff corresponds to the deepest bound
detectable electrons. Those electrons have to overcome the work function Φ of the ma-
terial. Therefore, the work function is given by the difference between excitation light
energy and the energy at cutoff position.
For the case of metals, we can clearly observe the position of Fermi level at zero bind-
ing energy (i.e. electrons with maximum kinetic energy). For the case of semiconductors,
the position of the low binding energy edge of the spectrum determines the position
of HOMO energy with respect to the Fermi level. Then, we can also determine the ion-
ization potential IP given by:
IP = hf − Ecutoff + EHOMO. (3.4)
However, special care must be taken at the position of the Fermi level in the spectrum
because it is not directly determined, and hence it cannot be used as a reference. There-
fore, in case the sample is not well conductive and charging might occur, it can result
in the shift of the spectrum and wrong determination of both work function and HOMO
energy.
3.2. SPM – Scanning Probe Microscopy
Great advances in the research of surfaces and micro- and nanostructures were made
possible after the development of the Scanning Probe Microscopy. The principle of SPM
is based on having a small probe, usually a very sharp tip, which can examine and measure
the properties of the surface including not only topography, but also local electrical or
magnetic characteristics.
The origins of SPM trace back to 1982, when G. Binning and H. Rohrer published
the principle of Scanning Tunnelling Microscope (STM), which allowed the direct study
of surfaces with atomic resolution. For this invention they received a Nobel Prize in 1986.
The principle of STM is based on measuring the tunnelling current between the tip and
the sample. However, serious limitation of STM is that it can be only used to study
conductive samples [44]. In order to overcome this drawback, Atomic Force Microscopy
(AFM) was developed [45], which allowed topography measurements of nonconductive
samples as well. Later, many other techniques based on AFM were also developed, such
as KPFM (Kelvin Probe Force Microscopy), C-AFM (Conductive AFM) or MFM (Mag-
netic Force Microscopy) [46, 47], allowing local examination of also other material prop-
erties.
Because many of the techniques used to study local properties of surfaces and nanos-
tructures are derived from AFM, in the next part, basic principles of AFM will be de-
scribed.
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3.2.1. AFM – Atomic Force Microscopy
Atomic Fore Microscopy is used to study the topography of measured samples commonly
with nanometer resolution, possibly even down to molecular and atomic resolution [48].
The crucial part of AFM is a sharp tip (usually with a tip radius of about 10 nm [47])
mounted on a flexible cantilever, whose exact position is recorded.
When the tip is brought close to a surface, a force interaction between the tip and
the sample takes place. This interaction is approximately described by Lennard-Jones
potential, which is an expression consisting of combination of attractive van der Waals in-
teraction (larger tip-sample distances) and repulsive interaction caused by Pauli exclusion










where r is the inter-atomic distance, ε accounts for the depth of the potential well and
σ0 is the distance corresponding to zero potential value.
For the detection of the position of the tip, a laser-photodiode system is used, as shown
in Fig. 3.8. The light beam from a laser diode is reflected from the cantilever and detected
on a 4-segment photodiode. The position of the cantilever is detected by evaluating
the magnitude of the signal in each quadrant. The difference between upper and lower
quadrants determines the vertical position of the tip while the difference between left and
right quadrants gives information about the torsional bending of the cantilever.
The AFM can operate in three different regimes – contact, semi-contact and non-
contact regime. In the contact regime, the tip is pressed to the surface which causes
bending of the cantilever, corresponding to a certain force. Then, the tip is scanned
across the sample recording the topography, which can be performed in two modes, de-
pending on the feedback system. In constant height mode, the distance between the tip
and and the sample is kept constant and the difference in cantilever bending is recorded.
In constant force mode, the cantilever bending is kept constant and the z-position of tip
(or the sample) is adjusted in order to maintain constant force acting between the tip
and sample. In non-contact regime, the tip is oscillated at or near its resonance frequency
slightly above the sample, in the region where attractive van der Waals forces are dom-
inant. If the tip-sample distance changes, the force changes, which leads to the change
in the resonance frequency, and hence also to the change in the amplitude of the oscil-
lations. Again, we distinguish two modes – Amplitude Modulation, where the feedback
maintains the amplitude constant by adjusting the tip-sample distance and Frequency
Modulation, where the driving amplitude is set constant and the change in resonance
frequency is directly measured and the feedback system adjusts the tip-sample distance
to maintain the frequency shift constant [44]. The last is the semi-contact regime, which
is very similar to the non-contact regime, only the amplitude of the oscillations is higher
and the tip enters also the repulsive region during the oscillation cycle. This mode is
sometimes also called ”Tapping mode”.
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Fig. 3.8: Working principle of an AFM. The position of the cantilever is detected using
a laser beam and position sensitive photodiode. The scanning can be done either by the tip
or the sample using the piezo-driven x-y-z stage (depending on the particular instrument).
Adopted from [44].
3.2.2. KPFM – Kelvin Probe Force Microscopy
Detailed description of KPFM can be found in book by S. Sadewasser and T. Glatzel [44].
In this section, the basics of KPFM are presented together with some other remarks from
different resources.
The principle of KPFM is basically adopted from the principle of Kelvin probe invented
by Lord Kelvin in 1898. The Kelvin Probe utilizes two parallel vibrating capacitor plates.
If a specific voltage on one of the plates is applied, the current induced in the circuit is
zero. It is, however, not convenient to use the same detection mechanism on microscopic
scale – when the area of capacitor plates is reduced, the current induced is very small and
the measurement is significantly limited by the sensitivity. For that reason, the KPFM
utilizes the same physical principle, but analyses electrostatic forces acting on the tip
instead of the current [44].
Kelvin Probe Force Microscopy is a combination of non-contact atomic force mi-
croscopy and Kelvin probe. The principle is described in Fig. 3.9. The tip is oscillated
in a certain distance above the surface and when the tip is brought close to the surface,
electrostatic forces start to act due to a difference in the Fermi levels of the tip and
the sample. With a method described later, it is possible to obtain the contact potential
difference (CPD), which is given by the difference between the work functions of the tip





where e is elementary charge. Hence, for obtaining the work function of the sample,
the work function of tip must be known or a reference measurement on a sample with
known work function must be carried out.
The KPFM measurement is performed in a two-pass mode – the sample is line-scanned,
while each line is measured twice: In the first pass, the topography is measured by stan-
dard AFM, then in the second pass, the tip is lifted to a certain height above the sur-
face and is moved in this constant height in order to minimize topography crosstalk
to the KPFM measurement. During the second pass, if an AC voltage VAC with a fre-
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Fig. 3.9: Schematic drawing of the work function and Fermi level position of the tip and
the sample to illustrate the KPFM principle. (a) The tip is far away from the sample.
(b) When the tip is brought closer to the sample and conductive connection is formed,
a current i starts to flow between the tip and the sample until the Fermi levels are
aligned. The difference between the vacuum level Ev of the tip and sample is the contact
potential difference (VCPD). Due to the VCPD, an electrical force acts on the contact area.
(c) This electrical force can be nullified when an external DC bias is applied between
the tip and the sample and the magnitude of the bias is then equal to the VCPD. Adopted
from [49] and edited.
quency ω and DC voltage VDC is applied to the tip, the electrostatic force acting between
the tip and the sample is given by [44]:




[(VDC ± VCPD) + VAC sin(ωt)]2 , (3.7)
where z is the coordinate perpendicular to the samples surface and ∂C/∂z is capacity




















V 2AC[cos(ωt)− 1]. (3.10)
FDC is a constant term corresponding to static cantilever bending, Fω is used for the eval-
uation of VCPD and F2ω is used in capacitive microscopy [49]. The ± sign denotes whether
the voltage is applied to the tip (−) or to the sample (+). If we look at the Fω term,
we can see that it is possible to eliminate this contribution by applying voltage equal
to the VCPD.
The fact that the KPFM measurements are performed in two-pass mode brings also
several disadvantages [44]. The piezoceramics, used for the precise positioning of the tip
and sample, can exhibit a delay in a response for the abrupt change in applied voltage,
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therefore the tip-sample distance can be in reality different than the expected distance
given by the voltage applied to the piezo-element. This effect as well as the temperature
drift could be responsible for inaccurate topography determination. In that case, the tip-
sample distance is not constant which brings errors to the KPFM measurement. Moreover,
sometimes it may be important to account for electrostatic interactions due to the CPD
differences also in the first topography pass, where it can also induce another error [50].
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The fact that the KPFM measurements are performed in two-pass mode brings also
several disadvantages [44]. The piezoceramics, used for the precise positioning of the tip
and sample, can exhibit a delay in a response for the abrupt change in applied voltage,
therefore the tip-sample distance can be in reality different than the expected distance
given by the voltage applied to the piezo-element. This effect as well as the temperature
drift could be responsible for inaccurate topography determination. In that case, the tip-
sample distance is not constant which brings errors to the KPFM measurement. Moreover,
sometimes it may be important to account for electrostatic interactions due to the CPD
differences also in the first topography pass, where it can also induce another error [50].
There are also other things important to realize when performing KPFM measure-
ments. For example the electrostatic interaction used for determination of CPD is not
only dependent on the very small measured point, but also on the surroundings and
the tip and cantilever shape. When the tip is lifted in the second pass, larger surface
area contributes to the measured signal, therefore averaging effect occurs which lowers
the resolution [44]. Also, KPFM is very sensitive to the exact surface conditions, for exam-
ple humidity [51]. The exact determination of work function is then not straightforward
at all.
3.3. Applications of KPFM
The purpose of this section is to outline the variety of applications KPFM can be uti-
lized for. KPFM is very versatile tool, although, it is often difficult to correctly interpret
the measurements and to avoid some of the errors, as mentioned in the last part of previous
section. KPFM can be used to study local electronic properties with nanometer resolu-
tion, in special cases even up to molecular and atomic resolution (as reviewed in [49]).
However, in my opinion, the biggest advantage of KPFM is that the measurements can be
carried out on working devices in real operation conditions. The KPFM measurements
can be also supported with other complementary techniques based on the AFM [46].
Stronger emphasis will be put on the applications related to the 1D nanostructures and
photoelectrochemistry (photoassisted KPFM).
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A special section devoted to the applications of PES is omitted, because the princi-
ple of the most common applications is rather straightforward (the measurement, how-
ever, can be very difficult to carry out and to interpret properly). XPS is mainly used
to study the chemical composition and UPS to determine the work function and to study
the valence band states. More advanced angle-resolved modifications of those methods
allow the study of layer thickness (angle-resolved XPS) or detailed valence band structure
(angle-resolved UPS).
3.3.1. Applications of standard and high resolution KPFM
As reviewed in [49], KPFM can find applications in analysis of many different materials.
This section is a brief overview of some of the possible applications presented in this
review to create a general picture of how KPFM can be used.
Starting for example with metallic nanostructures, which can be used for instance for
heterogenous catalysis or in sensors, KPFM can provide insight into the charge trans-
fer between the nanostructures and surfaces (catalysis) or nanostructures and adsorbed
molecules (sensors). Valuable information extracted by the KPFM can be also for ex-
ample the size dependency of the work function of the nanostructures or visualisation
of charged defects, which can play significant role during e.g. nanostructure growth or
adstorption of molecules.
Considering the semiconductor surfaces, high resolution KPFM has been already uti-
lized to image surface defects and adsorbed molecules. Also imaging the surface recon-
struction and the identification of individual atoms has been performed with the combina-
tion of noncontact AFM and KPFM, thanks to the ability of noncontact AFM to achieve
atomic resolution and to the fact that different atoms exhibit different surface potential
measured by KPFM. However, it is important to note that achieving atomic resolution
require special conditions and is always very challenging. (Mainly because of the need for
a very sharp tip, the need for measuring very small forces while avoiding the the noise and
external vibrations, the need for isolating the detection of short range repulsive forces from
long range attractive forces (finding optimal cantilever and scanning parameters etc.) and
avoiding additional obstacles such as jump-to-contact caused by attractive forces. Atomic
resolution AFM is mostly performed in the noncontact frequency modulation mode [48].
Another large field of the applications of KPFM is in the characterization of electrical
properties of devices. For example charging states of quantum dots can be observed by
the change in their surface potential. The charging of individual quantum dots can also
be achieved by applying a voltage on the tip.
Very important has been the possibility to image potential profiles in semiconductor
junctions, allowing for example the visualisation of the p-n junction under working con-
ditions. KPFM can be also used for identifying the features responsible for a decrease
in device performance, such as high contact resistance caused by Schottky barriers in field
effect transistors. With cleaved samples, KPFM can provide information about doping
profiles.
KPFM on nanowires
Apart from the applications mentioned above, KPFM has been already used to study
1D nanostructures as well. With the utilization of the KPFM measurements on sin-
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gle nanowire (NW) device and with comparison with a model, several characteristics
of the nanowire can be extracted such as surface states density, doping distribution or
measurement of trap states.
Halpern et al. have used KPFM to examine the surface states in single InAs nanowire.
They fabricated nanowire field effect transistor (FET) device and measured the surface
potential while changing the back gate voltage (fig. 3.10). Both source drain electrodes
were grounded. With the help of 3D electrostatic simulation, they were able to extract
the surface states concentration and their energy distribution.
Fig. 3.10: KPFM analysis of surface states by Halpern et al. (a) CPD measured along
single nanowire FET device for different back gate voltages. (b) Extracted energy distri-
bution of surface states. The inset shows a model of the actual device under measurement.
Adopted from [52].
Koren et al. [53] have analyzed the doping distribution along single doped Si nanowire
by KPFM and correlated it with Scanning Photocurrent Microscopy (SPCM). They had
the nanowire contacted from both sides and measured the current flow through the NW
while simultaneously measuring the surface potential by KPFM. From the longitudinal
distribution of surface potential they calculated the electric field as E(x) = ∂VCPD
∂x
and
then extracted the dopant distribution according to j(x) = σE(x) = eµNDE(x), where
j(x) is the current density, σ is the conductivity and e elementary charge. The carrier
mobility µ was expected to be constant and the same as in bulk under an assumption that
due to high doping, the surface potential is a good approximation of the bulk potential.
Koren et al. have also analyzed the radial active dopant concentration in doped sillicon
nanowires [54]. They have achieved this by sequential selective etching of the nanowire
using masks with different sizes so they created a nanowire where different parts had
different diameter. Next, they compared the surface potential of parts with different
diameters with a model and they could evaluate the radial doping density and the current
density when the device was under operation. They also managed to image the trap states
in nanowires using the NW FET device with grounded source and drain electrodes [55].
When bias was applied to the back gate electrode, they observed ”dips” in the potential
profile along the nanowire and evaluated the nature of the trap states (i.e. acceptor-like
or donor-like). Again comparing the experiments with a model, they managed to extract
the trap state energy with respect to the conduction band.
As presented above, Si nanowires have been already extensively studied. However,
other 1D nanostructures can have also promising applications and it is important to deeply
analyze them to be able to tune the nanostructure properties for potential devices. Taking
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Fig. 3.11: Analysis of longitudinal doping distribution by Koren et al. (a) SEM image
of the measured nanowire device, (b) CPD profiles along the NW when different bias is
applied to one of the electrodes. (c) Extracted longitudinal doping concentration profile.
Adopted from [53]
into account the presented examples, KPFM can provide a lot of useful information about
surface and electronic properties.
3.3.2. Photoassisted KPFM
Kelvin Probe Fore Microscopy is also an excellent tool to study local properties of ma-
terials under illumination. This can be especially useful when analyzing solar cells or
photocatalyst materials. When the difference of the surface potential in the dark state
and illuminated state is measured, one can for example obtain some information about
the photogenerated charge transport or surface band bending. With some advanced
analysis techniques, it is also possible to evaluate the charge carrier lifetime or diffusion
length [56]. Since the KPFM is used together with external light illumination, it is often
named ”Photoassisted KPFM”.
Photoassisted KPFM actually utilizes the so called Surface Photovoltage (SPV) phe-
nomenon. SPV has been already studied since the late 1940s and have become important
tool to characterize semiconductors, especially for solar cell applications. Both theory and
applications of SPV are quite in detail described in L. Kronik’s review from 1999 [56].
Since the development of KPFM, the surface photovoltage has been possible to study
even in nanostructures with much increased resolution.
In short, the SPV measurement is the detection of changes in surface potential under
illumination, when the sample with a back contact is grounded. The absorbed photons
can either create electron-hole pair if the energy of the photon is higher than the band
gap (super-bandgap illumination), or released trapped charge carriers from trap to bands
when the energy of the photon is lower than the band gap (sub-bandgap illumination).
These released charge carriers can be transferred from the surface to the bulk or vice versa,
rearranging the charge distribution and causing the change in the surface potential.
In the simplest case, SPV measurements can be used to approximately determine
the band gap of the material as well as the type of semiconductor (according to the sign
29
3.3. APPLICATIONS OF KPFM
of the photovoltage) [56]. This method is actually analogous to the absorption spec-
troscopy and sometimes called Surface Photovoltage Spectroscopy (SPS). When the sam-
ple is illuminated by monochromatic light with variable wavelength, a large change
in the SPV is expected when the energy of the light matches that of the band gap.
The advantage over transmission spectroscopy is that the sample does not have to be
transparent.
The fact that SPS is sensitive to the surface, in-gap surface states may on one hand hin-
der the determination of a band gap, but on the other hand it allows to actually probe and
study those surface states when the sample is exposed to sub-bandgap illumination [56].
More advanced approaches allow to obtain information about the minority carrier dif-
fusion length and band bending [56]. The value of minority carrier diffusion lenght can be
reached by illuminating the sample with different intensity and plotting the ligth inten-
sity versus the inverse absorption coefficient for a constant achieved photovoltage value.
With linear interpolation of the data, the intersection with the inverse absorption coeffi-
cient axis yields the diffusion length. The principle of achieving the magnitude of surface
band bending is based on the fact that super-bandgap illumination with sufficient inten-
sity should completely flatten the bands, therefore if the SPV is measured as a function
of illumination intensity, saturation should be possible to reach and the SPV in this sat-
uration regime is equal to the surface band bending with opposite sign. This should be
theoretically always possible, however, the high intensity illumination (and heating) can
induce irreversible changes in the surface physical properties.
In more recent works, there were also attempts to extract minority carrier lifetime from
KPFM measurements [57]. For this purpose, time dependence of the surface potential
has to be measured. The feedback system of the KPFM is, however, relatively slow
(greater than miliseconds [58]), but this obstacle can be overcome by several methods.
For example, with the use of pulsed illumination with frequency greater than the KPFM
feedback bandwidth, KPFM yields an average surface potential [58].
Takihara et al. presented a method on how to evaluate the carrier lifetime in Si solar
cell while measuring the average photovoltage under pulsed illumination with variable fre-
quency [57]. They compared the average potential with a model based on the assumption
that the photovoltage rises abruptly to a steady state right after illumination. Meanwhile,
it returns back to zero in different manner when the illumination stops due to different
recombination processes. They expected the surface recombination to be very fast (due
to a presence of surface states) and the bulk recombination slower. The photovoltage
decay follows exponential dependence and the time-average of the photovoltage can be












where Vmax is the photovoltage under continuous illumination, T is the period of the il-
lumination, r represents the contribution of the surface layer to the photovoltage and τb
is the minority carrier lifetime in the bulk. Then, the time-averaged photovoltage is
measured as a function of pulsed illumination frequency and the experimental data are
fitted with the model, which allows to determine the constants in the model, including
the carrier lifetime.
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Fig. 3.12: Analysis of minority carrier lifetime with KPFM and pulsed illumination
by Takihara et al. (a) Light pulse profile and (b) modelled time dependency of the photo-
voltage. (c) Time-averaged photovoltage measured under pulsed illumination with differ-
ent frequency by KPFM. The experimental data is fitted with theoretical curve calculated
as time-averaged photovoltage according to the model in (b), which allows the determi-
nation of carrier lifetime.
More recently, more analyzing techniques were developed to study charge dynamics
under pulsed illumination with KPFM. For example, Schumacher et al. achieved much
higher accuracy using gated integration method, recovering the CPD from the frequency
shift of the oscillations of the tip in time domain [58]. Giridharagopal et al. utilized
big data capture and recorded the cantilever deflection versus AC voltage multiple times
within a single cantilever oscillation and extracted the CPD value with sub-milisecond
resolution [59].
Photoassisted KPFM on 1D nanostructures
Photoassisted KPFM with relation to the 1D nanostructures have found its use mainly
to study charge transfer and charge dynamics, mainly in the field of solar cells and pho-
tocatalysis. Liu et al. used KPFM to study the role of single wall carbon nanotubes
introduced into organic solar cells [60]. They found out that introducing nanotubes into
the organic layer increases the mobility of holes. Lan et al. studied carbon nanotubes
in organic solar cells [61]. With the help of KPFM, they explained the improved per-
formance of cells with nanotubes. They constructed the band structure diagram and
realized, that carbon nanotubes act as a channel for holes while blocking electrons.
As already mentioned, KPFM has also found its use when studying photocatalytic
materials. For example, Lin et al. have studied SnS2 nanosheet/TiO2 nanotube interface
used for photoelectrochemical water splitting [62]. They used KPFM as complementary
technique to the photocurrent measurement, Tauc plot [28] and Mott-Schottky plot [63].
They again managed to construct the band diagram and revealed that their device with
hydrogenated TiO2 nanotubes has improved performance due to better band alignment
and due to the existence of in-gap states near the nanotube conduction band. Another
work presented by Liu et al. is a study of core-shell semiconductor nanowires (Si/TiO2)
for water splitting [64]. They again used the KPFM to study the band alignment and
charge transfer under illumination. The core-shell nanowires allow to have both broad
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Fig. 3.13: Analyzing carbon nanotubes (CNT) in organic solar cells (P3HT - the organic
polymer layer) by Li et al. With the help of KPFM, they constructed the (b) band
diagram and figured out (a) that the nanotube acts as a channel for holes while electrons
are blocked and kept in the polymer. Adopted from [61]
band absorption (Si core) and suitable band edges for efficient oxidation/reduction and
charge transfer (TiO2 shell). Yoo et al. tried to modify TiO2 nanotubes, particularly
with gold nanoparticles, and revealed how the charge transfers under illumination with
KPFM [65]
Photoassisted KPFM was also used to study the surface states on BiFeO3 nanowires [66]
by sub-bandgap illumination or even imaging the plasmon field enhancement around metal
nanoparticles under illumination [67].
As a conclusion to this section, KPFM has a very wide variety of applications ranging
from mapping the work function differences and detecting different elements on the sur-
face to advanced analysis of material properties and charge transfer/dynamics, all with
the resolution in range of nanometers. Its best use seems to be as a complementary
technique to other optical/electrical analyzing methods, with the biggest advantage that
the measurements can be performed in real operating conditions of the studied devices.
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4. Experimental part
The motivation of the thesis was to follow on experiments of Ing. Filip Ligmajer,
PhD. In his dissertation thesis [3], he presented an experiment where he tried to use novel
electrode materials. He observed different photoelectrochemical activity when diverse
electrodes were used. He used Indium Tin Oxide (ITO) electrodes with tungsten disul-
fide nanotubes (WS2 NTs) which were either bare or decorated with Au nanoparticles.
He explained his results by schematic band diagrams similar to that shown in chapter
1.1. To construct those band diagrams, material values from literature were used. Now,
the purpose of this study is to evaluate some of the material characteristics of the actual
materials used in his experiments (the same kind of ITO electrodes and WS2 nanotubes
from the same supplier).
In particular, the main goal of this experimental part was to measure the work function
and the position of the valence band edge with respect to the Fermi level of the mate-
rials used in F. Ligmajer’s experiments (ITO and mainly WS2 nanotubes). For this
task, Ultraviolet Photoelectron Spectroscopy (UPS) and Kelvin Probe Force Microscopy
(KPFM) were used. UPS is a common tool used to study the valence band structure and
also the work function. The measurements have to be performed in Ultra High Vacuum
(UHV). Compared to the UPS, KPFM measures only the contact potential difference,
which is related to the work function and not to the valence band structure. However,
the KPFM measurements can be performed in ambient conditions, and therefore it should
be interesting to compare the results.
The X-ray Photoelectron Spectroscopy (XPS) measurements were also used a lot
as they can be performed on the same instrument as the UPS and provides valuable
information about the chemical composition of the sample. It was used mainly to de-
tect the amount of adventitious carbon contamination, the amount of WS2 nanotubes
on the surface and to detect possible changes or damage to the sample when different
treatments were used.
4.1. Experimental details
The XPS and UPS measurements were performed on an AXIS Supra photoelectron spec-
trometer from Kratos Analytical Ltd. at the CEITEC Nano research infrastructure.
The instrument provided a monochromatic Al Kα radiation (1486.6 eV, with Rowland
circle monochromator). The analyzer extraction axis was perpendicular to the sample
surface1 and the angle between the source and the analyzer was the so-called “Magic
angle” (∼54,7◦). This instrument also provides a possibility to heat the sample with
a special heating stage up to about 800 ◦C and to sputter the sample surface with Ar+
ions or clusters with variable energy. For the UPS measurements, standard He discharge
lamp is provided (He I line of 21.12 eV).
The KPFM measurements for work function comparison were performed in ambient
conditions on a Dimension ICON AFM from Bruker at the CEITEC nano research in-
frastructure. The standard Bruker SCM-PIT tips for electrical measurements were used
1All measurements were performed in this setup. However, the instrument provides also the possibility
to tilt the sample to perform angle-resolved measurements.
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(PtIr coated). The topography was acquired in peak force tapping mode, and the KPFM
in second pass in amplitude modulation mode.
The commercial ITO Samples were from Delta Technologies (∼120-160 nm thick ITO
layer on a glass substrate) with sheat resistance of 5-15 Ω/sq.
The samples with WS2 nanotubes were prepared for the measurement using following
procedure. The nanotubes in a powder form (provided by R. Tenne from Weizmann
Institute of Science, Israel) were dispersed in a solvent (e.g. IPA, cyclohexane or water).
Sufficient separation of the nanotubes from each other was achieved by several (5-7)
three minute cycles in ultrasound, and the solution was always shook in hand in between
the cycles. Subsequently, the solution was drop-casted onto a desired substrate and let
dry naturally. Eventually, the substrate was heated to speed up the drying process.
4.1.1. Evaluation of the UPS spectra
The principle of UPS and the method of evaluation of the work function and the valence
band position was already described in section 3.1.3 and in Fig. 3.7. This can be used
for homogeneous materials.
The particular method how to determine the work function from the spectrum is
showed in Fig. 4.1. Several points in the spectrum corresponding to the highest deriva-
tive are selected. Those points are fitted with linear function and the work function is
determined as the intersection of this linear fit with zero counts line. The uncertainty
of this approach was considered as 0.12 eV, which is the declared resolution of the instru-
ment analyzer.
The valence band position with respect to the Fermi level (EF − Ev) was extracted
with similar approach (Fig. 4.2). The difference is that the region for fitting was se-
lected manually. In this case, the slope of the fit is smaller and the particular selection
of the points to fit have higher influence on the calculated intersection with zero. Because
of that, the uncertainty of the EF − Ev was usually considered slightly higher (in range
of 0.13 to 0.14 eV) when different choices of the points to fit were considered.
Fig. 4.1: Extraction of the work function from UPS spectrum. The whole spectrum
(left) and a detail of the work function edge (right). The work function edge was fitted
by linear function in a region of highest derivative. The root of the linear function is used
to calculate the work function according to eq. 3.3.
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Fig. 4.2: Extraction of the EF − Ev from an UPS spectrum. (left) the whole spectrum
and (right) detail of the valence band edge region. The valence band edge was fitted
by linear function in a region of highest derivative. The root of the linear function is
EF − Ev value.
4.1.2. Difficulties in the UPS measurement
In order to avoid significant error in the measured spectra, the sample should be conduc-
tive. This demand arises from the fact that the photoelectrons and Auger electrons leave
behind a positive charge when emitted, leading to a charging of the surface. If the sample
is conductive enough, the electrons from bulk balance this build-up of charge on the sur-
face. In other case, the whole spectrum can be shifted due to this charging effect, leading
to incorrect work function and valence band edge position extraction from the spectrum.
Fortunately, the materials that are a subject of this study are conductive.
Considering the shift of the spectrum, an unwanted effect was sometimes observed
in the measurements. When consecutive UPS mesurements were performed, the spec-
trum had shifted to higher binding energies (BE) after each subsequent measurement
(fig. 4.3a). This effect was attributed to the surface contaminant layer (charging or per-
haps some different change) because this effect was much less pronounced if a sputtering
of the sample was performed before UPS measurement. For that reason, I tried to avoid
or remove the surface contaminants (adventitious carbon, organic remains from sample
pre-treatment) by in-situ sputtering or choosing different sample pre-treatment.
The reason for eliminating the surface contamination is also the fact that UPS is
a very surface sensitive, so any surface contamination could make the measured spectrum
appear completely different. As an example, in the spectrum of the non-sputtered gold
with adventitious carbon contamination, it is not possible to see the valence band peaks.
Additionally, the signal at Fermi level is very low compared to the spectrum of the sput-
tered gold (Fig. 4.3b). From the fact that at the 0-1 eV region the signal is almost zero,
I judge that the adventitious carbon layer completely covers the surface and also effec-
tively shields the gold so no electrons from gold are detected. Thus, the signal comes
mainly from the surface contamination layer (otherwise the Fermi edge at zero binding
energy would have been visible in the spectrum).
Another effect that was observed was a difference between the UPS spectrum measured
right after inserting the sample in the analysis chamber and the UPS spectrum obtained
after an XPS analysis. This might also be due to charging of the surface or due to some
other change in the surface layer caused by the X-ray irradiation (Fig. 4.4).
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Fig. 4.3: (a) An example of the change in the spectrum after successive UPS mea-
surements (all measured within ∼20 min). This effect is attributed to some changes or
charging of the surface contaminant layer. (b) Effect of sputtering on the UPS spectrum
of gold. Before sputtering, the surface is covered with surface contaminants so the valence
bands are not visible and the signal at the Fermi level position is very low.
Fig. 4.4: The effect of XPS measurement on UPS spectrum (ITO, no previous treat-
ment). Irradiation with X-rays during XPS measurement (∼20 min) causes a shift
of the spectrum to higher binding energies. (a) the whole UPS spectra and (b) details
of the same spectra – the work function changes by more than 0.5 eV upon irradiation
and also the valence band edge is different. This effect is attributed to some changes or
charging of the surface contaminant layer.
Due to the above mentioned effects, the samples in the following experiments were
measured by UPS before any other measurements in order to avoid possible changes and
charging due to additional irradiation. The measurement stability was considered suffi-
cient when 4 consecutively measured spectra shifted significantly less than the declared
analyzer resolution (0.12 eV).
Additionally, the samples were sputtered in order to remove the surface contamina-
tion, if possible. However, this could only be used when “bulk” homogeneous material
properties were analyzed (Gold or the Sn:In2O3 of the ITO). However, considering the use
in electrochemistry, it is the surface that takes part in the reactions. In that case, sputter-
ing might also change or damage the surface layer (it will be later discussed that the ITO
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surface changes with different sample treatment [68]). Hence, this indicates that the UPS
analysis is not straightforward at all.
4.1.3. Evaluation of the KPFM images
The KPFM images used to analyze the work function in the next section (4.2.3) were
taken within a single measurement day with the same tip. An example of such an image
is shown in Fig. 4.5. The CPD used to calculate the work function was determined
as a modus of all values in the KPFM image.
The uncertainty of such CPD determination was estimated from a histogram of the CPD
values within the KPFM image as the half peak width in ∼1/10 of its height, ignoring
the tails of the distribution (Fig. 4.6).
Fig. 4.5: An example of topography (left) and KPFM image (right) of an ITO sample.
The CPD used to determine the work function was calculated as a modus of all values
in the KPFM image.
Fig. 4.6: Determination of modus CPD value and its uncertainty from histogram of val-
ues extracted from KPFM image.
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Fig. 4.7: A comparison of UPS measurements on differently treated ITO samples.
(a) Whole spectrum and (b) a detail of the region at the valence band edge.
4.2. Indium Tin Oxide
Theoretically, extracting the work function of the Indium Tin Oxide (ITO) from UPS
spectrum should be simple. However, because of the fact that UPS is very surface
sensitive, the work function extracted from the spectra differed substantially depending
on the sample treatment and history. For that reason, more detailed analysis of the in-
fluence of the sample treatment on the surface and its relation to the work function
was analyzed. In order to obtain more information, XPS analysis was also used for this
purpose.
4.2.1. Effect of sputtering and plasma cleaning
In order to analyze the effect of sputtering and plasma treatment, two ITO samples
were compared. One was in-situ sputtered and the other was ex-situ treated by O2/Ar
plasma for 1 minute. The plasma treated sample was inserted to the vacuum and analyzed
within an hour after the plasma process. As shown in Fig. 4.7, both the work function and
the valence band position differs substantially depending on the treatment. The extracted
values are presented in Table 4.1. The properties of untreated sample are probably highly
affected by adventitious contamination while the properties of sputtered sample should
be corresponding to the bulk Sn doped In2O3. A work function increase was also reported
after in-situ plasma treatment by Ishii et al. [69]. The work function measured after
plasma treatment was lower (5.41 eV) compared to the value measured by Ishii (∼6.0 eV)
probably due to a short exposure to air and the little amount of adventitious carbon
adsorbed on the surface.
The plasma cleaning probably changes only the properties of the very surface, be-
cause according to XPS measurement (which integrates the signal from ∼10 nm depth),
Table 4.1: Measured values of work function φ and valence band position with respect
to Fermi level EF − Ev of differently treated ITO samples.
φ [eV] EF − Ev [eV]
no treatment 4.72 ± 0.07 3.50 ± 0.08
sputtering 3.95 ± 0.07 3.32 ± 0.08
plasma 5.41 ± 0.07 2.99 ± 0.08
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Fig. 4.8: XPS spectra of an (a) C 1s, (b) In 3d and (c) O 1s peak of an ITO sample
before and after plasma treatment. Carbon was removed effectively and no other chemical
change was observed.
no change in the chemical composition was observed, only carbon contamination was
removed quite effectively (Fig. 4.8). A slight change in total signal intensity is visible
in the spectrum. This is probably due to the reduced amount of carbon contamination
leading to higher signal from the ITO.
4.2.2. Modifying the surface with during deposition process
Since ITO is used as substrate for the WS2 nanotubes in electrochemical experiments,
the deposition of nanotubes might also have an impact on the ITO surface properties.
The nanotubes are usually dropcasted onto an ITO from a solution (Acetone, Isopropyl
Alcohol, water, etc.). When analyzing the nanotubes (described in the next section 4.3),
it was noticed that the ITO substrate can be modified. In particular, this happened
when the nanotubes were deposited from water and the solution was drying several hours
on the sample.
When In 3d peak is examined (Fig. 4.9), there is a difference between a regular
untreated sample and a sample with WS2 nanotubes deposited from water. The In 3d peak
of an untreated sample can be deconvoluted into a main In2O3 compound peak and
an additional peak which might possibly correspond to an In atom close to O vacancy
(similar to an O close to O vacancy observed in [68], but it should be noted that proper
identification of the origin of all the peak compounds would require deeper analysis,
which was not a goal of this thesis). The In 3d spectral region of a sample with NTs
deposited from water has an additional peak in the spectrum that probably corresponds
to an InOOH or In(OH)3 compounds that can be formed on the surface [68]. The last
unlabeled peak is there for improved fitting and its origin is unknown.
Hence, a main conclusion from this part is that water treatment can modify the ITO
surface by forming InOOH/In(OH)3, which can lead to a change in the electronic proper-
ties of an ITO-nanotube interface. It was also observed that when the sample was heated
during the deposition, the solution droplet dried faster (minutes) on the sample and such
strong effect of oxy- and hydroxy- compounds formation was not observed. However,
in another experiments where pure water droplets were drop casted onto the samples,
the effect was not observed. This includes both depositions at room temperature (slow
drying) and elevated temperature (fast drying) at both plasma treated and untreated
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Fig. 4.9: Deconvolution of In 3d peak of (a) untreated ITO and (b) ITO with WS2 NTs
deposited from water. The NTs solution droplet was drying several hours on the sample.
An additional peak corresponding to InOOH/In(OH)3 compounds is visible. Charge
reference: C 1s – 284.8 eV.
ITO substrates. So there is also a possibility that the InOOH/In(OH)3 modification was
caused by possible previous water/humidity exposure to the sample or the water solution
with nanotubes acts differently than pure water.
Unfortunately, this observation was made in rather later stage of the work so there
was not enough time to study this effect deeper however interesting it may be.
4.2.3. Effect of different solvents used for the NTs deposition
In order to test the effect of the treatments used for NTs deposition, seven differently
treated samples were prepared – as recieved, plasma cleaned and exposed to water/IPA
(Isopropyl Alcohol) with different combinations. The reason why such sample treatments
were chosen is that when the ITO electrode is prepared for electrochemical experiments,
the sample can experience similar environment. (When the ITO electrode is decorated
with nanotubes, the nanotubes are drop-casted from an aqueous or IPA solution. Also
the electrochemical experiments are usually performed in aqueous solution.)
On all samples except the untreated one, a 25 nm layer of gold was sputter-deposited
onto a part of the sample to provide work function reference for subsequent KPFM mea-
surements (a ∼3 mm stripe on one side of the sample, the other part of the sample was
covered by parafilm tape during the depositions). The plasma treatment was performed
by O2/Ar plasma for 1 min. The solvents were drop-casted either at room temperature
and let dry slowly or at elevated temperature (substrate temp. 80 ◦C). The IPA drop-
casted onto the ITO part of the sample always affected also the Au reference layer due
to good wettability whereas the water droplets stayed on the ITO part due to higher
hydrophobicity of the ITO. The samples and their treatments in chronological order are
listed in Table 4.2.
The samples were first measured by UPS, then by XPS right after and, lastly, a KPFM
measurement was performed at last. Since the KPFM is a relative measurement technique,
a reference sample is needed for the work function determination if the work function
of the tip is not known. For this purpose, the Au layer deposited onto a part of each ITO
sample was used. The work function of gold measured by UPS on each sample was used
to calculate the work function of the tip and then the work function of the tip was used
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Table 4.2: Different treatments of tested ITO samples
sample treatment
no. 1 as recieved
no. 2 parafilm (Au dep.), plasma, IPA (80 ◦C)
no. 3 parafilm (Au dep.), plasma, H2O (80 ◦C)
no. 4 parafilm (Au dep.), plasma, IPA
no. 5 parafilm (Au dep.), plasma, H2O
no. 6 parafilm (Au dep.), IPA
no. 7 parafilm (Au dep.), H2O
Fig. 4.10: CPD measured on all samples described in Tab. 4.2. The CPD measured
on ITO is more negative compared to Au, corresponding to lower work function of ITO
(measured with PtIr coated tip).
.
to determine the work function of ITO (both according to equation 3.6). The KPFM
measurements were carried 4 days after the UPS and XPS measurements.
The CPD measured by KPFM is shown in Fig. 4.10. The presented values are always
an average of two measurements at different spots on the sample, and the error bars
are calculated as a combined error of standard deviation of the two measurements and
the error of single measurement described in section 4.1.3. The CPD of ITO is more
negative, which corresponds to lower work function as expected.
Fig. 4.11 presents the work functions of all samples analyzed by UPS plus work func-
tions of ITO samples calculated from KPFM measurements. The work functions of ITO
samples were always calculated using the Au reference on the same sample (Au2 was used
for the ito1 untreated sample as a reference since it did not have its own Au layer refer-
ence). The errors of the UPS measurements is determined by the instrument resolution
of 0.12 eV divided by
√
3 since the spectra were averaged over three individual sweeps.
The work functions of ITO determined by KPFM are generally higher than the work
functions determined by UPS. This difference is caused by the fact that the UPS measure-
ments are performed in vacuum and KPFM in ambient conditions. In ambient conditions,
additional adsorbed molecules (mainly water) change the work function of the surface.
This change of work function has different magnitude for Au and ITO, which causes
the values determined by KPFM to be higher.
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Fig. 4.11: Work function of all samples described in Tab. 4.2. The work functions
determined by KPFM were calculated using the gold stripe on each sample as a reference.
Sample ito1 did not have a gold stripe reference so previously measured gold sample
was used (Au2). The KPFM values differ from the UPS values because the KPFM
measurements were performed in ambient condition.
Fig. 4.12: (a) Detail of the valence band edge measured by UPS and (b) EF − Ev
determined by linear fitting described in section 4.1.1. The EF − Ev is by ∼0.6 eV lower
for samples that were plasma treated. However, there are some states visible from 2.5 eV.
on both samples.
Considering the work functions of Au determined by UPS, it is difficult to figure out
some trend. If we look at the plasma cleaned samples (Au1 - Au5), the IPA treated
samples (Au2, Au4) seem to exhibit slightly lower work function (∼0.1 eV) compared
to their water treated counterparts. The plasma cleaned samples seem to rather higher
work function. These results are in agreement with expected values, the additional carbon
contamination that can be brought from IPA might lower the work function, because
when a sputtered gold was measured, an increase in work function was always observed.
However, no significant differences in the C 1s peak intensity were detected by XPS.
Overall, the work function of Au does not vary by more than 0.2 eV among the samples.
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Considering the ITO, one trend in the UPS measurements is visible. The plasma
cleaned samples (ito2 - ito5) exhibit higher work function (by ∼0.2 eV) than the other
samples. This is in agreement with previous results presented in Table 4.1; however, in this
case the difference was lower, because the time span between the plasma cleaning and UPS
measurement was longer (3 days compared to few hours). This suggests that the plasma
cleaning increases the work function only for a short period of time and then it returns
to its original value probably also due to adsorption of adventitious contamination.
No trend was observed in the KPFM results probably due to the fact that the mea-
surements were performed after additional 4 days and in ambient conditions.
Fig. 4.12 displays the results of the valence band edge examination by UPS. The EF − Ev
was determined by fitting the linear region of the spectrum in 4.12a. The resultant values
displayed in 4.12b are by ∼0.6 eV lower for samples that were plasma treated. How-
ever, even if the EF − Ev is lower, there are some states visible in the spectrum from 2.5
eV binding energy, similar to the untreated samples. Only the density of states may
be lower in the 2.5-4.0 eV region since the UPS signal is lower in that region compared
to the plasma treated sample.
If we look at the results of XPS measurements on ITO samples (Fig. 4.13), no signifi-
cant change is observed. Only the amount of carbon at sample ito7 is significantly higher.
This is most probably caused by some unintentional external contamination rather than
by the sample preparation, because this sample was not even exposed to IPA. When
the In 3d peak is examined, there is again significant change observed, as seen in Fig. 4.9.
Only the untreated sample exhibits different In 3d peak position, which is probably caused
by improper charge compensation. This happens because the C 1s peak of this sample has
a different shape, and thus may be composed of different components leading to different
peak positions.
The work function and the valence band position of ITO is in agreement with expected
values from literature (see also Tab. 4.3). However, depending on the sample treatment
and the surface conditions, the work function determined by UPS was in rather wider
range of values from ∼4.0 eV to ∼4.8 eV. The plasma treatment increased the work
Fig. 4.13: An XPS comparison of (a) C 1s peak and (b) In 3d peak of all studied
ITO samples. No clear relation of chemical composition to the sample preparation was
observed. Only the untreated sample (ito1) contamination is composed of different carbon
compounds. The C 1s peak is used as charge reference (284.8 eV)
43
4.3. TUNGSTEN DISULFIDE NANOTUBES
Fig. 4.14: UPS measurement on a heterogeneous sample by Sharma et. al. (a) Au
squares on (white) on an ITO substrate (dark) created by Au deposition through TEM
grid. (b) UPS spectrum where two edges (left part) are visible, first corresponds to ITO
substrate and the second to the Au squares. Adopted from [70] and edited.
function even higher (to 5.41 ± 0.07 eV), but only for a short time period. The valence
band edge was also different for various treatments (from ∼3 eV for the plasma treated
sample to ∼3.5 eV for the untreated samples). No clear correlation between the work
functions and the sample treatments was observed when the samples were left in air for
a longer period of time (several days). For more information, larger statistical ensemble
of measurements would be needed.
The work function of ITO measured by KPFM was generally higher than the one
determined by UPS due to the fact that KPFM was measured in ambient conditions.
The additional molecules adsorbed on the surface and the humidity changed the work
function of both the ITO and the reference value. Therefore, I consider the KPFM
measurement to be less reliable.
4.3. Tungsten disulfide nanotubes
In the previous part, measurements of homogenous samples were presented. However,
there is one important fact that makes the measurement of tungsten disulfide (WS2) nan-
otubes much more difficult. The nanotubes have to be deposited onto some substrate
and the signal obtained in the UPS spectrum is an integral signal from a spot of certain
size. The spot size depends on the particular instrument, the lens system and its set-
tings. In the settings used during the measurements shown here, the measured spot size
was about 1x1 mm (smaller spot size was achievable, but for the cost of the reduction
of the signal). Thus, in our case, the spectrum obtained from the UPS measurement is
a combination of two spectra – the nanotubes and the substrate. This can make correct
evaluation of the work function and the valence band position difficult or even impossible.
It is, however, in some cases possible to extract the work function of both materials,
as presented for example by Sharma et al. [70]. They measured UPS on a sample with gold
squares deposited onto an ITO substrate, using TEM (Transmission Electron Microscope)
grid as a mask. They observed a two high-binding energy edges corresponding to the work
function of each material (fig. 4.14).
The idea of analyzing the nanotubes by UPS is following: the nanotubes have to be
depositend onto a suitable (conductive) substrate that has significantly different (prefer-
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ably higher) work function, which may allow a distinction between the two materi-
als in the spectrum like in the case of Au/ITO structure measured by Sharma et al.
(Fig. 4.14). Similarly, in order to extract the valence band edge, a substrate material
with wide band gap and Fermi level close to the conduction band may be suitable (be-
cause it does not contribute to the spectrum in the low BE region, where signal from WS2
is expected).
For that reason, Au (100 nm polycrystalline layer on Si) and ITO (few µm layer
on a glass substrate, commercially available) were chosen as possibly suitable substrates.
They are both cheap, easy accessible and conductive (note that the ITO is an n-doped
semiconductor with a band gap in range of 3.5-4.3 eV, EF close to the conduction band
and its conductivity is governed by oxygen vacancies and tin dopant atoms [71]).
Table 4.3: Expected values of work function φ and valence band position with respect
to Fermi level EF − Ev.
Material φ [eV] EF − Ev [eV] note / reference
Au 5.1-5.5 0.0 measured – CPD, PE, FE [72, 73, 74, 75]
ITO 4.4-4.5 - measured – UPS [76]
ITO 4.5 (6.0) - untreated (in situ O2/Ar plasma cleaned)
measured – UPS [69]
ITO - 3.1-3.2 measured – UPS [77]
WS2 5.1 - nanotube, measured [78]
WS2 - 0.7-0.8 1 layer nanotube, calculated [79]
ITO 4.72 ± 0.7 3.50 ± 0.8 measured – UPS, no treatment [This work]
ITO 3.95 ± 0.7 3.32 ± 0.8 measured – UPS, sputtered [This work]
ITO 5.41 ± 0.7 2.99 ± 0.8 measured – UPS, no treatment [This work]
CPD - Contact Potential Difference, PE - Photoemission, FE - Field Emission
4.3.1. Elimination of surface contamination
Elimination of surface contamination by sample preparation
Any kind of surface contamination is unwanted during the UPS measurements since it can
modify the characteristics determined from the spectra. The nanotubes were available
in the form of a powder which was dispersed in a solution and drop-casted onto a desired
substrate. In order to reduce the effect of the contamination from the solvent, different
solvets were tried – isopropyl alcohol (IPA), cyclohexane (C6H12) and demineralized water.
With IPA, it was hard to achieve high coverage with the nanotubes. A mixture of cyclo-
hexane and water (immiscible chemicals) provides a possibility of increasing the coverage.
The NTs are dispersed in C6H12 and then water is added. On the C6H12/water interface,
a layer with high density of NTs is formed and when the substrate is dipped into the mix-
ture and removed, the NTs stick on the sample. It is also possible to disperse the NTs
in pure water, which was found to be a kind of compromise between high coverage and
lower additional carbon contamination.
From Fig. 4.15a one can see that sample with nanotubes dispersed in water exhibits
less carbon contamination. However, it was found out that the nanotubes slowly oxidize
when dispersed in water for longer time (more than a month) as can be seen in Fig. 4.15b.
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Fig. 4.15: XPS spectra acquired on various samples with WS2 nanotubes. (a) C 1s
spectra – the amount of carbon contamination is lower when the nanotubes are deposited
from water compared to organic solvents. (b) W 4f spectra of samples with nanotubes
from water – the peak indicates formation of WO3 when the nanotubes are kept in aqueous
solution for a longer time (∼1 month).
Elimination of surface contamination by in-situ sputtering
Since there is always an adventitious carbon contamination on the samples as soon as they
are exposed to the atmosphere, in-situ sputtering is a common method how the surface can
be cleaned for UPS measurements. However, our samples are not flat and homogeneous;
therefore, cautious analysis of the effect of sputtering should be done.
First, a sample with WS2 nanotubes from aqueous solution on Si was in-situ sputtered
by Ar500+ ion clusters with energy of 2.5 keV for 120 s. To find out whether the nan-
otubes are damaged by the sputtering, SEM (Scanning Electron Microscope) image was
acquired before and after sputtering (Fig. 4.16). No structural changes were observed
after the sputtering. However, carbon contamination was only partially removed.
The reason why the carbon was not completely removed by sputtering might be
a ”shadowing effect” of the nanotubes. Since the sample is sputtered from an angle
of about 45◦, the ions might not reach the surface hidden behind the nanotubes. In order
to eliminate this effect, the sample was sputtered more times and rotated by 90◦ between
each sputtering cycle. Unfortunately, neither this procedure worked well for complete
carbon contamination removal (Fig. 4.17a). Although the rotation of the sample slightly
improves the sputtering process, after a few cycles, the sputtering becomes ineffective
and some carbon still remains on the sample. Furthermore, as the W 4f peak indi-
cates, subsequent sputtering causes also a removal of tungsten, indicating slight damage
to the nanotubes (Fig. 4.17b).
Elimination of surface contamination by annealing
Unfortunately, annealing was found to be an unsuitable method for removing carbon
contamination. Although the nanotubes might possibly withstand quite high temperature
(they are produced at 850 ◦C [80]), the substrate choice appeared to be the limiting factor.
When an ITO + WS2 NTs sample was annealed in vacuum (250 ◦C, 5h), the amount
of carbon was again only partially reduced, and the UPS spectrum measured after anneal-
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Fig. 4.16: Effect of sputtering: SEM image of a WS2 nanotube and a bundle of nanotubes
deposited from water onto the same Si sample. Images were acquired before and after
sputtering. No structural change is visible after sputtering. The scale bars are is 250 nm.
Fig. 4.17: Effect of sputtering: (a) C 1s and (b) W 4f peak of a sample with WS2
NTs on ITO after multiple sputtering cycles. The sample was rotated by 90◦between
each cycle. The complete removal of carbon was not successsful and more, the slight
reduction of the W 4f peak indicates also slight damage to the nanotubes during sputtering
(the instet in (b)).
ing was distorted (the ”tails” on both sides of the spectrum) as can be seen in Fig. 4.19.
Such spectrum is for sure not correct. The reason for this distortion is unknown, but
I think it could possibly be explained by a formation of a non-conductive layer on the sur-
face. In order to collect slow electrons, -9 V bias is applied on the sample and if there is
a non-conductive layer on the surface, electrons escaping from different depth feel different
potenial. Then, the analyzer detects slower electrons than theoretically possible, simply
because they were accelerated by a smaller potential difference.
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Fig. 4.18: Effect of 5h 350 ◦C annealing: (a) Carbon contamination and (b) UPS spec-
trum. Measured on an ITO substrate with WS2 NTs. Carbon contamination is only partly
reduced and the UPS spectrum is distorted, perhaps due to formation of a nonconductive
surface layer.
Since gold was expected to be a suitable substrate (gold generally exhibited less carbon
contamination compared to ITO), it was studied, whether annealing can remove carbon
contamination from gold and what temperature can the gold substrate (100 nm Au on Si)
withstand. This time, temperature was gradually increased (150 ◦C, 250 ◦C, 350 ◦C,
1 h at each temperature) and XPS was measured at each temperature to detect changes
in the surface layer. The Au layer, however, did not survive the 350 ◦C temperature
as the Si substrate started to be visible in the XPS spectrum. The carbon was also not
removed effectively.
Fig. 4.19: Effect of annealing on 100 nm Au layer on Si: (a) Carbon contamination was
again not removed effectively and (b) the substrate started to be visible in the spectrum.
4.3.2. UPS results
As described above, complete removal of carbon contamination was not achieved with
using any of the presented approaches. However, this fact did not limit the possibility
to analyze the valence band edge of the nanotubes. Because neither the ITO nor the ad-
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ventitious contamination contribute to the spectrum in the binding energies of ∼0-3 eV,
features that belong to the nanotubes can be directly observed. In Fig. 4.20, a compari-
son of different UPS measurements on ITO substrate with or without WS2 nanotubes is
presented.
Fig. 4.20: UPS spectra of plain ITO and ITO with WS2 NTs. Both samples were
measured before and after sputtering. (a) Whole spectrum and (b) detail of the valence
band edge. The valence band edge of WS2 NTs is at ∼1 eV but we can detect also some
in-gap states closer to the Fermi level.
If we look at the detail of the spectrum in Fig. 4.20b, we can see that both sputtered
ITO (without carbon) and non-sputtered ITO (with carbon contamination) exhibit very
low signal in the region 0-3 eV in binding energy with valence band edge . This was
expected for the case of ITO due to its wide band gap and n-type behaviour. Additionally,
the carbon contamination rather does not contribute to the spectrum in that region, so we
can observe the features in the spectrum arising from WS2 NTs even if the surface contains
carbon contamination. The sputtering causes an increase of the signal from the NTs since
more WS2 surface is expected to be exposed after sputtering. The WS2 NTs valence band
edge was determined to be at 1.07±0.08 eV for the non-sputtered sample and 0.97±0.08 eV
for the sputtered sample, which is only slightly higher than the calculated value 0.7-0.8 eV
for single wall NTs presented in Table 4.3. However, there are also some in-gap states
visible almost up to the Fermi level, probably due to states at the ends of the nanotubes,
which are often corrugated.
In the spectrum of WS2 NTs on Au (Fig. 4.21), it is possible to see the same valence
band feature as on the previous spectrum of WS2 NTs on ITO, confirming that this
feature is related to the nanotubes and not to the substrate. The valence band position
was, however, not determined from this spectrum, because the position is more hidden
in the background arising from the Au. To extract the WS2 signal, the bare sputtered
Au spectrum was subtracted from the sputtered WS2 + Au spectrum. When compared
to the sputtered ITO spectrum, the WS2 valence band feature appears at the same position
for both spectra (Fig. 4.21, note that the subtracted spectrum was scaled for comparison
purposes), indicating that there was no shift due to sample charging present (the Au
Fermi level works as a reference).
As can be seen in both figures 4.20a and 4.21a, the high-binding energy edge of the spec-
trum that is used for the work function determination (let’s call it “work function edge”)
appears always at different position. Due to the presence of the carbon contamina-
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Fig. 4.21: UPS spectra of plain Au and Au with WS2 NTs. Both samples were measured
before and after sputtering. (a) Whole spectrum and (b) detail of the valence band
edge. The valence band edge feature of WS2 NTs is also visible in the region of 1-2 eV
as well as on ITO, but some of the information is hidden in the background from Au.
(c) Comparison of WS2 NTs spectra on Au and ITO. The bare sputtered Au spectrum
was subtracted from the sputtered WS2 + Au spectrum and scaled. The WS2 valence
band feature is almost identical for both substrates.
tion on the samples with WS2 NTs, it was not possible to determine whether the sig-
nal at the edge comes from the NTs, the substrate or the contamination. Moreover,
the slope of the work function edge is sometimes less steep, indicating that there is
spread of the work function values, which might be the case of polycrystalline gold, where
the work function depends on the crystallographic orientation. Moreover, due to the same
reason, the work function of nanotubes measured by UPS might not be correct either be-
cause the nanotubes are, first, cylindrical and, second, one is sometimes lying on top
of the other. This leads to the fact, that the electrons collected by the analyzer (escaping
in the normal direction to the sample) are actually emitted at different angles with respect
to the nanotube layers hence the work function can be different. An improvement might
be achieved using a well defined substrate. Such substrate can be for example a gold
single crystal. However, gold single crystal substrate was not available.
Last, one more approach was tried to remove the carbon contamination. As the plasma
cleaning appeared to be the most efficient method of removing organic contamination,
a whole sample with WS2 NTs on ITO was inserted to the plasma cleaner for 1 minute
with O2/Ar plasma. As expected, the nanotubes were oxidized by the plasma as can be
seen in Fig. 4.22a. However, the UPS measurement yielded one interesting result. Such
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oxidized nanotubes do not have the valence band peak feature in the spectrum so they
have much higher EF − Ev compared to the WS2 nanotubes (Fig. 4.22b). This also
means that the oxidized NTs have higher band gap than 3 eV and probably exhibit n-
doped behaviour. This result is consistent with a higher band gap of WO3 nanowires
reported in [81, 82] as ∼3.3-4.0 eV.
Fig. 4.22: XPS and UPS measurements of nanotubes oxidized by plasma treatment.
(a) XPS: the second peak on the left from the main WS2 peak indicates formation of WO3
due to the plasma treatment. The spectra were normalized so the area under both of them
is equal to 1. (b) UPS: the valence band feature of WS2 is not visible in the spectrum





Although the thesis title is “Characterization of electronic properties of nanowires
for electrochemistry”, a broader view on the topic was considered and the analysis was
not restricted to “nanowires”, but 1D nanostructures in general. The main goal of this
thesis was to support electrochemical experiments in dissertation thesis of Ing. Filip
Ligmajer, Ph.D. and measure the electronic properties of the electrode materials utilized
in his experiments. He used ITO electrodes covered with tungsten disulfide nanotubes.
Upon illumination of the electrode, he observed electrochemical changes which were ex-
plained with band structure diagrams constructed according to literature values. In this
study, the work function and the valence band position with respect to the Fermi level
of those materials were analyzed.
As a main tool of analysis, Ultraviolet Photoelectron Spectroscopy was chosen. First,
some difficulties related to the UPS measurements were discussed. In particular, the spec-
trum was shifting after each consecutive measurement. This problem was solved by sput-
tering the substrate (if possible) or by choosing sufficiently conductive substrate (for
the WS2 nanotubes measurement). It was also noticed, that the ITO UPS spectrum
measured on the same spot after XPS analysis was different from the spectrum measured
before X-ray irradiation from XPS. This leads to a difference in the work function ex-
tracted from the spectra by more than ∼0.5 eV and is attributed to some changes or
charging of the surface contaminant layer.
On a sputtered sample, the work function of our ITO substrate was determined
as φ = 3.95± 0.07 eV and the valence band position with respect to the Fermi level
as EF − Ev = 3.32± 0.08 eV. This should correspond to the pure Sn:In2O3 according
to XPS results. However, when performing the electrochemical experiments, the ITO
is often plasma treated prior to the nanotubes deposition. The ex-situ plasma treated
sample showed much higher work function of φ = 5.41 ± 0.07 eV but slightly lower
EF − Ev = 3.32± 0.08 eV. This work function increase was also reported in the literature,
where even higher work function of ∼6 eV was obtained after in-situ plasma treatment.
The increased work function, however, gradually returns back to the value of ∼4.4-4.6 eV
as measured on an untreated sample or several days after plasma treatment (Tab. 4.1
and Fig. 4.11), which may be assigned to a gradual increase of adsorbate coverage.
During the attempts to analyze the WS2 nanotubes it was noticed that on a sample
where the nanotubes were deposited from water, a significantly different In 3d peak was
observed in XPS (Fig. 4.9). The explanation was a possible formation of InOOH/In(OH)3
compounds at the surface since this was observed on a sample that was exposed to water
for several hours (the aqueous solution with nanotubes was drying very slowly). However,
in following experiments, the same effect was not observed repeatedly. Anyway, such pos-
sibility should be considered when performing electrochemical measurements in aqueous
or hydroxide solutions.
Because the nanotubes are deposited onto the substrates from a solution (water, IPA,
etc.), the impact of the sample pre-treatment and the deposition procedure on the ITO
properties was tested. Several test samples were prepared with different treatments and
their combinations (plasma, solvent deposition, solvent deposition at elevated tempera-
ture). Those samples were subsequently analyzed by UPS and KPFM. To have a reference
for the KPFM measurements, a 25 nm gold layer was deposited onto a part of each sam-
ple prior to all other treatments. It was, however, difficult to find consistent correlation
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between the measured work function and the treatment. Only the plasma treatment had
stable noticeable effect. The work function of plasma treated samples was by ∼0.1-0.2 eV
higher and the EF−Ev determined by linear fit was by ∼0.6 eV lower (Fig. 4.11 and 4.12).
When it comes to the analysis of WS2 nanotubes, a suitable substrate has to be chosen.
Two different substrates were selected – Au and ITO due to their conductivity and suitable
band structure. Moreover, Au is not reactive, and ITO is the same material as was used
in the electrochemical experiments. Unfortunately, the work function of WS2 nanotubes
was not measured. One of the main problems was that UPS is very surface sensitive and
sufficient removal of adventitious carbon contamination was not achieved. To initially
avoid additional carbon contamination, the nanotubes were deposited from water instead
of organic solvents (Fig. 4.15). In order to further remove the contamination, sputtering,
annealing and plasma cleaning were tried. The sputtering was not successful probably due
to shadowing effect of the nanotubes. Even when the sample was sputtered more times
and rotated by 90◦ between each sputtering cycle, carbon contamination was only partially
removed (Fig. 4.17a). Moreover, the nanotubes were probably slightly damaged, since
a reduction in W and S peak intensity was observed in the XPS spectrum (Fig. 4.17b).
The annealing failed due to instability of the substrate at temperatures necessary for
removing the contamination (Fig. 4.19, 4.19). Plasma cleaning has proven to be the most
effective way of removing carbon contamination (Fig. 4.8a); however, it also caused an
oxidation of the nanotubes (Fig. 4.22).
Better results were obtained from the measurement of the valence band edge position
of the WS2 nanotubes. It turned out that the adventitious contamination does not hinder
the determination of this value. This is because the contamination does not contribute
to the critical part of the spectrum where this information can be read out. The valence
band edge was determined to be at binding energy of 0.97±0.08 eV; however, some in-gap
states closer to the Fermi level were also detected. Those states probably arise from defect
and surface states at the ends of the nanotube, which are often corrugated.
The measurements of the ITO properties and of the WS2 nanotubes valence band edge
position were successful. The failure in determination of the work function of nanotubes
may have two reasons. First, sufficient removal of adventitious carbon contamination was
not achieved. Because of that, too many factors contributed to the edge of the spec-
trum which is used for the work function determination. Therefore, it was not possible
to distinguish whether the measured value comes from the nanoubes, the substrate or
the contamination. Another reason may be that the work function of both substrates was
not well defined. A possible way how this could be overcome is using substrate with a well
defined work function, eg. single crystal gold (which is unfortunately quite expensive).
Apart from the above mentioned, there may be still one more fundamental obstacle.
It is known that the work function depends on crystallographic orientation. Given that
the nanotubes have a cylindrical shape, the photoelectrons coming to the analyzer in direc-
tion normal to the surface are emitted under different angles with respect to the nanotube
layers. Because of that, the edge in the spectrum assigned to the work function may also
be poorly defined. Moreover, there is also a strain in the nanotube layers caused by their
curvature. This strain causes a change in the material band structure and is expected
to be different for nanotubes with different sizes and number of layers. The issue of de-
termining the work function of nanotubes is therefore more complex than expected and
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