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Tiivistelmä 
Yritystason riskinhallinnassa johdannaisia käytetään laajalti markkinariskeiltä, kuten 
valuuttakurssiriskiltä, korkoriskiltä ja hyödykehintojen vaihteluilta suojautumista varten. 
Johdannaiset ovat kokeneet lisääntyvää regulaatiota 2007–2008 finanssikriisin jälkeen. Tämä on 
johtanut johdannaisten arvon kyseenalaistamiseen osana yritysten riskinhallintastrategioita. 
 
Pääomarakenteen ja yritysarvon riippumattomuusteorian mukaan riskienhallinnalla ei tulisi olla 
merkitystä yritysarvoon. Positiivisen yritysten riskinhallintateorian mukaan kuitenkin yritykset 
voivat nostaa markkina-arvoaan alentamalla kassavirtojen volatiliteettia johdannaisten avulla. Tämä 
tutkielma tutkii suojauksen ja Tobinin Q:lla mitatun yritysarvon välistä suhdetta NASDAQ OMX 
Helsingin pörssiin listatuissa yrityksissä aikavälillä 2014–2018, painottaen negatiivisten korkojen 
ympäristöä. Yhteensä 537 havaintoa on analysoitu. Yhden ja usean muuttujan testeissä suojaajat 
jaetaan valuuttakurssi-, hyödykehinta- ja korkosuojaajiin. Studentin t-testeillä ja Wilcoxon-Mann-
Whitneyn testeillä mitataan preemioita erikseen positiivisten ja negatiivisten korkojen ajalta. 
Yhdistetyissä pienimmän neliösumman regressioissa otetaan huomioon monia kontrollimuuttujia. 
Myös vähän tutkittua yritysarvon ja johdannaisposition välistä suhdetta testataan käyttämällä 
skaalattua johdannaispositioiden nimellisarvoa lisäkontrollimuuttajana. 
 
Tämä tutkimus näyttää pääasiassa vastakkaisia tuloksia aiempiin tutkimuksiin nähden. Tulokset 
yhden muuttujan testeistä osoittavat merkitsevän negatiivisen yritysarvopreemion olemassaolon 
koko otosperiodin ajalta kaikille suojaajille. Usean muuttujan testitulokset, ottaen huomioon 
kontrollimuuttujat, vahvistavat merkitsevän negatiivisen yritysarvopreemion olemassaolon yleisesti 
suojaajille. Johdannaispositioiden skaalattu nimellisarvo -kontrollimuuttuja on merkitsevä ja 
negatiivinen vain korkosuojaajille. Lisäksi yleisesti tutkielman tuloksia vetävät pitkälti 
korkosuojaajat. Jatkotutkimuksia suuremmilla kansainvälisillä otoksilla etenkin negatiivisten 
korkojen ajalta korkosuojaajille, ottaen huomioon johdannaisposition suuruuden, tarvitaan 
vahvistamaan tuloksia, sillä tässä tutkielmassa suojaajien otokset ovat päällekkäisiä. 
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1 INTRODUCTION 
1.1 Background and motivation 
The origins of derivatives' usage dates to the Ancient Greece. Commodity derivatives 
were utilized there in order to control the price risk of olive crops. According to Puttonen 
and Valtonen (1996), the importance of derivatives has increased rapidly, starting from 
1972 when active trading with foreign currency futures began in the Chicago Mercantile 
Exchange. Hull (2018, 1) describes: “Whether you love derivatives or hate them, you 
cannot ignore them! The derivatives’ markets are huge – much bigger than the stock mar-
ket when measured in terms of underlying assets. The value of the assets underlying out-
standing derivatives transactions is several times the world gross domestic product.” 
 
 
Figure 1 Total OTC derivatives’ notional amounts outstanding development (BIS 
2019) 
Risk management through derivatives has become popular in the recent years. Cam-
pello, Lin, Ma and Zou (2011) conclude that “the world’s largest companies use deriva-
tives to hedge their business and financial risks”. The nominal amount of over-the-counter 
(OTC) derivatives has risen substantially during the years 1998–2018 in the global mar-
ket, as seen from Figure 1, which describes the development of total OTC derivatives' 
notional amounts outstanding. Over the past few years the derivatives’ markets seem to 
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have declined; however, this is due to compression, where counterparties restructure the 
underlying principal to a smaller sum. The global derivatives’ markets consist of OTC 
and exchange-traded markets. As technology has advanced, electronic trading has re-
placed the open outcry system, where traders used to physically meet. In OTC markets 
trading takes place between banks and large institutional investors. Therefore, compared 
to exchange-traded markets the total value of derivative contracts is greater in OTC mar-
kets. (Hull 2018, 2–5.) 
The speculative usage of derivatives and unhedged positions caused significant losses 
during the financial crisis for single firms in a short period of time. Warren Buffett (2002) 
has indeed concluded in Berkshire Hathaway’s annual letter as follows: "In our view, 
however, derivatives are financial weapons of mass destruction, carrying dangers that, 
while now latent, are potentially lethal". 
Nowadays, derivatives are broadly utilized to control firms' various risks. After the 
financial crisis of 2007–2008, firms have more strongly begun utilizing derivatives as 
hedging tools in order to maintain more predictable cash flows. The growth of derivative 
markets can be attributed to risk management, since derivatives are powerful cash flow 
management tools. Consequently, the growth of derivatives usage has increased the 
amount of empirical studies on derivatives. Several studies have been conducted in the 
past century, studying hedging determinants and policies as well as derivatives’ effects 
on firm value. 
1.2 Prior research and objective of the thesis 
The theorem of Modigliani and Miller (1958) states that any given firm’s market value is 
independent of its capital structure decisions. This theorem was introduced in their re-
search, which is titled as "The cost of capital, corporate finance, and the theory of invest-
ments" and it is one of the cornerstone theories in finance. According to the theory, uti-
lizing derivatives to obtain more predictable cash flows has no linkages with firm market 
value. The theory also implies that risk management overall should not be relevant for 
firms since the shareholders can control their own risk exposures. 
Overall, the research of financial derivatives usage is wide. The Modigliani and Miller 
(1958) theorem has been strongly challenged. Many research articles have studied the 
relationship between firm market value and derivatives’ usage. Among the most notable 
studies is the research of Allayannis and Weston (2001), whose sample consists of 720 
large non-financial U.S. firms’ foreign currency derivatives usage. The study finds posi-
tive value premium for hedgers and is one of the first research articles to study the effect 
between derivatives’ usage and firm market value. In addition to that study, several stud-
ies ask the same research question with many different samples. For instance, Bartram, 
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Brown and Conrad (2011) study a data set of nearly 7000 firms in 47 countries, finding 
also a weak positive value premium. 
Because of the increased regulatory requirements for derivatives, the data of open de-
rivative positions in firms is available on financial statements of listed companies. Be-
cause listed derivative users must report the nominal position of their open derivative 
contracts as of February 2014 (EMIR Reporting 2014), it can be tested that does the rel-
ative size of foreign exchange, interest rate or commodity derivative position has any 
impact on firms’ market value. This is an understudied variable in current literature. Naito 
and Laux (2011) have introduced the fair and nominal values of firms’ relative derivative 
position as control variables in their study on non-financial U.S. firms, finding an insig-
nificant negative value premium for hedging coverage during the year 2009. However, 
they faced problems with insignificant variables due to small sample size. This study will 
extend the scope of the analysis by also introducing the relative nominal derivative posi-
tion by type as a control variable with a larger sample size. 
The objective of this thesis is thus to study whether there exists a firm value premium 
for derivatives’ users in the sample of all listed Finnish companies between years 2014 
and 2018. The target is to first conduct univariate analysis and study differences in various 
financial characteristics, most notable Tobin’s Q, between different types of hedgers and 
non-hedgers. Then, the multivariate analysis will proceed to study whether interest rate 
hedgers, foreign exchange hedgers, commodity hedgers or hedgers in general have a pre-
mium in market value and controlled by various financial variables. 
Finnish firms have not been widely tested what comes to derivatives usage and firm 
value effects. The size of the Finnish market is smaller when compared to e.g. U.S. com-
panies, indicating that Finnish firms more strongly extend their business abroad in order 
to increase their revenue. This increases the need for hedging foreign currency risk in 
Finnish firms. This can be seen from the user statistics, introduced later.  
The four hypotheses are formed based on other derivatives’ usage and firm value stud-
ies as well as on the recent assumption that the low and even negative interest rate era 
may provide differing results. The first hypothesis states that a positive firm value effect 
exists for firms that use derivatives in general. The second hypothesis indicates that hedg-
ing with either foreign exchange derivatives or commodity derivatives leads to higher 
firm market value. The third hypothesis implies that if there exists a positive value pre-
mium for hedgers, larger derivative positions result in larger positive value premia. Ulti-
mately, the fourth hypothesis assumes that the negative interest rate era is reducing the 
incentive to hedge since interest rates are already at a very low level. Thus, these hedges 
are unprofitable. 
 
Hypothesis 1: A positive effect exists between firm market value and hedging in gen-
eral. 
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Hypothesis 2: A positive effect exists between foreign exchange or commodity hedg-
ers and firm market value. 
Hypothesis 3: A positive effect exits between larger derivative positions and firm 
market value. 
Hypothesis 4: A negative effect exists between interest rate hedgers and firm market 
value during the era of negative interest rates. 
 
With these hypotheses outlined, it should be stated that mainly the objective of this 
thesis is to replicate the research of Pollari (2018) regarding Finnish listed firms’ deriva-
tive usage and firm market value. This is done with a fresher data set, emphasizing more 
the negative interest rates’ era. In addition, slightly differing control variables are intro-
duced in the multivariate tests, considering more variables which affect firm market val-
ues to improve the robustness of the models.  
Also, a differing and more precise cutoff point for positive and negative interest rates’ 
era is included in the univariate tests compared to the research of Pollari (2018). The 
cutoff point is defined here as when the European Central Bank (ECB) first reduced its 
main refinancing rate, or minimum bid rate to zero from 0.25 %. This is the interest rate 
which banks must pay when they borrow money from the ECB. Also, the 12-month Eu-
ribor rate first turned negative simultaneously. (Euribor Rates 2019.)  
Furthermore, the main objective of this thesis is thus to update and re-evaluate the prior 
research regarding the usage of derivatives and firm market value in Finnish listed firms. 
Also, the theoretical framework and literature review sections are reviewed and updated. 
1.3 Structure of the thesis 
Following the introductory chapter, the second chapter discusses background on deriva-
tives usage, introducing and comparing the main different types of traded derivatives. 
Also, derivative markets are discussed at a general level in the second chapter. The third 
chapter examines risk management theory, different types of risk categories and hedging 
incentives. Relevant prior studies are also introduced. 
The fourth section introduces the data used in this study, review of various variables 
used in the analysis, including expectations of the control variables’ signs on firm value 
and as hedging determinants. An overview of the empirical methodology utilized in this 
thesis is presented in the remainder of the fourth chapter. The fifth section introduces 
univariate results as well as results from the multivariate analysis. The sixth chapter pre-
sents the conclusions and summary of the thesis as well as further research ideas. 
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2 THEORETICAL FRAMEWORK FOR DERIVATIVES 
2.1 Background on derivatives 
Derivatives are financial instruments, the value of which depends on the value of a given 
underlying asset or variable. Therefore, the value of any derivative instrument is based 
on any other asset or variable in general. The underlying asset can be generally anything 
in addition to financial assets ranging from stocks to even weather variables. The deriva-
tives introduced in this research are easy to understand and simple to construct. However, 
to use more sophisticated derivative strategies, a high level of understanding is required 
of derivatives pricing and the riskiness of underlying assets. (Grinblatt and Titman 2002, 
215.) 
Futures and options are exchange-traded contracts whereas forwards, swaps and some 
options are traded in the OTC markets. The total notional principal amount of futures 
contracts at the end of 2018 amount to 39 040 bln USD whereas the total notional princi-
pal amount of exchange-traded options at the same time period amount to 68 283 bln 
USD. Nearly all exchange-traded contracts are interest rate instruments whereas foreign 
exchange instruments account for only a marginal amount of the total notional principal. 
Figure 2 depicts the geographical distribution of exchange-traded derivative instruments 
at the end of 2018 (BIS 2019). 
Figure 2 Geographical distribution of exchange-traded futures’ and options’ no-
tional principal at the end of 2018 (BIS 2019) 
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North America clearly accounts for the largest portion of all exchange-traded deriva-
tives. Options traded in North American exchanges account for 44 % of all exchange-
traded derivatives. Futures traded in North American exchanges account for 28 % of all 
exchange-traded derivatives. The second most popular exchange-traded derivative mar-
kets’ location is Europe. Options traded in European exchanges account for 14 % of all 
exchange-traded derivatives. Futures traded in European exchanges account for 10 % of 
all exchange-traded derivatives. Options and futures traded in Asia and Pacific as well as 
other markets account for only a few percentage points of the total exchange-traded de-
rivatives’ notional principal amount. 
Hull (2018, 185–193) states that the derivative markets have received a lot of attention 
following the 2007–2008 financial crisis, where derivatives were involved in the crisis. 
The seeds of the crisis took place in the U.S. when housing mortgage regulations were 
lightened in the beginning of the 20th century, opening the housing market for families 
which did not previously qualify for a housing loan. This development resulted in higher 
house prices, causing the lenders to look for various methods to lighten the regulative 
standards, since house prices rose too much for new families entering the market. 
Furthermore, the lenders began to increase their attention on the possible profit rather 
than the financial solvency of customers. The possible profit from a loan became much 
more important than the customer’s creditworthiness. Loans were packaged into deriva-
tive instruments known as mortgage-backed securities (MBS) and sold forward. Ulti-
mately, solvency became an issue for those holding the MBS products in their balance 
sheets at time of borrowers’ insolvency. 
To control the derivative markets’ risks, the European Market Infrastructure Regula-
tion (EMIR) was introduced in August 2012. The act was introduced in order to confirm 
that financial crises of large magnitudes would not repeat. The target was to increase 
information requirements as well as to enhance other regulative standards on risk man-
agement related to OTC derivatives. Trade repositories are central data centres collecting 
records of derivatives. They also enhance the transparency of derivative markets. EMIR 
introduces reporting requirements to make derivative markets transparent. Detailed infor-
mation on each derivative contract must be reported to trade repositories. Trade reposito-
ries publish positions by class of OTC and listed derivatives. The European Securities 
and Markets authority (ESMA) is responsible for trade repository surveillance. EMIR 
also introduces central counterparties to reduce credit risk. Operational risks such as fraud 
or human error are also monitored by using electronic means to confirm the terms of OTC 
derivative contracts. (European Commission 2019.) 
The regulation of derivatives has since then increased worldwide, including the global 
regulation standards MIFID and MIFID II, which have an impact on nearly anyone work-
ing in the financial sector. It became mandatory to all counterparties operating in the fi-
15 
nancial sector during 2017 to exchange cash collateral daily. Also, the stricter require-
ments concerning derivative position reporting have increased the availability of firms’ 
derivative information. (Finanssivalvonta 2019.) 
 
 
 
Figure 3 OTC derivatives’ gross market value development by type (BIS 2019) 
The main utilized derivative types can be categorized as options, swaps, forwards and 
futures. Figure 3 depicts the development in gross market value, categorized by type of 
derivative. Interest rate contracts compose the largest portion of the total gross market 
value throughout all observed years. As an aftermath of the financial crisis, the traded 
gross market value of credit derivatives surged for some time. This depicts the uncertainty 
which was present in the financial markets after the crisis. However, in the recent years, 
the traded gross market value of credit derivatives has normalized. 
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2.2 Derivative types 
2.2.1 Options 
The first examined derivative types are options. Options can be categorized as call and 
put options. A call option gives the option holder the right to purchase the underlying 
asset at an agreed date (maturity) for an agreed price (strike price). A put option on the 
other hand gives the option holder the right to sell an underlying asset at an agreed date 
for the strike price. (Hull 2018, 8–9, 214.) 
As hedgers, derivatives’ users must consider the amount of coverage they want to con-
struct. Delta is the rate of change of the option price with the respect to the price of the 
underlying asset. For instance, if a delta equals 0.8, the option price changes about 80 % 
times the amount of the underlying price change. This is known as delta-hedging. (Hull 
2018, 398–406.) 
In addition to delta-hedging other Greek letters exist which are derived from the option 
pricing formulas. Foreign currency option pricing formulas are introduced later. Hull 
(2018, 397–416) further lists the other basic Greek letters in addition to delta as gamma, 
theta, vega and rho, which are further discussed below. Gamma is a second-order Greek 
while the rest listed are first-order Greeks. Spiegeleer and Schoutens (2015, 269–270) 
also list epsilon as another first-order Greek. Haug (2007, 36) also list elasticity as a final 
first-order Greek. 
Gamma of a portfolio of options on an underlying asset is the rate of change of the 
portfolio’s delta with respect to the price of the asset. Delta changes slowly when gamma 
is low. Thus, adjustments to keep a portfolio delta-neutral need to be made infrequently. 
However, delta is sensitive to the price of the underlying asset in case gamma is signifi-
cantly negative or positive. In this case the portfolio must be rebalanced more frequently 
to achieve delta-neutrality. Furthermore, gamma measures the curvature of the relation-
ship between the option price and the price of the underlying asset. (Hull 2018, 409.) 
The vega of an option on the other hand is the rate of change in its value with respect 
to the volatility of the underlying asset. In practice volatility changes over time. Option 
prices are highly sensitive to changes in volatility in case vega is significantly positive or 
negative. On the contrary, volatility changes have an insignificant effect on the value of 
the position when vega nears zero. However, different options in a portfolio tend to have 
different implied volatilities. Gammas and vegas are usually of small significance in 
deeply in-the-money or out-of-the-money, however, being relevant in the at-the-money 
scenario. Different payoff scenarios are presented later. (Hull 2018, 414–418.) 
The rate of change of an option’s price with respect to the interest rate is called rho. 
With all else remaining the same, rho measures the sensitivity of the value of a portfolio 
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to a change in interest rate. In practice the interest rate in the option pricing formula is 
usually set equal to the risk-free rate with a maturity equal to the option’s maturity. This 
indicates that the trader has exposure to movements in the whole term structure of the 
interest rate in case the options in the portfolio have different maturities. (Hull 2018, 416.) 
The rate of change of the value of the portfolio with respect to time is called theta. 
Theta is referred to as the time decay of the portfolio. The option loses value over time in 
case everything else is held constant. Theta is thus favorable for option writers while 
being unfavorable to those holding options. (Hull 2018, 407.)  
Epsilon is the percentage change in option value per percentage change in the under-
lying dividend yield. This sensitivity can naturally only be applied to equity derivative 
instruments. (Spiegeleer and Schoutens 2015, 269–270.) Elasticity is the percentage 
change in option value divided by the percentage change in the underlying price. This is 
referred to as leverage or gearing. (Haug 2007, 36.) 
Other higher order Greeks also exist which represent the rate of change of first- and 
second-order Greeks with respect to each other or the underlying asset price. According 
to Haug (2007), there are a whole set of e.g. delta Greeks, gamma Greeks, vega Greeks, 
variance Greeks, theta Greeks and rho Greeks among others. 
In an ideal world with perfect and frictionless market assumptions, traders should be 
able to rebalance their portfolios frequently in order to maintain all Greeks equal to zero.  
However, in practice this is not realistic. When managing a large portfolio dependent on 
a single underlying asset, traders usually make at least close to zero at daily intervals by 
trading the underlying asset. Unfortunately, a zero gamma and a zero vega are not as easy 
to construct since it is hard to find options or other nonlinear derivatives which can be 
traded in the volume required at competitive prices. Other Greeks are also harder to hedge 
due to their complexities. 
 There are sizeable economies of scale in trading derivatives. When a trader maintains 
delta-neutrality for a large portfolio of options on an asset, the trading costs per option 
hedged are more reasonable than for a small number of options. In addition to monitoring 
risks such as delta, gamma, vega, theta and rho, option traders often carry out scenario 
analyses. In these analyses the gain or loss on the traders’ portfolios are calculated over a 
specified period assuming different scenarios. (Hull 2018, 417.) 
Hull (2018, 226–227) states that option market participants are buyers (long position 
holders) and writers (short position holders) of calls as well as buyers and writers of puts. 
Most option exchanges use market makers. Market makers quote both a bid and an offer 
price. Market makers enhance the liquidity of the market. They themselves profit from 
the difference between the bid and offer prices. (Pilbeam 2010, 35–37.) 
Options that can be exercised at only maturity are titled as European. American options 
on the other hand can be exercised at moment before maturity. In order to simplify payoff 
calculations, European options are used in the following formulas. The formulas assume 
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perfect capital markets with no transaction costs. Equation 1 describes the payoff of a 
European call option as follows: 
 
𝑆(𝑇) − 𝐾, 𝑖𝑓 𝑆(𝑇) > 𝐾 𝑎𝑛𝑑 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,     (1) 
 
where  
𝑆(𝑇) = price of the underlying asset at the maturity,  
𝐾 = strike price,   
𝑇 = maturity. 
 
The payout scenario for “in-the-money” call option is 𝑆(𝑇) > 𝐾 at the maturity. “At-
the-money” situation is known as 𝑆(𝑇) = 𝐾. “Out-of-the-money” situation is known as 
𝑆(𝑇) < 𝐾. The option is not exercised in the last two scenarios. In these two cases, the 
amount of commission paid is equal to the loss. (Hull 2018, 216.)  
Options can be used for hedging against for instance foreign currency risk. A company 
may hedge its revenue from an unfavorable exchange rate depreciation. The foreign cur-
rency option holder locks in a predetermined exchange rate. However, the option holder 
may also enjoy favorable changes of the exchange rate. A company should buy a foreign 
currency put option when it has foreign revenue. Thus, this option restricts the deprecia-
tion of the foreign revenue or the option expires worthless if the exchange rate appreci-
ates. A company with foreign debt that wants to protect its cash flows can secure the debt 
from fluctuations by buying a foreign currency call option. For these insurances the option 
premium is the cost an option holder must pay. (Hull 2018, 367–370.) 
The most used option pricing model is the 1973 Black-Scholes-Merton -option pricing 
model (BSM). BSM-model assumes that a risk-free portfolio can be built from an under-
lying asset and an option. The profit of this risk-free portfolio is hence the risk-free inter-
est rate. The option price can be thus determined based on this and the notion that arbi-
trage opportunities do not exist. The BSM-model assumes a number of conditions which 
do not apply in the real world since one of its core assumptions relies on the efficient 
market hypothesis. Assumptions are perfect and frictionless markets where transaction 
costs or taxes do not exist, short selling is possible, risk-free interest rate does not change 
over time, investors may lend as well as borrow at the risk-free rate and underlying assets 
pay no dividends. The geometric Brownian motion is assumed to be followed by the un-
derlying asset, also being log-normally distributed. In reality, none of the assumptions 
hold. (Black and Scholes 1973; Merton 1973.) 
Garman and Kohlhagen (1983) solved the problem of foreign currency option pricing. 
In the developed formula, foreign currency interest rate replaces the dividend yield. Be-
cause American options can be exercised at any given time, their pricing is not as straight-
forward. The formulas for European foreign currency call (𝑐) and put (𝑝) option prices 
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are as follows in equations 2 and 3. The results are quoted in terms of units of domestic 
currency per unit of foreign currency. The relationship between the call and put option 
prices is presented in equation 4. Any deviations from equation 4 can be used for arbi-
trage. (Damodaran 2012, 95, 105 – 106.) 
 
𝑐 = 𝑆0𝑒
−𝑟𝑓𝑇𝑁(𝑑1) − 𝐾𝑒
−𝑟𝑇𝑁(𝑑2),      (2) 
 
𝑝 = 𝐾𝑒−𝑟𝑇𝑁(−𝑑2) − 𝑆0𝑒
−𝑟𝑓𝑇𝑁(−𝑑1),      (3) 
 
𝑆0𝑒
−𝑟𝑓𝑇 + 𝑝 = 𝑐 + 𝐾𝑒−𝑟𝑡,       (4) 
 
where 
𝑑1 =
ln(
𝑆0
𝐾
)+(𝑟−𝑟𝑓+
𝜎2
2
)𝑇
𝜎√𝑇
,  
𝑑2 =
ln(
𝑆0
𝐾
)+(𝑟−𝑟𝑓−
𝜎2
2
)𝑇
𝜎√𝑇
, 
𝑆0 = spot foreign exchange rate (
𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
𝑓𝑜𝑟𝑒𝑖𝑔𝑛 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
), 
𝐾 = exercise price, 
𝑇 = maturity in years, 
𝑟 = domestic risk-free interest rate, 
𝑟𝑓 = foreign risk-free interest rate, 
𝜎 = volatility,  
𝑁(𝑑) = function of the cumulative standard normal distribution. 
 
The market expectation of the future volatility is implied volatility. By setting the mar-
ket price as an option price in the, the implied volatility can be determined by solving the 
BSM-model in terms of volatility. Implied volatility is proven to be the best measure of 
future volatility.  (Hull 2018, 339–340).  
The phenomenon known as volatility smile is known as the shape when plotted in a 
strike price-implied volatility space. This is since the implied volatility is low for at-the-
money options, however increasing while moving to in- and out-of-the-money options. 
(Hull 2018, 432.) 
According to Hull (2018, 434–435), constant volatility and smooth price changes are 
the conditions laid out for the asset to be lognormally distributed. The volatility of an 
exchange rate is far from constant, and exchange rates frequently exhibit jumps, some-
times in response to the actions of central banks. Both a nonconstant volatility and jumps 
have the effect of making extreme outcomes more likely. The impact of jumps and non-
constant volatility depend on the option maturity. As the maturity of the option is in-
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creased, the percentage impact of a nonconstant volatility on prices becomes more em-
phasized, but its percentage impact on implied volatility becomes usually less empha-
sized. The percentage impact of jumps on both prices and the implied volatility becomes 
less emphasized as the maturity of the option is increased. The result of all this is that the 
volatility smile becomes less pronounced as option maturity increases. 
Volatility shows price fluctuation. Volatility largely determines option pricing. Thus, 
estimating volatility is important. Volatility can be calculated using historical or implied 
volatility. Hull (2018, 320–325) determines the historical one-period volatility (?̂?) as fol-
lows in equation 5: 
 
?̂? =
𝑠
√𝜏
,          (5) 
 
which can be derived from the following: 
𝑠 = √
1
𝑛−1
∑ (𝑢𝑖 − ?̅?)2
𝑛
𝑖=1 ,  
𝜏 = time period in years, 
𝑛 + 1 = number of observations, 
𝑢𝑖 = ln(
𝑆𝑖
𝑆𝑖−1
), i = 1, 2, …, n,  
𝑆𝑖 = foreign exchange rate at the end of i, i = 0, 1, 2, …, n. 
 
Some options derive their value from other put and call options instead of an underly-
ing asset. These options are referred to as compound options. Geske (1979) developed 
the formula for valuing compound options by using a bivariate normal distribution. Com-
pound option pricing can be used to value complex real options. As multiple options are 
added to the chain, the valuation of compound options becomes increasingly complex. 
Options to exchange one asset for another arise in various contexts. In addition to the 
price of the underlying asset, certain option types derive their values from more sources. 
These options are known as rainbow options. Many real options are rainbow options. 
(Damodaran 2012, 108–109.) 
In addition, other exotic options exist. For example, “as you like it” options which 
allow the holder to change from one option type to another. In average rate options the 
profit is calculated by averaging the price of the underlying asset on certain dates and 
subtracting this amount from the strike price. Barrier options include several different 
options whose payoff pattern depend on whether the underlying asset reaches a certain 
barrier. Forward options start at some time in the future. Employee stock options can be 
categorized as forward options since the company commits to granting at-the-money op-
tions in the future to employees. Cliquet options have different strike prices during dif-
ferent time periods before maturity. In nonstandard American options, early exercise may 
be restricted to certain dates (also known as Bermudan options), early exercise may be 
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allowed during only part of the option’s lifespan and the strike price may change during 
the life of the option. Binary options are options with discontinuous payoffs. 
In Asian options, the payoff depends on the arithmetic average of the price of the un-
derlying asset during the life of the option. A lookback option’s payout is determined by 
using the highest value of the underlying asset over the lifespan of the option. A shout 
option is a European option where the holder can “shout” to the writer at one time prior 
to its maturity. At the end of the life of the option, the option holder receives either the 
usual payoff from a European option or the intrinsic value at the shout time, whichever is 
greater. In quanto options the foreign exchange risks do not impact the underlying asset. 
Warrants are normally attached to issued assets, giving the holder the right to buy or sell 
the underlying asset at a given price and time. Combinations of different option types and 
other derivatives can be used to construct various kinds of simple and complex option 
strategies. (Pilbeam 2010, 364–368; Hull 2018, 598–616.) 
2.2.2 Forward contracts 
The second examined derivative types are forward contracts. Hull (2018, 155) states that 
forward contracts are agreements where one counterparty agrees to buy a certain asset at 
a certain time and price in the future and the other agrees to sell with the same terms. The 
price for the asset in the forward contract is known as the delivery price and spot price on 
the other hand is the market price of the asset at the delivery date. (Hull 2018, 110.) 
Corporations may use forwards in order to control the foreign currency risk associated 
with fluctuating exchange rates via ensuring the future exchange rate. This is also the 
most prevalent motive behind a forward contract due to their simplicity and high level of 
liquidity. In addition, forwards can also be used to hedge against commodity price or 
interest rate risks. Hedging can however also lead to a worse outcome. (Grinblatt and 
Titman 2002, 216–218; Hull 2018, 6.)  
The underlying asset in a foreign currency forward is the foreign currency, likewise it 
can be a commodity with storage costs taken into consideration. The buyer of a foreign 
currency forward buys the currency in question at a predetermined exchange rate and 
time. A company can hedge through a long forward position if it has debt in a foreign 
currency. In addition, through a forward contract, future foreign revenue can be secured 
on the current spot rate. (Hull 2018, 120–121.) 
Bingham and Kiesel (1998, 3) state that contrary to options, forward contracts are free 
of commission. The profit or loss of is calculated by the difference between the spot and 
the delivery price. However, once both parties have signed a forward contract, the trans-
action must be completed. The short position payoff in a forward contract is the opposite 
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from a long forward position. Equation 6 introduces the payoff from a long forward po-
sition as follows: 
 
𝑆(𝑇) − 𝐾,          (6) 
 
where  
𝑆(𝑇) = spot price of the asset at the maturity of the contract,   
𝐾 = delivery price. 
 
The forward rate of a currency is based on the interest rate parity according to which 
arbitrage is not possible resulting from different interest rates of the currencies. The 
holder of foreign currency can earn foreign risk-free interest 𝑟𝑓 by investing the currency 
for time 𝑇. When the foreign currency is changed into domestic currency and invested 
with domestic risk-free interest 𝑟 for time 𝑇 the same can be achieved. Thus, arbitrage is 
not possible. (Hull 2018, 120–121.) The interest rate parity theory is further discussed in 
connection with foreign currency risk. The forward rate (𝐹0, 
𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
𝑓𝑜𝑟𝑒𝑖𝑔𝑛 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
) is demon-
strated as follows in equation 7 (Hull 2018, 120–121): 
 
𝐹0 = 𝑆0𝑒
(𝑟−𝑟𝑓)𝑇,         (7) 
 
where 
𝑆0 = spot foreign exchange rate (
𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
𝑓𝑜𝑟𝑒𝑖𝑔𝑛 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
), 
𝑟 = domestic risk-free interest rate, 
𝑟𝑓 = foreign risk-free interest rate,  
𝑇 = maturity in years. 
 
As stated previously, forwards are OTC traded instruments, indicating that there are 
no guarantees from either counterparty. If one counterparty cannot commit to the agreed 
transaction, the other counterparty suffers a loss from the contract. This means that the 
background analyses conducted to find a creditworthy counterparty may result in consid-
erable costs through time and money invested despite the contract being commission-
free. Therefore, Bingham and Kiesel (1998, 3) state that the future profits of the contract 
can be diminished by the costs incurred of finding a suitable counterparty. 
2.2.3 Futures contracts 
The third examined derivative types are futures contracts which are like forward con-
tracts. Most institutional investors use futures. Futures as priced like forward contracts 
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introduced earlier. As the delivery period for a forward or futures contract is approached, 
the price of the contract converges to the spot price of the underlying asset. Upon reaching 
the delivery period, the price of the contract equals the spot price. (Hull 2018, 28.)  
Normal backwardation refers to the situation when the price of a futures or a forward 
contract is below the current future spot price. Negative interest rates can create such 
situations. The situation where the price of a futures or a forward contract is above the 
current future spot price on the other hand is termed contango. These terms may also refer 
to the expected future spot price instead of the current spot price. (Hull 2018, 129.) 
For the purposes of understanding forward or future contract pricing more in-depth 
beyond foreign currency contracts, it is convenient to divide these contracts into those in 
which the underlying asset is held for investment by at least some traders and those in 
which the underlying asset is held primarily for consumption purposes. In the case of 
investment assets, three different scenarios can be considered. In the first one the asset 
provides no income. In the second case the asset provides a known income and in the 
third case the asset provides a known percentage yield. These enable forward or futures 
prices to be obtained for contracts on stock indices, currencies, gold and silver. Storage 
costs can be treated as negative income. Table 1 summarizes the prices and values of 
different long forward and futures contract types. 
In consumption assets, obtaining the forward or futures price from only the spot price 
and the risk-free rate is not possible. In this case the asset’s convenience yield becomes 
important. This measures the extent to which users of the commodity feel that ownership 
of the physical asset provides benefits that are not obtained by the holders of the forward 
contract. These benefits include for example the ability to profit from temporary local 
shortages or the ability to keep a production process in action. It is possible to obtain an 
upper bound for the forward or futures contract price of consumption assets using the 
arbitrage argument but an equality relationship between forward and spot prices cannot 
be constructed. 
The cost of carry is known as the storage cost of the underlying asset added with the 
cost of its financing minus the income received from it. The contract price is greater in 
investment assets than the spot price by an amount reflecting the cost of carry. In con-
sumption assets, the contract price is greater than the spot price by an amount reflecting 
the cost of carry net of the benefits portrayed by the convenience yield. (Hull 2018, 130.) 
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Table 1 Prices and values of different long forward and futures contract types 
summarized 
    
Forward/futures con-
tract price with spot 
price 𝑆0, maturity 𝑇 and 
risk-free interest rate 𝑟 
Value of a long forward/fu-
tures contract with delivery 
price 𝐾   
      
No income is provided:  𝑆0𝑒
𝑟𝑇    𝑆0 − 𝐾𝑒
−𝑟𝑇     
              
Known income with pre-
sent value 𝐼 is provided:  (𝑆0 − 𝐼)𝑒
𝑟𝑇    𝑆0 − 𝐼 − 𝐾𝑒
−𝑟𝑇     
            
Known yield 𝑞 is 
provided:    𝑆0𝑒
(𝑟−𝑞)𝑇    𝑆0𝑒
−𝑞𝑇 − 𝐾𝑒−𝑟𝑇     
 
In hedging the objective is often to take a position that neutralizes the risk as far as 
possible. Ideally the hedger can identify the precise date in the future when an asset would 
be bought or sold. However, the asset to be hedged may not be exactly the same as the 
asset underlying the futures contract. Also, the hedge may require the futures contract to 
be closed out before its delivery, resulting in basis risk. (Hull 2018, 50–53.). 
Minimum variance hedge ratio is of interest in case cross-hedging is needed. Cross-
hedging occurs when the asset to be hedged and the asset underlying the hedging instru-
ment are different. Equation 8 presents the optimal minimum variance hedge ratio (ℎ∗) as 
follows (Hull 2018, 59):  
 
ℎ∗ = 𝜌
𝜎𝑆
𝜎𝐹
,          (8) 
 
where  
𝜎𝑆 = standard deviation of the spot price during a period equal to the life of the hedge, 
𝜎𝐹 = standard deviation of the forward/futures price during a period equal to the life 
of the hedge, 
𝜌 = coefficient of correlation between the spot and the forward/futures price.  
 
For instance, an airline may be concerned about the future price of jet fuel. Since jet 
fuel futures are not actively traded, it might choose to use heating oil futures contracts to 
hedge its exposure. The hedge ratio is the size of the position taken in futures contracts 
to the size of the exposure. When the asset underlying the futures contract is the same as 
the asset being hedged, the hedge ratio is 1.0. The optimal hedge ratio in case of cross-
hedging does not always equal 1.0. The minimum variance hedge ratio depends on the 
relationship between changes in the spot price and the changes in the futures price. (Hull 
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2018, 58–59.) To calculate the optimal number of contracts (𝑁∗) that should be used in 
hedging, the equation 9 is utilized as follows (Hull 2018, 60–61.): 
 
𝑁∗ = ℎ∗
𝑄𝐴
𝑄𝐹
,         (9) 
 
where 
𝑄𝐴 = size of position being hedged (units), 
𝑄𝐹 = size of one forward/futures contract (units),  
ℎ∗ = optimal hedge ratio.  
 
However, corporations tend to in practice assume a 1.0 optimal hedge ratio in most 
cases when the assets are similar enough due to the simplicity involved even when an 
optimal hedge ratio could be potentially beneficial. Also, the costs of computing the op-
timal minimum variance hedge ratio and the optimal number of contracts may outweigh 
the benefits. 
2.2.4 Swaps 
The fourth examined derivative types are swaps. Swaps are agreements between two par-
ties to exchange cash flows or to change cash for a given commodity. The agreement 
states the dates of exchange and the amount due for each counterparty at the maturity. 
The nominal swap amount defines the amount of the principal based on which interest is 
calculated. Usually the calculation of the cash flows involves the future value of an inter-
est rate, an exchange rate, or other market variable. When valuing swaps, a risk-free dis-
count rate is required for cash flows. (Hull 2018, 155.) 
Grinblatt and Titman (2002, 221–222) list the most utilized swaps as currency swaps 
and interest rate swaps. An interest rate swap is an agreement where two counterparties, 
usually corporations, exchange interest payments on a loan. In a currency swap the coun-
terparties change the principal and the interest rate into another currency. 
An explanation commonly put forward to explain the popularity of swaps concerns 
comparative advantages. In the context of interest rate swaps, a comparative advantage is 
advantage that leads to a company being treated more favorably in one, e.g. floating or 
fixed interest rate debt market than in another debt market. However, these corporations 
may prefer the opposite kind of debt and can thus enter into a swap contract. The profits 
of interest rate swap contracts are determined by calculating the net cash flow of the ex-
changed fixed and floating interest rate payments. (Hull 2018, 155–166.) 
BIS (2019) statistics show that the interest rate swap market has expanded notably. In 
1998 they covered a bit over 32.9 trillion USD, amounting to about 45.7 % of total OTC 
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derivatives’ notional amount which was 72.1 trillion USD. The interest rate swap market 
along with the total OTC derivatives’ markets have since expanded notably as shown 
previously in Figure 1 (see chapter 1). In 2018 they covered about 326.7 trillion USD, 
amounting to about 60 % of total OTC derivatives’ notional amount which was 544.4 
trillion USD.  
In a currency swap, both participants sign the contract with a financial institution de-
spite changing the payments with each other. The payment is determined in both curren-
cies when it comes to currency swaps. In the beginning as well as the end of the contract 
cash flows are changed. Currency swaps may also be motivated by corporations’ com-
parative advantages in certain currencies similarly to interest rate swaps. (Hull 2018, 165–
170.) Grinblatt and Titman (2002, 54) conclude that by utilizing currency swaps, interna-
tional corporation can hedge exchange rate risks associated with in- and out-going cash 
flow transactions in different currencies. 
The price of a currency swap can be calculated utilizing two methods. Pricing may be 
calculated from bond prices or forward contracts. This is since a foreign currency forward 
is essentially the same as a currency swap with a fixed interest rate and a single payment 
date in the future. The interest rate is assumed to be fixed to be able to calculate the price. 
On one hand, the value of a currency swap (𝑉𝑠𝑤𝑎𝑝) is demonstrated in equation 10 where 
domestic currency is received and foreign currency is paid. (Hull 2018, 168–174.) 
 
𝑉𝑠𝑤𝑎𝑝 = 𝐵𝐷 − 𝑆0𝐵𝐹,        (10) 
 
where 
𝐵𝐷 = bond value in domestic cash flows, 
𝐵𝐹 = bond value in foreign cash flows,  
𝑆0 = spot exchange rate (
𝑓𝑜𝑟𝑒𝑖𝑔𝑛 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
). 
 
On the other hand, the value of a currency swap where foreign currency is received 
and domestic currency is paid is the opposite. It is thus calculated by subtracting the bond 
value in domestic cash flows from the bond value in foreign cash flows multiplied by the 
spot exchange rate. (Hull 2018, 174.) 
Grinblatt and Titman (2002, 222) further describe that in a fixed-for-fixed currency 
swap, principal amounts are first exchanged at the initiation of a swap using the exchange 
rate quoted on the market. Interest rate payments are then carried out from one counter-
party to the other in the changed currency annually or semiannually at an agreed fixed 
rate. At the maturity, the principal amounts are exchanged using a fixed pre-determined 
exchange rate stated in the contract. 
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Hull (2018, 169–175) states that currency swaps can be include a fixed, floating or one 
of each rate. In a fixed-for-floating swap a floating interest rate in one currency is ex-
changed for a fixed interest rate in another currency. In a floating-for-floating swap a 
floating interest rate in one currency is exchanged for a floating interest rate in another 
currency. 
When swaps and other derivatives are cleared through a central counterparty there is 
very little credit risk. Standard swap transactions between a nonfinancial corporation and 
a derivatives trader can also be cleared bilaterally. Both sides are then potentially subject 
to credit risk. It is important to distinguish between the credit risk and market risk to a 
financial institution in any contract. The credit risk comes from the possibility of default 
by the other counterparty when the value of the contract to the financial institution is 
positive. The market risk on the other hand comes from the possibility that market varia-
bles such as interest rates and exchange rates will move in such a way that the value of a 
contract to the financial institution becomes negative. These market risks can be hedged 
by entering into offsetting contracts. Credit risks are harder to hedge on the other hand 
but can be eliminated via credit default swaps. (Hull 2018, 175–176.) 
According to Hull (2018, 570) credit default swaps (CDS) are the most prevalent type 
of contract used of all credit derivatives. The logic behind the contract is to provide in-
surance for the buyer of the contract against a possible default event. A CDS contract 
gives the buyer the right to sell bonds in exchange for periodical payments to the seller 
of the contract. In case the entity which issued the bonds does not default during the CDS 
maturity, the seller profits. During 2008 and 2009 the gross market value of CDS con-
tracts was highest, which can be attributed to market uncertainty in the aftermath of the 
2007–2008 financial crisis. Collateralized debt obligations (CDOs) are credit derivatives, 
which are like asset-backed securities, which are basically securities backed by a given 
asset with different cash flow magnitudes to different tranches, only that the underlying 
assets are bonds. In synthetic CDOs different tranches exist of a given CDS with separate 
cash inflows and outflows distributed among these tranches. (Hull 2018, 581.) 
Other swaps include diff swaps, equity swaps, option swaps, commodity and volatility 
swaps. Diff swaps are contracts where an interest rate observed in one currency is applied 
to a principal amount in another currency. An equity swap is an agreement to exchange 
the total return (dividends as well as capital gains) realized on an equity index for either 
a fixed or floating interest rate. Sometimes options are embedded in swap agreements. In 
an extendable swap, one party has the option to extend the maturity of the swap beyond 
the specified period. In a puttable swap, one party has the option to terminate the swap 
early. Swaptions are options on swaps which provide one party with the right at a future 
time to enter a swap where a predetermined fixed rate is exchanged for floating. Com-
modity swaps are essentially forward contracts on a commodity with different maturity 
dates and the same delivery prices. In a volatility swap, there are a series of time periods. 
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At the end of each period, one side pays a predetermined volatility while the other side 
pays the historical volatility during the period. Both volatilities are multiplied by the same 
notional principal in payment calculations. (Hull 2018, 178.) 
2.3 Comparison of different derivative types 
Having discussed the theory behind the pricing and functions of different derivative types, 
this section evaluated and compares the benefits and risks of specific derivative types. 
Options are compared to futures and forward contracts, futures are compared to forward 
contracts and swaps are compared to all other types. Table 2 summarizes the advantages 
and disadvantages of different derivative types. 
Options are more flexible and affordable compared to futures or forward contracts. An 
advantage of options over futures or forward contracts is that there is less risk involved, 
since the potential loss amounting to the paid option premium is known beforehand. Also, 
futures contract values move more quickly than options contracts since option movements 
may only correlate with futures. This may be a positive or a negative factor depending on 
the risk appetite of the market participant. Options also offer a wider range of underlying 
securities compared to futures. 
Futures and forwards are valued by their underlying assets, meaning that the investor 
cannot to be certain about the payoff. Another advantage is that option premia are smaller 
than futures margins. An option might cost for example under 50 euros, whereas the initial 
margin on a futures contract usually costs thousands of euros. Leverage is also an ad-
vantage for options. Option contracts for an instrument include many different strike 
prices and maturities. This means that there are many different forms of premia available 
to option market participants and it is possible to control the leverage which option market 
participants wish to use. Futures do not include premia and leverage depends on required 
margins. An option provides the holder the right but not the obligation to buy or sell an 
asset at a fixed price. This means that the risk for the holder is limited to the premium. 
However, in futures and forward contracts the transaction is obligatory. 
The advantages of futures contracts over options include efficiency, size and daily cash 
settlement. Futures are efficient since premiums are not paid to buy a futures contract, 
saving money compared to premia paid on options. Futures contracts also control a higher 
quantity of assets than options of the same underlying asset. For instance, a stock option 
may be composed of 100 shares of the underlying stock. A futures contract might be 
composed of multiple thousands of shares. This is more efficient for traders seeking to 
make large transactions. The futures exchange impacts the gain or loss through daily set-
tlement. This means that profits are accessed faster. On the other hand, it causes the coun-
terparty incurring losses to decide whether to terminate or maintain faster.  
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Further advantages of futures contracts over options include fixed upfront trading 
costs, no time decay, liquidity and pricing simplicity. The margin requirements for pop-
ular commodity and currency futures have been relatively unchanged for years despite 
being temporarily raised when an asset is volatile. This indicates that futures market par-
ticipants know in advance what the initial margin is. The option premium paid by an 
option buyer can vary a lot in case the underlying asset is volatile. Higher volatility leads 
to higher premia being paid by the holder of the option.  
Options’ values decay over time. Option market participants must pay attention to time 
decay since it can significantly impact the profitability of an option. Forwards and futures 
on the other hand are not concerned with time decay. Most futures markets are very liquid. 
This enables narrow bid-ask spreads. Market participants can thus enter and exit positions 
when required. Option markets are more illiquid, especially deep out-of-the-money op-
tions. Also, futures pricing introduced earlier is simple to understand. Option pricing in-
troduced earlier is more complex and involves several different variables in addition to 
only the underlying asset. (Haugh 2016.) 
When comparing futures contracts to forward contracts, futures are traded in ex-
change-traded markets. The contracts are thus standardized and insured by the exchanges, 
contrary to forward contracts. Thus, default risk is eliminated from both sides with the 
standardization and insurance. Forward contracts on the other hand are tailor-made for 
the counterparties and are subject to counterparty default risk due to being traded in the 
OTC markets. (Hull 2018, 8.)  
Grinblatt and Titman (2002, 219–220) present state that the exchange of cash flows 
for futures contracts is different from forward contracts. In forwards cash flows are ex-
changed only at the maturity. Thus, not having enough cash is only revealed at the ma-
turity. Futures contracts however solve this problem by daily cash flow settlement be-
tween counterparties. This is known as marking to market. It is easy to notice the lack of 
enough funds prior to the maturity and complete default can thus be avoided. 
Single-period swap contracts compare best to forward contracts. In swap contracts 
there are price risks and default risks. Price risk arises due to the movement of the under-
lying asset so that the default-free present value of the future payments changes. Price 
risk can be hedged by taking offsetting positions using related derivative instruments such 
as interest rate futures or currency futures. Unlike futures contracts, swaps are over-the-
counter contracts, like forward contracts. Swaps are therefore not guaranteed by an ex-
change. Swap default may be due to early termination of the swaps contract or failure to 
meet obligations. Swaps may include clauses that trigger early termination, e.g. the credit 
rating falling below a threshold.  
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Table 2 Advantages and disadvantages of different derivative types 
  Options Forwards Futures Swaps 
A
d
v
a
n
ta
g
es
 
 
- Contract values move less 
quickly 
- Wide range of underlying 
assets 
- Smaller premia  
- Many different strikes and 
maturities resulting in flexi-
bility 
- The potential loss is known 
beforehand 
- Not obliged to complete 
the transaction 
- Tailor-made 
contracts 
- No upfront cost 
- No time decay 
- Pricing simplic-
ity 
- Larger transac-
tion sizes 
- No premia  
- Larger trans-
action sizes 
- Contract val-
ues move more 
quickly 
- Daily cash 
settlement  
- Fixed upfront 
trading costs  
- No time de-
cay  
- Liquid 
- Pricing sim-
plicity 
- No premia 
- Interest rate 
swaps allow debt 
transformation 
- Currency swaps 
mitigate the risk 
of currencies 
moving too ag-
gressively  
- Flexible in ma-
turity 
- Credit default 
swaps shield from 
default 
D
is
a
d
v
a
n
ta
g
es
 
- Upfront premia  
- Contract values move less 
quickly 
- Time decay  
- Less liquid  
- Complex pricing  
- No daily cash settlement  
- Smaller transaction sizes 
- Price risk 
- Default risk as-
sociated with 
OTC markets  
- Contract values 
move more 
quickly 
- Transactions 
only at the ma-
turity  
- The potential 
loss is not known 
beforehand 
- Smaller range 
of underlying as-
sets 
- Obligatory 
transaction 
-Price risk 
- Large mar-
gins 
- Contract val-
ues move more 
quickly 
- The potential 
loss is not 
known before-
hand 
- Smaller range 
of underlying 
assets 
- Obligatory 
transaction 
- Price risk 
- Default risk as-
sociated with 
OTC markets 
- Longer time pe-
riods are favored 
- Floating rate 
representing a 
bigger cost than 
the whole swap at 
the maturity 
- Credit default 
are swaps largely 
unregulated 
- Price risk 
 
The risk when using a currency or interest rate swap is that at the time of maturity, the 
floating rate would represent a bigger cost than the whole swap. To mitigate this, longer 
time periods are favored. The main advantage of using a currency swap is to mitigate the 
risk of currencies moving too aggressively in a specific direction. Should the exchanged 
amount be fully exchanged at the initiation date, at the maturity date the exchange is 
reversed. The market may reverse in the meantime. Currency swaps can be done in mul-
tiple ways, thus being a flexible product. The maturity dates are very flexible, ranging 
from a long period to shorter periods. Interest rate swaps enable debt transformation. 
Credit default swaps shield from a credit event. They are largely however unregulated. 
(Copper and Mello 1991.) 
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2.4 Derivative markets and risks 
2.4.1 Derivative markets 
There are three basic participant types in the derivative markets. First, hedgers use deriv-
atives in order to reduce risk from possible fluctuations of a given asset’s market price. 
Second, speculators try to predict certain market movements and take derivative positions 
based on their assessment of the underlying asset’s price development. Speculators usu-
ally take the riskier position, therefore enabling the hedger positions. Third, arbitrageurs 
seek to make risk-free profit from the possible price difference between two markets when 
an underlying asset or the derivative is theoretically mispriced. All three participant types 
are important for market liquidity. (Hull 2018, 11–17.) This thesis focuses on hedgers 
since annual reports do not specifically inform of the motive behind derivatives’ usage.  
The development of the derivative markets has long been a topic of interest for various 
stakeholders. It contributes to an economy in several ways. According to Lien and Zhang 
(2008), the derivative markets facilitate the sharing of price risks for commodities, help-
ing producers deal with the price fluctuations. In addition, derivative markets enable 
hedging and enhance capital inflows. However, derivative markets introduce unpredicta-
ble crisis dynamics.  
Derivative markets also function as a channel of risk reduction and distribution, pricing 
tool and price stabilizer. Hedgers, speculators and arbitrageurs all have different risk pref-
erences which derivative markets enable. Derivative markets also increase information 
flows. Information about future prices can reflect future demand, therefore having an im-
pact on production and storage decisions. Eventually, derivative markets may reduce spot 
price volatility. 
Vo, Huynh, Vo and Ha (2019) find that economic growth and derivative market 
growth are positively related in major markets. They also mention that well-functioning 
derivative markets enable firms to divide risks in an efficient manner. Derivative markets 
also allow firms to implement riskier projects, thus having an impact on economic growth. 
Consumers and producers use derivative markets as an information channel that reflects 
all current and future prices. This results in efficient resource distribution and also eco-
nomic growth. 
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2.4.2 Dangers of derivatives 
Derivatives are versatile instruments. As stated previously, they can be used for specula-
tion and for arbitrage. This level of versatility can be dangerous. Sometimes market par-
ticipants having a mandate to hedge or engage in arbitrage can become speculators. For 
example, in January 2008 a trader working for Société Général had a mandate to search 
for arbitrage opportunities, which might arise if a futures contract on an equity index was 
trading for a different price on two different exchanges or if equity index futures prices 
were not consistent with the prices of the shares constituting the index. However, the 
trader had speculative positions in equity indices, eventually incurring sizeable losses 
amounting to 4.9 bln euros.  
In addition, in the 1990s a trader working for Barings Bank also had a mandate to 
engage in arbitrage between Nikkei 225 futures quotes in Singapore and Osaka. Despite 
this mandate, the trader made huge bets on the direction of the Nikkei 225 using futures 
and options, losing 1 bln USD and causing the 200-year-old bank to end up in default in 
in 1995. Another trader in 2002 at Allied Irish Bank had lost 700 mln USD from unau-
thorized foreign exchange trading. (Hull 2018, 17–18.) 
In addition, in 2006 Amaranth Advisors speculated with natural gas derivatives, ex-
pecting the market price of natural gas to be highly volatile during March and April of 
2007 and 2008. The firm had derivative positions which would translate into profit should 
the spread increase on contracts reaching maturity during those periods. The expectation 
did not translate into reality and the firm incurred losses amounting to 6.5 bln USD. The 
firm was liquidated as a result. (Jacque 2015. 49–72.) 
The lessons from all these losses are that it is important to define unambiguous risk 
limits for traders in addition to defining clear risk limits at the corporate level. It is also 
important to properly monitor what the traders do very carefully to make sure that the 
limits are properly followed. There is an unfortunate tendency to ignore risk managers 
and this is what happened at many financial institutions during the 2006–2007 period 
right before the financial crisis. The key lesson from the credit crisis is that financial 
institutions should always be asking “What can go wrong?” and they should follow up 
with the question “If it goes wrong, how much will we lose?” (Hull 2018, 17–18.) 
2.4.3 Value at risk and expected shortfall 
Value at risk (VaR) and expected shortfall (ES) are risk management tools utilized for 
instance in controlling derivative positions. These tools attempt to answer the questions 
stated previously by providing a single number summarizing the total risk in a portfolio 
of financial assets. They have become widely utilized by corporate treasurers and fund 
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managers as well as by financial institutions to control risks associated with derivative 
positions. Bank regulators have traditionally used VaR in determining the capital a bank 
is required to keep for the risks it is bearing, but more recently they are switching to ES.  
When using the VaR measure, the key statement to be made is “I am 𝑋 percent certain 
there will not be a loss of more than 𝑉 euros in the next 𝑁 days.” The variable 𝑉 is the 
VaR of the portfolio. It is a function of the time horizon (𝑁 days) and the confidence level 
(𝑋 %). If the loss level over 𝑁 days has a probability of only (100 – 𝑋) % of being ex-
ceeded. Bank regulators have traditionally required banks to calculate VaR for market 
risk with 𝑁 = 10 and 𝑋 = 99. VaR is an attractive measure because it is easy to compre-
hend and it in a way compresses all Greek letters for all market variables underlying a 
portfolio into a single number. (Hull 2018, 493–495.) 
In addition, credit VaR models exist which can be defined analogously to the way 
value at risk is defined for market risks. For example, a credit VaR with a 99.9 % confi-
dence level and a 1-year time horizon is the credit loss that with 99.9 % confidence will 
not be exceeded over 1 year. Many banks have developed multiple procedures for calcu-
lating credit VaR. One popular approach is known as CreditMetrics. This involves esti-
mating a probability distribution of credit losses by carrying out a Monte Carlo simulation 
of the credit rating changes of all counterparties. This approach is however computation-
ally slow. The method has the advantage that credit losses are defined as those arising 
from credit downgrades and defaults. Also, the impacts of collateral and downgrade trig-
gers can be approximately considered in the analysis. (Hull 2018, 563–564.) 
ES on the other hand answers the question “If things do get bad, how much can the 
company expect to lose?” ES is thus the expected loss during an N-day period conditional 
on the loss being worse than the VaR loss. Along with the change from VaR to ES in 
bank regulative standards, the confidence level is changing from 99 % to 97.5 %. (Hull 
2018, 495.) 
VaR and ES calculations include the time horizon 𝑁 and the confidence level 𝑋. The 
𝑁-day VaR and ES are obtained by multiplying the 1-day VaR and ES with the square 
root of 𝑁. Historical simulation is a popular way of estimating VaR or ES. It involves 
using past data as a benchmark to see what will happen in the future. In this method, data 
are collected on movements in the market variables over a given period providing differ-
ent scenarios. For each scenario, the daily change in the value of the portfolio is com-
puted. This defines an overall probability distribution for daily loss in the value of the 
portfolio throughout the sample period. ES is obtained by averaging the observations in 
the tail of the distribution of losses. (Hull 2018, 496–500.) 
The main alternative to historical simulation is the model-building approach, where 
volatility is quoted in days. In this approach, the expected variance in a market variable 
over the time period is assumed to be zero. The inverse normal distribution function of 
the given confidence level, the standard deviation interval 𝑌 is obtained. This implies the 
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probability that a normally distributed variable will decrease in value by over 𝑌 standard 
deviations. The 1-day standard deviation is multiplied by 𝑌, yielding a 1-day VaR at the 
confidence level. (Hull 2018, 501–502.) Expected shortfall at a given confidence level 
when the losses are normally distributed with a given mean and standard deviation can 
be similarly obtained from equation 11 as follows: 
 
𝐸𝑆 = 𝜇 + 𝜎
𝑒
𝑌2
2
√2𝜋(1−𝑋)
,        (11) 
 
where 
𝜇 = mean of the sample, 
𝜎 = standard deviation of the sample, 
𝑋 = confidence level, 
𝑌 = 𝑋th percentile point of the standard normal distribution. 
 
The model-building approach is straightforward should the change in the value of the 
portfolio be linearly dependent on percentage changes in market values and these per-
centage changes in market variables be normally distributed. When a portfolio includes 
options however, the changes in the portfolio value are not linearly related to the percent-
age changes in underlying assets.  (Hull 2018, 503–507.) 
In this nonlinear case, from the knowledge of the gamma of the portfolio, approximate 
quadratic relationships can be determined between the percentage change in portfolio 
value and the percentage changes in the underlying market variables. A Monte Carlo sim-
ulation can be then used to estimate VaR and ES. In this method the probability distribu-
tion of the difference in portfolio value is constructed by calculating the difference be-
tween the realized portfolio value and the multivariate normal probability distribution, 
simulated until a probability distribution is built for the portfolio. (Hull 2018, 508–511.) 
Hull (2018, 512) states that an advantage for the historical simulation approach is that 
historical data determine the probability distribution of the underlying assets. Historical 
simulations are however slow to calculate and do not simply allow volatility updating 
schemes to be used. The model-building approach on the other hand is computationally 
faster and is most appropriate for portfolios consisting of long and short positions without 
any derivatives. However, it has the disadvantage in both linear and nonlinear dependence 
on underlying market variables cases that it assumes multivariate normal distribution for 
asset returns. Often asset returns have heavier tails than the normal distribution. Also, 
Monte Carlo simulations are computationally slow to implement. 
Periods of high volatility tend to give high values for VaR and ES. Regulators have 
introduced stressed VaR and ES measures, where calculations must be based on periods 
of extreme stress. (Hull 2018, 500.) However, when compared with ES, VaR is criticized 
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most importantly for its lack of subadditivity (the VaR of two portfolios does not equal 
the sum of individual portfolios’ VaR) and its complete ignorance of losses in the loss 
distribution’s far tail as it assumes normal distribution. The coherent risk measure ES was 
introduced to solve these issues. ES is sensitive to the severity of losses beyond VaR. 
However, a potential deficiency arises what comes to forecasting and backtesting ES 
compared to VaR. (Gneiting 2011, 760.) Emmer, Kratz and Tasche (2015) propose re-
placing ES by a set of four quantiles as a method which should allow to make use of VaR 
backtesting methodology. 
Stulz (1996, 8–25) states that “The primary goal of risk management is to eliminate 
lower-tail outcomes – those that would cause financial distress or make a company unable 
to carry out its investment strategy.” Despite the dangers and extensive risk management 
tools which are implemented for derivatives, using derivatives themselves as hedging in-
struments may be beneficial for firms as a part of their risk management strategies. This 
notion is further addressed in the following chapters. 
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3 CORPORATE RISK MANAGEMENT 
3.1 Corporate risk categories 
3.1.1 Commodity price risk 
Corporate risks subject to hedging activities can be categorized as commodity price, for-
eign currency and interest rate risks. First, commodity price risk is different between in-
dustries. Bartram, Brown and Fehle (2009) and Brunzell, Hansson and Liljeblom (2011) 
find that commodity derivatives are common in firms operating in traditional industries, 
e.g. oil, metal, mining and utilities. The business of these industries is directly linked to 
commodity prices. Despite this notion, Haushalter (2000) finds that in the U.S. oil and 
gas industry only 28 % of the total production is hedged.  
The price volatility of a given commodity is directly impacted by its storability. For 
example, wheat is a storable commodity and electricity is currently largely non-storable, 
as the amount of electricity oversupply will largely determine its market price. Electricity 
prices tend to fluctuate due to electricity demand being directly linked to temperature in 
a given region. On the contrary, wheat grains can be stored in case of oversupply. Thus, 
the producers can more efficiently control the market price without having to control price 
fluctuations with derivatives. (Hull 2018, 772–775.) 
Rothovius, Nikkinen, Sihvola and Klemola (2013) study derivatives’ usage and risk 
management efficiency in corporations operating in the energy sector. They find that by 
using derivatives to control price and quantity risks, energy companies can reduce the 
probability of facing undesired situations. Also, these companies can achieve more stable 
cash flows. According to their research, especially options can be beneficial tools to sta-
bilize the combined sales and price deviations of electricity. Their findings also indicate 
that by using options, energy firms can change the shape of their earnings distribution 
without significantly altering the expected profit. However, electricity is being actively 
developed into a storable commodity with increasingly efficient storage facilities (Loca-
telli, Palerma and Mancini 2015; Locatelli, Invernizzi and Mancini 2016). This develop-
ment perhaps reduces the need to hedge electricity price risks as extensively in the future. 
In addition to electricity derivatives, contemporary derivative markets include many 
other commodity-linked derivative products, even weather-related derivatives. BIS 
(2019) statistics reveal that commodity-linked derivatives in OTC markets are consider-
ably less prevalent than interest rate as well as foreign exchange derivatives, as depicted 
previously in Figure 3 (see chapter 2.1). 
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Documented evidence of commodity price derivatives’ usage and firm market value 
concentrates on specific industries. The findings are somewhat mixed and seem to depend 
on which industry the examined firm is operating. Jin and Jorion (2007) research the de-
rivative firm value effect in the mining industry with a sample size of 44 U.S. firms from 
years 1991–2000. They find robust evidence towards the notion that hedging would de-
crease firms’ stock price relations to gold price changes. Further analysis however indi-
cates negative market value premiums for hedgers in the gold mining industry. Jin and 
Jorion (2006) also research the oil and gas industry between the years 1998 and 2001, 
finding no indication of significant differences in firm market value of any form between 
hedgers and non-hedgers. 
In addition, Tufano (1996) study risk management practices in the gold mining indus-
try. He finds that managers make hedging decisions with their own incentives in mind. 
He also finds that managers who hold significant amounts of their employers’ equity tend 
to hedge the firm’s gold price risk more than those who own less.  
Carter, Rodgers and Simkins (2006) find robust evidence of a hedging market value 
premium existing in the U.S. airline industry. They conclude the result can be attributed 
to jet fuel price hedging since jet fuel accounts for a sizeable percentage of the overall 
costs.  
3.1.2 Foreign currency risk 
The second examined risk category is foreign currency risk. According to Kasanen, 
Lundström, Puttonen and Veijola (1997) foreign exchange risk is a part of a broader def-
inition of market risk, which in turn is a sub-section of overall financial risk. The demand 
of a given currency is derived from what they can buy or in this context what they can 
hedge (Pilbeam 2010, 265). The two most prevalent theories which attempt to explain 
exchange rate movements are purchasing power parity and interest rate parity. 
According to the purchasing power parity, the exchange rate of two given currencies 
is in balance when the currencies’ purchasing power is equal in both countries. This 
means that the price level of two countries utilizing different currencies must remain equal 
when similar commodities and services are included in the index basket. Thus, inflation 
in a country influences its currency exchange rates. In case inflation rises in a given coun-
try, its exchange rate depreciates. Under this assumption arbitrage cannot exist. Foreign 
exchange risk can be validated by calculating statistical deviations which summed to-
gether define the probability that the domestic purchasing power deviates from the ex-
pected value. (Adler and Dumas 1984, 42–43; Pilbeam 2010, 289–290.) Equation 12 
demonstrates the purchasing parity effects (Niskanen and Niskanen 2013, 426): 
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𝑅𝑡+1
𝑅𝑡
=
𝑃𝐷
𝑃𝐹
,          (12) 
 
where 
𝑅𝑡+1 = price of foreign currency in domestic currency in period 𝑡 + 1, 
𝑅𝑡 = price of foreign currency in domestic currency in period 𝑡, 
𝑃𝐷 = domestic price index, 
𝑃𝐹 = foreign price index. 
 
The purchasing power parity theory is linked with the quantity theory of money. Under 
the quantity theory of money, the total quantity of money in a country is directly linked 
with price levels. Equation 13 presents the formula of the quantity theory of money as 
follows (Pohjola 2013, 191):  
 
𝑀 × 𝑉 = 𝑃 × 𝑌,         (13) 
 
where 
𝑀 = quantity of money, 
𝑉 = annual velocity of money, 
𝑃 = price level, 
𝑌 = annual gross domestic product. 
 
The quantity theory of money assumes that the level of annual gross domestic product 
(GDP) remains constant at its natural long-term level which theories of economic growth 
and employment explain. Another assumption is that the annual velocity of money re-
mains constant. The third assumption is that the central bank can have an impact on the 
quantity of money. According to this theory, the quantity of money determines price lev-
els. The growth in the total quantity of money also causes price levels to grow, resulting 
in inflation. (Pohjola 2013, 191–192.) Purchasing power parity through inflation therefore 
weakens or strengthens exchange rates in case the inflation rate of a given country ex-
ceeds or falls below the inflation rate of another country (Pohjola 2013, 229).  
However, it has been acknowledged that transport costs, tariffs and nontariff barriers 
distort the purchasing power parity condition. Therefore, goods and services are not glob-
ally priced in an equal way. Trade imbalances between two given countries cause an im-
balance of currency reserves between the countries, impacting exchange rates. Addition-
ally, monetary policy decisions, and speculators’ behavior all influence exchange rates. 
(Taylor 2003, Grinblatt and Titman 2002, 764.) 
The second most prevalent theory which attempts to explain exchange rate movements 
is titled as the interest rate parity theory introduced earlier. Higher interest rates in a given 
39 
country cause the currency of that country to strengthen as more capital flows in the coun-
try to seek for higher yields (Pohjola 2013, 230). The most important factor determining 
the supply and demand of currencies is the difference in the real interest rate between two 
countries. Based on this theory, nominal interest rates influence the premium of forward 
rates between two countries. The risk-free exchange rate in the future is titled as the for-
ward rate here. According to the theory, the interest rate difference between the domestic 
and the foreign countries must be equal to the forward premium (or discount). This is 
approximated with the difference between the forward rate and the spot rate scaled by the 
spot rate and multiplied by the maturity of the forward rate. Under this assumption arbi-
trage cannot exist. (Niskanen and Niskanen 2013, 428; Kasanen et al. 1997.) The interest 
rate parity formula is approximated in equation 14 (Niskanen and Niskanen 2013, 428): 
 
𝑟ℎ − 𝑟𝑓 =
(𝐹−𝑆)
𝑆
∗
360
𝑛
,        (14) 
 
where 
𝑟ℎ = domestic interest rate, 
𝑟𝑓 = foreign interest rate, 
𝑆 = current spot price (
𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
𝑓𝑜𝑟𝑒𝑖𝑔𝑛 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
), 
𝐹 = forward rate (
𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
𝑓𝑜𝑟𝑒𝑖𝑔𝑛 𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦
), 
𝑛 = observation period in days. 
 
The United Nations recognizes 180 currencies that are used across the world (UN 
2019). Each of these currencies face change pressures when changes take place for in-
stance in other currency rates, interest rates or in the political landscape. Central banks 
play an important role in determining currency rates due to being able to control the sup-
ply and demand of money. Currencies can be divided to floating or fixed systems. Most 
of the currencies are fixed to some other currency or a group of currencies. Floating cur-
rency rates are determined by supply and demand in addition to for instance political 
developments among other factors. (Niskanen and Niskanen 2013, 426.) 
Foreign currency risk impacts mainly companies that have business both in a foreign 
currency and the domestic currency. However, changes in exchange rates also affects 
only nationally acting corporations because of competition. If a currency is overvalued, 
the competitive advantage drops as the goods are more expensive to be exported. Cur-
rency rate changes may also influence the firms’ market and book values as subsidiary 
book values in other countries are quoted in foreign currencies, a notion further referred 
to as translation risk. 
The direct impact that exchange rate changes have on a firm’s cash flows is known as 
transaction risk. Transactions revolving around a good priced in foreign currency exposes 
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the firm to transaction risk, due to changes in the currency rate between the trade dates 
influencing the cash received or paid in domestic currency. However, it is simple for firms 
to hedge transaction risk by amending agreements or via using currency derivatives. No 
hedging is necessary for the foreign currency risk in case payments will be carried out in 
the domestic currency. Counterparties may also instead sign a forward contract, allowing 
the firm to lock the exchange rate, thus minimizing the foreign currency risk.  
The foreign currency exchange factor impacting a foreign subsidiary’s book value de-
preciation in the parent company’s balance sheet is known as translation risk. Through 
loan covenant violations, the firm may incur costs, despite a decrease in the book value 
of the subsidiary not resulting in straight losses. A loan covenant violation occurs when 
the parent company’s book value drops below a threshold which is required according to 
loan contracts. This can result in penalty fees. (Grinblatt and Titman 2002, 761–763.) 
Disputing to the two risk types introduced above, hedging economic risk is not as 
straightforward. Both transaction and translation risks are short-term risks. Economic 
risks comprise long-term strategic risks. Economic risks are related with the loss of com-
petitive advantage due to exchange rate changes. Considering the factors which exchange 
rate changes have on a firm’s business help understanding the risk management of eco-
nomic risks at a theoretical level.  
Factors affecting economic risk are as follows:  
1) differences between the location of a given product’s marketplace and the location 
of that product’s operation,  
2) the location of competitors, 
3) whether the input prices are being determined in either international or local mar-
kets.  
Even if a company is selling products only in the local market, economic risk may still 
arise due to foreign competition. In order to achieve effective risk management a com-
pany should perform competitor analysis as well as consider exchange rate changes’ ef-
fects on the overall business in the long run. Predictions of firm’s operating and financing 
cash flows and competitor response are required. In practice transaction, translation and 
economic risks cannot clearly be separated from one another. For instance, hedging the 
translation risk may affect the economic risk exposure of a company. (Moffett and 
Karlsen 1994; Grinblatt and Titman 2002, 761–763.) 
In addition to purely hedging motives, there may be speculative motives behind for-
eign exchange transactions. Speculative motives refer to maintaining large cash reserves 
to act on surprising earnings possibilities, taking positions in certain currencies with 
solely expecting them to appreciate. (Martikainen 1998, 168.) To successfully predict 
foreign currency movements, the trader must have a fundamental understanding of inter-
est rate developments and be able to observe deviations from the purchasing power parity 
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(Dick, MacDonald and Menkhoff 2015). Some traders employ a technical analysis ap-
proach, observing patterns in past rates (Solnik 1991, 95). Allayannis and Ofek (2001) 
study whether firms use foreign currency derivatives for speculation or purely for hedging 
purposes. They find that market participants are risk-aversive, thus supporting the notion 
of hedging instead of speculation. 
Among the earliest research in the line of hedging and firm market value effects, 
Copeland and Joshi (1996) examine the activities of 198 non-financial firms. They con-
centrate on the firms’ hedging and managing methods of foreign exchange risk. Their 
research indicates that even sophisticated hedging activities do not reduce cash flow vol-
atility. They also find a negative market value premium for hedgers. However, their re-
search period dates decades back to 1975–1985. Thus, fresher studies may provide more 
robust results. 
As mentioned in the introductory chapter, the notable research of Allayannis and Wes-
ton (2001) on foreign exchange derivatives’ usage and firm market value provides overall 
strong results to support the positive value effect on firms which hedge foreign exchange 
risks with derivatives. Their sample size includes 720 large non-financial U.S. firms over 
the period 1990–1995. They proxy firm value with Tobin’s Q and find results that deriv-
ative users exposed to foreign currency risks have 4.87 % higher firm market values com-
pared to non-users.  
Belghitar, Clark and Judge (2008) find foreign currency derivative hedging to have a 
significant 14.7 % value premium. The foreign currency hedgers in their UK sample size 
of 412 firms include firms which also hedge interest rate risk, which may drive their re-
sults. Additionally, Clark and Judge (2009) find 23.7 % significant hedging premium for 
foreign currency derivative hedgers, driven notably using currency swaps. 
Goldberg, Godwin, Kim and Tritschler (2002) study the determinants of corporate for-
eign currency and interest rate derivatives’ usage. They find that the level of both interest 
rate and foreign exchange derivatives’ usage is positively linked with multinationality, 
variance of return on assets, growth opportunities and firm size. 
In addition, Graham and Rogers (1999) study the effect of foreign currency and inter-
est rate derivatives on firm value indirectly utilizing a sample size of 531 U.S. firms in 
the year 1995, arriving at a slight positive value premium through increased debt capacity 
and interest rate deductions for hedgers. 
Pramborg (2004) additionally studies the effect of foreign currency derivatives usage 
on firm value utilizing a sample of 455 Swedish firms during the time period 1997-2001. 
His findings indicate a positive firm market value premium for foreign currency hedgers. 
In addition, Allayannis, Lel and Miller (2012) study the effect of foreign currency de-
rivatives’ usage linkages with corporate governance and firm market value. Their sample 
consists of 372 cross-listed firms over the period 1990–1999. They document a significant 
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positive value premium ranging between 13–21.9 % for currency derivatives’ users which 
have strong internal firm-level or external country-level governance. 
Afza and Alam (2015) also study the effect of foreign currency derivative usage on 
firm market value utilizing a sample of 181 Pakistani non-financial firms from the period 
2004–2010. Their findings indicate a positive firm market value premium for foreign cur-
rency hedgers. 
Nova, Cerqueira and Brandão (2015) also study the effect of foreign currency as well 
as interest rate derivatives usage and firm market value utilizing a sample of 130 UK non-
financial firms from the period 2005–2013. They document a positive and statistically 
significant effect between derivatives’ usage and firm value. 
3.1.3 Interest rate risk 
The third examined risk category is interest rate risk. BIS (2019) statistics show that in-
terest rate derivatives cover over 65 % of the OTC derivative markets measured in gross 
market values in 2018. Foreign exchange and commodity derivatives’ portions together 
account for only approximately a bit over 25 % of the market in 2018 as depicted previ-
ously in Figure 3 (see chapter 2.1).  
The third assumption of this thesis tests the notion that these interest rate derivatives 
are unprofitable for hedging counterparties given the negative interest rate environment. 
Market makers on the other hand have been profiting from the difference in floating mar-
ket rates and offered fixed rates. Both lenders and debtors are exposed to interest rate 
risks naturally as lenders’ income and the debtors’ payments on a loan are both in con-
nection with an interest rate. Interest rates are also used in pricing many derivative instru-
ments, as shown in the second chapter. (Hull 2018, 77–78.) 
The Macaulay duration (𝐷) of a bond is a measure of how long the holder of the bond 
must wait before receiving the present value of cash payments. A zero-coupon bond that 
lasts for 𝑛 years has a duration of 𝑛 years. A coupon-bearing bond lasting 𝑛 years has a 
duration of less than 𝑛 years. The duration of a bond portfolio can be defined as a 
weighted average of the durations of the individual bonds in the portfolio, with the 
weights in proportion to the bond prices.  
The modified duration (𝐷∗) is expressed as the duration divided by the annual com-
pounding interest rate. The modified duration follows the concept that interest rates and 
bond prices move in opposite direction. Its formula is used to determine the effect that a 
1 percent change in the interest rate will have on the price of the bond. Typically having 
matching durations of liabilities and assets reduce risk. Bonds with higher duration tend 
to have greater price volatility than lower durations. Equation 15 and 16 present the du-
ration and the modified duration.  
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The duration relationship only applies to small changes in yields because it assumes a 
linear relationship between the yield and the change in bond price. The relationship is 
however curved. A factor known as convexity (𝐶) approximates the curvature of the re-
lationship between the two variables and is introduced in equation 17. For a portfolio with 
a particular duration, the convexity of a bond portfolio tends to be greatest when the port-
folio yields payments over a long period of time. The convexity is least pronounced when 
the payments take place in one point in time. Financial institutions can use convexity as 
a risk management tool to measure and manage the bond portfolio’s exposure to interest 
rate risk. A financial institution can make itself immune to large parallel shifts in the yield 
curve by choosing a portfolio of assets and liabilities with a net duration and convexity 
of zero. However, the financial institution is still exposed to changes in yields that do not 
occur evenly around the yield curve. (Hull 2018, 94–97.) 
 
𝐷 =
∑ 𝑡𝑖𝑐𝑖𝑒
−𝑦𝑡𝑖𝑛
𝑖=1
𝐵
,         (15) 
 
𝐷∗ =
𝐷
(1+
𝑦
𝑚
)
,         (16) 
 
𝐶 =
∑ 𝑐𝑖𝑡𝑖
2𝑒−𝑦𝑡𝑖𝑛𝑖=1
𝐵
,         (17) 
 
where 
𝑡 = time, 
𝑦 = yield of the bond continuously compounded, 
𝑐 = cash flow at time 𝑡, 
𝐵 = price of the bond, 
𝑚 = compounding frequency of the bond expressed when yield is not continuously 
compounded. 
 
Interest rate risks can be also controlled via derivative instruments. Hakkarainen, 
Kasanen and Puttonen (1997) research interest rate risk management in large Finnish 
firms. They conclude that hedging decisions are influenced by market views. Firm size is 
one influencing factor in their study. Additionally, Hakkarainen et al. (1997) find that 
firms use derivatives to maximize their interest income. They also find that interest rate 
swap is to most used interest rate derivative instrument. 
The capital structure decision determines the amount of interest rate risk a company 
bears. Block and Gallagher (1986) and Goldberg et al. (2002) both find evidence support-
ing the notion of more derivatives’ usage among more levered firms. The decision to 
reach a certain leverage level is the first phase in managing interest rate risk. The choice 
to take debt in foreign or domestic currency as well as fixed or floating rate payments are 
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the next phases in interest rate risk management. These decisions have an impact on the 
firm’s interest rate payment stream. The interest rate payment stream can be controlled 
by derivatives after deciding the capital structure, debt currency and the type of interest 
payment.  
To capture the differences in these interest rate payment streams, the following exam-
ples divide debt to short-term and long-term. Whether the firm is borrowing short-term 
or long-term, its cost of borrowing will be the sum of a risk-free component and a default 
spread, which the firm’s credit rating determines. The firm can create four separate inter-
est rate payment streams, depending on whether the firm borrows short-term or long-term 
and whether it chooses to hedge its interest rate exposure. Equation 18 shows an interest 
rate payment stream of short-term debt (𝑖𝑠𝑡), where 𝑡 indicates that short-term rates and 
firm’s credit rating change during maturity, thus it is exposed to both interest rate and 
credit rating risk as follows: 
 
𝑖𝑠𝑡 = 𝑟𝑠𝑡 + 𝑑𝑠𝑡,         (18) 
 
where 
𝑟𝑠𝑡 = risk-free short-term rate for period 𝑡, 
𝑑𝑠𝑡 = default spread for period 𝑡. 
 
The next interest rate payment stream involves a long-term fixed rate loan (𝑖𝑙). The inter-
est rate is fixed for the life of the loan, shielding from both interest rate and credit rating 
exposure. The equation of the long-term fixed rate loan is as follows in equation 19: 
 
𝑖𝑙 = 𝑟𝑙 + 𝑑𝑙,          (19) 
 
where 
𝑟𝑙 = long-term interest rate 
𝑑𝑙 = default premium 
 
The following interest rate payment stream involves a long-term floating-rate loan (𝑖𝑓𝑡). 
Firms may obtain the floating-rate loans directly from banks or by borrowing long-term 
and swapping a default-free fixed rate obligation for the default-free floating rate obliga-
tion. The equation of the long-term floating rate loan is as follows in equation 20: 
 
𝑖𝑓𝑡 = 𝑟𝑠𝑡 + 𝑑𝑙,          (20) 
 
where 
𝑟𝑠𝑡 = risk-free short-term rate for period 𝑡, 
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𝑑𝑙 = default premium. 
 
The stream described above leaves the firm exposed to interest rate risk but not to credit 
rating risk. The fourth possibility is the hedged period 𝑡 interest rate payment stream (𝑖ℎ𝑡) 
where the changes in interest rate are hedged, however, the firm is exposed to credit rating 
risk. This is presented in equation 21 as follows: 
 
𝑖ℎ𝑡 = 𝑟𝑙 + 𝑑𝑠𝑡,          (21) 
 
where 
𝑟𝑙 = long-term interest rate, 
𝑑𝑠𝑡 = default spread for period 𝑡. 
 
Equation 21 depicts how firms can benefit from derivatives in their interest rate risk man-
agement by separating interest rate and credit rating risks. Before interest rate derivatives, 
firms could borrow either at a long-term or floating short-term interest rate. Short-term 
borrowing exposed the firm to both credit rating and interest rate risk. Long-term borrow-
ing enabled the firm to avoid being exposed to credit rating risk and in fixed rate also 
interest rate risk. However, hedging solely the interest rate part of the payment stream 
was not possible prior to using derivatives.  In particular, the interest rate payment stream 
in described in equation 21 can be constructed by borrowing short-term and swapping a 
floating-for-fixed interest rate obligation. (Grinblatt and Titman 2002, 758–759.) 
Belghitar et al. (2008) in their research on 412 UK firms show that interest rate deriv-
ative hedging creates firm value from debt capacity. Their firm value effects analysis also 
concludes larger premia for interest rate derivative hedgers than other hedgers. 
Marami and Dubois (2013) study interest rate hedging using a sizeable sample of 3881 
U.S. firm-year observations over the period 1998–2005. They document a significant pos-
itive impact on firm value for interest rate hedges which are obliged by credit agreements 
and thus mandatory to be implemented. However, they find no significant effect on firm 
market value from voluntary interest rate derivatives’ usage. Thus, their overall evidence 
is mixed. 
Due to the unusual interest rate market environment, interest rate hedging needs to be 
potentially re-evaluated. Interest rate hedges are currently not efficient for firms which 
buy the hedges while being profitable for market makers. This is hypothesized since the 
Euribor 12-month interest rate turned negative along with the main refinancing rate of-
fered by the ECB reaching zero in March 2016, as presented in the introductory chapter.  
Firms hedge their loans from floating interest rate risks by swapping them to fixed 
rates. However, these swaps and other interest rate hedges may have a negative impact 
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through increased hedging costs under the period of negative interest rates. The fourth 
hypothesis in this thesis tests this effect. 
3.2 Risk management and derivatives 
Modigliani and Miller (1958) theorize that in perfect and frictionless capital markets, 
where taxes and transaction costs do not exist, corporate-level hedging decisions should 
not have an impact on firm market value. The proposition implies that decision concern-
ing financing and the capital structure of a company do not affect firm market value. The 
assumptions of the theory, particularly the notion of perfect and frictionless markets, have 
been re-evaluated recently. 
A key assumption behind the theorem of Modigliani and Miller (1958) is that corporate 
level is unnecessary since individual investors have the same knowledge needed and op-
portunities to hedge risks as corporations. However, corporations have far better 
knowledge to construct hedges than individual investors. The information about firm’s 
risk exposures is not accessible to individual investors in the same way as for corporate 
executives and risk managers. The followed strategy and risk exposure necessary to be 
covered is decided by the company management. Under the organizational hierarchy of 
the upper management, a treasury department usually exists which is dedicated to hedging 
activities with derivatives.  Most risk management procedures are implemented at the 
corporate rather than the divisional level. Consolidating hedging procedures allows the 
exposures of each of the business units to be netted against one another, thus reducing the 
costs of trading in illiquid markets. Corporate risk managers execute trades to hedge only 
the firm’s aggregate exposure. In addition, there may be limited hedging expertise at at 
the divisional level. Also, there may be fixed costs associated with setting up several risk 
management departments. (Grinblatt and Titman 2002, 755; Brown 2011, 401–448.) 
Over the last decade derivatives have been widely utilized as a part of corporations’ 
risk management practices. The Weiss Center for international financial research in 
Wharton School carried out extensive surveys during the years 1994–1997 for non-finan-
cial U.S. firms about their derivatives usage. These surveys were analyzed by Bodnar, 
Hayt and Marston (1998). The data set consists of answers from 399 firms, out of which 
200 reported using derivatives in their risk management procedures. The number of de-
rivative users has steadily increased among the firms included in the surveys. 42 % of 
firms who report derivative usage in the 1998 survey answered that the derivatives’ usage 
has increased compared to the previous year. 
Bartram et al. (2009) study a data set of 7319 firms, accounting for about 80 % of 
global non-financial firms’ market capitalization. Their findings indicate that 60.3 % of 
the total sample are derivative users, with user levels in sub-categories amounting to 45.2 
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% foreign exchange derivatives’ users, 33.1 % interest rate derivatives’ users and only 10 
% commodity price derivatives’ users. 
In another recent study, Brunzell et al. (2011) research the usage of derivatives in Nor-
dic corporations via a survey. Despite the sample size being only 112 compared to the 
Bartram et al. (2009) study, the results on derivative users were similar. 61.6 % of the 
firms use derivatives, and despite hedging being the strongest motive, over half of the 
users stated additional income as a further incentive for derivatives’ usage. It is difficult 
to determine the true incentives behind the usage of derivatives since corporations do not 
have to report the incentive behind their derivative positions. Brunzell et al. (2011) also 
find weak support for positive firm market value effect for derivative users, as a conclu-
sion the value effect being attributed to the profits made from derivatives or alternatively 
more efficient risk management. 
Brunzell et al. (2011) also state that derivative users can be both hedgers and specula-
tors since firms are not required to provide information about the motivations behind their 
hedging activities. However, they find that a large portion of large non-financial deriva-
tive users are hedgers, thus derivative users are referred to as hedgers in this research.  
3.3 Hedging incentives 
Derivative instruments may impact firm value in various ways. Bartram et al. (2011) con-
clude that the firms which utilize derivatives have lower cash flow volatility, lower stand-
ard deviation of returns and lower systematic risk. In addition, their results indicate that 
derivative users have lower betas by 15 %–31 % compared to matching firms which do 
not utilize derivatives. Furthermore, they found a link between derivative users and higher 
firm market values as mentioned in the introductory chapter. However, the results were 
not throughout statistically significant. 
Based on the positive risk management theory, reducing the corporate cash flow vol-
atility leads to lower firm market value volatility as well which is depicted in Figure 4. 
When the corporation’s cash flow volatility decreases, more cash is released to the owners 
which increases the firm market value. This moves the value curve from 𝐸1(𝑉) to 𝐸2(𝑉) 
as seen in Figure 4. (Bartram 2001.) 
Cash flow volatility management and therefore expected cash flows is fundamentally 
important for corporations. Cash flow abnormalities and irregularities may increase the 
firm’s riskiness level and thus decrease value. By hedging, firms can control the fluctua-
tions in expected cash flows. 
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Figure 4 Effects of hedging on firm market value (Bartram 2001) 
 
Firms tend to overinvest or underinvest, depending on the availability of internally 
generated cash flow. Internally generated cash can be expensive to firms that need to plan 
their investments in advance but have highly volatile cash flows. Reducing cash flow 
volatility is also a solution for the over- or underinvestment problem. Furthermore, com-
panies use primarily internal capital in their investment expenditures, therefore their in-
vestments depend on the internal cash flow. In this case hedging can be used as a solution 
as it stabilizes the earnings and cash flows. This makes it much easier for firms to avoid 
underinvesting. (Grinblatt and Titman, 748.) Gay and Nam (1999) focus specifically on 
the underinvestment problem and find support for such a phenomenon. Géczy, Minton 
and Schrand (1997), Allayannis and Ofek (2001) and Lel (2009) who all study foreign 
currency derivatives find also support for the phenomenon. 
Smith and Stulz (1985) determine how firms can also impact the expected tax liability 
with derivatives. Hedging can decrease firms’ expected tax payments due to the asym-
metry of the tax treatment between gains and losses. Stabilizing the pre-tax income lowers 
the overall tax liability since tax rate may increase with income. (Grinblatt and Titman 
2002, 743.) Derivatives are used to reduce the expected taxes according to the notion. As 
a result, the gains from lower tax payments increase the value of a firm. Nance, Smith 
and Smithson (1993) and Mian (1996) along with Smith and Stulz (1985) find support 
for the tax convexity notion. However, Géczy et al. (1997) and Allayannis and Ofek 
(2001) do not find support for the notion. 
Financial distress costs are e.g. bankruptcy costs and costs related to debt obligations, 
liquidity issues and reorganizations. Financial distress can cause problems for the firm’s 
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various stakeholders, such as equity investors, creditors, suppliers and customers. Finan-
cial distress costs can be controlled via hedging. (Grinblatt and Titman 2002, 562, 604, 
747.) Nance et al. (1993) examine derivatives use with a sample of Fortune500 firms in 
1986. Also, Géczy et al. (1997) use a sample of Fortune500 firms in 1991 studying foreign 
currency hedgers. Both studies conclude that firms with higher financial distress costs 
hedge more than other firms. Smith and Stulz (1985) conclude that hedging the earnings 
variability may reduce the probability of distress and thus increase firm market value.  
Haushalter (2000) findings support the financial distress assumption. 
3.4 Prior research on derivatives and firm market value 
As introduced earlier, the overall results mainly support the positive value premium. 
However, a few studies suggest that there might exist no premium at all or a negative 
value premium instead of a positive one for derivative hedgers. Earliest studies tend to 
focus on a single derivative type while fresher studies focus on derivatives’ usage in gen-
eral.  
Table 3 presents the body of previous research on derivatives’ usage and firm market 
value, showing the derivative type tested in each study. GEN indicates general hedgers, 
IRD stands for interest rate hedgers, FCD accordingly indicates foreign currency hedgers 
and COM means commodity price hedgers respectively.  
Nelson, Moffitt and Affleck-Graves (2005) find that general derivatives’ users have a 
4.3 % abnormal stock returns premium. They use a sizeable sample of 1308 U.S. firms 
over the period 1995–1999.  
Khediri and Folus (2010) study a sample of 320 French firms over the year 2001, find-
ing a negative value premium for hedgers. Additionally, Nguyen and Faff (2007) study 
428 Australian firms over the period 1999–2000, finding a negative value premium for 
hedgers. Naito and Laux (2011) also suggest that there may exist a negative value pre-
mium, however their results only indicated so through univariate tests at 10 % signifi-
cance level while the multivariate tests were statistically insignificant, thus there is room 
for a broader analysis. 
Additionally, Ahmed, Azevedo and Guney (2014) find mixed results regarding the 
existence of hedging premia with a UK sample size of 288 firms. Their results indicate a 
positive value premium for foreign currency and commodity price hedgers. However, 
they find a negative relation between interest rate derivatives usage and firm value. They 
also document that the 2007–2008 financial crisis did not impact hedging policies. 
Ayturk, Gurbuz and Yanik (2016) also study the usage of foreign currency, interest 
rate and commodity price derivatives’ usage and firm market value. They document no 
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form of premium for hedgers over the period 2007–2013 for Turkish firms, utilizing 1428 
firm-year observations. 
Table 3 Body of prior research on hedging and firm value 
Study Sample Time period Derivative 
type 
Value premium 
Copeland & Joshi 
(1996) 
198 U.S. firms 1975-1985 FCD Negative 
Graham & Rogers 
(1999) 531 U.S. firms 1995 FCD & IRD Positive 
Allayannis & Weston 
(2001) 
720 large U.S. 
firms 1990-1995 FCD Positive 
Pramborg (2004) 
455 Swedish 
firms 1997-2001 FCD Positive 
Nelson, Moffitt & Af-
fleck-Graves (2005) 1308 U.S. firms 1995-1999 GEN Positive  
Carter, Rogers & Sim-
kins (2006) 
28 U.S. airline 
firms 1992-2003 COM Positive 
Jin & Jorion (2006) 
119 U.S. oil & 
gas firms 1998-2001 COM No premium 
Jin & Jorion (2007) 
44 U.S. gold 
mining firms 1991-2000 COM Negative 
Nguyen & Faff (2007) 
428 Australian 
firms 1999-2000 GEN Negative 
Belghitar, Clark & 
Judge (2008) 412 UK firms 1995 IRD & FCD Positive 
Khediri & Folus (2010) 
320 French 
firms 2001 GEN Negative 
Bartram, Brown & 
Conrad (2011) 
6888 interna-
tional firms 1998-2003 GEN Positive 
Brunzell, Hansson & 
Liljeblom (2011) 
112 Nordic 
firms 2006 GEN Positive 
Naito & Laux (2011) 434 U.S. firms 2009 GEN Negative 
Allayannis, Lel & Mil-
ler (2012) 
372 cross-listed 
firms 1990-1999 FCD Positive 
Marami & Dubois 
(2013) 
3881 U.S. firm-
year observa-
tions 1998-2005 IRD Mixed 
Ahmed, Azevedo & 
Guney (2014) 288 UK firms 2005-2012 GEN Mixed 
Afza & Alam (2015) 
181 Pakistani 
firms 2004-2010 FCD Positive 
Nova, Cerqueira & 
Brandão (2015) 130 UK firms 2005-2013 IRD & FCD Positive 
Ayturk, Gurbuz & 
Yanik (2016) 
1428 Turkish 
firm-year obser-
vations 2007-2013 GEN No premium 
 
Most of the prior studies are carried out with the sample period dating back to before 
the financial crisis during positive interest rates. In addition, firm value is proxied with 
Tobin’s Q in most of the studies, improving the comparability of results with different 
samples. The sample years in this thesis are nearly a decade later than most previous 
studies. It may be possible that the results from this thesis do not follow most studies in 
this field of research. 
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4 DATA AND METHODOLOGY 
4.1 Description of data 
4.1.1 Data collection 
The database Datastream as well as each firm’s annual statements are used as sources for 
the financial firm-specific data. Firm market value data is obtained from Datastream while 
the rest financial variables utilized in the research are manually picked from annual state-
ments dating back to 2014 from 2018 of listed firms in each year. The derivative user data 
along with the derivative position data is also manually collected from financial state-
ments of sample firms.  
Firms are divided into derivative users and non-users every year based on whether 
information on open derivative positions is found on the examined financial statements. 
In addition, the derivative users are categorized as commodity price, foreign currency and 
interest rate hedgers. Firms in sub-categories partially overlap as many of the sample 
firms have open derivative positions in two or more derivative types. 
The data set is composed of firms listed in the NASDAQ OMX Helsinki stock ex-
change between years 2014 and 2018. The sample does not include Finnish firms listed 
in the NASDAQ OMX First North marketplace (apart from Siili Solutions Oyj Plc in 
2014 and 2015 since the firm was transferred to the main NASDAQ OMX Helsinki mar-
ketplace in 2016 from the NASDAQ OMX First North marketplace), since firms listed 
there are small and thus only a few firms listed in the NASDAQ OMX First North mar-
ketplace report using derivatives. The number of Finnish firms listed there is also small. 
In addition, financial reporting standards are less extensive in the NASDAQ OMX First 
North marketplace, therefore data availability may pose a problem if these firms would 
also be included in the analysis.  
The relatively small Finnish firms’ sample size listed in the NASDAQ OMX Helsinki 
stock exchange is intriguing since previous research have studied larger markets. The size 
of the Finnish market is much smaller. The Finnish firms seek additional revenue from 
foreign markets. This increases the willingness to hedge foreign exchange exposures.  
There is only little research about Finnish markets concerning firm value and deriva-
tives’ usage in a few thesis papers: Dahlberg (2012) studies Finnish firms’ derivatives’ 
usage and firm market value effects during the financial crisis, not finding evidence to-
wards any form of value premia for hedgers. Leppänen (2013) also focuses on Finnish 
firms’ value and usage of foreign exchange derivatives during the financial crisis, finding 
positive value premia for hedgers. Iskanius (2017) and Ansari (2018) additionally study 
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the firm value effect and foreign currency derivatives’ usage with a Finnish sample after 
the financial crisis, both documenting a negative value premium for hedgers. This thesis 
aims to extend the analyses by incorporating more derivative types and focusing more on 
the negative interest rates’ era following the financial crisis.   
Pollari (2018) examines firm value and derivatives’ usage in Finland by type during 
positive and negative interest rate periods, finding negative value premia for hedgers. 
This thesis also focuses on derivatives’ usage by type and firm value during periods of 
negative and positive interest rates. On the other hand, this thesis incorporates differing 
control variables for firm market value than the previous research conducted with a Finn-
ish sample, thus increasing the robustness of the examined model. Also, a more precise 
cutoff point for positive and negative interest rate eras is presented, as discussed previ-
ously. This thesis demonstrates the analysis of firm market value and hedging with deriv-
atives utilizing a fresh sample period, emphasizing more the negative interest rates’ era. 
The sample period from 2014–2018 captivates the years of steady recovery following 
the aftermath of the 2007–2008 economic crisis. The analysis of derivative usage in the 
Finnish sample allows observing the level of derivatives’ usage during a very low interest 
rate environment. As stated previously, the European Central Bank’s Euro area main re-
financing interest rate has gone from 0.25 % to zero during March 2016, whereas simi-
larly the development of the Euribor 12-month rate turned negative. 
4.1.2 Sample description 
The number of observations changes throughout the sample period, since newly listed 
firms in the stock market are added and de-listed firms are deleted from the sample. Firms 
operating in the financial sectors tend to be market makers and their motivation for de-
rivatives’ usage may be different from hedging which is the prevalent motive from the 
non-financial corporations in this research. Therefore, financial firms are not included in 
the sample. After the removal of financial firms, the main sample consists of a sample 
size of 537 firm-year observations, ranging from 98 observations in 2014 to 116 obser-
vations in 2018. 
Firms do not have to be listed at the end of every observation year to be included in 
the sample. This is due to the pooled cross-sectional characteristics of the data. The data 
is collected for newly listed and old listed firms. In pooled data, the observations in each 
cross section do not necessarily refer to the same unit, whereas in panel data, the same 
cross-sectional units are included. (Wooldridge 2012, 5–11.) 
Table 4 and Figure 5 show the development of derivatives’ usage from 2014 to 2018. 
IRD is the largest derivative user sub-category each year, peaking in 2015 with 59 out of 
104 firms reported using interest rate derivatives. The combined user amount in the three 
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sub-categories is larger than the general derivative user category each year which shows 
that most of the sample firms have open positions in two or more sub-categories, thus 
overlapping.  
Table 4 Derivative user statistics by year and derivative type 
      GEN % IRD % FCD % COM % 
2014 
Total 
firms 
98                 
Deriva-
tive users 
  71 72 % 56 57 % 57 58 % 29 30 % 
2015 
Total 
firms 
104                 
Deriva-
tive users 
  69 66 % 59 57 % 52 50 % 28 27 % 
2016 
Total 
firms 
108                 
Deriva-
tive users 
  69 64 % 54 50 % 53 49 % 28 26 % 
2017 
Total 
firms 
111                 
Deriva-
tive users 
  68 61 % 52 47 % 48 43 % 27 24 % 
2018 
Total 
firms 
116                 
Deriva-
tive users 
  73 63 % 56 48 % 53 46 % 27 23 % 
 
Across all firm-year observations 72 % of interest rate derivative users also use foreign 
currency derivatives and 76 % of foreign currency derivatives users also have open posi-
tions in interest rate derivatives. In addition, 40 % of interest rate derivative users also 
use commodity price derivatives while 80 % of commodity price derivative users also use 
interest rate derivatives. Also, 48 % of foreign currency derivative users also use com-
modity price derivatives and 90 % of commodity price derivative users use also foreign 
currency derivatives. 
The percentage of derivative users has continually decreased from 72 % in 2014 to 63 
% in 2018. However, looking past the relative number, derivative users have in general 
remained stable throughout the sample years. Therefore, the decrease in the percentage 
can be explained by the growth in the number of newly listed companies with no deriva-
tive positions. The newly listed companies have been smaller in size and the usage of 
derivatives may be driven by firms with larger market capitalizations, as suggested by 
Chaudry, Mehmood and Mehmood (2014) in their study of hedging determinants with a 
sample size of 75 non-financial Pakistani firms over 2007–2011. 
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Figure 5 Development of derivative users in the sample by type 
 
Across all firm-year observations 72 % of interest rate derivative users also use foreign 
currency derivatives and 76 % of foreign currency derivatives users also have open posi-
tions in interest rate derivatives. In addition, 40 % of interest rate derivative users also 
use commodity price derivatives while 80 % of commodity price derivative users also use 
interest rate derivatives. Also, 48 % of foreign currency derivative users also use com-
modity price derivatives and 90 % of commodity price derivative users use also foreign 
currency derivatives. 
The percentage of derivative users has continually decreased from 72 % in 2014 to 63 
% in 2018. However, looking past the relative number, derivative users have in general 
remained stable throughout the sample years. Therefore, the decrease in the percentage 
can be explained by the growth in the number of newly listed companies with no deriva-
tive positions. The newly listed companies have been smaller in size and the usage of 
derivatives may be driven by firms with larger market capitalizations, as suggested by 
Chaudry, Mehmood and Mehmood (2014) in their study of hedging determinants with a 
sample size of 75 non-financial Pakistani firms over 2007–2011. 
The quantity of derivative users has slightly declined in FCD and COM sub-categories. 
The number of FCD users dropping from 57 in 2014 to 53 in 2018 and the number of 
COM users declining from 29 in 2014 to 27 in 2018. IRD users have remained stable at 
56 with slight fluctuations within the years. During the sample period the number of firm-
year observations increased from 98 in 2014 to 116 in 2018.  
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However, as the user statistics in Table 4 and Figure 5 are compared to prior research, 
the user levels in the Finnish sample of this thesis are found to be consistently in line. For 
OECD firms Bartram et al. (2009) find 64.3 % user level, which is nearly the same as the 
sample years of this thesis. Pollari (2018) records in his thesis that the level of derivative 
users in Finnish listed firms has decreased from 84 % in 2010 to 66 % in 2016, thus 
supporting the decreasing trend in the relative number of derivative users. 
4.1.3 The dependent variable 
The dependent variable for the multivariate regressions is a measure of the market value 
of the firm. Firm market value refers to the current value of all assets, indicating the firm’s 
worth at a given moment. It is measured most commonly by price-to-earnings ratio, div-
idend yield, market-to-book ratio and Tobin’s Q. (Brealey and Myers 2000, 829–830.)  
Out of these measures firm market value is most often proxied with Tobin’s Q when 
measuring the impact of hedging. Therefore, Tobin’s Q is chosen as the dependent vari-
able here. Tobin (1969) defines Q as follows in equation 22: 
 
𝑇𝑜𝑏𝑖𝑛′𝑠 𝑄 =
𝑀𝑎𝑟𝑘𝑒𝑡 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑎𝑠𝑠𝑒𝑡𝑠
𝑅𝑒𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑎𝑠𝑠𝑒𝑡𝑠
,     (22)
  
where 
Market value of total assets = book value of total assets – book value of equity + market 
value of equity, 
Replacement cost of total assets = book value of total assets. 
 
Market values of equity are calculated by using the year-end total number of shares 
outstanding and market prices. Tobin’s Q values are calculated independently for each 
firm at the year-end through the sample period. The median of Tobin’s Q (in Tables 5 and 
6 ahead), 1.34, is below the mean value, 1.71, indicating that the distribution is skewed 
and in line with the findings of Allayannis and Weston (2001). In order to control for the 
skewness, the natural logarithm of Tobin’s Q is utilized and therefore the results can be 
shown as percentage changes in firm market value as in Allayannis and Weston (2001). 
This transformation improves the goodness of fit of the models utilized later. 
There are several Tobin’s Q versions introduced in previous literature as for instance 
using a simple measure of market value of firm to book value of total sales. More ad-
vanced methods require more data. Furthermore, Allayannis and Weston (2001) find a 
strong correlation in results by testing advanced and simplified Tobin’s Q methods. 
Therefore, a simple measure for Tobin’s Q is chosen due to the high correlation. 
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4.1.4 Independent variables 
Independent variables in the regressions include dummy variables for different deriva-
tives’ users and control variables for the known factors affecting corporations’ market 
values from previous academic literature. It is also examined whether there are differ-
ences in the samples’ control variables between derivative users and non-users in order 
to determine some of the financial characteristics of hedgers as opposed to non-hedgers. 
Derivative users are classified via dummy variables. The first dummy variable for gen-
eral derivative users defines whether a firm uses derivatives. If a firm reported open po-
sitions in any of the derivative types, the dummy gets a value of one during the given 
year. The dummy gets a value of zero otherwise. General derivatives users are also clas-
sified to sub-categories by introducing foreign currency derivatives, interest rate deriva-
tives or commodity price derivatives user dummies. For example, if a firm is utilizing 
interest rate derivatives, the IRD dummy gets a value of one and zero if not.  
Control variables utilized in this research are based on prior firm market value studies 
and derivatives position size is introduced as a previously less tested control variable. 
Size, growth opportunities, profitability, liquidity, leverage, interest expenses to revenue, 
access to financial markets, yearly dummy variables and hedging coverage are therefore 
being controlled for. 
Firm size is included as a control variable in most of the relevant studies on firm market 
value. Firm size is measured by the natural logarithm of total assets. It is used to examine 
the influence of scale economies on corporate hedging and as a control variable for meas-
uring Tobin’s Q. Goldberg et al. (2002), Bartram et al. (2011) and Brunzell et al. (2009) 
find that large firms are more prone to use derivatives. Judge (2006) also showed that the 
results that large companies are more likely to use derivatives are robust across different 
studies analyzing the determinants of hedging policy. Belghitar et al. (2008) as well as 
Allayannis and Weston (2001) find that size has a negative impact on Tobin’s Q. These 
results support the assumption that smaller firms have more value than larger firms and 
that derivative users are large firms. Based on prior literature, it is thus expected that size 
has a negative relation with Tobin’s Q. 
Growth opportunities may result in positive firm market value as investments are ex-
pected to translate into future profits and thus leading to higher firm value at a future point 
in time. Allayannis and Weston (2001) and Jin and Jorion (2006) find a positive relation-
ship between growth opportunities and Tobin’s Q. When it comes to growth opportunities 
as a hedging determinant, Chaudry et al. (2014) find a positive relation between hedging 
activities and growth opportunities. Thus, it is expected that firms with higher growth 
opportunities are more likely to hedge. Capital expenditures are divided by total revenue 
(CAPREV) in this study as a benchmark for growth opportunities, following Allayannis 
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and Weston (2001) and Jin and Jorion (2006) This depicts what portion of revenue a firm 
is willing to invest 
Profitability is measured by calculating net income to total assets (ROA). Profitability 
is controlled due to more profitable firms have higher firm market values. ROA shows 
how efficiently firms are generating income from their assets. Bartram et al. (2011), Al-
layannis and Weston (2001) and Jin and Jorion (2006) all find a positive relation between 
profitability measure and Tobin’s Q. Ahmed et al. (2014) study firm value, profitability 
and hedging with different instruments. They find a positive association between overall 
hedging and firm profitability. Thus, it is hypothesized that more profitable firms hedge 
and are more highly valued. 
Smith and Stulz (1985) state that hedging can increase the expected firm value by 
reducing the likelihood of financial distress as stated in the previous chapter. Their results 
indicate that hedging is correlated with financial distress costs. Thus, a firm that encoun-
ters financial distress is expected to hedge more. By hedging, the firm is reducing the 
variability of its value and thus reducing the probability of incurring bankruptcy costs. 
Stakeholders benefit from decreasing financial distress costs due to bankruptcy transac-
tion costs being deducted from firm market value in the event of default. A lower level of 
bankruptcy costs is linked with cheaper external financing and more capacity to bear debt. 
Three variables are utilized in order to capture the effects of financial distress. The first 
one depicts liquidity and is the current ratio (CURR), which is calculated by dividing the 
total current assets by the total current liabilities. Liquidity is controlled for since Nance 
et al. (1993) theorize that the likelihood of encountering financial distress may be reduced 
by through more liquid assets, hence reducing the need to hedge. In line, Bartram (2001) 
finds that firms with lower liquidity tend to hedge more than firms with higher liquidity. 
Pramborg (2004) states that firms with lower liquidity excess cash are more prone to 
invest only in lower risk projects with positive net present value and therefore resulting 
in a higher Tobin’s Q. In contrast, firms with high liquidity tend to invest in riskier pro-
jects. Therefore, CURR is expected to be negatively related to Tobin’s Q. 
The second variable examines the relationship between hedging activities and firms’ 
expected costs of financial distress is leverage (LEV). LEV is calculated via dividing the 
firm’s total debt with its total book value of equity. It is predicted that highly leveraged 
firms tend to encounter bankruptcy risks. With increasing leverage, each unit of the firm’s 
equity is worth less due to creditors having higher portion of claim to the firm’s assets. 
Thus, leverage is expected to be negatively related to Tobin’s Q. Allayannis and Weston 
(2001) find a negative relation between leverage and firm value. Lim, Zatul and Zaiton 
(2017) hypothesize that higher leverage adds higher pressure for firms to perform. In ad-
dition, highly leveraged firms have more interest rate risk and therefore may need to 
hedge their exposure. Block and Gallagher (1986) and Goldberg et al. (2002) also find 
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that firms with higher leverage hedge more. Based on these notions, firms that hedge are 
more levered. 
The third variable utilized to capture a firm’s expected costs of financial distress is 
interest rate expenses divided by revenue (INTREV). INTREV approximates the safety 
margin which a firm has in meeting its obligations to both its short- and long-term liabil-
ities. Lim et al. (2017) state that firms with low INTREV values are proposed to have less 
financial distress in the future and therefore, are less likely to hedge. Hedging is expected 
to be positively related to INTREV since higher INTREV indicates higher financial dis-
tress costs. Lim et al. (2017) also conclude that lower INTREV is rewarded by higher 
market valuation of the company. Thus, the financial distress notion expects that INTREV 
is negatively related to Tobin’s Q. 
Access to financial markets is expected to have a positive relation with Tobin’s Q since 
according to Allayannis and Weston (2001) and Jin and Jorion (2007), dividend payment 
is a positive indicator about the future of the company from the management and thus its 
relationship with Tobin’s Q is positive. Here dividend per share (DPS) is chosen to proxy 
access to financial markets. Nance et al. (1993) state that lowering dividend yield and 
utilizing more liquid assets increase the probability of carrying out future payments to 
bondholders in addition to reducing the likelihood of financial distress as well as agency 
costs. Thus, firms with low dividend yield are expected to less likely hedge. In addition, 
larger firms (who are more prone to hedge) can pay higher dividends due to cash flow 
advantages over smaller firms. 
Yearly dummy variables are used to increase the robustness of the multivariate models. 
Hedging coverage calculated by the relative size of firms’ open derivative position was 
introduced as a control variable first in a study carried out by Naito and Laux (2011) as 
mentioned previously. They test the relative size of the fair value as well as the notional 
derivative position divided by total assets. Their findings indicate that large relative nom-
inal positions have a negative effect on Tobin’s Q. However, the overall results are sta-
tistically insignificant.  
Naito and Laux (2011) furthermore propose testing the hedging coverage control var-
iable with a larger sample as their sample only include 434 observations. Hedging cover-
age is thus an understudied control variable. A fresher and larger sample is present in this 
research. In this study, the notional amount of outstanding derivatives is divided by total 
assets, thus the figure being comparable between firms of differing size. Should hedging 
create positive firm value, more hedging should naturally result in higher firm value, un-
less hedging adds value only until a certain level of coverage. Hedging coverage is cal-
culated by the year-end nominal value of open derivative contracts divided by the firm’s 
total assets. Scaling the nominal derivative position to total assets enables comparing the 
positions of different sized firms.  
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Table 5 Variables summary and expectations 
Variable 
Expected sign, 
Tobin's Q (ln) 
Expectation as a 
hedging determinant 
General hedger (GEN) [dummy] +   
Foreign currency hedger (FCD) [dummy] +   
Interest rate hedger (IRD) [dummy] -   
Commodity price hedger (CMD) [dummy] +   
Natural logarithm of total assets (SIZE) - Higher vs. non-hedgers 
Capital expenditures to revenue (CAPREV) + Higher vs. non-hedgers 
Net result to total assets (ROA) + Higher vs. non-hedgers 
Short-term assets to short-term liabilities (CURR) - Lower vs. non-hedgers 
Total liabilities to total book value of equity (LEV) - Higher vs. non-hedgers 
Interest expenses to revenue (INTREV) - Higher vs. non-hedgers 
Dividend per share (DPS) + Higher vs. non-hedgers 
Nominal value of derivatives to total assets (HEDGECOV) +   
 
Table 5 summarizes result prediction for all variables. Table 5 shows the expected 
relation between the variable and the dependent variable of natural logarithm of Tobin’s 
Q as well as the hedging determinant expectation of various financial variables based on 
previous literature introduced previously. 
4.1.5 Summary statistics 
Table 6 shows Tobin’s Q descriptive statistics. In the panel, Tobin’s Q values are com-
pared between derivative user sub-samples and non-users. The firms overlap and are ex-
posed to multiple risk exposures simultaneously. Thus, notable differences between To-
bin’s Q values throughout different hedgers may not be observed. 
Table 6 Tobin’s Q descriptive statistics 
Tobin's Q             
Sample group Obs. Mean Median Maximum Minimum Std. Dev. 
All firms 537 1.71 1.34 13.64 0.42 1.15 
General hedgers 350 1.55 1.28 8.03 0.42 0.90 
Interest rate hedgers 263 1.45 1.22 8.03 0.44 0.78 
Currency hedgers 277 1.57 1.3 5.91 0.46 0.88 
Commodity hedgers 139 1.56 1.3 5.91 0.42 0.89 
Non-hedgers 187 2.02 1.48 13.64 0.73 1.60 
 
Interest rate hedgers have the lowest Tobin’s Q mean of 1.45 compared to 1.55 of all 
hedgers, not yet however indicating any specific evidence towards the fourth hypothesis. 
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Currency hedgers are the biggest sub-group of the sample with 277 firms out of 537 hav-
ing open position in currency hedgers. The interest rate hedgers compose the second larg-
est group with 263 out of 350 firms while the commodity price hedgers comprise the 
smallest sample group with 139 out of 350 firms.  
Table 7 introduces the descriptive statistics, including figures for dependent and inde-
pendent variables used in multivariate analyses. Panel A shows various statistics of the 
full sample of 537 firm-year observations. Panel B shows the same figures for general 
derivative hedgers, amounting to 350 firm-year observations. Panel C shows the figures 
for non-users with 187 firm-year observations.  
The mean value of Tobin’s Q for the whole sample is 1.71 while the median is 1.34, 
confirming that the Tobin’s Q distribution is skewed and therefore it is justified to use the 
natural logarithm of Tobin’s Q as dependent variable in the multivariate regressions, in 
line with Allayannis and Weston (2001).  
By observing the Tobin’s Q values in Panels B and C, it can be concluded compared 
to derivative users, non-users have higher mean and median values, which would be evi-
dence towards the rejection the first hypothesis. The Q mean value of 2.02 for non-users 
is significantly higher than 1.55 for derivative users, with median values of 1.48 and 1.28 
respectively. The difference between the two categories leads to the assumption that the 
use of derivatives does not only explain the difference between the two samples.  
The maximum Tobin’s Q values are 13.64 (8.03) for non-users (users). The large max-
imum values suggest that considering the sample size, there may possibly be a few ex-
treme values which are driving the difference, as the minimum values for non-users and 
users respectively, 0.73 and 0.42 are closer to each other, albeit still different. 
Market value of equity, total sales and total assets provide information about whether 
firm size has an impact on Tobin’s Q differences as depicted in Allayannis and Weston 
(2001) and Belghitar et al. (2008). The mean equity market value for the whole sample is 
1789 million euros. As we compare the figure to 2027 million euros of derivative users 
and 1344 million of non-users, it is evident that smaller firms are non-users while deriv-
ative users are larger firms in line with notable previous research. This can be further 
observed from the total assets (total sales) mean of 2315 million (1436 million) euros of 
the whole sample. For derivatives users the means are 2977 million (1852 million) euros 
and for non-users the means are 1075 million (657 million) euros.  
These figures also show how versatile listed firms are when measured by size in 
NASDAQ OMX Helsinki stock exchange. Since the mean and median of total assets de-
viate significantly as seen from Table 7, the distribution is skewed. As with Tobin’s Q, 
natural logarithm of total assets is thus used to control for size to improve the goodness 
of fit of the multivariate tests introduced later. 
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Table 7 Sample descriptive statistics 
 
 
Panel A: All firms             
Variables Obs. Mean Median Maximum Minimum Std. Dev. 
Tobin's Q 537 1.71 1.34 13.64 0.42 1.21 
Market value of equity 537       1 789 206 681.42           197 655 755.00              46 239 606 137.40            1 632 400.90           4 879 231 356.22    
Total revenue 537       1 435 983 270.77           259 528 000.00              23 614 000 000.00               195 483.00           3 021 640 713.22    
Total assets 537       2 314 764 642.06           259 941 000.00             116 939 000 000.00            5 995 980.96           7 724 183 925.25    
Leverage (LEV) 537 1.33 1.21 20.62 -18.99 1.70 
Access to financial markets 
(DPS) 537 0.37 0.19 2.50 0.00 0.46 
Growth opportunities 
(CAPREV) 537 0.40 0.04 54.31 -0.01 2.81 
Profitability (ROA) 537 0.04 0.04 3.40 -2.56 0.24 
Interest expenses to reve-
nue (INTREV) 537 0.07 0.01 5.23 -0.02 0.38 
Liquidity (CURR) 537 1.69 1.35 26.44 0 1.84 
Hedging coverage 350 0.24 0.15 1.74 0 0.29 
              
Panel B: General deriva-
tive users             
Variables Obs. Mean Median Maximum Minimum Std. Dev. 
Tobin's Q 350 1.55 1.28 8.03 0.42 0.9 
Market value of equity 350       2 026 884 193.49           566 557 228.96              31 399 679 089.74            2 321 954.80           4 038 136 782.17    
Total revenue 350       1 852 030 355.87           711 884 500.00              15 011 000 000.00               751 795.93           2 899 502 373.29    
Total assets 350       2 977 016 866.25           855 643 000.00             116 939 000 000.00            5 995 980.96           8 594 408 202.46    
Leverage (LEV) 350 1.42 1.29 20.62 -18.99 1.87 
Access to financial markets 
(DPS) 350 0.58 0.43 2.50 0.01 0.50 
Growth opportunities 
(CAPREV) 350 0.37 0.04 54.31 0 3.14 
Profitability (ROA) 350 0.05 0.04 3.40 -0.49 0.20 
Interest expenses to reve-
nue (INTREV) 350 0.04 0.01 1.51 0 0.11 
Liquidity (CURR) 350 1.51 1.35 7.51 0.01 0.98 
Hedging coverage 350 0.24 0.15 1.74 0 0.29 
              
Panel C: Non-users             
Variables Obs. Mean Median Maximum Minimum Std. Dev. 
Tobin's Q 187 2.02 1.48 13.64 0.73 1.60 
Market value of equity 187       1 344 355 722.98            56 700 000.00              46 239 606 137.40            1 632 400.90           6 140 266 619.67    
Total revenue 187         657 285 517.92            56 931 000.00              23 614 000 000.00               195 483.00           3 098 551 712.93    
Total assets 187       1 075 255 131.56            50 329 000.00              44 901 000 000.00            6 082 000.00           5 564 908 644.82    
Leverage (LEV) 187 1.16 1.06 9.09 -5.39 1.33 
Access to financial markets 
(DPS) 187 0.28 0.25 1.1 0 0.25 
Growth opportunities 
(CAPREV) 187 0.47 0.03 23.09 -0.01 2.08 
Profitability (ROA) 187 0.01 0.03 2.35 -2.56 0.31 
Interest expenses to reve-
nue (INTREV) 187 0.14 0.01 5.23 0.00 0.63 
Liquidity (CURR) 187 2.02 1.40 26.44 0.00 2.80 
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The expected negative relationship by Allayannis and Weston (2001) of LEV and firm 
value can be also observed from Table 7 as mean (median) for the whole sample is 1.33 
(1.21) with derivative users mean 1.42 (1.29) driving the whole sample average. Non-
user mean of 1.16 (1.06) indicates that smaller firms have lower leverage also. However, 
the high number may be largely driven by outliers as the maximum leverage ratio is 20.62. 
The positive relation between hedging and leverage is follows with Block and Gallagher 
(1986), Goldberg et al. (2002) and Lim et al. (2017) findings.  
The mean CAPREV of 0.47 for the non-users is somewhat higher than the mean 
growth of 0.37 for the user category. This is not in line with the expectation of higher 
CAPREV versus non-hedgers and thus in contradiction of Chaudry et al. (2014) findings. 
This may indicate that smaller firms in the non-user sample are investing relatively larger 
amounts of their sales in seek of growth. This however supports the predicted positive 
sign for growth opportunities on firm value, being in line with Allayannis and Weston 
(2001) and Jin and Jorion (2006) findings. 
Profitability is also expected to be positively related with firm value, however the 
Finnish sample has a mean ROA of 0.05 for derivative users with lower Tobin’s Q values 
as opposed to non-users with higher Q values and mean ROA of 0.01. The low profita-
bility can be however explained by the growth firms in the non-user sample for which 
low earnings and high investments into assets are quite normal. However, as a hedging 
determinant ROA is expected to be higher versus non-hedgers, the sample being in line 
with Ahmed et al. (2014) findings. 
For liquidity (CURR) the mean (median) of 2.02 (1.40) for non-users is higher than 
1.51 (1.35) and 1.69 (1.35) for hedgers and the whole sample, in line with previous liter-
ature such as Bartram (2001) who finds that firms with low liquidity are more prone to 
use derivatives.  
Dividend per share is used to measure access to financial markets as stated earlier. 
Dividend per share is expectedly larger for the derivative users with a mean (median) 
value of 0.58 (0.43) than non-users’ respective values of 0.28 (0.25). Larger firms are 
known to pay more dividends, in line with Nance et al. (1993).  
Interest expenses to revenue (INTREV) in the sample, reveal that derivative users have 
a lower mean but the same median as non-users, being 0.04 and 0.01 respectively whereas 
non-users’ figures are 0.14 and 0.01. This contrasts with Lim et al. (2017) who conclude 
that firms that hedge have higher financial distress costs as measured by the interest ex-
penses to revenue. This is also in contrast to the expectation that higher Tobin’s Q should 
be negatively related with interest expenses tor revenue as the non-user group has higher 
mean Tobin’s Q value. This may indicate that firms with the capacity of incurring higher 
interest payments are rewarded with higher valuations. 
The mean of hedging coverage for derivative users is 0.24 in Table 7. This shows that 
the average open derivative positions cover 24 % of firms’ total assets in the sample. 
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Correlations between different variables are further investigated in the following univari-
ate analysis section. 
4.2 Empirical methodology 
4.2.1 Univariate analysis 
Differences in Tobin’s Q values for derivative users as well as non-users are analyzed in 
multivariate and univariate analyses. The positive value premium found and highlighted 
by most of the prior literature is tested first in univariate tests including comparisons be-
tween different interest rate eras during the sample period of 2014–2018 and derivative 
sub-categories against non-users. Simple mean and median tests are carried out as well 
as correlations are compared between all the regression variables introduced in the previ-
ous section of the thesis. 
Due to firm value being affected by multiple factors as introduced previously, the anal-
ysis is extended in multivariate pooled ordinary least squares (OLS) regression tests 
where the control variables are added in order to consider value effects from other varia-
bles than the usage of a given derivative type.  
The univariate analysis section presents results from Tobin’s Q mean and median tests 
in order to see if the findings from NASDAQ OMX Helsinki are following the majority 
of previous literature concluding a positive premium. The sample is divided into two pe-
riods to see whether the negative interest rate market environment provides differing re-
sults compared to the positive rate environment for the mean and median tests.  
However, as the interest rates have been considerably low also during the positive 
interest rates sample period, significant differences in outcomes between the two time-
windows may not be observed. Furthermore, hedgers are categorized into foreign cur-
rency hedgers, interest rate hedgers as well as commodity price hedgers. The results will 
show how the Tobin’s Q values presented in Tables 5 and 6 are formed and if the results 
are driven by the time period or hedging with a specific derivative sub-category.  
Table 8 divides the sample into two according to the prevailing market interest rate 
environment. Because of the ECB lowering first its main refinancing rate to zero and 
simultaneously the 12-month Euribor rate turning negative during March 2016 as dis-
cussed previously, the period of positive rates accounts for firm observations from the 
year 2014 to 2015. The period of negative rates includes the data from the final years in 
the sample period, from 2016 to 2018. As the data is based on end-year figures, the year 
2016 is included in the period of negative rates. This research emphasizes the period of 
negative interest rates as the sample size of negative interest rate environment years is 3 
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as opposed to the sample size of positive (albeit very low) interest rate environment years 
amounting to 2. 
The results of Table 8 include all 537 firm-year observations with 337 observations 
during the negative interest rate environment and 200 during the positive interest rate 
environment in Panel A. For Panels B, C and D the number of observations varies. Due 
to the skewness in Tobin’s Q distribution presented earlier, both mean and median values 
are included in the analysis. Mean and median tests determine whether the Tobin’s Q 
mean and median values differ from the Tobin’s Q value of non-hedgers. The statistical 
significance levels are determined based on p-values obtained from Student’s t-tests for 
differences in mean, whereas the median test p-values are obtained using the Wilcoxon-
Mann-Whitney test. T-statistic under 1.645 is considered statistically significant at the 10 
% level, while t-statistic of 1.96 or higher denotes 5 % significance level, whereas the t-
statistic of 2.58 or higher is highly significant at the 1 % level. 
Panel A of Table 8 illustrates how general hedgers performed against non-hedgers 
during negative and positive rate periods. Tobin’s Q mean and median values first pre-
sented in Tables 5 and 6 were 1.71 and 1.34 respectively. For general hedgers the mean 
and median Tobin’s Q values were 1.55 and 1.28 respectively. For non-users the Tobin’s 
Q mean and median values were 2.02 and 1.48 in respective order.  
The results from Panel A of Table 8 indicate that mean difference between general 
hedgers and non-hedgers during the positive rates period is a bit higher, -0.55 compared 
to -0.47 difference from the whole period, whereas the during the negative rates period 
the difference is the same at -0.47. The mean difference during the positive rates period 
is statistically significant at 5 % level while during the negative rates period the mean 
difference is statistically significant at 1 % level. Similarly, the difference in median val-
ues are larger in Table 8 during the positive interest rate period at -0.28 (statistically sig-
nificant at 5 % level) compared to -0.15 (statistically significant at 1 % level) of negative 
interest rates and -0.20 for the whole sample period found in Tables 5 and 6. These find-
ings indicate that the negative value premium for general hedgers exists throughout pos-
itive and negative interest rate sample periods. Panels B to D of Table 8 inform about 
whether the mean and median differences found in Panel A vary between different deriv-
ative type hedgers.  
Following the negative difference found for general hedgers, interest rate hedgers in 
Panel B have lower Tobin’s Q values with -0.62 (-0.27) difference in mean (median) 
being statistically significant at 1 % (5 %) level during positive interest rate environment. 
The interest rate hedger and non-hedger groups are more balanced during the negative 
rates’ sample, as in the positive rates’ sample the hedgers outweigh non-hedgers by nearly 
two to one. Thus, interest rate hedgers seem to be largely driving the results as the mean 
difference is somewhat larger than the result of -0.55 for all hedgers during positive in-
terest rates environment. During negative interest rates, the difference in mean (median) 
65 
Tobin’s Q values are -0.59 (-0.23) at 1 % (1 %) level of significance. The differences in 
mean for all hedgers being -0.47 during negative interest rates and -0.47 during the whole 
sample period, this indicates that the negative value premium is largely driven by interest 
rate hedgers. 
 
Table 8 Tobin’s Q mean and median tests by market environment and derivative 
type 
Tobin's Q   
Positive interest rate envi-
ronment 2014–2015   
Negative interest rate envi-
ronment 2016–2018   
    Mean Median Obs Mean Median Obs 
Panel A: Gen-
eral               
  Hedgers 1.59 1.17 140 1.52 1.34 211 
  
Non-
hedgers 2.14 1.45 60 1.99 1.49 126 
  
Differ-
ence -0.55 -0.28   -0.47 -0.15   
  p-value 0.0161** 0.0367**   
0.0001**
* 0.0019***   
  Total obs     200     337 
Panel B: In-
terest rate               
  Hedgers 1.52 1.18 115 1.40 1.26 163 
  
Non-
hedgers 2.14 1.45 60 1.99 1.49 126 
  
Differ-
ence -0.62 -0.27   -0.59 -0.23   
  p-value 0.0085*** 0.0446**   
0.0000**
* 0.0000***   
  Total obs     175     289 
Panel C: For-
eign currency               
  Hedgers 1.63 1.2 109 1.52 1.34 155 
  
Non-
hedgers 2.14 1.45 60 1.99 1.49 126 
  
Differ-
ence -0.51 -0.25   -0.47 -0.15   
  p-value 0.0556* 0.1015   
0.0004**
* 0.0047***   
  Total obs     169     281 
Panel D: 
Commodity               
  Hedgers 1.62 1.20 59 1.48 1.36 82 
  
Non-
hedgers 2.14 1.45 60 1.99 1.49 126 
  
Differ-
ence -0.52 -0.25   -0.51 -0.13   
  p-value 0.0957* 0.1176   
0.0021**
* 0.0065***   
  Total obs     119     208 
  
***, ** and * imply 1 %, 5 % and 10 % p-value 
significance levels in respective order       
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Panel C of Table 8 indicates that foreign currency hedgers also have lower Tobin’s Q 
values, the difference in mean (median) values being -0.51 (-0.25) at 10 % (slightly over 
10 %) significance levels during positive interest rates. During negative interest rate pe-
riod, the difference in mean (median) values are -0.47 (-0.15) at 1 % (1 %) statistical 
significance level. The distribution of hedgers and non-hedgers is more balanced during 
the negative interest rates period for foreign currency hedgers. 
The results from mean and median tests in Panel D of Table 8 for commodity price 
hedgers are similar to the findings from foreign currency and interest rate hedgers and are 
statistically significant. The mean (median) difference between hedgers and non-hedgers 
during positive interest rate environment being -0.52 (-0.25) at 10 % (slightly over 10 %) 
significance level. During the negative interest rate period the mean and median differ-
ences are -0.51 and -0.13 at 1 % and 1 % significance levels in respective order. 
The univariate tests in Table 8 find no support for the first hypothesis of the existence 
of a positive relation between hedging and firm market value, and neither for the second 
hypothesis of foreign exchange and commodity price hedges having a positive effect on 
firm market value. Instead, the findings and statistical tests indicate that there exists a 
negative value premium for both general and individual hedgers. The effect is most evi-
dent for interest rate hedgers. Thus, the negative value premium hypothesis is confirmed 
for interest rate hedgers, supporting the fourth hypothesis.  
The effects of market value on only a single hedger type separately are not examined 
due to hedger type sub-groups largely overlapping and the results of separating to a sole 
exclusive hedger type sub-group not being statistically significant. It can be also observed 
from Table 8 that in the sample years firms had slightly higher valuations on average 
overall during the positive, however very low, interest rate environment of 2014 and 2015 
compared to the negative interest rate environment of 2016–2018.  
Certain conditions must be met if the target is to avoid biased coefficient results for 
estimating firm market value effects of derivatives utilizing OLS regressions. The five 
Markov-Gauss OLS assumptions which must be fulfilled to confirm best linear unbiased 
estimates (BLUE) for the regression results which are introduced later in the multivariate 
analysis section. These assumptions are presented thoroughly in the next sub-chapter. 
However, to check if chosen independent variables do not fulfill the third assumption, a 
correlation matrix is presented and analyzed in Table 9. According to the third assump-
tion, the independent variables cannot be constant, and no exact linear relationships may 
exist among the independent variables, i.e. no perfect collinearity must exist. (Wooldridge 
2012, 84–85.) 
Table 9 reveals the Pearson correlations between the dependent and independent var-
iables. The correlations in Table 9 vary from -0.19 to 0.51 and are thus rather low. More-
over, the third Markov-Gauss OLS requirement is met and thus perfect collinearity does 
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not exist. In case multiple variables have high correlations, the sample has multicolline-
arity. This is not the case here as the coefficients show. Based on the review of control 
variables, the natural logarithm of Tobin’s Q has expected negative correlations with size, 
current ratio, leverage and interest expenses to revenue. 
 Table 9 Pearson correlation matrix 
 
Tobin’s Q and size have a negative correlation of -0.16, supporting the findings of 
Belghitar et al. (2008) and Allayannis and Weston (2001) who conclude that Tobin’s Q 
and size (as measured by the natural logarithm of assets) are negatively related. Growth 
opportunities (as measured by capital expenditures divided by revenue) and Tobin’s Q 
are very slightly negatively correlated with -0.03, in contrast to Allayannis and Weston 
(2001) and Jin and Jorion (2006) who found a positive relation between growth opportu-
nities and Tobin’s Q. Tobin’s Q and profitability (as measured by ROA) have a positive 
correlation of 0.04, in line with Allayannis and Weston (2001) who state that profitable 
firms trade at a premium. 
The relationship between liquidity (as measured by current ratio) and Tobin’s Q im-
plies a 0.15 correlation coefficient, in contrast to the findings of Pramborg (2004). Tobin’s 
Q and leverage are negatively correlated with -0.14, also supporting the findings of Al-
layannis and Weston (2001). Interest expenses to revenue and Tobin’s Q are positively 
correlated with a correlation coefficient of 0.13, contrasting with the findings of Lim et 
al. (2017) who found a negative relation between Tobin’s Q and interest expenses to rev-
enue. Access to financial markets, as measured by dividend per share, is positively related 
with Tobin’s Q with a correlation coefficient of 0.12, in line with Allayannis and Weston 
(2001) and Jin and Jorion (2007).  
Hedging coverage and Tobin’s Q are correlated by -0.13, indicating a negative relation 
between higher derivative positions and firm market values, in contrast to the third hy-
pothesis of this thesis which states that larger relative derivative positions should result 
in higher firm market value. In addition, Tobin’s Q is the least correlated with the general 
 
 Tobin's 
Q (ln)  
 General 
hedger  
 Size 
(ln)  
 Growth 
opportu-
nities  
 Profit-
ability   Liquidity   Leverage  
 Interest ex-
penses to 
revenue  
 Access to fi-
nancial 
markets  
 Hedging cover-
age  
Tobin's Q 
(ln) 1.00           
General 
hedger -0.19 1.00          
Size (ln) -0.16 0.51 1.00         
Growth op-
portunities -0.03 -0.01 -0.06 1.00        
Profitability 0.04 0.07 0.07 0.00 1.00       
Liquidity 0.15 -0.13 -0.08 0.00 0.14 1.00      
Leverage -0.14 0.07 0.10 0.02 0.05 -0.14 1.00     
Interest ex-
penses to 
revenue 0.13 -0.13 -0.13 0.03 -0.14 -0.04 -0.14 1.00    
Access to fi-
nancial mar-
kets 0.12 0.33 0.48 -0.07 0.14 0.01 -0.08 -0.08 1.00   
Hedging cov-
erage -0.13 0.44 0.45 -0.03 0.01 -0.04 0.03 -0.03 0.20 1.00  
68 
hedger variable by -0.19, in contrast to the first hypothesis according to which hedging 
generally should result in positive firm market value. 
Size is correlated by 0.48 with access to financial markets, which is natural since larger 
firms can pay higher dividends. General hedger variable is correlated with size by 0.51 
and hedging coverage is correlated with size by 0.45. This supports the findings of Gold-
berg et al. (2002), Judge (2006), Brunzell et al. (2009) and Bartram (2011) that larger 
firms hedge more.  
Growth opportunities and general hedger have a minor negative correlation of -0.01, 
in contrast to Chaudry et al. (2014) who find that firms with more growth opportunities 
hedge more. Profitability and the general hedger variable also have a positive relation 
with a correlation coefficient of 0.07, in line with Ahmed et al. (2014). Liquidity (current 
ratio) and general hedger variables are correlated by -0.13, slightly in line with Nance et 
al. (1993) and Bartram (2001) who hypothesize that maintaining more liquid asset re-
duces the need to hedge. Leverage is correlated with general hedger variable by 0.07, 
slightly supporting the findings of Block and Gallagher (1986), Goldberg et al. (2002) 
and Lim et al. (2017) that higher leverage results in more hedging. Interest expenses to 
revenue and general hedger have a correlation coefficient of -0.13, in contrast to Lim et 
al. (2017) findings who conclude that firms with higher financial distress costs measured 
as interest expenses to revenue should hedge more.  
There exists a positive relation between general hedger and access to financial markets 
as measured by dividend per share hedging, as the correlation coefficient is 0.33. This is 
in line with previous studies like Nance et al. (1993) as larger firms (who hedge more) 
pay higher dividends. Yearly dummy variables have very minor correlations with all the 
other variables.  
Overall the coefficients in Table 9 are largely in line with previous literature for the 
most apart from the relation of a few variables, added with the new findings regarding 
hedging coverage. Although, the results of value premia noted for derivative users con-
trast with most of the prior evidences. Further analyses on the value premium and its 
dependencies with hedger types are conducted in OLS multivariate regressions in the fol-
lowing sub-chapter, considering control variables. 
4.2.2  Multivariate analysis 
To take into consideration other factors which might affect firm market values, multivar-
iate OLS regression models are estimated for the NASDAQ OMX Helsinki listed firms. 
Further analyses via instrumental variables regressions are not conducted due to the lack 
of availability of necessary data from financial statements. In the OLS regression, the sum 
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of squared residuals is minimized, meaning that the OLS model reduces the distance be-
tween the sample observations and the chosen linear regression model. The data set used 
here is characterized as unbalanced panel data with multiple cross-sections as the sample 
firms vary throughout the observation period since de-listed ones are removed and newly 
listed firms are added to the panel. However, employing the pooled OLS regression means 
that the observations are pooled together, resulting in a broken panel structure.  
The five Gauss-Markov OLS assumptions must be met for the OLS estimators to be 
considered BLUE. According to the first assumption, the dependent variable is linearly 
formed by a set of independent variables and the error term. According to the second 
assumption the sample must consist of random observations. Based on the third assump-
tion any chosen independent variable cannot be a perfect linear combination of other var-
iables (a condition for which the variable correlations were compared previously in Table 
9, see chapter 4.2.1). According to the fourth assumption the error term in the model has 
an expected value of zero given any values of the independent variables. Also, omitting 
an important factor that is correlated with any of the variables causes the fourth assump-
tion to fail. According to the last assumption the variance of error terms must remain 
unchanged with any given values of independent variables. If this does not hold, the error 
terms are considered heteroskedastic. (Wooldridge 2012, 83–93.) 
Pooled OLS regressions enable the sample group to change between observation years. 
A large part of the sample firms is included in the sample every year. By pooling all cross-
sections across time and getting rid of the panel structure, the statistical significance is 
improved. Controlling for time effects via yearly dummy variables informs about the 
value effect throughout sample years as the panel structure is ignored, increasing the ro-
bustness of the model.  
Table 10 Tobin’s Q values by observation year 
           
All firms 2014 2015 2016 2017 2018 
Mean 1.60 1.90 1.75 1.78 1.55 
Median 1.20 1.33 1.47 1.48 1.28 
Observations 98 104 108 111 116 
            
General hedgers           
Mean 1.48 1.71 1.52 1.60 1.44 
Median 1.20 1.17 1.29 1.43 1.27 
Observations 71 69 69 68 73 
            
Non-users           
Mean 1.91 2.32 2.15 2.05 1.75 
Median 1.37 1.60 1.68 1.65 1.30 
Observations 27 35 39 43 43 
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Table 10 documents the variation in Tobin’s Q values throughout the sample period 
from 2014 to 2018. The largest increase in Tobin’s Q values from 2014 to 2015 present 
in Table 10 which demonstrates the time effect. Throughout the years, the Tobin’s Q has 
not fluctuated considerably for all firms, starting from 2014 at 1.60 and ending at 2018 at 
1.55. For general hedgers, the fluctuation has been less emphasized than for non-hedgers, 
indicating that general hedgers’ market values have been consistently lower, but however 
more stable throughout the sample period compared to non-users’ figures. Table 10 also 
depicts how listed firms throughout the sample period have been generally hedgers. The 
number of cross-sections (firm variables) is large and the duration of time period (years) 
is short.  
Models 23, 24, 25 and 26 are estimated for the whole sample of 537 firm-year obser-
vations. The control variables introduced previously are included in the models: size (the 
natural logarithm of total assets), growth opportunities (CAPREV, capital expenditures 
divided by revenue), profitability (ROA, net result divided by total assets), liquidity 
(CURR, short-term assets divided by short-term liabilities), leverage (LEV, total debt di-
vided by total book value of equity), interest expenses to revenue (INTREV, interest ex-
penses divided by revenue) access to financial markets (DPS, dividend per share), yearly 
dummy variables throughout years 2014 to 2018 and hedging coverage (HEDGECOV, 
nominal value of outstanding derivatives divided by total assets).  The control variable 
for yearly effect brings additional information and increases the robustness of the models. 
Controlling for time effects itself is also relevant in prior research. The first examined 
pooled OLS regression model is introduced in model 23 with the natural logarithm of 
Tobin’s Q as the dependent variable and general hedger as the independent variable of 
interest. 
 
𝑇𝑜𝑏𝑖𝑛′𝑠 𝑄(ln) = 𝛽1𝐺𝐸𝑁 + 𝛽2𝑆𝐼𝑍𝐸 (ln) + 𝛽3𝐶𝐴𝑃𝑅𝐸𝑉 + 𝛽4𝑅𝑂𝐴 + 𝛽5𝐶𝑈𝑅𝑅 +
𝛽6𝐿𝐸𝑉 + 𝛽7𝐼𝑁𝑇𝑅𝐸𝑉 + 𝛽8𝐷𝑃𝑆 + 𝛽9−13𝑌𝐸𝐴𝑅2014−2018 + 𝛽14𝐻𝐸𝐷𝐺𝐸𝐶𝑂𝑉 + 𝜀 (23) 
 
Pooled OLS regressions are also estimated for foreign currency, commodity price as 
well as interest rate derivatives’ usage specifically. Models 23, 24 and 25 provide infor-
mation toward the first two hypotheses concerning value premium expectations of gen-
eral, foreign currency and commodity price hedgers. Model 26 tests the effect of interest 
rate derivatives’ usage on firm market value, thus observing whether the fourth hypothe-
sis holds. The third hypothesis is not analyzed separately, but rather the hedging coverage 
coefficient is included in all models in order to derive whether hedging position is posi-
tively related with Tobin’s Q.  
 
71 
𝑇𝑜𝑏𝑖𝑛′𝑠 𝑄(ln) = 𝛽1𝐹𝐶𝐷 + 𝛽2𝑆𝐼𝑍𝐸 (ln) + 𝛽3𝐶𝐴𝑃𝑅𝐸𝑉 + 𝛽4𝑅𝑂𝐴 + 𝛽5𝐶𝑈𝑅𝑅 +
𝛽6𝐿𝐸𝑉 + 𝛽7𝐼𝑁𝑇𝑅𝐸𝑉 + 𝛽8𝐷𝑃𝑆 + 𝛽9−13𝑌𝐸𝐴𝑅2014−2018 + 𝛽14𝐻𝐸𝐷𝐺𝐸𝐶𝑂𝑉 + 𝜀 (24) 
 
𝑇𝑜𝑏𝑖𝑛′𝑠 𝑄 (ln) = 𝛽1𝐶𝑂𝑀 + 𝛽2𝑆𝐼𝑍𝐸(ln) + 𝛽3𝐶𝐴𝑃𝑅𝐸𝑉 + 𝛽4𝑅𝑂𝐴 + 𝛽5𝐶𝑈𝑅𝑅 +
𝛽6𝐿𝐸𝑉 + 𝛽7𝐼𝑁𝑇𝑅𝐸𝑉 + 𝛽8𝐷𝑃𝑆 + 𝛽9−13𝑌𝐸𝐴𝑅2014−2018 + 𝛽14𝐻𝐸𝐷𝐺𝐸𝐶𝑂𝑉 + 𝜀 (25) 
 
𝑇𝑜𝑏𝑖𝑛′𝑠 𝑄 (ln) = 𝛽1𝐼𝑅𝐷 + 𝛽2𝑆𝐼𝑍𝐸 (ln) + 𝛽3𝐶𝐴𝑃𝑅𝐸𝑉 + 𝛽4𝑅𝑂𝐴 + 𝛽5𝐶𝑈𝑅𝑅 +
𝛽6𝐿𝐸𝑉 + 𝛽7𝐼𝑁𝑇𝑅𝐸𝑉 + 𝛽8𝐷𝑃𝑆 + 𝛽9−13𝑌𝐸𝐴𝑅2014−2018 + 𝛽14𝐻𝐸𝐷𝐺𝐸𝐶𝑂𝑉 + 𝜀 (26) 
 
If the OLS assumptions from one to five stated previously are met, the chosen variables 
are the BLUE for the regression parameters (Wooldridge 2012, 101–102). It is confirmed 
that Tobin’s Q as the dependent variable is a linear combination of the independent vari-
ables after plotting Tobin’s Q against the independent variables. Therefore, the first Mar-
kov-Gauss OLS assumption holds for the equation. The second assumption holds true if 
the expected error term is equal to zero. This is confirmed by plotting the residuals of 
Tobin’s Q versus the fitted values and since the residuals are evenly distributed around 
zero, the expected value is zero. The evidence for the third assumption is presented in the 
Pearson correlation matrix in Table 9 (see chapter 4.2.1). The results from the correlation 
matrix indicate that perfect collinearity does not exist between the independent variables, 
thus the third assumption holds.  
The fourth assumption requires that the mean of the error term of the model does not 
depend on the values of any independent variables. In addition, none of the variables 
which are correlated with the independent variables in the model must be omitted. If such 
a dependence is found, the error terms are autocorrelated. Autocorrelation is a problem 
often existing in economic pooled OLS regressions since there are several macroeco-
nomic factors which may usually change over the years and thus affect the independent 
variables. (Wooldridge 2012, 86–92.) 
It is important to consider the possibility of autocorrelation in the models. For example, 
the growth of GDP over the years surely correlates with some of the variables included 
in the regression models and GDP is not separately included in the regression models as 
a control variable. Many other factors exist which affect the independent variables that 
are not controlled for here. 
Possible autocorrelation can be addressed through longer observation periods and a 
small number of cross-sections (Wooldridge 2012, 353–354). The panel data for the 
NASDAQ OMX Helsinki listed firms has opposing characteristics as the number of 
cross-sections (firm observations) is large and the sample period is rather short. However, 
as the sample statistics show, Tobin’s Q has been lower in the sample during the negative 
interest rate environment as opposed to the positive interest rate environment, therefore 
it may be that some of the macroeconomic factors affecting Tobin’s Q are captured with 
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the explanatory yearly dummy variables, thus perhaps not violating the fourth assump-
tion. It is further tested in the Durbin-Watson test that does the fourth assumption of no 
autocorrelation hold throughout this sample. 
Heteroskedasticity problem is also notable in many economic OLS models and present 
here as the Breusch-Pagan-Godfrey test indicates, thus fulfilling the fifth assumption for 
homoscedastic standard errors requires controlling for heteroskedasticity. In order to con-
trol for heteroskedasticity, White’s cross-section method is used in all OLS regressions 
which provides heteroskedasticity robust standard errors without significantly altering the 
estimation output. Also, the method provides stronger statistical significance of the re-
sults. (Wooldridge 2012, 268–280.) 
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5 RESULTS 
5.1 Univariate results 
As previously mentioned, Allayannis and Weston (2001) findings of a positive value pre-
mium among foreign currency hedgers between 1990–1995 set the ground for many other 
researchers to approach the topic. This chapter presents the results from univariate anal-
yses and multivariate regressions on the NASDAQ OMX Helsinki sample in order to see 
whether the findings of e.g. Allayannis and Weston (2001) and the hypotheses in this 
thesis can be confirmed. The chapter also further reveals if the preliminary results from 
the univariate tests showing signs of negative value premium among Finnish derivative 
hedgers are repeated in pooled OLS regressions. 
The sample characteristics show 30.32 % higher Tobin’s Q value for non-users than 
general hedgers. However, in previous literature firm size has been confirmed to affect 
firm value and larger firms here are classified as hedgers. This significant difference can-
not be only explained by hedging. Therefore, more robust estimations are needed via 
multivariate analyses. Tobin’s Q differences are however first tested in mean and median 
tests by dividing the sample into two positive and negative interest rate periods. 
As the interest rates have been considerably low also during the positive interest rates 
sample period, significant differences in outcomes between the two time-windows may 
not be observed. Positive rates environment from 2014–2015 shows -25.70 % (-19.31 %) 
negative premium for general hedgers in mean (median) difference, whereas the differ-
ence is similar during 2016–2018 negative interest rate environment at -23.62 % (-10.07 
%).  
These results are repeated when interest rate hedgers, foreign currency hedgers and 
commodity price hedgers are compared against non-hedgers. Interest rate hedgers demon-
strate a -28.97 % (-18.62 %) negative value premium during the positive interest rate 
environment and a slightly more emphasized -29.65 % (-15.44 %) negative value pre-
mium during the negative interest rate environment. Foreign currency hedgers likewise 
demonstrate a -23.83 % (-17.24 %) negative value premium during the positive interest 
rate environment. The negative value premium is -23.62 % (-10.07 %) during the negative 
interest rate environment.  Commodity price hedgers show a -24.30 % (-17.24 %) nega-
tive value premium for the positive interest rates environment. The results demonstrate a 
-25.63 % (-8.72 %) negative value premium during the negative interest rates environ-
ment.  
The results are most significant during the negative rates’ sample period at 1 % signif-
icance level for all hedger types, whereas during the positive rates’ period the significance 
level varies from 1 % to slightly over 10 %. The negative value effect measured in mean 
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difference is the strongest for interest rate hedgers during negative interest rates sample 
period. The negative value premium measured in median difference is the strongest dur-
ing the positive rates sample period for general hedgers. The negative value premium is 
largely driven by the interest rate hedgers sample group.  
The findings also indicate that overall valuations have been slightly higher on average 
in the NASDAQ OMX Helsinki stock exchange during the positive (albeit very low) in-
terest rate environment of 2014–2015. The overall findings of negative value premia 
across all hedger types indicate rejection of the first and the second hypothesis of this 
thesis. However, the findings provide strong evidence for the fourth hypothesis instead. 
The univariate results are rather surprising considering the large and significant differ-
ence compared to many of the previous findings. However, the fact that negative value 
premia have been previously found also with some other samples suggests that support 
for negative value premia is possible from the sample of NASDAQ OMX Helsinki listed 
firms as well. The following sub-chapter presents additional results from pooled OLS 
regressions, considering various control variables. 
5.2 Multivariate results 
Table 11 presents the results for pooled OLS models 23 (general hedgers), 24 (foreign 
currency hedgers), 25 (commodity price hedgers) and 26 (interest rate hedgers). Control 
variables used in the models 23 to 26 are introduced in sub-chapter 4.1.4 in Table 5 along 
with the expected signs for each variable.  
The sample used in Table 11 regressions includes all the 537 firm-year observations. 
R-squared implies the goodness of fit for the regression models, showing how much of 
the variation in the dependent variable can be explained by each model. Especially for 
cross-sectional analyses, low R-squareds in regression equations are not uncommon in 
social sociences. (Wooldridge 2012, 38–39.)  
As presented earlier, heteroskedasticity and autocorrelation may impact panel as well 
as pooled economic OLS regression models. Also, many economic regression models 
suffer from relatively weak R-squared figures of 14.30 % for general hedgers’ model 23, 
13.07 % for foreign currency hedgers’ model 24, 13.10 % for commodity price hedgers’ 
model 25 and 14.99 % for interest rate hedgers’ model 26. Similar R-squared figures are 
generally common in previous literature as well due to many macroeconomic variables, 
which are not included in the models, potentially also explaining the variation in Tobin’s 
Q.  
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Table 11 Pooled OLS results for different hedger types 
Tobin's Q (ln) Model 23 Model 24 Model 25 Model 26 
          
Observations 537 537 537 537 
R-squared 0.143 0.1307 0.131 0.1499 
Durbin-Watson statistic 1.8546 1.8288 1.8318 1.8947 
GEN hedgers -0.1494       
  (0.0056***)       
FCD hedgers   -0.0227     
    (0.7158)     
COM hedgers     -0.0331   
      (0.5549)   
IRD hedgers       -0.1668 
        (0.0004***) 
Size (ln) -0.0403 -0.0488 -0.0494 -0.0371 
  (0.0075***) (0.0052***) (0.0014***) (0.0163**) 
Growth opportunities -0.0037 -0.0045 -0.0043 -0.0037 
  (0.1430) (0.054*) (0.0600*) (0.1363) 
Profitability 0.065 0.0548 0.0524 0.0487 
  (0.6896) (0.7303) (0.7403) (0.7497) 
Liquidity 0.0271 0.0311 0.0311 0.027 
  (0.0940*) (0.0663*) (0.0655*) (0.0915*) 
Leverage -0.0221 -0.0228 -0.0223 -0.0237 
  (0.0376**) (0.0388**) (0.0441**) (0.0319**) 
Interest expenses to reve-
nue 0.1485 0.1609 0.1616 0.1492 
  (0.0698*) (0.0501*) (0.0489**) (0.0672*) 
Access to financial mar-
kets 0.2756 0.2592 0.2624 0.2512 
  (0.0000***) (0,0000***) (0.0000***) (0.0000***) 
Year 2014 1.102 1.1827 1.1881 1.036 
  (0.0001***) (0.0002***) (0.0000***) (0.0002***) 
Year 2015 1.1903 1.2772 1.2834 1.1348 
  (0.0000***) (0.0001***) (0.0000***) (0,0001***) 
Year 2016 1.1955 1.2858 1.2919 1.1314 
  (0.0000***) (0.0000***) (0,0000***) (0,0001***) 
Year 2017 1.2092 1.3008 1.3079 1.1446 
  (0.0000***) (0.0000***) (0,0000***) (0,0000***) 
Year 2018 1.0597 1.1514 1.1576 0.9942 
  (0.0002***) (0.0003***) (0,0000***) (0,0005***) 
Hedging coverage -0.0662 -0.1255 -0.1225 -0.1668 
  (0.4943) (0.2156) (0.2154) (0.0004***) 
***, ** and * imply 1 %, 5 % and 10 % p-value significance 
levels in respective order     
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Durbin-Watson statistic studies the possible autocorrelation problem discussed earlier. 
If the model is not autocorrelated, Durbin-Watson test will yield a value close to 2. If the 
value is below (above) 2, the model is positively (negatively) autocorrelated. Here, the 
Durbin-Watson statistic ranges between 1.83 and 1.89, indicating very slight positive au-
tocorrelation. However, as a rule of thumb, only if the statistic is less than 1.0 or over 3.0, 
there may be cause for alarm. Thus, the possible autocorrelation problem here is not at all 
significant. (Verbeek 2004, 429.) 
Table 11 results from pooled OLS regression model 23 for general hedgers extend and 
confirm the findings in univariate tests, indicating negative value premium for general 
hedgers of -14.94 % with statistical significance at the 1 % level. This is highly in contrast 
with most prior studies supporting positive relation between general hedgers and firm 
market value, leading us to reject the first hypothesis stating that there exists a positive 
value premium for general hedgers, however more in line with a few studies which con-
clude a negative premium for general hedgers.  
Size as natural logarithm of total assets shows highly statistically significant (at 1 % 
except 5 % for model 25) slightly negative relationships with Tobin’s Q for the pooled 
OLS regressions of all models, in line with the previous literature. Leverage also shows 
a slight statistically significant (at 5 % in all models) negative relation with Tobin’s Q. 
This is completely in line with the previous literature. In all the models depicted in Table 
11 profitability shows a positive relationship with Tobin’s Q in line with the prior studies. 
However, the coefficient is statistically insignificant throughout all the examined models. 
Access to financial markets as measured by dividend per share is strongly positively re-
lated to firm market value as concluded in previous literature, the value premium ranging 
from 25.12 % to 27.56 %, all being at the 1 % significance level. This confirms that 
dividend payments have been rewarded with higher market value throughout the sample 
period.  
Growth opportunities variable is very slightly negative, indicating that higher capital 
expenditures relative to revenue have been punished with slight negative firm market 
value premia, perhaps due to higher uncertainty associated with investments, in contrast 
to prior studies. However, the growth opportunities variable is also statistically insignifi-
cant for models 23 and 26 and only significant at 10 % for models 24 and 25. Liquidity 
also shows slight positive statistically significant (at 10 % throughout all models) relation 
with Tobin’s Q, in contrast to previous literature according to which a negative relation 
would be expected. Here higher current ratio is rewarded with higher firm market value. 
Interest expenses to revenue is in complete contrast with previous literature, concluding 
that interest expenses to revenue should have a negative relation with Tobin’s Q. In the 
examined models, the capacity for incurring higher interest expenses seems to be poten-
tially rewarded with positive firm market value premia. The models in contrast to the 
prior studies indicate that interest expenses to revenue show a positive firm market value 
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premium ranging from 14.85 % to 16.16 % (at 10 % significance level throughout all 
models except model 25 where it is at 5 % level).  
The yearly dummy control variables are highly significant at the 1 % level. This indi-
cates a positive relation with Tobin’s Q throughout all years, depicting the growth in 
overall valuation levels of the Finnish stock market across the sample period. It is known 
that GDP growth as well as other macroeconomic factors rising from the economic re-
covery in Finland throughout 2014–2018 may be affecting Tobin’s Q values. These fac-
tors are not independently included in the scope of the analyses carried out in this thesis. 
(Tilastokeskus 2019.) 
The hedging coverage control variable indicates a negative relationship with Tobin’s 
Q across all models, in contrast to previous literature as well as the third hypothesis in 
this thesis, according to which larger derivative positions should be rewarded with higher 
firm market value. However, the coefficients are statistically insignificant throughout all 
the models except for model 26, which concludes a -16.68 % negative value premium 
resulting from hedging coverage at the 1 % statistical significance levels. The third hy-
pothesis stating that there exists a positive relation between hedging coverage and firm 
value is thus rejected. 
The second hypothesis implying that specifically the usage of foreign currency or com-
modity price derivatives is associated with positive value premia can be observed in mod-
els 24 and 25. Model 24 in Table 11 estimates the value effect of foreign currency hedgers 
for which the pooled OLS model finds a negative -2.27 % relation with Tobin’s Q, albeit 
the relation is statistically insignificant. Thus, the finding does not confirm the foreign 
currency hedger part of the second hypothesis of this thesis. This especially contrasts with 
the aforementioned notable study of Allayannis and Weston (2001) who find a statisti-
cally significant positive value premium of 4.87 % for foreign currency hedgers. For for-
eign currency hedgers, the control variables are similar to those of general hedgers’ coef-
ficients, with only a minor change in the significance level for growth opportunities. 
Model 25 in Table 11 estimates the value effect of commodity price hedgers for which 
the pooled OLS model finds a negative -3.31 % value premium, albeit the coefficient 
being statistically insignificant as well. The control variables do not differ apart from the 
statistical significance levels of growth opportunities and interest expenses to revenue. 
The findings are however in contrast to Carter et al. (2006) who conclude a positive value 
premium of 10.2 % on average for commodity price hedgers as well as the commodity 
price hedger part of the second hypothesis of this thesis. However, the results are more in 
line with the findings of Jin and Jorion (2007), who conclude a negative value premium 
for commodity price hedgers. The results also lean towards Jin and Jorion (2006) who 
find no significant premium of any form. Moreover, their samples only included firms 
from specific industries, thus the sample utilized in this thesis is broader. Overall, the 
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second hypothesis of hedging with foreign currency or commodity price derivatives re-
sulting in higher firm market values is rejected based on this evidence. 
The fourth hypothesis, stating that the usage of interest rate derivatives specifically is 
punished with negative value premium during the era of negative interest rates, can be 
examined in model 25 of Table 11. Model 26 shows a strong negative value premium of 
-16.68 % with a high level of statistical significance (1 %). This indicates that the negative 
value premium result for general hedgers is strongly driven by interest rate hedgers. The 
control variables do not differ from the general hedgers’ model apart from the statistical 
significance level of size. As stated above, hedging coverage is found to be negatively 
related with Tobin’s Q. Thus, larger interest rate derivative positions result in more neg-
ative firm market value premia. The results strongly suggest that there exists a negative 
value premium for interest rate hedgers, especially throughout the negative interest rates’ 
period as the majority part of the sample is composed of a period of negative interest rates 
(2016–2018). Moreover, the fourth hypothesis is thus accepted. 
Thus, it can be concluded that the results of statistically significant -14.94 % negative 
value premium for general hedgers may be strongly driven by interest rate derivative us-
ers as the IRD dummy variable coefficient indicated a highly statistically significant re-
lation with Tobin’s Q of -16.68 %, whereas the two other derivative user types’ results 
were much less extreme and statistically insignificant. All documented results from the 
univariate as well as multivariate analyses in this thesis contrast with most of the prior 
research which conclude a positive value premium for hedgers. The findings are instead 
in line with those few studies which conclude a negative value premium for hedgers.  
As discussed earlier, the commodity price hedger group highly overlaps with foreign 
currency and interest rate hedgers. In addition, the foreign currency hedger and interest 
rate hedger groups are partially overlapping as most hedgers listed in the NASDAQ OMX 
Helsinki stock exchange are using at least two of the three types of derivatives, especially 
interest rate derivatives being one type. Therefore, a distinct difference in value premia 
between all three types of derivative users is difficult to prove with the current data.  
In order to study the differences in hedging premia between different derivative user 
categories during the era of low and even negative interest rates, a larger international 
sample is needed as the current data from the NASDAQ OMX Helsinki listed firms in-
clude strong correlation between different type of users, indicating that hedgers tend to 
implement more than a single category of hedges as seen in the Table 4 and Figure 5 
statistics (see chapter 4.1.2).  
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6 SUMMARY AND CONCLUSIONS 
The objective of this study is to examine the usage of derivatives in Finnish listed non-
financial firms and to test whether a value premium can be found for derivative users. 
First, a theoretical background for derivatives is presented, presenting the main basic 
types of derivatives and theory behind their functions and pricing. Backgrounds on par-
ticipants in derivative markets and the markets’ development are also presented. Addi-
tionally, dangers of derivatives and risk management tools for derivatives are introduced. 
Next, the theorem of Modigliani and Miller (1958) concerning the indifference of the 
impact of derivatives’ usage on firm market value is presented. Following this, contra-
dicting implications of fresher studies are presented regarding imperfect markets’ effects 
on cash flow volatility reduction, underinvestment problem, tax convexity and financial 
distress costs all vouching for hedging being a value-adding function. Also, prior empir-
ical studies are presented. Most conclude that hedging results in higher firm market value 
premia. 
The objective of the thesis is to study four hypotheses related to firm market value and 
hedging. The first one is that hedging in general should be rewarded with higher market 
values. The second one is that especially foreign currency and commodity price deriva-
tives’ users should have higher market values than non-users. The third hypothesis states 
that higher relative size of the derivative position should be rewarded with higher firm 
market values. According to the fourth hypothesis, interest rate hedgers should be pun-
ished with a negative value premium during the period of negative interest rates. 
In the empirical section, firms are divided for univariate and multivariate tests to for-
eign currency hedgers, commodity price hedgers or interest rate hedgers. Firms are also 
classified as general hedgers should they use any of the derivative types, and non-hedgers 
in case no indication of using derivatives is observed from their financial statements. The 
total sample used in univariate and multivariate analyses include 537 firm-year observa-
tions from NASDAQ OMX Helsinki collected during the time period of 2014–2018. In 
addition, the impact of hedging coverage is tested by adding the size of firms’ nominal 
derivative position scaled by total assets as an additional control variable for multivariate 
regressions. 
This thesis provides results on the usage of derivatives and firm market value effect 
with fresh Finnish data. Moreover, the effect of negative interest rates environment can 
be observed as years 2016–2018 are included in the sample period. The hypotheses are 
tested by proxying firm market value with Tobin’s Q, following most previous studies. 
Mean and median differences in Tobin’s Q values are tested in univariate analyses be-
tween derivative user sub-categories during positive and more emphasized negative in-
terest rate periods. Control variables are added in multivariate analyses in order to control 
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for aspects which are known from previous studies to affect firm market value, including 
the less tested hedging coverage variable. 
The univariate and multivariate analyses indicate a negative value premium for general 
hedgers, including foreign currency, commodity price and interest rate hedgers. The neg-
ative effect is similar across positive and negative interest rate periods due to interest rates 
having been considerably low also during the positive interest rates sample period. Thus, 
significant differences in outcomes between the two time-windows are not expected.  
As shown by the univariate Student’s t-tests and Wilcoxon-Mann-Whitney tests, the 
negative premium exists throughout all hedger categories, although the effect seems to be 
driven by interest rate hedgers especially, as the negative premium is the most notable for 
interest rate hedgers. For all hedgers during the negative rates sample period the premium 
measured in mean (median) difference is -23.62 % (-10.07 %) being similar, but slightly 
less significant during the shorter positive interest rates sample period. For foreign cur-
rency hedgers the negative value premium effect is more significant during negative rates’ 
era at -23.62 % (-10.07 %). For commodity price hedgers the negative value premium 
effect is slightly more evident and significant during negative rates’ era at -25.63 % (-
8.72 %).  For interest rate hedgers the negative effect is the strongest and most significant 
out of all hedger types during the negative interest rates sample period at -29.65 % (-
15.44 %). The negative premium results across all hedger types are most significant dur-
ing negative rates’ era.  
In multivariate analyses pooled OLS regressions are computed for general hedgers, 
foreign currency hedgers, commodity price hedgers and interest rate hedgers separately. 
Control variables are added for size, growth opportunities, profitability, liquidity, lever-
age, interest expenses to revenue, access to financial markets, yearly dummy variables 
and hedging coverage. Approximately half of all control variables’ signs in the regression 
models are in line with expectations while the other half do not follow the expectations.  
A highly significant negative premium of -14.94 % is found for general hedgers. Thus, 
these findings indicate the rejection of the first and second hypothesis. However, when 
examined separately, foreign currency and commodity price hedgers exhibit only a small 
and insignificant negative relation in the multivariate models, -2.27 % and -3.31 % in 
respective order. Thus, it may be that the negative relations are strongly driven by solely 
interest rate hedgers as the derivative user sub-categories are partially overlapping, indi-
cating that the great majority of hedgers utilize more than one type of derivative.  
The third hypothesis cannot be accepted as hedging coverage has an unexpected sta-
tistically significant negative effect on firm market value by -16.68 % in the interest rate 
hedger model and an insignificant negative effect in other models. This indicates that as 
hedging with derivatives seems to cause negative value effects, a larger derivative posi-
tion further enhances that negative effect for interest rate hedgers. Moreover, support for 
accepting the fourth hypothesis is found from the univariate analysis as the negative value 
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premium for interest rate hedgers is found to be similar across the whole sample. This 
result is further confirmed with the multivariate analysis which indicates a highly signif-
icant -16.68 % value premium. 
Overall the results are in contrast to and show no support for the majority of previous 
findings which conclude a positive firm market value effect for hedging, e.g. Graham and 
Rogers (1999), Allayannis and Weston (2001), Pramborg (2004), Nelson et al. (2005), 
Carter et al. (2006), Belghitar et al. (2008), Bartram et al. (2011), Brunzell et al. (2011), 
Allayannis et al. (2012), Afza and Alam (2015) and Nova et al. (2015). The findings from 
the multivariate tests for foreign currency and commodity price hedgers individually lean 
towards Jin and Jorion (2006) and Ayturk et al. (2016) who find no evidence towards any 
form of value premium. However, the overall findings from univariate and multivariate 
tests are instead more in line with the research of e.g. Copeland and Joshi (1996), Jin and 
Jorion (2007), Nguyen and Faff (2007), Khediri and Folus (2010) and Naito and Laux 
(2011) which find a negative effect between the usage of derivatives and firm market 
value.  
Firms here are categorized into hedgers regardless of their level of hedging. However, 
hedging coverage control variable considers the position size. Hedging coverage was in-
significant for all other models apart from interest rate hedgers. In addition, the samples 
here overlap as hedgers tend to employ more than one type of hedge as seen in the deriv-
ative user statistics. Furthermore, factors like brand value and public image etc. are not 
included in the models as they are hard to measure and value. However, these factors still 
affect firm market valuations. Additionally, the global growth in gross domestic product 
after the financial crisis is a factor which may have increased firm market value globally 
during the sample period. The yearly dummy control variables indicate a positive relation 
with Tobin’s Q throughout all sample years, depicting the growth in overall valuation 
levels of the Finnish stock market across the sample period. With respect to the sample 
years, this study more strongly emphasizes the period of negative interest rates than pre-
vious studies. 
For further research testing especially interest rate hedgers and firm market value ef-
fects over the negative interest rates’ environment with an international sample, consid-
ering hedging coverage, could confirm these results. In addition, confirming the overall 
results with a fresh international sample could be of interest since the samples of hedgers 
in Finnish listed firms overlap. 
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