Abstract. Upper and lower bounds of rates of decay in time are studied for nonstationary Navier-Stokes flows in R n with the aid of Besov spaces in which the solutions exist for all time. It is shown that there is a Besov space, with norm k Á k, in which the solution uðtÞ satisfies the estimate 0 < c a kuðtÞk a c 0 for all t b 0 provided the initial velocity satisfies suitable moment conditions. Our argument is then applied to the analysis of flows with cyclic symmetry, introduced by Brandolese [3], and it is shown that these flows decay more rapidly in space and time than proved in [3] . However, the existence of a lower bound as mentioned above remains open for such flows.
Introduction and results
This paper continues the previous works [4, 8, 9, 11] on the asymptotic behavior as t ! y of nonstationary Navier-Stokes flows u ¼ ðu j Þ n j¼1 in R n , n b 2, which are governed by the integral equation:
uðtÞ ¼ e ÀtA a À ð t 0 e ÀðtÀsÞA P' Á ðu n uÞðsÞds; t b 0: ðIEÞ Here, ' ¼ ðq 1 ; . . . ; q n Þ, q j ¼ q=qx j , ' Á ðu n uÞ ¼ ð P j q j ðu j u k ÞÞ n k¼1 ; u ¼ ðu j Þ n j¼1 is unknown velocity and a ¼ ða j Þ n j¼1 is a given initial velocity, both of which are required to satisfy the divergence-free condition and P ¼ ðP jk Þ is the Fujita-Kato bounded projection onto the divergence-free vector fields. As shown in [4, 9] , the operator e ÀtA P'Á has the kernel function F l; jk ðx; tÞ ¼ q l E t ðxÞd jk þ ð y 0 q j q k q l E sþt ðxÞds; ð1:1Þ so that each component of the vector-valued function e ÀtA P' Á ðu n uÞ is written as ½e ÀtA P' Á ðu n uÞ j ¼ ð F l; jk ðx À y; tÞðu k u l Þð yÞdy; j ¼ 1; . . . ; n:
Hereafter, we employ the summation convention and integration with respect to the spatial variables will be performed over the whole space R n unless otherwise specified.
In [4, 8, 9, 10, 11] we studied asymptotic behavior as t ! y of weak and strong solutions u in various L q spaces, 1 a q a y, assuming that ð ð1 þ jyjÞjað yÞjdy < y; ð1:2Þ and proved, among others, the following result. (iv) Let n ¼ 3; 4 and let a satisfy Ð ð1 þ jyjÞ nÀ1 jaðyÞjdy < y and Ð ð1 þ jyjÞ n jaðyÞj 2 dy < y. Then there is a weak solution u which satisfies (1.6)
for 1 a q a 2 and m ¼ 1; . . . ; n À 1.
Assertions (i) and (iv) are proved in [4] , and assertion (ii) in [11] . Assertion (iii) was proved in [4] under more stringent conditions on a as employed in [9] . We show in Section 6 that these conditions can be relaxed to the form stated in (iii). See also [20] for (1.5) with k ¼ n þ 1. Results of [9] are reproduced in [10] under weaker assumptions on initial data a.
In this paper we extend the above results to those in the following function spaces:
1 a q a y; where _ B B s p; q stands for the homogeneous Besov spaces modulo polynomials ( [1, 17, 18] ). These spaces were employed in [8, 9] as an extrapolation of the scale of Banach spaces L q to q < 1. The norm of X q will be denoted by k Á k q .
Note that (see [3, 8] 
Combining (1.2) with the first condition of (1.8), we obtain (see Lemma 2.1 below) a A X n=ðnþ1Þ V X 1 : ð1:9Þ Furthermore, we can show that (see Lemma 2.1)
So, the results of [8] apply to deduce the upper bounds kuðtÞk q a c q ð1 þ tÞ Àðn=2Þð1þ1=nÀ1=qÞ n nþ1 a q a n ; c q t Àðn=2Þð1þ1=nÀ1=qÞ ðn < q a yÞ; ( ð1:11Þ for strong solutions; and kuðtÞk q a c q ð1 þ tÞ Àðn=2Þð1þ1=nÀ1=qÞ n n þ 1 a q a 2 ; ð1:11Þ 0 for weak solutions. (1.11) is due to [20] for q ¼ y and ð1:11Þ 0 is due to [19] for q ¼ 2. They were extended to n nþ1 a q in [8] . Our first main result is the following, which extends (i) and (ii) of Theorem 1.1 to smaller values of q. Estimate (1.12) shows in particular that 0 < c 0 a kuðtÞk n=ðnþ1Þ a c 1 for large t > 0;
if and only if a and u together satisfy (1.4). In particular, u is bounded and does not decay in X n=ðnþ1Þ whenever ð Ð y k a j ðyÞdyÞ 0 ð0Þ. We shall prove Theorem 1.2 in Section 3 after preparing necessary lemmas in Section 2. Our key result is Lemma 2.2, by which we can deduce (1.3) for n nþ1 a q < 1. Theorem 1.2 shows that we have to consider functions which do not satisfy (1.4) to find a class of flows with more rapid decay property. A class of such flows has recently been found by Brandolese [3] , and we next examine the decay properties of these flows in more detail, by systematically employing the spaces X q . Consider the velocity fields a satisfying ð ð1 þ jyjÞ 2 jaðyÞjdy < y; ð ð1 þ jyjÞ 2 jað yÞj 2 dy < y; ð1:13Þ a j is odd in y j and is even in y k for all k 0 j; ð1:14Þ and a 1 ðy 1 ; . . . ; y n Þ ¼ a 2 ðy n ; y 1 ; . . . ; y nÀ1 Þ ¼ Á Á Á ¼ a n ðy 2 ; . . . ; y n ; y 1 Þ: ð1:15Þ
We can directly verify that if a, u and v satisfy (1.14) and (1.15), so does the function wðx; tÞ ¼ e ÀtA a À ð t 0 e ÀðtÀsÞA P' Á ðu n vÞðsÞds:
So, the standard iteration method as given in [5, 6, 7, 12] yields a weak or strong solution u satisfying (1.14), (1.15) , and, moreover, ð ð1 þ jyjÞ 2 juðy; tÞj 2 dy a C for all t b 0 which follows from (1.13) (see [4, Appendix] or [16] ). Hereafter, up to the end of this section, by a strong solution we mean the solution given in Theorem 1.1 (iii); and a weak solution means the solution given in Theorem 1.1 (iv). Thus, our strong solutions satisfy (1.5), which was the starting point in [4] for deducing Theorem 1.1 (iii). Moreover, since n ¼ 3 or n ¼ 4 in Theorem 1.1 (iv), we may assume (see [6] or [12] ) that our weak solutions satisfy the strong energy inequality ð1:16Þ kuðtÞk
for s ¼ 0; a:e: s > 0 and all t b s:
In this paper we call a solution satisfying (1.14) and (1.15) a solution with cyclic symmetry. Direct calculation gives ð ðu k u l Þð y; tÞdy ¼ lðtÞd kl ; ð y j ðu k u l Þð y; tÞdy ¼ 0 ð1:17Þ if u is a solution with cyclic symmetry. Moreover, by (1.8) and (1.14) we get Ð y j a k ð yÞdy ¼ 0 for all j and k; so in view of (1.17), a and u do not satisfy (1.4 for all 1 a q a y; if u is a strong solution; for all 1 a q a 2; if u is a weak solution:
We shall extend (1.19) to the case of smaller q. Indeed, in Section 4 we prove the following, which is our second main result. (ii) The strong solution u given above satisfies juðx; tÞj a c k ð1 þ jxjÞ kÀnÀ3 ð1 þ tÞ
Àk=2
for all 0 a k a n þ 3: ð1:21Þ ð1:23Þ
Brandolese [3] shows the existence of a strong solution with cyclic symmetry such that kuðtÞk q a c q ð1 þ tÞ
Àðn=2Þð1þ2=nÀ1=qÞ
for all 1 a q a y;
juðx; tÞj a c k ð1 þ jxjÞ kÀnÀ2 ð1 þ tÞ
Àk=2
for all 0 a k a n þ 2:
ð1:24Þ
Our (1.20) and (1.21) extend (1.24) to the case q < 1 with improvement. The main di¤erence between the result of [3] and Theorem 1.3 is that [3] proves the existence of a cyclically symmetric strong solution with property (1.24), while Theorem 1.3 asserts that the weaker condition (1.5) and the cyclic symmetry together imply (1.21) provided that a A S. A divergence-free vector field a satisfying the assumption of Theorem 1.3 is constructed as follows. Choose b A S satisfying (1.14) and (1.15), whose Fourier transformb b vanishes identically near the origin. Then the vector field a ¼ ða 1 ; . . . ; a n Þ given by
is divergence-free, belongs to S, and satisfies (1.14), (1.15) and (1.18). To get a vector field b with properties described above, we have only to take a vector field c A S satisfying (1.14) and (1.15), multiply the Fourier transformĉ c by a smooth radial cuto¤ function which vanishes identically near the origin, and then take the inverse Fourier transform of the resulting vector field. Actually, the above construction gives divergence-free vector fields a such that ð y g að yÞdy ¼ 0 for every multi-index g: ð1:25Þ
At the end of Section 4, we will give a criterion that ensures the existence of the constant c q > 0 in (1.22 ) in the case where n ¼ 2 or n ¼ 3, assuming (1.25) for the initial velocity a. However, we do not know whether such solutions exist.
As is seen from the above discussion, study of Navier-Stokes flows with fast decay involves various cancellation properties of moments of functions. This is one reason for which the theory of the Besov spaces can be e¤ectively applied. Indeed, it is well known in Fourier analysis that the scale of Besov spaces is suitable for treating functions with such cancellation properties. Another reason for using the spaces (1.7) is that our argument heavily relies on the properties of spatial derivatives of the heat kernel. As will be shown in Section 2, these functions are e¤ectively treated in Besov spaces.
It is also possible to consider Navier-Stokes flows with fast decay possessing other kinds of symmetry. For example, [15] shows that if the space dimension is even, there exist solutions subject to spherical symmetry. The reader is referred to [14] for the decay properties of Navier-Stokes flows and related problems.
We conclude this paper with two appendices; in Section 5 we give a full proof of (4.6) and Section 6 deals with the existence of solutions treated in Theorem 1.1 (iii).
Preliminaries
We begin by proving (1.9) and (1.10). It su‰ces to show the following result. (
are bounded from _ B B and define c j ðxÞ ¼ 2 jn cð2 j xÞ, so thatĉ c j ðxÞ ¼ĉ cð2 Àj xÞ, for j A Z. We may assume 
See [1, 17, 18] for the details. The rescaled functions f l ðxÞ ¼ f ðx=lÞ, l > 0, then satisfy
When j < 0, we apply Taylor's formula to the function y 7 ! c j ðx À yÞ. Due to our assumption on f , we obtain
where
x cÞ j ðx À yyÞy g dy:
since a < 1. Estimate (2.1) now follows immediately. This proves (i).
y for all j, and since a < 1, it follows that
Hence, ½ f Àma; 1; 1 a c m; a ðk f k 1 þ ½ f Àm; 1; y Þ. We now insert f l ðxÞ ¼ f ðx=l 1=m Þ, l > 0, and apply (2.4) to get
Àj xÞ and so
with M M k the inverse Fourier transform of M k , and so kR k c j k 1 a M with M > 0 independent of j and k. On the other hand, the definition of c j and (2.3) together imply
Since R k are convolution operators, we see that
This implies the desired results. The proof of Lemma 2.1 is complete.
We next consider the functions 'E t , F l; jk and their derivatives in the spaces X q .
Lemma 2.2. Let m A N. Then ' m E t and ' mÀ1 F l; jk are in X q for all n nþm a q a y and satisfy
Proof. The functions ' m E t and ' mÀ1 F l; jk are of the form ÀtA at t ¼ 1. Since P ¼ I þ R n R with R ¼ ðR 1 ; . . . ; R n Þ the Riesz transforms, Lemma 2.1 (iii) implies that K ¼ ' mÀ1 F ðÁ ; 1Þ are in X n=ðnþmÞ . We easily see by direct calculation that the functions K are bounded and integrable on R n . So, (2.5) is deduced from Lemma 2.1 (ii). The result now follows from (2.4) and the corresponding scaling property of L q -norms. This proves Lemma 2.2.
The following lemma will be e¤ectively applied in the subsequent sections.
n nþm a q a y, and let K satisfy (2.5). Then, lim
Proof. We use the relation
Since 'K A X q for all n nþmþ1 a q a y, and since k'KðÁ À yt
as t ! y. This shows (2.6), and the proof is complete. Consider next the nonlinear term of (IE), which is written componentwise as 
It is easy to see that Observe that j t is bounded and Lemma 2.3 shows j t ðy; sÞ ! 0 as t ! y for fixed s and y. Therefore, the dominated convergence theorem gives lim 
Combining this with (3.1) completes the proof of assertion (i).
To prove assertion (ii), recall that condition (1. 
ð3:10Þ
Now, suppose that (1.4) holds, and so (3.10) is valid. Direct calculation then gives
Here we let t ! y and apply (1.3) to get, by (3.10),
Thus, (1.11) or ð1:11Þ 0 implies (1.12). Conversely, suppose (1.12) holds. Since 
Flows with cyclic symmetry
In this section we first prove Theorem 1.3. We then discuss the problem of finding a lower bound of rate of decay for these flows. As will be described below, it is reasonable to expect that the flows treated in Theorem 1.3 never decays in X n=ðnþ3Þ . However, our consideration is incomplete and so we cannot yet give a definitive answer to this question.
Recall that a strong solution means a solution given in Theorem 1.1 (iii), and a weak solution is that given in Theorem 1.1 (iv). We begin by preparing When u is a weak solution, we know Ð jyj n juð y; sÞj 2 dy a C (see [4, Appendix] or [16] We next consider
By (1.17), we see that
ð ½F l; jk ðx À y; t À sÞ À F l; jk ðx; t À sÞðu k u l Þð y; sÞdyds
ð ½F l; jl ðx À y; t À sÞ À F l; jl ðx; t À sÞu But, from (1.1) it follows that
and so
ð ½F l; jk ðx À y; t À sÞ À F l; jk ðx; t À sÞðu k u l Þð y; sÞdyds:
Applying the second property of (1.17) gives, by Taylor's formula, for all n n þ 3 a q a 2; if u is a weak solution:
Our proof of ð4:6Þ for q ¼ 2 uses (1.16) and (1.19) , and it will be given in Section 5. Similarly, the term I 1 is written as
x F l; jk Þðx; tÞ
so that 
We next rewrite J 0 1 as
x F l; jk Þðx; t À stÞsy g ðu k u l Þð y; sÞdydsdt:
a q a y, we get by Combining (4.2), (4.9) and (4.10) gives kuðtÞk q a ke ÀtA ak q þ kwðtÞ þ g t k q þ kg t k q a c q t
Àðn=2Þð1þ3=nÀ1=qÞ
for appropriate values of q. Since kuðtÞk q is bounded in t > 0, the proof of (i) is complete.
(ii) We systematically apply Lemma 4.2. Let
F ðt À sÞ Ã ðu n uÞðsÞds 1 e ÀtA a þ wðtÞ:
In view of (1.20) with q ¼ y, we need only show that jðe ÀtA aÞðxÞj a cð1 þ jxjÞ ÀnÀ3 and jwðx; tÞj a cð1 þ jxjÞ ÀnÀ3 to deduce (1.21). Since juj and je ÀtA aj are bounded in x and t, so is jwðtÞj. Therefore, in what follows we always assume jxj > 1. Now,
Since a is in S,
jað yÞj a cð1 þ jxjÞ ÀN for all N > 0:
We next invoke (1.8), (1.14), (1.15), (1.18) and Taylor's formula to get
We easily see that
ð1 þ jyjÞ ÀNÀnÀ1 dy a cjxj ÀnÀN for all N > 0; and, since jx À yyj ! jxj À jyj > jxj=2 whenever j yj < jxj=2, it follows that
Hence jðe ÀtA aÞðxÞj a cð1 þ jxjÞ ÀnÀ3 : ð4:11Þ
Consider next
Since our strong solutions are those given by Theorem 1.1 (iii), they satisfy (1.5), i.e.,
On the other hand, we see by Taylor's formula, (1.17) and (4.3) that
½F l; jk ðx; t À sÞ À ðq m F l; jk Þðx; t À sÞy m ðu k u l Þð y; sÞdyds
ðq m F l; jk Þðx; t À sÞy m ðu k u l Þð y; sÞdyds 
for 0 a k a n þ 3 and e > 0:
Using this with su‰ciently small e > 0, we again estimate I This implies that (1.21) holds also in case n ¼ 2.
(iii) As in the proof of (ii), we get
as t ! y. Combining this with (4.10) and (4.8), and noting that we can deduce (iii) as in the proof of Theorem 1.2 (ii). The proof of Theorem 1.3 is complete.
Remark. Suppose a A S satisfies (1.14), (1.15) and (1.25), and so ke ÀtA ak q ¼ oðt ÀM Þ for all M > 0 as t ! y; and let u be the corresponding strong solution treated in Theorem 1.3. Then, Theorem 1.3 (iii) shows that t ðn=2Þð1þ3=nÀ1=qÞ kuðtÞk q b c q > 0 for large t > 0 if and only if g t 2 0 for some t > 0, where g t is the function given in (4.8) .
Concerning this, we can show the following: consider Using (1.15) for u, we easily see that A ¼ A jj is independent of j. Furthermore, we always have
; and we readily see that condition g t 1 0 implies
Conversely, (4.14) implies g t 1 0 for all t > 0. Suppose next n ¼ 3. Due to (1.15) for u and the symmetry of D jk , we always have D 1 D jk . Furthermore, if g t 1 0, then B jk ¼ B kj . Thus, (1.15) for u implies B jk 1 B. We can then deduce (4.14) by direct calculation. Conversely, one can directly show that if n ¼ 3, if B ¼ B jk are independent of j and k, and if A, B and D satisfy (4.14), then g t 1 0 for all t > 0. We thus conclude that g t 2 0 if and only if (4.14) breaks down, or n ¼ 3 and B jk is nonsymmetric.
Appendix A: Proof of (4.6)
We give a full proof of (4.6) in case q ¼ 2 for weak solutions u given in Theorem 1.3 satisfying the strong energy inequality (1.16). The basic idea is due to [2, 5, 13] . Recall that
Bearing this in mind, we consider for 0 < t < t the function v ¼ ðv 1 ; . . . ; v n Þ with v j ðtÞ ¼ À ð t t F l; jk ðt À sÞ Ã ðu k u l ÞðsÞds ¼ u j ðtÞ À E tÀt Ã u j ðtÞ:
The function u 0 j ðtÞ ¼ E tÀt Ã u j ðtÞ ¼ e ÀðtÀtÞA u j ðtÞ satisfies 6. Appendix B: On the existence of solutions given in Theorem 1.1 (iii)
The strong solutions treated in Theorem 1.1 (iii) were obtained in [9] under more stringent assumptions on a. Moreover, in deducing relevant estimates, the method of [9] employs the Hardy space theory. Here we show that such solutions are obtained under the (weaker) assumptions on a given in Theorem 1.1 (iii) without appealing to the Hardy space theory.
We begin by establishing the following
for all 0 a k a n þ 1 with c > 0 independent of k, C 0 and C 1 .
Proof. Observe first that jðe ÀtA aÞðxÞj is bounded in x and t > 0; indeed, jðe ÀtA aÞðxÞj a kak y a C 0 . So, we assume jxj > 1 in estimating jðe ÀtA aÞðxÞj with respect to x, and t > 1 in estimating the same function with respect to t. Our condition on a implies (1. On the other hand, let
We easily see that Hence jI 2 j a cðC 0 þ C 1 Þjxj ÀnÀ1 . Combining this with (6.4) gives jðe ÀtA aÞðxÞj a cðC 0 þ C 1 Þjxj ÀnÀ1 : ð6:5Þ By (6.3) and (6.5), we get (6.1). This proves Lemma 6.1. Now that we have proved (6.1), the argument of [9] ensures the existence of a strong solution u with the initial value a satisfying (1.5), i.e., juðx; tÞj a c k ð1 þ jxjÞ kÀnÀ1 ð1 þ tÞ
Àk=2
for all 0 a k a n þ 1; ð6:6Þ if C 0 þ C 1 in (6.1) is su‰ciently small. In [9] we proved (6.6), but the proof of [9] uses the theory of Hardy spaces in dealing with the case k ¼ n þ 1. Here we give an elementary proof of (6.6). As in [9] , the crucial step is to show that if u and v satisfy (6.6), so does the function wðx; tÞ ¼ À which shows the boundedness of jwðx; tÞj. So, we assume that jxj > 1 in estimating jwðx; tÞj with respect to x, and that t > 1 in estimating jwðx; tÞj with respect to t. This proves (6.6) for w with k ¼ 0. We can now apply the fixed-point argument as in [9] to find a strong solution u of (IE) satisfying (6.6) when C 0 þ C 1 in (6.1) is su‰ciently small. Let a strong solution u satisfy (6.6). Take k ¼ 1 and then k ¼ n þ 1 in (6.6), to obtain kuðsÞk 1; w a cð1 þ sÞ À1=2 ; kuðsÞk y a cð1 þ sÞ Àðnþ1Þ=2 ;
where k Á k 1; w is the quasi-norm of the weak L 1 -space L 
