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INTRODUCTION
The nonlinear IPMC-based actuator is belonged [1] [2] [3] [4] . Bar-Cohen et al. characterized the electromechanical properties of IPMC [5] . An empirical control model by Kanno et al. was developed and optimized with curve-fit routines based on open-loop step responses with three stages, i.e., electrical, stress generation, and mechanical stages [6] [7] [8] . Feedback compensators were designed using a similar model in a cantilever configuration to study its open-loop and closed-loop behaviors [9] [10] .
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Damping of the ionic polymer actuator in air is much lower than that in water. Feedback control is necessary to decrease the response time of an ionic-polymer actuator to a step change in the applied electric field and to reduce overshoot. The position control of the IPMC was investigated by using a linear quadratic regulator (LQR) [12] , a PID controller with impedance control [11] , and a lead-lag compensator [9] [10] . Lots of advanced control algorithms have been developed for IPMC actuator in order to apply them in variety of the industrial and marine applications [13] [14] [15] [16] [17] [18] [19] .
Up to now, the robust-adaptive control approaches combining conventional methods with new learning techniques are realized. During the last decade several neural network models and learning schemes have been applied to offline and online learning of actuator dynamics. Ahn and Anh in [20] have successfully optimized a NARX fuzzy model of the highly nonlinear actuator using genetic algorithm. These authors in [21] 
PROPOSED INVERSE FUZZY NARX MODEL OF NONLINEAR IPMC SYSTEM
Proposed inverse fuzzy NARX model of the IPMC actuator system
The proposed IFN model of the highly nonlinear IPMC system presented in this paper is improved by combining the approximating capability of the fuzzy system with the powerful predictive and adaptive potentiality of the nonlinear NARX structure. The resulting model establishes a nonlinear relationship between the past inputs and outputs and the predicted output, while the system prediction output is a combination of the system output produced by the real inputs and the historical behaviors of the system. This can be expressed as:
Here, na and nb are the maximum lag considered for the output and input terms, respectively, nd is the discrete dead time, and f represents the mapping of the fuzzy model. 
The fj(q(k)) consequent function contains all the
In the simplest case, the NARX type zero-order fuzzy model (singleton or Sugeno fuzzy model which isn't applied in this paper) is formulated by the simple rule consequents:
with zi(k), i=1...n is the element of the Z(k) regressor containing all of the inputs of the IPMC IFN model: 
MPSO-based IPMC IFN Model Identification
The problem of modeling the nonlinear and dynamic system always attracts the attention of researcher. Some research has been published using a fuzzy model based on expert knowledge [24] [25] [26] [27] [28] [29] [30] . Unfortunately the resulting fuzzy model was often too complex to be applied in practice and thus only simulation was carried out. value (see Equation (7)) in order to identify and optimize parameters of the proposed IPMC IFN model. 
PSO ALGORITHM FOR NARX FUZZY MODEL IDENTIFICATION
PSO is a population-based optimization method first proposed by Eberhart and colleagues [32] . 
The index of best particle among all of the particles in the group in the d-dimensional space is gbestd. The velocity for particle i is represented as In recent years, the PSO has continued to be improved upon and has been applied successfully to identify and optimize different nonlinear, dynamic systems [33] [34] . However the inappropriate choice of operators and parameters used in PSO process makes the PSO susceptible to premature convergence. 
MPSO-BASED INVERSE FUZZY NARX MODEL IDENTIFICATION TECHNIQUE
Assumptions and Constraints
The first assumption is that symmetrical membership functions about the y-axis will unity, it is a member of no other sets.
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Using these constraints the design of the IMNF model's input and output membership functions can be described using two parameters which include the number of membership functions and the positioning of the triangle apexes.
Spacing parameter
The 
Designing the rule base
In addition to specifying the membership functions, the rule-base also needs to be designed. Cheong's idea was applied [34] . In 
Parameter encoding
To run a MPSO, suitable encoding needs to be carefully completed for each of the parameters and bounds. For this task the parameters given in Table 1 
IDENTIFICATION RESULTS
In general, the procedure which must be executed when attempting to identify a dynamical system consists of four basic steps. to use for the MPSO-based optimization and identification process is calculated maximally based on Equation (7).
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The estimation result is presented in Fig 2  2  2  2  2  2  2  2   3  2  2  2  2  2  2  2   4  3  3  3  3  3  3  3   5  3  3  3  3  3  3  3   6  3  3  3  3  3 Finally, Table 2 
