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ABSTRACT 
 
Multilayered metals have been shown to display unusual strength as compared to bulk 
materials because interfaces act as barriers to slip transmission.  Results from atomistic studies of 
mechanical properties of material interfaces can be combined with continuum mechanics 
approaches to simulate experiments involving dynamic impact of layered structures.  Recent 
technological advances have allowed for the use of high-powered lasers to create strain rates 
above 7 110  s .  However, experimental data of impact tests at these ultra-high rates is still 
sparse, so the behavior of materials at these high strain rates is not well-understood. 
The goal of this study is to understand the mechanical response of multilayered structures 
at high strain rates through using constitutive models for the characterization of the layer bulk 
material and interface response to strain.  Two dislocation-based constitutive models are 
proposed and implemented into dynamic simulations using finite element analysis.  The Gilman 
model characterizes plastic flow as a function of mobile dislocation density and accounts for 
dislocation generation and movement.  The characteristics of this model in the context of 
dynamic impact are investigated, and a modification is made to the model to increase its range of 
applicability and its usefulness in monitoring dislocation density.  The Estrin two-parameter 
model characterizes plastic flow as a function of mobile dislocation density and forest 
dislocation density and includes constants accounting for dislocation generation, annihilation, 
movement, and trapping.  While this model was designed for creep applications, its thorough 
characterization of dislocation-based phenomena may make it viable for characterizing material 
behavior at high strain rates.  A study is performed on the Estrin model constants in order to be 
able to calibrate the model with experimental data. 
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Lastly, a method of modeling material interfaces through finite element analysis is 
presented.  Dynamic impact simulations are performed on multilayered structures in order to 
investigate the effect of interfaces on deformation processes and dislocation interactions.  The 
interface is treated as a cohesive region using cohesive elements governed by a traction-
separation law.  A characteristic length is ascribed to the interface, and a greater length is shown 
to correspond to increased dislocation buildup close to the interface.  The effect of bulk layer 
thickness on dynamic response is investigated.  Structures with thinner layers are shown to have 
greater dislocation buildup close to the site of impact. 
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CHAPTER 1: INTRODUCTION 
 
1.1 Research Overview 
 
 Multilayered metals have been shown to display unusual strength as compared to bulk 
materials because of the strengthening effects of material interfaces [1].  These interfaces are 
believed to act as barriers for dislocation motion and transmission [2, 3]. As layer size decreases, 
the hardness of the multilayered structure increases until a certain minimum layer thickness is 
reached [4].  However, little is known about how deformation processes interact with interfaces, 
particularly at the nanoscale.  Because multilayered structures display high strength, they can be 
useful for applications in which high stresses and high strain rates are encountered.  However, 
due to a lack of a systematic set of experimental data for a range of material systems, the 
behavior of materials at strain rates exceeding 7 110  s  is not well-understood. 
 The goal of this research is to develop a constitutive model for high strain rate impact and 
implement it into finite element analysis, and then incorporate material interfaces into the 
analyses to investigate their effects on deformation processes.  This research is one component of 
a larger project aimed to understand the behavior of nanolayered materials under high and ultra-
high strain rates.  This study involves the creation of nanolayered materials, impacting the 
specimens using a Split Hopkinson Pressure Bar or high-powered laser pulse, and post-mortem 
microscopy to study structural changes caused by the strain.  These experimental data provide a 
baseline to which the model presented here can be calibrated.  After calibration, the model can be 
used to predict future outcomes, especially in situations such as ultra-high strain rate impact that 
are difficult to create in an experimental environment. 
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1.2 High Strain Rate Impact 
 
 Recently, techniques have been developed to create strain rates above 7 110  s  through the 
use of high-powered lasers [5].  These lasers, when fired at a material, ablate a portion of the 
material, turning it almost instantaneously into plasma.  The ablation results in a severe thermal 
shock that is sent through the material as a stress wave.  Several constitutive models have been 
developed to characterize elastoplastic behavior at ultra-high strain rates [6-13].  Colvin, et al. 
[14] have suggested the use of a plasticity model by Gilman [15, 16] in characterizing the ultra-
high strain rate impact of iron.  This model characterizes plasticity as a result of dislocation 
generation and movement. 
 While the Gilman model accounts for mobile dislocations, it does not involve parameters 
for other dislocation-based phenomena such as annihilation and trapping.  A model developed by 
Estrin [17-19] and further elaborated by Kubin [20] accounts for these factors and has been used 
to describe creep in copper [21] and aluminum [17].  However, it is possible that this model may 
also be applicable to much higher strain rates because of its thorough characterization of 
dislocation interactions. 
 
1.3 Interfaces and Multilayered Metals 
  
 Nanolayered structures have been studied extensively [1, 22-28], but there remains a gap 
in understanding of how the presence of interfaces affect deformation processes, especially at the 
nanoscale. Figure 1.1 shows an SEM image (taken by Benjamin Eftink, Prof. I. Robertson 
Group, Department of Materials Science & Engineering, University of Illinois) of a cast Cu-Ag 
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eutectic alloy created at Los Alamos National Laboratory (Dr. Amit Misra).  This alloy has a 
microstructure containing randomly oriented nanolayers, which can be seen in the image as light-
colored bands (representing copper) and dark-colored bands (representing silver) clustered into 
groups of similar orientation.  Characterization of the mechanical properties of material 
interfaces has been performed largely using atomistic studies [29-31] and theoretical calculations 
[32, 33].  Insights gained from such results can be combined with continuum mechanics 
approaches in order to simulate experiments involving dynamic impact of layered structures at 
these small length and time scales.   
 
1.4 Structure of the Thesis 
 
 The thesis is divided into the following sections.  Chapter 2 discusses the continuum 
mechanical approach as implemented into finite element analysis when combined with the 
plasticity models suggested by Gilman and Estrin.  This chapter is broken up into several 
sections.  Section 2.1 briefly discusses the elastoplastic constitutive relations in a continuum 
framework.  Section 2.2 covers the theory and simulation based on the Gilman model.  In 
Section 2.3, a modification to the Gilman model is proposed and evaluated.  Section 2.4 goes 
over the theory and simulation of the Estrin two-parameter model.  In Chapter 3, interfaces are 
introduced into the finite element simulations, and the effects of the interfaces are discussed. 
4 
 
1.5 Figures 
 
 
Figure 1.1: SEM image of a Cu-Ag nanolayered structure, where the dark lines represent silver 
and the light lines represent copper.  (Credit: Benjamin Eftink, Prof. I. Robertson Group, 
Department of Materials Science & Engineering, University of Illinois) 
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CHAPTER 2: MODELING AND SIMULATION OF HIGH STRAIN RATE IMPACT 
 
2.1 Gilman Model 
 
2.1.1 Introduction and Theory 
 
 The Gilman model [15, 16] characterizes plasticity as a function of flow stress, which is 
defined as the stress above a certain initial yield stress.  The flow stress is characterized as an 
agent for dislocation generation and motion.  In the Gilman model, a fraction of the total 
dislocations are considered to be “mobile dislocations,” which move as a result of the action of 
the flow stress, while the other “immobile dislocations” do not, due to phenomena such as 
interactions with other dislocations or emission through a surface [15].  This mobile dislocation 
fraction changes as the dislocations move around and as additional dislocations are generated.  
Plastic strain in the material results from the generation and motion of these mobile dislocations. 
 Considering only mobile dislocations in initiating and maintaining plastic flow the 
Orowan equation gives, 
 p
mbv  , (2.1) 
where 
p  is the equivalent plastic strain rate, b  is the Burgers vector, v  is the mean dislocation 
velocity, and m  is the mobile dislocation density.  Experimental studies [34] suggest that 
 v    (2.2) 
where   is the total dislocation density and   is a coefficient.  We define the dislocation 
density multiplication coefficient M  as M b .  Then, (2.2) becomes 
 bMv  . (2.3) 
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 As the material undergoes straining, some of the dislocations will lose mobility due to 
interactions with other dislocations.  Defining the mobile dislocation fraction as 
 mf


 , (2.4) 
Gilman suggests the relationship 
 df fd    (2.5) 
where   is a coefficient, because the decrease in f should be proportional to the increase in the 
total dislocation density due to the presence of more interactions between dislocations.   
Additionally, the decrease in f  is also dependent on the instantaneous mobile dislocation 
fraction because a change in the fraction results in dislocation motion.  Gilman assumes that the 
dependence is linear [15].  As stress increases, any given interaction between dislocations 
decreases, so the coefficient   should depend inversely on flow stress.  Therefore,   can be 
expressed as H  , where H  is the hardening coefficient and   is the flow stress, defined to 
be the stress above the initial yield stress.  Hence, 
  0max , 0e    , (2.6) 
where e  is the equivalent stress and 0  is the initial yield stress of the material under uniaxial 
tension.  Then, (2.5) can be written as 
 
H
f f
M


  . (2.7) 
The mean dislocation velocity can be expressed as 
 0 exp
D
v v

 
  
 
, (2.8) 
where 0v  is the limiting dislocation velocity and D  is the characteristic dislocation drag stress. 
 For m  , (2.1) and (2.3) can be combined and integrated to obtain 
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 0
pM    , (2.9) 
where 0  is the initial dislocation density.  Then, combining (2.1), (2.4), (2.7), (2.8), and (2.9) 
gives 
  0 0 exp
p
p p D Hbv M

  

 
   
 
. (2.10) 
Note that this equation only applies when there is plastic flow ( 0  ).  Otherwise 0p  . 
 By using the form 
 p
mb   (2.11) 
of the Orowan equation instead of the differential form (2.1), where p  is the equivalent plastic 
strain, b  is the Burgers vector,  is the mean dislocation displacement, and m  is the mobile 
dislocation density, differentiation with respect to time while keeping both  and m  variable 
yields 
 p
m mbv b    . (2.12) 
Combining this equation with (2.3) and integrating assuming m  , 
 0
1
pM
b M
  
 
   
 
. (2.13) 
Thus, by defining M  as 
 
1
M
M
b M


, (2.14) 
equation (2.10) can still be obtained in the same fashion described above.  So, 
  0 0 exp
p
p p D Hbv M

  

 
   
 
. (2.15) 
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This equation is equivalent to using equation (2.10) for an adjusted value of M , which can be a 
measure of the dislocation free path, i.e. grain size. 
 A 3-D constitutive model can be constructed next by assuming a homogeneous and 
isotropic material, with linear elasticity and normality for plasticity.  For infinitesimal strains, 
 e p ε ε ε , (2.16) 
 : ,e eσ C ε  (2.17) 
 p pε N , (2.18) 
where ε  is the strain rate tensor, with elastic component eε  and plastic component pε , σ  is the 
stress rate tensor, eC  is the elastic stiffness tensor, 
p  is the equivalent plastic strain rate defined 
as 
 
2
:
3
p p p  ε ε , (2.19) 
and 
 
3
2 e

σ'
N , (2.20) 
where the stress deviator σ'  is given by 
 
1
3
kk σ' σ δ , (2.21) 
kk  is the trace of the stress tensor, δ  is the second-order identity tensor, and the equivalent 
stress 
e  is given by 
 
3
:
2
e  σ' σ' . (2.22) 
Please see Appendix A for more information on the elastoplastic constitutive equations. 
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2.1.2 Quasi-static Simulations 
 
 To explore the constitutive model presented in the previous subsection under quasi-static 
uniaxial tension, the constitutive equations were integrated implicitly, and then implemented in 
Abaqus using a user-defined material subroutine.  Given the solution at a material point 
(integration station) at time 
nt , including the equivalent plastic strain 
p
n  and the stress tensor nσ  
along with the strain increment ε , one can implicitly determine the value of the variables 
1
p
n   
and 1nσ  at time 1nt   through an iterative scheme.  These are then passed onto the “outer” loop, 
which iteratively satisfies the equilibrium equations 1nσ  at time 1nt  .  The details of the 
integration can be found in Appendix B. 
 To obtain the macroscopic stress-strain curve of AISI 1018 steel, this model was 
implemented in a finite element framework in Abaqus, with the material model implemented 
through the user subroutine UMAT.  Please see Appendix D for more information on UMAT.  
Uniaxial compression of an AISI 1018 cylinder was simulated by imposing displacement 
boundary conditions on opposite ends of a single rectangular axisymmetric element (Figure 2.1) 
with the material properties listed in Table 2.1.  Stress-strain curves were obtained for the 
material at various strain rates (Figure 2.2).  The key characteristics of the model as evidenced 
from the stress-strain curves are a region of elasticity, followed by an overshoot of the yield 
stress, and finally a relaxation of the flow stress as plasticity evolves.  The overshoot can be 
attributed to dislocation multiplication, and the relaxation can be attributed to dislocation motion.  
Additionally, the model exhibits increased strength as strain rate increases.  For increased strain 
rate, the overshoot of the yield stress increases, essentially keeping the material in the elastic 
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regime for a higher strain.  Additionally, at higher strain rates, the stress in the material at high 
strains – after the material relaxes – is increased. 
 The response of the material after yield is also dependent on the ratio between the 
hardening coefficient H  and dislocation drag stress D , as shown by Gillis and Gilman [35].  To 
verify that the model used in this study achieves this result, uniaxial tension simulations were 
carried with various values of the ratio H D  by varying the value of H  while keeping D  
constant (Figure 2.3).  After yield, the material relaxes before approaching a nearly constant 
tangent modulus.  When H D  is very small, this tangent modulus is nearly zero, and as H D  
approaches infinity, the tangent modulus approaches the Young’s modulus of the material.  Thus,  
H D  can be regarded as a parameter that is proportional to the tangent modulus of the material 
at high strain. 
In order to reproduce a result by Colvin et al. [14], a uniaxial compression simulation was 
performed under one-dimensional strain conditions.  That is, the sides of the cylinder were 
confined.  The constraint prevents the cylinder from expanding in the radial direction during 
compression, which increases the stress in the cylinder.  Figure 2.4 shows the stress-strain curves 
that result from this simulation, which agree with the result obtained by Colvin et al.  The stress 
in the axial direction increases linearly, and decreases slightly in slope after yield.  Similarly, the 
stress in the radial direction increases linearly, with a lower slope than the axial stress, before 
changing to a higher slope after yield.  Even after yield, the stresses continue to increase linearly 
because of the incompressibility condition of plasticity.  Figure 2.4 also shows the shear stress, 
or equivalent stress, which more closely resembles the stress-strain curve in Figure 2.2.  This 
result is important because plasticity is governed by shear stress.  The flow stress is obtained by 
subtracting the yield stress 0  from the equivalent stress and is shown as a function of strain in 
11 
 
Figure 2.5.  This flow stress dictates the plastic flow of the material (see Eq. 2.15).  From the 
plot, an initial spike in flow stress can be seen, followed by relaxation. 
The results obtained here demonstrate that the Gilman model is characterized by an 
elastic regime with a purely linear response at low strain, an overshoot in flow stress after initial 
yield, and a relaxation of the flow stress as strain increases. 
 
2.1.3 Dynamic Simulations 
 
 For simulations of dynamic impact of AISI 1018 steel, the constitutive equations were 
integrated explicitly, with the material model implemented through the user subroutine VUMAT.  
Please see Appendix D for more information on VUMAT.  Given the material state at time nt , 
including the equivalent plastic strain pn  and the stress tensor nσ , along with a strain increment 
ε , the values of 1
p
n   and 1nσ  at time 1nt   can immediately be determined through explicit 
integration.   The details of the integration can be found in Appendix C. 
 Dynamic simulations were performed to recreate a plate impact experiment under one-
dimensional strain conditions, obtaining time-dependent data as done by Gilman [12].  A model 
was created to simulate high-speed impact of a cylindrical flyer on a cylindrical specimen using 
axisymmetric elements (Figure 2.6).  Both the flyer and specimen were modeled as AISI 1018 
steel cylinders with radius 12.0 mm.  The flyer was of length 6.0 mm and the specimen was of 
length 12.0 mm, and the flyer hit the initially stationary specimen with an initial velocity of 100 
m/s. 
 From the simulations, a time history of the velocity at the back face of the specimen 
could be obtained.  This result is important because in an experimental setup, the velocity at the 
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back face of the specimen – as determined through laser interferometry – is often the only 
physically obtainable piece of data.  However, unlike the experiments, simulations can also give 
data inside the specimen, so position-dependent profiles can be obtained.  These profiles show 
the characteristics of the stress wave as it propagates through the material more clearly than the 
back face velocity does. 
 A mesh study was first performed to determine a mesh resolution for which the resulting 
data had a sufficiently high precision.  The back face velocity time history was obtained for the 
setup described above, and various mesh resolutions for the specimen.  Figure 2.7 shows results 
for 25 x 50 (1250 element), 100 x 200 (20000 element), 200 x 400 (80000 element), and 400 x 
800 (320000 element) meshes.  The improvement in the results from using the 320000 element 
mesh instead of the 80000 element mesh was negligible, so the 80000 element mesh was used 
for the following simulations.   
 As the element size decreases, so must the time increment in finite element analysis, in 
order to ensure stability.  In order to satisfy the stability criterion, the time increment must satisfy 
 min
d
L
t
c
  , (2.23) 
where t  is the time increment, minL  is the minimum element length, and dc  is the dilatational 
wave speed given by 
 
2
dC
d
 
 , (2.24) 
where   and   are the Lamé parameters and d  is the density of the material.  This criterion 
must be satisfied because the dilatational wave must not traverse more than one element within a 
single time step. 
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 Additional simulations were performed in which the velocity initial condition on the flyer 
was replaced with an equivalent traction initial boundary condition on the front face of the 
specimen.  This substitution was done for two primary reasons.  First, the elimination of the flyer 
from the simulation saves computing time.  Second, high-power laser impact is modeled through 
a traction initial boundary condition, as it creates a stress pulse that can be deduced through 
experiment.  These additional studies use a stress pulse that simulates plate impact for the given 
geometry, but the pulse can be exchanged for any other stress pulse, including one that simulates 
laser impact. 
 To create the stress pulse simulating plate impact, from the plate impact simulation at a 
layer speed of 100 m/s the axial stress time history at the front face of the specimen was found.  
From this result, the stress pulse was approximated as a trapezoidal wave of magnitude 2.05 GPa 
and duration 2.1 s , with the ascending and descending slopes very high, so that the peak stress 
is reached almost instantaneously (Figure 2.8).  The magnitude of the pulse depends on the 
velocity of the flyer, and as shown in Figure 2.8, is determined by matching the result of the 
plate impact simulation.  The duration of the pulse depends on the length of the flyer.  Note that 
the shape of the pulse is independent of the length of the specimen.  When a right traveling flyer 
hits a stationary specimen, a right traveling wave is sent through the specimen, and a left 
traveling wave is sent through the flyer.  If the material of the flyer and specimen are the same, 
these two waves are opposite and equal, as suggested by Newton’s Third Law.  The left traveling 
wave in the flyer is compressive, and once it reaches the traction-free back face of the flyer, it 
reflects and turns into a tensile wave.  This wave travels back to the front face of the flyer, which 
is still in contact with the specimen.  As the wave hits the front face, it pushes the specimen 
away, since the wave is tensile.  Thus, the duration of the stress pulse initiated by plate impact is 
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equivalent to the time required for the stress wave to pass through the flyer, reflect off its back 
face, then reach the front face again.  As seen in Figure 2.8, the stress drops sharply after 
approximately 2.1 s .  For simplicity, the results after this time are ignored in creating the stress 
pulse because that residual stress is a result of internal reflection of the elastoplastic stress wave 
in the flyer and is not part of the energy initially transmitted to the specimen. 
 After determining the stress pulse to be used to simulate plate impact, the flyer was 
removed from the simulation and was replaced with the stress pulse as a traction initial boundary 
condition on the front face of the specimen (Figure 2.9).  As the pulse propagates through the 
specimen, two velocities characteristic of the elastic wave are evident, along with effects of 
plasticity in slowing down the wave and dissipating energy.  For the elastic wave, the 
longitudinal velocity is represented by the dilatational wave speed given by equation (2.24).  
This velocity characterizes the pressure wave.  The velocity of the elastic shear wave is given by
 
 tC
d

  (2.25) 
For AISI 1018 steel, the velocity of the pressure wave is 5900 m/s and the velocity of the shear 
wave is 3100 m/s, based on the data in Table 2.1. 
 Figure 2.10 shows the time history of the back face velocity of the specimen under the 
given stress pulse.  For a 12 mm long specimen, it takes 2.03 s  for the pressure wave to reach 
the back face.  Before that time, the back face remains stationary.  As the pressure wave reaches 
the back face, the velocity sharply increases.  For a pure elastic wave, the velocity at the back 
face is expected to reach 100 m/s.  This theoretical velocity is a result of the calculation setting: 
the initial impact condition and the traction-free boundary condition at the back face.  As the 
flyer hits the specimen at 100 m/s (traveling rightward), a 50 m/s right traveling wave is sent 
through the specimen and a 50 m/s left traveling wave is sent back into the flyer.  When the wave 
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reaches the back face of the specimen, it reflects and changes from a compressive wave to a 
tensile one.  The result is a doubling of velocity, when the right-traveling compressive wave is 
superposed with the left-traveling tensile wave.  In the present case of elastoplastic wave 
propagation, some plastic dissipation occurs (Figure 2.10), and the energy loss can be 
qualitatively associated with the difference between the back face velocity and the theoretical 
velocity of 100 m/s. 
 As evident in Figure 2.10, for the velocity within the specimen, there is an initial spike, 
followed by a slight decrease, and then a more gradual increase to the maximum velocity.  These 
velocity profiles agree with results obtained in simulations by Gilman [16].  The spike in velocity 
is indicative of hardening at the initiation of plasticity and is analogous to the spike seen in the 
stress-strain curve for the steel (Figure 2.2).  Similarly, the decrease in velocity followed by the 
gradual increase shows a relaxation of the stress, until the slower plastic component of the wave 
reaches the back face.  Note that the peak velocity at the back face is less than 100 m/s, due to 
plastic dissipation.  After 4.07 s , the elastic wave has left the back face entirely, resulting in a 
lowering of the velocity.  There is some residual velocity due to the presence of the slower 
plastic wave.  At 6.10 s , the pressure wave reaches the back face again, causing another 
increase in velocity.  However, by this point, the calculated material response becomes highly 
dependent on the history of the material deformation, as interference of waves traveling in both 
directions plays a larger role.  Additionally, there is an increased separation between the pressure 
and shear waves, as well as increased dissipation of energy due to plasticity. 
 In addition to back face velocity time histories, other numerical data can be obtained that 
are not otherwise obtainable experimentally.  Figures 2.11, 2.12, and 2.13 show the axial 
velocity, Von Mises equivalent stress, and equivalent plastic strain, respectively, at various times 
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after impact, and as a function of position along the axis of symmetry of the specimen.  The 
velocity profiles display the propagation of the pressure wave, represented by the steep segment 
on the right side of each curve.  Additionally, the growing separation between the pressure and 
shear waves is evident, as is the overshoot representative of the initial hardening after yield.  
Similar trends can be seen in the stress profiles in Figure 2.12.  Because the yield stress of the 
material is 500 MPa, the shear stresses created by the wave in its first pass through the specimen 
are large enough that each point in the material is above yield after the wave passes through it.  
Figure 2.13 shows the evolution of plastic strain in the specimen.  The propagation of plastic 
strain buildup is representative of the speed of the plastic wave, which is slower than the elastic 
wave.  Note that whereas the speed of the elastic wave can be calculated directly from material 
properties, the same cannot be done for the plastic wave.  The buildup of plastic strain affects the 
speed of the wave on subsequent passes through the specimen. 
 Once the stress wave reaches the back face of the specimen, it reflects and travels back 
through the specimen in the opposite direction.  After this first reflection, waves travel 
concurrently through the material in both directions and interfere with each other.  These 
interfering waves create conditions that are rather complex and dependent on boundary 
conditions.  Figure 2.14 shows the velocity profiles in the specimen after the first reflection.  
These curves lack the order manifested in the velocity profiles before reflection in Figure 2.11.  
As the wave makes multiple passes through the specimen, plastic strain builds up.  The plastic 
strain is shown in Figure 2.15.  A much higher concentration of plastic strain is evident towards 
the center of the specimen after multiple wave passes, since boundary effects result in a lower 
stress close to the traction-free edges of the specimen.  Because the Gilman model includes a 
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yield condition, plasticity does not evolve in the areas near the edges of the specimen where 
stress is low. 
 After the stress wave reflects off the back face of the specimen, much of the numerical 
data become less useful.  Therefore, if a longer duration of useful data is desired, the length of 
the specimen should be increased.  However, even with a relatively short specimen, it is still 
useful to find the amount of plastic strain, in order to determine the final state of the specimen 
after the stress wave makes many passes through the specimen. 
 Recall that the length of the stress pulse is dependent on the length and material 
properties of the projectile.  In the preceding simulations, the projectile is assumed to be of the 
same material as the specimen, and half the length.  Therefore, the duration of the equivalent 
stress pulse is the same as the time it takes for the stress wave to reach the back face of the 
specimen. 
 Figures 2.16 to 2.19 show the results of the dynamic impact simulation using a stress 
pulse of 1 s  in duration, instead of the 2 s  pulse used in the previous simulations.  The 
differences in the results due to the shorter pulse are clear.  Figure 2.16 shows the back face 
velocity of the specimen.  Similarly to the back face velocity shown in Figure 2.10 for the longer 
pulse, the increase in velocity begins after approximately 2 s .  This time depends on the length 
and material properties of the specimen, and not on the duration of the pulse, as it is indicative of 
the time required for the stress wave to reach the back face of the specimen.  For the same 
reason, the second spike begins after approximately 6 s .  However, the duration of this spike in 
velocity is shorter because the pulse length is shorter.  The same phenomena described earlier in 
Figure 2.10 are evident here.  Note again that although the velocity spike ends earlier, the 
beginning of the next spike does not also occur earlier. 
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   Figures 2.17, 2.18, and 2.19 show the velocity, equivalent stress, and equivalent plastic 
strain profiles in the specimen, taken at various times.  At the wave front, the results are 
equivalent to those shown respectively in Figures 2.11, 2.12, and 2.13 for the longer pulse, 
because those points in the specimen at those points in time are only affected by the beginning of 
the pulse.  Because the 1 s  pulse and 2 s  pulse are the same for the first 1 s , the results of 
the simulations should also be the same for the first 1 s .  After 1 s  has elapsed, the 
differences are evident.  In Figures 2.17 and 2.18, the unloading wave due to the shorter pulse 
can be seen.  This result differs from that of the longer pulse in that unloading occurs before the 
first reflection off the back face of the specimen.  While unloading does also occur in the 
previous simulations with the longer pulse, it only occurs after the stress wave reflects off the 
back face and causes wave interference.  Note that there is some residual velocity in the 
specimen after the wave passes through (Figure 2.17), because the plastic wave lags behind the 
elastic wave and has not yet left the back face.  As seen in Figure 2.18, there remains equivalent 
stress in the left side of the specimen, behind the unloading wave.  This equivalent stress results 
from compressive stress in the directions normal to the propagation of the incident stress wave, 
because the material plastically deforms as the stress wave passes through, but is confined by the 
one-dimensional strain condition.  In this case, the equivalent stress is above the yield stress of 
0 500 MPa  , but the increase in plastic strain in those areas is negligible (Figure 2.19).  In 
fact, the equivalent plastic strain profiles shown in Figure 2.19 are almost the same as the 
profiles for the longer pulse, shown in Figure 2.13.  This result suggests that the maintaining a 
constant stress for a longer period of time causes only a negligible increase in plastic strain 
during the wave’s first pass through the specimen. 
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 Real-world specimens are usually not homogeneous, but instead may have void defects 
or helium bubbles if they have been previously irradiated.  These voids and bubbles exist in 
addition to other impurities, and as the size of the specimen decreases, approaching the micro 
and nanoscale, the importance of these defects increases with regard to the impact response of 
the material.  Preliminary simulations were performed to see the effects of a hole in a specimen 
on dynamic response.  A macroscopic, spherical hole was placed in the center of the same 
cylindrical specimen under one-dimensional strain used in the previous simulations, so that the 
results could be compared to those of the simulations with no hole (Figure 2.20).  The presence 
of a hole creates a stress concentration around the hole, leading to increased plastic strain and 
dissipation of energy from the incident stress wave.  The volume of the hole was varied as a 
percentage of the specimen volume, and the back face velocity was obtained (Figure 2.21).  It 
can be seen that as the size of the hole is increased, the back face velocity is decreased.  This 
result can be attributed to a combination of increased plasticity near the hole, as well as partial 
reflection of the wave due to the free surface created by the presence of the hole.  Far away from 
the central axis of the specimen, where the hole is located, the back face velocity is not 
noticeably affected by the presence of the hole, which suggests that the effects of the hole are 
somewhat localized for the volume fraction considered in this investigation. 
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2.1.4 Figures 
 
 
 
Figure 2.1: Configuration of quasi-static uniaxial compression under one-dimensional stress 
conditions 
 
Figure 2.2: Normalized stress-strain curve for AISI 1018 steel at various strain rates using the 
Gilman model [15, 16] 
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Figure 2.3: Dependence on the ratio between the hardening coefficient H and the dislocation 
drag stress D on the normalized stress-strain curve of AISI 1018 steel using the Gilman model 
[15, 16] 
 
Figure 2.4: Normalized stress-strain curve for AISI 1018 steel under one-dimensional strain 
using the Gilman model [15, 16] 
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Figure 2.5: Normalized flow stress (Eq. 2.6) versus normalized strain for AISI 1018 steel under 
one-dimensional strain using the Gilman model [15, 16] 
 
 
 
 
 
Figure 2.6: Configuration of plate impact experiment under one-dimensional strain conditions 
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Figure 2.7: Velocity time history at back face of specimen (see measurement point in Figure 2.6) 
for the plate impact simulation of a 12 mm long cylindrical AISI 1018 steel specimen using the 
Gilman model [15, 16] at various mesh resolutions 
 
 
Figure 2.8: Prescribed stress pulse used to simulate plate impact.  The pulse is an approximation 
of the result from plate impact  100 m sv   at the impact face.  This stress pulse can be used as 
a traction initial boundary condition, eliminating the need to add an extra part to the simulation 
to represent the plate. 
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Figure 2.9: Configuration of dynamic impact simulation under one-dimensional strain conditions 
using a traction initial boundary condition (stress pulse) 
 
 
 
Figure 2.10: Back face velocity of a 12 mm long cylindrical AISI 1018 steel specimen after 
impact with the 2 s  stress pulse in Figure 2.8 
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Figure 2.11: Velocity profiles of a 12 mm long cylindrical AISI 1018 steel specimen at various 
times  1.8t s
 
after impact with the 2 s  stress pulse in Figure 2.8 
 
Figure 2.12: Von Mises equivalent stress profiles of a 12 mm long cylindrical AISI 1018 steel 
specimen at various times  1.8t s
 
after impact with the 2 s  stress pulse in Figure 2.8 
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Figure 2.13: Equivalent plastic strain profiles of a 12 mm long cylindrical AISI 1018 steel 
specimen at various times  1.8t s  after impact with the 2 s  stress pulse in Figure 2.8 
 
Figure 2.14: Velocity profiles of a 12 mm long cylindrical AISI 1018 steel specimen at various 
times  5t s  after impact with the 2 s  stress pulse in Figure 2.8 
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Figure 2.15: Equivalent plastic strain profiles of a 12 mm long cylindrical AISI 1018 steel 
specimen at various times  10t s
 
after impact with the 2 s  stress pulse in Figure 2.8 
 
Figure 2.16: Back face velocity of a 12 mm long cylindrical AISI 1018 steel specimen after 
impact with a 1 s long stress pulse 
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Figure 2.17: Velocity profiles of a 12 mm long cylindrical AISI 1018 steel specimen at various 
times  1.8t s after impact with a 1 s long stress pulse.  Some lines are dotted to improve 
readability. 
 
Figure 2.18: Von Mises equivalent stress profiles of a 12 mm long cylindrical AISI 1018 steel 
specimen at various times  1.8t s  after impact with a 1 s long stress pulse. Some lines are 
dotted to improve readability. 
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Figure 2.19: Equivalent plastic strain profiles of a 12 mm long cylindrical AISI 1018 steel 
specimen at various times  1.8t s  after impact with a 1 s long stress pulse 
 
 
Figure 2.20: Configuration of dynamic impact simulation using a traction initial boundary 
condition in the presence of a hole under axisymmetric conditions 
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Figure 2.21: Dependence of the back face velocity of a 12 mm long cylindrical AISI 1018 steel 
specimen on the void volume fraction after impact with the 2 s  stress pulse in Figure 2.8.  The 
void volume fraction is the ratio of the volume of the spherical void to the volume of the 
cylindrical specimen. 
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2.1.5 Tables 
 
Table 2.1: Material data for AISI 1018 steel [16] 
Young’s modulus 200 GPaE   
Poisson ratio 0.3   
Yield stress 0 500 MPa   
Material density 37850 kg/md   
Initial dislocation density 
10 2
0 10  m
  
Dislocation density multiplication coefficient 15 210  mM   
Dislocation drag stress 1.2 GPaD   
Hardening coefficient 0.41 GPaH   
Burgers vector 0.25 nmb   
Limiting dislocation velocity 0 3200 m/sv   
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2.2 Modified Gilman Model 
 
2.2.1 Introduction and Theory 
 
 The Gilman model [15, 16], presented in Chapter 2.1, assumes that all dislocations are 
mobile, that is,
m  .  Gilman’s assumption helped to simplify the constitutive response of the 
material into a single differential equation.  In this chapter, a modified version of the Gilman 
model is presented in which this simplification is not made.  Then, an evaluation is performed 
comparing the modified model to the original one.  This model not only presents an 
improvement over the original, simplified version when m  is much smaller than  , but it also 
keeps the dislocation density and mobile dislocation fraction stored as state variables so that they 
can be tracked through time during deformation. 
 Recall the fundamental equations of the Gilman model: 
 
p
mbv  , (2.26) 
 bMv  , (2.27) 
 
H
f f
M


  , (2.28) 
 0 exp
D
v v

 
  
 
, (2.29) 
where 
p  is the equivalent plastic strain rate,   is the total dislocation density, m  is the mobile 
dislocation density, f  is the mobile dislocation fraction 
 mf


 , (2.30) 
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v  is the mean dislocation velocity,   is the flow stress, b  is the Burgers vector, M  is the 
dislocation density multiplication coefficient, H  is the hardening coefficient, 
0v  is the limiting 
dislocation velocity, and D  is the characteristic dislocation drag stress.  In the modified Gilman 
model, equations (2.26) to (2.29) are treated as a system of differential equations, instead of 
using the assumption 
m   in order to consolidate the system into a single equation (2.10). 
 As with the original Gilman model, the 3-D version of the modified Gilman constitutive 
model is as follows: 
 e p ε ε ε , (2.31) 
 : ,e eσ C ε  (2.32) 
 p pε N , (2.33) 
where ε  is the strain rate tensor, with elastic component eε  and plastic component pε , σ  is the 
stress rate tensor, eC  is the elastic stiffness tensor, 
p  is the equivalent plastic strain rate defined 
as 
 
2
:
3
p p p  ε ε , (2.34) 
and 
 
3
2 e

σ'
N , (2.35) 
where the stress deviator σ'  is given by 
 
1
3
kk σ' σ δ , (2.36) 
where kk  is the trace of the stress tensor and δ  is the second-order identity tensor, and the 
equivalent stress e  is given by 
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3
:
2
e  σ' σ' . (2.37) 
Please see Appendix A for more information on the elastoplastic constitutive equations. 
 The above equations are solved using an explicit integration scheme and implemented for 
dynamic finite element simulations of the impact test.  The following sections present the setup 
and results of the simulations, as well as an evaluation of the results and an exploration of some 
of the additional capabilities of the modified Gilman model as compared to the original Gilman 
model. 
 
2.2.2 Dynamic Simulations 
 
 The fundamental equations of the modified Gilman model involve the parameters 
p ,  
 , f , and v .  Given the values of these parameters at time nt , explicit integration can be 
performed over a time step t  to obtain the values at time 1nt  .  The details of the integration 
can be found in Appendix C. 
 The modified Gilman model was implemented into a user subroutine for a dynamic finite 
element simulation in Abaqus with the same setup as the simulations performed with the original 
equations in Chapter 2.1.  The material model was implemented through the user subroutine 
VUMAT.  Please see Appendix D for more information on VUMAT. 
 The back face velocity time history was obtained using the same material parameters as 
in Chapter 2.1 (Table 2.1), with the initial values for equivalent plastic strain 0 0
p  , dislocation 
density 
10 2
0 10  m
 , and mobile dislocation fraction 
0 1f   at time 0t  .  The differences 
between the results of the original and modified models were found to be negligible.  Recall that 
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the Gilman model involves the assumption that the mobile dislocation fraction is close to unity.  
Because the modified Gilman model has the capability to track the mobile dislocation fraction as 
a state variable, this value was obtained with respect to time at the center of the specimen (Figure 
2.22).  While the value of f  does decrease markedly through time, when the value is initially set 
to 1, the fraction remains above 0.9 even after the stress pulse passes through the center of the 
specimen multiple times.  Therefore, the difference between the original and modifed models 
was negligible when 
0 1f  , because the mobile dislocation fraction remained close to 1 at all 
times. 
 With all other material properties kept unchanged, the initial mobile dislocation fraction 
was changed from 1 to 0.5 in order to explore the case in which not all dislocations are mobile at 
time 0t  .  Again, the velocity time history at the back face did not change considerably.  Figure 
2.23 shows that the mobile dislocation fraction again displays a slight downward trend while 
staying relatively close to the initial value of 0.5.  However, Figure 2.24 shows that at the same 
time, the total dislocation density when 
0 0.5f   increases at approximately twice the rate of the 
total dislocation density when 
0 1f  .  On the other hand, the evolution of the mobile dislocation 
density is independent of the initial value 
0f  of the mobile dislocation fraction f .  Because the 
plasticity effects are governed by dislocation movement, it is reasonable that we found that the 
back face velocities are almost independent of this initial fraction f  at time 0t  , since the 
mobile dislocation densities are almost equal. 
 Note that the dislocation densities shown in Figures 2.24 and 2.25 are very high 
compared to the initial dislocation density.  The dislocation density multiplication coeffiecient 
M  affects the rate at which dislocation density increases through straining, with a higher value 
of  M  corresponding to an increased rate of dislocation multiplication through straining.  As 
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suggested by equation (2.14), a reduced M can physically be associated with an increase in the 
dislocation free path length  (i.e. grain size).  In the cases shown in Figures 2.24 and 2.25, the 
dislocation density after straining is much larger than the initial dislocation density.  These 
results suggest that the dislocation multiplication was so dominant that the initial dislocation 
density could be considered negligible.  Thus, a case is considered in which the initial dislocation 
density is expected to be significant.  The simulations using the original and modified Gilman 
models were performed again with a dislocation density multiplication coefficient 10 210  mM   
instead of 15 210  mM   (Figure 2.26).  Because M  is reduced, the dislocation density after 
straining is expected to be less than 10 210  m .  Therefore, the initial dislocation density of 
10 2
0 10  m
   cannot be treated as negligible, and differences between the original and 
modified Gilman models are expected.  The same type of case can be achieved by maintaining 
the original value of M  while increasing the initial dislocation density 0 .  
 As shown in Figure 2.26, a difference in the back face velocity is evident when 
comparing the original and modified Gilman models for 10 210  mM  , suggesting that the 
modified Gilman model should be used instead of the original model when M  and 
0  are close 
to the same order, which may be the case when the material has a large grain size or high initial 
dislocation density.  However, even in situations in which the original model provides adequate 
accuracy, the modified model is still more informative because of the ability to track parameters 
such as dislocation density and mobile dislocation fraction. 
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2.2.3 Figures 
 
Figure 2.22: Mobile dislocation fraction f versus time at the center of a 12 mm long cylindrical 
AISI 1018 steel specimen after impact with the 2 s  long stress pulse in Figure 2.8 ( 1f   and 
10 210  m   at time 0t  ) 
 
Figure 2.23: Mobile dislocation fraction f versus time at the center of a 12 mm long cylindrical 
AISI 1018 steel specimen after impact with the 2 s  long stress pulse in Figure 2.8 ( 0.5f   and 
10 210  m   at time 0t  ) 
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Figure 2.24: Total dislocation density at the center of a 12 mm long cylindrical AISI 1018 steel 
specimen after impact with the 2 s  long stress pulse in in Figure 2.8.  The dislocation density at 
0t   appears to be nearly zero because of the relatively low initial dislocation density of 
10 2
0 10  m
 . 
 
Figure 2.25: Mobile dislocation density at the center of a 12 mm long cylindrical AISI 1018 steel 
specimen after impact with the 2 s  long stress pulse in Figure 2.8.  The dislocation density at 
0t   appears to be nearly zero because of the relatively low initial dislocation density of 
10 2
0 10  m
 . 
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Figure 2.26: Comparison of back face velocity of a 12 mm long cylindrical AISI 1018 steel 
specimen after impact with the 2 s  long stress pulse in Figure 2.8 using the original and 
modified Gilman models with dislocation density multiplication coefficient 10 210  mM    
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2.3 Estrin Two-Parameter Model 
 
2.3.1 Introduction and Theory 
 
 The Estrin two-parameter model [18] characterizes plastic flow as rate-dependent and as 
a function of the amount of mobile dislocations and relatively immobile forest dislocations.  This 
model was introduced to characterize creep of metals and alloys.  The following section 
investigates the potential use of the model in high strain rate applications. 
 The two-parameter model is an extension of the one-parameter model developed by 
Estrin [17, 18], which treats dislocation density as a parameter for plastic flow.  The one-
parameter model accounts for dislocation motion, annihilation and rearrangement, and work 
hardening.  Plastic strain is dictated by the flow kinetic equation 
 0
ˆ
m
p e 

 
  
 
, (2.38) 
where p  is the equivalent plastic strain, 0  is a reference strain rate, e  is the equivalent stress, 
m  is a constant, ˆ  is the glide resistance stress given by 
 ˆ M b   , (2.39) 
where M  is the average Taylor factor,   is a constant,   is the shear modulus, b  is the 
Burgers vector, and   is the dislocation density. 
 The dislocation density evolves according to 
  1 2p
d
M k k k
d

 

   , (2.40) 
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where k  and 1k  are constants relating to dislocation mean free path and work hardening, 
respectively, while 
2k  is a parameter relating to dislocation annihilation and rearrangement.  The 
parameter 
2k  is given by 
 
1
2 20
0
p n
k k



 
  
 
, (2.41) 
where 
20k  and n  are constants, and 0  is a reference strain rate.  In the one-parameter model, the 
constants k , 1k , 20k , m , n , ˆ , and 0  are required. 
 The one-parameter model can be cast in non-dimensionalized form by defining the non-
dimensionalized parameter Z  as 
 
0
Z


 , (2.42) 
 where 
0  is the initial dislocation density.  Then, (2.38) becomes 
 20
0
m
m
p Z

 

 
  
 
, (2.43) 
where there reference stress 
0  is 
 0 0M b   . (2.44) 
In non-dimensionalized form, (2.40) is 
 
1 2p
dZ
C C Z C Z
d
   , (2.45) 
where 
 
0
Mk
C

 , (2.46) 
 1
1
0
Mk
C

 , (2.47) 
 2 2C Mk , (2.48) 
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and 
 
1
2 20
0
p n
C C



 
  
 
. (2.49) 
In the non-dimensionalized form, the constants that must be determined in the one-parameter 
model are C , 1C , 20C , m , n , 0  and 0 .  C , 1C , 20C , m , n , and 0  can be determined 
experimentally [18], while the reference strain rate 
0  is treated as an adjustable parameter. 
 The one-parameter model is useful for applications with monotonic loading but cannot 
account for rapid changes in deformation paths [18].  To account for these changes, the one-
parameter model is extended into a two-parameter model that separates the total dislocation 
density   into a mobile dislocation density m  and relatively immobile forest dislocation 
density 
f . 
 Equation (2.38) is modified in a way that treats plastic strain as a function of mobile 
dislocation density: 
 ˆ
ˆ
m
p e 

 
  
 
, (2.50) 
with 
 ˆ
m  , (2.51) 
where   is a constant.  Equation (2.39) is modified so that the glide stress relates to forest 
dislocation density: 
 ˆ fM b    (2.52) 
The mobile and forest dislocation densities evolve according to 
 
1 3 4
fm
f mp
m
d
M k k k k
d

 

  
      
   
, (2.53) 
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 
, (2.54) 
where k , 1k , 3k , and 4k  are constants relating to dislocation mean free path, work hardening, 
mobile dislocation trapping, and mobile dislocation generation, respectively, while 
2k  is a 
parameter relating to dislocation annihilation and rearrangement.  The parameter 
2k  is given by 
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 
, (2.55) 
where 20k  and n  are constants, and 0  is a reference strain rate.  Note that two new constants 3k  
and 
4k  are introduced in the two-parameter model, whereas the remainder of the constants are 
carried over from the one-parameter model. 
 The constitutive equations for the two-parameter model are now cast in non-
dimensionalized form.  The non-dimensionalized dislocation densities X  and Y  are defined as 
 
0
m
m
X


 , (2.56) 
 
0
f
f
Y


 , (2.57) 
where 0
m  is the initial mobile dislocation density and 
0
f  is the initial forest dislocation density.  
Equation (2.50) is then expressed in non-dimensionalized form: 
 2
0
m
m
p e XY

 

 
  
 
, (2.58) 
where  
 0
0 fM b    (2.59) 
and 
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 0
m  . (2.60) 
Then, (2.53) and (2.54) in non-dimensionalized form are 
 1 3 4p
dX Y
C C Y C X C q
Xd
  
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, (2.61) 
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where 20C  is a constant.  In non-dimensionalized form, the constants that must be determined in 
the two-parameter model are C , 1C , 20C , 3C , 4C , m , n , q ,  , 0  and 0 .  C , 1C , 20C , 3C , 
4C ,  m , n ,  , and 0  are determined experimentally [18], while the reference strain rate 0  is 
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treated as an adjustable parameter.  A method for calibrating these constants is presented in 
Section 2.3.3. 
 The constitutive model assumes a homogeneous and isotropic material, with linear 
elasticity and normality for plasticity.  Additionally, all strains are assumed to be infinitesimal.  
The 3-D generalization of the model is as follows: 
 e p ε ε ε , (2.70) 
 : ,e eσ C ε  (2.71) 
 p pε N , (2.72) 
where ε  is the strain rate tensor, with elastic component eε  and plastic component pε , σ  is the 
stress rate tensor, eC  is the elastic stiffness tensor, 
p  is the equivalent plastic strain rate defined 
as 
 
2
:
3
p p p  ε ε , (2.73) 
and 
 
3
2 e

σ'
N , (2.74) 
where the stress deviator σ'  is given by 
 
1
3
kk σ' σ δ , (2.75) 
where 
kk  is the trace of the stress tensor and δ  is the second-order identity tensor, and the 
equivalent stress e  is given by 
 
3
:
2
e  σ' σ' . (2.76) 
Please see Appendix A for more information on the elastoplastic constitutive equations. 
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2.3.2 Quasi-static Simulations 
 
 Quasi-static simulations were performed to obtain stress-strain curves for Al 1100, which 
was the material investigated by Estrin [18, 21].  The backward Euler method was used to 
integrate the constitutive equations implicitly.  The numerical implementation in Abaqus was 
done using a user-defined material through the user subroutine UMAT.  Please see Appendix D 
for more information on UMAT.  Given the material state at time nt , including the equivalent 
plastic strain p
n  and the stress tensor nσ , the values of the parameters 1
p
n   and 1nσ  at time 1nt   
can be determined implicitly using an iterative scheme.  These parameters are then passed onto 
the “outer” loop, which iteratively satisfies the equilibrium equations at time 1nt  .  The details of 
the integration can be found in Appendix B. 
 Stress-strain curves for Al 1100 were obtained using the same uniaxial compression setup 
as used for the characterization of the Gilman model, as depicted in Figure 2.1.  The material 
properties in Table 2.2 were used, and the initial values for mobile and forest dislocation density 
at time 0t   were set at 0 8 210 10  cmm
   and 0 8 27 10  cmf
  , respectively.  Stress-strain 
curves were obtained for various strain rates (Figure 2.27).  A fundamental difference between 
the Estrin and Gilman models is already evident in these curves, in that the Estrin model does not 
have the overshoot of the yield stress displayed in the Gilman model. Instead, the curves display 
a smoother elastoplastic transition as the stress reaches the reference stress, which then leads to a 
regime with a lower tangent modulus at higher strain.   Like the stress-strain curves according to 
the Gilman model, the stress-strain curves according the Estrin model display rate sensitivity, 
with increased strength at increased strain rates. 
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2.3.3 Parameter Calibration 
 
 In this section, a method to calibrate the two-parameter model is presented.  In high 
powered laser impact experiments, laser interferometry can be used to measure the displacement 
or velocity at the back face of the impacted specimen.  The velocity at the back face of the 
specimen can also be obtained through simulation.  Therefore, by determining the effect of 
changing certain constants on the back face velocity, the two-parameter model can be calibrated 
to experimental data to determine the appropriate constants for a material.  As part of this 
project, high speed impact tests are being performed on copper, and in this section, dynamic 
impact simulations are performed on a model copper system as part of the procedure for 
calibrating the constants of the Estrin two-parameter model to copper. 
 Estrin characterizes copper using the one-parameter model described in Section 2.3.1 
[18].  For high strain rate applications, the two-parameter model is more appropriate than the one 
parameter model, so the material must be characterized in terms of the appropriate constants for 
the two-parameter model.  Table 2.3 lists the material properties of the model copper system.  
The values of the constants C , 1C , 20C , m , n , and 0  are carried over into the two-parameter 
model from Estrin’s one-parameter characterization of copper.  The constants 
3C , 4C , q ,  and   
are specific to the two-parameter model and are to be determined by the calibration procedure 
described in this section.  As a starting point, the values of these constants were arbitrarily 
chosen to be the same as their values for aluminum (Table 2.2).  The actual values of these 
constants must be determined by calibrating the results of the following simulations to 
experimental data.  The reference strain rate 
0  remains an adjustable parameter. 
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 A stress pulse was used that simulates impact with a high powered laser.  This pulse was 
obtained from laser interferometry measurements taken on a silicon specimen assumed to be 
elastic (Owen Kingstedt, Prof. J. Lambros Group, Department of Aerospace Engineering, 
University of Illinois).  Because of the assumption of elasticity, the applied stress wave travels at 
a constant speed and thus maintains its shape as it travels through the specimen.  Thus, the stress 
pulse can be determined through a simple calculation on the measured velocity.  The pulse used 
in this parametric study is the laser pulse at 39% power (Figure 2.28). 
 For the calibration of the copper model system, the laser pulse was applied to a 
cylindrical specimen of length 30 m , under one-dimensional strain conditions.  This 
configuration is equivalent to the one shown in Figure 2.9, with a smaller specimen.  The 
material properties C , 1C , 20C , 3C , 4C , m , n , q , and   were altered individually, while all 
other parameters were held fixed at the values for the model copper system listed in Table 2.3.  
The back face velocity time histories are shown in Figures 2.29 to 2.33.  A large increase in C , 
3C , or 4C  lowered the peak velocity at the back face.  Increasing 1C  lowered the peak velocity, 
slightly decreased the rise time, and made the unloading less steep.  Decreasing m  heavily 
altered the result, seemingly reducing the effects of plasticity, as the velocity plot resembled the 
shape of the stress pulse without much dissipation.  The results were insensitive to changes in 
20C , n , q , and  . 
 
2.3.4 Dynamic Simulations 
 
 To model dynamic impact of Al 1100, the non-dimensionalized fundamental equations of 
the Estrin two-parameter model were integrated explicitly and implemented into a finite element 
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simulation in Abaqus through the user subroutine VUMAT.  Please see Appendix D for more 
information on VUMAT.  .  Given the material state at time nt , including the equivalent plastic 
strain p
n  and the stress tensor nσ , the values of 1
p
n   and 1nσ  at time 1nt   can immediately be 
obtained without iteration through explicit integration.  The details of the integration can be 
found in Appendix C. 
 Dynamic impact simulations were performed using the same one-dimensional strain 
configuration and the same stress pulse as used in the simulations for the Gilman model (Figures 
2.9 and 2.8).  The material properties in Table 2.2 were used, and the initial values for mobile 
and forest dislocation density at time 0t   were set at 0 8 210 10  cmm
   and 0 8 27 10  cmf
  , 
respectively.  The time history of the back face velocity was again obtained (Figure 2.34).  In this 
plot, a small initial increase in the back face velocity can be noticed.  This small increase 
corresponds to the pressure wave.  Most of the energy from the pulse arrives later than this initial 
increase due to plastic dissipation, as plasticity occurs at any stress due to the absence of a yield 
condition in the constitutive model. 
 Velocity and equivalent stress profiles were also obtained at regular intervals during the 
first pass of the stress wave through the specimen (Figures 2.35 and 2.36).  The main 
characteristic of the velocity profiles is the increasing separation between the pressure and shear 
waves, as can be seen in the lengthening of the right tail in Figure 2.35 as time progresses.  
Figure 2.37 shows the evolution of equivalent plastic strain over a longer period of time, as the 
stress pulse reflects back and forth through the specimen repeatedly.  The way in which the 
plastic strain increases suggests that both the loading and the unloading wave cause plastic strain.  
For example, in Figure 2.37 at time 3.0t s , an increase in plastic strain can be seen on both 
the left and right sides of the specimen.  The increase on the right is due to loading from the left-
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traveling wave, which is the reflection of the incident wave on the back face.  The increase in 
plastic strain on the left is due to unloading as the incident wave leaves the impact face.  As the 
wave makes many passes through the specimen  10.0t s , the increases in plastic strain move 
towards the center of the specimen as the energy of the stress wave is dissipated and the areas 
close to the free surfaces cease to experience a stress high enough to cause additional plastic 
strain.  Figure 2.38 shows the evolution of mobile and forest dislocation densities through time, 
taken at the center of the specimen.  These densities both increase every time the stress wave 
passes through the center of the specimen.
51 
 
2.3.5 Figures 
 
Figure 2.27: Normalized stress-strain curve for Al 1100 at various strain rates using the Estrin 
two-parameter model [18] 
 
Figure 2.28: Stress pulse simulating laser impact, obtained from experimental data (Owen 
Kingstedt, Prof. J. Lambros Group, Department of Aerospace Engineering, University of Illinois) 
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Figure 2.29: Back face velocity of a 30 m  long cylindrical specimen of a model copper system 
after impact with the stress pulse in Figure 2.28, varying the material property C  while keeping 
all other properties unchanged from the values listed in Table 2.3 
 
 
Figure 2.30: Back face velocity of a 30 m  long cylindrical specimen of a model copper system 
after impact with the stress pulse in Figure 2.28, varying the material property 
1C  while keeping 
all other properties unchanged from the values listed in Table 2.3 
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Figure 2.31: Back face velocity of a 30 m  long cylindrical specimen of a model copper system 
after impact with the stress pulse in Figure 2.28, varying the material property 
3C  while keeping 
all other properties unchanged from the values listed in Table 2.3 
 
 
Figure 2.32: Back face velocity of a 30 m  long cylindrical specimen of a model copper system 
after impact with the stress pulse in Figure 2.28, varying the material property 4C  while keeping 
all other properties unchanged from the values listed in Table 2.3 
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Figure 2.33: Back face velocity of a 30 m  long cylindrical specimen of a model copper system 
after impact with the stress pulse in Figure 2.28, varying the material property m  while keeping 
all other properties unchanged from the values listed in Table 2.3 
 
 
Figure 2.34: Back face velocity of a 12 mm long cylindrical Al 1100 specimen after impact with 
the 2 s  stress pulse in Figure 2.8 
Elastic 
wave 
Plasticity 
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Figure 2.35: Velocity profiles of a 12 mm long cylindrical Al 1100 specimen at various times 
 1.8t s  after impact with the 2 s stress pulse in Figure 2.8 
 
Figure 2.36: Equivalent stress profiles of a 12 mm long cylindrical Al 1100 specimen at various 
times  1.8t s  after impact with the 2 s stress pulse in Figure 2.8 
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Figure 2.37: Equivalent plastic strain profiles of a 12 mm long cylindrical Al 1100 specimen at 
various times  10t s  after impact with the 2 s stress pulse in Figure 2.8 
 
Figure 2.38: Normalized mobile and forest dislocation densities versus time at the center of a 12 
mm long cylindrical Al 1100 specimen after impact with the 2 s stress pulse in Figure 2.8 
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2.3.6 Tables 
 
Table 2.2: Material data for Al 1100 [21] 
Young’s modulus 70 GPaE   
Poisson ratio 0.34   
Material density 32700 kg/md   
Dislocation mean free path constant 0C   
Work hardening constant 1 22.1C   
Dislocation annihilation constant 20 19.5C   
Dislocation trapping constant 3 32.0C   
Dislocation generation constant 4 120.0C   
Exponent 15.7m   
Exponent 12.2n   
Initial forest to mobile dislocation density ratio 0.717q   
Reference stress 0 33.3 MPa   
Reference strain rate 
6 1
0 1 10  s
    
Normalization factor 140100 s   
 
Table 2.3: Material data for copper [18] 
Young’s modulus 117 GPaE   
Poisson ratio 0.34   
Material density 38920 kg/md   
Dislocation mean free path constant (from one-parameter model) 0C   
Work hardening constant (from one-parameter model) 1 59.4C   
Dislocation annihilation constant (from one-parameter model) 20 15.4C   
Dislocation trapping constant (must be calibrated) 3 32.0C   
Dislocation generation constant (must be calibrated) 4 120.0C   
Exponent (from one-parameter model) 230m  
Exponent (from one-parameter model) 21.25n   
Initial forest to mobile dislocation density ratio (must be calibrated) 0.717q   
Reference stress (from one-parameter model) 0 60 MPa   
Reference strain rate 
6 1
0 1 10  s
    
Normalization factor (must be calibrated) 140100 s   
 
58 
 
CHAPTER 3: MODELING OF MATERIAL INTERFACES 
 
3.1 Introduction 
 
 Multilayered structures are known to exhibit higher strength than their constituent metals 
in bulk form [1].  As layer size decreases, the strength of the multilayered structure increases 
until a certain minimum layer thickness at the nanoscale is reached [4].  Therefore, nanolayered 
structures display ultra-high strength.  Nanolayered structures can be created through techniques 
such as vapor deposition, sputter deposition, or electrodeposition of two different metals [26].  
These structures have been studied extensively [1, 22-28], but much remains to be understood 
about how the presence of interfaces affects deformation processes, especially at the nanoscale. 
 Figures 3.1 to 3.3 show electron microscopy images of a cast Cu-Ag eutectic alloy 
obtained from Los Alamos National Laboratory (Dr. Amit Misra).  These images were taken by 
Benjamin Eftink, Prof. I. Robertson Group, Department of Materials Science & Engineering, 
University of Illinois.  This alloy has a microstructure containing randomly oriented nanolayers.  
Figure 3.1 shows an SEM image of the structure.  It can be seen in this image that the silver 
(represented by dark lines) and copper (represented by light lines) group into similar orientations.  
A TEM image of the same Cu-Ag structure is shown in Figure 3.2.  This more highly-magnified 
image shows a few layers of copper and silver in more detail.  Figure 3.3 shows a TEM image of 
the same Cu-Ag structure after having undergone deformation.  In this image, some areas appear 
dark due to strain in the material.  Additionally, some of the interfaces appear to have “steps,” 
which indicate dislocations.  
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Recent work suggests that the strengthening effects are due to dislocation pileup at the 
interfaces [2, 3].  Specifically, the interfaces act as barriers to slip transmission due to core 
spreading of glide dislocations at the interface.  The dislocation core spreading suggests that the 
interfaces are weak in shear [27].  Atomistic simulations have been performed to characterize 
interfacial response to deformation [29-31].  Alber et al. introduced a combined atomistic and 
continuum approach that characterized interfaces as elastic and anisotropic [29].  In this 
continuum approach, continuity of traction is required across the interface.  However, 
discontinuities in displacement are permitted [31].   Atomistic simulations of a Cu-Nb interface 
have been performed to calculate the shear resistance of these interfaces [36]. 
The goal of the research presented in the following section is to obtain a better 
understanding of the effect of interfaces on deformation processes, especially at ultra-high strain 
rates.  In particular, we aim to understand how the presence of interfaces affects dynamic 
response of a structure and dislocation accumulation within it.  These characteristics are 
investigated by developing a finite treatment for an interface and implementing it into a 
continuum mechanics model that can be calibrated to results from dynamic impact experiments 
(Owen Kingstedt, Prof. J. Lambros Group, Department of Aerospace Engineering, University of 
Illinois) and post-mortem microscopy (Buyang Cao and Benjamin Eftink, Prof. I. Robertson 
Group, Department of Materials Science & Engineering, University of Illinois). 
 
3.2 Mechanical Description of Material Interfaces 
 
 In this section, we develop a method to model interfaces from the continuum point of 
view for use in finite element analysis.  The use of cohesive elements to represent the interface 
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allows for discontinuities in displacement while maintaining continuity of traction between two 
bulk layers separated by the interface.  Without the presence of this cohesive layer, the two bulk 
layers are treated as perfectly bonded.  This treatment is not representative of an actual interface 
because it does not account for lattice mismatch and incoherency strains [31].  In a finite element 
framework, the interface is modeled by zero-thickness cohesive elements that link the two 
material layers via a traction-separation law.  These elements, unlike the elements used for the 
bulk film material, allow for discontinuity in displacement while maintaining continuity in 
traction between the two layers. 
The properties of the interface were inferred from atomistic studies of interfaces [29, 36].  
In the direction normal to the interface, the behavior is modeled as elastic, as the interfaces act as 
barriers to slip transmission due to dislocation pileups and core spreading [2, 3].  In the direction 
tangent to the interface, atomistic simulations of a Cu-Nb interface showed a linear response 
until reaching a critical stress [36].  Upon reaching this critical stress, irreversible sliding initiates 
along the interface and the stress remains approximately constant.  Figure 3.4 shows the result of 
these atomistic simulations.  The effective stress is plotted against the effective strain, where the 
effective strain can be thought of as the displacement divided by a characteristic interfacial 
length. 
We now describe the behavior of the interface mentioned above in mathematical terms.  
These equations describe a traction-separation law that governs the response of the cohesive 
interfacial elements in the finite element simulations.  Normal to the interface, traction increases 
linearly with separation.  That is, the normal component of the traction 
nT  can be expressed as 
 nn n
u
T c

 
  
 
 (3.1) 
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where 
nu  is the normal separation,   is a characteristic interface length, and nc  is a constant that 
behaves as a modulus.  In the direction tangent to the interface, the traction increases linearly 
with tangential separation until reaching a critical stress.  After this critical stress is reached, 
traction remains constant even if separation is increased.  For unloading, the traction decreases 
with the same slope as during loading to the critical stress.  Note that if the critical stress is 
reached and separation continues to increase, unloading back to zero traction would result in 
some residual separation because the shear sliding is irreversible (Figure 3.5).  For negative 
tangential displacements the response is equivalent but merely in the negative direction due to 
symmetry.  Because the tangential response contains irreversible sliding, similar in principle to 
plastic deformation, a direct traction-separation relationship cannot be established.  The traction 
response in the tangential direction must be expressed in terms of displacement and traction 
increments.  For a tangential displacement increment 
tu , the increment to the tangential 
traction is 
 tt t
u
T c

 
   
 
 (3.2) 
if 
max maxtT    , where   is a characteristic interface length and tc  is a constant that behaves 
as a modulus.  A single value for   is used for both the normal and tangential response because 
nc  and tc  are adjustable parameters.  If the increment tT  results in a value of tT  such that 
maxtT  , then tT  is set to max .  Likewise, if the increment tT  results in a value of tT  such that 
maxtT   , then tT  is set to max .  The traction-separation law is implemented through a user 
material.  A schematic plot of the traction-separation laws is shown in Figure 3.5. 
 For the following simulations on a Cu-Al interface, the properties listed in Table 3.1 are 
used.  The values listed there are not necessarily representative of the actual Cu-Al interface, but 
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instead are values inferred from experimental data to establish a baseline.  After the model is 
developed, the parameters can be calibrated to results from future experiments or atomistic 
simulations of the Cu-Al interface.  For the normal response, the value 100 GPanc   is used.  
Because the normal response can be thought of as elastic in nature, 
nc  is chosen as an arbitrary 
value between the values for the elastic moduli of copper and aluminum.  The properties for the 
tangential response of the Cu-Al interface are inferred from atomistic studies of shearing of a 
Cu-Nb interface [36].  From the data shown in Figure 3.4, the slope in the linear regime is 
approximated to be 40 GPatc  , and the critical stress is approximated to be max 900 MPa  .  
The characteristic interfacial length can be assumed to be on the order of interatomic distance, 
i.e. 0.4 nm  .  However,   was left as an adjustable parameter during the simulations.  For 
small values of  , the tractions at the interface will be high, according to equations (3.1) and 
(3.2), and the interface will become more rigid.  Specifically, a cohesive interface using 0   is 
equivalent to a sharp interface, in which the bulk layers are perfectly bonded, without any 
cohesive layer separating them.  As   increases, the tractions at the interface decrease, resulting 
in a more compliant behavior. 
 
3.3 Finite Element Analysis of an Interface Using Cohesive Elements 
 
 To make sure that the use of the cohesive element approach in the dynamic element 
simulations of interface response is reliable as used in our own Abaqus simulations, we first 
replicated the constant plane strain tension response under static conditions, as simulated by 
Needleman [37].  In this test, a zero-thickness two-dimensional cohesive element is considered.  
One side of the cohesive element is fixed.  The other side is attached to a single plane strain 
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element in the direction normal to the cohesive element.  All nodes are confined in the direction 
tangent to the interface, making the problem one-dimensional.  A displacement boundary 
condition is placed on the plane strain element in the direction normal to the cohesive element in 
order to initiate debonding.  The configuration of the simulation domain is shown schematically 
in Figure 3.6. 
 The plane strain element for the bulk material behaves elastoplastically and obeys Von 
Mises yielding.  Its response is given by 
 e p ε ε ε , (3.3) 
 :e eσ C ε , (3.4) 
 p pε N , (3.5) 
where ε  is the strain rate tensor with elastic component eε  and plastic component pε , σ  is the 
stress rate tensor, eC  is the elastic stiffness tensor, 
p  is the equivalent plastic strain rate, N  is 
given by 
 
3 '
2 e

σ
N , (3.6) 
where 'σ  is the stress deviator and e  is the equivalent stress.  The elasticity is linear and 
isotropic, with Young’s modulus E  and Poisson’s ratio  .  In addition, 
 
1
0
0
1
p n
e

 

 
  
 
, (3.7) 
where  0  and 0  are the yield stress and yield strain, respectively, of the material under uniaxial 
tension, and n  is the hardening exponent.  The normalized stress-strain curve for this material 
under confined one-dimensional plane-strain tension in the absence of any cohesive interface 
was obtained through a non-dimensional simulation with 
0500E  , 0.3  , and 10n  .  The 
result is shown in Figure 3.7. 
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 The interface normal traction 
nT  and tangential traction tT  are taken to be those assumed 
in the work by Needleman [37]: 
 
2 2
max
27
1 2 1
4
n n n t n
n
u u u u u
T  
    
              
                 
              
, (3.8) 
 
2
max
27
1 2
4
t n n
t
u u u
T  
  
        
          
         
, (3.9) 
for 
nu   and 0n tT T   for nu  , where max  is a maximum stress parameter,   is the ratio 
of shear stiffness to tensile stiffness of the interface at 0n tu u  , and   is a characteristic 
length of the interface.  This characteristic length can be thought of as the normal separation at 
which the interface fully debonds in tension. 
 In the case of uniaxial tension, there are no tangential displacements, that is, 0tu  .  
Thus, (3.8) and (3.9) reduce to 
 
2
max
27
1 2
4
n n n
n
u u u
T 
  
      
         
       
, (3.10) 
 0tT  . (3.11) 
In order to achieve convergence when iterating to satisfy the equilibrium conditions, the Jacobian 
  σ ε  is required, where σ  is the nominal stress tensor (equivalent to traction) and ε  is the 
nominal strain tensor, where nominal strain is defined as the normal and tangential separations 
(displacements) divided by the characteristic interfacial length  .   In the case presented here 
where 0tu  , the only non-zero component of the Jacobian is 
 
2
max
27
1 4 3
4
n n n
n
T u u
u

 
     
      
      
. (3.12) 
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Figure 3.8 shows a plot of the traction-separation relation described in (3.10).  The traction 
reaches a maximum value of 
max  at 3nu  , and the traction goes down to zero at nu  . 
Debonding simulations were performed using the model described above, and with all 
variables non-dimensionalized, including the non-dimensional stress 
0   and non-dimensional 
strain 
0  , where 0  and 0  are the yield stress and yield strain, respectively, of the material 
under uniaxial tension, and the non-dimensional displacement u L , where the bulk layer has 
length L  on all sides.  The parameter max  was taken as max 03  , and   was  varied.  
Normalized stress-strain curves for the debonding process described in Figure 3.6 were obtained 
using finite element analysis, through an implicit, iterative scheme.  The simulations were carried 
out in Abaqus, with the material models for the bulk material and interface implemented through 
the user subroutine UMAT.  Please see Appendix D for more information on UMAT and the 
treatment of the interface using cohesive elements in Abaqus. 
Figure 3.9 shows normalized stress-strain curves for the debonding process outlined in 
Figure 3.6 for 2 310 , 10L   , and 410 .  These ratios were achieved by maintaining constant L  
while varying  .  For 210L   , decohesion occurs in a stable manner, with no snapback after 
reaching maximum stress.  However, for 310L    and 410L   , the stress and strain snapback 
after maximum stress is achieved.  This instability cannot be resolved through the Newton-
Raphson iterative scheme typically used in finite element analyses to achieve convergence.  
Instead, the Riks method [38] is indicated for these unstable simulations.  The Riks method is 
used in analyses that exhibit instabilities when the material response displays a negative stiffness.  
In the Riks method, the Newton-Raphson method is modified to characterize the load-
deformation history of a structure as an equilibrium path.  An additional control parameter is 
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added to control the progress of the computation along the equilibrium path.  The Riks method 
can find solutions for simulations containing instabilities, so long as the solution does not 
bifurcate at those instabilities.  Nevertheless, the Riks method allows for a much wider range of 
applicability than more conventional methods like the Newton-Raphson method.   
The results of these simulations carried out through using the Riks method (Figure 3.9) 
agree with the results obtained by Needleman [37], which are duplicated in Figure 3.10.  The 
comparison verifies the reliability of the present cohesive element when used as implemented in 
Abaqus. 
 
3.4 Dynamic Response of Multilayered Materials 
 
 In this section, we investigate the dynamic response of layered structures and the effects 
of interfaces on dislocations and deformation processes.  The constitutive response of an 
interface as described in Section 3.2 is implemented into finite element analysis.  A layered Cu-
Al structure is examined.  Each of the bulk materials follows the constitutive response given by 
the Estrin two-parameter model, which is described in detail in Section 2.3 and repeated more 
succinctly here. 
  The equivalent plastic strain p , mobile dislocation density m , and forest dislocation 
density f  are governed by 
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where 
 ˆ
fM b    (3.16) 
 ˆ
m  , (3.17) 
e  is the equivalent stress, M  is the average Taylor factor,  b  is the Burgers vector,  ,  , and 
m  are constants, and k , 1k , 3k , and 4k  are constants relating to dislocation mean free path, 
work hardening, mobile dislocation trapping, and mobile dislocation generation, respectively, 
while 2k  is a parameter relating to dislocation annihilation and rearrangement.  The parameter 
2k  is given by 
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where 20k  and n  are constants, and 0  is a reference strain rate. 
 In non-dimensionalized form, the above equations become 
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where the non-dimensionalized parameters X  and Y  are defined as 
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in which 0
m  is the initial mobile dislocation density and 
0
f  is the initial forest dislocation 
density, and 
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and 20C  is a constant. 
 The constitutive model assumes a homogeneous and isotropic material, with linear 
elasticity and normality for plasticity.  Additionally, all strains are assumed to be infinitesimal.  
The constitutive response is governed by 
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 p pε N , (3.35) 
where ε  is the strain rate tensor, with elastic component eε  and plastic component pε , σ  is the 
stress rate tensor, eC  is the elastic stiffness tensor, 
p  is the equivalent plastic strain rate defined 
as 
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is the stress deviator, 
kk  is the trace of the stress tensor, δ  is the second-order identity tensor, 
and the equivalent stress 
e  is given by 
 
3
:
2
e  σ' σ' . (3.39) 
The interface is governed by the traction-separation law developed in Section 3.2 and 
shown schematically in Figure 3.5.  The normal component of the traction 
nT  can be expressed 
as 
 nn n
u
T c

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 (3.40) 
where 
nu  is the normal separation,   is a characteristic interface length, and nc  is a constant that 
behaves as a modulus.  For a tangential displacement increment 
tu , the increment to the 
tangential traction is 
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if 
max maxtT    , where tc  is a constant that behaves as a modulus.  If the increment tT  
results in a value of 
tT  such that maxtT  , then tT  is set to max .  Likewise, if the increment tT  
results in a value of 
tT  such that maxtT   , then tT  is set to max .   
The simulation domain is shown schematically in Figure 3.11.  A stress pulse is initiated 
on one side of a cylindrical structure with alternating layers of copper and aluminum.  This 
structure is placed under a one-dimensional strain condition, and the plane of the interface is 
normal to the direction of wave propagation.  Figure 3.11 shows the configuration for a two-
layered specimen, but the same configuration is also used in simulations of structures containing 
more than two layers.  In these simulations, the layers always alternate between copper and 
aluminum, and all the interfaces are oriented normal to the direction of wave propagation. 
In the following sections, dynamic finite element simulations are performed on layered 
Cu-Al structures to investigate the effects of interfaces on dynamic response and dislocation 
buildup, and to examine how these results are affected by altering the characteristic interfacial 
length   and the thickness of the layers in the structure. 
 
3.4.1 Effect of Characteristic Interfacial Length on Dynamic Response 
 
The constitutive model developed previously in this chapter is applied to a layered Cu-Al 
structure to investigate the effect of the characteristic interfacial length   on the dynamic 
response of the multilayered structure.  Note that this characteristic interfacial length is an 
adjustable parameter in the constitutive model, and that a smaller   corresponds with a more 
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rigid interface, with 0   corresponding to a sharp interface in which the bulk layers are 
perfectly bonded without the use of a cohesive layer.  The Cu-Al structure as configured in 
Figure 3.11 was hit on its copper side with the stress pulse shown in Figure 3.12.  This stress 
pulse is essentially a square wave of 1.8 GPa in magnitude and 2 s  in duration.  The 
magnitude of this pulse is representative of laser impact experiments (Owen Kingstedt, Prof. J. 
Lambros Group, Department of Aerospace Engineering, University of Illinois), but we use a 
square wave instead of the more complex laser pulse in order to make the results easier to 
interpret.  We examine the response of the layered structure to this laser pulse in a later section.  
The Cu-Al structure was 12 mm in total thickness and was comprised of two bulk layers 
of 6 mm in thickness each.  These layers were separated by a cohesive interface.  The structure 
was placed in one-dimensional strain conditions, with the direction of propagation of the wave 
along the axis of symmetry.  Additionally, the interface was oriented normal to the direction of 
propagation of the wave.  The bulk layers were characterized by the Estrin two-parameter model 
and given the material properties listed in Table 2.3 for copper and Table 2.2 for aluminum.  
The initial values for mobile and forest dislocation density at time 0t   were set at 
0 8 212 10  cmm
   and 0 8 28 10  cmf
  , respectively, for the copper layer and 
0 8 210 10  cmm
   and 0 8 27 10  cmf
  , respectively, for the aluminum layer.  The interface 
was given an initial thickness of zero and its characteristic interfacial length was 0.4 nm  .  
The material model was implemented in Abaqus using the user subroutine VUMAT.  Please see 
Appendix D for more information on VUMAT and the treatment of interfaces in Abaqus. 
First, a mesh study was performed.  The interface was assigned the properties in Table 
3.1.  The structure was hit with the stress pulse shown in Figure 3.12, then the equivalent plastic 
strain profiles were taken after 3 s  for various uniform square mesh sizes (Figure 3.13).  This 
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3 s  duration represents approximately the amount of time for the stress wave to pass through 
the length of the layered structure once.  As can be seen in Figure 3.13, the difference between 
the results for the 4000 element mesh and the 16000 element mesh was small, especially close to 
the interface  0.006 mx  .  Therefore, a 4000 element mesh was used. 
Using this 4000 element mesh, the effect of the characteristic interfacial length   was 
investigated.  The characteristic length normalizes the displacement input into the traction-
separation law.  This length should be very small compared to the length scale of the structure in 
order for the use of a zero-thickness element to be valid.  The parameter   was varied to see its 
effects, particularly on dislocation buildup, which is directly related to the macroscopic plastic 
strain. 
For each simulation, the layered structure was hit with the stress pulse shown in Figure 
3.12, then after 3 s , the equivalent plastic strain profile was obtained.  This test was performed 
for characteristic interfacial lengths of 0.4 nm, 4 nm, 40 nm, 400 nm, and 4000 nm.  Because the 
layer thickness is 6 mmL  , these values of   correspond to a ratio L  of 86.67 10 , 
76.67 10 , 66.67 10 , 56.67 10 , and 46.67 10 , respectively.  For values of   of up to 400 
nm, the differences in the results were negligible.  These results also agree with the results for a 
sharp interface, in which the bulk layers are bonded directly without any cohesive layer present.  
This treatment is equivalent to a characteristic interfacial length 0  .  The equivalent plastic 
strain profiles for characteristic lengths of 0.4 nm and 4000 nm are shown in Figure 3.14.  When 
the characteristic interfacial length is 4000 nm, a dramatic buildup in plastic strain can be seen 
close to the interface (on the aluminum layer).  Away from the interface, however, the effects of 
the characteristic length appear to be negligible.  Figures 3.15 and 3.16 show the normalized 
mobile and forest dislocation density profiles, respectively, for characteristic interfacial lengths 
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of 0.4 nm and 4000 nm.  A buildup in both mobile and forest dislocations can be seen close to 
the interface, on the aluminum layer.  These buildups in dislocation density parallel the buildup 
in plastic strain, which is the physical macroscopic manifestation of the dislocations. 
We conclude that the value of   for the interface can be calibrated to results of atomistic 
simulations by examining the dislocation buildup very close to the interface, especially on the 
aluminum side, as a higher value of  - that is, a more compliant interface – corresponds to 
greater dislocation buildup near the interface.  
 
3.4.2 Effect of Layer Thickness on Dynamic Response 
 
 Previous studies have shown that multilayered metals increase in strength as layer 
thickness decreases [4].  In this section, we investigate the effects of layer thickness on dynamic 
response of a multilayered structure.  The layer thickness can be changed either by reducing the 
total thickness of the entire structure, or by increasing the number of layers while keeping the 
total thickness constant.  However, if the total thickness of the structure is reduced, the 
characteristic time for a stress pulse to pass through the structure decreases.  Using the same 
stress pulse for all the following simulations allows for easier comparison between the results.  
Therefore, the thickness of the entire layered structure is held constant, and the number of layers 
in the structure is varied, which in turn varies the thickness of each individual bulk layer.  
Additionally, including multiple interfaces would provide more insight regarding how the stress 
wave dissipates as it passes across each interface. 
A layered Cu-Al structure of 10 mm in total length was considered.  This structure 
consisted of alternating bulk layers of copper and aluminum, all of equal thickness.  Tests were 
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run for layer thicknesses of 5 mm (2-layered structure), 2.5 mm (4-layered structure), 1.25 mm 
(8-layered structure), and 0.6255 mm (16-layered structure).  The structure was placed in one-
dimensional strain conditions, with the direction of propagation of the wave along the axis of 
symmetry.  Additionally, the interfaces were oriented normal to the direction of propagation of 
the wave.  The configuration of the simulation is shown schematically in Figure 3.11.  The bulk 
layers were characterized by the Estrin two-parameter model and given the material properties 
listed in Table 2.3 for copper and Table 2.2 for aluminum.  The initial values for mobile and 
forest dislocation density at time 0t   were set at 0 8 212 10  cmm
   and 0 8 28 10  cmf
  , 
respectively, for the copper layer and 0 8 210 10  cmm
   and 0 8 27 10  cmf
  , respectively, for 
the aluminum layer.  The interface was given an initial thickness of zero and a characteristic 
length   of 0.4 nm.  The material model was implemented in Abaqus using the user subroutine 
VUMAT.  Please see Appendix D for more information on VUMAT and the treatment of 
interfaces in Abaqus. 
The structure was hit on its copper side with the stress pulse shown in Figure 3.12.  After 
2.5 s , the equivalent plastic strain profile was obtained.  This 2.5 s  duration represents 
approximately the amount of time for the stress wave to pass through the length of the layered 
structure once.  Figures 3.17, 3.18, 3.19, and 3.20 show the equivalent plastic strain profiles for 
the structures with 2, 4, 8, and 16 layers, respectively.  It can be seen that the aluminum layers 
generally display a higher level of plasticity than the copper layers (since the aluminum is softer 
than the copper), with the exception of the leftmost layer, which is the layer that is initially hit 
with the stress pulse and shows a large amount of plastic deformation.  As the layer thickness 
decreases, more of the plasticity occurs towards the left side of the structure.  Additionally, the 
maximum value of equivalent plastic strain increases.  Figures 3.21, 3.22, 3.23, and 3.24 show 
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the normalized mobile and forest dislocation density profiles for the structures with 2, 4, 8, and 
16 layers, respectively.  Again it can be seen that the dislocations become more concentrated on 
the left side of the structure, close to the impacted face.  The aluminum layers generally have a 
higher mobile dislocation density than the copper layers.  These mobile dislocations are 
manifested macroscopically as plastic strain.  Meanwhile, the copper layers show a more 
dramatic increase in forest dislocation density than the aluminum layers, especially close to the 
impacted face. 
 It is evident that decreasing the layer thickness results in more of the plasticity being 
focused on the left side of the structure, which is equivalent to slowing down the rate at which 
the plastic wave propagates, as well as increasing the amount of energy absorbed before the 
wave reaches the right side of the structure.  This result occurs because at every interface, only 
part of the energy of the stress wave transmits across the interface, while the rest of the energy 
reflects or is scattered.  The partial reflection is a result of conservation of momentum as the 
wave travels between two materials of different densities. 
 In the high strain rate impact experiments that are being conducted for this study (Owen 
Kingstedt, Prof. J. Lambros Group, Department of Aerospace Engineering, University of 
Illinois), a laser pulse is used to initiate the stress wave.  In these experiments, a multilayered 
structure is hit with a laser pulse, and the velocity at the back face of the structure can be 
measured using laser interferometry.  The shape of the laser pulse was obtained from laser 
interferometry measurements taken on a silicon specimen assumed to be elastic.  Because of the 
assumption of elasticity, the applied stress wave travels at a constant speed and thus maintains its 
shape as it travels through the specimen.  Thus, the stress pulse can be determined through a 
simple calculation on the measured velocity.  The pulse used in the following simulations is the 
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laser pulse at 49.9% power (Figure 3.25).  The use of this laser pulse was not ideal for the 
previous simulations looking mainly at plastic strain because the energy contained in the pulse 
was too small and dissipated almost entirely before even reaching the first interface.  
Additionally, the pulse used in the previous simulations (Figure 3.12) was used for convenience 
in interpreting the results because the laser pulse has a complex shape.  The purpose of the 
following simulations is to replicate the experimental laser impact scenario and examine the 
effects of layer thickness on the experimentally measureable velocity at the back face of the 
structure. 
 The laser pulse (Figure 3.25) has a rise time of 10 ns and can be treated as a shock with 
nearly instantaneous rise and fall times when used on a macroscopic structure.  For a smaller 
structure (length less than 0.1 mm), the shape of the pulse becomes more important, and for a 
nanoscale structure, the stress wave reaches the back of the structure, reflects, and begins 
traveling in the opposite direction before the initial pulse elapses.  While the effects of the pulse 
on plastic strain buildup can still be examined for a nanoscale structure (assuming that the 
continuum simulations are valid at the nanoscale), the velocity at the back face is not a helpful 
piece of information due to all the interference of coinciding waves. 
The laser pulse (Figure 3.25) was applied to a Cu-Al structure of 10 mm in total length, 
consisting of alternating bulk layers of copper and aluminum, all of equal thickness.  Tests were 
run for layer thicknesses of 5 mm (2-layered structure), 2.5 mm (4-layered structure), 1.25 mm 
(8-layered structure), and 0.6255 mm (16-layered structure).  The structure was placed in one-
dimensional strain conditions, with the direction of propagation of the wave along the axis of 
symmetry, and the interfaces oriented normal to the direction of propagation of the wave.  The 
configuration of the simulation is shown schematically in Figure 3.11.  The bulk layers were 
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characterized by the Estrin two-parameter model and given the material properties listed in Table 
2.3 for copper and Table 2.2 for aluminum.  The initial values for mobile and forest dislocation 
density at time 0t   were set at 0 8 212 10  cmm
   and 0 8 28 10  cmf
  , respectively, for the 
copper layer and 0 8 210 10  cmm
   and 0 8 27 10  cmf
  , respectively, for the aluminum layer.  
The interface was given an initial thickness of zero and a characteristic length   of 0.4 nm.  The 
material model was implemented in Abaqus using the user subroutine VUMAT.  Please see 
Appendix D for more information on VUMAT and the treatment of interfaces in Abaqus.  
Figures 3.26, 3.27, 3.28, and 3.29 show the back face velocities for the structures with 2, 
4, 8, and 16 layers, respectively.  These velocity histories are characterized by a length of time at 
which velocity is zero, followed by a peak in velocity, then a period of dampened oscillation.  
These oscillations contrast with the shapes of the velocity histories for the pure copper specimen 
(Figures 2.34 to 2.38).  When a stress wave reaches an interface, it partially transmits through the 
interface and partially reflects away from it, due to conservation of momentum as the wave 
travels between materials of different densities.  For a purely elastic material with no dissipation 
of energy and constant layer thickness, the interfaces would merely result in a back face velocity 
history that oscillates with a period related to the layer thickness.  However, wave speed in an 
elastoplastic material is not constant because of plastic dissipation.  Therefore, the oscillations in 
velocity at the back face of the layered structure cannot be characterized by a single frequency.  
In general, however, it can be seen that as the number of layers increases, the dominating 
frequency of oscillation at the back face increases as well.  This result is similar in nature to the 
theoretical result just discussed for an elastic material.  Increasing the number of layers also 
decreases the maximum velocity at the back face, and increases the dampening effect as the 
velocity reaches a peak of approximately 6 m/s and equilibrates to a velocity of approximately 3 
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m/s.  This result corresponds with the findings of the previous simulations in this section looking 
at the effect of layer thickness on plastic strain and dislocation density (Figures 3.17 to 3.22), 
which showed increased energy absorption at the left side of the material as the number of layers 
increased.  Because more energy is absorbed closer to the front face of the layered structure, less 
energy is transmitted to the back face of the structure, which reduces the velocity. 
We conclude that in the context of dynamic impact, the presence of interfaces causes 
partial reflections of the incident wave, which results in concentration of plasticity close to the 
impacted face of the structure.  The higher plasticity means more of the energy of the incident 
wave is absorbed close to the impacted face before the wave transmits through the entire 
structure. 
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3.5 Figures 
 
 
Figure 3.1: SEM image of an undeformed Cu-Ag nanolayered structure, where the dark lines 
represent silver and the light lines represent copper.  (Credit: Benjamin Eftink, Prof. I. Robertson 
Group, Department of Materials Science & Engineering, University of Illinois) 
 
 
Figure 3.2: TEM image of an undeformed Cu-Ag nanolayered structure, where the dark layers 
represent silver and the light layers represent copper.  (Credit: Benjamin Eftink, Prof. I. 
Robertson Group, Department of Materials Science & Engineering, University of Illinois) 
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Figure 3.3: TEM image of an deformed Cu-Ag nanolayered structure, where some areas appear 
to be darker due to strain in the material.  (Credit: Benjamin Eftink, Prof. I. Robertson Group, 
Department of Materials Science & Engineering, University of Illinois) 
 
 
 
Figure 3.4: Effective shear stress versus effective shear strain of a Cu-Nb interface from 
atomistic simulations of interface sliding (from Wang, et al., 2008 [36]) 
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 (a) (b) 
 
Figure 3.5: Traction-separation laws for the interfacial cohesive element in the (a) normal and (b) 
tangential directions 
 
 
 
 
 
Figure 3.6: Simulation domain for debonding of an interface under applied displacement and 
one-dimensional strain conditions.  In the actual simulation, the interface initially has zero 
thickness. 
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Figure 3.7: Normalized stress-strain curve for the bulk material under one-dimensional strain 
conditions in the absence of the cohesive interface, where 
0500E   
 
Figure 3.8: Normalized traction-separation law for an interface described by equation (3.10).  
The parameter 
max  denotes the maximum traction, and   denotes the separation at which the 
interface fully debonds. 
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Figure 3.9: Normalized stress-strain curves for the setting shown in Figure 3.6, for various values 
of L   
 
 
 
Figure 3.10: Stress-strain curves for the debonding of an interface for various values of L   
(from Needleman, 1988 [37]) 
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Figure 3.11: Configuration of dynamic impact simulation using a traction initial boundary 
condition for a cylindrical Cu-Al layered structure 
 
 
Figure 3.12: 2 s  trapezoidal stress pulse of magnitude 1.8 GPa, with the ascending and 
descending slopes very high, so that the peak stress is reached almost instantaneously 
  
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Figure 3.13: Equivalent plastic strain profile at various mesh sizes of a 2-layered Cu-Al structure 
 0.4 nm  , 12 mm in total length (6 mm layer thickness), 3 s  after impact with the 2 s  
stress pulse in Figure 3.12 
 
Figure 3.14: Equivalent plastic strain profile of a 2-layered Cu-Al structure, 12 mm in total 
length (6 mm layer thickness), with characteristic interfacial lengths   of 0.4 nm and 4000 nm, 
3 s  after impact with the 2 s  stress pulse in Figure 3.12 
Cu Al 
Cu Al 
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Figure 3.15: Normalized mobile dislocation density profile of a 2-layered Cu-Al structure, 12 
mm in total length (6 mm layer thickness), with characteristic interfacial lengths   of 0.4 nm 
and 4000 nm, 3 s  after impact with the 2 s  stress pulse in Figure 3.12 
 
Figure 3.16: Normalized forest dislocation density profile of a 2-layered Cu-Al structure, 12 mm 
in total length (6 mm layer thickness), with characteristic interfacial lengths   of 0.4 nm and 
4000 nm, 3 s  after impact with the 2 s  stress pulse in Figure 3.12 
Cu Al 
Cu Al 
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Figure 3.17: Equivalent plastic strain profile of a 2-layered Cu-Al structure, 10 mm in total 
length (5 mm layer thickness), with a characteristic interfacial length   of 0.4 nm, 2.5 s  after 
impact with the 2 s  stress pulse in Figure 3.12 
 
Figure 3.18: Equivalent plastic strain profile of a 4-layered Cu-Al structure, 10 mm in total 
length (2.5 mm layer thickness), with a characteristic interfacial length   of 0.4 nm, 2.5 s  after 
impact with the 2 s  stress pulse in Figure 3.12 
Cu Al 
Cu Al Al Cu 
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Figure 3.19: Equivalent plastic strain profile of an 8-layered Cu-Al structure, 10 mm in total 
length (1.25 mm layer thickness), with a characteristic interfacial length   of 0.4 nm, 2.5 s  
after impact with the 2 s  stress pulse in Figure 3.12 
 
Figure 3.20: Equivalent plastic strain profile of a 16-layered Cu-Al structure, 10 mm in total 
length (0.625 mm layer thickness), with a characteristic interfacial length   of 0.4 nm, 2.5 s  
after impact with the 2 s  stress pulse in Figure 3.12 
Al Cu Al Cu Al Cu Al Cu 
Cu 
Cu 
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Figure 3.21: Normalized mobile  0m m   and forest  0f f   dislocation density profile of a 2-
layered Cu-Al structure, 10 mm in total length (5 mm layer thickness), with a characteristic 
interfacial length   of 0.4 nm, 2.5 s  after impact with the 2 s  stress pulse in Figure 3.12.  At 
time 0t  , 0 8 212 10  cmm
   and 0 8 28 10  cmf
   for the copper layer and 0 8 210 10  cmm
   
and 0 8 27 10  cmf
   for the aluminum layer. 
Cu Al 
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Figure 3.22: Normalized mobile  0m m   and forest  0f f   dislocation density profile of a 4-
layered Cu-Al structure, 10 mm in total length (5 mm layer thickness), with a characteristic 
interfacial length   of 0.4 nm, 2.5 s  after impact with the 2 s  stress pulse in Figure 3.12.  At 
time 0t  , 0 8 212 10  cmm
   and 0 8 28 10  cmf
   for the copper layers and 
0 8 210 10  cmm
   and 0 8 27 10  cmf
   for the aluminum layers. 
Cu Al Al Cu 
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Figure 3.23: Normalized mobile  0m m   and forest  0f f   dislocation density profile of an 
8-layered Cu-Al structure, 10 mm in total length (5 mm layer thickness), with a characteristic 
interfacial length   of 0.4 nm, 2.5 s  after impact with the 2 s  stress pulse in Figure 3.12.  At 
time 0t  , 0 8 212 10  cmm
   and 0 8 28 10  cmf
   for the copper layers and 
0 8 210 10  cmm
   and 0 8 27 10  cmf
   for the aluminum layers. 
Al Cu Al Cu Al Cu Al Cu 
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Figure 3.24: Normalized mobile  0m m   and forest  0f f   dislocation density profile of a 
16-layered Cu-Al structure, 10 mm in total length (5 mm layer thickness), with a characteristic 
interfacial length   of 0.4 nm, 2.5 s  after impact with the 2 s  stress pulse in Figure 3.12.  At 
time 0t  , 0 8 212 10  cmm
   and 0 8 28 10  cmf
   for the copper layers and 
0 8 210 10  cmm
   and 0 8 27 10  cmf
   for the aluminum layers. 
Al 
Cu Cu 
Al 
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Figure 3.25: Applied stress pulse simulating laser impact, obtained from experimental data 
(Owen Kingstedt, Prof. J. Lambros Group, Department of Aerospace Engineering, University of 
Illinois) 
 
Figure 3.26: Back face velocity of a 2-layered Cu-Al structure, 10 mm in total length (5 mm 
layer thickness), with a characteristic interfacial length   of 0.4 nm, after impact with the stress 
pulse in Figure 3.25 
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Figure 3.27: Back face velocity of a 4-layered Cu-Al structure, 10 mm in total length (2.5 mm 
layer thickness), with a characteristic interfacial length   of 0.4 nm, after impact with the stress 
pulse in Figure 3.25 
 
Figure 3.28: Back face velocity of an 8-layered Cu-Al structure, 10 mm in total length (1.25 mm 
layer thickness), with a characteristic interfacial length   of 0.4 nm, after impact with the stress 
pulse in Figure 3.25 
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Figure 3.29: Back face velocity of a 16-layered Cu-Al structure, 10 mm in total length (0.625 
mm layer thickness), with a characteristic interfacial length   of 0.4 nm, after impact with the 
stress pulse in Figure 3.25 
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3.6 Tables 
 
Table 3.1: Material constants of the assumed Cu-Al interface 
Normal modulus 100 GPanc   
Tangential modulus 40 GPatc   
Critical stress max 900 MPa   
Characteristic interfacial length 0.4 nm 
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CHAPTER 4: CONCLUSIONS AND FUTURE WORK 
 
 Multilayered materials are known to exhibit unusually high strength, but much remains to 
be learned about deformation processes in these structures, especially at high strain rates.  
Material interfaces are believed to act as barriers to slip transmission because dislocation pileup 
and core spreading at the interface.  In this thesis, we aimed to develop a continuum model to 
characterize the response of these multilayered structures under high strain rate impact.  
Dislocation-based constitutive models were developed to characterize high strain rate response 
of bulk materials.  These constitutive models were then applied to multilayered structures, with 
the material interfaces treated as cohesive layers. 
Because dislocation pileup at interfaces is a primary factor in the high strength of 
multilayered structures, our approach for developing a constitutive model for high strain rate 
impact of a bulk material involved a dislocation-based plasticity law.  This constitutive model 
was implemented into dynamic simulations in finite element analysis under a continuum 
treatment.  In particular, plasticity models from Gilman [15, 16] and Estrin [18] were 
investigated in the context of dynamic impact simulations.  The Gilman model characterizes 
plastic flow as a function of mobile dislocation generation and movement.  For data for iron and 
steel it predicts an overshoot of a yield stress, followed by relaxation of the flow stress with 
increasing plastic strain.  The Estrin two-parameter model characterizes plastic flow as a function 
of mobile and forest dislocations and accounts for dislocation generation, annihilation, 
movement, and trapping.  Whereas this model has been traditionally used for creep of metals 
such as copper and aluminum, we tested it for much higher strain rates pertinent to dynamic 
impact. 
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 An improvement was made to the Gilman model by eliminating an assumption that most 
of the dislocations remain mobile.  It was shown that this modified Gilman model showed a 
different response from the original Gilman model when the dislocation density multiplication 
constant was relatively low.  It was concluded that the modified Gilman model should be favored 
over the original Gilman model unless the dislocation density multiplication constant M  is 
much greater than the initial dislocation density 
0 .  Additionally, the implementation of the 
improved Gilman model allowed us to track parameters such as dislocation density and mobile 
dislocation fraction, which was not possible in the original model. 
 A parametric study was performed on the material constants in the Estrin model.  A laser 
impact scenario was simulated, which corresponds to laser impact experiments being conducted 
on copper specimens at the University of Illinois.  The effect of these material constants on the 
measureable response of the impacted specimen was investigated, thus providing an approach to 
calibrating the constants of the Estrin model to match experimental data. 
The next step in modeling the dynamic response of multilayered structures was to 
formulate a continuum treatment for material interfaces.  These interfaces were treated as 
cohesive layers in order to emulate observed phenomena such as dislocation core spreading 
acting as barriers to slip as well as the relatively low strength of interfaces in response to shear.  
In the finite element treatment, we modeled the interfaces using cohesive elements with a 
prescribed traction-separation law.  Finite element simulations of dynamic impact were 
performed on multilayered structures.  In these simulations, a so-called characteristic interfacial 
length   was left as an adjustable parameter.  We found that this parameter affected the 
dislocation buildup close to the interface, with a greater dislocation buildup as   increases.  The 
dislocation buildup close to the interface agrees with physically observed phenomena, and the 
99 
 
dependence of this dislocation buildup on the parameter   suggests that we can calibrate our 
model to findings from experimental data or atomistic simulations by observing dislocation 
buildup close to the interface. 
The effect of bulk layer thickness on dynamic response was also investigated.  We found 
that the presence of interfaces causes partial reflections of the incident stress wave, resulting in a 
high concentration of plasticity close to the impacted face of the structure.  The higher plasticity 
means more of the energy of the incident wave is absorbed close to the impacted face before the 
wave transmits through the entire structure.  This macroscale result is insightful in demonstrating 
how the energy from an incident stress wave dissipates from plasticity in a layered structure. 
 Future work in the project are: 
 To calibrate the material constants in the Estrin two-parameter model to experimental 
data from laser impact for a variety of materials. 
 To characterize the properties of the material interface to simulate actual interfaces, 
especially the Cu-Ag interfaces that are present in experimental samples.  In this regard, 
atomistic simulations may give insights on how one can best calibrate the continuum 
properties of interfaces by using experiments and simulations of the type done in this 
work. 
 To investigate the dynamic response of layered structures containing interfaces that are 
not necessarily oriented in the direction normal to the propagation of the stress wave, 
such that the shear response of the interface is engaged. 
 To perform dynamic impact simulations on multilayered structures at the microscale and 
nanoscale in order to investigate the applicability of our continuum model at smaller 
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length scales, with the ultimate goal of being able to characterize nanolayed structures 
with randomly-oriented interfaces. 
 To implement voids, holes, and pressurized bubbles into the dynamic simulations and to 
investigate neutron irradiated multilayered structures. 
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APPENDIX A: ELASTOPLASTIC CONSTITUTIVE EQUATIONS 
 
 The strain rate tensor ε  is assumed to be the sum of its elastic component eε  and its 
plastic component pε  
 e p ε ε ε . (A.1) 
The Hooke’s law for linear elasticity states 
 :e eσ C ε , (A.2) 
where σ  is the stress rate tensor and eC  is the elastic stiffness tensor.  For a linear isotropic 
material 
 2 3 2 3e k     C I J K J , (A.3) 
where   and   are the Lamé constants, 2 3k     is the bulk modulus, and I , J , and K  
are fourth-order tensors defined by 
  
1
2
ijkl ik jl il jkI      , (A.4) 
 
1
3
ijkl ij klJ   , (A.5) 
 
ijkl ijkl ijklK I J  , (A.6) 
and ij  is the Kronecker delta. 
 The plastic component of ε  is governed by 
 p pε N , (A.7) 
where the equivalent plastic strain rate p  is defined by 
 
2
:
3
p p p  ε ε , (A.8) 
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3
2 e

σ'
N , (A.9) 
and the stress deviator σ'  and equivalent stress e  are respectively 
 
1
3
kk σ' σ δ , (A.10) 
 
3
:
2
e  σ' σ' , (A.11) 
And : ij ijA BA B , where A  and B  are second order tensors and the summation convention is 
implied over a repeated index. 
 In summary, 
 e p ε ε ε , (A.12) 
 :e eσ C ε , (A.13) 
 p pε N , (A.14) 
where additional information is needed for the equivalent plastic strain rate p ; this depends on 
the specific constitutive model under consideration, i.e. the Gilman or Estrin models (see 
Appendices B and C). 
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APPENDIX B: IMPLICIT NUMERICAL INTEGRATION OF THE ELASTOPLASTIC 
CONSTITUTIVE EQUATIONS 
 
B.1 Introduction 
 
 In this appendix, the implicit numerical integration of the elastoplastic constitutive 
equations is presented.  Given the solution at a material point (integration station) at time 
nt , 
including the stress tensor nσ  and the values of any state variables at time nt  (such as the 
equivalent plastic strain p
n ), along with the strain increment ε , one can determine the solution 
at time 1nt   through an implicit integration scheme.  Specifically, the new stress tensor 1nσ  and 
the values of all state variables at time 
1nt   is determined.  This solution is then passed onto the 
“outer” loop, which iteratively satisfies the equilibrium equations at time 
1nt  .   The outer loop 
requires the Jacobian  σ ε  for the Newton iteration scheme to satisfy overall equilibrium at 
1nt  . 
 
B.2 Implicit Integration of the Generalized Elastoplastic Constitutive Equations 
 
Integrating the constitutive relations (A.12), (A.13), and (A.14) implicitly using the 
backward Euler method, one states 
 e p   ε ε ε , (B.1) 
 1 :
e e
n n    σ σ σ C ε , (B.2) 
 1
p p
n   ε N . (B.3) 
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Define the elastic predictor eσ  as 
 :
e e
n  σ σ C ε . (B.4) 
Note that all terms on the right side of (B.4) are known.  Equations (B.1) and (B.2) combine to 
give 
 1 :
e e p
n   σ σ C ε . (B.5) 
Now define the equivalent elastic predictor e
e  as 
    
3
' : '
2
e e e
e  σ σ . (B.6) 
If the material behaves elastically, 0p  , and from (B.5), 
1
e
n σ σ .  Otherwise, 0
p  , 
and we must use the constitutive relations to determine p . 
Substituting (B.3) into (B.5) and using (A.3), 
 1 12
e p
n n    σ σ N . (B.7) 
Consider the deviatoric parts of both sides of (B.7) by multiplying both sides by K  
  1 1' 2e pn n    σ' σ N . (B.8) 
Substituting N  from (A.9) into this equation, one finds 
  
 
1
1
1
' 3e p nn
e n
 




  
σ'
σ' σ . (B.9) 
We can solve this equation for 1nσ'  to obtain 
 
 
 
1
1
'
3
1
e
n p
e n
 






σ
σ' . (B.10) 
Then, by substituting this result back into the definition of N, one finds 
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 
 
1
1
1
'3 3
2 2
e
n
n e
e en
 



 
σσ'
N , (B.11) 
We have now determined 
1nN  in terms of the elastic predictor, which is known.  Combining 
(B.11) and (B.7) yields 
 
 
1
'
3
e
e p
n e
e
 

   
σ
σ σ . (B.12) 
Substituting the relations found in (B.11) into (B.8), 
  
 
 
 
1
1
1
'
3 3
e
e p e p n
n e ee
e e n
     
 



     
σ σ'
σ' . (B.13) 
From this, one finds 
  
1
3e pe en       , (B.14) 
where all terms on the right hand side of (B.12) and (B.14) are known except for p , which is 
determined through the numerical integration of the plastic flow law, as presented in Sections 
B.3 for the Gilman model and B.4 for the Estrin two-parameter model. 
To converge on the solution for global equilibrium using implicit integration in a finite 
element analysis program like ABAQUS/Standard, we must find the Jacobian  σ ε  at time 
1nt  .  From (B.1) and (B.2), we can write the increment of stress over an incremental step of time 
as 
 : :e e p    σ C ε C ε . (B.15) 
Differentiating both sides with respect to ε  and simplifying, 
 2 :
p
e 
 
 
 
σ ε
C K
ε ε
. (B.16) 
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We determine p ε ε  by considering the equation in (B.3) along with the equation for 1nN  
in (B.11): 
 
  '3
2
e
p p
e
e


  
σ
ε , (B.17) 
and differentiating both sides with respect to ε : 
 
   
 
1 2
' '3 1
2
e e ep p
p e
n e e
e e


 

        
    
 
σ σε
N
ε ε ε ε
. (B.18) 
 We now want to find the values for all of the derivatives in the right hand side of (B.18).  
First, taking the deviatoric part of the elastic predictor defined by (B.4), one has 
   ' 2 :e n   σ σ' K ε , (B.19) 
and by differentiating 
 
  '
2
e




σ
K
ε
. (B.20) 
We can now differentiate e
e  with respect to ε  and use the result in (B.20) to get 
 
12
e
e
n

 



N
ε
. (B.21) 
Finally, we can differentiate both sides of (B.14) with respect to ε , use the result of (B.21) and 
simplify to obtain 
 1
1
2
3
p
n
nh






 
N
ε
, (B.22) 
where 
 1
1
e
n p
n
h




 
  
 
. (B.23) 
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Now we can combine (B.16), (B.18), (B.20), (B.21), and (B.22) to obtain the Jacobian 
  
2 2
1 1 1 1
1
4 2
2 3
3
p
e
n n n ne
n eh
  
 
   

 
   
 
σ
C N N N N K
ε
. (B.24) 
In equation (B.24), all terms on the right side are known except for p  and 1nh  , which must be 
determined through the numerical integration of the plastic flow law, as presented in Sections 
B.3 for the Gilman model and B.4 for the Estrin two-parameter model. 
 
B.3 Implicit Integration of the Constitutive Equations of the Gilman Model 
 
 In the Gilman model, the only state variable is the equivalent plastic strain p .  The 
equivalent plastic strain rate p  is given by equation (2.10): 
  0 0 exp
p
p p D Hbv M

  

 
   
 
, (B.25) 
where b  is the Burgers vector, 0v  is the initial mean dislocation velocity, 0  is the initial 
dislocation density, M  is the dislocation density multiplication coefficient, D  is the 
characteristic dislocation drag stress, H  is the hardening coefficient, and   is the flow stress 
responsible for dislocation motion given by 
  0max , 0e    , (B.26) 
 where 0  is the initial yield stress of the material under uniaxial tension. 
 Implicit backward Euler integration of (B.25) over a given increment t  gives 
   10 0 1
1
exp
p
p p n
n
n
D H
bv t M

  




 
     
 
, (B.27) 
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where 
1n   is determined by implicitly integrating (B.26) and substituting the expression for 
 
1e n


 given by (B.14): 
  1 0 01 3
e p
n e en
             . (B.28) 
 Note that 1
p p p
n n      .  The unknown parameter 
p  can be found in both sides of (B.27), 
and thus the equation is solved using the Newton-Raphson iterative scheme. 
 To determine the Jacobian for this iterative scheme, 
1nh   must be found, where 
 1 1
p
n e n
h   
   .  From (B.28), 
 1
1
n
n p
h







. (B.29) 
Then solving (B.27) for 
1n   and differentiating with respect to 
p , 
 
 
1
0 1
1
0 0 1
1
ln
n p p
n
n p
n
p
M
H
M
h
bv M t

  
 





 
  
  
  
 
 
 
. (B.30) 
 In summary, given the stress tensor 
nσ  and equivalent plastic strain 
p
n  at time nt , along 
with the strain increment ε , the stress tensor 1nσ  at time 1nt   can be determined by equation 
(B.12), and the equivalent plastic strain increment can be determined by equation (B.27).  The 
Jacobian is given by (B.24), where the term 
1nh   is given by (B.30). 
 
B.4 Implicit Integration of the Constitutive Equations of the Estrin Two-Parameter Model 
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 The Estrin two-parameter model includes three state variables: the equivalent plastic 
strain p , the non-dimensionalized mobile dislocation density X , and the non-dimensionalized 
forest dislocation density Y .  The equivalent plastic strain rate p is given by equation (2.58): 
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m
p e XY
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 

 
  
 
, (B.31) 
where   is the normalization factor, 0  is the reference stress, and m is a material parameter.  
From equations (2.61) and (2.62), X  and Y  evolve according to 
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and C , 1C , 20C , 3C , 4C , q , and n  are material parameters, and 0  is a reference strain rate. 
 Implicit backward Euler integration of (B.31), (B.32), and (B.33) over a given time 
increment t  gives 
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where  
1e n


 is given by equation (B.14), 
1n nX X X   , 1n nY Y Y   , and 
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(B.35), (B.36), and (B.37) form a system of three equations with the three unknowns p , X , 
and Y .  The solution is found using the Newton-Raphson iterative scheme. 
 To determine the Jacobian, 
1nh   must be found, where  1 1
p
n e n
h   
   .  
Differentiating equations (B.35) through (B.38) with respect to p , 
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 (B.42) 
Equations (B.39) through (B.42) form a system of four equations with the four unknowns 
 
1
p
e n
 

  , pX   , pY   , and  2 1
p
n
C 

  .  This solution is found through 
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the Newton-Raphson iterative scheme.  Solving the system of equations for these unknowns 
gives the value of  1 1
p
n e n
h      , which is a parameter required to find the Jacobian in 
equation (B.24). 
 In summary, given the stress tensor 
nσ , equivalent plastic strain 
p
n , non-dimensionalized 
mobile dislocation fraction 
nX , and non-dimensionalized forest dislocation fraction nY  at time 
nt , along with the strain increment ε , the stress tensor 1nσ  at time 1nt   can be determined by 
equation (B.12), and the increments p , X , and Y  can be found by solving the system of 
equations (B.35), (B.36), and (B.37).  The Jacobian is given by (B.24), where the term 
1nh   is 
found by solving the system of equations (B.39) through (B.42). 
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APPENDIX C: EXPLICIT NUMERICAL INTEGRATION OF THE ELASTOPLASTIC 
CONSTITUTIVE EQUATIONS 
 
C.1 Introduction 
 
 In this appendix, the explicit numerical integration of the elastoplastic constitutive 
equations is presented.  Given the solution at a material point (integration station) at time 
nt , 
including the stress tensor nσ  and the values of any state variables at time nt  (such as the 
equivalent plastic strain p
n ), along with the strain increment ε , one can determine the solution 
at time 1nt   through an implicit integration scheme.  Specifically, the new stress tensor 1nσ  and 
the values of all state variables at time 
1nt   must be determined.  Through explicit integration, the 
solution at time 1nt   can be determined directly from known quantities, without the need for an 
iterative scheme (such as the Newton-Raphson method) to solve for unknown quantities. 
 
C.2 Explicit Integration of the Generalized Elastoplastic Constitutive Equations 
 
Integrating the constitutive relations in (A.12), (A.13), and (A.14) explicitly using the 
forward Euler method, one finds 
 e p   ε ε ε , (C.1) 
 1 :
e e
n n    σ σ σ C ε , (C.2) 
 
p p
n  ε N . (C.3) 
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Define the elastic predictor eσ  as 
 :
e e
n  σ σ C ε  (C.4) 
Note that all terms on the right hand side of (C.4) are known.  Equations (C.1) and (C.2) can be 
combined to give 
 1 :
e e p
n   σ σ C ε . (C.5) 
Define the equivalent stress 
e  as 
 
3
' : '
2
e  σ σ . (C.6) 
If   0e n  , the material behaves elastically and 0
p  , and from (C.5), 1
e
n σ σ .  
Otherwise, 0p  , and we must use the constitutive relations to determine its value. 
Substituting (C.3) into (C.5) and using the definition of eC  from (A.3), 
 1 2
e p
n n    σ σ N . (C.7) 
Since 
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(C.7) can be expressed as 
 
 1
3e p nn
e n
 

   
σ'
σ σ , (C.9) 
where all the terms are known except for p , which is obtained from the numerical integration 
of the plastic flow law, as presented in Sections C.3 for the Gilman model, C.4 for the modified 
Gilman model, and C.5 for the Estrin two-parameter model. 
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C.3 Explicit Integration of the Constitutive Equations of the Gilman Model 
 
 In the Gilman model, the only state variable is the equivalent plastic strain p .  The 
equivalent plastic strain rate p  is given by equation (2.10): 
  0 0 exp
p
p p D Hbv M

  

 
   
 
, (C.10) 
where b  is the Burgers vector, 0v  is the initial mean dislocation velocity, 0  is the initial 
dislocation density, M  is the dislocation density multiplication coefficient, D  is the 
characteristic dislocation drag stress, H  is the hardening coefficient,   is the flow stress 
responsible for dislocation motion given by 
  0max , 0e    , (C.11) 
 and 
0  is the initial yield stress of the material under uniaxial tension. 
Explicit forward Euler integration of (C.10) over a given increment t  gives 
  0 0 exp
p
p p n
n
n
D H
bv t M

  

 
     
 
, (C.12) 
where 
   0n e n    . (C.13) 
All of the quantities on the right side of (C.12) are known, so the value of the equivalent plastic 
strain increment p  is known. 
In summary, given the stress tensor nσ  and equivalent plastic strain 
p
n  at time nt , along 
with the strain increment ε , the stress tensor 1nσ  at time 1nt   can be determined by equation 
(C.9), and the equivalent plastic strain increment can be determined by equation (C.12).   
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C.4 Explicit Integration of the Constitutive Equations of the Modified Gilman Model 
 
 The modified Gilman model includes three state variables: the equivalent plastic strain 
p , the dislocation density  , and the dislocation fraction f .  These state variables are 
governed by equations (2.26), (2.27), and (2.28): 
 p mbv  , (C.14) 
 bMv  , (C.15) 
 
H
f f
M


  , (C.16) 
where b  is the Burgers vector, M  is the dislocation density multiplication coefficient, H  is the 
hardening coefficient,   is the flow stress responsible for dislocation motion given by 
  0max , 0e    , (C.17) 
 
0  is the initial yield stress of the material under uniaxial tension, f  is the mobile dislocation 
density fraction given by mf   , m  is the mobile dislocation density,   is the total 
dislocation density, v  is the mean dislocation velocity given by 
 0 exp
D
v v

 
  
 
, (C.18) 
0v  is the initial mean dislocation velocity, and D  is the characteristic dislocation drag stress. 
 Rearranging (C.14), (C.15), and (C.16) and integrating explicitly by forward Euler over a 
given time increment t  gives 
 n nbMv t    , (C.19) 
 p n
f
M



  , (C.20) 
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where the subscript n  denotes the value of a variable at time nt .    can be determined 
immediately from known quantities through (C.19).  Then p  can be found through (C.20) 
using the known value of   and other known quantities.  Finally, f  can be found through 
(C.21) using the known value of p  and other known quantities.  Note that nv  is required to 
find   in (C.19).  This parameter can be determined directly through equation (C.18), so there 
is no need to include v  as a state variable that must be calculated before moving on to the next 
time step. 
In summary, given the stress tensor 
nσ , dislocation density n , equivalent plastic strain 
p
n , and mobile dislocation fraction nf  at time nt , along with the strain increment ε , the stress 
tensor 
1nσ  at time 1nt   can be determined by equation (C.9), and the increments to the state 
variables  , p , and f , can be found using equations (C.19),  (C.20), and (C.21), 
respectively. 
 
C.5 Explicit Integration of the Constitutive Equations of the Estrin Two-Parameter Model 
  
 The Estrin two-parameter model includes three state variables: the equivalent plastic 
strain p , the non-dimensionalized mobile dislocation density X , and the non-dimensionalized 
forest dislocation density Y .  The equivalent plastic strain rate p is given by equation (2.58): 
 2
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 (C.22) 
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where   is the normalization factor, 0  is the reference stress, and m is a constant.  From 
equations (2.61) and (2.62), X  and Y  evolve according to 
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C , 1C , 20C , 3C , 4C , q , and n  are constants, and 0  is a reference strain rate. 
 Explicit forward Euler integration of (C.22), (C.23), and (C.24) over a given time 
increment t  gives 
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All the quantities on the right side of equation (C.26) are known, so p  can be determined 
directly.  Then, p  can be used along with known values in equations (C.27) and (C.28) to 
determine X  and Y . 
In summary, given the stress tensor 
nσ , equivalent plastic strain 
p
n , non-dimensionalized 
mobile dislocation fraction 
nX , and non-dimensionalized forest dislocation fraction nY  at time 
nt , along with the strain increment ε , the stress tensor 1nσ  at time 1nt   can be determined by 
equation (C.9), and the increments to the state variables p , X , and Y  can be found using 
equations (C.26), (C.27), and (C.28), respectively. 
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APPENDIX D: FINITE ELEMENT SIMULATIONS 
 
D.1 Modeling of Quasi-static Response in Abaqus/Standard Using UMAT 
 
 For finite element simulations of quasi-static response, the Abaqus/Standard package is 
used, with the material model defined through the user subroutine UMAT.  The user subroutine 
contains the material model, which is implemented through the implicit integration scheme 
described in Appendix B.  Given the material state at time nt  and a strain increment ε , the 
material state at time 1nt   is determined.  Specifically, the stress state 1nσ  and consistent tangent 
modulus  
1n
 σ ε  at time 
1nt   are determined, along with any state variables that are part of 
the material model.  These values are calculated using a Newton-Raphson scheme, with 
successive iterations performed until convergence is achieved. 
 Each plasticity model has a different set of material properties and state variables.  For 
example, for the Gilman model presented in Chapter 2, the material properties listed in Table 2.1 
are used.  For this model, the equivalent plastic strain is stored as a state variable.  For the Estrin 
model also presented in Chapter 2, the material properties in Tables 2.2 and 2.3 are used.  Note 
that Table 2.2 lists the properties for aluminum and Table 2.3 for copper.  In addition to tracking 
equivalent plastic strain as a state variable, the UMAT for the Estrin model also tracks the 
mobile and forest dislocation densities.  The values for the material properties are input in 
Abaqus, which passes on the information to the UMAT subroutine. 
 When the UMAT subroutine runs, it takes the current array of total strain STRAN as an 
input, along with the current array of state variables STATEV and any properties predefined in 
the material model – stored in the array PROPS.  The desired outputs are the current stress, 
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which is stored in the array STRESS, the consistent modulus, stored in the array DDSDDE, and 
the updated state variables in STATEV. 
 
D.2 Modeling of Dynamic Response in Abaqus/Explicit Using VUMAT 
 
 For finite element simulations of dynamic response, the Abaqus/Explicit package is used, 
with material properties defined through the user subroutine VUMAT.  These simulations differ 
from the quasi-static simulations in that inertial terms are used.  Furthermore, the Jacobian 
 
1n
 σ ε  is not required because explicit integration schemes do not require iteration, thus 
eliminating the need for this term, which serves to drive convergence in iterative schemes. 
The user subroutine VUMAT implements the material model through the explicit 
integration scheme described in Appendix C.  Given the material state at time nt  and a strain 
increment ε , the material state at time 1nt   is determined.  This material state includes the 
stress 1nσ  at time 1nt  , as well as any state variables that are parts of the material model. 
The material properties are not dependent on whether UMAT or VUMAT is used.  The 
same properties are used, with the same values used as input into the subroutine.  Because 
VUMAT uses an explicit integration scheme, it does not require iteration to find a solution.  The 
solution at 
1n nt t t    can be determined directly using the solution at time nt . 
When the VUMAT subroutine runs, it takes the array of strain increments STRAININC 
as an input, along with the stress array at the beginning of the step STRESSOLD, the array of 
state variables at the beginning of the step STATEV and any properties predefined in the material 
model – stored in the array PROPS.  The desired outputs are the stress array at the end of the step 
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STRESSNEW, and the state variables at the end of the step, through an update of the array 
STATEV.   Through a loop implemented into the VUMAT, this process repeats at every material 
point (integration station). 
 
D.3 Modeling of Interfaces in Abaqus 
 
 In the simulations presented in this paper, interfaces are modeled in finite element 
analysis using cohesive elements.  The cohesive element is used to connect two solid elements 
with a cohesive interface.  This element allows for discontinuities in displacement between the 
two solid elements while maintaining continuity of traction.  A traction-separation defines the 
constitutive response of the interface. 
 When using the cohesive element in Abaqus, the traction-separation laws can be 
programmed as a user material into the UMAT subroutine for quasi-static simulations or 
VUMAT subroutine for dynamic simulations.  These equations can be used in conjunction with 
the model for the bulk elements by including an additional material property that merely serves 
as an indicator of whether the equations for bulk or the equations for an interface should be used.  
For the simulations performed here, the two bulk elements are initially joined, and so the 
cohesive element initially has zero thickness.  As the interfacial separation changes, the 
displacement is converted into a nominal strain, which is determined by dividing the 
displacement by a characteristic length.  This nominal strain is input into UMAT or VUMAT, 
which calculates the traction through the traction-separation law and outputs it in the form of a 
stress. 
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 For the user subroutine UMAT, which is used for quasi-static simulations, the nominal 
strain is stored in the array STRAN.  More specifically, for the default cohesive element, the 
nominal strain in the normal direction is stored in STRAN(2), and the nominal strain in the 
tangential direction is stored in STRAN(4).  These nominal strains are equivalent to the normal 
and tangential separations (displacements), respectively, divided by the characteristic interfacial 
length, which is a parameter defined in the Abaqus input file.  Additionally, these strains are 
corotational with the local coordinate system of the cohesive element, which is defined according 
to the orientation of the “long” sides and “short” sides of the element.  That is, the nominal 
strains are always defined in the local coordinate system of the cohesive element.  The desired 
output, which is calculated from the traction-separation law, is the traction, which is stored in the 
array STRESS.  Similar to the case with nominal strain, the normal stress (traction) is stored in 
STRESS(2) and the tangential stress (traction) is stored in STRESS(4).  Additionally, a 
Jacobian is output in the array DDSDDE.  The Jacobian for the cohesive element is calculated by 
determining    σ ε  treating the tensor ε  as a nominal strain increment tensor.  Because 
the stress and nominal strain tensors have few components, most of the components of the 
Jacobian will be zero.  
 The treatment of the interface in VUMAT, which is used for dynamic simulations, is 
similar to the treatment in UMAT.  As part of the required inputs for VUMAT, a nominal strain 
increment STRAININC is used as an input instead of a nominal strain.  For the default cohesive 
element, the nominal strain in the normal direction is stored in STRAININC(KM,2) and the 
nominal strain in the tangential direction is stored in STRAININC(KM,4), where KM represents 
the material point (integration station) currently being considered.  The nominal strain 
increments are equivalent to the normal and tangential displacement increments divided by the 
125 
 
characteristic interfacial length, which is a parameter defined in the Abaqus input file.  The other 
input is the traction at the beginning of the time step.  The normal component of this traction is 
stored in STRESSOLD(KM,2) and the tangential component is stored in STRESSOLD(KM,4).  
The desired output, which is calculated from the traction-separation law, is the traction at the end 
of the time step, which has normal component STRESSNEW(KM,2) and tangential component 
STRESSNEW(KM,4). 
 The section of the UMAT (written in Fortran) concerning the treatment of the interface in 
Section 3.3 is presented below:  
  ! Define constants 
      SY0  = PROPS(4) ! initial yield stress of bulk 
   SMAX = 3.D0*SY0 ! critical stress 
      RUND = STRAN(2) ! u_n / delta (i.e. nominal strain) 
 
  ! Tangential components of displacement and traction 
  ! are ignored when wave propagates normal to the interface 
       
  ! Initialize stress and Jacobian arrays 
 
      DO I=1,NTENS 
        STRESS(I) = 0.D0 
        DO J=1,NTENS 
          DDSDDE(I,J) = 0.D0 
        ENDDO 
      ENDDO 
       
      ! Calculation of normal traction 
 
      IF (RUND.LE.1.D0) THEN 
    ! Eq. 3.8 
        STRESS(2) = 27.D0/4.D0*SMAX 
&    *(RUND*(1.D0-2.D0*RUND+RUND*RUND) 
    ! Eq. 3.12 
        DDSDDE(2,2) = 27.D0/4.D0*SMAX 
&    *(1-4.D0*RUND+3.D0*RUND*RUND) 
      ELSE 
    ! Stress is zero after debonding completes 
        STRESS(2) = 0.D0 
      ENDIF 
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The section of the VUMAT (written in Fortran) concerning the treatment of the interface in 
Section 3.4 is presented below: 
 
 ! Define constants 
 
 CN   = PROPS(1)   ! normal modulus 
      CT   = PROPS(2)   ! tangential modulus 
      SMAX = PROPS(3)   ! critical stress 
 
  ! Normal traction (Eq. 3.39) 
      STRESSNEW(KM,2) = STRESSOLD(KM,2)+CN*STRAININC(KM,2)    
 
  ! Tangential traction (Eq. 3.40) 
      STRESSNEW(KM,4) = STRESSOLD(KM,4)+CT*STRAININC(KM,4) 
 
  ! Correction if critical stress is reached 
      IF (STRESSNEW(KM,4).GE.SMAX) THEN 
        STRESSNEW(KM,4) = SMAX 
      ENDIF 
      IF (STRESSNEW(KM,4).LE.(-1.D0*SMAX)) THEN 
          STRESSNEW(KM,4) = -1.D0*SMAX 
      ENDIF 
