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The number of medical variables and information collected from Intensive Care Unit (ICU) 
patients is too large to be analyzed in a reasonable amount of time by a doctor. The doctor relies 
on the general trend and his own experience to decide the next course of action. However 
nowadays computational power and pattern recognition knowledge can be used to treat such 
vast amounts of data. The aim of this thesis is to provide a method to predict the evolution of 
the heart rate of an ICU patient based on knowledge of the last hour of heart rate. Two different 
methods were experimented. Both of them used wavelet decomposition as a way to transform 
the signal. The first method used an autoregressive process. The signal was decomposed, the 
next coefficients were predicted using Burg’s method, and the predicted coefficients were 
reconstructed into a signal that was compared to the real heart rate. The normalized mean square 
error was used to evaluate the accuracy of the algorithm. The results were satisfactory, slightly 
better than the literature (Sow, 2012) and could possibly help a doctor in his or her decision 
making process. The capacity of adaptation under new information of the predictor was also 
studied and we observed than the sudden spikes could disturb the prediction. The second 
method used the MIMIC-II database of patients suffering from septic shock. The centroids for 
16 minute long signals were computed using a K-means algorithm and every one hour signal 
was decomposed into a sequence of four centroids. These sequences were entries to the 
dictionary and associated with the most likely following sequence. A signal given to the 
algorithm was decomposed into a sequence of four centroids and the associated signal 
corresponding to the following sequence was returned as the prediction. The results were better 
than with the first method. The predictions were less sensitive to noise, faster and more reliable. 
The inability to predict small spikes did not affect the value of the prediction since doctors are 
typically interested in knowing the general trend. Overall this method shows very promising 
results and has a lot of potential.  
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Patients in Intensive Care Units (ICU) generate a large amount of physiological data through 
the bedside monitoring devices. The data is stored and then analyzed by the ICU doctor who 
can evaluate the medical status of the patient and decide the next course of action. However, 
more than 200 physiological variables can be measured and studying them all would be an 
impossible task in a reasonable amount of time (Imhoff, 2003). ICU Physicians mostly rely on 
an outlook of the general trend and personal experience to evaluate the medical status of the 
patient. Some important information may be missed and the treatment of the patient would 
suffer from it. Therefore, computer assistance in medical data analysis will help ICU doctors 
analyze large amount of data. So far, little research has been done in the field of physiological 
variable prediction. The prediction of high frequency signals has been widely studied for stock 
market prices but scarcely applied to the medical field (Hsieh, 2011), (Yousefi, 2005). Some 
reasons may be that the behavior of the vital signs is highly disturbed by noise making it hard 
to predict. A simple change of position from the patient can induce a sudden change in the 
patient’s blood pressure. However a reliable prediction up to a few hours ahead of the heart rate 
or the blood pressure could significantly improve the medical decision making process. The 
aim of this thesis is to provide a prediction method that will help the ICU doctor in his or her 
decision making process. 
This thesis is divided in two parts. In the first part, we explore the possibility of using a patient’s 
own history to predict his or her heart rate during the next hour. This idea has already been 
exploited before (Sun, 2010), (Sow, 2012). Our work is in the continuity of Sow’s work: we 
use the MIMIC-II database (Goldberger AL), a characterization of the signal through wavelet 
decomposition, and a linear predictor which is very similar to what Sow did. We compare the 
results obtained with Sow’s work using the Normalized Mean Square Error and the Window 
absolute error average. We also study the adaptation capability of our algorithm by studying 
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the evolution of the prediction with the arrival of additional data. Finally we tried to explain the 
source of error and the possible improvements that could be made to our algorithm. In the 
second part, we use the power of the MIMIC-II database to improve the prediction. The idea 
behind this method is that patients suffering from the same disease will behave in the same way. 
The aim is to transform the signal into a sequence that can be easily given to a special dictionary. 
This dictionary contains every possible sequence from the database and the most likely 
sequence for the next hour that is returned as the prediction. The NMSE is measured and we 
obtain better results than the first method. Finally, we analyze the dictionary and state possible 




1. Autoregressive technique 
The aim of this part is to propose a reliable and robust method to perform a prediction using a 
patient’s own history. Our method is similar to the intra patient technique presented in Sow 
(2012); it is an application of this work. Sow’s method uses the patient’s available data to 
predict the evolution. To do so, Sow uses a Fourier transform then a linear predictor to 
determine the next values of the Fourier transform. Finally the signal is reconstructed using an 
inverse Fourier transform. In contrast, we used a wavelet-decomposition instead of the Fourier 
transform on the signals before doing the actual prediction. Wavelet decomposition allows the 
use of long time intervals where precise low frequency information can be extracted and shorter 
time intervals where high frequency information can be extracted. These characteristics allow 
a precise study at different scales, which provides a more accurate description of the signal. We 
studied the precision of the prediction and how the program reacted to sudden changes in the 
behavior of the heart rate. The prediction error is compared to Sow’s work and we explain the 
source of the errors in our algorithm.  
This chapter is organized as follows: in section 1) the predicting algorithm is described. In 
section 2) the method used to test this predicting algorithm is explained. In section 3) the results 
are displayed and compared to existing works. Finally, in section 4), improvements and future 
works are discussed. 
1) The predicting algorithm 
a) Outline 
As mentioned in the introduction, the amount of data available in intensive care unit is 
extremely large. The number of physiological variables for each patient requires a minimal time 
of study for each one of them. In this thesis, we are going to focus on the heart rate. Our 
predictor will receive a vector 𝑥 = [𝑥1, 𝑥2, … , 𝑥64] representing the heart rate of the patient in 
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beats per minutes for the last 64 minutes, 𝑥1 being the oldest. The aim of the program is to 
predict the next 64 values  ?̌? = [𝑥65, 𝑥66, … , 𝑥128] . In order to allow the execution of the 
prediction almost in real time, we have to limit ourselves to simple pass algorithms and low 
computational complexity methods. The algorithm can be separated into three steps. The first 
step is to transform the vector 𝑥 into an easy to manipulate form. To deal with time series, the 
most usual ways are the Fourier transform and the wavelet decomposition. The Fourier 
transform was already tried on a similar problem by Sow (2012) and his method will be 
explained in section 1).b). The second step is the prediction of the next wavelet or Fourier 
coefficients. We used an autoregressive model to compute the values. The third and last step is 
the reconstruction of the prediction obtained into the time domain. 
b) Time and frequency domain approach  
In 2012, Sow used a similar process as the one presented in section 1).a). To compute the values 
corresponding to the prediction, he used Fading Memory Polynomes (FMP) as linear predictors 
because of their effectivness and low computational requirements (Morisson, 1969). As a first 
approach, he used the signals in the time domain and for a vector 𝑥 = [𝑥1, … , 𝑥𝑛] used the FMP 
to predict the value 𝑥𝑛+1 . Thus the process was then repeated using the vector 𝑥
′ =
[𝑥2, … , 𝑥𝑛, 𝑥𝑛+1] to predict the value 𝑥𝑛+2. Therefore if we call 𝑓 the function that takes 𝑥 =
[𝑥1, … , 𝑥𝑛]  as input and returns 𝑥𝑛+1,  the prediction of the 𝑛 next values will be given by this 
operation: 𝑓 ∘ 𝑓 ∘ … ∘ 𝑓(𝑥) = 𝑓𝑛(𝑥). This recursive call may amplify the error every time the 
function is called. The process is not expected to be stable after a few iterations. This unstability 
will render this method unapplicable. 
To solve this stability issue, the signal is transformed into the frequency domain. The aim here 
is not to predict the next value of the temporal signal but the next window of 𝑛 minutes. A 
discrete Fourier transform is performed on signal. The window is decomposed into several 
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frequency bands. The FMP are independently applied to each frequency band to obtain a 
respective prediction in each band. Finally these predictions are assembled and an Inverse 
Fourier Transform is performed in order compute the signal back into the time domain. The 
mathematical details are available in the main article (Sow, 2012). This process is very similar 
to the one we will use. We simply replaced the Fourier Transform with a Wavelet 
decomposition. 
c) Wavelet decomposition 
A wavelet is a function with average value 0 and with a compact support. The wavelet 
decomposition of a signal allows an effective local analysis. Wavelets are able to reveal details 
and information such as trends much better than a Fourier transform would. The decomposition 
process uses a mother wavelet and several transformations of this mother function through a 
scale factor and shifting. Figure 1 gives an example of a wavelet. To calculate the wavelet 
coefficient, a scalar product is computed between the signal 𝑠 and the wavelet function 𝑤: 
𝐶𝑜𝑒𝑓𝑓 = ⟨𝑠|𝑔⟩ = ∫ 𝑠(𝑥)𝑤(𝑥)𝑑𝑥 
The convergence of the integral is assured since the support of the wavelet function is compact. 
The aim of the wavelet functions is to precisely describe the signal by observing it with a 
variable scope. The coefficients will be calculated with a scaling factor that can be modified. A 
low scale (as presented in Figure 1) induces a compressed wavelet function. Rapidly changing 
details and high frequencies will be captured by this function. On the other hand, a high scale 
will respond well to slowly changing features and low frequencies. To characterize a signal, the 
scale factor is set to a fixed value and the function is shifted until the signal is completely 
covered (as presented in Figure 2). The number of coefficients obtained through this method is 




Figure 1. Example of a mother wavelet function with different scale factors a (Misiti, 1996). The 
function used is the Daubechies wavelet 8. The function is defined on ℝ and takes values between -
1 and 1. 
 
Figure 2. The coefficients are computed by shifting the wavelet function and changing the scaling 
factor. Shifting the function allows the description of every part of the signal. Changing the scaling 
allows a higher precision of a specific part of the signal. 
The wavelet decomposition will produce two sets of coefficients: the approximation and the 
details. Figure 3 shows 128 minutes of heart rate data extracted from an ICU patient. Figure 3 
shows the level 3 decomposition. The approximation describes the general trend of the signal 




Figure 3. Heart rate signal extracted from an ICU patient. 
 
Figure 4. Level 3 decomposition of the heart rate signal using Daubechies wavelet 5. 
On a signal as volatile as the heart rate, the approximation contains the majority of the 
information needed for the prognosis. The details can be considered irrelevant in term of pure 
medical interest. However they will be kept for the prediction. The level 3 decomposition was 
chosen according to the majority of the previous works done in this field involving wavelet 
decomposition (Pichot, 1999). 
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The level 3 decomposition is given by the following expression (Long, 2008):  









where 𝑎3(𝑘) represents the level 3 approximation coefficient at time 𝑘, 𝑑𝑗(𝑘) represents the 
level 𝑗 detail coefficient at time 𝑘. 𝜙𝑘 represents the wavelet function. It is calculated from the 
mother wavelet (for example Daubechies wavelet function 1). 𝜑𝑗,𝑘 represents the scale function. 
In reality, the computation of the wavelet coefficients is done through the discrete wavelet 
transform by using filter. More information can be found through the description of the Matlab 
Wavelet Toolbox (Misiti, 1996). 
d) Autoregressive process 
The first prediction technique is an iterative autoregressive model. The autoregressive model 
can be summarized by the following equation: 




where [𝑋𝑡−𝑝+1 … 𝑋𝑡] is the wavelet coefficient vector and 𝑋𝑡+1  is the next coefficient, 
[â0 … â𝑝−1] are the parameters of this model and p is the order of the model. These parameters 
are determined by using Burg’s method (Spyers-Ashby, 1998) (De Waele, 2000). This method 
is very popular, with proved efficiency (De Hoon, 1996). Once 𝑋𝑡+1 has been calculated we 
repeat the same process using [𝑋𝑡−𝑝 … 𝑋𝑡 𝑋𝑡+1] as the historical data to predict 𝑋𝑡+2. We iterate 
this process and stop it once all of the approximation and detail coefficients have been estimated. 
The prediction of each set of coefficients is of course independent of the others just as the 
17 
 
different frequency bands were independent in the Section 1).b). The parameters are computed 
every time a coefficient is predicted. The computation of the parameters is fast enough to treat 
a large database in a reasonable amount of time. 
2) Methods 
The prognosis system has been evaluated on 1300 hours of heart rate extracted from patients 
suffering from the septic shock disease. The data was obtained from the MIMIC-II database 
(Goldberger AL). The patients were chosen because the septic shock will induce high variations 
in the physiological variables, therefore making it more interesting for our prediction process. 
In order to limit the impact of noise, the studied data was sampled at 0.0167 Hz (1 measurement 
every minute). Some data was missing, probably due to connection problem between the 
equipment and the patient. To handle the missing data, only the segments with 128 consecutive 
data points without any missing value were kept. The prediction algorithm was applied on the 
first 64 points and we compared the outcome with the last 64 points.  
3) Results 
a) Evaluation tools 
To evaluate the error, we used two different estimators. The first one is the Normalized Mean 
Square Error (NMSE) defined by the following: 
𝐸(𝑥𝑗) =








where 𝑥𝑗𝑖,𝑟𝑒𝑎𝑙 represents the real value of the signal 𝑥𝑗 at time 𝑖 and 𝑥𝑗𝑖,𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 represents the 
predicted value of the signal 𝑥𝑗 at time 𝑖. To get an overview we calculated the mean, defined 










where N is the total number of samples. This error definition is very common in signal 
processing when predicting algorithms are involved (Long, 2008). The second estimator is the 
window absolute error average. This estimator is introduced because Sow used it in his article 
(Sow, 2012). Using the same notations, it is defined by the following: 
 𝐸𝑎𝑏𝑠(𝑥) =





To get an overview, we calculated the mean, defined by the following: 








b) One minute prediction 
In section 1)d), we saw that after predicting the value ?̂?𝑛+1, using 𝑥 = [𝑥1, … , 𝑥𝑛] as data, we 
would run the same program using ?̂? = [𝑥2, … , ?̂?𝑛+1] to predict ?̂?𝑛+2. For this experience, we 
predicted only one minute ahead which means that we stored the value  ?̂?𝑛+1  and ran the 
predictor using the real value of  𝑥𝑛+1 . The prediction of ?̂?𝑛+2  was done using  𝑥 =
[𝑥2, … , 𝑥𝑛, 𝑥𝑛+1] and so on. The prediction vector that will be compared to the real signal in 
order to calculate the error is  𝑦 = [?̂?𝑛+1, ?̂?𝑛+2, … , ?̂?2𝑛], which is the vector containing the 
values predicted but unused in this particular experiment. The first 64 minutes were 
decomposed as usual, using the wavelet decomposition. Then for each details and 
approximation coefficient vector, the next coefficient was predicted. The details and the 
approximation were separately reconstructed in order to be easily synchronized. This prediction 
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does not bring any relevant medical information. It is simply a test to verify that our algorithm 
does not produce aberrant values. 
Table 1. NMSE of the one minute prediction. The error is very low due to the ability of the predictor 
to follow the real signal. Unfortunately, the one minute prediction does not provide actual relevant 
medical data. 
Wavelet DB1 DB2 DB3 DB4 DB5 DB6 DB7 DB8 
One minute 
prediction 
0.0477 0.0099 0.0155 0.0088     0.0082 0.0061 0.0056 0.0052 
 
Table 2. Window error for the one minute prediction. The error is very low which means that the 
program does not return aberrant values. 
Wavelet DB1 DB2 DB3 DB4 DB5 DB6 DB7 DB8 
One minute 
prediction 
3.5093 1.6070 2.0404 1.5271 1.4665 1.2302 1.1631 1.1031 
 
The Normalized Mean Square Error and the Window error are respectively displayed in Table 
1 and Table 2. We can see that better results are obtained with a higher level of Daubechies 
wavelet. The results obtained are very good because the prediction is able to closely follow the 
real signal. A sudden change (for example a spike in the heart rate) will be taken into account 
by the program and the prediction will be immediately corrected. Figure 5 shows an example 
of a comparison between the one minute prediction and the one hour prediction. The first 64 
minutes are displayed in blue. They show a signal slightly decreasing with a small variance. 
The one hour prediction displayed in green keeps the same trend: slightly decreasing with a 
small variance. It is very difficult to predict the large spikes happening at 80th minute and the 
110th minute. On the other hand, the one minute prediction is able to follow the spikes since the 
available information is refreshed at every prediction. However the one minute prediction is 
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very sensitive to noise. Unfortunately this prediction does not bring any relevant medical 
information and will not help the doctor in his decision making process. 
 
Figure 5. Comparison of the one minute prediction with the one hour prediction. The one minute 
prediction is able to perfectly follow the real signal in red whereas the one hour prediction follows 
the decreasing trend. 
c) 1 hour prediction 
For this experiment, the methodology described in section 1)d) was followed and we predicted 
64 minutes of heart rate using 64 minutes of data. Table 3 shows the results obtained for the 
NMSE and the window absolute error. The error is higher than the NMSE for the one minute 
prediction which was expected (Table 1, Table 2) since there is no update given to the program 
if an unexpected event happens to the patient. The wavelet function used for the decomposition 
influences the result but it is easy to explain the reasons. Even with this error, the prediction is 
still useful for the ICU doctor. 
Table 3. NMSE and window absolute error for the one hour prediction. The error is higher than the 
NMSE for the one minute prediction which was expected (Table 1, Table 2). The wavelet function 
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used for the decomposition influences the result. Even with this error, the prediction is still useful 
for the ICU doctor. 
Wavelet 
function Db 1 Db 2 Db 3 Db 4 Db 5 Db 6 Db 7 Db 8 




4.4315 4.7031 4.7990 4.7227 4.6857 4.7180 4.5127 4.5372 
 
The simulations using the iterative autoregressive model showed that the predicted signal was 
able to follow the general trend but could not anticipate sudden rises or falls in the real signal. 
In Figure 5, the decreasing trend was accurately predicted but the first spike from 64 to 84 
minutes was not anticipated. In the Figure 6, we observed a similar pattern: the heart rate was 
rising from 20 to 60 minutes. Therefore, our predicting algorithm neglected the spike at 60 
minute, considering it as noise and predicted a continuous increase of the heart rate. The sudden 
fall at 80 minute was not foreseen and was probably linked to an exterior drug. These 
predictions can be exploited by doctors in order to help to decide their next medical move. The 
window absolute error is around 4.7 which means that on average, the prediction has a 4.7 beats 




Figure 6. Example of a prediction of a heart rate signal with the Daubechies wavelet 1 function. The 
iterative autoregressive model was used. The prediction is close to the real signal and is able to 
predict the decreasing trend. This information will help the ICU doctor to make a decision. 
 
Figure 7. Prediction of a heart rate signal with the Daubechies wavelet 1 function. The iterative 
autoregressive model was used. The algorithm cannot predict the sudden fall of heart rate probably 
due to a drug or a change of position of the patient. 
 
To compare the accuracy of our method with Sow’s method, we compare the histograms of the 
absolute window errors per segment for our method with those displayed in Sow’s article (Sow, 
2012). The comparison is displayed in Figure 8. Our results are given with a relative frequency 
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on the right histogram which is more interesting that an absolute number. A direct comparison 
with Sow’s work is not possible because the datasets used in each experiment are different. The 
same overall trend is observed between the two histograms. However our method seems to 
produce better results in terms of low window absolute error. To rigorously compare the two 
methods, the experiment must be conducted on the same dataset while using the fading memory 
polynomials. However, the involvement of the fading memory polynomials was not thoroughly 
described  but we can safely say that our method performs as well as Sow’s method and may 
produce better predictions in certain cases. 
 
Figure 8. Comparison of the window absolute error between Sow's method (left histogram) and our 
method (right histogram). Since the testing dataset is not exactly the same, a point by point 
comparison is not possible. Therefore, our results are given with a relative frequency. The same 
overall trend is observed between the two histograms. However our method seems to produce 
better results in terms of low window absolute error.  
d) Evolution of the error 
A good prediction algorithm should be able to adapt and react to new information. In order to 
test this aspect, a new experiment is conducted. The available data for the predictor is a sliding 
window containing 64 minutes of data. Let 𝑋 = [𝑥1, … , 𝑥128] be the real signal of 128 minutes. 
The first signal given to the algorithm is 𝑋0 = [𝑥1, … , 𝑥64]  and it produces a signal 𝑌0 =
[𝑦1, 𝑦2, … , 𝑦64] containing 64 minutes of prediction (𝑦𝑖 refers to the value of the heart rate in 
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the ith minute after the 64th minute in the original signal). To evaluate the error of the prediction, 
we compare [𝑦33, 𝑦34, … , 𝑦64] to [𝑥97, 𝑥98, … , 𝑥128]. Then the window is shifted by one minute 
in the future. The signal given to the algorithm is  𝑋1 = [𝑥2, … , 𝑥65]  and it produces a 
signal 𝑌1 = [𝑦2, … , 𝑦65]. To evaluate the error of the prediction, we compare [𝑦33, 𝑦34, … , 𝑦64] 
to [𝑥97, 𝑥98, … , 𝑥128]. The process is repeated until 𝑋32 = [𝑥33, … , 𝑥96] has been processed. 
With more information, we would naturally expect the error to decrease. Figure 9 shows the 
evolution of the NMSE number of extra minutes given to the algorithm. The NMSE remains 
stable. Therefore, the algorithm does not get an extra advantage with the new available data.  
This shows that there are unpredictable events that can happen in a short duration. The heart 
rate is correlated with other variables than its own history. 
 
Figure 9. Evolution of the NMSE value against the number of extra minutes given to the algorithm. 
The NMSE remains stable which is not what we expected.  This shows that there are unpredictable 
events that can happen in a short duration. The heart rate is correlated with other variables than its 
own history. 
Figure 10 shows an example of the prediction with a sliding window. The prediction with 10 
minute of data (green signal) takes into account the spike around 75 minutes which is omitted 
by the one hour prediction (red signal). However, our algorithm considers it to be a sudden rise 



















Shifted minutes of the sliding window
Evolution of the NMSE
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values. This example is a very good illustration of the NMSE curve in Figure 9. The red 
prediction has a very good NMSE error during the last 32 minutes while being inaccurate during 
the first 32 minutes. On the other hand, the NMSE of the purple curve is higher, against all 
expectations. A possibility to explain Figure 9 is that there may be a part of randomness 
concerning the spikes and a stabilized signal such as the red one will show an average error to 
be lower than a signal with a high variance. Another possible explanation is that these patients 
experience changes on their condition which can induce momentarily very high or very low 
heart rate values. These spikes will change the prediction (for example the green signal in Figure 
10) and may induce a very large error on the last 32 minutes. However once the period of rapid 
changes is done, the prediction may continue on that same pattern, leading to an increasing 
error. Therefore, this information led the predictor to interpret an increase or decrease of heart 
rate as an important trend and not as a temporary event. The last possibility is that a 32 minute 
window may be too large to clearly see a real causality. The last 16 minutes may strongly 
depend on the 16 minutes before and not on the 64 before them. Therefore, reducing the 





Figure 10. Example of the prediction with a sliding window. As more and more information is given 
to the algorithm, the prediction changes drastically. However the predictions do not get closer to 
the real signal as we could have expected. On this particular example, the random spikes will reduce 
the precision of our program. 
4) Summary and further research 
In this part, we considered the prediction of a patient’s heart rate using his or her own history. 
The process with inspired by Sow (2012) and Long (2008). To characterize the signals we used 
the wavelet decomposition and the coefficients were predicted by iterating an auto-regressive 
method. The final prediction was synthetized from the predicted coefficients. The results 
obtained are good and bring valuable information to the doctor. By comparing our work to 
Sow’s, we can say that the wavelet decomposition performs a bit better than the Fourier 
transform. A rigorous study using the same dataset would be needed to settle the question. The 
capacity of our predictor to adapt to new information was also tested. We realized that new 
information did not always improve the prediction. Several hypotheses were made and require 
further study in order to determine the cause of this unexpected evolution. The last hypothesis 




















was that medically relevant event happen during an interval of less than 30 minutes. Therefore, 
in order to capture these events, the length of the segments should be 16 minutes. We will use 
this hypothesis in the next part as 16 minutes will be the length of the signals used to build the 







2. Prediction using the database of similar patients 
In order to predict the evolution of a patient, we can look for patterns among patients suffering 
from a similar condition. The idea is to create a dictionary of the most widely encountered 
patterns during the analysis of the database. For each pattern, we associate the most likely 
following signal. Once the offline analysis (learning part) is done, we can apply it to a particular 
patient. For this patient, we observe the available data, consisting of a one hour long signal. The 
signal is analyzed and the closest matching pattern in the dictionary will be selected. Then, the 
most likely next model will be selected as the one hour prediction. The result will be compared 
to the real signal to estimate the error. 
The database consists of heart rate signals extracted from the MIMIC II database. We only 
consider patients that are suffering from septic shock condition and are in the Intensive Care 
Unit. The analysis of the signals will be conducted in the wavelet domain as it was previously 
done. To create the dictionary, a clustering technique will be used, very common for 
unsupervised learning. First, we describe the principle of clustering and the k-means algorithm. 
Then we explain their application on the heart rate signals and the results obtained. Finally, we 
comment on the accuracy and propose hypothesis to explain the errors. 
1) Generalities about the clustering process and the k-means algorithm 
a) Introduction 
Within a large amount of unlabeled data, some inner clusters can appear without being 
previously exposed. Gathering these similar objects into non overlapping groups is the objective 
of the clustering algorithm. This algorithm is in charge of labelling every object, grouping 
similar objects together. The degree of similitude is defined by the choice of the distance used 
in the algorithm. The labels obtained as a result are data driven.  Figure 11 (Jain, 1999) shows 
an example of clustering. Points belonging to the same cluster are given the same label (from 1 
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to 7). The similarity factor here is the Euclidian distance between the points. From this example, 
it is obvious that different clusters could have been chosen. It depends on the user’s decision as 
he asks the algorithm to determine a number of clusters that he chooses. The wide variety of 
algorithms and their simplicity of implementation facilitate the use of clustering as an important 
step in treating large amounts of data. We will first describe each step of the clustering process, 
providing the mathematical information needed. We will then analyze two research papers 
using k-means clustering with medical applications. 
 
 
Figure 11. Example of clustering. The data is composed of 2 dimensional vectors. The clustering 
algorithm is able to extract 7 clusters. 
 
b) Clustering process 
For most of the pattern clustering activities, the following procedure is undertaken (Jain A.K., 
1988): 
 Pattern representation with possible feature extraction.  
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 Definition of the pattern similarity measure. 
 Clustering. 
 Data abstraction and assessment of output. 
Pattern representation 
To obtain an efficient pattern representation, the user has to find a way to translate the raw data 
into an exploitable vector. The raw data may contain too much irrelevant information or may 
be under a non-directly exploitable form. For example, for our physiological signals, we are 
going to perform wavelet decomposition on them in order to transform them and extract more 
information related to the waveform. This pattern representation induces a natural reduction of 
noise and will produce highly reliable results in term of classification. A direct classification 
on the temporal signals will be heavily reliant on the noise and will most likely provide mean 
flat signals centroids. Once the data is under an exploitable form, a feature extraction will be 
performed. The dimension of the vector representing our data can be very high, involving 
irrelevant information or exceptionally high computing costs. Moreover, in terms of automated 
learning and data treatment, a very high dimension will be problematic as the clusters and the 
patterns cannot be easily identified due to the lack of examples. From experience, the majority 
of data treatment algorithms see their precision decrease as the dimension grows. Another side 
effect can be the computation time. With many algorithms it will increase, sometimes 
exponentially, with the dimension. These problems are often studied and known under the name 
of curse of the dimensionality (Bellman, 1957). To reduce the dimension of the data, multiple 
techniques are possible. For supervised data the most popular are Linear Discriminant Analysis 
(Scholkopft, 1999), General Graph Embedding (Yan S. X., 2007) and Canonical Correlation 
Analysis (Thompson, 1984). To reduce the dimension, these techniques will look for axes that 
separate the data according to the labeled classes. Since we are using unsupervised data, we 
cannot use any of the previously mentioned algorithms. However, unsupervised data 
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dimensionality reduction has also been studied thoroughly and efficient procedures have been 
discovered. The most common is the Principal Component Analysis (Wold, 1987). Usually, 
clustering algorithms provide better results after a PCA but the lack of control on the removed 
dimensions may actually decrease the precision. Other possible techniques are the Non 
Negative Matrix Factorization (Lee, 2001) and Independent Component Analysis (Hyvärinen, 
2000). The PCA will be thoroughly explained in the next part as we use it on our data. 
Pattern similarity measure 
Once the data is under an exploitable form, the user must determine the pattern similarity 
measure. It is a distance application that will quantify how close two vectors are by returning a 
positive number. The most usual distance used is the Euclidian distance defined by the 
following expression: 




where 𝑥, 𝑦 are the vectors and (𝑥𝑖), (𝑦𝑖) are the coordinates. This is the most commonly used 
type of distance, not only in the medical field but also in any field using machine learning 
(Chaira, 2011). The Euclidian distance is easy to implement and does not require a lot of 
computational resources. Moreover, with this expression, each and every coordinate is 
considered to be independent from the other one. Therefore, considering that the data is not 
supervised and that we do not possess a lot of information about it before clustering, it is safe 
to consider that the Euclidian distance will provide the most relevant pattern similarity measure. 
The independence of the dimensions implied by this distance may provide biased results due to 
huge variations between each coordinate’s variance. It is possible to apply the previous 







where 𝑥𝑖 is the regular coordinate, 𝑥?̅? is the mean over the entire data of the coordinates in the 
dimension 𝑖 , and 𝑉𝑖  is the variance of the data in that same dimension. If the pattern 
representation provides more relevant information on specific dimensions, it is possible to add 
an artificial weight on the coefficients. The distance becomes: 




Here, (𝛼𝑖) are the weights, chosen by the user. Usually, they will be chosen such as ∑ 𝛼𝑖 = 1𝑖  
like a barycenter but this normalization is not mandatory. For unsupervised data, it is highly 
unlikely that the user can determine adequate weights. Before the experiment, the user cannot 
know which dimension will provide an effective criterion for clustering. Unless the user is able 
to prioritize the dimensions during the feature extraction procedure, there is no obvious set of 
weights that can be chosen. For supervised data however, algorithms exist to minimize the 
classification error by successive iterations as the learning error can be decreased with the 
adjustment of the weights. 
Another useful distance is the Manhattan distance defined by the following expression: 
𝑑(𝑥, 𝑦) = ∑|𝑥𝑖 − 𝑦𝑖|
𝑖
. 
Here, 𝑥, 𝑦 are the vectors and (𝑥𝑖), (𝑦𝑖) are the coordinates. This distance is very similar to the 
Euclidian distance. There are no obvious situations in which one distance will perform better 
than the other one. Since both are very easy to implement and do not require a lot of resources, 




Finally, the distance application can be defined exclusively for the experiment and will use a 
formula directly linked to the specificity of the data (Ng, 2006). 
Clustering Algorithm 
The clustering problem is defined as the problem of finding groups of points that are close 
within the same cluster and distant from other clusters. The algorithm will minimize a given 
criteria and will stop once a local optimum is reached. One of the most widely used criteria is 
the Sum of Square Error (SSE) defined as: 






where K is the number of clusters chosen by the user, 𝑑 is the distance application described in 
the previous paragraph and 𝑚𝑖  is the centroid. The algorithm will minimize the SSE by 
minimizing the distance from 𝑥 to its centroid. It is possible to prove that the SSE will converge 
to a minimum but there will be no proof that this minimum is global and not local. Among the 
many available clustering algorithms, the k-means algorithm is one of the oldest and easiest to 
implement (Hartigan, 1979). This algorithm has been widely used due to its effectiveness. Even 
though there are some well-known drawbacks (Pena, 1999), we decided to use it for our project. 
The k-means algorithm is as follows: 
 
Initialization 




 Form K clusters by assigning the points to the closest 
centroid. 
 Compute the new centroids of the clusters. 
 If the centroids’ position did not change Then Break.  
End do 
The complexity of this algorithm is 𝑂(𝑛𝐾𝐼𝑑), where n is the number of points, K is the number 
of clusters, 𝐼 is the number of iterations and d is the number of dimensions. From the study of 
the complexity, we can the benefits of the feature extraction procedure previously mentioned 
as it will decrease the complexity and the computing time. Figure 12 shows an example of the 
K-means algorithm. 
 
Figure 12. Clustering data using the K-means algorithm. The user asked for 3 clusters, represented 
by the three different colors red, green and blue. In a few iterations, the algorithm converges toward 
the appropriate clustering (Yan S. , 2015). 
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One of the main issues with this algorithm is that the initialization of the centroids is a major 
factor as it can modify the outcome. As mentioned earlier, the SSE will converge toward a local 
minimum. Since there are no obvious properties that the centroids must verify, it is not easy to 
choose the initial points. This is a well-known drawback and some tactics have been proposed 
such as initializing the centroids far from each other or using hierarchical clustering to 
determine the actual initial centroids (Pang-Ning Tan, 2006). The most used tactic is simply to 
run the algorithm multiple times using different initializations. However none of the mentioned 
methods can successfully solve the “initial centroid problem”. Figure 13 shows a different 
initialization of the K-means algorithm on the data used in Figure 12. It is obvious that the 
results obtained are far from what was expected. 
 
Figure 13. The importance of the initialization for the K-means algorithm is showed by this example. 
The data used in Figure 12 is processed by the algorithm. However the results are different and far 
from what were expected. This issue is known as the "initial centroid problem". 
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Dealing with unsupervised data implies that the user has to decide on the number of clusters he 
or she is looking for. This issue is really important as it can completely modify the clustering. 
It is not possible to simple select the adequate clustering as the one that minimizes the SSE. 
Since the SSE is dependent on the distance between points and centroids, it is easy to nullify it 
by declaring that every point is its own cluster. Therefore it is important to set a limit for K, the 
number of clusters desired. To find a correct number of clusters the usual method is to plot the 
SSE versus the number of clusters. What we are looking for is an inflexion point or a notable 
decrease in the absolute value of the gradient of the curve. The correct number of cluster will 
be decided this way. Of course this method may omit some minor clusters as they will be fused 
with a larger one. Figure 14 shows the evolution of the SSE as a function of the number of 
clusters. On this example (Pang-Ning Tan, 2006), we can see that the curve has two different 
behaviors. Before 10 clusters, there is a significant decrease in the SSE. This is linked to the 
creation of clusters. It proves that the data has a clustering tendency. After 10, we can see that 
the slope is close to zero and the SSE will not significantly drop after that. So 𝐾 = 10 seems to 
be the correct number of clusters on the dataset. The light fluctuations around 16 and 25 are 
most likely due to a convergence problem with the simulation so they should be ignored as it is 




Figure 14. Evolution of the SSE against the number of clusters. With this graph it is possible to 
determine a reliable number of clusters. On this example, the slope of the curve drastically changes 
around 10 clusters. Therefore 10 is the most likely number of clusters on this dataset (Pang-Ning Tan, 
2006).  
 
Data abstraction and assessment of the output 
Once the clustering is done, it is important to find a compact and reliable way to represent the 
data. This is called the data abstraction process. The representation can be oriented towards 
simplicity for the machine so that machine learning can be easily performed or it can be human 
oriented so that the outcome is easy to comprehend and intuitively appealing (Jain, 1999). For 
example, a study on the behavior of customers requiring pattern recognition and data clustering 
will have a human oriented data abstraction so that the analysts can draw reliable conclusions 
about the habits of their clients. However, for the majority of data clustering, a typical data 
abstraction will be the compact description of each cluster by its centroid (Diday, 1976). This 
data abstraction will be used in our study. 
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The assessment of the output is the most difficult part of the clustering process. For the human 
eye, the existence of real clusters in the data is not obvious. It is very difficult to evaluate the 
clustering tendency of a data set. A very costly technique would be to test multiple clustering 
algorithms and assess the quality of every cluster. Another technique is to test the data for spatial 
randomness. However the choice of the parameters and the evaluation of the statistical 
hypothesis that the data is not randomly distributed are quite difficult. An example is the 
Hopkins statistic (Pang-Ning Tan, 2006). 𝑝 points from the original data are collected and 𝑝 
points are generated randomly generated across the data space. For both set of points we 
evaluate the closest distance to the nearest neighbor in the original dataset. Let 𝑢𝑖 be the set of 
the nearest neighbor distances of the generated points and 𝑤𝑖 the set of the sampled points. The 
Hopkins statistic is defined by the following expression: 










If the randomly generated points and the actual points from the dataset have the same spatial 
distribution then H will be closed to 0.5. In a highly clustered dataset, H will be close to 0 as 
∑ 𝑢𝑖
𝑝
𝑖=1  will be the most dominant term in the equation. On the contrary if the dataset is 
regularly distributed, H will be close to 1. 
The clustering tendency problem has not been widely studied lately. Therefore, experience will 
be the only judge. To evaluate the validity of the clustering, we will have to define our own set 
of criteria. The values of the centroids, our own imagination of the repartition of the data and 
the conviction that a random separation of the data would have provided very different results 
will be the tools assessing the quality of the clustering. 
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c) Applications in the medical field 
The medical field has always been incredibly rich in available data. The precision of the 
physiological data measuring tools renders every signal usable and reliable. Therefore, it was 
only a matter of time before data scientists became involved in the medical field. For this part, 
two different studies involving data clustering will be presented. We will briefly describe the 
problem and how data clustering helped in solving it. 
In the article “Brain Tumor Detection Using Color-Based K-Means Clustering Segmentation” 
published in 2007 (Wu, 2007), Wu, Lin and Chang used K-means clustering to detect brain 
tumor from Magnetic Resonance Images (MRI). From those images they applied a pseudo-
color transformation (into a Red, Green and Blue color map) to obtain more useful features. To 
extract the important features benefiting the clustering process, the Red, Green and Blue space 
is converted into another color model consisting of a luminosity layer, a* layer (red-green 
dimension) and b* layer (blue-yellow dimension). The K-means clustering is done using the 
information from the a* and b* layer. Once the clustering is done, the areas of interest are 
exposed through the study of the clusters. They will form the primary segments. The pixels 
non-related to them are eliminated using the luminosity layer. Figure 15 shows an example of 
their result. Figure 15(a) and (c) show the image clustered without using the pseudo-color 
transformation, the identification of the tumor is not obvious because the white matter, 
cerebrospinal fluid, and the ventricles are also displayed. The same issue is encountered in 
Figure 15(e). However Figure 15(f) shows exactly the position of the tumor without displaying 
unwanted brain constituents. Therefore the K-means clustering brings a lot of information. With 





Figure 15. Comparison of segmentation result. (a) Image labeled by cluster index of gray image; (b) 
image labeled by cluster index of an RGB image; (c) image labeled by cluster index of the proposed 
method; (d) final segmentation of (a); (e) final segmentation of (b); (f) final segmentation of (c), (Wu, 
2007). 
The second article is “EEG signals classification using the K-means clustering and a multilayer 
perceptron neural network model”, published in 2011 by Orhan, Hekim and Ozer (Orhan, 2011). 
The aim of the study is to design a diagnosis decision support program for epilepsy treatment. 
In order to do so, they use Electroencephalography (EEG) signals, wavelet transform, k-means 
clustering and a multilayer perceptron neural network model. Their process is summarized in 
the Figure 16. After the wavelet transform, the wavelet coefficients in each sub-band were 
clustered using a K-means algorithm. The probability distribution is then computed and the data 
is fed to a multilayer perceptron neural network model that will provide the requested answer 
(e.g. healthy or epileptic seizure). In this study, the clustering part was a way to transform the 
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available data into condensed and usable information for the multilayer perceptron neural 
network model. It provided better results than studies that did not use any form of clustering. 
 
Figure 16. Schematic illustration of the process (Orhan, 2011). 
2) Application to the physiological signals 
a) Introduction 
In the previous method where a patient’s own history was used to predict the evolution of his 
or her vital signs, we were confronted with unpredictable spikes due to various crisis or drugs 
that added a floor to our error measurement. The lack of obvious reasons to these spikes makes 
the prediction very difficult. A statistical study of the correlation between the spikes and drugs 
taken by the patients was tried but the delay between the effects of the drug, the speed of 
assimilation by the patient and the delay with which the prescription was logged in by the nurse 
make the results not usable. Therefore we decided to focus on the heart rate with the hypothesis 
that if a patient with this specific condition experiences a sudden spike in his or her heart rate, 
then the other patients will also experience a similar spike. We will shift our study of the patient 
from an intra-patient point of view (using only a patient’s history) to an inter-patient point of 
view (using the database of patients). In the article “Real-time analysis for short-term prognosis 
in intensive care”, Sow and Sun used a similar approach and showed that the inter-patient 
prognosis provided better result than the intra-patient method (Sow, 2012). Our approach is 
slightly different because we will use wavelet decomposition instead of Fourier transform as a 
feature extractor. Sow and Sun remained elusive on the actual data treatment allowing them to 
regroup similar patients together. Therefore, as a first step, the inter-patient analysis will only 
focus on the heart rate signal and not on other variables such as blood pressure or drugs. 
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The amount of available data in the MIMIC II database is huge. Even if we focused on patients 
suffering from the septic shock disease it is not easy to create a usable and reliable macro 
distance to regroup similar patients. Our approach will be focused on recognizing the patterns 
of the patient’s heart rate. There will be two steps. First we will use our database to decompose 
the signals and for each category of one hour signal, find which one hour signal is most likely 
to come after it. To do that, we will use the K-means algorithm and wavelet decomposition. We 
will obtain a dictionary from which every one hour signal input will be matched to its closest 
entry in the dictionary and the prediction will be the most likely signal that will follow. For the 
second step, we will test our dictionary by sending as an input a one hour signal and comparing 
the output to the real signal. We will use the same error measure as we did in the first part.  
b) Creating the dictionary 
Finding natural centroids 
The results obtained in the first part showed the efficiency of the wavelet transform. Therefore 
we kept this asset as a characterization of the signal. However studying one hour long signals 
neglected some sudden spike as those events happen rapidly within a 20 minute period. To take 
this into account, we split the one hour signal into four 16 minute long signals. A wavelet 
transform was performed on every 16 minute long signal 1 . Then a Principal Component 
Analysis (PCA) was used to reduce the dimension of the data. With this prepared data, we used 
a k-means algorithm to extract the natural centroids. Figure 17 summarizes the different steps 
need to extract the centroids. From those centroids we began constructing our dictionary. First 
                                                 
1 Wavelet transform often involve a thresholding in order to remove the noise. Considering that we go into a level 
2 decomposition the noise will be in the details of the deepest level. Since we are going to use a k-means algorithm 
that act as a mean, the noise (considered to be a white noise) will disappear if the database is large enough. 
Thresholding it would not make any distinction between a meaningful sub-signal and noise. Therefore we 
considered that no thresholding would be more interesting in our case. 
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we will explain the Principal Component Analysis, then we will present the results obtained 
with the k-means algorithms. 
 
Figure 17. Description step by step of the process to obtain the centroids for the dictionary. 
The Principal Component Analysis 
The Principal Component Analysis (PCA) is a feature extraction technique that is easy to 
implement and adapted to unsupervised data (Wold, 1987). The aim is to reduce the 
dimensionality of a data set by finding a new set of variables smaller than the original set. To 
do so, we want to capture the principal variabilities and ignore the small ones. Figure 18 shows 
an example of a PCA. Given a data set, we can observe that the variability is more important 
on axis 1 than it is on axis 2. Most likely, if we want to classify our data, the axis 2 component 
will not provide reliable information. Therefore, to reduce dimensionality, it is possible to only 
keep the axis 1 component. The output will simply be the projection of every point on this axis 





















Figure 18. Example of a principal component analysis. The two main directions with high variance 
are extracted. To reduce the dimension of the data, it is possible to only keep axis 1 as the high 
variance makes it most likely to contain interesting data. 
This technique can be used with high dimensional data. How can we determine the principal 
axis? Given a sample set of 𝑛 observations on a vector of 𝑑 variables {𝑥1, … , 𝑥𝑛} ∈ ℝ
𝑑 , we 
define the first principal component by the linear projection 𝑧1 = 𝑎1
 𝑇𝑥 where the vector 𝑎1 ∈











where 𝑆 = ∑ (𝑥𝑖 − ?̅?)
𝑛
𝑖=1 (𝑥𝑖 − ?̅?)





𝑖=1  is the mean. We 
impose the constraint 𝑎1







= 2(𝑆𝑎1 − 𝜆𝑎1)
0 = (𝑆 − 𝜆𝐼𝑑)𝑎1
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Therefore 𝑎1 is an eigenvector of 𝑆 corresponding to the largest eigenvalue 𝜆 = 𝜆1. We can 
repeat the same process to find the other axis. Therefore the crucial point is to find the 
eigenvectors and eigenvalues of the matrix  𝑆 . With  𝑝  eigenvectors found, we obtain the 
transformation matrix 𝐺 = [𝑎1 𝑎2 … 𝑎𝑝] ∈ ℝ
𝑑×𝑝 and in the transformed space 𝑦 = 𝐺𝑇𝑥. The 
practical computation goes as follows. First we calculate the centered matrix 𝑋 ∈ ℝ𝑛×𝑑 defined 
by the following formula  𝑋 = [𝑥1 − ?̅?, … , 𝑥𝑛 − ?̅?] . We compute its singular value 
decomposition 𝑋 = 𝑈𝑑,𝑑𝐷𝑑,𝑛(𝑉𝑛,𝑛)
𝑇
where 𝑈 and 𝑉 are orthogonal matrices and 𝐷 is diagonal. 
Then we can calculate the scatter matrix with 𝑆 = 𝑋𝑋𝑇. The eigenvectors of 𝑆 are the columns 
of 𝑈 and the eigenvalues are the diagonal elements of 𝐷2 . We take only a few significant 
components. For example we can choose 𝑝 as the smallest integer verifying the relation (the 𝜆𝑖 







> 0.95 . 
The new reconstructed sample will be: 𝑥?̃? = ?̅? + 𝑈𝑑,𝑝𝑈𝑑,𝑝
𝑇 (𝑥 − ?̅?). There will be an error with 
the reconstruction but if the majority of the signals main components are kept then the error 
with be reduced to noise. It will be minor and not relevant. 
The natural centroids of the septic shock patient’s heart rate 
The k-means algorithm was applied to the database2. The signals were cut into 16 minute 
segments, transformed into the wavelet domain and a PCA was performed3.  We kept only six 
                                                 
2 The k-means algorithm is adapted to this database as it is really simple and provides result very quickly. For 
medical data where the amount of variable and information can reach very high levels, the complexity of the 
algorithm is a parameter to consider. For this thesis, we wanted to know if the concept of dictionary prediction 
would produce acceptable results. Therefore the k-means algorithm was the most adapted algorithm that would 
combine simplicity, robustness and acceptable results. Further research can imply changing the clustering 
algorithm. However it is not certain that the centroids would be really different. 
3 The Principal Component Analysis is particularly suited for unsupervised data as we have. This method will 
reduce the size of the data and keep most of the information linked to the signal. It appeared to us as the adapted 
method in order to increase the performance of our signal. Moreover, the results from clustering algorithms will 
be better if the dimensionality of the underlying data is smaller. Considering all of this, we decided to use a PCA. 
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dimensions. The computation was quick due to the simplicity of the method. For each 𝑘 varying 




𝑖=1  was calculated. Figure 19 shows the evolution 
of the SSE versus the number of clusters. From that figure we were able to see that the correct 
number of natural clusters is between 10 and 124.  
 
Figure 19. Evolution of the SSE versus the number of clusters. The absolute value of the gradient 
rapidly decreases showing that the number of natural clusters is around 12. The study of the second 
derivative will strengthen this assumption. 
The centroids obtained using “Daubechies wavelet 4” are displayed on the Figure 20. For a 
better understanding, the centroids were transformed into the time domain but their centroid 
function is only valid in the wavelet domain. As we can see on this example, the signals are 
                                                 
A LDA would not be adapted as our data is unsupervised. Further research involving a deeper work on the data 
and more information on the patient such as extra information explaining the particularity of the signals can use a 
LDA to reduce the dimensionality.  
4 For the analysis of the results presented in this document, we used 12 centroids. As it was said, the number of 
centroids is likely between 10 and 12. The precision of the prediction was better using 12 centroids so we kept this 
value. Of course we cannot simply increase the number of centroids without overfitting our data and losing all 
generality. Without a precise idea of the number of natural centroids it is difficult to choose. This is why we used 
the curve presented in Figure 19 in order to determine most appropriate number of centroids. A study using a less 




very stable when compared to the volatility of a regular heart rate signal. It proves that the 
sudden spikes are isolated events. The noise is also absorbed as the signals look very smooth. 
However we were expecting more important gradients and were a bit disappointed with the 
results. This does not necessarily mean that the representation through centroids is going to fail 
due to the unrealistic stability but it means that on a 16 minute segment, the number of signals 
with a high gradient are to be neglected in front of the number of stable signals. After consulting 
with Doctor Cove, ICU doctor at the National University Hospital of Singapore, it appears that 
the centroids provide interesting information for a clinician. The clinician will not look at the 
minute by minute value; he or she is primarily interested in the general trend. A signal with a 
high variability may diminish the NMSE but will not help the medical decision progress which 
is the aim of this project. 
Table 4. Frequency of each centroid for the 12-means algorithm using the Daubechies 4 wavelet 
decomposition. 
Centroid 1 2 3 4 5 6 7 8 9 10 11 12 
Frequency 0.13 0.04 0.15 0.04 0.08 0.02 0.15 0.09 0.07 0.02 0.15 0.06 
 
To evaluate the importance of each centroid, their relative size was computed. The results are 
displayed in Table 4. As we can see, no centroid is actually oversized and no centroid is small 
compared to the others. This proves that there are natural centroids in the data. Another 
argument is the variance of the frequency. The mean is 0.08, and the standard deviation is 0.053. 
Therefore the sizes of the clusters are really different and we can reasonably think that this 




Figure 20. Centroids obtained using the 12-means algorithm for the Daubechies wavelet 4 
decomposition. The signals are very stable compared to the usual volatility of a heart rate signal. 
The noise is therefore absorbed but the gradients we expected are not obvious. From the point of 
view of a clinician, those centroids can still be exploited as the clinicians will not exploit minute by 
minute value but want a general trend. 
To control the error generated by the transformation of a signal into a centroid, each temporal 
signal was matched to its closest centroid in the wavelet domain. The normalized Mean Square 
Error was computed between the original temporal signal and the centroid in the time domain. 
The aim of this experiment was to find the floor value of the error due to the centroid 
transformation. The results are displayed in Table 5. We can see that the centroids are an 
accurate description of the signals due to the low value of the reconstruction error. The error 
diminishes as the number of available centroid grows, corroborating the fact that the centroids 
are really describing the natural clustering of the data. For high values of K, the reconstruction 
NMSE is below the intra-patient prediction NMSE computed in the first part of this report. 
Therefore, it is necessary to use a relatively high number of clusters in order to improve the 
precision of the prediction. 
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Table 5. Reconstruction Normalized Mean Square Error. This error is the minimal error that can be 
achieved with the prediction. 
 K=2 K=3 K=4 K=5 K=6 K=7 K=8 K=9 K=10 K=11 K=12 
DB2 0.065 0.054 0.044 0.038 0.033 0.029 0.028 0.026 0.025 0.024 0.024 
DB3 0.065 0.053 0.045 0.037 0.033 0.028 0.027 0.025 0.025 0.023 0.022 
DB4 0.064 0.055 0.045 0.037 0.033 0.029 0.027 0.025 0.025 0.024 0.023 
DB5 0.065 0.054 0.045 0.039 0.033 0.029 0.028 0.027 0.026 0.025 0.023 
 
Constructing the dictionary 
To construct the dictionary, we applied the following process. We selected signals that were 
two hours long without any missing data. Let 𝑋  be one such signal. Due to wavelet 
decomposition constraints, the length of 𝑋 was 128. With these notations,  𝑋[1, . . . ,64] is the 
first part of the signal and will later be the input to the program, 𝑋[65, . . . ,128] is the real value 
of the signal and will be compared to the prediction that will come out of our predictor. First 
we split the signal into smaller parts:  
𝑋[1, . . . ,64] → (𝑋[1, . . . ,16], 𝑋[17, . . . ,32], 𝑋[33, . . . ,48], 𝑋[49, . . . ,64]) 
 𝑋[65, . . . ,128] → (𝑋[65, . . . ,80], 𝑋[81, . . . ,96], 𝑋[97, . . . ,112], 𝑋[113, . . . ,128]). 
Each of these sub signals was transformed using a wavelet-decomposition and matched to the 
closest centroid. The number of the centroid is memorized. Therefore for each one hour signal, 
we obtained a four letter word corresponding to the ordered sequence of centroids that most 
accurately describe the signal. Figure 21 shows an example of a transformation of a signal into 
a dictionary entry. The original signal is the green curve and the dictionary entry is the blue 
curve. We can clearly see the discontinuity at 16, 32 and 48 minutes, corresponding to the sub-
segments. The numbers of the closest centroids are memorized and this signal is matched with 




Figure 21. Example of a transformation of a signal into a dictionary entry. The original signal is the 
green curve. It was split into four 16 minute signals. For each sub-segment, the closest centroid was 
selected and its number was memorized. In this example, the corresponding word is “9-1-12-9”, 
corresponding to the matching centroids of the 12-means algorithm with the “Daubechies wavelet 
4” decomposition. 
The same process was applied to the second part of the signal. Another word was obtained and 
entered in the dictionary. Let the second word be “11-11-5-2”, for example. The dictionary now 
has the key ”9-1-12-9” with associated value “11-11-5-2” with a frequency equal to 1. The same 
process was applied to each signal and the keys and values were entered in the dictionary while 
the frequencies of apparition were updated. Figure 22 shows an extract of the dictionary during 
the construction. To add a signal to the dictionary, we followed this algorithm: 
Input:  
Let X be the first 64 minutes of the signal. 






if word_x in keys(dictionary): 
 then if word_y in keys(dictionary(word_x)): 
   then add_one(dictionary(word_x)(word_y)); 
   else new_entry(dictionary(word_x),word_y); 
  end if; 
 else new_entry(dictionary,word_x); 
  new_entry(dictionary(word_x),word_y); 
end if; 
The function get_sequence(x) returns the word corresponding to the four closest centroids for 
the signal. During the construction of the dictionary, the value associated with each key is a 
dictionary containing the possible following sequences as key and the key total which counts 
the number of times the original key was called. The function add_one(dictionary,key) adds 
one to the total and updates the frequencies of each key while incrementing by 1 the value 
associated to the key “key”. The function new_entry(dictionary,key) adds the new key to the 
dictionary and updates the frequencies. 
Once every signal from the database is added to the dictionary, the frequency associated with 
the most likely sequence for each key was obtained and stored. This frequency is a trust value 




Figure 22. Example of the dictionary keys during the construction. For each key, the possible 
sequences are stored with their frequency of apparition. Once the whole database has been entered 
into the dictionary, only the most likely sequence will be retained and each key will therefore be 
linked to one sequence and this sequence’s frequency will be the rate of trust. 
 
Analysis of the dictionary 
Once the dictionary is completed, conclusions can be drawn from a simple analysis. First we 
observe that not all sequences are used once the number of centroids is greater than 4. For 
example, using the “Daubechies wavelet 4” decomposition with 12 centroids, we have 217 
entries in the dictionary. The number of possible sequences is 124 = 20736. Therefore only 
217
20736
= 1.04% of the possibilities are used with the available dataset. We also notice that the 
number of the dictionary’s entries is five times lower than the number of available signals in 
the dataset. This means that we don’t have an overfitting of the dataset and that the prediction 
error will not be low due to an artificially elevated number of clusters that perfectly describe 
the learning data. This also means that there are collisions within our dataset: two or more 


























However their second part, corresponding to the part used for prediction, may be different. This 
will generate errors. Figure 23 shows the histogram of the number of sequences against their 
number of apparition in the database. The majority of the dictionary’s entries only have below 
10 signals matching the sequence. Only a few entries have over 50 signals matching the 
sequence. This means that the decomposition in sequence allows sufficient flexibility to avoid 
the majority of collisions. For entries with a lot of collisions, there may be a low trust rate for 
the prediction. Reducing the number of collisions will raise the precision but the appealing 
solution of raising the number of centroids must not be implemented as it will overfit the 
training data and lose generality. Therefore, signals from the test set will be more likely to ask 
for a dictionary entry that has not been encountered in the training set. 
 
Figure 23. Number of sequences against their number of apparitions in the database using the 
Daubechies wavelet 4 and 12 centroids. This histogram shows the repartition of the 1015 one hour 
signals into the 217 sequences. The majority of the dictionary’s entries only have below 10 signals 
matching the sequence. Only a few entries have over 50 signals matching the sequence. This means 
that the decomposition in sequence allows sufficient flexibility to avoid the majority of collisions. 
For entries with a lot of collisions, there may be a low trust rate for the prediction. 
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Another interesting statistic is the trust rate defined by the frequency of the most likely sequence 
associated with a dictionary entry. A very high trust rate means that a lot of patients behaved in 
the same way. Therefore it is highly likely that this particular patient is also going to behave 
according to this sequence. However, as can be seen from Figure 23, the number of collisions 
can reach up to 80. These entries are the most challenging for the prediction since it is possible 
to have up to 80 different following sequences. Figure 24 shows the number of sequences 
against the frequency of the most likely following sequence (trust rate) using the Daubechies 
wavelet 4 and 12 centroids. The majority of the signals have a very high trust rate due to the 
flexibility of the available sequences. However, the high number of collisions will reduce the 
trust rate below 50% for 50 sequences. To improve the precision of the prediction, it is 
important to reduce the number of sequences with a low trust rate. This is even more important 
than reducing the number of collisions. In order to do so, it is possible to add another variable, 
maybe discrete such as age, gender, weight or additional information about drugs. The aim is 
to gather the patients that look alike rather than just the signals. However this was not attempted 





Figure 24. Number of sequences against the frequency of the most likely following sequence (trust 
rate) using the Daubechies wavelet 4 and 12 centroids. The majority of the signals have a very high 
trust rate due to the flexibility of the available sequences. However, the high number of collisions 
will reduce the trust rate below 50% for 50 sequences. To improve the precision of the prediction, it 
is important to reduce the number of sequences with a low trust rate. 
After consultation with Dr. Cove, we came to the conclusion that a low trust rate may not be as 
bad as we can think. The low trust rate comes from the entries with a lot of collisions. Those 
entries are mainly the stable and repetitive ones. For example a “5-5-5-5” sequence that 
describes a 60 beats per minute heart rate for one hour, is very common for a sleeping patient. 
Many events can happen after this hour: the patient can keep sleeping, wake up, change position 
or even enter a crisis state. The heart rate by itself cannot predict the outcome. However, with 
a statistical study we can determine the probability that the patient gets out of a safety zone. 
This can be very helpful to the doctors and the medical staff as it allows them to label the 
patients according to the probability of having a sudden medical emergency. A color code can 
very well be used such as green for stable patients (probability less than 20% of going into a 
danger zone as defined by the ICU doctor), amber for patients under surveillance (probability 
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of 20 % to 60% of going into a danger zone) and red for patients in danger (probability higher 
than 60% of going into a danger zone). This danger application can use the dictionary 
infrastructure as the basis for developing this color code. 
c) Results and discussion 
With the dictionary completed, it is now possible to test the prediction program. Figure 25 
shows the different steps of the process. The steps are similar to those done to build the 
dictionary but instead of entering a new sequence s corresponding to our signal, we will simply 
retrieve the most likely sequence following s. Then we reconstruct the signal in the time domain 
to compare it to the real signal and compute the NMSE. 
 
Figure 25. Process used to predict the next 64 minutes of a heart rate signal by using the dictionary 
previously created. Once the learning part is done, the prediction is relatively quick since the only 
time consuming steps are the wavelet transform and the projection. This allows a fast data 
treatment. 
The same set was used to build and determine the accuracy of the prediction technique. The use 
of the same set for learning and testing avoided errors such as dealing with an unknown entry 
for the dictionary. Considering that it is easy to overfit the training data in order to reduce the 
error, the number of centroids was of course limited. Table 6 shows the Normalized Mean 
Square Error of the prediction. The NMSE was calculated for different values of K and different 
types of Daubechies Wavelet functions. As we can see, the NMSE decreases as the number of 
centroids increases. The larger number of possible sequences allows characterizing the signals 
more finely. With a larger number of sequences, the number of collisions decreases and the 
























precision of the prediction. According to the results of our experimentations, the Daubechies 
wavelet functions “2” and “4” seem to be adapted to the description of the heart rate. Of course, 
the study of a different variable would require an extensive study to determine the most accurate 
wavelet function to use in the descriptor. The overall NMSE shows that the inter-patient 
prediction (using the database of patients) performs better than the intra-patient prediction 
(using the patient’s own history). The best intra-patient prediction NMSE was 0.069 which is 
0.0246 higher than the best inter-patient prediction NMSE (with K=12 and the “DB4” wavelet 
function). Therefore, the inter-patient prediction seems to be better because it can adapt to the 
signal and reduce the impact of the noise. Examples describing the different situations 
encountered will now be presented. The predictions displayed were done using 12 centroids 
and the Daubechies wavelet “4” function. 
Table 6. Normalized Mean Square Error of the prediction test using K centroids and different 
Daubechies Wavelet decomposition functions. The NMSE will decrease as the number of centroids 
increases. The choice of the wavelet function matters as it affects the quality of the prediction. 
Compared to the intra-patient prediction, the results are better. 
 K=2 K=3 K=4 K=5 K=6 K=7 K=8 K=9 K=10 K=11 K=12 
DB2 0.0492 0.0497 0.0508 0.0483 0.0509 0.0461 0.0450 0.0446 0.0464 0.0452 0.0447 
DB3 0.0495 0.0477 0.0494 0.0487 0.0496 0.0456 0.0446 0.0434 0.0494 0.0471 0.0448 
DB4 0.0482 0.0498 0.0495 0.0457 0.0508 0.0449 0.0466 0.0468 0.0462 0.0472 0.0444 
DB5 0.0478 0.0499 0.0509 0.0466 0.0495 0.0470 0.0504 0.0471 0.0469 0.0457 0.0457 
 
One possible outcome 
The majority of the dictionary’s entries only have one possible outcome according to Figure 24. 
For the signals matching these entries, the prediction is very accurate and the NMSE will often 
go below 0.001. Figure 26 shows the prediction of a signal with one possible outcome. In the 
second part of the figure, we can see the prediction in cyan and the real signal in red. The error 
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is really small and after consulting Dr. Cove, the prediction contains everything a doctor would 
like to know about the status of the patient. The spikes, because of their relatively small value 
compared to the mean of the signal, are considered as noise and will not be taken into account 
by a human surveilling the patient. 
Figure 27 shows another interesting example of a prediction with one possible outcome. As we 
can see on the green curve representing the original signal, there is an important spike at 52 
minutes: the heart rate rises from 72 to 92 beats per minute. This short event is taken into 
account as the blue curve representing the dictionary matches the sequence “3-3-3-7” (Figure 
20). The prediction is very stable and matches the sequence “3-3-3-3” which is very close to 
the real signal displayed in red on the figure. A prediction using the intra-patient method would 
have reacted violently to this spike and the prediction would also exhibit similar spikes. This 
example shows the superiority of the dictionary method as it avoids the aberrant prediction due 
to a spike. 
 
Figure 26. Representation of the prediction of a signal with only one possible outcome. The original 
signal is in green for the first hour then in red for the second hour. The blue curve is the dictionary 
entry and the cyan curve is the prediction. The prediction is really close to the real signal, providing 




Figure 27. Representation of a signal with one possible outcome. The spike at 52 minutes does not 
affect the prediction like it would with the intra-patient prediction method. This shows the ability of 
the dictionary to ignore noise. 
Multiple possible outcomes  
Sequences with multiple possible outcomes have a trust rate below 100%. They will constitute 
de majority of the dictionary once the learning set becomes larger. In the majority of the cases 
the predicted signal will match the real signal since it was chosen to do so. However in other 
cases, the predicted signal will miss large spikes or be stable while being shifted away from the 
real values. 
Figure 28 shows the successful prediction of the signal following a “7-11-11-6” sequence. 
During the learning part, the “7-11-11-6” sequence was the closest among several signals that 
had a different sequence corresponding to the 65 to 128 minutes. Therefore the collisions 
reduced the trust rate as the frequency of the most likely sequence was only 0.25. On this 
example, the prediction accurately follows the signal. This will happen in the majority of the 
collisions since the chosen sequence is the most likely to appear. The small spikes of the real 
signal cannot be predicted because of the stability of the centroids. However, without any doubt, 
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they can be considered as noise and not relevant for a diagnosis by a clinician. The overall rise 
of the heart rate is predicted and it will provide relevant medical information for the doctor.  
For this signal, we can observe a sudden spike at 55 minutes, raising the mean value of the 
signal from 75 to 80. If the intra-patient prediction method was used, the prediction would keep 
rising with higher values, disrupting the diagnosis since the displayed signal would have a mean 
value around 85. The inter-patient prediction on the other hand is able to ignore the sudden 
spike as most of the patient’s heart rate in the same situation came down to 76 beats per minute. 
This event was already encountered in Figure 27. 
 
Figure 28. Correct prediction with a 25% trust rate. On this example, the prediction really follows the 
real signal. This will happen in the majority of the cases. The small spikes are not present on the 
prediction but this will not affect the diagnosis of the doctor. 
Figure 29 shows a prediction with an 11% trust rate. The sequence”1-1-1-7” suffers from many 
collisions as do most sequences with a repetition. In this example, the prediction “1-1-1-1” does 
not accurately describe the reality. Most patients presenting a “1-1-1-7” have a stable heart rate. 
61 
 
The mean of the “1” centroid is 85 whereas the mean of the “7” centroid is 81. Considering the 
volatility of the heart rate, these two centroids are really close. Therefore it is not surprising that 
the most common prediction is a stable repetitive sequence. The real signal is very noisy and 
centered around 83 beats per minute. The error from an engineering point of view is important. 
However from a medical point of view, the minute-to-minute information is not as valuable as 
we can imagine. The prediction using a dictionary gives very useful information as it says that 
the heart rate is most likely going to stay around 85 beats per minute. From this information the 
doctor may decide if reinforcing the surveillance of this particular patient is necessary. 
 
Figure 29. Incorrect prediction with an 11% trust rate. The first part of the signal is correctly 
approximated by the centroids. However the second part cannot reliably describe the signal due to 
collisions during the creation of the dictionary. The most likely outcome after the entry is the cyan 
curve but it only has an 11% trust rate. Therefore, there is a notable difference between the 
prediction and the reality. 
As it was mentioned earlier, the error in itself does not really matter since the ICU doctor wants 
to know the general trend. The trust rate can be an ideal way to determine the probability of a 
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patient to enter a danger zone. By combining the different sequences that match a safe pattern 
according to a specialist, we can compute a probability of being safe and a probability of being 
in danger.  
Independence of the predictions 
The idea for predicting a patient’s heart rate using the dictionary is to find in the database the 
patients that look like him or her. To determine the evolution of any patient A’s heart rate, Sow 
(2012) used different parameters (not precisely mentioned in his article) to determine a group 
of A’s closest patients. Then, a time point was found for each patient, describing the moment 
they are the closest to the A. Since there was not a very detailed description of the parameters 
used to define the closest patients or the time point, we decided to avoid reproducing their 
method and to use our own. 
The prediction using a dictionary considers every signal a patient provides as independent from 
the others. Therefore, the group of closest patient may evolve through the predictions. From a 
medical point of view, this can be considered as an aberration. However in case of an incorrect 
prediction we can reasonably assume that the error will not be propagated. Figure 30 shows an 
example of the independence of predictions. Two hours of one patient’s heart rate have been 
successively given to the predicting program. For the first hour, displayed on the left graph, the 
spike starting at 100th minute and ending at 128th minute was not predicted. The stability was, 
as usual, the most likely behavior of a patient as most patients in the same condition behave in 
the same way. For the second hour, displayed on the right graph, the prediction is very accurate. 
This example shows the independence of the predictions as the errors of the prediction for a 
patient will not be propagated. The accuracy of the prediction is not dependent on the patient.  
However in this example we can notice that the extension of the prediction though time will not 
be reliable after two or three hours since the probability to get the correct sequence will decrease. 
The encounter of a sequence with a low trust rate will drastically reduce the probability to get 
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the correct sequence. In order to increase that probability, the trust rate of each sequence must 
be raised. 
 
Figure 30. Example of the independence of the predictions. Two hours of one patient’s heart rate 
have been successively given to the predicting program. For the first hour, displayed on the left graph, 
the spike starting at 100th minute and ending at 128th minute was not predicted. For the second hour, 
displayed on the right graph, the prediction is very accurate. This example shows the independence 
of the predictions as the errors of the prediction for a patient will not be propagated. 
 
Superiority of the inter-patient method over the intra-patient method 
One of the main drawbacks of the intra-patient method was its sensitivity to noise. The 
extrapolation of irrelevant spikes or small increases disturbed the prediction, leading it into 
unrealistic or aberrant situations. Figure 31 shows the prediction on a signal previously tested 
with the intra-patient method. In this case, the prediction is not affected by the small spikes and 
is able to accurately predict the evolution of the heart rate. It performs better than any of the 
intra-patient prediction tests. Although the intra-patient method does not suffer from the 
collision problem, it does not provide reliable results when there are many sudden spikes and 
changes. This example was previously used to show how the prediction could evolve as more 
and more information is given to the algorithm. However none of these predictions were able 
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to precisely describe the real signal. This shows the superiority of the inter-patient prediction 
method over the inter-patient prediction method. 
 
Figure 31. Prediction on a signal previously tested with the intra-patient method in Figure 10. In this 
case, the prediction is not affected by the small spikes and is able to accurately predict the evolution 
of the heart rate. It performs better than any of the intra-patient prediction tests.  
 
3) Summary and further research 
In this part, we considered the prediction of a patient’s heart rate signal using a database of 
similar patients. Several steps were needed: first the database was transformed into the wavelet 
domain and a principal component analysis was performed, then the natural clusters of the 
database were extracted. The dictionary was built by recording every possible sequence and the 
most likely sequence following it with its probability (trust rate). Finally, the process was tested 
by using the same database. 
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This method showed several advantages over the intra-patient method. First it provided better 
results (Table 6) in terms of NMSE by 0.0246 for the best results. This is due to the low number 
of collisions and high trust rates for the majority of the signals (Figure 23 and Figure 24). The 
flexibility of the sequences due to the relatively large choice of centroids also contributes to the 
reduction of the error. The second advantage is the reduced sensitivity to noise. An issue with 
the intra-patient prediction was that the prediction could be completely falsified if a large spike 
of short duration would appear around 60 minutes. Due to the use of the linear predictor, this 
spike would simply be amplified and the prediction would be unreliable. With the use of 
centroids, the noise is ignored (with minimum loss as Table 5 shows) and the predictions are 
highly reliable even if a relatively large spike is present (Figure 27). The third advantage is the 
fast treatment of a signal. The computational power will be required during the learning phase 
while constructing the dictionary. The amount required to transform a signal into centroids is 
negligible in comparison and getting the most likely sequence is simply accessing a memory 
location. Therefore this process will not require an extensive computational power once the 
learning phase is complete. The fourth advantage is that even if the prediction does not closely 
follow the real signal, the doctor can still use that average prediction to help his or her decision 
making process. The minute to minute value does not help the doctor but the general trend that 
our algorithm provides, does. The last advantage is the use of the database. The acquisition of 
massive amounts of data overwhelms the doctors with impractical information. The history of 
patients suffering from similar diseases often cannot be exploited. This dictionary finds a way 
to use it. 
There are different ways to improve this research. The first possible way is to separate the data 
into a learning set and training set. This is a requirement for any pattern recognition research 
project in order to examine the efficiency of the process. This would require a large database 
and a method to deal with unknown sequences. The second possible way is to reduce the 
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collisions in order to raise the trust rate. Adding other discrete medical features such as a 
specific drug or gender, weight or age could reduce the collisions and improve the prediction 
process. Finding the correct features will require an extensive study of the database to see what 
is easy to characterize and transform into usable information. The third way is to use the 
different frequencies presented in Figure 22 in order to design a methodology that can compute 
the probability that a patient enters a specific danger zone. This scheme will no longer need the 
addition of features to reduce the collisions and can use this dictionary as an infrastructure.  
Overall, this inter-patient method using a dictionary shows very promising results and can be 





In this thesis, we studied two different short term prediction techniques using wavelet 
decomposition. We focused on ICU patients suffering from a septic shock disease. The first 
method relied on the following process: decomposition of the signal into wavelet coefficients, 
independent prediction of each wavelet coefficient set using an autoregressive algorithm and 
synthesis of the prediction using a wavelet reconstruction. This kind of process was used by 
Sow (2012) and our work is an application, using a similar pattern but a different way to 
characterize the signal. The results obtained were really satisfying in terms of NMSE. In the 
majority of the cases, the prediction was able to follow the general trend of the signal. The main 
source of error was the unexpected events such as a sudden rise or drop in the heart rate.  Due 
to the volatility of the heart rate, this kind of error can often happen, triggered by a change of 
position, a drug effect or other medical crisis. The 64 minute prediction provides interesting 
information for a medical prognosis. Therefore it fulfills the objective of the project. However 
after studying how the prediction adapts to new information, we came to the conclusion that 
medically relevant events can happen within a short duration. Studying a one hour long signal 
may not be effective enough. On the other hand, shorter signals will provide more flexibility in 
the prediction. Considering this argument and the idea that patients suffering from the same 
disease will react in the same way, we created another algorithm that uses short signals and the 
patient’s database as tools for the prediction. Using K-means algorithm, we found the centroids 
of 16 minute signals transformed in the wavelet domain. Each signal of 64 minutes was broken 
down into four 16 minute signals and matched to the closest centroid. The signal would then be 
associated with a word composed of the four names of the centroids and entered in a dictionary, 
associated with a word corresponding to the sequence of the following 64 minutes. Once the 
dictionary is built using the process described, only the most frequent sequence for each entry 
is kept. When a sequence is given to the predictor, it is transformed into a word and given to 
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the dictionary. The prediction returned is the signal associated with the word. This method 
performs better than the autoregressive technique and is less sensitive to noise and sudden 
spikes. Even if the signal is not precisely followed, the general trend is followed and the 
information provided to the doctor is really helpful. It offers a lot of potential through its speed 
and low computational needs. There are a number of further possible improvements such as 
computing the probability of a patient to enter in a danger zone or raising the trust rate by adding 
discrete features. To conclude, the proposed method offers higher potential and better results 
than the autoregressive technique. The possible ways to improve the dictionary have been 
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