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An expert system, FLEX, for classifying isolated flaws as either 
crack-like or volumetrie has been under development at the Center for 
NDE, lowa State University. Previously, we have described the overall 
design of the system [1], which is composed of two cooperating systems 
FEAP and FLAP. The feature processing (FEAP) system is designed to 
extract fundamental features in the ultrasonic signals that are 
indicative of cracks or volumetrie flaws. The flaw processing (FLAP) 
system then uses the existence (or non-existence) of these features to 
classify the flaw. FLAP is structured as a classical rule-based expert 
system and has also been described previously [2]. Here, we will 
present the major elements of FEAP and the design philosophy that has 
gone into its construction. A more detailed account of FEAP is given in 
the thesis of Christensen [3] . 
THE OVERALL SYSTEM 
Figure 1 shows in block diagram form the inputs and outputs of FEAP 
and FLAP. FEAP takes ultrasonic time domain and frequency domain data 
that has been pre-processed through a number of signal processing steps. 
As indicated in [2], these pre-processing steps include deconvolution 
procedures, to remove non-flaw dependent features in the signals, and 
extrapolation of low frequencies to compensate for transducer and system 
bandwidth limitations. These signal processing functions are necessary 
since FEAP tries to extract features that are defined from analytical 
and numerical models. Thus, it is essential that differences between 
experimental and model responses be minimized. The output of FEAP (for 
every pulse-echo or pitch-catch viewing angle available) is a set of 
confidence factors which describe the extent to which each feature is 
present or not in the measured response. 
FLAP uses these confidence factors output by FEAP and combines them 
with a set of rules which describe the nature and degree of belief that 
each feature provides for the flaw type. Each rule evaluation then 
provides evidence for flaw type (crack or volumetrie) hypotheses. This 
evidence is accumulated in MYClN-like fashion [4], to provide a 
"running" conclusion for those viewing angles already examined. A 
graphical summary of this decision-making process is then provided to 
the user [2]. 
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Currently, FEAP attempts to extract the eight features listed in 
Table 1 from the ultrasonic scattering data at each available pulse-echo 
or pitch-catch viewing angle. These features, as noted previously, have 
been defined on the basis of analytical and numerical models. These 
ideal model predictions, however, have been modified, when necessary, by 
experimental "realities". For example, the feature "linearly increasing 
amplitude" is based on the fact that a Kirchhoff model of the scattering 
response of a flat crack at normal incidence predicts a linearly 
increasing response in the magnitude of the scattering response versus 
frequency (see [1]). Experimental results verify that indeed this 
feature is present, but that some additional modulation is present on 
the linear trend and this trend is normally absent above a frequency 
approximately equal to the center frequency of the transducer. Thus, it 
is not sufficient to define the existence of this feature on the basis 
of a linear trend only, but additional information, such as the range of 
frequencies over which the trend is present, must also be included in 
any determination of the existence of a feature. We have included 
additional information of this type in the feature evaluation process by 
defining for each feature, adecision tree. The tree includes the 
additional information needed to determine the degree to which that 
feature is present. Figure 2, for example, shows such adecision tree 
for the feature linearly increasing amplitude (normal incidence). 
658 
Frequency Domain Signal 
l 
Amax_not_near_Fmin 
Normal Incidence Proposition 1 
Amax_g reater _than_half 
Normal Incidence Proposition 2 
NormaUncidence_CF = 0.9 
(Certain Belief) 
Normal Incidence Conclusion 1 
NormaUncidence_CF = 0.3 
(Weak Belief) 
Normal Incidence Conclusion 2 
extrema_exist 
Normal Incidence Proposition 3 
NormaUncidence_CF = 0.0 
(Uncertain) 
Normal Incidence Conclusion 4 
NormaUncidence_CF = -0.5 
(Moderate Disbelief) 
Normal Incidence Conclusion 3 
Fig. 2. Decision tree for evaluation of the feature "linearly 
increasing amplitude" (crack at normal incidence). 
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conclusions. 
Table 1. Features Evaluated bv FEAP 
Positive Leading Edge Pulse 
Flash Points 
Rayleigh Wave 
Ringing 
Linearly Increasing Amplitude 
Plateau with Shallow Nulls 
Decreasing Amplitude with Deep Nulls 
Sharp Nulls 
Time 
Time 
Time 
Time 
Frequency 
Frequency 
Frequency 
Frequency 
Each branch in the decision tree terminates in a conclusion node 
containing a confidence factor in the range [-1,1) indicating the 
measure of belief or disbelief that the feature is present in the 
response. This confidence factor is then combined (in a manner which we 
will describe shortly) with the evidence for the feature to produce a 
final confidence estimate for that feature. 
It is possible to code each branch of these decision trees in the 
form of (if ... then) rules, similar to what was done in FLAP [2). 
However, we found this approach unacceptable for two reasons. First, 
the additional information needed at each node in these trees was 
typically numerical information obtained from running many different 
algorithms on the experimental data. Thus, much of the evaluation 
process would still be hidden from the user and we would lose the 
powerful leverage that expert systems exploit of having an explicit 
knowledge representation. Second, the decision points in these decision 
trees, we found, were not adequately represented by "hard" yes-no types 
of decision paths, since in rnany of our examples the data was of a 
"borderline" nature. Thus, a strict rule-based encoding of FEAP was 
rejected. Instead, we chose to take advantage of the concepts of fuzzy 
sets and fuzzy logic [5), [6). Each decision tree node was replaced by 
a fuzzy function representing the degree to which each bit of additional 
information needed to define a feature (calied "propositions" - see Fig. 
2) was present and the degree to which the feature itself was present. 
Then using values obtained from these fuzzy functions, every branch of 
the decision tree was evaluated, using the concepts of fuzzy logic, to 
determine the winning branch, i.e. the branch having the highest 
composite fuzzy value. This composite value was then combined with the 
fuzzy value of the feature to produce a final overall confidence factor. 
For example, consider a hypothetical example of adecision tree (A, B, 
C) for the feature linearly increasing amplitude using fuzzy sets as 
shown in Fig. 3. The value of truth of each proposition is shown for 
each proposition in the decision tree. These values would be obtained 
by evaluating the variable associated with each proposition, and using 
the fuzzy functions associated with each proposition to produce the 
appropriate truth values. For example, the fuzzy function associated 
with proposition 1 in Fig. 3 is shown in Fig. 4. This proposition 
determines how close the frequency location of the first significant 
maximum in the frequency domain response is to the minimum frequency 
output by the transducer. If this frequency location is too small, then 
a small fuzzy value will be returned by the fuzzy function. This 
indicates we will have poor confidence in estimating the feature 
linearly increasing amplitude since the frequency range over which this 
feature is present is too limited. The conclusions, denoted by the 
boxes, are at the leaves of the decision tree. In each conclusion box 
there is the Boolean expression defining the path to the conclusion box. 
When evaluating adecision tree, all of the propositions are invoked. 
After determining the fuzzy value of each proposition, the value of 
every conclusion is calculated using the union, intersection and 
complementation properties of f~z~ sets. For example, the Boolean 
expression for Conclusion 4 is A·C. The Boolean AND is equivalent to 
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intersection. Complementation of a fuzzy value X.X . ~s simple (1 - X). 
Using these properties. the fuzzy value of Conclusion 4 is 
min «1-0.8).(1-0.7)) = 0.2 
After every conclusion is assigned a fuzzy value. the conclusion with 
the maximum fuzzy value is chosen. Conclusion 2 is chosen in the 
example in Fig. 3. 
In addition to having fuzzy sets assigned to each proposition in 
its decision tree. each feature was assigned a fuzzy membership 
function, as indicated previously. This membership function will return 
a fuzzy value corresponding to a parameter relative to the feature. 
Figure 5 illustrates the membership function for linearly increasing 
amplitude. The parameter mapped by the fuzzy set characterization is 
"area ratio" which defines, in terms of areas in the frequency domain 
data. how weIl the frequency response matches a straight line. 
As can be seen in Fig . 2. each conclusion was also assigned a 
confidence factor. The confidence which FEAP assigns to the feature is 
the fuzzy value of the feature multiplied by the confidence factor 
associated with the conclusion chosen in traversing the decision tree . 
For example. suppose the fuzzy value of linearly increasing amplitude 
was, say. 0.8 for the example given. Since conclusion 2. which was 
chosen in the traversal of the decision tree. is assigned a weak 
confidence (confidence factor = . 3). the confidence in the feature is 
0.3 * 0.8 = 0.24. Although this use of fuzzy functions and fuzzy logic 
has allowed us to handle uncertainty in the data and uncertainty in the 
decision-making process itself. it was still necessary to solve the 
problem of the lack of explicitness of the knowledge contained in these 
functions. To address that issue. we developed a graphical fuzzy editor 
which allows a user to display graphical representations of each of 
these functions and to change the shape of the functions to modify the 
decision-making process (Fig. 6). This modification process was done by 
defining a general function S(x.a.y.n)=[g(x.a,y)t given by 
g(x.a.y) -
where ß=(a+y)/2 
o if x:5:a 
2 (~=:)\f a:5:x:5:ß 
1-2 (x-Y)\f ß:5:x:5:y y-a 
1 if x~y 
in terms of three parameters a.ß.n that can be adjusted to produce the 
desired fuzzy function. FEAP also provides an audit trail of how its 
conclusions are reached so that the entire decision-making process can 
be examined in greater detail. 
CONCLUSIONS 
FEAP has been implemented. using the approaches described above. 
and combined with FLAP to produce a complete flaw classification system. 
Although FEAP is not an expert system in the traditional sense [7] 
because of its extensive use of procedural (algorithmic) programming. it 
does share some of the important features pioneered by expert systems. 
These features include the management of uncertainty (in this case 
through the use of fuzzy functions, fuzzy logic, and certainty factors) 
and the attention to the explicitness of knowledge representation 
(through the use of the graphical fuzzy editor). This approach has 
proven to be effective , combining some of the strengths of artificial 
intelligence methods with those of traditional programming techniques. 
663 
1 . 0 - • - ••• • .• I' ••• - - - ~ - - - -
.. ,
1iI . 8 -0 - _0 - ' _ "·_" _ _ · 0.'_ . 0-
... 
futty 
V. I", . 1.5 
" .. 
• 1~ • • e 
9 ........ . 1 
.. , 
.. ,
ACKNOWLEDGMENTS 
--- --- . -- . . .. .. -. - -
1 .$ EI. i- lJo. l 1iI . i 1ilI.' l. i 
~1n(A.D) I t.1nr(A. . 9) 
Fig. 6. 
Dt'Pt.), • '~ll':t S~f 
errerr • f utly St>r 
M odily . ,., EdOf'!9 FlJlly S of f 
R"r'hOrl! • FVZl)' S ott 
EMjr f UZl 'Y' f altOl'" 
The graphical Fuzzy Editor. 
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