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THE SMOOTHNESS TEST FOR A DENSITY FUNCTION
BOGDAN C´MIEL, KAROL DZIEDZIUL, AND BARBARA WOLNIK
Abstract. The problem of testing hypothesis that a density function has no more than
µ derivatives versus it has more than µ derivatives is considered. For a solution, the L2
norms of wavelet orthogonal projections on some orthogonal ”differences” of spaces from a
multiresolution analysis is used. For the construction of the smoothness test an asymptotic
distribution of a smoothness estimator is used. To analyze that asymptotic distribution,
a new technique of enrichment procedure is proposed. The finite sample behaviour of the
smoothness test is demonstrated in a numerical experiment in case of determination if a
density function is continues or discontinues.
1. Introduction
The smoothness estimation problem was recently analyzed in [10] and [9]. In the first
paper the smoothness estimator was obtained by histogram approach. The drawback of that
method was the range of applications. It has to be assumed that a smoothness parameter of
a density function is smaller than the smoothness of a piecewise constant function. In the
second paper that uncomfortable assumption was removed using wavelet approach. In that
case the smoothness has to be only smaller than the smoothness of a compactly supported
wavelet which was used in the estimation. That method allows us to concern all finite ranges
of the smoothness parameter. It was also shown that the estimator is ”pseudo-consistent”
on Besov classes of density functions. Pseudo-consistency means that the lower limit of an
estimator, when the experiment size goes to infinity, is equal to the estimated parameter
with probability one (there is ”lim inf” instead of ”lim”). In [9] it was also shown that if
we restrict the Besov class to the ”piecewise-smooth” class of functions then the smoothness
estimator is strongly consistent.
In this paper we focus on the test of the hypothesis that the smoothness parameter of a
density function is smaller than or equal to some real value against the hypothesis that it is
greater than that value. To obtain the form of that test, at some significance level, we ana-
lyze the asymptotic distribution of the smoothness estimator using Berry-Esseen inequality.
It turns out that in the proof of the Berry-Esseen inequality (for the smoothness parameter
estimator) we have to make some technical assumption on the density function. To avoid
another restriction for the class of the piecewise-smooth density functions we propose the
enrichment procedure. Namely to a raw sample of size n from a density f we propose to add
a sample from an appropriate density ξ of size n1 = pin/(1 − pi), where 0 < pi < 1. Hence
we obtain a sample from the density fpi = (1 − pi)f + piξ, of the size n/(1 − pi). Since the
smoothness of the density ξ is greater than the range of the smoothness for function f then
Key words and phrases. Besov spaces, smoothness test, smoothness parameter, smoothness estimator,
wavelets.
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the density fpi has the same smoothness parameter as function f and satisfies our assump-
tion. We demonstrate the behavior of the enrichment procedure as well as the smoothness
test in a numerical experiment.
The class of piecewise-smooth functions, considered in this paper, is in the center of in-
terest for problems of finding ”change points” defined as smoothness defects. That problem
was analyzed in [14] for a regression model. This class is also important in many others
applications, see [17]. In our approach it is possible to test the smoothness locally (on some
intervals) since we use wavelet bases. It allows us to introduce an alternative method for
estimating locations and sizes of smoothness defects on which we will focus in the future.
Over the last few years many papers have referred to smoothness identification. Smooth-
ness tests were recently studied in [1] where an empirical Bayes approach is used to test the
smoothness of a signal in a Gaussian model. The smoothness parameter was defined in terms
of Sobolev spaces. Some methods of detection of a function from anisotropic Sobolev classes
are also considered in [15], where the authors use Fourier coefficients but those hypotheses
have a different structure than ours. The smoothness test also appears in the context of
confidence sets for an unknown density in Bs∞,∞(I), where I is an interval (see [13] and [11]),
in Bs2,∞(I) (see [4]), or in B
s
∞,∞(M), where M is a homogeneous manifold (see [16]). The
Besov spaces Bsp,∞ gives us an opportunity to define a continuous scale of smoothness so
recently we have proposed a direct way to estimate the smoothness parameter (see [9] and
[10]). Let us compare our approach with earlier methods which use wavelets i.e. r-regular
wavelet basis (r-RWB see Definition 2.3). In papers [13] and [11] the following assumption
is essential: the density f ∈ Bs∞,∞, where s < r for r-RWB satisfies the following condition:
Condition 1. There exists b such that for all j ≥ 0
b2−js ≤ ‖Pjf − f‖p,
where Pj denotes orthogonal projection connected with r-RWB (see (16)). It is shown that
the class of functions that does not satisfy Condition 1 is nowhere dense in Bs∞,∞ (see
Proposition 4, [11]). It is worth mentioning that similar results hold for all Bsp,∞, s ∈ R+,
p ≥ 1. Using Condition 1 confidence sets are constructed as well as a test. Unfortunately
a separation from the level zero condition for densities is needed (a class D (3.3) in [11]).
Note that separation from the level zero is essential in the idea of enrichment procedure
(see Example 5.1 and the explanation below). In paper [16] Condition 1 also appears. In
that paper a class of functions on sphere which satisfies Condition 1 is given explicitly (see
Proposition 6, [16]). In our paper we define a class of piecewise-smooth functions (Definition
3.1) that satisfies a little stronger condition than Condition 1, i.e.
(1) b2−js ≤ ‖Qjf‖p,
and Qj denotes orthogonal projection connected with r-RWB (see (15) and Definition 3.1).
Note that indeed the inequality (1) is stronger than Condition 1:
‖Qj‖p = ‖Pj+1 − Pj‖p = ‖Pj+1 − Pj+1Pj‖p ≤ ‖Pj+1‖p‖Pj − I‖p ≤ Cp‖Pj − I‖p,
where I is identity operator.
Since we use a zero oscillation condition (formula (8)) we have (1) for piecewise-smooth
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functions f ∈ Ck, k < d(r). This result is stated in [9] for k < r but a proof shows that it is
true for k < d(r). In applications such property might be important since r ≈ 0.2 ∗ d(r) for
Daubechies wavelets. In other papers, authors can characterize only functions with smooth-
ness less than r. Asymptotic theorems in Section 3 give us full characterization of ‖Qjf‖p,
for all 1 < p <∞, regardless of smoothness parameter of function f (see Theorem 3.1).
Our paper can be treated as a detailed analysis of some testing problem, that appears
in the Bull’s and Nickl’s paper [4], in some special class of density functions. In that paper,
to construct a test (4), authors used an U-statistic very similar to (26). Let X1, X2, ..., Xn
be i.i.d. with common probability density f on [0, 1]. let Σ be any subset of a fixed Sobolev
ball Σ(t, B) for some t > 1/2 and consider testing
f ∈ Σ against f ∈ Σ(t, B) \ Σ, ‖f − Σ‖2 ≥ ρn,
where ρn ≥ 0 is a sequence of nonnegative real numbers (see [5]). We can take Σ = Σ(s, B)
where s > t. The test statistics in paper [4] is given by
Ψn = 1{inf
g∈Σ
|Tn(g)| > τn},
where (τn) is a sequence of thresholds and Tn(g) is the U-statistics indexed by all functions
from the set Σ. Our test is based on a similar idea but we consider a particular situation: the
unknown density function f is a piecewise-smooth function. Thus we managed to present
our test in an explicit form as the inequality (39) with the exact constants. We estimate
m = m(f) such that f ∈ Cm−1(R) and f /∈ Cm(R) using a smoothness parameter approach.
We say that m(f) is an index of function f and we use the notation id(f) = m(f). We
were inspired by the paper of Horvath and Kokoszka [14]. The index of function f gives
us an exact smoothness parameter s∗2(f) = id(f) + 1/2 (see Definition 2.2). Since we have
an asymptotic distribution of the estimator of s∗2(f) we have in fact a test in more classic
form H0 : s
∗
2(f) = k/2 against H1 : s
∗
2(f) 6= k/2, where k ∈ N. We use and explore a
concept of id(f) to present our results in a more intuitive way. In our paper we take a class
of piecewise-smooth functions S = S([−1, 1], d(r),∆1,∆2, NS) (see Definition 3.2). Then
classes
Sm := {f ∈ S : id(f) = m, f ≥ 0,
∫
R
f = 1}, m = 0, 1, 2, ...
are separated in L∞ norm (in fact derivatives are separated in L∞ norm) and
Sm ⊂ Bs12,∞ ∩Bs2∞,∞
where s1 ≤ m+1/2 and ( s2 ≤ m if m ≥ 1 ) (see Theorem 3.1 and Definition 3.2). Note that
we can take the parameters of S (or in other words a separation criteria in L∞ norm), i.e.
∆1,∆2, NS which depend on sample n, as in [4] but we want to avoid laborious calculations.
Our classes are not separated in L2 norm as in [4]. Since we consider piecewise-smooth
functions we have a control on the constants which also depend on wavelets (see Fψ Ex-
ample 7.1), so it is important which basis we take. Moreover since our methods depend
on d(r) (the zero oscillation parameter of wavelet) we obtain an extra freedom. We find
this important because if we increase r (smoothness of a wavelet) a wavelet support also
increases, so from numerical point of view, to detect a smoothness defect we need a greater
resolution level. Note that our approach covers also discontinuous functions (see Example
3
7.1) which makes an important difference from results in [4]. Since our class contains discon-
tinuous functions, then it is not a special case of classes considered in [4]. Another difference
is that our test is ready for implementation and we have checked it’s finite sample behaviour.
The smoothness test in a regression problem is considered in paper [5]. It is a modified
and more detailed version of the test from [4]. In both papers the asymptotic distributions
are not considered. In our paper we use an asymptotic distribution of the smoothness es-
timator. It is more statistical approach. Bull’s and Nickl’s method is connected with large
deviation approach (Bernstein’s inequality) or ”sharp rates” as in [5].
In our paper we state some auxiliary results in Lp norm but to construct the test we use L2
norm only. This point have to be emphasized. Our test concerns the smoothness parameter
s∗2(f) only, not s
∗
p(f) for all p > 1. We use L
2 norm to make a conclusion for index of function
id(f) + 1/2 = s∗2(f), see Remark 3.4. We have
id(f) = lim
j→∞
− log2 ‖Qjf‖2
j
− 1
2
.
(see Theorem 3.1). Recall that Assumption 1 is essential. Moreover we have the following
result (a reformulation of Proposition 3.1): if f is a piecewise smooth function with id(f) ≤
d(r) then there is C (the constant C is precise but not the best) depending on f and r-RWB
such that
(2)
∣∣∣∣− log2 ‖Qjf‖222j − 12 − id(f)
∣∣∣∣ ≤ Cj .
Let be given a sample X1, . . . , Xn from a density f . We consider two consistent estimators
of id(f):
îd(f)n = −
log2En,j(n)
2j(n)
− 1
2
(see (24) and Theorem 4.1) or
îd(f)n = −
log2 Ln,j(n)
2j(n)
− 1
2
(see (26) and Corollary 4.1). The estimator En,j was examined in [9]. It is easier to use it in
numerical simulations. In this paper we consider mainly Ln,j since it is easier to formulate
a concentration theorem for it (Theorem 6.2) as well as a test below. Both estimators are
closely related. We do not consider as usual a bias and a variance of îd(f)n. Since Ln,j(n) is
unbiased estimator of ‖Qjf‖22 i.e. ELn,j(n) = ‖Qjf‖22 then the precision of the estimation is
obtained by (2).
It is important to have an analogue of (1) but in f(x)dx measure namely
(b2−js)p ≤
∫
R
|Qjf(x)|pf(x)dx =: δj(f).
Unfortunately this might not be true for some piecewise-smooth function f . So not to lose
generality we propose an enrichment procedure. In this way we obtain fpi (see Theorem
5.1) with the same smoothness as f , i.e. id(f) = id(fpi). In this way we avoid the extra
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assumption. As numerical calculations show, the estimator is located better when we use the
enrichment procedure. Now using reformulated Theorem 6.2 we can state that asymptotically
with an appropriate choice of j = j(n)
(3) Ln,j(n) = ‖Qjfpi‖22 +
2δj(fpi)√
n
U,
where U ∼ N(0, 1). We have more since we use Berry Esseen inequality. We decide to use
it since in Central Limit Theorem we cannot control a convergence. This gives us a test
(below) to verify a hypothesis
(4) H0 : id(f) ≤ µ0 against H1 : id(f) ≥ µ0 + 1.
A naive rule for the above test H0 : id(f) ≤ µ0 against H1 is the following: an acceptance of
H0 if îd(f)n ≤ µ0 + 12 and a rejection if îd(f)n > µ0 + 12 , but this procedure does not include
any significance level α.
It follows from (39) that a rejection rule might be written as
(5) îd(f)n = −
log2 Ln,j
2j
− 1
2
≥ µ0 −
log2
(
zαC12
j(µ0+1/2)/ (µ0!
√
n) + C2/(µ0!)
2
)
2j
,
or using the formula n  2j(2d(r)+3)
îd(f)n ≥ µ0 −
log2
(
zαC1/
(
µ0! n
d(r)+2−µ0
2d(r)+3
)
+ C2/(µ0!)
2
)
log2 n
2
2d(r)+3
= µ0 +D(n, µ0, d(r), α).
where C1 and C2 are precise constants dependent on function class S, r-RWB and the en-
richment procedure on level pi (see (39)). We can also determine precisely a power of the
statistical test. The procedure to determine a formula on the power of test is standard. We
should use both sides of inequality in Proposition 3.1. Note only that since d(r) ≥ µ0 then
D(n, µ0, d(r), α)→ 0 when n→∞ and because of (3) the power of the test converges to 1.
In the last section we show how well the test works.
From an application point of view our test works well if one try to detect a continuity
or a discontinuity of a density function (see last section). If one tries to detect a higher
defect, the size of a sample increases rapidly not only in our approach but in all approaches
from papers [4], [16], [13], [11]. Note that the case of detection discontinuity is not included
by any of those papers.
2. Smoothness parameter
Let us recall the definition of Besov spaces in terms of an isotropic modulus of smoothness
on R. We denote the norm in Lp(R) by ‖ · ‖p and the space of all continuous and bounded
functions by Cb(R).
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Definition 2.1. For t > 0, k ≥ 1, 0 < s < k, 1 ≤ p <∞, 1 ≤ q <∞ let us denote
∆khf(x) =
k∑
j=0
(−1)j+k
(
k
j
)
f(x+ jh), ωk,p(f ; t) = sup
0<h≤t
‖∆khf‖p ,
‖f‖(s)p,q = ‖f‖p +
(∫ ∞
0
(
ωk,p(f ; t)
ts
)q
dt
t
)1/q
.
Besov spaces are defined as follows:
Bsp,q(R) = {f ∈ Lp(R) : ‖f‖(s)p,q <∞},
Bs∞,q(R) = {f ∈ Cb(R) : ‖f‖(s)∞,q <∞},
Bsp,∞(R) = {f ∈ Lp(R) : ωk,p(f ; t) = O(ts)},
Bs∞,∞(R) = {f ∈ Cb(R) : ωk,∞(f ; t) = O(ts)}.
One can prove that Besov spaces are independent of k. If we would like to define separable
spaces we take o(ts) instead of O(ts).
Let us assume that a function f belongs to Lp(R) space for some 1 ≤ p < ∞ or f ∈ Cb(R)
in case p =∞. We take the following definition of the smoothness parameter:
Definition 2.2. The value s∗p ∈ R+ ∪ {0,∞} is the smoothness parameter of a function f if
s∗p = s
∗
p(f) = sup{s > 0 : f ∈ Bsp,∞},
where sup ∅ = 0.
By the following continuous embedding theorem
Bs1p,∞(R) ⊂ Bs2p,∞(R) for s1 > s2 > 0
we obtain corollary:
Corollary 2.1. The smoothness parameter s∗p of a function f has the following properties
• s∗p =∞ ⇐⇒ f belongs to each Bsp,∞(R), where s > 0
• s∗p = 0 ⇐⇒ f belongs to none of Bsp,∞(R), where s > 0
• 0 < s∗p <∞ ⇐⇒ for all 0 < s < s∗p f ∈ Bsp,∞(R) and for all s > s∗p f 6∈ Bsp,∞(R).
The definition and facts about Besov spaces can be found in [18] and [12].
Below we give the characterization of Bsp,∞(R) in terms of a wavelet decomposition. Fol-
lowing the notation in [13] let us define r-regular wavelet basis:
Definition 2.3. Let φ be a scaling function and ψ - the wavelet associated with φ. If r ≥ 1
is an integer then we will say that wavelet basis is r-regular if φ, ψ ∈ Cr and the support of
each of them is compact. We denote r-regular wavelet basis by r-RWB.
There are many examples of φ and ψ fulfilling the above definition (see [7], [12],[18], [19]).
For instance, we can take Daubechies wavelets of a sufficient large order. Let us assume that
(6) suppψ = [0, S(r)],
6
where S(r) ∈ N. For a given r-RWB we introduce some properties of ψ and ψj,k(·) :=
2j/2ψ(2j · −k). Denote
(7) Ψ0 := sup
x∈R
∑
k∈Z
|ψ(x− k)|, Ψ2 := sup
x∈R
|ψ(x)|.
By [7, Corollary 5.5.2] if we have r-regular wavelet basis then we have the zero oscillation
condition i.e. there is d(r) ≥ r such that
(8)
∫
R
xkψ(x)dx = 0 for 0 ≤ k ≤ d(r) and
∫
R
xd(r)+1ψ(x)dx 6= 0.
Since we assume that ψ is a real function then
(9)
∫ 1
0
∣∣∣∣∣∑
k∈Z
ψ(u− k)
∣∣∣∣∣
2
du =
∫ 1
0
∑
k,j∈Z
ψ(u− k)ψ(u− k − j)du
=
∑
k,j∈Z
∫ −k+1
−k
ψ(u)ψ(u− j)du =
∑
j∈Z
∫
R
ψ(u)ψ(u− j)du = 1.
Let Ij,m = [m/2
j, (m+ 1)/2j]. If x ∈ Ij,m, y ∈ Ij,l then
(10)
∑
k∈Z
|ψj,k(x)ψj,k(y)|
{
= 0 for |m− l| > S(r) + 1
≤ Ψ0Ψ22j for |m− l| ≤ S(r) + 1.
Additionally with (6), we will need the following assumption to prove that our smoothness
estimator is strongly consistent on the piecewise-smooth function class:
Assumption 2.1. There exists 0 < δ1 < 1 such that ψ(x) 6= 0 for all x ∈ (0, 1 + δ1].
This assumption is fulfilled for example by Daubechies wavelets DB2-DB20 (see [9, Lemma
3.1]). Note that since ψ ∈ Cr, the assumption 2.1 implies that there is c > 0 such that
(11) ∀x ∈ [0, 1]
∑
k∈Z
ψ2(x− k) > c > 0
and
(12) Ψ1 := min
0≤n≤d(r)
{∣∣∣∣∫ δ1
0
(δ1 − u)nψ(u)du
∣∣∣∣} > 0.
By the assumption 2.1 and the moment conditions (8) we obtain that for all δ1 < η ≤ 1 + δ1
and 0 ≤ n ≤ d(r) ∣∣∣∣∫ η
0
(u− η)nψ(u)du
∣∣∣∣ ≥ Ψ1.
This property was crucial in a proof of [9, Corollary 3.3], and we will use it in this paper in
Theorem 3.1.
Assuming that r-RWB satisfies (11) we observe another property. Since
∑
k∈Z ψ0,k(x)ψ0,k(y)
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is uniformly continuous then we conclude by (11) that there are positive constants a and K
such that if |x− y| ≤ 2−K then ∣∣∑k∈Z ψ(x− k)ψ(y − k)∣∣ ≥ a. From this it follows that
(13)
∣∣∣∣∣∑
k∈Z
ψj,k(x)ψj,k(y)
∣∣∣∣∣ ≥ a2j for |x− y| ≤ 2−(j+K).
Now we introduce the wavelet decomposition of function f . For j ≥ 0 we define a fam-
ily of kernels
(14) Gj(x, y) =
∑
k∈Z
ψj,k(x)ψj,k(y),
and orthogonal projections
(15) Qjf(x) =
∫
Gj(x, y)f(y)dy
of function f . If we denote
P0f(x) =
∑
k∈Z
< f, φ(· − k) > φ(x− k)
(16) Pj+1 = Qj + Pj, j ≥ 0,
where < ·, · > is the inner product in L2(R), then for all f ∈ L2(R)
f = P0f +
∞∑
j=0
Qjf a.e.
We have the following characterization of the Besov space Bsp,∞(R) for s < r and 1 ≤ p <∞
using r-RWB (see also for example [12], [19])
(17) f ∈ Bsp,∞(R) ⇐⇒ f ∈ Lp(R) and sup
j≥0
2js‖Qjf‖p <∞.
For p =∞ we have a similar characterization if we take f ∈ Cb(R). Note that
‖ψjk‖p = 2j/2−j/p‖ψ‖p.
Since functions ψjk, k ∈ Z are orthonormal with a compact support we have the following
stability condition (1 ≤ p <∞): for all sequences {βjk}
(18)
1
Ψ0
2j/2−j/p
(∑
k∈Z
|βjk|p
)1/p
≤
∥∥∥∥∥∑
k∈Z
βjkψjk
∥∥∥∥∥
p
≤ Ψ02j/2−j/p
(∑
k∈Z
|βjk|p
)1/p
.
Let βjk(f) = < ψjk, f >. The following theorem was proved in [9] (see [9, Theorem 2.1])
Theorem 2.1. Let r-RWB be given. Let 1 ≤ p ≤ ∞ and 0 < s∗p < r. Then
lim inf
j→∞
− log2 ‖βj·‖p
j
= s∗p −
1
p
+
1
2
,
where log2 0 = −∞.
Applying the above theorem and (18) we obtain corollary:
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Corollary 2.2. Let r-RWB be given. Let 1 ≤ p ≤ ∞ and 0 < s∗p < r. Then
lim inf
j→∞
− log2 ‖Qjf‖p
j
= s∗p,
where log2 0 = −∞.
In fact the above corollary is a simple consequence of the characterization (17). We conclude
that there is a subsequence {jm} = {jm(f)} such that
lim
m→∞
− log+2 ‖Qjmf‖p
jm
= s∗p.
In the next section we will see that if we assume that function f is a piecewise-smooth func-
tion and a wavelet ψ satisfies the assumption 2.1 then we can replace ” lim inf ” by ” lim ”
in corollary 2.2. This is very important to obtain a strongly consistent estimator of the
smoothness parameter and in a consequence a form of the smoothness test.
3. Piecewise-smooth functions
In this section we focus on the piecewise-smooth functions class and the properties of
the orthogonal projections Qj of those functions. Let us introduce the definition of the
piecewise-smooth functions:
Definition 3.1. A piecewise-smooth function f with index id(f) = m ≥ 0 is a function with
such properties:
• f ∈ Cm−1(R) if m ≥ 1
• There exist n ∈ N and a1, . . . , an ∈ R such that f /∈ Cm({ai}) for some i ∈ {1, ..., n}
and f ∈ Cm+1((−∞, a1]), f ∈ Cm+1([an,∞)), f ∈ Cm+1([ai, ai+1]) for each i=1,...,n.
We say that the points a1, ..., an are defect points of function f .
Remark 3.1. An example of a piecewise-smooth function is any spline with finite number
of knots. Notice that the orders of knots do not have to be the same. We say that the order
of a knot d ∈ R of a spline f is equal to m if f ∈ Cm−1({d}) for m ≥ 1 and f /∈ Cm({d}).
The index of a spline function is the minimum of all orders of knots.
Now we will prove several lemmas which we will need to prove the main theorem of this
section. Recall that for a given r-RWB, d(r) is the number of vanishing moments of ψ.
Lemma 3.1. Let r-RWB be given satisfying assumption 2.1. Let f be nonnegative piecewise-
smooth function with a compact support and id(f) ≥ d(r) + 1. For 1 < p <∞ we have
lim
j→∞
2pj(d(r)+1)
∫
R
|Qjf(x)|pf(x)dx = 1
(d(r) + 1)!p
∫ 1
0
|A(u)|pdu
∫
R
|f (d(r)+1)(x)|pf(x)dx
and
lim
j→∞
2pj(d(r)+1)
∫
R
|Qjf(x)|pdx = 1
(d(r) + 1)!p
∫ 1
0
|A(u)|pdu
∫
R
|f (d(r)+1)(x)|pdx,
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where the function A is defined by
A(u) :=
∑
k∈Z
(∫
R
(s− u)d(r)+1ψ(s− k)ds
)
ψ(u− k).
Remark 3.2. Notice that if id(f) ≥ d(r) + 1 then f (d(r)+1) and f (d(r)+2) exist almost every-
where so we can integrate those functions.
Proof : The method of proof was developed in [8] and [2]. It is easily seen that A is a
periodic function, i.e. for all l ∈ Z
A(x) = A(x+ l).
First, let us assume that f ∈ Cd(r)+2(R) with a compact support. For each x ∈ R we can
write Taylor’s polynomial
pix(u) = f(x) + f
′(x)(u− x) + · · ·+ f
(d(r)+1)(x)
(d(r) + 1)!
(u− x)d(r)+1
and by the definition of r-RWB and (8) we have
Qj(pix)(x) =
∑
k∈Z
2j
(∫
R
f (d(r)+1)(x)
(d(r) + 1)!
(u− x)d(r)+1ψ(2ju− k)du
)
ψ(2jx− k)
=
f (d(r)+1)(x)
(d(r) + 1)!
1
2j(d(r)+1)
∑
k∈Z
(∫
R
(s− 2jx)d(r)+1ψ(s− k)ds
)
ψ(2jx− k)
=
1
2j(d(r)+1)
f (d(r)+1)(x)
(d(r) + 1)!
A(2jx).
By Fejer-Orlicz-Mazur’s theorem for periodic functions (see [2], [8]) we obtain
lim
j→∞
∫
R
|f (d(r)+1)(x)A(2jx)|pf(x)dx = 1
(d(r) + 1)!p
∫
R
|f (d(r)+1)(x)|pf(x)dx
∫ 1
0
|A(u)|pdu,
which gives
lim
j→∞
2pj(d(r)+1)
∫
R
|Qj(pix)(x)|pf(x)dx = 1
(d(r) + 1)!p
∫
R
|f (d(r)+1)(x)|pf(x)dx
∫ 1
0
|A(u)|pdu.
By [8, Lemma 1.1] there exists C > 0 such that for all f ∈ Cd(r)+2(R) with compact supports∫
R
|Pj(f − pix)(x)|pf(x)dx ≤ C2−pj(d(r)+2)
∫
R
|f (d(r)+2)(x)|pf(x)dx,
hence for some constant C ′∫
R
|Qj(f − pix)(x)|pf(x)dx ≤ C ′2−pj(d(r)+2)
∫
R
|f (d(r)+2)(x)|pf(x)dx,
which completes the proof for f ∈ Cd(r)+2(R). Since Cd(r)+2(R) is dense in the Sobolev space
W
d(r)+1
p (R), for all 1 < p < ∞ and any piecewise-smooth function with id(f) ≥ d(r) + 1
belongs to W
d(r)+1
p (R). The proof for the second formula is very similar.
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Lemma 3.2. If f is nonnegative, piecewise-smooth function with compact support and
id(f) = k ∈ N then there exists a constant C = C(f) > 0 such that
1
C
∫
R
|f (k)(x)|pdx ≤
∫
R
|f (k)(x)|pf(x)dx ≤ C
∫
R
|f (k)(x)|pdx.
Proof : The right side of the above inequality is an easy consequence of boundedness of the
function f . To prove the left side it is sufficient to make the following observation:(∫
R
|f (k)(x)|pf(x)dx = 0
)
⇒
(∫
R
|f (k)(x)|pdx = 0
)
Suppose that ∫
R
|f (k)(x)|pdx 6= 0.
Since f (k) is piecewise-continuous there is an interval (a, b) such that |f (k)(x)| > 0 for
x ∈ (a, b). But the function f is nonnegative and continuous, so f(x) > 0 for x ∈ (a, b).
Consequently,
∫
R |f (k)(x)|pf(x)dx > 0.
From the above lemmas we obtain the following corollary:
Corollary 3.1. Let 1 < p < ∞. Let r-RWB be given with r ≥ 1. If f is nonnegative,
piecewise-smooth function with compact support and id(f) ≥ d(r) + 1, then there exist a
natural number N = N(f) and a constant C > 0 such that for all j > N
(19)
1
C
∫
R
|Qjf(x)|pdx ≤
∫
R
|Qjf(x)|pf(x)dx ≤ C
∫
R
|Qjf(x)|pdx.
Proof : Let the function A(u) be defined as in lemma 3.1. One can see that∫ 1
0
|A(u)|pdu 6= 0.
Indeed, from (8) we obtain∫
R
(s− u)d(r)+1ψ(s− k)ds =
∫
R
sd(r)+1ψ(s)ds =: b 6= 0,
hence
A(u) = b
∑
k∈Z
ψ(u− k)
and ∫ 1
0
|A(u)|pdu = bp
∫ 1
0
∣∣∣∣∣∑
k∈Z
ψ(u− k)
∣∣∣∣∣
p
du > 0
according to (9). Now using lemma 3.2 with k = d(r)+1 and lemma 3.1 with j large enough
we have our result.
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Remark 3.3. To obtain the main theorem of this section we will need one more theorem
which was proved in [9] (see [9, Corollary 3.3]). This theorem gives an asymptotic character-
ization of ‖Qjf‖p for 1 < p ≤ ∞. Moreover if we analyse the proof of the that Corollary we
will see that it is also true for m ≤ d(r), where d(r) is the number of vanishing moments of
ψ. In Proposition 3.1 we find the precise constants of estimates given in [9, Corollary 3.3]
for 1 < p <∞. The case p =∞ one can prove analogously.
Combining the above Remark for m ≤ d(r) with Lemma 3.1, we obtain the full charac-
terization of ‖Qjf ||p. Moreover Corollary 2.2 gives us relation between id(f) and s∗p(f) for
all 1 < p ≤ ∞.
Theorem 3.1. Let be given r-RWB satisfying assumption 2.1. Let f be a piecewise-smooth
function, bounded with a compact support. Then we have
(20) ‖Qjf‖p ∼
{
2−j(id(f)+1/p) if id(f) ≤ d(r) and for 1 < p ≤ ∞
2−j(d(r)+1) if id(f) ≥ d(r) + 1, f ≥ 0 and for 1 < p <∞ ,
where by ‖Qjf‖p ∼ 2−jτ we mean that there are C1, C2 and N (dependent on f) such that
for all j ≥ N
C12
−jτ ≤ ‖Qjf‖p ≤ C22−jτ .
Moreover
lim
j→∞
− log+2 ‖Qjf‖p
j
=
{
s∗p(f) if id(f) ≤ d(r) and for 1 < p ≤ ∞
d(r) + 1 if id(f) ≥ d(r) + 1, f ≥ 0 and for 1 < p <∞.
Remark 3.4. From the above theorem it is easy to see that if f is piecewise-smooth function
with a compact support then s∗p(f) = id(f) + 1/p for all 1 < p ≤ ∞.
To construct the form of the smoothness test we will need more precise evaluation of ‖Qjf‖p
than (20). For this purpose let us define the following class of functions:
Definition 3.2. We say that function f belongs to the class S([−1, 1], d(r),∆1,∆2, NS) if:
• supp f ⊂ [−1, 1]
• f is piecewise-smooth function with id(f) = m ≤ d(r)
• There exist ∆1 > 0 and ∆2 > 0 such that for each defect point d of function f
∆1 ≤ ∆(f, d) ≤ ∆2, where ∆(f, d) := |f (m)(d−)− f (m)(d+)|
• The number of defects is not greater than NS ∈ N
If we assume that function f belongs to the class S([−1, 1], d(r),∆1,∆2, NS) then we can
obtain the following proposition:
Proposition 3.1. Let 1 < p < ∞. For all f ∈ S([−1, 1], d(r),∆1,∆2, NS) there exists
N = N(f) such that for all j ≥ N
1
Ψ0
Ψ1
m!2j(m+1/p)
∆1 −O(2−j(m+1)) ≤ ‖Qjf‖p ≤ Ψ0 Ψ2(S(r))
m+2
(m+ 1)!2j(m+1/p)
NS∆2 +O(2
−j(m+1)),
where m = id(f), constants S(r),Ψ0,Ψ2,Ψ1 are defined in (6), (7), (12).
Proof : This proposition can be proved in the same way as [9, Corollary 3.3]. Let us define
the function:
h(x) :=
(−1)m
m!
D−[(x0 − x)+]m + 1
m!
D+[(x− x0)+]m,
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where constants D+, D− are such that D+ 6= D−. Then for m ≤ d(r) we have
(21)
Ψ1
m!2j(m+1/2)
|D+ −D−| ≤ ‖βj·(h)‖lp ≤ Ψ2(S(r))
m+2
(m+ 1)!2j(m+1/2)
|D+ −D−|,
where
‖βj·(h)‖lp =
(∑
k∈Z
|βjk(h)|p
)1/p
, βjk(h) =
∫
R
h(x)ψjk(x)dx
(see the proof of [9, Corollary 3.3]). Next for any f ∈ f ∈ S([−1, 1], d(r),∆1,∆2, NS) we can
define functions
hm,i(x) :=
(−1)m+1
m!
f (m)(a−i )[(ai − x)+]m −
1
m!
f (m)(a+i )[(x− ai)+)]m, i = 1, ..., n
and
hm+1,i(x) :=
(−1)m+2
m+ 1!
f (m+1)(a−i )[(ai−x)+]m+1−
1
m+ 1!
f (m+1)(a+i )[(x−ai)+)]m+1, i = 1, ..., n
where the points a1, ..., an are the defect points of function f . There exist function H with a
compact support, which equal to hm,i+hm+1,i in some neighborhood of ai for each i = 1, ..., n
and H ∈ Cm+1(R/{a1, ..., an}). By adding H to function f we remove all defects of function
f and obtain a function g that belongs to Sobolev space Wm+1p (R), for 1 < p <∞ (see the
proof of [9, Corollary 3.3]). By approximation properties of Pj (see [12, Corollary 8.2]) we
obtain that for g ∈ Wm+1p (R) and m ≤ d(r) there exists Cr,p such that for all j ≥ 0
(22) ‖Qjg‖p ≤ Cr,p2−j(m+1)‖g(m+1)‖p.
Note that by the triangle inequality∣∣‖QjH‖p − ‖Qjg‖p∣∣ ≤ ‖Qjf‖p ≤ ‖Qjg‖p + ‖QjH‖p.
But ‖QjH‖p is controlled by ‖Qjhm,i‖p, since QjH(x) = Qjhm,i(x) +Qjhm+1,i(x) in a neigh-
borhood of a point ai, i.e. x ∈ (ai − pii, ai + pii). Consequently by (18), (21) and (22) we
obtain the result.
Remark 3.5. Note that for p = 2 and f ∈ S([−1, 1], d(r),∆1,∆2, NS) there exists N = N(f)
such that for all j ≥ N
(23)
Ψ1
m!2j(m+1/2)
∆1 −O(2−j(m+1)) ≤ ‖Qjf‖2 ≤ Ψ2(S(r))
d(r)+2
(m+ 1)!2j(m+1/2)
NS∆2 +O(2
−j(m+1)),
where m = id(f), constants S(r),Ψ2,Ψ1 are defined in (6), (7), (12).
4. Smoothness estimator
Smoothness estimator was already introduced in [10] and [9]. In this section we refer to
those results and present a slightly modified smoothness estimator which is more convenient
for our purpose. From now on, we will consider, the case of p = 2, i.e. a problem of
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estimating s∗2. As usual, let X1, X2, ... be a sequence of iid random variables with a density
f ∈ L2(R). First, let us recall an estimator of ‖Qjf‖22
(24) En,j =
∑
k∈Z
∣∣∣∣∣ 1n
n∑
i=1
ψj,k(Xi)
∣∣∣∣∣
2
which was examined in [9]. One can see that
En,j =
2
n2
n∑
i<l
Gj(Xi, Xl) +
1
n2
n∑
i=1
Gj(Xi, Xi).
where Gj, for j ≥ 0 are kernel functions defined in (14). Since for i 6= k
(25) E[Gj(Xi, Xk)] =
∑
k∈Z
(Eψj,k(X1))
2 =
∑
k∈Z
(〈ψj,k, f〉)2 = ‖Qjf‖22
and
E[Gj(Xi, Xi)] =
∑
k∈Z
Eψ2j,k(X1) =
∑
k∈Z
〈ψ2j,k, f〉
we have
E[En,j] =
n− 1
n
‖Qjf‖22 +
1
n
∑
k∈Z
〈ψ2j,k, f〉
so En,j is biased estimator of ‖Qjf‖22. The following theorem was proved in [9] (see [9,
Corollary 4.2])
Theorem 4.1. Let be given r-RWB satisfying assumption 2.1. Let X1, X2, ...Xn be a se-
quence of i.i.d random variables with density f , where f is a piecewise-smooth function with
id(f) < r, bounded and compactly supported. Then
lim
n→∞
− log2En,j(n)
2j(n)
= id(f) +
1
2
= s∗2 a.e.,
where 2j(n)(2r+1)  n (for example j(n) = blog2 n/(2r + 1)c).
Remark 4.1. The above theorem says that − log2En,j(n)/(2j(n)) is a strongly consistent
estimator of the smoothness parameter if f is a piecewise-smooth function. If we analyze
the proof of that theorem then, using Theorem 3.1, one can see that it is also true for
id(f) ≤ d(r), where d(r) is the number of vanishing moments of ψ.
For the above construction of the smoothness estimator we have used a biased estimator of
‖Qjf‖22. In the next section we will need an unbiased version of that estimator (U-estimator).
We consider this estimator since it is easier to formulate a concentration theorem for Ln,j.
Let us introduce:
(26) Ln,j =
2
n(n− 1)
n−1∑
i=1
n∑
l=i+1
Gj(Xi, Xl).
Using (25) we obtain that Ln,j is an unbiased estimator of ‖Qjf‖22. It is easy to see that
Ln,j =
n
n− 1En,j −
1
n(n− 1)
n∑
i=1
Gj(Xi, Xi)
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By (10) there exists C > 0 such that for all j
Gj(x, x) =
∑
k∈Z
ψ2jk(x) ≤ C2j,
then for 2(2d(r)+1)j  n we have∣∣∣∣∣ 1n(n− 1)
n∑
i=1
Gj(Xi, Xi)
∣∣∣∣∣ ≤ C2jn  2−2jd(r)) a.e.
Consequently we obtain the following corollary:
Corollary 4.1. Let be given r-RWB satisfying assumption 2.1. Let X1, X2, ...Xn be a se-
quence of i.i.d random variables with density f , where f is a piecewise-smooth function with
id(f) ≤ d(r), bounded and compactly supported. Then
lim
n→∞
− log2 Ln,j(n)
2j(n)
= id(f) +
1
2
= s∗2 a.e.,
where 2j(n)(2d(r)+1)  n (for example j(n) = blog2 n/(2d(r) + 1)c).
5. Enrichment procedure
In this section we focus on an additional condition for a density function f which will
be needed to construct a smoothness test in the next section. To avoid another restriction
for the class of functions we introduce the enrichment procedure. First let us define our
regularity condition:
Definition 5.1. Let f be bounded with a compact support. We say that a function f is
regular for given r-RWB, if there are constants N,C > 0 (dependent on f and r-RWB) such
that for all j = j(f) ≥ N
(27) C
∫
R
|Qjf(x)|2dx ≤
∫
R
(Qjf(x))
2f(x)dx.
In corollary 3.1 we have proved that if we have r-RWB then a piecewise-smooth function
with id(f) ≥ d(r) + 1 satisfies condition (27). On the other a hand a piecewise-smooth
function with id(f) ≤ d(r) (which is in our area of interest) does not have to satisfy this
condition. Let us introduce the following example:
Example 5.1. Let r-RWB be given with r ≥ 2. Assume that ψ satisfies assumption 2.1 and
suppψ = [0, S(r)]. Let us take the following density
f(x) = max
(
3
4
(1− x2), 0
)
.
One can check that
‖Qjf‖2 ≈ 2−3j/2,
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i.e.
s∗2(f) = 3/2.
From (8) (zero oscillation condition) we have that for |x−1| > S(r)2−j and |x+1| > S(r)2−j
and every j large enough
Qjf(x) = 0.
Since there is C > 0 such that for all j ≥ 0 and x ∈ [−1;−1 + S(r)2−j] ∪ [1; 1− S(r)2−j]
f(x) ≤ C2−j,
then ∫
R
(Qjf(x))
2f(x)dx ≤ C2−j
∫
R
(Qjf(x))
2dx,
so function f is not regular in terms of definition 5.1.
The above example shows that a problem appears when the smoothness of function is de-
termined only by defects dj such that f(dj) = 0. This leads us to the idea of the enrichment
procedure.
LetX1, X2, ..., Xn be a sequence of iid random variables from a density f ∈ S([−1, 1], d(r),∆1,∆2, NS).
If we add to that sample a new sequence of iid random variables X˜1, X˜2, ..., X˜n1 from a den-
sity ξ, where n1 = pin/(1 − pi), and 0 < pi < 1, then we obtain a sample from the density
fpi = (1− pi)f + piξ, of the size n/(1− pi). Let
(28) ξ(x) = ξτ (x) =
(2τ + 3)!
[(τ + 1)!]2
3−(2r+3)(1.5− x)τ+1(1.5 + x)τ+1 1[−1.5;1.5](x).
Note that ξ ∈ Cτ (R) and supp f ⊂ supp ξ. It is easy to see that for τ ≥ d(r) + 2 function fpi
has the same smoothness as function f . Now we will show, by the following theorem, that
function fpi is regular in terms of definition 5.1.
Theorem 5.1. Let r-RWB be given and f ∈ S([−1, 1], d(r),∆1,∆2, NS). Let ξ = ξd(r)+2
(see (28)). Then for all 0 < pi < 1 the function fpi defined by formula
fpi = (1− pi)f + piξ
is regular with a constant C = pi · ξ(1.25)/2, i.e. there exists N = N(f, ξ, pi) such that for
j ≥ N
(29)
(∫
R
(Qjfpi(x))
2fpi(x)dx
)1/2
≥
√
pi · ξ(1.25)/2 ‖Qjfpi‖2.
Proof : Let us fix 0 < pi < 1. Recall
ξ(x) = ξτ (x) =
(2τ + 3)!
[(τ + 1)!]2
3−(2r+3)(1.5− x)τ+1(1.5 + x)τ+1 1[−1.5;1.5](x).
There exists N˜ such that for all j ≥ N˜ the length of suppψj,k is smaller than 1/4. Since
supp f ⊂ [−1, 1] then for j ≥ N˜ we have
pi2
∫
R\[−1.25,1.25]
|Qjξ(x)|2dx =
∫
R\[−1.25,1.25]
|Qjfpi(x)|2dx.
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Thus we have for j large enough
pi2
∫
R
|Qjξ(x)|2dx+
∫
R
|Qjfpi(x)|2fpi(x)dx
≥ pi2
∫
R\[−1.25,1.25]
|Qjξ(x)|2dx+
∫
[−1.25,1.25]
|Qjfpi(x)|2fpi(x)dx
≥
∫
R\[−1.25,1.25]
|Qjfpi(x)|2dx+ pi ξ(1.25)
∫
[−1.25,1.25]
|Qjfpi(x)|2dx
Since 0 < ξ(1.25) < 1 and 0 < pi < 1 then we get
(30) pi2‖Qjξ‖22 +
∫
R
|Qjfpi(x)|2fpi(x)dx ≥ pi ξ(1.25) ‖Qjfpi‖22.
Let f ∈ S([−1, 1], d(r),∆1,∆2, NS) and ξ = ξd(r)+2. If id(f) = m then id(fpi) = m. Hence
by (23)
‖Qjfpi‖2 ∼ 2−j(m+1/2),
and by (22)
‖Qjξ‖2 ≤ Cr,22−j(d(r)+1)‖ξ(d(r)+1)‖2,
then there exist N such that for j ≥ N
pi2‖Qjξ‖22 ≤ pi ξ(1.25)/2 ‖Qjfpi‖22.
Using (30) and the above inequality we get our assertion.
Now let us compare the mean square error of the estimator with and without the enrichment
procedure in a numerical experiment. We use the function f considered in the example
5.1. The bias is reduced significantly and variance is smaller without enrichment procedure
but we have a sample two times smaller!! Note that id(f) = 1 and s∗2(f) = 3/2. We have
generated 100 samples each of the size n = 220, thus we have calculated 100 values of the
smoothness estimator − log2 Ln,j(n)/(2j(n)) on the level j(n) = 5.
Figure 1. Distribution of the smoothness estimator without enrichment procedure.
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Next we repeated our experiment using the procedure of sample enrichment with pi = 1
2
(for
the results see Figure 2). It means that for each of 100 samples of size n = 220 we add a
sample of size n1 = 2
20 from the density ξ4.
Figure 2. Distribution of the smoothness estimator with enrichment procedure.
It appears that the enrichment procedure gives better estimation of the smoothness param-
eter: in the second case, i.e. in the case of enrichment estimation, the mean value of the
smoothness parameter was equal to 1.25 while in the first case 1.05 when the true smooth-
ness parameter is equal to 1.5.
We also examine numerical results of changing pi. We enrich the old sample adding a sample
from the density ξ4 of the size n1 = 2
20pi/(1− pi). The influence of taking different values of
pi on the smoothness estimator is presented on the figure below.
Figure 3. Vertical axis: average of 100 smoothness estimators and approx-
imate pointwise 95% empirical confidence limits. Horizontal axis: pi. The
dashed horizontal line is the true value of the smoothness parameter.
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6. Smoothness test
To construct a smoothness test for a density function we will analyze the asymptotic
distribution of the estimator Ln,j. Let X1, X2, ... be a sequence of iid random variables with
a density f ∈ L2(R). Denote
σ˜j := σ˜j(f) =
√∫
R
(Qjf(x))2f(x)dx−
(∫
R
(Qjf(x))2dx
)2
,
hj(Xi, Xl) := Gj(Xi, Xl)− ‖Qjf‖22, Var[hj(X1, X2)] := σ2j = σ2j (f)
and
gj(x) := E[hj(X1, X2)|X1 = x].
Then
gj(x) = E[Gj(X1, X2)|X1 = x]− ‖Qjf‖22 =
∑
k∈Z
ψj,k(x)Eψj,k(X1)− ‖Qjf‖22
= Qjf(x)− ‖Qjf‖22.
Note that the variance of gj(X1) is equal to σ˜
2
j = σ˜
2
j (f). Namely
Eg2j (X1) = E(Qjf(X1))
2 − ‖Qjf‖42 =
∫
R
(Qjf(x))
2f(x)dx−
(∫
R
(Qjf(x))
2dx
)2
= σ˜2j .
To find an asymptotic formula for σj we introduce the following lemma:
Lemma 6.1. Let be given r-RWB satisfying assumption 2.1. Let X1, X2, ... be a sequence
of iid random variables with a density f ∈ L2(R). Then there are constants N,C1, C2 > 0
independent of f such that for each j ≥ N
C1‖f‖22 ≤ 2−jσ2j ≤ C2‖f‖22.
Proof: Note that
σ2j (f) = E (Gj(X1, X2))
2 − ‖Qjf‖42.
Since ‖Qjf‖42 → 0, we only need to show an appropriate estimate on the termE (Gj(X1, X2))2.
Let Ij,m = [m/2
j, (m+ 1)/2j]. By (10) we obtain
E (Gj(X1, X2))
2 =
∫
R
∫
R
(∑
k∈Z
ψj,k(x)ψj,k(y)
)2
f(x)f(y)dxdy
≤ C
∑
m∈Z
∑
l: |m−l|≤D
∫
Ij,m
∫
Ij,l
22jf(x)f(y)dxdy
= C22j
∑
m∈Z
(∫
Ij,m
f(x)dx
) ∑
l: |m−l|≤D
∫
Ij,l
f(y)dy

≤ C ′22j
∑
m∈Z
(∫
Ij,m
f(x)dx
)2
≤ C ′2j‖f‖22.
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On the other hand, by (13) we conclude that
E (Gj(X1, X2))
2 =
∫
R
∫
R
(∑
k∈Z
ψj,k(x)ψj,k(y)
)2
f(x)f(y)dxdy
≥
∑
m∈Z
∫
Ij+K,m
∫
Ij+K,m
(∑
k∈Z
ψj,k(x)ψj,k(y)
)2
f(x)f(y)dxdy
≥
∑
m∈Z
∫
Ij+K,m
∫
Ij+K,m
22ja2f(x)f(y)dxdy
= 22ja2
∑
m∈Z
(∫
Ij+K,m
f(x)dx
)2
≥ C ′′2j‖f‖22,
which is our claim.
To find an asymptotic distribution of the estimator Ln,j we will also need the following
lemma:
Lemma 6.2. Let r-RWB be given. Let f be a bounded density and supp f ⊂ [−1, 1]. Then
there are constants C = C(‖f‖∞) and C ′ = C ′(‖f‖∞) such that for all j ≥ 0
E|gj(X1)|3 ≤ C
∫
R
|Qjf(x)|3dx ≤ C ′‖Qjf‖22.
Proof: Since supp f ⊂ [−1, 1] and suppψ = [0, S(r)] then there is an interval [a, b] such
that for all j ≥ 0
(31) supp Qjf ⊂ [a, b].
Hence
(32) |Qjf(x)| ≤
∑
k
〈|ψj,k|, f〉|ψj,k(x)| ≤ ‖f‖∞ · ‖ψ‖1 · ‖ψ‖∞ · (b− a).
Let
Ψ4 := ‖ψ‖1‖ψ‖∞(b− a).
For 1 ≤ p <∞ by (31) and (32) we have that for all j ∈ N
‖Qjf‖p =
(∫
R
|Qjf(x)|p dx
)1/p
=
(∫ b
a
|Qjf(x)|p dx
)1/p
.
Consequently
(33) ‖Qjf‖p ≤
(∫ b
a
(Ψ4‖f‖∞)p dx
)1/p
= Ψ4‖f‖∞(b− a)1/p.
For each 1 ≤ p1 < p2 <∞ by Ho¨lder inequality we get
‖Qjf‖p1p1 =
∫ b
a
|Qjf(x)|p1 dx ≤
(∫ b
a
(|Qjf(x)|p1)p2/p1 dx
)p1/p2
·
(∫ b
a
1 dx
)1−p1/p2
= (b− a)1−p1/p2 (‖Qjf‖p2)p1 ,
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which gives
(34) ‖Qjf‖p1 ≤ (b− a)
p2−p1
p1p2 ‖Qjf‖p2 .
Now we are ready to evaluate E|gj(X1)|3. From the obvious inequality |s− t|3 ≤ 7(|s|3 + |t|3)
and the fact that f is a bounded density we get
E|gj(X1)|3 =
∫
R
∣∣Qjf(x)− ‖Qjf‖22∣∣3 f(x) dx
≤ 7
(∫
R
|Qjf(x)|3f(x) dx+ ‖Qjf‖62
∫
R
f(x) dx
)
≤ 7 max{‖f‖∞, 1}
(∫
R
|Qjf(x)|3 dx+ ‖Qjf‖62
)
.
Using (33) and (34) we have
‖Qjf‖62 ≤ (b− a)‖Qjf‖63 = (b− a)‖Qjf‖33‖Qjf‖33 ≤ (b− a)‖Qjf‖33(Ψ4‖f‖∞)3(b− a).
Finally, there is C = C(‖f‖∞) > 0 such that all j ≥ 0
E|gj(X1)|3 ≤ C ·
∫
R
|Qjf(x)|3 dx.
Moreover, by (32) the following evaluation is true∫
R
|Qjf(x)|3 dx ≤ Ψ4‖f‖∞
∫
R
|Qjf(x)|2 dx,
which finishes the proof.
The final fact we will need is a classical theorem for U-statistics. Let Φ denote the standard
Normal distribution function.
Theorem 6.1. (Berry Esseen inequality) Let X1, X2, . . . , Xn be a sequence of iid random
variables and let Un be given by
Un =
2
n(n− 1)
∑
1≤l<s≤n
h(Xl, Xs),
where h(x, y) is a symmetric, real-valued function. Let Eh(X1, X2) = 0, σ
2 = Eh2(X1, X2) <
∞ and σ˜2 = Eg2(X1) > 0 where g(x) = E(h(X1, X2)|X1 = x). If (E|g(X1)|3 <∞ then
sup
z∈R
∣∣∣∣P (√n2σ˜ Un ≤ z
)
− Φ(z)
∣∣∣∣ ≤ 6.1E|g(X1)|3√nσ˜3 + (1 +
√
2)σ√
2(n− 1)σ˜ .
The proof of this theorem, as well as much more details on U-statistics, can be found for
example in [6].
Now we can formulate our main theorem which allow us to construct a smoothness test
for a density function that belongs to the class S([−1, 1], d(r),∆1,∆2, NS):
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Theorem 6.2. Let r-RWB be given satisfying assumption 2.1. Let X1, X2, ..., Xn be a se-
quence of iid random variables with density f ∈ S([−1, 1], d(r),∆1,∆2, NS). Let us use the
enrichment procedure for ξd(r)+2 and fixed 0 < pi < 1. There is C > 0 such that for all fpi,
there is a constant N ∈ N such that for all j ≥ N
sup
z∈R
(
P
( √
n
2σ˜j(fpi)
[
Ln,j − ‖Qjfpi‖22
] ≤ z)− Φ(z))2 ≤ Cn− 12m+3 ,
where
n ≥ C12j(2m+3),
and id(f) = m, C1 > 0. Note that n is a new sample size (after enrichment).
Proof : By lemma 6.2 we have
E|gj(X1)|3 ≤ C2
∫
R
|Qjf(x)|3dx ≤ C3‖Qjf‖22.
Let us fix pi. Now we can use (29). Moreover there is Ψ5 > 0 such that for all f ∈
S([−1, 1], d(r),∆1,∆2, NS) we have ‖f‖∞ ≤ Ψ5. Consequently the constant in the evaluation
in lemma 6.2 may be chosen independently from fpi. By Theorem 5.1 and Lemma 6.1 we
obtain that there is C4 > 0 for fpi such that if j is large enough
(35)
6.1E|gj(X1)|3
n1/2σ˜j(fpi)3
+
(1 +
√
2)σj√
2(n− 1)σ˜j(fpi)
≤ C4
√
2j√
n‖Qjfpi‖2 .
Using Proposition 3.1 we obtain
(36)
(1−pi) Ψ1
m!2j(m+1/2)
∆1−O(2−j(m+1)) ≤ ‖Qjfpi‖2 ≤ (1−pi) Ψ2(S(r))
d(r)+2
(m+ 1)!2j(m+1/2)
NS∆2+O(2
−j(m+1))
for sufficient large j ≥ N . By Berry Esseen inequality, (35) and (36) we finish the proof.
Now we are ready to construct the form of the following smoothness test for a density
function f ∈ S([−1, 1], d(r),∆1,∆2, NS) for fixed µ ∈ {0, 1..., d(r)} :
H0 : s
∗
2(f) ≤ µ+ 1/2, against H1 : s∗2(f) > µ+ 1/2.
Remark 6.1. It is easy to see that if f belongs to S([−1, 1], d(r),∆1,∆2, NS) then its smooth-
ness parameter s∗2 is equal to m+ 1/2 where m = id(f) belongs to {0, 1..., d(r)}.
Let X1, X2, ..., Xn be a sequence of iid random variables with density f . Since we want to
use Theorem 6.2 we enrich our sample for a given 0 < pi < 1. If we denote by zα the quantile
of the standard normal distribution then we reject the null hypothesis for n  2j(n)(2d(r)+3)
at the significance level α when
(37) Ln,j(n) ≤ 2σ˜j(n)(fpi)zα/
√
n+ ‖Qj(n)fpi‖22.
By the definition of σ˜j √∫
R
(Qjfpi(x))2fpi(x)dx ∼ σ˜j(fpi).
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Now by (29) there exists N such that for j ≥ N√
piξd(r)+2(1.25)/2 ‖Qjfpi‖2 ≤ σ˜j(fpi).(38)
Using (37), (38) and (36) we obtain the principle which we can use in practice.
Smoothness test:
We reject the null hypothesis for f ∈ S([−1, 1], d(r),∆1,∆2, NS) at the significance level α
when
Ln,j(n) ≤ zα
∆1Ψ1
√
piξd(r)+2(1.25)/2 (1− pi)
µ!
√
n 2j(n)(µ+1/2)
+
(
∆1
Ψ1
µ!
)2
(1− pi)22−j(n)(2µ+1),(39)
where Ψ1, ξd(r)+2 are defined in (12) and (28), j(n) = blog2 n/(2d(r)+3)c, d(r) is the number
of the vanishing moments of the wavelet and pi is a parameter of the enrichment procedure.
7. Numerical experiment
In the proofs of the above theorems the exact values of constants are not needed since we
examine asymptotic formulas. In applications we need exact constants. One can calculate
them numerically. Unfortunately one of our constants is not very good in applications. The
constant Ψ1 (see (12)) is very small for Daubechies wavelets which affects on a rejection area
of our test for small resolution level j(n). Since constant Ψ1 is very comfortable in proofs
but not very useful in applications we suggest to change it depending on the type of the test.
Let us consider the following example:
Example 7.1. Let ψ = DBN be a Daubechies wavelet (DBN where N ∈ {1, 2, ..., 20}). Let
h be a characteristic function of an interval I, i.e. h = χI such that |I| = 1 > 2−j0 suppψ.
Since we have two points of discontinuity then for all j ≥ j0 (see the proof of Lemma 3.2
and Remark 3.2 [9])
log2 2 supFψ
2j
≥ − log2 ‖Qjh‖
2
2
2j
− 1
2
− id(h) ≥ log2 2 inf Fψ
2j
,
where the function Fψ is given numerically (see Figure 3, [9]). For instance, let ψ = DB8.
Then supFψ ≈ 0.08 and inf Fψ ≈ 0.02. So∣∣∣∣− log2 ‖Qjh‖222j − 12 − id(h)
∣∣∣∣ ≤ − log2 0.022j ≈ 5, 642j .
We can see that detection of discontinuity of function h in non random case require at least
j = 5. Since n  2j(2d(r)+3) in random case, the sample size should be huge.
The example above shows that we can change Ψ1 to
√
inf Fψ if we want to test H0 : id(f) ≤ 0
against H1 : id(f) ≥ 1. Furthermore, instead of Ψ1 we can take a value of some sequence
which converges to
√
inf Fψ when j → ∞. We suggest the following correction of the con-
stant Ψ1: Vj(n) :=
√
inf Fψ + 1/j(n). Now let us check the behaviour of our test in the
following numerical experiment:
Let us consider the following density functions:
f0(x) = 1[0,1](x)
(
1
2
+ 3x(1− x)
)
, f1(x) = 1[0,1](x)6x(1− x)
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Figure 4. Densities f0 and f1
It is easy to see that id(f0) = 0 and id(f1) = 1. Three values of the experiment size were used:
n1 = 2
16, n2 = 2
20, and n3 = 2
24. The samples were enriched using function ξ3 (see (28)) with
pi = 1/2. For the estimation the Daubechies wavelet DB8 was used (with support length
15). The resolution levels were: j(n1) = 4, j(n2) = 5 and j(n3) = 6. Using (39) and the
correction Vj(n) the following rejection procedure was taken: We reject H0 : id(f) ≤ µ0 = 0
if
îd(f)n = −
log2 Ln,j
2j
− 1
2
≥ µ0 −
log2
(
zα∆1Vj
√
piξ3(1.25)/2 (1−pi)2j(µ0+1/2)
µ0!
√
n
+
(
∆1Vj(1−pi)
µ0!
)2)
2j
,
where α = 0.05, zα = −1.65, ∆1 = 1/2, Vj =
√
0, 02 + 1/j, pi = 1/2, ξ3(1.25) = 0, 007 and
µ0! = 1. The results are presented in the figures below:
Figure 5. Grey histogram presents 200 estimators of the index of function f0
(enriched by function ξ3 with pi = 1/2) from 200 generations with sample size
n1 = 2
16, and resolution level j(n1) = 4. Histogram filled with dots presents
the same but for function f1. The black vertical line determines the rejection
area which is on the right side of that line.
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One can see that in this example the test does not reject the null hypothesis when it is true,
but also does not reject it in the most cases when it is false. It means that the power of our
test for the sample size n1 = 2
16 is very low. Now let us take the sample size n2 = 2
20 and
resolution level j(n2) = 5
Figure 6. Similar to Figure 5 but here we have 100 estimators from 100
generations with sample size n2 = 2
20, and resolution level j(n2) = 5.
Now one can see that in all cases our test rejects the null hypothesis when it is false and does
not reject it when it is true. It means that the empirical power for the sample size n1 = 2
20,
and resolution level j(n1) = 5 is equal to 1. One can also see that the variance as well as
the bias of the index estimator are smaller than in the previous case. Now let us check what
happens for the sample size n3 = 2
24 and resolution level j(n3) = 6
Figure 7. Similar to Figure 5 but here we have 50 from 50 generations with
sample size n3 = 2
24, and resolution level j(n3) = 6.
One can see that the variance and the bias of the index estimator are even smaller than in
the previous case. As in the previous case we do not observe the Type I and Type II errors.
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