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1 Introduction
Few years ago a new interesting model of mimetic dark matter was suggested in [1] and
was further elaborated in [2, 3] 1. In mimetic gravity it is possible to describe the dark
components of the Universe as a purely geometrical effect, without the need of introducing
additional matter fields. This description can be achieved using very simple but remarkable
idea. The physical metric gphysµν is considered to be a function of a scalar field φ and a
fundamental metric gµν , where the physical metric is defined as
2
gphysµν =
(
−gαβ∂αφ∂βφ
)
gµν . (1.1)
The physical metric gphysµν is invariant with respect to the Weyl transformation of the
metric gµν ,
g′µν(x) = Ω
2(x)gµν(x) . (1.2)
Then it was shown in [1] and in [2] that the ordinary Einstein-Hilbert action constructed
using the physical metric gphysµν possesses many interesting properties since this model can
be interpreted as a conformal extension of Einstein’s general theory of relativity. The
local Weyl invariance is ensured by introducing an extra degree of freedom that as was
shown in [1] has the form of pressureless perfect fluid that, according to [1], can mimic
the behavior of a real cold dark matter.
This mimetic dark matter proposal [1] was recently generalized to so called ”inhomo-
geneous dark energy model” in [5]. In this paper the original mimetic model was extended
in oder to describe arbitrary inhomogeneous dark energy in any scale and that can con-
tribute to the gravitational instability at late time. This theory is described by the action
1For review and extensive list of references, see [4].
2We follow the convention used in [2] and we also consider the space-time metric of the signature
(−,+,+,+).
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3S =
1
2
∫
d4x
√−g [R(gµν)− λ (1 + gµν∇µφ∇νφ)− λagµν∂µφa∂νφ− V (φa)] , (1.3)
where a = 1, . . . ,D where D counts the number of the scalar fields φa. Generally we can
have D arbitrary but the simplest possibility is to take a = 1 while the most convenient
case is to consider D = 3 [5] since then we can identify the scalars with the synchronous
coordinates. The variation of the action with respect to Lagrange multipliers λ and λa
gives following equations of motion
∂φ
∂xµ
∂φ
∂xν
gµν = −1 , ∂φ
a
∂xµ
∂φ
∂xν
gµν = 0 . (1.4)
It was shown in [5] that at synchronous coordinate system where g00 = −1 , g0i = 0 , i =
1, 2, 3 so that
ds2 = −dt2 + hijdxidxj (1.5)
the general solution of these equations in this coordinate system are
φ = t , φa = φa(xi) (1.6)
so that the fields φa are time independent functions and the potential can be time indepen-
dent function of the spatial coordinates and it leads to cosmological-like constant in the
Einstein equations. It was also argued here that the inhomogeneities in the distribution of
dark energy can have an impact on the power spectrum at large scales and the formation
of structure of the universe.
All these facts makes the proposal [5] very interesting and deserves further study.
Certainly it would be very useful to find Hamiltonian formulation of this theory. In fact,
canonical analysis of the original mimetic dark matter model was very carefully performed
in [6] 4 where we identified all constraints and determined number of physical degrees of
freedom. We also shown that by solving the second class constraints the resulting Hamil-
tonian for the scalar field is linear in the momentum conjugate to the scalar field. The
presence of the linear momentum signals instability of the theory since the Hamiltonian
is not bounded from below for certain type of initial configurations and consequently it
can become unstable.
There is a natural question how the situation changes when we consider the model
presented in [5] and this is one of the goals of the present paper. It turns out that the
Hamiltonian analysis is rather non-trivial and depends on the number of additional scalar
fields φa. In case when a 6= 1 we find new primary constraints that have to be taken
into account. Then we also derive corresponding secondary constraints. Despite of the
complexity of the Hamiltonian analysis we find that after solving second class constraints
the Hamiltonian constraint is linear in momentum conjugate to the scalar field φ. On the
other hand we show that this contribution can be rewritten to the form corresponding to
3The inhomogeneous extension of mimetic gravity is based on Einstein frame version of this theory
where the manifest Weyl invariance (1.2) is lost. For more details, see for example [6].
4See also [7].
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the Hamiltonian constraint for the dust [13] which is well defined system with quadratic
Hamiltonian bounded from below. This analysis shows that the mimetic model and model
studied here could be stable.
The final part of our paper is devoted to the Hamiltonian analysis of the model that
was introduced very recently in [8, 9] which is very interesting proposal how to resolve
singularities in general relativity. It is based on the idea of modification of classical general
relativity at high curvatures by incorporating limiting curvature. If this limiting curvature
is few order of magnitude below the Planckian value we can ignore quantum gravity effects.
This remarkable proposal is again based on the existence of the scalar field that obeys the
equation
gµν∂µφ∂νφ = −1 . (1.7)
It was also presumed that the theory is invariant under shift symmetry φ → φ + const
which implies that the potential V (φ) is absent. On the other hand a new additional term
f(φ) was added to the action, where the function f was suggested to have the form
f(φ) = 1−
√
1− (φ)
2
ǫm
+ . . . . (1.8)
It was shown in [8, 9] that this theory resolves singularities in Friedmann and Kasner
universes. In other words the contracting universes bounce at the limiting curvature and
all curvature invariants are regular and bounded by the values characterized by ǫm. Then
it was shown in [9] that the physical singularity of the Schwarzschild black hole can be
removed as well.
Since this proposal is based on an extension of mimetic action with a new term that
depends on φ we should study whether these higher derivatives do not imply instability
of this theory. In order to answer this question we perform Hamiltonian analysis of this
theory. By introducing two auxiliary fields we rewrite the action to the form that contains
the first order derivatives only and hence it is suitable for the Hamiltonian analysis.
We determine corresponding Hamiltonian and we also find structure of the constraints.
Surprisingly we find that the presence of the higher derivative term does not lead to the
existence of additional degree of freedom. This fact is a consequence of the presence
of the constraint (1.7) in the action which implies that this theory is degenerate while
Ostrogradsky’s theorem is strictly speaking valid for non-degenerate theories only 5.
In conclusion, we mean that the proposal suggested in [8, 9] is very remarkable and
deserves further study. In particular, these theories could be useful for ”deparameterising
of the theory of gravity” [12, 13]. Briefly, this idea is based on a presumption that the
Hamiltonian constraint can be written in the form H(x) = π(x)+K(x), where π(x) is the
momentum conjugate to the scalar field φ(x) and where K is positive function on phase
space which depends neither on φ or π. Then it is possible to construct physical observable
and the function K =
∫
d3xK(x) is the natural physical Hamiltonian that generates the
time evolution of the observables, see [12]. It would be very interesting to see whether
5For recent review of Ostrogradsky’s theorem, see [15].
– 3 –
models presented in [5, 8, 9] could allow such a construction. We currently analyze this
problem.
The structure of this paper is as follows. In the next section (2) we perform Hamil-
tonian analysis of Inhomogeneous Dark Energy model as was formulated in [5]. Then in
section (3) we consider simpler formulation of this model when the number of additional
scalar fields is equal to one. In section (4) we perform Hamiltonian analysis of the model
[8, 9]. Finally in conclusion (5) we outline our results and suggest possible extension of
this work.
2 Hamiltonian Analysis of Inhomogeneous Dar Energy model
In this section we perform Hamiltonian analysis of the action (1.3) in the full generality
when we will presume that a = 1, . . . ,D. In order to find its Hamiltonian form we use the
following 3 + 1 decomposition of the metric gµν [10, 11]
g00 = −N2 +NihijNj , g0i = Ni, gij = hij ,
g00 = − 1
N2
, g0i =
N i
N2
, gij = hij − N
iN j
N2
, (2.1)
where we have defined hij as the inverse to the induced metric hij on the Cauchy surface
Σt at each time t,
hikh
kj = δ ji , (2.2)
and we denote N i = hijNj . The four dimensional scalar curvature in 3+ 1 formalism has
the form
R(gµν) = KijGijklKkl +R+ 2√−g∂µ(
√−gnµK)− 2√
hN
∂i(
√
hhij∂jN), (2.3)
where the extrinsic curvature of the spatial hypersurface Σt at time t is defined as
Kij =
1
2N
(
∂hij
∂t
−DiNj −DjNi
)
, (2.4)
with Di being the covariant derivative determined by the metric hij , and where the de
Witt metric is defined as
Gijkl = 1
2
(hikhjl + hilhjk)− hijhkl (2.5)
with inverse
Gijkl = 1
2
(hikhjl + hilhjk)− 1
2
hijhkl (2.6)
that obeys the relation
GijklGklmn = 1
2
(δmi δ
n
j + δ
n
i δ
m
j ). (2.7)
Further, nµ is the future-pointing unit normal vector to the hypersurface Σt, which is
written in terms of the ADM variables as
n0 =
√
−g00 = 1
N
, ni = − g
0i√
−g00
= −N
i
N
. (2.8)
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Note that we are not interested in the boundary terms so that the terms proportional to
total derivatives are not important for us and can be ignored.
Now inserting this 3 + 1 decomposition into the action (1.3) we obtain
S =
1
2
∫
dtd3x
√
hN [KijGijklKkl +R+ λ(−1 +∇nφ∇nφ− hij∂iφ∂jφ) +
+ λa∇nφa∇nφ− λahij∂iφa∂jφ− V (φa)] ,
(2.9)
where
∇nφ = 1
N
(∂tφ−N i∂iφ) , (2.10)
and where we ignored boundary terms. Before we proceed further we should also stress
one important point. Since V (φa) is a scalar function of φa the only possibility how to
construct scalar from the vectors φa is to perform contractions of these two vectors. In
order to do this we have to introduce general metric ωab on the space spanned by φ
a. We
will presume that ωab is constant with inverse ω
ab. Of course, the simplest possibility is
ωab = δab but we will keep ωab general. Then λ
a = ωabλb.
Now we can easily derive the momenta conjugate to hij ,Φ, λ, λa and φ, φ
a from the
action (2.9) as
πij =
δL
δ∂thij
=
1
2
√
hGijklKkl, πN = δL
δ∂tN
≈ 0 , πi = δL
δ∂tN i
≈ 0 ,
pφ =
δL
δ∂tφ
= λ
√
h∇nφ+ 1
2
√
hλa∇nφa ,
ka =
δL
δ∂tλa
≈ 0 , k = δL
δ∂tλ
≈ 0 ,
pa =
δL
δ∂tφa
=
1
2
√
hλa∇nφ .
(2.11)
Very interesting is the expression for pa since it implies
λbλ
a
λcλc
pa = pb (2.12)
that leads to the following set of D − 1 primary constraints
Σa = P
b
a pb ≈ 0 , λaΣa = 0 , (2.13)
where P ab = δ
a
b +
λbλ
a
λcλc
is the projector to the space orthogonal to one dimensional space
spanned by λa since
P ab λa = 0 . (2.14)
Now it is easy to determine corresponding bare Hamiltonian
H =
∫
d3x(πij∂thij + pφ∂tφ+ pa∂tφ
a −L) =
=
∫
d3x(NHT +N iHi) ,
(2.15)
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where
HT = 2√
h
πijGijklπkl −
√
hR+
2√
hλaλa
pφ(λ
cpc)− 2λ√
h(λaλa)2
(λbpb)
2
+
1
2
λ
√
h(1 + hij∂iφ∂jφ) +
1
2
√
hλah
ij∂iφ
a∂jφ+
1
2
√
hV (φa) ,
Hi = −2hikDjπkj + pφ∂iφ+ pa∂iφa .
(2.16)
Before we proceed further we should stress one important point which is related to the
fact that ka do not Poisson commute with projector P ba . Explicitly we find following
Poisson brackets
{ka(x),Σb(y)} = λ
cpc
λdλd
P abδ(x − y) ,
(2.17)
that however also implies that
{λaka(x),Σb(y)} = 0 . (2.18)
We see that it is natural to split ka into k˜a ≡ ka − λbkb
λdλd
λa = P abk
b that is orthogonal to
λa and their complement which is projection of k
a along λa defined as
ψ ≡ λaka . (2.19)
Note that k˜a has D− 1 independent components since it obeys k˜aλa = 0 by definition. It
is important that there are non-zero Poisson brackets between k˜a and Σb equal to{
k˜a(x),Σb(y)
}
=
λdpd
λeλe
P abδ(x− y) .
(2.20)
In other words k˜a and Σa are sets of 2(D−1)−second class constraints. Then we introduce
extended form of Hamiltonian with all primary constraints included
HT =
∫
d3x(NHT +N iH˜i + vψψ + vkk + vNπN + viπi + waΣa + vak˜a) , (2.21)
where vψ, vk, vN , vi are unspecified Lagrange multipliers corresponding to the primary
constrains. On the other hand wa, va belong to the space orthogonal to subspace generated
by λa. Further, it is convenient to extended Hi in the following way
H˜i = Hi + k∂iλ+ ka∂iλa . (2.22)
As the first step we analyze the requirement of preservation of the primary constraints
during the time evolution of the system. In case of the constraints k˜a and Σa we obtain
∂tk˜
a =
{
k˜a,HT
}
=
∫
d3x
(
N
{
k˜a,HT (x)
}
+ wb(x)
{
k˜a,Σb(x)
})
= 0 ,
∂tΣa = {Σa,HT } =
∫
d3x
(
N {Σa,HT (x)}+ vb(x)
{
Σa, k˜
b(x)
})
= 0 .
(2.23)
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Since wb belong to the subspace transverse to λa we find that w
b(y)
{
k˜a(x),Σb(y)
}
=
λdpd
λeλe
P ab w
bδ(x−y) = λdpd
λaλe
waδ(x−y) and hence the first equation in (2.23) has the solution
wa =
1
2
λeλe
λdpd
NP ab∂jφ
bhij
√
h∂jφ
(2.24)
while the second one implies
va =
1
2
λeλe
λdpd
P ba ∂jλbN
√
hhij∂jφ .
(2.25)
Since k˜a,Σa have vanishing Poisson brackets with remaining primary constraints they
effectively decouple.
Now we proceed to the analysis of the preservation of the primary constraints πN ≈
0, πi ≈ 0, k, σ ≈ 0. As usual the requirement of the preservation of the constraints πN , πi
implies the secondary constraints
HT ≈ 0 , H˜i ≈ 0 . (2.26)
For further analysis we introduce the smeared form of these constraints
TT (N) =
∫
d3xNHT , TS(N i) =
∫
d3xN iH˜i . (2.27)
The requirement of the preservation of the constraint k ≈ 0 implies
∂tk = {k,H} = N
(
2√
h(λaλa)2
(λbpb)
2 − 1
2
√
h(1 + hij∂iφ∂jφ)
)
≡ NΩ ≈ 0 . (2.28)
Let us now proceed to the analysis of time evolution of the constraint ψ. Since ψ has zero
Poisson bracket with Σa the requirement of its preservation during time evolution of the
system implies new constraint. Explicitly, we find
∂tψ = {ψ,HT } = NΣ ≈ 0 ,
(2.29)
where
Σ =
2pφ(λ
apa)√
h(λaλa)
− 4λ(λ
bpb)
2
√
h(λaλa)2
− 1
2
√
hhijλa∂iφ
a∂jφ ≈ 0 . (2.30)
In summary we have following set of the second class constraints ΨA = (k˜
a,Σa, k, ψ,Ω,Σ).
Now the matrix of Poisson brackets between these second class constraints has schematic
form
△AB ≡ {ΨA,ΨB} =


0 ∗ 0 0 0 ∗
∗ 0 0 0 0 ∗
0 0 0 0 ∗ ∗
0 0 0 0 ∗ ∗
0 0 ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗


, (2.31)
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where ∗ means non-zero elements. Then it is easy to see that the inverse matrix has
schematic form
△AB =


∗ ∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ 0 0
0 0 ∗ ∗ 0 0


. (2.32)
Finally we determine Poisson brackets between HT and Hi. We use their smeared form
and we find
{TT (N),TT (M)} = TS((N∂iM −M∂iN)hij) +
∫
d3x(N∂iM −M∂iN)hij∂jφaΣa ,{
TS(N
i),TT (M)
}
= TT (N
i∂iM) ,{
TS(N
i),TS(M
j)
}
= TS(N
j∂jM
i −M j∂jN i) .
(2.33)
Since all second class constraints are invariant under spatial diffeomorphism we find that
they have weakly vanishing Poisson brackets with TS(N
i). On the other hand it is easy
to see that there are non-zero Poisson brackets between HT and some of the constraints
ΨA. Then it is convenient to introduce following constraint
H˜T = HT − {HT ,ΨA}△ABΨB , (2.34)
where the sumation over A includes integration over space coordinates. From (2.34) we
easily find that
{
H˜T ,ΨB
}
= 0. This relation ensures that H˜T is the first class constraint.
In summary, we have four first class constraints H˜T , H˜i as it is expected for the theory
invariant under full diffeomorphism. Note also that H˜T coincides with HT when all second
class constraints strongly vanish.
Finally we determine the structure of the Dirac brackets. Let us denote the Poisson
bracket between all canonical variables and the vector of the second class constraints in
the schematic form{
φa,ΨT
}
= (0, ∗, 0, 0, ∗, ∗) ,{λa,ΨT} = (∗, 0, 0, 0, 0, 0) ,{
hij ,Ψ
T
}
= (0, 0, 0, 0, 0, 0) ,
{
πij ,ΨT
}
= (0, 0, 0, 0, ∗, ∗) .{
pa,Ψ
T
}
= (0, 0, 0, 0, ∗, ∗) .
(2.35)
Using this expression and (2.32) we easily find
{φa, pb}D = {φa, pb} = δab ,
{φa(x), λb(y)} = △ab (x,y) ,{
φa, πij
}
D
= {φa, hij}D = 0 ,{
hij , π
kl
}
D
=
{
hij , π
kl
}
,
{
πij , πkl
}
= 0 ,{
πij , λa
}
D
= 0 .
(2.36)
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where △ab is a non-trivial matrix whose explicit form is not important for us. We see that
there is non-trivial phase space structure between φa and λb so that λb can be effectively
considered as the variable conjugate to φa. In fact, this follows easily from the structure
of the constraints where pa can be eliminated as follows. First of all D− 1 momenta P bapb
vanish strongly. On the other hand paλ
a can be solved using Ω and we obtain
λapa = ±1
2
(λbλb)
√
h
√
1 + hij∂iφ∂jφ . (2.37)
Further, k˜a, ψ vanish strongly so that unrestricted variables are φa and conjugate veriables
λa while from Σ we express λ as a function of canonical variables. Inserting these results
into the Hamiltonian constraint HT we obtain the final result
HT = 2√
h
πijGijklπkl −
√
hR± pφ
√
1 + hij∂iφ∂jφ+
1
2
√
hλah
ij∂iφ
a∂jφ+
1
2
√
hV (φa) .
(2.38)
We derived remarkable result that shows that despite of the complexity of the extended
model the Hamiltonian constraint still possesses linear dependence on the momentum pφ
that is conjugate to the scalar field φ as in original mimetic dark energy model. Usually
the presence of the linear momentum in the Hamiltonian is sign of an instability. However
we can argue that this cannot be the case of the model studied here. To see this in
more details let us introduce auxiliary field M with conjugate momentum PM that is the
primary constraint and with the Poisson brackets
{M(x), PM (y)} = δ(x− y) . (2.39)
With the help of these fields we can rewrite the Hamiltonian constraint HT given above
to the form
HT = 2√
h
πijGijklπkl−
√
hR+
p2φ
2
√
hM
+
M
2
√
h(1+hij∂iφ∂jφ)+
1
2
√
hλah
ij∂iφ
a∂jφ+
1
2
√
hV (φa)
(2.40)
which strongly resembles the Hamiltonian constraint for the dust that was carefully
analyzed in [13]. In fact solving the equation of motion for M which is equivalent
to the requirement of the preservation of the primary constraint PM ≈ 0 we obtain
M2 =
p2
φ
h(1+hij∂iφ∂jφ)
. Inserting this result into (2.40) we obtain (2.38). The point is
that the scalar field part of the Hamiltonian constraint (2.40) is clearly positive definite
on condition that M > 0 and hence there is no sign of instability. For the case when
M < 0 we can certainly perform trivial canonical transformation (M,PM )→ (−M,−PM )
that preserves the Poisson bracket (2.39) so that without lost of generality we can presume
that M > 0.
On the other hand there is potentially another source of instability in this theory
which is the fact that the theory is linear in λa and we argued above that this variable can
be considered as the variable conjugate to φa due to the presence of the non-trivial Dirac
brackets between them. We deal with this term in the same way as in the the case of the
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linear term in pφ. We introduce auxiliary field Nij = Nji with inverse N
ij and rewrite the
term 12
√
λλah
ij∂iφ
a∂jφ in the Hamiltonian constraint (2.40) as
1
2
√
hλah
ij∂iφ
a∂jφ→ 1
4
√
h
(
λaN
abλb +Nab(h
ij∂iφ∂jφ
a)(hkl∂kφ∂lφ
b)
)
(2.41)
so that the Hamiltonian constraint (2.40) has the extended form
HT = 2√
h
πijGijklπkl −
√
hR+
p2φ
2
√
hM
+
M
2
√
h(1 + hij∂iφ∂jφ) +
+
1
4
√
h
(
λaN
abλb +Nab(h
ij∂iφ∂jφ
a)(hkl∂kφ∂lφ
b)
)
+
1
2
√
hV (φa)
(2.42)
Next we introduce the constraints P ab ≈ 0, where momenta P ab are conjugate to Nab
with following Poisson brackets{
Nab(x), P
cd(y)
}
=
1
2
(
δcaδ
d
b + δ
d
aδ
c
b
)
δ(x− y) . (2.43)
Then the requirement of the preservation of the constraint P ab ≈ 0 implies the equation
− λcN caλdNdb + hij∂iφ∂jφa = 0 (2.44)
that can be solved as λcN
ca = hij∂iφ∂jφ
a. Inserting this result into (2.42) we reproduce
the Hamiltonian constraint (2.40). Since we can demand that Nab is positive definitive
exactly in the same way as in case of the variable M we find that the scalar field contri-
bution to the Hamiltonian constraint is positive definitive and hence there is no sign of
instability which is certainly desired result. We also support this claim with the analysis
of simpler model studied in the next section.
3 The Case of Single Scalar Field
In this section we focus on much simpler model when the number of additional scalar fields
in the action (2.9) is equal to one. In this case it is convenient to introduce a notation
φ1 = ψ, λ1 = ω so that
pφ = λ
√
h∇nφ+ 1
2
√
hω∇nψ , pψ = 1
2
ω∇nφ , kλ ≈ 0 , kω ≈ 0 (3.1)
and hence we easily find an inverse transformation
∇nφ = 2√
hω
pψ , ∇nψ = 2√
hω
(
pφ − 2λ
ω
pψ
)
(3.2)
and corresponding Hamiltonian
H =
∫
d3x(πij∂thij + pφ∂tφ+ pψ∂tψ − L) =
=
∫
d3x(NHT +N iHi) ,
(3.3)
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where
HT = 2√
h
πijGijklπkl −
√
hR+
2√
hω
pψpφ − 2λ√
hω2
p2ψ
+
1
2
λ
√
h(1 + hij∂iφ∂jφ) +
1
2
√
hωhij∂iψ∂jφ+
1
2
√
hV (ψ) ,
Hi = −2hikDjπkj + pφ∂iφ+ pψ∂iψ .
(3.4)
Now requirement of the preservation of the momentum conjugate to λ, ω gives
∂tkλ = {kλ,H} = N
(
2√
hω2
p2ψ −
1
2
√
h(1 + hij∂iφ∂jφ)
)
= NΩ ≈ 0 ,
∂tkω = {kω,H} = N
(
2√
hω2
pψpφ − 4λ√
hω3
p2ψ −
1
2
√
hhij∂iψ∂jφ
)
≡ NΣ ≈ 0
(3.5)
while the requirement of the preservation of the momenta conjugate to N,N i again implies
two secondary constraints HT ≈ 0 ,Hi ≈ 0. We see that the constraint structure is much
simpler than in case of general number of scalar fields φa. In fact, it is very easy to
determine the Poisson brackets between smeared form of the constraints HT ≈ 0 ,Hi ≈ 0
{TT (N),TT (M)} = TS((N∂iM −M∂iN)hij) ,{
TS(N
i),TS(M
i)
}
= TS((N
i∂iM
j −M i∂iN j)) ,{
TS(N
i),TT (M)
}
= TT (N
i∂iM) .
(3.6)
Of course, we still have to ensure that HT is the first class constraint. This can be easily
done using the prescription presented in previous section so that we will not repeat it here
but we simply sat that Hi ≈ 0 , H˜T ≈ 0 are first class constraints which is a reflection of
the full diffeomorphism invariance of the theory.
The number of physical degrees of freedom is obtained via Dirac’s formula: (number of
canonical variables)/2 − (number of first class constraints) − (number of second class con-
straints)/2. Using Hamiltonian and spatial diffeomoprhism constraints we can eliminate
eight number of degrees of freedom from the gravitational sector with twelfth variables
hij , π
ij so that we obtain four phase space degrees of freedom corresponding to massless
graviton. Further, kλ, kω vanish strongly since they are the second class constraints with
Ω and Σ that can be solved for ω and λ. Explicitly, from Ω we find
ω = ± 2√
h
√
(1 + hij∂iφ∂jφ)
pψ , (3.7)
while from Σ = 0 we express λ as
λ =
√
hω3
4p2ψ
(
2√
hω2
pψpφ − 1
2
√
hhij∂iψ∂jφ
)
. (3.8)
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Note that the dependence on λ disappears from the Hamiltonian since the Hamiltonian
constraint is linear in λ. Inserting these results into the Hamiltonian constraint we obtain
HT = 2√
h
πijGijklπkl −
√
hR±
√
1 + hij∂iφ∂jφpφ ± 1√
1 + hij∂iφ∂jφ
pψh
ij∂iψ∂jφ+
1
2
√
hV (ψ)
(3.9)
and we see that the Hamiltonian constraint is linear in pφ and pψ. However introducing
two auxiliary fields M and K with conjugate momenta PM ≈ 0 , PK ≈ 0 we can rewrite
this Hamiltonian constraint into the form 6
HT = 2√
h
πijGijklπkl −
√
hR+
1
2
√
hM
p2φ +
1
2
√
hM(1 + hij∂iφ∂jφ) +
+
1
2
√
hK
p2ψ +
1
2
√
hK
(hij∂iφ∂jψ)
2
1 + hij∂iφ∂jφ
+
1
2
√
hV (ψ) .
(3.10)
Repeating the same arguments as in previous section we can presume that M > 0,K > 0
without lost of generality so that contribution from the scalar field in (3.10) is positive
definite and hence it is bounded from below which is satisfactory fact.
Finally we determine schematic form of Dirac brackets between canonical variables.
Let us denote the second class constraints as ΨA = (kλ, kω,Ω,Σ). Then it ie easy to see
that the matrix of the Poisson brackets between second class constraints has the form
ΩAB =
(
0 A
−A B
)
(3.11)
with inverse
Ω−1 =
(
A−1BA−1 −A−1
A−1 0
)
, (3.12)
where A,B are 2 × 2 matrices. Then the Poisson brackets between canonical variables
and second class constraints have schematic form{
hij ,Ψ
T
}
= (0, 0, 0, 0) ,
{
πij ,ΨT
}
= (0, 0, ∗, ∗) ,{
φ,ΨT
}
= (0, 0, 0, ∗) , {pφ,ΨT} = (0, 0, ∗, ∗) ,{
ψ,ΨT
}
= (0, 0, ∗, ∗) , {pψ,ΨT} = (0, 0, 0, ∗) .
(3.13)
Then we can easily calculate Dirac bracket for canonical variables. Let us demonstrate
this calculation on following examples{
hij , π
kl
}
D
=
{
hij , π
kl
}
− {hij ,ΨT}Ω−1 {Ψ, πkl} = {hij , πkl} ,{
πij, πkl
}
D
= −{πij ,ΨT}Ω−1 {Ψ, πkl} = 0
(3.14)
as follows from (3.12) and (3.13). In the same way we find that all Dirac brackets coincide
with corresponding Poisson brackets between canonical variables.
6This is possible on condition when ∂iψ 6= 0, ∂iφ 6= 0. Clearly when either φ or ψ depend on time only
term linear in pψ is zero and potential problem with instability disappears.
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4 f(φ) Model
In this section we consider Hamiltonian formulation of the model that was proposed in
[8, 9]. This model is defined by the action 7
S =
1
2
∫
d4x
√−g [R(gµν)− λ (1 + gµν∇µφ∇νφ) + f(φ)] , (4.1)
where f is given in (1.8) and  = 1√−g∂µ[
√−ggµν∂ν ]. In order to proceed to the Hamil-
tonian formalism we introduce two auxiliary fields and rewrite the action into the form
S =
1
2
∫
d4x
√−g [R(gµν)− λ (1 + gµν∇µφ∇νφ) + f(A) +B(A−φ)] =
=
1
2
∫
d4x
√−g [R(gµν)− λ (1 + gµν∇µφ∇νφ) + f(A) +BA+√−g∂µBgµν∂νφ] =
=
1
2
∫
d4x
√−g [R(gµν)− λ (1 + gµν∇µφ∇νφ)− U(B) +√−g∂µBgµν∂νφ] ,
(4.2)
where in the last step we solved the equation of motion for A that has the form
df(A)
dA
+B = 0 (4.3)
and we presumed solution in the form A = Ψ(B) , f ′(Ψ(B)) = −B. Inserting this result
back to the action we obtain the last form of the action with the potential U(B) defined
as
U(B) = −f(Ψ(B))−BΨ(B) . (4.4)
Note the crucial difference between the action (4.2) and the action studied in previous
section which is an absence of the Lagrange multiplier ω. This fact will be very important
for the structure of the constraints as we will see below. In order to proceed to the
Hamiltonian analysis of this action we write it in 3 + 1 formalism
S =
1
2
∫
dtd3xN
√
h[KijGijklKkl +R+ λ(−1 +∇nφ∇nφ− hij∂iφ∂jφ)−
− ∇nB∇nφ+ hij∂iB∂jφ− U(B)] .
(4.5)
From (4.5) we easily find
πij =
1
2
√
hGijklKkl , pB = −1
2
√
h∇nφ , pφ =
√
hλ∇nφ− 1
2
√
h∇nB
(4.6)
so that the Hamiltonian has the form
H =
∫
d3x(πij∂thij + pφ∂tφ+ pB∂tB − L) =
∫
d3x(NHT +N iHi) ,
(4.7)
7The special case of this model with f(φ) = γ(φ)2 was studied recently in [14] where it was intro-
duced as the covariant action for the IR limit of the projectable Horˇava-Lifshitz gravity.
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where
HT = 2√
h
πijGijklπkl − 1
2
√
hR+
1
2
√
hλ(1 + hij∂iφ∂jφ)
− 2√
h
pφpB − 2λ√
h
p2B −
1
2
√
hhij∂iB∂jφ+
1
2
√
hU(B) ,
Hi = −2hikDjπjk + pφ∂iφ+ pB∂iB .
(4.8)
Now the preservation of the primary constraints πN ≈ 0, πi ≈ 0 again implies two sec-
ondary constraints HT ≈ 0 ,Hi ≈ 0 while the requirement of the preservation of the
constraint pλ ≈ 0 implies
∂tpλ = {pλ,H} = N
(
−1
2
√
h(1 + hij∂iφ∂jφ) +
2√
h
p2B
)
≡ NΣ ≈ 0 . (4.9)
Now we have to require that the constraint Σ(x) is preserved during the time evolution
of the system. To do this we have to calculate
∂tΣ =
{
Σ,
∫
d3yNHT (y)
}
= N
(
2
√
h∂iφh
ij∂j(
pB√
h
)− 2 pB√
h
∂i(h
ij∂jφ)
+
1
2
hijπ
ij(1 + hkl∂kφ∂lφ) +
2
h
hijπ
ijp2B + 2∂iφ∂jφπ
ij − ∂iφ∂jφhijhklπkl − 2pB dU
dB
)
≈ N
(
2
√
h∂iφh
ij∂j(
pB√
h
)− 2 pB√
h
∂i(
√
hhij∂jφ) + 2∂iφ∂jφπ
ij + hijπ
ij − 2pB dU
dB
)
= NΣII ,
(4.10)
where in the last step we used constraint Σ. We see that in order to preserve constraint
Σ during the time evolution of the system we have to require that either N or ΣII vanish.
Clearly the first condition is too strong and it implies singular metric so that it is natural
to demand an existence of the new constraint ΣII ≈ 0. In other words we have two second
class constraints Σ(x) ≈ 0 ,ΣII(x) ≈ 0.Considering HT ,Hi we extend them in the same
way as in previous sections and we find that H˜T , H˜i are first class constraints.
Let us now solve the second class constraints Σ,ΣII . The first one can be solved for
pB while the second one can be solved for B if we presume an existence of the inverse
function to dU
dB
. Then we can write B = B(hij , π
ij , pφ, φ) and hence the Hamiltonian
constraint HT , after solving the second class constraints, has the form
HT = 2√
h
πijGijklπkl − 1
2
√
hR± pφ
√
1 + hij∂iφ∂jφ−
− 1
2
√
hhij∂iB(hij, π
ij , φ, pφ)∂jφ+
1
2
√
hU(B(hij , π
ij , φ, pφ))
(4.11)
so that we again find that the Hamiltonian constraint is linear in pφ and we can make it
bounded from bellow exactly as in the previous sections. On the other hand we see that
there are no additional degrees of freedom as we could expected from the presence of the
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d’Alembertian  in the action. This result can be considered as an confirmation of the
claim presented in [8]. Naively we could expect that due to the presence of the higher
derivative operator in the action (4.1) Ostrogratsky instability occurs. On the other hand
this is strictly true in theory which is non-degenerate while the action (4.1) is degenerate
theory which leads to the presence of the constraints in the Hamiltonian formalism that
eliminate additional degrees of freedom as we showed above.
Now we briefly mention the form of the Dirac brackets between canonical variables.
From the form of second class constraints ΨA = (Σ,Σ
II) we easily find that it has the
form
Ω = {ΨA,ΨB} =
(
0 A
−A B
)
(4.12)
so that inverse matrix has the schematic form
Ω−1 =
(
A−1BA−1 −A−1
A−1 0
)
. (4.13)
We again introduce the notation{
hij ,Ψ
T
}
= (0, ∗) , {πij ,ΨT} = (∗, ∗) ,{
φ,ΨT
}
= (0, 0) ,
{
pφ,Ψ
T
}
= (∗, ∗) .
(4.14)
Now since πij and pφ have non-zero Poisson brackets with the primary constraint Σ we
obtain that the structure of Dirac brackets is more complicated. For example{
hij, π
kl
}
D
=
{
hij , π
kl
}
+
{
hij,Σ
II
}
A−1
{
Σ, πkl
}
.
(4.15)
In the same way we can show that there are non-zero Dirac brackets
{
πij , πkl
}
D
,
{
pφ, π
ij
}
D
and so on. In other words the phase space has very complicated structure as opposite to
the original form of the mimetic theory.
5 Conclusions
We have studied inhomogeneous mimetic model proposed in [5] from Hamiltonian point
of view. We argued that in case of general number of additional scalar fields there are
new primary constraints that makes the analysis rather complicated. On the other hand
we have shown that despite of this fact the Hamiltonian constraint is linear in momentum
pφ conjugate to scalar field φ which signals possible instability of this model which is the
same situation as in case of the original mimetic model. However we also argue that it is
possible to rewrite the scalar part of the Hamiltonian constraint to have the same form
as in case of the dust which is well defined system [13] since the Hamiltonian constraint
is quadratic and bounded from below.
In the next part of this paper we performed canonical analysis of the model proposed in
[8]. We determined structure of the constraints and we again showed that the Hamiltonian
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constraint is linear in the momentum pφ after solving second class constraints. We also
argued that the Dirac brackets on the reduced phase space have non-trivial structure
which makes further analysis of this theory rather complicated. On the other hand we
mean that it would be very interesting to analyze mimetic theory and its modification
following seminal papers [12, 13]. We return to this problem in future.
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