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Abstract
We study the differential system governing the flow of a compressible magnetic fluid under the action of a magnetic field.
The system is a combination of the compressible Navier–Stokes equations, the angular momentum equation, the magnetization
equation and the magnetostatic equations. We prove global-in-time existence of weak solutions with finite energy to the system
posed in a bounded domain of R3 and equipped with initial and boundary conditions.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Nous étudions un système d’équations modélisant l’écoulement d’un fluide magnétique compressible sous l’action d’un champ
magnétique. Le système est constitué des équations de Navier–Stokes pour un fluide compressible, de l’équation du moment
angulaire, de l’équation de l’aimantation et des équations de la magnétostatique. Nous établissons un résultat d’existence globale
en temps de solutions faibles d’énergie finie du système posé dans un domaine borné et régulier de R3 et muni de conditions
initiales et aux limites.
© 2009 Elsevier Masson SAS. All rights reserved.
MSC: 76N10; 35Q35
Keywords: Magnetic fluid; Compressible flow; Bloch equation; Global weak solutions
1. Introduction and main result
Magnetic fluids (also called ferrofluids) are colloidal suspensions of fine magnetic mono domain nanoparticles in
nonconducting liquids. Such fluids have found a wide variety of applications in engineering: magnetic liquid seals,
cooling and resonance damping for loudspeaker coils, printing with magnetic inks, rotating shaft seals in vacuum
chambers used in the semiconductor industry, see [47] for more details. Magnetic fluids are now days attracting much
interest because of their potentiality for many applications such as magnetic separation, drugs or radioisotopes targeted
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434 Y. Amirat, K. Hamdache / J. Math. Pures Appl. 91 (2009) 433–467by magnetic guidance, hyperthermia treatments, magnetic resonance imaging contrast enhancement, see for instance
[20,34].
A number of works show that magnetic fluids can be treated as homogeneous monophase fluids, see [35–37,42]
and the references therein. Consider the flow of a compressible and viscous, Newtonian magnetic fluid occupying a
domain D ⊂ R3, under the action of an applied magnetic field Hext. The field Hext induces a demagnetizing field H
and a magnetic induction B satisfying the law B = H + χ(D)M where M is the magnetization inside D and χ(D)
denotes the characteristic function of D. Let T > 0 be a fixed time, DT = (0, T ) × D, ΓT = (0, T ) × Γ and let n
denote the outward unit normal to D. A set of equations describing the flow is proposed by R.E. Rosensweig [37] and
it consists of:
– the continuity equation,
∂tρ + div(ρU) = 0 in DT , (1)
– the linear momentum equation,
∂t (ρU)+ div(ρU ⊗U)−μU − (λ+μ)∇(divU)+ ∇
(
p(ρ,M)
)= R in DT , (2)
– the angular momentum equation,
∂t (ρΩ)+ div(ρU ⊗Ω)−μ′Ω − (λ′ +μ′)∇(divΩ) = S in DT , (3)
– the magnetization equation,
∂tM + div(U ⊗M)+ 1
τ
(M − χ0H) = Ω ×M in DT . (4)
The right-hand sides of (2) and (3) are given by:
R = μ0M · ∇H − ζ curl(curlU − 2Ω), (5)
S = μ0M ×H + 2ζ(curlU − 2Ω). (6)
Here U is the fluid velocity, p = p(ρ,M) is the pressure depending on the density ρ and the magnetization M , Ω is
the angular velocity, and the parameters λ, μ, λ′, μ′, χ0, μ0, ζ and τ are positive and their physical meaning can be
found in [36,37,41,42] for example. The magnetic field H satisfies the magnetostatic equations:
curlH = 0, divB = −divHext in (0, T )×R3. (7)
The equations of motion in the incompressible case have been studied recently. In [46], S. Venkatasubramanian and
P. Kaloni consider the differential system introduced by R.E. Rosensweig [36,37] and study the stability and unique-
ness of smooth solutions of the system. In [1], we consider the differential system introduced by R.E. Rosensweig
[36,37] (see also [35]) and prove existence of global-in-time weak solutions with finite energy to the system posed in
a bounded domain of R3 and supplemented with initial and boundary conditions. In [2], we consider the differential
system introduced by M.I. Shliomis [41] and prove existence of global-in-time weak solutions with finite energy to
the system posed in a bounded domain of R3 and supplemented with initial and boundary conditions.
The study of magnetic fluids differs from magnetohydrodynamics (MHD) that concerns itself with nonmagneti-
zable but electrically conducting fluids. The set of equations which describe MHD is a combination of the Navier–
Stokes equations of fluid dynamics and Maxwell’s equations of electromagnetism; see the papers by R. Duvaut and
J.-L. Lions [10], M. Sermange and R. Temam [38], J.-F. Gerbeau and C. Le Bris [18,19] and H. Inoue [24] for some
results of existence of solutions. Let us also mention some works on equations arising in the theory of micropolar flu-
ids introduced by A.C. Eringen [11] which focuses on the fluids consisting of randomly oriented particles suspended
in a viscous medium, when the deformation of fluid particles is ignored. We refer to the papers by G.P. Galdi and
S. Rionero [16], G. Lukaszewicz [29], E.E. Ortega-Torres and M.A. Rojas-Medar [33], and the references therein, for
some results of existence of solutions.
In this paper we pursue our analysis on magnetic fluid flows and discuss a compressible model. As first step in
this study we consider a regularized system where the magnetization equation (4), which is a Bloch type equation, is
replaced by the equation:
∂tM + div(U ⊗M)− σM + 1 (M − χ0H) = Ω ×M in DT ,
τ
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were proposed by H.C. Torrey [44] as a generalization of the Bloch equations to describe situations when the diffu-
sion of the spin magnetic moment is not negligible; see also [17] for the derivation of the Bloch–Torrey equations.
We consider, instead of (1)–(7), the system:
∂tρ + div(ρU) = 0 in DT , (8)
∂t (ρU)+ div(ρU ⊗U)−μU − (λ+μ)∇(divU)+ ∇
(
p(ρ,M)
)= R in DT , (9)
∂t (ρΩ)+ div(ρU ⊗Ω)−μ′Ω − (λ′ +μ′)∇(divΩ) = S in DT , (10)
∂tM + div(U ⊗M)− σM + 1
τ
(M − χ0H) = Ω ×M in DT , (11)
where the forces R and S are defined by,
R = μ0M · ∇H − ζ curl(curlU − 2Ω), (12)
S = μ0M ×H + 2ζ(curlU − 2Ω). (13)
We also assume that the magnetic field H satisfies, instead of (7), the magnetostatic equations:
H = ∇ϕ, div(H +M) = F in DT , (14)
where F is a given function in DT such that
∫
D
F dx = 0, for all t ∈ [0, T ].
We assume that the flow obeys the state law (see [37]):
p = p(ρ,M) = pe(ρ)+ pm(M), (15)
where pe is the isentropic pressure given by pe(ρ) = aργ where a > 0 and γ > 32 are constants (γ is the adiabatic
constant) and pm is the magnetic pressure given by pm(M) = μ02 |M|2.
System (8)–(15) is equipped with the boundary conditions:
U = 0, Ω = 0 on ΓT , (16)
M · n = 0, curlM × n = 0, H · n = 0 on ΓT , (17)
and the initial conditions
ρ(0) = ρ0, (ρU)(0) = V0, (ρΩ)(0) = Q0, M(0) = M0 in D, (18)
where V0 and Q0 have to be at least such that V0(x) = Q0(x) = 0 whenever ρ0(x) = 0. Note that the boundary
conditions in (17) on the magnetization M are consistent with the vectorial Laplace operator, according to the Green
formula: ∫
D
(−M) · q dx =
∫
D
(curlM) · (curlq)dx +
∫
D
(divM)(divq)dx
−
∫
∂D
(curlM × n) · q dS −
∫
∂D
(divM)q · ndS.
Note also that the physical boundary conditions on the angular velocity Ω may be more complicated than that in (16),
see [35].
The aim of this paper is to study the weak solvability of problem (8)–(18). We assume that D is an open, bounded
and smooth domain of class C2+r , r > 0. Let Lp(D) and Hs(D) (1  p ∞, s ∈ R) be the usual Lebesgue and
Sobolev spaces of scalar-valued functions, respectively. We denote Lp(D) = (Lp(D))3, Hs(D) = (Hs(D))3 and by
‖ · ‖ and (·;·) we denote the L2-norm and scalar product, respectively. If X is a Banach space, by ‖ · ‖Lp(0,T ;X )
we denote the norm in Lp(0, T ;X ), and the duality product between X ′ (the dual space of X ) and X is denoted
by 〈·;·〉X ′×X or simply by 〈·;·〉 when there is no confusion of notation. We denote by C([0, T ];X ′weak) the space of
functions v : [0, T ] → X ′ which are continuous with respect to the weak topology. We have:
vn ⇀ v in C
([0, T ];X ′weak) if 〈vn(t);w〉→ 〈v(t);w〉
uniformly with respect to t ∈ [0, T ], for any w ∈ X .
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M = {q ∈ L2(D): divq ∈ L2(D), curlq ∈ L2(D), q · n = 0 on ∂D},
the Hilbert space equipped with the scalar product:
〈q1, q2〉 =
∫
D
q1 · q2 dx +
∫
D
(divq1) (divq2) dx +
∫
D
(curlq1) · (curlq2) dx (19)
and the associated norm. We have
M = {q ∈ H1(D): q · n = 0 on ∂D},
and ‖ · ‖M and ‖ · ‖H1(D) are two equivalent norms on the space M (see [7], pp. 244–249). We assume that M0 ∈ M
and F ∈ H 1(0, T ;L2(D)) with (F (t);1) = 0 in (0, T ) and denote H0 = ∇ϕ0 where ϕ0 is the unique weak solution
in H 1(D) of
ϕ0 = −divM0 + F0 in D, ∂ϕ0
∂n
= 0 on ΓT , (ϕ0;1) = 0, (20)
and F0 = F(0).
The existence of solutions of the equations for viscous compressible flows have been the subject of many studies,
see for instance the papers by A.V. Kazhikhov and V.V. Shelukhin [25], A. Matsumura and T. Nishida [30], D. Serre
[39,40], D. Hoff [21–23], V.A. Vaı˘gant and A.V. Kazhikhov [45], R. Danchin [6]. P.-L. Lions [28] has developed a
theory for viscous compressible barotropic fluids; he proved the global-in-time existence of solutions in any space
dimension, without any restrictive assumption on the initial data. The adiabatic constant γ is such that γ  3/2 if the
dimension space d = 2, γ  9/5 if d = 3, and γ > d/2 if d  4. This result has been extended later by E. Feireisl,
A. Novotný and H. Petzeltová [12] (see also [13]) to the case γ > d/2, and recently by E. Feireisl [14] for variational
solutions of the full system of the Navier–Stokes equations with viscosity coefficients depending on the temperature.
Let us also mention the recent works of D. Bresch and B. Desjardins [3–5] and A. Mellet and A. Vasseur [31]
dealing with barotropic compressible Navier–Stokes equations with density dependent viscosity coefficients. In [9],
B. Ducomet and E. Feireisl prove existence of global-in-time weak solutions to the equations of MHD, specifically, the
Navier–Stokes–Fourier system describing the evolution of a compressible, viscous and heat conducting fluid coupled
with the Maxwell equations.
Here we use ideas and techniques in the books of P.-L. Lions [27,28], E. Feireisl [15] and A. Novotný and
I. Straškraba [32] to construct a solution of problem (8)–(18). We begin by recalling the following definition in-
troduced by R.J. DiPerna and P.-L. Lions [8]. We will say that ρ is a renormalized solution of the continuity equation
(8) in DT if the integral identity,∫
DT
(
b(ρ)∂tϕ + b(ρ)U · ∇ϕ +
(
b(ρ)− b′(ρ)ρ)divUϕ)dx dt = 0,
holds for any function b ∈ C1[0,∞) such that b′(ρ) = 0 for all ρ large enough, and for any test function ϕ ∈ C∞(DT )
such that ϕ(0) = ϕ(T ) = 0.
Definition 1. We will say that (ρ,U,Ω,M,H) is a weak solution with finite energy of problem (8)–(18) if the
conditions (i)–(vii) below are satisfied:
(i) the density ρ belongs to L∞(0, T ;Lγ (D)) ∩ C([0, T ];L1(D)), ρ  0 a.e. in DT , the velocity U belongs
to L2(0, T ;H10(D)),
√
ρU belongs to L∞(0, T ;L2(D)), the momentum ρU belongs to the space
C([0, T ];L2γ /γ+1weak (D)), the pressure p belongs to L1(0, T ;L1(D));
(ii) the density ρ is a renormalized solution of the continuity equation (8) in (0, T ) × R3 provided ρ and U were
extended by zero outside D and the momentum equation (9) holds in D′(DT );
(iii) the angular velocity Ω belongs to L2(0, T ;H10(D)),
√
ρΩ belongs to L∞(0, T ;L2(D)), the angular momentum
ρΩ belongs to C([0, T ];L2γ /γ+1(D)), and the angular momentum equation (10) holds in D′(DT );weak
Y. Amirat, K. Hamdache / J. Math. Pures Appl. 91 (2009) 433–467 437(iv) the magnetization M belongs to C([0, T ];L2weak(D))∩L2(0, T ;M) and the integral identity:
d
dt
∫
D
M · q dx −
∫
D
(U ⊗M) · ∇q dx + σ
∫
D
(curlM) · (curlq)dx + σ
∫
D
(divM)(divq)dx
=
∫
D
(Ω ×M) · q dx − 1
τ
∫
D
(M − χ0H) · q dx in D′
(]0, T [) (21)
holds for every q ∈ M;
(v) the magnetic field H is such that H = ∇ϕ where ϕ ∈ L∞(0, T ;H 1(D)) ∩ L2(0, T ;H 2(D)) and solves the
problem,
−ϕ = divM − F in DT , (22)
∂ϕ
∂n
= 0 on ∂D × (0, T ),
∫
D
ϕ dx = 0 in (0, T ); (23)
(vi) the functions ρ, ρ U , ρΩ and M satisfy, for any ψ ∈ D(D) and φ ∈ (D(D))3,
lim
t→0
∫
D
ρ(t)ψ dx =
∫
D
ρ0ψ dx, lim
t→0
∫
D
(ρ U)(t)φ dx =
∫
D
V0φ dx,
lim
t→0
∫
D
(ρ,Ω)(t)φ dx =
∫
D
Q0φ dx, lim
t→0
∫
D
M(t)φ dx =
∫
D
M0φ dx;
(vii) the energy inequality,
E(t)+C1
t∫
0
Ed(s) ds  E0 +C2
t∫
0
(
1 + ∥∥F(s)∥∥2 + ∥∥∂tF (s)∥∥2)ds, (24)
holds for a.e. t ∈ (0, T ). Here, E(t), E0 and Ed(t) denote the kinetic energy at time t , the initial kinetic energy
and the dissipated energy at time t defined by:
E(t) =
∫
D
ρ(t)
(
1
2
|U |2 + 1
2
|Ω|2 + Pe(ρ)
)
(t) dx + μ0
2
∫
D
(|H |2 + |M|2)(t) dx, (25)
E0 =
∫
D
(
1
2
|V0|2
ρ0
+ 1
2
|Q0|2
ρ0
+ ρ0Pe(ρ0)
)
dx + μ0
2
∫
D
(|H0|2 + |M0|2)dx, (26)
and
Ed(t) = μ0
τ
∫
D
|M|2 dx + μ0(2χ0 + 1)
τ
∫
D
|H |2 dx +μ
∫
D
|∇U |2 dx
+μ′
∫
D
|∇Ω|2 dx + (λ+μ)
∫
D
|divU |2 dx + (λ′ +μ′)
∫
D
|divΩ|2 dx
+μ0σ
( ∫
D
| curlM|2 dx + 2
∫
D
|divM|2 dx
)
+ ζ
t∫
0
∫
D
|curlU − 2Ω|2 dx, (27)
where Pe is the internal energy function defined by,
Pe(ρ) = a
(
ργ−1 − 1), (28)γ − 1
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μ0, ζ , τ , σ and χ0.
Our main result is the following:
Theorem 1. Let M0 ∈ M and F ∈ H 1(0, T ;L2(Ω)) with (F (t);1) = 0 in (0, T ). Assume that, for γ > 32 ,
ρ0 ∈ Lγ (D), ρ0  0 a.e. in D,
V0 ∈ L
2γ
γ+1 (D),
|V0|2
ρ0
∈ L1(D),
Q0 ∈ L
2γ
γ+1 (D),
|Q0|2
ρ0
∈ L1(D).
Then there exists a weak solution with finite energy of problem (8)–(18), in the sense of Definition 1.
To obtain the existence of a (global) weak solution with finite energy, we start by deriving a formal energy inequality
and a priori estimates satisfied by any smooth solution of problem (8)–(18). Then we follow the ideas and techniques
of P.-L. Lions [28], E. Feireisl [15], and A. Novotný and I. Straškraba [32] to construct a solution of problem (8)–(18).
We introduce a regularized problem (problem (43)–(56)) depending on two small positive parameters ε and δ and
consisting of:
(i) a regularization of the continuity equation by adding the term ερ in its right-hand side;
(ii) a regularization of the momentum equation by adding to its left-hand side the terms ∇(δρβ), and ε∇U · ∇ρ;
(iii) a regularization of the angular momentum equation by adding to its left-hand side the term ε∇Ω · ∇ρ;
(iv) a regularization of the initial data.
The magnetization equation and the magnetostatic equations are not modified. The quantity ∇(δρβ) represents an
artificial gradient pressure and the terms ε∇U ·∇ρ and ε∇Ω ·∇ρ are introduced in order to obtain an energy inequality
close to (24).
To solve the regularized problem (43)–(56) we use a semi-Galerkin approximation. The a priori estimates obtained
formally (in Section 2) for exact solutions are compatible with our approximation scheme. We pass to the limit, first as
ε → 0 and then as δ → 0, on the solutions of the regularized problem (43)–(56), employing compactness arguments
developed by P.-L. Lions [28] and E. Feireisl [15] for the equations of compressible barotropic flows. We thus prove
the existence of a weak solution with finite energy of problem (8)–(18), in the sense of Definition 1.
In the paper, C indicates a generic constant, depending only on some bounds of the physical data, which can take
different values in different occurrences. By C(ε) we denote a generic constant, depending only on ε and on some
bounds of the physical data; similarly, C(δ) (respectively C(ε, δ)) denotes a generic constant, depending only on δ
(respectively on ε and δ) and on some bounds of the physical data.
2. Formal energy inequality and a priori estimates
We assume in this section that the solutions (ρ,U,Ω,M,H) to Eqs. (8)–(18) are smooth enough.
2.1. Total mass conservation and L∞ estimates of the density
The continuity equation (8) integrated with respect to the space variable implies:∫
D
ρ(t, x) dx =
∫
D
ρ0(x) dx, for all t ∈ (0, T ),
that is the total mass of the fluid is conserved. The continuity equation furnishes also the classical estimates,
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inf
x∈Dρ0(x)
)
exp
(
−
t∫
0
∥∥divU(s)∥∥
L∞(D) ds
)
 ρ(t, x)

(
sup
x∈D
ρ0(x)
)
exp
( t∫
0
∥∥divU(s)∥∥
L∞(D) ds
)
for all t ∈ [0, T ], x ∈ D,
from which we deduce, since ρ0 is nonnegative, that ρ is nonnegative.
2.2. Energy inequality
Consider first the magnetostatic equations. We have H = ∇ϕ and ϕ is the solution of (22) and (23). Multiplying
(22) by ϕ and integrating by parts yields:
‖H‖2 = −
∫
D
M ·H dx −
∫
D
Fϕ dx. (29)
Differentiating (22) with respect to t , multiplying the result by ϕ and integrating by parts we get:
d
dt
‖H‖2 = −2
∫
D
∂tM ·H dx − 2
∫
D
∂tFϕ dx. (30)
Then we multiply the linear momentum equation (9) by U and integrate over D. After integration by parts we get:∫
D
∂t (ρU) ·U dx −
∫
D
(ρU ⊗U) · ∇U dx −
∫
D
p(ρ,M)divU dx +μ
∫
D
|∇U |2 dx + (λ+μ)
∫
D
|divU |2 dx
= μ0
∫
D
M · ∇H ·U dx + 2ζ
∫
D
(curlΩ) ·U dx − ζ
∫
D
| curlU |2 dx. (31)
As usual, using integration by parts and the continuity equation, we rewrite the first two terms of (31) as∫
D
∂t (ρU) ·U dx −
∫
D
(ρU ⊗U) · ∇U dx = d
dt
∫
D
1
2
ρ|U |2 dx. (32)
Using the identity,
pe(ρ)divU = −div
(
ρPe(ρ)U
)− ∂t(ρPe(ρ)),
where Pe(ρ) represents the internal energy defined by (28), we have:∫
D
p(ρ,M)divU dx = −
∫
D
∂t
(
ρPe(ρ)
)
dx +
∫
D
pm(M)divU dx. (33)
We transform the first term in the right-hand side of (31) as follows. First we observe that∫
D
M · ∇H ·U dx = −
∫
D
div(U ⊗M) ·H dx. (34)
Indeed, using the relation curlH = 0, we have,∫
D
M · ∇H ·U dx = −
∫
D
U · ∇H ·M dx,
and we deduce (34), using an integration by parts. Then, multiplying the equation of magnetization (11) by H and
integrating over D yields:
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D
div(U ⊗M) ·H dx =
∫
D
∂tM ·H dx −
∫
D
(Ω ×M) ·H dx + 1
τ
∫
Ω
(M − χ0H) ·H dx
− σ
∫
D
M ·H dx. (35)
Multiplying the identity,
−M = curl2 M − ∇(divM),
by H , integrating by parts, using the boundary condition curlM × n = 0 on ΓT and the magnetostatic equations (22)
and (23), we get:
−
∫
D
M ·H dx =
∫
D
(divM)(divH)dx = −
∫
D
|divM|2 dx +
∫
D
F divM dx.
Reporting this in (35) and using (29) and (30) we get:
−
∫
D
div(U ⊗M) ·H dx = −1
2
d
dt
∫
D
|H |2 dx −
∫
D
∂tFϕ dx −
∫
D
(Ω ×M) ·H dx
− 1
τ
∫
Ω
(χ0 + 1)|H |2 dx − σ
∫
D
|divM|2 dx + σ
∫
D
F divM dx. (36)
Finally, combining (31)–(36) we obtain:
d
dt
∫
D
(
ρ
(
1
2
|U |2 + Pe(ρ)
)
+ μ0
2
|H |2
)
dx + μ0(χ0 + 1)
τ
∫
D
|H |2 dx +μ
∫
D
|∇U |2 dx
−
∫
D
pm(M) divU dx + (λ+μ)
∫
D
|divU |2 dx +μ0σ
∫
D
|divM|2 dx
= −μ0
∫
D
(Ω ×M) ·H dx − μ0
τ
∫
D
Fϕ dx −μ0
∫
D
∂tFϕ dx
+μ0σ
∫
D
F divM dx + 2ζ
∫
D
(curlΩ) ·U dx − ζ
∫
D
|curlU |2 dx. (37)
Consider now the angular momentum equation (10). Multiplying (10) by Ω , integrating by parts and using the
identities, ∫
D
∂t (ρΩ) ·Ω dx −
∫
D
(ρU ⊗Ω) · ∇Ω dx = d
dt
∫
D
1
2
ρ|Ω|2 dx,
and
(Ω ×M) ·H = Ω · (M ×H),
∫
D
(curlΩ) ·U dx =
∫
D
(curlU) ·Ω dx,
we find:
d
dt
∫
D
1
2
ρ|Ω|2 dx +μ′
∫
D
|∇Ω|2 dx + (λ′ +μ′)
∫
D
|divΩ|2 dx
= μ0
∫
D
(Ω ×M) ·H dx + 2ζ
∫
D
(
(curlΩ) ·U − 2|Ω|2)dx. (38)
Then, multiplying the magnetization equation (11) by μ0M , integrating by parts and using (29) we find:
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(
μ0
2
‖M‖2
)
+ μ0
τ
(‖M‖2 + χ0‖H‖2)+ μ02
∫
D
|M|2 divU dx +μ0σ
(‖ curlM‖2 + ‖divM‖2)
= −χ0
τ
∫
D
Fϕ dx. (39)
Adding (37)–(39) and using the relation pm(M) = μ02 |M|2, we obtain the equality:
d
dt
E(t)+ Ed(t) = S(t), t ∈ (0, T ), (40)
where E(t) and Ed(t) are defined by (25) and (27), respectively, and
S(t) = −μ0
τ
(1 + χ0)
∫
D
Fϕ dx −μ0
∫
D
∂tFϕ dx +μ0σ
∫
D
F divM dx.
Integration of (40) from 0 to t gives the energy equality:
E(t)+
t∫
0
Ed(s) ds = E0 +
t∫
0
S(s) ds, (41)
where E0 is defined by (26). Estimating S(t) with use of the Young inequality and the Poincaré inequality ‖ϕ‖L2(D) 
C‖∇ϕ‖ = C‖H‖, we deduce from (41) the energy inequality (24).
Remark 1. The attempt to extend the previous calculations to a case of more general magnetic pressure encounters a
technical complication. Assume that the magnetic pressure pm is in the form pm(M) = p0m(|M|2) where p0m :R+ →
R+ is a smooth function. Consider φm(M) = φ0m(|M|2) where φ0m :R+ → R+ is also a smooth function. Multiplying
the magnetization equation (11) by ∇Mφ(M) we get, after elementary calculations,
∂tφm(M)+ div
(
φm(M)U
)+ (divU)[−φm(M)+M · ∇Mφm(M)]− σφm(M)
= −1
τ
(M − χ0H) · ∇Mφm(M)− σHess(φm)∇M · ∇M, (42)
where Hess(φm) denotes the Hessian matrix of φm. We choose φ0m to satisfy the ordinary differential equation:
2rφ′0m(r)− φ0m(r) = p0m(r),
that is (
φ0m(r)
r1/2
)′
= p0m(r)
2r3/2
,
then
φ0m(r) = r1/2
r∫
p0m(s)
2s3/2
ds.
Note that if p0m(r) = r we recover φ0m(r) = r . When p0m(r) = r there are technical difficulties to estimate the
terms in the right-hand side of (42). We cannot use (as above) the magnetostatic equations to estimate the term
− 1
τ
(M − χ0H) · ∇Mφm(M). The boundary conditions on M cause also complications.
3. A regularized problem
Let ε > 0, δ > 0 and β > 0 be fixed. We consider the system formed by the coupled equations:
– Continuity equation with vanishing artificial viscosity,
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∂ρ
∂n
= 0 on ∂D, (44)
ρ(0) = ρ0,δ in D. (45)
– Linear momentum equation with artificial pressure,
∂t (ρU)+ div(ρU ⊗U)−μU − (λ+μ)∇(divU)+ ∇
(
p(ρ,M)+ δρβ)+ ε∇U · ∇ρ = R in DT , (46)
U = 0 on ∂D, (47)
(ρU)(0) = V0,δ in D, (48)
with R defined by (12).
– Regularized angular momentum equation,
∂t (ρΩ)+ div(ρU ⊗Ω)−μ′Ω − (λ′ +μ′)∇(divΩ)+ ε∇Ω · ∇ρ = S in DT , (49)
Ω = 0 on ∂D, (50)
(ρΩ)(0) = Q0,δ in D, (51)
with S defined by (13).
– Magnetization equation,
∂tM + div(U ⊗M)− σM + 1
τ
(M − χ0 H) = Ω ×H in DT , (52)
M · n = 0, curlM × n = 0 on ∂D, (53)
M(0) = M0 in D. (54)
– Magnetostatic equations,
H = ∇ϕ, div(H +M) = F in DT , (55)
H · n = 0 on ∂D. (56)
The initial data are chosen to satisfy the following properties, similarly as in [15], p. 149. The density
ρ0,δ ∈ C2+r0 (D), r > 0, satisfies the homogeneous Neumann boundary condition ∂ρ0,δ∂n = 0 on Γ . Furthermore, we
assume:
0 < δ  ρ0,δ(x) δ−1/2β for all x ∈ D,
ρ0,δ → ρ0 in Lγ (D),
∣∣{x ∈ D; ρ0,δ(x) < ρ0(x)}∣∣→ 0 as δ → 0.
The initial linear momentum V0,δ and the initial angular momentum Q0,δ are defined as
V0,δ(x) =
{
V0 if ρ0,δ(x) ρ0(x),
0 if ρ0,δ(x) < ρ0(x),
and
Q0,δ(x) =
{
Q0 if ρ0,δ(x) ρ0(x),
0 if ρ0,δ(x) < ρ0(x).
For later reference, we state the following lemma, see [15], Section 7.3.1 for the proof.
Lemma 1. Suppose that the initial condition ρ0,δ is positive, belongs to C2+r (D) and satisfies the compatibility
condition ∂ρ0,δ
∂n
= 0 on Γ . Then, for any given U ∈ C([0, T ];C20(D)), problem (43)–(45) possesses a unique classical
solution ρ satisfying:
ρ ∈ C([0, T ];C2+r0 (D)), ∂tρ ∈ C([0, T ];Cr0(D)).
We also have:
Y. Amirat, K. Hamdache / J. Math. Pures Appl. 91 (2009) 433–467 443(
inf
x∈Dρ0,δ(x)
)
exp
(
−
t∫
0
∥∥divU(s)∥∥
L∞(D) ds
)
 ρ(t, x)
(
sup
x∈D
ρ0,δ(x)
)
exp
( t∫
0
∥∥divU(s)∥∥
L∞(D) ds
)
for all t ∈ [0, T ], x ∈ D. (57)
4. The semi-Galerkin approximation
Let (aj )j1 be a smooth basis of H10(D). Consider a sequence (dj )j1 of eigenfunctions of the Laplace operator,
associated with the eigenvalues (λj )j1, satisfying:
−dj = λjdj in D, ∂dj
∂n
= 0 on ∂D,
∫
D
dj dx = 0. (58)
The sequence (dj )j1 is an orthogonal basis of the space {v ∈ H 1(D):
∫
D
v dx = 0} with respect to the scalar product
of H 1(D). Let G and H denote the closed subspaces of the Hilbert space M defined by:
G = {v ∈ (H 1(D))3: divv = 0 in D, v · n = 0 on ∂D},
H =
{
h = ∇ψ : w ∈ H 2(D), ∂ψ
∂n
= 0 on ∂D,
∫
D
ψ dx = 0
}
.
Let (cj )j1 denote a smooth orthogonal basis of the space G with respect to the scalar product (19). We have the
following result (see [1] for the proof).
Lemma 2. We have the decomposition M = G ⊕ H, with G and H orthogonal with respect to the scalar product
defined by (19). Moreover, the sequence ({cj }j1 ∪ {∇dj }j1) is an orthogonal basis of the space M.
We define an approximate solution (ρn,Un,Ωn,Mn,Hn) of problem (43)–(56) by the following scheme.
The function ρn will be the solution of
∂tρn + div(ρnUn) = ερn in DT , (59)
∂ρn
∂n
= 0 on ∂D, (60)
ρn(0) = ρ0,δ in D, (61)
and we look for Un,Ωn,Mn,Hn in the form:
Un =
n∑
j=1
αnj (t)aj , Ωn =
n∑
j=1
βnj (t) aj ,
Mn =
n∑
j=1
γ nj (t)cj +
n∑
j=1
γ nj+n(t)∇dj ,
and
Hn = ∇ϕn with ϕn =
n∑
j=1
δnj (t) dj .
Let Xn (respectively Yn) denote the space spanned by a1, . . . , an (respectively c1, . . . , cn, ∇d1, . . . ,∇dn).
The functions αn(t), βn(t), γ n(t) and δn(t) will be found from:j j j j
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d
dt
∫
D
ρnUn · aj dx −
∫
D
(ρnUn ⊗Un) · ∇aj dx −
∫
D
(
p(ρn,Mn)+ δρβn
)
divaj dx
+μ
∫
D
∇Un · ∇aj dx + (λ+μ)
∫
D
(divUn)(divaj ) dx + ε
∫
D
∇ρn · ∇Un · aj dx
= μ0
∫
D
Mn · ∇Hn · aj dx + 2ζ
∫
D
(curlΩn) · aj dx
− ζ
∫
D
(curlUn) · curlaj dx (j = 1, . . . , n), (62)
with the initial condition
Un|t=0 = U0,δ,n; (63)
(ii) the equation of Ωn,
d
dt
∫
D
ρnΩn · aj dx −
∫
D
(ρnUn ⊗Ωj) · ∇aj dx
+μ′
∫
D
∇Ωn · ∇aj dx + (λ′ +μ′)
∫
D
(divΩn)(divaj ) dx + ε
∫
D
∇ρn · ∇Ωn · aj dx
= μ0
∫
D
(Mn ×Hn) ·Ωj dx + 2ζ
∫
D
(curlUn − 2Ωn) ·Ωj dx (j = 1, . . . , n), (64)
with the initial condition
Ωn|t=0 = Ω0,δ,n; (65)
(iii) the equation of Mn,
d
dt
∫
D
Mn · cj dx −
∫
D
(Un ⊗Mn) · ∇cj dx + σ
∫
D
(curlMn) · (curl cj ) dx
=
∫
D
(Ωn ×Mn) · cj dx − 1
τ
∫
D
(Mn − χ0Hn) · cj dx, (66)
d
dt
∫
D
Mn · ∇dj dx −
∫
D
(Un ⊗Mn) · ∇(∇dj ) dx + σ
∫
D
(divMn)dj dx
=
∫
D
(Ωn ×Mn) · ∇dj dx − 1
τ
∫
D
(Mn − χ0Hn) · ∇dj dx (j = 1, . . . , n), (67)
with the initial condition
Mn|t=0 = M0,n; (68)
(iv) the equation of ϕn, ∫
D
∇ϕn · ∇dj dx = −
∫
D
Mn · ∇dj dx −
∫
D
F dj dx (j = 1, . . . , n). (69)
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D
ρ0,δU0,δ,n · η dx =
∫
D
V0,δ · η dx for all η ∈ Xn, (70)
∫
D
ρ0,δΩ0,δ,n · η dx =
∫
D
Q0,δ · η dx for all η ∈ Xn, (71)
while M0,n is the orthogonal projection of M0 in the space L2(D) onto the space Yn.
4.1. Solvability of problem (59)–(69)
Proposition 1. For any fixed n and T , there exist functions:
ρn ∈ C
([0, T ];C2+r (D)), such that ∂tρn ∈ C([0, T ];Cr(D)),
Un ∈ C1
([0, T ];Xn), Ωn ∈ C1([0, T ];Xn),
Mn ∈ C1
([0, T ];Yn), Hn ∈ C1([0, T ];Yn),
solving problem (59)–(69) on the time interval [0, T ].
Proof. It consists in two parts.
(i) Local solvability of problem (59)–(69). Denote αn = (αn1 , . . . , αnn), βn = (βn1 , . . . , βnn ), γn = (γ n1 , . . . , γ n2n),
δn = (δn1 , . . . , δnn) and α0 = (α01, . . . , α0n), β0 = (β01, . . . , β0n), γ0 = (γ01, . . . , γ02n) such that
U0,δ,n =
n∑
j=1
α0j aj , Ω0,δ,n =
n∑
j=1
β0j aj , M0,n =
n∑
j=1
γ0j cj +
2n∑
j=n+1
γ0j ∇dj−n.
Consider the ball of C([0, T ];Rn ×Rn ×R2n),
E(T ) =
{
(α,β, γ ) ∈ C([0, T ];Rn ×Rn ×R2n): max
0tT
(∣∣α(t)− α0∣∣Rn + ∣∣β(t)− β0∣∣Rn + ∣∣γ (t)− γ0∣∣R2n) 1}
and define the operator:
K :E(T ) → C([0, T ];Rn ×Rn ×R2n), K(αˇ, βˇ, γˇ ) = (αn,βn, γ n),
by the following scheme. Given (αˇ, βˇ, γˇ ) ∈ E(T ), we first solve problem (59)–(61) for ρn, with the function Un
substituted by: Uˇn =∑nj=1 αˇj (t)aj . Then we solve the linear system (69) for δn, with the function Mn substituted by:
Mˇn =
n∑
j=1
γˇj (t)cj +
n∑
j=1
γˇj+n(t)∇dj . (72)
We find αn from the ordinary differential system (62) and (63), with the functions Mn, Ωn, and Hn substituted
respectively by (72), Ωˇn =∑nj=1 βˇj (t)aj , and
Hn = ∇ϕn =
n∑
j=1
δnj (t)∇dj . (73)
We find βn from the ordinary differential system (64) and (65), with Mn and Hn substituted by (72), (73), respectively
(and Un =∑nj=1 αnj (t)aj ) and we find γ n from the ordinary differential system (66)–(68), with Un =∑nj=1 αnj (t)aj ,
Ωn =∑nj=1 βnj (t)aj and Hn given by (73).
By Lemma 1, problem (59)–(61) admits a unique solution ρn which is positive. Each of the systems (62), (63),
and (64), (65), and (66)–(68) has a maximal solution, then there is Tn > 0 such that the operator K is well defined
on E(Tn). Moreover, K is compact since it maps E(Tn) on a bounded set of H 1(0, T ), and K maps E(Tn) into
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ists at least one fixed point (αn,βn, γ n). We conclude that problem (59)–(69) has a local solution. Note that ρn ∈
C([0, Tn];C2+r (D)), ∂tρn ∈ C([0, Tn];Cr(D)), Un ∈ C1([0, Tn];Xn), Ωn ∈ C1([0, Tn];Xn), Mn ∈ C1([0, Tn];Yn)
and Hn ∈ C1([0, Tn];Yn).
(ii) Global solvability of problem (59)–(69). To obtain the global existence we establish a discrete energy estimate
from which, together with (57), we derive estimates on ρn,Un,Ωn,Mn, and Hn independent of Tn.
Arguing as usual in the Galerkin procedure in order to obtain a priori estimates and following the calculations in
Section 2 we derive the analogue (40):
d
dt
En(t)+ Edn (t) = Sn(t), t ∈ (0, Tn), (74)
where
En(t) =
∫
D
ρn(t)
(
1
2
|Un|2 + 12 |Ωn|
2 + Pe(ρn)+ δ
β − 1ρ
β−1
n
)
(t) dx + μ0
2
∫
D
(|Hn|2 + |Mn|2)(t) dx; (75)
Edn (t) =
μ0
τ
∫
D
|Mn|2(t) dx + μ0(2χ0 + 1)
τ
∫
D
|Hn|2(t) dx +μ
∫
D
|∇Un|2(t) dx
+ (λ+μ)
∫
D
|divUn|2(t) dx + ε
∫
D
|∇ρn|2(t)
(
p′e(ρn)
ρn
+ δβρβ−2n
)
(t) dx
+μ′
∫
D
|∇Ωn|2(t) dx + (λ′ +μ′)
∫
D
|divΩn|2(t) dx + ζ
∫
D
| curlUn − 2Ωn|2(t) dx
+μ0σ
( ∫
D
|curlMn|2(t) dx + 2
∫
D
|divMn|2(t) dx
)
, (76)
and
Sn(t) = −μ0
τ
(1 + χ0)
∫
D
(Fϕn)(t) dx −μ0
∫
D
(∂tF ϕn)(t) dx +μ0σ
∫
D
(F divMn)(t) dx.
Integration of (74) from 0 to t gives the approximate energy equality:
En(t)+
t∫
0
Edn (s) ds = E˜0,δ,n +
t∫
0
Sn(s) ds, t ∈ (0, Tn),
where
E˜0,δ,n =
∫
D
(
1
2
V0,δ ·U0,δ,n + 12Q0,δ ·Ω0,δ,n + ρ0,δPe(ρ0,δ)+
δ
β − 1ρ
β
0,δ
)
dx + μ0
2
∫
D
(|H0n|2 + |M0n|2)dx.
Here H0n = ∇ϕ0n where ϕ0n is the unique weak solution in H 1(D) of
−ϕ0n = divM0n − F0 in D, ∂ϕ0n
∂n
= 0 on ∂D,
∫
D
ϕ0n dx = 0,
with F0 = F |t=0. We easily verify that H0n is the orthogonal projection of H0 in the space L2(D) onto the space
spanned by ∇d1, . . . ,∇dn. Thus ‖H0n‖ ‖H0‖.
Using (70), (71) and the Hölder inequality we deduce that∫
V0,δ ·U0,δ,n dx 
∫ |V0,δ|2
ρ0,δ
dx,
∫
ρ0,δ|U0,δ,n|2 dx 
∫ |V0,δ|2
ρ0,δ
dx,D D D D
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D
Q0,δ ·Ω0,δ,n dx 
∫
D
|Q0,δ|2
ρ0,δ
dx,
∫
D
ρ0,δ|Ω0,δ,n|2 dx 
∫
D
|Q0,δ|2
ρ0,δ
dx.
We also have: ∫
D
ρ0,δPe(ρ0,δ) dx = a
γ − 1
∫
D
(
ρ
γ
0,δ − ρ0,δ
)
dx.
Therefore,
E˜0,δ,n  E0,δ,n  C, (77)
with
E0,δ,n =
∫
D
(
1
2
|V0,δ|2
ρ0,δ
+ 1
2
|Q0,δ|2
ρ0,δ
+ ρ0,δPe(ρ0,δ)+ δ
β − 1ρ
β
0,δ
)
dx + μ0
2
∫
D
(|H0n|2 + |M0n|2)dx. (78)
Estimating Sn(t) with use of the Young inequality and the Poincaré inequality ‖ϕn‖L2(D)  C‖∇ϕn‖ = C ‖Hn‖, we
get the discrete energy estimate:
En(t)+C1
t∫
0
Edn (s) ds  E0,δ,n +C2
t∫
0
(
1 + ∥∥F(s)∥∥2 + ∥∥∂tF (s)∥∥2)ds, t ∈ (0, Tn). (79)
We deduce from (79) that the functions Un and Ωn are bounded L2(0, Tn;H10(D)), Mn is bounded in L∞(0, Tn;L2(D))
and in L2(0, Tn;M) and Hn is bounded in L∞(0, Tn;L2(D)), with bounds independent of n and Tn  T . Using (57)
we obtain that ρn is bounded from below and above by a positive constant independent of Tn  T and therefore we
deduce from (79) that Un and Ωn are bounded in L∞(0, Tn;L2(D)) by a constant that is independent of n and Tn  T .
Thus we are allowed to iterate the previous local existence result to construct a solution (ρn,Un,Ωn,Mn,Hn) on the
whole interval [0, T ]. 
4.2. Estimates independent of n
We have the following result:
Proposition 2. Assume β  4. Then the approximate solution (ρn, Un, Ωn, Mn,Hn) constructed above satisfy the
following estimates:
‖ρn‖L∞(0,T ;Lγ (D))  C, ‖ρn‖L∞(0,T ;Lβ(D))  C(δ),
√
ε ‖∇ρn‖L2(DT )  C(δ), (80)
‖ρn‖Lβ+1(DT )  C(ε, δ), (81)
‖Un‖L2(0,T ;H10(D))  C, ‖Ωn‖L2(0,T ;H10(D))  C, (82)
‖√ρnUn‖L∞(0,T ;L2(D))  C, ‖
√
ρnΩn‖L∞(0,T ;L2(D))  C, (83)
‖Mn‖L∞(0,T ;L2(D))  C, ‖Mn‖L2(0,T ;M)  C, (84)
‖Hn‖L∞(0,T ;L2(D))  C, ‖Hn‖L2(0,T ;M)  C, (85)
where all constants are independent of n.
Proof. Estimates (82)–(84), the first two estimates of (80) and the first estimate of (85) follow directly from the
discrete energy inequality (79). The third estimate of (80) and estimate (81) are as in [15], p. 164 and [32], p. 361.
Let us prove the second estimate of (85). Multiplying (69) by λj and using integrations by parts and (58) we obtain:∫
(divHn)dj dx = −
∫
(divMn)dj dx +
∫
Fdj dx. (86)D D D
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∑n
j=1 δnj (t) dj ,∫
D
|divHn|2 dx = −
∫
D
(divMn)(divHn)dx +
∫
D
F divHn dx,
from which we deduce, using the Cauchy–Schwarz inequality,
‖divHn‖L2(0,T ;L2(D))  ‖divMn‖L2(0,T ;L2(D)) + ‖F‖L2(0,T ;L2(D)).
Moreover curlHn = 0 and, due to the boundary condition in (58), Hn · n = 0. By a classical result for Maxwell fields
(see [7], pp. 244–249) we obtain that Hn belongs to L2(0, T ;M) and satisfies,
‖Hn‖L2(0,T ;M)  C
(‖divMn‖L2(DT ) + ‖F‖L2(DT )),
which gives ‖Hn‖L2(0,T ;M)  C, according to (84). 
4.3. Passing to the limit as n → ∞
Our goal now is to establish an existence result for problem (43)–(56). We have the following result:
Proposition 3. Assume β max (8, γ ). Then problem (43)–(56) admits at least one weak solution (ρ,U,Ω,M,H)
in the following sense:
(i) The density ρ is such that ∇ρ ∈ Lp1(0, T ;Lp1(D)), ρ ∈ Lp2(0, T ;W 2,p2(D)) and ∂tρ ∈ Lp2(DT ), with p1 > 2
and p2 > 1, ρ  0 a.e. in DT , the velocity U belongs to the space L2(0, T ;H10(D)), Eq. (43) holds a.e. in DT ,
and conditions (44) and (45) are satisfied in the sense of traces. Moreover,
ε‖∇ρ‖2
L2(0,T ;L2(D)) + ε‖∇ρ‖Lp1 (0,T ;Lp1 (D))  C(δ), (87)
and ∫
D
ρ(t) dx =
∫
D
ρ0,δ dx for any t  0. (88)
(ii) The angular velocity Ω belongs to L2(0, T ;H10(D)), Eqs. (46) and (49) hold in D′(DT ), the boundary conditions
(47) and (50) are satisfied in the sense of traces, the functions ρU and ρΩ belong to C([0, T ];L2β/β+1weak (D)) and
satisfy the initial conditions (48) and (51), respectively.
(iii) The function M belongs to C([0, T ];L2weak(D))∩L2(0, T ;M) and the integral identity,
d
dt
∫
D
M · q dx −
∫
D
(U ⊗M) · ∇q dx + σ
∫
D
(curlM) · (curlq)dx + σ
∫
D
(divM)(divq)dx
=
∫
D
(Ω ×M) · q dx − 1
τ
∫
D
(M − χ0H) · q dx in D′
(]0, T [), (89)
holds for every q ∈ M. Moreover, M satisfies the initial condition (54).
(iv) The function H is such that H = ∇ϕ where ϕ ∈ L∞(0, T ;H 1(D))∩L2(0, T ;H 2(D)) and solves problems (22)
and (23).
(v) The energy inequality,
E(t)+C1
t∫
0
Ed(s) ds  E0,δ +C2
t∫
0
(
1 + ∥∥F(s)∥∥2 + ∥∥∂tF (s)∥∥2)ds, (90)
holds for a.e. t ∈ (0, T ), where E(t), Ed(t) and E0,δ are defined by (75), (76) and (78), respectively, in which one
drops the index n.
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sequence of approximate solutions (ρn, Un, Ωn, Mn,Hn) constructed above. Due to estimates (80), (82), (84) and
(85), there are subsequences (still indexed by n) and functions ρ, U , Ω , M and H such that
ρn ⇀ ρ in L∞
(
0, T ;Lβ(D)) weak-∗, (91)
Un ⇀U and Ωn ⇀Ω weakly in L2
(
0, T ;H10(D)
)
, (92)
Mn ⇀M weakly in L2(0, T ;M) and in L∞
(
0, T ;L2(D)) weak-∗, (93)
Hn ⇀H weakly in L2(0, T ;M) and in L∞
(
0, T ;L2(D))weak-∗. (94)
Note that (94) implies that
ϕn ⇀ ϕ in L2
(
0, T ;H 2(D)) weak and in L∞(0, T ;H 1(D)) weak-∗.
The proof of Proposition 3 will be carried out in the following subsections.
4.3.1. Passing to the limit in the continuity equation with vanishing artificial viscosity
We pass to the limit in Eq. (59) exactly as in [15], pp. 166–168 and [32], pp. 362–365. There are subsequences,
still indexed by n, such that
ρn → ρ strongly in Lβ(DT ), (95)
ρnUn ⇀ ρU weakly-∗ in L∞
(
0, T ;L2β/β+1(D)) and weakly in L2(0, T ;L6β/β+6(D)), (96)
and the limit functions ρ and U satisfy all the properties in item (i) of Proposition 3.
Note that (96) follows from the estimate,
‖ρnUn‖L∞(0,T ;L2β/β+1(D)) + ‖ρnUn‖L2(0,T ;L6β/β+6(D))  C(δ), (97)
and by interpolation of the spaces L∞(0, T ;L2β/β+1(D)) and L2(0, T ;L6β/β+6(D)) we have:
‖ρnUn‖Lp1 (0,T ;Lp1 (D))  C(δ),
with p1 = 10β−63(β+1) and we have p1 > 2 for β > 3. We also have,
ε‖∇ρn‖Lp1 (0,T ;Lp1 (D))  C(δ),
from which it results that
ε‖∇ρn · ∇Un‖Lp2 (0,T ;Lp2 (D)) + ε
∥∥div(ρnUn)∥∥Lp2 (DT )  C(δ),
with p2 = 2p12+p1 and we have p2 > 1 for β > 3. Moreover,
‖∂tρn‖Lp2 (DT ) + ‖ρn‖Lp2 (DT )  C(ε, δ);
the function ρ belongs to the same class as ρn and satisfies the following estimates:
ε‖∇ρ‖Lp1 (0,T ;Lp1 (D))  C(δ), ‖∂tρ‖Lp2 (DT ) + ‖ρ‖Lp2 (DT )  C(ε, δ).
4.3.2. Passing to the limit in the approximate linear momentum equation
We first establish the following compactness properties.
Lemma 3. The sequences (Mn) and (Hn) belong to a compact set of L2(0, T ;L2(D)).
Proof. To prove the compactness of (Mn) we use the method of J.-L. Lions [26], pp. 64–79 (see also [43], pp. 279–
291) for the study of weak solutions to incompressible Navier–Stokes equations.
Let M˜n :R → M be the extension of Mn by 0 outside [0, T ] and let M̂n denote the Fourier transform with respect
to the time variable of M˜n. Let us show that, for 0 < κ < 1/4,
+∞∫
|ξ |2κ∥∥M̂n(ξ)∥∥2 dξ  C. (98)−∞
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the form,
d
dt
∫
D
M˜n · cj dx =
∫
D
G˜n · cj dx +
( ∫
D
M0n · cj dx
)
δ0 −
( ∫
D
Mn(T ) · cj dx
)
δT ,
d
dt
∫
D
M˜n · ∇dj dx =
∫
D
G˜n · ∇dj dx +
( ∫
D
M0n · ∇dj dx
)
δ0 −
( ∫
D
Mn(T ) · ∇dj dx
)
δT ,
for j = 1, . . . , n, where δ0 and δT are Dirac distributions at 0 and T , respectively, and G˜n :R → M′ denotes the
extension of Gn by 0 outside [0, T ] with
Gn = −div(Un ⊗Mn)+ σMn + (Mn ×Ωn)− 1
τ
(Mn − χ0Hn).
By the Fourier transform we have
2iπξ
∫
D
M̂n(ξ) · cj dx =
∫
D
Ĝn(ξ) · cj dx +
∫
D
M0n · cj dx − exp(−2iπξT )
∫
D
Mn(T ) · cj dx, (99)
2iπξ
∫
D
M̂n(ξ) · ∇dj dx =
∫
D
Ĝn(ξ) · ∇dj dx +
∫
D
M0n · ∇dj dx − exp(−2iπξT )
∫
D
Mn(T ) · ∇dj dx, (100)
for j = 1, . . . , n, where Ĝn denotes the Fourier transform of G˜n. Let δ̂nj (ξ) denote the Fourier transform of δnj (t).
We multiply (99) by δ̂nj (ξ) and (100) by δ̂nj+n(ξ), respectively, and add the resulting equations for j = 1, . . . , n.
We get:
2iπξ
∥∥M̂n(ξ)∥∥2 = ∫
D
Ĝn(ξ) · M̂n(ξ) dx +
∫
D
M0n · M̂n(ξ) dx − exp(−2iπξT )
∫
D
Mn(T ) · M̂n(ξ) dx. (101)
Due to estimates (82), (84) and (85),
T∫
0
∥∥Gn(t)∥∥M′ dt  C
T∫
0
(∥∥Un(t)∥∥∥∥Mn(t)∥∥+ ∥∥∇Mn(t)∥∥+ ∥∥Mn(t)∥∥∥∥Ωn(t)∥∥+ ∥∥Hn(t)∥∥) C.
Then ∥∥Ĝn(ξ)∥∥M′  C, ∀ξ ∈ R.
Using the bounds ‖Mn(T )‖ C, ‖M0n‖ C, we deduce from (101) that
|ξ |∥∥M̂n(ξ)∥∥2  C(∥∥M̂n(ξ)∥∥H1(D) + ∥∥M̂n(ξ)∥∥),
and then, using the Poincaré inequality, we get:
|ξ |∥∥M̂n(ξ)∥∥2  C∥∥M̂n(ξ)∥∥H1(D), ∀ξ ∈ R.
This inequality implies (98), as in [26], pp. 77–79. Then, one can apply a compactness theorem involving fractional
derivatives, see [26] pp. 60–62, to conclude that (Mn) belongs to a compact set of L2(0, T ;L2(D)).
The compactness of (Hn) in L2(0, T ;L2(D)) results from estimates (85), the equalities,
T∫
0
‖Hn‖2 dt = −
∫
DT
Mn ·Hn dx dt −
∫
DT
Fϕn dx dt, (102)
T∫
0
‖H‖2 dt = −
∫
DT
M ·H dx dt −
∫
DT
Fϕ dx dt, (103)
and the compactness of (Mn). 
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‖Mn · ∇Hn‖L1(0,T ;L3/2(Ω))  C ‖Mn‖L2(0,T ;M) ‖Hn‖L2(0,T ;M)  C,
then, according to Lemma 3, we have for a subsequence still indexed by n,
Mn · ∇Hn ⇀M · ∇H in D′(DT ).
By interpolation of the spaces L∞(0, T ;L2(Ω)) and L2(0, T ;L6(Ω)) we get that (Mn) and (Hn) are bounded in
L10/3(0, T ;L10/3(Ω)). Using the Hölder inequality we get:
‖Mn · ∇Hn‖L5/4(0,T ;L5/4(D))  C‖Mn‖L10/3(0,T ;L10/3(D))‖Hn‖L2(0,T ;M)  C, (104)
then, for a selected sequence still indexed by n,
Mn · ∇Hn ⇀M · ∇H weakly in L5/4
(
0, T ;L5/4(D)). (105)
Let for each fixed j (1 j  n) Rn,j denote the right-hand side of (62). According to (82) and (104) we have:
‖Rn,j‖L5/4(0,T )  C. (106)
We deduce from the estimates of ρn and Un, see for instance [32], p. 363, that
‖ρnUn ⊗Un‖L2(0,T ;L6β/(4β+3)(D))  C(δ). (107)
Using (107), the estimates of Proposition 2 and (106) one can deduce from Eq. (62) that the functions t → ∫
D
ρnUn ·
aj dx form a precompact system in C[0, T ], for any fixed j (1 j  n). This implies, using Corollary 2.1 in [15],
that there is a subsequence, still denoted by n, such that
ρnUn → ρU in C
([0, T ];L2β/(β+1)weak (D)).
Since 2β
β+1 >
6
5 , the space L
2β/(β+1)(D) is compactly embedded in H−1(D) and then we have:
ρnUn → ρU in C
([0, T ];H−1(D)),
which implies, together with (92) and (107),
ρnUn ⊗Un ⇀ ρU ⊗U weakly in L2
(
0, T ;L6β/(4β+3)(D)). (108)
As in [15], p. 169 or [32], pp. 364–365 we have, for a subsequence still indexed by n,
∇ρn → ∇ρ strongly in L2
(
0, T ;L2(D)),
and taking (92) into account,
∇ρn · ∇Un → ∇ρ · ∇U in D′(DT ). (109)
Now we can pass to the limit in (62), (63), as n → ∞ and we see that (46) holds in D′(DT ). Clearly, conditions
(47) and (48) are satisfied in the sense of traces.
4.3.3. End of the proof of Proposition 3
Eq. (59) integrated with respect to the space variable implies,∫
D
ρn(t) dx =
∫
D
ρ0,δ dx for any t  0,
from which, passing to the limit as n → ∞, we deduce (88).
By similar arguments to those we used in Sections 4.3.1 and 4.3.2, we pass to the limit, as n → ∞, successively in
the equation of Ωn, Mn, and Hn and establish the points (ii)–(iv).
To prove (v), we multiply (79) by k ∈ D(0, T ), k  0, and integrate over (0, T ). We obtain:
T∫ (
En(t)+C1
t∫
Edn (s) ds
)
k(t) dt  E0,δ,n
T∫
k(t) dt +C2
T∫ ( t∫ (∥∥F(s)∥∥2 + ∥∥∂tF (s)∥∥2)ds)k(t) dt. (110)
0 0 0 0 0
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U0,δ,n → U0,δ, Ω0,δ,n → Ω0,δ, M0n → M0, H0n → H0 strongly in L2(D),
where H0 = ∇ϕ0 and ϕ0 is the unique weak solution in H 1(D) of (20). Passing to the lower limit in (110), as n → ∞,
using (92)–(95), (108), (109) and Lemma 3, we get:
T∫
0
(
E(t)+C1
t∫
0
Ed(s) ds
)
k(t) dt  E0,δ
T∫
0
k(t) dt +C2
T∫
0
( t∫
0
(∥∥F(s)∥∥2 + ∥∥∂tF (s)∥∥2)ds)k(t) dt,
for any k ∈ D(0, T ), k  0, where E(t), Ed(t) and E0,δ are defined by (75), (76) and (78), respectively, in which one
drops the index n. This yields the energy estimate (90). The proof of Proposition 3 is complete.
5. Passing to the limit as ε→ 0
In this section we denote by (ρε,Uε,Ωε,Mε,Hε) the weak solution of (43)–(56), the existence of which was stated
in Proposition 3. Our next goal is to let ε → 0.
Proposition 4. There exists at least one approximate solution (ρ,U,Ω,M,H) in the following sense:
(i) The density ρ is a nonnegative function, ρ ∈ C([0, T ];Lβweak(D)), ρ(0) = ρ0,δ in D, and the velocity U belongs
to L2(0, T ;H10(D)). The density ρ is a renormalized solution of the continuity equation (8) in (0, T ) × R3
provided ρ and U were extended by zero outside D. Moreover, the density ρ belongs to Lβ+1(DT ) and satisfies:∫
DT
ρβ+1 dx dt  C(δ),
∫
D
ρ(t) dx =
∫
D
ρ0,δ dx for any t  0.
(ii) The momentum ρU belongs to C([0, T ];L2β/(β+1)weak (D)),
√
ρ U belongs to L∞(0, T ;L2(D)) and satisfies
(ρU)(0) = V0,δ in D, and the linear momentum equation (9) holds in D′(DT ) with a pressure p = aργ +
μ0
2 |M|2 + δρβ and a force R satisfying (12).
(iii) The angular velocity Ω belongs to L2(0, T ;H10(D)),
√
ρΩ belongs to L∞(0, T ;L2(D)), the angular mo-
mentum ρΩ belongs to C([0, T ];L2β/(β+1)weak (D)), satisfies (ρΩ)(0) = Q0,δ in D, and the angular momentum
equation (10) holds in D′(DT ).
(iv) The magnetization M belongs to C([0, T ];L2weak(D))∩L2(0, T ;M), satisfies the integral identity (21) and the
initial condition M(0) = M0 in D.
(v) The function H is such that H = ∇ϕ where ϕ ∈ L∞(0, T ;H 1(D)) ∩ L2(0, T ;H 2(D)) and solves problem (22)
and (23).
(vi) The energy inequality,
E(t)+C1
t∫
0
Ed(s) ds  E0,δ +C2
t∫
0
(
1 + ∥∥F(s)∥∥2 + ∥∥∂tF (s)∥∥2)ds (111)
holds for a.e. t ∈ (0, T ) where E(t), Ed(t) and E0,δ are defined by,
E(t) =
∫
D
ρ(t)
(
1
2
|U |2 + 1
2
|Ω|2 + Pe(ρ)+ δ
β − 1ρ
β−1
)
(t) dx + μ0
2
∫
D
(|H |2 + |M|2)(t) dx;
Ed(t) = μ0
τ
∫
D
|M|2(t) dx + μ0(2χ0 + 1)
τ
∫
D
|H |2(t) dx +μ
∫
D
|∇U |2(t) dx
+ (λ+μ)
∫
|divU |2(t) dx +μ′
∫
|∇Ω|2(t) dx
D D
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∫
D
|divΩ|2(t) dx + ζ
∫
D
|curlU − 2Ω|2(t) dx
+μ0σ
( ∫
D
|curlM|2(t) dx + 2
∫
D
|divM|2(t) dx
)
and
E0,δ =
∫
D
(
1
2
|V0,δ|2
ρ0,δ
+ 1
2
|Q0,δ|2
ρ0,δ
+ ρ0,δPe(ρ0,δ)+ δ
β − 1ρ
β
0,δ
)
dx + μ0
2
∫
D
(|H0|2 + |M0|2)dx.
The rest of this section is devoted to the proof of Proposition 4.
5.1. Estimates independent of ε
From the energy inequality (90) we deduce that
‖ρε‖L∞(0,T ;Lγ (D))  C, ‖ρε‖L∞(0,T ;Lβ(D))  C(δ), (112)
‖Uε‖L2(0,T ;H10(D)) + ‖Ωε‖L2(0,T ;H10(D))  C, (113)
‖Mε‖L∞(0,T ;L2(D)) + ‖Mε‖L2(0,T ;M)  C, (114)
‖Hε‖L∞(0,T ;L2(D))  C, (115)
and
‖√ρεUε‖L∞(0,T ;L2(D)) + ‖
√
ρεΩε‖L∞(0,T ;L2(D))  C. (116)
Arguing as for the approximate solution (ρn,Un,Ωn,Mn,Hn) we deduce that
‖ρεUε‖L∞(0,T ;L2β/(β+1)(D)) + ‖ρεUε‖L2(0,T ;L6β/(β+6)(D)) + ‖ρεUε‖Lp1 (0,T ;Lp1 (D))  C(δ), (117)
and
ε‖∇ρε‖Lp1 (0,T ;Lp1 (D)) + ε‖∇ρε · ∇Uε‖Lp2 (0,T ;Lp2 (D))  C(δ). (118)
The function Hε belongs to L2(0, T ;M) and satisfies,
‖Hε‖L2(0,T ;M)  C, (119)
the function Mε · ∇Hε belongs to L1(0, T ;L3/2(D))∩L5/4(0, T ;L5/4(D)) and satisfies,
‖Mε · ∇Hε‖L1(0,T ;L3/2(D)) + ‖Mε · ∇Hε‖L5/4(0,T ;L5/4(D))  C. (120)
With similar arguments, one shows that the function Ωε × Mε belongs to L1(0, T ;L3(D)) ∩ L2(0, T ;L3/2(D)),
and
‖Ωε ×Mε‖L1(0,T ;L3(D)) + ‖Ωε ×Mε‖L2(0,T ;L3/2(D))  C, (121)
the function Mε ×Hε belongs to L1(0, T ;L3(D)) and
‖Mε ×Hε‖L1(0,T ;L3(D)) + ‖Mε ×Hε‖L2(0,T ;L3/2(D))  C. (122)
Then we deduce from (89) that ‖∂tMε‖L5/4(0,T ;H−1(D))  C which together with (114), using a compactness result of
Aubin–Lions, yields:
(Mε) belongs to a compact set of L2
(
0, T ;L2(D)). (123)
As for the compressible barotropic flows, there is an improved estimate for density which is an essential argument
in the theory of P.-L. Lions [28] to prove strong convergence of densities, as ε → 0.
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DT
ρβ+1ε dx dt  C(δ). (124)
Proof. We follow [32] (pp. 366–368). Since the right-hand side R of the linear momentum equation (46) may be
singular, the estimate of density in [32] is not directly applicable. Let us denote by B the Bokovskii operator which
associates to a function v ∈ Lp0 (D) = {v ∈ Lp(D);
∫
D
v dx = 0} (1 <p < ∞) the function φ satisfying:
φ ∈ W1,p0 (D), divφ = v in D,
‖∇φ‖Lp(D)  C ‖v‖Lp(D). (125)
Let ψ ∈ D(]0, T [), m = 1|D|
∫
D
ρε dx and ϕ(t, x) = ψ(t)φ(t, x) with φ(t, x) = B(ρε − m). We have
∂tϕ = ψ ′B(ρε −m)+ψB(∂tρε) = ψ ′B(ρε −m)+ψB(div(ε∇ρε − ρε Uε)), and
‖φ‖Lp(D) + ‖∇φ‖Lp(D)  C‖ρε‖Lp(D), 1 <p  β,
‖∂tφ‖Lp(D)  C
(‖ρε‖Lp(D) + ε‖∇ρε‖Lp(D) + ‖ρεUε‖Lp(D)), 1 <p  p1, (126)
with p1 = 10β−63β+3 > 2, p = 3p3−p if p < 3, p arbitrary 1 if p = 3 and p = ∞ if p > 3. One can verify that ϕ is an
admissible test function for the linear momentum equation (46), then taking it as a test function for (46) we obtain
after some elementary transformations:
T∫
0
ψ(t)
∫
D
pερε dx dt = m
T∫
0
ψ(t)
∫
D
pε dx dt + (λ+μ)
T∫
0
ψ(t)
∫
D
ρε divUε dx dt
− (λ+μ)m
T∫
0
ψ(t)
∫
D
divUε dx dt +μ
T∫
0
ψ(t)
∫
D
∇Uε · ∇ϕ dx dt
−
T∫
0
ψ ′(t)
∫
D
ρεUε · ϕ dx dt −
T∫
0
ψ(t)
∫
D
ρεUε · ∂tϕ dx dt
+ ε
T∫
0
ψ(t)
∫
D
∇ρε · ∇Uε · ϕ dx dt
−
T∫
0
ψ(t)
∫
D
ρεUε ⊗Uε · ∇ϕ dx dt −
T∫
0
ψ(t)
∫
D
R · ϕ dx dt
=
9∑
i=1
Ii .
Here pε = p(ρε,Mε) + δρβε = aργε + μ02 |Mε|2 + δρβε . We estimate as in [32] (pp. 366–368) each of the eight first
terms of the previous sum by C(δ)‖ψ‖W 1,1(0,T ). As for I9 we have:
I9 = −
T∫
0
ψ(t)
∫
D
μ0Mε · ∇Hε · ϕ dx dt + ζ
T∫
0
ψ(t)
∫
D
curlUε · curlϕ dx dt
− 2ζ
T∫
ψ(t)
∫
curlΩε · ϕ dx dt =
3∑
i=1
I i9.0 D
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 C‖ψ‖C[0,T ]‖ρε‖L∞(0,T ;L3/2(D))
 C‖ψ‖C[0,T ];∣∣I 29 ∣∣ ζ‖ψ‖C[0,T ]‖ curlUε‖L2(0,T ;L2(D))‖ curlϕ‖L2(0,T ;L2(D))
 C‖ψ‖C[0,T ]‖Uε‖L2(0,T ;H10(D)) ‖ρε‖L2(DT )
 C(δ)‖ψ‖C[0,T ];
and ∣∣I 39 ∣∣ 2ζ‖ψ‖C[0,T ]‖ curlΩε‖L2(0,T ;L2(D))‖ϕ‖L2(0,T ;L2(D))
 C‖ψ‖C[0,T ]‖Ωε‖L2(0,T ;H10(D))‖ρε‖L2(0,T ;L6/5(D))
 C‖ψ‖C[0,T ].
Thus |I9|  C(δ)‖ψ‖C[0,T ] and then |
∫ T
0 ψ(t)
∫
D
pερε dx dt |  C(δ)‖ψ‖W 1,1(0,T ). Using (112), (114) and the in-
equalities
∫
DT
ρε|Mε|2 dx dt  ‖ρε‖L∞(0,T ;L3/2(D))
∫ T
0 ‖Mε‖2L6(D) dt  C, we deduce that∣∣∣∣∣
T∫
0
ψ(t)
∫
D
ρβ+1ε dx dt
∣∣∣∣∣ C(δ)‖ψ‖W 1,1(0,T )
for any ψ ∈ D(0, T ). Then, taking a sequence of functions ψ = ψm ∈ W 1,1(0, T ), 0ψm  1, converging pointwise
to 1, we obtain (124). 
5.2. Passing to the limit as ε → 0
In accordance with estimates (112)–(115) and (119), there are functions ρ,U,Ω,M and H such that, for subse-
quences still indexed by ε, as ε → 0,
ρε ⇀ ρ in L∞
(
0, T ;Lβ(D)) weak-∗, (127)
Uε ⇀U and Ωε ⇀Ω weakly in L2
(
0, T ;H10(D)
)
, (128)
Mε ⇀M and Hε ⇀H in L2(0, T ;M) weak and in L∞
(
0, T ;L2(D)) weak-∗. (129)
According to (123) we can assume that
Mε → M in L2
(
0, T ;L2(D)). (130)
This, together with the relations satisfied by
∫ T
0 ‖Hε‖2 dt and
∫ T
0 ‖H‖2 dt , implies that
Hε → H in L2
(
0, T ;L2(D)). (131)
From (115), (119) and (131) we deduce that there is a function ϕ such that ϕε ⇀ ϕ in L2(0, T ;H 2(D)) weak,
in L∞(0, T ;H 1(D)) weak-∗ and in L2(0, T ;H 1(D)) strong. Then, according to (120)–(122), for subsequences still
indexed by ε, we have:
Mε ×Hε ⇀M ×H weakly in L2
(
0, T ;L3/2(D)),
Ωε ×Mε ⇀Ω ×M weakly in L2
(
0, T ;L3/2(D)),
Mε · ∇Hε ⇀M · ∇H weakly in L5/4
(
0, T ;L5/4(D)),
and H satisfies
H = ∇ϕ, divH = −divM + F, curlH = 0 in DT , H · n = 0 on ΓT . (132)
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d
dt
∫
D
ρεη dx =
∫
D
ρεUε · ∇η dx − ε
∫
D
∇ρε · ∇η dx. (133)
According to (87), (117) and the Cauchy–Schwarz inequality, the right-hand side of (133) is bounded in L2(0, T ).
Consequently, one can use Corollary 2.1 in [15] to conclude that, for a subsequence still indexed by ε,
ρε → ρ in C
([0, T ];Lβweak(D)) (134)
and, since Lβ(D) is compactly imbedded in H−1(D),
ρε → ρ in Lp
(
0, T ;H−1(D)), 1 p < ∞.
This, together with (117) and (128), implies that ρεUε converges towards ρU, weakly-∗ in L∞(0, T ;L2β/(β+1)(D))
and weakly in L2(0, T ;L6β/(β+6)(D)) and Lp1(0, T ;Lp1(D)). Similarly, using the Sobolev imbedding H1(Ω) ↪→
L
6(Ω)) and the Hölder inequality we show that the sequence (ρεUε ⊗ Uε) is bounded in L2(0, T ;L6β/(4β+3)(D))
and from the equation,
d
dt
∫
D
(ρεUε) · η dx =
∫
D
(ρεUε ⊗Uε) · ∇η dx +
∫
D
(
pε(ρε,Mε)+ δρβε
)
divη dx
−μ
∫
D
∇Uε · ∇η dx − (λ+μ)
∫
D
(divUε)(divη)dx − ε
∫
D
∇Uε · ∇ρε · η dx
+μ0
∫
D
(Mε · ∇)Hε · η dx + 2ζ
∫
D
(curlΩε) · η dx − ζ
∫
D
(curlUε) · curlη dx,
satisfied for any η ∈ (D(D))3, we deduce that
ρεUε → ρU in C
([0, T ];L2β/(β+1)weak (D)), (135)
and we conclude (noting that 2β
β+1 >
6
5 ) that
ρεUε → ρU in Lp
(
0, T ;H−1(D)), 1 p < ∞,
and then
ρεUε ⊗Uε ⇀ ρU ⊗U weakly in L2
(
0, T ;L6β/(4β+3)(D)). (136)
By virtue of (87), (113) and (118) we have:
ε∇ρε · ∇Uε ⇀ 0 weakly in Lp2
(
0, T ;Lp2(D)).
Denoting p a weak limit of p(ρε,Mε)+ δρβε in L(β+1)/β(DT ) we then obtain:
∂t (ρU)+ div(ρU ⊗U)−μU − (λ+μ)∇(divU)+ ∇p = R in D′(DT ),
with R satisfying (12).
Arguing as above, we recover the angular momentum equation:
∂t (ρΩ)+ div(ρU ⊗Ω)−μ′Ω − (λ′ +μ′)∇(divΩ) = S in D′(DT ), (137)
with S satisfying (13), and the magnetization equation:
∂tM + div(U ⊗M)− σM + 1
τ
(M − χ0H) = Ω ×M in D′(DT ). (138)
Since ρε and Uε satisfy (43) a.e. in DT and the boundary conditions (44), one can extend ρε and Uε by 0 outside
D to obtain:
∂tρε + div(ρεUε) = ε div
(
χ(D)∇ρε
)
in D′((0, T )×R3).
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ε div
(
χ(D)∇ρε
)→ 0 in L2(0, T ;H−1(R3)),
according to (134) and (135),
ρε → ρ in C
([0, T ];Lβweak(R3)),
and
ρεUε → ρU in C
([0, T ];L2β/(β+1)weak (R3)),
then the limit functions ρ and U satisfy the continuity equation:
∂tρ + div(ρU) = 0 in D′
(
(0, T )×R3). (139)
Since ρ ∈ L2(0, T ;L2(R3)), as a consequence of the DiPerna–Lions transport theory [8], ρ is a renormalized solution
of Eq. (139) in (0, T )×R3.
As for the compressible barotropic flows, we have a property of weak continuity of the effective viscous flux.
Lemma 5. Assume β > max (4, γ ). Then, for subsequences still indexed by ε,
lim
ε→0
∫
DT
ψη
(
p(ρε,Mε)+ δρβε − (λ+ 2μ)divUε
)
ρε dx dt =
∫
DT
ψη
(
p − (λ+ 2μ)divU)ρ dx dt, (140)
for any ψ ∈ D(0, T ) and η ∈ D(D), where p denotes the weak limit in L(β+1)/β(DT ) of the sequence (p(ρε,Mε) +
δρ
β
ε ).
Proof. Using the relation −Uε = curl2 Uε − ∇(divUε), we rewrite Eq. (46) in the form,
∂t (ρεUε)+ div(ρεUε ⊗Uε)− (μ+ ζ )Uε − (λ+μ− ζ )∇(divUε)+ ∇pε = R˜ε,
with R˜ε = μ0Mε · ∇Hε + 2ζ curlΩε − ε∇ρε · ∇Uε and pε = p(ρε,Mε) + δρβε . By (118), (128) and (132) we have,
for subsequences still indexed by ε,
R˜ε ⇀ R˜ weakly in L5/4
(
0, T ;L5/4(D)), (141)
with R˜ = μ0(M · ∇)H + 2ζ curlΩ . Note here that 54 >p2 = 5β−34β . We also have:
pε ⇀ p weakly in L(β+1)/β(DT ). (142)
Let z = 2β
β+1 , r = β+1β , s = 5β−34β , q = β , w = β + 1. By (135), (128), (134), (141), (142) and (124) we have, for
subsequences still indexed by ε,
ρεUε → ρU in C
([0, T ];Lzweak(D)),
Uε ⇀U weakly in L2
(
0, T ;L2(D)),
∇Uε ⇀ ∇U weakly in
(
L2
(
0, T ;L2(D)))3,
pε ⇀ p weakly in Lr(DT ),
R˜ε ⇀ R˜ weakly in Ls(DT ),
ρε ⇀ ρ in C
([0, T ];Lqweak(D)) and weakly-∗ in Lw(DT ),
ηερε ⇀ 0 weakly in L2
(
0, T ;H−1(D)), η ∈ D(D).
Moreover,
A(ηερε) → 0 strongly in L2
(
0, T ;Lz′(D)), (143)
where z′ is the conjugate exponent of z, A stands for Aj , j = 1,2,3, and the operator Aj : S(R3) → S ′(R3) is
defined by Aj (v) = −F−1[ ıξj|ξ |2 F(v)] where F is the Fourier transform and F−1 its inverse. The proof of (143) is
the same as for the compressible barotropic flows, see for instance [32], pp. 372 and 373. Thus, all assumptions of
Proposition 7.36 in [32] are satisfied and its conclusion yields the result of Lemma 5. 
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(i) Strong convergence of densities. Using the equalities p(ρε,Mε) = pe(ρε)+pm(Mε) = aργε + μ02 |Mε|2 and the
strong convergence in L1(DT ) of (pm(Mε)) towards pm(M), as a consequence of (130), relation (140) reduces to,
lim
ε→0
∫
DT
ψη
(
aργε + δρβε − (λ+ 2μ)divUε
)
ρε dx dt =
∫
DT
ψη
(
aργ + δρβ − (λ+ 2μ)divU)ρ dx dt, (144)
for any ψ ∈ D(0, T ) and η ∈ D(D), where ργ , ρβ denote the limits of (ργε ) in L
β+1
γ (D) weak and (ρβε ) in L
β+1
β (D)
weak, respectively.
Now, using the fact that ρ is a renormalized solution of the continuity equation (139) and the property (144) of
weak continuity of the effective viscous flux, one can show exactly as in [15], pp. 182–185 or [32], pp. 374–375 the
strong convergence of densities. We give here a sketch of the proof following [15], pp. 182–185.
Since ρ is a renormalized solution of the continuity equation (139) in (0, T )×R3, we have in particular:
∂t (ρ lnρ)+ div
(
(ρ lnρ)U
)+ ρ divU = 0 in D′((0, T )×R3). (145)
Since ρε is a strong solution of problem (43)–(45) we have,
∂tb(ρε)+ div
(
b(ρε)Uε
)+ (b′(ρε)ρε − b(ρε))divUε
= ε div(χ(D)∇b(ρε))− εχ(D)b′′(ρε)|∇ρε|2 in D′((0, T )×R3),
for any smooth function b such that b(0) = 0. If, in addition, b is convex we deduce that∫
DT
ψ
(
b′(ρε)ρε − b(ρε)
)
divUε dx dt 
∫
D
b(ρ0,δ) dx +
∫
DT
∂tψb(ρε) dx dt,
for any ψ ∈ C∞[0, T ], ψ  0 and such that ψ(0) = 1, ψ(T ) = 0. Taking a suitable choice of b (smooth convex
functions approximating the function z → z ln z) we obtain:∫
DT
ψρε divUε dx dt 
∫
D
ρ0,δ ln (ρ0,δ) dx +
∫
DT
∂tψρε lnρε dx dt
and passing to the limit as ε → 0 it holds,∫
DT
ψρ divU dx dt 
∫
D
ρ0,δ ln (ρ0,δ) dx +
∫
DT
∂tψρ lnρ dx dt,
from which we infer,
t∫
0
∫
D
ρ divU dx dτ 
∫
D
ρ0,δ ln (ρ0,δ) dx −
∫
D
ρ lnρ(t) dx, for any t ∈ [0, T ]. (146)
Here ρ divU , ρ lnρ denote the limits of (ρε divUε) in L2(0, T ;L2β/(2+β)(D)) weak and (ρε lnρε) in L∞(0, T ;Lp(D))
weak-∗ (1 p < β), respectively.
On the other hand, we deduce from (145) that
t∫
0
∫
D
ρ divU dx dτ =
∫
D
ρ0,δ ln (ρ0,δ) dx −
∫
D
ρ lnρ(t) dx, (147)
then subtracting (147) from (146) we get:∫
(ρ lnρ − ρ lnρ)(t) dx 
t∫ ∫
(ρ divU − ρ divU)dx dτ. (148)D 0 D
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t∫
0
∫
D
(ρ divU − ρ divU)dx dτ  1
λ+ 2μ
t∫
0
∫
D
(
a
(
ργ ρ − ργ+1)+ δ(ρβρ − ρβ+1))dx dt.
Since the right-hand side of this inequality is nonpositive, according to the increasing of the functions z → zγ and
z → zβ , the right-hand side of (148) is nonpositive, whence ρ ln (ρ) = ρ ln (ρ) in DT which implies that ρδ → ρ in
L1(DT ) and, then
ρε → ρ in Lp(DT ) for 1 p < β + 1. (149)
Consequently, the limit functions ρ,U,Ω,M and H satisfy the momentum equation,
∂t (ρU)+ div(ρU ⊗U)−μU − (λ+μ)∇(divU)+ ∇p = R in D′(DT ), (150)
with p = aργ + μ02 |M|2 + δρβ and R = μ0(M · ∇)H − ζ curl2 U + 2ζ curlΩ .(ii) Energy inequality. The energy inequality (111) follows from (90) by arguing as in Section 4.3.3, using (136),
(149) and similar convergence results for (ρεΩε ⊗ Ωε) and (ρεUε ⊗ Ωε), (130), (131) and lower semi-continuity of
norms. The proof of Proposition 4 is finished.
6. Proof of the main theorem
In this section we denote by (ρδ,Uδ,Ωδ,Mδ,Hδ) the weak solution constructed in the previous section. The
functions ρδ,Uδ,Ωδ,Mδ and Hδ satisfy the equation of continuity (139), the momentum equation (150) with pδ =
aρ
γ
δ + μ02 |Mδ|2 + δρβδ and Rδ = μ0(Mδ · ∇)Hδ − ζ curl2 Uδ + 2ζ curlΩδ , the angular momentum equation (137), the
magnetization equation (138) and the magnetostatic equations (132). Our goal now is to let δ → 0.
6.1. Estimates independent of δ
From the energy inequality (111) we deduce that
‖ρδ‖L∞(0,T ;Lγ (D))  C, (151)
‖Uδ‖L2(0,T ;H10(D)) + ‖Ωδ‖L2(0,T ;H10(D))  C, (152)
‖Mδ‖L∞(0,T ;L2(D)) + ‖Mδ‖L2(0,T ;M)  C, (153)
‖Hδ‖L∞(0,T ;L2(D))  C, (154)
and
‖√ρδUδ‖L∞(0,T ;L2(D)) + ‖
√
ρδΩδ‖L∞(0,T ;L2(D))  C.
Then, arguing as in the previous section we derive the estimates:
‖ρδUδ‖L∞(0,T ;L2γ /(γ+1)(D)) + ‖ρδUδ‖L2(0,T ;L6γ /(γ+6)(D))  C, (155)
‖Hδ‖L2(0,T ;M)  C, (156)
‖Mδ · ∇Hδ‖L1(0,T ;L3/2(D)) + ‖Mδ · ∇Hδ‖L5/4(0,T ;L5/4(D))  C, (157)
‖Ωδ ×Mδ‖L1(0,T ;L3(D)) + ‖Ωδ ×Mδ‖L2(0,T ;L3/2(D))  C, (158)
‖Mδ ×Hδ‖L1(0,T ;L3(D)) + ‖Mδ ×Hδ‖L2(0,T ;L3/2(D))  C, (159)
and show that (Mδ)and (Hδ)belong to a compact set of L2(0, T ;L2(D)).
As for barotropic flows we have an improved estimate for the density.
Lemma 6. We have: ∫
DT
ρ
γ+θ
δ dx dt + δ
∫
DT
ρ
β+θ
δ dx dt  C, θ =
2
3
γ − 1. (160)
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381. Consider the function bk , k > 0 and θ > 0, defined as
bk(s) =
{
sθ for 0 s < k,
kθ for s  k.
We have:
∂t
(
bk(ρδ)
)+ div(bk(ρδ)Uδ)+ (ρδ(bk)′+(ρδ)− bk(ρδ))divUδ = 0 in (0, T )×R3.
Denoting Sα (α > 0) the regularizing operator by convolution with respect to the time variable, we have:
∂tSα
(
bk(ρδ)
)+ divSα(bk(ρδ)Uδ)+ Sα((ρδ(bk)′+(ρδ)− bk(ρδ))divUδ)= 0 in J ×R3,
where J is an open interval, J ⊂ J ⊂ (0, T ). Consider the function ϕ(t, x) = ψ(t)φ(t, x) with ψ ∈ D(J ) and
φ(t, x) = B(Sα(bk(ρδ))− 1|D|
∫
D
Sα(bk(ρδ)) dx) where B is the Bokovskii operator defined by (125). We have:∥∥φ(t)∥∥
Lp(D)
+ ∥∥∇φ(t)∥∥
Lp(D)
 C
∥∥Sα(bk(ρδ))(t)∥∥Lp(D), t ∈ (0, T ), 1 <p < ∞,∥∥∂tφ(t)∥∥Lp(D)  C∥∥Sα((ρδ(bk)′+(ρδ)− bk(ρδ))divUδ)(t)∥∥Lp(D)
+C∥∥Sα(bk(ρδ)Uδ)(t)∥∥Lp(D), t ∈ (0, T ), 1 <p  2, (161)
with p = 3p3−p if p < 3, p arbitrary  1 if p = 3, and p = ∞ if p > 3, and p = 3p3+p if p > 32 , parbitrary > 1 if p  32 .
Taking ϕ as a test function for the linear momentum equation (150) we obtain:
T∫
0
ψ(t)
∫
D
(
p(ρδ,Mδ)+ δρβδ
)
Sα
(
bk(ρδ)
)
dx dt
= 1|D|
T∫
0
ψ(t)
∫
D
Sα
(
bk(ρδ)
)( ∫
D
(
p(ρδ,Mδ)+ δρβδ
)
dx
)
dx dt
+ (λ+μ)
T∫
0
ψ(t)
∫
D
divUδ divϕ dx dt +μ
T∫
0
ψ(t)
∫
D
∇Uδ · ∇ϕ dx dt
−
T∫
0
ψ ′(t)
∫
D
ρδUδ · ϕ dx dt −
T∫
0
ψ(t)
∫
D
ρδUδ · ∂tϕ dx dt
−
T∫
0
ψ(t)
∫
D
ρδUδ ⊗Uδ · ∇ϕ dx dt −
T∫
0
ψ(t)
∫
D
Rδ · ϕ dx dt
=
7∑
i=1
Ii .
We estimate each term Ii (1 i  7). The first sixth terms are handled as in [32], pp. 378–380. Passing to the limit,
as α → 0 and k → ∞, we get |Ii | C‖ψ‖W 1,1(0,T ), 1 i  6, provided 0 < θ  23γ − 1. As for I7 we have:
I7 = −
T∫
0
ψ(t)
∫
D
μ0Mδ · ∇Hδ · ϕ dx dt + ζ
T∫
0
ψ(t)
∫
D
curlUδ · curlϕ dx dt
− 2ζ
T∫
ψ(t)
∫
curlΩδ · ϕ dx dt =
3∑
i=1
I i7.0 D
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 C‖ψ‖C[0,T ]
∥∥ρθδ ∥∥L∞(0,T ;L3/2(D))
 C‖ψ‖C[0,T ], provided 0 < θ  2γ3 ;∣∣I 27 ∣∣ ζ‖ψ‖C[0,T ]‖ curlUε‖L2(0,T ;L2(D))‖ curlϕ‖L2(0,T ;L2(D))
 C‖ψ‖C[0,T ]‖Uδ‖L2(0,T ;H10(D))
∥∥ρθδ ∥∥L2(DT )
 C‖ψ‖C[0,T ], provided 0 < θ  γ2 ,
and ∣∣I 37 ∣∣ 2ζ‖ψ‖C[0,T ]‖ curlΩδ‖L2(0,T ;L2(D))‖ϕ‖L2(0,T ;L2(D))
 C‖ψ‖C[0,T ]‖Ωδ‖L2(0,T ;H10(D))
∥∥ρθδ ∥∥L2(0,T ;L6/5(D))
 C‖ψ‖C[0,T ], provided 0 < θ  5γ6 .
Consequently,
T∫
0
ψ(t)
∫
D
(
p(ρδ,Mδ)+ δρβδ
)
ρθδ dx dt  C‖ψ‖W 1,1(0,T )
for any ψ ∈ D(0, T ), provided 0 < θ  23γ − 1. Since,∫
DT
ρθδ pm(Mδ)dx dt =
∫
DT
ρθδ |Mδ|2 dx dt 
∥∥ρθδ ∥∥L∞(0,T ;L3/2(D))
T∫
0
‖Mδ‖2L6(D) dt  C,
we then have | ∫ T0 ψ(t) ∫D(ργ+θδ + δρβ+θδ ) dx dt | C‖ψ‖W 1,1(0,T ) for any ψ ∈ D(0, T ), provided 0 < θ  23γ − 1.
Then, taking a sequence of functions ψ = ψm ∈ W 1,1(0, T ), 0  ψm  1, converging pointwise to 1, we ob-
tain (160). 
6.2. Passing to the limit as δ → 0
In accordance with the above estimates, there are functions ρ,U,Ω,M and H such that, for subsequences still
indexed by δ, as δ → 0,
ρδ ⇀ ρ in L∞
(
0, T ;Lγ (D)) weak-∗, (162)
Uδ ⇀U and Ωδ ⇀Ω weakly in L2
(
0, T ;H10(D)
)
, (163)
Mδ ⇀M and Hδ ⇀H in L2(0, T ;M) weak and in L∞
(
0, T ;L2(D)) weak-∗. (164)
Arguing as in the previous section we have, for subsequences still indexed by δ,
Mδ → M and Hδ → H in L2
(
0, T ;L2(D)) strong,
ρδ → ρ in C
([0, T ];Lγweak(D)),
ρδUδ ⇀ ρU weakly-∗ in L∞
(
0, T ;L2γ /(γ+1)(D)),
weakly in L2
(
0, T ;L6γ /(γ+6)(D)) and in C([0, T ];L2γ /(γ+1)weak (D)),
ρδΩδ ⇀ ρΩ weakly-∗ in L∞
(
0, T ;L2γ /(γ+1)(D)),
weakly in L2
(
0, T ;L6γ /(γ+6)(D)) and in C([0, T ];L2γ /(γ+1)(D)),weak
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(
0, T ;L6γ /(4γ+3)(D)),
ρδUδ ⊗Ωδ ⇀ ρU ⊗Ω weakly in L2
(
0, T ;L6γ /(4γ+3)(D)),
ρδΩδ ⊗Ωδ ⇀ ρΩ ⊗Ω weakly in L2
(
0, T ;L6γ /(4γ+3)(D)).
We also have, for subsequences still indexed by δ,
Mδ ×Hδ ⇀M ×H weakly in L2
(
0, T ;L3/2(D)), (165)
Ωδ ×Mδ ⇀Ω ×M weakly in L2
(
0, T ;L3/2(D)), (166)
Mδ · ∇Hδ ⇀M · ∇H weakly in L5/4
(
0, T ;L5/4(D)), (167)
and H = ∇ϕ and ϕ satisfies (22), (23). Note also that δρβδ ⇀ 0 weakly in L(β+θ)/β(DT ).
As for the compressible barotropic flows, we have a property of weak continuity of the effective viscous flux.
Denote by Tk , k > 0, the cut-off functions given by Tk(z) = kT ( zk ) where T ∈ C∞(R) is chosen such that
T (z) ≡
⎧⎪⎨⎪⎩
T (z) = z for z ∈ (0,1),
T (z) concave on (0,∞),
T (z) = 2 for z 3,
T (z) = −T (−z) for z(−∞,0).
Lemma 7. We have, for subsequences still indexed by δ,
lim
δ→0
∫
DT
ψη
(
p(ρδ,Mδ)+ δρβδ − (λ+ 2μ)divUε
)
Tk(ρδ) dx dt
=
∫
DT
ψη
(
p(ρ,M)− (λ+ 2μ)divU)Tk(ρ)dx dt, (168)
for any ψ ∈ D(0, T ) and η ∈ D(D), where p(ρδ,Mδ) ⇀ p(ρ,M) weakly in L1(DT ) and Tk(ρδ) ⇀ Tk(ρ) weakly-∗
in L∞(DT ).
Proof. We follow the proof of Proposition 6.1 in [15]. Using the relation −Uδ = curl2 Uδ − ∇(divUδ), we rewrite
Eq. (150) in the form,
∂t (ρδUδ)+ div(ρδUδ ⊗Uδ)− (μ+ ζ )Uδ − (λ+μ− ζ )∇(divUδ)+ ∇pδ = R˜δ, (169)
where pδ = aργδ + μ02 |Mδ|2 + δρβδ and R˜δ = μ0(Mδ ·∇)Hδ +2ζ curlΩδ . Let Sδ denote the viscous stress tensor given
by,
Sδ = (μ+ ζ )
(∇Uδ + ∇Utδ)+ (λ− 2ζ )divUδI,
then (169) can be written in the form:
∂t (ρδUδ)+ div(ρδUδ ⊗Uδ)+ ∇pδ = divSδ + R˜δ. (170)
We take as a test function for Eq. (170) the function φ defined by:
φ(t, x) = ψ(t)η(x)A[ξ(·)Tk(ρδ)(t, ·)](t, x), ψ ∈ D(0, T ), ξ ∈ D(D),
and A is the operator introduced in the proof of Lemma 5. Using the equation,
∂tTk(ρδ)+ div
(
Tk(ρδ)Uδ
)+ (T ′k(ρδ)ρδ − Tk(ρδ))divUδ = 0 in D′(DT ), (171)
and the equalities,
divφ = ψ∇η · A[ξTk(ρδ)]+ψηξTk(ρδ),
∂xj φi = ψ∂xj ηAi
[
ξTk(ρδ)
]+ψη∂xjAi[ξTk(ρδ)]= ψ∂xj ηAi[ξTk(ρδ)]−ψηRjRi[ξTk(ρδ)],
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[
ξTk(ρδ)
]+ψηA[ξ∂t(Tk(ρδ))]
= ∂tψηA
[
ξTk(ρδ)
]+ψηA[Tk(ρδ)∇ξ ·Uδ]−ψηA[div(ξTk(ρδ)Uδ)]
−ψηA[ξ(T ′k(ρδ)ρδ − Tk(ρδ))divUδ],
we can write: ∫
R
∫
R3
ψη
(
ξpδ Tk(ρδ)− Sδ :
(∇−1∇)bigl[ξTk(ρδ)])dx dt = 8∑
j=1
I δj , (172)
with
I δ1 =
∫
R
∫
R3
ψ(Sδ∇η) · A
[
ξTk(ρδ)
]
dx dt,
I δ2 = −
∫
R
∫
R3
ψpδ∇η · A
[
ξTk(ρδ)
]
dx dt,
I δ3 = −
∫
R
∫
R3
ψηR˜δ · A
[
ξTk(ρδ)
]
dx dt,
I δ4 = −
∫
R
∫
R3
ψ
([ρδUδ ⊗Uδ]∇η) · A[ξTk(ρδ)]dx dt,
I δ5 = −
∫
R
∫
R3
ψηρδUδ · A
[
Tk(ρδ)∇ξ ·Uδ
]
dx dt,
I δ6 = −
∫
R
∫
R3
∂tψηρδUδ · A
[
ξTk(ρδ)
]
dx dt,
I δ7 =
∫
R
∫
R3
ψηρδUδ · A
[
ξ
(
T ′k(ρδ)ρδ − Tk(ρδ)
)
divUδ
]
dx dt,
I δ8 =
∫
R
∫
R3
ψUδ
(
ξTk(ρδ)
(∇−1∇)[ηρδUδ] − (∇−1∇)[ξTk(ρδ)]ηρδUδ)dx dt,
Ri is the Riesz operator defined via the Fourier transform by Ri (v) = F−1[ ıξi|ξ |F(v)] and (∇−1∇)i,j = −RiRj .
Following again the proof of Proposition 6.1, the limit functions satisfy the equality:∫
R
∫
R3
ψη
(
ξpTk(ρ)− S :
(∇−1∇)[ξTk(ρ)])dx dt = 8∑
j=1
Ij , (173)
where
I1 =
∫
R
∫
R3
ψ(S∇η) · A[ξTk(ρ)]dx dt,
I2 = −
∫
R
∫
R3
ψp∇η · A[ξTk(ρ)]dx dt,
I3 = −
∫
R
∫
R3
ψηR˜ · A[ξTk(ρ)]dx dt,
I4 = −
∫ ∫
3
ψ
([ρU ⊗U ]∇η) · A[ξTk(ρ)]dx dt,RR
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∫
R
∫
R3
ψηρU · A[Tk(ρ)∇ξ ·U]dx dt,
I6 = −
∫
R
∫
R3
∂tψηρU · A
[
ξTk(ρ)
]
dx dt,
I7 =
∫
R
∫
R3
ψηρU · A[ξ(T ′k(ρ)ρ − Tk(ρ))divU]dx dt,
I8 =
∫
R
∫
R3
ψU
(
ξTk(ρ)
(∇−1∇)[ηρU ] − (∇−1∇)[ξTk(ρ)]ηρU)dx dt;
R˜ = μ0(M · ∇)H + 2ζ curlΩ
and
S = (μ+ ζ )(∇U + ∇Ut)+ (λ− 2ζ )divUI.
We pass to the limit, as δ → 0, in each of the terms I δj , j = 3, exactly as in the proof of Proposition 6.1 in [15], and
obtain I δj → Ij .
Consider now I δ3 . Since Tk(ρδ) satisfies the renormalized Eq. (171), we have:
Tk(ρδ)⇀ Tk(ρ) in C
([0, T ];Lpweak(D)), for any p  1, (174)
and then
A[ξTk(ρδ)]→ A[ξTk(ρ)] in C(O), for any compact O ⊂ DT .
According to (163) and (167) we have:
R˜δ ⇀ R˜ in L5/4
(
0, T ;L5/4(D)),
therefore I δ3 → I3 as δ → 0 and we conclude that
lim
δ→0
∫
R
∫
R3
ψη
(
ξpδTk(ρδ)− Sδ :
(∇−1∇)[ξTk(ρδ)])dx dt
=
∫
R
∫
R3
ψη
(
ξpTk(ρ)− S :
(∇−1∇)[ξTk(ρ)])dx dt. (175)
Moreover, as in the proof of Proposition 6.1 in [15] we have:∫
R
∫
R3
ψηSδ :
(∇−1∇)[ξTk(ρδ)]dx dt
= (λ+ 2μ)
∫
R
∫
R3
ψξη(divUδ)Tk(ρδ) dx dt
+ 2(μ+ ζ )
∫
R
∫
R3
ψηTk(ρδ)
[(∇−1∇) : (Uδ ⊗ ∇η)+Uδ · ∇η]dx dt, (176)
and similarly, ∫
R
∫
R3
ψηS : (∇−1∇)[ξTk(ρ)]dx dt = (λ+ 2μ)∫
R
∫
R3
ψξη(divU)Tk(ρ)dx dt
+ 2(μ+ ζ )
∫ ∫
3
ψηTk(ρ)
[(∇−1∇) : (U ⊗ ∇η)+U · ∇η]dx dt. (177)RR
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(175)–(177) we deduce (168). Lemma 7 is established. 
Remark 2. The vortex viscosity coefficient ζ , although it is present in the viscous stress tensor, does not appear in the
property of weak continuity of the effective viscous flux (see also Lemma 5).
6.3. End of the proof of the main theorem
Recall first the concept of oscillations defect measure introduced by E. Feireisl [15], Section 6.4. The oscillations
defect measure associated with a sequence ρm ⇀ ρ weakly in L1(O), O ⊂ (0, T )×R3 and compact, is defined by:
oscp[ρm → ρ](O) ≡ sup
k1
(
lim sup
m→∞
∫
O
∣∣Tk(ρm)− Tk(ρ)∣∣p dx dt),
where Tk are the cut-off functions introduced in Section 6.2.
According to the strong convergence in L2(0, T ;L2(D)) of (Mδ) towards M , which implies pm(Mδ) → pm(M)
in L1(DT ) strong, and the equalities p(ρδ,Mδ) = pe(ρδ)+ pm(Mδ) = aργδ + μ02 |Mδ|2, relation (168) reduces to
lim
δ→0
∫
DT
ψη
(
pe(ρδ)− (λ+ 2μ)divUε
)
Tk(ρδ) dx dt =
∫
DT
ψη
(
pe(ρ)− (λ+ 2μ)divU
)
Tk(ρ)dx dt, (178)
where as above the bar denotes a weak limit. Consider now an arbitrary compact O ⊂ DT . We deduce from (178) that
lim
δ→0
∫
O
(
pe(ρδ)Tk(ρδ)− pe(ρ)Tk(ρ)
)
dx dt = (λ+ 2μ) lim
δ→0
∫
O
(
(divUδ)Tk(ρδ)− (divU)Tk(ρ)
)
dx dt. (179)
By following the proof of Proposition 6.2 in [15] we have:
lim
δ→0
∫
O
(
pe(ρδ)Tk(ρδ)− pe(ρ)Tk(ρ)
)
dx dt  a lim sup
δ→0
∫
O
∣∣Tk(ρδ)− Tk(ρ)∣∣γ+1 dx dt (180)
and
lim
δ→0
∫
O
(
(divUδ)Tk(ρδ)− (divU)Tk(ρ)
)
dx dt  C lim sup
δ→0
∥∥Tk(ρδ)− Tk(ρ)∥∥L2(O). (181)
Then we deduce from (179)–(181), together with the Hölder inequality, that
oscγ+1[ρδ → ρ](O) C
(|O|). (182)
Consequently, in accordance with Proposition 6.3 in [15], the limit function ρ is a renormalized solution of the
continuity equation (8); we have in particular,
∂tLk(ρ)+ div
(
Lk(ρ)U
)+ Tk(ρ)divU = 0 in D′((0, T )×R3), (183)
provided ρ and U were extended by 0 outside D, where Lk(ρ) = ρ
∫ ρ
1
Tk(z)
z2
dz. Since we also have,
∂tLk(ρδ)+ div
(
Lk(ρδ)Uδ
)+ Tk(ρδ)divUδ = 0 in D′((0, T )×R3),
we deduce that
∂tLk(ρ)+ div
(
Lk(ρ)U
)+ Tk(ρ)divU = 0 in D′((0, T )×R3). (184)
Now, following Section 6.6 in [15] we take the difference of (183) and (184) and use (178) and the monotonicity of
pe to derive: ∫ (
Lk(ρ)(t)−Lk(ρ)(t)
)
dx dt 
t∫ ∫ (
Tk(ρ)− Tk(ρ)
)
dx dt for all t ∈ [0, T ].D 0 D
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that ρδ → ρ in L1(DT ) which can be improved to ρδ → ρ in C([0, T ];L1(D)). Moreover, ρ  0 a.e. in DT , the
momentum equation (9), with p = aργ + μ02 |M|2 and R = μ0(M · ∇)H − ζ curl2 U + 2ζ curlΩ , and the angular
momentum equation (10) hold in D′(DT ), and the magnetization M satisfies the integral identity (21).
Arguing similarly as in Section 4.3.3 we prove (24) and we verify all the points of Definition 1. This ends the proof
of the main theorem.
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