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INDUCED SUBGRAPHS OF POWERS OF ORIENTED CYCLES
AKAKI TIKARADZE
Abstract. By using a q-analogue of the “magic” matrix introduced by H.Huang
in his elegant solution of the sensitivity conjecture, we give a direct general-
ization of his result, replacing a hypercube graph by a Cartesian power of a
directed l-cycle.
Very recently, Hao Huang gave a very beautiful and short proof of the sensi-
tivity conjecture [H]. The key ingredient of his proof was the construction of the
“magic” matrix that allows an estimate for eigenvalues of the adjacency matrix
of the hypercube graph. In this note we introduce a q-analogue of his construc-
tion, where q is a primitive l-th root of unity, l > 1. This allows us to obtain an
analogue of Huang’s theorem replacing hypercubes by powers of l-cycles.
We will fix once and for all l > 1 and an l-th primitive root of unity q. Recall
that in an associative C-algebra, if two elements q-commute: ab = qba, then
(a+ b)l = al + bl. Let x be a diagonal l-by-l matrix whose (i, i)-entry is qi. Let y
be an l-by-l permutation matrix representing a cycle: thus yi,i+1 = 1 = yn,1, 1 ≤
i < n and the rest of the entries of y are 0. It is easy to check that xy = qyx.
Also, xl = yl = Idl .
Given an m-by-m (complex) matrix A, by x(A) (respectively y(A)) we denote
an ml-by-ml matrix obtained by replacing the (i, j)-entry xij by xijA (resp. re-
placing yij by yijA). Similarly Idl(A) denotes an ml-by-ml matrix obtained by
inserting A in all diagonal entries. (These are simply the Kronecker products
x ⊗ A, y ⊗ A, Idl⊗A.) Clearly x(A)y(Idl) = qy(Idl)x(A). By A˜ we will denote
x(A) + y(Idm). Thus A˜ is an ml-by-ml matrix. Hence
(A˜)l = Idl(A
l + Idm).
Next we define inductively a sequence of matrices as follows: B1 = y, Bn =
B˜n−1, n ≥ 1. Thus we may conclude that Bln = n Idln . Hence Bn is a diagonal-
izable ln-by-ln matrix with eigenvalues in n1/l, with at least one of them having
multiplicity ≥ ln−1. Clearly all entries in Bn are either 0 or l-th roots of unity.
When l = 2, we have q = −1 and we recover the matrices constructed by Huang
[H].
Next, we will relate the above matrices with graph theory. Given a directed
graph S with m-vertices, by M(S) (the adjacency matrix of S) we denote the
m-by-m matrix whose (i, j)-th entry is the number of edges from i to j, where
i, j are vertices of S. We assume from now on that there is at most one edge from
i to j. Thus, the entries of M(S) consist of 0, 1 only.
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Let Cl denote the oriented l-cycle. Let C
n
l be the n-th Cartesian power of Cl.
Then it is easy to see that M(Cnl ) is obtained from Bn by replacing every entry
with its absolute value.
Now the proof of the following result is identical to Tao’s exposition of Huang’s
proof [T].
Theorem 0.1. Let S be a subset of vertices of Cnl of size (l − 1)ln−1 + 1. Then
either there exist a vertex in S that is joined with at least n1/l-many vertices in
S, or there exist a vertex is S such that there are n1/l-many vertices in S that
are joined to it.
Proof. We need to show that if we restrict M(Cnl ) to its |S| × |S| minor corre-
sponding to vertices in S, then it will have either row or a column containing
at least n1/l-nonzero entries. It suffices to show the analogous statement for the
matrix Bn. As remarked above, Bn has an eigenvalue λ such that λ
l = n and
the dimension of the corresponding eigenspace is at least ln−1. Now viewing Bn
as a linear operator on the C-span of vertices, we see that the eigenspace of λ
must intersect nontrivially the span of S. Hence the S × S minor of Bn, to be
denoted by BS, has an eigenvalue with the absolute value n
1/l. Hence by Schur’s
inequality, BS has either a row or a column with l
1-norm at least n1/l. Now since
all nonzero entries of BS have absolute value 1, we are done. 
For l = 2, the ‘undirected’ specialization of Theorem 0.1 is Theorem 1.1 from
[H]. While it is well-known that the lower bound
√
n is tight for the case of a
hypercube [CFGS], we do not know how far off from the optimal bound is the
lower bound n
1
l for l > 2.
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