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Abstract 
We consider the following restriction of internal contextual grammars, called local: in any 
derivation in a grammar, after applying a context, further contexts can be added only inside 
of or at most adjacent to the previous ones. We further consider a natural restriction of this 
derivation mode by requiring that no superword of the word considered as selector can be used 
as selector. We investigate the relevance of the latter type of grammars for natural language 
study. In this aim, we show that all the three basic non-context-free constructions in natural 
languages, that is, multiple agreements, crossed agreements, and duplication, can be realized 
using this type of grammars. Our main result is that these languages are parsable in polynomial 
time. The problem of semilinearity remains open. 
1. Introduction 
The contextual grammars have been introduced in [8], based on the basic phe- 
nomenon in descriptive linguistics, that of acceptance of a word by a context (or 
conversely); see [7]. Thus, the generative process in a contextual grammar is based on 
two dual linguistic operations most important in both natural and artificial languages: 
insertion of a word in a given context (pair of words) and adding a context to a given 
word. Any derivation in a contextual grammar is a finite sequence of such operations, 
starting from an initial finite set of words, simple enough to be considered as primitive 
well formed words (axioms). 
During the over 25 years since they have been introduced, many variants were 
already investigated: determinism, [ 171, parallelism, [ 181, normal forms, [2], modularity, 
[ 191, etc.; the reader is referred to the monograph [14] for details (up to 1981) or to 
[4] for a recent survey. Discussions about the motivations of contextual grammars can 
be found also in [9]. 
In [12], one considers internal contextual grammars with the following restriction: 
the words selecting the context must be maximal with respect to the subword order. 
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The power of such grammars and their relevance for natural language study have been 
further investigated in [ 10, 111. The basic idea in restricting the derivation in such a way 
was to obtain classes of contextual languages more appropriate from natural languages 
point of view. In fact, the class of languages searched for should have the following 
basic properties, which define the so-called mildly context-sensitive languages: 
_ it contains the three basic non-context-free constructions in natural languages, that 
is multiple agreements, crossed agreements, and duplication, 
- its languages are semilinear, and 
- its languages are polynomial time parsable. 
It is known that the basic variant of internal contextual grammars can generate non- 
semilinear languages. This was proved first in [l] for grammars with regular selection 
and the result was recently improved in [6] where it is proved that grammars with 
finite selection only are powerful enough to generate non-semilinear languages. 
Unfortunately, the restrictions imposed so far still allow non-semilinear languages, 
as proved recently in [ 111, and it is not known whether or not the obtained languages 
are polynomial time parsable. 
In this paper, we make an attempt towards finding a class of mildly context-sensitive 
contextual languages. We impose also the maximal&y of the selectors but, before this, 
we restrict the usual derivation in a contextual grammar in a local way, that is, in any 
derivation, after applying a context, further contexts can be added to the obtained word 
only inside of or at most adjacent to the previous ones. We prove that all the three non- 
context-free constructions in natural languages mentioned above can be realized using 
local contextual grammars with regular selection, working in the maximal mode of 
derivation. Our main result is that all languages generated by local contextual grammars 
with finite or regular selection, working or not in the maximal mode, are parsable in 
polynomial time. The problem of semilinearity of these languages remains open. 
2. Basic definitions 
A finite non-empty set C is called an alphabet. We denote by C* the free monoid 
generated by C, by I its identity, and C+ = C* - {A}. The elements of Z* are called 
words. For any word x E C*, we denote by 1x1 the length of x. The families of finite, 
regular, context-free, and context-sensitive languages are denoted by FIN, RLTG, CF, and 
CS, respectively. For further notions of formal language theory we refer to [20] or [5]. 
An (internal) contextual grammar is a construct 
C = (z,A, (Sl> CI 1,. . , C&z, G I>, 
n>l, where 
C is an alphabet, 
A C: Z* is a finite set, called the set of axioms, 
Si C C*, 1 d i d n, are the sets of selectors, 
Ci C C* x C*, Ci finite, 1 <i <n, are the sets of contexts, 
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There exists another type of contextual grammars called external but, since we work 
here only with internal ones, we will omit the word “internal” for the rest of the paper. 
The usual derivation is defined, for x, y E C*, as follows: 
x =+ y iff X=X1X2X3, y=X1UX2UX3, 
x2ES,,(u,v)ECi, for some lbi<n. 
We consider the following modification of the basic mode of derivation: if we have 
the derivation z + x such that z =zIz~z~,z~,z~, z3 E C*, z2 ES;, (u, zj) E Ci, for some 
1 <i <n, and x = zr 2.4~2 vz3, then a derivation x + y is called local with respect to the 
derivation z + x, denoted 
iff we have u = u’u”, v = v’v”, u’, u”, v’, v” E C*, x =x1 ~2x3 for x1 = zt u’, x2 = U”Z2U’, 
x3 = t“‘z3, x2 E Sj, (w, t) E Cj, for some 1 <j <n, and y =x1 WXZ~X~. (The derivation is 
called local because the new places where contexts are introduced are inside of or at 
most adjacent to the previous contexts introduced. From this definition follows also the 
term local contextual grammars.) For illustration, the picture below can be seen. 
Y: 
We further consider a natural restriction of the derivation newly defined, namely, 
using the same notations, the derivation x + y is called maximal local w.r.t. z =+ x iff 
it is local and there is no other local derivation w.r.t. z =+ x, x + y’, such that the de- 
composition used for x, say x = x~x~x~, x;ES,,verifies (xiI+I, Ix:l>lx2/, Ix~I<jx3I. 
We denote this by z + x +MIOc y. 
For u E { loc,Mloc} and x, y E C* we put x =$* y iff we have a finite sequence of 
derivations, each of them, excepting the first one, being performed in c( mode w.r.t. 
the previous one, that is 
for some k 20, and, moreover, in the case a = Mloc, also the first derivation, x + XI ., 
should be performed in a maximal way (in the above sense). 
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The language generated by a grammar G in the mode CI is 
L,(G) = {w E Z* 1 there is x EA such that x +z w}. 
If all the sets of selectors St, &, . . . ,S,, are in a family F of languages, then we say 
that the grammar G is with F selection. 
The family of languages L,(G) for G with F selection will be denoted by _Y%?~(F). 
(We will consider only the cases when F is FIN or REG.) 
3. Non-context-free constructions in natural languages 
We show in this section that all the three basic non-context-free constructions in 
natural languages, that is, multiple agreements, crossed agreements, and duplication, 
can be realized using local contextual grammars with regular selection, working in the 
maximal mode of derivation. 
Lemma 3.1 (Multiple agreements). 
Proof. Consider the following grammar 
GI = ({a, 6 c}, {abc>, ({b” I n B 11, {Cab, c>)>>. 
Any derivation in the mode Mloc in G is as follows: 
abc =S a2b2c2 ~~~~~ a3b3c3 +MIOC . . . =&Ioc a”b”c”, 
for some n 2 1, because the context (ab, c) must be applied all the time around the 
longest subword b’, i 2 1, of the current sentential form. Remark further that the deriva- 
tion above is indeed performed in the local mode. It follows that 
LM~GI > = L1 
and our lemma is proved. 0 
Lemma 3.2 (Crossed agreements). 
L2 = {anbmc”dm 1 m, n 2 1) E 8%k&ZX>. 
Proof. Take the grammar 
G2 =({a,b,c,d}, {abcd},({bmc” I m,n> I), {(a,c),@,d)))). 
For any m,n > 1, the word a”bmc”dm is derived in G2 as follows: 
abed + a2bc2d +~l,,~ a3bc3d +MIOC . . . +$.f& a”bc”d +MIOC 
+MIOC anb2cnd2 +,+flOC . . ’ =&loc a”bmc”dm. 
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It follows that 
&~/oc(Gz) = L2 
and the result is proved. 0 
Lemma 3.3 (Duplication). 
L3 = { wcw ( w E {a, b}* ) E Y&,&REG). 
Proof. Consider the grammar 
G3=({~,~,c},{c},({c~I~~~~,~~*~,~(~,~),(~,~)})). 
Any word wcw in the language L3 can be derived as below (we suppose that w = WI w2 
. ..Wlwl.WiE{a,b},lbibIWI): 
c =+ WlCWl =w(cw) =hfIoe ~1~2~~1~2=~1~2(~~I~2) =hIoc 
JM(oc ‘. ’ *M[*c W] . . . WjCWl . ..Wi=Wl...Wj(CWl...Wj)jMtoc 
+M[or Wl . Wi+lCWl . . Wj+l = WI . . . Wj+](CW1 . .Wj+l) JM& 
=hflor jMloc WlW2.. . W~,ICWIW2.. . WI,/ = WCW 
(we have put in parentheses the selector in each sentential form). 
It should be clear that the maximal selector in a sentential form 
WIW2 . ..WiCWlW2 . ..Wj. 1 <i<lwl, 
is the suffix beginning at the position where the letter c occurs and that each context, 
excepting the first one, is added adjacently to the previous one, hence the derivation 
is local. 
Consequently, 
L~/ot(G3 > = L3 
and our lemma is proved. q 
From the three lemmas above we get the following theorem: 
Theorem 3.4. The three basic non-context-free constrlcctions in natural languages cun 
he realized using local contextual grammars with regular selection, working in the 
maximal mode of derivation. 
4. Computational complexity 
We show now that all languages in the family 2VE(F) for a~{Zoc,MZoc}, FE {FZN, 
REG}, are parsable in polynomial time, that is, the computational complexity of the 
membership problem for these languages is polynomial-time. 
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We will use the following well known result (see, for instance, [ 131): 
Proposition 4.1. NSPACE(logn) C P. 
We intend to prove that Y%?~(F) G P, for a E {Zoc,MZoc}, F E {FZN,REG}. 
Lemma 4.2. For any grammar G with F selection, FE {FZN,REG}, 
G = (LA, (S, Cl 1,. . . > (St, G )), 
n 2 1, and a E {lot, Mloc}, there is an input preserving nondeterministic TM M which 
accepts L,(G) and requires O(log 1x1) space on any input x. 
Proof. We will present the proof for the case a = lot, F = REG, the other cases being 
similar. 
Let us first see more detailed how a word w in the language &,(G) is obtained. 
According to the definition, there must be a derivation 
for some x EA, such that all the time the new contexts are added inside of or adjoint 
to the places where the previous contexts were added. 
More formally, this means (and it follows directly from the definition of the local 
mode of derivation): 
(i) for each 0 <i < k - 1, xi =x;xyx,!“, with XI’ ES,, for some 1 <ji <n, 
(ii) for each 1 dibk, Xi =X~_~UiX~!~viX~!l, for some context (ui,Ui) E Cj,_,, 
(iii) for each 1 <i < k - 1, x;=x;_~u;, x~=u~x~~~v~, x~=z$‘x~~~, where ui = u,!u(‘, 
Vi =V~V~. 
Consider now the grammar G above and let us construct an input preserving non- 
deterministic TM M which accepts L&G) under the required conditions. 
Our machine will not have an output tape since it is supposed to decide only whether 
or not the input is in our language. (In fact nothing is computed; M answers only “yes” 
or “no”.) 
M will work as follows (we use the notations concerning the derivation of the word 
w above): 
(1) Start at the beginning with w on the input tape. 
(2) Check whether or not w EA. If it is, then M accepts, otherwise goes to step (3). 
(3) All the time, M tries to reconstruct backward the derivation of w. Thus, M has 
to remember all the time both the current sentential form of G, say xi, and the 
context added to it in order to obtain the next one, xi+l. 
As M is input preserving, so it is not allowed to alter the input, it will remember 
eight indices, ~1, ~2, rl, rz,sl, ~2, tl, t2: there are two words for each context and 
each of them is split into two subwords; see (i)-(iii). 
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(4) Suppose that the decomposition of w is w = ~1~2.. . WI,I, WI, ~2,. . , WI,I E C. 
Then, at the beginning, A4 guesses the four numbers p1 =p2, r] =r2, SI =SZ, tl = t2 
such that 
uk=ws,ws,+l . ..Wt.-I, 
WqW,+l ... ws,-l ESjk, (uk,uk)Ecjk. 
(Remember that the context (t&, vk) was the last one added in the derivation of 
W; see (ii) above.) 
(5) lf there are no numbers pl,rl,sl,tl such that (wP, . ..w.._I,w,, . ..w.,_,)E C’,, 
w,, . w,~, _I E S‘, for some 1 < j d n, then M rejects. 
(6) Suppose that, at some stage, A4 knows the eight indices ~1, ~2, rl, r2,s1 ,s2, t], t2 
with the properties mentioned at step (3). Knowing these indices, A4 can determine 
exactly the derivation of xi+1 from xi because 
II I, 11 I I, 11, 
xi+1 =xi~f+luj+lxi vi+l~;+lXi > 
+w, . ..w.,-1, ’ I %+I =wp, . ..&-I. ‘i+l = ws, . . ws- I > 
I, 
zf(L] = w,, . 
I, 
x, = wrz . . . WS,-I, wyl, V r-l = w, ...w+-l, 
x:“=wz+l . ..Wl.l, 
(see also (i)-(iii)). For more clarity, see the picture below. 
Pl P2 
(7) kt guesses the numbers p, r, s, t such that the ends of the components of the 
context added in order to obtain the current sentential form of G, that is, x,, was 
added in these positions. Because the derivation is supposed to be performed in 
local mode, there should exist numbers p,r,s, t such that 
p G Pl, r2<r<s<s2, t2 d t. 
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For instance, in our case M could guess p, r, s, t such that 
u(=wp...wp,-_l, I, Ui =wrz . ..w._i, 
v(=w,...w,,_,, I, vi =wt*...wt-1. 
(8) If there are no numbers p, r,s, t as above, then M rejects. 
(9) Suppose that M has found the numbers p, r,s, t with the respective properties. 
Then the new current indices remembered by M will be 
(where the replacements are made simultaneously). 
Notice that the local mode of derivation plays an essential role at this point be- 
cause A4 may remember only a set of eight numbers. If the derivation were of the 
usual type, then A4 should remember two pairs of numbers for each context added 
at each step and the space needed for this would not be any more logarithmic, as 
it is easy to see. 
(10) If z E A, then A4 accepts, otherwise it continues backward to reconstruct the deriva- 
tion of w by guessing another context added. (So, M continues the work from 
step (7)) 
Some remarks are in order: 
- M never changes its input, so it is input preserving. 
- If the input w belongs to the language L/,,(G), then there must be some derivations 
in the local mode for w in G. Consequently, if the respective numbers are not 
found in steps (4) or (7), this means that there is no backward continuation hence 
A4 rejects correctly in steps (5) or (8), respectively. 
- If the input w is an axiom, then it belongs to the language generated and M accepts 
correctly in step (2). 
- If the word z is found as being an axiom, then, obviously, the tested word belongs 
to our language and M accepts correctly in step (10). 
It is easy to see how much space M requires on the input w: it needs to store all 
the time the eight numbers ~1, ~2, rl, r2,sl ,SZ, tl, t2 and in step (6) to use the numbers 
p, r, s, t. As each of these twelve numbers is smaller that the length of the input, that 
is, ]wI, it follows that each of them can be written in binary using at most [log, /WI] + 1 
memory cells. All the other operations performed by A4 (comparisons between indices 
or verifications of the membership for the selectors and contexts - the sets of contexts 
are finite and the sets of selectors are regular) require only a finite amount of space. 
It follows that A4 operates in space 0( 12 log 1x1) = cO(log 1x1) as claimed. 17 
Directly from Lemma 4.2 follows the next result. 
Corollary 4.3. F&‘u(F) c NSPACE(log n), for a E {lot, Mloc}, F E {FIN, REG}. 
From Corollary 4.3 and Proposition 4.1 we get the main result of this section. 
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Theorem 4.4. Y%‘&F) C P, for a E {lot, Mloc}, F E {FIN, REG}. 
5. Generative power 
We are not concerned very much with the generative power of our devices because 
the main aim of this paper is not to investigate this but to show their relevance and 
suitability for natural languages. 
Anyway, we prove that all families introduced above are strictly contained in the 
family of context-sensitive languages, the family of languages generated by grammars 
with regular choice contains non-context-free languages, and any regular language is 
the image by a weak coding (that is, a morphism which maps each letter into another 
or into 2) of a language in the family .Z%M,, (REG). However, it remains an open 
problem whether or not the family REG is included in any of the families 2%?x(F), 
LX E {lot, Mloc}, F E {FIN, REG}. 
Theorem 5.1. 9’Wz(F) C C’S, for any CY E {lot, Mloc}, F E {FIN, REG}. 
Proof. The inclusion follows by Corollary 4.3 since 
LB&(F) C NSPACE(log n) C NSPACE(n) = CS 
for any z E {lot, Mjoc}, F E {FIN, REG}. Hence, it remains to prove its strictness. 
Consider the context-sensitive language 
L={a2”ln3 1). 
It is clear that all one-letter languages in the families _Y%&(F) are semilinear; this is 
due to the fact that in a derivation in a contextual grammar all sentential forms belong 
to the language generated. As L is not semilinear, it follows that L E CS - PWx(F), 
for any x E {Zoc, Mloc}, F E {FIN, REG}, and we are done. Cl 
Theorem 5.2. _Y?&( REG) - CF # 8, for CI E {lot, Mloc}. 
Proof. In what concerns the case c( = Mloc, all the three languages in Lemmas 3. l- 
3.3 are not context-free. For the other case, consider the grammar in the proof of 
Lemma 3.1 
G =({~,b,c},{~bc},({b”l~ 2 l),{(ab,c)))). 
As it is easy to see, if we intersect the language generated by G1 in the local mode 
with the regular language a+b+c+ we get 
L,,,(G, ) n a+b+c+ = {a”b”c”l n 3 l}. 
Indeed, by intersecting with a+bfci, we keep only those words from &,(Gt ) for 
which the local derivation is also maximal. Now, the equality follows from the proof 
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of Lemma 3.1. As the right-hand member is a non-context-free language and the family 
CF is closed under intersection with regular sets, the result follows. q 
Theorem 5.3. Any regular language is the image by a weak coding of a language in 
the family 5P2?~loe(REG). 
Proof. Suppose that L E REG and consider a regular grammar 
which generates L. We construct the following contextual grammar 
G2 =(J?v u C-2 {S),&, Cxhxv,), 
where, for each nonterminal symbol X E V,, we put 
SX = QXq, 
CX = {(a, y) IX ~aYEP,YEV~,aEV~}U{(a,1)~X--,aEP,aEV~}. 
Consider also the weak coding 
cp : v, u v, + v, u {A}, 
q(X) = A, for any X E V,, 
q(a) = a, for any a E VT. 
We claim that 
L = @xmc(G2)). 
Suppose that W=al&...akEL, k>O, al,. . . , ak E VT. Then there must be a derivation 
in G1 yielding w 
S 2 alX1 2 ala2X2 2 .. . % alal... a&lXk_l % ala2. ..ak. 
The productions used are S -+ alX, Xi -+ ai+lXi+l, 1 <idk-&Xk+ak, and we can 
perform in G2 
S % alSX1 =al(SX*) 2~1~~ alapSXiX2 
= ala2(SXlX2) %~loc . . ’ $,floc ala2.. . ak_lsxl& . . .&_l 
=ala2... ak-l(Sxl& . .xk-1) %4loe alaz... akSXlX2 . . ..&_ 1. 
Now, obviously, 
cp(ala2 . ..akSxlX2...Xk_l)=~la2 . ..ak. 
The other inclusion can be proved in a similar way and the proof is completed. q 
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Further research concerning the generative power of these grammars could be done. 
We mention only a few problems left open here: 
1. What is the relation between the families YCe,(FIN), a E {lot, Mloc}, and CF’? 
2. Is the family REG included in any of the families _5?&(F), ME {lot, Mloc}, 
FE {FIN, REG)? 
3. What about some homomorphic representations of recursively enumerable lan- 
guages by local contextual languages, as the one in [3]? 
6. Final remarks 
We have tried to define a class of mildly context-sensitive contextual languages. 
We have imposed the following two restrictions on the basic model of internal con- 
textual grammars: firstly, in any derivation, after applying a context, further contexts 
can be added only inside of or at most adjacent to the previous one and, secondly, the 
word selecting the context must be maximal with respect to the subword order. 
We have proved that all the three basic non-context-free constructions in natural 
languages, multiple agreements, crossed agreements, and duplication, can be realized 
using this type of grammars. We have proved also that all languages considered are 
parsable in polynomial time. 
The main open problem is that of semilinearity of the languages in our most im- 
portant family, that of languages generated by local contextual grammars with regular 
choice, working in the maximal mode of derivation. We believe that the answer is 
affirmative. This conjecture is supported by the observation that the usual techniques 
used so far for finding non-semilinear contextual languages (see [ 1,6, 111) do not work 
here. 
If it turns out that the languages mentioned are semilinear, then the first class of 
mildly context-sensitive contextual languages has been found. Otherwise, one has to 
look for different types of contextual grammars or to impose further restrictions on the 
ones investigated here. We hope to return on this topic later. 
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