We study the almost sure (strong) stability of weighted sums of NA random variables and obtain some new results which extend earlier results of Matula (1992), Chow and Teicher (1971) , Jamison et al. (1965), and Petrov (1975) .
Introduction and preliminaries
We start with definitions. Let (Ω,Ᏺ,P) be a probability space. The random variables we deal with are all defined on (Ω,Ᏺ,P). A random variable sequence {Y n ,n ≥ 1} is said to be strongly stable if there exist two constant sequences {b n } and {d n } with 0 < b n ↑ ∞ such that (1.1) the literature. We refer to Joag-Dev and Proschab [5] for fundamental properties, Newmann [8] for the central limit theorem, Matula [7] for the three-series theorem, Shao and Su [11] for the law of the iterated logarithm, Shao [10] for moment inequalities, Liu et al. [6] for the Hàjek-Rènyi inequality, and Barbour et al. [1] for Poison approximation.
The main purpose of this paper is to study the strong stability of weighted sums of NA random variables and try to obtain some new results which extend the corresponding results of Matula [7] , Chow and Teicher [2] , Jamison et al. [4] , and Petrov [9] . For this goal, we need some lemmas. The following lemma is a simple extension of [7, Theorem 3] . Note that {X n /b n ,n ≥ 1} is a sequence of NA random variables by [5, property P 6 ]. By using [7, Theorem 3] , we can immediately obtain Lemma 1.1.
For a random variable X, write [7, Theorem 4] 
Proof. By the integral equality 5) it follows that
(1.6) Lemma 1.4. Let {a n ,n ≥1} and {b n ,n ≥ 1} be two sequences of positive numbers with c n = b n /a n and b n ↑ ∞. Let {X n ,n ≥ 1} be a sequence of mean zero variables with {X n } < X, where X is a nonnegative random variable. Define
(1.7)
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Proof. Obviously (1 )⇒(1) and (2 )⇒(2). It suffices to show that under conditions (1) and (2) we have (1.7):
(1 
(1.10)
Proof. Clearly c n = n, n ≥ 1. The first part of proof is like in Lemma 1.4. We only give the last part of proof:
(1.12)
This shows that n
978 Strong stability of weighted sums of NA random variables Throughout this paper, the symbol c stands for a generic positive constant which may differ from one place to another.
Strong stability
Theorem 2.1. Let {X n ,n ≥ 1} be a sequence of NA random variables and {g n (x),n ≥ 1} a sequence of even functions, positive and nondecreasing in the interval x > 0. If one of the following conditions is satisfied for every n ≥ 1:
(
the series ∞ n=1 X n /b n converges almost surely, and therefore
We will suppose that the function g n (x) satisfies condition (1), then, in the interval |x| ≤ b n , we have
If, however, n is such that (2) is satisfied, then, in the same interval, we have
If condition (2) is satisfied, then
Consequently, we have
Thus (2.2), (2.3), (2.6), and Lemma 1.2 imply the convergence of 
Let {a n ,n ≥ 1} and {b n ,n ≥ 1} be two sequences of positive numbers with c n = b n /a n and b n ↑ ∞. Let {X n ,n ≥ 1} be a sequence of NA random variables which is stochastically dominated by a nonnegative random variable
If the following conditions are satisfied:
By Borel-Cantelli lemma for any sequence {d n } ⊂ R, the sequences {b n S n − d n } converge on the same set and to the same limit. We will show that b
is a sequence of NA mean zero random variables by 980 Strong stability of weighted sums of NA random variables [5, property P 6 ]. It follows from c r -inequality and Lemma 1.3 that
(2.10)
The last inequality follows from the fact that 
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Proof. (1) Take a n = 1, b n = n, n ≥ 1, p > 1, in Theorem 2.3, then c n = n, N(x) = Card{n : c n ≤ x} ≤ x, x ≥ 0. It is easy to show that conditions (1) and (2) (
(2.12)
Proof. 
(2.14)
(2.16) By Corollary 2.2, we have b
The proof is complete. Afterwards let α(x) : R + → R + be a positive, nonincreasing function with a n = α(n), 
(2.20)
i ,i ≥ 1} is a sequence of NA random variables by [5, property P 6 ] . For
From (2.20) and (2.21), it follows that, for m ≥ m 0 ,
On the other hand, by (2.23), we have
(2.26)
i , n ≥ 1. By Borel-Cantelli Lemma, we know that the theorem holds true.
If {X n ,n ≥ 1} is not identically distributed, we have the following result.
Theorem 2.9. Let {X n ,n ≥ 1} be a sequence of NA random variables (not necessarily identically distributed).
Proof. Using the same notations and similar method of Theorem 2.8, we can easily get
(2.27) By Borel-Cantelli lemma for any sequence {d n } ⊂ R, the sequences {b
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As a multidisciplinary field, financial engineering is becoming increasingly important in today's economic and financial world, especially in areas such as portfolio management, asset valuation and prediction, fraud detection, and credit risk management. For example, in a credit risk context, the recently approved Basel II guidelines advise financial institutions to build comprehensible credit risk models in order to optimize their capital allocation policy. Computational methods are being intensively studied and applied to improve the quality of the financial decisions that need to be made. Until now, computational methods and models are central to the analysis of economic and financial decisions. However, more and more researchers have found that the financial environment is not ruled by mathematical distributions or statistical models. In such situations, some attempts have also been made to develop financial engineering models using intelligent computing approaches. For example, an artificial neural network (ANN) is a nonparametric estimation technique which does not make any distributional assumptions regarding the underlying asset. Instead, ANN approach develops a model using sets of unknown parameters and lets the optimization routine seek the best fitting parameters to obtain the desired results. The main aim of this special issue is not to merely illustrate the superior performance of a new intelligent computational method, but also to demonstrate how it can be used effectively in a financial engineering environment to improve and facilitate financial decision making. In this sense, the submissions should especially address how the results of estimated computational models (e.g., ANN, support vector machines, evolutionary algorithm, and fuzzy models) can be used to develop intelligent, easy-to-use, and/or comprehensible computational systems (e.g., decision support systems, agent-based system, and web-based systems)
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