Abstract.-Scientists building the Tree of Life face an overwhelming challenge to categorize phenotypes (e.g., anatomy, physiology) from millions of living and fossil species. This biodiversity challenge far outstrips the capacities of trained scientific experts. Here we explore whether crowdsourcing can be used to collect matrix data on a large scale with the participation of nonexpert students, or "citizen scientists." Crowdsourcing, or data collection by nonexperts, frequently via the internet, has enabled scientists to tackle some large-scale data collection challenges too massive for individuals or scientific teams alone. The quality of work by nonexpert crowds is, however, often questioned and little data have been collected on how such crowds perform on complex tasks such as phylogenetic character coding. We studied a crowd of over 600 nonexperts and found that they could use images to identify anatomical similarity (hypotheses of homology) with an average accuracy of 82% compared with scores provided by experts in the field. This performance pattern held across the Tree of Life, from protists to vertebrates. We introduce a procedure that predicts the difficulty of each character and that can be used to assign harder characters to experts and easier characters to a nonexpert crowd for scoring. We test this procedure in a controlled experiment comparing crowd scores to those of experts and show that crowds can produce matrices with over 90% of cells scored correctly while reducing the number of cells to be scored by experts by 50%. Preparation time, including image collection and processing, for a crowdsourcing experiment is significant, and does not currently save time of scientific experts overall. However, if innovations in automation or robotics can reduce such effort, then large-scale implementation of our method could greatly increase the collective scientific knowledge of species phenotypes for phylogenetic tree building. For the field of crowdsourcing, we provide a rare study with ground truth, or an experimental control that many studies lack, and contribute new methods on how to coordinate the work of experts and nonexperts. We show that there are important instances in which crowd consensus is not a good proxy for correctness.
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Abstract.-Scientists building the Tree of Life face an overwhelming challenge to categorize phenotypes (e.g., anatomy, physiology) from millions of living and fossil species. This biodiversity challenge far outstrips the capacities of trained scientific experts. Here we explore whether crowdsourcing can be used to collect matrix data on a large scale with the participation of nonexpert students, or "citizen scientists." Crowdsourcing, or data collection by nonexperts, frequently via the internet, has enabled scientists to tackle some large-scale data collection challenges too massive for individuals or scientific teams alone. The quality of work by nonexpert crowds is, however, often questioned and little data have been collected on how such crowds perform on complex tasks such as phylogenetic character coding. We studied a crowd of over 600 nonexperts and found that they could use images to identify anatomical similarity (hypotheses of homology) with an average accuracy of 82% compared with scores provided by experts in the field. This performance pattern held across the Tree of Life, from protists to vertebrates. We introduce a procedure that predicts the difficulty of each character and that can be used to assign harder characters to experts and easier characters to a nonexpert crowd for scoring. We test this procedure in a controlled experiment comparing crowd scores to those of experts and show that crowds can produce matrices with over 90% of cells scored correctly while reducing the number of cells to be scored by experts by 50%. Preparation time, including image collection and processing, for a crowdsourcing experiment is significant, and does not currently save time of scientific experts overall. However, if innovations in automation or robotics can reduce such effort, then large-scale implementation of our method could greatly increase the collective scientific knowledge of species phenotypes for phylogenetic tree building. For the field of crowdsourcing, we provide a rare study with ground truth, or an experimental control that many studies lack, and contribute new methods on how to coordinate the work of experts and nonexperts. We show that there are important instances in which crowd consensus is not a good proxy for correctness. [Citizen science; crowdsourcing; MorphoBank; morphology; phenomics; phylogenetics.] The collection and analysis of phenomic (e.g., anatomical, behavioral, ultrastructural) data are critical to building the Tree of Life. Such observations capture important heritable features that complement the information provided by molecular sequences to inform tree building (e.g., Nixon and Carpenter 1996; Kluge 1998) . Phenomic data are also our only means of directly incorporating the thousands of known fossil species into phylogeny reconstruction, and these data are fundamental to the interpretation of anatomical change in a phylogenetic context. Nonetheless, the collection of phenomic data, which requires making judgments about structural or morphological similarity, remains very time consuming for scientific experts compared with the increasingly automated collection of molecular sequences. Recent efforts to collect phenomic data on a very large scale (O'Leary et al. 2013) required almost unsustainably high levels of handson data collection by a large team of practicing scientific experts. Such efforts are very difficult to scale up, and for some taxonomic groups experts are not numerous enough to form large teams for this approach. Here, we test the efficacy of crowdsourcing to record discrete observations on phenotypes that underlie hypothesis testing for phylogenetic tree building. These observations consist of scoring characters-anatomical observations or homologies that exist in at least two states, for example, eyes: blue versus green. In practice, 50 SYSTEMATIC BIOLOGY VOL. 67 such characters are assembled into matrices whose rows are taxa and whose columns are characters. Each cell records the state of one character in one species (or other taxon). Completed matrices are processed by algorithms, with or without molecular sequence data, to generate phylogenetic trees.
Here we examine whether crowdsourcing could be used in the collection of morphological data for phylogenetics. Crowdsourcing has emerged as a valuable tool for scientists tackling large-scale challenges in many STEM fields (Cooper et al. 2010; Cranshaw and Kittur 2011; Eiben et al. 2012; Levatti et al. 2014; Banfield et al. 2015) . However, the scientific validity of work done by nonexpert crowds, so-called "citizen science," is often questioned in part because the work has not been tested against control data collection done by experts (Bonney et al. 2014) . Moreover, many of the anatomical similarity judgments required for scoring phenotypes are much more difficult than typical crowdsourcing tasks allocated to nonexperts such as reading house numbers from images (Ipeirotis 2010) , making it unclear how crowds would perform in phylogenetic data collection. It is also often assumed in crowdsourcing research that the majority vote of a crowd constitutes the correct answer (Law and von Ahn 2011) ; however, this assumption has not been widely tested against expert work. With these challenges in mind, we develop here a procedure that predicts the difficulty of each character in a matrix, and assigns harder characters to experts, and easier characters to nonexpert crowds for scoring. We test this procedure in a controlled experiment on six expert-prepared matrices against which we compare crowd performance.
METHODS

Materials and Participants
Digital media (2D photographs and drawings; Table 1 ) from species in different clades were collected by teams of scientific experts on six clades: Chiroptera (bats), Thalassiosirales (diatoms), Actinaria (sea anemones), Liliales (lilies), Penaeoidea (marine shrimp), and Ictaluridae (catfishes). The specimens used for the research are housed in a variety of museum collections and herbaria also listed in Table 1 . For sea anemones and diatoms, images were drawn from preexisting largescale digital microscopy data collection efforts; other image sets were generated de novo and all data are available on MorphoBank (Project numbers listed in Table 1 ). The nonexpert crowd participants for this experiment were 652 undergraduate biology students at The Ohio State University. These students received class credit for their participation in this experiment (Institutional Review Board [IRB] approval noted in Acknowledgments).
Methods-Matrix Preparation and New Software
Images described above were loaded into matrices in six separate "Projects" in the public web application and database MorphoBank (O'Leary and Kaufman 2007a, 2007b) . Each media item loaded to MorphoBank was labeled with a "View" (anatomical orientation) specified by the experts. The six teams of scientific experts then assembled the characters, character states and taxa to make phenomic matrices in MorphoBank. Each of these matrices consisted of a set of characters typical of phenomic matrices for phylogenetic treebuilding research projects, or were actually parts of new phylogenetic research projects themselves in the case of catfishes (Arce-H. et al. 2016 ) and marine shrimp (Robalino et al. 2016) . The experts articulated characters and character states, and specified relationships among characters according to the MorphoBank ontology tool (i.e., an example MorphoBank ontology "rule" Kaufman 2007a, 2007b ] is as follows, that character B should be scored inapplicable if character A is scored as absent). To make the information more accessible to nonexperts, experts also entered plain language 51 FIGURE 1. Software and workflow for crowdsourcing. Scientific experts set up a matrix in MorphoBank (a web application/database for experts) with characters, species names, and images of those species. They illustrate and label alternative character states as exemplars. The example is a phenotypic character called the "cervical sulcus," a groove on the carapace of a shrimp that may be present or absent. An API (Application Programming Interface) transfers the data-in real time-from the scientific application, MorphoBank, to the educational application, The Evolution Project. Nonexperts logged in to The Evolution Project see two or more training examples (bottom) and choose which state fits the new species above best. The selection of "present" (above) returns this choice, via APIs, to MorphoBank where experts can analyze the scoring and potentially incorporate it into matrix construction for tree building.
descriptions of some characters and character states that replaced anatomical jargon with widely used vocabularies describing such variables as shape or relative size so that the descriptions could be readily understood by nonspecialists.
Experts then illustrated and labeled each character state using the media they had loaded to MorphoBank above ( Fig. 1) and associated different exemplar images with each alternative character state. They used a label to indicate where the character could be found on the exemplar character state image (but not in the cells to be scored). Efforts were made to choose the same View for alternate character states and to use images from the same side in bilaterally symmetrical species. Media were then placed within all cells in matrix rows for the study sample.
MorphoBank presents a spreadsheet style matrix organized in columns of characters (anatomical or behavioral features or traits) and rows of taxa, with each score placed in a cell (Fig. 1) . The types of characters making up these matrices (e.g., presence/absence; binary/multistate; qualitative/quantitative) were also tallied by the experts, so that the relationship between character type and correct or incorrect score could be studied (Supplementary Appendix S1 available on Dryad at http://dx.doi.org/10.5061/dryad.766cp.2). The experts also documented their qualitative assessment of the overall level of difficulty of each 52 SYSTEMATIC BIOLOGY VOL. 67 character (Supplementary Appendix S1 available on Dryad).
The experts then scored all of the matrix cells, in other words, entered their judgments as to the character state of a given species for a particular character. This resulted in six fully scored and illustrated matrices with approximately 100 cells each (Supplementary Appendix S1 available on Dryad; six MorphoBank projects listed in Table 1 ) that became the experimental control. To ensure quality control across matrices, the experts and their colleagues scored each other's matrices three times prior to sending the matrices to the crowd of nonexperts. This step improved the clarity and consistency of presentation of each matrix.
We built a second web application, The Evolution Project (www.theevolutionproject.org), to present nonexperts with a streamlined version of the same choices experts make to score cells, but presenting one cell at a time rather than an entire matrix. The graphical user interface of The Evolution Project was designed expressly to simplify the presentation of phylogenetic data to the nonexperts. Instead of "characters" and "states," The Evolution Project presents the user with a series of "Tasks" to choose from. Each Task represents a character in the matrix (Fig. 1 , e.g., "Carapace: Cervical sulcus" in the shrimp data set). The user navigates through the tasks in a slideshow format, scoring one cell at a time from the matrix. To complete a Task, the user must score all species in the matrix for the character. This approach, scoring by character, is preferable to scoring by taxon (i.e., moving a user through all the characters for a single species) because it enables the user to learn anatomical similarity as he or she gains familiarity with the character. The nonexpert repeatedly scores the same character and refines his or her ideas about the alternative character states as he or she works. Taxa scored earlier can be freely revisited during the data collection process. An application programming interface (API) was built to permit communication and data exchange between the scientific site, MorphoBank and the nonexpert site, The Evolution Project (Fig. 1) .
In a Task within The Evolution Project, the user sees one large image of a new species to be scored ( Fig. 1 ; "scoring image"). He or she compares this to images or illustrations of two or more character states below it. The user is asked to match the scoring image of the new species they are scoring, to one of the alternative character state images that act as exemplars. The first cell in each Task is a training image for the nonexpert. To advance to the second cell, the user must select the correct answer for the training image, even if this requires multiple tries. After solving the training image, the nonexpert may skip a cell, go back to a previous cell, change answers, and send questions and comments to experts. Questions and comments are not answered by the experts but serve as feedback in the experiment. All media can be enlarged by the viewer for closer examination. As noted above, in the side bar of The Evolution Project (Fig. 1) , a plain language description of the character is displayed (Supplementary Appendix S2 available on Dryad), as is a picture of the organism as a whole (for the interest of the nonexpert). Summary progress bars show the user how far along he or she is in scoring all the cells in the selected Task. The MorphoBank "rules," noted above, serve to prevent nonsense choices from being presented to the crowd, for example, such as asking the crowd to choose the color of a structure if that structure is absent.
The nonexpert crowd participants were 652 undergraduate biology students at The Ohio State University. They were asked to score approximately 100 cells as part of a class assignment. The experiment was performed in three separate chronological events in 2015, supervised by author M.D. The students were given approximately one week during which they could work on the assignment via the Web at any time. In real time, via APIs, scores from the crowd were exported from The Evolution Project back to MorphoBank where the scores could be viewed by the experts on a per cell basis, or as summary statistics, along with comments from the participants. Within MorphoBank, for each of the six matrices, we pooled student scores for evaluation.
Methods-Statistical Analysis
From MorphoBank, the student responses on a percell basis were exported in .csv format for comparison to the experts' scores (the control). We then conducted statistical analyses using the R statistical package, version 3.2. 3 (2015) to examine the quality of the performance of the crowd. In this procedure, we discarded cells employed during training of the crowd (one cell per character, described above as requiring the worker to pick the correct answer to advance) and cells with fewer than 80 scores to ensure a large crowd sample size. For each remaining cell, we then determined which character state received the largest number of "votes" from the crowd of nonexperts. We call this number the "crowd score" for the cell. Our standard for a correct crowd score was that it matched the score previously chosen by the expert. We know of no study explicitly assessing the error rate of experts themselves assembling matrices of phenomic data. A related issue, the impact of the addition of random states to matrices, has been studied (Wenzel and Siddall 1999) . Wenzel and Siddall (1999) found that even replacing as much as 20% of cells with random states resulted in remarkable stability of estimated clades.
As we report below, the crowd was far from perfect in its scoring. Because our goal is to identify a method for achieving 90% correct scores in the final matrices, we developed methods for combining expert and nonexpert work. Our approach was to develop a regression model for predicting the difficulty of each character and then apply this model to assign harder characters to the experts and easier characters to the crowd. To this end, we defined the difficulty of a character in terms of a "crowd confidence score" as follows. Let N be the total number of votes provided by the crowd for a given cell and let W be the number of votes received by the "winning" character state-the state that received the largest number of votes. The probability that a randomly chosen member of the crowd would vote for the winner would be p = W/N. We compute a 95% twosided confidence interval on the true value of p using the Clopper-Pearson method (Clopper and Pearson 1934) . Let p.lower be the lower bound of the confidence interval. We employ p.lower as our measure of crowd confidence. This value will be small if W/N is small (i.e., the "margin of victory" for the winner is small). The value will also be small if N is small (i.e., only a small number of crowd members scored the cell). Hence, p.lower captures both of these causes of low confidence. The crowd confidence score gives us a measure of the difficulty of each cell. To quantify the difficulty of a character, we employ the minimum of the crowd confidence score for all cells involving that character. We then fit a linear regression model to predict the character difficulty in terms of the following independent variables: (a) the number of character states; (b) the length (in "characters" sensu word processing, not phylogenetics) of the written description of the character; and (c) the expert-estimated difficulty of the character (Table 2 and Supplementary Appendix S1 available on Dryad where variables are listed separately for each matrix). We then developed and tuned a procedure for selecting which characters to assign to experts for scoring and which characters to assign to the crowd. The procedure employs two parameters. The first parameter, Expert Fraction, is the fraction of characters that will be assigned to the experts. The cells corresponding to these characters are referred to as the "expert cells" and the remaining cells are referred to as the "crowd cells".
The second parameter, User Evaluation Confidence, is applied to decide which users' scores to consider when scoring a cell. We compare each user's scores to the experts' scores on the expert cells. From this, we compute the lower bound of a 95% confidence interval on the fraction of the user's scores that match the expert's. If this confidence value exceeds the User Evaluation Confidence parameter, then that user is permitted to vote on the crowd cells and contribute to the data to be retained.
To select values for these two parameters, we needed to use one of the matrices. We chose the diatom matrix, because it did not exhibit any extremes in terms of number of cells, number of characters, or number of taxa, and therefore it could be considered a good representative of the six matrices. Using this matrix, we tested four values of the Expert Fraction (0.25, 0.35, 0.50, 0.625) and 12 values of the User Evaluation Confidence (0.00, 0. 05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50, and 0.55) and measured the resulting accuracy of the final scored matrix. To apply the Expert Fraction parameter to the six matrices, we developed a separate regression model for each matrix that predicts the difficulty of each character by fitting the same linear regression model described above (and shown in Table 2 ) to the observed difficulties of all characters in the remaining matrices. This "leave-one-matrix-out" method ensures that the predictions are unbiased.
The final scoring procedure for a matrix can be summarized as follows:
1. Apply the leave-one-matrix-out regression model to predict the rank order of the difficulty of the characters.
2. Assign the Expert Fraction of these characters to form the Expert Set. In the final scored matrix, use the expert-assigned character states for all cells associated with these characters (the expert cells).
3. For each member of the crowd, compute their User Evaluation Confidence score based on the expert cells. If the crowd member's User Evaluation Confidence is below the User Evaluation Confidence parameter, then discard that user's scores.
4. Tally the scores of the remaining users for each of the crowd cells to determine the crowd score for those cells. Use the crowd scores of these cells in the final scored matrix.
For a researcher to apply this procedure to score a new matrix, the only change would be to replace the "leave-one-matrix-out" regression model with the linear regression model fitted to the character 
RESULTS
Figures 2 and 3 show the number of cells that were scored by each nonexpert member of the crowd in our experiment (see also Supplementary Appendices S2-S19 available on Dryad). Figure 2 shows the number of scores per cell across all six matrices (data and analyses in Supplementary Appendices S3-S19 available on Dryad). On average, we collected 105.4 independent scores per cell with a minimum of 80 scores for each cell; each of these represents independent determinations of the phenotype of a given species (Fig. 2) . Figure 3 shows the number of cells scored by each participant indicating that 630 nonexpert users scored more than 80 cells. Because we did not require student feedback, we cannot assess their overall satisfaction with the Tasks. An ad hoc evaluation of those who chose to use an optional comment field was that one of the most common comments was a request for more or better images. Figure 4 shows the benefits of combining multiple votes within the crowd and of combining the crowd's scores with the experts' scores. The blue bars (left) show the average scoring accuracy of individual crowd members. That is, if you chose a crowd member at random and measured the accuracy of his or her scores, on average, he or she would be correct for 68% of scores (range 62-81%). Results show that the bat and diatom matrices were the hardest for the crowd, as on average each participant only chose the correct answer 62% of the time. In contrast, the lilies matrix was the easiest for the crowd: on average each crowd member chose the right answer 81% of the time. The red bars (middle) of Figure 4 show the result of combining the votes of individual crowd members to obtain the crowd vote and indicate its accuracy. The majority vote was always more accurate than the individual votes: on average, when calculating a majority, the workers identified the correct character state 82.0% of the time (range 77-88%; Supplementary Appendices S3-S14 available on Dryad). Patterns of success for the majority were remarkably consistent across clades (Fig. 4) . Although some characters and taxa were more difficult than others, the errors of the crowd were scattered relatively evenly across nearly all entries of the matrices. Finally, in Figure 4 the green bars (Fig. 4, right) report the accuracy of our procedure that combines the crowd scores of the "easier half" of the characters with the expert score for the "harder half" of the characters. Note that when scoring the easier half, only the votes of crowd members who did well on the "harder half" were included (see Discussion below).
Although 82% correct is an impressive response on the difficult task of assessing phenomic similarity, accepting all the majority decisions for crowdsourced scores would mean accepting an error rate of 18%. In other words, simple majority rule would yield on average 18% of cells scored incorrectly. These incorrect decisions were also sometimes selected with high confidence. Our goal was to identify a method that returned at least 90% correct scores while also taking advantage of work done by the crowd. We believed this would be an acceptable balance between achieving scientifically valid scoring while benefiting from work done by a crowd.
We examined whether the difficulty of each character could be estimated, prior to having the crowd score it, by fitting a linear regression model. Figure 5 shows how well the regression model (fitted to the crowd confidence scores from all six matrices) is able to predict the difficulty of each character. The model is very accurate on the difficult characters, but it overestimates the difficulty of the easy characters. Our statistical scoring procedure contains two parameters (Expert Fraction and User Evaluation Confidence). As noted above, we selected values for these two parameters by testing different values on the diatoms matrix. Figure 6 shows the results for our tests of four values of the Expert Fraction (0.25, 0.35, 0.50, and 0.625) and 12 values of the User Evaluation Confidence (0.00, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50, and 0.55) . Many values of the User Evaluation Confidence gave the same results. Figure 6 shows the smallest value of the parameter that achieved the indicated overall accuracy. Note that the accuracy did not always increase monotonically with the threshold. Based on these results, we set both the Expert Fraction to 0.50 and the User Evaluation Confidence to 0.50. This value for the User Evaluation Confidence parameter corresponds to a hypothesis test that the user's scoring accuracy is greater than 0.5. Based on the diatom matrix, we would expect the scoring procedure with these parameter values to score 96% of the cells correctly. However, because the parameter values were selected using the diatom matrix itself, this estimate is biased high.
In Figure 6 , we observe that there is a trade-off between the amount of work we assign to the expert and the final accuracy of the scored matrix. For the diatom matrix, if we assigned 62.5% of the characters to the expert, then with a Crowd Evaluation Confidence of 0.45, we would obtain a 100% correct matrix. Whereas, if we assigned only 25% of the characters to the expert, then even with a Crowd Evaluation Confidence of 0.55, we would obtain a matrix with only 87.5% of the cells scored correctly. Note that these numbers are optimistic, because the observed results are guiding the selection of the parameters. Figure 4 shows the actual results of applying these parameters to the five remaining matrices. In all cases, the procedure of assigning half of the characters to the experts results in an increase in scoring accuracy compared with relying on the crowd to score all of the cells. The combined procedure attains an average cell-level accuracy of 90.7% (range 87.0-95.7%). Table 3 summarizes the results of applying our procedure to all of the matrices. The overall accuracy of the scoring procedure was 90.7% (not including the diatoms, for which we have only an optimistic estimate of 96.8% correct). The percentage of crowd members who were selected to "vote" for the final cell scores varied from 10.1% (bats) to 82% (lilies), with an overall mean of 37.6%.
DISCUSSION
Proposed Application of the New Crowdsourcing Procedure
to Phylogenetic Hypothesis Testing Above we described a crowdsourcing method to achieve 90% accuracy in cell scores using expert and nonexpert input and based on small matrices across the Tree of Life. The method can be adjusted for greater accuracy if the Expert Fraction is increased and the User Evaluation Confidence is also adjusted. The following steps below describe how our method would be applied to a new matrix M:
1. The expert sets up matrix M in MorphoBank and associates standardized images with all matrix cells, establishes jargon-free character names, and estimates the difficulty of each character (easy, medium, or hard). The MorphoBank data are sent via APIs to the Evolution Project to be shared with a crowd that will participate.
2. The regression model that has been fitted to all six of our small matrices and published here is applied to estimate the difficulty of each character in matrix M. As noted above, the regression model uses the number of states, expert difficulty estimates, and the length of the character description in bytes. (left) show the average accuracy of the individual crowd members (error bars show a 95% confidence interval), or the accuracy that would be obtained on average by having a randomly selected student score the matrices. The red bars (middle) show the accuracy of the crowd's vote on each cell. The majority vote (or plurality, in the case of characters with more than two states) is much more accurate than the average individual student. The green bars (right) show the accuracy of the scores obtained by our "final procedure," in which the crowd members score the 50% of the characters predicted to be easier, and the experts score the 50% of the characters predicted to be harder. In the green bars, only the crowd members who did well on the "difficult half" of the cells are allowed to vote. Error bars show a 95% confidence interval if we wish to interpret these results as predicting how well the procedure would work for additional characters in each clade. The final procedure was tuned using the diatoms data (Table 1) , thus no final procedure results (green bar) are shown for diatoms because those results would be biased high. a For each project, we give the number of characters in that project, the number of characters assigned to the experts for scoring, the number of crowd members, the number of crowd members whose crowd evaluation confidence exceeded 0.5, the number of cells scored by the experts, the number of cells scored by the crowd, the number of those cells that were scored correctly, the total number of cells scored correctly (assuming that the expert-scored cells were all correctly scored), and the percentage of cells correctly scored. Note that the values for the Diatoms matrix are optimistic, because that matrix was employed to tune the parameters of the procedure.
3. The expert computes the predicted difficulty of each character in M from the regression model.
4. The expert sorts the characters by increasing difficulty and assigns the most difficult Expert Fraction (0.50) of characters to the experts. All cells for these characters become the "Expert Cells." The expert must then score all of these cells. These scores will be the final scores for these cells.
5. The crowd is asked to score all of the cells in the matrix, including the "Expert Cells" in the Expert Fraction.
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O'LEARY ET AL.-CROWDSOURCING MORPHOLOGICAL MATRICES 57 6. For each crowd member, the expert computes the number of expert cells that the crowd member scored correctly and computes the lower bound of a 95% confidence interval on the probability that they will score a cell correctly. If this value is greater than the User Evaluation Confidence (0.50), then this crowd member is designated a "Voting Member" for the Crowd Cells.
7. For each crowd cell, the expert computes the character state that received the largest number of votes and assigns this as the crowd score for this character. These form the final scores for the Crowd Cells.
The combination of the 50% of characters scored by the experts and the 50% of characters scored by the crowd should give an overall error rate of approximately 10%.
Challenges of Crowdsourcing for Tree Building with
Morphology Crowdsourcing has the potential to harness human intelligence to tackle problems-including challenging pattern recognition tasks (Law and von Ahn 2011) that are central to the assessment of hypotheses of homology in morphological phylogenetics. Such tasks are still too difficult for algorithms alone. If a matrix with images exists as a starting point, our results show that crowds of nonexperts-citizen scientistscan reliably contribute half of the necessary scorings of phenotypes in that matrix, allowing the time and expertise of experienced systematists to be reserved for the most difficult phenomic similarity assessments. Scatterplot showing how well the regression model can predict the difficulty of each character. The horizontal axis is the observed difficulty the crowd demonstrated in scoring that character (based on the cell for that character that was most difficult for the crowd to score). The vertical axis is the difficulty score predicted by the regression model. Note that the model does well on the more difficult characters (upper right region) but overestimates the difficulty of the easy characters (lower left region).
The procedure we developed will result in a matrix with a 10% error rate; however, the error rate can be adjusted by varying the fraction of characters scored by the expert, while still using the contributions of the crowd. How this exercise and error rate would compare with exclusively expert-scored matrices is currently FIGURE 6. Tuning the character assignment procedure (the decision as to whether characters are to be scored by experts or by the crowd) on the diatom matrix. The horizontal axis plots the fraction of cells that are assigned to the experts (Expert Fraction), and the vertical axis shows the resulting fraction of all cells that will be correctly scored. Each point corresponds to a different setting of User Evaluation Confidence parameter (value shown next to each point) that is applied to evaluate the individual crowd members. Thus, for example, if one wanted to ensure an error rate of 0.08 (0.92 correct on the vertical), the experts would have to score 38% of the cells (corresponding to User Evaluation Confidence parameter values of 0.40). unknown. Given that scoring error has not previously been studied in phenomic matrix building, this rate may even represent a number in line with current expert data collection in general. It has been shown that addition of comparable fractions of random noise to matrices has relatively little impact on clade stability (Wenzel and Siddall 1999) , which also suggests that a 10% error rate might have relatively little impact on the recovery of relationships. Collection of continuous morphometric data by crowds has also previously shown promise (Chang and Alfaro 2015) . However, unlike the discrete observations we examined here, morphometric data are not in widespread use for tree building. Ours is the first controlled test of the collection of the discrete phenomic data that are commonly used for phylogenetic inference.
Our larger goal has been to explore methods that save scientific experts time so that ultimately more phenomic data can be collected for phylogenetics. However, the investment of time in setting up a crowdsourcing experiment such as we did is substantial, particularly the step of creating matrices with standardized labeled images and jargon-free character descriptions. Creating enriched matrices with images is generally more time consuming than having the expert collect all the data him or herself, something that remains the case even though several image automation tools exist in the MorphoBank software system (O'Leary and Kaufman 2007). A collateral benefit of matrices enriched with images is that they are substantially more detailed research products compared with a standard Nexus or TNT file, or a matrix published as a non-computerreadable document or image. We have learned from this experiment that all matrix cells do not necessarily need to be illustrated prior to assessment of character difficulty. This finding may help reduce the time necessary to prepare an enriched matrix. Given that our results exhibit a high success rate, future emphasis might be placed on such innovations as automated or robotic capture of images as a critical step toward ramping up the notoriously difficult problem of phenomic data collection for phylogenetics. Solving this image generation and organization challenge could lead to a great expansion of what is known about the comparative diversity of phenotypes.
Identification of crowds willing to participate in experiments like these is also a nontrivial undertaking. Our test crowd consisted of undergraduate students who scored the matrices as part of their coursework. Equally high motivation in the public at large may be challenging to locate (Sauermann and Franzoni 2015) . If our undergraduate experiment was to be replicated across 100 higher education classrooms, however, the crowd sample would become quite substantial. Furthermore, we have some evidence that a large crowd is not necessary. Table 3 shows that the final number of crowd members needed for scoring can be as low as 18 (range 18-82). Hence, if we could determine which crowd members are sufficiently accurate based on a small sample of well-chosen cells, we could avoid recruiting a huge crowd. The number of scores required per cell could be determined adaptively, in other words, if a tie is emerging within the crowd after 10 scores, more scores would be collected.
Experts trained to collect phenomic data for tree building may be suspicious of accepting work done by a crowd of nonexpert citizen experts. We have shown empirically, however, that some nonexperts are quite capable of high-quality scoring, equivalent to the work of trained experts. With no study of the error rate by experts creating phylogenetic matrices, it is difficult to make an objective assessment of concerns of crowd quality. Exploration of unconventional approaches to phylogenetic research such as we have tried here carry risk but are essential to try if we are to break out of the limitations of traditional research practices. Decreasing numbers of trained taxonomic experts, declining support for natural history collections, and the vast scope of the problem at hand mean that we will be unable to expand the collection of phenotypic data substantially without radical change.
Our research also carries significance for the field of crowdsourcing research for two reasons: We provide a rare example of experimental control in crowdsourcing and we show how the work of experts and nonexperts can be coordinated on a single task. There has been extensive research (Hui and Zhou 1998; Donmez and Carbonell 2008; Raykar et al. 2010; Welinder et al. 2010; Yan et al. 2010; Yan et al. 2011; Rodrigues et al. 2013) on Bayesian probabilistic methods for inferring the quality of crowd work in the absence of ground truth. Most of these methods assume that crowd consensus is a good proxy for correctness (Law and von Ahn 2011) . Our results show that for scoring phenotypes, while the majority of crowd members tends to be much more correct than the average individual crowd member, the crowd consensus is wrong 18% of the time, indicating that these probabilistic methods may only be appropriate for much easier crowdsourcing tasks. The question of how to coordinate contributions of nonexperts and experts is becoming urgent for crowdsourcing research, as computer science researchers apply crowdsourcing to tasks that have traditionally been handled by experts with years of formal training, such as decoding human sleep patterns (Warby et al. 2014) . Several groups have proposed decision-theoretic models for this purpose (Yan et al. 2011; Wauthier and Jordan 2011; Bachrach et al. 2012; Kamar et al. 2013; Nguyen et al. 2015) . Most notably, Nguyen et al. (2015) introduced a cost-sensitive active learning model that decides between giving an unlabeled item to the crowd to label versus asking experts to verify a crowd-labeled item. Such methods only make sense if it takes less time for experts to verify an item than to score it themselves, something that is currently not the case for phenotypic characters. This result suggests that there are limits to the applicability of these active learning methods.
