Abstract-A model for grey-tone image enhancement using the concept of fuzzy sets is suggested. It involves primary enhancement, smoothing, and then final enhancement. The algorithm for both the primary and final enhancements includes the extraction of fuzzy properties corresponding to pixels and then successive applications of the fuzzy operator "contrast intensifier" on the property plane. The three different smoothing techniques considered in the experiment are defocussing, averaging, and maxmin rule over the neighbors of a pixel. The reduction of the "index of fuzziness" and "entropy" for different enhanced outputs (corresponding to different values of fuzzifiers) is demonstrated for an English script input.
I. INTRODUCTION
The theory of fuzzy set [1] , [2] provides a suitable algorithm in analyzing complex systems and decision processes when the pattern indeterminacy is due to inherent variability and/or vagueness (fuzziness) rather than randomness. Since a grey tone picture possesses some ambiguity within pixels due to the possible multivalued levels of brightness, it is justified to apply the concept and logic of fuzzy set rather than ordinary set theory to an image processing problem. Keeping this in mind, an image can be considered as an array of fuzzy singletons [1] , [2] each with a membership function denoting the degree of having some brightness level.
The methods so far developed for image enhancement may be categorized into two broad classes [3] - [6] , namely, frequency domain methods and spatial domain methods. The technique in the first category depends on modifying the Fourier transform of an image, whereas in spatial domain methods the direct manipulation of the pixel is adopted. Some fairly simple and yet powerful processing approaches are seen to be formulated in the spatial domain [3] , [4] . It is to be mentioned here that all these techniques are problem oriented. When an image is processed for visual 'interpretation,' it is ultimately up to the viewers to judge its quality for a specific application. The process of evaluation of image quality therefore becomes a subjective one.
In this correspondence we present a model ( Fig. 1 ) consisting of primary and final enhancement for a grey tone image using fuzzy algorithm along with smoothing operations. The procedure involves a primary enhancement of an image by the block E followed by a smoothing through S and a subsequent enhancement by a second use of block E. The fuzzy contrast intensification (INT) operator is taken as a tool for both the primary and final enhancements in the fuzzy property domain. This domain is extracted from the spatial domain using fuzzifiers [7] , [8] [4] .
The "index of fuzziness" [9] , [10] which reflects a kind of quantitative measure of an image quality is measured for each output and is compared with that of "entropy" [11] . The system CDC 6400/6500 was used for numerical analysis. tion of which is The transformation function Tr is defined as successive applications of T, by the recursive relationship
and Ti(pm,i) represents the operator INT defined in (3) in our problem. This is shown graphically in Fig. 2 . As r increases, the curve tends to be steeper because of the successive application of INT.
In the limiting case, as r --oo, Tr produces a two-level (binary) image. It is to be noted here that corresponding to a particular operation of T' one can use any of the multiple operations of T" and vice versa to attain a desired amount of enhancement.
C. Property Plane and Fuzzification
All the operations described above are restricted to the fuzzy property plane. To enter this domain from the spatial xm,, plane, we define an expression of form similar to that defined by one of the authors in speech recognition [7] , [8] : Suppose we want to put the threshold of enhancement operation between the levels I and I + I so that after the enhancement operation, all the x,,,,,> (1 + 1)/ < 1 would possess increased/decreased levels. Then we consider, x Il + 0.5 p-0.5 and the value of Fd for a specific Fe can correspondingly be determined from (6) . The higher the value of Fe the greater will be the rate of increase/decrease of p,,,, values after/before xc and hence the lower is the value of r to attain a desired amount of enhancement.
For example, if /= 9 then x. = 9.5 and with xma = 31, and for Fe= 1 and 2, we obtain from (6) The elements constituting the primary and final enhancement blocks E (in Fig. 1 ) are shown in Fig. 3 .
The function G(xn,,,) as defined by (6) (12a) Equation (12a) defines the amount of fuzziness present in the property plane of an image X. ,I corresponds to Pmn X n Xis the intersection between fuzzy image planes X= APmn/Xmn} and X= {(l Pmn)/Xmnl, the complement of X. Kxn(Xmn) denotes the degree of membership of (m, n)th pixel xmn to such a fuzzy property plane X n X so that Axnx (Xmn ) =Pmn nA Pn =-min{pmn I (1 -Pmn ) } for all (m, n )
The entropy of a fuzzy set A having n supporting points as IV. SMOOTHING ALGORITHM The idea of the smoothing is based on the property that image points which are spatially close to each other tend to possess nearly equal grey levels. Let us now explain three smoothing algorithms which have been tested in S block of Fig. 1 .
A. Defocussing
The (m, n)th smoothed pixel intensity in the first method is defined as 
B. Averaging
The second method is based on averaging the intensities within neighbors and is usually used to remove "pepper and salt" noise. The smoothed (m, n)th pixel intensity is
This is a special case of defocussing technique (15) with ao = a2 = a3 = .. = a. = 0. For a given radius, the blurring effect produced by neighborhood averaging can also be reduced by using a threshold procedure [3] , [4] where the (im, n )th intensity is changed only if its difference from neighborhood values exceeds a specific nonnegative threshold.
C. Max-Min Rule
Equations (15) and (16) are formulated using collective properties of pixels. The third method on the other hand, uses q successive applications of "min" and then "max" operators [13] within neighbors such that the smoothed grey level value of (m, n)th pixel is 
All the smoothing algorithms described above blur the image by attenuating the high spatial frequency components associated with edges and other abrupt changes in grey levels. The higher the values of Q, Q,, and q, the greater is the degree of blurring.
V. ENHANCEMENT BY HIsToGRAM EQUALIZATION If sI and nI denote the value of Ith gray level and the number of times the Ith level has appeared in the image X and n, is the total number (M X N) of pixels in X, then the probability of the Ith level in X is P(sp ) = n, =a0,o1,2,nf -nc ,Lo-n1.
n, Now we apply a transformation function [4] 4 shows an input picture of handwritten script (Shu) which is to be processed with the enhancement model described above. The digitized version of the image of this picture is represented by a 96 X 99 array where each pixel can have one of the 32 (0,1,2,---,9, A, B,-- The final enhanced outputs of this smoothed image are shown in Fig. 6 for three different sets of fuzzifiers. T2 =_ INT(INT) was considered as an enhancement tool with Fe = 2 throughout. The threshold in T2 operation was placed between the levels 8 and 9
( Fig. 6(a) ), 9 and A (Fig. 6(b) ), and A and B (Fig. 6(c) ) and corresponding values of Fd were 55, 52, and 49.5. Thus the value of a becomes 0.4091, 0.3926, and 0.3782 in the respective cases.
Figs. 7 and 8 correspond to the final outputs when the averaging technique and max(min) rule (16) and (17) within four neighbors (RI = I unit and q = 1) were used in the smoother.
The crossover points in T2 operation and the values of the fuzzifiers were considered to be the same as in the three cases of The edges in Figs. 6-9 as compared to Fig. 5 are seen to be more smoothed and some of the thinned or missing pixels (especially for S) are also found to be recovered. With the decrease in the value of Fd (i.e., increasing the crossover point) the output becomes more corrected and thin. Use of r = 3 (T3 operation) as compared to r = 2 only makes an increase/decrease in intensity value of each of the pixels that is after/before the crossover point. The quality of picture is not altered.
Experiments were also conducted for some other values of ao, a,, and Q, but the output performance was not satisfactory. For example, for defocusing we considered ao = 0.2, 0.4, and 0.6 in (15) for each of the three different sets of radii namely, 1) RI = F2, 2) RI = I and R2 = 2, and 3) RI = F2 and R2 = 2V2.
For averaging and max-min rule (16) and (17) we had used R, = F2 and 2 separately. The energy distribution corresponding to all these parameters was seen to make such a modification in pixel values that some relevant information (e.g., the white patches, which should exist in the lower whorl of S) got lost. Finally, the "linear index of fuzziness" yI(X) reflecting the amount of ambiguity in a picture was measured for all these outputs by (12a). (Fig. 4) , a large number of levels near the crossover points and it is these levels which cause an increase in (P,,, n P-n,) VII. CONCLUSION The concept of the fuzzy set is found to be applied successfully to the problems of grey-tone image enhancement. The addition of a smoothing algorithm between primary and final enhancement operations resulted in an improved performance. The three different smoothing techniques considered here are defocussing, averaging, and max-min rule over the neighbors of a pixel. All these techniques are seen to be almost equally effective (as measured by the amount of fuzziness present) in enhancing the image quality. The performance of this system in enhancing an image is also compared with that of the histogram equalization technique, an existing method and is seen to be much better as far as ambiguity is concerned. The linear index of fuzziness -y,(X) and entropy H( X) of an image reflect a kind of quantitative measure of its quality and are seen to be reduced with enhancement. The amount of ambiguity is found to be minimum when the T3 rule is 
INTRODUCTION
There are many situations in which it is necessary to predict the performance of people doing complex tasks in humanmachine systems. Control of vehicles (aircraft, ships, space shuttle, etc.), control of processes (refineries, nuclear power stations, chemical plants, etc.), and communications, command, control, and intelligence (C3 I) situations (tactical or strategic) are some that come to mind which have in common that consequences of incorrect or untimely performances can be disastrous. To be able to predict the likelihood of correct and timely human actions in these and many more mundane situations would assist in the design of systems which would increase the probability of successful operation.
Computer simulation of human-machine systems is one valuable way of gaining insight into the performance of the entire system and the interactions of the human and machine components within the system. Monte Carlo simulations, however, require certain types of data to be input, one of which is information about the distribution of performance times for the individual tasks which comprise the network of interaction. Clearly, the probability distribution used to model individual task performance times is crucial to this method. There 
