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Scheduling of 2-operation Jobs on a Single Machine to Minimize the
Number of Tardy Jobs
Radhika M. Yeleswarapu
ABSTRACT
This study focuses on the study of a unique but commonly occurring
manufacturing problem of scheduling of customized jobs consisting of two operations on
a single multi-purpose machine with the performance objective of minimizing the
number of tardy jobs (jobs that are not completed by their due dates). Each customized
job to be complete needs one unique operation and one common operation performed on
it. We considered a static case in this work. The objective of minimizing the number of
tardy jobs is considered where all jobs have equal weights and the maximum tardiness
has no effect on the performance. This problem is proved in literature as NP-hard and
hence practically very difficult to obtain optimal solution within reasonable
computational time. Till date only a pseudo-polynomial algorithm is given to solve this
problem with no concrete computational experiments designed to prove the efficiency
and working of the algorithm for different problem instances.
We propose a heuristic algorithm based on the Moore-Hodgson’s algorithm
combining with other procedures and optimal schedule properties from the literature to
solve this problem. In literature, Moore-Hodgson’s algorithm is an efficient heuristic

vi

algorithm that minimizes the number of tardy jobs for the classical single machine oneoperation problems.
The performance of the heuristic is evaluated through extensive computational
experiments for large real size data. The obtained results are compared to the solutions
obtained by implementing the optimal pseudo-polynomial algorithm and the performance
of the heuristic is tested on large data sets. The test data for the computational
experiments are generated randomly using MATLAB 6.1. Future directions of research
and development on the problem to improve the obtained solution by the heuristic
algorithm are given.

vii

CHAPTER 1
INTRODUCTION
1.1 Foreword
In today's complex manufacturing setting, with multi-component and multiple
lines of products, each requiring many different steps and machines for completion, the
decision maker for the plant must find a way to allocate the limited resources to produce
products in the most efficient way possible. The decision maker needs to design a
production schedule that promotes on-time delivery, and minimizes objectives such as
cost and total flow time. Since the 1980s, manufacturers used Just-In-Time (JIT), Total
Quality Management (TQM), and other programs to improve efficiency of manufacturing
processes. Effective utilization of the resources is crucial in optimizing the manufacturers
cost, a good scheduling helps to do so. Hence, scheduling has assumed a great
importance in the manufacturing environment. In the last decade there has been
significant interest in scheduling practices that involve an element of batching by which
there is an increase in efficiency as it may be cheaper and faster to process jobs in batches
than individually.
There has also been an increased research into minimizing the performance
measures such as the maximum tardiness and number of tardy jobs, both are useful to
measure the effectiveness of the manager to serve a customer, the former is to minimize
the lateness of the most late job and the later objective is applicable when the penalty for
a tardy job is the same no matter how late the job is. Research in scheduling theory has
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evolved over the past forty years and has been the subject of much significant literature
which uses techniques ranging from unrefined dispatching rules to highly sophisticate
parallel branch and bound algorithms and bottleneck based heuristics. A diverse spectrum
of researchers ranging from management scientists to production practitioners
contributed to its development. However with the advent of new methodologies, such as
neural networks and evolutionary computation, researchers from fields such as biology,
genetics and ne urophysiology (Colorni 1996) have also become regular contributors to
scheduling theory emphasizing the multidisciplinary nature of this field. Scheduling
problems involve solving for the optimal schedule under various objectives, different
machine environments and characteristics of the jobs. Usually, the choice of schedule has
a significant impact on system performance.
There is a great demand for customized products these days. Today a customer is
able to demand a product with his own choice of features incorporated into it. There may
be many common components in these products and they may differ only by a very few
unique components. The unique components customize the job in accordance with the
customer’s particular requirements. A production engineer may often encounter this type
of manufacturing problem of scheduling jobs with both common and product-dependent
components, all processed at a single facility. Scheduling the fabrication of such jobs on a
single machine with due date constraints under item availability is dealt with the
objective to minimize the number of tardy jobs, where each job requires one standard
operation and one specific operation. The standard operations require same setup for all
the jobs. The common operation on all the jobs requires same setup time, the unique
operation has a unique and specific setup that is different for different jobs and hence is
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included in their processing time. The same setup for all the common components leads
to the idea of batching the common compone nts. Hence this is a different kind of a
scheduling problem, involving both batching as well as sequencing decisions. This
problem is a NP-hard problem, meaning it is not likely to be solved optimally in
polynomial time. An extensive literature search is done on batching and sequencing on a
single machine and certain properties of the optimal schedule are presented. Based on
these properties and the famous Moore-Hodgson’s Algorithm for minimizing the number
of tardy jobs, we propose a heuristic algorithm to solve this problem. The results obtained
are compared with those obtained by the pseudo-polynomial algorithms given in the
literature.
In this chapter introduction of machine scheduling problem, characteristics of a
good schedule, types of scheduling problems and solution methodologies used to solve
them are briefly discussed. The notation used and significance of the current problem
dealt in this thesis is also given.

1.2 Machine Scheduling
Everyone uses scheduling in the day-to-day life unknowingly. A student may look
at the objective of completion of his class work with the constraints of assignment due
dates and exams. A professor schedules his classes so as to complete all the topics before
the last date of instruction in a given order. A manager plans a schedule of operations
before a project deadline against which he has to work. A manufacturer has to schedule
activities in such a way as to meet the shipping dates committed to customer and also to
use the available resources in an efficient manner. Sequencing and scheduling are forms
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of decision making which play a crucial role in both manufacturing for production
scheduling and work force management for service industries. Application areas for
scheduling are food, snack industries, automotive industry etc. and in service industries
like workforce planning in crew scheduling, call center capacity planning, in reservation
and yield management systems.
Scheduling concerns the allocation of limited resources to tasks over time (Baker
1974). It is a decision making process that has a goal of optimization of one or more
objectives subject to decision- making restrictions. Ideally the objective function should
consist of all costs in the system that depends on the scheduling decisions. However such
costs are difficult to measure or identify completely. Hence important cost-related
measures of system performance like machine idle time, job flow time, job waiting time
or job lateness can be substituted for total cost and are frequently used criteria. Three
types of decis ion- making goals are prevalent, efficient utilization of resources, rapid
response to demands and close conformance to prescribed deadlines. Scheduling
problems are subject to two kinds of common feasibility constraints that limit on the
capacity of available resources, technological restrictions on the order in which tasks can
be performed. Hence scheduling deals with decision on which resource is allocated to
which task and when each task is performed.
The vital elements in scheduling models are resources and tasks. They describe
the type and amount of resource available, typically characterized by the qualitative and
quantitative capabilities of each resource. An individual task is described in terms of its
resource requirement, its duration of processing, the time at which it may be started and
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the time at which it is due. In addition there may sometimes exist technological
constraints (precedence restrictions).
1.3 Levels of Scheduling
In scheduling, though we model only the decision of what to be released into the
shop next and when, there are many more decisions that have to be taken at various
stages of manufacturing. A job shop can be considered as a set of resources depending on
the current level of abstraction. These decisions are taken step-by-step at an appropriate
time and repeated several times, leading to the classification of manufacturing problems
at several levels. Most of such schemes have four or five levels. One of such schemes
with five levels is presented in table 1.1 Thomas E. Morton and David W. Pentico (1993).

Table 1.1. Classification of Scheduling Levels
Level

Problem Class

Examples of problems

Planning
Horizon

1

Long- range planning

Plant expansion, plant layout, plant

2 – 5 years

design
2

Middle-range planning

Production smoothing, logistics

1 – 2 years

3

Short – range planning

Requirements plans, shop bidding,

3 – 6 months

due date setting
4

Scheduling

Job shop routing assembly line

2 – 6 weeks

balancing, process batch sizing
5

Reactive scheduling/

Hot jobs, down machines, late

control

material

5

1 – 3 days

1.4

Scheduling Environments
There are many types of scheduling environments that range from small,

complex, one- of- a kind custom job shops to high-speed, low product variety transfer
lines, from discrete parts manufacturing to continuous process flows. The table 1.2
provides a summary of these environments.
Table 1.2. Scheduling Environments
Type

Scheduling

Characteristics

environment
1

Classical job shop

Discrete complex flow, unique jobs, no multi-use parts.

2

Open job shop

Discrete, Complex flow, repetitive jobs and multi-use parts.

3

Batch shop

Discrete or Continuous, less complex flow, many repetitive
and multi-use parts, grouping and lotting important.

4

Flow shop

Discrete or continuous, linear flow, jobs all highly similar,
grouping and lotting important.

5

Batch/ Flow shop

First half, large continuous batch process; second half a
typical flow shop.

6

Manufacturing

Discrete, automated grouped open job shop or batch shop

Cell
7

Assembly shop

Assembly version of open job shop or batch shop

8

Assembly line

High-volume, low -variety transfer line of assembly shop

9

Transfer line

Very high-volume, low-variety linear production facility with
automated operations.

10

Flexible
line

transfer Modern versions of cell, transfer lines intended to bring some
of the advantages of large-scale production to job shop items.

6

1.5 Characteristics of a Good Schedule
In scheduling problems, finding a good objective to minimize or maximize can be
difficult and it may be crucial step for several reasons. Firstly, important objectives like
customer satisfaction for quality or promptness are difficult to quantify and do not appear
among the accounting numbers, these enhance the quality of service. A shop usually
deals with three types of objectives, such as Maximize shop throughput over some time
period, satisfy customer desires for quality and promptness and minimize current out-ofpocket costs.
A schedule that is developed considering one of the above three objective
functions can be considered a good schedule. Several approaches can be considered to
achieve one or more of these objectives
1. To solve problems with one objective at a time;
2. To solve for trade-of curves between objectives; and
3. To combine objectives by assigning costs to customer desires and lack of utilization.
Scheduling can be difficult from both a technical and implementation point of
view. There are three characteristics which cause scheduling to be extremely difficult to
automate.
1. Its combinatorial complexity (scheduling is an NP hard problem);
2. The conflicting nature of the requirements of a "good" schedule;
3. The uncertainty of execution caused by the stochastic and dynamic nature of most
scheduling environments.
The most prominent feature of scheduling problems is their combinatorial
explosiveness. Most combinatorial optimization problems, except a few very simplistic
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ones are in the NP class, and are therefore difficult to solve. A second difficulty with
scheduling involves assessing the value of a scheduling decision within a specific
domain. Often it is unclear how one decision will influence the global satisfaction of
organizational goals such as machine utilization, due date satisfaction or work in progress
(WIP) levels. The need to optimize both the quantitative as well as qualitative objectives
such as minimization of costs along with customer satisfaction with quality or
promptness makes the problem more complex. Thirdly, unforeseen events like machine
breakdown, power failure, and personnel absences in a machine shop may invalidate a
schedule. An effective schedule should be able to adapt to these environmental and
executional uncertainties. Hence it is very complex problem far from being completely
solved to optimality in most of the cases. In fact, it is computationally impossible to
check for optimality for most scheduling problems!

1.6 Types of Scheduling Problems
Scheduling problems can be classified in terms of number machines, flow
discipline, job availability (in case of batching), and so on.
1.6.1 Single Machine The single machine environment is very simple and basic job shop
problem consisting of a single processor and n jobs. Each job has one operation to be
performed. It provides a basis for heuristics for more complicated machine environments.
Complicated machine environments are often decomposed into single machine sub
problems. Polynomial time or heuristic algorithms are already found for most of the
single machine cases. For single machine problems it has been proved that SPT is
optimal for finding the minimum total completion time, weighted completion time,
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average flow time and EDD gave better schedules for performance measures like
maximum lateness, number of tardy jobs, total tardiness and other due date related
objectives. In the single machine environment with ready time set at 0, MST maximizes
the minimum lateness.
1.6.2 Parallel Machines Multiple machines are available to process jobs. The machines
can be identical, of different speeds, or specialized to only processing specific jobs. Each
job has a single task.
1.6.3 Flow Shop In the general flow shop model, there are a series of machines
numbered 1, 2, 3 … m. Each job has exactly m tasks. The first task of every job is done
on machine 1, second task on machine 2 and so on. Every job goes through all m
machines in a unidirectional order. However, the processing time each task spends on a
machine varies depending on the job that the task belongs to. In cases where not every
job has m tasks, the processing times of the tasks that don't exist are zero.

The

precedence constraint in this model requires that for each job, task i- 1 on machine i- 1
must be completed before the ith task can begin on machine i.
1.6.4 Job Shop In the general job shop model, there are a set of machines indexed by k,
jobs indexed by i, and tasks indexed by j. Each task on a machine is indicated by a set of
three indices. i, the job that the task belongs to, j, the number of the task itself, and k, the
machine that this particular task needs to use. The flow of the tasks in a job does not
have to be unidirectional. Each job may also use a machine more than once.
1.6.5 Static In this problem, the activities are known in advance and the constraints are
fixed. It assumes all job arrivals at time zero (i.e., all the raw material for all the jobs is

9

available at the beginning) and the resources are always available without any
breakdowns throughout the production process.
1.6.6 Dynamic This problem is more realistic and difficult to solve as compared to the
static case. Every scheduling problem is subject to unexpected events. The job arrivals
are not static and can be released into the system randomly. The resources may be
unavailable due to unforeseen breakdowns at anytime. In these cases, a new solution is
needed in a preferably short time taking these events into account and as close as possible
to the current solution.

1.7 Terminologies
1.7.1 Job A job can be made up of any number of tasks. It is easy to think of a job as
making a product, and each task as an activity that contributes to making that product,
such as a painting task, assembling task and so on.
1.7.2 Machine A machine is available to execute jobs and tasks. Different machine
environments exist, such as single machine and parallel machines.
1.7.3 Processing time Length of time required for processing a job or a task.
1.7.4 Completion time Time at which processing of a job is finished.
1.7.5 Due date The latest time by which a job should be completed so that it is not late.
1.7.6 Lateness It is a measure of how late a job is completed. The difference between
completion time and the due date of a job give the lateness. Li=Ci - Di, where Ci is the
completion of job i and Di is the due date of job i.
1.7.7 Tardiness The tardiness of job i, Ti, is defined as Ti = Max (0, Ci-Di).
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1.7.8 Preemption Preemption (or job-splitting) is allowed during the processing of a job,
if the processing of the job can be interrupted at any time (preempt) and resumed at a
later time, even on a different machine. The amount of processing already done on the
preempted job is not lost.
1.7.9 Setup Many practical scheduling problems involve intermediate delays between
processing of successive jobs or between operations of same job. It may reflect the need
to change of tools or to clean a machine. This is the unproductive time on the machine
but is necessary when there is a switch from one family type to another.
1.7.10 Batch In some manufacturing environments, its more efficient to process a subset
of jobs (called a batch of jobs) simultaneously. This can reduce setup if there is one, or
speedup the processing of jobs. By the way in which the jobs belonging to a batch are
released after processing, there are two types of availability schemes.
1.7.10.1 Batch Availability A job becomes available only after the whole batch to
which it belongs has been processed.
1.7.10.2 Item Availability

A job becomes available immediately after it has been

processed and not when all the jobs of the batch to which it belongs are completed. The
completion times of any job belonging to a batch except the last job of the batch are less
for item availability as compared to batch availability.

1.8 Solution Methodologies
A variety of techniques are used for determining solutions to scheduling
problems. Dynamic programming, network methods, heuristic solution approaches,
dispatching rules and simulation techniques are used depending on the complexity of the
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problem, nature of the model, and the choice of the criterion. Hence scheduling deals
both with the study of models as well as the methodologies used to solve the problem.
Dispatching (or priority) rules and heuristic search techniques do not guarantee finding an
optimal solution, but aim at finding reasonably good solutions in a relatively short time,
while the dynamic programming or branch and bound techniques search a large solution
space and hence take a long time to find a solution.
1.8.1 Dispatching Rules The jobs are arranged in a list according to some rule. The
next job on the list is then assigned to the first available machine. The following are
some of the common rules.
1.8.2 Random List This list is made according to a random permutation.
1.8.3 Longest Processing Time (LPT The longest processing time rule orders the jobs
in the order of decreasing processing times.

Whenever a machine is freed, the longest

job ready at the time will begin processing. This algorithm is a heuristic used for finding
the minimum makespan of a schedule with parallel machines. It schedules the longest
jobs first so that no one large job will "stick out" at the end of the schedule and
dramatically lengthen the completion time of the last job.
1.8.4 Shortest Processing Time (SPT) The shortest processing time rule orders the jobs
in the order of increasing processing times. Whenever a machine is freed, the shortest
job ready at the time will begin processing. This algorithm is optimal for finding the
minimum total completion time and weighted completion time, If there is a single
machine. In the single machine environment with ready time at 0 for all jobs, this
algorithm is also optimal in minimizing the mean flow time, minimizing the mean
number of jobs in the system, minimizing the mean waiting time of the jobs from the
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time of arrival to the start of processing, minimizing the maximum waiting time and the
mean lateness.
1.8.5 Earliest Due Date (EDD) In the single machine environment with ready time set
at 0 for all jobs, the earliest due date rule orders the sequence of jobs to be done from the
job with the earliest due date to the job with the latest due date. Let Di denote the due
date of the ith job in the ordered sequence. EDD sequences jobs such that the following
inequality holds, D1 ≤ D2 ≤ … ≤ Dn . EDD finds the optimal schedule when one wants to
minimize the maximum lateness, or to minimize the maximum tardiness.
1.8.6 Dynamic Programming Approach It is basically a complete enumeration scheme
that minimizes the amount of computation to be done by dividing the problem into a
series of sub-problems. It solves these sub-problems until it finds the solution of the
original problem. It determines the optimal solution of the sub-problem along with its
contribution to the objective function and tries to improve the solution by a number of
iterations. Boundary conditions, a recursive relation and an optimal value function
characterize it. It is a reasonable approach to find an optimum sequence for problems
where efficient optimizing procedures have not been developed. It is typical in many
general-purpose procedures for combinatorial optimization. Though the effort required to
solve the problem grows exponentially with the problem size, it is more efficient than
complete enumeration as computational demands for the latter increases as a factorial of
the problem size. It is often described as implicit enumeration as it considers certain
sequences only indirectly, without actually evaluating them. In scheduling, the forward
dynamic programming and backward dynamic programming approaches can be used.
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1.8.7 Branch and Bound Approach It is a general-purpose strategy for curtailed
enumeration. As the name implies, it branches i.e., a large problem is partitioned into two
or more sub-problems and each of these small problems are solved to obtain best
solutions by calculating a lower / upper bound on the optimal solution of a given subproblem. Many branches of sub problems are eliminated by dominance properties and a
list of unsolved sub-problems that have been encountered are sufficient to determine an
optimal solution.
1.8.8 Simulation Techniques Simulation can represent realistic systems for study of
various scenarios that might occur over a time period at a modest cost. The structure of
the shop, activities, jobs and constraints can be animated on a computer. Given
appropriate input data and simple dispatching rules at decision points, computer could
extrapolate a given schedule into the future. It provides a natural approach for interfacing
with human expertise. However, the disadvantage is that the results obtained are not even
approximately optimal and also it is difficult to determine how good these schedules are
and how to improve them for better solutions. Simulation is the base for more advanced
methods like Artificial Intelligence and Decision Support Systems with added accurate
decision- making procedures.
1.8.9 Neighborhood Search Techniques It is a general-purpose heuristic technique that
may be used for quite complicated problems where solution itself is very complex. It
consists of a starting solution called original seed and all solutions close to the original
solution (the neighborhood of the seed). A selection criterion is used to find a new seed
and this is terminated by a termination criterion. A much- improved solution is obtained at
the end of the search.
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1.8.10 Meta-heuristic Search Methods
1.8.10.1 Tabu Search The basic concept of Tabu Search is described in Glover (1986).
It is a deterministic heuristic approach for solving combinatorial optimization problems.
It is an adaptive procedure that can be superimposed on many other methods to prevent
them from being trapped at locally optimal solutions. It is a neighborhood search with a
list of recent search positions. The essential feature of tabu search is the systematic use of
memory. It keeps track of both the local information and also the exploration process.
The method starts with an initial current solution, which could be fe asible, non- feasible
or even a partial solution. Using some local changes (called moves) from the current
solution, a list of candidate solutions are generated (called candidate list). To avoid
cycling in the algorithm a tabu list is maintained to keep track of a set of solutions that
are forbidden. The role of the memory will be to restrict the choice to some subset of
neighborhood by forbidding moves to some neighbor solutions.
1.8.10.2 Genetic Algorithm Approach

John Holland formally introduced genetic

algorithms in the United States in the 1970s; Genetic algorithm derives its behavior from
a metaphor of the processes of evolution in nature. This is done by the creation of a
population of individuals represented by chromosomes, in essence a set of character
strings that are analogous to the base-4 chromosomes that we see in DNA.

The

individuals in the population then go through a process of evolution. Genetic algorithms
are used for solving multidimensional optimization problems in which the character
string of the chromosome can be used to encode the values for the different parameters
being optimized. In particular, genetic algorithms work very well on mixed (continuous
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and discrete), combinatorial problems. They are less susceptible to getting 'stuck' at local
optima than gradient search methods. But they tend to be computationally expensive.
1.8.10.3 Simulated Annealing

As its name implies, the Simulated Annealing (SA)

exploits an analogy between the way in which a metal cools and freezes into a minimum
energy crystalline structure (the annealing process) and the search for a minimum in a
more general system. The current state of the thermodynamic system is analogous to the
current solution to the combinatorial problem, the energy equation for the thermodynamic
system is analogous to at the objective function, and ground state is analogous to the
global minimum. The major difficulty (art) in implementation of the algorithm is that
there is no obvious analogy for the temperature, T with respect to a free parameter in the
combinatorial problem. Furthermore, avoidance of entrainment in local minima
(quenching) is dependent on the "annealing schedule", the choice of initial temperature,
number of iterations performed at each temperature, and the temperature decrement at
each step of cooling. Simulated annealing has been used in various combinatorial
optimization problems and has been particularly successful in circuit design problems.
The major advantage over other methods is the ability to avoid becoming trapped at local
minima.
1.8.11 Moore -Hodgson’s Algorithm Moore-Hodgson’s Algorithm is an efficient and
popular algorithm to minimize the number of tardy jobs in the single machine
environment with ready times equal to zero. It is proved to be working well for the
classical single machine problem. In this research we tried to see if it can be applied for
our problem and it is proved to be working for our unique case of single machine
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scheduling problem with same objective function to minimize the tardy jobs. It is
described further in detail in the next chapter.

1.9 Three-field ( α / β / γ ) Notation
This notation is given in Lawler et al (1993). It is popularly used to denote the
scheduling problems. It consists of three fields. The first field stands for the machine
environment, second specifies the problem characteristics and third field describes the
objective function. Our problem of scheduling of 2-operation jobs (Unique ui, Common
ci) on a single machine to minimize the number of late jobs is denoted by 1/ (ui, ci) / ΣUi,
from here in this thesis.

1.10 Notation Used in this Thesis
J

={1, 2, …….. n}, job set to be processed

O u, i

unique component of job i, 1<= i <= n

O c, i

common component of job i, 1<= i <= n

P u, i

processing time of component O u, i, 1<= i <= n

P c, i

processing time of component O c, i, 1<= i <= n

Di

due date of job i, 1<= i <= n

CTi

completion time of job i, 1<= i <= n

Ti

tardiness of job i, 1<= i <= n, Ti = max {C i – Di, 0)

Ui
s

status flag of job i, 1<= i <= n;
Ui = 1, if job i is tardy
= 0, otherwise.
batch setup time for common components

JE

set of early jobs, JE = ø, at the beginning
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JL

set of tardy jobs, JL = ø, at the beginning

SE

schedule of the early jobs, SE = ø, at the beginning

SL

schedule of the tardy jobs, SL = ø, at the beginning

T

completion times of all the operations at a given instant.

NT

Number of tardy jobs

Batch type

a Batch type is determined by the type of last operation performed on the
last job in a particular batch. Batch type is 1, if the c-operation is done last
or Batch type is assigned 2, if u- operation is done last.

Batch Sizej

the number of jobs scheduled in a batch to which job j belongs to.

1.11 Significance of the Problem
Unlike all the fabrication and assembly models considered in literature, the
problem considered in this research deals with scheduling n jobs on single machine, each
job to be completed requires two operations to be completed on it. The two operations,
one common and one unique can be performed on the same machine in any order. The
problem of minimizing the number of tardy jobs for the 2- operation job scheduling on
single machine is proved to be NP hard and is only solvable in pseudo-polynomial
running time till no w in literature by Gerodimos et al (2000), Gerodimos (2001) and Lin
(2002).

1.12 Organization of the Thesis
The first chapter briefly describes the scheduling problems, their significance in
the manufacturing industry and also introduces the present problem dealt with in this
thesis. The second chapter discusses the real life problem situations and methods
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previously used to solve similar scheduling problems in the literature. The third chapter
describes the problem statement and heuristic algorithm proposed by us to solve the
problem. In the next chapter, computational experiments are performed on randomly
generated real size data and the solutions obtained are compared with those obtained by
the dynamic programming algorithm given in the literature in Gerodimos (2001).
Conclusion and directions of future research are given in the following chapter.
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CHAPTER 2
LITERATURE REVIEW

2.1 Past Works on Similar Problems
The problem of batching and sequencing of two-component jobs on a single
machine might originate at any production environment with a multi-purpose machine
that can perform two or more operations. Many applications of this type of problem
appear in literature. Lin (2002) considered a fabrication machine, a bottleneck facility in
the production process that can perform two different operations. Manufacturing
challenges at a food factory inspired Gerodimos, Glass and Potts (2000) and (2001). The
efficient production of the base ingredients to ensure an uninterrupted blending of end
products is optimized. The 2-component case is most appropriate for the food
manufacturing problem as it is learned from the actual statistics that most food items have
two main base ingredients and then unique ingredients are blended at a later stage. An
instance of a fertilizer production facility is also given in Gerodimos et al (2000). All
fertilizers contain some quantity of the same base ingredient, while the other ingredients
are specific to individual fertilizers. In Coffman et al (1989), a machine inserting
components into circuit boards that are assembled into kits is studied. In Vickson and
Magazine (1993) refer to the kind of problem come across in substrate production plus
the populating of the substrates in computer assembly and in automobile engine
fabrication.
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The batching of jobs is common to save setup time for jobs requiring same setup or if
there is a machine that can process several jobs at same time. Extensive research has been
done on sequencing families of jobs into batches by Yavuz (1999), Potts and Kovalyov
(2000). Yavuz(1999) considered batching and lot-sizing which often increase the
customer service and decrease the throughput time. Batching is the decision of
scheduling similar jobs contiguously and lot-sizing is the decision of when and how to
split identical items into sub lots. In a family scheduling problem, jobs are divided into
families according to their similarity, so that no setup is required for jobs belonging to the
same family. A set up cost is incurred at the beginning of the schedule and between the
switching of family processing. According to Potts and Kovalyov Magazine and Santos
(1985), the problem of batching is considered for single machine and is shown that
batching decisions may have a dramatic impact on the manufacturing lead time of items
to be processed. Large batches reduce the number of setups and hence increase the
machine utilization but they may delay the processing of jobs belonging to a different
family. Mohammad and Emmons (1996) studied the problem of scheduling of families of
jobs with sequence independent setup times in group technology assumption and proved
that minimizing the number of tardy jobs is NP hard. Many applications similar to our
problem are studied in literature. In Baker (1988), Aneja and Singh (1990), Coffman,
Nozari and Yannakakis(1988), Sung and Park (1993), Cheng and Wang (1999), a twostage assembly shop with one fabrication machine that can process both common and
unique components and then assembled at a subsequent assembly stage with the objective
to minimize the mean flow time or completion time is studied. In all the above cases
except Cheng and Wang (1999), only the single fabrication machine that is the bottleneck
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facility is considered. Only Cheng and Wang (1999) considered the two-stage case of
both fabrication and assembly with an objective to minimize the makespan under both
item and batch availability considerations. In the single machine cases, the completion of
the second component of the job is considered as the job completion time.
A branch and bound algorithm is given by Sung and Park (1993), where the jobs
are first sequenced by SPT and then the B & B algorithm is applied. Most of the other
solutions for this problem are given by an algorithm, which combines a sequencing
procedure and a dynamic programming procedure. The objective of mean completion
time, which is equivalent to minimizing the average work in process inventory is studied
in detail by Baker (1988) and Coffman, Nojari and Yannakakis (1988). They are the first
people to research and consider this kind of two-component, single machine problem,
both considered the objective of mean completion time under batch availability. Aneja
and Singh (1990) extended Baker’s two-component model (one unique and one common)
to N components (one unique and several common components) for the same objective.
Vickson et al (1993) considered the case of item availability unlike Baker’s batch
availability and they showed that this assumption makes the problem more complex and
could devise a dynamic programming only for a special case of all common components
having same processing times.
Moreover, since timeliness of the product delivery is also important next to the
cost (measured by WIP inventory), due date constraints are introduced. Hence new
performance objectives such as minimizing of the total tardiness, the maximum tardiness,
and number of tardy jobs also investigated recently for this problem. The due date related
objectives are studied by Gerodimos et al (1999) for the case of n multi-operation jobs on
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single machine. Lin (2002), Gerodimos, Glass, Potts (2000) analyzed for the due date
related objectives of Tmax and SUi. The problem description, assumption regarding the
availability of completed jobs and complexity of various problems previously studied in
literature is given in table 2.1, given in the next page.
Table 2.1. Similar Problems and their Complexity Studied in Literature
Proposed in

Problem setting and machine

Technique used

literature by

environment

Baker et al

FSP /(Ui , Ci )/mean completion

All the jobs are

(1988)

time under batch availability, also

arranged in SPT order,

for agreeability case of processing

and then a dynamic

times of common components

programming algorithm

Order of complexity
of the solution
O (n 3 log n)

is given.
Coffman et al

Automated manufacturing system/

2 theorems on optimal

(1988)

with 2 sub assemblies/ the total

schedule structure are

time (makespan)

given and improved

O(

n)

optimization algorithms
are given
Aneja et al

1 / ( 1 u i , m ci,) / minimize mean

an extended algorithm

(1990)

completion time, where m >= 2

to Baker’s algorithm is

O(mn 2 )

given
Sung et al

1 / (common, product-dependent

A branch and bound

(1993)

components) / mean flow time

solution, a dynamic

O(n 2 )

programming
algorithm is also given
Cheng et al

F2 / (u i , ci, ai ) /minimize makespan,

Sequenced by

For identical

(1999)

both fabrication as well as

Johnson’s rule and then

common component

assembly stage are considered

a dynamic

case – O (n 4 )

under both item and batch

programming algorithm

Special case – O (n 3 )

availability (IA, BA)

is given.

Gerodimos et

1 / (u i , ci,) / Tmax, under batch

Dynamic programming

al (2000)

availability

algorithm

1 / (u i , ci,) /

∑U i, under batch

availability
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O (n 2 )

Pseudo-polynomial time

O(n 2 d max) time

algorithm, and solvable

special case in O(n 4

for special case

log n)

Table 2.1. continued
Proposed in

Problem setting and machine

literature by

environment

Gerodimos et

1 / (j(1) , j(2)) /

al (2001)

FSP / (j(1) , j(2))/ Lmax,

Technique used

Order of complexity
of the solution

∑ Cj ,( agreeability)

FSP / (j(1) , j(2))/

∑U i

under item availability

SPT and then by DP

O(n log n)

EDD and then by DP

O(n 2 )

Pseudo-polynomial

O(n 2 D max)

time

in O(n 5 log n log P)

Solvable for special

where P is the sum of

case

processing times of

p

(1)
j

= constant

specific operations.

Gerodimos, Glass, Potts (2000), (2001) studied the two objectives to minimize the
maximum Tardiness, minimize the number of tardy jobs under batch availability, item
availability assumptions respectively. They gave in their papers, a polynomial time
dynamic programming algorithm for Tmax and a pseudo-polynomial algorithm for the
later. In (2001) they solved by introducing a generic dynamic programming scheme that
builds an optimal schedule by alternately inserting blocks of operations of the two
distinct types based on certain optimal schedule properties. Their approach lead to
efficient algorithms for sum of completion times with agreeable processing times,
maximum lateness problems and for a special case of the number of tardy jobs (same
processing time of all common operations). They also compared the results with those of
the batch availability case and proved that item availability case is equally simple as the
batch availability case. Lin (2001) considered the item availability assumption for the
same objectives to minimize Tmax and number of tardy jobs and proposed a polynomial
time algorithm for the former and pseudo-polynomial time algorithm for the latter.
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There is no polynomial time algorithm given for the objective of number of tardy
jobs for this type of a problem until now. Therefore, we considered this objective under
item availability assumption, which is proved by Gerodimos, Glass, Potts (2001) and Lin
(2001) as an NP hard case and solvable only in pseudo-polynomial running time.

2.2 Pseudo-polynomial Algorithm
A dynamic programming algorithm for minimizing the number of late jobs, which
has pseudo-polynomial running time is proposed in Gerodimos, Glass, Potts (2001) based
on certain properties of the optimal schedule. Firstly the jobs are re-indexed according to
the EDD rule so that D1 ≤ D2 ≤ . . . . ≤ Dn , then an optimal schedule is built using a forward
dynamic program with job insertion. At each step, the two operations of an early job are
inserted either at an appropriate position into the last batch or appended in to a new batch
at the end of the given partial schedule. An initial partial schedule of early jobs is said to
be of type b if it ends with a block of type b for b = 1, 2. The late jobs are not included in
the schedule since the order in which they appear is immaterial. In this algorithm, the
number of jobs considered for inclusion into the partial schedule, a stage variable k and
state variables (u, e, b) where u is the number of late jobs, e is the minimum earliness of
the jobs in the last block of early jobs and b denotes that the partial schedule is of type b
for b = 1,2. b = 1, if the schedule ends with a common operation and 2, if it ends with a
unique operation. The earliness value is included so as to check the feasibility of some of
the insertions in order to generate all potentially optimal schedules.
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Fk (u, e, b) denote the minimum completion time of the last early job in partial schedules
of early jobs in stage k corresponding to state (u, e, b). Fk (u, e, b) = ∞ , if no such
schedule exists.
g (k, u, e, b) denote the maximum earliness of

job k when the partial schedule

corresponding to state (u, e, b) at stage k-1 is extended by inserting the two operations of
k in the last two appropriate batches so that no setup is generated.
g (k, u, e, b) = Dk – (Fk-1 (u, e, b) +

p

(1)
k

+

( 2)

p

k

)

Fk (u, e, b) denote the make span of the best schedule in stage k and state (u, e’, b), whose
earliness is at least e.
Fk (u, e, b) = min {Fk (u, e’, b)}
e ≤ e' ≤ d k

According to the property of the optimal schedule which states that the optimal schedule
starts with a unique operation. Hence the initial condition is F0 (0, 0, 2) = 0, with all
other values including F0 (0, 0, 1) set to infinity.
The forward recursion for the dynamic program with job insertion is given by

Fk (u, e, b) = min

Fk −1 (u − 1, e , b)

 F (u , e + p (b ) , b) + p (1) + p ( 2 ) if g(k, u, e+ p (b ) , b ) > e
k
 k −1
k
k
k

(b )
(1)
( 2)
F
(
u
,
e
+
p
,
b
)
+
p
+
p
if g(k, u, e+ p k(b ) , b ) = e
k
k
k
 k −1
(
1
)
(
2
)
 Fk − 1 (u ,0, b ) + p k + p k + (2 − b) s if g(k, u, 0, b)–(2-b)s = e

for k = 1, . . . , n, u = 0, . . . , k, e = 0, . . . , Dk and b = 1, 2 where b = 3 – b.
The minimum number of late jobs is given by
u* = min{ u | min { min { Fn (u, e, 1), Fn (u, e, 2)}}< ∞ }
0 ≤ e ≤ dn

The time requirement of this algorithm is O (n2 dmax ). Indexing of the jobs in EDD rule
requires O (n log n) time. In the dynamic program there are O (n Dmax) states for each of

26

the n stages, where the largest due date, Dmax is the upper bound on the earliness e that
can occur that can occur in a feasible state.

2.3 Moore - Hodgson’s Algorithm
Moore (1968) proposed an O (n log n) algorithm that is proved to produce optimal
schedules with the maximum number of late jobs for 1 / ui / SUi case, where on-time jobs
are added to the schedule in the increasing order of their due dates and when the inclusion
of a job j results in it being completed late, this job is tried to be included into the
schedule by discarding an already scheduled job with the longest processing time. EDD
(earliest due date first) rule has proved to be giving an optimal solution to due date
related objectives like Tmax and number of late jobs. Hence, in most of the literature on
due date related problems, the first step is to sequence the jobs in EDD order.
Let E denote the set of early jobs and L denote the set of late jobs. Initially, all jobs are
in set E and set L is empty.
Step 1: Order all jobs in the set E using EDD rule.
Step 2: If no jobs in E are late; E must be optimal and go to Step 4. Otherwise, find the
first late job in E. Let this first late job be the kth job in set E.
Step 3: Out of the first k jobs, find the longest job. Remove this job from E and put it in
L. Return to Step 2.
Step 4: Form an optimal sequence by taking the current sequence of jobs in E and
appending rejected jobs in set L in any order.
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Theorem 2.3.1 Moore - Hodgson’s Algorithm constructs the set E of early jobs in an
optimal schedule for the problem 1// ∑ U j . (Brucker (2001))
Proof. We denote a schedule by P = (E, L), where E is the set of early jobs and L is the
set of late jobs.
Let j be the first job that in step 3 of the algorithm is deleted from set E. We first prove
that there exists an optimal schedule P = (E, L) with j ∈ L and k is the job, which is
k

added to the set E in the preceding step. Then Pj = max pi. Further more, when scheduling
i =1

the partial sequence 1, 2, . . . ., j-1 , j+1, . . . k no job is late and Pk ≤ Pj . We replace j by
k and reorder jobs according to non-decreasing due dates. Now consider an optimal
schedule P’ = (E’, L’) with j ∈ E’.
There exists a sequence, Π : Π (1), . . . ., Π (m), . . . ., Π (r), Π (r + 1), . . . , Π (n)
Where
D Π (1) ≤ . . . . ≤ D Π ( r )

(2.3.1.1)

L’ = { Π (r + 1), . . . , Π (n)}

(2.3.1.2)

{ Π (1) . . . . . , Π (m)} ⊆ {1, . . . .k}

(2.3.1.3)

{ Π (m+1), . . . . . Π (r)} ⊆ {k+1, . . . . n}

(2.3.1.4)

j ∈ { Π (1) . . . . , Π (m)}

(2.3.1.5)

Since D1 ≤ D2 ≤ . . . . ≤ Dn , there always exists m such that (2.3.1.3) and
(2.3.1.4) are satisfied. Furthermore, (2.3.1.5) holds because j ∈ E’ ∩ {1, . . . . . , k}.
Since {Π (1) . . .., Π (m)} ⊆ E’, no job in {Π (1) . . . . , Π (m)} is late. On the other
hand, there is a late job in {1, . . . . , k} in any schedule. Thus {Π (1) . . . . , Π (m)} ⊂ {1,
≠
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. . . . , k}, which implies that we have a job h ( 1 ≤ h ≤ k) with h ∉{ Π (1) . . . . , Π (m)}.
We delete job j from {Π (1) . . . . , Π (m)} and replace it by h. If we order all jobs in
{ Π (1) . . . . , Π (m)} U {h}\ {j} according to non decreasing due dates, all jobs are on
time because {1, . . . . , k} \ {j]} has this property. If we add the jobs Π (m+1), . . . .,
Π (r) to the set {Π (1), . . . . . Π (m)} U {h} \ {j} and sort all jobs according to EDD
order, all jobs are on time because Ph ≤ Pj implies

m

∑P
i =1

Π ( i)

m

− Pj + Ph ≤ ∑ PΠ ( i) . Thus we
i =1

get an optimal schedule P = (E, L) with j ∈ L.
By induction the theorem can be proved on the number of n jobs. The algorithm is
correct if n = 1. Assume the algorithm is correct for all the problems with n-1 jobs. Let P
= (E, L) be the schedule constructed by the algorithm and let P’ = (E’, L’), an optimal
schedule with j ∈ L’, then by optimality, we have | E | ≤ | E’|. If the algorithm is applied
to the set of jobs {1, . . .. j, j+1, . . . n} we get an optimal schedule of the form (E, L\{j}).
Because (E’, L’\{j}) is feasible for the reduced problem, we have | E’| ≤ |E|. Thus |E’| =
|E| and P is optimal.
In this chapter we have looked into some of the most important work done in the
area of scheduling with a particular emphasis on the problem of scheduling 2-component
model on single machine with different objective functions. The next chapter will present
the problem description and solution methodologies used.
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CHAPTER 3
PROBLEM STATEMENT AND METHODOLOGY

In the last chapter we discussed the research done on 2-component scheduling
problems, the solution methodologies applied and the complexity of those algorithms. In
this chapter, the present research problem and our proposed methodology to solve it will
be presented.

3.1 Statement of the Problem
The problem in the present research is, scheduling of n jobs that are available at
time zero on a single machine to minimize the number of tardy jobs. Each job is
associated with a due date and consists of two operations, a standard (common) operation
(O

c, j),

and a specific (unique) operation (O

u, j).

A standard operation is common and

requires a constant setup for all jobs but the specific operation is job-dependent and
requires a unique setup for every job. Hence the common operations may be grouped into
batches for processing and a constant setup is incurred when each batch is formed
whereas the specific operations are performed individually. The two operations can be
performed on a job in either order. The machine can perform at most one operation at a
time and no preemption is allowed. The jobs from the batches are released under item
availability and the completion time of a job is when the last of the two operations is
completed on it. A job is said to be tardy when its completion time is greater than the due
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date associated with it. Our scheduling problem involves both batching as well as
sequencing decisions.

3.2 Assumptions
1. The machine is always available throughout the production process (without any
breakdowns and is not stopped for maintenance).
2. As the setup for the specific operation is unique to every job, the setup time for
each job is included in its processing time (P u, j).
3. No preemption is allowed while performing any of the operations.
4. The two operations are performed in any order.
5. The tardy jobs are all processed after the early and on time jobs and increase in
the max tardiness value due to this is ignored.

3.3 Objective Function
The objective function that is been considered for the present problem is to
minimize the number of tardy jobs.

Minimize SUi, for i = 1, 2, …..n
Where Ui = 1, if job i is tardy
0, otherwise
3.4 Complexity of the Problem
The 1 / (ui, ci)/

∑U i, is proved to be a NP-hard problem and an optimal solution

to this problem can be found only in pseudo-polynomial time in Gerodimos (2001), Lin
(2002). We devise a heuristic algorithm for the above problem by the method of insertion
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of single or blocks of unique and common operations into the initial schedule to obtain
near optimal solutions with a very low standard deviation and the algorithm which can be
used to obtain solutions for large n values and due dates in a very short time compared

3.5 Properties of Optimal Schedule
In order to eliminate some of the possible schedules and restrict our attention to
schedules of a particular type, the optimal schedule for the given problem is proved to be
satisfying the following batching and sequencing properties. These properties and proofs
are given by Gerodimos, Glass and Potts (2001), Lin (2002).
3.5.1 Prope rty 1 For the 1 / (ci, ui )/ ∑U i, there is an optimal schedule in which the two
operations of the non- tardy jobs are sequenced in consecutive batches. ( given in
Gerodimos, Glass and Potts (2001))
Proof. Assume that ui is the non- final operation of the ith job scheduled already in the lth
unique batch Bl and final operation of the job i, ci is not scheduled in the Blth common
batch but is scheduled in a later batch, this will complete the job at a later time. Since the
job i is said to be completed only after the completion of the final operation. Though the
non- final operation is performed well ahead, it has to wait for a long time for the final
operation, hence it is desired to perform the non- final operation as late as possible, so that
it is finished just before its final operation. Though this will not increase the completion
time of this job but might decrease the completion times of other jobs. The latest the nonfinal operation may be delayed is in the previous batch to the final operation batch. Hence
the two operations should be scheduled in consecutive batches.
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Property 2 For the 1 / (ci, ui )/

∑U i, there is an optimal schedule in which any two non-

final operations of the non-tardy jobs are processed in the same order as their
complementary final operations (Gerodimos, Glass and Potts (2001)).
Proof. Assume an optimal schedule, in which i, j are two jobs not satisfying the above
property ie., if Ou,i precedes Ou,j and Oc,j precedes Oc,i , the 4 operations could be
performed in any of these 6 configurations
(a) [Ou, i, Ou, j, Oc, j, Oc, i]

(d) [Ou, i, Oc, j, Oc, i, Ou, j ]

(b) [Oc, j, Oc, i, Ou, i, Ou, j ]

(e) [Oc, j, Ou, i, Oc, i, Ou, j]

(c) [Oc, j, Ou, i, Ou, j, Oc, i]

(f)[Ou, i, Oc, j, Ou, j, Oc, i]

For (a), (e), (f) the transfer of Ou,i immediately after Ou, j and for the other 3
cases the transfer of Oc, j, immediately after Oc,

i

will not increase the tardiness but

sometimes decrease the completion time of some of the jobs, hence an optimal schedule
will have the unique operations performed in the same order as the common operations
and vise versa, i.e., if Ou,i precedes Ou, j in an unique batch then Oc, i precedes Oc, j in a
common batch.
Property 3 For the 1 / (ci, ui)/ ∑U i, there is an optimal schedule in which the non-tardy
jobs are sequenced in EDD order (Lin 2002).
Proof. Assume that in the optimal schedule job j precedes job i even if due datej > due
datei, i.e., job j is completed before job i , if the two operations of job j are performed just
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after the job i operations. The tardiness of any other jobs is not affected but the total
tardiness is decreased if the lesser due date job is scheduled prior.
Property 4 For the 1 / (ci, ui)/ ∑U i, there is an optimal schedule in which there are
alternate batches of unique and common operations of the non-tardy jobs, satisfying the
condition that no batch of common operation with the possible exception of the last,
contains a single operation and all other common operation batches start with a final
operation and end with a non- final operation (Gerodimos, Glass and Potts (2001)).
Proof. Considering that the optimal schedule satisfies properties 1 and 2, suppose that the
schedule contains a batch of common operations of jobs i,…., k where i <= k, assume
that i is a non-final operation and all the operations in this batch are non-final, the unique
operation of this job which is scheduled immediately after this batch is removed from its
current location and is inserted immediately before this batch., we observe that by this
transformation there is no delay in any of the other job’s completion time. But the ith job
is completed faster than before, as the common operation becomes its final operation.

3.6 Methodology
The given jobs are sequenced to the set of on-time jobs in increasing order of due
dates (property 3). The first early job is scheduled with its u-component first followed by
setup and then its c-component. The next job may be decided to be an early job (if a job
can be completed on or before its due date) or a late job (if it cannot be completed before
its due date).
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A job is added to the early job set, if two of its operations can be inserted into the
same batch such that the jobs already scheduled along with the current job are all on time.
If insertion of operations into the current batch is not possible, a new batch is started. If
insertion of operations is not possible and starting a new batch makes the current job late,
then the largest among the previously scheduled jobs and the current job is thrown into
the late job set. If the current job is thrown into the late job set, the next job with the least
due date is considered for insertion in to the last scheduled batch. If any of the previously
scheduled early jobs is thrown, we try to insert the current job. While throwing an already
scheduled early job, the setup is also removed along with the processing times of both the
operations if it belongs to a one-job batch.
The operations of the next job may be inserted depending on the type of the
previously scheduled batch. There may be 2 types of previously scheduled batches
1) Unique operation is the non-final operation of the last job scheduled,
Batch type = 1.
2) Common operation is the non- final operation of the last job scheduled,
Batch type = 2.
The following scenarios could occur. The next job in the job sequence may be
1) Inserted into the same batch with its u-component scheduled first when its
previous Batch type = 1.
2) Inserted into the same batch with its c-component scheduled first when the
previous Batch type = 1.
3) Inserted into the same batch with its c-component scheduled first when the
previous Batch type = 2.
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4) Start a new batch of type =1.
5) Thrown into the late jobs set, as it cannot be scheduled as early job.
6) Inserted into the schedule after discarding a previously scheduled early job that
has a longest processing time than the current job (Moore-Hodgson algorithm).
Some of these scenarios are mutually exclusive. They also will occur only under
certain conditions. The steps of the algorithm direct the flow according to these
conditions and give the number of early and late jobs and also the schedule of the early
jobs and all the late jobs can be arbitrarily scheduled at the end of the early job schedule.

3.6.1 Steps of the Heuristic Algorithm for 1 / (ci , ui )/ ∑U i
STEP 1:
J = {1, 2, 3,……..n}, JEDD = φ , JE= φ , JL=φ , Schedule = φ , Nt =0, N e=0.
STEP 2:
Let j* denote the job that satisfies
Dj* = min (Dj) where j ∈ J
Add j* to JEDD
Delete j* from J; go to STEP 3.
STEP 3:
Let j* denote a job that is
j* =min{j / Puj+ s + Pcj ≤ Dj} Where j ∈ JEDD
If no such j* exists, Nt = n, STOP
Otherwise Schedule job j* as the first job
Add all jobs j < j* to set JL, add j* to JE
Delete jobs 1 to j* from JEDD, go to STEP 4.
STEP 4:
Schedule the u-component of the job, followed by setup, then the c-component
Update JE, Schedule and Ne according to the scheduled job
Assign Batch type = 1
Record T = Puj+ s + Pcj
Increment j* and go to STEP 5.
STEP 5:
If T + P u, j* + Pc, j* ≤ Dj* then go to STEP 6 otherwise go to STEP 11.

36

STEP 6:
If the previously scheduled batch is of type 1 i.e., if Batch type = 1 (with the ucomponent scheduled first) go to STEP 7; otherwise go to STEP 8.
STEP 7:
If T + P u, j* + Pc, j* ≤ Dj* && Cj + Pu, j* ≤ Dj ∀ j ∈ JEDD
Add j* to JE
Update the Schedule by inserting the new u component before the setup of the last
batch and c-component at the end of the batch.
Otherwise If T + P u, j* + Pc, j* ≤ Dj* and Cj + Pc, j* ≤ Dj not satisfied ∀ j ∈
JEDD
Add j* to JE
Update the Schedule by inserting the new c-component after the last ccomponent and u- component scheduled at the last.
Update Ne.
STEP 8:
If Batch type = 1 and If T + Pu, j* + Pc, j* ≤ Dj* && Cj + Pc, j* ≤ Dj ∀ j ∈ JEDD;
Add j* to JE
Update the Schedule by inserting the c-component after the last scheduled ccomponent and insert the u-component at the end of the schedule
Otherwise, go to STEP 10.
STEP 9:
If T + s +Pu, j* + Pc, j* ≥ Dj* a new batch with its u-component scheduled first is
started
Increment Batch Number and Go to Step 4 to schedule the job in a new batch
Otherwise go to STEP 11
STEP 10:
Find j** such that
Pu, j** + Pu, j** = Max {P u, j + Pc, j} for ∀ j ∈ JE
If Pu, j** + Pu, j** ≥ Pu, j* + Pc, j*
Delete j** from JE
Decrease CT by Pu, j** + Pu, j** if Batch Size j** >1 and decrease by Pu, j** + Pu, j** +
s, if Batch Sizej** =1
Go to STEP 5 to schedule the current job in the early schedule.
Otherwise add j* to JL; and go to STEP 5.
STEP 11:
If j* = n, Stop otherwise increment j* and go to step 5.
STEP 12:
Arrange the operations of all the late jobs in one batch at the end of the early jobs
schedule.
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In words the algorithm is described as below.
1) Setup the initial conditions.
2) Find the job with the minimum due date.
3) Find the first early job by checking if the first job can be processed before its due
date, if yes go to step 4, otherwise check if the next job can be scheduled as an early
job.
4) The first early job is scheduled with its u-component scheduled first followed by
setup and then the c-component (Batch type = 1)
5) The next job is checked if it can be
i) Inserted at an appropriate location into the same batch without making any of
already scheduled jobs tardy. Insertion may be made with
a) Its u-component scheduled first (Batch type = 1)
b) Its c-component scheduled first (Batch type = 2)
ii) Start a new batch (Batch type = 1) and insert the operations into it and then
Go To Step 5.
iii) If the current job cannot be scheduled as an early job, find the longest processing
time job among the already scheduled early jobs and the current job. Throw this
longest processing time job into the late jobs queue. The u, c component and also
the setup of this job are thrown out of the schedule accordingly if it is a single job
batch
Go to step 4 and insert the current job if a job from the scheduled early jobs is thrown
Otherwise if the current job is found to be with the largest processing time, it is thrown
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into the late jobs queue with out disturbing the existing early job schedule and the next
job in the JEDD is considered for insertion.
6) Depending on the previous Batch type the scheduling decision is taken accordingly.
7) The control goes to 4 to 6 till the end of the job list JEDD and then goes to step 8.
8) All the late jobs are arbitrarily scheduled at the end of the already scheduled early
jobs.
Once the early jobs schedule, late job schedule and the respective completion times.
Decision might be made depending on the tardiness penalties to either
a) Process the m as late jobs in the same shop
b) Install a second multi-purpose machine and schedule these jobs on it
c) Outsource the late jobs to a vendor

3.7 An Example
The working of the algorithm is shown using an example problem consisting of 8
jobs and setup for common components S = 2
STEP 1: Given information about the jobs to be scheduled.
Table 3.1. Processing Times and Due Dates of Jobs to be scheduled
Job i

1

2

3

4

5

6

7

8

Pu, i

1

3

1

2

4

2

5

2

Pc, i

2

3

4

1

2

4

2

4

Di

11

12

11

19

31

30

37

35

STEP 2 Arrange them in EDD order therefore.
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Table 3.2. Processing Times and Due Dates of Jobs in EDD order
Job i

1

2

3

4

5

6

7

8

Pu, i

1

1

3

2

2

4

2

5

Pc, i

2

4

3

1

4

2

4

2

Di

11

11

12

19

30

31

35

37

STEP 3: Schedule the first early job, since
Pu,

1

+ Pc, 1 + S = 1 + 2 + 2 = 5 <= 11, hence job 1 is the first early job that can be

scheduled.
STEP 4: Schedule = {U1, S, C1}, JE = 1, T = 5, CT1 = 5, Batch type = 1

Figure 3.1. Case 1. When the Previous Batch is of U type
U1

S

C1

1

3

5

no.of tardy jobs =0, and point of insertion for the next job is between U1 and S.
we will try to insert u – component of Job 2 (1, 4, 11) at the point of insertion.
STEP 5: since T + Pu, 2 + Pc, 2 ≤ D2 , and the previous Batch type is 1.
And T + P u, 2 + Pc, 2 ≤ D2 ( 5 + 1 + 4 ≤ 11) and also CT1 + Pu, 2 ≤ D1 (5 + 1 ≤ 11)
U2 can be inserted after U1.

Figure 3.2. Case 2. When the Previous Batch is of C type
U1

U2

1

S
2

C1
4

C2
6

10

Schedule = {U1, U2, S, C1, C2}, JE = 2, T = 10, CT1 = 6, CT2 = 10, Batch type = 1
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for the next job (job 3) since T + Pu, 3 +Pc, 3 ≥ D3 go to STEP 10 job 3 has the largest
processing time among job 1, 2, 3. job 3 is thrown into the late job list.
Schedule = {U1, U2, S, C1, C2}, JE = {1, 2}, JL = {3}, no.of tardy jobs =1
Now job 4 is considered for insertion. T + Pu, 4 ≤ D4 (10+ 2 ≤ 19) but U4 cannot be
inserted before the setup in the same batch as jobs 1 and 2 become late. We insert C4 at
the end and then followed by U4.

Figure 3.3. Case 3. When the previous batch is C type, we need to start a new batch
U1

U2

1

S

2

C1

4

C2

6

C4

10

U4

11

13

Therefore schedule = {U1, U2, S, C1, C2, C4, U4}, JE = {1, 2, 4}, JL = {3}, no. tardy jobs
= 1, Batch type = 2 and point of insertion of the next operation is after C4.
Similarly the schedule of 8 jobs by applying this algorithm is given by
Schedule = {U1, U2, S, C1, C2, C4, C5, C6, U4, U5, U6, U7, U8, S, C7, C8, C3}, JE =
{1, 2, 4, 5, 6, 7, 8}, JL = {3}, no of tardy jobs = 1.
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CHAPTER 4
COMPUTATIONAL EXPERIMENTS AND RESULTS
In the last chapter the proposed heuristic solution approach to solve the problem
and the available pseudo-polynomial optimal algorithm given in Gerodimos, Glass, and
Potts (2001) are presented and discussed in detail. In this chapter the computational
experiments performed to test the effectiveness of the heuristic algorithm in obtaining
good, near optimal solutions compared the optimal solutions are presented. The complete
experimental setup and analysis of the results obtained are discussed in this chapter.

4.1 Data Generation
Generating due dates is complicated than generating processing times. This is
because of the two factors mean and variance that contribute to the positioning of due
dates. Most data generation methods generate the processing times independently from a
uniform integer distribution because it is a high variance distribution and also produces
sufficient variability in the data. So the problems can be tested for many possible
scenarios allowing algorithms to be tested under unfavorable conditions. Hence in this
work the processing times were drawn from three uniform integer distributions, the
corresponding due dates were drawn from uniform distribution whose ranges are
computed as a function of the sum of the respective processing times. This is similar to
method used by Szwarc and Mukhopadhyay (1995).
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4.2 Experimental Settings
The heuristic algorithm is tested for seven different sizes of n = 20, 40, 60, 80,
100, 150 and 200 jobs. The optimal algo rithm is tested only for n = 20, 40, 60 and 80 jobs
because of its long CPU times. The processing times of the unique and common
components of each job are drawn independently from uniform distributions U [1, 10], U
[10,20], U [1, 20] and generated using MATLAB 6.1. The due dates are generated from a
uniform distribution of [aP, bP], where P = ? pui + ? pci. This leads to a tardiness factor of
T = 1 – (a + b)/2 and a due date range of (b – a)P. We use eight sets of a ~ b values = 0.2
~0.3, 0.3~0.6, 0.4 ~0.9, 0.2 ~0.8, 0.1~1.1, 0.2~1.3, 0.1~1.7, and 0.3~2.1, so that we test
the performance of the algorithms on a variety of due date settings (both tight and loose
settings). The test data due dates are randomly generated using the uniform random
number generator X+(Y-X)* rand (1), where X = aP, Y = bP for corresponding sets of
processing times. Three setup times of s = 5, 10, 15 are considered. For each combination
of n, a, b, pu, pc and s, 20 replications are run. This leads to 7*3*8*20*3 = 10,080
problem instances. The number of tardy jobs and the CPU time of the optimal and
heuristic algorithms are recorded.

4.3 Software Implementation
Both the heuristic and the optimal algorithms are coded in C-programming
language by linked lists (to use dynamic memory allocation) for better efficiency and run
time. The codes are run on a Pentium 4 CPU – 2.66 GHz, 520MB RAM computer in
UNIX environment. The number of tardy jobs in the schedules and the CPU run time
taken to obtain it using the optimal and heuristic algorithms are obtained.
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4.4. Analysis and Discussion of the Computational Results
This section presents the results of the computational experiments performed and
observed effects of the various factors considered to test the performance and
effectiveness of the heuristic algorithm and the optimal algorithm. Both algorithms were
tested on same data sets of processing times and due dates. However, optimal schedules
are obtained only for n ≤ 80, due to the long CPU times needed for finding optimal
schedules. The computational results for different combinations of data are presented in
Tables 4.1. ~ 4.13.
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Table 4.1. NT by Optimal Algorithm, p u and pc ∈ U [1, 10]

Figure 4.1. Optimal NT Versus Due Date Settings for pu, pc ∈ U[1,10]

Number of late jobs NT

Optimal NT versus Duedate settings for Pu, Pc belongs to U[1,10]
s=5, n=20

n
n
50.00
45.00
40.00

s=10, n=20
s=15, n=20

n =80

s=5, n=40
n =60

s=10, n=40

35.00
30.00
25.00
20.00
15.00

s=15, n=40
s=5, n=60

n =40

s=10, n=60
s=15, n=60

n =20

10.00

s=5, n=80

5.00
0.00

s=10, n=80
0.2~0.3

0.3~0.6

0.4~0.9

0.2~0.8

0.1~1.1

a~b Due Date Settings
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0.2~1.3

0.1~1.7

0.3~2.1

s=15, n=80

Table 4.2. NT by Optimal Algorithm, p u and pc ∈ U [11, 20]

Figure 4.2. Optimal NT Versus Due date Settings for p u, pc ∈ U[11,20]

Number of late jobs NT

Optimal NT Versus Due date Settings for Pu, Pc belongs to U[11,20]
50.00
45.00
40.00
35.00
30.00
25.00
20.00
15.00
10.00
5.00
0.00

n =80

s=5, n=20
s=10, n=20

n =60

s=15, n=20
s=5, n=40

n =40

s=10, n=40
s=15, n=40
s=5, n=60

n =20

s=10, n=60
s=15, n=60
s=5, n=80
0.2~0.3 0.3~0.6 0.4~0.9

0.2~0.8 0.1~1.1 0.2~1.3 0.1~1.7 0.3~2.1

a~b Due Date Settings
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s=10, n=80
s=15, n=80

Table 4.3. NT by Optimal Algorithm, p u and pc ∈ U [1, 20]

Figure 4.3. Optimal NT Versus Due date settings for pu, pc ∈ U[1,20]
Optimal NT Versus Due date settings for Pu, Pc belongs to U[1,20]

s=5, n=20
Number of late jobs NT

50.00
40.00

n =80

s=10, n=20

n =60

s=15, n=20
s=5, n=40

30.00

s=10, n=40

n =40

s=15, n=40

20.00

s=5, n=60

n =20

10.00

s=10, n=60
s=15, n=60

0.00
0.2~0.3

0.3~0.6

0.4~0.9

0.2~0.8

0.1~1.1

a~b Due Date Settings

0.2~1.3

0.1~1.7

0.3~2.1

s=5, n=80
s=10, n=80
s=15, n=80
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Tables 4.1~ 4.3 present the number of tardy jobs (N T ) in an optimal schedule
obtained by the optimal algorithm of Gerodimos, Glass and Potts (2001). Table 4.1 gives
the results when the processing times for the unique and common operations follow the
uniform distribution [1,10]. Tables 4.2. and 4.3. give the results when the processing
times for the unique and common operations are drawn from the uniform distributions
U[11,20 and U[1,20], respectively.
From Table 4.1, we see that the due date settings of a~b = 0.2~1.3, 0.1~1.7 and
0.3~2.1 lead to zero tardy jobs. i.e., all the jobs can be processed on time. We observe
that the percentage of tardy jobs is 56- 60%, 25%-30%, 20-26% and 10-20% for due date
settings a~b = 0.2~0.3, 0.3~0.6, 0.2 ~0.8 and 0.4 ~0.9 respectively. We a decrease in
tardy jobs from 0.2~0.3 to 0.4~0.9 and hence can say that due date setting 0.2~0.3 is tight
compared to 0.4~0.9. For a~b = 0.1~1.1 and there are mean tardy jobs of 0.05 for n = 20
and less than 4 for n = 40, 60, 80.
The number of tardy jobs increase by roughly one job with increase in the setup
time from 5 to 10 or from 10 to 5, for all combinations of tight settings a~b, n. Figure 4.1
represents the plot of Number of Tardy jobs obtained for each of the due date setting. We
observe a decrease in number of tardy jobs from due date settings a~b = 0.2~0.3 to
0.4~0.9. There is an increase from 0.4~0.9 to 0.2~0.8, then again there is a decrease from
0.2~0.8 to 0.2~1.3, reaches zero at 0.2~1.3 and remains zero for rest two due date
settings. The increase and decrease in the NT show the increase and decrease in the
tightness factor of the due date settings. The closer lines for a particular n and the three
different setup times show that the setup times have no significant impact on the number
of tardy jobs. This trend of the obtained NT is presented in Figure 4.1.
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In Table 4.2., the percentage of tardy jobs for due date settings a~b = 0.1~1.1,
0.2~1.3, 0.1~1.7 and 0.3~2.1 are equal to zero for most cases except for n = 60 and 80
and a~b = 0.1~1.1 where we observed 2 to 5 tardy jobs. For a~b due date settings of
0.2~0.3, 0.3~0.6, 0.4~0.9 and 0.2~0.8, the percentage of tardy jobs is 57-62%, 30-40%,
14-25% and 18-27% respectively. The percentage of tardy jobs increased by roughly 25% when the processing times distribution changes from U[1,10] to U[11, 20]. This
increase could be due to the longer processing times when the processing times are drawn
from U[11, 20]. As for the results given in Table 4.1., the number of tardy jobs increases
by less than 1 with an increase in setup times from 5 to 10 or from 10 to 15. The trend of
the obtained NT is presented in Figure 4.2.
In Table 4.3. we observe the percentage of tardy jobs for due date settings a~b =
0.1~1.1, 0.2~1.3, 0.1~1.7 and 0.3~2.1 and 48-52 %, 25-33%, 10-20%, 8-10% of tardy
jobs for 0.2~0.3, 0.3~0.6, 0.4~0.9 and 0.2~0.8 respectively. The increase in setup time
increased the number of tardy jobs by roughly 1 job. The trend of the obtained NT is
presented in Figure 4.3.
We observe in all the three cases that there is an increase of number of tardy jobs
by no more than 1 with increase in s. This may be due to the setup times considered 5, 10,
15 were small compared to the processing times. We observed that NT increases almost
linearly as n increases. This means the percentage of tardy jobs is constant as n increases.
We observe almost equal number of tardy jobs for processing times drawn from U[1,10]
and U[1,20] and an increase in tardy jobs when the processing times are drawn from
U[11,20]. We can also conclude that the first 4 a~b due date settings are tight settings and
the rest are loose.
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Table 4.4. NT by Proposed Heuristic Algorithm, p u and pc ∈ U [1, 10]

Figure 4.4. Heuristic NT Versus Due Date Settings for pu, pc ∈ U[1,10]
Heuristic NT Versus Due Date Settings for Pu, Pc belongs to U[1,10]

Number of Tardy jobs NT
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0.2~1.3

0.1~1.7

0.3~2.1

s=10, n=80
s=15, n=80

Table 4.5. NT by Proposed Heuristic Algorithm, p u and pc ∈ U [11, 20]

Figure 4.5. Heuristic NT Versus Due Date Settings for p u, pc ∈ U[11,20]
Heuristic NT Versus Due Date Settings for Pu, Pc belongs to U[11,20]
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0.1~1.7

0.3~2.1

s=10, n=80
s=15, n=80

Table 4.6. NT by Proposed Heuristic Algorithm, p u and pc ∈ U [1, 20]

Figure 4.6. Heuristic NT Versus Due Date Settings for pu, pc ∈ U[1,20]
Heuristic NT Versus Due Date Settings for Pu, Pc U[1,20]
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Tables 4.4.~4.6. present the number of tardy jobs in the schedule obtained by the
proposed heuristic algorithm. Table 4.4 gives the number of tardy jobs when the
processing times for the unique and common operations follow the uniform distribution
[1,10]. Tables 4.5 and 4.6 give the results when the processing times for the unique and
common operations are drawn from the uniform distributions U[11,20] and U[1,20]
respectively.
In Table 4.4., the percentage of tardy jobs is almost equal to zero for the due date
settings of 0.2~1.3, 0.1~1.7 and 0.3~2.1. The percentage of tardy jobs is 63-65%, 2830%, 24-29%, and 14-18% for due date settings a~b = 0.2~0.3, 0.3~0.6, 0.2 ~0.8 and 0.4
~0.9 respectively. An average of 1 to 4 jobs for the a~b = 0.1~1.1 case are observed for n
= 20, 40, 60, 80.
In Table 4.5., the percentage of tardy jobs is almost zero for the 0.2~1.3, 0.1~1.7
and 0.3~2.1 and 60-68%, 38- 45%, 28-33% and 20-24% for the due date settings of a~b =
0.2~0.3, 0.3~0.6, 0.4~0.9 and 0.2~0.8 respectively. An average of 1 to 5 jobs is observed
for the a~b = 0.1~1.1 case for n = 20, 40, 60, 80.
In Table 4.6. the percentage of tardy jobs is almost 0% for the 0.2~1.3, 0.1~1.7
and 0.3~2.1 and 63-66%, 37-45%, 25-33%, 15-20% of tardy jobs for the 0.2~1.3, 0.1~1.7
and 0.3~2.1 for all combinations of s and n. But we observe a constant number of 1 – 4
tardy jobs irrespective of the number of jobs to be processed for the a~b = 01~1.1 case
for n = 20, 40, 60, 80.
Comparing the Tables 4.1.~4.3. and 4.4.~4.6. we observe that heuristic gives
approximately 1 to 9 more number of tardy jobs than the optimal algorithm for different
combinations of a~b, s, n. The exact error (%) of the heuristic in finding the optimal

53

solution is tabulated in detail in Tables 4.10., 4.11. and 4.12 for different processing time
distributions. We will discuss about this later in the chapter.
Table 4.7. NT by Proposed Heuristic Algorithm for Large Problems, pu and pc ∈ U [1, 10]
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Table 4.8. NT by Proposed Heuristic Algorithm for Large Problems, pu and pc ∈ U [11,
20]
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Table 4.9. NT by Proposed Heuristic Algorithm for Large Problems, pu and pc ∈ U [1, 20]

Since the run time for the heuristic is much smaller compared to optimal
algorithm, we tested the heuristic algorithm only for larger “n” problems (i.e. for n = 100,
150, 200) for the same combinations of a~b, s, the minimum, mean, maximum and
standard deviation are calculated for the 20 replications for each case and tabulated in
Tables 4.7., 4.8., 4.9. with the processing times drawn from U[1,10], U11,20], U[1,20]
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respectively. The NT obtained from each of these combinations follows the similar trend
to that of heuristic solutions in tables 4.4.~ 4.6.
Table 4.10. Performance of Heuristic Versus Optimal, pu and pc ∈ U [1, 10]
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Table 4.11. Performance of Heuristic Versus Optimal, pu and pc ∈ U [11, 20]
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Table 4.12. Performance of Heuristic Versus Optimal, pu and pc ∈ U [1, 20]

Tables 4.10.~ 4.12. present the performance of the heuristic algorithm compared
to the optimal algorithm in obtaining the minimum number of Tardy jobs. In these tables
the error (%) by value is the percentage difference by which the heuristic solution is more
than the optimal solution. It is calculated by the formula (Heuristic NT – optimal NT ) /
optimal NT * 100. Mean NT values tabulated in 4.1.~4.3. for optimal solutions and
4.4~4.6. for heuristic solutions are used for this calculation. The number of optimal
results by heuristic gives the number of times out of the 20 replications run for each
combination of a~b, s, n that the heuristic obtains an optimal solution. Tables 4.10.
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presents that the error by value is less than 15% for a~b of 0.2~0.3 and 0.3~0.6 for any
value of n = 20, 40, 60, 80. For a~b of 0.4~0.9 and 0.2~0.8 the performance of the
heuristic improves from n= 20 to n =80.
For the a~b combinations of 1~1.1, 02~1.3, 0.1~1.7 and 0.3~2.1, even though the
heuristic solution for a few cases is an integer number, the optimal NT is almost always
zero. Hence the error (%) by value is not calculated. But it can be observed that for these
cases, the heuristic finds optimal solutions a significant number of times , roughly more
than 10 out of 20 replications performed). It is also seen that for those replications where
the heuristic could not find optimal results, the error is less than 5%.
We see similar trends in performance of the proposed heuristic in the Tables 4.11.
and 4.12. The error of the heuristic algorithm in finding the optimal solution is in the
range of 3% and 46% in Table 4.10. when the processing times are drawn from U[1,10].
The error is in the range of 3% and 80% when the processing times are drawn from
U[11,20]. The error is in the range of 5% and 61% when the processing times are drawn
from U[1,20].
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Table 4.13. CPU Run Time in Seconds for Optimal Algorithm

Table 4.13. shows the CPU time taken to run the optimal algorithm for different
combinations of n, s, a, b and processing times drawn from U[1,10], U[11,20], U[1,20].
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We find a exponential increase in the CPU time both with increase in n and increase in
the maximum due date ( i.e. more loose due date setting, more time the optimal algorithm
takes to obtain solution).More the b value in a~b, more is the CPU run time as the
maximum due date is more. This is clearly seen when there is an increase in run time for
0.4~0.9 case and a decrease for 0.2~0.8 case. This is clearly seen in the figures Figure
4.1.~ 4.6.
Figures 4.7.~4.9. show the increase and decrease of the run time depending on the
increase of the number of jobs to be processed, when the processing times are drawn
from U[1,10], U [11,20], U[1,20]. They show a steady increase in CPU time taken to get
the optimal solution.

Figure 4.7. CPU time (in seconds) Versus the Due Date Settings for pu, pc ∈ U[1,10]

CPU Run Time (in seconds)

CPU Time vs due date settings for Pu, Pc belongs to U[1,10]
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0.00
0.2~0.3 0.3~0.6 0.4~0.9 0.2~0.8 0.1~1.1 0.2~1.3 0.1~1.7 0.3~2.1

a~b due date settings
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Figure 4.8. CPU time (in seconds) Versus the Due Date Settings for pu, pc ∈ U[11,20]
CPU Time vs due date settings for Pu, Pc belongs to U[11,20]
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Figure 4.9. CPU time (in seconds) Versus the Due Date Settings for pu, pc ∈ U[1,20]
CPU Time vs due date settings for Pu, Pc belongs to U[1,20]
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Figures 4.10.~4.12. show the increase and decrease of the run time depending on
the increase of the number of jobs to be processed, when the processing times are drawn
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from U[1,10], U [11,20], U[1,20]. We can see an increase in run time with the increse in
number of jobs to be processed

Figure 4.10. CPU time (in seconds) Versus n for pu, pc ∈ U[1,10]
CPU Run Time vs n for Pu, Pc belongs to U[1,10]
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Figure 4.11. CPU time (in seconds) Versus n for pu, pc ∈ U[11,20]
CPU Run Time vs n for Pu, Pc belongs to U[11,20]
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Figure 4.12. CPU time (in seconds) Versus n for pu, pc ∈ U[1,20]
CPU Run Time vs n for Pu, Pc belongs to U[1,20]
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A minimum run time of 2.4 seconds for n = 20, a~b setting of 0.2~0.3, processing
times drawn from U[1,10] and a maximum run time of 721 seconds for n = 80, a~b
setting of 0.3~2.1 and processing times drawn from U[11,20] is observed. The run time
for the heuristic does not vary much and is very less compared to optimal algorithm run
time. The run time for getting a solution by heuristic algorithm is very small, increases
very little with increase in maximum due date and CPU time. It is observed that the CPU
run time for heuristic ranged from 0.015 to 0.062 seconds for different problem cases,
this is much less when compared to the runtime of the optimal algorithm. Also the
heuristic algorithm found significant number of optimal and near optimal solutions for
the tested problem instances with a very low error.
The computational experiments in this chapter prove that the proposed heuristic is
faster, finds near optimal solutions for most of the cases. The conclusions and future
directions of research for this work and possible extensions in this problem field are
discussed in detail in the next chapter.
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CHAPTER 5
CONCLUSION AND FUTURE RESEARCH
In chapter 4 the experimental setup and Results obtained are presented. This is the
concluding chapter, summary and directions for future research are given here.

5.1 Summary
In this thesis, we addressed a unique but very common decision making situation
in most of today’s customization world, a single machine scheduling problem considering
item availability with the performance objective of minimizing the number of Tardy jobs.
Each of the jobs is customized through the unique operation and the common operation is
common to all the jobs. The problem is proved to be NP hard problem, and only pseudo
polynomial algorithms are proposed to solve this problem. We developed a heuristic
algorithm to solve the problem for various scenarios, implemented the optimal pseudo
polynomial algorithm given in A.E Gerodimos, C.A.Glass, C.N.Potts (2001), compared
the results for both the algorithms and proved that the heuristic algorithm gives very near
optimal solutions at a much lesser speed as compared to the dynamic programming
approach.
Moreover the pseudo-polynomial algorithm with a complexity of O(n2 d max), the
run time depends on the maximum job due date and the number of jobs to be processed.
The results show that the run time increases exponentially with n and d max where as the
heuristic algorithm is run in a consistently low run time and to schedule any number of
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jobs. As we know the significance of heuristic algorithms is that their practical
implementations achieve a significant speedup compared to traditional optimal
algorithms for a large class of ``everyday'' problems.
5.2 Conclusions
For the 2-operation job-scheduling problem to minimize the number of Tardy jobs
and the developed heuristic approach, the following conclusions can be made
1)

The heuristic algorithm gives a faster and near optimal solution for the ΣUi
Case

2)

The dynamic programming approach though gives optimal solution, it is very
slow and runtime increases exponentially with max due date and number of
jobs.

5.3 Suggestions for Future Research
The 2-operation job scheduling problem discussed in this thesis is in its initial
research stages and we considered a static case with a performance objective of
minimizing the number of Tardy jobs. Till today there is no concrete work in this field,
several dynamic programming approaches are proposed but none of them implemented
on problem. As customization is the key feature of any product today, we need more
study and research in this area, so that we can provide benchmarks for both
manufacturing as well as service industry problems.
It would be interesting if the solution obtained by the developed heuristic in this
thesis is improved to more near optimal solution by using meta heuristic approaches like
Tabu search, Simulated annealing or Genetic algorithm techniques. As we know that
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efficient, simple and faster heuristic approaches are always welcome by the users for
everyday problems rather than the optimal, complicated, slow dynamic algorithms.
The algorithm may also be extended from the Static single machine case to 2machine or n- machine dynamic job shop problem with each job consisting of n
customized unique operations and m common operations with same or different setups
for the same objective of minimizing the number of Tardy jobs, other objectives like
Total completion time, Tardiness and Earliness of the jobs can also be considered.
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