In this paper firstly we define the complete maximal S−sets, which are very important for showing that not every element X of Z n 2 is a row of a Hadamard matrix. Next, we study the structure of Schur ring with circulant basic sets over Z n 2 and we define the free S−sets and the symmetric S−sets. We prove that this S−sets are invariants under decimation. In addition, we find a condition for mapping which associates with each circulant basic set an autocorrelation vector be injective. Finally, we prove that if a circulant Hadamard matrix exists it cannot be symmetric. We conclude by showing the importance of studying the entire invariants by decimation of Schur ring Z n 2C to prove conjectures about circulant Hadamard matrices and Hadamard matrices with one circulant core.
Introduction
Let G be a finite group with identity element e and C[G] the group algebra of all formal sums g∈G a g g, a g ∈ C, g ∈ G. For T ⊂ G, the element g∈T g will be denoted by T . Such an element is also called a simple quantity.
The transpose of α = g∈G a g g is defined as α ⊤ = g∈G a g (g −1 ). Let {T 0 , T 1 , ..., T r } be a partition of G and let S be the subspace of C[G] spanned by T 1 , T 2 , ..., T r . We say that S is a Schur ring (S-ring, for short) over G if:
1. T 0 = {e}, 2. for each i, there is a j such that T ⊤ i = T j , 3 . for each i and j, we have T i T j = r k=1 λ i,j,k T k , for constants λ i,j,k ∈ C.
The numbers λ i,j,k are the structure constants of S with respect to the linear base {T 0 , T 1 , ..., T r }. The sets T i are called the basic sets of the S-ring S. Any union of them is called an S-set. Thus, X ⊆ G is an S-set if and only if X ∈ S. The set of all S-set is closed with respect to taking inverse and product. Any subgroup of G that is an S-set, is called an S-subgroup of G or S-group. (For details, see [1] , [2] , [3] )
On the other hand, a Hadamard matrix H is an n by n matrix all of whose entries are +1 or −1 which satisfies HH t = nI n , where H t is the transpose of H and I n is the unit matrix of order n. It is also known that, if an Hadamard matrix of order n > 1 exists, n must have the value 2 or be divisible by 4. There are several conjectures associated with Hadamard matrices. The main conjecture concerns its existence. This states that a Hadamard matrix exists for all multiple order of 4. Another very important conjecture states that no circulant Hadamard matrix exists if the order is different from 4. Another conjecture is known as the Structured Hadamard Conjecture [5] . In an effort to prove all these problems people have constructed different Hadamard matrices types: Paley type [4] , with one and two circulant core [9] , [10] , Williamson type [7] , Goethals-Seidel type and other [6] . All these constructions are defined with circulant matrices. Therefore, a general strategy is to use Schur ring over Z n 2 , where the basic sets are circulants obtained via the group C , where C is a cyclic permutation in S n . For example, if H C is a basic set, then H C H C = H 2 C is expressed in terms of the basic sets of S−ring. In this paper firstly we define the complete maximal S−sets, which are very important for showing that not every element X of Z n 2 is a row of a Hadamard matrix. Next, we study the structure of Schur ring with circulant basic sets over Z n prove that this S−sets are invariants under decimation. In addition, we find a condition for mapping which associates with each circulant basic set an autocorrelation vector be injective. Finally, we prove that if a circulant Hadamard matrix exists it cannot be symmetric. We conclude by showing the importance of studying the entire invariants by decimation of Schur ring Z n 2C to prove conjectures about circulant Hadamard matrices and Hadamard matrices with one circulant core.
2 Schur ring over Z n 2
In this paper denote by Z 2 the cyclic group of order 2 with elements + and −(where + and − mean 1 and −1 respectively). Let Z
Then all X ∈ Z n 2 are sequences of + and − and will be called Z 2 −sequences. Let ω(X) denote the Hamming weight of X ∈ Z n 2 . Thus, ω(X) is the number of + in any
where n k are the binomial coefficients.
Proof. By induction. When k is 0 or n we have
and |G n (k)| follows from (2.5).
We let T i = G n (n − i). It is straightforward to prove that the partition S = {G n (0), ..., G n (n)} is a partition of Z n 2 . And also S is an S−ring over Z n 2 . From [3] it is know that the constant structure λ i,j,k is equal to
From (2.7) is follows that
A proof by induction of (2.8) is presented in the last section of this paper. It follows directly from (2.7) that λ i,j,2k+1 = 0 if i+j is even and λ i,j,2k = 0 if i + j is odd. The union of all sets G n (2a) in S will be called the even partition of S, and will be designated by E n . The odd partition O n is defined analogously. The sets E 2n and O 2n+1 are groups of order 2 2n−1 and 2 2n , respectively. Theorem 1. Let E 2n , O 2n+1 be the even partition and the odd partition of S, respectively. Then
Proof. The statements are follow of (2.8).
has the following structure
where
2 has the following structure
10)
.
Maximal sets and complete maximal S-set
In this section, we will prove a property of great importance. This property will be called the maximal property. First we will give the following definition.
Definition 1. The maximal set of E n is defined as the set G n (2a) ⊂ E n such that
and will be designated by Max(E n ). Equally, the maximal set of O n is defined as the set G n (2a − 1) ⊂ O n such that
and will be designated by Max(O n ).
Is easy to verify that
On the other hand, it is easy to prove that
and O 2n , respectively. We will call the set X e 2n and X o 2n even maximal S−sets if:
, respectively. Similarly, we have the following 
The following theorems tell us how many maximal S−sets exist in Z n 2 . Theorem 4. There exist exactly two complete even maximal S−sets, of order n and order n + 1, in Z 4n 2 . Proof. By (2.8) part I we have that if
only if a ≤ b ≤ 4n − a and a + b = 2q, q > 0. On the other hand, by (2.8) part II
only if 2n + 1 ≤ a ≤ 3n. And
]. Therefore if n is an odd number, then there exits a complete odd maximal S−set of order n + 1 in O 4n and a complete even maximal S−set order n in E 4n . If n is an even number, then there exits a complete even maximal S−set of order n + 1 in E 4n and a complete odd maximal S−set of order n in O 4n .
The following theorems are proved similarly; Theorem 5. There exist exactly two complete odd maximal S−sets, both with order n, in Z 4n−1 2 Theorem 6. There exist exactly two complete odd maximal S−sets, both with order n, in Z 4n−3 2
The complete maximal S−sets even or odd will be designated by [E n ] and [O n ], respectively. Example 1. The following are complete maximal S−sets of Z 4n 2 for n = 1, 2, 3.
4 Schur ring with circulant basic sets
Circulant basic sets
Let C denote the cyclic permutation on the components + and − of X in Z n 2 such that
Therefore, C defines a partition in equivalent class on Z n 2 and this we shall denote by
has orbit size 5, not 15. On the other side, let
It is easy to see that C defines a partition on X C Y C . Therefore, there are Z iC such that
given by C defines a Schur ring Z n 2C , where each X C in Z n 2C will be called circulant basic set. An S-set de Z n 2C will be called circulant S-set. From (4.3) it followed that
If |X C | = n, we say that C acts freely on X ∈ Z n 2 and denote F (Z n 2C ) the S−set of all this. Similarly, denote F (Z n 2C ) the S−set all X C such that C doesn't act freely on X. Therefore,
On the other side, we define G m n (a) = G n (a) × · · · × G n (a), m times. Then
We make
and
Theorem 7. Let n be an even number. If
Then ZC a Z = 1 and should be a | n. This implies that Z = (W, W, ..., W ), with W ∈ Z 
Invariants circulant S−sets by decimation
Let δ k ∈ S n−1 act on X ∈ Z n 2 by decimation, that is, δ k (x i ) = x ki for all x i in X, (k, n) = 1 and let ∆ n denote the set of this δ k . The set ∆ n is a group of order φ(n) isomorphic to U(Z n ), the group the units of Z n , where φ is called the Euler totient function.
Proof. Suppose n an odd number. Since C doesn't act freely on X, then there exists a sequence Y = (y 0 , y 1 , ...,
times. The proof is similarly when n is an even number.
Proof. From (4.5) and the above theorem.
Let Aut(Z On the other hand, we note by RX the reversed sequence RX = (x n−1 , ..., x 1 , x 0 ). This permutation play an important role in the classification of Z n 2C .
Definition 5. Let X C ∈ Z n 2C . We shall call X C symmetric if exists Y ∈ X C such that RY = Y and otherwise we say it is non symmetric. We make Sym(Z n 2C ) the set of all X C symmetric and Sym(Z n 2C ) the set of all X C non symmetric.
Then the Schur ring Z n 2C it can to express as
(4.17)
From (4.5) and (4.17) it follow that
It is straightforward to prove that SF = F S, SF = F S, S F = F S and SF = F S. Proposition 2. If X C is symmetric, then there exist k such that RX = C k δ n−1 X.
Proof. Let n be an odd number and let X = (x 0 , A, RA). Then
If n is an even number, then
The statement is followed of the above.
The following proposition is easily proved. and XRX = (BRD, +, DRB). First statement is followed. The equation second is proved in way similar.
Proof. As x i maps to x ir and x i = x −i , the claimed is immediate. Definition 6. Let A and B be binary sequences in Z n 2 . A set X C is quasisymmetric with two core if exist Y = (A, RB) in X C such that either y i = y 2n−1−i or y i = −y 2n−1−i for each i. When B = A, X C is a symmetric set and when B = −A, X C is an antisymmetric set. We note that for an antisymmetric set X C we must have RY = −Y for some Y ∈ X C .
We wish to prove that the collection of all quasi-symmetric set is partitioned by ∆ n . For this we will prove the following lemmas. Before, we define the mapping f r of Z
with r an unit in U(Z n ). As we can note the mapping f r is a decimation on quasi-symmetric set. Lemma 1. Let X C be quasi-symmetric in Z 2n 2C , such that X = (A, RB). Then x 0 and x n are two point fixed of f r .
Proof. It is immediate that x 0 ∈ A is a fixed point. We choose x n in RB. Then
Therefore, x n is also a fixed point.
We say that x a and x a+1 are extremal if f r (x a ) = f r (x a+1 ).
2C , such that X = (A, RB). If x a and x a+1 are extremal in X, then x n−a−1 and x n−a−2 so are.
Proof. Suppose x a , x a+1 are extremal in A. Since f r (x n−a−1 ) = x r(n+a) and f r (x n−a−2 ) = x r(n+a+1) , then f r (x n−a−1 ) = f r (x n−a−2 ).
2C , such that X = (A, RB). If x a and x a+1 are extremal in X, then f r (x a−l ) = f r (x a+1+l ), for all l integer.
Proof. Let X a and X a+1 be extremals in A. We have three cases depending on the position occupied by the X a−l and the X a+1+l in A or B.
We have that f r (x a−l ) = x ra−rl and f r (x a+1+l ) = x r(a+1)+rl .
As X a and X a+1 are extremals, then x ra−rl = x r(a+1)+rl .
Equally, we have
Hence x ra−rl = x r(a+1)+rl .
3. X a−l in A and X a+1+l in B. This is similar to the above.
Proof. As the mapping f r is a decimation on X C , then by above lemmas exist a Y in (δ r X) C such that Y = C k δ r X = (A, RB) for some A, B ∈ Z n 2 and some k.
Corollary 5. The decimation group ∆ n defines a partition on SF , S F , SF and SF .
Proof. From (4.18)-(4.21) and from theorem 11.
Periodic autocorrelation function
Let X = {x i } and Y = {y i } be two complex-valued sequences of period n. The periodic correlation of X and Y at shift k is the product defined by:
where a denotes the complex conjugation of a and i + k is calculated modulo n. If Y = X, the correlation P X,Y (k) is denoted by P X (k) and is the autocorrelation of X. Obviously,
and also
If X is a Z 2 -sequence of length n,
for some 0 ≤ i k ≤ a and n − P X (k) is divisible by 4 for all k (See [11] ). Also, if X ∈ G n (a) and Y ∈ G n (b),
) denote the set of autocorrelations vector in Z n and let θ : Z n 2C → A(Z n 2C ) be the mapping θ(X C ) = (P X (0), P X (1), . . . , P X (n − 1)). From 4.33, θ sends the plane G n (a) in the plane X 1 +X 2 +· · ·+X n = (2a−n)
2 . The decimation group ∆ n do not alter the set of values which P X (k) takes on, but merely the order in which they appear. Below we prove what was stated above. Let δ r X = Y = (y 0 , y 1 , ..., y n−1 ). Then
x rk x rk+ri = XC ri X.
Hence XC i X −→ XC ri X and D r is a permutation over θ(X C ).
From above we have the commutative diagram
Then θ is a mapping of equivalence class, thus θ :
Proof. Is followed from (4.30) and (4.31).
Theorem 12. Let X C ∈ Z 4n 2C , n an odd number, and suppose that X = (A, ±C k δ r A), with A ∈ G 2n (a), a an odd number. Then ω(XC 2n X) = 2n.
Therefore, the claimed is proved.
The conditions of the previous theorem imply that P X (2n) = 0.
, n an odd number. If θ(X C ) = (4n, 0, ..., 0), then X C is not antisymmetric.
, n an odd number. If θ(X C ) = (4n, 0, ..., 0), then X C is not symmetric. 
The sets X C , (−X) C and (RX) C are · −equivalent. Equality, all X C in ∆ n (X C ) are · −equivalents. We denote with X C, · the equivalence class of X C . If Y C is such that θ(Y C ) = θ(X C ) but Y C ∈ ∆ n (X C ), then Y C ∈ X C, · and ∆ n defines a sub-partition on X C, · . Define θ(X C, · ) = θ(X C ) for some X C in X C, · . Thereby, the map θ is injective when is defined on the class
such that δ r Y = Y for some δ r in ∆ n and let denote Inv δr (Z n 2C ) this. We denote with Inv ∆n (Z n 2C ) to the set of all δ r −invariants X C for all δ r in ∆ n , thus
and ∆ n (X C ) are either equal or disjoint. In any case it is also ∆ n −invariant.
Hadamard Matrices
A Hadamard matrix H is a n by n matrix all of whose entries are +1 or −1 which satisfies HH t = nI n , where H t is the transpose of H and I n is the unit matrix of order n. It is also known that, if a Hadamard matrix of order n > 1 exists, n must have the value 2 or be divisible by 4. It has been conjecture that this condition also insures the existence of a Hadamard matrix.
Following the previous theorem we have Corollary 8 . If H is a Hadamard matrix of order n, then n = 1, n = 2, or n ≡ 0mod4.
. As H is an Hadamard matrix, then the autocorrelation vector θ(X For consistency, set G n (−1) = {}. The formula may be checked directly for n = 2. When a = 0 and for all n ≥ 2
Suppose n ≥ 3 and the part I from (2.8) true for n − 1. First, suppose that 1 ≤ a ≤ [n/2], and a ≤ b ≤ n − a. Then by Proposition 1 we have that G n (a + b − n + 2i).
