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Researchers in the fields of psychology and neuroscience often debate different taxonomies and definitions for attention [1] . In physiology, the act-by-act consequences of attention can readily be described in the visual cortex and revolve around two key concepts: competition and bias [2] . When neurons in the visual cortex encounter a cluttered scene, the different stimuli compete for the sensory neurons' response. If we were to 'listen' to (measure) a visually responsive neuron, it would be very difficult to know what it is 'seeing' (responding to) when several stimuli fall in its receptive field (the part of the visual field it responds to). This competitive interaction between multiple stimuli can be resolved if attention were directed to one of the items in the scene. Attention serves as a biasing signal; when one item in the clutter is attended, a particular neuron will respond as if the item were presented in isolation. If we were to 'listen' to the neuronal response now, we could delineate what part of the cluttered scene it is 'seeing'. In fact, we might mistakenly conclude that the attended item is the only one presented! This proves that attention causes neurons to tune in to stimuli that are relevant, over other, irrelevant stimuli; this phenomenon is termed biased competition. Biased competition describes how attention operates in many different scenarios [2, 3] . Most of these scenarios, however, entail attending to a single relevant object or location. In the natural environment, we face a constant stream of sensory input, and often more than one location is relevant. How does attention unfold over multiple locations? Attentional sampling, measured initially in behavioral performance [4] , provides a good starting point to answer this question: When two locations are relevant we alternate between them, sequentially sampling each location. Each second entails eight samples. If the display includes two relevant locations, those eight samples will be distributed, four per location, in alternation (theta rhythm) [4] . The basic finding of rhythmic sampling in alternation has been replicated and extended in recent years [5] [6] [7] [8] [9] [10] .
As they report in this issue of Current Biology, Kienitz et al. [11] investigated a neural mechanism of attentional sampling. They were able to delineate the detailed interplay between nearby neuronal populations that generates theta-rhythmic fluctuation (4) (5) (6) (7) (8) , and which corresponds to a theta rhythm in behavioral performance. The proposed mechanism relates to basic principles in the response properties of neurons in visual cortex. Many visual neurons have the following response profile ( Figure 1C ): when a stimulus is presented to the central part of a neuron's receptive field, this generates an excitatory response; but when a nearby stimulus is presented -falling within the receptive field's surround -the neuron's response is attenuated.
Kienitz et al. [11] found that theta rhythmic neural activity emerged in the response of nearby neurons when those were stimulated with adjacent stimuli (so that center and surround regions were stimulated, each by a different stimulus; Figure 1C ). This finding raises the possibility that in vision, attentional sampling -the rhythmic profile of our perceptions -may, in fact, rely on the local architecture of visual neurons. In what follows I will contextualize the current findings within putative accounts for attentional sampling.
Understanding Attentional Sampling
One possible explanation for attentional sampling is that the biasing signal itself, in other words, attention itself, is a rhythmic process ( Figure 1A ). Attentional control is achieved by the engagement of large-scale brain networks [1, 12] . This architecture gives rise to the possibility that attentional sampling is, in fact, a property of these control networks or regions. When individuals perform a distributed attention task, they are requested to voluntarily monitor two locations in order to detect a target. Such instructions unavoidably engage attentional control systems in the brain. The discovery that this process results in rhythmic performance patterns could mean that the selection process itself dictates the rhythmic pattern of performance ( Figure 1A) . In other words, a central sampler within large-scale networks determines the content of each sample and accounts for the alternations in performance and the corresponding alternations in ongoing brain activity [13, 14] . Notably, this account is domaingeneral and could provide a framework (A) A common sampler account in which attentional-control mechanisms implement theta rhythmic sampling in alternation. This model entails that the content of each sample is determined by a control region or network that is exerting the biasing attention signals onto sensory processors. Locally, within sensory areas a 4 Hz rhythm is measured, similar to that measured in performance. However, the sampler operates at double that frequency (8 Hz) and distributes the samples in alternation. Red and blue circles denote two items, which are attended. They can be within a system or between systems, for example those for different sensory modalities. The signals correspondingly mark the neural response from the relevant population representing each item. (B) Rhythmic sampling emerging from local interactions wherein the representation of one item (for example, red circle) generates the suppressive impact on the other item (blue circle). In this model, an 8 Hz rhythm governs excitability within sensory cortex (black signal) and the rhythmic alternation results from the relative impact one item has on the other. The thick vertical red and blue lines denote the item represented at each cycle. The possibility of a phase-code is included in this diagram whereby items are represented in a sequence during each cycle (at varying degrees, denoted by line width and saturation). This possibility is elaborated on in [19] . (C) When two items are nearby, mutual inhibition can arise from the architecture of classical receptive fields. In this diagram, adapted from Kienitz et al. [9] , each item is centered on a neuronal receptive field (thin, concentric circles around each item). Each item (red and blue discs) occupies the central, excitatory portion of one respective receptive field, and the surrounding inhibitory portion of the neighboring receptive field. This organization leads to rhythmic neuronal activity reported in the new paper from Kienitz et al. [9] . The signals in this panel, therefore, follow the idealized receptive field response for each item. The rhythmic pattern of this response is the result of mutual inhibition of these receptive fields. Contrary to panel B, where the temporal structure emerges due to a generalized inhibitory drive (the alpha oscillation), in this scenario the temporal structure emerges in light of the nearby receptive field interaction.
Current Biology 28, R826-R845, August 6, 2018 R831 Current Biology Dispatches for understanding how attention coordinates inputs from different brain systems (for example, those orchestrating different sensory modalities). Consistent with this domaingeneral property, attentional sampling has been characterized both in and between different systems, such as those for action, eye movements, and audition [7, 8, 15, 16] .
Alternatively, the content of a sample could be the result of local interactions between neuronal populations within the sensory system ( Figure 1B,C) . One observation that may support this idea is the ubiquitous measurement of neural oscillations. Electroencephalography (EEG) in humans revealed, almost a century ago [17] , a robust oscillation: the visual alpha rhythm (8) (9) (10) . Robust fluctuations in cortical excitability -the oscillation -inevitably shapes the temporal structure of sensory responses. A stimulus can be represented or sequentially explored according to the excitation it elicits with respect to the rhythmic cortical fluctuations ( Figure 1B ). In the case of two objects, post-excitation inhibition of a represented object, or a form of mutual inhibition between two objects ( Figure 1C ), could account for alternations from one object to the nextfrom one alpha cycle to the next ( Figure 1B ) ( [18, 19] and Ole Jensen, personal communication). Importantly, this type of model suggests that the content of each cycle is resolved and determined, not according to a networkwide process, but due to relative excitation between adjacent neurons in a visual area.
Consistent with this view, Kienitz et al. [11] link attentional sampling to a form of mutual inhibition that results from receptive field properties of neighboring neurons ( Figure 1C ). They were able to show that, when two nearby stimuli are either passively viewed or both attended, then neuronal activity fluctuates in alternation in a pattern consistent with the behavioral performance. The authors did not have a condition that eliminates the engagement of attention in the task; however, the described local neuronal interactions, which generate the thetarhythmic fluctuations, are a known property of receptive fields that has been measured in anesthetized animals. In light of this, I suggest that attentional sampling may be better termed rhythmic sampling, as the suggested mechanism appears orthogonal to the deployment of attention (see also [20] ).
The Future of Rhythmic Sampling
The data presented by Kienitz et al. [11] are compelling, and capture the phenomenon of rhythmic sampling in behavior together with a convincing neural mechanism, basic to neural representation -visual receptive-field interactions. An important next step will be to clarify how these findings and proposed mechanisms relate to findings from behavior and non-invasive physiology. In particular, many studies report rhythmic sampling between two locations spaced across different hemifields [4, 5, 7, 13] . Can adjacentreceptive field interactions generalize over such spatial scales? Moreover, could the mechanism described here account for rhythmic sampling between different systems, such as the visual and motor systems [8] ? Finally, can the mechanism generalize to rhythmic sampling in the absence of nearby receptive field stimulation, for example, in the case of performance at a single location [14] ? The link between the admirably detailed description by Kienitz et al. [11] and the rest of the rhythmic sampling literature, measured at a larger scale, lays the groundwork for an exciting path forward in delineating the architecture of ongoing perceptual processes.
