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Kurzfassung
In dieser Arbeit wird eine mikropolare Plastizita¨tstheorie fu¨r ﬁnite Deformationen, die kinema-
tische und isotrope Verfestigung beru¨cksichtigt, entwickelt. Charakteristische Eigenschaften der
Theorie sind die multiplikative Zerlegung des Deformationsgradienten und des mikropolaren
Rotationstensors in entsprechende elastische und plastische Anteile. Das Elastizita¨tsgesetz wird
vom Zweiten Hauptsatz der Thermodynamik hergeleitet. Außerdem wird fu¨r die Deﬁnition der
Fließfunktion ein Spannungstensor verwendet, der auf dem Mandelschen Spannungstensor im
Rahmen der klassischen (nichtpolaren) Plastizita¨t basiert. Das Fließgesetz wird von dem Postu-
lat von Il’iushin hergeleitet, welches fu¨r mikropolare Kontinua angemessen formuliert wird. Die
Verfestigungseigenschaften werden in die freie Energie und die Fließfunktion einbezogen, wobei
die entsprechenden Evolutionsgleichungen als hinreichende Bedingungen fu¨r die Gu¨ltigkeit der
sogenannten inneren Dissipationsungleichung hergeleitet werden. Auf diese Weise wird fu¨r die
erarbeiteten mikropolaren Plastizita¨tsgesetze die thermodynamische Konsistenz gesichert.
Um beliebige mechanische Strukturen als Anfangsrandwertprobleme betrachten zu ko¨nnen,
muss das entwickelte konstitutive Modell mittels eines numerischen Verfahrens umgesetzt wer-
den. In der vorliegenden Arbeit geschieht dies mit Hilfe der Methode der ﬁniten Elemente. Aus
der starken Form des quasistatischen Randwertproblems werden die schwache Formulierung
des Gleichgewichts fu¨r mikropolares Materialverhalten und die konsistente Linearisierung der
schwachen Form hergeleitet. Auf der Basis dieser Grundgleichungen erfolgt die Beschreibung
der Methode der ﬁniten Elemente mittels Einfu¨hrung einer Diskretisierung und einer isoparame-
trischen Interpolation. Bei der Integration der Gleichungen ﬁndet das Operator-Split-Verfahren
Anwendung. Aus den Gleichungen auf Elementebene werden die globalen Gleichungen assem-
bliert und in einer globalen Gleichgewichtsiteration gelo¨st. Die Finite-Elemente-Methode kann
auf beliebige Elementformulierungen angewandt werden. Hier wird ein eigensta¨ndig entwickeltes
dreidimensionales 8-Knoten-Volumenelement mit Verschiebungs- und Rotationsfreiheitsgraden
betrachtet. Dieses Element wird u¨ber die Benutzerschnittstelle Uel in das kommerzielle Finite-
Elemente-Programm Abaqus implementiert.
Es wird gezeigt, dass die entwickelte mikropolare Plastizita¨tstheorie in der Lage ist, La¨ngenska-
leneﬀekte im Materialverhalten wiederzugeben. Dazu wird die Torsion eines Vollzylinders disku-
tiert. Die berechneten Ergebnisse werden qualitativ mit experimentellen Resultaten verglichen.
Die Finite-Elemente-Berechnungen demonstrieren, dass bei kleinen Geometrien die Beru¨cksich-
tigung kinematischer Verfestigung auch fu¨r Deformationen mit monotonen Belastungen sehr
wichtig ist. Dies ist ein wesentlicher Unterschied zu den klassischen Plastizita¨tsmodellen. Un-
terschiede auch hinsichtlich der Eﬀekte zweiter Ordnung wurden bei der einfachen Torsion
festgestellt. Weitere Eigenschaften der konstitutiven Theorie werden anhand einer gelochten
Platte unter Zugbeanspruchung veranschaulicht. Fu¨r die gelochte Platte sagt die Theorie fu¨r
mikroskopische Geometrien La¨ngenabha¨ngigkeiten voraus. Bei gro¨ßeren Probengeometrien mit
Einschnu¨rung ist fu¨r die Beschreibung von La¨ngenabha¨ngigkeiten die Beru¨cksichtigung von
Scha¨digung erforderlich.
Abstract
A ﬁnite deformation micropolar plasticity theory exhibiting kinematic and isotropic hardening
is developed. Characteristic features of the theory are the multiplicative decomposition of the
deformation gradient and the micropolar rotation tensor into elastic and plastic parts, respec-
tively. The elasticity law is derived from the second law of thermodynamics in the form of the
Clausius-Duhem-inequality. Also, in deﬁning the yield function use is made of a stress tensor,
which corresponds to the Mandel stress tensor within the framework of classical (nonpolar)
plasticity. The ﬂow rule is obtained from the postulate of Il’iushin, which is formulated appro-
priately for micropolar continua. The hardening properties are incorporated in the free energy
and the yield function, the associated evolution equations being derived as suﬃcient conditi-
ons for the validity of the so-called internal dissipation inequality. This way, the established
micropolar plasticity laws are thermodynamically consistent.
In order to be able to regard arbitrary mechanical structures as initial boundary value problems,
the developed constitutive model together with the related ﬁeld equations have to be integrated
numerically. In this work this happens with the help of the ﬁnite element method. From the
strong form of the quasi-static boundary value problem the weak formulation of the equilibrium
for micropolar material behavior and a consistent linearization are derived. On the basis of
these principal equations the description of the ﬁnite element method takes place by means of
an introduction of a discretization and an isoparametric interpolation. For integration of the
equations an operator split procedure was used. From the equations on element level the global
equations are assembled and solved in a global equilibrium iteration. The ﬁnite element method
can be applied to arbitrary element formulations. Here a three-dimensional 8-node-volume ele-
ment with translational and rotational degrees of freedom is developed and implemented into
the commercial ﬁnite element program Abaqus.
It is shown that the developed micropolar plasticity theory is able to describe length scale
eﬀects in the material behavior. In particular the torsion of a solid cylinder is discussed. The
predicted results are compared qualitatively with experimental results. It turns out that for small
specimens the presence of kinematic hardening is very important even for deformations due to
monotonic increasing loading. This is an important diﬀerence to the classical plasticity models.
Moreover diﬀerences with respect to second order eﬀects were asserted. Further characteristics
of the constitutive theory are illustrated with reference to a plate with a hole under tensile
stress.
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1 Einfu¨hrung
1.1 La¨ngenabha¨ngigkeiten im Materialverhalten –
Gegenstand der Arbeit
In der Kontinuumsmechanik werden Stoﬀgesetze u¨blicherweise in lokaler Form eingesetzt. In
diesem Sinne ha¨ngt der aktuelle Wert der Spannung an einem materiellen Punkt einzig und
allein von dem Zustand dieses Punktes sowie dessen Geschichte ab. Der Zustand benachbarter
Punkte spielt keine Rolle. Die mathematische Form der Gleichungen umfasst dabei algebraische
Gleichungen, gewo¨hnliche Diﬀerentialgleichungen und Algebrodiﬀerentialgleichungen. Aufgrund
des lokalen Charakters der zugrundegelegten Materialtheorie du¨rfen z. B. partielle Diﬀerential-
gleichungen im System der konstitutiven Gleichungen nicht vorkommen. Insbesondere stellt die
klassische Plastizita¨t eine lokale Theorie dar, bei der algebraische und gewo¨hnliche Diﬀerential-
gleichungen in Abha¨ngigkeit von Fallunterscheidungen zum Tragen kommen. Ein besonderes
Merkmal lokaler Theorien besteht darin, dass bei geometrisch a¨hnlichen Problemen die Lo¨-
sungen, sofern sie in geeignet entdimensionierter Form vorliegen, gleich bleiben.
Mit Hilfe lokal formulierter Materialmodelle ist es mo¨glich, eine Reihe von Problemen aus dem
Bereich der klassischen Strukturmechanik erfolgreich zu diskutieren. Dafu¨r sind ausgereifte ma-
thematische Lo¨sungsalgorithmen, Verfahren zur Bestimmung von Materialparametern sowie ex-
perimentelle Methoden zur Erkundung materieller Eigenschaften entwickelt worden. Mit dem
heutigen Kenntnisstand wird es immer oﬀensichtlicher, dass sich die Mo¨glichkeiten lokaler Theo-
rien erscho¨pfen, sobald die Abmessungen der Bauteile derart gewa¨hlt werden, dass sie in der
Gro¨ßenordnung innerer La¨ngenskalen im Material liegen. A¨hnliches gilt auch fu¨r den Fall so-
genannter Lokalisierungen, bei denen sich die gesamte Deformationsa¨nderung im Wesentlichen
in einem schmalen Bereich konzentriert. Eine Mo¨glichkeit, solche Probleme zufriedenstellend
zu untersuchen, beruht auf der Vorstellung, dass die verschiedenen Zustandsvariablen abha¨ngig
sind von ho¨heren Gradienten im Sinne einer asymptotischen Entwicklung funktionaler Bezie-
hungen. Bei Problemen der klassischen Strukturmechanik sind die Koeﬃzienten der ho¨heren
Gradienten vernachla¨ssigbar klein im Vergleich zu den geometrischen Abmessungen des Pro-
blems und haben somit keinen nennenswerten Einﬂuss auf die Lo¨sungsmannigfaltigkeiten. Bei
geschickter Formulierung der Theorie ist es mo¨glich, die bedeutenden Koeﬃzienten als innere
La¨ngenskalen zu interpretieren. Vom Standpunkt der Materialtheorie aus betrachtet, spielen
innere La¨ngenskalen in den klassischen Theorien keine besondere Rolle.
Der Sachverhalt a¨ndert sich, wenn beispielsweise Bauteile der Mikrosystemtechnik betrachtet
werden. Mikrosensoren, -ventile, -pumpen, usw. besitzen laterale Abmessungen, die in derselben
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Gro¨ßenordnung liegen ko¨nnen wie die inneren La¨ngenskalen. Dasselbe gilt bei Lokalisierungen
in makroskopischen Proben. Die Breite der beobachteten lokalisierten Zone ist von der gleichen
Gro¨ßenordnung wie die inneren La¨ngenskalen. In diesen Fa¨llen mu¨ssen ho¨here Gradienten im
System der Materialgleichungen beru¨cksichtigt werden. Das heißt, dass nichtlokale Material-
gleichungen herangezogen werden mu¨ssen. Experimentelle Besta¨tigung dieser Vorstellungen lie-
fern einerseits die Mikrotorsionsexperimente von Fleck et al. [39] und die Mikrobiegeexpe-
rimente von Sto¨lken & Evans [84] und auf der anderen Seite die experimentellen Befunde
im Zusammenhang mit sogenannten Scherba¨ndern (siehe z. B. Zhu et al. [98] und die darin
zitierte Literatur). Es muss jedoch erwa¨hnt werden, dass bei diesen Experimenten plastisches
Fließen immer vorhanden ist. Im rein elastischen Bereich sind La¨ngenskaleneﬀekte hauptsa¨chlich
bei geophysikalischen Materialien beobachtet worden (siehe Vardoulakis [94]). Im atomaren
Bereich sind bei Metallen La¨ngenskalenabha¨ngigkeiten auch bei rein elastischen Deformationen
in Form von Dispersionsrelationen bei Wellenausbreitungspha¨nomenen festgestellt worden, die
mit klassischen Elastizita¨tsgesetzen nicht beschreibbar sind (siehe Eringen [35]).
Die Idee der systematischen Entwicklung einer nichtlokalen Kontinuumsmechanik geht auf die
Gebru¨der Cosserat im Jahre 1909 zuru¨ck (siehe Cosserat [24]). Es folgten eine Reihe von
weiteren Entwicklungen sowohl fu¨r Fluide als auch fu¨r Festko¨rper. Im Folgenden werden einige
Stationen dieser Entwicklung skizziert, die von Interesse fu¨r die vorliegende Arbeit sind.
Um mikroskopische Eﬀekte im Materialverhalten mit den Mitteln der Kontinuumsmechanik zu
erfassen, schlugenMindlin [73] und Eringen [36] vor, das Material als ein (Makro-)Kontinuum
mit Mikrostruktur (sog. Mikrokontinuum) zu beschreiben. Die Mikrostruktur stellt einen defor-
mierbaren Ko¨rper dar, der an den betrachteten materiellen Punkt angeheftet wird. Der Deforma-
tionsgradient der Mikrostruktur ist einerseits von dem betrachteten materiellen Punkt des Ma-
krokontinuums und andererseits von der Lage innerhalb des Mikrokontinuums abha¨ngig. Zwei
Sonderfa¨lle sind wegen ihrer einfachen Form sehr wichtig: Der erste Fall ergibt sich, wenn das
Mikrokontinuum einen starren Ko¨rper darstellt, wa¨hrend im zweiten Fall das Mikrokontinuum
nur homogene Deformationen erfa¨hrt. In beiden Fa¨llen a¨ndert sich der Deformationsgradient des
Mikrokontinuums nur von Punkt zu Punkt des Makrokontinuums. Die Theorie beru¨cksichtigt
demnach neben dem Deformationsgradienten des Makrokontinuums auch den Deformations-
gradienten des Mikrokontinuums und seinen Gradienten relativ zu den Ortskoordinaten des
Makrokontinuums. Damit werden in einer pha¨nomenologischen Art und Weise La¨ngenabha¨ngig-
keiten in das System der Materialgleichungen eingefu¨hrt. Die resultierende Kontinuumstheorie
heißt mikropolar oder mikromorph, je nachdem ob der Deformationsgradient des Mikrokontinu-
ums eine Rotation oder eine beliebige homogene Deformation beschreibt. Diese Begriﬀsbildung
geht auf Eringen [36] zuru¨ck. Wie vonMindlin [73] gezeigt, ist eine mikromorphe Theorie in
der Lage, die erwa¨hnten Dispersionsrelationen bei Wellenausbreitungspha¨nomenen wiederzuge-
ben.
Eine wichtige Eigenschaft mikropolarer und mikromorpher Theorien ist, dass neben dem Span-
nungstensor sogenannte Momentenspannungen in Erscheinung treten. Die praktische Bedeutung
dieses Sachverhalts fu¨r einen mikropolaren elastischen Ko¨rper wurde von Scha¨fer [76] anhand
der reinen Biegung eines Balkens demonstriert. Eine Beziehung zwischen dem mikropolaren
Kontinuum und Modellen der Versetzungstheorie wurde zuerst von Gu¨nther [45] hergeleitet.
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Wie spa¨ter von Kro¨ner [56] nachgewiesen, sind mit gegebener Versetzungsdichte auch die
sogenannten Kru¨mmungen des mikropolaren Kontinuums gegeben.
Mikropolare und mikromorphe Kontinua stellen nicht die einzige Mo¨glichkeit dar, innere La¨ngen-
skalen mittels partieller Diﬀerentialgleichungen zu modellieren. Eine weitere Mo¨glichkeit ist
z. B. die Gradiententheorie von Aifantis [3]. Diese Theorie ist attraktiv, weil sie ohne Mo-
mentenspannungen auskommt und in Bezug auf andere Theorien weniger Materialparameter
entha¨lt. Leider ist es bisher nicht gelungen, solche Theorien in zufriedenstellender Weise in einen
thermodynamischen Rahmen einzubetten. Aus diesem Grund werden diese in der vorliegenden
Arbeit nicht weiter betrachtet. Da ferner mikromorphe Theorien mehr Materialparameter als
mikropolare enthalten, werden nur mikropolare Theorien betrachtet.
Obwohl eine mikropolare Elastizita¨tstheorie relativ fru¨h entwickelt wurde, sind mikropolare
Plastizita¨tstheorien erst in den achziger Jahren eingefu¨hrt worden. Probleme bei der Behand-
lung von Randwertaufgaben mit lokalen Stoﬀgesetzen und materialabha¨ngiger Entfestigung
(sog. softening) war in den meisten Beitra¨gen der Anlass dafu¨r. Bei solchen Fa¨llen werden
Netzabha¨ngigkeiten in den Finite-Elemente-Lo¨sungen beobachtet, wenn sogenannte kritische
Lasten u¨berschritten werden. Mathematisch bedeutet dies, dass das quasistatische Problem
die Eigenschaft der Elliptizita¨t verliert und nicht mehr wohl gestellt ist. Folglich konvergie-
ren die Lo¨sungen nicht mehr bzw. werden netzabha¨ngig. Um solche Probleme zu regulari-
sieren, wurden mikropolare Plastizita¨tstheorien eingesetzt (siehe z. B. de Borst [15], [16],
de Borst & Mu¨hlhaus [17], Dietsche & Willam [33], Dietsche et al. [32], Tejch-
man & Wu [85], Mu¨hlhaus & Vardoulakis [71], Vardoulakis [94], Steinmann [81],
[83]). Auf der anderen Seite hatten die Rechnungen von Scha¨fer [76] gezeigt, dass signiﬁkante
qualitative Unterschiede zwischen klassischer und mikropolarer Elastizita¨t entstehen ko¨nnen,
wenn eine der Bauteilabmessungen hinreichend klein wird. Vom Standpunkt der Modellierung
von Materialeigenschaften ist es deswegen einleuchtend, zur Beschreibung des Verhaltens von
du¨nnen Filmen oder von Bauteilen der Mikrosystemtechnik mikropolare Modelle einzusetzen.
Das Gleiche gilt fu¨r mechanische Systeme mit makroskopischen Abmessungen, wenn damit
Aspekte der inneren Struktur des Materials in einfacher Weise beru¨cksichtigt werden ko¨nnen.
So wurden z. B. von Lippmann [62], Diepolder et al. [31] und Lachner [57] mikropolare
Plastizita¨tsmodelle eingefu¨hrt, um die Rotation von Ko¨rnern bei polykristallinen Materialien
wa¨hrend des plastischen Fließens zu beru¨cksichtigen. Interessante mikropolare Plastizita¨tstheo-
rien wurden auch von Besdo [12], [13] und Steinmann [81] vorgeschlagen.
Die bisherigen Ausfu¨hrungen rechtfertigen die Modellierung etwa von metallischen Bauteilen der
Mikroelektronik oder metallischen du¨nnen Filmen im Rahmen der mikropolaren Plastizita¨t. In
der Regel werden solche mechanischen Systeme zyklischen Belastungen unterworfen, so dass
die Beru¨cksichtigung einer kinematischen Verfestigung sehr wichtig ist. Allerdings wurde eine
kinematische Verfestigung nur in Forest [41] und Forest et al. [40] angenommen, wobei
diese lediglich im Sinne der Kristallplastizita¨t mit Hilfe skalarer Variablen beru¨cksichtigt wurde.
Außerdem ist die Theorie in den meisten Fa¨llen rein mechanisch formuliert. Eine Ausnahme
stellt die Arbeit von Steinmann [81] dar, bei der isotrope Verfestigung in thermodynamisch
konsistenter Form angenommen wurde. Der Term thermodynamisch konsistent dru¨ckt in der
vorliegenden Arbeit die Eigenschaft aus, dass der zweite Hauptsatz der Thermodynamik sta¨ndig
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erfu¨llt wird. Somit lautet das Ziel der vorliegenden Dissertation eine thermodynamisch kon-
sistente Plastizita¨tstheorie zu entwickeln, welche sowohl isotrope als auch kinematische Ver-
festigung beru¨cksichtigt. Die Theorie soll fu¨r große Deformationen formuliert werden. Dies ist
bei zahlreichen praktischen Problemen, z. B. dem Eindruckversuch (sog. microidentation) oder
der Mikrobiegung einer du¨nnen Folie, von Bedeutung. Bei solchen experimentellen Vorga¨ngen
treten in der Tat große Deformationen bzw. große Rotationen in Erscheinung. Bei klassischen
Plastizita¨tsmodellen haben sich Evolutionsgleichungen mit Erzeugungs- und Begrenzungster-
men sehr bewa¨hrt. Solche Ansa¨tze beschreiben nichtlineare Verfestigungseﬀekte, wie z. B. die
Armstrong-Frederick Gleichung fu¨r kinematische Verfestigung. Ein Aspekt der vorliegenden
Arbeit ist es, Evolutionsgleichungen fu¨r die mikropolare Plastizita¨t zu erhalten, welche die
Struktur von Erzeugungs- und Begrenzungstermen besitzen. Schließlich ist bekannt, dass bei
klassischen Plastizita¨tstheorien, die auf dem Konzept der Zwischenkonﬁguration basieren, der
sogenannte Mandelsche Spannungstensor eine entscheidende Rolle spielt. Um die thermody-
namische Konsistenz bei kinematischer Verfestigung zu sichern, wird angenommen, dass der
Translationstensor (sog. back-stress tensor) auch mit der mathematischen Struktur eines Man-
delschen Spannungstensors angegeben werden kann (siehe Tsakmakis [89]). Es ist dann von
Interesse, die Frage zu kla¨ren, ob sich solche bewa¨hrten Methoden in geeigneter Form auf die
mikropolare Plastizita¨t u¨bertragen lassen.
1.2 Aufbau der Arbeit
Nach einigen einfu¨hrenden Notationen und Deﬁnitionen, werden in Kapitel 2 die kinematischen
Grundlagen der Theorie polarer Medien vorgestellt. Dieses beinhaltet die kinematischen und
dynamischen Variablen, die fu¨r die Formulierung der Theorie notwendig sind. Der thermodyna-
mische Rahmen fu¨r mikropolare Plastizita¨t wird in Kapitel 3 erarbeitet. Das Elastizita¨tsgesetz,
die Fließ- und Verfestigungsregeln werden aus dem Zweiten Hauptsatz der Thermodynamik, dem
Postulat von Il’iushin und der inneren Dissipationsungleichung abgeleitet. Dies liefert ein elasto-
plastisches Materialmodell fu¨r das mikropolare Kontinuum. In Kapitel 4 werden die Gleichungen
fu¨r die Finite-Elemente-Methode hergeleitet. Insbesondere wird auf die Variationsformulierung,
die Linearisierung und die Lo¨sung des nichtlinearen Problems eingegangen. In Kapitel 5 wird
gezeigt, dass die entwickelte mikropolare Plastizita¨tstheorie in der Lage ist, La¨ngenskaleneﬀek-
te im Materialverhalten wiederzugeben. Dazu wird die Torsion eines Vollzylinders diskutiert.
Weitere Eigenschaften der konstitutiven Theorie werden anhand einer gelochten Platte unter
Zugbeanspruchung veranschaulicht. Die Arbeit endet mit einigen abschließenden Bemerkungen.
1.3 Voraussetzungen und Notation
Betrachtet werden isotherme Deformationen. ϕ˙(t) bezeichnet dabei die materielle Zeitableitung
einer Funktion ϕ(t), wobei t die Zeit ist. Da die Verformungen unabha¨ngig vom Ort im Raum
sind, wird in dieser Arbeit von nun an kein expliziter Bezug zur ra¨umlichen Koordinate mehr
vorgenommen. U¨blicherweise wird zur Beschreibung einer Funktion und des Funktionswertes
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an einer Stelle dasselbe Symbol verwendet. Wenn jedoch mit verschiedenen Repra¨sentationen
derselben Funktion gearbeitet wird, wird oft auf unterschiedliche Symbole zuru¨ckgegriﬀen. Fu¨r
ein reelles x bezeichnet 〈x〉 die Funktion mit
〈x〉 :=
{
x wenn x ≥ 0 ,
0 wenn x < 0 .
(1.1)
Tensoren zweiter Stufe sowie Vektoren werden mit fettgedruckten Buchstaben gekennzeichnet.
So bezeichnen im einzelnen a · b, a × b und a ⊗ b das innere Produkt, das Vektorprodukt
und das dyadische Produkt zweier Vektoren a und b. Fu¨r zwei Tensoren zweiter Stufe A und
B bedeuten trA, detA und AT die Spur, die Determinante und die Transponierte, wa¨hrend
A · B = tr(ABT ) das innere Produkt zwischen A und B und ‖A‖ = √A ·A die Euklidische
Norm von A ist. Weiterhin stellt
1 = δijei ⊗ ej , (1.2)
i, j = 1, 2, 3, den Einheitstensor zweiter Stufe dar, wobei δij = δ
i
j = δ
j
i das Kronecker-Delta
und {ei} eine orthonormale Basis im dreidimensionalen Euklidischen Vektorraum ist, in dem
die Bewegung eines materiellen Ko¨rpers betrachtet wird. Außerdem werden die Notationen
AD = A− 1
3
(trA)1 fu¨r den Deviator von A und AT−1 = (A−1)T benutzt, wenn A−1 existiert.
Tensoren dritter und vierter Stufe werden mit kalligraphischen fettgedruckten Buchstaben dar-
gestellt. Seien K, P zwei Tensoren vierter Ordnung, A ein Tensor zweiter Stufe und v,w zwei
Vektoren, dann gilt bezu¨glich der orthonormalen Basis {ei} Folgendes: Werden K, P , A und
v, w durch K = Kijklei ⊗ ej ⊗ ek ⊗ el, P = Pijklei ⊗ ej ⊗ ek ⊗ el, A = Aijei ⊗ ej dargestellt
(ha¨uﬁg auch Aij = (A)ij) und sind v = viei, w = wiei, dann gilt
KP = KijmnPmnkl ei ⊗ ej ⊗ ek ⊗ el , (1.3)
KT = Kijkl ek ⊗ el ⊗ ei ⊗ ej , (1.4)
K[A] = KijmnAmn ei ⊗ ej , (1.5)
A2 = AA = AijAjk ei ⊗ ek , (A−2 = A−1A−1) , (1.6)
Av = Aijvj ei , (1.7)
A[v,w] = v ·Aw = viAijwj . (1.8)
Daher ist fu¨r zwei Tensoren zweiter Stufe A, B und einen Tensor vierter Stufe K
A ·K[B] = B ·KT [A] . (1.9)
Der Einheitstensor vierter Stufe wird mit I bezeichnet
I = δimδjn ei ⊗ ej ⊗ em ⊗ en (1.10)
und besitzt die Eigenschaft
I = E +J (1.11)
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mit
E = Eimjn ei ⊗ em ⊗ ej ⊗ en = 1
2
(δijδmn + δinδmj) ei ⊗ em ⊗ ej ⊗ en , (1.12)
J = Jimjn ei ⊗ em ⊗ ej ⊗ en = 1
2
(δijδmn − δinδmj) ei ⊗ em ⊗ ej ⊗ en . (1.13)
Daher gilt fu¨r den symmetrischen und den antisymmetrischen Anteil eines beliebigen Tensors
zweiter Stufe A, bezeichnet mit AS und AA
AS = E [A] , (1.14)
AA = J [A] , (1.15)
wa¨hrend
I[A] = A . (1.16)
Der Tensor vierter Ordnung mit der Eigenschaft
S[A] = AT (1.17)
wird mit S bezeichnet. Jeder isotrope Tensor vierter Ordnung K besitzt die Darstellung
K = k11⊗ 1+ k2I + k3S , (1.18)
wobei k1, k2, k3 skalare Gro¨ßen sind.
Seien a, c, v Vektoren. Dann gilt
v × (c⊗ a) := (v × c)⊗ a , (1.19)
(c⊗ a)× v := (c× v)⊗ a , (1.20)
so dass
v × (c⊗ a) = −(c⊗ a)× v . (1.21)
Weiterhin ist
(Aa×Ac) ·Av = (detA)(a× c) · v . (1.22)
Fu¨r einen antisymmetrischen Tensor zweiter Stufe W mit dem axialen Vektor w
w = axl(W) , W = Spn(w) , (1.23)
gilt
Wc = w × c . (1.24)
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Jeder Rotationstensor R la¨sst sich als Exponentialabbildung eines antisymmetrischen Tensors
W angeben
R = exp(W) = exp(Spn(ω)) = 1+W +
W2
2!
+
W3
3!
+ . . . , (1.25)
wobei ω der axiale Vektor von W ist. Die Exponentialabbildung wiederum la¨sst sich auch in
geschlossener Form angeben (Euler-Rodrigues-Formel)
R = cos(|ω|)1+ sin(|ω|)|ω| Spn(ω) +
1− cos(|ω|)
|ω|2 (ω ⊗ ω) . (1.26)
Ein Tensor dritter Stufe M =Mijkei ⊗ ej ⊗ ek erfu¨llt die Beziehung
M[c, a,v] =Mijk(ei · c)(ej · a)(ek · v) . (1.27)
Ist A = Aijei ⊗ ej ein Tensor zweiter Stufe, dann fu¨hren AM, MAT und A M ≡M AT
auf Tensoren dritter Stufe, fu¨r die gilt
AM :=Mijk(Aei)⊗ ej ⊗ ek = AmiMijkem ⊗ ej ⊗ ek , (1.28)
MAT :=Mijkei ⊗ ej ⊗ (Aek) =MijkAmkei ⊗ ej ⊗ em , (1.29)
A M ≡M AT :=Mijkei ⊗ (Aej)⊗ ek =MijkAmjei ⊗ em ⊗ ek , (1.30)
wobei M[A] den Vektor
M[A] =MijkAjkei (1.31)
repra¨sentiert. Fu¨r einen gegebenen Tensor A wird ein linearer Operator L(A) eingefu¨hrt, der
wie folgt auf den Raum aller Tensoren dritter Stufe wirkt:
L(A)[M] =Mijk(Aei)⊗ (Aej)⊗ (Aek) . (1.32)
So gilt fu¨r den Spezialfall M = B⊗u, in dem B und u ein Tensor zweiter Stufe und ein Vektor
sind,
AM = A(B⊗ u) = (AB)⊗ u , (1.33)
MAT = (B⊗ u)AT = B⊗ (Au) , (1.34)
A M ≡M AT = (BAT )⊗ u (1.35)
sowie
M[c,b,v] = B[c,b](u · v) = (c ·Bb)(u · v) . (1.36)
Ist B antisymmetrisch mit dem zugeho¨rigen axialen Vektor wb, so ist
M[c, a,v] = c · (wb × a)(u · v) = −c · (a×wb ⊗ u)v
= −(a×wb ⊗ u)[c,v] = ((wb ⊗ u)× a)[c,v] . (1.37)
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1.4 Symbole
Fettgedruckte Arabische Zahlen
1 Einheitstensor zweiter Stufe
0 Nullvektor, Nulltensor
Fettgedruckte Lateinische Großbuchstaben
B Linker Cauchy-Green-Tensor
C Rechter Cauchy-Green-Tensor
D Symmetrischer Anteil des ra¨umlichen Geschwindigkeitsgradienten L
F Deformationsgradient, globaler Kraftvektor
Gi Krummliniger Basisvektor in der Referenzkonﬁguration RR
Gk Krummliniger reziproker Basisvektor zu Gi
K Mikropolarer Kru¨mmungstensor zweiter Stufe, globale Steiﬁgkeitsmatrix
L Ra¨umlicher Geschwindigkeitsgradient
Pˆ Mandelscher Spannungstensor in der Zwischenkonﬁguration
Pˆc Mandelscher Momentenspannungstensor in der Zwischenkonﬁguration
Q Rotationstensor bei u¨berlagerter Starrko¨rperrotation
R Rotationtensor, Rotationtensor aus der polaren Zerlegung von F
R¯ Rotationtensor des mikropolaren Kontinuums
S Gewichteter Cauchyscher Spannungstensor
Sc Gewichteter Momentenspannungstensor
T Cauchyscher Spannungstensor
Tc Momentenspannungstensor
U Rechter Strecktensor aus der polaren Zerlegung von F
U¯ Rechter mikropolarer Strecktensor
V Linker Strecktensor aus der polaren Zerlegung von F
V¯ Linker mikropolarer Strecktensor
W Antisymmetrischer Anteil des ra¨umlichen Geschwindigkeitsgradienten L
Y Innere Variable vom Dehnungstyp zur Beschreibung der kinematischen Verfestigung
Yc Innere Variable vom Kru¨mmungstyp zur Beschreibung der kinematischen Verfestigung
X Ortsvektor in der Referenzkonﬁguration RR
dX Linienelement in RR mit Ortsvektor X
Z Innere Variable vom Spannungstyp zur Beschreibung der kinematischen Verfestigung
Zc Innere Variable vom Momentenspannungstyp zur Beschreibung der
kinematischen Verfestigung
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Fettgedruckte Lateinische Kleinbuchstaben
b Volumenkraftdichte in der aktuellen Konﬁguration Rt
bc Volumenmomentendichte in der aktuellen Konﬁguration Rt
d Globaler Lo¨sungsvektor des Finite-Elemente-Problems
duA Knotenpunktsverschiebung
dωA Knotenpunktsrotation
ei Kartesischer Basisvektor in der aktuellen Konﬁguration Rt
gk Krummliniger Basisvektor in der aktuellen Konﬁguration Rt
gk Reziproker krummliniger Basisvektor zu gk
h Mikropolarer Kru¨mmungstensor
hˆ Menge aus inneren Zustandsvariablen
mk Basisvektor in der aktuellen Konﬁguration Rt
n Einheitsnormalenvektor der Oberﬂa¨che ∂Rt
q Wa¨rmeﬂussvektor bzgl. der aktuellen Konﬁguration Rt
t Spannungsvektor
tc Momentenspannungsvektor
u Verschiebungsvektor
δu Virtueller Verschiebungsvektor
δv Virtueller Rotationsvektor
w Axialer Vektor eines antisymmetrischen Tensors zweiter Stufe W
x Ortsvektor in der aktuellen Konﬁguration Rt
dx Linienelement in RR mit Ortsvektor x
yˆ Verallgemeinerter Verzerrungs-Kru¨mmungsvektor
Lateinische Großbuchstaben
E Dreidimensionaler Euklidischer Punktraum
L Belastungsfaktor
R Innere Variable vom Spannungstyp zur Beschreibung der isotropen Verfestigung
W Leistung der inneren Kra¨fte oder Momente pro Einheitsvolumen
Lateinische Kleinbuchstaben
e Speziﬁsche innere Energie
f Fließfunktion
hi Innere Zustandsvariablen zur Beschreibung der Verfestigung
k Skalarwertige Spannung
ne Anzahl der Elemente im Finite-Elemente-Modell
ns Anzahl der Gauß-Punkte
r Innere Variable vom Dehnungstyp zur Beschreibung der isotropen Verfestigung
rhs Speziﬁsche innere Wa¨rme pro Masse
s Plastische Bogenla¨nge
t Zeit
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Fettgedruckte Griechische Großbuchstaben
Γk Antisymmetrischer Tensor zweiter Stufe in Rt
Φ Ortsvektor in der Referenzkonﬁguration RR
Φi Direktoren in RR
Λˆp Verallgemeinerter Verzerrungs-Kru¨mmungsvektor
Ω Antisymmetrischer mikropolarer Spintensor
Fettgedruckte Griechische Kleinbuchstaben
γk Axialer Vektor von Γk
 Mikropolarer Eulerscher Verzerrungstensor
ϕ Vektor in der aktuellen Konﬁguration Rt
ϕi Direktoren in Rt
σˆ Verallgemeinerter Spannungs-Momentanspannungsvektor
σc Eigendrehimpuls
χˆ Translationstensor (back-stress-couple-stress Tensor)
ξˆ Translationstensor der kinematischen Verfestigung
in der plastischen Zwischenkonﬁguration Rˆt (Spannungstyp)
ξˆc Translationstensor der kinematischen Verfestigung
in der plastischen Zwischenkonﬁguration Rˆt (Momentenspannungstyp)
ω Axialer Vektor des mikropolaren Spintensors
Griechische Buchstaben
∆ Skalarwertige Diﬀerenz
δij Kronecker-Delta
ϑk Konvektive Koordinaten
Ψ Speziﬁsche Verzerrungsenergiefunktion
 Massendichte in der aktuellen Konﬁguration Rt
Fettgedruckte Kalligraphische Buchstaben
E Symmetrischer Anteil von I
I Einheitstensor vierter Stufe
J Antisymmetrischer Anteil von I
S Liefert die Transposition eines Tensors zweiter Stufe
K Mikropolarer Verzerrungstensor
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Kalligraphische Buchstaben
B Materieller Ko¨rper
Dint Innere Dissipation
F Funktional
RR Referenzkonﬁguration
Rt Aktuelle Konﬁguration
Rˆt Plastische Zwischenkonﬁguration
X Materieller Ko¨rperpunkt in B
Operatoren
axl Axialer Vektor eines Tensors zweiter Stufe
det Determinante
div Divergenz
exp Exponentialabbildung
GRAD Gradientenoperator in Bezug auf X
grad Gradientenoperator in Bezug auf x
tr Spur
Spn Antisymmetrischer Tensor zum axialen Vektor
∇RR Gradientenoperator bezu¨glich RR
∇Rt Gradientenoperator bezu¨glich aktueller Konﬁguration Rt
∇Rˆt Gradientenoperator bezu¨glich plastischer Zwischenkonﬁguration RtL Linearer Operator
Indizes
(·)T Transponierte eines Tensors
(·)−1 Inverse eines Tensors
(·)S Symmetrischer Anteil eines Tensors
(·)A Antisymmetrischer Anteil eines Tensors
(·)D Deviator eines Tensors
(·)∗ Transformierte Gro¨ße
(·)Rt Gro¨ße in der aktuellen Konﬁguration
(·)RR Gro¨ße in der Referenzkonﬁguration
(·)e Elastischer Anteil
(·)p Plastischer Anteil
(·)s Verzerrung, Spannung
(·)c Kru¨mmung, Momentenspannung
(˜·) Gro¨ße in der Referenzkonﬁguration
(ˆ·) Gro¨ße in der plastischen Zwischenkonﬁguration
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(¯·) Mikropolare Gro¨ße
(˘·) Gesto¨rte Gro¨ße
(·)(is) Anteil aus isotroper Verfestigung
(·)(kin) Anteil aus kinematischer Verfestigung
˙(·) Materielle Zeitableitung

(·) Objektive Zeitableitung
(·)0 Gro¨ße zu Beginn (Zeit t0)
(·)e Gro¨ße am Ende (Zeit te)
I(·) Werte im ersten Operator
II(·) Werte im zweiten Operator
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2 Grundlagen des mikropolaren
Kontinuums
In diesem Kapitel werden die Grundlagen des mikropolaren Kontinuums, wie sie in Gram-
menoudis & Tsakmakis [46] entwickelt wurden, beschrieben. Vieles davon greift auf Ideen
von Steinmann [81] zuru¨ck. Lehrbu¨cher zur klassischen Kontinuumsmechanik sind beispiels-
weise Chadwick [22], Gurtin [48], Leigh [59], Fung [43], [44], Truesdell et al. [87],
[86], Wang & Truesdell [96], Malvern [68], Marsden & Hughes [69], Ogden [74],
Lemaitre & Chaboche [60], Altenbach & Altenbach [5], Becker & Bu¨rger [10],
Haupt [50] und Liu [63].
2.1 Grundbegriﬀe der Kinematik
Betrachtet wird ein materieller Ko¨rper B, der im dreidimensionalen Euklidischen Punktraum E
den Raumbereich RR einnimmt, welcher als Referenzkonﬁguration bezeichnet wird. Dabei wird
angenommen, dass es sich um die Konﬁguration handelt, die zur Zeit t = 0 eingenommen wird.
Nach Wahl eines Ursprungs (Nullpunkts) in E, kann jeder materielle Ko¨rperpunkt X aus B
durch den Ortsvektor X zum Punkt X in RR, der von diesem materiellen Punkt eingenom-
men wird, identiﬁziert werden. Mit x wird der Ortsvektor zum Punkt x bezeichnet, der vom
selben materiellen Punkt zur Zeit t in der aktuellen Konﬁguration eingenommen wird. In dieser
Konﬁguration nimmt der materielle Ko¨rper B den Raumbereich Rt in E ein.
Eine Bewegung des materiellen Ko¨rpers B in E ist eine mit der Zeit t parametrisierte Schar von
Konﬁgurationen und stellt eine Abbildung
x¯ : (X, t) → x = x¯(X, t) (2.1)
dar, die fu¨r eine feste Zeit t eine Inverse X = X¯(x, t) besitzt. Es wird angenommen, dass alle
Funktionen stetige Ableitungen bis zur gewu¨nschten Ordnung bezu¨glich ra¨umlicher Variablen
und der Zeit t besitzen.
Der Deformationsgradient F, der zur Bewegung (2.1) geho¨rt, ist gegeben durch
F = F(X, t) =
∂x¯
∂X
= GRADx¯ , (2.2)
wobei detF > 0 vorausgesetzt wird. Hierbei muss unterschieden werden zwischen GRAD und
13
2 Grundlagen des mikropolaren Kontinuums
grad, die jeweils den Gradientenoperator in Bezug auf X und x darstellen. Der rechte Cauchy-
Green-Tensor C und der linke Cauchy-Green-Tensor B sind gegeben durch
C = FTF = U2 , (2.3)
B = FFT = V2 , (2.4)
wobei U und V jeweils den rechten und linken Strecktensor darstellen. Sie sind symmetrische
und positiv deﬁnite Tensoren zweiter Stufe und kommen in der polaren Zerlegung von F
F = RU = VR (2.5)
vor, wobei R ein eigentlich orthogonaler Tensor zweiter Stufe ist.
2.2 Mikropolares Kontinuum
Ein mikropolares Material wird in Anlehnung an Eringen [35] und Eringen & Suhubi [38]
als ein Kontinuum deﬁniert, bei dem an jeden einzelnen materiellen Punkt eine Substruktur
angeheftet ist. Diese verha¨lt sich wie ein starrer Ko¨rper, der rotieren kann und den Rotations-
tensor R¯ = R¯(X, t) besitzt. Der Tensor R¯ stellt demnach, genauso wie der Deformations-
gradient F, ein Zweipunkttensorfeld dar, so dass R¯(X, t) auf einen Ortsvektor Φ wirkt, der an
einen Punkt mit Ortsvektor X in RR angeheftet ist. Er liefert einen Ortsvektor ϕ, der an einen
Punkt mit Ortsvektor x in Rt gebunden ist (siehe Abbildung 2.1)
ϕ = R¯Φ . (2.6)
Ferner wird vorausgesetzt, dass R¯ bei beliebigen auf der aktuellen KonﬁgurationRt u¨berlagerten
Starrko¨rperrotationen Q a¨hnliche Transformationsbeziehungen erfu¨llt wie F:
R¯ → R¯∗ = QR¯ . (2.7)
(Weitere Transformationsbeziehungen sind in Anhang A gegeben.)
Die Deﬁnition typischer kinematischer Gro¨ßen fu¨r mikropolare Kontinua kann am besten auf
der Grundlage reiner Elastizita¨t motiviert werden. Es wird eine speziﬁsche Verzerrungsenergie-
funktion Ψ angenommen, die bei einem mikropolaren Material von F, R¯ und GRADR¯ abha¨ngt,
Ψ = Ψ(F, R¯,GRADR¯) . (2.8)
Neben dem Einﬂuss des klassischen Deformationsgradienten und des mikropolaren Rotations-
tensors wird durch dessen Gradienten, einem Tensor dritter Stufe, eine zusa¨tzliche Abha¨ngigkeit
von der Nachbarschaft des materiellen Punktes beru¨cksichtigt. Das heißt, GRADR¯ dient dem-
nach dazu, in der Theorie eine innere La¨ngenabha¨ngigkeit miteinzubeziehen.
Sei {ϑk}, k = 1, 2, 3 ein konvektives Koordinatensystem, und o. B. d.A. kartesisch in der Be-
zugskonﬁguration. Seien ferner Gk und gk jeweils die Basisvektoren in der Bezugs- und der
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RR Rt
X
x
Φ ϕ
dx
dX
0
F, R¯
Abbildung 2.1: F, R¯ wirken auf Vektoren in RR und liefern Vektoren in Rt.
Momentankonﬁguration, die tangential zur k-ten Koordinatenlinie sind. Die reziproken Basis-
vektoren zu Gk und gk werden jeweils mit G
k und gk bezeichnet. Dann gilt
Gk ≡ Gk , Gk ·Gi = δki , (2.9)
gk = gk(x) = FGk , g
k = gk(x) = FT−1Gk , gi · gk = δik . (2.10)
Mit mk =mk(x, t) wird fu¨r den spa¨teren Gebrauch die orthogonale Basis bezeichnet, die in der
aktuellen Konﬁguration deﬁniert ist als
mk := R¯Gk . (2.11)
Oﬀensichtlich kann R¯ als eine Funktion von ϑk angesehen werden, so dass gilt
GRADR¯ =
∂R¯
∂X
=
∂R¯
∂ϑk
⊗Gk . (2.12)
Wegen Gleichung (2.7), transformiert sich GRADR¯ wie folgt
(GRADR¯)∗ = QGRADR¯ = Q
∂R¯
∂ϑk
⊗Gk . (2.13)
Es ist zweckma¨ßig, die Tensoren U¯ und V¯ wie folgt einzufu¨hren (siehe auch Eringen & Kafa-
dar [37] und Steinmann [81])
F = R¯U¯ = V¯R¯ . (2.14)
Im Gegensatz zum linken und rechten Strecktensor aus der polaren Zerlegung (2.5) sind U¯ und
V¯ nicht symmetrisch.
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Durch Anwendung des Prinzips der materiellen Objektivita¨t wird die Gu¨ltigkeit der Transfor-
mationsbeziehung Ψ∗ = Ψ, d. h.
Ψ = Ψ(QF,QR¯,QGRADR¯) (2.15)
verlangt, die fu¨r jeden eigentlich orthogonalen Tensor zweiter Stufe Q = Q(t) erfu¨llt sein muss.
Wird insbesondere Q = R¯T gewa¨hlt, dann gilt
Ψ = Ψ(U¯,1, R¯TGRADR¯) (2.16)
oder
Ψ = Ψ(˜, K˜) , (2.17)
wobei
˜ := U¯− 1 , (2.18)
K˜ := R¯TGRADR¯ = R¯T ∂R¯
∂ϑk
⊗Gk . (2.19)
Somit ist die Abha¨ngigkeit der speziﬁschen Verzerrungsenergiefunktion auf die zwei Gro¨ßen ˜
und K˜ reduziert. Diese werden mikropolarer Lagrangescher Verzerrungs- bzw. mikropolarer
Lagrangescher Kru¨mmungstensor genannt. Eine geometrische Interpretation wird in Kapitel 2.3
gegeben.
Mit der Deﬁnition
Γ˜k := R¯
T ∂R¯
∂ϑk
(2.20)
wird deutlich, dass
K˜ = Γ˜k ⊗Gk . (2.21)
Zu beachten ist, dass Γ˜k = Γ˜k(X, t) einen antisymmetrischen Tensor zweiter Stufe und K˜ einen
Tensor dritter Stufe darstellen, die beide in der Referenzkonﬁguration wirken.
2.3 Mikropolare Verzerrungs- und Kru¨mmungstensoren
Sei dX ein Linienelement an einem Punkt in der Referenzkonﬁguration mit dem Ortsvektor X,
und Φ ein Vektor, der am selben Punkt angeheftet ist. Infolge des Deformationsprozesses trans-
formiert sich dX mit Hilfe des Deformationsgradienten F zum Linienelement dx in der aktuellen
Konﬁguration
dx = FdX . (2.22)
Das Linienelement dx ist dabei am Punkt mit dem Ortsvektor x = x¯(X, t) gebunden. Wenn
andererseits Φ = Φ˜(X) als ein Ortsvektor fu¨r die Substruktur gedacht wird, die am Punkt X
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angeheftet ist, dann wird Φ gema¨ß Gleichung (2.6) mittels R¯ zu einem Vektor ϕ = ϕ¯(x, t) in
der aktuellen Konﬁguration gedreht, der als ein Ortsvektor fu¨r die Substruktur am Punkt x
fungiert.
Durch die Betrachtung der skalarwertigen Diﬀerenz
∆s := ϕ · dx−Φ · dX (2.23)
ko¨nnen verschiedene Gegenstu¨cke des mikropolaren Verzerrungstensors ˜ eingefu¨hrt werden.
Fu¨r die Diﬀerenz wird Forminvarianz bezu¨glich der gewa¨hlten Konﬁguration verlangt. Werden
zum Beispiel die Gleichungen (2.6) und (2.22) benutzt, dann gilt
∆s = Φ · (R¯TF− 1)dX = Φ · (U¯− 1)dX (2.24)
= ϕ · (1− R¯F−1)dx = ϕ · (1− V¯−1)dx (2.25)
oder
∆s = Φ · ˜dX = ϕ · dx , (2.26)
wobei
 := 1− V¯−1 = R¯˜F−1 . (2.27)
Dabei wird  als der mikropolare Eulersche Verzerrungstensor bezeichnet. Somit wirken nun in
einer forminvarianten Art und Weise  und ˜ jeweils auf materielle Linienelemente und Vektoren
in der Momentan- und Referenzkonﬁguration, die zu der betrachteten Mikrostruktur geho¨ren
und die Diﬀerenz ∆s erfu¨llen.
Um auch K˜ geometrisch interpretieren zu ko¨nnen, werden drei zeitunabha¨ngige Vektoren Φi =
Φi(X) betrachtet, die auch Direktoren genannt werden. Diese sind linear unabha¨ngig und cha-
rakterisieren die Substruktur am Punkt X (siehe auch Eringen [36], Kapitel 1.0 - 1.4). Die
Substruktur kann so am Punkt x durch die Direktoren
ϕi = ϕi(x, t) := R¯Φi , i = 1, 2, 3 (2.28)
beschrieben werden. Ein Maß fu¨r die Rotation der Substruktur an einem materiellen Punkt,
das zusa¨tzlich der Rotation der Substrukturen an benachbart angehefteten Punkten Rechnung
tra¨gt, kann beispielsweise durch die Bildung der folgenden Diﬀerenz eingefu¨hrt werden
ϕ1 ·
∂ϕ2
∂ϑk
−Φ1 · ∂Φ2
∂ϑk
= R¯Φ1 · ∂R¯
∂ϑk
Φ2 + R¯Φ1 · R¯∂Φ2
∂ϑk
−Φ1 · ∂Φ2
∂ϑk
(2.29)
= Φ1 ·
(
R¯T
∂R¯
∂ϑk
)
Φ2 (2.30)
= Φ1 · Γ˜kΦ2 . (2.31)
Diese Diﬀerenz ha¨ngt vom Index k ab. Um zu einer indexfreien Notation zu gelangen, wird Φ3
umgeschrieben in die Form
Φ3 = (Φ3)kGk (2.32)
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und Gleichung (2.31) mit (Φ3)k = Φ3 ·Gk multipliziert. Unter Beru¨cksichtigung der Beziehun-
gen (1.36) und (2.21), gilt dann einerseits
∆c := ϕ1 ·
∂ϕ2
∂ϑk
(Φ3)k −Φ1 · ∂Φ2
∂ϑk
(Φ3 ·Gk) , (2.33)
und andererseits
∆c = (Φ1 · Γ˜kΦ2)(Φ3 ·Gk) (2.34)
= K˜[Φ1,Φ2,Φ3] . (2.35)
Es sei daran erinnert, dass auf Grund von Gleichung (2.32) und (2.11) gilt
ϕ3 = R¯Φ3 = (Φ3)kmk . (2.36)
Daher folgt aus (2.33) infolge von (Φ3)k = ϕ3 ·mk
∆c = ϕ1 ·
(
∂ϕ2
∂ϑk
⊗mk
)
ϕ3 −Φ1 ·
(
∂Φ2
∂ϑk
⊗Gk
)
Φ3 . (2.37)
Daru¨ber hinaus werden die Deﬁnitionen
∇RRΦ2 := GRADΦ2 =
∂Φ2
∂ϑk
⊗Gk , (2.38)
∇Rtϕ2 :=
∂ϕ2
∂ϑk
⊗mk (2.39)
verwendet, um (2.37) und (2.35) in der Form
∆c = ϕ1 · (∇Rtϕ2)[ϕ3]−Φ1 · (∇RRΦ2)[Φ3] (2.40)
= K˜[Φ1,Φ2,Φ3] (2.41)
umzuschreiben. Dies fu¨hrt zu einer geometrischen Interpretation des Kru¨mmungstensors K˜.
Zu beachten ist, dass R¯ keine globalen Kompatibilita¨tsbedingungen erfu¨llt, so dass ∇Rt im
Gegensatz zu∇RR im Allgemeinen keinen Gradientenoperator bezu¨glichRt darstellt. (Letzterer
ist deﬁniert durch gradϕ1 =
∂ϕ1
∂ϑk
⊗ gk.)
Da Γ˜k ein antisymmetrischer Tensor ist, kann er durch seinen axialen Vektor
γ˜k = axl(Γ˜k) (2.42)
dargestellt werden. Beim Umgang mit mikropolaren Theorien ist es u¨blich, mit Kru¨mmungs-
tensoren zweiter Stufe
K˜ := γ˜k ⊗Gk (2.43)
anstelle von Kru¨mmungstensoren dritter Stufe zu arbeiten (siehe Eringen [36], Kapitel 1.0 -
1.5). Aus (2.34) und (1.37) folgt
∆c = Φ1 · (γ˜k ×Φ2)(Φ3 ·Gk) (2.44)
= ((γ˜k ⊗Gk)×Φ2)[Φ1,Φ3] (2.45)
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oder
∆c = (K˜×Φ2)[Φ1,Φ3] ≡ Φ1 · (K˜×Φ2)Φ3 . (2.46)
Von der Diﬀerenz ∆c wird die Forminvarianz bezu¨glich der gewa¨hlten Konﬁguration verlangt.
Dies fu¨hrt auf verschiedene Transformationen der Tensoren K˜, Γ˜k, γ˜k und K˜. Insbesondere
gelten die folgenden Beziehungen bezu¨glich der aktuellen Konﬁguration
∆c = K[ϕ1,ϕ2,ϕ3] (2.47)
= ϕ1 · (γk ×ϕ2)(ϕ3 ·mk) (2.48)
= ((γk ⊗mk)×ϕ2)[ϕ1,ϕ3] (2.49)
= (K×ϕ2)[ϕ1,ϕ3] , (2.50)
wobei
K = Γk ⊗mk = L(R¯)[K˜] , (2.51)
Γk = −ΓTk := R¯Γ˜kR¯T =
∂R¯
∂ϑk
R¯T , (2.52)
K := R¯K˜R¯T = γk ⊗mk , (2.53)
γk = R¯γ˜k = axl(Γk) (2.54)
und die Beziehungen (1.19) bis (1.37) verwendet wurden.
2.4 Mikropolare Verzerrungs- und
Kru¨mmungsgeschwindigkeiten
Jedem mikropolaren Verzerrungs- und Kru¨mmungstensor kann eine objektive Zeitableitung
zugewiesen werden, falls die Forminvarianz der materiellen Zeitableitung der Diﬀerenz ∆˙s und
∆˙c in Bezug auf die betrachtete Konﬁguration verlangt wird.
Da dX und Φ in (2.26) als zeitunabha¨ngige Vektorfelder angenommen werden, ergibt sich aus
Gleichung (2.22) und (2.6)
(dx)· = Ldx , (2.55)
ϕ˙ = Ωϕ , (2.56)
mit
L = F˙F−1 = gradx˙ , (2.57)
Ω = ˙¯RR¯T . (2.58)
Ω stellt einen antisymmetrischen Tensor dar, der in der aktuellen Konﬁguration wirkt und
dessen axialer Vektor mit
ω = axl(Ω) (2.59)
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bezeichnet wird, wa¨hrend L die Zerlegung
L = D+W (2.60)
besitzt, mit dem symmetrischen und antisymmetrischen Anteil
D =
1
2
(L+ LT ) , (2.61)
W =
1
2
(L− LT ) . (2.62)
Aus Gleichung (2.26) folgt dann
∆˙s = Φ · ˙˜dX = ϕ · dx , (2.63)
wobei

 die objektive Zeitableitung von  bezeichnet und gegeben ist durch

 = ˙−Ω+ L = R¯ ˙˜F−1 . (2.64)
Die Tensoren ˙˜ und

 sind demnach die objektiven Zeitableitungen von ˜ und  in der ent-
sprechenden Konﬁguration. Ein Vergleich von (2.27)2 mit (2.64)2 la¨sst erkennen, dass die Trans-
formationsbeziehungen zwischen den objektiven Verzerrungsgeschwindigkeiten dieselbe sind,
wie die zwischen den Verzerrungstensoren selbst. Zudem folgt aus den Beziehungen (2.64)2,
(2.14) und (2.18)

 = R¯ ˙¯UU¯−1R¯T = (R¯U¯)·U¯−1R¯−1 − ˙¯RR¯T = F˙F−1 − ˙¯RR¯T (2.65)
oder

 = L−Ω . (2.66)
Bei der Gewinnung objektiver Zeitableitungen fu¨r die mikropolaren Kru¨mmungstensoren sei
daran erinnert, dass neben den Direktoren Φi auch die Basisvektoren Gk zeitunabha¨ngig sind,
so dass infolge von Gleichung (2.11)
m˙k = Ωmk (2.67)
gilt. Werden die Gleichungen (1.19) bis (1.37) verwendet, la¨sst sich zeigen, dass aus den Rela-
tionen (2.41) bis (2.53)
∆˙c =
˙˜K[Φ1,Φ2,Φ3] =

K[ϕ1,ϕ2,ϕ3] (2.68)
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oder
∆˙c = (
˙˜K×Φ2)[Φ1,Φ3] (2.69)
= Φ1 · (( ˙˜γk ⊗Gk)×Φ2)Φ3 (2.70)
= Φ1 · ( ˙˜γk ×Φ2)(Gk ·Φ3) (2.71)
= R¯Tϕ1 · (R¯T

γk × R¯Tϕ2)(mk ·ϕ3) (2.72)
= ϕ1 · (

γk ×ϕ2)(mk ·ϕ3) (2.73)
= ϕ1 · ((

γk ⊗mk)×ϕ2)ϕ3 (2.74)
= ϕ1 · (

K×ϕ2)ϕ3 (2.75)
= (

K×ϕ2)[ϕ1,ϕ3] (2.76)
folgt, wobei die objektiven Zeitableitungen ˙˜K,

K, ˙˜K und

K die folgenden Beziehungen erfu¨llen
˙˜K = ˙˜Γk ⊗Gk , (2.77)

K := K˙−ΩK−Ω K−KΩT = L(R¯)[ ˙˜K] , (2.78)
˙˜K = ˙˜γk ⊗Gk , (2.79)

K := K˙−ΩK−KΩT = R¯ ˙˜KR¯T . (2.80)
Des Weiteren gilt

Γk := Γ˙k −ΩΓk − ΓkΩT = R¯ ˙˜ΓkR¯T , (2.81)

γk := γ˙k −Ωγk = R¯ ˙˜γk , (2.82)

K =

Γk ⊗mk , (2.83)

K =

γk ⊗mk . (2.84)
Es sollte erwa¨hnt werden, dass die objektiven mikropolaren Kru¨mmungsgeschwindigkeiten mit
Hilfe des Ausdrucks ∂ω/∂ϑk ausgedru¨ckt werden ko¨nnen. Zur Illustration wird die materielle
Zeitableitung von (2.20) gebildet. Es ergibt sich
˙˜Γk =
˙¯RT
∂R¯
∂ϑk
+ R¯T
∂ ˙¯R
∂ϑk
= R¯T
{
∂
∂ϑk
( ˙¯RR¯T )
}
R¯ (2.85)
oder
˙˜Γk = R¯
T
(
∂
∂ϑk
Ω
)
R¯ . (2.86)
Oﬀensichtlich stellen ˙˜Γk und ∂Ω/∂ϑ
k antisymmetrische Tensoren zweiter Stufe dar, deren axiale
Vektoren jeweils ˙˜γk und ∂ω/∂ϑ
k lauten. Fu¨r zwei beliebige Vektoren a˜ und b˜ in der Referenz-
konﬁguration, die gema¨ß a = R¯a˜ und b = R¯b˜ auf die aktuelle Konﬁguration transformierbar
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sind, gelten daher die folgenden Beziehungen
b˜ · ˙˜Γka˜ = b˜ · ( ˙˜γk × a˜) (2.87)
= (a˜× b˜) · ˙˜γk (2.88)
= (R¯Ta× R¯Tb) · R¯T γk (2.89)
= (a× b) · γk . (2.90)
Andererseits impliziert Gleichung (2.86) den Zusammenhang
b˜ · ˙˜Γka˜ = b · ∂Ω
∂ϑk
a (2.91)
= b ·
(
∂ω
∂ϑk
× a
)
(2.92)
= (a× b) · ∂ω
∂ϑk
. (2.93)
Da a˜ und b˜ und folglich auch a und b beliebig gewa¨hlt werden ko¨nnen, folgt aus dem Vergleich
von (2.90) mit (2.93), dass

γk =
∂ω
∂ϑk
. (2.94)
Somit ergibt sich aus Gleichung (2.84)

K =
∂ω
∂ϑk
⊗mk . (2.95)
2.5 Zerlegung der Deformation
In der klassischen Plastizita¨tstheorie ist es u¨blich, eine multiplikative Zerlegung des Deformations-
gradienten F in elastische und plastische Anteile anzunehmen
F = FeFp , (2.96)
wobei Fe die Bedingung detFe > 0 erfu¨llt. Da detF > 0 sein muss, gilt auch detFp > 0. (Auf
die Gleichung (2.96) soll hier nicht genauer eingegangen werden. Na¨heres hierzu ﬁndet sich in
Lubliner [65], Kapitel 8.2 und Maugin [70], Kapitel 8, worin die Originalarbeiten von Lee
zitiert werden.)
Es wird angenommen, dass die multiplikative Zerlegung (2.96) auch bei mikropolarer Plastizita¨t
gu¨ltig bleibt. Zusa¨tzlich wird Steinmann [81] folgend die multiplikative Zerlegung von R¯ in
elastische und plastische Anteile angenommen
R¯ = R¯eR¯p , (2.97)
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wobei vorausgesetzt wird, dass sowohl der elastische Anteil R¯e als auch der plastische Anteil R¯p
eigentlich orthogonale Tensoren zweiter Stufe sind. Des Weiteren gilt, dass Fp und R¯p die Vek-
toren dX und Φ in der Referenzkonﬁguration auf die Vektoren dxˆ und ϕˆ in einer sogenannten
plastischen Zwischenkonﬁguration Rˆt gema¨ß
dxˆ = FpdX , (2.98)
ϕˆ = R¯pΦ (2.99)
abbilden (siehe Abbildung 2.2). Folglich ergibt sich aus den Gleichungen (2.22), (2.6) und (2.96)
bis (2.99)
dx = Fedxˆ , (2.100)
ϕ = R¯eϕˆ . (2.101)
RR Rt
Φ ϕ dxdX F, R¯
Fp, R¯p Fe, R¯eϕˆ
dxˆ
Rˆt
Abbildung 2.2: Die plastische Zwischenkonﬁguration Rˆt.
Da detFe > 0 und detFp > 0 sind, gelten die folgenden polaren Zerlegungen
Fe = ReUe = VeRe , (2.102)
Fp = RpUp = VpRp , (2.103)
wobei Ue, Ve, Up, Vp symmetrische, positiv deﬁnite Tensoren zweiter Stufe und Re, Rp eigent-
lich orthogonale Tensoren zweiter Stufe darstellen.
Analog zur Zerlegung in Gleichung (2.14) ko¨nnen die multiplikativen Zerlegungen
Fe = R¯eU¯e = V¯eR¯e , (2.104)
Fp = R¯pU¯p = V¯pR¯p (2.105)
eingefu¨hrt werden, wobei die Tensoren U¯e, V¯e, U¯p, V¯p jetzt im Allgemeinen nicht mehr sym-
metrisch sind (siehe Steinmann [81]).
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Es sollte hervorgehoben werden, dass a¨hnlich wie im nicht polaren Fall (siehe Green & Nagh-
di [47]; Casey & Naghdi [19], [20]) die plastische Zwischenkonﬁguration nur innerhalb belie-
biger u¨berlagerter Starrko¨rperrotationen Qp = Qp(t) eindeutig bestimmt werden kann. Einige
Transformationsbeziehungen, die sowohl fu¨r Starrko¨rperrotationen Q = Q(t), die auf der aktu-
ellen Konﬁguration u¨berlagert sind, als auch fu¨r Starrko¨rperrotationen Qp = Qp(t), die sich auf
der plastischen Zwischenkonﬁguration anwenden lassen, werden in Anhang A gegeben. Im hier
betrachteten Fall der isotropen mikropolaren Plastizita¨t ist es jedoch ausreichend, nur das Ver-
halten der mikropolaren Verzerrungs- und Kru¨mmungstensoren mittels geeigneter konstitutiver
Gleichungen zu ermitteln, um die wesentlichen Merkmale der plastischen Zwischenkonﬁgurati-
on zu erfassen. Folglich ist es nicht notwendig, die Rotationstensoren Re, Rp und R¯e, R¯p zu
bestimmen.
Die Beziehungen (2.99) bis (2.101) legen die additive Zerlegung der Diﬀerenzen ∆s und ∆c in
der Form
∆s = (∆s)e + (∆s)p , (2.106)
∆c = (∆c)e + (∆c)p (2.107)
nahe, wobei
(∆s)e := ϕ · dx− ϕˆ · dxˆ , (2.108)
(∆s)p := ϕˆ · dxˆ−Φ · dX , (2.109)
(∆c)e := ϕ1 · (∇Rtϕ2)[ϕ3]− ϕˆ1 · (∇Rˆtϕˆ2)[ϕˆ3] , (2.110)
(∆c)p := ϕˆ1 · (∇Rˆtϕˆ2)[ϕˆ3]−Φ1 · (∇RRΦ2)[Φ3] . (2.111)
In (2.110) und (2.111) wurde vom Diﬀerentialoperator
∇Rˆtϕˆ2 :=
∂ϕˆ2
∂ϑk
⊗ mˆk mit mˆk := R¯pGk (2.112)
Gebrauch gemacht.
Werden mathematische Umrechnungen wie in Kapitel 2.3 und 2.4 verwendet, kann leicht ge-
zeigt werden, dass die Gleichungen (2.106) bis (2.111) additive Zerlegungen fu¨r die mikropolaren
Verzerrungs- und Kru¨mmungstensoren implizieren. So gelten hinsichtlich der Referenzkonﬁgu-
ration z. B. die Beziehungen
(∆s)e := Φ · ˜edX , (2.113)
(∆s)p := Φ · ˜pdX , (2.114)
(∆c)e := K˜e[Φ1,Φ2,Φ3] = (K˜e ×Φ2)[Φ1,Φ3] , (2.115)
(∆c)p := K˜p[Φ1,Φ2,Φ3] = (K˜p ×Φ2)[Φ1,Φ3] , (2.116)
wobei ˜e, ˜p und K˜e, K˜p, K˜e, K˜p in den Tabellen B.1 bis B.10 in Anhang B deﬁniert sind.
Werden auch die skalaren Terme (∆s)
·
e, (∆s)
·
p, (∆c)
·
e, (∆c)
·
p, (∆s)
··
e , (∆s)
··
p, (∆c)
··
e , (∆c)
··
p und so
weiter als forminvariant bezu¨glich der betrachteten Konﬁguration vorausgesetzt, dann ko¨nnen in
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natu¨rlicher Weise objektive Geschwindigkeiten deﬁniert werden. Die Tabellen B.1 bis B.10 fas-
sen diese Formeln zusammen und zeigen, wie die verschiedenen mikropolaren Verzerrungs- und
Kru¨mmungstensoren und ihre objektiven Geschwindigkeiten miteinander zusammenha¨ngen. Ei-
nige dieser Ergebnisse wurden bereits durch Steinmann [81] und Volk [95] hergeleitet. Ob-
wohl die Formulierung der konstitutiven Theorie in Kapitel 3 auf Tensoren zweiter Stufe basiert,
werden aus Gru¨nden der Vollsta¨ndigkeit die mikropolaren Kru¨mmungstensoren dritter Stufe in
Tabelle B.7 und B.8 in Anhang B angegeben.
Aufgrund der Herleitung der verschiedenen mikropolaren Verzerrungs- und Kru¨mmungstensoren
wird ersichtlich, dass zum Beispiel die Tensoren ˜, ˆ,  oder K˜, Kˆ, K jeweils Elemente einer
A¨quivalenzklasse sind. Das Gleiche gilt auch fu¨r die Tensoren ˜e, ˆe, e oder K˜e, Kˆe, Ke und
so weiter.
2.6 Mikropolare Spannungs- und
Momentenspannungstensoren
Es ist bekannt, dass in einem mikropolaren Kontinuum neben dem Cauchyschen Spannungs-
tensor T ein sogenannter Momentenspannungstensor Tc bezu¨glich der aktuellen Konﬁguration
wirkt (vgl. z. B. Eringen [36], Kapitel 2). Sowohl T als auch Tc sind Tensoren zweiter Stufe
und kommen in den Bilanzgleichungen fu¨r Impuls und Drehimpuls vor. Diese lauten in der
lokalen Form
divT+ b = x¨ , (2.117)
divTc + tT + bc = σ˙c , (2.118)
mit
tT = 2axl(TA) = axl(T−TT ) . (2.119)
In diesen Gleichungen stellt div den Divergenzoperator bezu¨glich x dar, b und bc sind jeweils
die Volumenkraft- und Volumenmomentendichte in Rt. σc ist der Eigendrehimpuls (Spin).
Allerdings ist im Gegensatz zum nichtpolaren Fall der Spannungstensor T jetzt nicht mehr
symmetrisch. A¨hnlich wie bei den mikropolaren Verzerrungs- und Kru¨mmungstensoren ko¨nnen
verschiedene mikropolare Spannungs- und Momentenspannungstensoren als auch objektive Ge-
schwindigkeiten eingefu¨hrt werden. Diese mu¨ssen geeignet deﬁnierten skalaren Gro¨ßen sowie
deren materiellen Zeitableitungen genu¨gen und forminvariant bezu¨glich der gewa¨hlten Konﬁgu-
ration sein. Diese skalaren Gro¨ßen ko¨nnen am besten durch die Betrachtung der lokalen Form
der Energiebilanzgleichung (siehe Eringen [36], Kapitel 2.2) motiviert werden
e˙−T · (L−Ω)−Tc · gradω + divq− rhs = 0 . (2.120)
Die Gro¨ße  bezeichnet die Massendichte in der aktuellen Konﬁguration, e die speziﬁsche innere
Energie, rhs die speziﬁsche innere Wa¨rme pro Masse und q den Wa¨rmeﬂussvektor bezu¨glich der
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aktuellen Konﬁguration. Die Terme
Ws :=
R

T · (L−Ω) = S ·  (2.121)
und
Wc :=
R

Tc · gradω (2.122)
stellen jeweils die Leistung der inneren Kra¨fte und Momente pro Einheitsvolumen der Refe-
renzkonﬁguration dar. In den Gleichungen (2.121) und (2.122) stellt R die Massendichte in
der Referenzkonﬁguration dar, S = (detF)T = (R/)T ist der gewichtete Cauchysche Span-
nungstensor. Dabei wurde die Relation

 = L−Ω verwendet, die in Tabelle B.2 in Anhang B
gegeben ist. Um Ws und Wc bezu¨glich der Referenzkonﬁguration umzuschreiben, wird
T˜ := R¯TSFT−1 (2.123)
deﬁniert und daran erinnert (siehe Tabelle B.10 in Anhang B), dass
gradω =
∂ω
∂ϑk
⊗ gk = R¯( ˙˜γk ⊗Gk)F−1 = R¯ ˙˜KF−1 . (2.124)
Der Momentenspannungstensor wird deﬁniert als
T˜c :=
R

R¯TTcF
T−1 . (2.125)
Werden die Beziehungen in Tabelle B.2 in Anhang B beru¨cksichtigt, dann ko¨nnen Ws und Wc
wie folgt umgeformt werden:
Ws = T˜ · ˙˜ , (2.126)
Wc = T˜c · ˙˜K . (2.127)
Zu jedem mikropolaren Verzerrungs- und Kru¨mmungstensor kann jetzt jeweils durch die Be-
trachtung von Ws und Wc ein mikropolarer Spannungs- und Momentenspannungstensor zuge-
ordnet werden, die als die duale mikropolare Spannung und die duale mikropolare Momenten-
spannung bezeichnet werden. Fu¨r die Tensoren ˜, ˆ,  und K˜, Kˆ,K sind die dualen Entsprechun-
gen in Tabelle B.11 bzw. B.12 in Anhang B aufgelistet. Bezu¨glich der Zwischenkonﬁguration
ist ersichtlich, dass z. B.
Ws = Tˆ ·

ˆ , (2.128)
Tˆ := R¯pT˜F
T
p (2.129)
und
Wc = Tˆc ·

Kˆ , (2.130)
Tˆc := R¯pT˜cR¯
T
p . (2.131)
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Obwohl in dieser Arbeit keine objektiven mikropolaren Spannungs- und Momentenspannungs-
geschwindigkeiten Verwendung ﬁnden, werden objektive mikropolare Spannungs- und Momen-
tenspannungsgeschwindigkeiten aus Gru¨nden der Vollsta¨ndigkeit kurz eingefu¨hrt. Diese ko¨nnen
deﬁniert werden, indem die Forminvarianz der Ausdru¨cke W˙s, W¨s, usw. sowie W˙c, W¨c, usw.
verlangt wird. So gilt zum Beispiel
W˙s =
˙˜T · ˙˜+ T˜ · ¨˜ , (2.132)
W˙c =
˙˜Tc · ˙˜K+ T˜c · ¨˜K . (2.133)
Es la¨sst sich zeigen, dass die Terme T˜ · ¨˜ und T˜c · ¨˜K fu¨r sich forminvariant sind. Die verlangte
Forminvarianz von W˙s und W˙c ist folglich a¨quivalent zur Forminvarianz von
˙˜T · ˙˜ und ˙˜Tc · ˙˜K.
Diese Tatsache kann wiederum benutzt werden, um zugeordnete objektive Geschwindigkeiten
fu¨r mikropolare Spannungen und Momentenspannungen einzufu¨hren, die in den Tabellen B.11
und B.12 in Anhang B angegeben sind. Es kann leicht gezeigt werden, dass die mikropolaren
Spannungstensoren T˜, Tˆ, S und die mikropolaren Momentenspannungstensoren T˜c, Tˆc, Sc
jeweils Elemente der entsprechenden A¨quivalenzklasse sind.
2.7 Bemerkungen zum mikropolaren Kru¨mmungsmaß
Zuerst wird der Term (/R)Tc bezu¨glich Wc untersucht, der dual ist zum mikropolaren Kru¨m-
mungstensor
h := γk ⊗ gk . (2.134)
A¨hnlichen Schritten wie im vorangegangenen Abschnitt folgend, kann dann gezeigt werden, dass

h := h˙−Ωh+ hL = (γ˙k − R¯γk)⊗ gk = gradω , (2.135)
so dass gilt
Wc =

R
Tc ·

h . (2.136)
Dies wiederum weist darauf hin, dass (/R)Tc dual zum Kru¨mmungstensor h bezu¨glich der
objektiven Zeitableitung

h ist.
Andererseits kommt Tc gema¨ß Gleichung (2.118) direkt in der Drehimpulsbilanzgleichung vor.
Deshalb erscheint es nahe liegend zu sein, eine mikropolare Theorie auf der Basis von h oder
einem anderen mikropolaren Kru¨mmungstensor im Sinne einer A¨quivalenzklasse a¨quivalent zu
h zu formulieren. Zu diesem Zweck ist es vorteilhaft, eine geometrische Interpretation fu¨r h zu
geben.
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Aus diesem Grund werden drei zeitunabha¨ngige nicht linearabha¨ngige Vektoren Φi am PunktX
und die Vektoren ϕ1 = R¯Φ1, ϕ2 = R¯Φ2 und ϕ¯3 = FΦ3 am Punkt x betrachtet. Die skalar-
wertige Diﬀerenz ∆¯c wird demnach deﬁniert durch
∆¯c := ϕ1 ·
(
∂ϕ2
∂ϑk
⊗ gk
)
ϕ¯3 −Φ1 ·
(
∂Φ2
∂ϑk
⊗Gk
)
Φ3 (2.137)
≡ ϕ1 · (gradϕ2)[ϕ¯3]−Φ1 · (GRADΦ2)[Φ3] . (2.138)
Dies kann mit Hilfe der Ausdru¨cke fu¨r h oder K˜ wie folgt ausgedru¨ckt werden
∆¯c = (K˜×Φ2)[Φ1,Φ3] (2.139)
= (h×ϕ2)[ϕ1, ϕ¯3] (2.140)
mit
h = R¯K˜F−1 (und

h = R¯ ˙˜KF−1) , (2.141)
was eine geometrische Interpretation fu¨r h liefert. Oﬀensichtlich bilden alle Tensoren, die sich
auf h und ∆¯c beziehen, wie etwa die Tensoren K˜, eine A¨quivalenzklasse der mikropolaren
Kru¨mmungstensoren. Im Rahmen der vorliegenden Arbeit werden jedoch solche Kru¨mmungs-
tensoren als ein nicht geeignetes mikropolares Kru¨mmungsmaß fu¨r die Formulierung der mi-
kropolaren Theorie angesehen, da der Vektor ϕ¯3, der in ∆¯c vorkommt, nicht durch eine reine
Rotation mit R¯ aus Φ3 erhalten werden kann, sondern durch eine Transformation mit dem
Deformationsgradienten F.
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Dieses Kapitel beschreibt die mikropolare (Visko-)Plastizita¨tstheorie, die in Grammenou-
dis & Tsakmakis [46] entwickelt wurde. Betrachtet werden hierbei Elastizita¨tsgesetze, nicht-
lineare isotrope Verfestigung, nichtlineare kinematische Verfestigung und eine Fließfunktion.
Fu¨r die inneren tensor- und skalarwertigen Zustandsvariablen zur Beschreibung des Verfesti-
gungsverhaltens werden Konstitutivgleichungen als hinreichende Bedingung zur Erfu¨llung des
Zweiten Hauptsatzes der Thermodynamik in Form der Clausius-Duhem-Ungleichung gewonnen.
Die Formulierung des Materialmodells erfolgt in der plastischen Zwischenkonﬁguration. Fu¨r die
Auswertung der Beispiele erfolgt eine Transformation des konstitutiven Modells in die aktuelle
Konﬁguration unter Beru¨cksichtigung kleiner elastischer Verzerrungen.
3.1 Thermodynamischer Rahmen der mikropolaren
Plastizita¨t
Fu¨r mikropolare Kontinua nimmt die verallgemeinerte Clausius-Duhem-Ungleichung bei iso-
thermen Prozessen mit homogener Temperaturverteilung die folgende Form an (siehe Erin-
gen [36], Kapitel 2.3):
S · (L−Ω) + R

Tc ·
(
∂ω
∂ϑk
⊗ gk
)
− RΨ˙ = S · + Sc ·

K− RΨ˙ ≥ 0 . (3.1)
Gema¨ß der Absicht dieser Arbeit liegt es nahe, Gleichung (3.1) in der Form
Tˆ ·

ˆ+ Tˆc ·

Kˆ− RΨ˙ ≥ 0 (3.2)
umzuschreiben, d. h. bezu¨glich der plastischen Zwischenkonﬁguration. Im nicht polaren Fall ist
es u¨blich, eine additive Zerlegung der speziﬁschen freien Energie Ψ in elastische und plasti-
sche Anteile vorzunehmen. Es wird angenommen, dass diese Zerlegung auch bei mikropolarer
Plastizita¨t gu¨ltig ist, so dass
Ψ(t) = Ψe(t) + Ψp(t) . (3.3)
Daraufhin kann die Ungleichung (3.2) umgeschrieben werden zu
Tˆ ·

ˆ+ Tˆc ·

Kˆ− RΨ˙e − RΨ˙p ≥ 0 . (3.4)
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3.2 Mikropolare Elastizita¨tsgesetze – Innere
Dissipationsungleichung
In Analogie zum Fall reiner mikropolarer Elastizita¨t (siehe Gleichung (2.8)) wird fu¨r den elas-
tischen Anteil der freien Energie Ψe folgende Form angenommen
Ψe = Ψe(Fe, R¯e,
∂R¯e
∂ϑk
⊗ mˆk) , (3.5)
die sich bei u¨berlagerten Starrko¨rperrotationen auf der aktuellen Konﬁguration (siehe Anhang A
mit Qp = 1) wie folgt transformiert
Ψ∗e = Ψe(QFe,QR¯e,Q
∂R¯e
∂ϑk
⊗ mˆk) . (3.6)
Fu¨r jeden eigentlich orthogonalen zeitabha¨ngigen Tensor zweiter Stufe Q = Q(t) wird die
Gu¨ltigkeit des Prinzips der materiellen Objektivita¨t in Form der Beziehung Ψe = Ψ
∗
e verlangt.
Insbesondere wird Q = R¯Te gesetzt. Dies fu¨hrt auf
Ψe = Ψe(U¯e,1, R¯
T
e
∂R¯e
∂ϑk
⊗ mˆk) = Ψe(U¯e, Kˆe) = Ψˆe(ˆe, Kˆe) , (3.7)
wobei U¯e und Kˆe jeweils als Funktionen von ˆe und Kˆe dargestellt werden.
Diese Darstellung fu¨r Ψe wird in Gleichung (3.4) verwendet, so dass sich nach einigen Umrech-
nungen folgende Beziehung ergibt
Tˆ ·

ˆ− R∂Ψˆe
∂ˆe
· ˙ˆe + Tˆc ·

Kˆ− R ∂Ψˆe
∂Kˆe
· ˙ˆKe − RΨ˙p =
Tˆ ·

ˆ− R∂Ψˆe
∂ˆe
· (

ˆe + Ωˆpˆe − ˆeLˆp)
+ Tˆc ·

Kˆ− R ∂Ψˆe
∂Kˆe
· (

Kˆe + ΩˆpKˆe + KˆeΩˆ
T
p )− RΨ˙p =
(
Tˆ− R∂Ψˆe
∂ˆe
)
·

ˆ+ R
∂Ψˆe
∂ˆe
·

ˆp − R∂Ψˆe
∂ˆe
· (Ωˆpˆe − ˆeLˆp)
+
(
Tˆc − R ∂Ψˆe
∂Kˆe
)
·

Kˆ+ R
∂Ψˆe
∂Kˆe
·

Kˆp − R ∂Ψˆe
∂Kˆe
· (ΩˆpKˆe − KˆeΩˆp)− RΨ˙p =
(
Tˆ− R∂Ψˆe
∂ˆe
)
·

ˆ+ R
∂Ψˆe
∂ˆe
·

ˆp − R∂Ψˆe
∂ˆe
· (Ωˆpˆe − ˆe

ˆp − ˆeΩˆp)
+
(
Tˆc − R ∂Ψˆe
∂Kˆe
)
·

Kˆ+ R
∂Ψˆe
∂Kˆe
·

Kˆp − R
(
∂Ψˆe
∂Kˆe
KˆTe − KˆTe
∂Ψˆe
∂Kˆe
)
· Ωˆp − RΨ˙p ≥ 0
(3.8)
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oder (
Tˆ− R∂Ψˆe
∂ˆe
)
·

ˆ+
(
Tˆc − R ∂Ψˆe
∂Kˆe
)
·

Kˆ+ R(1+ ˆ
T
e )
∂Ψˆe
∂ˆe
·

ˆp + R
∂Ψˆe
∂Kˆe
·

Kˆp
−R
(
∂Ψˆe
∂ˆe
ˆTe − ˆTe
∂Ψˆe
∂ˆe
+
∂Ψˆe
∂Kˆe
KˆTe − KˆTe
∂Ψˆe
∂Kˆe
)
· Ωˆp − RΨ˙p ≥ 0 . (3.9)
Des Weiteren wird angenommen, dass Tˆ und Tˆc Funktionen von ˆe und Kˆe sind, d. h.
Tˆ = Tˆ(ˆe, Kˆe) , (3.10)
Tˆc = Tˆc(ˆe, Kˆe) , (3.11)
und dass Ψˆe eine isotrope Tensorfunktion von ˆe und Kˆe ist. Ψe kann demnach auch als ei-
ne Funktion der skalaren Invarianten der Tensoren (ˆe)S, (ˆe)A, (Kˆe)S und (Kˆe)A dargestellt
werden. Es kann leicht gezeigt werden, dass folgende Relationen gelten
(ˆe)S = R¯p{(˜− ˜p)U¯−1p }SR¯Tp , (3.12)
(ˆe)A = R¯p{(˜− ˜p)U¯−1p }AR¯Tp , (3.13)
(Kˆe)S = R¯p(K˜e)SR¯
T
p , (3.14)
(Kˆe)A = R¯p(K˜e)AR¯
T
p , (3.15)
(ˆe)S(Kˆe)A = R¯p({(˜− ˜p)U¯−1p }S(K˜e)A)R¯Tp , (3.16)
...
und dass die Invarianten von (ˆe)S, (ˆe)A, (Kˆe)S und (Kˆe)A mit Hilfe der Tensoren ˜, ˜p, K˜
und K˜p ausgedru¨ckt werden ko¨nnen. (Zu beachten ist, dass U¯
−1
p als eine Funktion von U¯p und
daher auch als eine Funktion von ˜p dargestellt werden kann.) Dies wiederum impliziert, dass
Ψe ebenfalls als eine Funktion von ˜, ˜p, K˜ und K˜p bezu¨glich der Bezugskonﬁguration in der
Form
Ψe = Ψˆe(ˆe, Kˆe) = Ψ˜(˜, ˜p, K˜, K˜p) (3.17)
geschrieben werden kann. Nach einigen algebraischen Umformungen ko¨nnen hierfu¨r folgende
Beziehungen aufgestellt werden
R¯p
∂Ψ˜e
∂˜
FTp =
∂Ψˆe
∂ˆe
, (3.18)
R¯p
∂Ψ˜e
∂K˜
R¯Tp =
∂Ψˆe
∂Kˆe
, (3.19)
R¯p
∂Ψ˜e
∂˜p
FTp = −(1+ ˆTe )
∂Ψˆe
∂ˆe
, (3.20)
R¯p
∂Ψ˜e
∂K˜p
R¯Tp = −
∂Ψˆe
∂Kˆe
, (3.21)
∂Ψˆe
∂ˆe
ˆTe − ˆTe
∂Ψˆe
∂ˆe
+
∂Ψˆe
∂Kˆe
KˆTe − KˆTe
∂Ψˆe
∂Kˆe
= symmetrisch . (3.22)
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Nach der Substitution von (3.22) in (3.9) lautet die Entropieungleichung
(
Tˆ− R∂Ψˆe
∂ˆe
)
·

ˆ+
(
Tˆc − R ∂Ψˆe
∂Kˆe
)
·

Kˆ+R(1+ˆ
T
e )
∂Ψˆe
∂ˆe
·

ˆp+R
∂Ψˆe
∂Kˆe
·

Kˆp−RΨ˙p ≥ 0 (3.23)
und muss fu¨r alle

ˆ und

Kˆ erfu¨llt werden. Es wird angenommen, dass Ψp von den inneren Zu-
standsvariablen abha¨ngt, die die Verfestigungsantwort des mikropolaren Materials beschreiben.
Ferner wird vorausgesetzt, dass im Falle ratenabha¨ngiger Plastizita¨t (Viskoplastizita¨t) die Evo-
lution der inneren Zustandsvariablen von den Zustandsvariablen selbst abha¨ngen, jedoch nicht
von deren Geschwindigkeiten. Es wird demnach angenommen, dass

ˆp,

Kˆp und Ψ˙p nur Funktio-
nen der Zustandsvariablen sind. Mit a¨hnlichen Argumenten wie in Coleman & Gurtin [23],
kann gefolgert werden, dass fu¨r mikropolare Viskoplastizita¨t die folgenden Beziehungen
Tˆ = R
∂Ψˆe
∂ˆe
= RR¯p
∂Ψ˜e
∂˜
FTp , (3.24)
Tˆc = R
∂Ψˆe
∂Kˆe
= RR¯p
∂Ψ˜e
∂K˜
R¯Tp , (3.25)
Dint := (1+ ˆTe )R
∂Ψˆe
∂ˆe
·

ˆp + R
∂Ψˆe
∂Kˆe
·

Kˆp − RΨ˙p ≥ 0 (3.26)
notwendige und hinreichende Bedingungen fu¨r die Gu¨ltigkeit der Ungleichung (3.23) in je-
dem zula¨ssigen Prozess sind. Die erhaltene Ungleichung (3.26) wird als innere Dissipationsun-
gleichung bezeichnet.
Bei ratenunabha¨ngiger mikropolarer Plastizita¨t, oft einfach als mikropolare Plastizita¨t bezeich-
net, wird die Evolution der inneren Zustandsvariablen in Abha¨ngigkeit der Zustandsvariablen
selbst und den Geschwindigkeiten der mikropolaren Verzerrungs- und Kru¨mmungstensoren de-
ﬁniert. Die Beziehungen (3.24) bis (3.26) sind folglich notwendig und hinreichend, damit die
Ungleichung (3.23) in jedem zula¨ssigen rein elastischen Prozess, bei dem per Deﬁnition

ˆp,

Kˆp
und Ψ˙p verschwinden, gu¨ltig ist. Es wird angenommen, dass die Gleichungen (3.24) bis (3.26)
auch dann gu¨ltig sind, wenn entlang eines Belastungspfades vorgegangen wird, bei dem inelas-
tisches Fließen stattﬁndet. Diese Beziehungen sind bei (ratenunabha¨ngiger) mikropolarer Plas-
tizita¨t im Allgemeinen nur hinreichende Bedingungen fu¨r die Gu¨ltigkeit der Ungleichung (3.23)
in jedem zula¨ssigen Prozess.
Außerdem ist es ist gu¨nstig, den mikropolaren Spannungstensor
Pˆ := (1+ ˆTe )Tˆ = (1+ ˆ
T
e )R
∂Ψˆe
∂ˆe
(3.27)
einzufu¨hren, dessen Bedeutung a¨hnlich zu der des Mandelschen Spannungstensors in der klas-
sischen Plastizita¨t ist (vgl. Tsakmakis [88]).
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Aus Gleichung (3.26) folgt im Falle der mikropolaren Plastizita¨t und der mikropolaren Visko-
plastizita¨t, dass
Dint = Pˆ ·

ˆp + Pˆc ·

Kˆp − RΨ˙p ≥ 0 (3.28)
mit
Pˆc ≡ Tˆc . (3.29)
3.3 Das Postulat von Il’iushin – Fließregel der mikropolaren
Plastizita¨t
Das Postulat von Il’iushin wurde bereits im Rahmen der klassischen Plastizita¨t unter ande-
rem von Hill [51], Hill & Rice [52], Dafalias [27], Casey & Tseng [21], Lubliner [65],
[66], Lin & Naghdi [61], Lucchesi & Silhavy [67], Fosdick & Volkmann [42], Sriniva-
sa [80] sowie Tsakmakis [89], [90], [91] untersucht. In diesem Kapitel wird die ratenunabha¨ngi-
ge mikropolare Plastizita¨t behandelt. Um Evolutionsgleichungen fu¨r die mikropolaren plasti-
schen Verzerrungs- und Kru¨mmungstensoren herzuleiten, wird die Gu¨ltigkeit des Postulates von
Il’iushin, das fu¨r mikropolare plastische Materialien verallgemeinert wurde, vorausgesetzt.
Es wird die Existenz einer Fließfunktion in einer Spannungs-Momentenspannungsraumformu-
lierung bezu¨glich der plastischen Zwischenkonﬁguration der Form
f(t) = fˆ(Pˆ, Pˆc, hˆ) (3.30)
angenommen. Hierin bezeichnet hˆ eine Menge aus inneren Zustandsvariablen hˆi, 1 ≤ i ≤ M ,
die skalarwertig sind oder die Komponenten eines Tensors darstellen und das Verfestigungsver-
halten widerspiegeln. Es wird davon ausgegangen, dass Gleichung (3.30) in eine Verzerrungs-
Kru¨mmungsraumformulierung bezu¨glich der Referenzkonﬁguration der Form
f(t) = g˜(˜, ˜p, K˜, K˜p, q˜) (3.31)
umgeschrieben werden kann, wobei q˜ eine Menge aus inneren Zustandsvariablen q˜j, 1 ≤ j ≤ N
ist. Diese sind mit den Verfestigungsvariablen hˆi verknu¨pft.
Die Gleichung
f(t) = fˆ(Pˆ, Pˆc, hˆ) = g˜(˜, ˜p, K˜, K˜p, q˜) = 0 (3.32)
wird Fließbedingung genannt. Fu¨r feste Werte von hˆ beschreibt diese eine sogenannte Fließﬂa¨che
im Raum der Spannungstensoren Pˆ und der Momentenspannungstensoren Pˆc und fu¨r feste
Werte von ˜p, K˜p, q˜ eine Fließﬂa¨che im Raum der mikropolaren Verzerrungstensoren ˜ und
der mikropolaren Kru¨mmungstensoren K˜. Der Einfachheit halber wird angenommen, dass die
betrachteten Fließﬂa¨chen glatt sind.
33
3 Mikropolares Plastizita¨tsmodell
Belastungsprozesse, bei denen es zu plastischem Fließen kommt, werden mit einem skalaren
Parameter s anstelle der Zeit t beschrieben, welcher eine plastische Bogenla¨nge bezeichnet. Es
wird vorausgesetzt, dass fu¨r s = konstant auch alle inneren Zustandsvariablen konstant bleiben.
Ferner ist es sinnvoll, einen sogenannten Belastungsfaktor L(t)
L := [f˙ ]s=konstant (3.33)
einzufu¨hren (siehe Tsakmakis [88]). Die Antwort des Modells wird dann wie folgt charakteri-
siert:
f < 0⇔ elastischer Bereich (3.34)
f = 0 & L


< 0
= 0
> 0

⇔


elastische Entlastung
neutrale Belastung
plastische Belastung
. (3.35)
Plastisches Fließen ﬁndet deﬁnitionsgema¨ß nur dann statt, wenn die Bedingungen fu¨r eine plas-
tische Belastung zutreﬀen.
Im Folgenden wird die Aufmerksamkeit auf den Raum der Tensoren ˜ und K˜ in der Bezugskonﬁ-
guration gerichtet. Oﬀenbar impliziert ein Zyklus im Raum von ˜ und K˜ einen Zyklus im Raum
weiterer mikropolarer Verzerrungs- und Kru¨mmungsmaße und umgekehrt. Einem Vorschlag
von Lucchesi & Silhavy [67] folgend werden mikropolare Verzerrungs-Kru¨mmungszyklen als
klein (aber nicht notwendigerweise inﬁnitesimal klein) bezeichnet, wenn folgende Bedingung
erfu¨llt ist: Wa¨hrend des zyklischen Deformationsprozesses liegt der anfa¨ngliche mikropolare
Verzerrungs-Kru¨mmungszustand immer auf oder innerhalb der Fließﬂa¨chen g˜ = 0, die zu diesem
Prozess geho¨ren. Mit anderen Worten: Der anfa¨ngliche mikropolare Verzerrungs-Kru¨mmungs-
zustand liegt immer im Durchschnitt aller elastischer Bereiche, die von den Fließﬂa¨chen g˜ = 0
wa¨hrend des Prozesses umgeben werden. Dabei bezeichnet Cs[t0, te] einen kleinen mikropolaren
Zyklus, der zur Zeit t0 beginnt und zur Zeit te endet. Ein mikropolares Material erfu¨llt deﬁni-
tionsgema¨ß das Postulat von Il’iushin fu¨r kleine Zyklen, wenn fu¨r ein festgehaltenes materielles
Teilchen die Spannungs-Momentenspannungsarbeit nie negativ ist
I(t0, te) :=
1
R
∫ te
t0
S · dt+ 1
R
∫ te
t0
Tc · gradωdt (3.36)
=
1
R
∫ te
t0
T˜ · ˙˜dt+ 1
R
∫ te
t0
T˜c · ˙˜Kdt ≥ 0 fu¨r alle Cs[t0, te] . (3.37)
(Weiterfu¨hrende Bemerkungen und Diskussionen zu Gleichung (3.37) im Rahmen der klassi-
schen Plastizita¨t lassen sich in Tsakmakis [89] ﬁnden.)
Im Folgenden wird von den Beziehungen
T˜ = R
∂Ψ˜e
∂˜
(3.38)
und
T˜c = R
∂Ψ˜e
∂K˜
, (3.39)
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Gebrauch gemacht, die sich aus Gleichung (3.24), (3.25) und Tabelle B.11, B.12 in Anhang B
ableiten lassen.
A
B
C
D
g˜(˜, ˜(B)p , K˜, K˜
(B)
p , q˜(B)) = 0 g˜(˜, ˜
(C)
p , K˜, K˜
(C)
p , q˜(C)) = 0
Abbildung 3.1: Ein kleiner Verzerrungs-Kru¨mmungszyklus bei dem nur zwischen B und C plas-
tisches Fließen auftritt.
Des Weiteren wird angenommen, dass Gleichung (3.37) gilt. Es wird ein kleiner Verzerrungs-
Kru¨mmungszyklus ABCD (siehe Abbildung 3.1) betrachtet, der mit der Zeit t parametrisiert
ist. Mit X(P ) wird der Wert einer Gro¨ße X am Punkt P bezeichnet. Die mit den Punkten A,
B, C, D verknu¨pften Zeiten lauten entsprechend t(A), t(B), t(C), t(D) (t(A) < t(B) < t(C) < t(D)).
Der Verzerrungs-Kru¨mmungszyklus beginnt und endet bei ˜ = ˜(A) = ˜(D), K˜ = K˜(A) = K˜(D),
wa¨hrend plastisches Fließen nur zwischen B und C stattﬁndet. Da (3.24), (3.25) und folglich
auch (3.38), (3.39) wa¨hrend der plastischen Belastung angenommen werden, ergibt sich
I(t(A), t(D)) =
1
R
∫ t(D)
t(A)
{T˜ · ˙˜+ T˜c · ˙˜K}dt
=
∫ t(D)
t(A)
{
∂Ψ˜e(˜(t), ˜p(t), K˜(t), K˜p(t))
∂˜(t)
· ˙˜(t)
+
∂Ψ˜e(˜(t), ˜p(t), K˜(t), K˜p(t))
∂K˜(t)
· ˙˜K(t)
}
dt
= Ψ˜e(˜
(A), ˜(C)p , K˜
(A), K˜(C)p )− Ψ˜e(˜(A), ˜(B)p , K˜(A), K˜(B)p )
−
∫ t(C)
t(B)
∂Ψ˜e(˜(t), ˜p(t), K˜(t), K˜p(t))
∂˜p(t)
· ˙˜p(t)dt
−
∫ t(C)
t(B)
∂Ψ˜e(˜(t), ˜p(t), K˜(t), K˜p(t))
∂K˜p(t)
· ˙˜Kp(t)dt
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=
∫ t(C)
t(B)
{
∂Ψ˜e(˜
(A), ˜p(t), K˜
(A), K˜p(t))
∂˜p(t)
· ˙˜p(t)
+
∂Ψ˜e(˜
(A), ˜p(t), K˜
(A), K˜p(t))
∂K˜p(t)
· ˙˜Kp(t)
}
dt
−
∫ t(C)
t(B)
∂Ψ˜e(˜(t), ˜p(t), K˜(t), K˜p(t))
∂˜p(t)
· ˙˜p(t)dt
−
∫ t(C)
t(B)
∂Ψ˜e(˜(t), ˜p(t), K˜(t), K˜p(t))
∂K˜p(t)
· ˙˜Kp(t)dt
=
∫ t(C)
t(B)
[{
∂Ψ˜e(˜
(A), ˜p(t), K˜
(A), K˜p(t))
∂˜p(t)
−∂Ψ˜e(˜(t), ˜p(t), K˜(t), K˜p(t))
∂˜p(t)
}
· ˙˜p(t)
+
{
∂Ψ˜e(˜
(A), ˜p(t), K˜
(A), K˜p(t))
∂K˜p(t)
−∂Ψ˜e(˜(t), ˜p(t), K˜(t), K˜p(t))
∂K˜p(t)
}
· ˙˜Kp(t)
]
dt ≥ 0 . (3.40)
Die Benutzung des Theorems von Taylor liefert
lim
t(C)→t(B)
I(t(A), t(D))
t(C) − t(B) =
{
∂Ψ˜e(˜
(A), ˜p(t), K˜
(A), K˜p(t))
∂˜p(t)
· ˙˜p(t)
−∂Ψ˜e(˜(t), ˜p(t), K˜(t), K˜p(t))
∂˜p(t)
· ˙˜p(t)
}
t=t(B)
+
{
∂Ψ˜e(˜
(A), ˜p(t), K˜
(A), K˜p(t))
∂K˜p(t)
· ˙˜Kp(t)
−∂Ψ˜e(˜(t), ˜p(t), K˜(t), K˜p(t))
∂K˜p(t)
· ˙˜Kp(t)
}
t=t(B)
≥ 0 . (3.41)
Da der Punkt B beliebig auf der Fließﬂa¨che gewa¨hlt werden kann, ist es in der letzten Gleichung
nicht no¨tig, den Index t(B) mitzufu¨hren, so dass sich als notwendige Bedingung fu¨r (3.37) die
Ungleichung
−∂Ψ˜e(˜, ˜p, K˜, K˜p)
∂˜p
· ˙˜p − ∂Ψ˜e(˜, ˜p, K˜, K˜p)
∂K˜p
· ˙˜Kp ≥
−∂Ψ˜e(˜
(A), ˜p, K˜
(A), K˜p)
∂˜p
· ˙˜p − ∂Ψ˜e(˜
(A), ˜p, K˜
(A), K˜p)
∂K˜p
· ˙˜Kp (3.42)
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ergibt. Hierbei bezeichnen ˜ und K˜ einen mikropolaren Verzerrungs-Kru¨mmungszustand auf
der Fließﬂa¨che, wa¨hrend die Variablen ˜p und K˜p mit diesem Zustand verbunden sind. Die
Gro¨ßen ˜(A) und K˜(A) bezeichnen einen mikropolaren Verzerrungs-Kru¨mmungszustand auf oder
innerhalb der Fließﬂa¨che, d. h. g˜(˜(A), ˜p, K˜
(A), K˜p, q˜) ≤ 0 mit den inneren Zustandsvariablen q˜,
die zum mikropolaren Verzerrungs-Kru¨mmungszustand ˜ und K˜ geho¨ren.
Umgekehrt ist die Ungleichung (3.42) eine hinreichende Bedingung fu¨r die Gu¨ltigkeit von
(3.37). Dies kann gezeigt werden, indem das Integral u¨ber (3.42) entlang eines Verzerrungs-
Kru¨mmungszyklus gebildet wird, wie Abbildung 3.1 zeigt. Damit (3.42) wa¨hrend dieses Zyklus
gu¨ltig bleibt, mu¨ssen ˜(A) und K˜(A) wa¨hrend des Zyklus immer in der Schnittmenge aller elas-
tischer Bereiche liegen, was in der Tat impliziert, dass der Zyklus ABCD klein ist. Danach
werden dieselben Schritte lediglich in umgekehrter Reihenfolge wie in (3.40) durchgefu¨hrt, so
dass es einfach ist (3.37) zu erhalten.
In Hinblick auf (3.20), (3.21) und den Beziehungen in den Tabellen B.2 und B.10 in Anhang B
kann aus der Ungleichung (3.42) gefolgert werden, dass
R¯Tp (1+ ˆ
T
e )
∂Ψˆe(ˆe, Kˆe)
∂ˆe
FT−1p · R¯Tp

ˆpFp + R¯
T
p
∂Ψˆe(ˆe, Kˆe)
∂Kˆe
R¯p · R¯Tp

KˆpR¯p ≥
R¯Tp (1+ (ˆ
(A)
e )
T )
∂Ψˆe(ˆ
(A)
e , Kˆ
(A)
e )
∂ˆe
FT−1p · R¯Tp

ˆpFp + R¯
T
p
∂Ψˆe(ˆ
(A)
e , Kˆ
(A)
e )
∂Kˆe
R¯p · R¯Tp

KˆpR¯p (3.43)
oder aufgrund von (3.24), (3.25), (3.28) und (3.29)
Pˆ ·

ˆp + Pˆc ·

Kˆp ≥ Pˆ(A) ·

ˆp + Pˆ
(A)
c ·

Kˆp . (3.44)
Es soll darauf aufmerksam gemacht werden, dass die Ungleichung (3.44) sowohl zu (3.43) als
auch zu (3.37) a¨quivalent ist.
In bestimmten Fa¨llen ist es gu¨nstig, sich
Λˆp :=
(
ˆp
Kˆp
)
(3.45)
und
σˆ :=
(
Pˆ
Pˆc
)
(3.46)
jeweils als verallgemeinerte mikropolare Verzerrungs-Kru¨mmungs- und Spannungs-Momenten-
spannungsvektoren zu denken mit der zugeordneten objektiven Geschwindigkeit

Λˆp :=

 ˆp
Kˆp

 . (3.47)
In diesem Fall gilt fu¨r die Ungleichung (3.44)
σˆ ·

Λˆp ≥ σˆ(A) ·

Λˆp . (3.48)
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Zu beachten ist, dass (3.48) und (3.44) jeweils a¨quivalent sind zu (3.43) und ebenso zu (3.37).
Wird mit
Wpl := Pˆ ·

ˆp + Pˆc ·

Kˆp ≡ σˆ ·

Λˆp (3.49)
die plastische Spannungs-Momentenspannungsleistung bezeichnet, dann dru¨ckt Ungleichung
(3.48) bzw. (3.44) ein Prinzip aus, das im Folgenden das Prinzip der maximalen mikropola-
ren plastischen Spannungs-Momentenspannungsleistung genannt wird, und das eine natu¨rliche
Erweiterung des entsprechenden Prinzips der maximalen plastischen Spannungsleistung der
klassischen Plastizita¨t ist. Aus (3.30) und (3.46) ergibt sich speziell fu¨r die Fließfunktion fol-
gende Beziehung:
f(t) = fˆ(Pˆ, Pˆc, hˆ) =: f¯(σˆ, hˆ) . (3.50)
Folglich dru¨ckt die Ungleichung (3.48) oder (3.44) in Hinblick auf eine rein mechanische Formu-
lierung der Theorie aus, dass fu¨r eine gegebene mikropolare plastische Geschwindigkeit

Λˆp unter
allen zula¨ssigen Spannungs-Momentenspannungszusta¨nden σˆ(A) der aktuelle Zustand σˆ die mi-
kropolare plastische Leistung Wpl maximiert. Ein Spannungs-Momentenspannungszustand σˆ
wird als zula¨ssig bezeichnet, wenn σˆ erreicht werden kann und auf oder im Inneren der Fließ-
ﬂa¨che liegt, d. h. f¯(σˆ, hˆ) ≤ 0.
Andererseits ist fu¨r die hier betrachteten isothermen Deformationen mit homogener Tempera-
turverteilung die innere Dissipation (siehe Gleichung (3.28)) gegeben durch
Dint(σˆ,

Λˆp, Ψ˙p) = σˆ ·

Λˆp − RΨ˙p . (3.51)
Gleichung (3.48) besagt somit, dass fu¨r gegebene innere Zustandsvariablen und deren Ge-
schwindigkeiten, d. h. fu¨r gegebenes

Λˆp und Ψ˙p, unter allen zula¨ssigen Spannungs-Momenten-
spannungspaaren σˆ(A) das aktuelle Paar σˆ die innere Dissipationsleistung Dint maximiert. Es
kann gezeigt werden, dass die Konvexita¨t der Fließﬂa¨che f¯ = 0 und die Normalenregel fu¨r

Λˆp
hinreichende Bedingungen fu¨r die Gu¨ltigkeit der Ungleichung (3.48) sind. Dies bedeutet, dass
(3.48) immer erfu¨llt ist, wenn

Λˆp entlang der a¨ußeren Normalen an der Fließﬂa¨che f¯ = 0, die
als glatt angenommen wurde, gerichtet ist,

Λˆp = s˙
∂f¯
∂σˆ∥∥∥∥ ∂f¯∂σˆ
∥∥∥∥
(3.52)
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oder a¨quivalent dazu

ˆp = s˙
∂fˆ
∂Pˆ∥∥∥∥ ∂f¯∂σˆ
∥∥∥∥
, (3.53)

Kˆp = s˙
∂fˆ
∂Pˆc∥∥∥∥ ∂f¯∂σˆ
∥∥∥∥
, (3.54)
mit
∥∥∥∥ ∂f¯∂σˆ
∥∥∥∥ :=
√
∂fˆ
∂Pˆ
· ∂fˆ
∂Pˆ
+
∂fˆ
∂Pˆc
· ∂fˆ
∂Pˆc
. (3.55)
Hierbei ist s˙ eine positive skalare Gro¨ße fu¨r die plastische Belastung, die aus der sogenann-
ten Konsistenzbedingung f˙ = 0 bestimmt werden muss. Aus Gleichung (3.52) bis (3.55) ist
ersichtlich, dass
s˙ =
√

Λˆp ·

Λˆp :=
√

ˆp ·

ˆp +

Kˆp ·

Kˆp . (3.56)
Oﬀensichtlich ist die Konvexita¨t von f¯(σˆ, hˆ) = 0 bezu¨glich σˆ a¨quivalent zur Konvexita¨t von
fˆ(Pˆ, Pˆc, hˆ) = 0 bezu¨glich Pˆ und Pˆc.
Wie im klassischen Fall ist die plastische Inkompressibilita¨t deﬁniert durch die Bedingung
detFp = 1 ⇔ trLˆp = tr

ˆp = 0 . (3.57)
Diese Annahme fu¨hrt zu der Schlussfolgerung, dass die Fließfunktion eine solche Gestalt besitzt,
dass ∂fˆ/∂Pˆ (siehe Gleichung (3.53)) deviatorisch ist.
3.4 Fließregel bei mikropolarer Viskoplastizita¨t
Als na¨chstes werden mikropolare Viskoplastizita¨tsmodelle betrachtet, die aus mikropolaren
Plastizita¨tsmodellen hervorgehen, indem alle konstitutiven Gleichungen außer der Evolutions-
gleichung fu¨r s u¨bernommen werden. Diese wird auf a¨hnliche Weise wie in der klassischen Visko-
plastizita¨t mit Hilfe einer sogenannten U¨berspannung-Momentenspannung deﬁniert. Wa¨hrend
bei ratenunabha¨ngiger mikropolarer Plastizita¨t die Fließfunktion stets die Bedingung f =
fˆ(Pˆ, Pˆc, hˆ) ≤ 0 erfu¨llt, wird diese Einschra¨nkung fu¨r f somit im Fall mikropolarer Viskoplas-
tizita¨t nicht auferlegt. Ein positiver Wert von f wird als U¨berspannungs-Momentenspannung
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bezeichnet, so dass s˙ als eine gegebene Funktion der Form 〈f〉 angenommen werden kann. Ein
Beispiel ist die folgende Evolutionsgleichung
s˙ =
〈f〉m
η
≥ 0 , (3.58)
wobei m und η positive Materialparameter darstellen.
3.5 Mikropolare Verfestigungsregeln
In der mikropolaren Theorie werden isotrope und kinematische Verfestigung jeweils mittels einer
skalaren Variablen r und eines verallgemeinerten mikropolaren Verzerrungs-Kru¨mmungsvektors
yˆ =
(
Yˆ
Yˆc
)
(3.59)
beschrieben. Die Tensoren zweiter Stufe Yˆ und Yˆc werden derart deﬁniert, dass sie jeweils die
mathematische und geometrische Struktur mikropolarer Verzerrungs- und Kru¨mmungstenso-
ren bezu¨glich der plastischen Zwischenkonﬁguration Rˆt besitzen. Die zugeordneten objektiven
Geschwindigkeiten sind somit deﬁniert durch

yˆ =



Yˆ

Yˆc

 , (3.60)

Yˆ =
˙ˆ
Y − ΩˆpYˆ + YˆLˆp , (3.61)

Yˆc =
˙ˆ
Yc − ΩˆpYˆc − YˆcΩˆTp . (3.62)
Im Weiteren werden Yˆ und Yˆc jeweils als Anteile von ˆp und Kˆp betrachtet, die einen Beitrag
zu der im Material gespeicherten Arbeit leisten. Die verbleibenden Anteile βˆ und βˆc
ˆp = Yˆ + βˆ , (3.63)
Kˆp = Yˆc + βˆc , (3.64)
tragen zu der Arbeit bei, die wa¨hrend des inelastischen Belastungsprozesses dissipiert wird. Aus
Gleichung (3.63) und (3.64) folgt

ˆp =

Yˆ +

βˆ , (3.65)

Kˆp =

Yˆc +

βˆc , (3.66)
wobei die zugeordneten objektiven Zeitableitungen von Yˆ, βˆ und Yˆc, βˆc wie in Tabelle B.2
und B.10 in Anhang B deﬁniert sind. Wird plastische Inkompressibilita¨t angenommen, legt
Gleichung (3.65) die Annahmen nahe, dass
tr

Yˆ = −tr

βˆ , wenn tr

ˆ = 0 . (3.67)
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In Anlehnung an klassische Vorschla¨ge (vgl. Diegele et al. [30]) wird die additive Zerlegung
des plastischen Anteils der speziﬁschen freien Energiefunktion angenommen
Ψp(t) = Ψ
(is)
p (t) + Ψ
(kin)
p (t) (3.68)
mit
Ψ(is)p = Ψ¯
(is)
p (r) , (3.69)
Ψ(kin)p = Ψ¯
(kin)
p (yˆ) = Ψˆ
(kin)
p (Yˆ, Yˆc) . (3.70)
Die folgenden Deﬁnitionen fu¨hren thermodynamisch konjugierte Kra¨fte ein:
R := R
∂Ψ¯
(is)
p (r)
∂r
, (3.71)
Zˆ := R
∂Ψˆ
(kin)
p (Yˆ, Yˆc)
∂Yˆ
, (3.72)
ξˆc := R
∂Ψˆ
(kin)
p (Yˆ, Yˆc)
∂Yˆc
. (3.73)
Die isotrope Verfestigung wird durch eine skalarwertige Spannung k beschrieben, die aus den
zwei Anteilen R und h besteht und von denen nur R zur Speicherung von Energie im Material
beitra¨gt:
k = h+R , h = konstant ≥ 0 . (3.74)
Die kinematische Verfestigung wird modelliert durch den Translationstensor (sog. back-stress-
couple-stress Tensor)
χˆ :=
(
ξˆ
ξˆc
)
, (3.75)
wobei ξˆ ein Spannungstensor mit der mathematischen und geometrischen Struktur a¨hnlich der
von Pˆ in Gleichung (3.27) ist. Dieser ist deﬁniert durch
ξˆ := (1− YˆT )Zˆ . (3.76)
(Eine Motivation der letzten Deﬁnition ist in Anhang C gegeben.)
Die innere Dissipationsungleichung reduziert sich mit Hilfe dieser Beziehungen zu
Dint = Pˆ ·

ˆp + Pˆc ·

Kˆp −Rr˙ − Zˆ · ˙ˆY − ξˆc · ˙ˆYc
= (Pˆ− ξˆ) ·

ˆp + (Pˆc − ξˆc) ·

Kˆp −Rr˙ + ξˆ ·

ˆp + ξˆc ·

Kˆp − Zˆ · ˙ˆY − ξˆc · ˙ˆYc ≥ 0 (3.77)
oder
Dint = (Pˆ− ξˆ) ·

ˆp + (Pˆc − ξˆc) ·

Kˆp −Rr˙
+ Zˆ · (

ˆp −

Yˆ) + ξˆc · (

Kˆp −

Yˆc)
+ (ZˆYˆT − YˆT Zˆ+ ξˆcYˆTc − YˆTc ξˆc) · Ωˆ
T
p ≥ 0 . (3.78)
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Es wird angenommen, dass Ψˆ
(kin)
p eine isotrope Tensorfunktion von Yˆ und Yˆc ist. Analog zum
Vorgehen bei Gleichung (3.22) folgt dann
ZˆYˆT − YˆT Zˆ+ ξˆcYˆTc − YˆTc ξˆc = symmetrisch , (3.79)
so dass
Dint = (Pˆ− ξˆ) ·

ˆp + (Pˆc − ξˆc) ·

Kˆp −Rr˙ + Zˆ ·

βˆ + ξˆc ·

βˆc ≥ 0 (3.80)
oder
Dint = (σˆ − χˆ) ·

Λˆp −Rr˙ + Zˆ ·

βˆ + ξˆc ·

βˆc ≥ 0 . (3.81)
Eﬀekte aufgrund isotroper Verfestigung ko¨nnen von Eﬀekten aufgrund kinematischer Verfesti-
gung getrennt werden, indem verlangt wird, dass die beiden Ungleichungen
D(is)int := (σˆ − χˆ) ·

Λˆp −Rr˙ ≥ 0 , (3.82)
D(kin)int := Zˆ ·

βˆ + ξˆc ·

βˆc ≡
(
Zˆ
ξˆc
)
·



βˆ

βˆc

 ≥ 0 (3.83)
erfu¨llt werden, die hinreichende Bedingungen fu¨r die Gu¨ltigkeit von (3.81) darstellen.
Im na¨chsten Kapitel werden die Evolutionsgleichungen fu¨r die Verfestigungsantwort als hinrei-
chende Bedingungen fu¨r die Gu¨ltigkeit von (3.82) und (3.83) hergeleitet.
3.5.1 Isotrope Verfestigung
Es wird angenommen, dass die Fließfunktion (3.50) die Form
f(t) = f¯(σˆ − χˆ)− k (3.84)
besitzt mit f¯ als einer homogenen Funktion ersten Grades, so dass
∂f¯
∂(σˆ − χˆ) · (σˆ − χˆ) = f¯ . (3.85)
Dies folgt aus dem Theorem von Euler fu¨r homogene Funktionen. Aus der Normalenregel (3.52)
ist bekannt, dass (3.82) a¨quivalent ist zu
(σˆ − χˆ) · s˙
∂f¯
∂(σˆ − χˆ)∥∥∥∥∥ ∂f¯∂(σˆ − χˆ)
∥∥∥∥∥
−Rr˙ ≥ 0 (3.86)
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oder aufgrund von (3.85) zu
s˙
f¯
ϕ
−Rr˙ ≥ 0 , ϕ :=
∥∥∥∥∥ ∂f¯∂(σˆ − χˆ)
∥∥∥∥∥ . (3.87)
Wenn inelastische Belastung vorliegt, gilt f = 0 ⇔ f¯ = k bei mikropolarer Plastizita¨t und
f ≥ 0⇔ f¯ ≥ k bei mikropolarer Viskoplastizita¨t. Auf diese Weise folgt aus (3.87), dass
s˙
k
ϕ
−Rr˙ ≥ 0 , (3.88)
oder aufgrund von (3.74)
R
(
s˙
ϕ
− r˙
)
+ h
s˙
ϕ
≥ 0 . (3.89)
Da hs˙/ϕ ≥ 0, ist es ausreichend zu verlangen, dass
R
(
s˙
ϕ
− r˙
)
≥ 0 (3.90)
um (3.82) immer zu erfu¨llen. Dies wiederum wird dann und nur dann erfu¨llt, wenn
s˙
ϕ
− r˙ ≥ 0 . (3.91)
Eine hinreichende Bedingung fu¨r diese Ungleichung ist
r˙ = (1− β(is)r) s˙
ϕ
, r|s=0 = 0 , (3.92)
wobei β(is) eine skalare Gro¨ße ist mit β(is) ≥ 0.
Ein spezielles Beispiel stellen die folgenden Beziehungen dar:
Ψ(is)p = Ψ¯
(is)
p (r) =
1
R
(
1
2
γ(is)r2 +R0r
)
, R0 = R|s=0 , γ(is) ≥ 0 , (3.93)
R = R
∂Ψ¯
(is)
p
∂r
= γ(is)r +R0 . (3.94)
Daraus folgt
k = R + h ⇒ k0 := k|s=0 = R0 + h . (3.95)
Gleichung (3.92) ist a¨quivalent zu
R˙ = [γ(is) − β(is)(R−R0)] s˙
ϕ
, (3.96)
was wiederum a¨quivalent ist zu
k˙ = [γ(is) − β(is)(k − k0)] s˙
ϕ
. (3.97)
Dies stellt eine Verallgemeinerung zu den von Chaboche vorgeschlagenen Modellen dar.
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3.5.2 Kinematische Verfestigung
Um die Ungleichung (3.83) zu erfu¨llen, genu¨gt es anzunehmen, dass

βˆ = Mˆ[Zˆ] , (3.98)

βˆc = Mˆc[ξˆc] , (3.99)
wobei Mˆ und Mˆc isotrope Tensoren vierter Stufe darstellen (siehe Gleichung (1.18)). Werden
(3.65) und (3.66) verwendet, ergibt sich

Yˆ =

ˆp − Mˆ[Zˆ] , (3.100)

Yˆc =

Kˆp − Mˆc[ξˆc] . (3.101)
Dies stellt die Evolutionsgleichung dar, die die Antwort des mikropolaren Materials bei kine-
matischer Verfestigung beschreiben.
Ein spezieller Fall entsteht, wenn Mˆ und Mˆc wie folgt gewa¨hlt werden:
Mˆ = s˙((b1 + b2)E + (b1 − b2)I) , (3.102)
Mˆc = s˙((bc1 + bc2)E + (bc1 − bc2)I) . (3.103)
Dabei stellen b1, b2, bc1, bc2 nicht negative reelle Zahlen dar. Es gilt

Yˆ =

ˆp − s˙((b1 + b2)Zˆ+ (b1 − b2)ZˆT ) , (3.104)

Yˆc =

Kˆp − s˙((bc1 + bc2)ξˆc + (bc1 − bc2)ξˆ
T
c ) . (3.105)
Dieser Ansatz besitzt die Armstrong-Frederick-Form.
3.5.3 Transformation des mikropolaren konstitutiven Modells nach Rt –
Kleine elastische Verzerrungen
Da in den spa¨teren Kapiteln die Feldgleichungen in der Momentankonﬁguration Rt ausgewertet
werden, mu¨ssen alle konstitutiven Beziehungen von der Zwischen- auf die aktuelle Konﬁguration
umgeschrieben werden. Die Transformation ist jedoch rein formaler Natur und hat keine physi-
kalische Bedeutung, da das konstitutive Modell – also die Physik – bereits bzgl. Rˆt formuliert
ist. Ferner wird aus anwendungsbezogenen Gru¨nden der Fall kleiner elastischer Verzerrungen
sowohl fu¨r das Mikro- als auch fu¨r das Makrokontinuum betrachtet. Es wird angenommen, dass
‖Ue − 1‖ und ‖U¯e − 1‖ sehr klein sind. In diesem Fall gelten die folgenden asymptotischen
Darstellungen:
Ue = 1+O(.e) , Ve = 1+O(.e) , (3.106)
U¯e = 1+O(.e) , V¯e = 1+O(.e) , (3.107)
Fe = Re +O(.e) , Re = R¯e +O(.e) , (3.108)
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wobei
.e := sup
x∈Rt,t≥0
{‖Ue − 1‖, ‖U¯e − 1‖} . (3.109)
In Anlehnung an Eringen [36] wird fu¨r den Anteil der elastischen freien Energiefunktion Ψe
ein quadratischer Ansatz der Form
Ψe =
1
2R
{
λ(trˆe)
2 + (µ+ α)ˆe · ˆe + (µ− α)ˆe · ˆTe
+β(trKˆe)
2 + (γ + δ)Kˆe · Kˆe + (γ − δ)Kˆe · KˆTe
}
(3.110)
gewa¨hlt, wobei λ, µ, α, β, γ, δ die Elastizita¨tskonstanten darstellen. Dabei sind λ und µ die aus
der klassischen Elastizita¨tstheorie bekannten Lame´schen Konstanten. Aus Gleichung (3.24) folgt
fu¨r die Spannung Tˆ zuna¨chst:
Tˆ = λ(trˆe)1+ (µ+ α)ˆe + (µ− α)ˆTe . (3.111)
Da die elastischen Verzerrungen als klein vorausgesetzt wurden, gelten die Approximationen
e = R¯eˆeF
−1
e ≈ R¯eˆeR¯Te , (3.112)
S = R¯eTˆF
T
e ≈ R¯eTˆR¯Te , (3.113)
so dass sich folgende Beziehung in der Momentankonﬁguration Rt ergibt:
S = λ(tre)1+ (µ+ α)e + (µ− α)Te . (3.114)
Fu¨r die Momentenspannung folgt aus (3.25) und (3.110)
Tˆc = β(trKˆe)1+ (γ + δ)Kˆe + (γ − δ)KˆTe . (3.115)
Die Annahme kleiner elastischer Verzerrungen a¨ndert nichts am Transformationsverhalten des
mikropolaren Kru¨mmungs- und Momentenspannungstensors. Damit lautet die Momentenspan-
nungsbeziehung in der Momentankonﬁguration Rt
Sc = β(trKe)1+ (γ + δ)Ke + (γ − δ)KTe . (3.116)
Die in der konstitutiven Theorie vorkommenden Mandelschen Tensoren mu¨ssen ebenso in die
Momentankonﬁguration transformiert werden. Mit den obigen Betrachtungen ergibt sich fu¨r
den Mandelschen Spannungstensor folgende Umrechnung
Pˆ = (1+ ˆTe )Tˆ ≈ Tˆ ≈ R¯Te SR¯e . (3.117)
Aus Tabelle B.12 ist ersichtlich, dass Sc als Eulersche Entsprechung von Pˆc = Tˆc angenommen
werden kann
Pˆc = Tˆc = R¯
T
e ScR¯e . (3.118)
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Fu¨r die kinematische Verfestigung werden die Tensoren Y,Z, ξ,Yc, ξc relativ zu Rt wie folgt
deﬁniert
Y := R¯eYˆF
−1
e ≈ R¯eYˆR¯Te , (3.119)
Z := R¯eZˆF
T
e ≈ R¯eZˆR¯Te , (3.120)
ξ := (1−YT )Z , (3.121)
Yc := R¯eYˆ
T
c R¯
T
e , (3.122)
ξc := R¯eξˆcR¯
T
e , (3.123)
so dass
ξˆ = (1− YˆT )Zˆ ≈ R¯Te (1−YT )ZR¯e = R¯Te ξR¯e . (3.124)
Fu¨r die Fließfunktion in der Zwischenkonﬁguration Rˆt wird der folgende Ansatz gewa¨hlt (vgl.
de Borst [16]):
f =fˆ(Pˆ, Pˆc, ξˆ, ξˆc, k)
=
(
(α1 + α2)(Pˆ− ξˆ)D · (Pˆ− ξˆ)D + (α1 − α2)(Pˆ− ξˆ)D · (PˆT − ξˆT )D
+(α3 + α4)(Pˆc − ξˆc)D · (Pˆc − ξˆc)D + (α3 − α4)(Pˆc − ξˆc)D · (PˆT − ξˆ
T
c )
D
) 1
2 − k .
(3.125)
Die Gro¨ßen α1, α2, α3 und α4 stellen Materialparameter dar. Relativ zur Momentankonﬁgura-
tion Rt gilt
f =
(
(α1 + α2)(S− ξ)D · (S− ξ)D + (α1 − α2)(S− ξ)D · (ST − ξT )D
+(α3 + α4)(Sc − ξc)D · (Sc − ξc)D + (α3 − α4)(Sc − ξc)D · (STc − ξTc )D
) 1
2 − k .
(3.126)
Zur Bestimmung der Norm der Fließfunktion werden die folgenden Ableitungen beno¨tigt:
∂fˆ
∂Pˆ
=
1
f + k
(
(α1 + α2)(Pˆ− ξˆ)D + (α1 − α2)(PˆT − ξˆT )D
)
, (3.127)
∂fˆ
∂Pˆc
=
1
f + k
(
(α3 + α4)(Pˆc − ξˆc)D + (α3 − α4)(PˆTc − ξˆ
T
c )
D
)
. (3.128)
Damit ergibt sich fu¨r die Norm in der Zwischenkonﬁguration Rˆt
‖f‖ = 1
f + k
{(
(α1 + α2)(Pˆ− ξˆ)D + (α1 − α2)(PˆT − ξˆT )D
)
·(
(α1 + α2)(Pˆ− ξˆ)D + (α1 − α2)(PˆT − ξˆT )D
)
+
(
(α3 + α4)(Pˆc − ξˆc)D + (α3 − α4)(PˆTc − ξˆ
T
c )
D
)
·(
(α3 + α4)(Pˆc − ξˆc)D + (α3 − α4)(PˆTc − ξˆ
T
c )
D
)} 1
2
(3.129)
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bzw. in der Momentankonﬁguration Rt
‖f‖ = 1
f + k
{(
(α1 + α2)(S− ξ)D + (α1 − α2)(ST − ξT )D
) ·(
(α1 + α2)(S− ξ)D + (α1 − α2)(ST − ξT )D
)
+
(
(α3 + α4)(Sc − ξc)D + (α3 − α4)(STc − ξTc )D
) ·(
(α3 + α4)(Sc − ξc)D + (α3 − α4)(STc − ξTc )D
)} 1
2 . (3.130)
Aus der Fließregel (3.53) folgt fu¨r

ˆp:

ˆp =
s˙
‖f‖
1
f + k
(
(α1 + α2)(Pˆ− ξˆ)D + (α1 − α2)(PˆT − ξˆT )D
)
. (3.131)
Wegen der Annahme kleiner elastischer Verzerrungen ergibt sich fu¨r

p die Transformationsbe-
ziehung

p = R¯e

ˆpF
−1
e ≈ R¯e

ˆpR¯
T
e , (3.132)
so dass

p =
s˙
‖f‖
1
f + k
(
(α1 + α2)(S− ξ)D + (α1 − α2)(ST − ξT )D
)
. (3.133)
Die Normalenregel fu¨r den mikropolaren plastischen Kru¨mmungstensor lautet in der Zwischen-
konﬁguration Rˆt (vgl. Gleichung (3.54))

Kˆp =
s˙
‖f‖
1
f + k
(
(α3 + α4)(Pˆc − ξˆc)D + (α3 − α4)(PˆTc − ξˆ
T
c )
D
)
(3.134)
und in der Momentankonﬁguration Rt

Kp =
s˙
‖f‖
1
f + k
(
(α3 + α4)(Sc − ξc)D + (α3 − α4)(STc − ξTc )D
)
. (3.135)
Das Transformationsverhalten fu¨r

Y lautet bei der Annahme kleiner elastischer Verzerrungen

Y = R¯e

YˆF−1e ≈ R¯e

YˆR¯Te . (3.136)
Damit folgt die Darstellung der Evolutionsgleichung fu¨r

Y in der Momentankonﬁguration

Y =

p − s˙((b1 − b2)Z+ (b1 − b2)ZT ) = Y˙ −ΩpY +YLp . (3.137)
Fu¨r

Yc gilt bezu¨glich der Momentankonﬁguration Rt folgende Darstellung:

Yc =

Kp − s˙((bc1 + bc2)ξˆc + (bc1 − bc2)ξˆ
T
c ) = Y˙c −ΩpYc +YcΩTp . (3.138)
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Der Anteil der plastischen freien Energiefunktion zur Beschreibung der kinematischen Verfesti-
gung soll in den Variablen der kinematischen Verfestigung ho¨chstens vom zweiten Grade sein.
Somit ergibt sich der gleiche Ansatz wie fu¨r die elastische freie Energiefunktion (3.110),
Ψ(kin)p =
1
2R
{
c1(trYˆ)
2 + (c2 + c3)Yˆ · Yˆ + (c2 − c3)Yˆ · YˆT
+c4(trYˆc)
2 + (c5 + c6)Yˆc · Yˆc + (c5 − c6)Yˆc · YˆTc
}
, (3.139)
wobei c1, . . . , c6 Materialparameter sind. Fu¨r die spannungsartigen Gro¨ßen Zˆ und ξˆc ergibt sich
aus (3.72) und (3.73) bezu¨glich der Zwischenkonﬁguration Rˆt
Zˆ = c1(trYˆ)1+ (c2 + c3)Yˆ + (c2 − c3)YˆT , (3.140)
ξˆc = c4(trYˆc)1+ (c5 + c6)Yˆc + (c5 − c6)YˆTc (3.141)
und bezu¨glich der Momentankonﬁguration Rt
Z = c1(trY)1+ (c2 + c3)Y + (c2 − c3)YT , (3.142)
ξc = c4(trYc)1+ (c5 + c6)Yc + (c5 − c6)YTc . (3.143)
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4 Finite-Elemente-Formulierung des
mikropolaren Kontinuums
In den vorangegangenen Kapiteln wurde die erweiterte Kinematik und das dazugeho¨rige Mate-
rialmodell zur Beschreibung elastisch-inelastischen mikropolaren Materialverhaltens bei großen
Deformationen hergeleitet. Um beliebige mechanische Strukturen als Anfangsrandwertproble-
me betrachten zu ko¨nnen, muss das entwickelte konstitutive Modell mittels eines numerischen
Verfahrens umgesetzt werden. In der vorliegenden Arbeit geschieht dies mit Hilfe der Metho-
de der ﬁniten Elemente. Grundlegende Lehrbu¨cher zur Thematik der ﬁniten Elemente sind
beispielsweise Bathe [9], Hughes [53], Zienkiewicz & Taylor [99], [100], Schwarz [77],
Reddy [75], Crisfield [25], [26], Belytschko et al. [11] und Wriggers [97].
In diesem Kapitel werden fu¨r die Finite-Elemente-Methode aus der starken Form des quasi-
statischen Randwertproblems die schwache Formulierung des Gleichgewichts fu¨r mikropolares
Materialverhalten und die konsistente Linearisierung der schwachen Form hergeleitet. Die Her-
leitung geht im Prinzip zuru¨ck auf Steinmann [81]. Auf der Basis dieser Grundgleichungen
erfolgt die Beschreibung der Methode der ﬁniten Elemente mittels Einfu¨hrung einer Diskretisie-
rung und einer isoparametrischen Interpolation. Bei der Integration der Gleichungen ﬁndet das
Operator-Split-Verfahren Anwendung. Aus den Gleichungen auf Elementebene werden die glo-
balen Gleichungen assembliert und in einer globalen Gleichgewichtsiteration gelo¨st. Die Finite-
Elemente-Methode kann auf beliebige Elementformulierungen angewandt werden. Hier wird ein
eigensta¨ndig entwickeltes dreidimensionales 8-Knoten-Volumenelement mit Verschiebungs- und
Rotationsfreiheitsgraden betrachtet. Dieses Element wird u¨ber die Benutzerschnittstelle Uel in
das kommerzielle Finite-Elemente-Programm Abaqus implementiert (siehe dazu die Abaqus
Handbu¨cher [1] und [2]).
4.1 Darstellung des quasistatischen Randwertproblems
Die schwache Formulierung des Gleichgewichts stellt die Grundlage der ra¨umlichen Diskreti-
sierung dar und ist der Ausgangspunkt fu¨r die Anwendung der Finite-Elemente-Methode. Eine
Darstellung der Vorgehensweise bei klassischen Kontinua ﬁndet sich in Bathe [9], Hughes [53],
Zienkiewicz & Taylor [99], [100], Schwarz [77], Reddy [75], Crisfield [25], [26], Be-
lytschko et al. [11], Wriggers [97] und Bonet & Wood [14].
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4.1.1 Starke Formulierung des quasistatischen Randwertproblems
Zur vollsta¨ndigen Formulierung des quasistatischen Randwertproblems fu¨r mikropolares Mate-
rialverhalten werden neben den kinematischen Gro¨ßen, den Bilanzgleichungen und den konsti-
tutiven Beziehungen Bedingungen fu¨r die Oberﬂa¨che ∂Rt des betrachteten materiellen Ko¨rpers
beno¨tigt. Auf den Teilﬂa¨chen ∂Rut und ∂Rωt werden wesentliche oder Dirichlet-Randbedingungen
fu¨r die Verschiebungen (sog. Verschiebungsrandbedingungen)
u = u0 auf ∂Rut (4.1)
sowie fu¨r die Rotationen (sog. Rotationsrandbedingungen)
ω = ω0 auf ∂Rωt (4.2)
vorgegeben. Dabei stellt ω den axialen Vektor zum antisymmetrischen TensorWω dar, der dem
Rotationstensor R¯ des Mikrokontinuums zugeordnet wird (vgl. Gleichungen (1.25) und (1.26))
R¯ = exp(Wω) = exp(Spn(ω)) . (4.3)
Auf den Teilra¨ndern ∂Rtt und ∂Rtct gelten natu¨rliche oder Neumann-Randbedingungen fu¨r die
Kraftspannungen (sog. Spannungsrandbedingungen)
Tn = t0 auf ∂Rtt (4.4)
und fu¨r die Momentenspannungen (sog. Momentenspannungsrandbedingungen)
Tcn = t
0
c auf ∂Rtct . (4.5)
Dabei stellt n die nach außen gerichtete Einheitsnormale der Oberﬂa¨che ∂Rt dar. Der kine-
matische Rand ∂Rut sowie ∂Rωt und der statische Rand ∂Rtt sowie ∂Rtct mu¨ssen zusa¨tzlich die
Beziehungen
∂Rut ∪ ∂Rtt = ∂Rt ∧ ∂Rut ∩ ∂Rtt = ∅ , (4.6)
∂Rωt ∪ ∂Rtct = ∂Rt ∧ ∂Rωt ∩ ∂Rtct = ∅ (4.7)
erfu¨llen. Die Gleichgewichtsbedingungen fu¨r die im Weiteren betrachteten quasistatischen De-
formationsprozesse lauten
divT+ b = 0 , (4.8)
divTc + tT + bc = 0 . (4.9)
Diese bilden zusammen mit den Randbedingungen, den kinematischen Gro¨ßen und den konsti-
tutiven Gleichungen das zu lo¨sende Randwertproblem in seiner starken Form. Somit ko¨nnen fu¨r
gegebenes b und bc die gesuchten Gro¨ßen u und ω berechnet werden.
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4.1.2 Schwache Formulierung des quasistatischen Randwertproblems
In Anlehnung an das Prinzip der virtuellen Verschiebungen bei nicht polaren Kontinua (siehe
hierzu Hughes [53], Schwarz [77] oder Reddy [75]) wird ein verallgemeinertes Prinzip der
virtuellen Verschiebungen und virtuellen Rotationen fu¨r mikropolare Medien vorgestellt (sie-
he Steinmann [81], [82], Eringen [36] und Elsa¨ßer [34]). Die Gleichgewichtsbedingungen
werden mit sogenannten Testfunktionen (auch Variationen genannt) multipliziert. Die lokale
Impulsbilanz wird skalar mit einer vektorwertigen Funktion δu (virtuelle Verschiebung) multi-
pliziert,
divT · δu+ b · δu = 0 , (4.10)
die lokale Drehimpulsbilanz skalar mit einer vektorwertigen Funktion δv (virtuelle Rotation)
divTc · δv + tT · δv + bc · δv = 0 . (4.11)
Die Bedeutung von δv als virtuelle Rotation kann wie folgt verstanden werden. Aus Glei-
chung (4.3) ist ersichtlich, dass der mikropolare Rotationstensor R¯ als Funktion des axialen
Vektors ω dargestellt werden kann, d. h. R¯ω := R¯(ω). Wird an die Rotation R¯ω eine weitere
Rotation P angeschlossen, dann gilt fu¨r die resultierende Gesamtrotation R¯
R¯ = PR¯ω . (4.12)
Es wird angenommen, dass das Feld P eine Funktion des antisymmetrischen Tensors V und
eines skalaren Parameters ξ ist, so dass
P = P(ξV) = exp(ξV) . (4.13)
Damit ist die virtuelle Rotation δR¯ deﬁniert durch
δR¯ =
∂
∂ξ
P(ξV)R¯ω
∣∣∣∣
ξ=0
ξ . (4.14)
Mit Hilfe der Euler-Rodrigues-Formel (1.26) folgt aus Gleichung (4.14), dass
δR¯ = (ξV)R¯ω = δVR¯ω (4.15)
mit
δV := ξV (4.16)
und
δv = axl(δV) . (4.17)
Die anschließende Integration u¨ber das Volumen des betrachteten materiellen Ko¨rpers liefert∫
Rt
divT · δudv +
∫
Rt
b · δudv = 0 , (4.18)∫
Rt
divTc · δvdv +
∫
Rt
tT · δvdv +
∫
Rt
bc · δvdv = 0 . (4.19)
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Die partielle Integration des ersten Terms von (4.18) mit nachfolgender Anwendung des Diver-
genztheorems und der Einarbeitung der Spannungsrandbedingungen liefert∫
Rt
divT · δudv =
∫
Rt
div(TTδu)dv −
∫
Rt
T · gradδudv
=
∫
∂Rt
TTδu · nda−
∫
Rt
T · gradδudv
=
∫
∂Rt
δu ·Tnda−
∫
Rt
T · gradδudv
=
∫
∂Rtt
δu · t0da−
∫
Rt
T · gradδudv . (4.20)
Fu¨r den ersten Terms von (4.19) ergibt sich analog∫
Rt
divTc · δvdv =
∫
∂Rtct
t0c · δvda−
∫
Rt
Tc · gradδvdv . (4.21)
Insgesamt gilt
FT :=
∫
∂Rtt
t0 · δuda+
∫
Rt
b · δudv −
∫
Rt
T · gradδudv = 0 (4.22)
und
FTc :=
∫
∂Rtct
t0c · δvda+
∫
Rt
bc · δvdv −
∫
Rt
Tc · gradδvdv +
∫
Rt
T · δVdv = 0 (4.23)
mit
δV = Spn(δv) (4.24)
und der Nebenrechnung
tT · δv=ˆ(tT )kδvk = eijkTjiδvk = Tjieijkδvk = TjiδVji=ˆT · δV . (4.25)
Hierbei stellen FT und FTc jeweils ein Funktional von u, ω, δu und δv dar
FT := FT(u,ω, δu, δv) = 0 , (4.26)
FTc := FTc(u,ω, δu, δv) = 0 . (4.27)
Die gesuchten Lo¨sungsfunktionen u fu¨r die Verschiebungen und ω fu¨r die Rotationen entstam-
men den Funktionenra¨umen
S = {u | u ∈ H1 , u = u0 auf ∂Rut } , (4.28)
T = {ω | ω ∈ H1 , ω = ω0 auf ∂Rωt } , (4.29)
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wa¨hrend die Mengen aller mo¨glichen unabha¨ngigen Variationen bzw. Testfunktionen δu und
δv durch
V = {δu | δu ∈ H1 , δu = 0 auf ∂Rut } , (4.30)
W = {δv | δv ∈ H1 , δv = 0 auf ∂Rωt } (4.31)
gegeben sind. Hierbei ist H1 die Menge aller Funktionen, deren erste partielle Ableitung u¨ber
Rt quadrat-integrabel ist. Von den Lo¨sungsfunktionen wird also lediglich die Erfu¨llung der
wesentlichen Randbedingungen gefordert. Fu¨r die Testfunktionen gelten die entsprechenden
homogenen Randbedingungen. Die Gleichungen (4.22) und (4.23) entsprechen zusammen mit
den kinematischen und den konstitutiven Beziehungen der schwachen Form des quasistatischen
Randwertproblems fu¨r mikropolares Materialverhalten.
Wegen des Fundamentallemmas der Variationsrechnung kann auch bei mikropolarem Material-
verhalten gezeigt werden, dass die Lo¨sung der schwachen Form des quasistatischen Randwert-
problems a¨quivalent zu der Lo¨sung der starken Formulierung des quasistatischen Randwertpro-
blems ist (siehe dazu Elsa¨ßer [34]).
4.1.3 Ra¨umliche Diskretisierung des quasistatischen Randwertproblems
Bei der Methode der ﬁniten Elemente werden verschiedene Approximationen vorgenommen.
Zum einen wird das zu untersuchende Gebiet mit ﬁniten Elementen diskretisiert, zum anderen
werden die Feldgro¨ßen (wie Verschiebungen, Rotationen usw.) approximiert. Schließlich wer-
den auch die auftretenden Integrale nicht mehr exakt bestimmt, sondern mittels numerischer
Integration berechnet. Es ergibt sich eine Na¨herungslo¨sung des betrachteten mechanischen Pro-
blems.
Die Bestimmung einer Na¨herungslo¨sung kann mit Hilfe verschiedener Ansa¨tze geschehen (siehe
zum Beispiel Hughes [53], Schwarz [77] oder Reddy [75]). Die A¨quivalenz der schwachen
Formulierung fu¨r mikropolare Kontinua zur Methode der gewichteten Residuen erfolgt durch
die Einschra¨nkung der Funktionenra¨ume S, T , V und W auf deren endlich dimensionale Na¨he-
rungen SG, T G, VG und WG. Dabei entsprechen die Testfunktionen bzw. Variationen den Ge-
wichtsfunktionen. Die Na¨herungslo¨sung muss folglich die Forderung erfu¨llen, dass ihre Residuen
im integralen Mittel verschwinden. Des Weiteren wurde in dieser Arbeit das Galerkin-Verfahren
verwendet, das eine spezielle Form der Methode der gewichteten Residuen ist. Charakteristisch
fu¨r dieses Verfahren ist die Wahl der Funktionenra¨ume. Das heißt, die gesuchten Lo¨sungsfunktio-
nen u und ω stammen aus demselben Funktionenraum wie ihre zugeho¨rigen Gewichtsfunktionen
δu und δv. Weitere Einzelheiten ko¨nnen der Arbeit von Elsa¨ßer [34] entnommen werden.
Entsprechend der Methode der ﬁniten Elemente erfolgt eine Zerlegung des Gesamtko¨rpers B in
eine endliche Anzahl ne von abgeschlossenen Teilko¨rpern (ﬁnite Elemente) Bi, i = 1, . . . , ne (sie-
he zum Beispiel Bathe [9], Hughes [53], Zienkiewicz & Taylor [99], [100], Schwarz [77]
oder Reddy [75]). Die Vereinigung aller Bi muss wieder den Gesamtko¨rper B ergeben. Die Dis-
kretisierung hat im Allgemeinen einen Approximationsfehler in der Geometriebeschreibung zur
Folge. Die geometrische Zerlegung erfolgt durch die Auswahl spezieller Punkte, den sogenannten
53
4 Finite-Elemente-Formulierung des mikropolaren Kontinuums
Knoten. Bei der so erfolgten Diskretisierung des Lo¨sungsgebietes reduziert sich die Anzahl der
unbekannten Gro¨ßen, da anstatt der unendlich vielen materiellen Punkte des Lo¨sungsgebietes
nur endlich viele diskrete Knotenpunkte beru¨cksichtigt werden. Diese sind dann die Unbekann-
ten des Problems. Bei den in dieser Arbeit betrachteten ﬁniten Elementen handelt es sich
ausschließlich um dreidimensionale Volumenelemente mit acht Eckknoten.
Als Bestandteil des Problems sind Ansatzfunktionen (auch Formfunktionen genannt) fu¨r die zu
approximierenden Feldgro¨ßen innerhalb der einzelnen Elemente zu wa¨hlen. Zwischen den Kno-
ten ﬁnden Interpolationen statt, die mittels der Ansatzfunktionen durchgefu¨hrt werden und von
den verschiedenen Elementtypen abha¨ngen (Bathe [9], Hughes [53], Zienkiewicz & Tay-
lor [99], [100], Schwarz [77], Reddy [75], Crisfield [25], [26], Belytschko et al. [11],
Wriggers [97], Burnett [18], Bonet & Wood [14] oder Dhatt & Touzot [28]). Die
Orte der materiellen Punkte im Inneren eines ﬁniten Elementes werden mit Hilfe der Ansatz-
funktionen aus den diskreten Knotenkoordinaten interpoliert. Meistens handelt es sich dabei
um Polynome eines bestimmten Grades. Im Fall des mikropolaren Kontinuums werden Ansatz-
funktionen fu¨r die Verschiebung u und die Rotation ω sowie den Ort x beno¨tigt. Die Line-
arkombination dieser Ansatzfunktionen mit den Knotenvariablen als Koeﬃzienten liefert den
gesamten Lo¨sungsansatz. Wa¨hrend der Entwicklung der Finiten-Elemente-Methode wurde ei-
ne Vielzahl von Mo¨glichkeiten zur Interpolation der Feldgro¨ßen und der Geometrie verwendet.
Fu¨r die meisten Problemstellungen hat sich das isoparametrische Konzept durchgesetzt, bei
dem sowohl die Geometrie als auch die Verschiebungen im Elementgebiet durch die gleichen
Ansatzfunktionen approximiert werden. Im Rahmen dieser Arbeit wurden fu¨r alle drei Gro¨ßen
(Verschiebung u, Rotation ω sowie Ort x) dieselben Formfunktionen gewa¨hlt. Bemerkungen zu
dieser Wahl der Formfunktionen ko¨nnen den Arbeiten von Dietsche et al. [32], Volk [95]
und Elsa¨ßer [34] entnommen werden.
Es werden zwei unterschiedliche Knotenmengen eingefu¨hrt. Die Menge Mu beru¨cksichtigt die
Knoten mit Verschiebungs- und Mω die Knoten mit Rotationsfreiheitsgraden. Je nach Wahl
der Ansatzfunktionen fu¨r die Verschiebung u und die Rotation ω ko¨nnen die Mengen, wie in
dieser Arbeit, gleich sein. Die Ansatzfunktionen ko¨nnen dann wie folgt dargestellt werden (siehe
dazu Wriggers [97] und Elsa¨ßer [34])
u =
∑
A∈Mu
NuAd
u
A , (4.32)
ω =
∑
A∈Mω
NωAd
ω
A (4.33)
und
x =
∑
A∈Mu
NuAxA . (4.34)
Der Summationsindex A bezeichnet die Knoten des diskretisierten Gebietes, die in der jewei-
ligen Menge enthalten sind. Mit NuA ist die vorgegebene Formfunktion eines Knotens fu¨r die
Interpolation der Verschiebung und des Ortes gegeben. Entsprechend ist NωA die vorgegebene
Formfunktion eines Knotens fu¨r die Interpolation der Rotation. Je nach Wahl des Ansatzes
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sind NuA und N
ω
A identische Polynome oder unterscheiden sich in der Ordnung. Mit d
u
A und d
ω
A
werden jeweils die zu bestimmende Knotenpunktsverschiebung und -rotation bezeichnet. Mit
Hilfe der beliebigen Koeﬃzienten cuA und c
ω
A ergibt sich im Rahmen des Galerkin-Verfahrens
der folgende Ansatz fu¨r die Gewichtsfunktionen
δu =
∑
A∈Mu
NuAc
u
A , (4.35)
δv =
∑
A∈Mω
NωAc
ω
A . (4.36)
Durch Einsetzen dieser Ansa¨tze in die schwache Form ergibt sich ein nichtlineares Gleichungssys-
tem. Unter den vielen mo¨glichen Algorithmen zur Lo¨sung nichtlinearer Probleme wird ha¨uﬁg
das Newton-Verfahren ausgewa¨hlt, weil es den Vorteil der quadratischen Konvergenz in der
Na¨he der Lo¨sung besitzt (siehe hierzu auch Bathe [9], Zienkiewicz & Taylor [99], [100],
Crisfield [25], [26], Belytschko et al. [11], Bonet & Wood [14] oder Wriggers [97]).
Bei Anwendung des Newton-Verfahrens entsteht ein lineares Gleichungssystem, das fu¨r belie-
big gewa¨hlte Koeﬃzienten der Gewichtsfunktionen erfu¨llt sein muss. Diese Gleichung kann in
Matrizenform umgeschrieben werden
Kd = F . (4.37)
Das zu lo¨sende Problem stellt nun eine Matrizengleichung dar, wobei K die Gesamtsteiﬁgkeits-
matrix des Systems ist, wa¨hrend d und F den gesuchten Lo¨sungsvektor und den verallgemeiner-
ten Kraftvektor darstellen (siehe auch Bathe [9], Hughes [53], Zienkiewicz & Taylor [99],
[100], Schwarz [77], Reddy [75], Crisfield [25], [26], Belytschko et al. [11] und Wrig-
gers [97]). Besteht das Finite-Elemente-Modell zum Beispiel aus einem 8-Knoten-Element, so
kann die Gleichgewichtsbedingung im dreidimensionalen Fall als ein System von 48 Gleichungen
dargestellt werden, d. h. 8 Knoten × 6 Unbekannte pro Knoten.
Die Integration der auftretenden Integrale erfolgt mittels numerischer Integrationsformeln. Das
heißt, das Integral wird durch eine Summe approximiert. Dabei wird an ng ausgewa¨hlten Punk-
ten (den Integrations- oder Gauss-Punkten) der Integrand ausgewertet. Die Multiplikation mit
Integrationsgewichten wg liefert dann eine Na¨herung des Ausgangsintegrals
∫
V
f(x)dx ≈
ng∑
i=1
wif(P
i) . (4.38)
Die Anzahl ng und die Position der Integrationspunkte P
i kann der Literatur, etwa Bur-
nett [18] oder Dhatt & Touzot [28], entnommen werden. Die Wahl der Integrationspunkte
und der Wichtungsfaktoren ist wesentlich fu¨r den Integrationsfehler.
55
4 Finite-Elemente-Formulierung des mikropolaren Kontinuums
4.2 Numerische Lo¨sung des quasistatischen
Randwertproblems
4.2.1 Updated-Lagrange-Methode
O
X
RR
Rt
R(i)t+∆t
R(i+1)t+∆t
Rt+∆t
F0, R¯0
F1, R¯1
∆F,∆R¯
u0
x0
x1
∆u
∆u(i)
∆u(i+1)
Abbildung 4.1: Inkrementeller Berechnungsablauf bei Abaqus.
Bei der Lo¨sung eines Randwertproblems fu¨r mikropolares Materialverhalten muss zu jedem
Zeitpunkt die mikropolare Impuls- und Drehimpulsbilanz bzw. jeweils die ra¨umlich diskreti-
sierte Form erfu¨llt sein. Die Randbedingungen ko¨nnen nur inkrementell aufgebracht werden,
da es sonst nicht mo¨glich ist, eine Lo¨sung fu¨r die entsprechende schwache Form zu ﬁnden. Da
zusa¨tzlich geschichtsabha¨ngige Eﬀekte bei der Materialantwort auftreten, muss eine zeitliche
Diskretisierung erfolgen. Die Materialantwort im Sinne der Bestimmung der Gleichgewichtslage
wird dann iterativ von Inkrement zu Inkrement gelo¨st, welche in Abaqus u¨ber die Zeit t ge-
steuert wird. Ausgehend von der Lo¨sung des Randwertproblems zu einem Zeitpunkt t wird die
Lo¨sung zum Zeitpunkt t+∆t gesucht (vgl. Jansohn [55] und die darin zitierte Literatur). Dazu
wird der materielle Ko¨rper B betrachtet. Ausgehend von der Referenzkonﬁguration RR zum
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Zeitpunkt t = 0 werden dann Gleichgewichtslagen von B zu den Zeitpunkten t0, t1, . . . , t, t+∆t
eingenommen (siehe Abbildung 4.1). Beﬁndet sich der Ko¨rper B in einem Gleichgewichtszustand
Rt zum Zeitpunkt t, wird die Gleichgewichtslage zum Zeitpunkt t+∆t iterativ bestimmt. Dabei
nimmt der Ko¨rper in jedem Iterationsschritt (i) eine deformierte Nichtgleichgewichtslage R(i)t+∆t
ein. Ist das Gleichgewicht in der (k)-ten Iteration bestimmt, so fa¨llt R(k)t+∆t mit der Gleichge-
wichtslage Rt+∆t zusammen. Zwischen den beno¨tigten Deformationsgradienten und den mikro-
polaren Rotationstensoren besteht der Zusammenhang
F1 =∆FF0 (4.39)
und
R¯1 =∆R¯R¯0 . (4.40)
In Abaqus wird mit Gro¨ßen in der Konﬁguration R(i)t+∆t gearbeitet. Auch die konsistente Li-
nearisierung der nichtlinearen Terme in der mikropolaren Impuls- und Drehimpulsbilanz wird
bzgl. R(i)t+∆t vorgenommen. Als Referenzkonﬁguration wird wa¨hrend der Iteration die Konﬁgu-
ration Rt gewa¨hlt, also jeweils die letzte Gleichgewichtskonﬁguration. Da die Referenzkonﬁgu-
ration Rt nach jedem Zeitschritt aktualisiert wird, la¨sst sich dieses Vorgehen als die Updated-
Lagrange-Methode bezeichnen (siehe dazu Bathe [9], Zienkiewicz & Taylor [99], [100],
Crisfield [25], [26], Belytschko et al. [11] oder Wriggers [97]).
4.2.2 Konsistente Linearisierung
Das Newton-Verfahren liefert eine verbesserte Na¨herungslo¨sung durch eine Taylorreihenent-
wicklung der nichtlinearen Gleichung an der Stelle einer schon gegebenen Na¨herungslo¨sung.
Diese Taylorreihenentwicklung entspricht der Linearisierung der Funktionale (4.26) und (4.27)
und kann mittels der Richtungsableitung berechnet werden. Wird die Darstellung (1.25) fu¨r
Rotationstensoren beru¨cksichtigt, dann lauten die zu linearisierenden Funktionale
FT(u, exp(Spn(ω)), δu, δv) = 0 , (4.41)
FTc(u, exp(Spn(ω)), δu, δv) = 0 . (4.42)
Wenn keine Verwechslungsgefahr besteht, werden (a¨hnlich wie in den Gleichungen (4.41), (4.42)
und (4.26), (4.27)) die gleichen Funktions- oder Funktionalsymbole verwendet, unabha¨ngig
davon, ob ω oder exp(Spn(ω)) als Argument angenommen wird. Anstelle des mikropolaren
Verschiebungs- und Rotationsfeldes wird der inkrementelle Verschiebungs- und Rotationsvek-
tor ∆u bzw. ∆ω gesucht. Diese geben die A¨nderung der Verschiebung und Rotation zwischen
alter Gleichgewichtslage Rt und neuer Gleichgewichtslage Rt+∆t an. Gro¨ßen, die sich auf die
alte Gleichgewichtslage Rt beziehen werden mit den Index 0 gekennzeichnet und Gro¨ßen der
neuen Gleichgewichtslage Rt+∆t mit dem Index 1. Unter Beru¨cksichtigung von (4.39) ergibt sich
der inkrementelle mikropolare Verschiebungsvektor zu
∆u = u1 − u0 (4.43)
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mit
u1 = x1 −X , (4.44)
u0 = x0 −X . (4.45)
Fu¨r die mikropolare Rotation gilt mit den Gleichungen (4.40) und (1.25)
exp(Spn(ω1)) = exp(Spn(∆ω)) exp(Spn(ω0)) . (4.46)
Darin enthalten ist der inkrementelle mikropolare Rotationsvektor ∆ω. Es ergeben sich die
Funktionale
FT(u1, exp(Spn(ω1)), δu, δv) =
FT(u0 +∆u, exp(Spn(∆ω)) exp(Spn(ω0)), δu, δv) = 0 (4.47)
und
FTc(u1, exp(Spn(ω1)), δu, δv) =
FTc(u0 +∆u, exp(Spn(∆ω)) exp(Spn(ω0)), δu, δv) = 0 . (4.48)
Die Linearisierung erfolgt fu¨r die auf die aktuelle Konﬁguration bezogenen Funktionale. Ver-
wendet werden dabei die Gro¨ßen
u(i+1) = u(i) +∆(i)u , (4.49)
R¯(i+1) = exp(Spn(∆(i)ω))R¯(i) , R¯(i) = exp(Spn(ω(i))) . (4.50)
Im Nachfolgenden stellt X(i) die Gro¨ße X in der Konﬁguration R(i)t+∆t dar.
Zuerst wird das Funktional (4.41) bzw. (4.47) betrachtet. Die Iterationsvorschrift fu¨r das Newton-
Verfahren lautet
FT(u(i) +∆(i)u, δu, exp(Spn(∆(i)ω))R¯(i), δv) =
FT(u(i) + λ∆(i)u, δu, exp(Spn(µ∆(i)ω))R¯(i), δv) |λ=µ=1=
FT(u(i), δu, R¯(i), δv) + ∂FT(. . .)
∂λ
∣∣∣∣
λ=µ=0
+
∂FT(. . .)
∂µ
∣∣∣∣
λ=µ=0
= 0 (4.51)
bzw.
∂FT(. . .)
∂λ
∣∣∣∣
λ=µ=0
+
∂FT(. . .)
∂µ
∣∣∣∣
λ=µ=0
= −FT(u(i), δu, R¯(i), δv) . (4.52)
Die rechte Seite stellt das sogenannte Residuum dar, wa¨hrend die linke Seite in mehreren Schrit-
ten bestimmt werden muss. Die ersten beiden Integrale in (4.22) sind a¨ußere Lasten und werden,
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da sie als unabha¨ngig von der Verschiebung und der Rotation angenommen werden, bei der Li-
nearisierung nicht weiter betrachtet. Folglich muss der Ausdruck
FT :=
∫
R(i)t+∆t
T
(
u(i) +∆(i)u, exp(Spn(∆(i)ω))R¯(i)
)
· ∂δu
∂x
∣∣∣∣
u(i)+∆(i)u
dv
(i)
t+∆t
=
∫
Rt
S
(
u(i) +∆(i)u, exp(Spn(∆(i)ω))R¯(i)
)
· ∂δu
∂X
F−1
∣∣
u(i)+∆(i)u
dVt (4.53)
linearisiert werden. Dabei wird die Notation dVt bzw. dv
(i)
t+∆t fu¨r Volumenelemente in der Kon-
ﬁguration Rt bzw. R(i)t+∆t benutzt. Das Ergebnis der Linearisierung lautet:
∆FT := d
dλ
FT(. . .)
∣∣∣∣
λ=µ=0
+
d
dµ
FT(. . .)
∣∣∣∣
λ=µ=0
=
∫
Rt
(
d
dλ
S
(
u(i) + λ∆(i)u, exp(Spn(µ∆(i)ω))R¯(i)
)∣∣∣∣
λ=µ=0
· ∂δu
∂X
(F(i))−1
+ S(i) · ∂δu
∂X
d
dλ
F−1(u(i) + λ∆(i)u)
∣∣∣∣
λ=0
+
d
dµ
S
(
u(i) + λ∆(i)u, exp(Spn(µ∆(i)ω))R¯(i)
)∣∣∣∣
λ=µ=0
· ∂δu
∂X
(F(i))−1
)
dVt .
(4.54)
Mit den Beziehungen
d
dλ
F(u(i) + λ∆(i)u)
∣∣∣∣
λ=0
=
∂∆(i)u
∂x(i)
F(i) , (4.55)
d
dλ
F−1(u(i) + λ∆(i)u)
∣∣∣∣
λ=0
= −(F(i))−1∂∆
(i)u
∂x(i)
, (4.56)
d
dµ
(
exp(Spn(µ∆(i)ω))R¯(i)
)∣∣∣∣
µ=0
= Spn(∆(i)ω)R¯(i) , (4.57)
d
dµ
(
∂(exp(Spn(µ∆(i)ω))R¯(i))
∂X
)∣∣∣∣∣
µ=0
=
∂(Spn(∆(i)ω))
∂X
R¯(i) + Spn(∆(i)ω)
∂R¯(i)
∂X
(4.58)
kann die Linearisierung der Spannung durchgefu¨hrt werden. Aus der Darstellung
S = S
(
u(i) +∆(i)u, exp(Spn(∆(i)ω))R¯(i)
)
= S
(
F(u(i) +∆(i)u), exp(Spn(∆(i)ω))R¯(i), ∂(exp(Spn(∆(i)ω))R¯(i))/∂X
)
(4.59)
folgen die Zwischenergebnisse
d
dλ
S
(
F(u(i) + λ∆(i)u), exp(Spn(µ∆(i)ω))R¯(i), ∂(exp(Spn(µ∆(i)ω))R¯(i))/∂X
)∣∣∣∣
λ=µ=0
=
∂S
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
(4.60)
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und
d
dµ
S
(
F(u(i) + λ∆(i)u), exp(Spn(µ∆(i)ω))R¯(i), ∂(exp(Spn(µ∆(i)ω))R¯(i))/∂X
)∣∣∣∣
λ=µ=0
=
∂S
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ω)R¯(i)
]
+
∂S
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ω))
∂x(i)
F(i)R¯(i) + Spn(∆(i)ω)
∂R¯(i)
∂X
]
. (4.61)
Insgesamt lautet das Ergebnis der Linearisierung
∆FT =
∫
R(i)t+∆t
(
∂S
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
· ∂δu
∂x(i)
− S(i) · ∂δu
∂x(i)
∂∆(i)u
∂x(i)
+
∂S
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ω)R¯(i)
]
· ∂δu
∂x(i)
+
∂S
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ω))
∂x(i)
F(i)R¯(i)
]
· ∂δu
∂x(i)
+
∂S
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ω)
∂R¯(i)
∂X
]
· ∂δu
∂x(i)
)
dv
(i)
t+∆t
detF(i)
. (4.62)
Als Na¨chstes wird das Funktional (4.42) bzw. (4.48) betrachtet. In diesem Fall lautet die Itera-
tionsvorschrift
FTc(u(i) +∆(i)u, δu, exp(Spn(∆(i)ω))R¯(i), δv) =
FTc(u(i) + λ∆(i)u, δu, exp(Spn(µ∆(i)ω))R¯(i), δv) |λ=µ=1=
FTc(u(i), δu, R¯(i), δv) +
∂FTc(. . .)
∂λ
∣∣∣∣
λ=µ=0
+
∂FTc(. . .)
∂µ
∣∣∣∣
λ=µ=0
= 0 (4.63)
bzw.
∂FTc(. . .)
∂λ
∣∣∣∣
λ=µ=0
+
∂FTc(. . .)
∂µ
∣∣∣∣
λ=µ=0
= −FTc(u(i), δu, R¯(i), δv) . (4.64)
Die rechte Seite stellt das sogenannte Residuum dar, wa¨hrend die linke Seite wiederum bestimmt
werden muss. Das Verfahren entspricht jenem bei (4.41) bzw. (4.47). Die ersten beiden Integrale
in (4.23) repra¨sentieren a¨ußere Lasten und werden, da sie als unabha¨ngig von der Verschiebung
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und der Rotation angenommen werden, nicht weiter betrachtet. Folglich muss der Ausdruck
FTc :=
∫
R(i)t+∆t
{
Tc
(
u(i) +∆(i)u, exp(Spn(∆(i)ω))R¯(i)
)
· ∂δv
∂x
∣∣∣∣
u(i)+∆(i)u
+T
(
u(i) +∆(i)u, exp(Spn(∆(i)ω))R¯(i)
)
· δV
}
dv
(i)
t+∆t
=
∫
Rt
{
Sc
(
u(i) +∆(i)u, exp(Spn(∆(i)ω))R¯(i)
)
R¯(i)· ∂δv
∂X
+ S
(
u(i) +∆(i)u, exp(Spn(∆(i)ω))R¯(i)
)
· δV
}
dVt (4.65)
linearisiert werden. Dies liefert
∆FTc :=
d
dλ
FTc(. . .)
∣∣∣∣
λ=µ=0
+
d
dµ
FTc(. . .)
∣∣∣∣
λ=µ=0
=
∫
Rt
{
d
dλ
Sc
(
u(i) + λ∆(i)u, exp(Spn(µ∆(i)ω))R¯(i)
)∣∣∣∣
λ=µ=0
R¯(i) · ∂δv
∂X
+
d
dµ
Sc
(
u(i) + λ∆(i)u, exp(Spn(µ∆(i)ω))R¯(i)
)∣∣∣∣
λ=µ=0
R¯(i) · ∂δv
∂X
+ S(i)c
d
dµ
exp(Spn(µ∆(i)ω))R¯(i)
∣∣∣∣
λ=µ=0
· ∂δv
∂X
+
d
dλ
S
(
u(i) + λ∆(i)u, exp(Spn(µ∆(i)ω))R¯(i)
)∣∣∣∣
λ=µ=0
· δV
+
d
dµ
S
(
u(i) + λ∆(i)u, exp(Spn(µ∆(i)ω))R¯(i)
)∣∣∣∣
λ=µ=0
· δV
}
dVt . (4.66)
Aus der Darstellung
Sc = Sc
(
u(i) +∆(i)u, exp(Spn(∆(i)ω))R¯(i)
)
= Sc
(
F(u(i) +∆(i)u), exp(Spn(∆(i)ω))R¯(i), ∂(exp(Spn(∆(i)ω))R¯(i))/∂X
)
(4.67)
folgen die Zwischenergebnisse
d
dλ
Sc
(
F(u(i) + λ∆(i)u), exp(Spn(µ∆(i)ω))R¯(i), ∂(exp(Spn(µ∆(i)ω))R¯(i))/∂X
)∣∣∣∣
λ=µ=0
=
∂Sc
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
(4.68)
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und
d
dµ
Sc
(
F(u(i) + λ∆(i)u), exp(Spn(µ∆(i)ω))R¯(i), ∂(exp(Spn(µ∆(i)ω))R¯(i))/∂X
)∣∣∣∣
λ=µ=0
=
∂Sc
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ω)R¯(i)
]
+
∂Sc
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ω))
∂X
R¯(i) + Spn(∆(i)ω)
∂R¯(i)
∂X
]
. (4.69)
Insgesamt ergibt sich demnach
∆FTc =
∫
R(i)t+∆t
(
∂Sc
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
· ∂δv
∂x(i)
V¯(i)
+
∂Sc
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ω)R¯(i)
]
· ∂δv
∂x(i)
V¯(i)
+
∂Sc
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ω))
∂x(i)
F(i)R¯(i)
]
· ∂δv
∂x(i)
V¯(i)
+
∂Sc
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ω)
∂R¯(i)
∂X
]
· ∂δv
∂x(i)
V¯(i)
− S(i)c Spn(∆(i)ω) ·
∂δv
∂x(i)
V¯(i)
+
∂S
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
· δV
+
∂S
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ω)R¯(i)
]
· δV
+
∂S
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ω))
∂x(i)
F(i)R¯(i)
]
· δV
+
∂S
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ω)
∂R¯(i)
∂X
]
· δV
)
dv
(i)
t+∆t
detF(i)
. (4.70)
4.2.3 Integration der Materialgleichungen – Operator-Split-Verfahren
Das Materialmodell kann mit einem Operator-Split-Verfahren nach Simo et al. [79], [78] in-
tegriert werden. Das gesamte Diﬀerentialgleichungssystem wird in mehrere Anteile, sogenannte
Operatoren, unterteilt. Die Anfangsbedingungen fu¨r das gesamte System sind dann die An-
fangsbedingungen fu¨r den ersten Operator. Die Lo¨sungen dieses Operators dienen als Anfangs-
bedingungen fu¨r den zweiten Operator und so weiter. Die Lo¨sung des letzten Operators ist
schließlich die Lo¨sung des gesamten Diﬀerentialgleichungssystems. Diese Vorgehensweise wurde
bereits im Rahmen der klassischen Plastizita¨t mit Erfolg angewandt. Repra¨sentativ seien hier
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die Arbeiten Hartmann [49], Jansohn [55], La¨mmer [64] und Diegele et al. [30] erwa¨hnt.
Sie verwenden einen Formalismus, der der hier beschriebenen Theorie sehr nahe steht.
In der vorliegenden Arbeit wird ein zweifacher Operator-Split durchgefu¨hrt. Im ersten Operator
(elastischer Pra¨diktor) werden die rein elastischen Anteile der Materialgleichung beru¨cksichtigt,
wa¨hrend im zweiten Operator (plastischer Korrektor) die inelastischen Anteile integriert werden.
Dies hat den Vorteil, dass nach dem ersten Operator mit Hilfe der Fließbedingung u¨berpru¨ft
werden kann, ob eine rein elastische oder eine elastisch-inelastische Belastung vorliegt. Der
zweite Operator muss nur im letzteren Fall ausgewertet werden.
Zur Notation: Gro¨ßen im ersten Operator werden mit einem links hoch gestellten Index I,
Gro¨ßen im zweiten Operator mit einem entsprechenden Index II gekennzeichnet. Außerdem
werden Anfangsbedingungen zur Zeit t mit einem rechts tief gestellten Index 0, die Gro¨ßen am
Ende des Inkrements t+∆t mit 1 versehen.
Operator I – Elastischer Pra¨diktor
In Operator I werden nur die Teile in den Diﬀerentialgleichungen betrachtet, die unabha¨ngig
von s˙ sind. So sind z. B. gema¨ß Gleichung (3.133), (3.135) fu¨r p,Kp die Diﬀerentialgleichungen
˙p = Ωp + pL , (4.71)
K˙p = ΩKp −KpΩT (4.72)
zu lo¨sen (vgl. auch Tsakmakis & Willuweit [92], [93]). Mit Hilfe der Beziehungen (4.39)
und (4.40) lassen sich p,Kp bestimmen zu
Ip1 = (∆R¯)p0(∆F)
−1 , (4.73)
IKp1 = (∆R¯)Kp0(∆R¯)
T . (4.74)
Daraus folgt fu¨r den elastischen Anteil des mikropolaren Verzerrungstensors
Ie1 = 1 −I p1 (4.75)
und fu¨r den elastischen Anteil des Kru¨mmungstensors
IKe1 = K1 −I Kp1 . (4.76)
Die mikropolare Spannung IS1 und die Momentenspannung
ISc1 ko¨nnen dann aus den Elasti-
zita¨tsgesetzen (3.114) und (3.116) berechnet werden. Um die Fließbedingung (3.126) zu u¨ber-
pru¨fen, muss ξ und ξc bestimmt werden. Analog lassen sich Y und Yc bestimmen aus
I

Y = 0 , (4.77)
I

Yc = 0 . (4.78)
Die Lo¨sung lautet
IY1 = (∆R¯)
IY0(∆F)
−1 , (4.79)
IYc1 = (∆R¯)
IYc0(∆R¯)
T . (4.80)
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Die plastische Bogenla¨nge s wird in Operator I nicht vera¨ndert, so dass
Is1 = s0 . (4.81)
Damit stehen alle Gro¨ßen zur Verfu¨gung, um die Fließbedingung zu u¨berpru¨fen und im Falle
plastischer Belastung die Lo¨sung in Operator II zu korrigieren. Ist die Belastung rein elastisch,
so ist die Lo¨sung aus Operator I die Lo¨sung des gesamten Problems. Es gilt fu¨r die Spannung
und Momentenspannung
S1 =
IS1 , Sc1 =
ISc1 , (4.82)
fu¨r den Verzerrungs- und Kru¨mmungstensor
1 =
Ie1 +
Ip1 , K1 =
IKe1 +
IKp1 (4.83)
und fu¨r die Verfestigungsgro¨ßen
Z1 =
IZ1 , (4.84)
ξ1 =
Iξ1 , ξc1 =
Iξc1 , (4.85)
k1 =
Ik1 , s1 =
Is1 . (4.86)
Operator II – Plastischer Korrektor
In Operator II sind die rechten Seiten der Diﬀerentialgleichungen proportional zu s˙. Im Fall
plastischer Belastung wird in Operator II das Anfangswertproblem numerisch mit einem im-
pliziten Euler-Verfahren integriert. Das Algebrodifferentialgleichungssystem ist fu¨r das mikro-
polare Materialmodell bereits angegeben. Mit den im ersten Operator bestimmten Lo¨sungen
liegen die Anfangsbedingungen fu¨r den zweiten Operator vor. So gilt fu¨r die Spannung und
Momentenspannung
IIS0 =
IS1 ,
IISc0 =
ISc1 , (4.87)
fu¨r die Verzerrungs- und Kru¨mmungsmaße
IIp0 =
Ip1 ,
IIKp0 =
IKp1 , (4.88)
IIe0 =
Ie1 ,
IIKe0 =
IKe1 (4.89)
und fu¨r die Verfestigungsvariablen
IIZ0 =
IZ1 , (4.90)
IIY0 =
IY1 ,
IIYc0 =
IYc1 , (4.91)
IIξ0 =
Iξ1 ,
IIξc0 =
Iξc1 , (4.92)
IIk0 =
Ik1 ,
IIs0 =
Is1 . (4.93)
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Bei inelastischer Belastung muss das Diﬀerentialgleichungssystem fu¨r IIp1,
IIKp1,
IIY1,
IIYc1,
IIk1,
IIs1 zusammen mit den algebraischen Beziehungen fu¨r
IIS1,
IISc1 ,
IIe1,
IIKe1,
IIZ1,
IIξ1,
IIξc1 gelo¨st werden. Fu¨r die gesamte mikropolare Verzerrung und Kru¨mmung ist dann
die Lo¨sung durch II1 =
II0,
IIK1 =
IIK0 gegeben. Die Anwendung des impliziten Euler-
Algorithmus liefert zuna¨chst ein nichtlineares Gleichungssystem, das mittels des Newton-Ver-
fahrens gelo¨st werden kann. Die nichtlinearen Gleichungen werden aus den Beziehungen fu¨r die
Verzerrung und die Kru¨mmung
IIp1 − IIp0 −∆tII

p1 = 0 , (4.94)
IIKp1 − IIKp0 −∆tII

Kp1 = 0 (4.95)
und fu¨r die Verfestigungsvariablen
IIY1 − IIY0 −∆tII

Y1 = 0 , (4.96)
IIYc1 − IIYc0 −∆tII

Yc1 = 0 , (4.97)
IIk1 − IIk0 −∆t s˙
ϕ
(γ(is) − β(is)(IIk1 − rk)) = 0 , (4.98)
IIs1 − IIs0 −∆ts˙ = 0 (4.99)
hergeleitet. Die Lo¨sung fu¨r das komplette Diﬀerentialgleichungssystem ist somit gegeben durch
S1 =
IIS1 , Sc1 =
IISc1 , (4.100)
Z1 =
IIZ1 , (4.101)
Y1 =
IIY1 , Yc1 =
IIYc1 , (4.102)
ξ1 =
IIξ1 , ξc1 =
IIξc1 , (4.103)
p1 =
IIp1 , Kp1 =
IIKp1 , (4.104)
e1 =
IIe1 , Ke1 =
IIKe1 , (4.105)
k1 =
IIk1 , s1 =
IIs1 . (4.106)
4.2.4 Bestimmung der konsistenten Tangente
Die analytische Bestimmung der partiellen Ableitungen
D1 = ∂S
∂F
, (4.107)
D2 = ∂S
∂R¯
, (4.108)
D3 = ∂S
∂(∂R¯/∂X)
, (4.109)
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D4 = ∂Sc
∂F
, (4.110)
D5 = ∂Sc
∂R¯
, (4.111)
D6 = ∂Sc
∂(∂R¯/∂X)
(4.112)
ist sehr aufwendig und fehleranfa¨llig. Außerdem ist sie sehr unﬂexibel, was A¨nderungen an den
Materialgleichungen betriﬀt. Aus diesem Grund wird in dieser Arbeit die Ableitung mit einem
numerischen Verfahren ermittelt, wie es z. B. in Miehe [72] vorgestellt wurde. Die numerische
Na¨herung der partiellen Ableitungen D1 bis D6 wird durch den vorderen Diﬀerenzenquotienten
ermittelt.
Zur Bildung des Diﬀerenzenquotient bei einer skalaren Funktion g, die von einer skalaren Gro¨ße
x abha¨ngt, wird zum Funktionsargument eine kleine Zahl χ hinzugeza¨hlt, d. h. es wird ein kleines
Stu¨ck in die sogenannte Abstiegsrichtung der Funktion gegangen und dort der Funktionswert
bestimmt. Die Ableitung ergibt sich dann aus
∂g
∂x
≈ g(x+ χ)− g(x)
χ
mit χ, 1 . (4.113)
Wird bei einem Tensor zweiter Stufe G(A) als Funktion eines weiteren Tensors zweiter Stufe A
die partielle Ableitung ∂G/∂A gesucht, so gilt analog
∂Gij
∂Amn
≈ G˘ij(A˘
(mn)
kl )−Gij(Akl)
χ
, (4.114)
mit dem gesto¨rten Tensor
A˘(mn) = A+ χ(em ⊗ en) . (4.115)
Es wird also jede Komponente vonA gesto¨rt und aus diesem A˘(mn) das zugeho¨rige G˘ berechnet.
Somit ergeben sich fu¨r jedes A˘(mn) neun Komponenten von G˘, also insgesamt die 81 Kompo-
nenten des entstehenden Tensors vierter Stufe. Bei Tensoren dritter Stufe ist die Vorgehensweise
analog. Sei ein Tensor zweiter Stufe G(A) als Funktion eines Tensors dritter Stufe A gegeben
und sei die partielle Ableitung ∂G/∂A gesucht, so gilt
∂Gij
∂Amnk ≈
G˘ij(A˘(mnk)pqr )−Gij(Apqr)
χ
, (4.116)
mit dem gesto¨rten Tensor
A˘(mnk) = A+ χ(em ⊗ en ⊗ ek) . (4.117)
Es wird folglich jede Komponente von A gesto¨rt und aus diesem A˘(mnk) das zugeho¨rige G˘
berechnet. Fu¨r jedes A˘(mnk) ergeben sich 81 Komponenten von G˘, also insgesamt die 243
Komponenten des entstehenden Tensors fu¨nfter Stufe.
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Die numerischen Na¨herungen lauten in diesem Fall
(D1)ijmn ≈ S˘ij(F˘
(mn)
pq )− Sij(Fpq)
χ
, (4.118)
(D2)ijmn ≈ S˘ij(
˘¯R
(mn)
pq )− Sij(R¯pq)
χ
, (4.119)
(D3)ijmnk ≈ S˘ij(
˘¯R
(mnk)
pq,r )− Sij(R¯pq,r)
χ
, (4.120)
(D4)ijmn ≈
S˘cij(F˘
(mn)
pq )− Scij(Fpq)
χ
, (4.121)
(D5)ijmn ≈
S˘cij(
˘¯R
(mn)
pq )− Scij(R¯pq)
χ
, (4.122)
(D6)ijmnk ≈
S˘cij(
˘¯R
(mnk)
pq,r )− Scij(R¯pq,r)
χ
, (4.123)
wobei χ sehr klein sein muss. Bei der Wahl des Inkrements χ in Abstiegsrichtung muss ein
Kompromiss eingegangen werden. Wird es zu groß gewa¨hlt, ist die errechnete Tangente zu un-
genau. Bei zu kleinem χ (in der Gro¨ßenordnung der Rechnergenauigkeit), ko¨nnen entscheidende
Nachkommastellen verloren gehen, was zu falschen Ergebnissen bei der Tangentenberechnung
fu¨hrt. Ein u¨blicher Wert fu¨r χ ist ein Wert mit der halben Anzahl von Nachkommastellen der
Maschinengenauigkeit, also
χ =
√
Maschinengenauigkeit . (4.124)
Ein Nachteil der numerischen Bestimmung der Tangenten ist der gro¨ßere numerische Aufwand.
Neben dem ersten Durchlaufen des Spannungs-Momentenspannungs-Algorithmus zur Ermitt-
lung des gewichteten Cauchyschen Spannungs- und Momentenspannungstensors, muss dieser
Programmteil nun zusa¨tzlich mehrmals ausgefu¨hrt werden. Der numerische aufwa¨ndigste und
damit rechenzeitintensivste Teil der Berechnung ist die Lo¨sung des nichtlinearen Gleichungs-
systems im zweiten Operator. Die Eﬃzienz der Tangentenbestimmung kann dadurch gestei-
gert werden, dass als Startwert des Newton-Verfahrens die Lo¨sung, die aus der Spannungs-
Momentenspannungs-Berechnung bekannt ist, verwendet wird. Da sich die jeweils neu bestimm-
ten Verzerrungs- und Kru¨mmungsmaße nur minimal von den urspru¨nglichen Maßen unter-
scheiden, weicht auch die berechnete Spannung und Momentenspannung nur minimal von der
urspru¨nglichen Spannung und Momentenspannung ab. Es sind deshalb nur sehr wenige Itera-
tionen im Newton-Verfahren erforderlich, um diese neue Spannung und Momentenspannung zu
ermitteln.
4.3 Implementierung in ABAQUS
Das mikropolare (Visko-)Plastizita¨tsmodell wurde in das kommerzielle Finite-Elemente-Pro-
grammAbaqus implementiert. Aus der Theorie des mikropolaren Kontinuums folgt, dass neben
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der Impulsbilanzgleichung eine weitere Gleichgewichtsbedingung (die Drehimpulsbilanz) erfu¨llt
sein muss. Um dieser Tatsache Rechnung zu tragen, mu¨ssen hierfu¨r eigens deﬁnierte Elemente
programmiert werden. Durch die Benutzerschnittstelle Uel (siehe Abaqus Handbuch [2]) ist
diese Mo¨glichkeit gegeben. Mittels dieser Schnittstelle ist es mo¨glich, eine entsprechende Ele-
mentsteiﬁgkeitsmatrix und den dazugeho¨rigen Kraftvektor zu bestimmen. Neben diesen beiden
Gro¨ßen ko¨nnen noch weitere Variablen bzw. Steuergro¨ßen u¨bergeben werden. Abaqus fu¨hrt an-
schließend die Assemblierung des Gesamtgleichungssystems durch und berechnet dessen Lo¨sung.
Abaqus dient demnach lediglich als ein stabiler Gleichungslo¨ser.
Zur Berechnung allgemeiner dreidimensionaler Randwertprobleme wurde ein 8-Knoten-Volumen-
element programmiert. Um die lineare Interpolation fu¨r die Verschiebung und die Rotation zu
beru¨cksichtigen, besitzt jeder Knoten eines Elementes drei Verschiebungs- und drei Rotations-
freiheitsgrade. Zusa¨tzlich wird jedem Knoten eine lokale Knotennummer von 1 bis 8 zugewiesen.
Die Gro¨ße der quadratischen Elementsteiﬁgkeitsmatrix und des Elementkraftvektors ist da-
durch festgelegt. Die Knotenverschiebungen und -rotationen eines Elementes werden in einem
Lo¨sungsvektor
d¯ :=
(
d¯u
d¯ω
)
(4.125)
angeordnet. Die Elementsteiﬁgkeitsmatrix K¯ kann durch
K¯ :=
(
K¯uu K¯uω
K¯ωu K¯ωω
)
(4.126)
kompakt ausgedru¨ckt werden. Der Elementkraftvektor F¯ la¨sst sich darstellen als
F¯ :=
(
F¯u
F¯ω
)
. (4.127)
Die Ausdru¨cke der einzelnen Eintra¨ge in der Elementsteiﬁgkeitsmatrix und im Elementkraft-
vektor werden aus den bereits hergeleiteten Beziehungen (4.62) und (4.70) gebildet. Die Ele-
mentsteiﬁgkeitsmatrix und der Elementkraftvektor werden im ersten Durchlauf fu¨r jedes Ele-
ment des gesamten Finite-Elemente-Modells initialisiert. Daraus bestimmt Abaqus den Ge-
samtlo¨sungsvektor d, aus dem in den darauﬀolgenden Aufrufen der Elemente die Verzerrungen,
Kru¨mmungen, Spannungen und Momentenspannungen an den Integrationspunkten mit den
bereits abgeleiteten Beziehungen berechnet wird.
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In diesem Kapitel wird gezeigt, dass die in dieser Arbeit entwickelte mikropolare Plastizita¨ts-
theorie in der Lage ist, La¨ngenskaleneﬀekte im Materialverhalten wiederzugeben. Dazu wird
die Torsion eines Vollzylinders diskutiert. Die berechneten Ergebnisse werden qualitativ mit
den experimentellen Resultaten von Fleck et al. [39] verglichen. Weitere Eigenschaften der
konstitutiven Theorie werden anhand einer gelochten Platte unter Zugbeanspruchung veran-
schaulicht.
5.1 Wahl der Materialparameter
Die Bestimmung geeigneter Materialparameter fu¨r mikropolare Stoﬀgesetze ist ein schwieriges
Vorhaben und stellt ein nicht gelo¨stes Problem in der experimentellen Kontinuumsmechanik
dar. Bisher wurden nur fu¨r wenige Fa¨lle der mikropolaren Elastizita¨t die Materialparameter
bestimmt (siehe z. B. Lakes [58]). Dies geschieht in der Regel entweder u¨ber die Beobachtung
von Gro¨ßeneﬀekten oder u¨ber die Messung der Ausbreitung von Transversalwellen und die Er-
mittlung von Dispersionsrelationen, die sich mittels klassischer Modelle nicht beschrieben lassen
(siehe Eringen [35]). Eine Bestimmung der Materialparameter fu¨r das hier angenommene mi-
kropolare Plastizita¨tsmodell mit isotroper und kinematischer Verfestigung wu¨rde den Rahmen
dieser Arbeit sprengen. Die Materialparameter der nachfolgenden Berechnungen stellen deshalb
lediglich angenommene Werte dar. Vergleiche zu experimentellen Daten ko¨nnen demzufolge nur
qualitative Bedeutung haben. Der Einfachheit halber beziehen sich alle durchgefu¨hrten Rech-
nungen auf die geschwindigkeitsunabha¨ngige Plastizita¨t.
Die Materialparameter fu¨r das Elastizita¨tsgesetz und die Fließfunktion sind in Tabelle 5.1 an-
gegeben.
µ = 46000 MPa α1 = 0, 75
ν = 0, 3 α2 = 0, 25
α = 3000 MPa α3 = 10000 mm
−2
β = 0 N α4 = 10000 mm
−2
γ = 0, 01 N
δ = 0 N k0 = 70 MPa
Tabelle 5.1: Werte der Materialparameter fu¨r das Elastizita¨tsgesetz, die Fließfunktion und die
Fließgrenze.
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Fu¨r die Verfestigung werden drei Fa¨lle untersucht:
1. Reine isotrope Verfestigung.
Materialparameter:
β(is) = 9, γ(is) = 2400 MPa.
2. Reine kinematische Verfestigung.
Materialparameter:
c1 = 0 MPa, c2 = 800 MPa, c3 = 100 MPa, c4 = 0 N, c5 = 0, 0001 N, c6 = 0 N,
b1 = b2 = 0, 002 MPa
−1, bc1 = bc2 = 0, 002 mm/N.
3. Kombination aus isotroper und kinematischer Verfestigung.
Materialparameter:
β(is) = 16, γ(is) = 700 MPa,
c1 = 0 MPa, c2 = 600 MPa, c3 = 80 MPa, c4 = 0 N, c5 = 0, 0001 N, c6 = 0 N,
b1 = b2 = 0, 0025 MPa
−1, bc1 = bc2 = 0, 0025 mm/N.
Abbildung 5.1 zeigt den Verlauf der Spannung u¨ber die Dehnung fu¨r eindimensionale monotone
Zugbeanspruchungen. Erkennbar ist, dass die Kennlinien fu¨r die drei Verfestigungsmodelle in
einem großen Bereich nahezu zusammenfallen.
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Abbildung 5.1: Verlauf der eindimensionalen Spannung σ(= T11) als Funktion der logarithmi-
schen Dehnung ε = ln l
l0
fu¨r eine Zugprobe (l0 : Ausgangsla¨nge der Probe,
l = l(t) : La¨nge der Probe zur Zeit t).
70
5.2 Torsion eines Kreiszylinders
Im Großen und Ganzen entsprechen die Spannungs-Dehnungskennlinien in Abbildung 5.1 den-
jenigen fu¨r Kupferdra¨hte in Abbildung 5.2. Letztere sind von Fleck et al. [39] experimentell
gemessen worden. Die kleinen Abweichungen in den Verla¨ufen in Abbildung 5.2 ko¨nnen von
den Unterschieden in der Mikrostruktur der verschiedenen Proben herru¨hren und werden von
Fleck et al. [39] als vernachla¨ssigbar klein angesehen.
Abbildung 5.2: Eindimensionale (Cauchy-)Spannung σ u¨ber die logarithmische Dehnung ε fu¨r
Kupfer-Dra¨hte mit unterschiedlichen Durchmessern (a : Drahtradius). Nach
Fleck et al. [39].
Bei der Untersuchung der gelochten Platte wurde bei den numerischen Berechnungen neben
dem oben bereits erwa¨hnten Satz von Materialparametern fu¨r eine Kombination aus isotroper
und kinematischer Verfestigung ein weiterer Satz von Materialparametern benutzt.
5.2 Torsion eines Kreiszylinders
Im ersten Beispiel wird eine kreiszylindrische Probe unter Torsionsbeanspruchung betrachtet.
An ihrem unteren Ende ist die Probe fest eingespannt, wa¨hrend an ihrem oberen Ende eine
Verdrehung mit vorgegebenem Drehwinkel erfolgt. Die La¨nge der Probe bleibt wa¨hrend der
Deformation konstant. Dies entspricht dem Fall der einfachen Torsion. Ein solches Experiment
fu¨r Kupferdra¨hte mit Durchmessern wie in Abbildung 5.2 wurde von Fleck et al. [39] durch-
gefu¨hrt. Abbildung 5.3 zeigt den maßgeblichen Einﬂuss der Geometrie der Probe (genauer des
Durchmessers) auf das mechanische Verhalten. In dieser Abbildung wurde auf der vertikalen
Achse das durch die dritte Potenz des Außenradius der Probe ra dividierte Torsionsmoment M
aufgetragen. Auf der horizontalen Achse wurde die Scherung γa am a¨ußeren Rand aufgetragen.
Letztere ist durch γa = ϑra deﬁniert, wobei ϑ = ∆Φ/l0 die Drillung darstellt (∆Φ : Win-
kela¨nderung am oberen Ende der Probe, l0 : Probenausgangsla¨nge). Aus Abbildung 5.3 ist
ersichtlich, dass das Verha¨ltnis M/r3a bei konstantem γa mit abnehmendem Radius zunimmt,
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d. h. die kleineren Proben verhalten sich steifer im Vergleich zu den großen. Allerdings werden
die Unterschiede mit zunehmendem Radius kleiner. Wa¨re das Materialverhalten unabha¨ngig
von inneren La¨ngen, so mu¨ssten die verschiedenen Graphen in Abbildung 5.3 im Rahmen der
experimentellen Genauigkeit zusammenfallen.
Abbildung 5.3: Das Verha¨ltnis M/r3a = Q/a
3 als Funktion der Scherung γa = ka fu¨r Tor-
sionsproben aus Kupfer mit unterschiedlichen Durchmessern. Nach Fleck et
al. [39]. (Die BezeichnungenQ, a, k aus Fleck et al. [39] entsprechen in dieser
Arbeit M, ra, ϑ.)
Als Na¨chstes werden diesen experimentellen Ergebnissen Finite-Elemente-Berechnungen auf
Grundlage der mikropolaren Plastizita¨tstheorie gegenu¨bergestellt. Die gewa¨hlten Zylindergeo-
metrien ko¨nnen Tabelle 5.2 entnommen werden. Die Vernetzung erfolgt mit 480 8-Knoten-
Durchmesser [µm] Ho¨he [µm]
Probe 1 12 6
Probe 2 15 7,5
Probe 3 20 10
Probe 4 30 15
Probe 5 170 85
Tabelle 5.2: Gewa¨hlte Probengeometrien bei der Torsion.
Volumenelementen (siehe Abbildung 5.4). Als Randbedingung wird das untere Ende der Probe
festgehalten, wa¨hrend das obere Ende mit einem vorgegebenen Winkel gedreht wird (Verschie-
bungsrandbedingungen fu¨r das Makrokontinuum). Die innere Rotation sowohl am unteren als
auch am oberen Ende der Probe wird der a¨ußeren gleichgesetzt. An der Mantelﬂa¨che wird
sowohl der Spannungs- als auch der Momentenspannungsvektor gleich Null gesetzt (Kraftrand-
bedingungen). Die Berechnung des Torsionsmomentes M aus den Finite-Elemente-Ergebnissen
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erfolgt auf der Basis der Formel
M =
∫ ra
0
T<ϕz>2πr2dr +
∫ ra
0
T<zz>c 2πrdr . (5.1)
Das erste Integral aus (5.1) entspricht dem Beitrag der klassischen Spannung, wa¨hrend das
zweite Integral den Anteil aus der Momentenspannung liefert. Die jeweiligen Spannungskom-
ponenten stellen physikalische Komponenten dar. Die numerischen Voraussagen der Theorie
fu¨r reine isotrope Verfestigung, reine kinematische Verfestigung sowie kombinierte isotrope und
kinematische Verfestigung ko¨nnen jeweils den Abbildungen 5.5, 5.6 und 5.8 entnommen werden.
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Abbildung 5.4: Finite-Elemente-Modell bei der Torsion.
In den Abbildungen 5.5 und 5.6 sind jeweils die γa-M/r
3
a-Ergebnisse fu¨r die kleinste und fu¨r
die gro¨ßte Probe aufgetragen. Werden Abbildungen 5.5 und 5.3 miteinander verglichen, so ist
ersichtlich, dass reine isotrope Verfestigung das reale Materialverhalten bei Torsion u¨berscha¨tzt.
Da die Verfestigungsparameter β(is) und γ(is) schon anhand der eindimensionalen Zugbeanspru-
chung festgelegt wurden, ist diese U¨berscha¨tzung eine prinzipielle Eigenschaft der isotropen
Verfestigung. Aus dem Vergleich der Abbildungen 5.6 und 5.3 kann gefolgert werden, dass rei-
ne kinematische Verfestigung besser in der Lage ist, das Materialverhalten fu¨r die Torsion zu
beschreiben. Diese Einscha¨tzung wird durch folgende U¨berlegung unterstu¨tzt. Fu¨r die eindimen-
sionale Zugbeanspruchung sind nur die Verfestigungsparameter b1, b2, c1, c2, c3 zusta¨ndig. Da die
Kru¨mmungstensoren bei dieser homogenen Deformation verschwinden, spielen die Materialpa-
rameter bc1, bc2, c4, c5, c6 keine Rolle. Es ist deshalb zu erwarten, dass eine geeignete Anpassung
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Abbildung 5.5: Modellvoraussagen fu¨r reine isotrope Verfestigung wa¨hrend der Torsionsbean-
spruchung.
dieser Verfestigungsparameter zu verbesserten Resultaten im Vergleich zum Experiment fu¨hrt.
Anders formuliert weisen diese U¨berlegungen darauf hin, dass kinematische Verfestigung auch
bei rein monotonen Belastungen fu¨r das Materialverhalten wichtig ist. Diese Erkenntnis steht
im Gegensatz zu der klassischen Plastizita¨tstheorie, bei der die Art der Verfestigung (isotrop
oder kinematisch) bei rein monotonen Belastungen unbedeutend ist. Mikroskopisch ko¨nnte die-
ses Verhalten wie folgt erkla¨rt werden. Nach Fleck et al. [39] besitzen die Kupferdra¨hte
nach einer Wa¨rmebehandlung Korngro¨ßen im Bereich von 5 bis 25 µm. Fu¨r die polykristallinen
Proben bedeutet dies, dass mehrere Ko¨rner im Querschnitt in gestreckter Form vorhanden sind.
Es gibt folglich Ko¨rner, die an die Oberﬂa¨che angrenzen mit sehr kleinen Abmessungen quer
zu der Drahtrichtung. Bedingt durch diese geometrischen Zwangsbedingungen werden Verset-
zungsschleifen statt kreisfo¨rmig (wie in makroskopischen Materialien) jetzt in gestreckter Form
deformiert (siehe Abbildung 5.7). Deshalb ﬁndet ein Aufstauen von Versetzungen an Korn-
grenzen (kinematische Verfestigung) viel intensiver statt als das Blockieren der Bewegung von
Versetzungen durch Hindernisse (isotrope Verfestigung). Diese Situation ist a¨hnlich der Defor-
mation von du¨nnen Schichten (vgl. z. B.Arzt [6], Bader et al. [7] und Baker et al. [8]). Es
sei angemerkt, dass fu¨r die gro¨ßte Probe (2ra = 170µm) fu¨r die Theorie mit rein kinematischer
Verfestigung die γa-M/r
3
a-Kennlinien Abweichungen vom experimentellen Verhalten aufweisen.
Die Kennlinie fu¨r die gro¨ßte Probe in Abbildung 5.6 erreicht sehr schnell ein Maximum und be-
ginnt dann abzufallen, wa¨hrend die entsprechende Kennlinie in Abbildung 5.3 monoton steigend
bleibt. Zu kla¨ren, ob dieser Eﬀekt eine prinzipielle Eigenschaft der kinematischen Verfestigung
ist oder das Resultat der ausgewa¨hlten Materialparameter fu¨r die Momentenspannungen, muss
weiteren Parameterstudien vorbehalten bleiben.
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Abbildung 5.6: Modellvoraussagen fu¨r reine kinematische Verfestigung wa¨hrend der Torsions-
beanspruchung.
Abbildung 5.8 zeigt fu¨r die angenommenen Verfestigungsparameter, dass eine Kombination aus
isotroper und kinematischer Verfestigung durchaus in der Lage ist, die experimentell beobach-
teten Tendenzen im Materialverhalten fu¨r Torsion gut wiederzugeben. Natu¨rlich ko¨nnen die
theoretischen Voraussagen verbessert werden, indem alle Materialparameter durch etablierte
Optimierungsalgorithmen ermittelt werden. Augenfa¨llig in diesen Ergebnissen ist die U¨berlap-
pung der Kennlinien fu¨r 2ra = 30µm und 2ra = 170µm fu¨r kleine Scherungen γa. Weitere
Rechnungen, die hier nicht explizit aufgefu¨hrt werden, zeigen, dass diese U¨berlappung auf die
kinematische Verfestigung zuru¨ckzufu¨hren ist. Die experimentellen Resultate in Abbildung 5.3
lassen erkennen, dass solche U¨berlappungen durchaus mo¨glich sind. Allerdings kommen sie nur
bei sehr kleinen Scherungen vor. Ob die vorgestellte Theorie in der Lage ist, in Abha¨ngig-
keit von den ausgewa¨hlten Materialparametern die U¨berlappung zu verschieben bzw. sie zum
Abbildung 5.7: Bedingt durch die geometrische Zwangsbedingung werden gestreckte Ver-
setzungsschleifen erzeugt (Abbildung aus Baker et al. [8] entnommen).
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Verschwinden zu bringen, muss noch untersucht werden.
0
100
200
300
400
500
600
700
800
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1 1,1 1,2
Probe 1
Probe 2
Probe 3
Probe 4
Probe 5
M
/r
3 a
[M
P
a
]
γa
Abbildung 5.8: Modellvoraussagen bei einer Kombination aus isotroper und kinematischer Ver-
festigung wa¨hrend der Torsionsbeanspruchung.
Die Diskussion des Torsionsbeispiels wird mit einer Bemerkung, die zuna¨chst nur akademischen
Charakter hat, abgeschlossen. Aus der klassischen nichtlinearen Kontinuumsmechanik ist be-
kannt, dass bei einfacher Torsion (d. h. konstant gehaltene La¨nge der Probe) eine Druckkraft
an den Enden der Probe ausgeu¨bt werden muss. Dies stellt einen sogenannten Eﬀekt zweiter
Ordnung dar, der fu¨r rein elastisches Materialverhalten als Poynting-Eﬀekt bezeichnet wird. Ins-
besondere ist der Verlauf der axialen Spannung Szz u¨ber den entdimensionierten Radius r¯ = r/r0
nicht konstant. Fu¨r klassische Plastizita¨t mit kleinen elastischen Verzerrungen ist das Auftreten
einer axialen Druckspannung bis auf den kleinen Einﬂuss des Elastizita¨tsgesetzes das Ergebnis
der Existenz kinematischer Verfestigung. Isotrope Verfestigung bewirkt keine Eﬀekte zweiter
Ordnung. Im Wesentlichen besitzt dort die axiale Spannung u¨ber den Radius einen monotonen
Verlauf (vgl.Diegele et al. [29],Ha¨usler & Tsakmakis [54]). In Abbildung 5.9 ist der Ver-
lauf der axialen Spannung Szz u¨ber den Radius r¯ fu¨r die Scherung γa = 0, 9 fu¨r die mikropolare
Plastizita¨tstheorie mit isotroper und kinematische Verfestigung aufgetragen. Es ist erkennbar,
dass die mikropolare Plastizita¨tstheorie ebenfalls die Existenz einer axialen Druckspannung
voraussagt. Allerdings ist jetzt der Verlauf der axialen Spannung u¨ber dem Radius nicht mehr
monoton. Interessante Eﬀekte sind auch bei den Verla¨ufen der axialen Spannung u¨ber dem
Radius parametrisiert mit Hilfe der Scherung γa sichtbar. Wie aus den Abbildungen 5.10 bis
5.14 erkennbar, ko¨nnen sich diese fu¨r kleine Scherungen u¨berschneiden. Dies gilt insbesondere
fu¨r die kleineren Proben, wa¨hrend sie sich fu¨r die große Probe nicht u¨berschneiden. Auch die
qualitative Form des Szz-r¯-Verlaufs fu¨r festgehaltene Scherung γa variiert in Abha¨ngigkeit des
Probenradius.
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Abbildung 5.9: Verlauf der axialen Spannung Szz u¨ber den Radius r¯ fu¨r die Scherung γa = 0, 9.
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Abbildung 5.10: Verlauf der axialen Spannung Szz u¨ber dem Radius r¯ parametrisiert mit Hilfe
der Scherung γa fu¨r Probe 1.
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Abbildung 5.11: Verlauf der axialen Spannung Szz u¨ber dem Radius r¯ parametrisiert mit Hilfe
der Scherung γa fu¨r Probe 2.
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Abbildung 5.12: Verlauf der axialen Spannung Szz u¨ber dem Radius r¯ parametrisiert mit Hilfe
der Scherung γa fu¨r Probe 3.
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Abbildung 5.13: Verlauf der axialen Spannung Szz u¨ber dem Radius r¯ parametrisiert mit Hilfe
der Scherung γa fu¨r Probe 4.
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Abbildung 5.14: Verlauf der axialen Spannung Szz u¨ber dem Radius r¯ parametrisiert mit Hilfe
der Scherung γa fu¨r Probe 5.
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5.3 Zug einer gelochten Platte
In diesem Abschnitt wird der Zugversuch einer gelochten Platte diskutiert. Die Daten der
Geometrie ko¨nnen Tabelle 5.3 entnommen werden. Die Proben wurden mit 148 8-Knoten-
Volumenelementen vernetzt (siehe Abbildung 5.15).
La¨nge [mm] Breite [mm] Dicke [mm] Radius des Loches [mm]
Probe 1 0,12 0,05 0,02 0,005
Probe 2 1,2 0,5 0,2 0,05
Probe 3 2,4 1 0,4 0,1
Probe 4 24 10 4 1
Probe 5 120 50 20 5
Tabelle 5.3: Gewa¨hlte Probengeometrien beim Zugversuch.
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Abbildung 5.15: Finite-Elemente-Modell der gelochten Platte.
Ein wichtiges Maß zur Charakterisierung des Einﬂusses von inneren La¨ngen ist der Verlauf der
Lochaufweitung w = (r− r0)/r0 u¨ber die globale Dehnung e = (l− l0)/l0 der Platte (r : Radius
der Loches, r0 : Ausgangsradius des Loches, l : La¨nge der Platte, l0 : Ausgangsla¨nge der Platte).
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Fu¨r die Plattengeometrien aus Tabelle 5.3 sind diese Verla¨ufe fu¨r zwei Sa¨tze von Materialpara-
metern (siehe Tabelle 5.4 und 5.5) in Abbildung 5.16 und 5.17 dargestellt. Diese Abbildungen
verdeutlichen, dass die Materialparameter entscheidenden Einﬂuss auf das Ergebnis ausu¨ben.
Wa¨hrend fu¨r den Satz von Materialparametern aus Tabelle 5.4 in Abbildung 5.16 die Aufwei-
tung mit zunehmender Plattengro¨ße fu¨r konstante Dehnung e abnimmt, sind die Verha¨ltnisse
fu¨r den Satz von Materialparametern aus Tabelle 5.5 in Abbildung 5.17 genau umgekehrt.
µ = 46000 MPa k0 = 70 MPa α1 = 0, 75 b1 = 0, 0025 MPa
−1 c1 = 0 MPa
ν = 0, 3 α2 = 0, 25 b2 = 0, 0025 MPa
−1 c2 = 600 MPa
α = 3000 MPa β(is) = 16 α3 = 10000 mm
−2 bc1 = 0, 0025 mm/N c3 = 80 MPa
β = 0 N γ(is) = 700 MPa α4 = 10000 mm
−2 bc2 = 0, 0025 mm/N c4 = 0 N
γ = 0, 01 N c5 = 0, 0001 N
δ = 0 N c6 = 0 N
Tabelle 5.4: Werte der Materialparameter fu¨r die Finite-Elemente-Rechnung in Abbildung 5.16.
µ = 77000 MPa k0 = 150 MPa α1 = 0, 75 b1 = 0, 12 MPa
−1 c1 = 0 MPa
ν = 0, 3 α2 = 0, 25 b2 = 0, 06 MPa
−1 c2 = 1500 MPa
α = 40000 MPa β(is) = 20 α3 = 0, 28125 mm
−2 bc1 = 0, 12 mm/N c3 = 800 MPa
β = 80 N γ(is) = 1000 MPa α4 = 0, 09375 mm
−2 bc2 = 0, 06 mm/N c4 = 0 N
γ = 100 N c5 = 200 N
δ = 50 N c6 = 100 N
Tabelle 5.5: Werte der Materialparameter fu¨r die Finite-Elemente-Rechnung in Abbildung 5.17.
Eine Veriﬁkation dieser Resultate mit entsprechenden vorhandenen experimentellen Ergebnis-
sen erscheint unklar. In der Tat sind solche Experimente im Rahmen des europa¨ischen Projektes
LISSAC (Limit Strains for Severe Accident Conditions - Contract No. FIKS-CT 1999-00012)
fu¨r die Platten mit den Geometrien aus Tabelle 5.6 durchgefu¨hrt worden (siehe Aktaa et
al. [4]). Das Ergebnis dieser Experimente ist Abbildung 5.18 zu entnehmen. Es ist augenfa¨llig,
dass nicht von Anfang an eindeutige Tendenzen zu erkennen sind. Vor allem sind die experimen-
tellen Resultate fu¨r den Dehnungsbereich 0,01 bis 0,02 in Frage zu stellen. Auch ein Vergleich
der theoretischen Voraussagen mit den experimentellen Daten fu¨r große Dehnungen e ist vage.
Der Grund dafu¨r liegt darin, dass mit zunehmender Dehnung e sehr schnell eine Einschnu¨rung
in der Probenmitte stattﬁndet. Erfahrungsgema¨ß sind aber solche Einschnu¨rungen nur mit
Beru¨cksichtigung von Scha¨digungseﬀekten geeignet zu beschreiben. Dazu ist noch zu bemer-
ken, dass die Probenabmessungen im experimentellen Programm im makroskopischen Bereich
liegen. Nach den hier vorliegenden Vorstellungen mu¨ssen dann Unterschiede im beobachteten
Verhalten nur bei Lokalisierung der Deformation wesentlich werden. Somit ko¨nnen die erwa¨hn-
ten Experimente nicht zur Veriﬁkation der Theorie ohne Scha¨digungseﬀekten herangezogen
werden. Solche Experimente mu¨ssen noch sorgfa¨ltig im Mikrobereich durchgefu¨hrt werden. Die
Abbildungen 5.16 und 5.17 jedoch zeigen, dass die mikropolare Plastizita¨tstheorie in der Lage
ist, La¨ngenabha¨ngigkeiten fu¨r sehr kleine Plattenabmessungen vorauszusagen.
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Abbildung 5.16: Verlauf der Lochaufweitung w u¨ber die globale Dehnung e fu¨r den Satz von
Materialparametern aus Tabelle 5.4.
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Abbildung 5.17: Verlauf der Lochaufweitung w u¨ber die globale Dehnung e fu¨r den Satz von
Materialparametern aus Tabelle 5.5.
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Abbildung 5.18: Experimentell ermittelter Verlauf der Lochaufweitung w u¨ber die globale Deh-
nung e. Nach Aktaa et al. [4].
La¨nge [mm] Breite [mm] Dicke [mm] Radius des Loches [mm]
Probe 1 24 10 4 2
Probe 2 120 50 20 10
Probe 3 240 100 40 20
Probe 4 480 200 80 40
Probe 5 1200 500 200 100
Tabelle 5.6: Gewa¨hlte Probengeometrien beim Experiment. Nach Aktaa et al. [4].
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6 Zusammenfassung
Die Durchfu¨hrung von Experimenten im Bereich der Mikrosystemtechnik ist in der Regel sehr
aufwendig und vor allem kostspielig. Aus diesem Grund ist der Einsatz von Simulationswerk-
zeugen beim Entwurf und der Herstellung von mechanischen Komponenten fu¨r Mikrosysteme
unentbehrlich geworden. Mit Hilfe numerischer Berechnungen kann die Anzahl der notwendigen
Experimente zur endgu¨ltigen Auslegung von Bauteilen erheblich reduziert werden. Allerdings
setzen numerische Verfahren eine mo¨glichst genaue Modellierung der Materialeigenschaften vor-
aus. Wie bereits erwa¨hnt, gibt es Unterschiede in den an Proben im Mikro- und im Makrobereich
beobachteten Materialeigenschaften. Eine Mo¨glichkeit, solche Unterschiede wiederzugeben, ist
die Modellierung der konstitutiven Eigenschaften im Sinne eines mikropolaren Kontinuums.
Zu diesem Zweck wurde eine mikropolare Plastizita¨tstheorie entwickelt, die Eﬀekte infolge ki-
nematischer und isotroper Verfestigung Rechnung tra¨gt. Die Struktur der Theorie basiert auf
dem Spannungstensor Pˆ und dem Momentenspannungstensor Pˆc. In gewisser Hinsicht ha¨ngt
der Tensor Pˆ mit dem Mandelschen Spannungstensor zusammen, der oft in der klassischen Plas-
tizita¨tstheorie verwendet wird. Kinematische Verfestigung wird durch die Translationstensoren
ξˆ (back-stress-Tensor) und ξˆc (back-couple-stress-Tensor) beschrieben. Wa¨hrend ξˆc direkt mit
dem thermodynamisch konjungierten inneren Kru¨mmungstensor Yˆc zusammenha¨ngt, wird die
Beziehung von ξˆ zu Yˆ durch die Gleichung (3.76) beschrieben. Die zu Yˆ thermodynamisch
konjugierte innere Spannung lautet Zˆ. Dieses ru¨hrt von den Nichtlinearita¨ten infolge großer
Deformationen her. Die Analyse hat gezeigt, dass eine Reihe von algebraischen Umformungen
beno¨tigt wird, um eine Theorie aufzustellen, die sowohl bezu¨glich des Zweiten Hauptsatzes der
Thermodynamik als auch dem Postulat von Il’iushin, verallgemeinert fu¨r mikropolare Kontinua,
konsistent ist.
Mittels des in Abaqus implementierten Elementes wurde die Torsion eines Vollzylinders und
der Zug einer gelochten Platte diskutiert. Die Finite-Elemente-Berechnungen demonstrieren,
dass bei kleinen Geometrien die Beru¨cksichtigung kinematischer Verfestigung auch fu¨r Defor-
mationen mit monotonen Belastungen sehr wichtig ist. Dies ist ein wesentlicher Unterschied zu
den klassischen Plastizita¨tsmodellen. Weitere Unterschiede wurden bei der einfachen Torsion
hinsichtlich der Eﬀekte zweiter Ordnung festgestellt. Fu¨r die gelochte Platte sagt die Theo-
rie fu¨r mikroskopische Geometrien La¨ngenabha¨ngigkeiten voraus. Bei gro¨ßeren Probengeome-
trien mit Einschnu¨rung ist fu¨r die Beschreibung von La¨ngenabha¨ngigkeiten die Beru¨cksichti-
gung von Scha¨digung erforderlich. Insgesamt ko¨nnen in Abha¨ngigkeit von Materialparametern
Abweichungen von klassischen Ergebnissen vorkommen. Auf eine umfassendere systematische
Untersuchung des Einﬂusses von Materialparametern fu¨r verschiedene Strukturprobleme wur-
de in dieser Arbeit verzichtet. Der Grund liegt an den derzeit aufwendigen Finite-Elemente-
Berechnungen. Diese Schwierigkeit kann durch die Entwicklung eﬃzienterer numerischer Ver-
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fahren zur Lo¨sung solcher Probleme behoben werden.
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A Transformationsbeziehungen bei
u¨berlagerten Starrko¨rperrotationen in
der aktuellen und der plastischen
Zwischenkonﬁguration
Es kann gezeigt werden, dass bei beliebig u¨berlagerten Starrko¨rperrotationen Q = Q(t) auf die
aktuelle Konﬁguration und gleichzeitig u¨berlagerten Starrko¨rperrotationen Qp = Qp(t) auf die
plastische Zwischenkonﬁguration, die folgenden Transformationsbeziehungen gelten (fu¨r einige
der nachfolgenden Beziehungen vgl. Green & Naghdi [47], Casey & Naghdi [19], [20]).
Deformations- und Geschwindigkeitsgradient
F → F∗ = QF = QFeQTpQpFp (A.1)
Fe → F∗e = QFeQTp (A.2)
Fp → F∗p = QpFp (A.3)
Lˆp → Lˆ∗p = QpLˆpQTp + Q˙pQTp (A.4)
Mikropolare Rotation und Geschwindigkeit
R¯ → R¯∗ = QR¯ = QR¯eQTpQpR¯p (A.5)
R¯e → R¯∗e = QR¯eQTp (A.6)
R¯p → R¯∗p = QpR¯p (A.7)
Ωˆp → Ωˆ∗p = QpΩˆpQTp + Q˙pQTp (A.8)
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Verzerrungs-, Kru¨mmungs-, Spannungs-, Momentenspannungstensoren und Assoziierte
Raten
Es bezeichne Xˆ einen der folgenden Tensoren ˆ, ˆe, ˆp,

ˆ,

ˆe,

ˆp, Kˆ, Kˆe, Kˆp,

Kˆ,

Kˆe,

Kˆp, Tˆ, Tˆc,
Pˆ. Dann gilt
Xˆ → Xˆ∗ = QpXˆQTp . (A.9)
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B Zerlegung der kinematischen mikropolaren Gro¨ßen
RR : Referenzkonﬁguration
Rˆt : plastische Zwischenkonﬁguration
Rt : aktuelle Konﬁguration
RR
˜ = U¯− 1
˜e = U¯− U¯p
˜p = U¯p − 1
˜ = ˜e + ˜p
R¯( )F−1
✲
Rt
 = 1− V¯−1
e = 1− V¯−1e
p = V¯
−1
e − V¯−1
 = e + p
R¯p( )F
−1
p
❄
✻
R¯e( )F
−1
e
Rˆt
ˆ = U¯e − V¯−1p
ˆe = U¯e − 1
ˆp = 1− V¯−1p
ˆ = ˆe + ˆp
Tabelle B.1: Zerlegung der Verzerrungstensoren.
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Lˆp = F˙pF
−1
p , Ωˆ =
˙¯RpR¯
T
p : relativ zu Rˆt
L = F˙F−1, Ω = ˙¯RR¯T : relativ zu Rt
( )· : relativ zu RR
( ) = ( )· − Ωˆp( ) + ( )Lˆp : relativ zu Rˆt
( ) = ( )· −Ω( ) + ( )L : relativ zu Rt
RR
˙˜ = ˙¯U
˙˜e =
˙¯U− ˙¯Up
˙˜p =
˙¯Up
˙˜ = ˙˜e + ˙˜p
R¯( )F−1
✲
Rt

 = ˙−Ω+ L = L−Ω

e = ˙e −Ωe + eL

p = ˙p −Ωp + pL

 =

e +

p
R¯p( )F
−1
p
❄
✻
R¯e( )F
−1
e
Rˆt

ˆ = ˙ˆ− Ωˆpˆ+ ˆLˆp

ˆe = ˙ˆe − Ωˆpˆe + ˆeLˆp

ˆp = ˙ˆp − Ωˆpˆp + ˆpLˆp = Lˆp − Ωˆp

ˆ =

ˆe +

ˆp
Tabelle B.2: Zerlegung der Verzerrungsraten.
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RR : Referenzkonﬁguration
Rˆt : plastische Zwischenkonﬁguration
Rt : aktuelle Konﬁguration
RR
Γ˜k = R¯
T ∂R¯
∂ϑk
(Γ˜k)e = R¯
T ∂R¯
∂ϑk
− R¯Tp
∂R¯p
∂ϑk
(Γ˜k)p = R¯
T
p
∂R¯p
∂ϑk
Γ˜k = (Γ˜k)e + (Γ˜k)p
R¯( )R¯T
✲
Rt
Γk =
∂R¯
∂ϑk
R¯T
(Γk)e =
∂R¯e
∂ϑk
R¯Te
(Γk)p =
∂R¯
∂ϑk
R¯T − ∂R¯e
∂ϑk
R¯Te
Γk = (Γk)e + (Γk)p
R¯p( )R¯
T
p
❄
✻
R¯e( )R¯
T
e
Rˆt
Γˆk = R¯
T
e
∂R¯e
∂ϑk
+
∂R¯p
∂ϑk
R¯Tp
(Γˆk)e = R¯
T
e
∂R¯e
∂ϑk
(Γˆk)p =
∂R¯p
∂ϑk
R¯Tp
Γˆk = (Γˆk)e + (Γˆk)p
Tabelle B.3: Zerlegung der Kru¨mmungstenoren Γ˜k, Γˆk, Γk.
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Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt
Ω = ˙¯RR¯T : relativ zu Rt
( )· : relativ zu RR
( ) = ( )· − Ωˆp( )− ( )ΩˆTp : relativ zu Rˆt
( ) = ( )· −Ω( )− ( )ΩT : relativ zu Rt
RR
˙˜Γk = R¯
T ∂Ω
∂ϑk
R¯
(Γ˜k)
·
e = R¯
T ∂Ω
∂ϑk
R¯− R¯Tp
∂Ωˆp
∂ϑk
R¯p
(Γ˜k)
·
p = R¯
T
p
∂Ωˆp
∂ϑk
R¯p
˙˜Γk = (Γ˜k)
·
e + (Γ˜k)
·
p
R¯( )R¯T
✲
Rt

Γk = Γ˙k −ΩΓk − ΓkΩT = ∂Ω
∂ϑk
(Γk)

e = (Γk)
·
e −Ω(Γk)e − (Γk)eΩT
(Γk)

p = (Γk)
·
p −Ω(Γk)p − (Γk)pΩT

Γk = (Γk)

e + (Γk)

p
R¯p( )R¯
T
p
❄
✻
R¯e( )R¯
T
e
Rˆt

Γˆk =
˙ˆ
Γk − ΩˆpΓˆk − ΓˆkΩˆTp
(Γˆk)

e = (Γˆk)
·
e − Ωˆp(Γˆk)e − (Γˆk)eΩˆ
T
p
(Γˆk)

p = (Γˆk)
·
p − Ωˆp(Γˆk)p − (Γˆk)pΩˆ
T
p =
∂Ωˆp
∂ϑk

Γˆk = (Γˆk)

e + (Γˆk)

p
Tabelle B.4: Zerlegung der assoziierten Raten fu¨r Γ˜k, Γˆk, Γk.
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B Zerlegung der kinematischen mikropolaren Gro¨ßen
RR : Referenzkonﬁguration
Rˆt : plastische Zwischenkonﬁguration
Rt : aktuelle Konﬁguration
axl( ) : axialer Vektor von ( )
RR
γ˜k = axl(Γ˜k)
(γ˜k)e = axl((Γ˜k)e)
(γ˜k)p = axl((Γ˜k)p)
γ˜k = (γ˜k)e + (γ˜k)p
R¯( )
✲
Rt
γk = axl(Γk)
(γk)e = axl((Γk)e)
(γk)p = axl((Γk)p)
γk = (γk)e + (γk)p
R¯p( )
❄
✻
R¯e( )
Rˆt
γˆk = axl(Γˆk)
(γˆk)e = axl((Γˆk)e)
(γˆk)p = axl((Γˆk)p)
γˆk = (γˆk)e + (γˆk)p
Tabelle B.5: Zerlegung der axialen Vektoren γ˜k, γˆk, γk.
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Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt
Ω = R¯R¯T : relativ zu Rt
ωˆp = axl(Ωˆp),
∂ωˆp
∂ϑk
= axl
(
∂Ωˆp
∂ϑk
)
= axl((Γˆk)

p)
ω = axl(Ω),
∂ω
∂ϑk
= axl
(
∂Ω
∂ϑk
)
= axl(

Γk)
( )· : relativ zu RR
( ) = ( )· − Ωˆp( ) : relativ zu Rˆt
( ) = ( )· −Ω( ) : relativ zu Rt
RR
˙˜γk = axl(
˙˜Γk)
(γ˜k)
·
e = axl((Γ˜k)
·
e)
(γ˜k)
·
p = axl((Γ˜k)
·
p)
˙˜γk = (γ˜k)
·
e + (γ˜k)
·
p
R¯( )
✲
Rt

γk = γ˙k −Ωγk = axl(

Γk) =
∂ω
∂ϑk
(γk)

e = (γk)
·
e −Ω(γk)e = axl((Γk)e)
(γk)

p = (γk)
·
p −Ω(γk)p = axl((Γk)p)

γk = (γk)

e + (γk)

p
R¯p( )
❄
✻
R¯e( )
Rˆt

γˆk = ˙ˆγk − Ωˆpγˆk = axl(

Γˆk)
(γˆk)

e = (γˆk)
·
e − Ωˆp(γˆk)e = axl((Γˆk)e)

γˆk = ˙ˆγk − Ωˆp(γˆk)p = axl((Γˆk)p) =
∂ωˆp
∂ϑk

γˆk = (γˆk)

e + (γˆk)

p
Tabelle B.6: Zerlegung der assoziierten Raten fu¨r γ˜k, γˆk, γk.
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RR : Referenzkonﬁguration
Rˆt : plastische Zwischenkonﬁguration
Rt : aktuelle Konﬁguration
RR
K˜ = Γ˜k ⊗Gk
K˜e = (Γ˜k)e ⊗Gk
K˜p = (Γ˜k)p ⊗Gk
K˜ = K˜e + K˜p
L(R¯)
✲
Rt
K = Γk ⊗mk
Ke = (Γk)e ⊗mk
Kp = (Γk)p ⊗mk
K = Ke +Kp
L(R¯p)
❄
✻
L(R¯e)
Rˆt
Kˆ = Γˆk ⊗ mˆk
Kˆe = (Γˆk)e ⊗ mˆk
Kˆp = (Γˆk)p ⊗ mˆk
Kˆ = Kˆe + Kˆp
Tabelle B.7: Zerlegung der Kru¨mmungstensoren K˜, Kˆ, K.
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Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt und ωˆp = axl(Ωˆp),
∂ωˆp
∂ϑk
= axl
(
∂Ωˆp
∂ϑk
)
= axl((Γˆk)

p)
Ω = ˙¯RR¯T : relativ zu Rt und ω = axl(Ω), ∂ω
∂ϑk
= axl
(
∂Ω
∂ϑk
)
= axl(

Γk)
( )· : relativ zu RR
( ) = ( )· − Ωˆp( )− Ωˆp  ( )− ( )ΩˆTp : relativ zu Rˆt
( ) = ( )· −Ω( )−Ω  ( )− ( )ΩT : relativ zu Rt
RR
˙˜K = ˙˜Γk ⊗Gk
˙˜Ke = (Γ˜k)·e ⊗Gk
˙˜Kp = (Γ˜k)·e ⊗Gk
˙˜K = ˙˜Ke + ˙˜Kp
L(R¯)
✲
Rt

K = K˙−ΩK−Ω K−KΩT
=

Γk ⊗mk

Ke = K˙e −ΩKe −Ω Ke −KeΩT
= (Γk)

e ⊗mk

Kp = K˙p −ΩKp −Ω Kp −KpΩT
= (Γk)

p ⊗mk

K =

Ke +

Kp
L(R¯p)
❄
✻
L(R¯e)
Rˆt

Kˆ = ˙ˆK− ΩˆpKˆ− Ωˆp  Kˆ− KˆΩˆTp =

Γˆk ⊗ mˆk

Kˆe = ˙ˆKe − ΩˆpKˆe − Ωˆp  Kˆe − KˆeΩˆTp = (Γˆk)e ⊗ mˆk

Kˆp = ˙ˆKp − ΩˆpKˆp − Ωˆp  Kˆp − KˆpΩˆTp = (Γˆk)p ⊗ mˆk

Kˆ =

Kˆe +

Kˆp
Tabelle B.8: Zerlegung der assoziierten Raten fu¨r K˜, Kˆ, K.
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RR : Referenzkonﬁguration
Rˆt : plastische Zwischenkonﬁguration
Rt : aktuelle Konﬁguration
RR
K˜ = γ˜k ⊗Gk
K˜e = (γ˜k)e ⊗Gk
K˜p = (γ˜k)p ⊗Gk
K˜ = K˜e + K˜p
R¯( )R¯T
✲
Rt
K = γk ⊗mk
Ke = (γk)e ⊗mk
Kp = (γk)p ⊗mk
K = Ke +Kp
R¯p( )R¯
T
p
❄
✻
R¯e( )R¯
T
e
Rˆt
Kˆ = γˆk ⊗ mˆk
Kˆe = (γˆk)e ⊗ mˆk
Kˆp = (γˆk)p ⊗ mˆk
Kˆ = Kˆe + Kˆp
Tabelle B.9: Zerlegung der Kru¨mmungstensoren K˜, Kˆ, K.
98
Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt und ωˆp = axl(Ωˆp),
∂ωˆp
∂ϑk
= axl
(
∂Ωˆp
∂ϑk
)
= axl((Γˆk)

p)
Ω = ˙¯RR¯T : relativ zu Rt und ω = axl(Ω), ∂ω
∂ϑk
= axl
(
∂Ω
∂ϑk
)
= axl(

Γk)
( )· : relativ zu RR
( ) = ( )· − Ωˆp( )− ( )ΩˆTp : relativ zu Rˆt
( ) = ( )· −Ω( )− ( )ΩT : relativ zu Rt
RR
˙˜K = ˙˜γk ⊗Gk
˙˜Ke = (γ˜k)
·
e ⊗Gk
˙˜Kp = (γ˜k)
·
p ⊗Gk
˙˜K = ˙˜Ke +
˙˜Kp
R¯( )R¯T
✲
Rt

K = K˙−ΩK−KΩT = γk ⊗mk
=
∂ω
∂ϑk
⊗mk = (gradω)V¯

Ke = K˙e −ΩKe −KeΩT = (γk)e ⊗mk

Kp = K˙−ΩKp −KpΩT = (γk)p ⊗mk

K =

Ke +

Kp
R¯p( )R¯
T
p
❄
✻
R¯e( )R¯
T
e
Rˆt

Kˆ =
˙ˆ
K− ΩˆpKˆ− KˆΩˆTp =

γˆk ⊗ mˆk

Kˆe =
˙ˆ
Ke − ΩˆpKˆe − KˆeΩˆTp = (γˆk)e ⊗ mˆk

Kˆp =
˙ˆ
Kp − ΩˆpKˆp − KˆpΩˆTp = (γˆk)p ⊗ mˆk =
∂ωˆp
∂ϑk
⊗ mˆk

Kˆ =

Kˆe +

Kˆp
Tabelle B.10: Zerlegung der assoziierten Raten fu¨r K˜, Kˆ, K.
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Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt
Ω = ˙¯RR¯T : relativ zu Rt
( )· : relativ zu RR
( ) = ( )· − Ωˆp( )− ( )LˆTp : relativ zu Rˆt
( ) = ( )· −Ω( )− ( )LT : relativ zu Rt
RR
T˜
˙˜T
R¯( )FT
✲
Rt
S = R¯T˜FT = (detF)T

S = S˙−ΩS− SLT
R¯p( )F
T
p
❄
✻
R¯e( )F
T
e
Rˆt
Tˆ = R¯pT˜F
T
p

Tˆ =
˙ˆ
T− ΩˆpTˆ− TˆLˆTp
Tabelle B.11: Spannungstensor und assoziierte Raten.
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Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt
Ω = ˙¯RR¯T : relativ zu Rt
( )· : relativ zu RR
( ) = ( )· − Ωˆp( )− ( )ΩˆTp : relativ zu Rˆt
( ) = ( )· −Ω( )− ( )ΩT : relativ zu Rt
RR
T˜c
˙˜Tc
R¯( )R¯T
✲
Rt
Sc = (det V¯)TcV¯
T−1

Sc = S˙c −ΩSc − ScΩT
R¯p( )R¯
T
p
❄
✻
R¯e( )R¯
T
e
Rˆt
Tˆc = R¯pT˜cR¯
T
p

Tˆc =
˙ˆ
Tc − ΩˆpTˆc − TˆcΩˆTp
Tabelle B.12: Momentenspannungen und assoziierte Raten.
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C Der Mandelsche Spannungstensor fu¨r
rein elastische Systeme
Betrachtet wird das mechanische System in Abbildung C.1, das aus zwei in Reihe geschalteten
mikropolaren elastischen Federn besteht. Diese verformen sich infolge einer vorgegebenen Last
mit dem dazugeho¨rigen Deformationsgradient und der dazugeho¨rigen mikropolaren Rotation
Fe, R¯e und Fp, R¯p. Mit F und R¯ werden der Deformationsgradient und die Rotation des
Gesamtsystems bezeichnet, so dass
F = FeFp (C.1)
und
R¯ = R¯eR¯p . (C.2)
Fe, R¯eFp, R¯p
Abbildung C.1: Mechanisches System bestehend aus zwei isotropen mikropolaren elastischen
Federn.
Den zwei Federn ko¨nnen die Verzerrungstensoren ˆe und ˆp sowie die Kru¨mmungstensoren Kˆe
und Kˆp zugeordnet werden. Die Verzerrungs- und Kru¨mmungstensoren des Gesamtsystems lau-
ten ˆ und Kˆ. Wie in Gleichung (3.35) sollen fu¨r die speziﬁsche freie Energie des Gesamtsystems Ψ
folgende Beziehungen gelten (vgl. Gleichung (3.3)):
Ψ = Ψe +Ψp , (C.3)
Ψe = Ψˆe(ˆe, Kˆe) , (C.4)
Ψp = Ψˆp(ˆp, Kˆp) . (C.5)
A¨hnlich wie in Kapitel 3.1 ergibt sich, da das System rein elastisch ist, dann aus dem Zweiten
Hauptsatz (3.4) die Gleichung(
Tˆ− R∂Ψˆe
∂ˆe
)
·

ˆ+
(
Tˆc − R ∂Ψˆe
∂Kˆe
)
·

Kˆ+R(1+ ˆ
T
e )
∂Ψˆe
∂ˆe
·

ˆp+R
∂Ψˆe
∂Kˆe
·

Kˆp−RΨ˙p = 0 (C.6)
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C Der Mandelsche Spannungstensor fu¨r rein elastische Systeme
oder mit Hilfe von (3.24), (3.25) und (3.27)
Pˆ ·

ˆ+ Tˆc ·

Kˆ− RΨ˙p = 0 (C.7)
mit
Pˆ = (1+ ˆTe )Tˆ . (C.8)
Es ist ersichtlich, dass
Ψ˙p =
∂Ψˆp
∂ˆp
·

ˆp − ∂Ψˆp
∂ˆp
· ˆpLˆp + ∂Ψˆp
∂ˆp
· Ωˆpˆp + ∂Ψˆp
∂Kˆp
·

Kˆp +
∂Ψˆp
∂Kˆp
· ΩˆpKˆp + ∂Ψˆp
∂Kˆp
· KˆpΩˆp
= (1− ˆTp )
∂Ψˆp
∂ˆp
·

ˆp +
∂Ψˆp
∂Kˆp
·

Kˆp , (C.9)
wobei als Folge aus der Isotropie von Ψˆp
∂Ψˆp
∂ˆp
ˆTp − ˆTp
∂Ψˆp
∂ˆp
+
∂Ψˆp
∂Kˆp
KˆTp − KˆTp
∂Ψˆp
∂Kˆp
= symmetrisch (C.10)
verwendet wurde. Nach Einsetzen von Gleichung (C.9) in die Beziehung (C.7), folgt(
Pˆ− R(1− ˆTp )
∂Ψˆp
∂ˆp
)
·

ˆp +
(
Tˆc − R ∂Ψˆp
∂Kˆp
)
·

Kˆp = 0 , (C.11)
was erfu¨llt ist, genau dann wenn
Pˆ = R(1− ˆTp )
∂Ψˆp
∂ˆp
, (C.12)
Tˆc ≡ Pˆc = R ∂Ψˆp
∂Kˆp
. (C.13)
Die Resultate von (C.12) liefern eine Motivation fu¨r die Deﬁnition von ξˆ in (3.76). Es ist nahe
liegend, hier von einer multiplikativen Zerlegung von Fp und R¯p auszugehen, die dann zu den
additiven Zerlegungen (3.63) und (3.64) fu¨hrt.
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