HMS: A Matlab Simulator of the Harris Model of Associative Learning
Animals as well as humans often are faced with situations in their everyday life in which several individual stimuli are present at the same time that might all be related to a specific effect or outcome. Hence a basic question which theorists have grappled with for decades is whether learning attaches independently to the elements which constitute the entire sensory array or whether it attaches instead to that array as a whole. Theories which adopt the former view, socalled 'elemental' theories, assume that responding to an array composed of many elements is a direct function of the values attached to the elements themselves, with the whole array having no separate value over and above that of its constituent parts. In contrast, theories which assume that the basic units of learning are entire arrays ('configural' theories) assume that responding is driven by knowledge about the whole array, independently of what its parts may signify.
Traditionally, many well known effects in the field of associative learning have been successfully explained in an elemental manner assuming that stimulus components are represented as separate entities and that the overall associative strength of a compound is based on the algebraic sum of the associative strengths of its components. This elemental summation principle is incorporated into many theories of associative learning (e.g., Mackintosh, 1975; Pearce & Hall, 1980; Wagner, 1981) . This simple idea -as exhibited by the Rescorla-Wagner model -is, however, not able to solve a number of discrimination learning problems. In a negative patterning discrimination, for example, CSs A and B are followed by a US when they are presented alone but not when presented together (A+, B+, AB-).
A modified version of the Rescorla-Wagner model ) is able to deal with the fact that different species are able to solve this discrimination by proposing the formation of a unique cue as an additional element when A and B are presented together. This unique cue allows different responding to A and B when they occur together compared to being presented alone because the unique cue becomes associated with the absence of food and thus is able to counteract the prediction of food based on A and B.
"Configural" approaches on the other hand treat stimulus patterns as distinct configurations, such that associations operate on the configuration as a whole. In contrast to all elemental approaches, Pearce (1987 Pearce ( , 1994 Pearce ( , 2002 assumes that stimuli are always processed configurally. In his conception, the elements of a compound collectively enter into one single association. Each single stimulus and each compound takes on independent associative strengths.
Thereby, this configural model can straightforwardly account for the acquisition of discrimination problems like negative patterning: A+ and B+ trials each result in the development of an excitatory association between the configural unit "A" and the US and between the configural unit "B" and the US, respectively, whereas AB-trials result in the development of an inhibitory association between a configural unit "AB" and the US.
In summary, configural theories account for phenomena of learning in terms of configural representations, while elemental theories do so in terms of elemental representations. Although there has been a rich and productive history of research on the elemental/configural or part/whole distinction, this issue is not settled yet. On the one hand, there are results in support of and in contradiction to either view. On the other hand, the necessity of configural representations per se is fundamentally questioned. For, example, Wagner and Brandon (2001) showed that Pearce's configural theory is isomorphic to a mere elemental model: the "inhibited elements model" which later was expanded to give the so-called replaced elements model (Wagner & Brandon, 2001; Wagner, 2003 ; see also Schultheis, Thorwart, & Lachnit, 2007) .
Recently, another elemental alternative to configural accounts of associative learning has been introduced (Harris, 2006) . His model is similar to a modified stimulus sampling theory (Estes, 1973 (Estes, , 1994 where each stimulus representation consists of a sampling of elements.
Elements of different stimuli influence each other's activation. For example, elements that are shared by stimuli are more strongly activated when these stimuli are presented in compound. All elements compete for entry into a limited-capacity attention buffer on the basis of the change in their activation weights. Elements with a large increase in their activations displace weakly activated ones from the buffer and receive an activation boost (i.e., are made more salient).
Consequently, the elements inside the buffer are always the most active ones. The capacity of the buffer is defined in terms of activation. At any point in time the sum of the activation of the elements inside the buffer must not exceed a certain value (i.e., the buffer capacity). As a result, the number of elements in the buffer as well as the buffer threshold (i.e., the amount of increase in activation a single element needs to exceed to enter the buffer) vary depending on the average activation weight of the elements in the buffer.
The attention buffer increases and prolongs the activation of the elements it contains.
Elements within the buffer form excitatory associations with one another and inhibitory associations with the weaker elements outside the buffer. The change of associative strength of a CS element during conditioning depends on its activation weight, making the activation weight functionally equivalent to salience parameters as employed by the other models mentioned above.
Excitatory conditioning occurs between activated CS elements and US elements that are activated into the attention buffer. Inhibitory conditioning or extinction occurs when US elements are activated outside the buffer. Pre-existing links connecting elements (both across and within stimuli) change their strength during conditioning. The present model assumes partial connectivity between elements, that is, each element is connected to a subset of the total number of elements. According to Harris, this is comparable to assuming complete interconnectivity, but with variability among those connections in terms of their effectiveness to support associations (e.g., variations in beta).
Harris ' (2006) conception has several advantages compared to previously existing approaches. For instance, it is able to predict the detrimental influence of redundant cues on a feature negative discrimination (see also the examples provided online). Although there are also some phenomena the model has difficulties with (e.g., retrospective revaluation), recent evidence suggests that overall Harris' conception might be a powerful theory of associative learning (see Lachnit, Schultheis, König, Üngör, & Melchers, 2007; Shanks, Lachnit, & Melchers, 2007) .
Applying the model, however, requires considerable programming expertise and work and, thus, simulations might not be easily available for researchers working on associative learning theories.
In the present article we therefore offer an intuitively operated program, called Harris Model Simulator (HMS), to simulate the predictions of the associative learning theory suggested by Harris (2006) . This software allows specifying all relevant parameters of the simulation via a graphical user interface. It takes care of setting up the simulation and graphical presentation of the learning process and outcome. In the following we will describe the components and usage of HMS in more detail.
HMS
HMS is written in Matlab and has been tested with Matlab 6.5 and higher on both Windows and Linux operating systems. The software package can be obtained in its most recent version (currently 1.5) free of charge from http://www.staff.uni-marburg.de/~lachnit/harris/. To give an overview of the simulator we will describe its graphical user interface, explicate the structure of the files needed for simulation, outline computational complexity issues, and, finally, exemplify the simulator's standard usage with one particular discrimination problem.
Implementational and mathematical details on essential parts of HMS are described in the appendix.
The GUI of HMS (HMS.m, see Figure 1b ) is structured into four different segments. The first segment, located at the top of the GUI, comprises two fields to indicate the locations of the files necessary for simulation. The second segment is located at the left middle of the GUI and displays the general settings defined by six parameters. The third segment, positioned at the middle right, displays the advanced settings defined by four parameters. The last segment, to be found at the bottom of the GUI, comprises three buttons for controlling the simulation. The rest of this section consists of a more detailed description of each of the four segments in turn. with the values used by Harris (2006) , this parameter defaults to 0.5.
• Attention buffer gain: As already mentioned, the saliencies of the elements inside the attention buffer are increased by boosting their activation values. The gain parameter allows specifying the amount of boost resulting from the buffer. More precisely, the increase of activation of each element inside the buffer will be multiplied by the gain parameter value. The default employed is the same as that used by Harris (2006) , namely 2.
• beta: This parameter allows setting the learning rate for the modified learning rule (see Eq (2), page 595 in Harris, 2006) . The default value for the learning rate is 0.005.
There are four more parameters which can be employed to change the behavior of the model. Since varying these parameters amounts to altering the conceptual / theoretical flavor of the model, these parameters are only available through the advanced settings dialog (see Figure 1c ) which can be invoked by pressing the Change Advanced Settings button on the GUI. The parameters in more detail, from top to bottom, are:
• Attention buffer capacity: There are essentially two ways of specifying the capacity of the attention buffer. One option is to have the simulator set up the capacity based on the activation values of the elements activated by the CS. More precisely, the capacity is set to the sum of the activation of all elements of one particular CS S, where S is such that the sum of its elements' activations is higher or equal to the sum of the elements' activations of each of the other CSs. Conceptually this amounts to the assumption that every single CS employed in the learning situation will always enter the attention buffer completely when presented alone (i.e., each single CS can be fully attended).This option is called automatic and is the default for this parameter. As an alternative the buffer capacity can be set by hand to any real value above 0.
• Associations between CSs: In principle, Harris' theory assumes that the formation of associative connections is not restricted to connections between CS elements and US elements, but can also occur between CS elements. However, according to Harris (personal communication), the means by which the learning and impact of CS-CS associations can be implemented formally or computationally has not yet been developed fully, because this would require that time (on the sub-trial scale) be comprehensively operationalised which is beyond the scope of the current (2006) presentation of the model.
As a result, it is currently not possible to devise a general algorithm which realizes CS-CS associative learning for the Harris model and, therefore, we refrained from trying to provide such an algorithm. As soon as CS-CS learning is fully developed we will integrate this option in a future version of HMS. At present, this parameter is just a placeholder and should be left at its default value "no".
• • Simplified learning: Since the way in which US and CS elements compete for entry into the attention buffer is not specified in Harris' present conception, using cutoff values in the learning equations (see Eq. (2) After having specified all relevant file locations and parameter values, the simulation can be started and controlled by the three buttons at the bottom of the GUI. The functions of the control buttons are as follows:
• Initialize: Pressing this button will check whether all necessary information has been specified. If this is the case, all relevant files and fields will be opened and read out.
Importantly the stimuli to be trained and evaluated will be read from the trial and evaluation definition file, respectively, and stored in memory. Initialization is a prerequisite to further simulations.
• Train: After the simulation has been initialized learning can take place. Learning proceeds one run at a time. In each run, first the CS (compound) and US representations are set up for the US and all CSs (compounds) specified in the definition files.
Subsequently, for each trial, all CSs (compounds) defined for the current phase are sequentially used to train the model. When all trials for one phase have been processed, the procedure is repeated for the next phase. After the last phase has been executed, learning stops. Procedural and mathematical details regarding the realization of the learning processes as used in HMS are given in the Appendix. Once started, learning cannot be interrupted, but will proceed until all iterations (i.e., all runs, phases and trials) have been processed. Once training has finished, a dialog box will appear informing the user whether training was successful or whether an error was encountered during training.
Intermediate results both for responses and weights will, however, be registered and can later be inspected via the evaluation function.
• The letters beside the different curves indicate the names of the CS configurations represented by this curve. Currently, 4 different curve styles can be distinguished. To further ease the interpretation of the plotted results a second legend (shown directly above the plot) indicates whether a CS (compound) was reinforced during training or not. If a CS was paired with the US during training it will be shown with its name trailed by a single 1; if a CS configuration was not paired with the US it will be shown with its name trailed by a single 0. To facilitate special analyses, the registered response courses are not only graphically displayed, but also written to a comma separated ASCII text file. This file will be created in the current directory. The name of the file is automatically generated as "simulatedResultsXXX.txt", where "XXX" stands for a number uniquely identifying each file to avoid overwriting previous simulation results by current ones. - Figure 4a for an example default.conf with comments).
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Computational Complexity
The computationally expensive part of the simulation is the updating of associative weights in each trial. As a consequence the computational complexity will increase with both an increase of the number of trials to be simulated and the complexity of the associative updating which is required. The former factor is controlled by the number of runs, phases, and trials: the more runs and trials are requested to be performed the longer the simulation will take. The complexity of the weight update, on the other hand, is governed by whether simplified or nonsimplified learning is used. The simpler and faster case is weight update with simplified learning.
Switching from simplified to non-simplified learning roughly doubles computational complexity and, thus, execution time. Simulation times range from several seconds up to several minutes depending on the precise combination of values for the parameters. However, even in complex learning settings with many training trials times never exceeded 5 minutes in the various simulations we conducted with HMS.
Standard Usage and Example
To give an impression of the overall working of HMS, in this section we will provide a brief walk-through of the steps required to simulate a particular discrimination problem, for example A+, B+, AB+, ABC-. The first step is to write the trial definition file (see Figure 3 ) and the evaluation definition file (see Figure 4b ). After that, the corresponding file locations as well as the desired parameter values need to be specified via the GUI. Having done this, the simulator is all set up and ready to perform the simulation. By now pressing the Initialize and subsequently the Train button the associative weights are changed. Finally, the result of and the course of response changes can be visualized by pressing the Evaluate button. The resulting graphical displays for the example learning setting employing the default values of the provided default.conf (see Figure 4a ) are shown in Figure 2 .
Conclusion
A crucial prerequisite for evaluating and comparing competing models of associative learning (e.g., Harris, 2006 , Mackintosh, 1975 Pearce, 1987 Pearce, , 1994 , Wagner & Brandon, 2001 Wagner, 2003) is the possibility to simulate the learning processes advocated by the different models. Some of these models are rather easily simulated, and for the replaced elements model an easy to use simulator can be downloaded free of charge from http://www.staff.uni-marburg.de/~lachnit/ Rapid-REM/. For the just recently proposed elemental model of Harris (2006) , however, such a tool is missing. First evaluations of
Harris' model indicate that this model might well turn out to be a very powerful theory of associative learning (see e.g., Lachnit et al., 2007) . Therefore, we wanted to provide researchers interested in associative learning with a powerful tool to use and further evaluate this model.
To this end, we developed an intuitively operated Harris Model Simulator, called HMS, which not only takes care of setting up all necessary stimulus representations, but also allows controlling the simulation and all its parameters via a graphical user interface. For example, the course and the result of a simulation can be made graphically available by a single button press. Given HMS, simulation and assessment of the Harris model is easily available. Thus HMS facilitates evaluating and comparing different associative learning theories and helps to gain a deeper understanding of the processes and representations involved in associative learning. Footnote 1. In designing HMS we had to find a balance between the range of application on the one hand and convenience and simplicity on the other. In the present version we attached more importance on the latter aspects, primarily in order to encourage as many researchers as possible to engage themselves in evaluating the model of Harris (2006) . Therefore, if the HMS has some limitations this does not mean that these limitations exist in the mathematical model itself. For example, by using each of the six general settings parameters all the stimuli used in the simulation are defined identically. Most parameters, however, might be manipulated differentially in the trial definition file.
Most of the mathematical and formal underpinnings of the simulation are identical to the formalizations described by Harris (2006) . Yet, there are some aspects of the simulation which are not drawn directly from Harris' paper. These aspects pertain to the formulas used to compute changes in associative connections between elements and will be detailed in the following.
The formulas for updating associations between CS and US elements are given in , that is, instead of taking the negative of Δω y , we take the absolute value of it and negate the whole product. This prevents the simulation from yielding unreasonable associative strength whenever Δω y becomes negative -as, for example, in the setting A+, B+, AB+, ABC-. At the same time our formula gives exactly the same results as the original formula for all cases where Δω y is not below zero. As a result, our formula seems to remedy a problem of the original formula without compromising its general idea and, thus, we chose to utilize the new formula in
HMS.
A second aspect worth noting regarding the learning of CS-US associations is with respect to the simplification of the weight update process. As mentioned above, the formulas given in Eq. 2 of Harris (2006) are only one way of updating the weights. Since it is not yet specified how CS and US elements might compete for entry to the buffer it is equally well in line with the current model conception to neglect buffer threshold effects and use a simple delta rule for learning. In HMS the simplified learning rule used is
where gain is the factor by which the increase of element activation inside the buffer is multiplied (see above). Roughly speaking, this formula assumes that all US element activation increases are both inside and outside the buffer which amounts to a neglect of the buffer threshold effect of learning. 
