ABSTRACT In this contribution, the Hashing bound of entanglement-assisted quantum channels is investigated in the context of quantum devices built from a range of popular materials, such as trapped ion and relying on solid state nuclear magnetic resonance, which can be modeled as a so-called asymmetric channel. Then, quantum error correction codes (QECC) are designed based on extrinsic information transfer charts for improving performance when employing these quantum devices. The results are also verified by simulations. Our QECC schemes are capable of operating close to the corresponding Hashing bound.
I. INTRODUCTION
The appealing parallelism of quantum computing relying on quantum bits has inspired researchers to consider various quantum-related applications in the area of quantum communications [1] - [8] . However, a crucial obstacle to the practical realisation of quantum communications systems is the presence of quantum perturbations. Their deleterious effects can be mitigated by Quantum Error Correction Codes (QECCs). It was suggested that the employment of entanglement assistance is capable of further improving the performance of QECCs [9] - [11] in the context of the so-called symmetric depolarizing channel, which has been routinely used in theoretical studies. In the symmetric depolarizing channel characterised by the gross depolarizing probability p, each transmitted qubit may independently experience either a bit flip (X ), a phase flip (Z ), or both (Y ) at a probability of p x = p y = p z = p/3 [12] . By contrast, the materials considered at the time of writing for building quantum devices, including trapped ions [13] and solid state Nuclear Magnetic Resonance (NMR) [14] , exhibit asymmetric depolarization property defined as the ratio of the phase flip probability over the bit flip probability, where the grade of asymmetry is in the range spanning from α = 10 2 to α = 10 6 [13]- [17] . QECCs designed for the asymmetric depolarizing channel were termed as asymmetric QECCs in [18] - [23] , where a limited range of α values was assumed and no entanglement assistance was addressed. Hence, a more general framework covering both symmetric and asymmetric depolarizing channels is needed for Entanglement Assisted QECCs (EAQECCs).
To benchmark the design of the EAQECCs, the Entanglement Assisted Quantum Channel's (EAQC) capacity was investigated in [24] and [25] . Accordingly, the socalled Hashing bound is advocated for setting a lower limit on the achievable quantum depolarizing channel capacity, which has been used for benchmarking the performance of various QECC schemes in [11] , [12] , and [26] . Furthermore, the powerful Extrinsic Information Transfer (EXIT) chart technique [27] - [31] that was originally introduced for analysing the convergence behaviour of iterative decoding and detection in conventional communication systems was recently further developed for analysing the iterative decoding convergence of QECCs [12] , [26] . Additionally, to the best of authors' knowledge contributions on entanglement assisted quantum coding schemes [11] , [12] , [26] and on the quantum depolarizing channel capacity [9] , [24] , [25] , [32] only considered symmetric quantum depolarizing channels. Accordingly, the important milestones of the quantum channel's capacity (Hashing bound), EXIT charts, QECC as well as EAQECC are summarised in Fig. 1 along with the corresponding counterparts in the classical domain.
Against the above state-of-the-art, our novel contributions are as follows:
• We provide an in-depth analysis of the entanglementassisted quantum channel capacity from the perspective of realistic quantum devices, where the decoherence probability may be modelled by asymmetric quantum depolarizing channels. More explicitly, our analysis focuses on the conflicting code/channel attributes, namely on the quantum coding rate R Q , on the channel's depolarizing probability p, on the channel's ratio of asymmetry α as well as on the entanglement consumption ratio E of the code.
• We demonstrate that the performance of iterative quantum codes invoked for asymmetric depolarizing channels can be accurately predicted by using the sophisticated EXIT-chart based method of [26] .
• In contrast to the Quantum Irregular Convolutional Codes (QIrCC) of [12] , which covers a limited portion of the EXIT chart, we conceive a QIrCC relying on Entanglement Assistance (QIrCCEA), which incorporates both unassisted as well as entanglement-assisted subcodes. • We demonstrate that the coherence times associated with realistic quantum devices are substantially improved by the employment of our QIrCCEA coding scheme. The rest of this paper is organised according to Fig. 2 as follows. In Section II, a brief review of quantum depolarizing channels is provided for the sake of supporting the analyses of the EAQC capacity of Section III. Then, our code design and analysis using EXIT charts are presented in Section IV along with our discussions, before offering our conclusions in Section V.
II. QUANTUM CHANNEL MODEL
A quantum depolarizing channel can be directly characterised by the specific materials employed for constructing quantum systems, including quantum gates. In other words, the quantum depolarizing channel can be used for modelling the imperfections in quantum hardware, namely qubit flips resulting from quantum decoherence and quantum gates. Furthermore, a quantum depolarizing channel can also model quantum-state flips imposed by the real transmission medium, including free-space wireless channels and optical fiber links, when qubits are transmitted across these media. The implementation of a quantum gate is prone both to decoherence and to systematic errors imposed by the quantum depolarizing channel, which ultimately results in an arbitrary error in the state of qubits, exemplified by a bit flip error (X ), a phase flip error (Z ) and by the joint occurrence of both a bit as well as a phase flip error (Y ) [18] . Accordingly, quantum flip errors are characterised by the bit flip probability p x as well as phase flip probability p z and bit-and-phase flip probability p y , which form a depolarizing channel, where the depolarizing probability of p = p x + p z + p y is considered as a gross error flip probability.
Most recent studies of the EAQC capacity [9] , [24] , [25] , [32] as well as of QEC schemes considered the symmetric channel [10] , [11] , [26] , where the constituent flip probabilities obey p x = p y = p z = p/3. By contrast, popular materials invoked for producing quantum devices often exhibit asymmetric behaviour, where a phase flip is orders of magnitude more likely than a bit flip [19] , which can be modelled by an asymmetric quantum depolarizing channel [13] - [17] . In such asymmetric channels, an extra parameter α termed as the channel's ratio of asymmetry is introduced for reflecting the ratio of the phase flip FIGURE 2. Outline and rationale of the paper. VOLUME 4, 2016 probability p z and the bit flip probability p x as [18] , [51] 
where T 1 is the relaxation time, while T 2 represents the dephasing time. The bit flip probability p x as well as the simultaneous bit-and-phase flip probability p y may be considered to be equal [18] , [51] 
where t is the coherent operation duration of a physical quantum gate [52] . If the coherent operation duration t is relatively short, formulated as t T 1 , we can invoke the approximation of α ≈ 2T 2 /T 1 − 1 [51] . As a result, the phase flip probability p z can be directly determined from the values of α and p x . Note that in the case of having α = 1, the channel model represented by Eq. (1)-Eq. (2) becomes the symmetric channel model, where the condition of having p x = p y = p z = p/3 is satisfied. In practice the channel's ratio of asymmetry has popular values of α = 10 2 , 10 4 , 10 6 [13]- [17] , for typical materials used for producing quantum devices, as listed in Table 1 . 
III. FORMULATION OF QUANTUM CHANNEL CAPACITY A. ENTANGLEMENT ASSISTED CAPACITY
Let us consider the entanglement assisted transmission scheme presented in Fig. 3 , where B qubits of the source Alice are transmitted over a quantum depolarizing channel with the aid of entanglement assistance invoking B S entangled qubits. It is assumed that the B S entangled qubits are passed through an idealised noiseless quantum channel to Bob's receiver beforehand, for example during off-peak periods [11] . The process of transmitting the B qubits can be viewed as the Completely Positive Trace-Preserving (CPTP) mapping of [53] that maps a state ρ onto a linear combination of itself. For a gross depolarizing probability of p, the CPTP mapping may be represented by [51] , [53] 
where X, Y and Z are Pauli errors [51] corresponding to the bit flip, the bit-and-phase flip and the phase flip, respectively. Let us focus our attention on the entanglement assisted Hashing bound that determines the specific code rate at which a certain quantum code is capable of reliable operation for a particular depolarizing channel [9] , [32] . The Hashing bound may be interpreted as the quantum depolarizing channel's capacity C Q expressed as:
FIGURE 3. Entanglement assisted transmission scheme.
In the entanglement assisted system depicted in Fig. 3 , both the source Alice and the destination Bob are allowed to access the B S shared or entangled bits before communication commences [9] . Accordingly, the B S entangled bits allow us to improve the performance of QECCs. Hence, the EAQC capacity C EA Q of the entanglement assisted system is higher than quantum depolarizing channel's capacity C Q dispensing with the entanglement assistance [11] , which is formulated as
where E = B S B is the entanglement consumption ratio. For a quantum coding scheme having a quantum coding rate of R Q , the maximum entanglement ratio is E max = 1 − R Q [12] , [26] . Assuming that the system operates at its EAQC capacity when the maximal entanglement is applied, which implies that we have R Q = C EA Q | (E=E max ) , the maximum entanglement ratio E max can be formulated from Eq. (5) as:
Hence, the EAQC capacity pertaining to the case of employing the maximal entanglement ratio may be written as:
In order to provide a holistic view of the EAQC capacity, which covers both entanglement assisted and entanglement unassisted systems, in Fig. 4 we characterise the EAQC capacity both as a function of the asymmetry ratio of α = (1 : 10 6 ) and of the depolarizing probability of p = (0 : 1), where the entanglement assistance levels are θ = E E max = {0%, 25%, 75%, 100%}. Observe that the EAQC capacities presented in Fig. (5a) -(5d) grow sharply, when the level of asymmetry α increases from α = 1 to α = 10 2 . However, only a marginal EAQC capacity improvement is exhibited when the level of asymmetry α increases further beyond α = 10 2 , as observed in Fig. 5b to Fig. 5d . 4. EAQC capacity for different entanglement consumption ratios of E = θ E max associated with θ = {0%, 25%, 75%, 100%} versus ratio of asymmetry α and depolarizing probability p.
As seen in Fig. 4 , the quantum depolarizing channel has a near-zero capacity upon approaching the point associated with p = 0.5 at an extremely high value of α = p z p x = 10 6 . This is when the phase flip probability p z becomes dominant, while both the bit flip probability p x as well as the bitand-phase flip probability p y are equally negligible. In other words, the perturbations caused by the quantum depolarizing channel solely depend on the phase flip probability p z . As a result, the behaviour of the quantum depolarizing channel becomes similar to that of the Binary Symmetric Channel (BSC) in the high-α region.
As regards to the benefit of entanglement assistance, the EAQC capacity increases along with the entanglement consumption ratio E. This naturally raises further issues pertaining to the entanglement consumption ratio. For example, what is the optimal value and the maximum value of the entanglement ratio, when other constraints are imposed both on the coding rate as well as on the quantum depolarizing channel characteristics, namely on p and α.
Let us sample the EAQC capacity surfaces of Fig. 4 at particular values of α = 1, 10 2 , 10 4 , 10 6 , in order to characterise the EAQC capacity in further detail. Accordingly, as seen from Fig. 5 , the entanglement ratio at its maximum value E max as given in Eq. (6) exhibits the highest channel capacity. For example, let us consider Fig. (5b) , where the EAQC capacity associated with a quantum device having α = 10 2 is characterised. We can see in Fig. (5b) that at the same gross quantum flip probability of p = 0.3, the maximum entanglement assistance E = E max provides a throughput improvement of (0.53 − 0.07 = 0.46) qubits, which is equivalent to 0.53/0.07 ≈ 780% of the original throughput. A similar trend can be observed in Fig. (5c) and Fig. (5d) for quantum devices associated with α = 10 4 and α = 10 6 , respectively. As seen in Fig. 5 , the improvement of the EAQC capacity achieved by employing EA increases, as the gross flip probability p increases. Naturally, beyond its maximum, the advantage of the EAQC decreases, as the gross flip probability approaches p = 1. The maximum EAQC capacity improvement is achieved at a different value of p for a distinct α value, namely approximately at p = {0.75, 0.525, 0.50, 0.5} for α = 1, 10 2 , 10 4 , 10 6 , as seen in Fig. 5 .
B. DIFFERENT LEVELS OF ENTANGLEMENT
The maximal entanglement consumption ratio E max = 1−R Q can also be viewed as the 'optimal' entanglement ratio, which corresponds to the maximal achievable channel throughput [11] , [12] . However, it is not practical to always employ the maximum entanglement ratio, because it would require all ancillary qubits to be replaced by entanglement qubits (ebits), each of which has a counterpart pre-shared. Hence, the EAQC capacity pertaining to various levels of entanglement ratios is also investigated here. Accordingly, the EAQC capacity of Eq. (5) may be also presented as
As a result, the EAQC capacity associated with different entanglement assistance levels, namely θ = {10%, 25%, 50%, 75%}, are plotted in Fig. 5 for the various channels represented by the different values of α listed in Table 1 . It should be noted that when the entanglement assistance level θ is reduced, the EAQC capacity is also reduced, since reduced resources are invested in the entangled qubit transmission.
IV. DESIGN AND ANALYSIS OF ASYMMETRIC QECC USING EXIT CHARTS
In this section, we characterise the benefits of the EXIT-chart based method in two main aspects, namely in analysing a given coding scheme for a given channel and in designing a coding scheme for a specific channel. We first portray the general architecture of a quantum-domain concatenated coding scheme in Section IV-A for facilitating analyses on the benefits of the EXIT-chart based method. To conveniently describe the second beneficial aspect of designing QECCs according to Section IV-D, important traits of the QIrCCs relying on entanglement assistance are detailed in Section IV-C.
A. ENTANGLEMENT ASSISTED QECC
To highlight the significance of different entanglement assistance levels (ratios), let us first consider a pair of coding schemes relying on two concatenated component codes, which have the general architecture portrayed in Fig. 6 . Explicitly, both schemes have two component codes, namely the inner and the outer codes. In such coding schemes, information qubits are first encoded by the outer encoder for generating encoded qubits that are interleaved by the random interleaver π. Then, the interleaved qubits are encoded by the inner code before being transmitted over the quantum depolarizing channel. At the receiver side seen in Fig. 6 , VOLUME 4, 2016 FIGURE 5. The EAQC capacity versus the depolarizing probability parameterised by different entanglement assistance levels θ = 0%, 12.5%, 25%, 50%, 70%, 100% , when employing various quantum depolarizing channels characterised by the parameter α listed in Table 1 the outputs of the quantum channel are fed into the inverse encoder section in order to extract both the syndrome information and the corrupted information. Then, the syndrome information is fed into the iterative syndrome decoder section that takes in the inputs of the channel information and syndrome information in order to identify the associated error coset. Accordingly, the original information gleaned from the source is recovered at the sink by applying the error coset to the corrupted information within the recovery block R of Fig. 6 .
More specifically, the corrupted information word arriving from the output of the inner decoder is de-interleaved by π −1 within the inverse encoder section, before being decoded by the outer decoder for outputting the corrupted information. By contrast, the iterative syndrome decoder of Fig. 6 processes the syndrome extracted from both the inner and the outer decoder with the aid of the channel information. Accordingly, the inner syndrome decoder of Fig. 6 uses the channel information, the a priori information gleaned from the outer syndrome decoder (initialised to be equiprobable for the first iteration) and the inner syndrome for computing the extrinsic information, which is de-interleaved by the deinterleaver π −1 to create the input of the outer syndrome decoder of Fig. 6 . The outputs of the outer syndrome decoder have two components, namely the extrinsic information and the a posteriori information, where the extrinsic information is used in the iteration for generating a priori information for the inner decoder with the aid of the interleaver π of Fig. 6 . This iterative procedure continues until convergence to a vanishingly low QBER is achieved or the maximum affordable number of iterations is reached. Finally, the a posteriori information of the outer decoder is used for determining the most likely error coset. It should be noted that both the inner and the outer code may invoke entanglement assistance with the aid of pre-shared qubits, as seen in Fig. 6 .
1) PTO1R-PTO1R AND PTO1REA-PTO1R SCHEMES
The first scheme termed by the authors of [11] as PTO1R-outer/PTO1R-inner 1 is a non-entanglement assisted quantum coding scheme. This scheme was created from a similar code proposed in [10] and [46] , for comparison to the entanglement assisted coding scheme of [11] that was investigated in the context of symmetric quantum depolarizing channels. The second coding scheme is an entanglement assisted arrangement dubbed as PTO1REA-outer/PTO1R-inner in [11] , where the term ''PTO1REA'' represents the Entanglement Assisted (EA) version of the PTO1R code.
In the first coding scheme, namely in PTO1R-PTO1R, the inner and outer components are identical and they are based on the PTO1R code, which acts on three input memory qubits, one information qubit and two ancillary bits in order to generate three output memory qubits and three physical qubits. The construction of the component PTO1R code was random, which was configured to be comparable to the first code proposed in [10] , where a seed transformation U was randomly generated. Then the state diagram detailed in [10] was used for testing, whether the corresponding encoder is catastrophic. A non-catastrophic and quasi-recursive code was selected as a benefit of their advantageous distance spectrum [11] . As a result, the decimal representation of the seed transformation associated with the PTO1R code is given by [11] , [12] : 
Note that the minimal distance represents the upper bound and cannot be directly related to the performance of the code. On one hand, the actual minimal distance of a turbo code depends on the interleaver, which was chosen randomly. On the other hand, the code is not decoded with the aid of a minimum distance decoder [10] . Hence, a large minimal distance does not necessarily imply having an excellent QBER/WER performance. As for the second coding scheme of PTO1REA-PTO1R, the outer code PTO1REA is an entanglement assisted version of the inner code PTO1R, where again the seed transformation of Eq. (9) is used for the PTO1R encoder. More specifically, the outer code PTO1REA was formed by replacing the ancillary qubits by ebits, which activates the entanglement assistance for the PTO1REA codec of the PTO1REA-PTO1R coding scheme. The entanglement assistance manifests itself in terms of an improved distance spectrum polynomial [11] The inner code of these two schemes employs a code rate of R in = 1/3 and the outer code is associated with a code VOLUME 4, 2016 rate of R out = 1/3, hence the amalgamated code rate is R c = 1/9. As a result, the corresponding maximum entanglement consumption rate becomes E max = 1 − R c = 8/9. The value of the entanglement consumption ratio can be generally expressed as:
where N E in and N E out represent the number of entanglement qubits employed by the inner and outer codes, respectively.
B. CODING ANALYSIS EMPLOYING EXIT CHARTS
In order to analyse the performance of the quantum coding schemes presented in Fig. 8 , we use the EXIT-chart based method of [49] recently proposed for analysing and designing quantum coding schemes for approaching the Hashing-bound [12] , [26] . Accordingly, the ratio D of the quantum noise limit p * calculated from the Hashing bound for the specific coding scheme and the equivalent gross flip probability p E estimated by the EXIT-chart based method for the specific coding scheme considered is used for quantifying, how close a code operates to the ultimate achievable limits [11] , [12] .
It should be noted that the noise limit p * may be determined by specifying a point on the capacity curves seen in Fig. 5 that corresponds to a given quantum coding rate R Q . Remark 1: The term noise limit in the context of quantum communication is defined in duality to the classical domain. More explicitly, for a given value of the gross flip probability p, R Q = C EA Q (p) of Eq. (5) represents the corresponding Hashing bound limit on the quantum coding rate. Conversely, for a given quantum coding rate R Q leading to R Q = C EA Q (p * ), the value of p * represents the corresponding Hashing limit on the depolarizing channel's gross flip probability [12] . It should be noted that a quantum depolarizing channel has properties similar to a BSC, but the extrinsic channel is an AWGN channel [54] . Additionally, for iterative decoding schemes the probability density functions of the extrinsic (a priori) values approach Gaussian distribution with increasing number of iterations. Therefore, two mains assumptions for EXIT charts are [54] , [55] :
• the a priori values are fairly uncorrelated; and • the probability density function of the a priori information has a Gaussian distribution. The specific depolarizing probability p E where a vanishingly low QBER is achieved will be estimated by EXIT chart analysis as follows. We first generate the EXIT curves of the PTO1R inner code for different values of the depolarizing probability, namely for p = {0.21, 0.22, 0.23, 0.24, 0.25}, as seen in Fig. 7 for the PTO1REA-PTO1R coding scheme. Then, the EXIT curves of the outer code PTO1REA are produced, followed by finding the highest value of the depolarizing probability that would still result in an open EXITchart tunnel. As a result, we can expect to see a vanishingly low QBER or Word Error Ratio (WER) in Fig. 8 , for a depolarizing probability below to p E . Accordingly, the ratio D of Eq. (12) between p * and p E is tabulated in Table 2 .
The staircase shaped Monte-Carlo simulation based decoding trajectory of the EXIT chart of Fig. 7 characterises the convergence behaviour of the coding scheme at a given depolarizing probability p and at a particular ratio of asymmetry α. For example, the trajectory plotted in Fig. 7 for α = 10 2 and p = 0.21 suggests that for this asymmetric channel the decoder requires I = 4 iterations in order for its trajectory to reach the (1, 1) point of the EXIT chart, which is associated with a vanishingly low QBER/WER. It can be inferred from FIGURE 7. EXIT chart analysis and associated QBER-performance of the PTO1REA-PTO1R coding scheme for the quantum device having the asymmetry ratio of α = 10 2 at a depolarizing probability of p = 0.21, where the inner PTO1R and outer PTO1REA quantum code operating with the frame length of L = 1000 qubits have quantum coding rates of R in = 1/3 and R out = 1/3, yielding an overall quantum code rate of R Q = 1/9. The entanglement qubits N E out = 1 of the outer PTO1REA code leads to the overall entanglement consumption ratio of E = 1/8, as calculated by Eq. (11) and detailed in Table 2 . TABLE 2. Distance from vanishingly low QBER/WER region characterised by p E estimated by the EXIT-chart based method for the PTO1REA-PTO1R and PTO1R-PTO1R schemes to the corresponding capacity point on Hashing bound a.k.a. the noise limit p * . FIGURE 8. WER versus depolarizing probability comparison of the PTO1REA-PTO1R and PTO1R-PTO1R schemes for both symmetric and asymmetric channels for an overall coding-rate of R Q = 1/9 and an entanglement consumption ratio of E = 1/9, where the EXIT-chart based predictions and associated coding parameters are listed in Table 2 . Fig. 7 that using I > 4 iterations for the PTO1REA-PTO1R decoder may provide no further performance improvement at the depolarizing probability of p = 0.21. Naturally, the QBER-performance is degraded, when applying I < 4 iterations to the decoder. Hence, I = 4 represents the optimal number of iterations predicted by the EXIT chart of Fig. 7 for the PTO1REA-PTO1R scheme, where the decoder is capable of coping with a depolarizing probability of up to p = 0.21. These EXIT-chart based predictions are supported by the corresponding QBER-simulation results presented in Fig. 7 .
Similarly, the above EXIT-chart based method is invoked for determining both the p E value and the optimal number of iterations for both the entanglement assisted PTO1REA-PTO1R scheme and the unassisted PTO1R-PTO1R scheme, which operate upon different quantum devices associated with α = 1(Sym), 10 2 , 10 4 , 10 6 . Accordingly, all the corresponding performance curves plotted in Fig. 8 support our semi-analytical predictions of Table 2 obtained by the EXITchart based method. As a result, the ratio D is listed in Table 2 for each coding scheme invoked for a given quantum device pertaining to a single value of α.
Additionally, the performance of the PTO1REA-PTO1R and PTO1R-PTO1R schemes is compared for the scenario of both symmetric and asymmetric quantum depolarizing channels in Fig. 8 . The superiority of the entanglement assisted scheme observed in all the channels confirms the benefit of employing the entanglement regime. Moreover, by comparing the performance curves of Fig. 8 to the respective EAQC capacity curves of Fig. 5 , we can see similarities in the relative positions between the performance curves of Fig. 8 and the corresponding capacity curves of Fig. 5 , when the value of asymmetry ratio α changes from α = 1 to α = 10 6 . This suggests that the EAQC capacity curves can be used for predicting the relative performance of coding schemes invoked for different quantum devices associated with diverse α values.
Moreover, it should be noted that a potentially error-free quantum channel exists for a throughput below the associated channel capacity. For example, observe in Fig. 8 that if the coding scheme PTO1REA-PTO1R having a coding rate of R Q = 1/9 were used at the entanglement ratio of E = 50%E max leading to a better performance than that associated with E = 25%E max of Fig. 8 , an error-free performance would be recorded. This is also confirmed by checking R Q = 1/9 against the E = 50%E max scenario of Fig. (5b) , where the corresponding Hashing bound has a minimum value higher than 0.2.
C. QUANTUM IRREGULAR CONVOLUTIONAL CODES WITH ENTANGLEMENT ASSISTANCE
The QIrCC concept of [49] was proposed in the context of symmetric channels by invoking ideas from the classical domain, where Tücher and Hagenauer [42] and Tuchler [56] proposed the employment of IrCCs for the design of nearcapacity serial concatenated schemes, which are constituted by a family of convolutional codes (subcodes) having different rates. It must be noted that a QIrCC associated with Entanglement Assistance (QIrCCEA) relies on preshared qubits entangled between the encoder and decoder. These QIrCCs were specifically designed with the aid of EXIT charts for improving the convergence behaviour of iteratively decoded systems. Each quantum subcode φ encodes an appropriately VOLUME 4, 2016 selected fraction α φ of the input qubit stream, where φ = [1, 2, . . . , ] and is the number of subcodes. The appropriate fractions may be selected with the aid of EXITchart analysis in order to shape the inverted EXIT curve of the composite QIrCC for ensuring that its shape matches the EXIT curve of the inner decoder. Accordingly, an open EXIT-chart tunnel can be created even at high values of the depolarizing probability p, which implies approaching the quantum channel's capacity or the Hashing bound. Each subcode φ is characterised by its quantum code rate R φ Q as well as by the corresponding classical code rate R φ c and by the entanglement ratio E φ , where the relationship between R φ Q and R φ c was presented in [12] . We have generalised the subcode φ for including entanglement assistance as follows:
Naturally, the quantum subcode rate R φ Q always has to satisfy the following constraint
where R Q is the quantum coding rate (aggregate quantum coding rate) of the QIrCC, while E is the entanglement consumption ratio (aggregate entanglement consumption ratio) of the QIrCC.
D. CODE DESIGN USING EXIT CHARTS
It is desirable to choose the QIrCCEA outer quantum code of Fig. 6 to be capable of performing well with an inner code associated with a diverse range of quantum coding rates as well as of supporting the entanglement assisted regime. As regards to the EXIT chart-based design, this means that the QIrCCEA outer quantum code has to have a composite EXIT curve having diverse convex as well as concave shapes for covering much of the EXIT chart area, so that it can match a wide range of inner decoder EXIT curves. As described by Eq. (14) and Eq. (15), the composite EXIT curve of the QIrCC is formed by combining the appropriately weighted EXIT curves associated with the subcodes of our choice. For example, the QIrCC constructed from the subcodes having the EXIT curves plotted in Fig. 9a is capable of providing a better EXIT curve matching than that constructed from the subcodes pertaining to the EXIT curves plotted in Fig. 9b , when the inner decoder's EXIT curve is within the lower part of the EXIT chart.
As a result, we first conceive a QIrCCEA outer code by incorporating both unassisted as well as entanglement assisted subcodes. Then, to explicitly demonstrate the benefits of EXIT charts in designing asymmetric QECCs, we present the design of the quantum-domain concatenated coding scheme portrayed in Section IV-A. The outer code QIrCCEA characterised in Section IV-C is considered. Note that we use the same PTO1R inner code in order to contrast to the PTO1REA-PTO1R scheme analysed in Section 7. For the sake of readability, we present this section in the form of design guidelines including two phases containing a number FIGURE 9. EXIT curves of the subcodes listed in Table 3 in comparison to those of the subcodes presented in [12] . (a) EXIT curves of the proposed subcodes listed in Table 3 and used for constructing our QIrCCEA. (b) EXIT curves of the subcodes used for forming the QIrCC presented in [12] of steps, in which our design examples are used for the sake of illustration.
In the first phase, we conceive a beneficial set of subcodes in order to construct a QIrCCEA code whose composite EXIT curve is capable of tuning its shape for covering a wide area of EXIT chart as well as of supporting various entanglement consumption ratios. These beneficial capabilities may allow the resultant QIrCCEA code to perform well, when concatenated according to Fig. 6 with the inner code PTO1R in the context of the specific asymmetric depolarizing channel considered. Accordingly, subcodes generated from a mothercode [56] are retained/discarded based upon the following criteria:
• Have a diverse range of the quantum coding rate;
• Have a diverse range of entanglement ratio;
• Pass the non-catastrophic criterion test of [10] ;
• Have an EXIT curve satisfying the EXIT-chart's area property [57] , where the area under the EXIT curve is proportional to the classical coding rate of Eq. (13). [44] , [58] . This property [44] , [58] may be exploited for determining the achievable rates of forward error control schemes relying on iterative multi-stage coding. Then, the achievable capacity may be used for selecting a specific coding scheme from the available set and may also be used for optimising coding arrangements relying on numerous parameters by using the achievable capacity as a criterion for comparing all legitimate sets of parameters used for specifying the coding arrangement.
Remark 2: The area under the EXIT curve of an inner decoder component is approximately equal to the attainable channel capacity, provided that the channel's input symbols are equiprobable
As a result, the resultant set of meritorious subcodes is listed in Table 3 , while the corresponding EXIT curves are plotted in Fig. 9a , where the labels 'assisted' and 'unassisted' represents the entanglement-assisted subcode and the subcode dispensing with entanglement assistance, respectively. In Table 3 , each subcode is characterised by its quantum code rate R Q as well as by the corresponding classical code rate R c and the entanglement ratio E.
The second phase is dedicated to the near-capacity design carried out according to the specific design requirements, which may proceed as follows:
• Optimise the inner code by finding the most appropriate coding configuration for the given channel conditions. In our design example, we use the PTO1R code for the sake of a fair comparison to the previous work [11] , [12] , [26] , [49] investigated in the context of the symmetric quantum depolarizing channel.
• Create the EXIT curve of the inner PTO1R decoder using the method detailed in [49] for different depolarizing probabilities, namely for p = 0.26, 0.30, 0.35, as seen in Fig. 12 .
• Use the subcode set of Table 3 and then invoke the EXIT curve matching algorithm of [42] for generating the optimised weighting coefficients α φ associated with the highest possible value of depolarizing probabilities p, provided that a sufficiently wide open EXIT tunnel may be seen. Note that the resultant optimised weighting coefficients α φ listed in Fig. 12 have to satisfy both Eq. (14) and Eq. (15).
• The optimised weighting coefficients seen in Fig. 12 are used in the QIrCCEA codec in order to generate the stair-case-shaped decoding trajectory plotted in Fig. 12 , where the most appropriate number of iterations is determined by counting the number of steps, yielding I = 8. Remark 3: It should be noted that we need to have a great number of subcodes in order to always find out a set of optimised weighting coefficients satisfying both Eq. (14) and Eq. (15), when arbitrary values of target R Q and E are given. In our example of employing = 13 subcodes, the resulting set of optimised weighting coefficients detailed in Fig. 12 corresponds to the outer QIrCCEA coding rate R Q = 0.66 and the outer QIrCCEA entanglement ratio of E = 0.19. Accordingly, we arrive at the EXIT chart presented in Fig. 12 , where again I = 8 iterations are sufficient at a depolarizing probability of p E = 0.26 for the QIrCCEA-PTO1R scheme to perform close to the Hashing bound represented by the corresponding noise limit of p * = 0.3118, as seen in Table 4 . The EXIT-chart based predection is confirmed by our QBER/WER simulation results presented in Fig. 10 . More specifically, the QBER-performance of the QIrCCEA-PTO1R scheme is substantially improved upon increasing the number of iterations from I = 2 to I = 8. By contrast, applying I > 8 iterations to the QIrCCEA-PT01R provides no significant QBER-performance improvement as seen in Fig. 12 , hence confirming that I = 8 is the most appropriate number of iterations.
As a result of the improved EXIT curve matching seen in Fig. 12 in comparison to that of Fig. 7 , a significant WER performance improvement can be obtained upon employing the QIrCCEA instead of the PTO1REA, as observed in Fig. 10 , which corresponds to a ratio of D = 0.83 w.r.t. the associated noise limit. Furthermore, apart from an improved WER performance, our QIrCCEA-PTO1R scheme has a higher quantum coding rate of R Q = 0.21 than the rate of R Q = 0.11 used for the PTO1REA-PTO1R scheme.
Additionally, despite the fact that the phase flip probability p z is α = 10 2 times higher than the bit flip probability p x as well as the bit-and-phase flip probability p y , in Fig. 10 we observe similar values of QBER x , QBER y , QBER z for the three type of errors, namely for the bit, bit-and-phase as FIGURE 10. WER/QBER versus depolarizing probability comparison of the QIrCCEA-PTO1R and PTO1REA-PTO1R schemes using a frame length L = 1000 qubits at the channel asymmetry ratio of α = 100, where the parameters of the two coding schemes are comparatively detailed in Table 4 .
well as for the phase errors. As an important conclusion, our QIrCCEA-PTO1R scheme is capable of equalising the influence of these three quantum error types. This benefit of our QIrCCEA-PTO1R scheme is directly reflected by the improvement of the so-called effective relaxation time T 1e and effective dephasing time T 2e , which are also termed as effective coherence times. The effective times are defined by Eq. (1) and Eq. (2), where the bit-flip and phase-flip probabilities are substituted by the QBER x and QBER z , respectively, while the coherent operation duration t of a physical quantum gate remains unchanged. Accordingly, the coherence time improvement is plotted in Fig. 11 for the trapped ion based devices of Table 1 , where we have T 1 = 100 ms and T 1 = 1 ms at a channel asymmetry ratio of α = 100. As seen in Fig. 11 , both the relaxation time T 1 and the dephas- Table 1 , when employing the QIrCCEA-PTO1R coding scheme using a frame length L = 1000 qubits at the channel asymmetry ratio of α = 100.
FIGURE 12.
EXIT chart and associated QBER-performance of the QIrCCEA-PTO1R coding scheme using the inner PTO1R code (R in = 0.33) and the outer QIrCCEA code (R out = 0.49), having the overall quantum code rate of R Q = R in R out = 0.16.
ing time T 2 have been significantly increased in the target operating region seen in Fig. 10 for the QIrCCEA-PTO1R coding scheme, where we have QBER < 10 2 . The highest effective dephasing time of T 2e ≈ 10 4 ms is about 10000 times higher than the original dephasing time of T 1 = 1 ms as well as the adequate operation duration of t ≈ 1 ms. Hence, in practice the employment of the QIrCCEA-PTO1R coding scheme may allow us to bundle significantly more gate operations into the effective dephasing time.
V. CONCLUSIONS
In this contribution, we have analysed the EAQC capacity curves and conceived design guidelines for quantum coding schemes that are capable of eliminating the deleterious effects of quantum flips in quantum devices. Our EXIT chart based technique was demonstrated to be a useful tool for both analysing and designing quantum coding schemes. Our simulation results support our semi-analytical results. The results may be readily used for designing QECC schemes in order to mitigate the errors introduced by quantum devices built from various materials, including trapped ions and solid state Nuclear Magnetic Resonance, which are investigated by the quantum hardware community. Her research interests include quantum error correction codes, channel coding, coded modulation, iterative detection, and cooperative communications. His research interests include quantum computation and quantum information theory, quantum search algorithms, cooperative communications, resource allocation for selforganizing networks, bio-inspired optimization algorithms, and classical and quantum game theory. His research interests include channel codes, quantum error correction codes, and quantum communications. 
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