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Abstract
This paper is devoted to Radon-type transforms arising in Photoacoustic Tomography that
uses integrating line detectors. We consider two situations: when the line detectors are tangent
to the boundary of a cylindrical domain and when the line detectors are located on a plane. We
present the analogue of the Fourier slice theorems for each case of the Radon-type transforms.
Also, we provide several new inversion formulas, a support theorem, and stability estimate and
necessary range condition results.
1 Introduction
Photoacoustic Tomography (PAT) is the best-known example of a hybrid imaging method. It
has applications to functional brain imaging of animals, early cancer diagnostics, and imaging of
vasculature [9]. In 1880, A.G. Bell discovered the photo-acoustic effect [2]. Nearly 100 years later,
it was realized that this effect enables one to combine advantages of pure optical and ultrasound
imaging, providing both high optical contrast and ultrasonic resolution [3]. Nevertheless, PAT has
rather low cost.
In PAT, one induces an acoustic pressure wave inside of an object of interest by delivering optical
energy [18, 29]. This acoustic wave is measured by ultrasound detectors placed on outside of the
object. Irradiated cancerous cells absorb several times more electromagnetic (EM) energy than
the surrounding healthy tissues. Thus, the absorption function, the density of energy absorbed
at a location, contains valuable diagnostic information. The photoacoustic effect implies that the
initial value of a pressure wave is essentially the absorption function [16]. Mathematically, in the
model we study, the problem boils down to recovering the initial data of the three dimensional
wave equation from the values of the solution observed at all times on the surface. This idea was
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implemented in the middle of 1990s [14, 15, 25]. (There are some surveys and books for details and
further references, e.g., [13, 18, 16, 17, 27, 29].)
Various types of detectors have been considered for measuring the acoustic data: point-like de-
tectors, line detectors, planar detectors, cylindrical detectors, and circular detectors (see [4, 5, 8,
21, 30, 31, 32]). While point-like detectors approximately measure the pressure at a given point,
other types of detectors are integrating. More specifically, the line detector measures the value of
integral of the pressure along its length. This data is equivalent to an Abel-type transform of the
surface integral over the cylinders with central axis corresponding to a detector line and whose radii
are arbitrary (for detailed information, see [9, 26]). Since an Abel-type transform can be inverted,
PAT with the line detectors leads to the mathematical problem of reconstructing a function from
integrals over cylindrical surfaces.
Various configurations of line detectors have been considered in [4, 5, 11, 9, 10, 26]. In this article,
we deal with two basic geometries: the line detectors are tangent to a cylinder, and the line
detectors are located on a plane. We call these the cylindrical version and the planar version,
respectively. Some inversion formulas for the first version were found in [10]. In this text, we
address other issues of importance in tomography [22, 23]: a support theorem, a stability estimate,
and necessary range conditions. We also consider an n-dimensional case of this model. In the
planar version, Haltmeier [9] provided a two-step procedure for image reconstruction. In this text,
we define a cylindrical Radon transform and present an analogue of the Fourier slice theorem as
well as a stability estimate and necessary range conditions.
Two different versions of the cylindrical Radon transform are discussed in sections 2 and 4. Various
inversion formulas of the cylindrical version of a cylindrical Radon transform different from those
in [10] are provided in section 2.1. Section 2.2 is devoted to a support theorem for this version of the
transform. In sections 2.3 and 2.4, we provide a stability estimate and the necessary range conditions
of the transform. We also provide inversion formulas, a stability estimate, and the necessary range
conditions of the plane version of a cylindrical Radon transform in sections 4.1, 4.2, and 4.3,
respectively. In sections 3 and 5, we study n-dimensional cases of cylindrical Radon transforms.
2 Cylindrical geometry
We explain first the mathematical model arising in PAT with line detectors as introduced in [10].
Let BkR be the ball in R
k centered at the origin with radius R > 0. Then B2R × R is the solid
cylinder in R3 with radius R. For fixed p ∈ R and θ ∈ S1, let
LC(θ, p) = {(x, y, z) ∈ R3 : (x, y) · θ = R, z = p}
be the line occupied by a detector. Detector lines LC(θ, p) are tangent to the cylinder B
2
R×R (see
Figure 1).
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Figure 1: (a) the cylinder of integration whose the central axis is tangent to the cylinder B2R × R
and (b) the restriction to the {(tθ, z) : t ∈ R, z ∈ R} plane
Definition 1. The cylindrical Radon transform RC maps a function f ∈ C∞c (B2R × R) to
RCf(θ, p, r) =
1
2πr
∫∫
d(LC(θ,p),(x,y,z))=r
f(x, y, z)d̟,
for (θ, p, r) ∈ S1 × R× [0,∞). Here d̟ is the area measure on the cylinder
{(x, y, z) ∈ R3 : d(LC(θ, p), (x, y, z)) = r}
and
d(LC(θ, p), (x, y, z)) :=
√
(R− (x, y) · θ)2 + (p − z)2
denotes the Euclidean distance between the line LC(θ, p) and the point (x, y, z).
By definition, we have
RCf(θ, p, r) =
1
2π
∫
R
π∫
−π
f(tθ⊥ + (R− r cosψ)θ, p+ r sinψ)dψdt,
where p and r are the height and radius of the cylinder of integration and θ is the direction from
the z-axis to the central axis of the cylinder. Also, t is a parameter along the central axis of the
cylinder, θ⊥ in the xy-plane is any unit vector perpendicular to θ, and ψ is the polar angle of the
circle that is the intersection of the plane {(tθ, z) : t ∈ R, z ∈ R} and the cylinder (see Figure 1
(b)).
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2.1 Inversion formulas
We have two integrals in the definition formula of RCf . For fixed θ, the inner integral is a circular
Radon transform with centers on the line {(Rθ, z) : z ∈ R} (see Figure 1 (b)). Also, the outer
integral can be thought of as the 2-dimensional regular Radon transform for a fixed z variable [10].
We start by applying the inversion of the circular Radon transform for fixed θ.
To obtain inversion formulas, we define the operator R∗C for g ∈ C∞c (S1 × R × [0,∞)) by
R∗Cg(θ, ζ, ρ) =
∫
R
g(θ, p,
√
(ζ − p)2 + ρ2)dp,
for z ∈ R and ρ ∈ R.
We have an analogue of the Fourier slice theorem.
Theorem 2. Let f ∈ C∞c (B2R ×R). If g = RCf , then we have for (θ, σ, ξ) ∈ S1 × R×R,
fˆ(σθ, ξ) = π−1R̂∗Cg(θ, ξ, σ)e
−iRσ |σ|, (1)
where fˆ is the 3-dimensional Fourier transform of f , i.e.,
fˆ(ξ1, ξ2, ξ3) =
∫
R3
f(x, y, z)e−i(x,y,z)·(ξ1,ξ2,ξ3)dxdydz,
and R̂∗Cg is the 2-dimensional Fourier transform of R
∗
Cg with respect to (ζ, ρ), i.e.,
R̂∗Cg(θ, ξ, σ) =
∫
R
∫
R
R∗Cg(θ, ζ, ρ)e
−i(ζ,ρ)·(ξ,σ)dpdρ.
Remark 3. We remind the readers of the Fourier slice theorems for the circular and regular Radon
transforms.
When Rf(θ, s) = ∫
θ·(x,y)=s f(x, y)dxdy for (θ, s) ∈ S1×R is the regular Radon transform, we have
R̂f(θ, σ) = fˆ(σθ). Also, when Mf(u, r) = ∫S1 f((u, 0) + rα)dS(α) for (u, r) ∈ R × [0,∞) is the
circular Radon transform, we have fˆ(ξ1, ξ2) = M̂∗Mf(ξ1, ξ2)|ξ2|, where dS is the standard measure
on the unit circle and M∗g(x, y) =
∫
R
g(u,
√
(u− x)2 + y2)du for a function g on R× [0,∞). (For
the proof, see [23, 24].) Equation (1) can be thought of as the combination of two Fourier slice
theorems for the circular and regular Radon transforms.
Proof. Taking the Fourier transform of RCf with respect to p yields
R̂Cf(θ, ξ, r) =
1
2π
∫
R
1∫
−1
fˆ(tθ⊥ + (R − r
√
1− s2)θ, ξ)eirsξ ds√
1− s2dt,
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where fˆ and R̂Cf are the 1-dimensional Fourier transforms of f and RCf with respect to z and p,
respectively. Taking the Hankel transform of order zero of R̂Cf with respect to r, we have
H0R̂Cf(θ, ξ, η) =
1
2π
∞∫
0
∫
R
1∫
−1
fˆ(tθ⊥ + (R− r
√
1− s2)θ, ξ)eirsξ dsdt√
1− s2 J0(rη)rdr
=
1
2π
∞∫
0
∫
R
1∫
−1
fˆ(tθ⊥ + (R− r
√
1− s2)θ, ξ) cos(rsξ)rJ0(rη)dsdtdr√
1− s2
=
1
2π
∫
R
∞∫
0
∞∫
0
fˆ(tθ⊥ + (R− b)θ, ξ) cos(ρξ)J0(η
√
ρ2 + b2)dρdbdt,
(2)
where in the last line, we changed variables (r, s)→ (ρ, b) where r =
√
ρ2 + b2 and s = ρ/
√
ρ2 + b2.
We will use the following identity: for a, b > 0
∞∫
0
J0(a
√
ρ2 + b2) cos(ρξ)dρ =


1√
a2 − ξ2
cos(b
√
a2 − ξ2) if 0 < ξ < a,
0 otherwise
(3)
[6, p.55 (35) vol.1]. Applying this identity (3) to equation (2), we get
H0R̂Cf(θ, ξ, η) =


1
2π
∫
R
∞∫
0
fˆ(tθ⊥ + (R − b)θ, ξ)cos(b
√
η2 − ξ2)√
η2 − ξ2
dbdt if 0 < ξ < η,
0 otherwise.
Substituting η =
√
ξ2 + σ2 yields
H0R̂Cf(θ, ξ, |(ξ, σ)|) = 1
2π
∫
R
∞∫
0
fˆ(tθ⊥ + (R − b)θ, ξ)cos(bσ)
σ
dbdt.
The inner integral in the right hand side is the Fourier cosine transform with respect to b, so taking
the Fourier cosine transform of the above formula, we get
∫
R
fˆ(tθ⊥ + (R − s)θ, ξ)dt = 4
∞∫
0
H0R̂Cf(θ, ξ, |(ξ, σ)|) cos(sσ)σdσ, (4)
where fˆ is the 1-dimensional Fourier transform of f with respect to the last variable z. For a
fixed ξ, one recognizes the Radon transform in the left side. We, thus, can apply the Fourier slice
theorem for the regular Radon transform.
Before doing that, we change the right side of equation (4) into a term containing the backprojection
operator R∗C . Taking the Fourier transform of R
∗
Cg on S
1×R2 with respect to the last two variables
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(ζ, ρ) yields
R̂∗Cg(θ, ξ, σ) =
∫
R
∫
R
e−i(ζ,ρ)·(ξ,σ)R∗Cg(θ, ζ, ρ)dζdρ
=
∫
R
∫
R
e−i(ζ,ρ)·(ξ,σ)
∫
R
g(θ, p,
√
(ζ − p)2 + ρ2)dpdζdρ
=
∫
R
e−iξp
∫
R
∫
R
e−i(ζ−p,ρ)·(ξ,σ)g(θ, p,
√
(ζ − p)2 + ρ2)dζdρdp
=
∫
R
e−iξp
∫
R
∫
R
e−i(ζ,ρ)·(ξ,σ)g(θ, p, |(ζ, ρ)|)dζdρdp
= 2π
∫
R
e−iξpH0g(θ, p, |(ξ, σ)|)dp
= 2πH0gˆ(θ, ξ, |(ξ, σ)|).
(5)
Combining equation (5) with equation (4), we have for g = RCf ,∫
R
fˆ(tθ⊥ + sθ, ξ)dt =
2
π
∞∫
0
R̂∗Cg(θ, ξ, σ) cos((R − s)σ)σdσ
=
2
π
∞∫
0
R̂∗Cg(θ, ξ, σ) cos((s −R)σ)σdσ
=
1
π
∫
R
R̂∗Cg(θ, ξ, σ)e
i(s−R)σ |σ|dσ,
(6)
since R̂∗Cg is even in σ by the evenness in ρ of R
∗
Cg. Taking the Fourier transform of equation (6)
with respect to s completes the proof.
Theorem 4. Let f ∈ C∞c (B2R ×R). If g = RCf , then we have
f(x, y, z) = − 1
4π2
∫
S1
∂2
∂ρ2
R∗Cg(θ, z, ρ)
∣∣∣∣
ρ=(x,y)·θ−R
dS(θ), (7)
where dS is the standard measure on the unit circle S1.
Proof. Using Theorem 2, we have
f(x, y, z) =
1
(2π)3
∞∫
0
∫
S1
∫
R
fˆ(σθ, ξ)|σ|ei(σ(x,y)·θ+zξ)dσdS(θ)dξ
=
1
(2π)3π
∞∫
0
∫
S1
∫
R
R̂∗Cg(θ, ξ, σ)e
−iRσ |σ|2ei(σ(x,y)·θ+zξ)dσdS(θ)dξ
=
1
(2π)4
∫
R
∫
S1
∫
R
R̂∗Cg(θ, ξ, σ)e
−iRσ |σ|2ei(σ(x,y)·θ+zξ)dξdS(θ)dσ.
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Remark 5. Inversion formula (7) is the same as Theorem 1.2 of [10] if
∂ρ
∫
R
RCf(θ, p,
√
(z − p)2 + ρ2)dp =
∫
R
∂ρRCf(θ, p,
√
(z − p)2 + ρ2)dp.
This statement follows from the chain rule, i.e.,
∂ρRCf(θ, p,
√
(z − p)2 + ρ2) = ρ√
(z − p)2 + ρ2∂rRCf(θ, p,
√
(z − p)2 + ρ2)).
There M. Haltmeier obtained it by combining two inversion formulas for the circular Radon trans-
form and the 2-dimensional Radon transform. On the other hand, we obtain it through an analogue
of the Fourier slice theorem.
Equation (6) hints that it is natural to try to use another inversion of the Radon transform, namely
the one using circular harmonics. Let f(t, ϕ, z) be the image function in cylindrical coordinates,
where t = |(x, y)| ∈ [0,∞) and (cosϕ, sinϕ) = (x, y)/|(x, y)| ∈ [0, 2π). Then the Fourier series
of f(t, ϕ, z) and g(θ, p, r) := RCf(θ, p, r) with respect to their angular variables ϕ and θ can be
written as follows:
f(t, ϕ, z) =
∞∑
l=−∞
fl(t, z) e
ilϕ and g(θ, p, r) =
∞∑
l=−∞
gl(p, r) e
ilϑ,
where θ = (cos ϑ, sinϑ) ∈ S1 and the Fourier coefficients are given by
fl(t, z) =
1
2π
2π∫
0
f(t, ϕ, z) e−ilϕdϕ and gl(p, r) =
1
2π
2π∫
0
g(θ, p, r) e−ilϑdϑ.
Consider the l-th Fourier coefficient of the right hand side of formula (6). Then we have∫
S1
∫
R
R̂∗Cg(θ, ξ, σ)e
i(R−s)σ |σ|e−ilϑdσdS(θ) =
∫
R
R̂∗Cgl(ξ, σ)e
i(R−s)σ |σ|dσ, (8)
where R̂∗Cgl is the 2-dimensional Fourier transform of R
∗
Cgl with respect to (ζ, ρ) and
R∗Cgl(ζ, ρ) =
∫
R
gl(p,
√
(ζ − p)2 + ρ2)dp.
According to [22], when g = Rf for the regular 2-dimensional Radon transform R and gl and fl
are the l-th Fourier coefficients of g and f , we have for t > 0,
fl(t) = −π−1
∞∫
t
cosh
(
l arccosh
s
t
) ∂
∂s
gl(s)
ds√
s2 − t2 . (9)
Hence, we get a different type of an inversion formula.
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Theorem 6. Let f ∈ C∞c (B2R ×R). Then we have for t > 0
fl(t, z) =
2
π
∞∫
t
cosh
(
l arccosh
s
t
)
Hρ
∂2
∂2ρ
R∗Cgl(z, s −R)
ds√
s2 − t2 ,
where Hρh(ζ, ρ) is the Hilbert transform of h(ζ, ρ) on ρ.
Proof. Combining the three equations (6), (8), and (9) gives
f̂l(t, ξ) = − 1
π2
∞∫
t
cosh
(
l arccosh
s
t
)∫
R
i sgn(σ)R̂∗Cgl(ξ, σ)e
i(s−R)σσ2dσ
ds√
s2 − t2
=
1
π2
∞∫
t
cosh
(
l arccosh
s
t
) ∫
R
(Hρ∂
2
ρR
∗
Cgl)̂ (ξ, σ)e
i(s−R)σdσ
ds√
s2 − t2 ,
where f̂l is the 1-dimensional Fourier transform of fl with respect to z, and in the last line, we used
the identity Ĥρh(σ) = −i sgn(σ)hˆ(σ).
The regular Radon transform can be obtained from the cylindrical Radon transform.
Theorem 7. Let f ∈ C∞c (B2R ×R). Then we have
∫
R
f(tθ⊥ + (R− s)θ, z)dt = 2
π
∫
R2
∞∫
0
srRCf(θ,−η, r)e−ir2ξe−i(2zη+(z2+s2)+η2)ξξdrdηdξ.
We notice that the expression in the left hand side is the standard 2-dimensional Radon transform
for a fixed z variable. Hence, applying different Radon transform inversions, one gets different
inversions of the cylindrical Radon transform RC . We will follow the idea suggested in [28] to prove
this Theorem 7.
Proof. Let G be defined by
G(θ, p, ξ) :=
∞∫
0
rRCf(θ, p, r)e
−ir2ξdr.
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Then we have
G(θ, p, ξ) =
1
2π
∞∫
0
∫
R
π∫
−π
rf(tθ⊥ + (R− r cosψ)θ, p+ r sinψ)e−ir2ξdψdtdr
=
1
2π
∫
R3
f(tθ⊥ + (R− y)θ, p+ z)e−i(y2+z2)ξdydzdt
=
1
2π
∫
R3
f(tθ⊥ + (R− y)θ, z)e−i(y2+(z−p)2)ξdydzdt
=
e−ip
2ξ
2π
∫
R3
f(tθ⊥ + (R− y)θ, z)e−i(y2+z2)ξe2ipzξdydzdt,
where in the second line, we switched from the polar coordinates (r, ψ) to Cartesian coordinates
(y, z). Making the change of variables r = y2 + z2 yields
G(θ, p, ξ) =
e−ip
2ξ
2π
∫
R2
∞∫
0
f(tθ⊥ + (R −
√
r − z2)θ, z)e
−irξe2ipzξ
2
√
r − z2 drdzdt. (10)
(We do not need to account for f(tθ⊥ + (R +
√
r − z2)θ, z) because f is compactly supported on
B2 × R.) Let us define the function
kθ(t, z, r) :=
{
f(tθ⊥ + (R−√r − z2)θ, z)/√r − z2 if 0 < z2 < r,
0 otherwise.
(11)
Applying equation (11) into (10) gives
G(θ, p, ξ) =
e−ip
2ξ
4π
∫
R3
kθ(t, z, r)e
−irξe2ipzξdrdzdt =
e−ip
2ξ
4π
∫
R
k̂θ(t,−2pξ, ξ)dt,
where k̂θ is the 2-dimensional Fourier transform of kθ with respect to the last two variables (z, r).
Also, we have∫
R
f(tθ⊥ + (R − s)θ, z)dt =
∫
R
skθ(t, z, z
2 + s2)dt
=
1
4π2
∫
R
∫
R
∫
R
sk̂θ(t, η, ξ)e
−i(zη+(z2+s2)ξ)dtdηdξ
=
1
π
∫
R
∫
R
sei
η2
4ξG
(
θ,− η
2ξ
, ξ
)
e−i(zη+(z
2+s2)ξ)dηdξ
=
2
π
∫
R
∫
R
sG(θ,−η, ξ)e−i(2zη+(z2+s2)+η2)ξξdηdξ,
where in the last line, we changed variables η → 2ξη.
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2.2 Support theorem
From the inversion formulas in subsection 2.1, we know that f ∈ C∞c (B2R×R) is uniquely recovered
from RCf . In many practical situations, we know the data (in this case, RCf) only on a subset of
their domain. Hence, it is important that these partial data still determine f uniquely.
By a support theorem, we mean a statement that claims that if integrals of f over all surfaces not
intersecting a set A are equal to zero, then f is equal to zero outside A.
Lemma 8. Let p0 ∈ R, ǫ > 0, B > 0, and θ ∈ S1 be given. Let f ∈ C∞(B2R×R) and suppose that
g = RCf is equal to zero on the open set UB,ǫ = {(p, r) : |p − p0| < ǫ, 0 ≤ r < B}. Then Rθf(p, s)
is equal to zero on the open set VB = {(z, s) : |z − p0|2 + (R− s)2 < B2} where
Rθf(z, s) =
∫
R
f(tθ⊥ + sθ, z)dt.
We will follow the idea suggested in [1] to prove this lemma.
Proof. Without loss of generality, we may assume p0 = 0. Let G(θ, p, r) be defined by
G(θ, p, r) =
r∫
0
g(θ, p, s)sds =
1
2π
r∫
0
∫
R
π∫
−π
f(tθ⊥ + (R− s cosψ)θ, p+ s sinψ)sdψdtds.
Changing the variables s(cosψ, sinψ)→ η = (η1, η2) ∈ R2, we have
G(θ, p, r) =
1
2π
∫
|η|≤r
∫
R
f(tθ⊥ + (R− η1)θ, p+ η2)dtdη.
Differentiating G with respect to p yields
∂
∂p
G(θ, p, r) =
1
2π
∫
|η|≤r
∫
R
∂
∂p
f(tθ⊥ + (R− η1)θ, p + η2)dtdη
=
1
2π
∫
|η|≤r
∫
R
∂
∂η2
f(tθ⊥ + (R− η1)θ, p+ η2)dtdη
=
1
2πr
∫
|η|=r
∫
R
f(tθ⊥ + (R− η1)θ, p+ η2)η2dtdη,
where in the last line, we used the divergence theorem. Now we have
RC(zf)(θ, p, r) =
1
2πr
∫
R
∫
|η|=r
(p+ η2)f(tθ
⊥ + (R− η1)θ, p+ η2)dηdt
= pg(θ, p, r) +
1
2π
∂
∂p
G(θ, p, r) = pg(θ, p, r) +
∂
∂p
r∫
0
g(θ, p, s)sds.
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Let the linear operator D be defined by Dg(θ, p, r) := pg(θ, p, r)+ ∂∂p
∫ r
0 g(θ, p, s)sds. Then RC(zf)
is equal to Dg. By iteration, we have RC(P(z)f) = P(D)g where P is any polynomial. If g = 0 in
UB,ǫ, then P(D)g = 0 in UB,ǫ. Also, we have for any point (p, r) ∈ UB,ǫ,
RC(P(z)f)(θ, p, r) = 1
2πr
∫
|η|=r
∫
R
P(p + η2)f(tθ⊥ + (R − η1)θ, p+ η2)dtdη
=
1
2π
r∫
−r
∫
R
P(p + η2)f(tθ⊥ + (R−
√
r2 − η22)θ, p+ η2)
dtdη2√
r2 − η22
= 0.
Let θ ∈ S1, r > 0, and p ∈ R be fixed. By the Stone-Weierstrass Theorem, we can choose a
sequence of polynomials Pi such that Pi(p+η2) converges to
∫
R
f(tθ⊥+(R−
√
r2 − η22)θ, p+η2)dt
uniformly for |η2| < r. It follows that Rθf(z, s) = 0 in VB .
Theorem 9. Let p0 ∈ R and B > 0. Let f ∈ C∞(B2R × R) and suppose that g = RCf is equal to
zero on the open set UB = {(θ, p0, r) : 0 ≤ θ < 2π, 0 ≤ r < B}. Then f is equal to zero on the set
{(x, y, z) : |(x, y)| > R−
√
B2 − (z − p0)2}.
Proof. Let ǫ > 0 be arbitrary. Then g vanishes on the open set UB−ǫ,ǫ and by Lemma 8, Rθf
vanishes on the open set VB−ǫ. Let z ∈ R be arbitrary. Notice that Rθf(z, s) is equal to zero for
s > R. Then by the support theorem of the regular Radon transform [12, 22], f is equal to zero
on the set {(x, y, z) ∈ R3 : |(x, y)| > R−
√
(B − ǫ)2 − (z − p0)2}.
Corollary 10. Let A ⊂ B2R ×R be a closed set invariant under rotation around z-axis and let f ∈
C∞(B2R ×R). Suppose that for any point (x, y, z) ∈ R3 \A, there are (p(x,y,z), r(x,y,z)) ∈ R× (0,∞)
such that a sphere centered at (Rx/|(x, y)|, Ry/|(x, y)|, p(x,y,z)) with radius r(x,y,z) separates the point
(x, y, z) and A. If g = RCf vanishes on {(θ, p, r) : p = p(x,y,z), 0 ≤ r < r(x,y,z), for any (x, y, z) ∈
R3 \ A}, then f vanishes on R3 \A.
2.3 A stability estimate
In this subsection, we discuss the stability estimate of the cylindrical Radon transform RCf . This
estimate implies the situation where small errors in the data g lead to small errors in the recon-
structed function f . For the purpose of using them in later sections in which we consider functions
on Rn, we define our Sobolev space for Rn. For γ ∈ R, let Hγ(Rn) be the regular Sobolev space
with the norm || · ||γ , i.e.,
Hγ(Rn) = {f ∈ S ′(Rn) : ||f ||γ <∞}
and
||f ||2γ =
∫
Rn
(1 + |ξ|2)γ |fˆ(ξ)|2dξ,
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where S ′(Rn) is the space of tempered distributions and fˆ is the n-dimensional Fourier transform
of f . Let L2n−k(S
k−1 × Rn−k × [0,∞)) be the set of functions g on Sk−1 × Rn−k × [0,∞) with
||g||2 :=
∫
Sk−1
∫
Rn−k
∞∫
0
|g(θ,p, r)|2rn−kdrdpdS(θ) <∞.
Here dS is the standard measure on the unit sphere Sk−1. Then L2n−k(S
k−1 × Rn−k × [0,∞)) is a
Hilbert space. Also, by the Plancherel formula, we have ||g|| = (2π)−k+n−12 ||g˜||, where
g˜(θ, ξ, |ζ|) :=
∫
Rn−k
∫
Rn−k+1
g(θ,p, |w|)e−i(p,w)·(ξ,ζ)dpdw.
LetHγ(Sk−1×Rn−k×[0,∞)) be the set of functions g ∈ L2n−k(Sk−1×Rn−k×[0,∞)) with ||g||γ <∞,
where
||g||2γ :=
∫
Sk−1
∫
Rn−k
∞∫
0
|g˜(θ, ξ, η)|2(1 + |ξ|2 + |η|2)γηn−kdηdξdS(θ).
Theorem 11. For γ ≥ 0, we have
||f ||γ ≤ 4π−1 ||RCf ||γ+1,
for f ∈ Hγ(R3) supported in B2R × R (i.e., n = 3 and k = 2).
Theorem 11 implies that the cylindrical Radon transform is well-posed in the sense that if f
satisfying Cf = g is uniquely determined for any g ∈ Hγ(Sk−1 × Rn−k × [0,∞)), the function f
depends continuously on g.
Remark 12. As mentioned before, RC can be though of as the composition of the circular Radon
transform and the regular Radon transform. We know that the regular Radon transform maps
Hγ(R2) into Hγ+1/2(S1 × R) and the circular Radon transform maps Hγ(R2) into Hγ+1/2(R ×
[0,∞)) which is defined by the norm
∫
R
∞∫
0
|φ˜(ξ, ρ)|2(1 + |ξ|2 + ρ2)γ+1/2ρdρdξ <∞
in [1, 22]. Hence, the estimate in Theorem 11 looks reasonable.
Proof. Let g = RCf . Note that from equation (5), we have
R̂∗Cg(θ, ξ, σ) =
∫
R
e−iξp
∫
R
∫
R
e−i(ζ,ρ)·(ξ,σ)g(θ, p, |(ζ, ρ)|)dζdρdp = g˜(θ, ξ, |(ξ, σ)|). (12)
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Combining this equation and equation (1), we have
fˆ(σθ, ξ) = 4π−1g˜(θ, ξ, |(ξ, σ)|)e−iRσ |σ|.
Hence, we have
||f ||2γ =
∫
R3
(1 + |ι|2 + |ξ|2)γ |fˆ(ι, ξ)|2dιdξ
=
∫
R
∫
S1
∞∫
0
|σ|(1 + |σ|2 + |ξ|2)γ |fˆ(σθ, ξ)|2dσdS(θ)dξ
=
16
π2
∫
S1
∫
R
∞∫
0
|σ|3(1 + |(ξ, σ)|2)γ |g˜(θ, ξ, |(ξ, σ)|)|2dσdξdS(θ)
≤ 16
π2
∫
S1
∫
R
∞∫
0
(1 + |(ξ, σ)|2)γ |(ξ, σ)|2|g˜(θ, ξ, |(ξ, σ)|)|2 |σ|dσdξdS(θ)
=
16
π2
∫
S1
∫
R
∞∫
|ξ|
(1 + |η|2)γ |η|2|g˜(θ, ξ, η)|2ηdηdξdS(θ),
where in the last line, we changed the variable |(ξ, σ)| to η.
2.4 Range conditions
A range description is a collection of a priori conditions that the data RCf must satisfy. Practically
speaking, a range description enables us to check if the data we have is enough to produce an image,
possible saving us the trouble of unnecessary computation. In this subsection, we describe the only
necessary range conditions of the cylindrical Radon transform RCf .
Theorem 13. If g = RCf for f ∈ C∞c (B2R × R), then we have
1. For any z and p,∫
R
g(θ, p,
√
(p − z)2 + (ρ−R)2)dp =
∫
R
g(−θ, p,
√
(p − z)2 + (ρ+R)2)dp.
2. For m = 0, 1, 2, . . ., Pz(θ) is a homogeneous polynomial of degree m in θ, where
Pz(θ) =
∫
R
I−1ρ R
∗
Cg(θ, z, R − s)smds.
Here I−1ρ h(θ, ζ, ρ) is the Riesz potential defined by
̂I−1ρ h(θ, ξ, σ) = |σ|hˆ(θ, ξ, σ) for a function
h(θ, ζ, ρ) on S1 × R × R with its 2-dimensional Fourier transform hˆ(θ, ξ, σ) with respect to
(ζ, ρ).
13
Proof. 1. From equation (1), I−1ρ R
∗
Cg(θ, z, ρ −R) should be equal to I−1ρ R∗Cg(−θ, z,−ρ−R).
2. This follows from equation (6) and the range condition of the regular Radon transform.
3 An n-dimensional case of RC
In this section, we consider the cylindrical Radon transform RC of a function f ∈ C∞c (BkR ×Rn−k)
where n ≥ 3 is arbitrary. As mentioned before (see also [10]), the cylindrical Radon transform
RC of a 3-dimensional function f ∈ C∞c (B2R × R) can be decomposed into the circular Radon
transform and the regular 2-dimensional Radon transform. A natural n-dimensional analog of the
cylindrical Radon transform would split into the composition of the n − 1-dimensional spherical
Radon transform and the 2-dimensional Radon transform. We consider a more general possibility.
Namely, we define RCn,kf of a function f ∈ C∞c (BkR × Rn−k) that decomposes into the n − k + 1-
dimensional spherical Radon transform and the regular k-dimensional Radon transform. We define
RCn,kf for 1 < k ≤ n− 1 and (θ,p, r) ∈ Sk−1 × Rn−k × [0,∞) as follows:
RCn,kf(θ,p, r) =
1
|Sn−k|
∫
θ⊥
∫
Sn−k
f(τ + (R− rα1)θ,p+ rα′)dS(α)dτ ,
where α = (α1,α
′) ∈ Sn−k and θ⊥ refers to {(τ ,p) ∈ Rk × Rn−k : τ · θ = 0}. Then we have an
analogue of the Fourier slice theorem, similar to Theorem 2.
Theorem 14. Let f ∈ C∞c (BkR×Rn−k). If g = RCn,kf , then we have for (θ, ξ, σ) ∈ Sk−1×Rn−k×R,
fˆ(σθ, ξ) = 2|Sn−k|(2π)−n+k−1R̂∗Cn,kg(θ, ξ, σ)e
−iRσ |(ξ, σ)|n−k−1|σ|,
where fˆ is the n-dimensional Fourier transform of f , i.e.,
fˆ(ξ) =
∫
Rn−k
∫
Rk
f(x, z)e−i(x,z)·ξdxdz, ξ = (ξ1, ξ2, · · · , ξn) ∈ Rn,
and R̂∗Cn,kg is the n− k + 1-dimensional Fourier transform of R∗Cn,kg in (ζ, ρ), i.e.,
R̂∗Cn,kg(θ, ξ, σ) =
∫
R
∫
Rn−k
R∗Cg(θ, ζ, ρ)e
−i(ζ ,ρ)·(ξ,σ)dζdρ.
Here
R∗Cn,kg(θ, ζ, ρ) =
∫
Rn−k
g(θ,p,
√
|ζ − p|2 + ρ2)dp,
for g ∈ C∞c (Sk × Rn−k × [0,∞)) and (ζ, ρ) ∈ Rn−k ×R.
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This theorem is natural in view of Remark 1 in section 2. The proof of this theorem is the almost
same as that of Theorem 2. Instead of taking the Hankel transform in r, one takes the radial
Fourier transform, i.e.,
η
n−k−2
2
∞∫
0
r
n−k
2 Jn−k−2
2
(rη)R̂Cn,kf(θ, ξ, r)dr. (13)
(When f(x) = f0(|x|) for x ∈ Rn, the Fourier transform fˆ of f with respect to x ∈ Rn becomes
fˆ(ξ) = (2π)
n
2
∞∫
0
r
n
2 |ξ| 2−n2 Jn−2
2
(r|ξ|)f0(r)dr. (14)
We call the left hand side of equation (14) without the constant (2π)
n
2 the radial Fourier transform.)
Also, we need the identity ∫
Sn−1
eiξ·θdS(θ) = (2π)n/2|ξ|(2−n)/2J(n−2)/2(|ξ|)
(see [7]). Lastly instead of the identity (3), we need the following identity: for a, b > 0 and
µ > ν > −1,
∞∫
0
ρν+
1
2 (ρ2 + β2)−
1
2
µJµ(a
√
ρ2 + b2)Jν(ρ|ξ|)(ρ|ξ|)1/2dρ
=


a−µ|ξ|ν+ 12 b−µ+ν+1(a2 − |ξ|2) 12µ− 12ν− 12Jµ−ν−1(b
√
a2 − |ξ|2) if 0 < |ξ| < a,
0 otherwise
(15)
[6, p.59 (18) vol.2]. The other steps are the same as in the proof of Theorem 2.
For γ < n− k + 1, we define the linear operators Iγ and Iγρ by
Îγh(θ, ξ, σ) = |(ξ, σ)|−γ hˆ(θ, ξ, σ) and Îγρh(θ, ξ, σ) = |σ|−γ hˆ(θ, ξ, σ),
for a smooth and compactly supported function h(θ, ζ, ρ) on Sk−1 × Rn−k × R with its n− k + 1-
dimensional Fourier transform hˆ with respect to (ζ, ρ). Then we have the inversion similar to
Theorem 4.
Theorem 15. Let f ∈ C∞c (BkR × Rn−k). If g = RCn,kf , then we have for (x, z) ∈ Rk × Rn−k,
f(x, z) =
|Sn−k|
(2π)n
∫
Sk−1
I−kρ I
1−n+kR∗Cn,kg(θ, z, ρ)
∣∣∣
ρ=x·θ−R
dS(θ). (16)
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To obtain inversion formula similar to Theorem 6, let f(t,ϕ, z) be the image function in cylindrical
coordinates where t = |x| and ϕ = x/|x| ∈ Sk−1. Let us expand f(ρ,ϕ, z) and g(θ,p, r) in spherical
harmonics:
f(t,ϕ, z) =
∞∑
l=0
N(k,l)∑
j=0
flj(t, z)Ylj(ϕ) and g(θ,p, r) =
∞∑
l=0
N(k,l)∑
j=0
glj(p, r)Ylj(θ),
where Ylj is a spherical harmonic and
N(k, l) =
(2l + k − 2)(k + l − 3)!
l!(k − 2)! , N(k, 0) = 1.
According to [22], when g = Rf for the regular k-dimensional Radon transform R and glj and flj
are the spherical coefficients of g and f , we have for t > 0,
flj(t) =
(−1)k−1
2πk/2
Γ((k − 2)/2)
Γ(k − 2) t
2−k
∞∫
t
(s2 − t2)(k−3)/2C(k−2)/2l
(s
t
) ∂k−1
∂sk−1
glj(s)ds, (17)
where C
(k−2)/2
l is the (normalized) Gegenbauer polynomial of degree l. From Theorem 14, we have∫
θ⊥
fˆ(τ + sθ, ξ)dτ =
2|Sn−k|
(2π)n−k+1
∫
R
R̂∗Cn,kg(θ, ξ, σ)e
i(s−R)σ |σ||(ξ, σ)|n−k−1dσ, (18)
where fˆ(τ+sθ, ξ) is the k-dimensional Fourier transform of f(τ+sθ, z) with respect to z. Consider
the lj-th spherical coefficient of the right hand side of formula (18). Then we have∫
Sk−1
∫
R
R̂∗Cn,kg(θ, ξ, σ)e
i(s−R)σ |σ||(ξ, σ)|n−k−1Ylj(θ)dσdS(θ)
=
∞∫
0
R̂∗Cn,kglj(ξ, σ)e
i(s−R)σ |σ||(ξ, σ)|n−k−1dσ.
(19)
Theorem 16. Let f ∈ C∞c (BkR × Rn−k). Then we have for ρ > 0
flj(t, z) = 2πckt
2−k
∞∫
t
(s2 − t2)k−32 C
k−2
2
l
(s
t
)
Hs
∂k
∂sk
I1+k−nR∗Cn,kglj(z, s −R)ds,
where
ck =
(−1)k−1|Sn−k|
π
k
2 (2π)n−k+1
Γ((k − 2)/2)
Γ(k − 2) .
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Proof. Applying equation (17) to equations (18) and (19) implies that f̂lj(t, ξ) is equal to
ckt
2−k
∞∫
t
(s2 − t2)k−32 C
k−2
2
l
(s
t
) ∞∫
0
i sgn(σ)
(
∂k
∂sk
R∗Cn,kglj
)̂
(ξ, σ)ei(s−R)σ
× |(ξ, σ)|n−k−1dσds,
where f̂lj is the n− k-dimensional Fourier transform of flj with respect to z.
Also, we can get the following theorem similar to Theorem 7.
Theorem 17. Let f ∈ C∞c (BkR × Rn−k). Then
∫
θ⊥
f(τ + sθ, z)dτ can be represented as
4|Sn−k|
(2π)n−k+1
∫
R
∫
Rn−k
∞∫
0
(R− s)rRCn,kf(θ,−p, r)e−ir
2ξe−i(2z·p+(|z|
2+(R−s)2)+|p|2)ξξdrdpdξ.
As in section 2, we can obtain a stability estimate, a support theorem and necessary range conditions
for RCn,k .
Theorem 18. We have
||f ||γ ≤ 2|Sn−k|(2π)−n+k−1 ||RCn,kf ||γ+(n−1)/2,
for f ∈ Hγ(Rn) supported in BkR × Rn−k.
Theorem 19. Let p0 ∈ Rn−k and B > 0. Let f ∈ C∞(BkR × Rn−k) and suppose that g = RCn,kf
is equal to zero on the open set UB = {(θ,p0, r) : 0 ≤ θ < 2π, 0 ≤ r < B}. Then f is equal to zero
on the set {(x, z) ∈ Rk × Rn−k : |x| > R−
√
B2 − |z− p0|2}.
Remark 20. We can obtain the same result as Theorem 13 for an n-dimensional case using
Theorem 14 instead of Theorem 2.
4 Planar geometry
Let us first explain the mathematical model arising in PAT with line detectors introduced in [9].
Let LP (θ, p) = {(0, y, z) ∈ R3 : (y, z) ·θ = p} for p > 0 and θ ∈ S1 be the location of a line detector.
Then we have LP (θ, p) = LP (−θ,−p) and the detector line LP (θ, p) is located on the yz-plane.
Definition 21. Let a function f be even in x. The cylindrical Radon transform RP maps f ∈
C∞c (R
3) into
RP f(θ, p, r) =
1
2πr
∫∫
d(LP (θ,p),(x,y,z))=r
f(x, y, z)d̟,
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(a)
LP (θ, p)
z
θ
p
x
y
(b)
θ
p
r
ψ
x
Figure 2: (a) the cylinder of integration whose the central axis is located on the yz-plane and (b)
the restriction to the {(x, tθ) : x ∈ R, t ∈ R} plane
for (θ, p, r) ∈ S1 × R× [0,∞). Here d̟ is the area measure on the cylinder
{(x, y, z) ∈ R3 : d(LP (θ, p), (x, y, z)) = r},
and
d(LP (θ, p), (x, y, z)) :=
√
x2 + (p− (y, z) · θ)2
denotes the Euclidean distance between the line LP (θ, p) and the point (x, y, z).
We notice that if a function f is odd in x, then RP f is equal to zero.
Remark 22. We have RPf(θ, p, r) = RPf(−θ,−p, r).
By definition, we have
RP f(θ, p, r) =
1
2π
∫
R
π∫
−π
f(r cosψ, tθ⊥ + (p− r sinψ)θ)dψdt,
where r is the radius of the cylinder of integration, p and θ are the distance and the direction from
the origin to the central axis of the cylinder, t is a parameter variable of the central axis of the
cylinder, and ψ is the polar angle of the circle that is the intersection of a plane {(x, tθ) : t ∈ R, x ∈
R} and the cylinder.
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4.1 Inversion formulas
We have two integrals in the definition formula of RPf . Like RCf , the inner integral is a circular
Radon transform with centers on the line for fixed θ, and the outer integral can be thought of as
the 2-dimensional regular Radon transform for a fixed x-coordinate [9]. Similarly, we start to apply
the inversion of the circular Radon transform for a fixed θ.
Theorem 23. Let f ∈ C∞c (R3) be even in x. If g = RP f , then we have
fˆ(ξ, σθ) = 4|ξ|R̂∗P g(θ, σ, ξ), (20)
where fˆ is the 3-dimensional Fourier transform of f with respect to (x, y, z) ∈ R3 and R̂∗P g is the
2-dimensional Fourier transforms of R∗P g := R
∗
Cg and (ζ, ρ) ∈ R2 (see Theorem 2).
Notice that the evenness of g in (θ, p) implies the evenness of R̂∗P g in (θ, σ).
Remark 24. Theorem 23 can be thought of as the combination of two Fourier slice theorems for
the circular and regular Radon transforms.
Proof. By definition, RP f can be represented by
RPf(θ, p, r) =
1
2π
∫
R
1∫
−1
f(r
√
1− s2, tθ⊥ + (p− rs)θ) ds√
1− s2dt.
Taking the Fourier transform of RPf with respect to p yields
R̂P f(θ, σ, r) =
1
π
1∫
−1
fˆ(r
√
1− s2, σθ)eirsσ ds√
1− s2 ,
where fˆ and R̂Pf are the Fourier transforms of f and RP f with respect to (y, z) ∈ R2 and p ∈ R,
respectively. Taking the Hankel transform H0 of R̂P f with respect to r, we have
H0R̂P f(θ, σ, η) =
1
π
∞∫
0
1∫
−1
fˆ(r
√
1− s2, σθ)eirsσ ds√
1− s2J0(rη)rdr
=
2
π
∞∫
0
1∫
−1
fˆ(r
√
1− s2, σθ)J0(rη)r cos(rsσ) ds√
1− s2dr
=
1
2π
∞∫
0
∞∫
0
fˆ(b, σθ) cos(ρσ)J0(η
√
ρ2 + b2)dρdb,
(21)
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where in the last line, we made a change of variables (r, s) → (ρ, b) where r =
√
ρ2 + b2 and
s = ρ/
√
ρ2 + b2. Applying the identity (3) to equation (21), we get
H0R̂Pf(θ, σ, η) =


2
π
∞∫
0
fˆ(b, σθ)
cos(b
√
η2 − σ2)√
η2 − σ2
db if 0 < σ < η,
0 otherwise.
Substituting η =
√
ξ2 + σ2 yields
H0R̂P f(θ, σ, |(σ, ξ)|) = 2
π
∞∫
0
fˆ(b, σθ)
cos(bξ)
ξ
db =
1
π
fˆ(ξ, σθ)|ξ|−1. (22)
As in the proof of Theorem 2, we change the right side of equation (22) into a term containing the
backprojection operator R∗P . We have R̂
∗
P g(θ, σ, ξ) = 2πH0gˆ(θ, σ, |(σ, ξ)|), so we get equation (20).
Let the linear operator Iζ and Iρ be defined by
̂I−1ζ h(θ, σ, ξ) = |σ|hˆ(θ, σ, ξ) and̂I−1ρ h(θ, σ, ξ) =
|ξ|hˆ(θ, σ, ξ) for a smooth and compactly supported function h(θ, ζ, ρ) on S1 × R × R with its 2-
dimensional Fourier transform hˆ(θ, σ, ξ) with respect to (ζ, ρ). Then we have the following inversion
formula.
Theorem 25. Let f ∈ C∞c (R3) be even in x. Then we have for g = RP f
f(x, y, z) = 4π−1
∫
S1
I−1ζ I
−1
ρ R
∗
P g(θ,θ · (y, z), x)dS(θ).
Notice that from equation (20), we have∫
R
f(x, tθ⊥ + sθ)dt = 4I−1ρ R
∗
P (θ, s, x). (23)
As in section 2.1, let f(x, t, ϕ) be the image function in cylindrical coordinates where (y, z) =
t(cosϕ, sinϕ). Consider the l-th Fourier coefficient of the right hand side of formula (23). Then we
have ∫
S1
I−1ρ R
∗
P g(θ, s, x)e
−ilϑdS(θ) = I−1ρ R
∗
P gl(s, x), (24)
where θ = (cos ϑ, sinϑ). Applying equation (9) to equation (24), we have the following theorem
similar to Theorem 6.
Theorem 26. Let f ∈ C∞c (R3) be even in x. Then we have for t > 0
fl(x, t) = − 4
π
∞∫
t
(s2 − t2)−1/2 cos
(
l arccos
(s
t
)) ∂
∂s
I−1ρ R
∗
P gl(s, x)ds.
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Also, we have another relation between the Radon transform and RP similar to Theorem 7.
Theorem 27. Let f ∈ C∞c (R3) be even in x. Then we have
∫
R
f(x, tθ⊥ + zθ)dt =
2
π
∫
R
∫
R
∞∫
0
zrRP f(θ,−p, r)e−ir2σe−i(2xp+(z2+x2)+p2)σσdrdpdσ.
The proof is the same as that of Theorem 7 except for the obvious necessary changes.
4.2 A stability estimate
In this subsection, we discuss the stability estimate of the cylindrical Radon transform RP .
For γ ≥ 0, let us define Hγe (Rn) := {f ∈ Hγ(Rn) : f is even in x}, where (x, z) ∈ R × Rn−1. As in
subsection 2.3, let L21(S
n−2 × R× [0,∞)) be the set of functions g on Sn−2 × R× [0,∞) with
||g||2 :=
∫
Sn−2
∫
R
∞∫
0
|g(θ, p, r)|2rdrdpdS(θ) <∞.
Then L21(S
n−2 × R × [0,∞)) is a Hilbert space. Also, by the Plancherel formula, we have ||g|| =
(2π)−3||g˜||, where
g˜(θ, σ, |ζ|) :=
∫
R2
∫
R
g(θ, p, |w|)e−i(p,w)·(σ,ζ)dpdw.
Let Hγ(Sn−2×R× [0,∞)) be the set of functions g ∈ L21(Sn−2×R× [0,∞)) with ||g||γ <∞, where
||g||2γ :=
∫
Sn−2
∫
R
∞∫
0
|g˜(θ, σ, η)|2(1 + |σ|2 + |η|2)γηdηdσdS(θ).
Theorem 28. For γ ≥ 0, there exists a constant c such that for f ∈ Hγe (R3),
||f ||γ ≤ c||RP f ||γ+1.
Proof. Let g = RPf . Similar to equation (5), we have
R̂∗P g(θ, σ, ξ) =
∫
R
e−iσp
∫
R
∫
R
e−i(ζ,ρ)·(σ,ξ)g(θ, p, |(ζ, ρ)|)dζdρdp = g˜(θ, σ, |(σ, ξ)|). (25)
Combining this equation (25) and equation (20), we have
fˆ(ξ, σθ) = 4|ξ|g˜(θ, σ, |(σ, ξ)|).
21
Hence, we have
||f ||2γ =
∫
R3
(1 + |ι|2 + |ξ|2)γ |fˆ(ξ, ι)|2dιdξ
= 2−1
∫
S1
∫
R
∫
R
|σ|(1 + |σ|2 + |ξ|2)γ |fˆ(ξ, σθ)|2dξdσdS(θ)
= 8
∫
S1
∫
R
∫
R
|σ|(1 + |(σ, ξ)|2)γ |ξ|2|g˜(θ, σ, |(σ, ξ)|)|2dξdσdS(θ)
= 16
∫
S1
∫
R
∞∫
0
|σ|(1 + |(σ, ξ)|2)γ |ξ|2|g˜(θ, σ, |(σ, ξ)|)|2dξdσdS(θ)
= 16
∫
S1
∫
R
∞∫
|σ|
√
η2 − σ2|σ|(1 + η2)γ |g˜(θ, σ, η)|2ηdηdσdS(θ),
where in the last line, we changed the variable |(σ, ξ)| to η. Continuing the computation yields
||f ||2γ ≤ c
∫
S1
∫
R
∞∫
0
(1 + η2)γ+1|g˜(θ, σ, η)|2ηdηdσdS(θ).
4.3 Range conditions
From Theorem 23, we have necessary range conditions for Rp as follows:
Theorem 29. If g = RP f for a function f ∈ C∞(R3) even in x, then we have
1. g(θ, p, r) = g(−θ,−p, r) and
2. for m = 0, 1, 2, . . ., Px(θ) is a homogeneous polynomial of degree m in θ, where
Px(θ) =
∫
R
g(θ, p,
√
(s− p)2 + x2)smds.
Proof. 1. This is shown in Remark 1.
2. From equation (20) and the range description of the regular Radon transform, we have that for
fixed x, the polynomial
∫
R
I−1ρ R
∗
P g(θ, s, x)s
mds is homogeneous of degree m in θ, which implies
that Px(θ) is a homogeneous polynomial of degree m in θ.
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5 An n-dimensional case of RP
As in section 3, we consider the cylindrical Radon transform RP of a function f ∈ C∞c (Rn). Assume
n ≥ 3. We define RPn of a function f ∈ C∞c (Rn) even in x ∈ R by
RPnf(θ, p, r) =
1
2π
∫
θ⊥
2π∫
0
f(r cosψ, τ + (p− r sinψ)θ)dψdτ ,
for (θ, p, r) ∈ Sn−2 × R × [0,∞) and (x, z) ∈ R × Rn−1. Here θ⊥ actually refers to {(0, τ ) ∈
R×Rn−1 : τ ·θ = 0}. We still have RPnf(θ, p, r) = RPnf(−θ,−p, r). The n-dimensional cylindrical
Radon transform RPn can be decomposed into the circular Radon transform and the regular n− 1-
dimensional Radon transform.
Theorem 30. Let f ∈ C∞c (Rn) be even in x ∈ R. If g = RPnf , then we have
fˆ(ξ, σθ) = 4|ξ|R̂∗Png(θ, σ, ξ), (26)
where fˆ is the n-dimensional Fourier transform of f with respect to (x, z) ∈ R × Rn−1 and R̂∗Png
is the 2-dimensional Fourier transform of with respect to (ζ, ρ) ∈ R× R. Here for a function g on
Sn−2 × R× [0,∞),
R∗Png(θ, ζ, ρ) =
∫
R
g(θ, p,
√
(ζ − p)2 + ρ2)dp.
This proof is similar to that of Theorem 23.
Theorem 31. Let f ∈ C∞c (Rn) be even in x. Then we have
f(x, z) = 2(2π)2−n
∫
Sn−2
I2−nζ I
−1
ρ R
∗
Png(θ,θ · z, x)dS(θ),
for g = RPnf and (x, z) ∈ R× Rn−1.
Let f(x, t,ϕ) be the image function, where t = |z| and ϕ = z/|z| ∈ Sn−2. Consider the series of
f(x, t,ϕ) and g(θ, p, r) expanded in spherical harmonics:
f(x, t,ϕ) =
∞∑
l=0
N(n−1,l)∑
j=0
flj(x, t)Ylj(ϕ) and g(θ, p, r) =
∞∑
l=0
N(n−1,l)∑
j=0
glj(p, r)Ylj(θ).
From equation (26), we have ∫
θ⊥
f(x, τ + sθ)dτ = 4I−1ρ R
∗
Png(θ, s, x). (27)
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Consider the lj-th spherical coefficient of the right hand side of formula (27). Then we have∫
Sn−2
I−1ρ R
∗
Png(θ, s, x)Ylj(θ)dS(θ) = I
−1
ρ R
∗
Pnglj(s, x). (28)
Applying equation (28) to equation (9), we have the following theorem.
Theorem 32. Let f ∈ C∞c (Rn) be even in x. Then we have for t > 0,
flj(x, t) = 4cn−1t
3−n
∞∫
t
(s2 − t2)n−42 C
n−3
2
l
(s
t
) ∂n−2
∂sn−2
I−1ρ R
∗
Pnglj(s, x)ds,
where
cn =
(−1)n−1
2π
n
2
Γ((n− 2)/2)
Γ(n− 2) .
Also, as in subsection 4.1, we have the following theorem.
Theorem 33. Let f ∈ C∞c (Rn) be even in x. Then we have
∫
θ⊥
f(x, τ + sθ)dτ =
2
π
∫
R
∫
R
∞∫
0
srRPnf(θ,−p, r)e−ir
2σe−i(2xp+(s
2+x2)+p2)σσdrdpdσ.
As in section 4, we can obtain a stability estimate and necessary range conditions for RPn .
Theorem 34. For γ ≥ 0, there exists a constant cn such that for f ∈ Hγe (Rn),
||f ||γ ≤ cn||RPnf ||γ+n−2.
Proof. Let g = RPf . As in the proof of Theorem 28, using equation (26), we have
fˆ(ξ, σθ) = 4|ξ|g˜(θ, σ, |(σ, ξ)|),
and
||f ||2γ =
∫
R
∫
Rn−1
(1 + |ι|2 + |ξ|2)γ |fˆ(ξ, ι)|2dιdξ
= 8
∫
Sn−2
∫
R
∫
R
|σ|n−2(1 + |(σ, ξ)|2)γ |ξ|2|g˜(θ, σ, |(σ, ξ)|)|2dξdσdS(θ)
= 16
∫
Sn−2
∫
R
∞∫
|σ|
√
η2 − σ2|σ|n−2(1 + η2)γ |g˜(θ, σ, η)|2ηdηdσdS(θ),
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Here, we changed the variables |(σ, ξ)| to η. Hence, we have
||f ||2γ ≤ cn
∫
Sn−2
∫
R
∞∫
|σ|
|σ|n−2(η2 − σ2)(n−2)/2(1 + η2)γ |g˜(θ, σ, η)|2ηdηdσdS(θ)
≤ cn
∫
Sn−2
∫
R
∞∫
0
(1 + η2)γ+n−2|g˜(θ, σ, η)|2ηdηdσdS(θ),
since 2|σ|(η2 − σ2)1/2 ≤ η2.
Remark 35. Theorem 29 holds for RPn for n ≥ 3.
6 Conclusion
In this article, we study two different versions of cylindrical Radon transforms arising in PAT.
We describe some inversion formulas of these transforms and discuss their stability estimate and
necessary range conditions.
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