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ABSTRACT
In this thesis we consider the structure of magnetic ion centers with 3d-electrons in quantum dots
under the effects of Coulomb and exchange interaction between the 3d-electrons of the impurity
centers and the confined electrons (or holes) existing inside the nanocrystals. In particular, we are
interested how this interaction changes the photoluminescence properties of those materials. We
will make use of representation theory and the symmetry of the crystal structure to find the
orthonormal wave functions that make up the wave functions of the outer, 3d-electrons inside our
dot. The Coulomb and exchange interaction between the extra electron and the states of the
impurity ions together with the confinement effect are expected to mix the wave functions, split





In Bulk II-VI semiconductor compounds, such as CdSe, CdS, ZnS, ZnSe, or GaAs, doping
of transition metal or rare-earth elements is used to obtain efficient magnetic and optical
properties. With recent developments in nanotechnology, magnetic ion-doped quantum dots have
become a great interest and are studied intensively. Successful incorporation of magnetic ions into
single colloidal nanocrystals in different labs has been reported [1–4], opening the door for many
applications using doped dots in spintronics and quantum information technology. Optical
spectra from single quantum dot doped by magnetic elements such as Mn, Fe, Cr, Co have been
investigated [1, 5–7].
The impurity states in a doped nanocrystal are reported to play an important role in the
electronic structure, transition probabilities, and the optical properties of the nanocrystal. The
optical properties of the impurity centers in nanocrystals are very different from the bulk cases.
One such example is Mn2+. Well known as an activator for photoluminescence (PL) and
electroluminescence, the Mn2+ ion has been among the first magnetic ions to be doped into a
semiconductor nanocrystal [1]. It was claimed [1, 7] that the Mn-doped ZnS nanocrystal can yield
both high luminescence efficiency and significant lifetime shortening. The yellow emission is
reported slightly shifted toward a lower energy (in nanocrystal ZnS:Mn it peaks at 2.10 eV
instead of around 2.12 eV in bulk). The reported line width of the yellow emissions in the PL
spectrum for a nanocrystal is larger than in bulk and, more importantly, the luminescence lifetime
of the 4T–6A transition was reported to decrease by 5 orders of magnitude, from 1.8 ms in bulk to
3.7ns and 20.5ns in nanocrystals, while maintaining the high (18%) quantum efficiency.
Considerable attention has been paid to optical properties of this kind of material afterward, and
the increase in luminescence efficiency as well as the lifetime shortening of different quantum dots
and quantum wells have been reported [8–12]. Different models have been proposed to explain the
processes occurring with the impurity centers inside the confined nanocrystals [7, 13, 14], but the
effects of the confinement on the energy structure and transitions of impurity center in the
nanocrystals remain controversial and probably consist of several different mechanisms.
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Some of these include strong hybridization of the s–p electrons of the ZnS host and
3d-electrons of the impurity due to confinement, and the modification of the crystal field near the
surface of the nanocrystals [7]. In [15], Huong and Birman proposed that the Coulomb and
exchange interaction of the 3d-electrons of the impurity centers with the confined electrons (or
holes) existing inside the nanocrystals could change the photoluminescence properties in general.
This could explain the observed shortening of lifetime and enhancement of the quantum efficiency
in the specific Mn+2 center case. In the strong confinement approximation, the boundary
conditions enhance the coupling, and the effect on PL will be large.
Following the study of the effect of the confinement on the Mn2+ center in a
semiconductor nanocrystal [15], in this thesis we consider the structure of magnetic ion centers
with 3d-electrons in quantum dots under the effects of Coulomb and exchange interaction between
the 3d-electrons of the impurity centers and the confined electrons (or holes) existing inside the
nanocrystals could change the photoluminescence properties of the semiconductor dot. The
impurity centers of interest are of magnetic elements with 3d-electrons for instance, Mn2+, Fe2+,
and Co2+ in II-VI semiconductor nanocrystals. The Coulomb and exchange interaction between
the extra electron and the states of the impurity ions, together with the confinement effect, are
expected to mix the wave functions, split the impurity energy levels, break the previous selection
rules, and change the transition probabilities.
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CHAPTER 2
WAVE FUNCTIONS OF THE CONFINED ELECTRON AND THE IMPURITY
CENTER
In our theory, the electrons of the quantum dot will strongly interact with the electron of
the impurity center. Due to this interaction, the original energy level of the impurity center in the
crystal field will be split, the wave function will be mixed, and the selection rules will be broken.
Then the previously forbidden transition will become allowed and the photoluminescence of the
nanocystal will be changed.
2.1 THE EXTRA ELECTRON CONFINED INSIDE THE DOPED DOT
In order to calculate the interaction between the impurity doping center and an electron
which might exist inside the dot or be injected into the dot to control the emission in the
nanocrystal, we will use the wave function of the electron confined in a spherical quantum dot.


















is the electron spin function, and Rdot1s is the













where jl is the spherical Bessel function and χnl is the n
th root of the spherical Bessel Functions.
The envelope function is chosen to meet the boundary condition, which requires the wave
function is zero at the boundary of the quantum dot.
2.2 A SINGLE 3d-ELECTRON IN THE CRYSTAL FIELD
Impurity centers are foreign ions replacing host ions or placed interstitially in the lattice.
When such a center is placed in the crystal field of the host semiconductor lattice, the crystal
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(due to the ions of the lattice) affects the energy structure of the ion from the crystal field state of
the ion.
We are interested in doping the semiconductor lattice ZnS with transition metal ions,
though the computational result should hold for any crystal lattice with Oh symmetry. Transition
metals belong to the special class of elements which have n, 3d-electrons (3dn shell) in the outer
shell. In this section we will introduce the wave function of a single 3d-electron in octahedral
crystal field, then in the next section we will see how to obtain the states of the n, 3d-electrons.
The 3d-electrons, where the d corresponds with l = 2, are five-fold degenerate energy level.
In an octahedral crystal field, the fivefold degenerate 3d level will split principally into two levels:
the twofold degenerate level e with the additional energy +6Dq and the threefold degenerate level
t2 with the additional energy −4Dq [16, 17], where D = 14πε0
35ze2
4a5
and q = 2105〈r4〉3d, with q being
the distance between the lattice sites and −ze being the charge of the ion and −e the charge of an
electron. The parameters D and q always appear together as a product Dq, which could be
regarded as the strength of the octahedral field. The wave functions of 3d-electron orbitals are u
and v which belong to the E irreducible representation and ζ, η, and ξ which belong to the T2







Figure 1. ENERGY SPLITTING OF A SINGLE 3d-ELECTRON IN AN OCTOHEDRAL CRYS-
TAL FIELD
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Here the wave functions have the form
|u〉 = R3dY 02
|v〉 = 2− 12R3d
(




|ζ〉 = i2− 12R3d
(




|η〉 = −2− 12R3d
(
Y 12 − Y −12
)
|ξ〉 = i2− 12R3d
(
Y 22 − Y −22
)
,
where Y ml are the spherical harmonics and the radial functions of the nd-electrons.
2.3 THE 3dn ELECTRON IN AN OCTAHEDRAL CRYSTAL FIELD
The magnetic ions of interest have configurations with outer 3dn electrons. Mn has a 3d5
configuration, Fe has a 3d6 configuration, and Co2+ has a 3d7 configuration. For Mn2+ in the




for Co and the transition 3A2–
5E for Fe2+ will be considered. Due to spin differences, the above
transitions are spin forbidden. In the strong-crystal-field case, the wave functions of the
multi-3d-electron Hamiltonian will be the product of these one-electron orbitals. Let us start with
the reduction process for the two 3d-electron configurations.
2.4 FOR 3d2 CONFIGURATIONS
For two 3d-electrons, the wave functions will belong to representations contained within
the Kronecker products of the possible representations for the electrons. In particular we are
interested in the products
e× e = A1 +A2 + E
e× t2 = T1 + T2
t2 × t2 = A1 + E + T1 + T2,
where A is one dimensional, E is two dimensional, and T is three dimensional. Here we use the
notation found in [18] where lower case letters are used for the electrons and the systems use
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capital letters. A subscript 1 indicates symmetric basis functions, and a 2 indicates
anti-symmetric basis functions. Here symmetric and anti-symmetric refer only to the orbital wave
functions. The total wave functions (including spin) of the system must be anti-symmetric.
From here we can find the wave function for the system in each of these configurations. In
our notation, the wave functions are denoted as |a,B〉 where a gives the electron configuration,
and B is the representation the system belongs to. The order of induction should not matter
since electrons in the same state are indistinguishable from one another. Also, here u and v are
wave functions belonging to the E representation, while ξ, η, and ζ belong to T2.
At this step we still do not include spin in the configuration. Another point of notation is
that we use subscripts to indicate the order in which the electron with that wave function was





(u(r1)v(r2) + u(r2)v(r1)), we will write
1√
2
(u1v2 + u2v1). Here, the multiplicative operation indicates a Slater determinant. For example,
u1v2 = |u1v2| = 1√2(u1v2 − u2v1) where multiplication on the left is ordinary multiplication. More
generally, for n functions, fi, and n electrons located at r1 . . . rn,









f1(rn) f2(rn) · · · fn(rn).
∣∣∣∣∣∣∣∣∣∣∣∣∣
For E, we have two functions Eu and Ev. For induction we use Eu for u and Ev for v. For e× e
























(u1v2 + v1u2) .


























































Here, ε is the first cube root of unity.
Continuing the reduction we can get all wave functions for tmek configurations, for
m, k ∈ Z and m+ k = n.
2.5 FOR 3d3 CONFIGURATIONS
Starting from e2, we have systems with wave function which are basis functions for the
A1, A2, and E representations. Suppose we then introduce an electron with a wave function
belonging to the e representation, then the resulting system’s representation would be E, if it
previously was A1 or A2, or A1, A2, and E if the system’s representation was E. That is
A1 × e = E, A2 × e = E and E × e = A1 +A2 + E. Now we compute the wave functions




















Here the subscript indicates at what point in the induction the electron with that wave function



















Moving along, we come to the case of the system with the
∣∣e2, E
〉













































Continuing with the process, we will show some more results for A1 × t2 and T2 × t2, for



























(ξ1ξ2 + η1η2 + ζ1ζ2)ζ3
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The process for finding the wave functions for e2 × t and e× t2 is much the same. We
start with a system wave function in the appropriate representation and then introduce an
electron in the appropriate representation.
2.6 WAVE FUNCTIONS FOR t7
We obtain all the reduction up to 3d7 to cover a series of transition metals. The following











































































ξ2η2ξ+η−ζ+ + η2ζ2ξ+η−ζ+ + ζ2ξ2ξ+η−ζ+












ξ2η2 + η2ζ2 + ζ2ξ2
) (






2ξ2η2ξ+η+ζ− + 2η2ζ2ξ+η+ζ− + 2ζ2ξ2ξ+η+ζ−
− ξ2η2ξ+η−ζ+ + η2ζ2ξ+η−ζ+ + ζ2ξ2ξ+η−ζ+





ELECTRON-IMPURITY CENTER EXCHANGE INTERACTION
In this chapter, we look at the exchange and Coulomb interactions, as well as programs to
aid in computing the exchange operator.
3.1 THE EXCHANGE INTERACTION
In this section, we look at how to calculate the exchange interaction of the extra electron
in the dot with the 3d-electrons of the impurity. The operator of the interaction is the Coulomb
interaction











where r12 is the magnitude of the distance between electrons at r1 and r2; r< and r> are the









Here, the overline atop the second Y indicates the complex conjugate and the arguments relate to
the electron with that subscript.
Then V (r1, r2) can be written as















We will compute 〈ψϕ|V |ϕψ〉, where ϕ is the confined electron wave function, and ψ is the wave






















To compute this we may write it as a sum. Since the exchange may be between the dot
electron and any one of seven 3d electrons, this becomes
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where θ2 = θ+θ− for θ ∈ {ξ, η, ζ}.
3.1.1 LOOKING FOR NORMALIZATION AND ELIMINATING ZERO TERMS
We want to compute the operator V of the exchange interaction matrix elements and
seven 3d-electrons of the impurity center for this wave function.











however it quickly turns into something much nicer. We first distribute to form four integrals over
eight variables. However, because the operator V is the sum of the seven components (r1 through
12







































, however this time we find that every term would include
either 〈ζ−|ζ+〉 or 〈η+|η−〉. Due to orthonormality, these are identically 0 and therefore the whole
thing is identically 0. Collecting terms, we end up with
〈ψϕ|V |ϕψ〉 = 6 〈ξϕ|V |ϕξ〉+ 4 〈ηϕ|V |ϕη〉+ 4 〈ζϕ|V |ϕζ〉 .
To obtain the correct values for the actual wave function, halve the coefficients.
3.1.2 MATRIX ELEMENTS AS THE PRODUCT OF RADIAL AND ANGULAR
PARTS
In spherical coördinates, each of V , ϕ, ξ, η, and ζ may be written in separation of






















Y 22 − Y −22
)
ϕ = Rdot1s Y00














































3.1.3 THE ANGULAR PART








Y00 (Y21 − Y2−1)
〉
.
























































From the normal-orthogonality of spherical harmonics, we know that most of this is identically
zero. In particular, the only items we consider are those which satisfy pi = p+ pt, k + li + lt is










. Here the t and i are not
exponents, but rather are used to distinguish the variable in the first position of one function
from another.
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and 〈Y2−1|Ykm|Y00〉 in particular. Here li = 2, pi = −1, p = m ∈ [−k, k], and lt = lt = 0.
However, there is only one possible m and one physically possible k. It is convenient that
the angular part of Rdot1s is Y00 since this leads to a special case of the Clebsch-Gordon coefficients
with
〈Yj1m1 |Yj2m2 |Y00〉 = δj1j2δm1−m2
(−1)j1−m1√
2j2 + 1
〈Yj1m1 |Yj2m2 |Y00〉 = 〈Y00|Yj2m2 |Yj1−m1〉 .









































































So 〈ξϕ|V |ϕξ〉 = −15 since we did not include the i√2 coefficient. This will be the same for all the
wave functions, so these three only need to be computed once.
As for the others, they are computed to be 〈ηϕ|V |ϕη〉 = −15 and 〈ζϕ|V |ϕζ〉 = 15 . From













Lastly, before moving on to the splitting, we need to look at the radial part which






































Since we have two electrons, one at r and the other at r′, which are indistinguishable from
one another, we must consider the case for both r ≤ r′ and r ≥ r′. In so doing we must set up two
integrals. Before we do that, however, we can simplify this a bit, by removing some constants. We
then will parameterize the resulting integration.
First we can pull out the constants 4e
2π
5 , but also break up R
dot


































































































3.1.5 LOOKING FOR NON-ZERO INTEGRALS


























































= ξ2η2ξ+η−ζ+ + η2ζ2ξ+η−ζ+ + ζ2ξ2ξ+η−ζ+
− ξ2η2ξ−η+ζ+ − η2ζ2ξ−η+ζ+ − ζ2ξ2ξ−η+ζ+.
3.2 A PROGRAM
Since there are approximately 121 billion combinations which need computing, it is
impractical to do so by hand. Fortunately the computation is largely an if-then check which can
be looped over.
To facilitate computing this with a computer, we represent these system wave functions as
an integer array with each integer representing a simple electron wave function. By rearranging
the elements of the array, or rather the indices, we effectively permute the function. We do this
for two functions, comparing the ith integer in one with that of the second. If they are equal, we
either increment or decrement the coefficient on that product of three inner products. Whether it
is incremented or decremented is determined by the sign of the permutation.
For this task we use Julia as our programming language. It is fast and easy to use and
17
read. Julia performs best when parts of a task are broken up so that the compiled code may be
inlined easily. To this end we break the job of computing the matrix coefficients up into a
collection of separate Julia function, each taking care of one part of the larger computation.
3.2.1 LIST OF PERMUTATIONS OF INDICES
The first function we need is the one that generates the list of partial permutations of the
indices. Since what we are actually computing is the integer coefficient on some 〈θ1ϕ|Y q1 r|ϕθ2〉,
two of the indexed wave functions will be tied up. Those wave functions are independent on the
same variable as the functions that make up our operator. They can not be pulled out of the
integral in the same way, and therefore do not play a part in this particular computation. The
method chosen to accomplish this is a brute-force approach and we store all our the permutations
we will need. This is very fast and takes a relatively little space. We have six loops iterating over
the numbers 1 through 7 sans those numbers which are already in the temporary array P. If we
were looking for all permutations of the numbers 1 through 7, we would need eight looks,
however, that is not what we desire. At each step, the current value is set before moving to the
next loop. In the innermost loop we set the N th column to equal our constructed permutation





for a in (1:7)
P[1] = a
for b in setdiff(1:7,a)
P[2] = b
for c in setdiff(1:7,P[1:2])
P[3] = c
for d in setdiff(1:7,P[1:3])
P[4] = d
18
for e in setdiff(1:7,P[1:4])
P[5] = e












The end result is a 6× 2520 array of 8 bit integers. Each column will serve as a list of
indices which we can loop over later. It is significant that our indices are in columns since Julia is
column major. This makes accessing them much faster.
3.2.2 DETERMINING THE SIGN FOR PERMUTATIONS OF (0, 1, 2, 3, 4)
The next function we will need gives us the sign of the coefficients which is that of the
permutation. To find the sign of the permutation, we count number of inversions, when a larger
index precedes a smaller one. In the case of this example, there were not any inversions. On the
other hand, the permutation (0, 2, 1, 3, 4) has a single inversion with 2 coming before 1 and so we
need to make the sign negative for any results with that permutation. Like before, this is handled
by a computer.
Each time we exchange two adjacent numbers, the sign changes. An alternative, simpler
method which produces the same result is to count the number of inversions. Also, it should be
pointed out that although this is not a complete permutation, there exists a bijection between




Threads@threads for i in 1:pLen
for j in i:pLen







This function is very simple. We count the number of inversions by looking first over the
elements of the permutation and then looping over those that come after it. We only check those
that come after to both avoid double counting as well as simplify the process.
3.2.3 ENCODING THE FUNCTIONS
Now that we have our permuted indices and the signs of those permutations, the next
thing we need is to give the program something to apply these indices to. While it is possible to
feed a program the wave functions as a string, this would not be very efficient, and would present
unnecessary challenges. So instead we define a bijection between each wave function and an array
of integers. Before we do so, however, we rearrange the electron wave functions so that there are
no negative signs. We may do this since we are working with Slater determinants, and the
transposition of adjacent electron wave functions results in a sign change. This is done to avoid
20
having to keep track of which sections of the wave functions are additive and which are







Since the distributive property remains, we need to be able to select specific pieces of each
of these wave functions. We also need to be able to compare the electron wave functions for a
particular index. So, we have each column represent one of the subsystem wave functions and













However, while computers can compare and call strings, I assume that it is faster to work
on integers. For this reason each wave function is represented as an integer. To be more specific,
















Here the first digit from the left indicates the spin (up or down) and the second whether it
is ξ, η, or ζ. Note the change from η−ζ+ to ζ+η−. This is to ensure that there are no negative
signs. This is admissible because we are dealing with the Slater determinant. It is easier to do
21
small reorderings like this than it is to try and keep track of the signs. In the code, the functions
are stored as
Tx = [0 0;1 1;2 2;1 1;10 10; 1 2;12 11]




Eu = [0 1 2 0 1 2,10 11 12 10 11 12;1 2 0 1 2 0;11 12 10 11 12 10;
0 0 0 1 1 1;11 11 11 10 10 10;2 2 2 2 2 2].
3.2.4 DETERMINING ZERO
The last function we need is meant to determine whether or not we have a zero or not for
a specific pair system wave functions and permutations. Since the spins and electron wave
functions with the same variable must be equal (due to orthonormality) we check to see if the
integers representing them are equal. Suppose we have an array of indices [3 2 1 4 5 6] for
both the left and right. We test for zero with the following script.
X = [3 2 1 4 5 6]
Y = [3 2 1 4 5 6]
output = 0
for i in 1:6
for j in 1:6
suboutput = 1
for k in 1:6








The outer-most loop, i, goes through the columns of Tx, the middle loop goes through the
columns of Eu, and the inner-most loop picks out the appropriate sub-function, applying the
permuted indices. Then, should any one of them equal zero, the suboutput is set to zero which
gets added to the output.






Threads.@threads for k in 1:pLength
if lwf[p[k]] != rwf[p[k]]





This function does not loop over columns of the wave functions. It takes as input a single
column from each wave function and two columns from the array of permutations. It also takes
the length of the permutation which should be the same length as all the other vectors being
passed into the function. For our purposes this value is 6. For performance reasons, it is best to
either hard code it, or compute it outside the function. It should be noted also that this loop
executes over as many threads as allowed, and though each iteration is almost certainly accessing
suboutput, each is doing so in the same way so there is no risk of corruption from race conditions.










for i in 1:pN
Sign = PermSign(PERMS[:,i],N)
for j in 1:pN
Sign *= PermSign(PERMS[:,j],N)
for k in 1:lwN










This function takes the full wave function and array of all permutations to be used as
input. It then loops over the column indices of the permutation array twice, each time computing
the sign of the permutation before doing the same for the wave functions provide. We check for




Using the wave functions calculated in Chapter 2 and the interaction operators in Chapter
3, we are able to calculate matrix elements of exchange interaction between the electron confined
in the dot and all 3d-electrons of the impurity center. These matrix elements play an important
role in the splitting of impurity energy levels. As a result of the interaction, energy levels of the
ground state and excited state will be split, and the transition between the two levels become
allowable due to the change in selection rule. The exchange interaction between the extra electron
on the impurity electrons splits the energy levels and makes the former spin-forbidden transition
become allowable and decreases the lifetime of the transition.
This result leads to the fact that by injecting one extra electron into the dot, one can
change the transition probability and the optical properties of the nanocrystal. In the future, we
will apply this result to calculate for all important transition metals doping and predict the
change in photoluminescence. The first step in the future study will be for Co and Fe doped ZnS
and ZnSe nanocrystal, and the changes in luminescence transition and the shortening of the
transition lifetime will be calculated to compare with the experimental results.
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THE TREE OF WAVE FUNCTIONS
Here is the result of the induction process for identifying what wave functions we have.
This is necessary to ensure that the desired wave functions exist.
B.1 3d2









































e2 →(A1E)1 + (A2)3
et→(T1)1 + (T2)3
t2 →(A1ET1)1 + (T2)3
29
B.2 3d3







































































































































































































e3 →(A1A2E)2 + (E)4
e2t→(T1T2)2 + (T1T2)4
et2 →(A1A2ET1T2)2 + (A1ET1T2)4
t3 →(A1A2ET1T2)2 + (A1ET1T2)4
31
B.3 3d4

















































































































































































































































































































































































































































































































































































































































































































































































































































e4 →(A1A2E)1 + (A1A2E)3 + (A1A2E)5
e3t→(T1T2)1 + (T1T2)3 + (T1T2)5
e2t2 →(A1A2ET1T2)1 + (A1A2ET1T2)3 + (A1A2ET1T2)5
et3 →(A1A2ET1T2)1 + (A1A2ET1T2)3 + (A1A2ET1T2)5
t4 →(A1A2ET1T2)1 + (A1A2ET1T2)3 + (A1A2ET1T2)5
37
B.4 3d5




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e5 →(A1A2E)2 + (A1A2E)4 + (A1A2E)6
e4t→(T1T2)2 + (T1T2)4 + (T1T2)6
e3t2 →(A1A2ET1T2)2 + (A1A2ET1T2)4 + (A1A2ET1T2)6
e2t3 →(A1A2ET1T2)2 + (A1A2ET1T2)4 + (A1A2ET1T2)6
et4 →(A1A2ET1T2)6 + (A1A2ET1T2)6 + (A1A2ET1T2)6
t5 →(A1A2ET1T2)6 + (A1A2ET1T2)6 + (A1A2ET1T2)6
B.5 3d6

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e6 →(A1A2E)1 + (A1A2E)3 + (A1A2E)5 + (A1A2E)7
e5t→(T1T2)1 + (T1T2)3 + (T1T2)5 + (T1T2)7
e4t2 →(A1A2ET1T2)1 + (A1A2ET1T2)3 + (A1A2ET1T2)5 + (A1A2ET1T2)7
e3t3 →(A1A2ET1T2)1 + (A1A2ET1T2)3 + (A1A2ET1T2)5 + (A1A2ET1T2)7
e2t4 →(A1A2ET1T2)1 + (A1A2ET1T2)3 + (A1A2ET1T2)5 + (A1A2ET1T2)7
et5 →(A1A2ET1T2)1 + (A1A2ET1T2)3 + (A1A2ET1T2)5 + (A1A2ET1T2)7
t6 →(A1A2ET1T2)1 + (A1A2ET1T2)3 + (A1A2ET1T2)5 + (A1A2ET1T2)7
57
B.6 3d7



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































∣∣e0t6, 7T2 × t
〉
→
∣∣e0t7, 6A1
〉
,
∣∣e0t7, 6E
〉
,
∣∣e0t7, 6T1
〉
,
∣∣e0t7, 6T2
〉
,
∣∣e0t7, 8A1
〉
,
∣∣e0t7, 8E
〉
,
∣∣e0t7, 8T1
〉
,
∣∣e0t7, 8T2
〉
71
