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Abstract
We show that the bilinear complexity of multiplication in a non-split quaternion algebra over a field of
characteristic distinct from 2 is 8. This question is motivated by the problem of characterising algebras of
almost minimal rank studied in [1]
This paper is a translation of a report submitted by the author to the XI international seminar ”Discrete
mathematics and its applications”.
Definition 1. A sequence (f1, g1, z1; . . . ; fr, gr, zr) with fk ∈ U
∗, gk ∈ V
∗, zk ∈W is called a bilinear algorithm
of length r for a bilinear mapping ϕ : U × V →W if
ϕ(u, v) =
r∑
k=1
fk(u)gk(v)zk ∀u ∈ U, v ∈ V. (1)
The minimal length of a bilinear algorithm for ϕ is called the bilinear complexity, or the rank, of ϕ and is
denoted by R(ϕ). Algorithms of minimal length are called optimal.
Rank of bilinear map has a useful algebraic interpretation. A bilinear map can be thought of as a tensor in
U∗ ⊗V ∗⊗W . Bilinear algorithms are decompositions of this tensor and the bilinear complexity coincides with
the tensor rank as defined in multilinear algebra.
Definition 2. A quaternion algebra over field F of characteristic charF 6= 2 is a 4-dimensional algebra generated
by two elements i, j with identities
i2 = p, j2 = q, ij = −ji (2)
for some p, q ∈ F×.
Any quaternion algebra over F is either isomorphic to the matrix algebra F 2×2 (in this case it is called split)
or a noncommutative division algebra. It is known that R(F 2×2) = 7 and R(H) ≥ 8 for non-split quaternion
algebra H [3].
Let m = dimU , n = dimV . We will prove some general results on algorithms of rank m+ n for some class
of bilinear maps.
Definition 3. We say that an element u0 ∈ U is (left) ϕ-regular if the linear map ϕ(u0, ·) is an injection, i. e.,
if
ϕ(u0, v) = 0⇔ v = 0. (3)
Definition 4. A bilinear algorithm ϕ =
∑r
k=1 fk ⊗ gk ⊗ zk is called two-component if the set {1, . . . , r} of
indices can be partitioned into two sets I and J such that {fi|i ∈ I} and {gj|j ∈ J} are bases of U
∗ and V ∗
respectively.
Lemma 1. If R(ϕ) = m + n, lkerϕ = 0 and every basis of U contains a ϕ-regular element then all optimal
bilinear algorithms for ϕ are two-component.
Proof. Let
m+n∑
k=1
fk ⊗ gk ⊗ zk be an optimal bilinear algorithm for ϕ. Since lkerϕ = 0, the functionals f1, . . . , fr
span U∗. W.l.o.g. let f1, . . . , fm be a basis and u1 be a ϕ-regular element of the dual basis u1, . . . , un. Since u1
is regular, functionals g1, gm+1, . . . , gm+n span V
∗.
Case 1. gm+1, . . . , gm+n are linearly independent. Then I = {1, . . . ,m} and J = {m+ 1, . . . ,m+ n} form a
partition of {1, . . . ,m+ n} required by definition of two-component algorithm.
Case 2. gm+1, . . . , gm+n are linearly dependent. In this case dim lin({gm+1, . . . , gm+n}) = n − 1 and there
is a unique (up to a constant) linear dependence of gm+1, . . . , gm+n. W.l.o.g. assume that
∑s
k=1 ckgn+k = 0
where all the coefficients ck are nonzero.
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If there is an index p such that m+ 1 ≤ p ≤ m+ s and fp has a nonzero first coordinate in basis f1, . . . , fm
then I = {2, . . . ,m, p} and J = {1,m+1, . . . ,m+n} \ {p} form a required partition. If all fm+1, . . . , fm+s have
zero first coordinates, then we have a contradiction with ϕ-regularity of u1, since ϕ(u1, v) = 0 for a nonzero
v ∈ ker g1 ∩
⋂m+n
k=n+s+1 ker gk.
Lemma 2. A two-component bilinear algorithm for ϕ exists if and only if there are bases (u1, . . . , um) and
(v1, . . . , vm) of spaces U and V resp. and collections (z
′
1, . . . , z
′
m), (z
′′
1 , . . . , z
′′
n) with z
′
i, z
′′
j ∈ W such that the
following condition holds:
ϕ(ui, vj) ∈ lin({z
′
i, z
′′
j }). (4)
Proof. Any two-component bilinear algorithm for ϕ can be written as
ϕ =
m∑
i=1
fi ⊗ (
n∑
j=1
λijgj)⊗ z
′
i +
n∑
j=1
(
m∑
i=1
µijfi)⊗ gj ⊗ z
′′
j , (5)
where (fi) and (gj) are bases of U
∗ and V ∗ respectively. Let (ui) and (vj) be the bases dual to (fi) and (gj).
Then it follows that
ϕ(ui, vj) = λijz
′
i + µijz
′′
j . (6)
Conversely, if (6) holds then (5) is a two-component algorithm for ϕ.
Corollary. Let A be a local algebra, dimA = n, and R(A) ≥ 2n. Equality R(A) = 2n holds iff there are bases
(u1 = 1, u2, . . . un), (v1 = 1, v2, . . . vn) and collections (z
′
i, . . . , z
′
n), (z
′′
1 , . . . , z
′′
n) such that
uivj ∈ lin({z
′
i, z
′′
j }). (7)
Theorem 1. Let F be a field of characteristic charF 6= 2 and H be a non-split quaternion algebra over F .
Then R(H) = 8.
Proof. Apply the preceding corollary with the following bases and collections:
(u1, u2, u3, u4) = (v1, v2, v3, v4) = (1, i, j, k) (8a)
(z′1, z
′
2, z
′
3, z
′
4)=(1 + αi + βj + γk, 1 + αi− βj − γk, 1− αi + βj − γk, 1− αi− βj + γk) (8b)
(z′′1 , z
′′
2 , z
′′
3 , z
′′
4 )=(1− αi− βj − γk, 1− αi+ βj + γk, 1 + αi − βj + γk, 1 + αi+ βj − γk) (8c)
where α, β, γ ∈ F , α 6= 0, β 6= 0, γ 6= 0.
By considering bilinear algorithms arising from different constants α, β, γ we also managed to prove the
following fact about equivalence of optimal algorithms in the sense of de Groote [2].
Theorem 2. Let F be a field of characteristic charF 6= 2 and H be a non-split quaternion algebra over F .
There are infinitely many de Groote equvalence classes of optimal bilinear algorithms for the multiplication in
H.
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