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ABSTRACT 
 
 Preterm birth is a major contributor to infant mortality worldwide. Cervical length and 
previous history of preterm birth are the only two indicators which can help in identifying 
preterm birth but have a low positive identifying rate. Quantitative ultrasound parameters like 
attenuation can provide additional details about the tissue microstructure besides the diagnostic 
image. Attenuation can be used to detect preterm cases as the attenuation decreases with the 
increasing gestation age and this decrease can be seen earlier in cases of preterm birth. The 
algorithm and the size of the region of interest (ROI) play a vital role in calculating valid 
estimates of attenuation. In this paper, we compared the ability of the Spectral log difference 
algorithm and the Spectral difference algorithm to detect changes in the cervix leading to 
delivery for both full term and preterm births under varying ROI sizes.  Spectral log difference 
yields a more consistent decrease in the attenuation as we approach delivery for both the preterm 
and full term patients. ROI size doesn’t significantly alter the observed trends for this study. For 
preterm birth a maximum decreases of 0.35dB/cm-MHz was observed. The bias in attenuation 
algorithms can be removed by selecting homogenous regions inside the cervix, but the cervix is a 
heterogeneous tissue. Gamma mixture model is used to segment the cervix into different tissue 
types and attenuation algorithm are then applied to individual tissue type to get an estimate of 
attenuation. The area under the receiver operating characteristic curve increases from 56% to 
80% when gamma mixture model is used for segmentation. 
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CHAPTER 1 
INTRODUCTION 
  
 Ultrasonic imaging has been used for decades to anatomically visualize the soft tissue. 
Diagnostic ultrasound is an integral part of medical hospital and is used in plethora of clinical 
applications. The longitudinal waves emitted from an ultrasound transducer can be used to detect 
the changes in the mechanical properties of the tissue. Diagnostic ultrasound is considered one of 
the safest imaging modality specially in contrast to imagining modality with ionizing radiation 
like X-ray and magnetic resonance imaging. Since diagnostic ultrasound machines are portable 
and affordable compared to other imaging modalities, they have found their way into all aspects 
of human and animal healthcare.  
Ultrasonic diagnostic scans provide a good anatomical visualization of the soft tissue. A 
conventional ultrasonic transducer would either operate in pulse echo mode or continuous mode 
for Doppler applications. The transducer is excited with a nominal center frequency ranging from 
1 to 20 MHz depending on the type of tissue being imaged. A B-mode image is then obtained 
from the envelope of the radio frequency (RF) signal and displayed for the clinician’s to infer. 
However, the B-mode images do not provide any quantitative information about the tissue 
microstructure. The frequency dependent information of the back scattered RF data can also be 
used to give additional information about the underlying tissue. As the ultrasound wave travels 
into the medium and is reflected by different tissue types having different scattering properties, 
the back scattered wave is dependent on the properties of the scatterer it was reflected from. An 
interest to obtain quantitative information about the tissue microstructure has persisted in the 
scientific community for the last few decades. These tissue structures are usually in the order or 
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smaller than the wavelength (based on the center frequency) of the transducer. The RF data 
gathered from these ultrasound scans can be used to calculate quantitative ultrasound parameters 
(QUS) like backscatter, scatter size, and acoustic concentration [1-5]. Backscatter is the reflected 
echo obtained by the transducer after a pulse has been released into the medium being imaged. 
Scatter size and acoustic concentration refer to the acoustic scatterer’s present in the tissue 
medium. Since these QUS properties are intrinsic to the tissue being imaged they can provide lot 
of information about the tissue microstructure. The property of these scatterer’s are discussed in 
more detail in chapter 3.  
Ultrasonic attenuation is another QUS parameter which is defined as the loss of energy when 
ultrasound wave propagates in the medium. This loss can be due to both absorption of the wave 
in to the medium and scattering of the wave in the medium. The viscosity of the medium is the 
determining factor behind the amount of energy absorbed by the medium. More viscous 
mediums have higher absorption, hence higher attenuation. The softer the tissue the lower is the 
attenuation value. A compilation of attenuation coefficients for different human tissues is given 
by Dunn [6]. The human cervix is a good example of a tissue whose softness changes as the 
cervix prepares for delivery. The cervix softens drastically from first trimester to second 
trimester as measure by Badir et al[7]. But between the second and third trimester the cervix 
softens but not as much. The first trimester does not play an important role in determining the 
time of delivery. Studies have shown that as the delivery time approaches, the collagen rich 
cervix is filled with water and enzymes which results in a lower attenuation value and a softening 
of the cervix. Our earlier work showed that attenuation of the cervix decreased as the cervix 
prepared for delivery [8-12]. The softening of the cervix can also be quantified using shear wave 
elastography [13-15]. In this method a stress is created and then the strain in the tissue is 
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observed from that stress. Static shear wave elastography uses an external source for introducing 
stress into the tissue medium, like tapping the body. This method can have user bias and the 
results are often irreproducible. Dynamic shear wave elastography overcomes this problem by 
introducing a shear wave which itself causes stress inside the tissue and this can be repeated over 
and over giving the same results. The stress and strain are used to give a stiffness map of the 
cervix. One of the purposes of identifying the softness of the cervix is to determine if the birth is 
a case of preterm birth. Preterm birth is defined as the birth of a baby before 37 completed weeks 
of pregnancy. Preterm birth is the leading cause of infant mortality worldwide [16] and the 
second main contributor in the United States [17]. According to Center for Disease Control and 
Prevention, 35% of infant deaths in the United States were related to preterm birth in 2010. Out 
of 13 million preterm births globally, more than 1 million babies die annually contributing to 
27% of neonatal deaths [18]. Preterm birth can be further classified into two sub categories: 
spontaneous and medically induced. In either case, the cervix undergoes a process of remodeling 
in which the collagen rich cervix loses its collagen concentration as more space is created 
between the fibrils. This space is filled by water and enzymes which causes the collagen fibrils to 
change their alignment becoming more disorganized leading to softening of cervix as it prepares 
for delivery [19]. Presently cervical length is used as a parameter to identify women at risk for 
preterm birth, but it has a low positive predictive value as many women with a short cervix will 
still deliver full-term [20, 21]. Hence there is a need to develop additional techniques to detect 
preterm birth.  
 The research work in this thesis has been divided into three main parts. In the first part 
we conduct a longitudinal study in which pregnant human patients are used. Ultrasonic 
attenuation estimates are obtained at 5 different time points between the second and third 
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trimester. Two different algorithms (viz. spectral difference and spectral log difference) are 
compared by varying their region of interest (ROI) size. The purpose of this part is to understand 
how the different ROI sizes effect attenuation and determining the optimal ROI size for both the 
algorithms. The results of this part show that the ROI does not play a big role in attenuation 
values due to the heterogeneity of the cervix. Since the cervix is heterogeneous the attenuation 
values have high variance as the attenuation algorithms assume that the tissue medium is 
homogenous. From this study it is also observed that preterm birth and full term birth attenuation 
value do decrease as they approach the time to delivery.  
 The second part of the thesis tries to understand the reason behind the heterogeneity of 
the cervix and the importance of selecting regions with homogenous tissue. Different models for 
estimating the speckle pattern are presented and finally gamma mixture model is selected. 
Gamma mixture model does not provide physical information about the tissue but gives 
empirical the best fit for real ultrasound data. We use computer simulations to understand the 
dependence of gamma parameters on the different scattering properties like scattering size and 
scattering number density. In addition B-mode images are simulated having regions of varying 
scattering properties, then gamma mixture model is used to differentiate these different regions. 
The success of simulations encourages us to try phantom experiments. Two custom 
manufactured 3 layered phantoms are used, having regions of varying scattering. Gamma 
mixture model is then used to identify the different regions. Attenuation maps are also generated 
for both simulations and phantoms. The attenuation estimates at the boundary of different 
scatterer’s are invalid.  Since gamma mixture model can identify these boundary the attenuation 
estimates which are invalid can be rejected.  
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 The third part of thesis applies the above developed gamma mixture model for human 
patient data. The data from study in chapter 2 is reprocessed. Different techniques are considered 
for using the gamma mixture model. A multi parameter approach is suggested in which the 
gamma parameters are used as a restrictive criteria for selecting valid attenuation estimates. This 
is important as the gamma parameters correspond to the speckle pattern. Points which vary too 
much from the ideal values of the gamma parameter might be due to edge effects or speckle 
pattern. The use of gamma mixture model is not only restricted for ultrasonic attenuation but can 
be used in plethora of applications as it can differentiate between regions of different back 
scatter. The traditional approach of calculating back scatter coefficient does not work in this case 
as it requires the attenuation of the medium to be known. Using an approximate value of 
attenuation biases the estimation of back scatter coefficient. Thus affecting the ability to use 
these back scatter coefficients for differentiating different tissue types.   
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CHAPTER 2 
ALGORITHM COMPARISON BY VARYING REGION OF INTEREST SIZE 
 
2.1 Introduction 
 Preterm birth is the birth of baby before 37 completed weeks of pregnancy. 
Preterm birth is the leading cause of infant mortality worldwide [16] and the second main 
contributor in the United States [17]. 35% of infant deaths in the United States in 2010 were 
related to preterm birth according to Center for Disease control and Prevention. Meanwhile, 
globally 13 million preterm babies are born each year with more than 1 million dying annually 
contributing to 27% of neonatal deaths [18]. While preterm birth cases may be reduced by 
providing better education to both the provider and patient [22], better assessments for the risk of 
preterm birth are still needed. In preparation for delivery, the cervix undergoes a process of 
remodeling in which the collagen rich cervix loses its collagen concentration as more space is 
created between the fibrils. This space is filled by water and enzymes which causes the collagen 
fibrils to change their alignment becoming more disorganized and softening the cervix as it 
prepares for delivery [19]. Presently cervical length is used as a parameter to identify women at 
risk for preterm birth, but it has a low positive predictive value as many women with a short 
cervix will still deliver full-term [20, 21]. Hence there is a need to develop additional techniques 
to detect preterm birth.  
Ultrasonic diagnostic scans give a good anatomical visualization of the soft tissue but 
give no quantitative information about the tissue microstructure. The radio frequency (RF) data 
gathered from these ultrasound scans can be used to calculate quantitative ultrasound parameters 
(QUS) like attenuation, backscatter, scatter size, and acoustic concentration [1-5]. Ultrasonic 
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attenuation is defined as the loss of energy of the ultrasound wave as it propagates in the 
medium. Studies have shown that as the delivery time approaches the collagen rich cervix is 
filled with water and enzymes which results in a lower attenuation value and a softening of the 
cervix as it prepares for delivery [23-25]. Our earlier work showed that attenuation of the cervix 
decreased as the cervix prepared for delivery [8-12] while the softening of the cervix can also be 
quantified using shear wave elastography [13-15].   
Over the years many algorithm have been developed for calculating ultrasonic 
attenuation. They can be classified as time domain algorithms and frequency domain algorithms. 
Time domain algorithms [26, 27] are computationally faster and easier to implement than 
frequency domain algorithms. However, it is difficult to compensate for diffraction effects and 
hence are not preferred over frequency domain algorithms when using array transducers. 
 Frequency domain algorithms can be further sub classified into the spectral shift, spectral 
difference, spectral log difference, and hybrid method. Spectral shift algorithm calculates the 
downshift of the center frequency of the power spectrum at different depths [28, 29]. Spectral 
shift algorithms are very sensitive to local spectral noise artifacts and also correcting for focusing 
in spectral shift algorithm is difficult [30]. Hence they are not commonly used with array 
transducers. Whereas spectral difference algorithms calculate the amplitude decay of the power 
spectra with respect to depth [31]. Spectral difference algorithms fail at tissue boundaries with 
varying backscatter. The spectral difference algorithm is a reference phantom technique and 
hence uses a calibrated reference phantom (known QUS parameters) to reduce the effect of 
system and transducer dependency as well as diffraction effects [32, 33]. The spectral log 
difference algorithm is also reference phantom technique but has a weaker dependence on 
backscatter changes [3, 34, 35]. A hybrid algorithm was proposed which combines the spectral 
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difference and spectral shift algorithms to reduce the impact of diffraction, system dependent 
parameters, and variations in backscatter at boundaries[36]. Labyed et al. (2011) simulated a 
comparison between spectral difference, spectral log and hybrid method to conclude that there 
was not a significant difference in performance between hybrid and spectral log difference in 
terms of dependence on changing scattering properties and ROI size [37]. For the purpose of this 
study, only spectral difference and spectral log difference algorithms were studied. Spectral log 
difference algorithm is less sensitive to changes in scattering but requires larger ROI size, 
whereas spectral difference algorithm works well for smaller ROI sizes but is highly sensitive to 
inhomogeneity of the backscattering tissues. ROI is defined as the amount of RF cervical data 
required to calculate one estimate of attenuation which would be overlaid on the attenuation 
map.  The lateral dimensions are in terms of the number of independent echoes while the axial 
dimensions are given in terms of the number of pulse lengths used to calculate the changes in the 
backscattered power spectrum with depth. The aims of this study was to determine which 
algorithm will perform better for the cervix and to identify the optimal ROI size for spectral 
difference and Spectral log difference algorithm for the cervix, since the optimum ROI size for 
cervix has not been identified before. 
2.2 Materials and Methods 
A study was conducted on sixty three pregnant African-American women, since they 
have a high rate of preterm birth [38]. The study was approved by the Human Subjects Review 
Board of the University of Illinois at Chicago. Subjects were inducted into the study only if they 
met the following criteria’s: older than 18 years of age; able to read, write and comprehend 
English; no immune disorder; not on steroids; don’t have diabetes. Women with anomalous fetus 
or too ill to give consent were omitted from the study. The subjects were expected to undergo 
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five transvaginal ultrasound examinations between planned intervals of 17-39 weeks of 
gestational age. Some subjects could not attend all the 5 planned exams, hence fewer scans for 
those subjects were taken. 
Ultrasonic data were acquired with an E9-4 endovaginal transducer from z.one Zonare 
ultrasound system (ZONARE Medical Systems, Mountain View, CA). The transducer has a 
center frequency of 6.8 MHz and a bandwidth of 2.4 MHz, with a penetration depth of 11.5cm. 
A preset was used on the ultrasound machine to remove operator bias and to ensure that the 
machine settings didn’t change from one scan to another. The sonographer had the flexibility of 
choosing the depth of the scan but the depth was to be kept same throughout the scan. The 
sonographer scanned the subject at three different center frequencies of 4, 5 and 8 MHz, 
immediately after each cervical scan the sonographer scanned a tissue mimicking phantom using 
the same preset settings. A custom built Gammex (Gammex Inc., Middleton, WI) tissue 
mimicking phantom (series 0.5LE) was used as the reference phantom and had a known 
attenuation of 0.5 dB/cm-MHz as given by the manufacturer and independently verified in our 
laboratory.  The phantom had no occlusions and had a uniform backscatter. The phantom had 
scattering targets of average scatter diameter of 35µm with a number density of 160mm-3. A 
calibrated reference phantom is required to calculate the attenuation of the cervix so as to cancel 
the effects of diffraction term and machine transmit/receive characteristics [39]. The date of 
delivery was also noted for each subject by following up with the patient after the completion of 
the scans.  In addition, the cervical length was measured from the ultrasound images acquired 
from each scan. 
Ultrasonic IQ (in-phase quadrature) data was obtained from the z.one Zonare ultrasound 
system (ZONARE Medical Systems, Mountain View, CA). The IQ data was stripped of all 
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personal data and was sent for calculation of attenuation values. Figure 1 summarizes the process 
of calculating attenuation value for the cervix from the IQ data. The engineer processing the 
attenuation value was unaware of the gestation age of the scan. The IQ data was imported into 
MATLAB (MathWorks Inc., Natick, MA. USA) and was converted to RF (radio frequency) 
data. The RF data for the whole image was decomposed into multiple ROI to calculate the 
attenuation value of each ROI. The ROIs were further windowed using a rectangular windowing 
function with windows overlapping by 50% in the axial direction. The Fourier transform of each 
windowed data is calculated and the spectrogram is plotted to determining the noise level for the 
particular scan and frequency. An average value of –17 dB bandwidth was used which was at 
least 5dB above the noise floor. The usable frequency range is also calculated from the spectra 
(average bandwidth of 3.4-7.1 MHz). Since 3 frequencies were available, the spectral values 
from the 3 frequencies lying in the usable frequency range were averaged as shown in figure 2. 
The -20dB cutoff used in the example figure 2 is for each frequency and not for the combined 
spectrum as each frequency has a different maximum, hence the combined spectrum doesn’t 
exactly terminate at -20dB. The reference scan was processed in a similar manner. The average 
spectral value of all the windows in the usable frequency range is divided by the average 
reference spectral value to cancel the diffraction term. An attenuation map of the cervix was then 
generated by using either the spectral difference algorithm or the spectral log-difference 
algorithm.  
Spectral difference is more sensitive to changes in backscatter resulting from tissue 
heterogeneity [39]. Whereas the spectral log difference algorithm is less sensitive to changes in  
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Figure 1. Summary of the process for calculating attenuation estimate. (a) IQ data is converted 
to (b) RF data. (c) The whole image is decomposed into ROI. (d) Spectra is plotted and usable 
frequency range and noise floor are detected. (e) Windowed ROI are processed for attenuation 
using spectral difference or spectral log difference algorithm. (f) Attenuation map is overlaid on 
the B mode image. (g) B mode data is taken and (h) cervical region is selected from it. (i) The 
selected region is segmented from the attenuation map. 
 
 
 
 
Fig. 2: Selection of usable bandwidth by averaging the three spectrums and thresholding the 
noise. (a) Spectrum of the three frequencies along with the noise threshold. (b) Thresholded 
spectrum averaged over the three frequencies. 
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backscatter, but it requires computing the changes in the backscattered power spectrum over a 
larger region for the same variance in the attenuation estimate (poorer attenuation-map 
resolution). We hypothesized that the smaller ROI sizes allowed with the spectral difference 
algorithm might compensate for its increased sensitivity to backscatter changes from tissue 
heterogeneity as tissue heterogeneity may be less pronounced over smaller scattering regions.  
Therefore, both the algorithms were used in this study. The two algorithms for calculating 
attenuation are summarized below.  
To calculate the attenuation using spectral difference algorithm the power spectrum of a 
windowed region is written as   
𝑆𝑠(𝑓, 𝑧) = 𝑃(𝑓)𝐷𝑠(𝑓, 𝑧)𝐴𝑠(𝑓, 𝑧0)𝐵𝑠(𝑓, 𝑧)𝑒
−4𝛼𝑠(𝑓)(𝑧−𝑧0)                            (2.1) 
where subscript s represents the sample, f is the frequency, z is the distance from surface of the 
transducer to the center of time gated window within the ROI, z0 is the start of the ROI, P is the 
electro-acoustic and acousto-electric transfer functions, D is the diffraction term, A is the 
cumulative attenuation along the path of propagation, B is the backscatter term, α is the 
attenuation coefficient of the ROI. Similarly the power spectrum for the reference phantom can 
be written as Sr. The diffraction terms can be removed from the above equations by assuming 
that the speed of sound is approximately the same in the tissue and tissue mimicking phantom. If 
the tissue within an ROI is assumed to be homogenous and isotropic then the scattering term 
does not depend on the depth. Dividing the two spectra and taking natural logarithm gives us 
equation (2.2) 
ln [
𝑆𝑠(𝑓,𝑧)
𝑆𝑟(𝑓,𝑧)
] = R(f, z) = 4(𝑧 − 𝑧0)(𝛼𝑟(𝑓) − 𝛼𝑠(𝑓)) + ln⁡[
𝐴𝑠(𝑓,𝑧0)𝐵𝑠(𝑓)
𝐴𝑟(𝑓,𝑧0)𝐵𝑟(𝑓)
]                         (2.2) 
The attenuation can be assumed to increase linearly with frequency and can be expressed 
as 𝛼 = 𝛽𝑓 [40].  The attenuation coefficient can then be calculated by finding the slope of a 
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straight line that fits the log ratio of the two spectra for each frequency. Replacing the value of 
alpha and differentiating equation (2.2) with respect to depth we get. 
dR(f,z)
dz
= 4(𝛼𝑟(𝑓) − 𝛽𝑠𝑓)                                                    (2.3) 
Equation (2.3) can be rearranged as 
 𝛽𝑠𝑓 = ⁡𝛼𝑟(𝑓) −⁡
1
4
dR(f,z)
dz
                                                    (2.4) 
The attenuation coefficient βs can be found by dividing equation (2.4) by the frequency at each 
Fourier component and computing the average. 
Spectral log difference algorithm only uses the proximal and distal window of the ROI. 
The proximal and distal windows would be the window closest to the transducer (proximal) and 
furthest from the transducer (distal) associated with a specific ROI. We can rewrite equation 
(2.2) for the proximal and distal window with respect to the phantom separately. Now subtract 
the proximal and distal window power spectrum ratios, this gives us equation (2.5) 
SS(f) = ln [
𝑆𝑠(𝑓,𝑧𝑝)
𝑆𝑟(𝑓,𝑧𝑝)
] − ln [
𝑆𝑠(𝑓,𝑧𝑑)
𝑆𝑟(𝑓,𝑧𝑑)
] = 4(𝑧𝑝 − 𝑧𝑑)(𝛼𝑟(𝑓) − 𝛼𝑠(𝑓)) + ln [
𝐴𝑠(𝑓,𝑧0)𝐵𝑠(𝑓,𝑧𝑝)
𝐴𝑟(𝑓,𝑧0)𝐵𝑟(𝑓,𝑧𝑝)
] −
ln⁡[
𝐴𝑠(𝑓,𝑧0)𝐵𝑠(𝑓,𝑧𝑑)
𝐴𝑟(𝑓,𝑧0)𝐵𝑟(𝑓,𝑧𝑑)
]    (2.5) 
 Since the phantom is homogenous and isotropic the back scattering term for the proximal 
and distal window for the reference is same. Also if the effective scatter size of the proximal and 
distal window is the same we can assume that backscatter of proximal and distal windows for the 
tissue are different only by a multiplicative constant. So now the equation becomes 
𝑆𝑆(𝑓) = 4(𝛼𝑟(𝑓) − 𝛼𝑠(𝑓))(𝑧𝑝 − 𝑧𝑑) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                                 (2.6) 
After replacing α and assuming that attenuation increases linearly with frequency. The slope of 
the line fitting the substituted equation (2.6) will give us attenuation estimate for the 
corresponding ROI as shown in equation (2.7). 
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𝛽𝑠𝑓 = 𝛼𝑟(𝑓) −⁡
𝑆𝑆(𝑓)−𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡
4(𝑧𝑝−𝑧𝑑)
                                                (2.7)  
 
The size of the ROI was varied in both the axial and lateral direction. Our previous 
studies have shown that approximately 15 pulse lengths in the axial direction and 15 pulse 
lengths in the axial direction and 15 echoes in the lateral direction gave a standard deviation on 
the order of 25% in the attenuation estimates for simulations, phantom experiments, and in the 
rat cervix when using the spectral log difference algorithm, while the spectral difference 
algorithm had a standard deviation of less than 13% for the same ROI size [9, 37, 39].The pulse 
length was calculated by taking the auto correlation coefficient of time samples from RF echo 
lines of the phantom data. Samples with absolute correlation coefficient greater than 0.2 were 
considered correlated and determined the time pulse length. The spatial pulse length or simply 
the pulse length can then be calculated by multiplying time pulse length with the speed of sound 
and dividing by 2. In the axial direction, the ROI is divided into time gated windows to calculate 
the Fourier transform at each depth. These time gated windows were overlapped 50% with each 
other and the size of each window was decided  at 7 pulse length per window by plotting the -
6dB bandwidth against the number of spatial pulse length and observing the number of pulse 
lengths at which the -6dB bandwidth becomes constant. The size of the ROI was then varied by 
varying the number of windows in the ROI. We picked ROI size so that 2, 3 and 4 windows can 
fit into the ROI which corresponds to 10.5, 14, 17.5 pulse length in axial direction (6.468, 8.624, 
10.780 mm). In the lateral direction, the ROI was varied between 5, 10, 15 and 20 independent 
echoes (6.32, 12.65, 18.98, 25.31mm), where every third echo was determined to be 
independent. All possible combination of the above mentioned pulse length and echo sizes were 
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used for the size of the ROI.  The algorithms and ROI sizes were then compared in terms of their 
diagnostic potential via receiver operator characteristic (ROC) curves. 
 
2.3 Results 
Some of the subjects missed the planned scan intervals or were late by a few week due to 
missed appointments or preterm birth. Subjects with medically induced preterm birth were 
excluded from the analysis. Hence the number of scans per subject varied from one to five. The 
patient data was grouped so that a scan taken at a Gestational age of 16-22 weeks was treated as 
scan 1, 23-26 weeks as scan 2, 27-30 weeks as scan 3, 31-34 weeks as scan 4 and 35 weeks 
onwards as scan 5. If a subject was imaged more than once in these defined periods due to 
variability in scheduling, the attenuation estimate from the different images was averaged to 
yield one value for each patient for each scan interval.  Out of the 63 subjects, 53 had full term 
birth whereas 10 had preterm birth. In total 221 ultrasound scans were obtained, the scans were 
processed for attenuation values using the two different algorithms. The ROI size was varied 
during the processing thus there were cases in which the ROI size was larger than the cervical 
region hence an estimate for attenuation could not be calculated. This scenario was specifically 
significant for ROI size of 17.5 pulse length and 20 echoes also for scan 5 when the cervix size is 
smaller. Table 1 shows the number of scans with valid attenuation estimate for the various pulse 
length and echoes. 
 
Table 1: Number of valid attenuation estimates for different ROI sizes 
 Scan 1 Scan 2 Scan 3 Scan 4 Scan 5 
5 Echoes 49 51 48 40 32 
10 Echoes 49 51 48 40 32 
15 Echoes 49 51 48 40 32 
20 Echoes 49 51 49/48* 40 32 
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* 49 for pulse length of 10.5, whereas 48 for pulse length of 14 and 17.5. 
 
Figure 3,4,5,6 show the normalized attenuation versus gestational age in weeks. Both the 
Spectral difference and spectral log difference algorithm are presented. The average attenuation 
value of the first three scans is treated as the normalizing value for each algorithm.  The 
normalization was done as the spectral difference algorithm consistently resulted in lower 
attenuation values compared to the spectral log difference algorithm. The number of echoes 
remains constant in each figure as the ROI pulse length varies. The normalized attenuation 
values (vertical axis) are plotted versus the average gestational age (horizontal axis) for each of 
the five scan groups. The normalized attenuation of spectral difference for full term remains 
approximately constant for all five scans, but decreases after the third scan for preterm cases. For 
the spectral log difference the full term cases are approximately constant for the first four scan 
and decreases for the fifth scan whereas for the preterm cases the attenuation starts decreasing 
after the third scan. We would expect the attenuation of the cervix to decrease as we approach 
delivery due to the biological changes necessary for cervical softening. 
 Figure 18 to 29 in appendix B show all the figures for attenuation vs gestation age with 
respect to varying ROI size for Spectral log difference algorithm. Figure 30 to 41 in appendix B 
show all the figures for attenuation vs gestation age with respect to varying ROI size for Spectral 
difference algorithm. Figure 42 to 53 in appendix B show all the figures for change in 
attenuation vs time to delivery with respect to varying ROI size for Spectral log difference 
algorithm. Figure 54 to 65 in appendix B show all the figures for change in attenuation vs time to 
delivery with respect to varying ROI size for Spectral difference algorithm. 
 Table 2 shows the attenuation mean and standard error of mean values for spectral log 
difference algorithm. Since the attenuation value did not change significantly (p>0.6) over the 
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first three scans, the attenuation value of the first three scans has been averaged into one. The 
attenuation value for the full term stays constant for the first four scans, whereas it decreases for 
 
Fig. 3: Comparison of normalized attenuation estimate versus gestation age for full term and 
preterm spectral log difference and spectral difference algorithm for varying ROI size (a) pulse 
length 10.5 and 5 echoes, (b) pulse length 14 and 5 echoes, (c) pulse length 17.5 and 5 echoes. 
 
the fifth scan ( p<0.05 for ROI size 10.5 pulse length and 5 echoes, change for other pixel sizes 
not statistically significant). In case of spectral log difference preterm birth, a decreasing trend 
can be seen around scan 4 and it follows into scan 5. Similarly Table 3 shows the values of 
attenuation and standard error of mean for spectral difference algorithm. Spectral difference 
attenuation values for full term appear to increase from the fourth scan to fifth scan, but the 
change is not statistically significant for our sample sizes. The Spectral difference preterm birth 
attenuation values do decrease from scan 3 to scan 4 and follows the same trend into scan 5.  The 
attenuation estimate for each algorithm doesn’t change significantly with the changing ROI size 
and hence the ROI size doesn’t have a huge impact on estimation of attenuation. 
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Fig. 4: Comparison of normalized attenuation estimate versus gestation age for full term and 
preterm spectral log difference and spectral difference algorithm for varying ROI size (a) pulse 
length 10.5 and 10 echoes, (b) pulse length 14 and 10 echoes, (c) pulse length 17.5 and 10 
echoes. 
 
 
Fig. 5: Comparison of normalized attenuation estimate versus gestation age for full term and 
preterm spectral log difference and spectral difference algorithm for varying ROI size (a) pulse 
length 10.5 and 15 echoes, (b) pulse length 14 and 15 echoes, (c) pulse length 17.5 and 15 
echoes. 
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Fig. 6: Comparison of normalized attenuation estimate versus gestation age for full term and 
preterm spectral log difference and spectral difference algorithm for varying ROI size (a) pulse 
length 10.5 and 20 echoes, (b) pulse length 14 and 20 echoes, (c) pulse length 17.5 and 20 
echoes. 
 
Table 2: Attenuation mean and standard error of mean values for spectral log difference 
algorithm (a) full term case 
 
(pulse length, 
echo) 
Spectral log difference full term attenuation 
value mean±sem(std) 
Average of 
first 3 scans 
4th scan 5th scan 
(10.5,5) 1.36±0.06(0.40) 1.45±0.09(0.48) 1.24±0.06(0.33) 
(10.5,10) 1.35±0.06(0.38) 1.43±0.08(0.48) 1.25±0.06(0.34) 
(10.5,15) 1.35±0.06(0.38) 1.41±0.09(0.50) 1.27±0.07(0.36) 
(10.5,20) 1.33±0.06(0.39) 1.41±0.09(0.53) 1.26±0.07(0.38) 
(14,5) 1.36±0.06(0.40) 1.41±0.08(0.47) 1.22±0.06(0.36) 
(14,10) 1.35±0.06(0.38) 1.39±0.08(0.47) 1.24±0.06(0.36) 
(14,15) 1.33±0.06(0.39) 1.37±0.09(0.49) 1.26±0.07(0.37) 
(14,20) 1.31±0.06(0.40) 1.35±0.09(0.49) 1.26±0.07(0.39) 
(17.5,5) 1.35±0.07(0.42) 1.36±0.08(0.46) 1.21±0.06(0.35) 
(17.5,10) 1.34±0.06(0.40) 1.35±0.08(0.47) 1.23±0.06(0.35) 
(17.5,15) 1.32±0.07(0.41) 1.32±0.08(0.46) 1.26±0.07(0.37) 
(17.5,20) 1.30±0.07(0.44) 1.29±0.08(0.48) 1.27±0.07(0.39) 
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Table 2: Attenuation mean and standard error of mean values for spectral log difference 
algorithm (b) preterm case 
 
 
(pulse length, 
echo) 
Spectral log difference preterm birth 
attenuation value mean±sem(std) 
Average of 
first 3 scans 
4th scan 5th scan 
(10.5,5) 1.26±0.16(0.35) 1.05±0.09(0.15) 1.10±NA(NA) 
(10.5,10) 1.23±0.15(0.34) 1.08±0.05(0.08) 1.04± NA(NA) 
(10.5,15) 1.22±0.15(0.34) 1.08±0.03(0.06) 0.98± NA(NA) 
(10.5,20) 1.18±0.16(0.35) 1.08±0.04(0.07) 0.89± NA(NA) 
(14,5) 1.28±0.16(0.36) 1.00±0.10(0.17) 1.06± NA(NA) 
(14,10) 1.25±0.15(0.33) 1.04±0.08(0.14) 1.02± NA(NA) 
(14,15) 1.27±0.16(0.36) 1.04±0.08(0.14) 0.97± NA(NA) 
(14,20) 1.20±0.16(0.34) 1.05±0.10(0.17) 0.87± NA(NA) 
(17.5,5) 1.26±0.16(0.36) 0.96±0.10(0.17) 1.02± NA(NA) 
(17.5,10) 1.24±0.15(0.34) 1.00±0.11(0.18) 1.00± NA(NA) 
(17.5,15) 1.28±0.18(0.41) 1.01±0.12(0.21) 0.94± NA(NA) 
(17.5,20) 1.19±0.16(0.35) 1.00±0.14(0.25) 0.85± NA(NA) 
 
 
 
Table 3: Attenuation mean and standard error of mean values for spectral difference algorithm 
(a) full term case 
(pulse length, 
echo) 
Spectral difference full term attenuation value 
mean±sem(std) 
Average of 
first 3 scans 
4th scan 5th scan 
(10.5,5) 0.79±0.03(0.21) 0.74±0.05(0.26) 0.76±0.03(0.16) 
(10.5,10) 0.78±0.04(0.22) 0.75±0.05(0.26) 0.77±0.03(0.17) 
(10.5,15) 0.78±0.04(0.24) 0.75±0.05(0.27) 0.79±0.03(0.18) 
(10.5,20) 0.78±0.04(0.25) 0.77±0. 05(0.28) 0.80±0.04(0.20) 
(14,5) 0.79±0.03(0.21) 0.76±0. 05(0.26) 0.77±0.03(0.15) 
(14,10) 0.78±0.04(0.23) 0.76±0. 05(0.26) 0.77±0.03(0.15) 
(14,15) 0.78±0.04(0.24) 0.77±0. 05(0.28) 0.79±0. 03(0.16) 
(14,20) 0.78±0.04(0.25) 0.78±0. 05(0.27) 0.81±0. 03(0.17) 
(17.5,5) 0.78±0.03(0.22) 0.76±0. 05(0.26) 0.77±0. 03(0.15) 
(17.5,10) 0.78±0.04(0.23) 0.77±0. 05(0.26) 0.78±0. 03(0.15) 
(17.5,15) 0.77±0.04(0.25) 0.77±0. 05(0.27) 0.79±0. 03(0.15) 
(17.5,20) 0.78±0.04(0.26) 0.79±0. 05(0.27) 0.81±0. 03(0.16) 
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Table 3: Attenuation mean and standard error of mean values for spectral difference algorithm 
(b) preterm case 
(pulse length, 
echo) 
Spectral difference preterm birth attenuation 
value mean±sem(std) 
Average of 
first 3 scans 
4th scan 5th scan 
(10.5,5) 0.78±0.07(0.15) 0.67±0.05(0.08) 0.67± NA(NA) 
(10.5,10) 0.77±0.07(0.16) 0.67±0.04(0.07) 0.65± NA(NA) 
(10.5,15) 0.75±0.08(0.19) 0.68±0.04(0.06) 0.64± NA(NA) 
(10.5,20) 0.73±0.11(0.24) 0.70±0.04(0.06) 0.62± NA(NA) 
(14,5) 0.78±0.07(0.15) 0.67±0.06(0.10) 0.68± NA(NA) 
(14,10) 0.77±0.07(0.16) 0.67±0.05(0.08) 0.66± NA(NA) 
(14,15) 0.77±0.07(0.16) 0.69±0.05(0.08) 0.65± NA(NA) 
(14,20) 0.77±0.08(0.18) 0.70±0.04(0.08) 0.63± NA(NA) 
(17.5,5) 0.77±0.07(0.16) 0.68±0.06(0.10) 0.69± NA(NA) 
(17.5,10) 0.76±0.07(0.16) 0.68±0.05(0.09) 0.68± NA(NA) 
(17.5,15) 0.76±0.07(0.16) 0.70±0.05(0.08) 0.66± NA(NA) 
(17.5,20) 0.76±0.08(0.17) 0.71±0.04(0.08) 0.65± NA(NA) 
 
 
 
There is a difference in attenuation values calculated from the two algorithm. The 
spectral difference algorithm always gives lower value of attenuation as compared to the spectral 
log difference algorithm for the same cervical region. Since the actual attenuation of the cervix is 
unknown it’s difficult to say how much bias is present in each algorithm. The cervix softens by 
76mbar between the first trimester and the second trimester, whereas the change between second 
trimester and third trimester is just 24mbar as calculated by the aspiration technique [7]. This 
study wanted to capture and confirm the softening of the cervix using ultrasonic attenuation from 
second trimester to third trimester thus helping in predicting the time of birth. Studies have 
shown that a softer cervix corresponds to lower attenuation [23-25].  Since full term spectral 
difference algorithm does not follow this trend and spectral difference algorithm is known to be 
very sensitive to heterogeneity of the ROI data, it can be assumed that spectral difference 
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algorithm is the one malfunctioning. A sanity check was performed on both the algorithms using 
the Gammex tissue mimicking phantom. Spectral difference algorithm gave us a mean 
attenuation value of 0.5037±0.0459 and spectral log difference algorithm gave us a mean 
attenuation value of 0.5120±0.3304 when using an ROI size of 17.5 pulse lengths and 15 echoes.   
Which indicates both attenuation algorithms give the same attenuation value when the imaged 
region is homogeneous. 
 Among the two algorithms spectral log difference is in congruence with the biologically 
anticipated changes occurring in the cervix as is prepares for delivery, whereas spectral 
difference results are biased due to the presence of heterogeneous tissue and are incongruent with 
the biologically anticipated changes. To compare the diagnostic potential of the two algorithms 
and better understand the potential impact of the observed trends, receiver operating 
characteristic (ROC) curves were plotted. The area under the ROC curve gives us the true 
positive rate for estimation of preterm birth by cervical attenuation measurement. The ROC 
curves are calculated for the fourth scan to check if it can detect a case of preterm birth or not. 
Table 4 and 5 summarize the area under the receiver operating characteristic (ROC) curve for 
spectral log difference and spectral difference algorithm. Figure 66 to 77 in appendix B show all 
ROC plots for varying ROI size for Spectral log difference algorithm. Figure 78 to 89 in 
appendix B show all ROC plots for varying ROI size for Spectral difference algorithm. Spectral 
log difference has higher ROC values and might be considered a better predictor of preterm birth 
as compared to Spectral difference algorithm. The highest area under the ROC curve was 0.75 
which may not be sufficient for diagnostic purposes. However attenuation could potentially be 
combined with other QUS parameters to improve the efficacy. Other methods to improve 
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efficacy could involve additional signal processing to further reduce the impact of tissue 
heterogeneity. 
 
 
Table 4: ROC values for spectral log difference algorithm  
 
Table 5: ROC values for spectral difference algorithm 
 
 
2.4 Discussion 
 Selection of ROI size and proper attenuation estimation algorithm plays a vital role in 
calculation of attenuation for tissue characterization. Our previous studies simulated the role of 
ROI size in calculation of attenuation and found that the Spectral Log difference algorithm is less 
dependent on the homogeneity assumption for the tissue compared to the Spectral difference 
algorithm, but the Spectral Difference algorithm was more precise when the tissue was 
homogeneous [39].  In addition, our simulations showed that if the ROI size is small, the 
attenuation estimates obtained will have higher variance [39].  However, the homogeneity 
assumption might be better approximated by smaller ROI sizes.  In our study of ultrasound 
attenuation assessment of human cervix tissue, ROI size was varied from 10.5 pulse length to 
ROC LD 5 echoes 10 echoes 15 echoes 20 echoes 
10.5 pulse lengths 
0.75 0.73 0.74 0.67 
14 pulse lengths 
0.75 0.68 0.72 0.67 
17.5 pulse lengths 
0.74 0.72 0.67 0.65 
ROC SD 5 echoes 10 echoes 15 echoes 20 echoes 
10.5 pulse lengths 
0.59 0.61 0.59 0.59 
14 pulse lengths 
0.61 0.64 0.61 0.59 
17.5 pulse lengths 
0.64 0.64 0.61 0.58 
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17.5 pulse length in axial direction and 5 echoes to 20 echoes in lateral direction. But it was 
observed that the ROI size did not have any impact on the attenuation estimate. The variance did 
not decrease as the ROI size was increased. Hence, the inherent heterogeneity of the cervix is 
dominating the variance in the attenuation estimate.  
The cervix is mainly composed of collagen with relatively few smooth muscle bundles.  The 
alignment of collagen varies from one layer to another with inner and outer layer having collagen 
arranged longitudinally, however middle layer has circumferentially aligned collagen [15, 41, 
42]. As the cervix remodels for birth the cervix softens before the cervical length decreases (after 
30 weeks of gestation age) which happens along with change of collagen concentration [43]. The 
different alignment and concentration of collagen causes the cervix to behave like a 
heterogeneous medium. 
The impact of the heterogeneity of the cervix is also evident in the superior performance of the 
Spectral Log Difference algorithm over the Spectral Difference Algorithm.  The Spectral Log 
Difference algorithm showed a clear trend of decreasing attenuation with increasing gestational 
age.   In addition, the largest area under the ROC curve when using the Spectral Log Difference 
algorithm was 0.75 whereas it was only 0.64 for the Spectral Difference algorithm.  Therefore, 
the Spectral Log Difference algorithm should be used in the future when characterizing the 
cervix.  In addition, methods to further reduce the impact of the tissue heterogeneity should be 
explored. 
 Despite the impact of the heterogeneity, the trend established by our earlier studies is 
confirmed in this study. The cervix remodels as it prepares to deliver and these changes can be 
monitored non-invasively using diagnostic ultrasound. The major change is observed in the last 5 
weeks as the attenuation value decreases in accordance with the softening of the cervix as it 
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prepares for birth. The changes in attenuation value for preterm birth start occurring before the 
corresponding changes in full term birth, which can help in identifying preterm birth. Presently 
cervical length is used as an estimator of preterm birth and has a positive predictive value of 25-
52% [20]. Most of the studies using cervical length try to identify preterm birth before 30 weeks 
of gestation age. Cervical length was also measured for our study. Scan 3, which corresponds to 
27-30 weeks of gestation age, has a sensitivity of 33.3%, specificity of 93%, PPV of 20%, NPV 
of 95.1% for a cutoff of 25mm which is comparable to other studies [20]. Since attenuation 
doesn’t change till scan 4 which falls in 31-34 weeks of gestation age, comparing the cervical 
length with attenuation is not feasible at this stage. Therefore, for the purpose of comparison, the 
ROC plot for cervical length for scan 4 was studied with the same 25 mm cutoff. Scan 4 had a 
sensitivity of 33.3%, specificity of 92.1%, PPV of 25%, NPV of 94.6% (Figure 90 Appendix B). 
A simple metric to improve the ROC statistics is to multiply the cervical length and normalized 
attenuation value for Scan 4.  The attenuation was normalized by dividing the attenuation value 
by the mean attenuation value of the first three scans on a patient specific basis. Since both the 
cervical length and attenuation value decrease as delivery approached their combined metric 
gave us a better statistical results with a sensitivity of 66.7%, specificity of 90.6%, PPV of 40%, 
NPV of 96.7% for a cutoff of 25mm (Figure 91 Appendix B).   Therefore, ultrasonic attenuation 
when coupled with cervical length gives a better estimate of preterm birth prediction. However, 
our study should be confirmed using a larger patient population of women with preterm birth.  
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CHAPTER 3 
GAMMA MIXTURE MODEL: PHANTOM AND SIMULATION 
 
 3.1 Introduction 
In chapter 2, we concurred that ROI size does not influence the estimation of attenuation. 
We also observed that the standard deviation for both the algorithms was exceptionally high 
which can be attributed to the fact that these algorithms are developed with the basic assumption 
that the tissue region is homogenous. Since in the real case the cervix is a very heterogeneous 
tissue these assumptions fail. Spectral difference algorithm is more sensitive to homogeneity of 
the tissue and performs worse than spectral log difference algorithm. In order to get valid 
estimates of attenuation, the ROI should be homogenous. So in chapter 3 an attempt is made to 
segment regions of different scatterings. To understand the echo heterogeneity we need to look 
into the scattering parameters of the tissue. 
Ultrasound images have a characteristic granular pattern called speckle. Speckle occurs 
due to the scattered wavelength interfering constructively or destructively within a resolution cell 
having many scatterer’s. Speckle degrades the quality of the diagnostic image but provides 
relevant data about the underlying tissue microstructure. Speckle is a multiplicative noise which 
depends upon the scatterer size and the number of scatterer’s per resolution cell.  
 Speckle statistics can give insight into tissue microstructure and be used as a tissue 
histological descriptors[44]. Scatter number density and scatter size strongly influence the 
speckle statistics. Speckle noise can be either fully developed or partially developed depending 
upon the nature of the reflected signal (diffused or specular). Speckle can also be classified as 
fully resolved (spacing between scatterer’s greater than 2λ) or partially resolved. First order 
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statistics of the echo envelope can be modeled using different distributions. If the number density 
of scatterer’s is high and the speckle is fully developed, it is modeled by Rayleigh probability 
density function. The echo signal from multiple random reflections in a sample volume can be 
modeled as: 
𝑠(𝑡) = 𝑥(𝑡) cos(𝜔𝑜𝑡) − ⁡𝑦(𝑡)⁡sin(𝜔𝑜𝑡)                                      (3.1) 
where ωo is the center frequency and the quadrature components x(t) and y(t) are independent 
and zero-mean Gaussian. The envelope r(t) can then be expressed as: 
𝑟(𝑡) = ⁡√𝑥2(𝑡) + 𝑦2(𝑡)                                                (3.2) 
The Rayleigh probability density function can then be written as: 
𝑓𝑅(𝑟) =  
𝑟
𝜎2
𝑒
−𝑟2
2𝜎2
   
u(r)                                                        (3.3) 
where σ is the standard deviation of the quadrature components and u(.) is the Heaviside step 
function defined as:   
𝑢(𝑥) = {
0⁡⁡⁡⁡⁡⁡⁡⁡𝑥 < 0
1⁡⁡⁡⁡⁡⁡⁡⁡𝑥 ≥ 0
                                                      (3.4) 
B-mode images formed using  the envelope of RF data  with no coherent component are 
perfect examples of Rayleigh statistics[45, 46]. However, deviations from Rayleigh statics is 
quite common.  Rice distribution is used when speckle is fully resolved with high number 
density but in the presence of deterministic component[47, 48]. Rayleigh distribution is a special 
case of rice distribution, when the coherent signal component is zero. Rice distribution is given 
by the following equation: 
𝑓𝑅(𝑟) =  
𝑟
𝜎2
𝐼0 (
𝑟𝐶
𝜎2
) 𝑒
−(𝑟2+𝑐2)
2𝜎2
 
𝑢(𝑟)                                         (3.5) 
where Io(.) is the modified Bessel function of first kind and C is the specular component. 
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Partially developed speckle with low number density and no deterministic component can 
be modeled using K distribution. The K distribution relates to physical parameters like density of 
random scatterer’s. K distribution pdf is given by  
𝑓𝑅(𝑟) = ⁡
2
𝑏Γ(𝑣+1)
⁡(
𝜎
2𝑏2
)𝑣+1⁡𝐾𝑣 (
𝑟
𝑏
) 𝑢(𝑟)                                      (3.6) 
where Kv(.) is the modified Bessel function of the second kind, b is the mean and v is the 
shape parameter. Partially resolved speckle with a low number density and existence of 
deterministic component is modeled by homodyned K distribution[49, 50]. Distributions with 
more than one parameters were also introduced like the Nakagami distribution and the three 
parameter distributions like the Rician inverse Gaussian distribution and generalized k- 
distribution. 
 Nakagami distribution is a two parameter generalization of the Rayleigh distribution. 
Nakagami distribution is commonly used for modeling fully developed speckle [51-53]. The 
Nakagami PDF is given by: 
𝑓𝑅(𝑟) = ⁡
2𝑚𝑚𝑟2𝑚−1
Γ(𝑚)(2Ω)𝑚
𝑒−(
𝑚
2Ω
)𝑟2𝑢(𝑟)                                       (3.7) 
where m is the shape parameter and Ω is the controlling spread. Nakagami distribution does not 
perfectly model the real life cases of ultrasound images. The failure to perfectly model real life 
images can be attributed to the acquisition process and the post-processing. The center frequency 
also effects the number density of the scatterer’s resulting in deviations from Rayleigh and 
Nakagami statistics. Two parameter distributions like Gamma distributions have shown to give 
better empirical results when compared with Rayleigh distribution, K distribution, Nakagami 
distribution and the inverse Gaussian distribution[54].  Post processing techniques like log 
compression and filtering also effect the envelope of the RF data. Gamma distribution has shown 
promising results for fitting real ultrasonic data for fully developed speckle [54-56]. In the above 
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mentioned works log compression and filtering were considered but no explanation was provided 
for Gamma distribution being a better model. Nakagami distribution is related to gamma 
distribution (if Y~ Gamma (k,θ) then x~ Nakagami (m,Ω) can be obtained by setting k = m, θ= 
Ω/m and taking square root of y; ⁡𝑋(𝑚, Ω) = ⁡√𝑌(𝑚,
𝛺
𝑚
) ) 
 A heterogeneous cervix will have scatterer’s of varying scatter size and number density. 
Modeling heterogeneous tissue with one distribution only doesn’t give a perfect distribution as 
the varying scatter size and number density will result in multiple distributions. So 
heterogeneous tissue needs to be modeled using a mixture model. We propose to use Gamma 
mixture model (GMM) for our study as it is shown to perform better than Rayleigh mixture 
model and Nakagami mixture model [57]. Unlike most distributions discussed till now gamma 
distribution does not correspond to any physical parameters related to scattering properties of the 
tissue.   
This study wants to see if GMM can be used to identify regions of differing backscatter. 
The changes in backscatter are directly related to attenuation estimation, hence calculating 
attenuation estimates for a region with similar backscatter will give a more accurate estimate of 
attenuation.  
3.2 Gamma mixture model and EM algorithm 
The different echogenicity from the heterogeneous cervix should be modeled by a 
mixture of distribution hence a Gamma mixture model is proposed to differentiate between 
scatterer’s of different size and number density.  Let 𝑿 = {𝑥𝑖}, 1⁡ ≤ 𝑖⁡ ≤ 𝑁 be the pixel 
intensities of the IQ data obtained from an ultrasound scan. Assuming that these samples are 
independent and identically distributed (IID) random variable. If the pixel intensities are not IID 
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it can be achieved by down sampling the image after determining the auto correlation between 
the echo lines. The Gamma PDF can be defined for a set of pixel intensities X as: 
𝑓𝑥(𝑥|𝛼, 𝛽) =  
𝑥𝛼−1
𝛽𝛼𝛤(𝛼)
𝑒
−
𝑥
𝛽,  𝑥 ≥ 0  𝛼, 𝛽 > 0                                  (3.8) 
where Γ(𝛼)is Euler gamma function defined as Γ(x) = ⁡∫ 𝑡𝑥−1𝑒−𝑡
∞
0
𝑑𝑡, 𝑥 > 0, 𝛼 is the shape 
parameter, 𝛽 is the scale parameter. If the GMM has a contributions of J different distributions, 
the PDF of the GMM can be written as: 
𝑝(𝑥𝑖|Θ) =  ∑ 𝜋𝑗  𝑓𝑋(𝑥𝑖|Θ𝑗)
𝐽
𝑗=1                                                (3.9) 
where Θ is a vector consisting of all GMM parameters (π1, α1, β1, π2, α2, β2,……., πj, αj, βj). 
Equation (2) is a valid PDF if and only if ∑ 𝜋𝑗 = 1
𝑗
𝑗=1 . The joint distribution of the IID samples 
is given by: 
𝑝(𝑋|𝛩) =  ∏ 𝑝(𝑥𝑖|𝛩)
𝑁
𝑖=1                                                    (3.10) 
The Expectation Maximization (EM) algorithm is used as a maximum likelihood estimator for 
the GMM. EM algorithm maximizes the log likelihood function by introducing some hidden 
discrete random variables 𝑍⁡ = ⁡ {𝑍𝑖}. If sample xi belongs to distribution y then𝑍𝑖 ⁡= ⁡𝑦, 
where𝑦⁡ ∈ ℤ, 1 ≤ 𝑦 ≤ 𝑗. Let 𝛩(𝑛) be the estimates of the parameters of the GMM for the nth 
iteration. The first step of EM algorithm calculates the expectation of the log-likelihood 
ℒ(𝛩|𝑋, 𝑍) as: 
𝒬(𝛩|𝛩(𝑛), 𝑋) =  𝐸𝑍|𝛩(𝑛),𝑥{ℒ(𝛩|𝑋, 𝑍)}                                   (3.11) 
The second step of EM algorithm maximizes the expectation of the likelihood function 𝛩𝑛+1 =
argmax𝛩(𝒬).  The two steps are repeated until the norm of the current and the previous iteration 
is less than the pre-established threshold or the maximum number of iteration has passed without 
31 
 
the solution converging. The following inequalities give the estimates of GMM parameters for 
each iteration [51, 58]. 
?̂?𝑗 =  
1
𝑁
∑ 𝛾𝑖,𝑗 =  
1
𝑁
∑ 𝑝(𝑍𝑖 = 𝑗|𝑥𝑖, 𝛩
(𝑛))𝑁𝑖=1
𝑁
𝑖=1                               (3.12) 
where 𝛾𝑖,𝑗 can be derived by Bayes theorem as  
𝛾𝑖,𝑗 = 𝑝(𝑍𝑖 = 𝑗|𝑥𝑖 , 𝛩
(𝑛)) =  
𝑝(𝑥𝑖|𝛩𝑗
(𝑛)
)  𝑝(𝑧𝑖=𝑗|𝛩
(𝑛))
𝑝(𝑥𝑖|𝛩
(𝑛))
                           (3.13) 
log(?̂?𝑗) −  𝜓(?̂?𝑗) = log (
∑ 𝛾𝑖,𝑗𝑥𝑖
𝑁
𝑖
∑ 𝛾𝑖,𝑗
𝑁
𝑖
) −
∑ 𝛾𝑖,𝑗  log𝑥𝑖
𝑁
𝑖
∑ 𝛾𝑖,𝑗
𝑁
𝑖
                               (3.14) 
where 𝜓(𝑥) is the Digamma function which us defined as 𝜓(𝑥) =
Γ′(x)
Γ(x)
 
?̂?𝑗 =  
1
?̂?𝑗
 
∑ 𝛾𝑖,𝑗𝑥𝑖
𝑁
𝑖
∑ 𝛾𝑖,𝑗
𝑁
𝑖
                                                      (3.15) 
 
 
3.3 Implementation of Gamma mixture model  
The GMM using EM algorithm was implemented in the following steps: 
1) Gather IQ data or pixel intensity data.  
2) Band pass through a Butterworth filter with cut off frequencies of 1MHz and 12MHz. 
3) Form envelope using Hilbert transform. 
4) If needed down sample the image to ensure that the intensity values are IID 
5) First estimate of parameters 𝛩(0) is obtained by initialization the value of different 
parameters based on data from fitting one Gamma distribution only. Equal weightage 
is given to each distribution.  
6) Increase the iteration number 
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7) Calculate 𝛾𝑖,𝑗 using equation (6), Calculate ?̂?𝑗 using equation (7), Calculate ?̂?𝑗 using 
equation (8), calculate ?̂?𝑗 using equation (5) 
8) Continue steps 6 and 7 until ∥ 𝛩(𝑛) − 𝛩(𝑛−1) ⁡ ∥⁡< 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑⁡𝑙𝑖𝑚𝑖𝑡 
9) Goodness-to-ﬁt of the GMM was also measured by means of Kullback-Leibler 
divergence (KL) and Kolmogorov-Smirnov statistics (KS). 
Gamma distribution parameters are not related to any physical quantity. To study the 
effect of changing backscatter on the gamma distribution. Simulations were generated to study 
the effect of alpha and beta. The mean of gamma distribution is given as α/β, whereas the 
variance is given as 𝛼𝛽2. The SNR of the Gamma distribution is given as √𝛼, but this holds only 
for one gamma distribution.  
 Computer simulations were used to obtain sets of RF data with vary scatter size and 
number density. The simulation parameters try to replicate a clinical transvaginal array 
transducer used in our previous studies. A Gaussian focused beam with 4 cm focal length, 0.74 
mm beam width, 5MHz center frequency, F# 2 and 25% -3dB band width on transmit was used. 
Attenuation was kept constant at 0.5 dB/cm-MHz but the form factor was changed between 
spherical shell and Gaussian spherical. The scatter size was varied as 12.5, 25, 50, 75 µm. The 
scattering number density was varied from 9, 44, 440 mm-3, approximately corresponding to 2, 
10, 100 scatterer’s per resolution cell respectively.  
Gamma distribution was fit to find the corresponding α and β values. The shape 
parameter α directly relates with the signal to noise ratio (SNR) as α = SNR2, since β is the scale 
parameter it should be related to the backscatter intensity levels. To see if the β parameters 
depends on backscatter intensity levels, the whole simulated data set was normalized with the 
maximum value and the Gamma parameters calculated. Table 6 shows the SNR and β values for 
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Spherical shell form factors with varying scatter size and number density .Table 7 shows the 
SNR and β values for Gaussian spherical form factors with varying scatter size and number 
density  
 
Table 6: SNR and β values for Spherical shell form factors with varying scatter size and number 
density 
 
Number of scatterer's per resolution cell (Number density in mm-3) 
Size(µm) 2 (9) 10 (44) 100 (440) 
12.5 1.47, 1.03E-05 1.6, 6.36E-05 1.59, 6.34E-05 
25 1.47, 7.13E-05 1.56, 1.44E-04 1.58, 6.06E-04 
50 1.49, 2.88E-04 1.57, 5.86E-04 1.60, 2.38E-03 
75 1.53, 1.64E-04 1.57,3.46E-04 1.60,2.43E-03 
 
 
Table 7: SNR and β values for Gaussian spherical form factors with varying scatter size and 
number density 
 
Number of scatterer's per resolution cell (Number density in mm-3) 
Size(µm) 2 (9) 10 (44) 100 (440) 
12.5 1.48, 6.05E-07 1.57, 1.22E-06 1.58, 3.79E-06 
25 1.46, 4.58E-06 1.58, 8.80E-06 1.57, 2.84E-05 
50 1.48, 2.57E-05 1.57, 5.21E-05 1.60, 1.59E-04 
75 1.49, 5.07E-05 1.57, 1.02E-04 1.58, 3.19E-04 
 
 
For both the tables 6 and 7 the SNR increases with increasing number density but 
stagnates when the speckle becomes fully developed, α is seen to be independent of   scatter size. 
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When the RF data is normalized with respect to the maximum as seen in Table 8 and table 9.The 
SNR parameter takes the same values but the value of β parameter increases after normalization. 
Hence β is dependent on the pixel intensity of the RF data.  
 
Table 8: SNR and β values for normalized Spherical shell form factors with varying scatter size 
and number density 
 
Number of scatterer's per resolution cell (Number density in mm-3) 
Size(µm) 2 (9) 10 (44) 100 (440) 
12.5 1.47, 9.19E-02 1.59, 6.86E-02 1.58, 8.95E-02 
25 1.47, 9.01E-02 1.56, 8.01E-02 1.58, 9.37E-02 
50 1.49, 7.55E-02 1.57, 8.96E-02 1.60, 8.49E-02 
75 1.53, 8.92E-02 1.57,9.22E-02 1.60,9.25E-02 
 
Table 9: SNR and β values for normalized Gaussian spherical form factors with varying scatter 
size and number density 
 
Number of scatterer's per resolution cell (Number density in mm-3) 
Size(µm) 2 (9) 10 (44) 100 (440) 
12.5 1.48, 9.09E-02 1.56, 8.46E-02 1.58, 9.88E-02 
25 1.46, 9.36E-02 1.57, 9.93E-02 1.57, 1.04E-01 
50 1.48, 9.61E-02 1.57, 7.76E-02 1.60, 8.42E-02 
75 1.49, 8.48E-02 1.57, 8.83E-02 1.59, 8.26E-02 
The parameters SNR and β are not specific to back scattering properties like scatter size 
and number density but can be used to highlight differences in changing backscatter. We wanted 
to test the hypothesis that if GMM can be used to differentiate between regions of different back 
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scatterer’s hence help in identifying regions of similar back scatter so as to get better estimates of 
attenuation in cervix.  
 
3.4 Simulation  
Two computer simulated three layered images were constructed with varying scatter size 
and number density. A Gaussian focused beam with 0.74 mm beam width, 5MHz center 
frequency and 25% -3dB band width on transmit was used. Table 10 summarizes the parameters 
for the first simulated three layered image. Table 11 summarizes the parameters for the second 
simulated three layered image.  
 
 
Table 10: Parameters for 1st simulated layered images 
 
Parameters Simulated Image 1 
 layer 1 layer 2 layer 3 
Size (um) 25 75 12.5 
Attenuation (dB/cm-MHz) 0.5 1 0.5 
Number density (mm-3) 44 44 44 
Focal length (cm) 4 5.6 7.2 
F# 2 2 2 
Relative Impedance 1 1 1 
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Table 11: Parameters for 2nd simulated layered images 
 
Parameters Simulated Image 2 
 layer 1 layer 2 layer 3 
Size (um) 25 25 25 
Attenuation (dB/cm-MHz) 0.5 1 0.5 
Number density (mm-3) 220 220 220 
Focal length (cm) 4 5.6 7.2 
F# 4 4 4 
Relative Impedance 1 10 5 
 
A B-mode image of the first simulated layer is shown in figure 7(a) along with the 
gamma probability maps in figure 7(b), 7(c), 7(d). The three maps show the probability of each 
pixel belonging to a particular distribution. The first distribution contains the layer 2. The second 
distribution mainly contains layer 1 along with some noise from layer 2 and the third distribution 
contains the layer 3. The SNR values of the three layer are 1.64, 1.60, and 1.25 respectively.  The 
B-mode image for the second simulated layer is shown in figure 8(a) along with the gamma 
probability maps in figure 8(b), 8(c), 8(d). The three maps show the probability of each pixel 
belonging to a particular distribution. The first distribution contains the layer 1 along with noise 
from layer 2. The second distribution mainly contains layer 2 along with some noise from layer 1 
and the third distribution contains the layer 3. The SNR values of the three layer are 1.63, 1.62 
and 1.27 respectively. 
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Figure 7: (a) B-mode image of simulated phantom (b) Gamma probability map for 2nd layer (c) 
Gamma probability map for 1st layer (d) Gamma probability map for 3rd layer 
 
Figure 8: (a) B-mode image of simulated phantom (b) Gamma probability map for 1st layer (c) 
Gamma probability map for 2nd layer (d) Gamma probability map for 3rd layer 
 
 
 From the above figures it can be concluded that GMM can identify region of varying 
scattering properties (both scatter size and number density) for simulated images. 
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3.5 Three layered phantoms 
To extend the results from theoretical simulations to real life ultrasound images, two 
three layered phantom were used [59]. Phantom 1 has constant attenuation whereas phantom 2 
has constant backscatter. The size of the scatterer’s varies from 5 to 43µm. Table 12 summarizes 
the properties of the phantom 1 (details about phantom construction[59]). Whereas, table 13 
summarizes the property of phantom 2. 
Table 12: Properties of phantom 1 
 
Constant Attenuation Phantom 1 
 layer 1 layer 2 layer 3 
Layer dist. from transducer(cm) 0-1.5 1.5-3 3-7 
Attenuation (dB/cm-MHz) 0.52 0.54 0.52 
BSC (1/cm sr.) 0.000091 0.00365 0.00091 
Scatterer Conc. (g/l) 2 8 2 
 
GMM was used to differentiate the three layers. In case of phantom 1, GMM was able to 
differentiate the regions of different backscatter as seen in figure 9. For phantom 2, GMM just 
gives 1 type of distribution which is correct since there is no change in back scatter as seen in 
figure 10. To validate the effect of changing back scatter on attenuation, attenuation map for the 
phantom were generated with GMM and without GMM. 
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Table 13: Properties of phantom 2 
 
Constant Backscatter Phantom 2 
 
layer 1 layer 2 layer 3 
Layer dist. from transducer(cm) 0-1.5 1.5-3 3-7 
Attenuation (dB/cm-MHz) 0.48 0.73 0.47 
BSC (1/cm sr.) 0.00182 0.00182 0.00182 
Scatterer Conc. (g/l) 4 4 4 
 
 
 
 
 
Figure 9: (a) B-mode image of phantom 1 (b) Gamma probability map for 2nd layer (c) Gamma 
probability map for 1st and 3rd layer 
 
Both Spectral difference and Spectral log difference algorithm were used. 14 pulse length 
(8.624mm) in the axial direction and 15 echoes (18.98mm) in the lateral direction were chosen as 
the ROI size. Time gated windows overlapped by 50% and size of the window was 7 pulse 
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length per window. Threshold value of 0.7 was used for probability. For spectral difference 
algorithm if the mean value of the probability inside the windowed region was less than the 
threshold value then the attenuation estimate corresponding to that region was discarded. 
Whereas for Spectral log difference algorithm if the mean value of probability inside the 
proximal and distal window was less than the threshold value then the attenuation estimate 
corresponding to that region was discarded. Figure 11 shows the attenuation map for phantom 
with constant attenuation using both the algorithms.  
 
 
Figure 10: (a) B-mode image of phantom 2 (b) Gamma probability map for all layers (c) noise 
 
For Spectral difference algorithm it can be clearly seen that there is a layer of negative 
attenuation as we go from layer 1 to layer 2. Similarly there is a layer of very high attenuation as 
we go from layer 2 to layer 3. Spectral log difference has higher variance in its estimate as 
compared to Spectral difference but both the algorithms give a mean  
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Figure 11: Attenuation map for phantom 1 (a) using Spectral log difference algorithm (b) using 
Spectral difference algorithm 
 
 
 
 
Figure 12: Attenuation map for phantom 1 using GMM and spectral log difference algorithm for 
(a) middle layer (b) Attenuation map using GMM for top and bottom layer. 
 
value of attenuation close to the actual attenuation value of the phantom. Figure 12 (a), (b) shows 
the attenuation map for different layers using Spectral Log difference algorithm. Similarly Figure 
42 
 
13(a), (b) show the attenuation map for the two different layers using spectral difference 
algorithm. The top layers has no estimates because no ROI had a valid attenuation estimate in the 
top layer due to the thresholding by GMM. It is observed that the mean attenuation estimate for 
spectral difference algorithm remains constant whereas for Spectral Log difference algorithm the 
estimate increases. The variance decreases drastically for Spectral difference algorithm but not a 
major change in variance for Spectral Log Difference algorithm is observed. 
 
 
Figure 13: Attenuation map for phantom 1 using GMM and spectral difference algorithm for (a) 
middle layer (b) Attenuation map using GMM for top and bottom layer. 
 
For phantom 2 there in no change in backscatter, hence only two probability maps are 
obtained with majority of the data in the first map. Figure 14 shows the attenuation map for the 
dominant gamma distribution using both the attenuation estimation algorithm. 
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Figure 14: Attenuation map for phantom 2 (a) using Spectral log difference algorithm (b) using 
Spectral difference algorithm 
 
 
3.6 Conclusion 
 
From the above study we conclude that the gamma variables are dependent on the B-
mode image. The alpha value seems to relate with the signal to noise ratio of the distribution, 
whereas the beta value corresponds to the image intensity. The SNR value drops whenever there 
is more noise in the GMM probability map. The gamma PDF gives us an estimate of the SNR 
and beta values to expect for the different scattering properties. The knowledge of these SNR and 
beta values can be helpful in initializing the EM algorithm. We also saw that for simulated 
images, GMM can clearly distinguish between the different scatter size and varying number 
density. The results were also replicated in real ultrasound images when phantoms are used and 
we see the effect on attenuation estimate as the scattering properties behind them change. Since 
the scattering properties in real cases is always changing the attenuation estimates are always 
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thrown off. Hence Gamma mixture model will prove very essential in finding regions which are 
homogenous in nature so that the homogeneity assumption behind attenuation estimation 
algorithms is not violated.  
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CHAPTER 4 
APPLICATION OF GAMMA MIXTURE MODEL ON CERVICAL DATA 
 
4.1 Introduction 
Normal pregnancy length varies from 38 to 42 weeks of gestation with any birth prior to 
37 weeks considered as preterm. Complications due to preterm related birth are the leading cause 
of infant mortality worldwide [16] and the second leading cause in the United States [17]. 
According to Center for Disease control and prevention, 35% of infant death in the United States 
in 2010 were related to preterm birth. On a global scale 13 million infants are born each year 
with preterm complications. Out of these 13 million infants, 1 million die each year contributing 
to 27% of neonatal deaths [18]. Preterm birth can be spontaneous or medically induced due to 
medical complications involved during the birth. As the human cervix prepares for giving birth it 
undergoes a process of remodeling in which the collagen present in the three layers of the cervix 
realigns and more space is created between the collagen fibrils which is then filled with water 
and enzymes.  This realignment of collagen softens the cervix and prepares it for delivery [19]. 
Currently the most prevalent technique to identify preterm birth is to measure the cervical length, 
but it has a low positive predictive value as many women with a short cervix still deliver full 
term [20, 21]. Hence additional non-invasive techniques with better prediction capabilities 
should be developed to aid in the assessment of preterm birth. 
Traditional ultrasound imaging is a noninvasive technique which is used thorough out the 
pregnancy and provides anatomical visualization of the soft tissue but does not allow changes in 
the tissue microstructure to be assessed. However, the time domain IQ data available from 
ultrasound scans can be converted into RF data for estimating quantitative ultrasound parameters 
46 
 
like attenuation, backscatter, scatter size, and acoustic concentration [1-5] which give’s insight 
into the microstructure of the tissue. 
For assessing the risk of premature birth, detecting the softening of the cervix as the time 
of delivery approaches may have the best diagnostic potential as the cervix must soften before 
dilation. Therefore, measurements of the quantitative ultrasound parameters linked to the 
softening may enable clinicians to more reliably predict premature delivery.  Premature softening 
of the cervix would place a patient at higher risk for premature delivery especially for a short 
cervix. Ultrasonic attenuation is a quantitative ultrasound parameter which can also be used to 
study the changes in the cervix and is sensitive to cervical softening [8, 10]due to its potential 
sensitivity to cervical softening. Ultrasonic attenuation is defined as the loss of energy as the 
ultrasonic wave propagates in the tissue medium. Different tissues attenuate the ultrasonic wave 
to a different extent which can be used to detect changes in the tissue microstructure. As the 
cervix softens, the collagen concentration decreases and the water content increases [19].  Both 
of these changes should result in a lower ultrasound attenuation as has been shown in our earlier 
work.  [8-12]. 
However, in chapter 2 we concluded that cervical length is seen to perform better than 
attenuation when the area under the receiver operating characteristics (ROC) was calculated. It 
was also observed that the attenuation values had a very high variance which reduces the 
diagnostic potential of ultrasound attenuation in the application. This high variance may result 
from violation of the assumptions of the algorithms used to calculate the attenuation. 
Specifically, the algorithms assume that the tissue is homogeneous whereas the cervix is a 
heterogeneous region and the backscatter changes as the ultrasonic wave goes from one tissue 
type to another. The changes in tissue type would appear as very high and very low attenuation 
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values relative to the mean depending on how the backscatter changed within a region (i.e., large 
variances in attenuation estimates).  Therefore, to get less variance in the attenuation estimates, 
the underlying region should have the same backscatter. Thus identifying regions of similar 
backscatter becomes vital for obtaining valid estimates of attenuation. We hypothesize speckle 
characteristics could play a crucial role in identifying homogenous regions of tissue. 
Speckle is a multiplicative noise which is a very characteristic of ultrasound images. It’s 
a granular pattern observed due to the constructive or destructive interference of scattered 
ultrasound waves from one resolution cell assuming multiple scatterer’s in each cell. Speckle can 
also provide information of the underlying tissue as it depends on the scattering properties of the 
tissue. Speckle statistics depends on the size, acoustic concentration and arrangement of the 
scatterer’s. Speckle statistics has been used previously as tissue histological descriptors[44]. 
Speckle statistics can be broadly classified into four categories. A speckle is called fully 
developed when the reflected signal is diffused. If the reflected signal is specular in nature, the 
speckle pattern would be partially developed. A speckle pattern is called fully resolved when the 
spacing between the scatterer’s is greater than 2λ, whereas if the spacing between scatterer’s is 
less than 2λ the speckle pattern is called partially resolved.  
Over the decades, different distributions have been proposed to model the first order 
statistics of the echo envelop. In the ideal case when the speckle is fully developed, the number 
density of the scatterer’s is high and no coherent component is present allowing the Rayleigh 
distribution to model the echo envelope perfectly[45, 46]. If the coherent component deviates 
from the Rayleigh distribution and changes to a deterministic component, then Rice distribution 
is used [47, 48]. Partially developed speckle with low number density of scatterer’s and no 
deterministic component is modeled using K distribution[60]. The parameters of K distribution 
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relate to physical properties of the scattering medium like the density of scatterer’s. Partially 
resolved speckle with low scatter number density and in the presence of deterministic component 
is modeled using Homodyned K distribution[49, 50]. Some other important multi parameter 
distributions are Nakagami distribution (2 parameters) and three parameter distributions like the 
Rician inverse Gaussian distribution and generalized k- distribution [51-53]. 
All of the above mentioned distribution work well in theory but fail to different degrees 
for real life cases of ultrasound images. The acquisition process and the post processing 
techniques like log compression change the envelope of the RF data and contribute to the failure 
of these models. The center frequency is also affected by the number density of the scatterer’s 
resulting in deviations from Rayleigh statistics. To resolve these problems, additional 
distributions have been proposed which give empirically better result but have no relation with 
the physical properties of the scattering medium. Gamma distribution is a two parameter 
distribution which gives better empirical results when compared with Rayleigh distribution, K 
distribution, Nakagami distribution and the inverse Gaussian distribution[54]. Gamma 
distribution has shown promising results for modeling real ultrasonic data when the speckle is 
fully developed [54-56]. In the above mentioned work, log compression and filtering were done 
but no explanation was provided for Gamma distribution being a better model than other 
available models. A tissue with homogenous scattering properties can be modeled by the 
distributions mentioned above but when the tissue has heterogeneous scattering properties it’s 
not fair to model it with only one distribution. The varying scattering properties will result in 
multiple probability distribution functions for the echo envelope. Hence tissues with varying 
scattering properties should be modeled with mixture models with Gamma mixture model 
(GMM) having been shown to perform better than the Rayleigh mixture model and the 
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Nakagami mixture model [57]. Also, in a previous study, we showed that GMM can be used to 
identify regions of varying scattering properties in simulated images as well as phantoms. 
The attenuation estimate is dependent on the scattering property remaining constant 
throughout the region of interest (ROI). This assumption is often violated by the heterogeneous 
cervix tissue.  In order to obtain better estimates for attenuation we propose to repeat our earlier 
study (chapter 2) by implementing GMM in the cervix to calculate attenuation for regions having 
similar backscatter. We hypothesize a better value of area under the ROC curve using the GMM 
as the impact of tissue heterogeneity will be reduced. 
 
4.2 Materials and method 
A study was conducted on sixty three pregnant African-American women, since they 
have a high rate of preterm birth[38]. The study was approved by the Human Subjects Review 
Board of the University of Illinois at Chicago. Subjects were inducted into the study only if they 
met the following criteria’s: older than 18 years of age; able to read, write and comprehend 
English; no immune disorder; not on steroids; don’t have diabetes. Women with anomalous fetus 
or too ill to give consent were omitted from the study. The subjects were expected to undergo 
five transvaginal ultrasound examinations between planned intervals of 17-39 weeks of 
gestational age. Some subjects could not attend all the 5 planned exams, hence fewer scans for 
those subjects were taken.  Subjects’ data was also not included in the analysis if the birth was 
medically induced. 
Ultrasonic IQ (in-phase quadrature) data was acquired with an E9-4 endovaginal 
transducer from z.one Zonare ultrasound system (ZONARE Medical Systems, Mountain View, 
CA). The transducer has a center frequency of 6.8 MHz and a bandwidth of 2.4 MHz, with a 
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penetration depth of 11.5cm. A preset was used on the ultrasound machine to remove operator 
bias and to ensure that the machine settings didn’t change from one scan to another. The 
sonographer had the flexibility of choosing the depth of the scan but the depth was to be kept 
same throughout the scan. The sonographer first scanned the subject with a center frequency of 5 
MHz and then immediately scanned a well characterized tissue mimicking phantom using the 
same preset settings. A custom built Gammex (Gammex Inc., Middleton, WI) tissue mimicking 
phantom (series 0.5LE) was used as the reference phantom and had a known attenuation of 0.5 
dB/cm-MHz as given by the manufacturer and independently verified in our laboratory.  The 
phantom had no occlusions and had a uniform backscatter. The phantom had scattering targets of 
average scatter diameter of 35µm with a number density of 160mm-3. A calibrated reference 
phantom is required to calculate the attenuation of the cervix so as to cancel the effects of 
diffraction term and machine transmit/receive characteristics[39]. The date of delivery was also 
noted for each subject by following up with the patient after the completion of the scans.  In 
addition, the cervical length was measured from the ultrasound images acquired from each scan. 
After scanning, the IQ data was stripped of all personal data and was sent to Iowa State 
University for calculation of attenuation values. The engineer processing the attenuation value 
was unaware of the gestation age of the scan. For processing, the IQ data was imported into 
MATLAB (MathWorks Inc., Natick, MA. USA) and was converted to RF (radio frequency) 
data. The RF data for the whole image was decomposed into multiple regions and the attenuation 
was calculated for each region resulting in an attenuation image which could be overlaid on the 
B-mode image. The regions were generated by first applying a series of rectangular windows 
with 50% overlap in the axial direction so that the changes in the spectrum could be calculated as 
a function of depth.  The size of each window was set at 7 pulse length per window by plotting 
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the -6dB bandwidth against the number of spatial pulse length and observing the number of pulse 
lengths at which the -6dB bandwidth becomes constant. The pulse length was calculated by 
taking the auto correlation coefficient of time samples from RF echo lines of the phantom data. 
Samples with absolute correlation coefficient greater than 0.2 were considered correlated and 
determined the time pulse length. The spatial pulse length or simply the pulse length can then be 
calculated by multiplying time pulse length with the speed of sound and dividing by 2.  Our prior 
studies have shown that expressing resolution in pulse length and number of independent echoes 
is a relatively independent method for comparing the results from different ultrasound systems 
and scans [61, 62]. 
The Fourier transform of each windowed data was then calculated and the spectrogram 
was plotted to determining the noise level for the particular scan and frequency. An average 
value of –17 dB bandwidth was used which was at least 5dB above the noise floor.  The 
reference scan was processed in a similar manner. The average spectral value of all the windows 
in the usable frequency range was then divided by the average reference spectral value to cancel 
the diffraction term and system effects. An attenuation map of the cervix was then generated by 
using either the spectral difference algorithm or the spectral log-difference algorithm.  
The size of the regions (resolution of the attenuation images) was varied in both the axial 
and lateral direction by varying the number of time gated windows (axially) and number of 
independent echoes (laterally). We picked region sizes of 2, 3 and 4 windows axially which 
corresponded to 10.5, 14, 17.5 pulse length in axial direction (6.468, 8.624, 10.780 mm). In the 
lateral direction, the regions were varied as 5, 10, 15 and 20 independent echoes (6.32, 12.65, 
18.98, 25.31mm), where every third echo was determined to be independent for our ultrasound 
images. Our previous studies had shown that approximately 15 pulse lengths in the axial 
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direction and 15 echoes in the lateral direction gave a standard deviation on the order of 25% in 
the attenuation estimates when the tissue was homogeneous.  Therefore, we varied our region 
sizes about these values for our study [11, 37, 39].  
For our study, the attenuation was calculated using the spectral-log difference algorithm as this 
algorithm has been shown to be less sensitive to tissue heterogeneity than other reference 
phantom methods.  The Spectral log difference algorithm only uses the proximal and distal 
window of the ROI. The proximal and distal windows would be the window closest to the 
transducer (proximal) and furthest from the transducer (distal) associated with a specific region. 
To calculate the attenuation using spectral difference algorithm the power spectrum of a 
windowed region can be written as   
𝑆𝑠(𝑓, 𝑧) = 𝑃(𝑓)𝐷𝑠(𝑓, 𝑧)𝐴𝑠(𝑓, 𝑧0)𝐵𝑠(𝑓, 𝑧)𝑒
−4𝛼𝑠(𝑓)(𝑧−𝑧0)                            (4.1) 
where subscript s represents the sample, f is the frequency, z is the distance from surface of the 
transducer to the center of time gated window within the ROI, z0 is the start of the ROI, P is the 
electro-acoustic and acousto-electric transfer functions, D is the diffraction term, A is the 
cumulative attenuation along the path of propagation, B is the backscatter term, α is the 
attenuation coefficient of the ROI. Similarly the power spectrum for the reference phantom can 
be written as Sr. The diffraction terms can be removed from the above equations by assuming 
that the speed of sound is approximately the same in the tissue and tissue mimicking phantom. If 
the tissue within an ROI is assumed to be homogenous and isotropic then the scattering term 
does not depend on the depth. Dividing the two spectra and taking natural logarithm gives us 
equation (4.2) 
ln [
𝑆𝑠(𝑓,𝑧)
𝑆𝑟(𝑓,𝑧)
] = R(f, z) = 4(𝑧 − 𝑧0)(𝛼𝑟(𝑓) − 𝛼𝑠(𝑓)) + ln⁡[
𝐴𝑠(𝑓,𝑧0)𝐵𝑠(𝑓)
𝐴𝑟(𝑓,𝑧0)𝐵𝑟(𝑓)
]                         (4.2) 
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We can rewrite equation (4.2) for the proximal and distal window with respect to the phantom 
separately. Now subtract the proximal and distal window power spectrum ratios, this gives us 
equation (4.3) 
SS(f) = ln [
𝑆𝑠(𝑓,𝑧𝑝)
𝑆𝑟(𝑓,𝑧𝑝)
] − ln [
𝑆𝑠(𝑓,𝑧𝑑)
𝑆𝑟(𝑓,𝑧𝑑)
] = 4(𝑧𝑝 − 𝑧𝑑)(𝛼𝑟(𝑓) − 𝛼𝑠(𝑓)) + ln [
𝐴𝑠(𝑓,𝑧0)𝐵𝑠(𝑓,𝑧𝑝)
𝐴𝑟(𝑓,𝑧0)𝐵𝑟(𝑓,𝑧𝑝)
] −
ln⁡[
𝐴𝑠(𝑓,𝑧0)𝐵𝑠(𝑓,𝑧𝑑)
𝐴𝑟(𝑓,𝑧0)𝐵𝑟(𝑓,𝑧𝑑)
]    (4.3) 
 Since the phantom is homogenous and isotropic the back scattering term for the proximal and 
distal window for the reference is same. Also, if the effective scatter size of the proximal and 
distal window is the same we can assume that backscatter of proximal and distal windows for the 
tissue are different only by a multiplicative constant. So now the equation becomes 
𝑆𝑆(𝑓) = 4(𝛼𝑟(𝑓) − 𝛼𝑠(𝑓))(𝑧𝑝 − 𝑧𝑑) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                                 (4.4) 
After replacing α and assuming that attenuation increases linearly with frequency. The slope of 
the line fitting the substituted equation (4.4) will give us attenuation estimate for the 
corresponding region as shown in equation (4.5). 
𝛽𝑠𝑓 = 𝛼𝑟(𝑓) −⁡
𝑆𝑆(𝑓)−𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡
4(𝑧𝑝−𝑧𝑑)
                                                (4.5)  
 
 
4.3 Results 
In addition to calculating the attenuation values, the cervical region was manually 
extracted and passed through a GMM to obtain probability maps corresponding to the different 
tissue types. When using the GMM to classify tissue regions, having the correct number of 
mixtures is critical.  Ideally, the number of mixtures would be known a priori, but this is not the 
case for the heterogeneous cervix.  Therefore, the log likelihood was calculated for different 
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number of mixtures [63]. Figure 15 shows the log likelihood for two different scans as the 
number of mixtures is increased. The log likelihood does not increase much after the number of 
components reaches four. Hence four was considered the ideal number of gamma distributions 
required to model the cervix. The GMM was then implemented using the EM algorithm as 
described in Chapter 3.  
 
 
 
Figure 15: Log likelihood versus number of components for the whole image  
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Figure 16: (a) Orignal RF data (b) segmented cervical region (c) first probability maps with 
edge effect dominating (d) second probability map with one of the major scattering type (e) third 
probability map with another important scattering type (f) fourth probability map with edge 
effects and noise.  
 
Figure 16 (a) shows the orignal RF data of the ultrasound scan. Figure 16 (b) shows the cervical 
region after being segmented out of the RF data. Figure 16(c), (d), (e), (f) shows the four 
probability maps obtained from GMM. Each pixel in these maps represent the probability of that 
pixel belonging to the particular distribution. Most of the probability points are concentrated in 
just image 2(figure 16(d)) and image 3(figure 16(e)). Image 1 (figure 16(c)) is just an edge effect 
obtained due to the segmentation process, whereas image 4 (figure 16(f)) looks like a 
combination of edge effect and noise. The presence of edge effect can be explained by the fact 
that Hilbert transform was taken after manually segmenting out the cervix. Since Hilbert 
transform takes the envelope of the data, hence any abrupt changes in the envelope would be 
seen as an edge effect.  
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 After calculating the attenuation estimates for the cervix, the probability maps were used 
to eliminate erroneous attenuation estimates from each cervical image. Specifically, if the 
average probability value for the proximal and distal windows was greater than a threshold value 
of 0.7, then the windows were assumed to be from the same tissue type and the attenuation 
estimate was considered valid for that Gamma mixture.  Otherwise, the attenuation estimate was 
discarded and not included in estimating an average attenuation for that patient scan for that 
mixture. The selected value of 0.7 was based on attempting to balance between being sufficiently 
restrictive while not eliminating most of the data.  However, future studies should evaluate the 
impact of this threshold on the results in more detail.   
 Once the attenuation values for each scan and each mixture had been determined, the data 
was condensed into a single attenuation estimate for each patient scan.  This was done by 
defining a valid range of SNR and beta parameters based on our previous simulation results. 
Figure 17 plots the data from all the probability maps obtained for each patient and scan. The 
scaling parameter β and the SNR are represented on the y and x axis respectively of the plot as 
these two parameters are the most essential in determining the nature of the scatterer. In chapter 
3 we saw that the gamma shape parameter α was related with SNR of the distribution as α = 
SNR2. Whereas the scale parameter β was related with the pixel intensity of the RF image. The 
blue, green, red, and black markers represent the first, second, third and fourth image after being 
sorted in an increasing order of beta. Based on the changes in value of SNR in table 7 we decided 
to consider only those images who had a SNR value in the range of 1.25 to 1.65. The beta value 
was restricted from 10 to 100 based on the assumption that similar tissue type should have 
similar RF intensity values. If two probability maps for a single patient scan were collected using 
the above technique, a weighted estimate of the attenuation was calculated. 
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Figure 17:  Multi parameter approach showing all the probability maps plotted against SNR on x 
axis and beta on y axis 
 
Figures 92 to 103 in appendix B show the scatter plots for Attenuation vs Time to 
Delivery. The average values of attenuation are plotted after dividing the data into 3 groups: 0 to 
5 weeks, 5 to 10 weeks and 10 to 15 weeks. The data is plotted at the midpoints of these regions. 
A best fit trend line for full term data is also added to better visualize the trends. An example is 
shown in figure 18. 
At both 7.5 and 2.5 weeks, there is a decrease in attenuation as we approach closer to the 
time to delivery. To observe the data quantitatively the receiver operating characteristic were 
plotted again and their area observed. Figure 104 to 115 in appendix B shows the ROC curve for 
different pulse lengths and echoes. The maximum area under the ROC curve for multi parameter 
approach was found to be 0.80 for 10.5 pulse length and 10 echoes as seen in figure 19. 
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Figure 18: Attenuation vs time to delivery for pulse length of 10.5 and 10 independent echoes 
 
 
Figure 19: ROC curve for pulse length of 10.5 and 10 independent echoes 
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4.4 Conclusion 
 In this chapter, we discussed the ways in which gamma mixture model can be 
implemented for in human cervix. During our trial and error process we realized that segmenting 
the cervix from the whole image before calculating the GMM probability maps give us much 
higher predictive value than using the whole image. A threshold value of 0.8 can be very 
restrictive but 0.7 seems to be the optimal compromise between the number of points and yet 
being high enough for the tissue to be considered homogenous. The SNR and beta parameters of 
the gamma mixture model can be used to select the right probability maps obtained from the 
GMM. Compared to the orignal study done in chapter 2, the improvements using GMM are 
clearly visible with ROC area value increasing from 0.56 to 0.80 and becoming even higher than 
the value of the ROC for cervical length (0.71). We have also shown that spectral log difference 
is a better method to use as long as the assumption of tissue homogeneity is violated. In future lot 
of filters can be developed using gamma probability maps, thresholding is just one solution to the 
problems and some filters might work better than others. The ROI which gave the highest area 
under the ROC is 10.5 echoes and 10 pulse lengths and should be used in future to calculate 
attenuation estimates when using the Spectral log difference algorithm.   
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CHAPTER 5 
SUMMARY AND CONCLUSION 
 
5.1 Conclusion 
Ultrasonic attenuation is a quantitative ultrasound parameter which can be used to detect 
the changes in the tissue microstructure. Softer tissue have lower attenuation compared to harder 
tissues. As the cervix prepares for delivery the collagen inside the cervix realigns filling the 
cervix with water and enzyme thus softening the cervix. The cervix softens mainly between first 
trimester and second trimester but some changes in the stiffness of the cervix also take place 
between second trimester and third trimester. In order to detect these changes in human’s, 
cervical attenuation can be deployed as a bio predictor in parallel with cervical length. In Chapter 
2 we introduced the orignal study conducted on humans. The variation of ROI size and the 
different attenuation estimating algorithms were studied. Spectral log difference algorithm seems 
to be the better choice as it followed the biological trend expected from attenuation, whereas 
spectral difference algorithm completely fails as it goes in the opposite direction. Both the 
attenuation estimation algorithms perform poorly and cannot match the performance of cervical 
length. But when combined with cervical length, their product give a higher predictive value. 
Thus the authors suggest that cervical length should be used in combination with cervical length 
for best results.  
Since the attenuation algorithms have very high variance, the attenuation estimates from chapter 
2 are not very conclusive in predicting time to delivery. The attenuation algorithms assume that 
the tissue region is homogenous and the violation of this assumption can throw off the 
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attenuation estimates. Thus a technique is required to find homogenous region inside the cervix. 
Different PDF’s can be used to model ultrasonic data, but gamma PDF has the best empirical fit 
although it lacks physical significance. Gamma mixture model can be implemented using 
expectation maximization algorithm. Gamma mixture model parameters alpha and beta seem to 
correspond to the signal to noise ratio and intensity of the back scattered waves respectively.  
GMM can also be used to distinguish regions of different scatter size and scatter number density. 
Since attenuation estimation is dependent on the underlying back scattering, identifying regions 
of similar back scatter can help in improving the attenuation estimates.  
In chapter 4 we optimize the process of calculating attenuation estimate using Gamma mixture 
model. A threshold value of 0.7 is found to be the most optimal and the ROI size of 10.5 pulse 
length and 10 echoes should be used as it corresponds to highest ROC curve area. The cervix 
should be segmented from the image before processing for probability maps. The SNR and beta 
values of Gamma mixture model can be used as a selection criteria for the probability maps. 
Using Gamma mixture model ultrasonic attenuation can get higher predictive value than cervical 
length. In the future different filters can be implemented using Gamma mixture model to get 
even higher predictive values. The identification of regions of different backscatter can also be 
used for tissue characterization. A computer could also be trained to use gamma mixture model 
classifiers, thus teaching it to identify regions of different backscattering. 
 An attempt to see the difference between attenuation estimates with and without GMM 
was done on a per patient basis. Due to the insufficient number of points for attenuation 
estimates with GMM the study was inconclusive. Figure 116 to 180 show the attenuation 
estimates with and without GMM on per patient basis.  
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 APPENDIX A  
SUPPLEMENTARY PLOTS FOR CHAPTER 2 
 
 
Figures for Chapter 2 showing attenuation plotted against gestational age for the varying 
pulse lengths and number of echoes for Spectral log difference algorithm. 
 
 
 
Figure 20: Attenuation vs gestation age for pulse length of 10.5 and 5 independent echoes 
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Figure 21: Attenuation vs gestation age for pulse length of 10.5 and 10 independent echoes 
 
 
 
Figure 22: Attenuation vs gestation age for pulse length of 10.5 and 15 independent echoes 
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Figure 23: Attenuation vs gestation age for pulse length of 10.5 and 20 independent echoes 
 
 
 
Figure 24: Attenuation vs gestation age for pulse length of 14 and 5 independent echoes 
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Figure 25: Attenuation vs gestation age for pulse length of 14 and 10 independent echoes 
 
 
 
Figure 26: Attenuation vs gestation age for pulse length of 14 and 15 independent echoes 
 
72 
 
 
 
Figure 27: Attenuation vs gestation age for pulse length of 14 and 20 independent echoes 
 
 
 
Figure 28: Attenuation vs gestation age for pulse length of 17.5 and 5 independent echoes 
 
73 
 
 
 
Figure 29: Attenuation vs gestation age for pulse length of 17.5 and 10 independent echoes 
 
 
 
Figure 30: Attenuation vs gestation age for pulse length of 17.5 and 15 independent echoes 
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Figure 31: Attenuation vs gestation age for pulse length of 17.5 and 20 independent echoes 
 
Figures for Chapter 2 showing attenuation plotted against gestational age for the varying 
pulse lengths and number of echoes for Spectral difference algorithm. 
 
 
 
Figure 32: Attenuation vs gestation age for pulse length of 10.5 and 5 independent echoes 
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Figure 33: Attenuation vs gestation age for pulse length of 10.5 and 10 independent echoes 
 
 
 
Figure 34: Attenuation vs gestation age for pulse length of 10.5 and 15 independent echoes 
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Figure 35:  Attenuation vs gestation age for pulse length of 10.5 and 20 independent echoes 
 
 
 
Figure 36: Attenuation vs gestation age for pulse length of 14 and 5 independent echoes 
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Figure 37:. Attenuation vs gestation age for pulse length of 14 and 10 independent echoes 
 
 
 
Figure 38: Attenuation vs gestation age for pulse length of 14 and 15 independent echoes 
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Figure 39: Attenuation vs gestation age for pulse length of 14 and 20 independent echoes 
 
 
 
Figure 40: Attenuation vs gestation age for pulse length of 17.5 and 5 independent echoes 
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Figure 41: Attenuation vs gestation age for pulse length of 17.5 and 10 independent echoes 
 
 
 
Figure 42: Attenuation vs gestation age for pulse length of 17.5 and 15 independent echoes 
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Figure 43: Attenuation vs gestation age for pulse length of 17.5 and 20 independent echoes 
 
 
Figures for Chapter 2 showing change in attenuation plotted against time to delivery for 
the varying pulse lengths and number of echoes for Spectral log difference algorithm. 
 
 
 
Figure 44: Change in attenuation vs time to delivery for pulse length of 10.5 and 5 independent 
echoes 
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Figure 45: Change in attenuation vs time to delivery for pulse length of 10.5 and 10 independent 
echoes 
 
 
 
Figure 46: Change in attenuation vs time to delivery for pulse length of 10.5 and 15 independent 
echoes 
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Figure 47: Change in attenuation vs time to delivery for pulse length of 10.5 and 20 independent 
echoes 
 
 
 
Figure 48: Change in attenuation vs time to delivery for pulse length of 14 and 5 independent 
echoes 
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Figure 49: Change in attenuation vs time to delivery for pulse length of 14 and 10 independent 
echoes 
 
 
 
Figure 50: Change in attenuation vs time to delivery for pulse length of 14 and 15 independent 
echoes 
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Figure 51: Change in attenuation vs time to delivery for pulse length of 14 and 20 independent 
echoes 
 
 
 
 
Figure 52: Change in attenuation vs time to delivery for pulse length of 17.5 and 5 independent 
echoes 
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Figure 53: Change in attenuation vs time to delivery for pulse length of 17.5 and 10 independent 
echoes 
 
 
 
Figure 54: Change in attenuation vs time to delivery for pulse length of 17.5 and 15 independent 
echoes 
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Figure 55: Change in attenuation vs time to delivery for pulse length of 17.5 and 20 independent 
echoes 
 
 
 
 
Figures for Chapter 2 showing change in attenuation plotted against time to delivery for 
the varying pulse lengths and number of echoes for Spectral difference algorithm. 
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Figure 56: Change in attenuation vs time to delivery for pulse length of 10.5 and 5 independent 
echoes 
 
 
 
Figure 57: Change in attenuation vs time to delivery for pulse length of 10.5 and 10 independent 
echoes 
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Figure 58: Change in attenuation vs time to delivery for pulse length of 10.5 and 15 independent 
echoes 
 
 
 
Figure 59: Change in attenuation vs time to delivery for pulse length of 10.5 and 20 independent 
echoes 
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Figure 60: Change in attenuation vs time to delivery for pulse length of 14 and 5 independent 
echoes 
 
 
 
Figure 61: Change in attenuation vs time to delivery for pulse length of 14 and 10 independent 
echoes 
 
 
90 
 
 
 
Figure 62: Change in attenuation vs time to delivery for pulse length of 14 and 15 independent 
echoes 
 
 
 
Figure 63: Change in attenuation vs time to delivery for pulse length of 14 and 20 independent 
echoes 
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Figure 64: Change in attenuation vs time to delivery for pulse length of 17.5 and 5 independent 
echoes 
 
 
 
Figure 65: Change in attenuation vs time to delivery for pulse length of 17.5 and 10 independent 
echoes 
92 
 
 
 
Figure 66: Change in attenuation vs time to delivery for pulse length of 17.5 and 15 independent 
echoes 
 
 
Figure 67: Change in attenuation vs time to delivery for pulse length of 17.5 and 20 independent 
echoes 
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Figures for chapter 2 showing ROC curves for the varying pulse lengths and number of 
echoes for Spectral log difference algorithm. 
 
 
Figure 68: ROC curve for pulse length of 10.5 and 5 independent echoes 
 
 
 
Figure 69: ROC curve for pulse length of 10.5 and 10 independent echoes 
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Figure 70: ROC curve for pulse length of 10.5 and 15 independent echoes 
 
 
 
Figure 71: ROC curve for pulse length of 10.5 and 20 independent echoes 
 
95 
 
 
 
Figure 72: ROC curve for pulse length of 14 and 5 independent echoes 
 
 
 
Figure 73: ROC curve for pulse length of 14 and 10 independent echoes 
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Figure 74: ROC curve for pulse length of 14 and 15 independent echoes 
 
 
 
Figure 75: ROC curve for pulse length of 14 and 20 independent echoes 
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Figure 76: ROC curve for pulse length of 17.5 and 5 independent echoes 
 
 
 
Figure 77: ROC curve for pulse length of 17.5 and 10 independent echoes 
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Figure 78: ROC curve for pulse length of 17.5 and 15 independent echoes 
 
 
 
Figure 79: ROC curve for pulse length of 17.5 and 20 independent echoes 
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Figures for chapter 2 showing ROC curves for the varying pulse lengths and number of 
echoes for Spectral difference algorithm. 
 
 
 
Figure 80: ROC curve for pulse length of 10.5 and 5 independent echoes 
 
 
 
Figure 81: ROC curve for pulse length of 10.5 and 10 independent echoes 
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Figure 82: ROC curve for pulse length of 10.5 and 15 independent echoes 
 
 
 
Figure 83: ROC curve for pulse length of 10.5 and 20 independent echoes 
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Figure 84: ROC curve for pulse length of 14 and 5 independent echoes 
 
 
 
Figure 85: ROC curve for pulse length of 14 and 10 independent echoes 
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Figure 86: ROC curve for pulse length of 14 and 15 independent echoes 
 
 
 
Figure 87: ROC curve for pulse length of 14 and 20 independent echoes 
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Figure 88: ROC curve for pulse length of 17.5 and 5 independent echoes 
 
 
 
Figure 89: ROC curve for pulse length of 17.5 and 10 independent echoes 
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Figure 90: ROC curve for pulse length of 17.5 and 15 independent echoes 
 
 
 
Figure 91: ROC curve for pulse length of 17.5 and 20 independent echoes 
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Figure for chapter 2showing ROC values for parameters involving cervical length. 
 
 
Figure 92: ROC curve for cervical length with cutoff 5 weeks from delivery  
  
 
 
Figure 93: ROC curve for cervical length multiplied by attenuation values with cutoff 5 weeks 
from delivery. 
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APPENDIX B 
SUPPLEMENTARY PLOTS FOR CHAPTER 4 
 
Figures from chapter 4 showing the results using GMM when restriction on SNR and 
beta values are applied. The scatter plot shows the attenuation vs time to delivery for the varying 
pulse length and echo size 
 
 
 
Figure 94: Attenuation vs time to delivery for pulse length of 10.5 and 5 independent echoes 
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Figure 95: Attenuation vs time to delivery for pulse length of 10.5 and 10 independent echoes 
 
Figure 96: Attenuation vs time to delivery for pulse length of 10.5 and 15 independent echoes 
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Figure 97: Attenuation vs time to delivery for pulse length of 10.5 and 20 independent echoes 
 
Figure 98: Attenuation vs time to delivery for pulse length of 14 and 5 independent echoes 
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Figure 99: Attenuation vs time to delivery for pulse length of 14 and 10 independent echoes 
 
Figure 100: Attenuation vs time to delivery for pulse length of 14 and 15 independent echoes 
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Figure 101: Attenuation vs time to delivery for pulse length of 14 and 20 independent echoes 
 
Figure 102: Attenuation vs time to delivery for pulse length of 17.5 and 5 independent echoes  
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Figure 103: Attenuation vs time to delivery for pulse length of 17.5 and 10 independent echoes 
 
 
Figure 104: Attenuation vs time to delivery for pulse length of 17.5 and 15 independent echoes 
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Figure 105: Attenuation vs time to delivery for pulse length of 17.5 and 20 independent echoes 
 
 
Figures from chapter 4 showing the results using GMM along with restriction on SNR 
and beta values. The ROC curve quantify the results in a measurable way. 
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Figure 106: ROC curve for pulse length of 10.5 and 5 independent echoes 
 
 
Figure 107: ROC curve for pulse length of 10.5 and 10 independent echoes 
114 
 
 
Figure 108: ROC curve for pulse length of 10.5 and 15 independent echoes 
 
Figure 109: ROC curve for pulse length of 10.5 and 20 independent echoes 
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Figure 110: ROC curve for pulse length of 14 and 5 independent echoes 
 
Figure 111: ROC curve for pulse length of 14 and 10 independent echoes 
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Figure 112: ROC curve for pulse length of 14 and 15 independent echoes 
 
 
Figure 113: ROC curve for pulse length of 14 and 20 independent echoes 
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Figure 114: ROC curve for pulse length of 17.5 and 5 independent echoes 
 
Figure 115: ROC curve for pulse length of 17.5 and 10 independent echoes 
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Figure 116: ROC curve for pulse length of 17.5 and 15 independent echoes 
 
Figure 117: ROC curve for pulse length of 17.5 and 20 independent echoes 
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APPENDIX C 
COMPARISON ON PER PATIENT BASIS 
 
Figures comparing the results from chapter 2 study (attenuation only) vs chapter 4 
(attenuation along with GMM and restriction on alpha and beta). 
 
 
Figure 118: Attenuation vs gestation age for patient 1. Age of the patient is 42. Patient had a 
history of 2 full term, 0 preterm, and 1 abortion. 
 
 
 
Figure 119: Attenuation vs gestation age for patient 2. Age of the patient is 25. Patient had a 
history of 2 full term, 1 preterm, and 0 abortion. 
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Figure 120: Attenuation vs gestation age for patient 3. Age of the patient is 24. Patient had a 
history of 2 full term, 0 preterm, and 1 abortion. 
 
 
 
 
Figure 121: Attenuation vs gestation age for patient 4. Age of the patient is 19. Patient had a 
history of 1 full term, 0 preterm, and 0 abortion. 
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Figure 122: Attenuation vs gestation age for patient 5. Age of the patient is 20. Patient had a 
history of 0 full term, 0 preterm, and 3 abortions. 
 
 
 
Figure 123: Attenuation vs gestation age for patient 7. Age of the patient is 30. Patient had a 
history of 1 full term, 0 preterm, and 1 abortion. 
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Figure 124: Attenuation vs gestation age for patient 8. Age of the patient is 24. Patient had a 
history of 4 full term, 2 preterm, 0 abortion. 
 
 
 
Figure 125: Attenuation vs gestation age for patient 9. Age of the patient is 33. Patient had a 
history of 0 full term, 2 preterm, 1 abortion. 
 
123 
 
 
 
Figure 126: Attenuation vs gestation age for patient 10. Age of the patient is 33. Patient had a 
history of 5 full term, 1 preterm, and 1 abortion. 
 
 
 
Figure 127: Attenuation vs gestation age for patient 11. Age of the patient is 21. Patient had a 
history of 1 full term, 1 preterm, 2 abortions. 
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Figure 128: Attenuation vs gestation age for patient 12. Age of the patient is 33. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
 
 
 
Figure 129: Attenuation vs gestation age for patient 14. Age of the patient is 28. Patient had a 
history of 2 full term, 1 preterm, and 1 abortion. 
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Figure 130: Attenuation vs gestation age for patient 15. Age of the patient is 32. Patient had a 
history of 4 full term, 0 preterm, 2 abortions. 
 
 
 
Figure 131: Attenuation vs gestation age for patient 16. Age of the patient is 23. Patient had a 
history of 0 full term, 1 preterm, and 1 abortion. 
 
 
126 
 
 
 
Figure 132: Attenuation vs gestation age for patient 17. Age of the patient is 31. Patient had a 
history of 0 full term, 1 preterm, and 0 abortion. 
 
 
 
 
 
 
 
Figure 133: Attenuation vs gestation age for patient 18. Age of the patient is 31. Patient had a 
history of 2 full term, 1 preterm, 0 abortions. 
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Figure 134: Attenuation vs gestation age for patient 19. Age of the patient is 20. Patient had a 
history of 1 full term, 1 preterm, and 1 abortion. 
 
 
 
 
 
Figure 135: Attenuation vs gestation age for patient 20. Age of the patient is 23. Patient had a 
history of 0 full term, 0 preterm, and 3 abortions. 
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Figure 136: Attenuation vs gestation age for patient 21. Age of the patient is 30. Patient had a 
history of 2 full term, 2 preterm, 0 abortion. 
 
 
Figure 137: Attenuation vs gestation age for patient 23. Age of the patient is 17. Patient had a 
history of 0 full term, 0 preterm, 0 abortions. 
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Figure 138: Attenuation vs gestation age for patient 24. Age of the patient is 26. Patient had a 
history of 1 full term, 2 preterm, 0 abortion. 
 
 
 
Figure 139: Attenuation vs gestation age for patient 25. Age of the patient is 36. Patient had a 
history of 0 full term, 0 preterm, and 2 abortions. 
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Figure 140: Attenuation vs gestation age for patient 27. Age of the patient is 29. Patient had a 
history of 0 full term, 2 preterm, 0 abortion. 
 
 
 
Figure 141: Attenuation vs gestation age for patient 28. Age of the patient is 21. Patient had a 
history of 1 full term, 0 preterm, and 1 abortion. 
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Figure 142: Attenuation vs gestation age for patient 29. Age of the patient is 36. Patient had a 
history of 0 full term, 0 preterm, and 3 abortions. 
 
 
 
Figure 143: Attenuation vs gestation age for patient 30. Age of the patient is 23. Patient had a 
history of 0 full term, 0 preterm, and 6 abortions. 
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Figure 144: Attenuation vs gestation age for patient 31. Age of the patient is 30. Patient had a 
history of 0 full term, 0 preterm, and 3 abortions. 
 
 
 
Figure 145: Attenuation vs gestation age for patient 32. Age of the patient is 33. Patient had a 
history of 2 full term, 0 preterm, and 0 abortion. 
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Figure 146: Attenuation vs gestation age for patient 33. Age of the patient is 28. Patient had a 
history of 1 full term, 4 preterm, 1 abortion. 
 
 
 
Figure 147: Attenuation vs gestation age for patient 34. Age of the patient is 41. Patient had a 
history of 0 full term, 0 preterm, and 1 abortion. 
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Figure 148: Attenuation vs gestation age for patient 35. Age of the patient is 35. Patient had a 
history of 6 full term, 0 preterm, and 1 abortion. 
 
 
 
Figure 149: Attenuation vs gestation age for patient 36. Age of the patient is 25. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
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Figure 150: Attenuation vs gestation age for patient 38. Age of the patient is 21. Patient had a 
history of 0 full term, 1 preterm, 2 abortions. 
 
 
 
Figure 151: Attenuation vs gestation age for patient 39. Age of the patient is 21. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
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Figure 152: Attenuation vs gestation age for patient 40. Age of the patient is 18. Patient had a 
history of 0 full term, 1 preterm, 0 abortions. 
 
 
 
 
Figure 153: Attenuation vs gestation age for patient 44. Age of the patient is 33. Patient had a 
history of 1 full term, 0 preterm, and 0 abortion. 
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Figure 154: Attenuation vs gestation age for patient 45. Age of the patient is 29. Patient had a 
history of 0 full term, 1 preterm, 2 abortions. 
 
 
 
Figure 155: Attenuation vs gestation age for patient 46. Age of the patient is 33. Patient had a 
history of 4 full term, 0 preterm, 5 abortions. 
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Figure 156: Attenuation vs gestation age for patient 47. Age of the patient is 26. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
 
 
 
Figure 157: Attenuation vs gestation age for patient 48. Age of the patient is 18. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
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Figure 158: Attenuation vs gestation age for patient 49. Age of the patient is 24. Patient had a 
history of 0 full term, 1 preterm, and 0 abortion. 
 
 
 
Figure 159: Attenuation vs gestation age for patient 50. Age of the patient is 28. Patient had a 
history of 2 full term, 1 preterm, and 1 abortion. 
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Figure 160: Attenuation vs gestation age for patient 52. Age of the patient is 34. Patient had a 
history of 1 full term, 0 preterm, 2 abortions. 
 
 
 
 
Figure 161: Attenuation vs gestation age for patient 53. Age of the patient is 28. Patient had a 
history of 1 full term, 0 preterm, and 0 abortion. 
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Figure 162: Attenuation vs gestation age for patient 54. Age of the patient is 25. Patient had a 
history of 0 full term, 2 preterm, 0 abortion. 
 
 
 
 
Figure 163: Attenuation vs gestation age for patient 55. Age of the patient is 21. Patient had a 
history of 0 full term, 0 preterm, 0 abortions. 
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Figure 164: Attenuation vs gestation age for patient 56. Age of the patient is 35. Patient had a 
history of 5 full term, 0 preterm, and 1 abortion. 
 
 
 
 
Figure 165: Attenuation vs gestation age for patient 57. Age of the patient is 21. Patient had a 
history of 1 full term, 0 preterm, and 0 abortion. 
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Figure 166: Attenuation vs gestation age for patient 58. Age of the patient is 23. Patient had a 
history of 1 full term, 0 preterm, and 1 abortion. 
 
 
 
 
Figure 167: Attenuation vs gestation age for patient 59. Age of the patient is 20. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
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Figure 168: Attenuation vs gestation age for patient 60. Age of the patient is 22. Patient had a 
history of 1 full term, 0 preterm, 2 abortions. 
 
 
 
 
Figure 169: Attenuation vs gestation age for patient 61. Age of the patient is 20. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
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Figure 170: Attenuation vs gestation age for patient 62. Age of the patient is 28. Patient had a 
history of 2 full term, 0 preterm, and 0 abortion. 
 
 
 
 
Figure 171: Attenuation vs gestation age for patient 63. Age of the patient is 21. Patient had a 
history of 1 full term, 0 preterm, and 1 abortion. 
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Figure 172: Attenuation vs gestation age for patient 64. Age of the patient is 28. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
 
 
 
 
Figure 173: Attenuation vs gestation age for patient 65. Age of the patient is 19. Patient had a 
history of 0 full term, 0 preterm, and 1 abortion. 
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Figure 174: Attenuation vs gestation age for patient 66. Age of the patient is 18. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
 
 
 
 
Figure 175: Attenuation vs gestation age for patient 67. Age of the patient is 18. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
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Figure 176: Attenuation vs gestation age for patient 68. Age of the patient is 24. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
 
 
 
 
Figure 177: Attenuation vs gestation age for patient 69. Age of the patient is 28. Patient had a 
history of 1 full term, 0 preterm, and 0 abortion. 
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Figure 178: Attenuation vs gestation age for patient 70. Age of the patient is 31. Patient had a 
history of 2 full term, 0 preterm, 2 abortions. 
 
 
 
 
Figure 179: Attenuation vs gestation age for patient 71. Age of the patient is 23. Patient had a 
history of 2 full term, 0 preterm, and 0 abortion. 
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Figure 180:  Attenuation vs gestation age for patient 72. Age of the patient is 19. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
 
 
 
Figure 181: Attenuation vs gestation age for patient 73. Age of the patient is 18. Patient had a 
history of 0 full term, 0 preterm, and 0 abortion. 
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Figure 182: Attenuation vs gestation age for patient 74. Age of the patient is 19. Patient had a 
history of 1 full term, 0 preterm, and 0 abortion. 
 
 
 
