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Supercritical Superprocesses: Proper Normalization
and Non-degenerate Strong Limit
Yan-Xia Ren∗ Renming Song† and Rui Zhang‡
Abstract
Suppose that X = {Xt, t ≥ 0;Pµ} is a supercritical superprocess in a locally
compact separable metric space E. Let φ0 be a positive eigenfunction correspond-
ing to the first eigenvalue λ0 of the generator of the mean semigroup of X. Then
Mt := e
−λ0t〈φ0,Xt〉 is a positive martingale. Let M∞ be the limit of Mt. It is known
(see, J. Appl. Probab. 46 (2009), 479–496) that M∞ is non-degenerate iff the L logL
condition is satisfied. In this paper we are mainly interested in the case when the
L logL condition is not satisfied. We prove that, under some conditions, there exist a
positive function γt on [0,∞) and a non-degenerate random variable W such that for
any finite nonzero Borel measure µ on E,
lim
t→∞
γt〈φ0,Xt〉 =W, a.s.-Pµ.
We also give the almost sure limit of γt〈f,Xt〉 for a class of general test functions f .
AMS 2010 Mathematics Subject Classification: 60J68, 60F15.
Keywords and Phrases:superprocesses, Seneta-Heyde norming, non-degenerate strong
limit, martingales
1 Introduction
Suppose {Zn, n ≥ 0} is a supercritical Galton-Watson process with offspring number L.
Let m := EL ∈ (1,∞) be the mean of L. Then Mn :=
Zn
mn
is a non-negative martingale
and thus has a finite limit M∞. The well-known Kesten-Stigum theorem says that the
following three statements are equivalent: (i) P (M∞ = 0) = P (Zn = 0 for large n), i.e.,
the events {M∞ = 0} and {Zn = 0 for large n} are almost the same; (ii) EM∞ = 1; (iii)
E(L logL) < ∞. For a classical proof of this result, the reader is referred to the book [1]
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of Athreya and Ney. In 1995, Lyons, Pemantle and Peres [18] gave a probabilistic proof of
the above L logL criterion of Kesten and Stigum. If E(L logL) = ∞, then limn→∞
Zn
mn
= 0
almost surely, which says that mn does not give the right growth rate of Zn conditional on
non-extinction. It is natural to ask what is the right growth rate of Zn. In 1968, Seneta
[26] proved that there is a sequence of positive numbers cn such that cnZn converges to a
non-degenerate random variableW in distribution. Heyde [10] strengthened the convergence
in distribution to almost sure convergence. Later the problem of finding cn such that cnZn
converges to a non-degenerate limit is called the Seneta-Heyde norming problem.
Hoppe [11] generalized the result of Heyde [10] to supercritical multitype branching pro-
cesses, Grey [8] proved a similar result for continuous state branching processes and Hering
[9] obtained a similar result for supercritical branching diffusions. In this paper we are go-
ing to consider the Seneta-Heyde norming problem for general superprocesses under some
conditions which are easy to check and satisfied by many superprocesses, including superdif-
fusions in a bounded domain and also superprocesses with discontinuous spatial motions.
We emphasize that we are mainly interested in the case when the L logL condition fails,
since the norming problem is already solved in [16] for superdiffusions and [20] for more
general superprocesses when the L logL condition holds.
1.1 Superprocesses and assumptions
In this subsection, we describe the setup of this paper and formulate our assumptions.
Suppose that E is a locally compact separable metric space. We will use B(E) (B+(E))
to denote the family of (non-negative) Borel functions on E, Bb(E) (B
+
b (E)) to denote the
family of (non-negative) bounded Borel functions on E, and C(E)(C0(E), respectively) to
denote the family of continuous functions (vanishing at infinity, respectively) on E.
Suppose that ∂ is a separate point not contained in E. We will use E∂ to denote E∪{∂}.
Every function f on E is automatically extended to E∂ by setting f(∂) = 0. We will assume
that ξ = {ξt,Πx} is a Hunt process on E and ζ := inf{t > 0 : ξt = ∂} is the lifetime of ξ.
We will use {Pt : t ≥ 0} to denote the semigroup of ξ. Suppose that m is a σ-finite Borel
measure on E with full support. We will assume below that {Pt : t ≥ 0} has a dual with
respect to the measure m and the dual semigroup is sub-Markovian.
The superprocess X = {Xt : t ≥ 0} we are going to work with is determined by two
parameters: a spatial motion ξ = {ξt,Πx} on E which is a Hunt process, and a branching
mechanism ϕ of the form
ϕ(x, s) = −α(x)s + β(x)s2 +
∫
(0,+∞)
(e−sθ − 1 + sθ)n(x, dθ), x ∈ E, s ≥ 0, (1.1)
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where α ∈ Bb(E), β ∈ B
+
b (E) and n is a kernel from E to (0,∞) satisfying
sup
x∈E
∫
(0,+∞)
(θ ∧ θ2)n(x, dθ) <∞. (1.2)
Then there exists M > 0 such that
|α(x)|+ β(x) +
∫
(0,+∞)
(θ ∧ θ2)n(x, dθ) ≤M.
In this paper, we will exclude the case when β(·) + n(·, (0,∞)) = 0 m-almost everywhere.
Let MF (E) be the space of finite measures on E, equipped with the topology of weak
convergence. The superprocess X with spatial motion ξ and branching mechanism ϕ is a
Markov process taking values inMF (E). The existence of such superprocesses is well-known,
see, for instance, [5], [6] or [15]. For any µ ∈ MF (E), we denote the law of X with initial
configuration µ by Pµ. As usual, 〈f, µ〉 :=
∫
E
f(x)µ(dx) and ‖µ‖ := 〈1, µ〉. Throughout
this paper, a real-valued function u(t, x) on [0,∞)×E∂ is said to be locally bounded if, for
any t > 0, sups∈[0,t],x∈E∂ |u(s, x)| < ∞. According to [15, Theorem 5.12], there is a Hunt
process X = {Ω,G,Gt, Xt,Pµ} taking values in MF (E) such that for every f ∈ B
+
b (E) and
µ ∈MF (E),
− logPµ
(
e−〈f,Xt〉
)
= 〈Vtf, µ〉, (1.3)
where Vtf(x) is the unique locally bounded non-negative solution to the equation
Vtf(x) + Πx
∫ t
0
ϕ(ξs, Vt−sf(ξs))ds = Πxf(ξt), x ∈ E∂ , (1.4)
where we use the convention that ϕ(∂, s) = 0 for all s ≥ 0. Since f(∂) = 0, we have
Vtf(∂) = 0 for any t ≥ 0. In this paper, the superprocess we deal with is always this Hunt
realization.
For any f ∈ Bb(E) and (t, x) ∈ (0,∞)×E, we define
Ttf(x) := Πx
[
e
∫ t
0 α(ξs)dsf(ξt)
]
. (1.5)
It is well known that Ttf(x) = Pδx〈f,Xt〉 for every x ∈ E.
We will always assume that there exists a family of continuous and strictly positive
functions {p(t, x, y) : t > 0} on E × E such that for any t > 0 and nonnegative function f
on E,
Ptf(x) =
∫
E
p(t, x, y)f(y)m(dy).
Define
at(x) :=
∫
E
p(t, x, y)2m(dy), aˆt(x) :=
∫
E
p(t, y, x)2m(dy).
Our first main assumption is
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Assumption 1 (i) For any t > 0,
∫
E
p(t, x, y)m(dx) ≤ 1.
(ii) For any t > 0, we have∫
E
at(x)m(dx) =
∫
E
aˆt(x)m(dx) =
∫
E
∫
E
p(t, x, y)2m(dy)m(dx) <∞. (1.6)
Moreover, the functions x→ at(x) and x→ aˆt(x) are continuous on E.
Note that, in Assumption 1(i), the integration is with respect to the first space variable.
It implies that the dual semigroup {P̂t : t ≥ 0} of {Pt : t ≥ 0} with respect to m defined by
P̂tf(x) =
∫
E
p(t, y, x)f(y)m(dy)
is sub-Markovian. Assumption 1(ii) is a pretty weak L2 condition and it allows us to apply
results on operator semigroups in Hilbert spaces. By Ho¨lder’s inequality, we have
p(t + s, x, y) =
∫
E
p(t, x, z)p(s, z, y)m(dz) ≤ (at(x))
1/2(aˆs(y))
1/2. (1.7)
It is well known and easy to check that {Pt : t ≥ 0} and {P̂t : t ≥ 0} are strongly contin-
uous contraction semigroups on L2(E,m), see [22] for a proof. We will use 〈·, ·〉m to denote
the inner product in L2(E,m). Since p(t, x, y) is continuous in (x, y), by (1.7), Assumption
1(ii) and the dominated convergence theorem, we have that, for any f ∈ L2(E,m), Ptf and
P̂tf are continuous.
It follows from Assumption 1(ii) that, for each t > 0, Pt and P̂t are compact operators
on L2(E,m). Let L˜ and
̂˜
L be the infinitesimal generators of the semigroups {Pt} and {P̂t}
in L2(E,m) respectively. Define λ˜0 := supℜ(σ(L˜)) = supℜ(σ(
̂˜
L)). By Jentzsch’s theorem
(Theorem V.6.6 on page 337 of [25]), λ˜0 is an eigenvalue of multiplicity 1 for both L˜ and
̂˜
L,
and that an eigenfunction φ˜0 of L˜ corresponding to λ˜0 can be chosen to be strictly positive
m-almost everywhere with ‖φ˜0‖2 = 1 and an eigenfunction ψ˜0 of
̂˜
L corresponding to λ˜0 can
be chosen to be strictly positive m-almost everywhere with 〈φ˜0, ψ˜0〉m = 1. Thus form-almost
every x ∈ E,
eλ˜0φ˜0(x) = P1φ˜0(x), e
λ˜0ψ˜0(x) = P̂1ψ˜0(x).
Hence φ˜0 and ψ˜0 can be chosen to be continuous and strictly positive everywhere on E.
Our second assumption is
Assumption 2 (i) φ˜0 is bounded.
(ii) The semigroup {Pt, t ≥ 0} is intrinsically ultracontractive, that is, there exists ct > 0
such that
p(t, x, y) ≤ ctφ˜0(x)ψ˜0(y). (1.8)
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Assumption 2 is a pretty strong assumption on the semigroup {Pt : t ≥ 0}. However,
this assumption is satisfied in a lot of cases. See [21, Section 1.4] for examples of Markov
processes satisfying the assumption above. The concept of intrinsic ultracontractivity was
introduced by Davies and Simon in [4] in the setting of symmetric semigroups. This concept
was extended to the non-symmetric setting in [12, 13, 14]. Intrinsic ultracontractivity has
been studied intensively in the last 30 years and there are many results on the intrinsic
ultracontractivity of semigroups, see [12, 13, 14] and the references therein.
We have proved in [21, Lemma 2.1] that there exists a function q(t, x, y) on (0,∞)×E×E
which is continuous in (x, y) for each t > 0 such that
e−Mtp(t, x, y) ≤ q(t, x, y) ≤ eMtp(t, x, y), (t, x, y) ∈ (0,∞)×E ×E, (1.9)
and that for any bounded Borel function f and any (t, x) ∈ (0,∞)×E,
Ttf(x) =
∫
E
q(t, x, y)f(y)m(dy).
It follows immediately that
‖Ttf‖2 ≤ e
Mt‖Ptf‖2 ≤ e
Mt‖f‖2. (1.10)
In [22], we have proved that {Tt : t ≥ 0} is a strongly continuous semigroup on L
2(E,m). Let
{T̂t, t > 0} be the adjoint semigroup on L
2(E,m) of {Tt, t > 0}, that is, for f ∈ L
2(E,m),
T̂tf(x) =
∫
E
q(t, y, x)f(y)m(dy).
We have proved in [22] that {T̂t : t ≥ 0} is also a strongly continuous semigroup on L
2(E,m).
We claim that, for all t > 0 and f ∈ L2(E,m), Ttf and T̂tf are continuous. In fact,
since q(t, x, y) is continuous in (x, y), by (1.7), (1.9), Assumption 1(ii) and the dominated
convergence theorem, we have that, for any f ∈ L2(E,m), Ttf and T̂tf are continuous.
By Assumption 1(ii) and (1.9), we get that∫
E
∫
E
q2(t, x, y)m(dx)m(dy) ≤ e2Mt
∫
E
∫
E
p2(t, x, y)m(dx)m(dy) <∞.
Thus, for each t > 0, Tt and T̂t are compact operators on L
2(E,m). Let L and L̂ be the
infinitesimal generators of the semigroups {Tt} and {T̂t} in L
2(E,m) respectively. Define
λ0 := supℜ(σ(L)) = supℜ(σ(L̂)). By Jentzsch’s theorem, λ0 is an eigenvalue of multiplicity
1 for both L and L̂, and that an eigenfunction φ0 of L corresponding to λ0 can be chosen to
be strictly positive m-almost everywhere with ‖φ0‖2 = 1 and an eigenfunction ψ0 of L̂ corre-
sponding to λ0 can be chosen to be strictly positive m-almost everywhere with 〈φ0, ψ0〉m = 1.
Thus for m-almost every x ∈ E,
eλ0φ0(x) = T1φ0(x), e
λ0ψ0(x) = T̂1ψ0(x).
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Hence ψ0 and φ0 can be chosen to be continuous and strictly positive everywhere on E.
Using Assumption 2, the boundedness of α and an argument similar to that used in the
proof of [4, Theorem 3.4], one can show the following:
(i) φ0 is bounded.
(ii) The semigroup {Tt, t ≥ 0} is intrinsically ultracontractive, that is, there exists ct > 0
such that
q(t, x, y) ≤ ctφ0(x)ψ0(y). (1.11)
The main interest of this paper is on supercritical superprocesses, so we assume that
Assumption 3 λ0 > 0.
Define qt(x) := Pδx(‖Xt‖ = 0). Since Pδx‖Xt‖ = Tt1(x) > 0, we have qt(x) < 1. Note
that qt(x) is non-decreasing in t. Hence the limit
q(x) := lim
t→∞
qt(x)
exists. Then q(x) = Pδx{‖Xt‖ = 0 for some t > 0} is the extinction probability. In this
paper, we also assume that
Assumption 4 There exists t0 > 0 such that
inf
x∈E
qt0(x) > 0. (1.12)
In [21, Section 2.2], we gave a sufficient condition (in term of the branching mechnism ϕ)
for Assumption 4. In particularly, if infx∈E β(x) > 0, then Assumption 4 holds. In Lemma
3.1, we will show that, under our assumptions, q(x) < 1, for all x ∈ E.
1.2 Main results
Define
Mt := e
−λ0t〈φ0, Xt〉, t ≥ 0.
It is easy to prove that (see [20, Theorem 3.2], for example), for every µ ∈MF (E), {Mt, t ≥
0} is a non-negative Pµ-martingale with respect to the filtration {Gt : t ≥ 0}. Thus {Mt, t ≥
0} has a Pµ-a.s. finite limit denoted as M∞.
Let nφ0(x, dθ) be the kernel from E to (0,∞) defined by∫ ∞
0
f(θ)nφ0(x, dθ) =
∫ ∞
0
f(θφ0(x))n(x, dθ).
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By the boundedness of φ0 and the assumption (1.2), we get that there exists M˜ > 0 such
that
sup
x∈E
∫ ∞
0
(θ ∧ θ2)nφ0(x, dθ) ≤ M˜. (1.13)
Let l(x) :=
∫∞
1
θ log θ nφ0(x, dθ). The following L logL criterion was proved for superdiffu-
sions in [16].
L logL criterion: M∞ is non-degenerate under Pµ for all nonzero finite measures µ
on E if and only if ∫
E
ψ0(x)l(x)m(dx) <∞. (1.14)
At first glance, the roles of φ0 and ψ0 are not symmetric in (1.14). This is not the case.
In fact, (1.14) is equivalent to∫
E
φ0(x)ψ0(x)m(dx)
∫ ∞
1
(θ log θ)n(x, dθ) <∞, (1.15)
which says that the spatial average of the “θ log θ” moment
∫∞
1
(θ log θ)n(x, dθ) with respect
to the probability measure φ0(x)ψ0(x)m(dx) is finite. Note that
l(x) =
∫ ∞
1
θ log θ nφ0(x, dθ) = φ0(x)
∫ ∞
φ0(x)−1
θ(log θ + logφ0(x))n(x, dθ)
= φ0(x)
∫ ∞
1
θ log θ n(x, dθ) + φ0(x)
∫ 1
φ0(x)−1
θ log θ n(x, dθ)
+ φ0(x) log φ0(x)
∫ ∞
φ0(x)−1
θ n(x, dθ).
Since φ0 is bounded, φ0(x)| logφ0(x)| is bounded above, say by C. Thus,
sup
x∈E
φ0(x)| logφ0(x)|
∫ ∞
φ0(x)−1
θ n(x, dθ) ≤ C sup
x∈E
∫ ∞
‖φ0‖
−1
∞
θ n(x, dθ) <∞.
Note also that
sup
x∈E
φ0(x)
∣∣∣∣∫ 1
φ0(x)−1
θ log θ n(x, dθ)
∣∣∣∣ ≤ sup
x∈E
φ0(x)| logφ0(x)|
∣∣∣∣∫ 1
φ0(x)−1
θ n(x, dθ)
∣∣∣∣
≤ C sup
x∈E
(
1φ0(x)>1
∫ 1
‖φ0‖
−1
∞
θ n(x, dθ) + 1φ0(x)≤1
∫ ∞
1
θ n(x, dθ)
)
<∞.
In Section 2, we will show that ψ0 ∈ L
1(E,m) (see the first paragraph of Section 2). Thus
(1.14) is equivalent to (1.15).
Recently, the L logL criterion above was extended to more general superprocesses with
possible non-local branching mechanisms in [20].
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The L logL criterion above says that, under condition (1.14), eλ0t gives the growth rate
of 〈φ0, Xt〉 as t→∞ conditioned on non-extinction. However, when condition (1.14) is not
satisfied, the theorem above does not provide much information about the growth rate of
〈φ0, Xt〉.
The first objective of this paper is to solve the Seneta-Heyde norming problem for the
martingale Mt, that is, to find a positive function γt on [0,∞) such that γt〈φ0, Xt〉 has a
non-degenerate limit as t → ∞. Although our results (Theorems 1.1, 6.8 and 6.10) also
cover the case when (1.14) holds, only the results in the case when (1.14) fails are new,
see Theorem 1.2 below. It is easy to find examples such that (1.14) fails. For example,
if n(x, dθ) = c(x)[I(0,2)(θ) + I[2,∞)(θ)θ
−2(log θ)−β]dθ with β ∈ (1, 2] and c(x) being strictly
positive bounded measurable function on E, then (1.2) is satisfied, but (1.15), which is
equivalent to (1.14), fails.
Let v(x) := − log q(x). By the branching property of X , we have
Pµ(‖Xt‖ = 0 for some t > 0) = e
−〈v,µ〉.
Theorem 1.1 There exist a positive function γt on [0,∞) and a non-degenerate random
variable W such that
lim
t→∞
γt
γt+s
= eλ0s, ∀s ≥ 0,
and that for any nonzero µ ∈MF (E),
lim
t→∞
γt〈φ0, Xt〉 = W, a.s.-Pµ
and
Pµ(W = 0) = e
−〈v,µ〉, Pµ(W <∞) = 1.
Moreover, we have the following L logL criterion.
Theorem 1.2 The following conditions are equivalent:
(1) M∞ is non-degenerate for some nonzero µ ∈MF (E);
(2) M∞ is non-degenerate for all nonzero µ ∈MF (E);
(3) l0 := limt→∞ e
λ0tγt ∈ (0,∞);
(4)
∫
E
ψ0(x)l(x)m(dx) <∞;
(5) PµW <∞ for some nonzero µ ∈MF (E).
(6) PµW <∞ for all µ ∈MF (E).
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Further properties of the limit random variable W , such as absolute continuity and tail
probabilities, are studied in [23], a sequel to the present paper.
The second objective of this paper is to study the almost sure limit behaviour of γt〈f,Xt〉
as t→∞ for a class of bounded continuous functions f . It turns out that, for f belonging to
this class, limt→∞ γt〈f,Xt〉 = 〈f, ψ0〉mW , Pµ-a.s. for any nonzero µ ∈MF (E), see Theorems
6.8 and 6.10.
The rest of the paper is organized as follows. Section 2 contains our basic estimates and
Section 3 deals with some properties of the extinction probability. In Section 4, we will
define and investigate backward iterates, which is needed in the proof of Theorem 1.1. The
proofs of Theorem 1.1 and Theorem 1.2 are given in Section 5. We remark that we will
prove Theorem 1.2 without using the L logL criterion in [16]. The strong limit behaviour of
γt〈f,Xt〉 as t→∞ for a class of general bounded continuous functions f is given in Section
6. In the last section, we give some concluding remarks.
In the remainder of this paper, C will stand for a constant whose value might change
from one appearance to the next.
2 Some estimates
According to [12, Thorem 2.7], under Assumptions 1–2, for any δ > 0, there exist constants
γ = γ(δ) > 0 and c = c(δ) > 0 such that, for any (t, x, y) ∈ [δ,∞)× E × E, we have∣∣e−λ0tq(t, x, y)− φ0(x)ψ0(y)∣∣ ≤ ce−γtφ0(x)ψ0(y). (2.1)
Take t large enough so that ce−γt < 1
2
, then we have
e−λ0tq(t, x, y) ≥
1
2
φ0(x)ψ0(y).
Since q(t, x, ·) ∈ L1(E,m), we have ψ0 ∈ L
1(E,m).
It follows from (2.1) that, if f ∈ B+b (E) then 〈f, ψ0〉m <∞ and for any (t, x) ∈ [δ,∞)×E,∣∣e−λ0tTtf(x)− 〈f, ψ0〉mφ0(x)∣∣ ≤ ce−γt〈|f |, ψ0〉mφ0(x) (2.2)
and
(1− ce−γt)〈|f |, ψ0〉mφ0(x) ≤ e
−λ0tTt|f |(x) ≤ (1 + c)〈|f |, ψ0〉mφ0(x). (2.3)
For x ∈ E and s > 0, we define
r(x, s) = ϕ(x, s) + α(x)s.
Lemma 2.1 For any H ≥ 1,
0 ≤ r(x, s) ≤ (3/2 +H/2)Ms2 +
∫ ∞
H
θ n(x, dθ)s. (2.4)
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Proof: By definition,
r(x, s) = β(x)s2 +
∫ ∞
0
(e−θs − 1 + θs)n(x, dθ). (2.5)
Note that for any θ > 0,
0 < e−θ − 1 + θ ≤
(
θ
2
∧ 1
)
θ. (2.6)
Thus for any H ≥ 1,
r(x, s) ≤Ms2 +
1
2
s2
∫ H
0
θ2 n(x, dθ) + s
∫ ∞
H
θ n(x, dθ)
≤Ms2 +
1
2
s2
[∫ 1
0
θ2 n(x, dθ) +H
∫ H
1
θ n(x, dθ)
]
+ s
∫ ∞
H
θ n(x, dθ)
≤ (3/2 +H/2)Ms2 +
∫ ∞
H
θ n(x, dθ)s.
✷
For any f ∈ B+b (E) satisfying m(f > 0) > 0, define, for any (t, x) ∈ [0,∞)× E,
Rf(t, x) := Ttf(x)− Vtf(x), (2.7)
and
gf(t, x) :=
Rf(t, x)
eλ0t〈f, ψ0〉mφ0(x)
. (2.8)
Lemma 2.2 Assume that f ∈ B+b (E) and m(f > 0) > 0. Then
Rf(t, x) ≥ 0, (t, x) ∈ [0,∞)×E, (2.9)
and
lim
‖f‖∞→0
‖gf(t)‖∞ = 0, t ≥ 0. (2.10)
Proof: It follows from [15, Theorem 2.23] and (1.4) that Vtf(x) also satisfies
Vtf(x) = −
∫ t
0
Ts [r(·, Vt−sf(·))] (x)ds + Ttf(x), t ≥ 0, x ∈ E, (2.11)
which implies that
Rf (t, x) =
∫ t
0
Ts [r(·, Vt−sf(·)] (x)ds, t ≥ 0, x ∈ E. (2.12)
Since r(x, s) ≥ 0, we have Rf (t, x) ≥ 0, i.e., (2.9) holds.
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Since T0f(x) = V0f(x) = f(x), then Rf(0, x) = 0, which implies that gf(0, x) = 0. Thus,
it suffices to prove that, for any δ > 0, (2.10) is true for t > δ. It follows from Lemma 2.1
that for any H ≥ 1,
r(x, Vt−sf(x)) ≤ (2 +H)M(Vt−sf(x))
2 + Vt−sf(x)
∫ ∞
H
θ n(x, dθ)
≤ (2 +H)M(Tt−sf(x))
2 + Tt−sf(x)
∫ ∞
H
θ n(x, dθ).
By (2.12), we have
Rf (t, x) ≤ (2 +H)M
∫ t
0
Ts[(Tt−sf)
2](x)ds+
∫ t
0
Ts
[
Tt−sf
∫ ∞
H
θ n(·, dθ)
]
(x)ds
=: (I) + (II).
For part (I), since Tt−sf(x) ≤ ‖f‖∞e
Mt, we have Ts[(Tt−sf)
2](x) ≤ eMt‖f‖∞Ttf(x).
Thus, by (2.3), we have that, for any t > δ,
(I) ≤ (2 +H)MeMtt‖f‖∞Ttf(x)
≤ (2 +H)MeMtt(1 + c(δ))eλ0t〈f, ψ0〉mφ0(x)‖f‖∞.
Hence we have that, for any t > δ,
lim
‖f‖∞→0
sup
x∈E
(I)
eλ0t〈f, ψ0〉mφ0(x)
= 0. (2.13)
Now we deal with part (II). For any H > 1, t > δ and 0 < ǫ < t,(∫ ǫ
0
+
∫ t
t−ǫ
)
Ts
[
Tt−sf
∫ ∞
H
θ n(·, dθ)
]
(x)ds ≤ 2ǫMTtf(x) ≤ 2ǫM(1+ c(δ))e
λ0t〈f, ψ0〉mφ0(x).
(2.14)
For any ǫ < s < t− ǫ, by (2.3),
Tt−sf(x) ≤ (1 + c(ǫ))e
λ0t〈f, ψ0〉mφ0(x).
Hence, we have ∫ t−ǫ
ǫ
Ts
[
Tt−sf
∫ ∞
H
θ n(·, dθ)
]
(x)ds
≤ (1 + c(ǫ))eλ0t〈f, ψ0〉m
∫ t−ǫ
ǫ
Ts
[ ∫ ∞
H
θ n(·, dθ)φ0
]
(x)ds
≤ (1 + c(ǫ))2e2λ0tt
〈∫ ∞
H
θ n(·, dθ)φ0, ψ0
〉
m
〈f, ψ0〉mφ0(x). (2.15)
Thus, combining (2.14) and (2.15), we get that
lim sup
‖f‖∞→0
sup
x∈E
(II)
eλ0t〈f, ψ0〉mφ0(x)
≤ 2ǫM(1 + c(δ)) + (1 + c(ǫ))2eλ0tt
〈∫ ∞
H
θ n(·, dθ)φ0, ψ0
〉
m
.
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Now, first letting H →∞ and then ǫ→ 0, applying the monotone convergence theorem, we
get that
lim
H→∞
lim sup
‖f‖∞→0
sup
x∈E
(II)
eλ0t〈f, ψ0〉mφ0(x)
= 0. (2.16)
Combining (2.13) and (2.16), we get that
lim
‖f‖∞→0
sup
x∈E
Rf (t, x)
eλ0t〈f, ψ0〉mφ0(x)
= 0.
✷
3 Extinction probability
Recall that, for any t > 0 and x ∈ E,
qt(x) = Pδx(‖Xt‖ = 0) and q(x) = lim
t→∞
qt(x).
Lemma 3.1 For any x ∈ E,
q(x) < 1.
Proof: Let vt(x) := − log qt(x). Recall that v(x) = − log q(x). Since qt(x) < 1, we have
vt(x) > 0. By Assumption 4, we have for s > t0,
‖v‖∞ ≤ ‖vs‖∞ ≤ ‖vt0‖∞ = − log
(
inf
x∈E
qt0(x)
)
<∞.
Recall that, for θ > 0,
Vtθ(x) = − log Pδxe
−〈θ,Xt〉.
By the Markov property of X ,
qt+s(x) = lim
θ→∞
Pδx
(
e−θ‖Xt+s‖
)
= lim
θ→∞
Pδx
(
e−〈Vsθ,Xt〉
)
= Pδx
(
e−〈vs,Xt〉
)
. (3.1)
It follows from (2.8) that, for any s > t0,
vt+s(x) = Vt(vs)(x) = Tt(vs)(x)− Rvs(t, x) = Tt(vs)(x)− gvs(t, x)e
λ0t〈vs, ψ0〉mφ0(x). (3.2)
Thus, for s > t0, we have
〈vt+s, ψ0〉m ≥ (1− ‖gvs(t)‖∞)e
λ0t〈vs, ψ0〉m.
Since vt(x) is positive and non-increasing in t, we have that for all t > 0 and s > t0,
(1− ‖gvs(t)‖∞)e
λ0t ≤ 1. (3.3)
12
We claim that 〈v, ψ0〉m > 0. Otherwise, 〈v, ψ0〉m = 0. By (3.2), we have
‖v1+s‖∞ ≤ ‖T1(vs)‖∞ ≤ (1 + c)e
λ0〈vs, ψ0〉m‖φ0‖∞ → 0
as s→∞. Thus lims→∞ ‖vs‖∞ = 0. Hence by (2.10),
lim
s→∞
‖gvs(t)‖∞ = 0.
It follows from (3.3) that, for all t > 0, eλ0t ≤ 1, which is a contradiction to the assumption
that λ0 > 0. Hence the claim above is valid.
By letting s→∞ in (3.1), we get that
exp{−v(x)} = q(x) = Pδx exp {−〈v,Xt〉} . (3.4)
Let c and γ be the constants in (2.2) with δ = 1. For t large enough, we have 1− ce−γt > 0.
Thus for t large enough, we have
Ttv(x) ≥ (1− ce
−γt)eλ0t〈v, ψ0〉mφ0(x) > 0.
Hence for all x ∈ E and t large enough,
Pδx(〈v,Xt〉 > 0) > 0,
which implies that
q(x) = Pδx(e
−〈v,Xt〉) < 1.
The proof is now complete. ✷
Lemma 3.2 V := limt→∞〈v,Xt〉 ∈ [0,∞] exists, and satisfies that, for all x ∈ E,
Pδx(V = 0) = exp{−v(x)} = q(x)
and
Pδx(V =∞) = 1− exp{−v(x)} = 1− q(x).
Moreover, for any θ > 0, we have
lim
t→∞
Vt(θv)(x) = v(x), x ∈ E. (3.5)
Proof: By (3.4) and the Markov property of X , {e−〈v,Xt〉, t ≥ 0} is a bounded martingale.
Thus limt→∞ exp {−〈v,Xt〉} exists and is in [0, 1], which implies that V := limt→∞〈v,Xt〉 ∈
[0,∞] exists.
Since exp {−〈v,Xt〉} ≤ 1, we have
Pδx exp{−V } = exp{−v(x)}. (3.6)
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On the other hand,
Pδx(V = 0) ≥ lim
t→∞
Pδx(‖Xt‖ = 0) = exp{−v(x)},
which implies that
Pδx exp{−V } ≥ Pδx(V = 0) ≥ exp{−v(x)}. (3.7)
It follows from (3.6) and (3.7) that
Pδx(V = 0) = exp{−v(x)} and Pδx(V =∞) = 1− exp{−v(x)}.
By the dominated convergence theorem, we get that, for any θ > 0,
lim
t→∞
Vt(θv)(x) = − logPδx(e
−θV ) = − logPδx(V = 0) = v(x).
✷
4 Backward iterates
It is clear that Vt0 = 0. It follows from (3.4) that Vtv = v. Thus v and 0 are two fixed points
of Vt.
Definition 4.1 A family (ηt, t ≥ 0) ⊂ B
+(E) is called a family of backward iterates if ηt ≤ v
for all t ≥ 0 and
ηt(x) = Vs(ηt+s)(x), t, s ≥ 0, x ∈ E.
A family (ηt, t ≥ 0) of backward iterates is said to be non-trivial if, for some t ≥ 0, neither
ηt = 0, m-a.e. nor ηt = v,m-a.e.
It is well known that (see, for instance, [24, 1.44]), there exists a metric d on C(E) such
that (C(E), d) is a complete metric space, and convergence in (C(E), d) is equivalent to
uniform convergence on each compact subset K of E.
For any a > 0, let Da(E) := {f ∈ B
+(E) : ‖f‖∞ ≤ a}.
Lemma 4.2 For any t > 0, Vt(Da(E)) is a relatively compact subset of C(E).
Proof: Without loss of generality, we only prove the lemma for t = 1 and a ≥ 1. We first
show that, for any compact subset K ⊂ E, {V1f : f ∈ Da(E)} are equicontinuous on K.
Recall that
V1f(x) = T1f(x)−
∫ 1
0
Ts(r(·, V1−sf))(x)ds.
It is clear that for f ∈ Da(E),
|T1f(x)− T1f(y)| ≤ a
∫
E
|q(1, x, z)− q(1, y, z)|m(dz).
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Note that by (1.11), we have
q(1, x, z) ≤ c1‖φ0‖∞ψ0(z). (4.1)
Since ψ0 ∈ L
1(E,m), for any ǫ > 0, we can choose a compact set K˜ ⊂ E such that
2c1‖φ0‖∞
∫
K˜c
ψ0(z)m(dz) <
ǫ
2
.
Using the continuity of q(1, ·, ·) on K × K˜, (4.1) and the fact that ψ0 ∈ L
1(E,m), we can
find a δ > 0 such that for any x, y ∈ K with |x− y| < δ,∫
K˜
|q(1, x, z)− q(1, y, z)|m(dz) <
ǫ
2
.
Thus {T1f : f ∈ Da(E)} are equicontinuous on K. By (2.4) and the fact that Vtf(x) ≤
Ttf(x) ≤ e
Mt‖f‖∞, we have that for any f ∈ Da(E), r(x, V1−sf(x)) ≤ 2M(e
2Ma2 + eMa).
Thus ∣∣∣∣∫ 1
0
Ts(r(·V1−sf)(x)ds−
∫ 1
0
Ts(r(·, V1−sf)(y)ds
∣∣∣∣
≤ [2M(e2Ma2 + eMa)]
∫ 1
0
∫
E
|q(s, x, z)− q(s, y, z)|m(dz)ds.
Note that, for η ∈ (0, 1),∫ 1
0
∫
E
|q(s, x, z)− q(s, y, z)|m(dz)ds
≤
∫ η
0
∫
E
q(s, x, z) + q(s, y, z)m(dz)ds+
∫ 1
η
∫
E
|q(s, x, z)− q(s, y, z)|m(dz)ds
≤ 2eMη +
∫ 1
η
∫
E
|q(s, x, z)− q(s, y, z)|m(dz)ds
≤ 2eMη +
∫ 1
η
∫
E
∫
E
|q(
η
2
, x, w)− q(
η
2
, y, w)|q(s−
η
2
, w, z)m(dw)m(dz)ds.
For any ǫ > 0, we choose η ∈ (0, 1) so that 2eMη < ǫ
3
. It follows from (2.1) that, for any
s ∈ [η/2, 1),
q(s, x, z) ≤ (1 + c(η/2))eλ0‖φ0‖∞ψ0(z). (4.2)
Hence∫ 1
η
∫
E
∫
E
|q(
η
2
, x, w)− q(
η
2
, y, w)|q(s−
η
2
, w, z)m(dw)m(dz)ds
≤ (1 + c(η/2))eλ0‖φ0‖∞
∫ 1
η
∫
E
∫
E
|q(
η
2
, x, w)− q(
η
2
, y, w)|m(dw)ψ0(z)m(dz)ds.
15
Applying (4.2) again, we can find a compact K˜ ⊂ E such that
(1 + c(η/2))eλ0‖φ0‖∞
∫ 1
η
∫
E
∫
K˜c
|q(
η
2
, x, w)− q(
η
2
, y, w)|m(dw)ψ0(z)m(dz)ds <
ǫ
3
.
Using the continuity of q(η
2
, ·, ·) on K × K˜, (4.2) and the fact that ψ0 ∈ L
1(E,m), we can
find a δ > 0 such that for any x, y ∈ K with |x− y| < δ,
(1 + c(η/2))eλ0‖φ0‖∞
∫ 1
η
∫
E
∫
K˜
|q(
η
2
, x, w)− q(
η
2
, y, w)|m(dw)ψ0(z)m(dz)ds <
ǫ
3
.
Thus {
∫ 1
0
Ts(r(·, V1−sf))(x)ds : f ∈ Da(E)} are equicontinuous on K. It follows that {V1f :
f ∈ Da(E)} are equicontinuous on K. In particular, V1(Da(E)) ⊂ C(E).
Let Kn be an increasing sequence of compact subsets of E. Using the equicontinuity
of {V1f : f ∈ Da(E)} on each Kn and a routine diagonalization argument, we can easily
show that any sequence of functions in V1(Da(E)) contains a subsequence which converges
in C(E). ✷
Proposition 4.3 There exists a non-trivial family of backward iterates.
Proof: Let D = {f ∈ B+(E) : f ≤ v}. For any f ∈ D, 0 ≤ Vsf ≤ Vsv ≤ v. Thus
Vt+sf = Vt(Vsf) ∈ Vt(D), which implies that t→ Vt(D) is decreasing.
For any g, h ∈ D and t > 0, it is easy to see that λ 7→ Vt(λg + (1 − λ)h), λ ∈ [0, 1],
is a continuous curve in Vt(D) connecting Vtg to Vth. Thus Vt(D) is connected. Hence
D∞ :=
⋂
n∈N Vn(D) is connected. Since 0, v ∈ D∞ and v > 0, there exists an η ∈ D∞, such
that 0 < η < v on a set of positive measure. Thus, for every n ∈ N, there exists ηn,n ∈ D
such that Vn(ηn,n) = η. Define ηn,j = Vn−j(ηn,n), j = 0, 1, 2, · · · , n− 1. Note that ηn,0 = η.
Since 0 ≤ ηn,j ≤ v and ηn,j = V1(ηn,j+1), it follows from Lemma 4.2 that {ηn,j, n ≥
0, 0 ≤ j < n} is relatively compact in C(E). Thus there exists a sequence (ηnl,j) such that
ηj := liml→∞ ηnl,j ∈ C(E)
⋂
D exists. Since ηnl,j = V1(ηnl,j+1), letting l → ∞, we get that
ηj = V1(ηj+1).
Define ηt := V[t+1]−t(η[t+1]), for t ≥ 0. Then
Vs(ηt+s) = VsV[t+s+1]−t−s(η[t+s+1]) = V[t+s+1]−t(η[t+s+1]) = V[t+1]−t(η[t+1]) = ηt.
It follows from ηn,0 = η that η0 = η, which implies that the family {ηt, t ≥ 0} of backward
iterates is nontrivial. ✷
Lemma 4.4 If 0 ≤ f ≤ v, then
Vtf(x) ≥ e
−atTtf(x), t ≥ 0, x ∈ E,
where a = 2M(1 + ‖v‖∞).
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Proof: Using (2.4) with H = 1 and the fact that Vt−sf(x) ≤ Vt−sv(x) = v(x) ≤ ‖v‖∞ for
any 0 ≤ s ≤ t and any x ∈ E, we get
r(x, Vt−sf(x)) ≤ 2M(1 + ‖v‖∞)Vt−sf(x) = aVt−sf(x), 0 ≤ s ≤ t, x ∈ E.
Recall that
Vtf(x) = Ttf(x)−
∫ t
0
Ts(r(·, Vt−sf(·)))(x)ds.
Thus we have
Vtf(x) = e
−atTtf(x)−
∫ t
0
e−asTs(r(·, Vt−sf(·)))(x)ds+ a
∫ t
0
e−asTs(Vt−sf)(x)ds.
Consequently we have
Vtf(x) ≥ e
−atTtf(x), t ≥ 0, x ∈ E.
✷
Lemma 4.5 If (ηt, t ≥ 0) is a non-trivial family of backward iterates, then
lim
t→∞
‖ηt‖∞ = 0.
Proof: Without loss of generality, we may and will assume that m(η0 > 0) > 0 and
m(η0 < v) > 0. We claim that 〈ηt, ψ0〉m → 0 as t → ∞. Otherwise, there exist a sequence
tj ↑ ∞ and a constant c0 > 0 such that
〈ηtj , ψ0〉m > c0.
Fix s > 1 large enough such that 1 − ce−γs > 0, where c and γ are the constants in (2.2)
with δ = 1. Then, for j large enough so that tj > s, we have
η0(x) = Vtj (ηtj )(x) = Vtj−s(Vs(ηtj ))(x), x ∈ E. (4.3)
By Lemma 4.4, we have
Vs(ηtj )(x) ≥ e
−asTs(ηtj )(x) ≥ e
−as(1−ce−γs)eλ0s〈ηtj , ψ0〉mφ0(x) ≥ c0e
−as(1−ce−γs)eλ0sφ0(x).
It follows from (2.7) and (2.8) that
v(x) = V1v(x) ≤ T1v(x) ≤ (1 + c)e
λ0〈v, ψ0〉mφ0(x). (4.4)
Thus
Vs(ηtj )(x) ≥ c0e
−as(1− ce−γs)eλ0s(1 + c)−1e−λ0〈v, ψ0〉
−1
m v(x) =: Csv(x). (4.5)
Combining (4.5), (4.3) and (3.5), we get
η0(x) ≥ lim
j→∞
Vtj−s(Csv)(x) = v(x),
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which contradicts the definition of η0. Thus the claim above is true.
Note that, for any s ≥ 1 and t > 0,
ηt(x) = Vs(ηt+s)(x) ≤ Ts(ηt+s)(x) ≤ (1 + ce
−γs)eλ0s〈ηt+s, ψ0〉mφ0(x). (4.6)
Thus
‖ηt‖∞ ≤ (1 + c)e
λ0s〈ηt+s, ψ0〉m‖φ0‖∞ → 0,
as t→∞. The proof is now complete. ✷
Lemma 4.6 If (ηt, t ≥ 0) is a non-trivial family of backward iterates, then there exist {ht :
t ≥ 0} ⊂ Bb(E) such that
ηt(x) = (1 + ht(x))〈ηt, ψ0〉mφ0(x), t ≥ 0, x ∈ E,
and
lim
t→∞
‖ht‖∞ = 0.
Moreover,
〈ηt, ψ0〉m
〈ηt+s, ψ0〉m
≥ eλ0s, ∀s, t ≥ 0 and lim
t→∞
〈ηt, ψ0〉m
〈ηt+s, ψ0〉m
= eλ0s, ∀s ≥ 0. (4.7)
Proof: Since 〈ηt, ψ0〉mφ0(x) > 0, we can define
ht(x) :=
ηt(x)
〈ηt, ψ0〉mφ0(x)
− 1, t ≥ 0, x ∈ E.
It follows from (2.2) and Lemma 2.2 that for s > 1,
ηt(x) = Vs(ηt+s)(x) = Ts(ηt+s)(x)− Rηt+s(s, x) (4.8)
≥ eλ0s(1− ce−γs − ‖gηt+s(s)‖∞)〈ηt+s, ψ0〉mφ0(x), (4.9)
where c and γ are the constants in (2.2) with δ = 1. In the remainder of this proof,
we assume that s is large enough such that 1 − ce−γs > 0. By Lemma 4.5 and (2.10),
limt→∞ ‖gηt+s(s)‖∞ = 0. Thus, for large enough t, 1 − ce
−γs − ‖gηt+s(s)‖∞ > 0. It follows
from (4.6) and (4.9) that
−
2ce−γs + ‖gηt+s(s)‖∞
1 + ce−γs
≤ ht(x) =
ηt(x)
〈ηt, ψ0〉mφ0(x)
− 1 ≤
2ce−γs + ‖gηt+s(s)‖∞
1− ce−γs − ‖gηt+s(s)‖∞
.
Letting t→∞ and then s→∞, we get that
lim
t→∞
‖ht‖∞ = 0.
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It follows from (4.8) that
〈ηt, ψ0〉m = 〈Ts(ηt+s), ψ0〉m − 〈Rηt+s(s, x), ψ0〉m
= eλ0s〈ηt+s, ψ0〉m − e
λ0s〈ηt+s, ψ0〉m〈gηt+s(s)φ0, ψ0〉m,
which implies that
0 ≤ eλ0s −
〈ηt, ψ0〉m
〈ηt+s, ψ0〉m
= eλ0s〈gηt+s(s)φ0, ψ0〉m ≤ e
λ0s‖gηt+s(s)‖∞ → 0,
as t → ∞, where the last limit follows from (2.10) and Lemma 4.5. The proof is now
complete. ✷
Remark 4.7 Let L(t) := eλ0t〈ηt, ψ0〉m. It follows from (4.7) that t→ L(t) is nondecreasing
and, for any s ≥ 0,
lim
t→∞
L(t + s)
L(t)
= 1.
Therefore, l0 := limt→∞ L(t) ∈ (0,∞] exists.
5 Seneta-Heyde norming for M
Lemma 5.1 If f ∈ B+(E) satisfies f(x) ≤ v(x) and f(x) = Vtf(x) for all t > 0 and x ∈ E,
then either f(x) = v(x) for all x ∈ E or f(x) = 0 for all x ∈ E.
Proof: Let s0 > 1 be such that 1− ce
−γs0 > 0, where c and γ are the constants from (2.2)
with δ = 1. By Lemma 4.4 and (4.4), we have
f(x) = Vs0f(x) ≥ e
−as0Ts0f(x) ≥ e
−as0(1− ce−γs0)eλ0s0〈f, ψ0〉mφ0(x) ≥ c0〈f, ψ0〉mv(x)
for some constant c0 > 0. If 〈f, ψ0〉m > 0, then by (3.5) we have
f(x) = lim
t→∞
Vtf(x) ≥ lim
t→∞
Vt(c0〈f, ψ0〉mv)(x) = v(x),
which implies that f(x) = v(x) for all x ∈ E. If 〈f, ψ0〉m = 0, then
f(x) ≤ T1f(x) ≤ (1 + c)e
λ0〈f, ψ0〉mφ0(x) = 0,
which implies that f(x) = 0 for all x ∈ E. The proof is now complete. ✷
Theorem 5.2 Let (ηt, t ≥ 0) be a non-trivial family of backward iterates and define γt :=
〈ηt, ψ0〉m. Then there is a non-degenerate random variable W such that for any nonzero
µ ∈MF (E),
lim
t→∞
γt〈φ0, Xt〉 = W, a.s.-Pµ
and
Pµ(W = 0) = exp{−〈v, µ〉}, Pµ(W <∞) = 1. (5.1)
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Proof: By the definition of ηt, for any nonzero µ ∈MF (E),
Pµ(exp{−ηt+s, Xt+s}|Gt) = PXt(exp{−ηt+s, Xs}) = exp{−〈ηt, Xt〉},
which implies that {exp{−〈ηt, Xt〉}, t ≥ 0} is a nonnegative martingale. Thus, by the
martingale convergence theorem, limt→∞ exp{−〈ηt, Xt〉} exists Pµ almost surely and hence
W := limt→∞〈ηt, Xt〉 ∈ [0,∞] exists Pµ almost surely.
It follows from Lemma 4.6 that
(1− ‖ht‖∞)γt〈φ0, Xt〉 ≤ 〈ηt, Xt〉 ≤ (1 + ‖ht‖∞)γt〈φ0, Xt〉.
Since limt→∞ ‖ht‖∞ = 0, we have 1− ‖ht‖∞ > 0 for t large enough. Thus for large t,
(1 + ‖ht‖∞)
−1〈ηt, Xt〉 ≤ γt〈φ0, Xt〉 ≤ (1− ‖ht‖∞)
−1〈ηt, Xt〉.
Letting t→∞, we get that
lim
t→∞
γt〈φ0, Xt〉 =W, a.s.-Pµ.
Define
Φ(s, x) := − log Pδx exp{−sW}. (5.2)
Then
− log Pµ exp{−sW} = lim
t→∞
− log Pµ exp{−sγt〈φ0, Xt〉}
= lim
t→∞
〈− log Pδx exp{−sγt〈φ0, Xt〉}, µ〉 = 〈Φ(s, ·), µ〉.
Put Φ∞(x) := lims→∞Φ(s, x) and Φ0(x) = lims→0Φ(s, x). Then
Pµ(W = 0) = lim
s→∞
Pµ exp{−sW} = exp{−〈Φ∞, µ〉}
and
Pµ(W <∞) = lim
s→0
Pµ exp{−sW} = exp{−〈Φ0, µ〉}.
For any s, t > 0, we have
exp{−Φ(s, x)} = lim
u→∞
Pδx(exp{−sγt+u〈φ0, Xt+u〉})
= lim
u→∞
PδxPXt(exp{−sγt+uγ
−1
u γu〈φ0, Xu〉})
= PδxPXt exp{−se
−λ0tW} = Pδx exp{−〈Φ(se
−λ0t, ·), Xt〉},
which implies that
Φ(s, x) = Vt(Φ(se
−λ0t, ·))(x). (5.3)
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Thus, letting s→∞ and s→ 0, we get respectively
Φ∞(x) = Vt(Φ∞)(x), Φ0(x) = Vt(Φ0)(x).
Since s→ Φ(s, x) is increasing, we have Φ0(x) ≤ Φ(1, x) ≤ Φ∞(x). Note that
Φ(1, x) = − logPδx exp{−W} = lim
t→∞
− log Pδx exp{−〈ηt, Xt〉} = η0(x).
On the other hand,
Pδx(W = 0) ≥ Pδx(∃t > 0, ‖Xt‖ = 0) = exp{−v(x)},
which implies that, for all x ∈ E, Φ∞(x) ≤ v(x). Thus, Φ0(x) ≤ η0(x) ≤ Φ∞(x) ≤ v(x). It
follows from Lemma 5.1 that
Φ0 = 0, Φ∞ = v.
The proof is now complete. ✷
Now Theorem 1.1 follows immediately from Lemma 4.6 and Theorem 5.2.
Proposition 5.3 Let (ηt, t ≥ 0) be a non-trivial family of backward iterates and W be the
limit in Theorem 5.2 corresponding to (ηt, t ≥ 0). Then a family (η
∗
t , t ≥ 0) is a non-trivial
family of backward iterates if and only if there exists a positive number a such that
η∗t (x) = Φ(ae
−λ0t, x), t ≥ 0, x ∈ E,
where Φ is defined in (5.2). In particular,
ηt(x) = Φ(e
−λ0t, x), t ≥ 0, x ∈ E. (5.4)
Proof: For any a > 0, by (5.3), we have
Vs(Φ(ae
−λ0(t+s), ·))(x) = Φ(ae−λ0t, x).
Thus (Φ(ae−λ0t, x), t ≥ 0) is a non-trivial family of backward iterates.
If (η∗t , t ≥ 0) is a non-trivial family of backward iterates, then it follows from Lemma 4.6
that, for any s ≥ 0, (η∗t+s, t ≥ 0) is also a non-trivial family of backward iterates. Let W
(s)
be the limit in Theorem 5.2 corresponding to (η∗t+s, t ≥ 0). By (5.1), we get that, for any
s ≥ 0,
{W > 0} = {W (s) > 0} = {∀ t > 0, ‖Xt‖ > 0}, a.s.-Pµ.
Thus, we have that, for any ω ∈ {W > 0} ∩ {W (s) > 0},
W (s)(ω)
W (ω)
= lim
t→∞
〈η∗t+s, ψ0〉m
〈ηt, ψ0〉m
:= e(s) > 0,
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where e(s) is deterministic. Therefore,
W (s) = e(s)W, a.s.-Pµ. (5.5)
By (4.7), we have that, for any s, r ≥ 0,
W (s) = lim
t→∞
〈η∗t+s, ψ0〉m
〈η∗t+r, ψ0〉m
W (r) = e−λ0(s−r)W (r), a.s.-Pµ.
It follows that e(s) = e−λ0(s−r)e(r), which implies that there exists a constant a > 0 such
that
e(s) = ae−λ0s.
Note that, for any s ≥ 0 and x ∈ E,
η∗s(x) = lim
t→∞
− log Pδx exp{−〈η
∗
t+s, Xt〉} = − log Pδx exp{−W
(s)}
= − logPδx exp{−ae
−λ0sW} = Φ(ae−λ0s, x).
The proof is now complete. ✷
Recall from Remark 4.7 that l0 = limt→∞ e
λ0tγt ∈ (0,∞].
Proposition 5.4 Let (ηt, t ≥ 0) be a non-trivial family of backward iterates and W be the
limit in Theorem 5.2 corresponding to (ηt, t ≥ 0).
(1) If l0 <∞, then PµW <∞ for any µ ∈MF (E).
(2) If PµW <∞ for some nonzero µ ∈MF (E), then l0 <∞.
Moreover,
PµW = lim
t→∞
γtPµ〈φ0, Xt〉 = l0〈φ0, µ〉. (5.6)
Proof: (1) Since W = limt→∞ γt〈φ0, Xt〉, we have by Fatou’s lemma that
PµW ≤ lim
t→∞
Pµγt〈φ0, Xt〉 = lim
t→∞
γte
λ0t〈φ0, µ〉 = l0〈φ0, µ〉.
Thus l0 <∞ implies PµW <∞ for any µ ∈MF (E).
(2) It follows from (5.4) and Lemma 4.6 that
lim
s→0
〈Φ(s, ·), µ〉
s
= lim
t→∞
eλ0t〈Φ(e−λ0t, ·), µ〉 = lim
t→∞
eλ0t〈ηt, µ〉
= lim
t→∞
eλ0tγt〈(1 + ht)φ0, µ〉 = l0〈φ0, µ〉. (5.7)
If PµW <∞ for some nonzero µ ∈MF (E), then
PµW = lim
s→0
1− Pµ(exp{−sW})
s
= lim
s→0
〈Φ(s, ·), µ〉
s
= l0〈φ0, µ〉,
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which implies l0 <∞. The proof is now complete. ✷
It was shown in [1, Section 1.10, Lemma 1] that, if Y is a non-negative random variable
with EY <∞, then
EY log+ Y <∞
if and only if, for some a0 > 0∫ a0
0
s−2E(e−sY − 1 + sY ) ds <∞.
Recall that l(x) :=
∫∞
1
θ log θ nφ0(x, dθ).
Lemma 5.5
∫
E
ψ0(x)l(x)m(dx) <∞ if and only if, for any t > 0,∫
E
ψ0(x)Pδx
[
〈φ0, Xt〉 log
+〈φ0, Xt〉
]
m(dx) <∞.
Proof: Without loss of generality, we only prove the result for t = 1. Note that∫
E
ψ0(x)Pδx
[
〈φ0, X1〉 log
+〈φ0, X1〉
]
m(dx) <∞
if and only if, for some a0 > 0∫
E
ψ0(x)m(dx)
∫ a0
0
s−2Pδx(e
−s〈φ0,X1〉 − 1 + s〈φ0, X1〉) ds <∞. (5.8)
Put R(f)(x) := Rf (1, x) = T1f(x)− V1f(x). Then, we have
Pδx(e
−s〈φ0,X1〉 − 1 + s〈φ0, X1〉)
= exp{−V1(sφ0)(x)} − 1 + V1(sφ0)(x) +R(sφ0)(x)
≤
1
2
V1(sφ0)(x)
2 +R(sφ0)(x)
≤
1
2
T1(sφ0)(x)
2 +R(sφ0)(x)
=
1
2
e2λ0s2φ0(x)
2 +R(sφ0)(x).
On the other hand,
Pδx(e
−s〈φ0,X1〉 − 1 + s〈φ0, X1〉) = exp{−V1(sφ0)(x)} − 1 + T1(sφ0)(x) ≥ R(sφ0)(x).
Thus, (5.8) holds if and only if, for some a0 > 0,∫ a0
0
s−2〈R(sφ0), ψ0〉mds <∞. (5.9)
By (2.5), we have
〈r(·, V1−t(sφ0)), ψ0〉m
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= 〈βV1−t(sφ0)
2, ψ0〉m +
〈( ∫ φ−10
0
+
∫ ∞
φ−10
)(
e−θV1−t(sφ0) − 1 + θV1−t(sφ0)
)
n(·, dθ), ψ0
〉
m
=: J1(s, t) + J2(s, t) + J3(s, t).
Thus, by (2.12), we have∫ a0
0
s−2〈R(sφ0), ψ0〉mds
=
∫ a0
0
s−2ds
∫ 1
0
eλ0t〈r(·, V1−t(sφ0)), ψ0〉m dt
=
∫ a0
0
s−2ds
∫ 1
0
eλ0tJ1(s, t) dt+
∫ a0
0
s−2ds
∫ 1
0
eλ0tJ2(s, t) dt
+
∫ a0
0
s−2ds
∫ 1
0
eλ0tJ3(s, t) dt.
Since
V1−t(sφ0)(x) ≤ T1−t(sφ0)(x) ≤ se
λ0φ0(x), (5.10)
we have that J1(s, t) ≤Me
2λ0s2‖φ0‖∞. Thus∫ a0
0
s−2ds
∫ 1
0
eλ0tJ1(s, t)dt <∞. (5.11)
Note that
J2(s, t) ≤
〈∫ φ−10
0
θ2V1−t(sφ0)
2n(·, dθ), ψ0
〉
m
≤ e2λ0s2
〈∫ 1
0
θ2nφ0(·, dθ), ψ0
〉
m
≤ Cs2,
which implies that ∫ a0
0
s−2ds
∫ 1
0
eλ0tJ2(s, t)dt <∞. (5.12)
Now we deal with J3. By Lemma 4.4 and (2.3) with s0 > 1 large enough such that
c(1)e−γ(1)s0 < 1
2
,
v(x) = Vs0v(x) ≥ e
−as0Ts0v(x) ≥
1
2
e(λ0−a)s0φ0(x).
We put A0 =
1
2
e(λ0−a)s0 . Hence by Lemma 4.4, for any s ≤ A0,
V1−t(sφ0)(x) ≥ e
−aT1−t(sφ0)(x) ≥ e
−asφ0(x). (5.13)
Thus, combining (5.10) and (5.13), there exist C1, C2 > 0 such that for any s ≤ A0,〈∫ ∞
φ−10
(
e−C1θsφ0 − 1 + C1θsφ0
)
n(·, dθ), ψ0
〉
m
≤ J3(s, t)
≤
〈∫ ∞
φ−10
(
e−C2θsφ0 − 1 + C2θsφ0
)
n(·, dθ), ψ0
〉
m
.
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Note that for any C > 0, we have∫ A0
0
s−2ds
∫ 1
0
eλ0t
〈∫ ∞
φ−10
(
e−Cθsφ0 − 1 + Cθsφ0
)
n(·, dθ), ψ0
〉
m
dt
=
∫ 1
0
eλ0tdt
∫
E
ψ0(x)m(dx)
∫ ∞
1
nφ0(x, dθ)
∫ A0
0
s−2
(
e−Cθs − 1 + Cθs
)
ds
=
∫ 1
0
eλ0tdt
∫
E
ψ0(x)m(dx)
∫ ∞
1
θnφ0(x, dθ)
∫ A0θ
0
s−2
(
e−Cs − 1 + Cs
)
ds.
Since
lim
θ→∞
∫ A0θ
0
s−2
(
e−Cs − 1 + Cs
)
ds
log θ
= C,
we have ∫ A0
0
s−2ds
∫ 1
0
eλ0tJ3(s, t)dt <∞⇐⇒
∫
E
l(x)ψ0(x)m(dx) <∞.
Now the conclusion follows immediately. ✷
Recall that
M∞ = lim
t→∞
Mt = lim
t→∞
e−λ0t〈φ0, Xt〉.
Proposition 5.6 If
∫
E
ψ0(x)l(x)m(dx) < ∞, then for any nonzero µ ∈ MF (E), M∞ is
non-degenerate under Pµ and PµM∞ = 〈φ0, µ〉.
Proof: Suppose µ ∈MF (E) is nonzero and fixed. For any θ > 0, put
Ψt(θ, x) := − logPδx(exp{−θMt}) and Ψ(θ, x) := − log Pδx(exp{−θM∞}).
Then for any x ∈ E, Ψt(θ, x) is non-increasing in t. By the dominated convergence theorem
and monotone convergence theorem, we have
− logPµ(exp{−θM∞}) = lim
n→∞
〈Ψn(θ, ·), µ〉 = 〈Ψ(θ, ·), µ〉. (5.14)
We claim that there exists some θ > 0 such that
〈Ψ(θ, ·), ψ0〉m > 0. (5.15)
By the Markov property of X , we have
Ψt+s(θ, x) = − log PδxPXt(exp{−θe
−λ0tMs})
= − log Pδx exp{−〈Ψs(θe
−λ0t), Xt〉} = Vt(Ψs(θe
−λ0t))(x). (5.16)
Letting s→∞, we get
Ψ(θeλ0t, x) = Vt(Ψ(θ))(x).
25
If (5.15) holds, then by (2.3), we get that, for t > 1 large enough,
Pδx〈Ψ(θ), Xt〉 = TtΨ(θ)(x) > 0,
which implies that Pδx(〈Ψ(θ), Xt〉 > 0) > 0. Hence we have that, for any x ∈ E, Ψ(θe
λ0t, x) =
Vt(Ψ(θ))(x) > 0. Thus, by (5.14),
Pµ exp{−θe
λ0tM∞} = exp{−〈Ψ(θe
λ0t), µ〉} < 1,
which implies that Pµ(M∞ = 0) < 1.
Now we prove claim (5.15). Put R(f)(x) := Rf (1, x). It follows from (5.16) and (2.7)
that
〈Ψn(θ, ·), ψ0〉m = 〈V1(Ψn−1(θe
−λ0)), ψ0〉m
= 〈T1(Ψn−1(θe
−λ0)), ψ0〉m − 〈R(Ψn−1(θe
−λ0)), ψ0〉m
= eλ0〈Ψn−1(θe
−λ0), ψ0〉m − 〈R(Ψn−1(θe
−λ0)), ψ0〉m
= eλ0(n−1)〈Ψ1(θe
−(n−1)λ0), ψ0〉m −
n−1∑
k=1
eλ0(k−1)〈R(Ψn−k(θe
−λ0k)), ψ0〉m. (5.17)
Note that, by Jensen’s inequality, we have
Ψn−k(θe
−λ0k)(x) = − log Pδx exp{−θe
−λ0kMn−k} ≤ Pδxθe
−λ0kMn−k = θe
−λ0kφ0(x).
By the dominated convergence theorem, we get
lim
n→∞
eλ0(n−1)〈Ψ1(θe
−(n−1)λ0), ψ0〉m = θ〈Pδ·M1, ψ0〉m = θ.
Thus we have
〈Ψ(θ, ·), ψ0〉m = lim
n→∞
〈Ψn(θ, ·), ψ0〉m ≥ θ − lim
n→∞
n−1∑
k=1
eλ0(k−1)〈R(θe−λ0kφ0), ψ0〉m. (5.18)
Since t→ 〈R(θe−λ0tφ0), ψ0〉m is decreasing, we have
∞∑
k=1
eλ0(k−1)〈R(θe−λ0kφ0), ψ0〉m
≤
∫ ∞
0
eλ0t〈R(θe−λ0tφ0), ψ0〉m dt
= λ−10
∫ 1
0
s−2〈R(sθφ0), ψ0〉m ds
≤ λ−10
∫ 1
0
s−2〈T1(sθφ0)− (1− exp{−V1(sθφ0)}), ψ0〉m ds
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= λ−10
∫
E
ψ0(x)m(dx)Pδx
∫ 1
0
s−2
(
sθ〈φ0, X1〉 − 1 + exp{−sθ〈φ0, X1〉}
)
ds.
Since e−s − 1 + s ≤ s ∧ (s2/2), there exists C > 0 such that for any r ≥ 0,∫ 1
0
s−2
(
rs− 1 + exp{−rs}
)
ds = r
∫ r
0
s−2
(
s− 1 + exp{−s}
)
ds
≤
1
2
r2Ir≤2 + r
(
1 +
∫ r
2
s−1 ds
)
Ir>2 ≤
1
2
r2Ir≤2 + Cr log rIr>2.
Thus,
∞∑
k=1
eλ0(k−1)〈R(θe−λ0kφ0), ψ0〉m
≤ θλ−10 /2
(∫
E
Pδx(θ〈φ0, X1〉
2; θ〈φ0, X1〉 ≤ 2)ψ0(x)m(dx)
+ 2C
∫
E
Pδx(〈φ0, X1〉 log(θ〈φ0, X1〉); θ〈φ0, X1〉 > 2)ψ0(x)m(dx)
)
.
Using the dominated convergence theorem, we get
lim
θ→0
∫
E
Pδx(θ〈φ0, X1〉
2; θ〈φ0, X1〉 ≤ 2)ψ0(x)m(dx) = 0.
By Lemma (5.5), we have∫
E
Pδx(〈φ0, X1〉 log(〈φ0, X1〉); 〈φ0, X1〉 > 2)ψ0(x)m(dx) <∞.
Applying the dominated convergence theorem again, we get
lim
θ→0
∫
E
Pδx(〈φ0, X1〉 log(θ〈φ0, X1〉); θ〈φ0, X1〉 > 2)ψ0(x)m(dx) = 0.
Therefore, there exists θ0 > 0 such that for any θ ∈ (0, θ0],
∞∑
k=1
eλ0(k−1)〈R(θe−λ0kφ0), ψ0〉m ≤ θ/2.
It follows from (5.18) that, for 0 < θ ≤ θ0,
〈Ψ(θ, ·), ψ0〉m ≥ θ/2 > 0.
Now the claim (5.15) is proved, and hence M∞ is non-degenerate.
It is easy to see that
M∞ = lim
t→∞
e−λ0t〈φ0, Xt〉 = lim
t→∞
e−λ0t(γt)
−1γt〈φ0, Xt〉 = l
−1
0 W. (5.19)
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Since M∞ is non-degenerate, we have l0 <∞. Thus by (5.6), PµM∞ = 〈φ0, µ〉. The proof is
now complete. ✷
Proof of Theorem 1.2: By (5.19), (1)⇐⇒ (2)⇐⇒ (3). By Proposition 5.4 and Proposi-
tion 5.6 , (3)⇐⇒ (5)⇐⇒ (6) and (4) =⇒ (2). Thus, we only need to show that (3) =⇒ (4).
By (2.11) and the fact that ηs = Vt(ηt+s), we have
η0(x) = Vt(ηt)(x) = Tt(ηt)(x)−
∫ t
0
Ts [r(·, ηs(·))] (x)ds.
Thus,
eλ0tγt = 〈Tt(ηt), ψ0〉m = γ0 +
∫
E
ψ0(x)m(dx)
∫ t
0
eλ0sr(x, ηs(x))ds,
which implies that
l0 = γ0 +
∫
E
ψ0(x)m(dx)
∫ ∞
0
eλ0sr(x, ηs(x))ds. (5.20)
Recall that,
r(x, s) = β(x)s2 +
∫ ∞
0
(e−sθ − 1 + sθ)n(x, dθ).
Hence, ∫ ∞
0
eλ0sr(x, ηs(x))ds ≥
∫ ∞
0
eλ0sds
∫ ∞
eλ0sφ0(x)−1
(e−θηs(x) − 1 + θηs(x))n(x, dθ)
=
∫ ∞
φ0(x)−1
n(x, dθ)
∫ (log(θφ0(x))/λ0
0
eλ0s(e−θηs(x) − 1 + θηs(x))ds. (5.21)
Choose s0 > 1 large enough such that (1− ce
−γs0) > 0, where c = c(1) and γ = γ(1) are the
constants in (2.3). By (2.3) and Lemma 4.4, we get that,
ηs(x) = Vs0(ηs+s0)(x) ≥ e
−as0Ts0(ηs+s0)(x) ≥ e
−as0(1−ce−γs0)eλ0s0γs+s0φ0(x) ≥ Cγs+s0φ0(x).
Thus, by Remark 4.7, for any s ≤ (log(θφ0(x))/λ0, we have
θηs(x) ≥ Cθγs+s0φ0(x) ≥ Ce
λ0sγs+s0 ≥ CL(s+ s0) ≥ CL(0) > 0,
where L(t) = eλ0tγt. Therefore,
inf
s≤(log(θφ0(x))/λ0
e−θηs(x) − 1 + θηs(x)
θηs(x)
≥ inf
r≥CL(0)
e−r − 1 + r
r
≥ c,
for some constant c > 0. It follows that∫ ∞
φ0(x)−1
n(x, dθ)
∫ (log(θφ0(x)))/λ0
0
eλ0s(e−θηs(x) − 1 + θηs(x))ds
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≥ c
∫ ∞
φ0(x)−1
θn(x, dθ)
∫ log(θφ0(x))/λ0
0
eλ0sηs(x)ds
≥ C
∫ ∞
φ0(x)−1
θn(x, dθ)
∫ log(θφ0(x))/λ0
0
eλ0sγs+s0dsφ0(x)
≥ C
∫ ∞
1
θnφ0(x, dθ)
∫ log θ/λ0
0
L(s + s0)ds
≥ CL(0)
∫ ∞
1
θ log θnφ0(x, dθ) ≥ Cl(x). (5.22)
Combining (5.20),(5.21) and (5.22), we get that l0 ≥ C〈l, ψ0〉m. Thus (3) =⇒ (4).
The proof is now complete. ✷
6 Strong convergence with general test functions
In this section, we fix a non-trivial family (ηt : t ≥ 0) of backward iterates and let γt :=
〈ηt, ψ0〉m. The goal of this section is to determine the almost sure limit of γt〈f,Xt〉 for
general test functions f .
6.1 The martingale problems of superprocesses
In this subsection, we recall the martingale problem for the superprocess X . Let J denote
the set of jump times of X , i.e.,
J := {s ≥ 0 : △Xs = Xs −Xs− 6= 0}.
Since X is a ca`dla`g process in MF (E), J is a countable set. Let N(ds, dν) be the optional
random measure on [0,∞)×MF (E) defined by
N(ds, dν) :=
∑
s∈J
δ(s,△Xs)(ds, dν),
and N̂(ds, dν) be the predictable compensator of N(ds, dν) which satisfies that for any
nonnegative predictable function F on R+ ×MF (E)× Ω,∫ t
0
∫
MF (E)
F (s, ν) N̂(ds, dν) =
∫ t
0
ds
∫
E
Xs(dx)
∫ ∞
0
F (s, θδx)n(x, dθ), (6.1)
where n is the kernel in the branching mechanism ϕ. Define
N˜(ds, dν) := N(ds, dν)− N̂(ds, dν).
Then N˜(ds, dν) is a martingale measure. The “stochastic integral”∫ t
0
∫
MF (E)
F (s, ν)N˜(ds, dν)
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can be defined for a wide class of Borel functions F on [0, t] ×MF (E). In particular, if f
is a bounded Borel function on [0, t] × E and Ff (s, ν) :=
∫
E
f(s, x)ν(dx), then the integral∫ t
0
∫
MF (E)
Ff(s, ν)N˜(ds, dν) is well-defined. Let L
2
N be the space of predictable processes
(F (s, ν) : s > 0, ν ∈MF (E)) satisfying, for all µ ∈MF (E),
Pµ
∫ t
0
ds
∫
E
Xs(dx)
∫ ∞
0
F (s, θδx)
2n(x, dθ) <∞.
For any F ∈ L2N ,
Mdt (F ) :=
∫ t
0
∫
MF (E)
F (s, ν) N˜(ds, dν), t ≥ 0,
is a square integrable martingale such that
Pµ(M
d
t (F )
2) = Pµ
[∫ t
0
ds
∫
E
Xs(dx)
∫ ∞
0
F (s, θδx)
2n(x, dθ)
]
. (6.2)
Note that C0(E) is a Banach space under the supremum norm. In the remainder of this
paper, we assume that
Assumption 5 (i) {Pt, t ≥ 0} is a Feller semigroup, that is, {Pt, t ≥ 0} preserves C0(E)
and [0,∞) ∋ t→ Ptf ∈ C0(E) is continuous for every f ∈ C0(E).
(ii)
lim
a→∞
sup
x∈E
∫ ∞
a
θn(x, dθ) = 0. (6.3)
In the reminder of this subsection, we will (also) use L˜ to denote the infinitesimal gen-
erator of {Pt, t ≥ 0} in the space C0(E) and use Dom(L˜) its domain. It is known (see [5,
Section 6.1], for instance) that, for any f ∈ Dom(L˜), we have that
〈f,Xt〉 = 〈f,X0〉+
∫ t
0
〈L˜f − αf,Xs〉ds+M
c
t (f) +M
d
t (f),
where M ct (f) is a continuous local martingale with quadratic variation
∫ t
0
2〈βf 2, Xs〉ds and
Mdt (f) =
∫ t
0
∫
MF (E)
〈f, ν〉N˜(ds, dν)
is a purely discontinuous local martingale. Here we remark that if we assume α, β ∈ C(E)
and that x → (θ ∧ θ2)n(x, dθ) is continuous in the topology of weak convergence, then
the above result follows from [15, Theorem 7.25]. M ct (f) induces a worthy (Gt)-martingale
measure SC(ds, dx) (see [15, Section 7.3] for the definition of worthy martingale measure)
satisfying
M ct (f) =
∫ t
0
∫
E
f(x)SC(ds, dx).
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Standard arguments then show that the “stochastic integral”∫ t
0
∫
E
f(s, x)SC(ds, dx)
can be defined for a wide class of integrands f on [0, t]×E (see, for example, [15, Theorem
7.25] or [7] for more details). Thus, one can show that (see [7, Proposition 2.13] or [19,
Exercise II.5.2] for the case when the branching mechanism has finite variance) for any
bounded function g on E,
〈g,Xt〉 = 〈Ttg,X0〉+
∫ t
0
∫
MF (E)
〈Tt−sg, ν〉N˜(ds, dν) +
∫ t
0
∫
E
Tt−sg(x)S
C(ds, dx). (6.4)
6.2 Discrete times
In this subsection, we show that for any δ > 0 and f ∈ B+b (E), γnδ〈fφ0, Xnδ〉 has an almost
sure limit as n→∞. We will extend this result to continuous times in two different scenarios
in the next two subsections.
Theorem 6.1 For any δ > 0, µ ∈MF (E) and f ∈ B
+
b (E), we have
lim
n→∞
γnδ〈φ0f,Xnδ〉 = 〈fφ0, ψ0〉mW, a.s.-Pµ.
To prove Theorem 6.1, we first make some preparations. For any s > 0, we define
D<1(s) := {ν ∈MF (E) : 0 < γs〈φ0, ν〉 < 1} (6.5)
and
D≥1(s) := {ν ∈MF (E) : γs〈φ0, ν〉 ≥ 1}. (6.6)
For any m ∈ N, δ > 0, µ ∈MF (E) and f ∈ B
+
b (E), by (6.4), we have
γ(n+m)δ〈φ0f,X(n+m)δ〉
= γ(n+m)δ〈T(n+m)δ(φ0f), µ〉+ γ(n+m)δ
∫ (n+m)δ
0
∫
E
T(n+m)δ−s(φ0f)(x)S
C(ds, dx)
+ γ(n+m)δ
∫ (n+m)δ
0
∫
D<1(s)
〈T(n+m)δ−s(φ0f), ν〉N˜(ds, dν)
+ γ(n+m)δ
∫ (n+m)δ
0
∫
D≥1(s)
〈T(n+m)δ−s(φ0f), ν〉N˜(ds, dν)
=: γ(n+m)δ〈T(n+m)δ(φ0f), µ〉+ C(n+m)δ(f) +H(n+m)δ(f) + L(n+m)δ(f).
Therefore,
γ(n+m)δ〈φ0f,X(n+m)δ〉 − Pµ[γ(n+m)δ〈φ0f,X(n+m)δ〉|Gnδ]
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=
(
H(n+m)δ(f)− Pµ(H(n+m)δ(f)|Gnδ)
)
+
(
L(n+m)δ(f)− Pµ(L(n+m)δ(f)|Gnδ)
)
+
(
C(n+m)δ(f)− Pµ(C(n+m)δ(f)|Gnδ)
)
.
We now deal with the three parts separately. Before doing this, we prove a lemma first.
Lemma 6.2 If {an : n ≥ 1} is a sequence of positive numbers such that limn→∞ an+1/an =
a > 1, then
sup
x∈E
∞∑
n=1
a−1n
∫ an
0
θ2nφ0(x, dθ) <∞ (6.7)
and
sup
x∈E
∞∑
n=1
an
∫ ∞
an
nφ0(x, dθ) <∞. (6.8)
Proof: Since limn→∞ an+1/an = a > 1, for any a
∗ ∈ (1, a), there exists K > 0 such that for
any n ≥ K,
an+1
an
> a∗.
Without loss of generality, we assume that an ↑ ∞. For convenience, we put a0 = 0. Then
we have
∞∑
n=1
a−1n
∫ an
0
θ2nφ0(x, dθ) =
∞∑
n=1
a−1n
n∑
k=1
∫ ak
ak−1
θ2nφ0(x, dθ)
=
∞∑
k=1
∫ ak
ak−1
θ2nφ0(x, dθ)
∞∑
n=k
a−1n
≤
K∑
k=1
∫ ak
ak−1
θ2nφ0(x, dθ)
∞∑
n=k
a−1n +
∞∑
k=K+1
∫ ak
ak−1
θnφ0(x, dθ)ak
∞∑
n=k
a−1n
≤
∫ aK
0
θ2nφ0(x, dθ)
∞∑
n=1
a−1n +
∞∑
k=K+1
∫ ak
ak−1
θnφ0(x, dθ)ak
∞∑
n=k
a−1n .
For any k > K, we have
∞∑
n=k
aka
−1
n ≤
∞∑
n=k
(a∗)−(n−k) =
∞∑
n=1
(a∗)−n <∞.
Therefore,
∞∑
n=1
a−1n
∫ an
0
θ2nφ0(x, dθ) ≤ C
[∫ aK
0
θ2nφ0(x, dθ) +
∫ ∞
aK
θnφ0(x, dθ)
]
≤ C sup
x∈E
∫ ∞
0
(θ ∧ θ2)nφ0(x, dθ) <∞.
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Note that
∞∑
n=1
an
∫ ∞
an
nφ0(x, dθ) =
∞∑
n=1
an
∞∑
k=n
∫ ak+1
ak
nφ0(x, dθ)
≤
∞∑
k=1
∫ ak+1
ak
θnφ0(x, dθ)
(
a−1k
k∑
n=1
an
)
.
Using elementary calculus, one can easily show that
lim
k→∞
a−1k
k∑
n=1
an = lim
k→∞
ak+1
ak+1 − ak
=
a
a− 1
.
Thus supk≥1 a
−1
k
∑k
n=1 an <∞. It follows that
sup
x∈E
∞∑
n=1
an
∫ ∞
an
nφ0(x, dθ) ≤ C sup
x∈E
∫ ∞
a1
θnφ0(x, dθ) <∞.
The proof is now complete.
✷
Define
I(a, x) :=
∫ a
0
θ2nφ0(x, dθ).
Lemma 6.3 For any m ∈ N, δ > 0, µ ∈MF (E) and f ∈ B
+
b (E), we have
lim
n→∞
H(n+m)δ(f)− Pµ(H(n+m)δ(f)|Gnδ) = 0, a.s.-Pµ.
Proof: By the conditional Borel-Cantelli lemma, it suffices to prove that
∞∑
n=1
Pµ
(
[H(n+m)δ(f)− Pµ(H(n+m)δ(f)|Gnδ)]
2|G(n−1)δ
)
<∞. (6.9)
Recall from (6.5) that
D<1(s) := {ν ∈MF (E) : 0 < γs〈φ0, ν〉 < 1}.
Since N˜(ds, dν) is a martingale measure, we have
Pµ(H(n+m)δ(f)|Gnδ) = γ(n+m)δ
∫ nδ
0
∫
D<1(s)
〈T(n+m)δ−s(φ0f), ν〉N˜(ds, dν),
which implies that
H(n+m)δ(f)− Pµ(H(n+m)δ(f)|Gnδ) = γ(n+m)δ
∫ (n+m)δ
nδ
∫
D<1(s)
〈T(n+m)δ−s(φ0f), ν〉N˜(ds, dν).
(6.10)
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By (5.4), γt = 〈Φ(e
−λ0t, ·), ψ0〉m, which implies that t→ γt is non-increasing. Thus by (6.2)
and (2.3), we have
Pµ
(
[H(n+m)δ(f)− Pµ(H(n+m)δ(f)|Gnδ)]
2|G(n−1)δ
)
= γ2(n+m)δPX(n−1)δ
[∫ (1+m)δ
δ
ds
∫
E
Xs(dx)
∫ γ−1
s+(n−1)δ
φ0(x)−1
0
θ2[T(1+m)δ−s(φ0f)(x)]
2n(x, dθ)
]
≤ ‖f‖2∞γ
2
(n+m)δPX(n−1)δ
[∫ (1+m)δ
δ
e2λ0((1+m)δ−s)ds
∫
E
Xs(dx)
∫ γ−1
(n+m)δ
0
θ2nφ0(x, dθ)
]
= ‖f‖2∞γ
2
(n+m)δ
∫ (1+m)δ
δ
e2λ0((1+m)δ−s)〈Ts[I(γ
−1
(n+m)δ)], X(n−1)δ〉ds
≤ (1 + c(δ))‖f‖2∞e
2λ0(1+m)δ
∫ (1+m)δ
δ
e−λ0sdsγ2(n+m)δ〈I(γ
−1
(n+m)δ), ψ0〉m〈φ0, X(n−1)δ〉
≤ C
[
γ(n+m)δ〈φ0, X(n−1)δ〉
]
γ(n+m)δ〈I(γ
−1
(m+n)δ), ψ0〉m. (6.11)
It follows from the fact that limn→∞
γ−1
(n+m)δ
γ−1
(n+m−1)δ
= eλ0δ and Lemma 6.2 that
∞∑
n=1
γ(n+m)δ〈I(γ
−1
(m+n)δ), ψ0〉m <∞. (6.12)
Since limn→∞ γ(n+m)δ〈φ0, X(n−1)δ〉 = e
−λ0(m+1)δW , combining (6.11) and (6.12), (6.9) follows
immediately. The proof is now complete. ✷
Lemma 6.4 For any m ∈ N, δ > 0, µ ∈MF (E) and f ∈ B
+
b (E), we have
lim
n→∞
L(n+m)δ(f)− Pµ(L(n+m)δ(f)|Gnδ) = 0, a.s.-Pµ.
Proof: Recall the definition of D≥1(s) in (6.6):
D≥1(s) = {ν ∈MF (E) : γs〈φ0, ν〉 ≥ 1}.
Since N˜(ds, dν) is a martingale measure, we have
Pµ(L(n+m)δ(f)|Gnδ) = γ(n+m)δ
∫ nδ
0
∫
D≥1(s)
〈T(n+m)δ−s(φ0f), ν〉N˜(ds, dν),
which implies that
L(n+m)δ(f)− Pµ(L(n+m)δ(f)|Gnδ)
= γ(n+m)δ
∫ (n+m)δ
nδ
∫
D≥1(s)
〈T(n+m)δ−s(φ0f), ν〉
(
N(ds, dν)− N̂(ds, dν
)
.
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We claim that
Pµ
(∫ (n+m)δ
nδ
∫
D≥1(s)
N(ds, dν) > 0, i.o.
)
= 0. (6.13)
In fact, since
∫ (n+m)δ
nδ
∫
D≥1(s)
N(ds, dν) is a non-negative integer, by the Markov property of
X ,
∞∑
n=1
Pµ
(∫ (n+m)δ
nδ
∫
D≥1(s)
N(ds, dν) > 0
∣∣∣G(n−1)δ)
≤
∞∑
n=1
Pµ
(∫ (n+m)δ
nδ
∫
D≥1(s)
N(ds, dν)
∣∣∣G(n−1)δ)
=
∞∑
n=1
PX(n−1)δ
(∫ (1+m)δ
δ
∫
D≥1(s+(n−1)δ)
N(ds, dν)
)
=
∞∑
n=1
PX(n−1)δ
[∫ (1+m)δ
δ
ds
∫
E
Xs(dx)
∫ ∞
φ0(x)−1γ
−1
s+(n−1)δ
n(x, dθ)
]
≤
∞∑
n=1
∫ (1+m)δ
δ
ds
〈
Ts
[ ∫ ∞
γ−1
nδ
nφ0(·, dθ)
]
, X(n−1)δ
〉
≤ (1 + c(δ))mδeλ0(m+1)δ
∞∑
n=1
〈∫ ∞
γ−1
nδ
nφ0(·, dθ), ψ0
〉
m
〈φ0, X(n−1)δ〉, (6.14)
where in the second to the last inequality, we use the fact that γs+(n−1)δ ≤ γnδ, and the last
inequality follows from (2.3). It follows from (6.8) that
∞∑
n=1
γ−1nδ 〈
∫ ∞
γ−1
nδ
nφ0(·, dθ), ψ0〉m <∞. (6.15)
By Theorem 5.2, γnδ〈φ0, X(n−1)δ〉 → e
−λ0δW as n→∞. Therefore we have
∞∑
n=1
〈
∫ ∞
γ−1
nδ
nφ0(·, dθ), ψ0〉m〈φ0, X(n−1)δ〉 <∞,
which implies that
∞∑
n=1
Pµ
(∫ (n+m)δ
nδ
∫
D≥1(s)
N(ds, dν) > 0
∣∣∣G(n−1)δ) <∞.
Now using the the conditional Borel-Cantelli lemma, we immediately get the claim (6.13).
By (6.13), we get
lim
n→∞
γ(n+m)δ
∫ (n+m)δ
nδ
∫
D≥1(s)
〈T(n+m)δ−s(φ0f), ν〉N(ds, dν) = 0, Pµ-a.s. (6.16)
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To complete the proof, we only need to show that
lim
n→∞
γ(n+m)δ
∫ (n+m)δ
nδ
∫
D≥1(s)
〈T(n+m)δ−s(φ0f), ν〉N̂(ds, dν) = 0, Pµ-a.s. (6.17)
By (6.1), we have
γ(n+m)δ
∫ (n+m)δ
nδ
∫
D≥1(s)
〈T(n+m)δ−s(φ0f), ν〉N̂(ds, dν)
= γ(n+m)δ
∫ (n+m)δ
nδ
ds
∫
E
T(n+m)δ−s(φ0f)(x)Xs(dx)
∫ ∞
φ0(x)−1γ
−1
s
θn(x, dθ)
≤ ‖f‖∞e
λ0mδγ(n+m)δ
∫ (n+m)δ
nδ
ds
∫
E
φ0(x)Xs(dx)
∫ ∞
φ0(x)−1γ
−1
s
θn(x, dθ)
≤ ‖f‖∞e
λ0mδγ(n+m)δ
∫ (n+m)δ
nδ
〈φ0, Xs〉ds sup
x∈E
(∫ ∞
‖φ0‖
−1
∞ γ
−1
nδ
θn(x, dθ)
)
.
Note that
lim
n→∞
γ(n+m)δ
∫ (n+m)δ
nδ
〈φ0, Xs〉ds = lim
n→∞
∫ mδ
0
γ(n+m)δ〈φ0, Xs+nδ〉ds
=
∫ mδ
0
e−λ0(mδ−s)dsW,
and by (6.3) we have
lim
n→∞
sup
x∈E
(∫ ∞
‖φ0‖
−1
∞ γ
−1
nδ
θn(x, dθ)
)
= 0.
Now we easily see that (6.17) holds. The proof is now complete. ✷
Lemma 6.5 For any m ∈ N, δ > 0, µ ∈MF (E) and f ∈ B
+
b (E), we have
lim
n→∞
C(n+m)δ(f)− Pµ(C(n+m)δ(f)|Gnδ) = 0, a.s.-Pµ. (6.18)
Proof: Let
M˜t :=
∫ t
0
∫
E
T(n+m)δ−s(φ0f)(x)S
C(ds, dx).
Then {M˜t, 0 ≤ t ≤ (n+m)δ} is a martingale with quadratic variation
〈M˜〉t = 2
∫ t
0
〈β(T(n+m)δ−s(φ0f))
2, Xs〉ds.
Note that
C(n+m)δ(f)− Pµ(C(n+m)δ(f)|Gnδ)
36
= γ(n+m)δ
∫ (n+m)δ
nδ
∫
E
T(n+m)δ−s(φ0f)(x)S
C(ds, dx)
= γ(m+n)δ (M˜(n+m)δ − M˜nδ). (6.19)
Using this we get
Pµ
(
[C(n+m)δ(f)− Pµ(C(n+m)δ(f)|Gnδ)]
2|G(n−1)δ
)
= γ2(m+n)δPµ
(
〈M˜〉(n+m)δ − 〈M˜〉nδ|G(n−1)δ
)
= γ2(m+n)δPµ
(
2
∫ (n+m)δ
nδ
〈β(T(n+m)δ−s(φ0f))
2, Xs〉ds|G(n−1)δ
)
= γ2(m+n)δPX(n−1)δ
(
2
∫ (1+m)δ
δ
〈β(T(1+m)δ−s(φ0f))
2, Xs〉ds
)
.
Note that
β(x)(T(1+m)δ−s(φ0f))
2(x) ≤ ‖f‖2∞β(x)e
2λ0((1+m)δ−s)φ0(x)
2 ≤ ‖f‖2∞‖βφ0‖∞e
2λ0mδφ0(x).
Thus we have
Pµ
(
[C(n+m)δ(f)− Pµ(C(n+m)δ(f)|Gnδ)]
2|G(n−1)δ
)
≤ Cγ2(m+n)δPX(n−1)δ
∫ (1+m)δ
δ
〈φ0, Xs〉ds = Cγ
2
(m+n)δ
∫ (1+m)δ
δ
〈Tsφ0, X(n−1)δ〉ds
= Cγ2(m+n)δ
∫ (1+m)δ
δ
eλ0sds 〈φ0, X(n−1)δ〉 ≤ Cγ(m+n)δ
(
γ(m+n)δ〈φ0, X(n−1)δ〉
)
.
By (4.7), we have that limn→∞
γ(m+n)δ
γ(m+n−1)δ
= e−λ0δ < 1, which implies that
∞∑
n=1
γ(m+n)δ <∞.
By Theorem 5.2,
lim
n→∞
γ(m+n)δ〈φ0, X(n−1)δ〉 = e
−λ0(m+1)δW.
Thus we have
∞∑
n=1
γ(m+n)δ
(
γ(m+n)δ〈φ0, X(n−1)δ〉
)
<∞,
which implies that
∞∑
n=1
Pµ
(
[C(n+m)δ(f)− Pµ(C(n+m)δ(f)|Gnδ)]
2|G(n−1)δ
)
<∞.
Now using the conditional Bore-Cantelli lemma, we immediately get (6.18). ✷
Combining the three results above, we get
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Lemma 6.6 For any m ∈ N, δ > 0, µ ∈MF (E) and f ∈ B
+
b (E), we have
lim
n→∞
γ(n+m)δ〈φ0f,X(n+m)δ〉 − Pµ[γ(n+m)δ〈φ0f,X(n+m)δ〉|Gnδ] = 0, a.s.-Pµ.
Proof of Theorem 6.1: By the Markov property of X , we have
γ(n+m)δPµ(〈φ0f,X(n+m)δ〉|Gnδ) = γ(n+m)δ〈Tmδ(φ0f), Xnδ〉.
It follows from (2.2) that there exist constants c > 0 and γ > 0 such that for any m ≥ 1,
(1− ce−γmδ)eλ0mδ〈fφ0, ψ0〉mφ0(x) ≤ Tmδ(φ0f)(x) ≤ (1 + ce
−γmδ)eλ0mδ〈fφ0, ψ0〉mφ0(x).
Thus, by Lemma 6.6, we have that, for any m ∈ N,
lim sup
n→∞
γnδ〈φ0f,Xnδ〉 = lim sup
n→∞
γ(n+m)δ〈φ0f,X(n+m)δ〉
= lim sup
n→∞
γ(n+m)δ〈Tmδ(φ0f), Xnδ〉
≤ lim sup
n→∞
γ(n+m)δ(1 + ce
−γmδ)eλ0mδ〈fφ0, ψ0〉m〈φ0, Xnδ〉
= (1 + ce−γmδ)〈fφ0, ψ0〉mW.
Letting m→∞, we get
lim sup
n→∞
γnδ〈φ0f,Xnδ〉 ≤ 〈fφ0, ψ0〉mW. (6.20)
Similarly, we have
lim inf
n→∞
γnδ〈φ0f,Xnδ〉 ≥ (1− ce
−γmδ)〈fφ0, ψ0〉mW.
Letting m→∞, we get
lim inf
n→∞
γnδ〈φ0f,Xnδ〉 ≥ 〈fφ0, ψ0〉mW. (6.21)
Combining (6.20) and (6.21), the conclusion follows immediately. ✷
6.3 Continuous times: Case I
Define a new semigroup (T φ0t , t ≥ 0) by
T φ0t f(x) :=
e−λ0tTt(fφ0)(x)
φ0(x)
, f ∈ Bb(E).
Then (T φ0t , t ≥ 0) is conservative semigroup with transition density
qφ0(t, x, y) =
e−λ0tq(t, x, y)φ0(y)
φ0(x)
.
In this subsection, we also make the following assumption:
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Assumption 6 For any f ∈ C0(E),
lim
t→0
‖T φ0t f − f‖∞ = 0. (6.22)
See Examples 4.4, 4.5, 4.7 and Remark 4.6 of [2] for examples satisfying the assumption
above, and Assumptions 1 and 2.
Theorem 6.7 Under Assumptions 1–6, we have that, for any µ ∈MF (E) and f ∈ C0(E),
lim
t→∞
γt〈φ0f,Xt〉 = 〈fφ0, ψ0〉mW, a.s.-Pµ. (6.23)
Proof: First, we claim that
lim
δ→0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ]
∣∣∣γt〈φ0T φ0(n+1)δ−tf,Xt〉 − γt〈φ0f,Xt〉∣∣∣ = 0. (6.24)
In fact, we have
sup
t∈[nδ,(n+1)δ]
∣∣∣γt〈φ0T φ0(n+1)δ−tf,Xt〉 − γt〈φ0f,Xt〉∣∣∣
≤ sup
r∈(0,δ)
‖T φ0r f − f‖∞ sup
t∈[nδ,(n+1)δ]
γt〈φ0, Xt〉.
Letting n → ∞ and then δ → 0, using Assumption 6 and Theorem 5.2, one immediately
arrives at the claim (6.24). Thus, by (6.24), to obtain (6.23), we only need to prove that,
for any f ∈ C0(E),
lim
δ→0
lim
n→∞
sup
t∈[nδ,(n+1)δ]
∣∣∣γt〈φ0T φ0(n+1)δ−tf,Xt〉 − 〈fφ0, ψ0〉mW ∣∣∣ = 0. (6.25)
Since φ0T
φ0
(n+1)δ−tf = e
−λ0((n+1)δ−t)T(n+1)δ−t(φ0f), we only need to show that, for any f ∈
C0(E),
lim
δ→0
lim
n→∞
sup
t∈[nδ,(n+1)δ]
∣∣γt〈T(n+1)δ−tf,Xt〉 − 〈f, ψ0〉mW ∣∣ = 0. (6.26)
By (6.4), we have that, for any t ∈ [nδ, (n + 1)δ],
〈T(n+1)δ−tf,Xt〉 =
= 〈Tδf,Xnδ〉+
∫ t
nδ
∫
D<1(s)
〈T(n+1)δ−sf, ν〉N˜(ds, dν)+
+
∫ t
nδ
∫
D≥1(s)
〈T(n+1)δ−sf, ν〉N˜(ds, dν) +
∫ t
nδ
∫
E
T(n+1)δ−sf(x)S
C(ds, dx)
=: 〈Tδf,Xnδ〉+H
n,δ
t (f) + L
n,δ
t (f) + C
n,δ
t (f).
It follows from (2.2) that φ0(x)
−1Tδf(x) ∈ B
+
b (E). Thus, by Theorem 5.2, we have
lim
n→∞
γnδ〈Tδf,Xnδ〉 = 〈Tδf, ψ0〉mW = e
λ0δ〈f, ψ0〉mW.
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Note that γ(n+1)δ ≤ γt ≤ γnδ. Thus,
lim
δ→0
lim
n→∞
sup
t∈[nδ,(n+1)δ]
|γt〈Tδf,Xnδ〉 − 〈f, ψ0〉mW | = 0.
To finish the proof, it suffices to show that
lim
n→∞
sup
t∈[nδ,(n+1)δ]
γ(n+1)δ|H
n,δ
t (f)| = 0; (6.27)
lim
n→∞
sup
t∈[nδ,(n+1)δ]
γ(n+1)δ|L
n,δ
t (f)| = 0; (6.28)
and
lim
n→∞
sup
t∈[nδ,(n+1)δ]
γ(n+1)δ|C
n,δ
t (f)| = 0. (6.29)
Using the Markov property of the superprocess X , we get that
γ2(n+1)δPµ
(
sup
t∈[nδ,(n+1)δ]
(Hn,δt (f))
2|G(n−1)δ
)
= γ2(n+1)δPX(n−1)δ
(
sup
t∈[δ,2δ]
[∫ t
δ
∫
D<1(s+(n−1)δ)
〈T2δ−sf, ν〉N˜(ds, dν)
]2)
≤ 4γ2(n+1)δPX(n−1)δ
([∫ 2δ
δ
∫
D<1(s+(n−1)δ)
〈T2δ−sf, ν〉N˜(ds, dν)
]2)
= 4Pµ
(
[H(n+1)δ(f)− Pµ(H(n+1)δ(f)|Gnδ)]
2|G(n−1)δ
)
,
where the second to the last line follows from the fact that(∫ t
δ
∫
D<1(s+(n−1)δ)
〈T2δ−sf, ν〉N˜(ds, dν), t ∈ [δ, 2δ]
)
is a martingale. Therefore, by (6.9), we have
∞∑
n=1
γ2(n+1)δPµ
(
sup
t∈[nδ,(n+1)δ]
(Hn,δt (f))
2|G(n−1)δ
)
<∞.
Using the conditional Borel-Cantelli lemma, (6.27) follows immediately.
Similarly, we can prove that (6.29) holds. We omit the details here.
Note that
|Ln,δt (f)| ≤
∫ (n+1)δ
nδ
∫
D≥1(s)
〈T(n+1)δ−sf, ν〉
(
N(ds, dν) + N̂(ds, dν)
)
.
Now using (6.16) and (6.17) with m = 1, we immediately get (6.28). The proof is now
complete. ✷
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Theorem 6.8 Suppose that Assumptions 1–6 hold. There exists Ω0 ⊂ Ω of probability one
(that is, Pµ(Ω0) = 1 for every µ ∈ MF (E)) such that, for every ω ∈ Ω0 and for every
bounded Borel function f on E satisfying (a) |f | ≤ cφ0 for some c > 0 and (b) the set of
discontinuous points of f has zero m-measure, we have
lim
t→∞
γt〈f,Xt〉(ω) = 〈f, ψ0〉mW (ω).
Proof: With the preparation above, the proof of this theorem is similar to that of [2,
Theorem 1.4]. We omit the details here. ✷
6.4 Continuous times: Case II
In this subsection, we will consider the almost sure limit of γt〈f,Xt〉 with f being a general
bounded continuous function for some class of superdiffusions. The underlying process ξ is
a diffusion satisfying the following conditions.
Suppose that E is a domain of finite Lebesgue measure in Rd. Denote by C1b (E) the
family of bounded differentiable functions on E whose first order partial derivatives are all
continuous. The underling process {ξ,Πx} is a killed diffusion process on E corresponding
to the infinitesimal generator
L =
1
2
∇ · a∇+ b · ∇, (6.30)
where a and b satisfy the following conditions:
(a) aij ∈ C
1
b (E), i, j = 1, 2 · · · , d, and that the matrix a = (aij) is symmetric which
satisfying, for all x ∈ E and v ∈ Rd,
c0|v|
2 ≤
∑
i,j
aijvivj ,
for some positive constant c0.
(b) bj ∈ Bb(E), j = 1, · · · , d.
Using an argument similar to that in [3, section 3.2], one can easily show that Pt has
a bounded continuous and strictly positive density p(t, x, y). Thus Assumption 1 holds
immediately. Since m(E) < ∞ and the first eigenfunction φ˜0 ∈ L
2(E,m), we have that
φ˜0 ∈ L
1(E,m). Then using the fact that p(1, x, y) is bounded and φ˜0(x) = e
−λ˜0P1φ˜0(x), we
get that φ˜0 is bounded on E. Similarly, ψ˜0 is also bounded, which shows that Assumption
2(i) holds. We assume that the semigroup Pt is intrinsically ultracontractive.
Let f ∈ Bb(E), and U
qf , q > 0, be the q-potential of f , that is
U qf(x) =
∫ ∞
0
e−qsT φ0s f(x)ds.
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For any t > 0,
e−qtT φ0t (U
qf)(x) =
∫ ∞
t
e−qsT φ0s f(x)ds. (6.31)
Theorem 6.9 For any q > 0, µ ∈MF (E) and f ∈ B
+
b (E), we have
lim
t→∞
γt〈φ0qU
qf,Xt〉 = 〈fφ0, ψ0〉mW, a.s.-Pµ. (6.32)
Proof: First, we claim that
lim
δ→0
lim
n→∞
sup
t∈[nδ,(n+1)δ]
∣∣∣γt〈φ0T φ0(n+1)δ−t(U qf), Xt〉 − γt〈φ0U qf,Xt〉∣∣∣ = 0. (6.33)
For any r ∈ [0, δ], we have
q
∣∣T φ0r (U qf)(x)− U qf(x)∣∣
= q
∣∣∣∣(eqr − 1) ∫ ∞
r
e−qsT φ0s f(x)ds−
∫ r
0
e−qsT φ0s f(x)ds
∣∣∣∣
≤ ‖f‖∞
(
q(eqr − 1)
∫ ∞
r
e−qsds+ q
∫ r
0
e−qsds
)
= 2‖f‖∞(1− e
−qr).
Thus,
sup
t∈[nδ,(n+1)δ]
∣∣∣γt〈φ0T φ0(n+1)δ−t(qU qf), Xt〉 − γt〈φ0qU qf,Xt〉∣∣∣
≤ 2‖f‖∞(1− e
−qδ) sup
t∈[nδ,(n+1)δ]
γt〈φ0, Xt〉.
Letting n→∞ and then δ → 0, the claim (6.33) follows immediately. Note that
〈qU qfφ0, ψ0〉m = 〈fφ0, ψ0〉m.
Thus, applying (6.25) with f replaced by qU qf , we get
lim
δ→0
lim
n→∞
sup
t∈[nδ,(n+1)δ]
∣∣∣γt〈φ0T φ0(n+1)δ−t(qU qf), Xt〉 − 〈φ0f, ψ0〉mW ∣∣∣ = 0. (6.34)
Now combining (6.33) and (6.34), (6.32) follows immediately. ✷
Theorem 6.10 Suppose X is a superdiffusion on a domain E ⊂ Rd of finite Lebesgue
measure with spatial motion being a killed diffusion in E with generator L given in (6.30)
satisfying conditions (a) and (b). Suppose that Assumptions 1-5 hold. Then there exists
Ω0 ⊂ Ω of probability one (that is, Pµ(Ω0) = 1 for every µ ∈ MF (E)) such that, for every
ω ∈ Ω0 and for every bounded Borel function f on E satisfying (a) |f | ≤ cφ0 for some c > 0
and (b) the set of discontinuous points of f has zero m-measure, we have
lim
t→∞
γt〈f,Xt〉(ω) = 〈f, ψ0〉mW (ω).
Proof: With the preparation above, the proof of this theorem is similar to that of [17,
Theorem 1.1]. We omit the details here. ✷
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7 Concluding remarks
Suppose that X = {Xt, t ≥ 0;Pµ} is a supercritical superprocess in a locally compact
separable metric space E such that the generator of the mean semigroup of X has discrete
spectrum. Let φ0 be a positive eigenfunction corresponding to the first eigenvalue λ0 of the
generator of the mean semigroup of X . Then Mt := e
−λ0t〈φ0, Xt〉 is a positive martingale.
Let M∞ be the limit of Mt. It is known (see [16]) that M∞ is non-degenerate iff the L logL
condition is satisfied. In this paper, we prove that, under some further conditions, there
exist a positive function γt on [0,∞) and a non-degenerate random variable W such that for
any finite nonzero Borel measure µ on E,
lim
t→∞
γt〈φ0, Xt〉 =W, a.s.-Pµ.
We also give the almost sure limit of γt〈f,Xt〉 for a class of general test functions f .
In [23], a sequel to the present paper, we studied properties of the limit random variable
W , such as absolute continuity and tail probabilities.
It would be interesting to extend the results of this paper and [23] to supercritical super-
processes with immigration.
The assumptions of this paper, particularly Assumption 2.(ii), are pretty strong. For
example, supercrtical super Brownian motion in Rd does not satisfy Assumption 2.(ii). It
would be interesting to consider corresponding results of this paper and [23] for supercrit-
ical superprocesses under weaker conditions. It would be very interesting to get rid of the
assumption that the generator of the mean semigroup of X has discrete spectrum.
Acknowledgements: We thank the referee for very careful reading of the paper and for
very helpful comments.
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