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Let p be an odd prime, & a primitive p-th root of unity, K the cyclotomic field 
Q(E), T the trace from AY to Q, and let x* denote the complex conjugate of X. We 
consider the bilinear Corm B from K x K lo Q defined by B(x, y) = T&y*). The 
orthogonal group of B is 
t?(B) = (ZE End&C) : B(t(x), r(y)) = B(x, y), x, y E K}. 
If .Y- is any full Z-lattice in K, we denote by @(B, 2) the subgroup of P(B) which 
carries 2’ into itself. The main result of this paper determines the groups P(& 2’) 
whenever Y’ is a fractional ideal of K which is invariant under the action of the 
Galois group of K over Q. These orthogonal groups all contain the Galois group, 
multiplication by -1 and multiplication by e. These generate a group of order 
2p(p - 1). In many cases this is the full orthogonal group. There are additional cases 
in which the symmetric groups, Sym(p), and the projective general inear group, 
PGL2(p) are part of the orthogonal group. A precise statement is given in 
Theorem A below. 
The computation of these orthogonal groups arose in connection with the ideas 
in [8]. There we asked for a description of the finite subgroups of units of QG which 
contain the finite group 6;. In case G is the Frobenius group of order p(p - l), this 
question reduces to the determination of the orthogonal groups 13(B, Y’) for the 
ideals mentioned above. The statement of the result from this point Jf view is given 
in Theorem B. 
1. Additional uotation and statement of results 
Pn addition to the notation already introduced we make use of the following: 
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(a) = Galois group of K over Q, 
R = Z[E] = algebraic integers in K, 
P = R( 1 - c) = prime ideal over p, 
G(n) = c(B, P”), II = any integer, 
E.(x) = left multiplication on K by x in K. 
Here is the main result of this paper. 
Theorem A. Let 91 be a o-invariant fractional ideal of K. 
(a) Then ?I= (m)P” for some rational number m and some integer n with 
0 5 n cp - 1. Morelver :*(B, 3() = G(n). 
(b) The groups (. y’(n) fw Or n <p - I equal (&-E), a), a group of order 2p(p - 1) 
except in the fohowing cases: 
(b.1) G(O)=GWs(A(-l))xSym(p); 
(h.2) G((p- 1)/2)=G((p+ 1)/2)~(~(-l))xSym(p); 
(b.3) G(k)=G(p- k)z(A(--1))~ PGL,(p) if k is an integer equal to (p+ 1)/d or 
(p+ I)(d-2):2dfor d=4,6,8, or 12 and 212k<(p- 1)/2. 
In the statement of the next theorem G denotes the Frobeniu; group of order 
p( p - 1); G is isomorphic to (A(e), a>. 
Theorem B. For ijach odd prime p let Nr denote the number of maximal finite 
subgroups of units of QG which contain G. Let k, denote the number of integers 
in the set ((p+ l)/d:d=6,8, 12}. Then 
!Vp=(p- 1)/2 if pill; 
Nr=2+2k, if pz13 andp=l mod4; 
N,=3-+2k, ifprl3 andp=3 mod4. 
The maximal groups have the form W x Go with W an abelian group. If pr: 5 
rhen two of the groups have GOzSym(p) and GOg PGL2(p) in the remaining 
.Vp - 2 cases. If p = 3 then G = Go= - Sym(3). The abelian group W is a direct 
proiJuct of a cyclic group of order 2 and one cyclic group of order m(r) for each 
divisor r of p - 1; m(r) equals the number of roots of unity in Z[E,]. 
r of y - 1; m(r) equals the number of roots of unity in z[&,j. 
One application of’ this result is the next Theorem which is very much in the same 
spirit as Theorem A of Feit [6]. 
Theorem C. Let G be a finite group and p an odd prime. Suppose G has a p-Sy[~w 
subgroup S of order p which satisfies S = Co(S) and [No(S) : S 1 = p - 1. If G has a 
fuithfu, rational representation of degree p - 1 then G is isomorphic to a subgroup 
of either Sym( p) or PGL?(p). 
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If one invokes the classification of finite simple groups, the conclusion of 
Theorem C may be changed to read: . ..then G is l&(S), Sym(p), or ML,(p). 
2. Maximal orders 
In this section we obtain some initial reductions of the problem of the determina- 
tion of the groups @‘(B, 91). These results could be obtained using the quadratic form 
viewpoint as carried out by Feit [6]. However we prefer the approach using maximal 
orders and crossed products since it provides examples of the general calculations 
made in [S]. 
Let A = (K, a, 1) denote the crossed-product algebra; this is the left K-space with 
b As ui, 0 5 i<p - 1, and multiplication given by 
up-‘= 1, ux=cT(x)u, 
for x in K. There is a natural action of A upon K given by (xu’)(u) =x&(y). This 
identifies A with End&V). Let A = (R, a, 1) denote the crossed product C Ru’; /1 is 
a Z-order in A. We shall describe all the maximal orders in A containing A and tllen 
examine certain groups of units in them. 
Let f = C ui. Then we have the properties 
(a) uf=f; 
(b) fxf = T(x).f, x E K; 
(c) f%f = T(B)f, 21 c K. 
For a subset M of A, the left order of M is the set 
Proposition 2.1. Let 8 be a a-invariant fractional ideal of K. Then P$(%f) is a 
maximal order containing A and every maximal order containing A has this form. 
Moreover the order l’$(‘%f) equals Q(P”f) for some integer n, OS n <p - 1, and 
these p - 1 maximal orders are distinct. 
Proof. Theorem 21.6 of Reiner [9] implies that every maximal order in 
A = End&V) equals @‘#If) for a full Z-lattice 2l in K. Since A is generated over 
2 by c: and u it follows easily that C,(‘Bf) contains A if and only if ‘3 is a D- 
invariant fractional ideal. The proof of the remaining assertions requires a detailed 
form for the orders. We show 
P,(2lf) = 21f2L--‘D-’ (2.1) 
where D= PPB2 is the different of the extension K/Q [$4,9]. The right side is con- 
tained in the left side of (2.1) because 
(%f%-‘D- ‘)tif = UfD-‘f = T(D-‘)tif = !Xfn 
To prove the reverse inclusion let {ai} be a Z-basis of 21 -and let { bi} be a dual 
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basis; that is T(aibj) = 6,. Then {bj} is a Z-basis for 91-1D-1 and the elements 
PI/ = a,& lie in the right side of (2.1). An easy computation shows the eii are matrix 
units and generate a (p - 1) x (p - 1) matrix ring over 2. Since this is already a 
maximal order in A, the equality (2.1) holds. 
The description of a-invariant ideals Yl in K is easily obtained using the transitivity 
of {a> on the prime ideals of R containing an integer prime. Since pR = PP- *, and 
p is the only ramified prime, it follows that 8 = (m)P* with some rational number 
111 and an integer n satisfying 0 5 n <p - 1. This form of 91, along with the fact that 
tn is central implies /*, @If) = tvI (Pnf). Suppose this order also equals f’i (Pkf). 
Apply (2.1) to obtain 
and 
y”fp- “D- 1 = pkfp-“D- 1 
pnfD ‘f = pkfpt’- “D-If. 
By property (c) above we conclude P” =(r)Pk for rational number r. This means 
p - 1 divides rr - k and all assertions in the Proposition follow. 
The algebra A supports an involution J which is Q-linear and satisfies J(xu’) = 
11 ‘s* for .Y in K, x* the complex conjugate of X. For an order r, let 
u,m= (ad- :J(u)cw= 1). 
1 f G is the abstract group isomorphic to (c, u) in A, then A is a homomorphic 
image of the group algebra QG. The homomorphism carries the integral group ring 
ZG onto .l and the invoiution J 3n A is induced by the involution on QG which 
inverts the elements of G. It follows from the main result in [8] that !/Jr) is a 
finite group whenever ,4 C_ I’. We now identify these groups with the orthogonal 
gr<~up,s reserving an ideal. 
For brevity we write r(k) = QP”s)). We adopt the convention that A = Endo 
so ’ (@ and (@,?I) are subgroups of the units of ~4. 
Proposition 2.2. Let 31= (m)P’ be a a-invariant fractional ideal of K with m any 
ratronal mrrnb~r and n any integer. Then f?(B, 21) = Q(T(n)). 
Proof. For any s, y in K we have 
J( yf)xf=lv *_~f= T(xy * )f = B(x, y)f. (2.2) 
For any element c1 in A which satisfies J(a)a = 1, we obtain from (2.2) that B(x, y) = 
B(a.c u_v). This gives the inclusion UJ(T(n)) c /‘(B, P”). Conversely if a is in 
‘IBY) then (2.2) implies 
T( y *x1 = T( y “( J(cr)~.W 
for all A-, _v in P”, and hence for all X, y in K. The non-degeneracy of the trace 
imt,lie~ J(a)cr = 1. Now the result follows from Proposition 2.1. 
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We shall write G(n) for either of the groups UJ(T(n)) or O’(k3, P”). Here are some 
useful properties. 
Proposition 2.3. For any integer k the following hold: 
(i) G(k) = G(k+ t(p - 1)) for any integer t; 
(ii) G(k) = G( p - k); 
(iii) G(k) is conjugate in A to G(k + (p - 1)/2). 
Proof. We have already seen that T(k)=r(n) if n-k is divisible by p - 1 so (i) 
follows. In order to prove (ii) we must determine J(I’(k)). The description of T(k) 
given in (2.1) implies 
Here we have used J(P) = P. This last order is I72 -p - k) which equals r( p - k) 
since p - k= 2 -p - k mod p - 1. The group U’(I’(k)) is invariant under J since J 
inverts each of its elements. So we obtain 
G(k) = J[uJ(Uk))l = uJ(J(r(k))) = u,tr(p - k)) = G(P - 0 
The proof of (iii) is carried out using the element 
P=CEU-CEb (2.3) 
where a runs through non-zero squares mod p and b runs thrcugh the non-squares 
mod p. Then p is in R and p/r* =p=pJ(p). Moreover pR=PC, c=(p- li)/2. We 
now have ,ur(k)p-’ = r(k + c) because of the general relation p/)‘i(M)t(L-I = (+, (PM). 
This implies ,uG(k)p-’ c T(k + c). However a direct computation using the faci that 
,&(p) is central shows ,uG(k)p-’ c G(k+ c). A second conjugation and the fact 
that p2= +p is central proves the inclusion is in fact an equality. 
Corollary 2.4. (a) For any integer n, the group G(n) is equal to G(k) for some k 
on the interval 15 kc (p - 1)/2. 
(b) For any integer n, the group G(n) is conjugate to some group G(k) for some 
k on the interval 15 kc (p + 1)/4. 
Proof. Statement (a) is an easy consequence of (i) and (ii) of the Proposition. 'ITo 
prove (b) apply the division algorithm to obtain n =d(p - 1)/2 + r with 
O<r<(p-- 1)/2. If r=O then G(nj is conjugate to G(0). However G(0) = G(1) by (i) 
and (ii). If 1 err (p+ 1)/4 then G(n) is conjugate to G(r) and we are Cmished. If
(p + 1)/4< r< (p - 1)/2 then the number k =p - [r + (p - 1)/2], falls in the correct in- 
terval and G(n) is conjugate to G(k). 
Corollary 2.5. For 15 kc (p - 1)/2 the group G(k) leaves invariant the chain of 
modules 
p’-“>pk>pp-k . 
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The quotients P ’ - k/Pk and Pk/Pp- k afford representations of G(k) over the fierd 
of p elements having dimensions 2k - 1 and p - 2k respectively. 
Proof. By Proposition 2.3 we have 
G(k)=G(k+(p- l))=G(p-k)=G(l -k) 
and so G(k) leaves the indicated modules invariant. Since 1 - k< k<p - k the 
modules form a chain and finally pP1 -k = Pp-” shows that the quotients are vector 
spaces over the field of p elements. 
3. Determination of G(O) 
In this section we compute the group G(0) of all Z-linear transformation of 
R =Z[E] which preserve the form B. 
Proposition 3.1. There is an isomorphism G(0) z Cz x Sym( p); the cyclic group of 
order 2, Cry acts as multipiljcation by - I ; Sym( p) acts as the full group of per- 
mutations of 1, E, . . . , ep- ’ . 
Proof. It is convenient o introduce an abstract cyclic group (w) of order p and the 
homomorphism 
of Q-algebras. There is a form b defined on Q[w] by b(x, y) = B(@(x), e(y)). The 
radical of this form is the kernel of 0, name114 the one-dimensional ideal generated 
by s= !: w’. We have for any i, j 
b(wi w') = - 1 +p&. 
This makes it clear that any permutation T of the p powers w’ extends to a 
Z-endomorphism of Zfw] which preserves 6. Moreover r(s) = s so T induces an 
endomorphism of Z[w]/Zs. After this is identified with R, we obtain an action of 
Sym( p) on R which permutes the powers ci and preserves the form B. Multiplica- 
tion by - 1 is in G(O) and one obtains the inclusion (A(- 1)) x Sym(p) C_ G(0). 
In order to show (equality of the two sides we shall prove th.e following statements: 
(i) If x is a non-zero element of R, then B(x,x)rp- 1: 
(ii) The elements x= &E’ are the only solutions in R to B(x, x) = p - 1. 
Assume for now these statements have been proved. Then every element in G(0) 
preserves the set {+E’}. Let U={~,E,...,E~-~} and V={-l,-e,...,-$‘-‘}. If x 
and y both lie in U or in V then B(x, y) =,D - 1 or - 1. If one of x, y lies in U and 
the other in IJ’, then B(_u, y) = 1 -p or 1. Now for any T in G(0) and any x, y in U, 
r(x), r(y) must both lie in U or in I’. Hence G(9) c (A(- 1)) x Sym( p) with Sym(p) 
acting on U in the natural way. 
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Thus we must prove statements (i) and (ii). Let x = C Xi&’ 1 pimp - 1, and Xi E 2, 
so that 
Assume B(x, x) is minimal for non-zero x in R. Suppose Xi<xi for two of the coef- 
ficients. Replace x by y =x + ei - & to obtain OS B(y, y) - B(x, X) = 2p(Xi - Xi + 1). It 
follows that xi = 1 +xi and hence the set of coefficients of x can have at most two 
values. Suppose r coefficients equal c and s coefficients equal c+ 1. Then 
r+s=p- 1 and r,srO. Then 
B(.qx)=(p- I)c2+2sc+s(p-s). 
If c= 0 the minimum value occurs with s = 1 or p - 1 corresponding to x = ei or - 1. 
If ~0, then holding s fixed, we find the minimum occurs at c = - 1. Then replace 
x by --x to reduce to the previous case c=O. Thus (a)-(b) hold and the proof is 
complete. 
4. Preliminary results about G(k) 
Throughout this section we assume k is an integer on the interval 
25 kr k(p+ 1)/4. In particular this means ~17. We obtain information about 
G(k). Since G(k) is the group of all CT in A with the properties aPkf c Pkf and 
a@) = 1, it follows that G(k) contains the group E=(e) of order p and its nor- 
malizer H = (&, -1,~) of order 2p(p- 1). 
Proposition 4.1. (i) E is a p-Sylow subgroup of G(k). 
(ii) cGrk,(E) = (- 1) X E. 
(iii) A normal subgroup of G(k) having order not divisible by p is contained in 
the center, ( - 1). 
Proof. The group G(k) is given as a group of linear transformations on a vector 
space K of dimension p- 1 over Q. Since no group of order p* has such a faithful 
representation, (i) holds. Any element of G(k) which centralizes E must be in 
End@)sK since E generates K over Q. The only elements of finite multiplicative 
order in K are those in (- 1) x E; thus (ii) holds. Note that this proves Z(G(k)) = 
C-1). 
The proof of (iii) is considerably more subtle and will be given in a series of steps. 
If (iii) does not hold then we may find a subgroup N of G(k) which satisfies: 
(a) IN 1 is not divisible byp; 
(b) N(-1)&-l) is a non-identity, minimal, normal subgroup of G(k)& 1); 
(c) Na G(k). 
In view of (i), E acts as a group of automorphisms of N( - l)/( - I) without fixed 
points (except he identity). By Thompson’s theorem [p. 337, 71, N(- l>/( -1) is 
304 G. J. Janust 
nilpotent and hen<:e N is nilpotent. Each Sylow subgroup of N is normal in G(k) 
so by (b), 1 N 1 = qs for some prime q #p. Moreover either N is elementary abelian 
or q=2, (-1)cN and N/(-- 1) is elementary abelian. let x be the character of the 
representation of G(k) acting on K. Then x is absolutely irreducible because its 
restriction K 1 H is absolutely irreducible. By Clifford’s Theorem, 
(4.1) 
for some integer a and absolutely irreducible characters vi of N which are con- 
jugate and the action of G(k). Now E permutes the vi in orbits of length 1 or p; 
however x( 1) =p - 1 so there is no orbit of length p. Thus each wi is E-invariant. 
Now suppose N is abelian. The action of E upon N has exactly two fixed points 
if - 1 G N and one fixed point otherwise. By Brauer’s lemma [p. 66, 41, the number 
of fixed points under E equals the number of linear characters of N fixed by E; one 
of these is l%, the trivial character. In case - 1 $ N, each vi equals lN and N is in 
the kernel of K - a conflict. Thus - 1 E N and all the vi are equal to the non-trivial 
fixed character. But then v/~ is a faithful character of N and so N is a cyclic 
2-group. Since p #2 and E normalizes N, E must centralize N because Aut(N) is 
a l-group. By (ii) we have N= (- 1) in conflict with statement (b). Thus we are 
reduced to the case N is a non-abelian 2-group. The center Z(N) of N is normal in 
G(k) and does not equal N. The minimality condition (bj forces Z(N) =( - 1). In 
particcrlar N is an extra-special 2-group and its order must equal 22rt ’ for some in- 
teger . If any of the w, has non-identity kernel, then Z(N) is in the kernel of every 
vi by conjugacy. This would imply Z(N) is in the kernel of x, a contradiction. 
Hence each w, is a faithful absolutely irreducible character. However an extra- 
special 2-group has exactly one non-linear irreducible character, call it w, and its 
dcgtcc is v/( 1) = 2’ f(24.5). 41. Thus K 1 N= ay/ and p = 1 + 2’a. 
Next we show a = 1 and obtain further restrictions on p and r by extending the 
representation with character w from N to NE. Let i be a 2”-th root of unity and 
lpz;rt U be a representation of N over Q(c) having character w. The invariance of w 
under E means V/(E.U ’ ) = w(x) for all s in N. Thus there is a matrix C such that 
ci’(EX& 1) = CU(s)C i ani C has entries in Q(c). By Schur’s lemma, there is a 
scalar i, in Q(i) with P = AI, I= identity matrix. Write d= w( 1) so that 
(det C)I’ = A”. There exist integers a, b with ap + hd= 1 and so 
with ;,f in Q(c). Replace C by 1’ ‘C to get Cl’= I. 
First consider the possibility that C = I. Then U(E.YE !Y “) = I for every A- in N. 
.A5 L’ is faithful,, this means E centralizes N and this conflicts j Nl>2. Thus CM 
and the minimum polynomial of C has a primitive p-th root of unity as a root. 
However Q(<, F) has dimension p- 1 over Q(c) so the minimum polynomial of C 
ha5 &KC at least equal to p - 1. It follows v(l)rp- 1 =x(l). Thus a= 1 and 
/, z: 1 + 1 f 
Now&to 
is a Fermat r.rims. 
get the finA c’ontradiction, we use the subgroup i-1()= (E, 14) of G(k) 
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which has order p(p - 1) = 2’~. Ho operates on the vector space N/Z(N) which has 
dimension 2r over GF(2). Moreover the action is faithful since E acts faithfully and 
every non-identity normal subgroup of Ho contains E. Thus Theorem B of Hall 
and Higman may be applied, or more precisely one of its corollaries [p. 359, 71, to 
conclude the minimal polynomial of u acting on N/Z(N) has degree equal to the 
order of u, namely 2’. Clearly this degree cannot exceed the dimension of the space 
so 2’12~ This forces rs2 and p= 3 or 5. In this section ~27, so we have a con- 
tradiction; (iii) is proved. 
Before we come to the main reduction in this section, it is necesbary to recall a 
definition and a result of Walter Feit. 
Definition. A group G is of type Lz(p) if every composition factor of G is either 
a p-group, a @-group, or a group isomorphic to PSL,(p). 
A crucial ingredient in the proof of the next result is the following. 
Theorem (Feit [5]). Let G be a group with II cyclic p-Sylow subgroup. Assume G 
is not of ty,7e L2(p). Suppose that G has a faithful indecomposable r presentation 
of degree d s p in a field of characteristic p. Then d 2 2( p - 1)/3. 
Proposition 4.2. Let k be an integer in the interval 2 I k,c (p+ 1)/4. Then either 
(a) G(k)%{-l)xPGL,(p); or 
(b) G(k)={--l,&,u). 
Proof. In order to apply Fen’s theorem, it is necessary to produce some module 
over GF(p). By corollary 2.5, G(k) leaves invariant both Fk and plVk and so 
P’ %‘Pk = W as a module for G(k). The restriction on k implies p - k 2 k so 
pW= (0). Thus W is a module of dimension 2k - 1 <p over the field of p elements. 
The action of the p-group (e) on W is indecomposable and so Feit’s theorem may 
be applied. The inequality 2k - 1 L 2(p - 1)/3 cannot hold so G(k) is of type L2(p). 
NOW let jM be a normal subgroup of G(k) containing (- 1) and with the additional 
property that 1M/( - 1) is a minimal normal subgroup of G(k)/{ - 1). Ey Proposition 
4.1 (iii) the order of n is divisible by p. A minimal normal subgroup is a direct pro- 
duct of isomorphic simple groups. Since p2 does not divide the order of M, it 
follows that M/( - 1) is a simple group. The L2(p) condition implies that A4/( - 1) 
is either isrimorphic to PSLZ(p) or a cyclic group of order p. We know that the 
p-Sylow normalizer has order 2p( p - 1) so if IM is cyclic, then case (b) must hold. 
Assume !+U( - 1 )s PSL2(p) and let E denote the subgroup (e), a p-Sylow 
subgroup of G(k) contained in M. By the Frattini argument G(k) =MN~&). 
However the normalizer N.,,,,(E) has order p(p - 1) since this computation can be 
made in PSL2(p). It follows that [G(k) : M] = 2. The action of G(k) upon M/(- 1) 
imbeds G(k)/{ - 1) into Aut(PSL,(p)) = PGL*(p). Consideration of the order 
shows G(k)/{ - l)sPGL,(p). There remains the question of the splitting of this 
extension. 
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To show this let D denote the determinant of the representation of G(k) on 
P1 -“/P” = W. Since W has odd dimension, D(- 1) = - 1. This already implies 
- 1 $M’ and so MS{ - 1) x PSL#) but we need a bit more. The group G(k) is 
generated by M and u. We show now D(U) = 1. 
Let z = 1 - e and g a primitive root modulo p such that (T(E) =eg. One may 
compute 
a(rr)=l-&R=n(l+&+***+&=‘). 
It then follows for any integer n 
o(n”)=g”n” mod TC”+? (4.2) 
The residues of II” for 1 - k 5 n < k modulo Pk give a bagsis for W over GF( p) and 
the action of u on this basis is u7t n = a(~“). It follows that D(u) =gs with s= C n, 
the sum taken over 1 - k 5 n < k. This interval is symmetric around 0 so s = 0. Since 
PSL2(p) equals its commutator subgroup, D(M) = + 1 and since G(k) =(M, U) we 
have D(G(k)) = +I. Thus G(k) =( - 1)~ kerD and (a) follows. 
There now remains the problem of deciding for a given k, which of the two cases 
in Proposition 4.2 actually occurs. The solution requires a close examination of the 
representations of PGLJ p). 
5. Representations of PGL2( p) 
In this section we use GL, PG, and PS to denote GL,(p), PGL2(y), and 
PSL,(p). Our goal is to record some facts about the ordinary and p-modular 
representations of PG. We begin with the p-modular representations of GL. 
Let F be a field of characteristic p. The natural action of Gl upon a two- 
dimensional F-space with basis X, Y gives rise to an action of GL on the polynomial 
ring FIX, Y]. Let H(n) denote the subspace of homogeneous polynomials of degree 
n. Then H(n) iA a GL module of dimension n + 1 over F. Let D denote the one- 
dimensional F-space on which GL acts via the determinant map. Then Brauer and 
Ncsbitt [ 11 show that the irreducible F-representations are afforded by the modules 
H(r, n) = l?‘@ H(n) 
for 0 5 r<p - 1, 0 s n <p. A central element AI of GL acts on H(r, n) as a scalar 
multiplication by lZr + ‘. The irreducible modules for PG are those on which every 
AI acts trivially. This is the case if and only if 2r + n=O mod (p- 1). It fo!lows that 
H(r, n) is a module for PG if n is even and either r= -n/2 or r=(p - 1 - n)/2 
module (p - 1). For any even integer n, let q( 1, n) and cp(- 1, n) denote the Brauer 
characters of H( -n/2, n) and H(( p - 1 - d/2, n) respectively. These are irreducible 
Brauer characters of PG for 01 n <p which remain irreducible on PS [I]. The 
Brauer characters are easily computed. ky are defined on the p-regular elements 
of PG. A p-regular element of GL may be diagonalized (perhaps using a larger 
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field). If y has order p- 1 and fl has order p+ 1, let a, b be elements of PG which 
have matrix representation i  GL similar to diag( y, 1) and diag(#?, I*) respectively. 
Every p-regulz element of PG is conjugate to a power of a or 6. Table 1 gives the 
values of the Brauer characters of PG. 
For later use we also record the following calculation. 
Proposition 5.1. Let a be the element of PG represented by the maxtrix diag{ y, 1) 
in GL and let D, , D_ denote the determinants of the representations 01~ ff( - m, 2m) 
and H(( p - I- m)/2,2m) respectively. Then D, (a) = 1 and D_ (a) = - 1. 
Proof. For the module H(t,2m) we use the basis W@X’Y*“-’ for &i~m, The 
action of a is to multiply this basis element by Y’+~. The determinant is easily com- 
puted using the fact that yc = - 1 if c= (p- 1)/2. 
Now we consider some of the ordinary irreducible characters of PG. Any ir- 
reducible character K of PG either remains irreducible on PS or in the sum of two 
PG-conjugate irreducible characters of PS. Moreover when x/PS is irreducible, 
there is exactly one other irreducible character )II’ of PG with x’ 1 PS =x 1 PS. The 
characters of SL2( p) and hence of PS are given in (3). The next result follows at 
once from an examination of these tables. 
Proposition 5.2. For each integer k with 1 s 2k zs (p - 1 )I2 there ate two irreducible 
characters &, I and Xk,Z of PG of degree p - 1 and having equal tes~tictions fo PS. 
In case p = 3 mod 4 rhete is an additional character x0 of PG whose restriction to 
PS is the sum of two irreducible characters of degree ( p - 1)/2. These (p - 1 )I2 
characters ate all the irreducible characters of PG with degree p - 1. 
It will be necessary to determine a number of properties of these characters of PG. 
It will be helpful to use the subgroup of order p(p- 1). Let Ho be the subroup of 
PC generated by 
4 and a= 
Table I 
Braucr characters of PGLr(p) 
i= Itl, 1 =(p-- I)-st root of unity, <=(p+ I)-st root of unity, OSZmIp- I 
For pk. mod4, 1 st~(p- 1)/4, 1 S wS(p- 1)/d 
For ~93 mod 4, I Str(p-3)/4, I s WS(P+ I)/4 
1 0’ 6” 
#rn+ lb -A”’ (i(2rn + l)w_ i-(2m + lb) 
(p(i, 2~) 2m + 1 i 
A’ ((“-p+) 
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modulo scalars where y has order p- 1. Then HO has p- 1 linear characters and 
one irreducible character w of degree p- I. There is a representation U : Ho-+ 
End,(K) with character w defined by 
U(e) = A(e), U(a) = 0, 
provided we select y to be the appropriate (p - l)-st root of unit.y in GF(p). 
Lemma 5.3. If x is any irreducible character of PG having degree p - 1, then 
GO xIH,=v/; 
(b) a representation of PG with character x can be written in the field Q(x). 
Proof. A character x of PG with degree p- 1 is faithful. If x I&# w then x /HO 
is a sum of linear characters of HO all of which have e in their kernel. It would 
follow that p Iies in the kernel of K. So (a) must hold. The representation U shows 
that the enveloping algebra of ‘J is isomorphic to the crossed product A = (K, 0,1) 
which is a (p - I) x (p - 1) matrix ring over Q. If U’ is a representation of PG with 
character x, then e”(&) spans a (p - 1) x (p - 1) matrix ring over Q and so the 
enveloping algebra over Q of U’ is a (p - 1) x (p - 1) matrix ring over the field Q(x)* 
Thus (b) holds. 
Proposition 5.4. The irreducible characters of PG with degree p - 1 have the foilo w- 
ing Bruuer decompositions: 
(a) xA I = cp( 1,2k - 2) + (p(- 1, p - 1 - 2k), 
(b) xl:_ ,=cp(-l,2k-2)+(p(l,p- 1 -2k), 
(c) x~,=rp(l,(p-3)/2)+rp(-1,(p-3)/2). 
Proof. The two characters xk, I and xk, ~ 1 restrict to an irreducible character Olk of 
PS in the notation of [3]. Moreover it is shown in Theorem 71.3 of [S] that Ozk is 
the sum of two distinct Brauer characters, one of degree 2k - 1 and one of degree 
p - 2k. Each Brauer character of PG remains irreducible on PS so each ~k,~ is the 
sum of two Brauer characters one of which is cp(rt 1,2k - 2) and the other is one of 
p(+_l,p- 1 -2k). Th e f our possible cnmbinations are reduced to two by the require- 
ment x(a) = 0 which holds for all irreducible x of degree p- 1 by Lemma 5.3(a). 
Thu5 (a) and (b) give the possible decomptisitions. In case p=3 mod Cl there is one 
additional character xo. Upon restriction to PS, x0 is the sum of two conjugate 
characters each of which remains irreducible as a Buauer character. Each has degree 
(/I - 1)2 . so the only possibility for the Brauer decomposition is given in (c). 
Proposition 5.5. !a) Each rational valued, irreducible character x of PG with 
x( 1) = p - 1 is the character of a Q-representation qf PG on K which leaves the form 
B invariant. Each such representation leaves two lattice9 P” invariant with 
1 L u 5 p - 1. The correspondence bet ween x and n is given in Table 2. 
t b) The rational valued cqharacters of PG having degree p - I are: Xk, 1 and Xk, 2 
when ( p t 1)/2k equals 3 4, or 6; x0 when p = 3 mod 4. 
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Table 2 
Correspondence between x and n. P” is invariant under a representation of PG having character X 
X 
n 
xk, 2 
[p + (2k - 1)]/2 
X0 
(p + 1)/4, (3p .- I)/4 
.P 
Proof. Let x be a rational valued irreducible character of PG with x(I) =p- 1. By 
Lemma 5.3(b) there is a presentation U of PG on K having character x. By lemma 
5.3(a) we may assume U(e) = A(E) and U(a) = 4~. Thus r/(&J leaves the form B in- 
variant. Since r/(&) is absolutely irreducible, any other positive definite form left 
invariant by u(&) is a scalar multiple of p3. The finite group Z.J(PG) leaves some 
positive definite form invariant; necessarily that form is invariant under U(H,) and 
hence it is a scalar multiple of B. Thus CI(PG) leaves B invariant. The Z-order 
generated by the elements of U(PG) contains the order A generated by U(e) and 
U(a). The results of Section 2 may be applied in this context to conclude u(PG) 
leaves invariant some fractional ideal P” with 1 ~n~(p- 1)/2; then Pp-” is also 
invariant. By Corollary 2.5, PG has representations over the field of p elements with 
degrees 2n - 1 and p- 2n. The Brauer decomposition of x is given in Proposition 
5.4. Suppose first that 2n - 1 =p - 2n. Then x =x0 (since no other character has its 
modular subdegrees equal) and n = (p + 1)/4, p - n = (3p - 1)/4 gives an entry in 
Table 2. Now assume 2n - I fp-2n. Then x is one of the characters XK,i for i= 1 
or 2 and 15 2k 5 (p - l)/2. The modular subdegrees of ;Yk,i are 2k - 1 and p - 2k 
and 2k - 1 is the smaller one. 
The value of i will be determined by consideration of determinants using the same 
idea which appeared in the proof of Proposiltion 4.2. Let det(S, k..) denote the deter- 
minant of the linear transformation S actiang on the spacr 1M. Using (4.2) one may 
easily show 
det(a, Pr/Prhs) = yc, c= rs+s(s- 1)/2, 
for any integer r and any positive integer s. This formula implies 
NOW assume 2n - 1 <p- 2n. Then the smaller modular subdegrees of PVpP” and 
the character Xk, i are equal; 2n - I= 2k - 1 and so n = k. Moreover the action of a 
on this modular constitutent has determinant + 1. By Proposition 5.1, the action of 
0 on the module with Brauer character tp(e, 2k - 2) equals e (= + 1). So in this case 
e= f and the character is XkVl since it contains cp(lg 2k, -2). 
rp On the other hand suppose n- 1 >p - 2n. Then the smaller modular degrees 
match; p- 2n = 2k- 1 and so n = (p+ 1 - 2k)/2 which can be written as 
n =p - (p - 1 + 2k)/2. In this case the determinant of a on the modular constituent 
of smaller degrees is - 1 and so x contains the Brauer character p(- 1,2k - 2); it 
follows x = &., 2. This completes the proof of (a). 
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For the proof of (b) we first observe that all elements of PG are either p-regular 
or have order p. Every character of degree p - 1 has rational values on the elements 
of order p by lemma 5.3(a). For the values on the p-regular elements, the Brauer 
decomposition and Table 1 may be used. It follows easily that x0 is rational valued. 
let X=Xk,i for i= 1 or 2. Then x is rational vaIued if and oniy if [2k+ [-2k is 
rational. This occurs if and only if Q(c’“) has dimension at most two over Q; this 
is equivalent to the requirement hat rZk is a root of unity of order 1,2,3,4, 
or 6. Let tl= g.c.d.(p -t- 1,2k). The order of rZk is (p + 1)/d and in addition 
1~ 2k s (p - 1)/2. One may examine the finite number of possibilities to conclude 
d=2k and (p+ 1)/2k is 3,4, or 6. 
6. Proof of Theorem A 
AII the main steps in the proof of Theorem A have been $ven. Statement (a) 
follows from Propositions 2.2 and 2.3. The group G(0) was dticrmined in Proposi- 
tion 3.1. By Proposition 2.3, G(1) =G(O) and G(0) is conjugate to G((p- 1)/2). 
Again by Proposition 2.3(i) we have G((p- 1)/2)=G((p+ 1)/2). Thus (b.1) and 
(b.2) hold. For any integer n with 1 <n<p - 1, a series of transforms n-+p- n, 
n--V+f(p- 1)/C, 1 any integer, can be used to reduce n to the subinterval 
I < ns( p+ 1)/4. By Proposition 2.3, the isomorphism class of G(n) is unchanged. 
Thus by Proposition 4.2 G(n) is either the group qf order Zp(p- 1) or (A(- 1))~ 
PGL(pl. The cases in which PGL,(p) occurs are given in Proposition 5.5. the 
cases (p + I)/% == 3.4, or 6 give rise to representations having characters Xk, l or 
)Ih.Z* The case (p + 1)/2k = 2 occurs with character x0. This completes the proof of 
Theorem A. 
In as much as the characters of PGL have been determined in tk corresponding 
orrhogonal groups, we mention the characters of the Symmetric groups which arise. 
Let 7 be the character of the permutation representation of Sym(p) acting on p 
symbols. Thus 7(y) is the number of symbols fixed by y. Then 7= 1 + 8 with 8 an 
absolutely irreducible character of degree p - 1. Let 0’ denote the character obtained 
by multiplying 6 by the sign character; that is by the faithful linear character of 
Sym(p)iMt(n). Then 8 is the character of a representation of Sym(p) on P” and 
P’ corresponding lo the cases in (b.1) and 8’ is the character corresponding to the 
C~LSCS in (b.2). 
7. Proof of Theorem B 
Now G denotes the Frobenius group of order p(p- 1). The results in [8] describe 
the maximal finite subgroups of QG containing G as the groups U,(T) where I 
run% through the ma.uimal orders of QG containing ZG and J is the involution of 
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QG inverting the elements of G. The group algebra is decomposed as a direct sum 
Q-A@ C Q(Q), 
where the sum is over all divisors d of p - 1 and A is the crossed product algebra 
described in Section 2. The sum of the projections of ZG into the simple summands 
is contained in each maximal order over ZG and is equal to the sum 
From this and Proposition 2.1, one obtains all the maximal orders in QG containing 
ZG; they are I’=r(k)@S with Ork<p- 1 and S the direct sum of the Z[E~]. The 
group U’(r) is a direct product of &(I’&)) and UJ(S). The latter group is abelian 
and is represented as the directed product of cyclic groups of order m(d), one for 
each divisor d of p- 1 and for m(d) equal to the order of the group of roots in 
Z[eJ. The groups ~~(~(~)) are the groups G(k) determined in Theorem A. In 
order to complete the proof, it is necessary to determine any inclusions which exist 
between the various G(k). 
Let H= (- l,~, u). Then H is contained in every G(k). We shall prove the 
following: 
1.1. If G(k)c G(n) for integers k+n and 1 Sk, nl(p- I)/2 then G(k)=H. 
Notice that every G(r) equals some G(k) with 1s kr (p - 1)/2 so that 7.1 deter- 
mines all inclusions. The inclusion G(k) c G(n) is equivalent o the assertion that 
every fractional ideal P” left invariant by G(n) is also invariant under G(k). In par- 
ticular P” and P” are G(kj-modules. If k< n then Pk>P” and so Pk/Pn is a 
p-modular representation space for G(k) with degree n-k over the field of p 
elements. If k>n then G(k) has a representation space PVP” of degree k-n. 
Suppose G(k)sPGL,(p). Then the representation of G(k) upon K has a 
character with exactly two irreducible Brauer constituents; thus every invariant lat- 
tice has irreducible p-modular subdegrees 2k - 1 and p - 2k by Proposition 5.4. For 
the case ken, the module Pk/pPk is indecomposable and has submodule P’VpP”. 
However by Corollary 2.5, Ppvk/pPk is a su bmodule and because of indecom- 
posability, it is the only proper submodule. Thus Pppk = P” and n =p - k. This is 
a conflict with k< nl(p - 1)/2. Suppose then k>n. Then PVpP” has submodule 
P” /pP”. By Corollary 2.5, PP-‘~~i-_3n is also a submodule so as before p - n = k 
yields a conflict. This means the assumptions in 7.1 cannot hold if 
G(k)= Cz x PGL,(p). 
We now assume G(k)= Cz x Sym(p); then k = 1 or (p- 1912. Assume that 
G( 1) = G((p - 1)/2). The action of G(1) is described in Proposition 3.1. There exists 
a transposition r which exchanges Eand cl’ and fixes all other &. We select h to be 
a non-square modulo p. Now let p be the element defined in(2.3). Then the ideal 
@ = p’p- I)!2 and this is invariant under G(1). In particular T(P) is in PR. However 
r( /J) = p -- Z& + 2&/l 
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and so E - eh lies in pR. But & - E’: generates P so P= Ptp- 1)‘2. This implies p = 3. 
Of course in the case p = 3 there is only one group G( 1) under consideration. 
For the case p = 5 there are two groups, G(1) and G(2), which are distinct because 
2 = (p - 1)/2. Now assume ~17. Then Sym(p) has order larger than the order of 
PGL2(p). Thus G(k) c G(n) cannot hold if k# n and G(k) = C2 x Sym(p). This 
compIetes the proof of sta.tement 7.1, and also the proof of Theorem B. 
8. Proof of Theorem C 
Let A/4&(P) so that N is a Frobenius group of order p(p- 1) and let U be the 
representation of G in GL,_ i(Q). Then U may be regarded as an imbedding of G 
into the simple component of QN of degree p- 1 over Q. It follows that G is 
isomorphic to a subgroup of a maximal finite subgroup of QN containing N. By 
Theorem B, G is a subgroup of W x NO with W abehan with order prime to p and 
N$ Sym(p) or PGL,(p). The condition that (5‘,(P) = P implies G is isomorphic to 
a subgroup of NO. 
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