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Abstract
The MapReduce framework has been generating a lot of interest in a wide range of areas. It has been widely
adopted in industry and has been used to solve a number of non-trivial problems in academia. Putting MapReduce
on strong theoretical foundations is crucial in understanding its capabilities. This work links MapReduce to the BSP
model of computation, underlining the relevance of BSP to modern parallel algorithm design and deﬁning a subclass
of BSP algorithms that can be eﬃciently implemented in MapReduce.
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1. Introduction
Eﬃcient algorithms are of fundamental importance in a world driven by computation. The amount of data in
today’s world is constantly increasing at a dramatic rate, and this poses a great challenge to algorithm design. The
web graph today is much larger than could have probably been imagined 20 or even 10 years ago. Other examples of
such large datasets abound, from search logs to ﬁnancial data.
One method of processing massive datasets, called MapReduce, has been attracting great interest. This framework
was developed and widely used by Google [1], while its open source implementation Hadoop [2] is currently used
by more than 100 companies worldwide including eBay, IBM, Yahoo!, Facebook, and Twitter, along with a number
of universities [3]. Some companies, such as Amazon and Microsoft, allow users to run MapReduce programs on
their cloud [4, 5]. MapReduce algorithms have been used to solve a number of non-trivial problems in diverse areas
including data processing, data mining and graph analysis (see [6, 7] for a introductory list of works).
The popularity of MapReduce means that it now plays a prominent role in the ﬁeld of parallel computation. This
creates the demand to put MapReduce on sound theoretical foundations, and to establish its relationship to other major
parallel computation models such as BSP and PRAM. In this regard, major work has already been done by Feldman
et al. [8], Karloﬀ et al. [9] and Goodrich et al. [10]. Between them, these authors have shown that MapReduce can be
used to simulate the PRAM and BSP model, as well as link MapReduce to a subclass of streaming algorithms.
This work aims to further analyse the connection between MapReduce and BSP. Section 2 introduces the MapRe-
duce framework, followed by an introduction to the BSP model in section 3. In section 4, a model for MapReduce is
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developed and the links between this model and BSP are discussed. A simulation of MapReduce on BSP is given in
section 5, while section 6 deﬁnes a subclass of algorithms that cannot be eﬃciently implemented in MapReduce. The
ﬁnal section provides some concluding views.
2. MapReduce framework
Parallel programming is, unfortunately, not straightforward. The developer needs to cater for a number of non-
trivial problems such as fault tolerance, load balancing and synchronisation. In their seminal 2004 paper, Dean and
Ghemawat [1] introduced the parallel computation framework MapReduce. This framework allows for simpliﬁed
programming on large clusters of low-end systems. The simplicity of MapReduce is due to the fact that it acts as
an abstraction on top of the complex details that need to be catered for when writing parallel code. This allows the
programmer to focus on the functions that actually manipulate the data at hand.
The main idea for MapReduce comes from functional programming languages such as Lisp [11]. The Lisp func-
tion Map takes as input a function and a sequence, and applies this function to all the elements in the sequence. The
function Reduce, given a sequence of values and a binary function, uses this function to combine the elements of the
sequence into a single output value. These two functions, performed in rounds, form the basis of MapReduce.
MapReduce was originally designed to run on large clusters of low-end commodity machines. Every machine has
a processor, a fast primary memory and a slower secondary memory, and is connected via an underlying network to
the rest of the cluster. The secondary memory is used as part of a global shared memory, with each machine allowed
to access other machines’ secondary memory remotely, although only during synchronisation. The framework works
on data in the form of 〈key; value〉 pairs, with n initial such pairs stored in global memory as the algorithm’s input.
A MapReduce algorithm proceeds in rounds, with two phases in every round, a map and a reduce phase. Each phase
is composed of an input, a computation and an output step, with the output of each phase used as input to the next
phase. When a phase is ﬁnished, i.e. when every machine has written its output data to shared memory, the data is
synchronised, i.e. each machine is allowed to read the data written in the previous phase. No other communication is
allowed between machines, except with the master processor as described later. The local primary memory is cleared
before each synchronisation. Parallelism is achieved by having diﬀerent machines perform the same functions on
diﬀerent data.
System failures are common in clusters of hundreds or thousands of low-end systems, and therefore automatic
fault tolerance and load balancing play a crucial role in the design of the MapReduce framework. These are achieved
by having each machine work on multiple tasks, making it easier to reprocess and reassign these tasks in case of
machine failure. One system processor is assigned the role of master processor and controls how these tasks are
assigned across the other worker processors. Each task reads its input and processes it using either a map or reduce
function designed by the developer. Each function acts on a single 〈key; value〉 pair, with tasks computing a function
for every input pair assigned to them. MapReduce was initially designed to cater for algorithms where the output
was much smaller than the input, so the number of map tasks q was much larger than the number of reduce tasks
r. Typically, in a system with p processors, q was between 10 and 100 times p and r was around 2 to 5 times p, as
described in the original paper [1] and the oﬃcial Hadoop tutorial [12]. However, subsequently algorithms have been
designed that use the same number of map and reduce tasks.
The ﬁrst round of MapReduce proceeds as follows. The algorithm’s input is placed in global memory, split into
q parts. Each part will be processed by a separate map task, one pair at a time. The master then assigns map tasks to
workers. The number of map tasks is typically greater than the number of processors, so one task is initially assigned
to each worker processor. When a processor ﬁnishes computing its task a new map task is assigned to it. Upon being
assigned a new task, a processor reads the input data pertaining to the task from global memory to primary memory
and processes it. The output of each map task, in the form of 〈key; value〉 pairs, is stored in the worker’s secondary
memory.
While in the map phase, every map task processes various 〈key; value〉 pairs, in the reduce phase all the values for
a given key are processed by a single reduce task. This is achieved by logically partitioning the secondary memory
of each worker processing a map task into r partitions, and then determining in which particular partition an output
pair should be stored, a process accomplished by the shuﬄe step. This step can be viewed as a data routing step,
determining which reduce task will process a data pair based on the pair’s key. This function is performed by the
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workers while processing the map tasks. Typically, a function such as (hash(key) mod r) is used, where the hash
function is a simple function, computable in a small constant time, used to map the keys to a more manageable
domain. Other partitioning functions can be deﬁned by the user, especially if the keys are in numeric form, such as
partitioning the keys into r logical partitions representing various ranges of values.
When all the map tasks have ﬁnished, the r reduce tasks are assigned to the available workers using the same
process as for the map tasks. Each reduce task accesses the data assigned to it, stored across the workers responsible
for computing the q map tasks. All the pairs with the same key are stored in the same partition, and each partition can
have pairs with diﬀerent keys. All this data is sorted by key and combined such that all values associated with a key
are grouped together in a single 〈key; value〉 pair. This is sometimes considered as being a second part of the shuﬄe
step.
Each reduce task then reads its assigned data and processes it one 〈key; value〉 pair at a time using the reduce
function. The task’s output is then written to global memory, and can either be the ﬁnal output of the algorithm or
used as input to a new round of MapReduce. The input for a new round of MapReduce is partitioned into q parts by
the master processor and the process just described is repeated.
The relationship between the system processors and the map and reduce tasks leads to some interesting aspects of
the MapReduce framework. A number of map and reduce tasks can be performed, in sequence, by a single processor
in each round. In each of the map and reduce phases, tasks are assigned to workers as these ﬁnish their previously
assigned task. Therefore, if computation is equally divided between tasks, then every processor will perform about q/p
map tasks and r/p reduce tasks. If on the other hand the computation time diﬀers for each task, then load balancing
is automatically achieved. It also allows for the eﬃcient handling of fault tolerance. However, the task assignment
strategy also places some limitations on the framework. Between rounds the data is split up into q parts and each
is assigned to a map function. After any task ﬁnishes, the worker’s primary memory is cleared, so data cannot be
associated with a single processor and accessed at will in diﬀerent rounds. Therefore, any data that is required in
multiple rounds should be speciﬁcally stored in global memory.
Given a multiset of n 〈key; value〉 pairs as an input, the above process describing a single MapReduce round is
deﬁned by two functions: map and reduce, and the shuﬄe step. These are deﬁned as follows:
• Given a single input pair from the multiset of the round’s input pairs {〈k1; v1〉, 〈k2; v2〉, . . . , 〈kn; vn〉}, the map
function performs some computation to produce a new intermediate multiset {〈l1;w1〉, 〈l2;w2〉, . . . , 〈lm;wm〉} of
〈key; value〉 pairs.
• The union of all the intermediate multisets produced by the map functions is acted upon in the shuﬄe step. All
the pairs with the same key li are combined to produce a new set of lists of the form 〈li;w1,w2, . . .〉.
• Each of the lists produced by the shuﬄe step is passed to a separate reduce function that performs some com-
putation to produce a new list 〈 ji; x1, x2, . . .〉.
3. The BSP Model
The traditional von Neumann model has served, for a long time, as the main model for designing and reasoning
about sequential algorithms. It has also served as a reference model for hardware design. In the context of parallel
algorithm design, no such ubiquitous model exists. One of the earliest attempts at deﬁning such a model was the
PRAM [13]. While it allowed for better theoretical reasoning about parallel algorithms, PRAM made a number of
assumptions that cannot be fulﬁlled in hardware; mainly because the cost of communication is greater than that of
computation and the number of processors is limited.
Valiant [14] introduced the BSP model to better reﬂect the hardware design features of mainstream parallel com-
puters, through the direct mode of BSP (assumed in this paper). The BSP model allows for eﬃcient parallel algorithm
design without any overspeciﬁcation requiring the use of a large number of parameters. The underlying parallel com-
puter implementation is similarly not overspeciﬁed. A BSP computer can be deﬁned by p processors, each with its
local memory, connected via some means of point-to-point communication. BSP algorithms proceed in supersteps
in each of which processors receive input at the beginning, perform some computation asynchronously, and commu-
nicate any output at the end. Barrier synchronisation is used at the end of every superstep to synchronise all the p
processors in the system. Each processor can communicate directly with every other processor, providing complete
control over how the data is distributed between the processors in every superstep.
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A BSP system is also deﬁned by its bandwidth ineﬃciency g. Every l time steps an attempt is made to synchronise
the processors. If they have ﬁnished their supersteps then the processors are synchronised, otherwise they keep on
working for another l time units.
An algorithm designed in BSP can be measured by three main features: the computation time and communication
cost for each superstep, and the number of supersteps. Let ws be the maximum number of arithmetic operations
performed by each of the p processors in a superstep s. Let h′s be the maximum input, and h′′s the maximum output
data units over all p processors in superstep s. The total communication cost of superstep s is hs = h′s + h′′s . An
algorithm running in S supersteps, therefore, has costs W =
∑S
s=1 ws and H =
∑S
s=1 hs. An estimate running time on
any physical system is deﬁned as W + H · g + S · l.
The synchronisation periodicity l , is typically much higher than the bandwidth ineﬃciency g. Therefore, the
number of supersteps required by an algorithm should be minimised as much as possible, while aiming to achieve
optimal computation and communication costs. Balanced algorithms are achieved by dividing computation and com-
munication equally amongst the available processors. Since g and l vary between system implementations, algorithm
design revolves around improving W, H and S .
4. A Model for MapReduce
The popularity of the MapReduce framework requires that the theoretical limitations of the system be analysed,
and theoretical models developed for it. The connection between MapReduce and existent models of parallel algo-
rithm design also needs to be investigated. Pioneering work in the ﬁeld has already been done, linking MapReduce to
other parallel models, as well as to other ﬁelds of computer science.
The ﬁrst work [8], by Feldman et al., proposed a model for the framework aimed at linking it to the data stream
model. A subclass of MapReduce algorithms, called mud (massive, unordered and distributed) algorithms, is deﬁned
and shown to be closely related to a subclass of streaming algorithms. In fact, mud algorithms can simulate any sym-
metric (order invariant) streaming algorithms with comparable communication and storage costs. The computation
cost is exponential due to the use of Savitch’s theorem [15]. Symmetric mud algorithms are limited in space and
communication to polylogarithmic cost in terms of the algorithm’s input size. The model is very restrictive in the type
of algorithms that can be designed, since only one round of MapReduce is allowed and the input is assumed to be iin
ndependent separate streams.
Karloﬀ et al. [9], propose a model that better captures the speciﬁcs of the MapReduce framework. The map
and reduce phases are clearly deﬁned, and algorithms can have multiple rounds. A limit is placed on the number of
processors in the system, such that the input size n is greater than the number of workers. The primary and secondary
memory of each worker is limited to n1− , for some  > 0, as is the size of the input and output data for each worker
in a speciﬁc round. The size of global shared memory is in turn bound by the size of the secondary memory of each
worker. The authors show that a subclass of EREW PRAM algorithms can be simulated using the model.
The most recent model (to the best of our knowledge) is due to Goodrich et al. [10] which is based on BSP. The
size of data that can be sent or received by each reduce task is limited to a value M determined by the algorithm
designer. Apart from this restriction, the model diﬀers from BSP in the way the communication cost is calculated.
Simulations of CRCW PRAM and BSP algorithms are presented.
The idea behind placing limits on I/O size and storage size is to enforce parallelism in the algorithm design, as
discussed in [9] and [10]. If this is not enforced, algorithms could be designed that trivially place all the data on
a single processor and run the sequential algorithm. This should not be of any concern if the algorithm designer is
aiming to move from sequential to parallel design, and such limitations are not posed in existent models like PRAM
and BSP.
From the work presented in [10] and the discussions in the previous two sections it is evident that the relationship
between BSP and MapReduce is very strong. Both handle parallel algorithm design in a coarse-grained fashion,
interleaving phases of computation and communication. Both can be used to design algorithms running on clusters
of low-end systems connected with point-to-point communication, and both make use of synchronisation between
rounds/supersteps. The aim of the rest of this work is to further investigate this relationship.
Goodrich et al. [10] showed that all BSP algorithms are implementable in MapReduce by only using the reduce
phase, setting the map function to the identity function. However, they did not discuss the eﬃciency of implementing
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BSP algorithms on the framework, given its diﬀerences to conventional parallel systems. The main diﬀerence is that
after every map or reduce task ﬁnishes, the worker on which they were computed clears the primary local memory.
Any data which might need to be used in the following rounds has to be stored in global memory, increasing the
communication costs in the process.
Another aspect of MapReduce that diﬀers from BSP is the use of map and reduce tasks running on physical
processors. These tasks can be viewed as virtual processors, with multiple virtual processors running on top of
physical processors. In the original BSP paper [14], multiple virtual processors were introduced to design BSP
with automatic memory management. Work is divided between the v virtual processors, with each of the p physical
processors performing the work of v/p virtual processors. If the work and communication are equally divided between
the virtual processors, then work and communication will also be balanced amongst the physical processors. Similarly,
if the work is balanced between the map and reduce functions in each MapReduce round, then every processor will
process q/p map tasks and r/p reduce tasks.
BSP does not allow any communication between processors in between synchornisation. Similarly, in MapRe-
duce, map and reduce tasks are not allowed to communicate between each other in the same phase. However, asyn-
chronous communication is used between the master processor and the workers to assign these tasks. This allows for
dynamic load balancing to be achieved when the computation time s of the tasks are not balanced. Also, for tasks with
unknown exact computation time an oﬄine balanced distribution between processors cannot be found, so dynamic
load balancing is used.
Finally, while one BSP superstep involves a single computation step, and corresponding input and output commu-
nication phases, a round of MapReduce is made up of the map and reduce computation phases with their respective
input and output communication. Also, the BSP model assumes that data can be sent directly to any processor in the
system, but while data can be directed to speciﬁc reduce tasks using speciﬁc keys, there is no way of determining
which map task will process which part of the input data.
Given the similarities between BSP and MapReduce, a model for MapReduce, MR(p, g, l), is proposed, that is
based on BSP. The model has three parameters: the number of physical processors p in the system, the inverse
bandwidth g and the system latency l which is the time taken by the shuﬄe network to set up communication between
the map and reduce phases. The number of map tasks q and reduce tasks r to be used are chosen by the algorithm
designer, and can vary depending on the algorithm being designed. In speciﬁc rounds, a subset of the r reduce tasks
can be used instead of all the available tasks. This is not allowed in the case of the map tasks. For the rest of this
work, it is assumed that for input size n, n  q and n  r, and q > p and r > p.
Let q1, q2, . . . and r1, r2, . . . denote the speciﬁc map and reduce tasks respectively in a single round, and let Rd
denote the number of reduce tasks used in a round d. The size of data written to or read from shared memory between
rounds is denoted by cq1 , cq2 , . . . for map tasks and cr1 , cr2 , . . . for reduce tasks. Finally, tq1 , tq2 , . . . and tr1 , tr2 , . . . denote
the running time of the speciﬁc map and reduce tasks respectively.
Given the deﬁnitions above, for a single round d, the computation cost is deﬁned as Td = (
∑q
i tqi ) + (
∑Rd
i tri ). The




i cri ). A MapReduce algorithm therefore has cost T +C ·g+D · l,
where T =
∑D
d=1 Td, C =
∑D
d=1 Cd, and D is the number of rounds.
It is assumed that since the work done by each task involves at least reading and writing its input and output data
from shared memory, then T ≥ C.
The model allows for cost measurements that better reﬂect the load balancing properties of the MapReduce frame-
work. The MapReduce dynamic load balancing framework leads to a maximum processing time on each processor
of (2 − 1/p)OPT , as discussed in [16], where OPT is the optimal maximum processing time on each processor. For
balanced algorithms in which the computation and communication costs are equally divided amongst the map and
reduce tasks, each machine will handle around q/p	 map and Rd/p	 reduce tasks in a single round d, given that no
machines in the cluster fail.
5. MapReduce on BSP
The rise in popularity of the MapReduce framework has renewed interest in parallel computing. Still, irrespective
of this popularity, it has not been determined whether MapReduce allows for better algorithm design than previously
existent models such as BSP, which has been one of the most prominent models for parallel algorithm design for over
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two decades. It is, therefore, important to ask whether any MapReduce algorithm can be simulated in BSP while
preserving its asymptotic costs?
Theorem 1. Any round d of an MR(p, gm, lm) algorithm with known individual task times and a maximum execution
time tmax on any processor, can be simulated by a BSP(p, gb, lb) machine in O(1) supersteps, such that the maximum
execution time on any processor is O(tmax).
Proof. An MR round can be split into two separate phases, the map phase and the reduce phase. Each phase involves
reading input data, performing some computation and outputting any results, in order. These two phases can be
simulated by two BSP supersteps s′ and s′′.
The q map tasks and Rd reduce tasks in MapReduce are distributed amongst the p processors as these become
idle. Since the computation time for each task is known, then a optimal distribution of tasks amongst the processors
exists which reduces the maximum processing time on each processor, also known as the makespan. Let this optimal
makespan be tOPT , then Graham [16] states that any distribution of the tasks amongst the processors will lead to a
makespan of (2 − 1/p)tOPT , i.e. tmax = O(tOPT ). Such a distribution can be found oﬄine, by using the same method
employed by MapReduce or using the PTAS presented [17], and the tasks distibuted amongst the BSP processors
makespan of O(tmax).
The shuﬄe phase in MapReduce determines how data is distributed amongst the reduce tasks in the map phase.
This can be performed while simulating the q map tasks. The data assigned to each reduce task is then sorted and
combined by key in the reduce phase, which can be performed during the simulation of the Rd reduce tasks.
If the MR round d is the last round of the algorithm, then the results are stored in global memory and computation
stops. When the output of a reduce phase serves as input to a new MR round, the input is stored in global memory
and divided into q equal parts by the master processor. Each map task is then assigned one such part. This distribution
can be achieved in BSP by adding an extra superstep. Each processor sends the size of its data to a designated master
processor, which determines how the data has to be evenly distributed amongst the processors and communicates
this to the rest of the processors. The processors then communicate the actual data between them according to the
determined distribution. The cost of this procedure is w = O(p), h = O(p) and s = O(1). Since the computation and
communication costs of the algorithm are functions of n, and n  p, then the total cost of the algorithm does not
increase due to this procedure.
Looking at the simulations and the way the MapReduce framework works it is evident that, for algorithms with
known computation time for the individual tasks, designing such algorithms in MapReduce does not provide any
asymptotic speed-up over design in BSPRAM. MapReduce forces the designer to cater for features such as the shuﬄe
step, the lack of physical memory storage between rounds, the lack of speciﬁable association between data and map
tasks in the map phase, and the intrinsic distinction between map and reduce tasks and how these process and output
data. BSPRAM does not enforce such limitations, but these can be introduced by the designer if necessary, allowing
a much more ﬂexible algorithm design.
This ﬂexibility provided by BSP over MapReduce makes it a natural choice for algorithm design. Performing
algorithm design in BSP also means that the algorithms can be implemented on several diﬀerent systems, not just
MapReduce. It would also be an important step towards consolidating the ﬁeld of parallel algorithm design to use
a single theoretical model. For tasks with unknown execution time, however, MapReduce should still be used since
BSP does not have dynamic load balancing capabilities.
6. BSP on MapReduce
Having determined that the BSP model can simulate any MapReduce algorithm having tasks with known execu-
tion times, and that it allows for better parallel algorithm design, it is important to determine the role of MapReduce.
MapReduce oﬀers simplicity in the development process by abstracting intricate programming details. Thus, it is im-
portant to determine whether any algorithm design in BSP can be implemented in MapReduce, and if the framework’s
simplicity comes at a price.
Goodrich et al. [10] give a simulation for any BSP algorithm on their MapReduce model. The memory size M
of each processor is limited to N/P	, where N is total memory size of the BSP system and P is the number of BSP
processors. The simulation is also correct for the MR model presented in this paper, and works as follows:
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• The map function is set to the identity function.
• Each reduce task simulates a BSP processor, with each reduce phase simulating a single superstep.
• Every reduce task receives the input of the BSP processor it is simulating, performs the required computation
and outputs the results to the relevant reduce tasks.
• Any data that in BSP is stored in local memory between supersteps is stored in global memory and read in the
following round.
Simulating a BSP algorithm running in R supersteps with N total memory has a cost in MapReduce ofO(R) rounds
and O(RN) communication. While the result of [10] is very important, no distinction is made between algorithms
whose asymptotic costs are preserved when implemented in MapReduce and those for which the costs do increase.
The previously discussed diﬀerences between MapReduce and BSP lead to certain ineﬃciencies when implement-
ing parallel algorithms designed in BSP on the MapReduce framework. The most evident, as also shown in the above
simulation, is that the map phase is mostly ignored, with map tasks assigned only the identity function. This is due to
the fact that it is not possible to pass data to speciﬁc map tasks. The only exception is the ﬁrst round of computation,
since data can be speciﬁcally partitioned in such a way as to have all relevant data passed to the same map task.
However, in a general setting, if in BSP two processors each send data to a third processor, this cannot be simulated
using map tasks. Such direct communication can be achieved in the reduce phase since the shuﬄe step merges all the
data with the same key and sends it to a single reduce task. The reduce task’s id can be used as a key to achieve direct
communication. Therefore, unless the algorithm only has two supersteps, the map phase is not used for computation.
Using only the reduce phase does not increase the theoretical costs of an algorithm, and given the simplicity
provided by the MapReduce framework, incurring some extra cost is allowed in practice. However, when certain BSP
algorithms are implemented on the MapReduce framework, the asymptotic costs of the algorithm do increase. When
a map or reduce task is ﬁnished, the local primary memory is cleared and the new map or reduce task’s input data
is loaded. This allows the framework to achieve automatic load balancing and fault tolerance. However, any data
that needs to be used in later rounds has to be stored in global memory, inherently increasing the communication cost
of the algorithm. If this extra cost is less than the algorithm’s actual communication cost, then the algorithm can be
eﬃciently implemented in MapReduce, otherwise it should not. Also, for certain BSP algorithms the communication
cost is dominated by the cost of reading the input, with the cost in the following supersteps being signiﬁcantly less.
BSP algorithms do not cater for this feature, and the size of data stored on local memory for use in the following
supersteps is not measured in the cost model.
A simple extension to the BSP model is proposed to allow classiﬁcation of BSP algorithms into those that can and
cannot be eﬃciently implemented on the MapReduce framework. BS PMR(p, g, l) is a cost model exactly the same as
BSP, with the same deﬁnitions for measuring an algorithm’s eﬃciency, except for an extra cost fs. This cost fs is the
maximum size of data, over all the processors, that has to be stored in local memory, in superstep s, for use in later
supersteps. The total cost of storing local data over all supersteps is F =
∑S
s=1 fs. The cost of the algorithm is still
W + H · g + S · l when implemented on a conventional parallel system, but changes to W + (H + F) · g + S · l when
implemented on MapReduce.
Let the communication cost of a BSPMR algorithm not including the cost of reading the input and writing the
output be Hn.
Theorem 2. Any BSPMR algorithm implementable on a BSP computer having p processors with costs W, H, F, S
can be eﬃciently implemented in MR(v, g, l) with v = p, using the simulation provided in [10], only if (i) O(T ) = W · p,
(ii) O(C) = H · p, (iii) O(D) = S , and (iv) O(F) = Hn.
Proof. (i), (ii), (iii) Trivial.
(iv) If the cost of reading the input on a BSP computer is n, the cost in MR is O(n), since at most each value
is given a key of constant size. The same applies for writing the output. This cost is included in H, but not in Hn,
which only includes the cost of communicating local data between supersteps. Therefore, if O(F) > Hn, then the cost
of implementing the algorithm on MapReduce is higher than implementing the algorithm on a conventional parallel
system.
To better understand the use of MapReduce as an implementation framework for BSP algorithms a few examples
are given below. These demonstrate the use of Theorem 2 to determine whether MapReduce should be used to
implement these algorithms.
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6.1. Sorting
The problem of sorting a collection of comparable elements, generally taken to be numbers, has been extensively
researched in the parallel algorithms domain. In BSP, two main algorithms exist. The ﬁrst one, by Shi and Schaeﬀer
[18], is known as Parallel Sorting by Regular Sampling (PSRS) and is asymptotically optimal for n ≥ p3. For n < p3,
Goodrich [19] proposed a diﬀerent algorithm, the MapReduce version of which is given in [10].
The algorithm in [18] is more suited for today’s data sizes, and is very straightforward. It can be split up into two
parts, sampling and sorting, and proceeds as follows. Given a collection of n items, this is partitioned across the p
processors, each receiving about n/p elements. Every processor sorts its data using an optimal sequential algorithm,
and selects p+1 regularly spaced primary samples, including the ﬁrst and last elements, from this sorted data. A single
processor then receives all p · (p+ 1) primary samples, sorts them and again chooses p+ 1 regular secondary samples
from them. These secondary samples divide the n input elements into p buckets. Each processor is then assigned a
bucket and every processor distributes its input data between the processors, based on their assigned bucket. Upon
receiving all its data, each processor sequentially sorts it and outputs it. The algorithm has cost W = O((n log n)/p),
H = O(n/p), S = O(1). The extra cost measured in BSPMR is F = O(n/p), and Hn = O(n/p) so the algorithm can be
eﬃciently implemented in MapReduce.
In MapReduce the algorithm is just as straightforward and is again split into two parts. The algorithm can be
implemented using the simulation described above, with each reduce task simulating a single processor in the BSP
system. However, advantage can be taken of the MapReduce framework to allow for better implementation. Since
input to MapReduce is in the form of 〈key; value〉 pairs, the input values are divided into q partitions each having
about n/q elements, with each partition having a unique key from 1 to q. The number of map tasks q and reduce tasks
r should be set to the largest possible values allowed by the system, so we assume that q ≥ r as stated in [1] and [12].
Every one of the q available map tasks reads its input data, sorts the values and selects r + 1 regularly spaced
primary samples. All the primary samples are sent to a single reduce task by setting the key to a common value, and
are sorted by the shuﬄe function. The r+ 1 regularly spaced secondary samples are then chosen, which determine the
buckets to be used in the sorting phase. In the sorting phase, the input is again split amongst the available map tasks
which produce for each input element xi a 〈key; value〉 pair with key = value = xi. The shuﬄe function is changed
so that every reduce task is assigned a bucket and every value is sent to the reduce task responsible for the bucket it
falls into. All the values in each bucket are combined and automatically sorted by key, by the shuﬄe function, and
the reduce function simply outputs the values in this sorted order. The cost of the algorithm in MR is T = O(n log n),
C = O(n), and D = O(1).
Use of the MapReduce framework for sorting was ﬁrst discussed in the original paper [1]. Hadoop has been used
in sorting benchmarking1 [20, 21, 22] with very good results, when sorting 1 Terabyte and 1 Petabyte of data. Google
have also independently achieved very good results sorting large data [23]. The algorithms used for such sorting
benchmarks are very similar to the one described above, varying mostly in the sampling phase, since deterministic
sampling is replaced by random sampling. This reduces the actual computation time, since no sorting is performed in
the map phase of the sampling phase.
6.2. Dense Matrix Multiplication
Given n × n matrices A, B, the aim is to compute the n × n matrix C = A · B. The problem is deﬁned as
cik =
∑n
j=1 ai j · b jk 1 ≤ i, k ≤ n
The standard sequential algorithm requires Θ(n3) elementary operations.
A BSP algorithm for standard matrix multiplication is presented in [24], due to McColl and Valiant. The algorithm
revolves around partitioning the input and output matrices across the p available processors. The n3 elementary
products can be represented by a cube V on axes i, j, k. Matrix C can then be calculated by adding the elementary
products in groups along the j-axis. The same operations can be performed in blocks, facilitating the distribution of
all the elementary operations over the available processors.
1http://sortbenchmark.org/
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Matrices A, B and C are each divided into p2/3 regular square blocks of size n/p1/3, with the blocks denoted by
A[i, j], B[ j, k] and C[i, k] for 1 ≤ i, j, k ≤ p1/3. Every processor is responsible for computing V[i, j, k] = A[i, j] · B[ j, k],
for a particular i, j, k, after receiving blocks A[i, j] and B[ j, k] as input. The matrix C is then divided between the p
processors and each of the n2/p2/3 elements of the resulting V[i, j, k] blocks is sent to the processor responsible for that
summing up these elements to obtain C[i, k]. The cost of the algorithm is asymptotically optimal, with W = O(n3/p),
H = O(n2/p2/3) and S = O(1). In BSPMR, F = O(n2/p), with Hn = O(n2/p2/3) meaning the algorithm can be implemented
eﬃciently on MapReduce.
Using the simulation presented above, the algorithm can be implemented in two rounds using r = p reduce tasks
to simulate the p BSP processors. However, since the algorithm only runs in two supersteps, it can be implemented
in MapReduce in a single round, using the whole framework, with q = r = p. Matrices A, B,C are split into q2/3
regular square blocks and with A, B distributed amongst the q available map tasks. Each map task is assigned the
respective submatrices of A and B, along with the indices of these submatrices. These indices are used as keys to
determine which of the r reduce tasks will be sent the computed matrix operations. Each reduce task, upon receiving
the elements, sums them up and outputs the respective submatrix ofC. The number of map and reduce tasks are equal,
with the algorithm’s cost in MR being W = O(n3), C = O(n2 · q1/3), and D = O(1).
Matrix multiplication has been studied in the MapReduce context. As part of the Apache Software Foundation’s
eﬀorts on Hadoop, HAMA was developed as a framework for massive matrix and graph computations using MapRe-
duce and BSP, as detailed in [25].
6.3. Breadth First Search
The Breadth First Search (BFS) algorithm provides a simple way of searching for vertices in a graph G = (V, E).
The result is a tree, rooted at a vertex s, to all the vertices reachable from s. Each vertex’s distance from s is also
noted. The typical approach taken for the parallelisation of the BFS algorithm [26, 27, 28] is a level synchronous one,
in line with the BSP model. The vertices of the graph are partitioned across the processors and then acted upon, with
each processor also assigned the edges incident to each assigned vertex. A processor is only allowed to process the
vertices it owns. Each vertex is marked as either processed or not processed. Initially, all the vertices are marked as
not processed.
Given G = (V, E), where |V |  p, the parallel BFS algorithm proceeds as follows. In the ﬁrst superstep, the
processor responsible for the root vertex identiﬁes its neighbouring vertices and marks the root vertex as processed.
Typically, most of the identiﬁed neighbouring vertices are not owned by the processor. Therefore, the processors
responsible for each neighbouring vertex are identiﬁed and notiﬁed that these vertices are currently at the frontier of
the search and need to be processed. In the following superstep, the next level in the BFS tree is processed. Each
vertex reads the list of vertices that need to be processed in the current superstep. If any of these vertices is marked as
not processed, their status is set to processed and their neighbours are identiﬁed. The processor responsible for each
vertex is identiﬁed and notiﬁed and a new superstep can start. This process is repeated until all vertices have been
processed. The cost of the algorithm is W = O(|V |2/p), H = O(|V |2/p), S = O(d), where d is the diameter of the graph G.
The cost of not having storage, as measured in BSPMR, is F = O(|V |2/p), while Hn = O(|V |).
Since F > Hn, the algorithm cannot be eﬃciently implemented on MapReduce. When the primary local memory
is cleared, the whole graph structure has to be stored and read from global memory in each superstep. Real life graphs
exhibit the power law property [29]. Therefore, the number of edges stored per processor varies depending on the
assigned vertices. This makes load balancing very hard to achieve. For a graph with a ﬁxed maximum degree k,
F = O(k|V |/p), which could lead to an eﬃcient MapReduce implementation for small values of k.
The ineﬃciency of implementing some graph algorithms on MapReduce is recognised in [25], which presents a
framework that works in conjunction with Hadoop to perform matrix and graph computations. The authors claim that
MapReduce is not appropriate for graph traversal algorithms, stating that algorithms based on their BSP engine would
be better suited for such tasks.
7. Conclusion
The MapReduce framework has generated great interest in the area of parallel algorithm design due to the simplic-
ity with which parallel algorithms can be developed. This wide use of the framework demands that it is put on sound
theoretical foundations, which is essential if the potential and limitations of the framework are to be fully understood.
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A number of theoretical models for the framework have already been proposed, but each poses limitations on the
framework to enforce parallel algorithm design. These are not necessary for eﬃcient design, as shown by previously
existing models such as BSP. This work shows that the BSP model can in fact be used to model MapReduce algo-
rithms, with the same asymptotic cost for conventional systems with identical number of processors. It is, therefore,
determined that MapReduce should be used purely as an implementation framework with BSP used to design the
algorithms.
This work also discusses the diﬀerences between MapReduce and BSP, highlighting the fact that BSP algorithms
which require data to be stored and accessed in multiple supersteps cannot be eﬃciently implemented using MapRe-
duce if the number of supersteps is not constant. This is due to the nature of the framework which does not allow
for storage between rounds but requires that this data is communicated between such rounds. However, since the
MapReduce framework provides a simple abstraction on top of the intricate parallel development challenges, it may
still be deemed more feasible in practice to use the framework despite its ineﬃciencies.
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