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Abstract
Let P be a closed convex cone in Rd which we assume is spanning and pointed
i.e. P −P = Rd and P ∩−P = {0}. For an isometric representation V of P , let αV
be the CCR flow associated to V . We show in this paper that for pure isometric
representations V and W of P , the associated CCR flows αV and αW are cocycle
conjugate if and only if V and W are unitarily equivalent.
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1 Introduction
The theory of E0-semigroups initiated by R.T.Powers and further developed extensively
by William Arveson in his seminal papers [4], [5], [6] and [7] has been an active area
of research for the past three decades. For Powers’ influential work on the subject, we
refer the reader to [18], [19] and [21]. For a more comprehensive list of references on the
subject and a thorough treatment the reader is referred to the monograph [9]. Let H be
an infinite dimensional separable Hilbert space and B(H) be the ∗-algebra of bounded
operators on H. An E0-semigroup on B(H) is a 1-parameter semigroup {αt}t≥0 of unital
normal ∗-endomorphisms of B(H) which satisfies a natural continuity hypothesis.
However, mathematically speaking, there is no reason to restrict our attention to
semigroups of endomorphisms indexed by the positive real line. Recently the author in
collaboration with others has studied semigroups of endomorphisms on B(H) where the
indexing set is a closed convex cone in a Euclidean space. The relationship between such
semigroups and the associated product systems were explored in [17] and in [16]. Several
authors have tried to understand noncommutative dynamics over several variables. The
notable papers in this direction are [22], [23], [24], [25] , [26], and [14].
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Let us recall the definition of an E0-semigroup over a closed convex cone. Fix a
closed convex cone P in Rd which we assume is spanning and pointed i.e. P − P = Rd
and P ∩ −P = {0}. Let H be an infinite dimensional separable Hilbert space. By
an E0-semigroup over P on B(H), we mean a family α := {αx}x∈P of unital normal
∗-endomorphisms of B(H) such that the following conditions hold:
(1) for x, y ∈ P , αx ◦ αy = αx+y and
(2) given A ∈ B(H) and ξ, η ∈ H, the map P ∋ x→ 〈αx(A)ξ|η〉 ∈ C is continuous.
Since P will be a fixed but an arbitrary cone, we will drop the phrase ”over P” and call
our objects simply E0-semigroups.
The simplest examples of E0-semigroups arise out of the CCR construction. Let
V := {Vx}x∈P be a strongly continuous semigroup of isometries on a separable Hilbert
space H. We also call such semigroups of isometries as isometric representations of P .
Denote the symmetric Fock space ofH by Γ(H). Then there exists a unique E0-semigroup
αV := {αx}x∈P on B(Γ(H)) such that for each x ∈ P and ξ ∈ H,
αx(W (ξ)) = W (Vxξ).
Here {W (ξ) : ξ ∈ H} denotes the usual Weyl operators. Recall that the action of the
Weyl operators on the exponential vectors {e(η) : η ∈ H} is given by the formula
W (ξ)e(η) = e−
||ξ||2
2
−〈η|ξ〉e(ξ + η).
We call an isometric representation V = {Vx}x∈P pure if
⋂
x∈P
VxH = {0}.
Consider the case when P = [0,∞). Arveson’s fundamental work states that the
map V → αV sets up a bijection between the set of pure isometric representations
(up to unitary equivalence) and the set of decomposable E0-semigroups (up to cocycle
conjugacy).
(1) The proof of the injectivity part, undertaken in [4], relies heavily on the fact that
there are enough units and on an index computation.
(2) The proof of the surjectivity part, carried out in [8], is far deeper. Arveson proves
his result through a path space construction after surmounting difficult cohomo-
logical problems.
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In any case, both parts of the proof take full advantage of Wold decomposition which
asserts that any 1-parameter pure isometric representation is unitarily equivalent to the
standard shift on L2(0,∞) with multiplicity.
In this paper, we address the problem of injectivity of the map V → αV in the higher
dimensional case. This injectivity question was analysed for a subclass of isometric
representations that arise out of shifts in [2]. The analysis carried out in [2] makes heavy
use of groupoid techniques and the analysis was possible precisely because the isometric
representations considered in [2] were shifts.
One of the first difficulties in imitating Arveson’s proof of injectivity is that, in the
multiparameter case, the examples that we know so far admits only one unit (up to
a character). Consequently index computation does not reveal anything significant.
Secondly, unlike in the one parameter case, there is no known Wold decomposition
result in the multiparameter case i.e. there is no good coordinatization of an isometric
representation. Thus one is forced to look for a coordinate free proof.
Fortunately, Arvesons’s ideas in [8] can indeed be turned around to yield such a proof.
In [8], a strategy to construct an isometric representation from a decomposable product
system is given. We imitate this construction in the higher dimensional setting. The key
construction is to construct Arveson’s e-logarithm in this setting which we achieve by
appealing to the geometry of the cone. Although, we imitate Arveson, we believe that
the final result i.e. the injectivity of the CCR functor and also the applications of our
constructions are worth recording.
We show that multiparameter CCR flows are decomposable in a suitable sense and
when we apply Arveson’s construction to the CCR flow αV , we get back the isometric
representation V thereby proving the injectivity of the map V → αV . This involves
determining the decomposable vectors of the usual 1-parameter CCR flows which we
determine in Section 2. Prof. Liebscher has indicated to the author via e-mail that
he believes that this is probably well known to experts. We include the details for
completeness.
In Section 3, we construct Arveson’s e-logarithm in the multiparameter context. The
injectivity of the map V → αV is proved in Section 4. In Sections 5 and 6, we give a
few applications. In particular, we explain how the results obtained here provide a more
conceptual explanation for the results obtained in [1] and [2]. We also work out the
positive-contractive local cocycles of CCR flows. The positive-contractive local cocycles
for 1-parameter CCR flows were computed by Bhat in [10]. In Section 6, we derive a
necessary and a sufficient condition for a CCR flow to be prime which means that it
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cannot be written as a tensor product of two E0-semigroups. We show that α
V is prime
if and only if the isometric representation V is irreducible. We end this paper by posing
a problem which the author believes is interesting and important.
We assume that the reader is familiar with the terminology of Chapters 5 and 6 of [9]
which we use extensively without recalling them. We assume tacitly that all the Hilbert
spaces involved are over C and are separable. Moreover our convention is that the inner
product is linear in the first variable and conjugate linear in the second variable.
2 Decomposable vectors of CCR flows
In this section, we work out the set of decomposable vectors of a 1-parameter CCR flow.
Fix a one parameter E0-semigroup α := {αt}t≥0 on B(H). Denote the product system
associated to α by E and the fibre of E at a point t will be denoted by E(t). The set of
decomposable vectors at t is denoted by D(t). Let
∆ :=
∐
t>0
∆(t)
be the path space associated to E. Let us recall the definition of ∆(t). Fix t > 0. For
x, y ∈ D(t), we say x ∼ y if and only if there exists λ ∈ C\{0} such that x = λy.
Then ∼ is an equivalence relation on D(t) and ∆(t) is the set of equivalence classes. For
x ∈ D(t), we denote the equivalence class of x by x˙. Set
∆(2) := {(t, x˙, y˙) : t > 0, x, y ∈ D(t)}.
One of the key construction in [8] is the construction of e-logarithm which is a positive
definite function on the set of decomposable vectors. Let e := (et)t>0 ∈
∐
t>0
D(t) be a left
coherent section of decomposable vectors such that ||et|| = 1. This means that for s < t,
there exists a necessarily unique element e(s, t) ∈ D(t− s) such that et = ese(s, t).
Arveson’s theorem is that there exists a unique continuous function Le : ∆(2) → C
which vanishes at the origin and satisfies the following equation:
eL
e(t,x˙,y˙) =
〈x|y〉
〈x|et〉〈et|y〉
for t > 0, x, y ∈ D(t). Moreover for every t > 0, the map
D(t)×D(t) ∋ (x, y)→ Le(t, x˙, y˙) ∈ C
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is positive definite.
Let V := (Vt)t≥0 be a 1-parameter isometric representation on a separable Hilbert
space H. Denote the corresponding CCR flow on B(Γ(H)) by α := {αt}t≥0. The
associated product system is denoted by E := (E(t))t>0 and the set of decomposable
vectors in E(t) is denoted by D(t). Fix t > 0. For ξ ∈ Ker(V ∗t ), let T
(t)
e(ξ) ∈ B(Γ(H)) be
defined by
T
(t)
e(ξ)e(η) := e(ξ + Vtη) (2.1)
for η ∈ H. For t > 0, let et := Γ(Vt). Then (et) is a unit of α and hence is a left coherent
section. The following are straightforward consequences of the definitions.
(1) For t > 0 and ξ ∈ Ker(V ∗t ), T
(t)
e(ξ) ∈ D(t).
(2) For t > 0 and ξ, η ∈ Ker(V ∗t ), L
e(t, T
(t)
e(ξ), T
(t)
e(η)) = 〈ξ|η〉.
Fix t > 0. Let K(t) be the Hilbert space built out of the usual GNS construction
applied to the pair (D(t), Le(t, ., .)). That is, there exists a map F : D(t) → K(t) such
that
(1) for x, y ∈ D(t), 〈F (x)|F (y)〉 = Le(t, x˙, y˙), and
(2) the set {F (x) : x ∈ D(t)} is total in K(t).
Note that the map Ker(V ∗t ) ∋ ξ → F (T
(t)
e(ξ)) ∈ K(t) preserves the inner product. As a
consequence, it follows that the map Ker(V ∗t ) ∋ ξ → F (T
(t)
e(ξ)) ∈ K(t) is a linear isometry.
With the foregoing notations, we have the following description of decomposable vectors
of CCR flows.
Proposition 2.1 Fix t > 0. Suppose x ∈ D(t). Then there exists ξ ∈ Ker(V ∗t ) and
λ ∈ C\{0} such that x = λT
(t)
e(ξ).
Proof. It suffices to prove assuming 〈x|et〉 = 1. By the preceding remarks, it follows
that the map Ker(V ∗t ) ∋ η → L
e(t, T
(t)
e(η), x) ∈ C is a bounded linear functional. Thus
there exists ξ ∈ Ker(V ∗t ) such that L
e(t, T
(t)
e(η), x) = 〈η|ξ〉 for every η ∈ Ker(V
∗
t ). Taking
exponentials, we obtain 〈T
(t)
e(η)|x〉 = 〈T
(t)
e(η)|T
(t)
e(ξ)〉. Since {T
(t)
e(η) : ξ ∈ Ker(V
∗
t )} is total in
E(t), it follows that x = T
(t)
e(ξ). This completes the proof. ✷
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3 Arveson’s e-logarithm
In this section, we proceed towards proving the injectivity of the CCR functor V → αV .
We construct the analog of Arveson’s e-logarithm.
Let P ⊂ Rd be a closed convex cone which we assume to be spanning and pointed
i.e. P − P = Rd and P ∩ −P = {0}. The cone P will be fixed for the remainder of this
paper. Let us fix a few notations that we will use throughout. The letter Ω stands for
the interior of P . Note that Ω is an ideal in P i.e. Ω+P ⊂ Ω. Also Ω is dense in P . For
x, y ∈ Rd, we write x ≤ y if y − x ∈ P and x < y if y − x ∈ Ω. We have the following
Archimedean property: Let a ∈ Ω be given. Then given x ∈ Rd, there exists n ≥ 1
such that x < na.
Let α := {αx}x∈P be an E0-semigroup over P on B(H). For x ∈ P , let
E(x) := {T ∈ B(H) : αx(A)T = TA, ∀A ∈ B(H)}.
For x ∈ P , E(x) is a separable Hilbert space with the inner product given by 〈S|T 〉 = T ∗S
for S, T ∈ E(x). Just like in the one dimensional case, the bundle of Hilbert spaces
E := {E(x) : x ∈ P} has an associative multiplication and an appropriate measurable
structure. We call E the product system associated to α. For more details regarding the
exact connection between multiparameter E0-semigroups and product systems, we refer
the reader to [16] and [17].
Just like in the one dimensional case, we define the notion of decomposability as
follows. Fix x ∈ P and u ∈ E(x). We say u is a decomposable vector if u is non-zero
and given y ∈ P with y ≤ x, there exists v ∈ E(y) and w ∈ E(x− y) such that u = vw.
We denote the set of decomposable vectors in E(x) by D(x).
Remark 3.1 (0) Fix x ∈ P and u ∈ D(x). It is clear that u is a decomposable vector
for the 1-parameter product system {E(tx) : t > 0}.
(1) The proof of Proposition 6.0.2 of [9] carries over in the multidimensional context
as well and we have the following. Suppose x ∈ P and u ∈ D(x). Let y, z ∈ P
be such that y + z = x and let v ∈ E(y), w ∈ E(z) be such that u = vw. Then
v ∈ D(y) and w ∈ D(z).
(2) However we are unable to settle the following fundamental question. Let x, y ∈ P
and u ∈ D(x), v ∈ D(y) be given. Is it true that uv ∈ D(x+y)? The main difficulty
is that unlike in the case of the real numbers, the ordering induced by the cone P
is not a total order. The second difficulty is that we are yet to construct enough
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examples in the multiparameter context to test the hypothesis. One good example
is the following. Using the CAR construction, we could construct an E0-semigroup
starting from an isometric representation on the algebra of bounded operators on
the antisymmetric Fock space. To test the hypothesis, it is essential to determine
the decomposable vectors of one parameter CAR flows in a coordinate free manner.
We consider this as an interesting and an important problem.
(3) The notions of left( right) divisors, left (right) coherent sections and propagators are
defined exactly the same way as in the one dimensional case and we do not repeat
the definitions. For example, let (ux)x∈P be a section of decomposable vectors.
We say that (ux)x∈P is left coherent if given x, y ∈ P with y ≤ x, there exists a
necessarily unique element u(y, x) ∈ D(x− y) such that ux = uyu(y, x).
Following Arveson, we call an E0-semigroup decomposable if the following two
conditions are satisfied.
(1) For x, y ∈ P , D(x)D(y) ⊂ D(x+ y), and
(2) for every x ∈ P , D(x) is total in E(x).
Condition (1) is equivalent to the assertion that for x, y ∈ P , D(x)D(y) = D(x + y).
Note that Condition (1) is automatically satisfied when P = [0,∞).
We first prove that CCR flows are indeed decomposable. Let V := (Vx)x∈P be an
isometric representation on a Hilbert space H and denote the corresponding CCR flow
on B(Γ(H)) by α := {αx}x∈P . For x ∈ P , set Ex := VxV
∗
x and E
⊥
x = 1−Ex. Fix x ∈ P
and let ξ ∈ Ker(V ∗x ) be given. Then the ”exponential vectors” T
(x)
e(ξ) on B(Γ(H)) are
defined exactly as in Eq. 2.1. Denote the product system associated to α by E.
Fix x ∈ P and ξ ∈ Ker(V ∗x ). Note that for y ∈ P with y ≤ x, we have the equality
T
(x)
e(ξ) = T
(y)
e(E⊥y ξ)
T
(x−y)
e(V ∗y ξ)
. This implies that T
(x)
e(ξ) is a decomposable vector. This together
with Proposition 2.1 and Remark 3.1 implies that
D(x) = {λT
(x)
e(ξ) : λ ∈ C\{0}, ξ ∈ Ker(V
∗
x )}.
Noting that product of ”exponential” vectors is again an ”exponential” vector, we obtain
the following.
Proposition 3.2 Let V be an isometric representation on a Hilbert space H. Then the
CCR flow αV associated to V on B(Γ(H)) is decomposable.
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Fix a decomposable E0-semigroup α for the remainder of this section. We proceed
towards proving the existence of e-logarithm. We imitate Arveson. The first step in
this direction is to address the existence of left coherent sections. For x ∈ P , define an
equivalence relation on D(x) by identifying two vectors if they are scalar multiples of
each other and denote the set of equivalence classes by ∆(x). Then ∆ :=
∐
x∈P
∆(x) is a
”path space” over P . For u ∈ D(x), we denote the equivalence class in ∆(x) by u˙.
Proposition 3.3 Let a ∈ Ω and e ∈ D(a) be of norm one. Then there exists a left
coherent section (ex)x∈P of decomposable vectors of norm one such that ea = e.
Proof. For n ≥ 1, let En = {x ∈ P : 0 ≤ x ≤ na}. Note that En is increasing and by
the Archimedean property, we have
⋃∞
n=1En = P . Note that for every n, e˙
n ∈ ∆(na).
Thus for x ∈ En, we have unique elements
˙
e
(n)
x ∈ ∆(x) and
˙
f
(n)
x ∈ ∆(na − x) such that
e˙n =
˙
e
(n)
x
˙
f
(n)
x . It is routine to verify that {
˙
e
(n)
x : n ≥ 1, x ∈ En} patches together to define
a well defined left coherent section (e˙x)x∈P of ∆ such that e˙a = e˙. For each x ∈ P , choose
a representative ex of e˙x of norm one such that ea = e. Then (ex)x∈P is the desired left
coherent section. This completes the proof. ✷
Lemma 3.4 Let (xn) be a sequence in P . Consider a sequence (un), (vn) of decomposable
vectors of norm one such that un, vn ∈ D(xn). Suppose that (xn) decreases to 0 i.e.
xn+1 ≤ xn and xn → 0. Assume that (un) and (vn) are left coherent i.e. there exists
u˜n, v˜n ∈ D(xn − xn+1) such that un = un+1u˜n and vn = vn+1v˜n. Then |〈un|vn〉| → 1.
Proof. Choose a ∈ Ω such that xn < a for every n. Pick an element w ∈ D(a− x1) and
set e := u1w ∈ D(a). For x ≤ a, choose ex ∈ D(x) of unit norm such that ex is a left
divisor of e. We can arrange in a such a way that exn = un. Similary, for x ≤ a, choose
fx ∈ D(x) of unit norm such that fx is a left divisor of f := v1w and fxn = vn. We claim
that there exists a subsequence of (|〈un|vn〉|)n≥1 which converges to 1.
For every k, 0 < a
k
. Hence there exists a subsequence (xnk) such that xnk <
a
k
. Note
that unk is a left divisor of eak and both have norm 1. Similarly, vnk is a left divisor of
fa
k
. Hence
|〈ea
k
|fa
k
〉| ≤ |〈unk|vnk〉| ≤ 1.
By Theorem 6.1.1 of [9], we have |〈ea
k
|fa
k
〉| → 1. Now the above inequality implies that
|〈unk|vnk〉| → 1. This proves our claim.
Repeating the above argument for a subsequence for |〈un|vn〉|, we conclude that
every subsequence of |〈un|vn〉| has a further subsequence which converges to 1. Hence
|〈un|vn〉| → 1. The proof is now complete. ✷.
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Lemma 3.5 Let (xn) be a sequence in Ω such that xn converges to 0. Then there exists
a subsequence (xnk) which decreases to 0.
Proof. Choose a ∈ Ω. Since 0 < a, there exists xn1 such that xn1 < a. Define xnk
inductively as follows: Note that 0 < xnk−1 and 0 <
a
k
. Hence there exists xnk such that
xnk < xnk−1 and xnk <
a
k
. It is now clear that (xnk) decreases to 0. This completes the
proof. ✷
Let us recall the notion of a dual cone. For details, we refer the reader to [11]. The
dual of P denoted P ∗ is defined by
P ∗ := {y ∈ Rd : 〈x|y〉 ≥ 0, ∀x ∈ P}.
It is well known that P ∗ is pointed and spanning. Moreover the dual of P ∗ is P . The
cone P is said to be polyhedral if there exists v1, v2, · · · , vk ∈ R
d such that
P = {
k∑
i=1
rivi : ri ≥ 0}.
Farkas’ theorem states that if P is polyhedral, then the dual P ∗ is also polyhedral (See
Page 11 of [12]).
Lemma 3.6 Suppose that P is polyhedral. Let (zn) be a sequence in P which conveges
to 0. Then there exists a subsequence (znk) which decreases to 0.
Proof. Let v1, v2, · · · , vℓ ∈ P
∗ be such that P ∗ = {
∑ℓ
i=1 rivi : ri ≥ 0}. Choose a
subsequence (znk) such that for every i = 1, 2, · · · , ℓ, 〈znk |vi〉 decreases to 0. Let v ∈ P
∗
be given. Write v =
∑ℓ
i=1 rivi with ri ≥ 0. It is clear that 〈znk |v〉 decreases to 0. This
implies that for every k and v ∈ P ∗, 〈znk − znk+1|v〉 ≥ 0. Since the dual of P
∗ is P ,
it follows that znk+1 − znk ∈ P . Consequently, the sequence (znk) decreases to 0. This
completes the proof. ✷
Remark 3.7 Lemma 3.6 is not true in general as the following example shows. Let V
be a finite dimensional real inner product space of dimension atleast 2. Denote the space
of symmetric operators on V by S(V ) and the cone of positive operators on V by P(V ).
Then P(V ) is indeed a closed spanning cone in S(V ). Moreover P(V ) is pointed. Choose
a sequence (vn) ∈ V of unit vectors such that vm is not a scalar multiple of vn if m 6= n.
Denote the orthogonal projection onto span{vn} by Pn. Set zn =
1
n
Pn. Note that zn → 0.
It is not difficult to see that no subsequence of zn is decreasing.
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Proposition 3.8 Let (xn) be a sequence in P and a ∈ Ω. Suppose that (xn)→ a. Then
there exists a subsequence (xnk) and a sequence (tnk) of positive real numbers such that
the following holds.
(1) The sequence (tnk)→ 1.
(2) If we set znk = xnk − tnka then znk ∈ P and decreases to 0.
Proof. With no loss of generality, we can assume that xn ∈ Ω.
Step 1: First we prove the statement assuming that P is polyhedral. Denote the
boundary of P by ∂(P ). Prop. 2.3 of [2] implies that the map
∂(P )× (0,∞) ∋ (z, t)→ z + ta ∈ Ω
is a homeomorphism. Hence there exists (zn) ∈ ∂(P ) and tn ∈ (0,∞) such that zn → 0
and tn → 1 with xn = zn+ tna. The desired conclusion is immediate if we apply Lemma
3.6 to the sequence (zn).
Step 2: Next we consider the situation when P is not necessarily polyhedral. Choose
a basis v1, v2, · · · , vd of R
d and set vd+1 := −
∑d
i=1 vi. Let k be a large natural number
such that for every i = 1, 2, · · · , d + 1, a + 1
k
vi ∈ Ω. This is possible as Ω is open and
a ∈ Ω. For i = 1, 2, · · · , d+ 1, set v˜i = a +
1
k
vi. Define
Q := {
d+1∑
i=1
riv˜i : ri ≥ 0}.
Note that {v˜i : i = 1, 2 · · · , d+1} spans R
d. Thus Q is spanning. Moreover Q is pointed
as Q is contained in P . Observe that the equality a :=
∑d+1
i=1
1
d+1
v˜i implies that a is in
the interior of Q. Eventually, xn lies in the interior of Q. The desired conclusion follows
by applying Step 1 to the sequence (xn) lying in the polyhedral cone Q. This completes
the proof. ✷
The main theorem that allows us to construct the e-logarithm is the following.
Theorem 3.9 Let (ux)x∈P and (vx)x∈P be two left coherent sections of decomposable
vectors with unit norm. Then the map Ω ∪ {0} ∋ x→ |〈ux|vx〉| ∈ C is continuous.
Proof. Denote the propagators of (ux)x∈P by {u(y, x) : 0 ≤ y ≤ x} and the propagators
of (vx)x∈P by {v(y, x) : 0 ≤ y ≤ x}.
First we consider continuity at an interior point. Fix a ∈ Ω and let (xn) be a sequence
in Ω such that (xn)→ a. We show that there exists a subsequence of (|〈uxn|vxn〉|) which
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converges to |〈ua|va〉|. Choose a subsequence (xnk) and a sequence (tnk) as in Prop. 3.8.
Set x˜k := xnk , sk := tnk and yk := x˜k − ska. Then (yk) decreases to 0 and sk → 1.
For k = 1, 2, · · · , let uk(s) = u(yk, yk + sa) and vk(s) = v(yk, yk + sa). Then uk and
vk are left coherent sections of decomposable vectors with unit norm in the 1-parameter
product system {E(sa) : s ≥ 0}. Define fk : [0,∞)→ C by
fk(t) = |〈uk(t)|vk(t)〉| = |〈u(yk, yk + ta)|v(yk, yk + ta)〉|.
Theorem 6.1.3 of [9] asserts that for every k, fk is continuous. Let f : [0,∞) → C be
defined by f(t) = |〈u(0, ta)|v(0, ta)〉|. A similar reasoning implies that f is continuous.
We claim that fk converges pointwise to f . Fix t ≥ 0. Observe that
u(0, ta)u(ta, yk + ta) = u(0, yk + ta)
= u(0, yk)u(yk, yk + ta).
A similar equation holds for v. Thus we have
|〈uta|vta〉||〈u(ta, yk+ ta)|v(ta, yk+ ta)〉| = |〈uyk|vyk〉||〈u(yk, yk+ ta)|v(yk, yk+ ta)〉|. (3.2)
By Lemma 3.4, it follows that |〈u(ta, yk+ ta)|v(ta, yk+ ta)〉| → 1 and |〈uyk|vyk〉| → 1.
Now Eq. 3.2 implies that fk(t)→ f(t). This proves our claim.
Let ǫk = |〈u(yk+1, yk)|v(yk+1, yk)〉|. By Cauchy-Schwarz inequality, it follows that
ǫk ≤ 1. Note that ǫk =
|〈uyk |vyk 〉|
|〈uyk+1 |vyk+1〉|
. By Lemma 3.4, it follows that ǫk → 1. By passing
to a subsequence, if necessary, we can assume that | log(ǫk)| <
1
2k
. Define ǫ˜k = e
− 1
k . Note
that there exists N such that for k ≥ N ,
ǫ˜k
ǫ˜k+1
≤ ǫk. (3.3)
For k ≥ 1, set gk := ǫ˜kfk. We claim that for every t ∈ [0,∞), (gk(t))
∞
k=N is an increasing
sequence. Fix t ≥ 0. Calculate as follows to note that
ǫkfk(t) = |〈u(yk+1, yk)|v(yk+1, yk)〉||〈u(yk, yk + ta)|v(yk, yk + ta)〉|
= |〈u(yk+1, yk + ta)|v(yk+1, yk + ta)〉|
= |〈u(yk+1, yk+1 + ta)u(yk+1 + ta, yk + ta)|v(yk+1, yk+1 + ta)v(yk+1 + ta, yk + ta)〉|
= |〈u(yk+1, yk+1 + ta)|v(yk+1, yk+1 + ta)〉||〈u(yk+1 + ta, yk + ta)|v(yk+1 + ta, yk + ta)〉|
≤ fk+1(t)||u(yk+1 + ta, yk + ta)||||v(yk+1 + ta, yk + ta)||
≤ fk+1(t).
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The above calculation together with Eq. 3.3 implies that for k ≥ N , gk(t) ≤ gk+1(t) for
every t ∈ [0,∞). Also observe that since ǫ˜k → 1, it follows that gk converges pointwise to
f . By Dini’s theorem, we conclude that gk converges to f uniformly on compact subsets
of [0,∞). As a consequence, we obtain that fk converges uniformly to f on compact
subsets of [0,∞).
Calculate as follows to observe that
|〈uxnk |vxnk 〉| = |〈u(0, yk)u(yk, yk+ska)|v(0, yk)v(yk, yk+ska)〉| = |〈uyk|vyk〉|fk(sk). (3.4)
Lemma 3.4 implies that |〈uyk|vyk〉| → 1. The uniform convergence of fk to f on compact
sets implies that fk(sk) → f(1) = |〈ua|va〉|. From Eq. 3.4, we have that the sequence
|〈uxnk |vxnk 〉| → |〈ua|va〉|.
By repeating the argument for a subsequence of |〈uxn|vxn〉|, we conclude that every
subsequence of |〈uxn|vxn〉| has a further subsequence which converges to |〈ua|va〉|.
Continuity at the origin is easier. Let (xn) be a sequence in Ω such that (xn)→ 0. Use
Lemma 3.5 to choose a subsequence (xnk) which decreases to 0. Then Lemma 3.4 implies
that |〈uxnk |vxnk 〉| → 1. Thus (|〈uxn|vxn〉|) has a subsequence which converges to 1. By our
usual argument i.e. by repeating the above argument for a subsequence of (|〈uxn|vxn〉|),
we conclude that every subsequence of (|〈uxn|vxn〉) has a further subsequence which
converges to 1. Thus (〈uxn|vxn〉)→ 1. This completes the proof. ✷
Let D denote the set of left coherent sections of decomposable vectors with unit norm.
Consider an element e = (ex)x∈P ∈ D. Denote by D
e the set of left coherent sections of
decomposable vectors (ux)x∈P satisfying the equation 〈ux|ex〉 = 1 for every x ∈ P .
Lemma 3.10 Let u, v ∈ De be given. Then we have the following.
(1) The map Ω ∪ {0} ∋ x → ||ux|| ∈ (0,∞) is continuous and increasing with respect
to the order induced by P . Moreover ||ux|| ≥ 1 for every x ∈ Ω ∪ {0}.
(2) The map Ω ∪ {0} ∋ x→ 〈ux|vx〉 ∈ C is continuous.
Proof. The conclusion of (1) follows by applying the argument outlined in Lemma 6.3.3
of [9] and by making use of Theorem 3.9.
Let (xn) be a sequence in Ω such that (xn)→ a ∈ Ω. Without loss of generality, we
can assume that xn < 2a. We show that there exists a subsequence of (〈uxn|vxn〉) which
converges to 〈ua|va〉. Choose a sequence of real numbers (tn) such that 2 > tn > 1 and
tn → 1. For every k, a < tka. Thus there exists a subsequence (xnk) such that xnk < tka.
Arguing as in Theorem 6.3.4 of [9], we obtain the following estimate
|〈uxnk |vxnk 〉− 〈utka|vtka〉| ≤ ||u2a||||v2a||
√
(||utka||
2 − ||uxnk ||
2)(||vtka||
2 − ||vxnk ||
2). (3.5)
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Eq. 3.5 and Part (1) of this Lemma implies that 〈uxnk |vxnk 〉 − 〈utka|vtka〉 → 0. Theorem
6.3.4 of [9] implies that 〈utka|vtka〉 → 〈ua|va〉. Hence a subsequence of (〈uxn|vxn〉) con-
verges to 〈ua|va〉. Repeating the same argument again for a subsequence of (〈uxn|vxn〉),
we deduce that every subsequence of (〈uxn|vxn〉) has a further subsequence which con-
verges to 〈ua|va〉. This implies that 〈uxn|vxn〉 → 〈ua|va〉.
Continuity at the origin follows from the following estimate. For x ∈ Ω,
|〈ux|vx〉 − 1| = |〈ux − ex|vx − ex〉|
≤ ||ux − ex||||vx − ex||
≤
√
||ux||2 − 1
√
||vx||2 − 1.
This completes the proof. ✷
With Lemma 3.10 in hand, we can define the e-logarithm. Restrict the path space ∆
which is apriori defined over P to the subsemigroup Ω which we again denote by ∆. Let
∆(2) := {(x, u˙, v˙) : x ∈ Ω, u, v ∈ D(x)}.
Let us recall Arveson’s notion of continuity for functions defined on ∆. Consider a
function φ : ∆ → C. We say that φ is continuous if for every left coherent section
(ux)x∈P of decomposable vectors, the map Ω ∋ x→ φ(x, u˙x) ∈ C is continuous. We say
that φ vanishes at the origin if for every left coherent section (ux)x∈P , limx→0 φ(x, u˙x) = 0.
We make similar definitions for functions defined on ∆(2).
Theorem 3.11 Let e = (ex)x∈P ∈ D be given. Then there exists a unique continuous
function Le : ∆(2) → C which vanishes at the origin and for x ∈ Ω and u, v ∈ D(x),
eL
e(x,u˙,v˙) =
〈u|v〉
〈u|ex〉〈ex|v〉
.
Suppose f = (fx)x∈P is another element in D. Denote the corresponding continuous
function defined on ∆(2) by Lf . Then there exists a continuous function φ : ∆→ C that
vanishes at the origin such that
Lf (x, u˙, v˙) = Le(x, u˙, v˙) + φ(x, u˙) + φ(x, v˙) (3.6)
for x ∈ Ω and u, v ∈ D(x).
Proof. We merely give a sketch of the proof as the proof is essentially the same as that of
Theorem 6.4.2 of [9]. Fix a ∈ Ω and u, v ∈ D(a). By Prop. 3.3, there exists left coherent
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sections (ux)x∈P and (vx)x∈P of decomposable vectors such that ua = u and va = v. By
Lemma 3.10, it follows that the map
Ω ∪ {0} ∋ x→
〈ux|vx〉
〈ux|ex〉〈ex|vx〉
∈ C\{0}
is continuous and takes value 1 at x = 0. Note that Ω∪ {0} is a contractible topological
space. Thus there exists a unique continuous function l : Ω∪{0} → C such that l(0) = 0
and
el(x) =
〈ux|vx〉
〈ux|ex〉〈ex|vx〉
.
Set Le(a, u˙, v˙) := l(a). The well-definedness of Le and the other conclusions follow as in
Theorem 6.4.2 of [9] by making repeated use of Theorem 3.9 and Lemma 3.10. ✷
Remark 3.12 Fix e = (ex)x∈P ∈ D. Let a ∈ Ω be given. Note that e˜ := {eta}t>0 is
left coherent section of the one parameter product system {E(ta) : t > 0}. Let Le˜ be
the e-logarithm corresponding to e˜ associated to the 1-parameter decomposable product
system {E(ta) : t > 0}. It is clear from the definitions that for u, v ∈ D(a),
Le(a, u, v) = Le˜(1, u, v).
An immediate consequence of the above equation and Theorem 6.5.1. of [9] is that for
every a ∈ Ω, the map
D(a)×D(a)→ Le(a, u˙, v˙) ∈ C
is positive definite.
Fix e = (ex)x∈P ∈ D and let L
e be the corresponding e-logarithm. There is a small
subtlety involved in proving the additivity of Le
Proposition 3.13 Fix a ∈ Ω. Then there exists a continuous function ψa : ∆ → C
which vanishes at the origin such that for u1, u2 ∈ D(a), b ∈ Ω and v1, v2 ∈ D(b),
Le(a+ b, u1v1, u2v2)− L
e(a, u1, u2)− L
e(b, v1, v2) = ψa(b, v1) + ψa(b, v2).
Proof. Let {e(y, x) : 0 ≤ y ≤ x} be the propagators of e. By making an appeal to
Theorem 3.9 and Lemma 3.10, construct a continuous function ψa that vanishes at the
origin, as in Prop. 6.4.5 of [9], such that
eψa(x,u˙) =
|〈e(a, a+ x)|ex〉|〈u|ex〉
〈u|e(a, a+ x)〉〈e(a, a+ x)|ex〉
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for x ∈ Ω and u ∈ D(x).
Fix u1, u2 ∈ D(a). Let b ∈ Ω and v1, v2 ∈ D(b) be given. Choose left coherent
sections (v
(1)
x )x∈P and (v
(2)
x )x∈P such that v
(1)
b = v1 and v
(2)
b = v2. For 0 ≤ t ≤ 1, let
L(t) = Le(a + tb, u1v
(1)
tb , u2v
(2)
tb )− L
e(a, u1, u2)− L
e(tb, v
(1)
tb , v
(2)
tb )
R(t) = ψa(tb, v
(1)
tb ) + ψa(tb, v
(2)
tb ).
We claim that L is continuous on [0, 1] and vanishes at the origin.
Choose left coherent sections w(1) and w(2) such that w
(1)
a+b = u1v
(1)
b and w
(2)
a+b = u2v
(2)
b .
1 Note that for for i = 1, 2 and 0 ≤ x ≤ b, w
(i)
a+x and uiv
(i)
x are scalar multiples of each
other. Hence for 0 ≤ t ≤ 1,
L(t) = Le(a+ tb, w
(1)
a+tb, w
(2)
a+tb)− L
e(a, u1, u2)− L
e(tb, v
(1)
tb , v
(2)
tb ).
It is now clear that L is continuous on [0, 1] and vanishes at 0. A routine calculation
reveals that eL(t) = eR(t). Also R is continuous on [0, 1] and vanishes at 0. Hence
L(1) = R(1) and the desired conclusion follows. The proof is now complete. ✷
4 Injectivity of the CCR construction
Let us recall Arveson’s construction of an isometric representation associated to a de-
composable E0-semigroup. Fix a decomposable E0-semigroup α = {αx}x∈P and denote
its product system by E := {E(x)}x∈P . Let ∆ be the associated path space over Ω.
Let e := (ex)x∈P be a left coherent section of decomposable vectors of unit norm. The
e-logarithm associated to the section e is denoted by Le.
(1) For a ∈ Ω, let Ha be the Hilbert space obtained as follows: Let C0∆(a) be the set
of all finitely supported functions on ∆(a) whose sum is zero. Define a positive
semi-definite inner product on C0∆(a) by the following formula:
〈f |g〉 =
∑
u,v∈∆(a)
f(u)g(v)Le(a, u, v)
for f, g ∈ C0∆(a). Note that in view of Eq. 3.6, the sesquilinear form defined above
is independent of the chosen section e. Then the Hilbert space Ha is obtained by
1This is where the subtle point lies. The author does not know how to construct explicitly such left
coherent sections which is why one needs to include the axiom D(x)D(y) ⊂ D(x + y) in the definition
of a decomposable E0-semigroup. The left coherent sections w
(i) are guaranteed by the defining axiom
D(x)D(y) ⊂ D(x+ y).
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completing the genuine inner product space that results from C0∆(a) after passing
to the quotient of C0∆(a) by the subspace of null vectors. For u ∈ ∆(a), let δu
be the characteristic function at u. For u, v ∈ ∆(a), the difference δu − δv ∈ Ha is
denoted by [u]− [v].
(2) Let a, b ∈ Ω be such that a < b. Choose f ∈ D(b− a). The map
Ha ∋ [u]− [v]→ [uf ]− [vf ] ∈ Hb
defines an isometry which is independent of the chosen element f . We denote this
isometry by V (b, a). Let H∞ be the inductive limit of the Hilbert spaces Ha where
we embedd Ha inside Hb via V (b, a) if a < b. For u, v ∈ D(a), the image of [u]− [v]
in H∞ under the natural embedding of Ha in H∞ will again be denoted by [u]− [v].
(3) Fix a ∈ Ω. Choose f ∈ D(a). The maps Hb ∋ [u] − [v] → [fu] − [fv] ∈ Ha+b
patch up and induce an isometry on H∞. Moreover the isometry thus obtained
is independent of the chosen element f . We denote this isometry by Va. Then
(Va)a∈Ω forms a semigroup of isometries.
It is clear that the semigroup of isometries (Va)a∈Ω, up to unitary equivalence, depends
only on the cocycle conjugacy class of α. In other words, the isometric representation
V = (Va)a∈Ω is a cocycle conjugacy invariant.
Proposition 4.1 With the foregoing notations, we have the following.
(1) The Hilbert space H∞ is separable.
(2) The semigroup of isometries (Va)a∈Ω is strongly continuous.
(3) The representation V := (Va)a∈Ω is pure i.e.
⋂
a∈Ω VaH = {0}.
Proof. Fix a ∈ Ω. Let K∞ be the Hilbert space obtained via the above process applied to
the one parameter product system {E(ta) : t > 0} and (Kt)t>0 be the constituent Hilbert
spaces. Denote the 1-parameter isometric representation obtained for the product system
{E(ta) : t > 0} by (Wt)t>0. By Remark 3.12, it follows that for every n ≥ 1, the map
Hna ∋ [u]− [v]→ [u]− [v] ∈ Kn
is an isometry. Hence Hna is separable for every n ≥ 1. The Archimedean property
states that {na : n ≥ 1} is cofinal in Ω. Hence H∞ is the inductive limit of the Hilbert
spaces (Hna)
∞
n=1. This implies that H∞ is separable.
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Moreover, we can view H∞ as a subspace of K∞ and the restriction of Wt to H∞ is
Vta. From the one parameter assertion, it follows that
⋂
t>0
VtaH∞ = {0}. But note that by
the Archimedean property, we have
⋂
b∈Ω
VbH∞ =
⋂
t>0
VtaH∞ = 0. Hence the representation
(Vb)b∈Ω is pure.
In view of Theorem 10.8.1 of [13], it suffices to verify the strong continuity of the
map (0,∞) ∋ t → Vta. This follows as above from the one parameter assertion. This
completes the proof. ✷
We provide a proof of the fact that isometric representations which are strongly
continuous along each ray is strongly continuous in the following proposition which is
based on a simple dilation argument.
Proposition 4.2 Let V := (Vx)x∈Ω be a semigroup of isometries on a separable Hilbert
space H. Suppose that for a ∈ Ω and ξ ∈ H, the map
(0,∞) ∋ t→ Vtaξ ∈ H
is continuous. Then for ξ ∈ H, the map Ω ∋ x→ Vxξ ∈ H is continuous.
2
Proof. Step 1: First consider the case of a unitary representation. Let U := (Ux)x∈Ω be
a semigroup of unitaries on H satisfying the hypothesis of the proposition. Let z ∈ Rd
be given. Write z = x− y with x, y ∈ Ω. Set U˜z = UxU
∗
y . It is straightforward to verify
that U˜z is well defined and (U˜z)z∈Rd is a group of unitaries. We leave it to the reader to
convice himself/herself that for z ∈ Rd and ξ ∈ H, the map
R ∋ t→ U˜tzξ ∈ H
is continuous. Using the fact that Rd has a finite basis, it is routine to prove that for
ξ ∈ H, the map Ω ∋ x→ U˜xξ ∈ H is continuous.
Step 2: Let V = (Vx) be a semigroup of isometries satisfying the hypothesis of the
proposition. Let (U,K) be the ”minimal” unitary dilation 3 of V i.e. K is a Hilbert space
containing H as a closed subspace such that
(1) for a ∈ Ω, Ua is a unitary operator on K.
(2) the union
⋃
a∈Ω
U∗aH = K ( this is the minimality condition), and
2 The reason for the inclusion of this proposition is because I am unable to understand the proof
outlined in [13].
3Such a dilation is guaranteed by an inductive limit construction.
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(3) for ξ ∈ H and a ∈ Ω, Uaξ = Vaξ.
From the minimality condition, the hypothesis of the proposition and the fact that
addition on Ω is abelian, it follows that for ξ ∈ H, a ∈ Ω, the map
(0,∞) ∋ t→ Utaξ
is continuous. Now (3) together with Step 1 yields the desired conclusion. This completes
the proof. ✷
Let V := (Vx)x∈P be a pure isometric representation on a separable Hilbert space H.
Denote the CCR flow associated to V acting on the algebra of bounded operators on the
symmetric Fock space Γ(H) by αV = {αx}x∈P . Let E := {E(x)}x∈P be the associated
product system. For a ∈ Ω and ξ ∈ Ker(V ∗a ), let T
(a)
e(ξ) be the exponential vectors defined
on Γ(H). Recall that
T
(a)
e(ξ)e(η) = e(ξ + Vaη)
for ξ ∈ Ker(V ∗a ) and a ∈ Ω. Note that
(1) for a, b ∈ Ω and ξ ∈ Ker(V ∗a ), T
(a+b)
e(ξ) = T
(a)
e(ξ)Γ(Vb), and
(2) for a, b ∈ Ω and ξ ∈ Ker(V ∗a ), T
(a+b)
e(Vbξ)
= Γ(Vb)T
(a)
e(ξ).
Let V˜ := (V˜a)a∈Ω be the semigroup of isometries constructed out of the decomposable
E0-semigroup α
V . Denote the Hilbert space on which V˜ acts by H∞.
Proposition 4.3 With the foregoing notations, we have the following. There exists a
unitary U : H → H∞ such that
UVaU
∗ = V˜a
for every a ∈ Ω.
Proof. Note that for a ∈ Ω, the set of decomposable vectors in E(a) is given by
D(a) := {λT
(a)
e(ξ) : λ ∈ C\{0}, ξ ∈ Ker(V
∗
a )}.
For x ∈ P , let ex = Γ(Vx). Then e := (ex)x∈P is a left coherent section of decomposable
vectors of norm 1. It follows from definition that
Le(a, T
(a)
e(ξ), T
(a)
e(η)) = 〈ξ|η〉
for a ∈ Ω and ξ, η ∈ Ker(V ∗a ).
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Calculate as follows to observe that for a, b ∈ Ω, ξ ∈ Ker(V ∗a ) and η ∈ Ker(V
∗
b ),〈
[T
(a)
e(ξ)]− [T
(a)
e(0)]
∣∣∣[T (b)e(η)]− [T (b)e(0)]
〉
=
〈
[T
(a)
e(ξ)Γ(Vb)]− [T
(a)
e(0)Γ(Vb)]
∣∣∣[T (b)e(η)Γ(Va)]− [T (b)e(0)Γ(Va)]
〉
=
〈
[T
(a+b)
e(ξ) ]− [T
(a+b)
e(0) ]
∣∣∣[T (a+b)e(η) ]− [T (a+b)e(0) ]
〉
= Le(a+ b, T
(a+b)
e(ξ) , T
(a+b)
e(η) )− L
e(a + b, T
(a+b)
e(ξ) , T
(a+b)
e(0) )
− Le(a+ b, T
(a+b)
e(0) , T
(a+b)
e(η) ) + L
e(a+ b, T
(a+b)
e(0) , T
(a+b)
e(0) )
= 〈ξ|η〉.
Note that
⋃
a∈ΩKer(V
∗
a ) is total in H (for the representation V is pure), and the set
{[T
(a)
e(ξ)] − [T
(a)
e(0)] : a ∈ Ω, ξ ∈ Ker(V
∗
a )} is total in H∞. Hence the previous calculation
implies that there exists a unique unitary U : H → H∞ such that for a ∈ Ω, ξ ∈ Ker(V
∗
a ),
Uξ = [T
(a)
e(ξ)]− [T
(a)
e(0)].
We claim that U intertwines V and V˜ . Let a ∈ Ω be given. Fix b ∈ Ω and ξ ∈
Ker(V ∗b ). Calculate as follows to observe that
UVaξ = [T
(a+b)
e(Vaξ)
]− [T
(a+b)
e(0) ]
= [Γ(Va)T
(b)
e(ξ)]− [Γ(Va)T
(b)
e(0)]
= V˜a([T
(b)
e(ξ)]− [T
(b)
e(0)])
= V˜aUξ.
Since
⋃
b∈Ω
Ker(V ∗b ) is dense in H, it follows that UVaU
∗ = V˜a for every a ∈ Ω. ✷
We can state our main theorem which is an immediate consequence of Prop. 4.3.
Theorem 4.4 Let V and W be pure isometric representations of P . Denote the CCR
flows associated to V and W by αV and αW respectively. Then the following are equiva-
lent.
(1) The CCR flows αV and αW are cocycle conjugate.
(2) The isometric representations V and W are unitarily equivalent.
Theorem 4.4 gives a more conceptual explanation of the result obtained in [2]. Let us
quickly recall the main result of [2]. By a P -module, we mean a non-empty proper closed
subset of Rd say A which is P -invariant i.e. P + A ⊂ A. Fix k ∈ {1, 2 · · · , } ∪ {∞} and
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let K be a Hilbert space of dimension k. For x ∈ P , let Vx be the isometry on L
2(A,K)
defined as follows: for f ∈ L2(A,K),
Vx(f)(y) :=


f(y − x) if y − x ∈ A,
0 if y − x /∈ A.
(4.7)
Then (Vx) is an isometric representation of P which we denote by V
(A,k) and we denote
the corresponding CCR flow by α(A,k).
The main result obtained in [2] is the following. Let A1, A2 be two P -modules and
k1, k2 ∈ · · · {1, 2, · · · , } ∪ {∞} be given. Then the following are equivalent.
(1) The CCR flows α(A1,k1) and α(A2,k2) are cocycle conjugate.
(2) The modules A1 and A2 are translates of each other and k1 = k2.
In [2], the equivalence between (1) and (2) was established using groupoid machinery
after a careful analysis of associated gauge groups and after overcoming two problems
regarding the unitary groups of von Neumann algebras. (See Section 4 of [2]). Now there
is a more efficient way of achieving the equivalence between (1) and (2). Let us consider
a third statement
(3) The representations V (A1,k1) and V (A2,k2) are unitarily equivalent.
Theorem 4.4 asserts that (1) and (3) are equivalent. It is clear that (2) implies (3).
The point we wish to stress is that it is only in the proof of (3) =⇒ (2) that we need
groupoids.
Keep the foregoing notations. Suppose (3) holds. Assume that A1 is not a translate
of A2. The calculation carried out in Prop. 4.7 of [2] asserts that V
(A1,k1) and V (A2,k2) are
disjoint which is a contradiction. Consequently, A1 and A2 are translates of each other.
By Corollary 3.4 of [2], we have that for i = 1, 2, the commutant of the von Neumann
algebra generated by {V
(Ai,ki)
x : x ∈ P} is of the formMi⊗B(Ki) where Mi is an abelian
von Neumann algebra. Choose an isomorphism say φ : M1 ⊗ B(K1) → M2 ⊗ B(K2).
Suppose k1 > k2. Consider a character χ of the commutative C
∗-algebra M2. Then the
map
B(K1) ∋ T → (χ⊗ 1)(φ(T )) ∈ B(K2)
is a non-zero ∗-homomorphism which is a contradiction since B(K1) does not admit a
non-zero representation on a Hilbert space whose dimension is strictly less than dim(K1).
Hence k1 ≤ k2. By symmetry, it follows that k2 ≤ k1 and thus k1 = k2. This completes
the proof.
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5 Local cocycles for CCR flows
In the one parameter case, unitary local cocycles and positive contractive local cocyles
for CCR flows were computed by Arveson ([4]) and Bhat ([10]) respectively. The analysis
once again relies on the fact that there are enough units for one parameter CCR flows.
The situation in the higher dimensional case is different and the examples that we
know so far admits only unit. However with the explicit knowledge of decomposable
vectors and e-logarithm in hand, we could compute the local cocycles of multiparameter
CCR flows. In this section, as an application of our construction, we derive a formula
for the positive contractive local cocyles of a CCR flow associated to a pure isometric
representation. The local unitary cocyles were already computed in [1].
Let us recall the definition of a local cocycle.
Definition 5.1 Let α := {αx}x∈P be an E0-semigroup on B(H). A family C := {Cx}x∈P
of bounded operators on H is said to be a local cocycle for α if
(1) the map P ∋ x→ Cx ∈ B(H) is weakly continuous and C0 = Id,
(2) for x, y ∈ P , we have the cocycle condition Cx+y = Cxαx(Cy), and
(3) for x ∈ P , Cx ∈ αx(B(H))
′
.
The local cocycle {Cx}x∈P is said to be a unitary (contractive, positive, projective) local
cocycle if each Cx is unitary (contractive, positive, projective).
Remark 5.2 A theorem of Powers which asserts that E-semigroups subordinate to a
given E0-semigroup α are in one-one correspondence with the set of projective local cocy-
cles of α stays true in the multiparameter context as well. Similarly, positive contractive
local cocycles are in one-one correspondence with quantum dynamical semigroups which
are dominated by the given E0-semigroup. For more details, we refer the reader to [20]
and [10].
Let α := {αx}x∈P be an E0-semigroup and let C := {Cx}x∈P be a family of bounded
operators on H such that Cx ∈ αx(B(H))
′
. Denote the product system associated to α
by E := {E(x)}x∈P . For x ∈ P , define θx : E(x)→ E(x) by
θx(T ) = CxT (5.8)
for T ∈ E(x). Note that θx is well defined and ||θx|| = ||Cx||. It is routine to verify
that the cocycle condition Cxαx(Cy) = Cx+y is equivalent to the following condition: for
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x, y ∈ P , T ∈ E(x) and S ∈ E(y), θx+y(TS) = θx(T )θy(S). In other words, {Cx}x∈P
satisfies the cocycle condition if and only θ := {θx}x∈P is a morphism of the product
system E. One consequence of seeing local cocycles this way is that the adjoint of a local
cocycle is again a local cocycle.
Proposition 5.3 Let α := {αx}x∈P be an E0-semigroup on B(H) and C := {Cx}x∈P
be a family of bounded operators on H satisfying Conditions (2) and (3) with C0 = Id.
Assume that for some a ∈ Ω, Ca 6= 0. Suppose in addition that we have the following
measurability hypothesis i.e.
(1)
′
for ξ, η ∈ H, the map P ∋ x→ 〈Cxξ|η〉 ∈ C is measurable.
Then C := {Cx}x∈P is a local cocycle i.e. it satisfies Condition (1) of Defn. 5.1.
Proof. Let θ := {θx}x∈P be the morphism, given by Eq. 5.8, corresponding to {Cx}x∈P of
the associated product system E. Observe that if we identify the Hilbert space E(x+ y)
with the tensor product E(x) ⊗ E(y), then θx+y = θx ⊗ θy. Hence ||θx+y|| = ||θx||||θy||
for x, y ∈ P . For x ∈ P , let f : P → [0,∞) be defined by
f(x) = ||θx|| = ||Cx||
for x ∈ P . Then f(x+y) = f(x)f(y) for x, y ∈ P and f(na) 6= 0 for every n ≥ 1. By the
Archimedean property, it follows that f(x) 6= 0 for every x ∈ P . Also f is measurable.
Hence there exists λ ∈ Rd such that f(x) = e〈λ|x〉.
For x ∈ P , let C˜x = e
−〈λ|x〉Cx. Note that {C˜x}x∈P satisfies the hypothesis of the
proposition. Moreover ||C˜x|| = 1 for x ∈ P . It suffices to prove that {C˜x}x∈P is weakly
continuous. To see this, define for x ∈ P , a linear map ρx on B(H) by the formula
ρx(T ) = C˜xαx(T )
for T ∈ B(H). Then {ρx}x∈P forms a semigroup of linear maps on B(H) which is weakly
measurable. Moreover {ρx}x∈P is uniformly bounded.
We claim that
⋂
x∈Ω
ker(ρx) = {0}. Suppose that there exists A ∈ B(H) such that
ρx(A) = 0 for all x ∈ Ω. Fix x ∈ Ω. Then C˜xαx(A) = 0. But C˜x commutes with
αx(B(H)). Hence
C˜xαx(XAY ) = 0
for every X, Y ∈ B(H). Since B(H) does not have any nontrivial σ-weakly closed ideal
and C˜x 6= 0, it follows that A = 0. This proves our claim.
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By adapting the proof of Prop. 4.2 of [17], we see that for T ∈ B(H) and ξ, η ∈ H,
the map P ∋ x → 〈ρx(T )ξ|η〉 ∈ C is continuous. Taking T = Id, we obtain that for
ξ, η ∈ H, the map P ∋ x→ 〈C˜xξ|η〉 ∈ C is continuous. This completes the proof. ✷
Fix a decomposable E0-semigroup α := {αx}x∈P and let E := {E(x)}x∈P be the
associated product system. First note that if {ux}x∈P is a unit of α and {Cx}x∈P is a
local cocycle for α, then {Cxux}x∈P is a unit.
We need to know that local cocycles of α maps decomposable vectors of E to de-
composable vectors of E. This follows from the next result. Let K be a Hilbert space
of dimension k where k ∈ {1, 2, · · · , } ∪ {∞} and {St}t≥0 be the shift semigroup on
L2((0,∞),K). Denote the CCR flow associated to {St}t≥0 by α := {αt}t≥0. With the
foregoing notations, we have the following.
Proposition 5.4 Let C := {Ct}t≥0 be a local cocycle for α. Denote the morphism of
the associated product system corresponding to {Ct}t≥0 by θ := {θt}t≥0. Then for every
t ≥ 0 and ξ ∈ Ker(S∗t ), θtT
(t)
e(ξ) 6= 0 where T
(t)
e(ξ) are the exponential vectors defined by Eq.
2.1.
Proof. The notations that we use are inspired by Bhat’s notation of Theorem 7.5 of [10].
Note that for every y ∈ K, {T
(t)
e(1(0,t)⊗y)
}t≥0 is a unit. Hence there exists By ∈ K and
py ∈ C such that
θtT
(t)
e(1(0,t)⊗y)
= etpyT
(t)
e(1(0,t)⊗By)
.
Similary for every y ∈ K, there exists qy ∈ C and Cy ∈ K such that
θ∗t T
(t)
e(1(0,t)⊗y)
= etqyT
(t)
e(1(0,t)⊗Cy)
.
Fix t > 0 and ξ ∈ Ker(S∗t ) be given. Suppose that θtT
(t)
e(ξ) = 0. Let k ≥ 1 be given.
Since step functions are dense in L2((0, t),K), for every k ≥ 1, there exists nk ≥ 1,
y
(k)
1 , y
(k)
2 , · · · , y
(k)
nk ∈ K and a partition 0 = s
(k)
0 < s
(k)
1 < s
(k)
2 < · · · < s
(k)
nk = t such that
∣∣∣∣ξ −
nk∑
i=1
1
(s
(k)
i−1,s
(k)
i )
⊗ y
(k)
i
∣∣∣∣ ≤ 1
k
.
Set ξk =
∑nk
i=1 1(s(k)i−1,s
(k)
i )
⊗ y
(k)
i . For k ≥ 1 and 1 ≤ i ≤ nk, set t
(k)
i = s
(k)
i − s
(k)
i−1. Observe
that
∑nk
i=1 t
(k)
i = t. Note that as k →∞,
nk∏
i=1
T
(t
(k)
i )
e
(
1
(0,t
(k)
i
)
⊗y
(k)
i
) → T (t)
e(ξ).
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Hence as k →∞, 〈
θt
( nk∏
i=1
T
(t
(k)
i )
e
(
1
(0,t
(k)
i
)
⊗y
(k)
i
))∣∣∣e(0)〉→ 0.
Calculate as follows to observe that
〈
θt
( nk∏
i=1
T
(t
(k)
i )
e
(
1
(0,t
(k)
i
)
⊗y
(k)
i
))∣∣∣e(0)〉 =〈(
nk∏
i=1
T
(t
(k)
i )
e
(
1
(0,t
(k)
i
)
⊗y
(k)
i
))∣∣∣θ∗t e(0)
〉
=
〈( nk∏
i=1
T
(t
(k)
i )
e
(
1
(0,t
(k)
i
)
⊗y
(k)
i
))∣∣∣etq0(
nk∏
i=1
T
(t
(k)
i )
e
(
1
(0,t
(k)
i
)
⊗C0
))〉
= etq0e
∑nk
i=1 t
(k)
i 〈y
(k)
i |C0〉
= etq0e
∫ t
0 〈ξk(s)|C0〉
→ etq0e
∫ t
0
〈ξ(s)|C0〉 6= 0
which is a contradiction. Hence θt(T
(t)
e(ξ)) 6= 0. This completes the proof. ✷
Prop. 5.4 coupled with the fact that 1-parameter decomposable product systems
are isomorphic to CCR flows yields immediately the following. Let α := {αx}x∈P be
a decomposable E0-semigroup with product system E := {E(x)}x∈P . Consider a local
cocycle C := {Cx}x∈P of α. Denote the morphism of E associated to C by θ := {θx}x∈P .
Let x ∈ P be given. If u ∈ E(x) is decomposable then θx(u) is also decomposable. Thus
θ maps decomposable vectors to decomposable vectors.
Let V := (Va)a∈Ω be the isometric representation constructed in Section 4 correspond-
ing to the decomposable E0-semigroup α. We keep the notations used in the paragraphs
preceeding Prop. 4.1. Let H∞ be the Hilbert space on which V acts. Our next proposi-
tion states that local cocycles of α induces a bounded linear operator on H∞ which lies
in the commutant of the von Neumann algebra generated by {Va : a ∈ Ω}. This is the
conceptual reason behind the appearance of the commutant in the formula of the gauge
group of a CCR flow. (See Theorem 7.2 of [1]).
Let C := {Cx}x∈P be a local cocycle of α and θ := {θx}x∈P be the associated
morphism of E. Let λ ∈ Rd be such that for x ∈ P , ||θx|| = e
〈λ|x〉.
Proposition 5.5 Keep the foregoing notations. Then there exists a unique contraction
denoted θ˜ on H∞ such that
(1) for a ∈ Ω, Vaθ˜ = θ˜Va and V
∗
a θ˜ = θ˜V
∗
a , and
(2) for a ∈ Ω, u, v ∈ D(a), θ˜([u]− [v]) = [θa(u)]− [θa(v)].
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Before we take up the proof of Prop. 5.5, let us recall the following remarkable formula
due to Arveson which expresses the e-logarithm in terms of partitions. Fix a left coherent
section e := {ex}x∈P of decomposable vectors of unit norm.
Fix a ∈ Ω and let u, v ∈ D(a) be given. Let
P := {0 = t0 < t1 < t2 < · · · < tn = 1}
be a partition of the unit interval [0, 1]. Choose {ui}
n
i=1 and {vi}
n
i=1 such that for every i,
ui, vi ∈ D((ti − ti−1)a), u = u1u2 · · · , un and v = v1v2 · · · vn. Set ei = e(ti−1a, tia). Note
that
n∑
i=1
( 〈ui|vi〉
〈ui|ei〉〈ei|vi〉
− 1
)
is independent of the choice of {ui} and {vi}. Arveson’s
remarkable formula is that
Le(a, u, v) = lim
P
n∑
i=1
( 〈ui|vi〉
〈ui|ei〉〈ei|vi〉
− 1
)
(5.9)
where the limit is taken over all partitions of [0, 1]. Here the partitions are partially
ordered by the usual notion of refinement. (See Section 6.5 of [9] and Remark 3.12).
Lemma 5.6 Let u(1), u(2), · · · , u(n) ∈ D(a) be given and λ1, λ2, · · · , λn ∈ C be such that∑n
i=1 λi = 0. Then
n∑
i,j=1
λiλjL
e(a, θa(u
(i)), θa(u
(j))) ≤
n∑
i,j=1
λiλjL
e(a, u(i), u(j)).
Proof. Since the e-logarithm, (Le(a, ., .))a∈Ω is homogeneous, by replacing {θx}x∈P by
{e−〈λ|x〉θx}x∈P , we can assume that ||θx|| = 1 for every x ∈ P . By restricting attention to
the one parameter product system {E(ta) : t > 0}, we see that it is enough to consider
the case when the dimension of the cone P is 1. Thus we can take P = [0,∞) and
a = 1. But 1-parameter decomposable E0-semigroups are CCR flows and have units in
abundance. In view of Theorem 6.4.2 of [9], we can take our left coherent section (et)t≥0
to be a unit.
Set ft := θ
∗
t et. Then (ft)t≥0 is a unit. Choose c ∈ R such that f
∗
t ft = e
ct. Define
f˜t =
ft
||ft||
. For each i, choose a left coherent section (u(i))t≥0 such that u
(i)
1 = u
(i). Let
ǫ > 0 be given. Choose δ > 0 such that if |t| < δ then e−ct < 1 + ǫ.
Let P := {0 = t0 < t1 < t2 < · · · < tm = 1} be a partition of [0, 1]. Denote the norm
or the mesh of P by ||P||. For i ∈ {1, 2, · · · , m}, let si = ti − ti−1. We claim that if
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||P|| < δ then
n∑
i,j=1
λiλj
( m∑
k=1
( 〈θsku(i)(tk−1, tk)|θsku(j)(tk−1, tk)〉
〈θsku
(i)(tk−1, tk)|e(tk−1, tk)〉〈e(tk−1, tk)|θsku
(j)(tk−1, tk)〉
− 1
))
(5.10)
≤ (1 + ǫ)
n∑
i,j=1
λiλj
( m∑
k=1
( 〈u(i)(tk−1, tk)|u(j)(tk−1, tk)〉
〈u(i)(tk−1, tk)|f˜(tk−1, tk)〉〈f˜(tk−1, tk)|u(j)(tk−1, tk)〉
− 1
))
.
(5.11)
Fix k ∈ {1, 2, · · · , m}. Note that the matrix (〈θsku
(i)(tk−1, tk)|θsku
(j)(tk−1, tk)〉) is positive
and since θsk is a contraction, we have
(〈θsku
(i)(tk−1, tk)|θsku
(j)(tk−1, tk)〉) ≤ (〈u
(i)(tk−1, tk)|u
(j)(tk−1, tk)〉).
Thus given µ1, µ2, · · · , µn ∈ C,∑
i,j
µiµj〈θsku
(i)(tk−1, tk)|θsku
(j)(tk−1, tk)〉 ≤
∑
i,j
µiµj〈u
(i)(tk−1, tk)|u
(j)(tk−1, tk)〉. (5.12)
Calculate as follows to observe that
n∑
i,j=1
λiλj
( m∑
k=1
( 〈θsku(i)(tk−1, tk)|θsku(j)(tk−1, tk)〉
〈θsku
(i)(tk−1, tk)|etk−tk−1〉〈etk−tk−1 |θsku
(j)(tk−1, tk)〉
− 1
))
=
m∑
k=1
( n∑
i,j=1
λiλj
( 〈θsku(i)(tk−1, tk)|θsku(j)(tk−1, tk)〉
〈θsku
(i)(tk−1, tk)|etk−tk−1〉〈etk−tk−1 |θsku
(j)(tk−1, tk)〉
− 1
))
=
m∑
k=1
( n∑
i,j=1
λiλj
〈θsku
(i)(tk−1, tk)|θsku
(j)(tk−1, tk)〉
〈θsku
(i)(tk−1, tk)|etk−tk−1〉〈etk−tk−1 |θsku
(j)(tk−1, tk)〉
)
≤
m∑
k=1
( n∑
i,j=1
λiλj
〈u(i)(tk−1, tk)|u
(j)(tk−1, tk)〉
〈θsku
(i)(tk−1, tk)|etk−tk−1〉〈etk−tk−1 |θsku
(j)(tk−1, tk)〉
)
(by Eq. 5.12)
≤
m∑
k=1
( n∑
i,j=1
λiλj
( 〈u(i)(tk−1, tk)|u(j)(tk−1, tk)〉
〈u(i)(tk−1, tk)|||ftk−tk−1 ||f˜tk−tk−1〉〈||ftk−tk−1 ||f˜tk−tk−1 |u
(j)(tk−1, tk)〉
− 1
))
≤
m∑
k=1
ec(tk−1−tk)
( n∑
i,j=1
λiλj
( 〈u(i)(tk−1, tk)|u(j)(tk−1, tk)〉
〈u(i)(tk−1, tk)|f˜tk−tk−1〉〈f˜tk−tk−1 |u
(j)(tk−1, tk)〉
− 1
))
≤ (1 + ǫ)
n∑
i,j=1
λiλj
( m∑
k=1
( 〈u(i)(tk−1, tk)|u(j)(tk−1, tk)〉
〈u(i)(tk−1, tk)|f˜tk−tk−1〉〈f˜tk−tk−1 |u
(j)(tk−1, tk)〉
− 1
))
.
This proves our claim. Taking limit in Eq. 5.10 over the directed set of partitions with
mesh less than δ, we obtain
n∑
i,j=1
λiλjL
e(1, θ1(u
(i)), θ1(u
(j))) ≤ (1 + ǫ)
n∑
i,j=1
λiλjL
f˜ (1, u(i), u(j)).
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Letting ǫ→ 0, we have
n∑
i,j=1
λiλjL
e(1, θ1(u
(i)), θ1(u
(j))) ≤
n∑
i,j=1
λiλjL
f˜(1, u(i), u(j)).
But Theorem 6.4.2 of [9] implies that
n∑
i,j=1
λiλjL
f˜ (1, u(i), u(j)) =
n∑
i,j=1
λiλjL
e(1, u(i), u(j)).
The proof is now complete. ✷
Proof of Prop. 5.5. Fix a ∈ Ω. Consider the vector space C0∆(a) together with its
semi-definite inner product. The estimate obtained in Lemma 5.6 implies that the map
C0∆(a) ∋
∑
u
f(u)δu →
∑
u
f(u)δθa(u) ∈ C0∆(a)
descends to a contraction on Ha. It is also clear that the maps so obtained on Ha patch
together to define a well defined contraction on H∞ which we denote by θ˜. It is clear
that
θ˜([u]− [v]) = [θa(u)]− [θa(v)]
for a ∈ Ω and u, v ∈ D(a). Note that θ˜ leaves Ker(V ∗a ) = {[u] − [v] : u, v ∈ D(a)}
invariant for every a ∈ Ω. Let a, b ∈ Ω. Choose e ∈ D(a). Calculate as follows to
observe that for u, v ∈ D(b)
Vaθ˜([u]− [v]) = Va([θb(u)]− [θb(v)])
= [θa(e)θb(u)]− [θa(e)θb(v)]
= [θa+b(eu)]− [θa+b(ev)]
= θ˜([eu]− [ev])
= θ˜Va([u]− [v]).
This proves that θ˜ commutes with {Va : a ∈ Ω}.
Fix a ∈ Ω. Set S := Va. By the Archimedean property and the purity of the
representation {Vb}b∈Ω, it follows that S is a pure isometry. Moreover θ˜ commutes
with {Sn : n ∈ N} and leaves Ker(S∗) invariant. Hence θ˜ commutes with S∗. (This
could be argued for instance by considering S to be the standard shift on ℓ2(N) with
multiplicity which is possible due to Wold decomposition. We leave the details to the
reader.) Consequently, V ∗a θ˜ = θ˜V
∗
a . The uniqueness part is obvious. This completes the
proof. ✷
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Keep the foregoing notations. Let θ∗ = {θ∗x}x∈P be the morphism of E associated
to the local cocycle {C∗x}x∈P . Fix a left coherent section e := (ex)x∈P of decomposable
vectors with unit norm.
Lemma 5.7 Consider an element a ∈ Ω. Let λ1, λ2, · · · , λm, µ1, µ2, · · · , µn ∈ C be such
that
m∑
i=1
λi =
n∑
j=1
µj = 0.
Suppose u(1), u(2), · · · , u(m), v(1), v(2), · · · , v(n) ∈ D(a). Then
∑
i,j
λiµjL
e(a, θau
(i), v(j)) =
∑
i,j
λiµjL
e(a, u(i), θ∗av
(j)).
Proof. Taking Remark 3.12 into account, we see that the assertion is really one parameter
in nature. Thus, we can assume P = [0,∞). Theorem 6.4.2 ensures that the sum∑
i,j λiµjL
e(t, θtu
(i), v(j)) is independent of the chosen section e. Consequently we can
choose e to be a unit. Set f˜t = θtet and g˜t = θ
∗
t et. Let ft =
f˜t
||f˜t||
and gt =
g˜t
||g˜t||
. Note
that (f˜t), (g˜t), (ft), (gt) are units. Let α, β, γ, δ ∈ C be such that ||f˜t|| = e
αt, ||g˜t|| = e
βt,
〈ft|et〉 = e
γt and 〈gt|et〉 = e
δt.
Denote the path space associated to the product system E by ∆. We claim that
there exists functions φ, ψ : ∆→ C and a function c : (0,∞)→ C which are continuous
and each vanishes at the origin such that for t > 0 and u, v ∈ D(t),
Le(t, θtu, v) = L
e(t, u, θ∗t v) + φ(t, u) + ψ(t, v) + c(t). (5.13)
The desired conclusion is immediate from Eq. 5.13.
Set c(t) = (α − β + γ + δ)t, φ(t, u) = Lg(t, u, e) and ψ(t, v) = Le(t, f, v). It is clear
that c, φ, ψ are continuous and vanishes at the origin. A direct calculation yields the
following. For t > 0 and u, v ∈ D(t),
eL
e(t,θtu,v) = eL
e(t,u,θ∗t v)+φ(t,u)+ψ(t,v)+c(t) .
Using the fact that φ, ψ, c and Le vanishes at the origin, we see that
Le(t, θtu, v) = L
e(t, u, θ∗t v) + φ(t, u) + ψ(t, v) + c(t).
This completes the proof. ✷
Denote the morphism associated to {C∗x}x∈P by θ
∗ = {θ∗x}x∈P .
Corollary 5.8 With the foregoing notations, we have the following.
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(1) The adjoint of θ˜ is θ˜∗.
(2) If Cx is positive for every x ∈ P , θ˜ is positive.
(3) If Cx is a projection for every x ∈ P , θ˜ is a projection.
Proof. The assertion (1) is immediate from Lemma 5.7. Suppose that Cx is positive for
every x ∈ P . Note that {C
1
2
x }x∈P is a local cocycle. This is because θ
1
2
x+y = θ
1
2
x ⊗ θ
1
2
y for
x, y ∈ P . Let θ
1
2 be the morphism associated to {C
1
2
x }x∈P . Note that
θ˜ = θ˜
1
2 θ˜
1
2 .
Since θ˜
1
2 is self-adjoint, it follows that θ˜ is positive. It is routine to verify that if θx is a
projection for every x ∈ P , then θ˜ is a projection. This completes the proof. ✷
We proceed towards computing the positive contractive local cocycles of a CCR flow.
First let us fix a few notations. Let V := (Vx)x∈P be a pure isometric representation
on a Hilbert space H. For x ∈ P , we denote the range projection VxV
∗
x by Ex and its
orthocomplement by E⊥x . The commutant of the von Neumann algebra generated by
{Vx, V
∗
x : x ∈ P} is denoted by M . By an additive cocycle of V , we mean a family
ξ := {ξx}x∈P of vectors in H such that the following conditions are satisfied.
(1) For x ∈ P , ξx ∈ Ker(V
∗
x ),
(2) the map P ∋ x→ ξx ∈ H is continuous, and
(3) for x, y ∈ P , ξx+y = ξx + Vxξy.
The set of additive cocycles of V is denoted by A(V ). Note that A(V ) is a vector space
and the algebra M acts on A(V ) by T.ξ = {Tξx} for T ∈ M and ξ ∈ A(V ). Suppose
ξ = {ξx}x∈P ∈ A(V ). Note that P ∋ x→ 〈ξx|ξx〉 ∈ R is continuous and additive. Thus
there exists µ ∈ Rd such that 〈ξx|ξx〉 = 〈µ|x〉.
Let D0 be the set of triples (λ, ξ, A) which satisfy the following conditions.
(C1) The element λ ∈ Rd, ξ := {ξx}x∈P is an additive cocycle of V and A is a positive
contraction in M , and
(C2) for x ∈ P , ξx ∈ Ker(1 − A)
⊥ and there exists ηx ∈ Ker(1 − A)
⊥ such that
ξx = (1− A)
1
2 ηx.
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Note that (C2) ensures that there is no ambiguity in the definition of (1−A)−
1
2 ξx.
Let (λ, ξ, A) ∈ D0 be given. Thanks to Lemma A1 (See Appendix) of [3], for x ∈ P ,
there exists a unique bounded linear operator C
(λ,ξ,A)
x on Γ(H) whose action on the
exponential vectors is given by the formula
C(λ,ξ,A)x e(η) = e
−〈λ|x〉e〈η|ξx〉e((AE⊥x + Ex)η + ξx).
Moreover Lemma A1 of [3] implies that the norm ||C
(λ,ξ,A)
x || = e−〈λ|x〉e||(1−A)
− 12 ξx||2. Thus
C
(λ,ξ,A)
x is a contraction for every x provided the following condition is satisfied.
(C3) For x ∈ P , −〈λ|x〉+ ||(1− A)−
1
2 ξx||
2 ≤ 0.
Let D be the set of triples (λ, ξ, A) ∈ D0 for which (C3) is satisfied.
Theorem 5.9 The map
(λ, ξ, A)→ {C(λ,ξ,A)x }x∈P
is a bijection between D and the set of positive contractive local cocycles of αV where αV
is the CCR flow associated to V .
Proof. Denote the product system associated to αV by E := {E(x)}x∈P . Consider an
element (λ, ξ, A) ∈ D0. Set ξ˜x := (1 + A
1
2 )−1ξx. Then ξ˜ := {ξ˜x}x∈P is an additive
cocycle. Let µ ∈ Rd be such that 〈ξ˜x|ξ˜x〉 = 〈µ|x〉. Note that (
λ+µ
2
, ξ˜, A
1
2 ) ∈ D0. A
direct verification reveals that C
(λ,ξ,A)
x is self-adjoint for every (λ, ξ, A) ∈ D0. Similarly
a routine computation leads to the equality
C(λ,ξ,A)x = C
(λ+µ
2
,ξ˜,A
1
2 )
x C
(λ+µ
2
,ξ˜,A
1
2 )
x .
Thus C
(λ,ξ,A)
x is positive. We have already seen that C
(λ,ξ,A)
x is a contraction if (λ, ξ, A) ∈
D.
Let (λ, ξ, A) ∈ D be given. It is clear that the map P ∋ x → C
(λ,ξ,A)
x is weakly
measurable. A routine calculation shows that C
(λ,ξ,A)
x ∈ αx(B(Γ(H)))
′
. Let us denote
C
(λ,ξ,A)
x by Cx. For x ∈ P , let θx : E(x) → E(x) be defined by θx(T ) = CxT . We claim
that for x, y ∈ P , T ∈ E(x) and S ∈ E(y),
θx+y(TS) = θx(T )θy(S).
Note that {T
(x)
e(ξ) : ξ ∈ Ker(V
∗
x )} is total in E(x). Thus, it suffices to check that for
x, y ∈ P , ξ ∈ Ker(V ∗x ) and η ∈ Ker(V
∗
y ),
θx+y(T
(x)
e(ξ)T
(y)
e(η)) = θx(T
(x)
e(ξ))θy(T
(y)
e(η)).
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But this is straightforward. Hence {C
(λ,ξ,A)
x }x∈P is a positive contractive local cocycle.
We leave it to the reader to make use of the purity of the representation to verify that
the map
(λ, ξ, A)→ {C(λ,ξ,A)x }x∈P
is injective.
The surjectivity part: Let {Cx}x∈P be a positive contractive local cocycle of α
V .
Denote the associated morphism of E by θ := {θx}x∈P . Let V˜ := {V˜a}a∈Ω be the
isometric representation constructed out of the decomposable E0-semigroup α
V . The
Hilbert space on which V˜ acts is denoted by H∞. In view of Prop. 4.3, we can identify
V˜ with V and H∞ with H. The identification is implemented by the unitary whose
restriction to Ker(V ∗a ), for a ∈ Ω, is given by
ξ → [T
(a)
e(ξ)]− [T
(a)
e(0)].
Note that {θx(T
(x)
e(0))}x∈P is a unit of α
V . Thanks to Theorem 5.10 of [1], there exists
λ, µ ∈ Rd and an additive cocycle ξ = {ξx}x∈P such that θx(T
(x)
e(0)) = e
−〈λ|x〉ei〈µ|x〉T
(x)
e(ξx)
.
Since θx is positive, calculate as follows to observe that for x ∈ P ,
e−〈λ|x〉ei〈µ|x〉 = 〈θx(T
(x)
e(0))|T
(x)
e(0)〉 ≥ 0.
This implies that µ = 0.
Let θ˜ be the contraction on H∞ induced by θ (See Prop. 5.5). Denote the contraction
on H corresponding to θ˜ by A. Fix a ∈ Ω and ξ ∈ Ker(V ∗a ). Calculate as follows to
observe that
[θaT
(a)
e(ξ)]− [T
(a)
e(0)] = [θaT
(a)
e(ξ)]− [T
(a)
e(ξa)
] + [T
(a)
e(ξa)
]− [T
(a)
e(0)]
= [θaT
(a)
e(ξ)]− [θaT
(a)
e(0)] + [T
(a)
e(ξa)
]− [T
(a)
e(0)]
= θ˜([T
(a)
e(ξ)]− [T
(a)
e(0)]) + [T
(a)
e(ξa)
]− [T
(a)
e(0)]
= [T
(a)
e(Aξ)]− [T
(a)
e(0)] + [T
(a)
e(ξa)
]− [T
(a)
e(0)]
= [T
(a)
e(Aξ+ξa)
]− [T
(a)
e(0)].
Hence θaT
(a)
e(ξ) and T
(a)
e(Aξ+ξa)
are scalar multiplies of each other. (This is a consequence of
the next Lemma whose proof we leave to the reader.) Thus, for a ∈ Ω and ξ ∈ Ker(V ∗a ),
there exists λa,ξ ∈ C\{0} such that
θaT
(a)
e(ξ) = λa,ξT
(a)
e(Aξ+ξa)
.
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Fix a ∈ Ω and ξ ∈ Ker(V ∗a ). Calculate as follows to observe that
λa,ξ = 〈θaT
(a)
e(ξ)|T
(a)
e(0)〉
= 〈T
(a)
e(ξ)|θaT
(a)
e(0)〉
= 〈T
(a)
e(ξ)|e
−〈λ|a〉T
(a)
e(ξa)
〉
= e−〈λ|a〉e〈ξ|ξa〉.
Hence we have
θaT
(a)
e(ξ) = e
−〈λ|a〉e〈ξ|ξa〉T
(a)
e(Aξ+ξa)
. (5.14)
Eq. 5.14 translates to the following equation
Cae(η) = e
−〈λ|a〉e〈η|ξa〉e((AE⊥a + Ea)η + ξa) (5.15)
for a ∈ Ω and η ∈ H. Since Ca is bounded for every a ∈ Ω, Lemma A1 of [3] implies
that ξa ∈ Ker(1− A)
⊥ and there exists ηa ∈ Ker(1− A)
⊥, which is necessarily unique,
such that ξa = (1−A)
1
2 ηa.
As (1−A)
1
2 is injective on Ker(1−A)⊥, it is clear that {ηa}a∈Ω is an additive cocycle
of V indexed by Ω. Now apply Lemma 5.9 of [1] to obtain an additive cocycle indexed
by P , which is a unique extension of {ηa}a∈Ω. We denote the extension by {ηx}x∈P . The
density of Ω in P and the fact that {ηx}x∈P and {ξx}x∈P are norm continuous imply that
for every x ∈ P , ξx ∈ Ker(1− A)
⊥ and ξx = (1− A)
1
2 ηx.
Again Lemma A1 of [3] implies that the norm of Ca, for a ∈ Ω, is e
−〈λ|a〉e||ηa||
2
. Since
Ca is a contraction for every a ∈ Ω, it follows that
−〈λ|a〉+ ||ηa||
2 ≤ 0.
Making use of the density of Ω in P , we see that for every x ∈ P ,
−〈λ|x〉+ ||(1−A)−
1
2 ξx||
2 ≤ 0.
Hence (λ, ξ, A) ∈ D. Eq. 5.15 implies that Cx = C
(λ,ξ,A)
x for every x ∈ Ω and hence for
every x ∈ P . ✷
We have made use of the following Lemma, whose proof we leave to the reader, in
the proof of Theorem 5.9.
Lemma 5.10 Let α be a decomposable E0-semigroup with product system E := {E(x)}x∈P .
Fix a left coherent section (ex)x∈P of decomposable vectors with unit norm. Denote the
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isometric representation built out of α by V and let H∞ be the Hilbert space on which V
acts. Let a ∈ Ω and u, v ∈ D(a) be given. Suppose
[u]− [ea] = [v]− [ea]
then u and v are scalar multiples of each other.
It is relatively easy to write down the set of projective local cocycles of αV from
Theorem 5.9. We merely state the result and omit the details. Let E be the set of pairs
(ξ, Q) where
(E1) the operator Q is a projection in M and ξ := {ξx}x∈P is an additive cocycle of V ,
and
(E2) for every x ∈ P , (1−Q)ξx = ξx.
Consider an element (ξ, Q) ∈ E . Then there exists a unique λξ ∈ R
d such that for x ∈ P ,
〈λξ|x〉 = ||ξx||
2.
Proposition 5.11 The map
(ξ, Q)→ {C
(λξ ,ξ,Q)
x }x∈P
is a bijection between E and the set of projective local cocycles of αV .
Remark 5.12 Suppose the dimension of P is atleast 2. For the isometric representa-
tions that arise out of P -modules (See Eq. 4.7) the additive cocycles and the commutant
of the representation were computed in [2]. Let A be a P -module and V (A) be the iso-
metric representation associated to A on L2(A). It was shown in [2] that V (A) admits no
nontrivial additive cocycle. (See Prop. 2.4 of [2]). Let
GA = {z ∈ R
d : A+ z = A}.
Then GA is a closed subgroup of R
d called the isotropy group of A. Note that GA acts
on L2(A) by translations. One of the main result in [2] is that the commutant of V (A) is
generated by GA. (See Corollary 3.4 of [2]).
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6 Prime CCR flows
As another application, we derive a necessary and a sufficient condition for a CCR flow
to be prime. We start with the following definition.
Definition 6.1 Let α := {αx}x∈P be an E0-semigroup. We say that α is prime if
whenever α is cocycle conjugate to β ⊗ γ where β and γ are E0-semigroups then either
β or γ is an automorphism group.
The problem of constructing prime E0-semigroups, in the 1-parameter case, has re-
cieved considerable attention in the recent years. We refer the reader to the paper [15]
and the references therein for more details. In the one parameter case, the interesting
question is to produce prime E0-semigroups which are not of type I. The reason being
that we do know which type I E0-semigroups or equivalently which CCR flows are prime.
From the classification of type I E0-semigroups and on an index computation, it is well
known that a 1-parameter CCR flow is prime if and only if the ”pure” part of the corre-
sponding isometric representation is unitarily equivalent to the standard shift semigroup
on L2(0,∞).
It is only natural to ask which CCR flows in the multiparameter case are prime. The
main aim of this section is to prove the following theorem. We need a bit of terminology.
Let V := (Vx)x∈P be an isometric representation on a Hilbert space H. We say that V
is irreducible if the only closed subspaces of H invariant under {Vx, V
∗
x : x ∈ P} are {0}
and H.
Theorem 6.2 Let V := {Vx}x∈P be a pure isometric representation. Denote the CCR
flow corresponding to V by αV . The following are equivalent.
(1) The CCR flow αV is prime.
(2) The representation V is irreducible.
Note that the CCR functor converts direct sum of isometric representations into tensor
product. Thus the implication (1) =⇒ (2) is obvious. The first lemma that we need is
the following.
Let α(1), α(2) be E0-semigroups and set α := α
(1) ⊗ α(2). Let E(i) := {E(i)(x)}x∈P
be the product system associated to α(i). Similarly let E := {E(x)}x∈P be the product
system associated to α. For x ∈ P , we denote the set of decomposable vectors in E(x),
E(i)(x) by D(x) and D(i)(x) respectively. With the foregoing notations, we have the
following.
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Lemma 6.3 Suppose α is decomposable. Then α(1) and α(2) are decomposable. Moreover
for x ∈ P , we have
D(x) = {u1 ⊗ u2 : u1 ∈ D
(1)(x), u2 ∈ D
(2)(x)}.
Proof. It is clear that for x ∈ P , {u1 ⊗ u2 : u1 ∈ D
(1)(x), u2 ∈ D
(2)(x)} ⊂ D(x).
Suppose P = [0,∞). From Arveson’s characterisation of decomposable product systems
and type I product systems, it follows that α(1) and α(2) are CCR flows. The equality
of decomposable vectors follows from Prop. 2.1. Thus the conclusion is true in the one
parameter case.
Now let d ≥ 2. Fix x ∈ P . By restricting to the ray {tx : t ≥ 0} and from the
one parameter conclusion, we see that if u ∈ D(x) then there exists u1 ∈ E
(1)(x) and
u2 ∈ E
(2)(x) such that u = u1⊗u2. Thus, for x ∈ P , every decomposable vector of E(x)
splits us a product u1 ⊗ u2 with ui ∈ E
(i)(x). We leave it to the reader to make use of
Remark 3.1 to convince herself/himself that this precisely implies that
D(x) = {u1 ⊗ u2 : u1 ∈ D
(1)(x), u2 ∈ D
(2)(x)}.
The rest of the conclusion is immediate and the proof is complete. ✷
Keep the foregoing notations. Suppose that α is decomposable. For i = 1, 2, let
e(i) := (e
(i)
x )x∈P be a left coherent section of decomposable vectors of E
(i) of unit norm.
For x ∈ P , set ex := e
(1)
x ⊗ e
(2)
x . Note that e := (ex)x∈P is a left coherent section of
E consisting of decomposable vectors with unit norm. It follows immediately from the
definition that for a ∈ Ω, u(i) ∈ D(i)(a) and v(i) ∈ D(i)(a)
Le(a, u(1) ⊗ u(2), v(1) ⊗ v(2)) = Le
(1)
(a, u(1), v(1)) + Le
(2)
(a, u(2), v(2)). (6.16)
An immediate consequence of Eq. 6.16 is that the isometric representation constructed
out of α is the direct sum of isometric representations constructed out of α(i). Let us
explain this briefly. Let V (i) be the isometric representation constructed out of α(i) which
acts on H
(i)
∞ and V be the isometric representation constructed out of α which acts on
H∞. Then the map
H(1)∞ ⊕H
(2)
∞ ∋ ([u
(1)]− [v(1)])⊕ ([u(2)]− [v(2)])→ [u(1) ⊗ u(2)]− [v(1) ⊗ v(2)] ∈ H∞
is a unitary which intertwines V (1) ⊕ V (2) and V .
We need one more little lemma before we can prove Theorem 6.2.
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Lemma 6.4 Let α be a decomposable E0-semigroup with product system E. The iso-
metric representation constructed out of α will be denoted by V and the Hilbert space on
which it acts will be denoted H∞. Suppose that H∞ = {0}. Then α is an automorphism
group i.e. for every x ∈ P , αx is an automorphism.
Proof. Let e := (ex)x∈P be a left coherent section of decomposable vectors with unit
norm. Consider an element a ∈ Ω. Suppose u ∈ D(a) be such that 〈u|ea〉 = 1. The
equality 〈[u] − [ea]|[u] − [ea]〉 = 0 implies that L
e(a, u, u) = 0. Taking exponential, we
get 〈u|u〉 = 1. Thus we get the equality
|〈u|ea〉| = ||u||||ea||.
Hence u is a scalar multiple of ea. But D(a) is total in E(a). This has the consequence
that E(a) is one-dimensional for every a ∈ Ω.
For x ∈ P , let d(x) = dimE(x). We have the equality d(x + a) = d(x)d(a) for
every x ∈ P and a ∈ Ω. But Ω is an ideal in P and d(a) = 1 for every a ∈ Ω. Hence
d(x) = 1 for every x ∈ P . In other words, E(x) is one-dimensional or equivalently αx is
an automorphism for every x ∈ P . This completes the proof. ✷
Proof of Theorem 6.2. We have already proved the implication (1) =⇒ (2). Assume
that (2) holds. Suppose that αV = α(1) ⊗ α(2). For i = 1, 2, let V (i) be the isometric
representation corresponding to α(i). By our preceeding discussions, it follows that V
is equivalent to the direct sum V (1) ⊕ V (2). But V is irreducible. Hence either V (1) or
V (2) must be zero. Lemma 6.4 implies that either α(1) or α(2) is an automorphism group.
This shows that αV is prime. The proof is now complete. ✷
Remark 6.5 It is a difficult problem to determine all irreducible isometric representa-
tions of an arbitrary cone. Up to the author’s knowledge, this question remains open
even for the simplest case of the quarter plane. However what we do know is that when
the dimension of the cone i.e. d ≥ 2, there are indeed uncountably many irreducible
isometric representations. Consequently, there are uncountably many prime CCR flows
in the multiparameter case.
Suppose that d ≥ 2. Taking into account Remark 5.12 and the discussions following
Theorem 4.4, it suffices to exhibit an uncountable family F of P -modules such that
(1) if A ∈ F , the isotropy group GA is trivial and
(2) if A,B ∈ F with A 6= B then A is not a translate of B.
Choose a /∈ P ∪ −P . The family {P ∪ (ta + P ) : t > 0} is one such candidate.
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We end this paper by posing a problem. Let α := {αx}x∈P be an E0-semigroup
with product system E := {E(x)}x∈P . From Arveson’s bijection between product sys-
tems and E0-semigroups (See [16] for the case of a cone), we know that there exists an
E0-semigroup, which is unique up to cocycle conjugacy, denoted α
op = {αopx }x∈P with
product system Eop = {Eop(x)}x∈P such that
(1) for x ∈ P , Eop(x) = E(x), and
(2) the product on Eop is given by the following rule: for x, y ∈ P , T ∈ Eop(x) and
S ∈ Eop(x),
T.S = ST
where ST is the product in E4.
The E0-semigroup α
op is rightly called the opposite of α. Note that if α is decomposable
then αop is decomposable.
Let V := {Vx}x∈P be a pure isometric representation onH and α := {αx} be the CCR
flow associated to V . Let αop be the opposite of α. Denote the isometric representation
associated to αop by V op.
Question: Is α cocycle conjugate to αop ? Is V unitarily equivalent to V op ?
Remark 6.6 The answer to the above question is yes in the one parameter case. This
follows from Arveson’s characterisation of type I E0-semigroups and the index computa-
tion.
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