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Abstract
In this paper, we present the general invariance principle of G-Brownian
motion for the law of the iterated logarithm under G-expectation, that is,
for G-Brownian motion (Bt)t≥0 in G-expectation space (Ω, L1G, Eˆ), for any
n ≥ 3, let
ζn(t) = (2n log log n)
− 1
2B(nt), ∀t ∈ [0, 1],
Kβ := {x(·) : x ∈ C([0, 1]), x(0) = 0,
∫ 1
0
| ˙x(t)|2dt ≤ β2}, β ∈ R+,
and if Eˆ[B21 ] = σ¯
2, −Eˆ[−B21 ] = σ2, then
(I) the sequence (ζn)n≥3 is relatively norm-compact quasi-surely,
(II) v{C(ζn) ⊆ Kσ¯} = 1,
(III) v{C(ζn) ⊇ Kσ} = 1,
(IV) ∀β ∈ [σ, σ¯], V {C(ζn) = Kβ} = 1,
where C(ζn) denotes the cluster of sequence (ζn)
∞
n=3, (V, v) is the conjugate
capacities generated by G-expectation Eˆ[·].
And we also give some examples as applications.
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1 Introduction
The classical law of the iterated logarithm (LIL for short) as fundamental limit
theorems in probability theory play an important role in the development of prob-
ability theory and its applications. The original statement of the LIL obtained
by Khinchine (1924) [7] is to a class of Bernoulli random variables. Kolmogorov
(1929) [8] and Hartman-Wintner (1941) [5] extended Khinchine’s result to large
classes of independent random variables. Strassen (1964) [17] extended Hartman-
Wintner’s result to large classes of functional random variables, it is well known
as the invariance principle for LIL which provide an extremely powerful tool in
probability and statistical inference.
Starting with Strassen[17], a wide of literature has dealt with extension of
the invariance priciple for the classical IID conditions are so strong that limit
the applications of the invariance principle. So many papers have been to find
weak dependence or nonstationary conditions which are not only enough to imply
the invariance principle but also sufficiently general to be satisfied in typical
applications, see for example [4],[9],[10],[11],[18].
On the other hand, the key in the proofs of the invariance principle is the
additivity of the probabilities and the expectations. In practice, such additiv-
ity assumption is not feasible in many areas of applications because the uncer-
tainty phenomena can not be modeled using additive probabilities or additive
expectations. As an alternative to the traditional probability expectation, ca-
pacities or nonlinear probabilities expectations (for example Choquet integral,
g-expectation) have been studied in many fields such as statistics, finance and
economics.
Recently, motivated by the risk measures, super-hedge pricing and model
uncertainty in finance, Peng [12]-[16] initiated the notion of independently and
identically distributed (IID) random variables under sub-linear expectations. He
also introduced the notion of G-normal distribution and G-Brownian motion as
the counterpart of normal distribution and Brownian motion in linear case re-
spectively. Under this framework, he proved one law of large numbers (LLN for
short) and the central limit theorems (CLT for short) [15]. As well, Chen proved
the strong LLN [1] and LIL [2] in this framework. G-expectation space is the
most important sub-linear expectation space introduced by Peng [12], which take
the role of Winener space in classical probability. Now more and more people are
interested in G-expectation space or sub-linear expectation space.
A natural question is the following: Can the classical invariance principle for
LIL be generalized under G-expectation space? The purpose of this paper is to
investigate the invariance principle of G-Brownian motion for LIL adapting the
Peng’s IID notion under G-expectations space, of course we can not use the X 2
distribution as in [17].
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The remainder of this paper is organized as follows. In section 2, we recall
some notions and properties in the G-expectation space, and prove some lemmas
which will be useful in this paper. In section 3, we state and prove the main
results of this paper, that is the invariance principle of G-Brownian motion for
LIL under G-expectation. In section 4, we give some examples as applications of
the new invariance principle.
2 Notations and Lemmas
In this section, we introduce some basic notations and lemmas. First, we shall
recall briefly the notion of sub-linear expectation and IID random variables ini-
tiated by Peng in [15]. Let (Ω,F) be a measurable space and let H be a linear
space of random variables on (Ω,F).
Definition 2.1 [15] A function E : H → R is called a sub-linear expectation, if
it satisfies the following four properties: for all X, Y ∈ H
(1) Monotonicity: E[X ] ≥ E[Y ] if X ≥ Y ;
(2) Constant preserving: E[c] = c, ∀c ∈ R;
(3) Sub-additivity: E[X + Y ] ≤ E[X ] + E[Y ];
(4) Positive homogeneity: E[λX ] = λE[X ], ∀λ ≥ 0.
The triple (Ω,H,E) is called a sub-linear expectation space.
Given a sub-linear expectation E[·], let us denote the conjugate expectation E [·]
of sub-linear expectation E[·] by
E [X ] := −E[−X ], X ∈ H.
Definition 2.2 [15] Independence and Identical distribution
In a sub-linear expectation space (Ω,H,E), a random vector Y ∈ Hn is said to
be independent from another random vector X ∈ Hm under Eˆ[·] if
E[ϕ(X, Y )] = E[E[ϕ(x, Y )]x=X ], ∀ϕ ∈ Cl,lip(Rm+n).
Let X1 and X2 be two n-dimensional random variables in sub-linear expecta-
tion spaces (Ω1,H1,E1) and (Ω2,H2,E2) respectively. They are called identically
distributed, denoted by X1
d
= X2, if
E1[ϕ(X1)] = E2[ϕ(X2)] , ∀ϕ ∈ Cl,lip(Rn).
If X¯ is independent from X and X¯
d
= X, then X¯ is said to be an independent
copy of X.
3
Definition 2.3 [15] G-normal distributed
A random variable X on a sub-linear expectation space (Ω,H,E) is called G-
normal distributed, denoted by X ∼ N (0, [σ2, σ¯2]), if
aX + bX¯
d
=
√
a2 + b2X, ∀a, b ≥ 0,
where X¯ is an independent copy of X, σ¯2 = E[X2] and σ2 = E [X2]. Here the
letter G denotes the function G(α) := 1
2
Eˆ[αX2] = 1
2
(σ¯2α+ − σ2α−) : R→ R.
Lemma 2.1 [2] Suppose ξ is distributed to G normal N (0, [σ2, σ¯2]), where 0 <
σ ≤ σ¯ < ∞. Let φ be a even and bounded continuous positive function, then for
any b ∈ R,
e
− b2
2σ2 E [φ(ξ)] ≤ E [φ(ξ − b)].
Definition 2.4 [6] G-Brownian motion
Let G(·) : R → R, G(α) = 1
2
(σ¯2α+ − σ2α−), where 0 ≤ σ ≤ σ¯ < ∞. A stochastic
process (Bt)t≥0 in a sub-linear expectation space (Ω,H,E) is called a G-Brownian
motion if the following properties are satisfied:
(i) B0(ω) = 0;
(ii) For each t, s ≥ 0, the increment Bt+s−Bt is N (0, [sσ2, sσ¯2])-distributed and is
independent to (Bt1 , Bt2 , · · · , Btn), for each n ∈ N and 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn ≤ t.
• In the rest of this paper, we denote by Ω = C0(R+) the space of all R-valued
continuous functions (ωt)t∈R+ with ω0 = 0, equipped with the distance
ρ(ω1, ω2) :=
∞∑
i=1
2−i[(max
t∈[0,i]
|ω1t − ω2t |) ∧ 1].
• For every ω ∈ Ω, define the canonical process by Bt(ω) = ωt, t ≥ 0. The
filtration generated by the canonical process (Bt)t≥0 is defined by
Ft = σ{Bs, 0 ≤ s ≤ t}, F = ∪t≥0Ft.
• For each fixed T ∈ [0,∞), we set ΩT := {ω·∧T : ω ∈ Ω},
Lip(ΩT ) := {ϕ(Bt1∧T , · · · , Btn∧T ) : n ∈ N, t1, · · · , tn ∈ [0,∞), ϕ ∈ Cl,lip(Rn)},
Lip(Ω) := ∪∞n=1Lip(Ωn).
• For any given monotonic increase and sub-linear function G(·) : R → R, there
exist σ¯ ≥ σ ≥ 0 such that G(α) = 1
2
(σ¯2α+ − σ2α−). We can construct (see
[12],[13]) a consistent sublinear expectation calledG-expectation Eˆ[·] on Lip(Ω),
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such that B1 is G-normally distributed under Eˆ[·] and for each s, t ≥ 0 and
t1, · · · , tn ∈ [0, t] we have
Eˆ[ϕ(Bt1 , · · · , Btn , Bt+s −Bt)] = Eˆ[ψ(Bt1 , · · · , Btn)],
where ψ(x1, · · · , xn) = Eˆ[ϕ(x1, · · · , xn,√sB1)]. Under G-expectation Eˆ[·], the
canonical process (Bt)t≥0 is a G-Brownian motion.
We denote the completion of Lip(Ω) under the norm ‖X‖p := (Eˆ[|X|p])
1
p
by LpG(Ω), p ≥ 1. And we also denote the extension by Eˆ[·]. In the sequel, we
consider the G-Brownian motion means the canonical process (Bt)t≥0 under the
G-expectation space (Ω, L1G(Ω), Eˆ).
Let A0,∞ denote the set of all [σ, σ¯]-valued, Ft-adapted processes on the in-
terval [0, 1]. For each fixed θ ∈ A0,∞, set Pθ, the law of the process (
∫ t
0
θsdBs)t≥0
under the Wiener measure P . We denote by
P = {Pθ : θ ∈ A0,∞},
and define
V (A) := sup
θ∈A0,∞
Pθ(A), v(A) := inf
θ∈A0,∞
Pθ(A), ∀A ∈ B(Ω).
It is easy to check that
V (A) + v(Ac) = 1, ∀A ∈ B(Ω),
where Ac is the complement set of A. Through this paper, we assume that (V, v)
is the conjugate capacities generated by G-expectation Eˆ[·]. From Denis et al.[3],
we know that P is tight. For each X ∈ L0(Ω) (the space of all Borel measurable
real functions on Ω) such that Eθ(X) exists for any θ ∈ A0,∞, define the upper
expectation
E¯[X ] := sup
θ∈A0,∞
Eθ(X).
From Denis et al. [3], for all X ∈ L1G(Ω), it holds that E¯[X ] = Eˆ[X ].
Definition 2.5 [3] quasi-surely
A set D is polar set if V (D) = 0 and a property holds “quasi-surely” (q.s. for
short) if it holds outside a polar set.
Lemma 2.2 [2] Borel-Cantelli lemma
Let {An, n ≥ 1} be a sequence of events in F and (V, v) be a pair of capacities
generated by G-expectation Eˆ[·].
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(1) If
∑∞
n=1 V (An) <∞, then V (∩∞n=1 ∪∞i=n Ai) = 0.
(2) Suppose that {An, n ≥ 1} are pairwise independent with respect to V , that is
V (∩∞n=1Acn) =
∞∏
n=1
V (Acn).
If
∑∞
n=1 v(An) =∞, then v(∩∞n=1 ∪∞i=n Ai) = 1.
Lemma 2.3 (1) Let X1 and X2 be two real random variables in G-expectation
spaces (Ω, L1G, Eˆ). If X1
d
= X2, then
E¯[ϕ(X1)] = E¯[ϕ(X2)], i.e. V (X1 ∈ A) = V (X2 ∈ A),
where ϕ(x) = IA(x), A is an interval of the following types: (−∞, a), (−∞, a],
(a, b), (a, b], [a, b), [a, b], [b,∞), or (b,∞) with (a, b) ∈ R2 and a < b.
(2) In G-expectation space (Ω, L1G, Eˆ), a real random variable Y is independent
from another real random variable X under Eˆ[·], then
E¯[ϕ(X, Y )] = E¯[E¯[ϕ(x, Y )]x=X ], i.e. V (X ∈ A, Y ∈ B) = V (X ∈ A)V (Y ∈ B),
where ϕ(x, y) = IA(x)IB(y), A is an interval of the following types: (−∞, a),
(−∞, a], (a, b), (a, b], [a, b), [a, b], [b,∞), or (b,∞); B is an interval of the fol-
lowing types: (−∞, c), (−∞, c], (c, d), (c, d], [c, d), [c, d], [d,∞) or (d,∞) with
(a, b, c, d) ∈ R4 and a < b, c < d.
Proof. (1). We just consider the case a = y, A = (−∞, y], other cases can
be proved similarly. Let F(y) := E¯[IX1≤y] = V (X1 ≤ y), then F is a continuous
function on R from lemma 8 in page 143 of [3]. So for each y ∈ R, for any ε > 0,
there exists δ > 0 such that
|F(y¯)− F(y)| < ε, ∀y¯ ∈ [y − δ, y + δ].
Now we define two auxiliary functions
f(x) =


1 x ∈ (−∞, y − δ);
(y−x)
δ
x ∈ [y − δ, y];
0 x ∈ (y,∞),
g(x) =


1 x ∈ (−∞, y);
(y+δ−x)
δ
x ∈ [y, y + δ];
0 x ∈ (y + δ,∞).
Because X1
d
= X2, using the monotonicity of E¯[·], we get
F(y − δ) ≤ Eˆ[f(X1)] = Eˆ[f(X2)] ≤ E¯[IX2≤y] ≤ Eˆ[g(X2)] = Eˆ[g(X1)] ≤ F(y + δ).
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Therefore
−ε ≤ F(y − δ)− F(y) ≤ E¯[IX2≤y]− E¯[IX1≤y] ≤ F(y + δ)− F(y) ≤ ε.
By the arbitrariness of ε we get E¯[IX2≤y] = E¯[IX1≤y], that is V (X1 ≤ y) = V (X2 ≤
y).
(2). We only consider the case A = (−∞, a], B = (−∞, c], other cases can be
proved in the same way. For P being compact, we get F(a, c) := E¯[IX∈A · IY ∈B] =
V (X ≤ a, Y ≤ c) is a continuous function on R2 also from lemma 8 in page 143
of [3]. So for each (a, c) ∈ R2, for any ε > 0, there exists δ > 0 such that
|F(a¯, c¯)− F(a, c)| < ε, ∀(a¯, c¯) ∈ [a− δ, a + δ]× [c− δ, c + δ].
Similarly as (1) we define two auxiliary functions
f(x, y) =


1 (x, y) ∈ (−∞, a− δ)× (−∞, c− δ);
0 (x, y) ∈ (a,∞)× (c,∞);
(a−x)(c−y)
δ2
others,
g(x, y) =


1 (x, y) ∈ (−∞, a)× (−∞, c);
0 (x, y) ∈ (a+ δ,∞)× (c+ δ,∞);
(a+δ−x)(c+δ−y)
δ2
others.
Obviously,
f(x, y) ≤ ϕ(x, y) = IX≤a · IY≤c ≤ g(x, y.)
For Y is independent from X under Eˆ[·], we get
F(a− δ, c− δ) ≤ Eˆ[f(X, Y )] = Eˆ[Eˆ[f(x, Y )]x=X ] ≤ E¯[E¯[ϕ(x, Y )]x=X ],
while
E¯[E¯[ϕ(x, Y )]x=X ] ≤ Eˆ[Eˆ[g(x, Y )]x=X ] = Eˆ[g(X, Y )] ≤ F(a+ δ, c+ δ).
It deduce that
−ε ≤ F(a−δ, c−δ)−F(a, c) ≤ E¯[E¯[ϕ(x, Y )]x=X ]−E¯[ϕ(X, Y )] ≤ F(a+δ, c+δ)−F(a, c) ≤ ε.
By the arbitrariness of ε we get E¯[ϕ(X, Y )] = E¯[E¯[ϕ(x, Y )]x=X ], that is V (X ≤
a, Y ≤ c) = V (X ≤ a)V (Y ≤ c). 
Remark: A similar result as (1) of Lemma 2.3 can be proved similarly when
X1, X2 are in two sub-linear expectation spaces respectively and one of the proba-
bility set generated by the sub-linear expectation is weakly compact. Meanwhile,
the conclusion (2) of Lemma 2.3, of course, holds true if X, Y are in a sub-linear
expectation spaces and the probability set generated by the sub-linear expectation
is weakly compact, the proof is also similarly.
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Lemma 2.4 For any s ≤ t, we have for almost surely y ∈ R+
V (|Bs| ≥ y) ≤ V (|Bt| ≥ y).
Proof. Let (Ω,F , P ) be a probability space and (Wt)t≥0 be Brownian motion in
this space, (Ft)t≥0 is the filtration generated by (Wt)t≥0. Denis et al. [3] have
proved
Eˆ[ϕ(B1)] = sup
θ∈Θ
EP [ϕ(
∫ 1
0
θsdWs)], ∀ϕ ∈ Cb,lip(R), (1)
where Θ denote the collection of all [σ, σ¯]-valued Ft-adapted process on interval
[0,1]. To proof the lemma, we fist prove
E¯[IB1≤y] = sup
θ∈Θ
EP [I∫ 1
0
θsdWs≤y]. (2)
Define F(y) := supθ∈ΘEP [I∫ 1
0
θsdWs≤y], then F(·) is a not decreasing function on
R. So F(·) is almost surely continuous. Take y is the continuous point of F(·),
for any ε > 0, there exists δ > 0 such that
|F(y¯)− F(y)| < ε, ∀y¯ ∈ [y − δ, y + δ].
Using the same auxiliary functions in the proof of the first part of Lemma (2.3)
and equality (1), we get
F(y − δ) ≤ Eˆ[f(B1)] ≤ E¯[IB1≤y] ≤ Eˆ[g(B1)] ≤ F(y + δ).
Therefore
−ε ≤ F(y − δ)− F(y) ≤ E¯[IB1≤y]− F(y) ≤ F(y + δ)− F(y) ≤ ε.
By the arbitrariness of ε we get E¯[IB1≤y] = F(y), that is equality (2) hold.
Similarly, we can show for almost surely y ∈ R+ the following equality (3)
hold
E¯[I|B1|≥y] = sup
θ∈Θ
EP [I| ∫ 1
0
θsdWs|≥y]. (3)
Since Bt
d
=
√
tB1, from Lemma 2.3 and equality (3) we have
V (|Bt| ≥ y) = E¯[I|Bt|≥y] = E¯[I|B1|≥ y√
t
] = sup
θ∈Θ
EP [I| ∫ 1
0
θsdWs|≥ y√
t
].
Hence, for any s ≤ t, we have for almost surely y ∈ R+, V (|Bs| ≥ y) ≤ V (|Bt| ≥
y). 
Lemma 2.5 If σ > 0, then the paths of G-Brownian motion are q.s. nowhere
differentiable.
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Proof. Suppose B.(ω) is differentiable at s, then there exists δ > 0, l ≥ 1, such
that |Bt(ω)−Bs(ω)| < l|t−s| for any |t−s| < δ. From the definition of quadratic
variation process of G-Brownian motion [12], it follows that
〈B〉s+δ(ω)−〈B〉s(ω) = lim
µ(pint )→0
n∑
i=0
|Bti+1(ω)−Bti(ω)|2 ≤ lim
µ(pint )→0
l2
n∑
i=0
|ti+1−ti|2 = 0.
Meanwhile Peng in [16] has show that 〈B〉s+δ(ω)−〈B〉s > σδ > 0 q.s.. We deduce
therefore that V {ω : B.(ω) is differentiable at s} = 0. So the lemma holds. 
3 The invariance principle of G-Brownian mo-
tion
In this section we will consider the invariance principle of G-Brownian motion for
the LIL under G-expectation. First let us give some basic notations. Let B(t)t≥0
be the G-Brownian motion, Bt ∼ N (0, [tσ2, tσ¯2]). Define
ζn(t) = (2n log log n)
− 1
2B(nt), ∀t ∈ [0, 1], n ≥ 3.
Let C([0, 1]) be the banach space of continuous maps from [0, 1] to R endowed
with the supremum norm ‖ · ‖, using the enuclidean norm in R. ζn is then a
random variable with values in C([0, 1]). For any β ∈ R+, define
Kβ := {x(·) : x ∈ C([0, 1]), x(0) = 0,
∫ 1
0
| ˙x(t)|2dt ≤ β2}.
Theorem 3.1 Let C(ζn) denotes the cluster of sequence (ζn)
∞
n=3, then
(I) The sequence (ζn)n≥3 is relatively norm-compact q.s..
(II) v{C(ζn) ⊆ Kσ¯} = 1.
(III) v{C(ζn) ⊇ Kσ} = 1.
(IV) ∀β ∈ [σ, σ¯], V {C(ζn) = Kβ} = 1.
Proof. (I) and (II). For any ε > 0, let
Kεσ¯ := {x(·) : x ∈ C([0, 1]), d(x,Kσ¯) ≤ ε}.
Moreover, let ηn be the random variable in C([0, 1]) obtained by interpolating
the points ζn(
i
m
) at i
m
(i = 1, · · · , m), where m is a positive integer which will be
decided in the later. For any ε1 > 0, we have
V {ζn /∈ Kεσ¯}
≤ V {ηn /∈ Kσ¯+ε1}+ V {ηn ∈ Kσ¯+ε1, ζn /∈ Kεσ¯}
= I1 + I2.
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For any λ > 0, by Chebyshev’s inequality and Lemma 2.3, we get
I1 = V {
∫ 1
0
| ˙ηn(t)|2dt > (σ¯ + ε1)2}
= V
{∑m
i=1[B(
ni
m
)− B(n(i−1)
m
)]2
2n log log n/m
> (σ¯ + ε1)
2
}
= V
{∑m
i=1[B(
ni
m
)− B(n(i−1)
m
)]2
nσ¯2/m
> 2(1 +
ε1
σ¯
)2 log log n
}
≤ exp(−2λ(1 + ε1
σ¯
)2 log logn)E¯
[
exp
(∑m
i=1 λ[B(
ni
m
)− B(n(i−1)
m
)]2
nσ¯2/m
)]
= exp(−2λ(1 + ε1
σ¯
)2 log log n)
m∏
i=1
E¯
[
exp
(
λ[B(ni
m
)− B(n(i−1)
m
)]2
nσ¯2/m
)]
= exp(−2λ(1 + ε1
σ¯
)2 log log n)[E¯ exp(
λB( n
m
)2
nσ¯2/m
)]m
For each ε1 > 0, we choose λ(ε1) ∈ (0, 12) such that β1 := 2λ(1 + ε1σ¯ )2 > 1,
therefore
C(ε1) := E¯ exp(
λB( n
m
)2
nσ¯2/m
) =
1√
2pi
∫ ∞
−∞
exp(λy2) exp(−y2/2)dy <∞.
Hence
I1 ≤ C(ε1)m exp(−β1 log logn). (4)
Meanwhile,
I2 = V {ηn ∈ Kσ¯+ε1, ζn /∈ Kεσ¯}
≤ V {ηn ∈ Kσ¯+ε1 , ‖ζn −
σ¯
σ¯ + ε1
ηn‖ ≥ ε}
= sup
P∈P
P{ηn ∈ Kσ¯+ε1, ‖ζn −
σ¯
σ¯ + ε1
ηn‖ ≥ ε}
Define the random variable T by
T :=
{
min{t : t ∈ [0, 1], |ζn(t)− σ¯σ¯+ε1ηn(t)| ≥ ε}, if this set is nonempty;
2, otherwise,
and let FP be its distribution function under P , thus
I2 ≤ sup
P∈P
∫ 1
0
P{ηn ∈ Kσ¯+ε1|T = t}dFP (t)
= sup
P∈P
∫ 1
0
P{ηn ∈ Kσ¯+ε1, |ζn(t)−
σ¯
σ¯ + ε1
ηn(t)| = ε|T = t}dFP (t).
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Let i(t) denote the smallest integer i with i/m ≥ t, the statement ηn ∈ Kσ¯+ε1
implies
|ηn( i(t)
m
)− ηn(t)| ≤ σ¯ + ε1√
m
.
Together with
|ζn(t)− σ¯
σ¯ + ε1
ηn(t)| = ε,
we have
|ζn( i(t)
m
)− ζn(t)|
≥ |ηn(t)− ζn(t)| − |ηn( i(t)
m
)− ηn(t)|
≥ σ¯ + ε1
σ¯
| σ¯
σ¯ + ε1
ηn(t)− ζn(t)− −ε1
σ¯ + ε1
ζn(t)| − σ¯ + ε1√
m
≥ (1 + ε1
σ¯
)ε− ε1|B(nt)|
σ¯
√
2n log log n
− σ¯ + ε1√
m
≥ ε/2 q.s.
where the last inequality is obtained by LIL of chen [2] and choose ε1 close to 0
and m be sufficiently large. For λ > 0, using lemma 2.4 it follows that
I2 ≤ sup
P∈P
∫ 1
0
P{|ζn( i(t)
m
)− ζn(t)| ≥ ε/2|T = t}dFP (t)
≤ sup
P∈P
V {|ζn( 1
m
)| ≥ ε/2}
∫ 1
0
dFP (t)
≤ V

 |B(
n
m
)|√
nσ¯2
m
≥ ε
√
2m log logn
2σ¯


≤ exp(−λε
2m log log n
2σ¯2
)E¯[exp(
λB( n
m
)2
nσ¯2
m
)].
Choosing λ(ε) ∈ (0, 1/2) and m such that β2 := λε2m/σ¯2 > 1, as before there
exist D(ε) > 0 such that
I2 ≤ D(ε) exp(−β2 log log n). (5)
From inequalities (4) and (5)we have β := β1 ∧ β2 > 1 and
V {ζn /∈ Kεσ¯} ≤ (C(ε1)m +D(ε)) exp(−β log logn).
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If nk = ⌊ck⌋ + 1, where c > 1, ⌊c⌋ is the largest integer not greater than c, then
∞∑
k=1
V {ζnk /∈ Kεσ¯} ≤ (C(ε1)m +D(ε))(log c)−β
∞∑
k=1
k−β <∞.
By Borel-Cantelli lemma, we have
V {
∞⋂
i=1
∞⋃
k=i
(ζnk /∈ Kεσ¯)} = 0,
in other words,
v{
∞⋃
i=1
∞⋂
k=i
(ζnk ∈ Kεσ¯)} = 1.
For c sufficient close to 1 this implies that
v{
∞⋃
i=1
∞⋂
k=i
(ζn ∈ K2εσ¯ )} = 1.
Hence, v(C(ζn) ⊆ Kσ¯) = 1 and for any ε > 0, (ζn)n≥3 exists a relatively compact
2ε-net q.s.. This shows that (ζn)n≥3 is relatively compact q.s.. The proof of (I)
and (II) is complete.
(III). For any 0 < β < σ, any given x ∈ Kβ, let m ≥ 1 be an integer, ε0 > 0
and An = ∩mi=1Ain, where
Ain =
{∣∣∣∣ζn( im)− ζn( i− 1m )−
(
x(
i
m
)− x( i− 1
m
)
)∣∣∣∣ < ε0
}
, i = 1, · · · , m.
By the stationary increments property of G-Brownian motion and Lemma 2.3,
we have
v(Ain) = v
{∣∣∣∣ B( nm)√2n log logn −
(
x(
i
m
)− x( i− 1
m
)
)∣∣∣∣ ≤ ε0
}
= v
{∣∣∣∣ B¯(n)√2n log logn −
(
x(
i
m
)− x( i− 1
m
)
)∣∣∣∣ ≤ ε0
}
,
where B¯(t) = B( t
m
) ∼ N (0, [σ2t
m
, σ¯
2t
m
]). Let us choose nk = k
kα for k ≥ 1 where
0 < α < 1
2m
. Then we obtain that
v(Aink) ≥ v
{∣∣∣∣B¯(nk)− B¯(nk−1)√2nk log log nk −
(
x(
i
m
)− x( i− 1
m
)
)∣∣∣∣ ≤ ε02
}
·v
{
|B¯(nk−1)|√
2nk−1 log log nk−1
√
2nk−1 log log nk−1√
2nk log lognk
≤ ε0
2
}
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For each t > 0, let
Nk := ⌊(nk+1 − nk)2t2/(2nk+1 log log nk+1)⌋,
lk := ⌊2t−2nk+1 log log nk+1/(nk+1 − nk)⌋,
rk :=
√
2nk+1 log log nk+1/(tlk).
We have
v
{∣∣∣∣B¯(nk)− B¯(nk−1)√2nk log lognk −
(
x(
i
m
)− x( i− 1
m
)
)∣∣∣∣ ≤ ε02
}
= v
{
x(
i
m
)− x( i− 1
m
)− ε0
2
≤ B¯(nk − nk−1)√
2nk log log nk
≤ x( i
m
)− x( i− 1
m
) +
ε0
2
}
≥ v
{
x(
i
m
)− x( i− 1
m
)− ε0
4
≤ B¯(Nk−1lk−1)√
2nk log log nk
≤ x( i
m
)− x( i− 1
m
) +
ε0
4
}
· v
{
−ε0
4
≤ B¯(nk − nk−1)− B¯(Nk−1lk−1)√
2nk log log nk
≤ ε0
4
}
≥ v
{
tlk−1
(
x(
i
m
)− x( i− 1
m
)− ε0
4
)
≤ B¯(Nk−1lk−1)
rk−1
≤ tlk−1
(
x(
i
m
)− x( i− 1
m
) +
ε0
4
)}
· v
{
−ε0
4
≤ B¯(nk − nk−1 −Nk−1lk−1)√
2nk log lognk
≤ ε0
4
}
≥ v
{(
x(
i
m
)− x( i− 1
m
)
)
t− ε0t
4
≤ B¯(Nk−1)
rk−1
≤
(
x(
i
m
)− x( i− 1
m
)
)
t +
ε0t
4
}lk−1
· v
{
−ε0
4
≤ B¯(nk − nk−1 −Nk−1lk−1)√
2nk log lognk
≤ ε0
4
}
≥
(
E
[
φ
(
B¯(Nk−1)
rk−1
− (x( i
m
)− x( i− 1
m
))t
)])lk−1
· v
{
−ε0
4
≤ B¯(nk − nk−1 −Nk−1lk−1)√
2nk log lognk
≤ ε0
4
}
,
where φ(x) is a even function defined by
φ(x) :=
{
1− e|x|−ε0t/4, |x| ≤ ε0t/4;
0, |x| > ε0t/4.
Applying Lemma 2.1 and CLT [15], we have if k →∞
log E
[
φ
(
B¯(Nk−1)
rk−1
− (x( i
m
)− x( i− 1
m
))t
)]
→ log E
[
φ
(
B¯(1)− (x( i
m
)− x( i− 1
m
))t
)]
≥ −m(x(
i
m
)− x( i−1
m
))2t2
2σ2
+ log E [φ(B¯(1))].
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Thus as k →∞
nk − nk−1
2nk log log nk
· log E
[
φ
(
B¯(Nk−1)
rk−1
− (x( i
m
)− x( i− 1
m
))t
)]lk−1
=
lk−1(nk − nk−1)
2nk log lognk
· log E
[
φ
(
B¯(Nk−1)
rk−1
− (x( i
m
)− x( i− 1
m
))t
)]
→ t−2 log E [φ(B¯(1)− (x( i
m
)− x( i− 1
m
))t)]
≥ −m(x(
i
m
)− x( i−1
m
))2
2σ2
+ t−2 log E [φ(B¯(1))].
Together with lim
t→∞
t−2 log E [φ(B¯(1) − (x( i
m
) − x( i−1
m
))t)] ≥ −m(x( im )−x( i−1m ))2
2σ2
, we
have, for large enough t,
lim
k→∞
nk − nk−1
2nk log lognk
· log E
[
φ
(
B¯(Nk−1)
rk−1
− (x( i
m
)− x( i− 1
m
))t
)]lk−1
≥ −m(x(
i
m
)− x( i−1
m
))2
2σ2
− 1. (6)
On the other hand, by Chebyshev’s inequality, it follows that
V (|B¯(nk − nk−1 −Nk−1lk−1))√
2nk log lognk
| > ε0
4
) ≤ 8(nk − nk−1 −Nk−1lk−1)σ¯
2
mε20nk log log nk
→ 0, k →∞.
Therefore, as k →∞,
nk − nk−1
2nk log log nk
· log v
{
−ε0
4
≤ B¯(nk − nk−1 −Nk−1lk−1))√
2nk log log nk
≤ ε0
4
}
=
nk − nk−1
2nk log log nk
· log
(
1− V (|B¯(nk − nk−1 −Nk−1lk−1))√
2nk log log nk
| > ε0
4
)
)
→ 0. (7)
So, from (6) and (7) we have
lim
k→∞
nk − nk−1
2nk log lognk
· log v
{∣∣∣∣B¯(nk)− B¯(nk−1)√2nk log lognk − (x(
i
m
)− x( i− 1
m
))
∣∣∣∣ ≤ ε02
}
≥ −m(x(
i
m
)− x( i−1
m
))2
2σ2
− 1.
Since x ∈ Kβ, we have
|x( i
m
)− x( i− 1
m
)| ≤ β√
m
<
σ√
m
, ∀i = 1, · · · , m.
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So there exist δ > 0 such that d := δ+maxi≤m(
x( i
m
)−x( i−1
m
)
σ√
m
)2+1 < 2. Thus, there
exist k0 such that ∀k ≥ k0,
v
{
|B¯(nk)− B¯(nk−1)√
2nk log lognk
− (x( i
m
)− x( i− 1
m
))| ≤ ε0
2
}
≥ exp(−dnk log log nk/(nk − nk−1)).
Meanwhile from the LIL of chen [2] we have v( lim
n→∞
B¯(n)√
2n log logn
≤ σ¯√
m
) = 1 and√
2nk−1 log lognk−1√
2nk log lognk
→ 0 as k →∞, hence there exist k1 such that ∀k ≥ k1,
v
{
|B¯(nk−1)|√
2nk−1 log log nk−1
√
2nk−1 log log nk−1√
2nk log log nk
<
ε0
2
}
≥ 1
2
.
By applying lemma 2.3, we get for any k > (k0 ∨ k1)
v(Ank) =
m∏
i=1
v(Aink)
≥ 1
2m
exp(−mdnk log lognk/(nk − nk−1))
≥ 1
2m
exp(−2mnk log log nk/(nk − nk−1))
∼ 1
2m
exp(−2m log log nk)
∼ 1
k2mα(2 log k)2m
.
Thus
∑∞
k=1 v(Ank) = ∞ for 2mα < 1, using the Borel-Cantelli lemma, we get
infinitely many events Ank happen q.s..
Next will show that for any given 0 < s < t < 1, quasi-surely there is infinitely
k such that
ζnk(t)− ζnk(s) ≤ σ¯
√
t− s+ ε0. (8)
In fact, by the LIL under capacity, we have
v( lim
n→∞
|B˜(n)|√
2n log logn
≤ σ¯√t− s) = 1,
where B˜(r) = B((t− s)r) ∼ N (0, [(t− s)σ2r, (t− s)σ¯2r]). So, we have
v{
∞⋂
i=1
∞⋃
k=i
(|ζnk(t)− ζnk(s)| ≤ σ¯
√
t− s+ ε0)}
= v{
∞⋂
i=1
∞⋃
k=i
(
|B˜(nk)|√
2nk log lognk
≤ σ¯√t− s+ ε0)} = 1.
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For any ε > 0 we set m > (4σ¯
ε
)2 and choose ε0 such that ε0 <
ε
2m
after fixed m.
Now we consider the nk making Ank happens and satisfying inequality (8),
‖ζnk − x‖ = sup
t∈[0,1]
|ζnk(t)− x(t)|
= sup
t∈[0,1]
∣∣∣∣ζnk(t)− ζnk(⌊mt⌋m ) + x(⌊mt⌋m )− x(t)
+
⌊mt⌋∑
i=1
[
ζnk(
i
m
)− ζnk(
i− 1
m
)−
(
x(
i
m
)− x( i− 1
m
)
)]∣∣∣∣∣∣
≤ σ¯√
m
+
β√
m
+mε0
≤ 2σ¯√
m
+mε0
≤ ε.
We conclude that
v{x ∈ C(ζn)} = 1,
and thus
v{Kβ ⊆ C(ζn)} = 1,
for Kβ having countable dense set. So
v{
∞⋃
n=1
Kσ− 1
n
⊆ C(ζn)} = 1.
Since C(ζn)) is a closed set, we get
v{Kσ ⊆ C(ζn)} = 1.
The proof of (III) is complete.
(IV). For any β ∈ [σ, σ¯], there exist Pβ ∈ P such that B(t)/β be a classical
Brownian motion under Pβ, so by the stranssen’s invariance principle Pβ(C(Bn) =
Kβ) = 1. Therefore, V (C(Bn) = Kβ) = 1.
The proof of Theorem 3.1 is complete. 
Notice that the discreteness of n is inessential for the previous considerations.
More precisely, the following corollary holds true.
Corollary 3.1 If u > e is real and we put ζu(t) = (2u log log u)
− 1
2B(ut), t ∈
[0, 1], then we have
(I) The sequence (ζu)u>e is relatively norm-compact q.s..
(II) v{C(ζu) ⊆ Kσ¯} = 1.
(III) v{C(ζu) ⊇ Kσ} = 1.
(IV) ∀β ∈ [σ, σ¯], V {C(ζu) = Kβ} = 1.
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Corollary 3.2 If ϕ is a continuous map from C[0, 1] to some Hausdorff space
H, then we have
(I) The sequence (ϕ(ζn))n≥3 is relatively norm-compact q.s..
(II) v{C(ϕ(ζn)) ⊆ ϕ(Kσ¯)} = 1.
(III) v{C(ϕ(ζn)) ⊇ ϕ(Kσ)} = 1.
(IV) ∀β ∈ [σ, σ¯], V {C(ϕ(ζn)) = ϕ(Kβ)} = 1.
We substitute (ζn)n≥3 with (ζu)u>e, the conclusion also holds.
4 Some applications and comments
In this section, we give some applications and comments, which can be obtained
by our invariance principle and the arguments of Strassen [17].
Example 4.1 Let f(·) be any Riemann integrable real function on [0, 1],
F (t) =
∫ 1
t
f(s)ds, t ∈ [0, 1].
Then,
v
{
σ
(∫ 1
0
F 2(t)dt
)1/2
≤ lim
n→∞
(2n3 log logn)−1/2
n∑
i=1
f(
i
n
)Bi ≤ σ¯
(∫ 1
0
F 2(t)dt
)1/2}
= 1.
In particular, for any α > −1, putting f(t) = tα, we have
v
{
σ√
(α + 3/2)(α+ 2)
≤ lim
n→∞
(2n2α+3 log log n)−1/2
n∑
i=1
iαBi ≤ σ¯√
(α+ 3/2)(α+ 2)
}
= 1.
Example 4.2 Let a ≥ 1 be real, then we have
v

 2(a+ 2)
(a/2)−1
aa/2
(∫ 1
0
dt
σ
√
1−ta
)a ≤ lim
n→∞
n−1−(a/2)(2 log log n)−1/2
n∑
i=1
|Bi|a ≤ 2(a+ 2)
(a/2)−1
aa/2
(∫ 1
0
dt
σ¯
√
1−ta
)a

 = 1.
In particular, a=1,2, we have
v
{
σ√
3
≤ lim
n→∞
n−3/2(2 log log n)−1/2
n∑
i=1
|Bi| ≤ σ¯√
3
}
= 1,
v
{
4σ2
pi2
≤ lim
n→∞
n−2(2 log log n)−1
n∑
i=1
|Bi|2 ≤ 4σ¯
2
pi2
}
= 1.
17
References
[1] Z. Chen, Strong laws of large numbers for capacities, preprint in
arXiv:math.PR/1006.0749v1 3 Jun 2010 (2010).
[2] Z. Chen, F. Hu, A law of the iterated logarithm under sub-linear expecta-
tions, preprint in arXiv:math.PR/1103.2965v1 15 Mar 2011 (2011).
[3] L. Denis, M. Hu, S. Peng, Function Spaces and Capacity Related to a Sublin-
ear Expectation: Application to G-Brownian Motion Paths, Potential Anal.
34 (2011) 139-161.
[4] U. Einmahl, Strong invariance principles for partial sums of independent
random vectors, Ann. Probab. 15 (1987) 1419-1440.
[5] P. Hartman, A. Wintner, On the law of the interated logarithm, Am. J.
math. 63 (1) (1941) 169-176.
[6] M. Hu, S. Peng, On representation theorem of G-expectations and paths of
G-Brownian Motion, Acta Mathematicae Applicatae Sinica (English Series)
25 (3) (2009) 539-546.
[7] A. Khinchine, U¨ber einen Satz der Wahrscheinlichkeitsrechnung, Fund.
Math. 6 (1924) 9-20.
[8] A. Kolmogorov, U¨ber das Gesetz des iterierten Logarithmus, Math. Ann.
101 (1929) 126-135.
[9] D. L. McLeish, Invariance principles for dependent variables, Z. Wahrsch.
Verw. Gebiete 32 (1975) 165-178.
[10] D. L. McLeish, On the invariance principles for nonstationary mixingales,
Ann. Probab. 5 (4) (1977) 616-621.
[11] M. Peligrad, S. Utev, A new maximal inequality and invariance principle for
stationary sequences, Ann. Probab. 33 (2) (2005) 798-815.
[12] S. Peng, G-Expectation, G-Brownian Motion and related stochastic calculus
of Itoˆ type. Stochastic Analysis and Applications, Springer Berlin Heidelberg
(2007) 541-567.
[13] S. Peng, G-Brownian motion and dynamic risk measure under volatility un-
certainty, preprint in arXiv:math.PR/0711.2834v1 19 Nov 2007 (2007).
[14] S. Peng, Multi-dimensional G-Brownian motion and related stochastic cal-
culus under G-expectation, Stoch. Proc. Appl. 118 (2008) 2223-2253.
18
[15] S. Peng, Survey on normal distributions, central limit theorem, Brownian
motion and the related stochastic calculus under sub-linear expectations,
Sci. China Ser. A. Mathematics 52 (52) 1391-1411.
[16] S. Peng, Nonlinear expectations and stochastic calculus under uncertainty-
with robust central limit theorem and G-Brownian motion, preprint in
arXiv:math.PR/1002.4546v1 24 Feb 2010 (2010).
[17] V. Strassen, An invariance principle for the law of the iterated logarithm, Z.
Wahrsch. Verw. Gebiete 3 (1964) 211-226.
[18] WB. Wu, Strong invariance principles for dependent random variables, Ann.
Probab. 35 (2007) 2294-2320.
19
