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Random Sampling of Random Processes: 
Impulse Processes 
0SCAR A. Z. LENEMAN 
Lincoln Laboratory, Massachusetts In titute of Technology, Lexington, 
Massachusetts 
The concept of random impulse trains is useful as it facilitates 
statistical studies on discrete pulse modulated control and com- 
munication systems. As a result, this paper discusses the improper 
random process 
s(t) = ~ ,~(t  - t.) 
where the impulse occurrence times t~ constitute a stationary point 
process and where the intensity modulating coefficients a~ constitute 
a stationary random process, independent of the point process It.}. 
With some heuristics and using basic results of the theory of sta- 
tionary point processes, the autocorrelation function and the spectral 
density function of the impulse process are evaluated. The results 
obtained are remarkably simple and are illustrated with various 
examples. 
LIST OF SYMBOLS 
Impulse process defined as 
s(t) = ~ an~(t-- t.) 
Stat ionary random process, acting as an intensity modulat ing 
process 
Stationary point process 
Average number  of random points per unit time interval 
Expectation of the quantity in brackets 
Probability of the event in brackets 
Defined as E[a~], the mean of a~ 
Defined as E[a~+~a..J 
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R,(r) = E[s(t + r)s(t)], the correlation function of the impulse 
process 
~)~(~) Spectral density of the impulse process 
q The probability of skips 
u~ Time-jitter error (the u. are assumed to be pairwise inde- 
pendent) 
~'(- i~) Characteristic function associated with the time-jitter error 
and defined as E[e i~] 
T Sampling period in a periodic point process (i.e., t~+l - t~ = T, 
for all n) 
L~(t) Length of time required for the nth random point after time 
t to occur 
INTRODUCTION 
In statistical studies of pulse modu]ated control systems, of discrete 
communication systems, of various electronic systems, and of firing 
patterns for neurons, one often encounters andom processes which con- 
sist of trains of pulses. For example, in the study of vacuum tubes, one 
encounters the shot-noise process (Papoulis, 1965) defined as 
y(t) = ~ h( t -  t~) 
n~- -co  
where the firing times t~ constitute a Poisson point process. Similarly, 
Barkhausen oise which occurs during the magnetization of a ferro- 
magnetic material can also be described by a random train of pulses 
(Mazetti, 1962). Also, in the problem of linear interpolation from the 
samples of a wide-sense stationary signal (Balakrishnan, 1962; Brown, 
1963; Leneman, 1966), one has to study infinite series such as 
x(t) = x ( t , )h ( t -  t~) 
n~¢o 
where theproblem is to determine the interpolation function h(t) which 
enables x(t) to be the best mean-square covery of the original signal 
x(t). 
In order to discuss statistical performances of such systems, the 
problem of determining the spectrum and other statistical characteristics 
of random trains of pulses naturally arises (Khurgin, 1957; Gupta-Jury, 
1962). And, except for some cases, this type of problem is in general 
difficult and/or tedious to study. 
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However, as witnessed by the work of Lee (1960), Nelsen (1964), 
Papoulis (1965), and Leneman (1965, I966), such studies are consider- 
ably facilitated if one introduces an improper random process consisting 
of an infinite train of impulses occurring at random times with random 
intensities. As a result, this paper discusses the concept of impulse 
processes defined as 
= 
where the firing times t. constitute a stationary point process (Beutler- 
Leneman, 1966) and where the intensity modulating coefficients a~ 
constitute a stationary random process which is independent of the 
point process {t,d. With some heuristics and using basic results of the 
theory of stationary point processes, the first and second-order statistical 
properties of the impulse process will be evaluated. 
I. PRELIMINARIES: THE INDICATOR PROCESS 
A. DEFINIT ION 
Assuming  that the random times 4 and the random variables a~ 
constitute respectively a stationary point process (]~eutler-Leneman, 
1966) and a stationary random process which  are independent, let 
us consider a train of rectangular pulses whose  trailing edge occurs at 
tk and whose  width and height are respectively d and ak/d, where d 
denotes a positive constant. Then,  for every fixed time t, the indicator 
process z(t) is defined as 
fo~/d if 4- t  <=d z(t) ff t~ -- t > d (1) 
k- -  
where t~ denotes the first forward random point after time t, as shown in 
Fig. 1. 
It is interesting to note that when the pulses do not overlap, the 
preceding equation can also be written 
z(t) = ~ a.p(t-- 4) (2) 
where p(t) denotes the rectangular pulse 
= (1/d,  O<t<d 
p(t) [0, otherwise. (3) 
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For simplicity, it will be assumed hereafter that  the point process 
{&} satisfies 
lim G2(h) _ 0 (4) 
h~O+ h 
where the G~ denote the distribution functions associated with the 
forward recurrence times 1 Ln(t ) .  Roughly speaking, this assumption s 
means that  the probabil ity of finding two or more points in a "smal l"  
interval is negligible. 
B. FIRST AND SECOND-ORDER STATISTICAL PROPERTIES 
The mean value of the indicator process z( t )  is 
E[z(t ) ]  = E[ -~ P [ t~- t  <= d] 
L.~_I (5) 
= E[d lP [L I ( t )<d]  
that  is, 
where 3
OL 
E[z(t)]  = -~ G1 (d) (6) 
= E[~] .  (7) 
1 In Fig. 1, we have L~(t) = t~ -- t, Le(t) = t~+~ -- t, and so on. 
This assumption also implies that 
G.(h) 
lim 0, for all n > 2. 
3 Because of the stationarity of the point process, the distribution function 
Gl(d) = PILl(t) <= d] does not depend on t. 
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In a similar way, the mean-square value of the indicator process 
z(t) is 
E[z(t) ~]=E ~ P[L~(t) < dl 
t_ d2J = 
that is 
where 
E[z(t)2] p(O) = d~ al (d) (S) 
p(O) = E[~.2]. (9)  
Next, the correlation function E[z(t + r)z(t)] will be evaluated, where 
without loss of generality it is assumed that the argument r is positive. 
Denoting by 
p(n) = E[oqaj+.] (10) 
and defining the disjoint events 
A,,(t, r) -- {n points in the interval (t, t + ~-]} (11) 
K~(t, r) = {(Ll(t) <= d) fl (L~(t + r) <= d) ffl A~(t, r)} (12) 
it can be noted that 
E[z(t)z(t + r) /K.(t ,  r)] - p(n) 
d ~ , 
from which it follows that 
1 p(n)P[K~(t, r)]. (13) E[z(t + r)z(t)] = ~ .=0 
From the physical interpretation of the events defined by Eqs. (11) and 
(12), we have 
(i) fo r t> d, 
P[Ko(t, r)] = 0 (14) 
P[g~(t, r)] = P[(Ll(t) <= d) fl ('r < L2(t) <= r + d)] (15) 
P[K.(t, r)] = P[(L~(t) <= d) N (L~(t) <= ~-) 
f'l (r < L.+~(t) <-_ r+ d)], n ~ 2, (16) 
(ii) and for 0 < r <= d, 
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P[Ko(t, r)] = P[r < Ll(t)  <= g] = GI(d) -- G~(r) (17) 
P[K~(t, r)] = P[(L~(t) <= r) n ('r < Ln+~(t) <= r + d)], n=> 1, (18) 
thus giving the correlation function of the indicator process in terms of 
the statistics of the forward recurrence process {Ln(t)}. 
C. ILLCS~R~IO~ 
Let us assume that the stationary point process is such that the first 
forward recurrence time L~(t) and the time intervals L2(t) - L~(t), 
La(t) - L2(t), . . .  L~+l(t) -- L~(t) are independent random variables, 
with intervals being identically distributed according to a probability 
density function f1(~). 
F rom the elementary probability (with y > x) 
P[(x < L~(t) <- x + dx) N (y < L2(t) < y + dy)] 
= P[z < L~(t) < z + dx] (19) 
• P[y - -  x < L2(t) - -  Ll(t) <= y + dy -- x] 
= gl(x) dxfl(y -- x) dy 
where g~(x) denotes the probability density function associated with 
Ll(t)  and is given by (Beutler-Leneman, 1966) 
I -  fl(~)do- 
g~(x) = (20)  
o ~ ~f~(~) d~ 
it can be noted that Eqs. (15) and (18) can be combined giving 
f0 d ffv r+d P[KI(t, r)] = g l (x)U(r  - x) f l (y  - x) dy dx (21) 
where U(t) is the step function defined as 
1, t > 0 (22) 
u( t )  = o, t < o. 
In a similar way, we have (with x < x + z < y) 
P[(x < L~(t) <= x + dx) 91 (~r + x < L~(t) <= cr + d~ + x) 
f'l (y < L.+~(t) <= y + dy)] 
= P[x < L~(t) <= x + dx]P[z < L , ( t )  -- L~(t) <= ~ + dz] 
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• Ply - x -- z < L~+l(t) -- L , ( t )  <= y -~- dy - x - -  o] 
= g l (x )  dx f~_~(a)  da f l (y  - -  x - o )  dy 
where 
f/ A-~(~) = f1(~ - u)A-2(u) du, n > 2. (2a) 
I t  follows that Eqs. (16) and (18), with n > 2, can be combined to give 
// P[K,( t ,  r)] = g~(x) / , -~@)f~(y -- x -- o) d¢ dy dx. (24) 
~r 
Thus, the correlation function of the indicator process is 
p(0) ff 
E[z ( t  + ~-)z(t)] - d2 g~(x)U(x  - .~) ax 
P( t ) fo~ ff+~ -[- ~ g l (x )U(z  -- x) f l (y  -- x)  dy dx (25) 
-[- ~ g~(x) f,~-~(z)f~(y -- x -- a) dz dy dx, 
n=2 
~'->0. 
II. THE IMPULSE PROCESS 
A. DEFINZTION 
The impulse process (t) is the improper andom process 
s(t) = ~ a~( t -  t~) (26) 
n ~- -oo  
where the t~ and a~ constitute respectively a stationary point process 
and a stationary random process, which are independent. That is, 
the impulse process consists of an infinite train of delta-functions occur- 
ring randomly in time and having random intensities. 
B. FIRST- AND SECOND-0RDER STATISTICAL PROPERTIES 
Using the properties of the indicator process, the first- and second-order 
statistical properties of the impulse process will be obtained in two steps. 
1. Step One 
First, let us assume that the stationary point process Its} is such that, 
for all n, 
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t~+l -- t~ > l > 0 (27) 
where 1 is a positive constant. In other words, it is assumed that the 
random points do not cluster together and that there exists a minimum 
positive time spacing between consecutive points. 
In this case, and for 
d < 1 (28) 
the indicator process z(t) can be written as 
z(t) = ~ a ,p ( t -  t~) (29) 
n~- -¢0  
where p(t) is defined by (3). Then in view of 
lira p(t) = ~(t) (30) 
do0 
where ~ denotes the delta-function, it follows that the impulse process 
is defined from the indicator process as 
s(t) = lira z(t). (31) 
d-~0 
Thus, the mean value of the impulse process is 
E[s(t)] = lira E[z(t)] (32) 
d~0 
and in view of (6) 
E[s(t)]  = ~ (33) 
where ~ denotes the average number of impulses per unit time interval. 4
Also, if R,(r)  denotes the correlation function for the impulse process, 
that is, 
we have 
R.(.~) = lim E[z(t + ~-)z(t)J 
d~O 
4 From Beutler-Lenem~n (1966), we have 
= ~ lim 
G~(d) 
n~l  d--~O d 
and in view of assumption (4), Eq. (33) follows. 
(34) 
(35) 
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where E[z(t + r)z(t)] is defined by Eq. (13). First, it can be noted that 
in view of (27), we have 
G~(l) = P[L,~(t) =< l] = 0, n >- 2 (36) 
from which it follows that ~ 
GI(T) = fir, r < 1 (37) 
and consequently 
(d- I~l)/d 2, I~l  < d E[z(t+~)z(t)]=\o.(O) d< I~-I <z-d .  (38) 
Thus 
]im E[z(t + T)z(t)] = flp(0)6(T) for [r  I =< 1. (39) 
d-->0 
In addition, it can be noted that in view of (27) the summation (13) 
becomes finite and consequently the correlation function for the im- 
pulse process is 
R~(~-) = ~p(O)~(-,-) 
+p(1)  ]imP[(L~(t) <= d) n (r < L2(t) <= r--bd)] 
d->O d 2 
P[(L~(t) < d) n (L~(t) < r) (40) 
~(~,z) n (r < L~+l(t) <= r -4- d)] 
-t- ~_, p(n) lim d2 , 
n =2 d-->0 
r>0 
where 6
N(r, 1) = max Ik-< [ + 1 , k = 1 ,2 , . . -  
5 This is so, in view of the property (Beutler-Leneman, 1966) 
Gff) = ~. 
n=l  
s It is of interest o note that 
P[(LI(t) <= d) n (L~(t) <-_ r) n (r < L~( t )  <= r -b d)] 
and that 
(41) 
= P[(LI(t) <= d) n (r <L,~_l(t) =<r+d)], 
RdT) = 0, 0<I~I<Z.  
for d < l 
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Illustration. The preceding expression will be evaluated under the 
assumption that the random times t. constitute a stationary point 
process with j i t t J  {t~' -q- u~/ such that: 
(i) The time-jitter errors u~ are independent of the point process 
{t.'}, pairwise independent, and identically distributed according to a 
probability density function f(z) such that 
f(z) = 0 for ~ > 0 and z < -1  (42) 
where l is a positive constant. 
(ii) The forward recurrence time Ll'(t) and the time intervals L2'(t) 
t ! 
-- Ll '(t),  " .  L~+l(t) -- L,~ ( t ) in  the point process {t~' 1are independent 
random variables, with the intervals being identically distributed ac- 
cording to a probability density function fl(z) such that 
fl(z) = 0 for z < 2/. (43) 
For r > d, we can write 
PIKe(t, r)] = P[(Ll(t)  <-_ d) [~ (L~(t) <= T) 
N (r < L~+i(t) < T + d)] 
- P [ (O  < L~'(t) + u~ <= d) N ' < r) (L .  ( t )  q -  u~ = 
! 
N (.r < L~+~(t) -t- u~+~ < r -t- d)] (44) 
L' -t- P[(L2'(t) -t- u2 < d) N (~+l ( t )  + u~+~ < r) 
? 
fq (r < L~+2(t) -q- Unq-2 ~ T'~- d) 
fl (L~'(t) q- ul < 0)] 
and for d < l, the preceding expression becomes 
P[K~(t, ~-)] = P[(0 < L~'(t) q- u~ < d) 
A (r < L'~+~(t) -q-u~+~ < r'-q-d)], d < 1 (45) 
from which it follows that 
P[Kn(t, r)] = P[O < L~'(t) + u~ <= d) 
' t N (r < L~'(t) -q- L~+~( ) - L~'(t) -q- u~+~ < r -q- d)] 
if? ] -~-. p(a,) dz, du (46) 
7 A stationary point process with jitter {t.} is obtained from a stationary point 
process {V~I by perturbing the points t ~" with a stationary time-jitter process 
{u.}. 
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where p(o-) denotes the probability density function for the random 
variable L'~+~(t) - L~'(t) + u~+~. Next, by virtue of (37), (42), and 
(43), Eq. (46) can be written 
i~[/-~ ff+~-" ] P[K~(t, r)] =/3 f(o.:) do.~ p(o.2) do-2 du, d < 1 (47) 
and then, interchanging limiting operations, it follows that 
P[K~(t, r)] f2~ . 
lm ~ " ---- flJo f ( - -u )p ( r  -- u) du 
d--~O d 
(48) 
i" 
where q~(r) denotes the probability density function for the random 
variable L~+l(t) - L~'(t) + u~+l - u~ (that is the length of n consecu- 
tive intervals in the point process {t~} ). Thus the correlation function 
for the impulse process is 
N(r,l) 1 p(n)q~(r) , r -> 0. (49) R~(~) = ~ [p(O)~(~) + 
where 
N(z, l) = max {klk =< (z/1) + 1}, /c = 1, 2, . . . .  
It  is interesting to note that the expression for the spectral density 
of the impulse process is remarkably simple. Indeed, letting 
,y(i~) = E[e -~]  = e-~"f (z )  do- (50) 
a¢ 
~o 
* " Jn  " 
f l  60,) = e-'~"f~(.) do- (51) 
and noting that 
f * " oo e - i~r  ! \ q~ (zw) = q~kr) dr = [~(iw) ]2{ f , (~}.  (52) 
it follows that by  taking formally the Fourier transform of Eq. (49), we 
obtain as spectral density 
®~(~) = ~p(o) + ~l ~(i~) 12~ p(n)[{fl*(i~)} ~+ {fl*(-~)}" ~]. (53) 
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Appl icat ion to the case of a nearly-periodic point process with skips, s
Denoting by T the length of the intervals in the associated periodic point 
process and by q the probabil ity of skips, we have 
--i~T 
f~*(~) - (1 -- q) e (54) 
1 -- qe -i~°r 
with 
and assuming that  
it then follows that 
~_l -q  
T 
p(n)  = pl~,l, [p [< 1 (55) 
1 -- qV1 -pl ' /( i~) [2(1 - q)~ 
¢.(co) 
T m p, A 
(1 - q)2 [ ~(ico) i ~ 
+P T p, 
where 
2 l - -p ,  
1 -- 2~cos~oT+ u2 
(56) 
where 
coo = 2~/T  (60) 
s The nearly-periodic point process with skips is obtained from an ordinary 
periodic point process by expunging certain of the random points and by per- 
turbing the locations of the remaining. This type of point process is useful as a 
model in sampling when skips and time-jitter errors occur due to failures and 
inaccuracies of the sampling mechanism. For simplicity of the model, it is assumed 
here that each random point has (independently of the others) a probability q of 
being deleted. 
= p + q -  vq. (57) 
From the preceding expression, two interesting cases can be obtained. 
In  view of the following properties of a Poisson kernel 
lim 1 - p, _ 27r ~(w - nco0) (58) 
,-~+1  - 2p, cos coT + p,2 T ~=-~ 
lim 1 p, 2~r ~[co -- (n + ~)co0], (59) 
,u~--I ] - -  2p, cos coT -]- p,2 T n=-~ 
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and because of the one to one correspondence 
~= 1, O-<q< le=>p= 1 
= --1 ¢::~p = --1, q = 0 
it follows that 
(i) For a wave of identical unit impulses, that is, 
sit) = ~ 6(t - -  t~), 
the spectral density is 
,L(~o) 1 - q - ~ [1 -- (1 -q )  l~,(~)t 2] 
+ (1 - q)~ I'y(i~) 12 2~ 
where 
(61) 
(62)  
(63) 
(64) 
8(~ - n~0) 
wo = 27r/T. 
2. Step Two (Generalization) 
The existence of a minimum positive time spacing between consecu- 
tive impulses is not assumed anymore. In other words, step two can be 
considered as the limit of step one when the quantity l, in (27), tends to 
zero. 
where 
~o = 2;r/T. 
(ii) For a wave of unit impulses alternatively positive and negative, 
and without skips, that is 
sit) -- ~ ( - -1 ) '+ J~(t -  t~) (65) 
n~- -oo  
where j is an independent random variable taking on the value zero or 
one with equal probability, the spectral density is 
1 
~(o~) = ~ [1 -- I~(~o) I21 
(66) 
1 12~(  coo ) 
+ 2~- ~ I~'(/~) ~ ~ + ~- - n¢oo 
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Hence, from (33) and (40), it follows that the mean value is 
E[s(t)] = ati (67) 
and that the correlation function is 
R.(~) = tip(0)~(~) 
-t- p(1) lim P[(L~(t) <= d) f] (r < L2(t) = r -t- d)] 
~0 d 2 (68) 
P[(L~(t) <= d) n (i~(t) <= v) 
~-, N (~ < L~+~(t) _-< r -}- d)] + p(n)  lira A_, > O. 
n=2 d'->0 d2 , T = 
Illustration. In case of a stationary point process where L~(t) and the 
time intervals are independent random variables, with the intervals 
being identically distributed according to a probability density function 
fl(a), Eq. (68), in combination with (21) and (24), gives 
R,(-r) = tip(O) ~(r) -4- ti~--:, p(n)f~(r), r => 0 (69) 
n=l  
where 
jO0 ~ 
A(~) = fl(~ - u)A-l(U) du (70) 
(that is, fn(~) denotes the probability density function associated with 
n consecutive intervals). 
It also follows from (69) that the spectral density of the impulse 
process is 9 
oo 
= tip(O) -4- ti~p(n)[{f~*(io~)} ~ -4- {fl*(--i~)} ~] (71) 
n=l 
~(~) 
where 
fl*(i~) = fo e-~°f~(~) d~. (72) 
Application to the case of a Poisson point process. In this case 
ti (73) f l (a) = tie -~, f~*(i~) = ~ + i~" 
9 This expression also agrees wi th  the results of Nelsen (1964) and Mazett i  (1965). 
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Thus 
(i) For a wave of identical unit impulses, that  is, 
p(n) = 1, 
it follows that  ~° 
and 
n = O, 1, . . .  (74) 
(75) 
and 
it follows that  
2 
~(~) = ¢ 
~ + 4f~ 2" 
(iii) For a wave of Markov correlated impulses, that  is, 
p(n) = o L~, I pl < 1 
2 
~%(e) =/3°~ +82(1 --p=) (81) 
¢o ~ -}- 82(1 -- p) 3 • 
Application to the case of an alternate Poisson point process, n I f  
denotes the average number  of occurrences per unit t ime interval, we 
then have 
f l (~) 4,2~e-2,~, * .  ( 2 /3~ 2 = A (~)  = 2~ + (82) 
and for a wave of identical unit impulses, it follows that  the correlation 
function and the spectral density are respectively 
i0 These results were also obtained by Lee (1960). 
n An alternate Poisson point process is obtained from an ordinary Poisson 
point process by expunging every other point. 
(78) 
(79) 
(80) 
it follows that  1° 
~(co) = ¢~ 4- 27rfl2~(co). (76) 
(ii) For a wave of unit impulses, alternatively positive and negative, 
that  is, 
p(n) = ( - -1 )  '~, n = O, 1, 2, . . -  (77) 
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R.(~) = ~5(T) + ~2 ~2e-~LTL (83) 
and 
2 
• ~(~) = ~ s~2 + ~ + 2~(~)  (84) 
16/~ 2 + w 2 
results which are useful in the s tudy of Barkhausen noise (Mazett i ,  
1962). 
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