Abstract. We prove a general inequality for mixed Hessian measures by global arguments. Our method also yields a simplification for the case of complex Monge-Ampère equation. Exploiting this and using Ko lodziej's mass concentration technique we also prove the uniqueness of the solutions to the complex Hessian equation on compact Kähler manifolds in the case of probability measures vanishing on m-polar sets.
Introduction
Nonlinear equations of Monge-Ampère and more generally of Hessian type have proven to be a very fruitful branch of research. In the set-up of compact Kähler manifolds the solution of the Calabi conjecture by Yau ([25] ) has literally opened the door for PDE methods in complex geometry. In fact Yau's theorem is still a subject of numerous generalizations (see, in particular [15, 4] and references therein) and new powerful tools coming from pluripotential theory allowed applications that were previously unreachable.
The complex Hessian equation on compact Kähler manifolds is not that geometric because the solutions do not yield Kähler metrics (see hovewer [1] for some geometric applications). Nevertheless the PDE theory is interesting on its own right, and a strong motivation for considering it is its real counterpart that has been developed some time ago thanks to the works of Trudinger, Wang, Chou and others (see [8, 9, 20, 21, 24] and references therein). Interestingly while many estimates known from the Monge-Ampère theory apply verbatim, some like the a priori gradient estimate for the Hessian equation turned out to be unexpectedly difficult (this estimate was finally proven in [12] ). This finally terminated the program for proving an analogue of the Calabi-Yau theorem in the Hessian setting. Afterwards a fruitful potential theory was established culminating in the solution of the smoothing problem for m-subharmonic functions (see [19, 18] ).
In this note we continue the investigation of the pluripotential theory for complex Hessian equations on compact Kähler manifolds. We establish some technical results that allow us to prove a general inequality for mixed Hessian measures (an analogue of the main result in [10] ). It is worth mentioning that while the methods from [10] are local in spirit, here our approach is global which allows an essential simplification. In particular we avoid the delicate approximation by Dirichlet solutions with potentially discontinuous boundary values from [10] . Note that the local inequalities can be deduced from the global ones (see Theorem 3.9) thus our method yields a simplification even for the Monge-Ampère equation. 
where f j are non-negative integrable (with respect to µ) functions. Then one has
Having these inequalities in hand it is straightforward to generalize the uniqueness theorem from [11] thus establishing a very general uniqueness result for the solutions to the complex Hessian equation living in the class E(X, ω, m).
The note is organized as follows. First we briefly recall the notions and tools that we shall use later on. Then in Section 3 we establish the inequality for mixed Hessian measures. In Section 4 we prove the uniqueness theorem. Finally in Section 5 we give an explicit example that the mixed Hessian inequality fails outside the class E(X, ω, m).
Preliminaries
We recall basic facts on m-subharmonic functions which will be used later. We first consider the local setting.
2.1. m-subharmonic functions. Let M be a non-compact Kähler manifold of dimension n and ω be a Kähler form. Fix an integer m such that 1 ≤ m ≤ n. 
Equivalently, u is m-sh if the vector of eigenvalues λ(x) ∈ R n of dd c u with respect to ω satisfies
Yet another characterization of m-subharmonicty can be obtained via the inequalities
From Gårding's inequality [13] we easily get the smooth version of the mixed Hessian inequalities: Lemma 2.2. Let u 1 , ..., u m be smooth m-sh functions on M and f 1 , ..., f m be smooth nonnegative functions such that Note that two m-subharmonic functions are the same if they are equal almost everywhere on M . Observe also that by Gårding's inequality Definition 2.1 and Definition 2.3 are equivalent for smooth functions. The class of m-sh functions on M (with respect to ω) is denoted by SH m (M ). Note that this class depends heavily on the metric ω which makes the regularization process of m-sh functions very complicated. More precisely, it is not clear whether the convolution of a m-sh functions (when ω is not flat) with a smooth kernel is m-sh. Nevertheless any m-sh function can be approximated by smooth m-sh functions (see [19] , [18] ).
Then the following mixed Hessian inequality holds
The smoothing property allows us to define the domain of definition of the complex Hessian operator: Observe that a smooth function u is ω-m-sh if and only if
or equivalently iff
We let SH m (X, ω) denote the class of ω-m-sh functions on X. It follows from [18] that for any u ∈ SH m (X, ω) there exists a decreasing sequence of smooth ω-m-sh functions on X which converges to u. Following the classical pluripotential method of Bedford and Taylor [2] one can then define the complex Hessian operator for any bounded ω-m-sh function:
which is a non-negative (regular) Borel measure on X. The complex Hessian operator is local in the plurifine topology which in particular implies that the sequence
is non-decreasing, for any u ∈ SH m (X, ω). Moreover given any ω-m-sh function u ∀j ∈ N,
We then define the class E(X, ω, m) as the set of these of ω-m-sh functions for which
(see [18] , [14] ). For any u ∈ E(X, ω, m) we define
We recall the following result:
Theorem 2.7.
[18] Let µ be a non-negative Radon measure on X vanishing on all m-polar sets. Assume that µ(X) = X ω n . Then there exists u ∈ E(X, ω, m) such that
Finally by E 1 (X, ω, m) we denote the subset of E(X, ω, m) of all u integrable with respect to their own Hessian measure H m (u).
Note that when µ = f ω n for some smooth positive function f then u is also smooth (see [12] ). The variational method used in [18] (which originated from [4] ) can be applied in the same way to get the following result:
Theorem 2.8. Let µ be a non-negative Radon measure on X vanishing on all m-polar sets. Then for any ε > 0 there exists u ∈ E 1 (X, ω, m) such that
The proof of Theorem 2.8 is left to the reader as an easy exercise. We will need this result in the next section. We remark that the solution u is unique-this follows from the domination principle in E(X, ω, m) which is an easy consequence of Theorem 2 as shown in [7] (when m = n).
Next we shall need the notion of capacity associated to the Hessian operator and convergence with respect to it: Definition 2.9. The m-capacity of a Borel subset of X is defined as
Exactly as it the plurisubharmonic setting we have convergence in capacity for monotonely decreasing sequences and quasi-continuity of ω-m-sh functions:
The following convergence result is an easy adaptation of [16] , Corollary 1.14: 
An inequality for mixed Hessian measures
Our main goal in this section is to prove an inequality for mixed Hessian measures (Theorem 1). We first prove some technical results which we need later on. Our approach, which makes use of the "β-convergence" method of Berman [3] , is global in nature and therefore avoids some difficulties arising from rough boundary data present in the local Dirichlet problem (compare with [10] ).
Let µ be a positive Radon measure on X. Let L µ denote the mapping
The following result has been proven in [18] (it is in fact an an easy adaptation of a theorem from [4] ):
Lemma 3.1. Let µ be a positive Radon measure on X which is dominated by
Proof. Without loss of generality we can assume that all the functions are negative. Fix ε > 0 and set E j := {ϕ < ϕ j −3ε}. We are going to prove that Cap ω,m (E j ) → 0 as j → +∞. Let C > 1 be a constant such that
The following inclusions are obvious:
By the comparison principle we thus get
Taking the supremum over all v and using Lemma 3.1 we obtain
Now, set F ε := {ϕ j < ϕ − 3ε}. It remains to prove that Cap ω,m (F j ) also converges to 0 as j → +∞. Arguing as in the first step we get
On the other hand, since
as follows from the first step, it suffices to prove that
By an integration by parts the above term is dominated by
where ψ j is a sequence of uniformly bounded ω-m-sh functions and C 1 depends only on C. Now, fix a small t > 0. Since u j converges to u in Cap ω,m we get for some C 2 also dependent only on C that lim sup
from which the result follows.
The uniqueness result for bounded ω-m-sh functions can be proven by repeating the arguments in [5] :
We shall also need the following domination principle: Proof. We can assume that v ≤ 0. Fix ε > 0 and 1 > s > 0 such that s max(1, sup X |v|) < ε. Let ϕ be a ω-m-sh function on X such that −1 ≤ ϕ ≤ 0. Applying the comparison principle we obtain
We then get Cap ω,m ({u < v − 2ε}) = 0 which implies the result.
From the domination principle we immediately get the following:
Then v ≤ u.
Proof. By the comparison principle we have
Thus all inequalities above become equalities and we infer that H m (u)(u < v) = µ(u < v) = 0. Now, it suffices to apply the domination principle.
Lemma 3.6. Let u, v, ϕ, ψ 1 , ψ 2 be bounded ω-m-sh functions such that
where f, g, h 1 , h 2 are non-negative bounded functions. Then for any
Proof.
Step 1: Assume that ϕ, ψ 1 , ψ 2 are smooth on X.
Let f j , g j , h j 1 , h j 2 be uniformly bounded sequences of smooth non-negative functions which converge in L 1 (X) to f, g, h 1 , h 2 respectively. We can also assume that these sequences are normalized so that the corresponding measures have the same mass as X ω n . We now use the main result of [12] to solve the following equations
where u j , v j are smooth ω-m-sh functions. We also normalize u j , v j so that sup X u j = sup X u and sup X v j = sup X v. It follows from Lemma 3.2 and Lemma 3.3 that u j and v j converge in Cap ω,m to u and v respectively. Since u j and v j are smooth by Gårding's inequality ( [13] ) we get
Now, the result follows by letting j → +∞.
Step 2: Assume that f, g are quasi-continuous on X and min(f, g) ≥ δ > 0 for some positive constant δ.
It follows from [18] that we can approximate ϕ, ψ 1 , ψ 2 from above by decreasing sequences of smooth ω-m-sh functions, say (ϕ j ), (ψ 
ó .
Since ϕ j , ψ j 1 are uniformly bounded and u, f, h 1 are bounded (in fact δ ≤ f ≤ C) we deduce from the comparison principle that u j is also uniformly bounded. Assume that u j converges in L 1 (X) to some bounded ω-m-sh function u ∞ . It follows from Lemma 3.2 that u j converges in Cap ω,m to u ∞ . By letting j → +∞ we get
Applying Lemma 3.5 we get u = u ∞ . Now, we do the same thing for v to get a sequence v j converging in Cap ω,m to v. Applying Step 1 for u j and v j we get
Since u j , v j converge in Cap ω,m to u and v respectively and f, g are quasi-continuous we can argue as in [16] (see Lemma 2.13) to see that the right-hand side of the above inequality converges to
while the left-hand side converges to ω
Step 3: Assume that min(f, g) ≥ δ > 0 for some positive constant δ. Let f j , g j be uniformly bounded sequences of continuous non-negative functions which converge in L 1 (X, H m (ϕ)) to f, g respectively. We can assume also that min(f j , g j ) ≥ δ for all j. Let u j solve the equation
It follows from Lemma 3.5 that u j is uniformly bounded. We can argue as in Step 2 to see that u j converges in Cap ω,m to u. Now, do the same thing for v and use
Step 2 to get
The result follows by letting j → +∞.
Step 4: We now prove the general statement. Consider f ε := max(f, ε) and solve
Then u ε ≤ u and u ε ≥ ϕ/2 + ψ 1 /2 − C as follows from the comparison principle (see Lemma 3.5) . Do the same thing for v and apply Step 3 to conclude. Now, we are ready to prove Theorem 1. For the sake of simplicity we only treat the case when there are only two functions instead of a collection of m functions. The general case follows in an obvious way by changing the notation. 
where f, g are non-negative integrable (with respect to µ) functions. Then for any
Proof. We first treat the case when u, v, f, g are bounded and µ = H m (ϕ) for some bounded ω-m-sh function ϕ. Fix δ > 0. For each j > 1 let u j solve the following equation
One can solve the above equation by using the variational method exactly the same way as in [18] (see Theorem 2.8). By the comparison principle one gets u ≤ u j ≤ u + j −1 log(δ −1 ). Thus u j converges uniformly on X to u. Now, do the same thing for v and get a sequence v j which converges uniformly to v. Applying Lemma 3.6 and letting j → +∞ we get
Now, the result follows by letting δ → 0.
If f, g and ϕ are bounded but u, v are not bounded we can argue as follows. Consider u j = max(u, −j) and v j = max(v, −j). Then
We then apply the previous step for u j , v j and let j go to +∞, noting that H m (ϕ) does not charge m-polar sets.
For the general case observe that since µ does not charge m-polar sets, it follows from [18] and the generalized Radon-Nikodym theorem [22] that we can write µ = hH m (ϕ) for some ϕ ∈ SH m (X, ω) ∩ L ∞ (X) and h ∈ L 1 (H m (ϕ)). We thus can assume that µ = H m (φ) for some bounded ω-m-sh function φ. Now, consider f j := min(f, j) and g j := min(g, j). Applying the first step and letting j → +∞ we get the result. 
Indeed, the existence of a solution follows from the variational approach and it is bounded since there is a bounded subsolution (see also [26] for a more detailed discussion about the envelop method for the complex Monge-Ampère equation).
We finish this section by presenting how local inequalities for Hessian measures stem from their global counterpart. More precisely we prove the following theorem: Theorem 3.9. Let ω be a germ of a Kähler metric near 0 ∈ C n . Let also
f j µ for some non negative Borel measure vanishing on all m-polar sets. Then
Before we start the proof we recall the following standard fact, based on the patching of local potentials (see, for example [23] , Lemma 3.8 for a discussion): 
Now we can prove the local mixed Hessian inequalities:
Proof of theorem 3.9. Suppose first that all the functions u 1 , · · · u n are bounded near 0 ∈ C n . It is enough to establish the inequality in a small neighborhood of 0.
Shrinking that neighborhood if necessary we may assume that ω = dd c φ for some bounded plurisubharmonic function φ.
Exploiting the previous lemma we may assume that (with the obvious identifications) ω is a Käler form on a compact Kähler manifold X. Shrinking the domain further if necessary, we can patch each of the functions u j − φ with a suitable global ω-m-subharmonic function with an isolated pole at 0 ∈ X (strictly speaking we have to use the regularized maximum technique instead of ordinary maximumsee [23] for a discussion) we get global ω-m-subharmonic functionsũ j such that u j = u j − φ in a neighborhood of 0 ∈ X. Now by the global inequality for mixed Hessian measures we get
in a neighborhood of 0 ∈ X which is exactly what we seek. Now the passage from u j bounded to general u j is done exactly like in the global argument.
uniqueness
The main result of this section is the following uniqueness result for the normalized solutions to the complex hessian equations: 
Proof. Given the inequality for mixed hessian measures the argument pretty much follows the one from [11] . We present the details for the sake of completeness.
Suppose on contrary that u−v = const. Note that ∀t ∈ R∪{∞}∪{−∞} the sets {u − v = t} are Borel and hence at most countably many of these are charged by µ. Observe that by assumption the sets with t = +∞ or −∞ are massless for they are m-polar . Just like in [11] we prove that actually precisely one of the remaining sets has positive µ-mass. For if not then there must exist t ∈ R such that {u − v = t} is massless, while µ({u − v < t}), µ({u − v > t}) > c > 0 for some constant c ≤ 1/2. Note that after adding a constant we can and will assume t to be zero.
Consider the new measure
where C > 1 is a nonnegative normalization constant so that µ is a nonnegative probability measure (note that this is possible, since, by assumption, µ charges the set {u ≥ v}).
Of course µ does not charge pluripolar sets either (and is also a Borel measure since the set {u ≥ v} is Borel). By [18] we can solve the Hessian equation
Consider the set inclusion
for every t ∈ (0, 1). Hence on U t we have
where we have made use of Theorem 3.7. Exploiting the partial comparison principle (see [18] ) we get
In other words we get
Note that the inequality for Hessian measures coupled with total volume considerations yields
for any k ∈ {0, 1, · · · , m}, see Corollary 2.2. in [11] . But then the same argument with u exchanged by v leads to the inequality
If we let now t to zero we observe that U t converges to {u < v} \ {w = −∞}, but {w = −∞} is an m-polar set and hence is negligible with respect to µ. Thus we get
as well as
Playing the same game on {u > v} (namely we define a measure likeμ with respect to the set {u > v}) we also get for a different constant D > 1 the inequality
Coupling these with the fact that {u = v} is massless by construction we end up with the inequalities
Thus we know that µ({u = v}) = 0. Just like in [11] our next and final task will be to prove analogous mass vanishing for H j (u), H j (v), j = 0, 1, · · · , m − 1. Indeed, consider the sets V t,j := {u + (t/j)u j + (3/2)t < v} ⊂ {u < v}, where u j := max{u, −j}.
The partial comparison principle results in
Note that V t,j is a decreasing sequence of sets in terms of j. Letting j → ∞, using vanishing on pluripolar sets and then letting t to zero we obtain An easy induction finally yields that ω n has its mass supported on {u = v} which is impossible unless u equals v.
An example
In this section we give an example which shows that vanishing on m-polar sets cannot be removed from the assumptions. The example (adapted from [10] ) actually shows that our mixed Hessian inequality fails outside the class E(X, ω, m). 
