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The notion of configuration temperature is extended to discontinuous systems by identifying the tempera-
ture as the nontrivial root of several integral equations regarding the distribution of the energy change upon
configuration perturbations. The relations are generalized to pressure and a distribution mean force.
I. Introduction
While temperature is usually computed from the kinetic en-
ergy, it can also be measured from derivatives of the potential
energy U(q) with respect to coordinates q [1–3]. In terms of
the inverse temperature β = 1/(kBT ), with kB being the Boltz-
mann constant, we have
β =
〈
∇ ·
(
∇U
∇U ·∇U
)〉
≈ 〈∇
2U〉
〈∇U ·∇U〉 , (1)
where 〈. . .〉 denotes an ensemble average, and β is the loga-
rithmic derivative of the density of states Ω(E) in the micro-
canonical ensemble: βE = ddE logΩ(E) [4, 5], or the param-
eter in the canonical ensemble, etc. Except in the canonical
ensemble [3–5], the last expression in Eq. (1) has an O(1/N)
error in a system of N degrees of freedom [2, 3] (see also
Appendix A). Eq. (1) defines the so-called configuration tem-
perature, for it depends only on coordinates. It has been used
in verifying a Monte Carlo simulation [2], constructing equi-
librium [7] and non-equilibrium [8] microcanonical sampling,
and building a thermostat [9], etc.
As Eq. (1) requires a continuous system with up to the
second derivatives of the potential energy, it is inapplicable
if the molecular potential is discontinuous [2, 10, 11], or if
the second derivatives are difficult to compute. Here we show
that one can avoid the derivatives by computing the potential-
energy change caused by a virtual perturbation, and obtain
formulas of the configuration temperature that remain valid
for irregular potential energy functions.
II. Temperature from perturbations
A. Mechanical translation
We begin with a mechanical translation of Eq. (1) by a
random perturbation. Given a configuration q, a small per-
turbation u in coordinates changes the potential energy by
ε =U(q+u)−U(q) ≈ ∇U ·u+ 12 u∇∇U ·u. Now consider
a random u that satisfies (a) the distribution of u is symmetric
with equal probabilities for any u and−u; (b) the components
of u are independent: uiu j = σ2δi j, where the overline de-
notes an average over the perturbation u, and σ is the standard
deviation of any ui. On average, we get ε ≈ 12 u ·∇∇U ·u =
1
2∇
2Uσ2 and ε2 ≈ (∇U ·u)2 = (∇U ·∇U)σ2 to the leading
order. Further averaging over q (denoted by 〈. . .〉) yields
lim
σ→0
2〈ε〉
〈ε2〉
=
〈∇2U〉
〈∇U ·∇U〉 ≈ β . (2)
The above perturbation need not to cover all coordinates, since
Eq. (2) holds for a single coordinate: limσ→0 2〈ε〉 /〈ε2〉 =
〈∂ 2i U〉/〈(∂iU)2〉 ≈ β . The second step follows from a gener-
alized formula β ≈ 〈∇ ·B〉/〈B ·U〉 [3] with Bi = δi jU j.
Eq. (2) shows that the temperature can be obtained from
the statistical moments, or, equivalently, the distribution, of
the energy change ε . Note that a positive temperature β de-
mands an asymmetry 〈ε〉 > 0 from the symmetric perturba-
tion. This reflects the fact that the entropy increases with the
energy, which induces, on average, a convex potential-energy
surface [12] that favors a positive ε .
As Eq. (2) requires no derivative of the potential energy
function U(q), we expect it to be applicable to a discontinuous
U(q). Nonetheless, the perturbation still needs to be rather
small, ε  O(1). Below we derive more practical integral
relations for an ε as large as O(1).
B. Canonical ensemble
Consider a canonical ensemble. If each configuration q is
shifted by u to q′ = q+u, then the potential-energy change
ε =U(q′)−U(q) satisfies [13–15]
〈exp(−βε)〉β =
∫
exp(−βε)e−βU(q)/Z(β )dq
=
∫
e−βU(q
′)/Z(β )dq′ = 1, (3)
where Z(β )≡ ∫ e−βU(q)dq is the partition function. Thus, the
equation 〈exp(−β ′ε)〉β = 1 has a nontrivial root at β ′ = β .
Eq. (3) yields the same β value as Eq. (2) in the limit of
small perturbation. First, since log〈exp(−βε)〉β ≈−β 〈ε〉β +
1
2β
2〈∆ε2〉β , where ∆ε = ε−〈ε〉β , we have
β ≈ 2〈ε〉β/〈∆ε2〉β , (3′)
which is reduced to Eq. (2) after averaging over perturbations:
〈ε〉β is O(σ2), while ε is O(σ), so ε ≈ ∆ε . As Eq. (3′) is also
exact for a Gaussian ε distribution, a perturbation involving
many similar degrees of freedom can assume a larger ε .
We can replace the above continuous configuration q by a
discrete one [13], and/or the perturbation +u by an invertible
transformation from q to q′ with a unit Jacobian: |∂q′/∂q|= 1
[15]. Some generalizations of Eq. (3) are discussed in Ap-
pendix B, and verified on a harmonic oscillator (Appendix C).
The requirement for a unit Jacobian should, however, be re-
laxed in the non-equilibrium case (Appendix G).
C. Constant potential-energy ensemble
We now adapt Eq. (3) to a constant potential-energy en-
semble, or a U ensemble below, which collects configura-
tions with the same potential energy U . The ensemble is
commonly used to build a multicanonical ensemble of a flat
potential-energy distribution [7, 16]. Configurations of the
U ensemble sum to the density of potential-energy states
g(U) =
∫
δ [U(q−U ]dq, and the temperature of potential en-
ergy is defined as βU (U) = ddU logg(U). We will show
〈(−ε)ke−βU (U)ε〉U ≈ 〈εk〉U , (4)
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2for a nonnegative integer k, where 〈. . .〉U denotes an average
over the surface U =U(q). Particularly, 〈exp(−βU ε)〉U ≈ 1.
If the perturbation u is symmetric (i.e., +u and −u are
equally likely), then for each u that carries q to q′ = q+u,
the inverse −u that carries q′ back to q shares the same prob-
ability. Without any a priori bias of the start-point configu-
ration, the overall flux Φ(U,U + ε), or the total number of u
that reach the U + ε ensemble from the U ensemble, there-
fore, equals the reverse flux Φ(U + ε,U), or Φ(U,U + ε) =
Φ(U +ε,U). But Φ(U,U +ε) is the product of the density of
states g(U) and the ε distribution pU (ε) for perturbations that
start from the U ensemble; so
g(U) pU (ε) = g(U + ε) pU+ε(−ε). (5)
If pU (ε) changes slowly with U : pU+ε(−ε) = pU (−ε), then
pU (−ε)
pU (+ε)
≈ g(U)
g(U + ε)
≈ e−βU (U)ε , (6)
and
〈e(β ′−βU )ε〉U =
∫ ∞
−∞
e(β
′−βU )ε pU (ε)dε
≈
∫ ∞
−∞
e(−β
′)(−ε) pU (−ε)dε = 〈e−β ′ε〉U , (7)
for any β ′. By taking derivatives with respect to β ′, and then
setting β ′ = 0, we get Eq. (4).
Alternatively, we can integrate Eq. (6) with the Metropolis
acceptance probability as
〈sgn(ε)|ε|k min{1,e−βU (U)ε}〉U ≈ 0, (8)
for a nonnegative k. The k = 1 version shows that the en-
ergy change after a Metropolis step from the U ensemble av-
erages to zero if the parameter β in the acceptance probabil-
ity min{1,exp(−β ε)} roughly matches βU (U). Besides, the
function exp(−β ′ ε)pU (ε) is roughly even at β ′ = 12βU (U).
Thus, for a nonnegative k〈
sgn(ε)|ε|ke−βU (U)ε/2
〉
U
≈ 0. (9)
Eq. (4) has an O(1/N) error, and can be corrected as
βU ≈ βˆ + 12
〈εk+2〉U
〈εk+1〉U
dβˆ
dU
− d log〈ε
k+1〉U
dU
, (10)
where βˆ is the βU value determined from Eq. (4) (as an equal-
ity). The correction reduces the error of βU to O(1/N2) if ε
is O(1), such that the error of logg(U) =
∫U βU (U ′)dU ′, in-
tegrated over an O(N) domain, is O(1/N). Eq. (10) is also
exact for any N in the limit of small ε (Appendix D). The
derivatives with respect to U are readily computed in a usual
simulation that allows the potential energy to fluctuate. The
corrections for Eqs. (8) and (9) can be found in Appendix D.
D. Microcanonical ensemble
The temperature βE in the microcanonical ensemble can be
obtained by substituting the total energy E for the potential
energy U in the formulas for the U ensemble; e.g., Eq. (4) be-
comes 〈(−ε)k exp(−βEε)〉E ≈ 〈εk〉E . The perturbations can
still be limited to a subset of degrees of freedom, which can be
made of only coordinates, but not momenta. The limit E→∞,
however, eliminates the O(1/N) corrections in, e.g., Eq. (10).
Thus, Eqs. (4), (6)-(9) are exact if the interaction is weak com-
pared to the kinetic energy, or if the system is embedded in a
much larger isolated reservoir, which constitutes a canonical
ensemble (see also Appendix B).
We may therefore interpret the relations as virtual “ther-
mometers” gauged in the canonical ensemble, e.g., the aver-
age 〈exp(−βε)〉 invariably reads 1.0 in the canonical ensem-
ble of the correct β for any uniform perturbation, but not so in
other ensembles. It is, however, possible to construct an ex-
act thermometer gauged in the microcanonical ensemble. The
momenta-averaged weight for a configuration, whose poten-
tial energy is U , is w(U) ∝ (E−U)N/2−1/Ω(E) for a system
of N degrees of freedom [7, 19]. Thus, the total energy E can
be estimated from the root of 〈[1− ε/(E −U)]N/2−1〉 ≈ 1;
then βE = ddE logΩ(E) = 〈(N/2−1)/(E−U)〉 [1].
III. Generalizations
A. Pressure
The extension to pressure p is straightforward. For a virtual
volume move [20] induced by the scaling of coordinates q→
(V ′/V )1/Dq (the dimension D = 3), we have [21]
〈exp[∆S−β (∆U + p∆V )]〉= 1, (11)
where ∆U =UV ′( D
√
V ′/V q)−U(q), and ∆V = V ′−V . The
∆S is computed from either the Jacobian of the coordinate
scaling as ∆S = (N/D) log(V ′/V ), or from the kinetic energy
change as ∆S =−[(V ′/V )2/D−1]β p2/(2m) of the conjugate
momentum scaling p→ (V/V ′)1/Dp [22, 23]. Here, N is the
number of degrees of freedom, not the number of particles.
For an infinitesimal volume change, we have p= 〈pint〉, where
pint = [(N/β )+vir]/(DV ) or pint = (p2/m+vir)/(DV ) with
vir =−q ·∇U− (DV )(∂U/∂V ).
Eq. (11) holds for a fixed [20] or variable ∆V . For a hard-
core system, only negative ∆V should be used [11] (similar to
Widom’s method [24] for estimating the chemical potential, in
which particles are inserted, but not removed). If V is changed
on an exponential scale as V ′ = Veδ [11], then an additional
factor V ′/V should be inserted into the brackets 〈. . .〉. The ad-
vantage of using a variable volume change is that the virtual
volume move is identical to a generalized (or possibly opti-
mized [15]) MC volume trial in an isothermal-isobaric [11]
or Gibbs-ensemble [25] MC simulation, and thus can be real-
ized simultaneously. The formulas are exact in the isothermal-
isobaric ensemble, but approximate in general.
B. One-dimensional distribution mean force
The formulas for temperature can be generalized to com-
pute the logarithmic derivative, or the mean force, of a distri-
bution ρ(X) of an extensive quantity X = X(q) [1, 26–29]:
ρ(X) =
∫
δ [X−X(q)]w(q)dq, (12)
where w(q) is the ensemble weight for a configuration q, e.g.,
w(q) ∝ exp[−βU(q)] in the canonical ensemble. We wish to
find f (X)= ddX logρ(X), whose integral yields the free energy
[26–28] βF(X) =− logρ(X).
3We define an adjusted perturbation u∗ as a symmetric per-
turbation u adjusted by the Metropolis acceptance probability:
A(q→ q+u) = min{1,w(q+u)/w(q)}. (13)
Thus, u∗ is equal to u if the unadjusted perturbation u is ac-
cepted, or 0 if rejected. Like an MC move [10, 11, 17], the u∗
satisfies detailed balance: w(q)pi(q→ q′) =w(q′)pi(q′→ q),
where q′ = q+u∗. Summing over q and q′ under X(q) = X
and X(q′) = X + ε leads to
ρ(X) pX (ε) = ρ(X + ε) pX+ε(−ε). (14)
Here, ρ(X) replaces g(U) in Eq. (5). The temperature βU =
d
dU logg is then mapped to the mean force f =
d
dX logρ , and
〈exp[− f (X)ε]〉X ≈ 1, (15)
where 〈. . .〉X denotes the w(q) weighted configuration aver-
age at a fixed X . Note that ε is the change of X after the
adjustment, which is 0 for a rejected perturbation. Similarly,
the counterparts of Eqs. (8) and (9) [and the 1/N corrections
(10), (D4) and (D5)] can be obtained by U → X and βU → f .
The above MC-type adjusted perturbation can be replaced
by a reversible time evolution [13], as long as the latter also
satisfies Eq. (14). We can therefore treat a short segment of
such a trajectory as an adjusted perturbation, and use Eq. (15)
with ε = X(t + τ)−X(t) (τ is the segment length). Further,
since Eq. (15) does not require the potential energy, it can be
readily applied to trajectories of colloidal particles monitored
by microscopy experiments [30].
C. Multidimensional distribution mean force
We now consider a multidimensional distribution
ρ(~X) =
∫
∏α δ [Xα −Xα(q)]w(q)dq (16)
of K extensive quantities ~X = {Xα}, α = 1, . . . ,K. To find all
∂ logρ/∂Xα , we can extend, e.g., Eq. (4) with k = 1, as〈
εα exp
(−∑γ fˆγεγ)+ εα〉~X = 0, (17)
where εα = ∆Xα is the change of Xα by the adjusted perturba-
tion, and 〈. . .〉~X denotes an average in the ensemble at a fixed
set of ~X = {Xµ}. Since Eq. (17) offers K equations, all com-
ponents fˆγ can be determined. Thus, ∂ logρ/∂Xα ≈ fˆα to the
first order, and the O(1/N) correction [cf. Eq. (10)] is
∂ logρ
∂Xα
≈ fˆα −∑γθ
(↔
M
−1)
αγ∂ 〈εγεθ 〉~X/∂Xθ
+
1
2
∑γθµ
(↔
M
−1)
αγ(∂ fˆµ/∂Xθ )〈εγεµεθ 〉~X , (18)
where
↔
M
−1
is the inverse of the matrix
(↔
M
)
αγ = 〈εαεγ〉~X .
The small-perturbation limit of Eqs. (17) and (18) is free
from the O(1/N) error, and identical to the exact relation
given by Eqs. (E1) and (E2). First, according to the defi-
nition of the adjusted perturbation Eq. (13), we have εα ≈
(∇Xα · u+ 12 u ·∇∇Xα · u) min{1,exp(∇ logw · u)} (cf. Sec.
II A). Thus, 〈εα〉~X ≈ 12σ2〈∇2Xα +∇Xα ·∇ logw〉~X = 12σ2Fα
(the acceptance probability only affects half of the pertur-
bations that point against the gradient of w) and 〈εαεγ〉~X ≈
σ2〈∇Xα ·∇Xγ〉~X = σ2Wαγ to the leading order [we have av-
eraged over symmetric perturbations and used Eq. (E2)].
For small εα , Eq. (17) becomes ∑γ〈εαεγ〉~X fˆγ ≈ 2〈εα〉~X ,
or ∑γ σ2Wαγ fˆγ ≈ σ2Fα . Eq. (18) is then reduced to
∂
∂Xα logρ ≈ fˆα −∑γθ (
↔
W
−1
)αγ∂Wγθ/∂Xθ , which is Eq. (E1)
[the 〈εγεµεθ 〉~X term is O(σ4), hence negligible].
IV. Numerical results
We show some results for the temperature formulas. We
use Eqs. (4), (8) or (9), etc., in an MC/MD simulation in this
way: once every few steps along the trajectory, we perturb the
current configuration q by a random u (which is conducted as
a virtual displacement so as not to disturb the real trajectory),
and register the resulting change ε =U(q+u)−U(q) in the
potential energy; the formulas then estimate the temperature β
from the accumulated distribution p(ε). For the Ising model,
q is a spin configuration, and +u means to flip a random spin.
A. Canonical and microcanonical ensembles
Four ε-distributions p(ε) from simulations on the 108-
particle Lennard-Jones (LJ) fluid at ρ = 0.7 and β0 = 1.0
are shown in Fig. 1(a). The first simulation used a regular
MD (in the microcanonical-like ensemble), while the others
used the Metropolis MC (in the canonical ensemble). The
pair potential was switched smoothly from the standard form
u(r) = 4LJ [(σLJ/r)12− (σLJ/r)6] (LJ = σLJ = 1) at rs = 2.0
to a 7th order polynomial [29] that vanishes at rc = 2.5 to
avoid artifacts. In the first three cases, each coordinate of
a random particle was displaced by a random number in
(−umax,umax), with umax = 0.05 (the first two cases) or 0.1
(the third). In the last case, the perturbation was applied to
all particles with umax = 0.01. The number of perturbations
was 107 in each case. Eqs. (8) and (9) were adapted to the
MD or canonical ensemble in the sense of 〈. . .〉U → 〈. . .〉. A
comparison of the first two cases shows that the distribution
was not very sensitive to the ensemble type in this case. The
distributions from the single-particle perturbations peaked at
ε = 0 [cf. Eq. (C2)]. The distribution from the all-particle
perturbation, however, was Gaussian-like [cf. Eq. (C3)]. The
integral relations applied to all cases, e.g., the β given by Eq.
(3) were 1.0077, 0.9990, 1.0160, and 0.9997, respectively.
The solution process of Eq. (3) is illustrated in Fig. 1(b):
if we plot 〈exp(−βε)〉 against β , its intersection with 1.0
then gives the desired β . Three systems, the LJ fluid (with
both single- and all-particle perturbations), square-well [10]
fluid and 32× 32 Ising model were simulated in the canoni-
cal ensemble at β0 = 1.0 using the Metropolis algorithm. The
square-well potential of two particles is infinity if their dis-
tance r < ra, or −sq if ra ≤ r < rb, or 0 otherwise (ra = 1,
rb = 1.5, and sq = 1). Perturbations that produced clashes,
hence infinite ε , were excluded from entering Eq. (3).
In Fig. 1(c), the temperatures computed from Eqs. (1)-
(3′), (8) and (9), were plotted against umax, the size of the
single-particle perturbation. All formulas worked well with a
small umax, but with a large umax, Eq. (2) and (3′) quickly lost
accuracy, while the integral formulas were little affected.
The effect of the potential truncation [2] was studied using
a set of MC simulations (umax = 0.05) with the LJ potential
deliberately truncated at small rc. The discontinuity rendered
Eq. (1) approximate [2]. As shown in Fig. 1(d), a small rc
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FIG. 1: (a) The distributions of the potential-energy change ε . (b) The intersection of exp(−βε) and 1.0 gives the correct β . (c) The
temperature versus the perturbation amplitude umax. (d) The temperature versus the potential cutoff rc.
indeed affected Eq. (1), but not Eqs. (3), (8), and (9).
B. Constant potential-energy ensemble
The temperature profile βU (U) along the potential energy
was computed on the 32× 32 Ising model. To cover the en-
tire energy range, we ran a multicanonical simulation [7, 16]
using the exact density of states g∗(U) [31] in the sampling
weight for 107 MC steps per site. As shown in Fig. 2(a),
the temperature from Eqs. (2) and (3′) behaved badly except
around U ≈ 0 or βU ≈ 0, while the integral relations (4), (8)
and (9) agreed with the reference β ∗(U). This is expected, as
the smallest energy change is 4 in the system, β ε  1 rarely
holds, while ε is still O(1) to justify the use of the integral
relations. But even in the latter case, there was an O(1) differ-
ence between the integral logg(U) =
∫U βU (U ′)dU ′ and the
exact logg∗(U) [Fig. 2(b)], showing that the temperature from
Eqs. (4), (8) and (9) had an O(1/N) systematic error without
the corrections, as the entire potential-energy range was O(N).
The corrections (10), (D4) and (D5), however, effectively re-
moved the remaining errors (except around the ground states,
where the density of states was intrinsically irregular).
C. Temperature matching
As an application, Eq. (3) can be used to help a simplified
potential-energy function emulate a more complex or realistic
one [32–34]. In the following example, the simplified func-
tion is the hard-sphere potential Uhs(q), and the more realistic
one is the LJ potential ULJ(q). We first run a simulation using
Uhs as the potential energy. From the trajectory, we evalu-
ate the effective temperature βLJ, by seeking the solution of
〈e−βLJ∆ULJ〉hs = 1, with ∆ULJ being the change caused by a
virtual perturbation. We repeat the process with a modified
Uhs until the βLJ matches the simulation temperature β :
〈e−βLJ∆ULJ〉hs = 1. (19)
Thus, Eq. (19) calibrates the hard-sphere system by the virtual
thermometer gauged in the LJ system (cf. Appendix F).
Similar to Eq. (19), one can also match the potential energy
as 〈ULJ〉hs = 〈ULJ〉LJ or pressure as 〈pLJ〉hs = 〈pLJ〉LJ. Another
alternative is to minimize the relative entropy [6, 34, 35]
Sr =
∫
log[whs(q)/wLJ(q)]whs(q)dq, (20)
which measures the difference between the distributions
wLJ = e−βULJ/ZLJ and whs = e−βUhs/Zhs. Although Eq. (19)
and the conditions of matching the potential energy and pres-
sure can all be derived from minimizing Sr regarding virtual
variations [6, 34, 35] of wLJ (Appendix F), they do not neces-
sarily find the exact optimal Uhs that minimizes Sr.
The methods were tested on a fluid system of 108 parti-
cles. The diameter ra of the hard-sphere system was varied to
match the LJ system under three conditions. The ratio of the
partition functions ZLJ/Zhs, required for computing Sr, were
obtained by Bennett’s acceptance ratio method [36] from in-
dependent simulations on the two systems. Table I shows that
the obtained ra from the above methods were generally close
in the gaseous phase. It was, however, not always possible
to find solutions for all methods, e.g., matching the potential
energy failed in the second case, while the relative entropy
was hard to compute in the third case. Thus, the methods can
be complementary. Like the force-matching method [33], the
temperature matching requires simulation in only one (hard-
sphere) system. One may also treat the configuration temper-
ature as a special thermal force, and thus add a restraint to the
force-matching method. Also note that Eq. (19) allows a local
perturbation with cheap local energy calculations.
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FIG. 2: (a) The profile of the temperature of potential energy βU (U) along U in the 32× 32 Ising model. (b) The error of logg(U) =∫U
0 βU (U ′)dU ′. The reference values β ∗U (U) were computed as [logg∗(U +∆U)− logg∗(U−∆U)]/(2∆U) with ∆U = 4.
TABLE I: Matching of the hard-sphere and Lennard-Jones systems.
r†a Sr(kB)
‡ β ¶LJ 〈ULJ〉§hs 〈ULJ〉§LJ 〈pLJ〉§hs 〈pLJ〉§LJ
I. T = 2.5, ρ = 0.3
0.900 15.2 0.24 −1.25 −1.82 1.620 0.728
0.952 7.1 0.62 −1.73 −1.82 0.729 0.729
0.970 8.4 0.86 −1.82 −1.82 0.532 0.728
0.978 9.4 1.00 −1.84 −1.82 0.459 0.727
1.000 13.6 1.52 −1.90 −1.82 0.289 0.728
II. T = 1.0, ρ = 0.05
0.900 13.4 0.23 −0.21 −0.47 0.065 0.036
0.981 8.6 1.01 −0.28 −0.47 0.038 0.036
0.993 8.8 1.27 −0.28 −0.47 0.036 0.036
1.000 9.0 1.40 −0.28 −0.47 0.035 0.036
III. T = 1.0, ρ = 0.7
0.900 180 0.28 −2.33 −4.89 9.88 −0.06
0.970 37 1.00 −4.44 −4.89 1.89 −0.05
0.999 - 1.74 −4.88 −4.90 −0.04 −0.06
1.000 - 1.77 −4.89 −4.89 −0.11 −0.06
Each simulation took 107 MC steps; rc = 2.5 for the LJ potential. The points
of minimal entropy and matched quantities are shown in boldface.
† Diameter of hard spheres.
‡ Defined in Eq. (20).
¶ From Eq. (19) with a single-particle perturbation and umax = 0.02.
§ Figures have been divided by the number of particles.
V. Conclusions
To sum up, temperature can be extracted from the distribu-
tion p(ε) of the potential-energy change ε caused by config-
uration perturbations, as the nontrivial root of Eqs. (4), (8) or
(9). The formulas can be understood as virtual thermometers
gauged in a corresponding canonical ensemble. When used in
the constant potential-energy ensemble, the formulas have an
O(1/N) error, but can be corrected systematically.
The approach can be extended to the mean force of a mul-
tidimensional distribution ρ(~X) by an ensemble-adjusted per-
turbation. The adjusted perturbation is equivalent to a short
trajectory of a reversible dynamics, making the mean force
formulas (15) and (17) readily usable in simulations and ex-
periments [30]. The computer code of the examples can be
found in Ref. [37].
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A. Configuration temperature
Following Refs. [1–3], we show that the temperature βU =
d
dU g(U) in the constant potential-energy ensemble (cf. Sec.
II C) satisfies
βU =
〈∇ ·B〉U
〈B ·∇U〉U −
d log〈B ·∇U〉U
dU
, (A1)
where B = B(q) is a vector field that satisfies B ·∇U > 0 [3].
The second term on the right is O(1/N). We first define [3]
G(U) =
∫
(B ·∇U)δ [U(q)−U ]dq = 〈B ·∇U〉U g(U).
Then
dG
dU
=
(
d〈B ·∇U〉U
dU
+ 〈B ·∇U〉UβU
)
g(U). (A2)
On the other hand, integration by parts yields
dG
dU
=−
∫
B ·∇δ [U(q)−U ]dq
=
∫
(∇ ·B)δ [U(q)−U ]dq = 〈∇ ·B〉U g(U). (A3)
Equating Eqs. (A2) and (A3) gives (A1). Eq. (1) represents
two special cases. With B = ∇U/(∇U ·∇U), B ·∇U = 1, and
βU =
〈
∇U
∇U ·∇U
〉
U
−
〈
2∇U ·∇∇U ·∇U
(∇U ·∇U)2
〉
U
, (A4)
where the second term is O(1/N). With B = ∇U , we get
βU =
〈∇2U〉U
〈∇U ·∇U〉U −
d log〈∇U ·∇U〉U
dU
. (A5)
We can show Eq. (1) from the equation of motion [6, 28]:
〈B ·∇U〉= 1
τ
∫ τ
0
(B ·∇U)dt =−1
τ
∫ τ
0
(B · p˙)dt
=
1
τ
∫ τ
0
(p · B˙)dt = 1
τ
∫ τ
0
(p ·∇B · q˙)dt
= 〈p ·∇B ·p/m〉 ≈ kBT 〈∇ ·B〉,
where τ is the length of a long trajectory. We have as-
sumed a thermostat [23, 38] that makes momenta p indepen-
dent: 〈pi p j/m〉 = kBTδi j, and uncorrelated with B and ∇B.
This derivation has the advantage of replacing the strong as-
sumption of global ergodicity in the ensemble theory by a
weaker condition of sufficiently randomized momenta (which
requires only local equilibration).
6B. Fluctuation theorems
Eq. (3) can be generalized by several fluctuation theorems
[13, 21, 39–42]. For any β ′, we have
〈exp[(β ′−β )ε]〉β = 〈exp(−β ′ε∗)〉β ,
where ε and ε∗ are the energy changes caused by a pair of
uniform perturbations +u and −u, respectively [13], because∫
e(β
′−β ) [U(q+u)−U(q)] e−βU(q)/Z(β )dq
=
∫
e−β
′ [U(q′−u)−U(q′)] e−βU(q
′)/Z(β )dq′,
where q′ = q+u. For a symmetrically randomized perturba-
tion, the distributions of ε and ε∗ are identical, and
〈exp[(β ′−β )ε]〉β = 〈exp(−β ′ε)〉β . (B1)
The ε distribution can be found from the exponential average
g(iω) ≡ 〈exp(−iωε)〉β [43] as p(ε) = 12pi
∫ ∞
−∞ g(iω)eiωε dω .
By taking the Fourier transform of Eq. (B1), we get
p(ε) exp(−βε) = p(−ε), (B2)
assuming that g(iω) has no singularity in the strip 0 <
Re(iω)< β of the complex plane. Note that while Eqs. (B1)
and (B2) require a symmetric perturbation, Eq. (3) does not.
Eq. (3) has a few other generalizations. For a Hamilto-
nian Hλ (q) parameterized by λ , we can treat a circular switch
of λ : 0 → 1 → 0 starting from the canonical equilibrium
state at λ = 0 as an elaborate perturbation. Then the Jarzyn-
ski equality states 〈exp(−βW )〉 = 1 for the non-equilibrium
work W =
∫ τ
0 (∂Hλ/∂λ ) λ˙ dt over a period τ [21]. Similarly,
we have 〈exp(−βW˜ )〉 = 1 for the work W˜ = ∫ τ0 f(q, t) · q˙dt
derived from a time-dependent driving force f(q, t) (exclud-
ing the component from the conservative potential) [39, 44].
These relations can also be used to extract the equilibrium
temperature β of the initial equilibrium state.
C. Harmonic oscillator
We verify a few formulas for the canonical ensemble on
a D-dimensional harmonic oscillator with the potential en-
ergy U(q) = 12 kq
2. For a Gaussian perturbation pu(u) ∝
exp(−u2/2σ2) applied to a fixed q, the average
gq(b)≡ exp(−bε) =
∫
e−b[U(q+u)−U(q)]pu(u)du
= (1+αb)−D/2 exp[αb2U/(1+αb)],
where α = kσ2. Averaging gq(b) over q yields
g(b)≡ 〈gq(b)〉β =
∫
gq(b)e−βU(q)/Z(β )dq
= [1+αb(1−b/β )]−D/2. (C1)
Eq. (C1) satisfies Eqs. (3) and (B1), i.e., g(β ′) = g(β −β ′).
Since g(b) gives the moment generating function [43], the
ε distribution p(ε) = 12pi
∫ +∞
−∞ g(iω)eiωε dω is
p(ε) =
[|ε|/(2γ)](D−1)/2
(α/β )D/2
K(D−1)/2(γ|ε|)√
piΓ(D/2)
eβε/2, (C2)
where γ =
√
(β/2)2+(β/α), Kn(x) is the modified Bessel
function of the second kind, and Γ(x) is the gamma function.
Eq. (C2) satisfies Eq. (B2), and shows that p(ε) at ε = 0
depends critically on the dimension D: it diverges if D< 2; it
has a finite cusp if D = 2; and it is differentiable if D > 2. In
the limit of D 1 and αβ  1, the distribution is Gaussian:
p(ε)≈ (1/√2piσ2)exp[− (ε−αD/2)2/(2σ2)], (C3)
where σ2 = (α/β +α2/2)D≈ (α/β )D.
D. Series expansion
We derive the corrections for Eqs. (4), (8) and (9) from
pU (−ε) = g(U− ε)g(U) pU−ε(+ε)
= exp
[
∞
∑
l=1
bl(−ε)l
l!
]
+∞
∑
m=0
(−ε)m
m!
dm pU (ε)
dUm
, (D1)
where bl = d
l
dU l logg(U). Eq. (4) seeks the root βˆ of
0 =
∫ +∞
−∞
[
pU (−ε)eβˆ ε − pU (ε)
]
εk dε.
Using Eq. (D1) for pU (−ε) yields:
〈εk〉U =
∞
∑
m=0
(−)m
m!
d¯m
d¯Um
〈
exp
[
βˆ ε+∑l
bl(−ε)l
l!
]
εk+m
〉
U
, (D2)
where d¯m/d¯Um denotes a differentiation that applies only to
the moments of ε , but not to the βˆ or bl .
Eq. (D2) can be solved by successive approximations: βˆ =
βˆ (1)+ βˆ (2)+ . . . with βˆ (n) ∼ O(1/Nn−1). To the first order,
we use βˆ = βˆ (1) in Eq. (D2), and
〈εk〉U ≈ 〈exp(βˆ (1)ε−b1ε)εk〉U ,
which yields βˆ (1) = b1. Next, we set βˆ = βˆ (1)+β (2), and〈
εk
〉
U
≈
〈
exp
(
βˆ (2)ε+ 12 b2ε
)
εk
〉
U
− ddU
〈
εk+1
〉
U
,
which yields βˆ (2) =
[− 12 b2〈εk+2〉U + ddU 〈εk+1〉U]/〈εk+1〉U .
We reach Eq. (10) by dβU/dU ≈ dβˆ/dU .
Eq. (10) is exact for any N in the limit of small ε . For an
even k in this limit, it becomes (cf. Sec. II A)
βU =
2〈εk+1〉U
〈εk+2〉U −
d log〈εk+2〉U
dU
, (D3)
with βˆ = 2〈εk+1〉U/〈εk+2〉U . To show this, we use
〈εk+2〉U = ∑{i}〈∂i1U · · ·∂ik+2U〉U ui1 · · ·uik+2 ,
2〈εk+1〉U = (k+1)∑{i}〈∂i1U . . .∂ikU∂ 2ik+1ik+2U〉U ui1 . . .uik+2 .
Partial integration yields ddU [〈εk+2〉U g(U)] = 2〈εk+1〉U g(U),
which is Eq. (D3). For an odd k, the βU value is identical to
that from the k−1 case in the small ε limit.
The correction for Eq. (8) can be constructed from
0=
∫ ∞
−∞
sgn(ε)|ε|k min
{
1,e−βˆ ε
}[
pU (−ε)eβˆ ε − pU (ε)
]
dε.
7Using Eq. (D1) for pU (ε) yields
βU ≈ βˆ − mk+22mk+1
d|βˆ |
dU
− d logmk+1
dU
, (D4)
where ml ≡
∫ +∞
−∞ |ε|l min{1,exp(−βˆ ε)}p(ε)dε . To correct
the βˆ value determined from Eq. (9), we use
0 =
∫ ∞
−∞
sgn(ε)|ε|ke−βˆ ε/2
[
pU (−ε)eβˆ ε − pU (ε)
]
dε,
which yields
βU ≈ βˆ − ddU log
〈
|ε|k+1 exp
(
−1
2
βˆ ε
)〉
U
, (D5)
Eq. (D5) lacks the dβˆ/dU term in Eqs. (10) and (D4), as it
has been included in differentiating the βˆ in the exp(− 12 βˆ ε).
E. Distribution mean force
For the K-dimensional distribution [1, 26–29] ρ(~X) defined
by Eq. (16), we have
fα ≡ ∂ logρ∂Xα =∑γ
(
↔
W
−1
)αγ
(
Fγ −∑
θ
∂Wγθ
∂Xθ
)
. (E1)
where
↔
W is the K by K matrix with Wαγ(~X)≡〈Bα ·∇Xγ〉~X (the
Bα are vector fields such that the matrix has an inverse
↔
W
−1
),
and Fα ≡ 〈∇ ·Bα +Bα ·∇ logw〉~X . Particularly, if K = 1,
d logρ
dX
=
〈∇ ·B+B ·∇ logw〉X
〈B ·∇X〉X −
d log〈B ·∇X〉X
dX
.
which is similar to Eq. (A1). To show Eq. (E1), we observe
Wαγ ρ =
∫
(Bα ·∇Xγ)∏γ δ [Xγ(q)−Xγ ]w(q)dq.
Then partial integration gives
Fαρ =
∫
∇ · [w(q)Bα ]∏γ δ [Xγ(q)−Xγ ]dq
= ∑γ ∂ (Wαγ ρ)/∂Xγ = ∑γ
(
Wαγ fγ +∂Wαγ/∂Xγ
)
ρ.
Multiplying
↔
W
−1
to both sides yields Eq. (E1).
If Bα is constructed by the Gram-Schmidt orthonormaliza-
tion such that Wαγ = 〈Bα ·∇Xγ〉~X = δαγ [1, 27], then
fα = Fα = 〈∇ ·Bα +Bα ·∇ logw〉~X .
The resulting∇ ·Bα can be quite complex [45], e.g., for K = 2,
Bα =
∑µ=1,2∇Xµ ·∇Xµ −∇Xµ ⊗∇Xµ
(∇X1 ·∇X1)(∇X2 ·∇X2)− (∇X1 ·∇X2)2 ∇Xα .
We can alternatively set Bα = ∇Xα , and
Wαγ(~X) = 〈∇Xα ·∇Xγ〉~X ,
Fα = 〈∇2Xα +∇Xα ·∇ logw〉~X ,
(E2)
which limits the second derivatives to the Laplacians, but re-
quires the corrections ∂∂Xθ Wγθ from numerical differentiation.
F. Relative entropy
We show below that the temperature matching condition
Eq. (19) locally minimizes the relative entropy [34]
S∗r =−
∫
log
[
wA(q′)
wB(q)
∣∣∣∣∂q′∂q
∣∣∣∣] wB(q)dq,
of two distributions wA(q) and wB(q) (A→ LJ,B→ hs) along
the force. If q′ = q, the minimum is located at wA = wB [use
− logx ≥ 1− x with x = wA/wB [6, 34, 35]]. If, however,
S∗r is minimized along an infinitesimal coordinate transforma-
tion q′ = q+ δλB(q), then ∂S∗r/∂ (δλ ) = 0, or 〈∇ ·B+B ·
∇ logwA〉B = 0. In the canonical ensemble,
βA = 〈∇ ·B〉B /〈B ·∇UA〉B , (F1)
for wA(q′) ∝ exp[−βAUA(q′)]. Particularly, with B = ∇UA,
we have βA = 〈∇2UA〉B/〈∇UA ·∇UA〉B, which is Eq. (19) in
the small-perturbation limit. Generally, Eq. (F1) defines a
distinct effective temperature βA for each vector field B, re-
flecting the fact that one can define different effective temper-
atures [46] in a non-equilibrium state (wA: equilibrium, wB:
non-equilibrium). The conditions for matching the potential
energy and pressure can be similarly obtained by varying wA
with respect to the temperature and volume, respectively.
Normally, we set wA as the model distribution, and opti-
mize its parameters to match the reference wB [34]; thus, the
averages should be performed in the reference B system. This
is, however, inconvenient, for the example in Sec. IV C, since
logwhs, when averaged over configurations produced by the
reference LJ potential, can be infinite, due to the hard-sphere
potential UB. We therefore set A→ LJ and B→ hs.
G. Driven Langevin system
We use a driven system in constant contact with a heat
bath as a model to study the temperature in a non-equilibrium
steady state. We will show below that, to correctly extract the
presumably constant heat bath temperature, Eq. (3) should be
applied to a nonuniform perturbation.
Consider the overdamped Langevin equation [41, 42]:
dq/dt = F/η +
√
2/(βη)ξ , where the total force F is the
conservative component−∇U plus a driving f, η is the viscos-
ity, and ξ is a Gaussian white noise satisfying 〈ξi(t)ξ j(t ′)〉=
δi jδ (t− t ′). The steady-state distribution w satisfies
∇ logw = βF−βηj/w, (G1)
where j is the constant current, and the ratio v = j/w is
the average local velocity [42]. The equilibrium case w ∝
exp(−βU) is recovered if f = j = 0.
Consider a perturbation q→ q′ generated by a flow from
the vector field u(q), dq/dτ = u[q(τ)], over a period of “vir-
tual time” τm, such that q(τ = 0) = q and q(τ = τm) = q′. We
then have, by Eq. (G1),〈
e−βεeff−βqhk J
〉
=
∫ w(q′)
w(q)
∣∣∣∣∂q′∂q
∣∣∣∣w(q)dq = 1, (G2)
where εeff ≡ −
∫ τm
0 F[q(τ)] · u[q(τ)]dτ is the change of the
local effective potential [47] or the absorbed heat, qhk ≡∫ τm
0 ηu[q(τ)] ·v[q(τ)]dτ is the housekeeping heat [41, 42, 48],
and J ≡ exp(∫ τm0 ∇ ·u[q(τ)]dτ)= |∂q′/∂q| [44].
8Eq. (G2) can be made to locally resemble the equilib-
rium version [Eq. (3)] as 〈exp(−βεeff)〉 = 1 by a constraint
exp(−βqhk)J = 1. The constraint can be satisfied by the vec-
tor field u= u0σ(q), where u0 is a constant and σ(q) satisfies
∇ logσ(q) = βηv(q). The σ(q) induces a nonuniform per-
turbation in the steady state with nonzero current. In this way,
we get an energy-based reading of the temperature in the non-
equilibrium steady state, just as in the equilibrium state, such
that the same β value can be obtained for perturbations of dif-
ferent sizes and directions. Similarly, if the perturbation is a
short trajectory that follows the Langevin equation, or one that
satisfies exp(−βεeff)J = 1, then 〈exp(−βqhk)〉 = 1 [44, 49]
yields the same β .
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