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Let 5’ be a semigroup. The set of all its endomorphisms forms a monoid 
(semigroup with unity) E(S) under composition. The set of all its auto- 
morphisms forms a group A(S). We shall consider the following problems. 
Problem 1. Given a group G, does there exist a commutative monoid M 
such that A(M) is isomorphic with G? If so, how many non-isomorphic 
commutative monoids with this property are there ? 
Problem 2. Given a monoid M, does there exist a semigroup S such that 
B(S) is isomorphic with M? If so, how many non-isomorphic semigroups 
with this property arc there ? 
We shall see that both problems have affirmative answers and that, in 
both cases, the number of non-isomorphic semigroups is arbitrary. 
Actually, our main concern will bc with embeddings of categories. A 
functor will be called an e&e&&g if it is faithful and one-one on objects. We 
shall prove the following result. 
THEOREM. If A is any small category, the functor category EnsA admits a 
full embedding into the category of semigroups. 
As there is a well-known full embedding of A into Ens*, it follows that A 
can also be embedded into the category of semigroups. Now a monoid RI’ may 
be regarded as a small category with one object. Thus it follows, in particular, 
that the first question in Problem 2 has an affirmative answer. 
1. SOME NEGATIVE RESULTS 
We begin by stating some results which explain why the above problems 
were not phrased more strongly. 
1. The cyclic group of order 5 is not isomorphic with A(G) for any group G. 
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This is shown in [.5], among other things. Hence there is no point in 
replacing “commutative monoid” by ‘*group” in Problem 1. 
2. There are only two non-isomorphic groups G such that .-1(G) is trkial: 
the trivial group and the cyclic group of order 2. 
This well-known result shows that, if we replace “monoid” by “group” in 
Problem 1, there need not be many non-isomorphic M with prescribed A(M). 
The following proof was suggested to us by Wilbur Jonsson. 
Proof. Let G be a group with trivial automorphism group. First assume 
that G is commutative and non-trivial. Then the mapping a .%+ a-1 is an 
automorphism, hence the identity automorphism. Thus a4 : = au-l = 1, and 
so every element of G has order 2. Therefore G may be considered as a vector- 
space over the field with two elements. If it has dimension 1, G is cyclic of 
order 2. If its dimension is greater than 1, one may construct a non-trivial 
automorphism by interchanging two basis elements. Secondly, assume that 
G is non-commutative. Then there exist elements a and h of G such that 
ab r ba, and so the mapping x +I* b-‘xb is a non-trivial automorphism. 
3. If S is any commutative semigroup, the?1 E(S) is not isomorphic to the 
cyclic group of order 2. 
This shows that, if we replace “semigroup” by “commutative semigroup”, 
the answer to the first question of Problem 2 is negative. 
Proof. Assume that E(S) is isomorphic to the cyclic group of order 2. 
Then S must have at least two elements. The mapping f : a ..+ a2 is an 
endomorphism of S, and therefore either f = Is or f o f --= Is and f # 1, , 
where Is is the identity automorphism of S. In the first case, every elements 
of S is idempotent, and therefore all constant mappings are endomorphisms. 
This contradicts the assumption that E(S) is a group. In the second case, 
a4 = f(f (a)) =: a, for all a in S. But a3a3 =: a4a2 = a3, hence a3 is idem- 
potent. Therefore the constant mapping with value a3 is an endomorphism 
which is not an automorphism. 
4. If S is a finite semigroup, then E(S) ‘- u 110 isomorphic to arly non-trivial t 
group. 
This shows that, if the first question in Problem 2 has an affirmative answer, 
an infinite S is required even for some finite M. 
Proof. Every finite semigroup has an indempotent element e. Consider 
the constant mapping with value e. 
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2. %IAIN !bSULTS 
Given a set I, let IR be the following category [I]. Its objects are pairs 
(X, I?,), where X is a set and R, =T {Iii 1 i E I] is a family of binary relations 
Ri C X x X. Its mapsf : (X, R,) + (X’, Rj) are mappingsf : 9 ---f S’ such 
that, for any i t I and any x, y E X, 
(~9 Y) E Ri -:- (f(x), f(y)) E RI . 
When I is a one-element set, we write R for IR. R is known as the category 
of graphs. 
PROPOSITION 1. For my small category A there is a full embedding of the 
functor category Ens* into the categorey IR, where I is the set of maps of A. 
Proof. \I‘ith each functor F : A+ Ens we associate an object (FX, FRI) 
of IR as follows. 
FX is the disjoint union of all F(A), w h ere .4 rdngeS over the objects of A. 
FRI = CFRi 1 i E I} is a family of binary relations on FX, where 
FRi = {(x, y)l F(i)(x) :z yj. 
Moreover, with any natural transformation t : F - G between functors 
F, G : A + Ens we associate a mapping t’ : FX - ,J by putting 
t’(x) = t(A)(x) 
whenever m E F(d). Using the naturality of t, we shall now verify that t’ is a 
map in IR, from (,X, FRI) to (ox, cRI). 
Indeed, suppose (x, y) E FRi , where i : A + .4’ is a map of A. Then 
F(i)(x) = y, hence 
G(i)(t’(x)) -=I (G(i) t(A))(x) 
= W’) WW) 
= t(k)(y) 
= f(Y) 
and so (t’(x), t’(y)) E cRi . 
It is easily seen that 
F -.. (F-F ~41, t -* t’ 
is an embedding of Ens* into IR. We shall now prove that it is full. 
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Suppose f : (rX, PRI) ---, (oXY, cRI) in IR. Thus f is a mapping from FLY to 
GX and, for any i E 1 and any .I’, y E F-Xe, 
(x, Y) E 8, -‘- (fWf(r)) E A. 
Observe that if x EF(A) then f(x) E G(il). For, if 1 -:= I,,, is the identity 
map of A, then x EF(,~) implies s F(l)(x), hence (x, X) E FR1 , hence 
(f(.~), f(z)) E .R, , hence f‘(x) = G(l)(f(z)), hence f(~) E G(A). Thus we 
may define t(a4) : F(A) ---f G(il) by putting 
t(A)(x) = f(x) 
whenever x SF(A). W:e shall verify that t(-4) is natural in il, so thatf: F - G 
and t’ = f, as is to be shown. 
Indeed, for any i : A ---f A’ in A, put y =: F(i)(x), then (x, y) E FRi , hence 
(f (.t), f (y)) E cRi , and so f (31) = G(i)( f (x)). Therefore 
(t(A’) F(i))(x) =- f (F(i)(x)) -: G(i)( f (x)) :- (G(i) t(A))(x). 
Thus t is natural and our proof is complete. 
Let (X, R) be a graph, that is an object of the category R. An n-tuple 
( x1 , sq ,..., x,) of elements of X is called an n-cycle in (X, R) if (.vi , s:.~~) E R, 
for every i = I, 2,..., n - I, and (xI1 , x1) t R. If we represent an element 
(x, y) E R by the diagram x +-J’, this situation is depicted by 
x1 - .T., -* ... --+ s,, + x1 . 
The graph (X, R) is called rigid if the only map from (X, R) to (X, R) in R is 
the identity mapping of X. We shall require a special case of the follovving, 
with “cycles” replaced by “2-cycles”. 
LEMMA 1. For any set I there exists a rigid graph (I, R(,,) without cycles. 
This is proved in [#I, where it is actually shown that Rc,) may be taken as a 
subset of a well-order relation on 1. 
When 1 is finite or countable, the construction of RcI) is easy. Thus when 
I -- (0, 1, 2 )..., n), we may draw the graph as follows: 
0+]-+2-+*..+n. 
When I is the set of non-negative integers, we may take 
RtIJ == ((i, i -;- I)1 i E I$ u ((0, 2)}, 
thus : 
In both cases the rigidity of the graph is obvious. 
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To make this paper self-contained, we shall present a new proof of Lemma 
1 in Section 5. However, for many purposes, the two cases considered here 
will suffice. The reader who is only interested in algebras with finitely many 
finitary operations may omit Section 5 altogether. 
We shall be concerned with the full subcategory R,, of R whose objects are 
graphs (X, I?) subject to the following conditions: 
(i) For any x E X, (s, x) $ R. 
(ii) For any x E X, there exists y E X such that (x, y) E R. 
(iii) For any .2: E X, there exists y E X such that (y, x) E R. 
(iv) (-Y, R) is “strongly connected” in the sense that, for any ‘2, y E X, 
there exist x0 =: x, x1 , x., ,..., CC, = y in X such that (xi, .q+i) E R, for any 
i = 0, 1 ,..., n - 1. 
Actually, we shall only make use of conditions (i) and (ii) here. 
PROPOSITION 2. IR can be fully embedded into R, . 
This result, with R in place of R, , is known [Z], but the present proof is 
much shorter. Moreover the present proof is self-contained when Z is 
countable. 
Proof. With any object (X, RI) of IR we associate an object (X*, R*) of 
R, as follows: 
x* = x 4 (X x X) -t z - (0, 1, 2, 31, 
where + denotes disjoint union. Moreover R* consists of the following 
pairs, where again we write .v -f y for (x, y) E R*: 
(1) 0+1+2-+3+1+0, 
(2) 1 --L x + 2 whenever x E X, 
(3) 2 + i + 3 whenever i E I, 
(4) i - j whenever (i, j) E Rc,, , 
(5) x +p +y wheneverp = (qy), 
(6) P - i whenever p E Ri . 
Here (I, RQ,) is assumed to be a rigid graph without 2-cycles, as in the lemma. 
The following illustration of the graph (X*, R*) does not exhibit all 
possible connections; for example, the arrows 1 +y + 2 are not shown. 
However, it should be clear that (X”, R*) is indeed an object of R,i . 
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We shall verify that I is the only element of (X*, R*) which is contained 
both in a Z-cycle and a 3-cycle. Indeed, the only 2-cycles other than 
0 + 1 - 0 have the form x- (x, x) + s, where x E S. We claim that 
neither s nor (x, x) is contained in a 3-cycle. 
First, consider all arrows entering or leaving x. Among the elements of 
X* which are thus connected to x by single arrows, the only pair connected 
by an arrow is (I, 2). However, the triangle with vertices I, 2, and x is not 
a 3-cycle. 
Secondly, consider all arrows entering or leaving (x, x), assuming (x, x) E R,. 
N z? (x, x) 4 i. 
As i - s is not part of our graph, (x, x) lies in no 3-cycle. 
Clearly any map f : (X, R,) -+ (X’, R;) in IR induces a map 
f* : (_I-*, P--t (A-, I?'*), 
where 
f*(x) = f(x), f*((X, 39) = (f(4, f(Y)), f”(i) = 6 f*(n) = F-L 
for all x, y E S, i E I, and n ~: 0, 1, 2, 3. It is easily seen that 
(X, R,) ,xX’ (k?, R*), f A-f* 
is an embedding. We shall now prove that it is full. 
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Suppose F : (Xi”, R*) -F (X”*, R’*) is a map in R,, . We shall find a map 
f : (X, RR,) + (LY’, R;) such that F = f *. 
(1) Since F must send n-cycles onto n-cycles, and since 1 is the only element 
of (A-‘*, R’*) which is contained both in a 2-cycle and in a 3-cycle, it follows 
that F(1) ~= 1. Then 
F(O) --f 1 --f F(2) 4 F(3) + 1 --F(O), 
whence we readilv deduce that also 
(2) Since 
F(O) = 0, F(2) = 2, F(3) = 3. 
1 + F(x) - 2, 
we see that F(x) E X. Let f be the restriction of F to X, thenf : X + X. 
(3) Since 
2 AF(i) + 3, 
we see that F(i) E I. Thus F induces a mapping I + 1. 
(4) If (i, j) E Ro) , we have 
F(i) -F(j), 
hence (F(i), F(j)) E Rc,, . In view of (3), F induces a map of (I, Ru,) into 
itself. Since the latter graph is rigid, it follows that F(i) = i, for all i E I. 
(5) When p = (x, y), we have 
in view of (2), hence F(p) = (f(x),f(y)). 
(6) When (x, y) = p E R, we thus have 
hence 
(~(%OY)) = F(P) --F(i) = i> 
(f(W(rN E Ri . 
In view of (6) f is a map in IR. In view of (9, (4) and (I), F 1 f”. Our 
proof is now complete. 
PROPOSITION 3. R, can be fully embedded into the category of semigroups. 
Proof. We begin by defining a functor H from R, to the category of 
semigroups. Only conditions (i) and (ii) on R, are used. 
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For any object (X, R) of R, , H(X, R) denotes the semigroup generated 
by the set X and with defining relations 
yx”y -=yxy 
for every r,y E X such that (x,y) E R. Thus H(X, R) = F(,Y)/-, where 
F(X) is the free semigroup generated by S and Y is the smallest congruence 
relation on F(X) satisfying the prescribed defining relations. F(X) may be 
constructed as consisting of all non-empty words in the alphabet X with 
juxtaposition as multiplication. Thus an element of N(X, R) is an equivalence 
class [IV], where W = .vlsz . . . .vn, , the .vi being elements of ,Y. 
For any map f : (A-, R) + (-Y’, R’) in R, , we define 
H(f) : frl(A-, R) --f H(X’, R’) 
bY 
W)([~l~, ... ~~,,,I) = [f(df k?) ..-.fbJl. 
It is clear that H(f) is a homomorphism of semigroups, once it is realized 
that W -= IV’ implies N(f )([W]) == H(f)([W’]). 
It is easily seen that N is an embedding. We shall presently prove that it is 
full. First we need some observations. 
We observe that every word IV in X can be written uniquely in the standard 
f 07-M 
If/ T xyy% . . . q”, 
where si f ~~+r and the llri are positive integers. We call k = /(IV) the 
length of W and x1 , x2 ,..., x,; the basic sequence of IV. 
If IV ~~ IV’, then W’ is obtained from W by a finite sequence of replace- 
ments of y x2 y by y x y or conversely, where (x, y) E R. Since none of these 
replacements affects the basic sequence of IV, we may conclude that 
Y(W) = /(IV’) and that 
in standard form. Now R is irreflexive, by condition (i) on R, , hence no 
replacement affects an exponent greater than 2. Therefore 
(*I m, > 2 :z 7ni TZ n, . 
icow let us assume that g : H(X, R) + N(X’, R’) is a homomorphism’“of 
semigroups. LVe wish to show thatg = H(f), for somef : (X, R) -+ (X’, R’). 
Consider any x E X. By condition (ii) on R, , there exists y E X such that 
(x, y) E R. Hence 
yx’y yxy. 
HOR’ COMPREHENSIVE IS THE CATEGORY OF SEMIGROUPS? 203 
Suppose g([x]) = [U], g([y]) = [VI. Since g is a homomorphism, also 
Let us write 
i( u, 1’) = L(C) + f(V) - r( CT-). 
This is 0 if the last element in the basic sequence of U differs from the first 
element in the basic sequence of c’, it is 1 otherwise. Then 
/( VUUV) = 24 V) i; 24 C’) - i( v, U) - i( u, U) - i( u, I,‘), 
/;(VUV) = 24V) + P(U) - i(V, U) - i(U, V). 
But since VUCV and VUV must have the same length, it follows that 
/(U) = i(U, U). 
Since U is not empty, we conclude that J(U) = 1, hence U = ZP, for some 
21 E X’. Bringing both sides of 
into standard form, and applying (*) we see that m = 1. Therefore U = u, 
that is, g([x]) 1 [u]. It is evident from the definition of = that the equivalence 
class [u] contains no other element of X’. Therefore we may define u L ,f(x), 
and so we have a mapping f : X 4 X’ such that 
s([4 = VWI, 
for each x E R. We claim thatf is a map in R, . 
Indeed, suppose (s, y) E R, then 
yx2y -yxy, 
in F(X), hence 
.d[Y X”Y1) = ‘db XYI), 
from which it follows that 
f(Y)fWf(Y) -f(Y)fw(Y) 
in F(X’). 
Now it is clear that if 
vu2v = vuv 
481/11/z-4 
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in Z’(X-‘), this can only be because (u, V) E R’. That is to say, we cannot 
deduce this result from any set of equiv-alences of the form 
ts”t--tst. 
where (s, t) E R’, unless this set of equivalences includes the equivalence 
to be deduced. 
Therefore, in particular, we infer that (f(x),f(r)) E R’, and so f is indeed 
a map in R, . 
Finally, for any word W ==: xi .v., . . . s,,, , we have 
wwv) = wd -~~fbrL)1 
= [fcdl ... v&72)1 
= s(M) *-* ~hnl) 
= Rhl ..* [%I) 
= Nf’I)~ 
Therefore H(f) = g, and so H is full, as was to be proved. 
THEOREM. For any small category A there is a full embedding of the functor 
category Ens* into the category of semigroups. 
Proof. The composite functor 
Ens* - ZR + R, -+ Semigroups 
given by Propositions I,2 and 3 is the required embedding. We remark that, 
if the set of maps of A is countable, this proof is self-contained. 
COROLLARY 1. Every small category can be fully embedded into the category 
qf semigroups. 
Proof. If A is any small category, there is a full embedding 
,4 -. Hom( -, A) 
of A into the category of all functors from AOPP to Ens. 
COROLLARY 2. Every algebraic category can be fully embedded into the 
category of semigroups. 
Proof. Let A be an algebraic category. (Its objects, called algebras, are 
sets equipped with certain finitary operations which satisfy certain equations, 
and its maps, called homomorphisms, are mappings which preserve these 
operations.) Let F be a full subcategory of A whose objects are finitely 
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generated algebras, one for each number of generators. Then it is well-known 
(and easily shown) that 
A x-f Hom( --, A) 
yields a full embedding of A into the category of all functors from Fop11 to 
Ens. 
We remark that, when the number of given operations is at most countable, 
so will be the number of maps in F. Therefore, in this case, the proof of 
Corollary 2 given here is self-contained. In Lawvere’s terminology, F~DP is 
called the theory of A. 
We are tempted to call a small category B rich, if, for every small category 
A, the functor category Ens* can be fully embedded into EnsB. Our theorem 
then implies that the theory of semigroups is rich. It can also be shown that the 
following monoids are rich: (a) the monoid of endomorphisms of the free 
semigroup in two generators, (b) the free monoid in two generators. Prc- 
sumably the last word on this subject has not yet been said. 
In the notation of [2] we have proved that the category of semigroups is 
“binding”, and this implies that many other categories can also be embedded 
into it. In fact, there is no known concrete category which cannot be em- 
bedded, provided we \vork in the usual set theory as specified in [2]. 1fTl’c 
remark that a similar theorem for algebras with one commutative binary 
operation was proved in [3]. 
3. SOLUTION OF THE PROBLEMS 
LENIA 2. For eeery infinite cardinal n there is a full embedding of R, into 
itself which assigns to euer-y object (S, R) of R, with card X r~ n an object 
(X*, R.*) of R,, with card S* -= II. 
Proof. Let I be any set of cardinality II and put Ri = R for all i E I. 
With (X, R) first associate (X, R,), where RI = {RRi 1 i E I}, and then (X*, R*) 
as in the proof of Proposition 1. Then 
card X* 7 card -Y + (card X)” + n + 4 = n. 
TVc are now in a position to solve Problem 2. 
PROPOSITION 4. For any monoid &I there are arbitrarily many semigroups 
S such that E(S) is isomorphic with &I. 
Proof. Assume that n is any infinite cardinal greater than or equal to the 
number of elements of the monoid M. We shall produce a semigroup S of 
cardinality n such that E(S) is isomorphic with Ad. 
C’onsider Ad as a category with one object 0, then JI Hom(0, 0). With 
0 one associates the functor Hom( ---, 0) from M”r)rl to Ens. Following the 
proof of Proposition 1, one assigns to this functor the object (IV, K,{) in MR, 
since the disjoint union of all Hom(d, 0). =1 ranging over the objects of M, 
is Hom(0, 0) -: IV. According to the proof of Proposition 2, one assigns to 
this object a graph (M”, R*), where :\I’ :lI ~! (M \I -1Z) --~ LlZ -I- 4 has 
cardinality K< n. By Lemma 2, one may assign to this a new graph (~lZ*“, R**) 
with cardM*” m-P n. Finally, according to the proof of Proposition 3, one 
assigns to the new graph a semigroup S of cardinality II. 
Nhile thus embedding ill fully into the category of semigroups, we see 
that N Hom(0, 0) is isomorphic with Hom(S, S). 
Finally, we shall solve Problem 1. 
PROPOSITION 5. For any group G there are arbitrarily many commutative 
monoids M such that A(M) is isomorphic with G. 
Proof. Let a group G be given. First we shall show that a commutative 
monoid with the required property exists. 
Regarding G as a small category with one object 0, we embed G fully into 
the category R, as above, assigning to 0 the graph (G”, R”), such that the 
monoid of all maps of this graph into itself in R, is isomorphic with G. 
Let S(G*, R*) be the commutative monoid generated by the set G* and 
the defining relations x4y3 X~JJ~ whenever (x, y) E R”. 15-e may obtain this 
in the form F&G*)/ m-m-, where F,,(G*) is the free monoid generated by G”, 
and is the smallest congruence relation on F,,(G*) satisfying not only the 
prescribed defining relations but also .vy ~~ Y.Y for all X, 3’ E G*. We may 
construct p&G*) as consisting of words in the alphabet G+, this time including 
the empty word. 
Assume that f: (G*, R*) -+ (G*, R”) in R, . An element of S(G”, R*) is 
an equivalence class [IV], where IV 7 sr sp . . . .xTn , vz i> 0, the ‘yi being 
elements of G*. We define S(f) : S(G*, R”) + S(G*, R”) by 
In particular, S(f)[+] =- [+I, when 4 is th e empty word. It is clear that S(f) 
is an automorphism and that S is an embedding of the one-object full sub- 
category {(G”, R*)} of R, into the category whose objects are commutative 
monoids and whose maps are isomorphisms. We shall now show that this 
embedding is full. 
Let g : S(G*, R*) -+ S(G*, R*) be an automorphism of the monoid 
S(G*, R*). As in the proof of Proposition 3, we shall show that for every 
x E G* there is exactly one x’ E G* such that g([x]) = [x’]. It is clear from 
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the definition of the congruence relation = that x1 I X, only if .vt 7 .x~ , thus 
the element x’ E G* will be unique. 
Observe that the elements of S(G*, R*) of the form [xl, x E X, are charac- 
terized by the following property: they are not the unity element, nor can 
they be written as the product of two elements neither of which is the unity 
element. This property is preserved by any automorphism, henceg([,lcl) :m [x’], 
for some x’ E G*. 
\Ve may now define a mapping f : G* - G* by putting S(~X) -- X’ such 
that g([~]) = [x’]. Since g was an automorphism, f is one-one and onto. 
Suppose (x, y) E R*, then .@y3 OX x2y2, hence also f(~)“f(y)” IZ f(~)~f(y)“. 
Now it is easily seen that this equivalence cannot be deduced from any set of 
equivalences of the form 920~ x 9w2, with (z, w) E R*, and UZI :=. ZIU, with 
u, z’ E G*, unless it is already one of them. Therefore (f(~),f(y)) E R*, and 
so f is an automorphism of (G*, R*) in R, . 
Evidently S(f) = g. Thus S is a full embedding, and we have produced 
a commutative monoid M = S(G*, R*) such that A(I%!) is isomorphic 
with G. 
Now let us see how we may produce many such M. Assume that n is any 
infinite cardinal greater than or equal to the number of elements of G. Then 
the above set G* also has cardinality < n. Using Lemma 2, we obtain a 
graph (G**, R**) with card G** = n. With this we associate the monoid 
M* = S(G**, R**) as above, and observe that card M* := II. As above, 
A(M*) is isomorphic with G, and our proof is complete. 
We shall make use of the following. 
COROLLARY 1. For every group G and every cardinal n there is a commuta- 
tive monoid M such that card M > n and A(M) is isomorphic with G. 
=2 Brandt groupoid is a connected category in which every map is an 
isomorphism, that is, invertible. The following is easily deduced from the 
above. 
COROLLARY 2. Every Brandt groupoid may be fully embedded into the 
category of all commutative monoids and isomorphisms. 
Proof. Assume the Brandt groupoid B has n objects. Let G be the group 
of automorphisms of one of them. By the above, there exists a commutative 
monoid M such that A(G) is isomorphic with M. To each object of B assign 
a distinct monoid isomorphic with M. 
Actually we can prove more. Call a category a Brandt category if every 
map is an isomorphism. Thus a Brandt category is the direct sum of a class 
of Brandt groupoids. As in the usual set theory, we shall assume that every 
class is in one-one correspondence with a class of ordinals. 
208 HEDRLiN AND LAMBEK 
PROPOSITION 6. Every Brandt category can be fully embedded into the 
Brandt category of commutative monoids. 
Proof. Let B be a Brandt category and B, its skeleton. As in the proof of 
Corollary 2, it is easily seen that B can be fully embedded if B, can. 
We may list the objects of B, in a transfinite sequence 0,) 0, ,..., Oi ,..., 
where the subscript ranges over all ordinals or over all ordinals less than a 
given ordinal. Observe that, when i # j, there is no map from Oi to Oj in B, . 
We shall define the required embedding by induction. 
By Proposition 5, there is a commutative monoid &I,, such that Hom(0, , 0,) 
in B, is isomorphic with -4(i%I,,). A ssume we have defined Mi for all i < j. We 
choose an ordinal n such that n >- card M, for any i <j. By Corollary I, 
there is a commutative monoid M, such that card Mi ,.; n and Hom(0, , 0,) 
is isomorphic with A(M,). As there are no isomorphisms between Mi and Mj 
when i f j, we have defined a full embedding, and the proof is complete. 
4. A NEW CONSTRUCTION OF RIGID GRAPHS 
As an afterthought, we shall make this paper self-contained by giving a 
new proof of Lemma 1. Crucial will be the following lemma, the proof of 
which owes much to the proof of Lemma 1 given in [4]. 
LEMMA 3. If N is the set of non-negative integers, there is a rigid object 
(I, RN) in the category NR, that is, an object which has no endomorphism other 
than the identity, for any injkite set I. 
Proof. Our aim is to construct a family RN = {R, 1 n EN) of binary 
relations on I such that the identity mapping of I is the only endomorphism 
of (I, R.V) in NR. 
We shall assume that I is an infinite set which has been well-ordered and, 
without loss in generality, that I is the set of all ordinals & k, where K is some 
ordinal. With any ordinal j in I which happens to be a limit of a countable 
sequence of smaller ordinals we associate once and for all a countable se- 
quence jr , jz ,... of smaller ordinals which tends to j. We let 
(i,j) E R, o i <j, 
(i, j) E R, o i = j, , for n > 0. 
‘I’he equation i mu: jll is understood to imply that j is the limit of the sequence 
. . 
31 732 ,‘.‘. We claim that (I, RN) is rigid. 
Indeed, let f be a map from (I, I&) to itself in NR. Since f preserves R, , 
we have 
i <j -‘v f (i) <,f(j). 
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Moreover, it is easily shown that always 
i <f(i). 
For otherwise there would be a smallest i E 1 with i >f(;), and this would 
lead to a smaller ordinalf(i) withf(i) >f”(i), a contradiction. 
Consider any ordinal i E I and assume i <f(i). We see by induction that 
f”(i) <f”“(i) 
for all integers 71 3 1. Put 
sup{f”(i)l n 6 N) = j <f(j). 
Since f preserves R, , n >, 1, we have 
f(in) =fma 7 SUP{f (jn)l fl 2 11 = f (i). 
Moreover, for any rz E N, there exists n’ > 1 such that 
j, <f”‘(i), 
hence 
f(jJ < f.‘+‘(i) < j. 
Since the supremum of all f (j,J is f(j), we deduce f(j)< j, hence 
f(j) = j, f (j,) = j, . 
We shall now show that i = j. Indeed, it is easily seen that i < j, so 
suppose i <j. Then there exists a positive integer m such that 
Hence 
i <jm <j. 
f(i) < f (iA = j, <f(j) = j, 
whence, by induction, 
f”(i) < jm <j 
for all n E N. But then, going to the supremum, we obtain the contradiction 
Thus we have shown that i = j. Hence i <f(i) = f (j) = j, a contradiction. 
Therefore f must be the identity map, and our proof is complete. 
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PROPOSITION 7. The category R of graphs can be fully embedded into a full 
subcategory of R consisting of those graphs (A-, R) where R is a subset of a well- 
order relation on S. Moreoaer, if the underlying set of a graph is infinite, its 
cardinal@ is preserved by the embedding. 
We should point out that Eric Mendelsohn recently proved that R can 
be fully embedded into a full subcategory consisting of graphs without 
cycles. This result, which will be contained in his thesis, does not imply the 
present proposition, as a graph without cycles may contain infinite descending 
chains. 
Proof. With any graph (X, R) we associate a graph (X+, R-t-) as follows: 
Xi =X+(Xx{O})i-(XxX)+(0,1,2,3]. 
Moreover R?~ is defined by 
(I) 0-t I +2+3, 
(2) 0 - x - 1 whenever x E X, 
(3) 2 - (x, 0) ---, 3 whenever x E X, 
(4) x - (x, 0) whenever x E X, 
(5) x ---f (x, y) --t (y, 0) whenever x, y E X, 
(6) (x, y) -* 3 whenever (x, y) E R. 
This is illustrated by the following diagram, the dotted arrows being subject 
to the conditions that x L y and (x, y) E R respectively. Surely (Xi, Rim) is a 
graph without cycles. That R+ is a subset of a well-order relation on X’ is 
easily seen by well-ordering X and X x Y, the latter set to be placed between 
1 and 2. 
With any map f : (X, R) -* (-X’, R’) we associate a map 
f’ : (X , R’) + (X’+, R”) 
by defining 
f-W z-= f(X), f'@ 0)) = (f(x), O),f'((& 3')) = (fMf(YNTf(4 = % 
for all x, y E X and n = 0, 1, 2, 3. It is easily seen that 
(X, R) -+ (X+, R-i-), f --+f i
is an embedding, we shall now verify that it is full. 
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Assume g : (S-, R+) - (X’~+, R’+). If X IS empty, then trivially g y= f ‘-, 
wheref is the identity mapping on X. Suppose X has at least one element x, 
then 
0+x--t l-2-*(x,O)-t3 
becomes after application of g 
g(O) - A4 - id1 )-g(2) - dk 0)) - g(3). 
Looking at (X’+, R’f), we see that this chain of length 5 must be of the form: 
0 - x'- 1 + 2 -+ (d,O)+ 3, 
where x’, x” E X’, as there are no other chains of length 5. We conclude that 
g(n) = n, for n = 0, 1, 2, 3, and that g(x) = x’, g((x, 0)) = (x”, 0), for some 
x’, x” E X. Let f be the restriction of g to X, thenf(x) = x’. 
Applying g to (4) we see that 
f(x) = x’ --f (x”, O), 
hence also x” =f(.x). 
Applying g to (5), we see that 
hence 
f(4 - ‘!a? YN - (f(Y), 01, 
d(? YN = (f(hf(YN. 
Applying g to (6), we see that 
(x,y) + 3 implies (f(x),f(Y)) - 3, 
hence 
(x> Y) E R * (f(4, f(r)) E R’. 
Thusf is indeed a map in the category of graphs. Moreover, it is now clear 
that g = f i-, and our proof is complete. 
Lemma 1 may now be obtained as an easy corollary to the above proposition. 
In view of Lemma 3 and Proposition 2 for countable I, there is a rigid graph 
(X, R) on S, but this will contain cycles. We may assume that X is infinite, 
then, by the above, we obtain a graph (X+, R+) on X+ without cycles. 
Moreover, its monoid of endomorphisms will be isomorphic to that of (X, R), 
hence (Xi-, R') is rigid. Finally, we observe that X has the same cardinality 
as XL, and so there must also exist a rigid graph without cycles on X. Of 
course, the present argument can also be used to obtain the result in [4], the 
rigid relation being a subset of a well-order relation. 
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