Abstract. We present several variants of Ljusternik-Schnirelman type theorems in partially ordered Hilbert spaces, which assert the locations of the critical points constructed by the minimax method in terms of the order structures. These results are applied to nonlinear Dirichlet boundary value problems to obtain the multiplicity of sign-changing solutions.
Introduction
The minimax method has been used extensively in constructing critical points for functionals defined in Hilbert and Banach spaces as solutions of nonlinear partial differential equations. In particular, when the problems possess symmetry, one constructs multiple critical points by the minimax method; this is the general Ljusternik-Schnirelman type theory (e.g., [7] , [35] , [42] , [43] , [44] , [21] , [32] ). When an order structure is present, one can also use fixed point theory, degree arguments and the variational method to construct solutions of differential equations (see for example [3] , [15] , [16] , [22] , [23] , [33] , [34] , and references therein), but most of this work has been for positive solutions. In order to study the structure of nodal solutions (i.e., sign-changing solutions), efforts have been made in recent years to link critical point theory with the order structure of the function space (see [8] , [9] , [10] , [12] , [13] , [17] , [25] , [26] , [27] , [39] , and references therein). However, little work has been done for invariant functionals under group actions when one expects to obtain multiplicity of critical points. One of the motives of this paper is, in the setting of Ljusternik-Schnirelman type theory, to establish relations between critical points given by the minimax method and the order structure of the spaces. For example, we shall establish a relation between the critical points given by Clark's Theorem (which is a variant of Ljusternik-Schnirelman theory) and the positive and negative cones in the space. The classical result of Clark is the following.
Theorem A ([21])
. Let E be a Hilbert space, and assume that Φ ∈ C 1 (E, R) satisfies the (P S) condition and is even and bounded from below. Assume Φ(0) = 0, and there is an n-dimensional sphere S ρ centered at 0 with radius ρ > 0 such that sup Sρ Φ(x) < 0. Then Φ has at least n pairs of critical points with negative critical values.
W ∪∂W ; (b) if u n = σ(t n , v) for some v / ∈ W and u n → u in E as t n → ∞, for some u ∈ K, then u n → u in X; (c) if u n ∈ K ∩ W is such that u n → u in E, then u n → u in
X; (d) for any u ∈ ∂W \ K, σ(t, u) ∈
• W for t > 0. (ii) If inf E Φ < inf P Φ, then Φ has at least one pair of critical points in
and at least n pairs of critical points in X \ (P ∪ −P ).
In order to prove this theorem we need the notion of genus (e.g., [43] , [44] ). Let Σ X = {A ⊂ X|A is closed in X, A = −A}, and let i X (A) denote the genus of A, which is defined as the least integer n such that there exists an odd continuous map ϕ := A → S n−1 . Here the continuity is with respect to the topology in X. With the topology in E, we may also define the genus of A ∈ Σ E = {A ⊂ E|A is closed in E, A = −A}. For preciseness, we use i X (·) and i E (·) when we use different norms. We refer to [43] and [44] for the following properties of genus. Proposition 2.1. Let A, B ∈ Σ X , and let h ∈ C(X, X) be an odd homeomorphism. Then:
This lemma is still true when we replace Σ X by Σ E , with obvious modifications. We need some preliminaries. We shall use the notation
We easily see that i X (A) = 1, a contradiction.
Lemma 2.2. Let
Proof. Let x n ∈ A∩X be such that x n → x ∈ X in X. Then, due to the embedding Proof. Let c > 0 be the embedding constant from X to E, i.e., u ≤ c u X , for any u ∈ X. For u ∈ X fixed, first there exist δ > 0 and L > 0 such that for all
Next, we state a deformation lemma which will be used repeatedly.
Proof. First, due to the (PS) condition and (c) of Definition 2.2, we can choose ε 0 > 0 to satisfy the following conditions:
.
Then ψ(u) is locally Lipschitz on E, and by Lemma 2.3 also on X. Then
defines a locally Lipschitz vector field both on E and on X. Consider
Since f (x) ≤ 1 for all x ∈ X, the Cauchy problem has a unique solution σ(t, x) continuous on R × X. Now for fixed 0 < ε ≤ ε 0 and a compact subset A ⊂ (Φ c+ε ∩ X) ∪ W , we claim that there is T > 0 such that η(t, x) = σ(tT, x) satisfies all the properties of Lemma 2.4. We construct η in several steps as follows.
Step 
Step 2. Consider
By continuity of the flow in X, there is a neighborhood U x of x such that for all y ∈ U x and all t ≥ T x := δ we have Φ(σ(t, y)) ≤ c − ε.
Then by the continuity of the flow in X, there are T x > 0 and U x , a neighborhood of x in X, such that for all y ∈ U x and all t ≥ T x we have σ(t, y) ∈ W .
Finally, for case (b), if σ(t, x) reaches (K 2 c ) 2δ before entering Φ c−2ε , then the same argument as in Step 2 gives T x > 0 and U x such that σ(t, y) ∈ Φ c−2ε for t ≥ T x and y ∈ U x . Assume that σ(t, x) stays outside of (K 2 c ) 2δ . First, by the (PS) condition there is ε > 0 such that ∇Φ(y)
Again, there are T x > 0 and U x , a neighborhood of x in X, such that for all t ≥ T x and y ∈ U x we have Φ(
is compact in X, and can be covered by finitely many U xi , say,
We claim η satisfies all the properties of Lemma 2.4. (i), (iii), (iv), (v) and (vi) are obvious. From the above steps, we have η(1,
Remark 2.1. (1) It is easy to check that the union and intersection of a finite number of admissible invariant sets for Φ is still an admissible invariant set for Φ.
(2) From the proof, we see ε 0 is given by (2.2) and (2.3).
Proof of Theorem 2.1. We prove (i), and mention necessary changes for (ii). Since inf P (Φ) ≤ inf E (Φ) < 0, we may perform the usual minimization argument. Let u n ∈ P be such that Φ(u n ) → inf P Φ. Using the flow σ if necessary, we may assume Φ (u n ) → 0. By the (PS) condition, u n converges to a critical point u in E. But P is closed in E and K c ∩ ∂P = ∅ for c < 0, and so we get u ∈
• P , which gives a pair of critical points in
and for m ≥ 2 define
where S = X \ (P ∪ (−P )). By Lemma 2.1,
We claim that, for m = 2, ..., n,
and K cm ∩ S is closed in X and E. We also claim that if, for some m ≥ 1 and k ≥ 2 with m + k ≤ n,
To prove (2.5), we use Lemma 2.4 again. By the proof of Lemma 2.4,
Without loss of generality, we may assume 
Then we have 
For case (ii), where inf E Φ(x) < inf P Φ(x), we may also define
Then inf E Φ(x) < inf P Φ(x) implies c 1 < inf P Φ(x) and c 1 < 0. If we take ε > 0 so that c 1 + ε < min{inf P Φ(x), 0}, we can follow the same argument as above to show c 1 is a critical value and
We omit the details here.
Our argument can be used to obtain the following more general version of Clark's Theorem. We omit the proof here.
Theorem 2.2. Let Φ ∈ C
2 (E, R), and let (Φ) hold. Assume Φ is even, Φ(0) = 0, and Φ satisfies the (P S) condition. Assume that P is an admissible invariant set for Φ, and K c ∩ ∂P = ∅ for all c < 0. Suppose there exist linear subspaces
A dual version of this is the following.
Theorem 2.3. Let Φ ∈ C
2 (E, R) and let (Φ) hold. Assume Φ is even, Φ(0) = 0, and Φ satisfies the (P S) condition. Assume that P is an admissible invariant set for Φ, and K c ∩ ∂P = ∅ for all c > 0. Suppose there exist linear subspaces
pairs of critical points in X \ (P ∪ −P ) with positive critical values.
Let us give another result, which is closer to the spirit of Ljusternik-Schnirelman theory, aiming at applications to nonlinear eigenvalue problems. Let B r = {u ∈ E| u = r} with r > 0.
Theorem 2.4. Let Φ ∈ C
2 (E, R). Let Φ be even. Suppose r > 0, Φ| ∂Br satisfies (P S), K(Φ| ∂Br ) ⊂ X ∩ ∂B r and Φ| ∂Br is bounded from below. Let P ∩ ∂B r ⊂ X be an admissible invariant set for Φ| ∂Br . Assume K(Φ| ∂Br ) ∩ ∂P = ∅. Then Φ| ∂Br has infinitely many distinct pairs of critical points in (∂B r ∩ X) \ (P ∪ −P ).
Proof. We sketch the proof here. That Φ| ∂Br possesses infinitely many pairs of critical points follows from, e.g. to [44] . The question is whether they belong to P and −P . We need a procedure similar to the one we used earlier to rule this out.
Then we may follow the idea of the proof of Theorem 2.1 to show that for m ≥ 2,
and if c m = c m+1 = · · · = c m+k for some m ≥ 2, k ≥ 2, then there are infinitely many pairs of critical points in K cm ∩ (∂B r \ (P ∪ −P )). We leave the details to interested readers. Remark 2.6. Another result of constructing critical points for even functionals will be given at the end of Section 3, which is related to linking type theorems.
Linking theorems in partially ordered spaces
Generalizing the Mountain Pass Theorem, many people have used minimax theory to prove linking type theorems (e.g., [11] , [17] , [44] , and references therein). In [39] , we have proved a Mountain Pass Theorem with the order structure built in, giving the location of the mountain pass critical point with respect to the structure of some invariant subsets under the flow. Following the idea of [39] , we continue our study in this direction, namely, proving minimax theorems in the presence of some invariant subsets and giving the location of the critical point produced in relation to the invariant subsets. We shall prove a linking theorem in a very general context which gives the location of the critical point produced by the linking structure with respect to some invariant subsets.
Let us recall that (Q, T ) is a linking (here Q ⊂ E is a closed subset with boundary ∂Q and T ⊂ E is closed) if (i) ∂Q ∩ T = ∅, and (ii) for any γ ∈ C(Q, E), γ| ∂Q = id, we have γ(Q) ∩ T = ∅. (See, e.g., [11] , [18] , [44] for more general versions.)
A typical linking type theorem is as follows, e.g., [18] , [44] .
Theorem B. Let Φ ∈ C 1 (E, R) and let (Q, T ) be a linking. There exist β > α such that
If (P S) c holds for
The main result of this section is the following.
Then c ≥ β, and if
Proof. First we show that ∞ > c ≥ β. sup Q Φ(x) < ∞ implies c < ∞. So it suffices to show that, for any γ ∈ Γ, By the same proof, we can show if c is finite, then K c ∩ S = ∅.
This is true because γ(Q)
∩ T = ∅ and γ(Q) ⊂ X imply γ(Q) ∩ T ∩ X = ∅. But T ∩ X ⊂ S. We get γ(Q) ∩ T ∩ S = ∅. Thus sup γ(Q)∩S Φ(x) ≥ sup γ(Q)∩T ∩S Φ(x) ≥ inf γ(Q)∩T Φ(x) ≥ β. Next, we show that if K c ∩ ∂W = ∅, then K c ∩ S = ∅. If K c ∩ S = ∅,we produce a contradiction as follows. Now, we take ε > 0 so that c − 2ε > α, and take γ ∈ Γ such that sup γ(Q)∩S ≤ c + ε. By Lemma 2.4, for this ε and A= γ(Q), there exists η ∈ C([0, 1] × X, X) satisfying (i)-(vi), which in particular imply η(1, γ(Q)) ⊂ Φ c−ε ∪ W. Consider γ 1 = η(1, γ(·)). Then for x ∈ (∂Q) ∩ W we have γ 1 (x) = η(1, γ(x)) ∈ W , since γ(x) ∈ W and η(1, W ) ⊂ W . For x ∈ (∂Q) ∩ S, since Φ(x) ≤ α, we have η(1, γ(x)) = η(1, x) = x. Hence γ 1 ∈ Γ. But sup γ1(Q)∩S Φ(x) ≤ sup (Φ c−ε ∪W )∩S Φ ≤ sup Φ c−ε Φ(x) ≤ c − ε, a contradiction.
Example 3.1. With the positive cone P in X and its interior
• P , we may define a partial order relation: 
such that x 0 is a mountain-pass point, and C 1 (Φ, x 0 ) = 0. Here C q (Φ, x 0 ) are the critical groups of Φ at x 0 (cf. [17] ).
Using Remark 3.1, we may deduce this from Theorem 3.1. This corollary is a slightly more general version of the Mountain Pass Theorem in order intervals in [39] , where we considered a more concrete situation. The proof in [39] uses a different idea. Example 3.2. Let us consider another example which has been used in studying nonlinear elliptic problems with superlinear nonlinearity.
Then it is well known that (Q, T ) is a linking (e.g., [17] , [44] ).
Corollary 3.2. Let Φ ∈ C 2 (E, R) satisfy (Φ) and (PS). Assume W = P ∪ (−P ) is an admissible invariant set for Φ. Assume, as in Example 3.2, that (Q, T ) is given satisfying Q ⊂ X and P
When the functional is even, the conditions can be weakened. In fact, we have the following result.
Corollary 3.3. Let Φ ∈ C 2 (E, R) satisfy (Φ) and (PS). Assume Φ is even and W = P ∪ (−P ) is an admissible invariant set for Φ. Assume, as in Example 3.2, that (Q, T ) is given satisfying Q ⊂ X and P
Proof. By the argument of [38] , for any γ ∈ Γ, γ(Q) ∩ T = ∅. Also, we know T ∩ X ⊂ S; so γ(Q) ∩ S = ∅. Then arguments similar to the above show that K c ∩ S = ∅. We leave the details to the readers. 
where
We claim that for any
By an application of the Borsuk-Ulam theorem, one easily sees that γ(
To show K c k ∩ S = ∅, we follow the same argument as in the proof of Theorem 2.
Applications
As applications of our abstract theory, we consider the Dirichlet boundary value problem
where Ω ⊂ R N is a smooth bounded domain. We mainly want to demonstrate the types of results we may obtain by using our theory; so we shall not seek for optimal conditions placed on f (x, u), although we may mention necessary changes in the proofs which provide more general results. Sign-changing solutions have attracted much attention in recent years; see [8] , [9] , [10] , [12] , [13] , [14] , [18] , [19] , [24] , [25] , [26] , [27] , [28] , [40] , [45] , for various types of problems and [20] , [29] , [41] for numerical methods for sign-changing solutions.
We make the following assumption:
Under (f 1 ) classical solutions of (4.1) are in one-to-one correspondence with critical points of the following C 2 -functional on E = H 1 0 (Ω):
in Ω},
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which is a closed convex cone. Let X = C 1 0 (Ω). Then X is a Banach space and embedded densely in E. Let
Then P is a closed convex cone in X. Furthermore, P = • P ∪∂P under the topology of X, i.e., there exist interior points in P . As we did in Section 3, we may define a partial order relation:
Proof. By the elliptic theory,
and G is strongly order preserving in the sense that
Proof. Using the constant C from (f 2 ), we may rewrite (4.1) as
Using the equivalent norm ||u|| 2 = Ω |∇u| 2 + (C + 1)u 2 , we see that
By the strong maximum principle, the restriction G of G E on X, is strongly order preserving. Thus P and −P are invariant sets of the negative gradient flow of Φ. The requirement (a) is satisfied automatically. For (d), we note that for all v ∈ P \ {0}, the vector field −∇Φ points at v inside the cone
• P , and we have
SHUJIE LI AND ZHI-QIANG WANG
It is well known that there exists a finite sequence of Banach spaces X 1 , ..., X m such that
, and G ∈ C(X k , X k−1 ) maps bounded sets to bounded sets. This is related to the notion of X-regularity as used in [33] and [15] , and similar ideas were used also in [8] , [9] , [10] , [16] , [26] .
By the (PS) condition,
We need to show that the set
is compact in X. It suffices to show this set is bounded in X 0 , since the embedding from X 0 into X is compact. This is done by induction. First,
The proof of (b) is complete. For (c), if u n ∈ K(Φ) ∩ (P ∪ (−P )) and u n → u in E, then u n is bounded in E. By condition (f 1 ), the elliptic theory, and the bootstrap argument, we get that u n is bounded in W 2,q (Ω) for some q large such that the embedding from W 2,q (Ω) into X is compact and thus u n → u in X.
Let λ 1 < λ 2 < λ 3 < · · · be the eigenvalues of (−∆) in Ω with the Dirichlet condition, and denote this set by σ(−∆). We make more assumptions: 
Proof. It is easy to see that Φ ∈ C 2 , and by Proposition 4.1 (Φ) holds. Also Φ is even, Φ(0) = 0, bounded from below by (f 3 ). P is an admissible invariant set for Φ. (f 4 ) implies that when we take F = k i=1 Ker(−∆ − λ i ), we get sup F ∩∂Bρ Φ(x) < 0 for 0 < ρ small. By Theorem 2.1, the result follows.
Remark 4.1. Equation (4.1) was studied for example in [18] , [33] , [44] , and recently for sign-changing solutions in [17] , [25] . Condition (f 2 ) may be removed using a C 1 modification of f which satisfies (f 2 ) (see [33] for details). In [27] two pairs of sign-changing solutions are obtained under conditions similar to those of Theorem 4.1.
Next we consider a Landesman-Lazer type result.
. There is r > 0 such that Proof. For this problem, we use Theorem 2.3. Let
We can show similarly that sup F ∩∂Bρ Φ(x) < 0 for ρ > 0 small, and by (f 7−8 ), inf H Φ(x) > −∞. Then the result follows from Theorem 2.3.
Remark 4.2. There are many papers in the literature related to the LandesmanLazer type problems. We just refer to [18] and [44] for references.
Next, we consider an asymptotically linear problem. 
Using Theorem 2.2 or 2.3, the proof is similar to the proof of Theorem 4.2, and we omit it here. Remark 4.3. Without the condition of f being odd, for sign-changing solutions this problem has been studied for example in [10] , [9] , [13] , [27] , [39] ; see the references therein too.
Next, we consider a nonlinear eigenvalue problem: for r > 0 fixed,
(4.2)
We want to find solutions of the form (λ, u) ∈ R × X. Proof. We follow the original idea for the setting up of the problem in [44] . Consider
then Φ ∈ C 2 (E, R) and is even. Let r > 0 be fixed. At a critical point u of Φ| ∂Br , where B r = {u ∈ E | u ≤ r}, we have
Choosing v = u and using (f 12 ), we get
Therefore u is a solution of (4.2) with λ = −µ −1 . This leads us to use Theorem 2.4 for Φ| ∂Br to get solutions of (4.2). It is proved in [44] that Φ| ∂Br satisfies (P S) c for all c < 0. By the maximum principle, K(Φ| ∂Br ) ∩ ∂P = ∅ for r > 0. It is left to show that P ∩ ∂B r is an admissible invariant set for Φ| ∂Br . Since P is a closed convex cone, (a) of definition 2.2 is satisfied. Let Φ = Φ| ∂Br . Then
→ X is strongly order preserving. For u ∈ P ∩ ∂B r we have
for s > 0 small. This gives that the flow given by −∇ Φ(u) on X ∩ ∂B r leaves P invariant, and in fact property (d) is satisfied.
To prove (b) we use the notation in the proof of Proposition 4.2 and consider (2.1): , v) ). We note that we only need to consider a compact orbit (in E) of the negative gradient flow inΦ c for some c < 0, because all critical values we obtain will be negative ones. Define , v) ). Then we may follow essentially the same argument as in the proof of Proposition 4.2 to show that the orbit is compact in X. (c) can be proved by an argument similar to the one in the proof of Proposition 4.2.
Remark 4.4. We refer the reader to the classical treatment of nonlinear eigenvalue problems in [35] , [44] , and recent work on sign-changing solutions in [37] .
We consider a superlinear problem next. Assume (f 13 ). There is µ > 2 such that µF (u) ≤ f (u)u for |u| large. 
Proof. Let
. This can be seen by noting that for all u ∈ P \ {0}, Ω uφ 1 (x)dx > 0, while for u ∈ Z k , Ω uφ 1 (x)dx = 0, where φ 1 is the first eigenfunction of the Laplacian operator on Ω. Applying Theorem 3.2, we get K c k \ (P ∪ (−P )) = ∅ for all large k, where c k is defined in the proof of Theorem 3.2.
Remark 4.5. The existence of infinitely many sign-changing solutions for this problem was also given recently in [8] , in which a different method was used. Our method here is more intuitive and constructive, along the line of the classical treatment in [6] .
Next, we give an example in which the functional Φ cannot be C 2 and approximations by C 2 functionals can be done to use our theory to get multiple sign-changing solutions. The problem is Using the fact that for h small all critical points of Φ h are uniformly bounded in E, we can show that K ci (Φ) ∩ S = ∅. In fact, let u h ∈ K ci(h) (Φ h ) and u h ∈ S. Using the elliptic theory, we get u h → u in E and in X such that u is a solution (4.3) λ . Since there is no solution belonging to ∂(P ∪ (−P )), we get u ∈ S and Φ(u) = c i .
sign-changing solutions having positive critical values. Let k be fixed, and choose λ m such that dim F ≥ k when we write F = m i=1 Ker(−∆ − λ i ). Take ρ > 0 so small that Ω F (u)dx > 0 for all u ∈ ∂B ρ (0) ∩ F . Then there is λ k > 0 such that for all λ > λ k we have sup ∂Bρ(0)∩F Φ(u) < 0. Thus by Theorem 2,1 we obtain (k − 1) pairs of sign-changing solutions having negative critical values. Since 0 is a local minimum of Φ, by Theorem 2.2 we also obtain (k − 1) pairs of sign-changing solutions having positive critical values. The existence of two positive solutions follows from the usual arguments by cutting off the negative part of f (u) and using minimization to get the positive solution having negative critical value and using the Mountain Pass Theorem to get the positive solution having positive critical value.
Remark 4.7. This problem was treated in [6] and [44] without information about sign-changing solutions.
