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1. INTRODUCTION 
Recently, third-order problems with various types of boundary conditions have been studied in 
the literature by different authors. Existence of solutions between assumed lower and upper 
solutions is derived, for instance, in [1-3] under two-point boundary conditions, in [4,5] under 
three-point ones, and in [6,7] in the periodic case. The existence results are derived via monotone 
iterative techniques or coincidence degree and do not include functional equations. 
In this paper, we first derive maximum principles for the third-order nonlinear differential 
operator 
Du(t )  = ~ • - 
which are analogous to those obtained for the second-order case in [8]. These maximum principles 
are applied in Section 3 to prove uniqueness and comparison results for the third-order initial 
boundary value problem (IBVP) 
d ((/~.u')'(t)) f ( t , (# u')'(t)) fora.e, tE J  [t0,tl] ~ -- . , = , 
(1.1) 
aou (to) -- bou' (to) = co, alu (tl) -{- blU' (tl) = Cl, (/~. u') '  (to) -- c2. 
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Applying Schauder's fixed-point heorem and the results derived in Section 3, we prove in 
Section 4 an existence result for the IBVP 
d ((iz u ' ) t ( t ) )=g( t ,u ,  u t ( t ) , (# .ut ) ' ( t ) )  for t E J  [t0, tl], ~--~o • a.e .  = 
aou (to) -- bou' (Co) = co, a lu  (tl) + blu'  (t l )  = c1, (1~" ul) ' (C0) = c2, 
(1.2) 
where the dependence ofg on its second argument is functional. As a consequence of the results 
of Sections 3 and 4, we obtain existence, uniqueness, and comparison results for the IBVP (1.1). 
Special cases and examples axe given in Section 5 to illustrate the obtained results. Finally, in 
Section 6, we study problems where the initial condition (# • u') '(to) = c2 is replaced by the 
terminal condition (#. u') l ( t l )  = c2. 
2. MAXIMUM PRINCIPLES  
In this section, we derive maximum principles for a third-order differential operator 
in the set 
r := {u E cl ( j )  [ ~o(/A.ut)' 6 AC(J)}. 
Throughout this section, we assume that 
(qo#) qo: R --* R is an increasing homeomorphism, and #: J --* (0, o0) is continuous. 
On the function f :  J x R ~ R, we impose the following property: 
(f0) 
(2.1) 
f ( t ,y )  - f ( t ,x )  < l(t,~o(y) - : (x ) )  for a.e. t e J and for all x, y E R, x < y, where 
l: J × R+ -o R+, and v(t)  - 0 is the only absolutely continuous and nonnegative-valued 
function for which 
v'(t)  <_l(t ,v(t)) ,  a.e. in J, v(to) =0.  (2.2) 
Our first maximum principle reads as follows. 
LEMMA 2.1. Assume that u, w 6 Y satisfy the fol lowing inequalities: 
((.. (,)) - : ( , , ( . .  <_ : :  • _ . 
a.e. in J = [to, tl], (#. w')' (Co) < (#. u')' (to). 
I f  u - w attains a posit ive max imum c in ( to , t l ) ,  then u(t)  - w(t)  = c on J .  
PROOF. We shall first claim that 
(~. w')' (t) < (#- u')' (t), t E J. (2.4) 
If the claim is wrong, then noticing that (2.4) holds when t = Co, there exist a E [to,t1) and 
b E (a, tl] such that 
(#. w')' (t) > (#. u')' (t), t e (a, b), (#. w')' (a) = (#. u')' (a). (2.5) 
Applying these relations, strict monotonicity of~0, Hypothesis (f0) and the first inequality of (2.3), 
it follows that the function 
0, to _~ t < a, 
v(t)  = ~ ((~. ~')'  (t)) - ~ ( (~.  u')' ( t ) ) ,  a < t < b, 
((~. ~')'  (b)) - ~ ( ( . .  u')' (b)) ,  b < t < tl, 
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satisfies the initial condition v(to)  = 0, and that inequality 
v'(t) <_ t(t, v(t)) (2.6) 
holds, a.e., in [a, b]. Since v ' ( t )  = 0 when t • J \ [a ,  b], and s ince/ is  nonnegative~valued, then (2.6) 
holds for, a.e., t • J .  Thus, v satisfies (2.2), whence v(t)  - 0 by (f0). In view of the definition 
of v and the injectivity of ~a -1 we then have 
(#.  w')' (t) = (#- u')'  (t), t • (a, b). 
This contradicts the inequality of (2.5), and hence, proves that  the claim (2.4) is true. 
Assume now that  u -w  attains a positive maximum c at t2 • ( to ,h ) .  Then we have w'(t2) = 
u'(t2), so that  
(#.  w') (t2) = (#.  u') (t2). (2.7) 
It follows from (2.4) by integration that  
( , -w ' )  (t) - (~. w') (t~) < ( , .  u') (t) - ( , .  u') (t2), 
(~-w ' )  (t2) - (~,. w') (t) < (~,. u') (t2) - (~.  u') (t), 
t • [t=,t~], 
t • [to, t=]. 
These inequalities and (2.7) imply that  
( , .  w') (t) < (~.  ~,') (~), 
- (~.  w') (t) < - (~.  ~') (t), 
t • [t2,t~], 
t • [to, t~]. 
Since/z is positive-valued, we get 
wt(t) <_ U'(t), t • [t2, tl], 
--w'(t) < --u'(t), t • [t0, t2]. 
Consequently, 
u(t)  - w( t )  = u (t2) w (t2) -t- (u ' (s)  - w ' (s ) )  ds > u (t2) - w (t2), 
u (t2) - w (t2) = u(t)  - w( t )  + (u ' (s)  - w ' ( s ) )  ds < u(t)  - w(t), 
Because t2 was the maximum point 
and hence, on the whole J .  
As an application of Lemma 2:1, we obtain the following maximum principle. 
LEMMA 2.2. Assume that funct ions  u, w • Y satisfy inequaBt ies (2.3) and 
aou(to) - bou'(to) <_ aow(to) - bow'(to),  
a lu ( t l )  + blU' ( t l )  <_ a lw( t l )  + b lw ' ( tx ) ,  (2,8) 
where aj,  bj • R+, aj + bj > O, j = O, 1. gu  - w at ta ins  pos i t ive  vaJues on J ,  then u(t )  - w( t )  - c 
and ao = al =0.  
PROOF. Assume that  u(t)  - w( t )  attains its positive maximum c at a point t2 • J .  Assume first 
that  to < t2 < tl.  It follows from Lemma 2.1 that  u(t)  - w( t )  = c on J ,  so that  
t e [t2,tl], 
t • [to,t2]. 
of u(t)  - w( t ) ,  then u(t)  - w( t )  =- c on [t~, tx] and on [to, t2], 
1 
u (to) ---- w (to) -F c and 
u( t l )  = w( t l )  + c and 
~,' (to) = w' (to), 
u' (tl) = w' (h ) .  
These relations imply by (2.8) that  a jc  < 0, j = 0, 1, i.e., a0 = al = 0. 
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Assume next that  the positive maximum c of u(t)  -w( t )  is attained at to. Then u'(to)  <- w'(t0), 
so that  
aou (to) - bou' (to) >_ ao (w (to) + c) - bow' (to).  
In view of this result and (2.8), we have a0 = 0 and bou'(to) = bow'(to). Because a0 + b0 > 0 by a 
hypothesis, then b0 ¢ 0, whence u'(to) = w'(to) .  Thus, we can choose t2 = to in (2.7) and prove as 
in Lemma 2.1 that u(t)  - w(t )  =- c on J ,  and hence, a lu ( t l )  + b lU ' ( t l ) -  a lw( t l ) -  b lW' ( t l )  = alc.  
This and (2.8) imply that  31 = 0. 
In the case when u(t)  - w(t )  is assumed to obtain its positive maximum at tl we have u ' ( t l )  >_ 
w ' ( t l ) .  This and (2.8) imply that 31 = 0 and w'( t l )  = u ' ( t l ) .  Thus, the choice t2 = tl in (2.7) and 
the proof of Lemma 2.1 yields u( t ) -w( t )  - con  J .  Hence, aou( to ) -bou~(to ) -aow( to )+bowt( to )  = 
aoc, so that  ao = 0 by (2.8). 
Thus, u(t)  - w( t )  = c and a0 = al -- 0 in all the above cases, which concludes the proof. | 
REMARKS 2.1. The results of Lemma 2.1 and 2.2 do not hold, in general, if we suppose that  
(# .w ' ) ' ( to )  > (#.u ' ) ' ( to) .  To verify this, it is sufficient o choose to = -1 ,  tl = 1, # - 1, ~(x) _= z 
and f = 0. In this case, defining w = 0 and u(t) = 1 - t 2, u - w attains its maximum at the 
inner point t2 = 0 of J. The first inequality of (2.3) holds, and inequalities (2.8) are valid when 
at = l and bi, ci =O,  i =O,  1. 
The functions w - 0 and u(t)  = t2itl - 2t 2 + 1 serve as a counterexample to the assertions of 
Lemma 2.1 and Lemma 2.2 when the first inequality of (2.3) does not hold for a.e. t E J ,  if to, 
tl, ~, # and f are as above, and if ai, bi = 1 and ci = O, i = 0, 1. 
The one sided Osgood condition 
(f01) f ( t ,y )  - f ( t ,  x) <- p ( t )¢ (~(y)  - ~(x ) )  for a.e. t E J and for all x, y E R, x < y, where 
p E L~_ (J) ,  ¢:  R+ --* R+ is increasing, and f01 ¢~ = c~, 
is a special case of (f0) when l(t, x)  = p( t )¢ (x ) .  Increasing extensions of functions 
f i  _ _ 1  (2 .9 )  ,n (x )  = x lni 1 0 < x < exp,~(1) 
X 
i= l  
on N+, where ln~ and expi denote/-fold iterated logarithm and exponential functions, respectively, 
satisfy the conditions given for ¢ in (f01). In the case when ¢(x) = x, x E R+, (f01) is reduced 
to an one sided L1-Lipschitz condition 
(f02) f ( t ,y )  - f ( t ,x )  <- p ( t ) (~(y)  - ~(x ) )  for a.e. t E J and for all x, y E R, x < y, where 
p E L~( J ) .  
3.  COMPARISON,  UNIQUENESS,  AND EX ISTENCE RESULTS 
The maximum principles derived in Section 2 will now be applied to prove comparison and 
uniqueness results for the initial boundary value problem (1.1). 
We say that  a function u E Y is a lower solution of (1.1) if 
d ((~t u')'(t)) ~> f(t,(~t.u')t(t)) for a.e.  t E g [ t0 , t l ]  ~ • _ , = , 
aou(to)  - bou' (to) <co ,  a lu  (t l )  + blul (t l )  <- Cl, (# . u') '  (to) ~c2,  
(3.1) 
and an upper solut ion if the reversed inequalities hold. If equalities hold in (3.1), we say that  
u is a solut ion of (1.1). As a consequence of Lemma 2.2, we get the following comparison and 
uniqueness result. 
THEOREM 3.1. Assume that  Hypotheses  (~#)  and (fO) hold, and that  
(A) aj,  bj E R+, j = 0, 1, and aoal + aobl + albo > O. 
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I f  u E Y is a lower solution and w e Y an upper solution of (1.1), then u(t) < w(t) on J. In 
particular, problem (1.1) can have at most one solution. 
PROOF. If u and w are lower and upper solutions of (1.1), then the inequalities (2.3) and (2.8) 
hold. Assume on the contrary that c = max{u(t) - w(t) ] t E J} is positive. The hypotheses of 
Lemma 2.2 are satisfied, whence u(t) - w(t) -- c > 0 and a0 = al = 0. But then aoal + aobl + 
albo = 0 which contradicts (A). Thus, the given hypotheses do not allow that u(t) - w(t) has a 
positive maximum on J, which concludes the proof. I 
For the sake of completeness, we prove an existence, uniqueness, and comparison result for the 
following special case of IBVP (1.1). 
~ ( . .  u')' (t) = y(t), for a.e. t e J -- [to,t~l, 
(3.2) 
aou (to) - bou' (to) = Co, alu (tl) q- blu' (tl) : el, (~- u')' (to) : c2. 
PROPOSITION 3.1. I f  Hypotheses (~#) and (A) hold, if f is Lebesgue integrable, and ff Co, Cl, c2 
E R, then the IBVP (3.2) has a unique solution u in Y, and it can be represented as 
/: u(t) = coyl(t) + clYo(t) + k(t, s)h(s) ds, t E J, (3.3) D 
where 
~o ~tl gl 51 t ao Do Yl(t) : 48 q- t E J, yo(t) : ~ d8 -~- ]t(to----~, ~ '~ ~-1) '
yl(t)yo(s) to < s <_ t, 
~ttl 1 aoal aobl albo k(t, D ' - 
D= -p-~ds + -~-~l) + #(to-----~, s) = yo(t)yl(s) t < s < tl, 
(3.4) 
D ' 
) h(s) = _~-1 qo(c q- f (x )dx  , s E g. 
Moreover, u is increasing with respect co and Cl, and decreasing with respect o f and c2. 
PROOF. In view of (3.4), we can rewrite (3.3) as 
u(t)- -y l(t)(co+j!t lyo(s)h(s)ds)+Y°(t)- -~ y (el  -{- ~t tl y1(s)h(s)ds).  
This implies by differentiation that 
--31 ( ~tl ) a0 ( ~t l ) #(t)u'(t) = --~- Co+ yo(s)h(s)ds +---~ c1+ yl(s)h(s)ds , t e J. (3.5) 
In particular, u E CI ( J )  and/~, u' e AC(J).  It follows from (3.5) that 
(#. u')' (t) = aoYl(t) + alYo(t)h(t) = -h(t) ,  t E J. 
D 
According to (3.4) this can be rewritten as 
( ) (#.u ' ) ' ( t )=~- I  qo(c2)+ f(x)  dx , tE J ,  
or equivalently, 
/i ( ( . .  u')' (t)) = ~ (c~) + S(x) dx, t ~ y. (3.6) 
In particular, (#. u~) t E C( J) and ~o (#. ur) t E AC( J), whence u E Y. The above representations 
of u and # • u ~ imply that u satisfies the boundary conditions of (3.2), and in view of (3.6) u 
satisfies the differential equation and the initial condition of (3.2). 
The above proof shows that u, given by (3.3), (3.4) is a solution of the IBVP (3.2). Uniqueness 
follows from Theorem 3.1. Equations (3.3) and (3.4) imply also that u is increasing with respect 
to and Co and cl and decreasing with respect o f and c2. I 
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4. AN EX ISTENCE RESULT FOR PROBLEM (1.2) 
In this section, we study the solvability of the initial boundary value problem 
-~ = . , 
aou (to) - bou' (to) = co, alu (h) + blu' (tx) = C l ,  
a.e. in J - -  [to, t l],  
(~. u')' (to) = c2, 
(1.2) 
in the set 
r= {~ ~ cl(J) I ~o (..  u')' ~ Ac(J)}. (2.1/ 
Throughout this section, we assume that Hypotheses (~#) and (A) hold, and that co, cl, c2 E R. 
The function g: J x C(J) x R x R --* R is assumed to satisfy the following conditions when C(J) 
is ordered pointwise and normed by the maximum norm. 
(gO) g(. ,v,x,y)  is measurable and Ig(.,v,x,y)] <_ m E LI( J)  for all v E C(J) and x, y E R. 
(gl) g(t, vn, xn, Yn) --* g(t, v, x, y) for a.e. t E J whenever vn --* v in C(J), Xn --* x, and yn ~ y. 
As an application of Proposition 3.1, we get the following result. 
LEMMA 4.1. I f  Hypotheses (gO) and (gl) axe satisfied, then u E Y is a solution of the IBVP 
(1.2) if and only if 
~t~ 1u(t) = coyl(t) +clyo(t) + k(t,s)gu(s)ds, t E J, (4.1) 
D 
where 
g~(s) =-~- '  (~(c2) + f :g (x ,u ,u ' (x ) , (# .u ' ) '  (x ) )dx) .  (4.2) 
PROOF. The given hypotheses ensure that if u E Y, then the function f :  J --* R, defined by 
f ( t ) = g( t, u, u' ( t ), (#. u')' ( t ) ), t E J, is Lebesgue integrable. Thus, the assertion follows from 
Proposition 3.1. | 
Denote 
zo(t) max {yo(t), a~(t) ) { -~} = , zl(t) max yl(t), al = , tE  J, 
zl(t)yo(s) to<s<t ,  
l(t,s) = n ' - - 
zo(t)yl(s) t < s < tl, 
D ' 
M(s) = max ~-1 ~o(c2) + m(x)dx , - m(x)dx) , s E J, 
(4.3) 
and define a function b E C(J) by 
f 
t l  
b(t)= [colzl(t)+lcl[z°(t) + ( l+e(t ,s ) )M(s)ds) ,  tE  J. (4.4) 
D J to 
We shall next prove an existence result for the IBVP (1.2) by using Schauder's fixed-point theorem 
and Lemma 4.1. 
THEOREM 4.1. Let Hypotheses (gO) and (gl) hold, and let b be defined by (4.4). Then the lBVP  
(1.2) has a solution in the set 
w = Y I (. u')' (t) } b(t). J}  (4.5) 
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PROOF. Denote 
and equip X with the norm 
x = {~ ~ el ( J )  I (~ ¢)' ~ c ( J )} ,  
Hypotheses (gO) and (gl) imply that the function f :  J --, R, defined by f(t)  = g(t, u, u'(t), (#. 
u')r(t)), is Lebesgue integrable for each u E X. Thus, we can define a mapping F on the set 
B = {u e x I Ilull < b} (4.6) 
by 
coul(t) + cluo(t) [~' 
Fu(t) D + k(t, s)g~(s) ds, t E J, (4.7) 
a ~o 
where gu is defined by (4.2). It follows from the proof of Proposition 3.1 that 
#(t)D co+ yo(s)gu(s)ds + #-~ c l+f  yl(s)gu(s)ds , (4.8) 
for all t E J, that Fu E Y C X,  and that 
(tt. (Fu)')' (t) = -gu(t), t E J. (4.9) 
To show that FIB] C_ B, let u E B be given. It follows from (3.4), (4.2)-(4.9), and (gO) that 
]Fu(t)] <_ b(t), ](Fu)'(t)] <_ b(t), (#. (Fu)')' (t) < b(t), t E J. (4.10) 
In view of (4.6) we then have Fu E B. 
To prove that F is continuous in B, assume that un, u E B, n E N. Denoting k0 = max{/(t, s) 
t, s E J}, it follows from (4.2) and (4.7)-(4.9) that for each t E J, 
fi' I (Fu,~)'(t)  - (Fu) ' ( t ) l  < ko Ig,~.(s) - g,~(s)l ds,  
fi' IFun(t)- Fu(t)l < ko Ig,~.(s) - g,~(s)l ds, 
The above inequalities, Hypothesis (gl), continuity of ~-1 and the dominated convergence the- 
orem imply that IIFun - Fu]l -~ 0 as Iiun - ulI --+ o. Thus F is continuous in B. 
Relations (4.7) and (4.10) imply that the set {Fu I u E B} is uniformly bounded and equicon- 
tinuous. In view of (4.9) we obtain 
= - ) ds t J. (Fu)'(t) -~  Fu)'(to)p(to) (s , 
This implies by (4.2), (4.10), (gO), and (gl) that also the functions (Fu)', u E B, form an 
uniformly bounded and equicontinuous set. It follows from (4.2) and (4.9) and from Hypothesis 
(gO) that 
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whenever u E B and to < a < b < tl. This inequality and the continuity of ~-1 imply that the 
functions ((p- (Fu))P) p, u E B are uniformly bounded and equicontinuous. These results ensure 
by Ascoli-Arzela theorem that given any sequence (un) of B there is a subsequence of (Fun) 
which converges with respect o the norm defined above in X. 
The above proof implies that F is a compact mapping in a closed and convex subset B of X, 
whence F has by Schauder's theorem a fixed point u in B .  This and (4.7) ensure that u is a 
solution of the integral equation (4.1). It then follows from Lemma 4.1 that u is a solution of the 
IBVP (1.2), and the above proof shows that u is contained in W = Y fq B. II 
As a consequence of Theorems 3.1 and 4.1, we obtain the following existence, uniqueness, and 
comparison result of the IBVP (1.1). 
PROPOSITION 4.1. Let Hypotheses (qolz) and (A) hold, and assume that the function f : J x 
R --~ ]R satisfies Hypotheses (i0) and 
(fl) f is a Carathdodory function, and If(.,x)[ < m E LI(J) for a/1 x E R. 
Then the IBVP (1.1) has for each choice of co,cl,c2 E R a unique solution u E Y. Moreover, 
u belongs to W, given by (4.5), and it is increasing with respect o co and Cl and decreasing with 
respect o f and c2. 
PROOF. The given hypotheses ensure that the hypotheses of Theorem 3.1 hold, and that the 
hypotheses of Theorem 4.1 are valid when g(t, v, x, y) = f(t, y). Thus, the IBVP (1.1) has a 
unique solution. To prove the second assertion, assume that g, ~ : J x C(J) x R --* ]R satisfy the 
Hypotheses (f0) and (fl), that 
f(t, x) < ](t, x), for a.e. t E J and for all x E R, (4.11) 
and that 
C0 ~ C0, Cl --~> C1, C2 ~_ C2. 
Let u be the solution of the IBVP (1.1), and let fi denote the solution of the IBVP 
(4.12) 
d ((# u')'(t)) ] ( t , (#  u')'(t)) in J, ~¢p . = . , a.e. 
U (to) : C0, U ($1) = C1, (/Z' U') '  (tO) = C2" 
(4.13) 
It follows from (4.12), (4.13), and (3.1) that fi is a lower solution of (1.1), which implies by 
Theorem 3.1 that z2 < u. This proves the last assertion. | 
5.  SPECIAL  CASES AND EXAMPLES 
The differential equation 
can be reduced to the differential equation of the form 
a.e. in J (5.1) 
~ • = . , a.e. in J, (5.2) 
if q: R --~ (0, oo) satisfies the following hypothesis. 
(q0) q and 1/q belong to Llo°°c(•), and f : c~ ~ = +oo. 
This is shown in the next two lemmas, the first one being an obvious consequence of the properties 
assumed for q in (q0) (see [9,10]). 
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LEMMA 5.1. g (qO) holds, then the function ~ : R ~ R, defined by 
~o x dz ~(x) = q~-), x E R, (5.3) 
is an increasing homeomorphism, and both ~ and qo-t axe locally Lipschitz continuous. 
LEMMA 5.2. I[ (qO) holds, then u E Y is a solution of (5.1) f fand only f lu  is a solution of (5.2), 
where ~ : R ~ R is defined by (5.3). Corresponding result holds also when equality sign is 
replaced in (5.1) and (5.2) by < or >, respectively. 
PROOF. Let u E Y be a solution of (5.1). Then ~ o (#. u')' ~ AC( J ) ,  and since ~-1 is locally 
Lipschitz continuous, then (#.  u') '  E AC(J) .  Since (q0) ensures that 1/q is measurable and 
locally essentially bounded, we may apply [11, Theorem 38.4] to obtain 
((,. ((,. (,o)) = = ( t ,  . Ul) t (,) ds 
J(g.u') (to) q(z) q ((#" u')' (s)) ' 
This implies that for a.e. t E J ,  
((. ~7 v " ~7 q ( ( , .  ur) ' (s)) (g. ¢) '  (t) q ((~. u')' (t)) 
tE J .  
=g( t ,u ,u ' ( t ) , (# .u ' ) ' ( t ) ) .  
for all t E J .  Consequently, 
~ -~ q"~. -~) r~-~ = q( (#.u ' ) '  (t)) '  
for a.e. t E J .  Thus, u is a solution of the differential equation (5.1). 
The above proof shows that every solution of (5.1) is a solution of (5.2) and vice versa. Obvious 
modifications to the above proof imply the last assertion. I 
As a consequence of Lemmas 5.1 and 5.2 and results derived in Sections 2-4, we obtain the 
following propositions. 
PROPOSITION 5.1. Assume that #: J ~ (0, oo) is continuous, that q: R --* R has property (qO), 
and that f :  J x R --* R satisfies Hypothesis (fO). I f  u E Y is a lower solution and w E Y an 
upper solution of the IBVP 
aou (to) -- bou' (to) = co, alu(t l)  + bl ur (tl) = Cl, 
for a.e. t E J = [to, t l ] ,  
(~. u')' (to) = c2, 
(5.4) 
then u(t) < w(t) on J. In particular, problem (5.4) can have at most one solution. I f  f has also 
property ([1), then (5.4) has a unique solution, and it is increasing with respect to co and cl and 
decreasing with respect o c2 and f .  
( ,"  Ut) I (s) ds 
J ( , , . , , , )  (,o) q(z) = q ' 
Thus, u is a solution of the differential equation (5.2). 
Conversely, let u E Y be a solution of (5.2). Then ~ o (# • ur) ' and (# • C) ~ are absolutely 
continuous o that 
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PROPOSITION 5.2. Assume that #: J --* (O, oo) is continuous, that q: R --* R has property (riO), 
and that g: J x C( J)  × R --* R satisfies Hypotheses (gO) and (gl). Then the IBVP  
aou (to) -- bou' (to) = co, alu (tl) + blu' (tl) -- Cl, 
for a.e. t E J = [to, t l ] ,  
(to) = 
(5.5) 
has a solution in the set W,  defined by (4.5). 
EXAMPLE 5.1. Define a function q: R --* (0, c~) by 
( 
m=l  k=l  (-~'m)~ 2 -[- sin 
1 ) 
1 + [kl/mz] - k l /mz ' 
where Ix] denotes the greatest integer _ x. It is easy to see that q is discontinuous at n/k  1/rn for 
all n E Z, k, m = 1,2 , . . . .  Moreover, 1 < q(z) < r4/6 for each z E R, so that q has property (q0). 
The function ~: R --* R, defined by 
/0 x ~(x) = q(s)[ sin s[ ds, 
is an increasing homeomorphism. 
Assuming that the function 
1 
l+x ,  0_<x_<~,  
#0(x) = 1 
2 -x ,  ~<x<l ,  
xER,  
is extended periodically to R, then the function #: J ~ R, defined by 
oo 
#(t) ---- E tt°(4nt)4-n' 
n=O 
t J, 
is continuous but nowhere differentiable. All the existence results presented in this paper hold 
when the functions qo and # and q axe as above, and when f and g are defined by 
f ( t ,x )  = q(t)#(t), t E J, x E R 
( )) g( t ,u ,x ,y )=q( t )+s in  # u(s) ds -x+y , t•  J, x, yeR,  uEC( J ) .  
The function 
h(s) = 2 + sgn s - where sgn(t) = 0, t = 0, 
rn=--co n=l  -1 ,  t < O, 
is increasing, and discontinuous at each rational point s. Denoting 
f ( t ,x )  = h( t -  x), t E J, x E R, (5.6) 
it is easy to see that f satisfies Hypothesis (f0). Thus, the maximum principles and all the 
comparison and uniqueness results presented in this paper hold when the functions ~, tt, and q 
are as above and f is defined by (5.6). 
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REMARK 5.1. Existence and uniqueness results are derived in [1] for problems 
u'"(t) = q (u"(t)) f (t, u(t)) ,  for a.e. t e J = [to, t l ] ,  
u (to) = co, u ( t l )  = c : ,  u"  (to)  = c2, 
and 
u'"(t) = q (u"(t)) f (t, u(t)), for a.e. t e J -- [to, t l ] ,  
u (to) = u ( t : ) ,  u' (to) = u' ( t : ) ,  u" (to) = ~2. 
The function ~ : R -* R, defined by ~(x) = Ix]p-2x, x E R, is an increasing homeomorphism 
for each p > 1. But ~ is not locally Lipschitz-continuous if p E (1, 2), and ~- :  is not locally 
Lipschitz-continuous if p > 2. It then follows from Lemma 5.1 that ~v is of the form (5.3), 
where q has property (q0), only when p = 2. Thus, the differential equation (5.2) is more general 
than (5.1). 
6.  REMARKS ON TERMINAL-BOUNDARY VALUE PROBLEMS 
A purpose of this section is to show that the initial condition of problem (1.1) can be replaced 
by a final one through a change of variable that has been used in [1] for a simpler case. Denoting 
y(t) = u(to 4- t: - t), ft(t) = #(to 4- t: - t) and ](t,  y) - - f (b  4- a - t, y), one can easily verify that 
function y is a solution of problem (1.1) if and only if u is a solution of the following problem: 
aou 
In this case, 
' ,,)'(,)) s(,,(,.u,>':,>) I'o,',l .~o  • = , = , 
(tl) 4- bou' (t:) = co, a:u(to) - blU'(to) =- cl, (ft. u')' (tl) -- c2. 
(s .1)  
we say that a function u E Y is a lower solution of (6.1) if 
" ((,, . u,)' (,)) > s(, ,( , ,  ,.,')'(,)) fora.e., ., E'o,',l, ~ - • , = 
aou( t l )4 -bou ' ( t l )>Co,  a lu ( to ) -b :u ' ( to )>Cl ,  ( f t 'u ' ) ' ( t l )<_c2,  
and an upper solution if the reversed inequalities hold. If equalities hold, we say that u is a 
solution of (6.1). 
Assume that the two following properties hold. 
(~p) ~: • --~ R is an increasing homeomorphism, and/2 : J --* (0, c~) is continuous. 
(fO) f ( t ,y )  - f ( t ,x )  > - l ( t ,~(y )  - ~(x)) for a.e. t E J and for all x, y E R, x < y, where 
l: J x R+ --~ R+, and v(t) - 0 is the only absolutely continuous and nonnegative-valued 
function satisfying (2.2). 
We can prove the following result in the same way as Lemma 2.1. 
Assume that u, w E Y satisfy the following inequalities: 
' 
a.e. in J = [to,t:], ( f t .w' ) '  (t:) > ( f t .u ' ) '  (t :) .  
If u - w attains a negative minimum c in (to,t:), then u(t) - w(t) --- c on J.  
In an analogous way we get comparison results corresponding to Lemma 2.2. 
Assume that functions u, w E Y satisfy inequalities (6.2) and 
aou(t:) + bou'(t:) < aow(tt) + bow'(t1), 
(6.3) 
alu(to) - blu' (to) < a:w(to) - b,w' (to), 
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where aj ,  bj E R+, aj +b j  > 0, j = 0, 1. If u -w attains negative values on J ,  then u(t)  -w( t )  - c 
and a0 = al -- 0. 
Theorem 3.1 has the following counterpart. 
Assume that  conditions (~o]2), (j~0) and (A) hold. Then if u E Y is a lower solution and w E Y 
an upper solution of (6.1), then u(t) >_ w(t )  on J.  In particular, problem (6.1) can have at most 
one solution. 
Analogous existence result derived in Sections 3 and 4 for problems (1.2) and (3.2), and for 
the particular cases given in Section 5, can be obtained in the similar way. 
REFERENCES 
1. A. Cabada nd S. Lois, Existence of solution for discontinuous third order boundary value problems, J. Corn- 
put. Appl. Math. 110, 105-114, (1999). 
2. H. Liu, Y. Wang You and Y. Lei, The upper and lower solution method for a singular third-order differential 
equation, Natur. Sci. J. Harbin Normal Univ. 13, 1-4, (1997). 
3. W. Wang and X. Shi, Existence of solutions to two-point boundary value problems for third-order ordinary 
differential equations and a monotone iterative method, Acta Math. Sinica 35, 213-219, (1992). 
4. M. Senkyt'k, Existence of multiple solutions for a third-order three-point regular boundary value problem, 
Math. Bohem. 119, 113-121, (1994). 
5. M. Senkyt'k, Method of lower and upper solutions for a third-order three-point regular boundary value 
problem, Acta Univ. Palack. Olomuc. Fac. Return Natur. Math. 31, 60-70, (1992). 
6. A. Cabada, The method of lower and upper solutions for second, third, fourth and higher order boundary 
value problems, J. Math. Anal. Appl. 185, 302-320, (1994). 
7. P. Omari and M. Trombetta, Remarks on the lower and upper solutions method for second and third-order 
periodic boundary value problems, Appl. Math. Comput. 50, 1-21, (1992). 
8. S. Heikkil£ and S. Seikkala, Maximum principles and uniqueness results for phi-Laplacian boundary value 
problems, J. Inequalities Appl. (to appear). 
9. A. Cabada nd R.L. Pouso, On first order discontinuous scalar differential equations, Nonlinear Stud. 6 (2), 
161-170, (1999). 
10. E.R. Hassan and W. 1~ymowski, Extremal solutions of a discontinuous differential equation, Nonlinear Anal. 
11. E.J. McShane, Integration, Princeton University Press, Princeton, (1967). 
12. M. Cherpion, C. De Coster and P. Habets, Monotone iterative methods for boundary value problems, Di]- 
ferential and Integral Equations 12, 309-338, (1999). 
