Gossip-based communication protocols are appealing in large-scale distributed applications such as information dissemination, aggregation, and overlay topology management. This paper factors out a fundamental mechanism at the heart of all these protocols: the peer-sampling service. In short, this service provides every node with peers to gossip with. We promote this service to the level of a first-class abstraction of a large-scale distributed system, similar to a name service being a first-class abstraction of a local-area system. We present a generic framework to implement a peersampling service in a decentralized manner by constructing and maintaining dynamic unstructured overlays through gossiping membership information itself. Our framework generalizes existing approaches and makes it easy to discover new ones. We use this framework to empirically explore and compare several implementations of the peer-sampling service. Through extensive simulation experiments we show that-although all protocols provide a good quality uniform random stream of peers to each node locally-traditional theoretical assumptions about the randomness of the This paper is a revised and extended version of . This work was completed while M. Jelasity was with the University of Bologna and S. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or direct commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 ( unstructured overlays as a whole do not hold in any of the instances. We also show that different design decisions result in severe differences from the point of view of two crucial aspects: load balancing and fault tolerance. Our simulations are validated by means of a wide-area implementation.
INTRODUCTION
Gossip-based protocols, also called epidemic protocols, are appealing in largescale distributed applications. The popularity of these protocols stems from their ability to reliably pass information among a large set of interconnected nodes, even if the nodes regularly join and leave the system (either purposefully or on account of failures), and the underlying network suffers from broken or slow links.
In a gossip-based protocol, each node in the system periodically exchanges information with a subset of its peers. The choice of this subset is crucial to the wide dissemination of the gossip. Ideally, any given node should exchange information with peers that are selected following a uniform random sample of all nodes currently in the system [Demers et al. 1987; van Renesse et al. 1998; Birman et al. 1999; Karp et al. 2000; Sun and Sturman 2000; Kowalczyk and Vlassis 2005] . This assumption has led to rigorously establish many desirable features of gossip-based protocols like scalability, reliability, and efficiency (see, e.g., Pittel [1987] in the case of information dissemination, or Kempe et al. [2003] , Jelasity et al. [2005] for aggregation).
In practice, enforcing this assumption would require to develop applications where each node may be assumed to know every other node in the system [Birman et al. 1999; Gupta et al. 2002; Kermarrec et al. 2003 ]. However, providing each node with a complete membership table from which a random sample can be drawn, is unrealistic in a large-scale dynamic system, for maintaining such tables in the presence of joining and leaving nodes (referred to as churn) incurs considerable synchronization costs. In particular, measurement studies on various peer-to-peer networks indicate that an individual node may often be connected in the order of only a few minutes to an hour (see, e.g., Bhagwan et al. [2003] , Saroiu et al. [2003] , Sen and Wang [2004] ).
Clearly, decentralized schemes to maintain membership information are crucial to the deployment of gossip-based protocols. This paper factors out the very abstraction of a peer-sampling service and presents a generic, yet simple, gossipbased framework to implement it.
The peer-sampling service is singled-out from the application using it and, abstractly speaking, the same service can be used in different settings: information dissemination [Demers et al. 1987; Eugster et al. 2004] , aggregation [Kempe et al. 2003; Jelasity et al. 2005; Montresor et al. 2004] , load balancing , and network management [Voulgaris and van Steen 2003; Voulgaris et al. 2005 ]. The service is promoted as a first class abstraction of a large-scale distributed system. In a sense, it plays the role of a naming service in a traditional LAN-oriented distributed system as it provides each node with other nodes to interact with.
The basic general principle underlying the framework we propose to implement the peer-sampling service, is itself based on a gossip paradigm. In short, every node (1) maintains a relatively small local membership table that provides a partial view on the complete set of nodes and (2) periodically refreshes the table using a gossiping procedure. The framework is generic and can be used to instantiate known [Eugster et al. 2003; Jelasity et al. 2003; Voulgaris et al. 2005 ] and novel gossip-based membership implementations. In fact, our framework captures many possible variants of gossip-based membership dissemination. These variants mainly differ in the way the membership table is updated at a given node after the exchange of tables in a gossip round. We use this framework to experimentally evaluate various implementations and identify key design parameters in practical settings. Our experimentation covers both extensive simulations and emulations on a wide-area cluster.
We consider many dimensions when identifying qualitative differences between the variants we examine. These dimensions include the randomness of selecting a peer as perceived by a single node, the accuracy of the current membership view, the distribution of the load incurred on each node, as well as the robustness in the presence of failures and churn.
Maybe not surprisingly, we show that communication should rather be bidirectional: it should follow the push-pull model. Adhering to a push-only or pull-only approach can easily lead to (irrecoverable) partitioning of the set of nodes. Another finding is that robustness against failing nodes or churn can be enhanced if old table entries are dropped when exchanging membership information.
However, as we shall also see, no single implementation outperforms the others along all dimensions. In this study we identify these tradeoffs when selecting an implementation of the peer-sampling service for a given application. For example, to achieve good load balancing, table entries should rather be swapped between two peers. However, this strategy is less robust against failures and churn than non-swapping ones.
The paper is organized as follows. Section 2 presents the interface and generic implementation of our peer-sampling service. Section 3 characterizes local randomness: that is, the randomness of the samples as seen by a fixed participating node. In Section 4 we analyze global randomness in a graph-theoretic framework. Robustness to failures and churn is discussed in Section 5. The simulations are validated through a wide-area experimentation described in Section 6. Sections 7, 8 and 9 present the discussion, related work and conclusions, respectively.
PEER-SAMPLING SERVICE
The peer-sampling service is implemented over a set of nodes (a group) wishing to execute one or more protocols that require random samples from the group. The task of the service is to provide a participating node with a random subset of peers from the group.
API
The API of the peer-sampling service simply consists of two methods: init and getPeer. It would be technically straightforward to provide a framework for a multiple-application interface and architecture. For a better focus and simplicity of notations we assume, however, that there is only one application. The specification of these methods is as follows.
init().
Initializes the service on a given node if this has not been done before.
The actual initialization procedure is implementation dependent. getPeer(). Returns a peer address if the group contains more than one node.
The returned address is a sample drawn from the group. Ideally, this sample should be an independent unbiased random sample. The exact characteristics of this sample (e.g., its randomness or correlation in time and with other peers) is affected by the implementation.
The focus of the research presented in this paper is to give accurate information about the behavior of the getPeer() method in the case of a class of gossip-based implementations. Applications requiring more than one peer simply invoke this method repeatedly. Note that we do not define a stop method. In other words, graceful leaves are handled as crashes. The reason is to ease the burden on applications by delegating the responsibility of removing inactive nodes to the service layer.
Generic Protocol Description
We consider a set of nodes connected in a network. A node has an address that is needed for sending a message to that node. Each node maintains a membership table representing its (partial) knowledge of the global membership. Traditionally, if this knowledge is complete, the table is called the global view or simply the view. However, in our case each node knows only a limited subset of the system, so the table is consequently called a partial view. The partial view is a list of c node descriptors. Parameter c represents the size of the list and is the same for all nodes.
A node descriptor contains a network address (such as an IP address) and an age that represents the freshness of the given node descriptor. The partial view is a list data structure, and accordingly, the usual list operations are defined on it. Most importantly, this means that the order of elements in the view is not changed unless some specific method (for example, permute, which randomly reorders the list elements) explicitly changes it. The protocol also ensures that there is at most one descriptor for the same address in every view.
The purpose of the gossiping algorithm, executed periodically on each node and resulting in two peers exchanging their membership information, is to make sure that the partial views contain descriptors of a continuously changing random subset of the nodes and (in the presence of failure and joining and leaving nodes) to make sure the partial views reflect the dynamics of the system. We assume that each node executes the same protocol of which the skeleton is shown in Figure 1 .
The protocol consists of two threads: an active (client) thread initiating communication with other nodes, and a passive (server) thread waiting for and answering these requests.
Although the protocol is not synchronous, it is often convenient to refer to cycles of the protocol. We define a cycle to be a time interval of T time units where T is the parameter of the protocol in Figure 1 . During a cycle, each node initiates one view exchange.
We now describe the behavior of the active thread. The passive thread just mirrors the same steps. The active thread gets activated in each T time units exactly once. Three globally known system-wide parameters are used in this algorithm: parameters c, the size of the partial view of each node, H and S. For the sake of clarity, we leave the details of the meaning and impact of H and S until the end of this section.
(1) First, a peer node is selected to exchange membership information with.
This selection is implemented by the method selectPeer that returns the address of a live node. This method is a parameter of the generic protocol.
We discuss the implementations of selectPeer in Section 2.3.
(2) Subsequently, if the information has to be pushed (boolean parameter push is true), then a buffer is initialized with a fresh descriptor of the node running the thread. Then, c/2 − 1 elements are appended to the buffer. The implementation ensures that these elements are selected randomly from the view without replacement, ignoring the oldest H elements (as defined by the age stored in the descriptors). If there are not enough elements in the view, then the oldest H elements are also sampled to fill in any remaining slots. As a side effect of permuting the view to select the c/2 − 1 random elements without replacement, the view will have exactly those elements as first items (i.e., in the list head) that are being sent in the buffer. This fact will play a key role in the interpretation of parameter S as we explain later. Parameter H is guaranteed to be less than or equal to c/2. The buffer created this way is sent to the selected peer. (3) If a reply is expected (boolean parameter pull is true) then the received buffer is passed to method select(c,H,S,buffer), which creates the new view based on the listed parameters, and the current view, making sure the size of the new view does not decrease and is at most c. Method select(c,H,S,buffer) creates the new view based on the listed parameters, and the current view as follows: After appending the received buffer to the view, it keeps only the freshest entry for each address, eliminating duplicate entries. After this operation, there is at most one descriptor for each address. At this point, the size of the view is guaranteed to be at least the original size, since in the original view each address was included also at most once. Subsequently, the method performs a number of removal steps to decrease the size of the view to c. The parameters of the removal methods are calculated in such a way that the view size never drops below c. First, the oldest items are removed, as defined by their age, and parameter H. The name H comes from healing, that is, this parameter defines how aggressive the protocol should be when it comes to removing links that potentially point to faulty nodes (dead links). Note that in this way self-healing is implemented without actually checking if a node is alive or not. If a node is not alive, then its descriptors will never get refreshed (and thus become old), and therefore sooner or later they will get removed. The larger H, the sooner older items will be removed from views. (4) After removing the oldest items, the S first items are removed from the view.
Recall that it is exactly these items that were sent to the peer previously. As a result, parameter S controls the priority that is given to the addresses received from the peer. If S is high, then the received items will have a higher probability to be included in the new view. Since the same algorithm is run on the receiver side, this mechanism in fact controls the number of items that are swapped between the two peers, hence the name S for the parameter. This parameter controls the diversity of the union of the two new views (on the passive and active side). If S is low then both parties will keep many of their exchanged elements, effectively increasing the similarity between the two respective views. As a result, more unique addresses will be removed from the system. In contrast, if S is high, then the number of unique addresses that are lost from both views is lower. The last step removes random items to reduce the size of the view back to c.
This framework captures the essential behavior of many existing gossip membership protocols (although exact matches often require small changes). As such, the framework serves two purposes: (1) we can use it to compare and evaluate a wide range of different gossip membership protocols by changing parameter values, and (2) it can serve as a unifying implementation for a large class of protocols. As a next step, we will explore the design space of our framework, forming the basis for an extensive protocol comparison.
Design Space
In this section we describe a set of specific instances of our generic protocol by specifying the values of the key parameters. These instances will be analyzed in the rest of the paper.
2.3.1 Peer Selection. As described before, peer selection is implemented by selectPeer() that returns the address of a live node as found in the caller's current view. In this study, we consider the following peer selection policies:
rand
Uniform randomly select an available node from the view tail Select the node with the highest age Note that the third logical possibility of selecting the node with the lowest age is not included since this choice is not relevant. It is immediately clear from simply considering the protocol scheme that node descriptors with a low age refer to neighbors that have a view that is strongly correlated with the node's own view. More specifically, the node descriptor with the lowest age always refers exactly to the last neighbor the node communicated with. As a result, contacting this node offers little possibility to update the view with unknown entries, so the resulting overlay will be very static. Our preliminary experiments fully confirm this simple reasoning. Since the goal of peer sampling is to provide uncorrelated random peers continuously, it makes no sense to consider any policies with a bias towards low age, and thus protocols that follow such a policy.
View propagation.
Once a peer has been chosen, the peers may exchange information in various ways. We consider the following two view propagation policies:
push
The node sends descriptors to the selected peer pushpull The node and selected peer exchange descriptors Like in the case of the view selection policies, one logical possibility: the pull strategy, is omitted. It is easy to see that the pull strategy cannot possibly provide satisfactory service. The most important flaw of the pull strategy is that a node cannot inject information about itself, except only when explicitly asked by another node. This means that if a node loses all its incoming connections (which might happen spontaneously even without any failures, and which is rather common as we shall see) there is no possibility to reconnect to the network.
2.3.3 View Selection. The parameters that determine how view selection is performed are H, the self-healing parameter, and S, the swap parameter. Let us first note some properties of these parameters. First, assuming that c is even, all values of H for which H > c/2 are equivalent to H = c/2, because the protocol never decreases the view size to under c. For the same reason, all values of S for which S > c/2 − H are equivalent to S = c/2 − H. Furthermore, the last, random removal step of the view selection algorithm is executed only if S < c/2 − H. Keeping these in mind, we have a "triangle" of protocols with H ranging from 0 to c/2, and with S ranging from 0 to c/2 − H. In our analysis we will look at this triangle at different resolutions, depending on the scenarios in question. As a minimum, we will consider the three vertices of the triangle defined as follows.
Minimize loss of information
We must note here that even in the case of swapper, only at most c/2 − 1 descriptors can be swapped, because the first element of the received buffer of length c/2 is always a fresh descriptor of the sender node. This fresh descriptor is always added to the view of the recipient node if H + S = c/2, that is, when no random elements are removed. This detail is very important as it is the only way fresh information can enter the system.
Implementation
We now describe a possible implementation of the peer-sampling service API based on the framework presented in Section 2.2. We assume that the service forms a layer between the application and the unstructured overlay network.
2.4.1 Initialization. Method init() will cause the service to register itself with the gossiping protocol instance that maintains the overlay network. From that point, the service will be notified by this instance whenever the actual view is updated.
Sampling.
As an answer to the getPeer call, the service returns an element from the current view. To increase the randomness of the returned peers, the service makes a best effort not to return the same element twice during the period while the given element is in the view: this would introduce an obvious bias that would damage the quality of the service. To achieve this, the service maintains a queue of elements that are currently in the view but have not been returned yet. Method getPeer returns the first element from the queue and subsequently it removes this element from the queue. When the service receives a notification on a view update, it removes those elements from the queue that are no longer in the current view, and appends the new elements that were not included in the previous view. If the queue becomes empty, the service falls back on returning random samples from the current view. In this case the service can set a warning flag that can be read by applications to indicate that the quality of the returned samples is no longer reliable.
In the following sections, we analyze the behavior of our framework in order to gradually come to various optimal settings of the parameters. Anticipating our discussion in Section 7, we will show that there are some parameter values that never lead to good results (such as selecting a peer from a fresh node descriptor). However, we will also show that no single combination of parameter values is always best and that, instead, tradeoffs need to be made.
LOCAL RANDOMNESS
Ideally, a peer-sampling service should return a series of unbiased independent random samples from the current group of peers. The assumption of such randomness has indeed led to rigorously establishing many desirable features of gossip-based protocols such as scalability, reliability, and efficiency [Pittel 1987] .
When evaluating the quality of a particular implementation of the service, one faces the methodological problem of characterizing randomness. In this section we consider a fixed node and analyze the series of samples generated at that particular node.
There are essentially two ways of capturing randomness. The first approach is based on the notion of Kolmogorov complexity [Li and Vitányi 1997] . Roughly speaking, this approach considers as random any series that cannot be compressed. Pseudo-random number generators are automatically excluded by this definition, since any generator, along with a random seed, is a compressed representation of a series of any length. Sometimes it can be proven that a series can be compressed, but in the general case, the approach is not practical to test randomness due to the difficulty of proving that a series cannot be compressed.
The second, more practical approach assumes that a series is random if any statistic computed over the series matches the theoretical value of the same statistic under the assumption of randomness. The theoretical value is computed in the framework of probability theory. This approach is essentially empirical, because it can never be mathematically proven that a given series is random. In fact, good pseudo random number generators pass most of the randomness tests that belong to this category.
Following the statistical approach, we view the peer-sampling service (as seen by a fixed node) as a random number generator, and we apply the same traditional methodology that is used for testing random number generators. We test our implementations with the "diehard battery of randomness tests" [Marsaglia 1995] , the de facto standard in the field.
Experimental Settings
We have experimented our protocols using the PeerSim simulator [PeerSim] . All the simulation results throughout the paper were obtained using this implementation.
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The diehard test suite requires as input a considerable number of 32-bit integers: the most expensive test needs 6·10 7 of them. To be able to generate this input, we assume that all nodes in the network are numbered from 0 to N . Node N executes the peer-sampling service, obtaining one number between 0 and N − 1 each time it calls the service, thereby generating a sequence of integers. If N is of the form N = 2 n + 1, then the bits of the generated numbers form an unbiased random bit stream, provided the peer-sampling service returns random samples.
Due to the enormous cost of producing a large number of samples, we restricted the set of implementations of the view construction procedure to the three extreme points: blind, healer and shuffler. Peer selection was fixed to be tail and pushpull was fixed as the communication model. Furthermore, the network size was fixed to be 2 10 + 1 = 1025, and the view size was c = 20. These settings allowed us to complete 2 · 10 7 cycles for all the three protocol implementations. In each case, node N generated four samples in each cycle, thereby generating four 10-bit numbers. Ignoring two bits out of these ten, we generated one 32-bit integer for each cycle.
Experiments convey the following facts. No matter which two bits are ignored, it does not affect the results, so we consider this as a noncritical decision. Note that we could have generated 40 bits per cycle as well. However, since many tests in the diehard suit do respect the 32-bit boundaries of the integers, we did not want to artificially diminish any potential periodic behavior in terms of the cycles.
Test Results
A detailed description of the tests in the diehard benchmark is out of the scope of the paper. In Table I we summarize the basic ideas behind each class of tests. In general, the three random number sequences pass all the tests, including the most difficult ones [Marsaglia and Tsang 2002] , with one exception. Before discussing the one exception in more detail, note that for two tests we did not have enough 32-bit integers, yet we could still apply them. The first case is the permutation test, which is concerned with the frequencies of the possible orderings of 5-tuples of subsequent random numbers. The test requires 5 · 10 7 32-bit integers. However, we applied the test using the original 10-bit integers returned by the sampling service, and the random sequences passed. The reason is that ordering is not sensitive to the actual range of the values, as long as the range is not extremely small. The second case is the so called "gorilla" test, which is a strong instance of the class of the monkey tests [Marsaglia and Tsang 2002] . It requires 6.7 · 10 7 32-bit integers. In this case we concatenated the output of the three protocols and executed the test on this sequence, with a positive result. The intuitive reasoning behind this approach is that if any of the protocols produces a nonrandom pattern, then the entire sequence is supposed to fail the test, especially given that this test is claimed to be extremely difficult to pass.
Consider now the test that proved to be difficult to pass. This test was an instance of the class of binary matrix rank tests. In this instance, we take 6 Table I . Summary of the basic idea behind the classes of tests in the diehard test suite for random number generators [In all cases tests are run with several parameter settings. For a complete description, we refer to Marsaglia [1995] ]
Birthday Spacings
The k-bit random numbers are interpreted as "birthdays" in a "year" of 2 k days. We take m birthdays and list the spacings between the consecutive birthdays. The statistic is the number of values that occur more than once in that list.
Greatest Common Divisor
We run Euclid's algorithm on consecutive pairs of random integers. The number of steps Euclid's algorithm needs to find the greatest common divisor (GCD) of these consecutive integers in the random series, and the GCD itself are the statistics used to test randomness.
Permutation
Tests the frequencies of the 5! = 120 possible orderings of consecutive integers in the random stream.
Binary Matrix Rank
Tests the rank of binary matrices built from consecutive integers, interpreted as bit vectors.
Monkey
A set of tests for verifying the frequency of the occurrences of "words" interpreting the random series as the output of a monkey typing on a typewriter. The random number series is interpreted as a bit stream. The "letters" that form the words are given by consecutive groups of bits (e.g., for 2 bits there are 4 letters, etc).
Count the 1-s
A set of tests for verifying the number of 1-s in the bit stream.
Parking Lot
Numbers define locations for "cars." We continuously "park cars" and test the number of successful and unsuccessful attempts to place a car at the next location defined by the random stream. An attempt is unsuccessful if the location is already occupied (the two cars would overlap).
Minimum Distance
Integers are mapped to two or three dimensional coordinates and the minimal distance among thousands of consecutive points is used as a statistic.
Squeeze
After mapping the random integers to the interval [0, 1), we test how many consecutive values have to be multiplied to get a value smaller than a given threshold. This number is used as a statistic.
Overlapping Sums
The sum of 100 consecutive values is used as a statistic.
Runs Up and Down
The frequencies of the lengths of monotonously decreasing or increasing sequences are tested. Craps 200,000 games of craps are played and the number of throws and wins are counted. The random integers are mapped to the integers 1, . . . , 6 to model the dice.
consecutive 32-bit integers, and select the same (consecutive) 8 bits from each of the 6 integers forming a 6 × 8 binary matrix whose rank is determined. That rank can be from 0 to 6. Ranks are found for 100,000 random matrices, and a chi-square test is performed on counts for ranks smaller or equal to 4, and for ranks 5 and 6. When the selected byte coincides with the byte contributed by one call to the peer-sampling service (bits 0-7, 8-15, etc) , protocols blind and swapper fail the test. To better see why, consider the basic functioning of the rank test. In most of the cases, the rank of the matrix is 5 or 6. If it is 5, it typically means that the same 8-bit entry is copied twice into the matrix. Our implementation of the peersampling service explicitly ensures that the diversity of the returned elements is maximized in the short run (see Section 2.4). As a consequence, rank 6 occurs relatively more often than in the case of a true random sequence. Note that for many applications this property is actually an advantage. However, healer passes the test. The reason of this will become clearer in the remaining parts of the paper. As we will see, in the case of healer the view of a node changes faster and therefore the queue of the samples to be returned is frequently flushed, so the diversity-maximizing effect is less significant.
The picture changes if we consider only every 4th sample in the random sequence generated by the protocols. In that case, blind and swapper pass the test, but healer fails. In this case, the reason of the failure of healer is exactly the opposite: there are relatively too many repetitions in the sequence. Taking only every 8th sample, all protocols pass the test.
Finally, note that even in the case of "failures," the numeric deviation from random behavior is rather small. The expected occurrences of ranks of ≤4, 5, and 6 are 0.94%, 21.74%, and 77.31%, respectively. In the first type of failure, when there are too many occurrences of rank 6, a typical failed test gives percentages 0.88%, 21.36%, and 77.68%. When ranks are too small, a typical failure is, for example, 1.05%, 21.89%, and 77.06%.
Conclusions
The results of the randomness tests suggest that the stream of nodes returned by the peer-sampling service is close to uniform random for all the protocol instances examined. Given that some widely used pseudo-random number generators fail at least some of these tests, this is a highly encouraging result regarding the quality of the randomness provided by this class of sampling protocols.
Based on these experiments we cannot, however, conclude on global randomness of the resulting graphs. Local randomness, evaluated from a peer's point of view, is important, however, in a complex large-scale distributed system, where the stream of random nodes returned by the nodes might have complicated correlations, merely looking at local behavior does not reveal some key characteristics such as load balancing (existence of bottlenecks) and fault tolerance. In Section 4 we present a detailed analysis of the global properties of our protocols.
GLOBAL RANDOMNESS
In Section 3 we have seen that from a local point of view all implementations produce good quality random samples. However, statistical tests for randomness and independence tend to hide important structural properties of the system as a whole. To capture these global correlations, in this section we switch to a graph theoretical framework. To translate the problem into a graph theoretical language, we consider the communication topology or overlay topology defined by the set of nodes and their views (recall that getPeer() returns samples from the view). In this framework the directed edges of the communication graph are defined as follows. If node a stores the descriptor of node b in its view then there is a directed edge (a, b) from a to b. In the language of graphs, the question is how similar this overlay topology is to a random graph in which the descriptors in each view represent a uniform independent random sample of the whole node set?
In this section we consider graph-theoretic properties of the overlay graphs. An important example of such properties is the degree distribution. The indegree of node i is defined as the number of nodes that have i in their views. The outdegree is constant and equal to the view size c for all nodes. Degree distribution has many significant effects. Most importantly, degree distribution determines whether there are hot spots and bottlenecks from the point of view of communication costs. In other words, load balancing is determined by the degree distribution. It also has a direct relationship with reliability to different patterns of node failures [Albert et al. 2000] , and has an effect on the exact way epidemics are spread [Pastor-Satorras and Vespignani 2001] . Apart from the degree distribution we also analyze the clustering coefficient and average path length, as described and motivated in Section 4.2.
The main goal of this paper is to explore the different design choices in the protocol space described in Section 2.2. More specifically, we want to assess the impact of the peer selection, view selection, and view propagation parameters. Accordingly, we chose to fix the network size to N = 10 4 and the maximal view size to c = 30. The results presented in this section were obtained using the PeerSim simulation environment [PeerSim] .
Properties of Degree Distribution
The first and most fundamental question is whether, for a particular protocol implementation, the communication graph has some stable properties, which it maintains during the execution of the protocol. In other words, we are interested in the convergence behavior of the protocols. We can expect several sorts of dynamics which include chaotic behavior, oscillations, and convergence. In case of convergence the resulting state may or may not depend on the initial configuration of the system. In the case of overlay networks we obviously prefer to have convergence towards a state that is independent of the initial configuration. This property is called self-organization. In our case it is essential that in a wide range of scenarios the protocol instances should automatically produce consistent and predictable behavior. Section 4.1.1 examines this question.
A related question is whether there is convergence and what kind of communication graph a protocol instance converges to. In particular, as mentioned earlier, we are interested in what sense overlay topologies deviate from certain random graph models. We discuss this issue in Section 4.1.2.
Finally, we are interested in looking at local dynamic properties along with globally stable degree distributions. That is, it is possible that while the overall degree distribution and its global properties such as maximum, variance, average, etc., do not change, the degree of the individual nodes does. This is preferable because in this case even if there are always bottlenecks in the network, the bottleneck will not be the same node all the time which greatly increases robustness and improves load balancing. Section 4.1.3 is concerned with these questions.
4.1.1 Convergence. We now present experimental results that illustrate the convergence properties of the protocols in three different bootstrapping scenarios: Growing. In this scenario, the overlay network initially contains only one node. At the beginning of each cycle, 500 new nodes are added to the network until the maximal size is reached in cycle 20. The view of these nodes is initialized with only a single node descriptor, which belongs to the oldest, initial node. This scenario is the most pessimistic one for bootstrapping the overlays. It would be straightforward to improve it by using more contact nodes, which can come from a fixed list or which can be obtained using inexpensive local random walks on the existing overlay. However, in our discussion we intentionally avoid such optimizations to allow a better focus on the core protocols and their differences. Lattice. In this scenario, the initial topology of the overlay is a ring lattice, a structured topology. We build the ring lattice as follows. The nodes are first connected into a ring in which each node has a descriptor in its view that belongs to its two neighbors in the ring. Subsequently, for each node, additional descriptors of the nearest nodes are added in the ring until the view is filled. Random. In this scenario the initial topology is defined as a random graph, in which the views of the nodes were initialized by a uniform random sample of the peer nodes.
As we focus on the dynamic properties of the protocols, we did not wish to average out interesting patterns, so in all cases the result of a single run is shown in the plots. Nevertheless, we ran all the scenarios 100 times to gain data on the stability of the protocols with respect to the connectivity of the overlay. Connectivity is a crucial feature, a minimal requirement for all applications. The results of these runs show that in all scenarios, every protocol under examination creates a connected overlay network in 100% of the runs (as observed in cycle 300). The only exceptions were detected during the growing overlay scenario. Table II shows the push protocols. With the pushpull scheme we have not observed any partitioning.
The push versions of the protocols perform very poorly in the growing scenario in general. Figure 2 illustrates the evolution of the maximal indegree. The maximal indegree belongs to the central contact node that is used to bootstrap the network. After growing is finished in cycle 20, the pushpull protocols almost instantly balance the degree distribution thereby removing the bottleneck. The push versions, however, get stuck in this unbalanced state. This is not surprising, because when a new node joins the network and gets an initial contact node to start with, the only way it can get an updated view is if some other node contacts it actively. This, however, is very unlikely. Because all new nodes have the same contact, the view at the contact node gets updated extremely frequently causing all the joining nodes to be quickly forgotten. A node has to push its own descriptor many times until some other node actually contacts it. This also means that if the network topology moves towards the shape of a star, then the push protocols have extreme difficulty balancing this degree-distribution state again towards a random one.
We conclude that this lack of adaptivity and robustness effectively renders push-only protocols useless. In the remaining part of the paper we therefore consider only the pushpull model. Figure 3 illustrates the convergence of the pushpull protocols. Note that the average indegree is always the view size c. We can observe that in all scenarios the protocols quickly converge to the same value, even in the case of the growing scenario, in which the initial degree distribution is rather skewed. Other properties not directly related to degree distribution also show convergence, as discussed in Section 4.2.
Static Properties.
In this section we examine the converged degree distributions generated by the different protocols. Figure 4 shows the converged standard deviation of the degree distribution. We observe that increasing both H and S results in a lower-and therefore more desirable-standard deviation. The reason is different for these two cases. With a large S, links to a node come to existence only in a very controlled way. Essentially, new incoming links to a node are created only when the node itself injects its own fresh node descriptor during communication. On the other hand, with a large H, the situation is the opposite. When a node injects a new descriptor about itself, this descriptor is (exponentially often) copied to other nodes for a few cycles. However, one or two cycles later all copies are removed because they are pushed out by new links (i.e., descriptors) injected in the meantime. So the effect that reduces variance is the short lifetime of the copies of a given link. Figure 5 shows the entire degree distribution for the three vertices of the design space triangle. We observe that the distribution of swapper is narrower than that of the random graph, while blind has a rather heavy tail and also a large number of nodes with zero or very few nodes pointing to them, which is not desirable from the point of view of load balancing.
Dynamic Properties.
Although the distribution itself does not change over time during the continuous execution of the protocols, the behavior of a single node still needs to be determined. More specifically, we are interested in whether a given fixed node has a variable indegree or whether the degree changes very slowly. The latter case would be undesirable because an unlucky node having above-average degree would continuously receive aboveaverage traffic while others would receive less, which results in inefficient load balancing. Figure 6 compares the degree distribution of a node over time, and the entire network at a fixed time point. The figure shows only the distribution for one node and only the random peer-selection protocols, but the same result holds for tail peer selection and for all the 100 other nodes we have observed. From the fact that these two distributions are very similar, we can conclude that all nodes take all possible values at some point in time, which indicates that the degree of a node is not static.
However, it is still interesting to characterize how quickly the degree changes, and whether this change is predictable or random. To this end, we present autocorrelation data of the degree time-series of fixed nodes in Figure 7 . The band indicates a 99% confidence interval assuming the data is random. Only one node is shown, but all the 100 nodes we traced show very similar behavior. 
which expresses the correlation of pairs of degree values separated by k cycles.
We observe that in the case of healer it is impossible to make any prediction for a degree of a node 20 cycles later, knowing the current degree. However, for the rest of the protocols, the degree changes much slower, resulting in . Autocorrelation of indegree of a fixed node over 50,000 cycles. Confidence band corresponds to the randomness assumption: a random series produces correlations within this band with 99% probability.
• Article 8 / 19 correlation in the distance of 80-100 cycles, which is not optimal from the point of view of load balancing.
Clustering and Path Lengths
Degree distribution is an important property of random graphs. However, there are other equally important characteristics of networks that are independent of degree distribution. In this section we consider the average path length and the clustering coefficient as two such characteristics. The clustering coefficient is defined over undirected graphs (see Section 4.2.2.). Therefore, we consider the undirected version of the overlay after removing the orientation of the edges.
Average Path Length.
The shortest path length between node a and b is the minimal number of edges required to traverse in the graph in order to reach b from a. The average path length is the average of the shortest path lengths over all pairs of nodes in the graph. The motivation of looking at this property is that, in any information dissemination scenario, the shortest path length defines a lower bound on the time and costs of reaching a peer. For the sake of scalability a small average path length is essential. In Figure 8 , especially in the growing and lattice scenarios, we verify that the path length converges rapidly. Figure 9 shows the converged values of the average path length for the design space triangle defined by H and S. We observe that all protocols result in a very low path length. Large S values are the closest to the random graph.
Clustering Coefficient.
The clustering coefficient of a node a is defined as the number of edges between the neighbors of a divided by the number of all possible edges between those neighbors. Intuitively, this coefficient indicates the extent to which the neighbors of a are also neighbors of each other. The clustering coefficient of a graph is the average of the clustering coefficients of its nodes, and always lies between 0 and 1. For a complete graph, it is 1, for a tree it is 0. The motivation for analyzing this property is that a high clustering coefficient has potentially damaging effects on both information dissemination (by increasing the number of redundant messages) and also on the self-healing capacity by weakening the connection of a cluster to the rest of the graph thereby increasing the probability of partitioning. Furthermore, it provides an interesting possibility to draw parallels with research on complex networks where clustering is an important research topic (e.g., in social networks) [Watts and Strogatz 1998 ].
Like average path length, the clustering coefficient also converges (see Figure 8) ; Figure 9 shows the converged values. It is clear that clustering is controlled mainly by H. The largest values of H result in rather significant clustering, where the deviation from the random graph is large. The reason is that if H is large, then a large part of the views of any two communicating nodes will overlap right after communication, since both keep the same freshest entries. For the largest values of S, clustering is close to random. This is not surprising either because S controls exactly the diversity of views. 
FAULT TOLERANCE
In large-scale, dynamic, wide-area distributed systems it is essential that a protocol is capable of maintaining an acceptable quality of service under a wide range of severe failure scenarios. In this section we present simulation results on two classes of such scenarios: catastrophic failure, where a significant portion of the system fails at the same time, and heavy churn, where nodes join and leave the system continuously.
Catastrophic Failure
As in the case of the degree distribution, the response of the protocols to a massive failure has a static and a dynamic aspect. In the static setting we are interested in the self-healing capacity of the converged overlays to a (potentially massive) node failure, as a function of the number of failing nodes. Removing a large number of nodes will inevitably cause some serious structural changes in the overlay even if it otherwise remains connected. In the dynamic case we would like to learn to what extent the protocols can repair the overlay after a severe damage.
The effect of a massive node failure on connectivity is shown in Figure 10 . In this setting the overlay in cycle 300 of the random initialization scenario was used as converged topology. From this topology, random nodes were removed and the connectivity of the remaining nodes was analyzed. In all of the 100 × 6 = 600 experiments performed we did not observe partitioning until removing 67% of the nodes. The figure depicts the number of the nodes outside the largest connected cluster. We observe consistent partitioning behavior over all protocol instances (with swapper being particularly close to the random graph): even when partitioning occurs, most of the nodes form a single large connected cluster. Note that this phenomenon is well known for traditional random graphs [Newman 2002 ].
• M. Jelasity et al. Fig. 11 . Removing dead links following the failure of 50% of the nodes in cycle 300.
In the dynamic scenario we made 50% of the nodes fail in cycle 300 of the random initialization scenario and we then continued running the protocols on the damaged overlay. The damage is expressed by the fact that, on average, half of the view of each node consists of descriptors that belong to nodes that are no longer in the network. We call these descriptors dead links. Figure 11 shows how fast the protocols repair the overlay, that is, remove dead links from the views. Based on the static node failure experiment it was expected that the remaining 50% of the overlay is not partitioned and indeed, we did not observe partitioning with any of the protocols. Self-healing performance is fully controlled by the healing parameter H, with H = 15 resulting in fully repairing the network in as little as 5 cycles (not shown).
Churn
To examine the effect of churn, we define an artificial scenario in which a given proportion of the nodes crash and are subsequently replaced by new nodes in each cycle. This scenario is a worst case scenario because the new nodes are assumed to join the system for the first time, therefore they have no information whatsoever about the system (their view is initially empty) and the crashed nodes are assumed never to join the system again, so the links pointing to them will never become valid again. A more realistic trace-based scenario is also examined in Section 5.3 using the Gnutella trace described in Saroiu et al. [2003] .
We focus on two aspects: the churn rate, and the bootstrapping method. Churn rate defines the number of nodes that are replaced by new nodes in each cycle. We consider realistic churn rates (0.1% and 1%) and a catastrophic churn rate (30%). Since churn is defined in terms of cycles, in order to validate how realistic these settings are, we need to define the cycle length. With the very conservative setting of 10 seconds, which results in a very low load at each node, the trace described in Saroiu et al. [2003] corresponds to 0.2% churn in each cycle. In this light, we consider 1% a comfortable upper bound of realistic churn, given also that the cycle length can easily be decreased as well to deal with even higher levels of churn.
We examine two bootstrapping methods. Both are rather unrealistic, but our goal here is not to suggest an optimal bootstrapping implementation, but to analyze our protocols under churn. The following two methods are suitable for this purpose because they represent two opposite ends of the design space:
Central. We assume that there exists a server that is known by every joining node, and that is stable: it is never removed due to churn or other failures. This server participates in the gossip membership protocol as an ordinary node. The new nodes use the server as their first contact. In other words, their view is initialized to contain the server. Random. An oracle gives each new node a random live peer from the network as its first contact.
Realistic implementations could use a combination of these two approaches, where one or more servers serve random contact peers, using the peer-sampling service itself. Any such implementation can reasonably be expected to result in a behavior in between the two extremes described above. Simulation experiments were run initializing the network with random links and subsequently running the protocols under the given amount of churn until the observed properties reached a stable level (300 cycles). The experimental results reveal that for realistic churn rates (0.1% and 1%) all the protocols are robust to the bootstrapping method and the properties of the overlay are very close to those without churn. Figure 12 illustrates this by showing the standard deviation of the node degrees in both scenarios, for the higher churn rate 1%. Observe the close correspondence with Figure 4 . The clustering coefficient and average path length show the same robustness to bootstrapping, and the observed values are almost identical to the case without churn (not shown).
Let us now consider the damage churn causes in the networks. First of all, for all protocols and scenarios the networks remain connected, even for H = 0. Still, a (low) number of dead links remain in the overlay. Figure 13 shows the average number of dead links in the views, again, only for the higher churn rate (1%). It is clear that the extent of the damage is fully controlled by the healing parameter H. Furthermore, it is clear that the protocols are robust to the bootstrapping scenario also in this case. If H ≥ 1 then the maximal (not average) number of dead links in any view for the different protocol instances ranges from 5 to 13 in the case of churn rate 1% and from 2 to 5 for churn rate 0.1%, where the lowest value belongs to the highest H. If H = 0 then the number of dead links radically increases: it is at least 11 on average, and the maximal number of dead links ranges from 20-25 for the different settings. That is, in the presence of churn, it is essential for any implementation to set at least H = 1. We have already seen this effect in Section 5.1 concerning self-healing performance.
Although the server participates in the overlay, the plots showing results under the central bootstrapping scenario were calculated ignoring the server, because its properties sharply differ from the rest of the network. In particular, it has a high indegree, because all new nodes will have a fresh link to the server, and that link will stay in the view of joining nodes for a few more cycles, possibly replicated in the meantime. Indeed, we observe that for 1% churn, 12%-28% of the nodes have a link to the server at any time, depending on H and S. However, if we assume that the server can handle the traffic generated by joining nodes, a high indegree is noncritical. The expected number of incoming messages due to indegree d is d /c (where c is the view size), with a very low variance. This means that the generated traffic is of the same order of magnitude as the traffic generated by the joining nodes. We note again, however, that we do not consider this simplistic server-based solution a practical approach; we treat it only as a worst-case scenario to help us evaluate the protocols.
So far we have been discussing realistic churn rates. However, it is of academic interest to examine the behavior under extremely difficult scenarios, where the network suffers a catastrophic damage in each cycle. The catastrophic churn rate of 30% combines the effects of catastrophic failure (see Section 5.1) and churn.
Unlike with realistic churn rates, in this case the bootstrapping method has a strong effect on the performance of the protocols and therefore becomes the major design decision, although the parameters H and S still have a very strong effect as well. Consequently, we need to analyze the interaction of the gossip membership protocol and the bootstrapping method. In the case of the server-based solution, the overlay evolves into a ring-like structure, with a few Fig. 14 . Size of largest connected cluster and degree standard deviation under catastrophic churn rate (30%), with the random bootstrapping method. Individual curves belong to different values of S but the measures depend only on H, so we do not need to differentiate between them. Connectivity and node degree are defined over the undirected version of the subgraph of live nodes.
shortcut links. The reason is that the view of the server is predominantly filled with entries of the newly joined nodes, since each time a new node contacts the server it also places a fresh entry about itself in the view of the server. These entries are served to the subsequently joining nodes, thus forming a linear structure. This ring-like structure is rather robust: it remains connected (even after removing the server) for all protocols with H ≥ 8. However, it has a slightly higher diameter than that of the random graph (approximately 20-30 hops). For healer the average number of dead links per view is still as low as 10 and 9 for random and tail peer selection, respectively. The random scenario is rather different. In particular, we lose connectivity for all the protocols, however, for large values of H the largest connected cluster almost reaches the size of the network (see Figure 14) . Besides, the structure of the overlay is also different. As Figure 14 shows, tail peer selection results in a slightly more unbalanced degree distribution (note that the low deviation for low values of H is due to the low number of live nodes). The reason is thatalso considering that tail peer selection picks the oldest live node-the nodes that stay in the overlay for somewhat longer will receive more incoming traffic because (due to the very high number of dead links in each view) they tend to be the oldest live node in most views they are in. For healer the average number of dead links per view is 11 and 9 for random and tail peer selection, respectively.
To summarize our findings: under realistic churn rates all the protocols perform very similarly to the case when there is no churn at all, independently of the bootstrapping method. Besides, some of the protocol instances, in particular, healer, can tolerate even catastrophic churn rates with a reasonable performance with both bootstrapping methods.
Trace-Driven Churn Simulations
In Section 5.2 we analyzed our protocols under artificial churn scenarios. Here, we consider a realistic churn scenario using the, so called, lifetime measurements on Gnutella, carried out by Saroiu et al. [2003] . These traces containamong other information-the connection and disconnection times for a total of 17,125 nodes over a period of 60 hours. Throughout the trace, the number of connected nodes remains practically unchanged, in the order of 10 4 nodes. We noticed a periodic pattern occurring every 404 seconds in the traces. In each 404-second interval, all connections and disconnections take place during the first 344 seconds, rendering the network static during the last 60 seconds. These recurring gaps would represent a positive bias for our churn simulations, as they periodically provide the overlay with some "breathing space" to process recent changes. However, these gaps are not realistic and are most probably an artifact of the logging mechanism. Therefore, we decided to eliminate them by linearly expanding each 344-second interval to cover the whole 404 seconds. Note that this transformation leaves the node uptimes practically unaltered.
We have taken the following two decisions with respect to the parameters in the experiments presented. First, peer selection is fixed to random. Section 5.2 showed that random is outperformed by tail peer selection in all cases. Therefore, random is a suitable choice for this section as the worst case peer selection policy. Second, the swap parameter, S, is fixed to 0. Section 5.2 showed that S = 0 results in the highest (therefore worst) degree deviation, while it does not affect the number of dead links.
We apply two join methods: central and random, as defined in Section 5.2. The only difference is that a reconnecting node still remembers the links it previously had, some of which may be dead at reconnection time. This facilitates reconnection, but generally increases the total number of dead links.
The cycle length was chosen to be 1 minute. We anticipate that in reality the cycle length will be shorter, resulting in lower churn per cycle. The choice of a cycle length close to the upper end of realistic values is intentional, and is aimed at testing this specific gossip membership protocol under increased stress. Figure 15 shows the node connections and disconnections as a percentage of the current network size. Connections are shown as positive points, disconnections as negative. Although we ran the experiments for the whole trace, we focus on its most interesting part, namely cycles 2250 to 2750. Notice that at cycle 2367, around 450 nodes get disconnected at once and reconnect altogether 27 minutes later, at cycle 2394, probably due to a router failure. Similar temporary-but shorter-group disconnections are observed later on, around cycles 2450, 2550, and 2650, respectively.
Let us now examine the way the overlay is affected by those network changes. Figure 16 shows that the number of dead links is always kept at fairly small levels, especially when H is at least 1. As expected, the number of dead links peaks when there are massive node disconnections and gets back to normal quickly. However, it is not affected by the observed massive node reconnections, because these happen shortly after the respective disconnections, and the neighbors of the reconnected nodes are still alive.
Two observations regarding the effect of H can be made. First, higher values of H result in fewer dead links per view, validating the analysis in Section 5.2. Second, higher values of H trigger the faster elimination of dead links. The peaks caused by massive node disconnections are wider for low H values, and become sharper as H grows. In fact, these two observations are related to each other: in a persistently dynamic network, the converged average number of dead links depends on the rate at which the protocol disposes of them. Figure 17 shows the evolution of the node degree deviation. It can be observed that for H ≥ 1 the degree deviation under churn is very close to the corresponding converged values in a static network (see Figure 4) . For H = 0 though, the higher number of pending dead links affects the degree distribution more. Note that both massive node disconnections and connections disturb the degree deviation, but in both cases a few cycles are sufficient to recover the original overlay properties.
To recap our analysis, we have shown that even with a pessimistic cycle length of 1 minute, all protocols for H ≥ 1 perform very similarly to the case of a stable network, independently of the join method. Anomalies caused by massive node connections or disconnections are repaired quickly.
WIDE-AREA-NETWORK EMULATION
Distributed protocols often exhibit unexpected behavior when deployed in the real world that cannot always be captured by simulation. Typically, this is due to unexpected message loss, network and scheduling delays, as well as events taking place in unpredictable, arbitrary order. In order to validate the correctness of our simulation results, we implemented our gossip membership protocols and deployed them on a wide-area network.
We utilized the DAS-2 wide-area cluster as our testbed [DAS2]. The DAS-2 cluster consists of 200 dual-processor nodes spread across 5 sites in the Netherlands. A total of 50 nodes were used for our emulations, 10 from each site. Each node was running a Java Virtual Machine emulating 200 peers, giving a total of 10,000 peers. Peers were running in separate threads.
Although 200 peers were running on each physical machine, communication within a machine accounted for only 2% of the total communication. Localarea and wide-area traffic accounted for 18% and 80% of the total, respectively. Clearly, most messages are transferred through wide area connections. Note that the intra-cluster and inter-cluster round-trip delays on the DAS-2 are in the orders of 0.15 and 2.5 milliseconds, respectively. In all emulations, the cycle length was set to 5 seconds.
In order to validate our simulation results, we repeated the experiments presented in Figures 3 and 8 of Section 4, using our real implementation. A centralized coordinator was used to initialize the node views according to the bootstrapping scenarios presented in Section 4.1.1, namely growing, lattice, and random.
The first run of the emulations produced graphs practically indistinguishable from the corresponding simulation graphs. Acknowledging the low round-trip delay on the DAS-2, we ran the experiments again, this time inducing a 50 msec delay in each message delivery, accounting for a round-trip delay of 100 msec on top of the actual one. The results presented in this section are all based on these experiments. Figure 18 shows the evolution of the indegree standard deviation, clustering coefficient, and average path length for all experiments, using the same scales as Figures 3 and 8 to facilitate comparison. The very close match between simulation-based and real-world experiments for all three nodes of the design space triangle allows us to claim that our simulations represent a valid approximation of real-world behavior. The small differences of the converged values with respect to the simulations are due to the induced round-trip delay. In a realistic environment, view exchanges are not atomic: they can be intercepted by other view exchanges. For instance, a node, having initiated a view exchange and waiting for the corresponding reply, may in the meantime receive a view exchange request by a third node. However, the view updates performed by the active and passive thread of a node are not commutative. The results presented correspond to an implementation where we simply ignored this problem: all requests are served immediately regardless of the state of the serving node. This solution is extremely simple from a design point of view but may lead to corrupted views.
As an alternative, we devised and implemented three approaches to avoid corrupted views. In the first approach, a node's passive thread drops incoming requests while its active thread is waiting for a reply. In the second one, the node queues-instead of dropping-incoming requests until the awaited reply comes. As a third approach, a node's passive thread serves all incoming requests, but its active thread drops a reply if an incoming request intervened.
Apart from the added complexity that these solutions impose on our design, their benefit turned out to be difficult or impossible to notice. Moreover, undesirable situations may arise in the case of the first two: dropping or delaying a request from a third node may cause that node to drop or delay, in turn, requests it receives itself. Chains of dependencies are formed this way, which can render parts of the network inactive for some periods. Given the questionable advantage these approaches can offer, and considering the design overhead they impose, we will not consider them further. Based on our experiments, the best strategy is simply ignoring the problem, which further underlines the exceptional robustness and simplicity of gossip-based design.
DISCUSSION
In this section we summarize and interpret the results presented so far. As stated in the introductory section, we were interested in determining the properties of various gossip membership protocols, in particular their randomness, load balancing and fault tolerance. In a sense, after we discussed in the last section why certain results were observed, we discuss here what the results imply.
Randomness
We have studied randomness from two points of view: local and global. Local randomness is based on the analogy between a pseudo random-number generator and the peer-sampling service as seen by a fixed node. We have seen that all protocols return a random sequence of peers at all nodes with a good approximation.
We have shown, however, that there are important correlations between the samples returned at different nodes, that is, the overlay graphs that the implementations are based upon are not random. Adopting a graph-theoretic approach, we have been able to identify important deviations from randomness that are different for the several instances of our framework.
In short, randomness is approached best by the view selection method swapper (H = 0, S = c/2 = 15), irrespective of the peer selection method. In general, increasing H increases the clustering coefficient. The average path length is close to the one of a random graph for all protocols we examined. Finally, with swapper the degree distribution has a smaller variance than that of the random graph. This property can often be considered "better than random" (e.g., from the point of view of load balancing).
Clearly, the randomness required by a given application depends on the very nature of that application. For example, the upper bound of the speed of reaching all nodes via flooding a network depends exclusively on the diameter of the network, while other aspects such as degree distribution or clustering coefficient are irrelevant for this specific question. Likewise, if the sampling service is used by a node to draw samples to calculate a local statistical estimate of some global property, such as network size or the availability of some resources, what is needed is that the local samples are uniformly distributed. However, it is not required that the samples are independent at different nodes, that is, we do not need global randomness at all; the unstructured overlay can have any degree distribution, diameter, clustering, etc. 7.1.1 Load Balancing. We consider the service to provide good load balancing if the nodes evenly share the cost of maintaining the service and the cost induced by the application of the service. Both are related to the degree distribution: if many nodes point to a certain node, this node will receive more sampling-service related gossip messages and most applications will induce more overhead on this node, resulting in poor load balancing. Since the unstructured overlays that implement the sampling service are dynamic, it is also important to note that nodes with a high indegree become a bottleneck only if they keep having a high indegree for a long time. In other words, a node is in fact allowed to have a high indegree temporarily, for a short time period.
We have seen that the blind view selection is inferior to the other alternatives. The degree distribution has a high variance (that is, there are nodes that have a large indegree) and on top of that, the degree distribution is relatively static, compared to the alternatives.
Clearly, the best choice to achieve good load balancing is the swapper view selection, which results in an even lower variance of indegree than in the uniform random graph. In general, the parameter S is strongly correlated with the variance of indegree: increasing S for a fixed H decreases the variance. The degree distribution is almost as static as in the case of healer, if H = 0. However, this is not a problem because the distribution has low variance.
Finally, healer also performs reasonably. Although the variance is somewhat higher than that of swapper, it is still much lower than blind. Besides, the degree distribution is highly dynamic, which means that the somewhat higher variance of the degree distribution does not result in bottlenecks because the indegree of the nodes change quickly. In general, increasing H for a fixed value of S also decreases the variance. 7.1.2 Fault Tolerance. We have studied both catastrophic and realistic scenarios. In the first category, catastrophic failure and catastrophic churn were analyzed. In these scenarios, the most important parameter turned out to be H: it is always best to set H as high as possible. One exception is the experiment with the removal of 50% of the nodes, where swapper performs slightly better. However, swapper is slow in removing dead links, so if failure can be expected, it is highly advisable to set H ≥ 1.
In the case of realistic scenarios, such as the realistic (artificial) churn rates, and the trace-based simulations, we have seen that the damaging effect is minimal, and (as long as H ≥ 1) the performance of the protocols is very similar to the case when there is no failure.
RELATED WORK

Gossip Membership Protocols
Most gossip protocols for implementing peer sampling are covered by our framework: we mentioned these in Section 2.2. One notable exception is Allavena et al.
[2005], which we address here in some more detail. The protocol is as follows. In each cycle, all nodes pull the full partial views from F randomly selected peers. In addition, they record the addresses of the peers initiating incoming pull requests during the given cycle. The old view is then discarded and a new view is generated from scratch. In the most practical version, the new view is generated by first adding the addresses of the incoming requests and subsequently filling the rest of the view with random samples from the union of the previously pulled F views without replacement.
Notice that there are two features that are incompatible with our framework: the application of F ≥ 1 (in our case F = 1) and the asymmetry between push and pull, with pull having a bigger emphasis. Only one entry-the initiator peer's own entry-is pushed. It is common to allow for F ≥ 1 also in other proposals (e.g., Eugster et al. [2003] ). In our framework, information exchange is symmetric, or fully asymmetric, without a finer tuning possibility.
To compare this protocol with our framework, we implemented it and ran simulations using the scenarios presented in this paper. The view size and network size were the same as in all simulations, and F was 1, 2, or 3. The main conclusions are summarized below. The protocol class presented in Allavena et al. [2005] has some difficulty dealing with the scenarios when the initial network is not random (the growing and lattice initializations, see Section 4.1.1). For F = 1 we consistently observed partitioning in the lattice scenario (which was otherwise never observed in our framework). In the growing scenariomostly for F = 1 but also for F = 2 and F = 3-the protocols occasionally get stuck in a local attractor where there is a star subgraph: a node with a very high indegree, and a large number of nodes with zero indegree and 1 as outdegree. Apart from these issues, if we consider self-healing, load balancing, and convergence properties, the protocols roughly behave as if they were instances in our framework using pushpull, with 0 ≤ H ≤ 1 and S = 0, with increasing F tending towards H = 1. Since we have concluded that the "interesting" protocols in our space have either a high H or a high S value, based on the empirical evidence accumulated so far there is no urgent need to extend our framework to allow for F > 1 or asymmetric information exchange. However, studying these design choices in more detail is an interesting topic for future research.
In the following we summarize a number of other fields that are related to the research presented in this paper.
Complex Networks
The assumption of uniform randomness has only fairly recently become subject to discussion when considering large complex networks such as the hyperlinked structure of the WWW, or the complex topology of the Internet. Like social and biological networks, the structures of the WWW and the Internet both follow the quite unbalanced power-law degree distribution, which deviates strongly from that of traditional random graphs. These new insights pose several interesting theoretical and practical problems [Barabási 2002 ]. Several dynamic complex networks have also been studied and models have been suggested for explaining phenomena related to what we have described in the present paper [Dorogovtsev and Mendes 2002] . This related work suggests an interesting line of future theoretical research seeking to explain our experimental results in a rigorous manner.
Unstructured Overlays
There are a number of protocols that are not gossip-based but that are potentially useful for implementing peer sampling. An example is the Scamp protocol . While this protocol is reactive and so less dynamic, an explicit attempt is made towards the construction of a (static) random graph topology. Randomness has been evaluated in the context of information dissemination, and it appears that reliability properties come close to what one would see in random graphs. Some other protocols have also been proposed to achieve randomness [Law and Siu 2003; Pandurangan et al. 2003 ], although not having the specific requirements of the peer-sampling service in mind. Finally, random walks on arbitrary (hence, also unstructured) networks offer a powerful tool to obtain random samples, where even the sampling distribution can be adjusted [Zhong et al. 2005] . These protocols, however, have a significantly higher overhead if many samples are required. This overhead and the convergence time also depend on the structure of the overlay network the random walk operates on.
Structured Overlays
In a sense, structured overlays have also been considered as a basic middleware service to applications [Dabek et al. 2003 ]. However, a structured overlay [Rowstron and Druschel 2001; Ratnasamy et al. 2001; Stoica et al. 2001 ] is by definition not dynamic. Hence utilizing it for implementing the peersampling service requires additional techniques such as random walks [Zhong et al. 2005; King and Saia 2004] . Another example of this approach is a method assuming a tree overlay [Kostić et al. 2003 ]. It is unclear whether a competitive implementation can be given considering also the cost of maintaining the respective overlay structure.
Another issue in common with our own work is that graph-theoretic approaches have been developed for further analysis [Loguinov et al. 2003 ]. Astrolabe [van Renesse et al. 2003 ] also needs to be mentioned as a hierarchical (and therefore structured) overlay, which, although applying (nonuniform) gossip to increase robustness and to achieve self-healing properties, does not even attempt to implement or apply a uniform peer-sampling service. It was designed to support hierarchical information aggregation and dissemination.
CONCLUDING REMARKS
Gossip protocols have recently generated a lot of interest in the research community. The overlays that result from these protocols are highly resilient to failures and high churn rates. The underlying paradigm is clearly appealing to build large-scale distributed applications
The contribution of this paper is to factor out the abstraction implemented by the membership mechanism underlying gossip protocols: the peer-sampling service. The service provides every peer with (local) knowledge of the rest of system, which is key to have the system converge as a whole towards global properties using only local information.
We described a framework to implement a reliable and efficient peersampling service. The framework itself is based on gossiping. This framework is generic enough to be instantiated with most current gossip membership protocols [Eugster et al. 2003; Jelasity et al. 2003; Stavrou et al. 2004; Voulgaris et al. 2005] . We used this framework to empirically compare the range of protocols through simulations based on synthetic and realistic traces as well as implementations. We point out the very fact that these protocols ensure local randomness from each peer's point of view. We also observed that as far as the global properties are concerned, the average path length is close to the one in random graphs and that clustering properties are controlled by (and grow with) the parameter H. With respect to fault tolerance, we observe a high resilience to high churn rate and particularly good self-healing properties, again mostly controlled by the parameter H. In addition, these properties mostly remain independent of the bootstrapping approach chosen.
In general, when designing gossip membership protocols that aim at randomness, following a push-only or pull-only approach is not a good choice. Instead, only the combination results in desirable properties. Likewise, it makes sense to build in robustness by purposefully removing old links when exchanging views with a peer. This situation corresponds in our framework to a choice for H > 0.
Regarding other parameter settings, it is much more difficult to come to general conclusions. As it turns out, tradeoffs between, for example, load balancing and fault tolerance will need to be made. When focusing on swapping links with a selected peer, the price to pay is lower robustness against node failures and churn. On the other hand, making a protocol extremely robust will lead to skewed indegree distributions, affecting load balancing.
To conclude, we demonstrated in this extensive study that gossip membership protocols can be tuned to both support high churn rates and provide graphtheoretic properties (both local and global) close to those of random graphs so as to support a wide range of applications. A complementary research direction would be to explore this spectrum theoretically.
