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                              ４次元 FCHC 格子点配置： 
Ｘ方向 768 個、 
Ｙ方向 256 個、 
Ｚ方向 256 個 
Ｒ方向 4個 
                              流体のマクロな速度： 
                                赤は高速 
                                黄は中速： 
                                緑は低速 
                                青は静止～超低速： 
 
図２．加速される流体中に置かれた円柱後流に発生する渦の過渡変化（Z 軸に垂直なある面上） 
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本計算は、東北大学サイバーサイエンスセンターの SX-ACE32 ノード(128 ベクトルコア)を利用
し、11,776 時刻ステップの計算を実行するのに 716 秒という計算時間を要した。図２では、24
個のスナップショットの時系列画像を示しているが、スナップショット画像が得られる時間間隔
は、716 秒÷24≒30 秒である。従って、格子点規模が約 5000 万個ではなく約 1000 万個であれば、
スナップショット画像が得られる時間間隔は約 6秒と推測される。ここで、本年(2018 年)発売さ
れる SX-Aurora TSUBASA を利用した場合を考えると、SX-ACE に比べて CPU 性能が 10 倍程度にな
っているため、スナップショット画像は 0.5 秒程度の時間間隔で得られるはずである。 
他方、図２の最後の方のスナップショット画像の数枚を見ると、カルマン渦の尾の振れる周期
とスナップショット画像の時間間隔が同程度であることがわかる。そして、カルマン渦の周期は、
一般的に D/(St･U)で与えられ、ここで、D 代表長さ(円柱の直径)、U 代表速さ(マクロな流速)、
Stストローハル数(0.2程度)であることが知られているので、Uが毎秒Dの10倍程度の流れでは、
0.5 秒程度になる。これは、上述した SX-Aurora TSUBASA によるシミュレーションで得られると
予想されるスナップショット画像の計算時間間隔と同じである。 





















































図３．位置(Ｘ,Ｙ,Ｚ)に存在する(2×2×2×4)セルとその中に存在する 32 個の格子点(右上) 
 
具体的には、４次元空間中に広がる４次元 FCHC 格子を、2(X 方向)×2(Y 方向)×2(Z 方向)×4(R
方向)の４次元直方体領域の“セル”に分割する。ひとつのセルに存在する 2×2×2×4＝32 個の
４次元格子点における仮想粒子の存否情報をひとまとめにして、ある特定の速度 Dをもつ仮想粒
子ごとに、符号なしの 32 ビット整数型配列(unsigned int 型配列)に記憶する。図３は、３次元
空間の位置(X,Y,Z)に存在する“セル”の様子と、そのセルに含まれる 32 個の４次元格子点を右













元格子点には、速度 D をもった到着粒子が「存在する」ことを示している。もし、一番右から m


















＝（bitarv[a][Z][Y][X] & bitarv[b][Z][Y][X] & ~bitarv[c][Z][Y][X] & ~bitarv[d][Z][Y][X]） 
  |（~bitarv[a][Z][Y][X] & ~bitarv[b][Z][Y][X] & bitarv[c][Z][Y][X] & bitarv[d][Z][Y][X]）; 
bitstr[a][Z][Y][X] = bitarv[a][Z][Y][X] ^ mk;  
bitstr[b][Z][Y][X] = bitarv[b][Z][Y][X] ^ mk; 
bitstr[c][Z][Y][X] = bitarv[c][Z][Y][X] ^ mk; 















ある。ここでは、上記配列を 32 ビット幅の「unsigned int 型」から 64 ビット幅の「unsigned long 

















































wa1 = wa2 = wa3 = wa4 = wa5 = wa6 = 0X0000000000000000U; 
in1 = bitstr[1][Z][Y][X];  
in2 = wa1 & in1;  wa1 = wa1 ^ in1;  
in3 = wa2 & in2;  wa2 = wa2 ^ in2; 
in4 = wa3 & in3;  wa3 = wa3 ^ in3;  
in5 = wa4 & in4;  wa4 = wa4 ^ in4; 
in6 = wa5 & in5;  wa5 = wa5 ^ in5;  
wa6 = wa6 ^ in6; 
—  7  —コンパクトな計算機によるリアルタイム流体解析の実現に向けて
 
in1 = bitstr[2][Z][Y][X]; 
in2 = wa1 & in1;  wa1 = wa1 ^ in1; 
in3 = wa2 & in2;  wa2 = wa2 ^ in2; 
in4 = wa3 & in3;  wa3 = wa3 ^ in3; 
in5 = wa4 & in4;  wa4 = wa4 ^ in4; 
in6 = wa5 & in5;  wa5 = wa5 ^ in5;  
wa6 = wa6 ^ in6; 
  ・・・・・ 
in1 = bitstr[48+α][Z][Y][X]; 
in2 = wa1 & in1;  wa1 = wa1 ^ in1; 
in3 = wa2 & in2;  wa2 = wa2 ^ in2; 
in4 = wa3 & in3;  wa3 = wa3 ^ in3; 
in5 = wa4 & in4;  wa4 = wa4 ^ in4; 
in6 = wa5 & in5;  wa5 = wa5 ^ in5; 
wa6 = wa6 ^ in6; 
 
bitnum[1][Z][Y][X] = wa1; 
bitnum[2][Z][Y][X] = wa2; 
bitnum[3][Z][Y][X] = wa3; 
bitnum[4][Z][Y][X] = wa4; 
bitnum[5][Z][Y][X] = wa5; 





















想定するという意味で、東北大学サイバーサイエンスセンターにある SX-ACE の 32 ノード
(32CPU=128 コア)を用い、128mpi による並列計算を実行した。 
流体シミュレーションを行う空間中には、３次元格子点を 
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X 方向に XX×S×2＝32×4×2＝256 個 
  Y 方向に YY×Nyranks×S×2＝2×16×4×2＝256 個 










進むたびに、そのときのスナップショット画像を、ParaView 可視化用の vtk ファイルフォーマッ
トで作成し、合計 24 画面のファイル出力を実行した。 
 
4.6 “相分離”シミュレーションの評価 
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