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Abstract
We prove existence and uniqueness of renormalized solutions to general nonlinear parabolic
equation in Musielak-Orlicz space avoiding growth restrictions. Namely, we consider
∂tu− divA(x,∇u) = f ∈ L1(ΩT ),
on a Lipschitz bounded domain in RN . The growth of the weakly monotone vector field A
is controlled by a generalized nonhomogeneous and anisotropic N -function M . The approach
does not require any particular type of growth condition of M or its conjugate M∗ (neither
∆2, nor ∇2). The condition we impose on M is continuity of log-Ho¨lder-type, which results
in good approximation properties of the space. However, the requirement of regularity can
be skipped in the case of reflexive spaces. The proof of the main results uses truncation
ideas, the Young measures methods and monotonicity arguments. Uniqueness results from the
comparison principle.
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1 Introduction
Our aim is to find a way of proving the existence and uniqueness of renormalized solutions to a
strongly nonlinear parabolic equation with L1-data under minimal restrictions on the growth of the
leading part of the operator. We investigate operators A, which are monotone, but not necessarily
strictly monotone. The modular function M , which controls the growth of the operator, is not
assumed to be isotropic, i.e. M = M(x, ξ) not only M = M(x, |ξ|). In turn, we can expect
different behaviour of M(x, ·) in various directions. We do not require M ∈ ∆2, nor M∗ ∈ ∆2,
nor any particular growth of M , such as M(x, ξ) ≥ c|ξ|1+ν for ξ > ξ0. In general, if the modular
function has a growth of type far from being polynomial (e.g. exponential), it entails analytical
difficulties and significantly restricts good properties of the space, such as separability or reflexivity,
as well as admissible classical tools. In order to relax the conditions on the growth we require the
log-Ho¨lder-type regularity of the modular function (cf. condition (M)), which can be skipped in
reflexive spaces.
We study the problem 
∂tu− divA(x,∇u) = f(t, x) in ΩT ,
u(t, x) = 0 on ∂Ω,
u(0, x) = u0(x) in Ω,
(1)
where [0, T ] is a finite interval, Ω is a bounded Lipschitz domain in RN , ΩT = (0, T )× Ω, N > 1,
f ∈ L1(ΩT ), u0 ∈ L1(Ω), within two classes of functions:
V MT (Ω) = {u ∈ L1(0, T ;W 1,10 (Ω)) : ∇u ∈ LM(ΩT ;RN)},
V M,∞T (Ω) = V
M
T (Ω) ∩ L∞(0, T ;L2(Ω)).
The space LM (Definition 2.1) is equipped with the modular function M being an N -function
(Definition A.1) controlling the growth of A.
We consider A belonging to an Orlicz class with respect to the second variable. Namely, we
assume that function A : Ω× RN → RN satisfies the following conditions.
(A1) A is a Carathe´odory’s function.
(A2) There exists an N -function M : Ω × RN → R and a constant cA ∈ (0, 1] such that for all
ξ ∈ RN we have
A(x, ξ)ξ ≥ cA (M(x, ξ) +M∗(x,A(x, ξ))) ,
where M∗ is conjugate to M (see Definition A.2).
(A3) For all ξ, η ∈ RN and x ∈ Ω we have
(A(x, ξ)− A(x, η)) · (ξ − η) ≥ 0.
Unlike other studies of the Musielak-Orlicz spaces e.g. [34, 36, 38, 44] instead of growth conditions
we assume regularity of M .
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(M) Let us consider a family of N -dimensional cubes covering the set Ω. Namely, a family {Qδj}Nδj=1
consists of closed cubes of edge 2δ, such that intQδj ∩ intQδi = ∅ for i 6= j and Ω ⊂
⋃Nδ
j=1Q
δ
j .
Moreover, for each cube Qδj we define the cube Q˜
δ
j centered at the same point and with parallel
corresponding edges of length 4δ. Assume that there exist constants a, c, δ0 > 0, such that for
all δ < δ0, x ∈ Qδj and all ξ ∈ RN we have
M(x, ξ)
(M δj (ξ))
∗∗
≤ c
(
1 + |ξ|− alog(3δ√N)
)
, (2)
where
M δj (ξ) := inf
x∈Q˜δj∩Ω
M(x, ξ), (3)
while (M δj (ξ))
∗∗ = ((M δj (ξ))
∗
)∗ is the greatest convex minorant of M δj (ξ) (coinciding with
the second conjugate cf. Definition A.2).
Moreover, suppose that for every measurable set G ⊂ Ω and every z ∈ RN we have∫
G
M(x, z)dx <∞. (4)
In further parts of the introduction we describe the cases when the above condition is not necessary.
Let us only point out that to get (M) in the isotropic case, i.e. when we considerM(x, ξ) = M(x, |ξ|),
it suffices to assume log-Ho¨lder-type condition with respect to x, namely (6), cf. Lemma A.3.
We apply the truncation techniques. Let truncation Tk(f)(x) be defined as follows
Tk(f)(x) =
{
f |f | ≤ k,
k f
|f |
|f | ≥ k. (5)
We call a function u a renormalized solution to (1), when it satisfies the following conditions.
(R1) u ∈ L1(ΩT ) and for each k > 0
Tk(u) ∈ V MT (Ω), A(·,∇Tk(u)) ∈ LM∗(Ω;RN ).
(R2) For every h ∈ C10(R) and all ϕ ∈ V M,∞T (Ω), such that ∂tϕ ∈ L∞(ΩT ) and ϕ(·, x) has a compact
support in [0, T ) for a.e. x ∈ Ω, we have
−
∫
ΩT
(∫ u(t,x)
u0(x)
h(σ)dσ
)
∂tϕ dx dt+
∫
ΩT
A(x,∇u) · ∇(h(u)ϕ) dx dt =
∫
ΩT
fh(u)ϕdx dt.
(R3)
∫
{l<|u|<l+1}
A(x,∇u) · ∇u dx dt→ 0 as l→∞.
Our main result reads as follows.
Theorem 1.1. Suppose [0, T ] is a finite interval, Ω is a bounded Lipschitz domain in RN , N > 1,
f ∈ L1(ΩT ), u0 ∈ L1(Ω). Let an N-function M satisfy assumption (M) and function A satisfy
assumptions (A1)-(A3). Then there exists the unique renormalized weak solution to the problem (1).
Namely, there exists u ∈ V MT (Ω), which satisfies (R1)-(R3).
3
Remark 1.1 (cf. [14]). When the modular function has a special form we can simplify our assump-
tions. In the case of M(x, ξ) = M(x, |ξ|), via Lemma A.3, we replace condition (M) in the above
theorem by log-Ho¨lder continuity of M, cf. (6). If M has a form
M(x, ξ) =
j∑
i=1
ki(x)Mi(ξ) +M0(x, |ξ|), j ∈ N,
instead of whole (M) we assume only that M0 is log-Ho¨lder continuous (6), all Mi for i = 1, . . . , j
are N -functions and all ki are nonnegative and satisfy
ki(x)
ki(y)
≤ C log
1
|x−y|
i with Ci > 0 for i = 1, . . . , j.
Our framework admitts the following examples.
• M(x, ξ) = |ξ|p(x) with log-Ho¨lder p : Ω → [p−, p+], where p− = infx∈Ω p(x) > 1 and p+ =
supx∈Ω p(x) < ∞, then V M0 = W 1,p(·)0 (Ω) and we admitt A(x, ξ) = |ξ|p(x)−2ξ (p(·)-Laplacian
case) as well as A(x, ξ) = α(x)|ξ|p(x)−2ξ with 0 << α(x) ∈ L∞(Ω) ∩ C(Ω);
• M(x, ξ) =∑Ni=1 |ξi|pi(x), where ξ = (ξ1, . . . , ξN) ∈ RN , log-Ho¨lder functions pi : Ω→ [p−i , p+i ],
i = 1, . . . , N , where p−i = infx∈Ω pi(x) > 1 and p
+
i = supx∈Ω pi(x) <∞, then V M0 =W 1,~p(·)0 (Ω)
and we admitt
A(x, ξ) =
N∑
i=1
αi(x)|ξi|pi(x)−2ξ with 0 << αi(x) ∈ L∞(Ω) ∩ C(Ω).
Our assumption that M,M∗ are N -functions (Definition A.1) in the variable exponent setting
restrict us to the case of 1 < p− ≤ p(x) ≤ p+ <∞.
State of art
The problems like (1) are very well understood, when A is independent of the spacial variable and
has a polynomial growth. In particular, there is vast literature for analysis of the case involving the
p-Laplace operator A(x, ξ) = |ξ|p−2ξ and problems stated in the Lebesgue space setting (the modular
function is thenM(x, ξ) = |ξ|p). There is a wide range of directions in which the polynomial growth
case has been developed including the variable exponent, Orlicz, weighted and double-phase spaces.
The Musielak-Orlicz spaces, which include in particular all of the mentioned types of spaces, have
been studied systematically starting from [46, 54, 55]. Investigations of nonlinear boundary value
problems in non-reflexive Orlicz-Sobolev-type setting was initiated by Donaldson [20] and continued
by Gossez [25, 26, 27]. For a summary of the results we refer to [47] by Mustonen and Tienari.
The generalization to the case of vector Orlicz spaces with the anisotropic modular function, but
independent of spacial variables was investigated in [32]. Let us note that the variable exponent
Lebesgue spaces (when M(x, ξ) = |ξ|p(x) with 1 < pmin ≤ p(x) ≤ pmax < ∞), as well as weighted
or the double phase space (when M(x, ξ) = |ξ|p + a(x)|ξ|q with a ≥ 0 and 1 < p, q < ∞) are still
reflexive, which help significantly in approximation properties of the space via Mazur’s Lemma.
Unlike them the generalised Musielak-Orlicz spaces in general fail in being reflexive. We aim
in providing the existence result also in this non-relfexive cases. Our approach essentially involves
the theory arising from fluids mechanics [30, 31, 33, 57]. Let us indicate that these papers provide
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many facts useful in analysis of Musielak–Orlicz spaces. For other recent developments of the
framework of the spaces let us refer e.g. to [38, 39, 43, 44].
Partial differential equations with the right-hand side in L1 received special attention. DiPerna
and Lions investigating the Boltzmann equation in order to deal with this challenge introduced
the notion of renormalized solutions in [19]. Other seminal ideas for problems with L1-data comes
from [11], where the solution is obtained as a limit of approximation, and [18], where entropy
solutions are studied. Let us stress that the mentioned notions coincides. In [22] the authors
show equivalence between entropy and renormalised solutions for problems with polynomial growth.
Meanwhile, the corresponding result in the variable exponent and the Orlicz settings are provided
together with the proofs of the existence of renormalized solutions in [58, 59], respectively.
In the elliptic setting the foundations of the studies on renormalized solutions, providing results for
operators with polynomial growth, were laid by Boccardo et. al. [12], Dall’Aglio [18] and Murat [45].
In the parabolic setting, renormalized solutions were studied first in [4, 5, 8, 9, 10] and further [6,
21, 22, 50, 51]. These studies are continued under weaker assumptions on the data [7, 13, 17].
Lately, generalising the setting, renormalized solutions to parabolic problems have been considered
in the variable exponent setting [2, 41, 58] and in the model of thermoviscoelasticity [15]. For
very recent results on entropy and renormalised solutions, we refer also to [15, 24, 42, 59]. This
issue in parabolic problems in non-reflexive Orlicz-Sobolev spaces are studied in [37, 42, 53, 59],
while in the nonhomogeneous and non-reflexive Musielak-Orlicz spaces in [36] (under certain growth
conditions on the modular function).
Approximation in Musielak-Orlicz spaces
The highly challenging part of analysis in the general Musielak-Orlicz spaces is giving a relevant
structural condition implying approximation properties of the space. However, we are equipped not
only with the weak-* and strong topology of the gradients, but also with the modular topology.
In the mentioned existence results even in the case, when the growth conditions imposed
on the modular function were given by a general N -function, besides the growth condition on M∗,
also ∆2-condition on M was assummed (which entails separability of LM∗ , see [57]). It results
further in density of smooth functions in LM with respect to the weak-∗ topology. In the case
of classical Orlicz spaces, the crucial density result was provided by Gossez [27], improved for the
vector Orlicz spaces in [32]. However, the case of x–dependent log-Ho¨lder continuous modular func-
tions was claimed to cover first in [3], the proof involved an essential gap. In [3, (31)] the Jensen
inequality is used for the infimum of convex functions, which obviously is not necessarily convex.
We fix the proof in the elliptic case in [29, Theorem 2.2] and in the parabolic case in Theorem 2.1
below, changing slightly assumptions.
The Musielak-Orlicz spaces equipped with the modular function satisfying ∆2-condition (cf. Def-
inition A.3) have strong properties, nonetheless there is a vast range of N -functions not satisfying
it, which we want to cover, e.g.
• M(x, ξ) = a(x) (exp(|ξ|)− 1 + |ξ|);
• M(x, ξ) = |ξ1|p1(x) (1 + | log |ξ||) + exp(|ξ2|p2(x)) − 1, when (ξ1, ξ2) ∈ R2 and pi : Ω → [1,∞].
It is a model example to imagine what we mean by anisotropic modular function.
5
Let us discuss our assumption (M). First we shall stress that it is applied only in the proof of ap-
proximation result (Theorem 2.2). When we deal with the space equipped with the approximation
properties, we can simply skip (M). Namely, this is the case e.g. of the following modular functions:
• M(x, |ξ|) = |ξ|p + a(x)|ξ|q, where 1 ≤ p < q <∞ and function a is nonnegative a.e. in Ω and
a ∈ L∞(Ω), covering the celebrated case of the double-phase spaces [16];
• M(x, |ξ|) = |ξ|p(x) + a(x)|ξ|q(x), where 1 << p < q << ∞ and function a is nonnegative a.e.
in Ω and a ∈ L∞(Ω), covering the weighted and double-phase variable exponent case;
• M(x, ξ) =M1(ξ) + a(x)M2(ξ), where M1,M2 satisfy conditions ∆2 and ∇2, moreover a func-
tion a is nonnegative a.e. in Ω and a ∈ L∞(Ω).
In the above cases (and in the case of any other reflexive space) whenever in the proof we apply an
approximation by a sequence of smooth functions converging modularly, provided in Theorem 2.1,
we can use instead a strongly converging affine combination of the weakly converging sequence
(ensured in reflexive Banach spaces via Mazur’s Lemma). Indeed, even if we do not deal with
modular density of smooth functions, due to our approximation scheme the solution is in strong
closure of smooth functions.
In the variable exponent case typical assumption resulting in approximation properties of the
space is log-Ho¨lder continuity of the exponent. In the isotropic case (when M(x, ξ) = M(x, |ξ|))
Lemma A.3 shows that to get (M), it suffices to impose onM continuity condition of log-Ho¨lder-type
with respect to x, namely for each ξ ∈ RN and x, y, such that |x− y| < 1
2
we have
M(x, ξ)
M(y, ξ)
≤ max
{
|ξ|− a1log |x−y| , b−
a1
log |x−y|
1
}
, with some a1 > 0, b1 ≥ 1. (6)
Note that condition (6) for M(x, ξ) = |ξ|p(x) relates to the log-Ho¨lder continuity condition for the
variable exponent p, namely there exists a > 0, such that for x, y close enough and |ξ| ≥ 1
|p(x)− p(y)| ≤ a
log
(
1
|x−y|
) .
Indeed, whenever |ξ| ≥ 1
M(x, ξ)
M(y, ξ)
=
|ξ|p(x)
|ξ|p(y) = |ξ|
p(x)−p(y) ≤ |ξ|
a
log( 1|x−y|) = |ξ|− alog |x−y| .
There are several types of understanding generalisation of log-Ho¨lder continuity to the case of gen-
eral x-dependent isotropic modular functions (when M(x, ξ) = M(x, |ξ|)). The important issue is
the interplay between types of continuity with respect to each of the variables separately. Be-
sides our condition (6) (sufficient for (M) via Lemma A.3), we refer to the approaches of [38, 39]
and [43, 44], where the authors deal with the modular function of the form M(x, ξ) = |ξ|φ(x, |ξ|).
We proceed without their doubling assumptions (∆2). Since we are restricted to bounded domains,
condition φ(x, 1) ∼ 1 follows from our definition of N -function (Definition A.1 ). As for the types
of continuity, in [43, 44] the authors restrict themselves to the case when φ(x, |ξ|) ≤ cφ(y, |ξ|) when
|ξ| ∈ [1, |x− y|−n]. This condition implies (6) and consequently (M). Meanwhile in [38, 39], the pro-
posed condition yields φ(x, b|ξ|) ≤ φ(y, |ξ|) when φ(y, |ξ|) ∈ [1, |x− y|−n], which does not imply (6)
directly. However, we shall mention that all three conditions are of the same spirit and balance
types of continuity with respect to each of the variables separately.
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Our approach
Studying the problem (1) we face the challenges resulting from the lack of the growth conditions
and handling with general x-dependent and anisotropic N -functions. The space we deal with is,
in general, neither separable, nor reflexive. Lack of precise control on the growth of the leading
part of the operator, together with the low integrability of the right-hand side triggers noticeable
difficulties in studies on convergence of approximation. Note that the growth of the leading part
of the operator is naturally driven by growth-coercivity condition (A2). It is explained in detail in
preliminaries of [29] concerning the elliptic case.
Our methods employ the framework developed in [29, 34, 35, 36] studying elliptic and parabolic
problems. Resigning from imposing ∆2-condition on the conjugate of the modular function compli-
cates understanding of the dual pairing. As a further consequence of relaxing growth condition on
the modular function, we cannot use classical results, such as the Sobolev embeddings, the Rellich-
Kondrachov compact embeddings, or the Aubin-Lions Lemma. Unlike the other studies, we put
regularity restrictions on the modular function instead of the growth conditions, which however can
be skipped in the case of reflexive spaces. From this point of view our paper is a natural continuation
of elliptic approach of [29]. On the other hand, current research involves essential new ideas. Due
to the appearance of the evolution term, a challenging part is the proof of the integration-by-parts
formula (Lemma 2.1). The identification of the limit of A(x,∇Tk(un)) is much more complicated
than in the elliptic setting. Moreover, to by-pass the Aubin-Lions Lemma from the corresponding
study [36] involving growth conditions used to get almost everywhere convergence of the solutions
to the truncated problem, we provide the comparison principle. We apply it twice: to get the
mentioned almost everywhere convergence and to obtain uniqueness.
Above we stress how demanding is approximation in the general Musielak-Orlicz spaces. In Theo-
rem 2.1 we provide a parabolic version of approximation result of [29] using ideas of [56]. Theorem 2.1
is a key tool in the proof of weak renormalised formulation given in Lemma 2.1. We provide the
comparison principle in Proposition 2.1. The main goal, i.e. the existence of renormalized solutions
to general nonlinear parabolic equation, is given in Theorem 1.1 above and proven in Section 4.
Let us summarize the scheme of the main proof contained in Sections 3 and 4. The first step is to
show existence of weak solutions to the bounded regularized problem (Proposition 3.1), while in the
second step we prove existence of weak solutions un to the non-regularized problem with bounded
data (Proposition 3.2) using the Minty-Browder monotonicity trick. The third step is establishing
certain types of convergence of truncations of a solution Tk(un) (Proposition 3.3). The fourth step is
devoted to the radiation control condition relating to (R3), but for un (Proposition 3.4). In the fifth
one the comparison principle is applied to obtain almost everywhere convergence of un. In step 6
we localize A(x,∇Tk(u)) as the weak-* limit in LM∗ of A(x,∇Tk(un)) (Proposition 3.6), involving
the methods of [1, 34, 36, 40] and the monotonicity trick. Section 4 finally concludes the proof
of existence of renormalized solutions. We motivate weak L1-convergence of A(x,∇Tk(un))·∇Tk(un)
via the Young measures’ method.
In the end we include appendices providing basic definitions, auxiliary results, fundamental the-
orems, proofs of approximation result, and weak renomalised formulation.
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2 Preliminaries
In this section we give only the general preliminaries concerning the setting. We assume Ω ⊂ RN is
a bounded Lipschitz domain, ΩT = (0, T )×Ω, Ωτ = (0, τ)×Ω. If V ⊂ RK , K ∈ N, is a bounded set,
then C∞c (V ) denote the class of smooth functions with support compact in V . We denote positive
part of function signum by sgn+0 (s) = max{0, s/|s|}.
Classes of functions
Definition 2.1. Let M be an N-function (cf. Definition A.1 in Appendix A).
We deal with the three Orlicz-Musielak classes of functions.
i) LM(Ω;RN ) - the generalised Orlicz-Musielak class is the set of all measurable functions
ξ : Ω→ RN such that ∫
Ω
M(x, ξ(x)) dx <∞.
ii) LM(Ω;R
N) - the generalised Orlicz-Musielak space is the smallest linear space containing
LM(Ω;RN ), equipped with the Luxemburg norm
||ξ||LM = inf
{
λ > 0 :
∫
Ω
M
(
x,
ξ(x)
λ
)
dx ≤ 1
}
.
iii) EM(Ω;R
N) - the closure in LM -norm of the set of bounded functions.
Then
EM(Ω;R
N) ⊂ LM(Ω;RN) ⊂ LM(Ω;RN),
the space EM (Ω;R
N) is separable and (EM(Ω;R
N))∗ = LM∗(Ω;R
N), see [30, 57].
Under the so-called ∆2-condition (Definition A.3) we would be equipped with stronger tools.
Indeed, if M ∈ ∆2, then
EM(Ω;R
N) = LM(Ω;RN) = LM(Ω;RN)
and LM (Ω;R
N) is separable. When both M,M∗ ∈ ∆2, then LM(Ω;RN) is separable and reflexive,
see [28, 30]. We face the problem without this structure.
Remark 2.1. Definition A.1 (see points 3 and 4) implies lim|ξ|→∞ infx∈Ω
M∗(x,ξ)
|ξ|
= ∞ and
infx∈ΩM
∗(x, ξ) > 0 for any ξ 6= 0. Then, consequently, Lemma A.2 ensures
L∞(Ω;RN ) ⊂ EM(Ω;RN) and L∞(ΩT ;RN) ⊂ EM(ΩT ;RN). (7)
Auxiliary functions
We list here special forms of auxiliary functions used in the proofs.
Let ψl : R→ R be given by
ψl(s) := min{(l + 1− |s|)+, 1}. (8)
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Let two-parameter family of functions ϑτ,r : R→ R be defined by
ϑτ,r(t) :=
(
ωr ∗ 1[0,τ)
)
(t), (9)
where ωr is a standard regularizing kernel, that is ωr ∈ C∞c (R), suppωr ⊂ (−r, r). Note that
suppϑτ,r = [−r, τ + r). In particular, for every r there exists rτ , such that for all r < rτ we have
ϑτ,r ∈ C∞c ([0, T )).
We consider a one-parameter family of nonincreasing functions φr ∈ C∞c ([0, T )) given by
φr(t) :=
{
0 for t ∈ [T − r, T ],
1 for t ∈ [0, T − 2r]. (10)
Let us consider g : R × Ω → RK , K ∈ N. When ̺µ(s) = µe−µs1[0,∞)(s), µ > 0, the regularized
function gµ : R× Ω→ R is defined by
gµ(t, x) := (̺µ ∗ g)(t, x),
where ∗ stands for the convolution is in the time variable. Then
gµ(t, x) = µ
∫ t
−∞
eµ(s−t)g(s, x) ds. (11)
Note that the linear mapping g 7→ gµ is bounded from L∞(ΩT ) into L∞(ΩT ), as well as from
LM(ΩT ;R
N) into LM(ΩT ;R
N). Moreover, gµ is a unique solution to
∂tgµ + µ(gµ − g) = 0 in D′(R× Ω),
gµ(0, x) = g
µ
0 a.e. in Ω.
(12)
Approximation
The following result coming from combined ideas of [29] and [56] is proven in Appendix B.
Theorem 2.1 (Approximation theorem). Let Ω be a Lipschitz domain and an N-function M sat-
isfy condition (M). Then for any ϕ such that ϕ ∈ V M,∞T (Ω) there exists a sequence {ϕε}ε>0 ∈
L∞(0, T ;C∞c (Ω)) converging modularly to ϕ when ε → 0, i.e. such that ∇ϕε M−→ ∇ϕ in ΩT and
ϕε → ϕ strongly in L1(ΩT ).
Weak renormalised formulation
Adapting the framework of [36] to our setting, we have the following formulation, whose proof is
given in Appendix C.
Lemma 2.1. Suppose u : ΩT → R is a measurable function such that for every k ≥ 0, Tk(u) ∈
V MT (Ω), u(t, x) ∈ L∞([0, T ];L1(Ω)). Let us assume that there exists u0 ∈ L1(Ω) such that u0(x) :=
u(0, x). Furthermore, assume that there exist A ∈ LM∗(ΩT ;RN) and F ∈ L1(ΩT ) satisfying
−
∫
ΩT
(u− u0)∂tϕdx dt+
∫
ΩT
A · ∇ϕdx dt =
∫
ΩT
F ϕ dx dt, ∀ϕ∈C∞c ([0,T )×Ω). (13)
Then
−
∫
ΩT
(∫ u
u0
h(σ)dσ
)
∂tξ dx dt+
∫
ΩT
A · ∇(h(u)ξ) dx dt =
∫
ΩT
Fh(u)ξ dx dt
holds for all h ∈ W 1,∞(R), such that supp(h′) is compact and all ξ ∈ V M,∞T (Ω), such that ∂tξ ∈
L∞(ΩT ) and suppξ(·, x) ⊂ [0, T ) for a.e. x ∈ Ω, in particular for ξ ∈ C∞c ([0, T )× Ω).
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Comparison principle
The comparison principle we provide below is the consequence of choice proper family of test
functions. The result will be used in the proof of almost everywhere convergence of (un)n and
uniqueness of solutions. The proof is presented in Appendix D.
Proposition 2.1. Suppose v1, v2 are renormalized solutions to{
v1t − divA(x,∇v1) = f 1 ∈ L1(ΩT ),
v1(0, x) = v10(x) ∈ L1(Ω)
{
v2t − divA(x,∇v2) = f 2 ∈ L1(ΩT ),
v2(0, x) = v20(x) ∈ L1(Ω),
where f 1 ≤ f 2 a.e. in ΩT and v10 ≤ v20 in Ω. Then v1 ≤ v2 a.e. in ΩT .
3 The construction and convergence
The proof is divided into several steps. We start with the proof of existence to a regularized problem
and then to the problem with bounded data, while afterwards we verify the convergence.
Step 1. Regularized truncated problem
We apply the general method of [23] leading to existence. Let m : RN → R be a radially summetric
function, i.e. m(ξ) = m(|ξ|) with some m : R → R. We say that m grows essentially more
rapidly than M if
M(s)/m(s)→ 0 as s→∞ for M(s) = sup
{x∈Ω, |ξ|=s}
M(x, ξ).
Let us point out that when Ω has finite measure and m grows essentially more rapidly than M ,
we have
Lm(Ω;R
N) ⊂ EM(Ω;RN) and Lm(ΩT ;RN) ⊂ EM(ΩT ;RN). (14)
Recall that we use notation ∇ for a gradient with respect to the spacial variable. Let us introduce
also notation ∇¯ := ∇ξ. Using it ∇¯m(ξ) = ∇ξm(|ξ|) = ξm′(|ξ|)/|ξ|. Observe that it gives equality
in the Fenchel–Young inequality in the following way
∇¯m(ξ) · ξ = m(|ξ|) +m∗(|∇¯m(ξ)|). (15)
Taking an arbitrary N -function m which grows essentially more rapidly than M we observe that m
is strictly monotone as a gradient of a strictly convex function, i.e.
(∇¯m(ξ)− ∇¯m(η))(ξ − η) > 0 ∀ξ,η∈RN . (16)
The following proposition yields the existence of solutions to a regularized problem.
Proposition 3.1. Assume an N-function M satisfies assumption (M), a vector field A satisfies
assumptions (A1)-(A3), and m is a radially symmetric function growing essentially more rapidly
than M satisfying (16).
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We consider a regularized operator given by
Aθ(x, ξ) := A(x, ξ) + θ∇¯m(ξ) ∀x∈RN , ξ∈RN . (17)
Let f ∈ L1(ΩT ) and u0 ∈ L1(Ω). Then for every θ ∈ (0, 1] and n ∈ N there exists a weak solution
to the problem 
∂tu
θ
n − divAθ(x,∇uθn) = Tn(f) in ΩT ,
uθn(t, x) = 0 on (0, T )× ∂Ω,
uθn(0, ·) = u0,n(·) = Tn(u0) ∈ L1(Ω) in Ω.
(18)
Namely, there exists uθn ∈ C([0, T ];L2(Ω)) ∩ L1(0, T ;W 1,10 (Ω)) with ∇uθn ∈ Lm(ΩT ;RN), such that
−
∫
ΩT
uθn∂tϕdx dt+
∫
Ω
uθn(T )ϕ(T ) dx−
∫
Ω
uθn(0)ϕ(0) dx+
∫
ΩT
Aθ(x,∇uθn) · ∇ϕdx dt
=
∫
ΩT
Tn(f)ϕdx dt
(19)
holds for ϕ ∈ C∞([0, T ];C∞c (Ω)).
Moreover, the energy equality is satisfied, i.e.
1
2
∫
Ω
(uθn(τ))
2 dx− 1
2
∫
Ω
(u0,n)
2 dx+
∫
Ωτ
Aθ(x,∇uθn) · ∇uθn dx dt =
∫
Ωτ
Tn(f)u
θ
n dx dt, (20)
where τ ∈ [0, T ].
Proof. To apply [23, Theorem 2], we verify the assumption therein. Monotonicity condition [23,
(9)] follows from (16) and (A3), while [23, (10)] from (15) and (17).
It suffices now to show that we have upper bound [23, (7)] on the growth of Aθ, i.e.
|Aθ(x,∇uθn)| ≤ k1(x) + c1(m∗)−1(m(|c2∇uθn|)) + c1(p∗)−1(m(c2|uθn|)) (21)
with some k1 ∈ Em∗(Ω) and an N -function p growing essentially less rapidly than m. To get (21)
it suffices to show
m∗(|c1Aθ(x,∇uθn)|) ≤ m(|c2∇uθn|),
which follows from the Fenchel-Young inequality (72), (15), (A3) and cA, θ ∈ (0, 1]. Indeed, we have
Aθ(x,∇uθn) · ∇uθn ≤ m
(∣∣∣∣ 2cA∇uθn
∣∣∣∣)+m∗ (∣∣∣cA2 Aθ(x,∇uθn)∣∣∣)
≤ m
(∣∣∣∣ 2cA∇uθn
∣∣∣∣)+ cAm∗(∣∣∣∣12Aθ(x,∇uθn)
∣∣∣∣) ,
but on the other hand
Aθ(x,∇uθn) · ∇uθn ≥ cAM
(
x,∇uθn
)
+ cAM
∗
(
x,A(x,∇uθn)
)
+ θm
(∣∣∇uθn∣∣)+ θm∗ (∣∣∇¯m(∇uθn)∣∣)
≥ 2cA
(
1
2
m∗
(∣∣A(x,∇uθn)∣∣)+ 12m∗ (∣∣θ∇¯m(∇uθn)∣∣)
)
≥ 2cAm∗
(
1
2
∣∣Aθ(x,∇uθn)∣∣) .
11
Therefore, we get
cAm
∗
(
1
2
∣∣Aθ(x,∇uθn)∣∣) ≤ m(∣∣∣∣ 2cA∇uθn
∣∣∣∣)
and further, by convexity of m∗,∣∣Aθ(x,∇uθn)∣∣ ≤ 2(m∗)−1( 1cAm
(∣∣∣∣ 2cA∇uθn
∣∣∣∣)) .
Therefore, [23, Theorem 2] gives the claim.
Step 2. Truncated problem
We prove the existence for non-regularized problem with bounded data by passing to the limit with
θ → 0 in the regularized truncated problem (18).
Proposition 3.2. Suppose A and M satisfy conditions (A1)-(A3) and (M). Let f ∈ L1(ΩT ) and
u0 ∈ L1(Ω). Then for every n ∈ N there exists a weak solution to the problem
∂tun − divA(x,∇un) = Tn(f) in ΩT ,
un(t, x) = 0 on (0, T )× ∂Ω,
un(0, ·) = u0,n(·) = Tn(u0) ∈ L1(Ω) in Ω.
(22)
Namely, there exists un ∈ V M,∞T (Ω), such that for any ϕ ∈ C∞c ([0;T )× Ω)
−
∫
ΩT
un∂tϕdx dt−
∫
Ω
un(0)ϕ(0) dx+
∫
ΩT
A(x,∇un) · ∇ϕdx dt =
∫
ΩT
Tn(f)ϕdx dt. (23)
Proof. We apply Proposition 3.1 and let θ → 0.
Existence of weak limits. For this step we need certain a priori estimates. By energy equal-
ity (20), (A2) and (15) we get
1
2
∫
Ω
(uθn(τ))
2 dx+
∫
Ωτ
cAM(x,∇uθn) + cAM∗(x,A(x,∇uθn)) dx dt+
+
∫
Ωτ
θm(∇uθn) + θm∗(∇¯m(∇uθn)) dx dt ≤
∫
Ωτ
Tn(f)u
θ
n dx dt+
1
2
∫
Ω
(u0,n)
2dx.
(24)
To estimate the right-hand side we are going to apply the Fenchel-Young inequality (72) and
the modular Poincare´ inequality (Theorem A.1). For this let us consider an N -function P : [0,∞)→
[0,∞) satisfying ∆2-condition and such that P (s) ≤ cA2cP infx∈Ω, ξ: |ξ|=sM(x, ξ), where cP is the con-
stant from the modular Poincare´ inequality for P (see Lemma A.4 for a construction). Then on the
right-hand side of (24) we have∫
Ωτ
Tn(f)u
θ
n dx dt ≤
∫
Ωτ
P ∗(|Tn(f)|) dx dt+
∫
Ωτ
P (|uθn|) dx dt
≤
∫
Ωτ
P ∗(|Tn(f)|) dx dt+ cP
∫
Ωτ
P (|∇uθn|) dx dt
≤
∫
Ωτ
P ∗(|Tn(f)|) dx dt+ cA
2
∫
Ωτ
M(x,∇uθn) dx dt.
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Consequently, we infer that (24) implies
1
2
∫
Ω
(uθn(τ))
2 dx+
∫
Ωτ
cA
2
M(x,∇uθn) + cAM∗(x,A(x,∇uθn)) dx dt+
+
∫
Ωτ
θm(∇uθn) + θm∗(∇¯m(∇uθn)) dx dt ≤
∫
Ωτ
P ∗(|Tn(f)|) dx dt+ 1
2
∫
Ω
(u0,n)
2dx.
Note that the right-hand side above is bounded for fixed n. Namely,∫
Ωτ
P ∗(|Tn(f)|) dx dt+ 1
2
∫
Ω
(u0,n)
2dx ≤
(
P ∗(n) · T + n
2
2
)
|Ω| =: w1(n).
When we take into account that τ is arbitrary, this observation implies
supτ∈[0,T ] ‖uθn(τ)‖2L2(Ω) ≤ w1(n), (25)
cA
2
∫
ΩT
M(x,∇uθn) dx dt ≤ w1(n), (26)
cA
∫
ΩT
M∗(x,A(x,∇uθn)) dx dt ≤ w1(n), (27)∫
ΩT
θm∗(∇¯m(|∇uθn|)) dx dt ≤ w1(n). (28)
Therefore, there exist a subsequence of θ → 0, such that
uθn
∗−⇀ un weakly-* in L∞(0, T ;L2(Ω)), (29)
∇uθn ∗−⇀ ∇un weakly-* in LM(ΩT ;RN), (30)
with some un ∈ V M,∞T (Ω) and there exists αn ∈ LM∗(ΩT ;RN), such that
A(·,∇uθn) ∗−⇀ αn weakly-* in LM∗(ΩT ;RN). (31)
Identification of the limit αn. Uniform estimates. We fix arbitrary n and show
lim sup
θ→0
∫
ΩT
A(x,∇uθn) · ∇uθn dx dt ≤
∫
ΩT
αn∇un dx dt. (32)
Recall the weak formulation of the regularized problem (19)
−
∫
ΩT
uθn∂tϕdx dt−
∫
Ω
uθn(0)ϕ(0) dx+
∫
ΩT
Aθ(x,∇uθn) · ∇ϕdx dt =
∫
ΩT
Tn(f)ϕdx dt (33)
holding for ϕ ∈ C∞c ([0, T )× Ω), where in the first term on the left-hand side, due to (29), we have
lim
θց0
∫
ΩT
uθn∂tϕdx dt =
∫
ΩT
un∂tϕdx dt.
Moreover, we prove that
lim
θց0
∫
ΩT
θ∇¯m(∇uθn) · ∇ϕdx dt = 0.
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To get this, we split ΩT into
ΩθT,R = {(t, x) ∈ ΩT : |∇uθn| ≤ R}
and its complement and consider the following integrals separately∫
ΩT
θ∇¯m(∇uθn) · ∇ϕdx dt =
∫
ΩθT,R
θ∇¯m(∇uθn) · ∇ϕdx dt+
∫
ΩT \Ω
θ
T,R
θ∇¯m(∇uθn) · ∇ϕdx dt.
To deal with the first term on the right-hand side above, we use continuity of ∇¯m to obtain
lim
θց0
∫
ΩθT,R
θ∇¯m(∇uθn) · ∇ϕdx dt ≤ lim
θց0
(
θ|ΩT | · ‖∇ϕ‖L∞(ΩT ;RN ) sup
ξ: |ξ|≤R
|∇¯m(ξ)|
)
= 0.
As for the integral over ΩT \ ΩθT,R, let us notice that due to a priori estimate (26), the sequence
{∇uθn}θ is uniformly bounded in L1(ΩT ) and thus
sup
0≤θ≤1
|ΩT \ ΩθT,R| ≤
C
R
. (34)
Furthermore, since m∗ is an N -function, for θ ∈ (0, 1) we have m∗(θ·) ≤ θm∗(·). This together with
L1(ΩT )-bound (28) for θm
∗(∇¯m(∇uθn)), which is uniform with respect to θ, we get L1(ΩT )-bound
for {m∗(θ∇¯m(∇uθn))}θ. Therefore, Lemma A.5 implies the uniform integrability of {θ∇¯m(∇uθn)}θ.
Then, using (34), we obtain∫
ΩT \Ω
θ
T,R
θ∇¯m(∇uθn) · ∇ϕdx dt ≤ ‖∇ϕ‖L∞(ΩT ;RN ) sup
θ∈(0,1)
∫
ΩT \Ω
θ
T,R
θ|∇¯m(∇uθn)| dx dt −−−→
R→∞
0.
Therefore, we can pass to the limit in the weak formulation of the regularized problem (33).
Because of (31) we obtain
−
∫
ΩT
un∂tϕdx dt−
∫
Ω
u0,nϕ(0) dx+
∫
ΩT
αn · ∇ϕdx =
∫
ΩT
Tn(f)ϕdx dt. (35)
Considering the energy equality (20) in the first term on the left-hand side we take into account
the weak lower semi-continuity of L2-norm and (29) and realize that
‖uθn(τ)‖2L2(Ω) = lim
ǫ→0
1
ǫ
∫ τ
τ−ǫ
‖uθn(s)‖2L2(Ω)ds ≥ lim
ǫ→0
1
ǫ
∫ τ
τ−ǫ
‖un(s)‖2L2(Ω)ds = ‖un(τ)‖2L2(Ω).
When we erase the nonnegative term
∫
ΩT
θ∇¯m(∇uθn) · ∇uθn dx dt in (20) and then pass to the limit
with θ ց 0, we get
1
2
‖un(τ)‖2L2(Ω) −
1
2
‖u0,n‖2L2(Ω) + lim sup
θց0
∫
ΩT
A(x,∇uθn) · ∇uθn dx dt ≤
∫
ΩT
Tn(f)un dx dt. (36)
By Lemma 2.1 ii) applied to (35) with A = αn, F = Tn(f), and h(·) = Tk(·), we obtain
−
∫
ΩT
(∫ un(t,x)
u0,n(x)
Tk(σ)dσ
)
∂tξ dx dt = −
∫
ΩT
αn · ∇(Tk(un)ξ) dx dt+
∫
ΩT
Tn(f)Tk(un)ξ dx dt,
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for every ξ ∈ C∞c ([0, T )× Ω). Then taking ξ(t, x) = ϑτ,r(t), given by (9), we get
−
∫
ΩT
(∫ un(t,x)
0
Tk(σ)dσ −
∫ u0,n(x)
0
Tk(σ)dσ
)
∂tϑ
τ,r dx dt
= −
∫
ΩT
αn · ∇(Tk(un))ϑτ,r dx dt+
∫
ΩT
Tn(f)Tk(un)ϑ
τ,r dx dt.
(37)
On the right-hand side we integrate by parts obtaining
−
∫
ΩT
(∫ un(t,x)
u0,n
Tk(σ)dσ
)
∂tϑ
τ,r dx dt =
∫
ΩT
∂t
(∫ un(t,x)
u0,n
Tk(σ)dσ
)
ϑτ,r dx dt.
Then we pass to the limit with r → 0, apply the Fubini theorem, and integrate over the time
variable
lim
r→0
∫
ΩT
∂t
(∫ un(t,x)
u0,n
Tk(σ)dσ
)
ϑτ,r dx dt =
∫
Ωτ
∂t
(∫ un(t,x)
u0,n
Tk(σ)dσ
)
dx dt
=
∫
Ω
(∫ un(τ,x)
u0,n
Tk(σ)dσ
)
dx.
Passing with r → 0 in (37) for a.e. τ ∈ [0, T ) we get∫
Ω
(∫ un(τ,x)
0
Tk(σ)dσ −
∫ u0,n(x)
0
Tk(σ)dσ
)
dx = −
∫
Ωτ
αn · ∇Tk(un) dx dt+
∫
Ωτ
Tn(f)Tk(un) dx dt.
Applying the Lebesgue Monotone Convergence Theorem for k →∞ we obtain
1
2
‖un(τ)‖2L2(Ω) −
1
2
‖u0,n‖2L2(Ω) = −
∫
Ωτ
αn · ∇un dx dt+
∫
Ωτ
Tn(f)un dx dt,
which combined with (36) gives (32).
Identification of the limit αn. Conclusion by monotonicity argument. Let us recall that
n is fixed and concentrate on proving
A(x,∇un) = αn a.e. in ΩT . (38)
Monotonicity assumption (A3) of A implies
(A(x, η)−A(x,∇uθn)) · (η −∇uθn) ≥ 0 a.e. in ΩT ,
for any η ∈ L∞(ΩT ;RN) ⊂ EM(ΩT ;RN). Since A(x, η) ∈ LM∗(ΩT ,RN) = (EM(ΩT ,RN))∗, we pass
to the limit with θ ց 0 and take into account (32) to conclude that∫
ΩT
(A(x, η)− αn) · (η −∇un) dx dt ≥ 0. (39)
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Let us define
ΩKT = {(t, x) ∈ ΩT : |∇un| ≤ K a.e. in ΩT }. (40)
We are going to show that
A(x,∇un) = αn a.e. in ΩjT (41)
for arbitrary j. This implies the equality a.e. in ΩT , i.e. (38).
We fix arbitrary 0 < j < i and z ∈ L∞(ΩT ;RN). Consider a parameter h ∈ (0, 1) and choose
η = ∇un1ΩiT + hz1ΩjT .
Then in (39) we have
−
∫
ΩT \ΩiT
(A(x, 0)− αn)∇un dx dt+ h
∫
Ωj
T
(A(x,∇un + hz)− αn)z dx dt ≥ 0.
which becomes ∫
ΩT \Ω
i
T
αn · ∇un dx dt+ h
∫
ΩjT
(A(x,∇un + hz)− αn)z dx dt ≥ 0, (42)
because (A2) implies A(x, 0) = 0. The Fenchel-Young inequality applied to |αn ·∇un| above ensures
(via the Lebesgue Dominated Convergence Theorem) that the first integral on the left-hand side
vanishes when i→∞. Therefore, after passing with i→∞ in (42), we obtain∫
ΩjT
(A(x,∇un + hz)− αn) · z dx dt ≥ 0 ∀h∈(0,1)
where z and j are fixed. We are going to pass to the limit with h→ 0.
Note that
A(x,∇un + hz) −−→
h→0
A(x,∇un) a.e. in ΩjT .
Moreover, as {A(x,∇un + hz)}h is bounded on ΩjT , Lemma A.2 results in
M∗ (x,A(x,∇un + hz)) ≤ 2
cA
M
(
x,
2
cA
(∇un + hz)
)
.
The right-hand side is bounded, because {M(x, 2
cA
(∇un + hz))}h is uniformly bounded in L1(ΩjT )
(cf. (7) and (40)). Then also {M∗ (x,A(x,∇un + hz))}h is uniformly bounded in L1(ΩjT ). Hence,
Lemma A.5 gives uniform integrability of {A(x,∇un+hz)}h on ΩjT . When we notice that |ΩjT | <∞,
we can apply the Vitali Convergence Theorem (Theorem A.5) to get
A(x,∇un + hz) −−→
h→0
A(x,∇un) in L1(ΩjT ;RN).
Thus ∫
ΩjT
(A(x,∇un + hz)− αn) z dx dt −−→
h→0
∫
ΩjT
(A(x, un)− αn) z dx dt.
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Consequently, ∫
ΩjT
(A(x,∇un)− αn) z dx dt ≥ 0,
for any z ∈ L∞(ΩT ;RN). Let us take
z =
{
− A(x,∇un)−αn
|A(x,∇un)−αn|
if A(x,∇un)− αn 6= 0,
0 if A(x,∇un)− αn = 0.
We obtain ∫
ΩjT
|A(x,∇un)− αn|dx dt ≤ 0,
hence (41) holds. Consequently, we get (38), which completes the proof.
Conclusion of the proof of Proposition 3.2. We pass to the limit in the weak formulation
of bounded regularized problem (33) due to (29), (30), (31), and (38), getting the existence of un ∈
V M,∞T (Ω) satisfying
−
∫
ΩT
un∂tϕdx dt−
∫
Ω
un(0)ϕ(0) dx+
∫
ΩT
A(x,∇un) · ∇ϕdx dt =
∫
ΩT
Tn(f)ϕdx dt ∀ϕ∈C∞c ([0;T )×Ω),
i.e. (23), which ends the proof.
Step 3. Convergence of truncations Tk(un)
Proposition 3.3. Suppose A and M satisfy conditions (A1)-(A3) and (M). Let f ∈ L1(ΩT ),
u0 = u(x, 0) ∈ L1(Ω), and un ∈ V M,∞T (Ω) denote a weak solution to the problem (22). Let k > 0 be
arbitrary.
Then there exists u ∈ V MT (Ω) such that, up to a subsequence, we have
Tk(un) −⇀ Tk(u) in L1(0, T ;W 1,10 (Ω)), (43)
Tk(un)
∗−⇀ Tk(u) weakly-* in L∞(ΩT ), (44)
∇Tk(un) ∗−⇀ ∇Tk(u) weakly-* in LM(ΩT ;RN), (45)
A(x,∇Tk(un)) ∗−⇀ Ak weakly-* in LM∗(ΩT ;RN), (46)
for some Ak ∈ LM∗(ΩT ;RN).
Proof. We apply Lemma 2.1 ii) to uθn solving (19), for which we know Tk(u
θ
n) ∈ V MT and uθn(t, x) ∈
L∞([0, T ];L1(Ω)). Consider Lemma 2.1 with A = Aθ(x,∇uθn), F = Tn(f), h(·) = Tk(·), and
ξ(t, x) = ϑτ,r(t), defined in (9), we obtain
−
∫
ΩT
(∫ uθn(t,x)
u0,n(x)
Tk(σ)dσ
)
∂t(ϑ
τ,r) dx dt+
∫
ΩT
Aθ(x,∇uθn) · ∇(Tk(uθn)ϑτ,r) dx dt
=
∫
ΩT
Tn(f)Tk(u
θ
n)ϑ
τ,r dx dt.
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When we pass to the limit with r → 0 (cf. (37)), for a.e. τ ∈ [0, T ] we get∫
Ω
(∫ uθn(τ,x)
0
Tk(σ)dσ −
∫ u0,n(x)
0
Tk(σ)dσ
)
dx+
∫
Ωτ
Aθ(x,∇uθn) · ∇Tk(uθn) dx dt
=
∫
Ωτ
Tn(f)Tk(u
θ
n) dx dt,
and consequently
1
2
‖Tk
(
uθn(τ)
) ‖2L2(Ω) − 12‖Tk (u0,n) ‖2L2(Ω) +
∫
Ωτ
A(x,∇Tk(uθn)) · ∇Tk(uθn) dx dt
+
∫
Ωτ
θ∇¯m(∇uθn) · ∇Tk(uθn) dx dt =
∫
Ωτ
Tn(f)Tk(u
θ
n) dx dt.
Applying further (15) and (A2) we get
1
2
‖Tk
(
uθn(τ)
) ‖2L2(Ω) − 12‖Tk (u0,n) ‖2L2(Ω) +
∫
Ωτ
cAM(x,∇Tk(uθn)) + cAM∗(x,A(x,∇Tk(uθn))) dx dt
+
∫
Ωτ
θm(|∇Tk(uθn)|) + θm∗(∇¯m(|∇Tk(uθn)|)) dx dt ≤
∫
Ωτ
Tn(f)Tk(u
θ
n) dx dt ≤ k‖f‖L1(ΩT ).
When we notice that
1
2
‖Tk (u0,n) ‖2L2(Ω) ≤
k
2
‖u0,n‖L1(Ω) = k
2
‖Tn(u0)‖L1(Ω)
and since τ ∈ (0, T ) is arbitrary, for
w2(k) := k
(
‖f‖L1(ΩT ) +
1
2
‖u0‖L1(Ω)
)
,
we obtain
cA
∫
Ωτ
M(x,∇Tk(uθn)) dx dt ≤ w2(k),
cA
∫
Ωτ
M∗(x,A(x,∇Tk(uθn))) dx dt ≤ w2(k), (47)∫
Ωτ
θm(|∇Tk(uθn)|) dx dt ≤ w2(k).
Then, due to (14), for each fixed θ ∈ (0, 1)
∇Tk(uθn) ∈ Lm(ΩT ;RN) ⊂ EM(ΩT ;RN).
Moreover, a priori estimates (25), (26), (27), (28), and (47) and weak lower semi-continuity of a con-
vex functional together imply existence of u ∈ V MT (Ω) such that (43),(44),(45) hold, and existence
of Ak such that (46) holds.
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Step 4. Controlled radiation
Proposition 3.4. Suppose A andM satisfy conditions (A1)-(A3) and (M), and f ∈ L1(Ω). Assume
further that un is a weak solution to (22), n > 0. Then
lim
l→∞
|{|un| > l}| = 0. (48)
and
lim
l→∞
lim sup
n
∫
{l<|un|<l+1}
A(x,∇un)∇un dx dt = 0. (49)
Proof. To prove (48) we note that if m is an N -function satisfying ∆2-condition such that m(s) ≤
infx∈Ω, ξ:|ξ|=sM(x, ξ) (see Lemma A.4 for a construction) for we have
|{|un| ≥ l}| = |{|Tl(un)| = l}| = |{|Tl(un)| ≥ l}| = |{m(|Tl(un)|) ≥ m(l)}|.
Moreover, for l > 0 we have
|{|un| ≥ l}| ≤
∫
ΩT
m(|Tl(un)|)
m(l)
dx dt ≤ c(N,Ω, T )
m(l)
∫
ΩT
m(|∇Tl(un)|)dx dt ≤
≤ c(N,Ω, T )
m(l)
∫
ΩT
M(x,∇Tl(un))dx dt ≤
≤ C(M,N,Ω, T )
m(l)
· l
(
‖f‖L1(ΩT ) +
1
2
‖u0‖L1(Ω)
)
≤
≤ C(f, u0,M,N,Ω, T ) l
m(l)
−−−→
l→∞
0.
In the above estimates we apply (respectively) the Chebyshev inequality, the Poincare´ inequality
(Theorem A.1), a priori estimate (47) and the facts that f, u0 ∈ L1(Ω) and that m is an N -function
(cf. Definition A.1).
To prove (49), we consider nonincreasing functions φr ∈ C∞c ([0, T )), given by (10), and
Gl(s) := Tl+1(s)− Tl(s).
Since un ∈ V M,∞T (Ω) is a weak solution to (22), we can use ϕ(t, x) = Gl(un(t, x))φr(t) as a test
function and obtain∫
ΩT
(∂tun)Gl(un)φr dx dt+
∫
{l<|un|<l+1}
A(x,∇un)∇un φr dx dt =
∫
ΩT
Tn(f)Gl(un)φr dx dt.
Notice that on the left-hand side above we have∫ T
0
(∂tun)Gl(un)φr dt =
∫ T
0
∂t
(∫ un
0
Gl(s)ds
)
φr dt
= −φr(0)
∫ u0,n
0
Gl(s)ds−
∫ T
0
∫ un
0
Gl(s)ds ∂tφr dt.
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Moreover,
∫ un
0
Gl(s)ds ≥ 0 and ∂tφr ≤ 0, hence
−
∫ T
0
∫ un
0
Gl(s)ds ∂tφr dt ≥ 0
and consequently∫
{l<|un|<l+1}
A(x,∇un)∇un φr dx dt ≤
∫
ΩT
Tn(f)Gl(un)φr dx dt+
∫
Ω
φr(0)
∫ u0,n
0
Gl(s)ds dx.
Furthermore, to infer that the right-hand side above tends to zero when l → ∞, it suffices
to observe that∫
Ω
∫ |u0,n|
0
|Gl(s)| ds dx ≤
∫
Ω
∫ |u0,n|
0
1{s>l} ds dx =
∫
{||u0,n|−l|>0}
(|u0,n| − l) dx −−−→
l→∞
0
and ∫
ΩT
Tn(f)Gl(un)φr dx dt ≤
∫
{|un|>l}
|f | dx dt −−−→
l→∞
0.
Therefore, (49) follows.
Step 5. Almost everywhere limit
Proposition 3.5. Suppose A andM satisfy conditions (A1)-(A3) and (M), and f ∈ L1(Ω). Assume
further that un is a weak solution to (22), n > 0. For the function u ∈ V MT (Ω) coming from
Proposition 3.3 we have
un → u a.e. in ΩT , (50)
and
lim
l→∞
|{|u| > l}| = 0. (51)
Proof. To prove (51) we apply the comparison principle (Proposition 2.1). We can do it since weak
solutions un are renormalized ones.
We define asymmetric truncations as follows
T k,l(f)(x) =

−k f ≤ −k,
f |f | ≤ k,
l f ≥ l.
Let ua,b denote a weak solution to
ut − divA(x,∇u) = T a,b(f), u(0, x) = T a,b(u0),
which exists according to Proposition 3.2.
When 0 < l < l′ and 0 < k < k′, Proposition 2.1 implies that
uk
′,l ≤ uk,l ≤ uk,l′ (52)
for a.e. (t, x) ∈ ΩT . Due to the monotonicity of (uk,l)l we deduce that liml→∞ uk,l exists a.e. in ΩT .
Let us denote it by uk,∞. On the other hand, taking into account (52) we infer that uk
′,∞ ≤ uk,∞
a.e. in ΩT . Thus, there exists the limit u
∞,∞ = limk→∞ u
k,∞ a.e. in ΩT . Consequently, due
to the uniqueness of the limit (cf. (43)), we get the convergence (50).
Having (50), (51) is a direct consequence of (48).
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Step 6. Identification of the limit of A(x,∇Tk(un))
In this step we employ the time regularization (11) and monotonicity trick to identify the limit (46).
Proposition 3.6. Suppose A and M satisfy conditions (A1)-(A3) and (M). Suppose un is a weak
solution to (18), k > 0 is arbitrary, and f ∈ L1(Ω). We have
A(x,∇Tk(un)) ∗−⇀ A(x,∇Tk(u)) weakly-* in LM∗(ΩT ;RN). (53)
Proof. We shall show, still for fixed k, that in (46)
Ak = A(x,∇Tk(u)). (54)
Fix nonnegative w ∈ C∞c ([0, T )). We show now that
lim sup
n→∞
∫
ΩT
wA(x,∇Tk(un)) · ∇(Tk(un)) dx dt ≤
∫
ΩT
wAk · ∇(Tk(u)) dx dt (55)
and then conclude (54) via the monotonicity argument.
For any µ > 0 we apply regularization (11) to
gk(t, x) = Tk(u(t, x))1(0,T )(t) + ω
k
0(x)1(−∞,0](t).
We notice that (gk)µ ∈ V M,∞T (Ω) and due to (12) we have
∂t(Tk(u)1(0,T ))µ + µ((Tk(u)1(0,T ))µ − Tk(u)) = 0 for all t ∈ (0, T ] and a.e. x ∈ Ω,
(Tk(u))µ(0, x) = (g
k)µ(0, x) a.e. in Ω.
(56)
Moreover, (gk)µ ∈ W 1,10 (Ω) ∩ L∞(Ω), ∇(gk)µ ∈ LM(Ω), ‖(gk)µ‖L∞(Ω) ≤ k for all µ > 0,
1
µ
‖(gk)µ‖W 1,10 (Ω) → 0 as µ→∞, and (g
k)µ → Tk(u0) a.e. in Ω as µ→∞.
In turn, (Tk(u)1(0,T ))µ is differentiable for a.e. t ∈ (0, T ) and ∂t(Tk(u)1(0,T ))µ ∈ V M,∞T (Ω).
Moreover, ∇(Tk(u)1(0,T ))µ = (∇Tk(u)1(0,T ))µ for all t ∈ (0, T ] and for a.e. x ∈ Ω,
‖(Tk(u)1(0,T ))µ‖L∞(ΩT ) ≤ k for all µ > 0, (Tk(u)1(0,T ))µ → Tk(u) a.e. in ΩT and weakly-∗ in
L∞(ΩT ),
∇(Tk(u)1(0,T ))µ ∈ EM(ΩT ;RN). (57)
Due to the Jensen inequality and (50), we infer that (∇Tk(u)1(0,T ))µ M−→ ∇Tk(u) converges modu-
larly in LM(ΩT ;R
N). Then also
(Tk(u)1(0,T ))µ −−−→
µ→∞
Tk(u) strongly in W
1,1(ΩT ). (58)
Recall ψl given by (8). We apply Lemma 2.1 to (22), i.e. with A = A(x,∇un) ∈ LM (ΩT ;RN),
F = Tnf ∈ L1(ΩT ) twice: first time with h(·) = ψl(·)Tk(·) and ξ = w and second time with
h(·) = ψl(·) and ξ = w(Tk(u)1(0,T ))µ. Subtracting the second from the first we get
In,µ,l1 + I
n,µ,l
2 + I
n,µ,l
3 = I
n,µ,l
4 , (59)
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where
In,µ,l1 = −
∫
ΩT
∂tw
∫ un
u0,n
ψl(s)Tk(s)ds dx dt+
∫
ΩT
∂t(w(Tk(u)1(0,T ))µ)
∫ un
u0,n
ψl(s)ds dx dt,
In,µ,l2 =
∫
ΩT
wψl(un)A(x,∇un) · ∇(Tk(un)− (Tk(u)1(0,T ))µ) dx dt,
In,µ,l3 =
∫
ΩT
wψ′l(un)(Tk(un)− (Tk(u)1(0,T ))µ)A(x,∇un) · ∇un dx dt,
In,µ,l4 =
∫
ΩT
wTnfψl(un)(Tk(un)− (Tk(u)1(0,T ))µ) dx dt.
We are going to pass to the limit with n → ∞, then µ → ∞ and finally with l → ∞. Roughly
speaking we show that the limit of In,µ,l1 is nonnegative, then let I
n,µ,l
3 and I
n,µ,l
4 to zero. In turn,
we get that the limit of In,µ,l2 is nonpositive.
Limit of In,µ,l1 . We are going to prove that
lim sup
l→∞
lim sup
µ→∞
lim sup
n→∞
In,µ,l1 ≥ 0. (60)
Let us consider
In,µ,l1 = I
n,µ,l
1,1 + I
n,µ,l
1,2 + I
n,µ,l
1,3 ,
where
In,µ,l1,1 = −
∫
ΩT
∂tw
∫ un
u0,n
ψl(s)Tk(s)ds dx dt,
In,µ,l1,2 =
∫
ΩT
∂tw(Tk(u)1(0,T ))µ
(∫ un
u0,n
ψl(s)ds
)
dx dt,
In,µ,l1,3 =
∫
ΩT
w∂t(Tk(u)1(0,T ))µ
(∫ un
u0,n
ψl(s)ds
)
dx dt.
To deal with limn→∞ I
n,µ,l
1,1 , notice that∫ v
0
ψl(s)Tk(s)ds =
∫ v
0
∫ Tk(s)
0
ψl(s) dσ ds =
∫ v
0
ψl(s)
∫ Tk(v)
0
dσ ds−
∫ Tk(v)
0
∫ σ
0
ψl(s) ds dσ
= Tk(v)
∫ v
0
ψl(s) ds−
∫ Tk(v)
0
∫ σ
0
ψl(s) ds dσ.
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Therefore
In,µ,l1,1 = −
∫
ΩT
∂tw
(
Tk(un)
∫ un
0
ψl(s)ds−
∫ Tk(un)
0
∫ σ
0
ψl(s)ds dσ
)
dx dt
−
∫
ΩT
∂tw
(∫ Tk(u0,n)
0
∫ σ
0
ψl(s)ds dσ − Tk(u0,n)
∫ u0,n
0
ψl(s)ds
)
dx dt
= −
∫
ΩT
∂tw
(
Tk(un)
∫ un
0
ψl(s)ds−
∫ Tk(un)
0
∫ σ
0
ψl(s)ds dσ
)
dx dt
+
∫
Ω
w(0)
(∫ Tk(u0,n)
0
∫ σ
0
ψl(s)ds dσ − Tk(u0,n)
∫ u0,n
0
ψl(s)ds
)
dx
−−−→
n→∞
−
∫
ΩT
∂tw
(
Tk(u)
∫ u
0
ψl(s)ds−
∫ Tk(u)
0
∫ σ
0
ψl(s)ds dσ
)
dx dt
+
∫
Ω
w(0)
(∫ Tk(u0)
0
∫ σ
0
ψl(s)ds dσ − Tk(u0)
∫ u0
0
ψl(s)ds
)
dx = I l1,1,
where continuity of the integral and of truncation Tk(·) together with the Lebesgue Dominated
Convergence Theorem justify passing to the limit with n→∞.
In the case of In,µ,l1,2 , according to the pointwise convergence of the integrand when n→∞ and
|In,µ,l1,2 | ≤
∫
ΩT
2‖∂tw‖L∞ · k · (l + 1) dx dt,
the Lebesgue Dominated Convergence Theorem justifies passing to the limit with n → ∞. When
we additionally take into account (58) we pass with µ→∞ to get
lim
µ→∞
lim
n→∞
In,µ,l1,2 =
∫
ΩT
∂tw Tk(u)
(∫ u
u0
ψl(s)ds
)
dx dt = I l1,2.
As for In,µ,l1,3 , recalling (56), we notice that
In,µ,l1,3 =
∫
ΩT
wµ(Tk(u)− (Tk(u)1(0,T ))µ)
(∫ un
u0,n
ψl(s)ds
)
dx dt,
where we let n→∞ similarly to the case of In,µ,l1,2 and obtain
lim
n→∞
In,µ,l1,3 =
∫
ΩT
wµ(Tk(u)− (Tk(u)1(0,T ))µ)
(∫ u
u0
ψl(s)ds
)
dx dt = Iµ,l1,3,1 + I
µ,l
1,3,2 + I
µ,l
1,3,2 + I
µ,l
1,3,4
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with
Iµ,l1,3,1 = −
∫
ΩT
w∂t(Tk(u)1(0,T ))µ
∫ u0
0
ψl(s)dsdx dt
−−−→
µ→∞
∫
ΩT
∂twTk(u)
∫ u0
0
ψl(s)ds dx dt+
∫
Ω
w(0)Tk(u0)
∫ u0
0
ψl(s)ds dx = I
l
1,3,1,
Iµ,l1,3,2 =
∫
ΩT
wµ(Tk(u)− (Tk(u)1(0,T ))µ)
(∫ u
0
ψl(s)ds−
∫ Tk(u)
0
ψl(s)ds
)
dx dt =
=
∫
{|u|>k}
wµ(ksign(u)− (Tk(u)1(0,T ))µ)
(∫ u
0
ψl(s)ds−
∫ ksign(u)
0
ψl(s)ds
)
dx dt,
Iµ,l1,3,3 =
∫
ΩT
wµ(Tk(u)− (Tk(u)1(0,T ))µ)
(∫ Tk(u)
0
ψl(s)ds−
∫ (Tk(u)1(0,T ))µ
0
ψl(s)ds
)
dx dt,
Iµ,l1,3,4 =
∫
ΩT
w∂t((Tk(u)1(0,T ))µ)
(∫ (Tk(u)1(0,T ))µ
0
ψl(s)ds
)
dx dt
= −
∫
ΩT
∂tw
∫ (Tk(u)1(0,T ))µ
0
∫ σ
0
ψl(s)dsdσ dx dt−
∫
Ω
w(0)
∫ ωµ,k0
0
∫ σ
0
ψl(s)dsdσ dx
−−−→
µ→∞
−
∫
ΩT
∂tw
∫ Tk(u)
0
∫ σ
0
ψl(s)dsdσ dx dt−
∫
Ω
w(0)
∫ Tk(u0)
0
∫ σ
0
ψl(s)dsdσ dx = I
l
1,3,4.
The limits follows from the Lebesgue Dominated Convergence Theorem. Moreover, due to the fact
that |(Tk(u)1(0,T ))µ| ≤ k a.e. in ΩT and the monotonicity of σ 7→
∫ σ
0
ψl(s)ds a.e. in Ω, we notice
that Iµ,l1,3,2, I
µ,l
1,3,3 ≥ 0. Therefore,
lim sup
µ→∞
lim sup
n→∞
In,µ,l1 ≥ I l1,1 + I l1,2 + I l1,3,1 + I l1,3,4,
consequently
lim sup
µ→∞
lim sup
n→∞
In,µ,l1 ≥ −
∫
ΩT
∂tw
(
Tk(u)
∫ u
0
ψl(s)ds−
∫ Tk(u)
0
∫ σ
0
ψl(s)ds dσ
)
dx dt
+
∫
Ω
w(0)
(∫ Tk(u0)
0
∫ σ
0
ψl(s)ds dσ − Tk(u0)
∫ u0
0
ψl(s)ds
)
dx
+
∫
ΩT
∂tw Tk(u)
(∫ u
u0
ψl(s)ds
)
dx dt
+
∫
ΩT
∂twTk(u)
∫ u0
0
ψl(s)dsdσ dx dt+
∫
Ω
w(0)Tk(u0)
∫ u0
0
ψl(s)dsdσ dx
−
∫
ΩT
∂tw
∫ Tk(u)
0
∫ σ
0
ψl(s)dsdσ dx dt−
∫
Ω
w(0)
∫ Tk(u0)
0
∫ σ
0
ψl(s)dsdσ dx = 0,
which implies (60).
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Limit of In,µ,l3 . Since (A2) forces nonnegativeness of A(x,∇un) · ∇un, the radiation control (49)
is equivalent to
lim
l→∞
lim sup
n
∫
{l<|un|<l+1}
|A(x,∇un)∇un| dx dt = 0.
Then
|In,µ,l3 | =
∣∣∣∣∫
ΩT
wψ′l(un)(Tk(un)− (Tk(u)1(0,T ))µ)A(x,∇un) · ∇un dx dt
∣∣∣∣ ≤
≤ 2k||w||L∞(R)
∫
{l<|un|<l+1}
|A(x,∇un) · ∇un| dx dt,
which is independent of µ, so it implies
lim
l→∞
lim
µ→∞
lim sup
n→∞
In,µ,l3 = 0. (61)
Limit of In,µ,l4 . To deal with the limit with n→∞ we apply the Lebesgue Dominated Conver-
gence Theorem due to the continuity of the integrand and (50), i.e. un → u a.e. in ΩT . Moreover,
we know that (Tk(u)1(0,T ))µ → Tk(u) a.e. in ΩT when µ → ∞. Boundedness in L1 of the rest
terms enables to apply the Lebesgue Dominated Convergence Theorem and pass to the limit with
µ→∞. to get
lim
l→∞
lim
µ→∞
lim
n→∞
In,µ,l4 = 0. (62)
Identification of the limit A(x,∇(Tk(un))). Conclusion via the monotonicity trick.
Recall (59). Passing there to the limit, due to (62) and (61), we get
0 = lim sup
l→∞
lim sup
µ→∞
lim sup
n→∞
In,µ,l1
+ lim sup
l→∞
lim sup
µ→∞
lim sup
n→∞
∫
ΩT
wψl(un)A(x,∇Tk(un)) · ∇(Tk(un)− (Tk(u)1(0,T ))µ) dx dt+ 0.
When we take into account (60), then the above line becomes
lim sup
l→∞
lim sup
µ→∞
lim sup
n→∞
∫
ΩT
wψl(un)A(x,∇Tk(un)) · ∇(Tk(un)− (Tk(u)1(0,T ))µ) dx dt ≤ 0.
Note that due to (A2) we have A(x,∇Tk(un)) · ∇(Tk(un))) ≥ 0 and A(x, 0) = 0. Therefore, for
sufficiently large l, µ, n, since w, ψl ≥ 0, and (8), we have∫
ΩT
wA(x,∇Tk(un)) · ∇(Tk(un)) dx dt ≤
∫
ΩT
wA(x,∇Tk(un)) · ∇(Tk(u)1(0,T ))µ dx dt.
On the right-hand side above we use (57) and (46), and then for sufficiently large µ
lim sup
n→∞
∫
ΩT
wA(x,∇Tk(un)) · ∇(Tk(un)) dx dt ≤
∫
ΩT
wAk · ∇(Tk(u)1(0,T ))µ dx dt.
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Recall that ∇(Tk(u))µ M−→ ∇Tk(u). Therefore by Definition A.5 ii), the sequence
{M(x,∇(Tk(u)1(0,T ))µ/λ)}µ is uniformly bounded in L1(ΩT ;RN) for some λ and consequently,
by Lemma A.5 {∇(Tk(u)1(0,T ))µ}µ is uniformly integrable. Hence the Vitali Convergence Theo-
rem (Theorem A.5) gives
lim
µ→0
∫
ΩT
wAk · ∇(Tk(u)1(0,T ))µ dx =
∫
ΩT
wAk · ∇Tk(u) dx.
Consequently, we obtain (55). Following the monotonicity argument, as in the proof of Proposi-
tion 3.2, we prove that
A(x,∇(Tk(u))) = Ak a.e. in ΩT .
Monotonicity assumption (A3) of A implies
(A(x, η)− A(x,∇(Tk(un))) · (η −∇(Tk(un))) ≥ 0 a.e. in ΩT ,
for any η ∈ L∞(ΩT ;RN) ⊂ EM(ΩT ;RN). Since A(x, η) ∈ LM∗(ΩT ,RN) = (EM(ΩT ,RN))∗, we pass
to the limit with n→∞ and take into account (55) to conclude that∫
ΩT
w(A(x, η)−Ak) · (η −∇(Tk(u))) dx dt ≥ 0. (63)
Let us define
Ωk,KT = {(t, x) ∈ ΩT : |∇Tk(u)| ≤ K a.e. in ΩT}. (64)
We are going to show that
A(x,∇(Tk(u))) = Ak a.e. in Ωk,jT (65)
for arbitrary j. This implies the equality a.e. in ΩT , i.e. (54).
We fix arbitrary 0 < j < i and z ∈ L∞(ΩT ;RN). Consider a parameter h ∈ (0, 1) and choose
η = ∇u1Ωk,iT + hz1Ωk,jT .
Then in (63) we have
−
∫
ΩT \Ω
k,i
T
(A(x, 0)−Ak)∇u dx dt+ h
∫
Ωk,jT
(A(x,∇(Tk(u)) + hz)−Ak)z dx dt ≥ 0.
which becomes∫
ΩT \Ω
k,i
T
Ak · ∇u dx dt+ h
∫
Ωk,jT
(A(x,∇(Tk(u)) + hz)−Ak)z dx dt ≥ 0, (66)
because (A2) implies A(x, 0) = 0. The Fenchel-Young inequality applied to |Ak · ∇(Tk(u))| above
ensures (via the Lebesgue Dominated Convergence Theorem) that the first integral on the left-hand
side vanishes when i→∞. Therefore, after passing with i→∞ in (66), we obtain∫
Ωk,jT
(A(x,∇(Tk(u)) + hz)−Ak) · z dx dt ≥ 0 ∀h∈(0,1)
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where z and j are fixed. We are going to pass to the limit with h→ 0.
Note that
A(x,∇(Tk(u)) + hz) −−→
h→0
A(x,∇(Tk(u))) a.e. in Ωk,jT
and {A(x,∇(Tk(u)) + hz)}h is pointwise bounded on Ωk,jT (cf. [29, (9)]). Lemma A.2 yields
M∗ (x,A(x,∇(Tk(u)) + hz)) ≤ 2
cA
M
(
x,
2
cA
(∇(Tk(u)) + hz)
)
.
Since {M(x, 2
cA
(∇(Tk(u)) + hz))}h is uniformly bounded in L1(Ωk,jT ) (cf. (7) and (64)), also
{M∗ (x,A(x,∇(Tk(u)) + hz))}h is uniformly bounded in L1(Ωk,jT ). Hence, Lemma A.5 gives uniform
integrability of {A(x,∇(Tk(u)) + hz)}h on Ωk,jT . When we notice that |Ωk,jT | <∞, we can apply the
Vitali Convergence Theorem (Theorem A.5) to get
A(x,∇(Tk(u)) + hz) −−→
h→0
A(x,∇(Tk(u))) in L1(Ωk,jT ;RN).
Thus ∫
Ωk,jT
(A(x,∇(Tk(u)) + hz)−Ak) zw dx dt −−→
h→0
∫
Ωk,jT
(A(x, (Tk(u)))−Ak) zw dx dt.
Consequently, ∫
Ωk,jT
(A(x,∇(Tk(u)))−Ak) zw dx dt ≥ 0,
for any z ∈ L∞(ΩT ;RN). Let us take
z =
{
− A(x,∇(Tk(u)))−Ak
|A(x,∇(Tk(u)))−Ak |
if A(x,∇(Tk(u)))−Ak 6= 0,
0 if A(x,∇(Tk(u)))−Ak = 0.
We obtain ∫
Ωk,jT
w|A(x,∇(Tk(u)))−Ak|dx dt ≤ 0,
hence (65) holds. Taking into account that nonnegative w ∈ C∞c ([0, T )) is arbitrary, we get (54),
which completes the proof.
4 The proof of existence of renormalized solutions
Proof of Theorem 1.1. Obviously, when un solves (22) its limit u satisfies condition (R1), due to
Proposition 3.3 and Proposition 3.6. The remaining (R2)-(R3) require more arguments.
Condition (R3). Weak convergence of A(x,∇Tk(un)) · ∇Tk(un). The aim now is to prove
the key convergence for condition (R3), namely
A(x,∇Tk(un)) · ∇Tk(un) −⇀ A(x,∇Tk(u)) · ∇Tk(u) weakly in L1(ΩT ). (67)
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The reasoning involves the Chacon Biting Lemma and the Young measure approach. First we
observe that the sequence {[A(x,∇Tk(un)) − A(x,∇Tk(u))] · [∇Tk(un) − ∇Tk(un)]}n is uniformly
bounded in L1(ΩT ). Indeed,∫
ΩT
[A(x,∇Tk(un))−A(x,∇Tk(u))] · [∇Tk(un)−∇Tk(un)] dx dt ≤
≤
∫
ΩT
A(x,∇Tk(un))∇Tk(un)dx dt+
∫
ΩT
A(x,∇Tk(un))∇Tk(u)dx dt+
+
∫
ΩT
A(x,∇Tk(u))∇Tk(un)dx dt+
∫
ΩT
A(x,∇Tk(u))∇Tk(u)dx dt = II1 + II2 + II3 + II4,
where II1 is uniformly bounded due to (47), in the case of II2 and II3 the Fenchel-Young inequality
and (47) gives boundedness, while II4 is independent of n.
The monotonicity of A(x, ·), uniform boundedness of {[A(x,∇Tk(un))−A(x,∇Tk(u))]·[∇Tk(un)−
∇Tk(un)]}n in L1(ΩT ), and Theorem A.2 combined with Theorem A.3 give, up to a subsequence,
convergence
0 ≤ w[A(x,∇Tk(un))− A(x,∇Tk(u))] · [∇Tk(un)−∇Tk(u)]
b−→ w
∫
RN+1
[A(x, λ)−A(x,∇Tk(u))] · [λ−∇Tk(u)]dνt,x(λ),
(68)
where νt,x denotes the Young measure generated by the sequence {∇Tk(un)}n.
Since ∇Tk(un) −⇀ ∇Tk(u) in L1(ΩT ), we have
∫
RN+1
λ dνt,x(λ) = ∇Tk(u) for a.e. t ∈ (0, T ) and
a.e. x ∈ Ω. Then ∫
RN+1
A(x,∇Tk(u)) · [λ−∇Tk(u)]dνt,x(λ) = 0
and the limit in (68) is equal for a.e. t ∈ (0, T ) and a.e. x ∈ Ω to
w
∫
RN+1
[A(x, λ)− A(x,∇Tk(u))] · [λ−∇Tk(u)]dνt,x(λ) =
w
∫
RN+1
A(x, λ) · λ dνt,x(λ)− w
∫
RN+1
A(x, λ) · ∇Tk(u)dνt,x(λ).
(69)
Uniform boundedness of the sequence {A(x,∇Tk(un)) · ∇Tk(un)}n in L1(ΩT ) enables us to apply
once again Theorem A.2 combined with Theorem A.3 to obtain
A(x,∇Tk(un)) · ∇Tk(un) b−→
∫
RN+1
A(x, λ) · λ dνt,x(λ).
Moreover, assumption (A2) implies A(x,∇Tk(un)) · ∇Tk(un) ≥ 0. Therefore, due to (69) and (68),
we have
lim sup
n→∞
A(x,∇Tk(un))∇Tk(un) ≥
∫
RN+1
A(x, λ) · λ dνt,x(λ).
Taking into account that in (53) we can put Ak = A(x,∇Tk(u)) =
∫
RN+1
A(x, λ) dνt,x(λ), the above
expression implies
∇Tk(u)
∫
RN+1
A(x, λ) dνt,x(λ) ≥
∫
RN+1
A(x, λ) · λ dνt,x(λ).
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When we apply it, together with (69), the limit in (68) is non-positive. Hence,
[A(x,∇Tk(un))−A(x,∇Tk(u))] · [∇Tk(un)−∇Tk(u)] b−→ 0.
Observe further that A(x,∇Tk(u)) ∈ LM∗(Ω;RN) and we can choose ascending family of sets Ekj ,
such that |Ekj | → 0 for j → ∞ and A(x,∇Tk(u)) ∈ L∞(Ω \ Ekj ). Then, since ∇Tk(un) −⇀ ∇Tk(u),
we get
A(x,∇Tk(u)) · [∇Tk(un)−∇Tk(u)] b−→ 0
and similarly we conclude
A(x,∇Tk(un)) · ∇Tk(u) b−→ A(x,∇Tk(u)) · ∇Tk(u).
Summing it up we get
A(x,∇Tk(un)) · ∇Tk(un) b−→ A(x,∇Tk(u)) · ∇Tk(u).
Let us point out that (A2) ensures that both — the right and the left–hand sides are nonnegative.
Recall that Theorem A.4 together with (55) and (46) results in (67).
Condition (R3). Conclusion. Note that ∇un = 0 a.e. in {|un| ∈ {l, l + 1}}. Then (49)
implies
lim
l→∞
sup
n>0
∫
{l−1<|un|<l+2}
A(x,∇un) · ∇un dx = 0.
For gl : R→ R defined by
gl(s) =

1 if l ≤ |s| ≤ l + 1,
0 if |s| < l − 1 or |s| > l + 2,
is affine otherwise,
we have ∫
{l<|u|<l+1}
A(x,∇u) · ∇u dx dt ≤
∫
ΩT
gl(u)A(x,∇Tl+2(u)) · ∇Tl+2(u) dx dt. (70)
Let us remind that we know that un → u a.e. in ΩT (cf. (50)) and liml→∞ |{x : |un| > l}| = 0
(cf. (51)). Moreover, we have weak convergence (67), A(x,∇Tl+2(un)) ·∇Tl+2(un) ≥ 0 and function
gl is continuous and bounded. Thus, we infer that we can estimate the limit of the right-hand side
of (70) in the following way
0 ≤ lim
l→∞
∫
{l−1<|u|<l+2}
A(x,∇u) · ∇u dx dt ≤ lim
l→∞
∫
Ω
gl(u)A(x,∇Tl+2(u)) · ∇Tl+2(u) dx dt =
= lim
l→∞
lim
n→∞
∫
Ω
gl(un)A(x,∇Tl+2(un)) · ∇Tl+2(un) dx dt ≤
≤ lim
l→∞
lim
n→∞
∫
{l−1<|un|<l+2}
A(x,∇Tl+2(un)) · ∇Tl+2(un) dx dt = 0,
where the last equality comes from (49). Hence, our solution u satisfies condition (R3).
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Condition (R2). For the proof of (R2) we need to apply Lemma 2.1 for (22), arbitrary
h ∈ C1c (R) and ξ ∈ C∞c ([0, T )× Ω). Then
−
∫
ΩT
(∫ un
u0,n
h(σ)dσ
)
∂tξ dx dt+
∫
ΩT
A(x,∇un) · ∇(h(un)ξ) dx dt =
∫
ΩT
Tn(f)h(un)ξ dx dt. (71)
To pass to the limit with n → ∞ side above we fix R > 0 such that supp h ⊂ [−R,R]. The
right-hand converges to the desired limit due to the Lebesgue Dominated Convergence Theorem
since Tnf → f in L1(ΩT ) and {h(un)}n is uniformly bounded.
To pass to the limit on the left-hand side we notice that we have there
lim
n→∞
−
∫
ΩT
(∫ un
u0,n
h(σ)dσ
)
∂tξ dx dt = −
∫
ΩT
(∫ u
u0
h(σ)dσ
)
∂tξ dx dt,
where the equality is justified by the continuity of the integral. As for the second expression, we
can write ∫
ΩT
A(x,∇un) · ∇(h(un)ξ) dx dt =
∫
ΩT
h′(TR(un))A(x,∇TR(un))∇TR(un) ξ dx dt
+
∫
ΩT
h(TR(un))A(x,∇TR(un)) · ∇ξ dx dt = IIIn1 + IIIn2 .
Recall weak convergence of A(x,∇Tk(un)) · ∇Tk(un) in L1(ΩT ) (67). Since h′(un)ξ → h′(u)ξ a.e.
in ΩT and
‖h′(un)ξ‖L∞(ΩT ) ≤ ‖h′(un)‖L∞(ΩT )‖ξ‖L∞(ΩT ),
we pass to the limit with n → ∞ in IIIn1 . Whereas to complete the case of IIIn2 we observe
that Proposition 3.6 implies weak convergence of A(x,∇TR(un)) in L1(ΩT ) as n → ∞. Moreover,
{h(TR(un))}n converges a.e. in ΩT to h(TR(u)) and is uniformly bounded in L∞(ΩT ), so we can
pass to the limit. Altogether we have
lim
n→∞
(IIIn1 + III
n
2 ) =
∫
ΩT
h′(TR(u))A(x,∇u)∇TR(u) ξ dx dt+
∫
ΩT
h(TR(u))A(x,∇TR(u)) · ∇ξ dx dt.
Therefore, all the expressions of (71) converge to the limits as expected in (R2).
We already proved that u satisfies (R1), (R2), and (R3), hence it is a renormalized solution.
Uniqueness is a direct consequence of the comparison principle (Proposition 2.1).
Appendices
A Basics
Definition A.1 (N -function). Suppose Ω ⊂ RN is an open bounded set. A function M : Ω×RN →
R is called an N-function if it satisfies the following conditions:
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1. M is a Carathe´odory function (i.e. measurable with respect to x and continuous with respect
to the last variable), such that M(x, 0) = 0, infx∈ΩM(x, ξ) > 0 for ξ 6= 0, and M(x, ξ) =
M(x,−ξ) a.e. in Ω,
2. M(x, ξ) is a convex function with respect to ξ,
3. lim|ξ|→0 ess supx∈Ω
M(x,ξ)
|ξ|
= 0,
4. lim|ξ|→∞ ess infx∈Ω
M(x,ξ)
|ξ|
=∞.
Definition A.2 (Complementary function). The complementary function M∗ to a function M :
Ω× RN → R is defined by
M∗(x, η) = sup
ξ∈RN
(ξ · η −M(x, ξ)), η ∈ RN , x ∈ Ω.
Lemma A.1. If M is an N-function and M∗ its complementary, we have the Fenchel-Young
inequality
|ξ · η| ≤ M(x, ξ) +M∗(x, η) for all ξ, η ∈ RN and x ∈ Ω. (72)
Lemma A.2. Suppose M and A are such that (A2) is satisfied, then
M∗(x,A(x, η)) ≤ 2
cA
M
(
x,
2
cA
η
)
for η ∈ L∞(Ω;RN).
Proof. Since M∗ is convex, M∗(x, 0) = 0 and cA ∈ (0, 1], we notice that
M∗
(
x,
cA
2
A (x, η)
)
≤ cA
2
M∗(x,A(x, η)).
Taking this into account together with (A2) and (72) we have
cA (M(x, η) +M
∗(x,A(x, η))) ≤ cA
2
A(x, η) · 2
cA
η ≤M
(
x,
2
cA
η
)
+M∗
(
x,
cA
2
A(x, η)
)
≤
≤M
(
x,
2
cA
η
)
+
cA
2
M∗ (x,A(x, η)) .
We ignoreM(x, η) > 0 on the left-hand side above and rearrange the rest terms to get the claim.
Remark A.1. For any function f : RM → R the second conjugate function f ∗∗ is convex and
f ∗∗(x) ≤ f(x). In fact, f ∗∗ is a convex envelope of f , namely it is the biggest convex function
smaller or equal to f .
Lemma A.3 (cf. [14, 29]). Suppose a cube Qδj is an arbitrary one defined in (M) with δ0 = 1/(8
√
N)
and function M : RN× [0,∞)→ [0,∞) is log-Ho¨lder continuous, that is there exist constants a1 > 0
and b1 ≥ 1, such that for all x, y ∈ Ω with |x− y| ≤ 12 and all ξ ∈ RN we have (6). Let us consider
function M δj given by (3) and its greatest convex minorant (M
δ
j )
∗∗. Then there exist constants
a, c > 0, such that (2) is satisfied.
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Definition A.3 (∆2-condition). We say that an N-functionM : Ω×RN → R satisfies ∆2 condition
if for a.e. x ∈ Ω, there exists a constant c > 0 and nonnegative integrable function h : Ω→ R such
that
M(x, 2ξ) ≤ cM(x, ξ) + h(x).
Lemma A.4. For any N-function M : Ω × RN → R there exists a function m : R+ ∪ {0} → R,
such that
m(s) ≤ inf
x∈Ω, |ξ|=s
M(x, ξ) ∀s∈R+∪{0}. (73)
Proof. We consider the N -function m : R+ ∪ {0} → R defined as follows. Let
m∗(r) =
(
inf
x∈Ω, |ξ|=r
M(x, ξ)
)∗∗
.
Then, let m be a solution to the differential equation
m′(s) =
{
m′∗(s) for s : m
′
∗(s) ≤ αm∗(s)s ,
αm(s)
s
for s : m′∗(s) > α
m∗(s)
s
,
with the initial condition m(0) = 0 = m∗(0) and a certain α > 1. Note that m
′(s) ≤ m′∗(s) for every
s, so m(s) ≤ m∗(s). Due to Lemma A.1 also m∗(s) ≤ infx∈Ω, |ξ|=sM(x, ξ) for every s. Thus we
have (73). Moreover, by [52, Chapter II.2.3, Theorem 3, point 1. (ii)] m satisfies ∆2-condition.
The vital tool in our study is the following modular Poincare´-type inequality being a direct
consequence of [29, Theorem 2.3].
Theorem A.1 (Modular Poincare´ inequality, [29]). Let P : R+ → R+ be an arbitrary function
satisfying ∆2-condition and Ω ⊂ RN be a bounded domain, then there exist cP = c(Ω, N, P ) > 0
such that for every g ∈ W 1,1(ΩT ), such that
∫
ΩT
P (|∇g|) dx dt <∞, we have∫
ΩT
P (|g|) dx dt ≤ cP
∫
ΩT
P (|∇g|) dx dt.
Definition A.4 (Uniform integrability). We call a sequence {fn}∞n=1 of measurable functions fn :
Ω→ RN uniformly integrable if
lim
R→∞
(
sup
n∈N
∫
{x:|fn(x)|≥R}
|fn(x)|dx
)
= 0.
Definition A.5 (Modular convergence). We say that a sequence {ξi}∞i=1 converges modularly to ξ
in LM (Ω;R
N) (and denote it by ξi
M−−−→
i→∞
ξ), if
i) there exists λ > 0 such that ∫
Ω
M
(
x,
ξi − ξ
λ
)
dx→ 0,
equivalently
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ii) there exists λ > 0 such that{
M
(
x,
ξi
λ
)}
i
is uniformly integrable in L1(Ω) and ξi
i→∞−−−→ ξ in measure.
Lemma A.5 (Modular-uniform integrability, [33]). Let M be an N-function and {fn}∞n=1 be a se-
quence of measurable functions such that fn : Ω → RN and supn∈N
∫
Ω
M(x, fn(x))dx < ∞. Then
the sequence {fn}∞n=1 is uniformly integrable.
The following result can be obtained by the method of the proof of [46, Theorem 7.6].
Lemma A.6 (Density of simple functions, [46]). Suppose (4). Then the set of simple functions
integrable on ΩT is dense in LM(ΩT ) with respect to the modular topology.
Definition A.6 (Biting convergence). Let fn, f ∈ L1(Ω) for every n ∈ N. We say that a sequence
{fn}∞n=1 converges in the sense of biting to f in L1(Ω) (and denote it by fn b−→ f), if there exists a
sequence of measurable Ek – subsets of Ω, such that limk→∞ |Ek| = 0, such that for every k we have
fn → f in L1(Ω \ Ek).
To present basic information on the Young measures, let us denote the space of signed Radon
measures with finite mass by M(RN).
Theorem A.2 (Fundamental theorem on the Young measures). Let U ⊂ RN and zj : U → RN be
a sequence of measurable functions. Then there exists a subsequence {zj,k} and a family of weakly-*
measurable maps νx : U →M(RN), such that:
• νx ≥ 0, ‖νx‖M(RN ) =
∫
RN
dνx ≤ 1 for a.e. x ∈ U .
• For every f ∈ C0(RN), we have f(zj,k) ∗−⇀ f¯ in L∞(U). Moreover, f¯(x) =
∫
RN
f(λ) dνx(λ).
• Let K ⊂ RN be compact. Then supp νx ⊂ K, if dist(zj,k, K)→ 0 in measure.
• ‖νx‖M(RN ) = 1 for a.e. x ∈ U if and only if the tightness condition is satisfied, that is
limR→∞ supk |{|zj,k| ≥ R}| = 0.
• If the tightness condition is satisfied, A ⊂ U is measurable, f ∈ C(RN), and {f(zj,k)} is
relatively weakly compact in L1(A), then f(zj,k) −⇀ f¯ in L1(A) and f¯(x) =
∫
RN
f(λ) dνx(λ).
The family of maps νx : U →M(RN) is called the Young measure generated by the sequence {zj,k}.
Theorem A.3 (The Chacon Biting Lemma, cf. Theorem 6.6 in [49]). Let the sequence {fn}n be
uniformly bounded in L1(Ω). Then there exists f ∈ L1(Ω), such that fn b−→ f .
The consequence of the above result is the following, cf. [49, Lemma 6.9].
Theorem A.4. Let fn ∈ L1(Ω) for every n ∈ N, fn(x) ≥ 0 for every n ∈ N and a.e. x in Ω.
Moreover, suppose fn
b−→ f and lim supn→∞
∫
Ω
fndx ≤
∫
Ω
fdx. Then fn −⇀ f in L1(Ω) for n→∞.
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Lemma A.7 (The Young Inequality for convolutions). Suppose q, r, s ≥ 1, 1/q + 1/r + 1/s = 2,
and u ∈ Lq, v ∈ Lr, ψ ∈ Ls. Then∣∣∣∣∫
RN
ψ(x) · (u ∗ v)(x) dx
∣∣∣∣ ≤ ‖u‖Lq‖v‖Lr‖ψ‖Ls.
Theorem A.5 (The Vitali Convergence Theorem). Let (X, µ) be a positive measure space, µ(X) <
∞, and 1 ≤ p <∞. If {fn} is uniformly integrable in Lpµ, fn(x)→ f(x) in measure and |f(x)| <∞
a.e. in X, then f ∈ Lpµ(X) and fn(x)→ f(x) in Lpµ(X).
B Approximation
Let κδ = 1 − δ/R. For a measurable function ξ : [0, T ] × RN → RN with supp ξ ⊂ [0, T ] × Ω, we
define
Sδ(ξ(t, x)) =
∫
Ω
ρδ(x− y)ξ(t, κδy)dy, (74)
where ρδ(x) = ρ(x/δ)/δ
N is a standard regularizing kernel on RN (i.e. ρ ∈ C∞(RN), supp ρ ⊂⊂
B(0, 1) and
∫
Ω
ρ(x)dx = 1, ρ(x) = ρ(−x)). Let us notice that ξδ ∈ C∞c (RN ;RN).
Lemma B.1. Suppose M is an N-function satisfying condition (M) and Ω is a star-shape domain
with respect to a ball B(0, R) for some R > 0. Let Sδ be given by (74) and δ < δ0. Then there exist
a constant C > 0 independent of δ such that∫
ΩT
M(x, Sδξ(t, x)) dx dt ≤ C
∫
ΩT
M(x, ξ(t, x)) dx dt (75)
for every ξ ∈ LM (ΩT ;RN) ∩ L1(ΩT ).
Proof. For 0 < δ < R it holds that (
1− δ
R
)
Ω + δB(0, 1) ⊂ Ω.
Therefore, Sδξ ∈ L∞(0, T ;C∞c (Ω)). Let 0 < δ < δ1 := min{R/4, δ0} and {Qδj}Nδj=1 be a family defined
in (M). We consider M δj (ξ) given by (3) and (M
δ
j (ξ))
∗∗, see Remark A.1. Since M(x, ξδ(x)) = 0
whenever ξδ(x) = 0, we have∫ T
0
∫
Ω
M(x, Sδ(ξ(t, x)))dxdt =
Nδ∑
j=1
∫ T
0
∫
Qδj∩Ω
M(x, Sδ(ξ(t, x)))dxdt =
=
Nδ∑
j=1
∫ T
0
∫
Qδj∩{x:ξδ(x)6=0}
M(x, Sδ(ξ(t, x)))
(M δj (Sδ(ξ(t, x))))
∗∗
(M δj (Sδ(ξ(t, x))))
∗∗dxdt.
(76)
Our aim is to show now the following uniform bound
M(x, Sδ(ξ(t, x)))
(M δj (Sδ(ξ(t, x))))
∗∗
≤ C (77)
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for sufficiently small δ > 0, x ∈ Qδj ∩ Ω with c independent of δ, x and j.
Let us fix an arbitrary cube and take x ∈ Qδj . For sufficiently small δ (i.e. δ < δ0), due to (2), we
obtain
M(x, Sδ(ξ(t, x)))
(M δj (Sδ(ξ(t, x))))
∗∗
≤ c
(
1 + |Sδ(ξ(t, x))|−
a
log(3δ
√
N)
)
. (78)
To estimate the right–hand side of (78) we consider Sδ given by (74). Denote
K = sup
B(0,1)
|ρ(x)|.
Note that for any x, y ∈ Ω and each δ > 0 we have
ρδ(x− y) ≤ K/δN .
Without loss of generality it can be assumed that ‖ξ‖L∞(0,T ;L1(Ω)) ≤ 1, so
|Sδξ(t, x)| ≤ K
δN
∫
Ω
|ξ(t, κδy)|dy ≤ K
δNκδ
‖ξ‖L∞(0,T ;L1(Ω)) ≤ 2K
δN
. (79)
Note that ∣∣δN ∣∣ alog(bδ) = exp aN log δ
log(bδ)
is bounded for δ ∈ [0, δ0]. We combine this with (78) and (79) to get
M(x, Sδ(ξ(t, x)))
(M δj (Sδ(ξ(t, x))))
∗∗
≤ c
(
1 +
∣∣∣∣2KδN
∣∣∣∣− alog(bδ)
)
≤ C.
Thus, we have obtained (77).
Now, starting from (76), noting (77) and the fact that (M δj (ξ))
∗∗=0 if and only if ξ = 0, we
observe∫ T
0
∫
Ω
M(x, Sδξ(t, x))dx =
Nδ∑
j=1
∫ T
0
∫
Qδj∩{x:ξδ(x)6=0}
M(x, Sδξ(t, x))
(M δj (Sδ(ξ(t, x))))
∗∗
(M δj (Sδ(ξ(t, x))))
∗∗dxdt ≤
≤ C
Nδ∑
j=1
∫ T
0
∫
Qδj∩{x:ξδ(x)6=0}
(M δj (Sδ(ξ(t, x))))
∗∗dxdt ≤
≤ C
Nδ∑
j=1
∫ T
0
∫
Qδj∩Ω
(M δj )
∗∗
(∫
B(0,δ)
ρδ(y)ξ(t, κδ(x− y))dy
)
1Qδj∩Ω
(x)dxdt ≤
≤ C
Nδ∑
j=1
∫ T
0
∫
RN
(M δj )
∗∗
(∫
B(0,δ)
ρδ(y)ξ(t, κδ(x− y))1Qδj∩Ω(x)dy
)
dxdt ≤
≤ C
Nδ∑
j=1
∫ T
0
∫
RN
(M δj )
∗∗
(∫
RN
ρδ(y)ξ(t, κδ(x− y))1Q˜δj∩Ω(x− y)dy
)
dxdt.
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Note that by applying the Jensen inequality the right-hand side above can be estimated by the
following quantity
C
Nδ∑
j=1
∫ T
0
∫
RN
∫
RN
ρδ(y)(M
δ
j )
∗∗
(
ξ(t, κδ(x− y))1Q˜δj∩Ω(x− y)
)
dy dxdt ≤
≤ C‖ρδ‖L1(B(0,δ);RN )
Nδ∑
j=1
∫ T
0
∫
RN
(M δj )
∗∗
(
ξ(t, κδz)1Q˜δj∩Ω
(z)
)
dzdt ≤
≤ C
Nδ∑
j=1
∫ T
0
∫
Q˜δj∩Ω
(M δj )
∗∗ (ξ(t, κδz))dzdt.
We applied inequality for convolution, boundedness of ρδ, once again the fact that (M
δ
j (ξ))
∗∗=0
if and only if ξ = 0. Then, by the definition of M δj (ξ) (3) and properties of (M
δ
j (ξ))
∗∗, see Re-
mark A.1, we realize that
C
Nδ∑
j=1
∫ T
0
∫
Q˜δj∩Ω
(M δj )
∗∗ (ξ(t, κδz))dzdt ≤ C
Nδ∑
j=1
∫ T
0
∫
κδQ
δ
j
M (x, ξ(t, x))dxdt ≤
≤ C
Nδ∑
j=1
∫ T
0
∫
2Qδj
M (x, ξ(t, x))dxdt ≤ C(N)
∫ T
0
∫
Ω
M (x, ξ(t, x))dxdt.
The last inequality above stands for computation of a sum taking into account the measure of re-
peating parts of cubes.
We get (75) by summing up the above estimates.
Proof of Theorem 2.1. If Ω is a bounded Lipschitz domain in RN , then there exists a finite family
of open sets {Ωi}i∈I and a finite family of balls {Bi}i∈I such that
Ω =
⋃
i∈I
Ωi
and every set Ωi is star-shaped with respect to ball B
i of radius Ri (see e.g. [48]). Let us introduce
the partition of unity θi with 0 ≤ θi ≤ 1, θi ∈ C∞0 (Ωi), supp θi = Ωi,
∑
i∈I θi(x) = 1 for x ∈ Ω. We
define Qi := (0, T )× Ωi.
Fix arbitrary ϕ ∈ V M,∞T (Ω). We will show that there exists a constant λ > 0 such that for each
ε, there exist ϕε ∈ L∞(0, T ;C∞c (Ω)), such that∫
ΩT
M
(
x,
∇ϕε −∇ϕ
λ
)
dx dt < ε.
We contruct ϕε by analysis of Sδ(Tlϕ), where Sδ is defined in (74) and truncation T is given by (5).
Namely, we are going to show that there exists a constant λ > 0 such that
lim
l→∞
lim
δ→0+
∫
ΩT
M
(
x,
∇Sδ(Tl(ϕ))−∇ϕ
λ
)
dxdt = 0.
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Since ∫
ΩT
M
(
x,
∇Sδ(Tl(ϕ))−∇ϕ
λ
)
dxdt ≤
∑
i∈I
∫
Qi
M
(
x,
∇Sδ(Tl(ϕ))−∇ϕ
λ
)
dxdt
it suffices to prove it to prove convergence to zero of each integral from the right-hand side.
Let us consider a family of measurable sets {En}n such that
⋃
nEn = ΩT and a simple vector
valued function
En(t, x) =
n∑
j=0
1Ej(t, x)~aj(t, x),
converging modularly to ∇(Tlϕ) with λ3 (cf. Definition A.5) which exists due to Lemma A.6.
Note that
∇Sδ(Tlϕ)−∇ϕ =
(∑
i∈I
∇Sδ(θiTlϕ)− SδEn
)
+ (SδE
n − En) + (En −∇(Tlϕ)) + (∇(Tlϕ)−∇ϕ).
Convexity of M(x, ·) implies∫
Qi
M
(
x,
∇Sδ(Tlϕ)−∇ϕ
λ
)
dxdt =
≤ λ1
λ
∫
Qi
M
(
x,
∇Sδ(Tlϕ)− SδEn
λ1
)
dxdt+
λ2
λ
∫
Qi
M
(
x,
SδE
n −En
λ2
)
dxdt
+
λ3
λ
∫
Qi
M
(
x,
En −∇(Tlϕ)
λ3
)
dxdt+
λ4
λ
∫
Qi
M
(
x,
∇(Tlϕ)−∇ϕ
λ4
)
dxdt =
= Ll,n,δ1 + L
l,n,δ
2 + L
l,n,δ
3 + L
l,n,δ
4 ,
where λ =
∑4
i=1 λi, λi > 0. We have λ3 fixed already. Let us take λ1 = λ3.
We note that Tlϕ ∈ V M,∞T (Ω) and for each i ∈ I we have
θi · Tlϕ ∈ L∞(Qi) ∩ L∞(0, T ;L2(Ωi)) ∩ L1(0, T ;W 1,10 (Ωi))
and
∇(θiTlϕ) = Tlϕ∇θi + θi∇Tlϕ ∈ LM (Ω;RN).
Furthermore,
∑
i∈I ∇(θiTlϕ) = ∇(Tlϕ).
Let us notice that
Ll,n,δ1 =
λ1
λ
∫
Qi
M
(
x, Sδ
(
En −∑i∈I ∇(θiTlϕ)
λ1
))
dxdt.
Due to Lemma B.1 the family of operators Sδ is uniformly bounded from LM(Ω;R
N)
to LM(Ω;R
N) and we can estimate 0 ≤ Ll,n,δ1 ≤ CLl,n,δ3 . Furthermore, Lemma A.6 implies that
limn→∞ limδ→0+ L
l,n,δ
3 = 0, so liml→∞ limδ→0+ L
l,n,δ
1 = 0 as well.
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Let us concentrate on Ll,n,δ2 . The Jensen inequality and then the Fubini theorem lead to
λ
λ2
Ll,n,δ2 =
∫
Qi
M
(
x,
En(t, x)− SδEn(t, x)
λ2
)
dxdt
=
∫
Qi
M
(
x,
1
λ2
∫
B(0,δ)
̺δ(y)
n∑
j=0
[1Ej(t, x)~aj(t, x)− 1Ej(t, κδ(x− y))~aj(t, κδ(x− y))] dy
)
dx dt
≤
∫
B(0,δ)
̺δ(y)
(∫
Qi
M
(
x,
1
λ2
n∑
j=0
[1En(t, x)~aj(t, x)− 1Ej(t, κδ(x− y))~aj(t, κδ(x− y))]
)
dx
)
dy dt.
(80)
Using the continuity of the shift operator in L1 we observe that poinwisely
n∑
j=0
[1Ej(t, x)~aj(t, x)− 1Ej(t, κδ(x− y))~aj(t, κδ(x− y))] δ→0−−→ 0.
Moreover, when we fix arbitrary λ2 > 0 we have
M
(
x,
1
λ2
n∑
j=0
[1Ej(t, x)~aj(t, x)− 1Ej(t, κδ(x− y))~aj(t, κδ(x− y))]
)
≤ sup
η∈RN : |η|=1
M
(
x,
1
λ2
n∑
j=0
|~aj|η
)
<∞
and the Lebesgue Dominated Convergence Theorem provides the right-hand side of (80) converges
to zero.
To prove the convergence of Ll,n,δ4 , which is independent of δ and n, we observe that when
l → ∞ we have Tlϕ → ϕ strongly in L1(0, T ;W 1,10 (Ω)) and therefore also, up to a subsequence,
almost everywhere. Moreover, M(x,∇Tlϕ) ≤ M(x,∇ϕ) a.e. in ΩT . Consequently, the sequence
{M(x,∇Tlϕ)}l is uniformly integrable. Taking into account its poinwise convergence, we infer
modular convergence ∇Tlϕ M−−−→
l→∞
∇ϕ. Thus, there exist a constant λ4, such that liml→∞ Ll,n,δ4 = 0.
Passing to the limit completes the proof of modular convergence of the approximating sequence
from L∞(0, T ;C∞c (Ω)). The modular convergence of gradients implies their strong L
1-convergence.
C Weak formulation
Proof of Lemma 2.1. Let h ∈ W 1,∞(R) be such that supp(h′) is compact. Let us note that h1, h2 :
R→ R given by
h1(t) =
∫ t
−∞
(h′)+(s) ds, g+ := max{0, g}, h2(t) =
∫ t
−∞
(h′)−(s) ds, g− := min{0, g}
are Lipschitz continuous functions. Moreover, h1 is non-decreasing, h2 is non-increasing, and
h = h1 + h2. In both cases there exists k > 0 such that supp(h
′) ⊂ [−k, k], thus
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h(u) = h(Tk(u)) = h1(Tk(u)) + h2(Tk(u)). Furthermore, h1(Tk(u)), h2(Tk(u)) ∈ L∞(ΩT ) and
∇(h1(Tk(u))),∇(h2(Tk(u))) ∈ LM(ΩT ;RN). It follows from the existence of modularly converg-
ing sequence ∇(Tk(u))ε, cf. Theorem 2.1, which via Definition A.5 implies uniform integrability
of {
M
(
x,
h′1((Tk(u))ε)∇(Tk(u))ε
λ
)}
ε
for some λ > 0.
We start with the proof for nonnegative ξ, which we extend in the following way
ξ(t, x) =

ξ(−t, x), t < 0,
ξ(t, x), t ∈ [0, T ],
0, t > T.
(81)
Additionally, we extend u(t, x) = u0(x) for t < 0. Let further fix d > 0 and
ζ :=h1(Tk(u))ξ,
ζd(t, x) :=
1
d
∫ t+d
t
ζ(σ, x) dσ, ζ˜d(t, x) :=
1
d
∫ t
t−d
ζ(σ, x) dσ.
(82)
Note that due to the same reasoning as for h(u), also ζd, ζ˜d(t, x) : ΩT → R belong to V M,∞T (Ω). Fur-
thermore, ∂tζd, ∂tζ˜d(t, x) ∈ L∞(ΩT ). Then ζd(T, x) = ζ˜d(0, x) = 0 for all x ∈ Ω and d > 0. We can
use approximating sequences ((ζd)ς)ε, ((ζ˜d)ς)ε ∈ C∞c (0, T ;C∞c (Ω)), where ς stands for mollification
with respect to the time variable, and ε denotes modular approximation from Theorem 2.1 as test
functions in (13). We get∫
ΩT
A · ∇(((ζd)ς)ε) dx dt−
∫
ΩT
F (((ζd)ς)ε) dx dt =
∫
ΩT
(u(t, x)− u0(x)) ∂t(((ζd)ς)ε) dx dt. (83)
Since a modular convergence entails a weak one the Lebesgue Dominated Convergence Theorem
enables to pass to the limit with ς, ε → 0 on the right–hand side. On the left–hand side the
properities of the regularising kernel together with Lemma A.7 ensures the convergence. In turn,
we obtain∫
ΩT
A · ∇ζd dx dt−
∫
ΩT
Fζd dx dt =
∫
ΩT
(u(t, x)− u0(x)) 1
d
(ζ(t+ d, x)− ζ(t, x)) dxdt =
=
1
d
(J1 + J2 + J3) ,
(84)
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where ζ(t, x) = 0 for t > T , ξ is extended by (81) u(t, x) = u0(x) for t < 0, and
J1 =
∫ T
0
∫
Ω
ζ(t+ d, x)u(t, x)dxdt =
∫ T
d
∫
Ω
ζ(t, x)u(t− d, x)dxdt,
J2 = −
∫ T
0
∫
Ω
ζ(t, x)u(t, x)dxdt, (85)
J3 = −
∫ T
0
∫
Ω
ζ(t+ d, x)u0(x) dxdt+
∫ T
0
∫
Ω
ζ(t, x)u0(x) dxdt =
= −
∫ T+d
d
∫
Ω
ζ(t, x)u0(x) dxdt+
∫ T
0
∫
Ω
ζ(t, x)u0(x) dxdt =
=
∫ d
0
∫
Ω
ζ(t, x)u0(x) dxdt−
∫ T+d
T
∫
Ω
ζ(t, x)u0(x) dxdt =
=
∫ d
0
∫
Ω
ζ(t, x)u(t− d, x)dxdt. (86)
Using (85) and (86) in (84) we get∫
ΩT
A · ∇ζd dx dt−
∫
ΩT
Fζd dx dt =
∫
ΩT
1
d
ζ(t, x) (u(t− d, x)− u(t, x)) dxdt. (87)
Note that for any s1, s2 ∈ R we have∫ s2
s1
h1(Tk(σ))dσ ≥ h1(Tk(s1))(s2 − s1). (88)
Then
1
d
∫
ΩT
ζ(t, x) (u(t− d, x)− u(t, x)) dxdt ≤ 1
d
∫
ΩT
ξ(t, x)
∫ u(t−d,x)
u(t,x)
h1(Tk(σ))dσ dx dt.
Applying it in (87), following the same reasoning as in (86), we get∫
ΩT
A · ∇ζd dx dt−
∫
ΩT
Fζd dx dt ≤ 1
d
∫
ΩT
ξ(t, x)
(∫ u(t−d,x)
u(t,x)
h1(Tk(σ))dσ
)
dx dt =
=
1
d
∫
ΩT
(ξ(t+ d, x)− ξ(t, x))
(∫ u(t−d,x)
u(0,x)
h1(Tk(σ))dσ
)
dx dt.
(89)
Passing to a subsequence if necessary, we have ζd
∗−⇀ ξh1(Tk(u)) weakly-* in L∞(ΩT ), when dց 0.
Since ∇ζd = [(∇ξ)h1(Tk(u))]d + [ξ∇(h1(Tk(u)))]d and [(∇ξ)h1(Tk(u))]d ∗−⇀ (∇ξ)h1(Tk(u)) weakly-*
in L∞(ΩT ;R
N), when d ց 0, by the Jensen inequality ∇ζd M−→ ∇(ξh1(Tk(u))). Moreover,ζd ∗−⇀
ξh1(Tk(u)) weakly-* in L
∞(ΩT ), when dց 0. Therefore, passing to the limit in (89) implies∫
ΩT
A · ∇(h1(Tk(u))ξ) dx dt−
∫
ΩT
F (h1(Tk(u))ξ) dx dt ≤
∫
ΩT
∂tξ
∫ u(t,x)
u0
h1(Tk(σ)) dσ dx dt. (90)
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Since Tk(u0) ∈ L∞(Ω), there exists a sequence {un0}n ⊂ C∞c (Ω) such that Tk(un0 ) → Tk(u0)
in L1(Ω) and a.e. in Ω as n → ∞. For t < 0 and all x ∈ Ω we put u(t, x) = u0(x). Recall that
we consider nonnegative ξ ∈ C∞c ([0, T ) × Ω) extended by (81). Note that the sequence {(ζ˜d)ε}
approximating ζ˜d, given by (82), can be used as a test function in (13). Via arguments of (83), we
pass to the limit with ε→ 0 getting∫
ΩT
A · ∇ζ˜d dx dt−
∫
ΩT
F ζ˜d dx dt =
∫
ΩT
1
d
(ζ(t, x)− ζ(t− d, x)) (u(t, x)− u0(x)) =
=
1
d
(K1 +K2 +K3) ,
where
K1 =
∫ T
0
∫
Ω
ζ(t, x)u(t, x)dxdt =
∫ T+d
d
∫
Ω
ζ(t− d, x)u(t− d, x)dxdt,
K2 = −
∫ T
0
∫
Ω
ζ(t− d, x)u(t, x)dxdt, (91)
K3 = −
∫ T
0
∫
Ω
ζ(t, x)u0(x) dxdt+
∫ T
0
∫
Ω
ζ(t− d, x)u0(x) dxdt =
=
∫ 0
−d
∫
Ω
ζ(t, x)u0(x) dxdt =
∫ d
0
∫
Ω
ζ(t− d, x)u0(x)dxdt. (92)
Therefore, (91) and (92) give∫
ΩT
A · ∇ζ˜d dx dt−
∫
ΩT
F ζ˜d dx dt =
1
d
(L1 + L2) , (93)
with
L1 =
∫ T
d
∫
Ω
ζ(t− d, x)(u(t− d, x)− u(t, x)) dxdt,
L2 =
∫ d
0
∫
Ω
h1(Tk(u
n
0))ξ(u(t− d, x)− u(t, x)) dxdt+
+
∫ d
0
∫
Ω
(h1(Tk(u0))− h1(Tk(un0 )))ξ(u(t− d, x)− u(t, x)) dxdt
for sufficiently small d, because ξ(·, x) has a compact support in [0, T ) almost everywhere in Ω. Due
to (88), we have∫ u(t,x)
u(t−d,x)
−(h1(Tk(σ))) dσ ≤ −(u(t, x)− u(t− d, x))h1(Tk(u(t− d, x))) a.e. in (d, T )× Ω,∫ u(t,x)
u(t−d,x)
−(h1(Tk(σ))) dσ ≤ −(u(t, x)− u0)h1(Tk(u0)) a.e. in (0, d)× Ω.
(94)
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Combining (93) and (94) we get∫
ΩT
A · ∇ζ˜d dx dt−
∫
ΩT
F ζ˜d dx dt ≥ 1
d
∫
ΩT
ξ(t, x)
(∫ u(t−d,x)
u(t,x)
h1(Tk(σ))dσ
)
dx dt+
+
∫ d
0
∫
Ω
(h1(Tk(u0))− h1(Tk(un0)))ξ(u0 − u(t, x))dx dt
≥ 1
d
∫
ΩT
(ξ(t− d, x)− ξ(t, x))
(∫ u(t−d,x)
u(t,x)
h1(Tk(σ))dσ
)
dx dt+
−
∫
Ω
|h1(Tk(un0))− h1(Tk(u0))||ξ|(|u0|+ |u(t, x)|)dx dt.
To pass with d ց 0 and then n → ∞ on the left-hand side above, as in (90), by the Lebesgue
Dominated Convergence Theorem we obtain∫
ΩT
A · ∇(h1(Tk(u))ξ) dx dt−
∫
ΩT
F (h1(Tk(u))ξ) dx dt ≥ 1
d
∫
ΩT
∂tξ
∫ u(t,x)
u0
h1(Tk(σ)) dσ dx dt. (95)
Combining (90) with (95) we conclude∫
ΩT
A · ∇(h1(Tk(u))ξ) dx dt−
∫
ΩT
F (h1(Tk(u))ξ) dx dt =
1
d
∫
ΩT
∂tξ
∫ u(t,x)
u0
h1(Tk(σ)) dσ dx dt. (96)
for all nondecreasing and Lipschitz h1 : R→ R and for all nonnegative ξ.
We can replace h1(Tk(u)) by −h2(Tk(u)) in (96) and in turn we can also replace it by h(Tk(u)) =
h(u). Since ξ = ξ+ + ξ−, where ξ+, ξ− ∈ V M,∞T (Ω) we get the claim.
D Comparison principle
Proof of Proposition 2.1. Let us define two-parameter family of functions βτ,r : R→ R by
βτ,r(s) :=

1 for s ∈ [0, τ ],
−s+τ+r
r
for s ∈ [τ, τ + r],
0 for s ∈ [τ + r, T ]
with arbitrary τ ∈ (0, T ) and sufficiently small r > 0, such that τ + r < T , one-parameter family
of functions Hδ : R→ R by
Hδ(s) =

0, s ≤ 0,
s/δ, s ∈ (0, δ),
1, s ≥ δ,
with δ ∈ (0, 1) and sets
QδT = {(t, x) : 0 < Tl+1(v1)− Tl+1(v2) < δ},
Qδ+T = {(t, x) : Tl+1(v1)− Tl+1(v2) ≥ δ}.
42
Using (R2) with h(v1) = ψl(v
1), ξ = Hδ(Tl+1(v
1) − Tl+1(v2))βτ,r(t) and h(v2) = ψl(v2), ξ =
Hδ(Tl+1(v
1)− Tl+1(v2))βτ,r(t) and subtract the second from the first we get
Dδ,r,l,τ1 +D
δ,r,l,τ
2 +D
δ,r,l,τ
3 +D
δ,r,l,τ
4 +D
δ,r,l,τ
5 =
=−
∫
ΩT
(∫ v20
v10
ψl(σ)dσ +
∫ v1
v2
ψl(σ)dσ
)
∂t(Hδ(Tl+1(v
1)− Tl+1(v2)))βτ,r(t) dx dt+
+
∫
Ω
1
r
∫ τ+r
τ
(∫ v20
v10
ψl(σ)dσ +
∫ v1
v2
ψl(σ)dσ
)
Hδ(Tl+1(v
1)− Tl+1(v2)) dt dx+
+
∫
QδT
1
δ
(A(x,∇v1)(ψl(v1)− ψl(v2))∇((Tl+1(v1)− Tl+1(v2))βτ,r(t)) dx dt+
+
∫
QδT
1
δ
(A(x,∇v1)− A(x,∇v2))ψl(v2)∇((Tl+1(v1)− Tl+1(v2))βτ,r(t)) dx dt+
+
∫
Qδ
T
∪Qδ+
T
(A(x,∇v1)∇v1ψ′l(v1)−A(x,∇v2)∇v2ψ′l(v2))Hδ(Tl+1(v1)− Tl+1(v2))βτ,r(t) dx dt =
=
∫
QδT∪Q
δ+
T
(f 1ψl(v
1)− f 2ψl(v2))Hδ(Tl+1(v1)− Tl+1(v2))βτ,r(t) dx dt = Dδ,r,l,τR .
We observe that
|Dδ,r,l,τ1 | ≤
∫
QδT
∣∣∣∣∣∂t
(∫ v20
v10
ψl(σ)dσ +
∫ v1
v2
ψl(σ)dσ
)
1
δ
(Tl+1(v
1)− Tl+1(v2))βτ,r(t)
∣∣∣∣∣ dx dt+
+
∫
QδT
∣∣∣∣∣
(∫ v20
v10
ψl(σ)dσ +
∫ v1
v2
ψl(σ)dσ
)
1
δ
(Tl+1(v
1)− Tl+1(v2))∂tβτ,r(t)
∣∣∣∣∣ dx dt =
=
∫
QδT
∣∣∣∣(ψl(∂t(Tl+1(v1))− ψl(∂tTl+1(v2))) 1δ · δ
∣∣∣∣ dx dt+
+
∫
QδT
∣∣∣∣(Tl+1(v10)− Tl+1(v20) + Tl+1(v1)− Tl+1(v2)) 1δ · δ
∣∣∣∣ dx dt ≤ (2 + 4(l + 1))|QδT |.
Hence, the Dominated Convergence Theorem yields that Dδ,r,l,τ1 → 0 when δ → 0. In the case of
Dδ,r,l,τ2 , D
δ,r,l,τ
5 , and D
δ,r,l,τ
R it also suffices to apply the Dominated Convergence Theorem. Further-
more, the monotonicity of truncations implies Dδ,r,l,τ3 ≥ 0, whereas the monotonicity of A implies
Dδ,r,l,τ4 ≥ 0. We erase nonnegative terms on the left-hand side and pass to the limit with δ → 0 in
the remaining ones, getting
lim
δ→0
Dδ,r,l,τ2 + lim
δ→0
Dδ,r,l,τ5 = D
r,l,τ
2 +D
r,l,τ
5 =
=
∫
Ω
1
r
∫ τ+r
τ
(∫ v20
v10
ψl(σ)dσ +
∫ v1
v2
ψl(σ)dσ
)
sgn+0 (Tl+1(v
1)− Tl+1(v2)) dt dx+
+
∫
ΩT
(A(x,∇v1)∇v1ψ′l(v1)−A(x,∇v2)∇v2ψ′l(v2))sgn+0 (Tl+1(v1)− Tl+1(v2))βτ,r(t) dx dt ≤
≤
∫
ΩT
(f 1ψl(v
1)− f 2ψl(v2))sgn+0 (Tl+1(v1)− Tl+1(v2)) dx dt = lim
δ→0
Dδ,r,l,τR .
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What is more, due to (49) and uniform boundedness of the rest expression in Dr,l,τ5 , we infer that
liml→∞D
r,l,τ
5 = 0. The Monotone Convergence Theorem enables to pass with l → ∞ also in Dr,l,τ2
and Dr,l,τ5 . Consequently, we obtain∫
Ω
1
r
∫ τ+r
τ
(
v20 − v10 + v1 − v2
)
sgn+0 (v
1 − v2) dt dx ≤
∫
ΩT
(f 1 − f 2)sgn+0 (v1 − v2) dx dt.
Since a.e. τ ∈ [0, T ) is the Lebesgue point of the integrand on the left-hand side and we can pass
with r → 0. After rearranging terms it results in∫
Ω
(v1(τ, x)− v2(τ, x))sgn+0 (v1(τ, x)− v2(τ, x))dx ≤
≤
∫
ΩT
(f 1(t, x)− f 2(t, x))sgn+0 (v1(τ, x)− v2(τ, x))dx dt
+
∫
Ω
(v10(τ, x)− v20(τ, x))sgn+0 (v1(τ, x)− v2(τ, x))dx.
,
for a.e. τ ∈ (0, T ). Note that the left-hand side is nonnegative. Since f 2 ≥ f 1 and v20 ≥ v10, the right-
hand side is nonpositive. Hence, sgn+0 (v
1(τ, x)− v2(τ, x)) = 0 for a.e. τ ∈ (0, T ) and consequently
v1 ≤ v2 a.e. in ΩT .
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