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Abstract
Eliptic curves are mathematical objects that have interesting analytic,
arithmetic and algebraic properties, though we’ll focus on the algebraic and
arithmetic aspects only. We can define a natural geometric group law on
them. Mordell’s theorem states that the subgroup of points with rational
coordinates of and elliptic curve defined over Q is abelian and finitely gen-
erated and it’s usually a good first objective in the study of these curves.
The proof is not elementary and eventually, we’ll need to use some tools of
algebraic number theory.
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Lista de s´ımbolos
N Conjunto de los nu´meros naturales
Z Anillo de los nu´meros enteros
Q Cuerpo de los nu´meros racionales
R Cuerpo de los nu´meros reales
C Cuerpo de los nu´meros complejos
Q Clausura algeraica de Q
mcd(a, b) Ma´ximo comu´n divisor de a y b
mcm(a, b) Mı´nimo comu´n mu´ltiplo de a y b
R× Grupo (multiplicativo) de las unidades del anillo R
Fq Cuerpo finito de q elementos
Z/nZ Anillo de los enteros mo´dulo n
(E,O,+) Grupo formado por la curva el´ıptica E con elemento neutro O
y operacio´n de grupo +
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0 Introduccio´n
Teorema 0.1. Sea E una curva el´ıptica definida sobre Q. Entonces los puntos
racionales, E(Q), forman un subgrupo de E finitamente generado.
As´ı reza el Teorema de Mordell, cuya prueba sera´ el objetivo principal de este
trabajo. De su enunciado podemos deducir algunas cosas. Primero la aparicio´n
de curvas el´ıpticas. Son los objetos matema´ticos que estaremos estudiando. En
la seccio´n 2 las definiremos adecuadamente, pero grosso modo son curvas planas
(variedades algebraicas de dimensio´n 1) de grado 3 y ge´nero 1. Sobre un cuerpo
de caracter´ıstica 0 como Q, que es el caso que nos competera´, siempre tienen una
ecuacio´n de la forma:
E : y2 = f(x) := x3 + ax+ b, a, b ∈ Q
con f(x) separable para que la curva sea no singular (luego explicaremos por
que´ es as´ı). Aunque la ecuacio´n es af´ın, debemos ver la curva en el proyectivo
(homogeneiza´ndola). A modo de ejemplo, en la Figura 1 representamos el locus
real de una de estas curvas.
Figura 1: Curva el´ıptica y2 = x3 + 8
Tambie´n podemos apreciar en dicho enunciado que hablamos de los puntos de
la curva E como si fuesen un grupo. Como veremos en la Seccio´n 3, podemos definir
de manera sencilla una operacio´n que dotara´ a los puntos de E de estructura de
grupo abeliano. Este hecho es una de las propiedades ma´s interesantes que tienen
las curvas el´ıpticas, que nos permite darles a la vez un tratamiento geome´trico y
algebraico. En general, las variedades algebraicas proyectivas que cumplan
• Sus puntos forman un grupo abeliano.
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• Las operaciones de grupo sean compatibles con la estructura de variedad, es
decir, son morfismos de variedades algebraicas.
se denominan variedades abelianas, de las cuales las curvas el´ıpticas suponen el
ejemplo ma´s sencillo. Para variedades abelianas se da la siguiente generalizacio´n
del Teorema 0.1:
Teorema 0.2. (Teorema de Mordell-Weil) Sea A una variedad abeliana sobre un
cuerpo nume´rico K. Entonces el grupo A(K) de puntos K-racionales de A es un
grupo abeliano finitamente generado.
El caso que nos compete y objetivo de este trabajo se da cuando A es una
curva el´ıptica y K = Q. Fue conjeturado por Poincare´ en 1901 y demostrado por
Mordell en 1922, lo que le dio´ el nombre de Teorema de Mordell. Fue Weil el
que varios an˜os despue´s generalizo´ el resultado a variedades abelianas de mayor
ge´nero que proceden de variedades Jacobianas, acerca´ndose as´ı ma´s al Teorema
0.2, resultado que acabo´ probando en 1929. A veces al Teorema de Mordell se
le llama Teorema de Mordell-Weil sobre Q, manifestando as´ı que uno es un caso
particular del otro, pero en ambos la prueba siempre pasa por el mismo camino
que tomaremos nosotros para demostrar (0.1), aunque usando otras herramientas:
se prueba una versio´n de´bil del teorema, que nos dice que el grupo E(Q)/mE(Q)
es finito (donde mE(Q) son los puntos de E(Q) que son la suma de m veces otros
puntos de E(Q)) y despue´s se usan funciones altura y un argumento de descenso
para llegar al resultado.
Cabe remarcar que las curvas el´ıpticas no son elipses. Estas son co´nicas mientras
que las curvas el´ıpticas vienen dadas por polinomios cu´bicos. Su nombre proviene
de ciertas integrales (integrales el´ıpticas) involucradas en el ca´lculo de la longitud
de arco de las elipses. En estas integrales aparec´ıan ra´ıces cuadradas de polinomio
de grado 3 o 4 en x.
Las curvas el´ıpticas han suscitado intere´s a los matema´ticos desde hace cientos
de an˜os, conocie´ndose su estructura de grupo desde el siglo XVII. Pero eso no ha
causado que su intere´s haya deca´ıdo con el tiempo. Estas curvas, y en especial
sus puntos racionales, han sido y siguen siendo de mucha utilidad en el estudio
de ecuaciones diofa´nticas y teor´ıa de nu´meros, llegando incluso a jugar un papel
clave en la demostracio´n de Andrew Wiles del U´ltimo Teorema de Fermat. Hoy d´ıa
las curvas el´ıpticas han encontrado un hueco en la criptograf´ıa, aunque definidas
sobre cuerpos finitos, Fq. En este caso el grupo E(Fq) de puntos de la curva con
coordenadas en Fq es finito, y resolver el problema del logaritmo discreto en e´l
se considera ma´s dif´ıcil que sobre cuerpos finitos, permitiendo claves ma´s cortas,
mientras que mantiene un nivel de seguridad comparable al de los me´todos ma´s
usados actualmente, como el RSA.
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La organizacio´n del trabajo tiene la intencio´n de ser lo ma´s clara posible y
siempre con el propo´sito de probar el Teorema de Mordell. En la primera seccio´n
introducimos las herramientas de A´lgebra y Teor´ıa Algebraica de Nu´meros que nos
hara´n falta para la prueba, usando como fuente principalmente los dos libros cla´si-
cos: [6, A Classical Introduction to Modern Number Theory ], de Kenneth Ireland
y Michael Rosen, y [7, Commutative Algebra], de Oscar Zariski y Pierre Samuel.
La mayor´ıa de estos resultados tienen pruebas sencillas y se pueden encontrar en
cualquier libro de A´lgebra Conmutativa. Au´n as´ı, omitiremos sus pruebas como
norma general, dando la referencia adecuada en cada caso, pues probarlos no es
el objetivo de este trabajo. Solo demostraremos aquellos resultados que se puedan
deducir inmediatamente de los que ya hayamos enunciado.
En las secciones 2 y 3 definimos las curvas el´ıpticas, su ley grupo, damos fo´rmu-
las expl´ıcitas para la suma y duplicacio´n de puntos y hablamos de los puntos de
torsio´n y otras propiedades u´tiles sobre dichas curvas. Para estas dos secciones
he usado principalmente los libros, [1, Rational Points on Elliptic Curves ] y[] [2,
The Arithmetic of Elliptic Curves ], ambos de J.H. Silverman, que son la princi-
pal referencia en libros sobre curvas el´ıpticas. El segundo es de una complejidad y
generalidad considerablemente superiores al primero, pero ambos nos aportan bue-
nas herramientas y conocimientos sobre las curvas el´ıpticas. Tambie´n se ha usado
en menor medida el art´ıculo [5], principalmente como gu´ıa debido a lo condensada
que esta´ su presentacio´n.
La parte final, en la que probamos el Teorema de Mordell, consta de dos partes.
La primera, sobre funciones alturas y el argumento de descenso, esta´n basadas
principalmente en el cap´ıtulo 2 de [1, Rational Points on Elliptic Curves], mientras
que la versio´n de´bil del Teorema de Mordell, que supone la parte central de la
prueba, ha sido extra´ıda del cap´ıtulo 19 del libro [6, A Classical Introduction
to Modern Number Theory ]. Tal y como dicen los autores al comienzo de dicho
cap´ıtulo, su exposicio´n esta´ basada en el paper de Cassel titulado [8, The Mordell-
Weil Group of Curves of Genus 2 ], que expone una interesente simplificacio´n del
“Weak Mordell-Weil”, presentado por Weil en su art´ıculo de 1929 llamado “Sur
un the´ore`me de Mordell”.
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1 Preliminares de Teor´ıa Algebraica de Nu´meros
En esta seccio´n se enunciara´n y expondra´n algunos conceptos y resultados de
a´lgebra y teor´ıa algebraica de nu´meros que usaremos en las u´ltimas secciones.
Otros resultados ma´s sencillos y conocidos, o que han sido estudiados a lo largo
del Grado en Matema´ticas, se omitira´n y solo sera´n nombrados cuando sean usados.
A lo largo de este trabajo, como es usual en a´lgebra conmutativa, cuando
hablamos de un anillo nos referimos a un anillo conmutativo y con elemento unidad.
Definicio´n 1.1. Un cuerpo nume´rico K es una extensio´n finita (y por tanto al-
gebraica) de Q.
Es decir, es un cuerpo K que contenga una copia de Q (un subcuerpo isomorfo
a Q), y que adema´s tenga dimensio´n finita como Q-espacio vectorial.
Hablemos ahora de los ideales fraccionarios en cuerpos nume´ricos.
Definicio´n 1.2. Sea R un dominio de integridad y sea K su cuerpo de fracciones.
Un ideal fraccionario de R es un R-submo´dulo I de K tal que existe un elemento
no nulo r ∈ R tal que rI ⊂ R.
Un ideal principal fraccionario es un ideal fraccionario generado por un ele-
mento no nulo de K.
Debemos pensar en el elemento r de la definicio´n anterior como una forma de
limpiar los denominadores del ideal fraccionario I, o como un comu´n denominador
de los elementos del mismo, es decir I ⊂ (1/r)R. Ma´s concretamente I = (1/r)a
donde a es un ideal ordinario de R. Los ideales ordinarios de R, que son un ca-
so especial de los fraccionarios (r = 1), suelen llamarse ideales enteros en este
contexto.
Observacio´n 1.3. Recordando que los R-submo´dulos de R son sus ideales, es
inmediato que un ideal fraccionario de R esta´ contenido en R si y solo si es un
ideal de R.
Definicio´n 1.4. Sea R un dominio de integridad. Un ideal fraccionario I de R de
dice invertible si existe otro ideal fraccionario J tal que IJ = R.
Proposicio´n 1.5. Sea K el cuerpo de fracciones del dominio R, y sea I un ideal
fraccionario invertible. Entonces el ideal inverso J de la definicio´n anterior esta´
un´ıvocamente determinado y es igual al ideal cociente:
(R : I) = {x ∈ K : xI ⊆ R}
Demostracio´n. [7, Ch. V, §6, Lemma 1]
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Observacio´n 1.6. Los ideales fraccionarios principales son de la forma xR =
{xy | y ∈ R} para x ∈ K, x 6= 0. Son invertibles y su inverso es el ideal principal
fraccionario x−1R.
Esto nos dice los ideales fraccionarios principales forman un grupo para la
multiplicacio´n de ideales. De la Definicio´n 1.2 es fa´cil ver que el producto de ideales
fraccionarios es un ideal fraccionario y por tanto tenemos lo siguiente:
Observacio´n 1.7. Sea R un dominio de integridad. Sea F el conjunto de todos
los ideales fraccionarios no nulos de R. Entonces el subconjunto de los ideales
fraccionarios invertibles es un grupo para la multiplicacio´n de ideales y los ideales
fraccionarios principales forman un subgrupo.
Observacio´n 1.8. Con la notacio´n anterior, si (x)R = (x) ⊂ R es un ideal
principal no nulo de R, i.e. x ∈ R \ {0}, aunque su inverso es (x−1)R, este no
es en general un ideal principal pues x no tiene por que´ ser invertible en R, sino
que en general se tiene x−1 ∈ K, el cuerpo de fracciones de R y por tanto (x−1)R
es un ideal fraccionario no necesariamente entero. Es decir, el inverso de un ideal
(entero) principal puede ser un ideal fraccionario no entero.
Ahora hablaremos sobre el anillo de enteros de un dominio de integridad.
Definicio´n 1.9. Un entero algebraico es un elemento de C que sea ra´ız de un
polinomio mo´nico con coeficientes en Z.
Proposicio´n 1.10. El subconjunto de C formado por todos los enteros algebraicos
es un subanillo de C. Es la clausura ı´ntegra de Z en C.
Demostracio´n. Sean B un anillo y A un subanillo de B. Entonces la clausura
ı´ntegra de A en B es un subanillo de B que contiene a A. Una prueba de este
hecho, que contempla el caso que queremos probar, se puede encontrar en [3, Ch.
5, §Corolario 5.3].
Definicio´n 1.11. Dado un cuerpo nume´rico K, denotamos por OK su anillo de
enteros, es decir los elementos de K que son enteros sobre Z.
Observacio´n 1.12. OK no es ma´s que la clausura ı´ntegra de Z sobre K (elementos
de K enteros sobre Z), y obviamente es la interseccio´n de K y el subconjunto de
C formado por todos los enteros algebraicos.
Observacio´n 1.13. Para cualquier cuerpo nume´rico K, el anillo de enteros OK
contiene a Z, ya que Z es entero sobre Q y por tanto sobre K ⊃ Q. Hay un par
de casos que merece la pena destacar.
9
• Cuando K = Q, entonces OQ = Z. Para probarlo, notemos que como Q es
el cuerpo de fracciones de Z, nuestra afirmacio´n es equivalente a decir que
Z es ı´ntegramente cerrado. Si el nu´mero racional r/s, con r y s coprimos,
es entero sobre Z, entonces debe cumplir una ecuacio´n de la forma:
(r/s)n + a1(r/s)
n−1 + ...+ an = 0, ai ∈ Z
y multiplicando por sn obtenemos:
rn + a1r
n−1s+ ...+ ansn = 0
luego s divide a rn y por tanto s = ±1. Es decir, r/s es un nu´mero entero.
• Cuando K = Q(θ), siendo θ la ra´ız de un polinomio mo´nico irreducible de
Z[x], entonces Z[θ] ⊂ OK. Esto es debido a que Z ⊂ OK , θ ∈ OK y por ser
Z[θ] el menor anillo que contiene a Z y a θ se debe tener Z[θ] ⊂ OK.
El siguiente resultado establece una relacio´n entre el cuerpo de fracciones y el
anillo de enteros de un cuerpo nume´rico, que es ana´loga a la de Q y Z.
Proposicio´n 1.14. Sea K un cuerpo nume´rico y OK su anillo de enteros. Enton-
ces el cuerpo de fracciones de OK es exactamente K.
Demostracio´n. Denotemos por Q(OK) el cuerpo de fracciones de OK . La inclusio´n
Q(OK) ⊂ K es obvia pues OK ⊂ K y Q(OK) es el menor cuerpo que contiene a
OK .
Sea ahora b ∈ K. Como todo elemento de K es algebraico sobre Q, b satisface
un polinomio con coeficientes en Q. Tras eliminar los denominadores obtenemos
que b cumple el siguiente polinomio (no necesariamente mo´nico) con coeficientes
en Z:
anb
n + an−1bn−1 + · · ·+ a0 = 0 donde ai ∈ Z, an 6= 0
Multiplicando por an−1n obtenemos:
(anb)
n + an−1 (anb)
n−1 + · · ·+ a1an−2n (anb) + an−1n a0 = 0
Es decir anb ∈ K es ra´ız de un polinomio mo´nico con coeficientes en Z, luego
anb ∈ OK . Como 0 6= an ∈ Z ⊂ OK y b = anb
an
se tiene b ∈ Q(OK).
Hablamos ahora un poco de dominios de Dedekind.
Definicio´n 1.15. Un dominio de Dedekind es un dominio de integridad en el que
todo ideal se puede expresar como producto de ideales primos.
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Proposicio´n 1.16. La factorizacio´n de ideales primos en un dominio de Dedekind
es u´nica.
Demostracio´n. [7, Ch. V, §6, Lemma 5 and Theorem 10]
Definicio´n 1.17. Sea R un dominio de Dedekind e I, J dos ideales. Decimos que
I divide a J si J ⊂ I.
Corolario 1.18. Sea R un dominio de Dedekind. Entonces todo ideal no nulo de
R tiene un nu´mero finito de divisores.
Demostracio´n. La prueba es una consecuencia inmediata de la Proposicio´n 1.16,
con una analog´ıa completa al caso de los nu´meros enteros y su factorizacio´n en
primos (de hecho los enteros son un caso particular de dominio de Dedekind). Todo
ideal I de R se puede escribir de la forma:
I = pα11 p
α2
2 ...pn
αn
para u´nicos n, α1, ..., αn ∈ N y donde los pi son ideales primos de R. Entonces todo
divisor de I es de la forma:
pβ1i1 p
β2
i2
...pir
βr ⊃ I
donde r ≤ n, ij ∈ {1, ..., n} y βj ∈
{
0, ..., αij
}
, j = 1, .., r y por tanto solo hay una
cantidad finita. En concreto hay
∏n
i=1(αi + 1) divisores de I.
A continuacio´n damos una serie de caracterizaciones de los dominios de Dede-
kind.
Proposicio´n 1.19. Sea R un dominio de integridad. Las siguientes condiciones
son equivalentes:
1. R es un dominio de Dedekind.
2. R es noetheriano, todo ideal (entero) primo no nulo de R es maximal y
adema´s R es ı´ntegramente cerrado.
3. El conjunto F de ideales fraccionarios no nulos de R es un grupo para la
multiplicacio´n de ideales, es decir, todo ideal fraccionario no nulo es inver-
tible.
Demostracio´n. [7, Ch. V, §6 Theorems 12 and 13]
De cara a probar que OK es un dominio de Dedekind, veamos el siguiente
resultado.
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Proposicio´n 1.20. Sea R un dominio de Dedekind, k su cuerpo de fracciones y
L una extensio´n algebraica finita de k. Entonces la clausura ı´ntegra R′ de R en L
es un dominio de Dedekind.
Demostracio´n. [7, Ch. V, §8, Theorem 19]
Como consecuencia tenemos el siguiente resultado
Corolario 1.21. Sea K un cuerpo nume´rico y OK su anillo de enteros. Entonces
OK es un dominio de Dedekind.
Demostracio´n. Primero observemos que Z es un dominio de Dedekind. Por ser Z un
dominio de ideales principales, dado I ideal no nulo1 de Z, existe un entero positivo
m tal que I = (m). Si pα11 p
α2
2 ...p
αr
r es una descomposicio´n de m como producto de
primos, entonces I = (pα11 p
α2
2 ...p
αr
r ) = (p1)
α1(p2)
α2 ...(pr)
αr . Es decir, hemos visto
que todo ideal no nulo se descompone como producto de ideales primos, luego Z
es un dominio de Dedekind.
Ahora aplicamos el Teorema 1.20 a R = Z, k = Q y L = K (nuestro cuerpo
nume´rico). Por definicio´n K es una extensio´n algebraica finita de Q, as´ı que el Teo-
rema 1.20 nos dice que la clausura ı´ntegra de Z en K es un dominio de Dedekind,
pero esta clausura ı´ntegra no es ma´s que OK , luego hemos terminado.
Corolario 1.22. Sea K un cuerpo nume´rico. Entonces todo ideal fraccionario de
OK es invertible.
Demostracio´n. Consecuencia de la Proposicio´n 1.19 y el Corolario 1.21.
Ahora introducimos la nocio´n de grupo de clases de ideales.
Definicio´n 1.23. Sea R un dominio de integridad. Definimos la siguiente relacio´n
en el conjunto F de ideales fraccionarios no nulos de R:
I ∼ J si existen a, b ∈ R no nulos tales que (a)I = (b)J.
Proposicio´n 1.24. La relacio´n ∼ de la Definicio´n 1.23 es de equivalencia.
Demostracio´n. Reflexiva. para todo ideal fraccionario I se tiene RI = RI = I, y
R = (1) es principal.
Sime´trica. Trivial
Transitiva Si I1 ∼ I2 e I2 ∼ I3, existen a, b, a′, b′ no nulos tales que (a)I1 = (b)I2
y (a′)I2 = (b′)I3. Entonces se tiene:
(aa′)I1 = (a′)(a)I1 = (a′)(b)I2 = (b)(b′)I3 = (bb′)I3
y la prueba concluye pues aa′, bb′ 6= 0 por ser R un dominio de integridad.
1El caso I = (0) es trivial ya que (0) es siempre un ideal primo cuando estamos en un dominio
de integridad.
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Observacio´n 1.25. 1. Las clases de equivalencia por esta relacio´n se denomi-
nan clases de ideales de R. La multiplicacio´n de clases [I][J ] = [IJ ] esta´
bien definida y es conmutativa por serlo el anillo R. Los ideales principales
forman la clase [R] que es la identidad para la multiplicacio´n.
2. Cuando R es OK, el anillo de enteros de un cuerpo nume´rico K, como todos
los ideales fraccionarios son invertibles, una forma equivalente de definir el
grupo de clases de ideales es con el cociente de grupos: F/P donde F es
el grupo formado por todos los ideales fraccionarios no nulos de OK y P el
subgrupo de los ideales fraccionarios principales.
A continuacio´n enunciaremos un resultado muy importante en la teor´ıa alge-
braica de nu´meros.
Teorema 1.26. (Finitud del nu´mero de clase). Sea K un cuerpo nume´rico. En-
tonces el orden de F/P, el grupo de clases de ideales de OK, es finito. Es decir hay
una cantidad finita de clases de equivalencia. A este nu´mero se le llama nu´mero
de clase.
Demostracio´n. [6, Ch. 12, §2, Theorem 1]
Ahora vamos a ver el segundo resultado importante de esta seccio´n, que junto
con el anterior sera´n claves para probar el Teorema de Mordell.
Teorema 1.27. (Teorema de las unidades de Dirichlet). Sea K un cuerpo nume´ri-
co y OK su anillo de enteros. Entonces el grupo de unidades de OK es finitamente
generado.
Demostracio´n. [6, Ch 19, §3, Lemma 4]
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2 Curvas el´ıpticas
2.1 De cu´bicas a curvas el´ıpticas
En esta seccio´n, salvo que se diga lo contrario, K denotara´ un cuerpo cualquiera
y K su clausura algebraica. Comenzaremos pasando de una cu´bica arbitraria a
una expresio´n ma´s particular llamada ecuacio´n de Weierstrass. Despue´s haremos
au´n ma´s simplificaciones asumiendo que la caracter´ıstica del cuerpo no es 2 ni 3 y
acabaremos dando las formas ma´s sencillas en las que siempre podemos expresar
una curva el´ıptica definida sobreQ, las cuales usaremos durante el resto del trabajo.
En lo que sigue supondremos que el lector tiene algunos conocimientos ba´sicos de
geometr´ıa algebraica para que el lenguaje usado no le sea en ocasiones desconocido.
Au´n as´ı planteamos a continuacio´n las definiciones y resultados que ma´s usaremos.
Definicio´n 2.1. Un conjunto algebraico V ⊂ An(K) se dice definido sobre K si
su ideal de polinomios, I(V ), puede ser generado por polinomios de K[x1, ..., xn].
En el caso de una curva plana C ⊂ A2(K), si f(x, y) es un generador2 de I(C),
ser definida sobre K es equivalente a que f tenga sus coeficientes en K.
Definicio´n 2.2. Un conjunto algebraico (proyectivo) V ⊂ Pn(K) se dice defini-
do sobre K si su ideal de polinomios, I(V ), puede ser generado por polinomios
homoge´neos de K[x0, x1, ..., xn].
Definicio´n 2.3. Sea V ⊂ An(K) una variedad algebraica. Definimos los puntos
K-racionales de V como:
V (K) := {P = (x1, ..., xn) ∈ V | xi ∈ K} = V ∩ An(K).
Definicio´n 2.4. Sea V una variedad, P ∈ V , y sean f1, ...fm ∈ K[X1, ..., Xn]
polinomios generadores de I(V ). Entonces V es no singular en P (o P es un
punto no singular de V ) si la matriz m× n:(
∂fi
∂Xj
(P )
)
1≤i≤m
1≤j≤n
tiene rango n−dim(V ). Si V es no singular en todos sus puntos, se dice que V es
una variedad no singular. Los puntos no singulares a veces son llamados simples
en contraposicio´n a los singulares, tambie´n llamados mu´ltiples.
2Es decir, f es un polinomio reducido, o equivalentemente, C no tiene componentes irreduci-
bles mu´ltiples.
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Ejemplo 2.5. Si V esta´ dada por una u´nica ecuacio´n polino´mica reducida:
f(X1, ..., Xn) = 0,
entonces dim(V ) = n− 1, luego P ∈ V es singular si y solo si
∂f
∂X1
(P ) = . . . =
∂f
∂Xn
(P ) = 0.
Como P adema´s satisface f(P ) = 0, esto da n+1 ecuaciones para las n coordena-
das de cualquier punto singular. Luego, hablando de forma un poco imprecisa, para
un polinomio f “aleatoriamente” escogido uno esperar´ıa que V fuese no singular.
En concreto, para las curvas planas, dadas por un polinomio f(x, y) = 0, como
tienen dimensio´n 1, un punto P es singular si y solo si
∂f
∂x
(P ) =
∂f
∂y
(P ) = 0.
Definicio´n 2.6. Si P = (x0, y0) es un punto no singular de la curva C : f(x, y) = 0
definimos la tangente a C en P como la recta:
∂f
∂x
(P )(x− x0) + ∂f
∂y
(P )(y − y0) = 0.
Observacio´n 2.7. Te´cnicamente un punto no singular P = (x0, y0) de C :
g(x, y) = 0 es aquel en el que podemos definir la recta tangente:
∂g
∂x
(P )(x− x0) + ∂g
∂y
(P )(y − y0) = 0. (1)
de manera u´nica. Si P es singular la expresio´n anterior es una trivialidad y no
tenemos recta tangente en este sentido. Pero lo que ocurre en muchas ocasiones
es que la curva pasa varias veces por P y hay mu´ltiples tangentes (o la misma con
multiplicidad mayor que uno). Por eso lo que se suele hacer es lo siguiente.
Supongamos que el punto singular es P = (0, 0). Sea n = deg(g). Expresamos
g(x, y) como suma de su componentes homoge´neas, es decir:
g(x, y) = gm + gm+1 + ...+ gn (2)
donde cada gi es un polinomio homoge´neo de grado i en x e y. Observemos que
gm es la primera componente homoge´nea no nula. A este nu´mero se le llama mul-
tiplicidad de g en P o multiplicidad de P en la curva C. Adema´s P es
simple (no singular) si y solo si m = 1 ya que (2) no es ma´s que el desarrolo en
serie de Taylor de g en torno a P y los coeficientes del te´rmino de grado 1 son las
parciales de primer orden de g en P .
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Como P ∈ C, se tiene m > 0 y si es singular se tiene m > 1. Por ser K
algebraicamente cerrado todo polinomio homoge´neo de grado m se puede expresar
como producto de m rectas : gm =
∏m
i=1 Li. Estas rectas LI se definen como las
tangentes de C en P y su multiplicidad como tangente es su multiplicidad como
factor de gm.
Para generalizar esto a un punto P = (a, b) ∈ C cualquiera hacemos el cambio
de variables (x, y) 7→ (x+ a, y+ b), de manera que (a, b) es singular para g(x, y) si
y solo si (0, 0) lo es para g(x+a, y+ b) y a este polinomio ya le podemos aplicar el
procedimiento anterior y hallar las rectas tangentes de g(x+a, y+b) en (0, 0). Por
u´ltimo deshacemos el cambio de variables para obtener las tangentes de C en P .
Una forma equivalente de hacerlo es factorizar directamente el te´rmino de menor
grado en el desarrollo de Taylor de g alrededor de P = (a, b).
Una exposicio´n ma´s detallada sobre tangentes en puntos singulares de curvas
se puede encontrar en [9, Ch. 3, §1].
Observacio´n 2.8. Diremos a menudo que dos curvas planas proyectivas dadas
por sendas ecuaciones polino´micas son isomorfas. Con ello lo que queremos decir
es que son isomorfas como variedades algebraicas.
Ahora comenzamos con nuestro estudio de cu´bicas. Sea:
f˜(x, y) = α1x
3+α2x
2y+α3xy
2+α4y
3+α5x
2+α6xy+α7y
2+α8x+α9y+α10 = 0 (3)
la ecuacio´n de una cu´bica general, C, es decir, f es un polinomio cualquiera de
grado 3 en x e y. Como es natural en geometr´ıa, la vemos en el proyectivo para
no perdernos ningu´n punto o componente, as´ı que homogeneizamos el polinomio
f˜ , haciendo x = X/Z, y = Y/Z y multiplicando por Z3. Obtenemos el polinomio
homoge´neo de grado 3 que define la curva en P2.
C : F˜ (X, Y, Z) = 0 (4)
En P2(K) hemos denotado a las variables por X, Y, Z donde Z es la variable que
hemos usado para homogeneizar. Tras escalar los ejes adecuadamente, podemos
llegar a una ecuacio´n de la forma:
Y 2Z + a1XY Z + a3Y Z
2 = X3 + a2X
2Z + a4XZ
2 + a6Z
3 (5)
Y deshomogeneizando obtenemos:
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6 (6)
La ecuacio´n (6) se dice que esta´ en forma de Weierstrass. En el Ape´ndice
A damos un procedimiento para llevar una cu´bica cualquiera a una ecuacio´n de
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Weierstrass, va´lido si la caracter´ıstica del cuerpo es 0. Adema´s damos un ejemplo
de dicho procedimiento con una cu´bica concreta.
Podemos verificar que una curva dada por una ecuacio´n de esta forma solo tiene
un punto en el infinito. Si en (5) cortamos con Z = 0 obtenemos X = 0, luego
el u´nico punto en la recta del infinito Z = 0 es O = [0, 1, 0], que es un punto K-
racional de P2(K) = A2(K)∪ P1(K). Esto nos ayudara´ a dotarla de estructura de
grupo. Buscaremos que el elemento neutro sea el punto del infinito de la curva. Si
queremos que E(K) acabe siendo un subgrupo, nos es clave el hecho que podamos
considerar a O como un punto K-racional.
Visto lo anterior, y como asumiremos de ahora en adelante, podemos ver cual-
quier cu´bica, C, dada por f(x, y) = 0 en forma de Weierstrass como:
C =
{
(x, y) ∈ A2(K) | f(x, y) = 0} ∪ {O} (7)
donde O es el u´nico punto del infinito de (5). Remarquemos que las coordenadas
de los puntos de C esta´n en K, un cuerpo algebraicamente cerrado. Siguiendo la
notacio´n de la Definicio´n 2.3 denotamos por C(K) los puntos de C que esta´n en
A2(K) adema´s del punto O.
Ahora pasamos a definir nuestro principal objeto de estudio.
Definicio´n 2.9. Se dice que la cu´bica dada por la ecuacio´n de Weierstrass:
f(x, y) = y2 + a1xy + a3y − x3 − a2x2 − a4x− a6 = 0
es un curva el´ıptica, E, si f(x, y) define una curva no singular.
Si ai ∈ K se dice que E esta´ definida sobre K.
Las curvas el´ıpticas las denotaremos siempre por E y las entendemos como en
(7). Hemos impuesto la condicio´n de no singularidad sobre la ecuacio´n af´ın de la
curva porque, como veremos abajo, el punto O nunca es singular.
Originalmente las curvas el´ıpticas se consideraban como el conjunto de solu-
ciones de ecuaciones del tipo (6) y que no tuviesen puntos singulares. Despue´s
se probo´ que son curvas de grado 3 y ge´nero 1, y esta paso´ a ser una definicio´n
aparentemente ma´s general de curva el´ıptica. Pero resulta que toda curva el´ıpti-
ca (entendida como curva de grado 3 y ge´nero 1) es isomorfa a una curva dada
por una ecuacio´n del tipo (6). Una prueba de este hecho, usando el Teorema de
Riemann-Roch, se puede encontrar en [2, Ch. III,§3, Proposition 3.1].
Las condiciones que impondra´ sobre la ecuacio´n de Weierstrass el hecho de
que la curva sea no singular las veremos en la siguiente subseccio´n, sobre una ver-
sio´n au´n ma´s reducida de la ecuacio´n que podemos encontrar cuando trabajamos
sobre un cuerpo de caracter´ıstica 0. Por ahora describiremos los tipos de puntos
singulares que nos podemos encontrar.
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Sea E : f(x, y) = y2 + a1xy + a3y − x3 − a2x2 − a4x − a6 = 0 una cu´bica
en ecuacio´n de Weierstrass. Primero veamos que el u´nico punto del infinito, O,
nunca es singular. Sea F (X, Y, Z) la ecuacio´n homogeneizada de la curva, que
dimos en (5). Sus derivadas parciales son:
∂F
∂X
= a1Y Z − 3X2 − 2a2XZ − a4Z2
∂F
∂Y
= 2Y Z + a1XZ + a3Z
2
∂F
∂Z
= Y 2 + a1XY + 2a3Y Z − a2X2 − 2a4XZ − 3a6Z3.
Sustituyendo en O = [0, 1, 0] vemos que(
∂F
∂X
(O), ∂F
∂Y
(O), ∂F
∂Z
(O)
)
= [0, 0, 1] 6= [0, 0, 0] (8)
luego O no es singular. El resto de puntos de la curva son afines as´ı que trabajamos
con la ecuacio´n af´ın de la curva. Un punto P = (x0, y0) ∈ E es singular si:
∂f
∂x
(P ) =
∂f
∂y
(P ) = 0.
Tenemos:
∂f
∂x
= a1y − 3x2 − 2a2x− a4, ∂f
∂y
= 2y + a1x+ a3
∂2f
∂x2
= −6x− 2a2, ∂
2f
∂y2
= 2,
∂2f
∂x∂y
= a1 =
∂2f
∂y∂x
.
Y la u´nica derivada de orden 3 no nula es
∂3f
∂x3
= −6. Luego el desarrollo en serie
de Taylor de f en torno a P tiene la forma:
f(x, y) = f(x, y)− f (x0, y0)
=
1
2!
(
∂2f
∂x2
(P )(x− x0)2 + 2 ∂
2f
∂x∂y
(P )(x− x0)(y − y0) + ∂
2f
∂y2
(P )(y − y0)2
)
+
1
3!
∂3f
∂x3
(x− x0)3
= (−3x0 − a2)(x− x0) + a1(x− x0)(y − y0) + (y − y0)2 − (x− x0)3
= ((y − y0)− α (x− x0)) ((y − y0)− β (x− x0))− (x− x0)3
donde α =
a1±
√
a21+4(3x0+a2)
2
, β =
a1∓
√
a21+4(3x0+a2)
2
(no´tese que cada ra´ız tiene signos
opuestos) y α, β ∈ K. En realidad sobre un cuerpo algebraicamente cerrado un
18
polinomio homoge´neo de grado n siempre se puede factorizar como producto de n
factores lineales (rectas). Es lo que hemos hecho para llegar a la u´ltima igualdad
con el te´rmino de segundo grado del desarrollo (trata´ndolo como un polinomio en
(x− x0) e (y − y0)).
Definicio´n 2.10. Sea P = (x0, y0) un punto singular de E. Con la notacio´n
precedente decimos que:
1. P es un nodo si α 6= β. En este caso las rectas:
y − y0 = α (x− x0) y y − y0 = β (x− x0)
son las rectas tangentes en P y son distintas.
2. P es un punto cu´spide si α = β. En ese caso las rectas tangentes en P
coinciden y valen:
y − y0 = α (x− x0) .
La Figura 4 muestra un ejemplo de cada caso. Cabe remarcar que las tangentes
en un nodo no tienen porque´ ser reales. La Figura 2 muestra un ejemplo de como
quedar´ıa el locus real af´ın de la curva en este caso.
Figura 2: Nodo con tangentes complejas distintas en (0, 0)
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2.2 Curvas el´ıpticas sobre Q
Hemos definido las curvas el´ıpticas con ecuaciones de Weierstrass de la forma:
f(x, y) = y2 + a1xy + a3y − x3 − a2x2 − a4x− a6 = 0
porque es la expresio´n ma´s general a la que podemos llegar sin asumir nada sobre
la caracter´ıstica de K (o la de K, pues son iguales). A continuacio´n presentamos
sucesivas simplificaciones imponiendo restricciones a la caracter´ıstica y definimos
cantidades que sera´n muy importantes en el estudio de las curvas el´ıpticas.
Si char(K) 6= 2 podemos completar el cuadrado en la ecuacio´n (6) mediante el
cambio de variables:
y → 1
2
(y − a1x− a3)
y tras simplificar obtenemos:
E : y2 = 4x3 + b2x
2 + 2b4x+ b6 (9)
donde
b2 = a
2
1 + 4a2, b4 = 2a4 + a1a3, b6 = a
2
3 + 4a6.
Tambie´n definimos las cantidades:
b8 = a
2
1a6 + 4a2a6 − a1a3a4 + a2a23 − a24
c4 = b
2
2 − 24b4
c6 = −b32 + 36b2b4 − 216b6
∆ = −b22b8 − 8b34 − 27b26 + 9b2b4b6
j = c34/∆.
(10)
Podemos verificar directamente las relaciones:
4b8 = b2b6 − b24 and 1728∆ = c34 − c26.
Si adema´s char(K) 6= 2, 3 entonces la sustitucio´n:
(x, y) 7−→
(
x− 3b2
36
,
y
108
)
elimina el te´rmino en x2 de (9), y la ecuacio´n queda:
E : y2 = x3 − 27c4x− 54c6. (11)
Definicio´n 2.11. Conservando la notacio´n de (10), la cantidad ∆ se denomina
el discriminante de la ecuacio´n de Weierstrass, y j es el j-invariante de la
curva el´ıptica.
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Observacio´n 2.12. El discriminante esta´ definido para cualquier cu´bica en ecua-
cio´n de Weierstrass, mientras que el j-invariante solo para curvas el´ıpticas, pues
como veremos a continuacio´n ∆ = 0 si y solo si la curva es singular.
El siguiente teorema dejara´ claro el porque´ de sus nombres y de su importancia.
Aunque su prueba es sencilla, no lo demostraremos pues en ningu´n momento lo
usaremos de cara a probar el Teorema de Mordell. Aun as´ı, por su belleza, lo
enunciamos y damos una referencia a su prueba.
Teorema 2.13. 1. Una curva E dada por una ecuacio´n de Weierstrass como
en (6) cumple lo siguiente:
(a) Es no singular si y solo ∆ 6= 0.
(b) Tiene un nodo si y solo si ∆ = 0 y c4 6= 0.
(c) Tiene una cu´spide si y solo si ∆ = c4 = 0.
2. Dos curvas el´ıpticas son isomorfas sobre K si y solo si tienen el mismo
j-invariante.
3. Para todo j0 ∈ K existe una curva el´ıptica definida sobre K(j0) cuyo j-
invariante vale j0.
Demostracio´n. [2, Ch. III, §1, Proposition 1.4]
En las figuras 3 y 4 mostramos ejemplos de las tres situaciones descritas en
Teorema 2.13, apartado a).
Figura 3: Tres curvas el´ıpticas
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Figura 4: Dos cu´bicas singulares, la izquierda con una cu´spide y la derecha con un
nodo.
Si E es una curva el´ıptica definida sobre Q sabemos que podemos encontrarle
una ecuacio´n de la forma (11), es decir,
E : y2 = x3 + Ax+B, A,B ∈ Q (12)
Esta u´ltima ecuacio´n se suele llamar forma reducida de Weierstrass. Nosotros
usaremos mayoritariamente la versio´n ligeramente ma´s general:
E : y2 = x3 + ax2 + bx+ c (13)
De esta forma nos podremos ahorrar en ocasiones tener que completar el cuadrado
para llegar a (12). Ahora veremos una u´ltima simplificacio´n que sera´ necesaria en
el futuro.
Proposicio´n 2.14. Sea E una curva el´ıptica definida sobre Q. Entonces podemos
encontrarle una ecuacio´n de la forma:
y2 = x3 + ax2 + bx+ c, a, b, c ∈ Z
Es decir, podemos suponer siempre que es definida sobre Z.
Demostracio´n. Si E es definida sobre Q, sabemos que viene dada por una ecuacio´n
con coeficientes racionales:
y2 = x3 + a˜x2 + b˜x+ c˜, a˜, b˜, c˜ ∈ Q.
Sea D el ma´ximo comu´n denominador de a˜, b˜ y c˜. Multiplicamos la ecuacio´n por
D6:
(D3y)2 = (D2x)3 + a˜D2(D2x)2 + b˜D4(D2x) + c˜D6.
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Si hacemos el cambio de variable
(D2x,D3y) 7→ (x, y) (14)
y denotamos a = a˜D2, b = b˜D4, c = c˜D6 tenemos:
E : y2 = x3 + ax2 + bx+ c, a, b, c ∈ Z.
Observacio´n 2.15. El cambio de variable (14) usado en la prueba anterior, es
biyectivo, lineal en las variables x e y, y definido en todos los puntos. En particu-
lar esto implica que es un isomorfismo (de variedades algebraicas) entre la curva
original E1 (con coeficientes racionales) y la curva definida sobre Z, E2.
Ma´s importante au´n es que conserva los puntos racionales, es decir, E(Q) se
queda fijo con el cambio (14) pues como 0 6= D ∈ Q se tiene:
(x, y) ∈ E1(Q) ⇐⇒ (D2x,D3y) ∈ E2(Q)
Veamos ahora como quedan las cantidades (10) para la ecuacio´n (13). En este
caso a1 = a3 = 0, a2 = a, a4 = b, a6 = c.
b2 = 4a, b4 = 2b, b6 = 4c
b8 = 4ac− b2, c4 = 16(a2 − 3b)
∆ = 16(−4a3c+ a2b2 − 4b3 − 27c2 + 18abc), j = 212 (a
2 − 3b)3
∆
Usando esto, para la ecuacio´n en la forma (12) tenemos:
c4 = −48A, ∆ = −16(4A3 + 27B2), j = −1728(4A)
3
∆
Estas cantidades as´ı expresadas nos permiten un estudio ra´pido de la curva E y
sus puntos singulares cuando viene dada por las ecuaciones (12) o´ (13).
Para concluir esta seccio´n veamos co´mo se traduce la condicio´n de no singula-
ridad de la curva en condiciones sobre su ecuacio´n.
Proposicio´n 2.16. Sea E una cu´bica definida sobre Q. Sabemos que puede venir
dada por la ecuacio´n:
y2 = f(x) donde f(x) = x3 + ax2 + bx+ c ∈ Q[x].
Entonces E es una curva el´ıptica si y solo si f(x) es separable.
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Demostracio´n. Tenemos que probar que E no tiene puntos singulares si y solo si
todas las ra´ıces de f son distintas (recordemos que esto es equivalente a que f y f ′
sean comprimos en Q[x], es decir, que f y f ′ no tienen ra´ıces comunes). En primer
lugar, recordemos que el punto del infinito O = [0, 1, 0] nunca es singular, como
vimos en (8) para una versio´n incluso ma´s gene´rica de la ecuacio´n (en concreto
aqu´ı a3 = a1 = 0). El resto de puntos de la curva son afines, as´ı que examinamos
las derivadas de
g(x, y) = y2 − f(x)
y obtenemos
∂g
∂x
(x, y) = −f ′(x)
∂g
∂y
(x, y) = 2y.
Luego el punto af´ın P = (x0, y0) ∈ E es singular si y solo si:
y20 − f(x0) = 0, f ′(x0) = 0, 2y0 = 0.
La u´ltima condicio´n nos dice que y0 = 0. Es decir E : y
2 − f(x) es no singular si
y solo si el sistema
f(x0) = 0, f
′(x0) = 0
es incompatible. Es decir si y solo si f y f ′ no tienen ra´ıces comunes lo cual es
equivalente a que f no tenga ra´ıces mu´ltiples.
Observacio´n 2.17. Dado un polinomio cu´bico mo´nico con coeficientes reales:
f(x) = x3 + ax2 + bx+ x = (x− e1)(x− e2)(x− e3)
Su discriminante es la cantidad:
D(f) = −4a3c+ a2b2 − 4b3 − 27c2 + 18abc
O usando las ra´ıces de f :
D(f) = (e1 − e2)2(e2 − e3)2(e1 − e3)2
Si D(f) > 0, f tiene tres ra´ıces reales distintas.
Si D(f) = 0, f tiene una ra´ız doble y todas sus ra´ıces son reales.
Si D(f) < 0, f f tiene una ra´ız real y dos ra´ıces complejas conjugadas distintas.
No casualmente se tiene
∆ = 16D(f) (15)
donde ∆ es el discriminante de la cu´bica y2 = f(x). La proposicio´n anterior nos
dice que dicha cu´bica es no singular si y solo si f(x) no tiene ra´ıces dobles, y
sabemos que esto ocurre si y solo si D(f) 6= 0. La ecuacio´n (15) nos dice que
esto es equivalente a ∆ 6= 0, lo cual demuestra fa´cilmente la afirmacio´n 1a) de la
Proposicio´n 2.13, que nos dec´ıa que E es no singular si y solo si ∆ 6= 0.
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3 La operacio´n de grupo
3.1 Descripcio´n geome´trica de la ley de grupo
En esta seccio´n expondremos la operacio´n de grupo, primero de una forma ma´s
general considerando como elemento neutro cualquier punto racional O. Despue´s
particularizaremos de manera que el elemento neutro sera´ el u´nico punto del infinito
de la curva en forma de Weierstrass, que ya sabemos que es racional. Antes haremos
una serie de observaciones que nos facilitara´n su exposicio´n.
Durante toda esta seccio´n consideraremos una curva el´ıptica E : y2 = f(x) =
x3 + ax2 + bx+ x definida sobre Q. Como demostramos, f debe ser separable.
Recordemos tambie´n un resultado importante. El Teorema de Be´zout nos dice
que la suma de las multiplicidades de interseccio´n de los puntos de la interseccio´n
de curvas de grado n y m es exactamente nm. Esto es cierto sobre Pn(K) donde K
es un cuerpo algebraicamente cerrado. Nosotros seguimos mirando nuestra curva
en P2(Q) ⊂ P2(C) como los puntos afines de A2(Q) que verifiquen su ecuacio´n
definida sobre Q, unio´n el u´nico punto que tiene en el infinito. Cabe remarcar
que una recta no tiene por que´ cortar a una cu´bica en 3 puntos distintos, puede
cortarla en 1,2 o´ 3 pero la suma de sus multiplicidades de interseccio´n debe ser 3.
En primer lugar, si P,Q son dos puntos de E, la recta que los une deber cortar
a E en un tercer punto que denotaremos P ∗Q, no necesariamente distinto de P o
Q. Si P = Q la recta que los une es la tangente a E en P que corta dos veces a la
curva en P , luego sigue habiendo un tercer punto de interseccio´n. Esto se ilustra
en la Figura 5.
Figura 5: Ilustrando la operacio´n ∗ de tomar una tercera interseccio´n
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Observacio´n 3.1. 1. La operacio´n binaria ∗ es trivialmente conmutativa, pues
la recta que pasa por P y Q es la misma que pasa por Q y P
2. Fijado un punto P0, la operacio´n
E → E, P 7→ P ∗ P0
es una involucio´n, es decir, es su propia inversa. Pues si R = P ∗ P0 es
el tercer punto de interseccio´n con E de la recta que une P y P0, entonces
R ∗ P0, el tercer punto de interseccio´n de R y P0, es claramente P .
Definicio´n 3.2. (Ley de grupo) Sean P,Q ∈ E y L la recta pasando por P y
Q. Supongamos que E tiene un punto racional O. Sea P ∗ Q el tercer punto de
interseccio´n de L con E. Unimos P ∗Q al punto O mediante la recta L′. El tercer
punto de interseccio´n de L′ con E lo denotamos P +Q. En otras palabras:
P +Q = O ∗ (P ∗Q)
La Figura 6 ilustra la ley de grupo.
Figura 6: Ley de grupo en una curva el´ıptica
Antes de proceder vamos a ver un resultado general sobre cu´bicas planas: el
Teorema de Cayley–Bacharach. No daremos una prueba, sino una idea de la misma,
ya que al fin y al cabo este resultado no nos hara´ estricta falta. Lo usaremos
para dar una prueba geome´trica para algunos casos de la asociatividad de la ley
de grupo, pero podremos evadirlo cuando tengamos las fo´rmulas para la suma
de puntos que daremos en la siguiente subseccio´n. Una prueba completa de este
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Figura 7: Interseccio´n de dos cu´bicas
teorema se puede encontrar en [10, Ch. 2, §3, Theorem 3.3] o en [9, Ch. 5, §6,
Proposition 3]. Tengamos en mente que el Teorema de Be´zout nos dice que dos
cu´bicas distintas se cortan en 9 puntos (no necesariamente distintos pues contamos
la multiplicidad de cada uno de ellos). Podemos ver un ejemplo en la Figura 7.
Enunciamos ahora el resultado.
Proposicio´n 3.3. (Teorema de Cayley–Bacharach) Sean C1 : F1(x, y) = 0,
C2 : F2(x, y) = 0 dos cu´bicas distintas que se intersectan en 9 puntos distintos:
P1, .., P9. Entonces cualquier cu´bica C que pase por 8 de los 9 nueve puntos de
interseccio´n pasa tambie´n por el noveno. En particular C tiene una ecuacio´n de la
forma λ1F1(x, y) + λ2F2(x, y) = 0, (λ1, λ2) 6= (0, 0).
Idea de la prueba Para definir un polinomio cu´bico en x e y como en (3)
necesitamos dar 10 coeficientes. Pero en realidad el conjunto de cu´bicas posibles
variando estos coeficientes es 9-dimensional3, pues si multiplicamos los coeficientes
por un elemento no nulo de K seguimos obteniendo la misma cu´bica. Si imponemos
que la cu´bica pase por un punto dado, obtenemos una condicio´n lineal en los
coeficientes αi de la misma. Luego el conjunto de cu´bicas que pasa por un punto
fijado es 8-dimensional. Cada vez que an˜adimos la condicio´n de que la curva pase
3Cuando hablamos aqu´ı de dimensio´n, lo que queremos decir es que entendemos
el conjunto de cu´bicas como los elementos no nulos del espacio vectorial con base{
1, x, y, x2, y2, xy, x3, y3, xy2, x2y
}
sobre K, bajo la relacio´n de que si los coeficientes de dos
curvas son proporcionales entonces ambas son iguales. Esto es equivalente a decir que dicho
conjunto de cu´bicas es lo mismo que P9(K).
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por un punto, reducimos en uno dicha dimensio´n4. En particular, la familia de
cu´bicas pasando por ocho puntos de C1 ∩ C2, digamos P1, ...P8, es 1-dimensional.
Para todo [λ1, λ2] ∈ P1(K), λ1F1 + λ2F2 es una cu´bica pasando por los puntos
P1, ..., P8. Como solo hay una familia 1-dimensional de cu´bicas cumpliendo esa
propiedad, el haz de cu´bicas {λ1F1 + λ2F2|[λ1, λ2] ∈ P1(K)} debe ser dicha familia.
En particular C es de la forma λ1F1 + λ2F2 para una eleccio´n adecuada de λ1, λ2.
Como F1 y F2 se anulan en el noveno punto de interseccio´n, P9, C tambie´n pasa
por P9.
Proposicio´n 3.4. La Ley de grupo definida en 3.2 dota a E de estructura de
grupo abeliano, siendo O el punto neutro.
Demostracio´n. El grupo es trivialmente conmutativo, es decir, se tiene:
P +Q = Q+ P
ya que la recta que une P y Q es la misma que une Q y P , luego P ∗Q = Q ∗ P .
Adema´s el puntoO es claramente el elemento identidad. Dado P ∈ E, si unimos
P y O con una recta y obtenemos su tercer punto de interseccio´n con E, es decir
P ∗ O, entonces el tercer punto de interseccio´n de la recta que une P ∗ O y O es
P (pues ∗O es involutiva, ver Observacio´n 3.1). Luego
P +O = P
Esto se muestra en la Figura 8.
Figura 8: Verificando que O es el elemento identidad
4Para que eso ocurra necesitamos que la condicio´n lineal que imponga cada nuevo punto sobre
los coeficientes sea linealmente independiente con las anteriores. Esto ocurre si los puntos esta´n
en una posicio´n adecuada (posicio´n general con respecto a una cu´bica plana).
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Para conseguir inversos dibujamos la tangente a la curva en O (recordemos que
por ahora O es un punto racional cualquiera, no necesariamente el del infinito).
Como la tangente en un punto corta a E en ese punto con multiplicidad 2, solo
corta a la curva en otro punto ma´s, que denotamos S. Es decir, S = O∗O. Adema´s
esta´ bien definido porque E es no singular y por tanto tiene tangente en todos sus
puntos. Ahora dado un punto Q definimos −Q como el tercer punto de interseccio´n
con E de la recta que pasa por S y Q, es decir, −Q = Q ∗ S. Comprobemos que
es en efecto el inverso de Q.
Q+ (−Q) = O ∗ (Q ∗ (−Q)) = O ∗ S = O
la u´ltima igualdad debie´ndose a que la recta que une S y O es tangente a E en O.
El procedimiento para conseguir inversos se ilustra en la Figura 9.
Figura 9: El inverso de un punto Q.
Nos queda probar la asociatividad de + para hacer de (E,+) un grupo. Esta
es sin ninguna duda la tarea ma´s dif´ıcil. Una vez que demos las fo´rmulas pa-
ra la duplicacio´n y suma de puntos en la siguiente subseccio´n, el lector podra´
comprobar directamente la asociatividad caso por caso. Vamos a dar aqu´ı una
prueba puramente geome´trica para un caso particular basada en el Teorema de
Cayley–Bacharach. Una tercera prueba, indirecta pero elegante, se puede encon-
trar en [2, Ch. III, §3,Proposition 3.4]. En ella se demuestra que cierta aplicacio´n
entre Pic0(E) y E es un isomorfismo de grupos, donde Pic0(E) es el subgrupo del
grupo de Picard de E formado por los divisores de grado 0, cociente el subgrupo
de divisores principales de E. Despue´s se muestra que la ley de grupo geome´trica
que hemos definido nosotros coincide con la ley de grupo algebraica inducida por
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dicho isomorfismo. La asociatividad en E se sigue entonce de la asociatividad en
Pic0(E). Procedemos ahora a dar nuestra prueba geome´trica.
Sean P,Q,R ∈ E. Queremos probar:
(P +Q) +R = P + (Q+R)
Debido a la conmutatividad de la operacio´n ∗ de tomar la tercera interseccio´n con
E, nos es suficiente mostrar:
(P +Q) ∗R = P ∗ (Q+R)
El proceso para la creacio´n de los puntos (P +Q) ∗R y P ∗ (Q+R) esta´ reflejado
en la Figura 10 e involucra los puntos:
O, P,Q,R, P ∗Q,P +Q,Q ∗R,Q+R (16)
Las rectas involucradas se muestran en la siguiente tabla:
Punteadas So´lidas
Recta entre P , Q y P ∗Q Recta entre R,Q y Q ∗R
Recta entre R,P +Q y (P +Q) ∗R Recta entre O,P ∗Q y P +Q
Recta entre O, Q ∗R y (Q+R) Recta entre P ,Q+R y P ∗ (Q+R)
Cada uno de los puntos en (16) pasa por una de las rectas descritas en la tabla
anterior. Sea L1 la recta punteada entre P +Q y R y L2 la recta so´lida entre P y
Q+R. Su tercer punto de interseccio´n con la curva son respectivamente (P+Q)∗R
y P ∗ (Q + R). Pero estas dos rectas deben cortarse en algu´n punto. ¿Esta´ su
interseccio´n en la curva? Si es as´ı habr´ıamos probado que (P+Q)∗R = P ∗(Q+R)
y por tanto nuestro resultado.
Tenemos nueve puntos: los ocho de (16) y la interseccio´n de L1 y L2. Si multi-
plicamos las ecuaciones de las tres rectas punteadas, y hacemos lo mismo con las
so´lidas, obtenemos dos cu´bicas (degeneradas), cuyas soluciones son la unio´n de las
respectivas rectas. Ahora aplicamos el Teorema de Cayley-Bacharach siendo C1 la
unio´n de las l´ıneas punteadas y C2 la de las so´lidas. Ambas pasan por los nueve
puntos. Como la curva original E pasa por ocho de esos puntos, los dados en (16),
debe pasar tambie´n por el noveno. Es decir, la interseccio´n de L1 y L1 esta´ en E,
lo que prueba que (P +Q) +R = P + (Q+R).
Hay que tener en cuenta que impl´ıcitamente hemos hecho una serie de simpli-
ficaciones. Para usar el Teorema de Cayley-Bacharach, los puntos dados en (16)
deben ser distintos. Obviamente, eso no siempre se tiene. Au´n as´ı, los casos en
los que esos 9 puntos no son distintos podemos verificarlos directamente con las
fo´rmulas de duplicacio´n y suma de puntos que daremos en la siguiente subsec-
cio´n.
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Figura 10: Verificando la asociatividad
Merece la pena mencionar que no hay nada especial en nuestra eleccio´n de O.
Si O′ fuese otro punto de E (punto racional si queremos que E[Q] acabe siendo
un subgrupo), entonces la aplicacio´n:
P 7→ P +O′
es un morfismo, ϕ, del grupo (E,O,+) en el grupo (E,O′,+′), donde la nueva ley
de adicio´n ser´ıa:
P +′ Q = P +Q−O′ (17)
Verfiquemos que esto u´ltimo concuerda con la ley de grupo que obtendr´ıamos con
O′ como elemento neutro. La expresio´n (17) es equivalente a P +′Q+O′ = P +Q,
y esto se tiene trivialmente pues:
P +′ Q+O′ = ((P ∗Q) ∗ O′) ∗ O′) ∗ O = (P ∗Q) ∗ O = P +Q
Ahora comprobemos que ϕ es un morfismo de grupos.
ϕ(P+Q) = P+Q+O′ = (P+O′)+(Q+O′)−O′ = ϕ(P )+ϕ(Q)−O′ = ϕ(P )+′ϕ(Q)
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El hecho de que ϕ es biyectiva es trivial de verificar.
Es fa´cil ver que para una curva el´ıptica, E, definida sobre Q, los puntos con
coordenadas racionales, E(Q), son un subgrupo. Sean P = (x1, y1), Q = (x2, y2) ∈
E(Q) y sea L : y = mx + n la recta que los une. Obviamente m,n ∈ Q. Como
y2 = f(x) ∈ Q[x] tenemos:
f(x)− (mx+ n)2 = (x− x1)(x− x2)(x− α)
donde α es la x-coordenada del tercer punto de interseccio´n de L y E, P ∗ Q. El
polinomio f(x) − (mx + n)2 es de grado 3 con coeficientes racionales. Por tanto,
para que el polinomio (x− x1)(x− x2)(x− α) tambie´n lo sea debe tenerse α ∈ Q.
La coordenada y de P ∗Q tambie´n es racional pues vale y = mα+ n. Para hallar
P +Q trazamos la recta entre O y P ∗Q, que es racional pues ambos puntos lo son.
El tercer punto de interseccio´n de dicha recta con E es P + Q y sus coordenadas
son racionales por el mismo argumento con el que hemos mostrado que lo son las
coordenadas de P ∗Q. Luego P + Q ∈ E[Q]. Observemos que para que E[Q] sea
un subgrupo, ha sido necesario que O ∈ E[Q] pues siempre acabamos trazando
rectas por ese punto. Por eso exigimos la existencia de O ∈ E[Q] en la Definicio´n
de la Ley grupo.
Ahora vamos a ver co´mo queda la Ley de grupo cuando tomamos como elemento
neutro el punto del infinito O = [0, 1, 0], es decir, cuando E : y2 = f(x) =
x3 +ax2 +bx+c = 0 esta´ en forma de Weierstrass. Primero observemos que O es el
punto del infinito donde se unen todas las rectas verticales x = α. Homogeneizando,
las ecuaciones de las rectas verticales son:
X − αZ = 0
y al cortar con la recta del infinito Z = 0 obtenemos X = 0, luego el u´nico punto
de la interseccio´n de ambas rectas es [0, 1, 0], que es precisamente O. Adema´s, la
recta del infinito corta a E en O con multiplicidad 3. La forma pra´ctica en la que
aplicaremos esto es como sigue: dado un punto af´ın P , la recta que une P y O es
la recta vertical que pasa por P . Adema´s las rectas no verticales cortara´n a E tres
veces en el pano af´ın. Esto nos permite no tener que salirnos en ningu´n momento
de la representacio´n af´ın de la curva, sin olvidarnos del punto en el infinito.
Por lo dicho anteriormente, para hallar P + Q, primero hacemos P ∗ Q como
siempre. Despue´s, para encontrar O ∗ (P ∗ Q) solo tenemos que trazar la vertical
en P ∗ Q. Como la curva en forma de Weierstras es sime´trica respecto al eje x,
O ∗ (P ∗Q) es la imagen especular de P ∗Q con respecto al eje x.
Ilustramos como queda la ley de grupo ahora en la Figura 11.
¿Co´mo quedan los inversos? Si P = (x, y) ∈ E entonces −P = (x,−y), la
imagen especular de P respecto al eje x. Podemos comprobarlo directamente pues
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la recta que une (x, y) y (x,−y) es vertical, y por tanto su tercer punto de inter-
seccio´n con E es O. Finalmente O∗O = O luego P + (−P ) = O. ¿Concuerda esto
con el procedimiento para hallar el inverso de un punto descrito en la prueba de la
Proposicio´n 3.4? La respuesta obviamente es s´ı. La tangente a E en O es la recta
del infinito, que corta a E otra vez en O. Ahora hab´ıa que tomar el tercer punto
de interseccio´n de la recta OP con E, y como esta recta es vertical, dicho punto
es (x,−y). Es decir −P = (x,−y). Podemos verlo representado en la Figura 12.
Figura 11: Ley de grupo para curvas el´ıpticas en forma de Weierstrass
Figura 12: Tomando inversos
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3.2 Fo´rmulas expl´ıcitas para la ley de grupo
Procedemos a dar fo´rmulas expl´ıcitas para la ley de grupo basa´ndonos en la des-
cripcio´n geome´trica de la misma. De nuevo trabajamos con una curva el´ıptica
E : y2 = f(x) = x3 + ax2 + bx + c definida sobre Q. Dados P1, P2 ∈ E queremos
hallar P1 + P2. Si P1 = O o´ P2 = O la suma es inmediata, as´ı que podemos supo-
ner P1, P2 6= O. En ocasiones describiremos las coordenadas de un punto P como
(x(P ), y(P )).
Escribimos:
P1 = (x1, y1) , P2 = (x2, y2) , P1 ∗ P2 = (x3, y3) , P1 + P2 = (x3,−y3)
Figura 13: Hallando fo´rmulas para la ley de grupo
Si x1 6= x2 (i.e., P1 y P2 no esta´n en la misma vertical), creamos la recta que
une P2 y P2. Por construccio´n esta recta corta a E en los puntos P1 y P2 y en un
tercer punto que es el que queremos hallar. Su ecuacio´n es:
y = λx+ ν, donde λ =
y2 − y1
x2 − x1 y ν = y1 − λx1 = y2 − λx2 (18)
Ahora la sustituimos en la ecuacio´n de la curva y obtenemos:
y2 = (λx+ ν)2 = x3 + ax2 + bx+ c
o equivalentemente
0 = x3 +
(
a− λ2)x2 + (b− 2λν)x+ (c− ν2)
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Este es un polinomio cu´bico mo´nico en x y sus ra´ıces son x1, x2 y x3. Por tanto
tenemos:
x3 +
(
a− λ2)x2 + (b− 2λν)x+ (c− ν2) = (x− x1) (x− x2) (x− x3)
Igualando los coeficientes de x2 en ambos lados obtenemos:
a− λ2 = −x1 − x2 − x3
luego
x3 = λ
2 − a− x1 − x2 e y3 = λx3 + ν
Hemos llegado por tanto a la Fo´rmula de adicio´n de puntos:
P1 + P2 = (x1, y1) + (x2, y2) =
(
λ2 − a− x1 − x2,−λx3 − ν
)
(19)
donde λ y ν esta´n dados en (18).
Si x1 = x2. Tenemos dos opciones: P2 = −P1 o´ P2 = P1. En el primer caso
la suma es trivial, as´ı que suponemos P1,= P2 = P y buscamos hallar 2P . Si P
es un punto de orden 2, 2P = O as´ı que podemos suponer que P no es un punto
de orden 2. Como veremos en la siguiente seccio´n esto equivale a que x(P ) no es
una ra´ız de f(x) y por tanto y(P ) 6= 0. Ahora la recta y = λx + ν uniendo P y
P es la tangente a E en P . La pendiente no la podemos calcular con la fo´rmula:
λ =
y2 − y1
x2 − x1 . En cambio, derivamos impl´ıcitamente la expresio´n y
2 = f(x). Es
decir:
2y
dy
dx
= f ′(x) =⇒ λ = dy
dx
∣∣∣∣
P
=
f ′ (x)
2y
∣∣∣∣
P
Si P = (x, y) tenemos:
λ =
f ′ (x)
2y
, ν = y − λx
Observemos que λ esta´ bien definido pues y 6= 0 por hipo´tesis (en los puntos de
orden 2 lo que ocurre es que la pendiente es infinita y la tangente es por tanto
vertical). Las coordenadas de 2P quedan:
x(2P ) = λ2 − a− 2x, y(2P ) = −λx(2P )− ν (20)
Desarrollando estas expresiones y usando que y2 = f(x) obtenemos las Fo´rmulas
de duplicacio´n para P = (x, y):
x (2P ) =
x4 − 2bx2 − 8cx+ b2 − 4ac
4x3 + 4ax2 + 4bx+ 4c
=
x4 − 2bx2 − 8cx+ b2 − 4ac
4f(x)
(21)
y(2P ) = −f
′ (x)
2y
x(2P )− y + f
′ (x)
2y
x =
f ′ (x)
2y
(x− x(2P ))− y (22)
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Con estas fo´rmulas podr´ıamos comprobar expl´ıcitamente la asociatividad de la ley
de grupo, lo cual, aunque supondr´ıa una prueba rigurosa, ser´ıa un tarea ardua y
tediosa. Adema´s nos dan otra forma de mostrar que E[Q] es un subgrupo de E
pues si P,Q ∈ E[Q], las coordenadas de P + Q proceden de evaluar funciones de
Q(x) en nu´meros racionales.
Definimos una aplicacio´n que usaremos de forma natural en muchas ocasiones,
que no es otra que sumar m veces el mismo punto P de E para un m ∈ Z.
m· : E → E
P 7→ P + ...+ P︸ ︷︷ ︸
m te´rminos
= mP (23)
Como E es abeliano, esta aplicacio´n es claramente un homomorfismo de grupos. Su
nu´cleo son los puntos de m-torsio´n (o de orden que divida a m) que estudiaremos
en la siguiente seccio´n.
Observacio´n 3.5. Aplicando sucesivamente la fo´rmula de duplicacio´n y suma de
puntos podemos obtener una expresio´n expl´ıcita para las coordenadas de mP,m ∈
Z. No la daremos expl´ıcitamente, lo importante es que si E es una curva el´ıptica
definida sobre Q, x(mP ) e y(mP ) son funciones racionales con coeficientes en Q,
pues la suma y composicio´n de funciones racionales es una funcio´n racional.
Hagamos un ejemplo. Consideremos la curva el´ıptica:
y2 = x3 + 17.
Es en efecto no singular, pues su discriminante es ∆ = −2433172 6= 0. Tambie´n
miramos dos de sus puntos racionales: P1 = (−1, 4) y P2 = (2, 5). La recta que
pasa por P1 y P2 es:
y =
1
3
x+
13
3
, luego λ =
1
3
and ν =
13
3
.
Ahora calculamos:
x3 = λ
2 − x1 − x2 = −8
9
y y3 = λx3 + ν =
109
27
.
Y por tanto:
P1 + P2 = (x3,−y3) =
(
−8
9
,−109
27
)
.
Vemos que hacer ca´lculos no es tan complicado. Ahora hallemos 2P1. La pendiente
de la tangente en P1 es:
λ =
f ′ (x1)
2y1
=
f ′(−1)
8
=
3
8
.
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Usando que la tangente pasa por P1 vemos que su ecuacio´n es y =
3
8
x+ 35
8
, luego
ν = 35
8
. Usando las fo´rmulas de duplicacio´n (21) y (22) para a = b = 0, c = 17
obtenemos las coordenadas de 2P1:
x(2P1) =
1 + 8 · 17
4 · 42 =
137
64
y(2P1) =
3
8
(
−1− 137
64
)
− 4 = −2651
512
.
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4 Puntos de torsio´n
Un primer paso para entender el grupo de puntos de una curva el´ıptica es mediante
sus puntos de torsio´n. Sea E : y2 = x3 + ax2 + bx + c una curva el´ıptica definida
sobre Q.
Definicio´n 4.1. Dado m ∈ Z≥0, el conjunto de puntos de m-torsio´n de E es:
E[m] =
{
P ∈ E(Q) | mP = O}
Es decir, E[m] esta´ formado por los puntos de E cuyo orden divide a m. Si
m es primo, E[m] consiste en el del punto O (de orden 1) y los puntos de orden
m. Adema´s E[m] es exactamente el nu´cleo del homomorfismo multiplicar por m
definido en (23).
Recordemos que en virtud de la Observacio´n 3.5, si P = (x, y) ∈ E, la primera
coordenada de mP es una funcio´n racional en x con coeficientes en Q. Una con-
dicio´n equivalente para que P ∈ E[m] es (m− 1)P = −P . Como x(P ) = x(−P ),
los puntos de E[m] se encuentran entre aquellos para los que x(P ) es una ra´ız del
polinomio que se obtiene al igualar x((m − 1)P ) = x y multiplicar por el deno-
minador de x((m − 1)P ). Por tanto E[m] es un conjunto finito (para cada ra´ız o
valor de x(P ) solo hay dos valores posibles de y).
En la Definicio´n 4.1 se recuerda que E[m] ⊂ E := E(Q), es decir, que los
puntos tienen en general coordenadas sobre un cuerpo algebraicamente cerrado
que contenga a Q (nos vale Q, la clausura algebraica de Q), ya que de esta forma
obtenemos todos los puntos posibles que cumplan la condicio´n mP = O, al ser
esta una condicio´n polino´mica.
Como consecuencia inmediata de que el grupo de puntos de la curva el´ıptica
es abeliano, tenemos que los puntos de m-torsio´n, E[m], forman un subgrupo de
E. Queremos estudiar la estructura de grupo de E[m].
Consideremos puntos de orden 2, es decir, aquellos tales que P = −P . Con
la ecuacio´n en forma E : y2 = x3 + ax2 + bx + c = f(x), esto se traduce en
(x, y) = (x,−y). Luego y = 0. Si x1, x2, x3 son las ra´ıces (distintas, pues E es no
singular) de f(x), entonces los puntos de orden 2 tienen la forma: (xi, 0), i = 1, 2, 3.
Adema´s estos 3 puntos cumplen efectivamente 2P = O, luego son exactamente los
u´nicos puntos de orden 2 que existen. Por tanto E[2] = {O, (x1, 0), (x2, 0), (x3, 0)},
que es un subgrupo de E de orden 4. Luego E[2] ∼= Z/2Z× Z/2Z o´ E[2] ∼= Z/4Z
(por el teorema de estructura de grupos abelianos finitamente generados). Todos
los puntos no triviales tienen orden 2, luego:
E[2] ∼= Z/2Z× Z/2Z (24)
Ahora veamos que´ ocurre con E[3]. Sus puntos no triviales cumplen que 3P = O.
Luego verifican 2P = −P y por tanto x(2P ) = x. Rec´ıprocamente, si x(2P ) = x =
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x(P ), como y2 es un polinomio en x, tenemos, y(2P ) = ±y(P ), es decir, 2P = ±P .
Si se diese 2P = P , implicar´ıa que P = O, lo cual hemos descartado por hipo´tesis.
Luego 2P = −P y por tanto los puntos no triviales de orden 3 son exactamente
aquellos tales que x(2P ) = x. Usando la fo´rmula de duplicacio´n (21) tenemos que
P = (x, y) es un punto de orden 3 si y solo si x es una ra´ız del polinomio:
g(x) = 3x4 + 4ax3 + 6bx2 + 12cx+ 4ac− b2 (25)
Afirmamos que g(x) tiene 4 ra´ıces distintas. Para probarlo basta ver que g y g′ no
tienen ra´ıces en comu´n. Tenemos
g′(x) = 12x3 + 12ax2 + 12bx+ 12c = 12f(x) (26)
Recordemos que x(2P ) =
f ′(x)2
4f(x)
− a− 2x, expresio´n que vimos en (20) y que esta´
bien definida pues P no es de 2-torsio´n. Como f ′′(x) = 2(3x+ a), obtenemos otra
forma de expresar g:
g(x) = 2f(x)f ′′(x)− f ′(x)2 (27)
Si g y g′ tienen una ra´ız comu´n, α, entonces por (26) es tambie´n ra´ız de f , lo que
a su vez implica, por (27), que α es ra´ız de f ′, lo cual contradice el hecho de que
f no tiene ra´ıces mu´ltiples. Luego las ra´ıces de g son distintas.
Por tanto la coordenada x de P puede tomar 4 valores distintos para puntos
de orden 3. Para cada uno de estos x hay dos valores de y asociados: ±√f(x),
que son distintos pues f(x) 6= 0, ya que de lo contrario ser´ıan puntos de orden 2.
Luego si denotamos x1, x2, x3, x4 a las ra´ıces de g, E[3] consta de los ocho puntos
(xi,±
√
f(xi)), i = 1, ..., 4 adema´s del punto O. Es un grupo abeliano de orden 9
donde todo elemento no nulo es de orden 3, luego, de nuevo en virtud del teorema
de estructura de grupos abelianos finitamente generados, tenemos:
E[3] ∼= Z/3Z× Z/3Z
Nosotros solo haremos uso de la estructura de E[2] para probar el Teorema de
Mordell, pero en general se tiene:
Proposicio´n 4.2. Sea E una curva el´ıptica definida sobre Q y m ∈ Z≥1. Se tiene:
E[m] ∼= Z/mZ× Z/mZ
Demostracio´n. Podemos encontrar una prueba en [2, Prop. 5.4.a)], que hace uso del
bien conocido resultado de que E(Q) = E(C) ∼= C/Λ, donde Λ es un ret´ıculo.
En el Ape´ndice B podemos encontrar ma´s resultados sobre puntos de torsio´n.
No los hemos incluido aqu´ı por agilizar la exposicio´n, pues no nos sera´n u´tiles de
cara a probar el Teorema de Mordell.
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5 E(Q) y el Teorema de Mordell
5.1 Alturas y Descenso
Para probar el Teorema de Mordell necesitamos una herramienta muy comu´n en
teor´ıa de nu´meros: la altura. La altura de un punto de E(Q) nos dira´ algo de su
complejidad aritme´tica. Comenzamos definie´ndola para un nu´mero racional.
Definicio´n 5.1. Sea x = m
n
un nu´mero racional escrito como fraccio´n irreducible
(i.e., mcd(m,n) = 1). Definimos la altura de x como:
H(x) = H
(m
n
)
= ma´x {|m| , |n|} ∈ Z≥0
¿Por que´ es un buen medidor de la complejidad nume´rica de un nu´mero racio-
nal? Cojamos por ejemplo 1
2
y 9999
20000
. Ambos tienen pra´cticamente el mismo valor
absoluto, pero el segundo es claramente ma´s complejo que el primero, ya que, por
ejemplo, a un ordenador le costar´ıa una mayor cantidad de bits almacenarlo. La
siguiente propiedad pone au´n ma´s de manifiesto la utilidad de la altura:
Proposicio´n 5.2. (Propiedad de finitud) El conjunto de nu´meros racionales
con una altura menor que un valor fijado es un conjunto finito.
Demostracio´n. Dada una constante C, la condicio´n H
(
m
n
)
< C implica |m| < C,
|n| < C, luego solo hay una cantidad finita de posibilidades para m y n.
En lo que sigue consideraremos E : y2 = f(x) = x3 + ax2 + bx + c una cu´bica
no singular definida sobre Q y P = (α, β) un punto racional.
Definicio´n 5.3. Definimos la altura de P = (α, β) ∈ E(Q) como la altura de su
primera coordenada:
H(P ) = H(α)
Por convenio H(O) = 1. Nos interesa tener una funcio´n que se comporte adi-
tivamente, luego definimos:
h(P ) = logH(P ) (28)
que es siempre un nu´mero no negativo.
Observemos que E(Q) hereda la propiedad de finitud, es decir, dado M > 0
# {P ∈ E(Q) : H(P ) ≤M} < +∞ (29)
Esto se debe a que hay solo una cantidad finita de posibilidades para las coorde-
nadas x de los puntos, y para cada una de estas solo hay dos posibles coordenadas
y. Obviamente lo mismo se da para h(P ).
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Nuestro objetivo es demostrar que E(Q) es finitamente generado. Para ello
probaremos una serie de lemas sobre las alturas, y con estas herramientas, apli-
cando un algoritmo de descenso, probaremos el Teorema de Mordell. Por claridad
de exposicio´n comenzaremos por este u´ltimo paso.
Para el siguiente resultado consideraremos Γ un grupo abeliano cualquiera es-
crito con notacio´n aditiva y
h : Γ→ [0,+∞)
una funcio´n (altura), poniendo as´ı de manifiesto la generalidad del teorema de
descenso.
Denotaremos por mΓ el subgrupo de Γ formado por los puntos que son sumas
de m veces un mismo punto de Γ. Es obviamente un subgrupo, en concreto es la
imagen del homomorfismo de grupos:
m· : Γ→ Γ
P 7→ P + ...+ P︸ ︷︷ ︸
m te´rminos
= mP (30)
que en el caso de Γ = E(Q) hemos llamado multiplicar por m.
Teorema 5.4. (Teorema de descenso). Sea Γ un grupo abeliano y supongamos que
existe una funcio´n
h : Γ→ [0,+∞)
con las siguientes propiedades:
a) Para cada nu´mero real M , el conjunto {P ∈ Γ : h(P ) ≤M} es finito.
b) Para cada P0 ∈ Γ existe una constante κ0 tal que:
h(P + P0) ≤ 2h(P ) + κ0 ∀ P ∈ Γ
c) Hay una constante κ tal que:
h(2P ) ≥ 4h(P )− κ ∀ P ∈ Γ
Adema´s supongamos que:
d) El subgrupo 2Γ tiene ı´ndice finito en Γ, (es decir, Γ/2Γ es finito).
Entonces Γ es finitamente generado.
Demostracio´n. Por d) sabemos que hay una cantidad finita, digamos n, de clases
de equivalencia en el cociente Γ/2Γ. Sean Q1, ..., Qn representantes de estas clases.
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Como todo elemento de Γ debe estar en un clase de equivalencia (ie, Γ/2Γ =⊔n
i=1(Qi + 2Γ)), para todo P ∈ Γ, existe un ı´ndice i1 que depende de P tal que
P −Qi1 ∈ 2Γ.
Luego podemos escribir
P −Qi1 = 2P1
para algu´n P1 ∈ Γ. Ahora hacemos lo mismo con P1 y as´ı sucesivamente, lo que
prueba que tenemos igualdades de la forma:
P1 −Qi2 = 2P2
P2 −Qi3 = 2P3
...
Pm−1 −Qim = 2Pm
donde los Qi1 , ..., Qim se han escogido de entre los representantes Q1, ..., Qn y los
Pi son elementos de Γ.
De la primera de estas igualdades tenemos P1 = Qi2 + 2P2, y sustituye´ndolo en
P = Qi1 + 2P1 obtenemos P = Qi1 + 2Qi2 + 4P2. Si vamos introduciendo el resto
de Pj = Qij+1 + 2Pj+1 para j = 2, ...,m− 1 llegamos a:
P = Qi1 + 2Qi2 + 4Qi3 + ...+ 2
m−1Qim + 2
mPm. (31)
Esto en particular nos prueba que P esta´ en el subgrupo de Γ generado por los
Qi y por Pm. Vamos a ver que cogiendo un m lo suficientemente grande podemos
hacer que la altura de Pm sea menor o igual que una determinada constante que no
depende de P . Entonces los Qi juntos con el conjunto finito de puntos con altura
menor que esa constante generar´ıa Γ.
Aplicando b) con −Qi en lugar de P0 conseguimos constantes κi tales que:
h(P −Qi) ≤ 2h(P ) + κi ∀ P ∈ Γ.
Hacemos esto para i = 1, .., n y consideramos κ′ = ma´x
1≤i≤n
{κi} de manera que:
h(P −Qi) ≤ 2h(P ) + κ′ ∀P ∈ Γ y ∀ 1 ≤ i ≤ n.
Sea Pj uno cualquiera de los puntos de la secuencia P, P1, P2, .... Aplica´ndole c)
obtenemos:
4h(Pj) ≤ h(2Pj) + κ = h(Pj−1 −Qij) + κ ≤ 2h(Pj−1) + κ+ κ′
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lo que podemos reescribir como:
h(Pj) ≤ 1
2
h(Pj−1) +
κ+ κ′
4
=
3
4
h(Pj−1)− 1
4
(h(Pj−1)− (κ+ κ′)) .
Luego si h(Pj−1) ≥ κ+ κ′, entonces
h(Pj) ≤ 3
4
h(Pj−1). (32)
Para los puntos Pj compliendo h(Pj−1) ≥ κ + κ′, tras hacer uso reiterado de (32)
conseguimos un Pm,m > j, tal que h(Pm) ≤ κ+ κ′. Hemos probado que podemos
escribir cualquier P ∈ Γ de la forma:
P = a1Q1 + ...+ anQn + 2
mR
para a1, ..., an ∈ Z y algu´n punto R ∈ Γ cumpliendo h(R) ≤ κ + κ′. Esto se ha
obtenido de (31) usando el m que hemos encontrado y agrupando los coeficientes
de las Qik , k = 1, ..,m en los de su respectiva Qi. En otras palabras el conjunto:
{Q1, ..., Qn} ∪ {R ∈ Γ : h(R) ≤ κ+ κ′}
genera Γ y es finito gracias a a) y d).
Lo hemos llamado Teorema de Descenso porque la prueba es muy similar al
me´todo de Fermat de descenso infinito que uso´ para probar que x4 + y4 = 1 no
tiene soluciones racionales con xy 6= 0. Parece ser que este es el me´todo que ten´ıa
en mente para probar lo que se conoce como El u´ltimo teorema de Fermat, es decir,
que no hay soluciones racionales para xn + yn = 1 con xy 6= 0 para n ≥ 3, pero
complicaciones surgen cuando n se hace grande, y la elaborada prueba que dio
Wiles en 1996 va por un camino distinto, aunque usa de manera crucial la teor´ıa
de curvas el´ıpticas.
Nuestra intencio´n sera´ aplicar el teorema de descenso (Teorema 5.4) para el
caso Γ = E(Q) y h la funcio´n altura (logar´ıtmica) que definimos al comienzo de
esta seccio´n. Necesitamos probar que se verifican las hipo´tesis b), c), d) pues a) ya
ha sido probada en (29). Es a esto a lo que dedicaremos las siguientes secciones.
5.2 La altura de P + P0
Comenzaremos con un resultado importante, que nos dira´ la forma que tienen los
puntos racionales de nuestra curva el´ıptica. Como ya comentamos, si la curva esta´
definida sobre Q podemos encontrarle una ecuacio´n con coeficientes en Z.
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Lema 5.5. Sea E una curva el´ıptica con ecuacio´n E : y2 = x3 + ax2 + bx + c,
a, b, c ∈ Z. Si P = (x, y) es un punto racional, entonces:
x =
m
e2
e y =
n
e3
para enteros m,n y e con e > 0 y mcd(m, e) = mcd(n, e) = 1.
Demostracio´n. Escribamos x = m
M
y y = n
N
como fracciones irreducibles, con
M,N > 0. Sustituyendo en la ecuacio´n de la curva obtenemos:
n2
N2
=
m3
M3
+ a
m2
M2
+ b
m
M
+ c
que quitando denominadores queda:
M3n2 = N2m3 + aN2Mm2 + bN2M2m+ cN2M3. (33)
Como N2 es un factor de todos los te´rminos de la derecha, tambie´n lo es del de la
izquierda, luego N2|M3n2, pero como mcd(n,N) = 1 se tiene N2|M3.
Buscamos probar ahora el rec´ıproco, es decir, M3|N2. De (33) vemos que
M |N2m3, lo cual, usando que mcd(m,M) = 1, implica M |N2. Volviendo a usar
esto en (33) tenemos que M2|N2m3, es decir, M2|N2 y por tanto M |N . Usando
de nuevo esto en (33) obtenemos M3|N2m3, luego M3|N2.
Hemos probado que M3 = N2 adema´s de M |N . Sea e = N/M . Entonces
e2 =
N2
M2
=
M3
M2
= M y e3 =
N3
M3
=
N3
N2
= N.
Por tanto x = m/e2 e y = n/e3 y mcd(m, e) = 1 = mcd(n, e), pues m es coprimo
con M y n lo es con N .
Antes de dar la prueba del resultado principal de esta seccio´n, necesitamos
observar lo siguiente sobre la altura de un punto racional P =
(
m
e2
, n
e3
)
, dado con
fracciones irreducibles. Se tiene H(P ) = ma´x {|m| , e2}, es decir:
|m| ≤ H(P ) y e2 ≤ H(P ).
Podemos acotar tambie´n n en funcio´n de H(P ). En concreto existe K > 0 cons-
tante dependiendo de a, b y c tal que:
|n| ≤ KH(P )3/2 ∀ P =
(m
e2
,
n
e3
)
∈ E(Q).
Para probar esto sustituimos P en la ecuacio´n de la curva y multiplicamos por e6,
lo que da:
n2 = m3 + ae2m2 + be4m+ ce6
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Y por tanto:∣∣n2∣∣ ≤ ∣∣m3∣∣+ ∣∣ae2m2∣∣+ ∣∣be4m∣∣+ ∣∣ce6∣∣ ≤ H(P )3 + |a|H(P )3 + |b|H(P )3 + |c|H(P 3)
= (1 + |a|+ |b|+ |c|)H(P 3)
Luego nos basta tomar K =
√
1 + |a|+ |b|+ |c| para tener el resultado.
Lema 5.6. Dado P0 ∈ E(Q) existe una constante κ0 que depende de P0, a, b y c
tal que:
h(P + P0) ≤ 2h(P ) + κ0 ∀ P ∈ E(Q).
Demostracio´n. La prueba no es ma´s que escribir la fo´rmula para la suma de dos
puntos y usar la desigualdad triangular con los datos que ya tenemos. Antes ob-
servemos que si P0 = O la desigualdad es trivial, as´ı que asumiremos P0 6= O,
digamos, P0 = (x0, y0). Adema´s para probar la existencia de κ0 nos basta hacerlo
excepto para un conjunto finito de puntos, pues para los P = (x, y) de este conjun-
to finito, podemos mirar las diferencias h(P + P0)− 2h(P ) y tomar κ0 mayor que
todas ellas. Dicho esto vamos a probar el lema para P /∈ {P0,−P0, O}. Con esto
conseguimos x 6= x0, principalmente para evitar usar la fo´rmula de duplicacio´n.
Escribimos:
P + P0 = (ξ, η).
Necesitamos calcular la altura de ξ, y para ello usamos la fo´rmula (19) que hallamos
en la Seccio´n 2
ξ + x+ x0 = λ
2 − a, donde λ = y − y0
x− x0 .
Escribimos ξ ma´s expl´ıcitamente:
ξ =
(y − y0)2
(x− x0)2 − a− x− x0 =
(y − y0)2 − (x− x0)2(a+ x+ x0)
(x− x0)2
Desarrollamos el numerador y vemos que aparece y2 − x3. Usando que P cumple
la ecuacio´n de nuestra curva sustituimos y2 − x3 por ax2 + bx + c. As´ı acabamos
con una expresio´n de la forma:
ξ =
Ay +Bx2 + Cx+D
Ex2 + Fx+G
donde A,B, ..., G son nu´meros racionales que dependen de a, b, c, x0 e y0. Multipli-
cando numerador y denominador por el mı´nimo comu´n mu´ltiplo de los denomina-
dores de A,B, ..., G, podemos suponer que estos nu´meros son enteros.
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Ahora sustituimos x = m/e2 e y = n/e3 y eliminamos denominadores multi-
plicando denominador y numerador de nuestra expresio´n por e4 resultando en:
ξ =
Ane+Bm2 + Cme2 +De4
Em2 + Fme2 +Ge4
.
Ya tenemos ξ como cociente de enteros, aunque no necesariamente como frac-
cio´n irreducible, pero esto no importa, porque cancelar factores en numerador y
denominador solo puede provocar que disminuya la altura, luego:
H(ξ) ≤ ma´x{∣∣Ane+Bm2 + Cme2 +De4∣∣ , ∣∣Em2 + Fme2 +Ge4∣∣} .
Recordemos que:
e ≤ H(P )1/2, |n| ≤ KH(P )3/2, y |m| ≤ H(P )
donde K depend´ıa solo de a, b y c. Usando ahora la desigualdad triangular obte-
nemos: ∣∣Ane+Bm2 + Cme2 +De4∣∣ ≤ |Ane|+ ∣∣Bm2∣∣+ ∣∣Cme2∣∣+ ∣∣De4∣∣
≤ (|AK|+ |B|+ |C|+ |D|)H(P )2
y ∣∣Em2 + Fme2 +Ge4∣∣ ≤ ∣∣Em2∣∣+ ∣∣Fme2∣∣+ ∣∣Ge4∣∣ ≤ (|E|+ |F |+ |G|)H(P )2.
Luego
H(P + P0) = H(ξ) ≤ ma´x {|AK|+ |B|+ |C|+ |D| , |E|+ |F |+ |G|}H(P )2
lo que tomando logaritmos nos da:
h(P + P0) ≤ 2h(P ) + κ0
donde
κ0 = log ma´x {|AK|+ |B|+ |C|+ |D| , |E|+ |F |+ |G|}
depende solo de a, b, c y (x0, y0) pero no de P = (x, y).
5.3 La altura de 2P
Enunciamos directamente lo que queremos probar:
Lema 5.7. Existe una constante κ, que depende de a, b y c tal que:
h(2P ) ≥ 4h(P )− κ ∀ P ∈ E(Q)
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Demostracio´n. Tal y como hicimos en la prueba del Lema 5.6, podemos ignorar un
conjunto finito de puntos, pues siempre podemos tomar κ mayor que 4h(P ) para
todos los puntos P de dicho conjunto. En este caso vamos a ignorar los puntos de
orden 2, es decir aquellos cuya coordenada x es una ra´ız de f(x) = x3+ax2+bx+c.
Sea P = (x, y) y escribamos 2P = (ξ, η). Cuando hablamos de la duplicacio´n
de un punto en la Seccio´n 2 ten´ıamos:
ξ + 2x = λ2 − a donde λ = f
′(x)
2y
y usando que y2 = f(x) llega´bamos a:
ξ =
f ′(x)2 − (8x+ 4a)f(x)
4f(x)
=
x4 − 2bx2 − 8cx+ b2 − 4ac
4x3 + 4ax2 + 4bx+ 4c
que esta´ bien definido pues 2P 6= O y por tanto f(x) 6= 0. Como nuestra cu´bica es
no singular, f y f ′ no tienen ra´ıces comunes sobre C, luego el numerador y deno-
minador de ξ son polinomios sin ra´ıces comunes y que adema´s podemos considerar
con coeficientes enteros tras multiplicar numerador y denominador por el mı´nimo
comu´n denominador de a, b y c.
Como h(ξ) = h(2P ) y h(x) = h(P ), lo que queremos probar se enuncia como:
h(ξ) ≥ 4h(x)− κ.
Por lo tanto nos basta probar el siguiente lema sobre alturas y cocientes de poli-
nomios, que no tiene nada que ver con curvas el´ıpticas.
Lema 5.8. Sea φ(x) y ψ(x) polinomios con coeficientes enteros y sin ra´ıces com-
plejas comunes. Sea d el ma´ximo de los grados de φ y ψ.
a) Existe R ∈ Z≥1, que depende de φ y ψ, tal que para todos nu´mero racional
m/n:
mcd
(
ndφ
(m
n
)
, ndψ
(m
n
))
divide a R.
b) Existen constantes κ1 y κ2, dependientes de φ y ψ, tales que para todo nu´mero
racional m/n que no sea ra´ız de ψ,
dh
(m
n
)
− κ1 ≤ h
(
φ (m/n)
ψ (m/n)
)
≤ dh
(m
n
)
+ κ2.
Demostracio´n. a) Primero observamos que como los grados de φ y ψ son a lo ma´s
d, ndφ
(
m
n
)
y ndψ
(
m
n
)
son enteros y podemos hablar de su ma´ximo comu´n divisor.
Adema´s en este apartado el papel de φ y ψ es intercambiable, luego podemos
47
suponer sin pe´rdidad de generalidad que deg(φ) = d y deg(ψ) = e ≤ d. Para
facilitar la notacio´n escribiremos:
Φ(m,n) = ndφ
(m
n
)
= a0m
d + a1m
d−1n+ ...+ adnd
Ψ(m,n) = ndψ
(m
n
)
= b0m
end−e + b1me−1nd−e+1 + ...+ bend.
Como φ(X) y ψ(X) no tienen ra´ıces comunes, son coprimos en el dominio eucl´ıdeo
C[X] y por tanto en Q[X]. Luego usando la identidad de Be´zout en Q[X] (o
equivalentemente teniendo en cuenta que generan el ideal total), existen polinomios
F (X) y G(X) con coeficientes racionales satisfaciendo:
F (X)φ(X) +G(X)ψ(X) = 1. (34)
Sea A un mu´ltiplo de los denominadores de los coeficientes de F y G, de manera
que AF (X) y AG(X) tienen coeficientes enteros. Sea D el ma´ximo de los grados
de F y G. Notemos que A y D no dependen de m o n.
Ahora evaluamos X = m/n en (34) y multiplicamos la ecuacio´n por AnD+d,
obteniendo as´ı:
AnDF
(m
n
)
ndφ
(m
n
)
+ AnDG
(m
n
)
ndψ
(m
n
)
= AnD+d.
Sea γ = γ(m,n) el ma´ximo comu´n divisor de Φ(m,n) y Ψ(m,n). Tenemos:[
AnDF
(m
n
)]
Φ(m,n) +
[
AnDG
(m
n
)]
Ψ(m,n) = AnD+d
y como las cantidades entre corchetes son enteros, γ divide a AnD+d. Pero necesi-
tamos que divida a un entero fijo que no dependa de n. Por eso afirmamos que γ
divide AaD+d0 . Para verlo notemos que como γ divide Φ(m,n), tambie´n divide a:
AnD+d−1Φ(m,n) = Aa0mdnD+d−1 + Aa1md−1nD+d + ...+ AadnD+2d−1.
En la suma todos los te´rminos menos el primero tienen a AnD+d como factor, y
como γ | AnD+d, tambie´n debe dividir al primer te´rmino = Aa0mdnD+d−1. Es
decir, γ divide al mcd
(
AnD+d, Aa0m
dnD+d−1
)
. Pero teniendo en cuenta que m y
n son coprimos se tiene:
mcd
(
AnD+d, Aa0m
dnD+d−1
)
= AnD+d−1mcd
(
n, a0m
d
)
= AnD+d−1mcd (n, a0)
y por tanto γ | Aa0nD+d−1. Observemos que hemos reducido el exponente de n a
cambio de multiplicar por a0.
Teniendo en cuenta que γ | Aa0nD+d−2Φ(m,n), tras repetir el mismo argumento
y usando que hemos probado que γ | Aa0nD+d−1 obtendremos que γ | Aa20nD+d−2.
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As´ı, iterando el proceso (D + d veces) llegamos eventualmente a la conclusio´n de
que γ | AaD+d0 , como quer´ıamos probar.
b) De nuevo podemos excluir un conjunto finito de puntos racionales para
probar una desigualdad de este tipo. As´ı que asumimos que m/n no es una ra´ız de
φ. Adema´s si r es un racional no nulo, esta´ claro por la definicio´n de altura que:
h(r) = h(1/r), luego podemos intercambiar los papeles de φ y ψ y sin pe´rdida de
generalidad asumimos deg(φ) = d y deg(ψ) = e ≤ d al igual que en a. Queremos
estimar la altura de
ξ =
φ
(
m
n
)
ψ
(
m
n
) = ndφ (mn )
ndψ
(
m
n
) = Φ(m,n)
Ψ(m,n)
H(ξ) ser´ıa el ma´ximo de los enteros Φ(m,n) y Ψ(m,n) excepto por posibles can-
celaciones de factores comunes.
La cota superior es sencilla y su prueba similar a la del Lema 5.6. Recordemos
que |m| , |n| ≤ H(m/n). Por tanto:
|Φ(m,n)| ≤ |a0|
∣∣md∣∣+ |a1| ∣∣md−1n∣∣+ ...+ |ad| ∣∣nd∣∣
≤ (|a0|+ |a1|+ ...+ |ad|)H(m/n)d,
|Ψ(m,n)| ≤ |b0|
∣∣mend−e∣∣+ |b1| ∣∣me−1nd−e+1∣∣+ ...+ |be| ∣∣nd∣∣
≤ (|b0|+ |b1|+ ...+ |be|)H(m/n)d.
Luego tomando:
C2 = ma´x (|a0|+ |a1|+ ...+ |ad| , |b0|+ |b1|+ ...+ |be|) > 0
tenemos que:
H(ξ) ≤ C2H(m/n)d
y tomando logaritmos:
h(ξ) = h
(
φ (m/n)
ψ (m/n)
)
≤ dh
(m
n
)
+ κ2, con κ2 = log (C2)
que es lo que quer´ıamos probar.
Procedamos ahora a probar la cota inferior. En a) probamos que existe un
entero R ≥ 1, independiente de m y n tal que γ = mcd (Φ(m,n),Ψ(m,n)) divide
a R. Esto nos acota las cancelaciones de manera que:
H(ξ) ≥ 1
R
ma´x{|Φ(m,n)|, |Ψ(m,n)|}
=
1
R
ma´x
{∣∣∣ndφ(m
n
)∣∣∣ , ∣∣∣ndψ (m
n
)∣∣∣}
≥ 1
2R
(∣∣∣ndφ(m
n
)∣∣∣+ ∣∣∣ndψ (m
n
)∣∣∣) .
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En la u´ltima l´ınea hemos usado el hecho trivial de que ma´x{a, b} ≥ 1
2
(a + b).
Queremos comparar H(ξ) con:
H
(m
n
)d
= ma´x
{|m|d, |n|d}
as´ı que tomamos el cociente de ambos:
H(ξ)
H(m/n)d
≥ n
d
2R
·
∣∣φ (m
n
)∣∣+ ∣∣ψ (m
n
)∣∣
ma´x {|m|d, |n|d}
=
1
2R
·
∣∣φ (m
n
)∣∣+ ∣∣ψ (m
n
)∣∣
ma´x
{∣∣m
n
∣∣d , 1} .
Lo que nos sugiere que miremos la funcio´n de variable real:
p(t) =
|φ(t)|+ |ψ(t)|
ma´x {|t|d, 1} .
Observemos que es una funcio´n siempre positiva. Como φ tiene grado d y ψ tiene
grado a lo ma´s d, p(t) tiene l´ımite no nulo cuando |t| → ∞. Este l´ımite es |a0| si el
grado de ψ es estrictamente menor que d, o |a0|+ |b0| si el grado de ψ es tambie´n
d. En cualquier caso, fuera de un intervalo cerrado y acotado I la funcio´n p(t) esta´
acotada inferiormente por un nu´mero mayor que cero. Pero en el compacto I la
funcio´n p es continua y no tiene ceros pues φ y ψ no tienen ra´ıces comunes. Luego
alcanza su ma´ximo y mı´nimo en I, que deben ser por tanto valores estrictamente
positivos. Hemos acotado inferiormente por una cantidad positiva la funcio´n p(t)
tanto dentro como fuera de I, es decir, ∃ C1 > 0 tal que ∀ t ∈ R se tiene p(t) ≥ C1.
Antes probamos que:
H(ξ)
H(m/n)d
≥ 1
2R
· p
(m
n
)
y usando p(t) ≥ C1 llegamos a:
H(ξ) ≥ C1
2R
·H
(m
n
)d
.
Las constantes C1 y R depende de φ y ψ pero no de m y n, luego tomando
logaritmos llegamos a la desigualdad deseada:
h(ξ) ≥ dh
(m
n
)
− κ1 con κ1 = log (2R/C1) .
Recordemos que esto nos prueba como caso particular el Lema 5.7.
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5.4 Versio´n de´bil del Teorema de Mordell-Weil
Para completar la prueba del teorema de Mordell, necesitamos mostrar lo siguiente:
Teorema 5.9. El grupo E(Q)/2E(Q) es finito.
Esto es un caso particular del resultado conocido como versio´n de´bil del Teo-
rema de Mordell-Weil:
Teorema 5.10. (Mordell-Weil de´bil). Sea K un cuerpo nume´rico. Entonces
E(K)/mE(K) es finito.
Para probar la versio´n general (5.10) hay que usar herramientas de teor´ıa alge-
braica de nu´meros que quedan fuera del alcance y las intenciones de este trabajo.
Una prueba se puede encontrar en [2, §VIII.1, Thm 1.1]. Nosotros probaremos
(5.9), es decir fijaremos K = Q y m = 2.
Vamos a mirar los nu´meros racionales mo´dulo cuadrados, es decir como ele-
mentos de:
Q∗/(Q∗)2 =
{m
n
: m 6= 0,mcd(m,n) = 1,m y n libre de cuadrados
}
Esto equivale a mirar el numerador y denominador de cada fraccio´n (irreduci-
ble) como su radical (parte libre de cuadrados), pues cualquier entero que sea un
cuadrado vale 1 en Q∗/(Q∗)2.
Lema 5.11. Sea E : y2 = x3 + ax2 + bx con a, b, c ∈ Z una curva el´ıptica y sea
(x, y) ∈ E(Q). Entonces mo´dulo cuadrados solo hay una cantidad finita de valores
posibles para x.
Demostracio´n. Por el Lema 5.5, x = m/e2, y = n/e3, para algunos m,n, e ∈ Z
con mcd(m, e) = mcd(n, e) = 1. Nos interesa la parte libre de cuadrados de m.
Introduciendo en la ecuacio´n de E y eliminando denominadores queda:
n2 = m
(
m2 + ame2 + be4
)
Luego el lado derecho es tambie´n un cuadrado. Sea d = mcd(m,m2 + ame2 + be4).
Como d | m y d | m2 + ame2 + be4 se tiene d | be4. Y como mcd(m, e) = 1 tenemos
d | b. Deducimos por tanto que mcd(m, b) = d. Luego los primos que dividen x
visto como un elemento de Q∗/(Q∗)2 esta´n entre la cantidad finita de primos que
divide a b.
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5.4.1 Versio´n de´bil del Teorema de Mordell-Weil para m = 2 y K = Q
Nuestro objetivo es probar que E(Q)/2E(Q) es finito. Para ello vamos a definir un
morfismo desde E(Q) con nu´cleo 2E(Q) e imagen finita y el Primer Teorema de
Isomorf´ıa nos garantizar´ıa el resultado. Trabajaremos exclusivamente con Q como
cuerpo base.
Durante toda esta seccio´n consideramos E : y2 = f(x) = x3 +Ax+B una curva
el´ıptica definida sobre Q y por tanto f(x) es separable. Sin pe´rdida de generalidad
podemos considerar que A,B ∈ Z gracias a la Proposicio´n 2.14 y a la Observacio´n
2.2, pues como vimos el cambio de variable que nos permite hacer esta suposicio´n
deja invariante E(Q).
Comenzamos definiendo:
R = Q[ξ] = Q[x]/(f(x))
donde ξ es la clase de x en el cociente. Denotamos por R× su grupo de unidades,
que son los residuos mo´dulo f(x) de los h(x) ∈ Q[x] que sean coprimos con f(x).
Por el Teorema Chino del Resto tenemos:
R ∼=
n∏
i=1
Q[x]/ (fi(x)) (35)
donde los f =
∏n
i=1 fi es la descomposicio´n de irreducibles de f en Q[x] y n = 1, 2
o´ 3 dependiendo de si f tiene 0, 1 o todas las ra´ıces en Q respectivamente.
Observacio´n 5.12. 1) Recordemos que el producto de anillos coincide con el
producto cartesiano dotado de estructura de anillo con las operaciones com-
ponente a componente.
2) R× es isomorfo al producto del grupo de unidades de cada factor. Escribamos
esto ma´s expl´ıcitamente y as´ı fijamos notacio´n para el futuro. Denotamos:
Ri = Q[x]/ (fi(x)) = Q(θi)
que es una extensio´n de Q de grado igual al grado de fi. De nuevo θi es la
imagen de x en el respectivo cociente, o, con una interpretacio´n que nos sera´
ma´s u´til despue´s, θi es una de las ra´ıces del polinomio mo´nico irreducible fi.
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Sea R×i = Ri − {0} su grupo de unidades. Se tiene entonces:
R ∼=
n∏
i=1
Ri ∼=
n∏
i=1
Q(θi) (36)
R× ∼=
n∏
i=1
R×i ∼=
n∏
i=1
Q(θi)× (37)
R×/
(
R×
)2 ∼= n∏
i=1
R×i /
(
R×i
)2
(38)
Decimos algo ma´s de cada caso y establecemos notacio´n para cada uno a con-
tinuacio´n.
Caso 1: El polinomio f(x) no tiene ninguna ra´ız en Q y por tanto es irreducible en
Q[x] por tener grado 3. Por ser Q[x] un dominio eucl´ıdeo, es un dominio de
ideales principales y por tanto un dominio de factorizacio´n u´nica. Luego todo
ideal primo es maximal y todo irreducible es primo. Es decir f(x) es primo
en Q[x], (f(x)) es un ideal primo y por tanto maximal. Por tanto R es un
cuerpo y R× = R \ {0}.
Caso 2: f tiene una u´nica ra´ız α ∈ Q. Luego factoriza como
f(x) = (x− α)g(x)
donde g(x) es cuadra´tico, mo´nico e irreducible sobre Q[x]. La expresio´n (35)
queda en este caso:
R ∼= Q[x]
(x− α) ×
Q[x]
(g(x))
.
El primer factor es isomorfo a Q y el segundo es una extensio´n de Q de grado
2.
Caso 3: f tiene dos ra´ıces en Q y por tanto tiene las tres. Luego existe α1, α2, α3 ∈ Q
distintos entre s´ı tales que f(x) = (x − α1)(x − α2)(x − α3). La expresio´n
(35)nos dice que R es de la forma:
R ∼= Q[x]
(x− α1) ×
Q[x]
(x− α2) ×
Q[x]
(x− α3)
∼= Q3.
Pasamos a construir ahora el morfismo φ que mencionamos al principio de esta
subseccio´n.
Si P = O definimos φ(P ) = 1.
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Si P = (α, β) ∈ E(Q) no es un punto de 2-torsio´n (i.e., α no es ra´ız de f),
entonces x−α es coprimo con f(x) y por tanto ξ−α es una unidad en Q[ξ]. Luego
tiene sentido definir φ(P ) = ξ − α
(
mod (R×)2
)
. Es decir, entendemos la imagen
en R×/ (R×)2.
Si P = (α, 0) es un punto racional de orden 2, entonces f(x) = (x− α)g(x) en
Q[x] y tenemos:
Q[ξ] ∼= Q[x]/(x− α)×Q[x]/(g(x)) (39)
donde g(x) ∈ Q[x] es de grado 2 no necesariamente irreducible (es decir podemos
estar en el caso 2 o el caso 3 de la discusio´n anterior). En esta situacio´n definimos
φ(P ) = (f ′(α), x−α (mod g(x)). Teniendo en mente la Observacio´n 5.12, 2), φ(P )
vuelve a ser una unidad pues lo es en cada uno de los dos factores. En el primero
porque f ′(α) 6= 0, por ser el polinomio separable. En el segundo porque x − α
es coprimo con g(x). Luego (f ′(α), x − α (mod g(x))) = h(ξ) para algu´n h(ξ) ∈
R×/ (R×)2.
Observacio´n 5.13. Hemos tenido que cambiar la definicio´n en el primer factor
de R porque ξ − α ya no ser´ıa una unidad en e´l. En el segundo factor tomamos
mo´dulo g(x) y no todo el polinomio f(x). Es por eso que no escribimos ξ en lugar
de x.
Resumimos a continuacio´n la definicio´n.
Definicio´n 5.14. Definimos la aplicacio´n:
φ : E(Q)→ R×/ (R×)2
φ(O) = 1
φ(α, β) =
 ξ − α , si β 6= 0(f ′(α), x− α (mod g(x))) , si f(α) = 0 y donde g(x) := f(x)
x− α
Ahora vemos dos propiedades muy importantes de esta aplicacio´n.
Proposicio´n 5.15. Sea φ la aplicacio´n definida en (5.14). Se tiene:
1) φ es un morfismo de grupos.
2) kerφ = 2E(Q).
Demostracio´n. 1) Si P = (α, β), como la definicio´n de φ es independiente de β
se tiene
φ(P ) = φ(−P ) (40)
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identidad que se mantiene trivialmente para P = O. Nos basta mostrar que
si A,B,C ∈ E(Q) son colineales, es decir si
A+B + C = O =⇒ C = −(A+B) (41)
se tiene
φ(A)φ(B)φ(C) = 1 (42)
ya que entonces tendr´ıamos
φ(A+B)
(40)
= φ(−(A+B)) (41)= φ(C) (42)= (φ(A)φ(B))−1 = φ(A)φ(B) (43)
En la u´ltima igualdad hemos usado que para todo ρ ∈ R×/ (R×)2 se tiene
ρ2 = 1, es decir todo elemento es su propio inverso.
Si uno de los puntos A,B,C es O, digamos C = O, entonces probar (42) es
trivial, pues (41) nos dice B = −A y, usando φ(A) = φ(−A) se tiene
φ(A)φ(B)φ(C) = φ(A)φ(−A) = φ(A)2 = 1.
Por tanto podemos escribir A = (x1, y1), B = (x2, y2), C = (x3, y3).
Si x1 = x2, la condicio´n de colinealidad (41) nos dice que, o bien A es de
orden dos y por tanto B = −A,C = O, caso que ya hemos probado, o bien
A no es de orden 2 y los puntos son A,A,−2A. En este u´ltimo caso vemos
que:
φ(A)φ(A)φ(−2A) = φ(2A)
luego solo tendr´ıamos que probar que φ(2A) es un cuadrado en R para de-
mostrar (42), pero esto se tiene usando la fo´rmula de duplicacio´n (21) que
nos da explicitamente x(2A) como una funcio´n racional de x1.
Supongamos ahora x1 6= x2. Hay 3 casos:
Primero supongamos que ninguno de los puntos A,B,C es de orden 2. Enton-
ces la condicio´n de colinealidad (41) y el hecho de que x1 6= x2 nos garantiza
que existe una recta y = mx+ n no vertical, conteniendo a A,B,C tal que:
f(x)− (mx+ n)2 = (x− x1) (x− x2) (x− x3) . (44)
Ahora tomando (44) mo´dulo f(x) y viendo sus elementos en R×/ (R×)2 se
llega a:
1 = (ξ − x1) (ξ − x2) (ξ − x3) = φ(A)φ(B)φ(C)
que es el resultado deseado.
Supongamos ahora que A = (α, 0) tiene orden 2, y conservamos la nota-
cio´n para los otros puntos, que no son de orden 2. Verificamos el resultado
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para cada una de las dos componentes en (39). En el segundo factor tene-
mos el resultado tras tomar (44) mo´dulo g(x) y mirar la expresio´n mo´dulo
cuadrados:
1 = (x−α)(x−x2)(x−x3) mod g(x) = (x− α) (x− x2) (x− x3) = φ(A)φ(B)φ(C).
Hemos denotado con una barra superior la clase mo´dulo g(x) por simplicidad.
Observemos que aunque B y C no dan problemas en la primera componente
(esta sigue siendo (x − xi) mo´dulo (x − α), i = 2, 3) y podemos mirar por
separado la segunda componente de φ(B) y φ(C) que sigue siendo x − xi
mo´dulo g(x), i = 2, 3.
Derivando con respecto a x la expresio´n (44) y sustituyendo x = α deducimos
f ′(α) = (α−x2)(α−x3). Adema´s φ(xi, yi) = x−xi ≡ α−xi (modx−α), i =
2, 3. Luego
φ(A)φ(B)φ(C) = (α− x2)(α− x3)(α− x2)(α− x3) = (f ′(α))2 = 1.
Por u´ltimo nos falta comprobar que (42) se verifica cuando A = (θ1, 0), B =
(θ2, 0), C = (θ3, 0) son todos puntos de orden 2 (pues si dos de ellos lo son,
(41) nos dice que el tercero tambie´n). De nuevo, derivando (44) y sustitu-
yendo x = θi tenemos f
′(θi) =
3∏
j=1
j 6=i
(θi − xj) y por tanto en la componente i
tenemos:
φ(A)φ(B)φ(C) =
(
3∏
j=1,j 6=i
(θi − xj)
)2
= (f ′(θi))
2
= 1.
2) Ahora veamos que kerφ = 2E(Q). Para esta prueba es clave que E venga
dada por una ecuacio´n del tipo y2 = x3 + ax + b, a, b ∈ Q, la cual siempre
pod´ıamos conseguir mediante un cambio de variables.
Para todo P ∈ E(Q) se tiene φ(2P ) = φ(P )2 = 1, luego 2E(Q) ⊂ kerφ.
Sea ahora O 6= P = (α, β) ∈ kerφ y veamos que P ∈ 2E(Q). Primero
notemos que φ(P ) = 1 =⇒ φ(P ) es un cuadrado en R, luego lo debe ser en
todas sus componentes (recordemos que 1 ∈ R× es ⊕ni=1 1 donde cada 1 es
el elemento neutro del respectivo factor en (37)). Con estas hipo´tesis vamos
a probar que la cantidad ξ − α es un cuadrado en R.
Si β 6= 0 (i.e., f(α) 6= 0), entonces ξ − α es exactamente φ(P ) y el resultado
se tiene porque φ(P ) = 1.
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Si β = 0, es porque α es ra´ız de f . Entonces φ(P ) = (f ′(α), x−α(mod g(x)))
donde f(x) = (x− α)g(x). A su vez, x− α (mod g(x)) podr´ıa mirarse como
una sola componente o como dos, dependiendo de si g(x) es o no irreducible
sobre Q[x] respectivamente. Pero eso no nos importa. Solo nos importa que
x− α (mod g(x)) es un cuadrado (o, de nuevo, producto de dos cuadrados)
en Q[x]/(g(x)).
La cantidad ξ − α, tambie´n la miramos como un elemento de
Q[ξ] ∼= Q[x]/(x− α)×Q[x]/(g(x))
y queda,
ξ − α = (0, x− α (mod g(x)))
siendo nula la primera componente porque se corresponde con
x − α (modx − α), que es 0. Es decir, la primera componente de ξ − α
es un cuadrado, y antes mostramos que x − α (mod g(x)) tambie´n es un
cuadrado en Q[x]/(g(x)). Luego ξ−α es un cuadrado por serlo en todas sus
componentes.
Como en Q[ξ] se tiene f(ξ) = 0, Q[ξ] es Q-espacio vectorial con base {1, ξ, ξ2}
y podemos escribir
ξ − α = (α1ξ2 + α2ξ + α3)2 (45)
con α1, α2, α3 ∈ Q. En R tenemos ξ3 = −aξ − b, lo que implica:(
α1ξ
2 + α2ξ + α3
)
(−α1ξ + α2) = e1ξ + f1 (46)
para algunos e1, f1 ∈ Q, pues todos los coeficientes implicados en la izquierda
de la ecuacio´n son racionales y te´rmino de grado 2 se anula. Observemos que
α1 6= 0 pues de lo contrario en (45) tendr´ıamos ξ − α = α22ξ2 + 2α2α3ξ + α23
y la independencia lineal de 1, ξ, ξ2 nos llevar´ıa a contradiccio´n.
Ahora elevando al cuadrado (46) y usando (45) llegamos a:
(ξ − α) (−α1ξ + α2)2 = (e1ξ + f1)2
y dividiendo entre α21 6= 0 queda:
(λξ + ν)2 = (ξ − α) (ξ − h)2 (47)
donde h = α2/α1 ∈ Q y λ, ν ∈ Q. Esto implica que el polinomio
(x − α) (x− h)2 − (λx+ ν)2 es un mu´ltiplo de f(x), y como ambos son
polinomios mo´nicos cu´bicos se tiene:
f(x) = (x− α) (x− h)2 − (λx+ ν)2
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Geome´tricamente hablando, esto quiere decir que la recta y = λx + ν corta
transversalmente a E en (α, β) (o en (α,−β) porque esta ecuacio´n solo in-
volucra la coordenada x) y es tangente a E en (h, t) donde t = λh+ ν ∈ Q.
Tenemos entonces:
(α,±β) + 2(h, t) = 0
y escogemos el signo adecuado para β usando la ecuacio´n de la recta. Esto
quiere decir que:
P = (α, β) = 2Q
donde Q = (h,∓t) ∈ E(Q), escogiendo para t el signo contrario que es-
cogimos para β. Luego hemos probado que kerφ ⊂ 2E(Q) y por tanto
kerφ = 2E(Q).
Por el Primer Teorema de Isomorf´ıa tenemos
E(Q)/2E(Q) ∼= φ(E(K)) ⊂ R×/ (R×)2
luego solo nos hace falta probar que la imagen de φ es finita. Para ello es nece-
sario que tengamos muy en mente la Observacio´n 5.12. Recordemos que podemos
expresar R como la suma directa de los cuerpos Ri = Q(θi) = Q[x]/(fi(x)) y la
imagen φ(E(Q)), que es un subgrupo de R×/ (R×)2 puede ser vista como suma di-
recta de subgrupos de cada R×i /
(
R×i
)2
, gracias a (38). Nos basta entonces probar
que la i-e´sima componente de φ(P ) es un subgrupo finito de R×i /
(
R×i
)2
. Adema´s
podemos obviar la imagen de los puntos de 2-torsio´n pues hay una cantidad finita.
Hacemos un pequen˜o pare´ntesis para probar un caso particular del Teorema de
Mordell, que aunque no usaremos en la prueba final, se expondra´ por su sencillez.
Proposicio´n 5.16. Sea E˜ : y2 = f˜(x) = (x − x1)(x − x2)(x − x3) una curva
el´ıptica de manera que las ra´ıces de f˜ son racionales, i.e. E˜[2] ⊂ E˜(Q). Entonces
E˜(Q)/2E˜(Q) es finito.
Demostracio´n. Sin pe´rdida de generalidad podemos suponer que una de las ra´ıces
de f˜ es 0, es decir, que (0, 0) es uno de lo puntos de orden 2. Pues si xi 6= 0, i =
1, 2, 3, entonces haciendo f(x) = f˜(x+ x1), ahora la curva
E : y2 = f(x) = x3 + ax2 + bx (48)
tiene a (0, 0) como punto de 2 torsio´n y obviamente es isomorfa a la original. Es
ma´s, E˜(Q) ∼= E(Q) pues el cambio de variable (x, y) 7→ (x + x1, y) es racional.
Tambie´n podemos suponer como de costumbre que a, b, c ∈ Z, haciendo el cambio
de variable (14), el cual manten´ıa isomorfo E(Q), y no perdemos la forma de la
ecuacio´n (48).
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Tenemos que mostrar que φ(E) ⊂ R×/ (R×)2 es finito. Como E[2] ⊂ E(Q),
tenemos
R = Q[x]/(f(x)) ∼= Q×Q×Q
as´ı que pensamos en la imagen de φ como un subconjunto de(
Q×/
(
Q×
)2)× (Q×/ (Q×)2)× (Q×/ (Q×)2) .
Si P = (α, β) ∈ E, teniendo en cuenta la definicio´n de φ, podemos mirar φ(P ) en la
compone´nte i-e´sima como un elemento de Q×/ (Q×)2 (ya valga f ′(α) si f(α) = 0, o
x−α mod(x−xi) en caso contrario). Pero por el Lema 5.11 solo hay una cantidad
finita de valores posibles para α mo´dulo cuadrados, lo que completa la prueba de
este caso particular.
Aqu´ı termina el pare´ntesis y continuamos con la prueba general.
Para simplificar la notacio´n en lo que resta de seccio´n escribiremos K = Q(θi) =
Q[x]/(fi(x)) y trabajaremos en la componente i-e´sima de (38), sin que importe en
cua´l, pues al no considerar los puntos de 2-torsio´n, φ se comporta igual en todas.
Sea P ∈ E(Q) un punto racional que no sea de 2 torsio´n. El Lema 5.5 nos dice
que P = (m
e2
, n
e3
) para enteros m,n y e, con e > 0 y mcd(m, e) = mcd(n, e) = 1. Sea
θ = θi una ra´ız fija de fi, de manera que K = Q[θ]. Observemos que θ es un entero
algebraico de K, ya que f ∈ Z[x]. Podemos entonces escribir f(x) = (x − θ)g(x)
con g(x) mo´nico de grado 2. Veamos que g ∈ (Z[θ]) [x] ⊂ K[x]. Para ello realizamos
la divisio´n de f(x) = x2 + Ax+B entre x− θ y usando que f(θ) = 0 obtenemos:
g(θ) = x2 + θx+ (A+ θ2) ∈ (Z[θ]) [x]
como quer´ıamos. Con esta notacio´n se tiene que las cantidades
m− e2θ y hP := g(m/e2)e4
son enteros algebraicos sobre K, pues ambas esta´n en Z[θ] ⊂ OK . (Ve´ase la Ob-
servacio´n 1.13).
Definicio´n 5.17. Para todo P = (m/e2, n/e3) ∈ E(Q) que no sea un punto de
2-torsio´n definimos el ideal:
I(P ) =
(
m− e2θ, hP
) ⊂ OK .
Lema 5.18. El conjunto de ideales:
{I(P )|P ∈ E(Q), P /∈ E[2]}
es finito, donde I(P ) son los ideales definidos en (5.17).
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Demostracio´n. Conservando la notacio´n de la discusio´n previa a la Definicio´n 5.17
tenemos
g(x)− g(θ) = x2 + xθ + (A+ θ2)− 2θ2 − (A+ θ2)
= (x− θ)(x+ 2θ).
Sustituyendo x = m/e2 y multiplicando por e4 llegamos a:
g(θ)e4 = hP − (m− e2θ)(m+ 2θe2).
Luego g(θ)e4 ∈ I(P ). De manera similar tenemos:
g(θ)x2 − g(x)θ2 = g(θ) (x2 − θ2)+ θ2(g(θ)− g(x))
= (x− θ)(g(θ)(x+ θ)− θ2(x+ 2θ)
= (x− θ)((2θ2 + A)x−B)
= (x− θ)t(x)
con t(x) ∈ (Z[θ]) [x] de grado 1. Sustituyendo de nuevo por x = m/e2 y multipli-
cando por e4 obtenemos:
g(θ)m2 = (m− e2θ)t(m/e2)e2 + θ2g(m/e2)e4 =⇒ g(θ)m2 ∈ I(P ).
Luego (g(θ)m2, g(θ)e4) ⊂ I(P ). Como mcd(m2, e4) = 1, existe α, β ∈ Z tales que
αm2 + βe4 = 1. Entonces g(θ) = αg(θ)m2 + βg(θ)e4 ∈ (g(θ)m2, g(θ)e4), lo cual
implica que (g(θ)) ⊂ (g(θ)m2, g(θ)e4) ⊂ I(P ). Es decir, I(P ) divide a (g(θ)) ∀ P .
Como OK es un dominio de Dedekind, por el Corolario 1.18 solo puede haber una
cantidad finita de divisores de (g(θ)), y por tanto de ideales I(P ).
Lema 5.19. Siguiendo con la notacio´n precedente, K = Q(θ). Para todo P =
(m/e2, n/e3) ∈ E(Q) \ E[2] se tiene (m− e2θ) = I(P )C2 para un ideal C de OK.
Demostracio´n. Teniendo en cuenta el Corolario 1.18 y su prueba, por ser OK un
dominio de Dedekind existen ideales: A y B coprimos (es decir, al factorizarlos
como producto de ideales primos, no tienen ningu´n factor en comu´n) tales que
(m− e2θ) = I(P )A y hP = I(P )B. P ∈ E(Q) luego tenemos:
n2/e6 = (m/e2 − θ)g(m/e2) ⇐⇒ n2 = (m− e2θ)g(m/e2)e4 = (m− e2θ)hP
y en te´rminos de ideales
(n2) = I(P )2AB.
Como A y B son coprimos, y a la izquierda tenemos un ideal al cuadrado, tanto
A como B deben ser el cuadrado de algu´n ideal de OK , aunque nos basta con A.
Es decir, existe C tal que C2 = A, luego (m− e2θ) = I(P )C2.
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Lema 5.20. Hay un conjunto finito de enteros algebraicos S ⊂ OK tal que para
todo P = (m/e2, n/e3) ∈ E(Q) podemos escribir:
m− e2θ = uγτ 2
para unos adecuados u ∈ OK unidad, τ ∈ K, y γ ∈ S.
Demostracio´n. Recordemos que el grupo de clases de ideales de OK es finito. Sean
C1, ..., Cr representantes de las clases de ideales, de manera que todo ideal de OK
es equivalente a alguno de ellos mediante la relacio´n ∼ definida en (1.23). Dado
P ∈ E(Q) que no sea de 2-torsio´n, sea C un ideal de OK de manera que se verifique
el Lema 5.19. Como hay una cantidad finita de I(P ) por el Lema 5.18, tambie´n
podemos coger una cantidad finita de estos C. Entonces existe s ∈ {1, ..., r} tal
que C ∼ Cs es decir, ∃ τ1, τ2 ∈ OK no nulos tales que (τ1)C = (τ2)Cs. Luego
I(P )C2s ∼ I(P )C2 = (m−e2θ), es decir, I(P )C2s es equivalente a un ideal principal,
luego es principal, digamos, (γ), con γ ∈ OK . Para cada una de las expresiones
I(P )C, de las cuales hay una cantidad finita, cogemos un γ ∈ OK y formamos as´ı
el conjunto finito S del enunciado. Poniendo todo esto junto tenemos:
(τ 21 (m− e2θ)) = I(P )(τ 22 )C2s = (γτ 22 ).
Como el ideal principal de la izquierda y la derecha son iguales, sus generadores
son asociados. Por tanto ∃ u ∈ OK unidad tal que:
τ 21 (m− e2θ) = uγτ 22
Y el resultado sigue tras tomar τ = τ2/τ1 que esta´ en en el cuerpo de fracciones
de OK , pero este no es ma´s que K, gracias a la Proposicio´n 1.14.
Ahora podemos probar la finitud de E(Q)/2E(Q).
Teorema 5.21. El grupo E(Q)/2E(Q) es finito.
Demostracio´n. Como ya dijimos, nos basta probar que la imagen φ(E(Q)) es finita
en los factores R×i /
(
R×i
)2
de (38) y podemos excluir la imagen de los puntos
de 2-torsio´n pues son una cantidad finita. Si P = (m/e2, y), tenemos φ(P ) =
ξ − m/e2 (mod (R×)2), donde denota´bamos ξ = x + (f(x)), la clase de x en R.
Y si miramos en la componente i-e´sima: K := Ri = Q(θ) de R = Q[x]/(f(x)),
la respectiva componente de φ vale θ − m/e2. El lema anterior nos dice que en
R×i /
(
R×i
)2
, se tiene θ −m/e2 = −1(m/e2 − θ) = (1/e2)uγτ 2 ≡ uγ (mod (R×i )2),
donde γ esta´ en un conjunto finito S de enteros algebraicos que depende de la curva
E y no de P , y u es una unidad de OK . Por el Teorema de las Unidades de Dirichlet
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(1.27), el grupo de unidades de OK es finitamente generado con base, digamos,
u1, .., ut. Entonces mo´dulo (R
×)2, φ(P ) tiene un representante de la forma:
u11 u
2
2 ...u
t
t γ
donde cada i es 0 o´ 1. Como hay una cantidad finita de γ, tambie´n hay una
cantidad finita de estas expresiones, lo que concluye el resultado.
Observacio´n 5.22. La mayor parte de la prueba y las discusiones en esta sub-
seccio´n se podr´ıan haber hecho con un cuerpo K de caracter´ıstica cero cualquiera
en vez de Q, e intentar conseguir la finitud de E(K)/2E(K). Pero lo que ha he-
cho la prueba relativamente sencilla y accesible es que hayamos podido usar que
los puntos racionales son de una determinada forma: Lema 5.5. Adema´s, como
ya comentamos, el resultado solo se mantiene si K es un cuerpo nume´rico, aun-
que la prueba requiere herramientas considerablemente ma´s avanzadas de teor´ıa
algebraica de nu´meros.
Habiendo probado que E(Q)/2E(Q) es finito, ya podemos aplicar el Teorema
de Descenso 5.4 a E(Q), finalizando as´ı la prueba del Teorema de Mordell.
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A Ape´ndice: De cu´bicas a formas de Weierstrass
en caracter´ıstica 0.
Vamos a describir un procedimiento general para llevar una cu´bica a su forma de
Weierstrass en el caso de que este´ definida sobre un cuerpo de caracter´ıstica 0.
Luego daremos un ejemplo concreto para ilustrar dicho procedimiento.
Para el lector conocedor de algo de terminolog´ıa de geometr´ıa algebraica, lo
que vamos a mostrar es que toda cu´bica es birracionalmente equivalente a una
dada por una ecuacio´n de Weiertrass, y por tanto tambie´n es isomorfa. Esto es
debido a que, aunque ser isomorfas es en general una condicio´n ma´s fuerte que ser
birracionalmente equivalentes, en el caso de curvas planas proyectivas no singula-
res, los dos conceptos coinciden. (Para una prueba de este hecho ve´ase [2, Ch. II,
§2, Proposition 2.1]). A continuacio´n, damos el procedimiento que mencionamos.
1. Sea O un punto no singular cualquiera de C vista en P2(K). Tomamos la
tangente a C en O. Este sera´ nuestro eje Z = 0 en nuestro nuevo sistema
coordenado.
2. Sea Q la interseccio´n de la curva C con el eje Z = 0. Si O no es un punto
de inflexio´n de C tomamos el eje X = 0 como la tangente a C en Q, pues
en este caso Q 6= O y los ejes Z = 0 y X = 0 son distintos. Si O fuese un
punto de inflexio´n de C, lo que ocurre es que Q = O pues la recta Z = 0
corta a C en O con orden 3, luego no la corta en ningu´n otro sitio (por ser C
una cu´bica y a consecuencia del Teorema de Be´zout). En este caso tomamos
X = 0 como cualquier recta que no pase por O.
Con esta eleccio´n de coordenadas el punto Q tiene coordenadas homoge´neas
Q = [0, 1, 0].
Estos pasos quedan ilustrados en la Figura 14.
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Figura 14: Escogiendo ejes para poner C en forma de Weierstrass
3. Finalmente cogemos Y = 0 como cualquier recta, distinta de X = 0 que pase
por O. Ahora O tiene coordenadas [1, 0, 0].
4. Tras esta transformacio´n, que es un ejemplo de transformacio´n proyectiva,
nuestra curva tiene ecuacio´n C : F (X, Y, Z) = 0 y contiene a los puntos
O = [1, 0, 0] y Q = [0, 1, 0]. Vamos a seguir denotando C a la curva obtenida
con cada transformacio´n que hagamos, para no complicar la notacio´n.
Como F es un polinomio cu´bico homoge´neo tiene la forma:
F (X, Y, Z) = aX3 + bX2Y + cXY 2 + dY 3 + eZ ·G(X, Y, Z)
con a, b, c, d no todos nulos y G es un polinomio homoge´neo de grado 2.
Vamos a mostrar que a = b = d = 0.
a) Como O = [1, 0, 0] ∈ C se tiene F (1, 0, 0) = a = 0
b) Como Q = [0, 1, 0] ∈ C se tiene F (0, 1, 0) = d = 0
c) La recta Z = 0 corta a la curva C dos veces en O y una vez en Q. Esta
interseccio´n esta´ dada por la ecuacio´n F (X, Y, 0) = 0, y teniendo en
cuenta que ya sabemos que a = d = 0, esto se traduce en:
bX2Y + cXY 2 = XY (bX + cY ) = 0.
Cada factor lineal se corresponde con un punto de interseccio´n. Por
tanto Q satisface X = 0 y O satisface Y = 0 y bX + cY = 0, luego
b = 0.
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Por tanto el polinomio F en nuestro nuevo sistema de coordenadas tiene la
forma:
F (X, Y, Z) = cXY 2 + eZ ·G(X, Y, Z), c 6= 0
y tras deshomogeneizar (haciendo Z = 1) y dividir entre c 6= 0 obtenemos:
f(x, y) = xy2 + ax2 + bxy + cy2 + dx+ ey + g = 0 (49)
cuyo u´nico te´rmino de grado 3 es xy2.
5. Escribimos la ecuacio´n como:
f(x, y) = (x+ c)y2 + ax2 + bxy + dx+ ey + g = 0.
No´tese que estamos rehusando los nombres de los coeficientes por simplici-
dad. Cada vez que hacemos un cambio, los nuevos coeficientes son polinomios
en los anteriores. Luego si los anteriores estuviesen en K, los nuevos lo se-
guir´ıan estando.
Ahora hacemos el cambio de variable x + c → x y renombramos los coefi-
cientes, resultando en:
xy2 + (ax+ b)y = cx2 + dx+ e.
A continuacio´n multiplicamos por x:
(xy)2 + (ax+ b)xy = cx3 + dx2 + ex.
Ahora le damos un nuevo nombre a xy, por simplicidad lo llamaremos de
nuevo y, y obtenemos:
y2 + (ax+ b)y = cx3 + dx2 + ex.
6. Haciendo la sustitucio´n y 7→ y− 1
2
(ax− b), va´lida pues char(K) 6= 2 obtene-
mos:
y2 = cu´bica en x.
La cu´bica en x puede no tener coeficiente l´ıder 1. Sea λ su coeficiente l´ıder.
La sustitucio´n (x, y) 7→ (λx, λ2y) convierte el polinomio cu´bico en mo´nico
resultando en una ecuacio´n de la forma:
y2 = x3 + ax2 + bx+ c, a, b, c, d ∈ K
que es la forma de Weierstrass deseada.
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Podemos eliminar el te´rmino ax2 en la anterior ecuacio´n con la sustitucio´n
x 7→ x− a/3 (char(K) 6= 3) para obtener su forma de Weierstrass reducida
y2 = x3 + Ax+B, A,B ∈ K.
Ahora ilustramos este procedimiento con el ejemplo:
C : X3 + 2Y 3 + 4Z3 − 7XY Z = 0 y el punto O = [1, 1, 1].
Antes de empezar, recordemos que El Teorema de Euler nos dice que si F (X, Y, Z)
es un polinomio homoge´neo de grado n entonces:
X · ∇F (X) = nF (X)
donde X = (X, Y, Z). Es decir
∂F
∂x
·X + ∂F
∂y
· Y + ∂F
∂z
· Z = nF (X, Y, Z). (50)
Recordando la Definicio´n 2.6, la tangente a la curva : F (X, Y, Z) = 0, en un punto
P0 = [X0, Y0, Z0] ∈ P2 de la misma, viene dada en principio por el polinomio lineal
homoge´neo:
∂F
∂X
(P0) (X −X0) + ∂F
∂Y
(P0) (Y − Y0) + ∂F
∂Z
(P0) (Z − Z0) = 0.
Evaluando la expresio´n (50) en P0 vemos que:
∂F
∂x
(P0) ·X0 + ∂F
∂y
(P0) · Y0 + ∂F
∂z
(P0) · Z0 = nF (X0, Y0, Z0) = 0.
Y por tanto la recta tangente en P0 viene dada por el polinomio lineal homoge´neo:
∂F
∂X
(P0)X +
∂F
∂Y
(P0)Y +
∂F
∂Z
(P0)Z = 0 (51)
Ahora procedemos con nuestra curva C. Un buen primer paso ser´ıa mover el punto
O a al punto [1, 0, 0]. Para ello hacemos las sustituciones
X1 = X, Y1 = Y −X, Z1 = Z −X
que transforma la ecuacio´n de C en:
C : X21Y1 + 6X1Y
2
1 + 2Y
3
1 + 5X
2
1Z1 − 7X1Y1Z1 + 12X1Z21 + 4Z31 = 0.
Usando (51) vemos que la tangente a C en O = [1, 0, 0] es Y1 − 5Z1 = 0. De
acuerdo a la Figura 14, queremos que esta tangente sea el nuevo eje Z = 0. As´ı
que hacemos la sustitucio´n:
X2 = X1, Y2 = Y1, Z2 = Y1 − 5Z1
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que nos da la ecuacio´n
C : 635X2Y
2
2 + 254Y
3
2 − 125X22Z2 + 55X2Y2Z2 − 12Y 22 Z2
+ 60X2Z
2
2 + 12Y2Z
2
2 − 4Z32 = 0.
Ahora la tangente en O = [1, 0, 0] es Z2 = 0. Para hallar la tercera interseccio´n de
esta recta con C, sustituimos Z2 = 0 en su ecuacio´n y obtenemos 127Y
2
2 (5X2 + 2Y2) =
0. Luego el tercer punto de interseccio´n es
O ∗ O = [2,−5, 0].
Siguiendo nuestro procedimiento general, queremos mover este punto a [0, 1, 0].
Para ello hacemos el cambio de variable
X3 = 5X2 + 2Y2, Y3 = Y2, Z3 = Z2
y obtenemos
C : 127X3Y
2
3 − 5X23Z3 + 31X3Y3Z3 − 54Y 23 Z3 + 12X3Z23 − 12Y3Z23 − 4Z33 = 0.
La tangente a C en [0, 1, 0] se calcula ahora fa´cilmente y es 127X3 − 54Z3 = 0.
Queremos que este sea el nuevo eje X = 0 sin mover el punto O = [1, 0, 0] y el eje
Z = 0. Por ello hacemos las sustituciones
X4 = 127X3 − 54Z3, Y4 = Y3, Z4 = Z3
que transforman la ecuacio´n de C en:
C : 16129X4Y
2
4 − 5X24Z4 + 3937X4Y4Z4 + 984X4Z24
+ 19050Y4Z
2
4 + 32000Z
3
4 = 0.
Ya casi hemos terminado. Ahora deshomogeneizamos la anterior ecuacio´n haciendo
x5 = X4/Z4, y5 = Y4/Z4 y obtenemos
C : 3200 + 984x5 − 5x25 + 19050y5 + 3937x5y5 + 16129x5y25 = 0.
Ahora multiplicamos por x5 y hacemos el cambio x6 = x5, y6 = x5y5, lo que nos
da
C : 3200x6 + 984x
2
6 − 5x36 + 19050y6 + 3937x6y6 + 16129y26 = 0.
Para conseguir que el coeficiente de x6 sea 1 y el de y6 sea 4 hacemos la sustitucio´n
x7 = 20x6, y7 = 2540y6 = 4 · 5 · 127y6. Obtenemos
C : 256000x7 + 3936x
2
7 − x37 + 12000y7 + 124x7y7 + 4y27 = 0.
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Finalmente completamos el cuadrado en y7 haciendo
x = x7 and y = 2y7 + 31x7 + 3000
lo que nos deja la ecuacio´n de C en forma de Weierstrass5
C : y2 = x3 − 2975x2 − 70000x+ 9000000.
Componiendo todas las sustituciones que hemos ido haciendo, vemos que la trans-
formacio´n que nos lleva la ecuacio´n original
C : X3 + 2Y 3 + 4Z3 − 7XY Z = 0
a la forma de Weierstrass que hemos hallado esta´ dada por las fo´rmulas
x =
100(33X + 40Y + 54Z)
4X + Y − 5Z
y =
−63500 (6X2 − 7XY − 18Y 2 + 21XZ − 14Y Z + 12Z2)
(4X + Y − 5Z)2 .
Adema´s podemos apreciar que dichas fo´rmulas son funciones racionales en X, Y, Z.
Es decir, como dijimos en el procedimiento general, la curva original no es solo
birracionalmente equivalente a la curva en forma de Weierstrass, sino tambie´n
isomorfa.
5Si adema´s hacemos el cambio de variables (x, y) = (25x0, 125y0) la ecuacio´n de Weierstrass
queda con coeficientes considerablemente ma´s pequen˜os: y20 = x
3
0 − 119x20 − 112x0 + 576.
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B Ape´ndice: Ma´s resultados sobre los puntos de
torsio´n.
Consideramos como siempre una curva el´ıptica y2 = f(x) = x3 + ax2 + bx + c
definida sobre Q y recordemos que podemos considerar que sus coeficientes son
enteros haciendo un cambio de variable.
Definicio´n B.1. Denotamos por Etors el conjunto formado por todos los puntos
de orden finito de E, tambie´n llamado conjunto puntos de torsio´n. Ana´logamente
definimos E(Q)tors como los puntos de orden finito de E(Q).
Observacio´n B.2. Sin ma´s que tener en cuenta que E es un grupo abeliano,
vemos que Etors es subgrupo de E y E(Q)tors es subgrupo de E(Q).
Si queremos definirlos formalmente escribimos:
Etors =
∞⋃
m=1
[m]
E(Q)tors =
∞⋃
m=1
E(Q)[m]
donde entendemos que E[1] = {O}.
Tenemos el siguiente sorprendente resultado:
Proposicio´n B.3. Sea E : y2 = x3 +ax2 +bx+c con a, b, c ∈ Z una curva el´ıptica.
Si (x, y) ∈ E(Q)tors, entonces x, y ∈ Z. Es decir, los puntos racionales de torsio´n
tienen coordenadas enteras.
Demostracio´n. Una prueba muy elemental puede encontrarse claramente expuesta
en [1, Ch. 2,§4].
Este resultado compone la parte ma´s importante del conocido como Teorema
de Nagell-Lutz.
Proposicio´n B.4. (Teorema de Nagell-Lutz) Sea E : y2 = f(x) = x3+ax2+bx+c
una cu´bica no singular con a, b, c ∈ Z. Sea D el discriminante del polinomio cu´bico
f(x),
D =
∆
16
= −4a3c+ a2b2 + 18abc− 4b3 − 27c2
Sea P = (x, y) ∈ E(Q)tors un punto racional de orden finito. Entonces x, y ∈ Z y,
o bien y = 0 y entonces P es de orden 2, o bien y | D.
Demostracio´n. [1, Ch.2,§5, Theorem 2.5]
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Como consecuencia del Nagell-Lutz vemos que E(Q)tors es finito, pues solo hay
una cantidad finita de divisores del entero D que sirvan como coordenadas y de
los puntos de E(Q)tors, y para cada una de estos valores de y hay a lo ma´s tres
valores de x.
Pero a nosotros no nos hace falta el Teorema de Nagell-Lutz para probar que
E(Q)tors es finito. Podemos usar el Teorema de Mordell, que ya hemos probado.
Es decir, sabemos que E(Q) es finitamente generado. El Teorema de Estructura
de Grupos Abelianos Finitamente Generados nos dice entonces que:
E(Q) ∼= Zr ⊕ Zpν11 ⊕ Zpν22 ⊕ · · · ⊕ Zpνss (52)
donde los pi son primos distintos y esta descomposicio´n es u´nica (salvo orden de
los factores) y un´ıvocamente determinada por E(Q), ergo por E.
El subgrupo Zpν11 ⊕Zpν22 ⊕· · ·⊕Zpνss se corresponde con el subgrupo de puntos de
orden finito de E(Q), es decir, E(Q)tors, y es claramente finito. Ma´s concretamente
su orden es pν11 ...p
νs
s . Podemos por tanto escribir
E(Q) ∼= Zr ⊕ E(Q)tors. (53)
El entero r en (52) y (53) es el rango del grupo E(Q). Es el nu´mero de copias
de Z que contiene. Una observacio´n sencilla al respecto es que
E(Q) es infinito ⇐⇒ r ≥ 1.
Es un problema abierto si el rango de una curva el´ıptica puede ser arbitrariamente
grande. La curva el´ıptica con el rango ma´s grande conocido fue dada por Noam
Elkies en 2006 y su ecuacio´n es:
E : y2 + xy + y = x3 − x2 + b+ c
para
b = −20067762415575526585033208209338542750930230312178956502,
c = 3448161179503055646703298569039056974855944359319180361
266008296291939448732243429
y solo se conoce que rank(E(Q)) ≥ 28, pero no su rango exacto.
En luz del la Proposicio´n B.3, tiene sentido reducir las coordenadas de los
puntos de torsio´n racionales mo´dulo p. Usaremos (x˜, y˜) para denotar (x, y) con las
coordenadas vistas mo´dulo p. En general, cuando reduzcamos un entero k mo´dulo
p lo denotaremos por k˜.
Seguimos considerando E : y2 = f(x) = x3 +ax2 +bx+c una curva el´ıptica con
coeficientes enteros. Para computar el subgrupo de torsio´n de E(Q) nos convendra´
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a veces considerar la curva sobre Fp para p ≥ 3 primo, es decir E˜ : y2 = f˜(x) =
x3 + a˜x2 + b˜x+ c˜. Las fo´rmulas de duplicacio´n y adicio´n siguen teniendo sentido,
pero no siempre obtenemos otra curva el´ıptica al reducir los coeficientes de una
curva el´ıptica mo´dulo p. Necesitamos que x3 + a˜x2 + b˜x+ c˜ tenga ra´ıces distintas
para que E˜ sea no singular. Decimos E tiene buena reduccio´n para p si este es el
caso y que tiene mala reduccio´n si no lo es.
Sea D =
∆
16
= −4a3c+a2b2 + 18abc−4b3−27c2 el discriminante del polinomio
cu´bico f . Es un polinomio en los coeficientes de f , y por tanto tomar discriminante
y reducir mo´dulo p conmutan. Es decir, D˜ es el discriminante de f˜ . Por tanto
tenemos las siguientes condiciones equivalentes para que E˜ sea no singular:
f˜ tiene ra´ıces distintas ⇐⇒ p - D ⇐⇒ D˜ 6= 0.
Tenemos el siguiente resultado, que adema´s supone una tercera forma de demostrar
que E(Q)tors es finito.
Teorema B.5. Sea p un primo tal que que E tiene buena reduccio´n en p. Entonces
la aplicacio´n
φ : E(Q)tors → E˜(Fp), O 7→ O˜, (x, y) 7→ (x˜, y˜)
es un morfismo de grupos inyectivo, y por tanto E(Q)tors es isomorfo a un subgrupo
de E˜(Fp).
Demostracio´n. Comenzamos viendo que φ es un morfismo. Observemos que
φ(−P ) = φ(x,−y) = (x˜,−y˜) = −φ(P )
Por tanto, para probar φ(P + Q) = φ(P ) + φ(Q), nos basta ver que si P =
(x1, y1), Q = (x2, y2), R = (x3, y3) ∈ E(Q)tors estan alineados (suman O) entonces
φ(P ) + φ(Q) + φ(R) = P˜ + Q˜+ R˜ = O˜.
La identidad anterior es trivial si P,Q o´R sonO. Luego podemos suponer P,Q,R 6=
O, y como son puntos afines colineales tenemos:
f(x)− (λx+ ν)2 = (x− x1) (x− x2) (x− x3) (54)
donde λx + ν, λ, ν ∈ Q es la recta que une los tres puntos. Como a, b, c, x1, x2, x3
son enteros, λ y ν tambie´n deben serlo, luego tiene sentido reducir (54) mo´dulo p.
Esto implica que P˜, Q˜ y R˜ son colineales y por tanto suman O˜. Es decir, φ es un
homomorfismo.
Por como esta´ definida φ tenemos ker(φ) = O, luego φ es inyectiva.
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Corolario B.6. El orden de E(Q)tors divide al orden de E˜(Fp) para todo primo p
en el que E tenga buena reduccio´n.
Demostracio´n.
Este resultado es muy u´til para computar E(Q)tors, como ilustramos en el
siguiente ejemplo:
Considermos E : y2 = x3− x = x(x+ 1)(x− 1). Entonces E(Q) tors ∼= Z/2Z×
Z/2Z.
Demostracio´n. Tenemos E[2] = {O, (0, 0), (1, 0), (−1, 0)} luego |E(Q) tors | ≥ 4.
Para conseguir una cota superior usamos el corolario anterior. Como D =
∆
16
=
−4, E tiene buena reduccio´n para p = 3. Reduciendo mo´dulo 3 obtenemos la
curva E˜ : y2 = x3 − x sobre F3. Para todo x ∈ F3 se tiene x3 − x = 0 luego
E˜ (Fp) = {O˜, (0, 0), (1, 0), (2, 0)} (ya vemos que esto no es ma´s que E[2] reducido
mo´dulo 3), y por tanto
∣∣∣E˜ (Fp)∣∣∣ = 4. Es decir |E(Q) tors | divide a 4. Por tanto
E(Q) tors tiene orden 4, lo cual junto a E[2] ⊂ E(Q) tors implica
E(Q) tors = E[2] = {O, (0, 0), (1, 0), (−1, 0)} ∼= Z/2Z× Z/2Z.
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