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Resumen
Se describe una metodologı´a de identificacio´n y localizacio´n de fallos en ma´quinas rotativas
utilizando procesamiento digital de ima´genes termogra´ficas. El trabajo incluye un esquema
de adquisicio´n de las ima´genes, de preprocesamiento para reducir el ruido de fondo y de
segmentacio´n de regiones de intere´s, utilizando transformada watershed. Se extraen dos tipos
de caracterı´sticas; las primeras, de tipo estadı´stico, capturan informacio´n sobre intensidades de
pixel; las segundas, de tipo direccional, capturan informacio´n sobre magnitudes y direcciones de
propagacio´n de calor en las regiones de intere´s. Se utilizan te´cnicas de aprendizaje supervisado
y se hacen ana´lisis de relevancia para seleccionar el conjunto de caracterı´sticas ma´s relevantes.
Como resultado se obtienen subconjuntos de caracterı´sticas que, extraı´das de las regiones de
intere´s, permiten tanto la identificacio´n como la localizacio´n espacial de zonas donde se presentan
los efectos te´rmicos debidos a los fallos.
Palabras clave: Termografı´a infrarroja, ma´quinas rotativas, mantenimiento predictivo, regio´n de
intere´s, caracterı´sticas direccionales, caracterı´sticas estadı´sticas.
xii
Abstract
This work describes a methodology for identifying and locating faults in rotating machines
using digital image processing techniques. The work includes an outline of image acquisition,
preprocessing to suppress background noise and segmentation of regions of interest using
watershed transform. Two types of features are extracted: the firsts, of statistical type, capture
information about pixel intensities; the latter ones, of directional type, capture information about
magnitudes and directions of propagation of heat in the regions of interest.
Supervised learning techniques and relevance analysis are implemented, to select the most relevant
feature set. As a result, subsets of extracted features from regions of interest, allow both the
identification and the spatial location of areas where thermal effects are due to failures.
Index terms: Infrared thermography, rotating machines, predictive maintenance, region of interest,
directional features, statistical features.
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1. Introduccio´n
Las ma´quinas rotativas hacen parte de los elementos fundamentales para el funcionamiento de
fa´bricas de manufactura, lı´neas de produccio´n, plantas quı´micas e instalaciones de generacio´n de
energı´a. Las fallas para este tipo de ma´quinas se presentan debido al deterioro de piezas asociadas,
como acoples, rodamientos, componentes de los motores y cargas, entre otras, relacionadas con
desperfectos en la simetrı´a del conjunto de la ma´quina. Un caso particular lo constituye el
desbalance de masa, en el que una carga distribuida asime´tricamente sobre el eje desplaza el centro
de masa de los elementos acoplados al motor de su centro de rotacio´n, generando vibraciones y
“golpeteo” [19]. El objetivo principal de los programas de mantenimiento en ma´quinas rotativas es
evitar su salida de operacio´n. Esto se hace mediante dos estrategias: el mantenimiento correctivo y
el preventivo. La primera estrategia implica la reparacio´n de la pieza involucrada, lo que requiere
de la salida de operacio´n de la ma´quina mientras se hace la reparacio´n. Por el contrario, con el
mantenimiento preventivo, se toman medidas de forma anticipada basadas en la disponibilidad
de datos estadı´sticos sobre la ocurrencia de fallos conocidos, los cuales se utilizan para la
programacio´n de jornadas de mantenimiento. Para los me´todos de mantenimiento predictivo se
puede utilizar alguno de los siguentes enfoques [17]:
En los enfoques basados en estimaciones y confiabilidad, la ocurrencia de fallos se predice
teniendo en cuenta que la distribucio´n de eventos almacenados sobre una poblacio´n de
ma´quinas inspeccionadas es ide´ntica. Esto permite la consideracio´n de modelos estadı´sticos
de la confiabilidad de las ma´quinas. Este aspecto sugiere la utilizacio´n de me´todos
estadı´sticos para determinar la vida u´til de los componentes inspeccionados. No obstante,
pueden producirse costos innecesarios por el reemplazo de componentes con una vida u´til
significativa al momento de su reemplazo [16].
En los enfoques de prediccio´n de las condiciones de operacio´n de la ma´quina, se involucra
el modelado para describir la ma´quina y sus modos de fallo, como en el caso de los
modelos de propagacio´n de fracturas [24]. Este tipo de mantenimiento esta´ basado en la
caracterizacio´n de la diferentes condiciones de operacio´n de la ma´quina, lo que permite
tener una aproximacio´n de la forma como se presenta un fallo para ası´ optimizar el
tiempo de disponibilidad de la ma´quina. Este enfoque considera tambie´n modelos generados
directamente de datos obtenidos sobre condiciones de operacio´n. Estos datos pueden ser
sen˜ales de vibraciones [46], frecuencia natural y amplitud de acelaracio´n [35]. El ana´lisis de
los modelos incluye representaciones como elementos finitos para el ca´lculo de la fatiga de
elementos rodantes basado en su geometrı´a, carga y velocidad [23].
2 1 Introduccio´n
La medicio´n de estas condiciones se basa en los registros de la ma´quina utilizando equipos
portables o de mano, y se compara con las especificadas para condiciones normales de operacio´n,
lo que puede constituir un proceso tedioso, pero que es muy utilizado por representar un bajo costo
inicial [41]. Los enfoques tradicionales de inspeccio´n de ma´quinas rotativas se basan en sen˜ales
acu´sticas y de vibracio´n. Recientemente ha cobrado vigencia el ana´lisis basado en termografı´a
infrarroja, debido a que las metodologı´as de adquicisiı´on de las caraterı´sticas para la identificacio´n
de fallos son completamente no invasivas. Para el caso de las ma´quinas rotativas, la mejor manera
de caracterizar su comportamiento y evolucio´n te´rmica es a trave´s de la comparacio´n entre los
registros de temperatura obtenidos a partir de la simulacio´n de un modelo de la ma´quina en
presencia de un fallo inducido, y los datos obtenidos de la ma´quina real. Una forma de caracterizar
este comportamiento es a trave´s de me´todos de simulacio´n; sin embargo, esta labor puede tornarse
muy compleja porque una ma´quina suele tener piezas con propiedades te´rmicas diferentes, y no
en todos los casos es factible contar de antemano con un modelo tridimensional de la ma´quina, ni
tampoco hacer un despiece de la misma para generar un modelo exclusivo para la aplicacio´n.
Debido a lo anterior, para implementar una metodologı´a de mantenimiento predictivo,
necesariamente se deben considerar enfoques automatizados para la adquisicio´n de datos en
tiempo real, de modo que no ocurran imprecisiones o errores de paralaje entre jornadas de
mantenimiento programadas [16]. Sin embargo, las metodologı´as existentes para la deteccio´n de
fallos en ma´quinas rotativas basadas en ana´lisis de termografı´a infrarroja consideran tanto las
regiones de calor a analizar como el fondo, debido a que la adecuada segmetacio´n de las zonas
consideradas posibles fallos es au´n tema de discusio´n, bien en forma de pı´xeles o de coeficientes
que resulten de una transformacio´n hecha sobre la imagen, de modo que no es posible aislar
adecuadamente regiones de intere´s (ROIs) en las ima´genes para localizar fallos; por el contrario, se
utiliza de forma indiscriminada la informacio´n de toda una imagen, o de una regio´n seleccionada
manualmente por quien hace la inspeccio´n de forma manual.
Este trabajo presenta una nueva metodologı´a de procesamiento digital de ima´genes termogra´ficas
aplicada a la identificacio´n de fallos en ma´quinas rotativas. Esto permite avanzar hacia el desarrollo
de metodogı´as automa´ticas de deteccio´n temprana de fallos, y el desarrollo de esquemas de
mantenimiento predictivo con los cuales el seguimiento de la ma´quina puede hacerse en tiempo
real. La metodologı´a consiste en identificar y localizar, en ima´genes te´rmicas, las regiones de la
ma´quina inspeccionada que presentan los mayores aumentos de temperatura, para caracterizar en
esas regiones los cambios en las magnitudes y direcciones de propagacio´n de calor, que ocurren
por efecto de fallos meca´nicos. La estructura del documento es la siguiente: en el capı´tulo 2 se
describe la metodologı´a para la adquisicio´n de la imagen te´rmica requerida para el diagno´stico
e identificacio´n de fallas en motores industriales; en el capı´tulo 3 se analizan dos tipos de
caracterı´sticas para la deteccio´n de fallos; en el capı´tulo 4 se muestra la discriminancia de las
caracterı´sticas consideradas y en el capı´tulo 5 se presentan la conclusiones del trabajo y se
proponen trabajos futuros.
2. Adquisicio´n de ima´genes
termogra´ficas sobre ma´quinas
rotativas
2.1. Aspectos preliminares
En este capı´tulo se describe la metodologı´a para la adquisicio´n de la imagen te´rmica requerida
para el diagno´stico e identificacio´n de fallas en motores industriales. Los ana´lisis tienen como
principales ventajas que la adquisicio´n de datos no requiere del contacto fı´sico entre el sensor y la
ma´quina inspeccionada, por lo que son totalmente no invasivos. La metodologı´a, que se resume en
la figura 2-1, incluye los siguientes pasos: 1.) la adquisicio´n de las ima´genes te´rmicas a trave´s de
su extraccio´n de las secuencias de video; 2.) filtrado, es decir, la transformacio´n de los elementos
de la imagen a un espacio de representacio´n adecuado para suprimir el ruido de fondo y 3.), un
algoritmo modificado de umbralizacio´n multinivel para detectar las regiones en las que ocurren
las mayores variaciones de temperatura en las ima´genes, como paso previo a la segmentacio´n de
ROIs.
El objetivo de este preprocesamiento es incrementar la precisio´n del registro de los aumentos de
temperatura en las ima´genes termogra´ficas, para permitir una mejor identificacio´n de fallos debidos
en este caso, al desbalance en el eje en el motor. El diagno´stico de la condicio´n de operacio´n de
la ma´quina se hace utilizando exclusivamente los datos obtenidos de las ima´genes termogra´ficas,
lo que hace que esta metodologı´a este´ dentro del enfoque de mantenimiento predictivo basado en
datos.
Adquisición de video
1.) Filtrado:
-- Filtrado wavelet
-- Esquema lifting
2.) Segmentación de ROIs
-- Cuantización de las
    imágenes.
-- Transformada watershed.
Banco de pruebas
Figura 2-1.: Diagrama de la metodologı´a de preprocesamiento.
El capı´tulo esta´ organizado en la siguiente forma: en la seccio´n 2.2 se muestran las aplicaciones
que pueden tener las ima´genes termogra´ficas para la identificacio´n de fallos en ma´quinas rotativas;
en la seccio´n 2.3 se describe la metodologı´a de adquisicio´n de las ima´genes y se muestran
las metodologı´as de filtrado utilizadas para mejorar la representacio´n de las ima´genes; en la
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seccio´n 2.4 se presentan algunas consideraciones que justifican la pertinencia de la metodologı´a de
umbralizacio´n; en la seccio´n 2.5 se hace una breve descripcio´n de las te´cnicas de umbralizacio´n,
y se describen las circunstancias que motivan la eleccio´n de la metodologı´a propuesta; en la
seccio´n 2.6 se describe la segmentacio´n utilizada para las ROIs; en la seccio´n 2.7 se describen las
especificaciones de los experimentos, para obtener las bases de datos requeridas, y en la seccio´n
2.8 se presentan los resultados de los mismos. Finalmente, en la seccio´n 2.9 se presentan algunas
conclusiones respecto a los experimentos.
2.2. Identificacio´n de fallos utilizando ima´genes
termogra´ficas
2.2.1. Mantenimiento predictivo de ma´quinas rotativas
La termografı´a infrarroja puede utilizarse para analizar un perfil anormal de temperatura que
indique un fallo potencial en un objeto bajo inspeccio´n [25]. Esto ha mostrado ser u´til para la
identificacio´n y caracterizacio´n de defectos en materiales, ası´ como en pruebas de control de
calidad, evaluaciones no destructivas, identificacio´n y caracterizacio´n de defectos en soldaduras
[27], y en aplicaciones me´dicas, como la asistencia al diagno´stico de ca´ncer de seno utilizando
mamografı´a te´rmica [3].
Para el caso de las ma´quinas rotativas, los ana´lisis basados en termografı´a infrarroja utilizan la
temperatura como variable de medida que puede dar informacio´n sobre la condicio´n de operacio´n
de la ma´quina. Esto se debe a que todas las ma´quinas tienen como para´metro su temperatura
normal de operacio´n, y cualquier incremento o decremento anormal de temperatura es un indicio
de problemas en su funcionamiento [41]. La obtencio´n de evidencia necesaria para diagnosticar
fallos en ma´quinas rotativas, utilizando el mantenimiento predictivo, se hace mediante enfoques
basados en modelos, y en sen˜ales o datos [5]:
En las aproximaciones basadas en modelos (ver figura 2-2), se considera la diferencia entre las
caracterı´sticas extraı´das de la simulacio´n de un modelo de la ma´quina inspeccionada, y las mismas
caracterı´sticas obtenidas de la ma´quina real. Este tipo de enfoques puede implicar un trabajo muy
complejo debido a que la ma´quina puede tener piezas con diferentes propiedades te´rmicas, lo que
dificulta la generacio´n del modelo y la caracterizacio´n de la ma´quina y de los fallos [43].
En las aproximaciones basadas en datos (ver figura 2-3), se buscan cantidades medidas a partir
de para´metros de la ma´quina como espectros de voltajes, velocidades o temperaturas, y se
utilizan como indicadores de fallos. Las limitaciones de este tipo de me´todos se relacionan con
la naturaleza de las cantidades que se necesite medir, y de las implicaciones que suponga su
obtencio´n. Es el caso de los ana´lisis basados en sen˜ales de vibracio´n, en los que se requiere acoplar
fı´sicamente sensores a una ma´quina, pero no en todos los casos es factible el acceso a ciertos
puntos de las ma´quinas para su implementacio´n. Estos me´todos no requieren de conocimiento
sobre el modelo de la ma´quina; por el contrario los fallos son identificados mediante registros
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Modelo (a)
Motor
Procesamiento
 de señales+
Entrada Índicador de fallo
Modelo (b)
Entrada 
Error
Modelo (n)
Entrada 
Figura 2-2.: Enfoque de diagno´stico basado en modelos [5].
obtenidos que son caracterizados y agrupados utilizando te´cnicas de reconocimiento de patrones.
Motor Extracción de
características
Procesamiento 
de señales
Proceso de
decisión
Índicador de falloAnálisis de
clustering
Figura 2-3.: Enfoque de diagno´stico basado en modelos [5].
Los ana´lisis basados en termografı´a infrarroja utilizan estas dos aproximaciones, porque
los registros de temperatura de una ma´quina pueden compararse con los de una simulacio´n
para determinar la presencia de un fallo y caracterizarlo (aproximacio´n basada en modelos).
Los registros pueden obtenerse durante inspecciones rutinarias para compararlos con valores
especificados para condiciones de operacio´n normal de la ma´quina (aproximacio´n basada
en datos). Finalmente, los registros obtenidos de la ma´quina pueden tomarse en diferentes
condiciones de operacio´n para generar historiales de temperatura con los cuales planificar
jornadas de mantenimiento predictivo. Las metodologı´as automa´ticas para identificar y localizar
los posibles fallos a partir de ima´genes termogra´ficas adquiridas sobre ma´quinas rotativas, son
de reciente investigacio´n. En la bu´squeda realizada en este estudio, se encontraron los siguientes
trabajos relevantes:
En [30], se analiza el efecto que tiene la inspeccio´n de ima´genes termogra´ficas tomadas en un
mismo componente meca´nico de una ma´quina para intervalos de tiempo distintos pero de la misma
duracio´n. Este trabajo muestra que la aplicacio´n de transformaciones espacio-escala sobre las
6 2 Adquisicio´n de ima´genes termogra´ficas sobre ma´quinas rotativas
ima´genes permiten revelar diferencias morfolo´gicas y dina´micas entre secuencias de ima´genes,
como producto de la modificacio´n en la distribucio´n de temperatura de las mismas, y que se
producen al modificarse los valores de pı´xeles en las ima´genes. Tambie´n concluye que el ana´lisis
termogra´fico por sı´ mismo, es insuficiente para predecir anomalı´as relacionadas con sistemas
meca´nicos bajo ana´lisis.
En [47], se propone la consideracio´n de histogramas de coeficientes wavelet de aproximacio´n que
se obtienen de la descompisicio´n de ima´genes te´rmicas; la presencia de fallos se determina a partir
del ana´lisis sobre cambios en las distribuciones de probabilidad de los coeficientes obtenidos.
Este me´todo tiene como limitacio´n que no considera la extraccio´n de ROIs en las ima´genes
de modo que no es posible obtener de forma automa´tica la ubicacio´n espacial del fallo en la
ma´quina. Otra limitacio´n tiene que ver con el tipo de caracterı´sticas medidas en las ima´genes,
dado su cara´cter parame´trico. Por ejemplo, medidas como la curtosis y la asimetrı´a tienen una
clara interpretacio´n cuando se consideran distribuciones de probabilidad normales, al igual que
con la desviacio´n esta´ndar y la media de los datos. Pero con frecuencia ocurre que la distribucio´n
de probabilidad de los pı´xeles de una imagen no se ajusta a una distribucio´n parame´trica, por lo
que sin ningu´n conocimiento sobre la distribucio´n probabilı´stica de los pı´xeles, para efectos de
interpretabilidad de resultados, deben considerarse preferiblemente medidas de tendencia central
como la media y la media ponderada de los datos, y medidas de dispersio´n como la desviacio´n
esta´ndar y la desviacio´n media absoluta, tal como se propone en [9]. El me´todo presenta adema´s las
limitaciones de un ana´lisis multiresolucio´n basado en transformada wavelet y que son la escogencia
de la wavelet madre, y el nivel o´ptimo de descomposicio´n.
En [45] se propone el uso de redes neuronales para la identificacı´on de fallos en los rodamientos
de una ma´quina rotativa. En dicho trabajo se utilizan como caracterı´sticas el a´rea, el perı´metro
y momentos centrales de ROIs, cuyas morfologı´as son segmentadas utilizando una metodologı´a
propuesta en [14], que a su vez se basa en el me´todo de Otsu [33]. El trabajo tiene como
limitaciones que los experimentos se hacen trabajando en el espacio de color RGB, lo que supone
de antemano una dificultad asociada a la escogencia de la capa o´ptima en las ima´genes para hacer
el procesamiento de las mismas. Por otra parte, la utilizacio´n del me´todo de umbralizacio´n de Otsu
tiene limitaciones derivadas de la formulacio´n original del me´todo, y que impone restricciones
respecto a la bimodalidad del histograma de la imagen, como requisito para hallar un umbral
o´ptimo que permita la separacio´n del objeto(s) en la imagen del fondo de la misma [22].
En este trabajo se sugiere como estrategia de localizacio´n espacial de fallos, la segmentacio´n de
ROIs y la extraccio´n de caracterı´sticas sobre estas y no sobre el conjunto total de la imagen.
Se propone una metodologı´a que resuelve los problemas descritos anteriormente, en la siguiente
forma:
Se utilizan transformadas wavelet para implementar una metodologı´a de reduccio´n de ruido
de fondo. Del filtrado se obtienen ima´genes que tienen las mismas dimensiones que la
imagen original, pero con diferente relacio´n sen˜al a ruido pico (Peak Signal - to - Noise
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Ratio – PSNR). Esto se hace para mejorar la representacio´n de las ima´genes sin perder
la interpretabilidad de las mismas, por efecto de la transformacio´n wavelet. En todos los
experimentos que implican el filtrado de las ima´genes, se utiza el filtro bidimensional,
Biortogonal 3/5 (ver figura 2-4).
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Figura 2-4.: Representacio´n tridimensional - Filtro Biortogonal 3/5.
Para localizar espacialmente los fallos se propone una metodologı´a de segmentacio´n basada
en la identificacio´n de las zonas con mayor variabilidad espacial de temperatura. Se utiliza
la variabilidad de los pı´xeles en ciertas regiones del histograma de las ima´genes para
segmentar las ROIs del fondo. De este modo se enfocan los ana´lisis hacia ROIs que se
conoce previamente, son afectadas directamente por los efectos te´rmicos que producen los
fallos meca´nicos considerados. Estas ROIs se utilizan como marcadores con los que se hace
una segmentacio´n posterior utilizando la transformada watershed.
2.3. Adquisicio´n y filtrado de las ima´genes de las
ima´genes termogra´ficas
Las ima´genes se obtienen de una ca´mara que detecta la radiacio´n emitida por la ma´quina en el
rango infrarrojo del espectro electromagne´tico, y la convierte en un mapa te´rmico que puede
utilizarse para detectar modos de degradacio´n de la ma´quina manifiestados como aumentos
de temperatura, por ejemplo los rodamientos, que por efecto de los desbalances inducidos
para simular fallos, empiezan a deformarse y a presentar irregularidades en su superficie,
produciendo incrementos en la friccio´n con las piezas en contacto con estos durante su operacio´n
y consecuentemente provocan aumentos de temperatura en partes de la ma´quina [16].
Existe evidencia de que para las ima´genes termogra´ficas, los procesos tales como filtrado y
extraccio´n de ruido afectan la calidad de las ima´genes, siendo apreciables los efectos en los bordes.
Para afrontar este problema, en [18] se considera la transformada wavelet discreta cuadrada y
se propone la itilizacio´n de algunas bases wavelet ortogonales. La medicio´n de desempen˜o fue
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evaluada en te´rminos del porcentaje de bordes y contornos que permanecen en la imagen despue´s
de la extraccio´n del ruido. En [1], para el procesamiento de ima´genes me´dicas se utiliza la funcio´n
Daubechies basada en literatura previa en la cual se documenta acerca de descomposiciones
estables y precisas para sen˜ales biome´dicas. El e´xito de los me´todos basados en wavelet se debe a
que las ima´genes tienden a ser poco densas, lo que implica que las reconstrucciones basadas en un
pequen˜o conjunto de wavelets son muy precisas [11].
En el trabajo presentado en [30] se concluye que la combinacio´n de termografı´a infrarroja y
transformadas wavelet en dos dimensiones permite revelar diferencias dina´micas y morfolo´gicas
mostradas por patrones te´rmicos diferentes encontrados en ma´quinas rotativas. En [48] se propone
un filtro wavelet para aumentar la discriminancia de caracterı´sticas estadı´sticas medidas sobre las
distribuciones de probabilidad en los coeficientes del filtro, de cara a la identificacio´n de fallos en
ma´quinas rotativas. Para el mismo problema, en [45] se propone un acercamiento a la localizacio´n
de fallos, implementando una te´cnica de umbralizacio´n para segmentar posibles ROIs, y focalizar
la tarea del procesamiento.
En esta tesis se propone un filtrado de las ima´genes con en fin de obtener los coeficientes de
aproximacio´n. De este modo se obtiene una representacio´n que puede utilizarse para proseguir en la
etapa de localizacio´n, que se hace mediante una modificacio´n de una metodologı´a de umbralizacio´n
multinivel.
2.4. Segmentacio´n de ima´genes termogra´ficas
Al segmentar una imagen se separan regiones o contornos, denominados objetos, mediante la
identificacio´n de caracterı´sticas comunes. Dado que la propiedad ma´s simple que pueden compartir
los pı´xeles en la regio´n de una imagen es la intensidad, una forma natural de separar las regiones
es a trave´s de una umbralizacio´n o separacio´n de regiones claras y oscuras [29].
Una umbralizacio´n constituye una versio´n simple de segmentacio´n en la que obtiene una versio´n
umbralizada g(x, y) de una imagen I(x, y) a partir de un umbral T dado por:
g(x, y) =

1 if I(x, y) ≥ T
0 en cualquier otro caso
(2-1)
Esta forma de umbralizacio´n se denomina global, y tiene como limitacio´n que solo puede aplicarse
a algunas ima´genes, en las cuales la relacio´n objeto-fondo de la imagen, es clara [34]. En la mayorı´a
de los casos, se implementan te´cnicas de umbralizacio´n multinivel, en las que problema de la
seleccio´n de los umbrales para cuantizar una imagen se puede interpretar como el de encontrar
un conjunto T (l), (l = 1, 2, ..., L) de valores de umbral, de modo que la imagen original I(x, y)
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se transforme en una nueva con so´lo J valores, es decir, si T (l) son los valores de umbral para
T (1) ≤ T (2), < ..., < TL, entonces, la imagen de salida se define como:
g(x, y) =

0, si I(x, y) ≤ T (1)
1, si T (1) ≤ I(x, y) ≤ T (2)
...
L si I(x, y) ≥ T (L)
(2-2)
donde 0 y L representan los valores mı´nimo y ma´ximo de la imagen, respectivamente [34].
Las te´cnicas de segmentacio´n de ima´genes pueden clasificarse dentro de los siguientes enfoques:
Segmentacio´n supervisada, o basada en modelos, en la cual se utiliza conocimiento
previamente de objetos y del fondo de las ima´genes para determinar la presencia o
ausencia, de regiones especı´ficas que se requiere segmentar. Este tipo de segmentacio´n suele
combinarse con etapas posteriores de reduccio´n de falsos positivos (algoritmos de extraccio´n
de caracterı´sticas combinados a su vez con clasificadores), lo que suele implicar la inclusio´n
de etapas de entrenamiento en las cuales los algoritmos “aprenden” los objetos especı´ficos
que deben detectar, para luego clasificar ima´genes dependiendo de la presencia o ausencia
de objetos similares.
Segmentacio´n no supervisada, en la cual la se encuentran regiones de la imagen que son
uniformes respecto a propiedades especı´ficas como los niveles de gris, textura o color [31].
Existen a su vez enfoques para este tipo de segmentacio´n, los cuales pueden divididirse en
los siguientes grupos:
1. Me´todos basados en regiones, en los que la imagen se divide en regiones homoge´neas,
conectadas espacialmente. Usualmente este tipo de me´todos implican la asignacio´n de
puntos semilla, asignados manualmente en regiones de intere´s definidas previamente.
En este tipo de me´todos se incluyen los enfoques de crecimiento de regiones, los
me´todos de tipo split and merge y los me´todos basados en transformada watershed
[37].
2. Me´todos basados en contornos, que se basan en las fronteras de las regiones
consideradas. Tienen como desventaja, que se basan principalmente en la informacio´n
de bordes de la imagen, los cuales en muchos casos no pueden ser completados
satisfactoriamente, de modo que pueden formarse curvas no cerradas ni conexas que
rodeen las regiones de intere´s [31]. En este sentido, pueden requerir de algoritmos para
resaltar los bordes relevantes en la imagen, de forma previa a la etapa de deteccio´n.
3. Me´todos basados en clustering, que agrupan aquellos pı´xeles que tienen propiedades
similares y que podrı´an dar lugar a la formacio´n de regiones no conexas. Pueden
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dividirse en me´todos jera´rquicos, que producen series de particiones anidadas, y
en me´todos particionales, que producen una sola particio´n. Aunque los me´todos
jera´rquicos pueden ser ma´s precisos, los me´todos particionales se utilizan en
aplicaciones que involucran grandes bases de datos. Estos u´ltimos tienen dos grandes
desvantajas: (1.) que el algoritmo tiene que conocer previamente el nu´mero de regiones
que hay en la imagen y (2.), que los algoritmos de clustering no utilizan informacio´n
espacial de la imagen. En este tipo de metodologı´as se encuentra el algoritmo de
k − means.
En este estudio, las ROIs que se requieren segmentar deben presentar los valores de
temperatura proporcionalmente ma´s altos que contienen las ima´genes, pues se presume
que estos corresponden a las piezas de la ma´quina que esta´n siendo afectadas por fallos
meca´nicos que producen incrementos anormales de temperatura. Se requiere el ana´lisis de
la silueta de la ma´quina, ya que es de intere´s obtener informacio´n sobre el a´rea delimitada
por el contorno de la ma´quina para establecer la localizacio´n espacial de los fallos. Por estas
razones se utiliza un enfoque basado en regiones que incluye, primero, una umbralizacio´n
multinivel para detectar las regiones de mayor calentamiento (hot-spots); aquellas que
resultan de esta primera etapa se utilizan como marcadores para una segmentacio´n basada
en transformada watershed, con la que se obtiene una mejor representacio´n de las ROIs.
2.5. Me´todo propuesto de umbralizacio´n
En [4] se propone una umbralizacio´n multinivel para ima´genes, considerando intervalos de
tolerancia en la distribucio´n de probabilidad de los pı´xeles. El algoritmo genera intervalos de forma
iterativa, y a los pı´xeles dentro de estos se les asigna como valor la media ponderada (ver Anexo
B.1.1) de los valores de pı´xeles en el intervalo. La formulacio´n del algoritmo garantiza para cada
iteracio´n la existencia de intervalos disyuntos para valores “bajos y altos” de pı´xeles en la imagen
que son cuantizados.
Las consideraciones basadas en los intervalos de tolerancia, al estar definidas en te´rminos de
medidas parame´tricas como lo son µ y σ, dependen de la distribucio´n de los pı´xeles en la imagen;
si e´sta es normal, entonces los intervalos definen proporciones de datos de taman˜o fijo en la
distribucio´n probabilistica. Sin embargo esta condicio´n no necesariamente se cumple en todos los
casos, por lo que una umbralizacio´n basada completamente en los intervalos de tolerancia implica
aceptar cierto error debido a particularidades de la distribucio´n de probabilidad de los pı´xeles
en las ima´genes. En este estudio los intervalos con mayores variaciones de pı´xeles de valor alto,
se utilizan para proponer regiones que sirven como marcadores en una segmentacio´n posterior
basada en transformada watershed. El algoritmo 2.5.1 describe la formulacio´n original del me´todo
de umbralizacio´n; posteriormente se describen las modificaciones propuestas.
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Algoritmo 2.5.1: Umbralizacio´n multinivel propuesta en [4]
entradas: n, que representa el nu´mero de umbrales que debe tener la imagen cuantizada; k,
y la imagen a cuantizar.
salida : La imagen cuantizada.
para i = 1 : (n − 2)/2 hacer1
Se define el rango R = [a,b]; incialmente a = 0; b = 255.2
Encontrar la media (µ) y la desviacio´n esta´ndar (σ) de todos los pı´xeles en R.3
Se definen los umbrales T1 = µ − kσ y T2 = µ + kσ, donde k es un para´metro libre.4
A los pı´xeles dentro de [a : T1] y [T2 : b]5
se les asigna como valores la media ponderada de su respectivo intervalo.
a = T1 + 1; b = T2 − 16
fin7
Finalmente, se repiten los pasos 2 − 5 con a = T1 + 1, b = µ, y con a = µ + 1, b = T2 − 1.8
Algoritmo 2.5.2: Umbralizacio´n multinivel modificada
entrada: La imagen a cuantizar imOriginal y k.
salida : La imagen cuantizada.
mientras T1 − T2 ≥ 2 hacer1
Se define el rango R = [a, b], incialmente a = mı´n(imOriginal) y b = ma´x(imOriginal).2
Encontrar la media (µ) y desviacio´n esta´ndar (σ) de todos los pı´xeles en R.3
Se definen los umbrales T1 = µ − kσ y T2 = µ + kσ, donde k es un para´metro libre.4
A los pı´xeles dentro de [a : T1] y [T2 : b]5
se les asigna como valores la media ponderada de su respectivo intervalo.
a = T1 + 1; b = T2 − 16
fin7
Las razones que motivan las modificaciones a la metodologı´a descrita en el agoritmo 2.5.1 son las
siguientes:
No interesa de forma particular la asignacio´n un nu´mero determinado de umbrales en la imagen
final (lo que supondrı´a adicionar incertidumbre adicional al algoritmo). En este punto se lanza
la hipo´tesis de que hay rangos de pı´xeles para los que ocurren las mayores variaciones en las
ima´genes, y que esos rangos hacen parte de los pı´xeles de las ROI. Para garantizar que se analize
la mayor cantidad posible de intervalos de pı´xeles, se propone como criterio de parada inicial la
conservacio´n de una diferencia mı´nima de 2 entre los valores de T2 y T1 en cada iteracio´n (ver
algoritmo 2.5.2), de modo que las iteraciones no produzcan el traslape entre los intervalos. Esto
motiva la modificacio´n del paso 1.) del algoritmo original.
Por otra parte, la formulacio´n original del algoritmo no fue hecha para ima´genes termogra´ficas,
de modo que se asumen ima´genes con pı´xeles cuyo rango de valores fluctu´a entre 0 y 255. Este
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no es el caso general de las ima´genes termogra´ficas, en las cuales dependiendo de la aplicacio´n
se pueden tener rangos de pı´xeles con variaciones menores a unas pocas decenas. Tal limitacio´n
motivo´ la modificacio´n del paso 2.) del algoritmo 2.5.1.
Los algoritmos 2.5.1 y 2.5.2 esta´n basados en la calidad de la representacio´n de la imagen, descrita
en te´rminos de los intervalos de tolerancia en su histograma. Aunque no permite el traslape entre
los intervalos, resulta claro que el valor del para´metro k introduce incertidumbre al problema, y
que una escogencia erro´nea de dicho para´metro puede conducir a una cuantizacio´n poco precisa de
la imagen, en el sentido que se puede obviar la verdadera variabilidad de los pı´xeles en cada uno
de estos subintervalos.
Para justificar la escogencia del para´metro k en la umbralizacio´n, debe corroborarse: 1.), que
sea posible utilizar el mismo valor para todas las ima´genes, teniendo en cuenta todas las clases
consideradas y 2.), que haya regularidad en los intervalos obtenidos para las ima´genes. Esta
corroboracio´n se hace implementando la umbralizacio´n para un conjunto submuestreado de
ima´genes en las bases de datos a razo´n de una imagen cada 180 segundos, lo que da lugar a
18 ima´genes por condicio´n. Para la umbralizacio´n, se utiliza inicialmente k = 1.
2.6. Segmentacio´n utilizando transformada watershed
Con frecuencia la segmentacio´n basada en transformada watershed se explica con alguna una
abstraccio´n, en la que se piensa en la imagen como la representacio´n de una superficie topogra´fica
en la que el nivel de gris representa la altura sobre un relieve. Si existen fuentes independientes
de agua que inundan la superficie a partir de los mı´nimos locales en el relieve, entonces el nivel
de agua (de gris) aumentara´ hasta inundar completamente la superficie. Se asume que cada una de
las distintas fuentes de agua tiene asignada una etiqueta. Antes de que dos regiones inundadas por
fuentes diferentes (que en la transformada reciben el nombre de catchment basins) se toquen, se
genera una regio´n denominada regio´n watershed, que no se toca con ninguna otra. Al final de la
segmentacio´n, las fronteras de las regiones watersheds, denominadas lı´neas watershed, definen los
lı´mites entre los objetos segmentados [37].
En la pra´ctica, la transformada watershed no se aplica directamente sobre una imagen sin ningu´n
tipo de preprocesamiento de la misma, pues el algoritmo tiende a sobresegmentarla (ver figura
2-5). En su lugar, suele segmentarse la que contiene su gradiente morfolo´gico [28], pues de este
modo se producen regiones watersheds para puntos de discontinuidad controlados mediante algu´n
preprocesamiento previo que evita la sobresegmentacio´n de la imagen. El enfoque utilizado en este
estudio es el denominado segmentacio´n watershed controlada por marcadores, que hace uso de
operaciones morfolo´gicas para determinar el gradiente morfolo´gico de la imagen y los catchment
basins en los mı´nimos de la imagen de gradientes [6]. La secuencia de operaciones morfolo´gicas es
similar a la descrita en [14], y la transformada watershed es la propuesta en [28]. Esto se describe
gra´ficamente en la figura 2-6, cuya secuencia de pasos es la siguiente:
1. La computacio´n de la funcio´n de segmentacio´n se hace calculando los bordes de los objetos
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Posibles líneas
de contorno
Objetos falsos
Ruido de fondo
Mínimos locales
(a) Imagen original.
(b) Sobresegmentacio´n de la imagen original, luego del
ca´lculo de su transformada watershed.
Figura 2-5.: Representacio´n de ROIAB como una superficie topogra´fica, y de su tranformada
watershed.
que se quiere segmentar. Esto se hace obteniendo un mapa de contornos de la imagen basado
en el detector de bordes de Sobel [39].
2. El te´rmino marcadores se refiere a indicadores de los objetos que se quieren detectar; los
marcadores son necesarios pues la transformada detecta minı´mos en la imagen a partir de los
cuales se generan las regiones watershed. El problema es que las ima´genes suelen contener
muchos mı´nimos locales (ver figura 2.5(a)), de modo que la transformada sobre la imagen
sin ningu´n preproceso produce su sobresegmentacio´n. Los marcadores para los objetos se
obtienen implementando operaciones morfoloo´gicas comunes, como por ejemplo aperturas
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basadas en reconstruccio´n.
3. Los marcadores para el fondo se obtienen calculando la transformada watershed de
la transformada de distancia [26] de la imagen binarizada. Los puntos en los que la
transformada watershed, de la tansformada de distancia son cero, determinan las lı´neas
watershed. La binarizacio´n se hace con la umbralizacio´n modificada propuesta en el
algoritmo 2.5.2.
4. Se modifica la imagen para que so´lo tenga mı´nimos regionales en los pı´xeles del fondo y en
los pertenecientes a los marcadores.
5. Se calcula la transformada watershed en la funcio´n de segmentacio´n modificada. Esta imagen
modificada difiere de la original so´lo en sus mı´nimos regionales, en el sentido de que
los u´nicos mı´nimos que contiene se encuentran dentro del conjunto de marcadores. La
transformada que se calcula sobre la funcio´n de segmentacio´n modificada es la propuesta
en [28].
2.) Cálculo de marcadores 
para objetos: 
Regiones watershed
3.) Cálculo de marcadores:
Fondo de la imagen
1.) Computación:
Función de segmentación
4.) Modificación:
Función de segmentación 
5.) Cálculo de transformada
sobre la función de 
segmentación modificada 
Figura 2-6.: Esquema de una segmentacio´n watershed basada en marcadores.
2.7. Marco experimental
A continuacio´n se describe la metodologı´a implementada como paso previo al procesamiento
para la identificacio´n de fallos en ma´quinas rotativas. Esto incluye la disposicio´n de un banco
de pruebas, la generacio´n de una base de datos de ima´genes a partir de la descomposicio´n de las
grabaciones de video en secuencias de ima´genes, el filtrado del ruido de fondo de las ima´genes
y finalmente la remocio´n del fondo de estas mediante la segmentacio´n de ROIs. El objetivo del
marco experimental es mejorar la calidad en la representacio´n de los datos a partir de la cual se
hacen el procesamiento que se describe en los capı´tulos siguientes.
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2.7.1. Banco de pruebas
El banco de pruebas se presenta en la figura 2-7, y consta de un motor de induccio´n trifa´sico
cuyo eje se encuentra unido mediante un acople rı´gido a otro eje que contiene 2 discos con
perforaciones. Insertando pesos de masa arbitraria en las perforaciones se inducen dos tipos de
desbalance: El primero, denominado dpr, se produce insertando pesos en el disco perforado
ma´s cercano, a 12 centı´metros del acople; en el segundo caso, denominado dsr, se produce el
desbalance insertando pesos en el rodamiento ma´s lejano, a 43,5 centı´metros del acople. En la
tabla 2-1 se describen las especificaciones ma´s relevantes respecto al disen˜o de los experimentos;
aunque aparece relacionado un solo valor de emisividad, se aclara que dicho valor fue calculado
experimentalmente para las superficies que comprenden los soportes del eje acoplado (ubicacio´n
para sensores de acelaracio´n en la figura 2-7). Estas regiones son las mismas que se determinaron
previamente como regiones de intere´s (ver figura 2-11).
Figura 2-7.: Banco de pruebas. Insertando pesos de masa arbitraria en los discos perforados se
inducen dos tipos de fallos, llamados de acuerdo con el rodamiento ma´s pro´ximo.
2.7.2. Bases de datos
Las bases de datos se obtuvieron a partir de grabaciones hechas en color sobre el banco de
prueba durante 2 horas, funcionando el motor en condiciones de normalidad e induciendo
los desbalances descritos anteriormente. Las grabaciones son descompuestas en secuencias de
ima´genes, generando una cada un segundo para obtener un total de 7200 ima´genes por condicio´n.
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Las ima´genes adquiridas son sub-muestreadas a razo´n de una imagen cada 60 segundos, lo que
da lugar a conjuntos de 53 ima´genes para cada condicio´n de operacio´n si se considera la segunda
hora de operacio´n del motor; este submuestreo se hace para reducir el volumen de datos a procesar.
Experimentalmente se verifico´ que una vez transcurrida la primera hora de operacio´n del motor,
sus valores de temperatura permanecen estables.
Las ima´genes obtenidas de la descomposicio´n de las grabaciones se encuentran en el espacio de
color YUV, y durante todos los experimentos, se utiliza el plano Y o de luminancia, para eliminar la
incertidumbre que genera la necesidad de escoge una capa adecuada para los ana´lisis. La diferencia
entre una imagen en el espacio YUV tal como se obtiene de la descomposicio´n del video en
secuencias de ima´genes y la que se obtiene para so´lo la capa Y se muestra en la figura 2-8.
Otras especificaciones del experimento, relacionadas con el ajuste de para´metros de la ca´mara,
se muestran en la tabla 2-1.
(a) Corte de la imagen original; espacio de color YUV
– todas las capas.
(b) El mismo corte de la imagen de 2.8(a),
mostra´ndose la capa Y.
Figura 2-8.: Comparacio´n entre el mismo corte de la imagen antes y despue´s de la extraccio´n de
la capa Y, que es la usada en el trabajo.
EL valor o´ptimo para la distancia entre la ca´mara y el objetivo puede calcularse a partir de las
especificaciones sobre el campo de visio´n (Field-of-View – FOV) de la ca´mara, a apartir de las
siguientes expresiones 2-3 y 2-4:
H = d
[
2 tan
(
x
2
)]
(2-3)
V = d
[
2 tan
(y
2
)]
(2-4)
En las que H y V se refieren a las dimensiones ma´ximas horirontal y vertical, respectivamente, que
debe tener el objetivo, para ser capturado en su totalidad por la ca´mara a una distancia d, teniendo
esta u´ltima un FOV especificado por x × y
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(Ca´mara FLIR A320)
Emisividad 0,82
Temperatura reflejada 20◦C
Distancia al banco de pruebas 1,5m
Humedad relativa 50 %
Temperatura ambiente 20◦C
Escala te´rmica 10 − 50◦C
Resolucio´n 320 × 240 pı´xeles
Nivel espectral 7,5 a 13,0µm
Sensibilidad te´rmica 50mK@ + 30◦C
Campo de visio´n Montaje en 25◦ × 18,8◦/0,4m
Especificaciones de video
Taman˜o de las ima´genes 640 × 480 pı´xeles
Velocidad de muestreo 1 fps
Formato de video MPEG-2
Especificaciones, bases de datos Adquisicio´n video Grabaciones de 2 horas deduracio´n (7200s) para cada
condicio´n de operacio´n.
Submuestreo adicional 1 frame por cada 60s.
Especificaciones, banco de pruebas Dimensiones Largo: 1m (incluyendo la
mesa); alto: 0,3m
Tabla 2-1.: Especificaciones de la ca´mara termogra´fica, video y de las secuencias de ima´genes.
d 0.5 1 1.5 2 2.5 3 3.5 4
H 0.2217 0.4434 0.6651 0.8888 1.1085 1.3302 1.5519 1.7736
V 0.1655 0.3311 0.4966 0.6622 0.8277 0.9933 1.1588 1.3244
Tabla 2-2.: Valores de distancia (en metros) entre la ca´mara y el objetivo, segu´n las
especificaciones de FOV de la ca´mara.
2.7.3. Evaluacio´n de las te´cnicas de filtrado
Para determinar si un filtrado wavelet permite una mejor representacio´n de las ima´genes, se
utilizan las siguientes metodologı´as de filtrado: en la primera se utiliza un filtrado wavelet con
los coeficientes de aproximacio´n, y la segunda utiliza un esquema lifting. Ambos experimentos se
hacen en un nivel 3 de descomposicio´n, y utilizando como filtro wavelet el Biortogonal 3/5.
El efecto del filtrado con las metodologı´as consideradas puede verse en la figura 2-9, en las que la
calidad de la representacio´n de las ima´genes 2.9(b) y 2.9(c) se mide en te´rminos de PSNR respecto
a la imagen 2.9(a) de la misma figura. Para comparar los resultados obtenidos, con los del estado
del arte, las pruebas se hacen sobre ROIAB.
Dado que la medida de PSNR no es consecuente con la calidad perceptual de una imagen,
se considero´ la medida propuesta en [44], denominada Structural Similarity (SSIM). La figura
2-10 muestra los valores de la medida SSIM contra en nu´mero de frames en las bases de datos,
considerando las dos metodologı´as de filtrado citadas anteriormente.
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(a) Imagen original. (b) Filtrado utilizando coeficientes wavelet
de aproximacio´n –filtro Biortogonal 3/5.
PSNR = −6,47 dB
(c) Filtrado utilizando esquema lifting con
lazy wavalet – filtro Biortogonal 3/5.
PSNR = 0,99 dB
Figura 2-9.: Comparacio´n - resultados visuales del filtrado wavelet de las ima´genes.
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Figura 2-10.: Relacio´n entre el valor SSIM [44] Vs nu´mero de frames para las 2 metodologı´as de
filtrado.
2.8 Resultados 19
2.7.4. Evaluacio´n de la segmentacio´n
Para la localizacio´n de los fallos, se asume que algunas variaciones en la distribucio´n te´rmica de la
ma´quina, y que son consecuencia de los fallos, se encuentran en puntos especı´ficos de la imagen.
Esto supone la necesidad de hacer una segmentacio´n ROIs alrededor de puntos especı´ficos donde
probablemente se manifiesten estos fallos.
Una observacio´n preliminar a las ima´genes consideradas para las tres condiciones (dpr, dsr y
normal) permite asumir que las regiones correspondientes al primer y segundo rodamiento son las
que presentan mayores variaciones de temperatura, por ser estas las que esta´n expuestas de forma
directa a los efectos meca´nicos que producen los desbalances en el eje del motor. Por esta razo´n,
se selecciona previamente la ROI correspondiente, y etiquetada como ROIAB en la figura 2-11.
Ası´, esta ROI es la que se va a utilizar para el proceso de umbralizacio´n.
Se establece entonces como uno de los objetivos del preprocesamiento separar en las ima´genes
estas regiones, del fondo. El primer paso de la remocio´n se hizo implementando inicialmente una
modificacio´n del me´todo de umbralizacio´n multinivel propuesto en [4], basado en la variabilidad
de la distribucio´n de probabilidad para los pı´xeles de una imagen. El metodo lleva a cabo
umbralizaciones sucesivas de la imagen, teniendo como criterio los intervalos de tolerancia en la
curva que describe el histograma de la imagen. La definicio´n de intervalo de tolerancia, se describe
en el anexo A.
ROI M ROI A ROI AB ROI B
Figura 2-11.: Regiones de intere´s seleccionadas arbitrariamente.
2.8. Resultados
En la figura 2-12 se muestra el resultado de aplicar la metodologı´a a una imagen arbitraria tomada
de las bases de datos. En dicha figura se muestran los valores de pixel para los intervalos altos (en
rojo, y bajos en negro), y co´mo luego de 4 iteraciones el algoritmo genera 8 intervalos de pixel
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que ahora son cuantizados de acuerdo con lo descrito en el algoritmo 2.5.2. El criterio de parada
produce un nu´mero reducido de iteraciones que no producen el traslape de los intervalos, y con los
que se cubre pra´cticamente todo el rango de valores posibles que contiene la imagen. Puede verse
tambie´n que tal como se asumio´ con anterioridad, hay una mayor variacio´n para ciertos valores de
pı´xeles en los intervalos de valores altos, por lo que se presume que una umbralizacio´n global de la
imagen basada en el primer intervalo de valores altos, y asignando a los pı´xeles en e´ste intervalo el
valor de 255 y al resto 0, segmenta una parte considerable de las ROIs que se buscan, vistas como
hot-spots presentes en la imagen. Se presume que los pı´xeles en los 4 intervalos de valores bajos
contienen a´reas de la imagen pertenecientes al fondo.
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Figura 2-12.: Intervalos de pı´xeles que son cuantizados, luego de aplicar a una imagen la
metodologı´a de umbralizacio´n multinivel propuesta.
Los resultados de la umbralizacio´n se ilustran en la figura 2-13. La imagen final se binariza
teniendo en cuenta el rango en que se encuentran los valores ma´s altos de pixel, con lo que resulta
una “ma´scara” que filtra las ROIs de la regio´n de los dos discos perforados y del fondo.
Los resultados sobre la regularidad en los intervalos que produce la metodologı´a de umbralizacio´n
multinivel propuesta se ven en la figura 2-14, donde se presenta la regularidad que se requiere para
los intervalos obtenidos con un mismo valor de k para todas las clases. Las lı´neas verticales indican
el rango de valores cubiertos por cada intervalo.
El para´metro k tiene adema´s implicaciones respecto al nu´mero de iteraciones que hace el
algoritmo, de modo que debe verificarse cua´l valor produce un menor nu´mero de iteraciones. Esto
se hizo implementando el algoritmo con valores de k entre 1 y 3. para 3 ima´genes arbitrarias,
una para cada condicio´n, en el mismo instante de tiempo, en las 3 condiciones de operacio´n, y
observando el nu´mero de iteraciones que resulta para cada valor de k.
Un valor de k mayor produce un mayor nu´mero de iteraciones puede deberse a que el histograma
de esta ROI tiene muy poca variacio´n en los valores medios y bajos, y por lo tanto valores de σ
muy pequen˜os, que generan una gran cantidad de intervalos con rangos de un pixel (por ejemplo
[123 123]). Es posible inferir que no ocurre lo mismo con el extremo derecho de los histogramas
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(a) ROIAB antes de la cuantizacio´n. (b) ROIAB despue´s de la cuantizacio´n.
Figura 2-13.: Comparacio´n entre la imagen original, para el corte de sobre ROIAB, y la imagen
cuantizada luego de hacer la umbralizacio´n multinivel. El intervalo con los valores
altos tras la cuantizacio´n se utiliza para binarizar la imagen.
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Figura 2-14.: Intervalos que genera el algoritmo de umbralizacio´n multinivel propuesto para k =
1, utilizando un conjunto reducido del total de las bases de datos para todas las
condiciones.
de las ima´genes y por eso hay unos pocos intervalos que contienen la mayor variacio´n de pı´xeles
en las ima´genes. De acuerdo con la hipo´tesis lanzada previamente, los pı´xeles que esta´n en estos
intervalos contienen las ROIs que se requiere segmentar.
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Figura 2-15.: Intervalos que genera el algoritmo de umbralizacio´n multinivel propuesto para
diferentes valores de k, utilizando una imagen arbitraria del banco de pruebas.
A partir de las figuras 2-14 y 2-15 se ve que es posible utilizar el mismo k para todo el
conjunto de las ima´genes. Dado que las mayores variaciones de pixel, y consecuentemente de
temperatura, se presentan para la condicio´n dpr, se utiliza una imagen de esta condicio´n, se le
aplica la cuantizacio´n y los pı´xeles que se encuentran dentro del primer subintervalo se utilizan
para umbralizar la imagen. Adicionalmente, para suprimir algunas ROIs falsas que resultan de la
transformada, se hizo los siguiente:
Se cuantiza la imagen utilizando la umbralizacio´n multinivel propuesta en el algoritmo
2.5.2, teniendo en cuenta el intervalo con valores ma´s altos de pixel que resultan en la
umbralizacio´n (ver 2.13(b)). Luego, se hace una apertura de la imagen, y se eliminan
elementos conexos con menos de 200 pı´xeles. El resultado de esto se muestra en la figura
2.16(c). Los pı´xeles en estas ma´scaras se utilizan como marcadores para la segmentacio´n
watershed.
Se implementa la transformada watershed, y se comparan los pı´xeles de cada una de las
regiones watershed con los pı´xeles de estas mismas regiones en las ma´scaras de la imagen
umbralizada y se calcula la moda de los pı´xeles en la regio´n para la imagen umbralizada.
Si la moda es cero, entonces la regio´n watershed en la imagen segmentada toma el valor de
cero. Esto elimina algunas las regiones falsas que se ven al comparar la imagen 2.16(d) con
la 2.16(e). Las ROIs resultantes se etiquetan (2.16(f)) y para cada una de e´stas se hacen los
procedimientos de ana´lisis posteriores.
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(a) ROIAB antes de la cuantizacio´n. (b) Imagen cuantizada.
(c) Ma´scaras para las ROIs (en blanco) tras la
cuantizacio´n.
(d) Segmentacio´n watershed inicial.
(e) Ma´scaras definitivas para las ROIs.
2
1 3 54
(f) ROIs detectadas despue´s del preprocesamien-
to.
Figura 2-16.: Resultado de la umbralizacin multinivel, con la consecuente identificacin de ROI
relacionadas con puntos de calor.
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2.9. Conclusiones
Los resultados de las pruebas muestran que el corte que contiene a ROIAB permite discriminar
entre los fallos, y que en algunos casos no se requiere de esquema de preprocesamiento alguno.
Sin embargo, la posibilidad de utilizar una ROI en lugar de todo un corte de la imagen supone una
gran ventaja en te´rminos de tiempo de co´mputo y en la precisio´n de la identificacio´n. Por otra parte,
es notable que sea posible discriminar las condiciones de operacio´n de la ma´quina, considerando
una ROI que comparada con el conjunto total de la imagen es considerablemente pequen˜a, como
es el caso de ROIA.
Parte de la conveniencia de utilizar un filtrado wavelet, tiene que ver con que la etapa siguiente
utiliza una transformada que es bastante sensible a los mı´nimos locales en la imagen. Los
resultados dependen de la aplicacio´n; las representaciones que ofrece el filtrado conducen a
resultados diferentes si por ejemplo se utilizan como etapas previas a la segmentacio´n watershed.
Los resultados de la binarizacio´n de las ima´genes, muestran que la metodologı´a de umbralizacio´n
propuesta tiene un desempen˜o bastante aceptable, permitiendo segmentar un contorno global de
ROIAB muy similar al detectado por la transformada watershed. Esto se debe a que los pı´xeles
en las ROIs presentan una mayor variabilidad de intensidades que las regiones correspondientes al
fondo de la imagen.
Como trabajo futuro se considera el ana´lisis de la denominada ROIM, la cual es la regio´n que
cubre al motor. No´tese que en la figura 2-8, el efecto te´rmico de que produce el desbalance afecta
la distribucio´n te´rmica del motor. Por consiguiente, algunos fallos pueden identificarse dentro de
esta regio´n. El desafı´o consiste en la cantidad de piezas que involucran el motor,haciendo difı´cil su
segmentacio´n.
3. Extraccio´n de caracterı´sticas
3.1. Aspectos preliminares
En este capı´tulo se analizan dos tipos de caracterı´sticas utilizadas para la deteccio´n de fallos en
ma´quinas rotativas: las medidas estadı´sticas y los gradientes. Las primeras son las propuestas
en [48] y en [9], y se refieren a valores de pixel en las ima´genes. Una razo´n para considerar
el uso de este tipo de medidas es que, en el caso de las ima´genes termogra´ficas, el color de
un pixel, o su nivel de gris se relaciona directamente con la temperatura que irradia un objeto
hacia una ca´mara te´rmica. El otro tipo de caracterı´sticas se refiere a direcciones de propagacio´n de
calor en las ima´genes, vistas como gradientes de temperatura. Este u´ltimo tipo de caracterı´sticas
se utiliza para capturar informacio´n sobre cambios en la distribucio´n de probabilidad de las
direcciones en las que se presentan gradientes de temperatura. Los resultados de este enfoque son
independientes si la distribucio´n de probabilidad de los datos es parame´trica o no, y los datos tienen
una clara interpretabilidad ya que nuevos puntos de calor que irradian energı´a hacia las mismas
o hacia nuevas direcciones en las ima´genes en condiciones normales de operacio´n, permiten la
discriminacio´n de patrones te´rmicos diferentes a los normales.
El capı´tulo esta´ organizado como sigue: En la seccio´n 3.2 se describen las medidas estadı´sticas,
con las que se cuantifica informacio´n sobre las distribuciones de probabilidad de los pı´xeles en la
imagen; en la seccio´n 3.3 se describen las cara´cterı´sticas direccionales, que capturan informacio´n
sobre a´ngulos de propagacio´n de calor en las ROIs; en la seccio´n 3.4 se presentan algunos
conceptos sobre relevancia que se utilizan para reducir las dimensiones de los conjuntos de
caracterı´sticas direccionales y para evaluar la pertinencia de las caracterı´sticas estadı´sticas; en la
seccio´n 3.5 se describen los experimentos que se hacen para obtener la caracterizacio´n de las
ima´genes y de las ROIs descritas en el capı´tulo 2; en la seccio´n 3.6 se muestran los resultados
obtenidos y finalmente en la seccio´n 3.7 se presentan las conclusiones de los ana´lisis hechos.
3.2. Caracterı´sticas estadı´sticas
El histograma de una imagen en escala de grises representa una aproximacio´n a la funcio´n de
densidad de probabilidad de sus niveles de gris [43]. El histograma por si solo no brinda ningu´n
acercamiento preciso hacia la localizacio´n espacial de fallos, pues solo presenta informacio´n
global sobre la imagen [20]. Siguiendo los experimentos descritos en [48] para el mismo propo´sito
de identificacio´n de fallos, se calculan los coeficientes wavelet de aproximacio´n de las ima´genes,
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utilizando el filtro wavelet Biortogonal 3/5, y se calculan 7 medidas estadı´sticas, las cuales pueden
ser categorizadas como sigue:
Medidas de tendencia central – Son medidas que permiten la identificacio´n de la distribucio´n
de los datos, de acuerdo a la localizacio´n de su posicio´n central [10]. Pertenencen a este
tipo de medidas el Valor Medio de los datos µ, y el Centroide de la curva del histograma,
propuesto en [9]. Se incluye tambie´n la Entropı´a, dado que esta´ definida como el valor
esperado de la probabilidad de un logaritmo. Debe notarse que el centroide es una funcio´n
de la curva que describe un histograma, y por lo tanto depende de la distribucio´n de los datos
en bins. El ancho debe ajustarse de modo que el centroide permita la identificacio´n o´ptima
de fallos.
Medidas de dispersio´n estadı´stica – Son indicadores de la dispersio´n de los datos respecto
a para´metros que suelen ser medidas de tendencia central, como la media [10]. Se incluyen
en esta categorı´a a la desviacio´n esta´ndar (σ) y la desviacio´n media absoluta (MAD) de los
datos.
Medidas de forma – Caracterizan la geometrı´a de la distribucio´n de los datos, y a e´ste tipo de
medida pertenecen la asimetrı´a y la curtosis. La primera es una medida de simetrı´a horizontal
con respecto a una distribucio´n normal, indicando la direccio´n de la cola de la distribucio´n;
la segunda es una medida de su apuntamiento, es decir, de que tan concentrados esta´n los
datos en el centro de la distribucio´n [8].
Hay algunas limitaciones con las medidas estadı´sticas propuestas en [48], y se refieren
principalmente a que para´metros como µ y σ se determinan asignando el mismo peso en el
conjunto de los datos. Esto los hace muy sensibles a la presencia de valores atı´picos. Entonces,
estimadores como la asimetrı´a y la curtosis, al estar definidas en te´rminos de distribuciones
de probabilidad parame´tricas, pueden presentar una alta variabilidad cuando los datos no son
gaussianos [7]. Una solucio´n, propuesta en [9], fue considerar la media ponderada de los datos,
pues en este caso hay una ponderacio´n diferente para los pı´xeles. Este estimador tiene la vantaja
de que es independiente de si la distribucio´n de probabilidad de los pı´xeles es parame´trica o no lo
es.
3.3. Caracterı´sticas direccionales
Si la propagacio´n de calor en una imagen termogra´fica se hace de forma isotro´pica y de forma
perpendicular a la lı´nea de visio´n de la ca´mara, entonces se puede analizar la imagen con un
operador de gradientes isotro´pico. Por ejemplo, una ventana Gaussiana para estimar la probabilidad
de que una regio´n en la imagen sospechosa de ser una ROI efectivamente lo sea [32]. Si
la propagacio´n de calor es anisotro´pica, entonces una hipo´tesis razonable es que un operador
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anisotro´pico permita obtener informacio´n sobre el valor y la direccio´n en la cual se propaga el calor.
Por lo tanto, para este experimento se consideran los operadores de gradiente Sobel (ecuacio´n 3-1)
y de Prewitt (ecuacio´n 3-2), para estimar cambios en la propagacio´n (magnitud y direccio´n) de
calor en las ima´genes. Una ilustracio´n de la presencia de esta caracterı´stica en la imagen te´rmica
se ilustra en la figura 3-1.
10 20 30 40 50 60 70 80
50
60
70
80
90
100
110
120
130
(a) normal
10 20 30 40 50 60 70 80
50
60
70
80
90
100
110
120
130
(b) dpr
Figura 3-1.: Comparacio´n del campo de gradiente field para la misma regio´n de la imagen, bajo
dos condiciones de operacio´n diferentes.
La obtencio´n de informacio´n direccional, se hace haciendo la convolucio´n de la imagen, con los
operadores descritos. Formalmente, las operaciones son las siguientes:
Sea X la porcio´n de la imagen acotada por ROIAB. Los operadores direccionales se definen como:
Tx =

−1 0 +1
−2 0 +2
−1 0 +1
 ; Ty =

−1 −2 −1
0 0 0
+1 +2 +1
 (3-1)
Ty =

−1 0 +1
−1 0 +1
−1 0 +1
 ; Ty =

−1 −1 −1
0 0 0
+1 +1 +1
 (3-2)
Ası´, las componentes horizontal Gx y vertical Gy de la direccio´n del gradiente para cada pixel de
la imagen se calculan mediante la convolucio´n de los operadores de gradiente y la imagen:
Gx = Tx ∗ X (3-3)
Gy = Ty ∗ X (3-4)
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Por u´ltimo, la magnitud y la direccio´n del gradiente se realizan mediante las expresiones 3-5 y 3-6
respectivamente:
|G| (x, y) =
√
Gx2 +Gy2 (3-5)
α(x, y) = tan−1
(Gy
Gx
)
(3-6)
donde |G| y α son las componentes de magnitud y direccio´n del gradiente, respectivamente.
Para determinar los valores de fase α relevantes para la identificacio´n de fallos, se realiza un ana´lisis
de caracterı´sticas relevantes sobre el histograma de direcciones de gradiente (HDG), o de bordes
(Edge Direction Histogram) [12]. El HDG se determina como sigue: 1.) para cada punto (pixel)
se extrae la direccio´n del gradiente utilizando la Ecuacio´n (3-6), usando tanto el operador Prewitt
como el Sobel, descritos por las Ecuaciones 3-1 y 3-2 respectivamente; 2.) Cada direccio´n es
almacenada y discretizada en el vector ~p = {Gx,Gy} ∈ N, en la que a cada direccio´n le corresponde
a un bin en el histograma; 3.) se utiliza Ana´lisis de Componentes Principales (PCA) para encontrar
las direcciones relevantes. Este ana´lisis se realiza por separado para cada imagen segmentada,
comparando la informacio´n entre ima´genes con patrones te´rmicos normales y de fallo. Luego, se
puede no solo identificar la presencia de una patro´n anormal (un fallo), sino tambie´n asignarle una
localizacio´n espacial.
3.4. Ana´lisis de relevancia
El ana´lisis de relevancia se utiliza para distinguir variables que efectivamente representen un
feno´meno de acuerdo a una medida de evaluacio´n, denominada relevancia. Del mismo modo,
distingue las caracterı´sticas menos representativas, que reciben el nombre de caracterı´sticas irrel-
evantes. Sea Xξ ∈ RN×p un conjunto de objetos de N muestras que son descritos por un conjunto
p-dimensional de caraterı´sticas: ξ = {ξi : i = 1, . . . , p}. Adema´s, cada muestra esta´ asociada a una
u´nica etiqueta de clase c = {ck ∈ N : k = 1, . . . , K, }, donde K es la cantidad de clases considerados.
Entonces, dadoXξ, y para cada una de las caracterı´sticas ξi ∈ ξ, la funcio´n de relevancia g se define
a continuacio´n:
g : RN×p × ξ → R
(Xξ, ξi) 7→ g(Xξ, ξi) ∈ R (3-7)
donde sobre la funcio´n de relevancia introducida, se determinan las siguientes caracterı´sticas:
– No negatividad, es decir, g(Xξ, ξi) ≥ 0, ∀i.
– Nulidad, la funcio´n g(Xξ, ξi) es nula si la caracterı´sticas ξi no tiene relevancia en absoluto.
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– No redundancia, if ξi = αξ j + η, donde el evaluado real α , 0 y η es un ruido con µ = 0 y
σ = 1, entonces, |g(Xξ, ξi) − g(Xξ, ξ j)| → 0.
La evaluacio´n de g(Xξ, ξi) se denomina peso de relevancia. Se asume que el mayor peso
esta´ asociado con la caracterı´stica ma´s relevante, de modo que el ordenamiento de los pesos de
acuerdo a su relevancia produce el arreglo:
g(Xξ̂, ξ) = [g1 · · · |gi| · · · |gp]⊤ ∈ Rp, con gi ≥ gi+1 (3-8)
En este estudio se ordenan los pesos de relevancia, para determinar cuales caracterı´sticas
direccionales contribuyen a la discriminacio´n de las clases analizadas.
3.5. Marco experimental
Para las medidas estadı´sticas se hace un ana´lisis de conglomerados. Para las medidas direccionales
se hacen pruebas de relevancia, basadas en ana´lisis de componentes principales (Principal Com-
ponent Analysis – PCA). Se comparan los resultados de evaluar la ROI propuesta en [48] con las
propuestas en el capı´tulo 2, para establecer la pertinencia de enfocar los ana´lisis hacia las ROIs. El
marco experimental se describe gra´ficamente en la figura 3-2
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Figura 3-2.: Marco experimental de capı´tulo.
3.5.1. Seleccio´n o´ptima del ancho de bin en el histograma para el
ca´lculo del centroide
La curva que describe un histograma varı´a con el ancho de los bins. Un ancho de bin pequen˜o
produce una curva con picos espu´reos que dificultan el ana´lisis parame´trico del histograma. Por el
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contrario, un ancho de bin muy grande produce una representacio´n pobre de los datos que puede
incluso exhibir una parametrizacio´n artificial por el solapamiento de informacio´n relevante en los
datos. Por esta razo´n, para determinar cual es el ancho o´ptimo de los bins para los histogramas de
coeficientes wavelet de aproximacio´n de cada ROI, se consideraron los siguientes enfoques:
Primero, bins de ancho uno, es decir, tantos bins, como datos diferentes hay en el histograma;
segundo, seleccionar un nu´mero de bins igual a la raı´z cuadrada del nu´mero de datos a representar,
tercero, el me´todo propuesto por Sturges [40], de seleccionar k = [log2n + 1] bins; cuarto, el
me´todo propuesto en [38], en el cual se propone un ancho o´ptimo para el ancho de los bins, basado
en la minimizacio´n de una funcio´n estimada de riesgo. Para validar la calidad de la representacio´n,
se utiliza la funcio´n Silhouette para medir el grado de separacio´n en las clases, considerando los
esquemas de asignacio´n de ancho de bins descritos anteriormente.
3.5.2. Ana´lisis de conglomerados
Siendo i un objeto perteneciente al cluster Ck, por ejemplo una imagen etiquetada como dpr y
perteneciente a un cluster del mismo nombre, la disimilitud promedio de i a los otros objetos Ck
se define como ck(i). Por otra parte, en el cluster Cm, la disimilitud promedio de la muestra i a las
muestras pertenecientes a todos los objetos Cm se define como dis(i,Cm), donde Cm , Ck. Luego
de seleccionar Cm(i) = mı´n {dis(i,Cm)}, Cm , Ck, se obtiene una medida de disimilitud entre i y su
cluster vecino, y se describe mediante la funcio´n Silhouette, como sigue:
silh(i) = Ck(i) − Cm(i)
ma´x{Ck(i),Cm(i)} (3-9)
donde silh(i) ∈ R [−1, 1].
La ecuacio´n 3-9 representa una medida de similitud, en la que se utiliza la distancia cityblock
para determinar la funcio´n silhouette. Por ejemplo, un valor de silh(i) cercano a 1, indica que hay
clusters compactos para las muestras de la misma etiqueta, y una clara separacio´n entre clusters de
diferentes etiquetas. Por otra parte, valores de silh(i) cercanos a −1, indica el traslape de clusters
de diferentes etiquetas. Finalmente, una medida de la calidad de la separacio´n entre los clusters
(clases) se obtienen promediando los valores de la funcio´n silhouette sobre el conjunto de puntos
para cada cluster.
Para verificar la pertinencia de las medidas consideradas, se utilizaron dos metodologı´as de
identificacio´n:
identificacio´n generalizada de fallo – IGF, con la cual se busca identificar el fallo
independientemente de su localizacio´n. Para este caso, las 106 ima´genes que pertenecen
a las clases dpr y dsr se etiquetan como fallo y las 53 restantes se etiquetan como normal.
Se consideraron 4 ROIs, y se calculo´ el promedio de la funcio´n silhouette utilizando una sola
caracterı´stica a la vez.
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identificacio´n localizada de fallo – ILF, con la que se busca identificar el fallo, y su
localizacio´n. En esta caso caso se consideran las 3 clases descritas en el capı´tulo 2, lo que da
lugar a 53 muestras estiquetadas como dpr, 53 como dsr y 53 como normal.
En los experimentos en los que se trabaja la identificacio´n de fallos, se utiliza la metodologı´a IGF;
en los que se trabaja la localizacio´n, se consideran las 3 clases y se utiliza ILF.
3.5.3. Ana´lisis de relevancia
Anteriormente se lanzo´ la hipo´tesis de que la presencia de fallos en la ma´quina bajo prueba se ve
reflejada en cambios en la distribucio´n de probabilidad de los a´ngulos de gradiente. El ana´lisis de
PCA se hace con el objetivo de evaluar la relevancia de los a´ngulos calculados en las ima´genes.
El ana´lisis de relevancia se utiliza para las medidas direccionales, por tratarse de un problema de
mayor dimensio´n. Las pruebas consistieron en obtener los pesos de relevancia del conjunto de las
360 caracterı´sticas, es decir, los a´ngulos de gradiente descritos por la expresio´n 3-6.
3.6. Resultados
3.6.1. Resultados para el ca´lculo del ancho o´ptimo de bins
Enfoque ROI Promedio
ROI1 ROI2 ROIAB
Bins de ancho 1 0.9898 0.9848 0.9895 0.9847
Square-root choice 0.9936 0.9833 0.9889 0.9886
Me´todo de Sturge k = [log2n + 1] [40] 0.8685 0.9632 0.9182 0.9166
Me´todo de Shimazaki & Shinomoto [38] 0.9893 0.9852 0.9898 0.9881
Tabla 3-1.: Valores medios de la funcio´n Silhouette para el ca´lculo del centroide.
En la tabla 3-1 puede verse que la regla de la raı´z cuadrada es el enfoque o´ptimo para el ca´lculo
del ancho de los bins en los histogramas. Aunque se obtienen resultados comparables al utilizar el
me´todo propuesto en [38], el ca´lculo del nu´mero de bins requiere de un mayor tiempo de co´mputo,
de modo que por simplicidad, se opto´ por la regla de la raı´z cuadrada.
3.6.2. Ana´lisis de conglomerados para las caracterı´sticas estadı´sticas
Estas pruebas involucraron un ana´lisis de la metodologı´a propuesta en [48]. A partir de los
coeficientes wavelet de aproximacio´n se generan histogramas, y sobre estos se calculan las
7 medidas estadı´sticas descritas anteriormente. Los resultados se obtienen de medir el valor
promedio de la funcio´n silhouette para las 7 medidas, utilizando una a la vez. Se utilizo´ el
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filtro wavelet para obtener los coeficientes de aproximancio´n en el nivel 3 de descomposicio´n
sobre ROIAB. No se considero´ la remocio´n del fondo de las ima´genes, y se tuvieron en cuenta
las tres clases: dpr, dsr y normal. Los resultados muestran que para el caso de las tres clases
consideradas, las medidas de forma no son suficientemente discriminantes y como resultado
los valores promedio de la funcio´n silhouette son negativos, indicando el traslape de grupos
de clase diferente. Finalmente, en la tabla 3-3 se muestra el resultado de aplicar PCA a las
caractetrı´sticas estads´iticas, utilizando la regla de la raı´z cuadrada para calcular el nu´mero de bins
en los histogramas.
Medida ROI silh
IGF ILF
ROI1 0.9889 0.5426
Media ROI2 0.9848 0.4031
ROIAB 0.9895 0.3607
Desviacio´n ROI1 0.8417 0.7888
Esta´ndar ROI2 0.9176 0.8306
ROIAB 0.9654 0.5719
Asimetrı´a ROI1 0.8195 0.3892
ROI2 -0.0699 -0.0866
ROIAB 0.9722 0.3777
Curtosis ROI1 0.8484 0.3808
ROI2 -0.0654 0.0217
ROIAB 0.9777 0.3625
DMA ROI1 0.8523 0.7708
ROI2 0.9011 0.8292
ROIAB 0.9730 0.5140
Entropı´a ROI1 -0.0043 -0.0898
ROI2 0.0322 -0.0045
ROIAB 0.3518 0.3205
ROI1 0.9936 0.4167
Centroide ROI2 0.9833 0.3787
ROIAB 0.9889 0.3717
Tabla 3-2.: Valores promedio de la funcio´n silh(i).
3.6.3. Ana´lisis de relevancia para las caracterı´sticas direccionales
En la figura 3-3 se ven los pesos de relevancia que arroja el ana´lisis de PCA. A partir de esta figura
se infiere que un nu´mero reducido de caracterı´sticas contienen la mayor variabilidad de los datos,
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Preproceso ´Indices - pesos de relevancia Variacio´n – PSNR
Ninguno 3, 4, 7, 1, 2, 6, 5
Filtrado Biortogonal 3/5 3, 4, 6, 1, 2, 5, 7 17,25 ± 2,48
LS Lazy wavelet Biortogonal 3/5 3, 4, 6, 1, 2, 5, 7 15,28 ± 2,57
Tabla 3-3.: Pesos de relevancia para las caracterı´sticas estadı´sticas para ROIAB.
y que se pueden utilizar estas caracterı´sticas para clasificar correctamente los fallos.
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Figura 3-3.: Pesos de relevancia para el total de las 360 direcciones de gradiente.
3.7. Conclusiones
La umbralizacio´n de la imagen produce una cuantificacio´n que permitirı´a prescindir de la
necesidad de cambiar el ancho o´ptimo de bin para el caso de los histogramas de coeficientes
wavelet de aproximacı´on. Esto se debe a que la discretizacio´n de la imagen reduce el nu´mero
de bins que tiene su histograma. Sin embargo, esta discretizacio´n se hace con otro propo´sito
y es el de identificar regiones con propiedades similares en te´rminos de temperatura. En
tal sentido, el error que se produce en la imagen una vez umbralizada, se compensa por la
posibilidad de localizar el fallo.
A partir de los resultados de la tabla 3-2 puede concluirse que tienen una mayor consistencia
las medidas de tendencia central y de dispersio´n respecto a las de forma. Esto es una
consecuencia de que las medidas de forma esta´n definidas en te´rminos de distribuciones de
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probabilidad parame´tricas, y cuando este no es el caso, el ca´lculo de medidas de dispersio´n
y de tendencia central, particularmente la media ponderada, sigue teniendo un significado
va´lido.
Para el caso de los histogramas de coeficientes wavelet de aproximacio´n, es posible disminuir
el tiempo de co´mputo a partir de la modificacio´n de criterio para el ancho de bin, sin perder
la precisio´n de la representacio´n.
Se encontro´ que los a´ngulos ma´s relevantes para la identificacio´n del fallo en ma´quinas
rotativas, especificamente para la deteccio´n de condiciones de desbalance, se agrupan en
valores cercanos a 90 grados. Por esta razo´n los a´ngulos cercanos a los relevantes tienen
pesos de relavancia similares. Esto indica que estos pesos son altamente correlacionados
entre sı´, por lo que se sugiere que las caracterı´sticas se relacionen con grupos de a´ngulos, de
acuerdo con la cercanı´a a los a´ngulos ma´s relevantes.
4. Clasificacio´n de fallos
4.1. Aspectos preliminares
El objetivo principal de este capı´tulo es mostrar la discriminancia de las caracterı´sticas descritas
en los capı´tulo 3, orientadas a la identificacio´n de fallos en ma´quinas rotativas. Se considera el
desempen˜o de las caracterı´sticas tanto para ROIAB como para las ROIs segmentadas mediante
transformada watershed. Para ambas se mide el desempen˜o de las caracterı´sticas estadı´sticas y
las de a´ngulos de gradiente descritos en el Capı´tulo 2. Dado que el principal intere´s con la
segmentacio´n de las ROIs es encontrar en las piezas de la ma´quina evidencia sobre donde se
manifiestan los fallos, se considera la metodologı´a ILF descrita en la seccio´n 3.5, es decir, las tres
clases.
El capı´tulo esta´ organizado como sigue: en la seccio´n 4.2 se describe la metodologı´a previa a las
pruebas de validacio´n que involucran PCA; en la seccio´n 4.4 se decribe el marco experimental
de las pruebas; en la seccio´n 4.5 se presentan los resultados de los experimentos para todas las
caracterı´sticas, y en la seccio´n 4.6 se comparan los resultados de las pruebas de clasificacio´n para
la ROI descrita en [48] y las que resultaron de la segmentacio´n watershed en el capı´tulo.
4.2. Ana´lisis de PCA y seleccio´n de caracterı´sticas
En esta etapa los datos tienen una representacio´n en la forma de vectores de caracterı´sticas.
Para el caso de las direcciones de gradiente, la informacio´n ha sido discretizada asignando un
ancho de uno, para los bins en los histogramas. Sin embargo, en el capı´tulo 3 se concluyo´ que
no todas las caracterı´sticas tienen la misma relevancia, de modo que debe seleccionarse un
subconjunto de caracterı´sticas que permita reducir la dimensio´n del problema sin perder capacidad
de generalizacio´n. Esto se hace seleccionando aquellas que mejor representan la variabilidad del
feno´meno bajo ana´lisis (aumentos de temperatura y su direccio´n). Luego del ana´lisis de PCA para
obtener los pesos de relevancia de las caracterı´sticas, se ordenan y se hacen pruebas de clasificacio´n
hasta ver que el error de clasificacio´n permanezca estable. En la figura 3-3 se ven pesos de
relevancia para ROIAB. Los picos en los que se concentran los mayores pesos de relevancia,
corresponden a las caracterı´sticas ma´s relevantes. Para cada ROI, el nu´mero de caracterı´sticas
que se utiliza para la clasificacio´n final esta´ basado en la curva de error de clasificacio´n.
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4.3. Escalamiento multidimensional
El escalamiento mulitidimensional (multidimensional scaling – MDS) se refiere al conjunto de
me´todos que se utilizan para obtener representaciones sobre la disimilitud de conjuntos de datos
a partir del ana´lisis de matrices de disimilitud. Los me´todos del escalamiento multidimensional
buscan proyecciones lineales o no lineales, que representen las relaciones de los datos reduciendo
la dimensio´n de estos a un conjunto lo suficientemente pequen˜o para permitir la inspeccio´n visual
de los datos [42].
Si la distancia entre un objeto xi y xl se representa mediante d (k, l), y la distancia en un
espacio de bidimensional, entre x′i y x′l por d′ (k, l), entonces el objetivo del MDS es optimizar
la representacio´n de modo que las distancias entre los objetos en el espacio bidimensional se tan
cercana como se posible a las distancias en el espacio original [42]. La optimizacio´n se hace
minimizanado funciones objetivos que, si se basan en me´tricas euclidianas, tienen la forma:
E =
∑
k,l
[d (k, l) − d′ (k, l)]2 (4-1)
Si no es posible una reproduccio´n de las distancias euclidianas, entonces se utiliza la siguiente
funcio´n, o modificaciones de esta:
E =
1∑
k,l [d′ (k, l)]2
∑
k,l
[ f (d (k, l)) − d′ (k, l)]2 (4-2)
en las que para cualquier configuracio´n de los puntos proyectados x′k, f siempre se escoge de modo
que minimiza la ecuacio´n 4-2 [21].
4.4. Marco experimental
4.4.1. Clasificacio´n utilizando medidas direccionales
Para el caso de las medidas direccionales, los pesos de relevancia se ordenan de forma descendente
y se hacen pruebas de clasificacio´n primero con la caracterı´sticas ma´s relevantes, es decir, cuyo
peso de relevancia es mayor dentro del conjunto de caracterı´sticas (los 360 a´ngulos inicialmente).
Luego se adiciona la caracterı´stica con el segundo mayor peso y se clasifica de nuevo, y se continu´a
hasta obtener una estabilizacio´n del error de clasificacio´n, que se usa como indicador de cua´ntas
caracterı´sticas relevantes son necesarias para clasificar correctamente las clases. Estas pruebas de
clasificacio´n se hacen para cada una de las ROIs segmentadas en el Capı´tulo 2 y los resultados se
comparan con los obtenidos para ROIAB. Dado que se considera la informacio´n de cada ROI por
separado, se utiliza la metodogı´a ILF, es decir, se consideran las 3 clases descritas en el capı´tulo 2.
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4.4.2. Clasificacio´n utilizando medidas estadı´sticas
Para el caso de las medidas estadı´sticas, el objetivo es verificar si los esquemas de filtrado
considerados en el Capı´tulo 2 mejoran el desempen˜o de clasificacio´n de las medidas consideradas
en [48]. La diferencia en las representaciones tiene que ver con que ahora los datos se toman de
una representacio´n que tiene las mismas dimensiones de la imagen original, de modo que sobre
esta se pueden aplicar las metodologı´as de identificacio´n y localizacio´n.
Los esquemas de clasificacio´n utilizados fueron los siguientes: primero, se utilizo´ un clasificador
de k− vecinos ma´s cercanos; segundo, se utilizo´ un solo vecino, y se utilizo´ validacio´n cruzada de
10 particiones, utilizando como porcentaje 70/30 para dividir las bases de datos en subconjuntos
de entrenamiento/clasificacio´n, es decir, en una prueba de clasificacio´n se tiene un conjunto de
159 elementos con 7 caracterı´sticas, entonces dicho conjunto se utiliza el 70 % para entrenar
el clasificador, y el 30 % restante para clasificar. En el caso de las gra´ficas de error medio de
clasificacio´n, el error se grafica luego de estimar el error medio de clasificacio´n que se obtiene
como promedio tras 10 repeticiones en las que se hace clasificacio´n.
4.4.3. Proyecciones utilizando escalamiento multidimensional
Se presentan gra´ficas con proyecciones hechas mediante escalamiento multidimensional con el
propo´sito de ver co´mo se afectan las muestras en las tres clases, tanto para ROIAB como para las
ROIs segmentadas, una vez que se ha aplicado PCA. El propo´sito de estas pruebas es verificar
algunos resultados relevantes, como por ejemplo si las caracterı´sticas ma´s relevantes en una ROI
lo son en otra o no.
4.5. Resultados
4.5.1. Ana´lisis de relevancia para las medidas direccionales
Utilizando los operadores de Prewitt y Sobel, se consideran las metodologı´as de preprocesamiento
descritas en el capı´tulo 2. Para las representaciones obtenidas, se clasifica considerando
inicialmente el total de las (360) direcciones de gradiente posibles. En este caso se utilizo´ ROIAB.
Los resultados de la clasificacio´n se muestran en la tabla 4-1.
Operador de gradiente
Preproceso kernel de Prewitt kernel de Sobel
0.22 ± 0.21 1,11 ± 0,35
Reconstruccio´n Biortogonal 3/5 2,89 ± 0,54 2,00 ± 0,49
LS Lazy wavelet Biortogonal 3/5 1,56 ± 0,70 2,89 ± 0,94
Tabla 4-1.: Error de clasificacio´n para ROIAB utilizando como caracterı´sticas todos los 360
a´ngulos de gradiente. Los resultados tienen la forma: µǫ ± σǫ.
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En un segundo experimento se midieron los a´ngulos para cada una de las ROIs que fueron
segmentadas utilizando transformada watershed (ver figuras 2.16(e) y 2.16(f)). El resto del
procedimiento es igual al descrito en la etapa anterior. Adema´s de dar indicios sobre
la discriminancia de cada ROI por separado, este experimento se hizo para comparar la
discriminancia de cada ROI respecto a ROIAB, y para establecer si el filtrado afecta la
discriminancia de los a´ngulos de gradiente. Los resultados de este experimento se ven en la tabla
4-2, la cual muestra los resultados de clasificacio´n utilizando las 20 caracterı´sticas ma´s relevantes
obtenidas del ana´lisis de relevancia.
Operador de Prewitt
Todas las caracterı´sticas 20 caracterı´sticas
ROI1 44,44 ± 1,37 22,44 ± 2,02
ROI2 46,00 ± 1,93 29,11 ± 1,42
ROI3 0,00 ± 1,34 3,11 ± 1,22
ROI4 14,44 ± 1,83 0,44 ± 0,82
ROI5 13,11 ± 1,88 5,77 ± 0,71
ROIAB 0,67 ± 0,32 5,78 ± 1,14
Tabla 4-2.: Error medio de clasificacio´n (porcentaje) para 3 clases analizadas, antes y despue´s de
la seleccio´n de caracterı´sticas. Los resultados tienen la forma: µǫ ± σǫ.
Gra´ficamente, la medicio´n el error de clasificacio´n siguiendo la metodologı´a descrita en 4.4.1
se presenta en la figura 4-1, en la que se clasifico´ con el conjunto de las 40 caracterı´sticas ma´s
relevantes. Esta figura muestra que con las primeras 20 caracterı´sticas se estabilizan las curvas de
error de clasificacio´n. Para algunas ROIs el requirimiento es mucho menor. Por ejemplo, para el
caso de ROI4 (ver figura 2-12) se requiren incluso menos de 10 caracterı´sticas para discriminar
correctamente las 3 condiciones de operacio´n de la ma´quina.
4.5.2. Clasificacio´n utilizando medidas estadı´sticas
En un primer experimento se compara el desempen˜o de clasificacio´n que se obtiene con las
7 caracterı´sticas, para la representacio´n en pı´xeles y la basada en los coeficientes wavelet de
aproximacio´n. Los resultados se presentan en la tabla 4-3, donde se muestra el error promedio
de clasificacio´n utilizando 3 cortes diferentes hechos para las ima´genes: ROIM se refiere a un
corte en el que se encuentra so´lo el motor; ROIAB es el descrito en el marco experimental del
Capı´tulo 2 y ALLROI contiene un corte en el que se muestra todo el banco de pruebas. Junto con
los resultados de la clasificacio´n, se presentan los pesos de relevancia. Esto permite hacer un par
de conjeturas sobre la relevancia de las caracterı´sticas, como por ejemplo que en todos los casos,
el centroide de la curva del histograma presenta una mayor discrimancia que la media. Esto es
consecuente con los resultados planteados en [9], pues en este caso se esta´n considerando valores
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Figura 4-1.: Comparacio´n – error de clasificacio´n para las caracterı´sticas en orden de relevancia
descendente, para las 5 ROIs determinadas con la segmentacio´n (ROI12 = ROIAB).
de temperatura, que se espera que ante cualquier fallo aumenten y que produzcan cambios en los
histogramas. Aparte de esto, con las medidas de forma no es posible hacer ninguna conjetura, pues
se desconocen las caracterı´sticas de unimodalidad o multimodalidad de estos, luego medidas como
la curtosis o la asimetrı´a no tienen un significado claro.
Debe tenerse en cuenta que en los cortes hechos para ROIAB y ALLROI, por efecto de la gemoterı´a
de los rodamientos, necesariamente se incorpora una gran cantidad de fondo en las ima´genes, a
diferencia de ROIM en la que solo se conserva una pequen˜a parte del fondo que se encuentra en los
bordes del motor. Para las dos primeras ROIs consideradas, puede verse sin necesidad de PCA que
la entropı´a y MAD son las caracterı´sticas que tienen una menor discriminancia. Hasta este punto,
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Caracterı´stica
Regio´n de intere´s Centroide µ σ Asimetrı´a Curtosis MAD Entropı´a
ROIM n.p. 0 ± 0 0 ± 0 0,67 ± 0,32 1,11 ± 0,35 4,22 ± 0,85 7,33 ± 0,89 9,55 ± 1,37
Filtrado Biortogonal 3/5 0 ± 0 0,0 ± 0,0 0,88 ± 0,34 10,0 ± 1,05 0,0 ± 0,0 0,0 ± 0,0 2,44 ± 0,49
ROIAB n.p. 0 ± 0 0,0 ± 0,0 0,88 ± 0,34 6,00 ± 0,77 3,55 ± 0,71 38,22 ± 1,85 11,33 ± 0,71
nFiltrado Biortogonal 3/5 0 ± 0 13,33 ± 1,04 44,44 ± 1,44 0,0 ± 0,0 0,0 ± 0,0 0,67 ± 0,32 25,56 ± 1,14
ALLROI n.p. 0 ± 0 0 ± 0 0,88 ± 0,34 3,77 ± 0,63 5,55 ± 0,47 41,56 ± 2,35 8,22 ± 0,95
Filtrado Biortogonal 3/5 0,44 ± 0,42 0,0 ± 0,0 0,0 ± 0,0 0,0 ± 1,05 0,0 ± 0,0 0,0 ± 0,0 41,11 ± 2,09
Tabla 4-3.: Tasas de acierto de clasificacio´n, considerando una sola caracterı´stica a la vez.
queda claro que con la representacio´n basada en pı´xeles, las medidas propuestas son suficientes
para diagnosticar la condicio´n de operacio´n en la ma´quina, y que el ana´lisis multiresolucio´n podrı´a
tener efecto en la reduccio´n del ruido presente en las ima´genes. Dado que la etapa de localizacio´n
utiliza una segmentacio´n basada en transformada watershed, entonces cobra validez un ana´lisis
multiresolucio´n para aumentar la relacio´n sen˜al a ruido en las ima´genes y reduzca el efecto de
ma´ximos locales en la imagen, que puedan empeorar los resultados de la transformada.
Preproceso ´Indices - pesos de relevancia Variacio´n – PSNR
ROIM
No preproceso 1, 2, 4, 3, 6, 7, 5
Filtrado Biortogonal 3/5 2, 1, 4, 3, 6, 5, 7 15,55 ± 2,44
LS Lazy wavelet Biortogonal 3/5 2, 1, 4, 3, 6, 5, 7 14,23 ± 2,22
ROIAB No preproceso 3, 4, 7, 1, 2, 6, 5
Filtrado Biortogonal 3/5 3, 4, 6, 1, 2, 5, 7 17,25 ± 2,48
LS Lazy wavelet Biortogonal 3/5 3, 4, 6, 1, 2, 5, 7 15,28 ± 2,57
ALLROI No preproceso 3, 4, 1, 7, 2, 6, 5
Filtrado Biortogonal 3/5 3, 4, 6, 1, 2, 5, 7 15,65 ± 0,30
LS Lazy wavelet Biortogonal 3/5 3, 4, 6, 1, 2, 5, 7 15,78 ± 0,63
Tabla 4-4.: Pesos de relevancia para las caracterı´sticas estadı´sticas.
Los resultados de la tabla 4-4 muestran los pesos de relevancia que se obtienen para las medidas
estadı´sticas en las tres ROIs del experimento anterior. Se indica el valor de la relacio´n sena˜l a ruido
pico (PSNR), pues independientemente de los cambios en la calidad de la representacio´n respecto
a las caracterı´sticas consideradas, el hecho de filtrar la imagen tiene repercusiones en el PSNR que
pueden influir en el desempen˜o de la segmentacio´n con la transformada watershed. Se ha incluido
intencionalmente como caracterı´stica el valor del PSNR que se obtiene al comparar el error entre
la imagen filtrada y la imagen original.
4.5.3. Ana´lisis utilizando escalamiento multidimensional
Las figuras 4.2(a) y 4.2(b) muestran el resultado de utilizar MDS para ver como se agrupa
el conjunto de las 159 muestras generadas a partir de ROIAB, cuando de utilizan las 360
caracterı´sticas y las 20 filtradas, respectivamente.
Las figuras 4.3(a) y 4.3(b) muestran los resultados de hacer el mismo escalamiento
multidimensional esta vez sobre ROI4 y ROI5, utilizando las 20 caracterı´sticas ma´s relevantes,
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Figura 4-2.: Proyeccio´n con MDS para ROIAB antes y despue´s de la seleccio´n de caracterı´sticas.
y utilizando el operador de Sobel, que fue para el que se obtuvieron los mejores resultados,
segu´n la figura 4.1(b). Los resultados demuestran que la utilizacio´n de las ROIs permite prescindir
del procesamiento de regiones de las ima´genes que como en el caso de ROI1 aporta poco a la
clasificacio´n.
4.6. Conclusiones
El ordenamiento de los pesos es consecuente con el hecho de que las direcciones en las que
se propaga el calor en las piezas inspeccionadas esta´n limitadas por su geometrı´a. En las
ima´genes, las piezas segmentadas ROIs esta´n orientadas hacia estas direcciones, es decir,
el eje y los rodamientos esta´n dispuestos en las direcciones horizontal y vertical, y son
hacia estas direcciones hacia las que se propaga el calor, adema´s, las agrupaciones de las
caracterı´sticas relevantes de la Figura 3-3 sugieren que es posible seleccionar un nu´mero
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Figura 4-3.: Proyeccio´n con MDS para 20 caracterı´sticas, luego de PCA para ROI4 y ROI5.
Resultados con operador de Prewitt
reducido de a´ngulos relevantes para caracterizar los fallos.
El ana´lisis de PCA permite descartar las caracterı´sticas irrelevantes. Aquellas que resultan
de la seleccio´n se agrupan alrededor de valores pro´ximos a 90 grados y a sus mu´ltiplos
enteros. De la Figura 4-1 se puede establecer que en algunos casos, con menos de 10
caracterı´sticas, se estabilizan las curvas de error de clasificacio´n. Esto sugiere que analizando
las ROIs extraı´das de la transformada, se pueden discriminar perfectamente las condiciones
de operacio´n de la ma´quina, tenie´ndose en este caso una mayor interpretabilidad que al
trabajar con la imagen completa.
De la Figura 4-2 se puede detectar una de las dificultades de considerar el ana´lisis global de
varias ROIs simulta´neamente en lugar de cada una de forma individual. Puede verse que al
descartar caracterı´sticas relevantes, la separabilidad de las clases disminuyo´. Esto sugiere la
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posibilidad de que las caracterı´sticas relevantes para una ROI no lo sean para otra.
Cualquier aseveracio´n con respecto a cambios en la distribucio´n de probabilidad de
los pı´xeles en te´rminos de variables como la curtosis o la asimetrı´a esta´ sujeta a que
dicha distribucio´n sea unimodal. Esto indica que un ana´lisis basado en la distribucio´n de
probabilidad de los pı´xeles en una imagen, debe incluir estudios sobre las caracterı´sticas de
dicha distribucio´n, como pruebas de bondad de ajuste.
De acuerdo con los resultados de la tabla 4-4, para efectos de clasificacio´n no es necesario
implementar una descomposicio´n wavelet, pues las caracterı´sticas utilizadas tienen igual
desempen˜o en las representaciones de pı´xeles y de coeficientes wavalet de aproximacio´n.
Resulta notorio que pra´cticamente cualquier ROI de la imagen sea u´til para clasificar las
ima´genes con las medidas consideradas. En la segunda columna de la tabla es posible ver
que no todas las caracterı´sticas tienen la misma relevancia, sin embargo hasta este punto no
es posible hacer conclusiones respecto a la validez de las caracterı´sticas pues fuera de los
indicios sobre las ima´genes que se obtuvieron en el capı´tulo anterior, no se conocen detalles
de la distribucio´n de probabilidad que tienen los pı´xeles en las ROIs sugeridas. Por esta razo´n
es necesario analizar los resultados de pruebas de clasificacio´n para cada ROI segmentada
del fondo de las ima´genes, pues e´ste puede llegar a ser una componente considerable de
datos sin informacio´n de la imagen total, como en el caso de ROIAB.
5. Conclusiones generales
En este trabajo se ha presentado una nueva metodologı´a de identificacı´on y localizacio´n de fallas
en ma´quinas rotativas utilizando ima´genes termogra´ficas. Para verificar el desempen˜o de esta
metodologı´a, se hicieron ana´lisis para determinar el desempen˜o de las caracterı´sticas que han sido
propuestas en el estado el arte, y se introdujo una caracterizacio´n de los fallos basada en direcciones
de gradiente, demostrando que la metodologı´a permite aumentar la precisio´n en la identificacio´n
de los fallos, y que adema´s permite establecer la ubicacio´n espacial en las ima´genes de los mismos.
El aumento en la precisio´n se obtuvo mediante una te´cnica modificada de umbralizacio´n mutinivel
utilizada para binarizar las ima´genes, la cual mejora el desempen˜o de la segmentacio´n utilizando
transformada watershed.
La localizacio´n de los fallos se hizo segmentando ROIs donde ocurren las mayores variaciones
de temperatura en las ima´genes. El ana´lisis localizado de estas ROIs permite no solo disminuir el
error en la clasificacio´n de los fallos, si no tambie´n reducir el volumen de datos requerido.
Como conclusiones generales del trabajo, se obtuvieron los siguientes avances:
Los resultados de las pruebas de clasificacio´n muestran que el corte que contiene a ROIAB
permite discriminar entre los fallos, y que en algunos casos no se requiere de ningu´n esquema
de preprocesamiento. Sin embargo, la posibilidad de utilizar una regio´n de intere´s en lugar
de todo un corte de la imagen supone una gran ventaja en te´rminos de tiempo de co´mputo.
Por otra parte, es notable que sea posible discriminar las condiciones de operacio´n de la
ma´quina, considerando una ROI que comparada con el conjunto total de la imagen es
considerablemente pequen˜a, como es el caso de ROI1.
Parte de la conveniencia de utilizar un flitrado wavelet, tiene que ver con que la etapa
siguiente utiliza una transformada que es bastante sensible a los mı´nimos locales en la
imagen.
Los resultados de la binarizacio´n de las ima´genes, muestran que la metodologı´a tiene un
desempen˜o bastante aceptable, al segmentar un contorno global de ROIAB muy similar al
detectado por la transformada watershed.
Los resultados del filtrado wavelet dependen de la aplicacio´n. Por ejemplo, la
representaciones que ofrece el filtrado wavelet conducen a resultados diferentes si por
ejemplo se utilizan como etapas previas a la segmentacio´n watershed.
5.1 Trabajos futuros 45
Pese a que en algunos casos se concluyo´ que daba lo mismo evaluar una caracterı´stica en
un corte de la imagen que en una ROI, e´sta u´ltima opcio´n tiene como ventaja indiscutible
que require de mucha menos cantidad de datos que la primera. Esto se convierte en un factor
crı´tico en el caso en que deban analizarse secuencias de ima´genes. En este caso se compensa
todo el pre y post proceso hecho a las ima´genes para obtener una ROI, con la reduccio´n en
el tiempo de co´mputo que ofrece este proceso, comparado con el de procesar el conjunto de
la imagen.
Fue evidente que los efectos de los desbalances analizados eran perceptibles en una
gran parte de la maq´uina, lo que justifica la necesidad de implementar metodologı´as de
identificacio´n temprana de fallos.
5.1. Trabajos futuros
Se recomienda implementar un enfoque basado en modelos que permita comparar los
resultados de la dina´mica de la ma´quina bajo prueba, con los resultados obtenidos con la
metodologı´a propuesta.
Se debe verificar la dependencia estadı´stica de las medidas para verificar si es lo mismo
utilizar una o varias medidas para la identificacio´n. Se podrı´a verificar si aumenta la tasa de
aciertos al utilizar combinaciones lineales de dos o ma´s medidas.
Considerar la posibilidad de utilizar los algoritmos sobre nuevas bases de datos que incluyan
no solo otros fallos si no diferentes condiciones de operacio´n como por ejemplo frenado o
arranque de la ma´quina.
Se recomienda realizar el filtrado de las ima´genes con otro tipo de funcio´n wavelet, para
minimizar la degradacio´n de los bordes. Para ello, se recomiendan funciones direccionales
como la contourlets.
A. Anexo: Intervalos de confianza y
tolerancia
Los intervalos de tolerancia, de la forma µ ± kσ, con k constante positiva) [15] se utilizan para
evaluar el desempen˜o de un clasificador, porque expresan la variabilidad de los elementos en una
poblacio´n. Por ejemplo, un intervalo de tolerancia del 95 % para una poblacio´n indica que el 95 %
de las observaciones caen en el intervalo. Los intervalos de tolerancia indican si dos categorı´as
son separables o distinguibles. Por ejemplo, si los intervalos de confianza de dos categorı´as no se
traslapan, se puede conluir que la presicio´n de la asignacio´n de las observaciones a sus respectivas
clases es mayor que el nivel escogido para computar el intervalo. Por otra parte, el traslape de dos
intervalos de tolerancia refleja directamente la proporcio´n de observaciones mal clasificadas [2].
B. Anexo: Caracterı´sticas estadı´sticas
Sea X una variable aleatorı´a de dimensio´n n, formada por el conjunto de elementos xi cada uno de
los cuales tiene un peso wi, para la cual se definen los siguientes para´metros estadı´sticos:
B.1. Medidas de tendencia central
Definicio´n B.1.1 La media ponderada de los datos, o el centroide, definido como sigue:
µw2 =
∑n
i=1 wixi∑n
i=1 wi
(B-1)
En algunos casos se prefiere sobre la media, e´sta u´ltima puede asignar una mayor importancia a
los valores extremos de la disctribucio´n de probabilidad.
Definicio´n B.1.2 El valor medio de los datos, denotado usualmente como µ y definido por la
ecuacio´n B.1.2
µ =
∑N
i=1 xi
N
(B-2)
y que representa un caso particular de la media ponderada, en la que se asigna el mismo peso (1)
para todos los valores. La valor medio da un indicador respecto a que valor se agrupan los datos
en un conjunto de muestras [36].
Definicio´n B.1.3 La entropı´a, definida como:
Entropy = −
∑
i
∑
j
ci j log 2ci j (B-3)
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B.2. Medidas de dispersio´n
, que capturan la forma en que los datos esta´n dispersos en te´rminos absolutos o relativos, respecto
a un valor de referencia que suele ser de tendencia central; con frecuencia e´ste valor es la media
de los datos.
Definicio´n B.2.1 La desviacio´n esta´ndar, σx =
√
σ2x, en la que X es una variable aleatoria con
funcio´n de probabilidad de masa p(x) y valor esparado µ. El para´metro σ2x es la varianza, y se
define como sigue:
σ2 =
∑
D
(x − µ)2 p(x) (B-4)
Definicio´n B.2.2 La desviacio´n media absoluta – (DMA), denotada por la expresio´n:
∂MAD =
1
n
n∑
i=1
|xi − µ¯| (B-5)
La DMA es la deviacio´n promedio de todos los datos respecto a un valor de referencia, que
usualmente es una medida de tendencia central. En el caso de la definicio´n, tal medida es µ.
B.3. Medidas de forma
Definicio´n B.3.1 La asimetrı´a, denotada por γ, y definida por la expresio´n:
γ =
E((x − E(X))3)
σ3/2
(B-6)
La asimetrı´a mide el grado en el cual la funcio´n de densidad de probabilidad se “inclina” hacia un
lado u otro del la curva que define su histograma.
Definicio´n B.3.2 La Curtosis, denotada por κ:
κ =
E((x − E(X))4)
σ4
(B-7)
Adicionalmente, en algunos de los experimentos de considera la relacio´n sen´al a ruido pico,
definida por la expresio´n, en la que ECM corresponde al error cuadra´tico medio.
PS NR = 10 log 10( MAX
2
I
ECM
) (B-8)
C. Patrones binarios direccionales
Un patro´n binario direccional (PBD) define la textura en una vecindad de 3 × 3 pı´xeles en una
imagen, como la distribucio´n conjunta de probabilidad de los niveles de gris en los 9 pı´xeles
Zc, Z1, ..., Z7 siendo Zc el pixel central en la vecindad, al rededor de los cual se encuentran Z0, ...Z7
[13]. La defincio´n de PBD en una direccio´n esta´ dada por la expresio´n:
∆I(Zc)θ = I(Zc) − I(Zi),
(
i = 0, ..., 7; θ = iπ
4
)
(C-1)
siendo θ la direccio´n en la cual se lleva a cabo la diferencia direccional, e i el pixel correspondiente.
Para cada una de las posibles θ direcciones, la informacio´n sobre la diferencia direccional alrededor
de Zc se codifica en un PBD mediante la expresio´n:
PBDθ(Zc) = sign(∆I(Z0)θ), ..., sign(∆I(Z7)θ) (C-2)
donde
f (x) =
{
1 si ∆I(Zi)θ > 0,
0 si ∆I(Zi)θ ≤ 0. (C-3)
para i = 0, ..., 7.
C.1. Experimentos basados en PBD para las ima´genes
termogra´ficas
Los PBD permiten identificar regiones de pı´xeles en la cuales se presentan gradientes de
temperatura, y cuantificar dichos gradientes. En la figura C-1 se muestra en resultado de superponer
para cada pixel en la imagen, su correspondiente PBD a 45 grados.
En la figura C-2 se ven algunos patrones obtenidos para a´ngulos relevantes al extraer PBD en las
ima´genes de la figura C-1.
Las principales limitaciones con los PBD son: primero, que debe determinarse el a´ngulo en el cual
se enscuentran patrones relevantes, y segundo, que la seleccio´n de los elementos Zi en la cuadrı´cula
de 3 que forma el PBD es arbitraria, y no se debe determinar tambie´n si el orden asumido es el
o´ptimo para hacer la representacio´n.
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Figura C-1.: Superposicio´n de los PBD extraı´dos en ima´genes en el mismo instante de tiempo, en
las 3 condiciones consideradas.
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Figura C-2.: Detalle del conjunto de pı´xeles que generan a una a´ngulo de 45 grados, los patrones
binarios direccionales 34 y 221.
D. Anexo: Discusio´n acade´mica
Gustavo Arango Argoty, Hermes Fandin˜o-Toro, Jorge Jaramillo-Garzo´n, Germa´n
Castellanos-Domı´nguez. Prediccio´n de funciones prote´icas a partir de caracterizacio´n
dina´mica mediante representaciones tiempo-frecuencia, En: XV Simposio de tratamiento
de sen˜ales, ima´genes y visio´n artificial, Bogota´, 2010. Memorias del evento.
Hermes Fandin˜o Toro, Julio Ce´sar Garcı´a ´Alvarez y Germa´n Castellanos. Metodologı´a no
invasiva de identificacio´n de fallos asociados al desbalance del eje en motores, utilizando
ima´genes termogra´ficas, En: XVI Simposio de tratamiento de seales, ima´genes y visio´n
artificial, Cali, 2011. Memorias del evento.
Hermes Fandin˜o Toro, Julio Ce´sar Garcı´a ´Alvarez y Germa´n Castellanos. Performance
evaluation of measures for the thermographic detection of motor faults by mass umbalance,
En: The International Conference Surveillance 6, Compie`gne, Francia 2011. Memorias del
evento.
Benhur Ortı´z Jaramillo, Hermes Fandin˜o Toro, Herna´n Benitez Restrepo, Sergio Orjuela
Vargas, Germa´n Castellanos y W. Philips. Multi-resolution analysis for region of interest
extraction in thermographic, nondestructive evaluation, En: Proceedings of SPIE (8295)
2012, p. 82951J.
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