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1. Introduction
Consider a cubic polynomial f := X3 + aX2 + bX + 1 whose coeﬃcients are ordinary integers and
which is irreducible over the rational numbers. Let u be a real root of f and R := Z[u] be the cubic
order generated by u. An element a of R is said to be a fundamental unit of R , provided its absolute
value |a| is a member of some free basis of the torsion-free part of the unit group of R . It is natural to
ask whether u is necessarily a fundamental unit of R in this sense. A well-known result of T. Nagell
(see Satz XXII of [5]) answers this question in the case where u is the unique real root of f i.e. when
the discriminant of f is negative. In such a case, u is a fundamental unit of R except when either
(
max{a,b},min{a,b})= (n2,−2n) for some integer n 1,
* Corresponding author.
E-mail address:mulay@math.utk.edu (S.B. Mulay).0022-314X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jnt.2010.09.007
S.B. Mulay, M. Spindler / Journal of Number Theory 131 (2011) 470–486 471or (max{a,b},min{a,b}) belongs to the set
{
(2,−3), (2,1), (3,2), (4,3), (5,4), (6,−5), (7,5), (12,−7)}.
Moreover, in the above listed exceptional cases, u is not a fundamental unit of R . For a quartic ana-
logue of Nagell’s theorem the reader is referred to [6]. The main result of the present article (see
Theorem 2) answers the above question in the (only remaining) case where f has three distinct
real roots i.e. where f has positive discriminant. Our argument relies on a result of E. Thomas (see
(3.1) of [7]) regarding fundamental units of cubic orders such as R . Assuming f to have positive dis-
criminant, Thomas deﬁnes a certain positive real valued function of the roots of f , which we call
the Thomas number. With the essential hypothesis that the Thomas number is strictly greater than 2,
Thomas’s theorem asserts that u is a fundamental unit of R . In the present article we investigate those
exceptional f for which the Thomas number does not exceed 2. Few special-case results of Thomas
(from [7]), in which he has determined a complete system of fundamental units of R are then applied
to some of our exceptional cases. Our result in the positive discriminant case is: u is a fundamental
unit of R except when either
(
max{a,b},min{a,b})= (n2,2n) for some integer n 3,
or (max{a,b},min{a,b}) is one of the 7 sporadic pairs:
(6,5), (3,−4), (5,−5), (11,−7), (19,−9), (20,−9), (29,−11).
Furthermore, u is not a fundamental unit of R in the exceptional cases where (max{a,b},min{a,b})
is either (6,5) or of the form (n2,2n). For the last six sporadic pairs listed above, our veriﬁcation (see
the remark following Theorem 2) depends on the knowledge of complete sets of fundamental units
for the corresponding maximal orders. We present two independent computations of such sets: one
by SAGE and the other by MAGMA. Both computations imply that u is a fundamental unit of R in
each of the six cases.
If f has negative discriminant and u is a fundamental unit of R , then |u| generates the free part
of the unit group of R . Such is not the case if f has positive discriminant, because then the unit
group of R has rank two. Furthermore, even if u is a fundamental unit of R , the results of [4] indicate
that in general there is no hope of ﬁnding integers r, s for which {|u|, ru + s} is a complete set of
fundamental units of R . It is not known to us whether a unit having one of the two forms u2 + ru+ s,
ru2 + u + s can always work in place of ru + s. Another related question is: when is R the ring of
integers of Q[u]? It is possible to formulate a precise criterion for this using results of Voronoi (see
Section 17, Theorems I, II of [2]) or Dedekind (see Theorem 6.1.4 of [1]). For the family of polynomials
X3 − (n − 1)X2 − nX + 1 with n  3, V. Ennola has conjectured that {u,u + 1} is a complete set of
fundamental units of the ring of integers O of the cubic number ﬁeld Q[u]. In [3] this is proved
to be the case when [O : R]  (n/3). Lastly, we point out that a quadratic analogue of our result
is an elementary exercise; we have included our treatment of it only for the sake of completeness.
The list of references at the end is certainly not exhaustive; the reader is requested to consult the
bibliographies within the referred articles for a broader perspective.
2.
Notation. The set of positive integers is denoted by N. As usual Z,Q,R,C denote the sets of in-
tegers, rational numbers, real numbers and complex numbers respectively. Rings are assumed to be
commutative with 1 = 0 and the group of units of a ring R is denoted by U (R). As usual, GL(n, R)
denotes the multiplicative group of n× n matrices with entries in R and determinant in U (R). If R is
a subring of R, then by U+(R) we mean the subgroup of U (R) consisting of the positive numbers in
U (R). Note that U+(R) is a torsion-free Abelian group.
472 S.B. Mulay, M. Spindler / Journal of Number Theory 131 (2011) 470–486Deﬁnitions.
1. In this article, an algebraic number z is said to be of positive (resp. negative) discriminant if the
minimal (monic) polynomial of z over Q has positive (resp. negative) discriminant.
2. A complex number z is said to be a unit of degree d if
[
Q(z) : Q]= d
and z is a unit of the ring of integers of the ﬁeld Q(z). Units of degree 2, 3 are called quadratic
units, cubic units respectively.
3. Let X,a,b be indeterminates over C. Deﬁne
f (a,b, X) := X3 + aX2 + bX + 1
and
D(a,b) := ab(18+ ab) − 4(a3 + b3)− 27.
4. Let T denote the subset of Z×Z consisting of all couples (a,b) such that f (a,b, X) is irreducible
in Z[X] and has 3 distinct real roots.
5. Let J−, J , I, I+ denote the open real intervals
(−∞,−1), (−1,0), (0,1), (1,∞)
respectively.
6. Let R be a subring of R. A subset Φ of R is called a a complete set of fundamental units of R if
the corresponding set of absolute values {|x| | x ∈ Φ} constitutes a basis of the free Abelian group
U+(R).
7. Let R be a subring of R. An element x of R is said to be a fundamental unit of R if there exists a
complete set of fundamental units of R which contains x.
Basic facts. The texts [1,2] serve as excellent general references for a variety of results about cubic
number ﬁelds. Below we list some easily veriﬁed elementary facts that are tacitly used in the rest of
the article. In what follows, assume R to be a subring of R.
(i) Suppose U (R) is a ﬁnitely generated Abelian group and x is a member of U (R). For x to be a fun-
damental unit of R it is necessary and suﬃcient that there exists a complete set of fundamental
units of R , {x1, . . . , xn}, and a matrix E := [ei j] ∈ GL(n,Z) such that
x = ±
∏
1 jn
x
e1 j
j .
(ii) Suppose U (R) is a ﬁnitely generated Abelian group and x ∈ U (R) is such that |x| = 1. Let H
denote the cyclic subgroup of U (R) generated by |x|. For x to be a fundamental unit of R it is
necessary and suﬃcient that the factor group U+(R)/H is torsion-free.
(iii) An integer-pair (a,b) is in T if and only if (a − b)(a + b + 2) = 0 and D(a,b) > 0.
(iv) T is symmetric i.e. (a,b) is in T if and only if (b,a) is in T .
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(vi) If (a,b) is in T , then each of the intervals J−, J , I, I+ contains at most 2 roots of f (a,b, X).
Deﬁnition. For (a,b) in T let E(a,b) ⊂ R denote the set of roots of f (a,b, X). The Thomas number of
the pair (a,b) (or of the polynomial f (a,b, X)), denoted by θ(a,b) is deﬁned by
θ(a,b) := |u − v|∣∣1− (uv)−1∣∣
if there is an H ∈ { J−, J , I, I+} such that E(a,b) ∩ H = {u, v}. If no such H exists, take θ(a,b) = ∞.
Remarks.
1. Our Thomas number θ(a,b) corresponds to the number  deﬁned in [7]; there it is deﬁned only
in the case when f (X) = X3 +aX2 +bX +c (with c = ±1) has two roots u, v satisfying u > v > 1.
As remarked in [7], applying one of the maps x → −x, x → 1/x, x → −1/x if needed, we can
assume that we are in the above case. The above deﬁnition of θ(a,b) in the case of H = I+ ,
corresponds directly to Thomas’s . In the remaining three cases H = I , H = J and H = J− , our
θ(a,b) correspond to polynomials equivalent to the polynomial considered by Thomas under the
maps x → 1/x, x → −1/x and x → −x respectively. Our deﬁnition θ(a,b) = ∞ corresponds to the
case in which no restriction on Thomas’s  is needed.
2. We wish to point out that Thomas’s assumption k = φ(0) = ±1, appearing a few lines before the
deﬁnition of  in Section 3 of [7], is ambiguous in comparison with his assumption k = −φ(0)
in the proof of (3.1). Conjecturally, this ambiguity results from a simple typographical error and
the assumption was meant to be k = −φ(0) = ±1 right from the start.
In the theorem below, we state those principal results of [7] which provide a basis for our present
investigation (see (3.1), (3.6), (3.9), (3.10) of [7]).
Theorem 1 (E. Thomas). Let a real number u and a pair (a,b) ∈ T be such that f (a,b,u) = 0. Let R := Z[u].
Then, the following hold.
(i) If θ(a,b) > 2, then u is a fundamental unit of R.
(ii) If a 6 and b = a + 1, then {u,u + 1} is a complete set of fundamental units of R.
(iii) If a = −(r + s), b = rs where r, s are integers such that 1 r  s− 3, then {u,u − r} is a complete set of
fundamental units of R.
(iv) If a = r + s, b = rs where r, s are integers such that 2  r  s − 2, then {u,u + r} is a complete set of
fundamental units of R.
Remark. The last three cases of the above theorem show that Z[u] has a complete set of fundamental
units of the form {u,u + m}. On the contrary, in the most general case (i), an explicit extension of
{u} to a complete set of units of Z[u] seems to be unknown. For more general results related to the
determination of a complete set of fundamental units of a cubic order, the reader is referred to [4].
Lemma 1.We continue to use the above notation.
(i) Assume that a complex number v is a cubic unit of positive (resp. negative) discriminant. Then, there
exists (a,b) ∈ Z × Z and a root u of f (a,b, X) such that a < b, D(a,b) > 0 (resp. D(a,b) < 0) and
Z[u] = Z[v]. Moreover, v is a fundamental unit of Z[v] if and only if u is a fundamental unit of Z[u].
(ii) θ(a,b) = θ(b,a) for all (a,b) in T .
(iii) If (a,b) ∈ T , then 4b a2 .
(iv) Suppose (a,b) ∈ T is such that a < b. Then θ(a,b) = ∞ if and only if a+b+2 < 0. In particular, if b 0,
then θ(a,b) = ∞.
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Then g(X) is a cubic polynomial with integer coeﬃcients and g(0) = ±1. Let w := g(0)v and let h(X)
be the (monic) minimal polynomial of w over Q. Clearly, h(X) = f (α,β, X) for some integer-pair
(α,β) and Z[w] = R . Since either h(X) = g(X) or h(X) = −g(−X), h(X) is irreducible and hence w
is a cubic unit of positive (resp. negative) discriminant. Obviously α = β . If α < β , we let a := α,
b := β and u := w . Otherwise, letting a := β , b := α and u := 1/w it follows that a < b, u is a root of
f (a,b, X) and D(a,b) > 0 (resp. D(a,b) < 0). Also, since u = −(w2 +bw+a) and w = −(u2 +au+b),
we have Z[u] = R . It is straightforward to verify that v is a fundamental unit of R if and only if u is
a fundamental unit of R . Thus assertion (i) holds.
To prove (ii), let E(a,b) = {u, v,w}. Note that uvw = −1 and E(b,a) = {1/u,1/v,1/w}. Now
E(a,b) ∩ I+ = {u, v} if and only if E(b,a) ∩ I = {1/u,1/v} and if this is the case, then
θ(b,a) = ∣∣u−1 − v−1∣∣(uv − 1) = |v − u|
(
1− 1
uv
)
= θ(a,b).
Other cases can be treated similarly; their veriﬁcation is left to the reader.
Suppose (a,b) is in T and 4b > a2. Since a,b are integers, we must have 4b−a2  3. Now 4b−a2 =
3 if and only if a = 2n + 1 and b = n2 + n + 1 for some integer n. But in such a case
D
(
2n + 1,n2 + n + 1)= −(3n2 + 8n + 16)(n − 1)2  0.
Hence 4b − a2 = 3. Observe that x2 + ax+ b  b − (a2/4) for all real numbers x. If 4b − a2  4 and x
is a root of f (a,b, X), then
−1< x = −1
x2 + ax+ b < 0.
As noted in the basic fact (vi), f (a,b, X) cannot have all its roots in J . This establishes (iii).
Lastly, we prove (iv). Clearly, f (a,b,−1) = (a − b) < 0 and f (a,b,0) > 0. So f (a,b, X) has exactly
one root in J (thanks to the basic fact (vi)) and an even number (either 0 or 2) of roots in J− . Further,
since the product of the roots is −1, f (a,b, X) can have at most one root in I . It has exactly one root
in I if and only if f (a,b,1) = a+b+2 < 0. It now follows that θ(a,b) = ∞ if and only if a+b+2 < 0.
Note that (−2,0) and (−1,0) are not in T . Hence, if b 0, then we must have a + b + 2< 0. 
Deﬁnition. Let a,b, y be indeterminates over Z and deﬁne
ρ(a,b) := a2 − ab + b2 − 3(a + b) + 9,
σ (a,b, y) := y(y − ρ(a,b))2 − D(a,b)(a − b)2.
Lemma 2.
(i) Suppose L is a ﬁeld-extension of Q(a,b) such that
X3 + aX2 + bX + 1 = (X − u)(X − v)(X − w)
in the polynomial ring L[X]. Then we have
σ(a,b, y) = (y − (u − v)2(1+ w)2)(y − (u − w)2(1+ v)2)(y − (v − w)2(1+ u)2)
in the polynomial ring L[y].
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x(x − c)2 − k. Then q(x) has a root in the real interval [0, λ] if and only if either q(λ) > 0 = k or
q(λ) = 0< k or each of q(λ), k is positive.
Proof. Assertion (i) can be easily veriﬁed by direct computation.
To prove (ii), note that the derivative q′(x) of q(x) factors as
q′(x) = (3x− c)(x− c).
Suppose q(x) has a root in the interval [0, λ]. Then k must be nonnegative. Since q′(x) does not
have a root in this interval, q(x) has only one root (counting multiplicity) in [0, λ] and hence either
q(λ) > 0 = k or q(λ) = 0< k or each of q(λ), k is positive. The converse is equally straightforward. 
Lemma 3. Let a,b, c be real numbers such that D(a,b) > 0.
(i) Suppose (a,b) is an element of T such that a < 0 < b and a + b + 2 > 0. Then, θ(a,b) 2 if and only if
σ(a,b, r) = 0 for some real number r in the interval [0,4].
(ii) Suppose (a,b) is an element of T such that 0 < a < b and σ(a,b,4) < 0. Then, θ(a,b) 2 if and only if
σ(a,b, c) = 0 for some real number c in the interval [0,4].
Proof. Since D(a,b) > 0, there are real numbers u, v,w such that
X3 + aX2 + bX + 1 = (X − u)(X − v)(X − w).
In view of (i) of Lemma 2, σ(a,b, c2) = 0 if and only if after a suitable relabeling of u, v,w we have
(u − v)2(1 + w)2 = c2. Since a < 0 < b, the X-derivative of f (a,b, X) does not have a negative real
root. Now since a < b and a + b + 2 > 0, it follows that f (a,b, X) has two roots in I+ and a single
root in J . Label the roots in I+ as u, v and let w be the root in J . Clearly, u − w > 1, v − w > 1,
1 + u > 2 and 1 + v > 2. Hence from the three roots of σ(a,b, y) only (u − v)2(1 + w)2 can belong
to [0,4]. Thus (i) holds.
To prove (ii) note that since 0 < a < b, the X-derivative of f (a,b, X) does not have a positive real
root. It follows that f (a,b, X) has two roots in J− and a single root in J . Label the roots as u, v,w in
such a way that u < v < −1 < w < 0. If θ(a,b) 2, then since σ(a,b, θ(a,b)2) = 0, take r = θ(a,b)2.
Clearly, σ(a,b,0) < 0. Since 0< v − u < −1− u and 0< w + 1< w − v , we have
θ(a,b)2 = (v − u)2(1+ w)2 < (v − w)2(1+ u)2.
If θ(a,b) > 2 and σ(a,b, y) has a root in the interval [0,4], then σ(a,b, y) has exactly one (counting
multiplicity) root in [0,4] and hence σ(a,b,4) 0. 
Remark. To compute various symbolic expressions encountered in the proofs of the following lemmas,
we have employed MAPLE. In almost all cases, this was followed up by hand computations (for added
assurance). It is important to point out that non-integer numerical calculations are not employed
anywhere. So, it is indeed possible to carry out all the required algebra by hand without the aid of
any software.
Lemma 4. Let Ω denote the set of all real pairs (a,b) such that
(1) a−5, and
(2) −4a 4b  (a2 − 5).
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0 a + b < 1984
100
and
0 (−a − 2) −
√
9+ 4a + 4b < 2
5
.
Proof. At the outset, observe that −4a  a2 − 5 for all a −5. For a (ﬁxed) real number a the least
value assumed by
x2 − (a + 3)x+ a2 − 3a + 9
as x varies over the entire real line, is (3/4)(a − 3)2. If a−5, then (a − 3)2  64 and hence
ρ(a,b) = b2 + (−a − 3)b + a2 − 3a + 9 48.
Multiplying the inequality (2) by b2 and by (the negative number) 4a respectively, leads to
a2b2 − 4b3  5b2 and 16ab − 4a3 −20a. Thus
D(a,b) = (a2b2 − 4b3)+ (16ab − 4a3)+ (2ab − 27) b(5b + 2a) − 20a − 27.
The left half of (2) implies 5b + 2a−3a and hence D(a,b) > 0. Since a < 0 < b, we have a = b and
hence σ(a,b,0) < 0 for all (a,b) ∈ Ω . In view of (ii) of Lemma 2, in order to establish our assertion
it suﬃces to prove that given an (a,b) ∈ Ω , either σ(a,b,4) < 0 or the two inequalities appearing in
the lemma hold. The rest of the proof is devoted to establishing this statement.
Let z,w be indeterminates and deﬁne
ψ1(w) := −w2 + 48w + 108,
ψ2(w) := −28w3 − 42w2 + 72w − 228,
ψ3(w) := 4w3(w + 3)(w − 2) + 103w2 − 120w + 100,
ψ(z,w) := 4z3 + ψ1(w)z2 + ψ2(w)z + ψ3(w).
Then, it is straightforward to verify that
ψ(ab,a + b) = σ(a,b,4).
Visibly ψ3(w) > 0 for real numbers w > 2. Observe that 103w2 − 120w + 100 65 for all real values
of w and 4w3(w + 3)(w − 2)−31 for real values of w in the closed interval [0,2]. Hence we have
ψ3(w) > 0 for real numbers w  0.
It follows that for a ﬁxed nonnegative real number w the resulting cubic ψ(z,w) has an even number
of real roots in the interval [0,∞). Therefore, if w is a nonnegative real number and α is a negative
real number such that ψ(α,w) < 0, then ψ(z,w) < 0 for all real numbers z  α. The z-derivative of
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h(z,w) = 12z2 − 2(w2 − 48w − 108)z − (28w3 + 42w2 − 72w + 228).
For a ﬁxed nonnegative real number w , consider the cubic ψ(z,w) and the quadratic h(z,w). By a
direct computation it is easy to verify that the z-discriminant of h(z,w) is
4w4 + 960w3 + 10368w2 + 38016w + 57600.
Hence for any real number w  0, the polynomial h(z,w) has one positive and one negative real
root. Consequently, ψ(z,w) has at most one root in the interval (−∞,0]. Thus we have justiﬁed the
following useful fact:
(∗) if w is a nonnegative real number and ζ is a negative real number such that ψ(ζ,w) < 0, then
ψ(z,w) < 0 for all real numbers z ζ .
Let t be an indeterminate and deﬁne
p(t) := t6 + 10t5 + 25t4 − 40t3 − 312t2 − 576t − 432,
α(t) := −2t − 5,
β(t) := t2 + 5t + 5,
γ (t) := t2 + 3t.
Then, we have α(t) + β(t) = γ (t) and
ψ
(
α(t)β(t), γ (t)
)= −p(t)(t + 5)2.
Let τ = t − (32/10). By direct substitution it can be veriﬁed that
p(τ ) = τ 6 + 146
5
τ 5 + 1693
5
τ 4 + 48984
25
τ 3 + 711208
125
τ 2 + 21035456
3125
τ + 4216016
15625
and hence
(∗∗) ψ(α(t)β(t), γ (t))< 0 for all real numbers t in
[
32
10
,∞
)
.
Likewise, ψ(α(t)β(t) − 4, γ (t)) can be veriﬁed to equal
−t8 − 36t7 − 446t6 − 2708t5 − 9153t4 − 18224t3 − 20760t2 − 11520t − 16
and hence
(∗∗∗) ψ(α(t)β(t) − 4, γ (t))< 0 for all real numbers t in [0,∞).
Now consider a pair (a,b) in Ω . Deﬁne
η := −3+
√
9+ 4a + 4b
.
2
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a2 + 4a − 5 − 4(η2 + 3η) 0. Since a is negative, a has to be less than or equal to the negative real
root of the quadratic (in x) x2 + 4x− 5− 4(η2 + 3η). Thus
a−2− (2η + 3) = −2η − 5 = α(η).
Note that
b = η2 + 3η − a η2 + 5η + 5 = β(η)
and since α(η) < 0< β(η), we have
ab−(2η + 5)(η2 + 5η + 5)= α(η)β(η).
In view of observations (∗), (∗∗) and (∗∗∗) ψ(ab,a+ b) < 0 if either η 32/10 or ab α(η)β(η)− 4.
Henceforth assume that η < 32/10 and ab > α(η)β(η) − 4. Then,
0 γ (η) = a + b γ (32/10) = 1984
100
.
Also, α(η)β(η) − 4< ab α(η)β(η). If a α(η) − (2/5), then
b = η2 + 3η − a η2 + 5η + (27/5)
and consequently ab  α(η)β(η) − 4. This last inequality being contrary to our assumption, we must
have α(η) − (2/5) < a α(η) or equivalently,
0 (−a − 2) −
√
9+ 4a + 4b < 2
5
. 
Lemma 5. Let Λ denote the set of all real pairs (a,b) such that
(1) a 7, and
(2) 4(a + 2) 4b (a2 − 5).
Then, σ(a,b, c) = 0 for all ((a,b), c) in Λ × [0,4].
Proof. To begin with, observe that 4a+8< a2 −5 for all a 7. If (a,b) is in Λ, then b > 7 and hence
ρ(a,b) = (a − 3)(b − 3) + (b − a)2 > 13.
For (a,b) in Λ we clearly have a2 − 4b 5 as well as
b2 − 4a > a(b − 4) 18
and hence
D(a,b) = (a2 − 4b)(b2 − 4a)+ 2ab − 27 147.
Thus, D(a,b) > 0 and σ(a,b,0) < 0 for all (a,b) ∈ Λ. In view of (ii) of Lemma 2 it suﬃces to prove
that σ(a,b,4) < 0 for all (a,b) in Λ. This occupies the remaining part of the proof.
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φ1(z) := −
(
z2 − 12z − 4),
φ2(z) := −2(z + 1)(z − 3)(z − 4),
φ3(z) := −(z − 5)4 − 12(z − 5)3 − 36(z − 5)2 − 32(z − 5) − 32,
φ4(z) := 8(z − 1)(z − 3)(z − 5),
φ5(z) := 4(z − 1)2(z − 5)2,
φ(x, z) := 4x5 + φ1(z)x4 + φ2(z)x3 + φ3(z)x2 + φ4(z)x+ φ5(z).
Then, it is straightforward to verify that
φ(b − a,a) = σ(a,b,4).
Let φ(n)(x, z) denote the n-th partial derivative of φ(x, z) with respect to x. Particularly,
φ(3)(x, z) = 6(40x2 + 4φ1(z)x+ φ2(z)).
Fix a real number a in the interval [7,∞). Since φ(3)(0,a) < 0, the polynomial φ(3)(x,a), regarded as a
quadratic in x, has exactly one positive real root. Hence φ(2)(x,a) has at most two positive real roots.
But φ(2)(0,a) being visibly negative, the cubic φ(2)(x,a) has an odd number of positive real roots.
Therefore, φ(2)(x,a) has just one positive real root. It follows that φ(1)(x,a) has at most two positive
real roots. Since φ(0,a) > 0, our quintic φ(x,a) has an even number of positive real roots. It cannot
have 4 positive real roots because its derivative has at most two positive real roots. In conclusion,
φ(x,a) has at most two positive real roots. We deduce the implication: if 0< λ < μ are real numbers
such that φ(λ,a) < 0 and φ(μ,a) < 0, then φ(α,a) < 0 for all α in the interval [λ,μ].
Fix a real number a 7, let λ := 2 and let μ be deﬁned by
4μ := a2 − 4a − 5.
If b is a real number such that (a,b) is in Λ, then b − a is in the interval [λ,μ]. Hence in order to
establish our assertion, it suﬃces to show that φ(λ,a) < 0 and φ(μ,a) < 0. In other words, we have
to prove σ(a,a + 2,4) < 0 and σ(a, (a2 − 5)/4,4) < 0. Let t be deﬁned by
2t + 7 = a.
Then a + 2= 2t + 9 and a2 − 5= 4(t2 + 7t + 11). Let
Σ∗(t) := t6 + 26t5 + 265t4 + 1360t3 + 3648t2 + 4608t + 1728.
We leave it to the reader to verify that
σ(2t + 7,2t + 9,4) = −16(53+ 132t + 60t2 + 8t3),
σ
(
2t + 7, t2 + 7t + 11,4)= −Σ∗(t)(t + 1)2.
Since the expressions on the right side of these equations are clearly negative for all t in the interval
[0,∞), our assertion holds. 
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(1) a < b < −a − 2.
(2) 0 a < b < a + 2 and 4b a2 − 5.
(3) a < b < −a and 4b a2 − 5.
(4) −5 < a < 7 and 4a < 4b a2 − 5.
Then, θ(a,b) > 2.
Proof. If the condition (1) is satisﬁed then from (iv) of Lemma 1 it follows that θ(a,b) = ∞.
Suppose condition (2) holds. Since 4a < a2 − 5, b < a + 2 and a,b are integers, we have b =
a+1 7. Let u, v,w be the (distinct) real roots of f (a,b, X). Without loss, assume u < v < w . Clearly
w < 0. Since f (a,b,−1) = a − b < 0 and f (a,b,0) = 1, we must have v < −1< w < 0. Observe that
f
(
a,a + 1, −27
20
)
= 189
400
a − 22483
8000
> 0,
f
(
a,a + 1, −22
5
)
= 374
25
a − 11073
125
> 0.
So, each of the open intervals (−27/20,−1) and (−∞,−22/5) contains an odd number of roots of
f (a,b, X). Necessarily,
−27
20
< v < −1 and u < −22
5
.
But then
θ(a,b) = (v − u)
(
1− 1
uv
)
>
(
22
5
− 27
20
)(
1− 5
22
)
> 2.
Next, assume that (a,b) satisﬁes (3). Having dealt with (1), it suﬃces to restrict to the case where
−a − 2  b < −a. Recalling that a + b + 2 = 0 for any (a,b) in T and b is an integer, we must have
b = −a − 1. Also, since 4b  a2 − 5 and a is a negative integer, a −5. Again, let w < v < u denote
the real roots of f (a,b, X). Obviously, w < 0. Note that
f
(
a,−a − 1, 13
10
)
= 39
100
a + 1897
1000
< 0, if a−5,
f
(
a,−a − 1, 39
10
)
= 1131
100
a + 56419
1000
< 0, if a−5,
f (a,−a − 1,4) = 12a + 61< 0, if a−6,
f
(
−5,4, 12
10
)
= 41
125
> 0.
So, provided a−5, we have
1< v <
13
10
and u >
39
10
.
Moreover, if a = −5, then 1.2< v and if a−6, then 4< u. As a result
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(
1− 1
uv
)
>
27
10
· 3
4
> 2 if a−6
and
θ(−5,4) > 26
10
· 368
468
> 2.
Finally, suppose (a,b) satisﬁes (4). Since 4a < a2 − 5 and a is an integer, either a 6 or a−2. If
a 6, then we must have (a,b) = (6,7) which satisﬁes our condition (2). Thus it suﬃces to restrict to
the case where −4 a −2. Further, in view of (3) we only need to consider values of b for which
−4a 4b  a2 − 5. Note that there is no such pair (a,b). 
Deﬁnition. Let A,B,C,D,E be the subsets of Z × Z deﬁned by
A := {(2n,n2) ∣∣ n 3},
B := {(2n + 1,n2 + n) ∣∣ n 2},
C := {(−2n,n2 − 1) ∣∣ n 2},
D := {(−2n − 1,n2 + n) ∣∣ n 4}
and
E := {(−5,5), (−7,11), (−9,19), (−11,29)}.
Lemma 7. Each of the sets A,B,C,D,E is a subset of T . Furthermore, if (a,b) is a member of T such that
a < b and θ(a,b) 2, then (a,b) is in one of the sets A,B,C,D,E .
Proof. Using the basic fact (iii) we proceed to verify that A,B,C,D are subsets of T . Now,
D(2n,n2) = 4n3 − 27 is positive for all n  2 and (2n − n2)(2n + n2 + 2) = 0 for all n  3. Thus A
is a subset of T . Since it is easily seen that
D
(
2n + 1,n2 + n)= 6n(n2 − 1)+ 3n2 + (n2 + 8)(n2 − 4)+ 1
is positive for all n  2 and (n − n2 + 1)(n2 + 3n + 3) = 0 for all n  2, the set B is contained in T .
Likewise, note that
D
(−2n,n2 − 1)= 4n2(n − 2)(n + 1) + 36n − 23
is positive for all n 2 and (n2 + 2n − 1)(n − 1)2 = 0 for all n 2. Hence C is contained in T . Lastly,
since
D
(−2n − 1,n2 + n)= n2(n − 4)(n + 2) + 3(n + 1)2 − 26
is positive for all n  4 as well as (n2 + 3n + 1)(n2 − n + 1) = 0 for all n  4, the set D is contained
in T .
In the rest of the proof, assume (a,b) to be an element of T such that a < b and θ(a,b)  2.
From (iv) of Lemma 1 it follows that b > 0 and b −a − 2. Since (a,b) is in T , b is an integer such
that b = −a − 2. Hence b > 0 and b  −a − 1. Henceforth, we make tacit use of Lemma 2 as well
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hypothesis (3)) we must have −a b. Since a−5 and −a b, Lemma 4 assures that
0 a + b < 1984
100
and
0 (−a − 2) −
√
9+ 4a + 4b < 2
5
.
Observe that −a − 2 is an integer  3 and a + b is a nonnegative integer not exceeding 19. Approxi-
mating the square-root involved in the above constraint for each of the 20 possible values of a+ b, it
can be veriﬁed that (a,b) is necessarily one of the pairs (−5,5), (−6,7), (−7,11), (−8,14), (−9,18),
(−9,19), (−10,23), (−11,28), (−11,29). Furthermore, computation of σ(a,b,4) for the pairs (a,b)
in the above list shows that σ(a,b,4) 0 if and only if (a,b) is in the set E . If a > −5, then in view
of Lemma 6 (applied with its hypotheses (4) and (2)) we must have a 7 and a + 2 b. But this too
is impossible on account of Lemma 5.
Henceforth assume that a2 − 5 < 4b. By (iii) of Lemma 1 we have 4b  a2. Since b is an integer,
either 4b = a2 or 4b = a2 − 1 or 4b = a2 − 4. Thus either (a,b) = (2n,n2) or (a,b) = (2n + 1,n2 + n)
or (a,b) = (2n,n2 − 1) for some integer n. Since D(2n,n2) < 0 for all integers n  1, our pair (a,b)
can be of the form (2n,n2) only if n 2 in which case it is in A. Observe that D(2n + 1,n2 + n) < 0
for an integer n with −4 n 1. If m−5, then letting n := −(m + 1) we have n 4 and (2m + 1,
m2 +m) = (−2n− 1,n2 +n). So, our (a,b) has the form (2n+ 1,n2 +n) if and only if it is either in B
or in D. Now suppose (a,b) = (2n,n2 − 1) for some integer n. Since a < b either n−1 or n 3. But
D(−1,0) being negative, we must have either n−2 or n 3. It follows at once that if n is negative,
then (a,b) is a member of C . It suﬃces to prove that if n  3, then θ(a,b) > 2. Letting t := n − 3, a
direct computation yields
ρ
(
2n,n2 − 1)= 19+ 44t + 35t2 + 10t3 + t4
and
σ
(
2n,n2 − 1,4)= −(16+ 208t + 908t2 + 1544t3 + 1065t4 + 360t5 + 60t6 + 4t7).
Clearly, ρ(2n,n2 − 1) > 12 for all n  3 whereas σ(2n,n2 − 1,4) < 0 for all n  3. In conclusion,
σ(2n,n2 − 1, c) = 0 for any real number c in the interval [0,4]. 
Theorem 2. Let a,b, c be integers such that c = ±1. Suppose the polynomial X3 + aX2 + bX + c has positive
discriminant and it is irreducible in Z[X]. Let α := min{ac,b}, β := max{ac,b} and R := Z[u] where u is a
root of X3 + aX2 + bX + c.
(i) If (α,β) = (2n,n2) for an integer n 3 or if (α,β) = (5,6), then u is not a fundamental unit of R.
(ii) If (α,β) = (2n,n2) for an integer n 3, then u + n is a fundamental unit of R.
(iii) If (α,β) is not in the set
{
(5,6), (−4,3), (−5,5), (−7,11), (−9,19), (−9,20), (−11,29)}
and it is not of the form (2n,n2) for an integer n 3, then u is a fundamental unit of R.
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(α,β) = (a,b) is a member of T with a < b. If (a,b) is not a member of any of the exceptional sets
A,B,C,D,E , then Lemma 7 in conjunction with (i) of Theorem 1 imply that u is a fundamental unit
of R .
Conversely, suppose (a,b) is in one of the sets A,B,C,D,E . Note that E is included in the set of
exceptions mentioned in (iii) and hence it suﬃces to restrict to the case where (a,b) is in one of the
sets A,B,C,D. We deal with each case separately.
Case I: (a,b) is in A. Then (a,b) = (2n,n2) for an integer n  3. Observe that u + n is also a unit
and u = (u + n)−2. By the basic fact (ii), u is not a fundamental unit of R . Since u + n is the root of
f (−n,0, X), by Lemma 7 and (i) of Theorem 1 u + n is a fundamental unit of R .
Case II: (a,b) is in B. Then (a,b) = (2n + 1,n2 + n) for an integer n  2. If n = 2, it is easy to verify
that
u = −(u2 + 3u + 1)2
and hence, in view of the basic fact (ii), u is not a fundamental unit of R . If n 3, letting y := X+n+1
allows us to apply (iii) of Theorem 1 to the resulting cubic in y. Consequently, {u + n,u + n + 1} is
a complete set of fundamental units of R . Since u(u + n)(u + n + 1) = −1, it is clear that u is a
fundamental unit of R .
Case III: (a,b) is in C . Then (a,b) = (−2n,n2−1) for some integer n 2. If n 3, letting y := X−n−1
allows us to apply (iv) of Theorem 1 to the resulting cubic in y. Consequently, {u − n − 1,u − n + 1}
is a complete set of fundamental units of R . Again, since u(u − n− 1)(u − n+ 1) = −1, we see that u
is a fundamental unit of R .
Case IV: (a,b) is in D. Then (a,b) = (−2n − 1,n2 + n) for some integer n  4. If n  5, letting
y := −(X − n − 1)−1 allows us to apply (ii) of Theorem 1 to the resulting cubic in y. Consequently,
{u(n − u),u(n − u) + 1} is a complete set of fundamental units of R . It can be easily veriﬁed that
u = −(u(n − u))2(u(n − u) + 1)−1.
Hence u is a fundamental unit of R in this case. 
Remark. Observe that the only cases in which the above theorem fails to provide a deﬁnitive
answer correspond to the cubic polynomials f (−4,3, X), f (−5,5, X), f (−7,11, X), f (−9,19, X),
f (−9,20, X) and f (−11,29, X). We present some computational evidence which demonstrates u
as a fundamental unit of R in each of these cases. We tacitly use the fact that if a nonempty set of
elements of R is contained in a complete set of fundamental units of an order containing R , then it
is also contained in a complete set of fundamental units of R .
1. In the case of f (−4,3, X) the softwares SAGE and MAGMA yield
{
u − 2,u(u − 2)} and {u − 1,u(2− u)}
respectively, as complete sets of fundamental units of the maximal order of Q(u). Consequently,
these sets are complete sets of fundamental units of R . Since
u = (u − 2)−1(u2 − 2u)= (u − 1)−1(2u − u2)2,
u is a fundamental unit of R . It is easy to verify that R is in fact the maximal order of Q(u).
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{
u − 2,u(u − 2)}
as a complete set of fundamental units of the maximal order of Q(u) and hence also that of R . It
readily follows that u is a fundamental unit of R . In this case too it is easy to verify that R is the
maximal order of Q(u).
3. In the case of f (−7,11, X) SAGE and MAGMA both yield
{
u,u2 − 3u + 1}
as a complete set of fundamental units of the maximal order of Q(u) and hence also that of R .
So u is a fundamental unit of R . Again, R is easily veriﬁed to be the maximal order of Q(u).
4. In the case of f (−9,19, X) SAGE and MAGMA both yield
{
u2 − 4u + 1
2
,
3u2 − 16u − 1
2
}
as a complete set of fundamental units of the maximal order of Q(u). Since u is the product of
these two units, u is a fundamental unit of the maximal order of Q(u) and hence also that of R .
It can be veriﬁed that Z[u, (u2 + 1)/2] is the maximal order of Q(u).
5. In the case of f (−9,20, X) SAGE and MAGMA both yield
{
u2 − 5u + 2,u2 − 4u − 1}
as a complete set of fundamental units of the maximal order of Q(u) and hence also that of R .
By a direct computation we get
u = (u2 − 5u + 2)−4(u2 − 4u − 1)−1.
Consequently, u is a fundamental unit of R . In fact, R is seen to be the maximal order of Q(u).
6. In the case of f (−11,29, X) SAGE yields
{
u,u2 − 7u + 3}
as a complete set of fundamental units of the maximal order O of Q(u) and hence also that of R .
Here MAGMA gives us
{
2u − 9,u2 − 7u + 3}
as a complete set of fundamental units of O and hence also that of R . Since
u = (2u − 9)−1(u2 − 7u + 3)−1,
u is a fundamental unit of O as well as R . We have O = Z[u, (u2 + 1)/2].
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Consider a quadratic polynomial X2 − bX + c where b, c are integers such that c = ±1, b2 − 4c > 0
and (1 − b + c)(1 + b + c) = 0. Let u be a root of X2 − bX + c and let R := Z[u]. We regard R as
a subring of R. Whether u is or is not a fundamental unit of R does not depend on the particular
choice of the root u.
Theorem 3. For u to be a fundamental unit of R it is necessary and suﬃcient that (|b|, c) = (3,1).
Proof. At the outset observe that u is irrational. Let v denote a generator of the cyclic group U+(R).
Replacing v by 1/v if needed, we assume that vm = |u| for some m ∈ N. Clearly
R = Z[u] = Z[|u|]= Z[v].
Let q, r, s, t be integers such that v = ru + s and u = qv + t . Since u = (qr)u + (qs+ t), we have qr = 1
and qs+ t = 0. In particular, r = ±1 and v = |u + rs|. Let ν := N(v) where N denotes the norm of the
quadratic number ﬁeld Q[u]. Then ν = ±1 and
ν = N(rv) = c + b(rs) + (rs)2 = c + (rb)s + s2.
Note that c − ν is either ±2 or 0.
Case I: c − ν = 0. In this case s(s + rb) = 0. If s = 0, then v = |u| and consequently m = 1. If s = −rb,
then v = r(u − b) and we are led to the impossible equation
vm+1 = v|u| = ±(u − b)u = ±c = ±1.
Consequently, u is a fundamental unit of R .
Case II: c − ν = 2. In this case integers b, rs satisfy the equation (rs)2 + b(rs) + 2 = 0. For this to
be possible, we must have b = ±3. If (b, c) is (3,1) or (−3,1), then u = (u − 1)2 or u = −(u + 1)2
respectively, and hence u is not a fundamental unit of R . Suppose (b, c) = (3,−1). Without loss,
assume u = (3+ √13 )/2. Since rs must be −2 or −1, correspondingly we have v = (1+ √13 )/2 or
v = (−1 + √13 )/2. In either case there does not exist a positive integer m with vm = u. A similar
argument applies to the case (b, c) = (−3,−1).
Case III: c − ν = −2. In this case integers b, rs satisfy the equation (rs)2 + b(rs) − 2 = 0 and hence
b = ±1. Consequently, either (b, c) = (1,−1) or (b, c) = (−1,−1). We leave it to the reader to verify
that here too the equation vm = u does not hold for any positive integer m. 
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