A major problem in optimal control theory is existing uncertainty in initial state, cost function, or in state equations. In this paper, a generalised Euler-Lagrange approach to find min-max optimal solution of uncertain systems with uncertain or certain cost function using calculus of variation is considered. The work is based on an admissible system path or a trajectory, which minimises the maximum value of the functional over all uncertainty. First of all, a new form of Euler-Lagrange conditions for uncertain systems is presented. Then several cases are indicated where final condition can be specified or free. Also necessary conditions are introduced to existence of min-max optimal solution of the uncertain systems. Also the method is generalised when the uncertainties are bounded with using Pontryagin's minimum principle. Finally, efficiency of the proposed methods is verified through some examples. Keywords: uncertain systems; variational methods; optimal control; min-max method 4 − 24t f − 6a 2 t f + 12at f + 2a = 0
Introduction
There are some references that use Euler-Lagrange equations in a new way. An Euler-Lagrange approach for variational problems was used in Clarke (2013) . In addition, many papers exist such that they solved certain problems using calculus of variational approaches such as Ferriero (2005) . Schmitendorf (1977) assumed that uncertainty is in the initial state and state equation and maximises the cost which controller is attempting to minimise. He considered uncertainty in the initial state and state equation. Two theorems have been implied to solve the optimal problems with uncertainty in initial state but they have not included the problems with uncertainty in cost functions. In addition, the sufficient conditions have been presented to find the solution. Yu, Han, and Sun (2005) guaranteed cost control problem was considered for a class of linear systems with norm-bounded time-varying parameter uncertainties and input constraints. The model parameter uncertainties are assumed to be time-varying and norm-bounded. A networked min-max model predictive control (MPC) has been presented for a class of constrained nonlinear networked control systems based on Lyapunov function (Lia & Shia, 2013) . They considered external disturbances as uncertainty subject to input and state constraints and networkinduced constraints. A Riccati equation approach to the optimal cost control of uncertain systems with structured uncertainty considered in Esfahani and Petersen (1999) . Adaptive fuzzy-based mixed H 2 /H ∞ tracking control de- * Corresponding author. Email: dosthosseini@yazd.ac.ir sign in robotic system under uncertain parameter have been studied in Tseng and Jan (2007) . This approach has the advantage of both H 2 and H ∞ robust control performances and the fuzzy adaptive control scheme.
In some papers, min-max approach is used in min-max predictive control (Alamo, de-la-Pena, & Camacho, 2005; Casavola & Mosca, 2007; Gao & Chong, 2012) . Diehl and Bjornberg (2004) showed how to apply the method minmax robust MPC with uncertainty. To deal with the uncertain singularly perturbed nonlinear systems, an adaptive sliding mode control with guaranteed H ∞ control performance has been declared by Lin (2014) . Also, a robust finite-dimensional control algorithm for a class of linear uncertain infinite-dimensional systems evolving in Hilbert spaces were illustrated (Pisano, Orlov, & Usai, 2011) . They developed a distributed twisting control algorithm to inscribe the asymptotic state tracking of the perturbed wave equation.
Min-max approach in control of uncertain discrete-time linear systems with constraints on input and states was presented with Bemporad, Borrelli, and Morari (2003) . They proposed an approach to determine state feedback controllers based on a min-max control formulation. Also min-max approach in ultimate periodicity of orbits has been invested with Cheng and Zheng (2002) . They use pure min-max function and conditional redundancy to provide a simple alternate proof to the ultimate periodicity theorem. Zhao, Zheng, and Zho (2001) assumed a min-max system with unknown or stochastic parameters. Their results are based on structure properties of min-max. Also some sufficient conditions are given for the existence of global cycle times. Tao and Liu (2005) used state feedback stabilisation and majorising achievement of min-max-plus systems and corresponding algorithm. They presented some solutions that construct the state feedback function for a given desired eigenvalue. Wu, Chen, Li, and Chu (2005) studied a minimax-based search algorithm for finding a global optimal solution. They considered an algorithm for a class of optimal finite-precision controller realisation problem with saddle point.
In this paper, min-max solution of uncertain system with certain or uncertain cost is described. The approach is to find optimal solution of uncertain systems with functional constraint. It is desired to choose an admissible system path or a trajectory, which minimises the maximum value of the functional over all uncertainty. The problem is presented in different cases such that final condition can be specified or free. Also, necessary conditions to existence of min-max solution of the functional are introduced against those were presented sufficient conditions to find the solution. Simulation results have been shown that the proposed theorems guarantee the necessary conditions of having an optimal min-max solution in an optimal problem with uncertainty in state equations, cost function, or initial states.
In the next section, problem formulation is considered. In Section 3, min-max solution of uncertain functional is presented. In Section 4, necessary conditions for optimal control problem with uncertainty in state equation and cost function are applied. Also in Section 5, necessary conditions for optimal control problem with uncertain parameter in initial state are applied. Conclusions are drawn in Section 6.
Problem formulation
Let x(t) ∈ / R n , where for simplicity it is assumed that n = 1, with continuous first derivatives. It is desired to find the trajectory x * (t) for which the uncertain functional
a, t)dt
(1) has a relative min-max solution, where g :
R is given function. It is assumed that g has continuous first and second partial derivatives with respect to all of its argument. Initial time and state t 0 and x 0 are fixed and final time and state t f and x f are specified or free respect to problem statement. a ∈ A ⊂ / R is an uncertain parameter such that A is known closed set. If parameter a is specified then the problem reduces to the usual calculus of variations problem where it is desired to find conditions satisfying x(t) is a minimiser (Kirk, 1970) . However, the min-max solution of the functional can be formulated in such a way that the operation of the maximisation is taken over the set of uncertainty and the operation of the minimisation is taken over trajectory (Lin, 2014) . To have a min-max optimal solution, an uncertain parameter a * 0 should be found, which J (x 0 (t), a * 0 ) = max a∈A J (x(t), a) and x 0 (t) is an admissible parameter to satisfy following equation:
J (x 0 (t), a * 0 ) ≥ J (x 0 (t), a) for all x 0 (t) ∈ / R and a ∈ A.
(2) In addition, an admissible x * (t) should be found where
Therefore, by using (2) and (3), the problem is to find an admissible optimal min-max solution (x * (t), a * ) which satisfies
This definition is a global solution for min-max optimal control with uncertainty. Generally, if there are no x * (t) and a * x(t) * which guarantee (4), there does not exist a global minmax solution. However, in local case (4) is replaced by (5) (Schmitendorf, 1977) :
for all x(t) ∈ / R and a ∈ A
in which (5) is a sufficient condition to have a local saddle point. It may note that if the optimal min-max solution (x * (t), a * ) has a variation in direction of x(t) then the functional increases. On the other hand, if the optimal solution has a variation in direction of a then the functional decreases. It means that, the optimal solution of functional is a saddle point. Any global min-max optimal solution is a local saddle point. Therefore, to determine the global solution, local saddle point should be found. So, the min-max solution (x * (t), a * ) is an extremum (saddle point) of the functional. Example 1: Consider the following mathematic example:
where, both x and a are scalar parameter. The problem is to find a min-max solution J (x * , a * ) where a * maximises J (x * , a * ) while x * is trying to minimise it. In this case, although there exists a local saddle point, solution is on the boundaries and there are two min-max points as shown in Figure 1 Here, it is assumed that a saddle point exists; i.e. there is an uncertain parameter a * maximising functional, which the trajectory x * (t) tries to minimise. On the other hand, if there is not any saddle point, then, from Pontryagin's minimum principle (Kirk, 1970) , the correct solution for uncertain parameter is on its boundary. In the following section, sufficient conditions to have min-max solution of the functional are presented when final state and final time is specified or free.
Min-max solution of uncertain functional
In this section, min-max solution of the functional (1) with specified or free boundary conditions are discussed in four cases. The theorem in this section follows standard method in calculus of variation and proof of it is similar to the same cases in Kirk (1970) .
The following theorem, which its proof is similar to Kirk (1970) , introduces necessary conditions for uncertain functional to find an extremum solution and also sufficient condition to find min-max solution. Final time and state could be free or specified.
Theorem 1: Consider uncertain functional (1) subject to
Suppose J (x(t), a) has a min-max solution and let x * (t) be admissible. If there exists a a * ∈ A such that
If both t f and y(t f ) are free and independent, to have minmax solution, instead of condition (6a)
Since x * (0) = 0, B is equal to zero. To satisfy condition (6d) of the theorem A = −6at f is obtained. Following conditions (2) and (6d) and
By solving these equations, final time and uncertain parameter are
So x * (t) is the extremum solution. By substituting the solution in the functional, we have:
On the other hand,
Also, g(x(t),ẋ(t), a, t) depends on first order of x(t) and g(x * (t),ẋ * (t), a * , t) depends on first order of x * (t). So, all conditions are satisfied and the extremum solution is a min-max solution of the functional.
Necessary condition for optimal control problem with uncertainty in state equation and cost function
Let x(t) ∈ / R n and u(t) ∈ / R m be vectors with continuous first derivatives and a ∈ A ⊂ / R n is uncertain vector. The problem is to find the control u * (t) that causes the systeṁ
to follow trajectory x * (t) that minimises cost function
where a = a * maximises the cost function (i.e. control u * (t) is desired with respect to min-max solution (x * (t), a * )),
R is a given function. It is assumed that g has continuous first and second partial derivatives with respect to all of its argument. h : / R n × [t 0 , t f ] → / R, is a given known differentiable function emphasising ending point. Also, f has continuous first and second partial derivatives respect to all of its argument. Initial time and state t 0 and x 0 are fixed and final time and state t f and x f are specified or free respect to problem statement. a ∈ A ⊂ / R n is an uncertain vector in which A is known closed set.
Note that uncertain parameter a may appear in state equation or cost function according to the problem statement. Also some terms of uncertain vector a may appear in cost function in which some of them appear in state equation.
If parameter a is specified then the problem reduces to the optimal control problem where it is desired to find conditions satisfying u * (t) is a minimiser (Kirk, 1970) . However, the min-max solution of the functional can be formulated in such a way that the operation of the maximisation is taken over the set of uncertainty and the operation of the minimisation is taken over trajectory (Pisano et al., 2011) . Therefore, the problem is to find an admissible optimal min-max solution (u * (t), a * ) which satisfies
Where in a local case, similar to Section 2, the following equation should be satisfied:
for all u(t) ∈ / R m and a ∈ A.
Both Theorems 2 and 3 follow standard method in optimal control and proofs of them are similar to the same cases in Kirk (1970) . Let
and
where H is the expanded Hamiltonian function (Kirk, 1970) .
Theorem 2: Consider the state equation (7) with cost function (8). Suppose J (u(t) , a) has a min-max solution with assumed conditions and let u * (t) be admissible. If there exists a a * ∈ A such that
then u * (t) is a min-max solution of (7). If t f is fixed and x(t f ) is free, then condition (8a) is changed to
If both t f and x(t f ) are free and independent, to have minmax solution, instead of condition (8a)
, a, t f ) = 0 must be satisfied; but if t f and x(t f ) are related by
where θ (t) is a known function, then condition (8a) is exchanged to
, a * , t f ) = 0 Uncertainty in cost function or state equation is one of the most common groups of real systems (Appendix 2).
Example 3:
The systeṁ
subject to
x(0) = [1 1] T , x(2) = free is to be controlled so that its control effort is conserved. The performance measure J (u, a) = 0.5 x 2 1 (2) + x 2 2 (2) + 2 0 (0.5u 2 (t) − 10a 4 )dt is to be minimised respect to u * (t) and to be maximised respect to a * . The admissible states and controls are not bounded. The admissible uncertain parameter is considered in two cases. The problem is to find min-max optimal control. Note that in this example uncertainty is appeared both in state equation and its cost function.
Uncertain parameter is unbounded
The first step is to form the expanded Hamiltonian
From conditions (2)-(4) of Theorem 2 necessary conditions for min-max optimal control arė
Then u * (t) and a * is solved by u * (t) = −p * 2 (t) and p * 1 (t) = 40a 3 2 + 2a .
Substituting u * (t) in state equations, we havė
.
Since t f = 2 is fixed and x(t f ) is free, from condition (8b) of Theorem 2 boundary conditions are evaluated as
By solving the above state equation (x 1 (t) and x 2 (t)) and costate equation (p 1 (t) and p 2 (t)) subject to boundary conditions, we obtain
Therefore a * ∼ = 0.632.
The min-max control is u * (t) = −p * 2 (t) ∼ = −3.092 + 0.078e t+2 − 0.069e t and the corresponding cost is J (u * , a * ) ∼ = 4.79.
Uncertain parameter is bounded
Suppose uncertain parameter is bounded in [−0.5 0.5] (i.e.a ∈ A = [−0.5 0.5]). Since a * in previous case is not in the bounded stateA = [−0.5 0.5], then from Pontryagin's minimum principle the a * is on its boundary (i.e. a * = −0.5 or a * = 0.5). If a = −0.5, state equation and costate equation are obtained aṡ
Boundary conditions are evaluated as
By solving these equations with the boundary conditions
In this case, the cost is evaluated as
Now suppose a = 0.5.
Similar to a = −0.5, the solution is
The control is u 2 (t) = −p 2 (t) ∼ = −2.597 + 0.066e t+2 − 0.063e t and the corresponding cost is evaluated as
Now the state equations are solved using u(t), u 1 (t), u 2 (t) and boundary conditions:
x 1 (u 1 (t)) ∼ = −0.198t + 0.004e t+2 − 0.016e t − 0.004e −t+2 − 1.215e −t + ta 2 + 2ta + 2.177, x 1 (u 2 (t)) ∼ = −2.597t + 4.169 + 0.033e t+2 − 0.031e t − 0.033e −t+2 − 3.628e −t + ta 2 + 2ta,
Their costs with respect to uncertainty are shown in Figure 2 . Based on Figure 2 , the maximum of J (a, u 2 ) in a ∈ A = [−0.5 0.5] is less than maximum of J (a, u 1 ). Therefore, u 2 is the global min-max solution of the example in Section 4.2. Please note that the maximum of J (a, u) is less than maximum of J (a, u 1 ) and J (a, u 2 ) for any a ∈ / R. It verifies that u is min-max solution of the example where a ∈ / R.
It is clear that the min-max solution for this problem is u * (t) = −2.597 + 0.066e t+2 − 0.063e t where a * = 0.5 and J * ∼ = 4.379.
Necessary condition for optimal control problem
with uncertainty in initial state Sometimes in an optimal problem, uncertain parameter may be appeared in initial state because of inexact measuring. To find an optimal solution to minimise an expected value, there exists a method to get a stochastic description of the uncertainty (Schmitendorf, 1977) . However, the method has been presented in Schmitendorf (1977) , provided sufficient conditions for a control to be a min-max control.
In this section, assume that initial state is not exactly fixed and has uncertainty measurement such as
where x 0 is known and a ∈ A ⊂ / R n is an uncertain vector. Supposeẋ
with the definition same as Section 4. Using transformation equation
the initial state is exchanged to
and the cost function
where h 1 (y(t), a, t) = h(y(t) + a, t)
g 1 (y(t), u(t), a, t) = g(y(t) + a, u(t), t)
and the state equatioṅ
Theorem 3 presents necessary conditions to find extremum solution of the functional and sufficient conditions to find min-max solution of the uncertain problem where uncertainty in initial state is transferred in state equation and cost function. 
Suppose J (u(t), a) has a min-max solution with assumed conditions and let u * (t) be admissible. If there exists a a * ∈ A such that
∂ 2 g f ∂y 2 (y * (t),ẏ * (t), a * , t) is positive definite (7) ∂ 2 g f ∂ẏ 2 (y * (t),ẏ * (t), a * , t) is positive definite and boundary condition (8a) y * (t f ) = y f then u * (t) is a min-max solution of (17). If t f is fixed and y(t f ) is free, then condition (8a) is changed to
If both t f and y(t f ) are free and independent, to have minmax solution, instead of condition (8a)
must be satisfied; but if t f and y(t f ) are related by y(t) = θ (t) where θ (t) is a known function, then condition (8a) is exchanged to
(See Appendix 3 for the proof of Theorem 3.)
Remark: Note that if the uncertainty parameter a given in all theorems is not in the boundary defined on the problem statement (i.e. a / ∈ A), from Pontryagin's minimum principle (Kirk, 1970) , the correct solution for uncertain parameter is on its boundary.
The application of Theorem 3 is illustrated in Example 4 and has been compared with the results in Schmitendorf (1977) .
Example 4: Consider the system (Schmitendorf, 1977) x 1 (t) = x 2 (t), x 2 (t) = u(t), subject to
x 1 (0) = q 1 + 10, x 2 (0) = q 2 + 10, where q = q 1 q 2 ∈ Q and Q = {q : q 2 1 − 1 ≤ 0, q 2 2 − 1 ≤ 0}. The cost function is as follows:
From conditions (1) to (4) of Theorem 3 necessary conditions for min-max optimal control arė y * 1 (t) = y * 2 (t) + q * 2 , y 2 (t) = u * (t), p * 1 (t) = −y * 1 (t) − q * 1 , p 2 (t) = −p * 1 − y * 2 − q * 2 , 0 =ẏ * 2 (t) + p * 1 (t), 0 =ẏ * 1 (t) and 0 = u * (t) + p * 2 (t).
Substituting u * (t) = −p * 2 (t) in state equations, we haveẏ * 1 (t) = y * 2 (t) + q * 2 , y 2 (t) = −p * 2 (t).
Since t f = 1 is fixed and x(t f ) is free, from condition (8b) of Theorem 3 boundary conditions are evaluated as
and y(0) = [10 10] T . Therefore, by solving the differential equation following results are concluded:
y * 1 = 10 y * 2 = 10 p 1 = 0 p 2 = 0 q 2 = −10 q 1 = −10 u * = 0
Since q / ∈ Q, from Pontryagin's minimum principle the a * is on its boundary.
Simple calculations show that q * = 1 1 and therefore u * (t) ∼ = 15.93t + 17.45, x * 1 (t) ∼ = 7.96t 2 + 14.45t + 10, x * 1 (t) ∼ = 2.65t 3 + 7.22t 2 + 10t + 10 and J = 183.59. Comparing the results with those in Schmitendorf (1977) , although the results are the same, theorems in Schmitendorf (1977) imply the sufficient conditions to find min-max solution, and Theorem 3 gives necessary conditions. On the other hand, complexity in calculations in Schmitendorf (1977) is more than those in this paper.
Conclusion
In this paper, the optimal control of systems with uncertain parameter in state equation, cost function, or initial state has been considered. Min-max approaches of Euler-Lagrange equations for functional with uncertain parameters that are assumed to be in a closed set are formulated. This method is based on a modification of the calculus of variation that allows us to find an optimal min-max solution. It is desired that the min-max solution of the functional can be formulated in such a way that the operation of the maximisation is taken over the set of uncertainty and the operation of the minimisation is taken over trajectory. Also, necessary and sufficient conditions for several boundary states are developed. The problem is defined as finding sufficient conditions such that the uncertain parameter maximises the functional, where the path or trajectory is attempting to minimise. Also, the admissible answer which minimised the maximum value of the functional over all admissible uncertainty, is fined. The approach suggests necessary conditions to find extremum solution and sufficient conditions to have min-max solution of the functional when final state and final time is specified or free. Four illustrative examples were provided to demonstrate the methodology developed in Theorem 1. The results show that if there exists uncertain parameters in functional, the min-max solution can be easily solved using Theorem 1 and the conditions guarantee that the solution is an optimal min-max trajectory. Furthermore, in the paper the method is developed in which the functional is constraint to specific or unknown state equation. The sufficient conditions to find min-max optimal control when uncertainty appears in state equation, cost function or in the initial state are presented. Finally, the method generalised when the uncertainties are bounded with using Pontryagin's minimum principle. It has been shown that the proposed theorems guarantee the necessary conditions of having an optimal min-max solution in an optimal problem with uncertainty in state equations, cost function, or initial states. The proposed method used in Theorem 3 has been compared with those done in Schmitendorf (1977) .
