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We introduce a Floquet spinor Bose-Einstein condensate induced by a periodically driven
quadratic Zeeman coupling whose frequency is larger than any other energy scales. By examining a
spin-1 system available in ultracold atomic gases, we demonstrate that such an external driving field
has great effect on the condensate through emergence of a unique spin-exchange interaction. We
uncover that the ferromagnetic condensate has several unconventional stationary states and thus
exhibits rich continuous phase transitions. On the other hand, the antiferromagnetic condensate is
found to possess a nontrivial metastable region, which supports unusual elementary excitations and
hysteresis phenomena.
Introduction.- Quantum degenerate systems with mul-
tiple order parameters emerge in diverse fields of physics
such as unconventional superconductors [1, 2] and super-
fluid 3He [3, 4] in condensed matter, p-wave superflu-
ids in neutron stars [5, 6], and color superconductors in
quark matter [7, 8]. Due to presence of nontrivial order-
parameter manifolds, such systems are known to exhibit
a variety of phase structures, low-energy excitations, and
topological defects absent in single order-parameter sys-
tems including conventional s-wave superconductors.
Currently, spinor Bose-Einstein condensates (BECs)
realized in ultracold atomic gases offer testing grounds
for examining fundamental properties of multiple order-
parameter systems [9–13]. In fact, cold-atom experi-
ments have successfully observed rich phase structures
[14–16], exotic topological excitations such as solitons
[17–21], skyrmions [22–24], knots [25, 26], and vortices
[27–29], and universal non-equilibrium dynamics [30–32].
One of the strengths in ultracold atomic gases is high
controllability of experimental parameters, e.g. atom-
photon interactions [33]. Of particular interest using this
controllability is Floquet engineering [34–37], where a
periodically oscillating field is applied to a system and
thereby generates unconventional states absent in equi-
librium [38, 39]. In ultracold atomic gases, Floquet engi-
neering has successfully been implemented [40–44], and
one of the remarkable realizations is an artificial gauge
field [45–48]. Despite the surge of great interest in Flo-
quet engineering, such a technology in BECs has mainly
been limited to engineering of kinetic energy terms.
In this Letter, we introduce a Floquet spinor BEC
induced by a high-frequency modulation of an external
field (see Fig. 1), and uncover emergence of an unconven-
tional spin-exchange interaction. As a possible external
field, we consider a microwave, which is known to cause
an effective quadratic Zeeman shift in spinor systems
[15, 16, 49–52]. By employing high-frequency expansion
in the Floquet formalism [46, 53, 54], we obtain an ef-
fective Hamiltonian having the unconventional interac-
tion, which is in sharp contrast to the case of an artificial
gauge field (note however Ref. [55]). Applying the the-
ory of a weakly-interacting Bose gas [56], we demonstrate
that the effective Hamiltonian leads to several nontriv-
ial stationary states and elementary excitations absent
in the non-driven system. In the spinor BEC with a fer-
romagnetic (FM) interaction, we find emergence of the
unconventional stationary states and various continuous
quantum phase transitions. The most notable state is a
titled broken axisymmetry (TBA) phase, which sponta-
neously breaks Z2 symmetry despite absence of the lin-
ear Zeeman effect. In the system with an antiferromag-
netic (AFM) interaction, on the other hand, we find a
metastable region where two independent nonmagnetic
states are stabilized simultaneously. This leads to hys-
teresis phenomena, which do not emerge in conventional
spinor systems without the linear Zeeman effect [57].
Theoretical model.- We consider spin-1 atoms in a uni-
form system. Under the influence of a microwave, the
Hamiltonian, Hˆ = Hˆfree+Hˆint+Hˆdrive, is given by [10, 11]
Hˆfree =
∫
dr
1∑
m=−1
ψˆ†m(r)
(
− ~
2
2M
∇2 + qm2
)
ψˆm(r),(1)
Hˆint =
∫
dr
(c0
2
: nˆ(r)nˆ(r) : +
c2
2
: Fˆ (r) · Fˆ (r) :
)
, (2)
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FIG. 1. (a) Schematic illustration of a Floquet spin-1 Bose gas
induced by a microwave. Spheres with up and down arrows
show particles with the magnetic sublevels m = 1 and −1, and
those without arrows do particles with m = 0. (b) A modu-
lation of microwave’s amplitude introduces a time-dependent
quadratic Zeeman coupling Q(t) with the frequency ω and the
amplitude q1.
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FIG. 2. Magnetization F and Majorana representation for (a)
BA, (b) TBA, (c) TP and (d) polar states. The magnetization
in the BA state is restricted in the x-y plane, while that in
the TBA state has the nonzero z-component. In contrast, the
TP and the polar states have no magnetization. Symmetry of
each phase can geometrically be visualized with the Majorana
representation expressed by two spheres [10, 11, 64]. Colors
show values of z for each sphere. If spheres are invariant under
a transformation, a state has the corresponding symmetry.
Hˆdrive =
∫
dr
1∑
m=−1
Q(t)m2ψˆ†m(r)ψˆm(r) := Q(t)Dˆ,(3)
where ψˆm(r) is the field operator of an atom with
mass M in a magnetic sublevel m at position r, c0
(c2) is the spin-independent (spin-dependent) coupling,
q is the static quadratic Zeeman coupling, Q(t) is the
driving Zeeman coupling, and :: denotes normal order-
ing. The density and spin density operators are re-
spectively defined as nˆ(r) =
∑1
m=−1 ψˆ
†
m(r)ψˆm(r) and
Fˆµ(r) =
∑1
m,n=−1 ψˆ
†
m(r)(Sµ)mnψˆn(r) with the spin-1
matrix (Sµ)mn (µ = x, y, z).
Application of high-frequency expansion.- We focus on
the case of the periodic driving Q(t) = q1cos(ωt) with
the amplitude q1 and the frequency ω larger than any
other time scales. Such an implementation is experimen-
tally achievable via tuning a microwave [62]. By using
high-frequency expansion [46, 53, 54], the system is well
described by the following effective (static) Hamiltonian,
Hˆeff = Hˆ0 +
q21
4~2ω2
[[
Dˆ, Hˆ0
]
, Dˆ
]
+O(ω3), (4)
with Hˆ0 = Hˆfree + Hˆint. Substituting Eqs. (1)−(3) into
Eq. (4), we obtain
Hˆeff = Hˆ0 − cf
∫
dr
(
ψˆ†1(r)ψˆ
†
−1(r)ψˆ0(r)ψˆ0(r) + h.c.
)
,(5)
with cf = q
2
1c2/~2ω2. Thus, the fast driving of the
quadratic Zeeman term induces the novel spin-exchange
interaction originating from the commutation relation
between the quadratic Zeeman term Hˆdrive and the spin-
dependent term of Hˆint. We note that symmetry of the
effective Hamiltonian is same as that of Hˆ, which is in-
variant under U(1) phase rotation, U(1) spin rotation
along the z direction, and Z2 spin rotation along the
transverse direction.
Stationary solutions.- We examine stationary states of
Eq. (5) within the mean-field approximation where ψˆm
are replaced by c-numbers Ψm. The variational calculus
in Ψm leads to the following coupled equations:
µΨ1 = (q + c2Fz)Ψ1 +
c2√
2
F−Ψ0 − cfΨ20Ψ∗−1, (6)
µΨ0 =
c2√
2
(F+Ψ1 + F−Ψ−1)− 2cfΨ1Ψ∗0Ψ−1, (7)
µΨ−1 = (q − c2Fz)Ψ−1 + c2√
2
F+Ψ0 − cfΨ20Ψ∗1, (8)
with the magnetization Fµ =
∑1
m,n=−1 Ψ
∗
m(Sµ)mnΨn,
F± = Fx ± iFy, and the chemical potential µ includ-
ing the spin-independent interaction c0n with a uniform
density n. Denoting the wavefunction as Ψ =
√
nη and
analytically solving Eqs. (6)−(8), we find the following
six stationary states. As known (inert) states, we obtain
an FM state ηFM = (1, 0, 0), a polar state ηP = (0, 1, 0),
and an AFM state ηAFM = (1, 0, 1) [10, 11]. The rest are
represented as
ηBA = (α,
√
1− 2α2, α), (9)
ηTBA= (α− β/2,
√
1− 2α2 − β2/2, α+ β/2), (10)
ηTP = (−β/2,
√
1− β2/2, β/2) (11)
with α =
√
(cfn− 2c2n− q)/(4cfn− 8c2n) and β =√
1 + q/cfn. The state ηBA represents a broken-
axisymmetry (BA) state [63], where the nonzero mag-
netization lies in the x-y plane as shown in Fig. 2(a), and
U(1) phase and spin symmetries are spontaneously bro-
ken and the remaining symmetry is Z2. Note that the
energy is preserved regardless of rotations around the z
axis.
The states ηTBA and ηTP are unique to the Floquet
spinor BEC, and the spin configurations and the Majo-
rana representations are shown in Fig. 2(b) and (c). The
TBA state ηTBA has the negative value of Sz and can
point to any directions in the x-y plane in the same way
as the BA state. Due to symmetry of Eq. (5) about inter-
change between Ψ1 and Ψ−1, Sz can be positive, which
means that Z2 symmetry of the effective Hamiltonian is
spontaneously broken in the TBA state. Therefore, the
TBA state should be distinguished from the similar state
in the ferromagnetic spinor BEC with the linear Zeeman
term where Z2 symmetry along the z axis is absent at
the Hamiltonian level. On the other hand, ηTP has zero
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FIG. 3. (a) Phase diagram of the FM Floquet spin-1 BEC.
While the FM, BA, and polar phases emerge in the non-
driving case, the TBA and TP phases do only for nonzero cf .
(b,c) Derivatives of the total energy E with respect to cf and q,
respectively. The gray circles indicate first-order phase tran-
sition points. All other phase transitions are second order.
(d) Parameter dependence of the spin amplitude |F | numer-
ically obtained by imaginary-time evolutions of Eqs. (6)–(8)
with random initial noises. Absence of a noisy region in |F |
implies that the system does not possess metastable states up
to the mean-field theory.
magnetization, and the Majorana representation of ηTP
is seen to be tilted in compared with ηP as shown in
Figs. 2(c) and (d). Thus, we name it a tilted poler (TP)
state.
We can obtain phase diagrams by evaluating energies
of these stationary states. Figure 3(a) is the result for
the FM interaction case (c2 < 0), which contains the
nontrivial states, ηTBA and ηTP. We can also discuss
orders of the transitions between these different phases by
calculating two derivatives of total energy ∂E(q, cf)/∂cf
and ∂E(q, cf)/∂q. As shown in Figs. 3(b) and (c), we find
that for 0 < cf/|c2| < 2, all transitions become second
order. This is in sharp contrast to the non-driving case
(cf = 0) where a second-order transition is achieved only
at the boundary between the BA and the polar phases.
Figure 4(a) is the result for the AFM interaction case
(c2 > 0), where the transition line between the AFM and
polar phases is independent of cf and is first order. As
discussed below, nontrivial metastable states are induced
due to the periodically driving field.
Metastable states for c2 > 0.- To unveil existence of
the metastable states, we first perform numerical sim-
ulations of the imaginary time-step method with ran-
dom initial states. The results in the FM and AFM in-
teraction cases are respectively shown in Figs. 3(d) and
4(b). In the AFM interaction case, the nematic tensor
(Nzz = |Ψ1|2 + |Ψ−1|2) shows the noisy behavior, which
indicates presence of metastable states. In contrast, such
a noisy behavior does not show up in the FM interaction
case.
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FIG. 4. (a) Phase diagram of the AFM Floquet spin-1
BEC. When q is positive (negative), the polar (AFM) state
has the lowest energy. (b) Distribution of nematic tensor
Nzz = |Ψ1|2 + |Ψ−1|2 numerically obtained by the imaginary-
time evolutions of Eqs. (6)–(8) with random initial noises. In
the noisy region, Nzz has unity or zero. This implies that the
AFM (polar) state for positive (negative) q can be metastable
in the noisy region.
We analytically understand the emergence of the
metastable states for c2 > 0 by looking at elementary
excitations for ηP and ηAFM in the region |q/c2n| ≤ 1.
By employing the Bogoliubov theory [10, 11] incorpo-
rating fluctuations of Ψm up to second order, we obtain
the Bogoliubov Hamiltonian in each phase from Eq. (5).
We diagonalize it and obtain three independent excita-
tions known as the Bogoliubov modes. One of them is a
phonon mode related to U(1) phase symmetry and com-
mon to both the AFM and the polar phases, where the
excitation energy is positive definite. On the other hand,
the other modes depend on symmetry of each phase. In
the AFM phase, the remaining modes are given by
EAFM,Sxy(k) =
√
(k − q + c2n)2 − (c2n− cfn)2,(12)
EAFM,Sz(k) =
√
k(k + 2c2n), (13)
where k = ~2k2/2M is single particle kinetic energy,
and EAFM,Sxy(k) and EAFM,Sz(k) denote excitations on
transverse spin and longitudinal spin fluctuations, respec-
tively. As usual, all the Bogoliubov modes take positive
values for q ≤ 0, where the AFM state is the lowest-
energy state. What is surprising here is that these modes
are positive even for the positive q regime if the following
inequalities are satisfied:
cfn < −q + 2|c2|n, cfn > q (q > 0). (14)
Thus, the AFM state can still be stable for q > 0, though
it is not lowest-energy state. On the other hand, in the
polar phase, we obtain two degenerate modes for the
transverse spin fluctuations whose excitation energy is
given by
EP,S(k) =
√
(k + q + c2n)2 − (c2n− cfn)2. (15)
As before, for q ≥ 0, the polar state being the lowest-
energy state is stable. In addition, it can be stable even
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FIG. 5. Polar coordinates (r,θ) near the phase boundaries:
(A) BA-polar, (B) BA-TBA, and (C) FM-TBA transitions.
for a negative q regime satisfying
cfn < q + 2|c2|n, cfn > −q (q < 0). (16)
The unusual stable region determined by Eqs. (14) and
(16) means that the AFM and polar states can exist as
metastable states, and the noisy region in Fig. 4 (b) is
indeed identical to it [65]. Thus, we expect hysteresis
loops when we adiabatically change q1 and ω along a
closed loop crossing the first-order transition.
We can discuss emergence of the metastable states
from the perspective of symmetry of Eq. (5). In the ab-
sence of cf , the transition between the AFM and the polar
phases is known to be first order without a metastable
state [10, 11], which is considered to be attributed to the
restoration of SO(3) spin rotation symmetry at q = 0 [66].
However, the nontrivial spin-exchange interaction pro-
portional to cf breaks SO(3) rotational symmetry even
at q = 0, so that it can stabilize the metastable states.
Critical behaviors for c2 < 0.- We investiagte crit-
ical behaviors near the second-order phase transitions
in Fig. 3(a). In particular, we focus on (A) BA-polar,
(B) BA-TBA, and (C) FM-TBA phase transitions, since
these transitions emerge in |cf/c2| < 1, where the effec-
tive Hamiltonian approach works well. For convenience,
we introduce dimensionless variables x = q/|c2|n and
y = cf/|c2| and denote the parameter space asR = (x, y).
First, we consider the case (A), where the phase bound-
ary is given by R0 = (x0, x0−2) (1 < x0 ≤ 2). As shown
in Fig. 5(A), a point around the phase boundary is spec-
ified as R = (x0 + rcosθ, x0 − 2 + rsinθ) with r  1,
where r and θ are the polar coordinates. Then, longitu-
dinal and transverse magnetizations in the BA phase are
expressed as
Fz = 0, F⊥ ∝ r1/2, (17)
while magnetizations in the polar phase vanish. As first
pointed out in Ref. [67], such critical behaviors are same
as those of the XY model.
In the case (B), the transition point is denoted as
R0 = (x0,−x0) (0 < x0 < 1) as shown in Fig. 5(B).
A point around the phase boundary is specified by R =
(x0 + rcosθ,−x0 + rsinθ) with r  1. Then, longitudi-
nal and transverse magnetizations in the TBA phase are
expressed as
Fz ∝ r1/2, F⊥ − F0 ∝ r, (18)
with the transverse magnetization at R0, F0. In terms
of symmetry, what is essential here is that Z2 spin ro-
tational symmetry is spontaneously broken in the TBA
phase while it is unbroken in the BA phase. Indeed, the
leading variance on the magnetizations is the longitudi-
nal one directly related to Z2 spin rotational symmetry,
and the transition type corresponds to the Ising model.
Finally, in the case (C), the transition point is denoted
as R0 = (0, y0) (−2 < y0 < 0). A point around the
phase boundary is specified by R = (rcosθ, y0 +rsinθ) as
shown in Fig. 5(C). The magnetization behaviors in the
TBA phase are expressed as
Fz − n ∝ r, F⊥ ∝ r1/2, (19)
while in the FM phase the longitudinal magnetization co-
incides with n and the transverse magnetization vanishes.
In this transition, U(1) spin rotational symmetry is of im-
portance since it is broken (unbroken) in the TBA (FM)
phase. Therefore, the XY -type transition is expected.
In addition, by using the Bogoliubov theory, the dynam-
ical critical exponent z is obtained as z = 2. Thus, the
universality corresponds to that of a single-component
dilute Bose gas [68].
Discussion.- We now discuss the validity of the high-
frequency expansion. According to previous literature
[69–72], when a system is locally bounded, ~ω must be
larger than the local energy. While our system is not
locally bounded, we may introduce the local chemical
potential µ ∼ c0n as an effective cutoff. Thus, µ < ~ω is a
necessary condition for the validity. In addition, |cf/c2| =
|q1/~ω|2 < 1 is required to neglect higher-order effects.
Under these conditions, the fundamental properties in
Floquet spinor BECs discussed above may be observed.
To realize an FM Floquet spin-1 BEC, we can consider
87Rb and 7Li as possible atomic species. Then, observa-
tion of the TBA state can be an experimental signature
of the Floquet spinor BEC. The TBA state itself can be
confirmed by emergence of a spin domain along the longi-
tudinal direction, which is absent in the non-driving case
for q > 0 [10, 11, 73, 74]. In addition, we can use 23Na
to realize an AFM Floquet spin-1 BEC. Then, the Flo-
quet property is identified as presence of the metastable
state, which can be measured through absorption im-
ages of magnetic sublevels in different times [58, 61]. For
example, we consider an experiment in which the polar
state is initially prepared at q < 0. In the absence of the
driving, such a state is unstable against the dynamical
instability and the m = ±1 components turn to grow up
as a function of time. Namely, presence of metastability
is proved as robustness of the m = 0 component by the
driving.
Conclusion.- We have theoretically studied a spin-1
5Bose gas under the periodically oscillating quadratic Zee-
man coupling using the high-frequency expansion and the
Bogoliubov theory. In the FM interaction case, we have
found the emergence of the unconventional TBA and the
TP states in addition to the known magnetic phases and
the rich second-order phase transitions. On the other
hand, the systems with the AFM interaction have the
metastable states stabilized by the unusual Bogoliubov
excitations, which can lead to hysteresis phenomena that
do not emerges in undriven spinor BECs.
This work on Floquet engineering that generates the
unconventional interaction in spinor BECs paves the way
towards exploring exotic states of matter in quantum flu-
ids with internal degrees of freedom. For instance, spin-
f Bose gases possess f -independent spin-exchange inter-
actions and thus the Floquet engineering generates the
corresponding number of new interactions leading to fur-
ther nontrivial phases. In the spin-2 case, the engineering
may lead to an observation of non-abelian states such as
a cyclic state [75, 76], which has yet to be observed. An
experimental observation of exotic non-abelian topologi-
cal defects [77–79] may also be discussed.
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