The mirror effect refers to findings from studies of recognition memory consistent with the idea that the underlying "strength" distributions are symmetric around their midpoint separating studied and nonstudied items. Attention-likelihood theory assumes underlying binomial distributions of marked features and claims that old-item differences result from differential attention across conditions during study. The symmetry arises because subjects use the likelihood ratio as the basis for decision. The author analyzes the model and argues that one of the main criticisms (the complexity of the likelihood-ratio decision rule) is unwarranted. A further analysis shows that other distributions (the Poisson and the hypergeometric) can also produce a mirror effect. Even with the binomial distribution, a variety of parameter values can produce a mirror effect, and with the right combination of parameter values, differential attention across conditions is not necessary for a mirror effect to occur.
The mirror effect refers to the fact that in a study-test procedure, experimental variables, such as word frequency, that result in greater recognition accuracy for old (studied) items also result in greater recognition accuracy for new (nonstudied) items. Thus, if the hit rate for low-frequency old items is higher than the hit rate for high-frequency old items, then the false-alarm rate for low-frequency new items will also be lower than the false-alarm rate for highfrequency new items. This result would arise if the underlying strength or familiarity distributions were as shown in Figure 1 , where in this case AN would be low-frequency new items, BN would be high-frequency new items, BO would be high-frequency old items, and AO would be low-frequency old items.
The mirror effect has been intensively studied by Glanzer and his colleagues (e.g., Glanzer & Adams, 1985; Glanzer, Adams, & Iverson, 1991; Glanzer, Adams, Iverson, & Kim, 1993; , and the present description comes from their analysis. The effect is important because it is counter to signal-detection accounts of recognition memory and to global-matching memory models such as SAM (search of associative memory; Gillund & Shiffrin, 1984) , MINERVA (Hintzman, 1988) , CHARM (composite holographic associative recall model; Metcalfe-Eich, 1982) , TODAM (theory of distributed associative memory; Murdock, 1982) , and the matrix model (Humphreys, Pike, Bain, & Tehan, 1989) . What is problematic for signal-detection and global-matching models is that the AN distribution is below the BN distribution; there is no reason for new A and This research was supported by Grant APA146 from the Natural Sciences and Engineering Research Council of Canada. I thank the reviewers of this article for many helpful comments on the manuscript.
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The most convincing evidence for the mirror effect comes from the forced-choice inequalities. With four conditions [/4 (AN, BN, BO, and AO), there are ~2~ or six pairwise comparisons. Following Glanzer et al. (1993) , if P(BO,BN) denotes the proportion of correct responses in a twoalternative forced-choice situation that pits a BO item against a BN item, then the implication of Figure 1 is that P(BO,BN) < P (BO,AN) = P(AO,BN) < P(AO,AN) and that, for null choices (i.e., comparing items from the two new-item distributions or items from the two old-item distributions), P(BN,AN) = P(AO,BO) > 0.5. For null choices, a "correct" response is arbitrarily defined as the B item for BN,AN but the A item for AO,BO. These results seem to be typical of the data (e.g., Glanzer et al., 1993) .
Attention-Likelihood Theory
Attention-likelihood theory (ALT) is an attempt by Glanzer and his colleagues (e.g., Glanzer & Adams, 1985; Glanzer et al., 1991; Glanzer et al., 1993; to explain the mirror effect in general and these forced-choice inequalities in particular. ALT says that the mean difference between the AO and the BO distributions comes about because during study subjects pay more attention to (or mark or tag more features from) the items in Condition A than in Condition B, but the placement of the four distributions along the decision axis comes about because subjects transform strength or familiarity to log likelihood ratios and use the log likelihood ratio, not strength, as the basis for their decision. (The distributions shown in Figure 1 are plotted in terms of log likelihood ratio, not strength.)
More particularly, ALT assumes that the underlying strength distributions are binomial. A binomial distribution characterizes the probability of x successes in a sample of , Psychological Review, 100, p. 547. Copyright 1993 by the American Psychological Association. Reprinted with permission of the author.
As Glanzer et al. (1993) said, if subjects made their decision in terms of the number of marked features, ALT would be a standard strength theory. Instead, subjects are assumed to base their decision on the log likelihood ratio, where the log likelihood ratio is a function of x. The likelihood ratio is the probability of a particular x value from one distribution divided by the probability of the same x value from another distribution, and the log likelihood ratio is the logarithm of this ratio.
To illustrate with an example, assume that n(A) = 3, n(B) = 2, p(A, old) = 0.4, p(B, old) = 0.2, and p(new) = 0.1. Four binomial distributions are needed in x (x is the number of marked features), and call themfl(x),f2(x),f3(x), and f4(x), where
size n from a population where the probability of obtaining a success isp. Ifx is the independent variable, then a binomial distribution in x is a function of the two parameters n and p. In a coin-tossing situation, for instance, ifx were the number of heads, n would be the number of coins, p would be the probability of a head, and if Bi(x; n, p) is a binomial in x with parameters n and p, then The probability of all possible outcomes 0 -< x -< n is given by this distribution. In the coin-toss example p = .50, but it need not be.
ALT is a stimulus-sampling theory like the stimulussampling theory of encoding variability of Bower (1972) , after Estes (1959) . Items are represented as lists of features, and each feature is either marked or tagged or else it is not marked or tagged. According to ALT, subjects pay more attention to the items in Condition A than in Condition B, so n(A), the number of features marked in Condition A, is greater than n(B), the number of features marked in Condition B. Because the probability that any particular feature will be marked is the number of features marked divided by the total number of features (N), p(i, old), the proportion of marked features in the old-item distribution of Condition i is proportional to n(i)lN, where n(i) is the number of marked features in Condition i, i being A or B. Call this ratio a(i). It is assumed that new items will have some proportion of features already marked; call this p(new). For the old-item distribution of Condition i, when a study item is presented, features that are already marked or tagged will stay marked, but unmarked features are marked with probability a(i). Therefore, These are the marking distributions for new and old items in Conditions A and B with parameters n(A), n(B), p(new), p(A, old), and p(B, old). These four distributions are shown in Table 1 .
According to ALT, the log likelihood ratio distributions for Conditions A and B, not the marking distributions, are the basis for decision. The log likelihood ratio at x for Condition A, which is symbolized as In [hA(X)], is In
These log likelihood ratios, In [kA(X)] and In [ks(x)], are simply the natural logarithms (log base e or Napierian logarithms denoted as In) of the ratios of the two ordinates (probability values), where in both cases (Condition A and Condition B) the ratio is old/new. These log likelihood ratios are functions ofx because both In [hA(X)] and In [kB(x)] vary with x. To simplify the notation, call the log likelihood ratios gA(X) and gB(X), where 
I2~X)
The numerical values of these log-likelihood ratios gA(x) and ga(x) are shown in Table 2 .
If the forced-choice comparisons were always between an old A item and a new A item or between an old B item and a new B item, then all that is needed would be gj(x), wherej = A in the first case and j = B in the second case. However, there are six possibilities (AO/AN, BO/BN, AO/BN, BO/ AN, AO/BO, and BN/AN), so two log likelihood ratios are needed, depending on the particular forced-choice comparison. Let gj(x) be the log likelihood ratio for the stronger item, as defined by the four distributions shown in Figure 1 , and let gk(x) be the log likelihood ratio for the weaker item, as defined similarly. Then j and k will depend on the particular forced-choice comparison. Thus, for any forcedchoice comparison, j and k can be determined and then the appropriate log likelihood ratios can be found. Now a second set of binomial distributions must be constructed , footnote 4) that can be symbolized Bi~ and Bi'k. These are binomial distributions not in x but in gj(x) and gk(x); that is, Bi~ is a binomial distribution in gj(x)--gj(x) is the independent variable---and Bi'k is a binomial distribution in gk(x)---gk(X) is the independent variable. The decision axis has been transformed or rescaled from features (x) to log likelihood ratios, gj(x) and gk (x) . The probabilities of this second set of binomial distributions are those associated with the parent binomials f~(x), where i = 1, 2, 3, or 4, depending on the type of pair being tested.
Note that these rescaled binomial distributions are construtted binomials. They are constructed by taking particular probability values from the parent binomial distributions and by associating them with the appropriate log likelihood ratios. The log likelihood ratio then functions as the decision axis in the forced-choice situation. Even if the conditions (A or B) are the same and the gamma function is used for the factorials, the binomial probability of a likelihood ratio cannot be computed because the fight result will not be obtained, but the binomial probability values can be associated with the corresponding likelihood ratios.
As a specific example, suppose that the forced-choice comparison is an AO item compared with a BN item. Then j = A and k = B, and the parent distributions are f4(x) and Note. x = number of marked features. Note. AO = low-frequency old items; BN = high-frequency new item; g^(x) and gB(x) = log likelihood ratios for Conditions A and B, respectively; 3~(x) and fz(x) = binomial distributions for
Conditions AO and BN.
f2(x), respectively. The transformed binomial distributions are shown in Table 3 . The independent variables are the likelihood ratios, and the associated probabilities are those of the parent distributions. This transformation works for any forced-choice comparison. For any comparison, determinej and k, find gj(x) and g~(x) (the log likelihood ratios) from Table 2 , and then select the parent distributions Jj(x) and j~(x) from Table 1 . Then have the transformed or rescaled binomial distributions Bij and Bi'k form the basis for decision.
The standard measure of performance in a forced-choice recognition experiment is the probability of a correct response (PC), not d'. Ifj is the stronger binomial and k is the weaker binomial condition, then, for discrete distributions, PCik is the probability that, for each log likelihood value of binomial j, the log likelihood value of binomial k is below that of binomialj summed over all values of binomial j (plus .5 times the joint probability given a tie). Thus,
for the u and v log likelihood values of the j-and kth binomials where, as always, j and k are given by the particular forced-choice comparison. Table 3 shows gA(x) and 3~(x) for Bij (AO) and gs(x) and f2(x) for Bi'k (BN) . Because the log likelihood ratio is the decision axis, g^(x) is the rescaled x values for Bi) gB(x) is the rescaled x values for Bi 'k, and f4(x) and f2(x) are the associated probability values for AO and BN, respectively. Comparison of Table 3 with Tables 1 and 2 will show how these rescaled or transformed binomial distributions are constructed. Table 4 shows how Equation 2 is computed. Set up a table with the two row headings u (i.e., gA(X)) and Bi'~(u) and the two column headings v (i.e., gB(x)) and Bi'k(v) . The cell entries are given for all cases that satisfy the inequality (v < u). They are the joint probabilities of Bi'j(u) and Bi'~(v) . Then PCjk is the weighted sum of all the joint probabilities, where ties are weighted by .5 (for guessing). For this example, PCjk = .742. The final result (PCjk) depends on the rescaling or change of variable (i.e., the change from features to log likelihood ratios). The ordinate (probability value) is unaffected by this Figure 3 , not Figure 1 , should be considered the prototypical underlying distributions for the mirror effect. This transformation (or rescaling) from features (x) to log likelihood ratios is the key to ALT; it is what enables ALT to explain the mirror effect. With this transformation, one can explain the yes-no data, mean confidence ratings, and the forced-choice inequalities very nicely (see Glanzer et al., 1993, for details) . In the remainder of the article, I analyze ALT more critically. change of variable, but the abscissa (the basis for decision) is changed in a significant way. To illustrate with the parameter values suggested by Glanzer et al. (1993 ; N = 1,000, n(A) = 60, n ( B ) = 40, and p(new)= .10), the binomial distributions in x (the untransformed abscissa) are shown in Figure 2 and the binomial distributions in In k (the transformed abscissa) are shown in Figure 1 , mirror effect data would be obtained, but mirror effect data do not require Figure 1 distributions. Other underlyIng distributions can generate good approximations to mirror effect data. Glanzer et al. (1993) used binomial distributions with these parameters to illustrate the workings of ALT, so perhaps the Analysis Overall, ALT is a simple and elegant model that explains some puzzling data. It provides an explicit account of the decision rule used by subjects, a notable weakness of global matching models. It takes us beyond strength theory in understanding recognition memory. However, it has been criticized.
Criticisms
ALT is often criticized as being complex; how can it be called simple? As Glanzer et al. (1993) have noted, subjects need only to know the number of marked features in a test item and the class (A or B) to which it belongs. This is enough to compute the log likelihood ratio that serves as the basis for decision. The mirror effect will result even if their knowledge is approximate rather than exact .
It is important to understand that the subject need not go through all the calculations detailed above. The subject must compute a log likelihood ratio but not the associated probabilities (i.e., f4(x) and f2(x) in Table 3 ). The experimenter must know these probabilities to derive predictions from the model, but that is quite a different matter. In fact, the subject cannot know these probabilities because their knowledge requires knowing whether each test item is old or new; that is, the subject would have to know the parent distribution--f~(x) in Table 1 --for each test item. But if the subject knew whether each item was old or new, there would be no need to compute a log likelihood ratio.
Researchers must distinguish, then, between what the subject must do to respond and what the experimenter must do to determine what the model predicts. The experimenter must indeed go through the calculations shown in Tables 1-4 to determine the six forced-choice results predicted by any given set of parameter values, but the subject needs only to compute or guesstimate a log likelihood ratio.
A likelihood ratio is simply the odds for one outcome relative to another outcome and, one way or another, people probably do this many times each day when subjective probabilities are computed. A logarithmic transformation (for log likelihood ratios) linearizes the function relating likelihood to strength (i.e., number of marked features). Also, it increases the sensitivity of the decision axis. As an example, for "standard" ALT parameters for Condition A, that is, n(AO) = n(AN) = 60, p(A, old) = 0.154, and p(new) = 0.10, Figure 4A shows the likelihood ratio and Figure 4B shows the log likelihood ratio as a function of the number of marked features over the range of 0-20. Clearly, the log likelihood ratio is a much better basis for decision than the likelihood ratio. 1
Computing a log likelihood ratio may seem complex, but consider another example. It seems to be accepted without question that a neural network in a connectionist model can compute a logistic activation function (no relation to a log likelihood ratio)• Without parameters, a logistic activation functionf(x) is
If a neural network can compute this, it does not seem unreasonable to suggest that people can also compute the log likelihood ratios associated with various strength values.
If it is allowed that people can compute log likelihood ratios (or simply LLRs), how do subjects in an experimental session do this selectively for A and B items? Although they see A and B items in the study phase, they do not encounter the new A and B items until the test phase, so how do they learn the LLRs for Conditions A and B? When shown A and B items at study, do they conjure up comparable A and B new items with the same number of marked features? Somehow this seems unlikely, and ALT has not addressed this issue• However, as one reviewer pointed out, the subject has experience with new items at two points: during the learning and test phases• The new items encountered early in the test phase may reintegrate the encounters during the learning phase (where, of course, all items were new).2
If it is argued that subjects quickly learn the LLRs during the first few test trials, then one could well ask how they do this. It presupposes the ability to discriminate old and new items, but this brings up the circularity problem noted above; namely, if they can discriminate old and new items, why do they need LLRs? A problem for this learning argument is that study-test experiments almost always find the best performance at the beginning of the test phase (e.g., Murdock & Anderson, 1975, Figure 4 ). This result would seem to speak against the learning hypothesis, although it could be that intratest interference effects are overriding the learning effect.
A further problem comes from a study by Hockley, Hemsworth, and Consoli (in press). Generally, studies of the mirror effect present both A and B items during the study phase. Using a sunglasses manipulation, they presented lists of faces (the A items) without sunglasses during study and tested both old and new faces with and without sunglasses. (Faces with sunglasses were the B items•) They found a very clear mirror effect; the proportion of "old" responses was higher for new faces with sunglasses than for new faces without sunglasses (.29 to .20), but the proportions of "old" responses was lower for old faces with sunglasses than for old faces without sunglasses (.78 to .87). This carries the problem one level deeper; not only must subjects be able to learn LLRs during study when no new items are presented, but apparently they must also be able to learn differential LLRs when only one class of items is presented during study?
As the same reviewer pointed out, the Hockley et al. (1996) results suggest that the sunglasses manipulation may have affected the sample sizes n(A) and n(B) at test only. On the recognition test, we can assume equal learning by letting p (A, old) --p(B, old) , and can also assume as usual that p(A, new) = p(B, new) = p(new). If it can be assumed that the sunglasses condition elicits a change in the number of features sampled at test, specifically n(B) < n(A), the mirror effect should still hold. That is, despite equal marking of AO and BO (and of course AN and BN), the reduced sampling for the B condition should produce likelihood ratio distributions that lie inside of the corresponding distributions for the A condition. The notion of reduced n(i) for the sunglasses condition, given that the eyes bear substantial information, seems intuitively appealing. Hintzman, Caulton, and Curran (1994) have shown the existence of a mirror effect at the shortest lags in a response-signal method and have said that "this approach [ALT] requires that the subject know, or be able to quickly estimate, the entirety of each old and new distribution at test and so implies an even bigger processing burden than does Z-score rescaling" (pp. 287-288). However, Glanzer et al. (1993) have argued that all subjects need to know is the number of marked features, the stimulus class (i.e., A or B), and the LLRs, and my analysis would seem to support this view. Also, presumably it does not take much time for neural networks to compute activation functions, and the same may be true for LLRs.
Other Distributions
Much of the criticism of ALT seems to have focused on the use of the LLR as the basis for decision, but this criticism may be misplaced. Other distributions can generate a mirror effect, and there is even some precedent for using other distributions. Murdock (1970) 21 would like to thank John Adams for this suggestion. 3 This result would seem to fit well with the differential guessing bias explanation suggested by Greene (1996) . However, Glanzer, Kim, & Adams (in press) have recently presented some evidence against Greene's explanation. Another distribution that can give a mirror effect is the hypergeometric distribution. The hypergeometric distribution is the distribution when one is sampling without replacement from a population of finite size. (By way of contrast, the binomial distribution is the distribution when one is sampling with replacement from a population of infinite size.) For a population of n elements of which nl axe "successes" (targets, marked element, or whatever) and n2 are failures, if r elements are chosen randomly, sampling without replacement, then the probability q(k) of k successes is = ~r -k / fork = 0, 1, 2 . . . . . min (nl, r) (Feller, 1968) . As an example that gives a mirror effect, for n(new) = 16, n(old) = 12, nl(A) = r(A) = 6, and nl ( If one computes the probability that a given feature is
, but in terms of means (the mean of a hypergeometric dislribution is r*nlln) la(A, old) > ~A, new) > )KB, old) > la(B, new). Thus, for the means (of the hypergeometric distribution), although the old-item means are greater than the new-item means for both A and B items, unlike ALT, the new-item mean for A items is above both the B-new item mean and the B-old item mean. The feature distributions for the hypergeometric distributions are shown in Figure 5 . As can be seen, both the means and the variances of the A items are greater than the means and the variances of the B items. The rescaled log likelihood distributions are plotted in Figure 6 ; the means axe now appropriately ordered, but the A-item variances are still larger than the B-item variances.
The means and variances of the log likelihood distribu-4 A sample program illustrating this computation written in Mathematica 3.0 is available on my home page at http://www. psych.utoronto.ca. tions for both the hypergeometric and the binomial distributions are shown in Table 5 . The same pattern occurs for both means and variances. For both hypergeometric and binomial distributions, the means are roughly symmetrical around zero, and the A item variances for both old and new items are appreciably larger than the B item variances. These characteristics are probably the essence not only of the mirror effect but also of the other two regularities as well (the slope regularity and concentering; see Glanzer et al., 1993) , so the hypergeometdc distribution, as well as the binomial, seems to have all the requisite characteristics to fit the data.
The hypergeometric distribution can be negatively skewed as well as positively skewed, whereas the binomial distribution can only be positively skewed ifp < .5. Although some accounts of the hypergeomeUic distribution emphasize its similarity to the binomial distribution, the two distributions clearly can differ. In the present case, with the binomial distribution, the presentation of an item increases the number of marked features, whereas, with the hypergeometric distribution, the presentation of an item decreases the number of unmarked features. Another difference is sampling with replacement (binomial) or sampling without replacement (hypergeometric). Sampling with replacement implies a serial process (items are sampled one by one and a running count is kept of the number of marked features), whereas sampling without replacement implies a parallel process (e.g., the complete sample is taken and then the marked features are counted). The data from a speed-accuracy trade-off study for item recognition by McElree and Dosher (1993) was interpreted as more consistent with a parallel process than with a serial process.
I am not claiming that the hypergeometric model is preferable to the binomial model of ALT. The main point here is simply to demonstrate that a rather different set of assumptions can also generate a mirror effect. This means that binomial distributions are not essential; Poisson and hypergeometric distributions can also do the job. This is an indication that perhaps other alternatives should be considered and tested against the binomial distribution.
Other Parameter Values
Not only can other distributions generate a mirror effect but the binomial distribution can also generate a mirror effect with a variety of parameter values. For instance, with n(A) > n(B), a mirror effect can be obtained with various combinations of p(A, old), p(B, old), and p(new). On the other hand, if n(A) = n(B), it may not be possible to get a mirror effect with the same combination of p(A, old), p(B, old), and p(new) values.
There are actually six parameters for the binomial model: N(A) and N(B), the total number of features for A and B items; n(A) and n(B), the number of features sampled or attended to at study, and p(AN) and p(BN), the probability that any given feature will be marked for new A and B items. ALT assumes that N(A) = N(B) = 1,000, p(AN) = p(BN) = • 10. It obtains p(i, old) using a(i) = n(i)lN and assumes that subjects pay more attention to A items so p(A, old) > p(B, old).
To illustrate that various parameter values can generate a mirror effect, the typical parameter values for ALT (Glartzer et al., 1993) All four examples show a predicted mirror effect despite the variation in the probability values, and the fourth example is the cleanest of all. 5
On the other hand, in Table 7 I show the comparable results when n(AO) = n(AN) = n(BO) = n(BN). In no case is there a reasonable mirror effect. I would not go so far as to claim that n(A) > n(B) is a necessary condition for ALT to predict a mirror effect but, at least for these four examples, all cases that show a mirror effect with n(A) > n(B) in Table  6 fail to show a mirror effect with n(A) = n(B) in Table 7 . But perhaps if other parameters are changed, a mirror effect can be obtained with n(A) = n(B).
Suppose subjects cannot discriminate A and B items or do not pay more attention to A than B items; can a mirror effect still be obtained if n(A) = n(B)? It turns out that it can if Note. A ffi low-frequency items; B = high-frequency items; O = old items; N = new items. Thus, the assumption that subjects pay more attention to A items than to B items does not seem to be necessary to generate a mirror effect. Obviously, there are trade-offs among the six parameter values, so probably other combinations would work, too. Glanzer et al. (1993) were clearly aware of this; they provided a detailed discussion of some possible modifications of the model that would give similar results (pp. 563-565). However, they did not discuss the case where N(B) > N(A) or n(A) = n(B). 7
In an early article, Glanzer and Bowles (1976) gave a slightly different interpretation of the mirror effect for lowand high-frequency words. Among other things, they assumed that high-frequency words have more different meanings (S) than have low-frequency words, but subjects sample a fixed number (s) of the total possible meanings, and s is the same for low-and high-frequency words. This seems to be equivalent to saying that subjects attend to an equal number of features of low-and high-frequency words, but this s In the fourth example, the null choices are too high, but in some cases subjects may know both items are old (or new) and guess.
6 The means for the rescaled distributions are -.802, -.205, .213, and .940, and the variances are 1.352, 0.395, 0.441, and 2.179 for AN, BN, BO, and AO, respectively.
7 Glanzer et al. (1993) did discuss at length the case where p(i, old) is the average ofp(A, old) andp(B, old), which they called p(. old). This could come about in various ways. However, this is the deviation of the subject's model from the actual situation; if I understand it correctly, the actual situation is such that n(A) > n(B), so subjects are still paying more attention to A items than to B items. assumption was changed in ALT, so now it is assumed that n(A) > n(B).
Where does this leave us? If one wants to adopt the detailed assumptions of ALT, then clearly the theory works as claimed. However, other distributions (the Poisson and the hypergeometric) can produce a mirror effect and, even within the binomial framework, a variety of combinations of parameter values will generate a mirror effect.
Obviously, this does not mean that ALT is wrong; all current theories probably have variants that will also explain Figure 8 . Transformed binomial distributions with equal attention rescaled to the log likelihood ratios. AN = low-frequency new items; BN = high-frequency new items; BO = high-frequency old items; AO = low-frequency old items.
