Based on zeroing neural network (ZNN), this paper designs two nonlinear activated ZNN (NAZNN) models for time-varying linear matrix equation through taking two new activation functions into consideration. The purpose of constructing the novel models is to solve the problem of time-varying linear matrix equation quickly and precisely. Theoretical analysis proves that two new activation functions can not only accelerate the convergence rate of the prime ZNN models but also come true finite-time convergence. After adding differential error and model-implementation error into the models, the theoretical upper bounds of the steady state residual errors are calculated, which demonstrate the superior robustness of the proposed two NAZNN models. Finally, comparative simulation results show the excellent performance of the proposed two NAZNN models by solving time-varying linear matrix equation.
I. INTRODUCTION
Solving linear matrix equation (matrix inversion can be regarded as a special linear matrix equation) is a basic problem in many scientific and engineering fields. This problem is widely used in signal processing [1] , optimized algorithm [2] and robot kinematics [3] . The methods for solving linear matrix equation are usually divided into two directions: serial numerical algorithms [4] - [6] and parallel processing methods. The time complexity of numerical algorithms is the cube of the dimension of the matrix. This relationship will lead to a problem that it could spend much time to solve the equation when the dimension of the matrix is high. In this situation, the efficiency of solving problems is greatly reduced. In order to avoid this drawback, the idea of parallel processing [7] is presented and many researchers devoted themselves to this direction.
The first important thing for designing ZNN model is to construct an error function. [23] has briefly reviewed how to design continuous-time ZNN models meeting with different problems. Considering the characters of convergence rate and robustness, the activation functions [24] - [26] are usually added into ZNN models. For further study, Li et al. [27] proposed a nonlinear activation function which can realize finite-time convergence of ZNN models. After that, many finite-time activation functions are presented and applied to different ZNN models [28] - [31] . In [27] , [32] , the Sigbi-power (Sbp) activation function achieve finite-time convergence. And based on this function, [33] introduced two new activation functions: New Finite-Time Activation Function 1 (NFTAF1) and New Finite-Time Activation Function 2 (NFTAF2). On account of the in-depth study of zeroing neural network, some ZNN models activated by different functions for different problems are proposed. Ding et al. [34] presented an improved complex-valued Zhang neural network (ICZNN) model for tackling the complex-valued timevarying Sylvester equation. Jin and Xiao et al. [35] proposed finite-time recurrent neural networks (FTRNN) models by devising two novel design formulas. Tan et al. [36] presented combined activation function Zhang neural network (CAF-ZNN) model by using a combined activation function to achieve finite-time convergence.
In this paper, we design two nonlinear activated ZNN (NAZNN) models (called NAZNN1 and NAZNN2) for specific time-varying linear matrix equation problem. After the activation functions NFTAF1 and NFTAF2 are applied to the models, we prove the finite-time convergence of NAZNN1 and NAZNN2 models. At the same time, we also analyze that the Linear, Power, Bipolar Sigmoid and Power-Sigmoid activation functions can not make the models converge in finite-time. Besides, when we add the differential error and the model-implementation error into the NAZNN models, the state solution of the models will converge to the theoretical solution with small residual error. In addition, the upper bound of the steady state residual state will be smaller as the parameter γ increasing. That is to say, NAZNN models have superior convergence and robustness. In addition, we also compared the steady state residual error about Linear, Power-Sigmoid, NFTAF1 and NFTAF2 activation functions.
The rest of this paper is organized as follows. The problem is described in Section II. In Section III, the model is presented and relative activation functions including two new activation functions are reviewed. The theoretical analysis of NAZNN1 and NAZNN2 models about convergence and robustness are discussed in Section IV. In Section IV-A, the maximum convergence time is obtained. The disturbed NAZNN1 and NAZNN2 models with better robustness are certified and the upper bound of steady state residual error is calculated in Section IV-B. Section V presents an illustrative example for solving time-varying linear matrix equation in real time. Section VI concludes the whole paper. The main contributions of this paper are listed below. 1) Two nonlinear activation functions are applied to the ZNN model to achieve finite-time convergence, and the theoretical upper bounds of the convergent time are calculated. 2) Two nonlinear activated ZNN models (i.e., NAZNN1 and NAZNN2) are developed to solve the time-varying linear matrix equations. Compared with conventional numerical algorithms, these methods has less time complexity.
3) It theoretically analyzed that the perturbed NAZNN1 and NAZNN2 models have superior robustness. Besides it has proved that the steady state residual error always falls into the theoretical upper bound and decreases as parameter γ increasing. 4) The comparative simulation results illustrate the correctness of relative theoretical analysis about convergence and robustness of the NAZNN1 and NAZNN2 models.
II. PROBLEM FORMULATION

Take into account the smooth time-varying matrix
Our purpose is to find a matrix X (t) ∈ R n×n such that the following matrix equation holds
In this paper, we only consider A (t), B (t), and C (t) as the smooth dynamic matrix with full rank. From equation (1), it is easy to get the theoretical solution X * (t) = A −1 (t) C (t) B −1 (t). For the following theoretical analysis, we should guarantee the existence of A −1 (t), and B −1 (t).
So, based on [14] , the following lemmas are introduced. Lemma 1: If there exists positive real numbers α > 0 and β > 0 such that min ∀i∈{1,...,n}
where t > 0, λ i (·) denotes the ith eigenvalue of matrix A (t),B (t) ∈ R n×n . Then the formula (1) exits an unique solution.
Lemma 2: If A (t), and B (t) satisfy the Lemma 1 with
where || · || F denotes Frobenius norm. Then the boundedness of ||A −1 (t)|| F and ||B −1 (t)|| F are obtained,
where C i n := n! i!(n-i)! .
III. ZNN MODEL
According to the process of constructing a zeroing neural network model mentioned in [29] , we define an error matrix E (X (t) , t) ∈ R n×n to replace the usual scalar-valued cost function:
where A (t) ∈ R n×n , B (t) ∈ R n×n , and C (t) ∈ R n×n are dynamic full rank matrix. Dynamic state matrix X (t) ∈ R n×n is unknown and wanted to be obtained. The error-function derivativeĖ (X (t) , t) should be defined to make every e ij (t) , i, j = 1 . . . n of E(X (t), t) converge to zero. Therefore,Ė (X (t) , t) is expressed in the following form:
where Γ is a positive-defined matrix to adjust the convergence speed of the solution, and F (·) : R n×n → R n×n is a matrix mapping. Combining (2) and (3), the following ZNN model is obtained:
where X (t) with initial state X (0) ∈ R n×n is the state matrix, and corresponds to the output of the neural network. Besides, in order to analyze the character of this model simply, Γ is assumed as γ I . As a result, every e ij (t) will have the same convergence rate at the time t. And the convergence rate could be adjusted by designing different values of parameter γ . So ZNN model (4) is rewritten as:
According to the previous research, we know that the activation functions can influence the robustness and convergence rate of ZNN models. In general, any monotonically increasing odd function f (·) can be used as an element of F(·) array. When different activation functions are added into neural network, the different methods can be used to analyze its character. Broadly speaking, there are three ways to prove the convergence and robustness of ZNN models. They are Lyapunov theory [37] , ordinary differential equation (ODE), and Laplace transform. According to Lyapunov theory, the most important thing is to build a Lyapunov energy function V (t) which must be positive definite. We calculate its differentialV (t). IfV (t) is negative definite then we can draw a conclusion that the equilibrium state of the system is asymptotically stable. That is to say, the residual error of the corresponding ZNN models asymptotically converge to zero. Lyapunov theory can be applied to ZNN models activated by not only linear functions but also nonlinear activation functions. The proof based on ODE and Laplace transform is usually used for linear activation functions. In this paper we will use the Lyapunov theory to prove relative theory of NAZNN1 and NAZNN2 as usual.
For activation functions, there are several used-commonly forms. 1) Linear activation function, Φ (x i ) = x i . ZNN models possess exponential convergence rate when the linear activation function is added. However, as we all known, for the character of exponential convergence rate, the convergence speed of ZNN models will become slowly with the error function getting to zero. In order to overcome this shortcoming, some nonlinear activation functions are put forward. 2) Power activation function, Φ (
where ξ > 2 and q ≥ 3. However, due to the further study, these three nonlinear activation functions cannot make ZNN models achieve finite-time convergence. Then, the Sbp activation function is proposed in [27] , [32] to accomplish this goal, and its formula is
Recently, based on Sbp activation function, two new activation functions are put forward in [33] . They are called New Finite-Time Activation Function 1 (NFTAF1) and New Finite-Time Activation Function 2 (NFTAF2). Their formulas are shown as follows:
with β 1 > 0, and β 2 > 0. The function sgn τ (x i ) mentioned above is defined as
In this paper we will use NFTAF1 and NFTAF2 in zeroing neural network (5) , and the corresponding nonlinear activated models are named as the NAZNN1 model and the NAZNN2 model respectively.
IV. THEORETICAL ANALYSIS
Based on the knowledge in the above, we will analyze the convergence and robustness of the NAZNN1 model and the NAZNN2 model.
A. CONVERGENCE
In this section, some conclusions are obtained from theoretical analysis, and the convergence rate of ZNN model (5) activated by different activation functions is compared.
According to Lemmas 1-2, if the given time-varying matrix A(t) ∈ R n×n and B(t) ∈ R n×n satisfy these conditions and the used activation functions have monotonous and odd character. Then, we can get the fact that the state matrix X (t) ∈ R n×n of ZNN model (5) with any initial state X (0) ∈ R n×n will converge to the time-varying theoretical solution of (1) . From this analysis, some theorems can be concluded. In the following proof of theorems, E ij (t) represents the every element of E(t) at the time t, and E max (t) represents the maximum among E ij (t). Besides, t f and t max are the convergence time of E(t) and E max (t) respectively. (5) , the NAZNN1 model will converge to the time-varying theoretical solution of (1) 
Theorem 1: Given matrices A(t) and B(t) satisfying
Proof: Because the same dynamic equation exists in NAZNN1 for E ij (t) and NFTAF1 is odd function, we have
Then, according to the theory about nonlinear control, if we want every element E ij (t) to converge to zero, we only need to make E max (t) = 0. Therefore we could obtain t max by solving the following dynamic equation:
The following three cases are considered according to the definition of sgn τ (·).
1) Under the condition of E max (0) > 0, (9) can be written asĖ max (t) = −γ · (E max (t)) τ , which is further rewritten as
Integrate above equality from t = 0 to t = t max :
2) If E max (0) < 0, it can get the same result in a similar way. Thus, the derivative procedure is not presented.
3) If E max (0) = 0, it is obvious that t max = 0, which also satisfies (|E max (0)| 1−τ |)/(γ (1 − τ )). By combining the above three cases, we can conclude that the state matrix X (t) of the NAZNN1 model will converge to the time-varying theoretical solution of (1) in finite time (5) , the NAZNN2 model will converge to the time-varying theoretical solution of (1) in finite time t f :
Theorem 2: Given matrices A(t) and B(t) satisfying
Proof: In the same way, we only calculate t max of E max (t) = 0 to prove finite-time convergence of the NAZNN2 model that can be simplified aṡ
1) Under the condition of E max (0) > 0, (10) can be written asĖ max 
, which can be rewritten as
.
,
2) If E max (0) < 0, we can get the same result, and thus delete the detailed derivative process.
3) If E max (0) = 0, it is easy to know that t max = 0, which also satisfies requirement.
By combining the above three cases, we conclude that the state matrix X (t) of the NAZNN2 model will converge to the time-varying theoretical solution of (1) in finite time t f . Proposition 1: Given matrices A(t) ∈ R n×n and B(t) ∈ R n×n satisfying Lemmas 1-2, if Linear activation function, Power activation function, Bipolar Sigmoid activation function and Power-Sigmoid activation function are used in ZNN model (5) , the state matrix X (t) will not converge to the time-varying theoretical solution of (1) in finite time.
Proof: Firstly, Linear activation function Φ (x i ) = x i is considered. Then, from ZNN model (5), we can get the equalityĖ max (t) = −γ E max (t). Try to solve this equation with the same method which is used above. The following equality is obtained:
According to the character of function f (x) = ln x, we can get that lim x→0 f (x) = −∞. Hence E(t) can not converge to zero in finite time.
Secondly, Power activation function Φ (x i ) = x p i with p ≥ 3 is used in ZNN model (5) . We assume every element E ij (t ) → 0 at the time t . SolvingĖ ij (t) = −γ · (E ij (t)) p , we can obtain:
Integrate above equality from t = 0 to t = t : 
At the same way, we assume every element E ij (t ) → 0 at the time t . Then, the ZNN model is expressed by
Integrate above equality from t = 0 to t = t :
At last, Power-Sigmoid activation function is considered, which is a piecewise function. When |x| ≥ 1, it becomes a power function, the theoretical analysis is the same as Power activation function; and if |x| ≤ 1, because 1+exp(−ξ ) 1−exp(−ξ ) is an exact number and according to the proof about Bipolar Sigmoid activation function, lim E ij (t)→0 t = +∞ can also be obtained. Therefore, the ZNN model activated by the power-sigmoid function cannot converge in finite time.
In general, we have proved the Proposition 1 that the neural network with these four activation functions will not realize finite-time convergence.
By Theorem 1, Theorem 2, and Proposition 1, we conclude these activation functions in briefly. For Linear, Power, Bipolar Sigmoid and Power-Sigmoid activation functions, they can make the state solution of ZNN model converge to the theoretical solution of the problem. Besides, Power, Bipolar Sigmoid and Power-Sigmoid activation functions can overcome the disadvantages of exponential convergence which would be caused by Linear activation function. However, these functions can not make E ij (t) converge to zero in finite time. As compared with the upper bound of the ZNN model activated by Sbp activation function [38] , the proposed two NAZNN models have lower upper bound of steady state residual error, therefore they possess the superior performance about convergence in finite time.
B. ROBUSTNESS
The ZNN model (5) aims to get the state matrix X (t) in the ideal environment. However, we should pay attention to the realistic situation that always has unavoidable errors and noise. Thus, we will consider the differential error ∆d(t) ∈ R n×n and the model-implementation error ∆m(t) ∈ R n×n in ZNN model (5) . Then, we can get the disturbed ZNN model:
which is transformed into:
Considering error matrix
, from the above equation, one can get:
In general, for matrix
The Kronecker product of A and B is often defined as:
And as stated in [39] , the equation AXB = C can be vectorized as vec(AXB) = (B T ⊗ A)vec(X ). Besides, for column vectorization of a matrix X = [x ij ] ∈ R m×n , vec(X ) is defined as vec(X ) = [x 11 , . . . , x m1 , . . . , x 1n , . . . , x mn ] T ∈ R mn×1 .
Based on these notion, (13) can be vectorized as the following form:
where e(t) := vec(E(t)) ∈ R n 2 ×1 , p(t) := I T ⊗ (∆d(t)A −1 (t)), q(t) := (B −1 (t)∆d(t)) T ⊗ I , and k(t) := vec(∆m(t) − ∆d(t)A −1 (t)C(t) − C(t)B −1 (t)∆d(t)).
Theorem 3: For ∀t ≥ 0, if ||∆d (t) || F ≤ ε d , and
||C(t)|| F ≤ ϕ C with ϕ C ∈ (0, +∞), then, under the condition of γ > (ε d β A + ε d β B ) /ρ, the steady state residual error of the disturbed ZNN model (12) is bounded by
where l = n 2 , and ρ = f (|e i |)/|e i | ≥ 1.
Proof:
We define a Lyapunov function v = ||e (t) || 2 2 /2 = n 2 i=1 e 2 i (t)/2 ≥ 0. According to the Lyapunov theory [37] , we analyzev as below: 
Every term of equation (15) will be taken into consideration respectively. For the fist term:
For the second term, based on the mathematical characteristic max 1≤i≤l |λ i (X ) | ≤ ||X || F , we can get:
For the third term, the following result can be obtained in a similar way: 
According to (16)- (19) , we can get:
The above equation (20) has two situations to discuss about the value ofv. Firstly, considering γ f
. . , l holds in time interval, we havev < 0. According to the Lyapunov theory, the error vector e(t) will be globally asymptotic stability, which indicates that the state matrix X (t) of the disturbed ZNN model (15) will converge to the theoretical solution of (1). Secondly, considering γ f
at any time point, thenv ≥ 0, which implies e(t) may not converge toward zero. In this situation, e(t) will diverge, which
That means the error vector e(t) reaches steady state at t 0 and when t > t 0 . By analysis above, we will calculate the upper bound of (20) can be rewritten as:
).
By the character of functionḟ (x) = −x (x-a), we know it has two point x = 0 and x = a which makeḟ = 0. Besides, f (x) will get its maximum when x = a. We assumė
The solution of above equation is
with parameter requirement γ > (ε d β A +ε d β B )/ρ, where |e l | is maximal summation of all the elements |e i |,i ∈ 1, 2, . . . , l.
Because |e l | can be upper bound of any |e i |. Therefore,
If ∃|e i | > |e l |, i ∈ 1, 2, . . . , l, thenv < 0 forcing v to decrease. In this situation, e i will decrease until |e i | < |e l | to stop v from decreasing. Therefore, every |e i (t)|, i ∈ 1, 2, . . . , l in e(t) has the same upper bound. So, we have
The proof is complete. Remark 1: Two conclusions about the upper bounds of steady state residual error ||E(t)|| F and entry error |e i (t) | can be obtained from Theorem 3. Then, we can get that the steady state residual error ||E(t)|| F will be smaller by increasing parameter γ . Besides, if we make
i.e., γ satisfies following inequality:
2ρ .
we can conclude that the entry error|e i (t)| will fall into the interval, |e i (t)| ∈ [0, 1] , ∀i ∈ {1, 2, . . . , l}. Lemma 3: Let f L (x), f PS (x), f NFTAF1 (x) and f NFTAF1 (x) denote Linear, Power-Sigmoid, New Finite-Time activation function 1 and New Finite-Time activation function 2. Then we can have the following property about these activation
Proof: Firstly, we consider |f
1+e −ξ x − x. If x = 0, and x = 1, it is easy to get Φ(0) = Φ(1) = 0. We take the derivative of Φ(x) and Φ (x) with respect to x in turn:
is a convex function with 0 < x < 1, and because Φ(0) = Φ(1) = 0. Then we can get Φ(x) > 0 in the domain field of 0 <
Besides, f L (x) and f PS (x) are odd functions, so |f L (x)| < |f PS (x)| hold true when |x| < 1.
Secondly, take |f PS (x)| < |f NFTAF1 (x)| into consideration and define a function Ψ (x) = 1+e −ξ 1−e −ξ · 1−e −ξ x 1+e −ξ x − sgn τ (x) with ξ > 2 and 0 < τ < 1. Clearly, Ψ (0) = Ψ (1) = 0. We take the derivative of Ψ (x) and Ψ (x) with respect to x respectively:
From Ψ (x), we can get lim x→0 + Ψ (x) = −∞. Therefore, there must exist δ 1 > 0, making Ψ (x) < 0 in x ∈ (0, δ 1 ). And from Ψ (x), lim x→0 + Ψ (x) = +∞ can be obtained. So there must exist δ 2 > 0, making Ψ (x) > 0 in x ∈ (0, δ 2 ). Besides, another information, Ψ (x) increases as x ∈ (0, 1) increasing, is obvious. We will discuss Ψ (x) in two different situation. If Ψ (x) > 0 with x ∈ (0, 1). Ψ (x) is a concave function, and because lim
where Ψ (x) monotonically increasing in (0, x 0 ) and monotonically decreasing in (x 0 , 1). And by Ψ (0) = Ψ (1) = 0, Ψ (x) will satisfy Ψ (x) < 0 in x ∈ (0, 1).
If Ψ (x) ≤ 0 with x ∈ (x 0 , 1) where x 0 is a inflection point. Ψ (x) is a concave function in x ∈ (0, x 0 ) and Ψ (x) is a a convex function in x ∈ (x 0 , 1). The value of Ψ (x) will decrease in x ∈ (x 0 , 1), but Ψ (1) = 2ξ e −ξ 1−e −2ξ − τ ≥ 0, Ψ (x) will not decrease below zero. Then due to Ψ (0) = Ψ (1) = 0, Ψ (x) < 0 holds true with 0 < x < 1. Because of the properties of odd functions, when −1 < x < 0, Ψ (x) < 0 still satisfies. Therefore, |f PS (x)| < |f NFTAF1 (x)| in |x| < 1, τ ≤ 2ξ e −ξ 1−e −2ξ and β 1 = β 2 = 1. Thirdly, it is obvious that |f NFTAF1 (x)| < |f NFTAF2 (x)| in |x| < 1, where β 1 = β 2 = 1.
In a word, |f
1−e −2ξ and β 1 = β 2 = 1. The proof of Lemma 3 is now complete. 
Proof: By Remark 1, we can get that if γ ≥ ((
, then the entry error |e i (t)| ∈ [0, 1]. In this case, the activation function defined in |x| < 1 will have an impart. According to Theorem 3, we know that the steady state residual error will be smaller by increasing parameter ρ. However, ρ is decided by |f (e i (t))| |e i (t)| . In order to compare E L , E PS , E NFTAF1 and E NFTAF2 , we only need to compare the corresponding value of ρ. That is to say, only the activation functions should be compared. The smaller the activation function is, the bigger steady state residual error is. Therefore, according to the result of Lemma 3, |f L (x)| < |f PS (x)| < |f NFTAF1 (x)| < |f NFTAF2 (x)| with |x| < 1. We can get that E L > E PS > E NFTAF1 > E NFTAF1 .
V. EXPERIMENT VERIFICATION
In this section, we will give an example to illustrate the fantastic performance of the ZNN model with the activation functions NFTAF1 and NFTAF2. Time-varying coefficient matrices A(t), B(t), and C(t) of the example are defined as
Therefore the equation (1) is written that
− cos (t) sin (t)
x 11 x 12
Every element x ij , i, j = 1, 2, of the initial state matrix X (0) ∈ R 2×2 is generated from [0, 1] randomly.
A. CONVERGENCE
The theoretical solution of equation (1) will be a standard to compare with the state solution of (5). From Figs. 1 and 2 , it is clear that the state solution of ZNN model (5) with NFTAF1 and NFTAF2 can always converge to the theoretical solution quickly and precisely. By Theorems 1 and 2, the upper bound of convergent time about NAZNN1 is t f 1 
and about NAZNN2 is
For equation (26) , when t = 0, the initial error matrix E(0) is
Thus, E max (0) = 2. We can compute t f 1 and t f 2 as Fig. 3 shows that the convergent time of the NAZNN1 and NAZNN2 models are always less than t 1 f and t 2 f . This result correctly proves Theorems 1 and 2. In order to show the superior performance of NFTAF1 and NFTAF2, the Linear, Power, Bipolar Sigmoid and Power-Sigmoid activation functions are compared. Relative parameters of these functions are set as p = 3 and ξ = 4. Fig. 4(a) has shown that the steady state residual errors ||E(t)|| F of ZNN model (5) activated by Linear, Power, Bipolar Sigmoid and Power-Sigmoid activation functions converge to zero exponentially. However, the NAZNN1 and NAZNN2 models always converge to zero directly in finite time. The convergent rate is more quickly.
B. ROBUSTNESS
In order to show the robustness of the NAZNN1 and NAZNN2 models, the differential error ∆d (t) ∈ R 2×2 and the model-implement error ∆m (t) ∈ R 2×2 are added into these two models, and they are set as the following form:
After we take perturbed ZNN models into consideration, the steady-state errors are compared to show the effectiveness of activation functions. Fig. 4(b) has demonstrated that NFTAF1 and NFTAF2 have superior performance at the same condition, as compared with Linear and Power Sigmoid activation functions. The convergent speed is more quickly and the steady-state error is much closer to zero. Fig. 4(b) has shown the correctness of Theorem 4. If perturbed ZNN models are activated by NFTAF1 and NFTAF2, the theoretical upper bound of steady-state error ||E(t)|| F could be obtained. Fig. 5 has shown validity of Theorem 3, which implies the parameter γ influences the convergence rate of ZNN model. Remark 1 analyzes that ||E(t)|| F will decrease with γ increasing, and Fig. 5 has proved this conclusion by setting three different value of γ . In general, the results of these experiments illustrate the excellent performance of the NAZNN1 and NAZNN2 models and certify the relative theoretical analysis.
VI. CONCLUSION
Based on zeroing neural network (ZNN), this paper designs two novel nonlinear activated ZNN (NAZNN) models (termed NAZNN1 and NAZNN2) to solve the time-varying linear matrix equation by exploiting two new activation functions. The purpose is to make the state solution of ZNN models converge to the theoretical solution of the problem in finite time. The maximum finite-time about NAZNN1 and NAZNN2 has been calculated. Besides, it has analyzed that the other activations functions including Linear, Power, Bipolar Sigmoid and Power-Sigmoid do not have such characters. In order to show the superior performance about robustness of NAZNN1 and NAZNN2. The differential error and implementation error are added into these models, and we have got the upper bounds of the steady state residual error. In addition, two relative conclusions are also obtained that the upper bound of steady state residual error decreases as the parameter γ increasing and it negatively correlated with |f (·)|. Finally the results of simulative experiments have shown the validity of theoretical analysis. He has published over 100 research articles in refereed journals and conferences. His current research interests include artificial intelligence, machine learning, intelligent information processing, evolutionary computation, and soft computing.
