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This paper presents computer vision techniques for forest ﬁre perception involving measurement of forest ﬁre properties (ﬁre front,
ﬂame height, ﬂame inclination angle, ﬁre base width) required for the implementation of advanced forest ﬁre-ﬁghting strategies. The sys-
tem computes a 3D perception model of the ﬁre and could also be used for visualizing the ﬁre evolution in remote computer systems. The
presented system integrates the processing of images from visual and infrared cameras. It applies sensor fusion techniques involving also
telemetry sensors, and GPS. The paper also includes some results of forest ﬁre experiments.
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Hundreds of millions of hectares are devastated by wild-
ﬁres each year. Forest ﬁres lead to the destruction of forests
and the wildlife that inhabits them and have disastrous
social, economic and environmental impacts. Forest ﬁre
ﬁghting involves extensive human resources. Fire ﬁghting
is a very dangerous activity, which originates causalities
every year. In many cases, the lack of information about
the current state and the dynamic evolution of ﬁre plays
a central role in the accidents.
Thus, forest ﬁre perception in real-time is a key issue for
the development of advanced ﬁghting strategies. Today
GPS systems make possible to know the current position
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and communication are able to provide real-time informa-
tion and to transmit forest ﬁre ﬁghting commands [21].
However, the information about the ﬁre front, ﬂame
height, ﬂame inclination angle, ﬁre base width, etc. is very
diﬃcult to obtain and involves advanced computer vision
systems. It should be noted that forest ﬁre perception suf-
fers from all the general drawbacks that are present in ﬁeld
perception (uncontrollable and sudden changes in environ-
mental conditions, calibration problems, etc.), plus some
others related to the particular characteristics of ﬁres: very
hostile environment, smoke, and the nature of the ﬁre
(non-rigid and motion diﬃcult to be predicted). Artiﬁcial
vision and image processing techniques have been devel-
oped mainly for forest ﬁre detection [15,2,7]. Also, several
satellite-based systems have been proposed for forest ﬁre
monitoring. However, the time scale and spatial resolution
of these systems is still very low for the requirements of for-
est ﬁre ﬁghting in many cases [19].
This paper presents a new system for forest ﬁre percep-
tion involving sensor fusion (i.e. visual, and infrared (IR)
cameras, GPS) and several computer vision techniques
for real-time measurement and visualization of signiﬁcant
properties of forest ﬁres. The presented system is able to
compute the location of the ﬁre front in geolocated coordi-
nates, and also characteristics of the ﬁre such as ﬁre base
width, ﬂames length, ﬂames inclination angle, maximum
ﬂame height, and also the temporal evolution of the ﬁre
front in a map. The system has been tested online in many
controlled ﬁeld ﬁre experiments carried out since 1998 and
could be used to provide very valuable information in for-
est ﬁre ﬁghting.
Furthermore, the proposed system can be extended to
be used with cameras installed in aerial vehicles, including
unmanned aerial vehicles [16,12], in future systems for ﬁre
ﬁghting. At this point, it should be noted that the idea of
using robots for ﬁre ﬁghting is not new (see for example
[1,3]). In fact, they can be considered as intervention robots
in a very hostile environment. However, the practical appli-
cation of these robots in forest ﬁre ﬁghting still requires sig-
niﬁcant research and development eﬀorts.
The paper is organized as follows: Section 2 presents the
architecture of the ‘‘Experimental Fire Monitoring Tool’’.
Section 3 describes the perception system including the
advantages and drawbacks of using diﬀerent types of cam-
eras and views. Section 4 is devoted to the image processing
techniques that has been developed and integrated in the
perception system. Section 5 presents some experimental
results. Section 6 presents the conclusions and at last
acknowledgements.Fig. 2. Architecture of the ‘‘Experimental Fire Monitoring Tool’’.2. Experimental Fire Monitoring Tool
The ‘‘Experimental FireMonitoringTool’’ processes syn-
chronized sequences of infrared and visual images to esti-
mate, in real-time, ﬁre propagation features such as rate of
spread, ﬂame length, ﬂame height, ﬂame inclination angle,
ﬁre base width, and the position of the ﬁre front; and pro-
duces and displays views of the 3Dﬁremodel built with these
measures. Fig. 1 shows a schematic description of some
parameters required for forest ﬁre characterization.
The architecture of the proposed system is shown in
Fig. 2. The tool has two types of inputs. The ﬁrst one isFig. 1. Description of the ﬁre parameters to be measured: ﬂame length (d),
ﬂame height (h), ﬁre front width (w), position of the most advanced point
with respect to a reference (l), ﬂame inclination angle (h).a group of sequences of infrared and visual images from
several views. The real-time image acquisition tool (within
the Sensors Interface block) allows several synchronized
input sequences taken by cameras at diﬀerent locations.
The other type of inputs is ﬁeld information, including ter-
rain maps. Also, information regarding the number of
cameras deployed and their location (by means of DGPS)
and relative orientation with respect to the ﬁre is consid-
ered. The system allows versatile combination of diﬀerent
views and cameras.
The main objectives of the Image Processing block,
which will be described in detail in Section 4, are to extract
the previously mentioned ﬁre features from the images and
to obtain measures in real-world coordinates. This block is
divided into four sub-blocks: Processing, Geolocation,Mea-
surements Estimation, and Sensor Fusion. The Processing
sub-block is responsible for the analysis of each image
and obtains estimations on the image plane of ﬁre proper-
ties. The Geolocation sub-block combines the results
obtained from the Processing sub-block with ﬁeld data (ter-
rain model and landmarks) to compute real-world estima-
tions of the ﬁre features. If several cameras are used the
Sensor Fusion sub-block implements the combined process-
ing techniques that will be described in Section 4.4. The
Measurements Estimation block computes additional infor-
mation such as the most advanced point of the ﬁre front
with respect to a reference, and also implements ﬁltering
techniques to eliminate spurious eﬀects and to reduce
inaccuracies.
The Visualization and 3D Perception Model block gener-
ates and displays the 3D views of the terrain model and the
3D views of the ﬁre model computed from the Measure-
ments Estimation sub-block. The block also displays and
stores in ﬁles the data computed from the ﬁre.
The Communication Interface is responsible for the
information interchange and synchronization between all
the blocks.3. Deployment of the perception system
The objectives of the ‘‘Experimental Fire Monitoring
Tool’’ were presented in the previous section. The system
uses redundant information, given by several cameras at
diﬀerent locations, and considering diﬀerent modalities
(IR and visual cameras), to cope with these objectives.
Fig. 3 illustrates the deployment of several cameras
(visual and infrared) from several views. The perceptionFig. 3. Scheme of cameras deployment.
Fig. 4. Frontal (a) and lateral view (b) of one ﬁeld ﬁre esystem described in this paper considers cameras in ﬁxed
positions. Fig. 4 shows two views obtained from cameras
on the ground.
Fixed cameras can be deployed in a rich variety of com-
binations such as frontal or backward view (the camera
axis is perpendicular to the ﬁre front) and lateral view
(the camera axis is parallel to the ﬁre front) as shown,
respectively, in Fig. 4a and b. The diﬀerent positions have
advantages and drawbacks. When smoke does not occlude
the ﬂames, frontal visual images allow the extraction of the
ﬁre front and are able to estimate the rate of spread, but
not the ﬂame angle. They can also estimate the ﬂame
height. Lateral visual cameras are useful to extract the
maximum ﬂame height, ﬂame inclination angle, and ﬁre
base width.
By using aerial images, it would be easier to obtain mea-
sures of the ﬁre front, including rate of spread and total
burnt area as well as the more intense parts of the ﬁre front,
which is a valuable information for ﬁre ﬁghting. However,
it would be necessary to reduce the eﬀect of the vibrations
of the aerial vehicles. This could be done by means of gim-
bals that provide gyro-stabilization of the sensor platform
or by means of further processing [12].
Infrared images can be used to provide estimations of
the ﬁre front such as its position, rate of spread, and ﬁre
base width. On the other hand, the processing of the images
from visual cameras can provide ﬂame measures such as
the ﬂame length, ﬂame height over the terrain and ﬂame
angle. Although visual cameras have lower costs, some-
times they cannot provide accurate measurements, particu-
larly when smoke occludes the ﬁre. In these cases, IR
cameras are very valuable because smoke is transparent
for infrared radiation in the spectral band considered (3–
5 lm) [6], and then does not occlude the ﬁre front in the
infrared images. However, the adaptation of the IR cam-
eras to the ﬁlming of ﬂames (up to 1200 C) sometimes
requires attenuators to avoid the saturation of the
sensor.
The ‘‘Experimental Fire Monitoring Tool’’ also requires
as inputs the position of the cameras and of some land-
marks in geographical coordinates (as UTM) in order to
geolocate the ﬁre segmented on the image plane (Section
4.3). These positions are measured with DGPS devices.xperiment carried out in Gestosa (Portugal) in 1999.
Fig. 5. Colour visual image from a forest ﬁre (a) and its corresponding red component (b).The presented system can consider a wide variety of
camera types and positions. The conﬁguration can be cho-
sen according to the measures needed. Computer vision
systems based on multiple cameras obtain complementary
and sometimes redundant information, which is useful to
reduce errors and increase the reliability of the system,
see Section 4.4.
4. Image processing
This section is devoted to the description of the algo-
rithms used for extracting the ﬁre measures from the
images. The section is divided into ﬁve sub-parts: ﬁre seg-
mentation, ﬁre characterization, geolocation, combined
processing and ﬁltering.
4.1. Fire segmentation
Diﬀerent segmentation methods are applied depending
on the type of image: visual or infrared.
4.1.1. Visual images
Two main segmentation techniques have been consid-
ered in the ‘‘Experimental Fire Monitoring Tool’’. The ﬁrst
one is based on the fact that visual colour images of ﬁre
have high magnitude components in the red component
of the RGB coordinates. In fact, in the ﬁre experiments car-
ried out, ﬁre originates the highest magnitude in the red
RGB component (see Fig. 5a, which shows a colour visual
image from a forest ﬁre, and Fig. 5b, which shows its red
component). This property allows using simple threshold-
based criteria. The experiments show that the iterative
thresholding algorithm described in [18], applied over the
red ﬁeld, provides good ﬂame segmentation in many cases.
However, the robustness of this approach was not satisfac-
tory in case of presence of smoke in the images.
Therefore, a training-based algorithm similar to that
described in [17] has been tested. During the training step,
a look-up table for the RGB colour space is built. For each
triple (R,G,B), this look-up table returns a Boolean value
indicating whether this colour represents ﬁre or not. The
training phase builds this look-up table from pairs com-
posed by a colour image and a Boolean mask of the samesize of the image. Each position of the mask indicates if the
corresponding pixel is ﬁre or background. An RGB histo-
gram is created by accumulating Gaussian distributions
centred at the RGB triples corresponding to ﬁre pixels in
the image, and subtracting another (smaller) Gaussian dis-
tribution centred at the RGB triples corresponding to
background. Finally, this RGB histogram is thresholded,
resulting in the RGB look-up table.
Both techniques generate binary images with ﬁre
regions. Binary erosion is performed to eliminate isolated
spurious pixels detected as ﬁre. The ﬁnal step applies of a
region-growing algorithm using colour properties.
4.1.2. Infrared images
Infrared cameras generate B&W images with estima-
tions of the radiation intensity in the scene. In ﬁre images,
ﬁre is the source that originates the highest radiation inten-
sity. Thus, it is also reasonable to consider thresholding for
segmenting IR images.
For IR images in the band (3–5 lm) the radiation inten-
sity of the ﬁre base is higher than that of the ﬂames. Thus,
the intensity values of the pixels corresponding to the
ﬂames are lower than the intensity values of the pixels cor-
responding to the ﬁre base, and then a threshold value
could be determined to diﬀerentiate ﬂames and ﬁre base.
The computation of this threshold value is highly applica-
tion-dependent and the classical threshold selection algo-
rithms tested have shown poor performance in this
application.
For IR images a fuzzy multiresolution algorithm is used.
This algorithm computes the threshold using heuristic
knowledge incorporated in a fuzzy decision system that
supervises a multiresolution wavelet-based coarse-to-ﬁne
threshold search analysis. An initial histogram region for
the intensities of the object is selected by using a coarse
description of the image histogram. This initial histogram
region is restricted more and more at increasing level of
scale under the supervision of fuzzy supervising decision
systems that incorporate heuristic knowledge on the type
of object and illumination conditions. Fig. 6 shows a
scheme of the fuzzy multiresolution method. At each level
of resolution the Fuzzy Region Selection System selects the
histogram modes likely to be originated by the object of
Fig. 6. General scheme of the method fuzzy-wavelet algorithm for threshold selection.
Fig. 8. Scheme of characterization of ﬁre regions.
Fig. 7. Application of the algorithms to two ﬁre images: (a) frontal visual image, (b) its red ﬁeld, (c) contour obtained; (d) an infrared image from a static
camera on the ground, (e) thresholded infrared image, (f) contour obtained.interest. These histogram modes will be analysed with more
details at the next (ﬁner) level of resolution. The heuristic
knowledge about the objects of interest and the computer
vision problem is incorporated into the Fuzzy Region Selec-
tion System as a set of fuzzy rules. A more detailed descrip-
tion can be found in [10,11].
Due to the signiﬁcant level of noise in the images, image
thresholding can originate spurious eﬀects, mainly origi-
nated by isolated ﬂame pixels in the background and gaps
in the ﬂames. A binary correction algorithm was applied to
ﬁlter out these spurious eﬀects and increase the uniformity
of the image. For both type of images, the ﬁnal step applies
contour detection functions to identify the edges of the seg-
mented regions. Once the contours have been computed it
is simple to make measurements of the position of ﬁre
front, ﬂame height and ﬁre base width.
Fig. 7 illustrates the performance of the above-mentioned
algorithms on two images from controlled ﬁre experiments.
Two cases are shown: visual image and infrared image. For
each case, three images are displayed. The ﬁrst column
(Fig. 7a and d) shows the original images. Fig. 7b shows
the red ﬁeld for the visual image. Fig. 7e shows the threshol-
ded infrared image. Fig. 7c and f shows the resulting images
after segmentation and contour detection.
4.2. Fire object characterization
The results from the previous techniques are ﬁre regions
segmented on the image plane. To obtain ﬁre measures the‘‘Experimental Fire Monitoring Tool’’ characterizes the
segmented ﬁre regions as depicted in Fig. 8. The important
characteristics are the ﬂame contour and the ﬁre base
(delimited by the forward and backward base contours).
Given a ﬁre region o, let Cbo ¼ fpbok; k ¼ 1; . . . ;Nog be
the set of pixels of the backward base contour of ﬁre region
o. Cfo ¼ fpfok; k ¼ 1; . . . ;Nog is the set of pixels of the for-
ward base contour and Clo ¼ fplok; k ¼ 1; . . . ;Nig is the set
of pixels of the ﬂame contour. In general, depending on
the relative orientation of the camera with respect to the
ﬁre-only part of the backward or forward base contours
will be seen (the ﬂames will occlude part of them).
The dynamic characteristics of ﬁre are used to character-
ize the ﬁre regions. In general, the positions of the ﬁre base
pixels change more slowly than those of the ﬂame pixels.
The binary image I^ i contains the pixels that have not chan-
ged over the last n frames:
I^ i ¼ I in  I inþ1      I i; ð1Þ
where  represents the binary AND operator and Ii the
binary image containing the ﬁre objects at time i. If n is cor-
rectly chosen, I^ i contains only ﬁre base pixels. The edge of
the ﬁre regions in I^ i represents the contours of the ﬁre base
ðCfo [ CboÞ.
A further characterization is needed to compute the ﬁre
base width, identifying the pixels of the ﬁre base corre-
sponding to the forward and backward base contours.
That can be done by analyzing the motion of the ﬁre base.
The velocity vbo;i of the centroid of C
f
o [ Cbo (ﬁre base con-
tour for region o) gives an estimation of the direction of
advance of the ﬁre base on the image plane at time i. Using
the direction of vbo;i, it is possible to diﬀerentiate between
pixels of the backward base contour and of the forward
base contour, and thus it is possible to compute the width
in pixels of the ﬁre base (see Fig. 9). To obtain a robust
estimation of the temporal evolution of vbo;i, it is averaged
along several frames.
Also, it is needed to estimate the ﬂame inclination angle
on the image plane in order to assign the pixels of the ﬁre
base contour to their corresponding pixels of the top of the
ﬂames. A rough estimation is given by vector
vlo;i ¼ clo;i  cbo;i, where clo;i is the centroid of Clo (the set of
pixels corresponding to the top of the ﬂames), and cbo;i is
the centroid of Cbo at time i (see Fig. 9). It should be noted
that the inclination angle is not really uniform along the
whole ﬁre front, but this approximation is valid for most
of the experiments.
Fig. 10 shows an example with three consecutive visual
images. The middle row shows the ﬁre base identiﬁed with
n = 3 using a ﬂame rate of 1 frame/s. The bottom rowl
io,c
b
io,c
b
io,v
l
io,v
Fig. 9. Top left: ﬁre base contour and direction of advance of its centroid.
Top right: correspondence among pixels of the backward and forward
base contours to compute the ﬁre base width. Bottom left: base contour
(solid), top of the ﬂames (dashed) and their centroids. Bottom right:
correspondence among pixels of the backward base contour and pixels of
the top of the ﬂames.shows in blue the pixels of the backward base contour
and in red the pixels of the ﬂame contour.
4.3. Geo-location
As it has been pointed out, the image processing block
provides image features of the ﬁre, such as the position in
pixel coordinates of the ﬁre front, the ﬂame height, and
others. The ﬁre front is then geo-located in order to obtain
measures of its evolution. This implies that the position
and orientation of the camera should be known, and also
that the camera should be internally calibrated. All these
data should be computed for the set of static cameras
deployed in the ﬁeld (in general, by matching landmarks
with their projections on the image plane). In operational
conditions, it is interesting to simplify the operations
needed to obtain these parameters.
Two basic situations are considered: 2D terrains (i.e.,
the terrain shape can be approximated by a plane), and full
3D terrains.
4.3.1. 2D terrains
If the terrain is planar, the relation between the terrain
plane and the image plane is an invertible linear projective
mapping, a homography [8]. Without loss of generality, if
the plain corresponds to Z = 0, then the following relations
hold:
s
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for camera j, where p = [u v 1]T are the homogeneous pixel
coordinates of the pointP = [XY 0 1]T in world coordinates.
r1,j, r2,j, and tj are, respectively, the two ﬁrst columns of the
rotation matrix and the translation vector which relate the
world coordinate system to a coordinate system centred at
camera j (see Fig. 11), and Aj represents the internal calibra-
tion for camera j. This situation is interesting because only
four correspondences among points and their image coordi-
nates are needed to compute the homographyHj. Also, there
is no need to compute explicitly the external or internal
parameters of the camera. The homography is invertible.
Therefore, if Hj is known, it is possible to calculate the
geolocated coordinates of every pixel on the image plane.
It should be noted that, although the terrain may be not
planar, if the cameras are located far enough (i.e., if the dis-
tance from the camera to the terrain is large compared to
the deviations from a planar surface), the planar approxi-
mation is still valid, and that is the case in many of the
experiments carried out. Notice that in the case of forest
ﬁres it is not likely to deploy the cameras very close to
the ﬁre.
Fig. 10. Top row: three consecutive images. Middle row: ﬁre base pixels identiﬁed with n = 3 and fame rate: 1 frame/s. Bottom row: in blue, pixels of the
backward base contour and in red, pixels of the ﬂame contour.4.3.2. 3D terrains
In this case, a digital elevation model of the terrain is
used to represent the scene. Geolocation of ﬁre front pixels,
which are located on the ground, is done by projecting the
pixels on the terrain model, see Fig. 11. In this case, the
camera should be explicitly calibrated. Relations (4) and
(5) become:s
u
v
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7775 ð4ÞFig. 11. Scheme of image projection on the terrain.Several correspondences between pixels on the image plane
and 3D points are needed to calibrate the camera. In gen-
eral, it is not realistic to know the position of many points
or landmarks in forest ﬁres scenes. Thus, the following
assumptions are made to reduce the number of correspon-
dences required for calibration:
• The position of the camera is measured by means of
DGPS.
• The rotation matrix is parameterized using the row,
pitch and yaw angles, and the roll angle is considered
as 0.
• The skew cj is considered 0, and the aspect ratio 1
(aj = bj). The principal point [u0,jv0,j]
T in (5) is also
assumed to be known.
Artiﬁcial beacons (Fig. 12) and natural marks (such as a
tree or a ﬁre ﬁghter truck) were used for calibration in the
ﬁre tests shown in Section 5. The calibration procedure is
described in Section 4.3.3.4.3.3. Iterative and non-lineal calibration method
This technique is used to compute the orientation of the
camera and its focal length. The orientation is expressed
using the roll, pitch, and yaw (RPY) angles. As mentioned,
Fig. 12. Landmarks used during the experiments.this technique assumes that the roll angle is zero (a usual
assumption for ﬁxed cameras), and the UTM coordinates
of the position of the camera, as well as the UTM coordi-
nates of natural landmarks or beacons placed on the ter-
rain, are known. Then, the parameters to be computed
are: the yaw (uY) and pitch (uX) angles, and the focal
length (aj = bj).
The method works as follows: taking initial values of the
calibration parameters (uY, uX, and aj), the transform
matrix P^0j is estimated. Then, errors are obtained by pro-
jecting the landmarks on the image plane using P^0j and
comparing their positions with the real values on the
image. The method will change the parameters trying to
minimize these errors, obtaining a new estimation P^kj in
step k. The procedure follows until the errors are below a
certain level.
The initial values of uY and uX in the iterative algorithm
are the average of the angles that form each landmark with
the camera position (in order to have a suitable initial
approximation, these landmarks should be well distributed
over the image). In the experiments described in this paper,
this average is roughly the centre of the area to be burned.
This is a coarser estimation but it is suﬃcient as the ﬁrst
values for the algorithm.
The algorithm optimizes the parameters separately with
a non-linear least squares optimization procedure based on
the interior-reﬂective Newton method [4,5] until the errors
are lower than a threshold value.4.4. Combined processing
By using the previous relations, it is possible to obtain
ﬁre measures in geographical coordinates from the features
obtained from the image planes. As it has been pointed out
in Section 2, the ‘‘Experimental Fire Monitoring Tool’’
allows several input sequences, which can be used to
improve the measures obtained. This can be approached
in two ways.
The ﬁrst approach could be seen as a decision-level sen-
sor fusion [9]. Some ﬁre parameters can be measured fromseveral cameras independently. In this case, each camera j
could be seen as a measurement device, that generates a
measure mji at time i. There is a conﬁdence index xji asso-
ciated to this measure. The measures are combined follow-
ing the equation:
Mi ¼
P
jmjixjiP
jxji
ð5Þ
The conﬁdence indexes are computed as:
xji ¼ F j 1r2ji
 !
; ð6Þ
where Fj encodes the heuristical information related to the
camera j (Fj 2 [0, 1]), and rji is the resolution (meters/pixel)
associated to the measure at time i for camera j. As an
example, if m is the advance of the ﬁre front with respect
to a reference, F will be set to the maximum value for infra-
red cameras and a lower value for visual cameras, due to
the fact that the infrared cameras considered are not af-
fected by smoke (see Section 3). The resolution rji is com-
puted by using the calibration information related to
camera j.
Similar expressions to Eqs. (7) and (8) could be obtained
from a Bayesian approach by considering the measures as
independent and assuming a normal distribution for the
errors in m, of zero mean and a standard deviation propor-
tional to the resolution r, and obtaining the most likely
value given the diﬀerent measures [14].
However, the processing of a single image sequence does
not usually allow computing all the parameters of the ﬁre,
due to the geometry of the camera with respect to the ﬁre
or due to the characteristics of the image. For instance,
the ﬁre base width cannot be measured with a single visual
camera with frontal view due to the occlusion by the
ﬂames. Also, an infrared image does not allow estimating
the ﬂame height with accuracy because the ﬂame radiation
decreases when the distance to the ﬁre front base increases.
Moreover, the inclination of the ﬂames has to be computed
using lateral views.
Another approach could be seen as a sensor fusion tech-
nique at the feature level. The features estimated in one
image can be represented on the image plane of other cam-
era by applying view transformations as those described in
Section 4.3. Given two cameras, i and j, a point P is
observed as pi in camera i and as pj in camera j. For 2D ter-
rains, considering homogeneous coordinates, the relation
between cameras is (see example in Fig. 13):
pj ¼ HjH1i pi; ð7Þ
where Hj (and Hi) is given by Eq. (4). In case of 3D scenes
and for calibrated cameras, a pixel pi in camera i can be
projected over the terrain, and then re-projected on the im-
age plane of camera j:
pj ¼ PjP; ð8Þ
where Pj is deﬁned by Eq. (6).
Fig. 13. Left: one view of the terrain. Middle: same terrain viewed from a frontal camera. Right: both views overlapped in the same image using relation
(7).
Fig. 14. (a) Example of combined IR–visual processing using diﬀerent views, (b) scheme with geometrical parameters of ﬁre.Fig. 14a shows an example of combined image processing
using an infrared frontal view and a lateral visual view for a
ﬁre spreading on a planar surface. From the lateral visual
image, it is not possible to determine with accuracy the most
advanced point of the ﬁre front with respect to the ignition
line (parameter l in Fig. 14b), because the ﬂames occlude part
of the forward base contour (point C in Fig. 14a, lateral
view). However,C can be clearly obtained from the segmen-
tation of the ﬁre base (Section 4.1.2) in the infrared frontal
view (C in Fig. 14a, IR view). The ﬁre base width can be com-
puted by using the infrared image as well. The ﬂame inclina-
tion angle (h in Fig. 14b) can be computed in the lateral view
using the procedure described in Section 4.2 (the IR view
cannot provide a reliable measure in this case). However, a
more accurate angle can be obtained if the point in the ﬁre
base corresponding to the maximum height ﬂame (point B)
is obtained using the IR view. Finally, this point B can be
transformed into the lateral view. Then, the parameters h
and h (see Fig. 14b) can be easily computed.
The case of a frontal visual view and a lateral visual view is
similar, but now the frontal view only provides pointA in the
ﬁre base corresponding to the highest ﬂame (it cannot pro-
vide themost advanced pointC asmentioned before). Trans-
forming point A into the lateral view, the ﬂame height h and
an approximate value of the inclination h can be measured.
4.5. Filtering
A wide range of local errors and perturbations are fre-
quently originated in visual monitoring and measurement
in unstructured environments. These perturbations often
generate unnatural local evolution of the target monitoredwith harmful consequences in many applications. In forest
ﬁres, these perturbations have the global eﬀect of originat-
ing negative increments in the advance of the ﬁre front,
which is not natural due to the absence of unburned
material.
A fuzzy-wavelet technique was adopted to ﬁlter out
these perturbations. The main idea is to design a ﬁlter able
to eliminate the perturbations from the noisy input at an
elementary scale of resolution. Fuzzy ﬁlters are proposed
for its simplicity of adaptation to speciﬁc applications. This
ﬁlter is applied to the wavelet decompositions of the noisy
input sequence at several levels of resolution, in order to
eliminate the perturbations at those levels of scale. This
fuzzy-wavelet technique is capable of eliminating local per-
turbations preserving the global trends of the input.
Fig. 15a shows the scheme of the method. Let s(n) be a
noisy sequence. The algorithm applies the Fuzzy-Wavelet
Filter Component from level N downwards (N, N1, . . .,
0). Fig. 15b shows the scheme of the Fuzzy-Wavelet Filter
Component at level w. The ﬁrst step is to apply the wavelet
packet decomposition at level w to the input sequence, gen-
erating Dw,i, where i = [0, 2
w1] (see Fig. 15c). Then, all
decompositions are ﬁltered using the Fuzzy Filter. The
resulting sequences, Dfw,i, are ﬁnally combined to recon-
struct the sequence.
The Fuzzy-Wavelet Filter Component at level w cancels
the undesired perturbations in the neighbourhood Mw,
where M is the number of neighbouring values. First, the
scheme shown in Fig. 15a is applied for N = 0. Therefore,
the Fuzzy Filter is applied to D0,0 = s(n) and local perturba-
tions within M neighbours are cancelled. If no undesired
behaviour is detected in Df0,0, the algorithm stops. Other-
Fig. 15. Fuzzy-wavelet ﬁlter: (a) general scheme, (b) Fuzzy-Wavelet Filter Component at level w, (c) wavelet packet decomposition tree.
Fig. 17. Monitoring of a ﬁre with two visual cameras and one infrared
camera.
Fig. 16. Left: aerial view of the Gestosa experimental site. The image covers an area of about 4 km · 4 km. Right: zoom of one of the burning areas.wise, the general scheme should be consecutively applied
for N = 1, 2, . . . until no harmful eﬀects are found.
The Fuzzy Filter proposed for ﬁre monitoring is based
on fuzzy ﬁlters based on IF–THEN–ELSE fuzzy reasoning.
The operation is window based: a set of two neighbouring
values (i.e. M = 3) is considered. Let x(n) be the value in a
noisy sequence. The inputs of the fuzzy ﬁlter are the incre-
ments that take place in the neighbourhood,
Dx1 = x(n)  x(n  1) and Dx2 = x(n + 1)  x(n). The ﬁlter
processes the inputs using fuzzy rules with the aim of can-
celling negative increments. The output, Dy(n), is the cor-
rection term to cancel negative increments, i.e. the
corrected value is y(n) = x(n) + Dy(n). If no rule is acti-
vated, the central value is left unchanged. The fuzzy ﬁlters
can be easily particularised to the elimination of negative
increments of the ﬁre front spread.
5. Experimental results
The ﬁre perception system proposed in this paper has
been used to monitor ﬁeld ﬁre experiments carried out in
Gestosa (Portugal, see Fig. 16) from 1998 to 2005 [20].
Fig. 17 shows the monitoring tool using two visual cameras
(one frontal view and one lateral view) and one infrared
camera. A 3D view of the ﬁre model is generated usingthe computed measurements and displayed. Fig. 18 shows
the monitoring of a ﬁre using only one visual camera.
The system provides the ﬁre measures described in prece-
dent sections as well as the rate of spread. The system is
also capable of giving the temporal evolution of ﬁre
data.
Fig. 18. Monitoring of a ﬁre with one frontal static visual camera.
Fig. 20. Nadir view of the ﬁre-front shape evolution in geographical
coordinates each 10 s for the experiment in Fig. 19.The ﬁre characteristics provided by the system have
been evaluated and compared with results obtained by
using classical ﬁre measuring methods. An independent
estimation of the ﬁre front evolution was obtained by
deploying threads on the ﬁeld and writing down the time
instants when the threads were reached by the ﬁre [20].
The results of the evaluations carried out were satisfactory,
obtaining very low errors. Fig. 19 shows the temporal evo-
lution of the most advanced point of the ﬁre front (with
respect to the ignition line) of an experiment in May
2000. The upper and lower curves show the results
obtained from the analysis of the infrared and visual
images respectively. The central one is the result of the sen-
sor fusion described. The dots represent the time instants in
which the threads were cut. These results show the syner-
gies obtained by the joint processing and data fusion.
Fig. 20 shows the evolution of the ﬁre front in geographical
coordinates.
Fig. 21a and b shows the temporal evolution of the
advance of the ﬁre front and the ﬁre front width of an
experiment in May 1999. Again, the measurements of the
ﬁre front advance are compared to those obtained byFig. 19. Left: advance of a ﬁre monitored using an infrared and a visual ca
advance.threads deployed on the ﬁeld. Additional results can be
found in [20].6. Conclusions
Forest ﬁres have disastrous impacts. Forest ﬁre ﬁghting
involves extensive human resources. It is a very dangerous
activity, in which there are many casualties every year. Fire
perception in real-time is a key issue for the protection of
people and development of ﬁghting strategies.
This paper has presented a system for forest ﬁre percep-
tion involving measurement of forest ﬁre properties (ﬁre
front location, ﬂame height, ﬂame inclination angle, ﬁre
base width) required for the implementation of advanced
forest ﬁre-ﬁghting strategies. The design of the computer
vision systems involving infrared and visual cameras is dis-
cussed. The ﬁlters and computer vision techniques, involv-
ing algorithms, calibration methods and combined infrared
and visual image processing are summarized. The systemThreads
Most advanced
point
mera. Right: scheme of the threads used for manual computation of ﬁre
Fig. 21. (a) Advance of the ﬁre front, (b) ﬁre front width.computes a 3D perception model of the ﬁre, which can be
transmitted via TCP/IP for its visualization in remote com-
puter systems.
The paper includes some results of ﬁre experiments car-
ried out in Gestosa (near Coimbra, Portugal) since 1998.
These experiments, close to operational conditions, have
demonstrated the interest of the presented system, which
is currently being used by research groups on ﬁre behav-
iour. One of the main conclusions of these tests is that
the robustness of the system against the potential sources
of errors can be accomplished by using complementary
information, provided by cameras of diﬀerent types (visual
and infrared) at diﬀerent locations.
The experiments described in the paper have been car-
ried out using mainly ﬁxed cameras. The extraction of ﬁre
measures using cameras on vehicles and particularly on
helicopters is object of current research [16,13]. On the
other hand, new research and development activities have
been planned for the operational use of the system in the
INFOCA forest ﬁre ﬁghting plan of the Regional Govern-
ment of Andalucı´a (Spain).Acknowledgements
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