Abstract
Spatial data 1: Rainfall data

143
In this study, rainfall datasets were collected from twelve rain gauges located within 144 the watershed boundary and two outside stations that were within approximately 10 145 km of the watershed boundary were also used (Fig. 1) . The rain gauge falling within a 146 given sub-catchment is identified using the GIS software. The annual mean rainfall 147 recorded by these rain gauges is listed in Table 1 . Previous studies have demonstrated 148 rainfall uncertainty comes from the lack of representative rain gauges and then the 149 need to interpolate the rainfall data between rain gauges (André assian et al., 2001; 150 McMillan et al., 2011). Our previous study (Shen et al., 2012a) has already focused on 151 the impact of interpolation methods on the spatial rainfall heterogeneity so we focused 152 on the representativeness of rainfall stations. In this sense, rainfall data-induced 153 uncertainty was analyzed in two steps: 1) the dataset of each rain gauge was used as 
Spatial data 2: DEMs
162
In this watershed, two DEM sets were available for NPS modeling: 1) the National As discussed above, land use data available for the modeling effort will likely come 174 from numerous sources; therefore, an assessment of available land use data and the 175 time period covered by these data should be made. In this study, land use data were 176 obtained from the 1980s (1980-1989), 1995, 2000, and 2007 and their impacts were estimated respectively using the calibrated SWAT model. In 184 our previous study (Shen et al., 2013a) , the resolution of land use data was shown to 185 have only a slight influence on simulated NPS-P for the study region; therefore, the 186 land use map was not resampled in this study. 
Analysis of the model results
216
This study focused on error-propagation from input data to NPS-TP predictions (the the CV, which is a normalized measure of dispersion of a probability distribution, is 221 defined as a dimensionless number by quantifying the ratio of the SD to the MV.
222
Compared to SD, the CV is more appropriate for comparing different data sets; 223 therefore, it was used as the main approach for expressing uncertainty in this study. determined for all six given outlets. As illustrated in Fig. 3 Table 4 The sensitivity of simulated TP (CV values) to different input dataset 
