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1 Introduction
When traditional ﬁxed-viewpoint video of an event is rendered, the only viewpoint available for
playback is that of the camera that recorded the event. Free-viewpoint video (FVV) attempts
to break this restriction by allowing the speciﬁcation of the viewpoint at the point of rendering
rather than the point of recording. This work proposes to apply the techniques of FVV to video
recorded at outdoor sporting events.
Sports often rely on the movement of contestants within a delineated playing area. Cameras
are set up to try to get a direct view of the boundaries of these areas, as play here is often crucial
to the game. However, as the broadcasters typically have a limited number of cameras, they
must try to preempt the locations of interesting boundary events. If they get this wrong they
risk missing out on crucial footage and also waste a camera that could have provided another
angle for general coverage.
Similarly, a great deal of tactical interest in sport relies on the spacial conﬁguration of the
competitors, such as the relationship that determines whether a player is oﬀside in football.
These relationships are often very diﬃcult to determine unless a camera is speciﬁcally placed to
highlight the desired relationship. As the conﬁguration of the contestants may become interesting
at an arbitrary time and location in the playing area, it is impossible to place cameras accurately
to guarantee a good viewpoint. As a result it can often be very diﬃcult, if not impossible, to
work out the spacial relationship of the contestants from the broadcast coverage of a sporting
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Finally, with broadcasters competing for share of the large audiences that big sporting events
command, there is a demand for special eﬀects such as the “Matrix style” camera transitions
used during Super Bowl[5]. Given these considerations, and the fact that the location of cameras
may be further constrained by the shape of the arena the event takes place in, crowd seating,
etc, it can be seen that an FVV system suitable for use in sporting events is highly desirable, as
it allows broadcasters to generate the output they want without having to preempt the correct
camera locations for every possible eventuality.
Advances in miniaturisation and wireless technology have allowed some novel solutions to
this problem, including suspending cameras from wires and ﬁtting micro-cameras to various bits
of sporting apparatus, however none of these provide the required ﬂexibility and most fall short
in terms of quality. Most of the current techniques for FVV are designed around a multi-camera
studio environment with controlled lighting and well-calibrated static cameras and they do not
perform at an acceptable quality in the context of outdoor sports coverage with unconstrained
illumination and poor calibration.
It is an attempt to provide an FVV system of suﬃcient accuracy and quality to fulﬁl these
needs that provides the motivation for my research. This report consists of the work completed
during the ﬁrst seven months of my PhD studies. This work is part of the iView project, funded
by the DTI Technology Programme, in collaboration with the BBC and Snell & Willcox.
The ﬁrst two months were spent reviewing the existing literature and investigating the core
issues involved in the transfer of existing studio techniques to an external sports environment
– this work is summarised in Sections 2 and 3 of the report. The next four months were
spent developing a system that allowed the application of existing reconstruction techniques to
football data sets, consisting of images and camera calibration, as provided by the BBC. This
system included an implementation of billboarding for comparison with the existing volumetric
techniques, as well as a uniﬁed renderer. Finally, a system to perform quantitative evaluations
of the reconstructions generated using the various techniques was developed. This work has
been submitted to CVMP ’06 as a paper, and Section 4 is summary of the content of this
2paper. Section 5 presents the problems to be addressed and the proposed future work required
to develop an FVV system for outdoor events and the report is summarised in Section 6.
2 Background
2.1 Novel View Synthesis Techniques
FVV is simply an extension into the time domain of the older and more studied problem of
Novel View Synthesis (NVS). NVS covers a broad set of computer vision techniques which
have been developed to attempt to solve the problem of generating a novel view from a set
of measurements of a scene (typically a set of images). Thus NVS is fundamentally concerned
with two things; determining correspondences between images and interpolating or extrapolating
from these correspondences to form a new image. A typical solution to the problem of FVV is
to capture a set of video sequences instead of single images, and then apply NVS techniques on
a frame by frame basis.
The basic principal underlying all NVS techniques is that of the plenoptic function, intro-
duced in the commonly seen 5-dimensional form by McMillan and Bishop[24]. This states that
a single function in terms of a position in R3 (x,y,z) and a direction with azimuth and elevation
(θ,φ) can describe all possible images of a scene. An image is then a discrete sample of the
plenoptic function, with each pixel being an integration over a small range of θ and φ. The
problem of NVS can then be phrased as an attempt to generate a continuous representation of
the entire plenoptic function given a small set of discrete samples.
A second principle that is often relied upon is that images are formed by objects: speciﬁcally
that a region of an image is formed by light reﬂecting oﬀ a patch s on a surface S as shown in
Figure 1. By determining the properties of s, and with a knowledge of the camera calibration
and geometry, the pixels relating to s can be determined across a set of images M. S is often
referred to as the “scene geometry”.
3Figure 1: A set of pixels related by being measurements of light emitted by a patch s on surface
S. p is a real pixel on real image I and p0 is a synthesised pixel on synthetic image I0. M is the
set of real images.
2.2 A Taxonomy of NVS Techniques
NVS techniques are often divided into Image Based Rendering (IBR) techniques and model-based
techniques. The distinction is that an IBR technique does not maintain any representation of the
scene other than the source images, whereas a model-based technique generates a model of the
scene from the images and uses that to render new views. This distinction does not necessarily
tell us much about the underlying logical structure of the algorithm, in fact many techniques can
be implemented in both image-based and model-based manners, such as the visual hull[23, 27].
Therefore, this taxonomy is not based on this distinction, but rather looks at the criteria used
for building the sets of correlated pixels that are used to synthesise new images.
Correlation between pixels can be sought in one of two domains: the pixel value domain or the
geometric domain. When seeking correlation in the pixel value domain, the only consideration
is the actual pixel values and their local structure. Techniques that seek correlation in this
way look for pixels with similar values and similar local structure. When seeking correlation
in the geometric domain, the only consideration is the geometric relationship between pixels.
Techniques that seek correlation in this way apply geometric projections from image to image to
build up sets of correlated pixels. Geometric relationships can vary from those dependent solely
on the projective relationship between the cameras (epipolar geometry) to those that also rely
on the scene structure (scene geometry).
4Figure 2: Plot of diﬀerent NVS techniques.
In fact almost all techniques are some combination of these two extremes, either using an
approximate geometry to constrain the search for correspondence in the pixel value domain, or
using correspondence in the pixel value domain to aid the reﬁnement of the scene geometry.
Figure 2 shows a selection of techniques, plotted to show how diﬀerent interpretations of the
image data are used to synthesise a novel view.
2.2.1 Correspondence from Pixel Values
Stereo is a generic term for a family of techniques concerned with ﬁnding correspondence between
pixels in a pair of images, using a search algorithm combined with a matching cost. A selection
of techniques is compared and contrasted by Scharstein et al[30]. As stereo looks at the local
structure around a pixel, it must assume that the local structure is invariant between images.
In order for this to hold true, occlusions and projective distortion must be minimised. Also,
for pixel values to be consistent between images a Lambertian reﬂectance model is assumed. In
order to meet these requirements, a stereo data set is typically captured along a narrow baseline,
although some attempt is made to correct for intensity variation by using normalised matching
scores[30], and more recent stereo-based techniques attempt to explicitly model occlusions[36].
5All stereo techniques require the presence of some non-uniformity in the appearance of a surface
in order to make unique matches.
In general, stereo techniques apply a set of constraints to the search space[6] and then use a
variety of matching functions[30] to ﬁnd the best matches. The diﬀerence in image space between
two matched pixels is then measured as a disparity, which can be interpreted as a depth value
for the surface that produced the pixels. By using a 3D reconstruction of the scene from these
depth images a new viewpoint can be rendered. Alternatively the new view can be parametrised
as a linear combination of the original views, and pixels may simply be interpolated based on
disparity as in Werner et al[39].
Stereo has some speciﬁc limitations which aﬀect its usefulness in the ﬁeld of sports recon-
struction. Firstly, stereo techniques are not easily extended from two cameras to n cameras. In
order to relate multiple images, some knowledge of the camera geometry must be introduced
as in the techniques considered by Seitz et al[31]. Secondly, it requires some overlap between
images, for example images of the diﬀerent sides of a cube cannot be used with a stereo tech-
nique, even if the camera geometry is known. Finally, it requires local structure to be compared
between images; data sets with images at greatly varying resolutions, where sampling artifacts
and aliasing are major considerations, will not produce good results.
Another technique involving only information from the pixel value domain is the formation of
image mosaics as used by Szeliski and Shum[37]. Mosaicing is the stitching together of the edges
of several images so that a larger panoramic image can be constructed. New images can then be
generated by sampling a section of the larger mosaic. This technique works well for images that
are taken with widely varying viewing angles but the same view location (i.e. rotating a camera
about a ﬁxed pivot), however the novel image must also share or be close to this location.
2.2.2 Correspondence from Pixel Values and Epipolar Geometry
The epipolar constraint can be extended into 3D, allowing the application of stereo techniques
to sets of three images, using the trifocal tensor. This leads to a set of techniques known as
trifocal transfer, which are contrasted with simple epipolar techniques by Reid and Connor[28].
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occlusions and non-Lambertian surfaces.
Ray casting techniques as developed by Irani et al[13] use epipolar constraints along with the
ordering constraint to ﬁnd surfaces in an implicit geometric model. This technique works well
with unoccluded images of several objects with distinct colours, but does not handle inter-object
occlusion well. The technique also relies on multiple correspondences in order to be robust and
therefore requires a large number of cameras (10 or more) along a narrow baseline. A Bayesian
extension has been proposed by Fitzgibbon et al[7] which also uses image priors to attempt
to resolve ambiguities in reconstruction. This works well, but still requires a large number of
cameras viewing each point to be eﬀective. Both techniques have only been demonstrated with
narrow baseline capture.
2.2.3 Correspondence from Pixel Values and Scene Geometry
A similar technique to the ray casting technique is that of space carving as developed by Kutu-
lakos and Seitz[19]. This technique uses a voxel-based approach to solve the photo-consistency
problem in the general case, using an explicit geometric model. In doing so it determines a
surface known as the photo hull, which is the maximal shape that encloses all photo-consistent
reconstructions. This technique relies on a Lambertian surface model and is sensitive to camera
calibration errors. Also, in regions where the images are not photo-consistent the volume will
be over-carved. Even with photo-consistent images, the technique only generates a surface that
encloses the true surface. Finally, like any voxel-based technique, it is sensitive to aliasing due
to the resolution of the voxel grid, and sampling error due to the size of the voxel grid in relation
to the object.
A simple extension of stereo is to posit a scene geometry which consists of a set of planar
surfaces parallel to the image plane of the camera. Reconstruction is then a case of optimising
the depth and occupancy of these planes to maximise stereo matching. An example of this
technique is given by Connor and Reid[3] who give each layer an aspect (an appearance from
a certain direction) and an occupancy. The presence of an aspect per source image allows non
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visibility) allows the optimisation of layers over time to apply temporal consistency constraints
to the problem and use a “last seen” approach to ﬁll holes in the synthesised view. This technique
relies on dense correspondence to identify the implicit scene geometry and has only been applied
to pairs of cameras. A similar representation that attempts to deal correctly with occupancy
and surface colour at boundaries between layers can be found in Zitnick et al[40]. This technique
requires a high number of cameras arranged along a narrow baseline, but is of note as it has
been speciﬁcally developed for FVV and produces high-quality results.
A signiﬁcant technique in this ﬁeld is the visual hull as described by Laurentini[20]. The
visual hull is the maximal volume that is consistent with the silhouettes generated by the source
images. Calculating the visual hull can be done in a volumetric fashion using a voxel grid as
shown by Moezzi et al[27] or in an image-based manner by projecting intervals from the desired
ray onto the source silhouettes as shown by Matusik et al[23]. Visual hulls (like photo hulls)
are very sensitive to camera calibration errors, as incorrect epipolar geometry can lead to a
large decrease in correspondence and hence a large decrease in the volume of the visual hull.
To counter this, probabilistic volumetric frameworks have been used, such as that developed by
Franco et al[8] which treat voxel occupancy as a likelihood rather than a hard constraint.
All visual hull techniques are susceptible to masking and camera calibration errors. Due to
the global nature of the hull, a single bad mask or badly calibrated camera can cull large sections
of the model. As such, carefully calibrated environments[27] or complex methods to account for
the errors[8] are required. Even in the presence of correctly calibrated cameras, errors are still
possible, as volumes in the scene may be occluded in all cameras without being occupied. These
issues can cause phantom volumes and protrusions from the surface. Such problems are often
removed by using stereo reﬁnement of the surface[27, 34].
Recent work on stereo reﬁnement of the visual hull includes Hernandez and Schmitt[11] and
Starck et al[34] who use energy minimisation over deformable surfaces to generate a globally
optimised solution. Also Miller et al[26], who use iterative per-pixel reﬁnement for a view-
dependent solution. These techniques can provide high-quality results, but rely on good image
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Lambertian assumptions and require a non uniform surface in order to ﬁnd matches. However,
the use of a visual hull as an initial approximation of the scene geometry signiﬁcantly reduces
the requirement for narrow baseline cameras.
2.2.4 Correspondence from Epipolar Geometry
Techniques which rely solely on epipolar geometry include lightﬁeld rendering, as presented
by Levoy and Hanrahan[21]. This uses a geometric interpretation of the relationship between
the source images to obtain correspondence between pixels, however it does not contain any
information about the speciﬁcs of the scene geometry. This techniques relies heavily on dense
sampling, and the synthetic views that can be produced are constrained to lie close to the original
camera locations.
A similar technique developed by Shum and He is that of concentric mosaics[33]. This samples
the plenoptic function using a slit camera that travels on a plane in concentric circles. While
this technique uses only one camera, it produces restricted viewing angles for synthesised images
and requires a specialist camera to be placed at the centre of the scene. Also, the technique for
capture does not lend itself to FVV, as frames cannot be captured at a high enough rate.
2.2.5 Correspondence from Approximate Scene Geometry
An extension of the lightﬁeld to include a very simple proxy geometry, is the lumigraph as
presented by Gortler et al[9]. This technique uses a bounding box to approximate the scene
geometry and hence place some local support restrictions on the scene rays generated by the
source images.
Reconstruction using view-dependent texture mapping and proxy geometry is demonstrated
by Debevec et al[4]. However the proxy requires user-speciﬁed correspondences, limiting this
technique to simple geometric surfaces. Also, where features are not modeled by the user they
are represented as changes in the surface of the object. This can work eﬀectively when these
features are considerably smaller than the modeled geometry, but as the two approach each other
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recently, this technique has been uniﬁed with the lumigraph work by Buehler et al[1], allowing
a family of techniques that vary in their dependence on dense sampling and apriori knowledge
of the scene geometry.
2.2.6 Correspondence from Exact Scene Geometry
Techniques for determining surface geometry include laser range scanning, where a laser pulse is
reﬂected oﬀ an object to measure the distance to the surface at various points, and structured
light techniques, where a known pattern is shone on an object and surface structure is determined
by the observed distortion of the pattern. These techniques can produce high-quality geometry
which can then be rendered using a texture, or multiple textures, captured at the same time.
These techniques however require ﬁne control of the illumination, precisely-calibrated cameras
and light sources, and speciﬁc custom equipment. Generating video-rate capture with these
techniques is diﬃcult as they require multiple illumination sources which must be interlaced or
otherwise combined.
2.3 Outdoor Techniques
Most NVS techniques are focused on generating video from an object in a studio environment.
However some work has been applied speciﬁcally to capture of outdoor sporting events. The most
famous application of FVV in the sporting arena is the Eye Vision project of Kanade et al[5].
This involved driving 30 robotically-operated cameras oﬀ one human-operated master camera
so that they were all viewing the same section of the pitch allowing a time-frozen rotation of the
viewpoint around a point in the scene. As this technique involves switching between cameras, the
viewpoint change is jerky and the nature of the technique means that a human operator chooses
the point of interest at recording time. Similarly, while the viewpoint is mobile, no synthetic
views are used and hence the viewpoint is not truly free. The integration of “virtualized reality”
techniques[16] into this framework would generate a true FVV system, although still constrained
to focus on the point chosen by the human operator at the point of recording.
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footage. Their system breaks down images into a ﬁeld region, background region and dynamic
region. The background region is modeled using a panorama generated by image mosaicing,
and the ﬁeld region is generated by a homographic projection of all source images onto a plane.
Both background and ﬁeld are rendered using images from an empty stadium. Players are then
segmented and projected onto the ground plane. Epipolar correspondence is used to morph the
images between views, a technique which requires images from a narrow baseline but only weak
camera calibration. Players are then rendered as billboards against the background and ﬁeld
regions, or superimposed on a scale model in an augmented reality environment. While this
technique works in simple environments, the lack of a true 3D model means that internal occlu-
sions and player-player occlusions are not handled. The use of billboards and image morphing
mean that synthetic views are restricted to being close to the original views, and the use of static
backgrounds limits the realism of the generated images – the pitch will not change accurately
as the game progresses, there are no shadows, and lighting is static over the course of a game.
The multiple layers technique described in Connor and Ried[3] has also been applied to a
football match, but suﬀers from the previously mentioned limitations of that technique; require-
ment for a narrow baseline and limited movement of the viewing angle. Finally, Koyama et
al[17] have proposed a simpliﬁed geometric representation using planar billboards for real-time
view synthesis. This requires complex equipment and a specially-placed birds-eye view camera
to accurately locate players. The system also has several limitations – it cannot accurately re-
construct the ball (as it relies on all objects being on the ground plane) and it cannot resolve
player-player occlusions.
2.4 Matting Techniques
Many of the techniques mentioned rely on accurate segmentation of foreground regions in the
source images, either for use in the reconstruction algorithm or for use as texture maps in the
ﬁnal rendering. The generation of maps which identify pixels as either foreground, background
or mixed is known as matting. The simplest matting technique is that of chroma-keying. This
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distance between a pixel and the estimated background and foreground colours. This technique
does not perform well other than in very constrained environments (such as in a blue-screen
studio) and will fail if foreground and background colours are similar in any region of the image.
Another technique is that of background subtraction, where a pixel is compared to the pixel value
from a known background image. If the value is similar then it is background, if not then it is
foreground. This also requires a constrained environment, as it will fail if the background changes
(due to gross illumination changes or genuine movement of the background) or if background
and foreground colours are similar in a speciﬁc region.
In many applications only a single image is available with an unconstrained background
(natural image matting) and as a result most modern techniques start with a user-supplied coarse
segmentation and reﬁne this. The segmentation is typically initialised as a trimap, which is a map
assigning the pixels in an image into three groups – known foreground, known background and
“unknown”. The boundary is then found using information from the foreground and background
regions. These include using local image statistics (as in Chuang et al’s Bayesian matting[2]),
using a smoothing function and the image gradient (as in Sun et al’s Poisson matting[35]) or
energy minimisation using graph cuts (as in Rother et al[29] and more recently in Juan and
Keriven[15]). While these techniques can give good results, they all rely on user intervention,
with techniques such as Poisson matting being particularly sensitive to the trimap speciﬁcation.
Recently Hasinoﬀ et al[10] have attempted to use 3D scene information to perform matting.
This approach relies on narrow baseline stereo, but generates sub-pixel mattes without user
intervention.
3 From the Studio to a Football Match
Most wide-baseline FVV techniques employ the same basic pipeline as shown in Figure 3. In
the capture and matting process, a video sequence is shot using a video camera and processed
to extract mattes of the images in the sequence. During reconstruction, the images, camera
12Figure 3: The FVV synthesis pipeline.
calibration and optionally the mattes from all cameras are combined and a scene reconstruction is
generated. During rendering the reconstruction is combined with the speciﬁed virtual viewpoint
and a synthetic video sequence is generated.
An outdoor FVV technique must work with a relatively wide baseline, a sparsely populated
volume to be reconstructed, and a background which consists mostly of a single colour. Of
the techniques presented, only visual hull and layered depth representations work well in these
conditions. Both are sensitive to matting and calibration errors. In an outdoor scene with
unconstrained illumination and moving cameras, calibration and matting are likely to be in-
accurate. Therefore the key areas of research in transferring techniques from the studio to an
external environment are improving the quality of matting and calibration that can be obtained,
and improving the robustness of the reconstruction techniques to these errors.
3.1 Applications in the Sports Domain
There are two main applications of FVV in the sports domain: post-event analysis and camera
virtualisation. Discussion of the various techniques will be in the framework of their suitability
for these two applications, which exert similar but distinct selection criteria for the reconstruc-
tion/rendering technique to choose.
For post-event analysis, the overriding concern is reconstruction accuracy. If a player is
rendered in accurate detail, but in an incorrect location then incorrect conclusions can be drawn
13from the synthetic video. This means that while a visually pleasing representation is desireable
in this application, it must not be obtained at the expense of accuracy.
The application of camera virtualisation however has very diﬀerent constraints. With this
type of reconstruction absolute accuracy is not as important, but the visual quality of the
synthetic video produced must be high. For example, in the case of a virtual tracking shot
between two real cameras, the absolute positions of objects does not need to be correct, as long
as their relative positions produce the required parallax.
3.2 Calibration
Accurate camera calibration is required for all wide-baseline NVS techniques, however it is not
easily available in the outdoor sports environment. Camera positions are sensitive to change
over the course of the event due to factors such as deformation of the stadium under changes
in load or vibration from crowd movements. The cameras will also change viewing direction as
the operator moves the camera to follow action on the ﬁeld. Finally, intrinsics will vary as the
camera is zoomed in and out to follow action in the game. With all these variables, calibration
prior to capture is not possible and so an updating calibration technique must be used.
3.3 Matting
Unlike a studio environment, images captured at live sporting events have unconstrained light-
ing and complex multi-coloured backgrounds (they are “natural images”). As much of each
image is of players against grass, colour segmentation techniques can be used, taking green as
the background colour, however there remain many problems such as white lines and muddy
patches on the pitch, players wearing yellow or black, shadows, and areas where players are
captured against backgrounds such as advertisement boards, the crowd or the goal. Background
subtraction can also be used but can fail, incorrectly classifying shadows and regions where the
player is the same colour as the background (for example, a player in a white shirt in front of a
white line or the goal).
143.4 Reconstruction
Reconstruction in an external environment is further complicated by the nature of the camera set-
up typically used to capture footage. Due to the costs involved in rigging a stadium, broadcasters
are interested in techniques which re-use their existing camera set-ups with minimum alteration
or addition. These set-ups are often widely spread out around the perimeter of the sporting
arena meaning that a technique must be able to use a wide baseline data-set. The number
and location of the cameras covering a particular play from any speciﬁc angle is also highly
variable – the lack of consistent coverage meaning that overlap between adjacent cameras, or even
suﬃcient silhouettes for accurate shape-from-silhouette reconstruction, can not be guaranteed.
In addition, the surface-sampling rate of the diﬀerent cameras (i.e. the area in pixels that a
player occupies in diﬀerent images) will vary greatly between images, causing large aliasing
artifacts in volumetric techniques. As cameras have diﬀerent internal parameters the images
will have diﬀerent exposure times, and with fast-moving objects this will lead to diﬀerent sized
motion blur trails, which can complicate volumetric reconstruction. Lack of cross-camera colour
calibration is another issue that aﬀects colour matching for stereo-based techniques. Finally, the
low resolution of the images of the objects to be reconstructed makes accurate reconstruction
diﬃcult regardless of the technique chosen.
3.5 Open Problems
The vast majority of research in NVS and FVV concentrates on the studio environment – there
is little existing work on applications in external environments or at sporting events. There are
many open problems to be solved in order to successfully transfer these techniques to external
environments:
• Maintaining consistent strong calibration data for a set of moving cameras is a diﬃcult
and unsolved problem. This problem is being investigated by the MATRIS project[14].
• Segmenting and matting natural images automatically . Recent attempts[40, 10] to solve
this problem use stereo information, but as a result require images from a narrow baseline.
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opposed to a set of identical static cameras.
• Creating an accurate reconstruction in the presence of large unknown systematic errors.
Some error-tolerant work has been published, but is typically focused on small random
errors[8].
• Developing a representation for real-time rendering that can achieve high-quality output
without excessive memory requirements (view-dependent rendering of any type naturally
carries a large memory overhead due to the number of texture maps required).
• Integrating temporal consistency into the NVS framework to develop a true FVV technique.
Some work has been done to include temporal information, but typically this is to allow
sub-framerate sampling of the video stream[38]
• Improving the quality of the ﬁnal reconstruction. Work has been done using image statis-
tics to resolve ambiguous reconstructions[7], but this technique is not always applicable
and relies on virtual images being similar to the source images.
4 Evaluation of Existing Techniques
This section summarises the paper “A Comparative Study of Free-Viewpoint Video Techniques
For Sports Events” which has been submitted to CVMP ’06 and presents a quantitative analysis
of several FVV techniques applied to a data set from an external sporting event.
4.1 Reconstruction Errors
The errors inherent in the reconstruction process can be classiﬁed by considering the ways
in which a synthetic video sequence can diﬀer from the video sequence that would have been
captured at the desired viewpoint. In the following discussion, frames from the real and synthetic
video sequence will be referred to as I and I0 respectively. Similarly R0 is a region in I0 which
corresponds to the region R in I.
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Figure 4: Synthetic images and their corresponding ground truths: (a) incomplete synthetic
image, (b) synthetic image incorrectly rendered twice, (c) incorrect rendering to a foreground
region, (d) blurred image.
4.1.1 Errors in Shape and Appearance
Errors in shape are errors of completeness where I0 is missing a foreground element that is present
in I, or I0 contains an extraneous foreground element that was not present in I. Examples are
missing limbs or double images as shown in Figure 4 (a) and (b). Foreground regions in I0 which
are free from errors of shape are regions of correct shape.
Errors in appearance occur when a region of correct shape R0 contains diﬀerent pixel values
to R. This can occur if R is an image of s but R0 is an image of some other surface. Alternatively,
s may be rendered to both R and R0, but incorrect reconstruction may distort the image of s
in R0. Examples are the rendering of surfaces in incorrect locations and blurred rendering of
surfaces, as shown in Figure 4 (c) and (d). A region of correct shape that is free from errors in
appearance is a region of correct view synthesis.
4.1.2 Temporal Errors
The synthetic images generated for FVV are not created in isolation, but form part of a temporal
sequence. The stability of errors in the sequence can have a signiﬁcant inﬂuence on the perceived
quality of the video. Therefore it is as important to examine the rate of change of error across
a sequence as it is to look at the absolute error values for any given frame.
4.2 Methodology
The data set chosen for this evaluation was a recording of a football match made with 15 static
cameras arranged around 90 degrees of a stadium. This data set was chosen as stable calibration
17data is available for the cameras, and the arrangement of the cameras allows “leave one out” and
“leave three out” comparisons, without excessively reducing the quality of the reconstruction.
A selection of rendering techniques were chosen: billboards[17], visual hull[36], and the view-
dependent visual hull[25].
In billboarding a single polygon is placed co-incident with the object that it represents. This
polygon is then rotated around an axis or point (typically the Y axis) so that it retains its
original position, but is constantly facing the virtual camera. An image of the original object
is then applied to the polygon as a texture map. This technique can often give good results
with very little overhead, as large-scale parallax eﬀects are handled by the relative positioning
of the billboards, while the lack of small-scale parallax is often not noticed. Billboards are
view-dependent geometry and can also use view-dependent texturing.
The visual hull is described in Section 2.2.3. In order to account for high error in the system
calibration, a volumetric approach can be adopted[36]. The back-projection of voxels can then
be tested up to a given reprojection error to account for these calibration errors. The surfaces
generated by the voxels can then be triangulated using an algorithm such as the marching cubes
algorithm[22]. This gives a global geometry which can be used with view-dependent texturing.
The view-dependent visual hull (VDVH)[25] derives a view-dependent 2.5D depth represen-
tation for the visual hull with respect to a given viewpoint. Surface geometry is derived in the
image domain by reprojecting a ray from this target view and deriving the exact intersection
with each image silhouette to provide a depth-per-pixel as a set of intervals. The VDVH is used
to provide a multiple 2.5D image plus depth representation of the scene with respect to each
camera view for virtual view synthesis. This uses view-dependent geometry and texture, but
geometry and textures are combined in a view-independent manner – it is the choice of surfaces
to render that is view-dependent.
A single renderer capable of rendering all three reconstructions was created. This prevented
diﬀerences in camera representation or lighting from creating signiﬁcant variation in global error
between the techniques. A sequence of 100 frames of video from the 15-camera recording was
matted using Bayesian matting[2]. Three experiments were then performed for each technique.
18In each experiment a reconstruction of the scene was generated using the original video sequence
and mattes, and 100 frames of synthetic video produced using the camera calibration for camera
5. In the ﬁrst experiment, all available data sets were used to reconstruct the scene (the “leave
none out” test). In the second, camera 5 was omitted from the data set (the “leave one out”
test) and in the third, cameras 4, 5 and 6 were omitted (the “leave three out” test). A ground
truth video stream was then generated by combining the mattes and video for camera 5 and
resampling this image to the correct aspect ratio while correcting for centre-point shift and radial
distortion.
4.3 Quantitative Evaluation
Three measures were computed across the whole image to gauge the visual quality of the syn-
thetic video: similarity in shape, similarity in appearance and the peak signal-noise ratio. In
the following discussion, all images contain n pixels, and p and p0 refer to pixels at the same
locations in I and I0 respectively.
The r-neighbourhood Nr of a pixel p on the image I is deﬁned such that for some other pixel
q
q ∈ Nr(p) if and only if q ∈ I and |q − p| < r (1)
An r-shuﬄe is a perturbation of an image such that if I0 is an r-shuﬄe of I then every pixel p
will be transformed to a pixel q0 in Nr(p0) [18]. Let I0
p be the image that would be generated
by a perfect rendering of a perfect reconstruction of a scene. Due to the accumulation of errors
in the reconstruction process, the generated image I0 will be a distortion of I0
p. By modeling
this distortion as an r-shuﬄe, the accumulation of errors in the view synthesis pipeline can be
compensated for, allowing an assessment of the true ﬁdelity of the underlying reconstruction
technique. Also, by varying the value of r and determining the smallest value of r which allows
I0 to approach I0
p (i.e. the smallest value of r for which further increases in r do not signiﬁcantly
increase the quality of the reconstruction) a measure of the total error in the system can be
gained.
19Combining equation 1 and the function f(p), which determines whether pixel p is in F, the
set of all foreground pixels, we can deﬁne the function s which determines the best match of
shape between the pixel p and some pixel in the region Nr(p0).
s(p,p
0) = f(p)argmax
q0 (f(q
0)),q
0 ∈ Nr(p
0) (2)
Performing a summation over the entire image and normalising by F ∪ F 0 deﬁnes the function
which calculates the maximum possible similarity in shape between the images I and I0.
S(I,I
0) =
n P
i=1
s(pi,p0
i)
n P
i=1
max(f(pi),f(p0
i))
(3)
The appearance matching function a(p,p0) compares the colour value of two pixels. If the colour
value of a pixel in RGB space is given by κ(p) then a(p,p0) is deﬁned as
a(p,p
0) =

 
 
1 (|κ(p) − κ(p0)| ≤ τ)
0 (|κ(p) − κ(p0)| > τ)
(4)
where τ is some chosen small threshold. Integrating over the entire image and normalising by
F ∩ F 0 gives the function which measures the similarity of appearance between the two images
A(I,I
0) =
n P
i=1
argmaxq0
i a(pi,q0
i)s(pi,p0
i)
n P
i=1
f(pi)f(p0
i)
,q
0
i ∈ Nr(p
0
i) (5)
The peak signal-noise ratio (PSNR) is given by
PSNR(I,I
0) = 20log10




Kn
n P
i=1
(|κ(pi) − κ(p0
i)|



 (6)
where K is the maximum value that can be given by κ(x).
20Image Shape Appearance PSNR VIF
Original 1 1 inf 1
Median 0.99 0.98 73.52 0.36
Blur 0.75 0.96 72.81 0.32
VH 0.86 0.99 70.19 0.22
VH - 1 0.84 0.95 68.08 0.15
BB 0.81 0.95 67.12 0.17
BB - 1 0.70 0.86 65.11 0.08
VDVH 0.56 0.91 65.05 0.07
VDVH -1 0.56 0.91 64.88 0.06
Blank 0 0 62.17 0
Table 1: Comparison of evaluation techniques on a single frame.
Table 1 shows a comparison of these measures against the visual information ﬁdelity measure
(VIF)[32] of visual quality in an image chosen as a baseline full-reference quality metric. The
comparison was carried out on several test images, some consisting of ﬁltered versions of an
original image and others on reconstructions of the scene. It should be noted that for this test
the “original” used was a hand-matted image, thus the reconstruction scores are particularly
low as they include errors from matting. It can be seen that measures are in broad agreement,
validating the novel measure, however the shape and appearance ﬁgures give more information
than VIF or PSNR as to the nature of the reconstruction.
4.4 Results
The lefthand column of Figure 5 shows the behaviour of the shape scores for each of the tech-
niques as the magnitude of the estimated system error is increased. The “leave none out” graph
shows that none of the techniques achieve a score of 1, even with large error compensation.
Some of this is due to errors in the original matting, but most is due to genuine view synthesis
errors. All techniques discard small regions, which leads to small objects such as the football
being incorrectly discarded, and can clip players when camera calibration is inaccurate.
Although the VDVH technique scores poorly in all experiments, it does not degrade as much
as billboarding or visual hull as cameras are removed from the system. The low score is due to
missing and clipped players from poor camera calibration a problem which is not exacerbated
21Figure 5: Graphs of shape and appearance scores vs. estimated system error as measured over
100 frames. Error bars indicate the total variation over all frames, with the point displayed
being the mean value over all frames. Shape is on the left, appearance on the right. The ﬁrst
row is the “leave none out” test, the second is the “leave one out” test and the third the “leave
three out” test.
by the removal of input cameras. Although the billboard technique initially performs well, it
is the technique that degrades most. This is because the simple geometry provides the worst
interpolation as the distance between views increases.
The righthand column of Figure 5 shows the behaviour of the appearance scores for each of
the techniques as the magnitude of the estimated system error is increased. The “leave none out”
graph shows that where objects are rendered with no interpolation the appearance is preserved
with high ﬁdelity. The scores improve greatly once an error correction of 1 pixel is applied,
implying errors of the order of a single pixel, mainly due to resampling errors in the system.
It should be noted that even in this worst case “leave three out” test, appearance is generally
synthesised with high ﬁdelity compared to shape. The performance of the billboarding technique,
which ignores small scale surface shape, indicates that the pressing problem with all current
techniques is one of generating a scene reconstruction that is accurate and complete at the large
scale.
Figure 6 shows the rate of change of the shape score over time. By looking at the rate of
22Figure 6: Rate of change of the shape score for several techniques over the 100 frames.
Figure 7: PSNR for the techniques across all tests.
change of the shape score, temporal artifacts such as players ﬂickering in and out of visibility can
be seen clearly. The graph shows that the VDVH technique suﬀers most from temporal artifacts
in synthesised video. The graphs also present the counterintuitive result that most techniques
seem to perform better with a smaller camera set. This can be understood by recognising
that these errors are typically caused by disagreement between cameras. As a result, removing
cameras from the reconstruction actually improves the stability of the reconstruction, though it
degrades the absolute quality.
Figure 7 shows the PSNR for each of the techniques in the three diﬀerent experiments. It can
be seen that the visual hull and billboarding techniques degrade in a similar manner, although
billboarding is of a consistently lower quality. This is due to the eﬀect of incoherence in the
view-dependent texturing algorithm employed by both techniques – the visual hull giving better
coherence between images by mapping the textures onto a non-planar surface. With VDVH, a
set of view-dependent meshes are generated and then rendered in back-to-front order. While
this can still produce double images at the edges of the object, it avoids these artifacts in the
23region covered by the most relevant mesh. This accounts for the reduced degradation in quality
achieved by the VDVH, although poor shape gives VDVH overall lower scores than visual hull.
4.5 Conclusions
None of the existing techniques provide synthesised video of suﬃciently high quality. While
billboards are a simple, compact and eﬃcient representation, the lack of correspondence makes
them unsuitable for wide-baseline data sets. The visual hull technique currently gives the most
complete reconstruction due to the error correction mechanism it employs, however this mech-
anism also leads to misalignment between texture maps. VDVH provides the most accurate
reconstructions but the reconstructions are incomplete leading to a poor overall result. The
poor scores for the “leave none out” tests indicate that there are many errors in the system
that could be corrected. Visual hull is currently the best technique to use for both shape and
appearance of reconstruction. Future work will investigate improvements in FVV for sports,
measured against these baseline performance metrics.
5 Future Work
For FVV in external environments a technique is required that can use widely-spaced cameras at
arbitrary positions with arbitrary parameters. Speciﬁc issues that need to be addressed are; poor
matting, poor calibration, diﬀerences in colour calibration and exposure length between cameras,
the small size of surfaces to be reconstructed, high variation in surface sampling between images,
moving cameras, incomplete coverage of the scene, gross illumination variation, and fast moving
objects.
The proposed research will investigate solutions to these issues as follows:
• Robust global scene representation
• Improved silhouette extraction
• View-dependent surface optimisation
24• Accurate matting
• High-quality view-dependent rendering
A robust global scene is proposed as the basis for segmentation, reconstruction, matting and
rendering . This global representation will allow information from all cameras to be combined on
a single surface in the presence of poor calibration and sampling diﬀerences between cameras. In
many situations the cameras viewing the object to be rendered may not be the cameras closest
to the view position, therefore a global representation is important as it allows images from all
cameras to be combined on a single surface and reduces redundancy in the scene data. A global
reconstruction also allows resolution of player-player occlusions which may not be resolvable
using images from the nearest cameras.
Improved silhouette extraction and view-dependent surface optimisation will be combined in
a uniﬁed framework. This will optimise a deformable surface using snakes, similar to Hernandez[11]
and Starck[34], to generate view-dependent optimised geometry. The motivation for this tech-
nique is to provide a view-dependent optimisation of a global scene representation without the
prerequisite of accurate silhouettes, and in the presence of large calibration errors. With studio-
based methods it is relatively simple to generate accurate silhouettes, however in the outdoors
sports environment accurate image segmentation is not possible. Accurate matting would pro-
vide accurate silhouettes, but this is not available without user input. It can be noted that
silhouette shape can be determined from the gradient of a matte (∇α) rather than the absolute
values of α. This allows us to formulate a silhouette optimisation purely in terms of the image
gradient (∇I) using the folowing approximation[35]:
I = αF + (1 − α)B (7)
∇I = (F − b)∇α + α∇F + (1 − α)∇B (8)
∇α ∝
1
F − B
∇I,∇F ≈ C1,∇B ≈ C2 (9)
Equation 7 is the classical matting equation and Equation 8 is its ﬁrst derivative. Equation
259 states that where the foreground and background are smooth the rate of change of alpha is
proportional to the image gradient. As high ∇α occurs at silhouette boundaries it can be seen
that in regions where ∇F and ∇B are constant, silhouette boundaries coincide with regions of
high ∇I and hence silhouette shape can be determined without explicitly calculating α. It is
then possible to propose the following energy functions to be maximised over the surface S. For
a set of n images I0...In with the image Iγ being the “primary” image (i.e. the image the surface
is being optimised with respect to):
Esil(S,γ) =
n X
i=0
W
sil
i,γ argmax
r εsil(S,shuf(Ii,r)),r ≤ Ri,γ (10)
Ecor(S,γ) =
n X
i=0
W
cor
i,γ argmax
r εcor(S,Iγ,shuf(Ii,r)),r ≤ Ri,γ (11)
E(S,γ) = Esil(S,γ) + Ecor(S,γ) + Eint(S). (12)
Equation 10 states that the silhouette matching energy Esil is a weighted sum of the per-
image silhouette energies εsil for the surface projected onto the image Ii maximised within an
r-shuﬄe up to Riγ, a value representing the magnitude of the calibration error of camera i with
respect to camera γ. From Equation 9 εsil can be calculated in terms of the image gradient in the
region of the projected object boundary. Equation 11 is a similar equation for the correspondence
energy which is a measure of the correspondence between the images Ii and Iγ projected onto
the surface S, again maximised within an r-shuﬄe. Equation 12 combines these terms with
the internal energy of the volume Eint(S) which is a regularising term to keep the total volume
enclosed by the surface within some bounds.
The conservative visual hull described earlier in this report will be used to initialise the
algorithm. Vertices on Shull will be moved along the vertex normal to minimise E(S,γ) and
determine Sopt
γ . The ﬁnal displacements will be stored as values in a displacement map. The
particular displacements within the r-shuﬄe that were applied to each pixel within image Ii,i 6= γ
to maximise εcor will also be stored as a correspondence map. Due to calibration errors it is not
possible to reconstruct a surface that maximises correspondence or silhouette matching across
26all cameras, therefore W sil/cor will decrease for cameras further away from γ and Rsil/cor will in-
crease. In this way a per-camera representation of the surface optimisations and correspondence
optimisations will be generated, producing a novel technique for surface reconstruction in the
presence of errors.
Accurate matting can then be obtained by projecting the optimised surface back onto the
original image. Regions of high ∇I in the immediate neighbourhood of the boundary projection
can be found and matting parameters can be re-estimated using Equation 7.
Finally, the results will be rendered in a view-dependent manner. The view closest to the
desired synthetic view will be chosen. Shull will then be rendered using the displacement map
to render Sopt
γ . View-dependent texturing will then be used to texture the surface. View-
dependent correspondence maps will correct for the calibration errors between cameras and
maximise coherence between the disparate views. The images used to texture the geometry will
be matted using the high-quality mattes.
This work can then be extended to include temporal parameters. Temporal consistency has
been investigated to some extent[38, 3] but it has not been used to determine scene shape. By
introducing an energy cost associated with deformation between frames it would be possible
to improve the temporal stability of reconstructions. A ﬁnal extension of this work would be
to research methods for improving the overall visual quality of the synthetic video to meet the
requirements for broadcast. Combining images with low resolutions, disparate surface-sampling
rates and unmatched colour calibrations will not produce a high quality result even with an
accurate reconstruction, so methods of improving the output quality must be researched.
Initial work spanning approximately six months will investigate view-dependent optimisation
of the visual hull to enforce silhouette constraints and improve stereo consistency. The work will
develop techniques for representing the optimised surface as a displacement map on the visual
hull, and for view dependent rendering of this data. This will form the deliverable D17 for the
iView project. The following three months would then be spent investigating a solution to the
matting problem and techniques for improving coherence between textures. A year would then
be spent researching techniques to include temporal consistency in the surface reconstruction
27process. The ﬁnal year will focus on techniques for improving the overall visual quality of the
synthetic video.
6 Summary
A review of existing FVV techniques has been conducted and the most relevant techniques im-
plemented and applied to data from an external broadcast scenario. The signiﬁcant problems
in the transfer of these techniques to an external environment have been assessed. An evalua-
tion of reconstruction ﬁdelity in shape and appearance has been conducted across several FVV
techniques. None of the techniques provide synthesised video of suﬃciently high-quality for use
in a broadcast environment. The proposed future work addresses the issues determined during
the earlier investigation and can be extended into the temporal domain to investigate the af-
fects of temporal consistency. Results can be directly compared using the comparison technique
described in Section 4.
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