ABSTRACT
INTRODUCTION
A central application of high-throughput technologies is the characterization of differential gene expression between distinct conditions/tissues. For example, most microarray experiments are designed for comparing genes expressed in target (pathological) cells versus (normal) reference cells (Staudt, 2002) . This information, however, is only partially useful for addressing the ultimate goal of identifying the role of genes and molecular pathways in directing normal and pathological cellular function. While this new technology provides a powerful means to facilitate the identification and function of novel genes, it poses the additional challenge of how to define differentially expressed genes among several target cells in comparison with some reference. This is particularly true when a goal is to compare intensities obtained from a single cell sample exposed to several experimental conditions. In such cases, the high-dimension of the problem is an even greater issue because of the number of single-sample comparisons to be made among the several thousands of genes.
One approach to facilitate comparisons among several conditions is to examine intensities separately from each pair of two phenotypes. In this case, candidate genes are identified as over-expressed within a phenotypic pair based on some method, and the results intersected to form a set of genes commonly over-expressed among all pairwise comparisons. A major drawback to this approach is that with additional phenotypes, the number of comparisons greatly increases, embedding a large multiple testing problem within an already large multiple testing problem, due to the number of genes examined. Another issue with a pairwise analysis is that it does not provide a definition of an expected under all comparisons of interest. A more critical concern, however, is the lack of an existing method to accommodate formal comparisons, even between as few as two phenotypes, based on a single sample within each phenotype, while preserving the dependency among genes.
In this paper, we address the analysis of high-dimensional microarray data based on as few as one sample from each of several groups to be compared, in two stages. We first construct a global hypothesis for an event that is defined by several criteria. We test this hypothesis within the confines of a single sample of intensities within each phenotype, under an independence or dependence assumption among genes. Upon rejecting the null, we estimate the number of genes (or gene pairs) that defines a set of potential importance, in terms of characterizing the criteria of interest. In the second stage, we describe potential elements of this set by ranking genes (gene pairs) according to a two-dimensional measure of importance that utilizes singular value decomposition (SVD) and inner product (IP) methods in combination. In addition, because of the potential for several forms of interaction, we describe both gene-specific or gene-pair-specific effects relative to all genes and among all condition comparisons.
MATERIALS AND METHODS
An experiment was conducted to identify genes involved in the process of T cell tolerance known as T cell clonal anergy. When T cell clones are stimulated in vitro through their antigen-specific receptor (the T cell receptor, TCR) in the absence of a second co-stimulatory signal, they are rendered anergic, such that they are hyporesponsive upon subsequent full stimulation (Schwartz, 2003) . While the genes and pathways involved in the induction of this state are largely unknown, the induction of anergy is known to be inhibited by the calcineurin inhibitor, cyclosporine A (CsA), inhibited by the protein kinase c (PKC) inhibitor, Go6976, and to require new protein synthesis (Powell et al., 1999; Powell, unpublished data) . It was therefore reasoned that genes involved in the induction of anergy would be absent in resting (mocktreated cells), present in cells stimulated through their TCR, and absent in cells stimulated through their TCR, but in the presence of CsA or Go6976. By defining such conditions that together were thought to either promote or prevent the induction of T cell anergy, the aim of the experiment was to learn about genetic pathways potentially leading to anergy upon engagement of the TCR. It was hypothesized that the intersection of over-expressed genes, among specified condition comparisons, contains a subset of genes that promote the induction of anergy.
RNA preparation
RNA was isolated from A.E7 T cell clones that were either stimulated with anti-TCR antibodies to induce anergy (Anergy), unstimulated (Mock), stimulated with anti-TCR antibodies in the presence of 1 µM of CsA or stimulated in the presence of 5 µM of the PKC inhibitor, Go6976 (PKCi). The RNA was prepared using the RNeasy kit, as described by the manufacturer (Qiagen, Valencia, CA) and the probes were prepared as described in the Affymetrix protocols (Affymetrix, 1999). Since it is known that the induction of anergy requires at least 4 h, RNA was harvested from each experimental condition at 2, 4 and 6 h, and pooled (in equal parts) within each condition, in order to increase the potential of capturing critical genes.
Microarray hybridization
A pooled RNA sample from each condition was hybridized to Affymetrix mouse gene chips, MU74A, B and C. The hybridization of samples to chips and the algorithm implemented to extract intensities were done according to Affymetrix published protocols at the NIAID (NIH, Bethesda, MD) core facility (Affymetrix, 1999) . Each chip contains approximately 12 000 different genes/expressed sequence tags (ESTs), for a total of about 36 000 genes/ESTs from the use of the three chips. A single gene/EST is represented by a probe set that is defined by 16 different perfect match (PM) oligonucleotides which span the length of the gene, as well as the same 16 oligonucleotides with a single base pair mismatch (MM). The intensity of a gene is determined by evaluating the PM and MM intensities, as described in Affymetrix Microarray Suite, Version 5.0, Affymetrix Inc, Santa Clara, CA.
ANALYTIC APPROACH
Let G (indexed by g) denote the number of cDNA experimental genes, including known human (or murine) genes and ESTs arrayed. Denote by z = (z 1 , . . . , z J ) the G × J matrix of intensities on G genes obtained from J (indexed by j ) phenotypes, where z j = (z 1j , . . . , z Gj ) for j = 1, . . . , J . Because intensities from all G genes are typically obtained from S platforms, such as chips or nylon filters, we further partition
We denote one of the phenotypes, z 1 , as a reference, with the goal of comparing intensities from the remaining J −1 phenotypes to intensities from this reference. Let E = {z 1 > z 2 , . . . , z 1 > z J } denote the event of interest. For the experiment, S = 3 chips were used to obtain intensities on G = 36 701 genes (G 1 = 12 423, G 2 = 12 410, G 3 = 11 868) from T cell clones exposed to J = 4 experimental conditions (phenotypes). Let z 1 refer to the vector of intensities under the reference condition, anergy, with z 2 , z 3 and z 4 denoting vectors of intensities from T cell clones under respective experimental conditions Mock, CsA and PKCi. The vectors, z 2 , z 3 and z 4 represent intensities from conditions that are each to be compared against intensities obtained by T cell clones under the single reference condition. In the experiment, z = (z 1 , z 2 , z 3 , z 4 ) and E = {z 1 > z 2 , z 1 > z 3 , z 1 > z 4 }. Among the set of genes (individual or pairs) observed to meet the criteria in E, we focus below upon estimating the size (cardinality) and describing potential elements of a latent subset that are suspect of characterizing this criteria, based on a single sample within each phenotype. The approach, though presented within the context of examining several events of over-expression, may be readily applied to select candidate under-expressed genes in the same setting or more generally, to address an event that is defined by some combination of over-and under-expression.
Estimation of set cardinality
In this section, we address estimation of cardinality for a subset of genes, from among those observed to meet a criterion. To this end, we first examine, through formal hypothesis testing, whether the data provide sufficient evidence of genes that meet our criteria in E, beyond experimental variation. In the discussion that follows we refer to z j as a random variable with underlying distribution,
Within this context, the difference between each pair of random variables, z 1 −z j > 0 for 2 ≤ j ≤ J , denotes a stochastic linear relationship among them. We formulate a global null hypothesis for the event, E, among all genes, by comparing random variables and attaching a probability to this event as below
where π c J denotes the set of distinct (column) permutations of the integer set, {1, . . . , J }, and K = (1 J −1 , −I J −1 ) denotes a (J − 1) × J linear contrast matrix, with 1 J −1 a vector of ones and I J −1 an identity matrix of dimension (J − 1). Thus, (π c z) denotes one permutation of the column vectors from the observed data matrix, z.
To interpret the above, consider intensities from a pair of phenotypes, (z 1 , z j ). Under H 0 , the event, z g1 > z gj , is considered to be simply due to chance and thus, the rate at which this event occurs is the same as the rate at which z gj > z g1 holds true for each g-th gene. On the other hand, rejection of H 0 implies rejection of the hypothesis that z 1 and z j are from a common distribution. Although the reason for permuting columns of intensities is to preserve the dependence among genes, with a few single-sample columns, this approach brings into question the appropriateness of constructing a sample under the null that adequately reflects the sampling distribution of some statistic. For a small number of J = 2 phenotypes, there are two ways to permute the data, one of which reflects the observed, and thus, a sampling distribution is constructed based on two values of some statistic. In such cases, inferences may not be possible or preferred on the basis of examining the variability among the z j samples alone.
Our approach to address this issue is not to estimate noise parameters, but rather to formulate a hypothesis in such a way as to generate sampling variability in order to arrive at valid statistical inferences. The problem then becomes one of how to create the required sampling variability with a single sample from each group. To illustrate, consider a simple scenario of two conditions, each with a single sample. In this case, it is impossible to estimate signal and noise based on conventional methods, such as SAM (Tusher et al., 2001) . The novelty of the hypothesis component of our approach is to instead, utilize the information from genes contained in both samples to (1) separate the biological variability from experimental error; and (2) use the experimental error to generate sampling variability for statistical inference. For the first task, we assume that the biological variability is independent of the experimental error. Based on the knowledge and experience of some of the authors, as well as in communication with other investigators who have similar experiences in this area, we feel that this is a plausible assumption. Given this assumption, however, it is still a daunting task to conduct (1). For example, each gene expression may be viewed as the composition of (i) a population effect (the average expression for a population of genes); (ii) an individual effect from the particular individual's genes arrayed and (iii) experimental (random) error. The assumption only implies that (ii) and (iii) are independent processes, but to separate the two sources of variability without replicate samples, requires that we pool information across genes from both samples.
We consider a permutation approach that permutes phenotypes (columns) within each gene (row), among all genes. In this way, we view intensities as observations from possibly distinct distributions among genes. With this approach, we construct a sampling distribution based on (J !) G values (as opposed to J ! values). Although appealing, this method assumes independence among genes. Since the genes arrayed are from the same tissue, they are generally not independent. One way around this problem is to define a (linear) mapping from a dependent to an independent space, and conduct hypothesis testing in this latter space. Along these lines, we subtract intensities from contiguous genes (with one overlapping gene between pairs) to define a between gene pair intensity difference within each phenotype. By taking differences in intensities between genes within each sample, we eliminate the individual effect but the experimental errors remain correlated. Although not independent, the differences so constructed do meet an exchangeability assumption (McElroy, 1967 ) that enables their use in creating the sampling variability necessary for inference. In this regard, our 'gene pair' approach cancels out individual effects among genes so that the resulting differences may be used for testing the hypotheses in Equation (1). Since the entire procedure is quite elaborate, with extensive use of probabilistic arguments, we describe it in a separate paper (Kowalski and Powell, 2003) .
) a between-gene intensity difference for 1 ≤ j ≤ J for a pair of genes, indexed by h and k, where for a j -th column vector of Z, z j(−g) denotes removing its g-th row and thus, zj is a vector of length L = (G − 1). We view the subtraction of intensities between genes as a way of removing potential dependencies among them so that the proposed row-based permutation approach for testing the hypothesis in (1) may be implemented. By using gene pairs as the unit of analysis (indexed by l) we re-express the hypothesis in (1) as
for some l and π
where zl = ( zl1 , . . . , zlJ ) , and π
c(l)
J denotes the set of distinct J ! permutations of the integer set, {1, . . . , J }, within an l-th row of the L×J gene pair difference matrix, z, and K is defined as before. Thus, π c(l) ( zl ) denotes one permutation of the columns within an l-th row of z. While the subtraction of intensities from contiguous genes is one way of removing individual gene effects among genes, it is certainly not the only way nor may it be the optimal approach. It does, however, within the context of previously stated assumptions, provide a method for removing individual gene effects.
For testing (2), we define the statistic
To evaluate non-contiguous gene pairs, an additional permutation that re-assigns genes may be done prior to permuting columns within a gene. This may be considered for example, if the placement of contiguous genes does not reflect any biologic meaningful process, such as their chromosomal location. It can be shown that γ is a consistent estimate of the probability of the stochastic linear relationship, i.e. γ → p Pr[K zl ≥ 0], as G → ∞, where → p denotes convergence in probability (Serfling, 1980, Ch. 1) . The sampling distribution of γ may be obtained from the method of permutation (Fisher, 1935 
For most applications, G (and thus L) is very large and we approximate p using a Monte Carlo approach by sampling M from the total number of permutations,
denote such an approximation. For testing (2) under a working independence assumption, we use individual genes as the unit of analysis and calculate a test statistic in the same manner, replacing zl with z g = (z g1 , . . . , z gJ ) . For the experiment, based on M = 5000 to test the null in (2) we obtain p = 0.001, while under the independence assumption, p = 0.002. Both approaches led to the rejection of the null that the z j are sampled from a common distribution.
We estimate a number of gene pairs expected, under the null hypothesis in ( 2) . Denote by n o = l n l the number of gene pairs that meet our criteria based on the observed data. The difference, n d = (n o − n e ), is an estimate of the number of gene pairs that meets our criteria beyond experimental variation. Under dependence, if we first permute the genes (sampling K = 1000 from among the G! permutations) prior to permuting columns within each gene, we obtain an estimate of the average gene pair difference, 
Characterizing set elements
We provide in this section, a descriptive approach to characterize individual genes (under independence) or gene pairs (under dependence), suspect of attributing to the rejection of the hypothesis in (2). We do this by constructing a general mapping, f , from the set of genes (or gene pairs) observed to meet our criteria, U + , to describe a subset, U ++ ⊆ U + , where the number of elements in U ++ is estimated by n d , and the particular elements belonging to U ++ are regarded as latent. Under dependence, U + = {l = (g l 1 , g l 2 ): I {K zl ≥0} = 1}, while under a working independence assumption, U + = {g : I {Kz g ≥0} = 1}. Because the general mapping, f : R n o × R J → R n d , reflects a composition of three mappings, i.e. f = f 3 • f 2 • f 1 , we discuss below their separate construction and interpretation for the setting at hand. For the remainder of the paper, we use the general term 'gene' to refer to analysis units of either G individual genes or L gene pairs, unless otherwise stated.
Non-parametric closeness measure among genes,
between phenotype pairs A goal in this section is to define a non-parametric measure of intensity profiles among genes, between phenotype pairs, without requiring a model that imposes assumptions on the distribution of intensities. As opposed to regression, in which the relationship in intensities between a pair of conditions is examined through scatterplots, we instead, take into account the additional structure among genes by examining relationships in intensities between two vectors in terms of two functionals. Under this approach, instead of examining the degree of closeness between condition pairs for each gene, we examine closeness between two curves (functionals), allowing for a non-linear structure. Thus, the vectors of intensities from a pair of conditions are considered the same if their intensity functionals are parallel. A popular approach for characterizing an affine property of two functionals is to view each as a vector in an R G -dimensional space and define a measure of similarity using the IP as below.
where α s denotes parameters to allow for weighting of intensities that reflect potential differences in chips or print-tip groups. Within the context of our experiment and test statistic that examines intensity differences between phenotypic pairs, the above is defined as follows:
Also, in our application, we empirically define the parameters, α s = G s /G for s = 1, 2, 3, where G 1 = 3203 genes from s = 1 chip, G 2 = 3348 genes from s = 2 chip and G 3 = 3168 genes from s = 3 chip. Thus, we equally weight the IPs calculated among intensities within chips, according to the differential proportion of genes observed to meet the criteria among them. While the above measure is defined compositely, among all genes, we define a second IP among all G − 1 genes by removing a g-th gene; denote this measure by ρ 1j(−g) = ρ 1j (z 1(−g) , z j(−g) ), where z j(−g) denotes the vector of intensities with the g-th gene removed for 1 ≤ g ≤ G, 2 ≤ j ≤ J . This second measure, ρ 1j(−g) , provides an estimate of the effect of each gene on similarity profiles among all genes within a condition pair. By treating each z j as a vector in R G , ρ 1j has the interpretation of a measure of closeness between a pair of vectors. If intensities between a pair of phenotypes, (z j , z k ), are close to each other, then ρ jk ≈ 1, indicating a strong degree of similarity in intensities among genes between the two phenotypes. Otherwise, ρ jk will deviate from 1, with smaller values indicating a lesser degree of similarity. In comparison to a regression approach, which is often used for normalizing intensities, this approach does not require that the z j 's be re-scaled nor that there is a linear relationship among genes. In addition, the use of regression for normalization implicitly assumes that errors are independent across the genes; an assumption which does not seem plausible. Perhaps a most important distinguishing feature of the statistic in (3) is that it is defined based on the notion of closeness that exploits the affine property for functionals, rather than defined using a traditional, distance-based notion of closeness.
Based on the two measures, ρ 1j(−g) and ρ 1j , we compare an estimate of a gene-specific effect relative to an estimate of the effect from all genes to describe the degree of closeness in intensities within each condition pair. For a g-th gene, if ρ jk(−g) > ρ jk , then the gene is regarded as 'good' in differentiating between conditions j and k, whereas if ρ jk(−g) ≤ ρ jk , then this gene is regarded as 'bad' for distinguishing between the two conditions. Using this jackknife approach, where we remove a single gene at a time and re-calculate a (weighted) IP between intensities within each pair of phenotypes, we form a G×(J −1) IP matrix that defines the first mapping as follows:
The entries in estimate an individual genes' effect relative to all other genes, on measuring the degree of closeness between intensity profiles from each phenotypic pair. Using the information in this matrix, we next define an estimate of gene effect that summarizes the information among all columns of , without imposing assumptions, such as through modeling the data.
Non-parametric estimate of gene effect, among all
phenotype pairs A final consideration in defining a genespecific effect is how to summarize the measure of closeness defined in (3) among all J − 1 comparison pairs. One possibility is to average over all pairwise IP measures to define
and compare this summary measure to a summary IP measure formed by averaging among columns with a g-th gene removed. Alternatively, we develop an approach based on SVD to define a gene-specific effect, among all IPs formed between comparison pairs that does not assume an additive relationship among them. This approach is based on the premise that (in the absence of noise), signal from the same gene is measured among all phenotypic pairs that are compared against the same reference. In this sense, all (J − 1) comparisons between phenotypes, within a gene, are related through the common reference used in each comparison. The question of the degree of relatedness among comparison pairs, within and among genes, will depend upon whether there is a single best fit to , i.e. whether the data in may be represented by a point in R G that reflects the best fit among all comparisons within each g-th gene. By applying SVD to , we examine whether this matrix may be reasonably approximated by a rank one matrix through minimizing the norm between its columns. Thus, a rank one fit of is interpreted as summarizing a genes' effect that is common to all (J − 1) comparison pairs in a R G -dimensional space. By applying SVD to the IP matrix, , we obtain = P Q , where
such that p k ∈ R G and q k ∈ R J −1 are orthonormal vectors and is a diagonal matrix of ordered decreasing eigenvalues of dimension J − 1.
In the absence of noise, the vectors, ρ 12 , . . . , ρ 1J , as measure of each genes' effect within each phenotypic pair are linearly dependent and thus, is of rank one, with P interpreted as a matrix of some latent profile of intensities. On the other hand, in the presence of noise, the rank one fit, λ 1 p 1 q 1 , provides an approximation to , with p 1 regarded as an estimate of a latent profile of intensities. To describe whether this assumption seems plausible, we compare the |λ j |; the theory is supported if there is a single noticeable breakpoint between eigenvalues, i.e. if |λ 1 | |λ j | for all 2 ≤ j ≤ (J − 1). Based on this SVD, we observed the eigenvalues, λ 1 = 88, λ 2 = 0.007 and λ 3 = 0.006, and thus conclude that the theory of a latent profile of intensities that best fits all three condition pairs is supported.
Within our context of applying SVD to a matrix of pairwise IPs, this suggests that there is a single IP that best summarizes the information contained in the three IP column vectors. Since the IP matrix, , appears to be well approximated by rank one fit, we therefore decompose , into a rank one matrix, , and a matrix, E that represents the error in approximation, i.e. = + E, where
where e 2 g = J j =2 e 2 g,1j and e 2 is a vector of dimension G denoting the sum (over columns) of squared deviations from the rank one fit matrix for each gene. With these statistics, we define the second mapping by
where θ g estimates an individual genes' effect among all condition pairs (columns). This mapping provides a twodimensional measure for each gene; one that estimates a within gene effect that is common among all phenotypic comparisons, denoted by θ g , and a second that estimates a genes' deviation from this common effect, denoted by e 2 g . We therefore define a desirable gene as one that relative to all other genes, shows both a large, common effect, among all comparison pairs, and a small deviation from this common fit.
We illustrate in Figure 1 , the differences in genes selected in the experiment, based on extracting the top n d (as defined in Section 2.1) gene rankings from among the n o genes observed to meet our criteria, marginally, according to each measure, θ (top plot) and e 2 (middle plot), versus the top n d rankings from the use of their joint information (bottom plot; see Section 2.2.3). The overall effect from using both measures, in terms of log 2 transformed intensity ratios, is a greater scattering of genes above zero, whereas from the separate use of each measure, more genes appear close to zero, indicating near equal intensities. Another way to think of the utility of both measures is to view them in an analogous regression setting, where one obtains a parameter estimate reflecting the effect of some covariate on a response, as in our common estimated effect, and then examines the overall fit of a model to the data, as in our deviation statistic.
Selecting set elements
In this section, we discuss how to rank genes based on our two-dimensional measure, ( θ g , e 2 g ), according to a largest common effect and smallest deviation from that effect to define the top n d genes as elements of the set, U ++ . We therefore require a norm that combines information based on a two-dimensional ranking and for this we define a third mapping, f 3 , as below:
where r denotes the radius of a circle defined large enough to encompass at least n d genes, θ (g) denotes the decreasing ordered value of the statistic, θ and e 2 (g) denotes the increasing ordered value of the statistic, e 2 . Thus, among all genes observed to meet our criteria, θ (1) refers to the largest common effect among comparison pairs, while e 2
(1) refers to the smallest deviation from this common effect. In this way, genes are selected if their joint ranking falls below the radius, r, as illustrated in Figure 2 for the experiment by chip. The elements defining the set, U ++ , are then characterized by genes with both a large estimated common effect (among all condition pairs) and a small deviation from this common effect, relative to among all genes that meet our criteria. We may also obtain a standard deviation estimate of a genes' ranking by forming a set of rankings for within each permutation of the data described in Section 2.1.
In Figure 2 , we extract the top n d genes whose joint ranking from both statistics lie below r as elements that describe the set, U ++ . A '1' on the x-axis refers to a largest common effect, while a '1' on the y-axis refers to a smallest deviation from a genes' common effect. Thus, genes whose rankings are approximately equal, in terms of the direction of interest, are shown along the gray line, while genes with a large (small) common effect and large (small) deviation are shown opposite (in direction) to this line. The observed positive and negative relations shown in Figure 2 reflect the relation between the defined statistics.
Characterizing genes by differential phenotype pair deviation
We partition the genes in U ++ according to their differential phenotype pair contributions to the total (among all pairs) deviation statistic, e 2 g . In this way, we create more manageable subsets that may warrant further experimentation and, moreover, provide insight into the relations among the Fig. 1 . Log 2 intensity ratios among genes observed to meet the criterion by chip (A = orange; B = blue; C = green) and condition pair. The genes selected as candidate over-expressed are highlighted in red, according to their rankings from a rank one fit (top), the deviation statistic (middle) and both statistics (bottom). several conditions in depicting our criteria. Within a g-th gene, we denote by p g,1j = e 2 g,1J / e 2 g a proportionate contribution from each condition pair to e 2 g for 2 ≤ j ≤ J . With three comparisons, we partition a gene into one of a dominant triple, double or single condition pair effect on its overall deviation. If all three pairs nearly equally contribute to e 2 g , i.e. p g,1j ≈ c = (J − 1) −1 for all 2 ≤ j ≤ J , then a genes' total deviation is characterized as dominant triple. If two pairs are mostly attributable to e 2 g , i.e. p g,1i , p g,1j > c, then a gene is denoted as dominant double, while if a single pair contains most of information in e 2 g , i.e. p g,1i > c and p g,1j , p g,1k ≤ c, then a gene is denoted as dominant single.
To view results simultaneously, among all condition pairs, we illustrate in Figure 3 , a three-dimensional scatterplot by chip of log 2 intensity ratios, where each condition pair denotes a dimension. The group of focus is upon genes identified as triple dominant (n = 77 chip A; 68 chip B; 59 chip C), since such genes depict each component of our criteria. In Figure 3 , we also see that genes denoted by a dominant double phenotype pair effect (n = 102 chip A; 125 chip B; 133 chip C) are mostly characterized by the two condition comparisons, anergy to mock and anergy to PKCi, while genes defined by a dominant single phenotype pair (n = 17 chip A; 8 chip B; 3 chip C), are mostly attributable to the comparison of anergy to mock. The partition of genes into these three groups enables an initial focus upon a smaller set of genes that do not simply depict our criteria, but the various ways in which the condition pairs adhere to it. For example, by focusing upon the dominant double group, we gain insight into a set of genes that seems to characterize the PKCi but not the CsA pathway. The further partition of genes in this group may help to study the role of ESTs by associating them with named genes (prior to analysis).
Characterizing between gene effects among phenotype pairs
While the previous figures illustrate results based on individual genes, as noted in Section 2.1, our approach is not specific to the independence assumption. Similar to the independence case, within an l-th gene pair, we construct J − 1 intensity differences between phenotypes, denoted by zl,1j = ( zl1 − zlj ) for 2 ≤ j ≤ J and apply the above methods to describe a set of candidate gene pairs, U ++ ⊆ U + , of estimated size n d = 1030 from among the n 0 = 10 200 gene pairs observed to meet our criteria (see Section 2.1). We discuss an additional descriptive analysis that is specific to the dependence case, where a goal is to examine relations between the two genes that define an l-th pair, among all phenotypic comparisons. We do this by partitioning a gene pair according to its between gene intensity difference among all phenotype pairs. With our approach to hypothesis testing, there are three possible scenarios that would result in a gene pair meeting our criteria. One gene from the pair exhibits greater intensity in the reference condition relative to all J − 1 conditions, while for the other gene, these same comparisons are relatively small. We denote this scenario by a dominant between gene effect on all condition pairs. If both genes from a pair exhibit the same degree of intensity difference among all condition pairs, either in the same or opposing direction, we refer to these scenarios as a same or opposing between gene effect among all condition pairs.
For characterizing a gene pair into one of these three groups, we extend the approach of Kowalski (2001) to our setting. For an l-th gene pair, we plot,
The gene pairs whose points are equal (along a line) are characterized as dominant or opposing, based on a cut-off, p g,1j = | z lg,1j |/ 2 g=1 | z lg,1j |, applied to all 2 ≤ j ≤ J , while gene pairs whose points fall below a line are depicted as the same between gene effect among all pairs. In the experiment, most gene pairs were characterized as equal (n = 147 chip A; 189 chip B; 324 chip C), using p g,1j = 0.50, indicating that both genes equally contributed to an overall (positive) intensity difference between genes, among all condition pairs. For the remaining gene pairs, the dominant (n = 47 chip A; 73 chip B; 86 chip C) and opposing (n = 43 chip A; 39 chip B; 82 chip C) groups were nearly equally represented among chips. With this analysis, gene pairs in the opposing group are of interest, since this group provides insight into genes that work against our criteria.
CONCLUDING DISCUSSION
In this paper, we have developed a novel statistical framework to facilitate the analysis of high-dimensional data for comparing several groups based on very few samples. Our method is unified in its non-parametric approach to inference and description. For inference, we construct a testable hypothesis of several simultaneous events in a high-dimensional space, while preserving the dependence among genes, using as few as a single sample from each of several groups to be compared. For non-parametrically describing genes as suspect of attributing to the rejection of this hypothesis, we propose a novel algorithm that retains the dependence among genes.
Aside from accommodating the extreme situation of a single sample per group, for cases in which our approach and another popular method, SAM (Tusher et al., 2001) are both applicable, such as the desire to compare intensities based on more than one sample per group, there is an another important distinction between the two methods, in terms of imposed structures. The dependence among genes is incorporated into the SAM algorithm through permuting column vectors of intensities from G genes among samples. However, in selecting genes according to a false discovery rate that is calculated by comparing empirical distributions which are formed based on G individual t-statistics (one for each gene), independence among genes is assumed. In this respect, the SAM approach may be viewed as up-front (for estimating a number of candidate genes) dependent but back-end (for gene selection) independent. Alternatively, our approach may be viewed as up-front (experimental error) dependent, in terms of conducting hypothesis testing, and back-end dependent, since genes are selected on the basis of IP and SVD principles.
While our method was motivated by the analysis of several single-sample comparisons, it should not be viewed as an alternative to the need for replication. The benefits of replication are clear but for some microarray experiments, it may not be feasible due to cost considerations and the hypothesis under consideration. In our setting, to identify genes potentially involved in TCR-induced tolerance induction, we employed a design that stimulated the cells under four conditions that were hypothesized to promote or prevent the induction of T cell anergy. To obtain one other replicate from each of the four conditions would require a total of 12 arrays and thus, would be costly to implement. The novelty of the approach lies in statistically addressing the singlesample nature of the motivating experiment and in the desire to compare intensities simultaneously among several groups.
For analysis of data with a few (more than one) samples of intensities from each of several groups to be compared, a Fisher's linear discriminant function has been proposed (Tusher et al., 2001) . Our method may also be applied to this setting of more than one sample per group. Let z j = (z j 1 , . . . , z jN j ) denote a G × N j matrix of intensities for a j -th group. The special case of N j = 1 for 1 ≤ j ≤ J reflects our current context. The statistic in (3) is extended based on the idea of intra-class correlation. It may be necessary however to first pre-process the data to account for the variability among samples. To better capture genes that deviate from a general pattern, we recommend first defining the norm of each vector of intensities, i.e. z ji = z ji / z ji for 1 ≤ j ≤ J and 1 ≤ i ≤ N j . Let C denote the set of all distinct (j , k) pairs formed between samples from a pair of phenotypes for 1 ≤ j ≤ N j and 1 ≤ k ≤ N k . We define an average measure of closeness between the pair of matrices, (z j , z k ),
, where ρ jkc (z jc , z kc ) is defined as in (3). The methods described in previous sections follow by replacing ρ jk with ρ jk .
The powerfulness of our method may be evaluated within the context of comparing a parametric versus non-parametric approach in general for testing the hypothesis in (1). Since our method examines intensity differences through the use of rankings, it does not take into account all the information contained in the data, such as in utilizing information on the magnitude of differences between intensities, based upon the values of intensity differences as in, e.g. SAM (Tusher et al., 2001) . Because of this potential loss of information, a rankbased non-parametric approach is generally not as powerful as a parametric method. In general, an advantage from the use of a non-parametric over parametric approach is that no analytic distributions are imposed on the data. A disadvantage, however, and consequently advantage to the use of parametric methods, is that if the assumptions underlying the approach are satisfied, then in general, a non-parametric method is less powerful. Within the context of microarray analysis, however, parametric methods may have limited applications, given the high dimension of the data and the very limited sample sizes.
Although a comparison of results based on different analytic approaches applied to the same data would be ideal, such comparisons are not straightforward within our context precisely because of the nature of the experiment, i.e. four groups to be compared with a single sample of intensities from thousands of genes within each group. There are no existing analytical methods applicable to this setting. The few approaches that do accommodate a comparison of more than two groups, also requires greater than a single sample within each group. While we have not performed an exhaustive confirmation of expression from the genes identified by our approach, the results have been supported in part by a second microarray experiment examining gene expression of T cells stimulated with anti-TCR at 2, 4 and 6 h (Powell, unpublished data) . A review of the genes identified by this approach revealed that many of the genes selected, such as the cytokines/chemokines MIP-1a, Interferon gamma, GM-CSF and lymphotactin; the signaling molecules COT kinase, TRAF-5 and SLAP; the cell surface molecules LAG-3, 4-1BB ligand; the adenosine receptor; and the transcription factors EGR-2, LSIRF and NF-ATc, both make biologic sense and/or their expression profiles have been confirmed by us or in the literature (e.g. Rengarajan et al., 2000; Kiani et al., 2001; Macian et al., 2000) . By utilizing the list of genes selected by the proposed method, in combination with information on their known biologic function, we are currently in the process of defining the roles for Egr-2, LAG-3 and the adenosine receptor in inducing/promoting T cell tolerance. In addition, many of the genes identified by our approach were also described by Macian et al. (2002) , who employed a different experiment (and analytic approach) to identify genes involved in T cell anergy. We are also in the process of applying our method to microarray data obtained from an in vivo model of anergy (Drake, unpublished data) to compare against the current, in vitro results.
Our results indicate evidence of rejection of the null hypothesis in (1) under an independence and dependence assumption. In the latter case, we also provide an estimate of the number of candidate gene pairs, independent of the ordering of genes, though the description of the set of such pairs depends upon their linear order. By deciding in advance, upon an ordering of genes on the basis of some biological construct, such as one that reflects chromosomal location or by pairing known genes with ESTs, our gene pair analysis has the potential to define the role of novel genes that would otherwise be difficult to study. We feel that our approach may be especially useful for analysis of data obtained from the newest microarray technology that enables several different tissues to be placed on a single slide and hybridized to a single sample.
