Parallel tempering (or the replica exchange method (REM)) is a powerful method for speeding up the sampling of conformational states of systems with rough energy landscapes, like proteins, where stable conformational states can be separated by large energy barriers. The usual implementation of the REM is performed on local computer clusters (or parallel processors) where the different replicas must be run synchronously. Here, we present serial replica exchange (SREM), a method that is equivalent to the standard REM in terms of efficiency yet runs asynchronously on a distributed network of computers. A second advantage is the method's greatly enhanced fault tolerance, which enables the study of biological systems on worldwide distributed computing environments, such as Folding@Home. 1 For proof of concept, we apply the SREM to a single alanine dipeptide molecule in explicit water. We show that the SREM reproduces the thermodynamic and structural properties determined by the REM.
Introduction
Sampling the conformation space of complex systems, such as proteins, is a notoriously difficult problem in structural biology and theoretical chemistry. The difficulty arises from infrequent crossings of high energy barriers between local energy minima, leading to local trapping for long times and concomitant quasi-ergodicity in the sampling. The parallel tempering (or replica exchange method) was devised to overcome the problem of quasi-ergodicity. [2] [3] [4] In this method, molecular dynamics or Monte Carlo simulations are performed simultaneously on independent replicas each at different temperatures. Exchanges of configuration between nearest neighbor replicas are attempted periodically and accepted with a welldefined acceptance probability which is consistent with detailed balance. By occasionally obtaining the configuration from high temperature replicas, the replicas at low temperature can overcome their energy barriers. In addition to reducing the problem of quasi-ergodicity, the temperature dependence of various thermodynamic properties can be obtained. The replica exchange method (REM) has proven to be a useful method for sampling phase space, 5, 6 and has been widely adopted.
In the standard replica exchange method, the number of replicas needed increases as O(f 1/2 ), where f is the system's total number of degrees of freedom. 7 Even for a relatively small biomolecular system consisting of one -hairpin protein molecule dissolved in water (4342 atoms in all), 64 replicas were needed to cover the temperature range between 270 and 695 K with a nonvanishing acceptance ratio for replica exchange. 8 This severely restricts the applicability of the REM to reasonably small systems, unless one has access to either a massively parallel computer or a very large dedicated cluster on which a large number of replicas can run synchronously. Furthermore, in its usual implementation, the REM is a synchronous algorithm in that each replica must evolve for the same amount of time before the replica exchange is attempted. In this article, we present a strategy for running the equivalent of the REM on one computer or on a collection of distributed computers, which allows one to use these computers in an asynchronous manner. We call this the serial replica exchange method (SREM).
In addition, we show that this same strategy can be applied to another replica exchange method, replica exchange with solute tempering 9 (REST). Because the number of CPUs needed in this new scheme depends only on the degrees of freedom (DOF) in the solute molecule, and not the number of DOF of the water molecules, the number of CPUs needed can be greatly reduced; for example, for a single alanine dipeptide in an explicit water box, only 3 replicas were required, instead of the 16 needed in the ordinary REM. Clearly, REST also requires synchronous use of the processors. We show how the strategy embodied in the SREM can also be applied to REST, and we call the resulting algorithm "serial replica exchange with solute tempering", or SREST.
Since the REM (and REST) requires synchronization between different replicas in order to exchange replicas, running it on a heterogeneous network of nondedicated distributed computers is intrinsically inefficient, as its overall performance is determined by the slowest replica. With the advent of distributed networks such as Folding@Home and SETI@Home, it is important to free the REM from reliance on either a large local cluster or a massively parallel computer, the current requirement for simulation of large biological systems. For example, Folding@Home currently has more than 180 000 hosts, substantially more than any other computing cluster. The enormous computational power of Folding@Home makes sub-millisecond simulations of some miniproteins with explicit water possible. 10 The SREM and SREST provide a simple approach to harness the inherent power in such heterogeneous computer resources for sampling conformational states and computing thermodynamic properties of complex biological systems.
For large scale applications, biological systems in particular, the number of replicas/processors required in the REM, which generally scales as O(f 1/2 ), can become exceedingly large. This has significant implications for the fault tolerance of the application, as the synchronous REM is typically run on inexpensive, loosely coupled computing clusters where the individual failure rate can be quite high. Indeed, if any one processor fails, then the entire simulation with N processors will fail. Hence, the time to failure for the REM is the minimum of the time to failure for N independent processors. 11 This implies that the rate of failure for the REM is N times higher than that for the SREM.
The SREM and SREST are described in the next section, followed by their application to an alanine dipeptide solvated in explicit water. The results show that the new serial methods reproduce the thermodynamic properties with nearly the same efficiency as the REM.
Methods

Replica Exchange.
Replica exchange (or parallel tempering) involves running Monte Carlo (or constant temperature molecular dynamics) for a certain number of passes (or time steps) in parallel on a set of replica systems each at a different temperature, {T 1 , T 2 , ... , T N }, where the temperatures are ordered from the lowest T 1 to the highest T N . At the end of this period, an attempt is made to exchange the configurations of a pair of neighboring replicas and this exchange is accepted with a probability that satisfies detailed balance
, and E(X n ) is the system energy for the nth replica with configuration X n . The process is then repeated. The highest temperature, T N , is chosen so that its replica can rapidly cross the potential energy barriers. Because configurations sampled at the high temperatures can, in principle, eventually exchange with the low temperature replicas, the low temperature systems will experience jumps between potential basins separated by high barriers, something they would not be able to do easily in ordinary Monte Carlo or molecular dynamics (MD).
For replica exchange with solute tempering (REST), different replicas can have not only different temperatures but also different potential functions, {E 1 (X 1 ), E 2 (X 2 ), ... , E N (X N )}, where X n represents the configurational coordinates of the nth replica system, and for our choice of these energy surfaces, the acceptance probability differs from the above in that
, where E p (X n ) is the energy within the protein group (central group) and E pw (X n ) is the interaction energy between the protein group and the water group (surrounding group).
From the acceptance probability (cf. eq 1 for the REM and REST), only the energy, a one-dimensional property, is required in order to determine whether the attempted replica exchange is successful or not. The SREM and SREST are derived from this property.
Suppose one knows the potential energy distribution (PEDF), P n (E; T n ), at the temperatures, {T 1 , T 2 , ... , T N }. Suppose further that one initiates a Monte Carlo (or constant temperature MD) walk at temperature T n , runs this for a certain desired number of steps, and determines its energy to be E. From the energy distribution P n+1 (E; T n+1 ), one could sample an energy E′ for a system at the neighboring temperature, attempt a move to this neighboring temperature, say T n+1 , and accept or reject this move using the same acceptance probability as in eq 1. If this move is accepted, the walk is now continued at the new temperature, and otherwise, it is continued at the old temperature, and so on. In this way, a single walker samples configurations at all of the temperatures and averages can be determined at each temperature.
We believe that the SREM is as efficient as the REM; that is, if we run N independent SREM simulations for the same amount of time as each of the N replicas in the REM, then the overall information obtained is equivalent to that obtained from the REM. In the Results section, we demonstrate that this is approximately true for our model applications.
Determination of the PEDF.
The main issue is that we do not know the required energy distributions a priori. However, it is possible to obtain first approximations to the PEDFs, even without communication between processors, by performing separate runs at each temperature, that is, without attempting temperature jumps. Another approach, recently proposed by Mitsutake and Okamoto, 12, 13 is to perform a short preliminary replica exchange run. Alternatively, one could initially employ Wang-Landau sampling [14] [15] [16] at each temperature to obtain PEDFs of very high accuracy. However, it was recently pointed out 17 that, even with substantial modifications of the original algorithm 18 to allow for nonparametric estimation of the continuous distributions that typically occur in systems of biological relevance, Wang-Landau sampling is highly dependent on proper tuning of the various parameters, particularly the schedule for reducing the modification factor, f. The same study 17 argued that, in comparison, replica exchange is much less sensitive to the choice of parameters.
As a result, we have chosen the following approach based on replica exchange, which we deem sufficiently flexible to handle most cases of interest:
(i) Generate an approximate energy distribution at each temperature using the REM (or REST) or MD.
(ii) Propagate the system for a certain amount of time using the SREM (or SREST) and collect the potential energies at each temperature.
(iii) Update the PEDFs by using the sampled potential energies.
(iv) Repeat steps ii and iii until the PEDFs are stationary. Once the energy distributions have converged, we can stop updating them and begin the production run. In this production phase, every replica run on a different processor will, in principle, sample all of the different temperatures, without communicating with any other processor. The procedure outlined for accepting temperature jumps is essentially the same as that in standard replica exchange, implying that the system should spend a roughly equal amount of time at each temperature level.
Representation of the PEDF.
The PEDFs for biological systems are continuous and, according to the central limit theorem, approximately Gaussian. They are thus excellent candidates for parametric density estimation. However, for low dimensional systems, this is not the case. To demonstrate the general applicability of our method, we have consequently chosen to focus on nonparametric density estimation. 19 For continuous distributions, the kernel density estimator 20 is the method of choice, often using the Gaussian kernel function. Another frequently used approach is the orthogonal series estimator. 21 However, regardless of the choice of statistical method, there is a tradeoff between the precision and the accuracy of the estimated PEDFs. Either way, the estimated PEDFs will have some inherent error relative to the true PEDFs. For this reason, and to avoid unnecessary detail, we limit the discussion to the simplest possible nonparametric estimator, the histogram with fixed bin width. While this is not an optimal 2 (t) appears to plateau, the PEDFs have become stationary, and the updating phase can be terminated. This sounds too good to be true, and, to some extent, it is. The criterion only guarantees that the PEDFs have become stationary, perhaps with some locked in deviation from the true distribution. However, since the replicas are, using the detailed balance criterion above, able to move to higher temperatures . The black and red curves in the top panels correspond to the original rough PEDFs from the trial REM simulations and the shifted counterpart. The black, red, and green curves in the bottom panels show the converged PEDFs from a 9 ns REM simulation, the 2 ns aging process of the SREM simulation, and the 2 ns aging process of the SREM shift simulation, respectively. The SREM and SREMshift results are averaged over 16 independent runs. during the updating phase, we do not expect any lingering issues of quasi-ergodicity. Hence, once stationary, and barring exceptional quasi-ergodicity that persists even with the use of a replica exchange scheme, the PEDFs will be very close to their true distribution. Insofar as quasi-ergodicity might persist, we believe that this condition would also afflict the production run, whether using the REM, the SREM, or some other simulation scheme. The inability to detect such quasi-ergodicity without prior knowledge of the true distributions is manifest in all simulations, and is thus not particular to the SREM.
Results
Peptide in Water.
As a test case, we have applied the SREM to an aqueous solution consisting of one small peptide molecule, alanine dipeptide, solvated in 256 TIP4P 23 water molecules. The potential model for alanine dipeptide was taken to be the OPLS-AA/L force field. 24, 25 We have simulated the system with cubic periodic boundary conditions using the P3ME method [26] [27] [28] for calculating the electrostatic interactions. The internal geometries of water molecules and the bond lengths of the alanine dipeptide were constrained with the RATTLE algorithm, 29 allowing a time step of 2 fs. The system temperature was controlled by Nose-Hoover chain thermostats. 30 To obtain initial estimates of the potential energy distribution functions (PEDFs), we ran a REM simulation for 100 ps using 16 replicas over a range of temperatures from 300 to 600 K. The temperature spacing was distributed roughly exponentially, with the corresponding exchange acceptance ratios between neighboring replicas ranging from 22 to 29%. Replica exchanges were attempted every 2 ps during the simulation. Subsequently, 16 independent SREM simulations were performed using the PEDFs obtained from the initial REM simulation. During the SREM aging phase, the PEDFs were updated every 100 ps for 2 ns, at which point they became roughly stationary. Subsequently, an SREM production run of 9 ns was performed to collect the thermodynamic and structural data. For comparison, we ran a standard REM simulation with 16 replicas, also for 9 ns.
We investigate the convergence properties of the SREM PEDFs at two representative temperatures, 336 and 438 K, in Figure 1 , where we compare the initial PEDFs from the trial REM simulation (the black curve in the top panel) with the PEDFs resulting from the 2 ns SREM aging phase (the red curve in the bottom panel) and that of a 9 ns REM reference simulation (the black curve of the bottom panel). Although the PEDFs from the initial short REM simulation are rough and noisy, the PEDFs from the 2 ns aging phase of SREM simulations have nearly converged to those of the 9 ns REM simulation. The PEDFs of the SREM at other temperatures show a similar behavior, suggesting that the final results are independent of the choice of the initial PEDFs, as described above.
To investigate how quickly the PEDFs approach equilibrium, we employ the 2 Figure 2 displays both 2 (t) measures, concatenating 16 indepdent SREM simulations and averaging over all temperature levels. To compare the SREM with the REM, we compute the chi-square measure of a second, independent 9 ns REM simulation versus the 9 ns REM reference simulation. The lower panel reveals a minor difference in the convergence properties of the SREM and REM, which is related to the discrete representation of the PEDF in the SREM. We address this issue in the Appendix.
If the simulation time is shorter than the characteristic time of barrier crossing, the PEDFs from the short trial REM simulation will not be accurate. To probe this issue, we have performed SREM simulations initialized with PEDFs that deviate from the true PEDFs. This is illustrated in Figure 1 , where we have shifted each of the initial PEDFs by an arbitrary constant, denoted by SREM shift . Starting from the shifted PEDFs, we have performed 16 SREM simulations. The PEDFs were updated periodically during a 2 ns aging phase, followed by a 9 ns production run for data collection. Figure 1 also shows the PEDFs from the 2 ns SREM shift aging stage. Although the exchange is initially controlled by the incorrect PEDFs, SREM shift eventually reproduces the PEDFs obtained from the REM. Figure 5 demonstrates that the convergence measure has roughly the same behavior as that without the shift, that is, when compared to Figure 2 .
To test the accuracy of the new scheme, we compare the radial distribution functions (RDFs) of the SREM to those of the REM at 300 K. Figure 3 shows the RDFs between some selected heavy atoms of alanine dipeptide and oxygens of water molecules. The two RDFs (the black curve for the 9 ns REM simulation and the red curve for the 9 ns production run of the SREM within each subplot) are very similar to each other. The results clearly show that SREM sampling correctly determines the structural properties described by the RDF. As a further measure, we compare the populations of the pronounced peaks in the Ramachandran plots, that is, the population distributions of the φ and ψ backbone dihedral angles of alanine dipeptide, of the SREM to those of the REM at 300 K. As in our previous work, four regions, P II , R R , , and R′, ordered by populations, were identified as highly populated regions. Table 1 shows that the populations for the REM, SREM, and SREM shift simulations are comparable within the uncertainty. For completeness, we have computed a chi-square measure related to the spatial Ramachandran plot, the integrated squared error of the spatial density, where K ) 16 is the number of bins in the Ramachandran plot of the peptide system. An approximation to the exact density, F j exact , is obtained from a 9 ns REM reference simulation. To provide a meaningful measure, the REM reference simulation must be substantially longer than the simulations for which we compute S 2 (t). Hence, in Figure 4 , we show the convergence of the SREM simulation up to 2 ns.
In summary, it appears that SREM sampling of both energetic and structural properties is not greatly affected by inaccuracies in the initial PEDFs, provided that adequate aging runs are made. Indeed, our procedure of periodically updating the PEDFs during the aging phase was designed to allow the PEDFs to relax to the accurate PEDFs. Potential energy distributions for two temperatures, 300 K (left column) and 600 K (right column). The black and red curves in the top panels correspond to the original rough PEDFs from the trial REST simulations and the shifted counterpart. The black, red, and green curves in the bottom panels show the converged PEDFs from a 9 ns REST simulation, the 2 ns aging process in SREST, and the 2 ns aging process in the SREST shift simulation, respectively. The SREST and SRESTshift results are averaged over three independent runs.
Serial Replica Exchange with Solute Tempering.
To illustrate how the SREM will allow the study of large scale biomolecular systems, we have combined the strategy behind the SREM with another recent method, replica exchange with solute tempering (REST), 9 which was developed to reduce the number of replicas required in the REM for the simulation of proteins solvated in explicit solvent. This combined method, called serial replica exchange with solute tempering (SREST), was also used on the alanine dipeptide system, but now solvated in 512 TIP4P 23 water molecules. This compares to the 256 TIP4P molecules used in the SREM simulations, while the force field and other simulation parameters were the same. With a target temperature for SREST of 300 K, only three replicas with temperatures of 300, 420, and 600 K were needed to generate reasonable acceptance ratios, ranging from 23 to 29%. The initial PEDFs were obtained from a 200 ps REST simulation. It should be noted that the effective energy used in the exchange of replicas in REST is E p + 1 / 2 E pw , not the standard E total mentioned in section 2. After a 2 ns aging run in which the PEDFs were updated at an interval of 100 ps, we performed three independent SREST simulations for a further 9 ns. For comparison, we performed a REST simulation for 9 ns. As in the previous section, we checked the dependence on the initial PEDFs, by performing a SREST simulation with shifted initial PEDFs, which we refer to as SREST shift . Figure 6 shows the PEDFs initially used in the SREST simulation and the PEDFs resulting from the corresponding simulations. As already verified for the SREM, SREST generates accurate PEDFs even though the initial PEDF generated by the REM is noisy or shifted. Figure 7 clearly shows that the PEDFs converge to the reference PEDFs obtained with the 9 ns REST simulation, even when the initial PEDFs are shifted. We also observe that the convergence behavior, evidenced by both SREST and SREST shift , is very similar to the SREM simulations. Once again, we have verified that the structural properties, as embodied by the RDF, obtained with SREST and SREST shift are comparable to the results of the REST simulation at the target temperature 300 K. Agreement for several heavy atom pairs can be seen in Figure 8 , which is equivalent to Figure 3. 
Discussion
We have introduced serial replica exchange (SREM), a serial version of the standard replica exchange method (REM), designed to run asynchronously on a distributed computing cluster of inexpensive nodes with high failure rates. The method has been demonstrated to be equivalent to the standard replica exchange method in terms of accuracy and efficiency and greatly superior to the REM in terms of fault tolerance, especially for large systems, which require many replicas.
Initially, we determine an approximate potential energy distribution function (PEDF) from a short run of the REM, or possibly standard molecular dynamics (MD) without exchanges. This is followed by an aging phase and finally the production run. Neither of these require intensive message passing or synchronization between processors. Hence, the SREM is ideally suited to distributed computing environments, such as Folding@Home or the worldwide grid (www.grid.org). During the aging phase, the energy distribution at each temperature is periodically updated, and accurate PEDFs are gradually obtained. Since the amount of information collected is proportional to the number of processors used, the more processors that are used, the faster the PEDFs converge. To allow the replicas to change their temperature, a detailed balance criterion, which involves sampling new energies according to the PEDFs, is used for this phase as well as for the production run.
Application of the SREM to solvated alanine dipeptide shows that accurate potential energy distributions are gradually obtained, whether starting from rough estimates or even wrong estimates of the PEDFs. We have also demonstrated that correct thermodynamic and structural properties can be determined, as embodied in the Ramachandran populations and the radial distribution functions for heavy atom pairs at 300 K. Combination of the SREM with another recent method, replica exchange with solute tempering (REST), 9 significantly reduces the number of CPUs required. This method, called SREST, is expected to scale well to very large systems on distributed computing clusters. As for the SREM, we have verified that SREST obtains the correct structural properties at 300 K.
Other strategies exist for running replica exchange on distributed computers. One in particular is the multiplexed replica exchange method. 31 In contrast to that method, the SREM does not require synchronization between the different walkers (processors), leaves no CPUs idle, and thus has substantially lower overhead. Another method suitable for distributed environments is simulated tempering, 32 which is inherently a serial algorithm. The primary issue with that method is the determination of the free energy constants, which has historically required a somewhat involved iterative procedure. More recently, Mitsutake and Okamoto 12, 13 have proposed to use a short initial replica exchange run, similar in spirit to the SREM described here, to determine these free energies. Simulated tempering has certain advantages, chiefly that it is an exact method even if the free energies are only obtained in some approximate manner. It may also be that the acceptance rates for simulated tempering are sometimes larger, as Mitsutake and Okamoto 12 have suggested. We have not explicitly compared the SREM and SREST with simulated tempering but take the view that for some applications, especially large scale biological systems, determining even approximate free energies can be substantially more difficult than the problem one is really trying to solve.
It is clear that the detailed balance criterion employed by the SREM and SREST is mathematically correct, provided that the exact potential energy distribution functions are employed. However, it is equally clear that unless the exact PEDFs are obtained, the method is only approximately correct. That does not imply that the SREM and SREST are any less rigorous than other sampling methods, all of which are required to run "infinitely long" to produce correct statistics. Indeed, in the limit of an infinitely long run, the length of the aging phase will also tend to infinity, and hence, the aged PEDFs will tend to the exact PEDFs. As a note of caution, however, there is a difference between the exact PEDF and the exact discrete PEDF. Unless one is willing to consider infinitely many bins or a continuous density estimator, for example, Gaussian kernels, one can at most hope to obtain the exact discrete PEDF. For large scale systems, we believe that the exact PEDF is sufficiently smooth that it is not perceptibly different from the exact discrete PEDF. Whether any of these issues will be detected in practice depends on the application and on which quantity is being measured. We believe that other sources of error, such as the finite length of a run, are much more significant. Indeed, when applied to our model system, we have found that there are no discernible differences in the thermodynamic and structural properties in comparison to the same properties computed with standard replica exchange. In the Appendix, we examine the issue of discretization in further detail.
We expect that once the SREM and SREST are implemented on a worldwide distributed computing platform, large scale biological systems solvated in explicit water can be simulated up to time scales of milliseconds, and possibly even seconds.
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Appendix
As argued in the Methods section, we chose to represent the PEDFs with histograms of fixed bin width because of their simplicity. However, in the discussion above, we acknowledged that for a finite number of bins there is always some difference between the exact PEDF and the exact discrete PEDF. In this appendix, we examine the effect of this distinction.
To elucidate the sometimes minute differences between REM and SREM simulations, we have chosen to design a simple onedimensional system for which we can compute the exact spatial density profile. This system is illustrated in Figure 9 . For both the REM and SREM, we have used a set of three replicas at kT, 17.3 kT, and 300 kT. Given the simplicity of the system, we have used Monte Carlo sampling within each ensemble, with a maximum step size of 0.1. Finally, as in our study of the peptide system, we employ a measure similar to the chi-square measure, the integrated squared error of the spatial density, to demonstrate the sampling efficiency of the REM and SREM. Here, K ) 1000 is the number of bins used to calculate S 2 (t) with respect to the spatial coordinate, which is independent of the number of bins in the PEDF histogram, N. The normalized densities are calculated only for the replica at kT, and there is no averaging over the three ensembles. On the other hand, we have calculated S 2 (t) for several individual trajectories, each starting from independent initial conditions.
In Figure 10 , we demonstrate the effect of the number of bins in the SREM histogram or, equivalently, the bin width. Each PEDF histogram spans the range -kT to 131 kT and is divided into N bins of equal width, where N is either 20, 50, 100, or 500. We observe that as N increases, the behavior of the SREM simulation approaches that of the REM simulation. The top panel demonstrates that, with N ) 500 and averaged over 50 individual trajectories, there is no discernible difference in the S 2 (t) values for the REM and SREM. This is confirmed in the lower panel, which shows nine individual trajectories for each of four simulations, the REM and SREM with three different values of N.
The PEDFs in this one-dimensional system are decidedly nonGaussian and thus expected to be less amenable to simple histogram estimation than Gaussian PEDFs. Given the apparent success, we conclude that simple fixed bin width histograms are adequate as general purpose nonparametric estimators of PEDFs for use in the SREM and SREST.
