This paper presents a type of feedforward neural networks (FNNs), which can be used to approximately interpolate, with arbitrary precision, any set of distinct data in multidimensional Euclidean spaces. They can also uniformly approximate any continuous functions of one variable or two variables. By using the modulus of continuity of function as metric, the rates of convergence of approximate interpolation networks are estimated, and two Jackson-type inequalities are established.
Background and motivation
Throughout this paper, we use the following definitions and notations, in which N and R denote the natural numbers and the set of real numbers, respectively, and for any positive integer d, R d denotes the d dimensional Euclidean space. Let S ¼ fx 0 ; x 1 ; . . . ; x n g & R d denote a set of distinct vectors, and ff 0 ; f 1 ; . . . ; f n g & R a set of real numbers. Then fðx 0 ; f 0 Þ; ðx 1 ; f 1 Þ; . . . ; ðx n ; f n Þg; ð1Þ
is called a set of interpolation sample, and fx i g n i¼0 is called a node system of interpolation. If there exists a function f : R d ! R such that f ðx i Þ ¼ f i ; i ¼ 0; 1; . . . ; n;
then we say that the function f is an exact interpolation of sample set (1) . If there exists a function g : R d ! R such that jgðx i Þ À f i j < e; i ¼ 0; 1; . . . ; n;
for positive real number e, then we call g an e-approximate interpolation of sample set (1) . According to common usage, a sigmoidal function r is defined in R with the following properties: We shall focus on the Problems 2 and 3 for a class of FNNs in R d in this paper.
Neural computation research, together with related areas in approximation theory, has developed powerful methods for approximating continuous and integrable functions on compact subsets of R d since 1980s. Most approximation schemes using three layered FNNs have been studied (e.g. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] ). In such schemes, function approximation capabilities critically depend on the activation function nature of the hidden layer.
On the other hand, the interpolation problem of neural networks, as a very active direction, has drawn great attention. Several proofs on the fact that single hidden layer FNNs with at most n þ 1 neurons can learn n þ 1 distinct samples ðx i ; f i Þði ¼ 0; 1; 2; . . . ; nÞ with zero error (exact interpolation) have been proposed in [18] [19] [20] [21] . Ito and Saito [19] proved that if the activation function is continuous and nondecreasing sigmoidal function, then the interpolation can be made with inner weights w j 2 S dÀ1 , where S dÀ1 is the unit sphere in R d . In [20] Pinkus proved the same result but / only needs to be continuous in R and not a polynomial. Shrivatava and Dasgupta [27] gave a proof for sigmoidal activation function /ðxÞ ¼ 1 1þe Àx . However, it is more difficult to solve the exact interpolation networks. So, ones turn to the study of the approximate interpolation neural networks, which first were used in [21] as a tool to study the exact interpolation networks. It was proved in [21] that if arbitrary precision approximate interpolation exists in a linear space of functions, then an exact interpolation can be obtained in that space. Furthermore, the fact ''If / is sigmoidal, continuous and there exists a point c such that / 0 ðcÞ-0, then an interpolation problem with 2n þ 1 samples can be approximated with arbitrary precision by a net with n þ 1 neurons" was given. Recently, Llanas and Sainz [22] studied the existence and construction of e-approximate interpolation networks. They first considered that the activation function / is a nondecreasing sigmoidal function satisfying the condition (2) and gave a new and quantitative proof of the fact that n þ 1 hidden neurons can learn n þ 1 distinct samples with zero error. Then, they introduced the approximate interpolation networks, which do not require training and can approximately interpolate an arbitrary set of distinct samples. However, it is natural to raise the following two questions:
(1) Can we replace the sigmoidal nondecreasing function used in [22] by other activation functions? (2) Can we estimate the errors of approximation for constructed networks?
The main purpose of this paper is to give an affirmative answer to these questions. We first introduce a class of activation function g j : Clearly, N ðxÞ can be understood to be a FNN with four layers: the first layer is the input layer, the input is xðx 2 R d Þ; the second layer is processing layer for computing values qðx; x i Þ; i ¼ 0; 1; . . . ; n, between input x and the prototypical input points x i , and it is as the input of the third layer that contains n þ 1 neurons, g j ðx; AÞ is activation function of the jth neuron; the fourth layer is output layer, the output is N ðxÞ.
In fact, the sigmoidal function /ðxÞ ¼ 1 1þe Àx , which usually be used to activation function in the hidden layer of neural networks, is a logistic model. This model is an important one and has been widely used in biology, demography and so on (see [23, 24] ). Naturally, the functions U j ðxÞ ¼ e fjðxÞ P n i¼0 e fiðxÞ ; j ¼ 0; 1; 2 . . . ; n; can be regarded as a multi-class generalization of the logistic model (see section 10.6 in [25] ), which also was used to a regression model for the case of multi-class in the classification problems. Although the functions g j ðxÞ are not sigmoidal, they possess some properties that common sigmoidal functions can not own, such as 0 < g j ðxÞ 6 1; j ¼ 0; 1; 2; . . . ;
X n j¼0 g j ðxÞ ¼ 1:
On the other hand, it follows from their structures that g j ðxÞ contain the information of the interpolation samples. The second layer of the network composed of g j ðxÞ can be regarded as the processing layer and the input of the third layer, which is more convenient to the study of network interpolations. These form our main motivation to introduce functions g j ðxÞ as activation functions in hidden layer of networks. This paper is organized as follows. In Section 2 we state the main result of this paper. Section 3 gives a new constructive proof for exact interpolation networks. In Section 4 we introduce a type of approximate networks and estimate the error between the approximate networks and the exact interpolation networks. Section 5 provides the estimates of convergence rates of the approximate networks approximating continuous functions of one variable or two variables. Two numerical examples for illustrating the theoretical results are given in Section 6, and conclusions are drawn in the final section.
The main results
We aim to construct exact and approximate interpolation networks by using a class of activation function, and to give some estimations of convergence rate .
The first result, Theorem 1 in Section 3, shows that there exists unique exact interpolation network with activation function g j ðxÞ for a given sample. It is clear that our proof of the existence is simpler than previous ones of networks consist of sigmoidal functions (see [22, [18] [19] [20] 27, 21] ). Introduction of activation functions g j ðxÞ is partially motivated by the considerations above. Meanwhile, the first question has the affirmative answer.
The second main result is on the estimations of convergence rate of approximate interpolation networks, which are discussed in Section 5. The approximate interpolation network defined in the article (see Section 4) is actually a linear combination of g j ðxÞ, which can be treated as a positive linear operator from CðKÞ to CðKÞ. This situation is helpful to the investigation of approximation properties of the approximate interpolation network. By using the modulus of continuity as metric, two Jackson-type estimations are established. Thus, the answer for the second question raised in Section 1 is ''yes". These quantitative estimations of approximation of interpolation networks should be a new study. Most of existing studies on interpolation networks, such as [22, [18] [19] [20] 27, 21] , did not relate to the estimates of convergence rate. Up to now, we have not found results on estimations of convergence rates of interpolation network yet. However, from the viewpoint of application, the quantitative estimation of convergence rate is more important.
The obtained estimations in Section 5, which reveal, to some extent, the relation between the convergence rates and the topological structure of the networks. These also construct a basic to study the complexity of interpolation networks approximation.
Construction of interpolation networks
AÞ ¼ e ÀAqðx;xjÞ P n i¼0 e ÀAqðx;xiÞ ; j ¼ 0; 1; . . . ; n; x 2 R d : 
that is X n j¼0 c j g j ðx i ; AÞ ¼ f i ; i ¼ 0; 1; . . . ; n;
or, in vectorial form ; and
If the n degree square matrix S ¼ ðs ij Þ n i;j¼1 satisfies
then S is said to be strictly diagonally dominant. Clearly, strictly diagonally dominant matrices are invertible.
We can now state Theorem 1. There exists a real number A Ã > 0; such that if A > A Ã , then the matrix M is invertible.
Proof. Noting that the elements of M are all positive and the sum of each row is equal to 1, to show the matrix M is strictly diagonally dominant, we only need to prove
i.e. X n i¼0;i-j e ÀAqðxj;xiÞ < 1:
since S ¼ fx 0 ; x 1 ; . . . ; x n g is a set of distinct vectors in R d , we have t > 0, and X n i¼0;i-j e ÀAqðxj;xiÞ 6 ne ÀAt :
; we get X n i¼0;i-j e ÀAqðxj;xiÞ 6 ne ÀAt < 1;
for A > A Ã . Thus, the matrix M is invertible. The proof of Theorem 1 is completed. From Theorem 1 and Grama's rule, we see that the solution of (5) for ðc 0 ; c 1 ; . . . ; c n Þ T is unique. Thus, for the activation function g j there exists an exact interpolation neural network with the condition (4). This neural network will be called an approximate interpolation network for the interpolation sample set fðx 0 ; f 0 Þ; ðx 1 ; f 1 Þ; . . . ; ðx n ; f n Þg:
We shall prove in this section that the network is arbitrarily near the corresponding exact interpolation network.
Let us now introduce some previous definitions and a lemma used in [26] . In C nþ1 we introduce the norm
where Z ¼ ðz 0 ; z 1 ; . . . ; z n Þ; jzj ¼ ffiffiffiffi z z p ( z is the conjugate of complex number z). In the space of complex ðn þ 1Þ Â ðn þ 1Þ matrices the induced matrix norm is
Lemma 1 (see [26] or [22] ). Let B and B þ DB be complex, invertible matrices. Let Z, and Z þ DZ be vectors such that
for all x 2 K.
Proof. We shall consider that
given in the last section). The exact interpolation networks can be written as and
we then obtain from Lemma 1 that
So, we only need to estimate kU À1 k 1 kM À Uk 1 . Noting the expression of every element in matrix M ¼ ðm ij Þ n i;j¼0
and t ¼ min i-j;06i;j6n fqðx i ; x j Þg > 0, we have for A > A Ã , 
The proof of Theorem 2 is complete. h
Uniform approximation by approximate interpolation networks
We first consider one dimension case. Let f be a continuous function defined on ½a; b: The modulus of continuity of function f on ½a; b is defined for t > 0 by xðf ; tÞ ¼ sup The modulus of continuity is usually considered as the measure of the smoothness of function and the approximation error in approximation theory. The function f is called Lipschitz a ð0 < a 6 1Þ continuous and is written as f 2 Lip Cðf Þ ðaÞ, if there exists a constant Cðf Þ such that xðf ; dÞ 6 Cðf Þd a , where Cðf Þ denotes the positive constant depending only on f.
Divide ½a; b into n equal segments, each has length of bÀa n and let
and A ¼ AðnÞ depend on n. The approximate interpolation networks are defined by N a ðx; AÞ ¼ N a ðx; AðnÞÞ ¼ X n j¼0 f j e ÀAðnÞjxÀx j j P n i¼0 e ÀAðnÞjxÀx i j :
We can now state Proof. For x 2 ½a; b; there exists J 2 N; 0 6 J 6 n À 1; such that x 2 ½x J ; x J þ1 , then 
Clearly, we have
b À a n e ÀAðnÞjxÀx j j P n i¼0 e ÀAðnÞjxÀx i j 6 x f ; b À a n ; and
For x 2 ½x J ; x J þ1 and all j ¼ 0; 1; 2; . . . ; J À 1, there holds jx À x j j À jx À x J j P bÀa n . Also, jx À x j j À jx À x J þ1 j P bÀa n is valid for all j ¼ J þ 2; J þ 3; . . . ; n, and x 2 ½x J ; x J þ1 . Hence
e ÀAðnÞðjxÀxjjÀjxÀx J jÞ 6 2MJ e Combining with the estimates of I 1 ; I 2 ; I 3 ; and I 4 , we have jf ðxÞ À N a ðx; AðnÞÞj 6 2x f ; b À a n þ 2Mne Àn :
The proof of Theorem 3 is completed. h
In the following, we shall discuss two dimensions case. Let f be continuous on ½a; b Â ½c; d. The modulus of continuity of f is defined by xðf ; tÞ ¼ sup 
Let A ¼ AðnÞ depend on n, we can define the approximate interpolation networks as Proof. For X 2 ½a; b Â ½c; d, from the partitions we can find a small rectangle D in ½a; b Â ½c; d, such that X 2 D. Namely, there exists a J 2 N, such that the four vertexes of D are X J ; X J þ1 ; X J þn , and X J þnþ1 . So
j¼0;j-J ;J þ1;J þn;J þnþ1
It is clear to see
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi ðb À aÞ 2 þ ðd À cÞ For I 5 , we have
j¼0;j-J ;J þ1;J þn;J þnþ1 
then we similarly obtain
Case c. If we have for 0 6 j 6 J À 1 kX À X j k 2 À kX À X J k 2 P Dðn; a; b; c; dÞ:
Similarly, we have for J þ n < j 6 ðn þ 1Þ 2 À 1 kX À X j k 2 À kX À X J þn k 2 P Dðn; a; b; c; dÞ:
we also have 
This completes the proof. h
Numerical examples
In this section, we present some numerical experiments to demonstrate the validity of the obtained results and suggest the error bound of neural network approximation. All computations were done in Matlab. The following Table 1 shows some approximation errors of the target function sin x, and Figs. 1-4 then demonstrate that the target function is well approximated. The Table 2 , Figs. 5-8 show the corresponding ones of the other target function ffiffi ffi x p .
Conclusion
In this paper, we have studied the interpolation and rates of convergence for a class of FNNs. In general, the activation function used in the hidden layer of FNNs is sigmoidal, so the interpolation networks are difficult to be constructed, and the rates of convergence of interpolation networks are also not easy to be estimate. To make them facile, we introduce a type of activation functions, which possess some properties that common sigmoidal functions can not own. Therefore, it is much easier to construct exact and approximate interpolation networks. The error between the exact interpolation network and approximate interpolation network is also good estimated. Using the modulus of continuity of function as a metric we give the estimates of the rate of convergence of approximating continuous functions by approximate interpolation networks. Our methods of proof are constructive. The numerical approximation are in good agreement with theoretical results of error estimation. Our thought lead us to study the ''complexity" problem by interpolation network with the activation function g j ðxÞ in the future.
