An undirected graph G = (V , E) is a bisplit graph if its vertex set can be partitioned into a stable set and a complete bipartite graph. We provide an O(|V ||E|) time recognition algorithm for these graphs and characterize them in terms of forbidden induced subgraphs. We also discuss the problem of recognizing whether G has a stable set S such that the connected components of G[V \S] are more than one complete bipartite subgraph.
Introduction
An undirected graph G = (V , E) is a bisplit graph if its vertex set can be partitioned into three stable sets X, Y and Z such that Y ∪ Z induces a complete bipartite subgraph (a bi-clique) in G. Such a partition of V is called proper. We denote the class of all bisplit graphs by .
In a sense, the class of bisplit graphs resembles that of split graphs, i.e., graphs whose vertex set can be partitioned into a stable set and a clique [9] . Split graphs have many interesting properties such as simple induced subgraph characterization, linear time recognition as well as polynomial time algorithms for some NP-hard problems and thus are of primary importance in graph theory and for graph algorithms. Replacement of "clique" in the definition of split graphs with "bi-clique", however, changes a lot, still preserving some attractive properties.
Obviously, bisplit graphs form an intermediate class between 2-colorable (i.e., bipartite) and 3-colorable graphs. It is well-known that bipartite graphs can be recognized in linear time whereas it is NP-complete to recognize whether a graph is 3-colorable [12, 15] . In the present paper we refine the complexity gap between these two extremes by considering the following hierarchy of classes: A graph G is k-bisplit if it has a stable set X such that the induced subgraph G[V \X] has at most k connected components, and all these are bi-cliques. G is a weak bisplit graph if it is k-bisplit for some k. Note that 1-bisplit graphs are exactly the bisplit graphs.
We prove that recognizing weak bisplit graphs is NP-complete while k-bisplit graphs can be recognized in polynomial time for every fixed k. For k = 1, a polynomial time recognition is also given in [8] . In the present paper, we study this problem in more detail and give an O(|V ||E|) time recognition which, to the best of our knowledge, is the fastest known recognition for these graphs.
Another observation is that bisplit graphs are transitively orientable and thus comparability graphs: If (X, Y, Z) is a proper partition of the bisplit graph G then orient all edges from X to Y, from Z to X and from Z to Y. Thus, bisplit graphs represent another poorly explored area between bipartite and comparability graphs which both have characterizations in terms of forbidden induced subgraphs: It is well-known that a graph is bipartite if and only if it contains no odd cycles [14] , and for comparability graphs, a forbidden subgraph characterization was given by Gallai in [10] . In the present paper we give a forbidden induced subgraph characterization for the class of bisplit graphs in terms of minimal non-bisplit graphs that are transitively orientable.
Note that there are other problems in graph theory requiring the identification of a stable set S in a graph G = (V , E) such that the subgraph induced by V \S has a certain property . Examples of such problems appeared in [3] including the case when is a split graph, a threshold graph, a trivially perfect graph or a tree. Also, this problem is shown in [13] to be NP-complete when means the property of being a cograph.
Another problem of this type is the stable cutset problem asking whether the input graph G = (V , E) has a stable set S such that V \S induces a disconnected subgraph in G; this problem is NP-complete and is discussed in [2, [4] [5] [6] 17] .
Throughout this paper, all graphs are finite, loopless and undirected. For a subset of vertices U of a graph G = (V , E), we denote by G[U ] the subgraph of G induced by U. A vertex v ∈ V is said to be a neighbor of a vertex u ∈ V if it is adjacent to u, and a non-neighbor otherwise. The set of all neighbors of a vertex u is denoted N (u). As usual, K n is the complete graph on n vertices. The complete edge set between disjoint vertex sets U and W is called join and denoted by U ⊗ W .
Recognition algorithm
In the recognition algorithm below, the first phase of a two-phase "transitive orientation" procedure from [16] is used as a subroutine. Given an arbitrary graph G, the first phase of this procedure, called orientation phase, assigns orientations to all its edges, the orientation being transitive if and only if G is a comparability graph. The second phase, called verification phase, checks whether the obtained orientation is transitive. For graphs with n vertices and m edges, the orientation phase can be implemented in O(n + m) time [16] , and the verification phase has the same time bound as matrix multiplication. Our algorithm only needs the orientation phase.
In an oriented graph, a vertex v is called a source if every edge incident to v is outgoing, and a sink if every edge incident to v is incoming. In the algorithm, we use the obvious fact that in a bipartite graph with any transitive orientation of the edges, every non-isolated vertex is either a source or a sink. Obviously, the following graphs are not bisplit graphs:
• K 4 (since it is not 3-colorable);
• K 3 + K 2 (since in a bisplit graph, the set of vertices non-adjacent to a triangle is stable);
• chordless cycles of odd length greater than 3 (since they are not transitively orientable).
Therefore, if a graph G contains no triangles, then G is bisplit if and only if it is bipartite. Assume now that G contains a triangle T with vertices a, b, c. We say that a vertex v / ∈ {a, b, c} is a k-vertex for T, k ∈ {0, 1, 2, 3}, if v is adjacent to exactly k vertices of T. Thus, in a bisplit graph, no triangle T has a 3-vertex. Let O denotes the set of 0-vertices for T; A, B, C denote the sets of 1-vertices adjacent, respectively, to a, b or c; AB, AC, BC denote the sets of 2-vertices adjacent, respectively, to a and b, a and c, or b and c.
Our recognition algorithm is based on the following propositions, the first of which is obvious.
Proposition 1. If G is a bisplit graph and abc is a triangle in G, then (i) AB, AC, BC and O are stable sets, and G[A], G[B] and G[C] are bipartite graphs.
(
Since bisplit graphs are transitively orientable, a triangle T must have a transitive orientation. Note that in every transitive orientation of a triangle, one vertex has indegree 2 and outdegree 0, one vertex has indegree 0 and outdegree 2, and the third vertex has indegree 1 and outdegree 1. Let us show that it is correct to assign the vertex of indegree 1 and outdegree 1 in T to X.
Proposition 2. Let G = (V , E) be a bisplit graph and let − → G be any transitive orientation of G. Suppose that abc is a triangle in G such that
Proof. The fact that A = ∅ follows by transitivity. Let X , Y , Z be an arbitrary proper partition of G with a / ∈ X ; without loss of generality let a ∈ Y , b ∈ X , c ∈ Z . Note that, as − → ca ∈ − → G , all edges of the join Y ⊗ Z are oriented from Z to Y . Let M be the set of all vertices in X which have a non-neighbor in Z . If M = ∅, the statement follows by setting X := Y , Y := X , Z := Z . Therefore, let us assume M = ∅.
for some y ∈ Y (possibly y = a), and let z ∈ Z be a non-neighbor of v. Then − → zy , − → yv ∈ − → G , but z and v are non-adjacent. This contradiction proves that a / ∈ H . Let us set now
By the definition of H, the sets X and Y are stable and a ∈ X. Moreover, since M ⊂ X and
Proposition 3. Let G be a bisplit graph and let − → G be any transitive orientation of G. Suppose that abc is a triangle in G such that
Proof. By Proposition 2, G admits a proper partition (X, Y, Z) with a ∈ X. Without loss of generality assume that b ∈ Y, c ∈ Z. By Proposition 1,
is a desired proper partition. For other cases we first show:
Proof of Claim 1. Let u ∈ B + ∩ Z, and let v ∈ B − ∩ X be a neighbor of u. Consider an arbitrary edge (s, t) of G [C] with s ∈ X, t ∈ Y . Since − → vu, − → ut ∈ − → G , it follows by transitivity that v, t are adjacent and − → vt ∈ − → G . As X is stable, − → st ∈ − → G , showing that C − ⊂ X. The second part of Claim 1 can be proven similarly. The strategy of the recognition algorithm is to try an assignment of vertices to classes X, Y, Z with some obvious initial assignments according to Propositions 1-3. Whenever there is a conflict of a vertex not yet assigned to vertices already assigned, we can define a new assignment or show that G is not a bisplit graph.
Algorithm 1 (Recognition of bisplit graphs).
Input: A graph G = (V , E). Output: "YES" if G ∈ ; "NO" otherwise.
(1) Take an arbitrary vertex v ∈ V and partition V into subsets 
is a proper partition of G, then output "YES", otherwise "NO".
Theorem 4. Algorithm 1 correctly recognizes bisplit graphs with n vertices and m edges in time O(nm).
Proof. Correctness. We have to show that G is a bisplit graph if the algorithm says "YES", and G is not a bisplit graph if the algorithm says "NO". Since the only steps where the algorithm says "YES" are step (2) (bipartite graphs are obviously bisplit graphs) and step (9) where the algorithm checks once more whether the obtained partition is proper, the first claim is fulfilled. The first answer "NO" can be given in step (3) (where an induced odd cycle is found) which is correct, then in step (4) (where G is not a comparability graph). The answer "NO" in step (5) is correct by Propositions 1 and 2. In case − → G is not transitive, the answer "NO" in steps (6) and (7) is clearly correct; in the other case, the correctness follows from Proposition 3 (conflicts assign vertices to classes X, Y, Z and double conflicts show that G is not a bisplit graph). Finally, it is easy to see that, after the repeat-loop is finished, if (X k , Y k , Z k ) is a proper partition of the subgraph
Step (8) is proper for the entire graph G.
Time bound. With an appropriate data structure, a single execution of the repeat loop can be implemented in time O(n + m). Since the algorithm carries out Step (7) at most n times, the total time complexity of this step is O(nm). This also bounds the time complexity of any other step of the algorithm.
Forbidden induced subgraph characterization
In view of the discussion in the introduction, every incomparability graph is forbidden in . In this section, we characterize bisplit graphs by a set H of minimal forbidden induced subgraphs that are comparability graphs. In the set H we distinguish two infinite graph families H 0 = {H Induction rules.
1. For an even k and i ∈ {0, 1}, the graph H i k is obtained from
• adding a pair of non-adjacent vertices x k , y k ;
• connecting x k to vertex y k−1 and to each y j with even j < k − 1, and connecting y k to vertex x k−1 and to each x j with even j < k − 1.
2. For an odd k and i ∈ {0, 1}, the graph H i k is obtained from H i k−1 by
• connecting vertices x k−1 and y k−1 by an edge;
• adding a pair of adjacent vertices x k , y k ;
• connecting x k to each vertex y j with even j < k − 1, and connecting y k to each vertex x j with even j < k − 1.
In the sequel, in order to distinguish induced subgraphs isomorphic to H 0 k or H 1 k with k > 1, we shall refer to these graphs as
respectively. In addition, we shall use the fact that any graph of the form H 1 k can be uniquely characterized by its degree sequence, which ranges from 1 to k + 1 both for the x j -and y j -vertices (Fig. 1) . Proof. Necessity. Let G be a bisplit graph with a proper partition (X, Y, Z). Assume by contradiction that G contains an induced subgraph H i k ∈ H with some i ∈ {0, 1} and k > 0.
Theorem 5. A comparability graph G = (V , E) is bisplit if and only if it does not contain any graph in H as an induced subgraph.
Suppose first that i = 0. Clearly H 0 1 / ∈ and hence k > 1. Consequently, x 1 is not adjacent to y 1 . Assuming that x 0 belongs to X and y 0 to Z, we conclude that x 1 , y 1 ∈ Y , x 2 ∈ X, y 2 ∈ Z. But now the partition (X, Y, Z) is no longer proper, since y 1 ∈ Y is not adjacent to y 2 ∈ Z. The only way to avoid this contradiction is to assume that, up to symmetry, x 0 ∈ Y and y 0 ∈ Z, and hence x 1 , y 1 ∈ X and x 2 ∈ Y, y 2 ∈ Z.
Suppose now that i = To make the inductive step, let j > 2. Since x j is adjacent to y 0 , the vertex x j does not belong to Z. By analogy, y j does not belong to Y. For odd j, we know that x j is not adjacent to y j −1 , but by the induction hypothesis y j −1 is in Z, and hence x j is not in Y. Thus x j belongs to X, and similarly y j ∈ X. For even j, the vertex x j is adjacent to y j −1 , and by the induction hypothesis y j −1 is in X, hence x j is not in X. Consequently, x j ∈ Y , and by analogy y j ∈ Z. This completes the proof of (a) and (b).
Let k be odd. Then, on the one hand, the vertices x k and y k are adjacent due to the construction of H i k . On the other hand, W k ⊆ X by (a), a contradiction. If k is even, then x k is not adjacent to y k in H i k , but x k is adjacent to y k by (b), again a contradiction. The necessity is proved.
Sufficiency. Let G be a comparability graph containing no graph in H as an induced subgraph. Our goal is to show that G belongs to . The proposition is trivial if G does not contain any triangle. Indeed, in that case G is bipartite, since no comparability graph contains an odd cycle of length greater than 3 as an induced subgraph.
From now on, we assume that G contains a triangle T = (a, b, c) . As in the recognition algorithm, we suppose that T admits the following transitive orientation:
− → ab, − → ca, − → cb. We keep also all the notations introduced in the algorithm. In addition, we denote
It is a simple exercise to verify that if (X k , Y k , Z k ) is a proper partition of the graph G k for each k 0, then so is the partition (X, Y, Z) of the graph G defined in
Step (8) Taking into account the transitivity condition, we conclude that no vertex in BC is adjacent to a vertex in O, and every vertex in AB is adjacent to every vertex in AC. The rest can be proved as follows.
X 0 is a stable set. No vertex x in BC ∪ O is adjacent to a vertex y in B + . Indeed, if x would be adjacent to y, then any neighbor z ∈ B − of y would be adjacent to x by transitivity, implying either a
No vertex x in B + is adjacent to a vertex y in C − . To prove this, denote by z 1 a vertex in B − adjacent to x, and by z 2 a vertex in C + adjacent to y. The existence of the edge (x, y) would imply by transitivity the existence of the edges (z 1 , y), (x, z 2 ) and (z 1 , z 2 ), and therefore the existence of a
Y 0 is a stable set. No vertex x in AC is adjacent to a vertex y in C + , since otherwise any neighbor z ∈ C − of y would be adjacent to x by transitivity, implying the existence of a
Each vertex x ∈ Y 0 is adjacent to each vertex y ∈ Z 0 . Assume that y belongs to B − , and let z ∈ B + denote a neighbor of y. By transitivity, if y is not adjacent to x, then z also is not adjacent to x. Consequently, x ∈ C + , else G contains an induced K 3 +K 2 =G[x, a, c, y, z] . By transitivity, no neighbor t ∈ C − of x is adjacent to y or to z. But now the vertices x, c, t, y, z induce a K 3 + K 2 in G. This contradiction proves that x is adjacent to y ∈ B − . The remaining case follows by symmetry.
Proof. Due to symmetry we restrict ourselves to the proof of the fact that If u is adjacent to v ∈ BC ∪ O and to w ∈ AB, then v is adjacent to w by transitivity. But then G contains either a
If u is adjacent to v ∈ BC ∪ O and non-adjacent to w ∈ AC, then v is not adjacent to w by transitivity. But then G contains either a
If u is adjacent to v ∈ BC ∪ O and non-adjacent to w ∈ C + , denote by t a neighbor of w in C − . By transitivity, v is not adjacent to w and hence is not adjacent to t. For the same reason, u is not adjacent to t. But then G contains a K 3 + K 2 
induced either by vertices b, u, v, w, t (if v ∈ BC) or by vertices c, w, t, u, v (if v ∈ O).
If u is adjacent to v ∈ C − , we denote by s a neighbor of v in C + . By transitivity, u is adjacent to s. For the same reason, if u is adjacent to w ∈ AB, then w is adjacent to v and s, which implies the existence of a K 4 =G[s, u, v, w]. If u is not adjacent to w ∈ AC∪C + , then w is not adjacent to v and s. In case that w ∈ AC, G contains a
If w ∈ C + , we denote by t a neighbor of w in C − . From the definition of C − it follows that t is not adjacent to v, and by transitivity t is not adjacent to u. But now G contains either a Proof. Taking into account Claims 6, 7, we have to show only that
To prove (1), we denote by s either a neighbor of u in Z 0 or a non-neighbor of u in Y 0 . By t we denote either a neighbor of v in Y 0 or a non-neighbor of v in Z 0 . To the contrary we assume that u is adjacent to v, and consider the following cases that exhaust, up to symmetry, all possibilities for u and v.
If u is adjacent to s ∈ AB, and v is not adjacent to t ∈ AB ∪ B − , then by transitivity s is adjacent to v, and t is not adjacent to u. As a consequence, s = t, and by Claim 6 (s, t) / ∈ E. Therefore, t ∈ B − , since otherwise G would contain the subgraph
Denote by w a neighbor of t in B + . The vertex w is adjacent neither to v (by transitivity) nor to u (by the definition of B 0 ). Now if w is not adjacent to s, then G contains a
v, t, w], and if w is adjacent to s, then G contains
Let u be non-adjacent to s ∈ AC, and v non-adjacent to t ∈ AB ∪ B − . By Claim 6 (s, t) ∈ E, and by transitivity (t, u), (s, v) / ∈ E. Therefore, t ∈ B − , else G contains a s, t, u, v] . Denote by w a neighbor of t in B + . Just as above, w is adjacent neither to v nor to u. But now if w is not adjacent to s, then the vertices a, c, s, t, u, v, w induce in G a H 1 2 , and if w is adjacent to s, then G contains a , w, u, v] . Let u be adjacent to s ∈ AB, and v adjacent to t ∈ AC. By Claim 6 (s, t) ∈ E, and by
If u is not adjacent to s ∈ C + , and v is not adjacent to t ∈ B − , we denote by p a neighbor of t in B + , and by q a neighbor of s in C − . Then (u, q), (v, p) / ∈ E by transitivity, (u, t), (u, p) , (v, s) , (v, q) / ∈ E by definition, and (s, t) ∈ E by Claim 6. Now either the vertices p, q, s, t contain a triangle inducing together with u, v a K 3 + K 2 , or G contains the subgraph
To prove (2), we denote by s a neighbor of u in X 0 , and by t a neighbor of v in X 0 . By contradiction we assume that u is not adjacent to v. This implies that u is not adjacent to t, since otherwise t ∈ BC ∪O, in which case the graph is not transitively orientable. Similarly, v is not adjacent to s. Therefore, s = t, and hence (s, t) / ∈ E by Claim 6. Up to symmetry we have to analyze the following cases.
If s ∈ BC and t ∈ BC, then G contains the subgraph
If s ∈ BC ∪ O and t ∈ B + , denote by p a neighbor of t in B − . By transitivity p is adjacent to v, and by definition p is not adjacent to u. But now if p is not adjacent to s, then
Finally, let s ∈ C − and t ∈ B + . Denote by p a neighbor of t in B − and by q a neighbor of s in C + . By definition, u is not adjacent to p, and v is not adjacent to q. By transitivity u is adjacent to q, and v is adjacent to p. Consequently, p is adjacent to s, else G contains a p, v, u, s] , and similarly q is adjacent to t. This implies by transitivity that (p, q) ∈ E. But now G contains the subgraph 
By the induction hypothesis we shall assume that for each 1 < j < k, 
Claim 9. For
Proof. Due to symmetry, it is sufficient to prove that
X . Proceeding in this way, we obtain a sequence of vertices For both results we need variants of the SATISFIABILITY problem: 2SAT: Let C be a collection of clauses over a set of Boolean variables, each of which contains exactly two literals. Is there a truth assignment satisfying C?
It is well-known that 2SAT can be solved in linear time [1, 7] . 1-IN-3 3SAT: Let C be a collection of clauses over a set of Boolean variables, each of which contains exactly three unnegated literals, i.e., variables. Is there a truth assignment satisfying C such that each clause has exactly one true variable?
This variant of the problem is known to be NP-complete [11] . To solve the recognition problem, we
(1) generate all subsets M ⊆ V (G) with at most 2k vertices, Given a subset M ⊆ V , we classify the vertices of
In other words, for j > 0, U j is the set of candidate vertices for inclusion in the canonical class containing v j , and U 0 is the set of vertices that must go to X in any proper partition of G with respect to G [M] . Therefore, up to this point, X = U 0 and W = M and the canonical classes of G [M] are defined by W j = {v j }, j = 1, . . . , p. Obviously if U 0 is not a stable set, then the procedure can be terminated at this point. Otherwise, for each j > 0 we determine whether the vertices of U j can be assigned to W j or to X so that the partition X ∪ W remains proper. To this end, we first define the assignment enforced by the current partition, i.e., as long as possible we do the following:
• if a vertex u ∈ U j has a neighbor in X, we assign u to W j ;
• if u ∈ U j has a neighbor v ∈ W i with A(j, i) = 0 we assign u to X; • if u ∈ U j has a non-neighbor v ∈ W i with A(j, i) = 1we assign u to X.
If this sequence of assignments results in a partition X ∪W which is not proper, we conclude that G has no proper partition with respect to the given subgraph G [M] . If the partition X∪W is proper, then the rest can be done by a reduction to the 2SAT problem as follows.
With each vertex u ∈ j>0 U j we associate a Boolean variable x u . With pairs of vertices u ∈ U i and v ∈ U j we associate clauses of two literals in the following way.
If Proof. Clearly, the problem belongs to NP. To prove the NP-completeness, we will use a reduction from 1-In-3 3Sat without negative literals.
Let C={C 1 , C 2 , . . . , C m } be a collection of m clauses with variable set U ={v 1 , v 2 , . . . , v n } such that every clause C i contains exactly three variables, C i = {c i1 , c i2 , c i3 }, where each literal c ij (1 i m, 1 j 3) is a v k for some suitable k. We shall construct a 3-colorable comparability graph G = G(C) such that G is weak bisplit if and only if C ∈ 1-In-3 3Sat.
For each variable v k ∈ U , let G(k) be a triangle with a labeled vertex v k . For each clause C i = {c i1 , c i2 , c i3 }, let G(C i ) be the graph shown in Fig. 2. The following properties of G(C i ) can be proved easily by inspection. First, suppose that G is weak bisplit, and let X be a stable set of G such that each connected component of G − X is a bi-clique. We claim that for every k and every i, v k ∈ X ⇐ ⇒ the neighbor c ij of v k in G(C i ) does not belong to X.
( * )
The direction "⇒" is clear because X is a stable set. For the other direction, assume that c ij / ∈ X. Note that by construction, c ij has a neighbor in G(C i ) that is not in X, and v k has a neighbor in the triangle G(k) that is also not in X. Therefore, v k must belong to X, since otherwise there would be an induced path P 4 outside X, contradicting the fact that G − X consists of disjoint bi-cliques. The direction "⇐" follows. Now, assign the value true to the variable v k if v k ∈ X; otherwise assign to v k the value false. Since in every G(C i ) exactly one of c i1 , c i2 , c i3 is outside X (Proposition 16), ( * ) shows that every clause C i has exactly one true variable in the above assignment. Thus, C ∈ 1-In-3 3Sat.
Second, suppose that C ∈ 1-In-3 3Sat, and consider a truth assignment for the variables such that every C i has exactly one true variable. Let us construct a set X 0 in the following way: in each G(k) put into X 0 the vertex v k if the variable v k is true; otherwise put into X 0 one of two neighbors of v k in G(k). In each G(C i ) put into X 0 those two vertices of c i1 , c i2 , c i3 whose corresponding variables have value false. By Proposition 16 the stable set X 0 can be extended to a stable set X of G such that G − X consists of disjoint bi-cliques. Thus, G is weak bisplit.
Observe that each G(k) admits a transitive orientation such that v k is a sink, and each G(C i ) admits a transitive orientation such that the vertices c i1 , c i2 , c i3 are sources. Hence G admits a transitive orientation by directing the edges v k c ij from c ij to v k . Finally, G is 3-colorable because it is a K 4 -free comparability graph (K 4 -free perfect graphs are 3-colorable).
