Abstract-A good feature representation is a determinant factor to achieve high performance for many machine learning algorithms in terms of classification. This is especially true for techniques that do not build complex internal representations of data (e.g. decision trees, in contrast to deep neural networks). To transform the feature space, feature construction techniques build new high-level features from the original ones. Among these techniques, Genetic Programming is a good candidate to provide interpretable features required for data analysis in high energy physics. Classically, original features or higher-level features based on physics first principles are used as inputs for training. However, physicists would benefit from an automatic and interpretable feature construction for the classification of particle collision events.
I. INTRODUCTION
The performance of many supervised machine learning (ML) algorithms depends on the list of features provided with the training examples. Inappropriate representation of data may indeed lead to limited performance, while carefully selected features may improve the performance of the subsequent learning algorithm [1] . This is especially true for algorithms that have a limited ability to build an optimal internal representation of data. For instance, classifiers such as decision trees or more generally rule extraction algorithms represent the data as hyper-rectangles, which is not optimal in many applications but has the advantage of producing explainable outputs. In contrast, "black box" algorithms such as deep neural networks build a much more complex internal representation of data, which is often more efficient but discards any explanation for the final output [2] . Yet the readability of features is a requirement in several applications. A full transparency of the model is for instance essential to its acceptance in sensitive applications such as national security, medical diagnoses or banking activities. Additionally, the readability of features enables supervision and re-usability by experts of the field, which is needed in particular in the case of high-energy physics (HEP) experiments. We are interested in particular HEP experiments: using different accelerator facilities across the world, particles are collided with each other to probe their internal structure and/or search for physics beyond the Standard Model. Detectors are placed around the collision site for the reconstruction of the final state of the collision, i.e. the determination of the charge, mass and momentum of all particles after collision.
We focus here on distinguishing signal events from background in several HEP experiments. The algorithms must be trained on labeled Monte-Carlo simulated data, to be later applied to unlabeled real data from the experiments. Although the simulation programs are very sophisticated, they may not exactly reflect the reality (background processes may not be all included, modeled physics are not exactly the same, etc.). An interpretable classification model is therefore preferable to better analyze the predictions on real data. Based on the use of physics first principles such as momentum and energy conservation, physicists manually add high-level variables to the initial set of input features to improve the classification, whether it is based or not on machine learning algorithms. Automating the construction of such features would enable the discovery of new variables of interest that are interpretable to the experts. One would be able to build an entirely interpretable classifier, which permits a deeper performance analysis while applying the trained classifier to real unlabeled data.
We develop an algorithm derived from Genetic Programming (GP) to build automatically high-level features that are consistent with physics laws and that help the classification task. Next section reviews existing techniques for feature construction, and then details methods to constrain GP. The section afterwards presents our derived GP method adapted to experimental physics applications. Experiments and comparisons are conducted then. We finally conclude the paper and give perspectives.
II. RELATED WORK A. Feature construction
Feature engineering is the general processing step that transforms the feature space to make it better suited to the learning task desired output. Several methods perform feature engineering indirectly, like Support Vector Machines (SVM) [3] or Deep Neural Networks [4] . Dimensionality reduction algorithms such as Principal Component Analysis or Linear Discriminant Analysis also build new features which are often complex non-linear combinations of the primary ones and are not interpretable.
Both feature selection and feature construction methods split into three categories. Firstly, filters rank the features independently of any classifier. Secondly, wrappers use the score obtained by a classification algorithm. Finally, embedded methods gather algorithms that perform feature construction at the same time as the optimization, such as SVM. We are interested only in the first two categories.
A review of several feature construction methods can be found in [5] . The methods detailed in the rest of this section construct new numerical features according to a list of allowed transformations on the dataset. The new features are combinations of operators applied on the original features, and can consequently be represented by trees in which the nodes are the transformations and the leaves are the original features. These numerical feature construction methods received increased attention in the past years.
A number of methods use tree-based algorithms to explore the search space. For instance, FICUS [6] is a general framework for feature construction, generalizing several previous works in the field. It searches new numerical features using information gain in a decision tree, given an input dataset and a list of allowed transformations. Likewise, Cognito [7] is based on a transformation tree aiming at recommending a series of transformations. The tree is explored depending on the current performances obtained within the branches. In [8] , the authors continue this work using reinforcement learning to learn the optimal exploration strategy. However, this last method requires to train with several datasets before application of the optimal strategy on the desired dataset.
Another class of feature construction methods gathers evolutionary methods. Although Particle Swarm Optimization (PSO) is already widely used in feature selection, few works use PSO for feature construction. Reference [9] associates one particle with one constructed feature, the dimensionality being the number of original features. However, this method does not include the choice of operators to combine the features. Reference [10] expands the dimensionality to include the selection of operators. They propose two representations: pair and array representation, to enable the evolution to optimize the operators as well as the features used. However, the space of features that can be constructed with these methods is limited, since only binary operators can be included. Moreover, the algorithm combines the features in a way that one cannot represent a constructed feature by a balanced binary tree.
Genetic Programming (GP) is a popular method among the feature construction methods. A survey on applications of GP to classification can be found in [11] . GP is an evolutionary computation technique that evolves tree representations of computer programs [12] . In the context of feature construction, this refers to a combination of several features thanks to a list of allowed operators (e.g. +, −, ×, ÷). The main steps are as follows: 1) Start from a random initial population 2) Evaluate its individuals with some fitness function 3) Loop until termination criterion: a) Perform selection b) Perform mutation and crossover to get to the next generation of individuals c) Evaluate new individuals 4) Return individual with highest fitness In wrapper methods, the fitness of the individual representing an evolved feature set is the score of a predictive model using these features [13] . In filter methods, the fitness measure can be for instance the information gain [14] , [15] , entropy [16] , or the Fisher criterion [17] . A comparison of wrapper and filter approaches in the case of genetic programming is drawn in [18] . GP based feature construction methods can construct one feature to add to the original feature set [14] , [19] , or several at a time [13] , [20] , etc.
Finally, Grammatical Evolution (GE), very similar to GP, has been successfully applied to feature construction [21] .
We choose to adapt GP algorithm to our problem. Its main asset is its flexibility: one can build one or several features at a time, choose the maximum complexity of the features, etc. Furthermore, there is abundant literature about techniques to add constraints to GP such as the respect of dimensional consistency (of physical units and of the feature dimensions). Several techniques have been developed to incorporate domain knowledge to constrain the evolution phase.
B. Constrained Genetic Programming
Our goal is to come up with high-level features that respect physics laws, in order to be interpretable and reusable by the experts. A review underlines the difficulty to incorporate domain knowledge in feature construction methods [5] .
In his early work in GP, Koza [12] uses syntactic constraints to enforce the production of valid individuals. He imposes a root operator, or restrict the crossover operation according to the operator types for instance. Standard GP actually requires closure, namely that any individual tree can be considered as a subtree of another tree. To keep valid individuals during the entire evolution when constraining the construction process, one must modify the evolution functions. In Strongly Typed GP (STGP) [22] , [23] , the crossover and mutation operators are restricted according to the constraints put on the construction process. The author of [22] defines type labels and associates one to each original feature. Every operator has then a list of accepted data types (e.g. vectors, matrices, angles, etc.) and a return type.
Constraints in GP can also be expressed by grammars: the technique is called Grammar-Guided Genetic Programming (GGGP) [24] . In GGGP, an individual is a tree derived from the grammar, called a derivation tree, from which one can infer a GP-regular expression tree. The evolution uses the same operators than in standard GP, but applies on the derivation trees instead of the expression tree. However, the crossover and mutation operators are constrained so that the offspring respects the grammar.
Reference [25] states that Context-Free Grammar (CFG) reduce the search space by expressing syntactic constraints on admissible individuals. Industrial applications begin to appear at this point. In [26] , the authors perform a multiobjective evolution to favor dimensionally consistent solutions, but non-valid individuals are still present in the population. In [27] , a CFG constrains the evolution to produce only individuals representing dimensionally valid expressions, to discover empirical physics laws from numerical experiments. Both applications modify the initialization procedure, which can raise an error if there is not a terminal (i.e. leave of the tree, which can be either an original feature or a constant) for each type.
Another way of using grammars in the evolution is linear GGGP. The individuals are represented as strings of integers, which encode a derivation sequence from the grammar. The derivation leads to a derivation tree and then to a syntax tree. The evolution is performed on the string of integers with a genetic algorithm. The most widely used linear GGGP is Grammatical Evolution (GE) [28] . Several articles use GE for feature construction [21] , [29] , [30] . They define a simple grammar including the operators (e.g. +, −, ×, ÷) used in the construction. However, they do not take advantage of the potential of grammars to enforce constraints on the shape of the tree or on the validity of the use of certain operators on some variables. Their grammar is called a universal grammar.
For physics applications, the domain knowledge involves in particular dimensionality analysis, to ensure that the constructed features are dimensionally consistent. For this purpose, dimensional analysis can be expressed as a CFG, as proven in [27] . The authors of [31] use symbolic regression, containing a GP algorithm, to extract physics laws from experimental data. However, they ensure the dimensional consistency of the built expressions the well-chosen scalar parameters without the use of grammars.
Finally, a number of methods use Probabilistic ModelBuilding Algorithms (PMBA) [32] . The idea is to maintain a distribution estimation over the search space. An initial probability distribution is defined on the grammar, and then the fitnesses of the individuals are used to update these probabilities [33] . Their objective is to guide the search.
To deal with HEP applications, we propose to adapt the grammar of [27] to handle dimensional consistency.
III. GENETIC PROGRAMMING ADAPTED TO EXPERIMENTAL PHYSICS
In this section, we detail how to take advantage of the methods listed in the previous part to come up with a feature construction algorithm adapted to HEP applications. Firstly, we focus on the definition of a grammar suitable for dimensional consistency of physical quantities, and the coupled probability distribution. Then we detail the evolution methods for our Probabilistic GGGP algorithm.
A. Grammar definition
In experimental physics, particle detectors measure numerical values that are then reconstructed into variables such as momenta (M eV /c), energies (M eV ), angles (rad), durations (ns), lengths (cm), etc. Features constructed by a GP algorithm should be dimensionally consistent to be independent of the system of measurement of the base features, and to ensure their interpretability. For instance, combinations such as adding or subtracting energies and lengths are forbidden. We define a CFG similar to the one in [27] , while adding additional restrictions on the types that can be mixed. For instance, we do not allow the creation of any combination of energies and lengths, or angles and durations, etc., since these combinations are less common in the HEP domain. Figure 1 shows an example of the grammar used for one particular dataset in our study. For the sake of comprehension, this grammar is a simplified version of the one used in the experiments. The GGGP can be seen in our case as a STGP, the types being the ones described in the grammar: a fixed number of types such as Energy, Angle, Distance, Float, etc. In our study, the operations used are the same between the different datasets, and are chosen among standard operators used in HEP.
B. Transition matrix definition
We go further in the guidance of the evolution process to obtain physically interpretable and consistent features. HEP theory indeed involves a number of typical formulas. For instance, one can study the conservation of energy and momentum in a collision of particles to infer the intermediate states, or reconstruct the collision vertex with geometrical operations. An automated classifier could benefit from such useful features. An idea is then to guide the construction of the trees through the choice of a probability distribution over the grammar, to favor the construction of formulas that are similar to those used in HEP. We choose not to update the probabilities during the evolution contrary to the strategy in [33] , to avoid converging too quickly and to guide the search to build physically sound features by following recurrent patterns in physics formulas. More specifically, we put constraints on the transitions between the operators. For instance, a square root in physics is very often followed by a sum of squares. In this way, we also forbid a square operator followed by a square root and conversely, to simplify the trees. This particular constraint could actually appear in the grammar itself, but it would lead to a more complex and less readable grammar. A probability transition matrix between a few operators is shown in Table I . To this matrix one must add the initial probability distribution P init for the choice of the first operator. For instance, a square root of a squared energy is much more likely to appear in HEP formulas than the division of a time by a cosine. The probabilities are chosen manually to emulate the frequencies of operators in HEP formulas. In the experiments, we compare the chosen probabilities to the uniform case where all operations can be selected with the same probability.
C. Evolution methods
From the grammars and transition probabilities, one can derive a derivation tree and then the standard GP expression tree. Examples of a derivation tree and its associated expression tree for HEP are displayed on Figure 2 .
We actually combine both techniques of GE and GP by taking advantage of standard GP evolution methods applied to expression trees, while adding a few methods replicating the effects of those in GE. For single feature construction, an individual is one expression tree. For multiple feature construction, an individual is a fixed-length list of n > 1 expression trees.
An initial population is firstly evaluated, then evolved according to a (µ + λ)-strategy. For each individual in the population, mutation can be applied with a probability P mutation and crossover with a probability P crossover . The offspring is then evaluated, and the selection is performed over the whole parent population and the offspring, which differs from the standard (µ + λ)-strategy but has the advantage of keeping in the population some efficient features.
In the following paragraphs, we detail the evolution methods used in our work for both single and multiple feature construction. In the case of single feature construction, an individual is a single tree. For multiple feature construction, an individual is represented by a list of n trees. 1) Initialization: Whether for constructing one tree (i.e. one feature) or a fixed number n > 1 of trees (i.e. n features), the trees are built the same way: they are generated using the ramped half and half initialization [12] . The process of choosing the operators is however altered to respect the grammars. A type t and the first operator (returning type t) are selected under the P init distribution. Then, while the condition on current depth is not satisfied, the tree keeps growing. The possible operators are selected according to the grammar. The transition matrix then defines a distribution probability among the remaining possible operators according to the parent node. Finally, the leaves of the tree are randomly chosen among the set of base features of the proper type and constants. After the population is initialized, the evolution process begins with a series of mutations, crossovers, evaluations and selections.
2) Mutation and crossover: Both crossover and mutation apply on the expression trees themselves, whether several features are constructed at the same time or only one. Regardless of the applied transformation, a node is picked in the tree following a probability distribution that depends on the previous scores achieved by the node in its tree. At each generation, a weight is indeed assigned to each node of every tree in the population. Each node contains the information of its best gain on accuracy obtained within the tree, even if other branches of the tree changed. The list of the gains is then inversed and normalized to get the weights used to select the node during mutation/crossover. In this way, the weights sum to 1, with a small shift to let a chance for the best nodes to be mutated anyway. When mutating or mating trees, the weights are used to select the less efficient nodes with higher probability.
The mutation method is randomly picked among three existing techniques. Each of these techniques is modified to be compliant with the grammars:
• Uniform mutation: a node is selected in the tree, then the subtree is entirely regenerated from that node while making sure that the dimensional consistency is still respected in particular at the root.
• Node replacement: a node is selected and replaced with any dimensionally compliant node.
• Insertion: from a selected node, a new subtree is inserted that have the original subtree(s) of the mutated node as child nodes. The inserted subtree is generated so that the grammar is also respected at the connections with the original tree. The transition matrix is used each time a new tree or subtree needs to be generated to support the interpretability.
The crossover operation is the standard GP one-point crossover, assuming that the exchange of the two subtrees is compatible with the grammar, i.e. that the two roots of the subtrees are of the same type.
In multiple feature construction, mutation is applied on one or several features of the selected individual. Crossover is the standard genetic algorithm one-point crossover, with no modification of the trees themselves.
The individuals created through these operations must then be evaluated and selected with the parent population to form the next generation.
3) Evaluation and selection: A repeated tournament selection among three individuals constitutes the next generation population. The tournament size of three was chosen experimentally as a good compromise between randomness and quick convergence.
To evaluate an individual, expression trees are converted to numerical features, by computing the function they represent. In our implementation, a division by zero would create a missing value. If the feature is not well constructed and the whole column is invalid, then the individual is given a fitness score of zero. Two main approaches exist to evaluate individuals in feature construction. Wrapper methods evaluate the score (e.g. the accuracy) of a classifier trained on the set containing the constructed feature(s). In this case, the score is obtained through a k-fold cross-validation on the training set. Filter methods use ranking measures that are independent of any predictor.
In the experiments, we compare among others the performances obtained with several classifiers and with one filter fitness measure.
IV. EXPERIMENTS
In this section, we present the datasets used for the experiments, the experimental settings, and then several comparisons of methods and settings. Finally, we discuss the results.
A. Datasets
We use three datasets taken from three different and unrelated experiments. The Higgs dataset is unbalanced, while the two other datasets are more balanced.
1) Higgs dataset: ATLAS is a particle physics experiment at CERN. In 2014, the collaboration opened a Kaggle challenge 1 with the objective to automatically detect the Higgs boson decaying into two τ -leptons in Monte-Carlo simulated data. The data has then been publicly released on the Open Data platform of CERN 2 . The dataset [34] consists in more than 800000 simulated events, including about 280000 signal (positive) instances, the rest being background. 17 primitive features per event are available, including notably the transverse momentum p T (in the xy-plane), φ angle (between the x and y-axes) and θ angle (between the z-axis and the xyplane) of several particles. Besides, we remove 13 high-level features also provided in the dataset since our objective is to automatically make new features from the basic ones.
2) DVCS dataset: The experimental Hall B of the Jefferson Laboratory conducts experiments on nuclear and particle physics. The CLAS12 collaboration notably studies Deeply Virtual Compton Scattering (DVCS), to probe the internal structure of the proton. The objective of this dataset is to discriminate between two event types: DVCS and π 0 -production acting as background for the DVCS study. The dataset consists in Monte-Carlo simulated data. We train on about 25000 examples including 15000 DVCS (signal) events and the rest pion production events. The events are selected so that exactly three particles have been detected. Features of these three particles include their 3-momentum, vertex position, charge, deposit energy, etc. A total of 36 features is available to train the model.
The Large Hadron Collider beauty experiment (LHCb) searches for new physics at CERN. A Kaggle challenge 3 took place in 2015 to design a model able to find the decay τ − → µ + µ − µ − among background events. The particularity of this dataset is that signal events are simulated data, since this decay is not supposed to happen according to the Standard Model [35] . Observation of this decay would mean a violation of the latter and consequently a sign of new physics. Background events are taken from real experiments at LHCb. The total dataset includes more than 67000 instances of which 40000 are signal events. 46 features describe each event, including features on the three muons and the reconstructed τ -lepton. Features of the latter are therefore removed since they are derived from the three muons. It should be noted that the dataset originally comes with an agreement dataset and a correlation dataset, to ensure a few constraints are respected for the further physics analysis. We do not use these side datasets in our work.
B. Experimental settings
We systematically present the results of our experiments by showing the mean and standard deviation over at least 20 independent runs for each method and dataset. The settings are as follows: we evolve a population of 500 individuals over 150 generations. The individuals can consist in one or several trees, i.e. features. We set the probability of mutation and crossover both to 0.6, which means that individuals can undergo both mutation and crossover during the same generation. The trainings are done on two thirds of the datasets, through a 3-fold cross-validation on the training sets. The gains in accuracy are computed on the test sets, i.e. one third of the datasets.
C. Performance comparisons 1) Comparison of methods:
In this paragraph, the fitness function is the mean accuracy of a XGBoost classifier over a 3-fold cross-validation on the training sets.
We first compare the performances on the three datasets of three methods constructing one feature: simple GP (without any added constraint), GGGP with the grammar adapted to the dataset, and PGGGP with the same adapted grammar and an empirically designed transition matrix. Table II shows the gains in accuracy for the different methods and datasets, as well as the p-values from a Welchs t-test to compare PGGGP to simple GP. The baseline accuracy is obtained by training XGBoost on the base feature set. In addition, we also present in Table II the results and statistical test of the PSO algorithm from [10] (array representation) applied on the Higgs dataset.
The performances vary with the datasets used. For the DVCS dataset, the PGGGP improves the score of the XGBoost classifier by 0.87%, which is comparable to the method without probabilities and significantly better than the GP with no constraints at all. For the τ µ 3 dataset, the PGGGP algorithm achieves performance similar to the unconstrained GP but slightly better than the GP without probabilities, with a gain of 0.54%. However, for the Higgs dataset, the PGGGP method is overcome by the GGGP without transition matrix but the constrained methods are still significantly better than the simple GP. Moreover, the three GP methods significantly outperform the PSO algorithm.
To go further in the study and try to understand the discrepancies in the performances of the different methods on the Higgs dataset, we perform several experiments constructing n > 1 features. Table III shows the gains in accuracy obtained on the Higgs dataset while constructing one to six features comparing our GGGP algorithm with or without the use of the transition matrix. Although the GGGP algorithm performs the best when constructing a low number of features, the gap between the GGGP and the PGGGP algorithms reduces as the number of features increases, and the PGGGP algorithm overcomes the GGGP algorithm when constructing six features.
2) Comparison of fitness functions:
In previous paragraphs, the experiments were conducted with the score of XGBoost as the fitness function. We assess the utility of our PGGGP also when using other fitness functions. In the experiments, we compare the performances obtained with different classifiers: a single decision tree (DT), the k-nearest neighbors algorithm (KNN) and the naive bayes algorithm (NB) as wrapper evaluators, and with the entropy of [18] as a filter fitness measure. Table IV compares the accuracies obtained with these different fitness measures and gives the p-values from a Welch's t-test. In the case of the entropy measure, the scores are computed with a XGBoost classifier trained on the datasets created by the evolutionary algorithm. Using any fitness function, our probability-aided GGGP algorithm improves the base score compared to the simple unconstrained GP algorithm. The improvement is significant for the DT and the KNN. These results show the robustness of our algorithm to several fitness functions.
D. Discussion
We observe in Table II that the method with probabilities reaches lower performances than the GGGP for the Higgs dataset, in particular when constructing one feature only. Actually, the GGGP comes up with a feature that achieves a gain of +3.82%:
In HEP, physicists may perform cuts on hand-crafted highlevel features to isolate signal events from background events, thus building a rule of inference. The feature (1) above is mathematically correct, but does not have an intuitive meaning to the physicists. However, it is independent of the system of measurement and can therefore be used to replace the usual features of the physicists. Although the ratio is not familiar to the physicists, the elementary components can be interpretable. The numerator indeed resembles a transverse energy/momentum balance. In the denominator, the elements are more interpretable. As expected, the θ and φ angles are not mixed since they are defined in orthogonal planes. From energy/momentun conservation, a strong correlation exists between the direction of the lepton and the τ -lepton. Therefore, comparing the two angles of the two particles makes completely sense. Because the angles are defined within ] − π; π], the comparison is much easier with the cosine function. Figure 3 shows the histogram of the feature, visually proving its discriminating power. The physicists widely use the invariant mass as a high-level feature to improve the classification. The invariant mass is a 4-momentum balance between two particles, here the tau and the lepton. Adding this invariant mass to the original dataset increases the score by 2.91%. With the GGGP, we overcome the invariant mass and provide a better performing feature which is independent of the system of units, adding 3.82% to the accuracy.
However, the GGGP with transition matrix does not achieve this level of performance, probably because the ratio between an energy and a series of cosines is set to be very unlikely. When constructing several features at a time, the performances of the two methods become in fact similar (see Table III ). The GGGP without probabilities is then confronted to a bigger search space without guidance, whereas the GGGP with transition matrix gets more space to construct interpretable and performing features all at once. For instance, the GGGP using the transition matrix builds five features achieving a gain of +3.71% on the accuracy: (4) is another geometrical combination of the angles of the missing transverse energy (most likely corresponding to a neutrino) and the lepton, which both come from the same τ lepton. It should be noted that the θ and φ angles are almost never mixed in the output features, proving that the GP algorithm inferred that these two angles belong to two different planes. The two last features (5) (6) are energy balances in the transverse space. These five constructed features are more interpretable features than the one from the simple GGGP, and are also independent of the system of measurement and therefore reusable in HEP analyses. Finally, it seems that forcing the algorithm to build interpretable features is not beneficial when constructing only one feature. Therefore, the GGGP manages to compress the information of several interpretable features into one, whereas the GGGP aided by the transition matrix is less efficient. Actually, the best features built by the PGGGP in the context of single feature construction are very complex and exploit the maximum allowed depth of the trees. However, having big trees impairs the interpretability of the associated features. In this context, the preference of PGGGP over GGGP for the interpretability of the features is not obvious.
However, the transition matrix seems to help the GGGP algorithm to converge faster (see Figure 4) .
On the DVCS dataset, probabilities also seem to help the convergence and performance of the GGGP algorithm. However, the statistical tests to prove the difference between GGGP and PGGGP results are never significant regardless of the dataset. PGGGP and GGGP algorithms are actually very similar in their conception, and only differ by the choice of the probabilities to construct the trees. It is therefore normal not to observe any significant variation in the distributions of the results. Only slight improvements can be observed.
Finally, the performance gains on the τ µ 3 dataset are lower than those on the other two datasets. This can be explained by the design of the dataset itself: providing many high-level variables (we partly discarded) and missing basic features such as the φ-angle essential for our experiment, this dataset might not be suited for our study. With the features provided in the dataset, more complex non-linear and therefore non-interpretable combinations are probably more efficient to increase the accuracy of a classifier. This can also explain the better score of the simple GP, which is not constrained and then allowed to apply complex operations such as trigonometric functions on all variables. The features built by our GGGP, with or without probabilities, are already quite complex: the most performing individuals have a height h ≥ 6. However, we still manage to increase the accuracy score by 1.48% constructing one feature with PGGGP.
Finally, one of our objectives being the interpretability of the built features, it is difficult to provide an accurate comparison with other methods that do not focus on interpretability or consistency of features, or that have different structure for built features. Therefore, the comparison can be only on the numerical scores. Within evolutionary methods other than GP, we tested a PSO algorithm, which performs poorly on our datasets. We also considered tree-based algorithms such as Cognito or FICUS, but the lack of open source code and implementation details in the papers prevented us to draw a fair comparison. Besides, the datasets used in other studies do not include units of measurement. Few benchmarks with units of measurement exist, since the data are often anonymized. However, our method is useful for many real-world problems.
V. CONCLUSION AND PERSPECTIVES
In this paper, we have presented an adaptation of a new Grammar-Guided Genetic Programming algorithm to dimensional consistency and physics laws, aided with probability transition matrices. Compared to a simple Genetic Programming algorithm without constraints, we have shown that this method significantly improves the accuracy score of several classifiers for two high-energy physics datasets from completely different experimental setups. The possibilities to build new features for the third dataset are limited due to the lack of base features. However, for the three datasets, our interpretable GGGP-based feature construction algorithm brings a significant improvement on the classification accuracy especially for datasets with a low baseline score. We discussed the tradeoff dilemma between performances and interpretability raised by the application of the transition matrix. The comparison between GGGP and PGGGP in gain in accuracies mainly relies on the data on which the experiment is conducted and on the number of features that are constructed. The interpretability for physics experts is definitely better with PGGGP, but the score can be better with GGGP (without probabilities) because of the need to compress information into a small number of features. Therefore, we observe that constructing several features enables the PGGGP to fill the gap with the GGGP while being more interpretable.
In future work, we plan to automatically extract the probabilities of the transition matrix from physics formulas taken from books or articles. Another perspective would be to enforce the impact of probabilities as we go deeper in the generation of the tree: this could help building consistent elementary components while enabling more complex combinations at the root of the tree, imitating the high performing feature obtained by the GGGP on the Higgs dataset.
