Abstract-In this paper, we consider the estimation of the unknown parameters for the problem of reconstructing a high-resolution image from multiple undersampled, shifted, degraded frames with subpixel displacement errors. We derive mathematical expressions for the iterative calculation of the maximum likelihood estimate of the unknown parameters given the low resolution observed images. These iterative procedures require the manipulation of block-semi circulant (BSC) matrices, that is block matrices with circulant blocks. We show how these BSC matrices can be easily manipulated in order to calculate the unknown parameters.
I. INTRODUCTION
H IGH-RESOLUTION images can, in some cases, be obtained directly from high precision optics and charge coupled devices (CCDs). However, due to hardware and cost limitations, imaging systems often provide us with only multiple low resolution images and in addition, there is a lower limit as to how small each CCD can be, due to the presence of shot noise [1] and the fact that the associated signal to noise ratio (SNR) is proportional to the size of the detector [2] .
Low resolution images are common in many imaging applications, such as remote sensing, surveillance and astronomy. For example, the optical imaging camera on the Hubble Space Telescope (HST), the Wide Field Planetary Camera 2 (WFPC2) is composed of four separated 800 800 pixel CCD cameras, one of which, the planetary camera (PC), has an image scale of 0.046 /pixel, while the other three arranged in a chevron around the PC have a scale of 0.0996 /pixel (see [3] for details).
Over the last two decades research has been devoted to the problem of reconstructing a high-resolution image from multiple undersampled, shifted, degraded frames with subpixel displacement errors. Since the early work by Tsai and Huang [4] , researchers, primarily within the engineering community, have focused on formulating the high resolution problem as a reconstruction (see [5] for a comprehensive review) or a recognition one (see [6] - [8] , see also [9] ). The astronomical community has also being working on the high resolution problem and has made available the Drizzle method to reconstruct high resolution images (see [3] ). However, as reported in [5] , not much work has been devoted to the efficient calculation of the reconstruction or to the estimation of the associated parameters. Bose and Boo [10] use a block semi-circulant (BSC) matrix decomposition in order to calculate the maximum a posteriori (MAP) reconstruction, Chan et al. ([11] - [13] ) and Nguyen ([14] - [16] ) use preconditioning, wavelets, as well as BSC matrix decomposition. The efficient calculation of the MAP reconstruction is also addressed by Ng et al. ([17] , [18] ) and Elad and Hel-Or [19] .
To our knowledge only the works by Bose et al. [20] , Nguyen [15] , [16] , [21] , [22] and to some extend [13] and [23] - [25] address the problem of parameter estimation. Furthermore, in those works the same parameter is assumed for all the low resolution images, although in the case of [20] the proposed method can be extended to different parameter for low resolution images (see [26] ).
In this paper we use the general framework for frequency domain multi-channel signal processing developed by Katsaggelos et al. in [27] and Banham et al. in [28] (a formulation that was also obtained later by Bose and Boo [10] for the high resolution problem) to tackle the parameter estimation in high resolution problems. With the use of BSC matrices we show that all the matrix calculations involved in the parameter maximum likelihood estimation can be performed in the Fourier domain. The proposed approach can be used to assign the same parameter to all low resolution images or make them image dependent. We also show that the results are extensions of maximum likelihood estimation for single channel restoration problems.
The rest of the paper is organized as follows. The problem formulation is described in Section II. The high resolution prior image model and the process to obtain the low resolution images from the high resolution one is described in Section III. The application of the Bayesian paradigm to calculate the maximum a posteriori high resolution image and to estimate the parameters is described in Section IV. Experimental results are described in Section V. Finally, Section VI concludes the paper. The paper also contains two appendices on the application of EM algorithms to high resolution problems and the matrix manipulations needed to calculate the MAP estimate and the parameters. pixels and the size of each sensing element is . Our aim is to reconstruct an high resolution image, where and , from lowresolution observed images. Fig. 1 shows a visual description of the problem formulation for and . Note that in order for our goal make sense we need to assume that the original high-resolution scene is bandlimited to wavenumbers and along the horizontal and vertical directions, respectively. In this case the original high-resolution image can be reconstructed with and samples along the horizontal and vertical directions, respectively (see [29] ).
To maintain the aspect ratio of the reconstructed image we consider the case where , for simplicity we also assume that is an even number. Each observed undersampled image is a shifted, downsampled version of the high-resolution image.
In the ideal case, the low resolution sensors are shifted with respect to each other by a value proportional to (note that if the sensors are shifted by values proportional to the high-resolution image reconstruction problem becomes singular). However, in practice there can be small perturbations around those ideal locations (see [30] for a formulation without perturbations). Thus, the horizontal and vertical displacements and of the sensor with respect to the reference sensor are given by (see Fig. 1 ) (1) where and denote respectively the normalized horizontal and vertical displacement errors. We assume that and with . The normalized horizontal and vertical displacement may be assumed to be known (see [10] and [18] for details). An approach where the displacements are assumed unknown and are estimated simultaneously with the high-resolution image is presented in [23] - [25] .
III. IMAGE AND DEGRADATION MODELS
Let be the high resolution image and the observed low resolution image from the sensor,
. Our goal is to reconstruct from using the Bayesian paradigm.
The first step with this paradigm is the definition of a prior distribution, a probability distribution over high resolution images ,
. It is here where we incorporate information on the expected structure of . It is also necessary to specify the probability distribution of the observed low resolution image if were the 'true' high resolution image. These image and high to low resolution degradation models depend on the unknown parameters and , that have to be estimated. In order to apply the Bayesian paradigm to this problem we define next our image and high to low degradation models.
A. Image Model
Our prior knowledge about the smoothness of the original high resolution image makes it possible to model the distribution of by a simultaneous autoregression (SAR) [31] . Thus, (2) where the entries of the matrix , , are equal to 1 if cells and are spatial neighbors (pixels at distance one) and zero otherwise and is just less than 0.25 in order to model smoothness and result in a positive definite matrix . This model is characterized by (3) where . Note that the parameter measures the smoothness of the high resolution image .
Assuming a toroidal edge correction, the eigenvalues of the matrix are , , . Then the SAR distribution is given by (4) where , . From the regularization point of view, the SAR model imposes conditions on the second differences of the image.
B. Model for Obtaining the Low-Resolution Observed Images
The process to obtain the observed low resolution image by the sensor, , from can be modeled as follows (see Fig. 1 for the correspondence between the high and low resolution image pixels). First, is obtained. This image represents a blurred version of the original high-resolution image, according to (5) where is an matrix and may have different forms. In [10] , [18] , is associated to the blurring function (6) with (7) where and . In [32] has the form otherwise (8) note that in this case, , , , the normalized horizontal and vertical displacement errors in (1) satisfy , and , . Let and now be the 1-D downsampling matrices defined by (9) (10) where is the identity matrix, is the unit vector whose nonzero element is in the position, denotes the Kronecker product operator and the transpose operator.
Then for each sensor the discrete low-resolution observed image can be written as (11) where has been defined in (5)
denotes the 2D downsampling matrix and is modeled as independent white noise with variance . If denotes the matrix (13) then we have (14) where . We denote by the sum of the upsampled low-resolution images, that is, (15) Then (16) where and .
From now on, given an column vector , we will denote by the column vector given by (17) IV. BAYESIAN ANALYSIS
The steps we follow in this paper to estimate the parameters, and , and the original image are as follows: 1)
Step I: Estimation of the Parameters: and are first selected as (18) where (19) 2)
Step II: Estimation of the Original Image: Once the parameters have been estimated, the estimation of the original image,
, is selected as the image satisfying (20) which produces (21) where (22) Note that we are using maximum likelihood for estimating the parameter and maximum a posteriori (MAP) for estimating . Furthermore, although steps I and II are separated, the iterative scheme to be proposed performs both estimations simultaneously.
The estimation process we are using could be performed within the so called hierarchical Bayesian approach (see [33] ) by including priors on the unknown parameter and vector . However, the possibility of incorporating additional knowledge on them by means of gamma or other distributions will not be discussed here (see [33] and [34] We then have
We now differentiate with respect to and so as to find the conditions which are satisfied at the maxima. We have (26) (27) The following algorithm is proposed for the simultaneous estimation of the parameters and the high resolution image.
Algorithm 1 1 (26) and (27) . b) Compute using (21) with and . 4) Go to 3 until is less than a prescribed bound. A number of comments are now made regarding these equations.
A) If the same parameter is used for some low resolution observations, (26) and (27) become easier to solve. In particular if all the noise variances are assumed to be the same, that is , , Note that refers here to a value and should not be confused with that refers to a vector. B) Since (29) by using (26) and (27) we have that (30) and (31) So we see that the maximum likelihood estimate (mle), satisfies, (32) which means that a fraction of the observations are used to calculate the misfit to the prior model , and another proportion is used for the misfit to the high to low resolution process ( , ). C) Algorithm 1 is, in fact an EM-algorithm [35] with complete data and incomplete data . Steps 3a and 3b iteratively increase (see Appendix I for details). D) We note that in order to find the MAP estimate we need to invert and in order to estimate the parameters we have to calculate for the values of and . In Appendix II it is shown how these calculations can be performed in an efficient way in the frequency domain by utilizing properties of SBC matrices [27] . E) Finally, we also note that a very interesting low to high resolution problem occurs when low resolution observations are available. We are currently working on this problem, and preliminary results can be found in [36] and [37] .
V. EXPERIMENTAL RESULTS
A number of simulations have been performed with the proposed algorithm over a set of images. We present results with For all the experiments, the criterion was used for terminating the iteration. We set in all our experiments, where has been defined in (15) .
The performance of the restoration algorithms was evaluated by measuring the signal to noise ratio (SNR) improvement denoted by and defined by (33) where and are the original and estimated high resolution images, respectively. We compared our proposed algorithm with the Generalized Cross-Validation (GCV) [16] and L-curve [20] methods. Both methods estimate the high resolution image using (34) where is selected using the GCV [16] or L-curve [20] methods, the respective values of will be denoted by and . See [38] for a description of GCV and other methods for choosing the regularization parameter in image restoration problems.
Note that the L-curve and GCV methods estimate a single parameter. This corresponds to the low to high resolution problem where the same noise variance is assumed for all observed low resolution images (see (11)). Note also that selecting the high resolution image according to (34) is the same as finding the solution of (20) with and . A first experiment was devoted to test the performance of the proposed method under different noise conditions on the low resolution images. The 256 256 image, , shown in Fig. 2 was blurred using the blurring function defined in (8) with , which produced the image . Then was downsampled with obtaining the sixteen 64 64 low resolution images (35) Gaussian noise with the same variance, that is, , was added to each low resolution image to obtain three sets of sixteen low resolution images. The noise variance for each set of images was set to 161.29, 14.44 and 1.44, respectively, thus obtaining an SNR of approximately 10 dB, 20 dB and 30 dB in the low resolution images of each image set. Fig. 3 shows reconstructions for the 30 dB SNR case. Fig. 3 (a) depicts the zero-order hold upsampled image (see (11) ). Each low resolution image in each set was bilinearly interpolated to obtain a 256 256 image. The best one in terms of is shown in Fig. 3(b) . The starting image, , is shown in Fig. 3(c) . Fig. 3(d) depicts the estimated high resolution image by the proposed algorithm when sixteen noise parameters are considered. The high resolution image obtained by the proposed method with the same noise parameter for the sixteen low resolution observations, see (28) , is almost identical and it is not shown here. Figs. 3(e) and 3(f) show the images obtained by estimating the high resolution image using the parameter values selected by the GCV and L-curve methods, respectively. From In order to validate the proposed parameter estimation algorithm on a number of simulations, ten realizations of the noise were generated for each noise level. Table I shows the mean  values of for the different methods under consideration. From this table it is clear that the proposed method improves the SNR even in the case of severe noise although higher improvements are obtained as the noise decreases. The improvement in SNR obtained by the proposed algorithm is greater than the ones obtained by the GCV and L-curve procedures, resulting in less noisy results as previously commented. In Table I we have included the obtained by the proposed method when using only one and sixteen different noise parameters. The results are almost identical in both cases, so validating the estimation process. Table I also shows the standard deviation of the ten obtained by our proposed method with one and sixteen noise parameters and the number of iterations needed.
The estimated image model parameters and their standard deviations, in brackets, for the three sets of images with one noise parameter were equal to , and , respectively. The corresponding estimated mean noise parameters for the low resolution images are presented in Table II together with their standard deviations. Examining these tables we conclude that the proposed method produces accurate estimates of the low resolution noise variances. The results of the estimation of sixteen noise parameters, one for each low resolution image, were also very close to their real values. In order to compare the proposed method with the GCV and L-curve approaches we have included in Table II the equivalent value of obtained by our method when estimating only one noise parameter. We can see from this table that both GCV and L-curve obtain a smaller regularization parameter and therefore noisier reconstructions. Fig. 4 shows the evolution of the for the three low resolution image sets. Note that most of the improvement was obtained in the first few iterations. Each iteration took 15.5 seconds on a Pentium IV 1700.
A second experiment was performed to test the proposed algorithm when different noise variances are used on the low resolution observations. The original image in Fig. 2 was blurred and downsampled as in the previous experiment and Gaussian noise was added to each low resolution image to obtain a set of sixteen low resolution images with different noise characteristics, with SNRs of 10 dB, 20 dB or 30 dB randomly selected (see Table III ). Again, we generated ten realizations of the noise. Fig. 5(a) depicts the zero-order hold upsampled image . The bilinear interpolation is shown in Fig. 5(b) . Fig. 5(c) and 5(d) depict the results obtained by the proposed algorithm estimating one and sixteen noise parameters, respectively, and Fig. 5 (e) and 5(f) show the results with the GCV and L-curve estimation procedures, respectively. From these images it is clear that the proposed method outperforms all other reported methods, for both cases of one and sixteen noise parameters estimation. The best visual result is obtained when one noise parameter is estimated for each low resolution image.
The obtained by the proposed algorithm estimating one and sixteen noise parameters and, also, by the GCV and L-curve methods are shown in Table IV . We can see that even when the proposed algorithm estimates only one noise parameter the results are better than those obtained by the GCV and In a third experiment we also tested the proposed method on low resolution images with different noise variances. First, the set of low resolution images was obtained by blurring and downsampling the 256 256 original image depicted in Fig. 6 (a) following the same procedure as in the previous experiments. Then, to each 64 64 low resolution image, Gaussian noise was added to obtain at random degraded images with SNR 20, 30, or 40 dB. The noise variances utilized are shown in Table VI . Fig. 6 (b) depicts zero-order hold of the observed low resolution image . We ran the proposed method starting with the initial image (Fig. 6(c) ) obtaining at convergence the estimated high resolution image shown in Fig. 6(d) . For the resulting image the SNR improvement was 11.63 dB and the estimated image model parameter . The estimated variances of the degrading noise are shown in Table VII . By comparing the real and estimated degradation model parameters (see Tables VI and VII , respectively) we conclude that the proposed model produces good estimates for all parameters although, again, small variance values are overestimated when their corresponding low resolution images are close in terms of shifts to other low resolution images with larger noise variances. Fig. 7(a) depicts versus number of iterations. Note that the vertical axis is plotted in logarithm scale. From this plot it is clear that the method converges fast, needing only a few iterations to obtain a good estimation of the image, validating, this way, the theoretical results. Fig. 7(b) shows the signal to noise ratio improvement, , versus the number of iterations. It is clear that increases monotonically and that most of the improvement is obtained in the first four iterations.
VI. CONCLUSIONS
A new method to estimate the unknown parameters in a high resolution image reconstruction problem has been proposed. Using BSC matrices we have shown that all the matrix calculations involved in the parameter maximum likelihood estimation can be performed in the Fourier domain. The approach followed can be used to assign the same parameter to all low resolution image parameters or to make them image dependent. We have also shown that the results are extensions of maximum likelihood estimation for single channel restoration problems. The proposed method has been validated experimentally.
APPENDIX I EM ALGORITHM APPLIED TO THE RESOLUTION PROBLEM
In this section, we show how the EM-algorithm can be used to estimatetheunknownparametersinthelowtohighreconstruction problem under consideration. Let be the vector containing the unknown parameters. Note that in our high resolution problem we are dealing with an exponential family since we have (36) where (37) (38) and is a scalar function depending only on the complete data . We note that the expectation of the sufficient statistic is given by (39) and so we have The EM-algorithm for this family requires the maximization with respect to (see [39] ) (44) whose unique solution is provided by steps 3a and 3b of algorithm 1.
APPENDIX II CALCULATING THE MAP AND PARAMETERS
In this appendix we show how with known to efficiently calculate the corresponding MAP, , that is, how to obtain the solution of where and are vectors and is a convolution matrix of size . We will assume that is a circular convolution operator (see however [18] for the issues when using circulant approximations in high-resolution problems).
We examine how to calculate as the sum of convolutions. Each convolution will involve a circulant convolution matrix of size and a vector of size . Proposition 1: Let be the circular convolution process defined in (47) and the downsampling matrix defined in (12) In order to solve the system in (57) we only need to apply Fourier transform to each equation of the form (58) in that system, since in the Fourier domain and become diagonal matrices. Then, our problem becomes the solution of systems of equations each one of size . It is interesting to note that a similar decomposition approach to the one used here is followed in [28] and [10] to solve restoration and high-resolution problems.
Finally in order to estimate the parameters we have to calculate and . To do so we only need to take into account that and then apply Fourier transforms as we did to calculate the MAP.
