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THE EINSTEIN CONSTRAINT EQUATIONS ON COMPACT
MANIFOLDS WITH BOUNDARY
JAMES DILTS
Department of Mathematics, University of Oregon
Eugene, OR 97403
Abstract. We continue the study of the Einstein constraint equations on
compact manifolds with boundary initiated by Holst and Tsogtgerel. In par-
ticular, we consider the full system and prove existence of solutions in both
the near-CMC and far-from-CMC (for Yamabe positive metrics) cases. We
also make partial progress in proving the results of previous “limit equation”
papers by Dahl, Gicquaud, Humbert and Sakovich.
1. Introduction
General relativity can be considered the study of Lorentzian manifolds (M˜n, h),
called spacetimes, that satisfy the Einstein equations. In the vacuum case, these
equations reduce to Rich = 0, i.e., that (M˜, h) is Ricci flat. One way to approach
this study is by considering which n−1 Riemannian manifolds (M, g˜) can be iso-
metrically embedded in some spacetime (M˜, h) with a given second fundamental
form K. A necessary condition for this to occur is that g˜ and K satisfy the
Einstein constraint equations,
Rg˜ = |K|
2
g˜ − (trg˜K)
2(1)
0 = divg˜K −∇trg˜K,(2)
where Rg˜ is the scalar curvature of g˜. Choquet-Bruhat showed in [FB52] that
this condition is in fact also sufficient to produce a spacetime into which (M, g˜)
embeds.
The main method used in trying to understand the full set of triples (M, g˜,K)
that can be thus embedded is called the conformal method. It was developed
by Lichnerowicz, Choquet-Bruhat and York. Let N = 2n
n−2
and let L be the
conformal Killing operator,
LWij = ∇iWj +∇jWi −
2
n
∇kWkgij.
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The conformal method then decomposes g˜ and K as
(3)
g˜ = φN−2g
K = τ
n
φN−2gij + φ
−2(σij + LWij),
where g is a Riemannian metric, σ is a trace-free, divergence-free symmetric 2-
tensor, τ and φ are scalar functions and W is a vector field. Note that τ can be
interpreted as the mean curvature of M in the spacetime M˜ .
Using the decomposition (3) in the constraint equations (1)-(2), a calculation
reduces the constraint equations to
(4) −
4(n− 1)
n− 2
∆ϕ+Rgϕ+
n− 1
n
τ 2ϕN−1 − |σ + LW |2ϕ−N−1 = 0,
(5) divLW −
n− 1
n
ϕNdτ = 0,
where ∆ is the Laplacian with negative eigenvalues. Equation (4) is known as
the Lichnerowicz equation, equation (5) is often known as the vector equation,
while together they are known as the conformal constraint equations.
With this reformulation, we can study the set of triples (M, g˜,K) by asking
which “seed data” (M, g, σ, τ) lead to solutions (φ,W ) of the conformal constraint
equations (4)-(5).
The simplest case is when dτ ≡ 0, which can be interpreted as M having
constant mean curvature (CMC). In this case the conformal constraint equations
decouple, making the system much easier to solve. Following work from York,
O’Murchadha, Choquet-Bruhat and others, Isenberg completed the classification
of seed data on closed manifolds leading to solutions in [Ise95].
Since then much progress has been made, both in considering other types of
manifolds and in loosening the restriction on the mean curvature. Hyperbolic
[IP97, GS12], asymptotically Euclidean [CBIY00, DGI13], asymptotically cylin-
drical [CM12, CMP12, Lea13] and compact with boundary [HT13] manifolds
have now been considered. The case when the mean curvature is near con-
stant (i.e., the near-CMC condition) is well understood for closed manifolds (see
[IM96, IO´M04, ACI08]), and progress has been made in other cases as well (such
as in this paper or [IP97, GS12, DGI13, Lea13]). The far-from-CMC case resists
analysis, but limited results have been achieved, originally by Holst, Nagy and
Tsogtgerel in [HNT08] and extended by Maxwell in [Max09]. However, these
results unfortunately instead require |σ| to be sufficiently small. It is currently
unknown whether both |σ| and dτ can be large. For a nice review of the con-
straints, though leaving out the most recent progress, see [BI04].
In this paper, we consider compact manifolds with boundary. Physically, these
can be seen as pieces of larger spacelike slices of a spacetime, since we don’t have
any reason to suspect the universe has a boundary. Also, compact manifolds with
boundary appear naturally in some numerical computations where an exterior
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boundary condition can be an approximation of an asymptotically flat end, while
interior boundary conditions arise from black hole excision, cf. [Gou12].
We extend the results of several different papers to this new situation. In
doing this, we are indebted to the groundwork laid by Holst and Tsogtgerel in
[HT13], where they considered the Lichnerowicz equation (4) alone. We will
extend the results of Holst, Nagy, Tsogtgerel and Maxwell in finding far-from-
CMC solutions (cf. [HNT08, Max09]), as well as extend their methods, such
as proving a global sub/supersolution existence theorem and using a Green’s
function to show that only a supersolution is actually needed in many cases. We
also make partial progress in proving the results of previous “limit equation”
papers such as [DGH12, GS12, DGI13]. We were unable, however, to complete
the final step in deriving the limit equation.
Holst, Meier and Tsogtgerel have recently written a paper [HMT13] that is
similar to this paper in several ways. It also finds solutions to the constraint
equations on compact manifolds with boundary, and with lower regularity than
in this paper. They also handle the coupling of the boundary conditions in a
slightly different manner. However, they do not include the Green’s function
results nor the limit equation results.
2. Setup
In this section, we set up a general boundary value formulation of the confor-
mal constraint equations. We introduce a number of pieces of notation, list our
standard assumptions, and then list the associated boundary value problems for
the conformal constraint equations in (6)-(7).
The boundary conditions for solving the Einstein constraint equations on com-
pact manifolds with boundary can be fairly complicated. For instance, the condi-
tions near a black hole in order to have a trapped surface are best represented by
a Robin boundary condition. If we are taking a compact piece of an asymptotic
manifold, a Dirichlet condition might be better. To allow for greater generality,
we split the boundary of the manifold into two pieces in two different ways.
Let ∂M = ∂MD ∪ ∂MN , ∂MD ∩ ∂MN = ∅. The scalar field φ will hold
a Dirichlet condition on ∂MD and a Robin condition on ∂MN . Similarly, let
∂M = ∂MD ∪ ∂MN, ∂MD ∩ ∂MN = ∅. The vector field W will hold a Dirichlet
condition on ∂MD and a Neumann condition on ∂MN. Though, in general, we
would expect ∂MD = ∂MD and ∂MN = ∂MN , we do not require this.
We will be working with functions in Sobolev spaces like W s,p. Since these
functions are only defined up to a set of measure zero, they do not normally
have well defined boundary values. Let γ be the trace operator, which gives
boundary values for functions in W s,p. We will let γN , for instance, be the trace
on ∂MN . These maps, γN , γD, γN and γD, are continuous and surjective maps
W s,p → W s−
1
p
,p(∂Mi) for the appropriate subscript. (Sobolev spaces without
specified domains mean over M .) Let ν be the unit (outward) normal on all
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of ∂M . Precomposing the boundary maps with ∂ν or other similar derivative
operators also gives continuous surjective maps, but to W s−1−
1
p
,p(∂Mi), as long
as s− 1/p is not a integer (which can be avoided by reducing p slightly).
We can then formulate the conformal constraint equations in a general way as
follows. Let
aR =
n− 2
4(n− 1)
R, aτ =
n(n− 2)
4
τ 2, aw =
n− 2
4(n− 1)
|σ + LW |2.
Let φD > 0 be a function on ∂MD. Let bH , bθ, bτ , bw be functions on ∂MN . We
introduce the nonlinear operator
f = f˜ ◦ γN
where f˜ is defined by
f˜(φ) = bHφ+ bθφ
e + bτφ
N/2 + bwφ
−N/2
where e ∈ R. This complicated form for f is to allow a wide range of in-
teresting boundary conditions, and was formulated by Holst and Tsogtgerel in
[HT13]. There are interesting boundary conditions that allow the bi to depend
on LW (ν, ν), which in turn depends on φ, but this can make solving the com-
bined system much harder since it couples the boundary conditions. Thus, we
will assume that the bi depend only on the seed data (M, g, σ, τ), i.e., the bi are
independent of φ directly or indirectly.
Let BW := LW (ν, ·) for vector fields W . Let X be a vector field on M of the
form
X =
∑
i
ciφ
ki,
a finite sum, for some vectors ci of the seed data and some nonnegative real
numbers ki. For example, the standard choice is X =
n−1
n
φNdτ . Let XD be a
vector field on ∂MD and XN be a one-form on ∂MN. For simplicity, we will require
that neither XD nor XN depend on φ, and that σ(ν,XD) = 0.
Except for Section 7 where we need a little more regularity, we will assume
the same regularity throughout the paper. Namely, we make the following set of
assumptions.
Assumption 2.1. (Standard assumptions)
• (Mn, g) is a smooth compact manifold with boundary with metric g ∈
W 2,p where p > n ≥ 3. Thus R ∈ Lp.
• g has no nontrivial conformal Killing fields W ∈ W 2,p with BW = 0 on
∂MN and W = 0 on ∂MD.
• τ ∈ W 1,p which gives that τ ∈ L∞ and aτ ∈ L
p.
• |σ|2 ∈ W 1,p, which gives that aw ∈ L
p if |LW |2 ∈ Lp as well. Also, σ·ν = 0
on ∂MN, where ν is the normal vector to the boundary. Such tensors are
shown to exist in subsection 4.1.
• bH , bθ, bτ , bw ∈ W
1− 1
p
,p(∂MN ) and only depend on the seed data.
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• (e− 1)bθ ≥ 0 with e 6= 1, bτ ≥ 0 and bw ≤ 0.
• bθ and bH−
n−2
2
H have constant sign on each component of the boundary,
where H is the mean curvature of the boundary.
• φD ∈ W
2− 1
p
,p(∂MD) with φD > 0.
• The Lichnerowicz problem, as defined below, is conformally covariant, as
defined in Section 3.
• The coefficients ci from X are in L
p.
• XN ∈ W
1− 1
p
,p(∂MN), XD ∈ W
2− 1
p
,p(∂MD) and σ(ν,XD) = 0.
Most of the results in this paper do not require all of the assumptions listed
above. For instance, the results from we cite from [HT13] hold for g ∈ W s,p with
s ≥ 1 and s > n/p. However, our main results require all of them, and so for
simplicity we assume these assumptions throughout this paper.
Let [φ−, φ+]2,p := {φ ∈ W
2,p : 0 < φ− ≤ φ ≤ φ+ a.e.}. The standard regularity
conditions give that f is a map from [φ−, φ+]2,p →W
1− 1
p
,p(∂MN ).
We then split the conformal constraint equations (4)-(5) into two problems
and consider them, at first, separately. The Lichnerowicz problem is to find an
element φ ∈ [φ−, φ+]2,p such that
(6) F (φ) :=
−∆φ + aRφ+ aτφ
N−1 − awφ
−N−1 = 0
γN∂νφ+ f(φ) = 0 on ∂MN
γDφ− φD = 0 on ∂MD .
The vector problem is then to find an element W ∈ W 2,p such that
(7) Ps,p(W ) :=
divLW = X
γNBW = XN on ∂MN
γDW = XD on ∂MD.
As in the introduction, if we can simultaneously solve these two problems, we
can reconstruct a solution to the Einstein constraint equations (4)-(5).
Before we discuss previous results about this system, we need a Yamabe clas-
sification theorem. Escobar, in [Esc92], showed that in many cases, one could
conformally transform a metric on a compact manifold with boundary to one
with constant scalar curvature and minimal (mean curvature zero) boundary.
Brendle and Chen, in [BC09], expanded the list of allowable manifolds. This
general problem remains unsolved. Fortunately, Holst and Tsogtgerel proved a
weaker version of this classification that suffices for our needs.
Theorem 2.2. [HT13, Thm 2.2] The metric g is in exactly one of Y +, Y 0, Y −,
where g ∈ Y + (∈ Y 0,∈ Y −) means that there is a metric in the conformal class
of g whose scalar curvature is continuous and positive (resp. zero or negative),
and boundary mean curvature is continuous and has any given sign (resp. is
identically zero, has any given sign). “Any given sign” includes the case that it
is identically zero.
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Following the closed case, we say g is in the positive Yamabe class if g ∈ Y +,
and similarly for the other classes.
3. Lichnerowicz Problem
Now we can give some results about the Lichnerowicz problem (6) from [HT13].
First, one of the most successful methods of finding solutions to the Lichnerow-
icz equation has been the method of sub and supersolutions. The appropriate
generalization for this problem is as follows.
Theorem 3.1. [HT13, Thm 5.1] Let φ−, φ+ ∈ W
2,p be such that F (φ+) ≥ 0
and F (φ−) ≤ 0 (i.e., are super and subsolutions respectively, see (6)), and such
that 0 < φ− ≤ φ+. Then there exists a positive solution φ ∈ [φ−, φ+]2,p of the
Lichnerowicz problem (6).
One nice property of the Lichnerowicz equation, i.e., the first line of (6), is that
it is conformally covariant. For example, if we have a supersolution, we can do
a conformal transformation in a particular way, and the supersolution multiplied
by the conformal factor will still be a supersolution. Similarly, the Dirichlet
part of the boundary condition will also be conformally covariant. However, the
Neumann/Robin part of the boundary condition will not always be.
Let ψ be a conformal factor, and let hats denote transformed quantities. In
particular, we set ĝ = ψN−2g, with scalar curvature R̂ and boundary mean cur-
vature Ĥ. Let τ̂ = τ , σ̂ij = ψ
−2σij , L̂W ij = ψ
−2LWij and φ̂D = φD/ψ. Since
we want the bi data to be general, simply let there be some transformation rule
for them like for the other data. Let F̂ be the operator F from (6), but with the
hatted data.
Definition 3.2. We say the Lichnerowicz problem (6) is conformally covariant
if
F̂ (φ) = 0 ⇔ F (ψφ) = 0
F̂ (φ) ≥ 0 ⇔ F (ψφ) ≥ 0
F̂ (φ) ≤ 0 ⇔ F (ψφ) ≤ 0
for any positive conformal factor ψ.
We will next consider when the Lichnerowicz problem is conformally covariant.
Recall that
R̂ = ψ2−NR −
4(n− 1)
n− 2
ψ1−N∆ψ,
∆̂φ = ψ2−N∆φ+ 2ψ1−N〈dψ, dφ〉g.
Using these two, we can show that the Lichnerowicz equation, the first line of
(6), is conformally covariant. In particular, if we let F1 be the first line of (6),
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and F̂1 be the same operator with the transformed quantities, we have F̂1(φ) =
ψ1−NF1(ψφ).
Let F3 be the Dirichlet boundary condition operator, i.e., the third line of (6).
Since the right side is a fixed function, it is particularly easy to show conformal
covariance. It is clear that F̂3(φ) = ψ
−1F3(ψφ).
The Neumann boundary condition, the second line of (6) is the most difficult,
mostly because it was purposely designed to be general. In different cases the
coefficients might be very different, and transform differently. Recall that
Ĥ = ψ1−N/2H +
2
n− 2
ψ−N/2∂νψ
for boundary mean curvature H , and
∂ν̂φ = ψ
1−N/2∂νφ.
Together, these show that
(8) ∂ν̂φ+
n− 2
2
Ĥψ = ψ−N/2
(
∂ν(ψφ) +
n− 2
2
H(ψφ)
)
.
Thus, if bH =
n−2
2
H we have a good start towards conformal covariance.
Holst and Tsogtgerel in [HT13] list a number of possibly useful boundary con-
ditions. We will consider each one in turn. We will not present the details of
each, but describe it briefly and consider if it is conformally covariant.
The first condition represents a Robin condition for compact sections of an
asymptotically Euclidean manifold. For this condition, bH = (n − 2)H , bθ =
−(n−2)H with e = 0, and bτ = bw = 0. If we attempt a conformal transformation
we get
∂ν̂φ+(n−2)Ĥφ−(n−2)Ĥ = ψ
1−N/2∂νφ+(n−2)ψ
1−N/2(φ−1)H+2(φ−1)(ψ−N/2∂νψ).
Thus this boundary condition is not conformally covariant.
Another possibility is a boundary condition that makes the boundary a minimal
surface. Here, bθ = bτ = bw = 0 and bH =
n−2
2
H . This is exactly the case we’ve
already considered, and so this condition is conformally covariant.
The next condition guarantees the existence of trapped surfaces. Let bH =
n−2
2
H , bθ = ±
n−2
2(n−1)
θ±, bτ = ∓
n−2
2
τ , and bw = ±
n−2
2(n−1)
S(ν, ν), where θ± are the
expansion scalars and S = σ + LW . Comparing exponents, we see that θ± must
transform as θ̂± = θ±ψ
e−N/2. Fortunately, this is exactly the transformation
described in [HT13]. Similarly, τ must transform as τ̂ = τ , which is fortunately
the same as was required for the main Lichnerowicz equation. Finally, since
S = σ + LW , Ŝ(ν̂, ν̂) = ψ−NS(ν, ν), which is the proper transformation. Thus
this boundary condition is conformally covariant.
Lastly, we have a different formulation that also guarantees the existence of
trapped surfaces. In particular, bH =
n−2
2
H and bθ = (θ+ − θ−) with e arbitrary
8 CONSTRAINT EQUATIONS ON COMPACT WITH BOUNDARY
and bw = bτ = 0. This is conformally covariant for the same reasons as the
previous boundary condition.
In general, bH =
n−2
2
H is required for F2, the second line of (6), to be confor-
mally covariant. This is required so that the ∂ν̂φ can transform correctly, as in
(8). Also, any nonzero quantities of bθ, bτ and bw must transform such that some-
thing like b̂θφ
e = ψ−N/2bθ(ψφ)
e holds for functions φ. Thus, the Lichnerowicz
problem (6) is conformally covariant if either ∂MN = ∅ or there is a restriction
on the coefficients bi of the Neumann boundary condition.
The easiest case to solve the Lichnerowicz problem (6) is in the so-called “de-
focusing case,” which restricts the signs of most of the coefficients. In particular,
the defocusing case means that aτ ≥ 0, aw ≥ 0, (e− 1)bθ ≥ 0 with e 6= 1, bτ ≥ 0
and bw ≤ 0. While the first two requirements are natural, the other restrictions
are made primarily for ease of solving. However, they do include most of the
important boundary conditions, including the ones we will care about. In the
defocusing case, Holst and Tsogtgerel proved fairly exhaustive existence results
for the Lichnerowicz problem in [HT13, Thm 6.1,2], as well as uniqueness in
[HT13, Lem 4.2]. They also proved the continuity of the solution map for the
Lichnerowicz equation. We include the theorem here for use in Section 7.
Lemma 3.3. [HT13, Thm 8.1] Let α = (aτ , aw, bH , bτ , bθ, bw, φD), with regularity
α ∈ [Lp]2 ×
[
W 1−
1
p
,p(∂MN )
]4
×W 2−
1
p
,p(∂MD).
Assume moreover that the solution map of the solution map of Lichnerowicz prob-
lem (6) (as a map α 7→ φ ∈ W 2,p) is well defined at α. Then the solution map is
defined in a neighborhood of α and is (Fre´chet) differentiable there provided that
either ∂MD 6= ∅ or at least one of aτ + aw, bτ , bθ or bw is not identically zero.
4. Vector Problem
For the vector problem (7), the following estimate holds.
Theorem 4.1. If W ∈ W 2,p and satisfies the system (7), then W satisfies the
estimate
(9) ‖W‖2,p ≤ C
(
‖X‖p + ‖XN‖
W
1− 1p ,p(∂MN)
+ ‖XD‖
W
2− 1p ,p(∂MD)
)
where ‖ · ‖2,p and ‖ · ‖p are the W
2,p and Lp norms respectively. Recall that
X =
∑
ciφ
ki, and assume that φ has an upper bound B ≥ 1. Let k = sup ki.
Then LW satisfies the estimate
(10) ‖LW‖1,p ≤ C(B
k + 1)
for some C independent of W and φ.
Proof. Estimate (9) is [Max05, Prop 4]. Estimate (10) uses (9), ‖LW‖1,p ≤
‖W‖2,p and that XN and XD are independent of φ. The C in this inequality
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depends on the embedding constants, the ci, XN and XD. Note that we use that
none of the ki are negative. 
Let
P2,p : W 2,p → Lp ×W 1−
1
p
,p(∂MN)×W
2− 1
p
,p(∂MD)
be the mapW 7→ (divLW, γNBW, γDW ), as in (7). A standard result (see [HT13,
Lem B.5]) gives that estimate (9) implies that P2,p is semi-Fredholm under our
assumptions on p.
If W is a vector field on M such that LW = 0 on M , BW = 0 on ∂MN and
W = 0 on ∂MD, we say that W is a conformal Killing field with zero boundary
condition.
Theorem 4.2. The operator P2,p is an isomorphism.
Proof. We proceed as in [Max05]. We first assume that g is any smooth metric;
the desired results will then follow from an index theory argument.
We only need to prove that P2,2 is invertible. Indeed, if something is in the
kernel of P2,2, we know by elliptic regularity that it is in W 2,p, and so must be
in the kernel of P2,p also. Also, if P2,2 is surjective, then its image certainly
contains C∞c ×C
∞(∂MN)×C
∞(∂MD). Using elliptic regularity again, the image
of P2,p will also contain that space. Since the image of P2,p is closed (since it
is semi-Fredholm), we also have that P2,p is surjective by the density of C∞ in
Sobolev spaces.
So we now restrict our attention to P = P2,2. To show P is injective, we
show that any element of the kernel must be a conformal Killing field. Suppose
u ∈ kerP. We then integrate by parts and find
0 = −
∫
M
〈divLu, u〉 =
∫
M
〈Lu, Lu〉+
∫
∂M
Lu(ν, u)
where ν is the unit normal to M . Since u is in the kernel, either u or Bu is 0
on each component of the boundary and so we get that Lu ≡ 0. Thus u is a
conformal Killing field with zero boundary condition, and is smooth by elliptic
regularity. By Assumption 2.1 any smooth conformal Killing field with zero
boundary condition must be trivial. Thus P is injective.
To show P is surjective, we can instead show that the adjoint P ∗ is injec-
tive by [Ho¨r85, 19.2.1]. The dual space of L2 × H1/2(∂MN) × H
3/2(∂MD) is
L2 × H−1/2(∂MN) × H
−3/2(∂MD). From elliptic regularity and rescaled interior
estimates, we know that if P∗(f1, f2, f3) = 0, then in fact the fi are smooth (cf.
[Ho¨r85, 19.2.1]). For smooth θ, integrating by parts gives
0 = 〈P∗(fi), θ〉
=
∫
M
〈divLf1, θ〉+
∫
∂M
(Lθ(ν, f1)− Lf1(ν, θ)) +
∫
∂MN
Lθ(ν, f2) +
∫
∂MD
f3θ.
By using θ that are zero on the boundary, we can immediately see that divLf1 = 0
in M . As shown in Lemma 4.3 below, one can readily show that if ω is a smooth
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1-form on ∂M and ψ is a smooth function on ∂M that there exists a θ ∈ C∞
such that θ = ψ and Bθ = ω on ∂M . Thus it immediately follows that Bf1 = 0,
f1 = −f2 on ∂MN and f1 = 0, Bf1 = f3 on ∂MD.
Since divLf1 = 0 and either Bf1 = 0 or f1 = 0 on each component of the
boundary, by integration by parts f1 must be a conformal Killing field. Similar
to earlier, this shows that f1 ≡ 0, and so f2 and f3 must also be zero. Thus P
∗
is injective and so P is an isomorphism.
That was all in the smooth metric case. Suppose g is only in W 2,p with p > n.
To show P2,p is Fredholm of index 0, it is enough to show its index is 0. Since g
can be approximated with smooth metrics gk, and since each P
2,p
gk
has index 0, so
does the limit P2,p. To show that the kernel of P2,p consists of conformal Killing
fields with zero boundary condition, we integrate by parts again using the fact
that u = 0 or Bu = 0 on the boundary.

Lemma 4.3. Let (M, g) be a smooth manifold with boundary ∂M , with smooth
metric. If ω is a smooth 1-form on ∂M and ψ is a smooth vector field on ∂M
(perhaps including a component in the normal direction), then there exists a vec-
tor field θ ∈ C∞(M) such that θ = ψ and Bθ = ω on ∂M .
Proof. Let ν be the unit inward normal vector to ∂M . Use ν to pick boundary
normal coordinates, where ν geodesics define one of the coordinates. So, for
instance, the boundary has xν = 0. To show the desired θ exists, we will express
it as the solution to a local PDE. Taking a solution on a neighborhood of the
boundary, and then extending it smoothly, we get the desired θ.
We take the initial conditions θ = ψ on ∂M . Then Lθ · ν = ω in local
coordinates reduces to
∇νθi = fi
for some known terms fi in terms of ω and ∇jθk for j 6= ν. If we extend ω by
making the coordinate components constant (though we could take any smooth
extension), this is a standard PDE with smooth short time existence. This com-
pletes the theorem. 
4.1. York Decomposition. Now that we have a solution of the vector problem
(7), we can talk about the York decomposition of the second fundamental form.
In the closed and asymptotically Euclidean cases, the second fundamental form
is decomposed into a trace part, a transverse-traceless (i.e., divergence free and
trace free) part and a “longitudinal”-traceless part. One of the useful properties
of this decomposition is that it is orthogonal, i.e., it is a direct sum decomposition.
This is because two of the terms are traceless, and because∫
M
σ · LW = −
∫
M
divσ ·W = 0
since the boundary term disappears and since σ is divergence free. However, in
the general compact with boundary case, this orthogonality is not automatic.
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In particular, when we take that same term and integrate by parts, we get∫
M
σ · LW = −
∫
M
divσ ·W +
∫
∂M
σ(ν,W ),
where ν is the normal vector to the boundary. Thus, if we want the decomposition
to be a direct sum decomposition, we need to specify either that σ · ν = 0 or that
W = 0 on each component of ∂M .
Thus, we need to construct transverse-traceless symmetric 2-tensors σ with
that boundary condition. Let S be any symmetric traceless 2-tensor. We assume
it is traceless since the removing of the trace is well understood. We then solve
the following problem for V :
divLV = divS
BV = S · ν on ∂MN
V = 0 on ∂MD
where traces are implied if the data or solutions are not sufficiently regular.
By Theorem 4.2, we know that there is a V solving this system. We then let
σ = S −LV . Thus we get that σ is transverse-traceless, as in the standard York
decomposition. In addition we get that σ · ν = 0 or V = 0 on ∂M , and so the
decomposition is orthogonal on arbitrary compact manifolds with boundary.
Proposition 4.4. There is a direct sum decomposition of traceless symmetric 2-
tensors S into transverse-traceless tensors σ and “longitudinal”-traceless tensors
LV such that either σ · ν = 0 or V = 0 on each component of the boundary.
We note that while we do take such a σ for our problem, the W we find by
solving the vector problem (7) is not the other half of this decomposition. This
is because we allowed XD to be orthogonal to the fixed σ · ν. However, we still
have the property that
∫
M
σ · LW = 0.
5. The Combined System
Next we will show that given a global sub and supersolution (defined below),
the combined system admits a solution essentially under the same conditions as
the Lichnerowicz problem does alone, as in Theorem 3.1. To do this, we need
Theorem 5 from [HNT09].
Theorem 5.1. [HNT09, Thm 5] Let X and Y be Banach spaces, and let Z
be a real ordered Banach space having the compact embedding X →֒ Z. Let
[φ−, φ+] ⊂ Z be a nonempty interval which is closed in the topology of Z, and set
U = [φ−, φ+] ∩ B¯M ⊂ Z where B¯M is the closed ball of finite radius M > 0 in Z
around the origin. Assume U is nonempty, and let the maps
S : U →R(S) ⊂ Y, T : U ×R(S)→ U ∩X,
be continuous maps. Then there exist φ ∈ U ∩X and W ∈ R(S) such that
φ = T (φ,W ) and W = S(φ).
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Let Wφ represent the W
2,p solution to the vector problem (7) with φ. In
general, we expect the functional F (see (6)) to depend on W , perhaps on both
the interior and boundary of M . We denote this dependence by FW . We call φ+
a global supersolution if FWφ(φ+) ≥ 0 for any φ ∈ (0, φ+]2,p. We similarly call φ−
a global subsolution if FWφ(φ−) ≤ 0 for any φ ∈ [φ−, φ+]2,p.
We call W admissible for a given supersolution φ+ if W is the solution of the
vector problem for some φ ∈ (0, φ+]2,p, and for a super/subsolution set φ+, φ− if
W is the solution of the vector problem for some φ ∈ [φ−, φ+]2,p.
Proposition 5.2. Let φ+ ∈ W
2,p be a global supersolution. Suppose that for
any admissible W there exists a subsolution φ− ∈ W
2,p, with φ− ≤ φ+ but not
necessarily global. Suppose that any solution φ of the Lichnerowicz problem (6)
with an admissible W is bounded below by a uniform constant K ≤ φ+, which
may depend on φ+ and φ−. Then there exists a positive solution φ ∈ [K, φ+]2,p
and W ∈ W 2,p of the combined conformal constraint system (6)-(7).
Proof. Step 1. Choice of spaces. We will be using Theorem 5.1. First, we
identify X = Y = W 2,p and Z = W s˜,p, with s˜ ∈ ∩(1, 2) (as in [HT13, pg 16]).
This gives that X →֒ Z is compact. The ordering on Z is the standard L∞
ordering, i.e., f ≥ g if f(x) ≥ g(x) a.e.. Clearly [K, φ+]s˜,p is non-empty and
closed. Let U = [K, φ+]s˜,p ∩ B¯M , with M to be determined in Step 3.
Step 2. Construction of S. Consider the X ’s as functions of φ. By Theorem
4.2, P2,p is an isomorphism. Let S = (P2,p)−1 ◦ (X,XN, XD) : [K, φ+]s˜,p → W
2,p,
i.e., the solution map of the vector problem. The continuity of φ 7→ X(φ) is given
by Corollary A.5 since we assumed X =
∑
ciφ
ki. The continuity of (P2,p)−1 is
given by the estimate (9). Thus S is a continuous map.
Step 3. Construction of T . Let T (φ,W ) be the map T defined in [HT13, Thm
5.1], a Picard type map for the Lichnerowicz problem (6). IfW is admissible, then
‖aw‖p is bounded by Theorem 4.1. If the scalar and boundary mean curvatures
are continuous and of constant sign, the proof of [HT13, Thm 5.1] then gives the
properties for T we need, namely that T is a continuous map in φ and W and
that it maps into U ∩X . The choice of s˜ is the same as in that proof.
If the curvatures are not continuous and of constant sign, we can use the
conformal covariance of the Lichnerowicz problem as in [HNT09, pg 39] to get
the same properties for T .
Step 4. Finish. We have now fulfilled the hypotheses of Theorem 5.1, and
so there is a solution φ ∈ [K, φ+]2,p and W ∈ W
2,p to the conformal constraint
equations (6)-(7). 
The proof also shows that the same result holds if we don’t assume confor-
mal covariance, but instead guarantee that the scalar and mean curvatures are
continuous and of constant sign.
Corollary 5.3. Let ψ be a conformal factor independent of φ and W . Suppose
the same conditions hold as for Proposition 5.2 except that the global supersolution
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φ+, the subsolution(s) φ− and uniform lower bound K are for the conformally
transformed Lichnerowicz problem F̂ . Then the same existence and regularity
holds.
Proof. By definition of conformal covariance, if φ+ is the global supersolution,
then ψφ+ is a global supersolution of the original Lichnerowicz problem, since ψ
does not depend on W . Similarly, for any solution φ of F̂ (φ) = 0, F (ψφ) = 0.
Thus any solution ψφ of the original Lichnerowicz problem is uniformly bounded
below by Kψ. 
Theorem 5.2 reduces the problem of finding solutions (φ,W ) to the combined
conformal constraint equations (6)-(7) to that of finding global supersolutions
and uniform lower bounds. In fact, in many cases we can reduce the problem to
just finding global supersolutions, as in [Max09]. We first prove a lemma.
Lemma 5.4. Let α ∈ L∞(M) with α ≥ 0 and β ∈ W 1−
1
p
,p(∂MN ) with β ≥ 0.
Assume also that either α 6≡ 0, β 6≡ 0 or ∂MD 6= ∅. Then there exists constants c1
and c2 such that for every f ∈ L
p, g ∈ W 1−1/p,p(∂MN ) and h ∈ W
2−1/p,p(∂MD),
with f, g, h ≥ 0, the solution v of
(11)
−∆v + αv = f on M
γN∂νv + βv = g on ∂MN
γDv = h on ∂MD
satisfies
(12) sup(v) ≤ c1
(
‖f‖p + ‖g‖W 1−1/p,p(∂MN ) + ‖h‖W 2−1/p,p(∂MD)
)
and
(13) inf(v) ≥ c2
(∫
M\N
f +
∫
∂MN
g +
∫
∂MD
h
)
where N is any neighborhood of the boundary and c2 depends on N .
Proof. By our assumptions, the operator acting on v in (11) is an isomorphism
and thus the first inequality (12) holds with the left side replaced by the W 2,p
norm. By Sobolev embedding, W 2,p ⊂ L∞ (since p > n), and so we get the
inequality.
The conditions of Theorem A.6 are fulfilled, and so let G(x, y) be the Green’s
function for the operator in (11). Then, since f, g, h ≥ 0,
v(x) =
∫
M
fG+
∫
∂MN
gG−
∫
∂MD
h∂νG
≥ inf
M\N
G
∫
M\N
f + inf
∂MN
G
∫
∂MN
g + inf
∂MD
|∂νG|
∫
∂MD
h.
The first infimum exists and is nonzero because G is positive away from the
boundary. The other infima exist and are nonzero by part (f) of Theorem A.6. 
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We now proceed to prove our main existence theorems.
Theorem 5.5. Let φ+ ∈ W
2,p be a global supersolution. Assume that, perhaps
after a conformal transformation, aR + aτ ≥ 0 and bH + bτ ≥ 0. Assume either
that one of those inequalities is strict or that ∂MD 6= ∅. Also, assume that either
σ 6≡ 0, bw + b
−
θ 6≡ 0 (where b
−
θ = min{0, bθ}) or ∂MD 6= ∅. Then there exists
φ ∈ W 2,p and W ∈ W 2,p with 0 < φ ≤ φ+ of the combined conformal system
(6)-(7).
Note that since bτ ≥ 0 by assumption (since we are in the defocusing case), the
condition on aR + aτ and bH + bτ is easily fulfilled in the case g ∈ Y
+ or the case
g ∈ Y 0 and τ 6≡ 0. However, Theorem 5.5 also allows the possibility of g ∈ Y − if
g has the right curvatures.
Proof. Let ψ be the conformal factor from the hypotheses that makes aR̂+aτ̂ and
b̂H + b̂τ nonnegative. As in Section 3, a hat represents transformed quantities.
We transform the quantities as in that section. By Corollary 5.3, we only need
to come up with a subsolution for F̂ , the transformed Lichnerowicz problem, for
each admissible W , and then show that this family is bounded below uniformly.
Let v ∈ W 2,p be a solution to
(14)
−∆ĝv + (aR̂ + aτ̂ )v = aŵ on M
∂ν̂v + (̂bH + b̂τ + b̂
+
θ )v = −b̂w − b̂
−
θ on ∂MN
v = φ̂D on ∂MD
where the traces are assumed, if necessary, and where b̂+θ = max{0, b̂θ} and
b̂−θ = min{0, b̂θ}. We note that since the sign of bθ is constant on each component
of the boundary, only one of b+θ and b
−
θ will be nonzero. By [HT13, Lem B.7,8],
such a positive solution exists. In [HT13, Thm 6.1], it was shown that βv is
a subsolution for F̂ for β sufficiently small. Thus βψv is a subsolution of the
original F by conformal covariance.
The factor ψ > 0 was independent of W , so it is automatically bounded. The
size of β depended only on the max and min of v. Thus to show that βv has
a lower bound for all admissible W , we need only show that v is bounded both
above and below independent of W .
Our choice of differential operator (14) on v fulfills the requirements for Lemma
5.4. Thus
sup(v) ≤ C(‖aŵ‖p + ‖b̂w + b̂
−
θ ‖W 1−1/p,p(∂MN ) + ‖φ̂D‖W 2−1/p,p(∂MD)).
The last two terms are bounded above since they are independent of W . For the
first term, we calculate∫
M
|aŵ|
p ≤ C
∫
M
|σ + LW |2p ≤ C
∫
M
|σ|2p + |LW |2p.
We dropped the hat since the conformal factor ψ has an (uniform) upper bound.
We need to bound |LW |2p above for any W that is a solution of the vector
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problem (7) for some φ ∈ (0, φ+]2,p. The Sobolev embedding ‖LW‖∞ ≤ ‖LW‖1,p
combined with Theorem 4.1 bounds |LW |2p. Thus v has a uniform upper bound.
For the lower bound, by Lemma 5.4,
inf(v) ≥ c2
(
‖aŵ‖L1(M\N) +
∫
∂MN
(−b̂w − b̂
−
θ ) +
∫
∂MD
φ̂D
)
where N is a neighborhood of the boundary and c2 depends on N . If ∂MD 6= ∅
or if b̂w + b̂θ 6≡ 0, this clearly has a uniform lower bound since we can drop the
aŵ term. We assume otherwise, and thus assume that σ 6≡ 0.
We then need to show that c2
∫
M\N
aw has a uniform lower bound. We dropped
the hat since ψ has a (uniform) lower bound. Let N be an ǫ wide neighborhood
of ∂M . We then let ǫ be sufficiently small such that∫
M\N
|σ|2 ≥
1
2
∫
M
|σ|2.
Such an ǫ must exist or else σ would be zero on M . We also make ǫ small enough
such that ∫
∂(M\N)
σ(ν,W ) ≥ −
1
4
∫
M
|σ|2.
Such an ǫ must exist since σ ∈ C0, σ(ν,XD) = 0 on ∂MD and σ · ν = 0 on ∂MN,
and so the integral on the left goes to zero as ǫ→ 0.
We then have∫
M\N
aw ≥ C
∫
M\N
|σ + LW |2
= C
(∫
M\N
(|σ|2 + |LW |2)− 2
∫
M\N
divσ ·W +
∫
∂(M\N)
σ(ν,W )
)
≥ C
∫
M
|σ|2
and so v has a uniform lower bound. This completes the theorem.

Theorem 5.6. Let φ+ ∈ W
2,p be a global supersolution. In addition, suppose
bH ≤
n−2
2
H and g ∈ Y −. Suppose that there exists a positive solution u ∈ W s,p
of the following problem:
(15)
−∆u + aRu+ aτu
N−1 = 0
γN∂νu+ bhu+ bτu
N/2 + b+θ u
e = 0 on ∂MN
γDu = 1 on ∂MD .
Then there exists φ ∈ W 2,p and W ∈ W 2,p with 0 < φ ≤ φ+ of the combined
conformal system (6)-(7).
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Proof. Note that u does not depend onW or φ. According to the proof of [HT13,
Thm 6.2], βu is a subsolution for small enough β, and it is easy to see that the
β does not depend on W or φ. The uniform lower bound on solutions is then
K = β inf u. 
If bh ≤
n−2
2
H and g ∈ Y −, it was shown in [HT13, Thm 6.2] that system
(15) has a solution if and only if the Lichnerowicz problem (6) has a solution.
Unfortunately, it is unclear when system (15) has a solution. However, Holst and
Tsogtgerel have proven the following partial result.
Lemma 5.7. [HT13, Lem 6.3] Let g ∈ Y − and suppose bH ≤
n−2
2
H. Moreover,
assume that there is a constant c > 0 such that aτ ≥ c and bτ + bθ ≥ c pointwise
almost everywhere. Then there exists a positive solution u ∈ W 2,p to the system
(15).
6. Supersolutions
Theorems 5.5 and 5.6 reduce the problem of finding solutions to the full con-
formal constraint equations (6)-(7) to that of finding global supersolutions. In
this section we find several global supersolutions, which are analogous to those
found in [HNT09]. Remember that for every supersolution that we find, we then
have a solution to the full constraints as long as the Assumptions 2.1 are fulfilled.
Also, though we only consider the vacuum case, these supersolutions are easily
adaptable to the scaled energy case, as in [HNT09].
Let a superscript ∧ will mean the supremum of the function on the appropriate
domain, while a superscript ∨ will similarly be the infimum. In this section, we’ll
assume X = n−1
n
dτφN . In this case, using ‖LW‖∞ ≤ C‖LW‖1,p and Theorem
4.1 we get that
‖LW‖2∞ ≤ C
(
‖X‖2p + ‖XN‖
2
W
1− 1p ,p(∂MN)
+ ‖XD‖
2
W
2− 1p ,p(∂MD)
)
≤ C1‖dτ‖
2
p(φ
∧)2N + C2(16)
since XN and XD do not depend on φ.
Theorem 6.1 (g ∈ Y +, far-from-CMC). Suppose that g ∈ Y + and that bH ≥
n−2
2
H. Suppose that
(17)

‖dτ‖p
‖σ‖∞ + ‖XN‖
2
W
1− 1p ,p(∂MN)
+ ‖XD‖
2
W
2− 1p ,p(∂MD)
‖bw‖∞
‖φD‖∞
‖b−θ ‖∞
are sufficiently small, except perhaps one. Then there exists a global supersolution.
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Proof. The Yamabe classification Theorem 2.2 implies that there exist positive
functions u, Λ1 and Λ2 such that
−∆u+ aRu = Λ1
γN∂νu+
n−2
2
Hu = Λ2 on ∂M.
Indeed, u is a conformal factor provided by that theorem that takes g to a metric
with positive scalar curvature and positive boundary mean curvature.
Let φ+ = βu. We will set up three expressions that all need to be positive for
φ+ to be a global supersolution. We will then explain why we can pick a β to
make them all positive. We assume W is admissible for φ+.
Note that −∆φ+ + aRφ+ = βΛ1. We then see that
−∆φ+ + aRφ+ + aτφ
N−1
+ − awφ
−N−1
+
≥ βΛ1 + aτ (βu)
N−1 −
n− 2
2(n− 1)
(
|σ|2 + |LW |2
)
(βu)−N−1
≥ βΛ1 +
(
aτ − cnC1‖dτ‖
2
pb
2N
)
(βu)N−1 − cn(|σ|
2 + C2)(βu)
−N−1
where b = φ∧+/φ
∨
+ = u
∧/u∨ and cn =
n−2
2(n−1)
. We used (16) for the last line. Thus,
for φ+ to be a supersolution, we need
(18) Λ∨1 − cnC1‖dτ‖
2
pb
2NβN−2(u∧)N−1 − cn((|σ|
∧)2 + C2)β
−N−2(u∧)−N−1 ≥ 0.
For the Neumann boundary condition, we similarly need, after dropping the
bH −
n−2
2
H term,
(19) Λ∨2 − ‖b
−
θ ‖∞β
e−1(u∧)e − ‖bw‖∞β
−N/2−1(u∧)−N/2 ≥ 0.
This is because, by Assumption 2.1, bw ≤ 0. Note that b
−
θ ≡ 0 unless e− 1 < 0.
For the Dirichlet boundary condition, we need a simpler condition,
(20) βu− φD ≥ 0.
Let ‖dτ‖p be arbitrary, and take β > 0 sufficiently small so that
Λ∨1 − cnC1‖dτ‖
2
pb
2NβN−2(u∧)N−1 >
1
2
Λ∨1 > 0.
Then, if all quantities besides ‖dτ‖p in (17) are sufficiently small, the desired
inequalities (18), (19), and (20) all hold. This establishes the theorem in the case
that ‖dτ‖p is large; the corresponding proof when any other single quantity from
(17) is arbitrary is similar, except that we take β to be large instead of small. 
This result can be viewed as a far-from-CMC result in two ways. The first is
that if we let ‖dτ‖p be arbitrary, we can clearly construct far-from-CMC solutions
to the constraints. On the other hand, the near-CMC assumption is usually of
the form ‖dτ‖p/|τ |
∨ is sufficiently small. In this theorem, if we take another
of the quantities from (17) large, ‖dτ‖p must be small, but this bound is not
dependent on τ . Since g ∈ Y +, we can make R > 0, and so aR + aτ > 0, as
required for Theorem 5.5, for any τ . Thus, even if |τ |∨ is small or even zero, we
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can still construct solutions to the conformal constraint equations as long as dτ
is sufficiently small.
The problematic term in the proof of Theorem 6.1 is the ‖dτ‖p term. For the
rest of the terms, larger β makes the desired inequalities (18)-(20) more likely to
be true. In the proof of the previous theorem we dropped the aτ term. If dτ is
sufficiently small, we can use aτ to control the ‖dτ‖p term.
Theorem 6.2 (g ∈ Y +, near-CMC). Suppose that g ∈ Y + and that bH ≥
n−2
2
H.
Suppose that ‖dτ‖p/|τ |
∨ is sufficiently small. Then there exists a global superso-
lution.
Proof. We proceed as in Theorem 6.1 but do not get rid of the aτ term. Let
u,Λ1,Λ2 ∈ W
s,p and φ+ be as before. Thus, analogously to (18), we need
(21) Λ1 +
(
a∨τ − cnC1‖dτ‖
2
pb
2N
)
βN−2uN−1 − cn(|σ|
2 + C2)β
−N−2u−N−1 ≥ 0.
If ‖dτ‖p/|τ |
∨ is sufficiently small, the second term of (21) is positive. Thus, (21)
is implied by
(22) Λ1 − cn((|σ|
∧)2 + C2)β
−N−2u−N−1 ≥ 0.
The other two conditions are the same, namely,
(23) Λ∨2 − ‖b
−
θ ‖∞β
e−1(u∧)e − ‖bw‖∞β
−N/2−1(u∧)−N/2 ≥ 0
(24) βu− φD ≥ 0.
All three of (22)-(24) hold for β large enough. This completes the proof. 
We can similarly show that there is a global supersolution if g ∈ Y 0, though
the proof is a little more complicated.
Theorem 6.3 (g ∈ Y 0, near-CMC). Suppose that g ∈ Y 0 and that bH ≥
n−2
2
H.
Assume that one of the following holds:
(25)

aτ 6≡ 0
bθ ≤ 0 and bτ 6≡ 0
bθ ≥ 0 and bτ + bθ 6≡ 0
∂MD 6= ∅
In the first three cases we also assume that either σ or b−θ + bw is not identically
zero. Finally, suppose that ‖dτ‖p/|τ |
∨ is sufficiently small. Then there exists a
global supersolution.
Proof. We only consider the case where bθ ≤ 0. The other cases are handled
similarly. Let u, v be the solutions of the following equations.
(26)
−∆u+ aRu = 0
γN∂νu+
n−2
2
Hu = 0 on ∂M
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(27)
−∇(u2∇v) + aτv = cn|σ|
2/2
γN∂νv + bτv = −(bθ + bw) on ∂MN
γDv = φD on ∂MD
where cn =
n−1
2(n−2)
as before.
The Yamabe classification Theorem 2.2 implies that there exists a positive so-
lution u ∈ W 2,p to (26). Indeed, u is a conformal factor provided by that theorem
that takes g to a metric with zero scalar and boundary mean curvatures. A vari-
ation of [HT13, Lem B.6,7] and our assumptions that some of the quantities are
not identically zero guarantee that the second system (27) has a positive solution
v ∈ W 2,p. We claim that φ+ = βuv is a global supersolution for sufficiently large
β.
As before, there are three expressions that need to positive in order for φ+ to
be a global supersolution. First note that
−u∆(φ+) + aRuφ+ = −βu∇(v∇u+ u∇v) + βuv∆u
= −β∇(u2∇v) + βu∇u∇v − βu∇v∇u− βuv∆u+ βuv∆u
= β(cn|σ|
2/2− aτv).
The first inequality we need is
(28) − u∆φ+ + aRuφ+ + aτuφ
N−1
+ − awuφ
−N−1
+ ≥ 0.
We can calculate
−u∆φ+ + aRuφ+ + aτuφ
N−1
+ − awuφ
−N−1
+
= β(cn|σ|
2/2− aτv) + aτ (βv)
N−1uN − aw(βv)
−N−1u−N
≥ aτ ((βv)
N−1uN − βv) + βcn|σ|
2 − cn(|σ|
2 + |LW |2)(βv)−N−1u−N
which simplifies to
(29)
= aτ ((βv)
N−1uN − βv)− cn|LW |
2(βv)−N−1u−N + cn|σ|
2(β/2− (βv)−N−1u−N).
Since u and v are positive, the |σ|2 term is positive for large enough β.
If W is admissible, inequality (16) holds, i.e., ‖LW‖2∞ ≤ C1‖dτ‖
2
p(φ
∧
+)
2N +C2.
Using this with the first two terms of (29), we get
aτ ((βv)
N−1uN − βv)− cn|LW |
2(βv)−N−1u−N
≥
[
a∨τ (v
∨)N−1(u∨)N − C((uv)∧)2N (u∨)−N(v∨)−N−1‖dτ‖2p
]
βN−1 +O(β).
Since ‖dτ‖p/|τ |
∨ is sufficiently small, for large enough β, this quantity is positive.
Thus (28) holds.
For the Neumann boundary condition, we drop the traces for clarity. We first
note that
∂ν(uv) + bHuv =
(
bH −
n− 2
2
H
)
uv + u∂νv
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and so we can show
∂νφ+ + f(φ+) =
(
bH −
n− 2
2
H
)
βuv + βu∂νv + bθφ
e
+ + bτφ
N/2
+ + bwφ
−N/2
+
≥ −bθ(βu− φ
e
+) + bτ (φ
N/2
+ − φ+)− bw(βu− φ
−N/2
+ ).
Since bθ ≤ 0, bτ ≥ 0 and bw ≤ 0 (see Assumptions 2.1), this is positive for β large
enough, and so
(30) ∂νφ+ + f(φ+) ≥ 0.
For the Dirichlet boundary condition, a large β clearly gives
(31) γDφ+ − φD > 0.
The inequalities (28), (30) and (31) together show that φ+ is a global supersolu-
tion for large enough β. 
Theorem 6.4 (g ∈ Y −, near-CMC). Assume the conditions of Theorem 5.6 are
met, except for the existence of a global supersolution. Suppose that either σ 6≡ 0,
bw + b
−
θ 6≡ 0 or that ∂MD 6= ∅. Finally, suppose that ‖dτ‖p/|τ |
∨ is sufficiently
small. Then there exists a global supersolution.
Proof. We only consider the case where bθ ≥ 0. The other case is handled simi-
larly. Let u be the solution to (15) from Theorem 5.6. The function u is a con-
formal factor that transforms g to a metric with scalar curvature to −aτ . Since
g ∈ Y −, −aτ cannot be identically zero. After the conformal transformation by
u, the Lichnerowicz problem (6) reads
(32)
−∆φ − aτφ+ aτφ
N−1 − awφ
−N−1 = 0
γN∂νφ− (bτ + bθu
e−N
2 )φ+ bθφ
e + bτφ
N/2 + bwφ
−N/2 = 0 on ∂MN
γDφ− φD = 0 on ∂MD .
Let v ∈ W 2,p be the solution to
(33)
−∆v + aτv = cn|σ|
2/2
γN∂νv + (bτ + bθu
e−N
2 )v = −bw on ∂MN
γDφ− φD = 0 on ∂MD .
The condition aτ 6≡ 0 guarantees that there is a unique solution v to (33). The
assumption that either σ or bw are nonzero or that ∂MD is nonempty gives that
v > 0. One can show that φ+ = βv is a supersolution for (32) for sufficiently
large β > 0, as in the previous theorem, under the near-CMC assumption given.
Since v does not depend on W , this is a global supersolution. 
7. “Limit Equation” Results and Inequalities
In the papers [DGH12, GS12, DGI13] it has been shown that there is a “limit
equation,” such that either it or the constraint equations has a solution (or both).
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As part of the proof they prove several independently useful existence and inequal-
ity results that are not clear from their presentation. For instance, in the closed
manifold case (in [DGH12]) they prove that ‖φN‖∞ ≤ Cmax{1, ‖LW‖2} for any
solution of the constraint equations. This is the opposite direction of the more
easily shown inequality ‖LW‖2 ≤ C‖φ
N‖∞ that is often used.
In our case, the compact with boundary case, it proves difficult to make the last
step in order to prove the existence of a solution to the limit equation. However,
all of the other results have analogues. Since they may be of independent value,
we prove them here.
We assume that X = n−1
n
φN−ǫdτ for some ǫ ∈ [0, 1), though we could in-
clude a scaled energy term without much difficulty. We also need slightly more
regularity for XN and XD, namely we need XN ∈ W
1− 3
5n
, 5n
3 (∂MN) and XD ∈
W 2−
3
5n
, 5n
3 (∂MD). This may be already satisfied because of our standard assump-
tions (2.1), depending on our choice of p.
Also, we need that F2(Λ) ≥ 0 for any large constant Λ, where F2 is the line
of the Lichnerowicz problem (6). We assume that this is true. Note that this
happens, in particular, in the defocusing case when the b coefficients do not
depend on W and particular b coefficients are non-zero. It would be sufficient for
the coefficient of the highest power of φ in F2 to be strictly positive, though that
is slightly stronger than we require.
Finally, we require inf τ > 0, where we assume τ > 0 rather than τ < 0 without
loss of generality. This is similar to [DGH12, GS12, DGI13].
If ǫ 6= 0, we will refer to the conformal constraint equations with these X ’s as
the (conformal) constraint equations with ǫ.
In this section we will prove the following three lemmas.
Lemma 7.1. Suppose the conditions of either Theorem 5.5 or 5.6 hold, in both
cases except for the existence of a global supersolution. Also suppose that ǫ > 0.
Then there exists solutions φ,W ∈ W 2,p to the conformal constraint equations
with ǫ.
Lemma 7.2. Suppose φ,W ∈ W 2,p are solutions of the conformal constraint
equations with ǫ ∈ [0, 1) under the same conditions as Lemma 7.1. Also suppose
g ∈ W 2,q, q ≥ n
2
(
2 + np
p−n
)
(or just g ∈ C2). Then the following inequality holds,
with C independent of φ, W and ǫ:
‖φ2N‖∞ ≤ Cγ˜(34)
where γ˜ is a constant defined below depending on ‖LW‖2 and the boundary values
of φ.
Lemma 7.3. Suppose the same conditions as for Lemma 7.2 are fulfilled. Let ǫi
and (φi,Wi) be a sequence such that ǫi ≥ 0, ǫi → 0 and (φi,Wi) is a solution of
the conformal equations with ǫ = ǫi. Also assume that the conditions of Lemma
3.3 (the continuity of the Lichnerowicz problem) are fulfilled. If the right side
22 CONSTRAINT EQUATIONS ON COMPACT WITH BOUNDARY
of the inequality (34) is uniformly bounded then there exists a subsequence of the
(φi,Wi) which converges in W
2,p to a solution (φ∞,W∞) of the original conformal
constraint equations.
The limit equation appears by considering what happens when γ˜ is unbounded.
However, there are some difficulties that appear in this case that do not appear
in other cases, which we will discuss below.
We first prove Lemma 7.1.
Proof of Lemma 7.1. By Theorem 5.5 or 5.6, all we need to find is a (global) su-
persolution. We claim there is a constant supersolution. Let W be admissible for
the possible constant supersolution Λ. We want to show that Λ is a supersolution
to the Lichnerowicz problem for any such W for Λ large enough.
First, using Theorem 4.1,
‖LW‖∞ ≤ C(Λ
N−ǫ + 1).(35)
By Theorem 2.2, use a conformal transformation to change g to a metric with
continuous (and thus bounded) scalar curvature R. Using this, we get, where
F1(φ) is the first line of the Lichnerowicz problem (6),
F1(Λ) = aRΛ+ aτΛ
N−1 − awΛ
−N−1
≥ C1Λ+ C2Λ
N−1 − (C3|σ|
2 + C4)Λ
−N−1 − C5Λ
N−1−2ǫ
for constant C1 and positive constants C2, C3, C4 and C5. Thus for large enough
Λ and ǫ > 0, F1(Λ) > 0.
For F2, the second line of the Lichnerowicz problem (6), F2(Λ) > 0 by assump-
tion, as discussed in the introduction for this section. Clearly F3(Λ) > 0, where
F3 is the third line of the Lichnerowicz problem (6).
Combining these gives that F (Λ) > 0 for large enough Λ, and so Λ is a global
supersolution. By Theorem 5.5 (or 5.6), there is a solution (φǫ,Wǫ) ∈ W
2,p×W 2,p
to the conformal constraint equations with ǫ. 
7.1. Convergence of subcritical solutions. Let 1 > ǫ ≥ 0 and let (φ,W ) be
the solution found previously. We define an energy of this solution as
γ(φ,W ) :=
∫
M
|LW |2 + sup
∂M
(
φN+1+
np
p−n |∂νφ|
)
and set γ˜ = max{γ, 1}. We want to show that φ has an upper bound depending
only on γ˜ but otherwise independent of φ or W . Note that we allow ǫ = 0 here.
To do this, we transform the conformal equations by γ˜. Since for this section we
won’t need the boundary conditions, we will not write the boundary equations.
We rescale φ, W and σ as
(36) φ˜ = γ˜−
1
2N φ, W˜ = γ˜−
1
2W, σ˜ = γ˜−
1
2σ.
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The conformal constraint equations with ǫ can then be renormalized as
(37)
1
γ˜1/n
(
−4(n− 1)
n− 2
∆φ˜+Rφ˜
)
+
n− 1
n
τ 2φ˜N−1 = |σ˜ + LW˜ |2φ˜−N−1,
(38) divLW˜ =
n− 1
n
γ˜−
ǫ
2N φ˜N−ǫdτ
by dividing through by an appropriate power of γ˜. Notice that because of our
rescaling, ∫
M
|LW˜ |2 dv ≤ 1
and
(39)
1
γ˜1/n
∫
∂M
φ˜N+1+k∂νφ˜ =
1
γ˜
∫
∂M
φN+1∂νφ ≥ −C
for any 0 ≤ k < np
p−n
and some constant C independent of φ. The choice of the
boundary terms in our energy γ was to bound this second quantity (39). In order
to prove Lemma 7.2, we first need a lemma.
Lemma 7.4. Suppose g ∈ W 2,q, q ≥ n
2
(
2 + np
p−n
)
(or just g ∈ C2). Then, for
any 0 ≤ ki <
np
p−n
, the following inequality holds, with Ci, C > 0 independent of
ǫ, φ and W .
−Ci
(∫
M
φ˜2N+Nkidv
)N+2+Nki
2N+Nki
+ τ 20
∫
M
φ˜2N+Nki ≤ C +
∫
M
|σ˜ + LW˜ |2φ˜Nki
Proof. We multiply equation (37) by φ˜N+1+Nki and integrate over M to get
1
γ˜1/n
∫
M
(
−cnφ˜
N+1+Nki∆φ˜+Rφ˜N+2+Nki
)
dv
+
n− 1
n
∫
M
τ 2φ˜2N+Nkidv =
∫
M
|σ˜ + LW˜ |2φ˜Nkidv
where cn =
4(n−1)
n−2
. After integrating by parts, we get
(40)
1
γ˜1/n
∫
M
cn(N + 1 +Nki)φ˜
N+Nki|dϕ˜|2dv −
cn
γ˜1/n
∫
∂M
φ˜N+1+ki∂ν φ˜dv
+
1
γ˜1/n
∫
M
Rφ˜N+2+Nkidv +
n− 1
n
∫
M
τ 2φ˜2N+Nkidv ≤
∫
M
|σ˜ + LW˜ |2φ˜Nkidv.
Since the first integral in (40) is positive, we can get rid of it. The second integral
is greater than -C by our choice of γ˜, and so we can replace it by -C and then
add it to the right hand side. We use Ho¨lder’s inequality on the third integral,
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with the exponent on R being n
2
(2+ ki). Our assumptions on g and ki guarantee
that this integral is finite. Thus we get
−
Ci
γ˜1/n
(∫
M
φ˜2N+Nkidv
)N+2+Nki
2N+Nki
+ τ 20
∫
M
φ˜2N+Nki ≤ C +
∫
M
|σ˜ + LW˜ |2φ˜Nki
where Ci are some constants depending on ki and R and where τ0 is the (positive)
infimum of τ . Using γ˜ ≥ 1, we get the desired inequality. 
Proposition 7.5. For 1 > ǫ ≥ 0,
φ < Cγ˜1/2N
for some constant C independent of ǫ, φ and W .
Note that this implies Lemma 7.2.
Proof. For this proof, “bounded” will mean bounded independent of ǫ, φ and W .
Step 1. L1 bound on φ˜2N . Using Lemma 7.4 with ki = 0,
−Ci
(∫
M
φ˜2Ndv
)N+2
2N
+ τ 20
∫
φ˜2N ≤ C + 2
∫
|σ˜|2 dv + 2
∫
M
|LW˜ |2 dv
≤ C + 2 + 2
∫
M
|σ˜|2 dv.
By the rescaling (36) of σ˜ and recalling that γ˜ ≥ 1,
∫
|σ˜|2 dv is bounded. Since
N+2
2N
= n−1
n
< 1, this implies the L1 bound on φ˜2N .
Step 2. Bounds for LW . Suppose by induction φ˜piN is bounded in L1 for
some pi ≥ 2. Let
1
qi
= 1
pi
+ 1
p
and 1
ri
= 1
qi
− 1
n
. If qi > n we continue on to step 4.
We can make it so that qi is never exactly n, as argued at the end of step 3.
Young’s inequality gives us
φ˜N−ǫ ≤
N − ǫ
N
φ˜N +
ǫ
N
and so
‖φ˜N−ǫ‖pi ≤
N − ǫ
N
‖φ˜N‖pi +
ǫ
N
vol(M)
1
pi ≤ ‖φ˜N‖pi +
1
N
max{1, vol(M)}.
Using the rescaled vector equation (38) we get
‖divLW˜‖qi ≤ C‖φ˜
N−ǫdτ‖qi
≤ C‖φ˜N−ǫ‖pi‖dτ‖p
≤ C
(
‖φ˜piN‖
1/pi
1 +
1
N
max{1, vol(M)}
)
‖dτ‖p.
The second line is Ho¨lder’s inequality with pi and p.
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For qi < n, we then get
(41)
‖LW˜‖ri ≤ C‖W˜‖2,qi ≤ C
(
‖divLW˜‖qi + ‖X˜N‖
W
1− 1qi
,qi (∂MN)
+ ‖X˜D‖
W
2− 1qi
,qi (∂MD)
)
where C changes from term to term. This is a variation of Theorem 4.1. The
first inequality is by Sobolev embedding since qi < n. The first term is bounded
by the previous set of inequalities. As shown at the end of step 3, qi < 5n/3,
and so W 1−
3
5n
, 5n
3 ⊂ W
1− 1
qi
,qi by Sobolev embedding. Thus ‖XN‖ and ‖XD‖ are
bounded.
Thus ‖LW˜‖ri is bounded.
Step 3. Induction on pi. By Lemma 7.4, φ˜
2N+Nki is bounded in L1 as long as∫
M
(|σ˜|2 + |LW˜ |2)φ˜Nki
is bounded. Choose ki by
2
ri
+ ki
pi
= 1. Using Ho¨lder’s inequality with exponents
ri
2
and pi
ki
, we get∫
M
(|σ˜|2 + |LW˜ |2)φ˜Nki ≤ (‖σ˜‖ri + ‖LW˜‖ri)‖φ˜
piN‖
1/pi
1 .
Since σ ∈ W 1,p ⊂ L∞, by our induction assumption and by step 2, this quantity
is bounded.
Thus φ˜2N+Nki is bounded in L1. Let pi+1 = 2 + ki. We see that
pi+1
pi
= 1 + 2
(
1
n
−
1
p
)
> 1
and so pi → ∞. Since p > n, there is an i0 such that qi0 ≥ n and qi0−1 < n.
If qi = n, we reduce the power pi somewhat to prevent this, since φ˜
piN will still
be bounded in L1. If qi > n, we continue to step 4. Note that this definition of
pi+1 guarantees that qi0 , the first q > n, is less than
5n
3
. This can be seen by a
straightforward calculation that we omit for brevity.
Step 4. Finishing. Since qi > n, similar to equation (41) from step 2,
‖LW˜‖∞ ≤ C‖W˜‖2,qi ≤ C
(
‖divLW‖qi + ‖XN‖
W
1− 1qi
,qi (∂MN)
+ ‖XD‖
W
2− 1qi
,qi (∂MD)
)
which is bounded as before. Thus |LW˜ | has an upper bound.
From standard elliptic regularity, φ˜ is in C1 ⊃ W 2,p, since all the coefficients
in the rescaled Lichnerowicz equation (37) are at least Lp. Suppose that φ˜ has
an internal maximum at some point x ∈M . At such a point,
1
γ˜1/n
Rφ˜+
n− 1
n
τ 2φ˜N−1 ≤ |σ˜ + LW˜ |2φ˜−N−1
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which simplifies to
(42)
1
γ˜1/n
Rφ˜N+2 +
n− 1
n
τ 2φ˜2N ≤ |σ˜ + LW˜ |2.
After a conformal change to make R continuous, we see that φ˜ must be bounded.
However, there still could be a larger value on the boundary ∂M . If supM φ˜ is
located on ∂MD, φ˜ is bounded, since φD is independent of φ and W and is thus
bounded. If the maximum is located on ∂MN , we need to show φ˜ is bounded
there too.
Since φ˜ ∈ W 2,p, γN∂ν φ˜ ∈ C
0(∂MN ). Also, since ∂MN is a closed manifold,
γN φ˜ has a maximum on ∂MN . We drop the γN for the rest of this discussion.
Suppose that the maximum of φ˜ is at x ∈ ∂MN and is larger than the bound
implied by the inequality (42). Then ∆φ˜ > 0 in some neighborhood of x. As
discussed in the proof of Theorem A.6, the Hopf lemma applies. In particular,
we get ∂ν φ˜(x) > 0 and thus ∂νφ(x) > 0.
Since ∂νφ+ f˜(φ) = 0, we see that
bHφ+ bθφ
e + bτφ
N/2 + bwφ
−N/2 < 0
at x. However, this sets a different upper bound on φ by our assumption in the
introduction of this section that F2(Λ) > 0 for large enough constants Λ.
By recalling that φ˜ = γ˜−
1
2N φ, we have proven the proposition. 
Now that we have an upper bound on solutions, we will consider what happens
as ǫ→ 0.
Proof of Lemma 7.3. From Lemma 7.2, we know that the φi are uniformly bounded
in L∞(M). From the vector problem (7), the sequence Wi is uniformly bounded
in W 2,p, after using
φN−ǫ ≤
N − ǫ
N
φN +
ǫ
N
≤ φN +
1
N
if ǫ > 0. By Sobolev embeddings, the map L : W 2,p → L∞ is compact. Thus,
up to selecting a subsequence, we can assume that the sequence LWi converges
in Lq for any q ≥ 1 to some LW∞. Thus by the continuity of the solution map
for the Lichnerowicz problem (Lemma 3.3), the functions φi converge in W
2,p
(and thus in L∞) to some φ∞. Then using the vector problem again, we get that
the sequence Wi converges in the W
2,p norm. Since (φi,Wi) converge in W
2,p,
(φ∞,W∞) are solutions to the conformal constraint equations (6)-(7). Note that
convergence in W 2,p in the interior gives the appropriate convergence on the
boundary since, for instance, ‖γDφ‖W 2−1/p,p(∂MD) ≤ C‖φ‖2,p. Thus φ∞,W∞ also
fulfill the boundary conditions. 
In other cases (cf. [DGH12]) assuming that the energies γ˜ are unbounded
leads to a nontrivial solution of a PDE called the “limit equation.” Thus, either
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this PDE has a solution or the conformal constraint equations do. However,
finding the solution to the limit equation is harder in the compact with boundary
case. Finding the solution relies on finding a sub/supersolution to the modified
Lichnerowicz equation (37). While the proof that it is a sub/supersolution in the
interior of M goes through exactly the same, the same type of argument on ∂M
does not work. On the Dirichlet portion ∂MD, for instance, φ˜ = φ˜D → 0 as the
energy goes to infinity. Thus any subsolution must be non-positive, which makes
the subsolution we would normally take not work. Similar problems occur on
Neumann part ∂MN . We were not able to resolve these difficulties. However, the
other results may prove useful, and so we included this section in the paper.
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Appendix A. Multiplication, Composition and a Green’s Function
Lemma A.1. [HNT09, Lem 28] Let si ≥ s with s1 + s2 ≥ 0, and 1 ≤ p, pi ≤ ∞
(i = 1, 2) be real numbers satisfying
si − s ≥ n
(
1
pi
−
1
p
)
, s1 + s2 − s > n
(
1
p1
+
1
p2
−
1
p
)
,
where the strictness of the inequalities can be interchanged if s ∈ N0. In case
min(s1, s2) < 0, in addition let 1 < p, pi <∞, and let
s1 + s2 ≥ n
(
1
p1
+
1
p2
− 1
)
.
Then, the pointwise multiplication of functions extends uniquely to a continuous
(and thus bounded for si, s ≥ 0) bilinear map
W s1,p1(M)⊗W s2,p2(M)→W s,p(M).
Corollary A.2. If p > 1 and s > n/p, then W s,p is a Banach algebra. Moreover,
if in addition q > 1 and k ∈ [−s, s] satisfy k − n
q
∈ [−n− s+ n
p
, s− n
p
], then
‖fg‖k,q ≤ C‖f‖k,q‖g‖s,p
for any f ∈ W k,q, g ∈ W s,p and some constant C independent of f and g.
The following lemma seems like it should be well known, but we couldn’t find
a reference, so we include a proof.
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Lemma A.3. Suppose u ∈ W s,p with s > n/p. Let m = ⌈s⌉, and f ∈ Cm(I)
while all its derivatives are in L∞(I) where I is the (possibly infinite) range of u.
Then f ◦ u ∈ W s,p and
‖f ◦ u‖s,p ≤
m∑
i=0
Ci‖u‖
i
s,p
for Ci independent of u. If ‖u‖∞ ≥ ǫ > 0, then we can set C0 = 0, and have Ci
independent of of u, for such u.
Proof. We first assume s = 3.
First, ‖f(u)‖p is clearly bounded by a constant. If u ≥ ǫ, we can set ‖f(u)‖p ≤
C‖u‖∞ ≤ C‖u‖3,p.
Next, we see
‖∇f(u)‖p = ‖f
′(u)∇u‖p ≤ sup |f
′|‖∇u‖p ≤ C‖u‖3,p.
Next,
‖∇2f(u)‖p = ‖f
′(u)∇2u+ f ′′(u)|∇u|2‖p
≤ C(‖f ′(u)∇2u‖p + ‖f
′′(u)|∇u|2‖p)
≤ C(‖∇2u‖p + ‖∇u‖
2
2p)
≤ C(‖u‖3,p + ‖u‖
2
1,2p).
We thus need ‖u‖1,2p ≤ C‖u‖3,p. Sobolev embedding tells us we need
1
2p
≥
1
p
−
2
n
which is true since p > n/3.
Finally,
‖∇3f(u)‖p = ‖f
′(u)∇3u+ 2f ′′(u)∇2u∇u+ f ′′′(u)(∇u)3‖p
≤ C(‖u‖3,p + ‖∇
2u∇u‖p + ‖∇u‖
3
3p)
≤ C(‖u‖3,p + ‖∇
2u‖3p/2‖∇u‖3p + ‖u‖
3
1,3p)
≤ C(‖u‖3,p + ‖u‖3,p‖u‖3,p + ‖u‖
3
3,p).
The third line is by Ho¨lder’s inequality. The last line follows from Sobolev em-
bedding, as before. This proves the lemma for s = 3. If s were another positive
integer, the result can be proven similarly, though with more combinatorial com-
plexity.
Next, assume s = 2 + σ with σ ∈ (0, 1). By the definition of these spaces (cf.
[HT13, Def A.1]) we only need to show
‖∇2f(u)‖σ,p ≤
m∑
i=1
Ci‖u‖
m
s,p.
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We calculate
‖∇2f(u)‖σ,p ≤ C(‖f
′(u)∇2u‖σ,p + ‖f
′′(u)|∇u|2‖σ,p.
Since u ∈ W 2+σ,p, u ∈ W 1,q1 ∩W 2,q2 where
q1 =
np
n− p(1 + σ)
q2 =
np
n− pσ
.
Since f ∈ C3, our previous work implies that f ′(u) ∈ W 2,q2 and f ′′(u) ∈ W 1,q1.
Lemma A.1 then shows that
‖∇2f(u)‖σ,p ≤ C(‖f
′(u)‖2,q2‖u‖s,p + ‖f
′′(u)‖1,q1‖u‖
2
1+σ,2p
≤ C‖f‖C3(‖u‖s,p + ‖u‖
2
s,p)
where ‖u‖21+σ,2p ≤ C‖u‖
2
s,p by Sobolev embedding, as before. The result can be
proved for any other s similarly, though, again, with more combinatorial com-
plexity. 
Corollary A.4. Suppose u1, u2 ∈ W
s,p with s > n/p. Let m = ⌈s⌉, and f ∈
Cm(I) while all its derivatives are in L∞(I) where I is the (possibly infinite)
range of u. Then f(u1)− f(u2) ∈ W
s,p and
‖f(u1)− f(u2)‖s,p ≤
m∑
i=0
Ci‖u1 − u2‖
i
s,p
for Ci independent of ui. If ‖u1 − u2‖∞ ≥ ǫ > 0, then we can set C0 = 0, and
have Ci independent of of ui, for any such pair ui.
Corollary A.5. Suppose u ∈ W s,p with s > n/p. Let m = ⌈s⌉, and f ∈ Cm
while all its derivatives are in L∞(I) where I is the (possibly infinite) range of u.
Also, let v ∈ W σ,q, where q > 1 and σ ∈ [−s, s] ∩ [−n − s + n
p
+ n
q
, s − n
p
+ n
q
].
Then v · f(u) ∈ W σ,q and
‖v · f(u)‖σ,q ≤ C‖v‖σ,q
m∑
i=0
Ci‖u‖
i
s,p.
If u ≥ ǫ > 0, then we can set C0 = 0.
We can also modify this theorem in a similar way as Corollary A.4.
Proof. This follows immediately from Lemma A.3 and Corollary A.2. 
Next we will show the existence of the Green’s function for the operator
Lu =
 −∆u+ αu on M∂νu+ βu on ∂MN
u on ∂MD .
We follow [Aub98].
30 CONSTRAINT EQUATIONS ON COMPACT WITH BOUNDARY
Theorem A.6. Let (Mn, g) be a smooth compact manifold with boundary with
g ∈ W 2,p, where p > n and n ≥ 3. Let α ∈ L∞(M) with α ≥ 0 and β ∈
W 1−
1
p
,p(∂MN ) with β ≥ 0. Assume also that either α 6≡ 0, β 6≡ 0 or ∂MD 6= ∅.
Then there exists a Green’s function G(x, y) for the operator L with the following
properties:
(a) G(x, y) = 0 for y ∈ ∂MD and ∂νG(x, y) + βG(x, y) = 0 for y ∈ ∂MN .
(b) G ∈ C0 in x and y except on the diagonal of M ×M .
(c) For any function φ where the following integrals make sense,
φ(x) =
∫
M
(−∆φ+ αφ)(y)G(x, y)dV (y) +
∫
∂MN
(∂νφ+ βφ)(y)G(x, y)dV (y)
−
∫
∂MD
φ(y)∂νG(x, y)dV (y)
(We call this the definition of a Green’s function for L.)
(d) G(x, y) > 0 for all x, y such that x, y 6∈ ∂M .
(e) If G(x, y) = 0 (and so assume y ∈ ∂M), then ∂νG(x, y) < 0.
(f) ∂νG(x, y) < 0 for y ∈ ∂MD and G(x, y) > 0 for y ∈ ∂MN .
Proof. For x, y ∈M , let r = d(x, y). We define
H(x, y) = [(n− 2)ωn−1]
−1r2−nf(r)
where ωn−1 is the volume of a n − 1 ball and f(r) is some smooth positive
decreasing function which is 1 in a neighborhood of 0 and 0 for r > inj(x)(k+1)−1
where N ∋ k > n/2. The injectivity radius is positive at each point x since M
is a compact manifold. The function H is as smooth as the metric away from
r = 0, and so ∆H exists in a weak sense on M \Bx(ǫ).
Green’s formula is a standard result. It says that for functions φ that are
regular enough,
φ(x) =
∫
M
H(x, y)∆φ(y)dV (y)−
∫
M
∆yH(x, y)φ(y)dV (y)
where ∆y means the standard Laplacian in the y variable. It is proven by com-
puting
∫
M\Bx(ǫ)
H(x, y)∆φ(y)dV (y), integrating by parts twice and then letting
ǫ→ 0. Since our ball Bx(ǫ) is essentially a coordinate ball in normal coordinates,
and because metrics go to the Euclidean metric as ǫ → 0, the boundary terms
converge as in the regular proof for this result. For φ, “regular enough” means
that the boundary integrals from the proof make sense and have the appropri-
ate limits. So, for instance, φ ∈ W 2,1 ∩ C0 would be sufficient. In particular,
φ(y) = H(y, z) would also work, for z 6= x.
Let ∆∗ be the formal L2 adjoint of ∆ on M , i.e., 〈∆∗f, g〉 = 〈f,∆g〉 for appro-
priate functions f, g. This is a well defined functional by the Riesz Representation
Theorem. Green’s theorem could then be interpreted as saying
∆∗yH(x, y) = ∆yH(x, y) + δ
y
x,
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where δyx is the Dirac delta function.
Using this, we can rewrite Green’s formula as
φ(x) =
∫
M
∆∗yH(x, y)φ(y)dV (y)−
∫
M
∆yH(x, y)φ(y)dV (y)(43)
= ∆∗x
∫
M
H(x, y)φ(y)dV (y)−
∫
M
∆xH(x, y)φ(y)dV (y)(44)
by the symmetry of H(x, y).
We define
Γ(x, y) = Γ1(x, y) = (−∆
∗
y + α(y))H(x, y)
Γi+1(x, y) =
∫
M
Γi(x, z)Γ(z, y)dV (z).
For N ∋ k > n/2, let
(45) G(x, y) = H(x, y) +
k∑
i=1
∫
M
(−1)iΓi(x, z)H(z, y)dV (z) + F (x, y)
where F satisfies
(46)
−∆yF (x, y) + α(y)F (x, y) = (−1)
k+1Γk+1(x, y) on M
∂νF (x, y) + β(y)F (x, y) = 0 on ∂MN
F (x, y) = 0 on ∂MD.
The choice of f(r) we made earlier guarantees that the non-F (x, y) terms of
G(x, y) are identically zero in a neighborhood of the boundary, and so this G(x, y)
fulfills (a).
The Γi were defined in this way so that by [Aub98, Prop 4.12], Γk+1 ∈ C
0 ⊂ Lp
in both x and y. Thus a solution F ∈ W 2,p of (46) by [HT13, Lem B.6.], where
the regularity is only for the y variable.
Since H(x, y) is W 2,p in both variables away from the diagonal, the second
term in G(x, y) is W 2,p away from the diagonal. In the y variable this is because
H(z, y) isW 2,p in y. In the x variable this is because∇x is only taking a derivative
of H(x, ·). We then just need to show that F (x, y) is continuous in x to show
(b). To do this, we apply the standard elliptic estimate from [HT13, Lem B.8.]
‖F (x, y)− F (z, y)‖∞ ≤ C‖F (x, y)− F (z, y)‖2,p
≤ C‖Γk+1(x, y)− Γk+1(z, y)‖p ≤ C‖Γk+1(x, y)− Γk+1(z, y)‖∞
where the boundary terms disappear by our choice of F . Thus, because Γk+1(x, y)
is continuous in x, so is F (x, y). This completes (b).
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We apply the operator (−∆y + α(y)) to both sides of Equation (45) and use
identity (44). Suppressing the variables, we get
(−∆+ α)G = (−∆+ α)H + (−∆+ α)
(
k∑
i=1
∫
M
(−1)iΓiH
)
+ (−∆+ α)F
= δ + (−∆∗ + α)H +
k∑
i=1
(−1)iΓi
+
k∑
i=1
∫
M
(−1)i(−∆∗ + α)(H)Γi + (−1)
k+1Γk+1
= δ + Γ1 +
k∑
i=1
(−1)iΓi +
k∑
i=1
(−1)iΓi+1 + (−1)
k+1Γk+1
= δ.
This gives us that (−∆y+α(y))G(x, y) = δ
y
x. We then calculate for any φ ∈ C
2,
again suppressing variables,
φ =
∫
M
φ(−∆+ α)G
=
∫
M
(−∆+ α)φG+
∫
∂M
∂νφG+ φ∂νG
=
∫
M
(−∆+ α)φG+
∫
∂MN
(∂ν + β)φG−
∫
∂MD
φ∂νG
which is part (c). The second line came from integrating by parts twice. The third
line is by substituting in the boundary conditions for G. While this calculation is
only valid for C2 functions, by a standard density argument (e.g., [Aub98, Prop
4.14]), we can say that the equality holds for any functions φ where the integrals
make sense.
Clearly G(x, y) ≥ 0 everywhere. Indeed, for a fixed x, G(x, y) satisfies
(−∆y + α(y))G(x, y) = 0
on M \ Bx(ǫ). By the maximum principle in [HT13], G(x, y) ≥ 0. We also get
that G(x, y) is W 2,p in y, away from x = y.
In fact, it is 0 only on the boundary. Suppose it was 0 elsewhere. Then by
[GT98, Thm 8.19], the strong maximum principle, since G(x, y) is W 2,p ⊂ W 1,2,
away from x = y, Gmust be constant away from the diagonal. However, it cannot
be identically zero because for y near x, G(x, y) goes to infinity by [Aub98, Prop
4.12]. (In particular, that proposition implies that H(x, y) remains the leading
term of G(x, y).) Thus we have (d).
Assume G(x, y0) = 0 for y0 ∈ ∂M . The Hopf lemma, as usually stated, requires
that g ∈ C2. However, the proof in [GT98] can be easily generalized to the case
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when g ∈ W 2,p, p > n. Thus, since LG = 0 and G(x, y) > 0 for y ∈ M near y0,
we have (e).
Part (f) immediately follows from parts (a) and (e).

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