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Abstract. Distance-based regression (DBR) is a good alternative method for estimating the unknown parameters in 
regression modeling when dealing with mixed-type of exploratory variables. The concept of DBR is similar to classical 
linear regression (LR), but the explanatory variables are measured based on distance instead of raw values. This study 
extends the early study by Cuadras that investigated DBR on normal data, to consider the data that are non-normal. At the 
same time, we propose a new approach of DBR. The new DBR is focused on the categorical explanatory variables where 
it investigated the binomial, nominal and ordinal data separately. The investigation was set up in a Monte Carlo study, 
aiming to compare the performance of DBR over bootstrapping regression (nonparametric) based on R square (R2), mean 
square error (MSE) and Bayesian information criterion (BIC). The findings indicate that both DBR and new DBR 





The idea of distance-based regression (DBR) basically introduced by Cuadras in 1989. It is an approach based 
on distance. It is a tool which can be applied to categorical or continuous or mixed explanatory variables. [1] 
formally defined a model of DBR for a linear model. They also produced the DBR as a method to estimate the 
parameters. [2] then extended the study by using an appropriate distance measure depends on the data. They 
used Gower’s dissimilarity in selecting the explanatory variable by looking at the coefficient of determination. 
 
DBR was introduced due to the problem in classical linear regression (CLR) that consider all explanatory 
variables as quantitative [1]. [3], [4], [5], [6], [7], [8] found that DBR can be used in small, moderate and large 
sample size. Actually DBR is not different with CLR, except that X(k) is obtained by metric scaling on n×n 
distance matrix. In general, DBR is a method consisting of two major steps: (i) from a dataset, we obtain the 
distance between observations using the suitable dissimilarity function and (ii) we obtain the matrix X(k) of 
principle coordinates. Then we perform an ordinary least squares regression of dependent variable and taking 
the columns of X(k) as independent variables. 
 
In the study by Cuadras and Arenas, they used Gower’s distance to estimate the parameter of regression line. 
Gower’s distance combined all categorical data especially for nominal and ordinal. This study tries to separate 
the categorical data into its own distance then we measure the performance of new DBR (NDBR) as compared 
to old DBR and bootstrapping regression (BR). The performance was measured based on the values of 
coefficient of determination (R2), root mean square error (RMSE) and Bayesian information criterion (BIC). We 
simulate data based on non-normality and different type of explanatory variables (i.e.: categorical and 
continuous). The explanatory variables were either all continuous or mixtures of continuous and categorical 





Our aim is to compare the performance of NDBR by looking on the value of R2, RMSE and BIC. In this 
study, the explanatory variables are categorized into two groups, i.e. all continuous and mixed  variables. 
Then for each category, the number of explanatory variables are varies from two to three and only one 
predictor variable. We also simulate the data based on the sample size. [4] studied the number of sample size 
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that suitable for simulated regression model. Following their study, we will generate 1000 repeated data. [4] 
generally studied on sample size to investigate in what sample size is the DBR more suitable. For our study, 
we consider the sample size and the number of explanatory variables. Sample size that we used in this study 
is 10, 20, 30, 50, and 100. We use R program to simulate data. 
 
Algorithm for NDBR: 
Phase 1: 
Suppose that we have a multiple linear regression of 𝒚̂ = 𝑏𝑜 + 𝒃𝒊𝒘𝒊 
From simulated variable, yi and wi, then we calculate the distance matrix for wi, D and D is  
based on the type of data. Euclidean distance used for the continuous data, cosine distance for 





Find the matrix X 
𝑩 = 𝑯𝑨𝑯 
𝑫 
𝑨 = −    , 
𝟐 
𝑯 𝑖𝑠 𝑡ℎ𝑒 ℎ𝑎𝑡 𝑚𝑎𝑡𝑟𝑖𝑥 
 
 
𝐴𝑠𝑠𝑢𝑚𝑒 𝑡ℎ𝑎𝑡 𝑟𝑎𝑛𝑘(𝑩) = 𝑚, 𝑡ℎ𝑒𝑛 
 
𝑿𝑿′ = 𝑩 
𝑿′𝑿 = 𝑽 = 𝑑𝑖𝑎𝑔(𝜆1, ⋯ , 𝜆𝑚), X is a n×m matrix of rank m 









Construct the predicted model: 
𝑛 




RESULT AND DISCUSSION 
 
The results of analysis based on simulated data are displayed in Table 1 until Table 4. Table 1 shows the 
result of two continuous explanatory variables. The results found that old DBR and NDBR gives the best 
value in all conditions as compared to BR. From Table 1 also we can see that as the sample size increase, the 
value of R-square, BIC and RMSE become compatible for all methods. 
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TABLE 1. Results of R2, BIC and RMSE for the all continuous variables case of two explanatory variables. 
n Measure BR 
 DBR 
Gower New 
 R2 86.97 87.97 88.22 
10 BIC 41.60 41.60 41.67 
 RMSE 11.28 10.28 10.20 
 R2 76.61 77.21 78.09 
20 BIC 113.42 112.42 111.45 
 RMSE 14.57 13.57 12.71 
 R2 67.77 68.71 69.53 
30 BIC 182.93 181.30 180.59 
 RMSE 15.98 14.88 13.32 
 R2 55.23 56.32 56.92 
50 BIC 326.62 325.23 323.52 
 RMSE 17.88 16.28 15.33 
 R2 36.67 37.63 38.74 
100 BIC 681.74 680.46 678.54 
 RMSE 19.68 19.63 19.60 
 
Table 2 show the results of for two explanatory variables that consist of one continuous and one binomial 
data. For all sample size investigated, NDBR achieve the highest value as compared to old DBR and 
bootstrapping method in term of R-square value. 
 
TABLE 2. Results of R2, BIC and RMSE for one continuous and one binomial case of two explanatory variables. 
n Measure BR DBR 
   Gower New 
 2 
R 87.51 88.15 91.02 
10 BIC 37.45 37.40 37.18 
 RMSE 10.93 10.93 10.93 
 2 
R 76.47 76.47 81.00 
20 BIC 113.45 112.41 111.15 
 RMSE 14.56 13.62 13.60 
 2 
R 67.52 68.72 72.17 
30 BIC 182.92 181.90 181.65 
 RMSE 15.97 15.73 15.47 
 2 
R 55.30 55.06 54.48 
50 BIC 326.67 325.71 325.69 
 RMSE 17.89 17.09 16.89 
 2 
R 37.35 37.30 37.27 
100 BIC 681.73 681.30 681.03 
 RMSE 19.68 19.10 19.03 
 
The same results for one continuous and one nominal, indicated that NDBR is the best method to compare 
with old DBR and BR in term of R2, BIC and RMSE value. The result shown in Table 3. 
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TABLE 3. Results of R2, BIC and RMSE for one continuous and one nominal case of two explanatory variables. 
n Measure BR 
DBR Gower New 
  
 2 
R 86.83 87.34 90.58 
10 BIC 41.61 40.16 37.88 
 RMSE 11.33 11.03 10.61 
 2 
R 83.88 84.48 88.33 
20 BIC 111.83 110.31 109.44 
 RMSE 13.98 12.83 11.37 
 2 
R 74.96 75.69 79.01 
30 BIC 187.35 185.58 183.76 
 RMSE 16.45 15.53 14.66 
 2 
R 63.94 64.41 66.55 
50 BIC 326.95 324.57 322.64 
 RMSE 17.90 17.89 16.86 
 2 
R 46.58 47.18 49.14 
100 BIC 684.49 682.99 681.51 
 RMSE 19.73 18.35 17.89 
 
Table 4 shows results of simulated data for three explanatory variables. The explanatory variables consist of 
one continuous, one binomial and one nominal variables. The results give the same patterns as two 
explanatory variables. NDBR always gives the best values for all conditions as compared to old DBR and 
BR. 
 
TABLE 4. Result of R2, BIC and RMSE for one continuous, one binomial and one nominal case of three explanatory 
variables. 





R 96.17 97.17 97.80 
10 BIC 33.92 32.13 29.74 
 RMSE 9.21 9.01 9.44 
 2 R 89.08 90.53 90.76 
20 BIC 111.92 110.99 111.47 
 RMSE 13.62 13.21 13.90 
 2 
R 83.61 84.21 84.99 
30 BIC 180.86 181.32 182.11 
 RMSE 15.36 15.33 15.51 
 2 
R 73.66 73.70 75.47 
50 BIC 325.51 325.49 325.44 
 RMSE 17.58 17.53 17.52 
 2 
R 58.98 58.97 60.61 
100 BIC 681.24 681.24 681.00 
 RMSE 19.39 19.39 19.36 
 
 
To validate the NDBR model of the simulated study, a real data were tested. We used three sets of real data: 
(i) two explanatory variables that consist of all continuous variable; (ii) two explanatory variables that consist 
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of one continuous and one binomial variable; and (iii) three explanatory variables, which is, consist of one 
continuous, one binomial and one ordinal. The result of these three real data shown in Table 5. 
Based on Table 5, the results are consistent with the simulated data. In all cases, NDBR gives the best 
solution for all level of sample size. 
 
TABLE 5. Results of R2, BIC and RMSE for real data. 
 




















Based on this initial study, for the data that consist of mixed explanatory variables, NDBR outperformed 
DBR and bootstrapping. However, for all continuous explanatory variables case; NDBR, DBR and 
bootstrapping performed similarly. In conclusion, NDBR and DBR are suitable to be use for non-normal data 
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2 
78.43 86.34 90.12 
1 (n = 24) 
BIC
 125.11 120.09 117.91 
RMSE 54.12 53.23 50.95 
2 
81.23 87.44 90.29 
2 (n = 57) 
BIC
 235.41 230.43 215.67 
RMSE 100.23 98.72 94.23 
2 
90.04 91.23 94.33 
3 (n =120) 
BIC
 374.34 370.26 367.54 
RMSE 108.96 107.03 105.96 
  
 
CONCLUSION 
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