Real-time surgical simulation is becoming an important component of surgical training. To meet the realtime requirement, however, the accuracy of the biomechancial modeling of soft tissue is often compromised due to computing resource constraints. Furthermore, haptic integration presents an additional challenge with its requirement for a high update rate. As a result, most real-time surgical simulation systems employ a linear elasticity model, simplified numerical methods such as the boundary element method or spring-particle systems, and coarse volumetric meshes. However, these systems are not clinically realistic. We present here an ongoing work aimed at developing an efficient and physically realistic neurosurgery simulator using a non-linear finite element method (FEM) with haptic interaction. Real-time finite element analysis is achieved by utilizing the total Lagrangian explicit dynamic (TLED) formulation and GPU acceleration of per-node and per-element operations. We employ a virtual coupling method for separating deformable body simulation and collision detection from haptic rendering, which needs to be updated at a much higher rate than the visual simulation. The system provides accurate biomechancial modeling of soft tissue while retaining a real-time performance with haptic interaction. However, our experiments showed that the stability of the simulator depends heavily on the material property of the tissue and the speed of colliding objects. Hence, additional efforts including dynamic relaxation are required to improve the stability of the system. Keywords: surgical simulation, non-linear biomechanics, finite element method, haptic rendering
PURPOSE
Since surgical mistakes have catastrophic consequences, surgeons use all tools available in their arsenal to avoid these errors. A surgical simulation is one such tool which allows young residents and experts to practice and advance their surgical skills in a risk-free environment. Simulators are particularly essential for providing advanced training to surgical residents on complex surgeries where patient outcomes clearly correlate with surgical experience. Young residents face great challenges when it comes to fully understanding the advanced techniques required in a surgery due to compressed internship schedules. A surgical simulation provides the hands-on training that allows them to learn and sharpen their required techniques in a risk-free environment. Studies have shown that surgical residents who had trained with a simulator systematically outperformed residents without such training.
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However, neurosurgery simulation has made limited inroads in surgical education, in part due to technical challenges such as the need for approach-specific anatomical modeling, real-time physically-based numerical simulation, and haptic rendering (force feedback), which requires a very high update rate of 1 kHz. Neurosurgery simulation has so far emphasized needle insertion 3, 4 and has failed to address the training requirements of young surgeons on most of their future caseloads, including cranial procedures. For interactive neurosurgery simulation to be both relevant to future caseloads and technically feasible, three conditions must be met: the anatomical modeling must be sufficiently descriptive both in intra-surgical motion and in tissue morphology, the biomechanics must be faithful to tissue response, and the system must meet rigorous clinical requirements that reflect the specific surgical approach and pathology. This paper presents our on-going work investigating non-linear finite element method (FEM) with haptic interaction to develop an efficient and physically realistic neurosurgery simulator.
Physically-based modeling techniques provide accurate simulation of deformable organs 5, 6 and have been applied to surgical simulations [7] [8] [9] [10] [11] [12] and image-guided surgery. 13, 14 Among the physical models and numerical methods applied to medical simulations, non-linear elasticity models 15 are especially of interest because of improved accuracy in modeling human organs enduring large deformations. 5, 6 However, due to the real-time performance requirement, the accuracy of surgical simulators is often sacrificed in terms of the physical model and the numerical method. Simpler models such as linear mass-spring, 8 boundary element modeling, 11 and co-rotational (linear) FEM 16 have been applied to real-time simulations with haptic interactions. Recently, nonlinear FEM using an explicit integration scheme has been applied to real-time applications with the help of recent GPUs, 7, 9, 10 but has not been integrated with more sophisticated contact models and haptic rendering, which run at much higher rates than most real-time applications. We aim to overcome these limits for neurosurgery simulation by adopting recent GPU technology and virtual coupling, so that the non-linear FEM can be integrated with haptic interactions.
METHODS

Finite element formulation
The finite element method (FEM) 15 has become a standard method for elastic body simulation. The 3D domain (deformable object) is subdivided into tetrahedra (elements), each consisting of four vertices (nodes). The partial differential equation (PDE) defined over the domain is usually discretized in space using piecewise-linear shape functions defined with the node and element topology. The estimated unknown valueû(x, t) at a point x within an element at time t is interpolated using values at the nodes forming the element:
where u j (t) is the time-dependent value at the j-th node of the element, and N j (x) is the shape function. Note that the equation separates the time dependency from spatial interpolations so that spatial derivatives are easily approximated with derivatives of the shape function and does not involve time derivatives. Spatial integrations are usually done with Gaussian quadratures. There are several design choices for the simulator, such as the formulation of the biomechanics and the time integration scheme. We make the choices according to the requirement of the surgical simulation system. We employ the total Lagrangian FEM for the neo-Hookian elasticity model. Another popular formulation, the updated Lagrangian scheme, where the spatial derivatives are computed with respect to the deformed coordinates and are recomputed at each time step. The scheme has the advantage of simpler strain description and lower memory usage. On the other hand, in order to save the computation of the derivatives, we employ the total Lagrangian formulation, since spatial derivatives are computed with respect to the initial configurations and therefore can be precomputed. Moreover, the total Lagrangian formulation avoids error accumulation because there is no need to update node positions at each time step. We also use second Piola-Kirchoff stress and Green strain to simplify the non-linear formulation.
The integration in the time domain can be done with either implicit or explicit methods. Implicit methods such as the Newmark's method are unconditionally stable, namely the time step size does not affect the stability. However, implicit methods requires solving a set of non-linear algebraic equations at each time step, which are usually solved with the Newton-Raphson method. As a result, the number of numerical operations per time step can be three orders of magnitude larger than an explicit integration method. 15 On the other hand, we choose to use an explicit method (centered finite difference), where nodal displacements are computed directly from previous solutions, and no equations need to be solved. The global system of discrete equations at a time step n is given by
where u n is the vector of nodal displacements, M n is the mass matrix, K n is the stiffness matrix that depends on the displacements, and R n is the vector of active forces. In practice, the computations are done at the element level, and we do not need to assemble the global stiffness matrix. As a result, the computational cost per time step and memory requirements are much smaller than in an implicit method.
However, for an explicit integration method to remain stable, the time step needs to be smaller than the critical time step given by the CFL condition:
where L is the minimum characteristic size of elements, c is the wave propagation speed of the material, E is the stiffness value (Young's modulus), and ρ is the mass density. Smaller time steps deteriorate the performance of the simulator, but the problem is alleviated due to the nature of the application: the brain tissue is soft, and sudden movements are seldom seen in a neurosurgery, therefore mesh distortion is limited. Volumetric mesh generation is carefully controlled to avoid small tetrahedrons. In addition, we employ the dynamic relaxation method 17 in order to improve the stability for distorted elements (with small L): at each time step, the size of each element is monitored, and the mass of a distorted element is scaled to add additional damping. The per-element and per-node operations in the FEM are parallelized on the GPU to achieve real-time performance. 
Contact handling for haptic rendering
The contact response is modeled using simple penalty-based forces (contact forces are proportional to the penetration depth) applied after each time step. On the other hand, haptic rendering (computation of force feedback) must run at a much higher rate than the simulation, the collision detection, and the contact handling. In a scene involving interactions between a deformable object and an "instrument" controlled by the haptic device, we use a virtual coupling 18 to decouple the haptic rendering from the simulator. The actual configuration (location and orientation) of the haptic device instantly maps to a virtual object that is not simulated in the surgical simulation. In another system, the virtual object is connected to the instrument with linear springs, which generate the feedback forces. The interaction between the instrument and the deformable object is handled in the ordinary simulation loop, while the spring connections between the virtual object and the instrument are simulated in a different thread that runs at a higher rate to generate the force feedback. Namely, we have two simulation loops running in separate threads: one for the scene including the deformable object and one for the haptic rendering. The instrument is the only object that is affected by both loops.
RESULTS
We use the library CHAI 3D
19 to handle a PHANTOM Omni haptic device (SensAble, MA, USA) and the realtime visualization. The tetrahedral mesh for the FEM is generated with TetGen. 20 Per-element and per-node computations in the FEM are implemented for the GPU (NVIDIA Quadro 2000) using the Compute Unified Device Architecture (CUDA) SDK. 21 We currently use three threads in the system: one for deformable body simulation and contact response, one for haptic rendering, and one for visualization.
Our current system handles poking of the soft tissue modeled as a neo-Hookean solid. Figure 1 shows screenshots of real-time simulations of a cube and a brain with haptic interaction. The cube model consists of 937 nodes and 3543 tetrahedral elements, and the brain model consists of 529 nodes and 1943 tetrahedral elements. The time step is 0.001 second in both simulations. Figure 2 shows the plots of critical time step versus Young's modulus in the sphere-cube scene (shown in the first row of Figure 1) , with the sphere moving at different speeds for a fixed distance. When the speed of the sphere is small (1 m/s), the plot follows the Δt crit ∝ 1/ √ E relation. However, when the speed is higher, Δt crit depends more on other factors such as mesh distortion, which affects L. Softer materials can be distorted easier and therefore can be less stable than stiffer materials under a certain scenario of interactions. Our experiments show that with higher contact speeds, Δt crit actually increases with E when E is small, and above a certain threshold value of stiffness, Δt crit again decreases with √ E. The threshold values we found are 16 kPa and 30 kPa when the sphere moves at 3 m/s and 5 m/s, respectively, which indicates that the effect of distortion is more prominent when the contact speed is higher. The results indicate that our system is most suitable for applications with soft tissues and slow movement of colliding objects, which is often the case in neurosurgery simulations. 
CONCLUSIONS
We presented on-going work on real-time neurosurgery simulation with haptic interface. We overcome the performance issue of non-linear FEM with the total Lagrangian explicit formulation and GPU acceleration, and the haptic rendering is handled with a virtual coupling method. The system provides accurate biomechancial modeling of soft tissue while retaining a real-time performance with haptic interaction. However, our experiments showed that the stability of the simulator depends heavily on the material property of the tissue and the speed of colliding objects. Hence, additional efforts including dynamic relaxation are required to improve the stability of the system. Furthermore, we will explore a hybrid approach that would combine both linear and non-linear modeling of the brain deformation. In the hybrid FEM framework, the part of the brain that undergoes large deformations is modeled using a non-linear FEM, and other parts of the brain are modeled with a linear FEM to save computational efforts. The scheme is useful for neurosurgeries that focus on a small part of the brain, where the region of interest can be modeled with a higher resolution and with better material fidelity, while the regions where accuracy of simulation is not perceived well by the surgeon is modeled using a simpler formulation.
