Abstract-In this paper, we propose online metric learning tracking method that consider visual tracking as a similarity measurement problem, and incorporates adaptive metric learning and generative histogram model based on non-sparse linear representation into the target tracking framework. We propose a generative histogram model based on non-sparse linear representation, which make full use of the non-sparse coefficients to discriminate between the target and the background. The similarity metric is adaptively learned online to maximize the margin of the distance between the foreground target and background. A bi-linear graph is defined accordingly to propagate the label of each sample. The model can also selfupdate using the more confident new samples. Numerous experiments on various challenging videos demonstrate that the proposed tracker performs favorably against several state-of-theart algorithms.
INTRODUCTION
Visual tracking plays a critical role in computer vision field, especially for the applications of motion analysis, activity recognition, video surveillance, traffic monitoring and humancomputer interaction. While much progress has been made in recent years, it is still a challenging problem to develop a robust algorithm for complex and dynamic scenes due to factors such as partial occlusions, varying illumination, background clutter, pose variation and shape deformation.
Tracking algorithms can be classified as either generative [1] [2] [3] [4] [5] [6] or discriminative [7] [8] [9] [10] [11] [12] [13] [14] methods. Generative methods focus on searching for the regions which are the most similar to the tracked targets, while discriminative methods cast tracking as a classification problem that distinguishes the tracked targets from the surrounding backgrounds.
Motivated by the success of sparse representation-based face recognition [15] , Mei et al. [16] develop a novel L1 tracker that uses a series of target templates and trivial templates to model the tracked target, where the target templates are used to describe the object class to be tracked and trivial templates are used to deal with outliers (e.g., partial occlusion) with the sparsity constraints. For tracking, a candidate sample can be sparsely represented by both target and trivial templates, and its corresponding likelihood is determined by the reconstruction error with respect to target templates. We note that this formulation is a linear regression problem with sparsity constraints on the representation coefficients. Despite of demonstrated success, there are still several issues to be addressed. First, the algorithm is able to deal with occlusion with L1 minimization formulation using trivial templates at the expense of high computational cost. Second, the trivial templates can be used to model any kind of image regions whether they are from the target objects or the background. Thus, the reconstruction errors of images from the occluded target and the background may be both small. As a result of generative formulation where the sample with minimal reconstruction error is regarded as the tracking result, ambiguities are likely to accumulate and cause tracking failure.
Furthermore, several methods have been proposed to improve the L1 tracker in terms of both speed and accuracy [17] [18] [19] [20] [21] [22] [23] , such as using accelerated proximal gradient algorithm [17] , replacing raw pixel templates with orthogonal basis vectors [18, 19] , modeling the similarity between different candidates [20] , to name a few. Besides, Liu et al. [16] propose a method which selects a sparse and discriminative set of features to improve tracking efficiency and robustness. One potential problem with this approach is that the number of discriminative features is fixed, which may not be effective for tracking in dynamic and complex scenes. In [15] , a tracking algorithm based on histograms of local sparse representation is proposed. The target object is located via mean-shift of voting maps constructed basing on reconstruction errors. Recently, research has revealed that the L1-norm induced sparsity does not in general help improve the accuracy of image classification; and non-sparse representation based methods are typically orders of magnitudes faster than the sparse representation based ones with competitive and sometimes even better accuracy [26 28] .
Without considering the issue of object representation, visual tracking may be considered as a similarity measurement problem, i.e. the issue of distance metric that is used to determine the closet match in the feature space. Thus, most existing tracking methods employ a fixed pre-specified metric, e.g. the Euclidean metric, the Matusita metric, the Bhattacharyya coefficient , the Kullback-Leibler divergence, the information-theoretic similarity measures. However, simply using such a pre-defined metric is problematic and limited in practice, which often leads to a false positive match or turning fails the tracker. In order to choice a robust metric adaptively, the metric learning is incorporated recently [29, 30, 31, 32, 33] .
In this paper, we consider visual tracking as a similarity measurement problem. The adaptive online metric learning and generative histogram model based on non-sparse linear re-978-1-4799-2744-9/13/$31.00 ©2013 IEEE Proceeding of the IEEE International Conference on Robotics and Biomimetics (ROBIO) Shenzhen, China, December 2013 presentation are incorporated into the target tracking framework. A novel histogram model is as target representation, which make full use of the non-sparse coefficients to discriminate the target from the background. Given a number of labeled data followed by a sequential input of unseen testing samples, the similarity metric is learned to maximize the margin of the distance between the foreground object and background, and a new bi-linear graph is defined accordingly to propagate the label of each sample. while the model can also self-update using the more confident new samples.
II. GENERATIVE HISTOGRAM MODEL BASED ON NON-SPARSE LINEAR REPRESENTATION
Motivated by the success of sparse coding for image classification [15] as well as object tracking [16] , we present a generative model as object representation that considers the location information of patches and takes occlusion into account. In each frame, we draw the candidates around the tracked result in the previous frame with a particle filter. To better track the target, we employ affine transformation to model object motion. In addition, we assume that the affine parameters are independent and can be modeled with six scalar Gaussian distributions.
In the first frame, the tracked target is chosen mannualy. We sample a set of M overlapped local image patches inside the target region, and its gray-scale features are used to represent the local information. Each patch is converted to a vector
, where P is the size of the patch. In this paper, we naturally integrates the patch importance into the online learning procedure. The weight for each patch near the object location is larger than that far from the object location which means the patch near the object location contributes larger to the tracking metric criterion. The weight function is a monotone decreasing function with respect to the Euclidean distance between the locations of sample 1 j x and sample 10 x (1) where ( ) l is the location function and c is a normalization constant. Eq.(1) weighs the patch according to their importance to the tracking metric criterion, i.e.,the instances near the tracking location at the current frame contribute more to tracking metric criterion than those far from the tracking location.
The coefficient vector of each patch is computed by the following non-sparse linear representation model:
where the dictionary P J D R is generated from k-means cluster centers ( J denotes the number of cluster centers) via the patches belonging to the labeled target object in the first frame and it consists of the most representative patterns of the target object. Eq.2 can be regarded as a least-square problem, which admits an extremely simple and efficient closed form solution.The solution of can be analytically derived as 1 ( )
The sparse coefficient vector i of each patch is concatenated to form a histogram In order to deal with occlusions, we adopt the stategy in [ 22] to modify the constructed histogram to exclude the occluded patches when describing the target object. The patch with large reconstruction error is regarded as occlusion and the corresponding sparse coefficient vector is set to be zero. A weighted histogram is generated by f
where denotes the element-wise multiplication. Each element of o is an indicator of occlusion of the corresponding patch and is obtained by So, each candidate is represented by a sparsity-based histogram i . This improved representation scheme takes spatial information of local patches and occlusion into account, thereby making it more effective and robust.
III. ONLINE METRIC LEARNING(OML) FRAMEWORK FOR TARGET TRACKING
Based the above target representation, this section present the proposed online metric learning(OML) framework for target tracking, which uses metric learning to measure the similarity and adopts semisupervised learning to label the testing samples. specificly, we first learn a matrix W for similarity measurement, then classify new unlabeled data using W , lastly adds those new labeled data with high confidence scores to update W accordingly. Such a process iterates for online processing.
A. Online Metric Learning
The goal of online metric learning is to learn a similarity function ( , ) W i j s p p parameterized by matrix W for similarity measurement, which is a bi-linear form as ( , ) and C is the tuning parameter. , ( , , ) , min ,
Depending on this, we define the bi-linear graph as , max(0, ( , )) max(0, )
B. Label Propagation
In the following, we adopt the graph-based semi-supervised learning (also called label propagation) to make a more accurate prediction, which associates the information of both the labeled data and unlabeled data. The graph ( ; ) G V E is defined, where node V denotes N n m feature vector, (n and m are the number of training and testing samples and m = 1 in this paper); E contains the edges of every pair of nodes measuring the pairwise similarity. Suppose we have K classes, unlabeled data needed to be predicted. We first normalize the similarity matrix S as:
This matrix can be split into labeled and unlabeled submatrices, ll lu ul uu
For label propagation, we have E x is the energy function, which measures the cost of x belonging to class c . Thus, given x , the optimal solution of c is the one with maximize the cost of ( )
IV. EXPERIMENTS
The proposed algorithm is implemented in MATLAB on a Pentium 2.3 GHz Dual Core laptop with 2GB memory. For each sequence, the location of the target object is manually labeled in the first frame. In order to evaluate the performance of our tracker, we conduct experiments on six challenging image sequences. These sequences cover most challenging situations in object tracking: occlusion, motion blur, in-plane and out-of-plane rotation, large illumination change, scale variation and complex background. The proposed approach is compared with six state-of-the-art tracking methods with the same initial position of the target. These algorithms are the Frag tracking [2] , IVT tracking [3] , MIL tracking [9] , VTD tracking [6] , PN tracking [14] , and L1 tracking [16] methods. For fair evaluation, we evaluate those methods using the source codes provided by the authors.
The parameters are presented as follows. Note that they are fixed for all sequences. The variable in Eq. 2 is fixed to be 0.01, The threshold 0 in Eq. 8 is 0.04.
A. Quantitative Comparison
For quantitative performance comparison, two popular evaluation criteria are used, namely, center location error as well as the overlapping rate [35] , and the results are shown in Table 1 and Table 2 . Overall, the proposed tracker performs well against the other state-of-the-art algorithms. The best and second best results are shown in red and blue fonts. Table 2 . Average overlap rate based on [35] . 
B. Online Metric Learning
Illumination change: Figure. 2(a) presents the tracking results on sequences with dramatic illumination changes. In the singer1 sequence, the stage light changes drastically seen from frame 70 and frame 321. The PN tracking method [14] is not able to detect and track the target object frame 130. On the other hand, our tracker accurately locates the target object even when there is a large scale change at frame 321. Figure 2 (c) presents the tracking results in the sequences with large illumination variation. In the Car 11 sequence, the contrast between the target and the background is low. The IVT tracker and our method perform well in tracking the vehicle while the other methods drift to the cluttered background or other vehicles when drastic illumination variation occurs. This can be attributed to the fact that our module introduces the backgrounds and the images with parts of the target as negative templates so the confidence values of these candidates calculated are small. Thus, the tracking result is accurately located on the true target without much offset. For the car11 sequence, there is low contrast between the foreground and the background as well as illumination change. The FragTrack method [2] fails at the beginning at frame 30. because it only uses the local information. The IVT tracking method achieves good results in this sequence. It can be attributed to the fact that subspace learning method is robust to illumination changes. In our algorithm we select several discriminative features which can better separate the target from the background. Thus, our tracker performs well in spite of the low contrast between the foreground and the background.
Occlusion: Occlusion is one of the most general yet crucial problems in object tracking. Figure 2 (b) (f) (h) demonstrates how the proposed method performs when the target undergoes heavy occlusion or long-time partial occlusion. In the Faceocc2 sequence, the IVT tracking method [3] , the PN tracking method [14] and the VTD tracking system [6] drift away from the target or do not scale well when the face is heavily occluded. In contrast, the FragTrack method [2] , the MIL tracking algorithm [9] , the L1 tracking method [19] and our tracker are developed to solve this problem effectively.
Background clutter: Figure. 2 (e) presents the tracking results where the target objects appear in background clutters. The Stone sequence is challenging as there there are numerous stones of different shape and color. The FragTrack, MIL and VTD trackers drift to stones when the target is occluded whereas the IVT tracker and our method successfully keep track of the target throughout the sequence. The PN tracker (based on object detection with global search) is able to reacquire the target again after drifting to the background, but with higher tracking errors and lower success rate.
Motion blur: The appearance change caused by motion blur in the jumping sequence is drastic that the Frag [2] and VTD [6] methods fail before frame 31. The IVT [3] method is able to track the target in some frames (such as frame 90) but fails when the motion blur occurs (e.g., frame 240). Our tracker successfully keeps track of the target object with small errors. The tracking experiment in animal sequence also verifies the advantage of our proposed tracked on the motion blur.The main reason is that we use the proposed module which separates the foreground from the background. Meanwhile, Eq. 1 assigns smaller weights to the candidate of background. Thus, the tracking result will not drift to the background. We propose an online learning target tracking method via online metric learning and non-sparse linear representation. Various challenging experiments show that the proposed tracker performs favorably against several state-of-the-art algorithms. Non-sparse linear representation make full use of the non-sparse coefficients to discriminate between the target and the background. Given a number of labeled data followed by a sequential input of unseen testing samples, the similarity metric is learnt by our model to maximum the margin between foreground and background samples. The pair-wise similarity is measured by our new bilinear graph for online label propagation the new data. 
