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We perform charge density functional theory plus U calculation of LaMnO3. While all the previous
calculations were based on spin density functionals, our result and analysis show that the use of
spin-unpolarized charge-only density is crucial to correctly describe the phase diagram, electronic
structure and magnetic property. Using magnetic force linear response calculation, a long-standing
issue is clarified regarding the second neighbor out-of-plane interaction strength. We also estimate
the orbital-resolved magnetic couplings. Remarkably, the inter-orbital eg-t2g interaction is quite
significant due to the Jahn-Teller distortion and orbital ordering.
I. INTRODUCTION
LaMnO3, the mother compound of colossal magneto-
resistance (CMR) phenomena, is a prototypical material
in which charge, spin, orbital and lattice degree of free-
dom are strongly coupled thereby producing a rich phase
diagram [1–6]. Bulk LaMnO3 is an A-type antiferromag-
netic (A-AFM) insulator with dx2/dy2-like orbital order.
Its orthorhombic crystal structure has both GdFeO3-type
and cooperative Jahn-Teller distortions. After the cel-
ebrated observation of CMR [7, 8], LaMnO3 has been
a focus of tremendous research activities from various
viewpoints [9–23]. Recently thin-film and heterostruc-
ture forms of LaMnO3 have generated new excitements
and possibilities [24–34] while their intriguing behaviors
driven by introducing charge carriers and/or controlling
the dimensionality still need careful investigations [2–
6, 35, 36].
A great number of first-principles studies have been de-
voted to this fascinating material for the last two decades
[37–60]. While it is certainly true that first-principles cal-
culations contributed a lot to understanding LaMnO3
and related phenomena, the fully ab-initio description
is still far from being satisfactory. Calculating the cor-
rect magnetic ground state and electronic structures have
proven to be non-trivial [38, 42, 45, 47, 54, 59, 61]. For ex-
ample, the microscopic origin of the A-AFM ground state
and the electronic nature of its gap have been under de-
bate. The difficulty largely arises from the technical chal-
lenges such as the determination of interaction parame-
ters and double-counting terms when it uses DFT+U -
type of method which has been a main workhorse in the
theoretical study. Recently, a series of investigations pro-
vided a clear understanding of the difference in between
DFT+U formalisms [62–65]. In this context, it is impor-
tant to re-establish the ab-initio approach for this clas-
sical material and its consequences.
In the present work, we re-examine LaMnO3 within
DFT+U framework. In particular, we take note that all
of the previous calculations have been based on the spin-
density functional theory (SDFT) while the recent in-
vestigations report its unphysical nature largely coming
from double countings. From a comparative study, we
show that CDFT (spin un-polarized charge density func-
tional theory)+U can resolve the unphysical behavior
found in SDFT+U . CDFT+U calculation with the inter-
action parameters obtained from cRPA (constrained ran-
dom phase approximation) is successful for describing the
electronic structure and magnetic property. We also esti-
mate the magnetic exchange coupling constant J based
on the CDFT+U electronic structure and the response
theory. It is shown that the A-AFM spin ground state
is well stabilized only by nearest-neighbor interactions
which is in contrast to a part of previous studies. Fur-
thermore, our orbital-resolved J calculations show that
the eg-t2g excitation channel gives rise to a significant
AFM interaction which has never been clearly noticed
before.
II. COMPUTATION DETAILS
We performed density functional theory plus Hub-
bard U (DFT+U) [66, 67] calculations within GGA
(generalized gradient approximation) [68]. Throughout
the manuscript ‘SDFT’ and ‘CDFT’ is used in refer-
ring to spin and charge (spin-unpolarized) density func-
tional scheme, respectively [65]. Thus SDFT+U and
CDFT+U refers to the spin-polarized GGA +U and spin-
unpolarized GGA+U , respectively. For more details re-
garding these formulations and their comparisons, see
Ref. 65. So-called ‘fully localized limit (FLL)’ functional
form is adopted [67, 69], and U = 8.0 eV and JH = 0.5 eV
are used for La-4f states. If not mentioned otherwise, the
crystal structure is fixed to the experimental structure
[70]. All of the electronic structure and total energy cal-
culations were carried out with ‘OpenMX’ software pack-
age [71] which is based on localized pseudo-atomic or-
bitals (LCPAO). Vanderbilt-type norm-conserving pseu-
dopotentials [72] with partial-core corrections [73] were
used to replace the deep core potentials. Three s, two
p, two d, and one f orbitals were taken as a basis set
for La. Three s, two p, and one d orbitals were used for
Mn. Two s, two p, and one d orbitals for O. 9 × 9 × 9
Monkhorst-Pack k-point mesh was used. The geometrical
optimization is further confirmed with plane-wave basis
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2method, ‘VASP (Vienna ab-initio simulation package)’.
In Sec. III, the level splitting ∆ is defined to represent
the energy difference between the occupied and unoccu-
pied orbitals. For a given orbital α and spin σ, the en-
ergy level of occupied states Eoccασ is calculated by taking
the center of mass position of projected density of states
(PDOS):
Eoccασ =
∫ Ef
Ef−xEgασ(E)dE∫ Ef
Ef−x gασ(E)dE
, (1)
where Ef and gασ(E) refers to the Fermi level and the
calculated DOS, respectively. The minimum integration
range of Ef −x is chosen to include the antibonding Mn-
3d states only (excluding the bonding combinations). The
presented results are from x = 1.8 eV for eg and 4 eV for
t2g states, respectively. Any of our conclusion does not
change by this choice even when the range is extended
down to −∞. Similarly, the unoccupied level is calculated
by
Eunoccασ =
∫∞
Ef
Egασ(E)dE∫∞
Ef
gασ(E)dE
, (2)
and ∆ is then given by Eunoccασ1 − Eoccβσ2 .
cRPA (constrained random phase approximation) [74,
75] calculation was performed to estimate the interac-
tion parameters by using ‘ecalj’ software package [76].
For cRPA, we used the cubic structure with lattice con-
stant of a = 3.934 A˚ which yields the same volume with
the experimental orthorhombic structure. The unphys-
ical screening channels caused by low-lying La-5d and
La-4f bands were removed. The d-d screening near the
Fermi energy is excluded based on so-called ‘d-dp model’
of MLWF (maximally localized Wannier function) tech-
nique [77–79].
The magnetic interaction, J , has been calculated based
on magnetic force linear response theory (MFT) [80] as
extended to our non-orthogonal LCPAO method [81, 82].
Throughout the manuscript we used the following con-
vention for spin Hamiltonian,
H = −
∑
i 6=j
Jijei · ej (3)
where ei,j refers to the unit spin vectors of atomic site i
and j.
III. RESULT AND DISCUSSION
A. Magnetic phase diagram
Fig. 1(a) and (b) shows the calculated magnetic phase
diagram from SDFT+U and CDFT+U , respectively. A
remarkable difference is clearly noticed. In SDFT+U , G-
AFM is stabilized in the small U and large JH regime
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FIG. 1. (Color online) The calculated magnetic phase diagram
by (a) SDFT+U and (b) CDFT+U . Yellow squares, red dia-
monds, and green circles show the data points corresponding
to G-AFM, A-AFM, and ferromagnetic (FM) ground states
spin orders, respectively.
while FM is in large U and small JH . In CDFT+U , on
the other hand, G-AFM is the ground state for the small
U and small JH values. In both phase diagrams, A-AFM
order, the experimentally-known ground state, is located
in between G-AFM and FM. Our cRPA estimation gives
U=4.0 eV and JH=0.7 eV, which yields the correct A-
AFM ground state for both SDFT+U and CDFT+U .
Here we note that the two widely-used standard for-
mulations produce a quite different phase diagram for
this classical material. In this regard, our result raises
a serious question about the predictive power of current
methodology. And in the below, we argue that CDFT+U
solution is physically more reliable being supported by a
series of recent studies [62–65]. Notably, all of the previ-
ous DFT+U calculations for bulk LaMnO3 have adapted
SDFT+U to the best of our knowledge.
In order to understand the difference between the two
formulations, we performed a systematic analysis whose
results are summarized in Fig. 2. First we define the
orbital- and spin-dependent energy level splitting ∆ (see
Fig. 2(a)). For simplicity, we denote ∆eg↑−eg↑ by ∆↑↑, and
∆t2g↓−t2g↑ , ∆eg↓−t2g↑ , and ∆t2g↓−eg↑ by ∆↓↑, Since the
magnetic interactions are approximately given by these
energy differences through J ∼ t2/∆ (t: hopping param-
eter), one can try to understand the phase diagrams in
terms of these parameters. As clearly shown in Fig. 2(b)
and (c), the calculated ∆ exhibits an opposite behavior
as a function JH . Namely, ∆↑↑ increases in SDFT+U and
decreases in CDFT+U . ∆↓↑ decreases in SDFT+U and
increases in CDFT+U .
This observation provides useful information to assess
two different functional fomulations. It is known that
∆eg↑−eg↑ ' U − 3JH + ∆JT and ∆t2g↓−t2g↑ ' U + 5JH/2
where ∆JT is the Jahn-Teller splitting [19, 83, 84]. These
expressions indicate that ∆eg↑−eg↑ and ∆t2g↓−t2g↑ should
be reduced and enlarged, respectively, as JH increases.
Importantly, these features is only observed in CDFT+U
result of Fig. 2(c). Similarly, ∆eg↓−t2g↑ and ∆t2g↓−eg↑ can
be expressed by U + 3JH + ∆CF [85] and U + 3JH −∆CF
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FIG. 2. (Color online) (a) A schematic DOS near Fermi en-
ergy. The upper and lower panel represents the up and down
spin states, respectively. The four major excitations of eg↓-
t2g↑, t2g↓-t2g↑, , t2g↓-eg↑, and eg↑-eg↑, are depicted by arrows.
(b, c) The calculated ∆ as a function of Hund JH by (b)
SDFT+U and (c) CDFT+U .
[86] where ∆CF is the crystal field splitting. Both are ex-
pected to be enlarged as JH increases, which is in good
agreement with CDFT+U result.
The calculated ∆ provides further understanding of
magnetic transitions. Charge excitations in between t2g↓
and t2g↑ lead to the AFM interaction [2, 3, 42, 84, 87, 88],
and the enlarged ∆t2g↓−t2g↑ reduces the AFM coupling
strength through J ∼ t2/∆. Similarly, the reduced
∆eg↑−eg↑ enhances the FM interaction. Traditionally
these two are believed to be the main magnetic interac-
tions in LaMnO3, and therefore our results in Fig. 2(c) is
consistent with the AFM-to-FM transition in Fig. 1(b) as
a function of JH . The transition from G-AFM to A-AFM
order is related to the cooperative Jahn-Teller distortion
and the orbital order. Due to the dx2/dy2-like orbital or-
der in the xy plane, the eg-eg hopping, responsible for FM
order, is stronger within xy plane than along z direction.
Another interesting feature found by comparing two
phase diagrams in Fig. 1 is the calculated magnetic mo-
ment at Mn site. Although the size of moment changes is
not significant, SDFT+U and CDFT+U exhibit an op-
posite trend. With a fixed U value of 4.0 eV for example,
the Mn moment is reduced from 3.77 to 3.68 µB as JH
increases from 0.3 to 0.9 eV in SDFT+U . In CDFT+U ,
on the other hand, it is gradually increased from 3.30 to
3.69 µB . This behavior is consistent with the opposite
trend of ∆↓↑ shown in Fig.2(b) and (c).
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FIG. 3. (Color online) (a–c) The calculated DOS correspond-
ing to the A-AFM ground state spin order. cRPA values of
U=4.0 and JH=0.7 eV were used. The gray, red, blue, vio-
let, and green colors represent the total DOS (divided by 4
for presentation), Mn-dx2/y2 , Mn-dx2−z2/y2−z2 , Mn-t2g, and
O-2p states, respectively. The zero energy corresponds to the
Fermi level (vertical dashed line).
B. Electronic structure and lattice optimization
The calculated electronic structure is presented in
Fig. 3. We once again emphasize that this is the first band
structure report for LaMnO3 calculated by CDFT+U
since all previous calculations were performed within
SDFT+U formalism [38–40, 43, 45, 46, 48–50, 53–59, 61,
89–91]. The magnetic moment µMn=3.62µB and the gap
∆gap=1.1 eV are in good agreement with experimental
values; µexpMn=3.7± 0.1µB [70], ∆expgap=1.1 eV [92] and 1.7
eV [93]. The C-type dx2/dy2 orbital order with (pi, pi, 0)
ordering vector is also well reproduced. The lowest exci-
tation is of d-d character which supports the recent the-
oretical and experimental studies [17, 19, 20]. If we use
the significantly large U ∼ 8.0–10.1 eV obtained from
constrained LDA (cLDA) [38, 40], the gap becomes a
charge-transfer type as reported in a previous SDFT+U
study [38].
Even if CDFT+U provides a quite reasonable descrip-
tion of electronic property, it is still challenging to de-
scribe LaMnO3 within the fully first-principles frame-
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FIG. 4. (Color online) (a, b) The magnetic exchange couplings
in LaMnO3. The in-plane and out-of-plane first-neighbor in-
teractions are denoted by Jx,y and Jz, respectively. The sec-
ond neighbor couplings are denoted by Jxy (in-plane), Jyz
(in-plane), and Jzx (out-of-plane).
work. Note that in the above the experimental lattice
structure has been used. We found that the lattice op-
timized within CDFT+U along with cRPA parameters
overestimate the lattice constants and the volume by
about 1–5% in comparison to experiments. The Mn-O-
Mn bond angle and the orthorhombicity [57] is under-
estimated and overestimated, respectively. The similar
amount of differences are also found in SDFT+U re-
sult with cRPA parameters. The previous studies have
been struggling with this same issue [40, 43, 45, 54, 59].
Due to the strong spin-charge-orbital and lattice cou-
plings in this material, the fully self-consistent calcu-
lation for both structural and electronic property be-
comes quite challenging. We presume that the difficulty
is largely attributed to the cRPA process which is sep-
arated from other part of the self-consistent calculation
and conducted at a given lattice geometry.
C. Magnetic interactions
1. The role of second-neighbor interactions
Magnetic interactions in LaMnO3 have long been an
issue of debate particularly for the second-neighbor in-
teraction strength. In Ref. 47, 52, 55, 57–59, and 88 it is
argued that only the nearest-neighbor interactions (i.e.,
Jx, Jy and Jz in Fig. 4(a)) are important to stabilize
the A-AFM order. The second neighbor Jzx and Jyz (see
Fig.4(a)) were either neglected or found to be small. In
Ref. 40, 42, and 61, on the other hand, these second
neighbor interactions were claimed to play the key role
in stabilizing the ground state spin order. Here we note
that many different computation approaches and their
combinations have been considered previously. The MFT
calculation, based on LSDA (local spin-density approxi-
mation; U=0) spin density, and the total energy calcu-
lations, based on hybrid functional, support the signif-
icance of second-neighbor interactions [40, 42, 61]. On
the contrary, the total energy calculations based on ab-
initio Hartree-Fock approximation reports the negligible
contribution from Jzx and Jyz [47]. It is noted that each
of these techniques can give a different answer for the
electronic structure. For example, ab-initio Hartree-Fock
produces the charge-transfer type band gap while LSDA
does the Mott-Hubbard type [40, 42]. With hybrid func-
tional, a reasonable size of Mott-Hubbard gap is repro-
duced [61]. In this case, however, they reported that a dif-
ferent conclusion can be reached depending on the choices
of metastable spin orders [61].
Here we performed MFT calculation based on our
CDFT+U electronic structure calculated by cRPA pa-
rameters. Our result clearly shows that the second-
neighbor interactions, Jzx and Jyz, are not essential for
stabilizing the A-AFM spin order. The in-plane first
neighbor interaction is FM, Jx = Jy = 1.33 meV, while
the out-of-plane is AFM, Jz = −0.94 meV. The cal-
culated Jxz = Jyz = −0.27 meV is AFM correspond-
ing to 20% and 29% of Jx and Jz, respectively. It is
important to note that even without these interactions
(Jzx = Jyz = 0) the same ground state spin order is sta-
bilized. The in-plane second-neighbor interaction is small
enough; Jxy = −0.04 (along the short-distance a-axis di-
rection) and −0.17 meV (along the long-distance b-axis
direction).
2. The orbital-decomposed results
The magnetic orders and their phase transitions in
manganites have been studied from the point of view
of the competition between FM eg-eg and AFM t2g-t2g
interactions [2, 3, 42, 84, 94–97]. For instance, in the un-
doped LaMnO3, a strong FM eg-eg coupling wins over
the in-plane (xy plane) AFM t2g-t2g coupling while it
is weaker along z direction largely due to the orbital or-
der. This interaction profile provides a reasonable picture
for the A-AFM spin ground state. From our calculation
of orbitally-decomposed magnetic interactions [82], the
Jeg-eg is indeed found to be FM; Jeg-eg=4.66 and 2.32
meV within the xy plane and the out-of-plane, respec-
tively (see Table I). Jt2g-t2g is AFM; −1.56 and −3.03
meV for the in- and out-of-plane, respectively. Our re-
sult is therefore consistent with the prevailing current
understanding.
It is remarkable to see the significant AFM Jeg-t2g
couplings in the sense that this inter-orbital interac-
tion has largely been ignored in the previous studies
[2, 3, 12, 14, 17, 19, 83, 84, 87, 95, 96, 98–100]. Our calcu-
lation shows that the in-plane eg-t2g interaction Jx,y(eg-
t2g)=−1.76 meV is larger than Jx,y(t2g-t2g)=−1.56 meV
and Jz(eg-t2g)=−0.24 meV. While the possibility of non-
negligible eg-t2g charge excitation was speculated in some
literature [19, 40, 88], our calculation provides a strong
and quantitative evidence for that.
Jeg-t2g interaction is not directionally symmetric. For
example, while Jx of Mn1(t2g)-Mn2(eg) is −1.77 meV,
5Mn2 : Jx Mn2 : Jy Mn3 : Jz
eg t2g eg t2g eg t2g
Mn1 eg 4.66 0.01 4.66 −1.77 2.32 −0.12
t2g −1.77 −1.56 0.01 −1.56 −0.12 −3.03
TABLE I. The calculation results of orbital-decomposed
nearest-neighbor J . For the definition of Jx, Jy and Jz, see
Fig.3. The unit is meV.
Jx of Mn1(eg)-Mn2(t2g) is negligibly small (see Table
I). Due to the significant GdFeO3-type distortion and
orbital order, the hopping integrals between eg and t2g
orbitals can be non-zero and the two Mn sites are no
longer equivalent. This is clearly different from the case
of CaMnO3. As a t
3
2g system, CaMnO3 has no orbital
order while it shares the GdFeO3-type distortion with
LaMnO3. As a result, the eg-t2g interaction is negligible
[101]. Our calculation shows that the neglect of eg-t2g
coupling in LaMnO3 can be an oversimplification [87, 97].
Our new finding of significant eg–t2g AFM coupling has
significant implication for understanding the rich phase
diagram and their transitions. It is also important for
the study of manganite surfaces, interfaces and thin films
where the different coordination and crystal field can sig-
nificantly change the magnetic interaction profiles [31–
34]. In the sense that the inter-orbital couplings can even
be manipulated by strain for example [9–12, 14, 57], it
can have an implication for applications.
IV. SUMMARY
We revisit a classical CMR material, LaMnO3, within
DFT+U method. While all the previous calculations
were based on SDFT+U , the current study clearly shows
that the use of charge-only density is crucial to prop-
erly describe the electronic structure and magnetic prop-
erty. It is found that the nearest-neighbor interactions are
enough to stabilize the A-AFM spin ground state con-
trary to a part of previous studies. The orbital-resolved
J calculation shows that eg-t2g interaction is quite sig-
nificant.
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