Introduction
A controlled language is a subset of a natural language that has been restricted with respect to its grammar and its lexicon. Grammatical restrictions result in less complex and less ambiguous sentences. Lexical restrictions reduce the size of the vocabulary and the meaning of the lexical entries for a particular application domain. Thereby texts become easier to read and to understand for humans and easier to process for machines.
In general, we can distinguish three groups of controlled languages that fulfil different purposes:
A first group of controlled languages has been designed especially to help preparing technical manuals so that these documents are both clear and unambiguous for human readers [1] .
A second group of controlled languages has been developed to make multilingual machine translation of technical documents more effective and efficient [2] [3] .
A third group of controlled languages has been designed primarily to make it easier for authors to write unambiguous, complete, and consistent specifications and to make it feasible for machines to acquire knowledge, to prove theorems, or to build models [4] [5] [6] .
Here we are especially interested in the third group of controlled languages. These controlled languages have interesting properties: They seem informal at first glance but they are in fact purely formal languages with a precise syntax and semantics. They are easier to read and to understand than unrestricted natural languages but they have the same precision as the underlying formal languages.
To allow the writing of unambiguous and precise specifications, we have designed PENG, a computer-processable controlled natural language, with a restricted grammar and a domain specific lexicon for content words and predefined function words. PENG allows authors to write texts using the terms of the application domain. The result can be translated deterministically into first-order predicate logic (FOL) via dynamic discourse representation structures (DRSs). Due to these formal properties varying viewpoints of a specification or a use case can be compared [7] and off-the-shelf inference engines can be used to check the specification for its consistency and informativity [8] .
However, there are no miracles; such a controlled language needs to be learned by authors as formal languages need to be learned by software engineers. If the syntactic and lexical restrictions are too hard for the author to remember, or if it takes too long for the author to come up with a sentence that conforms to the controlled language definition, then such controlled languages will not be acceptable. We solve this problem with the help of a sophisticated look-ahead editor that indicates after each word form entered what kind of syntactic constructions can be used next.
PENG in a Nutshell
Similar to Attempto Controlled English [5] [9] , PENG is a computer-processable controlled language specifically designed to write specifications and use cases. PENG consists of a strict subset of standard English. The restrictions of the language are defined with the help a controlled grammar and a controlled lexicon.
Controlled Lexicon
The lexicon of PENG consists of predefined function words (determiners, conjunctions, prepositions), a set of illegal words (especially intensional words), and user-defined content words (nouns, verbs, adjectives, adverbs). The content words are incrementally added or modified by the author during the specification process with the help of a lexical editor -a software tool that guides the input of new words. Thus, by adding content words, the author creates her own application specific lexicon. In addition, the author can define synonyms for content words and acronyms or abbreviations for nouns.
Controlled Grammar
The controlled grammar defines the structure of simple PENG sentences and states how simple sentences can be joined into complex sentences by coordinators and subordinators. The grammar also specifies that simple sentences have a linear temporal order by default and that sentences can be interrelated in a well-defined way to build coherent texts. Simple PENG sentences have the following functional structure: This structure is subject to the following lexical and phraselevel restrictions: Determiner. Approved determiners and quantifiers are: all, every, some, a, the, no. The textual occurrence of a quantifier in a sentence opens its scope that extends to the end of a sentence. All subsequent quantifiers are in the scope of the preceding quantifier but their order can be changed in a principled way (see Section 4).
Pre-nominal Modifier.
A pre-nominal modifier can only consist of one single adjective in the positive form. Adjectives can be used to give additional information about a person or an object, such as their appearance, color, size and other properties.
Nominal Head. The nominal head must be realized by a simple or complex noun, a proper noun or an expletive there. Nouns always need a determiner. Exceptions are nouns in non-specific noun phrases (e.g. Birds are animals).
Post-nominal Modifier. A post-nominal modifier can be realized by an of-phrase, a finite relative clause, or a non-compound name in appositive position that starts with a capital letter (e.g. A in the animal A).
Negation. Approved negative forms are do not, does not, is not, are not and their contracted forms. The scope of a verb phrase negation extends to the end of the sentence.
Verbal Head. Verbs are used in the simple present tense, the active voice, the indicative mood, and the third person singular (or plural). Verbs denote events or states. For the time being plural forms are only allowed in generic sentences or in existential and universal quantified noun phrases.
Complement. The copula be, transitive and ditransitive verbs can take one or more obligatory complements. Depending on the subcategorization frame of the verb, the complement can be realized in PENG either by a noun phrase, a prepositional phrase or an adjective phrase.
Adjunct. The adjunct position can be realized by an adverb or a prepositional phrase. These constituents always modify the verbal event or state. PENG distinguishes between phrasal-level and sentencelevel coordination and subordination.
Phrasal-level Coordination. The coordinators and and or can be used to join basic phrases of equal syntactic structure into complex phrases. Noun phrase coordination in subject position is currently not allowed in PENG.
Phrasal-level Subordination. The relative pronouns who, whom, which, and that introduce relative clauses that modify the immediately preceding noun. The zero relative pronoun (i.e. with no pronoun expressed) is not allowed in PENG.
Sentence-level Coordination. The coordinators and and or can be used to combine simple sentences.
Sentence-level Subordination. The subordinators before, after, while and if can be used to subordinate clauses and simple sentences.
To guarantee sufficient expressive power, PENG provides constructors for syntactic restructuring.
Constructors. The constructors for all and there (is a/are some) allow the authors to change the relative scope of quantifiers in the surface structure.
Writing a PENG Specification
In contrast to Attempto Controlled English [5] [9], the author does not need to know the grammar rules of the controlled language explicitly. PENG uses ECOLE, a lookahead text editor that indicates after each word form entered what kind of syntactic construction the author can use next. In this way, the author is guided and the cognitive burden to learn and remember the grammar rules of the controlled language disappears. From a broader theoretical perspective, this look-ahead technique does not only generate and guarantee well-formed expressions but also provides the necessary structural basis for the semantic interpretation of the controlled language in a completely compositional manner.
The look-ahead editor uses the grammatical rules of a phrase structure grammar and the information in a chart (produced by an incremental bottom-up chart parser) to display the grammatical restrictions in a convenient way (below displayed as subscripts in angel brackets). When the author starts typing the sentence Wolves are animals the following kind of categorial information is displayed:
This type of functionality is available in many modern software development environments for writing progam code. Note that the author needs only minimal linguistic knowledge to choose from these restrictions.
Interpreting a PENG Specification
To avoid ambiguity, PENG applies a set of interpretation principles such that each sentence can be parsed deterministically and one unambiguouse interpretation can be generated.
Anaphora Principle. In PENG only definite noun phrases can be used anaphorically. They always refer to the most recent accessible noun phrase that is suitable, i.e. that has the same nominal head, at least the same adjective, of-prepositional phrase or appositive name as the referring definite noun phrase. If no antecedent can be found, then the existence of the entity is presupposed. Proper nouns are accessible from anywhere in the text.
Modification Principle. In PENG prepositional phrases (except of-phrases) that are used as modifier relate to the closest preceding verb phrase and not to noun phrases (minimal attachment):
The wolf catches the bird in the garden .
A relative pronoun relates to the rightmost noun that immediately precedes the relative pronoun (right association):
The wolf catches the bird that is in the garden .
The look-ahead editor of PENG enforces these restrictions and makes the reading transparent by graphical means.
Distribution Principle. If the complement of a (negated) verb consists of a coordination of phrases, then the (negated) verb is distributed to each phrase.
The bird is yellow and green. The bird is yellow and [is] green.
The wolf does not eat a frog and a bird.
The wolf does not eat a frog and [does not eat] a bird.
In PENG the following elements can be distributed: copula, copula + not, finite full verb, does not + full verb, does not. Non-finite words (e.g. not alone) cannot be distributed.
Binding Principle. As in first-order predicate logic the binding principle controls which elements of a sentence belong closer together. The following hierarchy applies:
Negation Conjunction Disjunction Implication
The binding principle is only applied after the distribution principle.
Coordination Principle. By default a conjoined verb phrase belongs to the main clause and not to the relative sentence. For example, the following interpretation applies:
The wolf catches a bird that is yellow and eats a worm .
Scoping Principle.
In PENG the relative scope of a quantifier corresponds to its surface position. The scope opens at the textual position of the quantified noun phrase and extends to the end of the sentence. The constructors for every and there allow the authors to move quantified noun phrases to sentence initial position and give them a wide scope. For example, the sentence
A wolf eats every bird.
has to be rephrased to give the universal quantifier wide scope:
For every bird there is a wolf that eats the bird.
Temporal Ordering Principle. The textual order of verbs determines the default temporal order of the underlying eventualities. A temporal subordinator such as while or before can change the default order:
While the fox sleeps, the cat chases a bird.
Before the fox eats a bird, the fox chases a cat.
Since PENG sentences have a linear temporal order by default, the same effect for the second sentence can also be achieved by simply changing the order of the events:
The fox chases a cat and eats a bird. 
Schubert's Steamroller
Schubert's steamroller, reproduced below, is a wellknown specification problem for automated reasoning systems [10] . It is a logical puzzle stated in unrestricted English and normally needs first to be translated by hand into a formal language before its conclusion in sentence (7) 
Wolves do not like to eat foxes or grains, while birds like to eat caterpillars but not snails.
6. Caterpillars and snails like to eat some plants.
Therefore, there is an animal that likes to eat a graineating animal.
To test the coverage and the underlying formal properties of PENG, we rewrite this puzzle first in the controlled language, then translate the result automatically into FOL via dynamic discourse representation structures, and solve the puzzle by passing the FOL formulas to a standard theorem prover.
Sentence (1) of the puzzle is a complex sentence that consists of a generic clause and an existential clause separated by a comma. The generic information in the first clause is the result of a non-specific noun phrase where each noun refers to a type rather than to specific entities. Each type has the property of being an animal [11] . The existential information in the second clause after the comma is introduced by an existential construction and is expressed by a very complex anaphoric noun phrase some of each of them. In PENG we reduce the complexity of the entire sentence by distributing the information: Sentence (2) provides exactly the same kind of generic information as sentence (1) . The original sentence (2) mirrors our solution in (1'). Therefore, we write directly: Apart from negating the sentence, we have replaced the adjective grain-eating by the relative clause that eats all grains. We could do this automatically, if our controlled lexicon contains a meaning postulate of the following form:
A grain-eating animal is an animal that eats all grains.
Note that this meaning postulate is also written in PENG and therefore in principle automatically processable.
From PENG to FOL via DRS
The PENG version of Schubert's steamroller puzzle can be automatically translated into discourse representation structures (DRSs), the representations used in discourse representation theory [12] . DRSs make it possible to encode information contained in a multi-sentence discourse and to deal with phenomena such as anaphoric references and presuppositions. Each part of a PENG sentence contributes some logical conditions to the DRSs using the preceding textual information as context. Like paraphrases in PENG, DRSs are constructed during parsing. They have the following basic form
where X is a discourse referent (= entity) and C is a condition derived from the content words and prepositions. Function words (e.g. if, not, or, while) introduce complex DRSs.
The interpretation of Schubert's steamroller puzzle is done in an indirect way, namely with the help of a translation function that maps the DRS automatically into FOL formulas. This allows us to use OTTER, an automated theorem prover, to prove the consequence of the puzzle.
OTTER
OTTER is a resolution-style theorem-proving system designed for first-order logic with equality [13] . Otter has been used to answer many open questions in mathematics, logic, program verification, and circuit design. OTTER accepts the FOL formulas derived from the PENG specification via DRSs as input. It first generates clauses for these FOL formulas, then does a simple syntactic analysis, selects inference rules and strategies and solves the puzzle by proving sentence 7.
Conclusion
In this paper we presented PENG, a computer-processable controlled natural language that can be used to write precise and unambigous specifications. The restrictions of the controlled language allows authors to express specifications in a well-defined subset of natural language and to combine this with the precision of a formal specification language. The resulting specification in PENG looks seemingly informal but has the same formal properties as the underlying formal language. Our experiment shows that PENG is easy to write for non-linguists with the help of sophisticated look-ahead editor (in contrast to other controlled languages); easy to read for non-specialist (in contrast to formal languages); and easy to translate into FOL via discourse representation structures (in contrast to unrestricted natural language). The formal properties of PENG make it possible to use the language as a high-level interface to a standard theorem prover. PENG can be adapted for other purposes that require precise input, e.g. for writing definitions or meaning postulates, for knowledge acquisition, or even for teaching students logic.
