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We calculate the effect of impurities on the superconducting phase diagram of transition metal
dichalcogenide monolayers in the presence of an in-plane magnetic field. Due to strong intrinsic spin-
orbit coupling, the upper critical field greatly surpasses the Pauli limit at low temperatures. We
find that it is insensitive to intravalley scattering and, ultimately, limited by intervalley scattering.
Introduction.- Transition metal dichalcogenide
(TMDC) monolayers are recently discovered two-
dimensional (2D) semiconductors of the form MX2
(M=Mo, Nb, or W, and X=S, Se, or Te), with a hexag-
onal lattice structure similar to graphene, but with two
inequivalent sites in the unit cell [1, 2]. Like graphene,
these materials exhibit a valley degree of freedom and
have minima/maxima of conduction/valence bands
at the corners K and −K of the Brillouin zone [3].
Unlike graphene, however, the absence of inversion
symmetry allows for a large, direct band gap, making
them promising candidates for a new generation of
transistors [1, 4].
Due to the heavy constituent atoms, TMDC mono-
layers exhibit a very large intrinsic spin-orbit coupling
(SOC), often called Ising SOC [5], which acts as an effec-
tive Zeeman field perpendicular to the plane of the ma-
terial with opposite orientations in the two valleys [6–8].
As a consequence, a large valley-dependent spin-splitting
occurs in the valence band as well as in the conduction
band, though with a much smaller magnitude (due to the
predominant dx2−y2 ± idxy and dz2 orbital character of
carriers, respectively). Recent optical investigations have
confirmed that electrons from different valleys can be ex-
cited selectively with circularly polarized light [9, 10].
These properties open the door for novel applications in
spintronics and so-called valleytronics [8, 11].
The coupling between the spin and valley degrees of
freedom has remarkable repercussions for the supercon-
ducting properties that have been reported in these ma-
terials. In heavily n-doped ionic-gated MoS2 flakes, a
2D superconducting phase with a critical temperature Tc
around 10 K has been observed [12, 13]. Interestingly, the
in-plane upper critical field Hc2 reaches up to 60 T, thus
greatly surpassing the Pauli limit, HP =
√
2∆0/(gµB),
where ∆0 ' 1.76kBTc, µB is the Bohr magneton, and
g the g-factor. This is interpreted as a consequence of
the interplay of Ising SOC and the 2D nature of the
materials. Namely, in 2D materials the orbital pair-
breaking effect is largely suppressed for an in-plane mag-
netic field [14]. On the other hand, due to the Ising
SOC, the in-plane magnetic field is also not efficient for
breaking Cooper pairs by the paramagnetic effect, as they
are formed of electrons in opposite valleys with strongly
pinned out-of-plane spins. Related results have also been
reported in superconducting NbSe2 monolayers in the p-
doped regime [15]. Existing theories only considered the
clean case [12, 16] and do not describe all the experimen-
tal observations.
In this work, we establish the theory of the upper crit-
ical field for Ising superconductors at arbitrary disorder
strength, assuming a conventional s-wave Cooper pair-
ing. The enhancement of the in-plane upper critical field
above the Pauli limit is a general feature of supercon-
ductivity in the presence of SOC. It has been predicted
in disordered 2D superconductors with spin-orbit scat-
tering [17, 18] or Rashba SOC [19]. The latter has been
invoked to interpret recent experiments on oxide inter-
faces [20] and Pb monolayer films [21]. Ising SOC leads
to qualitatively different effects. Using a simple model,
we show that Ising superconductivity results in a much
larger enhancement and exhibits several new and inter-
esting properties. Namely, Hc2 diverges at low tempera-
ture – a phenomenon which is robust to intravalley scat-
tering. On the other hand, intervalley scattering provides
an effective spin-flip scattering mechanism and leads to
the saturation of Hc2, consistent with the experimental
findings. Furthermore, we show that, in contrast with
Rashba SOC [22], Ising SOC does not stabilize a spa-
tially non-uniform superconducting phase.
Understanding the role of impurities is important for
future applications of TMDCs and their incorporation
into van der Waals heterostructures [23]. The doping
techniques used to prepare the superconducting samples,
as well as the defects in the crystal lattice could be the
source of significant disorder. Recent weak localization
measurements in MoS2 monolayers suggest substantial
intervalley scattering, attributed to a high concentration
of sulfur vacancies in the monolayer [24]. Our result will
contribute to identifying the superconducting properties
of these materials in the presence of disorder and assess
their potential for applications such as in superconduct-
ing spintronics.
The model.- The Hamiltonian describing the normal
state of TMDC monolayers in the vicinity of the ±K
points in the presence of a parallel magnetic field is [7]
(we use units, where h¯ = kB = 1):
Hq = v(qxσxηz + qyσy) + Egσz
+[∆A(1 + σz) + ∆B(σz − 1)]szηz + hsx. (1)
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2Here, q = (qx, qy) is a small momentum measured from
±K, v is the velocity associated with the linearized ki-
netic dispersion, Eg is the difference in on-site energy
responsible for the opening of a band gap, and ∆A and
∆B are spin-splitting parameters on two different sub-
lattices. Furthermore, σx,y,z, sx,y,z, and ηx,y,z are Pauli
matrices acting in sublattice, spin, and valley spaces, re-
spectively, and the Zeeman energy h = 12gµBB is related
with the amplitude of the magnetic field and the in-plane
g-factor.
FIG. 1. Schematic representation of the conduction band
of TMDC monolayers in the vicinity of the corners of the
Brillouin zone as described by Eq. (2). The spin splitting in
the two valleys is opposite due to the so-called Ising SOC.
We proceed by projecting the Hamiltonian (1) to
the conduction band (n-doped regime). The spin-
independent part of the Hamiltonian (1) gives the
dominant contribution to the energy of the system
and has a simple spectrum ξq =
√
v2|q|2 + E2g . It
is diagonalized by the unitary transformation Uq =
exp[iαqσyηz] exp[iβqσzηz], with tan(2αq) = v|q|/Eg and
tan(2βq) = qy/qx. By assuming ξq  ∆A,∆B and by
projecting UqHqU†q onto the conduction band, we obtain
Hηq = ξq + η∆so(q)sz + hsx, (2)
where η = ±1 represents the valley index and ∆so(q) =
1/2[∆A −∆B + (∆A + ∆B)Eg/ξq] is an effective SOC
parameter [25]. A Hamiltonian similar to Eq. (2) with
ξq → −ξq holds in the valence band (p-doped regime).
Below, we will assume that the chemical potential µ
is sufficiently far above Eg [26] on the relevant en-
ergy scales determining the superconducting properties
(h,∆, T, · · ·  |µ − Eg|), so that ∆so can be taken as
a constant. The energy spectrum of Hamiltonian (3) is
illustrated in Fig. 1.
Superconductivity is described using a standard BCS
Hamiltonian, where the singlet pairing of electrons into
Cooper pairs is necessarily intervalley. The correspond-
ing mean-field Hamiltonian reads
HBCS =
∑
ηq
c†ηqHηqcηq + ∆
∑
ηq
c†ηq↑c
†
η¯q¯↓ + h.c., (3)
where cηq = (cηq↑, cηq↓)T is an annihilation operator for
spin-up and spin-down electrons, and ∆ is the supercon-
ducting order parameter. For compactness, we use the
abbreviations η¯ = −η and q¯ = −q. In the vicinity of the
second-order superconducting phase transition, ∆ solves
the linearized self-consistent gap equation
∆ =
λT
4
∑
η,q,|ω|<Ω
Tr[isyG+η¯q¯ω∆isyG−ηqω], (4)
where λ is the BCS pairing amplitude and Ω is a cut-off
frequency. The particle and hole Green’s functions are
given as G−ηqω = (iω−Hηq)−1 and G+ηqω = (−iω−HTηq)−1,
respectively, with Matsubara frequencies ω = (2n+1)piT ,
n ∈ Z, at temperature T .
Scattering potential.- The effect of impurities in 2D
hexagonal lattices was extensively studied in the case of
graphene [27, 28]. Here we study the dominant scat-
tering terms, namely spin-independent intra- and inter-
valley scattering, which may originate from long-range
Coulomb interactions or defects in the lattice. Their con-
tribution, expressed in the same basis as the normal state
Hamiltonian (1), reads
HD(q− q′) = V1(q− q′) +
∑
i=x,y
V2i(q− q′)ηi. (5)
The random disorder potentials are characterized by the
Gaussian correlators 〈Vα(q)Vβ(q¯′)〉 = w2αδα,βδq,q′ , where
α, β = 1, 2x, 2y, and the brackets denote disorder aver-
aging. The ratio w2i/w1 ∼ 1/(|K|2R2), which is related
with the range R of the potential created by a single
impurity, is typically small for remote impurities and of
order 1 for lattice defects.
Then, projecting the Hamiltonian UqHD(q− q′)U†q′
onto the conduction band, we find that Eq. (3) has to
be supplemented with the disorder term
HD =
∑
ηqq′
V1qq′c†ηqcηq′ + V2qq′c†ηqcη¯q′ + h.c., (6)
where V1qq′ = V1(q− q′) cos θ−θ′2 and V2qq′ =
[iV2x(q− q′) + V2y(q− q′)] sin θ+θ′2 with q(
′) =
|q(′)|(cos θ(′), sin θ(′)).
The disorder-averaged Green’s function can be calcu-
lated from the Dyson equation represented diagrammat-
ically in Fig. 2. That is, 〈G±ηqω〉 = (G±ηqω−1 − Σ±η )−1,
where the self-energy Σ±η is obtained using the self-
consistent Born approximation. As a result, we find
Σ±η = ∓i[1/(2τ1) + 1/(2τ2)]sgn(ω), where 1/τ1 = piνw21
and 1/τ2 = piν(w
2
2x + w
2
2y) are the intra- and intervalley
elastic scattering rates, respectively, ν = µ/(2piv2F ) is the
density of states per spin at the Fermi level, and vF is
the Fermi velocity.
Upper critical line.- The upper critical field hc2(T ) =
1
2gµBHc2(T ) can be calculated from the disorder-
averaged gap equation (4). This involves finding the av-
erages of the products of two Green’s functions, which
3FIG. 2. Diagrammatic representation of the Dyson equation
and the self-energy in the self-consistent Born approximation.
The thin arrow represents the “bare”, disorder-free Green’s
function G±η , while the thick arrow is the disorder-averaged
Green’s function 〈G±η 〉. The dashed and dot-dashed impurity
lines represent intra- and intervalley scattering events, respec-
tively.
we do in the standard ladder approximation, as shown
in Fig. 3(a). The first diagram represents the bare ver-
FIG. 3. (a) Diagrammatic representation of the disorder-
averaged self-consistency condition given by Eq. (4). (b)
Bethe-Salpeter equation for the renormalized vertex functions
Πss
′
η . For the definition of diagram elements, see Fig. 2. We
use the abbreviation s¯ = −s.
tex, while the second one is a ladder diagram, expressed
in terms of eight vertex functions Πss
′
η (4 combinations of
spin indices and 2 values of the valley index), which solve
coupled Bethe-Salpeter equations, see Fig. 3(b). Solv-
ing these equations yields a remarkably simple expres-
sion [29]:
ln
T
Tc
= 2piT
∑
ω>0
[
ω(ω + 1τ2 ) + ∆
2
so
(ω + 1τ2 )(ω
2 + h2c2 + ∆
2
so)− ∆
2
so
τ2
− 1
ω
]
,
(7)
where we used the standard BCS result Tc '
1.13Ωe−1/(λν). Note that Eq. (7) holds for arbitrary val-
ues of the intravalley scattering rate. Below we analyze
this equation, which is the main result of this Letter.
Without intervalley scattering.- In the absence of in-
tervalley scattering, 1/τ2 = 0, the critical line given by
Eq. (7) does not depend on disorder (Anderson theorem).
In that case, Eq. (7) can be alternatively expressed as
ln
Tc
T
=
h2c2
h2c2 + ∆
2
so
<
[
ψ
(
1
2
+
i
√
h2c2 + ∆
2
so
2piT
)
− ψ
(
1
2
)]
,
(8)
where ψ(z) is the digamma function. In this form, it
ressembles – and generalizes to arbitrary disorder – an
expression derived by Frigeri et al. [16] in the clean case.
It also reproduces the results of Ref. [12], where the
linearized gap equation was solved numerically in the
disorder-free case, using a complex multi-band model.
The result can be understood as follows. The ef-
fective magnetic field in the two valleys is given by
heffη = hex + η∆soez, where ei is a unit vector in the i-
direction. Electrons that are both aligned or anti-aligned
with their respective “local” field have the same energy
when their momenta are opposite and, thus, their contri-
bution to pairing is not affected by the field. As at finite
h the local fields are not along the same axis, however,
they enter the gap equation with a suppressed weight
∆2so/(h
2 + ∆2so), determined by the overlap of their spin
directions. If one electron is aligned whereas the other
electron is anti-aligned with their respective “local” field,
they have an energy difference of 2
√
h2 + ∆2so when their
momenta are opposite and, thus, their contribution to
pairing is suppressed by the field. Here the weight is
given as h2/(h2 +∆2so), which is what appears in Eq. (8).
Since intravalley scattering does not allow for spin flips,
it does not change the result.
FIG. 4. Upper critical field as a function of temperature
in the absence of intervalley scattering for different values of
Ising SOC, as described by Eq. (8). The plot on the right
shows the same result but with a different scale for the x-axis
to illustrate the logarithmic divergence at low temperature
when ∆so 6= 0.
As seen in Fig. 4, hc2 is enhanced in the presence of
spin-orbit coupling, especially at low temperatures. In
fact, it diverges in the zero-temperature limit for finite
∆so. Physically, this can be understood as a consequence
of the inability of the Zeeman field to completely align
the electron spins in the in-plane orientation, due to the
anti-parallel out-of-plane field provided by the Ising SOC.
For weak Ising SOC (∆so  ∆0), the critical curve
hc2(T ) significantly deviates from the conventional one
4FIG. 5. Upper critical field as a function of the temperature for various strengths of Ising SOC and intervalley scattering: (a)
∆so/Tc = 0.3, (b) ∆so/Tc = 3, and (c) ∆so/Tc = 12. The choice of parameters ∆so/Tc = 12 and 1/(τ2Tc)=1.5 [dashed line in
(c)] gives a good fit of the experimental data from Ref. [12] taking the g-factor to be g = 2.
only at very low temperature, where it diverges (in loga-
rithmic accuracy) as
hc2 ∝ ∆so
√
ln
Tc
T
for
T
Tc
 exp
(
−c ∆
2
0
∆2so
)
, (9)
where c is a constant of order 1. Close to Tc, one obtains
the standard result hc2 ≈ 2.16Tc
√
1− T/Tc.
In the more interesting case of large Ising SOC, ∆so 
∆0, Eq. (8) yields a logarithmic divergence starting at
higher temperatures,
hc2 ≈ ∆so
√
ln
Tc
T
/ ln
2∆so
∆0
for
T
Tc
 ∆0
∆so
.
(10)
Close to Tc, the critical field exhibits a standard square-
root dependence on temperature, but with an enhanced
prefactor,
hc2 ≈ ∆so 1√
ln 2∆so∆0
√
1− T
Tc
. (11)
With intervalley scattering.- At finite magnetic field,
intervalley scattering provides an effective spin-flip mech-
anism, since electrons scattered between two valleys
“feel” opposite values of the Ising SOC field. This pair-
breaking effect leads to a saturation of hc2 at zero tem-
perature, as illustrated in Fig. 5. For weak intervalley
disorder, 1/τ2  ∆0  ∆so, we estimate the zero-
temperature critical field as
hc2 ≈ ∆so
√
ln(∆0τ2)/ ln
2∆so
∆0
(12)
in logarithmic accuracy. In the vicinity of Tc, the criti-
cal line is still described by Eq. (11) in that parameter
regime.
On the other hand, the standard expression for the
second-order paramagnetically-limited critical line, given
by Eq. (8) at ∆so = 0, is recovered at large disorder
strength, 1/τ2  ∆2so/∆0. In this regime, electrons
are frequently scattered between two valleys and do not
“feel” the effect of valley-dependent Ising SOC anymore.
Nature of the transition.- In the absence of SOC,
the phase transition is a second-order transition into
a uniform superconducting state only at sufficiently
high temperature. A non-uniform (Fulde-Ferrell-Larkin-
Ovchinnikov, or FFLO) phase could possibly contribute
to the enhancement of hc2, as it was recently discussed
in clean bilayer TMDC superconductors [30]. In order
to study the nature of the transition in the clean case,
we generalize the expression for the gap equation (4)
by adding quadratic corrections in a finite modulation
wavevector and cubic corrections in the gap amplitude
∆ [29]. We find that both do not affect the transition
when ∆so >∼ ∆0. Moderate disorder is not expected to
change these conclusions [31].
Discussion and conclusion.- Experiments [12, 13, 15]
revealed superconductivity in TMDC well above the
Pauli limit. The measured fields remained, however, be-
low the values expected in the clean case with Ising SOC
only. In Ref. [12], Rashba SOC was considered as a pos-
sible mechanism for the suppression of hc2 at low tem-
perature. However, the model required an irrealistically
large amplitude for the Rashba SOC. Our work shows
that moderate intervalley scattering, which has already
been invoked in Ref. [24] in the normal state, could pro-
vide an alternative scenario for the saturation. The curve
corresponding to 1/(τ2Tc) = 1.5 shown in Fig. 5(c) gives
a good fit of the experimental data from Ref. [12] using
their estimate for ∆so/Tc.
In conclusion, we have studied the effect of disorder
on TMDC monolayer superconductors. We have pre-
dicted that the large enhancement of the upper critical
magnetic field is robust to intravalley scattering. Fur-
thermore, we have identified intervalley scattering as a
likely mechanism for the more moderate enhancement of
hc2 observed in experiment. Interestingly, TMDCs have
been identified as a possible platform for topological su-
perconductivity and Majorana fermions [5, 32] provided
that unconventional pairing takes place. The role of dis-
order within these scenarios can be investigated within
the theory frame provided by our work.
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1Supplemental Material for “Enhancement of the upper critical field
in disordered transition metal dichalcogenide monolayers”
This supplemental material contains technical details on the derivation and analysis of the upper critical field hc2
in transition metal dichalcogenide monolayers that were omitted in the main text.
In Sec. I, we provide more information on the evaluation of the equations shown in diagrammatic form in Fig. 3 in
the main text, used to obtain Eq. (7). In Sec. II, we provide the derivation of asymptotic formulas for the dependence
of hc2 on temperature T , when T → 0 and T → Tc, given by Eqs. (9)-(12) in the main text, and we compare them with
the numerical evaluation of hc2(T ). In Sec. III, we give evidence that the transition is indeed a second-order transition
into a homogeneous state, as assumed in the main text, if spin-orbit coupling is sufficiently large, ∆so >∼ 0.52∆0. In
particular, in the clean case, we rule out a possible spatially modulated (Fulde-Ferrell-Larkin-Ovchinnikov, or FFLO)
state as well as a first-order transition by generalizing the gap equation (4).
I. EVALUATION OF DIAGRAMS
In Fig. S1, we show the Feynman rules for the ladder diagrams used in the main text. The upper and lower
FIG. S1. Feynman rules. (a) Disorder-averaged Green’s function. (b) Impurity line for intravalley scattering. (c) Impurity
line for intervalley scattering. θ and θ′ are polar angles associated with the momenta before and after the scattering event, as
introduced in Eq. (6), and w22 = w
2
2x + w
2
2y.
branch in all the ladder diagrams represent the Green’s functions G+ and G−, respectively, and all internal momenta
(in-between scattering events) are integrated over.
The diagrams for the disorder-averaged self-consistent gap equation, Fig. 3(a) in the main text, translate to
1 =
λ
4
T
∫
d2 q
(2pi)2
∑
ηωss′s′′
s〈G+,ss′ηqω 〉〈G−,s¯s
′′
η¯q¯ω 〉
[
s′δs¯′s′′ + Πs
′s′′
η (θ)
]
. (S1)
We evaluate the integrals over the momenta using the residue theorem with the substitution
∫
d2q
(2pi)2 ≈ ν2pi
∫
dξq
∫
dθ,
valid in the regime of chemical potentials specified in the main text. In particular, we obtain
ν
∫
d ξq〈G+,s1s2ηqω 〉〈G−,s3s4η¯q¯ω 〉 =
piν sgn(ω)
2ω˜(ω˜2 + h2 + ∆2so)
[
h2(1− δs1s2)(1− δs3s4) + h(iω˜ − s3η∆so)(1− δs1s2)δs4s4 (S2)
−h(iω˜ − s1η∆so)δs1s2(1− δs3s4) + (2ω˜2 + h2 + ∆2soδs1s¯3 + s12iω˜η∆soδs1s3)δs1s2δs3s4
]
,
where we used the notation ω˜ = ω + 1/(2τ1) + 1/(2τ2).
We note that, in general, the renormalized vertex function Πη is dependent on the polar angle θ, due to the
anisotropy of the projected disorder potential, Eq. (6). The Πη are determined by a system of Bethe-Salpeter
equations [corresponding to diagrams in Fig. 3(b) in the main text]:
Πs1s2η (θ) =
∫
d2 q′
(2pi)2
∑
ss′
[
w21 cos
2
(
θ − θ′
2
)
〈G+,s1sηq′ω 〉〈G−,s2s
′
η¯q¯′ω 〉[sδs¯s′ + Πss
′
η (θ)]
+w22 sin
2
(
θ + θ′
2
)
〈G+,s1sη¯q¯′ω 〉〈G−,s2s
′
ηq′ω 〉[sδs¯s′ + Πss
′
η¯ (θ)]
]
. (S3)
We readily check that Πη(θ) is fully determined by its first harmonics in θ:
Πs1s2η (θ) = Π
s1s2
η0 + Π
s1s2
η1 cos θ + Π
s1s2
η2 sin θ. (S4)
Namely, by combining Eqs. (S4) and (S3), after integration over θ′, we verify that no higher harmonics are generated.
Furthermore, the equation for the constant part of the vertex functions Πη0 is decoupled from the angle-dependent
2parts Πη1 and Πη2. Replacing the Πη(θ) in Eq. (S1), we see that the angle-dependent contributions vanish after the
integration over momenta. Therefore, it is sufficient to compute only Πη0.
The eight different Πη0 are determined from the linear system of equations obtained after integrating (S3) over
angles:
Πs1s2η0 =
∫
d ξq′
2pi
∑
ss′
[
1
τ1
〈G+,s1sηq′ω 〉〈G−,s2s
′
η¯q¯′ω 〉[sδs¯s′ + Πss
′
η0 ] +
1
τ2
〈G+,s1sη¯q¯′ω 〉〈G−,s2s
′
ηq′ω 〉[sδs¯s′ + Πss
′
η¯0 ]
]
. (S5)
Inserting the vertex functions that solve Eq. (S5) into Eq. (S1) yields Eq. (7) in the main text.
II. LIMITING CASES
In the following, starting from the full expression for the critical curve hc2(T ), given by Eqs. (7) and (8) in the
main text, we derive simple analytical expressions in the zero-temperature limit as well as close to the transition
temperature Tc, for various strengths of the intervalley scattering rate. We compare them with the results of the
numerical calculations of hc2 for arbitrary disorder strength in the same temperature regimes.
A. Limit T → 0
In the absence of intervalley scattering, 1/τ2 = 0, the critical curve hc2(T ) is described by Eq. (8) in the main text.
At low temperatures, using the asymptotic behavior of the digamma function ψ(z) ≈ ln |z| for |z|  1, Eq. (8) in the
main text thus yields
ln
Tc
T
=
h2c2
ρ2
ln
4eγρ
2piT
, (S6)
where γ ≈ 0.577 and we introduced ρ =
√
h2c2 + ∆
2
so. In the limit T → 0, hc2 diverges, as illustrated in Fig. 4 in the
main text. Thus, we can approximate our results assuming hc2  ∆so,∆0. Then, Eq. (S6) yields
ln
2hc2
∆0
≈ ∆
2
so
h2c2
ln
Tc
T
. (S7)
In the limit of strong Ising SOC, ∆so  ∆0, the condition hc2  ∆so allows one to simplify Eq. (S7) in the
temperature regime T/Tc < ∆0/∆so to Eq. (10) in the main text, in logarithmic accuracy. In the limit of weak Ising
SOC, ∆so  ∆0, we see that the condition hc2  ∆0 is fulfilled for (∆so/∆0)2 ln(Tc/T )  1. Then, we are able to
give a rough estimate provided by Eq. (9) in the main text.
At weak disorder, 1/τ2  ∆so,∆0, the poles in the ω-dependent terms in Eq. (7) in the main text can be evaluated
perturbatively to yield:
ln
Tc
T
=
∆2so
ρ2
[
ψ
(
1
2
+
h2c2
2piτ2ρ2T
)
− ψ
(
1
2
)]
+
h2c2
ρ2
<
[
ψ
(
1
2
+
iρ
2piT
)
− ψ
(
1
2
)]
. (S8)
By comparing with Eq. (8) in the main text, we see that the main effect of weak intervalley scattering is to provide an
effective pair-breaking rate for pairs of electrons that are both aligned or anti-aligned with their respective local fields,
which yields an additional mechanism for the suppression of hc2. As a consequence, hc2 now saturates at T → 0.
Assuming 1/τ2  ∆0  ∆so such that hc2  ∆so still holds, we find from Eq. (S8) that
ln
2hc2
∆0
≈ ∆
2
so
h2c2
ln τ2hc2, (S9)
which evaluates to Eq. (12) in the main text, in logarithmic accuracy. For weak Ising SOC, 1τ2  ∆so  ∆0, similar
estimates for hc2 can be made up to a constant factor, in the same manner as in Eq. (9).
For large disorder strength, Eq. (7) in the main text evaluates to
ln
T
Tc
= 2piT
∑
ω>0
[
ω + τ2∆
2
so
ω2 + h2c2
− 1
ω
]
= <
[
ψ
(
1
2
)
− ψ
(
1
2
+
ihc2
2piT
)]
+
pi∆2soτ2
2hc2
tanh
hc2
2T
, (S10)
3FIG. S2. Behavior of the critical field hc2(T ) close to 0 and Tc as a function of disorder strength for various values of the
Ising SOC. We show numerical (solid lines) and approximate (dashed lines) results. (a) The critical fields hc2(0) at T = 0,
obtained from Eq. (S12) and from Eq. (12), calculated up to the second order in the logarithmic approximation. The black
dash-dotted line corresponds to the result in the absence of SOC, hc2 = ∆0/2. (b) Behavior of hc2 close to Tc: we plot
1/
√
C = [−(dh2c2(T )/dT )|Tc/Tc]1/2, obtained from Eq. (S14) and from Eq. (11). The black dash-dotted line corresponds to
1/
√
C = 2pi/
√
7ζ(3) ≈ 2.16 in the absence of SOC.
provided that only Matsubara frequencies ω <∼ hc2  1/τ2 contribute to the sum. At T → 0, Eq. (S10) simplifies to
ln
2hc2
∆0
=
pi∆2soτ2
2hc2
. (S11)
Thus, at large Ising SOC, ∆so  ∆0, we find the standard paramagnetic limit hc2 = ∆0/2 for the second-order phase
transition if 1/τ2  ∆2so/∆0. At weaker disorder, ∆so  1/τ2  ∆2so/∆0, we obtain hc2 = piτ2∆2so/[2 ln(τ2∆2so/∆0)].
Further decreasing disorder, the condition hc2  1/τ2 breaks down and Eq. (S10) cannot be used anymore.
To compare these results with the numerical evaluation of hc2(0), it is convenient to obtain the later from the
following equation:
ln
2hc2(0)
∆0
=
∫ ∞
0
dω
[
ω(ω + 1τ2 ) + ∆
2
so
(ω + 1τ2 )(ω
2 + h2c2 + ∆
2
so)− ∆
2
so
τ2
− ω
ω2 + h2c2
]
. (S12)
We plot hc2(0) obtained this way in Fig. S2(a) as a function of 1/τ2. We verify that Eq. (12) is in good agreement
with these results in the relevant parameter regime and that hc2(0) reaches ∆0/2 for strong disorder.
B. Limit T → Tc
Close to Tc, the critical field hc2 is small, and the assumptions ∆so  hc2 and ln TcT ≈ Tc−TTc hold. Expanding
Eq. (7) in the main text in this regime yields a square-root behavior
hc2 '
√
Tc(Tc − T )
C
(S13)
with
C = 2piT 3c
∑
ω>0
ω + 1τ2
ω2[ω(ω + 1τ2 ) + ∆
2
so]
(S14)
and ω = (2n + 1)piTc (n integer). Analyzing Eq. (S14) in various regimes, we find C = 7ζ(3)/4pi
2 at weak disorder
and weak Ising SOC, 1/τ2,∆so  ∆0, as well as at large disorder, 1/τ2  ∆2so/∆0  ∆so. Outside those ranges of
disorder, C is suppressed – and, thus, hc2 is enhanced. For instance, C = (Tc/∆so)
2 ln(2∆so/∆0) at weak disorder
and large Ising SOC, 1/τ2  ∆0  ∆so, and C = piTc/(4τ2∆2so) in an intermediate disorder range and at large Ising
SOC, ∆0  1/τ2,∆so  ∆2so/∆0.
We explore a wider window of disorder strengths numerically using Eq. (S14), as shown in Fig. S2. The results
match the approximate formulas close to Tc given above at weak and strong disorder.
4III. FFLO PHASE AND THE FIRST-ORDER PHASE TRANSITION
In the main text, we only considered the second-order transition into a homogeneous superconducting state. In
the following, we examine the conditions for realizing a FFLO phase and/or first-order phase transition in clean
Ising superconductors. We show that both are absent for ∆so >∼ 0.52∆0. We do not expect moderate disorder,
1/τ2  max(∆0,∆2so/∆0), to lead to a reappearance of the FFLO phase and/or first-order phase transition.
A. FFLO phase
In the FFLO phase, the superconductor is spatially modulated. At the second-order transition into that state, we
account for an exponentially modulated order parameter ∆(x) = ∆pe
ip.x, where p is the modulation wavevector, by
modifying the pairing term in the BCS Hamiltonian,
HFFLO =
∑
ηq
c†ηqHηqcηq + ∆p
∑
τq
c†τq+p/2↑c
†
τ¯ q¯+p/2↓ + h.c.. (S15)
Then, in the vicinity of the phase transition, the amplitude of the order parameter should solve the linearized self-
consistent gap equation
∆p =
λT
4
∑
η,q,|ω|<Ω
Tr[isyG+η¯q¯+p2 ω∆pisyG
−
ηq+p2 ω
]. (S16)
In order to consider the instability toward an FFLO state along the upper ciritcal line hc2(T ), we further assume that
the modulation wavevector is small, vF |p|  ∆0. The small momentum shift p/2 in the Green’s functions can be
accounted for by shifting the energy ξq+p2 ≈ ξq + vFp.qˆ/2, where we introduced qˆ = q/|q|. Then, integration over
the momenta can be carried out using the results given in Eq. (S2) by taking ω˜ → ω− ivFp.qˆ/2. After summing over
Matsubara frequencies, we obtain
ln
T
Tc
=
∫
dθ
2pi
<
{
∆2so
ρ2
[
ψ
(
1
2
)
− ψ
(
1
2
− ivFp.qˆ
4piT
)]
+
h2c2
ρ2
[
ψ
(
1
2
)
− ψ
(
1
2
+
2iρ− ivFp.qˆ
4piT
)]}
. (S17)
Expanding the above expression in small p and integrating over angles yields
ln
T
Tc
= −h
2
c2
ρ2
<
[
ψ
(
1
2
+
iρ
2piT
)
− ψ
(
1
2
)]
+
v2F |p|2T 2c
16pi2h2c2T
2
F1(T,∆so), (S18)
where
F1(T,∆so) = −
(
hc2
Tc
)2{
ψ(2)
(
1
2
)
+
h2c2
ρ2
<
[
ψ(2)
(
1
2
+
iρ
2piT
)
− ψ(2)
(
1
2
)]}
. (S19)
Here, ψ(2)(z) is the second derivative of the digamma function.
The last term in Eq. (S18) is the correction to the result in the uniform case, Eq. (8), due to the modulation. The
instability toward the FFLO state is determined by the sign of F1 along the line hc2(T ) for the uniform state. Namely,
if F1 > 0 (resp. F1 < 0), hc2 decreases (resp. increases) when the order parameter is modulated.
We evaluate F1 along the upper critical line derived for the uniform state in Fig. S3(a). At ∆so = 0, F1 changes
sign at T ∗ = 0.56Tc, signaling a transition into the FFLO state below that temperature. At small ∆so, we find that
F1 changes sign at two temperatures T
∗
1 and T
∗
2 , with T
∗
1 < T < T
∗
2 . The range of temperatures T
∗
1 < T < T
∗
2 ,
where the FFLO state can be expected shrinks as ∆so increases, and it eventually disappears at ∆so >∼ 0.30∆0, thus
excluding the possibility of an FFLO phase at larger ∆so.
B. First-order phase transition
In order to study the possibility of a first-order phase transition, the linearized self-consistency equation is not
sufficient and we need to include higher order terms in ∆. Thus, we write the self-consistent gap equation for the
uniform phase [described by Eq. (3)] up to third order in ∆,
∆ =
λT
4
∑
η,q,|ω|<Ω
Tr[isyG+η¯q¯ω∆isyG−ηqω + isyG+η¯q¯ω∆isyG−ηqω∆isyG+η¯q¯ω∆isyG−ηqω]. (S20)
5FIG. S3. Temperature-dependence of F1/2(T,∆so) for various values of the Ising SOC. (a) FFLO: F1(T,∆so) defined in
Eq. (S19), evaluated along the upper critical line in the uniform state. The dashed black line corresponds to the critical value of
the Ising SOC, ∆FFLOso = 0.53Tc ' 0.30∆0, above which the function F1 remains positive for all temperatures. (b) First order
phase transition: F2(T,∆so) defined in Eq. (S22), evaluated along the upper critical line in the uniform state. The dashed black
line corresponds to the critical value of Ising SOC ∆1→2so = 0.92Tc ' 0.52∆0, above which the function F2 remains positive for
all temperatures.
After evaluating the integrals over the products of four Green’s functions using the residue theorem [in a similar
fashion as in Eq. (S2)], and summing over Matsubara frequencies, we obtain
ln
T
Tc
= −h
2
c2
ρ2
<
[
ψ
(
1
2
+
iρ
2piT
)
− ψ
(
1
2
)]
+
∆2T 4c
16pih4csT
2
F2(T,∆so), (S21)
where
F2(T,∆so) =
4h4c2
piT 4c
(2piT )3
∑
ω>0
(∆2so + ω
2)[h2c2(∆
2
so − 3ω2) + (∆2so + ω2)2]
ω3(h2c2 + ∆
2
so + ω
2)3
. (S22)
The last term in Eq. (S21) is the correction to the linearized gap equation (8) due to a finite amplitude of the order
parameter in the vicinity of the transition. The order of the transition is determined by the sign of F2 along the
second-order transition line hc2(T ). Namely, if F2 > 0 (resp. F2 < 0), the transition remains second-order (resp. a
change of the order of the transition occurs).
At ∆so = 0, we find that F2 = (hc2/Tc)
2F1. Thus, the sign change occurs at the same temperature and, as a
consequence, for T < T ∗ = 0.56Tc the transition into the FFLO state is in competition with a first-order transition.
At finite ∆so, we evaluate F2 along the upper critical line derived for the uniform state in Fig. S3(b). We find that
its temperature dependence is qualitatively similar to, though quantitatively different from F1. Thus, a change of
the transition order may occur in a finite temperature range, if Ising SOC is weak. On the other hand, F2 remains
positive at all temperatures if ∆so >∼ 0.52∆0, and therefore the transition remains a second-order transition at larger
Ising SOC.
