Recently, a new approach for solving the discrete problems, generated by the application of block implicit methods for the numerical solution of initial value problems for ODEs, has been devised [L. Brugnano 
Introduction
It is widely known that the use of implicit numerical methods is customary when solving stiff initial value problems for ODEs, y = f (t, y), t ∈ [t 0 , T ], y(t 0 ) = y 0 ∈ R m .
Indeed, the use of explicit methods is avoided because of their poor stability properties. Moreover, usual linear multistep formulae (LMF), when used as initial value methods, do not permit the use of high order formulae, due to the well-known second Dahlquist barrier. As a consequence, the use of block implicit methods [6, 9, 20] is often considered. Such methods generate, at each step of numerical integration, a discrete problem in the form A ⊗ I m y n − h n B ⊗ I m f n = n , n = 0, 1, . . . .
In the previous formula, I m denotes the identity matrix of size m, the matrices A, B ∈ R r×r define the method, h n is the current stepsize, the block vectors contain the discrete solution, and the vector n only depends on already known quantities. Hereafter, the two matrices A and B are assumed to be nonsingular, so that the method is implicit. Methods falling in this category are the majority of implicit Runge-Kutta methods, a number of general linear methods [11, 14, 15] , and, more recently, block boundary value methods (BVMs) [8] .
The key problem, when using methods in the form (2) , is that, at each step of numerical integration, one has to solve a (generally nonlinear) system of rm algebraic equations, in order to compute the discrete (local) solution y n . Straightforward application of the simplified Newton iteration would require the factorization of the rm × rm matrix A ⊗ I m − h n B ⊗ J n , where J n denotes the Jacobian matrix of f (t, y) evaluated at the last recently known point. The cost for this is usually too high for this approach to be of practical interest. Consequently, many attempts have been made, across the years, in order to get rid of this drawback. The first successful approach is due to Butcher [10] , consisting, in this setting, in having the two matrices A and B essentially diagonalized by the same similarity transformation. By neglecting, for the sake of simplicity, the cost for functional evaluations (which are very problem dependent), such an approach reduces the complexity of the problem from O ((rm) 3 ) to O(rm 3 ) flops (where, as usual, we count one of the basic algebraic binary operations as one flop), and it is successfully implemented in the computational codes RADAU5 and RADAU [15] . An alternative approach consists in defining suitable linear and/or nonlinear splittings [1, 16, 17] , i.e., in looking for suitably simple structured matrices A * and B * , thus solving the sequence of simpler problems
with an obvious meaning of the used notation. Nevertheless, appropriate convergence properties are required for the iteration (3), in order not to introduce step limitations not due to the stability properties of the method (see also the next section). This approach, which has very good potentialities (a reduction of the complexity to O(m 3 ) flops is, in principle, the target), is successfully implemented in the computational code GAM [18] . However, it is definitely not an easy task to derive suitably simple splitting matrices A * and B * defining corresponding iterations having satisfactorily convergence properties. This task has been recently made much simpler by introducing the blended implementation of the block implicit method (2) (we also speak about a blended implicit method, in such a case). The basic idea, on which such schemes rely, consists in deriving a numerical method as the combination (blending) of two suitable component methods. This approach, at first defined for block BVMs [5] , has then been deepened in [6, 9] , thus leading to the release of the code BiM [7] , which is based on blended implicit methods. In this paper we extend this approach, defined for solving problem (1) , to the case of linearly implicit DAE problems, that is, problems in the more general form
where the mass matrix K ∈ R m×m may be singular. Such problems, indeed, are of great importance in the applications (see, e.g., [4, 13] ). For the eventual computation of y 0 , we refer, for example, to [2] [3] [4] 19] . The paper is organized as follows: in Section 2 the main facts about blended implicit methods are recalled for completeness and later reference; the extension of the approach to DAE problems is then described in Section 3; some numerical tests, obtained by using a modification of the code BiM, are reported in Section 4; finally, some concluding remarks are reported in Section 5.
Blended implicit methods
In order to conveniently introduce blended implicit methods, and to carry out a corresponding linear convergence analysis (according to [16, 17] ), it is customary to consider the application of the block method (2) to the usual test equation
Moreover, for sake of simplicity, let us consider the very first application of the method, since the same arguments apply to each subsequent step of integration. This allows us to avoid, hereafter, the subscript n denoting the integration step. As a consequence, the discrete problem generated by the application of method (2) to problem (5) results in the following system of linear equations,
where, as usual, we have set q =h . We shall here consider the so-called type 1 methods as described in [6] , which are the methods implemented in the code BiM [7] . In more detail, we observe that the nonsingularity of both matrices A and B implies that the discrete problem (6) is equivalent to the following two equations, where C = A −1 B, > 0, and I is the r × r identity matrix,
Let us now introduce the weighting function
We observe that:
We then define the blended implicit method based on the block method (2) as the method generating the following discrete problem:
where
which is still equivalent to (6) . We observe that
This naturally induces the splitting matrix
since it coincides with M(q) at q = 0 and at ∞, and the corresponding blended iteration associated with the blended method (10) ,
The iteration will be convergent if and only if the spectral radius, say (q), of the iteration matrix,
is not larger than 1. From the previous arguments,
for any choice of > 0. According to [16, 17] , and by using the maximum modulus principle, the iteration (12) is said to be L-convergent if the maximum amplification factor, * = max
is smaller than 1, where, as usual, i denotes the imaginary unit. It is worth emphasizing that an L-convergent iteration is highly desirable, if the underlying block method is L-stable: conversely, step limitations, not due to the stability properties of the method, could result from requiring the convergence of the iteration (12). In the above definition (13), the subscript does denote the dependence of this factor from the choice of the positive parameter . For the methods implemented in the code BiM, and more in general for all block methods such that:
• the ith equation of the discrete problem is defined by a r-step LMF of order (at least) r,
• the spectrum of the matrix C =A −1 B coincides (up to a variable scaling) with the reciprocal polynomial at the denominator of the (s, r) Padé approximation to the exponential, s = r − 2, r − 1, r, the following result holds true [6] .
Theorem 1. The choice
minimizes the value of the maximum amplification factor (13).
In particular, for all practical values of r one obtains L-convergent iterations, which are associated to corresponding L-stable methods, when s < r. By the way, we observe that Theorem 1 applies to Runge-Kutta Radau IIA methods.
We end this section by observing that, when the blended method is applied to the more general problem (1), then the iteration (10)- (12) becomes
where by setting J the Jacobian of f (t, y) evaluated at (t 0 , y 0 ),
As a consequence, if iterations are required to obtain convergence, the overall leading cost, to carry out the iteration (14), amounts to:
• r function evaluations, and • 2r system solvings with the factors of .
For more details, we refer to [7] . An additional, remarkable, feature of the iteration (14)- (15) is the block diagonal structure of the splitting matrix N.
For later reference, we observe that, in the case of the linear ODE
the iteration (14) induces the iteration matrix
for which the previous linear convergence analysis, summarized by the result of Theorem 1, applies.
Extension to DAE problems
We now extend blended implicit methods for solving DAE problems in the form (4). Since we are interested in a linear analysis of convergence for the blended iteration, we confine ourselves to the case of linear equations in the form
where K and J are constant matrices and g(t) is a vector valued function. The following notions (see, for example, [4, 13] ) are briefly recalled, for the sake of completeness. First of all, the matrix pencil
is associated with Eq. (17) . The pencil is said to be regular if its determinant is not identically 0, as a function of . Moreover, Eq. (17) is solvable if and only if the pencil (18) is regular. This will be, therefore, assumed in the sequel. In such a case, the pencil (18) can be cast into its Kronecker canonical form,
where P and Q are nonsingular m×m matrices, d +a =m, I d and I a are the identity matrices of dimension d and a, respectively, G ∈ R d×d , and,
Consequently,
where the integer
is known as the index (of nilpotency) of the DAE. It is also very well known that the higher the index, the more difficult the problem.
By means of the Kronecker normal form (19) , the problem decouples as follows:
With this premise and notations, let us generalize the blended iteration (9)- (12), (14)- (15) for solving the DAE (17) . The only differences with what were seen in Section 2 amount to the weighting function,
and the splitting matrix,
in place of (15) . We observe that we get exactly the formulae previously seen in Section 2, in the case K = I m , i.e., when (17) reduces to an ODE. Because of (17), (24)- (25), the blended iteration (14) now becomes,
The corresponding iteration matrix is then given by
Let now denote byẐ the matrix obtained from Z with the following formal substitutions (see (19) and (24)-(25)):
The following result then holds true.
Proof. Let us consider the Kronecker normal form (19) and definê
Moreover, one verifies that:
Thus, by substituting in the corresponding formula (27)-(28) forẐ, we obtain:
Consequently, we can prove the following result.
Lemma 2. The iteration matrix Z corresponding to (26) is similar to a block diagonal matrix,
where see (19) - (23),
Proof. Let define the odd-even block permutation matrix,
From (30), one then obtains that Z ∼ Ẑ T . The latter is a 2 × 2 block diagonal matrix in the form (31), with the diagonal blocks given by (see (24)- (25) and (29))
Let us prove that Z a is given by (33). A similar proof holds for (32). One has
Remark 1.
From the previous two lemmas, we obtain that the iteration matrix Z of the blended iteration (26) is similar to a matrix made up of two "pieces":
• one piece corresponding to the ODE in (23), i.e., Z d ,
• the other corresponding to the normalized DAE in the same equation, i.e., Z a .
It is evident that for Z d (compare (32) with (16)) the result of Theorem 1 applies. On the other hand, for Z a the following result holds true.
Theorem 2. The matrix Z a is nilpotent of index .

Proof. Obvious from (33), by taking into account (21)-(22).
Remark 2. The previous statements imply that the convergence properties of the blended iteration (26) are essentially unaffected by the algebraic part of the problem. In fact, they depend only on the differential part Z d , provided that at least iterations are carried out, if (see (22)) is the index of the DAE.
Numerical tests
The previous analysis has lead to the development of a preliminary release of the code BiM [7] , extended to handle the numerical solution of DAE problems. The code, implementing a variable order-variable stepsize blended implicit method, has been modified, according to what was seen in Section 3, in order to allow the integration of problems in the form (4) of index up to 3. In the current version, only the methods of order 4-6-8-10 are considered in the variable order implementation (see [7, 20] , for details on the methods implemented in the code BiM). Indeed, the use of higher order methods needs to address a few side problems: this research is still in progress. We shall refer to this new version of the code as BiMD. At the moment, the calling interface of the code BiMD is similar to that of most of the existing codes: it requires the variables to be sorted by increasing index [13] as, for example, for problems in Hessemberg form [4] .
In this section we report a few numerical test comparing the code BiMD with the codes DASSL [4] , GAMD [18] , MEBDFDAE and MEBDFI [12] , RADAU and RADAU5 [15] , on a few test problems taken from the release 2. v.9.1, with the same optimization options, -O5 -qstrict, used for all the codes. The considered problems are:
• Chemical Akzo Nobel problem (index 1 DAE of dimension 6),
• Transistor amplifier (index 1 DAE of dimension 8),
• Fekete problem (index 2 DAE of dimension 160),
• Water tube system (index 2 DAE of dimension 49),
• Car axis problem (index 3 DAE of dimension 10),
• Andrews' squeezing mechanism (index 3 DAE of dimension 27).
The obtained results are summarized by corresponding work precision diagrams, plotted in Figs. 1-3 . According to the standards of the Test Set (see [21] ), the diagrams with respect to the mescd (mixed error significant correct digits) are plotted for each problem:
In the previous formula, y is the vector with the computed solution at the end of the integration interval and y ref is the vector containing the corresponding reference solution; | · | and ./ denote the componentwise absolute value and ratio, respectively; finally, atol and rtol are the absolute and relative input tolerances, respectively. All codes are compared on each test problem, with the only exception of DASSL, which is used only on index 1 DAEs. For each problem, the following parameters have been used,
where atol and rtol are the tolerances above specified, and h0 is the initial stepsize (not required for DASSL). The specific values of the parameters , , m * are listed in Table 1 , for all considered problems. A number of failed runs occurred for obtaining the data for the work precision diagrams: they are summarized in Table 2 , where, for each problem, the codes and the corresponding values of m are listed. Finally, in Tables 3 and 4 some statistics for each problem are listed (scd denotes the computed significant correct digits [21] ). From the numerical tests, it seems that the new, preliminary, version of the code BiMD has a comparable performance with the existing codes; moreover, it appears to be slightly more robust (see Table 2 ).
Conclusions and future developments
In this paper we derived an extension of blended implicit methods, formerly defined for the efficient solution of stiff ODE-IVPs, for the numerical solution of DAE problems. Such methods have been recently introduced, in order to provide a discrete problem for which an efficient nonlinear splitting is readily available for its solution. The main goal of the paper has then been the generalization of this "mathematical technology" for handling linearly implicit DAE problems.
The generalization of the methods turns out to be very straightforward and, more than this, the corresponding blended iteration appears to be essentially unaffected by the algebraic part of the equation. This conclusion has been obtained by considering a linear analysis of convergence using linearly implicit DAEs in the form (17) , with constant matrices K and J. This linear analysis of convergence naturally generalizes the corresponding analysis carried out in [6] for the ODE case.
The modified blended implicit methods have been used to obtain a preliminary release of the code BiM, called BiMD. Numerical tests carried out on test problems taken from the Test Set for IVP Solvers [21] , show the potentialities of the new code, which well compares with some of the best codes currently available for the numerical solution of DAE problems. Moreover, it appears to be one of the more robust, among such codes. 
