StatiSticS
The power of a statistical test is defined as the probability of rejecting the null hypothesis, when the alternative hypothesis is actually true. As an example, suppose we are interested in testing the mean cholesterol levels between males and females. The null hypothesis would be that the means are equal, and the alternative hypothesis would be formulated to indicate that they are not. Consequently, we want power to be large, and traditionally a value of 80% is often used in most medical studies. Power is closely related to type 2 error, with power=1-prob(type 2 error). Hence, when one defines power to be 90% for a particular statistical test, there is a 10% chance of a type 2 error occurring i.e. the probability of rejecting the alternative hypothesis when it is true is 0.1. Power also increases when the type 1 error (or level of significance) is increased. Other factors kept fixed, there is a trade-off between type 1 error and type 2 error. Eighty per cent power with 5% level of significance would mean a type 2 error (20%) which is 4 times the type 1 error (5%).
In general, the power of a study increases as: (1) there is less variability in the outcome variable; (2) the level of significance is larger; (3) the minimum clinically important difference to detect is larger; and (4) the study is one-tailed rather than two-tailed 1 . Consequently, the power of a test is closely related to the sample size, with larger studies having greater power to show statistically significant results. If very few patients are recruited, there could be a possibility of the study being under-powered to detect any meaningful effect size. If too many patients are recruited, the study can be over-powered, and this can result in wastage in time and money, as well as put additional patients in the study at potential risk. For this reason, increasingly, journals and funding authorities often require authors to report sample size/power calculations before submission of manuscripts/proposals. Consider the following demonstration (see table 1), where survival at 5 years is studied between 2 groups. With a sample size of 20, the study is clearly underpowered to detect an absolute difference of 20% in survival. When the study size is increased 10-fold, there is a statistically significant result, and when sample size is increased another 10-fold, the study clearly becomes over-powered.
Similar statistical procedures to test a particular hypothesis can also have different power to detect a significant difference. For instance, the non-parametric equivalent of the independent student t-test, which is the Mann-Whitney test, may appear more appealing, as it is not bound by distributional assumptions such as normality of the distribution of the data. However, all things being equal, the Mann-Whitney test is likely to give a more conservative (i.e. larger) p-value as compared to the independent t-test. The power of a test is usually determined prospectively or a-priori to statistical testing, and this is through sample size calculations.
Consider a simple example of a two-arm randomised controlled trial comparing drug "X" with placebo among asthma patients. The main outcome measure is re-admission to hospital within 30 days. Suppose that the investigators wanted the study to be 80% powered to detect at least a 5% absolute reduction in re-admission rates from the current 20% (i.e. 20% among placebo versus 15% among drug "X"). Assuming that level of significance is set at 5% and there are no drop- Power is sometimes determined after a study is conducted. This is usually at the request of a journal reviewer in the absence of statistical significance, but when large effect sizes are seen in the study. Effect sizes vary according to the hypotheses being tested, but include differences in means or proportions, correlation coefficients, as well as epidemiological measures such as relative risks and odds ratios. There are various software available to researchers for this purpose (see web links below). Power/sample size calculations are usually performed by trained biostatisticians, who are well-versed with the theory behind the power calculations.
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