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POISSON GEOMETRY OF SL(3,C)-CHARACTER VARIETIES
RELATIVE TO A SURFACE WITH BOUNDARY
SEAN LAWTON
Abstract. The SL(3,C)-representation variety R of a free group Fr arises nat-
urally by considering surface group representations for a surface with boundary.
There is a SL(3,C)-action on the coordinate ring of R by conjugation. The
geometric points of the subring of invariants of this action is an affine variety
X. The points of X parametrize isomorphism classes of completely reducible
representations. We show the coordinate ring C[X] is a complex Poisson alge-
bra with respect to a presentation of Fr imposed by the surface. Lastly, we
work out the bracket on all generators when the surface is a three-holed sphere
or a one-holed torus.
1. Introduction
Surface group representations arise naturally in many contexts: moduli of geo-
metric structures on surfaces [G1, G2], knot and link invariants [Si], spin networks
[LP], and moduli of flat principal bundles over a surface [GM, GHJW]. For sur-
faces with non-empty boundary and representations of their fundamental groups
into subvarieties of GLm, the space of representations is an affine variety. The mod-
uli of conjugacy classes of these representations (the categorical quotient) is likewise
an affine variety. The algebraic structure of these varieties cannot alone distinguish
the moduli for differing surfaces with the same Euler characteristic. However, there
is additional structure making the moduli a Poisson variety. This additional struc-
ture distinguishes the moduli of surface group representations for surfaces with like
Euler characteristic which are not homeomorphic. We demonstrate this for surfaces
with χ = −1. In general, if two non-homeomorphic surfaces have the same Euler
characteristic then they cannot have the same number of boundary components,
and we will show that the boundary distinguishes the Poisson structure.
There has been much work in this area in recent years. A brief, albeit incomplete,
history is in order. In the early 1980’s, Goldman and Wolpert showed that there
is a natural symplectic geometry on the space of surface group representations
for a surface without boundary [G4, W]. In Goldman’s paper he proves that the
symplectic form is closed using the infinite dimensional space of all connections
on a principal bundle over the surface. This prompted Karshon in 1992 [Ka] to
introduce an algebraic proof that the 2-form is closed. Then in 1997 the first
proof that Goldman’s 2-form extended to surfaces with boundary was published by
Guruprasad, Huebschmann, Jeffrey, and Weinstein [GHJW] which built on work
that each had done previously. This 2-form was also derived by Kim [Ki] in 1999 in
the context of convex projective structures. However, the moduli of surface group
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representations is not symplectic when the surface has non-empty boundary. It is
foliated by symplectic subspaces and so is a Poisson variety. In 1986, following his
previous work for closed surfaces, Goldman [G5] described the Poisson bracket on
the moduli in terms of intersections of cycles in homology. This work was later
generalized by Chas and Sullivan in [CS]. Although it is reasonable to suppose
Goldman’s formula remains valid for surfaces with boundary, no proof exists in
the literature. Moreover, the particular form of the Poisson structures is largely
unexplored, as is the relationship between differing structures on the same variety.
The only work to date exploring these structures directly is [G3, G6] in the case of
SL(2,C) representations.
This paper is organized as follows. In Section 2 we introduce representation
and character varieties (the moduli of representations) and review some of their
properties. In Section 3 we show the moduli is symplectically foliated using the
important work of [GHJW]. In Section 4 we recall Goldman’s bracket formula and
prove that his formulation extends to surfaces with boundary. Before computing
the first known examples of SL(3,C) Poisson brackets, we review in Section 5 the
structure of the character variety for Euler characteristic -1 surfaces, the only non-
trivial case known (see [L]). Then, in Sections 6 and 7 we come to the main theorems
of this paper. We explicitly derive the Poisson structures for the three-holed sphere
and the one-holed torus, and discuss symmetries in their formulations coming from
the outer automorphisms of the surface group.
In particular, we show that with respect to certain symmetry operators coming
from the forementioned outer automorphisms the Poisson bi-vector field for the
three-holed sphere is given by:
a4,−4
∂
∂t(4)
∧
∂
∂t(−4)
+ (1− i)
(
a4,5
∂
∂t(4)
∧
∂
∂t(5)
)
whereas the bi-vector for the one-holed torus is given by:
Σ1
(
a1,2
∂
∂t(1)
∧
∂
∂t(2)
)
+Σ2
(
a3,4
∂
∂t(3)
∧
∂
∂t(4)
)
+
1
2
Σ1Σ2
(
a1,3
∂
∂t(1)
∧
∂
∂t(3)
+ a1,−3
∂
∂t(1)
∧
∂
∂t(−3)
)
,
despite the fact that both are identical as varieties. In each expression ai,j are
polynomials explicitly derived in Sections 6 and 7.
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work. Additionally, he thanks Hans Boden, Carlos Florentino, and Elisha Peterson
for fruitful conversations. Lastly, we thank the referee whose comments helped
make this paper more readable and well organized.
2. Representation & Character Varieties of a Free Group
2.1. Definition and Properties. Let Fr be a rank r free group generated by
{x1, ..., xr}, and let G be the linear algebraic group SL(m,C). The map
Hom(Fr,G) −→ G
×r
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defined by sending
ρ 7→ (ρ(x1), ρ(x2), ..., ρ(xr))
is a bijection. Since G×r is the r-fold product of irreducible algebraic sets, G×r ∼=
Hom(Fr,G) is an affine variety. Moreover, since the product of smooth varieties
over C is smooth, Hom(Fr,G) is non-singular. As such we denote Hom(Fr,G) by
R and refer to it as the G-representation variety of Fr.
Let C[R] be the coordinate ring of R. Our preceding remarks imply C[R] ∼=
C[G]⊗r. For 1 ≤ k ≤ r, define a generic matrix from the complex polynomial ring
in m2r indeterminates by
Xk =


xk11 x
k
12 · · · x
k
1m
xk21 x
k
22 · · · x
k
2m
...
...
. . .
...
xkm1 x
k
m2 · · · x
k
mm

 .
Let ∆ be the ideal of relations defining R in C[xkij | 1 ≤ i, j ≤ m
2, 1 ≤ k ≤ r].
Therefore, ∆ = (det(Xk)− 1 | 1 ≤ k ≤ r), and
C[R] = C[xkij | 1 ≤ i, j ≤ m
2, 1 ≤ k ≤ r]/∆.
Let (X1,X2, ...,Xr) be an r-tuple of generic matrices. An element f ∈ C[R] is
a function defined in terms of such r-tuples (unique up to an element in ∆). There
is a G-action on C[R] given by diagonal conjugation. Precisely, for g ∈ G
g · f(X1,X2, ...,Xr) = f(g
−1X1g, ..., g
−1Xrg).
We note that this is well defined since the generators of ∆ are invariant under this
action.
A linear algebraic group G is called geometrically reductive if for any rational
representation G→ GLm and any nonzero invariant v there exists an invariant ho-
mogeneous polynomial f so f(v) 6= 0. It is a fact, proved by M. Nagata, that if G is
a geometrically reductive group acting rationally on an affine variety Specmax(A),
then AG is finitely generated. The “unitary trick” implies that SL(m,C) is geomet-
rically reductive, and so the subring of invariants C[R]G of the conjugation action
defined above is a finitely generated C-algebra (see [D, P1, R]).
The character variety
X = Specmax(C[R]
G)
is the irreducible algebraic set whose coordinate ring is the ring of invariants.
Therefore, C[X] includes all polynomial maps of the form tr (Xi1Xi2 · · ·Xik ) , where
1 ≤ ij ≤ r. However, it is a consequence of results of Procesi [P1] that all elements
of the ring of invariants are polynomials in these functions. For G = SL(m,C), the
maximal value of k necessary in the expression tr (Xi1Xi2 · · ·Xik) is known to be
between m(m + 1)/2 and m2; and for m = 1, 2, 3, 4 it is known to be equal to the
lower bound (see [DF]).
For r > 1, the Krull dimension of X is (m2 − 1)(r − 1) since generic elements
have zero dimensional isotropy (see [D], page 98).
There is a regular map R
pi
→ X which factors through R/G: let m be a maximal
ideal corresponding to a point in R, then the composite isomorphism C→ C[R]→
C[R]/m implies that the composite map C → C[R]G → C[R]G/(m ∩ C[R]G) is an
isomorphism as well. Hence the contraction m ∩ C[R]G is maximal, and since for
any g ∈ G,
(
gmg−1
)
∩ C[R]G = m ∩ C[R]G, π factors through R/G (see [E], page
4 S. LAWTON
38). Although R/G is not generally an algebraic set, X is the categorical quotient
R//G, and since G is a (geometrically) reductive algebraic group π is surjective and
maps closed G-orbits to points (see [D]).
2.2. Completely Reducible Representations. For every representation ρ ∈ R,
Cm is a Fr-module induced by ρ. A completely reducible representation is one that
is a direct sum of irreducible subrepresentations. Such representations induce a
semi-simple module structure on Cm, and irreducible representations respectively
result in simple modules. For any composition series of the Fr-module associated
to ρ,
(1) Cm = V0 ⊃ V1 ⊃ · · · ⊃ Vl = 0,
there is a semi-simple Fr-module W =
⊕
Vi/Vi+1. With respect to a chosen basis
of W , there exists a completely reducible representation ρ(s). Its conjugacy class
is independent of any basis and moreover the Jordan-Ho¨lder theorem implies that
this class is also independent of the composition series.
We characterize these representations by their orbits when m = 3 (the more
general case is analogous) with the following proposition.
Proposition 1. Let Gρ be the conjugation orbit of ρ ∈ R. Then Gρ is closed if
and only if ρ is completely reducible.
Proof. If ρ is not completely reducible (l > 1 in (1)), then it is reducible. It is
either reducible by a dimension 1 or dimension 2 subspace. If it is reducible by a
dimension 1 subspace then there exists a basis so for any w ∈ Fr it has the form:
 a(w) b(w) c(w)0 d(w) e(w)
0 f(w) g(w)

 .
In this form, conjugating by 
 1 0 00 1/n 0
0 0 1/n

 ,
and taking the limit as n→∞ results in
 a(w) 0 00 d(w) e(w)
0 f(w) g(w)

 .
This limiting representation is ρ(s), if it had two irreducible summands. Otherwise
we may conjugate ρ so f(w) may be taken to be 0. Then conjugating this form of
ρ by 
 1 0 00 1/n 0
0 0 1/n2


and taking the limit as n→∞ results in
 a(w) 0 00 d(w) 0
0 0 g(w)

 ,
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which is ρ(s) when it has three irreducible summands. Either way, we have a
sequence, ρn ∈ Gρ, beginning at ρ and limiting to ρ(s) /∈ Gρ.
Now if ρ is reducible by a dimension 2 subspace then there exists a basis so for
any w ∈ Fr ρ has the form: 
 a(w) b(w) c(w)d(w) e(w) f(w)
0 0 g(w)

 .
In this form, conjugating by 
 1 0 00 1 0
0 0 1/n

 ,
and taking the limit as n→∞ results in
 a(w) b(w) 0d(w) e(w) 0
0 0 g(w)

 .
This limiting representation is ρ(s), if it had two irreducible summands. Otherwise
we may conjugate ρ so d(w) may be taken to be 0. Then conjugating this form of
ρ by 
 1 0 00 1/n 0
0 0 1/n2


and taking the limit as n→∞ results in
 a(w) 0 00 e(w) 0
0 0 g(w)

 ,
which is ρ(s) when it has three irreducible summands. Again we have a sequence,
ρn ∈ Gρ, beginning at ρ and limiting to ρ(s) /∈ Gρ.
It follows that if Gρ is closed then ρ is completely reducible.
For the converse, we first show that π(ρ) = π(ψ) if and only if ρ(s) is conjugate
to ψ(s). Indeed, suppose that π(ρ) = π(ψ). Then their characteristic polynomials
are equal: χρ = χψ. Thus χρ(s) = χψ(s) . However semi-simple representations are
determined by their characteristic polynomials (this is a non-trivial fact established
in [A]), so ρ(s) is conjugate to ψ(s). On the other hand, if for some basis ρ(s) = ψ(s)
then ρn → ρ(s) = ψ(s) ← ψn. This in turn implies Gρ ∩ Gψ is not empty, and so
π(ρ) = π(ψ).
Now suppose ρ has a non-closed orbit, and let ψ be an element of Gρ−Gρ. Then
ρ and ψ are not conjugate. Without loss of generality, we can assume that Gψ is
closed since the dimension of each subsequent sub-orbit decreases. So ψ = ψ(s) and
π(ψ) = π(ρ). Hence, ρ(s) = ψ and so ρ cannot be completely reducible else it would
be conjugate to ψ, which it is not. In other words, if ρ is completely reducible, then
Gρ is closed. 
Let Rss be the subset of R containing only completely reducible representations.
Then we have just shown that Rss is the set of representations with closed orbits,
Rss/G is in bijective correspondence (as sets) to X, and the following diagram
commutes:
6 S. LAWTON
R −−−−→ Xx x
Rss −−−−→ Rss/G.
For a complete treatment of the above arguments see [A, P2].
2.3. Simple Representations. Let Rs ⊂ Rss be the set of irreducible represen-
tations, and let Rreg be the regular points in R; that is the representations that
have closed orbits and have minimal dimensional isotropy. These points form an
open dense subset of R (see [D]).
Proposition 2. Rreg = Rs, if Fr has rank greater than 1.
Proof. We have already seen that the irreducible representations have closed orbits,
since they are completely reducible. So it remains to show that ρ is irreducible if
and only if its isotropy has minimal dimension. First, however, we address the case
of F1.
In this case, all representations have an invariant subspace since the characteristic
polynomial always has a root over C. So there are no irreducible representations,
and the semi-simple representations Rss are exactly the diagonalizable matrices
since any matrix over C is conjugate to one in upper-triangular form. Moreover,
the dimension of the isotropy of any such matrix is at least m− 1 since any matrix
commutes with itself. Also the set of matrices with distinct eigenvalues is dense; and
any diagonalizable matrix (the representations with closed orbits) has a repeated
eigenvalue if and only if its isotropy has dimension strictly greater than m− 1. So
in this case, Rreg is the set of matrices with distinct eigenvalues, and Rs = ∅.
Otherwise, Fr has rank at least 2. If ρ ∈ Rss has an invariant subspace, it has
non-zero dimensional isotropy since it fixes at least one line in Cm. On the other
hand, the representations that have at least two distinct generic matrices having
no shared eigenspaces have isotropy equal to the center, which is generated by the
mth roots of unity and so is zero-dimensional. If a representation does not have
this property then it must be reducible. Hence, the minimal dimension of isotropy
is zero which is realized if and only if ρ ∈ Rs ⊂ Rss. Thus when Fr has r > 1, then
Rreg = Rs.

In [A], it is shown that Rs/G is a non-singular variety. Moreover, in [G2] it is
shown that G acts properly on Rs (for m = 3 only, but the argument generalizes),
and although the action is not effective, the kernel is the center Zm. Thus the
induced “infinitesimal” action on the tangent space is in fact effective, since the
tangent map corresponding to the center is zero. Thus, if ρ ∈ Rs the tangent
space to an orbit, Tρ(Oρ), is isomorphic to g, the Lie algebra of G. Together with
properness, this implies that Rs → R//G is a local submersion which in turn implies
Tρ(R//G) ∼= Tρ(R)/Tρ(Oρ) whenever ρ is irreducible.
It is not always the case that the tangent space to the quotient is the quotient
of tangent spaces. Just consider representations from the free group of rank 1
into SL(3,C). The ring of invariants is two dimensional and the ring is generated
by tr (X) and tr
(
X−1
)
. So the ideal is zero and the ring is free. Consequently
it is smooth and the representation sending everything to the identity (having
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maximal isotropy) is a non-singular point. This illustrates that there can be smooth
points in the quotient that have positive-dimensional isotropy. At these points,
Tρ(R//G) 6∼= Tρ(R)/Tρ(Oρ), seen by simply comparing dimensions.
Comment 3. In the sense of Geometric Invariant Theory (GIT), the semistable
points of the G action are the entire space R since for affine reductive G varieties
all points are semistable in general (there are no points for which all invariants
vanish). So the set of semisimple representations is not equal to the set of semistable
points. The semisimple representations are sometimes referred to as polystable in
GIT. However, the stable points are in fact the simple representations. We make
this comment since the s in the notation Rs can be taken to mean either stable or
simple, but the ss in the notation Rss means only semisimple (not semistable).
3. Symplectic Foliations on Character Varieties
3.1. The Boundary Map and Generic Leaves. Let Σn,g be a compact, con-
nected, smooth, orientable surface of genus g with n > 0 disjoint open disks re-
moved, and let ∗ be a generic point in Σn,g. Its fundamental group has the following
presentation:
π1(Σn,g, ∗) = {x1, y1, ..., xg, yg, b1, ..., bn | x1y1x
−1
1 y
−1
1 · · · xgygx
−1
g y
−1
g b1 · · · bn = 1},
which is free of rank r = 2g + n − 1. And so its Euler characteristic is χ(Σn,g) =
1− r + 0 = 2− 2g − n. We will refer to such a surface as n-holed. So the following
is a two-holed genus two surface.
Figure 1. Σ2,2
If we assume r > 0, then χ ≤ 0. In particular, r = 1 if and only if χ = 0, and in
this case Σ2,0 is homeomorphic to an annulus. Otherwise, χ < 0. The rank r is 2
if and only if χ = −1, in which case the surface is either Σ3,0 or Σ1,1; that is, the
three-holed sphere (or trinion or pair-of-pants), or the one-holed torus, respectively.
Let G = SL(m,C) and let I be the m×m identity matrix. The coordinate ring
of G//G is freely generated by the m−1 coefficients of the characteristic polynomial
det(λI −X) = λm − c1(X)λ
m−1 + · · · ± cm−1(X)λ ∓ 1
8 S. LAWTON
inC[G]. Consequently, G//G = Cm−1 which we parametrize by coordinates (τ(1), ..., τ(m−1)).
We note that c1(X) = tr (X) and cm−1(X) = tr
(
X−1
)
in general.
We make the following definition in these terms.
Definition 4. The ith boundary map
bi : X = R//G = Hom(π1(Σn,g, ∗),G)//G −→ G//G
is the mapping [ρ] 7→ [ρ|bi ] = (τ
i
(1), ..., τ
i
(m−1)) which sends the extended class of a
representation to the class corresponding to the restriction of ρ to the boundary bi.
This is well defined since there exists a representative ρ of [ρ] whose orbit is of
maximal dimension (necessarily unique) and for any g ∈ G the orbit of Bi = ρ(bi)
and gρ(bi)g
−1 are identical. However, the map bi is invariant and polynomial and
any other representative from [ρ] is in the closure of the orbit Gρ. Hence it is well
defined for any representative of [ρ].
Subsequently, we make the following further definition.
Definition 5. The boundary map is the mapping b = (b1, ..., bn) : X = G
×r//G −→
(G//G)×n.
The boundary map b depends on the surface, in particular the presentation of
its fundamental group. We refer to it as a peripheral structure, and the pair (X, b)
as the relative character variety.
Let
F =
n⋂
i=1
b−1i (τ
i
(1), ..., τ
i
(m−1)) = {[ρ] | b([ρ]) = ((τ
1
(1), ..., τ
1
(m−1)), ..., (τ
n
(1), ..., τ
n
(m−1)))}.
Each F is cut out of X by the equations ck(Bi) = τ
i
(k) for 1 ≤ k ≤ m − 1 and
1 ≤ i ≤ n, and so is an algebraic set. Moreover, they partition X since every
representation has well-defined boundary values.
The dimension of X is (m2 − 1)(r − 1) = 2(m2 − 1)(g − 1) + (m2 − 1)n, and
imposing boundary values provide (m−1)n relations (not necessarily independent)
in C[X]. Therefore, the dimension of any F is greater than or equal to 2(m2−1)(g−
1) +m(m− 1)n.
We now prove the following proposition which we need to show that this parti-
tioning of X is in fact a foliation of its smooth stratum.
Proposition 6. If g ≥ 1 then b is surjective. In all other cases, b is dominant;
that is b(X) = Cn(m−1).
Proof. We first suppose g ≥ 1. The mapping GL(m,C) × GL(m,C) → SL(m,C)
given by (A,B) 7→ [A,B] = ABA−1B−1 is surjective (see [Fo]). This easily implies
that the mapping κ1 : G×G→ G is surjective by simply choosing m
th roots of the
determinants of A and B. In fact, we have that the mapping κg : G
×2g → G given
by (A1,B1, ...,Ag,Bg) 7→ [A1,B1] · · · [Ag,Bg] is also surjective simply by letting
A2 = B2 = · · ·Ag = Bg = I and picking a value for κ1.
Now take any point p =
(
(τ1(1), ..., τ
1
(m−1)), ..., (τ
n
(1), ..., τ
n
(m−1))
)
in Cn(m−1). We
wish to find [ρ] ∈ X so b([ρ]) = p. Let r = 2g + n − 1, and let R = G×r be the
subset of R×G parametrized by(
X1,Y1, ...,Xg,Yg,B1, ...,Bn−1, (Π
g
i=1[Xi,Yi]Π
n−1
j=1Bj)
−1
)
.
POISSON GEOMETRY OF SL(3,C)-CHARACTER VARIETIES 9
For all 1 ≤ k ≤ n and every tuple (τk(1), ..., τ
k
(m−1)) there exists a matrix Bk so
cj(Bk) = τ
k
j for 1 ≤ j ≤ m − 1 since there exists a global section to G → G//G
given by the rational canonical form of a matrix. Now let Z = (B1 · · ·Bn)
−1
.
Then there exists q = (X1,Y1, ...,Xg,Yg) so κg(q) = Z. Then it follows that
ρ := (q,B1, ...,Bn) is in R ⊂ R × G. Letting [ρ] = π(ρ) ∈ X, we have that
b([ρ]) = p.
Now if g = 0 the mapping may not be surjective (this is related to the Deligne-
Simpson problem). However, it is dominant; that is its image is dense.
Let O be the subset of G defined by the property that all eigenvalues are distinct
and no proper subset of the eigenvalues multiplies to 1. Foth [Fo] calls the latter of
these two conditions property P and Kostov [Ko] says such matrices have generic
eigenvalues. Both conditions define Zariski open sets and so the intersection of these
two sets is likewise Zariski open. Hence, the m− 1 coefficients of the characteristic
polynomial, {c1, ..., cm−1}, are independent on this open dense set since they are
polynomial and independent globally. Consequently, the image of the n(m − 1)-
tuple ((c1, ..., cm−1), ..., (c1, ..., cm−1)) from On to Cn(m−1) is dense. Call the image
c(O). Take any point p ∈ c(O). We then have n conjugacy classes in G: C1, ..., Cn;
where each has representatives with distinct and generic eigenvalues. It is shown
in [Ko] that the set
W(C1, ..., Cn) := {(M1, ...,Mn) | Mi ∈ Ci, M1 · · ·Mn = I}
is a smooth connected variety of positive dimension
∑
dimCi− (m2−1). Now take
any such tuple of n matrices, then it defines a representation ρ : π1(Σ0,n, ∗) → G
and so b([ρ]) = p. Hence c(O) ⊂ Image(b). Since c(O) = Cn(m−1), b is dominant.

Consequently, we have the following corollary (see [Ha] page 271).
Corollary 7. There exists an open dense subset (Zariski open) Xb ⊂ X where b is
a submersion.
Let X be the complement of the singular locus (a proper sub-variety) in X, so
X is a non-singular complex manifold that is dense in X. The construction of Xb
provides that Xb ⊂ X . Thus the implicit function theorem (see [Wa]) on the smooth
complex manifold Xb gives that F := F∩Xb is a non-singular complex submanifold
of dimension (m2 − 1)(r − 1) − (m − 1)n = 2(m2 − 1)(g − 1) + m(m − 1)n. In
particular, these submanifolds are of even complex dimension.
Since b is a submersion here, the union of these leaves, F , foliate Xb. We will show
that these leaves are complex symplectic submanifolds, which extend to make X a
complex Poisson manifold. Moreover, the Poisson structure extends continuously
over singularities in X. With respect to this structure, we will refer to the relative
character variety (X, b) as a Poisson variety; in particular, an affine variety whose
coordinate ring is a Poisson algebra. We will often drop the fact that we are working
over C, but whenever we are discussing a symplectic structure we are referring to
a closed (2, 0)-form.
3.2. Tangents, Cocycles, and Coboundaries. Let Fr be a free group of rank
r, and let g be the Lie algebra of G identified with its right invariant vector fields.
For ρ ∈ R, g is a Fr-module, gAdρ , given by:
Fr
ρ
−−−−→ G
Ad
−−−−→ Aut(g),
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where Ad(ρ(w))(X) = ρ(w)Xρ(w)−1 is the adjoint representation.
Define C0(Fr; gAdρ) = g and C
n(Fr; gAdρ) = {F
×n
r → g}, the vector space of
functions F×nr → g. Now define δn : C
n(Fr; gAdρ)→ C
n+1(Fr; gAdρ) by
δnf(w1, w2, ..., wn+1) =Adρ(w1)f(w2, ..., wn+1) +
n∑
i=1
(−1)if(w1, ..., wiwi+1, ..., wn+1)
+ (−1)n+1f(w1, ..., wn).
One may verify that δn+1◦δn = 0, and so (C∗(Fr; gAdρ), δ∗) is a cochain complex
with coboundary operator δ∗.
Let GF
×n
r be the set of functions F×nr → G. Let ft be a curve in G
F×nr , and for
(w1, ..., wn) ∈ F×nr let ǫ(w1,...,wn)(ft) = ft(w1, ..., wn) be the evaluation function. Then
for each evaluation, we have a curve in G, and so we say ft is smooth if and only if
it is smooth at all evaluations (see [Ka]). We define the tangent space at a function
f to be the vector space of tangents to smooth curves ft where f0 = f . In other
words,
Tf (G
F×nr ) ∼= gF
×n
r = Cn(Fr; gAdρ),
given by
u(w1,...,wn)(f) =
d
dt
∣∣∣∣
t=0
ǫ(w1,...,wn)(ft) =
d
dt
∣∣∣∣
t=0
exp(tα(w1,...,wn))ǫ(w1,...,wn)f,
where α ∈ gF
×n
r . Since a function is determined by its evaluations, we consider
right invariant vector fields defined along these coordinates which give paths with
the requisite properties.
Let I be a finite subset of Fr, and let C[G
I ] be the coordinate ring of GI . The
set of such I’s is partially ordered by set inclusion and so C[GJ ] →֒ C[GI ] for J ⊂ I.
We then define C[GFr ] = lim−→C[G
I ]. With this said, we note that R is the subspace
of GFr that is cut out by the functions obx,y(f) = f(x)f(y)f(xy)
−1. In other words,
letting I be the m×m identity matrix,
C[R] = C[GFr ]/(obx,y − I | x, y ∈ Fr),
and R = Specmax(C[R]).
The following proposition is a classical fact which we prove here to keep the
discussion self-contained.
Proposition 8. If ρ ∈ Rreg = Rs ⊂ Rss, and [ρ] = π(ρ) ∈ X, then
T[ρ](X) ∼= Tρ(R)/Tρ(Oρ) = Z
1(Fr; gAdρ)/B
1(Fr; gAdρ) = H
1(Fr; gAdρ).
Proof. In the terms outlined above, Tf (R) = {u ∈ Tf (GFr ) | u(f(x)f(y)f(xy)−1) =
0}, and so
0 = u(f(x)f(y)f(xy)−1)
= u(f(x))f(y)f(xy)−1 + f(x)u(f(y))f(xy)−1 − f(x)f(y)f(xy)−1u(f(xy))f(xy)−1,
which implies uxy = ux +Adf (x)uy.
However, this is exactly the condition for δ1(f) = 0, and so
Tf(R) = Ker(δ1) = Z
1(Fr; gAdf ).
On the other hand, consider a smooth path contained in the orbit Of ⊂ R:
ft(x) = exp(tux)f(x) = exp(−tu0)f(x)exp(tu0),
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for some u0 ∈ g = C0(Fr; gAdρ). Then
uxf(x) =
d
dt
∣∣∣∣
t=0
ft(x) = −u0f(x) + f(x)u0,
which implies ux = Adf (x)u0−u0. However this is exactly the condition δ0(u0) = u,
so
Tf(Of ) = Image(δ0) = B
1(Fr; gAdf ).
Therefore, if ρ ∈ Rreg = Rs ⊂ Rss, and [ρ] = π(ρ) ∈ X, then
T[ρ](X) ∼= Tρ(R)/Tρ(Oρ) = Z
1(Fr; gAdρ)/B
1(Fr; gAdρ) = H
1(Fr; gAdρ),
as was to be shown. 
3.3. Homology and the Fundamental Cycle. Let ZFr be the integral group
ring of Fr and let ǫ : ZFr → Z be the augmentation map defined by
∑
nww 7→
∑
nw.
Define Z-modules C0(Fr) = Z and Cn(Fr) = ZF
×n
r , and let
∂n+1 : Cn+1(Fr) −→ Cn(Fr)
be defined by
∂n+1(w1, w2, ..., wn+1) =ǫ(w1)(w2, ..., wn+1) +
n∑
i=1
(−1)i(w1, ..., wiwi+1, ..., wn+1)
+ (−1)n+1(w1, ..., wn)ǫ(wn+1).
One can show ∂n◦∂n+1 = 0 and so (C∗(Fr), ∂∗) is a chain complex with boundary
∂∗.
In [F] it is shown that the derivations on ZFr,
Der(Fr) = {D : ZFr → ZFr | D(xy) = D(x)ǫ(y) + xD(y)},
are freely generated by the derivations ∂
∂xi
(xj) = δij . These derivations and their
generators are called the Fox derivatives.
Recall that the peripheral structure on X is given by the presentation
Fr = π1(Σn,g, ∗) = {x1, y1, ..., xg, yg, b1, ..., bn | r = 1},
where
r = x1y1x
−1
1 y
−1
1 · · · xgygx
−1
g y
−1
g b1 · · · bn = Π[xi, yi]Πbj .
Then with respect to the Fox derivatives and this presentation [Ki] shows
∂2Zr =
n∑
j=1
bj where
Zr =
g∑
i=1
(
∂r
∂xi
, xi) + (
∂r
∂yi
, yi) +
n∑
j=1
(
∂r
∂bj
, bj).
Consequently, he refers to Zr as the fundamental relative cycle, since
Zr −
n∑
j=1
(
∂r
∂bj
, bj)
is the fundamental cycle when n = 0, and consequently [Zr] is a generator of
H2(Fr, {b1, ..., bn};Z) ∼= Z (see [GHJW]).
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3.4. Parabolic Cocycles. Let Fir ⊂ Fr be the cyclic subgroup generated by the
boundary curve bi.
Definition 9. The set of parabolic cocycles, Z1par(Fr; gAdρ) ⊂ Z
1(Fr; gAdρ), is de-
fined by f ∈ Z1par(Fr; gAdρ) if and only if fi = f |Fir ∈ B
1(Fir, gAdρ) for all 1 ≤ i ≤ n.
It is shown in [Ki] that
B1(Fr; gAdρ) ⊂ Z
1
par(Fr; gAdρ) ⊂ Z
1(Fr; gAdρ).
So for [ρ] ∈ Rreg//G = Xreg, we have
H1par(Fr, gAdρ) = Z
1
par(Fr; gAdρ)/B
1(Fr; gAdρ) ⊂ T[ρ](X).
In other words, H1par(Fr, gAdρ) is the set of tangents that are zero on the bound-
ary; that is, the tangents to representations with constant boundary value.
Proposition 10. X is foliated by the fibers of the boundary map.
Proof. The distribution H1par(Fr, gAdρ) ⊂ T[ρ](X
reg) is exactly the tangents to
curves in F ∩ Xreg.
On the other hand, let ρ 7→ tr (ρ(w)) for a fixed word w be a “word map.” The im-
age of sufficiently many such maps (necessarily finite) determines [ρ]. Then holding
the boundary values fixed gives functions in C[F] ⊂ C[X]. As the boundary values
are deformed to a different leaf, the word map is likewise deformed. Therefore, the
word maps generate a family of smooth invariant vector fields that generate the
distribution.
Consequently, the Stefan-Sussmann theorem (see page 17 in [DZ]) implies that
Xreg ⊂ X is foliated by F∩Xreg. But since Xreg is an open dense set and all vector
fields corresponding to the distribution are globally defined and continuous on X
and non-singular on X they can be extended to a foliation on X , with leaves given
by X ∩ F. We note that the leaves from the submersive points of b, F , are dense
in X ∩ F.

3.5. (2, 0)-Form on Symplectic Leaves. In [GHJW], it is shown that ω from the
following commutative diagram defines a symplectic form on F ∩ Xreg:
H1(Σn,g, ∂Σn,g; gAdρ)×H
1(Σn,g; gAdρ)
∪ // H2(Σn,g, ∂Σn,g; gAdρ ⊗ gAdρ)
tr∗

H2(Σn,g, ∂Σn,g;C)
∩[Zr]

H1par(Σn,g; gAdρ)×H
1
par(Σn,g; gAdρ)
OO
ω // H0(Σn,g;C) = C.
We note that in the above diagram H1par(Σn,g; gAdρ) arises from
j:H1(Σn,g, ∂Σn,g; gAdρ) −→ H
1(Σn,g; gAdρ)
as the right factor by
im(j) = H1par(Σn,g; gAdρ) ⊂ H
1(Σn,g; gAdρ)
and as the left factor by
H1par(Σn,g; gAdρ)
∼= H1(Σn,g, ∂Σn,g; gAdρ)/ker(j).
POISSON GEOMETRY OF SL(3,C)-CHARACTER VARIETIES 13
And the map is well defined since, with respect to the cup product, ker(j) is or-
thogonal to im(j). Lastly, the (relative) group cohomology is isomorphic to the
singular cohomology since we are working with a K(π, 1) space.
It is clear from its definition that ω is well-defined, bilinear, skew-symmetric;
and that for all vector fields ξ1 and ξ2 taking values in H
1
par(Fr, gAdρ),
ω(ξ1, ξ2) : X
reg → H1par(Fr, gAdρ)
×2 → C,
is an element of C[X] and thus smooth. Moreover, since the trace pairing is non-
degenerate ω is as well.
Consequently, it is a (2, 0)-form. For it to be symplectic, one must check that
it is closed. This is not at all obvious, and there are many differing proofs. See
[GHJW] for a brief history, and a self-contained algebraic proof.
Subsequently, using this form with Proposition 10 establishes
Corollary 11. The smooth leaves of X are symplectic and hence X is a Poisson
manifold, and X is a Poisson variety (as defined at the beginning of this section).
Moreover, having the symplectic form in terms of cup and cap products allows
one to verify that the Poisson bracket formula derived in [G5] for closed surfaces
directly generalizes to surfaces with boundary. In [Ki] this is not possible, since
although he defines the 2-form and verifies all requisite properties to establish that
it is symplectic, he does not show it arises from cup and cap products. This is one
of the many hallmarks of [GHJW].
Comment 12. It is worth noting that the construction of ω and the proof of its
properties in [GHJW] are carried out with respect to the ground field R. How-
ever, both its construction and the proof of it properties (in particular closure) are
done algebraically with respect to group cohomology. Consequently, the ground field
may be replaced by C and, in particular, the proof that the form is closed remains
unchanged.
Comment 13. The reader will notice that the fact G = SL(m,C) was not used to
construct the 2-form; consequently much of the above discussion generalizes to char-
acter varieties defined over any reductive linear algebraic group. However, in this
generality we lose many of the explicit facts concerning singularities, dimensions,
generators, etc. that depend on the choice of G.
4. Goldman’s Bracket Formula
In this section we prove that Goldman’s bracket formula extends to surfaces with
boundary. The important ideas that follow are those of Goldman (see [G5]), we
only apply the results of [GHJW] to his proof.
Let Σ be an compact, connected, oriented surface, and let α, β be immersed
curves in Σ representing elements in π1(Σ) (in generic position). Denote the set
of (transverse) double point intersections of α and β by α ∩ β, and the oriented
intersection number of α and β at p ∈ α ∩ β by ǫ(p, α, β). Additionally, let αp ∈
π1(Σ, p) represent the curve α based at p.
Then [G5] proves the following theorem for closed surfaces.
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Theorem 14 (Goldman). Let C[X] be the coordinate ring of the SL(m,C) character
variety of a closed surface group. Then
{tr(ρ(α)), tr(ρ(β))} =
∑
p∈α∩β
ǫ(p, α, β)
(
(tr(ρ(αpβp))− (1/m)tr(ρ(α))tr(ρ(β))
)
defines a Lie bracket on C[X] that is a derivation; in other words a Poisson bracket.
The construction is in terms of the symplectic form for the case of closed surfaces
which is likewise in terms of cohomology. Applying the (2, 0)-form ω discussed above
to the case of surfaces with boundary, we will see this same formula for the bracket
remains valid on the leaves F.
Heuristically, this is not surprising. The reason is the bracket is summed over
intersections of cycles. The boundary components are disjoint and so bracket to
zero. Such functions that “Poisson commute” or bracket to zero with all other
functions are called Casimirs. In parabolic cohomology, these are eliminated and
so we remove the Casimirs. A bracket with no Casimirs is symplectic, so if these
are the only Casimirs, the formula is valid.
4.1. Proof of the Bracket Formula. It is the purpose of this section to prove
Theorem 15. Let C[X] be the coordinate ring of the SL(m,C) character variety of
a surface group having non-empty boundary. Then
{tr(ρ(α)), tr(ρ(β))} =
∑
p∈α∩β
ǫ(p, α, β)
(
(tr(ρ(αpβp))− (1/m)tr(ρ(α))tr(ρ(β))
)
(2)
defines a Lie bracket on C[X] that is a derivation; in other words a Poisson bracket.
The Poisson bracket of two functions on a symplectic leaf of a Poisson manifold
is given by {fα, fβ} = ω(Hfα, Hfβ), where Hfα is the Hamiltonian vector field
associated to fα. We will first describe the Hamiltonians in terms of cycles and
then use the fact that the 2-form is in terms of cup and cap products to relate these
to intersection pairings. This will prove the formula to be valid.
We begin by setting out the terms we will need for the discussion and then
stating a lemma that will reduce the proof of Theorem 15 to a computation.
Let f : G→ C be an invariant function in C[G]. Then df is a 1-form on G. Let
A ∈ G, then df(A) ∈ T ∗
A
(G) and extends to a right invariant 1-form F ∗(A) ∈ g∗.
Here F ∗ : G→ g∗ is defined (for X ∈ g) by
F ∗(A) : X 7→
d
dt
∣∣∣
t=0
f(exp(tX)A).
The trace is a non-degenerate symmetric bilinear form g × g → C. Thus as
G-modules under the adjoint representation, g ∼= g∗ by tr∗ : X 7→ tr (X ). Let
F = tr−1∗ F
∗ : G→ g∗ → g. Then for f(A) = tr (A) we have
tr (XF (A)) = tr∗F (A)(X) = F
∗(A)(X) =
d
dt
∣∣∣
t=0
f(exp(tX)A)
= tr (XA) = tr (XA)−
1
m
tr (A) tr (X) = tr
(
X
(
A−
1
m
tr (A) I
))
;
and so because the trace is non-degenerate
F (A) = A−
1
m
tr (A) I.
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Now consider α ∈ π1(Σ, ∗), where we choose a representative that is an immersed
curve in Σ that intersects itself only at transverse double points. Let ρ : π1(Σ, p)→
G represent [ρ] ∈ X and αp ∈ π1(Σ, p) correspond to α where p is a simple point
(not a point of self intersection).
The Hamiltonian vector field of the Goldman function fα(ρ) = tr (ρ(α)), a map
X→ C, is given implicitly by dfα = ω(Hfα, ). In other words, Hfα = ω−1∗ (dfα) ,
where ω∗ is the isomorphism
H1par(Fr, gAdρ)→ H
1
par(Fr, gAdρ)
∗
given by v 7→ ω( , v). The chain αp⊗F (ρ(αp)) is a cycle since Adρ(αp)F (ρ(αp)) =
F (ρ(αp)), and consequently represents a relative cycle in H1(Fr, {b1, ..., bn}; gAdρ)
since non-trivial cycles are relative cycles.
The following lemma describes how the Hamiltonian relates to this relative cycle.
Lemma 16. The relative cycle αp ⊗ F (ρ(αp)) is equal to the cap product of the
Hamiltonian Hfα with the fundamental relative cycle Zr. In other words, αp ⊗
F (ρ(αp)) = Hfα ∩ [Zr].
Assuming Lemma 16 we now prove Theorem 15.
Proof of Theorem 15. To derive the bracket formula, we will need to use the inter-
section pairing of cycles. Since we are working with a K(π, 1) we may pass from
group cohomology to singular cohomology, work with intersection theory, and then
return to group cohomology.
We quickly remind the reader of facts concerning intersection pairings which may
be found on page 367 in [Br]. Let D be the inverse of the Poincare duality map
D : H1(Σ; gAdρ)→ H
1(Σ, ∂Σ; gAdρ);
that is, D(u) ∩ [Zr] = u. The intersection pairing
• : H1(Σ, ∂Σ; gAdρ)×H1(Σ, ∂Σ; gAdρ)→ H2(Σ, ∂Σ; gAdρ)
is defined by
u • v = (D(v) ∪D(u)) ∩ [Zr].
It has the geometric consequence of being equal to the sum taken over transverse
intersections of 1-cycles with coefficients. Precisely,
(α⊗ F ) • (β ⊗ F ) =
∑
p∈α∩β
ǫ(p, α, β)F (αp)⊗ F (βp).
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We now compute the Poisson bracket of two invariant functions using Lemma
16:
{fα, fβ} =ω(Hfα, Hfβ)
=tr∗(Hfα ∪Hfβ) ∩ [Zr]
=tr∗ ((D(Hfα ∩ [Zr])) ∪ (D(Hfβ ∩ [Zr])) ∩ [Zr])
=tr∗ ((Hfα ∩ [Zr]) • (Hfβ ∩ [Zr]))
=tr∗ (α⊗ F (ρ(αp)) • β ⊗ F (ρ(βp)))
=
∑
p∈α∩β
ǫ(p, α, β)tr (F (ρ(αp))F (ρ(βp)))
=
∑
p∈α∩β
ǫ(p, α, β)tr ((ρ(αp)− (1/m)tr (ρ(αp)) I) (ρ(βp)− (1/m)tr (ρ(βp)) I))
=
∑
p∈α∩β
ǫ(p, α, β) (tr (ρ(αpβp))− (1/m)tr (ρ(αp)) tr (ρ(βp))) .
This concludes the proof of the bracket formula. 
It now remains to prove Lemma 16.
Proof of Lemma 16. Let [u] ∈ H1par(Fr, gAdρ), so u ∈ Z
1
par(Fr, gAdρ); and let ρt be
a path in R so u is a tangent. Then
(dfα)ρ : [u] 7→
d
dt
∣∣∣
t=0
fα(ρt(αp)) = F
∗(ρ(αp))(u(αp)) = tr (F (ρ(αp))u(αp)) .
We will now define a number of mappings which we will show are related by a
commutative diagram; the lemma will follow.
The trace gives a duality pairing dp : g→ g∗ given by u 7→ tr (u ) which pushes
forward to
dp∗ : H
1(Fr; gAdρ)→ H
1(Fr; g
∗
Adρ).
Consequently, (dp∗)
∗ : H1par(Fr; g
∗
Adρ
)∗ → H1par(Fr; gAdρ)
∗ defined by v 7→ v(dp∗( ))
is an isomorphism.
Using the Kroneker product define
kp : H1(Fr, {b1, ..., bn}; gAdρ)→ H
1
par(Fr; g
∗
Adρ)
∗
by α⊗ F (ρ(αp)) 7→ tr∗
〈
dp−1∗ ( ), α⊗ F (ρ(αp))
〉
. We claim kp is well-defined. Let u
be a parabolic cycle, β a 2-chain, and γ a 1-chain on the boundary. Then
u(α⊗ F + ∂β + γ) = u(α⊗ F ) + u(∂β) + u(γ) = u(α⊗ F ) + δu(β) + 0 = u(α⊗ F )
because δu = 0 since u is a cycle, and u(γ) = 0 since u is parabolic. This verifies
that kp is well-defined.
Lastly, in terms of Poincare duality let PD : H1par(Fr; gAdρ) → H
1
par(Fr; g
∗
Adρ
)∗
be the isomorphism
u 7→ tr∗
(
dp−1∗ ( ) ∪ u
)
∩ [Zr].
In these terms, we have
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Lemma 17. The following diagram commutes:
H1par(Fr; gAdρ)
∩[Zr] //
ω∗

PD
))SSS
S
S
S
S
S
S
S
S
S
S
S
S
H1(Fr, {b1, ..., bn}; gAdρ)
kp

H1par(Fr; gAdρ)
∗ H1par(Fr; g
∗
Adρ
)∗
(dp
∗
)∗oo
We defer proving Lemma 17 until after the proof of Lemma 16.
To complete the proof of Lemma 16 we begin with a relative cycle α⊗F starting
in the upper right corner of the diagram:
(dp∗)
∗(kp(α⊗F )) = (dp∗)
∗tr∗
〈
dp−1∗ ( ), α⊗F
〉
= tr∗
〈
dp−1∗ dp∗( ), α⊗F
〉
= tr∗
〈
, α⊗F
〉
= dfα.
However, since (dp∗)
∗ is an isomorphism and kp is injective on the image ofH1par(Fr, gAdρ)
under ∩[Zr], we have
αp ⊗ F (ρ(αp)) = kp
−1 ((dp∗)
∗)
−1
(dfα) = (ω∗)
−1(dfα) ∩ [Zr] = Hfα ∩ [Zr],
by commutativity of the above diagram. Note that kp is injective on the image of
H1par(Fr, gAdρ) under ∩[Zr] because PD is an isomorphism and by commutativity.
This completes the proof.

It remains to prove Lemma 17.
Proof of Lemma 17. First we show the lower triangle commutes:
(dp∗)
∗PD(v) = (dp∗)
∗
(
tr∗
(
dp−1∗ ( ) ∪ v
)
∩ [Zr]
)
= tr∗
(
dp−1∗ dp∗( ) ∪ v
)
∩[Zr] = ω( , v) = ω∗(v).
Second, we show the upper triangle commutes (see [B] page 113):
kp(v∩[Zr]) = tr∗
〈
dp−1∗ ( ), v∩[Zr ]
〉
=
〈
tr∗
(
dp−1∗ ( ) ∪ v
)
, [Zr]
〉
= tr∗
(
dp−1∗ ( ) ∪ v
)
∩[Zr] = PD(v).

Comment 18. The above argument can be generalized to any reductive linear al-
gebraic group. Such groups have a symmetric, non-degenerate bilinear form B on
their Lie algebra that is invariant under the adjoint representation. In the above
argument this was the trace form. To generalize the argument replace tr∗ by B∗
and replace the explicit form of F by its general form defined by B(F (A), X) =
d
dt
∣∣∣
t=0
f(exp(tX)A). In special cases, like G = SL(m,C), F can be computed ex-
plicitly as we did above. See [G5] for further details.
Comment 19. Since the bracket formula depends on a choice of orientation of the
surface, we immediately have that switching the orientation of a surface multiplies
the Poisson structure (the bi-vector) by −1.
We conclude this section by stating explicitly how the Poisson structure distin-
guishes the moduli of surface group representations where the algebraic structure
alone cannot.
Theorem 20. Let Σ and Σ′ be compact, connected, orientable surfaces with bound-
ary, and let X(Σ) and X(Σ′) be the moduli of surface group representations into
SL(m,C). Then:
(1) X(Σ) and X(Σ′) are isomorphic as varieties if and only if χ(Σ) = χ(Σ′)
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(2) X(Σ) and X(Σ′) are isomorphic as Poisson varieties if and only if Σ and
Σ′ are homeomorphic.
Proof. χ(Σ) = χ(Σ′) if and only if the ranks of their fundamental groups are equal
which implies X(Σ) and X(Σ′) are isomorphic as varieties. On the other hand,
if they are isomorphic as varieties then they must share the same transcendence
degree. The transcendence degree is computed to be −χ(Σ)(m2 − 1) in general.
Consequently, they have the same Euler characteristic.
Observe Σ and Σ′ are homeomorphic if and only if they have the same number
of boundaries and the same genus. Their moduli are equivalent as Poisson varieties
if and only if they are isomorphic as varieties and there is a Lie algebra isomor-
phism of their coordinate rings. With the same boundaries and genus, the moduli
are certainly isomorphic by our previous work. Moreover, there is certainly not a
Lie algebra isomorphism if the Casimir subalgebras are different. Since the bracket
sums over intersections of cycles and in a surface the only cycles which necessarily
are parallel to all other homotopy classes of cycles are the boundaries, the number
of boundaries n gives n(m − 1) generically independent generators of the Casimir
subalgebra (since the boundary mapping is generically submersive). Consequently,
if X(Σ) and X(Σ′) are isomorphic as Poisson varieties and Σ and Σ′ are not home-
omorphic we get a contradiction. Equivalently, we have that the symplectic leaves
have generic dimensions in terms of the number of boundaries. So again, if the sur-
faces are not homeomorphic we have a contradiction since the Poisson structures
are equivalent if the corresponding symplectic foliations are equivalent. On the
other hand, if Σ and Σ′ are homeomorphic the intersection pairing on cohomology
will be equivalent. Since the Poisson bracket is in terms of intersections the moduli
will have equivalent brackets. This will allow for a Lie algebra isomorphism of their
coordinate rings. 
5. Structure of C[G×2//G]
We now restrict our attention to m = 3; that is, to SL(3,C) character varieties.
The reason for this is that an explicit description of the Poisson bracket requires
knowledge of the variety. However, an explicit description of the algebraic structure
is not known in general. In fact, the only general formulation is for SL(2,C). In
an upcoming paper we explore more generally the Poisson structure for SL(2,C)
character varieties. For SL(3,C) character varieties the ideal of relations defining
the character variety is only known for rank 1 and 2 free groups. In this section
we review results in [L] that we will need to characterize the Poisson structures on
SL(3,C) character varieties of Euler characteristic −1 surfaces.
5.1. Minimal Generators. From Section 2 we know that C[X] is generated by
traces of words in generic matrices of word length no greater than 6. The following
lemma may be found in [L].
Lemma 21. C[G×G]G is minimally generated by
tr (X1) , tr (X2) , tr (X1X2) , tr
(
X1X
−1
2
)
, tr
(
X−11
)
,
tr
(
X−12
)
, tr
(
X−11 X
−1
2
)
, tr
(
X−11 X2
)
, tr
(
X1X2X
−1
1 X
−1
2
)
.
Since we are working with invariants of pairs of 3 × 3 unimodular matrices the
Krull dimension is 8. With 9 generators, we expect one relation.
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5.2. Hyper-Surface in C9. With a minimal generating set, it remains to describe
the relations in terms of these generators.
Let
R = C[t(1), t(−1), t(2), t(−2), t(3), t(−3), t(4), t(−4), t(5), t(−5)]
be the complex polynomial ring freely generated by {t(±i), 1 ≤ i ≤ 5}, and let
R = C[t(1), t(−1), t(2), t(−2), t(3), t(−3), t(4), t(−4)]
be its subring generated by {t(±i), 1 ≤ i ≤ 4}, so R = R[t(5), t(−5)]. Define the
following ring homomorphism,
R[t(5), t(−5)]
Π
−→ C[G×G]G
by
t(1) 7→ tr (X1) t(−1) 7→ tr
(
X−11
)
t(2) 7→ tr (X2) t(−2) 7→ tr
(
X−12
)
t(3) 7→ tr (X1X2) t(−3) 7→ tr
(
X−11 X
−1
2
)
t(4) 7→ tr
(
X1X
−1
2
)
t(−4) 7→ tr
(
X−11 X2
)
t(5) 7→ tr
(
X1X2X
−1
1 X
−1
2
)
t(−5) 7→ tr
(
X2X1X
−1
2 X
−1
1
)
.
It follows from Lemma 21 that
C[X] ∼= R[t(5), t(−5)]/ ker(Π).
In other words, Π is a surjective algebra morphism. We define
P = t(1)t(−1)t(2)t(−2) − t(1)t(2)t(−3) − t(−1)t(−2)t(3) − t(1)t(−2)t(−4) − t(−1)t(2)t(4)
+t(1)t(−1) + t(2)t(−2) + t(3)t(−3) + t(4)t(−4) − 3,
and so P ∈ R. It is shown in [L] that
P − (t(5) + t(−5)) ∈ ker(Π).
Hence it follows that the composite map
R[t(5)] →֒ R[t(5), t(−5)]։ R[t(5), t(−5)]/ ker(Π),
is an epimorphism. Let I be the kernel of this composite map. In [L] it is then
shown that there exists Q ∈ R so Q− t(5)t(−5) ∈ ker(Π) as well.
As a consequence we have the following lemma describing the ideal of relations
defining the character variety.
Lemma 22. I is principally generated by the polynomial
(3) t2(5) − Pt(5) +Q.
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The form of Q is shown to be
Q =9− 6t(1)t(−1) − 6t(2)t(−2) − 6t(3)t(−3) − 6t(4)t(−4) + t
3
(1) + t
3
(2) + t
3
(3) + t
3
(4)
+ t3(−1) + t
3
(−2) + t
3
(−3) + t
3
(−4) − 3t(−4)t(−3)t(−1) − 3t(4)t(3)t(1)−
3t(−4)t(2)t(3) − 3t(4)t(−2)t(−3) + 3t(−4)t(−2)t(1) + 3t(4)t(2)t(−1)+
3t(1)t(2)t(−3) + 3t(−1)t(−2)t(3) + t(−2)t(−1)t(2)t(1) + t(−3)t(−2)t(3)t(2)+
t(−4)t(−1)t(4)t(1) + t(−4)t(−2)t(4)t(2) + t(−3)t(−1)t(3)t(1)+
t(−3)t(−4)t(3)t(4) + t
2
(−4)t(−3)t(−2) + t
2
(4)t(3)t(2) + t
2
(−1)t(−2)t(−4) + t
2
(1)t(2)t(4)+
t(1)t
2
(−2)t(−3) + t(−1)t
2
(2)t(3) + t(−4)t(−3)t
2
(1) + t(4)t(3)t
2
(−1)+
t(−4)t(2)t
2
(−3) + t(4)t(−2)t
2
(3) + t
2
(−1)t(−3)t(2) + t
2
(1)t(3)t(−2)+
t(−4)t(1)t
2
(2) + t(4)t(−1)t
2
(−2) + t(−4)t(3)t
2
(−2) + t(4)t(−3)t
2
(2)+
t(1)t(3)t
2
(−4) + t(−1)t(−3)t
2
(4) + t(−1)t(−4)t
2
(3) + t(1)t(4)t
2
(−3) − 2t
2
(−3)t(−2)t(−1)−
2t2(3)t(2)t(1) − 2t
2
(−4)t(−1)t(2) − 2t
2
(4)t(1)t(−2) + t
2
(−1)t
2
(−2)t(−3) + t
2
(1)t
2
(2)t(3)+
t(−4)t
2
(−1)t
2
(2) + t(4)t
2
(1)t
2
(−2) − t(−4)t
2
(−2)t(2)t(1) − t(4)t
2
(2)t(−2)t(−1)−
t(−3)t
2
(1)t(−1)t(2) − t(3)t
2
(−1)t(1)t(−2) − t(−3)t
2
(2)t(−2)t(1) − t(3)t
2
(−2)t(2)t(−1)−
t(−4)t(−2)t(−1)t
2
(1) − t(4)t(2)t(1)t
2
(−1) − t(−1)t
3
(−2)t(1) − t(−1)t
3
(2)t(1)−
t3(−1)t(−2)t(2) − t
3
(1)t(−2)t(2) − t(−4)t(−3)t(−2)t(−1)t(2) − t(4)t(3)t(2)t(1)t(−2)−
t(−1)t(1)t(2)t(−4)t(3) − t(−1)t(1)t(−2)t(4)t(−3) + t(−2)t
2
(−1)t
2
(1)t(2) + t(−1)t
2
(−2)t
2
(2)t(1).
(4)
Lemmas 21 and 22 together imply
Theorem 23. G×2//G is isomorphic to an affine degree 6 hyper-surface in C9,
which maps onto C8 generically 2-to-1.
With the generators and relations in hand, we now briefly describe symmetry
within the character variety coming from the outer automorphisms of the surface
group.
5.3. Outer Automorphisms. Given any α ∈ Aut(F2), we define aα ∈ End(C[X])
by extending the following mapping
aα(tr (W)) = tr (α(W)) .
If α ∈ Inn(F2), then there exists u ∈ F2 so for all w ∈ F2,
α(w) = uwu−1,
which implies
aα(tr (W)) = tr
(
UWU−1
)
= tr (W) .
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Thus Out(F2) acts on C[X]. By results in [MKS], Out(F2) is generated by the
following mappings
t =
{
x1 7→ x2
x2 7→ x1
(5)
i1 =
{
x1 7→ x
−1
1
x2 7→ x2
(6)
n =
{
x1 7→ x1x2
x2 7→ x2
(7)
More generally for any α ∈ Out(Fr), tr (α(W)) is a polynomial in traces of
words; consequently Out(Fr) acts by polynomials.
Let D be the subgroup generated by t and i1, and let CD be the corresponding
group ring. Then C[X] is a CD-module. It is not hard to work out that D is iso-
morphic to the order 8 dihedral group D4. Moreover, the projection from Theorem
23 is D-equivariant.
Using this action, one can establish the following succinct expressions for the
polynomial relations P and Q (see [L]).
Corollary 24. In CD define SD =
∑
σ∈D
σ. Then P = SD(p)− 3 and Q = SD(q)+ 9
where p and q are given by:
p =
1
8
(
t(1)t(−1)t(2)t(−2) − 4t(1)t(−2)t(−4) + 2t(1)t(−1)+2t(3)t(−3)
)
q =
1
8
(
2t(−2)t
2
(−1)t
2
(1)t(2) + 4t
2
(1)t
2
(2)t(3) − 4t
3
(1)t(−2)t(2) − 8t(−4)t(−2)t(−1)t
2
(1)−
4t(4)t(3)t(2)t(1)t(−2) + 8t(1)t(3)t
2
(−4) + 8t(−4)t(1)t
2
(2) − 8t
2
(3)t(2)t(1)+
4t(4)t(−3)t
2
(2) + t(−2)t(−1)t(2)t(1) + t(−3)t(−4)t(3)t(4)+4t(−3)t(−1)t(3)t(1)+
4t3(1) + 4t
3
(3) + 12t(−4)t(−2)t(1) − 12t(−4)t(2)t(3)−12t(1)t(−1) − 12t(3)t(−3)
)
.
6. Poisson Structure of a Trinion
We now can derive the explicit forms of Poisson brackets for Euler characteristic
−1 surfaces; that is, surfaces with fundamental groups free of rank 2. We begin
with the three-holed sphere.
Theorem 25. Let X be the relative character variety of S = Σ3,0. Then the Poisson
bracket has the following properties which determines all pairing of elements in
C[X]: t(±1), t(±2), t(±3) are Casimirs,
a4,−4 = {t(4), t(−4)} = P − 2t(5), and(8)
a±4,5 = {t(±4), t(5)} =
t(5){t(±4), P} − {t(±4), Q}
{t(−4), t(4)}
= ±
∂(Q− t(5)P )
∂t(∓4)
.(9)
For any Poisson bracket there exists an exterior bi-vector field whose restriction
to symplectic leaves corresponds to the symplectic form. Denote this bi-vector by a,
and let f, g ∈ C[X]. Then with respect to interior multiplication {f, g} = a ·df⊗dg.
In local coordinates (z1, ..., zk) it takes the form
a =
∑
i,j
ai,j
∂
∂zi
∧
∂
∂zj
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and so
{f, g} =
∑
i,j
(
ai,j
∂
∂zi
∧
∂
∂zj
)
·
(
∂f
∂zi
dzi ⊗
∂g
∂zj
dzj
)
=
∑
i,j
ai,j
(
∂f
∂zi
∂g
∂zj
−
∂f
∂zj
∂g
∂zi
)
.
Theorem 25, the calculations derived in its proof (see below), and observing the
symmetry between {t(4), t(5)} and {t(−4), t(5)} allows for a succinct expression of
the Poisson bi-vector field and proves the following corollary.
Corollary 26. a−4,5 = −i(a4,5) where i = i1ti1t is the outer automorphism xi 7→
x
−1
i , and the Poisson bi-vector field for the relative SL(3,C)-character variety of
Σ3,0 is
(P − 2t(5))
∂
∂t(4)
∧
∂
∂t(−4)
+ (1 − i)
(
∂(Q− t(5)P )
∂t(−4)
∂
∂t(4)
∧
∂
∂t(5)
)
.
Proof of Theorem 25. Since a Poisson bracket is a bilinear, anti-commutative deriva-
tion, it is completely determined once it is formulated on the generators of C[X].
We present the fundamental group of S = Σ3,0 as
π1(S) = {x1, x2, x3 | x3x2x1 = 1},
so x3 = x
−1
1 x
−1
2 . Hence π1(S) is free of rank 2.
x1
x2
x3
Figure 2. Presentation of π1(Σ3,0, ∗)
The boundary curves in S are the words x1, x2, and (x2x1)
−1, which are disjoint
in the surface. The sum in formula (2) is taken over intersections, and is well-defined
on homotopy classes. So the trace of words corresponding to disjoint curves Poisson
commute; that is, they are Casimirs. Hence t(±i) are Casimirs, for 1 ≤ i ≤ 3, since
they correspond to traces of boundary curves (and their inverses) in S.
Using the derivation property and the identity t2(5) − Pt(5) +Q = 0, we deduce:
t(5){t(±4), P}+ P{t(±4), t(5)} − {t(±4), Q} = {t(±4), t
2
(5)} = 2t(5){t(±4), t(5)}.
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Hence
(2t(5) − P ){t(±4), t(5)} = t(5){t(±4), P} − {t(±4), Q}.
So (9) follows from (8).
Now assuming (8) and subsequently using the explicit expressions of P and Q
given in Section 5, we further derive explicit expressions for (9) as follows.
{t(4), P} =(P − 2t(5))(t(4) − t(1)t(−2))
{t(4), Q} =(P − 2t(5))(−6t(4) + 3t
2
(−4) − 3t(−1)t(−3) − 3t(2)t(3) + 3t(1)t(−2)+
t(1)t(−1)t(4) + t(2)t(−2)t(4) + t(3)t(−3)t(4) + t
2
(−1)t(−2) + t
2
(1)t(−3)+
t(2)t
2
(−3) + t(1)t
2
(2) + t(3)t
2
(−2) + t(−1)t
2
(3) + t
2
(−1)t
2
(2) − t(1)t(−1)t(2)t(3)−
t(−3)t(−2)t(−1)t(2) − t(1)t(2)t
2
(−2) − t(−2)t(−1)t
2
(1) + 2t(1)t(3)t(−4)+
2t(−2)t(−3)t(−4) − 4t(−1)t(2)t(−4))
{t(−4), P} =(2t(5) − P )(t(−4) − t(−1)t(2))
{t(−4), Q} =(2t(5) − P )(−6t(−4) + 3t
2
(4) − 3t(1)t(3) − 3t(−2)t(−3) + 3t(−1)t(2)+
t(1)t(−1)t(−4) + t(2)t(−2)t(−4) + t(3)t(−3)t(−4) + t
2
(1)t(2) + t
2
(−1)t(3)+
t(−2)t
2
(3) + t(−1)t
2
(−2) + t(−3)t
2
(2) + t(1)t
2
(−3) + t
2
(1)t
2
(−2) − t(1)t(−1)t(−2)t(−3)−
t(3)t(−2)t(1)t(2) − t(−1)t(−2)t
2
(2) − t(2)t(1)t
2
(−1) + 2t(−1)t(−3)t(4)+
2t(2)t(3)t(4) − 4t(1)t(−2)t(4))
and so
{t(4), t(5)} =t(4)
(
t(1)t(−1) + t(2)t(−2) + t(3)t(−3) − t(5) − 6
)
+
t(−4)
(
2t(1)t(3) + 2t(−2)t(−3) − 4t(−1)t(2)
)
+
t(5)t(1)t(−2) + 3t
2
(−4) − 3t(−1)t(−3) − 3t(2)t(3) + 3t(1)t(−2)+
t2(−1)t(−2) + t
2
(1)t(−3) + t(2)t
2
(−3) + t(1)t
2
(2) + t(3)t
2
(−2)+
t(−1)t
2
(3) + t
2
(−1)t
2
(2) − t(1)t(−1)t(2)t(3) − t(−3)t(−2)t(−1)t(2)−
t(1)t(2)t
2
(−2) − t(−2)t(−1)t
2
(1)
{t(−4), t(5)} =t(−4)
(
t(5) − t(−1)t(1) − t(2)t(−2) − t(3)t(−3) + 6
)
+
t(4)
(
4t(1)t(−2) − 2t(−1)t(−3) − 2t(2)t(3)
)
−
t(5)t(−1)t(2) − 3t
2
(4) + 3t(1)t(3) + 3t(−2)t(−3) − 3t(−1)t(2)−
t2(1)t(2) − t
2
(−1)t(3) − t(−2)t
2
(3) − t(−1)t
2
(−2) − t(−3)t
2
(2)−
t(1)t
2
(−3) − t
2
(1)t
2
(−2) + t(−1)t(1)t(−2)t(−3) + t(3)t(2)t(1)t(−2)+
t(−1)t(−2)t
2
(2) + t(2)t(1)t
2
(−1).
It remains to compute {t(4), t(−4)}. Following the results in [G5], we consider
immersed closed curves freely homotopic to α = x1x
−1
2 and β = x2x
−1
1 intersecting
only at transverse double points.
Since S is homotopic to a closed rectangle with two open disks removed, we
depict all curves as in Figure 3.
24 S. LAWTON
q
x2
α = x1x
−1
2
x3
β = x2x
−1
1
x1
p
Figure 3. α and β in S
We further let αp and βp be the curves corresponding to α and β based at the
point p in π1(S, p).
p
Figure 4. αpβp = x
−1
2 x1x2x
−1
1
Respectively, let αq and βq be the corresponding curves in π1(S, q).
Calculating the oriented intersection number at p and q we find ǫ(p, α, β) = −1
and ǫ(q, α, β) = 1.
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q
Figure 5. αqβq = x1x
−1
2 x
−1
1 x2
−1 p q +1
Figure 6. Intersection numbers at p and q
Hence formula (2) and Figures 4, 5, and 6 give
{t(4), t(−4)} ={tr(ρ(α)), tr(ρ(β))}
=ǫ(p, α, β)
(
tr(ρ(αpβp))− (1/3)tr(ρ(α))tr(ρ(β))
)
+
ǫ(q, α, β)
(
tr(ρ(αqβq))− (1/3)tr(ρ(α))tr(ρ(β))
)
=− tr(ρ(αpβp)) + tr(ρ(αqβq))
=− tr(X−12 X1X2X
−1
1 ) + tr(X1X
−1
2 X
−1
1 X2)
=− t(5) + t(−5)
=− t(5) + (P − t(5)) = P − 2t(5).

Comment 27. Formula (9) can be derived in the same manner as we derived
formula (8). Doing so leads to the expression:
tr(X1X
−1
2 X
−1
1 X
−1
2 X1X2)−tr(X1X
−1
2 )+tr(X
−2
2 X
2
1X2X
−1
1 )−tr(X
−1
2 X1X
−1
2 X1X2X
−1
1 ).
Subsequently using polynomial trace relations to reduce these trace expressions to
polynomials in t(i) for 1 ≤ |i| ≤ 5 has provided us with further verification of (9).
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7. Poisson Structure on a One-Holed Torus
The only other orientable surface with Euler characteristic −1 is the one-holed
torus; that is, S1 × S1 with a disk removed. Let T = Σ1,1 be the one-holed torus.
Its fundamental group is presentable as
π1(T ) = {x1, x2, x3 | x1x2x
−1
1 x
−1
2 x3 = 1}.
Figure 7. One-Holed Torus
With respect to this presentation the boundary x3 corresponds to the inverse of
the word x1x2x
−1
1 x
−1
2 . Consequently, the only Casimir that is also a generator is
t(5) since it corresponds to tr
(
X1X2X
−1
1 X
−1
2
)
. Thus the 81 pairings coming from
the 9 generators is reduced to 64. Anticommutativity reduces this number to 28.
Observe that {t(i), t(−i)} = 0 since the corresponding curves are homotopic in T
to parallel curves and so have no intersection. Note that this is not always true in
general; in the case of the three-holed sphere {t(4), t(−4)} 6= 0. We are left with 24
computations.
We first address the pairings which come from cycles of word length one and so
only have one intersection.
Let α be homotopic to x1 and β be homotopic to x2, as in Figure 8
Let ǫ(p, α, β) = ǫp to simplify the notation.
Then
{t(1), t(2)} = ǫp
(
tr (ρ(αpβp))− (1/3)tr (ρ(α)) tr (ρ(β))
)
= ǫp
(
tr (X1X2)− (1/3)tr (X1) tr (X2)
)
= tr (X1X2)− (1/3)tr (X1) tr (X2)
= t(3) − (1/3)t(1)t(2).
Likewise, we can compute
{t(−1), t(2)} = −t(−4) + (1/3)t(−1)t(2),
{t(1), t(−2)} = −t(4) + (1/3)t(1)t(−2),
{t(−1), t(−2)} = t(−3) − (1/3)t(−1)t(−2).
We can already see symmetry coming from Out(F2). In D ∼= D4 define i2 = ti1t;
the mapping which sends x2 7→ x
−1
2 . Then
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α
β
p
x2
x3
x1
Figure 8. α = x1 and β = x2 in T
{t(−1), t(2)} = −i1{t(1), t(2)} = {i1t(1), i1t(2)},
{t(1), t(−2)} = −i2{t(1), t(2)} = {i2t(1), i2t(2)},
{t(−1), t(−2)} = i{t(1), t(2)} = {it(1), it(2)}.
We are left with 20 computations.
Next we consider curves which again intersect only once, but at least one of them
has word length two. There will be two cases: either you have a repeated letter
or you get a cancellation after cyclic reduction. We demonstrate both cases here
and then state the other pairings of these types. First we consider the case of the
paired cycles having a common letter and no letter between them cancels.
For instance, let α = x1 and β = x1x2 (both have the letter x1 and when
concatenated the word is cyclically reduced).
Then
{t(1), t(3)} = ǫp
(
tr (ρ(αpβp))− (1/3)tr (ρ(α)) tr (ρ(β))
)
= tr
(
X21X2
)
− (1/3)tr (X1) tr (X1X2)
= −t(−1)t(2) + t(−4) + (2/3)t(1)t(3).
There are seven more cycles corresponding to minimal generators having a com-
mon letter and one intersection. They all are computed like the one above. Again
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p
β
x1
x2
α
x3
Figure 9. α = x1 and β = x1x2 in T
there is apparent symmetry coming from D.
{t(−1), t(−3)} = −t(1)t(−2) + t(4) + (2/3)t(−1)t(−3) = i{t(1), t(3)} = {it(1), it(3)},
{t(1), t(4)} = t(−1)t(−2) − t(−3) − (2/3)t(1)t(4) = −i2{t(1), t(3)} = {i2t(1), i2t(3)},
{t(−1), t(−4)} = t(1)t(2) − t(3) − (2/3)t(−1)t(−4) = −i1{t(1), t(3)} = {i1t(1), i1t(3)},
{t(2), t(3)} = t(−2)t(1) − t(4) − (2/3)t(2)t(3) = −t{t(1), t(3)} = {tt(1), tt(3)},
{t(−2), t(−3)} = t(2)t(−1) − t(−4) − (2/3)t(−2)t(−3) = −it{t(1), t(3)} = {itt(1), itt(3)},
{t(2), t(−4)} = −t(−2)t(−1) + t(−3) + (2/3)t(2)t(−4) = i1t{t(1), t(3)} = {i1tt(1), i1tt(3)},
{t(−2), t(4)} = −t(2)t(1) + t(3) + (2/3)t(−2)t(4) = i2t{t(1), t(3)} = {i2tt(1), i2tt(3)}.
We are now left with 12 computations.
Now we consider the other case of only one intersection in the pair of cycles,
where after concatenating there is some non-trivial (reduced word length) cyclic
reduction in the word. For instance, let α = x1 and β = x
−1
1 x
−1
2 .
Then
{t(1), t(−3)} = ǫp
(
tr (ρ(αpβp))− (1/3)tr (ρ(α)) tr (ρ(β))
)
= (−1)
(
tr
(
X1X
−1
2 X
−1
1
)
− (1/3)tr (X1) tr
(
X−11 X
−1
2
) )
= −t(−2) + (1/3)t(1)t(−3).
There are seven more cycles corresponding to minimal generators having a can-
celed letter and one intersection. They all are computed like the one above. Again
there is apparent symmetry coming from D.
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p
α
x3
β
x2
x1
Figure 10. α = x1 and β = x
−1
1 x
−1
2 in T
{t(−1), t(3)} = −t(2) + (1/3)t(−1)t(3) = i{t(1), t(−3)} = {it(1), it(−3)},
{t(1), t(−4)} = t(2) − (1/3)t(1)t(−4) = −i2{t(1), t(−3)} = {i2t(1), i2t(−3)},
{t(−1), t(4)} = t(−2) − (1/3)t(−1)t(4) = −i1{t(1), t(−3)} = {i1t(1), i1t(−3)},
{t(2), t(−3)} = t(−1) − (1/3)t(2)t(−3) = −t{t(1), t(−3)} = {tt(1), tt(−3)},
{t(−2), t(3)} = t(1) − (1/3)t(−2)t(3) = −it{t(1), t(−3)} = {itt(1), itt(−3)},
{t(2), t(4)} = −t(1) + (1/3)t(2)t(4) = i1t{t(1), t(−3)} = {i1tt(1), i1tt(−3)},
{t(−2), t(−4)} = −t(−1) + (1/3)t(−2)t(−4) = i2t{t(1), t(−3)} = {i2tt(1), i2tt(−3)}.
We are now left with 4 computations.
The last case to consider is when there are two intersections. For instance, let
α = x1x2 and β = x1x
−1
2 .
Then
{t(3), t(4)} = ǫp
(
tr (ρ(αpβp))− (1/3)tr (ρ(α)) tr (ρ(β))
)
+ ǫq
(
tr (ρ(αqβq))− (1/3)tr (ρ(α)) tr (ρ(β))
)
= (−1)
(
tr
(
X2X1X
−1
2 X1
)
− (1/3)tr (X1X2) tr
(
X1X
−1
2
) )
+ (−1)
(
tr
(
X2X1X1X
−1
2
)
− (1/3)tr (X1X2) tr
(
X1X
−1
2
) )
= −tr
(
X21
)
− tr
(
X1X2X1X
−1
2
)
+ (2/3)tr (X1X2) tr
(
X1X
−1
2
)
= −t2(1) + t(−1) − t(−4)t(−2) − t(2)t(−3) + t(−1)t(2)t(−2) −
1
3
t(3)t(4)
The last identity is a consequence of trace reduction formulas found in [L].
In a like manner one can compute the follow other brackets of this type:
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α
p
q
β
x3
x1
x2
Figure 11. α = x1x2 and β = x1x
−1
2 in T
{t(−3), t(−4)} = −t
2
(−1) + t(1) − t(4)t(2) − t(−2)t(3) + t(1)t(−2)t(2) −
1
3
t(−3)t(−4) = i{t(3), t(4)} = {it(3), it(4)},
{t(3), t(−4)} = t
2
(2) − t(−2) + t(4)t(−1) + t(1)t(−3) − t(−2)t(1)t(−1) +
1
3
t(3)t(−4) = −t{t(3), t(4)} = {tt(3), tt(4)},
{t(−3), t(4)} = t
2
(−2) − t(2) + t(−4)t(1) + t(−1)t(3) − t(2)t(−1)t(1) +
1
3
t(−3)t(4) = −it{t(3), t(4)} = {itt(3), itt(4)}.
This finishes the bracket computations for the one-holed torus. Observe that
the symmetry operators consistently respect Poisson bracket up to sign in the same
way for all minimal generators. In other words, given any element d ∈ D,
d
(
{t(i), t(j)}
)
= ±{d(t(i)), d(t(j))},
for all i, j. This compounded with the fact that the bracket is an anti-commutative
derivation establishes:
Corollary 28. D consists of Poisson homomorphisms and Poisson anti-homomorphisms.
Define the following elements of the group ring of D ∼= D4 acting on C[X]:
• Σ1 = 1 + i− i1 − i2
• Σ2 = 1 + i− t− it
and let ai,j = {t(i), t(j)}.
Note
1
2
Σ1Σ2 = 1 + i− i1 − i2 − t− it+ i1t+ i2t.
Then putting our work together from this section proves:
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Theorem 29. The Poisson bi-vector field for the SL(3,C)-relative character variety
of the one-holed torus is
Σ1
(
a1,2
∂
∂t(1)
∧
∂
∂t(2)
)
+Σ2
(
a3,4
∂
∂t(3)
∧
∂
∂t(4)
)
+
1
2
Σ1Σ2
(
a1,3
∂
∂t(1)
∧
∂
∂t(3)
+ a1,−3
∂
∂t(1)
∧
∂
∂t(−3)
)
,
where:
• a1,2 = t(3) −
1
3 t(1)t(2)
• a1,3 =
2
3 t(1)t(3) − t(−1)t(2) + t(−4)
• a1,−3 = −t(−2) +
1
3 t(1)t(−3)
• a3,4 = −t2(1) + t(−1) − t(−4)t(−2) − t(2)t(−3) + t(−1)t(2)t(−2) −
1
3 t(3)t(4).
Observe that a1,3 = n(2)(a1,2) and a1,−3 = −n(−2)(a1,2) where n(2) is the outer
automorphism that sends x1 7→ x1 and x2 7→ x1x2 and where n(−2) is the outer au-
tomorphism that sends x1 7→ x1 and x2 7→ x
−1
1 x
−1
2 . So up to outer automorphisms
the bracket is determined by a1,2 and a3,4 alone.
Comment 30. Since the boundary of the one-holed torus is interior to its 2-cell
and corresponds to a boundary on the exterior of the 2-cell of the three-holed sphere,
the orientations are reversed with respect to each other in the above computations.
We describe how these two structures relate to each other in an upcoming paper,
and this observation is important to understanding a sign difference between the
two structures.
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