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Dans ce mémoire, je présenterai les outils que nous avons développés dans le cadre de
ma maîtrise. Tout d’abord, je présenterai un outil d’analyse de données génomiques
nommé Versatile Aggregrate Profiler (VAP). Ensuite, je présenterai un outil d’identifi-
cation de profils agrégés similaires nommé vap_sim ainsi que la méthodologie utilisée
afin d’obtenir un paramétrage adéquat de l’outil pouvant s’adapter assez facilement
aux différents profils agrégés. Au troisième chapitre, je présenterai un outil de valida-
tion de formats génomiques nommé Genomic Format Validator (GFV) permettant
d’identifier simplement et rapidement les erreurs de structure et de logique dans un
fichier de données génomiques. Finalement, au dernier chapitre, je présenterai trois
outils complémentaires à VAP.
Mots-clés: Versatile Aggregate Profiler, VAP, Profils agrégés, Genome Format Vali-
dator, GFV, Génomique, Analyse, Bio-Informatique, Profils agrégés similaires, Outil
d’identification des profils agrégés similaires, vap_sim
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Introduction
La génomique, un domaine de la biologie moderne, est la science qui étudie les fonctions
et la structure du génome par l’entremise du séquençage de l’acide désoxyribonucléique
(ADN) et de l’application de méthodes bio-informatiques, entre autres. Le génome,
lui, correspond à l’ensemble du matériel génétique d’un organisme, soit l’entièreté de
ses gènes. À l’intérieur du noyau d’une cellule eucaryote, l’ADN n’est pas retrouvé de
façon linéaire mais est généralement enroulé autour de protéines spécialisées (nommées
histones) pour faciliter sa compaction. Chaque cellule du corps humain contient la
même séquence d’ADN (le génome) faisant environ deux mètres de long dans sa forme
linéaire. L’ADN doit cependant être contenu dans un noyau d’environ dix nanomètres
de diamètre. Par conséquent, l’empaquetage de l’ADN doit être très efficace tout en
permettant qu’il soit accessible dynamiquement. Par exemple, une cellule de muscle a
besoin d’utiliser un ensemble de certains gènes alors qu’une cellule de peau a besoin
d’un ensemble de gènes différents. De plus, les cellules doivent être en mesure d’expri-
mer ou de réprimer rapidement certains gènes à la suite de divers stimuli, par exemple,
de produire de l’insuline en fonction du taux de sucre dans le sang. Pour ce faire,
des protéines de régulation des gènes sont donc essentielles au bon fonctionnement
des cellules. La chromatine correspond ainsi au complexe composé de l’ADN et des
protéines qui y sont liées.
Les récents développements des technologies de séquençage d’ADN à haut débit ont
fait chuter les prix de façon importante, rendant ces technologies accessibles à presque
tous les chercheurs en sciences biologiques. Cet accès s’est traduit par une accumula-
tion importante de données génomiques dans les bases de données publiques, puisque
la majorité des revues scientifiques exigent que les données publiées soient rendues
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accessibles. Le séquençage à haut débit, ou de nouvelle génération, permet en outre
de séquencer à faible coût des expériences interrogeant les génomes entiers. Il existe
plusieurs méthodes de séquençage comme le séquençage par terminaison de chaîne
(Sanger [1]), le pyro-séquençage (454 Life Sciences[2], Ion Torrent[3]), le séquençage
par synthèse à l’aide de terminateurs réversibles (Illumina[4]), ou la détection en temps
réel de molécules uniques (Pacific Biosciences[5], Oxford Nanopore Technologies[6]),
pour n’en nommer que quelques-unes. À l’exception de la méthode de terminaison
de chaîne de Sanger, toutes ces technologies sont considérées comme offrant un haut
débit de données puisque le séquenceur peut génèrer des millions de fragments de
lectures (reads). Ces lectures doivent ensuite être alignées sur un génome de référence,
comme montré à la Figure 1, ou assemblées lorsqu’aucune référence adéquate n’est
disponible. Avec ces avancées, des projets comme le séquençage complet du génome
humain sont alors devenus possibles et ont ouvert la voie à bien d’autres, notamment
celui du International Human Epigenomic Consortium (IHEC), regroupant des milliers
de fichiers de données provenant de sept consortia internationaux.
Figure 1 – Exemple de l’alignement de lectures de séquençage.
Afin de déterminer l’influence de certaines protéines constituant la chromatine sur la
régulation des gènes, une technique expérimentale nommée immunoprécipitation de
la chromatine (Chromatin immunoprecipitation (ChIP)[7]) permet de localiser une
protéine d’intérêt, ou une modification spécifique d’une protéine, dans le génome.
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L’utilisation de la technique ChIP, suivie du séquençage haut débit (ChIP-Seq[8]),
permet ainsi de mesurer l’enrichissement d’une protéine cible dans une population
de cellules à l’étude. Le résultat d’une expérience de ChIP-Seq, une fois les lectures
alignées sur le génome, correspond à une liste de valeurs représentant l’intensité de
l’enrichissement à chaque position du génome. La Figure 2 montre un exemple de
données génomiques alignées sur un génome et l’intensité du signal obtenu.
Figure 2 – Exemple de l’intensité du signal pour des données ChIP-Seq.
Source : Figure 2, Chromatin immunoprecipitation sequencing (ChIP-Seq) on the
SOLiDTM system[9]
Après une expérience ChIP-Seq, ciblant la plupart du temps une protéine liée à la
régulation des gènes, il est utile de visualiser l’intensité du signal obtenu sur des gènes
(aussi nommé de façon plus générale des « annotations du génome ») ou à d’autres
régions d’intérêt du génome. Lors de stages effectués avant la maîtrise et de projets de
fin de baccalauréat, mon directeur et moi avons développé l’outil Verstatile Aggregate
Profiler (VAP)[10], qui a été publié dans la très bonne revue scientifique Nucleic Acids
Research. Je suis ainsi le premier auteur de cet article, présenté en annexe A. VAP
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permet d’analyser et de représenter des signaux d’intensité génomiques sous la forme
de profils agrégés moyens, comme montré à la Figure 3a. Afin de représenter les gènes
et l’intensité moyenne de leur signal, VAP aligne virtuellement les extrémités de toutes
les annotations sur le brin positif. Ainsi, toutes les frontières 5′ des gènes sont alignées
à gauche et toutes les frontières 3′ à droite, comme montré à la Figure 3b. Dans le
cadre de ma maîtrise, nous avons poursuivi le développement de VAP. Le chapitre 1
présente ainsi deux nouvelles versions de l’outil et quelques méthodes et notions de
bio-informatique pour l’analyse des données génomiques et l’interprétation des profils
agrégés.
(a) (b)
Figure 3 – (a) Exemple de profils agrégés moyens. Source : Figure 1B, VAP : a versatile
aggregate profiler for efficient genome-wide data representation and discovery.[10]. (b)
Exemple de l’alignement virtuel des gènes (représentés par des flèches) de différentes
longueurs et du calcul de la valeur agrégée effectués par VAP.
Avec la possibilité de représenter l’intensité du signal de données génomiques sous la
forme de profils agrégés moyens, il devient intéressant de comparer plusieurs profils.
Qu’il s’agisse de profils provenant de différents organismes ou de différentes expé-
riences, il est intéressant de visualiser la similarité ou la dissimilarité entre ces profils.
Nous avons ainsi développé l’outil vap_sim présenté au chapitre 2, qui permet le
regroupement efficace d’un grand nombre de profils agrégés similaires. La méthodologie
utilisée y est décrite et les résultats obtenus y sont discutés.
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Afin que VAP, ou tout autre outil d’analyse génomique, puisse interpréter adéquate-
ment un fichier de données génomiques, il est impératif que celui-ci soit valide. Il ne
doit donc pas contenir d’erreurs pouvant mener à une lecture erronée du fichier. Le
format de ce fichier doit donc correspondre aux attentes, en particulier que toutes
les colonnes spécifiées dans la définition du format soient présentes et respectent la
définition. Il importe donc que les fichiers de données soient validés pour éviter toute
mauvaise interprétation. Nous avons ainsi développé l’outil Genomic Format Validator
(GFV), présenté au chapitre 3, permettant la validation efficace de huit formats de
fichiers génomiques et de trois formats particuliers à VAP.
Pour complémenter et faciliter l’utilisation de VAP et vap_sim, nous avons développé
trois utilitaires qui sont présentés au chapitre 4.
L’objectif principal du laboratoire est de développer et de rendre disponible à la
communauté bio-informatique des outils facilitant l’analyse de grandes quantités de
données génomiques. Les objectifs spécifiques de ma maîtrise étaient d’ajouter plusieurs
fonctionnalités à VAP (chapitre 1) et d’en complémenter l’utilisation (chapitre 4), de
développer un outil efficace de regroupement de profils agrégés similaires en explorant
plusieurs paramètres pouvant influencer les regroupements (chapitre 2), et de dévelop-
per un outil de validation de formats génomiques fréquemment utilisés par les outils
développés au laboratoire (chapitre 3).
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Chapitre 1
Suite du développement de l’outil
Versatile Aggregate Profiler
Dans ce chapitre, il sera question de la suite du développement de l’outil d’agrégation
de données génomiques Versatile Aggregate Profiler (VAP)[10] (voir l’annexe A pour
l’article publié avant le début de la maîtrise). Lors d’analyses de données génomiques,
il est souvent utile de représenter l’intensité du signal sur des régions d’intérêt comme
des gènes. Ces représentations prennent la forme de profils moyens générés à partir
d’un groupe de gènes ou de régions d’intérêt. L’objectif principal de VAP consiste ainsi
à prendre un long vecteur de signal et à calculer le profil agrégé observé sur des groupes
d’annotations de référence tels que des gènes, comme représenté à la Figure 3a. À la
suite de la publication du premier article de VAP, nous avons continué le développement
de l’outil et avons été invités à écrire un nouvel article dans un livre de méthodes
expérimentales de biologie moléculaire. Ce nouvel article, présenté à la section 1.1,
décrit quelques fonctionnalités et méthodes qui sont utiles pour les utilisateurs de
VAP, autant les biologistes que les bio-informaticiens. La section 1.2 de ce chapitre
contient des améliorations effectuées à VAP faisant partie de la version 1.2. L’outil est
disponible à l’adresse suivante : https://bitbucket.org/labjacquespe/vap.
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1.1 La version 1.1 de VAP
Résumé
Cet article présente les meilleures pratiques pour générer des profils agrégés
de données génomiques grâce à l’outil Versatile Aggregate Profiler [10].
Ce faisant, les nouvelles fonctionnalités de la version 1.1 de l’outil sont
également introduites. L’article présente notamment la lecture de nouveaux
formats de fichiers, le calcul de la moyenne pondérée, la gestion des données
manquantes et la génération de heatmap. En plus d’introduire les nouvelles
fonctionnalités, l’article décrit les fichiers d’entrée (fichiers de données,
groupes de référence, annotations et filtres) requis par VAP. Les fichiers de
données sont des fichiers de densité de signal représentant, par exemple, le
nombre de lectures de séquençage alignées à chaque position du génome.
Les groupes de référence correspondent aux listes d’annotations ou aux
régions d’intérêt qui seront analysées avec le contenu de chaque fichier de
données. Le fichier d’annotations contient les coordonnées génomiques des
gènes et parfois d’autres annotations telles que les centromères. Les filtres
d’exclusion et d’inclusion contiennent les listes d’annotations ou régions à
exclure ou à sélectionner. L’article détaille également les méthodes pour
préparer un fichier de densité à partir de fichiers BAM qui contiennent
l’information d’alignement des lectures de séquençage, générer des profils
agrégés de gènes, des profils agrégés d’exons, des profils agrégés de régions
définies par l’utilisateur, les données de gènes ou régions individuelles et
comment interpréter les résultats obtenus. Il détaille aussi comment créer
les graphes des profils agrégés à partir des fichiers de résultats en utilisant
l’interface graphique.
Contributions
— Ajout de plusieurs fonctionnalités importantes à l’outil Versatile Ag-
gregrate Profiler (VAP).
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Commentaires
L’article, ou chapitre de méthodes, a été publié dans le livre de protocoles
DNA-Protein Interactions : Principles and Protocols[11] de la série Me-
thods in Molecular Biology en septembre 2015. Cet article ne couvre pas
l’implémentation de VAP (voir plutôt annexe A), mais se consacre à son
utilisation et à la présentation de nouvelles fonctionnalités.
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Abstract
In the analysis of experimental data corresponding to the signal enrichment
of chromatin features such as histone modifications throughout the genome,
it is often useful to represent the signal over known regions of interest, such
as genes, using aggregate or individual profiles. In the present chapter, we
describe and explain the best practices on how to generate such profiles as
9
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well as other usages of the Versatile Aggregate Profiler (VAP) tool (1), with
a particular focus on the new functionalities introduced in version 1.1.0 of
VAP.
1.1.1 Introduction
Many whole-genome experiments are generating a quantitative measure of the local-
ization of a chromatin feature of interest in cells through sequencing (e.g. ChIP-Seq,
DNA-Seq, MNase-Seq, see (2) for review). These measures are usually enclosed in
density files containing the signal throughout the genome at different resolutions
and encoded in diverse file formats. The first obvious operation is to visualize the
results in a genome browser (for instance the UCSC Genome Browser (3) and the
Integrative Genomics Viewer (4)). In cases where the chromatin feature of interest
tends to have sharp enrichments such as transcription factors, peak-calling approaches
are used to identify and characterize the localization of these enriched regions (see (5)
for review). Other chromatin features such as certain histone modifications tend to
produce more diffuse regions of enrichment that would often not fit the requirements of
the peak-calling algorithms. In such cases, and even with features of sharp enrichment,
it is useful to represent the signal intensity level over known biological annotations
of the genome such as genes or other regions of interest. In some cases the spatial
distribution of the signal between different chromatin features is compared, or the
intensity level of the same feature in different conditions. The Versatile Aggregate
Profiler (VAP) running on both laptop and supercomputers with Linux, Mac OS X or
Windows was designed for that kind of analyses, and is suitable for both experimental
and computational biologists (1). In VAP, the Reference points correspond to the
anchor points on which the Reference features (e.g. genes) are aligned. For instance,
one Reference point is used to generate a graph over the aligned transcription start
sites (TSS), two Reference points are used to analyze the signal over genes (the two
borders of the genes are aligned independently but their orientation is considered), and
up to six Reference points could be used as in the case of delimiting the signal over the
first, middle and last exons (see Figure 1.2 of the original paper (1)). In the process,
all the Reference features of a group are virtually aligned on the positive strand in
10
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order to represent all the 5′ boundaries to the left and all the 3′ to the right (see Note 1).
In this chapter we describe the best practices to generate aggregate profiles as well as
other functionalities using the new version 1.1.0 of VAP. Compared to the originally
published version 1.0.0 (1), the version 1.1.0 described here includes i) the support
of the bigWig format for the Datasets through the use of code from the NGS++
library (6), ii) the support of the GTF format for the Genome annotations file, iii)
the possibility to create a heatmap representation of the individual profiles, iv) the
possibility to filter the Reference groups using genomic regions, v) an improvement of
the overall robustness, and importantly vi) the addition of a new parameter to process
missing data in a Dataset. Indeed and as shown in Figure 1.1, the inclusion of genomic
regions without signal (called missing data) could have an important impact on the
generation and interpretation of the aggregate graphs. The materials section of this
chapter describes the software you have to install on your computer and the files that
are required depending on the type of analyses you want to conduct. The methods




1. Download the complete VAP Java packaged file version 1.1.0 (http://lab-
jacques.recherche.usherbrooke.ca/vap/downloads/). It contains all
you need to run VAP on a laptop, desktop or server computer with Unix/Linux,
Mac, or Windows, including test files (see Note 2).
2. Download and install Java JRE 7.0 update 9 (or above) (https://
www.java.com/download) to open and use the VAP interface.
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Figure 1.1 – Aggregate graphs generated with four normalized (or not) ChIP-
Seq datasets of the histone modification H3K36me3 obtained form ENCODE (two
biological replicates (plain and dotted curves) in two different cell lines (K562
(red) and HeLaS3 (blue))) and sequenced by UW (7), profiled on the 31,680
unique refSeq transcripts extracted from UCSC in September 2014. The BAM files
were downloaded (from http://hgdownload.cse.ucsc.edu/goldenPath/hg19/
encodeDCC/wgEncodeUwHistone/) and used to generate the raw and normalized
bigWig files (see Note 12 and 13. The aggregate profiles were generated directly using the
raw data and ignoring the missing data (A), or using the normalized data and ignoring
(B) or processing (C) the missing data (see Note 30 regarding the bottom Proportion
graph of each panel). Based on the comparison of these three panels, it can be con-
cluded that processing the missing data (C) allow the biological replicates to look much
more similar than just normalizing for the number of mapped reads (B). All the files
(including the parameters file) used to generate this Figure are available in lab website
(http://lab-jacques.recherche.usherbrooke.ca/vap/downloads).
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3. Make sure that everything is properly installed and configured by using the
Test VAP menu. Briefly, this will select the Annotations analysis mode, load
the genome-wide H3K36me3-vs-H3 (8) and H2A.Z-vs-H2B (9) yeast ChIP-chip
Datasets, load three Reference groups corresponding to genes with high, mid
and low transcriptional frequency (10) as well as the corresponding Genome
annotations file, then generate one aggregate graph containing the two Datasets
over the three Reference groups (for a total of six curves).
a) Open the interface by double-clicking on the Java archive (jar) file (see
Note 3).
b) Click on the Test VAP menu of the interface, then Load test files.
c) Choose an output folder in the Output selection section.
d) Click on the Run button at the bottom left of the interface.
e) The results of the analysis will be generated in the selected output folder,
including a file called test_agg_graph_all.png showing the aggregate pro-
files.
f) In case you got an error message see Note 4.
1.1.2.2 Input files
Depending on the type of reference the user wants to analyze (Annotations, Exons
or Coordinates) the required input files are not exactly the same (see sections 1.1.3.2
to 1.1.3.4 for more details), but in all cases the Datasets and Reference groups are
mandatory. See Note 5 about the coordinate intervals convention of all the input and
output files (zero-based half-open vs one-based closed).
1. Datasets: The Datasets are the density files summarizing the number of se-
quencing read aligned (or the hybridization intensity) at given position of the
genome. The data formats currently supported in VAP for density files are bigWig,
bedGraph, and WIG (https://genome.ucsc.edu/FAQ/FAQformat.html)
(see Note 6). In a future version of VAP we plan to also support aligned file
formats such as BAM, meanwhile if you are starting with such aligned files
please refer to section 1.1.3.1 below.
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2. Reference groups: The Reference groups are the groups of Reference features of
interest (either genome annotations such as genes, or user-provided regions such
as peaks) on which you want to aggregate the Dataset’s signal. The content
of a Reference group varies depending on the type of reference you want to
analyze, but there is always one Reference feature per line. In the Annotations
and Exons analysis modes, a Reference group file contains only one column with
the unique identifiers (e.g. gene names) written exactly (case sensitive) as in
the corresponding Genome annotations file (see next step and Note 7). In the
Coordinates analysis mode the Reference groups directly contain the genomic
coordinates (e.g. enriched regions for a particular transcription factor identified
by peak calling approaches) in a BED format (three to six columns) when there
are exactly two Reference points, or in a special format for analyses using one to
six Reference points (see Note 8).
3. Genome annotations: This file is only required in the Annotations and Exons
modes to extract the genomic coordinates of the Reference features. The for-
mats supported are genePred and GTF (https://genome.ucsc.edu/FAQ/
FAQformat.html) (see Note 9).
4. Selection or Exclusion filters: Optionally it is possible to select or exclude
Reference features from the Reference groups, as well as genomic regions (see
Note 10).
1.1.3 Methods
The Java interface proposes two main tabs that are self-explanatory: Complete VAP
process and Only create graphs. Few sections of the interface are considered advanced
and can be accessed by clicking on the + sign beside the information button. When
the user clicks on the Run button, a VAP_parameter.txt file is automatically created
by the interface in the output folder, which can be later imported through Open
parameters file from the File menu to generate similar analyses (e.g. same input files
but using different numbers of windows per block or a different windows size). The
File menu also proposes a selection of parameters often used to analyze mammalian
or yeast Datasets (the later being much smaller and compact).
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1.1.3.1 Prepare density files from aligned (BAM) files
This preliminary file-processing step is optional; in cases you already have density
files you can directly go to 1.1.3.2. As mentioned above the BAM/SAM file format,
which contains the information of each read aligned to the reference genome, is not yet
supported by VAP and should thus be processed. If you are starting with such files, you
should already have checked the quality of the raw sequences, applied a trimming step if
relevant, mapped the reads, checked the quality of the mapping, and filtered the reads if
required (see Note 11). Ideally you would generate normalized density files from aligned
(BAM) files using a sophisticated method such as the one implemented in Wiggler(7, 11)
that shifts the reads, combine biological replicates, normalize for the number of mapped
reads, and take into account the local mappability to distinguish missing values from
unreliable genomic positions, in order to generate a Dataset containing the signal
expressed in terms of a fold-change over the expected signal from an equivalent
uniform distribution of reads over all mappable locations in the genome (https://
sites.google.com/site/anshulkundaje/projects/wiggler). Otherwise,
minimally you want to:
1. Create a density file (bedGraph format) where the signal is normalized for the
number of mapped reads (see Note 12).
2. Convert this bedGraph file into a much more compressed bigWig file (see
Note 13).
1.1.3.2 Generate aggregate profiles over genes (or other annotations from
a Genome annotations file)
This is the most popular analysis mode of VAP, accessible from the main Complete
VAP process tab of the interface.
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Figure 1.2 – Screenshot of the Files selection section showing the parameters described
in section 1.1.3.2-1.
1. In the Files selection section (Figure 1.2) drag, browse or write the name of:
a) The normalized Dataset(s) (generated at section 1.1.3.1 or obtained exter-
nally) in one of the currently supported density format (see section 1.1.2.2-1).
The bigWig format is highly recommended because it is much more efficient
to process (see Note 14).
b) The Reference group(s) (see section 1.1.2.2-2 and Note 15).
c) The Genome annotations file (see section 1.1.2.2-3).
d) Optionally you can use Selection and Exclusion filter file(s) (see section
1.1.2.2-4).
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Figure 1.3 – Screenshot of the Parameters selection section showing the parameters
described in section 1.1.3.2-2.
2. In the Parameters selection section (Figure 1.3) you have to select or enter:
a) The analysis method using the toggle buttons. The Absolute method uses
windows of constant size (meaning that longer feature contains more win-
dows) per block, while the Relative method uses a constant number of
windows (meaning that longer feature contains longer windows). Consider-
ing that the Absolute method is almost always recommended (see Note 16)
only the parameters related to this method are described here.
b) The type of annotation coordinates (either transcriptional or coding) to
extract from the Genome annotations file.
c) The number of Reference points (see Note 17). By definition the number of
blocks is the number of Reference points + 1 (one block each side of each
Reference point).
d) The 5′ or 3′ boundary in the case where only one Reference point is selected.
e) The size of the windows used to segment each block (and by extension the
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Reference features) (see Note 18).
f) The number of windows used in the representation of each block individually
(see Note 19).
g) The type of alignment per block (see Note 20).
h) The type of aggregate values to report for each window of the Reference
groups (see Note 21).
i) The type of dispersion value in the case where you selected to report the
mean as the aggregate values (see Note 22).
j) The number of consecutive windows to average in order to smooth the
aggregate data (see Note 23).
k) How to process missing data. This new option of VAP is particu-
larly important to get more accurate aggregate profiles in cases where
the reliable genomic regions without signal are not included with a
value of zero in your Datasets (see section 1.1.3.1). As mentioned
by others (https://sites.google.com/site/anshulkundaje/
projects/wiggler), including these regions with zeros in the analysis
is critical (see Figure 1.1).
l) Optionally you can control the memory footprint of VAP by deciding to
process a limited number of data values at a time.
3. In the Output selection section (Figure 1.4) you have to select or enter:
18
1.1. La version 1.1 de VAP
Figure 1.4 – Screenshot of the Output selection section showing the parameters described
in section 1.1.3.2-3.
a) The output folder where all the output and related files will be generated.
b) Optionally you can add a prefix that will be added to all the output file
names (see Note 24).
c) Optionally you can choose to generate the aggregate graph(s).
d) Optionally you can choose to display a dispersion value at each window of
the aggregate graph (selected at step 1.1.3.2-2-i).
e) The number of Dataset(s) per aggregate graph (one or all).
f) The number of Reference group(s) per aggregate graph (one or all).
g) Optionally you can choose to automatically subgroup the Reference fea-
tures based on the orientation of the upstream and downstream Genome
annotations (see Note 25).
h) The number of orientation group(s) per aggregate graph (one or all).
i) Optionally you can choose to output the individual Reference features
values. This will generate one file per Reference group and per Dataset,
mainly containing one individual Reference feature per line and the signal
of individual windows in the columns. Considering this file is essential for
heatmap representation, this box is automatically checked if the next option
is also checked.
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j) Optionally, you can choose to create heatmap image(s) of the individ-
ual Reference features values with predefined or customized settings (see
Note 26).
k) Optionally you can define the scale of the Y-axis, otherwise it will be
populated automatically (see Note 27).
Note that at least one of the aggregate, individual or heatmap output has to be
selected.
4. Click on the green Run button (see Note 28).
a) The interface validates the parameters you entered; in case of an error a
pop-up window appears.
b) When everything is fine a progression bar appears, indicating the name
and the proportion of the total number of steps to accomplish.
c) When the execution is completed, a new window appears containing either
the Analysis completed message, or the error message(s) in case of a problem.
5. Interpretation of the output files. There are four groups of output files (see
Note 29 for the naming scheme):
a) Aggregate graphs: When this option is selected, VAP generates png images
(using the sub-prefix agg_graph) containing two plots; the first contains
the aggregate values in each window of each block (e.g. upstream region,
Reference feature and downstream region when using two Reference points),
while the second contains the corresponding information on the proportion
of the Reference features contributing to the aggregate value (see Note 30).
To generate these images, other text files are produced containing the actual
values (using the sub-prefix agg_data) as well as the list of aggregate graph
to generate (using the sub-prefix list_agg_graph) (see Note 31). These text
files can also be used by macro included into Libre Office and Microsoft
Office spreadsheets available in the download section of VAP to generate
vectorial graphs that can be imported to image editing softwares such as
Illustrator or Inkscape to generate publication-ready figures. Importantly,
you have to be careful not to over-interpret the information in these graphs
(see Note 32).
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b) Heatmap representation: When this option is selected, VAP generates png
images (using the sub-prefix heatmap) containing the individual values of
each window of each block of each Reference feature. To generate these
images, other text files are produced containing the actual values (using
the sub-prefix ind_data) as well as the list of heatmap to generate (using
the sub-prefix list_heatmap) (see Note 33).
c) Parameters file: This file contains one parameter per line in a special format
(see Note 34). It is using the sub-prefix VAP_parameters.txt when created
by the interface, or any other name when created or modified by the user.
d) Log files: Many execution details (including warning and error messages)
are written in both the vap_core and vap_interface log files.
1.1.3.3 Generate aggregate profiles over exon boundaries (Exons mode)
This analysis mode is probably the less popular but nonetheless very useful in certain
cases. Since this mode is almost identical to the Annotation mode (see 1.1.3.2), only
the different parameters are enumerated:
1. In the Parameters selection section:
a) The coordinates used are necessarily those from transcript boundaries
therefore the parameter from step 1.1.3.2-2-b is not displayed.
b) The number of Reference points at step 1.1.3.2-2-c is automatically six,
corresponding to the beginning and end of all the first, middle and last
exons, and consequently introns (see Note 35).
c) An additional parameter allows to merge (or not) the signal of the middle
intron(s) (for genes having more than three exons) with the first or last
introns.
2. In the Output selection section, the two parameters of the aggregate graphs
regarding the orientation subgroup(s) (steps 1.1.3.2-3-g-h) are not relevant in
this analysis mode and are therefore not displayed.
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1.1.3.4 Generate aggregate profiles over user-defined regions (Coordi-
nates mode)
Since this analysis mode is almost identical to the Annotations mode (see 1.1.3.2)
(the biggest difference is the content of some files (see section 2.2)), only the different
parameters are enumerated:
1. In the Files selection section:
a) Since the coordinates of the Reference points are included in the Reference
group, no Genome annotations file (step 1.1.3.2-1-c) is therefore required.
2. In the Parameters selection section:
a) The type of annotation parameter (step 1.1.3.2-2-b) is not relevant since
only one type is provided in the Reference group.
3. In the Output selection section, the two parameters of the aggregate graphs
regarding the orientation subgroup(s) (steps 1.1.3.2-3-g-h) are not relevant in
this analysis mode and are therefore not displayed.
1.1.3.5 Generate individual average value per gene or regions
Even if there is no specific analysis mode for this application in the interface, it is
worth to note that it is possible to choose parameters allowing calculating the average
signal value of each gene or region of interest. Follow the method of 1.1.3.2, except:
1. In the Parameters selection section:
a) Choose a very large windows size (e.g. bigger than the longest Reference
feature).
b) Choose two Reference points.
c) Choose only one window per block.
2. In the Output selection section, only check the option to report the individual
Reference feature values (the aggregate and heatmap graphs are not relevant in
such a case).
3. VAP will generate text file(s) named ind_data containing three columns of
data (see Note 33) where the middle one corresponds to the average signal over
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each Reference feature (the first and third columns of data correspond to the
upstream and downstream regions respectively). It is then possible to sort the
Reference features based on this value to create new Reference groups of similar
level of enrichment, and use these new groups to generate aggregate profiles. See
Note 36 for alternative usages.
1.1.3.6 Only create graphs
In some cases it is desirable to generate the graphical representations of an analysis
without having to rerun it. Two such frequent scenarios are a) you want to change
the content (Datasets, groups, order) of an aggregate or heatmap graph by simply
manually modifying (remove, replace) the content of a list file (see steps 1.1.3.2-5-a-b);
b) you directly ran the vap_core module from a terminal (see Note 37), therefore
without using the vap_interface module that is the one generating the graphs. There
are two different ways to only generate the graphs:
1. Use the Only create graphs tab of the interface (Figure 1.5):
Figure 1.5 – Screenshot of the Only create graphs tab of the interface showing the
parameters described in section 1.1.3.6-1.
a) You can either choose to use the From list file or From parameters file
toggle button, and then select the desired aggregate or heatmap graph(s)
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and their appropriate available parameters. Using the list file(s) does not
allow drawing all the elements of the X-axis (see Note 38).
b) You can choose to display (or not) the dispersion values on the aggregate
graph(s).
c) You can choose to create (or not) heatmap image(s) with predefined or
customized settings (see Note 26).
d) You can define the scale of the Y-axis, otherwise it will be populated
automatically.
2. Run the vap_interface module from the terminal where you can define the same
parameters than from the interface through the use of different options (see
Note 39).
1.1.4 Notes
1. Consequently, a genomic region containing a Reference feature on the positive
strand (P) is used as is, while the region containing a Reference feature on the
negative strand (N) AND its upstream and downstream annotations is inverted.
For instance, a region containing the genes A-B-C (ordered from their increasing
genomic coordinates) where genes A and B are on the negative strand and gene
C is on the positive strand are therefore on native orientations NNP; in a case
where gene B is included in a group of Reference features, the whole region
is virtually inverted such that this region is used as if the genes were ordered
C-B-A and their orientations were NPP.
2. More precisely, the complete VAP tool is a Java archive (jar) file corresponding
to the vap_interface module packaged with the C++ vap_core binaries compiled
statically (therefore no dependency) for the supported OS (Unix (most distribu-
tions), Mac OS X, Windows XP and above; 32 and 64 bits architectures). The
individual modules can be optionally downloaded separately.
3. Alternatively, type in a terminal java -jar vap-1.1.0-all.jar from the
folder containing the jar file.
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4. It is preferable to avoid space and particularly accent in all the paths and file
names (program, files, output directory). Since the two log files generated by
VAP are simple text files, do not hesitate to take a look inside and if you still
do not understand the error please contact vap_support@usherbrooke.ca by
providing the two log files with an explanation of what you are trying to do.
Eventually we might ask for your files to reproduce the error (Reference groups,
Genome annotations, Datasets).
5. In version 1.1.0, a small bug was corrected to make sure to correctly interpret
the coordinates of all the input file formats as defined by the UCSC Genome
Bioinformatics team. This means that for genePred, BED, bedGraph and bigWig
formats, the first position of the chromosome is 0 (zero-based) and the start
of an interval is included, but the end is not (half-open). For example, in this
convention the interval chr1 1 10 contains nine positions (1 to 9) starting
at the second position of chromosome 1. Since the format definition of GTF is
one-based and uses closed intervals (the end position is included in the interval),
it is therefore normal that the same gene represented in genePred and GTF
format will apparently not have the same coordinates, but the results of VAP will
be exactly the same. The WIG data format is also one-based closed. See Note 8
about the special format required in the Coordinates analysis mode. Internally, all
the coordinates are represented as zero-based closed (therefore inclusive) intervals.
The coordinates in the agg_data output files are zero-based (in the way that 0
represents the first position of the Reference features), while the coordinates in
the ind_data files follow the same convention than the corresponding Reference
group file.
6. The file extension is first used to determine the file format, then the attribute
type (which is mandatory for Datasets and Coordinates files) from the definition
line (first line of the file) is used to cross-validate the format (https://
genome.ucsc.edu/FAQ/FAQformat.html). The supported extensions (case
insensitive) are: bigWig, bw, bedGraph, bg, wiggle and WIG for Datasets;
genePred, gp and gtf for Genome annotations; bed and coordX (where X is a
value between 1 and 6, see Note 8) for Coordinates files. The extension is not
used for the other Reference group files (in Annotations and Exons mode) and
25
1.1. La version 1.1 de VAP
Filter files. If the extension is unknown or the attribute type does not correspond
to the extension (not cross-validated), the file is skipped and a warning is written
in the vap_core log file. Note that the Datasets are limited to one track of data
per file (otherwise the datavalues are all appended to the first track). Also note
that in all Dataset and Reference group files where the definition line contains
the attribute name, this information is used in the name of the output files;
otherwise the file name is used.
7. If a Reference group contains the same Reference feature more than once, all
instances are kept (and linked to the same genome annotation in Annota-
tions or Exons mode). Optionally the definition line can contain the attribute
#name=<file_alias> where the text must be enclosed in quotes if it contains
spaces. Any other line starting by # is considered as a comment. Note that only
the first column is read (others ignored).
8. The first line of a Reference group file in the Coordinates mode (also di-
rectly called coordinates file) should start by a # and contains at least the
attribute type= followed by one of the 6 coordX where X is the number of
Reference points contained in this file. The full description of this definition
line is: #type=coord<X> [name=<file_alias> desc=<file_desc>]
where the three attributes can appear in any order and where the text of the
name and description attributes must be enclosed in quotes if it contains spaces.
Any other line starting by # is considered as a comment. Because this type of
file can contain up to six Reference points, the order of the columns is slightly
different than in the traditional BED format: the first column of the other lines
must contains the chromosome, the second column the strand (+ or - (any
other character interpreted as +)), and the X following columns must contain
the coordinates. The columns must be delimited by a tab or space characters
(multiple instances are processed as one, such that empty columns are not al-
lowed). Note that in cases where a line contains less than X columns, the default
values (which are an empty string for the chromosome, a dot for the strand
and -1 for the coordinates) are used for the missing columns. An additional
column (X+1) can optionally contain an alias (e.g. unique identifier) that is
then reported in the individual output file (see step 1.1.3.2-5-c). The name of
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such Coordinates Reference feature is always defined as the concatenation of
all the required columns, delimited by a _ (e.g. chr1_+_181135) that can be
used as a name in the Filter files (see Note 10). Because most of the input files
are zero-based (see Note 5), we decided to also use the zero-based convention
for the coordinates contained in this file, and they are used as is (therefore the
equivalent of closed intervals). To illustrate this special format, these are the
first three lines of a coordinates file containing one Reference point:
#type=coord1 name=tRNA desc="tRNA trx start, id=original tRNA coordinates"
chr1 + 181135 tL(CAA)A_181135_181248
chr1 - 139256 tP(UGG)A_139154_139256
Example 1.1 – A three Reference points coordinates file.
And the first lines of a coordinates file containing four Reference points:
#type=coord4 name="unannot transcripts desc="w surrounding genes"
chrI + 401 500 1501 1600 end-geneA_unannot1_start-geneB
chrII - 1551 1650 2651 2750 end-geneG_unannot2_start-geneH
Example 1.2 – A four Reference points coordinates file.
Because we want the Coordinates analysis mode to be able to replicate the
results obtained in the Annotations mode, the coordinates are associated to the
blocks the same way than the annotation coordinates (start and end) are used in
the Annotations mode (see Note 17), except that by using one Reference point
we assume it represents the equivalent of the 5′ of the annotation. If you are not
sure to understand correctly, look at the interface and every time that a block is
named Inter, the coordinates of this block are derived from the coordinates of the
neighbor blocks (using the +1 and -1 operations described in Note 17). Note that
the end coordinate of the block named Upstream as well as the start of the block
Downstream are derived if they are a neighbor of the block named Reference
feature, otherwise they use the coordinates provided in the coordinates file (as
the flanking genes in Annotations mode). Considering that Genome annotations
files are either zero-based half-open (genePred) or one-based closed (GTF),
we now provide a tool (included in a suite of utilities called vap_utils, http:
//lab-jacques.recherche.usherbrooke.ca/vap/downloads/) facili-
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tating the conversion of a Genome annotations file to a coordinates file.
9. If you are working with an organism supported by the UCSC Genome Browser,
it is possible to extract the Genome annotations file in genePred format from
the Table Browser (http://genome.ucsc.edu/cgi-bin/hgTables) by
selecting the option selected fields from primary and related table from the output
format, and then check all from the primary table except the first bin line.
You can also download a Genome annotations file in GTF format from there.
In genePred format, exon coordinates must be right flanked by a comma (e.g.
200,500,) and contains at least 10 columns. When a 11th column is present, it
is considered to be the alias and this information is used as the second column in
the ind_data output file, while other columns (12th and +) are copied at the end
of the lines. In GTF format, only the exon, CDS and stop_codon features (third
column) are considered to reconstruct the transcripts, and the transcript_id
attribute is used as annotation name while the gene_id attribute is used as
alias. All Genome annotations file are represented internally as genePred format,
therefore non-coding annotations (lacking CDS feature) are using the end of the
last exon coordinate as CDS coordinates (both for the start and end). If the
Genome annotations file contains the same annotation name (supposedly unique
identifier) more than once, the corresponding Reference feature of the Reference
group is linked with the first instance of the Genome annotations file. Note that
a header line(s) can be present but should start by #.
10. The Selection filter is applied before the Exclusion filter. The Filter files can
contain a mix of annotation names (unique identifiers in one column) and
genomic coordinates (expressed in the three column tab-delimited BED format
(chr start end) therefore using the zero-based half-open convention (see
Note 5)). Note that for genomic coordinates, an overlap of 1 base pair with the
Reference feature is sufficient to apply the filter, and exceeding the size of the
chromosome is tolerated (e.g. if you don’t know the exact size of a chromosome
to exclude, use a very big number as end coordinate). For example, one of your
Reference group contains all the transcribed genes in a given condition, but you
want to restrict your analysis to the genes longer than 1kb (the Selection filter
therefore contains the list of long gene names) not in mitochondrial chromosome
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as well as not overlapping another annotation (the Exclusion filter therefore
contains in the same file a line with something like chrM 0 50000000 and the
list of overlapping gene names). In the Coordinates mode the filters represented as
genomic coordinates are applied on the columns corresponding to the Reference
feature coordinates (see Notes 8 and 17).
11. Without going in details because it is beyond the topic of this chapter, some of
the tools that can be used to conduct these quality control and preprocessing
steps include FastQc (http://www.bioinformatics.babraham.ac.uk/
projects/fastqc/), Trimmomatic (12), BWA (13) or Bowtie (14), SAMtools
(flagstat and view) (15), SAMStat (16), and Picard (https://github.com/
broadinstitute/picard).
12. If you are comfortable to work from the terminal, here is an example bash script
using SAMtools (15) and BEDtools (17) to generate normalized bedGraph files
from already filtered BAM files (using the number of mapped reads for the
normalization):
Files=*.bam
for i in $Files do
nbReadsMap=$(samtools view -F 4 -c $i)
sclFctr=$(echo "scale=5; 10000000/$nbReadsMap" | bc)
bedtools genomecov -bg -scale $sclFctr -ibam $i -g chromsize > $i-scl.bedgraph
done
Example 1.3 – Creating a bedGraph from a BAM file.
where the file chromsize is tab-delimited and contains the name and the size
of each chromosome on two columns and can be obtained from the UCSC
Genome Browser. Note that using the -bga option of genomecov rather than
-bg generates bedGraph files that include the regions with zero signal (giving
much bigger files). However, given the new parameter of VAP to process missing
data, you do not need to use this -bga option anymore to obtain unbiased
profiles (Figure 1.1). If you are not comfortable with the terminal, it is possible
to use SAMtools and BEDtools from the public web-based Galaxy platform
(https://usegalaxy.org) (18) to generate normalized bedGraph files.
13. From the terminal, the easiest way is to use the bedGraphToBigWig utility from
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Kent’s tool (http://hgdownload.cse.ucsc.edu/admin/exe/) by adding
the following line to the script of Note 12:
./bedGraphToBigWig $i-scl.bedgraph chromsize $i-scl.bigwig
Example 1.4 – Usage of bedGraphToBigWig utility.
This tool is also available from the Galaxy platform.
14. The reason why the bigWig format is much more efficient to process is that we
do not have to read the whole file but only the relevant sections required to
accomplish the requested analysis.
15. VAP can process more than one round of Datasets and Reference groups using
the same parameters (e.g. generate the profile of Datasets A and B on the 500
most expressed genes in condition 1, and Datasets C and D on a different group
of the 500 most expressed genes in condition 2). This can be done by manually
modifying the parameters file to use different alias for the dataset_path and
refgroup_path parameters. Unfortunately this feature is not available for now
through the interface, you should rather use the vap_core module directly.
16. We designed VAP to use the Absolute analysis method by default because it is
consistent with most of the molecular biological processes, but we nonetheless
incorporated the Relative method since it is still used in the literature. For
instance, the transcriptional processes can sense the absolute distance from
a certain point (such as the TSS) based on the suite of post-translational
modifications involved at the different steps of transcription, and always following
the same order; the combination of marks at a certain point can therefore
represent a ruler of the absolute distance (19). In Absolute mode, each feature
is divided in windows of constant size, while in Relative mode each feature is
divided in a constant number of windows (therefore having varying length for two
features of different length). The Relative mode imply that a signal appearing at
a certain absolute distance from a point of reference (e.g. the H3K36me3 histone
modification appearing after few hundred base pairs from the TSS of each gene)
is not represented in the same window for short vs long genes (e.g. a signal 600
bp downstream of the TSS is contained in the 6th window of a 1kb gene divided
in 10 windows, but in the 2nd window of a 3kb gene also divided in 10 windows).
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17. To help to understand the following explanations, change the number of Reference
points on the interface and you will notice an update of the layout. By using two
Reference points, three blocks are generated to isolate in a block the Reference
feature (often a gene) in the middle, while the upstream and downstream regions
contain signal from flanking intergenic regions (potentially contaminated by
signal from flanking genes depending of the length of the regions and the blocks).
To completely delimit the flanking intergenic regions and avoid contamination
from flanking genes, four Reference points are required (five blocks); in such a case
the upstream and downstream regions contain (but is not delimited by) signal
from the flanking genes. To completely delimit these flanking genes in separate
blocks, six Reference points must be used (for a total of seven blocks). Using three
and five Reference points allow to delimit the 5′ regions. In more details, here is
the description on how the coordinates of the Reference features (and its flanking
annotations) are associated to the blocks: with one Reference point, if the 5′
boundary is selected (see step 1.1.3.2-2-d) the coordinate corresponds to the start
of the second block (named Downstream), while if the 3′ boundary is selected
the coordinate corresponds to the end of the first block (named upstream) in
order to avoid a shift of one base pair compared with the results of two Reference
points where the two coordinates of the Reference feature are used inclusively
as start and end of the middle block (named Reference feature); with three
Reference points the end coordinate of the upstream annotation corresponds to
the end of the first block (named Upstream) while the two coordinates of the
Reference feature correspond to the start and end of the third block (named
Reference feature) in order to isolate in the second block (named Inter) the
signal of the upstream intergenic region (the coordinates of this second block are
derived by applying +1 and -1 respectively on the end and start of the neighbor
blocks); four Reference points is a derivative of the three Reference points where
the start of the last block (named Downstream) corresponds to the start of the
downstream annotation to isolate the signal of the downstream intergenic region
in the forth block; five Reference points is a derivative of the four Reference
points where the signal of the upstream annotation is completely isolated in the
second block (named Annotation); lastly, six Reference points is a derivative of
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the five Reference points where the sixth block (also named Annotation) uses
the coordinates of the downstream annotation.
18. This number represents the resolution of the output. In each window the cal-
culated value is always the weighted average, the weight being the coverage
(footprint) of the datavalues (e.g. in a 100 bp window where there are two
datavalues, respectively with a value of 1.0 and a coverage of 75 bp, and with
a value of 3.0 and a coverage of 25 bp, the weighted average is 1.5). In VAP
version 1.0.0, the calculated value per window was the non-weighted average
(e.g. given a result of 2.0 in the previous example), explaining that the results
between the original and new VAP versions could be slightly different.
19. In the Absolute mode you have to choose the length of each regions you want
to represent in the aggregate or individual profiles and therefore used for each
Reference feature and its neighbor regions; this length is simply calculated as
the product of the windows size times the number of windows in a block. A gene
shorter than the block capacity is completely included in the aggregate profile,
meaning that some windows of the block are empty for this Reference feature
(e.g. to represent a 2500 bp gene in a block having a capacity of 3000 bp (60
windows of 50 bp) there are 10 windows around the split point (see Note 20) that
stay empty). Conversely, the portion around the split point of a gene longer than
the block capacity is not represented in the aggregate profile (e.g. the middle 1
kb of a 4 kb gene is not represented in the same block of a 3 kb capacity). It is
recommended in the exploratory phase of your data analysis to select a number
of windows per block that corresponds to approximately twice the average length
of the regions contained in this block, and eventually reduce this number to cover
the average length. For instance, in a compact genome such as yeast, considering
that the average gene length is 1500 bp and the average intergenic region 500
bp, it is recommended to first use four Reference points, a windows size of 50 bp,
and a number of windows per block of 10;20;60;20;10 windows per block
(completely covering regions of 500;1000;3000;1000;500 bp respectively).
20. In Absolute mode the content of each block can be totally aligned to the left
or to the right, or split to align separately both the starts and the ends of the
Reference features. Because the genomic coordinates each side of a split point are
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not necessarily contiguous (e.g. gene longer than the block capacity, see Note 19),
a gap is always introduced at the split point inside a block. Note that the split
point is the end (100%) or the beginning (0%) when the block is aligned to the
left or the right respectively. Using the advanced parameters, the split point
can be expressed in absolute or proportional distance of a boundary. Note that
the alignment of the first (upstream) and last (downstream) block cannot be
split because all the genomic regions inside these blocks have the same length,
corresponding to the capacity of the block.
21. This parameter indicates to report one of the supported aggregate values (mean,
median, max or min), calculated across corresponding non-empty windows of
all the Reference features of a given Reference group. This value must not be
confused with the weighted average calculated from the datavalues for each
window of each Reference feature mentioned in Note 18.
22. When the type of aggregate value is not the mean, no dispersion value is
reported because it would be incorrect to show in a graph one of the other
possible aggregate value (median, max or min) with the dispersion of the mean
(standard deviation or standard error of the mean).
23. This value must be an even integer because the smoothed value reported at
a given position is the result of the average calculated on the given window
and half of the selected number of windows each side of it. This procedure is
therefore creating a gap of the same size (half of the selected number of windows)
at the split point of each block, represented as invalid windows. It is important
to note that this smoothing operation is calculated only on the aggregate values,
therefore not affecting the individual Reference features data reported in the
ind_data files. Also note that for the windows positioned at less than half of
the selected number of windows of the end of the block, the smoothed value is
still calculated but consequently using less values (ignoring the neighbor invalid
windows).
24. It is sometimes more useful to centralize all the output in the same folder with
different prefixes than to create a different output folder each time, particularly
in the exploratory analysis phase. Note that the only output files on which the
prefix is not applied are the log files.
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25. This option could be really important to correctly interpret signal in proximal
regions that could be affected by the orientation of the flanking genes in compact
genomes. It is only available in the Annotations analysis mode because we cannot
assume that all the relevant regions of a genome are included in the Coordinates
mode, and it is unlikely that the orientation of the neighbor genes can have an
impact on the signal in the Exons mode. By default the only subgroup selected
is the one containing all the features, but it is possible to select subgroups based
on the orientation of the upstream and downstream annotations of the Reference
feature, named using the following nomenclature: A stands for Any, C stands
for Convergent (tail-tail), D stands for Divergent (head-head), and T stands for
Tandem (tail-head), for a total of nine possible orientation subgroups (AA, AC,
DA, AT, TA, TT, TC, DT, an DC). For instance, the AC subgroup corresponds
to Reference features where the upstream annotation is on Any strand, and the
downstream annotation is on the opposite strand (Convergent orientation or
in other words tail to tail, therefore the union of the subgroup TC and DC).
Since all the Reference features are represented from left to right (5′ to 3′) in
an aggregate (and individual) profile, those standing on the negative strand are
virtually flipped (along with their flanking annotations) (see Note 1) such that
it is impossible to get an upstream orientation Convergent.
26. Generating the heatmap images could take much longer than generating the
actual aggregate and individual data files. Also, note that this process could use
a lot of memory if you are working with a lot of Reference features and/or a lot
of windows, consequently it is recommended to use the 64 bits version of Java
to generate heatmap images.
27. In the exploratory analysis phase it is preferable to keep an automatic scaling to
generate the aggregate graphs, but for heatmap representation it is preferable
to set values for the Y-axis because of the outliers.
28. By pressing Run, the interface creates the file VAP_parameters.txt, copies
the appropriate platform-dependent binary file (see Note 2) from the jar file
in the selected output folder, and execute it from there. Any relative path
must therefore take the output folder as the working directory when using the
interface. Note that if an executable file named vap_native is present in the
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output folder, the interface rather executes this file. This vap_native strategy
allows a user to compile the source code (released under the GPL license,
https://bitbucket.org/labjacquespe/vap_core/) on a server with
an unsupported OS (or any other computer) and use the interface through a
X-windowing system without having to repackage the jar file.
29. The name of the aggregate graph depends on the options (referred at steps 1.1.3.2-
3-e-h) allowing to generate one graph per element (value of 1 in the next table)
or to put all the elements on one graph (value of 0):
Dataset Group OriSubgroup || GraphFileName DataFileName
1 1 1 || agg_graph_datst_grp_ori agg_data_datst_grp_ori
1 1 0 || agg_graph_datst_grp agg_data_datst_grp_ori
1 0 1 || agg_graph_datst_ori agg_data_datst_ori
1 0 0 || agg_graph_datst agg_data_datst_ori
0 1 1 || agg_graph_grp_ori agg_data_datst_grp_ori
0 1 0 || agg_graph_grp agg_data_datst_grp_ori
0 0 1 || agg_graph_ori agg_data_datst_ori
0 0 0 || agg_graph_all agg_data_datst_ori
Example 1.5 – Table of truth for the name of the aggregate graph.
Because the Datasets are always processed one at a time, in the case where you
want all the Datasets on the same graph, the name of the agg_data files always
contains the name of one Dataset, but the name of the graph does not because the
different files are grouped through the list of aggregate graph to generate (idem
for the orientation subgroup(s)) (see Note 31). So far one heatmap image and
individual data file is generated for each combination of Dataset and Reference
group, the orientation of the flanking annotations is included as a column in
the ind_data file (in the Annotations mode) but not used to create subgroups.
The naming scheme is therefore equivalent to the 1-1-0 state, but using different
sub-prefixes.
30. As illustrated in Figure 1.1 a and b, the bottom graph shows that the proportion
is 45% in the upstream and downstream regions, and it is dropping to 20%
in the middle of the Reference features, while in Figure 1.1c the proportion is
100% in the flanking regions and dropping to 40% in the middle. This indicates
that in each window of the flanking regions (from panels a and b) 45% of the
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genes contribute a datavalue to the corresponding window of the upper graph
(therefore 55% of missing data, mainly because the sequencing depth that was
not that high), while the parameter to process the missing data as datavalues of
zeros in panel c imply to bring the proportion of contributing genes to 100%,
allowing a more reliable comparison of the Datasets. Note that, independently,
by increasing the size of the windows the proportion of genes contributing a
signal datavalue automatically increases. The drop of the proportion in the
middle of the graphs of Figure 1.1 is the consequence of the genes being all split
in the middle and each half aligned on one boundary (start or end) (see Notes 19
and 20 for more details on the split). You can observe similar profiles by using
the test Datasets provided with the interface (see section 1.1.2.1-3).
31. The agg_data file mainly contains one line per window and four columns
per Reference group: i) the relative coordinates (where the 0 corresponds to
the start of the Reference feature and the other coordinates are expressed in
relative position to this Reference point, in steps corresponding to the size of the
windows), ii) the aggregate value (see Note 21) after the smoothing (if applicable,
see Note 23), iii) the dispersion value (see Note 22), and iv) the proportion of
the Reference features of this group contributing to the aggregate value of this
window (see Note 30). For example, in a case where a Reference group contains
500 Reference features, the aggregate value of a particular window is calculated
on these (up to) 500 values; in the Absolute mode, if 100 Reference features do
not have any data point in a particular window (e.g. shorter genes than the
block capacity), the aggregate value is calculated on the 400 remaining values
and the column proportion contains this information (0.8 = 400/500). Note that
the proportion information is useful to identify the regions of the aggregate
profiles where the proportion of Reference features contributing to the aggregate
value is too low to be reliable (e.g. if the capacity of a block is much bigger
than the average gene length, the aggregate profile around the split point will
be noisy and the proportions very low because really few genes will contribute
datavalues to these windows). The list_agg_graph file contains the instructions
for the Java interface on how to assemble the agg_data files to create the desired
graphs. Briefly, the first column of this file contains the name of the graph, and
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the second column contains the name of the aggregate data file to include in
this graph (based on steps 1.1.3.2-3-e-h).
32. It is important to notice that even the best data normalization cannot account
for experimental variability such as antibody affinity directly affecting the ratio
signal/noise. As a consequence, the dispersion value of the aggregate mean can
be useful to compare the signal intensity of one Dataset over different Reference
groups (e.g. gene expression groups), but not to compare different Datasets (e.g.
different antibodies) over one Reference group. Comparing the same strain (or
cell line) and antibody in different conditions (e.g. before and after treatment)
could be more reliable, but in cases where there is an important biological impact
(e.g. global depletion or amplification) the normalization could not work properly;
in such case the use of external spikes-in is recommended (20, 21).
33. The ind_data file mainly contains one line per Reference feature of a group,
with the first 9 columns including the Reference feature and region information
(name, alias, coordinates and orientation) followed by N columns containing the
weighted average of the datavalue(s) of a given window (see Note 18); where
N corresponds to the sum of all the windows per block requested by the user
(see Note 19). As for the aggregate graphs, the 0 of the X-axis (represented in
one of the N columns) corresponds to the start of the Reference feature and the
other coordinates are expressed in relative position to this Reference point, in
steps corresponding to the size of the windows. At the bottom of the file, the
aggregate values of the requested orientation(s) are also provided. Note that the
values included in this file are not affected by the smoothing of the aggregate
values.
34. This file contains all the required parameter preceded by the unique tag ~~@ and
uses the structure parameter_name=value (e.g.~~@analysis_mode=A for the
Annotations mode), as well as a small description including the accepted values
for each parameter. The format of this file is based for now on the APT (Almost
Plain Text) format defined by Apache Maven (http://maven.apache.org/
doxia/references/apt-format.html), corresponding to a lightweight
markup language easy to read by human and easy to convert into a common
document markup language like HTML.
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35. More precisely, the seven blocks correspond to 1) the upstream region, 2) the
first exons, 3) the first introns, 4) all the middle exons, 5) the last introns, 6) the
last exons, and 7) the downstream region. For genes having only one exon the
blocks three to six are empty, and with two exons the only intron is considered
as the first (not the last) and is therefore associated to the third block.
36. By using one window of a defined size (e.g. 1 kb) aligned to the left you will
get the average signal over this window size (up to the size of the feature) as
described in section 1.1.3.5-3. Alternatively, by using two (or more) windows in
the second block and by using some of the split alignment parameters, it is also
possible to calculate the average signal over certain portion of the genes (such as
the first/last half/quarter, or the first/last X bp of the features). You can also
choose the Relative analysis method if you are only interested in proportion of
the feature (one window automatically represent 100%, two equals to 50%, . . . ).
37. You can execute the vap_core module from your current directory by simply
typing to the terminal: ./vap_core -p param_file where param_file
is defined at step 1.1.3.2-5-c.
38. By using a list file, vap_interface does not have access to some required informa-
tion that are available in the parameters file to add all the elements to (including
the number of Reference points and the number of windows per block) such that
the annotations under the X axis are missing in the created graphs. Also note
that when you use the parameters file, the value of any parameter defined on
the interface is applied no matter the value present in the file.
39. The command is
java -jar vap-1.1.0-all.jar create_graphs [options]
Example 1.6 – Usage of create_graphs from the interface.
where the options allow doing the same operations from the terminal than from
the interface.
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1.2 La version 1.2 de VAP
La version 1.2 comprend plusieurs modifications par rapport aux versions précédentes,
telles que de nouvelles fonctionnalités, des corrections de petits bogues, des optimisa-
tions, le passage au standard 2011 du langage C++ et de la réingénierie logicielle.
1.2.1 Nouvelles fonctionnalitées
Parmi les nouvelles fonctionnalitées, la plus notable est sans aucun doute l’ajout des
paramètres à la ligne de commande, puisque l’appel de VAP en est complètement
modifié (tout en conservant la compatibilité avec les versions antérieures). L’utilisateur
peut maintenant modifier directement un, plusieurs ou tous les paramètres sans passer
par un fichier de paramètres. Lorsque les paramètres proviennent de deux sources, ceux
de la ligne de commande ont priorité sur ceux du fichier. À l’exemple 1.7 ci-dessous,
un usager utilise la priorité des paramètres de la ligne de commande pour écraser la
valeur du paramètre window_size du fichier params.txt afin de modifier la taille des
fenêtres.
./vap_core --window_size 100 params.txt
Exemple 1.7 – Utilisation de paramètres de VAP à la ligne de commande.
Les paramètres utilisés pour l’analyse seront écrits, comme dans les versions pré-
cédentes, dans le fichier de paramètres de sortie, situé dans le répertoire de sortie
(output_directory). Lorsqu’un paramètre n’est pas spécifié, sa valeur par défaut est uti-
lisée. Les paramètres analysis_mode, dataset_path, refgroup_path, annotations_path,
selection_path et exclusion_path sont les seuls qui ne possèdent pas de valeur par
défaut et qui requièrent donc qu’une valeur leur soit attribuée.
La deuxième nouvelle fonctionnalité en importance est la capacité de VAP à découvrir
avec précision les formats des fichiers qui lui sont donnés en entrée et de lire des fichiers
compressés Gzip (.gz) et Bzip2 (.bz2). Afin de lire adéquatement un fichier, le format
est découvert en premier par l’extension du fichier et lorsqu’elle n’est pas reconnue,
par la lecture des 200 premières lignes. Lorsqu’un format de fichier ne peut pas être
découvert, VAP ignore ce fichier et émet un message d’avertissement à l’utilisateur.
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Le Tableau 1.1 présente la liste des extensions et des formats reconnus par VAP.
Les huits premiers formats sont des formats génomiques alors que les trois derniers
sont propres à VAP. Respectivement, ils correspondent aux formats pour les fichiers :
groupe de référence (Reference group), filtres d’inclusion et d’exclusion (Selection
filter et Exclusion filter) et fichiers de coordonnées propres à l’utilisateur (Reference
coordinates). Les extensions BED, BED[3-12], rc et rc[1-6] sont particulières
puisqu’elles permettent à l’utilisateur de spécifier ou non le nombre de colonnes du
format. Lorsque le nombre de colonnes n’est pas spécifié (extension BED par exemple),
VAP découvrira de quel format exactement il s’agit en regardant les 200 premières
lignes du fichier. Par exemple, un fichier de format BED3 peut avoir l’extension
BED et sera découvert comme un BED à trois colonnes. Il est aussi important de
noter que les extensions des fichiers ne sont pas sensibles à la casse. Par exemple,
l’extension d’un fichier bedGraph peut être .BG ou .bg. Aussi, les formats de fichier
reference_annotations et reference_filters ne peuvent être découverts, car ils ne
contiennent qu’une seule colonne de texte, ne permettant pas de les différencier des
autres formats.
Tableau 1.1 – Extensions et formats de fichiers pris en charge par VAP. La colonne
Découverte signifie que le format peut être découvert à la lecture du fichier.
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1.2.2 Améliorations
La nouvelle version comporte aussi quelques améliorations, notamment des corrections
de bogues comme une boucle infinie de lecture lorsque le fichier est en fait un dossier, la
conversion implicite du dataset_chunksize en int plutôt que la conservation du type
original long unsigned int et la conversion implicite des énumérations. Cette
version inclut aussi l’ajout du standard 2011 de C++, qui a permis des optimisations
avec les structures de données (par exemple l’utilisation de tables de hachage), la
simplification de méthodes et d’algorithmes grâce aux fonctions lambda ou à la classe
function, et le typage fort des énumérations (nécessitant des conversions explicites).
Au travers de tout cela, de la réingénierie logicielle a été faite pour mieux structurer




Développement de l’outil vap_sim
permettant l’identification de
profils agrégés similaires
Dans ce chapitre, il sera question de la méthodologie utilisée pour développer vap_sim
ainsi que des résultats obtenus à la suite des analyses effectuées avec celui-ci. Ce
chapitre s’insère dans un contexte de développement d’outils et d’utilitaires visant
l’exploration de données génomiques. Dans ce contexte, il était important de dévelop-
per un outil pouvant déterminer des profils de données similaires parmi des dizaines,
voire des milliers de fichiers pour faciliter les découvertes biologiques. En effet, dans le
cadre d’un autre projet du laboratoire, nous procédons à l’accumulation de milliers de
fichiers de données génomiques des organismes les plus étudiés provenant des bases de
données publiques, puis au traitement uniforme de ces données afin de générer des
fichiers de densité. Ces fichiers pourront ensuite être systématiquement analysés par
un autre outil développé au laboratoire, Genomic Efficient Correlator (GeEC)[12], et
utilisés pour générer des profils agrégés sur plusieurs dizaines de groupes de références.
Ces profils agrégés sont créés à l’aide de l’outil VAP présenté au chapitre 1. Tels
que vu précédemment, les résultats obtenus prennent la forme de fichiers de données
agg_data (nommés ici aggs). Plus précisement, les aggs possèdent quatre colonnes
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qui représentent la position relative par rapport au début de la référence, la valeur
du signal agrégé, la valeur de dispersion et la proportion de la contribution des
membres du groupe de référence à la valeur agrégée. La deuxième colonne d’un fichier
agg, soit la valeur du signal, est celle utilisée pour l’identification des profils agrégés
similaires. La similarité, dans ce cas-ci, se définit comme étant la ressemblance d’une
distribution spatiale de l’intensité du signal sur des régions d’intérêt, comme des
gènes. Par exemple, des fichiers de données possédant un enrichissement du signal
agrégé au promoteur (début du gène) seraient regroupés ensemble, alors que ceux
possédant plutôt un enrichissement sur les gènes se retrouveraient ensemble. Bien
entendu, différents fichiers représentant des réplicats d’une même expérience biologique
(par exemple, immunoprécipitation de la modification d’histone H3K4me3) seraient
tous regroupés ensemble. Cependant, il sera intéressant de découvrir quels fichiers,
provenant de différentes expériences, auront des profils similaires sur les groupes de
références choisis.
2.1 Matériel et méthode
Afin d’offrir un outil d’identification des profils agrégés similaires fonctionnel à de futurs
utilisateurs, il fallait être en mesure d’identifier une procédure permettant de comparer
efficacement les profils et les combinaisons de paramètres. Pour ce faire, il a été
décidé d’utiliser un regroupement hiérarchique agglomératif (Agglomerative hierarchical
clustering) (RHA), soit une approche de bas en haut. Au début, chaque élément est
considéré comme un groupe (cluster), puis les plus similaires sont successivement
fusionnés jusqu’à ce qu’ils n’en forment qu’un seul. La distance entre deux groupes est
utilisée afin de fusionner ou non ceux-ci. Ici, le terme distance est utilisé pour désigner
un écart entre deux profils, soit la somme des écarts entre les positions (0, . . . , n) des
profils A et B. Le regroupement fonctionne de la façon suivante.
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1. Calcul de la matrice de distances des aggs
2. Création d'un groupe pour chaque agg
Répéter
3. Fusionner les deux groupes les plus proches
4. Mettre à jour la matrice de distances
Jusqu'à ce que tous les éléments soient dans un groupe
L’outil vap_sim se sert du signal agrégé présent dans chaque agg pour calculer une
distance entre ceux-ci et effectuer le regroupement. Le RHA se prête bien au contexte
des données génomiques à analyser, puisqu’il n’y a pas d’hypothèses faites quant
au nombre de groupes. Aussi, avec un RHA, il est facile de visualiser les groupes
créés sous la forme d’un dendrograme. Cependant, malgré ces avantages, lorsqu’un
mauvais regroupement est effectué, cette erreur est propagée jusqu’à la racine du
dendrograme et est donc irrécupérable. De plus, selon la méthode de liaison utilisée,
le regroupement peut être sensible au bruit ainsi qu’aux données aberrantes et peut
briser en sous-groupes des groupes plus volumineux. Bien que le RHA puisse être
sensible aux données aberrantes, les métriques et les fonctions de poids, présentées
ci-dessous, permettent de limiter cette sensibilité.
Dans l’optique où cet outil sera utilisé pour comparer à grande échelle des fichiers de
données ayant peut-être été générés par des méthodes expérimentales ou dans des
conditions pouvant affecter l’enrichissement du signal, il est impératif d’ignorer l’éten-
due des données sur l’axe des ordonnées lors du regroupement des profils. Il faut plutôt
concentrer le regroupement sur le profil spatial (axe des abscisses). En d’autres mots,
un fichier de données A possédant un signal deux fois plus élevé qu’un fichier B (selon
l’ordonnée), mais avec un enrichissement de signal à la même position (selon l’abscisse),
doit être jugé plus similaire à B qu’à un fichier C ayant le même niveau de signal mais
à une position différente. Telle que présentée à la section 2.1.4, la distance entre deux
aggs est définie comme la combinaison entre une distance euclidienne et une corrélation.
Pour tester le regroupement, plusieurs fichiers de données provenant du International
Human Epigenome Consortium (IHEC) ont été analysés par VAP 1.1. Puisque plu-
sieurs paramètres peuvent avoir un impact sur le résultat d’un regroupement, il a été
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décidé de tester quatre méthodes de liaison des groupes, sept mesures de distance (dont
certaines pouvant être combinées pour un total de 19 métriques), et neuf fonctions de
poids. Un total de 684 regroupements ont été testés, provenant des combinaisons de
méthodes de liaison, de métriques et de fonctions de poids.
Afin d’évaluer chaque résultat de regroupement, il est important d’avoir une mesure de
pureté du regroupement effectué. Pour cela, la méthode Adjusted Rand Index (ARI)[13]
a été utilisée. ARI est une mesure de comparaison entre le regroupement effectué
et un regroupement attendu selon des étiquettes connues. La valeur de l’index varie
généralement entre 0 et 1 (représentant un regroupement identique), mais peut parfois
être négative lors d’un très mauvais regroupement. Le Tableau 2.1 montre un exemple
de résultat de la comparaison entre un regroupement obtenu et les groupes attendus,
où trois éléments sont mal regroupés (en rouge), résultant en une valeur de ARI de
0.875. Grâce à cette mesure, il devient facile de déterminer de façon automatique et
numérique quelle combinaison de paramètres donne le meilleur résultat.
Tableau 2.1 – Exemple d’un résultat de regroupement et de sa valeur ARI. La première
ligne contient les étiquettes triées des éléments des groupes attendus (représentés par
des lettres) et la deuxième ligne contient les groupes obtenus (représentés par l’index du
groupe auquel l’élément appartient).
2.1.1 Les données
Premier test
Afin de perfectionner vap_sim, 53 fichiers de cinq marques de chromatine différentes
ont été choisis parmi les fichiers du IHEC. Ces fichiers correspondent respectivement
à : 10 H3K27ac, 15 H3K36me3, 7 H3K4me2, 15 H3K4me3 et 6 H3K9me3.
Pour mieux visualiser les différentes marques, un représentant pour chacune d’entre
elles a été choisi (Figure 2.1). Il est ainsi facile de voir que quelques profils se ressemblent
beaucoup et contiennent un pic de signal au promoteur (début du gène), avec quelques
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variations néanmoins. Par exemple, H3K4me3 (mauve) et H3K4me2 (vert) possèdent
un profil similaire à l’exception de l’épaule droite de H3K4me2, qui est décalée par
rapport à H3K4me3. Il est attendu que les groupes H3K4me3 et H3K27ac soient
particulièrement difficiles à séparer correctement.
Figure 2.1 – Profil agrégé d’un représentant par marque de chromatine. Le rectangle
rouge note la position du gène sur lequel les représentants ont été alignés.
Deuxième test
Par la suite, la méthode a été testée avec une quantité de données beaucoup plus
grande afin de s’assurer que les résultats obtenus et l’extensibilité de la méthode sont
adéquats. Dans le contexte présent, l’extensibilité se définit comme étant la propension
de l’outil et de la méthode à bien fonctionner dans un temps raisonnable, lorsque la
quantité de données à analyser est grandement augmentée. Parmi tous les fichiers du
IHEC, 1478 provenant des mêmes cinq marques de chromatine ont été sélectionnés :
299 H3K27ac, 382 H3K36me3, 28 H3K4me2, 419 H3K4me3, 350 H3K9me3.
2.1.2 Configuration de VAP
VAP 1.1 a été utilisé avec le mode Annotations et la méthode Absolute. Deux points
de référence, donnant trois blocs de référence avec 120, 300 et 120 fenêtres par bloc
respectivement, ont été utilisés. Chacune des fenêtres possède 50 paires de bases (pb).
Les fichiers aggs ont été créés sans aucun lissage. Au final, un vecteur de 540 positions
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est obtenu, où les annotations se placent de la position 121 à 420. Les profils agrégés
sont obtenus en calculant la moyenne du signal sur 38 651 gènes provenant d’un fichier
Reference Sequence (refseq) pour l’organisme humain. La liste complète des paramètres
utilisés se trouve à l’annexe B.
2.1.3 Les méthodes de liaison
Plusieurs méthodes de liaison peuvent être utilisées afin de lier les groupes ensemble.
Cependant, tel que mentionné précédemment, vap_sim doit ignorer l’étendue des
données de l’axe des ordonnées et doit donc utiliser sa propre méthode de calcul de
distance entre les aggs. Cette contrainte fait en sorte que seules les méthodes single,
complete, average et weighted peuvent être utilisées, puisqu’une matrice de distances
suffit pour faire la liaison lors du regroupement alors que les autres méthodes requièrent
les données originales. Les quatre méthodes de liaison utilisées sont décrites ci-dessous.
Single
La distance entre deux groupes, A et B, se définit par la plus courte distance entre




où A et B sont deux ensembles de données considérés comme des groupes et d(a, b)
représente la distance entre deux éléments a et b, détermine comment lier les deux
groupes. La figure 2.2 montre la liaison effectuée entre ceux-ci.
Figure 2.2 – La méthode de liaison single entre deux groupes.
Cette méthode est sensible au bruit et aux données aberrantes. Elle a aussi tendance
à propager une erreur de regroupement et à créer un effet de chaînage[14].
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Complete
La distance entre deux groupes, A et B, se définit par la plus grande distance entre




où A et B sont deux ensembles de données considérés comme des groupes et d(a, b)
représente la distance entre deux éléments a et b, détermine comment lier les deux
groupes. La figure 2.3 montre la liaison effectuée entre ceux-ci.
Figure 2.3 – La méthode de liaison complete entre deux groupes.
Cette méthode est moins sensible au bruit et aux données aberrantes, mais est
susceptible de fragmenter de plus gros groupes. Aussi, cette méthode a tendance à
former des groupes compacts et évite le phénomène de chaînage décrit précédemment.
Average
La distance entre deux groupes, A et B, se définit par la moyenne des distances entre
les éléments de A et de B. Elle est aussi connue sous le nom de Unweighted Pair
Group Method with Arithmetic Mean (UPGMA). L’équation suivante :






où A et B sont deux ensembles de données considérés comme des groupes et d(a, b)
représente la distance entre les éléments a et b, détermine comment lier les deux
groupes. La figure 2.4 montre la liaison effectuée entre ceux-ci.
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Figure 2.4 – La méthode de liaison average entre deux groupes. Le + signifie la moyenne
du groupe.
Cette méthode est un compromis entre les méthodes single et complete, car elle est
moins sensible au bruit et aux données aberrantes.
Weighted
La distance entre deux groupes, A et B, se définit par la distance moyenne entre les
éléments de A et de C et de B et de C. Elle est aussi connue sous le nom de Weighted
Pair Group Method with Arithmetic Mean (WPGMA) et est similaire à la méthode
average. L’équation suivante :
d((A,B), C) = d(a, c) + d(b, c)2
⏐⏐⏐⏐ a ∈ A, b ∈ B, c ∈ C (2.4)
où A et B sont deux ensembles de données considérés comme des groupes à lier et C, un
autre groupe. d(a, c) et d(b, c) représentent la distance entre ces éléments, déterminant
ainsi comment lier les deux groupes. La figure 2.4 montre la liaison effectuée entre
ceux-ci.
Tout comme la méthode average, la liaison weigthed est un compromis entre les
méthodes single et complete.
2.1.4 Les métriques
Afin de calculer la distance entre deux fichiers agg, un total de 19 métriques, basées
soit sur une mesure de distance individuelle, soit sur une combinaison de mesures de
distance ont été testées. Les mesures individuelles sont de type euclidienne (eucl) ou
de type corrélation (corr), et la combinaison implique une mesure de chaque type.
Les métriques sont nommées par leur type et leurs attributs sous le modèle : typedn
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où type signifie le type de mesure, d représente les différentiels des données et n, la
normalisation de celles-ci.
2.1.4.1 Les mesures de distance individuelles
Les quatres mesures de distance pondérée de type euclidienne (Weighted Euclidian
Distance (WED)) et les trois de type corrélation sont définies ci-dessous.
Mesures basées sur la distance euclidienne
Distance eucl
La distance euclidienne pondérée entre les éléments de X et de Y :
eucl = WED(X, Y,W ) =
√ n∑
i=1
Wi(Xi − Yi)2 (2.5)
où X et Y sont deux ensembles de données représentant les aggs et W , une fonction
de poids sur X et Y .
Distance eucln
La distance euclidienne pondérée normalisée entre les éléments de X et de Y :
eucln = WED(X ′, Y ′,W ) =
√ n∑
i=1
Wi(X ′i − Y ′i )2 (2.6)
où X et Y sont deux ensembles de données représentant les aggs, X ′ et Y ′ sont deux
ensembles de données normalisées, définis par Ei = Eimax(E) | i ∈ {1, · · · , n}, de X et
Y , et W , une fonction de poids sur X ′ et Y ′.
Distance eucld
La distance euclidienne pondérée des différentiels des éléments de X et de Y :




où X et Y sont deux ensembles de données représentant les aggs, ∆X et ∆Y sont deux
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ensembles de données représentant les différentiels, définis par Ei = Ei+1 − Ei | i ∈
{1, · · · , n}, de X et Y , et W , une fonction de poids sur ∆X et ∆Y .
Distance eucldn
La distance euclidienne pondérée normalisée entre les différentiels des éléments de X
et de Y :
eucldn = WED(∆X ′,∆Y ′,W ) =
√ n∑
i=1
Wi(∆X ′i −∆Y ′i )2 (2.8)
où X et Y sont deux ensembles de données représentant les aggs, X ′ et Y ′ sont deux
ensembles de données normalisées, définis par Ei = Eimax(E) | i ∈ {1, · · · , n}, de X et
Y , ∆X ′ et ∆Y ′ sont deux ensembles de données représentant les différentiels, définis
par Ei = Ei+1 − Ei | i ∈ {1, · · · , n}, de X ′ et de Y ′, et W , une fonction de poids sur
∆X ′ et ∆Y ′.
Mesures basées sur la distance de corrélation
Distance corrP
La distance de Pearson pondérée des éléments de X et de Y :
corrP = 1− ρ(X ′, Y ′) = 1−
(




où X et Y sont deux ensembles de données représentant les aggs, X ′ et Y ′ sont deux
ensembles de données pondérées, définis par Ei = WiEi | i ∈ {1, · · · , n}, de X et Y ,
et W , une fonction de poids sur X et Y .
Distance corrPn
La distance de Pearson normalisée pondérée des éléments de X et de Y :
corrPn = 1− ρ(X ′, Y ′) = 1−
(
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où X et Y sont deux ensembles de données représentant les aggs, X ′ et Y ′ sont deux
ensembles de données pondérées normalisées, définis par Ei = WiEimax(E) | i ∈ {1, · · · , n},
de X et Y , et W , une fonction de poids sur X et Y .
Distance corrS
La distance de Spearman pondérée des éléments de X et de Y :





rX′i − rY ′i
n(n2 − 1)
⎞⎟⎟⎟⎟⎠ (2.11)
où X et Y sont deux ensembles de données représentant les aggs, X ′ et Y ′ sont deux
ensembles de données pondérées, définis par Ei = WiEi | i ∈ {1, · · · , n}, de X et Y , r
est le rang et W , une fonction de poids sur X et Y .
2.1.4.2 Combinaisons de mesures de distance
Les 19 métriques utilisées peuvent être définies comme une combinaison pondérée
entre une distance euclidienne et une distance de corrélation telle que :
distance(X, Y,W ) = α · euclidienne(X, Y,W ) + β · correlation(X, Y,W )
où α ∈ {0, 1} et β ∈ {0, 1}, X et Y sont deux ensembles de données représentant
les aggs, euclidienne est une distance euclidienne parmi (eucl, eucln, eucld, eucldn),
correlation est une distance de corrélation parmi (corrP, corrPn, corrS) et W , est une
fonction de poids sur X et Y .
Le Tableau 2.2 présente les 19 métriques utilisées.
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Tableau 2.2 – Les 19 combinaisons de mesures de distance utilisées. Chaque ligne du
tableau représente une combinaison de mesures de distance.
2.1.5 Les fonctions de poids
Afin d’aider à limiter les impacts du bruit pouvant être présent dans les profils,
plusieurs fonctions de poids ont été testées pour obtenir un regroupement plus précis.
Les fonctions de poids permettent d’attribuer une plus ou moins grande importance à
certaines régions. Elles peuvent être classées en trois catégories : uniforme, gaussienne
et double gaussienne. Aux Figures 2.5, 2.6 et 2.7, les fonctions de poids sont identifiées
par des lignes pleines et de couleur unique, et se réfèrent au premier axe des ordonnées
(gauche) alors que les profils des données (provenant de la Figure 2.1) sont représentés
par des lignes pointillées et se réfèrent au deuxième axe des ordonnées (droite). Les
fonctions de poids gaussiennes sont nommées par leur type et leur itération sous le
modèle Gn_m où G signifie gaussienne, n représente le type de gaussienne (double
ou simple) et m, l’itération. La fonction de poids uniforme ne tient pas compte de ce
modèle puisqu’elle est unique.
Uniforme
La fonction de poids U1 possède une valeur de un. Elle attribue ainsi un poids égal à
chacune des valeurs des profils et elle agira à titre de contrôle.
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Figure 2.5 – La fonction de poids uniforme.
Gaussienne
Les gaussiennes ont été créées pour donner une importance à une région bien particu-
lière des profils. La gaussienne G1_1 est centrée sur le milieu de la région contenant
le gène. La gaussienne G1_2, dérivée de la G1_1, a pour objectif d’uniformiser la
région entre les deux points de référence. La gaussienne G1_3 maximise la région
en augmentant l’aire sous la courbe au niveau du promoteur. La gaussienne G1_4,
dérivée de la G1_3, est centrée sur le pic présent au promoteur pour ainsi donner à
cette région une importance plus grande.
Figure 2.6 – Les fonctions de poids basées sur la fonction de Gauss.
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Double gaussienne
Les doubles gaussiennes possèdent, comme leur nom l’indique, deux courbes créées afin
d’attribuer une importance à deux régions bien précises. La double gaussienne G2_1
maximise l’importance aux deux points de référence (la portion de droite est cachée
sous la courbe G2_4). Les courbes G2_2 et G2_3 sont des dérivées de la G2_1, où
la hauteur a été diminuée. La double gaussienne G2_4 est une amélioration et un
raffinement des autres gaussiennes (gaussienne et double gaussienne) afin d’augmenter
l’importance du deuxième point de référence par rapport au premier point de référence.
Figure 2.7 – Les fonctions de poids utilisant deux gaussiennes.
2.1.6 Implémentation
L’implémentation de l’outil vap_sim est présentée au chapitre 4, puisqu’il est un outil
complémentaire de VAP.
2.2 Résultats et discussion
Premier test
Afin d’évaluer les différents paramètres individuels qui composent la mesure de distance
entre deux aggs, plusieurs scénarios ont été testés. Par exemple, pour comparer les
quatre méthodes de liaison, les moyennes des valeurs ARI ont été obtenues en variant
les autres paramètres (métriques et courbes de poids). Un total de 171 résultats,
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provenant des combinaisons entre les 19 métriques et neuf courbes de poids pour
chaque méthode, a été obtenu. Ces résultats, variant entre 0 et 100, où 100 est un
résultat parfait, permettent ainsi d’évaluer si une méthode de liaison se démarque des
autres. Le Tableau 2.3 présente ainsi la valeur ARI moyenne pour chaque méthode de
liaison, chaque mesure de distance individuelle, chaque combinaison de mesures de
distance et chaque fonction de poids. Pour chaque métrique, 36 valeurs (colonne N du
Tableau 2.3) d’ARI ont été utilisées, soit le résultat des combinaisons entre les quatre
méthodes et les neuf fonctions de poids. Pour les combinaisons de mesures de distance
de type euclidienne, les valeurs de 108 ARI résultant des 36 combinaisons précédentes
et des trois combinaisons de mesures de corrélation, ont été utilisées. Les moyennes
d’ARI pour les combinaisons de corrélation proviennent de 144 valeurs, soit le résultat
des 36 combinaisons précédentes et des quatre mesures de type euclidienne. Pour les
fonctions de poids, les résultats ont été obtenus à partir de 76 valeurs d’ARI, soit la
combinaison des 19 métriques et des quatre méthodes de liaison.
Tableau 2.3 – Les résultats ARI moyens du premier test, triés en ordre décroissant par
catégorie : (a) les mesures de distance individuelles, (b) les combinaisons de mesures de
distance, (c) les méthodes de liaison et (d) les fonctions de poids. La colonne N contient
le nombre de combinaisons utilisées pour calculer la moyenne et l’écart-type des valeurs
ARI.
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Parmi les mesures de distance individuelles utilisées (Tableau 2.3a), la eucldn, est
substantiellement meilleure (0.56) que les autres (corrP (0.496), eucln (0.448), corrS
(0.344)), car la distance euclidienne est calculée à partir des différentiels des données
normalisées. En effet, puisque les taux de variations des profils sont calculés à partir
des données dont l’échelle est commune, les différences aux positions des profils sont
plus marquées, ou à l’inverse, les similarités ont un plus grand impact sur la valeur
de distance. Pour sa part, la corrélation de Pearson, corrPn ou corrP (normalisée ou
non), donne de façon générale de meilleurs résultats que celle de Spearman individuelle
(corrS). Il est à noter que les valeurs de corrPn et corrP sont identiques (0.496),
puisque Pearson regarde la linéarité de la relation entre les données. Donc, que les
données soient normalisées ou non, la linéarité ne change pas. Quant à la mesure eucln,
elle donne de bons résultats, nettement meilleurs que eucl (non normalisée) puisque
les données y sont normalisées.
Parmi les combinaisons de mesures de distance (Tableau 2.3b), celles impliquant eucldn
donnent des résultats substantiellement meilleurs que les autres mesures euclidiennes.
Ceci s’explique simplement puisque c’est la combinaison impliquant la mesure indivi-
duelle, qui donne les meilleurs résultats lorsqu’utilisée seule mais aussi lorsque combinée
avec les corrélations. Similairement, les combinaisons impliquant eucln donnent aussi
de bons résultats. En général, la mesure eucld (où les différentiels ne sont pas normali-
sés) n’est pas une bonne mesure à utiliser dans le contexte présent puisque les valeurs
d’ARI sont très basses. En effet, les données ne sont pas normalisées lors du calcul de
cette mesure de distance et l’intensité du signal est ainsi considérée. Il en est de même
pour la mesure eucl (non normalisée) ; elle ne donne pas de bons résultats puisqu’elle
est sensible aux écarts d’intensité dans les profils. Aussi, les corrélations individuelles
donnent de bons résultats mais lorsque combinées, elles ne sont plus aussi bonnes, car
elles ont été combinées avec une mesure comme eucl, qui ne donne pas de bons résultats.
Pour ce qui est des méthodes de liaison (Tableau 2.3c), aucune des trois premières ne
semble meilleure qu’une autre, puisque leur ARI moyen n’est pas substantiellement
différent. Par contre, il est évident que la méthode single donne de moins bons résultats.
Cela peut s’expliquer par le fait que cette méthode a tendance à créer un phénomène
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de chaînage[14] (favorise des éléments connectés) puisque le regroupement s’effectue
en ne tenant compte que des éléments les plus proches, et donc sans porter attention
aux éléments plus distants. De plus, avec le RHA, il est impossible de récupérer d’une
erreur de regroupement puisque les groupes sont fusionnés. L’erreur est ainsi propagée
jusqu’au dernier groupe (racine du dendrogramme).
Quant aux fonctions de poids (Tableau 2.3d), malgré un grand travail pour définir des
fonctions évoluées et adaptées aux données, aucune ne se démarque significativement
par rapport aux autres selon les ARI moyens obtenus sur cet ensemble de données.
Aussi, les fonctions de poids G2_1, G2_2 et G2_3 possèdent des valeurs identiques.
Cela s’explique par le fait que leurs profils se ressemblent et que varier la hauteur des
courbes n’apporte pas plus d’importance aux données dans ce cas-ci.
Le Tableau 2.4 montre les 20 meilleurs résultats parmi toutes les combinaisons effec-
tuées, la meilleure étant la combinaison de corrS, eucldn, la méthode weighted et la
fonction de poids G2_4 avec un ARI de 0.875. Cependant, il ne peut être affirmé que
cette combinaison donnera toujours les meilleurs résultats, puisque trois des quatre
méthodes donnent des résultats moyens similaires (Tableau 2.3). Il est rassurant de
constater que les meilleurs résultats sont obtenus par des combinaisons des métriques
corrS et eucldn. En utilisant corrS, et donc Spearman qui correspond à la corrélation
de Pearson appliquée sur les rangs des données plutôt que sur les valeurs directes,
l’étendue des données sur l’axe des ordonnées est ignorée. Aussi, comme mentionné
précédemment, Pearson regarde la linéarité alors que Spearman regarde si la rela-
tion des données est monotone, c’est-à-dire que les données varient harmonieusement
ensemble. De plus, en calculant la distance euclidienne des différentiels normalisés
(eucldn), la variation des courbes est utilisée, mais l’étendue des valeurs sur l’axe des
ordonnées est ignorée.
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Tableau 2.4 – Les 20 meilleurs résultats du premier test. La colonne 11 contient les index
obtenus et les étiquettes attendues où a représente le groupe H3K27ac ; b H3K36me3 ; c
H3K4me2 ; d H3K4me3 ; e H3K9me3.
Comme l’indique la valeur du meilleur ARI de 0.875 du Tableau 2.1, le regroupement
n’est pas identique à celui attendu, trois profils sont mal regroupés, soit un H3K4me2
(regroupé avec les H3K4me3) et deux H3K4me3 avec les H3K4me2. Parmi les cinq
marques de chromatine sélectionnées, il était attendu que ces deux marques soient
plus difficiles à bien séparer. La Figure 2.8 montre les trois courbes problématiques.
Même pour l’oeil humain il est difficile de distinguer s’il s’agit d’un réel problème de
classification ou plutôt d’un problème expérimental ou encore de données de mauvaise
qualité. En effet, la courbe rouge a un profil très similaire aux H3K4me3 avec un
second pic un peu plus étroit, alors que les courbes jaune et orange montrent une
intensité de signal beaucoup plus faible ainsi qu’un deuxième pic légèrement plus large.
Le Tableau 2.5 présente les résultats ARI individuels des différentes fonctions de poids
pour la meilleure méthode et métrique. Contrairement aux résultats ARI moyens
présentés au Tableau 2.3 montrant peu de différences entre les courbes de poids, la
courbe de poids G2_4 possède une valeur ARI significativement meilleure (0.875
alors que la moyenne et l’écart-type des 684 combinaisons sont de 0.332 et de 0.203)
pour la méthode de liaison weighted et la combinaison des métriques corrS et eucldn.
Cette courbe de poids a été façonnée de manière à mieux représenter le profil des
données et à augmenter le poids aux régions plus pertinentes. Grâce à la facilité pour
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Figure 2.8 – Profils agrégés des trois courbes problématiques comparés à quelques autres
des mêmes marques de chromatine. Trois profils des données de H3K4me3 sont présentées
en bleu, suivi de trois profils de H3K4me2 en vert, puis des trois problématiques.
l’utilisateur de générer ce type de courbes, elles peuvent être facilement utilisées pour
mettre un accent accru sur des régions précises afin de mieux différencier les groupes,
par exemple de façon très pointue au promoteur. D’ailleurs, c’est ce qui distingue la
courbe G2_4 de la G2_1 (donnant un moins bon résultat en regroupant les profils
H3K27ac (étiquette a) et H3K4me3 (étiquette d)). Dans la mesure où l’utilisateur
cherche à différencier ce genre de profils parmi des centaines, voire des milliers, il est
fortement recommandé d’utiliser ce type de fonction de poids. Il est à noter qu’avec
cette méthode de liaison et cette métrique, varier la hauteur des courbes n’apporte pas
d’amélioration au regroupement puisque les courbes G2_1, G2_2 et G2_3 donnent
toutes le même résultat (0.572). Toujours selon le Tableau 2.5, la fonction de poids
uniforme U1 ne donne pas de très bon résultats. Par contre, les deux meilleurs résultats
ARI (parmi les 684 combinaisons) obtenus avec cette dernière fonction de poids sont
de 0.633 et 0.614 provenant de la combinaison de la mesure de distance eucldn et les
méthodes complete et average, respectivement. Ces résultats sont significatifs compte
tenu que la fonction de poids U1 est l’équivalent de ne pas utiliser de fonction de
poids, et donc qu’il est possible d’obtenir de relativement bons regroupements en
utilisant les paramètres adéquats sans fonction de poids.
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Tableau 2.5 – Les fonctions de poids pour la meilleure méthode du premier test.
Le Tableau 2.6 présente les 15 meilleures combinaisons de paramètres avec la meilleure
fonction de poids, G2_4 . La méthode single est ignorée puisqu’elle ne donne que de
mauvais résultats. De plus, les mesures eucl et eucld ont été exclues de ce tableau
puisqu’elles ne produisent pas de bons résultats. La mesure corrPn a aussi été ignorée,
car elle produit des résultats identiques à corrP . Il est aisé de constater que la mesure
de distance eucldn, impliquée dans une combinaison de paramètres ou non, possède les
meilleures valeurs d’ARI (à l’exception de la combinaison eucldn, corrP et la fonction
de poids complete), ce qui en fait un bon choix pour le regroupement des profils
agrégés.
Tableau 2.6 – Les 15 meilleures combinaisons de paramètres pour la meilleure fonction
de poids lors du premier test.
Finalement, la Figure 2.9 présente le dendrograme du meilleur regroupement des 53
profils avec la méthode weighted et les métriques corrS et eucldn. Le regroupement
n’est cependant pas parfait, comme le démontre la valeur ARI de 0.875 (Tableau 2.6)
et les étiquettes encadrées.
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Figure 2.9 – Le dendrograme obtenu par la meilleure combinaison de paramètres lors
du premier test. Les groupes formés sont identifiés par la même couleur et le même
indice (1 à 5). Un rectangle rouge note les trois marques de chromatine mal regroupées.
Deuxième test
Tel que mentionné précédemment, afin d’évaluer l’extensibilité de vap_sim et de tester
de nouveau les différentes combinaisons de paramètres, 1478 fichiers de données prove-
nant des mêmes cinq marques de chromatine ont été utilisés. Le Tableau 2.7 montre
la valeur ARI moyenne pour chaque combinaison de paramètres. Tel qu’attendu, les
valeurs moyennes de ARI obtenues sont moins élevées que lors du premier test puisque
la quantité de données est bien plus importante et donc contient potentiellement
davantage de bruit. Bien que moins élevées, ces valeurs moyennes ne sont pas pour
autant mauvaises.
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Tableau 2.7 – Les résultats ARI moyens du deuxième test, triés en ordre décroissant par
catégorie : (a) les mesures de distance individuelles, (b) les combinaisons de mesures de
distance, (c) les méthodes de liaison et (d) les fonctions de poids. La colonne N contient
le nombre de combinaisons utilisées pour calculer la moyenne et l’écart-type des valeurs
ARI.
Pour ce qui est des mesures de distance individuelles (Tableau 2.7a), les résultats sont
légèrement différents de ceux du premier test. La distance euclidienne des données
normalisées (eucln) est substantiellement meilleure (0.441) que celle des différentiels
normalisés (eucldn) (0.299). La distance eucldn possède aussi une valeur d’ARI moyen
moins élevée que celle des corrélations de Pearson (corrP et corrPn) (0.416). Par
contre, ces dernières mesures obtiennent des résultats identiques et un résultat
légèrement meilleur que celui de Spearman (corrS). Il est rassurant de constater que
les résultats des autres mesures de distance sont aussi cohérents avec le premier test
(les trois premières mesures possèdent des résultats moins élevés et les mesures eucl et
eucld ne donnent encore pas de bons résultats).
Tel qu’observé lors du premier test, les seules combinaisons de mesures de distance
(Tableau 2.7b) donnant de bons résultats sont les distances eucldn et eucln puisque
les autres mesures sont par définition une combinaison d’au moins une moins bonne
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mesure (comme la combinaison corrPn et eucl). Il est aussi intéressant de constater,
qu’à l’inverse du premier test, la distance eucln possède une valeur d’ARI moyen
supérieure à eucldn. Il semble donc qu’avec une quantité de données plus importante,
il ne soit pas nécessaire d’utiliser les différentiels des données, et que seulement la
normalisation de celles-ci produit généralement de bons résultats.
Les résultats des méthodes de liaison (Tableau 2.7c) sont eux aussi rassurants puisque
cohérents avec le premier test et comme attendu, moins élevés. Bien qu’ils soient
légèrement différents de ceux du premier test où la méthode weighted avait obtenu le
meilleur résultat, aucune des trois premières méthodes ne se démarque des autres,
leur ARI moyen n’étant pas significativement différent. Aussi, la méthode single
possède encore un ARI moyen très bas, celui-ci semble être de zéro mais est en fait de
-0.0000809366. La valeur ARI moyenne négative, bien que surprenante à première vue,
s’explique simplement par le fait que la méthode single a obtenu un score négatif à
plusieurs reprises au cours des 684 combinaisons. Tel que mentionné au début de la
section 2.1, la valeur de l’index varie généralement entre 0 et 1, mais peut parfois être
négative lors d’un très mauvais regroupement.
Pour ce qui est des fonctions de poids (Tableau 2.7d), l’ordre est passablement différent
que lors du premier test, mais tel qu’observé précédemment, aucune ne se démarque
des autres. Il est toutefois intéressant de noter que la courbe G2_4 a été conçue pour
améliorer les résultats du premier test, mais se comporte en moyenne encore mieux
lors de ce deuxième test. En fait, ce n’est pas si étonnant considérant qu’il s’agit des
mêmes marques de chromatine et donc des mêmes régions d’intérêt. Il est donc utile
de raffiner les fonctions de poids selon les profils des données. Toutefois, ces valeurs
ARI démontrent que même la fonction de poids uniforme (l’équivalent de ne pas uti-
liser de fonction de poids) résulte en moyenne avec presque d’aussi bons regroupements.
Le Tableau 2.8 montre les 20 meilleurs résultats parmi toutes les combinaisons
effectuées. Comme lors du premier test, le meilleur résultat implique la mesure de
distance corrS (mais cette fois seule plutôt que combinée à eucldn, par contre le
deuxième meilleur résultat combine ces deux mesures), la fonction de poids G2_4,
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Tableau 2.8 – Les 20 meilleurs résultats du deuxième test. À noter : les étiquettes ont
été enlevées afin d’alléger la figure.
mais la méthode de liaison average plutôt que weighted. Au premier test, les premières
valeurs de ARI passaient de 0.875 à 0.847, puis de 0.756 à 0.666, alors qu’au
deuxième test, aucune ne dépasse 0.684 mais l’écart est moins élevé, passant de
0.677 à 0.675, puis de 0.674 à 0.672. Ce petit écart entre les valeurs d’ARI semble
remarquable considérant que 28 fois plus de fichiers de données étaient analysés. Aussi,
la méthode de liaison average est majoritairement impliquée dans ces 20 meilleurs
résultats alors que la méthode weighted l’est peu. De ces résultats, tous impliquent
au moins une mesure de corrélation comme lors du premier test. Cependant,
contrairement au premier test, presque tous impliquent une fonction de poids
composée de deux Gaussiennes (à l’exception de G1_2 qui se rapproche tout de même
des doubles gaussiennes puisqu’elle possède des poids maximaux aux régions d’intérêt).
Le Tableau 2.9 présente les différentes fonctions de poids pour la meilleure méthode
de liaison. Outre les courbes G1_3 et G1_4, les courbes donnent de bons résultats.
Des fonctions de poids intuitives et simples à générer, comme U1 et la famille des
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doubles gaussiennes, obtiennent une valeur ARI satisfaisante lors de ce deuxième
test, ce qui en font des fonctions de poids polyvalentes pour classifier rapidement
différents profils de données. De plus, tel que mentionné précédemment, il est très
intéressant de constater que la courbe G2_4 obtient les meilleurs résultats lors des
deux tests, puisqu’il s’agit d’une fonction de poids très raffinée pour être adaptée aux
données. Toujours selon le Tableau 2.9, il est intéressant de remarquer que la fonction
U1 produit un bon résultat, alors qu’à l’inverse, lors du premier test, cette fonction
produisait le moins bon des meilleurs résultats de la méthode weighted. De plus, parmi
toutes les combinaisons de paramètres, les deux meilleurs résultats sont de 0.661 et de
0.644. À l’inverse du premier test, la mesure de distance eucldn n’est pas impliquée ;
ce sont plutôt les combinaisons des mesures eucln et corrS ainsi que eucln et corrP ,
et la méthode de liaison complete qui génèrent ces deux dernières valeurs d’ARI. Ces
résultats démontrent que la fonction de poids U1 ne doit pas être sous-estimée pour
la classification des profils.
Tableau 2.9 – Les fonctions de poids pour la meilleure méthode du deuxième test.
Le Tableau 2.10 présente les 15 meilleures combinaisons de paramètres avec la meilleure
fonction de poids (G2_4 ) du deuxième test. Comme lors du premier test, la méthode
single est ignorée, les mesures eucl et eucld sont exclues et corrPn est identique à corrP .
Tel que vu lors du premier test, la combinaison de la mesure eucldn est cohérente (elle
produit encore de bons résultats (0.659)) avec ce dernier. Bien que la mesure corrS
donne le meilleur résultat (0.684), l’écart entre les deux mesures n’est pas significatif.
En général, il semble donc que l’utilisation de la mesure de distance corrS produira
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de bons résultats, et il en est de même pour eucldn.
Tableau 2.10 – Les 15 meilleures combinaisons de paramètres pour la meilleure fonction
de poids lors du deuxième test.
À des fins de comparaison, le meilleur ARI du premier test possèdait une valeur de
0.875 (la moyenne et l’écart-type des 684 combinaisons sont de 0.332 et de 0.203). Or,
dans ce deuxième test, la même combinaison de paramètres donne un résultat de 0.659.
La meilleure valeur de ARI du deuxième test est de 0.684 (la moyenne et l’écart-type
des 684 combinaisons sont de 0.245 et de 0.269)). La même combinaison de paramètres
lors du premier test possèdait une valeur de 0.485. Il est important de garder en
tête qu’une grande quantité de données joue un rôle important dans la pureté des
résultats obtenus. Il devient alors nécessaire d’adapter les fonctions de poids au
profil des données afin d’obtenir de bons résultats, comme le démontre la courbe G2_4.
Finalement, l’extensibilité de l’outil a été testée avec la quantité de données 28 fois
plus importante du deuxième test. Les résultats ont été produits sur un serveur Linux
CentOS 6.6, possédant 48 processeurs AMD 2.2 GHz. Ceux du premier test n’ont pris
que deux minutes à être produits, séquentiellement. De la même façon le deuxième
test a pris 64 heures. Par contre, en utilisant neuf processeurs, seulement quatre
heures ont été nécessaires pour produire les résultats. Bien que la différence soit
très grande, il faut garder en tête que les 684 combinaisons de paramètres étaient
testées pour chaque fichier de données, et que cela augmente considérablement le
temps de traitement. Le parallélisme réduit ainsi la durée totale à un temps bien plus
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acceptable lorsqu’un utilisateur veut explorer plusieurs combinaisons de paramètres. À
titre indicatif, environ cinq minutes ont été nécessaires pour analyser les 1478 profils




(GFV) : un outil robuste et
polyvalent pour valider les formats
de fichiers génomiques
Dans cet avant-dernier chapitre, il sera question d’un outil de validation de fichiers
génomiques. Avec l’amélioration constante des technologies et le développement d’ex-
périences génomiques générant une grande quantité de données, plusieurs formats de
fichiers ont vu le jour. La validation de ces fichiers permet d’éviter des erreurs d’analyse
ainsi que d’identifier plus rapidement des sources d’erreurs lors de manipulations avec
ceux-ci.
Ce chapitre traitera de l’article décrivant l’outil de validation, d’une comparaison des
performances de l’outil avec deux bibliothèques différentes et de quelques optimisations.
Le code source de l’outil se trouve à l’adresse suivante : https://bitbucket.org/
labjacquespe/gfv.
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3.1 L’outil de validation GFV
Résumé
L’article présente l’outil de validation de formats génomiques Genomic
Format Validator (GFV) et la bibliothèque C++ derrière ce dernier. Les
options, le processus de validation, ses performances, le design de la bi-
bliothèque ainsi que les formats de fichiers reconnus y sont détaillés. Nous
avons développé un tel outil puisque les outils existants ne supportent
que quelques ou un seul format et sont limités en termes de fonction-
nalités. Pour évaluer un tel outil, il était nécessaire de le comparer aux
outils existants similaires. Les résultats des tests de performance ont été
générés à partir des fichiers Homo_sapiens.GRCh38.84.chr.gtf et
MS025401.monocyte.WGBSeq.signal_reverse.bw provenant de
bases de données publiques. GFV est destiné à trois types d’utilisateurs,
soit le développeur qui utilisera la bibliothèque, le bio-informaticien qui
travaille principalement en mode de ligne de commande et le biologiste qui
préfère souvent une interface graphique.
Contributions
— Genomic Format Validator (GFV), un outil de validation de formats
génomiques robuste et polyvalent.
— Bibliothèque C++ de validation pouvant être intégrée dans toutes autres
applications C++.
— Interface graphique simplifiant l’utilisation de l’outil.
Commentaires
L’article, dans sa version presque finale, a été écrit dans l’optique d’être
soumis à la revue scientifique BMC Bioinformatics. Deux tableaux pré-
sentent les formats reconnus par GFV : un condensé, présent dans l’article,
et l’autre, plus détaillé, sera soumis comme tableau supplémentaire et est
présenté à la fin du présent chapitre.
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Genomic Format Validator (GFV): a portable,
flexible and robust tool to validate file formats
used in genomic
Charles Coulombe, Pierre-Étienne Jacques
Keywords: Genomic, format, validation, pattern validation, VAP
Abstract
Background:Many file formats were created over the last years to store genomic data.
Like other file formats, they have specific requirements that must be met. Validation
of these requirements can help avoid misreadings, and ease the identification of any
potential error. This is especially useful considering the explosion of public genomic
files generated by many different groups and tools. At the moment, existing validators
supports few formats or have limited features.
Results: We developed GFV, a robust and flexible genomic file format validator that
can discover the format of a genomic data file, report all errors, generate valid files,
and support custom patterns.
Availability: GFV is available at https://bitbucket.org/labjacquespe/
gfv under the GPL3 license.
Contact: charles.coulombe@usherbrooke.ca (CC) and
pierre-etienne.jacques@usherbrooke.ca (PEJ)
3.1.1 Background
With the development of high-throughput genomic experiments, many file formats
were created to fit different data types according to their expected uses. Such formats
have specific requirements that must be met in order to avoid misreading by applica-
tions. The use of validation tools can help avoid these misreading and also identify
the sources of errors.
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Most of the existing format validators, either in-house or public, support few formats
or have limited features. To overcome these limitations, we developed GFV, a fast and
flexible genomic file format validator that can discover the file format, handle very
large files, precisely report errors, and generate valid files.
3.1.2 Implementation
GFV was designed with a focus on performance, robustness, and usability. The tool
provides both a programmer’s API and end-user interfaces. It is composed of: a
validation library, a back-end and a front-end Graphical User Interface (GUI). The
core components are implemented in C++11 while the GUI is in Java.
The library was designed with an object-oriented approach in order to offer a high-level
programming interface. The design allows for high performance, extensibility, simplic-
ity and integration with other libraries. Each entity (format) is represented by a class,
that is derived from an abstract class that provides virtual methods. Such an interface
offers constructors for each entity and validations methods. One could specialize the
base class to create their own entity with their specific validations. Internally, the
library uses regular expressions via the PCRE2[1] library to validate the structure of
a file.
The back-end was primarily designed to be used in command line and eventually
included in pipelines. The front-end was designed to provide a user-friendly graphical
interface for the non-command line users.
Although GFV was developed under Linux, it is fully portable. It can be compiled
and run on the other major operating systems such as OSX and Windows (7 and
above). For users interested in building the tool from source, the dependencies are
Boost.Iostreams[2], Boost.Program_options[3] and PCRE2[1]. In addition to these
dependencies, Java JRE 1.7 or higher is required to run the GUI.
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3.1.3 Results and Discussion
GFV is a fast and flexible genomic format validator that enables column validations
and format discovery. It also supports track and browser lines validation according to
UCSC[4], as well as specific formats for the Versatile Aggregate Profiler (VAP)[5, 6]. If
desired, GFV can also write valid files and log errors from an invalid file. We envision
that GFV will be used to validate input files before any processing by other tools. And
that it could become an integrated part of any pipeline that needs format validations.
There are other bioinformatic tools available that act as validators, some of which
overlap with GFV in their format support and features, including validateFiles and
genePredCheck from Kent utilities (http://hgdownload.cse.ucsc.edu/admin/
exe/), as well as the GFF3 validator[7] and the VCF validator from GATK[8] and
VCF Tools[9]. These tools only support one or few formats and are less flexible. As
for the features, validateFiles and genePredCheck stop at the first error, even when
checking multiples files, a FASTA file containing one sequence is not supported, and
track and browser lines throw errors. But validateFiles does support Binary Alignment
Map (BAM), zip and Z compressed files. As for the GFF3 and VCF tools, GFV does
not support these formats yet.
3.1.3.1 Supported Options
GFV supports a number of options. Here’s a non exhaustive list.
— write,w Write valid lines.
— log,l Log errors.
— ucsc Check UCSC track and browser lines.
— vap Check errors related to VAP.
— overlaps Check for region overlaps.
— coordinates Check for errors in coordinates (tx, cds, exons).
— uniqueness Check for uniqueness of name.
— chromsizes Specify the file containing chromosome information about chro-
mosomes name and sizes.
— delimiters,d Specify column delimiters.
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— output-directory Specify an output directory for log and valid files.
— list-formats Specify a file containing a list of files and their format.
— list-patterns Specify a file containing a list of files and their patterns.
— format Specify a format for all enumerated files.
These options will be explained in more details throughout the rest of the text. Also,
to see the full list, one can refer to the README in the repository or the --help
option.
3.1.3.2 Supported Formats
In version 1.0, GFV supports eight genomic formats and three file formats related to
VAP, that are enumerated in Table 3.1, along with their description and structural and
logical validations. The bigWig and bigBed formats are not counted as fully supported
since only the magic number of the file is checked.
Table 3.1 – Formats and extensions supported by GFV.
Moreover, GFV supports validation of a custom format by using the list-patterns
mode and the --delimiters option. GFV also supports compressed files generated
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from Gzip or Bzip2 of each previously listed format (except bigWig and bigBed). It is
also worth noting that extension support is case insensitive.
3.1.3.3 The Validation Process
The validation is performed on each line, except empty or comment lines (starting
with #) that are ignored. The structure validation follows the format definition as
stated in column two of Table 3.1. The content of each mandatory and optional
column is validated until the number of columns in the definition is reached. Any extra
columns or comments are ignored. When the structure is valid, the logical validations,
as described in the supplementary table 3.1.10.1, are performed. Using the --ucsc
option, GFV can also validate tracks and browsers lines according to the University
of California Santa Cruz (UCSC) Genome Browser format[4]. Moreover, the --vap
option can be used to validate that no more than one track line is present in a file
as required by the Versatile Aggregate Profiler[5, 6]. By default, column delimiters
are whitespaces (spaces/tabs) but any delimiter can be specified via --delimiters
option.
3.1.3.4 Modes
GFV can currently run in four modes: discovery, format, list-formats and list-patterns.
The last three modes have options (who have the same name) that trigger these modes.
In discovery mode, the format of each file is discovered using the structure of the first
200 lines. It’s the default mode and no option is specified. For a file to be discovered,
50% or more lines need to be valid. In format mode, a single format is provided as a
parameter to the --format option and is used to validate all files given in command
line. In the list-formats mode, a file containing an association of a specific format for
each file to validate is provided as a parameter to the --lists-formats option in
command line. Similarly, in the list-patterns mode, a file containing an association of
specific patterns (as many columns as needed) for each file to validate is provided as
a parameter to the --list-patterns option in command line. The patterns can
either be Perl compatible regular expressions or built-in patterns (see the complete
list in the supplementary section 3.1.10.2). The discovery mode is the only one that
78
3.1. L’outil de validation GFV
cannot be combined with the other modes, unless the --format option has the value
unknown, in which case it forces the discovery of the files.
3.1.3.5 Writing Valid Files
An interesting feature of GFV is the possibility to write valid files by ignoring the
invalid lines of the supplied file. By using the --write option, the valid files are
suffixed with _valid and are written to the output directory, which is by default the
directory where the input file resides. Note that compressed files are written in the
same compression type as the original file.
3.1.3.6 Reporting Errors and Warnings
When using the --log option, a log file containing errors and warnings is created
in the output directory for each input file. Each invalid line and subsequently each
incorrect column is reported with the value causing the invalid structure or logic,
along with a brief explanation.
3.1.3.7 General Output
For each processed file, GFV outputs to stdout the following information: file name,
number of valid lines, number of invalid lines, total number of lines read and the
status of the file. General errors and warnings are written to stderr.
3.1.3.8 Graphical User Interface
As mentioned previously, GFV can also be used through a user-friendly GUI, shown
in Figure 3.1, offering all four modes. A user can simply add the desired files and set
the formats for each one and run GFV. Usage information on the GUI can be found
in the repository on Bitbucket.
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Figure 3.1 – Graphical User Interface.
3.1.3.9 Examples
Reading from stdin
In the first example shown below, GFV reads the files from stdin and uses the discovery
mode to validates the bedGraph files. The format mode could also have been used
with the value unknown. Since the --delimiters option is used to enforce that
columns are delimited by tabulations only, GFV will consume all \t characters between
columns. If spaces were used, this would have cause the files to be invalid as columns
are delimited by tabulations.
Figure 3.2 – Reading files names from stdin and specifying a delimiter.
Writing valid lines and validating bedGraph as BED3
In this second example, bedGraph files are validated as BED3 files and valid lines are
written in a suffixed _valid file. The Gzip and Bzip2 files are also written in their
original format, meaning that the resulting files are compressed using the original
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format. Empty log files are also created in the output directory because no errors
originated from the files. Since we’re using bedGraph files, GFV warns us that the
extension does not match with the BED3 format, which should be .bed3 as shown in
Table 3.1. The output files are written to another directory and GFV validates that
coordinates are in ascending order (the start coordinate is less than the end one). It
is important to note that the valid file created contains the original lines from the
bedGraph files that were correctly seen as BED3 lines in order to preserve any extra
columns and attributes. If one desires that the file contain only three columns, it can
be achieved by using the cut -f 1-3 command.
Figure 3.3 – Validation of a bedGraph file as BED3 with log, write, output-directory
and coordinates options.
Custom formats and non-discoverable format
In this third example, GFV combines list-formats and list-patterns modes to read
from the file listformats.txt that contains:
Homo_sapiens.GRCh38.84.chr_1K.genepred genepred
Homo_sapiens.GRCh38.84.chr_1K.genepred reference_annotations
and the file listpatterns.txt that contains:
csvfile.csv RE_STR RE_UINT_CSV
wholelines.txt [^\t]+ [^\t]+ mystring
In the listformats.txt, the genePred file is validated as a genePred but also as a
reference_annotations format (which is a non-discoverable format due to its single
string column). In the second file, on the first line, the mapping uses the GFV built-in
patterns RE_STR and RE_UINT_CSV to validate the file. The first pattern represents
a string and the second one a comma-separated list of unsigned integers values. The
second line of the listpatterns.txt file uses regular expressions to validates that the file
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is tab-separated and that the third column is mystring. It is important to note the
use of the --delimiters option that specifies the \t character for all given files
and the fact that extra columns are ignored. One could also achieve the same result
by using only one regular expression like: ^[^\t]+\t[^\t]+\tmystring, where
each line would then be considered as one column instead of three by GFV.
Figure 3.4 – Use of list-formats and list-patterns modes, while specifying a delimiter.
In the root directory of the GFV repository, the data folder contains examples of
valid files, which a user can test GFV against, for each recognized format. Also, the
README file contains more use cases and examples.
3.1.3.10 Comparison with other tools
The following table presents comparisons between GFV, grep, validatesFiles, and
genePredCheck for different genomic formats. The benchmarks were run on a 64bit
Linux CentOS 6.6, AMD 2.2 GHz server and GFV was compiled with GNU g++ 4.8.2
with O3 flag. The different parameters used for each benchmark are shown in the
supplementary section 3.1.10.3. The version of validateFiles and genePredCheck used
is 336, and GNU grep version is 2.6.3. GFV was run on files having between 100k and
400k lines. GFV run times are higher than the other ones simply because GFV does
more validations than the others and it is written in C++ rather than in C. Still, the
run times are marginally higher, less than 1 second. As a reference, GFV can process
approximately 595238 lines per second as grep can process approximately 913242 lines
per second for a bedGraph file.
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Table 3.2 – GFV run times compared with other tools for different genomic formats.
The next table presents the run times and memory peaks of GFV for different file sizes
of different genomic formats without parameters. As one can see, GFV can handle
large files in a reasonable time and small memory footprint.
(a)
(b)
Table 3.3 – (a) GFV run times in seconds for different genomic formats in sizes, from
one thousand to 2.7 billion lines, with three compression modes. (b) GFV maximum
memory peaks in kilobytes for different genomic formats in sizes from one thousand to
2.7 billion lines, with three compression modes.
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3.1.4 Conclusion
GFV is a flexible and robust tool for genomic file format validation which allows a
user to assess the structure and logic of a file, as well as write valid files and log all
errors. GFV is still under active development and future improvements will include
multithreading and support of other genomic formats like GFF3 and SAM/BAM.
3.1.5 Availability and Requirements
Project name: Genomic Format Validator
Project home page: https://bitbucket.org/labjacquespe/gfv
Operating system(s): Linux, OSX, Windows
Programming language: C++ and Java (GUI)
Other requirements: Boost.Program_Options, Boost.Iostreams, PCRE2, g++ 4.8
and JRE 1.7
License: GNU GPL3
Any restrictions to use by non-academics: None
3.1.6 List of Abbreviations
AMD Advanced Micro Devices
API Application Programming Interface
BAM Binary Sequence Alignment/Map
BED3 Browser Extensible Data
GATK Genome Analysis Toolkit
GFV Genomic Format Validator
GFF3 General Feature Format
GUI Graphical User Interface
JRE Java Runtime Environment
PCRE2 Perl Compaticle Regular Expression
SAM Sequence Alignment/Map
UCSC University of California, Santa Cruz
VAP Versatile Aggregate Profiler
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VCF Variant Call Format
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3.1.10.2 GFV Built in Patterns
— RE_STR Match all printable characters (except space): 33 to 126 in ASCII code.
— RE_STR_SPACE Match all printable characters (including space): 32 to 126 in ASCII code.
— RE_INT Match a positive or negative integer value.
— RE_UINT Match a positive only integer value.
— RE_FLOAT Match a float value with scientific notation.
— RE_SCORE Match a score (a dot or integer value).
— RE_STRAND Match a strand (a dot, plus or minus).
— RE_RGB Match a RGB value (0 or triplet of integers (0-255) separated by comma).
— RE_UINT_CSV Match a comma separated list of integer values.
— RE_GENEID Match the literal 'gene_id'.
— RE_TRANSID Match the literal 'transcript_id'.
— RE_FRAME Match '-1' or '0' or '1' or '2'.
— RE_ATTR Match GTF attribute value ending with a semi-colon.
— RE_FEATURE Match GTF Feature attribute.
— RE_CHROM Match Wiggle chrom field.
— RE_SPAN Match Wiggle span field.
— RE_STEP Match Wiggle step field.
— RE_START Match Wiggle start field.
— RE_CDS_STAT Match genePredExt cds stat field.
— RE_FASTQ_SEQNAME Match FASTQ first line of block.
— RE_SEQBASE Match FASTQ or FASTA second line of block.
— RE_FASTQ_SEQNAME2 Match FASTQ third line of block.
— RE_FASTQ_SEQQUAL Match FASTQ fourth line of block.
— RE_FASTA_SEQNAME Match FASTA first line.
3.1.10.3 Paramaters used with each tool in the benchmarks
# bedGraph gfv vs grep
./gfv --format bedgraph MS025401.monocyte.WGBSeq.signal_reverse_100K.bedgraph
grep -P "^[\x21-\x7E]+[\t\s]+\d+[\t\s]+\d+[\t\s]+[+-]?(?=\d*[\d.eE])(?=\.?\d)\d*\.?\d*(?:[
eE][+-]?\d+)?.*$" MS025401.monocyte.WGBSeq.signal_reverse_100K.bedgraph > /dev/null
# bedGraph gfv vs validatesFiles
./gfv --format bedgraph MS025401.monocyte.WGBSeq.signal_reverse_100K.bedgraph \
--chromosomes hg38.chrom.sizes
./validateFiles -chromInfo=hg38.chrom.sizes -type=bedGraph \
MS025401.monocyte.WGBSeq.signal_reverse_100K.bedgraph
# genePred gfv vs genepredCheck
./gfv --format genepred Homo_sapiens.GRCh38.84.chr_100K.genepred
./genePredCheck Homo_sapiens.GRCh38.84.chr_100K.genepred
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# FASTA gfv vs validatesFiles
./gfv --format fasta sacCer_SRR1182403.fasta
./validateFiles -type=fasta sacCer_SRR1182403.fasta
# FASTQ gfv vs validatesFiles
./gfv --format fastq sacCer_SRR1182403.fastq
./validateFiles -type=fastq sacCer_SRR1182403.fastq
# BED7 gfv vs validatesFiles
./gfv --format bed7 wgEncodeDukeDnase8988T.fdr01peaks.hg19.bed7 \
--chromosomes hg19.chrom.sizes
./validateFiles -chromInfo=hg19.chrom.sizes -type=bed7 \
wgEncodeDukeDnase8988T.fdr01peaks.hg19.bed7
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3.2 Performances et Améliorations
Les premières esquisses de GFV ont été écrites à l’aide de la bibliothèque
Boost.Xpressive. Celle-ci a l’avantage d’être header-only, c’est-à-dire qu’elle ne
comporte que des fichiers d’en-tête (.h). Cela se traduit par une compilation plus
facile de l’outil, puisqu’il n’est pas nécessaire d’installer et de compiler la bibliothèque
indépendamment. De plus, la documentation était abondante et claire, ce qui a facilité
le dévelopement. Cependant, la compilation de GFV était longue et lourde puisque
les expressions régulières étaient optimisées à la compilation. Les performances de
Boost.Xpressive n’étaient pas mauvaises, mais il y avait place à l’amélioration. La
bibliothèque Perl Compatible Regular Expressions (PCRE2)[15], utilisée par plusieurs
autres projets, notamment GREP, PHP, KDE et Apache, a été retenue pour ses
performances, mais aussi pour sa maturité, sa documentation abondante et ses
fonctionnalités comme le support d’UTF8 à 32 et la compilation Just in Time (JIT).
JIT – ou compilation à la volée – est la traduction et l’exécution de code source en
code machine lors de l’exécution du programme.
Afin de comparer les performances des bibliothèques, des fichiers provenant des bases
de données publiques ont été utilisés pour créér quatre fichiers possédant un nombre
de lignes varié, allant de mille à dix millions, et même jusqu’à un milliard de lignes. Un
fichier bedGraph de 2.7 milliard de lignes a aussi été utilisé. De plus, tous ces fichiers
ont été compressés sous les formats Gzip et Bzip2. Pour ces tests de performances,
GFV a été compilé statiquement avec g++ 4.8.2 et l’optimisation niveau O3. Les tests
ont été faits sur un serveur Linux CentOS 6.6, possédant 48 processeurs AMD 2.2 GHz.
Les Figures 3.5a et 3.5b montrent la comparaison des performances des bibliothèques
Boost.Xpressive et PCRE2 pour le temps de traitement et la mémoire maximale
utilisée sans compression des fichiers. Les valeurs sont le résultat de la moyenne de
cinq itérations sur chacun des fichiers créés. La Figure 3.5a montre que les différences
de temps sont négligeables pour les deux bibliothèques pour des fichiers de cent mille
lignes ou moins. Elles sont beaucoup plus notables pour les fichiers d’un million ou
de dix millions de lignes. Les différences de temps pour le format WIG sont moins
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élevées, car le format du fichier est simple (ne contient en majeure partie qu’une seule
colonne). À l’opposé, les formats genePred et GTF possèdent des différences plus
marquées, puisque ces formats possèdent plusieurs colonnes et sont donc plus longs à
analyser. Selon la Figure 3.5b la mémoire est relativement constante, peu importe le
nombre de lignes pour les deux bibliothèques. Cela s’explique simplement par le fait
que GFV traite chaque fichier une ligne à la fois. La bibliothèque Boost.Xpressive est
un peu plus gourmande que PCRE2 de quelques kilooctets.
Les Tableaux 3.4a et 3.4b montrent le temps et la mémoire maximale utilisée pour les
formats compressés et non compressés. Encore une fois, la mémoire utilisée est relati-
vement constante. Évidemment, les temps pour les fichiers compressés sont plus élevés,
car il faut les décompresser au fur et à mesure. Bzip2 offre une meilleure compression
que Gzip, mais elle est aussi plus lente, ce qui fait en sorte que les temps pour Bzip2
sont plus élevés que ceux pour Gzip. Les différences de temps sont très significatives
dès la borne d’un million de lignes, mais le sont encore davantage pour les fichiers d’un
milliard et plus. Pour le fichier bedGraph non-compressé d’un milliard de lignes, la
différence est de 45 minutes, tandis que la différence pour le fichier de 2.7 milliards de
lignes est de 126.46 minutes. Les différences sont tout aussi marquées pour les fichiers
compressés : 123.92 minutes pour Gzip et 126.32 minutes pour Bzip2. Avec de telles
différences de temps, il est nettement plus avantageux d’utiliser la bibliothèque PCRE2.
Bien que cette amélioration de performance ait grandement diminué les temps d’exé-
cution pour les gros fichiers, d’autres améliorations, plus subtiles, ont été apportées
afin de diminuer encore davantage les temps d’exécution. Par exemple, la copie de
chaînes de caractères est presque totalement évitée grâce à une string_view. Une
string_view est une représentation d’une chaîne de caractères par deux pointeurs, un
de début et l’autre de fin. Au lieu de copier tous les caractères, seulement les deux
pointeurs sont copiés. Aussi, la diminution du nombre de conditions (if statement) et
la réorganisation de ceux-ci ont influencé le temps d’exécution de GFV.
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(a)
(b)
Figure 3.5 – (a) Comparaisons des temps (secondes) pour les bibliothèques
Boost.Xpressive et PCRE2 pour des fichiers non compressés. (b) Comparaisons de la
mémoire maximale (kilooctets) pour les bibliothèques Boost.Xpressive et PCRE2 pour
des fichiers non compressés.
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(a)
(b)
Tableau 3.4 – (a) Comparaisons des temps (secondes) pour les bibliothèques
Boost.Xpressive et PCRE2 pour des fichiers non compressés et compressés. Les co-
lonnes 1k à 2.7G représentent le nombre de lignes. (b) Comparaisons de la mémoire
maximale (kilooctets) pour les bibliothèques Boost.Xpressive et PCRE2 pour des fichiers
non compressés et compressés. Les colonnes 1k à 2.7G représentent le nombre de lignes.
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Chapitre 4
Les outils complémentaires de VAP
Ce dernier chapitre présente les outils développés comme extension de VAP. Ceux-
ci permettent de complémenter et de faciliter son utilisation. Les outils en question
sont un outil permettant de générer des fichiers de coordonnées à partir d’un fichier
d’annotations, un script de validation, l’outil vap_sim présenté au chapitre 2 et
l’outil générant les fonctions de poids. Tous ces utilitaires se retrouvent sous le même
projet vap_utils à l’adresse suivante : https://bitbucket.org/labjacquespe/
vap_utils.
4.1 Générateur de fichiers de coordonnées
Le premier outil complémentaire de VAP est un outil permettant de générer un
format de fichier spécifique à VAP qui contient directement les coordonnées (Reference
coordinates), à partir d’un fichier d’annotations genePred. Un tel outil est utile
puisqu’il permet de créer des fichiers de coordonnées pour différents nombres de
points de référence, filtrés pour une liste d’annotations fournie par l’utilisateur. Cet
utilitaire se trouve dans le répertoire generate_coordinates du projet vap_utils.
Il y a trois options requises pour créer un fichier de coordonnées, soit --input-file,
--number-coordinates et --output-file permettant respectivement de
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spécifier le fichier d’entrée de format genePred, le nombre de points de référence
(un à six) et le fichier de sortie. Dans le cas du choix d’un seul point de référence,
l’utilisateur peut spécifier quelle frontière (5′ ou 3′) il désire utiliser à l’aide de
l’option --5prime ou --3prime. De plus, le fichier d’entrée genePred peut être
filtré pour inclure seulement les annotations présentes dans le filtre avec l’option
--filter-file. Finalement, l’utilisateur peut spécifier un alias à être utilisé par
VAP au lieu du nom du fichier en utilisant le paramètre --alias.
Dans l’exemple 4.1, l’utilisateur génère un fichier myfile.rc4 à partir du fichier in-
put.genepred, filtré par le fichier filters.txt et en utilisant quatre points de référence.
La deuxième commande montre comment créer un fichier de coordonnées à un point
de référence en utilisant la frontière 3′.
./generate_coordinates --ncurves 4 --input-file input.genepred --output-file myfile \
--filter-file filters.txt --alias myalias;
./generate_coordinates --ncurves 1 --input-file input.genepred --output-file myfile \
--3prime;
Exemple 4.1 – Utilisation de l’outil generate_coordinates.
Les premières lignes du fichier créé par la première commande de l’exemple 4.1 sont
montrées ci-dessous.
#name="myalias" type="coord4" desc="4 reference points coordinates"
chr1 - 1790 1807 2168 2480 YAL068C
chr1 + 45021 45899 48249 48564 YAL053W
chr1 - 56858 57031 57386 57490 YAL046C
Exemple 4.2 – Les quatres premières lignes d’un fichier de coordonnées à quatre points
de référence créé à partir de l’outil generate_coordinates.
4.2 Script d’intégration de GFV et VAP
Avec l’outil de validation de formats de fichiers génomiques GFV (présenté au
chapitre 3), il devient facile de valider les fichiers d’entrée de VAP. GFV comporte
l’option --vap qui permet de s’assurer qu’un fichier de données sera bien lu et
interprété par VAP. Pour valider automatiquement les fichiers d’entrée de VAP, deux
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options étaient possibles : utiliser la bibliothèque derrière GFV ou créer un script
combinant GFV et VAP. La dernière option a été implémentée, puisque cela permet
de minimiser l’impact sur les performances de VAP. Pour ce faire, un simple script
Python remplace l’utilisation directe de VAP. Pour le moment, le script ne s’utilise
qu’avec la ligne de commande. Celui-ci se trouve dans le répertoire vap_validation du
projet vap_utils.
Le script, qui prend comme entrée principale le fichier de paramètres de VAP, extrait
les fichiers d’entrée de celui-ci puis les valide à l’aide de GFV. S’il n’y a pas d’erreur
de validation, VAP est executé avec le fichier de paramètres. Dans le cas contraire, un
message d’erreur apparaît et l’utilisateur peut consulter les fichiers journaux pour
chaque fichier non valide afin de connaître, et éventuellement corriger, les erreurs
avant d’exécuter à nouveau le script ou VAP.
Dans l’exemple 4.3 ci-dessous, l’utilisateur peut directement spécifier le fichier de
paramètres ou utiliser la redirection via le flux standard d’entrée (stdin). Il est à noter
que dans ces deux cas, le script cherchera dans le répertoire local un exécutable gfv et
un exécutable vap_core. L’utilisateur peut aussi spécifier les exécutables à utiliser en
utilisant les options --vap et --gfv. Il est aussi important de noter que les versions
de VAP antérieures à 1.2 ne supportent pas la lecture du flux standard d’entrée.
python vap_validation.py vap_parameters.txt;
python vap_validation.py < vap_parameters.txt;
python vap_validation.py --vap ~/vap_core/vap_core --gfv ~/gfv/gfv < vap_parameters.txt;
Exemple 4.3 – Paramètres pour la validation des fichiers d’entrée de VAP.
4.3 Profils agrégés similaires : vap_sim
Le générateur de courbes de poids ainsi que l’outil d’identification des profils agrégés
similaires (vap_sim) sont présentés ci-bas.
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4.3.1 Générateur de courbes de poids
Les courbes de poids utilisées par vap_sim et présentées à la section 2.1.5 du
chapitre 2 ont toutes été créées avec l’outil generate_weights. Cet outil a été écrit
pour faciliter la création des fonctions de poids. Il se trouve dans le répertoire
generate_weights du projet vap_utils.
Le générateur de fonctions de poids possède six paramètres obligatoires, soit le type de
fonction (--function), le nombre de courbes (--ncurves), le nombre de points
(--nvalues) dans chaque courbe, la hauteur de chacun des sommets des courbes
(--phis), la position du centre de chacun des sommets (--mus) et les déviations
(--sigmas). Pour le moment, seulement deux types de courbes peuvent être créées,
gaussienne ou uniforme. L’outil dépend des bibliothèques Boost program_options et
lexical_cast, ainsi que d’un compilateur C++ implémentant le standard 2011 (g++ 4.8
et plus).
Par exemple, pour générer la courbe de poids G2_2, les paramètres suivants ont été
utilisés :
./generate_weights --function gaussian --ncurves 2 --nvalues 270 270 --phis 10 10 \
--mus 121 149 --sigmas 67.5 67.5
Exemple 4.4 – Paramètres pour la création de la courbe de poids G2_2.
où le nombre de valeurs totales correspond à 540, soit la longueur du vecteur de
positions dans les fichiers agg utilisés pour les tests présentés au chapitre 2. Les centres
des courbes sont alignés avec les points de référence et les déviations sont obtenues en
divisant par quatre le nombre de valeurs désiré pour chaque courbe. Les cinq premières






Exemple 4.5 – Les cinq premières valeurs de la fonction de poids G2_2.
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4.3.2 vap_sim
L’outil d’identification des profils agrégés similaires (vap_sim) a été écrit en Py-
thon 2.7 et se trouve dans le répertoire du même nom du projet vap_utils. L’outil
vap_sim dépend des bibliothèques numpy[16], scipy[17], matplotlib.pyplot[18] et sk-
learn.metrics[19]. Celui-ci prend différents paramètres en entrée : la liste des fichiers
de données (--aggsfile), la liste des fichiers de poids (--weightsfile), les
méthodes (--methods), les métriques (--metrics) et le nombre de regroupements
(--kclusters) à créer. L’outil peut traiter les fichiers de façon séquentielle ou
parallèle. Pour utiliser la version parallèle, il suffit de spécifier le nombre de processus à
utiliser pour l’exécution avec l’option --processes. Lorsque le nombre de processus
est égal à un, l’outil s’exécute séquentiellement. L’exemple 4.6 montre la combinaison
de mesures de distance, de méthodes et de courbes de poids.
python vap_sim.py --aggsfile files.txt --weightsfile weights.txt --kclusters 5 \
--metrics corrs eucldn --method weighted --processes 5
Exemple 4.6 – Paramètres afin de combiner seulement les mesures de distances corrS
et eucldn ainsi que la méthode de liaison weighted aux fonctions de poids.
À des fins d’exploration, le paramètre --testall peut être utilisé pour effectuer
toutes les combinaisons des courbes de poids, des 19 métriques (Tableau 2.2) et des
quatre méthodes. Ce paramètre permet donc de déterminer quelles combinaisons sont
les plus adéquates pour les fichiers à analyser. Cela peut aussi permettre d’identifier les
courbes de poids qui gagneraient à être raffinées afin d’obtenir de meilleurs résultats.
L’exemple 4.7 montre l’utilisation de ce paramètre.
python vap_sim.py --aggsfile files.txt --weightsfile weights.txt --kclusters 5 --testall
Exemple 4.7 – Paramètres afin d’explorer toutes les combinaisons de méthodes, de
mesures de distances et de fonctions de poids.
L’outil vap_sim permet, par l’option --plotclusters, de tracer les regroupements
où chaque groupe est identifié par une couleur précise. Il est à noter que le titre
de chacun des graphiques créés est unique et est composé de la concaténation de
la méthode, de la fonction de poids, de la mesure de distance et du nombre de
regroupements utilisés. L’option --plotdendrogram permet quant à elle de tracer
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le dendrograme résultant des regroupements. Les fichiers de données(aggs) utilisés en
entrée peuvent aussi être tracés dans un même graphique où les étiquettes identiques
sont identifiées par la même couleur avec l’option --plotdata. L’exemple 4.8 montre
l’utilisation de ces paramètres.
python vap_sim.py --aggsfile files.txt --weightsfile weights.txt --kclusters 5 \
--plotdata --plotdendrogram --plotclusters




Mes travaux ont mené à la réalisation des objectifs de ma maîtrise, soit de contribuer
à l’avancement de la science en développant des outils permettant d’analyser et
d’explorer les données génomiques.
Au premier chapitre de ce mémoire, la suite du développement de VAP, un outil
d’analyse de données génomiques polyvalent et convivial, ainsi que les meilleures
pratiques d’utilisation de celui-ci, ont été présentés. Les nouvelles fonctionnalités
incluent le support de formats de fichiers additionnels, la découverte automatique des
formats de fichiers et la possibilité de modifier les paramètres à la ligne de commande.
Bien que VAP soit performant et fonctionnel dans son état actuel, il reste néanmoins
différentes avenues de développement possibles. La lecture et le traitement des données
de fichiers BAM (qui ne contient pas directement des données de densité de signal), la
lecture d’autres formats de fichiers d’annotations tels que GFF3, la création de profils
agrégés permettant de représenter les données sous forme de box plot, la réingénierie
logicielle de certains modules comme la lecture des fichiers de données ou l’écriture
des fichiers de résultats. Nous espérons que VAP continuera d’être utilisé activement
autant par les biologistes que les bio-informaticiens. Au moment d’écrire ces lignes,
VAP (composé de vap_core et de l’interface graphique) a été téléchargé 207 fois. Le
module vap_core, à lui seul, a été téléchargé 159 fois. L’article original a été consulté
plus de 2000 fois et cité plus d’une dizaine de fois dans des revues scientifiques. VAP est
disponible à l’adresse suivante : https://bitbucket.org/labjacquespe/vap.
Le deuxième chapitre présente le développement d’une méthode et de l’outil vap_sim,
permettant à un biologiste ou à un bio-informaticien de regrouper plusieurs profils
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agrégés similaires afin d’identifier ceux qui se ressemblent. Une des applications
de vap_sim sera d’analyser des milliers de profils agrégés provenant des fichiers
génomiques obtenus de bases de données publiques, que le laboratoire accumule dans
le cadre d’un autre projet. Lors du développement de vap_sim, 684 combinaisons de
métriques, de méthodes de liaison et de fonctions de poids des paramètres ont été
explorées. À l’aide de la mesure de validation des regroupements ARI, il a été démontré
que les mesures de distance composées de l’euclidienne eucldn et de la corrélation
(corrS ou corrP ), en plus d’une méthode de liaison autre que single, produisaient de
très bons résultats lors des deux tests. Il a aussi été démontré qu’ajouter une fonction
de poids adaptée aux données permet d’améliorer significativement les résultats.
La méthode derrière vap_sim est basée sur un regroupement hiérarchique agglomératif
où le dendrogramme est coupé à un certain niveau pour l’établissement des groupes.
Cependant, il serait intéressant de comparer les résultats obtenus avec ceux que l’on
obtiendrait en utilisant l’algorithme de regroupement K-means. De plus, il serait per-
tinent d’optimiser le calcul de la matrice de distance par une nouvelle implémentation
plus performante. Pour le moment, vap_sim est conçu pour regrouper les profils
agrégés selon leur similarité spatiale (sur l’axe des abscisses). Ces profils sont obtenus
de l’analyse de plusieurs fichiers de données sur un même groupe de référence. Puisque
les données proviennent d’expériences différentes, l’amplitude du signal sur l’axe des
ordonnées doit être ignorée. Cela dit, il serait intéressant d’adapter vap_sim pour
regrouper des profils agrégés obtenus de l’analyse d’un fichier de données sur plusieurs
groupes de référence, et être ainsi en mesure d’utiliser l’erreur-type de l’intensité du
signal calculée par VAP lors du regroupement des profils. L’outil vap_sim, est dispo-
nible à l’adresse suivante : https://bitbucket.org/labjacquespe/vap_sim.
Au troisième chapitre, GFV, un outil permettant de valider huit formats de fichiers
génomiques et trois formats propres à VAP a été présenté. Cet outil est capable de
valider rapidement une importante quantité de données et de pointer à l’utilisateur
les erreurs qui s’y trouvent, en plus de réécrire un fichier valide lorsque désiré. GFV
permet aussi de valider le contenu de formats de fichiers propres à l’utilisateur, comme
des fichiers CSV. À l’aide de la bibliothèque derrière GFV, un bio-informaticien
101
Conclusion
peut aussi inclure la validation de formats génomiques dans ses propres outils. Les
développements futurs de GFV incluent l’ajout du format GFF3, le traitement
en parallèle des fichiers, la réingénierie logicielle et l’optimisation de la lecture
et de la validation des fichiers. Avec la bibliothèque PCRE2, il est possible de
compiler une expression régulière à la volée. Il serait donc intéressant d’appliquer
la compilation Just in Time (JIT) sur les expressions qui en bénéficieraient le plus
telles que RE_FLOAT ou RE_RGB, afin d’améliorer le temps de validation. De plus,
la bibliothèque d’expressions régulières RE2[20] de Google offre une alternative
très intéressante pour valider les formats puisqu’elle est aussi très performante. Il
serait aussi intéressant de la comparer avec PCRE2. GFV est disponible à l’adresse
suivante : https://bitbucket.org/labjacquespe/gfv.
Finalement, le chapitre quatre présente une série d’utilitaires regroupés sous le nom
de vap_utils. Ces utilitaires permettent de complémenter et de faciliter l’utilisation
de VAP. En plus de vap_sim présenté précédemment, trois autres utilitaires ont été
présentés, soit generate_coordinates, vap_validation et generate_weights. Respecti-
vement, ces outils permettent de générer des fichiers de coordonnées pour VAP, de
valider les fichiers d’entrée de VAP à l’aide de GFV et de générer les fonctions de poids
pour vap_sim. Ces utilitaires pourront bénéficier de développements futurs comme la
génération d’un fichier de coordonnées à partir d’un fichier d’annotations GTF (pour
l’instant, seulement le format genePred est supporté) et la correction d’éventuels
bogues. De plus, d’autres utilitaires pourraient être ajoutés, notamment un utilitaire
pour déterminer si les fichiers d’entrée (fichier de données, génome de référence
et groupes de référence) de VAP sont déjà triés. Ces utilitaires sont disponibles à
l’adresse suivante : https://bitbucket.org/labjacquespe/vap_utils.
La quantité importante de données générées par les séquenceurs à haut débit, de
meilleurs algorithmes d’analyse et un développement continu d’outils font de la bio-
informatique un domaine en plein essor. Celui-ci promet des avenues de recherche
passionnantes et des défis de taille pour quiconque souhaite les relever.
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ABSTRACT
The analysis of genomic data such as ChIP-Seq usu-
ally involves representing the signal intensity level
over genes or other genetic features. This is often
illustrated as a curve (representing the aggregate
profile of a group of genes) or as a heatmap (rep-
resenting individual genes). However, no specific re-
source dedicated to easily generating such profiles
is currently available. We therefore built the versa-
tile aggregate profiler (VAP), designed to be used by
experimental and computational biologists to gen-
erate profiles of genomic datasets over groups of
regions of interest, using either an absolute or a
relative method. Graphical representation of the re-
sults is automatically generated, and subgrouping
can be performed easily, based on the orientation
of the flanking annotations. The outputs include sta-
tistical measures to facilitate comparisons between
groups or datasets. We show that, through its intu-
itive design and flexibility, VAP can help avoid mis-
interpretations of genomics data. VAP is highly effi-
cient and designed to run on laptop computers by us-
ing a memory footprint control, but can also be easily
compiled and run on servers. VAP is accessible at
http://lab-jacques.recherche.usherbrooke.ca/vap/.
INTRODUCTION
Genomic data are often represented over genes or other
regions of interest as aggregates or as individual profiles
showing the spatial distribution of the signal intensity. Such
representations are particularly useful for interpreting spa-
tial or intensity variations of the signal between experimen-
tal conditions (1–12). However, the absence of a general
stand-alone tool that allows for easy customization of such
representations forces most laboratories to develop their
own in-house script. Some stand-alone tools such as CEAS
(13) also integrated into Cistrome (14), ACT (15) and se-
qMINER (16) do offer aggregate profiles in their outputs.
However, these tools do not allow users to provide the co-
ordinates of their regions of interest or modify parameters
such as the resolution and the number of reference points.
Moreover, and most importantly, these tools mainly use a
constant number of windows (relative method) to repre-
sent genes and their flanking intergenic regions. As demon-
strated below, the relative method should be used with cau-
tion and an alternative method, using constant window size
and thus termed absolute method, represents a better ap-
proach. We therefore developed versatile aggregate profiler
(VAP), a stand-alone intuitive tool designed to analyze very
high volumes of experimental data on laptop computers,
and which supports both the absolute and relative methods.
Based on a simple gene list, VAP generates aggregate or in-
dividual graphs of the genomic signal using a customizable
number of windows over a specified number of reference
points. These reference points delimit the genes of interest
as well as their flanking genes, or even exons. Alternatively,
VAP can directly use genomic coordinates defined by the
user (e.g. transcription factor binding sites). The output files
include values such as standard error of the mean (SEM) to
facilitate statistical comparisons between groups of features
or datasets. VAP is accessible through both a user-friendly
platform-independent Java interface or via command line
to provide flexibility to advanced users.
RESULTS
The importance of using windows of constant length
In the first aggregate representations of Chromatin Im-
munoprecipitation (ChIP) experiments hybridized on tiling
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Figure 1. Comparison of the relative and absolute methods.When genes are grouped based on criteria other than length, the relative and absolute methods
gave similar results. (a–b) Aggregate profiles showingH3K36me3 (17) on groups of genes based on their transcriptional frequency (26) using the annotation
mode and either the relative (a) or the absolute (b) method. The five groups from red to blue contain, respectively, 231 genes transcribed at a rate above
16 mRNA/h, 1053 genes with a rate between 4 and 16 mRNA/h, 955 genes between 2 and 4 mRNA/h, 1045 genes between 1 and 2 mRNA/h and 1492
genes with a rate below 1 mRNA/h. (c–d) Aggregate profiles showing the same dataset as in panels a–b on groups of genes based on their length using the
relative (c) or the absolute (d) method. The five groups from red to blue contain, respectively, 84 genes longer than 5 kb, 405 genes with a length between
3 and 5 kb, 801 genes between 2 and 3 kb, 2227 genes between 1 and 2 kb and 3087 genes with a length of less than 1 kb.
arrays, all genes were divided in a constant number of 40
windows (17). This method, easy to reproduce, was then
used by many groups (18–24) and included in recently de-
veloped web tools such as the ‘Gene plot’ section of the
WashU Epigenome Browser (25). As a consequence of this
methodology, the size of the windows varies according to
gene length. For instance, the size of each window for a 400
bp-long gene divided into 40 bins is 10 bp, while the window
size is 100 bp for a 4 kb-long gene. In the seminal publication
by the Young group (17), and as reproduced in Figure 1a,
the genes from Saccaromyces cerevisiaewere grouped based
on their transcription frequency and the graph shows that
the level of the histone modification H3K36me3 correlates
positively with the level of transcription.
Considering that, in the above approach, all genes were
divided into the same number of windows then, for exam-
ple, the signal in the fourth bin (out of 40) would represent
the signal at 10% of the gene length; we therefore name this
approach the ‘relative’ method. However, it is unlikely that
the transcriptionalmachinery would be able to sense the rel-
ative distance from the transcription start site (TSS). To cir-
cumvent this conceptual problem, we have previously pro-
posed (1) that genes be divided into windows of constant
size, thereby using a varying number of windows for genes
of different lengths. We have named this approach the ‘ab-
solute’ method and have employed it in multiple studies (1–
12). As illustrated in several examples below, representing
genomic data using the absolute method appears to bet-
ter reflect biological evidence (27). To generate aggregate
profiles using the absolute method, one has to determine
the number of windows to represent the average feature. In
cases where both the start and end coordinates of genes are
used as reference points (anchors) to align the signal, this
produces an interruption in the profiles for genes having
a length different from the represented length (number of
windows times window size). For instance, in Figure 1b, all
genes were virtually cut in the middle of the gene, and the
signal aligned at both ends.
Considering that each group contains a mix of genes of
different lengths, both the relative and absolute methods
produce similar aggregate profiles (Figure 1a and b). How-
ever, if genes are grouped based on their length (each group
containing a mix of transcriptional levels), the methodol-
ogy has a significant impact on the output (Figure 1c and
d). This is due to the fact that, using relative method, the
gene length influences the window size. Consequently, a sig-
nal appearing at the same distance from the TSS (e.g. 200
bp) for a long and a short gene will be placed in different
windows (e.g. first window of a 4 kb gene compared to the
20th window of a 400 bp gene divided into 40 windows).
Without taking this bias into account, one could incorrectly
interpret Figure 1c as showing that H3K36me3 accumula-
tion rate correlates with gene length. In striking contrast,
based on the absolute method, and by aligning the first kb
of the genes before the split, it is clear that gene length has
no impact on the accumulation rate of H3K36me3. Rather,
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Figure 2. The versatile functionalities of VAP.Many options are offered to users such as three analysis modes (annotation, coordinate and exon) using one
to six reference points, with the possibility of automatically subgrouping annotations based on the orientation of adjacent annotations. The black vertical
bars on the X-axis represent the position of the reference point(s). (a) Aggregate profiles, generated using the annotation mode and one reference point,
showing the H2AS129p ChIP-chip dataset (2) in yeast cells over a group of 275 non-mitochondrial tRNA genes. (b) Aggregate profiles, generated using
the coordinates mode and one reference point, showing a GRO-Seq dataset (GSE45822) in MCF7 cells (after 40 min E2 stimulus) (31) over a group of
ERalpha-bound potential active enhancers based on the co-enrichment of ERalpha (E-TABM-828) (32) and H3K27ac (GSM945854) (33) by ChIP-Seq in
MCF7 cells. The reads from theGRO-Seq experimentmapping to the negative strandwere assigned a negative score. ERalpha summits were identified using
MACS (34) then filtered to keep only those in intergenic regions and located at more than 3 kb of known TSS. TheH3K27ac signal was then calculated over
a 1 kb window centered on ERalpha summit and a threshold applied. (c) Aggregate profiles, generated using the coordinate mode and two reference points,
showing the H3K36me3 (blue) and H3K27me3 (red) ChIP-chip datasets from ENCODE (33) in U2OS cells over a group of 30 heterochromatin regions
from chr19 (3). (d) Aggregate profiles, generated using the exon mode and six reference points, showing the H3K36me3 (blue) and RNAPII (green) ChIP-
Seq datasets from ENCODE (33) in HeLa cells over the exons of the 44,202 refSeq human genes. (e) Aggregate profiles, generated using the annotation
mode and four reference points, showing the H3K36me3 (17) (blue) and H2A.Z (35) (orange) ChIP-chip datasets in yeast cells over a group containing the
6576 non-mitochondrial genes from sacCer1 (plain curves), as well as on subgroups of genes based on the orientation of the adjacent annotations. Only the
1637 upstream tandem and downstream convergent genes (dashed curves) and the 1588 upstream divergent and downstream tandem genes (dotted curves)
subgroups are shown. (f) Individual profiles showing the H3K4me3 MNase-ChIP-Seq dataset (GSM1016879) in yeast cells over the 4259 genes without
missing data of the sacCer3 assembly (sorted by their length), generated using the annotation mode and one reference point. The heatmap representation
was performed using TreeView (http://rana.lbl.gov/EisenSoftware.htm). Both the upstream and downstream nucleosome-free regions (represented by the
white bands) are striking, as are the 4–5 first nucleosomes immediately downstream of TSS.
H3K36 trimethylation accumulates as a function of the dis-
tance from the TSS at a rate that does not differ between
long and short genes (28).
Versatile functionalities
VAP offers various functionalities from an intuitive inter-
face. The most common usage is to generate aggregate pro-
files of signal along genes aligned at both their start and end
boundaries, requiring two reference points as shown in Fig-
ure 1. To generate these profiles over five groups of genes,
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Figure 3. A biased methodology can lead to erroneous conclusions. Using the relative method to analyze genes grouped by their length is not appropriate
and considering the orientation of proximal genes is crucial for compact genomes. (a–b) Aggregate profiles showing the acH4 dataset difference from a
strain deleted for the SET2 gene and the corresponding wild-type strain (18) on groups of genes based on their length using the relative (a) or the absolute
(b) method. The groups of genes used are the same as in Figure 1c and d. (c–d) Aggregate (top) and proportion (bottom) profiles showing the RNAPII
Ser2p dataset (19) on groups of genes identified to show the ‘normal’ 3’ enrichment (blue), an unusual 5’ enrichment (red), and an unusual uniform profile
(orange) from the complete groups (plain curves) and the subgroup of genes in the divergent orientation with the upstream gene (dashed curves) using the
relative (c) or the absolute (d) method. Each group contains, respectively, 3806, 723 and 863 genes, and the subgroups 2112, 313 and 506 genes.
five files are required, each simply a compilation of gene
names. The genomic coordinates of each reference point
are extracted from a genome annotations file using the gene
name as the key. Three types of files are therefore required
in this analysis mode called ‘annotation’: the files contain-
ing the gene names (called the reference groups), a genome
annotations file and the dataset files containing the (usu-
ally normalized) signal to be analyzed. As an option, selec-
tion and exclusion filters can be dynamically applied to the
reference groups (e.g. genes grouped by transcription rate
onto which a filter on gene length is applied). It is crucial
for the genome annotations file and the datasets to be from
the same assembly to avoid potential shifts in the represen-
tation. Reference groups can contain types of genetic fea-
tures other than protein-coding genes, as long as they are
included in the genome annotation file (Figure 2a). VAP
can also be used in the analysis mode, called ‘coordinate’,
where the reference group files contain the genomic coordi-
nates provided by the user thus making the genome anno-
tations file unnecessary. This provides users with the flexi-
bility of mapping their data onto any genomic region, such
as profiling transcriptomic data over binding sites identified
in a ChIP-Seq experiment (Figure 2b). As for the annota-
tion mode, the coordinate mode can be used to generate ag-
gregate profiles on one or more reference points, and the
orientation of the regions is also taken into consideration
(Figure 2c). VAP supports up to six reference points, which
are used in the last analysis mode called ‘exon’ where aggre-
gate profiles are generated independently on the first, mid-
dle and last exons (Figure 2d). Using the exon mode, one
can rapidly determine that H3K36me3 is enriched over ex-
ons relative to introns, as previously reported (29,30). Such
local enrichment in exons cannot be detected by looking
at the same datasets using the annotation mode and only
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two reference points (Supplementary Figure S1a). Aggre-
gate data are usually displayed as the average signal of the
reference group (with the possibility of displaying standard
deviation (SD) and SEM) but VAP can also output median,
maximum andminimum aggregate values. All of these anal-
yses were conducted with a window size (resolution) of 50
bp and a smoothing of six sliding windows applied on the
aggregate data, but these parameters are also customizable.
For compact genomes such as yeast, where the distance
between genes is ∼500 bp, it is important to delimit the in-
tergenic regions in order to avoid signal contamination from
adjacent genes. This can be done using four reference points
(two on each side of the intergenic regions flanking the genes
of interest). As illustrated in Figure 2e (plain curves), the hi-
stone modification H3K36me3 (blue) is clearly restricted to
genes while the histone variant H2A.Z (orange) is clearly
restricted to intergenic regions. This observation is not as
clear when using only two reference points (Supplementary
Figure S1b) and is even clearer when using six reference
points to delimit the boundaries of the flanking genes (Sup-
plementary Figure S1c). Another important aspect to take
into account when working with compact genomes is the
impact of the orientation of adjacent genes. This is particu-
larly well illustrated using the case of H2A.Z (Figure 2e).
When considering all genes without respect to the orien-
tation of their neighbors, H2A.Z appears to be enriched
in both the upstream and the downstream intergenic re-
gions (Figure 2e, plain orange). However, the enrichment
in the downstream intergenic region is lost when only the
subgroup of genes having a downstream neighbor in the
convergent (tail–tail) orientation are considered (Figure 2e,
dashed orange) and it increases for the subgroup of down-
stream genes in the tandem (tail–head) orientation (Fig-
ure 2e, dotted orange). This asymmetry is also apparent in
the upstream intergenic region by comparing the divergent
(head–head) genes (Figure 2e, dotted orange) and the tan-
dem genes (Figure 2e, dashed orange). Based on this easy to
use function of VAP, one can quickly conclude that H2A.Z
is enriched in the upstream intergenic regions (promoters),
but absent (or present at much lower levels) in the down-
stream intergenic regions (terminators).
In addition to aggregate profiles, VAP can also output in-
dividual profiles that can then be used for heatmap repre-
sentation and/or clustering analyses (Figure 2f). This repre-
sentation has the advantage of adding an extra dimension to
the data by, for example, sorting genes based on gene length,
transcription rate or other properties.
The impact of the methodology
It was originally reported that long genes depend on the
Set2/Rpd3S pathway for accurate transcription (18). This
conclusion arose from using the relative methodology to
analyze genes grouped by their length. As reproduced here
in Figure 3a, the authors compared the impact of deleting
the SET2 gene on histone H4 acetylation levels. Based on
this graphical representation, it is tempting to conclude that
‘deletion of SET2 led to a more dramatic increase in acety-
lation at genes with longer Open Reading Frames (ORF),
suggesting that Set2 dependence was proportional to gene
length’ (18). However, using the absolute method (Figure
3b), and as refuted by others (36), one would conclude that
gene length has no significant impact on the role of Set2 in
the dynamics of histone H4 acetylation.
In another case, a group studying the phosphorylation
of the RNA polymerase II (RNAPII) C-terminal domain
identified ‘gene class-specific patterns’ (19). As illustrated
in Figure 3c (top) by the plain blue curve, the level of
Ser2 phosphorylation (Ser2p) gradually increases toward
the 3’ end of genes, as generally accepted (27,37–38). In
their study, Tietjen et al. (19) also identified two groups of
genes with unusual Ser2p profiles. In the first group, Ser2p
peaks at the 5’ of the genes (Figure 3c, top, plain red curve),
while in the second group, Ser2p is uniformly distributed
over the length of the genes (Figure 3c, top, plain orange
curve). To identify these unusual groups, the authors used
the relative methodology and generated individual profiles
that were later submitted to hierarchical clustering. How-
ever, using the absolute method, and as reported by others
(9,39), the same data suggests rather that all groups have
the same gradual accumulation of Ser2p toward the 3’ end
of genes (Figure 3d, top). Furthermore, using the automatic
subgrouping functionality of VAP to display the subgroup
of genes divergent to the upstream gene (head–head), it ap-
pears that the unusual accumulation of Ser2p in the up-
stream intergenic region greatly decreases (Figure 3c and
d, top, dotted red curve). Also, and as acknowledge by the
authors (19), the genes with apparent uniform Ser2p distri-
butions are enriched for highly transcribed genes, while the
genes enriched at the 5’ are in general less transcribed than
the genes with the normal 3’ enrichment (Supplementary
Figure S2a, note the SEM), explaining the difference in the
maximal Ser2p accumulation between the three groups.
In addition to the aggregate signal profiles (Figure 3c
and d, top), VAP also generates a graph containing, for
each window of each group, the proportion of the group
members contributing to the aggregate profile in the corre-
sponding window (Figure 3c and d, bottom). Looking at
this graph generated using the relative method, it is quite
striking that approximately 35% of all genes with a 5’ Ser2p
enrichment and approximately 65% of the subgroup with
divergent upstream orientations actually overlap with the
upstream gene (therefore not contributing to the signal in
the upstream intergenic region) while this is the case for only
approximately 10% for the other groups of genes (Figure
3c, bottom). This overlap clearly contributes to the accu-
mulation of Ser2p signal in the 5’ of these genes. Moreover,
the proportion graph from the absolute method clearly il-
lustrates that genes with uniform Ser2p distribution are on
average longer than the genes with the canonical 3’ enrich-
ment, while the genes with the 5’ enrichment are shorter
(Figure 3d, bottom). As shown in Figure 1, this length dif-
ference also contributes to explaining the profiles obtained
using the relative method. Analyzing the data with VAP al-
lows one to quickly detect that the genes in these groups ac-
tually possess unusual properties that together explain their
profiles. Taken together, these two examples demonstrate
that the choice of methodology to represent the data can
have an important impact on the biological interpretation.
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Figure 4. VAP is efficient and designed to minimize the memory footprint. The computing time and memory footprint is linear to the number of data
lines in the dataset, except for the memory footprint that can be limited, but is almost invariant to the number of annotations to analyze. The tests were
conducted on a 2.2 GHz computer with a SATA hard drive. (a) Computing time to process the H3K36me3 ChIP-Seq datasets (33) (used in Figure 2d)
downsized and profiled on a group containing 44,202 refSeq genes of the human genome (extracted from the UCSC genome browser (40)) without (grey)
or with a limit of 10 million (orange) or 1 million (green) data lines read at a time. The file containing 50 million lines was used to calculate the computing
time of varying numbers of genes in the reference group (inset). The SD of 10 replicates are shown. (b) Memory footprint to process the same datasets as
panel a. The SD were too small to be shown.
VAP is designed to run on either laptop computers or servers
The performance of VAP is linear to the number of lines in
the dataset, such that a dataset of 50 million lines in Bed-
Graph format is processed in about 2 min on a group con-
taining all the genes in the human genome (Figure 4a, grey
curve). This performance of more than 400 000 lines per
second is almost invariable to the number of annotations
(genes) to be analyzed (Figure 4a, inset). The user can also
minimize the memory footprint of VAP (Figure 4b) with-
out affecting performance (Figure 4a). Performance will be
eventually improved through parallelization of data analy-
sis. VAP currently supports datasets in BedGraph andWIG
format, but will also eventually support BigWig and BAM
formats. Based on its overall efficiency, VAP can run either
on a laptop computer or on a server.
Usage
VAP functionalities are available both through a user-
friendly interface and through the command line. The inter-
face is written in Java (requiring version 7), while the core
of VAP is written in C++. The interface guides the user to
create a parameter file (plain text format), which is auto-
matically sent to the core executable to analyze the data and
generate graphical representations of the aggregate profiles
(with the possibility of combining multiple datasets, refer-
ence groups and orientation subgroups on the same graph).
A preexisting parameter file can also be loaded by the in-
terface. The results are output in a tab-delimited text file
that can be used to re-create graphs using external software
such as GraphPad or the Libre/Open Office and Microsoft
Office macro included in provided spreadsheets to produce
publication-ready vectorial graphs. The user can decide to
add a prefix to each output file to facilitate the exploration
of the parameters.
The main interface presents the three analysis modes
(‘Annotation’, ‘Exon’ and ‘Coordinates’) along with their
relevant parameters (Figure 5a). Moreover, the user can
chose from the ‘Absolute’ or the ‘Relative’ method to ana-
lyze the data. Relevant files and folders can be uploaded by
‘Drag and drop’ or by using the ‘Browse’ function (allowing
multiple selections at a time). Alternatively, the full path can
be pasted into the appropriate box, followed by clicking the
‘Add’ button. While running, a progression bar indicates to
the user the different steps, and logfiles withmore details are
generated. By hitting the ‘Run’ button, the interface detects
the Operating System (OS) configuration and decompresses
the appropriate executable (compiled with g++ 4.2) in the
output directory selected by the user. To allow users having
to compile the core code on their computer to still benefit
from the interface, VAP first looks for the presence of a bi-
nary named ‘vap native’ in the output directory andwill use
it rather than one executable from the package. Sample data
are also packaged within the interface, allowing the user to
test the versatile functionalities of VAP.
Asmentioned above, it is also possible to directly use VAP
from the command line. In this case, a parameter file (mod-
ified or not from a file created by the interface, or manu-
ally created) is used as an argument to the core executable:
vap core –p paramFile. To generate graphical representa-
tions from the files produced using the command line, it is
also possible to use the command line or a specific tab of
the interface (Figure 5a). VAP is under active development
and more features will be added in the near future.
CONCLUSION
VAP is a user-friendly stand-alone tool to flexibly generate
aggregate or individual profiles of large genomic datasets
such as ChIP and transcriptomic data over groups of ref-
erence features (genes, annotations, regions) of interest.
Both the absolute and relative methods are offered, and as
demonstrated, the choice of methodology is important to
avoid incorrect interpretation of the results. VAP also per-
mits up to six reference points to delimit the sections of in-
terest in order to avoid contamination of the signal from
adjacent features. In the ‘Annotation’ and ‘Exon’ analysis
modes, the reference groups are simply composed of unique
names linked to a genome annotation file, while users can
directly provide the coordinates of the reference points in
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Figure 5. Annotated screenshot. (a) Interface filled with the parameters used to generate Figure 2e. Using the annotationmode, theH2A.Z andH3K36me3
datasets were analyzed over a reference group containing all the yeast genes (therefore using the corresponding genome annotations file from the Saccha-
romyces Genome Database (41)) with filters selecting the non-mitochondrial genes and excluding the overlapping genes, where all files used the sacCer1
assembly. The aggregate profile was generated using the absolute method with four reference points to isolate the signal over the reference features as
well as their complete flanking intergenic regions with a resolution of 50 bp. Using four reference points creates five blocks corresponding, respectively,
to the upstream annotations, upstream intergenic regions, reference features (each gene from the reference group), downstream intergenic regions and
downstream annotations. The number of 50 bp windows per block was chosen such that the aggregate profiles cover up to 1 kb, 500 bp, 1.5 kb, 500 bp
and 1 kb for each block, respectively. The first and last blocks are always aligned respectively to the right and to the left, while the other blocks were split
(in the middle by default). This means that a gene (reference feature) of 1 kb will contribute to 20 of the 30 windows of the third block (first and last 10
windows of this block), while a 2 kb gene will contribute to all the windows of this block (the middle 500 bp being ignored). The aggregate value is the
mean, a smoothing of six windows is applied on the aggregate values, and the SEM is calculated. The aggregate profile of all the datasets and orientation
subgroups were combined on the same image, showing the profile of all genes as well as two orientation subgroups of genes with a predetermined Y-axis
scaling.
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the ‘Coordinate’ mode. Statistical measures, which can be
displayed on the aggregate curves, facilitate comparisons
between groups or datasets. Moreover, subgrouping based
on the orientation of the flanking annotations is particu-
larly useful for compact genomes. VAP targets both biolo-
gists, through an intuitive interface, and bioinformaticians,
through command line interactivity. Being highly efficient
and given its ability to limit its memory footprint, VAP is
designed to run on laptop computers, but it can also be com-
piled and run on a server.
AVAILABILITY
VAP is open source, published under the GNU Gen-
eral Public License v3. The official VAP website (http:
//lab-jacques.recherche.usherbrooke.ca/vap) contains com-
plete documentation as well as links to download the pack-
aged jar files, which contain the executables (32 and 64 bit
architecture) for the supported OS (Linux, Mac OS X and
Windows). A Bitbucket account (labjacquespe/vap) con-
tains the source code of both the C++ (vap core) and Java
(vap interface) modules with the corresponding makefiles
and dependencies, as well as example input and output files.
SUPPLEMENTARY DATA
Supplementary Data are available at NAR Online.
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