This paper presents three mathematical formulations for designing robust two-layer networks carrying elastic traffic. The formulations differ in the way flow reconfiguration is performed in the case of link failures. An iterative algorithm to solve the problems is given and a numerical study is provided comparing the effectiveness of the three reconfiguration mechanisms. The formulations can be applied for designing Next Generation Internet (NGI) core networks with the two-layer, IP-over-WDM, structure.
INTRODUCTION
For historical reasons, telecommunications operators have deployed core networks composed of multiple resource layers, for example IP over ATM over SDH over WDM. The current trend, leading to Next Generation Internet (NGI), is to simplify this architecture in order to reduce network equipment and management costs, as well as network complexity. First of all, the two packet layers, i.e., Internet Protocol (IP) and Asynchronous Transfer Mode (ATM), are being integrated into one resource layer based on Multi-Protocol Label Switching (MPLS). This leads to a single packet layer control plane instead of two. Secondly, IP packets will be transported directly over the optical (dense) Wavelength Division Multiplexing (WDM) transport layer, enriched with a control plane. Hence, NGI core network will be most likely built as an IP over WDM network consisting of two layers: the upper IP-based packet layer equipped with IP/MPLS label switched routers (LSR), and the lower WDM-based layer equipped with Optical Cross-Connects (OXC).
The two network layers will be closely integrated, either using the Generalized MPLS (G-MPLS), or Automatic Switched Optical Network (ASON) concept. Recall that G-MPLS is a generic architecture defined by IETF, aiming at integrating control planes of the IP and WDM layers. ASON is a generic architecture defined by the ITU-T, and is an alternative to G-MPLS. In the former case, both LSRs and OXCs will be G-MPLS-enabled. The architecture of the WDM transport layer based on the G-MPLS concept will, among other functionalities, enhance the "raw" transport plane of today's WDM networks with the control/management plane.
Traffic routing in the IP (packet) layer is evolving toward a constraint-based multipath routing, based on MPLS tunnels (called Label Switched Paths-LSP) traversing the IP links and configured by means of the Label Switched Routers (LSR). In turn, the amount of capacity allocated to IP links will be automatically protected (restored) in order to adapt in real time to link or equipment failures (e.g., cable cuts). Reconfiguration of the IP links will be achieved by rearranging optical connections (light-paths) in the WDM layer set up using OXC.
The new NGI core network architectures with complex resilience schemes and other requirements call for new efficient network design methods. And that is where this paper contributes. The two-layer (IP+WDM) NGI core network model with both layers potentially reconfigurable in a coordinated way is considered in the paper. It is assumed that demand volumes between source-destination (S-D) pairs (called demands in short) are imposed on the packet layer by elastic IP traffic streams and that they can consume any assigned capacity within certain bounds. Flows (bandwidth allocated to different demands' paths) in both upper (packet) layer and lower (optical) layer are potentially reconfigurable.
Three problem formulations for the two-layer network design (for flow reconfiguration in the lower layer only, in the upper layer only, and in both layers simultaneously) and an algorithm to solve them are presented in the paper. The formulations employ bandwidth allocation (among the flows realizing demands) according to Proportional Fairness (PF) rule in each considered (predefined) failure situation. Nodes and links of the lower layer are subject to failures. The resulting (logarithmic) total throughput in each failure situation (where flows are weighted by coefficients) is referred to as the situation revenue. The revenues for the individual situations are forced to obey the Max-Min Fairness (MMF) principle. Flows assigned to demands' paths are subject to maximization under a given budget constraint with respect to lower/upper bounds for each of the demand volumes. Since an uncapacitated network design problem is considered optimal link capacities are found as well.
BASIC NOTIONS
Informally, elastic traffic is the traffic induced by IP applications that can adapt, within certain bounds, to any volume of bandwidth assigned to them. The majority of traffic in today's Internet is approximately of this type. Several ways exist to fairly assign bandwidth to demands between each S-D pair in elastic traffic networks. The question to answer is which of them is going to be used in NGI? One way for the fair bandwidth assignment is the well known MaxMin Fairness (MMF) rule [1] , which first of all implies maximization of minimum bandwidth assigned to demands. Although the MMF method is the best in the pure fairness sense and has many different applications [2] , it has a certain drawback when allocating bandwidth to elastic traffic: maximization of fairness decreases the total network throughput. The work of [3] shows that a compromise can be reached if bandwidth allocated to demands follows the Proportional Fairness (PF) rule. PF implies maximization of the (weighted) sum of logarithms of the total flow (bandwidth) allocated to demands. Hence, this method, as a compromise between pure fairness and throughput maximization, can be acceptable for both customers and operators. An effective algorithm for PF flow allocation for a single-layer robust network carrying elastic traffic is presented in [4] . This paper extends the considerations of Pióro and others [4] on fair networks to cover the multi-layer robust design case and provides a numerical study, comparing effectiveness of restoration in different layers. 
NETWORK MODEL

Two-Layer Network
Entities of the lower (WDM) layer are defined analogously as follows. The lower layer network is interconnected by optical links labeled with g, g = 1, 2, . . . , G, of capacity u g . Demands for the lower layer are the link capacities of the upper (IP) layer. Therefore demands of the lower layer are indexed with e and flows of WDM layer realizing demands e are denoted by z ek . Index k = 1, 2, . . . , n(e) labels the paths for flows realizing demand volume (i.e., capacity) associated with link e. In this model all nodes of the upper layer appear in the lower layer as well. The nodes can be either the routers that have double functionality (they act as IP routers as well as WDM OXCs), or terminating nodes in WDM.
The two-layer network model, presented above could be easily extended to more layers, as well as the problem formulations and the algorithm presented below.
Failure Situations
To represent network failures the notion of failure situation is introduced. A failure situation is a result of an event in which one or several links, nodes, or any combination of links and nodes fully or partially fail. Such a situation is represented by availability coefficients α gs ∈ [0, 1], where s (s = 1, 2, . . . , S) labels failure situations and S is the number of the considered situations. Availability coefficient is defined only for the links of Layer 1 (WDM), since it is assumed that only physical links fail. α gs = 0 means that link g is totally failed (unavailable), whereas α gs = 1 implies that it is fully available. Fractional value of α gs represents a partial link failure. Since availability coefficients are defined for links, to model a node failure, coefficients α gs of the links incident to the failed node have to be set to a value which represents the level of the node failure. For example, setting α gs = 0 for all links incident to a certain node v would mean that node v has completely failed. Note that in this case all the demands originating (terminating) in node v are not considered.
Having introduced failure situations, it is now possible to extend the notions presented in the previous section making them situation-dependent. Flows of the upper and lower layers can now be made situation-dependent and defined as x dj s (flow realizing demand d on path j in situation s) and z eks (flow realizing demand e on path k in situation s), respectively. The total flow, realizing demand d in situation s is then defined as
Similarly the capacity of the upper layer links can be defined as y es . These new notions will be used together with the ones defined earlier (where applicable) in the problem formulations presented below.
LEXICOGRAPHICAL MAXIMIZATION
Two of the problems presented in this paper involve maximization of lexicographically ordered vectors. Commonly known examples of lexicographical order are ordering of words in a dictionary and ordering of names in a telephone directory. In the context of this study, maximization of lexicographically ordered vectors of revenues is used as a means to achieve a MMF allocation of the revenues among different failure situations. As it is shown in [5, 6] , MMF allocation of certain entities (as logarithmic revenues, see the next section) is equivalent to finding lexicographically maximal vector of these entities (sorted in nondecreasing order) within the space of all feasible solutions of the considered problem. Recall that 
MATHEMATICAL FORMULATIONS
Three mathematical problem formulations (central to this paper) for designing robust two-layer networks are presented in this section. The problems are formulated either for flow reconfiguration only in the lower layer, or only in the upper layer, or in both layers simultaneously. All of them assume flow reconfiguration in the case of a failure situation, thus assuring network robustness to failures. This means that flows can be rerouted to different paths and their values changed. In the third case, reallocation is synchronized between the two layers.
Given demands and predefined paths for each demand, the maximum possible link capacities (uncapacitated network design problems are considered) and flows in each failure situation are calculated under the assumed budget constraint. In all the design problems, flows in the upper layer are allocated according to the PF principle. Besides, the two latter formulations also assure that revenues are max-min fair among the situations, thus assuming a kind of two-dimensional fairness.
The outcome of solving the mathematical programmes are link capacities and the flow allocation in both layers in each failure situation.
All the design problems presented in the sequel use the notation introduced in the previous section. New constants and variables are introduced when necessary. All the variables in the formulations are continuous and nonnegative unless stated otherwise.
Problem RLL: Flow Reconfiguration in Lower Layer
The following formulation assumes flow reconfiguration only in the lower layer constants 
subject to 
Objective function (1) maximizes a weighted sum of the logarithms of the total upper layer flows thus implementing their PF allocation. Total (aggregated) flows for each demand are calculated in (2) and are forced to attain values within the assumed bounds by constraints (3). Constraints (5) force the sums of all the flows of the upper layer (x dj ) that are routed on paths traversing link e, to be equal to the capacity allocated to link e. Constraints (6) assure that sums of the flows of the lower layer (z eks ) are sufficient to implement capacity requirements y e in all the predefined failure situations. Constraints (7), similarly to (5), force the sums of all the flows of the lower layer (z eks ), that are routed on the paths traversing link g, not to exceed the available (remaining) capacity (α gs u g ) of link g in situation s. Budget constraint (4) assures that the cost of lower layer links does not exceed the budget B.
Problem RLL is a convex problem and can be treated approximately as a linear programming (LP) problem, using the piecewise linear approximation of the logarithmic function discussed in Section 7. 
Problem RUL: Flow Reconfiguration in Upper Layer
Objective function (8) assures that the problem results in lexicographically maximal (unique) solution vector of revenues; this implies the MMF allocation of revenues among situations. Furthermore, in each failure situation the total flows are allocated in a proportionally fair way among the demands. These aggregated flows for each demand in each situation are given in (9) and are forced to attain values within the assumed bounds by constraints (10). Constraints (12) force the sums of all the upper layer flows (x dj s ) that are routed on paths traversing link e, to be equal to the allocated capacity for link e in the situation s. Constraints (13) assure that the total available flows of the lower layer (θ eks z ek ) on the remaining working paths are sufficient to implement y es in each of the failure situations. Constraints (14), similarly to (12), force the sums of all the flows of the lower layer (z ek ), that are routed on paths traversing link g, not to exceed the capacity allocated for link g.
Problem RUL is not a mathematical programming problem (since it uses lexicographical order maximization) and must be solved in a special way, e.g., by the algorithm presented in Section 6.
Problem RBL: Flow Reconfiguration in Both Layers
The following final formulation assumes flow reconfiguration in the upper and lower layers simultaneously. It is the most flexible flow reconfiguration option, but also the most complicated one. Like RUL, it uses lexicographical maximization. 
Introducing Modularity
The three problem formulations presented above allow flows and link capacities to be assigned continuous nonnegative values. Since in the backbone optical networks link capacities are installed in modules, all the problem formulations should be adjusted to account for the modularity. For example, problem RBL can be adjusted by modifying the constraint (17) as follows:
where: u g , number of capacity modules installed on link g (integer variable); M, size of the link capacity module. Analogous changes can be made in other problem formulations. The modularity requirement makes the problems NP-hard. For small (and sometimes medium) size networks they can be solved using MIP (Mixed Integer Programming) solvers [7] , equipped with Branch-and-Bound or Branch-and-Cut procedures.
ALGORITHM
Problem RLL is a LP problem, so it can be directly solved by a LP solver [7] . Problems RUL and RBL are not that simple to solve, since they involve lexicographical maximization (cf. [2] ). An efficient iterative algorithm for solving RUL and RBL is given below. It is based on a general algorithm for convex lexicographical maximization introduced in [6] . The algorithm is an improved version of the MMF algorithm given for another application in [8] , and is based on ideas described in [2] (see also references there).
Algorithm for Solving RUL and RBL
Step 1:
Put n := 0, Z 0 := ∅, Z 1 := {1, 2, . . . , S}, t s := 0 for all s.
Step 2:
Solve the following convex programme:
maximize t subject to (9)-(12); (13)-(14) for RUL or (16)-(17) for RBL; and
Let t * be the optimal solution of the above problem and λ * s , s ∈ Z 1 be the optimal dual variables corresponding to constraints (20).
Step 3:
Put n := n + 1, Z := {s ∈ Z 1 : λ * s > 0} and t s := t * for each s ∈ Z. Put Z 0 := Z 0 ∪ Z and
. . , t S ), sorted in nondecreasing order, is the solution of the problem.
Else go to Step 2.
Comments
In the algorithm, variable n is the iteration counter. Sets Z 0 and Z 1 have the following interpretation after completion of Step 3:
Z 0 : The current set of situations for which the current bound t s is the maximal value for R s in the final lexicographically maximal solution. Z 1 : The current set of situations for which it is not known if t s is the maximal value for R s .
The algorithm (in Step 3) uses the values of optimal dual variables corresponding to constraints (20) to check, weather values of revenues R s can be further increased (this is possible in the case when λ * s = 0), or the current value R s = t s is maximal for a given situation (this is the case when λ * s > 0). A situation s for which the value of the revenue cannot be increased any further is called blocking. It should be noted that λ * s = 0 doesn't necessary mean that the value of the revenue for situation s can be further increased, as it is shown in [6, 8] . If after Step 2 the value of t * does not increase (with respect to the previous value), this means that there is one (or more) blocking situation in Z 1 that prevents this. The algorithm will automatically find such a situation(s) in the next iteration, thanks to the fact, that after each iteration s∈Z 1 λ * s = 1 (for details see Section 13.1.2 in [6] ).
NUMERICAL EXAMPLE
Linear Approximation
All the convex problems considered in the previous sections can be converted to their approximative LP counterparts using a piecewise linear approximation of the logarithmic function (see Fig. 1 ). The LP approximation makes the problems solvable with standard LP solvers. In the numerical experiments, reported in the next section, the following approximation G(z) of the logarithmic function log(z) has been used:
where the consecutive pairs of coefficients (a p , b p ) of the five (P = 5) linear pieces used for the approximation (see Fig. 1 The linear approximation consists in introducing auxiliary variables f ds and a set of P constraints corresponding to the linear pieces of approximation (21), which replace the logarithm of the flow (log(X ds )). Hence the optimization part in Step 2 of the algorithm for solving RBL becomes: maximize t subject to (9)-(12), (16)-(17) and:
The other problems can be modified analogously. 
Example Networks
A number of experiments have been performed with different network models. Two numerical examples for two different size networks-mid-size (N 12 ) and large (N 41 )-are presented in this paper. The models are summarized in Table I and the network topologies of both layers are shown in Figs. 2-5. The aim was to find out which reconfiguration option is the most profitable for multi-layer networks in terms of lexicographically ordered revenues, and what is the impact of the network topology on this judgment. The effect of imposing lower and upper bounds on total flows X ds has been also examined.
Links' costs for networks N 12 and N 41 are given in the Tables II and III , respectively. Failure situations have been generated according to the following rule: in situation s = 1 (called the nominal situation) all links are fully available. In each of the remaining situations two randomly selected links are assumed to fail entirely, so that their link availability coefficients α gs become equal to 0 (coefficients for the remaining links are equal to 1). It has been assured that the situations are unique, and that they do not result in disjoint graphs. The pairs of links that fail in each situation are given in Tables IV and V. The experiments have been performed with S = 19 situations for the network N 12 and S = 22 situations for the network N 41 . For all experiments all revenue coefficients w ds have been set to 1 and budget B to10 6 .
Numerical Results
Resulting revenues of the three reconfiguration options have been compared in the unbounded (when X d or X ds could take any value between 0 and +∞) and bounded (when X d or X ds could be assigned any values from the intervals H ds limits the highest value for the flows X ds at a certain value, although, if allowed by the budget, it would be possible to increase it even more. In this way the resulting vector of revenues is lexicographically smaller than in the unbounded case. Imposing lower bound (LB) is of more interest, because it usually results in a different flow allocation scheme. Therefore only the results for the unbounded case and the case with lower bounds (LB = 1000 for N 12 and LB = 10 for N 41 ) are presented. The upper bound in these experiments was always set to +∞.
Revenue in problem RLL is not situation-dependent, so for all situations it is the same and equal to 6007.04 (in the unbounded case) for network N 12 , and 2072.19 for network N 41 . Revenues of RUL and RBL are situation-dependent. It can be seen, that only because the smallest revenue values (in the lexicographical order) attained for RBL are higher than the ones for RUL, it makes RBL marginally better. But the maximal revenue achieved in the RUL case is higher. This similarity of RUL and RBL for N 12 can be explained by the very similar network topologies of the upper and lower layers. Network N 41 with different layer topologies shows obvious superiority of RBL.
As it can be seen from the Figs. 8 and 9, for the bounded case (LB = 1000 for N 12 and LB = 10 for N 41 ) the overall picture is the same as in the unbounded case. The lexicographically ordered revenue vector for problem RBL is again greater than the one for RUL. In this case, the difference is nonnegligible are beneficial for elastic traffic networks. Besides, even a small difference in total logarithmic flows (log(X ds )) makes much bigger difference between the "plain" total flows X ds . Figures showing total (nonlogarithmic) values X d for each failure situation have a similar character to that for revenues. It can be seen from the results that, in the considered cases, both RUL and RBL are almost equally good, as compared to RLL, although RBL performs better, especially for the networks with different topology of the layers (e.g. N 41 ) or with tight lower bounds.
CONCLUSIONS
The paper has presented three different problems (RLL, RUL, and RBL) for resilient and fair design of two-layer networks and an iterative algorithm to solve them. The problems differ by the reconfiguration mechanism employed to cope with failures. All the three problem formulations assure fair allocation of bandwidth to demand. The efficient design algorithm for solving the formulated problems is given. The presented problem formulations and the algorithm can be extended to networks with more than two layers.
Problem RLL allows to apply reconfiguration only in the lower network layer, RUL reconfigures flows only in the upper layer and RBL-simultaneously in both layers. All the problems assure proportionally fair bandwidth allocation among the demands. Besides, the formulations assure max-min fair revenue allocation among the failure situations, resulting in a kind of two-dimensional fairness. Some comments on modular dimensioning of link capacities are also given (see Section 5.4) .
A numerical case study of two network examples (N 12 and N 41 ) was presented. It showed that RBL is clearly superior when topologies of the two layers are not similar (N 41 ), while RBL and RUL are almost equally good for the networks with similar layers' topologies (N 12 ), although RBL is still marginally better, as any feasible solution of RUL is also a feasible solution of RBL. Similarly, RBL performs better than RUL when high lower bounds are imposed. It is also interesting that in the case of N 12 the highest revenue value (in the unbounded case) has been attained for RUL. Both RUL and RBL perform much better than RLL. These observations favor the RUL option for the networks with similar topologies of the layers, as it is based on a considerably simpler reconfiguration mechanism than RBL. For the networks with different topologies of the layers, however, RBL is significantly better than RUL.
In this study, full reconfiguration has been assumed in the case of failures, which is hard to implement, especially in the lower layer. However, the study shows what results could be achieved in that case and whether it is worth to use some kind of (coordinated) two-layer reconfiguration. More realistic reconfiguration strategies, as, e.g., path protection and link protection, will be the subject of future work.
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