We propose a new approach for bivariate nancial time series modelling which allows for mutual excitation between shocks. Jumps are triggered by changes of regime of a hidden Markov chain whose matrix of transition probabilities is constructed in order to approximate a bivariate Hawkes process. This model, called the Bivariate Mutually-Excited Switching Jump Diusion (BMESJD) presents several interesting features. Firstly, compared to alternative approaches for modelling the contagion between jumps, the calibration is easier and performed with a modied Hamilton's lter. Secondly, the BMESJD allows for simultaneous jumps when markets are highly stressed. Thirdly, a family of equivalent probability measures under which the BMESJD dynamics are preserved, is well identied. Finally, the BMESJD is a continuous time process that is well adapted for pricing options with two underlying assets.
Introduction
In the last century, nancial markets became increasingly interconnected. The consequence of this globalization is that violent shocks to stock markets tend to propagate across the planet. Furthermore, shocks seem to increase the probability of observing new successive jumps, in the original and other markets. In continuous time nance, modelling this mutual excitation between large price moves is a challenging task. Models only based on Brownian motion fail to replicate sudden jumps, whereas jump diusion models do not capture the interplay between shocks across dierent markets.
A way to deal with the contagion of jumps between two markets, is to decompose the price variability into two components -a bivariate Brownian process and a mutually-excited bivariate jump process, called Hawkes process 1 . In a univariate setting, Chen and Poon (2013), Boswijk et al. (2015) , and Carr and Wu (2016) investigate some self-excited jump diusion processes for modelling stock index returns. Stabile and Torrisi (2010) consider a risk process with non-stationary Hawkes claims arrivals. Aït-Sahalia et al. (2015) used a bivariate mutually-excited jump diusion to evaluate the interdependence between worldwide stock markets. Dong et al. (2016) consider a two-dimensional reduced form model for credit risk with regime-switching shot noise intensities However, the main drawback of Hawkes based models is the absence of a robust procedure for parameter estimation as underlined by Rasmussen (2013) In Hainaut and Deelstra (2017 c), a model has been studied as a substitute of univariate Hawkes processes. In this article, we propose an alternative to bivariate Hawkes processes which is easy to calibrate, allows for simultaneous jumps and is applicable to bivariate option pricing. In our model, called the Bivariate Mutually-Excited Switching Jump Diusion (BMESJD), large moves of prices are triggered by the change of regime of a hidden Markov chain. The states of this chain are ranked by increasing levels of mutual-excitation. The matrix of transition probabilities is constructed such that after an upward move of the chain, the probability of climbing again the scale of states increases instantaneously. Our model belongs to the family of regime switching processes. In classic regime switching models as in Honda (2003) , Guidolin and Timmermann (2008) or Hainaut and Macgilchrist (2012) , the Markov chain modulates the parameters of a diusion process. In Chourdakis (2005) and Hainaut and Colwell (2016) , jumps are introduced and synchronized to the Markov chain transitions in a two or three regimes model. The length of the stay in each regime being memory-less exponential random variables, these models cannot explain the mutual excitation between shocks in nancial markets. The BMESJD diers from these previous approaches in several directions. First, shocks are exclusively observed when the Markov chain changes of regime. Second, compared to the existing literature, we consider a large number of regimes. But the parsimony of the model is preserved given that the matrix of transition is parameterized by a small number of variables. Third, the transition probabilities are designed in order to replicate the mutual-excitation behaviour of a bivariate Hawkes process. However, the BMESJD presents an additional feature. Contrary to Hawkes processes, simultaneous jumps may occur with a non-zero probability when markets are stressed. Fourth, we propose a modied version of the Hamilton's lter (1989) to calibrate this new process. Finally, we construct a family of equivalent probability measures under which the dynamics of the BMESJD are preserved. We present the conditions necessary to obtain risk neutral martingale measures and we price exchange options as an example of derivative pricing in this model.
We proceed as follows to introduce the BMESJD. In section 2, we briey remind the features of bivariate Hawkes processes and their intensity processes. We construct a Markov chain that serves to replicating their behaviour and present the moment generating function of some related jump counting processes. In section 3, we detail the construction of the BMESJD and we provide the moment generating function of the marginal returns. In section 4, we establish the statistical distribution of the sum of bivariate normal and exponential random variables. To the best of our knowledge, this result is new and is required for the implementation of the modied Hamilton's lter. As numerical illustration, we t the BMESJD to S&P 500 and Euronext 100 time series, over a period from 2005 to 2017. The evolution of the hidden Markov chain allows us to detect periods during which levels of mutual excitations between European and US markets were particularly high. In section 5, we provide a detailed analysis of the change of measure approach in this model and in particular of the martingale condition to be fullled by the BMESJD under the risk neutral measure. The last section focuses on the pricing of exchange options and studies the impact of contagion on these derivatives.
2 A bivariate Markov chain approximation for mutually excited processes.
This article proposes a new approach to introduce mutual excitation in the dynamics of large moves of two nancial assets or markets. It consists in approaching the intensity processes of a bivariate Hawkes process by using a continuous Markov chain, with a nite number of states, ranked by amplitudes of mutual excitation. The states of the Markov chain with a low and high index correspond respectively to a low and high frequency of mutual jumps. A shock of prices occurs when the Markov chain climbs the scale of states. The transition probabilities of the Markov chain are designed such that after an upward change of state, the probability that the chain climbs again, increases. However if the chain does not jump to a higher state, it moves back with a high probability to a lower state. By the use of this Markov chain, the dynamics of a bivariate Hawkes process can be approached. We rst recall the denition of a bivariate Hawkes process and its main features. Next, we construct the Markov chain driving the jump processes.
Let us consider 2 processes N k t t≥0
for k = 1, 2, counting the number of shocks hitting two nancial markets or two price dynamics. Their intensity is a stochastic process denoted by λ k t t≥0 , depending upon the history of the processes. λ k t reverts to a level θ k at a speed α k and increases of η k,1 or η k,2 (α k , θ k , η k,1 , η k,2 ∈ R + ) when a jump occurs. Intensities are driven by the next system of stochastic dierential equations (SDE):
t . These dynamics introduce both contagion and spillover eects between shocks. A jump in one market immediately raises the probability of observing a new jump in the same market and a jump in the other market. The volatility parameters η 11 and η 22 tune the levels of self-excitation whereas the other volatility parameters η 12 and η 21 dene the levels of contagion.
In the remainder, we approximate the dynamics of (λ . In order to build this process, we have to remind that if ∆ t represents a very small interval of time, then λ t may be related to λ t−∆t as follows
Moreover, conditionally to the sample path of λ k t , N k t is a heterogeneous Poisson process and therefore the probability that N k t jumps twice over ∆ t is nearly null. We will use this feature later to construct the matrix of instantaneous transition probabilities of the Markov chain δ t . But before, we introduce some additional notations. Given that the number of states of δ t is nite, we discretize and bound the domain on which (λ 1 t ,λ 2 t ) are dened. We assume that (δ t ) t≥0 is dened on a probability space Ω and takes its values from a set of R (n+1) 2 -valued unit vectors E 0 = {e 0 , . . . , e (n+1) 2 −1 } where e j = (0, . . . , 1, . . . , 0) with the (j + 1) th component equal to 1. The ltration generated by (δ t ) t≥0 is denoted by {G t } t≥0 . We also introduce a parameter ∆ t that is involved later in the construction of the transition probabilities of (δ t ) t≥0 . If we dene ∆ λ k = η kk m and let n be a multiple of m, (λ 
The next step consists in building the matrix of instantaneous probabilities of transition for δ t , such thatλ 1 t andλ 2 t have a similar behaviour as the intensity processes of Hawkes processes, λ 1 t and λ 2 t , as dened by equation (1) . The matrix of transition probabilities over a time interval [t, s] is denoted as P (t, s). The elements p i,j (t, s) of this matrix are dened by
and represent the probabilities of switching from state i at time t to state j at time s. The probability of the chain being in state i at time t, denoted by p i (t), depends upon the initial probabilities p k (0) at time t = 0 and the transition probabilities p k,i (0, t), where k = 0, 1, . . . , (n + 1) 2 − 1, as follows:
The matrix P (t, s) of transition probabilities over the time interval [t, s] is the matrix exponential of the generator matrix, denoted by Q 0 := [q i,j ] i,j=0:(n+1) 2 −1 , times the length of the time interval:
The elements of the generator matrix Q 0 satisfy the following standard conditions:
For i = j, q i,j is the instantaneous probability that the Markov chain transits from state i to state j.
As mentioned above, each regime of the Markov chain corresponds to a couple of intensities λ1 t ,λ 2 t . We adopt the following convention to link the index of the state i for i = 0, ..., (n + 1)
As a consequence,λ 1 t andλ 2 t evolve within our approach in corridors delimited by θ 1 and θ 1 +n∆ λ 1 and θ 2 and θ 2 + n∆ λ 2 . As mentioned earlier, if ∆ t is small enough, the probability of switching from the state i to j is q i,j ∆ t for i = j. To approach the dynamics of λ 1 t and λ t over a period ∆ t , δ t−∆t should transit from a state in which intensities are equal toλ k t−∆t to another state in which
when N 1 t and N 2 t do not jump. If one of these processes jumps, δ t−∆t should transit over a period ∆ t , from a state in which intensities are equal toλ k t−∆t to another state in which
So as to build the generator Q 0 of δ t such that the dynamics of λ1
For i = 0 to (n + 1)
For j = 0 to (n + 1)
(n + 1) ; n (n + 1)
End loop on i
The analysis of the three scenarii suggests the following algorithm 1 for the construction of
Notice that (δ t ) t≥0 is a continuous Markov chain. Therefore, ∆ t must be seen as a parameter of Q 0 and no more as a time interval (even if it was intuitively its origin for constructing the transition probability matrix). For such a generator, the probability of switching from a state i to j over a small time-interval ∆ t (equal to q i,j ∆ t ) is either null, either equal to λ
The probability of staying in the same state over ∆ t is nearly null. To ensure the positiveness of non-diagonal elements of the generator, we impose that
The remainder of this section studies the properties of the Markov Chain δ t dened by this generator. Firstly, we dene new point processes counting the number of transitions between states. To each pair of distinct states i and j in the state space of the Markov chain δ t , we dene a point process N i,j (t) as follows
where I is the indicator function. N i,j (t) is G t -adapted and counts the number of transitions from states i to j up to time t. We further dene the following intensity process
Compensating the counting process N i,j (t) by the integral of λ i,j (.), the resulting process
is a martingale. The next step consists in dening G t -adapted point processesÑ 
for k = 1, 2. By construction, the intensity processes are for k = 1, 2 equal to:
Compensating the counting processesÑ 
is a (n + 1) 2 -vector of functions, solution of the system of ODE's
for k = 0, . . . , (n + 1) 2 − 1, under the terminal boundary conditions
Proof of Proposition 2.1.
then f is by Itô's lemma solution of the equation:
Let us assume that f is an exponential ane function ofÑ 1 t andÑ 2 t as follows:
where A(ω 1 , ω 2 , t, s, e k ) for k = 0, . . . , (n + 1) 2 − 1 and B 1 (ω 1 , t, s), B 2 (ω 2 , t, s) are time dependent functions with terminal conditions given by A(ω 1 , ω 2 , s, s, e k ) = 0, B 1 (ω 1 , s, s) = ω 1 and B 2 (ω 2 , s, s) = ω 2 . The partial derivatives of f are then given by:
Substituting these expressions into equation (14), leads to the following relation:
A(.,ej )+B 1 (.)+B from which we deduce that B 1 (ω 1 , t, s) = ω 1 and B 2 (ω 2 , t, s) = ω 2 . Regrouping terms allows to infer that the functions A are solutions to the following system of ODE's:
We assume that (W t ) t is a standard Brownian motion under P independent of J i andÑ i t for i = 1, 2; and that the instantaneous return of the asset price process is modelled by the following sum of a drift term, a Brownian motion term, and a compensated jumps part:
The drift rates µ t = µ 
and for the pairs
The matrix of covariance of the Brownian part is then stochastic and equal to ΣΣ .
We call this model the bivariate mutually-excited switching jump diusion (BMESJD) model. Applying Itô's lemma to ln S j t leads to the alternative representation:
from which we deduce that S 1 t , S 2 t are equal to the following exponential processes: We assume that J 1 and J 2 are i.i.d. copies of double exponential distributions. Their probability density function (dened on R) is given by
while the associated cumulative distribution function equals
This distribution of J j for j = 1, 2 depends on three parameters: ρ
, and p j ∈ (0, 1), where p j (resp. (1 − p j )) denotes the probability of observing an upward (resp. downward) exponential jump, and
gives the size of an average positive (resp. negative) jump.
The expected value of the size of the jumps is the weighted sum of these average sizes; E(J j ) = p j 1 ρ
. The moment generating function of J j is given by
By construction, the jump processes are mutully-excited. t . The lower graphs report the jumps hitting each time series. We clearly observe a clustering of jumps caused by the self-excitation and contagion between shocks. In the next section, we propose an algorithm to estimate parameters by using historical nancial time series.
We conclude this section by studying the moment generating function of the log-return of S Hereto we introduce some new notations. First, the drift of ln S 1 t , ln S 2 t is denoted byμ t :
such that the log-return X j t := ln
is given by:
By construction,μ j t takes its value in a R (n+1)
) and is such thatμ j t = δ tμ j , for j = 1, 2. According to the Itô's lemma for semi-martingales, any function f (t, 
We use these results to infer the moment generator funcion (mgf) of X Proposition 3.1. Let us dene the 2 × 2 matrix
− , is given by the following expression
is a (n + 1) 2 − 1 vector of functions, solution of the following ODE system
under the terminal boundary condition:
Proof of Proposition 3.1. Let us denote f (t, 
Let us further assume that f is an exponential ane function of
where A(., e k ) (for k = 0, . . . , n), B 1 (.) and B 2 (.) are time dependent functions with terminal conditions A(ω 1 , ω 2 , s, s, e k ) = 0, B 1 (ω 1 , s, s) = ω 1 and B 2 (ω 2 , s, s) = ω 2 . The partial derivatives of f with respect to the state variables are given by:
The last terms in equation (24) can be developped as respectively
Injecting these expressions into equation (24), leads to the following relation:
from which we infer that B 1 (ω 1 , t, s) = ω 1 and B 2 (ω 2 , t, s) = ω 2 . This fact allows to conclude that A(ω 1 , ω 2 , t, s, e k ) for k = 0, . . . , n are solutions of the following system of ODE's:
If we dene the matrix Σ ω1,ω2 k as follows
..,n , equation (26) can easily be rewritten as follows:
The bivariate density of S 1 t , S 2 t may be obtained by inverting the mgf in a numerically way, e.g. by using a discrete Fourier transform algorithm. In theory, we can then use this probability density (pdf) to estimate parameters from time series by log-likelihood maximization techniques. However, this approach is computationally intensive and may be inaccurate due to numerical errors. For these reasons, we propose an alternative estimation method in the next section.
BMESJD Parameters estimation with a modied Hamilton lter
At the best of our knowledge, tting a bivariate Hawkes jump diusion process is a challenging task. Aït-Sahalia et al. (2015) estimate parameters with a generalized moment matching method. However this approach is based on some approximations of moments. An alternative method consists in implementing a particle Markov Chain Monte Carlo procedure but the speed of convergence to reliable estimates depends upon the choice of the prior distribution of the parameters. The BMESJD model does not present this drawback and can be tted to a time series with an enhanced version of the Hamilton lter (see Hamilton, 1989 ). This procedure requires the following new result about the probability density function of the sum of a bivariate normally distributed random variable with independent exponentially distributed random variables.
Proposition 4.1. Let us denote the elements of the inverse matrix ∆Σ i Σ i −1 by
and Φ ∆ΣiΣ i (z 1 , z 2 ) the cdf of a bivariate normally distributed random variable, with zero mean and ∆Σ i Σ i as its covariation matrix, which is independent of J 1 and J 2 .
1. The probability density function of the sum
= p 1 ρ
2. The probability density function of the sum
is given by the relation:
= p 2 ρ
3. Let us dene for S1 ∈ {+, −} and S2 ∈ {+, −}
and γ S1 S2 (z 1 , z 2 ) = 2α
The probability density function of the sum
is then given by the following expression
Proof of Proposition 4.1.
is a bivariate normal distribution with zero mean and its covariance matrix equal to ∆Σ i Σ i . The probability density function of this bivariate Gaussian random variable is denoted by:
2 (z1,z2)(∆ΣiΣ i ) −1 (z1,z2) .
The density function
is equal to the convolution of ν 1 and f :
du .
Since the following equality holds (and its analogue for ρ
the density function g J1 (z 1 , z 2 | δ t = e i ) may be rewritten as follows
Using the substitution y 1 = z 1 − u − ρ 
The second integral in equation (31) turns out to be equal to
From equations (31)-(33), we conclude that g J1 (z 1 , z 2 | δ t = e i ) equals expression (28).
2.
The density function g J2 (z 1 , z 2 | δ t = e i ) is obtained in the same way.
3. The density function g J1J2 (z 1 , z 2 | δ t = e i ) is the double convolution of ν 1 , ν 2 and f
First, we notice that the product of the jump densities equals
Therefore, g J1J2 (.) can be developped as the sum of four integrals:
where
If S 1 ∈ {+, −} and S 2 ∈ {+, −}, the following relation holds
and γ S1 S2 (z 1 , z 2 ) = 2α )(∆ΣΣ )
Using the substitutions
and that
and if u 1 = u 2 = +∞, then y 1 = y 2 = −∞. As a consequence, the rst term in equation (34) becomes
Applying the same substitutions in the three last integrals of equation (34) leads to the expression (30). Figure 2 shows the three probability density functions (pdf) introduced in proposition (2). We clearly observe the inuence of jumps on the bivariate normal random variable: jumps distort the pdf in the predominant direction of the shocks. In the rest of this section, we denote by
T , the bivariate time series of log-returns of two nancial assets or indices, measured at times t 1 , . . . , t T equally spaced by ∆ (which is not necessary equal to ∆ t involved in the denition of Q 0 for δ t ):
We assume that the Markov chain δ t only changes of regime at times t i for i = 1, . . . , T . Hence, if the economy stays in the j th state over the period of time [t i−1 , t i ] with no jumps, then the logreturns are distributed according to a bivariate normal distribution
When the Markov chain switches by a jump from regime i to j, the density of the log-return can be found by using proposition 4.1. The set of parameters of the BMESJD is denoted by
∆ t , m and n are not considered as parameters and are chosen a priori. Using the Bayes' rule, we reformulate the log-likelihood of observed returns as follows:
is the density function of the return on the k th period, for parameters Θ and conditionally to previous observations x Therefore, we concentrate upon the terms in the right-hand side of this log-likelihood. Conditioning upon the state of δ k allows us to infer that
either the bivariate Gaussian density N μ
• p i,j (t k−1 , t k |Θ) is the probability of transition, as dened by eq. (3), from state i at time t k−1 to state j at time t k for the set of parameters Θ.
•
is the probability of presence in state i at time t k−1 , conditionally to observations up to t k−1 .
Using again the Bayes' rule, the probability
To initialize the lter, we need to determine f x
|Θ . If the Markov chain has been running for a suciently long enough period of time, we assume that the probability of presence in state i is equal to its stationary probability, p i (Θ). Then, we infer that:
Therefore, the log-likelihood is computed by recursion and maximized numerically to estimate parameters. After this calibration, we lter the states through which the Markov chain transits by using the relation:
To illustrate our developments, we t the BMESJD model to time series of the S&P 500 and Euronext 100 (EN 100) stock index, containing daily returns from the 6/9/05 to 5/9/17 (3131 observations). In order to limit the number of parameters to estimate, the drifts µ 1 t , µ 2 t and the matrix Σ t are assumed to be constant. This choice also allows us to clearly evaluate the periods of self and mutual excitation between the US and European markets. The parameter of discretization m is either equal to 2 or 4. n is assumed to be equal to 2m, 3m or 4m whereas ∆ t = 1 200 and ∆ is chosen to be equal to one trading day (∆ = 1 252 ). Table 1 reports the log-likelihood and AIC values of several tested models. As we could expect, the goodness of t is better for the BMESJD model than for a pure diusion process. Moreover, increasing m and therefore the number of states of δ t , improves the log-likelihood. Table 2 presents the parameter estimates for m = 4 and n = 12. The S&P 500 and the EN 100 turn out to have downward jumps with a probability of respectively 56% and 64%. A comparison of η 11 and η 22 indicates that the self-excitation risk is more important in the US than in the European market; whereas the levels of mutual contagion, η 12 and η 21 , are comparable. The volatilities of diusion parts are around 14.19% for the S&P 500 and 17.08% for the EN 100. The higher volatility of the EN 100 can be explained by a smaller diversication of the European index compared to the S&P 500. Figure 3 compares the ltered values forλ 1 t (S&P 500) andλ 2011 to February 2012 (the second period of the double-dip recession) or the rst months of 2016 (the fear of deation). We will use the set of parameters reported in Table 2 Notice that it is possible to enhance the t of our model by considering a regime dependent matrix Σ t instead of a constant one. To illustrate this, we calibrate a model with m = 2 and n = 6 and in which Σ t is either equal to Σ 1 ifλ
Here, g is a threshold parameters that we t by likelihood maximisation. The log-likelihood and AIC for this model are respectively equal to 20 515 and -40 988. A comparison of these results with gures in absence of switching covariance (see Table 1 : Log-lik.= 19 900, AIC=-39 766) clearly emphasizes the improvement of the t caused by the introduction of a switching covariance matrix. t under the real measure P. As option pricing is performed under a risk neutral measure Q, we rst need to dene the set of eligible probability measures equivalent to P. During this analysis, we will underline the role of the simultaneous jumps under a change of measure. Secondly, we infer the conditions that ensure that discounted stock prices are martingales under the risk neutral measure. Given the nature of S (.) denote the pdf of the jumps J 1 and J 2 under Q. We assume that they are dened on the same domain as ν 1 (.) and ν 2 (.), the pdf's of the jumps under P. Next, we dene the log-ratios:
where u is in the support of ν j (.) for j=1,2; and b ∈ R + such that the logarithm in equation (36) is well dened. We further take b i,j ∈ R + , for i, j = 0, ..., (n + 1) 2 − 1, such that the following compensated jump processes are well dened and are martingales by construction:
We will see later that b i,j is involved in the denition of the transition probabilities of δ t under the risk neutral measure. Notice that one could consider the generalization that b i,j is a F t −adapted process but, in this case, the process δ t would no longer be a Markov chain under equivalent measures.
In the next proposition, we will dene an interesting family of equivalent probability measures and the law under the new measures of some point processes, which are used to construct the BMESJD. This proposition follows from Girsanov's theorem for semi-martingales, but we include the proof for comprehension in this specic case.
Proposition 5.1. Let Z i,j (t) be point processes dened under P by
Under the regularity conditions mentioned above on b i,j , the processes L i,j (t) dened as follows
for i, j = 0, ..., (n + 1) 2 − 1, are Radon-Nikodym derivatives dP b dP from the real measure P to a new probability measure
and Z 2 i,j (t) are still point processes but their dynamics are given by Proof of Proposition 5.1. From equation (37), M i,j (t) are martingales satisfying the SDE:
Then, we can construct the martingale L i,j (t) with geometric dynamics given by:
By applying Itô's lemma, it is easy to see that the dierential of ln
Equation (39) i,j (t) under the measure P b dened by the RadonNikodym derivative L i,j (t), is given by
In this proof, we respectively denote the ltrations of N i,j (t) and λ i,j (t) by G i,j t ⊂ F t and E i,j t ⊂ F t . Using nested expectations allows to rewrite the expectation (41) as follows:
We assume rst that h 
the expectation embedded into equation (42) equals in this case
Combining equations (43), (44) and (45) allows us to infer that
Conditionally to E i,j t , N i,j (t) is an inhomogeneous Poisson process. Using the mgf of an inhomogeneous Poisson law, one easily nds that if h
Combining these last results leads to the fact that expectation (42) is equal to
which turns out to be the moment generating function of Z It is well-known that arbitrage opportunities are avoided by pricing nancial derivatives under an equivalent martingale measure under which discounted (non-dividend paying) asset prices are martingales. In the remainder of this section, we consider a nancial market composed of three assets: a risk free cash account and two stocks, (S Given that under the risk neutral measure, all assets earn on average the risk free rate, one easily obtains the condition that ensures that L t denes a pricing measure: Corollary 5.3. An equivalent probability measure dened by the Radon-Nikodym derivative (46) is a risk neutral measure if and only if the following constraints are satised: 
Conclusions
The Bivariate Mutually-Excited Switching Jump Diusion (BMESJD) is an alternative to Hawkes processes, capable to explain the mutual-contagion between shocks observed in nancial time series. Jumps of prices are triggered by changes of regime of a hidden Markov chain. The excitation mechanism is embedded in the matrix of instantaneous transition probabilities. The BMESJD presents several interesting features. Firstly, contrary to a bivariate Hawkes Diusion, simultaneous jumps may be observed when nancial markets are under pressure. Secondly, the BMESJD belongs to the family of switching processes but the model is parsimonious. Thirdly, the BMESJD is easy to calibrate when jumps are double exponential random variables. We establish in this particular case the statistical distribution of the sum of a bivariate normal and exponential random variable. Next, we propose an enhanced version of the Hamiton lter to estimate parameters. Finally, the set of equivalent risk measures is explicitly dened.
As numerical illustration, we t the BMESJD to S&P 500 and Euronext 100 time series, from 2005 to 2017. We observe that ltered intensities are good indicators of market stress and reach their highest values during periods of nancial turmoil, like the credit crunch of 2008, or the European sovereign debts crisis. Finally, we use a change of numeraire in order to price exchange options. We show that the mutual excitation between two time series may explain the curvature of the smile of volatilities for such options.
