This paper presents a stagewise least square (SLS) loss function for classification. It uses a least square form within each stage to approximate a bounded monotonic nonconvex loss function in a stagewise manner. Several benefits are obtained from using the SLS loss function, such as: (i) higher generalization accuracy and better scalability than classical least square loss; (ii) improved performance and robustness than convex loss (e.g., hinge loss of SVM); (iii) computational advantages compared with nonconvex loss (e.g. ramp loss in ψ-learning); (iv) ability to resist myopia of Empirical Risk Minimization and to boost the margin without boosting the complexity of the classifier. In addition, it naturally results in a kernel machine which is as sparse as SVM, yet much faster and simpler to train. A fast online learning algorithm with an integrated sparsification procedure is also provided. Experimental results on several benchmarks confirm the advantages of the proposed approach.
where φ(·) is a feature map (often implicitly defined by a Mercer kernel), the weight vector w and the bias b are determined by minimizing the empirical sum of a specific margin-based loss function l(z i ) (this methodology is known as Empirical Risk Minimization or ERM), and z = ty denotes the margin variable, which is a measure of correctness of the decision for the subject (x, y) (see [2, 17] ) .
Loss function plays an essential role in supervised learning. The most natural loss function for classification is the misclassification error rate (MER, or 0-1 loss), l mer (z i ) = ||(-z i ) + || 0 , where (·) + denotes the positive part and || · || 0 denotes the L 0 norm. However, the optimization based on this loss function is computationally intractable (NP-hard) due to its discontinuity and non-convexity [3, 13] . Therefore, a number of surrogate loss functions [2] are proposed in the literature, all of which can be viewed as convex approximations (upper bound) to the 0-1 loss. For example, the support vector machine (SVM) minimizes the hinge loss function l hinge = {(1 − z i ) + } p (p=1 or 2), Logistic Regression uses the log loss function l log =log 2 [1+exp(-z i )], the classical ridge regression (or regularized least square) algorithm uses the least square (LS) loss function l ls =(1-z i ) 2 , and Adaboost uses exponential loss function l exp =exp(-z i ).
While convex models are becoming increasingly popular, various algorithms based on nonconvex losses (e.g., [7, 21, 24, 14] ) were proposed recently. A typical example is the famous ψ-learning algorithm [28, 18] , which minimizes a class of nonconvex loss functions, i.e., the so-called ψ-loss functions. Both theoretical and empirical studies have shown appealing advantages of using nonconvex loss functions over convex ones, such as higher generalization accuracy [21, 19] , better scalability [7] , faster convergence rate to the Bayes limit [28, 16] , etc. This paper is motivated by the following problems:
• The convex-nonconvex dilemma. On the one hand, although convex loss functions are viewed as highly preferable because of their computational advantages (unique optima, ease-of-use, ability to be efficiently optimized by convex optimization tools, etc.) as well as their amenability to theoretical analysis (generalization error bounds can be easily produced based on convex risk minimization [31] [2] [17] ), they offer poor approximations to the 0-1 loss and lack of robustness to outliers due to their boundlessness [13] . On the other hand, nonconvex loss functions provides better approximations to the 0-1 loss and hence can achieve substantially higher generalization accuracy [28] and earn scalability and robustness advantages [7] , however, they are generally bound to suffer from computational difficulties, e.g., existence of local minima (leads to suboptimal performance), having to be optimized by highly complex tools such as concaveconvex procedure, etc.
• Shortcomings of LS loss. Among the convex loss functions, LS loss is the simplest, and also most inexpensive one since solutions can be obtained merely through solving linear equations and hence can be efficiently solved. This outstanding advantages in computational efficiency makes LS loss an appealing tool for mining large data set [15] . Recently, various studies applied the kernel trick to the LS loss to obtain mathematically equivalent kernel classifiers under different names, including the least square SVM (LSSVM [29] ), proximal SVM (PSVM [11] ), Kernel Ridge Regression (KRR, [1] ) and Kernel Fisher Discriminant etc. Though very promising results were reported, a crucial drawback is that the resulted kernel machines lose the important sparseness property, i.e., the solution is expressed as a linear combination of all the training samples 1 [11, 29] . Since the VC-complexity of kernel machines as well as the training and testing times are closely related to the number of SVs, nonsparseness is a crucial drawback of LS loss [10, 22] . In addition, the LS loss is nonmonotonic, boundless. From the perspective of statistical learning theory, these undesirable properties make the LS loss function less appropriate for classification tasks [13, 3] (see Section 2 for details).
• Boost margin without boosting complexity.
Large margin, or max-margin is an important tool and principle in statistic machine learning. It has been extensive used to establish algorithms [21, 28, 5] and to analyze learning machines [17, 26] . In particular, various asymptotic consistency results as well as generalization error bounds are based on this concept. However, a recent study [25] revealed that the margin may be coupled with the complexity of learning machines such that boosting the margin can also boost the classifier complexity and hence would not necessarily improve generalization performance. These studies are investigated in ensemble learning framework. What is the situation in the case of (generalized) linear models? And furthermore, is it possible to boost the margin without boosting the complexity? To best of our knowledge, these are still open-questions till now.
In this paper, we propose a stagewise least square (SLS) loss function to remedy the problems above. Unlike the classical LS loss using constant targets (i.e., 1 in l ls =(1 − z i )
2 ), SLS loss uses adaptively updated targets to implicitly approximate a bounded monotonic nonconvex loss function (i.e.,the squared ramp loss function). In contrast to other efforts which approximate the 0-1 loss explicitly (e.g., [21, 28, 24] ), SLS loss is a (convex) LS loss within each stage, preserving the simplicity and efficiency of LS loss and the desirable property of convexity.
Compared with other loss functions, the SLS achieves several benefits: (i) it is in a least square form within each stage, hence, it can not only be very efficiently optimized but also maintains the practical and theoretic advantages of convex loss functions over nonconvex ones. (ii) it approximates a nonconvex loss function which offers better approximation to 0-1 loss, therefore, it can achieve higher generalization accuracy and better robustness than convex losses. (iii) it naturally results in a sparse kernel learning machine, thus has much better scaling property than the LS loss. In addition, an interesting phenomenon is observed from experimental study that our proposed approach is able to resist myopia of the ERM-based learning and can boost the margin without boosting the complexity (VCdimension) of the classifier.
To further improve the scalability as well as to speed up both the training and testing phase, we develop an online learning algorithm with a built-in sparsification procedure, which is not only very fast but can also result in extremely sparse solutions. Experiments on several benchmark tasks in comparing with other stateof-art techniques confirm the strengths of the proposed algorithms.
The organization of this paper is as follows: Section 2 presents the proposed loss function, which is employed in Section 3 to build both linear and kernel classifiers. Some illustrative examples and experimental results are reported in Section 4 and Section 5 respectively, and Section 6 summarizes the whole paper.
2 Stagewise Least Square (SLS) Loss Function 2.1 Least Square Loss Ridge Regression, or regularized least square, learn parameters by minimizing a regularized version of the following training-set LS loss:
This algorithm possesses several advantages, e.g.: it is simple, easy to be implemented and interpreted, extremely fast to train; it has a close relation with the powerful classification technique FDA and asymptoti- cally approaches the Bayesian optimal discriminant [9] . In addition, in areas such as information retrieval [15] , computer vision [1] and others (e.g., [29] ), it frequently outperforms far more sophisticated techniques, such as SVMs. However, its drawbacks are also obvious:
1. Least square is actually an estimation method for linear regression with isotropic Gaussian noise. However, it is not proper 2 for classification scenario where t i is discrete, e.g., in binary classification, t i is clamped onto either 1 or -1. This crucial difference can be seen from Fig.1 . In classification, the residues ε i = t i − y i typically has much larger magnitudes, leading to solutions with: (i)poor performance because the LS loss l ls =(1- 2. Different from other loss functions, the LS loss is not monotonically decreasing. Instead, it encourages a margin of exactly one, i.e., it not only penalizes data points that are misclassified (z i < 0) or classified with insufficient margins (z i < 1), but also places increasing penalties on data points that are satisfactorily classified with a large margin (z i > 1). Because 'such points will be strongly weighted at the price of misclassified ones [3] ', we have no confidence of the resulting solution.
3. All convex loss functions, including LS, are boundless and thus treating the outliers overzealously, leading to classifiers with poor robustness. For example, rather than minimizing the total number of misclassifications, the quadratic hinge loss balances the distance across margin boundaries, i.e., one negative outlier 6 units across the margin boundary balances 4 positive outliers each 1.5 units across the margin boundary (see Fig.6 ).
4. Last but not least, the generalization performance is poor when a finite training set is given. Particularly, it does not guarantee discriminant even when the training set is linearly separable ( [9] , see Fig.4 ).
However, all the problems above can be fixed if, instead of using constant (=1) targets as in LS loss (1 − z i ) 2 , we use carefully selected targets τ i and an LS-style loss function (τ i − z i ) 2 so as to achieve an ideal residue model (the ramp curve in Fig.2(a) ). This is not surprising since least square loss is nothing but the squared residue, thus, if the ramp residue is achieved, the LS-style loss function will resemble the squaredramp loss function. As a reference, the absolute residue in ordinary least square |ε Fig.2 
(a).
Although this proposal seems natural and simple, it is practically difficult to force an LS-style classifier to achieve the ramp residue analytically because both the residue and the margin are dependent on the prediction function.
Stagewise Least Square Loss
We propose here a Stagewise Least Square (SLS) loss function to approx- LS residue ideal residue
t=−1 t=1 k−th−decision boundary 
, which are clamped onto two new pattern-tracks (the red curves).
imately achieves the ramp residue (and hence resemble the square-ramp loss) with a stagewisely iterative scheme. The basic idea is to use stagewisely updated targets τ i and, instead of solving a single lease square problem, we solve a least square problem per stage for several stages. In particular, at the k-th stage we use the following loss function:
where the targets τ i are updated according to
is the separation margin of x i by the kth stage prediction y
, and S(·) is a saturation function: S(v )=max(0,min (1,v ) ). Note that the (k=0)-th stage uses the ordinary LS loss function.
Here we give an intuitive example to explain the SLS loss function. Suppose we have obtained a solution w (k) and in turn the separation margins z • For those x j with z (k) j > 1, which means that x j is correctly classified with a margin at least 1 (and thus we are very satisfactory about the discriminant for them), we set the target τ (k+1) j to be exactly equal to the current margin z (k) j in order that the objective could place less emphasis on such patterns and concentrate on other samples.
• For those x m with z (k) m < 0, i.e., the misclassified, we set τ
m +1, so that the objective could penalize misclassifications with moderate penalties.
• For those x n with z (k) n ∈ [0, 1], i.e., patterns that are correctly classified with insufficient margins, we set τ (k+1) n =1 so as to encourage increasing of their margins.
Take the classification problem in Fig.1(b) as an example, we interpret SLS loss function intuitively in Fig.2(b) , where the training data pairs at the initial (0-th) stage (blue circles and diamonds in Fig.1(b Fig.2(b) ) at the k-th (k > 0) stage.
Desirable Properties of SLS Loss
The SLS loss function has several properties that are desirable for classification tasks:
1. Convexity. It is convex at each stage, preserving the advantages of convex losses. 
Consider what happens when we get close to convergence: w,b and hence z i changes very little, such that z
is in the neighborhood of z
and we are approximately minimizing a noisy version of the following loss (the squared-ramp loss), l SLS * :
From Fig.3(a) , we can see l SLS * is a bounded loss placing the same penalties to outliers, which can earn significant improvement of robustness. Meanwhile it does not penalize samples with large margins since it values zero for z i > 1. In addition, the flat areas (i.e., z i > 1 and z i < 0) would lead to excellent scaling property [7] of kernel learning machines.
However, it is worth mentioning that the SLS loss, as a function of the parameter vector (w, b), is itself an LS-style loss. The only difference between the ordinary LS loss and the SLS loss is that the latter uses sampledependent targets and therefore the minima of each l(z i ) is not unanimously at 1 but dependents on the previous stage separation margin z (k) i , which is illustrated in Fig.3(c) , where the pattern indices, m, n and j, are consistent with those in Fig.1(b) and Fig.2(b) .
We also plot, in Fig.3(b) , the simulated contributions of each sample to the SLS-objective at each stage, i.e., {(z
. We can see that it is getting closer to squared-ramp loss l SLS * stagewisely.
Classifiers based on SLS Loss
In this section, we build both linear and nonlinear classifiers based on the proposed SLS loss function. We first present the classifiers and then establish an online algorithm for fast implementation.
Linear Classifier
The objectives of most classifiers can be decomposed into two terms [15] :
where the first term is the empirical risk and J reg denotes the regularization term used for model complexity control.
Let X be the data matrix andX = (X, 1) be the augmented data matrix,w = (w , b) . Define Γ=(t 1 τ 1 ,t 2 τ 2 ,. . . ,t N τ N ) and I as identity matrix. A linear SLS-based classifier (referred as LSLS) minimizing the following objective at k-th stage 3 :
where the fixed positive number C is the regularization parameter to control the trade-off between bias and variance. There is a close form solution for Eq.(3.7):
This solution is very efficient for tasks with a large amount of low dimensional patterns:
(i) the memory requirement is of order (D + 1)
2 and the time complexity is of order (D + 1) 3 , even if the number of data points, N , is of the order of millions;
(ii) the most expensive computation, i.e., the computation and inversion of the matrix (X X + C −1 I) only needs to be done once. 
Since in most cases, D is not very large, the above classifier is extremely efficient for massive data sets with millions of patterns. However, when tasks involving high-dimensional patterns are concerned, Eq.(3.8) may become time-consuming. Fortunately, thanks to the Woodbury identity [12] , we have the following formula:
This identity enables us to compute and invert (X X + C −1 I) with O(min (N, D) 3 ) operations. The LSLS classifier is described as Algorithm 1. The number of iterations, k max , can be easily determined by intuitive terminating rules, but from our simulation, in general, no more than 5 iterations are sufficient for convergence. The training complexity is O (min(N, D) 3 ), i.e., of the same complexity as the ordinary Ridge Regression algorithm, and much more efficient than linear SVMs. However, this complexity can be further reduced if one computes approximate solutions by Conjugate Gradient or Newton's optimization [6] . Also note that an advantage of LS-style classifier is that there exists formula [23] to compute the leave-one-out classification error rate without actually performing leave-one-out cross validation, therefore, unlike other classifiers such as SVMs, the optimal value of the regularization parameter C in LSLS can be determined effectively with a single training. Combined with Algorithm 1, this renders the LSLS training very efficient. 
Kernel Classifier
The Karush-Kuhn-Tucker (KKT) condition of the Lagrangian [11] is
The solution is given by
From the KKT condition Eq.(3.11), we can see that the support values in KSLS, α i 's, are proportional to the residues ε i 's. This is similar with in LSSVM (or KRR). But in contrast to LSSVM whose sparseness is totally lost, most of α i 's in KSLS are close to zero (since most of ε i 's are, see Fig.2(b) ), thus can be set to exactly zero by an off-training filtering procedure with a small threshold θ, i.e.: α i :←0, if |α i | < θ. Therefore, KSLS can easily yield sparse solutions.
To facilitate comparison with LSSVM and other LSstyle algorithms, we first establish a batch-mode KSLS training procedure, which has the same computational complexity O(N 2 ) as the sparsified LSSVM (LSSVM F ) [29] when carried out by Conjugate Gradient. Let J (k) be an index set, and K(:,J (k) ) be a matrix comprised by the J (k) -indexed columns of the Gram matrix K, this procedure is described as Algorithm 2 (refereed as KSLS with filtering, or KSLS f for short).
Online Learning
The batch-mode training algorithm, KSLS f , is still time-consuming due to its manipulation of large matrix. In addition, similar to SVMs, 
the support vectors (SVs) in KSLS is still heavily redundant, which could cause severe over-fitting problem 4 and will also become a crucial computational prohibition when we are facing large-scale problems or online learning requirements because both the memory for storing kernel matrix and the time for testing a new example are typically proportional to the number of SVs.
To speed up both the training and testing phases as well as to improve the scaling property of the resulting classifier, we present an online learning algorithm with an incorporated sparsification procedure. Denote the index set of the selected bases as I (k) , and the index set of candidate bases as J (k) , the proposed algorithm (referred to as KSLS with sparsification, or KSLS S for short), is depicted as Algorithm 3. Here we give some detail interpretation to this algorithm.
KSLS S starts with a randomly chosen basis vector, i.e., K(:,I
(0) ) with I (0) ={i}. Now assume at k-th step, we have collected a basis vector subset (dictionary)
(k) ), the key operating procedures from kth to (k+1)-th step can be summarized as follows.
Choose a new basis j.
Clearly, it would be preferable to choose j such that K(:,I
(k) {j}) leads to the maximum objective reduction. However, since one of the key properties of the Mercer kernel is that the Gram matrix K is semi-positive definite, the residue vector ε (k) provides the direction of maximum decrease in the objective [22] . Thus, in the proposed method, we choose j by searching for Ripley  250  1000  2  2  Pima  400  368  8  2  Breast  400  283  9  2  Iono  235  116  34  2  Heart  170  100  13  2  TTT  600  358  9  2  Spam  1000  3401  57  2  20NG  10000  2000  200  20  Trec11  114  300  6424  9  Trec12  113  200  5799  8  Trec23  84  120  5831  6  Trec31  227  700  10127  7  Trec41  178  700  7453  10  Trec45  190  500  8261  10 the entry with the largest absolute residue.
(3.14) j = arg max [10] .
Approximate linear dependence (ALD) test
The new candidate basis k j = K(:,j) can be viewed to be approximately expressed by linear combination of vectors in K(:,I (k) ), if the ALD condition is satisfied, i.e.:
There exists a close-form solution to (3.15) .
If ALD condition satisfies, j will not add to the dictionary; else, we need to add j to I (k) and update the support values.
3.
Update support values. This is to optimize the SLSbased objective.
, α is the lagrangian multiplier vector (support value). This quadratic problem has a close-form solution and can be easily solved by iterative methods, e.g., Newton or Conjugate Gradient-method. 
Filter support values. (see Algorithm 3).

Illustrative Examples
This section presents some simulated justifications of the proposed approach through several simple numerical examples.
Duda's Linearly Separable Example
We start with a linearly separable example that is originally used by Duda et al (see Fig5.17 in [9] ) to show that ridge regression cannot obtain a discriminant solution even for such linearly separable tasks. Following their configuration, we apply both ridge regression and LSLS to a randomly generated set of 100 training data and 400 testing data. The average results over 20 random runs are depicted in Fig.4 . We can see that while ridge regression does not obtain a discriminant, the LSLS not only achieves a discriminant solution but reduces both the training and testing errors significantly (to 0 in this experiment).
Another observation is that, as k increases, the test error of LSLS keeps dropping even after the training error has arrived at 0. Previously, this interesting phenomenon was only observed in ensemble learning (Boosting) algorithms [5] , and has been used as an empirical evidence to show that Boosting is resistant to myopia of ERM-based learning or over-fitting. Theoretically, this phenomenon was explained by the margin theory [26] , which says that boosting the margin distribution can increase the prediction confidence and in turn improve the bound of generalization accuracy.
Based on the margin theory, we shall attempt to explain SLS loss's tendency to resist ERM myopia through empirical investigations to show whether or not SLS loss function tends to increase the margin distributions of training examples.
Boost Margin without Boosting Complexity
Large margin is an important principle in statistical learning theory. Theoretical studies (e.g., [17, 26] ) reveal that larger margins usually imply better bound on generalization error. Previous studies [5, 26] showed that ensemble learning algorithms such as Adaboost can increase the margin distribution of training examples. However, boosting the margin may also boost the classifier complexity [25] , thus does not necessarily improve generalization performance. This section empirically investigates whether the SLS loss function also tends to increase the margins of training examples. To facilitate comparison with previous results, we adopt the similar setup used in [5] and [25] . The experiments are conducted on six benchmarks from UCI machine learning repository, namely the Pima Indians Diabetes (Pima), Wisconsin Breast Cancer (Breast), Ionosphere (Iono), Heart Disease (Heart), Tic-tac-toe (TTT) and Spam Filtering (Spam). The characteristics of each data set are provided in Table 1 . To eliminate statistical deviations, all experiments are repeated for 20 runs. In each run, the data set is randomly partitioned into training and testing subsets, and an LSLS classifiers is trained for 100 stages. Fig.5 shows the results on Breast data set, which are representative of the results on the rest of the data sets. The average training and testing errors as functions of the number of stages are depicted as Fig.5(a) . We see again that the testing error does not increase even after a large number of stages. Fig.5(b) shows the empirical cumulative margins distributions of each stage. As a reference, the average margins of certain stages are plotted as a bar chart in Fig.5(c) . We can see that the margin distributions are monotonically increasing as k increases, i.e., SLS does boost the margins. Take into account that the LSLS classifier does not increase the VC-complexity of the classifiers 5 , this observation provides an empirical evidence that to boost margins without boosting the classifier complexity is totally possible. In addition, according to the margin theory [26] and other existing margin-based error bounds [2, 17] , this observation also suggests that SLS loss function may have quite appealing theoretical properties.
Effectiveness and Robustness: SLS vs.
Hinge In this section, we design a toy example to show the effectiveness and robustness of SLS loss in comparison with the hinge loss function. First, as shown in Fig.6(a) , we generate 20 2-D patterns and apply both linear Largrangian SVM (LSVM, [20] ) and LSLS to this data set. We find that the discriminant boundaries are coincident with each other (black solid line, x 1 =0) in this case. Then, as shown in Fig.6(b) , we add one point (blue circle, x i =1) to the negative class and 4 points (blue crosses, x i =0.1) to the positive class. Using the same regularizer (C=100) in order to make sure that the differences are only caused by loss functions, we retrain both classifiers. We can see that while the LSVM boundary is unchanged (red solid line, with 5 misclassi-fications), the KSLS boundary moves to the black solid line (x 1 =-0.85, with only 1 misclassification). Checking the margins of each point, we find that the blue circle is six units across the margin boundary (z i =-5) and the four blue crosses are each 1.5 units across the margin boundary (z i =-0.5). This toy example indicates that while the quadratic hinge loss (LSVM) balances the distance across margin boundaries, the SLS loss, more reasonably, attempts to minimize the total number of misclassifications.
Sparseness of Kernel Machine
This section compares KSLS with state-of-art sparse kernel machines such as SVM [8] and RVM (Relevance Vector Machine, [3] ). The experiments are conducted on the Ripley data set that is frequently used to test kernel-based classifiers. To facilitate comparison, we follow the setup used in [4] . For all the methods employed, Gaussian kernels k(x, x ) = exp(−||x − x || 2 /σ 2 ) are used and all the hyper-parameters are tuned by 5-fold crossvalidation. The experiments are repeated for 50 runs. In each run, a randomly chosen subset of 100 training examples (out of 250) are used as training data. The results are given in Fig.7 and Table 2 . Note that by KSLS we mean the exact solution obtained by solving Eq.(3.12) and by KSLS f we mean the approximate solution obtained by Algorithm 2. Fig.7(a) shows the absolute support values spectrums (i.e., the ordered |α i |) of the exact KSLS, LSSVM (or KRR) and SVM, from which we can see that while LSSVM uses all the 100 training samples as support vectors and thus totally lose sparseness, KSLS uses only about 48 support vectors, i.e., KSLS is as sparse as SVM. The average results of each algorithm are given in Table 2 . We see that the approximate solution obtained by KSLS f is quite appealing both in sparseness and generalization. A typical discrimination obtained by KSLS f is given in Fig 7(b) , where a nice decision boundary is obtained with only 9 support vectors. As a reference, we also plot the margins distributions of LSSVM and KSLS in Fig 7(c) & (d) . Similar with those in the linear case as shown in Fig.5 , in the nonlinear case, we see again that KSLS significantly boost the margins. However, since the sparseness of KSLS is also improved as k increases, KSLS actually boosts the margin distributions with the classifier complexity being decreased. Another observation is that the margins of LSSVM solution is sharply accumulated around z i =1, which is not surprising since the LS loss encourages margins of exactly 1. In contrast, KSLS solution captures the heavy tail property of the margin distribution, which, according to some theoretic studies [30] , illustrates that the SLS loss is more appropriate for classification problems. The experiments are conducted on seven benchmark text data sets that are frequently used in text mining and information retrieval researches. In particular, the 20NewsGroup corpus is from UCI collection, and the six TREC corpora are available from TREC (the Text REtrieval Contest, http://trec.nist.gov) repository. To make the computation feasible, for the 20Newsgoup data, only a randomly selected subset of 12000 documents are used, with the top 200 words that have the highest Information Gains as features. The general information of each data set is summarized in Table. 1.
The efficiency of each algorithm can be directly measured by the average CPU time costed in training each classifier. To evaluate the effectiveness, both M acro ave F 1 and M icro ave F 1 [27] are used as performance evaluation metrics. The average results of 20 randomly runs are reported in Table 3 . From this comparison, we can see that the proposed LSLS algorithm achieves significantly higher generalization accuracy compared to other state-of-art text classification techniques in most cases. Considering that LSLS is also among the most efficient ones, these observations confirm the advantages of SLS loss over hinge and LS losses. For all the classifiers, Gaussian kernels are used, and the hyper-parameters are determined by 5-fold crossvalidation. The average results over 20 random runs are summarized in Table 4 . From this comparison, we arrive at the following observations.
(1) In the nonlinear case, SLS loss function achieves substantially higher generalization accuracy compared to LSVM and LSSVM;
(2) The online learning algorithm, KSLS S is very fast, it can handle thousands of patterns within several seconds; (3) KSLS S produces extremely sparse solutions and thus significantly improve the scaling property of Kernel-SLS classifiers. The computational efficiency and ability to produce sparse solutions suggest that KSLS S is appropriate for mining huge data set.
Conclusion
We propose an SLS loss function, which uses a (convex) LS loss at each stage to approximate a bounded monotonic nonconvex loss function stagewisely, and demonstrates desirable properties, such as :(i) it is convex thus preserves advantages of convexity including the- 
