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When modeling a neuron, modelers often focus on the values of parameters that 
produce a desired output.  However, if these parameters are not unique, there could be a 
number of parameter sets that produce the same output.  Thus, even though the values of 
the various maximum conductances, half activation voltages and so on differ, as a set 
they can produce the same spike height, firing rates, and so forth.    
To examine whether or not parameter sets are unique, a 3-compartment 
motoneuron model was created that has 15 target outputs and 59 parameters.  Using 
parameter searches, over one hundred parameter sets were created for this model that 
produced the same output (within tolerances).  Parameter values vary between parameter 
sets and indicate that the parameter values are not unique.  In addition, some parameters 
are more tightly constrained than others.  Principal component analysis is used to 
examine the dimensionality of the input and output spaces.   
However, neurons are more than static output generators.  For example, a variety 
of neuromodulatory influences are known to shift parameter values to alter neuronal 
output.  Thus the question arises as to whether this non-uniqueness extends from model 
outputs to the model’s sensitivities to its parameters. In this work, the non-unique 
parameter sets are further analyzed using sensitivity analyses and output correlations to 
show that these values vary significantly between these parameter sets.  Therefore, each 
of these models will react to parameter variation differently.   
 vii
This work concludes that parameter sets are non-unique but have varying 
sensitivity analyses and output correlations.  The ramifications of this are discussed for 






In an effort to achieve a desired neuronal model output, modelers often focus on 
using specific parameter values in their models that are produced from experimental 
results.  Experimental values are frequently averaged in an attempt to estimate these 
parameters when varying experimental results are found.  Not only have averaged 
parameters been shown to not always lie in the desired area of output space (Golowasch 
et al. 2002), but this approach assumes that there is only one “golden set” of parameters.  
In doing this, modelers ignore any potential biological significance in the variance of 
experimental results.  However, if parameter values are not unique, there could be a 
number of parameters or neuronal properties that produce the same output.   
Recently, research has shown that model parameters are not unique.  In 1993, 
Foster et al. found bounded parameter regions that could produce a target behavior.  A 
number of studies have indicated that the same output can be generated using differing 
conductance densities (Bhalla and Bower, 1993; Liu et al., 1998; Goldman et al., 2001).  
Data from Keren et al. exhibited a significant amount of parameter variation in parameter 
sets producing similar outputs despite attempts to constrain the model using multiple cost 
functions and multiple recording sites (2005).  Recently, Prinz et al. showed that non-
uniqueness exists at the network level (2004).  All of these studies support the idea that 
the same model output can be produced by very different parameters. 
However, neurons are more than static output generators.  A variety of 
neuromodulatory influences are known to shift parameter values to alter neuronal output.  
For example, neuromodulatory inputs affect bistable behavior and plateau potentials, 
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which are related to persistent inward currents (PIC).  Bistable behavior and plateau 
potentials in motoneurons have been shown to require monomine input (Hounsgaard et 
al., 1988; Hounsgaard and Kiehn, 1989).  Serotonin enhances the L-type current that 
plays a role in generating the PIC (Hounsgaard and Kiehn, 1985; Hounsgaard and Kiehn, 
1989).  Neuromodulation of the PIC has also been shown to be achieved by other 
receptors including noradrenaline, muscarinic ACh and metabotropic glutamate (Svirskis 
and Hounsgaard, 1998; Hornby et al., 2002; Lee and Heckman, 1999).  Another study 
indicates neuromodulators that cause only a 20-30% change in a given conductance can 
have a significant effect on intrinsic excitability (Guckenheimer et al., 1993).  In the 
stomatogastric ganglion (STG), neuromodulatory influences activate or increase bursting 
activity or cause silent neurons to fire tonically (Harris-Warrick and Flamm, 1987; 
Hooper and Marder, 1987; Elson and Selverston, 1992; Weimann et al., 1993, 1997; Bal 
et al., 1994).  This raises the question as to whether non-uniqueness extends from model 
output to the model’s sensitivities to its parameters, i.e. how the model reacts to 
parameter modulation.  
In this work, non-uniqueness is shown to exist in a 3-compartment cat spinal cord 
motoneuron model by comparing over one hundred sets of parameters that result in 
essentially identical outputs.  Thus, even though the values of the various maximum 
conductances, half activation voltages, and so on differ, as a set they can produce the 
same spike height, firing rates, and so forth.  To ensure a more complete examination of 
the issue, we have included all 53 parameters and 15 measures of output.  Using 
parameter searches, 112 parameter sets were found that produce essentially the same 
output.  Model output appears to be independent of location in parameter space.  These 
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parameter sets indicate that some parameters are more constrained while others are 
allowed to vary.  The existence of non-uniqueness suggests that the output space is much 
smaller than the input space.  Dimensionality in the output and parameter spaces is 
examined and more dimensional freedom is found in the input space than the output 
space. 
Sensitivity analyses of the non-unique parameter sets are also examined to assess 
how parameter manipulation would affect these parameter sets.  Sensitivity analyses were 
done on each of the 112 non-unique parameter sets.  From the resulting data, a significant 
amount of variation was observed in the parameter sensitivities as well as in output 
correlations derived from the sensitivities.  This variation included sensitivities that 
change sign, i.e cause the opposite effect in one set versus another.  This work concludes 
that model parameter sets are non-unique but have varying sensitivity analyses and output 









The model was a reduced version of a 10-compartment cat spinal cord 
motoneuron model (in review).  The 10-compartment model was reduced to increase the 
change in output resulting from change in a single parameter.  The reduced model had 3 
compartments (soma, dendrite, initial segment) and 59 parameters.  Parameters in the 3-
compartment model were manipulated such that the 43 outputs of the reduced model 
(Table 1) remained approximately equal to the outputs of the 10-compartment model.  
This model features a four-state sodium channels derived from the Kuo and Bean twelve-
state Markov Model (Kuo and Bean, 1994), Hodgkin-Huxley style delayed-rectified 
potassium channels, and multiple calcium channels and transporters.  For model 
parametes, see Appendix A.  The model was simulated in a custom built simulator 
written in Delphi. 
 
Base Outputs 
Model outputs resulted from 7 protocols performed on the model: spike, spike 
threshold, sag, rheobase, ramp frequency-current (F-I), current-voltage (IV), and passive 
(Figure 1).  These protocols defined current or voltage inputs so that data could be 
generated and outputs recorded.  In the sag protocol, the membrane potential is measured 
when a hyperpolarizing 4 nA current step was injected.  The input conductance (GN) was 
defined as ΔV/ IInjected.  Sag ratio is final voltage/peak voltage (see Figure 1).  In the spike 
protocol, a current pulse elicits a single spike.  In the spike threshold protocol, current 
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pulses are applied to determine the spike threshold.  Outputs for both protocols are the 
same except the spike threshold protocol has voltage threshold and current threshold 
outputs.  fAHP (fast after-hyperpolarization) level is the voltage at which the fast AHP 
occurs.  The rheobase protocol calculates the current necessary to elicit a single spike 
50% of the time within 50 ms.  Rheobase, spike level, spike time, and spike threshold are 
not shown.  Rheobase is the current threshold.  Spike time is the amount of time after the 
current pulse that a spike occurs.  Spike level is the voltage overshoot of the spike over 0 
V.  Spike threshold is the highest voltage that does not initiate a spike.  In the F-I 
protocol, a slow current ramp is applied to obtain a steady-state F-I relationship.  
Curvature measures the curvature of the F-I curve.  SP gain is the initial slope of the F-I 
curve.  I0 is the rhythmic firing threshold.  In the IV protocol, a voltage ramp is applied 
using a voltage clamp and the current is measured.  GN is the input conductance.  GMin is 
the minimum conductance in the steady-state IV function.  GFast,Min is the minimum 
conductance in the fast IV function.  In the passive protocol, a negative current pulse is 
applied to the model.  Tau is the first time constant.  L is the electrotonic length.  All 
other outputs are described in Figure 1.  Fifteen of the outputs were used as targets in the 
parameter searches (Table 1, outputs 1-15).  The other 28 were added in analysis for 
examination of output space dimensionality (Table 1, outputs 16-43).   
 
Search 
In order to find multiple parameter sets that matched the target output, the base 
parameters were randomly perturbed within a range of ±5% of each parameter value.  
These perturbed parameter values were used as the starting point for the parameter 
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Figure 1:  Description of the protocols and outputs. (A) Sag protocol. (B) Spike (1), AHP 
(2) and late AHP (3) from spike protocol.  (C) Rheobase protocol.  (D) F-I protocol. (E) 
IV protocol.   (F) Passive protocol. 
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Table 1: Target outputs.  The output number is the number each output is associated with 
in other figures in this work.  Scale values are used for error calculation.  ADP is after-
depolarization.  AHP is after-hyperpolarization 
 
Protocol Output Name Output Number Model Output Scale 
F-I First Spike Level 1 24.5475 mV 0.1 
F-I Fo 2 10.2481 Hz 0.5 
F-I Io 3 2.99045 nA 0.25 
F-I SPGain 4 9.77361 Hz/nA 0.125 
IV Fast Onset 5 -51.3647 mV 0.5 
IV GFast Min 6 -1.79055 μS 0.05 
IV Gn 7 0.53836 μS 0.05 
Rheobase Rheobase 8 2.91112 nA 0.5 
Sag Sag Ratio 9 0.11182 0.015 
Spike AHP Duration 10 221.84 ms 10 
Spike AHP Magnitude 11 3.56253 mV 0.15 
Spike Spike Height 12 84.6467 mV 0.5 
Spike Late ADP Time to Peak 13 247.415 ms 10 
Spike Spike Width 14 3.57556 ms 0.05 
Spike Threshold Voltage Threshold 15 -48.371 mV 0.5 
F-I Curvature  0.51502 Hz  
F-I Last Spike Level  25.2451 mV  
F-I Max Spike Level  25.3708 mV  
IV G Min  -0.37793 μS  
Passive L  1.99903  
Passive Tau  2.70655 ms  
Rheobase Spike Time  49.9011 ms  
Rheobase Spike Level  24.3311 mV  
Rheobase Spike Threshold  -50.6626 mV  
Sag Gn  0.4895 μS  
Sag Half Decay  26.9198 ms  
Sag Time to Peak  12.4597 ms  
Spike ADP Width  6.1038 ms  
Spike AHP Half Duration  37.4531 ms  
Spike AHP Time to Peak  14.2265 ms  
Spike fAHP Level  -59.6238 mV  
Spike Late ADP Magnitude  0.00149 mV  
Spike Threshold ADP Width  6.28004 ms  
Spike Threshold AHP Duration  221.706 ms  
Spike Threshold AHP Half Duration  37.2022 ms  
Spike Threshold AHP Magnitude  3.5845 mV  
Spike Threshold AHP Time to Peak  14.3982 ms  
Spike Threshold Fast AHP Level  -59.8503 mV  
Spike Threshold Spike Height  89.4137 mV  
Spike Threshold Current Threshold  18.5547 nA  
Spike Threshold Late ADP Magnitude  0.00176 mV  
Spike Threshold Late ADP Time to Peak  260.764 ms  
Spike Threshold Spike Width  3.64679 ms   
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search.  The parameter search manipulated the parameters in an attempt to minimize the 
distance between the output values and the target values.  Output error of the search 
output set was defined as the sum of squares of the deviation from the base output 
divided by a scale value (scale values given in table 1).  Scaled values were defined based 
on the known inaccuracy of experimental techniques.  
The search was a based on the Powell gradient descent algorithm.  The algorithm 
attempts to minimize the error function by tuning each parameter in turn.  When the 
output was minimized for each parameter, a vector was constructed between the current 
parameters and starting parameters and minimization continues along that vector.  The 
search continued until the output error was less than the number of target outputs (15) or 
when 500 iterations had passed.  Only searches that converged (had an error less than 15) 
were used for analysis. 
 
Sensitivity Analysis   
Following every converging search, a sensitivity analysis was calculated.  
Sensitivity analyses were performed by varying each parameter individually within a 
defined range and calculating outputs for each parameter variation.  The slope of a linear 
regression made between parameter and output is the sensitivity for each output-
parameter pair.  This created a sensitivity matrix for each parameter set that was (59 of 
parameters x 15 outputs). 
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Principal Component Analysis (PCA) 
 In order to examine variation in the model, PCA was performed for parameters 
and for outputs.  In order to perform PCA on the parameters, data was standardized by 
subtracting the mean and dividing by the standard deviation of each parameter.  A matrix 
was made of the standardized parameters with the different parameters in the columns 
and the different parameter sets in the rows.  PCA was then done using the princomp 
function in Matlab.  PCA calculated eigenvalues for each of the 59 components (equal to 
the number of parameters).  These eigenvalues describe how much variance is explained 
by each component.  The percent of variance explained by each component is equal to its 
eigenvalue divided by the sum of the eigenvalues, which is equal to the number of 
components.  The same process was performed to do PCA on the outputs.  PCA allows 
the independence of the parameters, or outputs, from one another and the dimensionality 







In total, 112 searches converged within 500 iterations.  These searches created 
112 parameters sets each having the same output (within tolerances).  Outputs from three 
sample parameter sets are compared to the target output in Figure 2.  Qualitatively, the 
search was able to reproduce the target outputs with good precision.  
Variation in outputs across parameter sets was examined to ensure that output 
values were approximately the same (Figure 3).  To do this, the amount of error resulting 
from each output in all parameter sets was examined.  The error for an individual output 
was calculated as sgn(Output-Target Output)x((Output – Target Output)/Scale)2.  An 
absolute error value of 1 would indicate that the difference between the output and the 
target is equal to the scale.  Thus, the error for an output is highly dependent on the 
magnitude of the scale in comparison to the magnitude of the output.  For example, the 
largest errors result from voltage threshold from the spike threshold protocol.  Voltage 
threshold has a maximum error of 12.92.  However, its scale value is only 1.03%% of its 
target value because of a belief that the search was capable of producing parameter sets 
that had a high degree of accuracy for voltage threshold.  Thus, an error of 12.92 for 
voltage threshold is only a 3.71% difference between output and target output.  The 
standard deviation for voltage threshold error of 3.13 indicates that we were able to 
reproduce voltage threshold with a high degree of accuracy.  Mean standard deviation of 




Figure 2:  Comparison of the outputs of three parameter sets with target output.  (A) Sag 
protocol (B) A spike (1), AHP (2), and late ADP (3) from the spike protocol (C) 
Rheobase protocol (D) F-I Curve (1) and spike level (2) from F-I protocol (E) I-V 




Figure 3:  Output Variation.  Variation in the error for each output is shown.  Error was 
defined as sgn(Output – Target Output)x((Output – Target Output)/Scale)2.  The ends of 
the boxes are the upper and lower quartiles.  The line within the box is the median error.  
Whiskers extend from the box to the most extreme data within 1.5x(interquartile range).  




In order to show non-uniqueness, these parameter sets not only need to have the 
same output, they all need to vary from the base parameter set.  To ensure that the 
parameter sets found were in different areas of the parameter space, we examined 
parameter distribution across all the parameter sets (Figure 4).  66.8% of the parameters 
were not within the region in which the initial randomized parameters were perturbed 
(base parameter value ± 5%).  In a number of parameters, there was a large amount of 
variation.  The parameter, h1tau for the Nav1.6 channel, varies up to 86.3% from its 
median.  Other parameters appear to be much more constrained.  Thirteen parameters do 
not vary more than 15% from the median, and 5 parameters do not vary more than 10%.   
Analysis of the coefficient of variations (CV) for each parameter before and after 
the search shows that parameter variation increases following the search for most 
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parameters (Figure 5).  Prior to the search, the randomized parameters had a mean CV for 
all the parameters equal to 0.029 ± 0.001 (mean ± standard deviation).  Following the 
search, mean CV for all parameter sets equaled 0.071 ± 0.039.  CV of model parameters 
generally is higher after the search which indicates that the search often moves 
parameters away from the base parameter set.  Analysis of the variation of parameter 
values indicates that the parameter sets appear to be non-unique and some parameters are 
more constrained than others.  Non-uniqueness in parameters is consistent with previous 
works in single neuron models and neural networks (Bhalla and Bower, 1993; Liu et al., 
1998; Goldman et al., 2001; Prinz et al., 2004). 
However, these parameter sets might still be unique if output error and parameter 
distances are correlated. Output error for each parameter set was defined as previously 
described in the methods.  Parameter distance was defined as the Euclidean distance from 
the median parameter set.  The median parameter set was calculated to be a parameter set 
consisting of the medians of each parameter across all parameter sets.  Parameter distance 
was found to not correlate with output error (R = -0.034, p=0.721) (Figure 6).  Therefore, 
output error is assumed to not be the result of parameter variation, and these parameter 
sets are considered to be non-unique. 
  
Dimensionality of the Parameter and Output Spaces 
Parameter variation in the 112 parameter sets and the slight variation in their 
outputs were used to examine if there is a dimensional reduction in the model from 
parameters to outputs.  In order to assess this, the dimensionality of the outputs and the 
parameters was examined using PCA. 
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Figure 4: Percent deviation of parameters from the median parameter set.  Red notches 
indicate parameters that lie within the initial region of perturbation.  Blue notches 
indicate parameters lying outside initial perturbation region.  The black horizontal line 
represents the extent of the standard deviation from the median, and the black vertical 
lines are the means.   
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Figure 5: Parameter vary from base parameter values.  Parameters associated with 










PCA was performed on the parameters of all the parameter sets.  PCA found 40 
principal components are necessary to explain 95% of the parameter variance (Figure 7).  
Thus, the dimensionality of the converged parameters appears much less than the 
maximum allowable dimensionality (59).  Therefore, correlations exist between a number 








PCA on the target outputs found that 12 principal components were necessary to 
explain 95% of the output variance (Figure 8).  In order to assess the effect on the 
dimensionality of adding more outputs, 28 outputs were added for each parameter set, 
creating a total of 43 outputs.  PCA was calculated for the 43 outputs (Figure 9).  With 43 
outputs, 22 principal components were necessary to explain 95% of the variance.  
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However, the first 12 principal components explain 76.8% of the variance.  Thus, even 
though 28 outputs have been added, the dimensionality does not appear to have been 
increased by a significant amount, and the dimensionality of the input space appears to be 









As discussed in the methods, sensitivity analyses were performed on each 
converged search.  The sensitivity analyses characterize how outputs changes with 
parameter manipulation.  Figure 10 depicts how the outputs were affected by parameter 
variation for 3 different parameter sets and for selected parameter-output pairs.  The 
sensitivity of I0 to variations in Cav1.2 GMax varies between the 3 parameter sets.  The 
sensitivity in one of the parameter sets changes sign and causes an opposite effect on I0.  
The sensitivity of spike width to variations in Kdr GMax is relatively constant for these 
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parameter sets.  Thus, it can be seen that some sensitivities vary little between parameter 
sets.  Others vary between parameter sets including some that cause an opposite effect on 









To examine this variation in sensitivities in more detail, variation was analyzed across the 
entire 112 parameter sets.  To make the sensitivities dimensionless, each sensitivity was 
divided by its base parameter and multiplied by its base output.  An examination of the 
entire collection of parameter sets revealed that a few had extremely different sensitivities 
for one or more parameter-output pairs.  To prevent these outliers from distorting the 
analysis and to keep the analysis objective and automated, an outlier removal algorithm 
was devised that consisted of first removing sensitivities that were greater than four  
 18
 
Figure 10:  Output changes with parameter variation for three parameter sets.  Both 
parameter and output values have been subtracted by their individual means so that 




standard deviations away from the mean for that parameter-output pair.  The means were 
then recalculated and a four-standard deviation criterion was again applied to all 
parameter-output pairs.  In total, 0.55% of the slopes were removed. 
In order to easily view differences in individual sensitivity analyses, absolute 
values were taken of the dimensionless sensitivities, and all sensitivities were normalized 
by the maximum sensitivity for each parameter-output pair.  Thus at least one parameter 
set had a value of 1.0 for each parameter-output pair.  A comparison of sample sensitivity 
analyses is shown in Figure 11.  These two samples show that between these two 
parameter sets, some sensitivities are similar while others vary between the two sets.   
Sensitivity variation was analyzed for the sensitivity of each output-parameter 
pair across all parameter sets.  CV was calculated for the dimensionless sensitivities of 
each output-parameter pair.  For the CV, the mean of the absolute sensitivities was used 




Figure 11.  Comparison of normalized sensitivities.  All sensitivities were normalized by 
taking the absolute value of the dimensionless sensitivity and dividing by the maximum 
sensitivity for each parameter-output pair across all parameter sets.  Parameters 




negative sensitivities or vice versa.  The CV allowed us to compare variation between 
sensitivities across all parameter sets (Figure 12).  While certain sensitivities vary greatly, 
some of the sensitivities vary little between parameter sets.  3.16% of the sensitivities had 
a CV less than 0.1.  50.62% of the sensitivities had means greater than their standard 
deviations.  Thus, while the model using these parameter sets would have the same output 
values, they would respond to manipulation differently.   
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Figure 12: Variation of dimensionless sensitivities.  CV was capped at 1 for 





The sensitivity analyses were used to calculate correlations between outputs for 
each of the 112 non-unique parameter sets.  Correlation coefficients were calculated for 
the dimensionless sensitivity analysis of each parameter set.  The correlation coefficient 
is a value that gives the quality of a least squares fit to the data.  The correlation 
coefficient ranges from –1 to 1, where 1 indicates strong positive correlation, -1 indicates 
strong negative correlation, and 0 indicates no correlation.  For outputs to correlate, the 
outputs should be sensitive to the same parameters.  The correlation coefficient was 
calculated between each pair of outputs in a single sensitivity analysis.  Therefore, each 
parameter set had a 43x43 matrix of correlation coefficients. 
Calculation of output correlations for each parameter set allows us to compare 
output correlations between parameter sets.  Figure 14 shows output correlations for 4 
parameter sets.  Though there are some similarities between parameter sets, many of the 
output correlations vary between parameter sets.  In order to quantify this variation, the 
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standard deviation was calculated for each output correlation across parameter sets 
(Figure 15).  Certain output correlations stay fairly constant across all the parameter sets.  
154 out of 1806 output correlations (8.53%) had standard deviations less than 0.1.  
Therefore, while many output correlations vary, there exist output correlations that vary 





























In this work, 112 parameter sets were found that fit a desired output in a 3-
compartment cat spinal cord motoneuron model.  Analysis of the parameter space 
containing the non-unique parameter sets gave no indication of the existence of a “golden 
set” of parameters for this model.  In fact, parameter variation of over 60% from the 
median parameter set was found for some parameters.  This parameter variation indicates 
that non-uniqueness may be a fundamental feature of neural models.  PCA was done on 
the parameters and the outputs, which showed that a dimensional reduction exists 
between the input space and the output space.  In addition, sensitivity analyses and output 
correlations were examined to show that the non-unique parameter sets had varying 
sensitivities and output correlations. 
 
Non-Uniqueness 
This work supports previous studies that have indicated that neuron model 
parameters are non-unique (Bhalla and Bower, 1993; Liu et al., 1998; Goldman et al., 
2001; Prinz et al, 2004).  Previous works examining non-uniqueness have concentrated 
on varying conductance parameters.  In this study, a variety of model parameters were 
varied, which showed that the non-uniqueness property extends beyond conductance 
parameters.  Also, non-uniqueness was shown to exist in a multi-compartment cat spinal 
cord motoneuron model with a variety of outputs based on stimulation protocols.  
Previous works examined bursting STG neurons (Liu et al., 1998; Goldman et al., 2001; 
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Prinz et al., 2004) and mitral and granule cells in the olfactory bulb (Bhalla and Bower, 
1993).   
In the STG, neurons of the same class have been shown to have current densities 
for K+ currents that vary two to fivefold (Golowasch et al., 1999a).  A dynamic clamping 
study has shown that conductances can be varied in an STG neuron with relatively 
insignificant effects on the intrinsic activity of the neuron (Goldman et al., 2001).  
Goldman et al. also found some order to the effects (or lack thereof) caused by varying 
conductances (2001).  Thus, a form of non-uniqueness may even exist in biology.  The 
non-uniqueness in the model discussed here as well as previous works on models and real 
neurons suggest that attempts by modelers to produce the “golden set” of parameters 
when designing a model are unnecessary and potentially ignore useful biological 
information.   
However, selection of specific parameters may still be important for some 
parameters.  By leaving all the parameters free to vary in the search, the importance of 
parameter selection could be examined for all the parameters.  Analysis of parameter 
variation indicated that some parameters are more constrained than others.  In these 
parameters, selection of a parameter value from a small region of the parameter space 
appears to be important to achieve a desired output.  Other parameters are free to vary 
much more with a desired output still able to be obtained.  This probably indicates that 
some parameters are correlated with each other and certain output values.  Thus, the 
model is capable of producing a desired output despite a variation in a parameter through 
combined control of output values by a number of parameters.   
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 This suggests that non-uniqueness may result from functional similarity of 
parallel structures that exists in both modeled and real neurons.  Prinz et al. suggested 
that the output of networks might depend on correlated values of multiple synaptic and 
intrinsic conductances (2004).  Other evidence suggests that effects resulting from 
alterations in channel expression may be compensated for by other channels (Namkung et 
al., 1998; Liu et al., 1998).  PCA done on the parameters and outputs indicates that the 
input space has a much lower dimensionality than the number of parameters in the model.  
This indicates that a large degree of correlation exists between model parameters when 
the output is forced to be approximately the same.  This supports the idea that correlation 
in parameters and similarity in the functions of ion channels could be the source of non-
uniqueness. 
 In addition, PCA was also done on the target outputs.  This analysis indicated that 
there are more degrees of freedom in the input space than in the output space.  This could 
be the result of over-specification of the outputs.  In other words, non-uniqueness could 
be the result of having many more parameters than outputs.  In order to examine this, 28 
outputs were added to the 15 target outputs, and PCA was calculated for 43 outputs.  
Adding more outputs was found to not greatly increase the dimensionality of the output 
space.  Therefore, non-uniqueness and the decrease in dimensionality from inputs to 
outputs does not appear to be the result of having more parameters than outputs.  This 
further indicates that the neuron has a variety of ways to achieve the same output. 
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Sensitivity Analysis and Output Correlation 
 Sensitivity analysis is a method that can be used to analyze the effect that 
modulation of a parameter has on model output.  A variety of neuromodulators have been 
shown to affect neuronal properties and therefore, model output.  Here, sensitivity 
analysis was used to examine if sensitivities vary between the non-unique parameter sets.  
Analysis of sensitivity analyses done on each of the parameter sets indicates that while 
some sensitivities vary little, others vary a great deal between parameter sets.  This 
indicates that the model with each of these different parameter sets will react differently 
to parameter modulation.  In addition to model parameters not being unique, different 
sensitivities do not produce unique outputs in the model. 
Sensitivity analysis can also be used to examine how outputs correlate with one 
another.  Experimental studies have shown that neurons exhibit correlations between 
some of their behaviors.  For example, input conductance has been found to correlate 
well with rheobase (Bakels and Kernell, 1993; Gustafsson and Pinter, 1984).  Rheobase 
has been shown to correlate with conduction velocity in pentobarbital-anesthetized 
preparation (Fleshman et al., 1981; Zengal et al., 1985; Lee and Heckman, 1998).  Lee 
and Heckman also showed that rhythmic firing threshold correlates with rheobase (1998).  
Here, output correlations in the cat motoneuron model are examined to determine how 
much they vary between non-unique parameter sets.  Correlating outputs are outputs that 
are sensitive to the same parameters.  By analyzing the output correlations of each of the 
non-unique parameter sets, output correlations were identified that varied little across all 
the parameter sets.  Thus, just as some parameters appear to be constrained in the non-
unique parameter sets, some relationships between outputs appear to be constrained in 
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achieving a desired output.  Other correlations vary between parameter sets.  As a result, 
output correlations that are known to exist in cat spinal cord motoneurons, such as the 
correlation between rheobase and rhythmic firing threshold, may not exist across all 
parameter sets.  This indicates that in the model, the relationships between the outputs 
vary when the output is forced to remain the same. 
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APPENDIX A 





Table A.1: List of model parameters and base parameter values. 
 
Location Parameter Name Base Value 
Global Ca Buffer Backward Coefficient 5 
Global Ca Buffer Forward Coefficient 20000 
Global Ca L-type Channel - ms 6 mV 
Global Ca L-type Channel - mtau 30 ms 
Global Ca L-type Channel - mVh -20 mV 
Global Cav1.3 Channel - ms 6 mV 
Global Cav1.3 Channel - mtau 24 ms 
Global Cav1.3 Channel - mVh -41 mV 
Global K(Ca) Channel - mb 15 
Global K(Ca) Channel - md 100000 
Global Kdr Channel - ms 20 mV 
Global Kdr Channel - mVh -25 mV 
Global Kdr Channel - tmax 11.9 ms 
Global Kdr Channel - tmin 1.4 ms 
Global Kdr Channel - ts 5.5 mV 
Global Kdr Channel - tVh -39 mV 
Global Na-Ca Pump - Tau 10 ms 
Global Na-K H Channel - ms -5.3 mV 
Global Na-K H Channel - mtau 50 ms 
Global Na-K H Channel - mVh -75 mV 
Global Na-K H Channel - Selectivity 0.65 
Global Nav1.1 Channel - h1ss 5 
Global Nav1.1 Channel - h1Tau 0.2 ms 
Global Nav1.1 Channel - h2ss -5.26 
Global Nav1.1 Channel - h2Tau 0.2 ms 
Global Nav1.1 Channel - m1Vh -16.5 mV 
Global Nav1.1 Channel - m2Vh -103 mV 
Global Nav1.1 Channel - mtau 0.005 ms 
Global Nav1.1 Channel - mVs 12 mV 
Global Nav1.6 Channel - h1ss 7 
Global Nav1.6 Channel - h1Tau 0.05  s 
Global Nav1.6 Channel - h2ss -4.5 
Global Nav1.6 Channel - h2Tau 0.05 ms 
Global Nav1.6 Channel - m1Vh -23 mV 
Global Nav1.6 Channel - m2Vh -93 mV 
Global Nav1.6 Channel - mtau 0.005 ms 
Global Nav1.6 Channel - mVs 12 mV 
Dendrite Capacitance 1250 pF 
Dendrite G Leak 0.292 µS 
Dendrite Ca L-Type Channel - G max 0.43 µS 
Dendrite Cav1.3 Channel - G max 0.015 µS 
Dendrite Na-K H Channel - G max 0.25 µS 
Dendrite K(Ca) Channel - G max 0.5 µS 
Dendrite Kdr Channel - G max 0.6025 µS 
Dendrite Nav1.6 Channel - G max 4.5 µS 
Dendrite Ca ATP Pump - I max 1 nA 
Dendrite Ca ATP Pump - Ca Concentration 0.0002 mol/m3
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Table A.1 Continued 
 
Dendrite Na-Ca Pump - I max 7.25 nA 
Dendrite Na-Ca Pump - Ca Concentration 0.03 mol/m3
Initial Segment Capacitance 18.85 pF 
Initial Segment G Leak 0.00385 µS 
Initial Segment Kdr Channel - G max 1 µS 
Initial Segment Nav1.6 Channel - G max 5 µS 
Initial Segment - Soma G axial 4 µS 
Soma - Dendrite G axial 1.792 µS 
Soma Capacitance 113.1 pF 
Soma G Leak 0.22308 µS 
Soma Kdr Channel - G max 4 µS 
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