Deep learning methods for 3D human pose estimation from RGB images require a huge amount of domain-specific labeled data for good in-the-wild performance. However, obtaining annotated 3D pose data requires a complex motion capture setup which is generally limited to controlled settings. We propose a semi-supervised learning method using a structure-aware loss function which is able to utilize abundant 2D data to learn 3D information. Furthermore, we present a simple temporal network which uses additional context present in pose sequences to improve and temporally harmonize the pose estimates. Our complete pipeline improves upon the state-of-the-art by 11.8%, and works at 30 FPS on a commodity graphics card. sion in the absence of 3D-labeled data, and guide the model towards better local minima. We validate the effectiveness of our approach by quantitative as well as qualitative evaluations (Section 4). Using our structure-aware loss function alone, we improve the Mean Per Joint Position Error (MPJPE) over the state-of-the-art on Human 3.6M dataset by 6%, and MPI-INF-3DHP test set by 7.7%.
Introduction
Estimating human motion from images and videos is the key to unlocking several applications in robotics, human computer interaction, surveillance and human sensing. It is an active and challenging area of research owing to its illconstrained nature, self-occlusions, background and viewpoint invariance, etc [1, 2] . In recent years, advances in deep learning techniques, better hardware and, most importantly, large datasets [3, 4, 5, 6, 7] have facilitated significant improvement in the state-of-the-art. In this paper, we present a Convolutional Neural Network (ConvNet) based approach that estimates 3D human poses from monocular images or videos in real-time.
For estimating 3D human pose, most state-of-the-art methods either perform direct regression of joint coordinates [8, 9, 10] or infer 3D pose from 2D heatmaps in a pipelined approach [5, 11, 12, 13, 14] . While these methods have impressive performance on 3D benchmark datasets, most of them do not generalize well to in-the-wild images. This can be attributed to a lack of annotated 3D humanpose datasets in natural settings, as opposed to the abundant in-the-wild 2D human-pose datasets [15, 16] available. To mitigate this issue, past approaches have proposed using synthetic datasets [7, 6] , green-screen compositing [5, 17] , Figure 1 . We propose a real-time approach for 3D human pose estimation from RGB images and video, that beats all previously published benchmarks on the standard datasets. domain adaptation [7] , transfer learning from intermediate 2D pose estimation tasks [5, 8] , and mixed learning of 2D and 3D pose [14, 10] .
Mixed learning of 2D and 3D pose, in particular, leads to better lower level features, which leads to a significant increase in both accuracy and generalizability. This is on account of the availability of large 2D pose datasets in highly diverse settings. Zhou et al. [14] proposed a semisupervised loss which exploits bone length ratio priors to provide depth supervision. We build on their approach and introduce a new, structure-aware loss function, that enables us to obtain depth supervision from 2D data.
We incorporate information about joint angle limits and bone length constraints, using three regularization terms in the loss function. In the first term we penalize illegal extension of the knee and elbow joints. Human elbows and knees are constrained to move within a limited angle of flexion while extensions are physically not possible. Penalizing such poses pushes the ConvNet away from the space of implausible poses. In the second regularization term, we penalize asymmetric lengths of left/right bone pairs. We also use the geometric regularization proposed in [14] . These three terms together provide highly effective depth supervi-
Related Work
We review past work related to Human Pose Estimation from three viewpoints: (1) ConvNet architectures and training strategies, (2) Utilizing structural constraints of human bodies, and (3) 3D pose estimation from video. The reader is referred to [2] for a detailed review of the literature.
ConvNet architectures: Most existing ConvNet based approaches either directly regress 3D poses from the input image [10, 8, 18, 13] or infer 3D pose from 2D pose in a pipelined approach [19, 14, 17, 11, 12] . Some approaches utilize novel formulation of the output space like volumetric heatmaps [20] , defining a pose using bones instead of joints [10] , or regressing location maps [17] . Using a 2D-to-3D pipeline enables the use of rich 2D pose datasets. A few approaches use statistical priors [13] [2012 papers] to lift 2D poses to 3D. Chen et al. [21] and Yasin et al. [22] use a pose library to retrieve the nearest 3D pose given a 2D pose prediction. Recent ConvNet based approaches [17, 23, 14, 10, 13, 20] have reported substantial improvements in in-the-wild performances by using the more diverse 2D pose datasets to pre-train or jointly train Figure 2 . Overall pipeline of our method: We sequentially pass the video frames to a ConvNet that produces 3D pose outputs (one at a time). Next, the prediction is temporally refined by passing a context of past N frames along with the current frame to a temporal model. Finally, skeleton fitting may be performed as an optional step depending upon the application requirement. their 2D prediction modules.
Utilizing structural information: The structure of the human skeleton is constrained by fixed bone lengths, joint angle limits, and limb interpenetration constraints. Bogo et al. [24] penalize body-part interpenetration and illegal joint angles in their objective function for finding SMPL [25] based pose-parameters. Akhter and Black [26] learn posedependent joint angle limits for lifting 2D poses to 3D. Sun et al. [10] propose a structure-aware loss function that operates on bone based pose parameterization. Zhou et al. [14] introduce a geometric loss function that ensures the consistency of bone-length ratios in the pose predictions of their ConvNet model. In our work, we use joint angle limits and bone lengths in our loss function for semi-supervised learning.
Utilizing temporal information: Direct estimation of 3D pose from disjointed images leads to temporally incoherent output with visible jitter and varying bone lengths. 3D pose estimates from a video can be improved by using simple filters or temporal priors. Mehta et al. [17] propose a real-time approach which penalizes acceleration and depth velocity in an optimization step after generating pose proposals using a ConvNet. They also smoothen the output poses by using a filter optimized for interactive sys- (1) , which has the elbow bent backwards. Pose (2) has a legal joint angle, but the bone length regularizer contributes to its high loss. Pose (3) is correct. Without the angle loss, loss at (1) and (3) are equal and we cannot discern between the two points.
tems [27] . Zhou et al. [13] introduce a first order smoothening prior in their temporal optimization step. Alldieck et al. [28] exploit 2D optical flow features to predict 3D poses from videos. Wei et al. [29] exploit physics-based constraints to realistically interpolate 3D motion between video keyframes. There have also been attempts to learn a motion model for human motion. Urtasun et al. [30] learn a strong activity specific motion prior using linear models. Park et al. [31] use a motion library to find the nearest motion given a set of 2D pose predictions and then iteratively fine-tune the retrieved motion. Recently, Lin et al. [12] used Long-Short Term Memory (LSTM) networks to learn temporal dependencies from the intermediate features of their ConvNet based architecture. In a similar attempt, Coskun et al. [32] propose to use LSTMs to design a Kalman filter that learns a motion model for humans. In contrast, we use a simple yet effective model that captures short-term interplay of past poses and consequently stitches the output frames in a temporally consistent manner.
3D Pose Estimation Pipeline
We define a 3D human pose P = {p 1 , p 2 , . . . , p K } by the positions of K = 16 body joints in Euclidean space. These joint positions are defined relative to a root joint, which we fix as the pelvis. The input is a stream of RGB images I = {. . . , I i−1 , I i } from a live stream or a video. Fig. 2 shows the schematic of our pipeline. We reuse the 3D pose network design of Zhou et al. [14] , which is itself based on the popular stacked hourglass network [33] . We call this network UnitPoseNet and train it with our proposed semi-supervised loss. The input images are sequentially fed to UnitPoseNet which outputs a 3D pose estimateP i corre-sponding to the i th input image I i .P i is further refined by our temporal model which we call TimePoseNet, that takes the pose estimates of the past N frames along withP i to generate a temporally harmonized poseP i . Finally, a simple skeleton fitting step which preserves the directions of the bone vectors is performed optionally. We train Unit-PoseNet on Human3.6M, MPI-INF-3DHP (3D) and MPII (2D) datasets, and TimePoseNet on Human3.6M and MPI-INF-3DHP datasets where 3D-pose annotated videos are available. The next two sections explain these models in detail. The subscript i is dropped while discussing Unit-PoseNet for better readability.
UnitPoseNet
We use the highly popular stacked hourglass network architecture [33] along with the depth regressor extension suggested in [14] (ref. supplementary material). This network choice allows us to mix 3D and 2D data while training and use our structure-aware loss for semi-supervised learning of depth from images with only 2D annotated data. The stacked hourglass module outputs 2D heatmaps for each joint which are used to infer 2D joint positionsP xy . The depth regressor module uses the intermediate features of the hourglass to regress the depths of the body jointsP z . It consists of a series of four residual modules [34] followed by a fully connected layer at the end. We trained the architecture from scratch using our semi-supervised approach.
Loss Function
The stacked hourglass network is always trained using Euclidean loss between the predicted heatmaps and the ground-truth heatmaps, generated using a Gaussian ker-nel around the ground truth [35] . The depth regressor is trained using two different losses depending on the availability of 2D or 3D labels. When 3D labels are available (Human3.6M and MPI-INF-3DHP), we use the Euclidean loss:
In the absence of 3D annotated data, we use our structureaware loss L 2D z to obtain depth supervision. L 2D z requires only the 2D ground truth (x and y) to supervise the depth regressor. We define two regularization terms -the Illegal Angle Loss L a and the Symmetry Loss L s which are defined using the ground truth 2D annotations P gt xy and the predicted depthP z . For both the losses, we define a joint as J = {P gt x , P gt y ,P z }. These terms, along with Zhou et al's [14] geometric regularizer, L g , generate a loss surface as shown in Fig. 3 . The depth regressor's loss function L 2D z for 2D annotated data is formulated as:
Illegal Angle Loss (L a ): Most body joints are constrained to move within certain angle limits within their degrees of freedom. For given 2D joint coordinates, there exist multiple possible 3D joint configurations. However, only a few of these 3D poses are legal. L a encapsulates this prior for the knee and elbow joints, specifically that knee and elbow joints cannot flex to angles greater than 180 • .
Inferring the joint angles is non-trivial from a set of joint positions. Also, once illegal angles are identified, appropriating losses and gradients for the implicated joints is non-trivial. We illustrate our formulation in Fig. 4 , and explain it here for the right elbow joint. Subscripts n, s, e, w, k denote neck, shoulder, elbow, wrist and knee joints in that order, and superscripts l and r represent left and right body side, respectively. We define v r sn = J r s − J n , v r es = J r e − J r s and v r we = J r w − J r e as the collar-bone, upper-arm and the lower-arm, respectively (See Fig. 4 ). Now, n r s = v r sn × v r es is the normal to the plane defined by the collar-bone and the upper-arm. For the elbow joint to be legal, v r we must have a positive component in the direction of n r s , i.e. n r s · v r we must be positive. We do not incur any penalty when the joint angle is legal and define E r e = min(n r s · v r we , 0) as a measure of implausibility. Note that this case is opposite for the right knee and left elbow joints (as shown by the right hand rule) and requires E r k and E l e to be positive for the illegal case. We exponentiate E to strongly penalize large deviations beyond legality. Our angle loss can now be defined as:
All the terms of the loss are functions of bone vectors which are defined in terms of the output poses. The loss is, therefore, differentiable and the reader is referred to supplementary material for more details.
Symmetry Loss (L s ): We further extend our semisupervised approach by introducing a bone length symmetry term L s . The loss is simple yet heavily constrains the joint depths, especially when depth is ambiguous due to occlusions. L s is defined as the difference in lengths of left/right bone pairs. Let B be the set of all the bones on right half of the body except torso and head bones. Also, let BL b represent the bone-length of bone b. We define L s as
where C(.) indicates the corresponding left side bone. For example, for the case when b is the right upper arm C(b) would be the left upper arm.
TimePoseNet
The poses predicted by any model which works independently on each image are prone to noise and also not temporally coherent. After experimenting with several architectures for a temporal refiner like RNNs, LSTMs and Recurrent Encoder-Decoders, we settled on using a fullyconnected network because of its higher effectiveness and simplicity. LetP i andP i denote the i th ConvNet and Temporal outputs, respectively. We train a fully-connected network TimePoseNet to refine a coarse input pose esti-mateP i . The network takes as input previous N 3D poses from the memory, along withP i . We flatten the input to R (N +1)×K×3 and map it to an output in R K×3 . The network consists of one hidden layer with 4096 neurons and is trained using the standard L 2 loss. The loss can be written as Table 1 . Comparative evaluation of our model on Human 3.6 following Protocol 1. The evaluations were performed on subjects 9 and 11 using ground truth bounding box crops and the models were trained only on Human3.6 and MPII 2D pose datasets.
The model learns correlations between the pose predictions of the previous N frames and the current frame (see Fig. 7 ), and outputs the best possible candidate solution for the current frame. It also implicitly learns to extract best estimates of bone lengths in its output pose (Table. 4 ). It is worth noting that since we only use the past context and a simple architecture, the latency introduced by our TimePoseNet model is negligible.
Training and Implementation details
UnitPoseNet We describe our training strategy for training UnitPoseNet on Human3.6M and a similar strategy is used for the MPI-INF-3DHP dataset. We use the publicly available code in [14] based on Torch7 [37] and train the model using Stochastic Gradient Descent optimization. At every epoch, samples from both MPII 2D and Human3.6M are consumed in equal proportion. We train the model in four stages: In the first stage, the stacked hourglass module is trained using 2D data for 60 epochs as in [33] . In the second stage, the depth regressor module is trained with only 3D data with λ d = 0.1, λ a = 0 and λ s = 0 for another 20 epochs. The last two stages sequentially add the structure-aware loss terms to the model for 30 epochs each.
We introduce the Illegal Angle loss L a with λ a = 0.005 in the third stage and Symmetry loss L s with λ s = 0.005 in the fourth stage, for finetuning. Learning rate was set to 2.5e − 4 for Stages 1-3, and 2.5e − 5 for Stage 4.
TimePoseNet was trained in a single stage using Adam optimizer for 30 epochs using coarse predictions generated by fully-trained UnitPoseNet. A sequence of 20 frames were randomly chosen from the entire dataset, and the network was trained to predict the last pose. In our experiments, we found that a context of N = 19 past frames yields the best improvement on MPJPE ( Fig. 7 ) and we use that in all our experiments.
Both the models were trained on one NVIDIA 1080 Ti GPU. It took approximately two days to train UnitPoseNet and one hour to train TimePoseNet. UnitPoseNet runs at an average testing time of 20ms per image while TimePoseNet adds negligible delay (<1ms).
Experiments

Experimental Setup
In this section, we quantitatively evaluate our results on Human3.6M and MPI-INF-3DHP datasets. We also provide qualitative evaluations on MPII 2D human pose dataset. Human3.6M: It consists of 11 subjects performing a range of actions in an indoor room setting. The ground truth annotations are captured using a marker-based MoCap system. Following the literature, we follow two standard protocols to train and evaluate our results.
In Protocol 1, Subjects S1, S5, S6, S7 and S8 are used for training while Subjects S9 and S11 are used for testing. All the videos are downsampled from 50 fps to 10 fps. The evaluation metric used is Mean Per Joint Position Error (MPJPE), which is the average Euclidean distance in mm between the predicted and ground truth joint positions after aligning the positions of root joints. This protocol is followed in [10, 14, 20, 12, 13, 11] .
In Protocol 2, Subjects S1, S5, S6, S7, S8 and S9 are used for training and the testing is performed on subject S11. The error metric used is Procrustes Aligned MPJPE (PA MPJPE) which is the MPJPE calculated after rigidly aligning the predicted pose with the ground truth. The evaluations are performed on every 64 th frame of the videos. This protocol is followed in [21, 22, 11, 38] . In both the protocols, all the cameras and activities are considered for evaluation.
MPI-INF-3DHP (test) dataset: It is a recently released dataset consisting of 6 test subjects including 2 subjects performing in-the-wild. Of the 4 indoor sequences, 2 have green screen (GS) background and 2 have normal backgrounds. MPI-INF-3DHP provides a more challenging testing ground than Human3.6M, which has just one type of indoor setting. The annotations are captured by a markerless MoCap system. The evaluation metric proposed in [5] is Percentage of Correct Keypoints (PCK) within 150mm range and Area Under Curve (AUC). Like [14] , we assume that the global scale is known. We do skeleton retargeting while training to account for the difference of joint definitions between Human3.6M and MPI-INF-3DHP datasets.
MPII 2D dataset: It is a 2D pose dataset for which 3D ground truth annotations are not available. We show qualitative results in Fig. 6 .
Quantitative Evaluations
We evaluate the outputs of the three stages of our pipeline and show improvements at each stage.
Baseline: We train the same network architecture as UnitPoseNet with only the supervised loss L 2D z with both 2D and 3D data for our baseline.
UnitPoseNet: This model is trained on the joint losses detailed in Section 3.1.1. This model is trained as per the training strategy mentioned in Section 3.3.
TimePoseNet: TimePoseNet is applied to the outputs of UnitPoseNet in this step.
Skeleton Fitting: In this step, we fit a skeleton based on the subject's bone lengths while preserving the joint angles.
Evaluations on Human3.6M: Our quantitative evaluations on Human 3.6M dataset show significant improvement over the state-of-the-art. We achieve an MPJPE of 55.5mm with our single image model UnitPoseNet. This is further improved by the temporal model TimePoseNet that reduces the MPJPE down to 52.1mm. Table 1 presents a comparative analysis of our results following Protocol 1. We also achieve state-of-the-art results following Protocol 2 evaluations as is shown in Table 3 .
Evaluations on MPI-INF-3DHP: MPI-INF-3DHP is a more challenging dataset as it contains in-the-wild scenarios with more complex actions. Our overall results are competitive with the current state-of-the-art [17] and better in outdoor settings. Table 2 tabulates the activity-wise results on MPI-INF-3DHP. We achieve a PCK of 75.0% with 37.3% AUC using the angle and symmetry losses. Our complete method achieves a PCK of 76.73% with 39.1% AUC.
Plausibility Analysis
Structural plausibility: Length of each bone is fixed, and joints are constrained to allow movement along certain degrees of freedom with limits on how far they can bend. We evaluate plausibility of the predicted poses on two metrics -symmetry and percentage of illegal angles. Results are shown in Table 4 . We observe only 0.8% illegal non- Table 3 . Comparative evaluation of our model on Human 3.6M using Protocol 2. The evaluations were performed on subject 11 using the ground truth bounding box crops and trained on subjects 1,5,6,7 and 8. The models were trained only on Human3.6M and MPII 2D. torso joint angles by following the evaluation in [26] with our final model.
Temporal Plausibility: We perform both qualitative and quantitative evaluations for determining the effectiveness of TimePoseNet as a temporal model. The qualitative evaluations in Fig. 5 and the supplementary material clearly indicate that TimePoseNet effectively corrects jerks in the poses predicted by UnitPoseNet. We compare the standard deviation of bone lengths across frames with and without the temporal model in Table 4 . Introducing the temporal model reduces the average standard deviation of bone lengths by 28.7%, indicating that our outputs are more stable and consistent. It is also worth noting that we do not use any additional filter (moving average, 1 Euro, etc.) which introduces lag and makes the motion look uncanny. Time-PoseNet learns a smart filter implicitly and produces smooth output.
Discussion
Obtaining supervision from structural constraints
Since the task of 3D pose estimation from monocular images is underconstrained and highly non-linear, it is very easy for a model to get trapped in suboptimal local minima for natural images. Some of these minima can be rejected using structural priors of the human body. Sminchisescu al. [40] show that this may be achieved by forcing the optimization state to climb uphill towards the transition state (saddle point) at the peak of the energy surface. Though we do not use an optimization approach, our structure-aware loss transforms the loss function such that the saddle points are mitigated, and gradient descent can work effectively. Fig. 3 shows how the local loss function changes in a semisupervised setting as we exploit the joint angle limit and bone length constraint.
Learning structural and temporal correlations
In this section, we investigate how effectively the fully connected network has learned structural and temporal correlations from the additional information from previous frames. We measure the sensitivity S of each joint of the output pose to random perturbations in the positions of each joint of the input N + 1 poses. Each input to the temporal model is separately perturbed with unit Gaussian noise, and the Euclidean distance between the original output and the perturbed output is averaged over the inputs corresponding to each frame. The analysis is shown in Fig. 7 . We also verify that the norms of the corresponding weights of the fully-connected layer's input vary similarly.
The temporal model learns motion from the past frames as shown in Fig. 7 (a) with decreasing strength with time. The remaining frames contribute to the model inferring better bone lengths estimates and structure. Fig. 7 (b) shows the structural correlations the model has learned just within the current frame. The model learns to rely on the positions of hips and shoulders to refine almost all the other joints. We can also observe that child joints are correlated with parent joints, for eg. the wrists are correlated strongly with elbows, and the shoulders are strongly correlated with the neck. Fig. 7 (c) shows the sensitivity to the input pose at t = -1. Correlations learned from the past are weaker, but show a richer pattern. The sensitivity of the child joints extends further upwards into the kinematic chain, eg. the wrist shows higher correlations with elbow, shoulder and neck, for the t = -1 frame.
Conclusion
In this paper, we proposed a method that advances the state-of-the-art on 3D pose estimation on images as well as videos. We showed that anthropometric constraints can be leveraged for semi-supervised learning of 3D pose from 2D labeled images. We also demonstrated that a simple, fullyconnected network is highly effective in modeling pose sequences and learns short-term temporal and structural correlations. In the future, we will work on further improving in-the-wild performance without additional data.
