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Abstract
Suppose E=F is a %eld extension. We ask whether or not there exists an element of E whose
characteristic polynomial has one or more zero coe6cients in speci%ed positions. We show that
the answer is frequently “no”. We also prove similar results for division algebras and show that
the universal division algebra of degree n does not have an element of trace 0 and norm 1.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let E=F be a %eld extension of degree n and det : E → F be the norm function.
For x ∈ E, we de%ne (i)(x) by
det(	1F − x) = 	n + (1)(x)	n−1 + · · ·+ (n−1)(x)	+ (n)(x): (1.1)
In particular, (1)(x) = −tr(x) and (n)(x) = (−1)ndet(x). In the sequel, whenever we
write (i)(x), we shall always understand i to be an integer between 1 and n. If the
reference to the extension E=F is not clear from the context, we will sometimes write
(i)E=F(x) in place of 
(i)(x) ∈ F .
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If A is a central simple algebra of degree n with center F then we can de%ne
(i) = (i)A=F in the same way. Here det in formula (1.1) should be interpreted as the
(reduced) norm in A⊗F F(	).
A number of interesting results, both in the theory of polynomials and in the theory
of central simple algebras, can be stated in terms of the existence (or nonexistence) of
nontrivial solutions to systems of equations of the form
(i)(x) = 0 for i = i1; : : : ; ir : (1.2)
Example 1.1. (Hermite [7], Joubert [8]; see also Coray [3]) If E=F is a %eld extension
of degree 5 or 6 and char(F) = 3 then there exists an element x ∈ E such that E=F(x)
and (1)(x) = (3)(x) = 0.
In classical language, this means that for n=5 or 6 every polynomial tn + a1tn−1 +
· · · + an ∈ F[t] can be reduced, via a Tschirnhaus transformation t → x, to the form
xn + b1xn−1 + · · ·+ bn ∈ F[x] with b1 = b3 = 0; see [2].
Example 1.2. Let A be a central simple algebra of degree n whose center contains a
primitive nth root of unity. Then A is cyclic iN there exists an element x such that
(1)(x) = · · ·= (n−1)(x) = 0:
A conjecture of Albert asserts that every A of prime (or, equivalently, square-free)
degree is cyclic. This conjecture is known to be true for n = 2; 3 and 6 (see [14,
Section 3:2]); the remaining cases are open.
Example 1.3. (Brauer [1], Haile [5]; see also [18, Proposition 7:1:43]) Suppose A
is a central simple algebra of degree n with center F . Then there exists an (n −
1)-dimensional F-subspace W of A such that (1)(x) = (n−1)(x) = 0 for any x ∈ W .
Example 1.4. (Rowen [17, Corollary 5]) If A is a central simple algebra of odd degree
with center F then there exists an element x ∈ A−{0} such that (1)(x)= (2)(x)= 0.
Note that if char(F) = 2, this follows easily from a theorem of Springer (see e.g.,
[12, Remark 14:3]); however, the above result is true even if char(F) = 2.
Example 1.5. (Rowen and Saltman [19, Theorem 3:13]) Suppose a division algebra D
has a maximal separable sub%eld L such that [L′ : Z(D)] is odd, where Z(D) is the
center of D and L′ is the Galois closure of L over Z(D). Then there exists an x ∈ D∗
such that tr(x) = tr(x2) = tr(x−1) = 0.
In [12] the %rst author showed that in many cases equations of the form (i)(x) = 0
or tr(xi) = 0 and systems of the form (1)(x) = (i)(x) = 0 or tr(x) = tr(xi) = 0 do not
have nontrivial solutions. In particular, the theorem of Hermite and Joubert, cited in
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Example 1.1, fails for %eld extensions of degree n = 3m or 3m + 3l, with m¿l ¿ 0.
In this paper we revisit this subject from a more geometric point of view.
Notational conventions: Throughout this paper n will denote the degree of the %eld
extension or division algebra we are considering, and sqf (n) will denote the square-free
part of n.
We will always work over a %xed ground %eld k. All algebraic varieties, group
actions, morphisms, etc. will be assumed to be de%ned over k. Unless otherwise spec-
i%ed, by a point of an algebraic variety we will mean a closed k-point.
Let K be a %eld containing a primitive rth root of unity r (in particular, we assume
that r is prime to char(K)), and let z; w ∈ K . Recall that a symbol algebra (z; w)r is
de%ned as
(z; w)r = K{x; y}=(xr = z; yr = w ; yx = rxy); (1.3)
cf. [18, p. 194]. We now de%ne the algebra Dn as follows. Write n = p1 : : : ps as
a product of (not necessarily distinct) primes. Let K = k(z1; w1; : : : ; zs; ws), where
z1; w1; : : : ; zs; ws are independent variables over k and let
Dn = (z1; w1)p1 ⊗K · · · ⊗K (zs; ws)ps : (1.4)
Note that Dn is a division algebra of degree n and exponent sqf (n), with center K .
Finally recall that the universal division algebra UD(n) is the subalgebra of
Mn(k(sij; tij)) generated, as a division algebra, by two generic n × n-matrices (sij)
and (tij). Here sij and tij are 2n2 independent variables over k. For details of this
construction, see, e.g., [16, Section 3:2].
1.1. Main results
Theorem 1.6. Suppose 1 6 i; j 6 n; char(k) - n!; and D = Dn or UD(n). Then the
system
(i)(x1) = · · ·= (i)(xm);
(j)(x1 : : : xm) = 0 (1.5)
has no nontrivial solutions in D; provided that i and m are divisible by sqf (n).
Here, as usual, a solution (x1; : : : ; xm) is trivial if x1 = · · · = xm = 0 and nontrivial
otherwise. Note that the assertion of the theorem for UD(n) is a formal consequence
of the assertion for Dn, because of the specialization property of UD(n). However,
our proof will treat the two cases in parallel, since both are proved by the same
argument. Theorem 1.6 can be generalized in several directions; some generalizations
are discussed at the end of Section 5.
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We now record three consequences of Theorem 1.6, which we feel deserve a special
mention.
Corollary 1.7. Suppose char(k) - n!; D=Dn or UD(n); and m is divisible by sqf (n).
(a) (m)(x) = 0 for any x ∈ D − {0}.
(b) If det(x1) = · · · = det(xm) for some x1; : : : ; xm ∈ D − {0} then tr(x1 : : : xm) = 0.
Here; as usual; det(x) denotes the norm of x in D.
(c) D does not have an element of norm 1 and trace 0.
Proof. To prove part (a), we assume the contrary and substitute i = m; x1 = x and
x2 = · · · = xm = 0 into (1.5) to obtain a contradiction. To prove part (b), we apply
Theorem 1.6 with i = n and j = 1. Finally, if det(x) = 1 then setting x1 = x and
x2 = · · ·= xm = 1 in part (b), we obtain tr(x) = 0, thus proving part (c).
The commutative counterpart of the universal division algebra is the general 9eld
extension Ln=Kn de%ned as follows:
Kn = k(a1; : : : ; an) and Ln = Kn[x]=(xn + a1xn−1 + · · ·+ an); (1.6)
where a1; : : : ; an are algebraically independent indeterminates over k.
Theorem 1.8. Let n1 and n2 be positive integers; and Ln=Kn be the general 9eld ex-
tension of degree n= n1 + n2. Then the system of equations
tr(xm1 ) = tr(xm2 ) = 0 (1.7)
has no nontrivial solutions x ∈ L∗n ; provided that
(i) n1n2 = 0 and (−n2=n1)m2−m1 = 1 in k.
(ii) each sqf (ni) (i = 1; 2) divides m1 or m2 (and possibly both).
Note that if char(k) = 0 then condition (i) holds unless m1 = m2, or n1 = n2 and
m2−m1 is even. If we replace (i) by a more complicated condition, we can also show
that the system (m1)(x) = (m2)(x) = 0 has no nontrivial solutions; see Section 7.
It is interesting to note that Theorem 1.6 and Corollary 1.7 remain true if D is
replaced by Ln; see Remark 5.6. On the other hand, Theorem 1.8 fails if Ln is replaced
by UD(n); see Remark 6.2.
All of the main results in this paper are proved by the same general method, based
on the Going Down Theorem 2:1. This method is outlined in Section 3. In particular,
our proofs of Theorems 1.6 and 1.8, given in Sections 5 and 6, are applications of
Propositions 3.3 and 3.1, respectively. Proposition 3.3 says a system of equations, such
as (1.5), has no nontrivial solutions in a “su6ciently generic” division algebra if a
certain projective PGLn-variety, constructed from this system, does not have H -%xed
points for some abelian subgroup H of PGLn. Proposition 3.1 gives a similar criterion
for nonexistence of solutions in %eld extensions. Other applications of this approach
and some generalizations are presented in Sections 7–9.
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2. The Going Down Theorem
The following result will play a key role in the sequel. A simple proof, due to KollSar
and SzabSo, can be found in [14, Appendix].
Theorem 2.1 (The Going Down Theorem). Assume the base 9eld k is algebraically
closed. Let H be an algebraic group acting on algebraic varieties X and Y , and let
f :X− → Y be an H -equivariant rational map. Suppose that
(a) every 9nite-dimensional representation of H over k has an eigenvector (i.e.; a
1-dimensional H -invariant subspace);
(b) X has a smooth H -9xed point; and
(c) Y is proper.
Then Y has a closed H -9xed point.
In order to make our presentation self-contained, we will give a short valuation-
theoretic proof of this result. This proof, suggested to us by the referee, may be viewed
as an algebraic variant of the argument of KollSar and SzabSo.
Lemma 2.2. Suppose a group H acts on a regular local ring (R;M) with fraction 9eld
K and residue 9eld k=R=M . Assume H acts trivially on k and every 9nite-dimensional
k-representation of H has an eigenvector. Then there is a H -invariant valuation ring
(T;MT) such that R ⊂ T ⊂ K; M ⊂ MT and T=MT = k.
Proof. By our assumption the linear representation of H on the k-vector space M=M 2
has a complete H -invariant Tag (0) ⊂ V1 ⊂ : : : ⊂ Vn =M=M 2, where n= dim(M=M 2).
Choose a system of parameters u1; : : : ; un ∈ M so that the images of u1; : : : ; ui in M=M 2
span Vi for every i. For u ∈ K∗ we de%ne )(u) = (m1; : : : ; mn), where um11 : : : umnn is the
lexicographically lowest degree monomial in the power series expansion of u. (Note
that )(u) is independent of the choice of u1; : : : ; un.) Then ) is a valuation K∗ → Zn,
where Zn is ordered lexicographically. We now de%ne T as the valuation ring associated
to ).
Proof of Theorem 2.1. Let x be a smooth H -%xed point on X . After replacing X by
its (unique) irreducible component passing through x, we may assume X is irreducible.
Let R=Ox;X be the local ring of x; K = k(X ) be the function %eld of X , and (T;MT)
be the valuation ring given by Lemma 2.2. Consider the diagram
Spec k(X ) → Y
↓ ↓
Spec(T ) → Spec(k)
where the top horizontal map is induced by f and the bottom horizontal map is
induced by the natural inclusions k ,→ R ,→ T . Note that every map in this diagram
is H -equivariant. By the valuative criterion for properness [6, Theorem II.4.7], there
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exists a morphism Spec(T )→ Y such that the resulting diagram commutes. The image
of the closed point of Spec(T ) under this map is an H -%xed point of Y .
3. An application of the Going Down Theorem
Throughout this section we shall assume that k is an algebraically closed %eld.
Sn-varieties: Let L=K be a separable %eld extension of degree n, let L′ be the normal
closure of L over K , and Gal(L′=K) = G. Note that G acts on the set of embeddings
L ,→ L′ and thus can be naturally identi%ed with a transitive subgroup of Sn. For each
i = 1; : : : ; n choose gi ∈ Sn such that gi(1) = i. The embedding of G in Sn de%nes
a (permutation) action of G on An and thus a diagonal actions on (An)m for every
m¿ 1.
Let P(x11; : : : ; x1n; : : : ; xm1; : : : ; xmn) ∈ k[(An)m] be a G-invariant polynomial and let
a1; : : : ; am ∈ L. Then we can de%ne P(a1; : : : ; am) as P(a11; : : : ; a1n; : : : ; am1; : : : ; amn),
where aij = gj(ai) ∈ L′. A priori, P(a1; : : : ; am) ∈ L′; however, since P is G-invariant
polynomial, P(a1; : : : ; am) actually lies in (L′)G = K .
In the sequel we shall assume that K is %nitely generated over k (and hence, so are
L and L′).
Proposition 3.1. Let Y be the subvariety of P((An)m) given by G-invariant homoge-
neous polynomial equations P1 = · · ·= Ps =0. Suppose that Y does not have H -9xed
points for some abelian subgroup H ⊂ G. Assume that there exists a G-variety X
which has a smooth H -9xed point and such that k(X ) = L′ as 9elds with G-action.
Then the system of equations
P1(a1; : : : ; am) = · · ·= Ps(a1; : : : ; am) = 0 (3.1)
has no nontrivial solutions in L.
We remark that if char(k) = 0 then a G-variety X such that k(X ) = L′ (as G-%elds)
always exists; see [13, Proposition 8.6 and Example 8:4c]. Moreover, we can choose
X to be smooth and projective; see [13, Proposition 2:2]. In view of Theorem 2.1, the
presence of an H -%xed point on such an X is a birational invariant, i.e., is independent
of the choice of the (smooth projective) model.
Proof. Suppose (a1; : : : ; am) ∈ Lm ⊂ k(X )m is a nontrivial solution of (3.1) and let
ai1; : : : ; ain be the conjugates of ai in L′. Then
f : x → [a11(x) : a12(x) : · · · : amn(x)]
is a G-equivariant rational map X− → P((An)m). By our choice of a1; : : : ; am, the
image of f lies in Y . Applying Theorem 2.1 to the rational map f :X− → Y , we
conclude that Y has an H -%xed point, a contradiction.
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In the sequel we shall use use Proposition 3.1 only for m = 1; the statement for
general m is intended to make it parallel to Proposition 3.3 below.
PGLn-varieties: Let P ∈ k[(Mn)m]PGLn ; it is a polynomial in the entries of m matrices
U1; : : : ; Um invariant under simultaneous conjugation. If A is a central simple algebra
of degree n and a1; : : : ; am ∈ A then we can de%ne P(a1; : : : ; am) as follows. Split A
by the separable closure UK of K : A ⊗K UK  Mn( UK). Thus A ,→ Mn( UK), and we can
evaluate P(a1; : : : ; am) ∈ UK .
The following lemma is well-known; for completeness we supply a short proof.
Lemma 3.2. P(a1; : : : ; am) lies in K and is independent of the choice of the isomor-
phism A⊗K UK  Mn( UK).
Proof. Any two choices of the isomorphism A⊗K UK  Mn( UK) diNer by conjugation by
some g ∈ PGLn( UK). Since P is PGLn(k)-invariant and PGLn(k) is dense in PGLn( UK),
conjugation by g does not change the value of P(a1; : : : ; am).
Consider the action of Gal( UK=K) on Mn( UK); for any  ∈ Gal( UK=K) and B1; : : : ; Bn ∈
Mn( UK), P((B1); : : : ; (Bn)) = (P(B1; : : : ; Bm)). The composition
Mn( UK)
∼→A⊗K UK Id⊗
−1
−−−−→A⊗K UK ∼→Mn( UK) →Mn( UK)
is an automorphism of Mn( UK) whose restriction to the center UK is trivial. Hence,
this composition is given by conjugation by some g ∈ PGLn( UK). It follows that for
a1; : : : ; am ∈ A, P(a1; : : : ; am) is %xed by Gal( UK=K) and thus lies in K .
To put the above lemma in perspective, we remark that, in fact, k[(Mn)m]PGLn is
known to be generated by elements of the form (i)(U ), where U is a monomial in
the m-matrices U1; : : : ; Um. This stronger assertion, proved by Sibirskii [23] and Procesi
[10] in characteristic 0 and, more recently, by Donkin [4] in arbitrary characteristic,
will not be used in the sequel. (We will, however, appeal to Lemma 3.2.)
Next we recall that if F is a %nitely generated extension of k then an element of
H 1(F;PGLn) may be interpreted either as a central simple algebra D of degree n with
center F or, alternatively, as a generically free PGLn-variety X such that k(X )PGLn =F .
It is shown in [12] (under the assumption char(k) = 0) that
D ∼= RMapsPGLn(X;Mn); (3.2)
where RMapsPGLn(X;Mn) is the algebra of PGLn-equivariant rational maps from X to
Mn; see also [15, Section 3]. Note that (3.2) is an isomorphism of F-algebras, where
we identify f ∈ F = k(X )PGLn with the PGLn-equivariant rational map X− → Mn(k)
given by x → f(x)In. (Here In denotes the n × n-identity matrix.) Moreover, for a
given D, (3.2) de%nes X uniquely, as a PGLn-variety, up to birational isomorphism;
see [13, Proposition 8.6 and Lemma 9.1].
Proposition 3.3. Let Y be the subvariety of P((Mn)m) cut out by PGLn-invariant
homogeneous polynomial equations P1 = · · ·= Ps = 0. Suppose Y has no 9xed points
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for some 9nite abelian subgroup H of PGLn. Then the system of equations
P1(x1; : : : ; xm) = · · ·= Ps(x1; : : : ; xm) = 0 (3.3)
has no nontrivial solutions in any central simple algebra D of the form D=RMapsPGLn
(X;Mn); where X is a generically free PGLn-variety which has a smooth H -9xed point.
Proof. Suppose system (3.3) has a nontrivial solution (x1; : : : ; xm). As D =
RMapsPGLn (X;Mn), each xi can be interpreted as a rational PGLn-invariant map X7Mn;
collectively, these elements de%ne a rational PGLn-equivariant map f:X7P((Mn)m).
By our choice of x1; : : : ; xm, the image of this map lies in Y . By Theorem 2.1, Y has
a H -%xed point, a contradiction.
Remark 3.4. If H is a %nite abelian p-group, then, in fact, the system (3.3) has
no nontrivial solutions in any prime-to-p extension D′ of D. Indeed, writing D′ as
RMapsPGLn(X
′;Mn), where X ′7X is an PGLn-equivariant rational cover of degree
prime to p, and arguing as above, we see that a nontrivial solution (x1; : : : ; xm) to
(3.3) in D′ gives rise to a diagram
X ′
f′−− → Y ⊂ P((Mn)m)
|
↓
X
By the Going Up Theorem [14, Proposition A.4], Y has an H -%xed point, a contra-
diction.
4. Abelian subgroups
In order to use Propositions 3.1 and 3.3, we need a description of abelian subgroups
H of Sn and PGLn. In this section we introduce the abelian subgroups that will be
used in subsequent applications.
We shall assume that the base %eld k contains all roots of unity. For a %nite abelian
group A of order prime to char(k), we shall denote its dual group Hom(A; k∗) by A∗.
Abelian subgroups of Sn: Let A= {a1; : : : ; an} be an abelian group of order n. The
right multiplication action of A on itself gives rise to an embedding
 A :A ,→ Sn:
(Note that if we relabel the elements of A;  A will change by an inner automorphism
of Sn.) Given a character 2 :A → k∗, let R2 = (2(a1); : : : ; 2(an)). It is easy to see that
kn =
⊕
2∈A∗
Spank(R2) (4.1)
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is a decomposition of kn as a direct sum of 1-dimensional character spaces for the
permutation action of A on kn (via  A); moreover, the character associated to Spank(R2)
is precisely 2−1.
In the sequel we will be interested in the permutation action of
H =  A1 (A1)×  A2 (A2) ⊂ Sn1 × Sn2 ⊂ Sn (4.2)
on kn. Here A1 and A2 are abelian groups of order n1 and n2, respectively, and n=n1+
n2. For future reference, we decompose this action as a direct sum of character spaces.
We shall write elements of kn = kn1+n2 as (R′; R′′), where R′ ∈ kn1 and R′′ ∈ kn2 . Let
V0 = {(a; : : : ; a︸ ︷︷ ︸
n1 times
; b; : : : ; b︸ ︷︷ ︸
n2 times
) | a; b ∈ k}.
Lemma 4.1.
kn = V0 ⊕
 ⊕
2∈A∗1−{1}
Spank(R2; 0)
⊕
 ⊕
3∈A∗2−{1}
Spank(0; R3)

is a decomposition of kn as a direct sum of character spaces for the H -action de-
9ned above. Here V0 is a 2-dimensional subspace with trivial associated character;
the remaining n − 2 summands are 1-dimensional subspaces with distinct nontrivial
characters.
Proof. The representation kn = kn1 × kn2 of H =  A1 (A1)×  A2 (A2) is the direct sum of
the natural (permutation) representations kn1 of  A1 (A1) ⊂ Sn1 and kn2 of  A2 (A2) ⊂ Sn2 .
The lemma now follows from (4.1).
Abelian subgroups of PGLn: Let A be an abelian subgroup of order n and V = k[A].
The group A acts on V by the regular representation a → Pa ∈ GL(V ), where
Pa
(∑
b∈A
cbb
)
=
∑
b∈A
cbab
for any a ∈ A and cb ∈ k. The dual group A∗ acts on V by the representation 2 →
D2 ∈ GL(V ), where
D2
(∑
a∈A
caa
)
=
∑
a∈A
ca2(a)a
for any 2 ∈ A∗ and ca ∈ k. Note that in the basis {a | a ∈ A} of V , each Pa is
represented by a permutation matrix and each D2 is represented by a diagonal matrix;
this explains our choice of the letters P and D. It is easy to see that
D2Pa = 2(a)PaD2; (4.3)
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hence, we have constructed an embedding
5A: A× A∗ ,→ PGL(V ) = PGLn (4.4)
given by (a; 2) → Pa ·D2, where Pa and D2 are the elements of PGL(V ), represented,
respectively, by Pa and D2 ∈ GL(V ).
For future reference we record two simple lemmas.
Lemma 4.2. For each a ∈ A and 2 ∈ A∗; Va;2 = Spank(PaD2) is a 1-dimensional
(A × A∗)-invariant subspace of Mn; with associated character (b; 3) → 2−1(b)3(a).
Moreover; the n2 matrices PaD2 form a k-basis of Mn.
Proof. The %rst assertion is immediate from (4.3). Since the n2 characters associated to
the spaces Va;2 are distinct, the second assertion now follows from linear independence
of characters.
Lemma 4.3. Let A be an abelian group of order n and (a; 2) be an element of order
c in A× A∗.
(a) (PaD2)c = 6In; where 6= 2(a)(1=2)c(c−1) =±1 and In is the n× n-identity matrix.
(b) The characteristic polynomial of PaD2 is r(t) = (tc − 6)n=c.
(c) Assume char(k) - ( nc )!. Then 
(i)(PaD2) = 0 for any i divisible by c.
Proof. (a) The identity (PaD2)c = 6In, where 6 = 2(a)(1=2)c(c−1), is immediate from
(4.3). To see that 6= 1 or −1, note that 62 = (2(a)c)c−1 = 1c−1 = 1.
(b) Let C be the cyclic subgroup of A×A∗ generated by (a; 2), so that c= |C|. For
each 8 ∈ (A×A∗)=C, let V8 be the vector subspace of Mn spanned by Pb D3, as (b; 3)
ranges over 8. Each V8 is a c-dimensional subspace of Mn, which is stable under right
multiplication by PaD2. Since the matrices PaD2 form a basis of Mn as (a; 2) ranges
over A× A∗ (see Lemma 4.2), we can write
Mn =
⊕
8∈(A×A∗)=C
V8: (4.5)
By part (a), (PaD2)c = 6In. It is now easy to see that the characteristic polynomial
for the action of PaD2 on each V8 is p(t) = tc − 6. Consequently, the characteristic
polynomial for the left multiplication action of PaD2 on Mn is q(t) = p(t)n
2=c (one
factor of p(t) for each subspace V8 in (4.5)), and the characteristic polynomial of the
n× n-matrix PaD2 (or, equivalently, of its action on n× 1-column vectors) is
r(t) = q(t)1=n = p(t)n=c = (tc − 6)n=c;
as claimed.
(c) The binomial formula tells us that under our assumption on char(k), every mono-
mial of the form tn−i with i divisible by c (and i 6 n), appears in r(t) with a nonzero
coe6cient. In other words, for these values of i, (i)(PaD2) = 0, as claimed.
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5. Proof of Theorem 1.6
We may (and will, throughout this section) assume without loss of generality that
k is an algebraically closed %eld. Otherwise we can simply replace D by UD=D⊗k Uk,
where Uk is the algebraic closure of k: if system (1.5) has no nontrivial solutions in UD,
it cannot have one in D.
Our goal is to deduce Theorem 1.6 as a special case of Proposition 3.3. We shall
now proceed to introduce the %nite abelian group H and the PGLn-varieties X and Y
and to show that they satisfy the conditions of Proposition 3.3. We will then apply
Proposition 3.3 with these H; X , and Y , to conclude that system (1.5) has no nontrivial
solutions in Dn or UD(n).
The group H : We de%ne H to be the %nite abelian subgroup of PGLn given by
H = A× A∗ 5A,→PGLn where A= Z=p1Z× : : :× Z=psZ: (5.1)
Here, as in Section 1, n=p1 : : : ps, where p1; : : : ; ps are not necessarily distinct primes;
the inclusion 5A is as in (4.4). Note that the assumption char(k) - n! of Theorem 1.6
implies that |H |= n2 is prime to char(k).
The variety X : We shall now write the algebras that come up in the statement
of Theorem 1.6, namely D = UD(n) and D = Dn, in the form RMapsPGLn(X;Mn) for
speci%c PGLn-varieties X . Note that we do not assume char(k) = 0.
Lemma 5.1 (Procesi). UD(n) = RMapsPGLn(X;Mn); where X = (Mn)
2 and PGLn acts
on X by simultaneous conjugation.
Proof. See [11] or [20, Theorem 14.16].
Let G be an algebraic group, S be a closed subgroup of G, and Y be an a6ne
S-variety. The groups S and G act on G× Y via respectively, s(g; y) = (gs−1; sy) and
g′(g; y)=(g′g; y); moreover, the two actions commute. Thus the quotient (G×Y )==S=
Spec(k[G × Y ]S) is a G-variety; we will denote it by G ∗S Y . We will restrict our
attention to the case where S is a %nite group of order prime to char(k). In this case a
theorem of Hilbert and Noether (see, e.g., [24, Theorem 1:1]) tells us that k[G × Y ]S
is a %nitely generated k-algebra, i.e., G ∗S Y is again an a6ne variety (of %nite type).
Lemma 5.2. There exists a faithful 2s-dimensional linear representation V of H such
that Dn  RMapsPGLn(X;Mn); where X = PGLn ∗H V .
Proof. Choose a set of generators a1; : : : ; as for A and a “dual” set of generators
21; : : : ; 2s for A∗ so that
2i(aj) =
{
1 if i = j;
pi if i = j;
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where pi is the same primitive pith root of unity used in de%ning (zi; wi)pi ; see (1.3)
and (1.4). Consider the faithful action of H = A× A∗ on V = k2s given by
(a; 2) : (81; : : : ; 8s; ;1; : : : ; ;s)
→ (2−1(a1)81; : : : ; 2−1(as)8s; 21(a);1; : : : ; 2s(a);s):
Set X = PGLn ∗H V and R= RMapsPGLn(X;Mn). Note that
k(X )PGLn = k(PGLn × V )PGLn×H = k(V )H = k(8p11 ; ;p1l ; : : : ; 8pss ; ;pss ): (5.2)
De%ne elements <i and 3i of R by
<i : [g; (81; : : : ; 8s; ;1; : : : ; ;s)] → 8igPaig−1;
3i : [g; (81; : : : ; 8s; ;1; : : : ; ;s)] → ;igD2ig−1:
(5.3)
These elements are well de%ned because <i(g; v)=<i(gh−1; hv) and 3i(g; v)=3i(gh−1; hv)
for every h ∈ H and i=1; : : : ; s; see (4.3). Note that since Pai and D2i generate Mn(k)
as a k-algebra, as i ranges from 1 to n (cf. Lemma 4.2), there exists a dense Zariski
dense open subset X0 ⊂ X such that
<i(x) and 3i(x) generate Mn(k) for every x ∈ X0: (5.4)
In particular, if f is a central element of R then f(x) is a scalar matrix for every
x ∈ X0. Consequently, the center Z(R) consists of rational maps X− → Mn whose
image lies in the subspace of scalar matrices. In other words,
Z(R) = k(X )PGLn ; (5.5)
where, as before, we identify f ∈ k(X )PGLn with the PGLn-equivariant rational map
X− → Mn(k) given by x → f(x)In.
We are now ready to construct an isomorphism between Dn and R. First we identify
Dn with the skew-polynomial ring
Dn = Z(R){x1; y1; : : : ; xs; ys};
where xpii =8
pi
i ; y
pi
i =;
pi
i , yixi=pi xiyi and all other pair of variables commute. (Recall
that Z(R) is the purely transcendental extension of k generated by 8p11 ; ;
p1
1 ; : : : ; 8
ps
s ; ;
ps
s ;
see (5.2) and (5.5).) Let 5: Dn → R be the Z(R)-algebra homomorphism given by
5(xi) = <i and 5(yi) = 3i. This homomorphism is well-de%ned because <i and 3i
satisfy the same relations as xi and yi; see (5.3) and (4.3).
We claim 5 is an isomorphism. Indeed, 5 is injective since Dn is a simple algebra.
Moreover, since dimk(Mn) = n2, it is easy to see that dimZ(R) R 6 n2 (see, e.g., [13,
Lemma 7:4(a)] for a characteristic-free proof). This shows that 5 is an isomorphism
and thus completes the proof of Lemma 5.2.
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The variety Y : We now de%ne the PGLn-variety Y by
Y =
{
(y1 : · · · : ym) ∈ P((Mn)m)
∣∣∣∣ (i)(y1) = · · ·= (i)(ym)(j)(y1 : : : ym) = 0
}
; (5.6)
as in Proposition 3.3. Recall that our goal is to use Proposition 3.3 to show that system
(1.5) has no nontrivial solutions.
Lemma 5.3. Under the assumptions of Theorem 1:6 (i.e., char(k) - n!; sqf (n) |m and
sqf (n) | i); H acts on Y without 9xed points.
Proof. The H -%xed points in P((Mn)m) are of the form y=(y1 : · · · : ym), where each
yi is either 0 or an element of Mn which spans a 1-dimensional character space for
H . Moreover, the associated characters of all non-zero yi have to be the same. Thus,
in view of Lemma 4.2, there exists an element (a; 2) ∈ A × A∗ such that yi = tiPaD2
for some t1; : : : ; tm ∈ k. Note that at least one ti has to be nonzero, since otherwise
y = (0 : · · · : 0) is not a well-de%ned point of P((Mn)m).
Now suppose y is an H -%xed point of Y . Substituting yi = tiPaD2 into the de%ning
equations for Y , we obtain
ti1
(i)(PaD2) = · · ·= tim(i)(PaD2);
t1 : : : tm(j)((PaD2)m) = 0:
(5.7)
Let c be the order of (a; 2) in A × A∗. Then c | exp(A); exp(A) = sqf (n), sqf (n) |m,
sqf (n) | i, and thus, c |m and c | i. By Lemma 4.3(a), (PaD2)m = ±In, and hence,
(j)((PaD2)m) = 0. By Lemma 4.3(c), (i)(PaD2) = 0. Therefore, we can rewrite
(5.7) as{
ti1 = · · ·= tim;
t1 : : : tm = 0:
This system has no solutions other than t1 = · · ·= tm =0, a contradiction. We conclude
that Y has no H -%xed points, as claimed.
Conclusion of the proof: In order to complete the proof, it remains to show that
X has a smooth H -%xed point; the desired conclusion will then follow by applying
Proposition 3.3 to the abelian group H and PGLn-varieties X and Y we introduced
above.
If D=UD(n) then X =(Mn)2 (see Lemma 5.1), and the origin is a smooth H -%xed
point of X .
If D=Dn then X =PGLn ∗H V = (PGLn×V )==H ; see Lemma 5.2. Since PGLn×V
is a smooth variety, and H acts freely on it, X is also smooth. Moreover, the point
of X represented by (1; 0) ∈ PGLn × V , is clearly %xed by H . Thus X has a smooth
H -%xed point, as claimed.
This completes the proof of Theorem 1.6.
Re9nements: A slight modi%cation of the above argument proves the following more
general variant of Theorem 1.6.
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Theorem 5.4. Let P(z1; : : : ; zv) ∈ k{z1; : : : ; zv} be a homogeneous (non-commutative)
polynomial of degree d in v variables. The system of equations{
(i)(xu1) = · · ·= (i)(xuv)
(j)(P(x1; : : : ; xv)) = 0
(5.8)
has no nontrivial solutions in Dn or UD(n); provided that
(i) iu and jd are divisible by sqf (n).
(ii) P(1; : : : ; v) = 0 for any (not necessarily primitive) ij-th roots of unity 1; : : : ; v.
Note that if we set u = 1, d = v = m and P(z1; : : : ; zv) = z1 : : : zv, then we recover
Theorem 1.6 from Theorem 5.4.
Remark 5.5. Suppose K = k(a1; b2; : : : ; al; bl) and
D = (a1; b1)r1 ⊗K · · · ⊗K (al; bl)rl
be a tensor product of generic symbol algebras of degree n= r1 : : : rl. Denote the least
common multiple of r1; : : : ; rl by e. (Equivalently, e is the exponent of D.) Then,
system (1.5) has no solutions in D as long as i and m are divisible by e. The proof
is the same as above, except that instead of choosing H and A as in (5.1), we take
H = 5A(A × A∗) with A = (Z=r1Z) × · · · × (Z=rlZ). Similarly, system (5.8) has no
solutions in D, provided that iu and jd is divisible by e, and condition (ii) of Theorem
5.4 holds.
Remark 5.6. Theorem 1.6 remains true if D is replaced by the general %eld extension
Ln=Kn. The reason is that there is a natural embedding 8 :Ln ,→ UD(n) such that
8 :(i)Ln=Kn(y) → 
(i)
UD(n)=Z(n)(8(y))
for every y ∈ Ln and every i= 1; : : : ; n. Indeed, recall that UD(n) is generated by two
generic n×n-matrices, X=(sij) and Y=(tij): we can de%ne 8(x)=X and 8(ai)=(i)(X ),
see, e.g., [9, Lemma II:1:4]. If system (1.5) had a nontrivial solution in Ln, it would
then have a nontrivial solution in UD(n), contradicting Theorem 1.6.
Remark 5.7. Suppose char(k) = 0; n= pr and D′ as a prime-to-p extension of Dn or
UD(n). Then Theorem 1.6, Corollary 1.7 and Theorem 5.4 remain valid if D is replaced
by D′. Indeed, let X be as in Lemma 5.1 (if D=UD(n)) or Lemma 5.2 (if D=Dn). Then
we can write D′ as RMapsPGLn(X
′;Mn), where X ′− → X is a PGLn-invariant rational
cover, of degree prime to p. The desired conclusion now follows from Remark 3.4.
6. Proof of Theorem 1.8
We may assume without loss of generality that k is an algebraically closed %eld;
otherwise we may simply replace Kn and Ln by Kn ⊗k Uk and Ln ⊗k Uk, respectively,
where Uk is the algebraic closure of k.
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Let f(x) = xn + a1xn−1 + · · · + an and Ln = Kn[x]=(f(x)), as in (1.6). The normal
closure of Ln over Kn is the %eld L′ = Kn(x1; : : : ; xn) = k(x1; : : : ; xn), where x1; : : : ; xn
are the roots of f; they are algebraically independent over k. We will identify Ln with
Kn(x1) by identifying x ∈ Ln with x1 ∈ k(x1; : : : ; xn) and ai with (−1)isi(x1; : : : ; xn),
where si is the ith elementary symmetric polynomial.
We shall deduce Theorem 1.8 as a particular case of Proposition 3.1, with m =
1; K = Kn; L = Ln; L′ as above, and G = Gal(L′=Ln) = Sn. We will now de%ne the
remaining objects that appear in the statement of Proposition 3.1, namely the abelian
subgroup H of G = Sn and the G-varieties X and Y .
We set H =H1×H2, with H1 =  A1 (A1) ⊂ Sn1 ; H2 =  A2 (A2) ⊂ Sn2 , as in (4.2); here
for i=1; 2, Ai is an abelian subgroup of order ni and exponent sqf (ni). More precisely,
if n1 = p1 : : : ps and n2 = q1 : : : qt are written as products of (not necessarily distinct)
primes then
H1  A1 = (Z=p1Z)× · · · × (Z=psZ)
and
H2  A2 = (Z=q1Z)× · · · × (Z=qtZ): (6.1)
We de%ne X = An, with the natural permutation action of G = Sn. If we denote the
coordinates on An by x1; : : : ; xn then k(X ) = k(x1; : : : ; xn) = L′ as %elds with Sn-action.
The origin is a smooth point of X %xed by Sn and, hence, by H .
The Sn-variety Y is de%ned as the subvariety of P(An) = Pn−1 given by
xm11 + · · ·+ xm1n = 0;
xm21 + · · ·+ xm2n = 0:
(6.2)
In order to apply Proposition 3.1, it is now su6cient to prove the following:
Lemma 6.1. Under assumptions (i) and (ii) of Theorem 1:8; Y has no H -9xed points.
Proof. By Lemma 4.1, the %xed points y for the H -action on Pn−1 =Pn1+n2−1 are of
one of the following three types:
Type I: y = Ra;b = (a : · · · : a︸ ︷︷ ︸
n1 times
: b : · · · : b︸ ︷︷ ︸
n2 times
), for some a; b ∈ k, not both 0.
Type II: y= (R2; 0) = (2(81) : · · · : 2(8n1 ) : 0 : · · · : 0), where H1 = {81; : : : ; 8n1} and
2 is a character of H1.
Type III: y = (0; R3) = (0 : · · · : 0 : 3(;1) : · · · : 3(;n2 )), where H2 = {;1; : : : ; ;n2}
and 3 is a character of H2.
Consider a point of type I. Substituting the coordinates of Ra;b into (6.2), we see
that Ra;b lies in Y if and only if (a; b) is a nontrivial solution of the homogeneous
system
n1am1 + n2bm1 = 0;
n1am2 + n2bm2 = 0:
(6.3)
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An elementary computation shows that under assumption (i) of Theorem 1.8 this system
has no nontrivial solutions. Hence we conclude that no point of type I can lie on Y .
We now turn to points of types II and III. Since H1 has exponent sqf (n1), we see
that 2(8i)sqf (n1) = 1 for every 8i ∈ H1. It follows from the assumptions of Theorem
1.8 that n1 = 0 in k and either m1 or m2 is divisible by sqf (n1); consequently, (R2; 0)
does not lie on Y . Similarly, (0; R3) does not lie on Y . Hence, no point of type II or
III lies on Y . This completes the proof of the lemma and thus of Theorem 1.8.
Remark 6.2. Theorem 1.8 fails if the %eld extension Ln=Kn is replaced by the generic
division algebra UD(n). Suppose, for simplicity, that k is an algebraically closed %eld
of characteristic zero. Then, by a theorem of Wedderburn, UD(3) is cyclic; thus it has
an elements x and y such that x = 3yxy−1, where 3 is a primitive cube root of 1.
It is now easy to see that tr(x) = tr(x2) = 0. On the other hand, Theorem 1.8 with
n1 = m1 = 1 and n2 = m2 = 2, says that no such element can exist in L3.
Another example of this kind can be constructed for n= 6. The algebra D=UD(6)
is known to be cyclic; hence, it has a non-zero element z such that tr(zi) = 0 for
i=1; : : : ; 5. On the other hand, Theorem 1.8 says that the systems tr(x)= tr(x5)= 0 or
tr(x2) = tr(x4) = 0 have no solutions in L∗6 .
Remark 6.3. Let n1 = p1 : : : ps and n2 = q1 : : : qt , where p1; : : : ; ps; q1; : : : ; qt are (not
necessarily distinct) primes. Suppose z1; : : : ; zs and w1; : : : ; wt are independent vari-
ables over k. Set E1 = k(z1; : : : ; zs; w
q1
1 ; : : : ; w
qt
t ), E2 = k(z
p1
1 ; : : : ; z
ps
s ; w1; : : : ; wt), and
F = k(zp11 ; : : : ; z
ps
s ; w
q1
1 ; : : : ; w
qt
t ). Then we can replace Ln=Kn by the n-dimensional etale
F-algebra E = E1 ⊕ E2 (cf. [12, Section 4]) in the statement of Theorem 1.8. In other
words,
under assumptions (i) and (ii) of Theorem 1:8 the system of equations tr(xm1 )=
tr(xm2 ) = 0 has no nontrivial solutions in E.
The role played by E in this setting is analogous to the role played by Dn in the
setting of Theorem 1.6. In particular, one can show that E = RMapsSn(X;A
n), where
X =Sn ∗H V , V is a faithful (s+ t)-dimensional linear representation of H =H1 ×H2,
and the algebra structure on RMapsSn(X;A
n) is induced from the algebra structure on
An = k ⊕ · · · ⊕ k︸ ︷︷ ︸
n times
(compare with Lemma 5.2). Since X has a smooth H -%xed point
(namely, the point represented by (id; 0) ∈ Sn × V ), the rest of our argument goes
through unchanged.
7. Systems of the form (m1)(x) = (m2)(x) = 0
We do not know whether or not the system tr(xm1 ) = tr(xm2 ) = 0 may be replaced
by the system
(m1)(x) = (m2)(x) = 0: (7.1)
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in the statement of Theorem 1.8. (Such a result would be of interest, since it would
mean that the general polynomial of degree n cannot be transformed, by a Tschirnhaus
substitution, into a polynomial tn + b1tn−1 + · · ·+ bn, with bm1 = bm2 = 0.) Every step
of our proof of Theorem 1.8 goes through in this case, except that system (6.3) is
replaced by the system
sm1 (a; : : : ; a; b; : : : ; b) = 0;
sm2 (a; : : : ; a; b; : : : ; b) = 0;
(7.2)
where (a; : : : ; a; b; : : : ; b) stands for (a; : : : ; a︸ ︷︷ ︸
n1 times
; b; : : : ; b︸ ︷︷ ︸
n2 times
) and si denotes the ith elementary
symmetric polynomial. Thus:
Proposition 7.1. Let n1 and n2 be positive integers prime to char(k); and Ln=Kn be
the general 9eld extension of degree n=n1 +n2. Then; system (7.1) has no nontrivial
solutions x ∈ L∗n ; provided that each sqf (ni) (i = 1; 2) divides m1 or m2 and system
(7.2) has no nontrivial solutions (a; b) ∈ k2.
Of course, this result is less satisfying than Theorem 1.8 because we do not know
for what values of n1, m1, n2 and m2 system (7.2) has no nontrivial solutions. (The
analogous question for system (6.3) is quite easy: the answer is given by condition (i)
of Theorem 1.8.) Nevertheless, for low values of n, Proposition 7.1 gives us a rather
complete picture. We shall give two such examples below.
Before proceeding with the examples, we record a simple observation.
Remark 7.2. Let E=F be a %eld extension of degree n. Multiplying (1.1) by det((	x)−1),
we obtain the identity (n−i)(x−1)=(i)(x)=(n)(x). In particular, if x ∈ E satis%es (7.1)
then (n−m1)(x−1) = (n−m2)(x−1) = 0.
Example 7.3. Let L5=K5 be the general %eld extension of degree 5 and let 1 6
m1 ¡m2 6 5. Then the system (7.1) has a nontrivial solution x ∈ L∗5 if and only
if (m1; m2) = (1; 3) or (2; 4).
Proof. By the theorem of Hermite cited in Example 1.1, system (7.1) has a solution
0 = x ∈ L5 for (m1; m2)= (1; 3). Then x−1 is a solution to (7.1) with (m1; m2)= (2; 4);
see Remark 7.2.
It remains to show that there are no solutions for any other values of m1 and m2. In-
deed, we may assume without loss of generality that m2 = 5, since (5)(x)=−det(x) =
0 for any x ∈ L∗5 . The remaining possibilities for (m1; m2) are: (1; 2); (1; 4); (2; 3); and
(3; 4). In view of Remark 7.2, we only need to consider (1; 2); (1; 4) and (2; 3).
(m1; m2)=(1; 2): By Newton’s formulas the system (1)(x)=(2)(x)=0 is equivalent
to tr(x) = tr(x2) = 0. The latter system has no solutions by Theorem 1.8 with n1 = 1
and n2 = 4. (Alternatively, use Proposition 7.1 with n1 = 1; n2 = 4 or appeal to [12,
Theorem 1:3(b)], with p= 2 and m= 2.)
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(m1; m2) = (1; 4): Apply Proposition 1:7 with n1 = 1 and n2 = 4. In this case (7.2)
reduces to
s1(a; b; b; b; b) = a+ 4b= 0;
s4(a; b; b; b; b) = b4 + 4ab3 = 0:
It is easy to see that this system has no nontrivial solutions. (Alternatively, use [12,
Theorem 6.1b].)
(m1; m2) = (2; 3): Apply Proposition 7.1 with n1 = 2 and n2 = 3. In this case (7.2)
becomes
s2(a; a; b; b; b) = a2 + 6ab+ 3b2 = 0;
s3(a; a; b; b; b) = 3a2b+ 6ab2 + b3 = 0:
This system has no nontrivial solutions.
Example 7.4. Let L6=K6 be the general %eld extension of degree 6 and let 1 6
m1 ¡m2 6 6. Then, system (7.1) has a nontrivial solution x ∈ L∗6 if and only if
(m1; m2) = (1; 3) or (3; 5).
Proof. The existence of solutions for (m1; m2)=(1; 3) and (3; 5) follows from Example
1.1 and Remark 7.2.
We may assume m2 6 5 because (6)(x) = det(x) = 0 for any x ∈ L∗6 . It is now
enough to show that there are no solutions for (m1; m2) = (1; 2); (1; 4); (1; 5); (2; 3),
and (2; 4); the remaining cases follow from these by Remark 7.2.
(m1; m2) = (1; 2): In this case (7.2) is equivalent to tr(x) = tr(x2) = 0. The latter
system has no solutions by Theorem 1.8 with n1 = 2 and n2 = 4. (Alternatively, use
Proposition 7.1 with n1 = 1; n2 = 4 or appeal to [12, Theorem 1:3(c)], with p = 2,
m= 2 and l= 1.)
(m1; m2)=(1; 4): Apply Proposition 7.1 with n1=2; n2=4. In this case (7.2) reduces
to 2a+ 4b= 6a2b2 + 8ab3 + b4 = 0. This system has no nontrivial solutions.
(m1; m2)=(1; 5): Apply Proposition 7.1 with n1=1, n2=5. In this case (7.2) reduces
to a + 5b = 5ab4 + b5 = 0. There are no nontrivial solutions. (Alternatively, use [12,
Theorem 1:3(b)] with p= 5.)
(m1; m2)=(2; 3): Apply Proposition 7.1 with n1=2; n2=4. In this case (7.2) becomes
a2 + 8ab+ 6b2 = 4a2b+ 12ab2 + 4b3 = 0. There are no nontrivial solutions.
(m1; m2)=(2; 4): Use Proposition 7.1 with n1 =2, n2 =4. In this case (7.2) becomes
a2 + 8ab+ 6b2 = 6a2b2 + 8ab3 + b4 = 0. Once again, there are no nontrivial solutions.
8. A further generalization
In this section, we will show that the assumption that the G-variety Y in Proposi-
tion 3.1 has no %xed points can sometimes be weakened. We will present a general
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result extending Proposition 3.1 and illustrate it with an example. One can generalize
Proposition 3.3 in a similar manner; we leave the details to an interested reader.
In this section we assume that k is algebraically closed.
Proposition 8.1. Assume
(i) L=K is a separable 9eld extension of degree n; L′ is the normal closure of L
over K; G =Gal(L′; K), and H is an abelian subgroup of G,
(ii) Y ⊃ Z are subvarieties of (An)m given; respectively; by systems of G-invariant
polynomial equations P1 = · · ·= Ps = 0 and Q1 = · · ·= Qr = 0;
(iii) there exists a complete H -variety W without H -9xed points and a regular
H -equivariant map h :Y − Z → W; and
(iv) there exists a G-variety X such that k(X )= L′ as 9elds with G-action; and X
has a smooth H -9xed point.
Then any solution (a1; : : : ; am) ∈ Lm of the system
P1(x1; : : : ; xm) = · · ·= Ps(x1; : : : ; xm) = 0 (8.1)
also satis9es the system
Q1(x1; : : : ; xm) = · · ·= Qr(x1; : : : ; xm) = 0: (8.2)
Note that since Z ⊂ Y , the ideal (Q1; : : : ; Qr) ⊂ k[(An)m] contains some power
of the ideal (P1; : : : ; Ps). Hence, any solution of (8.2) in Ln is a solution of (8.1).
Proposition 8.1 asserts that under assumptions (i)–(iv), the opposite is also true.
Proof. Given a solution (a1; : : : ; am) of (8.1), we construct a rational map f :X− →
Y ⊂ (An)m, as in the proof of Proposition 3.1. If (a1; : : : ; am) does not satisfy (8.2), then
f(X ) ⊂Z and hence, the composition X f− →Y h− →W is a well-de%ned H -equivariant
rational map. As X has a smooth H -%xed point, Theorem 2.1 says that W also has
one, a contradiction.
Remark 8.2. To see that Proposition 3.1 is a special case of Proposition 8.1, assume
that the polynomials P1; : : : ; Ps are homogeneous, so that Y is a cone in (An)m, and
Z is the origin in (An)m. Note that the origin of (An)m can be cut out by G-invariant
homogeneous polynomials (this is true for any %nite group representation), thus we can
choose Q1; : : : ; Qr ∈ k[(An)m]G to be generators of the ideal of the origin in k[(An)m].
Let W ⊂ P((An)m) be the projectivisation of the cone Y , and h :Y − Z → W the
natural projection. If W has no H -%xed points, and X has a smooth H -%xed point then
Proposition 8.1 implies that system (8.1) has no solutions, except for x1 = · · ·= xm=0.
This is precisely the statement of Proposition 3.1.
Remark 8.3. Proposition 8.1 can be applied in the following situation. Suppose that Z
is the singular set of Y . Let Y˜ be the closure of Y ⊂ (An)m=Anm in Pnm ⊃ Anm; note
that the G-action on (An)m extends to a regular G-action on Pnm, and Y˜ is G-invariant.
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Let < :W → Y˜ be the canonical resolution of singularities. Such a resolution is known
to exist if char(k) = 0; see the discussion and the references in [14, Section 3]. Note
that < is an isomorphism over Y − Z and thus we can take h= <−1: Y − Z → W . If
W has no H -%xed points then Proposition 8.1 applies.
Example 8.4. Suppose n is prime and n = char(k). Then for any c ∈ k the equation
n−1∑
i=1
(i)(x)n(n)(x)n−1−i + c(n)(x)2n−2 = 0; (8.3)
has no nontrivial solutions in the general %eld extension Ln=Kn; see (1:6). Here (i)
stands for (i)Ln=Kn .
Proof. We may assume without loss of generality that k is algebraically closed, and
thus, contains the roots of unity.
First consider the case c = 0. We apply Proposition 8.1 in the following setting:
K = Kn; L= Ln; G = Sn; X =An with the natural Sn-action, H is the cyclic subgroup
of Sn generated by the n-cycle h= (1 2 : : : n), s = m= 1, and P1 = sn1s
n−2
n + s
n
2s
n−3
n +
· · ·+ snn−1 + cs2n−2n , where si denotes the ith elementary symmetric polynomial in the
coordinates x1; : : : ; xn in An. (To construct P1, we replaced (i)(x) by (−1)isi(x1; : : : ; xn)
in the left-hand side of (8:3).) Note that P1 is not homogeneous in x1; : : : ; xn as c = 0.
We take Z to be the origin in An. Similarly to Remark 8.3, let Y˜ the closure of
Y ⊂ An in Pn; then the H -action on Y˜ − Z is free. Let P˜n → Pn be the blowup of Z ;
we identify its exceptional divisor S with Pn−1. Let Y ′ be the strict transform of Y˜ ;
then Y ′ → Y˜ is a blowup centered at Z , and S ∩ Y ′ is the hypersurface in Pn−1 given
by the homogeneous equation UP1 = 0 where UP1 = sn1s
n−2
n + s
n
2s
n−3
n + · · · + snn−1 is the
initial form of P1.
The intersection S ∩ Y ′ contains H -%xed points q = (1 :  : 2 : · · · : n−1) for each
nth root of unity  = 1. Let W → Y ′ be the blowup of these n− 1 points. We claim
that W has no H -%xed points.
To see this, consider the hypersurfaces Si ⊂ P˜n for i = 1; : : : ; n − 1 which are the
closures in P˜n of the hypersurfaces in An − Z given by the equations si =0. For each
i, the intersection Si ∩ S is the hypersurface in S = Pn−1 given by the homogeneous
equation si = 0; in particular, each Si passes through q. Consider the (n − 1) × (n −
1) Jacobian determinants Dl(q) = det(@si=@xj)(q), where i = 1; : : : ; n − 1 and j =
1; : : : ; lˆ; : : : ; n. By Newton’s formulas Dl(q)=det(@pi=@xj)(q), where pi=xi1+· · ·+xin.
The latter determinant is a Vandermonde determinant, which does not vanish at q. This
shows that the hypersurfaces Si∩S are smooth and intersect transversely (in S=Pn−1)
at each q; hence S1; : : : ; Sn−1 and S are smooth and intersect transversely (in P˜n) at
each q.
Thus the tangent spaces Tq(S1); : : : ; Tq(Sn−1), together with Tq(S), form a system
of coordinate hyperplanes in Tq(P˜n). Since each Si is H -invariant, the linear H -action
on Tq(P˜n) is diagonalized in this coordinate system. The group H acts by diNerent
characters on each of the coordinate directions; in fact, h acts by multiplication by i on
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Tq(P˜n)=Tq(Si), and trivially on Tq(P˜n)=Tq(S). Identifying the exceptional divisor Eq
of the blowup of P˜n centered at q, with P(Tq(P˜n)), we see that the H -%xed points on
Eq are the points of P(Tq(P˜n)) that correspond to the directions of the coordinate axes
in Tq(P˜n). The exceptional divisor of W over q is the projectivisation of the tangent
cone to Y ′ at q, and the latter does not contain the coordinate axes. We conclude that
W does not have H -%xed points, as claimed.
Thus, we may apply Proposition 8.1; it shows that Eq. (8.3) has no nontrivial solu-
tions, similarly to Remark 8.2
In case c = 0, we need to make the following changes. Now Y is an a6ne cone;
we take Z to be the union of (n − 1)! lines that correspond to the points (1 : · · · :
n) ∈ Pn−1 where 1; : : : ; n are diNerent nth roots of unity; this includes the lines
that correspond to the points q. Now let Y ′ be the blowup of Y˜ at the origin as
before, and W be the blowup of Y ′ at the lines that make up the strict transform
of Z in Y ′. (Alternatively, we may take the route similar to Remark 8.2 and set W
to be the blowup of P(Y ) at the points q.) Then W does not have H -%xed points,
and Proposition 8.1 shows that any x ∈ Ln satisfying (8.3) also satis%es system (8.2),
which in our case is
(1)(x) = · · ·= (n−1)(x) = 0: (8.4)
One can now show directly that Ln does not have a nonzero element x satisfying (8.4);
otherwise Ln=Kn would have to be a cyclic extension, a contradiction. Alternatively,
one can show that system (8.4) has no nontrivial solutions by applying Proposition 8.1
one more time, as follows:
• take the new H to be any cyclic subgroup of G=Sn of order diNerent from n and 1;
• the new Y to be the old Z , i.e., Pi = si(x1; : : : ; xn) for i = 1; : : : ; n− 1.
• the new Z to be the origin in An, i.e., Qj = sj(x1; : : : ; xn) for j = 1; : : : ; n.
• the new W to be the normalization of Z , i.e., the disjoint union of (n− 1)! lines.
Applying Proposition 8.1 we see that system (8.4) has no nontrivial solutions and,
hence, neither does Eq. (8.3).
9. Equations in octonion algebras
Preliminaries: Let F be a %eld of characteristic = 2. Recall that for any 0 =
a; b; c ∈ F , the octonion (or Cayley–Dickson) algebra OF(a; b; c) is de%ned as follows.
The quaternion algebra
(a; b)2 = F{i; j}=(i2 = a; j2 = b; ji =−ij)
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is equipped with an involution x → Ux given by
x0 + x1i + x2j + x3ij = x0 − x1i − x2j − x3ij (9.1)
for any x0; : : : ; x3 ∈ F . Now OF(a; b; c)def=(a; b)2⊕(a; b)2l is an 8-dimensional F-algebra
with (nonassociative) multiplication given by (x+yl)(z+wl)=(xz+c Uwy)+(wx+y Uz)l.
The involution (9.1) extends from (a; b)2 to OF(a; b; c) via x + yl= Ux−yl. The algebra
OF(a; b; c) is also equipped with F-valued trace and norm functions given by tr(x) =
x+ Ux and n(x)=x Ux= Uxx such that x2− tr(x)x+n(x)=0 for any x ∈ OF(a; b; c); we can
think of tr(x) as (1)(x) and n(x) as (2)(x). Note that tr(x) is intrinsically de%ned in
OK (a; b; c), i.e., tr(x) = tr((x)), where  is a K-algebra automorphism in OK (a; b; c);
the same is true of n(x). For a more detailed description of octonion algebras we refer
the reader to [21].
Two octonion algebras will be of particular interest to us: the split algebra OF(1; 1; 1)
over F and the generic algebra Ogen =OK (a; b; c), where K = k(a; b; c) and a; b; c are
algebraically independent over k.
By a theorem of Zorn [21, III.3.17], any 8-dimensional F-algebra A such that A⊗F
F ′  OF(1; 1; 1) for some %eld extension F ′=F , is necessarily isomorphic to OF(a; b; c)
for some a; b; c ∈ F∗. This means that octonion algebras are “forms” of the split
octonion algebra Ok(1; 1; 1) in the same way as central simple algebras are “forms” of
the matrix algebra Mn(k).
G2-equivariant maps: From now on we shall assume the base %eld k to be alge-
braically closed and of characteristic = 2.
Recall that the automorphism group of the split octonion algebra O=Ok(1; 1; 1) is
the exceptional group G2. Octonion algebras are related to G2-varieties in the same
way as central simple algebras are related to PGLn-varieties. In particular, if k is of
characteristic 0 then any octonion algebra whose center is a %nitely generated %eld
extension of k can be written in the form RMapsG2 (X;O), where O is viewed as
an 8-dimensional vector space with the natural G2-action and X is a generically free
G2-variety, uniquely determined up to birational isomorphism.
From now on, let H  (Z=2)3 be the subgroup of G2 generated by D1; D2 and D3,
where
D1(i) =−i; D1(j) = j; D1(l) = l;
D2(i) = i; D2(j) =−j; D2(l) = l;
D3(i) = i; D3(j) = j; D3(l) =−l: (9.2)
Lemma 9.1. The generic octonion algebra Ogen is isomorphic to RMapsG2 (X; V ); where
X = G2 ∗H V and V = Span{i; j; k} is the 3-dimensional faithful representation of H
given by (9.2).
Proof. The proof is similar to the proof of Lemma 5.2, so we will only outline it
below.
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Let 8; ;; E be the coordinates of V relative to the basis {i; j; l}, let R=RMapsG2 (X;O)
and let <1; <2; <3 :X− → O be the elements of R given by
<1 : [g; (8; ;; E)] → 8g(i);
<2 : [g; (8; ;; E)] → ;g(j);
<3 : [g; (8; ;; E)] → Eg(l): (9.3)
It is easy to see that these maps are well-de%ned, i.e. <a(g; v) = <a(gh−1; hv). Let
K = k(X )G2 = k(V )H = k(82; ;2; E2):
We now identify Ogen with OK (82; ;2; E2), and de%ne 5:Ogen → R by 5(i)=<1, 5(j)=
<2 and 5(l) = <3. Then 5 is well-de%ned; see (9.3). Since O is a (non-associative)
division algebra, 5 is injective. To see that 5 is an isomorphism, we only need to
show that dimK (R)6 8; this follows from [13, Lemma 7.4(a)].
G2-invariant polynomials: Consider the diagonal G2-action on the 8m-dimensional
k-vector space W = Om. Let P ∈ k[W ]G2 be a G-invariant polynomial and let A =
OF(a; b; c) be an octonion algebra. Identifying A with an F-subalgebra of A ⊗F F ′ 
OF′(1; 1; 1), where F ′=F(
√
a;
√
b;
√
c), we can de%ne P(a1; : : : ; am) for any a1; : : : ; am ∈
A. Arguing as in Lemma 3.2, we see that P(a1; : : : ; am) is well-de%ned and lies in F
for any a1; : : : ; am ∈ A. (This also follows from a theorem of Schwarz [22, (3.23)],
which asserts that k[W ]G2 is generated by elements of the form tr(M), where M is a
monomial in u1; : : : ; um ∈ O.)
Proposition 9.2. Let H  (Z=2)3 be the subgroup of G2 de9ned in (9:2). Suppose the
subvariety Y of P(Om); cut out by homogeneous G2-invariant polynomials P1 = · · ·=
Pr = 0; does not have an H -9xed point. Then the system
P1(x1; : : : ; xm) = · · ·= Pr(x1; : : : ; xm) = 0 (9.4)
has no nontrivial solutions in any octonion algebra of the form RMapsG2 (X;O); where
X is a G2-variety with a smooth H -9xed point. In particular; system (9:4) has no
nontrivial solutions in the generic octonion algebra Ogen.
Proof. We argue as in the proof of Proposition 3.3. Assume, to the contrary, that
(a1; : : : ; am) is a nontrivial solution of (9.4). Each ai is a G2-equivariant rational map
X− → Om; together they de%ne a G2-equivariant rational map f :X− → Y ⊂ P(Om).
Applying the Going Down Theorem 2.1, we obtain a contradiction.
This proves the %rst assertion of the proposition. The second assertion follows from
Lemma 9.1. Indeed, the variety X = G2 ∗H V de%ned there has a smooth %xed point,
namely (1; 0).
A system of equations: We are now ready to state and prove the main result of this
section.
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Theorem 9.3. Let Q(x1; : : : ; xm) be (a noncommutative and nonassociative) homoge-
neous polynomial of even degree in x1; : : : ; xm such that Q(61; : : : ; 6m) = 0 for any
(2s)th roots of unity 61; : : : ; 6m; and let m and s be positive integers. Then the system
tr(x2s1 ) = · · ·= tr(x2sm );
tr(Q(x1; : : : ; xm)) = 0;
(9.5)
has no non-zero solutions in any octonion algebra of the form RMapsG2 (X;O); where
X is a generically free G2-variety with a smooth H -9xed point. In particular; system
(9:5) has no nontrivial solutions in the generic octonion algebra Ogen.
Here H = 〈D1; D2; D3〉  (Z=2Z)3 is the subgroup of G2 de%ned in (9.2).
Proof. According to Proposition 9.2, it is enough to check that the variety
Y = {(U1 : · · · : Um) ∈ P(Om) | tr(U 2s1 ) = · · ·= tr(U 2sm ); tr(Q(U1; : : : ; Um)) = 0}
(where U1; : : : ; Um ∈ O are taken up to multiplication by an element of k) has no
H -%xed points.
A point (U1 : · · · : Um) ∈ P(Om) is H -%xed iN all Ur lie in the same character
space for the H -action on O. In other words, there exists a  ∈ {1; i; j; l; ij; il; jl; ijl}
such that every Ur is of the form Ur = ur for some ur ∈ k. Note that at least one
ur is non-zero; otherwise the point (U1 : · · · : Um) is not well-de%ned in P(Om). The
condition that such a %xed point lies in Y translates into the system
u2s1 = · · ·= u2sm ;
Q(u1; : : : ; um) = 0
of homogeneous equations in u1; : : : ; um. If u1 = 0 then the remaining ur are also equal
to 0, a contradiction. If u1 = 0 then 6r = ur=u1 is a (2s)th root of unity for each
r=1; : : : ; m, and Q(61; : : : ; 6m)=0, contradicting our assumption on Q. This shows that
Y has no H -%xed points.
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