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Abstract
Joint representation learning of words and enti-
ties benefits many NLP tasks, but has not been
well explored in cross-lingual settings. In this
paper, we propose a novel method for joint rep-
resentation learning of cross-lingual words and
entities. It captures mutually complementary
knowledge, and enables cross-lingual infer-
ences among knowledge bases and texts. Our
method does not require parallel corpora, and
automatically generates comparable data via
distant supervision using multi-lingual knowl-
edge bases. We utilize two types of regu-
larizers to align cross-lingual words and enti-
ties, and design knowledge attention and cross-
lingual attention to further reduce noises. We
conducted a series of experiments on three
tasks: word translation, entity relatedness, and
cross-lingual entity linking. The results, both
qualitatively and quantitatively, demonstrate
the significance of our method.
1 Introduction
Multi-lingual knowledge bases (KB) storemillions
of entities and facts in various languages, and pro-
vide rich background structural knowledge for un-
derstanding texts. On the other hand, text cor-
pus contains huge amount of statistical information
complementary to KBs. Many researchers lever-
age both types of resources to improve various nat-
ural language processing (NLP) tasks, such as ma-
chine reading (Yang and Mitchell, 2017), question
answering (He et al., 2017; Hao et al., 2017).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, Wang et al. (2014); Yamada et al. (2016);
Cao et al. (2017) utilize the co-occurrence infor-
mation to align similar words and entities with sim-
ilar embedding vectors. Toutanova et al. (2015);
Corresponding author.
Wu et al. (2016); Han et al. (2016); Weston et al.
(2013a); Wang and Li (2016) represent entities
based on their textual descriptions together with
the structured relations. Thesemethods focused on
mono-lingual settings. However, for cross-lingual
tasks (e.g., cross-lingual entity linking), these ap-
proaches need to introduce additional tools to do
translation, which suffers from extra costs and in-
evitable errors (Ji et al., 2015, 2016).
In this paper, we carry out cross-lingual joint
representation learning, which has not been fully
researched in the literature. We aim at creating a
unified space for words and entities in various lan-
guages, and easing cross-lingual semantic compar-
ison, which will benefit from the complementary
information in different languages. For instance,
two different meanings of word center in English
are expressed by two different words in Chinese:
center as the activity-specific building is expressed
by 中心, center as the basketball player role is 中
锋.
Our main challenge is the limited availability
of parallel corpus, which is usually either expen-
sive to obtain, or only available for certain narrow
domains (Gouws et al., 2015). Many work has
been done to alleviate the problem. One school
of methods uses adversarial technique or domain
adaption to match linguistic distribution (Zhang
et al., 2017b; Barone, 2016; Cao et al., 2016).
These methods do not require parallel corpora.
The weakness is that the training process is un-
stable and that the high complexity restricts the
methods only to small-scale data. Another line
of work uses pre-existing multi-lingual resources
to automatically generate “pseudo bilingual docu-
ments” (Vulic and Moens, 2015, 2016). However,
negative results have been observed due to the oc-
casional poor quality of training data (Vulic and
Moens, 2016). All above methods only focus on
words. We consider both words and entities, which
makes the parallel data issue more challenging.
In this paper, we propose a novel method
for joint representation learning of cross-lingual
words and entities. The basic idea is to capturemu-
tually complementary knowledge in a shared se-
mantic space, which enables joint inference among
cross-lingual knowledge base and texts without ad-
ditional translations. We achieve it by (1) utilizing
an existing multi-lingual knowledge base to auto-
matically generate cross-lingual supervision data,
(2) learning mono-lingual word and entity rep-
resentations, (3) applying cross-lingual sentence
regularizer and cross-lingual entity regularizer to
align similar words and entities with similar em-
beddings. The entire framework is trained using
a unified objective function, which is efficient and
applicable to arbitrary language pairs that exist in
multi-lingual KBs.
Particularly, we build a bilingual entity network
from inter-language links 1 in KBs for regulariz-
ing cross-lingual entities through a variant of skip-
gram model (Mikolov et al., 2013c). Thus, mono-
lingual structured knowledge of entities are not
only extended to cross-lingual settings, but also
augmented from other languages. On the other
hand, we utilize distant supervision to generate
comparable sentences for cross-lingual sentence
regularizer to model co-occurrence information
across languages. Compared with “pseudo bilin-
gual documents”, comparable sentences achieve
higher quality, because they rely not only on
the shared semantics at document level, but also
on cross-lingual information at sentence level.
We further introduce two attention mechanisms,
knowledge attention and cross-lingual attention, to
select informative data in comparable sentences.
Our contributions can be concluded as follows:
• We proposed a novel method that jointly
learns representations of not only cross-
lingual words but also cross-lingual entities in
a unified vector space, aiming to enhance the
embedding quality from each other via com-
plementary semantics.
• Our proposed model introduces distant su-
pervision coupled with attention mechanisms
to generate comparable data as cross-lingual
supervision, which can benefit many cross-
lingual analysis.
1https://en.wikipedia.org/wiki/Help:
Interlanguage_links
• We did qualitative analysis to have an in-
tuitive impression of our embeddings, and
quantitative analysis in three tasks: word
translation, entity relatedness, and cross-
lingual entity linking. Experiment results
show that our method demonstrates signifi-
cant improvements in all three tasks.
2 Related Work
Jointly representation learning of words and enti-
ties attracts much attention in the fields of Entity
Linking (Zhang et al., 2017a; Cao et al., 2018),
Relation Extraction (Weston et al., 2013b) and so
on, yet little work focuses on cross-lingual set-
tings. Inspiringly, we investigate the task of cross-
lingual word embedding models (Ruder et al.,
2017), and classify them into three groups accord-
ing to parallel corpora used as supervisions: (i)
methods requiring parallel corpus with aligned
words as constraint for bilingual word embed-
ding learning (Klementiev et al., 2012; Zou et al.,
2013; Wu et al., 2014; Luong et al., 2015; Am-
mar et al., 2016; Soricut and Ding, 2016). (ii)
methods using parallel sentences (i.e. translated
sentence pairs) as the semantic composition of
multi-lingual words (Gouws et al., 2015; Kociský
et al., 2014; Hermann and Blunsom, 2014; Chan-
dar et al., 2014; Shi et al., 2015; Mogadala and
Rettinger, 2016). (iii) methods requiring bilingual
lexicon to map words from one language into the
other (Mikolov et al., 2013b; Faruqui and Dyer,
2014; Xiao and Guo, 2014).
Themajor weakness of these methods is the lim-
ited availability of parallel corpora. One remedy is
to use existing multi-lingual resources (i.e. multi-
lingual KB). Camacho-Collados et al. (2015) com-
bines several KBs (Wikipedia, WordNet and Ba-
belNet) and leverages multi-lingual synsets to
learn word embeddings at sense level through an
extra post-processing step. Artetxe et al. (2017)
starts from a small bilingual lexicon and using
a self-learning approach to induce the structural
similarity of embedding spaces. Vulic and Moens
(2015, 2016) collect comparable documents on
same themes from multi-lingual Wikipedia, shuf-
fle and merge them to build “pseudo bilingual doc-
uments” as training corpora. However, the qual-
ity of “pseudo bilingual documents” are difficult
to control, resulting in poor performance in several
cross-lingual tasks (Vulic and Moens, 2016).
Another remedy matches linguistic distribu-
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Figure 1: The overview framework of our method. The inputs and outputs of each step are listed in the three levels.
Particularly, there are three main components of joint representation learning. Red texts with brackets are anchors,
dashed lines denote entity relations, and solid lines are cross-lingual links.
tion via adversarial training (Barone, 2016; Zhang
et al., 2017b; Lample et al., 2018), domain adap-
tion (Cao et al., 2016). However, these methods
suffer from the instability of training process and
the high complexity. This either limits the scala-
bility of vocabulary size or relies on a strong dis-
tribution assumption.
Inspired by Vulic and Moens (2016), we gener-
ate highly qualified comparable sentences via dis-
tant supervision, which is one of the most promis-
ing approaches to addressing the issue of sparse
training data, and performs well in relation extrac-
tion (Lin et al., 2017a; Mintz et al., 2009; Zeng
et al., 2015; Hoffmann et al., 2011; Surdeanu et al.,
2012). Our comparable sentencesmay further ben-
efit many other cross-lingual analysis, such as in-
formation retrieval (Dong et al., 2014).
3 Preliminaries and Framework
3.1 Preliminaries
Given a multi-lingual KB, we take (i) text cor-
pus, (ii) entity and their relations, (iii) a set of an-
chors as inputs, and learn embeddings for each
word and each entity in various languages. For
clarity, we use English and Chinese as sample lan-
guages in the rest of the paper, and use superscript
y 2 fen; zhg to denote language-specific parame-
ters2.
2We choose English and Chinese as example lan-
guages because they are top-ranked according to to-
tal number of speakers, the full list can be found in
We use multi-lingual Wikipedia as KB includ-
ing a set of entities Ey = feyi g and their articles.
We concatenate these articles together, and form
text corpus Dy = hwy1 ; : : : ; wyi ; : : : ; wyjDji. Hy-
per links in articles are denoted by Anchors Ay =
fhwyi ; eyj ig, which indicates that word wyi refers
to entity eyj . Gy = (Ey;Ry) is the mono-lingual
Entity Network (EN), where Ry = fheyi ; eyj ig
if there is a link between eyi ; e
y
j . We use inter-
language links in Wikipedia as cross-lingual links
Ren zh = fheeni ; ezhi0 ig, indicating eeni ; ezhi0 refer
to the same thing in English and Chinese. Cross-
lingual word and entity representation learning
is to map words and entities in different languages
into a unified semantic space. Each word and en-
tity obtain their embedding vectors3 wyi and e
y
j .
3.2 Framework
To alleviate the heavy burden of limited parallel
corpora and additional translation efforts, we uti-
lize existing multi-lingual resources to distantly
supervise cross-lingual word and entity represen-
tation learning, so that the shared embedding
space supports joint inference among KB and texts
across languages. As shown in Figure 1, our
framework has two steps: (1) Cross-lingual Su-
https://en.wikipedia.org/wiki/Lists_of_
languages_by_number_of_speakers.
3For the cross-lingual linked entities sharing the same
strings (e.g., NBA and NBA (zh)), which is an infrequent situ-
ation between languages, we use separated representations to
keep training objective consistent and avoid confusion.
pervision Data Generation builds a bilingual en-
tity network and generates comparable sentences
based on cross-lingual links; (2) Joint Represen-
tation Learning learns cross-lingual word and en-
tity embeddings using a unified objective function.
Our assumption throughout the entire framework
is as follows: The more words/entities two contexts
share, the more similar they are.
As shown in Figure 1, we build a bilingual
EN Gen zh by using Gen;Gzh and cross-lingual
linksRen zh. Thus, entities in different languages
shall be connected in a unified network to facil-
itate cross-lingual entity alignments. Meanwhile,
fromKB articles, we extract comparable sentences
Sen zh = fhsenk ; szhk ig as high qualified parallel
data to align similar words in different languages.
Based on generated cross-lingual data
Gen zh;Sen zh and mono-lingual data Dy,
Ay, where y 2 fen; zhg, we jointly learn cross-
lingual word and entity embeddings through three
components: (1) Mono-lingual Representation
Learning, which learns mono-lingual word and
entity embeddings for each language by modeling
co-occurrence information through a variant of
skip-gram model (Mikolov et al., 2013c). (2)
Cross-lingual Entity Regularizer, which aligns
entities that refer to the same thing in different
languages by extending the mono-lingual model
to bilingual EN. For example, entity Foust in
English and entity 福 斯 特 (Foust) in Chinese
are closely embedded in the semantic space
because they share common neighbors in two
languages, All-star and NBA 选秀 (draft), etc..
(3) Cross-lingual Sentence Regularizer, which
models cross-lingual co-occurrence at sentence
level in order to learn translated words to have
most similar embeddings. For example, English
word basketball and the translated Chinese word
篮球 frequently co-occur in a pair of comparable
sentences, therefore, their vector representations
shall be close in the semantic space. The above
components are trained jointly under a unified
objective function.
4 Cross-lingual Supervision Data
Generation
This section introduces how to build a bilingual
entity network Gen zh and comparable sentences
Sen zh from a multi-lingual KB.
4.1 Bilingual Entity Network Construction
Entities with cross-lingual links refer to the same
thing, which implies they are equivalent across
languages. Conventional knowledge representa-
tion methods only add edges between eeni and
ezhi0 indicating a special “equivalent” relation (Zhu
et al., 2017). Instead, we build Gen zh = (Een [
Ezh;Ren[Rzh[R˜en zh) by enriching the neigh-
bors of cross-lingual linked entities. That is, we
add edges R˜en zh between two mono-lingual ENs
by letting all neighbors of eeni be neighbors of ezhi0 ,
and vice versa, if heeni ; ezhi0 i 2 Ren zh.
Gen zh extends Gen and Gzh to bilingual set-
tings in a natural way. It not only keeps a con-
sistent objective in mono-lingual ENs—entities,
no matter in which language, will be embedded
closely if share common neighbors—but also en-
hances each other with more neighbors in the for-
eign language.
Following the method in Zhu et al. (2017), there
will be no edge between Chinese entity 福斯特
(Foust) and English entity Pistons, which implies
a wrong fact that 福斯特 (Foust) does not belong
to Pistons. Our method enriches the missing rela-
tion between entities 福斯特 (Foust) and 活塞队
(Pistons) in incomplete Chinese KB through cor-
responding English common neighbors, Allstar,
NBA, etc., as illustrated in Figure 1.
4.2 Comparable Sentences Generation
To supervise the cross-lingual representation
learning of words, we automatically generate com-
parable sentences as cross-lingual training data.
Comparable sentences are not translated paired
sentences, but sentences with the same topic in dif-
ferent languages. As shown in the middle layer
(Figure 1), the pair of sentences are comparable
sentences: (1) “Lawrence Michael Foust was an
American basketball player who spent 12 seasons
in NBA”, (2) “拉里·福斯特 (Lawrence Foust) 是
(was)美国 (American) NBA联盟 (association)的
(of) 前 (former) 职业 (professional) 篮球 (basket-
ball) 运动员 (player)”.
Inspired by the distant supervision technique
in relation extraction, we assume that sentence
senk in Wikipedia articles of entity eeni explicitly
or implicitly describes eeni (Yamada et al., 2017),
and that senk shall express a relation between eeni
and eenj if another entity eenj is in senk . Mean-
while, we find a comparable sentence szhk0 in an-
other language which satisfies szhk0 containing ezhj0
in Wikipedia articles of Chinese entity ezhi0 , where
heeni ; ezhi0 i; heenj ; ezhj0 i 2 Ren zh. As shown in Fig-
ure 1, the sentences in the second level are compa-
rable due to the similar theme of the relation be-
tween entity Foust and NBA. To find this type of
sentences, we search the anchors in the English
aritcle and Chinese article of cross-lingual entity
Foust, respectively, and extract the sentences in-
cluding another crosslingual entity NBA. Compa-
rable sentences can be regarded as cross-lingual
contexts.
Unfortunately, comparable sentences suffer
from two issues caused by distant supervision:
Wrong labelling. Take English as sample, there
may be several sentences senk,ljLl=1 containing the
same entity eenj in the article of eeni . A straightfor-
ward solution is to concatenate them into a longer
sentence senk , but this increases the chance to in-
clude unrelated sentences.
Unbalanced information. Sometimes the pair
of sentences convey unbalanced information, e.g.,
the English sentence in the middle layer (Figure 1)
contains Foust spent 12 seasons in NBA while the
comparable Chinese sentence not.
To address the issues, we propose knowledge at-
tention and cross-lingual attention to filter out un-
related information at sentence level, and at word
level respectively.
5 Joint Representation Learning
As shown in Figure 2, there are three components
in learning cross-lingual word and entity represen-
tations, which are trained jointly. In this section,
we will describe them in detail.
5.1 Mono-lingual Representation Learning
Following Yamada et al. (2016); Cao et al. (2017),
we learn mono-lingual word/entity embeddings
based on corpus Dy, anchors Ay and entity net-
work Gy. Capturing the cooccurrence information
among words and entities, these embeddings serve
as the foundation and will be further extended to
bilingual settings using the proposed cross-lingual
regularizers, which will be detailed in the next sec-
tion. Monolingually, we utilize a variant of Skip-
gram model (Mikolov et al., 2013c) to predict the
contexts given current word/entity:
Lm =
X
y2fen,zhg
X
xyi 2fDy ,Ay ,Gyg
logP (C(xyi )jxyi )
where xyi is either a word or an entity, and C(xyi )
denotes: (i) contextual words in a pre-defined win-
dow of xyi if x
y
i 2 Dy, (ii) neighbor entities that
linked to xyi if x
y
i 2 Gy, (iii) contextual words of
wyj if x
y
i is entity e
y
i in an anchor hwyj ; eyi i 2 Ay.
5.2 Cross-lingual Entity Regularizer
The bilingual EN Gen zh merges entities in dif-
ferent languages into a unified network, resulting
in the possibility of using the same objective as
in mono-lingual ENs. Thus, we naturally extend
mono-lingual function to cross-lingual settings:
Le =
X
eyi 2fGen zhg
logP (C0(eyi )jeyi )
where C0(eyi ) denotes cross-lingual contexts—
neighbor entities in different languages that linked
to eyi . Thus, by jointly learning mono-lingual rep-
resentation with cross-lingual entity regularizer,
words and entities share more common contexts,
and will have similar embeddings. As shown in
Figure 1, English entityNBA co-occurs with words
basketball and player in texts, so they are embed-
ded closely in the semantic space. Meanwhile,
cross-lingual linked entities NBA and NBA (zh)
have similar representations due to the most com-
mon neighbor entities, e.g., Foust.
5.3 Cross-lingual Sentence Regularizer
Comparable sentences provide cross-lingual co-
occurrence of words, thus, we can use them to
learn similar embeddings for the words that fre-
quently co-occur by minimizing the Euclidean dis-
tance as follows:
Ls =
X
hsenk ,szhk0 i2Sen zh
jjsenk   szhk0 jj2
where senk ; szhk0 are sentence embeddings. Take En-
glish as sample language, we define it as the aver-
age sum of word vectors weighted by the combi-
nation of two types of attentions:
senk =
LX
l=1
 (eenm ; s
en
k,l)
X
weni 2senk,l
 0(weni ; w
zh
j )weni
where senk,ljLl=1 are sentences containing the
same entity (as mentioned in Section 4.2), and
 (eenm ; s
en
k,l) is knowledge attention that aims
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QRW UHODWHG WR SDJH HQWLWLHV 7KXV ZH DVVLJQ
VPDOOHU ZHLJKW WR VXFK VHQWHQFHV YLD VRIWDWWHQWLRQ
FRPSXWHG E\ PHDVXULQJ VLPLODULW\
ψ(ei, sk,l) ∝ sim(ei,
∑
wm∈sk,l
wm) 
ZKHUH ψ(ei, sk,l) LV NQRZOHGJH DWWHQWLRQ RI WKH lWK
VXEVHQWHQFH IRU sk DQG ei LV WKH FRUUHVSRQGLQJ
SDJH HQWLW\ 1RWH WKDW ψ(ei, sk,l) = 1 LI WKHUH LV
RQO\ RQH VXEVHQWHQFH |sk| = 1
Cross-lingual Attention
&URVVOLQJXDO DWWHQWLRQ IRFXVHV RQ SRWHQWLDO LQ
IRUPDWLRQ IURP FRPSDUDEOH VHQWHQFHV WKHPVHOYHV
7KLV LV WR VRPH H[WHQW VLPLODU ZLWK VHOIDWWHQWLRQ
PHFKDQLVP ZKLFK REWDLQV OHDUQLQJ JXLGDQFH IURP
VHQWHQFH LWVHOI EXW LQ FURVVOLQJXDO VHWWLQJV 7KH
LQWXLWLRQ LV WR ÀQG SRVVLEOH ZRUG DOLJQPHQWV DFURVV
ODQJXDJHV E\ SLFNLQJ XS WKH PD[LPXP VLPLODULW\
ψ′(wem, w
z
n) ∝ PD[
wem∈sek,wzn∈szk
sim(wem, w
z
n) 
7KXV RQO\ WKH FRPPRQ LQIRUPDWLRQ EHWZHHQ
FRPSDUDEOH VHQWHQFHV DUH PDLQWDLQHG )RU H[DP
SOH )LJXUH  ZRUGV American basketball player
DUH VHOHFWHG GXH WR WKHLU FRUUHVSRQGLQJ WUDQVODWHG
&KLQHVH ZRUGV美国篮球运动员 ZKLOH 12 sea-
sons LQ sek RU前 (former) LQ s
z
k DUH GLVFDUGHG
)LQDOO\ WKH VHQWHQFH HPEHGGLQJ LV WKH DYHUDJH
VXP RI ZRUG YHFWRUV ZHLJKWHG E\ WKH FRPELQDWLRQ
RI WZR W\SHV RI DWWHQWLRQV
sek =
∑
sek,l∈sek
ψ(eei , s
e
k,l)
∑
wem∈sek,l
ψ′(wem, w
z
n)w
e
m

5.4 Training
2XU SURSRVHG PHWKRG NHHSV D FRQVLVWHQW DVVXPS
WLRQ WKDW ZRUGHQWLW\ VKDULQJ PRUH FRQWH[WV KDV
VLPLODU UHSUHVHQWDWLRQV 7KXV ZH GHÀQH WKH RYHU
DOO REMHFWLYH IXQFWLRQ DV WKH OLQHDU FRPELQDWLRQ
L = Lm + Le + γLs 
ZKHUH γ LV D K\SHUSDUDPHWHU WR WXQH WKH HIIHFW
RI FURVVOLQJXDO VHQWHQFH UHJXODUL]HU DQG VHW WR
 LQ H[SHULPHQWV :H XVH QHJDWLYH VDPSOLQJ DV
LQ 0LNRORY HW DO D IRU HIÀFLHQF\ DQG RS
WLPL]H LW WKURXJK $GD*UDG 6*'
6 Experiments
7R YHULI\ GLIIHUHQW DVSHFWV RI RXU PHWKRGV ZH XVH
VHSDUDWH WDVNV ZRUG WUDQVODWLRQ DQG HQWLW\ UHODW
HGQHVV DJDLQHVW FURVVOLQJXDO VHQWHQFH UHJXODUL]HU
DQG FURVVOLQJXDO HQWLW\ UHJXODUL]HU 7DNLQJ FURVV
OLQJXDO HQWLW\ OLQNLQJ DV D FDVH VWXG\ ZH WHVWLI\
MRLQW LQIHUHQFH DELOLW\ EHWZHHQ ZRUGV DQG HQWLWLHV
DFURVV ODQJXDJHV EDVHG RQ RXU HPEHGGLQJV
6.1 Experiment Settings
:H FKRRVH :LNLSHGLD WKH $SULO  GXPS DV
WKH PXOWLOLQJXDO NQRZOHGJH EDVH DQG VL[ SRSXODU
ODQJXDJHV IRU HYDOXDWLRQ :H SUHSURFHVV WKHP E\
ORZHUFDVH ÀOWHULQJ RXW V\PEROV DQG ORZ IUHTXHQF\
ZRUGV DQG HQWLWLHV OHVV WKDQ  DQG WRNHQL]LQJ
&KLQHVH FRUSXV XVLQJ -LHED SDFNDJH DQG -DSDQHVH
FRUSXV ZLWK PHFDE 7KH VWDWLVWLFV LV VKRZQ LQ 7D
EOH 
7DEOH  0XOWLOLQJXDO .% 6WDWLVWLFV
:RUG (QWLW\
YRFDE WRNHQ YRFDE WRNHQ
(Q P E P E
=K P E P E
(V P E P E
-D P E P E
,W P E P E
7U P E P E
)RU FURVVOLQJXDO VHWWLQJV ZH FKRRVH ÀYH ODQ
JXDJH SDLUV WR FRPSDUH ZLWK VWDWHRIWKHDUW PHWK
RGV ZKRVH VWDWLVWLFV LV VKRZQ LQ 7DEOH  )ROORZ
LQJ PRVW ZRUN ZH DGRSW (QJOLVK DV WKH SLYRW ODQ
JXDJH GXH WR LWV GRPLQDQW UROH EXW DOVR WHVW =K-D
IRU RWKHU FDVHV
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DQG FRQWH[W ZLQGRZ VL]H DV  )RU HDFK SRVLWLYH
H[DPSOH ZH VDPSOH  QHJDWLYH H[DPSOHV
KWWSVJLWKXEFRPI[VM\MLHED
KWWSWDNXJLWKXELRPHFDE
)RU EUHYLW\ ZH DGRSW WZROHWWHU DEEUHYLDWLRQ (Q =K (V
-D ,W DQG 7U IRU (QJOLVK &KLQHVH 6SDQLVK -DSDQHVH ,WDOLDQ
DQG 7XUNLVK UHVSHFWLYHO\ P IRU PLOOLRQ DQG E IRU ELOOLRQ
)RU WKH SXUSRVH RI DQRQ\PLW\ WKH FRGH DQG HPEHGGLQJV
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A straightforward solution is to concatenate them
into a longer sentence senk , but this increases the
chance to include unrelated sentences.
Unbalanced information. Sometimes the pair of
sentences convey different information, e.g., the
English sentence in layer 2 (Figure 1) contains
Foust spent 12 seasons in NBA while the compa-
rable Chinese sentence not.
To address the issues, we propose knowledge at-
tention and cross-lingual attention to filter out un-
related information at sentence level and at word
level, respectively. [[这里感觉改动较大]]
5 Joi t Representation Learning
5.1 Mono-lingual Representation Learning
Following (Yamada et al., 2016; Cao et al., 2017),
we learn mono-lingual word/entity embeddings
based on corpus Dy, anchors Ay and entity net-
work Gy. e utilize a variant of Skip-gram
model (Mikolov et al., 2013c) to predict the con-
texts given current word/entity:
Lm =
∑
y∈{en,zh}
∑
xyi ∈{Dy ,Ay ,Gy}
logP (C(xyi )|xyi )
(1)
where xyi is either a word or an entity, and C(xyi )
denotes: (i) contextual words in a pre-defined win-
dow of xyi if x
y
i ∈ Dy, (ii) neighbor entities that
linked to xyi if x
y
i ∈ Gy, (iii) contextual words of
wyj if x
y
i is entity e
y
i in an anchor ⟨wyj , eyi ⟩ ∈ Ay.
5.2 Cross-lingual Entity Regularizer
The bilingual EN Gen−zh merges entities in dif-
ferent languages into a unified network, resulting
in the possibility of using the same objective as
in mono-lingual ENs. Thus, we naturally extend
mono-lingual function to cross-lingual settings:
Le =
∑
eyi ∈{Gen−zh}
logP (C′(eyi )|eyi ) (2)
where C′(eyi ) denotes cross-lingual contexts—
neighbor entities in different languages that linked
to eyi . Thus, by jointly learning mono-lingual rep-
resentation with cross-lingual entity regularizer,
words and entities share more common contexts,
and will have similar embeddings. As shown in
Figure 1, English entityNBA co-occurs with words
basketball and player in texts, so they are embed-
ded close in the semantic space. Meanwhile, cross-
lingual linked entitiesNBA andNBA (zh) have sim-
ilar representations due to themost common neigh-
bor entities, e.g., Foust.
5.3 Cross-lingual Sentence Regularizer
Comparable sentences provide cross-lingual co-
occurrence of words, thus, we learn similar em-
beddings for the words that frequently co-occur to-
gether by minimizing the Euclidean distance:
Ls =
∑
⟨senk ,szhk′ ⟩∈Sen−zh
||senk − szhk′ ||2 (3)
where senk , s
zh
k′ are sentence embeddings. Take En-
glish as sample language, we define it as the aver-
age sum of word vectors weighted by the combi-
nation of two types of attentions:
senk =
∑
l∈L
ψ(eenm , s
en
k,l)
∑
weni ∈senk,l
ψ′(weni , w
zh
j )w
en
i
(4)
where {senk,l|l ∈ L} is a set of sentences con-
taining the same entity (as mentioned in Sec-
tion 4.2), and ψ(eenm , s
en
k,l) is knowledge attention
that aims at filter out wrong labelling sentences,
and ψ′(weni , wzhj ) is cross-lingual attention to deal
with the unbalanced information through possible
aligned words.
Knowledge Attention
Suppose that sentences {senk,l|l ∈ L} contain the
same entities in articles of entity eym, the wrong la-
belling errors increase because some of them are
almost irrelevant to eym. Knowledge attention aims
at filtering out wrong labelled sentences through
smaller weights and related sentences with higher
weights. Thus, we define it proportional to the sim-
ilarity between syk,l and e
y
m:
ψ(eym, s
y
k,l) ∝ sim(eym,
∑
wyi ∈syk,l
wyi ) (5)
where sim is similarity measurement, and we
use cosine similarity in the rest of the pa-
per. We normalize knowledge attention such that∑L
l ψ(e
y
m, s
y
k,l) = 1.
Cross-lingual Attention
Inspired by self-attention mechanism (Lin et al.,
2017b), we motivate cross-lingual attention focus-
ing on potential information from comparable sen-
tences themselves. The intuition is to find possible
alignedwords between languages, and filter out the
words without alignments. We define it according
to the maximum similarity:
Mono-lingual R presentation Learning
Zh
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Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity repr sentations in a unified vector space. For
example, (Wang et al., 2014; amada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, thes methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful t break down la guage gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corr sponding mentioned
words in different languages.
e??, w??, w???
The intuition is that, words and entities in
various languages share som common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same languag or not On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-
1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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and entity relatedness demonstrate the ef-
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gain of 20% and 3% over ba li es, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond exts. Mean-
while, abundant text corpus co tains lar e amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with si -
ilar embedding vectors. Another approach in (Han
t al., 2016; Toutanova et al., 2015; Wu et al.,
2016) lear s to represent entities based on their
textual scriptio s together with e structur d re-
lations. However, these m thod only focus on
mono-lingual settings, and f w esea ches have
been done in cross-lingual cenarios.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
te t across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA??, w?, w?, w??
The ntuitio is that, words and entities in
various languages share some common semantic
meanings1, but there are also ays in whi h they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with sim -
lar embedding vectors, no matter th y are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-
1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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not been well explored in cross-lingual set-
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joint inference among knowledge base and
text across languages, capturing mutually
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tant supervision over multi-lingual knowl-
edge bases. We also propose two types
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ther improve the performance. In exper-
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
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study, the results on benchmark dataset
verify the qual t of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their f cts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
tity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptio s t gether wi h the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few r se rches have
been done in cross-lingual scenar os.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enabl j int inference among KB and
text across language without any additio al trans-
lation mechanism, w ich is usually expensive and
may introduce i evitabl errors. Our embeddings
are helpful to break down l nguage g ps in many
tasks, such cross-lingual entity linking, in wh ch
the major c allenge lies in measuri g the similar-
ity between enti ies and corresponding mentio ed
words in different languages.
eNBA??, w , w?, w??
The intuition is that, words and entities in
various languages share some common se antic
meanings1, but there are also w ys in which they
differ. On one hand, we utilize th ir shared seman-
tics to align simil r words and entities with simi-
lar embedding vectors, no ma ter they are in the
same language or not. On the other ha d, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-
1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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1 Introduction
Multi-li gual know edge bases (KB), storing mil
lions of entities and their facts in vari us la -
guages, provide rich stru tured knowledge for un-
derstanding natural langu e eyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge omplementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work joi tly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified v ctor space. For
example, (Wang et a ., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize he cohe en e informa-
tion to align similar words and entities with i -
ilar embedding v ctors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
016) learns to represent entities based on the r
textual descriptions together with the structured re-
l tions. Ho ver, these methods only focus on
mono-lingual settings, and few research s have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
word and entity repres ntations n the same s ma -
tic space, to enable joint inference among KB and
t x across languages without any additional t ans-
lation mechanism, which is usually xpensive and
may introduce inevitable errors. Our embedding
are helpful to break down language gaps in many
tasks, such as cr ss-lingual entity li king, in which
th maj r challenge lies in measuring the similar-
ity between ntities and corresponding mentioned
words in different languages.
eNBA??, w? w?, w??
The intuition is that, words and entities in
various la guages sha e some common semantic
meanings1, but there are also ways in which they
diff r. On on h d, we utilize thei shared seman-
tics to align si ilar w rds a d entities with simi-
lar embedding vectors, matt r they ar in the
same l nguage or n t. On the other hand, cross-
lingual mbeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-
1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
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1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existi g work j intly models KB and text
c rpus to nhance each o r by l ar ing w rd and
e tity r prese tations in a unified vector space. For
exa pl , (Wang et al., 2014; Yamada et al., 2016;
C o et al., 2017) utilize the coherence informa-
tion to lign imilar words and entiti s with sim-
ilar embedding vect rs. Another approa h in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represe t entities b sed on their
t xtual descriptions together with the structured re-
lations. However, these methods on y focus on
mono-lingual settings, and f w researches have
been done in cross-lingual scenarios.
In this paper, we prop se to learn cross-lingual
w rd and entity repre entations in the s me eman-
tic space, to enable joint inference mong KB and
text across languages ith ut any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
ta ks, such as cross-lingu l entity linkin , in which
the major challe e lies i easuring the similar-
ity between entiti nding mentioned
words in differ t .
eNBA? , ,
The intuiti r s and entities in
various langua s s r s co on semantic
meanings1, but there are also ays in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On th other hand, cross-
lingual embeddings will be fit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disapp ar in an ther language, e.g., the two mean-
1Some cross-lingual pioneering work observe that word
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liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi- ingual knowl-
edge bases. We also propose two types
of knowledge attention an cross-lingual
attention to select the most informative
w rds and filter out noise, which will fu -
ther improve the performan . In exp r-
iments, eparate tasks of word tr slation
a d enti y r latedness demonstrate the ef-
fectiveness of our method wi h an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linki g a case
study, the res lts on benchmark datas t
verify the quality of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in vari us la -
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefo e, researchers leverage bot types
of r sources improv various natural language
processing (NLP) related tasks, such a relation ex-
traction (Weston et l., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Y mada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpu to enhance each other by learning word and
entity represent tions in a unified vector space. For
xample, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize th coherence informa-
tion to align si ilar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova t al., 2015; Wu et al.,
2016) learns to represent entities bas on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cro s-lingual sc arios.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lat on mechanis , which is usually expensive and
may in r duce i evitable errors. Our embeddings
are helpful to b eak down language gaps in many
tasks, such a cross-lingual entity linking, in which
the ajor challenge lies in measur ng the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA
Th intuition is that, words and entities in
various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared se an-
tics to align similar w rds and entiti s with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
uages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in anothe language, e.g., the two mean-
1Some cross-lingual pioneering work observe that word
mbeddings rained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstr ct
Jointly learning word a d entity repres -
tations benefits ma y NLP tasks, while has
not been well explored in cro s-lingual se
tings. In this paper, we ro ose a novel
method that integrates cross-lingual word
and entity repres ation learnin t enable
joint inference a ong k owledge base and
text across langu ges, c pturing mutually
complementary knowledge. I stead of re-
liance on par llel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. W also propose two ty e
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out oise, which will fur-
ther improve the perf rmance. In exper-
iments, separat asks of word translati n
and entity related ess d monstrate the ef-
fectiveness of our m thod with an average
gain of 20% a d 3% over baselines, re-
spectively. Using entity linki as a case
study, the resul s on b nchmark dataset
verify the quality o our embeddings.
1 Introductio
Multi-lingual k owle ge b ses (KB), s oring mil-
lions of entities and their fa ts in various lan-
guages, provide rich structured knowledge for un-
derstanding natur l la uage beyond texts. Mean-
while, abundant text corpus contains large amo nt
of potential knowl dge complementary to xisting
KBs. Therefore, rese rchers l v rage both types
of resources to improve various natur l langu ge
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most xisting w rk joi tly models KB nd text
corpus t enhan e each other by learning wor a d
entity repres tati ns in a u ifi d vector spac . For
example, (Wang et al., 2014; Y ma a et al., 2016;
Cao et al., 017) utilize th coher ce informa-
tion to align similar word and entiti s wit sim-
ilar embedding vecto s. Another approac in (Han
et al., 2016; Touta ova et al., 2015; Wu et al.,
2016) learns to represent entities bas d on their
textual descript ons together w th th structured re-
lati s. However, these m thods only focu
mono-lingual settings, a d few researches ave
been done in cross-lingual scenarios.
In this paper, we propose o learn cross- ingual
word and e tity repres ta io s in the same seman-
tic space, to enable joint i fer nce among KB nd
tex across langu ges witho any add tional tr ns-
ation mechanis , which is usually expensive and
may introduce inevitable errors. Our mbedding
are helpful to break dow language gaps in many
task , such as cros -lingual entity linking, in which
he major chall nge lies in easuring he similar-
ity between entiti s and correspo ing mentioned
words in different la guages.
e??, w??, w??
The intuit on is that, words nd ntit e in
various languages share some commo s mantic
meanings1, but th re are also ways in which they
diff r. O o e hand, we utiliz their shar d seman
tics to alig sim lar or s a d entities with simi
lar embe ding vect rs, o matter they are in t
same language or not. On the ther hand, cross-
lingual embeddings will benefit from different l
guages due to the complementary knowledge. For
instance, textual ambiguity in on la guage ay
disappear in ano h r la guage, e.g., the tw m a -
1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual
and entity representation learning to en ble
joint inference among knowledge bas and
text across languages, capturing mutually
complementary knowledge. Inst ad f re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the perf rmance. In exper-
iments, separate tasks of w rd trans ation
and entity relatedness demonstrat th ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amo nt
of potential knowledge compleme tary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada t al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence i for a-
tion to align similar words a d entities with sim-
ilar embedding v ctors. Anoth r pp oac i (Han
et al., 2016; Toutanova et al., 2015; W et .,
2016) learns to represent ntit es bas d on their
textual descriptions together with he str ctured re-
lations. However, th s meth ds o ly focus n
mono-lingual settings, and few r searches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
w rd and ntity representations in the ame seman-
tic pace, to enable joint inference among KB and
text acr ss languages without any additional trans-
lation mechanism, hich is usually expensive and
may introduce inev table rr rs. Our mbeddings
are helpful to break down lan u ge gaps in m
tasks, s ch as cross-lingual entity linking, n which
t ajor challenge lies in me suring th sim l r-
ity b t een entities and corresponding mentioned
w ds in different languages.
e??, w??, w???
The intuition is that, words and entitie
various languages share s me com on se ntic
meanings1, but there are also wa s in which they
differ. On one hand, we util ze their shared sem -
ti s to align similar words and ntities with simi-
lar embedding vectors, no matter they are in th
same language or not. On the othe han , cro s-
lingual embeddings will efit from d fferent lan-
guages due to the co pleme tary knowledge. F r
instance, textual ambiguity in one language ay
disappear in another language, e.g., the two mean-
1Some cross-lingual pion ring work observe that wo d
embeddings rained separately on monolingual corpora ex-
hibit is morphic structure across la gu ges (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract
Jointly l arning word and entity represen-
tatio s b nefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representati n learning to enable
joint inference among knowledge base and
text across languages, capturing mutu lly
complementary knowledge. Instead of re-
liance on parallel data, we autom tically
generate cross-lingual training data vi i -
tant supervision over multi-lingu l knowl-
edge bases. We also propose two typ s
of knowledge attention and cross-lingual
attention to select the most infor ative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embe dings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existi g
KBs. Therefore, researchers leverage both types
of resources to improve various natural languag
processing (NLP) related tasks, such as relati n ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2 17; Ji et al., 2016).
Mos existing work j intly models KB and text
corpus to nhance each other by learning word and
entity r presentations in a unified vector sp ce. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Touta ova et al., 2015; Wu et al.,
2016) learns to r present entities b sed on their
xtual de criptions tog ther w th th structured r -
lations. However, hese methods only focus on
mono-lingual settings, and few researche have
been do e in cross-lingual scen i s.
I this paper, we propose to le rn cross-lingu l
word nd entity representations i the same man-
tic spac , to enable joint inference among KB and
text across languages without any additional trans-
l ion mechanism, which is usually expensiv and
may introd ce i evitable errors. Our embeddings
are helpful o break down language gaps in many
tasks, such as cross-lingual entity linking, in which
t ajor challenge lies in easuring the similar-
ity bet titi s corr sponding mentioned
w rds i ages.
e ,
h i t at, ords and enti s in
vario s l re so e co mon semantic
eani s1, t t r re also ways in which they
differ. n one hand, e utilize their shared s man-
tics to align si ilar words and entities with simi-
lar embedding vectors, no matter they re in the
same language or not. On the other h d, cross-
lingual embeddings will benefit from different lan-
gu g due to the complementary knowledge. For
instan e, textual ambiguity in one language may
disa pear in another la uage, e. ., th two m n-
1Some cros -lingual pioneering wo k observe that word
embeddings trained separately on monolingual corpora ex-
ibit iso orphic structure across languages (Mik lov t l.,
2 ; Zhang et al., 201 ).
Ls = ||sen   szh||2
第 5章 跨语⾔的词和实体联合表⽰学习
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QRW UHODWHG WR SDJH HQWLWLHV 7KXV ZH DVVLJQ
VPDOOHU ZHLJKW WR VXFK VHQWHQFHV YLD VRIWDWWHQWLRQ
FRPSXWHG E\ PHDVXULQJ VLPLODULW\
ψ(ei, sk,l) ∝ sim(ei,
∑
wm∈sk,l
wm) 
ZKHUH ψ(ei, sk,l) LV NQRZOHGJH DWWHQWLRQ RI WKH lWK
VXEVHQWHQFH IRU sk DQG ei LV WKH FRUUHVSRQGLQJ
SDJH HQWLW\ 1RWH WKDW ψ(ei, sk,l) = 1 LI WKHUH LV
RQO\ RQH VXEVHQWHQFH |sk| = 1
Cross-lingual Attention
&URVVOLQJXDO DWWHQWLRQ IRFXVHV RQ SRWHQWLDO LQ
IRUPDWLRQ IURP FRPSDUDEOH VHQWHQFHV WKHPVHOYHV
7KLV LV WR VRPH H[WHQW VLPLODU ZLWK VHOIDWWHQWLRQ
PHFKDQLVP ZKLFK REWDLQV OHDUQLQJ JXLGDQFH IURP
VHQWHQFH LWVHOI EXW LQ FURVVOLQJXDO VHWWLQJV 7KH
LQWXLWLRQ LV WR ÀQG SRVVLEOH ZRUG DOLJQPHQWV DFURVV
ODQJXDJHV E\ SLFNLQJ XS WKH PD[LPXP VLPLODULW\
ψ′(wem, w
z
n) ∝ PD[
wem∈sek,wzn∈szk
sim(wem, w
z
n) 
7KXV RQO\ WKH FRPPRQ LQIRUPDWLRQ EHWZHHQ
FRPSDUDEOH VHQWHQFHV DUH PDLQWDLQHG )RU H[DP
SOH )LJXUH  ZRUGV American basketball player
DUH VHOHFWHG GXH WR WKHLU FRUUHVSRQGLQJ WUDQVODWHG
&KLQHVH ZRUGV美国篮球运动员 ZKLOH 12 sea-
sons LQ sek RU前 (form r) LQ s
z
k DUH GLVFDUGHG
)LQDOO\ WKH VHQWHQFH HPEHGGLQJ LV WKH DYHUDJH
VXP RI ZRUG YHFWRUV ZHLJKWHG E\ WKH FRPELQDWLRQ
RI WZR W\SHV RI DWWHQWLRQV
sek =
∑
sek,l∈sek
ψ(eei , s
e
k,l)
∑
wem∈sek,l
ψ′(wem, w
z )wem

5.4 Training
2XU SURSRVHG PHWKRG NHHSV D FRQVLVWHQW DVVXPS
WLRQ WKDW ZRUGHQWLW\ VKDULQJ PRUH FRQWH[WV KDV
VLPLODU UHSUHVHQWDWLRQV 7KXV ZH GHÀQH WKH RYHU
DOO REMHFWLYH IXQFWLRQ DV WKH OLQHDU FRPELQDWLRQ
L = Lm + Le + γLs 
ZKHUH γ LV D K\SHUSDUDPHWHU WR WXQH WKH HIIHFW
RI FURVVOLQJXDO VHQWHQFH UHJXODUL]HU DQG VHW WR
 LQ H[SHULPHQWV :H XVH QHJDWLYH VDPSOLQJ DV
LQ 0LNRORY HW DO D IRU HIÀFLHQF\ DQG RS
WLPL]H LW WKURXJK $GD*UDG 6*'
6 Experiments
7R YHULI\ GLIIHUHQW DVSHFWV RI RXU PHWKRGV ZH XVH
VHSDUDWH WDVNV ZRUG WUDQVODWLRQ DQG HQWLW\ UHODW
HGQHVV DJDLQHVW FURVVOLQJXDO VHQWHQFH UHJXODUL]HU
DQG FURVVOLQJXDO HQWLW\ UHJXODUL]HU 7DNLQJ FURVV
OLQJXDO HQWLW\ OLQNLQJ DV D FDVH VWXG\ ZH WHVWLI\
MRLQW LQIHUHQFH DELOLW\ EHWZHHQ ZRUGV DQG HQWLWLHV
DFURVV ODQJXDJHV EDVHG RQ RXU HPEHGGLQJV
6.1 Experiment Settings
:H FK RVH :LNLSHGLD WKH $SULO  GXPS DV
WKH PXOWLOLQJXDO NQRZOHGJH EDVH DQG VL[ SRSXODU
ODQJXDJHV IRU HYDOXDWLRQ :H SUHSURFHVV WKHP E\
ORZHUFDVH ÀOWHULQJ RXW V\PEROV DQG ORZ IUHTXHQF\
ZRUGV DQG HQWLWLHV OHVV WKDQ  DQG WRNHQL]LQJ
&KLQHVH FRUSX XVLQJ -LHED SDFN JH DQG -DSDQHVH
FRUSXV ZLWK PHFDE 7KH VWDWLVWLFV LV VKRZQ LQ 7D
EOH 
7DEOH  0XOWLOLQJXDO .% 6WDWLVWLFV
:RUG (QWLW\
YRFDE WRNHQ YRFDE WRNHQ
(Q P E P E
=K P E P E
(V P E P E
-D P E P E
,W P E P E
7U P E P E
)RU FURVVOLQJXDO VHWWLQJV ZH FKRRVH ÀYH ODQ
JXDJH SDLUV WR FRPSDUH ZLWK VWDWHRIWKHDUW PHWK
RGV ZKRVH VWDWLVWLFV LV VKRZQ LQ 7DEOH  )ROORZ
LQJ PRVW ZRUN ZH DGRSW (QJOLVK DV WKH SLYRW ODQ
JXDJH GXH WR LWV GRPLQDQW UROH EXW DOVR WHVW =K-D
IRU RWKHU FDVHV
7DEOH  &URVVOLQJXDO 'DWD 6WDWLVWLFV
&URVVOLQJ &RPSDUDEOH %L(1
XDO /LQNV 6HQWHQFHV E R
(Q(V P P P E
(Q=K P P P E
=K-D P P P E
(Q,W P P P E
(Q7U P P P E
:H VHW WUDLQLQJ HSRFK DV  ZKLFK FRVWV QHDUO\ 
KRXUV RQ WKH VHUYHU ZLWK  FRUH &38 DQG *%
PHPRU\ 7KH HPEHGGLQJ GLPHQVLRQ LV VHW DV 
DQG FRQWH[W ZLQGRZ VL]H DV  )RU HDFK SRVLWLYH
H[DPSOH ZH VDPSOH  QHJDWLYH H[DPSOHV
KWWSVJLWKXEFRPI[VM\MLHED
KWWSWDNXJLWKXELRPHFDE
)RU EUHYLW\ ZH DGRSW WZROHWWHU DEEUHYLDWLRQ (Q =K (V
-D ,W DQG 7U IRU (QJOLVK &KLQHVH 6SDQLVK -DSDQHVH ,WDOLDQ
DQG 7XUNLVK UHVSHFWLYHO\ P IRU PLOOLRQ DQG E IRU ELOOL Q
)RU WKH SXUSRVH RI DQRQ\PLW\ WKH FRGH DQG HPEHGGLQJV
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A straightforward solution is to concatenate them
into a longer sentence senk , but this increases the
chance to include unrelated sentences.
Unbalanced information. Sometimes the pair of
sentences convey different information, e.g., the
English sentence i layer 2 (Figure 1) con ains
Foust spent 12 seasons in NBA while the compa-
rable Chinese sente ce not.
To address the issues, we propose knowle ge at-
t ntion and cross-lingual attention to filter out un-
related information at sentence level and at word
lev l, respectively. [[这里感觉改动较大]]
5 Joint Representa ion Learning
5.1 Mono-lingual Representation Learning
Following (Yamada et al., 2016; Cao et al., 2017),
we learn mono-lingual word/entity embeddings
based on corpus Dy, anch rs Ay and entity net-
work y. e utilize a variant of Skip-gram
model (Mikolov et al., 2013c) to predict the con-
texts given current ord/entity:
Lm =
∑
y∈{en,zh}
∑
xyi ∈{Dy ,Ay ,Gy}
lo P (C(xyi )|xyi )
(1)
where xyi is either a w rd or a entity, and C(xyi )
denotes: (i) contextual words in a pre-defined win-
dow of xyi if x
y
i ∈ Dy, (ii) nei hbor entities tha
linked to xyi if x
y
i ∈ Gy, (iii) contextual word of
wyj if x
y
i is entity e
y
i in a anchor ⟨wyj , eyi ⟩ ∈ Ay.
5.2 Cross-lingual Entity Regularizer
The bilingual EN Gen−zh merges e tities in dif-
ferent languages into a unified network, resulting
in the possibility of using the sa e objective as
in mono-lingual ENs. Thus, we naturally xtend
mono-lingual funct on to cross-lingual settings:
Le =
∑
eyi ∈{Gen−zh}
logP (C′(eyi )|eyi ) (2)
where C′(eyi ) denotes cross-lingual contexts—
eighbor en ities in different languages that linked
t eyi . Thus, by jointly learning mono-lingual rep-
resentation with cross-lingual entity regularizer,
words and entities shar more common contexts,
and will have similar embeddings. As shown in
F gure 1, English entityNBA co-occurs with words
basketball and player in texts, so they are embed-
ded close in th semantic space. Meanwhile, cross-
lingual linked entitiesNBA andNBA (zh) have sim-
ilar representations due to themost common eig -
bor entities, e.g., Foust.
5.3 Cross-lingual Sentence Regularizer
Comparable sentences provide cross-lingual co-
occurrence of words, thus, we learn similar em-
beddings for the words that frequently co-occur to-
gether by minimizing the Euclidean distance:
Ls =
∑
⟨senk ,szhk′ ⟩∈Sen−zh
||senk − szhk′ ||2 (3)
where senk , s
zh
k′ are sentence embeddings. Take En-
glish as sampl language, we define it as the aver-
age sum of word vectors weighted by the combi-
nation of two types of atte tions:
senk =
∑
l∈L
ψ(eenm , s
en
k,l)
∑
weni ∈senk,l
ψ′(weni , w
zh
j )w
en
i
(4)
whe e {senk,l|l ∈ L} is a set of sentences con-
taining the same entity (as mentioned in Sec-
tion 4.2), and ψ(eenm , s
en
k,l) is knowledge attention
that aims at filter out wrong labelling sentences,
and ψ′(weni , wzhj ) is cr ss-lingual attention to deal
with the unbalanced information through possible
aligned words.
K owledge Attention
Suppose that sentences {senk,l|l ∈ L} contain the
same entities in articles of entity ym, the wrong la-
belling errors increase becaus some of them are
most irrelevant to eym. Knowledge attention aims
at filt ring out wrong labelled e tences through
smaller weights and related sentences with higher
weights. Thus, we define it proportional to the sim-
ilarity between syk,l and e
y
m:
ψ(eym, s
y
k,l) ∝ sim(eym,
∑
wyi ∈syk,l
wyi ) (5)
where sim is similarity measurement, and we
use cosine similarity in the r st of the pa-
per. We normalize knowledge attention such that∑L
l ψ(e
y
m, s
y
k,l) = 1.
Cross-lingual Attention
Inspired by self-attention mechanism (Lin t al.,
2017b), we motivat cross-lingual attention focus-
ing on potential information from comparable sen-
tences them elves. The int ition is to find pos ible
alignedwords between languages, and filter out the
w rds without alignments. We define it according
to the maximum similarity:
4
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r2HH BM `2HiBQM 2ti`+iBQM (N- R8- R3- ky- kj- j9)X AMbi2/ Q7
`2HvBM; MMQii2/ i2ti- Bi 2KTHQvb FMQrH2/;2 #b2b b bQm`+2
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`#H2
b2Mi2M+2bX 6B;m`2 k b?Qrb bQK2 +QKT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∑
(ei ,mi )∈A
HQ; P(ei |mi ,C(ei )) +
∑
(ei ,ej )∈Ec
HQ; P(ej |mi ,C(ei ))
U8V
=
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BM irQ TQBMib, UBV F22TBM;  +QMbBbi2Mi Q#@
D2+iBp2 b KQMQ@HBM;mH rQ`/ QTiBKBxiBQMě
i?2 rQ`/b b?`BM; KQ`2 +QMi2timH rQ`/b ?p2
bBKBH` 2K#2//BM;b- `i?2` i?M i?2 rQ`/b
?p2  bT2+BH ivT2 Q7 2[mHBiv `2HiBQMb Ui?2
bK2 b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV H@
H2pBiBM; i?2 #m`/2M Q7 T`HH2H rQ`/b bBM+2
r2 +imHHv /QMǶi FMQr r?B+? rQ`/b `2 2t@
+iHv Ki+?2/ +`Qbb HM;m;2b BM +QKT`@
#H2 b2Mi2M+2bX h?mb- r2 TT`QtBKi2Hv QTiB@
KBx2 1[miBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 bK2 b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +
∑ C(wki) M/ UBBV mT/iBM; i?2 2MiB`2
b2Mi2M+2 TB` BM QM2 bi2T,
Ls =
∑
<skm,slm>∈Sk,l
||bFK − bHK||2 UjV
r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#iBM 
bBKBH` bbmKTiBQM rBi? U"2M;BQ M/ *Q``/Q-
kyR8V, h?2 KQ`2 7`2[m2MiHv irQ rQ`/b Q++m` BM
T`HH2Hf+QKT`#H2 b2Mi2M+2 TB`b- i?2 +HQb2`
i?2B` `2T`2b2MiiBQM rBHH #2X
*QKT`2/ iQ T`HH2H 2Mi2M+2b- Qm` +QKT@
`#H2 b2Mi2M+2b HH2pBi2 i? T`HH2H #m /2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;mH `2bQm`+2b- #mi
HbQ BMi`Q/m+2 Km+? MQBb2- Q` 2p2 BM+Q``2+iHv
;2M2`i2/X L2ti- r2 BMi`Q/m+2 irQ ivT2b Q7
ii2MiBQM K2+?MBbKb iQ //`2bb i?Bb Bbbm2X
EMQrH2/;2  i2 iBQM
EMQrH2/;2 ii2MiBQM Bb BMi`Q/m+2/ iQ pQB/
i?2 BM+Q``2+iHv H#2HH2/ +QKT`#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +Q +i2Mi2 b2p@
2`H b2Mi2M+2b BM i?2 2MiBiv ekm T;2 `iB+H2b-
#mi bQK2 b2Mi2M+2b `2 MQi `2Hi2/ iQ ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB bQ7i@
ii2MiBQM +QKTmi2/ #v K2bm`BM; bBKBH`Biv
rBi?BM i?2 ki? HM;m;2,
αkm ∝ sim(2FK,
∑
wki∈snkm
rFB) U9V
r?2`2 αnkm Bb i?2 FMQrH2/;2 ii2MiBQM Q7 i?2
ni? b2Mi2M+2 7Q` skmX LQi2 i?i B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`i2/ 7`QK ekm `iB+H2b- αnkm
2[mHb iQ QM2X
*`Qbb@HBM;mH ii2MiBQM
*`Qbb@HBM;mH ii2MiBQM 7Q+mb2b QM TQi2MiBH
BM7Q`KiBQM 7`QK i?2 +QKT`#H2 b2Mi2M+2b
i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH` rBi?
b2H7@ii2MiBQM K2+?MBbK- r?B+? Q#iBM H2`M@
BM; ;mB/M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;mH b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
 TQbbB#H2 rQ`/ HB;MK2Mi +`Qbb HM;m;2b #v
TB+FBM; mT i?2 KtBKmK bBKBH`Biv,
αki,lj ∝ `;Kt
wki∈skm,wlj∈slm
sim(wki, wlj) U8V
6BMHHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 p2`@
;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BMiBQM Q7 irQ ivT2b Q7 ii2MiBQMb,
bFK =
∑
snkm∈skm
αnkm
∑
wki∈snkm
αki,ljrFB UeV
jX8 h`BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb  +QMbBbi2Mi b@
bmKTiBQM i?i rQ`/f2MiBiv b?`BM; KQ`2 +QM@
i2tib ?b bBKBH` `2T`2b2 iiBQMbX h?m - r2
/2}M2 i?2 Qp2`HH Q#D2+iBp2 7mM+iBQM b i?2 HBM@
2` +QK#B iBQM,
L = Lc + γLs UdV
r?2`2 γ Bb  ?vT2`@T`K2i2` iQ imM2 i?2 27@
72+i Q7 +`Qbb@HBM;mH `2;mH`Bx2`- M/ Bi +M #2
QTiBKBx2/ i?`Qm;? /:`/ a:. 2{+B2MiHvX
9 1tT2`BK2Mib
Pm` K BM +QMi B#miBQMb HB2 B i?`22 T`ib, URV
+QKT`#H2 b2Mi2M+2b 7Q` +`Qbb@HBM;mH rQ`/
`2T`2b2MiiBQM H2`MBM;c UkV i?2 M2r KmHiB@EL
iQ m;K2Mi i?2 KQMQ@EL 7Q` H2`MBM; bi`m+@
im`2/ FMQrH2/;2c UjV i?2 mMB}2/ 7`K2 Q`F
i?i 2M#H2b +`Qbb@HBM;mH i2ti M/ FMQrH@
2/;2 #b2 BM72`2M+2X h?2`27Q`2- r2 p2`B7v Qm`
K2 / QM ibFb Q7 rQ`/ i`MbHiBQM- 2MiBiv `2@
Hi2/M2 b M/ +`Qbb@HBM;mH 2MiBiv HBMFBM; 7`QK
i?2 #Qp2 i?`22 bT2+ib- `2bT2+iBp2HvX
9XR 1tT2`BK2Mi a2iiBM;b
q2 +?QQb2 qBFBT2/B- i?2 T`BH kyRd /mKT- b
i?2 KmHiB@HBM;mH FMQrH2/;2 #b2 M/ bB TQT@
mH ` HM;m;2b 7Q` 2pHmiBQM- r Q 2 biiBbiB+b
Bb b?QrM BM h#H2 RX 6Q` #`2pBiv- r2 /QTi
irQ@H2ii2` ##`2pBiBQM iQ /2MQi2 HM;m;2bjX
j1M- w?- 1b- C- Ai M/ h` `2 b?Q`i 7Q` 1M;HBb?-
*?BM2b - aT MBb?- CTM2b2- AiHBM M/ hm`FBb?- `2@
bT2+iBp2HvX
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+Q i`/B+iBQM rBi? i?2 7+i i?i EQ#2 "`vMi
Bb i?2 bQM Q7 CQ2 "`vMi- MQ Kii2` BM r?B+?
HM;m;2X
h?2`27Q`2- r2 #mBH/ KmHiB@EL #v KFBM;
+`Qbb@HBM;mH HBMF2/ 2MiBiB2b BM?2`Bi HH i?2 `2@
HiBQMb 7`QK 2+? Qi?2`- bQ i?i i?2v rBHH #2
2K#2//2/ +HQb2bi /m2 iQ i?2 KQbi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- r2 K2`;2 KQMQ@ELb
#v //BM; 2/;2b 7`QK HH M2B;?#Q`b Q7 2MiBiv
eki iQ elj B7 < eki, elj >∈ Rc UHv2` 9VX
*QKT`#H2 a2Mi2 +2b
q2 miBHBx2 /BbiMi bmT2`pBbBQM iQ ;2 2`i2
+QKT`#H2 b2Mi2M+2b 7`QK qBFBT2/B `iB+H2bX
b b?QrM BM 6B;m`2 k- i?2 irQ `iB+H2b `2
` K +`Qbb@HBM;m H HBMF2/ 2MiBiB2b een,Kobe M/
ezh,Kobe UHv2` R kVX q2 2ti`+i i?Qb2 b2M@
i2M+2b BM+Hm/BM; MQi?2` +`Qbb@HBM;mH HBMF2/
2MiBiB2b een,Joe M/ ezh,Joe UHv2` jV b + T@
`#H2 b2Mi2M+2bX
h?2 BMimBiBQM Bb i?i r2 +QMbB/2` 2+? b2M@
i2 + BM  qBFBT2/B `iB+H2 ?b  Tb2m/Q
K2MiBQM Q7 i?2 T;2 2MiBiv UiHFBM; bQK2i?BM;
#Qmi i?2 2MiBivV UuK/ 2i HX- kyRdVX h?mb-
B7  b2Mi2M+2 HbQ K2MiBQMb  Qi?2` 2MiBiv- Bi
BKTHB+BiHv 2tT`2bb2b i?2B` `2HiBQMX h?2`27Q`2-
r2 2ti2M/ i?2 bbmKTiBQM BM `2HiBQM 2ti`+@
iBQM K2MiBQ 2/ BM a2+iBQM k iQ KmHiB@HBM;mH
b2iiB ;b, A7 irQ 2MiBiB2b T`iB+BTi2 BM  `2@
HiBQM- M/ #Qi? Q7 i?2K ?p2 + Qbb@HBM;mH
HBMFb- HH b2Mi2M+2b i?i K2MiBQMb i?2b2 irQ
2MiBiB2b UTb2m/Q Q` MQiV `2 +QKT`#H2 #v
2tT`2bbB ; i?i `2HiBQMXX 6Q` 2 KTH - i?2
+QKT`#H2 b2Mi2M+2b BM Hv2` j #Qi? 2tT`2bb
i?2 7i?2`@bQM `2HiBQMb?BT #2ir22M i?2 +`Qbb@
HBM;mH HBMF2/ 2MiBiB2b < een,Kobe, ezh,Kobe >
M/ < een,Joe, ezh,Joe >X
 +`Qbb@HBM;mH HBMF2/ 2MiBiv Kv Q++m` b2p@
2`H iBK2b BM  qBFBT2/B `iB+H2- M/ r2 +QM@
+i2Mi2 i?2K BMiQ  HQM;2` b2Mi2M+2- #mi i?Bb
rBHH #`BM; Km+? MQBb2- 2bT2+BHHv bQK2 Q7 i?2
b2Mi2M+2b `2 BM+Q``2+iHv 2ti`+i2/X h?2`2@
7Q`2- r2 /2bB;M irQ ivT2b Q7 ii2MiBQM iQ b2H2+i
i?2 KQbi BM7Q`KiBp2 rQ`/b M /2H rBi? i?2
r`QM; H#2HHBM; T`Q#H2K BM a2+iBQM jX9X
jXj JQMQ@HBM;mH _2T`2 2MiiBQM
G2`MBM;  JQ/2HBM; HB;M2/
1MiBiB2b
b K2MiBQM2/ #Qp2- i?2 KmHiB@EL #`B/;2b
i?2 HM;m;2 ;T 7QHHQrBM; i?2 bK2 i`BMBM;
Q#D2+iBp2 b KQMQ@ELX 6QHHQrBM; i?2 KQMQ@
HBM;mH rQ`F UuK/ 2i HX- kyRec *Q 2i HX-
kyRdV- r2 2ti2M/ i?2 aFBT@;`K KQ/2H iQ
QMQ@HBM;mH rQ`/b M/ +`Qbb@HBM;mH 2MiBiB2b
r?BH2 F22T  +QMbBbi2Mi QTiBKBxiBQM 7mM+iBQMX
Ai mb2b i?2 +m``2Mi rQ`/f2MiBiv iQ T`2/B+i Bib
+QMi timH rQ`/bf2MiBiB2b ;Bp2M i?2 +Q?2`2M+2
BM7Q`KiBQM BM i2ti +Q`Tmb D- M+?Q`bA M/
KmHiB@EL KN #v KtBKBxBM; i?2 p2`;2 HQ;@
T`Q##BHBiv,
Lc =
∑
xi∈{D,A,KN}
HQ;P (C(xi)|xi) URV
r? `2 xi Bb 2Bi?2`  rQ`/ Q` M 2MiBiv-
M/ C(xi) /2MQ 2b i? +QMi2tib rBi?BM  T`2@
/2} 2/ rBM/Q X LQi2 i?i C(xi) /Bz2`b  HBi@
iH2 HQM; rBi? xi, URV +QMi2timH rQ`/b r?2M
xi ∈ Dc UkV M B;?#Q` 2MiBiB2b i?i HBMF2/ rBi?
2MiBiv xi ∈ KN c UjV +QMi2timH rQ`/b Q7 rQ`/
K2MiBQM wj BM M M+?Q` r?2M xi /2MQi2b i?2
2MiBiv BM M+?Q` < wj , ei >∈ AX
h?mb- rQ`/b M/ 2MiBiB2b i?i 7`2[m2MiHv
Q++m` iQ;2i?2` b?`2 KQ`2 +QKKQM +QMi2tib-
M/ ?p2 bBKBH` 2K#2//BM;bX b b?QrM
BM 6B;m`2 k- een,Joe Q++m`b rBi? wen,player-
wen,NBA iQ;2i?2` M/ i?2v b?`2 i?2 +QKKQM
+QMi2ti Q`/b- bQ i?2v `2 +HQb2 BM i?2 b2@
KMiB+ bT+2X aBKBH`Hv- 2MiBiB2b b?`BM; KQ`2
2B;?#Q` iBiB2b i2M/ iQ #2 +HQb2- 2X;X- /m2 iQ
i?2 bK2 M2B;?#Q` 2MiBiv en,LosAngelesLakers-
2MiBiB2b een,Joe- een,Kobe M/ ezh,Kobe ?p2 bBK@
BH` `2T`2b2MiiBQMbX
jX9 *`Qbb@HBM;mH a2Mi2M+2 _2;mH`Bx2`
*QKT`#H2 b2Mi2M+2b `2 `2;`/2/ b +`Qbb@
HBM;mH +QMi2tib Q7 2+? Qi?2` ++Q`/BM; iQ
am#a2+iBQM jXkX AMbi2/ Q7 T`2/B+iBQM KQ/2H-
r2 T`272` iQ KBMBKBx2 i?2 1m+HB/2M /BbiM+2
#2ir22M i?2 i`;2i rQ`/ ki M/ Bib +`Qbb@
HBM;mH +QMi2 imH rQ`/b Cl(wki) BM i?2 +QK@
T`#H2 b2Mi2M+2b,
Ls =
∑
<skm,slm∈Sk,l
∑
wki∈skm
||wki −
∑
Cl(wki)||2
UkV
r?2`2 < skm, slm >∈ Sk,l Bb i?2 mi? b2M@
i2M+2 TB` BM i?2 ki? M/ li? HM;m;2b- `2@
bT2+iBp2HvX lMHBF2 +QMp2MiBQMH H2tB+QM #b2/
K2i?Q/b- r?B+? KBMBKBx2 i?2 /BbiM+2 Q7 T`@
HH2H rQ`/b- i?2 `2bQM Q7 bm+? `2;mH`Bx2` HB2b
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Abstract
Jointly learning word and entity represen-
tations enefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% o er baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, bu da t text corpus contains large amount
of potential knowledge co plementary to existing
K s. Th refore, researchers le erage both types
of resources to improve various natural language
processing (NLP) r lat d tasks, such as relation x-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus to enhance each oth r by learning word and
entity representations in a unified vector spac . For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utiliz the coherence informa-
tion to al gn similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to eprese t entities based on their
textual descriptions together with the structured re-
lations. However, these method only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in easur ng the similar-
ity b ween entities and corresponding mentioned
words in different languages.
e??, w??, w???
The intuition is that, words nd entitie in
various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize th ir shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or n t. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. F r
instanc , textual ambiguity i one langua e may
disappear in another language, e.g., the two mean-
1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov t al.,
2013; Zhang et al., 2017).
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. I stead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity r latedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectiv ly. Using ent ty linking s a c se
study, the results on benchmark dataset
verify the quality of our embeddi gs.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond exts. Mean-
while, abundant text corpus contains large amount
of potential knowledge co plementary to existing
KBs. Therefore, researchers leverage both ypes
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2 16) learns to represent e tities based on their
textual descriptions together with the structured re-
lations. However, these methods only f cus on
mono-lingual settings, and few rese rches have
been done in cross-lingual scenari s.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation echanism, which is usually expensive and
ay introduc inevi able errors. Our embeddi g
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entit es an co resp ding mentioned
words in different la guages.
e??, w ?, w???
The intuition i that, words and entities in
various languag s shar some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared s man-
tics to align similar words and entities with simi-
lar embedding vectors, no atter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the compleme tary knowledge. For
i stance, textual mbiguity i one language may
disappear in another language, e.g., th two m an-
1Some cross-lingual pioneering work obs rve that word
em eddings trained separately o monolingual corpora ex-
hibi isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
ting . In this paper, we propose a novel
method that integ ates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge atte tion and cross-lingual
attention to select the most informative
words and filter ut noise, which will fur-
ther mprove the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over aselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify th quality of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), toring mil-
lions of entities and their fac s in various la -
guages, provide rich structured knowledge for u -
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementa y to existing
KBs. Therefore, es arch rs leverage b th typ s
of resources to improve various natural language
processing (NLP) related tasks, such s relation ex-
traction (West n et al., 2013; Li t al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
ntity representations in a unified vector space. For
ex mple, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to li n similar words and entities with sim-
ilar embedding vectors. An t r approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose t learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint nference among KB and
text across languages with ut ny additional tr ns-
lation mechanism, which i usually expensive and
may introduce inevitab e rrors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity lin ing, in which
the major challenge lies in mea uring the similar-
ity between ent ties and corresponding mentioned
words in different languages.
e??, w??, w???
The intuition is that, words and entities in
various languages share some common semantic
meanings1, but there are lso ways in hi h they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities ith simi-
lar mbedding vectors, no matter they are in the
same language or not. On the ot r ha d, cross-
lingual e beddings wil be efit from differ nt la -
guages d e to the com lementary knowled e. For
instance, t tual ambiguity in o e language may
disappear i another language, e.g., the two mean-
1Some cross-lingual pioneering work observe that word
embeddings trained separately on mono ingual corpora ex-
ibit isomorphic structure across languages Mikolov et al.,
2013; Zhang t al., 2017).
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A stract
J intly l arning word and entity represen-
atio s b nefits many NLP tasks, while has
not bee well explored in cross-lingual s t-
tings. In this paper, we propose a n vel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
co plementary knowledge. Instead of re-
liance on par llel dat , we automatically
generate cross-lingual tr ining da a via dis-
tant supervision over mul i-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther imp ove the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embe dings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide r ch structured knowledge for un-
derstanding natural language bey nd texts. Mean-
while, abundant text corpus contains l rg amount
of p tential knowl dge compleme tary to existing
KBs. Th refore, researchers leverage both type
of resources to mprove various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada t al.,
201 ; Cao et al., 2017; Ji et al., 2016).
Mo t existing work jointly models KB and text
corpus to enhance each other by learning word and
entity r presentations in a unified vector sp ce. For
exa ple, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only f cus on
mono-lingual settings, few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-ling al
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text cr ss languages without any additional trans-
lation mechanism, which is usually expensive and
may introduc inevitabl errors. Our embeddi gs
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the ajor challenge lies in easuring the similar-
ity et t ti s corresponding mentioned
or s i ages.
e ,
i t at, ords and enti es in
vari l re so e common s mantic
ea i s1, t t ere are so ways in which they
differ. n o e hand, utilize their shared seman-
ics to lign similar words and entities with simi-
l embeddi g vectors, no matter they re in the
same language or not. On the other hand, cros -
lingual e beddings will benefit from different lan-
guages due to the complementary knowledg . For
insta ce, textual ambiguity in one language ay
disappear in another language, e.g., the two mean-
1Some cross-lingual pioneering work observe that word
embeddings trained separately o m nolingual corpora ex-
hibit isomorphic structure across la guages ( ikolov et al.,
2013; Zhang et al., 2017).
eNBAeAllstar
Mono-lingual Representa ion earning
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Abstract
Jointly learning word and entity represen-
tations benefit many NLP t sks, while has
not been well explored in cross-lingual set-
tings. In this pap r, we propose a novel
method that integrates cross-lingual word
and entity representa ion learni g to nable
joint inference among knowledge base and
text across languages, capturing mutually
comple ntary knowledg . In tead f re-
liance on parallel data, we automatically
generate cross-lingual training data ia dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the ost informative
words and filter out noise, which will fur-
ther imp ove the performance. In exper-
iments, separate tasks of word translation
and entity elatedness demonst ate the ef-
fectiveness of our method with an average
gain of 0% and 3% over bas lines, r -
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality f our emb ddings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, pr vide rich structur d knowledge f r un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amou t
of potential k owledge complementary to existing
KBs. Therefore, researchers lever ge both types
of resources to improve var ous natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 013 Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work j i tly models KB and text
corpus to e hance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in ( an
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
I this paper, we p opose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among K and
text cross languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and co respondi g mentioned
wo ds in different languages.
e??, w??, w? ?
The i tuition is that, words and entities in
various languages sh re some common semantic
meanings1, but there are also wa s in which they
differ. On one hand, we utilize their shared sem n-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they re in the
same languag or not. On the other hand, cross-
lingual embeddings will ben fit from differe t lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-
1Some cross-lingual pioneering work o serve that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic tructure cross languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explor d i cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation le r ing to enable
joint inference among knowledge base and
text across langu ges, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
gener te cross-lingual training data via dis-
tant superv sion over ulti-lingu l knowl-
edge bases. W also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words nd filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedn ss demonstrate the ef-
fectiveness of our method with average
gain of 20% and 3% over baselines, e-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, pr vide rich tructured know edge for un
derstanding natural language beyond texts. ean-
while, abundant ext corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as rel t on ex-
trac ion (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector sp ce. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. An ther approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on t eir
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this pa er, we propose to learn cross- ingual
word and entity representations in the same seman-
tic space, to nable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language g ps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity b tw en entiti s and correspondi g entioned
words in differe t languag s.
eNBA??, w?, w?, w??
The intuition is that, words and entities in
various languag s share some common sem ntic
meanings1, but there are also ways in which they
differ. On one hand, we utilize heir shared seman-
tics to align similar words and tities with simi-
lar mbedd ng vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embedding will benefit from differen lan-
guages du to the complementary knowledge. For
instanc , t xtual ambiguity in one language may
disapp ar in another language, e.g., the two mean-
1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation le rning to nable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we autom tically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-l ngual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performanc . In xper-
iments, separate tasks of word translation
and entity relatedness emonstrate the ef-
fectiveness of our meth d with an average
gain of 20% and 3% over baselines, re-
spectively. Using ntity l king as a case
study, the results on benchmark dataset
verify the qual t of our embeddings.
1 Introduction
Multi lingual kn wledg bases (KB), storing mil-
lions of entities and their f cts in various lan-
guages, provide rich structured knowledg for un-
derstanding natural language beyond texts. Mean-
while, abundant text orpus contains larg amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage b th typ s
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (W ston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tio to align sim lar words and entities with sim-
ilar e bedding vectors. Another approach in (H
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) le rns to represent entities based on their
textual descriptions together with the structured re-
lations. However, th s methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, w propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down languag gaps i any
tasks, such as cross-lingual entity linking, in which
the ajor challenge lies in measuring th similar-
ity between entities a d corr ponding menti ned
words n different languag s.
eNBA??, w , w?, w??
The intu tion s hat, w rd and entities in
various language share some co m n semantic
meanings1, but th re ar also ways in which th y
differ. On one hand, we utilize their shar d s man-
tics to align similar words and entities with simi-
lar embedding vector , no matter they are in the
same language or not. On the other hand, cross-
ling al embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instanc , textual ambiguity in on langua e m y
disappear in nother language, e.g., the two mean-
1So e cross-lingual pioneering work observ that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zha g et al., 2017).
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Abstract
Jointly learning word and entity represen-
tations enefits ma y NLP tasks, while has
not been well explored in cross-lingual s t-
tings. I this paper, we propose a ovel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text acro s languages, capturing mutual y
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cros -lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowle ge attention and cross-li gual
attention to select he m st informative
words and filter out noise, which will fur-
ther improve the erformance. In exper-
iments, sepa ate tasks of word translation
a d entity relatedness demonstrate the ef-
fectiveness of our method with an average
ga of 20% and 3% over ba lin s, re-
sp ctively. Usi g entity linking as a case
study, the results o b nchmark data et
verify th quality of our embeddings.
1 Introduction
Multi-lingual knowledg bas s (KB), s ring mil-
lio s of entities a d their facts in various lan-
guages, provi e ich structu ed knowledg for un-
derstandin nat ral language beyond texts. Mean-
while, ab nda t text corpus c ntain large amount
of pot ntial knowledge c mpleme tary to existi g
KBs. Theref re, researchers leverage both typ s
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (W ston et al., 2013; Lin et al. 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing w rk jointly models KB text
corpus to enha ce e ch other by learni g word and
entity represent tio s in a unifi v ctor space. For
example, (Wang et al., 2014; Yamada t al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and e tities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutan va t al., 2015; Wu et al.,
2016) learns to represe t entities based on their
textual descriptions together with the structured re-
lations. Howev r, these methods only focus on
mono-lingual se tings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
wo d and entity representations in the s me seman-
tic space, to enable joint inference among KB and
text across languages without any addition l trans-
lation mechanism, which is usu lly expensive and
may introduce inevitable errors. Our e beddings
are helpful to bre k d wn language aps in m ny
tasks, such as cross-lingual entity linki g, in which
the major challenge lies in measu ing similar-
ity between entities a d corresponding me tion d
words in differe languages.
eNBA ?, w , w?, w??
The intu tion is that, wor s and ent t es i
various languages share so e comm n seman ic
meanings1, but there are also wa s in which they
differ. O one hand, we utilize their shar d seman-
t cs to align similar words and e tities with simi-
lar emb dding v ctors, n matter they r in the
same language or not. On the other hand, cross-
lingual mbeddings will b nefit from d ffere t lan-
guages due to the complem ntary knowledge. For
inst ce, textual a biguity in one langu ge a
d sa pear in anot er langu ge, e. ., the two me n-
1Some cross-lingual pione r ng work o serve that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages ( ikolov et al.,
2013; Zhang t al., 2017).
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Abstract
Jointly l arning word and e tity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrat s cross-lingu l word
a d entity representation learning to enable
joint inference among knowledge base nd
text across langua es, capturing mutually
complem ntary knowledge. Inste d of re-
liance on par lel data, we automatically
generate cross-lingual training data via di -
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge atte tion nd cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method wi an average
gain of 20% and 3% over baselines, re-
spect vely. Using entity linking as a case
st dy, the result on benchmark dataset
verify the quality of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), stori g mil-
lions of entiti s and their facts in various lan-
guages, provide rich structured knowledge for u -
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Th refore, r searchers leverage both types
of r sources to improv various atural language
processing (NLP) related tasks, such s rel tio ex-
tr ction (Weston t l., 2013; Lin et al., 2017), and
entity li king (Tsai and Roth, 2016; Ya ada et .,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly m dels KB and text
corpus to enh nce e c other by learning word and
entity representat ons n unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding v ctors. Another appr ach in (Han
et al., 2016; Toutanova et l., 201 ; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, the e methods only focus on
ono-lingual etti s, and few researches have
been d ne in cross-lingual sce arios.
In this paper, w propose to learn cross-lingual
word a d entity representations in th same seman-
tic space, to nable j int i ference amon KB and
t xt cross l nguages tho t any additional trans-
lation mechanism, which is usually expensive a d
may introduce inevitable e rors. Our embeddings
are helpful to break down language gaps in many
tasks, such a cross-ling al entity linkin , in which
the major challenge lies in measuring the similar-
ity between entities and corresponding ention d
words in different languages.
eNBA , w , w?, w ?
The intuition is that, word a t ti in
various languages share some co n se antic
eani gs1, but there re also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align sim l r words and enti ies with simi-
lar embedding vectors, no atter they are in the
same language or not. On the other hand, cross-
lingual embed ings will benefit from different la -
guages due to the com lementary knowledge. For
inst nce, textual ambiguity in one la uage may
disappear i nother language, e. ., the two m a -
1Some cross-lingual pi neering work observe that w rd
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract
Jointly learning word and entity represen-
tations be fits ma y NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a ovel
method that integrate cross-lingual word
and ntity r present ti n le rning o able
j nt infere c among kno ledge b se a d
text across languages, capturing mutually
c mplementary knowled . Instead of re-
liance n parallel data, we automaticall
generate cross-lingual tra ning data via dis-
tant supervision o er multi-li l knowl-
edg base . W also propose two types
of knowledge attenti n cross-lingual
attention to select the most informative
ords and filter out noise, which will fur-
th r i prove the performance. In exper-
iments, separate tasks of word translat on
nd entity relatedness d monstrate the ef-
fectiveness of our method i an av rage
gain of 20% and 3 over baselines, re-
spectiv ly. Using entity linking as a case
study, the re ults on benchmark dataset
verify the quality of our embeddings.
1 Intr duction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
es, provide rich structured k owledge for un-
derstanding natural language b y nd texts. Mea -
while, abundant text corpus contains large amount
of potential knowl dge complementary to existing
KBs. Ther fore, r searchers leve age both types
of resourc s t improve various natural l nguage
pr c ssing (NLP l ted t sks, such as relation ex-
traction (Wes on et al., 2013; Li et al., 2017), and
entity linking (Ts i and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus to e hance each other by learning word and
enti y repre enta ions in a u ified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
C o et al., 2017) utilize the coherence informa-
tion to align similar w rds and entities with si -
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
16) learns to represent entities based o their
textual descripti ns t get er with the structured re-
lations. How ver, these methods o ly focus on
mono-ling al settings, and few researches have
been done in cro s-lingual scenarios.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
tex cross la guages without any additional trans-
lation mech ism, which is usually expensive and
m y introduce inevitable errors. Our embeddi gs
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies n measuring the simil r-
ity betw en nti ies and corr ponding mentioned
words in ifferent langua es.
eNBA
The intuition is that, words nd ntities in
various languages share some common semantic
meanings1, but ther are also ways in hich they
differ. On one hand, we utilize their shared seman-
tics to lig similar words and entitie with simi-
lar embedding vectors, no matter t ey are in th
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due t th co plementary knowledge. For
instanc , tex ual ambiguity in one language ay
disappear in anoth r l , e.g., the two mean-
1Some cross-lingual p oneering work observe th t word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov e al.,
2013; Zhang et al., 2017).
E
Lawr nc
wwas w
La ence
eNBAeAllstarwan wbasket all
wAmerican
Figur : Th frame rk f r meth d. The inputs an utputs of each step ar listed in the right
side, d in the l f sid ther are thre main comp nents of j int represen ation l arning. Red exts
with br ck t are nchors, dashed lin s between entities denote relations, and solid lines are cross-lingual
li ks.
mon neighbors have similar mb ddings, no mat-
ter in which nguage, e.g., English entity Foust
and Chinese entity 福斯特 (Foust) are embed-
ded close in semantic space due to the common
n ighborsNBA,All-star andNBA选秀 (draft), etc.
(3) Cross-li gual Sent nce Regularizer a ms t
learn mutually translated words with sim lar em-
eddings by pushing their cross-lingual contexts
(i. . comparable s ntences) together. For exam-
ple, English word basketball and t e translated
Chinese word 篮球 frequently co-occur in com-
p rable sentenc s, and ar cl se in the semantic
space.
All word/entity embeddings are trained jointly
under a unified optimization objective. Next, we
will introduce how to g nerate bi-lingual EN and
comparable sentences as well as the three compo-
nents for joint representation learning in turn.
3.3 Cross-lingual Supervision Data
Generation
This section introduces how to extract more cross-
lin ual clu s from multi-li gual KB in the form of
bi-lingual EN and comparable sentences.
Bi-lingual Entity Network Construction
Conventional knowledge representation meth-
ods normally regard cross-lingual links as a spe-
cial equivalence type of relation between two en-
tities (Zhu et al., 2017). However, w argu that
this may mislead to an inconsi t nt training ob-
jective since a cross-lingual link actually contains
multiple relat ons. For example (Figure 1), there
will be o direct relation betweenChinese entity福
斯特 (Foust) a d Eng ish entity Piston by merely
dding the equivalence relation betw en Foust and
福斯特, which is in contradiction with the fact that
Foust b l gs to Pisto , o matter in which l n-
guage.
Therefore, we build bi-lingual ntity etwork by
making cross-li gual linked e titi s hat i herit ll
relations from each other. Concretely, we enhan e
ono-EN by adding edges from all neighbors of
ntity ei to e
z
j if <
e
i , e
z
j >∈ Re−z (l yer 2).
e???
Compara le Sentences Generation
We utilize distant supervision to generate com-
parable sentences from Wikipedia articles. As
shown i Figure 1, from the page art cles of cross-
lin ual linked entities eeKobe and e
z
Kobe, we extract
those sentences including another cross-lingual
link d entities eeJoe and e
z
Joe s comparabl en-
tenc s Se−z = {< sek, szk >}.
The intuition is that we consider ach sent nce
in a Wikipedia articl has a pseudo mentio of
the page entity (talking something about the en-
tity) (Yamada et al., 2017). Thus, if a sentenc also
mentions another entity, it implicitly expres es
their relation. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participat in a relation, and bot of them
???? ???? ??
Zh
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Abstract
Jointly learning word a d ntity represen-
t tion b n fit many NLP t sks, w i has
not been well ex lored i cross-ling al s -
tings. In this paper, we propos a ov l
m thod that integrates cross-lingu l word
and entity repres ntation learning to enabl
joint nference amon knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via is-
tant supervision over multi-lingual k owl-
edge bases. We a so pr po e two types
of knowledge attention and cross-lingual
atten ion to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the qu lity of our embeddings.
1 Introduction
Multi-lingual kno ledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large am unt
of potential knowledge complementary to existing
KBs. Therefore, res archers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
tracti n (Weston et l., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus to enhance ea h other by learni g word and
nti y representations in a unified vector space. For
example, (Wang t al., 014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar ords and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) l arns to represent entities based on their
textual descriptions tog ther with the structured r -
lations. However, thes methods only f cus o
mono-lingual sett ngs, d few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any addition l trans-
lation mechanism, which is usually expensive and
may introd ce inevitable errors. Our embeddings
are helpful t break down la guage gaps in ma y
tasks, suc as cr s -l ngual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in d fferent languages.
e??, w??, w???
The intuition is that, words and enti ies in
various languages share som common semantic
meaning 1, but there are also ways i w ich they
differ. On one han , we utiliz their shared seman-
tics o align similar words and entities with simi-
lar emb d ing vectors, no m t r they are in t e
same languag or not On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one langu ge m y
disappear in another languag , e.g., the two mean-
1Some cross-lingual pioneering w rk observe that word
embeddings trained separately on onolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zh ng et al., 2017).
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Abstract
Joi tly learning word and entity represen-
t ions be efits m y NLP tasks, while has
not been well explored in cross-lingual set-
ti gs. In this aper, w propose a ovel
method that integrates cross-lingual word
and entity r presentation learni g to n ble
joint inference among knowledge base and
text across languages, capturing mu u lly
complementary knowledge. Instead of re-
liance on parall l data, we automatically
generate cross-lin al tr ining data via dis-
tant supervision over multi-lingual knowl-
dge bases. We also propo e two ypes
of knowledge ttention nd cro s-li gual
att ntion t elect th m st informat ve
words and filter out n ise, which wi l fur-
ther i prov the performance. In exper-
iments, separ te tasks of word translation
and entity rel tedness demonstrate the ef-
fective ess of our metho with an av rage
gain of 20% and 3% over ba li es, re-
spectively. Using ent ty linking a a case
study, the results on benchmark dataset
verify the quality of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
d rstanding natural languag b y nd xts. M an-
while, abundant text corp s co ain lar e amount
of pote tial knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natur l language
process ng (NLP) related tasks, such as relation ex-
traction (Weston t al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and t xt
corpus to enhance each other by learning word and
entity repres ntations in a unified vector spac . For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) ut lize the coherence informa-
tion to align similar words and entities th sim-
ilar embedding vector . A oth r approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) lear s to r pr sent entiti s based on their
t xtual scriptio s ogeth r with t e struc ured re-
lations. H wever, th se m thods only focus on
mono-lingual settings, and few re earches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
t t across languages without any additional trans-
lation mecha ism, whic is usually expensive and
may introduce inevitable errors. Our embeddings
are h lpful to break down language gaps in many
task , uch as cross-lingual entity linking, in which
the major challenge lies i me suring the similar-
ity between entities and correspond ng mentioned
words in different languages.
eNBA??, ?, w?, w??
The ntuitio is that, words and e tities in
various languages share some common semantic
mea ings1, but ther ar also ays in which they
differ. On one hand, we utilize their shared seman-
tics to alig similar words and entities with sim -
lar embedding vectors, no matter th y are in the
same languag or not. On the other ha d, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
di appear in another language, e.g., the two mean-
1Some cross-li gual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abst ac
Jo ntly learning word nd entity represen-
tati ns be fits m ny NLP tasks, wh le a
not b e well explored in cross-li gual s t-
tings. I this paper, we ropose a novel
method that inte rates cross-lingual wor
and entity representation lear ing to nable
joi t inferenc among k owledg base and
text across lang ages, c pturi g m tually
complementary knowledge. Instead of re-
liance n par llel data, w automatically
generate cross-lingual training data via dis-
tant supe vision ov r multi-lin ual knowl-
edge bases. We lso propose two types
of knowledge attention and cross-li gual
attention to select the most infor ative
words and filter out nois , which will fur-
th r improve the erform nce. In exper-
ime ts, separate ta ks of wor translation
and entity relat dness demo strate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a c se
study, the results on benchmark dataset
verify the quality of our embe dings.
1 Introduction
Multi-ling al knowledge bases (KB), storing mil-
lions of entities and heir facts in various lan-
guages, prov de ric structured knowledge for un-
derstanding natural language beyond t xts. Mean-
while, abundant text corpus contains large amount
of potential kn wledge compl m nt ry t existing
KBs. Therefore, research rs leverage both typ s
of res urces to improve various natural language
processing (NLP) related tasks, such relation ex-
traction (We ton et al., 2013; Li et al., 2017), nd
entity linking (Tsa and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existi g work jointly odels KB and text
c rpus to enhance ach other by learning word and
entity rep sent ions in a unified vector space. For
example, (Wang et al., 2014; Yamad et al., 2016;
Cao et al., 2017) utilize the coh renc informa-
tion to align similar w rds and entities with sim-
ilar m edding vectors. Another appr ach i (Han
et al., 2016; Toutanova et l., 2015; W et al.,
2016) learns to represent entities based on their
textual description together with the structured re-
lations. However, thes metho s only focus o
mono-lingual settings, and few r searches have
been d ne in cross-lingual cenarios.
In this paper, e rop se to learn cros -lingual
word and ent ty rep sent tions in the ame sema -
ic space, to ena l joint inf rence amo g KB and
t xt across language without any additio al trans-
lation mechanism, w ich is usually exp nsive and
may introdu e evitabl errors. Our embeddings
are helpful to break down l nguage g ps in many
tasks, such cross-lingual ntity linking, in which
the major c allenge lies in m asuri the sim lar-
ity betwe n enti ies and corresponding entio ed
words in different lan u ges.
eNBA??, w , w?, w??
The i tuition is that, words and entities in
various languag s share some common semantic
meanings1, but there are also w ys in which they
differ. On one hand, we utilize th ir shared se an-
tics to align imilar words and entities with simi-
lar embedding vectors, no matter he r in the
same langu ge or not. On the other ha d, cross-
lingual embeddings ill benefit fr m different lan-
guages due to the complementary knowledge. For
i stance, textual ambig ity in one languag may
is ppear in anothe languag , e.g., the two mean-
1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual c rpora ex-
hibit isomorphic structure across langu ges (Mikolov t al.,
2013; Zhang et al., 2017).
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Abstrac
Jo tly earni ord and nt ty r pr se -
tati ns enefits man NLP tasks, while has
not bee well explored in cross-lingual set-
tin s. I this paper, we propose a nove
ethod that integr te cross-lingua word
and entity representation lear ing to enable
joint inference among knowle g base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual tr ining data vi dis-
tant sup rvision over multi-lingual knowl-
edge b ses. We lso pr po e two types
of knowledge attention and cross-lingual
attentio to selec the most info mative
words and filter out noise, which will fur-
ther improve the performance. In exper-
i ents, sepa ate tasks of ord translation
and ent ty relatedness de onstr te th ef-
f ti f r t ith an average
i er aselines, re-
s t tit linking as a case
st , ch ark dataset
ri a r beddings.
1 I t ti
ulti-lingual knowledge bases ( ), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derst nding natural language beyond texts. Mean-
wh le, abundant text cor us contai s large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of reso rces to improv various natural language
processing (NLP) related tasks, such as rela on ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsa and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most ex sting work jointly models KB and text
c rpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) util z th coherence i forma-
tion o li n similar words and enti ies wi h si -
lar mbedding vectors. Anothe approach in (Ha
et al., 2016; Touta ova et al., 2015; Wu et al.,
2016) learns to repres nt entities based o their
t xtual descri tions together with the structured re-
lations. However, these m thods nly focus on
mono-lingual settings, a d few researches have
been d in cro s-lingual scenarios.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable j int inferenc among KB and
text acr ss l nguages without any addition l trans-
lation mech i m, which is usually exp nsive and
may in r duce inevitable errors. Our beddings
are helpful to reak own language gaps i many
tasks, such as cross-lingual ntity linking, in which
the major challenge lies in asuring the similar-
ity betw en n iti a corresponding m ion d
words i diff r t la gu ges.
eNBA ?, w , w ,w??
Th intu tion is that, wo ds and e titi s i
various l guage share som co mon sema tic
meanings1, but there are also ways i which they
differ. On one hand, w utilize their shared se an-
tics to align similar words a d entities with si i-
lar embedding v c rs, no atter th y are in the
sam l nguage or not. On the other hand, cross-
lingual embeddings will benefit fr m ifferent lan-
guages due to the complem ntary knowledge. For
instance, textual ambiguity in one language may
disappea in a o her language, e.g., the two mea -
1Some cross-lingual pioneering work observe that word
embeddings tr ined separately on monolingu l corpora ex-
hibit isomorphic structure across langua e (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstr ct
Jointly l rning wo d and entity represen-
tati s b fi s many NLP ta ks, while as
not e n well xp ore in cross-lingual set-
t gs. In this aper, we pr po e a novel
m thod that integrates cr s-l ngual word
and entity represe tation learning to enable
joi t i ference amon kn wledge base a d
text acros l gua es, apturing mutu lly
compl mentary knowledge. Instead of re-
liance on p rallel dat , we automatically
ge erate cross-lingu l tr ining data via dis-
tant supervis over multi- ingual knowl-
dge bases. We also pr pose two types
of knowledge attention and cross-lingual
t ntion to select the most informative
words and filter out noise, which ill fur-
t r improve th pe formance. In exper-
iments, s par e tasks o word tra slation
n entity relatedness demons ra e the ef-
fectiveness f our method with an average
gain of 0% and 3% over ba elines re-
pectively. Using entity linking as a case
study, th results on benchmark d taset
verify the quality f our embeddings.
1 I troduction
Mu ti-lin ual knowledge bases (KB), storing mil-
lions of entities and thei facts i various lan-
guages, provid r ch str ctur d k owledge for u -
dersta di g natur l languag beyond texts. Mean-
while, abundant text corpus contains large amount
of po ential k ow edge compleme tary to ex sting
KBs. Therefore, rese rchers l verage both types
f resources to improve various natural language
proc ssing (NLP) related tasks, such as relatio ex-
traction (W ston et al., 2013; Lin et al., 2017), and
entity li king (Tsai and Roth, 2016; Yam da et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existi g work j intly models KB and text
c rpu to nhance each other by lear ing word and
tity r prese tations in a unifi d vector sp ce. For
example, (Wang et al., 20 4; Yamada et al., 2016;
Cao t ., 2017) utiliz th coherence inform -
tion to align similar words and entities with sim-
ilar embedding vectors. Anot er approac in (Han
t l., 2016; Toutanova et al., 2015; Wu al.,
2016) learns to repr sent entities based on their
textual descriptio s tog ther with the struct red re-
lations. H wever, th se met d ly focus on
m no-lingu l sett ngs, and fe researches have
been done in cross-lingual scenarios.
In this aper, we propose to earn cross-lingual
wo d and ity r pr sen ations in the same seman-
tic space, to e able joint inf rence mong KB and
text cross lang ages without any dditional trans-
lation mechanism, which is usually expensive and
may introduc inevitabl rrors. Our e be dings
are helpful t break own langu ge gaps in many
ta k , such as cros -lingual entity linking, in whi h
the major chall li s i easuring the similar-
ity between entiti s s onding mentioned
words in diff rent .
eNBA , , ?
Th intuiti r s an en ties in
v riou l ngua s r s e co on emantic
mea ings1, but th re are also ays in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi
lar em edd g vect s, o mat er y ar i h
same language or n t. On the other hand, cross-
lingual e b ddi gs will benefit from diff r nt lan-
guages due to the complementary knowl dge. For
instanc , textual ambiguity in on language may
disappear in an ther language, e g., the two mea -
1Some cross-li ual pioneering work observe that wo d
embeddings trained separately on m nolingual corpora ex-
hibit isomorphic tructure across languages (Mik lov et al.,
2013; Zha g et al., 2017).
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Abstract
J i tly learni g ord a d en i y repr s n-
t tions b nefits a y NLP t sk , while has
n t been well explored in cross- ingu l s -
tings. In this pap r, e pr pose a ov l
method t at i tegr tes cross-lingual wor
and entity re resentation learning to enable
joint inference among kno le ge base and
text across languag s, apturing utually
complem ntary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual traini g data via dis-
tant supervisio over multi- ingual kn l-
edge bases. We also propose two types
of kno ledge attentio and cross-lingual
att tion to select the most informative
or s and filter out noise, wh ch will fur-
th r improve the perf rmance. In exper-
im nts, sep ate tasks of word translatio
and entity latedness demonstrat the ef-
fective ess of our method with an average
gain of 20% and 3% over baselines, re-
sp ctively. Using ntity linki g as case
study, the res lts on benchmark dataset
v rify the quality of our embeddings.
1 Introduct on
Multi-lingual knowledge b ses (KB), stori g il-
lions of entities and their facts in various lan-
guages, provid ich structured knowledge for un-
derstanding natural language beyo d texts. Mean-
while, abundant text corpus contains large amoun
of potential knowledge complementary to existing
KBs. Therefore, researcher lev r ge bot types
of resources o improv various natural language
processing (NLP) relat d tasks, s ch as r ation ex-
traction (We ton et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Mo t exi ting work jointly models KB and text
corpus to enhance each other by learning word and
entity epres nt ti ns in a unified vector spac . Fo
example, (Wang et al., 2014; Yamada et al., 2016;
Ca et al., 2017) u ilize the coherence informa-
t on to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Touta ova t al., 2015; Wu et al.,
2016) earns t represent e titie b sed n their
textual descriptions together with th structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cro -lingual sc arios.
In this paper, we propo e to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text acro s l nguages without any additio al tr ns-
lation mechanism, which is usually expensive and
may in oduc evitable errors. Our embeddings
are helpful t bre k d wn language gaps i many
t s s, such as cross-lin ual entity link ng, in which
the ajor chall nge lies in measur ng the similar-
ity betw en titie and corresponding mentioned
words in different languages.
eNBA
Th intuition is that, w rds and entities in
various languages share some common semantic
meanings1, b t there are also ways in which they
differ. On o e hand, w utiliz the r shar d e an-
tics to align similar w rds and entiti s with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
uages du to the complementary knowledge. For
in tance, textual ambiguity in one language may
disappear in nother language, e.g., the two m an-
1Some cr ss-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isom rphic st ucture across languag s (Mikolov t al.,
2013; Zhang et al., 2017).
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A straightforward solu ion is to concatenate them
into a longer sentence senk , but this increases the
chance to include unrelated sentences.
Unbal nced information. So e mes the pair of
sentences convey different inform tion, e.g., the
English sentenc in lay r 2 (Figure 1) contains
Foust spent 12 seasons in NBA while t e com -
rable Ch nese sentence not.
To ad ress th issues, we propose knowledge at-
te tion and ross-lingual at ention to filter out un-
elated informati n at sentence leve n at word
level, r spectiv ly. [[这里感觉改动较大]]
5 Joint Representation Learning
5.1 Mono-lingual Represe t tion L arning
Following (Yamada t al., 2016; Cao et al., 2017),
we learn mo o-li gual word/entity mbeddings
bas d n c rpus Dy, a cho s Ay nd entity et-
w rk Gy. We tiliz a variant of Skip-gram
model (Mikolov et al., 2013c) to predict the con-
exts giv n current word/entity:
Lm =
∑
y∈{en,z }
∑
xyi ∈{Dy ,Ay ,Gy}
logP (C(xyi )|xyi )
(1)
where xyi is either a word or an entity, and C(xyi )
denote : (i) ntext al word i a pre-defi ed win-
dow of xyi if x
y
i ∈ Dy, (ii) eig b r entiti s that
linked to xyi if x
y
i ∈ Gy, (iii) contex u l words of
wyj if x
y
i is entity e
y
i in an anchor ⟨wyj , i ⟩ ∈ Ay.
5.2 Cross-lingual Entity Regularizer
The bilingual EN Gen−zh merges entiti s i dif-
ferent languages into a unified network, resulting
in the possibility of using the same objective as
i mono-lingu l ENs. Thus, we n turally extend
mono-lingual function to cross-lingual setti gs:
Le =
∑
eyi ∈{Gen−zh}
logP (C′(eyi )|eyi ) (2)
where C′(eyi ) denotes cross-lingual contexts—
neighbor ntities in differ nt languag s that linked
to eyi . Thus, by jointly learning mono-lingual r p-
resentation with cross-lingual entity regularizer,
words and entities share more com on contexts,
and will have similar embeddings. As shown in
Figure 1, English entityNBA co-occurs with words
basketball and player in texts, so they are embed-
ded close in the semantic space. Meanwhile, cross-
lingual linked ntitiesNBA ndNBA (zh) have sim-
ilar r pres nt tions due to themo t common neigh-
bor entities, e.g., Foust.
5.3 Cr ss-lingual Sent c Regularizer
Comparable sentences provide cros -lingual co-
occurrence of words, thus, we learn similar em-
b ddings for the words that requently co-occur to-
gether by mi imizing the Euclidean dist nce:
Ls =
∑
⟨s nk ,szhk′ ⟩∈Sen−zh
||senk − szhk′ ||2 (3)
here senk , s
zh
k′ are sentence embeddings. Take E -
glish as sample langu ge, we define it as the ave -
age sum of word vectors weighted by the combi-
nation of two types of ttentions:
senk =
∑
l∈L
ψ(eenm , s
en
k,l)
∑
weni ∈senk,l
ψ′(weni , w
zh
j )w
en
i
(4)
where {senk,l|l ∈ L} is a s t of sentences co -
taining the same entity (as mentioned in Sec-
tion 4.2), and ψ(eenm , s
n
k,l) is knowledge attention
that aims t filter out wrong labelling sentences,
and ψ′(weni , wzhj ) is cr -lin ual attention to d al
with th nbalanc d info ma ion through possible
align d words.
K ledge Attention
Suppose that sent nces {senk,l|l ∈ L} contain the
s me ntities in articles of ntity eym, the wrong la-
belling errors increase because some of them are
lmost irrelevant to eym. Knowledg a ten ion ai s
at filtering out wrong labelled se tences through
smaller weights and r lated sentence wit higher
w ights. Thus, we define it pr p rtional t the sim-
ilarity betwe n syk,l and e
y
m:
ψ(eym, s
y
k,l) ∝ sim(eym,
∑
wyi ∈syk,l
wyi ) (5)
where sim is similarity measu ement, and w
use cosine similarity in the rest of the pa-
per. We ormalize knowledge atten ion such that∑L
l ψ(
y
m, s
y
k,l) = 1.
Cross-lingual Attenti
Inspired by self-atten ion mechanism (Lin et al.,
2017b), we motivate cross-ling al attention focus-
ing on potential infor ation from comparable sen-
tences themselves. The intuition is to find possible
alignedwords between languages, and filter out the
w rds without alignments. We define it according
to the maximum similarity:
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NBA
L wrence Foust
All-star
[[Lawrence Michael Foust]] was
an American basketball player
who spen  12 seasons in [[NBA]]
NBA (zh)
?????
??·???
[[??·???]]???[[NBA]]?
?????????????
1950??[[NBA??]]??1??5
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i Q /Bz2`2M 2MiBiB b- "MF M/ "MF U;2Q;`T?vVX
AM i?2 KmHiBHBM;mH b2iiBM;b- i?Bb Bbbm2 Q7 K#B;mBiv
#2+QK2b KQ`2 b2p2`2X
*`Qbb@HBM;mH qQ`/ HB;MK2Mi  H`;2 MmK#2` Q7
K2i?Q/b 7Q+mb QM mbBM; T`HH2H +Q`Tmb UBX2X HB;M2/
rQ`/b- b2 i2M+2bV b +`Qbb@HBM;mH bmT2`pBbBQM bB;MHb
iQ HB;M bBKBH` Q`/b BM #Qi? HM;m;2b (RĜ9- Ĝ
N)X >Qr2p2`- i?2 T`HH2H +Q`T b Bb 2tT2MbBp2 iQ Q#@
iBM M/ mb HHv Bb QMHv pBH#H2 7Q` +2`iBM M`@
`Qr /Q BMb r?B+? BMi`Q/m+2b  i`QM; /QKBM #Bb
BMiQ i?2 H2`MBM; T`Q+2bb (R)X Q HH2pB 2 # `@
/2M Q7 Q#iBMBM; T`HH2H +Q`Tmb- (RR- Rk) b?m|2 UBX2X
`M/QKHv Q` H2M;i?@`iBQV 2+? TB` Q7 +QKT`#H2
/Q+mK2Mib i?i ?`2  +QKKQM ?2K2 BM /Bz2`2Mi
HM m;2b Q +QMbi`m+i Tb2m/Q #BHBM;mH /Q+mK2Mib
/B`2+iHv 7Q` #BHBM;mH rQ`/ `2T`2b2MiiBQM H2`MBM;
>Qr2p2`- i?2 b?m|2 bi`i2;v Bb ?`/ iQ +QMi`QH i?2
[mHBiv Q7 Tb2m/Q #BHBM;mH /Q+mK2Mib- r?B+? bmz2`b
7`QK  bm#@QTiBKBxiBQM Bbbm2 /m2 iQ ++B/2MiHHv ǳ#/
b?m|2bǴX
hQ //`2bb i?2b2 +?HH2M;2b- r2 T`QTQb2 iQ H2`M
KmHiBTH2 2K#2//BM; p2+iQ`b 7Q` 2+? 2MiBiv K2MiBQM-
MK2Hv K2MiBQM b2Mb2- iQ /2H rBi? i?2 K#B;mBiv #2@
ir 2M K2MiBQMb M/ 2MiBiB2b U2X;X AM/2T2M/2M+2 .v
pbX i?2 }HK 2MiBiv Q` i?2 ?QHB/v 2MiBivV- M/ 2p2M
?`/2` +`Qbb HM;m;2b U2X;X AM/2T2M/2M+2 .v pbX
独立日 Q`美国独立日VX 6Q` +`Qbb@HBM;mH HB; K2Mib-
2 }`bi BMi`Q/ +2 +`Qbb@HBM;mH ?vT2`HB Fb 2tBbiB ; BM
KmHiBHBM;mH EMQrH2/;2 "b2 U2X;X qBFBT2B/V b bm@
T2`pBbBQM- M/ BMi2;`i2 i?`22 /Bz2`2Mi ivT2b Q7 HB;M@
K2Mib, rQ`/b- 2MiBiB2b M/ #Qi?- BMiQ  mMB}2/ Q#D2+@
iBp2X h?2 #bB+ B/2 Bb i?2 2MiBiB2b HBMF2/ +`Qbb HM@
;m;2b b?QmH/ ?p2 bBKBH` `2T`2b2MiiBQMb- M/ bQ
/Q i?2B` M2B;?#Q` 2MiBiB2b M/ +QMi2ti rQ`/b BM i2ti
+Q`Tm X
AM i?Bb TT2`- r2 T`QTQb2  MQp2H #BHBM;mH KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?i DQBMiHv H2`Mb
rQ`/- K2MiBQM M/ 2MiBiv 2K#2//BM;b +`Qbb HM;m;2bX
6QHHQrBM;
K2MiBQM b2Mb2
+QMi2ti
k J1h>P.
kXR *`Qbb@HBM;mH qQ /
_2T`2b2MiiBQM G2`MBM;
Sen Szh een ezh URV
KQMQHBM;mH rQ`/fK2MiBQM 2K#2//BM; H2`MBM;
L =
∑
xi ∈D
∑
xo ∈C(xi )
HQ; P(xo |xi) UkV
+`Qbb@HBM;mH rQ`/ HB;MK2Mi
L =
∑
(ei , j )∈Ec
| |C(ei) − C(e j)| |2 UjV
?2`2 Ec +QMiBMb 2MiBiv TB`b +QMM2+i2/ #v  +`Qbb@
HBM;mH HBMFX
kXk *`Qbb@HBM;mH 1M Biv
_ T`2b iiB G2`MBM;
=
∑
ei ∈E
HQ; P(N (ei)|ei) +
∑
(ei ,ej )∈Ec
HQ; P(N (e j)|ei)
U9V
r?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2
FMQrH2/;2 M2irQ`FX
kXj *`Qbb@HBM;mH HB;MK2M
L =
∑
(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +
∑
(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))
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Q /Bz2`2Mi 2MiBiB2b- " MF M/ "MF U;2Q;`T?vVX
AM i?2 K HiBHBM;mH b2iiBM; - i?Bb Bbbm2 Q7 K#B;m iv
#2+QK2b Q`2 b2 2` X
*`Qbb@HBM;mH qQ`/ HB;MK2Mi  ;2 MmK#2` Q7
K2i?Q/b 7Q+mb QM mbBM; T`HH2H +Q`Tmb UBX2X H ;M2/
r `/b- b Mi M+2bV b +`Qbb@HBM;mH bmT2`pBbBQM bB;MHb
iQ HB;M bBKBH` rQ`/b BM #Qi? HM;m;2b (RĜ9- dĜ
N)X >Qr2p `- i?2 T`H 2H +Q`Tmb Bb 2tT2MbBp2 iQ Q#@
iBM M/ mbmHHv B QMHv pBH#H2 7Q` +2`iBM M`@
`Qr /QKBMb r? +? BMi`Q/m+2b  bi`QM; /QK BM #Bb
BMiQ i?2 H `MBM; T`Q+2bb (R)X hQ HH2pBi2 ?2 # `@
/2M Q7 Q#iB BM; T`HH2H +Q Tmb- (RR- Rk) b?m|2 UBX X
`M/QKHv Q` H2 ; ?@`iBQV +? TB` 7 +QKT`#H2
/Q+mK2Mib i?i b?`2  +QKKQM i?2K2 B /Bz2`2Mi
HM;m;2b iQ +QMbi`m+ Tb2m/Q #BHBM;mH /Q+mK2Mib
/B`2+iHv 7 ` #BHBM;mH rQ`/ `2T`2b2MiiBQM H2`MBM;X
>Qr2p2`- ?2 b?m|2 bi`i2;v Bb ?`/ iQ +QMi`QH i?2
[mHBiv Q7 Tb2m/Q #BHBM;mH /Q+mK2Mib- r?B+? bmz2`b
7`QK bm#@QTiBKB  BQM B m2 / 2 iQ ++B/2MiHHv ǳ#/
b?m|2bǴX
hQ  /`2bb i?2b2 +?HH2M;2b- r2 T`QTQb2 iQ H2`M
KmHiBTH2 2 #2//BM; p2+iQ` 7Q` 2+? 2M Biv K2MiBQM-
MK2Hv K MiBQM b2Mb2- iQ 2H rBi? i?2 K#B;mBiv #2@
ir22M K2MiBQMb M/ 2MiBiB2b U2X;X AM/2T2M/2M+2 . v
pbX i?2 }HK 2MiBiv Q` i?2 ?QHB/v 2MiBi V- M/ 2p2M
?`/2` +`Qbb HM;m;2b U2X;X AM/2T2M/2M+2 .v pbX
独立日 Q`美国独立日VX 6Q +`Qbb@HBM;mH HB; K2Mib-
r2 }`bi BMi`Q/m+2 +`Qbb@HBM;mH ?vT `HBMFb 2 BbiBM; BM
KmHiBHBM;mH EMQrH2 ;2 "b2 U2X;X qBFBT2B/V b m@
T2`pBbBQM- M/ BMi2;`i2 i?`22 /Bz2`2Mi ivT2b Q7 HB;M@
K2Mib, Q`/b- 2MiBiB2b M/ #Qi?- BMiQ  mMB}2/ Q#D2+@
iBp2X h?2 #bB+ B/2 Bb i?2 2MiBiB2b HBMF2/ +`Qbb HM@
; ;2b b?QmH/ ?p2 bBKBH` `2T`2b2MiiBQMb- M/ Q
/Q i?2B` M2B;?#Q` 2MiBiB2b M/ +QMi2ti rQ`/b BM i2ti
+Q`TmbX
AM i?Bb TT2`- 2 T`QTQb2  MQp2H #BHBM;mH KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?i DQBM Hv H2`Mb
Q`/- K2MiBQM M/ 2MiBiv 2K#2//BM;b +`Qbb HM;m;2bX
6QHHQrB ;
K2MiBQM b2Mb2
+QMi2ti
k J1h>P.
kXR *`Qbb@HBM;mH qQ`/
_2T`2b2 iiBQM G2`MBM;
Sen Szh een ezh URV
KQMQHBM;mH Q`/fK2MiBQM K#2//BM; H2`MBM;
L =
∑
xi ∈D
∑
xo ∈C(xi )
HQ; P(xo |xi) UkV
+`Qbb@HBM;mH Q`/ HB;MK2Mi
L =
∑
(ei ,ej )∈Ec
| |C( i) − C( j)| |2 UjV
r?2`2 Ec +QMiBMb 2M B v TB`b +QMM2+i2/ #v  +`Qbb@
HBM;mH HBMFX
kX *`Qbb@HBM;mH 1MiB v
_2T`2b2MiiBQM G2`MBM;
L =
∑
ei ∈E
HQ; P(N (ei)|ei) +
∑
(ei ,ej )∈Ec
HQ; P(N (e j)|ei)
U9V
r?2`2 N ( i) / MQi2b ?2 M2B;?#Q` 2MiBiB2b QM i?2
FMQrH2/;2 M2irQ`FX
kXj *`Qbb@HBM;mH HB;MK2Mi
L =
∑
(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +
∑
(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))
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All-star
[[Lawrence Michael Foust]] was an American basketball 
player who spent 12 seasons in [[NBA]]
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6B;m`2 k, qBFBT2/B S; b Q7 *`Q b@HBM;mH GBMF2/ 1M;HBb? 1MiBiv M/ *?BM2b2 1MiBiv #Qmi ǳ Q#2 "`vMiǴX
r2HH BM `2HiBQM 2ti`+iBQM (N- R8- R3- ky- kj- j9)X AMbi2/ Q7
`2HvBM; MMQii2/ i2ti- Bi 2KTHQ b FMQrH2/;2 #b2b b bQm`+2
Q7 bmT2`pBbBQM #v HB;MBM; i?2 ;Bp2M FMQ H2/;2 #b2 iQ i2 i
7QHHQrBM; i?2 bbmKTiBQM, ǳA7 irQ 2MiBiB2b T`iB+BTi2 BM 
`2HiBQM- HH b2Mi2M+2b i?i K2MiBQM i?2b2 irQ 2MiBiB2b 2tT`2bb
i?i `2HiBQMǴ (ky)X
hQ ;2M2`i2 ?B;?2` [mHBiv +QKT`#H2 /i miQK B+HHv-
r2 T`QTQb2 iQ BM+Q`TQ`i /BbiMi bmT2`pBbBQM i2+?MB[m2 BM Q
+`Qbb@HBM;mH ` T`2b2MiiBQM H2`MBM;X aBKBH`Hv- r2 bb K2
i?i,
A7 irQ +QKT`#H2 /Q+mK2Mib K2MiBQM2/  TB`
Q7 +`Qbb@HBM;mH HBMF2/ 2MiBiB2b- i?2 b2Mi2M+2b +QM@
iBMBM; i?2K 2tT`2bb i?2 bK2 bT2+i Q7 i?2 +QK@
KQM i?2K2X
h?Bb ivT2 Q7 b2Mi2M+2b `2 MQi KmimHHv i`MbHi2/- #mi
i?2v Q#pBQmbHv ?p2 bBKBH` b2KMiB+b- MK2Hv +QKT`#H2
b2Mi2M+2bX 6B;m`2 k b?Qrb bQK2 +QKT`#H2 b2Mi2 +2 T `
+QHQ` / BM ;`22M M/ i?2 `2/ `2+iM;H2b +QMM2+i2/ #v /b? /
HBM2b `2 +`Qbb@HBM;mH 2MiBiB2b- 2X;X i?2 b2Mi +2 TB` ǳ>2
THv / ?Bb 2MiB`2 ky@v2` +`2 ` rBi i?2 GQb M;2H2b GF2`b
Q7 L"Ǵ M/ ǳ? UBMV? U?2V? U7Q`V????? UGQb M;2@
H2b GF2`bV ?? UrQ`FV ? UǶbV ky ? Uky@v2 `V ?? U+`22`V
?? UHB72VǴ- r?2`2 i?2 2M;HBb? 2MiBiv ǳGQb M;2H2b GF2`bǴ
M/ *?BM2b2 2MiBiv ǳ?????Ǵ ?p2 +`Qbb@HBM;mH HBMFX
*QKT`#H2 b2Mi2M+2b Kv +QMiBM Km+? MQBb2 M/ 2p2M
#2 BM+Q``2+iHv 2ti`+i2/X q2 rBHH /Bb+mbb Bi BM i? M i b2+@
iBQM- M/ BMi`Q/m+2 irQ ivT2b Q7 ii2MiBQM K2+?MBbK QM
i?2K 7Q` +`Qbb@HBM;mH bmT2`pBbBQMX
j J1 >P.
jXR 6`K2rQ`F
jXk AM 2;`iBM; JQMQ@HBM;mH qQ`/b M/ 1MiBiB2b
jXj 6`QK JQMQ@HBM; H iQ JmHiB@HBM;mH
jXjXR *`Qb @HBM;mH 1MiBiv HB;M 2MiX
jXjXk *QKT`#H2 a2Mi2M+2b :2M2`iBQMX
Ls = | |Sen − Szh | |2 URV
jXjXj JQMQ@HBM;mH i 2MiBQMX
jXjX9 *`Qbb@HBM;mH ii2MiBQMX
jX9 h`BMBM;
KQ QHBM;mH rQ`/fK2MiBQM 2K#2//BM; H2`MBM;
L =
∑
xi ∈D
∑
xo ∈C(xi )
HQ; P(xo |xi ) UkV
+` bb@HBM;mH `/ HB;MK2Mi
L =
∑
(ei , j )∈Ec
| |C( i ) − C(ej )| |2 UjV
r 2 Ec +QMiBM 2MiBiv TB`b +QMM2+i2/ #v  +`Qbb@HBM;mH
HBMFX
L =
∑
ei ∈E
HQ; P(N (ei )|ei ) +
∑
(ei ,ej )∈Ec
HQ; P(N ( j )|ei ) U9V
r?2`2 N (ei ) /2MQi2b i?2 M2B;?#Q` 2MiB B2b QM i?2 FMQrH@
2/;2 M2irQ`FX
L =
∑
(ei ,mi )∈A
HQ; P(ei |mi ,C(ei )) +
∑
(ei ,ej )∈Ec
HQ; P(ej |mi ,C(ei ))
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BM irQ TQBMib, UBV F22TBM;  +QMbBb 2Mi Q#@
D2+iBp2 b KQMQ@HBM;mH rQ`/ QTiBKBxiBQMě
i?2 rQ`/b b?`BM; KQ`2 +QMi2timH rQ`/b ?p2
bBKBH` 2K#2//BM;b- `i?2` i?M i?2 rQ`/b
?p2  bT2+BH ivT2 Q7 2[ HBiv `2HiBQMb Ui?2
bK2 b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV H@
H2pBiBM; i?2 #m`/2M Q7 T`HH2H Q`/b bBM+2
r2 +imHHv /QMǶi FMQr r?B+? rQ`/b `2 2 @
+iHv Ki+?2/ +`Qbb HM;m;2b BM +QKT`@
#H2 b2Mi2M+2bX h?mb- r2 TT`QtBKi2Hv QTiB@
KBx2 1[miBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 bK2 b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +
∑ C(wki) M/ UBBV mT/iBM; i?2 2MiB`2
b2Mi2M+2 TB` BM QM2 bi2T,
Ls =
∑
<skm,slm>∈Sk,l
||bFK − bHK||2 UjV
r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#iBM 
bBKBH` bbmKTiBQM rBi? U"2M;BQ M/ *Q``/Q-
kyR8V, h?2 KQ`2 7`2[m2MiHv irQ rQ`/b Q++m` BM
T`HH2Hf+QKT`#H2 b2Mi2M+2 TB`b- i?2 +HQb2`
i?2B` `2T`2b2MiiBQM BHH #2X
*QKT`2/ iQ T`HH2H b2Mi M+2b- Qm` +QKT@
`#H2 b2Mi2M+2b HH2pBi2 i? T`HH2H #m /2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;mH `2bQm`+2b- #mi
HbQ BM `Q/m+2 Km+? MQBb2- Q` 2p2 BM+Q``2+iHv
;2M2`i2/X L2ti- r2 BMi`Q/m+2 irQ vT2b Q7
ii2MiBQM K2+?MBbKb iQ //`2b Bb Bbbm2X
EMQrH2/;2  i2 iBQM
EMQrH2/;2 ii2MiBQM Bb BMi`Q/m+2/ iQ pQB/
?2 BM+Q``2+iHv H#2HH2/ +QKT`#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +Q + 2Mi2 b2p@
2`H b2M 2M+2b BM i?2 2MiBiv km T;2 `iB+H2b-
#mi bQK2 b2Mi2M+2b `2 MQi `2Hi2/ i ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB bQ7i@
ii2MiBQM +QKTmi2/ #v K2bm`BM; bBKBH`Biv
rBi?BM i?2 ki? HM;m;2,
αnkm ∝ i ( FK,
∑
wki∈snkm
rFB) U9V
r?2`2 αnkm Bb ?2 FMQrH /;2 ii2M BQM Q7 i?
ni? b2M 2M+2 7Q` skmX LQi2 ? B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`i2/ 7`QK ekm `iB+H2b- αnkm
2[mHb iQ QM2X
*`Qbb@HBM;mH ii2MiBQM
*`Qbb@HBM;mH ii2MiBQ 7Q+mb2b Q TQi2MiB H
BM7Q`KiBQM 7`QK i?2 +QKT`#H2 b2Mi2M+2b
?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH` rBi?
b2H7@ii2MiBQM K2+?MBbK- r?B+? Q#iBM H2`M@
BM; ;mB/M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM; H b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
 TQbbB#H2 rQ`/ HB;MK2Mi +`Qbb HM;m;2b #v
TB+FBM; mT i?2 KtBKmK bBKBH`Biv,
αki,lj ∝ `;Kt
wki∈skm,wlj∈slm
sim(wki, wlj) U8V
6BMHHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 p2`@
;2 bmK Q7 Q`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BMiBQM Q7 i Q ivT2b Q7 ii2MiBQMb,
bFK =
∑
snkm∈skm
αnkm
∑
wki∈snkm
αki,ljrFB UeV
jX8 h`BMBM;
Pmi T`QTQb / K2i?Q/ F22Tb  +QMbBbi2Mi b@
bmKTiBQM ?i rQ`/f2MiBiv b?`BM; KQ`2 +QM@
i2t b ?b bBKBH` `2T`2b2 iiBQMbX h?m - r2
/2}M2 i?2 Q 2`HH Q#D2+iBp2 7mM+iBQM b i?2 HBM@
2` +QK#B iBQM,
= Lc + γLs UdV
r?2`2 γ Bb  ?vT `@T`K2i2` Q imM2 ?2 27@
72+i Q7 +`Qbb@HB ;mH `2 mH`Bx2`- M/ Bi +M #2
QTiBKBx2/ i?`Qm;? /:`/ a:. 2{+B2MiHvX
9 1tT2`BK2Mib
Pm` K BM +QMi B# iBQMb HB2 B i?`22 T`ib, URV
+QKT`#H2 b2Mi2M+2b 7Q` +`Qbb@HBM;mH rQ`/
`2T`2b2MiiBQM H2`MBM;c UkV i?2 M2r KmHiB@EL
iQ m;K2Mi i?2 KQMQ@EL 7Q` H2`MBM; bi`m+@
im`2/ FMQ H2/;2c UjV i?2 mMB}2/ 7`K2rQ`F
i?i 2M#H2b +`Qbb@HBM;mH i2ti M/ FMQrH@
2/;2 #b2 BM72`2M+2X h?2`27Q`2- r2 p2`B7v Qm`
K2 / QM ibFb Q7 Q`/ i`MbHiBQM- 2MiBiv `2@
Hi /M2bb M/ +`Qbb@HBM;mH 2MiBiv HBMFBM; 7`QK
i?2 #Qp2 i?`22 bT2+ib- `2bT2+iBp2HvX
9XR 1tT2`BK2M a2i BM;b
q2 +?QQb qBFBT2/B- i?2 T`BH kyRd /mKT- b
?2 KmH B@HBM;mH FMQ H2/;2 #b2 M/ bBt TQT@
mH ` HM;m;2b 7Q` 2pHmiBQM- r Q 2 biiBbiB+b
Bb b?QrM BM h#H2 RX 6Q` #`2pBiv- r2 /QTi
irQ@H2ii2` ##`2pBiBQM iQ /2MQi2 HM;m;2bjX
j1M- w?- 1b- C- Ai M/ h` `2 b?Q i 7Q 1M;HB ?-
*?BM2b - aT MBb?- CTM2b2- AiHBM M/ hm`FBb?- `2@
bT2+iBp2HvX
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+ i` /B+iBQM rBi? i?2 7+i i?i EQ#2 "`vMi
Bb i? bQM 7 CQ2 "`vMi- Q Kii2` BM r?B+?
HM;m;2X
h?2`27Q`2- r2 #mBH/ KmHiB@EL #v KFBM;
+`Qbb@HBM;mH HBMF2/ 2MiB B2b BM?2` i HH ?2 `2@
HiBQMb 7`QK 2+? Qi?2`- bQ i? i? v rBHH #2
2K#2//2/ +HQb2bi /m iQ i?2 KQbi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- 2 K2`;2 KQMQ@ELb
#v //BM; 2/;2b 7`QK HH M2B;?#Q`b Q7 2MiBiv
eki iQ elj B7 < eki, elj >∈ Rc UHv2` 9VX
*QKT`#H2 a2Mi2 +2b
q2 miBHBx2 /BbiM bmT2`pBbBQM iQ ;2 2`i2
+QKT`#H2 b2Mi2M+2b 7`QK qBFBT2/B ` B+H2bX
b b?QrM BM 6B;m`2 k- i?2 irQ `iB+H2b `2
` +`Qbb@HBM;m H HBMF2/ 2MiBiB2b en,Kobe M/
ezh,Kobe UH v2` R kVX q2 2ti` +i i Qb b2M@
i2M+ b BM+Hm/B ; MQi?2` +`Qb @HBM;mH HBMF2/
2MiBiB2b een,Joe M/ ezh,Joe UHv2` jV b + T@
`#H2 b2 i2M+2bX
h?2 BMimBiBQM Bb i?i r2 +QMbB/2` 2+? b2M@
i2 + BM  qBFBT2/B `iB+H2 ?b  Tb2m/Q
K2MiBQM Q7 i?2 T;2 2MiBiv UiHFBM; bQ 2i?BM;
#Qmi i?2 2MiBivV UuK/ 2i HX- kyRdVX h?mb-
B7  b2 i2M+2 HbQ K2MiBQMb  Qi?2` 2MiBiv- Bi
BKTHB+BiHv 2tT`2bb2b i?2B` `2HiBQMX h?2`27Q`2-
2 2ti2M/ i?2 bbmKTiB M BM `2HiBQM 2ti`+@
iBQM K2MiB 2/ BM a2+iBQM k iQ KmHiB@HBM;mH
b2iiB ;b, A7 rQ 2MiBiB2b T`iB+BTi2 BM  `2@
HiBQM- M/ #Qi? Q7 i?2K ?p2 + Qbb@HBM;mH
HBMFb- HH b2Mi2 +2b i?i K2MiBQMb i?2b2 irQ
2MiBiB2b UTb2m/Q Q` MQiV `2 +QKT`#H2 #v
2tT`2bbB ; i?i `2HiB MXX 6Q` 2 KTH - i?2
+QKT`#H2 b2Mi2M+2b BM Hv2` j #Qi? 2tT`2bb
i?2 7i?2`@bQM `2HiBQM ?BT #2 r22M i?2 +`Qbb@
HBM;mH HBMF2 2MiBiB2b < een,Kobe, ezh,Kobe >
M/ < een,Joe, ezh,Joe >X
 +`Qbb@HBM;mH HBMF2/ 2MiBiv Kv Q++m` b2p@
2`H BK2b BM  qBFBT2/B `iB H2- M/ r2 +QM@
+i2Mi2 i?2K BMiQ  HQM;2` b2Mi2M+2- #mi i?Bb
rBHH #`BM; Km+? MQBb2- 2bT2+BHHv bQK2 Q7 i?2
b2M 2M+2b `2 BM+Q``2+iHv 2ti`+i2/X h?2`2@
7Q`2- r2 /2bB;M irQ ivT2b Q7 ii2MiBQM iQ b2H2+i
i?2 KQbi BM7Q`KiBp2 Q`/b M /2H rBi? i?2
r`QM; H#2HHBM; T`Q#H2 BM a2+iBQM jX9X
jXj JQ Q@HBM;mH _2T`2 2 iiBQM
G2`MBM;  JQ/2HBM; HB;M2/
1MiBiB2b
b K2MiBQM2/ #Qp2- i?2 KmHiB@EL #`B/;2b
i?2 HM;m;2 ;T 7QHHQrBM; i?2 bK2 i`BMBM;
Q#D2+iBp2 b KQMQ@ELX 6QHHQrBM; i?2 KQMQ@
HBM;mH rQ`F UuK/ 2i HX- kyRec *Q 2 HX-
kyRdV- r2 2ti2M/ i?2 aFBT@;`K KQ/2H iQ
QMQ@HBM;mH rQ`/b M/ +`Qbb@HBM;mH 2MiB B2b
r?BH2 F22T  +QMbBbi2Mi QTiBKBxiBQM 7mM+ BQMX
Ai mb2b i?2 +m``2M rQ`/f2MiBiv iQ T`2/B+i Bib
+ Mi timH rQ`/bf2MiBiB2b ;Bp2M i?2 +Q?2`2M+2
BM7Q`KiBQM BM i2ti +Q`Tmb D- M+?Q`bA M/
KmHiB@EL KN #v KtBKBxBM; i?2 p2`;2 HQ;@
T`Q##BHBiv,
Lc =
∑
xi∈{D,A,KN}
HQ;P (C(xi)| i) URV
r? `2 xi Bb 2Bi?2`  rQ`/ Q` M 2MiBiv-
M/ C(xi) /2MQ 2b i? +QMi2tib rBi?BM  T`2@
/ } 2/ B /QrX LQi2 i?i C(xi) /Bz2`b  HBi@
iH2 HQM; rBi? xi, URV +QMi2timH rQ`/b r?2M
xi ∈ Dc UkV M B; #Q` 2MiBiB2b i? HBMF2/ rBi?
2MiBi xi ∈ KN c UjV +QMi2timH rQ`/b Q7 rQ`/
K2MiBQM wj BM M  +?Q` r?2M xi /2MQi2b i?2
2 iBiv BM M+?Q` < wj , ei >∈ AX
h?mb- rQ`/b M/ 2MiBiB2b i?i 7`2[m2MiHv
Q++m` iQ;2i?2` b?`2 KQ`2 +QKKQM +QMi2tib-
M/ ?p bBKBH` 2K#2//BM;bX b b?Q M
BM 6B;m`2 k- een,Joe Q++m`b Bi? w n,player-
wen,NBA iQ;2i?2` M/ i?2v b?`2 i?2 +QKKQM
+QMi2ti rQ`/b- bQ i?2v `2 +HQb2 BM i?2 b2@
KMiB+ bT+2X BKB `Hv- 2MiBiB2b b?`BM; KQ`2
2B;?#Q` iBiB2b i2M/ iQ #2 +HQb2- 2X;X- /m2 iQ
i?2 bK2 M2B;?#Q` 2MiBiv een,LosAngelesLakers
2MiBiB2b een,Joe- een,Kob M/ ezh,Kobe ?p2 bBK@
BH` `2T`2b2MiiBQMbX
jX9 *`Qbb@HBM;mH 2Mi2M+2 _2;mH`Bx2`
*QKT`#H2 b2Mi2M+2b `2 `2;`/2/ b +`Qbb@
HBM;mH +QMi2 ib Q7 2+? Qi?2` ++Q`/BM; iQ
am#a2+iBQM jXkX AMbi2/ Q7 T`2/B+iBQM KQ/2H-
r2 T`272` iQ KBMBKBx2 i?2 1m+HB/2M /BbiM+2
#2 r22M i?2 i`;2i rQ`/ wki M/ Bib +`Qbb@
HBM;mH +QMi2timH rQ`/b Cl(wki) BM i?2 +QK@
T`#H2 b Mi2M+2b,
L =
∑
<skm,slm∈Sk,l
∑
wki∈skm
||wki −
∑
Cl(wki)||2
UkV
r?2`2 < skm, slm >∈ Sk,l Bb i?2 mi? b2M@
i2M+2 TB` BM i?2 ki? M/ li? HM;m;2b- `2@
bT2+iBp2HvX lMHBF2 +QM 2MiBQMH H2 B+QM #b2/
K2i?Q/b- r?B+? KBMBKBx2 i?2 /BbiM+2 Q7 T`@
HH2H rQ`/b- i?2 `2bQM Q7 bm+? `2;mH`Bx2` HB2b
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Abstract
Jointly learning w rd and entity represen-
tations enefits m ny NLP tasks, whil has
not been well expl re in cross-ling l set-
tings. In this paper, we propose a nov l
method that i tegrates cross-lingual word
entity representation learning to enable
joint inference among knowledge bas and
text across languages, capturing mutually
complementary k owledg . Inste d of re-
lia ce on p rallel d t , w automatically
generate cross-lingual traini g data v a dis-
tant supervisi n over multi-lingual k o l
edge bases. We also propose two types
f knowl ge atte tio nd cross-lingual
attention to sel ct th ost i for ative
words and filter ut oise, w ch will fur-
t er improve the erformance. In ex er-
im ts, separ e tasks of word tran latio
a d ntity relatedness d monstrate the ef-
fective ess of ur met od with v rage
gain of 20% and 3% o baselines, re-
sp ctive y. U ing enti y linkin as a case
study, th results on be chmark da set
verify the quality of our embeddings.
1 Intr d ction
Multi-lingual k owl dg ase (K ), stori mil-
lio s of entities a d their facts in various lan-
g ges, prov e i h st uctured k owledge for un-
derstandi g nat ral language ey nd texts. Mean-
while, abunda t text corpus contains large amount
of potential knowl dge co pl me tary t xisting
s. Th refore, res archers le erage both typ s
of resourc s improv va ious natural language
processing (NLP) rel ted tasks, such as relation ex
traction (Weston et al., 013; Lin et l., 017), an
entity link g (Tsai and Roth, 2016; Yam da et a .,
016; Cao et al., 2017; Ji et al., 2016).
Most existing work j intly models KB and text
c rpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2 16;
Cao et al., 2017) utilize the coherence informa-
ti n to alig similar words and entities with sim-
ilar embedding vect rs. Another approach in (Ha
t al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
extual descriptions toge her with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this aper, we propose to learn cross-lingual
w rd a d entity repr sentations in t e same seman-
tic space, to enable joint inference among KB and
text ac oss languages without any a ditional trans-
lat on mechanism, which is usually expensive and
may intr duce evita le errors. Our mbeddings
ar helpful to break down language gaps in many
tasks such as cross-lingual entity li king, in which
th ajor ch llenge lies measu ing th similar-
ity between e tities and corresponding mentioned
words i d fferent languages.
e??, w , w?
T e ntu tion is that, words and entities in
vario s languages share om common semantic
meanings1, but there are also w ys in which they
differ. On one hand, we utilize th ir shared seman-
tics to ali n si ilar words a d entities with simi-
lar e bedd ng vectors, no matt r they ar in the
same language or not. On the other hand, cross-
li gual emb ddi gs will benefit fro different lan-
ages due t the comple entary kno ledge. For
instanc , textu mbiguity n one languag may
disappear in n ther l nguag , e.g., he two m a -
1Som cross-lingual pioneering work observe that word
mbeddings tr ined separately on monoli ual corpora ex-
hibit isomorphic structur across languag s (Mikolov et al.,
2013; Zha g et l., 2017).
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Abstr ct
Jointly learni g word and entity represen-
tati s benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this pape , we propos novel
method that integra es cross-lingual word
and entity r p esentation le rning t enable
joi t i fer nc among k owledge as a d
t xt acr s l guages, c pturing utually
com lementary knowledge. I stead of re-
lianc on par ll l dat , we automatic lly
generate cross-lingual training data v a di
tant supe vision over mult -lingual k wl-
edg bas . W als p opo e two ty es
of knowledge attention and cross-lingual
attention to s lect th most infor ative
words and filter out nois , which will fur-
th r improv the performa ce. In exper-
iments, separate tasks of ord tra slatio
a d nti y l tedness demonstrate he ef-
fect veness of ou method ith an av r ge
gain of 20% and 3% over baselines, re-
spectively. Using entity inking as a c s
st y, the esults n b nchmark data et
verify the quality of our embeddi gs.
1 Intr d cti
Multi-ling al knowl dge bases (KB), storing mil-
lions of entities and their facts v rious lan-
guages, provide rich structured knowl dge for un-
derstanding natural language be on texts. Mean-
while, abundant text corpus contains l rg amou t
of potential knowledge o plement ry to xi ting
KBs. Therefore, researchers leverag both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 013; Lin et al., 017), a d
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 016).
Most existing work jointly models KB and text
corpus to enha c each other by learning word and
entity representations in a u fied vector space. For
exampl , (Wa et al., 2014; Yamada et al., 201 ;
Cao et al., 2017) utilize the cohere c informa-
tion to lign similar words and e tities with sim-
il r emb dding vectors. Another app o ch in (Han
t al., 2016; Toutanova et al., 2015; Wu et al.
2016) e ns to represent e tities based on their
t xtual descriptions together with the structured re-
lations. Howeve , these methods only f cus on
on -l ng l setti gs, nd f w rese rches have
b n don in cross-ling l scenari .
In thi p per, w r po e to lear cross-lingual
word nd entity pr se tatio s in the same seman-
tic pace, to enable join infer nce among KB a d
text ac oss la ag s without any addition l trans-
lation echanism, which is usually expensive a d
ay troduc i evitable errors. Our embeddings
ar helpful to r ak down language gaps in a y
tasks, such as cross-lingual entity linking, in which
the maj r challe ge lies in measur ng th similar-
t betwe ent t es an co resp d ng mentioned
wor s in iffer t languages.
e??, w ?, w???
The intuition is that, wo ds and entities i
ri us langu ges s re som ommon s mantic
me ing 1, but t re re lso ways in w ich they
iffe . On o e hand, w utilize their shared sema -
tics to align imilar words a d entities with simi-
lar embe ding vector , no atter th y are in the
same langua e or not. On the other hand, c s -
lingual mbeddings will benefit from different lan-
ua es due to the co p emen ary knowle ge. For
instance, textual mbiguity in one language may
disapp ar n ther lan u g , e.g., the wo mean-
1Some cross-lin ual pioneering work observe that word
em eddings trained s arately on m noli gual corpora ex-
hibit isomo phic structure acro s languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract
Jointly learning word and ntity represe -
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
ting . In this paper, we propose a novel
method that integ tes cross-li ual word
and entity representatio l rning to enable
j int inference among knowledge base and
text across languages, capturing mutually
complement ry kn wledge. Instea of r -
lianc n rallel data, w automatically
g nerate cross-lingual training data via dis-
ant upervisi n over multi-lingual k wl
edge bases. We also propose t o types
f knowle ge at e tion and cross-lingu l
attention to sel ct th most i fo mative
wor s and fi ter ut noise, which will fur-
ther prove t e performan e. In exper-
ments, s parate task of ord translation
nd e tity relatedne s demon t te th ef-
f ctiv ess of our method with an aver e
gain of 20% nd 3% over aselines, re-
spe t vely. Using entity link g as a c
study, the results on chmark dataset
verify the quality of our embeddings.
1 Introduction
M i-lingual k owle ge bases (K ), t ri g il-
lions f entit es a d their f c s in v rious l -
gua es, rovide rich structu ed knowled for u -
d r t nding nat r l l ng e b yo d texts. n-
while, abund nt text corpus cont i s la ge amount
of potential knowledg compl menta y to existi
KBs. Therefore, e a chers leve age both types
of resourc s to improve various natural langua e
processing (NLP) related tasks, such s relati ex-
traction (Weston et al., 013; Lin et al., 2017), a d
entity linking (Tsai nd Rot , 2016; Yam da et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly odels KB and text
c rpus to enhance each other by learning word and
ntity repres ta ons in a unified vector space. For
ex mple, (Wang et al., 2014; Yamada et al., 2 16;
Cao et al., 2017) utilize the coherence informa-
ti n to li simila w rds and entities with sim-
ilar embedding vect rs. A t r approach in (Han
et al., 2016; T ut nova t al., 2015; Wu et al.,
2016) l arns to represent ntities based on their
textual descripti tog ther with the structured re-
lati n . H w ver, the e method only focus on
mono-l ngual ettings, and few researches have
be n done i c o s-li gual c n rios.
In this paper, we propo e to learn cross-lingual
word a d entity representations in t e same seman-
tic spac , to enable joint nference among KB and
xt across languages wit ut y additional tr ns-
lation echanism, which i usually expensive an
may introduce inevitab e e rors. Our embeddings
r helpful to break dow language gaps in many
tasks, such as cross-li gual n ty lin i g, in whi h
he major challenge lies in measuring he imilar-
ity bet een ent ti s and correspo ding m ntioned
words i iff rent l nguag s.
? , w??, w???
The intuition is th , word d entities in
various anguag h re ome mmo sema tic
m anings1, but there are lso ways in ich they
differ. On one hand, we utiliz th ir s ared seman-
tics to li n similar words and entities with simi-
lar e di vect rs, no matter they re i the
s me langu ge r not. On the ot r ha d, cross-
lingu l e beddings i l b nefit f om different la -
gu es d e to the co lementar knowled e. For
instance, t tu l a biguity n n la guage may
disappear i a th r l ngua , e.g., the two me n-
1Som cro s-lingual pioneering work obse ve that word
embeddings trained separately on monolingual corpora ex-
ibit isomorphic str cture across languages Mik lov t al.,
2013; Zhang et al., 2017).
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stract
J intly l arni word nd entity represen-
atio s b nefits m ny NLP tasks, while h s
not bee well explored in cross-lingual s t-
tings. In this paper, we propose a n ve
method that integrates cross-lingual word
an tity representation learni g o enable
j int inference among knowledge base and
text acros languages, c pturing mutually
c plem tary knowledge. I stead of r -
lianc on parall l dat , we automatically
generate cross-lingual tr ining da vi dis-
tant supervision ov r mul i-lingu l k owl-
edge bas s. We also pr pose t o typ
of knowledge attention and cross-lingu l
att ntion to s lect the most inf rma ve
words and filter out ois , which ill fur-
ther imp ove the performance. In exper-
im nts, separat tasks of word tr slation
and entity r latedness dem nstr te the ef-
f ctiv es of our method wi a a e age
gain of 20% nd 3% over baseli s, re-
spec vely. U ing nt ty linking c se
study, the results on b nchmark dataset
verify th quality of our em e dings.
1 Int oduction
Multi-lingual knowledge ba es (KB), st ring il-
lion f entities an th ir facts in vari us lan-
uag s, provide r ch structur d knowledge for un-
derstanding atural language beyond texts. an-
whi , abu dant text c rpus contai s lar ount
of p tential kn wl dge c mpl me tary to ex sti
KBs. Therefore, researchers leverage both types
of resources to mprov vari us n tural language
processing (NLP) related tasks, such as relation ex-
tractio (Weston et al., 013; Lin et l., 2017), an
entity linking (Tsai and Roth, 2016; Yamada t al.,
201 ; Cao et al., 2017; Ji et a ., 2016).
Mo t existing w rk jointly models KB and text
corpus to enhance each other by learning word and
entity r presenta ions in a nified v ctor sp ce. For
exa pl , (Wang t al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize t coher nce informa-
tion to align similar words and entities with sim-
ilar embeddi g vect rs. Another approach in (Han
et al., 2016; Toutanova t al., 2015; Wu et al.,
2016) learns to represent entities b sed on their
t xtu l descriptions together with the structured r -
lations. ow er, these methods only f cus o
ono-lingual settings, n few researches have
been done in cross-lingual scenarios.
In this pap r, w propos to l arn cross-ling al
word a d entity representations i the same seman-
tic space, to enable joint inference among KB and
text cr ss languages without any additional trans-
l tion mechanism, which is usu lly expensive and
may introduc nevitabl errors. Ou embeddings
are helpful to bre k down language gaps in many
t sk , such as cross-lingual entity linking, in which
th ajor challenge lies in asuring the si ilar-
ity t tities c rr spondi g mentioned
or s in e a ages.
e ,
i t at, ords and enti es in
var l es s are so e common s ma tic
ea i s1, t t ere are so ways i which they
diffe . o e hand, utilize their shared s man-
tic to align similar words a d entities with simi-
l e eddi g vectors, o matt r th y r in the
same language or not. On t e th r h nd, cros -
lingual e beddings will benefit fr different an-
uages due to the complementary knowledg . For
inst ce, textual ambiguity in one language ay
d sappear in a other language, e.g., the two mean-
1Some c oss-lingual pioneering k observe th t word
emb dings trai ed separately o nolingual co pora ex-
hibit isomorphic structure across languages ( ikolov et al.,
2013; Zhang et al., 2017).
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A stract
Jointly learning word and entity represe -
t ions b nefit many NLP t sks, while has
no been well exp ored in cross-lingual set-
tings. I this pap r, e propose a novel
method that integrat cross-lingual word
and entity represe ta ion learni g to nable
joint inference a ong knowledge base and
text across languages, capturing mutually
com le entary knowledge. In tead f re-
liance on pa llel data, we utomaticall
gen rate cross-lingual training data a is-
t t supervision over multi-lingual knowl-
edge bas s. W also propose two typ s
of knowled e attention and cross-lingual
ttention t sele the ost informative
words and filt r out noise, which ill fur-
ther i prove the performance. In exper-
iments, separate asks of w rd translation
nd entity relatedness demo strate the e -
fectiveness of our ethod with an average
gain of 0% and 3% over bas lin s, r -
spectively. Usi g entity li ki as case
s udy, the results on benchmark dataset
verify the qual ty of ur embeddi gs.
1 Introduction
Multi-lingual kn wl dge ases (KB), stor ng mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential k owledge complementary to existing
KBs. herefore, researchers le er ge both types
of resources to improve v r ous natural l nguage
proc ssing (NLP) related tasks, such as relation ex-
traction (W ston et al., 013 Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most ex sting work j i tly models KB and text
c rpus to e ance each othe by learning word and
entity representati ns in un fied vector space. For
example, (Wang t al., 2014; Yamada et al., 2016;
Cao et al., 017) utilize the coherence informa-
tio t align similar words and entities with s m-
ilar bedd g vect rs. Another app oach in ( a
et al., 2016; Touta ov t al., 2015; Wu et al.,
2016) learns to represe t ntities based on their
textual de criptions togeth r with the s ructured r -
lations. However, these m t ods only focus o
m no-li gual settings, and few r searches h ve
been done n cross-lingual s enari s.
I this p pe , we p opose to lear cross-li gual
wor and entity repres atio s i th ame s man-
tic pace, to e able joint i fere c amo K and
text cross languages without any additional trans-
latio mechanism, which is usually xpensive and
m y introduce i evitable errors. ur embeddings
are helpful to break do n languag gaps in many
sks, such a cross lingual t ty li king, in hich
the major challenge lies in easuring the similar-
i y between enti ies and co resp ndi g mentioned
wo ds in differ nt la gu ges.
e??, w??, w? ?
The tuitio is that, w ds and entities in
various languages share so e comm n semantic
meanings1, but t re are also wa s in which th y
differ. On ne ha d, we utilize their shared seman-
tics to align si ilar words and ntities with simi-
lar embedding vectors, no matter th y r i the
same languag or not. O the other hand, cross-
lingual emb ddings will benefit from different lan-
gu ges due to the comple entary k owledge. For
i stance, textual ambiguity in one language may
dis ppear in another language, e.g., the wo m an-
1So e cross-lingual pioneering work observe that word
e beddings train d separately on monolingual corpor ex-
hibit isomorphic tructur cross languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Joint Repr entation Learning of Cr ss-l ngual Words nd Entities via
Atte tive Dis ant Sup rvi io
Ano ymou ACL s bmis ion
Abs ract
Jointly earning w rd and entity represen-
tations benefit many NLP tasks, whi e has
not been well explored i cross-lingual s t-
ti gs. In this paper, w propos a novel
method that integrates cross-lingual word
a d entity repr s tation lear ing to enable
join inference mong knowledge base and
text across langu ges, capturing mutually
complementary knowledge. Instead of re-
lianc on par llel data, we utomatical y
gener te cross-lingual training data via di -
tant superv s on over l i-lingu kn wl-
edge b ses. W also propose two types
of k owled tt ntion and cross-lingu l
attention to select the most informative
wor s nd filter out noise, which will fur-
th r improve th performance. In exper-
iments, separate t sks of word translati n
and entity relatedness demonstrate the ef-
f ctiveness of our method with averag
gain of 20% and 3% ov r baseline , e-
spectiv ly. Using entity linking as case
st dy, the results on enchmark dataset
verify th qu lity of our embeddings.
1 I tr duction
Multi-lingual knowl ge bases (KB), storing mil-
li s f entiti s a d their facts i various lan-
gu ge , provid rich tructured know edge for un
erstanding natural la g age eyon texts. ean-
while, abundant ext corpus contains large amount
o pote tial knowledge complem ntary to existing
KBs. Th refore, researcher lever ge both typ s
of resources to improve various natural language
proc ssing (NLP) related tasks, such a rel t on ex-
trac ion (Weston et al., 2013; Lin et al., 2017), and
entity link ng (Tsai and Roth, 2016; Ya ada et l.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly models KB and text
corpus t enha ce each other by learning word and
entity represent tions in a unified vector sp ce. For
exam le, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) ut ize the coherence informa-
tion to align similar words and entiti s with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2 16) learns to represent entities based on their
textual descriptions together with the structur d re-
lations. However, these methods only focus on
m no-lingual s ttings, and few researches have
been done in cross-lingual scen rios.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to nable joint infer nce amo g KB and
t xt across languages without any additional trans-
lation ech i m, which is usually expensive and
may introduce inevitable errors. Our mbeddings
are helpful to break down language g ps in many
ta s, such as cros -lingual e tity linking, in which
the major challenge lies in measuring the similar-
ity b tw en entiti s and correspondi g entioned
words in differe t la guag s.
NBA??, w?, w?, w??
The intuition is that, words a d entities in
various languag s share some common sem ntic
eanings1, but there ar also ways in which the
d ffer. On one hand, we utilize their shared seman-
tics t alig similar words and t ies with simi-
lar mb dd ng vectors, no m tter they are in th
same language or not. On the oth r hand, cross-
lingual embeddings will benefit from ifferent lan-
guag s du to th c mplement ry knowledge. For
stanc , t xtual ambiguity in one language may
disapp ar in another langu ge, e.g., the two m an-
1Some cross-lingual pioneering ork obs rve that wor
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Joint Representation Learning of Cross-lingual Words nd Entities via
Attentiv Dist nt Sup rvisi n
Ano ymous ACL submi sion
Abstract
Jointly le ning or and entity repr sen-
tations be efits many NLP tasks, whi e has
not bee we l explored in cross-lingu l s t-
ings. In this paper, we propose a novel
m thod that integrates cross-lingu l word
a d entity repr sentation le rning to nable
joint infer nce among knowledge b se and
text across languages, capturing mutually
co lementary kn wledg . Inst ad of re-
liance on parallel data, we autom tically
ge erat cross-lingual training data via dis-
tant supervision ove ulti-lingu l knowl-
edge base . We also pr pose two typ s
of knowledge atte tio and cross-l ngual
attention to select the most informative
w rds and filter out noise, which will fur-
ther improve the performanc . In xper-
iments, separat tasks of word translation
a d entity rel tednes emonstrate the ef
ectiveness of our meth d with n averag
gain of 20% and 3% ove bas lines, re
spectiv ly. Using ntity l king as a c se
st dy, the results on benchmark dat se
verify the qu l t of our embeddings.
1 Introduction
ulti lingual kn wledg bases (KB), storing mil-
lions f ntities and their f cts i various lan-
guages, provi e ric structured knowledg for un-
derstanding natural language beyond texts. Mean-
whi e, abundant text orpus contains larg amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage b th types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (W ston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and R th, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work j in ly mod ls KB nd t xt
corpu to enhance each other by learning word and
n ity r pr sentati ns in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Ca t al., 2017) ti ize the coherence informa-
tion t align sim lar words and entities with sim-
il r e bed ng vectors. Another approach i (H
et al., 2016; Toutanov t al., 2015; Wu et al.,
2016) le rns to represent entities based n their
textual descriptions together with th structured re-
lations. However, th s methods only focus on
mono-lingual settings, d few re earches have
been done in cross-lingual sce arios.
In this p p r, w propose to learn cross-lingual
word and entity representations i the same seman-
tic space, to e able joint nference among KB and
text across languages without any additional trans-
l tio mechanism, hich i usu lly xp sive and
m y i trodu e inevitable err rs. Our beddings
are helpf l to bre k down la guag gaps i any
t sks, such as cross-lingual tity linki g, in whic
the ajor hallenge lies in easuring th similar-
ity etw en ent i s a d corr pond g enti ed
words n differ nt l guag .
eNBA??, w , w?, w??
The i tu tion s hat, word and entiti s in
vario s l nguage share some co m n semantic
meanings1, but th re ar also ways in which th y
diff . On o hand, we utilize t eir shar d s man-
tics to al gn simil r w rds and e tities with simi-
lar embedding vector , no matter they are in the
same langu ge or not. On t e other ha d, cros -
ling al embedd ngs will benefit from differe t lan-
guages due to th complementary k owledge. For
instance, textual ambiguity in one langua e y
dis ppear in another language, e.g., the two e -
1Some cross-lingual pioneering work observe th t word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic struct re across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract
Jointly learning word and entity represen-
tations enefits ma y NLP tasks, while has
not been well explo ed in cr ss-lingual s t-
ti gs. I this paper, we propose a ovel
method that integr tes cross-lingual word
and entity representation learning to enable
joint inference among knowledge b se and
text acro languag s, capturing mutual y
com lementary knowledge. Instead of r -
liance on parall l dat , we automatical y
generate cros -lingual training data via dis-
tant supervision over ulti-lingual kn wl-
edge bases. We also propose tw types
of knowle ge at ention a d cro s-lingual
attention to select he m st informative
ords an filter out noise, which will fur-
ther i prove the erformance. In exper-
iments, sepa ate tasks of word tra slation
a d entity relatedness de onstrate the f-
f ctiveness of our method w h an avera e
ga of 20% and 3% over ba lin s, re-
sp ctiv ly. Usi ntity l nking s cas
st dy, the results o b nchm rk data et
verify th quality of our mbeddings.
1 Introduc ion
ulti-lingu l knowledg bas s (KB), s ring mi -
lio s of entities a d their facts in va iou l n-
guages, provi e ich structured knowledg f r un-
derstandin nat ral language beyond texts. Mean-
while, ab nda t text corpus c ntain large amount
of pot ntial k owledge c mpleme tary to xisti g
KBs. Theref re, research rs leverage b th typ s
of resources to improve various natural language
processing (NLP) related tasks, such as r lation ex-
traction (W ston et al., 2013; Lin et al. 2017), an
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Mos xisting w k joint y models KB t xt
corpus to enha ce ach ther by le rning word and
e tity repr se t tio s in a unifi v ctor space. For
xample, (Wang et al., 2014; Yam da t al., 2016;
Cao et al., 2017) utilize the coher nce informa-
tion to align similar words and e tities with im-
ilar embedding vect rs. Another approach in (Han
et al., 2016; Toutan va t al., 2015; Wu et al.,
2016) learns to represe t entiti s based on their
textual descriptions together with the structured r -
lations. Howev r, these meth ds only focus on
mono-lingual s tings, and few researches have
been done i cr ss-lingual scenari s.
In this paper, we propose to learn cross-lingual
wo d and entity representations in the s me seman-
tic space, to enable joint inference among KB and
text across la guag s without any addi i n l trans-
lation mechanism, which s usu lly expensive and
may introduce nevitable errors. Our beddings
are helpful to bre k d wn languag aps in m ny
t sks, such as cross-lingual entity linking, n which
the major challenge lies n easu ing similar-
ity betw en entities d correspondi g me tion d
words in differe languages.
NBA ?, w , ?, w??
The intu tion is that, words and ent t es in
various langua es share so e common seman ic
meanings1, but there ar also wa s in whi h they
d ffer. O one hand, we utilize th ir shar d seman-
t cs to align similar words and e tities wi h simi-
lar emb dding v ctors, no matter they r in the
same language or not. On the other hand, cross-
lingual mbeddings will b n fit from d ff rent lan-
guage due to the complem ntary knowledge. For
instance, textual biguity in one la guage a
d sa pear in anot er langu ge, e. ., the two me n-
1Some cross-lin ual pio eer ng work o s rve that word
mbe dings trained separately on monolingual corpora ex-
hibit isomorphic struct re acr ss languages ( ikolov et al.,
2013; Zhang t al., 2017).
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Abstract
Jointly l arning word and e t ty represen-
tations benefits many NLP ta ks, w ile has
not bee wel explored in cross-lingual set-
tings. In this pa r, we propose a novel
method that int r tes cross-lingu l word
a d entity representation learning to enable
j int inference amon knowledge base nd
text cross langua es, capturing mutually
c mplem ntary knowledge. Inste d of re-
liance on par l l data, we autom tically
generate cross-lingual trai ing dat via di -
tant supervision ov r multi-lingual knowl-
edge bases. We also pr pose two types
of knowl dg te ion d cross-lingual
attention to s lect m st informat ve
words and filter ou noise, which will fur-
ther improve the performance. In exper-
iments, separate t sks of word translation
and entity relatedness monstrat the ef-
fective es of our method wi an average
gain of 20% and 3% o ba eli es, re-
spect v ly. Usi g entity linking as case
st dy, the result on benchmark dataset
v rify the qu lity of our emb dings.
1 Introduction
Multi-lingual knowled e bases (KB), toring mil-
lions of e titi s an th ir facts in va ous lan-
guages, provide rich structured knowledge for u -
derstanding natural language bey nd tex s. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementar to xisting
KBs. Th refore, r searchers leverag both types
of r sources to improve various a ural language
processing (NLP) related tasks, such as rel tio ex-
tr ction (Weston t l., 2013; Lin et al., 2017), and
entity li king (Tsai and Roth, 2016; Ya ada et a .,
2016; Cao et al., 2017; Ji et al., 2016).
Most exi ting work jointly m dels KB and text
corpus to enh nce e c other by learnin word a d
entity representat ons n unified vector pace. For
exampl , (Wang et a ., 2014; Yamada et al., 2 16;
Ca t al., 2017) utilize the coherence informa-
tio to alig similar wo ds and entities with s m-
ilar emb ding v ct r . A other appr ach in (Han
et al., 2016; Touta ova et l., 015; Wu et al.,
2016) learns to r pres t entities based on t eir
textual descriptions together with the structured re-
lations. However, the e methods only focus on
ono-lingual etti s, and few researches have
bee d ne in cross-lingual scenarios.
In thi paper, w propose t learn cr ss-lingual
word and ent ty representation in th am man-
tic space, to nable j int i ference amon KB and
t xt cross l nguag s tho t any additional trans-
lation echanism, which is usu lly expensive a d
may introduce inevitable e r rs. Our embeddings
re helpful to break down language gaps in m ny
t sks, such a cross-li g al entity linkin , in which
the major challenge lies in easuring the similar-
ity between entities and correspon ing entioned
words in different languages.
NBA , , w?, w ?
The i tuition is tha , word a t ti in
various languag s share some co on se antic
mea i gs1, but there re lso ways in which th y
differ. On one hand, we utilize their shared seman-
tics to align sim lar words and enti ies with simi-
lar embedding ectors, no atter they are in the
same languag or not. On the other hand, cross-
lingual embed ings will ben fit from different l -
gua es due to the compleme t ry knowledge. For
inst nce, textu l a biguity in one lan uage m y
disappear i nother language, e. ., th tw m a -
1Some cross-lingual pi neering work observe that word
embeddings trained eparately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract
Jointly learn g word and entity represen-
ta ions be fits ma y NLP tasks, while has
not be n well explored in ross-lingual et-
tings. In this p per, we propose a ovel
method th t integrate cross-lingual word
and ntity r resent ti n l rning o able
j nt i ferenc am ng k o ledg b se a d
text acr l nguages, captu i g mu ually
c mple entary knowled . Instead of re-
liance n parallel d ta, we aut maticall
generate cross-lingual tra ning dat via di -
tant supervisio o r multi-li l owl-
edg base . W also propose two types
of knowledge attenti n cross-lingual
attention to select the most informative
words a d filt r out noi e, which will fur-
th r i prove the performance. In exper-
iments, separate tasks of word translat on
nd e tity relat dness d mons rate the ef-
fectiveness of our eth i an av rage
gain of 20% a d 3 ov bas lines, re-
spectiv ly. Using entity link g as a case
study, the r ults on bench ark atas t
v rify the quality of ur mbeddings.
1 Intr ductio
Multi-lingual kno ledge bases (KB), sto ing il-
lio s of ntities and their facts in variou lan-
es, provide ri h structur d k owledge for n-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowl dge complementary to existing
KBs Theref re, r searchers leverage both types
of resources t imp ove various natural l nguage
pr c ssing (NLP l ted t sk , such as relation x-
traction (Wes on et al., 2013 Li et al., 2017), and
entity linking (Ts i and Roth, 2016; Yamada et al.,
2016; Cao et a ., 2017; Ji t al., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
enti y repre enta ions i a ified vector space. For
xampl , (Wa g et al., 2014; Yamada et al., 2016;
C o et al., 2017) utilize the coherence informa-
ti n t alig simi ar w rds and entities with si -
ilar mbeddin v ctors. Anothe approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
16) le rns to represent entities based o their
textual descriptions t gether with the structured re-
lations. How ver, these methods only focus on
mono-ling al settings, and few researches have
been done in cro s-lingual sc arios.
In this paper, we prop se t learn cross-lingual
word and entity repr sentations in the same s man-
tic space, to enable joint inference among KB and
tex cross la guages without any additional trans-
lation mech ism, which is usually expensive and
may introdu e inevitable rro s. Our embeddi gs
are h lpful to br ak do language gaps in many
asks, such as cro s-lingual ntity linking, in which
the maj challenge li s measuring the simil r-
ity betw en ti ies and corr ponding mentioned
words in ifferent langua es.
eNBA
The intuition is that, words and entities in
various languages share some common semantic
meanings1, but ther are also ways i hich they
differ. On o e hand, e u ilize th ir shared seman-
tics to li similar words and entitie with simi-
lar embedding vectors, no matter t ey are in the
sam langu ge or not. On the ther hand, cross-
li gual embeddings wi l be efit from diff rent lan-
gu ges due t th co pl mentary knowledge. For
instanc , tex ual ambiguity in one languag ay
disappear in another l , e.g., the two mean-
1Some cross-lingual p neerin work observe that word
embeddings ra ed separa ely o mono ingual corpora ex-
hibit isomorphic tructure across lan uages (Mikolov et al.,
2013; Zhang et al., 2017).
E
Lawr nc
wwas w
eLa e ce
eNBAAllstarwan wbasket all
Am rican
Figur : Th fra e rk f r meth d. The inputs an outputs of e ch step are listed i the right
side, and i the l f sid ther are thr e m i comp ts of join repres n ation learning. Red texts
with brackets are anchors, dashed li s etw en it es denot rel ti ns, a d s lid lines are cross-lingual
li ks.
mon eighbors have i ilar mb ddings, no mat-
ter in which language, e.g., English entity Foust
and Chi es entity 福斯特 (Foust) ar embed-
ded cl e in s m ntic space du to th c mmon
n ighbo sNBA,All-star andNBA选秀 ( raf ), tc.
(3) Cross-lingual Sente ce Regula zer a ms to
l arn mutually translated wo ds with sim lar e -
eddings by pushing the r cros -lingual contexts
(i. . co parable sentences) togeth r. F r xam-
ple, English word basketball and the translated
C inese word 篮球 freque tly co-occur in com-
pa bl s ntences, and re close i the sema tic
space.
All word/e tity embeddings are trained jointly
under a unified opti iz tion objective. Next, we
will intro uce how to generate bi-lingual EN and
comparable s nt nces s well as th thre compo-
ents for joint repres ntation lear i in turn.
3.3 Cross-lingual Supervision Data
G neration
This section introduces how to e tract more cross-
lingu l clues from mu t -lingual KB in the form of
bi-lingual EN an comparabl sentenc s.
Bi-li gual Entity Network Constructi n
Conventional knowledge representation meth-
ods normally regard cross-lingual links s a spe-
cial equival nce type of r latio between two en-
tities (Zhu et al., 2017). However, we argue that
this may mislead to an inconsistent training ob-
jective since a cr ss-lingual link ctually contain
multiple relations. F r example (Figure 1), there
wi l be no direct re t on betwee Chinese entity福
斯特 (Foust) and English entity Pi ton by mer ly
adding th eq ival nce rel ti n between Foust and
福斯特, which s i contr iction with the fact that
F st b lo s to Pi , o matter in which lan-
gua e.
Theref r , we build bi-lingual ntity network by
making cross-lingual link d entities that inherit all
relations from each oth r. C cretely, we enhance
ono-EN by addi g ed es from all neighbors of
entity eei to
z
j if < e
e
i ,
z
j >∈ Re−z (layer 2).
???
Co parable S nt n es Gene tion
We utilize di tant sup rvisio to gen ra e com-
parable sent ces from Wikipedia articles. As
shown in Figure 1, from the page articles of cross-
l gu l link d ntities eeKobe and e
z
Kobe, extract
those se tences including another cross-lingua
linked entities eJo a d
z
Joe as co parable sen-
te ces S −z = {< sek, szk >}.
Th intuiti n is that w consider each se tence
in a Wikipedia article has a pseudo mention of
the page entity (talkin something about the en-
tity) (Yamada et al., 2017). Thus, if a sentence also
mentions a other entity, it implicitly expresses
their rel tion. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participate in a relation, and both of them
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NBA
Lawr nce Foust
All-star
[[Lawrence Michael Foust ] was
n American basketball player
who spent 12 seasons in [[NBA
NBA (zh)
?????
??·???
[[??·???]]???[[NBA]]?
????????????
950??[[NBA??]]??1??5
English KB Chinese KB
RRd
RR3
RRN
Rky
RkR
Rkk
Rkj
Rk9
Rk8
Rke
Rkd
Rk3
RkN
Rjy
RjR
Rjk
Rjj
Rj9
Rj8
Rje
Rjd
Rj3
RjN
R9y
R9R
R9k
R9j
R99
R98
R9e
R9d
R93
R9N
R8y
R8R
R8k
R8j
R89
R88
R8e
R8d
R83
R8N
Rey
ReR
Rek
Rej
Re9
Re8
Ree
Red
Re3
ReN
Rdy
RdR
Rdk
Rdj
Rd9
qqq - T`BH kj@k - kyR3- GvQM- 6`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irQ /Bz2`2Mi 2 iBiB2b- "MF M/ "MF U;2 ;`T?vVX
AM i? KmHiBHBM;mH 2iiBM;b- i?Bb Bbbm2 Q7 K# ;mBi
#2+QK b KQ`2 b2p2`2X
* Qbb@HBM;mH qQ`/ HB;MK2Mi  H`;2 MmK#2` Q7
2 ?Q/b 7 +mb Q mbBM; T`HH2H +Q`Tmb UBX2X HB; 2/
Q`/b- b M 2 +2bV b +`Qbb@HBM;mH bmT2`pBbBQM bB;MHb
iQ HB;M bB BH` rQ`/b M #Qi? HM;m; (RĜ9- dĜ
)X >Q p2`- i 2 T`HH2H +Q`Tmb Bb 2 T2MbBp2 iQ Q#@
BM M/ m HHv Bb QMHv p H#H2 7Q` +2`iBM M`@
`Qr /QK BMb r?B+? BMi`Q m+2b  bi`QM; /QKBM #Bb
BM Q ? H2` B T`Q+2bb (R)X hQ HH2pBi2 i?2 #m`@
/2 Q7 Q#iBMBM; T`HH H +Q`Tmb- (RR- Rk) b?m|2 UBX2X
`M/QKHv Q H2M;i?@  BQV 2+? TB` Q7 KT`#H2
/ +mK2Mib i?i b?`  +QKKQM i?2K2 BM /Bz2`2Mi
HM; ;2b iQ +QMbi`m+i T 2m/Q #BHBM; H /Q+mK2Mib
/B`2+iH 7Q` #BHBM;mH Q`/ `2T`2b2M iBQM H2`MBM;X
>Qr2p - i? b? |2 i`i2;v Bb `/ iQ +QMi`QH i?2
[m Bi Q7 T 2m/Q #BHB mH /Q+ K Mi - r?B+? bmz2`b
7`Q  bm#@QTiBKBxiBQ Bbbm2 /m2 iQ ++B/2MiHHv ǳ#/
b?m| bǴX
hQ //`2bb i?2 +?HH2M;2b- 2 T`QTQb2 iQ H2`M
Km iBTH 2K#2//BM; p + Q`b 7Q` 2+? iBiv K2MiBQM-
MK2Hv K MiBQM b2Mb2- iQ /2H rBi? i?2 K#B;mBiv #2@
r22M K MiBQMb M/ 2MiB B b U2X;X AM/2T2M/2 +2 .v
pbX i?2 }HK 2MiBi Q` i?2 ?QHB v 2 iBivV-  / 2p M
?`/2` +`Qbb HM;m;2b U X;X AM/2T2M/2M+2 .v pbX
Q`美国独立日VX 6Q` +` bb@HBM;mH HB;MK2M b-
r2 }` i BMi`Q/m+2 +`Qbb@HBM;mH ?vT2`HBM b tBbiBM; BM
Km iBHBM;m H EMQrH2/;2 " b2 U2X;X qBFBT2B/V b bm@
T2`pBbBQM- M BMi ;` 2 i?` 2 /Bz2`2 i ivT2b Q7 HB;M@
K2Mi , rQ`/b- 2MiBiB M/ #Qi?- BMi  mMB}2/ Q#D2+@
iBp2X h?2 #bB+ B/2 Bb i?2 2MiBiB2b HBMF2/ +`Qbb HM@
;m; b b?QmH/ ?p2 bBK H` `2T`2b2MiiBQMb- M/ bQ
/Q i?2B` M B;?#Q` 2 iB B2b M/ +QMi2ti rQ` b BM i2ti
+Q`TmbX
AM i?Bb TT2`- r2 T`QTQb2  MQp2H #BHBM;mH KmHiB@
T`QiQivT2 K2MiBQM K#2//BM; KQ/2H i?i DQBMiHv H2`Mb
rQ`/- K2MiBQM M/ 2MiBiv 2K#2//BM b +`Qbb HM;m;2bX
6QHHQrBM;
K2MiBQM b2Mb2
+QMi2ti
J1h>P.
kXR *`Qbb@HBM;mH qQ`/
_ T`2b2MiiBQM G2`MBM;
Sen Szh een ezh URV
KQMQHB ;mH rQ`/fK2MiBQM 2K#2//BM; H2`MBM;
L =
∑
xi ∈D
∑
xo ∈C(xi )
HQ; P(xo |xi) UkV
+`Qbb@HB ;mH Q`/ HB;MK2Mi
L =
∑
(ei ,ej )∈Ec
| |C( i) − C(e j)| |2 UjV
r?2`2 Ec +QMiBMb 2MiB v TB`b +QMM2+i2/ #v  +`Qbb@
HBM;m H HBMFX
kXk *`Qbb@HBM;mH 1MiBiv
_2T`2b2MiiBQM 2`MBM;
L =
∑
ei ∈E
H ; P(N (ei)|ei) +
∑
(ei ,ej )∈Ec
HQ; P(N (e j)|ei)
U9V
r? `2 N ( i) /2MQi b ?2 M2B;?#Q` 2MiBiB2b QM i?2
FMQrH /;2 M2irQ`FX
kXj *`Qbb@HBM;mH HB;MK2Mi
L =
∑
(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +
∑
(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))
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irQ /Bz2 2 2 iB B2b- " MF 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MF U;2Q;`T?vVX
AM i? KmH BHBM;mH 2iiBM;b- i? b Bbbm2 Q7 K#B;mBiv
2+Q 2b KQ`2 b2p2`2X
*`Qbb@HBM;mH qQ`/ HB K2Mi  ` 2 MmK#2` Q7
K2i?Q/ 7Q+mb Q mbBM; T`HH2H + `Tmb UBX2X H ;M2/
Q`/b- b2Mi2 + bV b +`Qbb@HBM;mH mT2`pBbBQM bB;MHb
iQ HB;M bB BH` r /b M #Q ? HM; ;2b (RĜ9 dĜ
N)X > p2`- i? T` H2H +Q` mb Bb 2 T MbBp2 iQ Q#@
i M/ mbm H v B QMHv p BH#H2 7Q` +2`iBM M`@
`Qr /QKB b ?B+? B i` m+ b bi`QM; /QKBM #Bb
BMiQ i?2 H2`MBM; T`Q+2bb (R)X Q HH2pBi i?2 # `@
/2M Q7 Q# BMBM; T`HH H +Q Tmb- (RR- Rk) b?m|2 UBX2X
`M/QKHv Q H2 i?@ iBQV 2+? TB` 7 +QKT`#H2
/Q+mK2 ib i?i b? `  +QKKQM i?2 B /Bz2`2Mi
HM;m;2b iQ + Mbi`m+i T 2 /Q #BHB ;mH /Q+mK2Mib
/B`2+iHv 7 ` #BHBM;mH rQ`/ ` T`2b2MiiBQM H2`MBM;X
> p2`- ?2 b?m| bi`i2;v Bb ` iQ +QM `QH i?2
[mHBiv Q7 Tb2m/Q #BHBM;mH /Q mK2Mib- r?B+? bmz2`b
7`QK  bm#@QTiBKBxiBQM Bbbm2 /m2 iQ ++B/2MiHHv ǳ#/
b?m|2 ǴX
hQ //`2bb i?2 2 +?HH2M;2b- r2 T`QT 2 iQ H2`M
mH TH2 #2//BM; p + Q` 7Q` 2+? 2M Biv K2MiBQM-
MK Hv K MiB M b2Mb2- iQ 2H rBi? i? K#B;mBiv #2@
ir22M K2MiBQMb M/ 2MiBiB b U2X;X AM/2T /2M+2 .
pbX i?2 }HK 2MiB Q` i?2 ?QHB v iB vV- M/ 2p2M
?`/2` +`Qbb H ;m;2b U2X X AM/ T / +2 .v pbX
Q`美国独立日VX 6Q +`Qb @HBM mH HB; K2Mib-
r2 }`bi BMi`Q/ +2 +`Qbb@HBM;mH ?vT `HBMFb 2tBbiBM; BM
KmHiBHBM;mH EMQrH2 ;2 "b2 U2X;X qBFBT2B/V b m@
T2`p bBQ - M/ B i ;` 2 ` 2 /Bz2` Mi i T2b Q7 HB M@
K2Mib, rQ`/b- 2Mi iB2b M/ #Qi?- BMiQ  MB}2/ Q#D2+@
iBp X h 2 # B+ B/2 b i?2 2MiBiB2b HBMF2/ +`Qbb HM@
;m 2 b?QmH/ ?p2 bBKBH` `2T`2b2MiiBQMb- M/ Q
/Q i?2B` M2B;?#Q` 2MiB B2b M/ +QMi2ti rQ`/b BM i2ti
+Q`TmbX
A i?Bb TT2`- r T` TQb2 MQp2H #BHBM;mH KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?i DQBMiHv H2`Mb
rQ`/- K2MiBQM M/ 2MiBiv 2K#2//BM;b +`Qbb HM;m;2bX
6 HHQ BM;
K2MiBQM b2Mb2
+QM 2ti
k J1 >P.
kXR *`Qbb@HB ;mH qQ`/
_2T`2b MiiBQM G2`MBM;
Sen Szh een ezh URV
KQMQHB ;mH rQ`/fK2MiBQM 2K#2//BM; H2`MBM;
L =
∑
xi ∈D
∑
xo ∈C(xi )
HQ; P(xo |xi) UkV
+`Qbb@HB ;mH rQ`/ HB;MK2Mi
L =
∑
(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV
r?2`2 Ec +QMiBMb 2MiB v TB`b +QMM2+i2/ #v  +`Qbb@
HBM;mH HBMFX
Xk *`Qbb@HBM;mH 1MiB v
_2T`2b MiiBQM G2`MBM;
L =
∑
ei ∈E
HQ; P(N ( i)|ei) +
∑
(ei ,ej )∈Ec
HQ; P(N (e j)|ei)
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L =
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( i ,mi )∈A
HQ; P(ei |mi ,C( i)) +
∑
(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))
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[[??·???]] [[NBA]]???????????
All-star
[[La rence Michael Foust]] was an American basketball 
player who spent 12 seasons in [[NBA]]
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6B;m`2 k, qBFBT2/B S;2b Q7 *`Qbb@HBM;mH GBMF2/ 1M;HBb? 1MiBiv M/ *?BM2b2 1MiBiv #Qmi ǳEQ#2 "`vMiǴX
r2HH BM `2HiBQM i`+iBQM (N- R8- R3- ky- j- j9)X AMbi2/ Q7
`2HvBM; MMQi i2/ i2 i- Bi 2 THQvb FMQrH2/;2 #b2b b bQm`+
Q7 bmT2`pBbBQM #v HB;MBM; i?2 ;Bp2M FMQ H2/;2 #b2 iQ 2ti
7QHHQ BM; i?2 bbmKTiBQM, ǳA7 irQ 2MiBiB2b T`iB+BT 2 BM 
`2HiBQM- HH b 2M+2b i? K2MiBQM ?2b2 i Q 2MiBiB2b 2tT`2bb
i?i `2HiBQMǴ (ky)X
hQ ;2M `i2 ?B;?2` [mHBiv + KT` #H /i m Q iB+HHv-
r2 `QTQb2 iQ BM+Q`TQ`i2 /BbiMi bmT2`pBbB M i2+?MB[ 2 BMiQ
+ b@HBM;m H `2T`2b2Mi iBQM H2`MBM;X BKBH`Hv- r2 bbmK2
i?i,
A7 ir + KT`#H2 / +mK2Mib K2MiBQM2/  TB`
Q7 +`Qbb@HBM;mH HBMF / 2 iBiB2b- i?2 b2Mi2 +2b +QM@
iBMBM; i?2 tT` bb i?2 bK2 bT2+ Q7 i?2 +QK@
KQM ?2K2X
h?Bb ivT2 Q7 b2Mi2M 2b  2 MQi KmimHHv i`MbHi2/- #mi
i?2v Q#p QmbHv ? p2 bBKBH ` b2KM B+b- MK2Hv +QKT`#H2
b Mi2M+2bX 6B;m`2 k b?Qrb bQK +QKT` #H2 b2Mi2 +2 TB`
HQ`2/ BM ;`2 / ?2 `2/ `2+iM;H2b + M2+i2/ #v /b?2/
HB 2b ` +`Qb @HBM mH MiBiB2b 2X;X i?2 b2Mi2M+2 TB` ǳ>2
THv2/ ?Bb 2MiB 2 ky@v2` +`22` rBi? i?2 GQ M;2H2b GF2`b
Q7 L"Ǵ M/ ǳ? UBM U?2V? U7Q`V ? ? UGQb M;2@
H2b GF2`bV ?? UrQ`FV ? UǶb ky ? Uky@v2`V ? U+`22`V
?? UHB72VǴ- r? `2 ?2 2M;HBb? 2MiBiv ǳGQb M;2H2b GF2`bǴ
M/ *?BM2b2 2MiBiv ǳ?????Ǵ ?p2 +`Qbb@HBM;mH HBMFX
*QKT`#H2 b2 2 +2b v + i B Km+? MQBb2 M/ 2p M
#2 BM+Q``2+iHv 2ti`+i2/X q2 rBHH /Bb+mbb Bi BM i?2 M2ti b +@
iBQM- M/ BMi`Q/m+2 irQ vT2b Q7 ii2MiB K2+?MBbK QM
i?2K 7Q` +`Qbb@HBM;mH bmT2`pBbBQMX
j J1h>P.
jXR 6`K2 Q`F
j k AMi2;` BM; JQMQ@HBM;mH qQ`/b M/ 1M BiB2b
jXj 6`QK JQMQ@HBM;mH iQ JmHiB@HBM;mH
jXjXR *`Qbb@HBM mH 1MiBiv HB;MK2MiX
jXjXk *QKT`#H 2Mi2M+2b :2M2`iBQMX
Ls = | |Sen − Szh | |2 URV
jXjXj JQM @HBM mH ii2MiBQMX
jXjX9 *`Qbb@HBM; H ii2MiBQMX
jX9 h`BMBM;
KQMQHBM;mH rQ`/fK2 iBQM 2K#2//BM; H2`MBM;
L =
∑
xi ∈D
∑
xo ∈C(xi )
HQ; P(xo |xi ) UkV
+ b @HB ;mH r `/ HB;MK2Mi
L =
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( i , j )∈Ec
| |C(ei ) − C( j )| |2 UjV
r 2 Ec +QMiBM 2MiBiv TB`b +QMM2+ 2/ #v  +`Qbb@HBM mH
HBMFX
L =
∑
i ∈E
HQ; P(N (ei )| i ) +
∑
(ei ,ej )∈Ec
HQ; P(N (ej )|ei ) U9V
? `2 N (ei ) /2M i2b ?2 M2B;?#Q` iBiB2b QM i?2 FMQ H@
2/;2 M2irQ`FX
L =
∑
(ei ,mi )∈A
HQ; P(ei |mi ,C(ei )) +
∑
(ei , j )∈Ec
HQ; P(ej | i ,C( i ))
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BM irQ TQBMi , UBV F22TBM;  +QMbBbi Mi Q#@
D2+iBp2 b KQMQ@HBM;mH rQ`/ QTiBKBx BQMě
i?2 rQ`/b b?`BM; KQ`2 +QMi2timH rQ`/b ?p2
bBKBH` 2K#2//BM;b- `i?2` i?M i?2 rQ`/b
?p2  bT2+BH ivT2 7 2[mHBiv `2HiBQMb Ui?2
bK2 b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV H@
H2pBiBM; i?2 #m`/2M Q7 T`HH2H rQ`/b bBM+2
r2 +imHHv /QMǶi FMQr r?B+? rQ`/b `2 2t@
+iHv Ki+?2/ +`Qbb HM;m;2b BM +QKT`@
#H2 b2Mi2M+2bX h?mb- r2 TT`Q BKi2Hv QTiB@
KBx2 [miBQM k #v UBV }tB ; i?2 +QMi2ti rBM@
/Qr i?2 bK2 b Bib b2M 2M+2 H2M;i?, skm ≈
ki +
∑ C(wki) M/ UBBV mT/iB ; ?2 2MiB`2
b Mi2M+2 TB` BM QM2 bi2T,
Ls =
∑
< km,s m>∈Sk,l
||bFK − bHK||2 UjV
r?2`2 bFK Bb i?2 b2Mi2M+2 K#2//BM;- r?B+?
r HH #2 B i`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#iBM 
bBKBH` bbmKTi QM rBi? U"2M;BQ M/ *Q``/Q-
kyR8V, h?2 KQ` 7`2[ 2 iHv irQ rQ`/b Q++m` BM
T`HH Hf+QK `#H2 b Mi2M+2 TB`b- i?2 +HQb2`
i?2B` `2T`2b2MiiBQM BHH #2X
*QKT`2/ iQ T HH2H b2Mi2 +2b- Qm` +QKT@
`#H2 b2Mi2M+2b HH2pBi2 i? T`HH2H #m /2M #v
mbBM; T`2@2tBb BM; + Q b@HBM;mH `2bQm`+2b- #m
HbQ BMi`Q/m+ Km+? MQBb - ` 2p2 B +Q` 2+iHv
;2M `i2/X L t - r2 BMi`Q/m+2 irQ ivT2b Q7
ii2M B M K2+?MBb b iQ //`2bb i?B Bb 2X
EMQrH2/;2  i2 iBQM
EMQ H2/;2 ii2MiBQM B B i`Q/m+2/ Q pQB/
i?2 BM+Q``2+iHv H# HH2/ +QKT`#H2 b2Mi2M+2bX
AM am#b2+ BQM jXk- 2 bBKTHv +Q +i2M 2 b2 @
2`H b2Mi2 +2b BM ?2 2MiBiv ekm T;2 ` B+H2b-
#mi bQK2 b2Mi2M+ b `2 MQi `2H 2/ iQ ekmX
h?m - r2 }H ` Qmi b +? b2Mi2M+2b pB bQ7i@
ii2MiBQM +QKT i2/ #v K2bm BM; BKBH`Biv
rBi?BM i?2 ki? H ;m;2,
αnk ∝ s m(2FK,
∑
wki∈snk
rFB) U9V
r?2`2 αnkm Bb ?2 FMQ H2/;2 i 2M BQM Q7 i?2
ni? b2M M+2 7Q` skmX LQi2 i?i B i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2` i2/ 7`QK e `iB+ 2b- αnm
2[mHb Q QM2X
*`Qbb@HB mH  i2MiBQM
*`Qbb@H M;mH ii MiB 7Q+mb2b QM TQi2 iBH
BM7Q`KiBQM 7`QK ?2 +QKT`#H b2Mi2M+2b
i?2Kb2Hp bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH` rBi?
b2H7@ii2MiBQM K2+? MBbK- r?B+? Q#iBM H2`M@
BM; ;mB/M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Q b@HBM;mH b2 iB ;bX h?2 BMimBiBQM Bb iQ }M/
 TQbbB#H2 Q`/ HB;MK2Mi +`Qbb HM;m;2b #v
TB+FBM; mT i?2 KtBKmK bBKBH`Biv,
αki,lj ∝ `;Kt
wki∈skm,wlj∈slm
sim(wki, wlj) U8V
6BMHHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 p2`@
;2 bmK Q7 Q` p2+ Q`b r2B;?i2/ #v i?2 +QK@
#BMiBQM Q7 ir ivT2b Q7 ii2MiBQMb,
bFK =
∑
snkm∈skm
αnkm
∑
wki∈snkm
αki,ljrFB UeV
X8 h`BMBM;
Pmi T`QTQ 2/ K2i?Q/ F22Tb  +QMbBbi2Mi b@
bmKTiBQM i?i rQ`/f MiB v b?`BM; KQ`2 +QM@
i2tib ?b bBKB ` `2T`2 2 iiBQMbX h?m - r2
/2}M2 i? Qp2`HH Q#D2+iBp2 7mM+ BQM b i?2 HBM@
2` +QK#B iBQM,
L = Lc + γ s UdV
r?2`2 γ Bb  ?vT2`@T`K 2` iQ imM2 i?2 27@
72+i 7 +`Qbb HBM;mH ` ;mH`Bx2`- M/ Bi +M #2
QT BKBx2/ i?`Qm;? /:`/ a:. 2{+B2MiHvX
9 1tT2`BK2Mib
Pm` K M +QMi B#miBQMb HB2 B ?`22 T`ib, URV
+QKT`#H2 b2Mi2M+2b 7Q` +`Qbb@HBM;mH Q`/
`2T`2b2M iBQM H `MBM;c UkV ?2 M2r KmHiB@EL
Q m;K2Mi i? KQ Q@EL 7Q` H2`MBM; bi`m+@
im`2/ FMQ H2/;2c UjV i?2 mMB}2/ 7`K2rQ`F
i? 2M #H2b +`Qbb@HBM;mH i2 i M/ FMQ H@
2/;2 # b2 BM7 `2M+2X h?2`27Q`2- 2 p2`B7v Qm`
K2 / ibFb Q7 r `/ i`MbH BQM- 2M Biv `2@
Hi2/M2bb  / +`Qbb@H mH MiB v HBMFBM; 7`QK
i?2 #Qp i?`22 bT2+ib- `2bT2+iBp2HvX
9XR 1tT2`BK2M 2iiBM;b
q2 +?QQb2 qBFBT2/B- i?2 T`BH kyRd /mKT- b
i?2 KmHiB@HBM;mH FMQ H2/;2 #b2 M/ bBt TQT@
H ` M;m;2b 7 ` 2pH iBQM- r Q 2 b iBbiB+
Bb b?Q BM h #H2 RX 6Q` #`2pBiv- r2 /QTi
irQ@H2i 2` ##` pBiBQM iQ /2MQi2 HM;m;2bjX
j1M- w?- 1b- C- Ai M/ h` `2 ?Q`i 7Q` 1M;HBb?-
*?B aT MB ?- CTM2b2- AiHBM M/ hm`FBb?- `2@
bT2+iBp2HvX
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+Q i` /B+iBQM rBi? i?2 7+i i?i EQ#2 "`vMi
Bb i?2 bQM Q7 CQ2 "`v i- MQ Kii2` BM ?B+?
HM;m;2X
h?2`27Q`2- 2 #mBH/ KmHiB@EL # KFBM;
+`Qbb@HBM;mH H F2/ 2MiB B2b BM?2`Bi HH i?2 `2@
H iBQMb 7`QK 2+? Qi?2`- bQ i? i?2v rBHH #2
2K# // / +HQb2bi /m2 iQ i?2 KQbi +QKKQM
M2B;?#Q`bX *Q `2i2Hv- r2 K2`;2 QM @ELb
# //B ; 2 ;2b 7`QK HH M2B;?#Q`b Q7 2MiBiv
eki iQ elj B7 < eki, elj >∈ Rc UHv2` 9VX
*QKT`#H2 a2Mi2 +2b
q2 iBHBx2 /B  bmT `pBbBQM ;2 `i2
+QKT` #H2 b2M 2M+2b 7`QK qBFBT2/B `iB+H2bX
b b?QrM BM 6B; `2 k i?2 irQ `iB+H2b `2
` K +` bb@HB ;m H HBMF2/ 2M B B2b en, ob  /
ezh,Kobe UHv2` R VX q2 2ti`+i i?Qb2 b2M@
i M+ b B +Hm/ MQi?2` +`Qbb@HBM; H HBMF2/
2MiB B2b e n,Joe M/ ezh,Jo UHv2` jV b + T@
`#H2 b2M 2M 2bX
h?2 BMimBi QM Bb i?i 2 +QMbB/2` 2+? b2M@
i2 + BM  qBFBT2/B `iB+H2 ?b  Tb2m/Q
K2MiBQM Q7 i?2 T;2 Mi iv UiHFBM; bQK2i?BM;
#Qmi i?2 2MiBivV U K/ 2i HX- kyRdVX h m -
B7  b2 i2M+ HbQ K MiBQMb MQi?2` 2MiBiv- Bi
BKTH +BiHv tT`2bb2b i?2B `2HiBQMX h?2`27Q`2-
r2 2ti2M/ i?2 bbmKTiBQM BM `2HiBQM ti`+@
iBQM K MiBQ 2/ BM a2+iBQM k i KmH B@HBM;mH
b2 iB ;b, A7 irQ 2MiBiB2b T`iB+BT 2 BM  `2@
HiBQ - M/ # i? Q7 i?2K ?p2 + Qbb@HBM;mH
HBMFb- HH b2 i2M+2b i?i K BQMb i? b2 irQ
2MiBiB2b UTb2m/Q Q` MQiV `2 +QKT`#H2 #v
tT`2bbB ; i?i ` HiBQMXX 6Q` tKTH - ?2
+QKT`#H2 b2Mi2M+2b BM Hv2` j #Qi? 2tT`2bb
i?2 7i?2`@bQM `2HiBQMb?BT #2ir22M ?2 +`Qbb@
HB ;mH HBMF2/ 2MiBiB2b < een,Kobe, ezh,Kobe >
M/ < een,Joe, ezh,Joe >X
 +`Qbb@HBM;mH HBMF2/ 2MiBiv Kv Q++m` b2p@
2`H iBK2b BM  qBFBT2/B `iB+H2- M/ r2 +QM@
+i2 i2 i?2K BMiQ  HQM;2` b2Mi2M+2- #mi i?Bb
rBHH #`BM; Km+? MQBb2- 2bT2+BHHv bQK2 Q7 i?2
b2M 2M+ b `2 BM+Q``2+iHv 2ti`+i2/X h?2`2@
7Q`2- r2 /2bB;M irQ ivT2b Q7 ii2MiBQM iQ b2H2+i
i? KQbi B 7Q`KiBp2 rQ`/b M /2H rBi? i?2
r`QM; H# HHBM; T`Q#H2K BM a2+iBQM jX9X
jXj JQ Q@HBM;mH _ T`2 2MiiBQ
G2`MBM;  JQ/2HBM; HB;M2/
1MiBiB2b
b K2MiBQM2/ #Qp2- i?2 KmHiB@EL #`B/;2b
i?2 HM;m;2 ;T 7QHHQrBM; i?2 bK2 i`BMBM;
Q#D2+iBp2 b KQMQ@ELX 6QHHQrBM; i?2 KQMQ@
HBM;mH rQ`F U  / 2 HX- kyRec *Q 2i HX-
kyRdV- r2 2 2M/ i?2 aFBT@;`K KQ/2H iQ
Q Q@HBM;mH rQ`/b M/ +`Qbb@HBM;mH 2MiBiB2b
r?BH2 F22T  +QMbBbi2M TiBKBxiBQM 7mM+iBQMX
A b2b i?2 +m``2Mi rQ`/f2MiBiv iQ T` /B+i Bib
+QMi timH rQ`/bf2MiBiB2b ;Bp2M i 2 +Q?2`2M+2
BM7 KiBQM B i2ti +Q`Tmb D- M+?Q`bA M/
KmHiB@EL KN #v KtBKBxBM; i?2 p2`;2 HQ;@
T`Q##BHB v,
Lc =
∑
xi∈{D,A,KN}
HQ;P (C(xi)|xi) URV
r? `2 xi Bb 2Bi?2`  Q`/ Q` M 2MiBiv-
M/ C(xi) /2MQ 2b i? +QMi2tib rBi?BM  T`2@
/2} 2/ rBM/QrX LQi2 i? C(xi) /Bz2`b  HBi@
iH2 HQM; rBi? xi, URV +QMi2timH rQ`/b r?2M
i ∈ Dc UkV M B;?#Q` 2MiBiB2b i? HBMF2/ rBi?
2MiBiv xi ∈ KN c UjV +QM 2timH Q`/b Q7 rQ`/
K2MiB M wj BM M M+?Q` r?2M xi /2MQi2b i?2
2MiBiv BM M+?Q` < wj , ei > AX
h?mb- rQ`/b M/ BiB2b i?i 7`2[m2MiHv
Q++ ` iQ;2 ?2` b?`2 KQ`2 +QKKQM +QMi2tib-
M/ ?p2 BKBH` 2K#2//BM;bX b b?QrM
BM 6B; k- een,Joe Q++m`b rBi? w n,player-
wen,NBA iQ; i?2` M/ i?2v b?`2 i?2 +QKKQM
+QMi2ti rQ`/b- bQ v `2 +HQb2 BM i?2 b2@
KMiB+ bT+2X aBKBH`H - 2MiBiB2b b?`BM; KQ`2
2B;?#Q` BiB2b i2M iQ #2 +HQb2- 2X;X- /m2 iQ
i?2 K2 M2B;?#Q` 2MiBiv en,LosAngelesLakers-
2MiBiB2b een,Joe- een,Kobe M/ ezh,Kobe ?p2 bBK@
BH` `2T`2b2MiiBQMbX
jX9 *`Qbb@HBM;mH a2Mi2M+2 _2;mH`Bx2`
*QKT`#H2 b2Mi2M+2b `2 `2;`/2/ b +`Qbb@
HBM;mH +QMi2tib Q7 2+? Qi?2` ++Q`/BM; iQ
am#a2+iBQM jXkX A bi2 Q7 T`2/B+iBQM KQ/2H-
r T` 72` iQ KBMBKBx2 i?2 1m+HB/2M /BbiM+2
#2ir22M ?2 i`;2i `/ wki M/ Bib +`Qbb@
HBM; H +QMi2timH rQ`/b Cl(wki) BM i?2 +QK@
T`#H2 b2Mi2M+2b,
Ls =
∑
<skm,slm∈Sk,l
∑
wki∈skm
||wk −
∑
C (wki)||2
UkV
r?2`2 < skm, slm >∈ Sk,l Bb i?2 mi? b2M@
i2M+2 TB` BM i?2 ki? M/ li? HM;m;2b- `2@
bT2+iBp2HvX lMHBF2 +QMp2MiBQMH H2tB+QM #b2/
K2i?Q/b- r?B+? KBMBKBx i?2 /BbiM+2 Q7 T`@
HH2H rQ`/b- i?2 `2bQM Q7 bm+? `2;mH`Bx2` HB2b
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Abstr ct
Jointly learn ng word and ntity repr sen-
tations enefits many NLP ta ks, while has
ot b en well expl red in cro s-li gu l set-
tings. In this paper, w propose a novel
method that inte rates cross-li ual word
and entity representatio learning to enable
joint inferenc among knowledge base an
ext across languages, capturing mutu lly
c mplementary k o le ge. Instead of re-
liance on par l el d ta, we a matically
generate cross-lingual tra ning data via dis-
tant superv s on over multi-ling al knowl-
e ge b ses. We also propose wo typ s
f kno ledge a te tion nd cro s-li gual
att nti t elect t e most i form tiv
w rds and fil er out n ise which will fur-
th r impr v the pe forma c . In xper-
m s, s p at task of word tr nsl tion
a en ity relatedn ss demonstrate th f-
fectiveness of ur ethod with a average
g i of 0% and 3% r baseline , re-
spec iv ly. Usi g entity l nk ng as a case
study, th r su ts on ben mark data t
v ri the qualit of our embeddings.
1 Intr u ion
M lti-lingu l kn le bases (KB), stor ng mil-
lions of tities and the r fac s various lan-
guage , provid rich s ru tured k owle ge for un-
dersta d ng at al gua e b yond text . M a -
while, bund nt ext c rpus contains arg m u t
of po ial k wl dge c mple ent r to exi ti g
K . Th r f re, res ch rs le rage b t types
of res urce t improve v io natur l l gu ge
pr c ssin (NLP) related ta ks, s ch as l o ex-
tr ction (W st n t al., 2013; Li et al., 2017), and
ent ty linking (Tsai and Roth, 2016; Y ada t l.,
016; Cao t l., ; Ji t l., 2016).
Most existi g work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, ( ang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utiliz the coherence i forma-
tion to al gn s milar words and entities with sim-
ilar embedding vectors. Another pproach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) l arns to represent e titi s based on their
textual descript ons together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this aper, we propo e to le rn cross-lingual
word and entity representations in the same seman-
tic spa e, to nabl joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usu lly xpensive and
m y int oduce inevitable erro s. Our embeddings
are helpful to bre k down language gaps in many
ta ks, such as cross-lingual entity linking, in which
t major chall nge li s in measuring the similar-
ity between entities a d corresponding mention
ords in different languages.
e , w? , w
The i tuiti is that, words and entities in
vari us languages shar s e common semantic
eani gs1, but there are also ways i which th y
differ. O o e ha d, we utiliz th ir hared seman-
tics to align si ilar words and entities with simi-
lar e bedding v ctors, no mat r the are i the
same language or not. On the ot er hand, cr ss-
li ual embeddings will b n fit from diff re t lan-
guages ue t the omple entary k owledge. For
instanc , t xt al ambiguity in one language may
d sapp ar in an ther language, . ., the two mean-
1Som cr s -li gual pio e ing work observe that word
em ddings trained separate y n monolingual corpora ex-
i it isomo phic tr c ure acr s langu ges (Mikolov et al.,
2013; Zha g et al., 2017).
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Abstract
J i tly learni g word d e ity r prese -
tatio s b nefits ma y NLP t sk , while has
not be n well exp ored in cross-lingual set-
tings. I this p r, we propose a novel
meth d that integ ates cr ss-ling al word
a d e ty r p ese tat learning to nable
j int inference a ong k owledge bas and
text cross languag , c pturing m tually
omplement ry knowledg . I st a f r -
li e o a l l data, w t matic lly
g er te cross-li gual tr ini g t via dis-
tant su ervisio ver multi-li gu l kn -
dg s s. W ls propose tw types
of k owledge tt n io a d cross-li gu l
atte tion t el ct ost i f rmative
w rds nd filter o t ise, which w l fur-
r imp ov th performa ce. In exper-
iments, separat sk of word transl ti n
a tity r latedn ss de onstrate h e -
fectiven ss f our me od w ave ag
gain of 20% and 3% over b elines, r -
spectivel . Us tity inking a c e
t dy, the r sults on b chmark d se
v rify h quality f em d gs.
1 Introductio
lti-lingu l kno ledg bases (KB), tori g m l-
ions of e tities a d th ir fac s i various lan-
guag s, pr vid rich struc ur k ow d f u
de standing atural language b yond text . Mea -
while, abu dant text rpus o t in l r unt
f potential knowl dge o plement ry to existi g
KBs. There ore, r s rchers leverage b th typ s
f resources to impro e various natural lang ge
proc ssing (NLP) relat d tasks, such as r lat on x-
traction (Weston et al., 013; Lin et al., 017), a d
entity linking (Tsai and Roth, 016; Ya ada et al.,
2016; Cao et l., 017; Ji et al., 016).
M st ex s ing work jointly models KB and text
corpus to enhance ch other by learning word and
en y r presentation in unifi d vec or space. For
example, (Wang t al., 2014; Yamada et al., 2016;
Cao t al., 2017) utilize the coh re ce informa-
ti n to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Touta ova et al., 2015; Wu et al.,
2016) le r s to r pr sent entities bas d on their
textual d scriptions og ther wi h th structured re-
l tion . o ver, these m hods o ly f cus on
o o-li gual s tting , d few r se rches have
been d i ross-li gual scenari s.
I t is aper, w prop e to ear cross-lingual
word and e ty repres ntatio in the s me s ma -
tic sp , to nable joint nfer nce amo g KB and
t xt across langu g s w h ut any additional trans-
lat on echani m, which is usually xpensive and
y introduc inevitabl rr rs. Our embeddings
a helpful to br ak down la gu ge gaps in many
t sk , such as cross-lingual e tity linki g, in which
the ajor chall nge lies in measu i g the similar-
i y b tw ntit s co r sp ing mentioned
words in diff re t langu ges.
??, w ?, ???
Th i uition is that, words and entiti s in
v r o s languages hare me commo semantic
mean n s1, but there are als ways in hich th y
diffe . On one hand, e utilize t eir sh red seman-
t cs to alig similar wor s and entit s with simi-
l r embe d v ct rs, o at they a in the
same l nguage or not. O the other h d, cross-
lingua e ddi s will b efit f om diff rent lan-
guage du t th compl mentary knowl dge. Fo
inst nce, textual mbiguity in one language may
disappe r i anoth r a g , e.g., the two mean-
1Some cros -lingual pioneering work observe that word
em eddings trai ed sep rately on monolingual c rpora ex-
hibit is morphic structure across langu ges (Mikolov et al.,
2013; Zhang et al., 2017).
1
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
0 1
022
023
024
025
026
027
028
029
030
031
03
033
034
035
036
037
038
039
040
04
042
043
044
045
046
047
048
049
050
051
052
053
054
055
0 6
057
058
059
060
061
062
063
064
065
066
067
0 8
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
95
96
97
98
99
ACL 2018 Submission ***. Confidential Review Copy. DO NOT DISTRIBUTE.
Joi t Representat on Learning of Cross-lingual Words and Entities via
Atte tive Distant Supervision
Anonymou ACL submission
Abs ract
Jointly learning word and en ity repr sen-
tations be efits many NLP tasks, whil has
ot b en w ll explored in cross-lingual set-
ing . In t is paper, we propose a novel
me hod that integ tes c oss-lingual word
and ntity repres ntatio l arning to enable
joint inferenc a ong know edge bas and
text across anguages, capturing mutu lly
c mple ent ry knowledge. In te d of re-
iance on parallel data, we automati lly
ge era cross-lingual trai ng ta via d s-
t nt su ervis on ov r multi-lingual knowl-
e g bases. We also ropose two type
of kn wl ge t e t n nd cr s-lingual
ten i n t sel c th m t inf rmative
o d and fi t ut no se, which will fur-
h r improv p rform . I xper
iment , separat t ks f word translation
and entity r l te nes d monstrate the f-
fect vene of our thod with an av rag
gain of 0% nd 3% ov aseli es, e-
s tively. Usi t ty linking as a case
udy h sults ben hmark d taset
v ri y th quality of our emb ddings.
1 I troduc ion
M lti-li gu l k owledge a s (KB), tor g mil-
li s of ities d th ir fac s i variou lan-
g a s provide rich structure kn wledge for u -
derst din n ur l langu g b ond xt . n-
wh l , abu nt t xt co p s contain larg mount
of p t n i l knowl dge c mplement y to existi g
KBs. Ther for , es ch s levera e b t ypes
of resources t i prove v rio s atural l nguag
processing (NLP) rel te t sk , such s elati n x-
t acti (W st et ., 2013; Lin t al., 2017), and
entity linking (Tsai and Roth, 2016; Y mad al.,
2016; Cao et l., 2017; Ji t a ., 20 6).
Most existi g work jointly models KB and text
orpus t enhance ach other by learning word and
ntity represe tations in a nified vector space. For
ex mple, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utiliz the coherence informa-
tio to li n imilar words and entities with sim-
il mb ddi g v cto s. An t r approach in (Han
t al., 2016; Tout nova et al., 2015; Wu et al.,
2016) l rns o repre nt e titi s based on their
textu l desc iptio together with the structured re-
lations. However, these m thods only focus on
mo o-li gual settings, and few researches have
been do e in r ss-li gual sc narios.
In this paper, we propo e to learn cross-lingual
word and entity representations in the same seman-
tic pace to nabl joint nfer nce among KB and
tex across la guages w th ut ny additional tr ns-
latio c ism, which i usually exp nsive and
m y introduce in vitab e error . Our embeddings
re helpful to break down language gaps in many
tasks, such as cross-li gual entity lin ing, in which
the major challenge lies in easuring he similar-
y b twe n t ies and corresponding mentioned
words i diff re t languages.
, ?, w???
The intuiti i hat, or s and entities in
vari us lan ages share s e co mon semantic
meanings1, but th r are lso wa s in hich t ey
d ff r. O one h d, w utilize t eir shared seman-
t c to alig si ilar words and entities with simi-
lar b ddi g v ctor , n mat r they are in the
ame lan age or n t. On the o r ha d, cross-
li ual b dding will benefit from different la -
gu ges d e to he com le entary knowled . For
instanc , t tual ambiguity in o e la gu ge may
isappear in n the langu g , e.g., th two mean-
1Some cross-lingual pion ring ork bserv that word
e b dding trained separat ly n monolingual corpora x-
ibit isomo phic str cture acr ss languages Mikolov et l.,
2013; Zhang et l., 2017).
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A onymou ACL submission
A tract
J in ly ar ing word and ntity represen-
atio s nefits many NLP ta ks, while has
not be well explored i cross-lingual s t-
tings. In this paper, we propose n vel
meth d that integr t s cr ss-li gual word
a d n ty repr sentati n l r ing to e bl
joint inference among k owl dge base and
t xt across languages, c pturing mutually
co p m nt ry knowledge. I stead of re-
lia ce on p r el d ta, we automatic lly
generate cross-lingual tr ining da a v a d s-
tant supervision ove mu i-lingual knowl-
dge bas . We also p opose t types
of kn wledge attention nd ross-lingu l
att ntio t elect the m s informativ
w rds and filter ou oi e, hich w ll fur-
ther improve the perfo ma c . In exper-
iments, sep ate t ks of word translation
ntity rela dne s demons r te the f-
fectiv e s of ur meth d with average
gain f 20% and 3% over baselines, re-
sp ctivel . Using entity l ki g as a case
study, th results on b nc mark dataset
verify th quality of our e be dings.
1 In roduc o
Mu ti-lin ual knowledg ba s (KB), stori g m l-
lio s of entities th ir facts i v rio s lan-
guages, provi rich tructured kno l dg for un-
derstandin atural l ngua e bey nd t xts. Mean-
whil , ab da t text corpu c tains l ge a ount
of p t nti l k w d m leme tary to isting
K s. Therefo , se rc s lev rage b th typ s
of res urces o mp ove v rious atural la guage
p cessi g (NLP) r la e ta ks, such as relatio x-
tractio (W sto a . 3; L e al., 2017), and
entity linking (Tsai and Roth, 2016; Ya ad et al.,
2 1 ; Cao et al., 7; Ji et al., 2016).
Mo t existing wo k jointly models KB and text
corpus to enhanc each othe by learning word and
en ity r presentations in a unified vector sp ce. For
exa ple, (Wang e al., 2014; Yamada et al., 2016;
Cao et l., 2017) utilize the coherence informa-
t on to align similar words and entities with sim-
ilar embeddi g vectors. Another approach in (Han
et al., 2016; T tanova et al., 2015; Wu et al.,
2016) learns to represent en ities b se on their
textual descriptions together with the structured re-
lations. Howev th meth ds onl f cu on
mono-lingual ettings, few researches hav
been done i cross-lingual scenarios.
I this paper, we propose to lear cross-ling al
w d a d entity repr entations i the same seman-
tic space, to enable joint inference among KB a d
t xt cr ss languages without y additional trans-
lation mechanism, wh ch is usually expensive nd
may i troduc inevitabl errors. Our embeddi gs
ar h lpful to break d wn langu ge gaps i many
ta k , s ch as cro s-lingual entity linking, in which
the ajo challe ge lies i eas ring the similar-
ity t e t ti correspon ing mentioned
or s i ages.
e??,
i t at, words a d enti es in
va o r o e co n mantic
a i s1, t t ere are so ays i which they
differ. n o h nd, utiliz their hared seman-
tics to l gn similar words and entities with simi-
l embeddi g v c or , o a t r they re in the
sa languag not. O h other hand, cros -
lingu b ddings will enefit from different lan-
guag s due to the comp ment ry now edg . For
insta ce, xtual ambi ty in on lan uage ay
disappear in another language, e.g., the two mean-
1Som c oss-lingual pion eri g rk observe that word
embeddi gs tr ined separately on m nolingual c rpora ex-
hibit i omorphic struct re acr s lan uag ( ikolov et al.,
3; Zh ng t al., 2017).
eNBAeAllsta
M no-li gual Represent ti n Le rning
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Abstract
Jointly l arning word and entity repr sen-
tations benefit many NLP t sks, while has
not been w ll explored in cross-lingual set-
tings. In this pap r, we propose a novel
method that integrates cross-lingual w rd
nd enti y representa on learni g to nable
j i t in rence amo knowledge base and
text across lang ag s, capturing m tual y
co pl tary knowle g . I ste d f re-
li nce on par llel data, we utomatically
gen ate ross-l ngual tra ing dat ia dis-
tant upervision v r ulti-lingual knowl-
dge ba . We also propose two types
f knowledge atte tio and cross-lingu l
enti n t select t ost info mative
w rds and filter out n ise, which will fur-
ther improve the perfor ance. In xper-
iments, separate ta k of word tran lation
and entity ela edn ss de str te th ef-
fectiveness o ou m hod with an av rage
gain of 0% nd 3% over baselines, re-
spect vely. Using entity linkin as a cas
stu y, the results on b nchmark d ta et
ve ify the q ality of our mb ddi gs.
1 In ro uc io
ulti-lingual kn wle e bases (KB), st r ng m -
lions o entities nd their facts in various la -
gu ges, pr vide rich structur d k owl dge f r un-
derstanding natural la uage beyond texts. Mea -
while, abundant t xt corpus contai s large am unt
of p t nt l k owledg com lementary to existing
KBs. Therefor , researcher lever ge both types
f resources to improve var ou atural lan uage
processing (NLP) d tasks, suc s rela ion ex-
traction (Weston et al., 013 Lin et al., 017), and
entity link ng (Tsai nd Roth 016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).
Most exist ng work j i tly models KB and xt
orpus to e h nce each othe b learning word and
tity repr se tatio s in a unified vector space. For
example, (Wang t l., 4; Yamada et al., 2016;
Cao et al., 017) utilize the coher nce i for a-
tion to l gn similar words a d e tities with si -
ila bed ing vectors. An th r approach in ( an
et al., 20 6; Toutan va e l., 2015; Wu t al.,
2016) lear s to r esent entities based on their
t x ual descript ons together with the structur d e-
lations. However, th methods only focus on
mono-lingual ttings, and few res arches have
be n done in cross-lingual scenarios.
I this paper, we p opose to learn cross-lingual
word n e tit represe tati ns i the sa e sema -
t space, to able joi t infere ce among K and
tex cross languages without any additional tra s-
latio mechanism, wh c is usually expensive and
ay i trodu e n vitable rro s. Our b ddi g
are helpful t r ak down l nguage gaps i many
tasks, uch as cros -l g al entity linking, i which
the aj challenge lies n ea uring th sim lar-
it b twe n ities a d co r spondi me tio ed
wo ds i differ t la guages.
e??, w ?, w? ?
The i u tion is h t, words and e titi s in
v rious la uages sh re me common se a tic
eanings1, but ther ar also wa s in which they
differ. On one nd, e utilize their s ared s m n-
tics t al gn s ilar words and entit es ith simi-
lar embe d ng ve tors, o att r they re i the
same languag or ot. On the other hand, cross-
l ngual mb ddings will be efit from different lan-
gu ge d e to the comple entary knowl dg . Fo
instance, textual ambiguity in one language may
disa pear in another language, e.g., the two m a -
1Some cr s- ingual pio eering work observ that word
embeddings trained eparately on monolingual corpora ex-
hibit isomorphic tr cture across l n u ges (Mikolov et al.,
2013; Zhang et l., 2017).
1
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
15
016
017
018
019
020
021
022
023
024
025
026
027
028
029
30
031
032
033
034
035
036
037
038
039
040
041
042
043
044
45
046
047
048
049
050
051
052
53
054
055
056
057
58
059
060
061
062
063
64
065
066
067
068
069
070
071
072
073
074
75
076
077
078
079
080
081
082
083
084
085
86
087
088
089
090
091
092
093
094
095
096
097
098
099
A L 2018 Submission ***. Confidential R view Copy. DO NOT DISTRIBUTE.
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Abs ract
Jointly le rni g word and entity repr sen-
tations b nefits many NLP tasks, while has
not b en w ll explor d i r ss-lin ual set-
ti gs. In his pap r, we pro ose a n v l
eth d that integrates c oss-lingual word
an ntity r pr s atio le r ing to enable
j int inference amo g knowledge ba e d
text across la g ges, capturing mutually
co plem nt ry knowledg . Inst ad of re-
lia c o ar lel data, we automatically
gener te cross-lingu l tra ing dat via d s-
tant superv sio v ult -li gu l knowl-
edg bases. W al o propose two ty s
f k wledg attention and cross-lingual
attention to select the most informative
word nd filter noise, which will fur-
ther improv t e perfor anc . In exper-
iments, sep rate asks of word translation
and entity related ess demonstrate the ef-
fect ven ss f our method with av rage
gain of 20% and 3% over baselines, e-
spectively. Using entity linking as a case
st dy, the resul s on benchm rk dataset
verify the quality of ur emb ddi .
1 Introducti n
Multi-lingual knowled e bases (KB), storing mil-
lions o n ities nd their facts in various lan-
guages, pr vide rich tructured kn w edge for un
derst nding atural l ngu ge b yo text . ean-
while, abundant ext corp s contai s large amount
of potentia kno l dge c mplementary to xisting
KBs. Th refore, researchers lever bot types
of resources to mprove various na ral language
proce sing (NLP) rel ted tasks such as r l t on x-
trac ion (W s on et al., 2013; Lin et al., 2017), and
enti y linking (Tsai nd Roth, 2016; Yamada et al.,
16; Cao et al., 2017; Ji et al., 20 6).
Most existing work jointly models KB and text
orpus to enha ce each other by learning word and
e tity represen ati ns in a unified vect r sp ce. For
example, (W ng 4 Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
ti n to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learn t represent entities based on their
textual descriptions tog ther with the structured re-
lations. However, these ethods o ly focus on
mono-li gual ttings, and few researches have
b en d ne in cro s-lingu l scenarios.
In this paper, we propose to learn cross-lingual
word and e tity repr sentations in the same seman-
ic space, to nabl joint infer nce among KB and
text across languages witho t any additi nal trans-
l ti mechanism, which is usually expensive and
y introduc inevitable errors. Our embeddings
are helpful to break own language g ps in any
asks, such as cross-li gual e tity linking, in which
the m jor challeng lies in measuring the similar-
ity b tween entiti s d correspondi g ention d
words in differe t languag s.
NBA??, w?, w?, w??
The intuition is that, words and entities in
arious languag s share some c mmon sem ntic
m an n s1, but there are also w ys in which they
differ. On on hand, w utilize their shared s man-
tics to alig simil r words and tities with simi-
ar mbe d ng vectors, no matter they are in the
sam l guag or ot. On the other hand, cross-
lingual embeddings will be efit from diff ren la -
guages du to the c mplementary knowledge. For
instance, t xtu l mbiguity i one languag may
disapp ar in another language, e.g., the two mean-
1Some cross-lingual pioneering work observe that word
mbeddings tra ed sepa ately on monolingual corpora ex-
hibit isomorphic tru ture across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract
Joi t y l r i g word an ntity r presen-
tations benefits many NLP task , while has
not been w ll explore in c o s-li gual set-
tings. In this paper, we propose a nov l
method that int grates cross-lingu l w rd
and entity representatio le rning to nabl
joi t nf r nce amo g knowl dge base a d
t xt across languag s, capturing mut ally
co plementary knowledge. Instead of r -
nce on parallel data, we a t m ic lly
generat c oss-l gual raining data vi dis-
tan supervisi n ver multi-lingual k owl-
edge ba s. W also propos two ypes
of knowled e attentio a d cross-l gu l
attenti n to select the most infor tiv
words and filt r ut n ise, which ill fur-
ther improve th perfor anc . In xper-
iments, separ te tasks f word tra slation
a d entity relatedn ss em nstrate the f-
f tive ess of ou m th d with an average
ain of 0 and 3% v r baseli s, re-
sp ct vely. Usi g tity l ki a as
stu y, the r sults o bench atase
v ify the qual t of our emb .
Intr duction
Multi lingual kn wled bases (KB), storing mil-
li s of entities d their f cts in various la -
guag s, pr v de rich structur kn wledge for un-
derst nding na ral l ngu ge eyond text . Mean-
while, abundant text orpus contai s l rg mou
of p tential k owledge co pleme t ry o existi
KBs. The efore, research r leverage b t typ s
f res urces to imp ove various natu al l nguage
process ng NLP) ed tasks, such as relation ex-
traction (W ston et al., 2013; Lin e l., 2017), a
entity linking (Tsai nd Roth 2016; Yamada et al.,
016; Cao et al., 2017; Ji et al., 2016).
Most isting work jointly models KB and text
o pus to enh n e each other by learni g ord and
ent ty representa ion i a unified vector s ce. Fo
xample, (W ng t al., 4; Yamada et al., 2016;
Cao et al., 20 7) utilize the coherence informa-
tio to lign si lar words and entities w th si -
ilar e bedding vectors. Ano her pproach in (H
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) le rns t r p esent entities based o th i
tex ual d scri tions togeth r with th tr ctur d re-
lati n owever, these methods only focus on
mo o-lingual ttings, and f w researches have
be d ne in cros -li gual scenarios.
In this paper, w propose to learn cross-lingual
w d and entity repres n ations in the s e eman-
t c space, to n ble joint in rence among KB and
tex across language without any additional trans-
lation mecha ism, wh ch i usual y expensiv and
may i tr duce in vitable errors. Ou emb ddings
are e pful to break down langu g gaps i any
tasks, su h a cross-li gual tity lin i g, in which
the ajor challenge lies i asur ng t simi ar-
ity be ween ntities a corr po d g menti ed
wor s iff rent languages.
eNBA??, , ?, w??
The tu tio s hat, w r and ent ties in
various la guag sha e som co m n semantic
m anings1, u th r ar also ways w ich th y
diff r. O hand, we u ilize t ir shar d s ma -
tics to align si l r wor s and entiti s w th si i-
lar embedding vect r , o matter they are the
same languag or ot. On he other h d, cross-
ling al beddings will be efit fro diff rent lan-
guag s due to the co plementary knowledg . For
instance, textual biguity i on l gua e m y
disappear n nother langu ge, e. ., the two mean-
1Som cr ss-lingual pioneering work observ that word
embeddings trained s parately on monolingual corpora x-
hibit isomorphic structure across languages (Mik lov et al.,
013; Zhang et l., 2017).
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Abs ra t
Jointly learning wo d and entity r pre e -
tations enefits a y NLP as , while has
not been w ll explored in cross-lingual s t-
tings. I this pa er, we pro os a ovel
th d that ntegrates cross-lingu l word
and ntity representatio learning t enable
j i t infer nce a ong k owl dge base d
text acr s la g ges, capturi g mut al y
compleme t ry k owl dg . Instead of re-
lia ce on par l l ata, we automatically
g nerate cr s -li gual training data via di -
ta t supervision ver lti-l ual know -
edge ba s. We al pr pos tw types
f k owle att ntio and cro s-li gual
attentio to select he st inform tive
words and filter ut oi e, whic will fur-
ther improv the erfor ance. In exp r-
ime ts, sepa ate asks of word t anslati n
a d ent ty rela ed ess demonstr te the ef-
fectivenes of u m hod with an average
ga f 20% and 3 ver bas lin s, e-
sp ctively. Usi g entity linki g as case
study, th resul s o b ch ark d ta et
verify th quality of our e beddings.
1 I t oduction
Mult -lingual knowled bas s (KB), s ring mil-
lions o e t ties d their fac in various l n-
guage , provide ch st uc u ed knowledg fo u
derstandin nat ral language beyond texts. M an-
hi e, a nd t text corpus c ntai s l rge amou t
of pot ntial k owledge c mp eme tary to existi g
KBs. Th refore, researcher lever ge both typ s
of resources to improve various natural languag
processi g (N P) l ted tasks, such s relation ex-
traction (W s on et al., 2013; Lin et l. 2017), nd
entity linking (Tsai nd Roth 2016; Y m d t al.,
2 16; Cao t al., 2017; Ji et al., 2016).
Most existing w rk jointly mo els KB text
corpu to enha ce e ch other by learning word and
e tity represent tio s i a unifie v cto pace. For
example, (Wang e 4 Yamada t al., 2016;
Cao t al., 2017) tilize the coherence informa-
ti n to align s milar rds and e tities with sim-
ilar embedding vecto s. Another approach in (Han
et al., 2016; Toutan va t al., 2015; Wu et al.,
2016) learn to r pr e t entities based on t eir
tex ual descriptions t get er with t uctured re-
lations. Howev , these m thods only focus on
mono-lingual tings, and few researches have
been d ne in cros -lingu l scena ios.
In this paper, we propose to learn cross-lingual
wo d and e tity representations in the s e seman-
t c space, to e able join infere ce am ng KB a d
tex across languages w tho t any ddition l trans-
lation m chanism, which i usu lly expensive and
m y introduce in vitabl errors. Our e beddings
are helpful to bre k d wn language aps in ny
tasks, suc as cross-l gual entity linking, in which
the major challenge lies n measuring si il r-
ity etwee ntities a d c rresponding mention
w rds in differen l nguages.
NBA ?, w , w?, w??
The i tu tio is at, words and ent t s in
various l guages shar so e comm n s man
mean gs1, but ther are also wa s in which they
diff r. O o e hand, we ut li their shar d s man-
tics t align s milar words a d e tities with simi-
lar e b ddi g v ct rs, no matter they r in the
sa e lang ag t. On th othe hand, cross-
l ngual eddings will b efit from d ffer t lan-
guages du to the com lem ntary kn wledge. For
insta c , extual a biguity in one la gua e a
d a pear in anot er langu ge, e. ., the two n-
1Some cross-lingual pion r ng work o serve that word
embeddings tr ined separately on monolingual corpora ex-
hibit iso orphic structure acr ss languages ( ikol v et al.,
2013; Zhang t al., 2017).
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A ymous ACL submissio
Abstr c
Jointly l arning word and e tity re resen-
tations benefits m ny NLP tasks, while ha
ot been well ex lo ed in cr ss-lingual set-
tings. In this paper, we propose a ovel
me hod that integrat cross-lingu l word
a d e tit representation learning to enable
joint infe ence a ong knowledge base nd
text across l ngua s, c pturing m tually
omplem ntary knowle e. Inste o re-
liance on p r le data, we utomati ally
g erate cross- ingual traini g data vi d -
tan supervision over multi-lingual k owl-
edge bases. We also propose two types
f knowledge tte tion nd cro s-lingual
attent on to select the most informat ve
words and filter out noise, whic will fur-
ther improve the performance. In expe -
iments, separate tasks of word translation
and e tity rel te ness demons rate the ef-
fectiven ss of ur m thod wi average
gain of 20% a d 3% ver bas lines, re-
pect ve y. Using ntity linki as c se
t dy, the r sult on benchmark d taset
v rify the quality of our embeddings.
1 I troductio
Multi-lingu l kn wledge ase (KB), stori g mil-
lions of entiti s nd th ir f cts in various lan-
guages, rovid ric str ctur d knowledge f r u -
ders a ding natural language eyond texts. Mean-
while, ab nda t text corpus co t ins lar e amount
of potenti l kn wledge comp ementary to existing
KBs. Th refor , r s a chers leverage both t pes
of res rces to improve v rious at r l languag
processing (NLP) relat d task , such s rel ti x-
tr ction (W ston t l., 2013; Lin e al., 2017), an
e tity li king (Tsai n Roth, 2016; Ya ada et a .,
2016; Cao et al., 2017; Ji t al., 2016).
Most existing work j intly m d ls KB and t xt
corpus to h ce e c other by learn ng word and
entity r presentat ons u ified vector sp c . For
example, (Wang et al., 2014; Yamada et al., 2 16;
Cao t al., 201 ) utilize the coherence informa-
tion to ali n s ilar words and ent ties with im-
i r m edding v ctors. A other appr ach i (Han
et al., 2016; Toutanova et l., 2 15; W et al.,
2016) learns to represent entiti s based on their
textual descrip ions together with the structur d re-
lations. However, the e methods only focus on
ono-lingual etti s, and few resea che have
been d n in cross-lingual sce arios.
In this paper, w propose t l arn cross-lingual
w r d tity representations in t sam seman-
tic sp ce, to n ble j int i ference amon KB and
t xt cross l guag s tho t any additional trans-
lat on mechanism, which is usually expensive a d
may introduce inevitable e rors. Our embeddings
are helpful to break dow la gu ge gap i many
task , such a cross-lin al entity linkin , in which
the major challe g lies in measuring the similar-
ity betwee e tities and corresponding entioned
words in different l nguag s.
eNBA , w , ?, w
Th intuition i that, word a t ti s in
various languages sh re so e co n se antic
a i gs1, but there are also ways in which they
differ. On one han , we utilize their shared seman-
tic to align sim lar words and ti ies with simi-
lar e bedding vectors, no atter they are in the
same langua e or not. On the other hand, cross-
ingual em ed ngs wil benefit from diffe ent la -
guages due to the complementary knowledge. For
inst nce, t xtual ambiguity in one lan u ge may
dis ppear in no er langu ge, e.g., he two m an-
1Some cros -lingual pi neeri g work observe that wor
mbeddings trained separately on monolingual corpora ex-
hibit isomorphic struct re across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Joint Representation Learning of Cross-l ngual Wo ds and Entitie via
At entive Distant Supervision
An nymous ACL submission
Abstr ct
Jointly learning wor a d ntity represe -
tations b fits a y NLP tasks, while has
not been we l explor d i cross-li gual s t-
tings. In this paper, we pr pose a novel
method that ntegrate c oss-lingual word
and ntity pre t ti n le rning o able
j t fe e c among k o ledge b s a d
text cross lang a , c pturing m tually
c mplem tary knowled . I st ad of r -
liance n paral el data, we automaticall
ge erate cross-lingual tr ning ata via dis-
t nt sup rvisi n o multi-li l know -
edg base . W also propose two types
of knowledge attenti n cross-lingual
att ntion to elect the most informative
rds an filter out n ise, which ill fur-
th r mprove th performance. I exp r-
im nts, sepa te t sks of w rd tran lat on
nd ntit relatedn s d monstrate the ef-
f ctiveness f our ethod i a av rage
gain of 20% a d 3 ver baseli es, re-
spectiv ly. Using entity linking as a case
study, t e ults on b nchmark dataset
v rify the quality of our mbed i gs.
1 Intr ductio
Multi-lingual knowl dge bases (KB), stori mil-
li ns of en ities and their fact in various lan-
, provide rich struct red k wl dge fo un-
derstanding atural language beyond texts. e n-
while, abund nt text corpus contains large amount
of potential owl dge c plementary to existi g
K s. Ther fo , r searchers leverage both typ s
of r sourc s t improve vari us natural l nguage
r c ssing (NLP l d t sks, such as relation ex-
tr ctio (Wes on et l., 013; Li et al., 2017), and
tity linking (Ts i an Roth, 2016; Yamada et a .,
2016; Cao et al., 2017; Ji et al., 2016).
Mos existing work join ly models KB and text
corpus t enhance each other by earning word and
nti y repre entati n in a unified vect r space. For
example, (Wang et al , 2014; Yamada et al., 2016;
C o et al., 2017) utilize the coherence informa-
tion to alig similar rd and entities with si -
ilar embeddi g vec ors. Another appro ch n (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
16) l arns to represent entities b sed o their
extual descriptio s t gether with the structured re-
lations. Ho ver, these methods only focus on
mono-ling al settings, and few researches hav
been done in cro s-lingual scenarios.
In this paper, we pr pos to le rn cros -lingual
word n e tity repres ntatio s in the same seman-
tic space, to en ble joint inference among KB and
tex cross la guages without any additional trans-
lat on mech ism, which is usually expensive and
ay intro u i evitable errors. Our embeddi gs
are helpful to break down language gaps in many
tasks, s ch as cross-lingual entity linking, in which
he major challenge lies n m asuring the simil r-
y betw en e ti ies and c rr ponding mentioned
words in ifferent langua es.
NBA
The intuition is that, words and entities in
v rious languages sh r some common semantic
meanings1, but ther are als ways i hich they
differ. O n hand, we utilize their shared s man-
tics o ig s lar ord an entitie with simi-
lar embedding vectors, no matter t e are in the
same lan uage or not. On the other hand, cross-
lingu l mbeddings will benefit from differ nt lan-
guag s due t th co pl entary knowl dge. For
insta , tex ual ambi uity in one langu ge ay
disappear in ano r l , e.g., the two mea -
1Som cross-lingual p onee ing work obs rve that word
emb ddin trained s parately on monolingu l corpora ex-
hibit isomorphic st ucture acr ss anguages (Mikolov et al.,
2013; Zha g et al., 2017).
E
L wr nc
ww s w
L e c
N AeAllstaw sket al
wAme ic
Fig r : Th fr me r f r eth d. The inputs an utput of each tep ar l ted in the right
sid , and in lef sid ther are thre i comp ents of joint represe tation l arning. Red texts
th br ckets are nchor , ash d li s b t een ntities note rel tion , an so i lines are cross-lingual
li ks.
mon eighbors h ve s milar mb ddings, no mat-
ter in which language, .g., Engli h entity Foust
and Chinese entity 福斯特 (Fou t) a embed-
d d close i s mantic space due t th commo
ighborsNBA,All- tar andNBA选秀 ( raft), e c.
(3) Cross-li gual Senten gulariz r a ms to
lea n mu ually trans a ed words with s m lar m-
edd s by pu hing t eir cr s-lingual contexts
(i.e. comparable s nten es) tog ther. F r exam-
ple, English word bask tball and the translated
Chi ese word 篮球 frequ ntly co occur in c m-
para le sent es, and are cl se in the sema tic
space.
All w rd/e tity embedding are tra ned j ntly
under a unified ptimization object ve. Next, we
will in roduc how to generate bi-lingual EN and
omp able sent nces as w ll as the thr e ompo-
ents f r joi t represe ta ion ear ing in turn.
3.3 Cross-lingual Supervision Da a
Gen ration
This section intr duces how to extr ct mor cross-
lingual c ues from multi-ling al KB in the form of
bi-l ngu l EN nd co para le sentences.
B -lingual Entity Network Construction
Conventional knowledge repr sentation meth-
ods normally regard cros -lingual links as a spe-
cial equivalence type of r lation between two n-
tities (Zhu et al., 2017). However, we argue th t
this may mislead to an inconsistent training ob-
je tiv s ce a cross-lingual li k actually contains
multiple elati ns. For example ( igure 1), there
will be no direct r lation betweenChinese entity福
斯特 (F ust) d English entity Piston by merely
dding the qu valenc r lat n betw en Foust and
福斯特, w ich is i ontradiction wi h the fact that
Foust b longs to Pist n, o att in which lan-
uage.
Therefore, we build bi-lingual entity network by
making cross- ngual link d entities hat inher t all
rel ti s from a h other. Co cretely, we enhanc
ono-EN by adding edg s from all neighbors of
entity ei to
z
j if < e
e
i , e
z
j >∈ Re−z (layer 2).
e???
Co p rable S ntences G neration
W utilize distan supervision to g nerate com-
parable sentences from Wikipedia article . As
sh wn in Figure 1, from the page articles of cross-
lingual l nk d tit s eeKobe a d e
z
Kobe, we extract
thos s t ces including another cross-lingual
linked e ti i s eJoe and e
z
Joe as comp rable sen-
tences Se−z = {< sek, zk >}.
The intuition i hat we c nsider each s ntence
in Wikipedia article has a pseudo mention of
he pag ent ty (talking something about the en-
tity) (Yamada et al. 2017). Thus, if a sentence also
mentio s ano her ent , it implicitly expresses
their relation. Therefo e, we make a similar as-
sumption as in relati n extraction: If two enti-
ti s participate in a relation, and both of them1
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J i t Represent o L a i g f C o -li g l W s an Entities v a
A ntiv Di an Supervis o
A onymo s C s bmis io
Abs ct
Joi tly l ar i g rd n ntity r pre n-
tatio s nefits ma y NLP tasks, hil h s
ot b e well xp or d i cros -li l s t-
ti s. I this ap r, pr pos nov
eth that i t grate r ss-lingu l or
a d n r pres tat on le r n to enab e
joint inf c k owl se nd
text across la gu g s, ca turing utu lly
complementary kn wledge. Instead of re-
liance on par llel data, we autom tically
gen rate cross-lingual train g d ta vi dis-
tant supervision over ulti-lingual knowl-
edge ases. We also pr pos two types
of kno ledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
th r imp ove th performance. In exper-
iments, separate tasks of word transla ion
and entity relatednes d monstrate the ef-
fectiven ss f our ethod with an aver g
gain of 20% and 3% over ba lines, re-
spectively. Using entity linking as a cas
study, th results on benchmark dataset
verify the quality f our embeddings.
1 Introduction
Multi-lingual k owledge b se (KB), sto i g mil-
lions of entities and their fa ts in various lan-
guage , provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural languag
processing (NLP) related tasks, such as relatio ex-
tractio (Weston et al., 2013; Lin et al., 2017), and
entity linki g (Tsai and Roth, 2016; Yam da t al.,
2016; Cao et al., 2017; Ji et al., 2016).
ost ex sting work joi tly odels KB and text
corpu to enha ce e ch o h r by learn ng word nd
e t ty pr s ntations in a unified vec r spac . For
exampl , (Wa e l., 2014; Yam a et al., 2016;
Cao et l., 017) u ilize th coher ce inform -
tio t lig simi ar wor s nd titi s wi h im-
r e beddi g v cto . An th r pproach i (Han
t al., 201 ; T ut va t l., 2 15; Wu e a .,
016) l ns t r pres t ntiti s based n their
t xt al descrip ions o ether with he s ructur re-
lations. Howev r, t ese met ods only focus on
mono-lingua settings, and f w res arche av
een d ne in cross-lingual scen ri s.
In this paper, we propose to learn cross-li al
word and e tity repr s nta io s in the sam seman-
tic space, to enable jo nt nfer n e mong KB and
t x acr ss langua es without y addi ional trans-
latio mechanis , which is usually expensive an
m y introduce inevitable rrors. Our embedding
re elpful to break dow language gaps in any
sk , such as cross-lingual entity linking, in which
the major challenge lies n easuring he similar-
ity between entities and corresponding m ntioned
words in different l nguages.
??, w??, w???
Th intuit on is that, wor s and ntit s in
various languages hare so e commo s man ic
meaning 1, but h r ar also way i wh ch th y
diff r. O o e hand, we til z their shared seman
tics t lign similar wor s and entities with si i-
lar embe ding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will be efit from different la -
guages due to the complem ntary knowledge. For
ins ance, textual a biguity in la guage ay
disappear in anothe languag , e.g., the two mean-
1Some cross-lingual ioneering work observ that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et a .,
2013; Zhang et al., 2017).
a tatt
att
… …
wb sketballwplayer
… …
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Joi t Repre e tati n L arn g of C ss-li gu l Word an En ti s via
Att n iv Di t t S p isio
Ano y o ACL su ssio
Abstract
Jo ntly lear i g w d and e tity eprese -
tations ben fits ma y NLP task , wh le ha
not been w ll xpl red i cro s-l al t
tings. In this pap r, we propo e a v l
me h d t at in grat s cr -l g al w d
and e tity represe tation learnin to nab e
join inference am g l e bas d
text across l ngu ges c pturin utu ly
complement ry k owledge. I stead f -
liance on arallel dat , w aut ically
generate cross-lingu l tr ining d t vi dis-
t nt supervisi n over multi-li gual knowl-
edge bas s. W also propos two types
of knowledge attenti n and ross- i gual
attention t select the most informat ve
words and filter out noise, which will fur-
ther improve th performance. In exper-
iments, separate tasks of word translatio
and entity relatedness demonstrate the ef-
fectiveness of our meth d wi h a av age
gain of 20% and 3% over baselines, r -
spectively. Using entity linking as a case
study, the results on benchmark datas t
verify the quality of our embe dings.
1 In roductio
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structur d knowledg f r un-
derstanding natural language beyond texts. M an-
while, abundant text corpus contains large am nt
of potential knowledge complementary to xis ing
KBs. Therefore, researchers leverage oth types
of resourc s to improve various natural langu ge
processing (NLP) related tasks, such as relation x-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao e al., 2017; Ji et al., 2016).
o isting work j in ly models B nd text
corpus o e hanc each other by lear ing word and
n ty r pres t tio a u fi d vector s ac . For
example, (Wa g t l., 2014; Yam da t l., 2016;
Cao ., 2017) ut l z th c ren infor a-
ion o al g s ilar words and e titie with im-
il r mb dd ng ec r . A h pproach i (H n
et al., 2016; Tou ov et l., 2015; Wu et a .,
016) e r ep t t ties based o the r
t xt l d scr p i n tog th r with the structur d re-
lat o s. H w ve , th e t o s o ly f cus on
n - ngua t i gs, nd few res rch s ave
b en one in r s -li l sc n rios.
In this pa , w propose t learn cross-li gual
word d ntity r r sentatio s in th sa e sema -
tic space, to e able joint nf rence am KB an
text cr ss la gua es without any additional trans-
lation mechanis , which s usually expensive and
may i tro uce in vitab errors. Our embedding
are helpful to break down lan u g gaps in m
tasks, s ch a cross-l ngual entity li king, whic
the ajor challenge lies in measuri g the sim lar-
ity betwee entities and corresponding me tione
words in di ferent la guages.
e??, w ?, w???
The intuitio is that, words and entities in
v rious languages hare s me co on se ntic
meanings1, but there are also wa s in which they
differ. On one hand, we util ze thei shared seman-
tics to align similar words and entitie with simi-
lar b dding vectors, no matt r they ar n
same language or not. On the othe ha , cross-
lingual embeddings will e efit fro ifferent la -
s due to the co plement ry knowl dge. For
inst nc , textual ambiguity in one language y
disappear i another an uage, e. ., the two me n-
1Some cross-lingual pion ering work observe that wo d
embeddings trained separately on monolingual corpora ex-
hibit is orphic struct re across la guages (Mikolov al.,
2013; Zhang et al., 2017).
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Joint Representa ion Le g of C oss-li gu l W ds a E i v a
A tentive Di t n Sup rvis o
A n ous AC sub iss on
Abstr ct
J intly l arning word and e tity r pr n-
ati s enefits man LP t k , whil h
ot b en well explor d c ss-lingual s t-
ti gs. In this pap , w pr s a n l
method that i tegr tes c oss-l u l w rd
and entity repre entation learning to nable
joint i f renc among k owledge base d
text across languag s, c pturing ut l y
complementary k wledge. In tead of e-
liance on parallel data, we aut matically
g ne ate cross-lingual rainin t vi di -
tant superv sion over multi-lingual kno l-
edge bas . We also prop se wo typ s
of kn wledge attentio and s-lingu l
attention to select the most inf rmativ
words and filter out noise, which will fur-
ther improve the performanc . In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method w th an avera e
gain of 20% and 3% over baselines, r -
spectively. Using entity linking as a case
study, the results on b nchmark datase
verify the quality of our embe dings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abu dant text corpus cont ins large amount
of potential knowledge complementary to existing
KBs. Therefor , researchers leverage both types
of resources to impr ve vari us atural languag
processing (NLP) related tasks, such a relati n ex-
traction (Weston t al., 2013; Lin et al., 2017), nd
entity linking (Tsai and Roth, 2016; Yam da et al.,
2016; Cao et al., 2 17; Ji et al., 2016).
os isting wo k j in ly mod l B nd text
orpu ance e c ot e y le rn word a d
entity r pres tations i u ifi d v c or sp ce. F r
xampl , (Wan t al., 2014; Yama a et al., 2016;
Cao et al., 2 17) utilize the co ere ce i f rma-
tio alig i ila or s a d e tities i h si -
lar e beddi g v ctors. A th r approach in H n
t al., 2016; To tanova t al., 2015; Wu t l.,
2016) l rns o repres nt entiti s b sed on their
xt al d cri tio s geth with th tru tured r -
l i s. However, hese m thods nly focus on
m -lin ual s gs, n f w r s arch s h ve
be n don in cross-lingual sc narios.
In t p pe , we pr p s t le r cros -li gual
wor and entity repr s ntatio s i th sa e an-
tic spac , t nabl joi t i f ren amo KB and
text across languages wi out ny additional trans-
l t on mecha ism, hich is usually expens ve and
may i tr duce inevitab e rrors. Our mbeddings
are helpful t br ak down langu ge gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in easuring the similar-
ity bet titi s corresponding m nti ed
or s i n ages.
e , ?
i t at, ords and enti s in
vari l re so common semantic
ea i s1, t t ere are also ways i wh ch they
differ. n one hand, e utilize their shar d s ma -
tics to a ign simil r words a d tities with simi-
lar embedding vectors, no matter they re in th
same language or not. O the oth r han , cross-
lingual mb ddings will benefit from differ nt lan-
guages due to th co plementary knowledge. For
instance, textu l a biguity o e language m y
disa pear in another l uag , e. ., th two e n-
1Some cross-lingual pioneering work observe that word
embeddings trained separately on mon lingu l corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
20 ; Zhang et al., 2017).
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NBA
L wr  Foust
All-star
[[Lawrence Michael Foust]] was
an American b sketball player
who spent 12 seas s in [[NBA]]
NBA (zh)
?????
??·???
[[??·???]] ??[[NBA]]?
?????????????
1950??[[NBA??]]??1??
English KB Chi e KB
RRd
RR3
RRN
Rky
RkR
Rkk
Rkj
Rk9
Rk8
Rke
Rkd
Rk3
RkN
Rjy
RjR
Rjk
Rjj
Rj9
Rj8
Rje
Rjd
Rj3
RjN
R9y
R9R
R9k
R9j
R99
R98
R9e
R9d
R93
R9N
R8y
R8R
R8k
R8j
R89
R88
R8e
R8d
R83
R8N
Rey
ReR
Rek
Rej
Re9
Re8
Ree
Red
Re3
ReN
Rdy
RdR
Rdk
Rdj
Rd9
qqq yR3- T`BH kj@k - kyR3- GvQM- 6`M+2 MQMX
Rd8
Rde
Rdd
Rd3
RdN
R3y
R3
R3k
R3j
R39
R38
R3e
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`HH2H rQ`/b bBM+2
r2 +im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H b2Mi2M+2b BM i?2 2MiBiv ekm T;2 `iB+H2b-
#mi bQK2 b2Mi2M+2b `2 MQi ` Hi2/ iQ ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB bQ7i@
ii2MiBQM +QKTmi2/ #v K2bm`BM; bBKBH`Biv
rBi?BM i?2 ki? HM;m;2,
αnkm ∝ sim(2FK,
∑
wki∈snkm
rFB) U9V
r?2`2 αnkm Bb i?2 FMQrH2/;2 ii2MiBQM Q7 i?2
ni? b2Mi2M+2 7Q` skmX LQi2 i?i B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`i2/ 7`QK ekm `iB+H2b- αnkm
2[mHb iQ QM2X
*`Qbb@HBM;mH ii2MiBQ
*`Qbb@HBM;mH ii2MiBQM 7Q+mb2b QM TQi2MiB H
BM7Q`KiBQM 7`QK i?2 +QKT`#H2 b2Mi2M+2b
i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH` rBi?
b2H7@ii2MiBQM K2+?MBbK- r?B+? Q#iBM H2`M@
BM; ;mB/M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;mH b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
 TQbbB#H2 rQ`/ HB;MK2Mi +`Qbb HM;m;2b #v
TB+FBM; mT i?2 KtBKmK bBKBH`Biv,
αki,lj ∝ `;Kt
wki∈skm,wlj∈slm
sim(wki, wlj) U8V
6BMHHv- i?2 b2M 2M+2 2K#2//BM; Bb i?2 p2`@
;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BMiBQM Q7 irQ ivT2b Q7 ii2MiBQMb,
bFK =
∑
snkm∈skm
αnkm
∑
wki∈snkm
αki,ljrFB UeV
jX8 h`BMBM;
P i T`QTQb / K2i?Q/ F 2Tb  +QMbBbi2Mi b@
bmKTiBQM i?i rQ`/f M Biv b?`BM; KQ`2 +QM@
i2tib b bB BH` `2T`2b2 iBQMbX ?m - r2
/2}M2 i?2 Qp2`HH Q#D2+i p2 7mM+ Q b ? HBM@
2` +QK#B iBQ ,
= Lc + γLs UdV
r?2`2 γ Bb  ?vT2`@T`K2i2` iQ im 2 i?2 27@
72+i Q7 +`Qbb@HBM;mH `2;mH`Bx2`-  Bi +M #2
QTiBKBx2/ ?`Q ;? /:`/ a:. 2{+ 2 iHvX
9 1tT2`B 2Mib
Pm` K BM +QMi B#miBQMb HB2 B i?`2 T` b, URV
+QKT`#H2 b2Mi M+2b 7Q` +`Qb @HB ;mH Q`/
`2T` b2M iBQM H2`MBM;c UkV i?2 M2r KmHiB@EL
iQ m;K2Mi i?2 QMQ@EL 7Q` H2`MBM; bi`m+@
m` / FMQrH2/;2c UjV i?2 mM }2/ 7`K2rQ F
i?i 2M#H2b +`Qbb@HBM;mH i2 i M/ FMQ H@
2/;2 #b2 BM72`2M+2X ? `27Q`2 2 p2`B7v Qm`
/ QM ibFb Q7 rQ / `MbHiBQM- 2MiBiv `2@
Hi2/M2bb M/ +`Qbb@HBM; H 2MiB v HBMFBM; 7`QK
i?2 #Qp2 i?`22 bT2+ib- `2bT2+iBp2HvX
9XR 1tT2`BK2M a2iiBM;b
q2 +?QQb2 qBFBT /B- ?2 T`BH kyRd /mKT- b
i? KmHiB@HBM;mH FMQrH2/;2 #b2 M/ bBt TQT@
mH ` HM;m;2b 7Q` 2pH iBQM- r Q 2 biiBbiB+b
Bb b?QrM BM h#H2 RX 6Q` #`2pB v- r2 /QTi
i Q@H2ii2` ##` pBiBQ iQ /2MQi HM; ; bjX
j M- w?- 1b- C- Ai M/ h` `2 ?Q` 7Q` 1M;HB ?-
*?BM2b - aT MBb?- C TM2b2- AiHBM M hm`FBb?- `2@
bT2+ Bp2HvX
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+Q i`/B+iBQM Bi? i?2 7+i i?i EQ#2 "`vMi
Bb i?2 bQM Q7 CQ2 "`vMi- MQ Kii2` BM r?B+?
HM;m ;2X
h?2`27Q`2- r2 #m H/ KmHiB@EL #v KFBM;
+`Qbb@HBM;mH HBMF2/ 2MiBiB2b BM?2`Bi HH ?2 `2@
HiBQMb 7`QK 2+? Qi?2`- bQ i?i i?2v rBHH #2
2K#2//2/ +HQb2bi /m2 iQ i 2 KQbi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- r2 K2`;2 KQM @ELb
#v //BM; 2/;2b 7`QK HH M2B;?#Q`b 7 2MiBiv
ki iQ elj B7 < e , elj >∈ Rc UHv2` 9VX
*QKT`#H2 a2Mi2 +2b
q2 miBHBx2 /BbiMi bmT2`pBbBQM iQ ;2 2` i2
+QKT`#H2 b2Mi2M+2b 7`QK qBFBT2/B `iB+H2bX
b b?QrM BM 6B;m`2 k- i?2 i Q `iB+H2b `2
` K +`Qbb@HBM;m H HBMF2/ 2Mi iB b een,Ko e M/
ezh,Kobe UHv2` R kVX q2 2 i`+ i?Qb2 b2M@
i2M+2b BM+Hm/BM; MQi?2` +`Qbb@HBM;mH HBMF2/
2MiBiB b e n,Joe M/ ezh,Joe UHv2` jV b + KT@
`#H2 b2Mi2M+2bX
h? BMimBiBQM Bb i?i r2 +QMbB/2` 2+? b2M@
i2 + BM  qBFBT2/B `iB+H2 ?b  Tb2m/
K2MiBQM Q7 i?2 T;2 2MiB v UiHFBM; bQK2i?BM;
#Qmi i?2 2MiBivV UuK/ 2 HX- kyRdVX h?mb-
B7  b2Mi2M+2 HbQ K2MiBQMb Qi?2` 2MiBiv- B
BKTHB+BiHv 2tT`2bb2b i?2B` `2HiBQMX h?2`27Q`2-
r2 2ti2M/ ?2 bbmKTiBQM BM `2HiB M 2 i` +@
iBQM K2 iBQM2/ BM a2+iBQ k iQ KmHiB@HB ;mH
b2iiB ;b, A7 irQ 2MiBiB2b T`iB+BTi2 BM  2@
HiBQM- M/ #Qi? Q7 i?2K ?p2 + Qbb@HBM;mH
HBMFb- HH b2Mi2M+2b i?i K2MiBQMb i?2b2 irQ
2MiBiB b UTb2m/Q Q` MQiV `2 +QKT`#H2 #v
2tT`2bbB ; i?i `2H iB XX 6Q` 2tKTH - i 2
+QKT`#H2 b2Mi2M+2b BM Hv ` j #Qi? T`2 b
i?2 7i?2`@bQM `2HiBQMb?BT #2ir22M i?2 +`Q b@
HBM;mH HBMF2/ 2MiBiB2b < ee ,Kobe, ezh,Kob >
M/ < een,Joe, zh,Joe >X
 +`Qbb@HBM;mH HBMF2/ 2MiBiv Kv Q++m` b2p@
2`H iBK2b BM  qBFBT2/B `iB+H2-  / r2 +QM@
+i2Mi2 i?2K BMi  HQM;2` b2Mi2 + - #m i?Bb
rBHH #`BM; Km+? MQBb - 2bT2+BHHv bQK2 7 ?2
b2Mi2M+2b `2 BM+Q` 2+iHv i`+i2/X h?2`2@
7Q`2- r2 /2bB;M irQ ivT2b Q7 ii2Mi QM Q b2H2+i
i?2 KQbi BM7Q`KiBp2 rQ /b M /2H rBi? i?2
r`QM; H#2HHBM; T`Q#H2K BM a2+iBQM jX9X
jXj JQMQ@HBM;mH _ T`2 2 iiBQM
G2`MBM;  JQ/2HBM; HB;M2/
1MiBiB2b
b K2MiBQM2/ #Qp2- i?2 KmHiB@EL #`B/;2b
i?2 HM;m;2 ;T 7QHHQrBM; i?2 bK2 i`BMBM;
Q#D2+iBp2 b KQMQ@ELX 6QHHQr M; i?2 KQMQ@
HBM;mH Q`F U K/ 2i HX- kyRec *Q 2i HX-
kyRdV- 2 2ti2M/ i?2 aFBT@;`K KQ/2H iQ
QM @HBM;mH Q`/b M/ +`Qbb@HBM;mH 2MiBiB2b
r?BH F22T  QMbBbi2 i QTiB BxiBQM 7mM+iBQMX
Ai mb2b ?2 +m``2Mi rQ`/f2MiBiv iQ T`2/B+i Bib
+QMi imH Q`/bf2 iBiB2b ;Bp2M i?2 + ?2`2M+2
BM7Q`KiBQM BM i2 i +Q`Tmb D- M+?Q`bA M/
KmHiB@E KN #v KtBKBxBM; i?2 p2`;2 HQ;@
T`Q# BHBiv,
Lc =
∑
xi∈{D,A,KN}
HQ;P (C(xi)|xi) URV
? `2 x Bb 2B ?2`  rQ`/ Q` M 2M Biv-
 / C(xi) /2MQ 2b ? +QMi tib rBi?BM  T`2@
/2} 2/ rBM/Q X LQi2 i?i C(xi) /Bz2`b  HB @
iH2 HQM; B ? xi, URV +QMi2timH Q`/b ?2M
xi ∈ Dc UkV M B; #Q` 2MiBiB b i?i HBMF / rBi?
2MiB v xi ∈ KN c UjV +Q 2timH Q`/b 7 Q`/
K2 iBQM wj BM M M+?Q` ?2M xi /2MQi2b i?2
MiBiv B M+?Q` < j , ei >∈ AX
?mb- rQ`/b M/ 2MiBiB2b i?i 7`2[m2 Hv
Q+ m ;2i? ` b `2 KQ 2 +QKK M 2 b-
M/ ?p2 bB BH` 2K#2//BM;bX b ?Q M
BM 6B;m` k- e ,Joe Q++m`b B wen,pl yer-
wen,NBA iQ 2 ?2`  / i?2v b ` i 2 +QK QM
+Q i2t rQ`/b- bQ i?2v `2 +HQb BM ?2 2@
KMiB+ bT+ X aBKBH`Hv- 2 iBiB2b b? `BM; K `2
2B;?#Q` BiB b M/ iQ 2 +HQb2- X;X- / 2 iQ
i?2 b 2 2B;?#Q` MiBiv n,LosA g lesLake -
MiBiB b ee ,Joe- e n, obe M/ ezh,Kobe ?p2 bBK@
BH` 2T`2b2Mi iBQM X
jX9 *`Qbb@H M;mH a2Mi2M+2 _2;mH Bx2`
*QKT`#H2 b2M 2M+2b `2 `2;`/2/ b +`Qbb@
HBM;mH +QMi2 ib Q7 2+? Q ?2` ++Q`/BM; iQ
m#a +iBQM jXkX AMbi2/ Q7 T`2 B+iBQM KQ/2H-
r2 T`272` iQ KBMBKBx2 i?2 1m+HB/ M /BbiM+
#2ir22M i?2 i`;2i Q`/ wki M/ B b +`Qbb@
HBM;mH +QMi2timH rQ`/b Cl(wki) BM i?2 +QK@
T`#H2 b2Mi2M+2b,
Ls =
∑
<skm,slm∈Sk,l
∑
wki∈ km
||wki −
∑
Cl(wki)||
UkV
r?2`2 < skm, slm >∈ Sk,l Bb i? mi? b2M@
i2M+2 TB` BM i?2 ki? M/ li? HM;m;2b- `2@
bT2+iBp2HvX lMHBF2 +QMp2M BQMH H2 B+QM #b2/
K2i?Q b- r?B+? KBMBKBx i?2 /BbiM+2 7 T`@
HH2H rQ`/b- i?2 `2bQ Q7 bm+? `2;mH`Bx2` HB2b
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Abstract
Jointly learning word and entity represen-
tations enefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual w rd
and entity representation learning to enable
joint inference among knowledge base and
text across la guages, capturi g m tually
complementary knowledge. Instead of e-
liance on parall l data, we autom tically
generate cross-lingual tra ning data via di -
ta t supervision over m lti-lingual knowl-
edge bases. We also propose wo types
of knowledge attention nd cross-l ngual
attention to select the most i formative
words and filter out noise, which will fur-
ther im rove the performance. I ex er-
iments, s parat t sks of word tra slation
and entity elatedn ss demonstrate he f-
fect veness of our ethod wi h an av e
gain of 20% nd 3% o r b selines, r -
spectively. Using ntity linking as cas
study, the results on benchm rk data et
verify the quali y of our e bed i s.
1 Introduction
Multi-li gual kn w edge bas s (KB), s in il-
lions of entities and thei cts v ri us l n-
guage , provi rich structured k owle g for un-
derst nding a u al l ngu ge beyond xt . Me -
whil , abundant t xt c rpus con i s large mou t
of potential nowled co pl me t ry t ex ti
K s. Th r fore, researche s l erage both ype
of resources to impro va ious atural language
processing (NLP) rela ed ta ks, such a l tio ex-
tracti (Weston et al., 2013; Li t a ., 2 7), d
e tity l nking (T ai a d R th, 2016; Ya t l.,
2 16; Cao t al., 201 ; J e l., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with si -
il r emb dding vect rs. noth r approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based o their
t xtual escr ptions together with the structured r -
latio s. However, these ethods only focus
mono-lingual settings, and f w res arches h ve
been done in cr ss-lingual sc n rios.
In this paper, we propo e to le rn cr l
word and tity r prese tations in the same sem n-
tic pace, to enable joint nfer nce among KB and
text across lan uages it out any additional trans-
latio mechani , which is usually expensive and
ay ntro uce inevitable errors. Our embeddings
e helpful to br k dow la guage gaps in a y
tasks, such as cross-lingual e tity li king, in which
the major ch l e ge l es in m asuri g th simi r-
i y be w en enti ies and c rresp ndi g men one
word n different language .
??, w??, w???
The intuit on is that, words d entities i
vari us l uag s s are so e co m s ant c
m a ings1, bu there ar lso ways i which t ey
iff r. O hand, we utilize ir sh red seman-
ics to ali s milar o d and ntiti s with simi-
l r emb dding vecto s, no m tt r th y ar in th
a l gu ge or ot. O th oth r hand, r s-
lingual embeddings will b nefit from iff rent l -
gua u to the c m l me t ry knowledge. For
i st nce, textual amb g ty i o e l guag may
dis p ea i a oth r la gu g , .g., the two mean-
1Som cro s-l al p oneeri work ob e ve th t word
mbe di gs tra ned s parat ly on onolingu l corpora e -
h bit isomorp ic st uctur across lan u ges (M kolov t .,
2013; Zh g t al., 2017)
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored i cross-l ngu l et-
tings. In this paper, we propose a ove
method that i tegrates cross-lingual wo d
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. I stead of re-
liance on parallel data, we a tomatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual kn l-
edge bases. We also p opose two typ s
of knowledge at ention a d cross-lingua
attention to select the most i formative
words and filter out noise, which will fur-
ther improve th perfor anc . I xp r-
i ents, separate ta ks of wo d tr slation
and entity r lat d ess demonstrate the e -
fectiveness of our method wit n verage
gain of 20% and 3% ov r ba lines, re-
spectiv ly. Using entity linking a c s
study, the results n enchm rk d taset
verify the quality of our embedding .
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities a d the r facts i various la -
guages, provide rich structure k o l dge for un
derstanding natural language beyond t xts. ea -
while, abundant text co pus co t ins arg a ou t
of potential knowledge co plementary to exi ting
KBs. Therefore, rese rche s l v age h type
of resources t improve various natural a guage
processing (NLP) related tasks such s re ati x-
traction (Weston t al., 013; Lin et al., 2017), and
entity linking (Tsai and Roth, 16; Yamada et al.,
2016; Cao et al., 2017; Ji e al., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity repr sentation in a unified vector space. For
xample, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utiliz the coher ce inform -
tion to align similar w rds d entiti with sim-
ilar embedding vect rs. A other approac in (Han
et al., 2016; T utanova et al., 2015; Wu et al.,
2016) le r s to present entities based on their
textual description together wi h the struc ured re-
lations. However, th se methods only f cus on
mono-lingual settings, and f w r searches have
e do e in cross-lingual scenari s.
In this ap r, we prop se to l arn cross-lingual
word a d en t r pr t t o s in the s m seman-
tic space, to na le joint inf rence amo g KB and
t xt across langua s witho t any dditional trans-
lation echani m, wh ch i us lly xpensive an
ay i r duc in vit l e rors. Ou mbe d gs
are helpf l t break ow language gaps in any
ta k , such as cr s -li ual e y li ki g, in hich
t m j ch lle g lie in measur ng the si il r-
ity bet ee n it s an c r sp nding oned
w rds i i f r nt la guages.
?? ?, w???
Th intuiti n is t t, w rds nd entities i
v rious languag s sha s c o tic
m ning 1, ut th r e ls ways in whic they
differ. O o h d, e u il z their shar d s an-
tics to lig i ilar w rds a entit e with sim -
la mbe di g ve tors no tter th y ar n the
sam la guag or ot. On th er hand, c ss-
lingual em i ill be fit from ff r l
guag s du to t e co pl me ta y knowl g . For
inst ce, textual b uity i o lang ge y
disappear in an ther lang ge, e.g., the t o me -
1S me cros -lingu l p on ing w rk obs r that w rd
em d ngs r in d pa ly o mono g al corp ra x-
h bit is m hic st ucture cross la ua es (Mikolov t al.,
20 3; Zhang et al., 0 7).
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
ting . In this paper, we propose a n vel
meth d hat integ ates cross-lingual wo d
and entity represe tation lear ing to enable
joint inference amo knowledge base and
text across languag s, capturing mu ually
complementary kn wledge. I stead of re-
liance on parallel da a, we auto atically
generate cross-lingual training data v a dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose wo types
of knowledge atte tion and cross-lingual
attention to select the ost inform ve
words and filte ut noise, which will f -
ther mprove the performanc . In exp r-
iments, separate tasks of word translat on
and entity related ss d onstrat the ef-
fectiveness of our method with an avera e
gain of 20% and 3% over aselin s, re-
spectively. Using ntity linking as a case
study, the resul s on be chm rk dat set
verify the quality of our embed ings.
1 Introduction
Multi-lingual knowledge bases (KB), toring mi -
lions of entities and th ir fa s in v riou an-
guages, provide rich s r c ured ledge for u -
derstanding natural languag beyond t x s. M n-
while, abundant text corpus contains large amount
of potential knowledge complem nta y to existing
KBs. Th refor , es archers leverage bo h type
of resources to improve various atural languag
processing (NLP) related ta ks, such relatio x-
traction (Weston et al., 2013; Lin et al., 2017), nd
entity linking (Tsai and Roth, 016; Yamada et al.,
2016; Cao et al., 2 1 ; Ji t al., 201 ).
ost existing work jointly models KB and text
corpus to enhance each other by learning word and
ntity represe tations in a unified vect r pace. For
ex mple, (Wang et al., 2014; Yamada et al., 2016;
C o et al., 2017) utilize the cohere ce inf rma-
tion to li n similar words and enti ies with si -
il r mb dding v ctors. An t r approach in (Han
et al., 2 16; Toutanov et al., 2015; Wu et al.,
2016) learns to represent entities base on th ir
t xtual descriptio s together with the tructured re-
t ons. How v r, th se method only focus on
mono-lingual setting , nd few rese rch s have
b e d n i c oss-lingu l sce arios.
I this aper, we propose to learn cross-lingual
wor and enti y represe tations n h s m se an-
tic pace, to nable joint i feren e a ng KB d
text across language ith ut ny ad itio al tr n -
l tion mecha ism, which i usually xpensive a d
may i tr duce inevitab e errors. Our e beddings
are helpful t bre d wn la g age gaps in many
tasks, such as cro s- ingual ntity lin i g, in which
he maj r challe g li s in m ri g the simil -
ity between ent ties and c rresponding m n i ned
wor differ nt languag .
?, ??, ???
Th i tuiti is h , w rds a e t ti s
var ous languag s har ome c mm s ma tic
ani gs1, but ther are lso way i h ch h y
iff r. On one h d, u l z their sh d s m
tics t align sim l w rds and ntitie w th im -
lar m edding v ctors, ma ter th y ar in the
same lan a e or t. O the t ha , cross-
l ng l e eddings w ll enefit from different la -
guag s d to he c l m ntary knowled e. For
st ce t t l ambigu in n l g m y
disappear i another lang , g., th two m an
1So e ross-li ual pion ering w rk observ that word
ding tr i d s p r t ly n on lingu l corp ra ex-
i it is m rph c str ctur acr s language Mikolov et al.,
013; Zhang t al., 2017).
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A stract
J intly l arning word and entity represen-
atio s b nefits many NLP tasks, while has
not bee well explored in cross-lingual s -
tings. In this paper, we propose a n vel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing utually
co plementary knowledge. Instead of re-
li ce on pa llel dat , we automatically
generate cross-lingual tr ining da a via dis-
tant supervi ion over mul i-lingual knowl-
edge bases. We also propose two types
of knowledge att nt on a d cross-lingual
attention to select t e most informativ
words and filter out oise, which will fur-
ther improv the performan . In xp r-
iments, separate tasks of w d tra sla ion
and entity rel t dness d monstr te the ef-
fectiveness of our method with n aver g
gain of 2 % and 3% over bas line , re-
spectively. Usin e tity linking as a c s
study, the results on benchmark datas t
verify the quality of our embe dings.
1 Introducti n
Multi-lingual knowledge bases (KB), s oring mil-
lions of entities an their facts in various l n-
guages, provide r ch structured knowledge f r u -
derstanding natural l nguage beyond text . ean-
while, abundant text corpus c tai s larg m unt
of p tential knowl dge compl me tary to existing
KBs. Therefore, researchers leverage both typ s
of resources to mprove various at ral lan uage
proce sing (NLP) r lat d t sks, such as r lati n ex-
traction (Weston et al., 0 3; Lin et al., 2017), and
ntity l king (Tsai and Roth, 2016; Yamada et al.,
2 1 ; Cao et al., 2 7; Ji t l., 2016).
Mo t existing work jointly models KB and text
corpus to enhance each other by learning word and
entity r presentations in a unified vector sp ce. For
exa ple, (Wang et al., 2014; Yamada et al., 2016;
Cao t al., 2017) utilize th coherenc informa-
tio to align similar words and en ities w th sim-
ilar e bedding vectors. Another approach in ( an
et al., 2016; Toutanova et al., 2015; Wu t al.,
2016) learns to r prese t entities based on their
tex u l descriptions together with the structured re-
l tio s. However, these methods only f cus on
mono-lingu l settings, few r s arches have
been done cross-l ngual scen ri s.
In this paper, e propose to learn cross-ling al
word and tity represe tati s i the same seman-
ic space, to enab joint inference among KB and
t x cr s languag s wit out y ad tion l trans-
lation echa ism, whic is usu lly expensive nd
may ntr duc in vit bl er rs. Our e b ddi gs
are helpfu to break down l guage gaps in many
t sks, such a cro s-li gual enti y li king, wh ch
th ajor challeng li s i easuri g the similar-
ity et t ti s orresp nding entioned
ords ag s.
,
in n a , ord a d nti es in
vari l re so e com o mantic
mea i s1, t t er a o ways in whi h hey
diff . n o e han , w tilize t ir shared eman-
ti s t ali n imi r words d tities with sim -
l em eddi g v ct r , n att th y re in th
same l gu or n t. O t other hand, cross-
li gual b ddi gs il ben fit from d f r nt la -
gu g s d e to the co pleme t r k wledg . For
in ta , t tual a big ity in ne language ay
dis pp ar i o h r langu g , .g., th two mea -
1Som cr s-lingual pio eer ng ork bs rve that o d
em dd g tr in d s par tely o m n li gu l corpor ex-
hi i is hi struct e a ro s l nguages ( ikol v et al.,
2013; Zhang t ., 2017)
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Abstract
Jointly learning word and enti y represen-
tations benefit many NLP t sks, while has
not been well explored in cross-lingual set-
tings. In this pap r, we propose a novel
method that integrates cross-lingual word
and entity representa i n l arni g to nable
joint inference among knowledge base and
text across languages, capturing mu ually
comple ntary knowledg . In tead f re-
liance on parallel data, we auto tically
generate cross-lingual training data ia dis-
tant supervision ove multi-lingu l knowl-
edge bases. We also propose wo types
of knowledge attentio and li l
atte tion to select the os inf r ative
words and filter out noise, which will fur-
ther improve the per ormanc . In xper-
iments, separate tasks of word tra slation
and ent ty elatedness demo strate the ef-
fectiveness of our method wi h a average
gain of 0% and 3% over bas lin s, re-
spectively. Using entity li king as a ca
study, th results on benchma k datas t
ver fy the quality of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), stori g mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge fo un-
derstanding natural language beyo d texts. Mean-
while, abundant text c rpus co tains large amount
of potential k owledge complementa y to existing
KBs. Therefore, research rs lev r g b t ty s
of resources to improve var ous natural l ng age
processing (NLP) related asks, such as r la i ex-
traction (Weston et al., 013 Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et l.,
2016; Cao et al., 2017; Ji et al., 2016 .
Most existi g work j i tly models KB and text
corpus to e hance each other by learni g word a d
entity representations in a unified vector space. For
example, (Wan et al., 2014; Yamada et al., 2016;
Cao et l., 017) utilize the co renc inf rma-
tion to align similar words and entities with si -
ilar emb dding vectors. Another approach in ( an
et l., 2016; T uta ova t ., 5; Wu et l.,
2016) learns to repres nt entities based o their
textual descriptio s t geth r with the structured re-
lations. However, these methods nly f cus on
mono-lingual s tti gs, and few researches hav
bee done in cross-lingual sc na io .
I this paper, we p opose to learn cr ss-lingua
ord and entity represe tations i th same sema -
tic space, to en bl joint i fere ce amo g K an
tex cross l ngu ges ithout a y additio al trans-
lati n mecha ism, hich is usually ex en ive and
m y introduce i evitabl rrors. Our embeddi gs
are helpful o br k down langu ge g ps in many
tasks, such as cross-lingual entity linking, in wh ch
the major ch lleng li s i me suring th simila -
ty b tween en ties and co re po di g me tion d
wo in iffer t language .
? , w??, w? ?
Th intuition is th t, words e in
various l nguages sh re s me common s mantic
meanings1, but there are also wa s in which they
differ. O o e hand, we utiliz eir shared se an-
tics to align similar words and entiti with simi-
lar embedding v ctor , no att r h y re in the
same la guage or ot. On th o her ha d, cro s-
lingual emb ddings will benefit fro differen lan-
s due to the compl entary kno ledge. For
inst nc , textu l biguity in one language may
disapp ar i a oth r l uage, e.g., th wo m a -
1Some c os -lingual pion ring work observ that or
embeddings train d separately n m nolingual corp ra ex-
hibit isomorphic tructure cross languages (Mikolov et al.,
013; Zha g et l., 2017).
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Abstract
Jointly le rning word and entity re resen-
tations benefits many NLP tasks, hile has
t b en well xp or d in cross-lingual set-
tings. In this p per, w propose a novel
met od that integrates cro s-li gual wo d
and entity representation le r ing to a l
joint inference among kno ledge base and
text acros langu ges, capturi g utually
comp mentary knowle ge. Instead of re-
liance on parallel data, we automatically
gener te cross-lingual training dat via dis-
tant superv sion over ulti-lingu l kn wl-
edge base . W also prop s two typ s
of owledge attent on d cr s -lingual
atte tion to select the most i f rmativ
words nd filter t nois , hich will fur-
ther improve the perf rman e. In exper-
i ents, separate tasks of w rd trans ation
and entity relatedness demonstrat he ef-
fectiveness of ur met d with av rage
gain f 20% and 3% over bas lines, e-
spectively. Using e tity li k g as a case
st dy, the r sults n ben hmark dataset
verify th qu l ty f our embeddin s.
1 Introduction
Multi-lingu l k owl dge bases (KB), storing mi -
lions of entities a d th ir facts in arious lan-
guages, provid rich t ctured knowledg f r un
d r ing natural la guage b yond t xts. an-
while, abundant ext c rp s on a n large a ount
of potential k owled e c mpl m nt y ex ting
KBs. Ther f re, r se chers l era e both t pes
of re our es o i prove vario s na al l guage
processing (NLP) relat d a ks, s ch as r tion ex-
tracti n (Weston et al., 013; Lin et al., 2017), and
entity li king (Tsai and Rot , 2016; Y a al.,
2016; Ca et al., 2017; Ji t al., 2016).
Mo t existing work jointly models KB a d t xt
corpus to enhance each th r by learning word and
entity representations in a unified vector sp ce. For
xample, (Wa g et al., 2014; Yamada et al., 2016;
Cao et l., 017) utilize the coherence informa-
tion to align si lar ords and enti ies with sim-
ilar embedding vectors. Another pproach in (Ha
et al., 2016; Toutanov et al., 2015; Wu et l.,
016) learns to represe t entities based on their
textual descriptions together ith the structur d re-
lations. Howev r, thes meth ds only focus on
mono-lingual settings, a d few r search h v
be n d ne in c oss-li g al scen ri s.
In thi paper, w prop se t lear cross- ingual
w rd and ntity r p senta i ns in h sam eman-
tic space, to enabl joint infere c among KB nd
text acro s languages ithout y additional tra s-
lation chanism, which s usu lly expensiv nd
m y introduc in vitabl errors. Our mbe di gs
a elpfu o break down langua e ps i many
tasks, s ch a cross-lingual entity li king, in w ich
the major challenge li s in eas rin the simila -
ity b t en entiti s nd corr spondi g enti ed
w r s differe t lan u g .
eNBA??, ?, w?, w??
The i tuit n is t at, r s a d tities in
v rio s l n ges share om commo semant c
mea ings1, b t there are lso ays in hich they
differ. On ne hand, w utilize their shared s man-
ti s to align si ilar words d t ti s with simi-
lar mb dding v ct rs, no matter they re i the
same language o not. On e ther hand, c oss-
lingual embeddings will ben fit f om different lan-
gu ges du to complem tary knowl d e. For
i stanc , t xtual mbiguity i o e language ay
disapp a i anoth r la ag , e.g., the two mea -
1 me cross-ling al pioneering work observe that w rd
embeddi gs tr in d ep rately on monolingual c rpora ex-
hibit isomorphic structure across langua (M kolov t l.,
20 ; Zh ng et al., 2017).
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
t ngs. In this paper, we p opose a n vel
method that integra es cross-lingual word
and entity representation le rning to nable
joint inference among knowledge base and
text across languages, capturing mutu lly
complementary knowledge. Instead of re-
liance on parallel data, we autom tically
generate cross-lingual training data vi dis-
tant supervision over multi-lingu l knowl-
edge bases. We also propose two types
of knowledge attentio and cr ss-li l
attention to select he most inf rmative
words and filter out noise, which will fur-
ther improve the per ormanc . In xper-
iments, separate tasks of word transla ion
and entity relatedness emo stra the ef-
fectiveness of our meth d with an aver ge
gain of 20% and 3% over baselin s, re-
spectively. Using ntity l king as a ca
study, the results on benchmark datas
verify the qualit of our embeddings.
1 Introduction
Multi lingual kn wledg bases (KB), st ring mil-
lions of entities and their f cts in various lan-
guages, provide rich structured knowledg for un-
derstanding natural language beyond tex s. Me n-
while, abundant text orpus co ai l rg amoun
of potential knowledge com lementary to exis ing
KBs. Therefore, res archers leverag b th typ s
of resources to improve various natural lang age
processing (NLP) related asks, such as relation ex-
traction (W ston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2 16; Yamada et al.,
016; Cao et al., 2017; Ji et al., 2016 .
Most exist g work joi tly models KB and text
corpus to enhance each other by lear g w rd nd
entity represe tations in a unified vector space. For
example, (Wang e al., 2014; Yamada et al., 2016;
Cao et al., 2017) utiliz the co erenc inf rma-
tio to lign sim la words and entities w th si -
ilar e edding vectors. Another appr a h in (H
t al., 2016; Toutan va 5; Wu et al.,
2016) le rns t repre en ntities based on their
textu l descriptio s together with the structured re-
lations. However, th e methods nly foc s on
mon -li gual settings, and few r s arches have
b en done i cr ss-lin l sc a ios.
In this paper, w propo to e rn c ss-ling l
w rd nd entity r pre entati s in the s me seman-
tic space, to e able joi t infer ce am ng KB a d
t xt across la guag s without a y additi nal tr s-
lati n echanism, hich s usually ex ve and
may introduce i evitable rors. Our embeddi gs
are helpful to break dow langu g ps i y
tasks, such as cross-lingual entity linking, in which
the aj r hall ge lies in measuri g th si ila -
ity betwe n e tities d corr ponding nti ned
words n iffer t la guages.
eNBA??, w , ?, w??
The intu tio hat, rd nd entiti s i
various la guage sh r some c m n em tic
m anings1, b t th ar al o ways hic th y
differ. On ne hand, we tilize he r shar d s man-
tics to align similar words and e t ti with simi-
lar em dding vect r , atter hey r in the
same language or not. On the other ha d, cros -
li g l embeddings will benefit fro d ffere t lan-
g a es ue to the c mpl ent ry k owledg . For
i stance, textual ambiguity in n langua e m y
disappear in another lang age, e.g., the t o ean-
1Some cross-lin ual pione r ng work observe that word
mbeddings trained separately on monol ngual corpora ex-
hi it isomorphic structure across langu ges (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract
Jointly learning word and entity represen-
tations enefits ma y NLP tasks, while has
not been well explored in cro s-lingual s t-
tings. I this paper, we propose a ovel
method that integrates cross-lingual word
and entity representati n l arni g to enable
joint i ference among k owledge ba e and
text acro s languages, capturing mutual y
complementary knowledge. Instead of re-
liance on parallel ata, we automatically
generate cros -lingual trai ing data via dis-
tant supervision over mult -lingu l knowl-
edge bases. We also prop se two yp s
of knowle ge attentio and s
attention to select the m t informative
words and filter out noise, which w ll fur-
ther impr ve the erformanc . In exper-
iments, separate tasks of word translation
a d entity relatedness demo strate t e ef-
fectiv ness of our m thod with an av rage
ga of 20% and 3% over ba lin s, re-
sp ctively. Usi g e tity linking as a case
study, th results o b nchmark data et
verify th quality of ur mbeddings.
Introduction
Multi-lingual knowledg bas s (K ), s ring mil-
lio s of entities a d th ir facts in various lan-
guages, provi e ich structu ed knowledg for u -
derstand n at ral angua e beyond texts. Mean-
while, ab nda t text c rpus c ntai large am un
of pot ntial n wled e c mpl m ta y to xisti
KBs. Theref re, researchers leverage both typ
of resources to improve various na ural lan uag
processing (NLP) related tasks, suc as r lation ex-
traction (W ston et al., 2013; Lin et al. 20 7), and
entity linking (Tsai and Roth, 16; Yamada et l.,
2016; Cao et al., 2017; Ji et al., 2016).
Most xisting w rk jointly models KB n t xt
corpus to enha ce e ch other by learning word and
entity represent tio s in a unifi v ctor spac . For
example, (Wang et al., 2014; Yamad t al., 2016;
Cao et al., 2017) utilize the coherenc i for a-
tion to align similar words and tities with si -
ilar embedding vectors. Anoth r pproach in (Han
et al., 2016; Toutan va et l., 5; Wu et al.,
2016) learns to represent ent ties based on their
textual des riptions together with the structured re-
l tions. Ho ev r, these ethods only f cus on
mono-li gual e tings, and few research have
been o e i cross-lingual scena os.
I this paper, we propose o l a cr s -li gual
wo d nd enti y repr sent s in the s me e an-
ic space, to e abl joint inference mo g K
text acro s la uages ith ut any additi l trans-
l io mechanism, w ich is usu lly expen ive and
may i troduce inevitable rrors. Our e bedd gs
are helpful t bre k wn lan u ge ps in any
tasks, such as ross-lingua ntit linking, i wh ch
the major challeng lies m as rin similar-
ity between entities a d corr p ding me tio
word in diff r t langu ges.
eNBA ?, , w?, w??
The intu tio is th t, r a d en t es in
various languages sh re s e mm e n ic
eanings1, but there ar also w s in hich they
diff r. O one hand, we utiliz heir shar d seman-
t cs to align si il wo ds and tit s w t si i-
lar e b dding ctors, no m tter they r in the
same la gu ge r t. On th oth r ha d, cr ss-
lingua beddi gs will b nefit f om d ffer nt lan-
guag s d e to th c mpl ntary knowledg . F
i stance, textual a bigu ty in o la guag ma
d a p a i not er g , . ., the two m -
1Some cro s-li gu l pi neer ng work o serve that w rd
embeddings rained sep rately on m noli ual corpora ex-
hi it isomor hic struct re acro s l nguages ( iko ov et al.,
2013; Zha g et al., 2017).
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Abstr ct
Jointly l arning word and e tity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a ovel
method that integrat s cross-lin u l word
a d entity representatio l arning to enable
joint inference among knowledge base nd
text across langua es, c ptu ing u ually
complem ntary knowl dge. Inste d of re-
liance on par lel data, we auto aticall
generate cross-lingual training dat via di -
tant supervision over mult -lingua know -
edge bases. We also p opose tw types
of knowledge atte tion nd cr ss-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translati n
and entity relatedness de onstrate the ef-
fectiveness of our method wi an average
gain of 20% and 3% over baselin s, re-
spect vel . Using t li king as a case
st dy, the result on bench rk da aset
verify the quality of our em ed ngs.
1 Introduction
Multi-lingual knowledge bases (KB), stori g il-
lions of entiti s and their facts in various lan-
guages, provide ich struct red k owledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus co tains large amount
of potential knowledge complementary to existing
KBs. Th refore, r searchers levera e both types
of r source to improve various atural l nguag
processing (NLP) rel ted tasks, such s rel tio ex-
tr ction (Weston t l., 2013; Lin a ., 2017), and
entity li king (Tsai and Roth, 2016; Y ada et a .,
2 16; Cao et al., 017; Ji et al., 2016).
Most existing work jointly m dels KB and text
corpus to enh nce e c oth r by lear ing wor and
ntity representat ns n un fied vector space. For
example, (Wang et al., 2014; Yamada et al., 2 16;
Cao et al., 2017) utilize the coherence informa-
tion to align simila words and entities with sim-
ilar embeddin vectors. Another appr a h in (Han
et a ., 2016; Toutanova et l., 2015; Wu et al.,
2016) l r s to represent entities based on their
textua descriptions t gether with the s ruc ur d re-
lat o s. How ver, the e methods only focus on
on -lingu l etti s, and few researches have
been d ne in cross lingual s e ari s.
In is pap r, w propose to arn cros -l ngu l
ord d tit repre entatio s in the same seman-
tic space, to nable j i t i f rence mo KB and
t xt cross l nguag s tho any addition l trans-
lation mechani , which i usually xp nsive a d
may introduce i evitable e rors. Our em e dings
ar h l ful t bre k d w langu ge gaps in m n
tasks, such a cross-ling al tity li kin , in ich
th major challenge lies in easuring the simil r-
ity between tities and c rresponding entio ed
words in diff e t l guages.
eNBA , w , w?, w ?
The intuiti n is that, or an ti in
v ri us la guag s sha some c n e an ic
eani gs1, b t there re als ways in which they
differ. On one han , e utilize their shared sem n-
tics t al g sim l r words and entiti with si i-
lar e beddi g vectors, no matt r hey r in he
same la guage or not. On the other hand, cross-
ling l embed ings will b nefit from diff rent la -
guages d e to the complementary knowledge. For
inst nce, textu l ambiguity in on lan uage may
dis pp a i noth r l uage, e.g., th two n-
1Some cro s-ling l pi neer ng work observe th t w rd
embeddings trained separately on monolingual corp ra ex-
hibi isom rphic str cture cr ss an ua es (Mikolov et al.,
2013; Zhang et al., 2017).
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Joint Representation Learning of Cross-lingual Words and Entitie via
ttentive Distant Sup rvision
A onymous ACL submissio
Abstract
J intly learni g word and en ity repres n-
tations be fits ma y NLP tasks, while has
not been w ll e plored i cross- ingual set-
tings. In this paper, we propose novel
method that integrate cr ss-lingual word
and ntity r pre ent ti n le rning o nable
j nt infere c among kno ledge base a d
text across langua es, c p uri mutually
c mpl mentary knowled . Instead of re-
lianc par llel data, we utomatic ll
g er te cro s-lingual trai ing ta via dis-
ta t sup rvision o er ulti-li al kno l-
edg base . We also prop se two types
of knowledge attenti n a r -li l
att nti n to sel ct the most informative
ords and filter out n is , w ich ill fur-
ther i prove th p rformanc . In xp r-
im nts, s para tasks f word transla n
nd entity relatedness d m nstrate the ef-
fectiv ness of ur meth d i an av rage
gain of 20% a d 3 over baselines, re-
spectively. Using entity linki g as a case
study, the re ults on benchmark dataset
verify the quality of our m eddings.
1 I roduc ion
Multi-lingual knowledge bases (K ), st ring mil-
lions of entities and the r facts in various lan-
es, provide rich structured k owledge for un-
der ta di g natural language b yond texts. Mean-
while abun ant text orpus c ntains large amoun
of poten ial knowl dge complementar to existing
KBs. Therefore, researc e s lev ge both typ s
of res urc s i r v ri s na ur l l nguag
pr ssing (NLP l ed t sks, such as lation x-
t ti (Wes on et al., 2 13; Li t l., 2017), nd
e tity linking (Ts i and Roth, 20 6; Ya a a et al.,
2016; Cao t al., 2017; Ji et al., 2016).
Most existing work joi tly models KB nd text
c pus o e hance each other by l arning word and
enti y rep e enta ions in a u ified vec or space. For
example, (Wa g et al., 2014; Yamada et al., 2016;
C o et al., 017) utilize the coherence info ma-
tion to l gn simil r w rds d entities with si -
ilar embedding vect s. A other pproach in (H n
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) l arns to represent nti ies based o th ir
textual descriptions t gether with the structured re-
ations. How ver, these methods only focu on
mono-ling al settings, and few researches have
be n d ne in cro s-lingual scenari .
In this paper, we propose t l arn cro s-ling al
word nd entity present t o s in th same sem -
tic spac , to enable joint inf r nce among KB nd
t x c oss a guages w thout y ddit onal trans-
ati n m h sm, which is usually exp nsive a d
m y roduce inevit ble e rors. Our mb ddi gs
re helpful o reak d w language g ps in m y
asks, such cross-lin ual ntity linking, in which
the ajo challenge lies n asu ing the s mi r-
ity bet e ntities and corr po ing ti ed
wor s in ifferent l ngu s.
eNBA
Th in uiti n i th t, and entities i
various languages sh r s m c mmo se tic
meanings1, but t er are also ways in hich they
if r. On one han , we utilize their shar d s man-
tics to alig simila words and entitie with m -
lar emb d ing vectors, no matt r t ey are in the
same l nguage or n . On t e oth r h d, cross-
lingua emb d n s will ben fit fro iff rent lan-
uages du t th o plem ntary k owledge. For
in ta ce, tex u l ambigu ty in one language ay
disappear i noth l , e.g., the t o ea -
1So e cross-lingual pioneering ork observe that word
e beddi gs train d s par tely on ono i gual corpora ex-
hibit isomorphic tructu e acro s an ua es (Mikolov et al.,
013; Zha g et al., 2017).
En
Lawr c
wwa w
Law enc
eNBAAll tawan wba k t all
wAmerican
Figur : Th fram rk f th . Th inpu s a output f c st p ar list d in th rig t
side, a d i the lef sid there ar three m i comp nts of j int repr tatio l arni g. Red texts
w th b ack ts are anch rs, ashed li s et een t i deno el t o , nd olid li es re cross-lingual
li ks.
mon n i hb rs h v im a b ddi s, t-
te whic la ag , g., E glish ntity F st
and Ch es ntity 福斯特 (Fou t) re e -
d d clos i s ma tic p to th com n
eighborsNBA,A l-star ndNBA选秀 (draft), etc.
(3) Cr s -lingual Se e ce R gula ze a m t
learn mutu lly n l ted w rds with si l r e -
ddings by pushing the cross-lingual cont xts
(i.e. comparable sentences) tog t er. For exam-
l , Engl sh w rd basketball a d th ran lated
Chinese word 篮球 frequently co-o ur in c -
parable s ntences, an re c ose in t e sem tic
spac .
All word/entity mbeddings are tr in d jointly
u der a unified optim zation bjective. Next, we
wil introduce ow to generat bi-lingual EN and
comparabl s tences as well as the t ree compo-
nents for joint repres ntation learnin in turn.
3.3 Cross-lingual Superv sion Data
Gene ation
This sec on intr duc s ow t xtract more cross-
lingual clues fr m multi-l ngual KB i the form of
bi-lingual EN nd comp rable senten es.
Bi-lingual Entity N twork Cons ructio
Conventional knowledg representa ion meth-
ods norm lly regard cross-lingual links s a spe-
cial equivalence type of rel tio b tween tw n-
tities (Zhu e al., 2017). H wev r, we ar e t t
this may misle d to an inconsist nt tra i ob-
jectiv si ce a cr ss-lin ual link actuall co tains
multipl rel tions. For example (Figure 1), there
wil be o direct r latio b tweenChi ese entity福
斯特 (F ) n E gli h e tity P st by m rely
ad i th eq iv enc r l ti n b tween Foust and
福斯特, hich i in contradiction with th f ct that
F ust b longs t Pisto , no matt r in which l n-
gu g .
Ther f re, we build bi-li gual en ity network by
making cr ss-lingual linked ntities that inh ri all
relations fro eac ther. C ncre ely, we nha ce
ono-EN by ddi edges from all ighbors of
ent ty ei to
z
j if < e
e
i , e
z
j >∈ Re−z (layer 2).
e???
Co parable Sentences G neration
We utilize di tant sup rv sion to enerate com-
p r ble s nt es from Wi pedia articles. As
shown in Figur 1, fro t e page articles f cross-
lingual linked ntities eeKobe a d e
z
K be, we extract
those sentences ncludin another cros -lin ual
linked e titi s eJoe nd
z
Joe as comparable s n-
tences Se−z = {< sek, z >}.
T e intuition is that w c s der eac s nt nce
in a Wikipedia articl has a ps udo ntion of
the page entity (talki g so ething about the e -
tity) (Ya ada et al., 2017). Th s, if a s n e c als
mentions anot r entity, it implici ly xpresses
heir r la i n. Therefore, w make a similar s-
s pti n s in elat o extractio : If two e ti-
ties parti ipat i a relation, and both f t em
eJordan
Ls = ||se   zh||2
图 5.4 跨语⾔词和实体联合表⽰学习模型
m =
∑
y∈{ ,zh}
∑
xi ∈Dˆy
log P(C(xi)|xi) +
∑
i ∈Ey
log P(N( i)|ei) +
∑
<mk e j>∈Ay
log P( j |c′mk )
(5-1)
wh re xyi is either word or an entity, and C(xyi ) denotes: (i cont xtual w rds in a
pre-defined window of xyi if x
y
i ∈ Dy, (ii) neighbor enti ies that linked to xyi if yi ∈ Gy,
(iii) contextual words of wyj if x
y
i is entity e
y
i n anchor ⟨wyj , eyi ⟩ ∈ Ay.
5.5.2 跨语言实体正则项
5.5.3 跨语言句对正则项
5.5.4 训练
5.6 实验
5.6.1 实验设置
5.6.2 定性分析
5.6.3 单词翻译效果分析
5.6.4 实体相关性效果分析
5.6.5 跨语言实体链接效果分析
5.7 本章小结
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NBA
Lawrence Foust
All-star
[[Lawre ce Michael Foust]] was
 Am rican basketball pla r
ho spent 12 seaso s in [[NBA]]
NBA (zh)
?????
??·???
[[ ?·???]]???[[NBA]]?
?????????????
1950??[[NBA??]]??1??5
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MF U;2Q;`T?vVX
AM i?2 KmHiBHBM;mH b2iiBM;b- i?Bb Bbbm2 Q7 K#B; Biv
#2+QK2b KQ`2 b2p2`2X
*`Qbb@HBM;mH qQ`/ HB;MK2Mi  H`;2 MmK#2` Q7
K2i?Q/b 7Q+ b QM mbBM; ` HH2H +Q`Tmb UBX X HB; 2/
rQ`/b- b2Mi2M+2bV b +` bb@HBM;mH b T `pBbBQM bB;MHb
iQ HB;M bBKBH` rQ`/b BM #Q ? HM;m;2b (RĜ9- dĜ
N)X >Qr2p2`- i?2 T`HH2H +Q`Tmb Bb 2tT2MbBp2 Q Q#@
iBM M/ mbmHHv Bb QMHv p H #H2 7Q` +2`iBM M`@
`Qr /QKBMb r B+? BMi`Q/m+2b bi`QM; / BM #B
BMiQ i?2 H2`MBM; T`Q+2bb (R)X hQ HH2pBi2 i?2 # `@
/2M Q7 Q#iBMBM; T`HH2H +Q`Tmb- (RR- Rk) b?m|2 UBX2X
M/QKHv Q` H2M;i?@` B V 2+? TB` Q7 +QKT`#H2
/Q+mK2Mib i  b?`  +QKKQ ?2K2 BM /Bz2` M
HM;m;2b iQ +QMbi`m+i T 2m/ #BHBM; H /Q+m b
/B`2+iHv 7Q` #BHBM;mH / ` T` b2M  BQ  MBM;X
>Qr2p2`- i?2 ?m| b ` ;v Bb ?`/ iQ +QM `QH i?2
[mHBiv 7 T m/Q # HBM;m H / + K2 ib- ?B+? bmz2`b
7`QK  bm#@QT BKBxiBQM Bbb m2 B/2M H v ǳ#/
b?m|2bǴX
h //` bb i?2b2 +? H M; b- T QTQb2 Q H `
KmHiBTH2 2K#2/ BM; p2+iQ b 7Q` +? 2 Biv K2M BQM-
MK2Hv K BQ b M - /2H B ? ? K B; B v # @
ir2 M K MiBQMb M/ MiBiB2b U2X;X AM/2T2M/2M+2 . v
pbX i?2 }H 2MiBiv Q` ? ?QHB/ 2 B vV / p M
?`/ ` +`Qbb HM m; b U2X;X AM/ 2M/ M+ . pbX
独立日 Q 美国独立日VX 6Q` ` bb@HB m HB;M 2 b-
r2 }`bi BMi`Q/m+2 +`Qbb@HBM;mH vT `HBMFb tBbiBM; BM
KmHiBHBM;mH EMQrH2/; " b U X;X q F T B/V b m@
T2`pBbBQM- M/ BMi2;`i2 i?`22 /Bz2`2 i ivT2b Q7 HB; @
K2M b, rQ`/ - 2MiBiB2b  / #Q ?- MiQ  mM } / #D2+@
iBp2X h?2 #bB+ B/2 Bb i?2 2MiBiB2b HBMF2/ +`Qb HM@
;m;2b b?QmH/ ?p2 bBKBH` `2T`2b2 iiBQMb-  / Q
/Q i?2B` M2B;?#Q` 2MiBiB2b / +Q ti r `/ B i2ti
+Q`TmbX
AM i?Bb TT2`- r2 T`QTQb2  MQp2H #BHBM;mH KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?i D BMiHv 2`Mb
rQ`/- K2MiBQM M/ 2MiBiv 2K#2//BM;b +`Qbb HM;m;2bX
6QHHQrBM;
K2MiBQM b2Mb2
+QM 2ti
k J1h>P
kXR *`Qbb@HBM;mH qQ`/
_2T` b M iBQM G `MBM;
Sen Szh een ezh URV
QMQHBM;mH rQ`/fK2 BQM 2 #2//BM; H2`MBM;
L =
∑
xi ∈D
∑
x ∈C(xi )
H ; P(x |xi) UkV
+`Qbb@HB ;m H rQ`/ HB;MK2Mi
L =
∑
(ei ,ej )∈Ec
| |C( i) − C( j)| |2 UjV
?2`2 Ec +Q iB b 2 iBiv TB`b +QMM +i2/ #v  +`Qbb@
HB ; H HB FX
Xk *`Qb @H H 1M Biv
_ T` M  B M G2`MBM;
L =
e ∈E
HQ; P(N ( i)|ei)
∑
(ei , j )∈Ec
HQ; P(N (e j)|ei)
U9V
?2`2 N (ei /2MQi2b i?2 M2B;?#Q` 2MiB B2 QM i?2
F Q /; M irQ FX
kXj *` bb@HB ;mH HB;MK2M
L =
∑
( i ,mi )∈A
HQ; P(ei |mi ,C(ei)) +
(ei ,ej )∈E
HQ; P(e j |mi ,C(ei))
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`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K2MiBQM b2Mb2
+QMi2ti
k J h>P
kXR *`Qb @HB ;mH qQ`/
_ T`2b MiiBQM G2`MBM;
Sen Szh ee ezh URV
QMQHBM; H Q`/fK2MiBQM 2K#2//BM; H2`MBM;
=
∑
xi ∈D
∑
xo ∈C(x )
HQ; P o |x ) UkV
+`Qbb@HBM;mH Q`/ HB;MK2M
L =
∑
( i ,ej )∈Ec
| |C(ei) − C( j)| | UjV
? ` Ec +QM BMb 2MiBiv TB`b +QMM2+ / #v  +` bb@
HB ;  HB FX
kXk * b@HB mH 1 v
_ ` b2  BQ G2`MB ;
L =
∑
e ∈E
HQ; P(N (ei)| i) +
∑
( i ,ej )∈Ec
HQ; P(N ( j)| i)
U9V
r 2` N ei) / i2b i?2 2B;?#Q` 2MiBiB2b QM ?2
FMQrH ;2 M2i Q`FX
kXj *`Qbb@HB ; H HB;MK2Mi
L =
∑
(ei , i )∈A
HQ; P(ei |mi ,C(ei)) +
∑
( i ,ej )∈Ec
HQ; P(e j | i ,C(ei))
U8V
?
?
was
Lawrence
??NBA
NBA (zh)
basketball ??
Semantic Space
Representatio
L arn ng
Cross-lingual
Sent ce Regularizer
Cross-lingual
Entity Re ula izer
[[??·???]]???[[NBA]]???????????
All-star
[[Law e ce M chael Foust]] was an Ameri an basketball 
player who spen  12 seasons in [[NBA]]
??·???
NBA??
NBA (zh)
Comparable Sentences
Bi-lingual EN
attat
att
… …
kjj
kj9
kj8
kje
kjd
kj3
kjN
k9y
k9R
k9k
k9j
k99
k98
k9e
k9d
k93
k9N
k8y
k8R
k8k
k8j
k89
k88
k8e
k8d
k83
k8N
key
keR
kek
kej
ke9
ke8
kee
ked
ke3
keN
kdy
kdR
kdk
kdj
kd9
kd8
kde
kdd
kd3
kdN
k3y
k3R
k3k
k3j
k39
k38
k3e
k3d
k33
k3N
kNy
AMi2;`iBM; JmHiBHBM;mH EMQrH2/;2 "b2 M/ h2ti pB ii2MiBp2 .BbiMi amT2`pBbBQM qqq kyR3- T`BH kj@kd- kyR3- GvQM- 6`M+2
kNR
kNk
kNj
kN9
kN8
kNe
kNd
kN3
kNN
jyy
jyR
jyk
jyj
jy9
jy8
jye
jyd
jy3
jyN
jRy
jRR
jRk
jRj
jR9
jR8
jRe
jRd
jR3
jRN
jky
jkR
jkk
jkj
jk9
jk8
jke
jk
jk3
jkN
jjy
jjR
jjk
j j
jj9
jj8
jje
jd
jj3
jjN
j9y
j9R
j9k
j9j
j99
j98
j9
j9d
j93
6B;m`2 k, qBFBT2/B S;2b Q7 *`Qbb@HBM;mH GBMF2/ 1M;HBb? 1MiBiv M/ *?BM2b2 1MiBiv #Qmi ǳEQ#2 "`vMiǴX
r2HH BM `2HiBQM 2ti`+iBQM (N- R8- R3- ky- kj- j9)X AMbi2/ Q7
`2HvBM; MMQii2/ i2ti- Bi 2KTHQvb FMQrH2/;2 #b2b b bQm`+2
Q7 bmT2`pBbBQM #v HB;MBM; i?2 ;Bp2M FMQrH2/;2 #b2 iQ i2ti
7QHHQrBM; i?2 bbmKTiBQM, ǳA7 irQ 2MiBiB2b T`iB+BTi2 BM 
`2HiBQM- HH b2Mi2M+2b i?i K2MiBQM i?2b2 irQ 2MiBiB2b 2tT`2bb
i?i `2HiBQMǴ (ky)X
hQ ;2M2`i2 ?B;?2` [mHBiv +QKT`#H2 /i miQKiB+HHv-
r2 T`QTQb2 iQ BM+Q`TQ`i2 /BbiMi bmT2`pBbBQM i2+?MB[m2 BMiQ
+`Qbb@HBM;mH `2T`2b2MiiBQM H2`MBM;X aBKBH`Hv- r2 bbmK2
i?i,
A7 irQ +QKT`#H2 /Q+mK2Mib K2MiBQM2/  TB`
Q7 +`Qbb@HBM;mH HBMF2/ 2MiBiB2b- i?2 b2Mi2M+2b +QM@
iBMBM; i?2K 2tT`2bb i?2 bK2 bT2+i Q7 i?2 +QK@
KQM i?2K2X
h?Bb ivT2 Q7 b2Mi2M+2b `2 MQi KmimHHv i`MbHi2/- #m
i?2v Q#pBQmbHv ?p2 bBKBH` b2KMiB+b- MK2Hv +QKT`#H2
b2Mi2M+2bX 6B;m`2 k b?Qrb bQK2 +QKT`#H2 b2Mi2 +2 TB`
+QHQ`2/ BM ;`22M M/ i?2 `2/ `2+iM;H2b +QMM2+i2/ #v /b?2/
HBM2b `2 +`Qbb@HBM;mH 2MiBiB2b- 2X;X i?2 b2Mi2M+2 TB` ǳ>2
THv2/ ?Bb 2MiB`2 ky@v2` +`22` rBi? i?2 GQb M;2H2b GF2`b
Q7 L"Ǵ M/ ǳ? UBMV? U?2V? U7Q`V????? UGQb M;2@
H2b GF2`bV ?? UrQ`FV ? UǶbV ky ? Uky@v2`V ?? U+ `2 `V
?? UHB72VǴ- r?2`2 i?2 2M;HBb? 2MiBiv ǳGQb M;2H2b GF2`bǴ
M/ *?BM2b2 2MiBiv ǳ?????Ǵ ?p2 +`Qbb@HBM;mH HBMFX
*QKT`#H2 b2Mi2M+2b Kv +QMiBM Km+? MQBb2 M/ 2p2M
#2 BM+Q``2+iHv 2ti`+i2/X q2 rBHH /Bb+mbb Bi BM i?2 M2ti b2+@
iBQM- M/ BMi`Q/m+2 irQ ivT2b Q7 ii2MiBQM K2+?MBbK QM
i?2K 7Q` +`Qbb@HBM;mH bmT2`pBbBQMX
j J1h>P.
jXR 6`K2rQ`F
jXk AMi2;`iBM; JQMQ@HBM;mH qQ`/b M/ 1M BiB2b
jXj 6`QK QMQ@HBM;mH iQ JmHiB@HBM;mH
jXjXR *`Qbb@HBM;mH 1MiBiv HB;MK2MiX
jXjXk *QKT`#H2 a2Mi2M+2b :2M2`iBQMX
Ls = | |Sen − Szh | |2 URV
jXjXj J MQ@HBM;mH ii2 iBQMX
jXjX9 *`Qbb@HBM;mH ii2MiBQMX
jX9 `B BM;
KQMQHBM;mH rQ`/fK2M BQM 2K#2//BM; H2`MBM;
L =
∑
xi ∈D
∑
xo ∈C(x )
H ; P(xo |x ) UkV
+` bb@HBM;mH r `/ HB;MK2M
L =
∑
(e , j )∈Ec
| |C( ) − C( j )| |2 UjV
Ec +Q iBM 2MiBiv T B b + M2+ 2/ #v  +`Qbb@HB ; H
HBMFX
L =
∑
i ∈E
HQ; P(N (ei )| i ) +
∑
(ei ,ej )∈Ec
HQ; P(N ( j )| ) U9V
? `2 N (e ) / MQ i? B;?# ` iB B Q ?2 FMQ H@
2/;2 Q`FX
L =
∑
(ei ,m )∈A
HQ; P( |m ,C( i )) +
∑
(ei , j )∈Ec
HQ; P( j |mi ,C(ei ))
U8V
=
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BM irQ TQBMib, UBV F22TBM;  +QMbBbi2Mi Q#@
D2+iBp2 b KQMQ@HBM;mH rQ`/ QTiBKBxiBQMě
i?2 rQ`/b b?`BM; KQ`2 +QMi2timH rQ`/b ?p2
bBKBH` 2K#2//BM;b- `i?2` i?M i?2 rQ`/b
?p2  bT2+BH ivT2 Q7 2[mHBiv `2HiBQMb Ui?2
bK2 b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV H@
H2pBiBM; i?2 #m`/2M Q7 T`HH2H rQ`/b bBM+2
r2 +imHHv /QMǶi FMQr r?B+? rQ`/b `2 2t@
+iHv Ki+?2/ +`Qbb HM;m;2b BM +QKT`@
#H2 b2Mi2M+2bX h?mb- r2 TT`QtBKi2Hv QTiB@
KBx2 1[miBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 bK2 b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +
∑ C(wki) M/ UBBV mT/iBM; i?2 2MiB`2
b2Mi2M+2 TB` BM QM2 bi2T,
Ls =
∑
<skm,slm>∈Sk,l
||bFK − bHK||2 UjV
r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#iBM 
bBKBH` bbmKTiBQM rBi? U"2M;BQ M/ *Q``/Q-
kyR8V, h?2 KQ`2 7`2[m2 iHv irQ rQ`/b Q++m` BM
T`HH2Hf+QKT`#H2 b2Mi2M+2 TB`b- i? +HQb2`
i?2B` `2T`2b2MiiBQM rBHH #2X
*QKT`2/ iQ T`HH2H b2Mi2M+2b- Qm` +QKT@
`#H2 b2Mi2M+2b HH2pBi2 i? T`HH2H #m /2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;mH `2bQm`+ b- #mi
HbQ BMi`Q/m+2 Km+? MQBb2- Q` 2p2 BM+Q``2+iHv
;2M2`i2/X L2ti- r2 BMi`Q/m+2 irQ ivT2b Q7
ii2MiBQM K2+?MBbKb iQ //`2bb i?Bb Bbbm2X
EMQrH2/;2  i2 iBQM
EMQrH2/;2 ii2MiBQM Bb BMi`Q/m+2/ iQ pQB/
i?2 BM+Q``2+iHv H#2HH2/ +QKT`#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +Q +i2Mi2 b2p@
2`H b2Mi2M+2b BM i?2 2MiBiv ekm T;2 `iB+H2b-
#mi bQK2 b2Mi2M+2b `2 MQi `2Hi2/ iQ ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB b 7i@
ii2MiBQM +QKTmi2/ #v K2bm`BM; bBKBH`Biv
rBi?BM i?2 ki? HM;m;2,
αnkm ∝ sim(2FK,
∑
wki∈snkm
rFB) U9V
r?2`2 αnkm Bb i?2 FMQrH2/;2 ii2MiBQM Q7 i?2
ni? b2Mi2M+2 7Q` skmX LQi2 i?i B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`i2/ 7`QK ekm `iB+H b- αkm
2[mHb iQ QM2X
*`Qbb@HBM;mH ii2MiBQM
*`Qbb@HBM;mH ii2MiBQM 7Q+mb2b QM TQi2MiBH
BM7Q`KiBQM 7`QK i?2 +QKT`#H2 2Mi2M+2b
i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH` rBi?
b2H7@ii2MiBQM K2+?MBbK- r?B+? Q#iBM H2`M@
BM; ;mB/M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;mH b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
 TQbbB#H2 rQ`/ HB;MK2Mi +`Qbb HM;m;2b #v
TB+FBM; mT i?2 KtBKmK bBKBH`Biv,
αki,lj ∝ `;Kt
wki∈skm,wlj∈slm
sim(wki, wlj) U8V
6BMHHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 p2`@
;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BMiBQM Q7 irQ ivT2b Q7 ii2MiBQMb,
bFK =
∑
snkm∈skm
αnkm
∑
wki∈snkm
αki,ljrFB UeV
jX8 h`BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb  +QMbBbi2Mi b@
bmKTiBQM i?i Q`/f2MiBiv b?`BM; KQ`2 +QM@
i2tib ?b bBKBH` `2T`2b2 iiBQMbX h?m - r2
/2}M2 i?2 Qp2`HH Q#D2+iBp2 7mM+iBQM b i?2 HBM@
2` +QK#B iBQM,
L = Lc + γLs UdV
r?2`2 γ Bb  ?vT2`@T`K2i2` iQ imM2 i?2 27@
72+i Q7 +`Qbb@HBM;mH `2;mH`Bx2`- M/ Bi +M #2
QTiBKBx2/ i?`Qm;? /:`/ a:. 2{+B2MiHvX
9 1 2`BK2Mib
Pm` K B +QMi B#miBQMb HB2 B i?`22 T`ib, URV
+QKT`#H2 b2 2 + b 7Q +` bb@H M;mH r `/
`2T`2b2MiiBQ H2` BM;c UkV i 2 M2r KmHiB@EL
iQ m;K2Mi i?2 KQMQ@EL 7Q` H2`MBM; bi`m+@
im`2/ FMQrH2/;2c UjV 2 MB}2/ 7`K2 Q`F
i?i M#H2b +`Qbb@HBM;mH 2ti M/ FMQrH@
2/;2 #b2 BM72`2M+2X h?2`27Q`2- r2 2`B7v Qm`
K2 QM i Fb Q7 Q`/ i` M HiBQM- M Biv ` @
Hi2/M bb M/ `Qbb@HBM; H 2MiBiv HBMFBM; 7`QK
i?2 #Qp2 i?`22 bT2+ib- `2bT2+iBp2HvX
9XR T `BK Mi iiBM;b
q2 +? b qB BT2/B - ? T BH yRd KT b
i?2 KmH @HB ;mH F H ;2 # b2  / bB QT
mH ` H ;m;2b 7Q` H  BQM- r Q 2 biiBb B+
Bb b?Qr B h#H RX 6Q` #`2pB - 2 /QT
ir @H2 2` ## 2pB B Q / Qi2 H ; ;2bjX
j1M- w?- 1b- C- Ai M/ h` `2 b?Q i 7Q` 1M;HBb?-
*?B 2b - aT Bb?- CTM b - AiHBM M hm`FBb?- `2@
bT2+iBp2H X
8
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+Q i`/B+iBQM rBi? i?2 7+i i?i EQ#2 "`vMi
Bb i?2 bQM Q7 CQ2 "`v i- MQ Ki 2` BM r?B+?
HM;m;2X
h?2`27Q` - r2 #mBH/ KmHiB@EL #v KFBM;
+`Qbb@HBM;mH HBMF2/ 2MiBiB2b BM?2`Bi HH i?2 `2@
HiBQMb 7`QK 2+? Qi?2`- bQ i?i i?2v rBHH #2
2K#2//2/ +HQb2bi /m2 iQ i?2 KQbi +QKKQM
M B;? Q`bX *QM+`2i2Hv- r2 `; KQMQ@ELb
#v //BM; 2/;2b 7`QK HH M2B;?#Q`b Q7 2MiBiv
eki iQ elj B7 < eki, elj >∈ Rc UHv ` 9VX
*QKT`#H2 a2Mi2 +2b
q2 miBHBx2 /BbiMi bmT2`pBbBQM Q ;2 2`i2
+QKT`#H2 b2Mi2M+2b 7`Q qBFBT2/B ` B+H2bX
b b?QrM BM 6B;m`2 k- i?2 i Q `iB+H2b `2
` K +`Qbb@HBM;m H HBMF2/ 2MiBiB2b een,Kobe M/
ezh,Kobe UHv2` R kVX q2 2t `+ ?Qb2 b2M@
i2 +2b M+Hm/B ; MQi? ` +`Qbb@HBM;mH HBMF2/
2MiBiB b een,Joe M/ ezh J e UHv2` jV  +Q T@
`#H2 b2 i M+2 X
h?2 BMimBiBQM Bb i?i r +QMbB/2` 2+? b M@
i2 + BM  qBFBT /B  iB+H2 b  Tb2 /Q
K2MiB Q7 i? T;2 2 iB v UiHFBM; bQK2i?BM;
#Qmi i?2 2MiBivV UuK/ i HX- ky VX h?mb-
B7  b2Mi2M+2 Hb K2 BQ b  Q 2` 2 iBiv- Bi
BKTHB+BiHv 2tT`2bb2b i? B` `2H i X ?2` 7Q`
r2 2ti M/ ? bbmKTiB M BM `2HiBQM 2 `+@
BQM K MiBQM2/ BM a +iBQM k Q KmHiB@HBM;mH
b2iiB ;b, A7 irQ 2MiBiB2b T`iB+BT i BM  ` @
HiBQM- M/ #Qi? 7 i?2K p2 + Qbb@HB ;m H
HBMFb- HH b2Mi2M+2b i?i 2MiB Mb ?2b2 i Q
MiBiB2b UTb2 /Q Q` MQiV `2 +QKT`#H2 #v
2tT`2bbB ; i?i ` HiBQMXX 6Q` 2tKTH - i?2
+QKT`#H2 b2Mi2M+2b M Hv2` j #Q ? tT bb
i?2 7i?2`@bQ `2HiB b?BT # i 2M i?2 +`Qb @
HBM;mH HBMF2/ 2M BiB2b < een Kobe, ezh,Ko e >
M/ < en,J e, zh,Joe >X
 +`Qbb@HBM;mH HBMF2/ 2MiBiv v Q++m` b2p@
2`H iBK2b BM  qBFBT2/B `iB+H2- M/ r2 +QM@
+i2Mi2 i?2K BMiQ  HQM;2` b i2 +2- #m i?B
rBHH #`BM; Km+? MQBb2- 2bT +BHHv bQK2 Q7 i 2
b2Mi2M+2b `2 BM+Q``2+iHv 2ti`+i2/X h? ` @
7Q`2- r2 /2bB;M irQ ivT2b Q7 ii2M BQM iQ b2H2+
i?2 KQbi BM7Q`KiBp2 rQ`/b M /2 H rBi? ?2
r`QM; H#2HHBM; T`Q#H2K BM a2+iBQM jX9X
jXj JQMQ@HBM;mH _2T`2 MiiBQM
G2`MBM;  JQ/2HBM; HB;M2/
1MiBiB2b
b K2MiBQM2/ #Qp2- i?2 KmHiB@EL #`B/ b
i?2 HM;m;2 ;T 7QHHQrBM; bK2 i`B M;
Q#D2+iBp2 b KQMQ@ELX 6QHHQrBM; i?2 KQMQ@
H M;mH rQ`F UuK/ 2i HX- kyRec *Q 2i HX-
kyRdV- 2 2 i2M/ i?2 aFBT@;`K KQ/2H iQ
QMQ@H M;mH rQ`/b / +`Qbb@HBM;mH 2MiBiB2b
r?BH2 F22T  +QMbBbi2Mi QTiBKBxiBQM 7mM+iBQMX
Ai m 2b i?2 +m``2Mi rQ`/f2M Biv iQ T`2/B+i B b
+QMi timH rQ`/bf2M BiB2b ;Bp2M i?2 +Q?2`2M+2
BM7Q`K BQM BM i i +Q`Tmb D- M+?Q`bA M/
KmHiB@EL KN #v K BKBxBM; i?2 p `;2 Q;@
T`Q##BHBiv,
Lc =
∑
xi∈{D,A,KN}
HQ;P (C(xi)|xi) URV
r? `2 xi Bb 2Bi?2`  Q`/ Q` M 2MiBiv-
 / C(xi) /2 Q 2b ? +Q 2t b Bi?BM  T`2@
/2} 2/ BM/Q X LQ 2 i? C(xi) /Bz2`b  HBi@
iH2 HQM; rBi? xi, URV +QMi2t mH rQ`/b ?2M
xi ∈ Dc UkV 2B;?# ` 2MiB B2b  HBMF2/ rBi?
MiBiv xi ∈ KN c UjV +QMi2 imH rQ`/b Q7 Q`/
K2MiB M wj BM M M+?Q` ?2M xi /2MQ b i?2
2MiBiv BM M+ Q` < wj , i >∈ AX
h?m - Q`/b  / 2M BiB2 i? 7 2[ M Hv
Q++m` Q; i 2` b `2 Q` +QKKQM +QMi b-
M/ ?p2 BKBH` 2K#2//BM;bX b b?QrM
BM 6B;m`2 k- ,Joe Q++ `b B ? w n,pl y r-
we ,NBA Q;2i?2` M/ ?2v b?` i?2 +QK QM
+QMi2ti Q`/b- b ?2v `2 +HQb2 BM ?2 2@
K + +2X BKBH `Hv- 2MiB B2b b `BM; K `2
M2 ;?#Q` iBiB2b i2M/ iQ #2 +HQb2- 2X;X- /m2 iQ
i? bK2 M2B;?#Q` 2M e ,LosAng l sL ke -
2 iBiB2b ee J - ,Ko e M/ zh,Kobe ?p2 bBK@
BH` `2T`2b2M iBQMbX
jX9 *`Q @HBM mH 2 i2M+ _2;mH` x
*Q T`#H2 b M M+2b `2 ` ; `/  +`Qb @
HB ;mH +QMi2tib Q7 2+? Q ? ` ++Q`/BM; Q
m#a2+iBQ jXkX AMbi2 / 7 T`2/B+ BQ Q/2H-
2 T`27 ` KBMBKBx2 i?2 1m+HB 2 Bb M+2
# 2M i?2 i`;2i rQ`/ wk M/ Bib +`Q b@
HB ;mH +Q i t mH Q b Cl(wki) BM i?2 + @
`#H b2 + b,
Ls =
∑
<sk ,s m∈Sk,l
∑
wk ∈skm
||wk −
∑
Cl(wki)||2
UkV
2`2 < sk , slm >∈ Sk,l Bb i?2 mi? b2M@
i2M+ TB` B ? k M/ li? HM;m;2b- `2@
bT2+iBp2HvX l HBF + Mp2 iBQMH H2tB+QM #b /
K2i?Q/b- r?B+? KBMBKBx2 i? /BbiM+2 Q7 T`@
HH H r `/b- ? `2 Q 7 bm ? `2;mH`Bx2` HB2b
Cr s-li gual
 supe visi n
D ta G er ti
d w s n 8-time [[All-star]] … ? [[? ???]]?? …
NBA??
Lawrence Foust
?????NBA
??
?????
??
?
???
player
American??
NBA??
All-star
eLawrence
wbasket allwplaye
… …
1
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
02
023
024
025
026
0 7
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053
054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
99
ACL 2018 Submission ***. Confidential Review Copy. DO NOT DISTRIBUTE.
Joint Representation Learning of Cross-lingual Words and Entities via
Attentive Distant Supervision
Anonymous ACL submission
Abstract
Jointly learning word and entity represen-
tations enefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve he erformance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% o er baselines, re-
spectively. Using entity linking as a case
study, the results o benchmark dataset
verify the quality of our embeddi g .
1 Introducti n
Multi-lingual knowl dge b ses (KB), storing mil-
lions of entiti s a d h ir f t i v r us lan-
guages, provid ri h structured n l dg f u -
derstanding tural l nguag b yond texts. an
while, abunda t text c rpu cont i l rg a
of pot tial knowl c t ry xi ti
K s. Th refor , resea h r l r g t ty s
of resou ces to im r ve v ri us l u g
processing (NLP) r lat t sks, ch s l i n x-
traction (We t et a ., 013; Li t l., 2017), d
ent ty linki g (Tsai and R th, 16; Y d t l.,
2016; Cao t al., 7; Ji et ., 16).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
ic space, to enable joint inference among KB and
text cross langu ges without any additional trans-
lation mechan m, which is usually expensive and
may introduce inevitable errors. Our embeddings
are h lpful to break down language gaps in many
tasks, such as cross-lingu l e tity linki g, in which
the m jor challenge lies in mea uring th s milar-
ity between entities and correspondi g mentioned
wo ds in differ t languages.
??, ??, w???
Th intuition is that, words and ntities in
various languag s shar s me com semantic
me ngs1, but th re are also ways in which they
differ. On ne hand, we utilize th i shared seman-
t s o ali simil r wor a d entities ith si i-
la emb ddi g v c rs, mat r t re in the
s g ag r t. On the oth r hand, cross-
ingual emb dings w ll benefit fro different lan-
g d to th c pl men ary knowledg . For
i stan e t xt al a bi uity i n l g ag m y
d sap r t l uag , e. ., the t o mean-
1S m cr s l u pi e i work bs rve that w rd
mb d ng tr d s par t ly o oli gual corpora ex-
h b t i o or hic tructure cross l nguag s ( ikolov al.,
20 3; Zha g t l., 2017).
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. I stead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translatio
and entity r latedness d monstrat th ef-
fectiveness of our method with an averag
gain of 20% and 3% over baselines, r -
spectively. Using entity linking as a case
study, the results on benchmark d aset
verify the quality of our em eddi gs.
1 Introduction
Multi-lingual knowledge bases (K ), st ri g mil
lions of entities and their fac s n various la -
guages, provide rich structured kn wled for u -
derstanding natural language beyond t xts. Mea -
while, abundant text corpus contai s rge am u
of potential knowledge co plementary to existi g
KBs. Ther fore, researchers le erage th pes
of resources to improve various atural la g e
processing (NLP) related tasks, uch as rel ti ex-
traction (Weston et al., 13; Lin et l., 017), a
entity linking (Tsai and Roth, 2016; Ya a e l ,
2016; Cao et al., 2017; Ji et al., 2 16).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual d scri ti ns together with the structured re-
lations. How ver, these meth ds only f cus on
mono-lingual settings, and few r se rches have
b en done in cro s-lingual sce ari s.
I this paper, we propose to learn cross-lingual
word and e tity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional tra s-
lation echanis , which us ally expensi e a d
a intr d c inevitable error . Ou mbeddi gs
ar h lpful t re k down la age gaps ma y
tasks, s ch as cross-li gu l t y li king, in which
the m jor ch l nge ies in measuri g the similar-
ity twee e tit e a co r sp ding mention d
wor s in d ff rent l ngu s.
? , w ?, w???
Th i tu i n s h t, words d titi s i
v r us l g ag r s m an ic
m i g , b t h r a e a w n ch ey
d ff r. O o ha d, we liz ir r e a -
t c to al n ar w rds d i e ith si i-
l r b i g c , t t y r n h
am g r t. O h th r h d, cr ss-
li gu l b ddi g i l b fit fr d ff t l n-
guages u th c p e r k ledg . F r
i t nc , t xt al m uit u g y
d pp r in t g , .g., t e e -
1S cr s -li g l pi ri g rk bs ve t t rd
e d i s t i d s p a y l u c p r x-
h i o rp ic s ruc cr s la g s (Mikol v e al.,
20 ; Zh g t l., 2017).
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
ting . In this paper, we propose a novel
method that integ ates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge atte tion and cross-lingual
attention to select the most informative
words and filter ut noise, which will fur-
ther mprove the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an ave ag
gain of 20% and 3% over asel nes, re-
spectively. Using entity li king as a case
study, the results on benchmark datas t
verify the quality of our em d ings.
1 Introduction
Multi-lingual knowledge bases (KB), t r g mil-
lions of entities and their fac s in vario s l n
guages, provide rich structured kno l dg f u -
derstanding natural language b y t t . a
while, abundant text corpus cont ins l r amo t
of potential knowledge co lem t y t exist
KBs. Therefore, es archers leverage b th t p
of resources to improve var ous atural la gu e
processing (NLP) related tasks, such l tion x
traction (Weston et al., 2 13; Li l., 017),
entity lin ing (Tsai and Roth, 2016; Yamada .,
2016; Cao et al., 2017; Ji et al., 2 16).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
ntity representations in a unified vector space. For
ex mple, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to li n similar words and entities with sim-
ilar embedding vectors. An t r approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual ettings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
word a d e tity r pr sent tions in the same seman-
tic space, t enable joint nfe ence among KB and
ext across languages with ut ny additional tr ns-
lati mecha ism, which i usuall expensive and
may i troduce inevitab e errors. Our embeddings
are hel ful o break d w language aps in many
tasks, such as cross-lingual entity li ing, in which
the major challenge lie in measuring the similar-
i y b tween ent ties d corres ndi g m t oned
words i different la guage .
e??, w? , w? ?
The int ition i that, word and entities in
v us l nguag s share some mmon se ntic
eanings1, but th r ar ls ways h ch hey
iff r. O e h d, e u i z thei h r d se -
t cs to a g imila words an entiti with simi-
l b di g v ctors, n t r they r in the
sa l r t. O the ot r ha d, cr ss-
li ual e be i g ill b fi f o iffe nt l -
gua e d the m me y kno l dg . For
s a c , t tu l bi uity l guage may
ear t l u , e.g., h wo m a -
1So c s-li ual pi e ring work bs rve tha word
bed in ra s a ly n li gu l corpor ex-
b somor hic s ruc ur across l guages Mikolov et al.,
2 1 ; Zh t l., 017).
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A stract
J intly l arning word and entity represen-
atio s b nefits many NLP tasks, while has
not bee well explored in cross-lingual s t-
tings. In this paper, we propose a n vel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
co plementary knowledge. Instead of re-
liance on par llel dat , we automatically
generate cross-lingual tr ining da a via dis-
tant supervision over mul i-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informativ
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity l king a a case
study, the results on benchmark da as
verify the quality of our e be dings.
1 Introduction
Multi-lingual knowledge bas s (KB), storing mil-
lions of entities and th i f c in v rious l -
guages, provide rich structured k wle ge for u -
derstan ing natural language ey nd text . M -
while, abundant text corpus c t i s l r e a o
of p tential knowl dge complem tary to exis i g
KBs. Therefore, resea chers l verage bo h yp
of resources to mprove various natur l lang a
processing (NLP) relate task , such as r lat n x-
traction (Weston et al., 01 ; Li t l., 2 17), nd
entity linking (Tsai and Roth, 016; Y ad t l.,
201 ; Cao et al., 2017; Ji et al., 2016)
Mo t existing work jointly models KB and text
corpus to enhance each other by learning word and
entity r presentations in a unified vector sp ce. For
exa ple, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only f cus on
mo o-lingual settings, few researches have
bee done in cross-lingual scenarios.
In this paper, we propose to learn cross-ling al
word and entity representations in the same seman-
tic pace, to enable joint inference among KB and
text cr ss languages without any additional trans-
lation echanism, which is usually expensive and
may introduc inevitabl errors. Our embeddi gs
are helpful to break down langua e gaps in many
tasks, such as cross-lingual entity linking, in which
the ajor challenge lies in easuring the similar-
ity t t ti s correspon in me tioned
o s i ag s.
,
i t at, ords n e ti e in
v r o l r so e c mmon s antic
mea i s1, t t r ar ways w h the
iffer. e h nd, w util z th ir h r d s m -
tics t lign si ilar w rds d en ities with imi-
l mbeddi v ct rs, n matte th y r he
sa l guag r t. O h oth r d, ross-
ling al b d gs l b efit from iffere lan-
g g s du t pl nta y k owle . F
i sta ce, t xtu l a b g ity i a u g ay
is ppe r th r l ng , .g., th two n
1S me r s -li gual pio ri wo k o se ve a wo d
emb gs tr n d ep r ely n mo olin ual c rp r x
hibit isomorphic stru r r u s ( ik l v et al.,
013; Zh g l., 017).
N AeAllstar
-lin  pr at o  L ing
Zh
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Abstract
Jointly learning word and entity represen-
tations benefit many NLP t sks, while has
not been well explored in cross-lingual set-
tings. In this pap r, we propose a novel
method that integrates cross-lingual word
and entity representa ion learni g to nable
joint inference among knowledge base and
text across languages, capturing mutually
comple ntary knowledg . In tead f re-
liance on parallel data, we automatically
generate cross-lingual training data ia dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the ost informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity elatedness demonstrate the ef-
fectiveness of our method with an aver ge
gain of 0% and 3% over bas lines, r -
spectively. Using entity linking as a cas
study, the results on benchmark dataset
verify the quality of our embeddings.
1 Introduction
Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large am t
of potential k owledge complementary to existing
KBs. Therefore, researchers lever ge both types
of resources to improve var ous natural ngua e
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 013 Lin et al., 2 17), nd
entity linking (Tsai and Roth, 2016 Yamada e al.,
2016; Cao et al., 20 7; Ji et al., 201 ).
Mo t existing work j intly models KB and text
corpus to e hance each other by learning word and
entity representations in a unified vector sp ce. For
example, (Wang et al., 2014; Yamada et l., 2016;
Cao et al., 017) utilize the coherence informa-
tion to align similar words and entities w th sim-
ilar embedding vectors. Another approach in ( an
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities ba ed on their
textual descriptions together with the structured re-
lati ns. H wever, hes m thods only f cus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we p opose t le rn cross-lingual
word and entity representations the same sem n-
tic space, to enabl joint inference among K and
ext cross la uages without any dditional trans-
lation mech ism, which is usually xpe s v a d
ay introduce i evi able rrors. Our e be di g
are helpful to bre k down language gaps in any
tasks, such as cross-li gual ntity li king, in which
the major ch lle ge ies i easurin the similar-
ity betwe ntities and co esp di g en i d
wo ds in differ nt l n ag s.
??, ??, w? ?
he intui io is that, w ds a titie
var ou lan uag s h r e c mmon sem t c
ning 1, ut there are ls s i which h
dif r. On ne hand, w tilize th ir shared s m n
tics o lign si la rds d tit s th si i-
lar b dd ng vectors, n ma h y i th
same l guag or ot. On h t r hand, cr ss-
li ual b ddings will be efi fr ff r n la -
guag s du to th p ntary k wl e. F r
i stanc , t x ual a bi t e u y
disapp a in n ther l guag , . ., he t -
1S m cr ss-lingual pion ering work bserv th t word
embeddings train separat ly m n i ua c rpora ex-
hibit is m rp ic ructur ro lan uag ( ikol v t al.
2013; Zhang et ., 017).
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well xplor d i cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation le r ing to enable
joint inference among knowledge base and
text across langu ges, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
gener te c ss-li gual training d ta via d s-
tant superv sion over ulti-lingu l knowl-
edge bases. W also propose two types
of knowledge atte t on d cross-lingual
attention to select the most i forma ive
words nd filter out n is , which will fur-
ther improve th performanc . xper-
ments, separate tasks of w rd tra slation
and entity r latedness demon trat th ef-
fectiveness of our meth d with average
gain of 2 % a d 3% v r baselin s, re-
s ctively. Using ntity linking s a case
study, the results on be ch a k d as t
verify the quality of our beddin .
1 Introducti n
Multi-lingu l kn wl dg bas s (KB), st ri mil-
lions f entities an their f ct i vari l n-
guages, provide rich tructur d k wl g f r u
d st nding tur l la ua tex s. a -
whi , abund n ext c pu co ns large unt
of potential kno ledge c mp m y exi t g
KBs. The efore, es arch s l v age bo h yp s
of res urces to improv a i us natur l la guag
pro ess (NLP) l d t sks, uc s r l t on ex-
trac ion (West et l., 013; Lin t al., 2017), a
entity l nki g (Tsai and Roth, 2016; Y m d t l.,
2016; C o t al., 2 17; Ji et a ., 016)
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector sp ce. For
example, (Wang et al., 2014; Yamada et al., 2016;
ao et al., 2017) utilize the coh rence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 201 ; Wu et al.,
2016) learns to represent entities based on their
textual d scriptions together w th the structured re-
lations. However, t e e methods only focus on
mono-lingual settings, a d few rese rches have
been done in cr ss-lin ual sc arios.
I his paper, we propose to learn cross-lingual
word a d entity representations i the same seman-
tic spac , to enabl joi infere ce mo g KB and
text across languages without any dditi nal trans-
lation mechanism, which is usually xpensive and
may introduce inevitable err s. Our mbeddi gs
are h lpful o break down langu ge g ps in many
t ks, such as cro s-ling al ntity l nking in which
th major challen i s i asuring th milar-
ity betw en entities a d corresponding me tioned
or s in iff rent l ngu g s.
NBA??, w , ?, w??
Th in ition is tha , wo ds and ntities in
variou la guag s h r some c mmon s m n ic
m ings1, but th re ar lso ays in which they
f . On ne h d, we ti iz heir sh red seman-
t cs to alig similar w rd a tities with simi-
lar mb dd g v ct , no m tt r h y are in th
s l g g or ot. O the other han , c os -
l gua be dings will b fit fr diffe ent la -
gua s du to th com e tar knowl dg . Fo
nstan , text a mb g ty in o la gu g ay
dis ppear in a othe lang ag , e.g., t e two m a -
1S c oss-lin l pione ri g w rk observe that word
emb di g a d p r ly n mo ol g al corpora ex-
hibit is m rphi s ru ure acr ss languages (Mikolov et al.,
2013; Zhang t al., 2017).
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Abstract
Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation le rning to nable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we autom tically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-l ngual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performanc . In xper-
iments, separate tasks of word translation
and entity relatedness emonstrate the ef-
fectiveness of our meth d with an average
gain of 20% and 3% over baselines, re-
spectively. Using ntity l king as a case
study, the results on benchmark dataset
verify the qual t of our embeddings.
1 Introduction
Multi lingual kn wledg bases (KB), storing il-
lions of entities and their f cts in various lan-
guages, provide rich structured knowledg for un-
derstanding natural language beyond texts. Mean-
while, abundant text orpus contains larg amount
of potential knowledge complementary t existing
KBs. Therefore, researchers leverag th types
of resources to improve various natural lang age
processing (NLP) related tasks, such as relation ex-
traction (W ston et al., 2013; Lin et al., 2 17), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji t al., 2 16).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the c herence infor a-
tio to align sim lar words and enti ies with sim-
ilar e bedding vectors. Another approach in (H
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) le rns to represent entities based on their
textual descriptions together with the structured re-
lations. However, th s methods only focus on
mono-lingual settings, and few researches have
been don in cross-lingual scenarios.
In this paper, w prop s to learn cr s-lingual
w rd a d entity repres tations in the sam s m -
tic space, to e abl j i t i fer c among KB and
text across languages without any dditi al tr n -
lation mechanism, which is usually exp nsive a d
may in roduce inevitable rr rs. Our embeddings
are helpful to break down languag gap i any
tasks, such as cross-lingual entity l ing, in which
the ajor challenge lies in easuri g th si ilar-
ity be we n entities d corr o i g i d
ords diff rent la gu g s.
NBA??, w , w?, w??
The i tuition s ha , w rd a d entiti i
various la u g s shar some c m n ma tic
m anings1, t ther ar also ways i which th
differ. On ne hand, we ut iz th i h an-
tics o alig si l r r s nd e titi s with mi
lar embeddi g vect r , matter th y are i th
sa e langua or ot. On th th r h d, cros -
ling al em e dings w ll en fit fro iff r t
gu ges due to the co ple r k dg . F r
i tanc , text al big ity in one l n ua y
i ppear in another lan uage, . ., th two -
1Some cross-lingual pioneering work bserve that wor
embeddings tr ined sep rately on mo olingual co pora ex-
hibi isomo phic structure a r ss la gu g s (M k lov e al.,
2013; Zhang et al., 2017).
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Abstract
Jointly learning word and entity represen-
tations enefits ma y NLP tasks, while has
not been well explored in cross-lingual s t-
tings. I this paper, we propose a ovel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text acro s languages, capturing mutual y
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cros -lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two typ s
of knowle ge attention a d cros -lingual
attention to select he m st informative
words and filter out noise, which will fur-
ther improve the erformance. In exper-
iments, separate tasks of word transla on
a d entity relatedness demonstrate the ef-
fectiveness of our method with an v rage
ga of 20% and 3% over ba lines, re-
sp ctively. Usi g entity linking as cas
study, the results o b nchmark data et
verify th quality of our mbeddings.
1 Introduction
Multi-lingual knowledg bas s (K ), s oring mil-
lio s of entities a d their facts in various lan-
guages, provi e ich structu ed knowledg for un-
derstandin nat ral language beyond tex s. Me n
while, ab nda t text corpus c ntain large am u t
of pot ntial knowledge c mple e tary to existi g
KBs. Theref re, researchers l ver g th typ s
of resources to improve various natural language
processing (NLP) related tasks, suc as r lati x-
traction (W ston et al., 2 1 ; Lin et al. 2017), and
entity linking (Tsai and Roth, 2016; Y mada e al.,
20 6; Cao et al., 2017; Ji et al., 2 16).
Most existing w rk jointly models KB text
corpus to enha ce e ch oth r by l arning word and
entity represent tio s in a unifi v ctor space. For
example, (Wang et al., 2014; Yamada t al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words a d e tities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutan va t al., 2015; Wu et al.,
2016) learns to represe t entitie based on their
textual descriptio s together with the structured re-
lations. Howev r, these methods only foc s o
mono-lingual se tings, and few researches have
been done in cross-lingual scenarios.
In this pa er, e ropose to learn cross-lingual
wo d nd entity repre entations i the s me seman-
tic space, t enable joint inf rence a o g KB a d
text across languages without any addition l tra s-
lati n mecha ism, which is usu lly expe sive and
may introduce n vita l rrors. Our e beddings
are h lpful to break d wn l nguage ap in m y
tasks, such as cross-li g l ntity li king in which
the ajor ch lenge lies in me surin e simila -
ity betw en titi d co r spo di g m io d
word in diff re languag s.
NB ?, w , w?, w??
The intuition is tha , w a d t t e i
various l nguages sha o c mm n seman c
m a g 1, but th re ar ls ays i h they
dif . O h d, w l ze ir ed s m -
ti s to lig similar w rds n e t ties ith s m -
la emb di g v c o , att r h y r i t e
sa ang g r n . On th th r h , c s -
l ng l b d i gs il b n fit from iffer t la -
guages due t th c mpl m a y k l g . For
i s an , tex ual a bigu ty ne g age ma
d sa pear i anot r ang e, e. ., th tw mea -
1Some cro s-li gual pio r ork o er t at wor
emb ddings train d separately m n l ngual co p a x-
hibit isomorphic structure across languag s ( ikol v e al.,
2 13; Zhang t al., 2017).
1
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
0 8
029
030
031
03
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053
054
055
056
57
058
059
060
061
062
063
064
065
066
067
068
069
07
071
072
073
074
075
076
77
078
079
080
081
082
83
084
085
086
087
088
089
090
091
092
093
094
095
096
97
098
0 9
ACL 2018 Submission ***. Confidential Review Copy. DO NOT DISTRIBUTE.
Joint Represent tion Learning of Cross-lingual Words an Entities via
Attentiv Di tant Supervis on
Ano ymous ACL submission
Abstract
Jointly l arning word and e tity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrat s cross-lingu l word
a d entity representation learning to enable
joint inference among knowledge base nd
text across langua es, capturing mutually
complem ntary knowledge. Inste d of re-
liance on par lel data, we automatically
generate cross-lingual training data via d -
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge atte tion nd cr ss-lingual
attention to select th most format ve
words and filter out noise, which will fur-
ther improve the perf rmance. In exp r-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method wi an average
gain of 20% and 3% over ba elines, re-
spect vely. Using e tity li king s a ca
st dy, the result on be chmark dataset
verify the quality of our embedd gs.
1 Introduction
Multi-lingual knowledg bases (KB), storing il-
lions of entiti s and their facts in var ous l n-
guages, provide rich structured knowledge f r un-
derstanding natural language b yond texts. Mean-
while, abundant text c rpus conta ns larg amo n
of potential knowledg omplementary to xisting
KBs. Th refore, r searchers lever ge bo h yp s
of r sources to improv various natural l nguag
processing (NLP) related tasks, such s rel tio ex-
tr ction (Weston t l., 013; L n et l., 7), d
entity li king (Tsai and Roth, 2 16; Ya ada et a .,
2016; Cao et al., 2017; Ji et al., 2016).
Most existing work jointly m dels KB and text
corpus to enh nce e c other by learning word and
e tity representat ons n unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2 16;
Cao et al., 2017) utilize the coherenc informa-
tion to align s milar words and entities with sim-
ilar embedding v ctors. Another appr ach i (Han
et al., 2016; Toutanova et l., 2015; Wu et al.,
2016) learns to represent entitie based on their
textual descriptions together with the stru tured re-
lations. However, the e methods only focus on
o o-lingual etti s, and few researches have
been done in cross-lingual sce arios.
In his paper, w propose to learn cross-lingual
w d a d ent ty epresen tio s in th same seman-
tic space, to nable j in i feren e amon KB and
t xt cross l guages t o t an ad itional trans-
latio mechanism, which is usually exp sive a d
may introduce in vi ble ror . Our e ddi gs
are helpful to break d wn l nguage gaps m ny
tasks, such a c oss-lin al e tity linkin , i which
the maj r challenge lies in measuri g th simi ar-
ity b tween ntiti s and corresponding t o d
words in differ nt l guages.
eNBA , w , w ,w ?
The i tuit i that, ords ti in
various l ngua s share s m co s a tic
me ing 1, but th re re l ys in whi h y
differ. On o e ha d, w utiliz th r shar d s n-
ics to alig simi r w rd and i ies with simi-
lar em eddi g e tors, n matt th y a in the
sa e ua or not. On th ther h cr s-
li ual be dings will b nefit fro d ffer t l -
gu ges ue the co ple n kn wl d e F r
i sta c , textu l biguity in o e langu ge y
di pp ar i oth r l g e . ., the t e -
1S e ro s-lingual p ering work obse v that word
e b ddings trai d parately monoli gu l corpo x-
h bit is m rphic structu cr ss l guages (Mik lov et al.,
2013; Zhang et a ., 201 .
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Abstract
Jointly learning word and entity represen-
tations be fits ma y NLP tasks, while has
not been well explored in cross-lingual et-
tings. In this paper, we propose ovel
met od that integrate cross-lingual word
and ntity r present ti n le rning o able
j nt infere c among kno ledge b se and
text across languages, capturing mutually
c mplementary knowled . Instead of re-
liance n parallel data, we automaticall
generate cross-lingual tra ning data via dis-
tant supervision o e mult -li l knowl-
edg base . W also prop s two types
of knowledge attenti cro s-lingual
attention to lect th most inf rmative
ords and fil er ou noise, which will fur-
th r im r ve th perf r a c . In ex r-
iments, separate t sks of wor tra slat o
nd entity elatednes d mo stra th ef-
fectiveness of our method i an av rage
gain of 20% and 3 over baselin s, re-
spectively. Using ti y linking as a ca e
study, the re ults o b nchmark datas
v ify the quality f r emb dd ngs.
1 I tr duction
Multi-lingual nowle bases ( ), stor n mil-
lions of n ties and their fac s i a i us l -
e , p ovi rich st u tu d k o l dge f r un-
derstanding a u al guag bey nd ext . M n-
while, abundant t xt c rpus tain l r am u
of potential knowl dge comp m nta y t x s
K s. Th refore, r searc ers le er g oth ty s
of resourc s to m rov var u atural guag
pr c ssin (NLP l ted t sks, su as relati x-
traction (W s on et al., 2 13; Li et ., 017),
e tity linki g (Ts i and Roth, 2016; Ya a a l.
2016; Cao et al., 20 7; J t a ., 16).
Most existing work jointly models K and text
corpus to e hance each other by learning word and
enti y repre enta ions in a u ified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
C o et al., 2017) utilize the coherence informa-
tion to align similar w rds and entities with si -
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
16) learns to represent entities based o their
textual descriptions t gether with the structured re-
lations. How ver, these methods only focus on
mono-lin al settings, and few rese rches have
been d ne in cro s-lingual scenarios.
I this pap , w propose to learn cross-lingual
w rd a d entity represe tations in the same se an-
tic s ace, to enabl joint infer ce among KB and
text cross la guages with ut any additional trans-
lation c sm, which s usually xpensive and
ay intr uce i vitable rrors. Our embeddi gs
are hel ful to break down langu g aps in many
tasks, such as c oss-li gual entity li ki g, in hich
the major challeng li s n m a uri g the simil -
ity betw t ties and c rr po ding mentioned
w ds in diff rent l gua es.
eNBA
T e i tuiti n is th , words and titi in
vari l gu g s h r some common semantic
m nings1, bu the are als w ys n ch they
differ. On e hand, w utiliz t eir sh r d m -
tics lig il r o ds a d ntitie with simi
a b d v ct r o tt r they re in the
s l ua or t. O t ther h d, c oss-
li gual m ddings ill efi f m iff re t -
g g s d e t th co ple e t ry k owl g . F
in t c t x a b g y i e l age ay
is ppe r other l n , .g., the two mean-
1S me cross-lingu l p o e ring work o serve th t word
e ing tra d s p r el n mo o i gual c rpor ex-
ib t i o rp c ructu cr la guage (Mikolo et al.,
013; Zhang l., 2017).
E
Lawr c L re c
NBAe ll ra wb e ll
wA rica
Figu : Th f o k f d. Th i put a o pu s of each step ar li ted in the right
sid , nd th f s d h t i p t of jo nt representati n ear i . Red texts
wit br c e r a c , d ed li b iti d t rel t o s, nd sol d lines ar cross-lingual
li k .
o n i h ors i i g , -
t r in hi l .g., E l i y F u t
a d Chi ese ti y 福斯特 (F st a d-
ded clo e s p c d t th c
ne ghb r N A,A l-sta BA选秀 ( r ft), .
(3) Cross-ling l S nt c R ul rizer s o
l rn mutual t a slat d w r w h s l r -
ddings by pu th r r s- i g c x
(i.e. compara le s t nc s) togethe . F r xa -
ple, English word b sket all a the tra lated
C ine e word 篮球 freq t y c - ccur in com-
parable sent nce , an r clos in the semantic
spac .
All word/ ntity e ddi g a rain d j intly
under a unified opti iz tion objectiv . Next, we
wi l intr duc how to generate i-li gua EN and
comparable sentences a well as the three c p -
nents for joi t repr se tatio l arning i t rn.
3.3 Cross-lingu l Sup rv on D t
Generati n
This secti introd ces how extr ct r cross-
lingual clu s from multi-lingual KB in t f rm of
bi-lin al EN and comparabl s ntences.
Bi-li gual Entity Network Co structio
Conventional knowledge r p es tation m th-
ods normally regard cross-ling al li ks as a spe-
ci l equivalence type of relation betwe n two en-
tities (Zhu et al., 2017). However, we argue th t
this may mislead t an incon st nt r ining ob-
j t v i e c o s-l ngual link actu lly co tains
ultipl relations. For examp e (Figure 1), there
w ll b di ct r lati n betweenChinese ntity福
斯特 (Fou ) and E lish ti y Pisto by me ely
d quival e relation b tw n F u t nd
福斯特, which i in c tr diction with th f ct that
Fo t b l s Pi t , n matter in ich lan-
u g
Th refore, w uild bi-li gual entit network by
maki g c oss-li gua li ked entities tha inherit all
relati ns fro each ot er. Co cretely, we enhance
o o-EN y addi g edg fro all neighbors of
ntity e t zj if <
e
i ,
z
j >∈ e−z ( ay r 2).
??
C mp r ble Se te ces G n ration
We tilize d tant s pervisio to generate om-
parable sent nces fr Wik p ia rticles. As
sho F g r 1, fro a e rticl s of ross-
ling l l nk ntitie eK be a d e
z
K b , we extract
those se t ces inc d g not r cross li g al
l k d ntit es eJo and
z
oe as comparable s n-
t ce Se−z = {< k, szk >}.
The i tuit o s that we c sider ch sentence
in Wikipe ia article has a pseudo mentio of
the page entity (talking something about th en-
tity) (Y ada et al., 2017). Thus, if a sentenc also
mentio s an ther nti y, it impl citly expr ss s
their relation. Therefore, we make a similar as-
sumption a in r ati n extr cti n: If two enti-
ti s participate in a relation, nd both of them
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NBA
Lawrence Foust
All-star
[[ wr nce ichael F ust]] was
an American asketball player
who spent 12 seaso  in [[NBA]]
NBA (zh)
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E glish KB hinese KB
RRd
RR3
RRN
Rky
RkR
Rkk
Rkj
Rk9
Rk8
Rke
Rkd
k3
RkN
Rjy
RjR
Rjk
Rjj
Rj9
Rj8
Rje
Rjd
Rj
RjN
R9y
R9
R9k
R9j
R99
R98
R9e
R9d
R93
R9N
R8y
R8R
R8k
R8j
R89
88
R8
R8d
R8
R8N
Rey
ReR
Rek
Rej
Re9
Re8
Ree
Red
Re3
ReN
Rdy
RdR
Rdk
Rdj
Rd9
qqq kyR3- T`BH kj@kd- kyR3- G QM- 6`M+2 MQMX
Rd8
Rde
Rdd
Rd3
RdN
R3y
R3R
R3k
R3j
R39
R38
R3
R3d
R33
R3N
RNy
RNR
RNk
RNj
RN9
RN8
RNe
RNd
RN3
RNN
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kyR
kyk
kyj
ky9
ky8
kye
kyd
ky3
kyN
kRy
kRR
kRk
kRj
kR9
kR8
kRe
kRd
kR3
kRN
kky
kkR
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kkj
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kk8
kke
kkd
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kkN
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kjR
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irQ /Bz2`2M MiBiB2b- "MF M/ "MF U;2Q;`T?vVX
AM i?2 KmHiBHBM;mH b2iiBM;b- i?Bb Bbbm2 Q7 K#B;mBiv
#2+QK b KQ`2 b2p2`2X
*` bb@HBM;mH qQ`/ HB 2M  H`;2 M K#2` Q7
K2i?Q/b 7Q+mb QM mbBM; T ` HH2H +Q`T b UBX2X HB;M2/
rQ`/b- b2Mi2M+2bV  +`Qbb@HBM;mH bmT2`pBbBQM B;MHb
iQ HB;M bB BH` Q`/b BM Qi? H ;m;2b (RĜ9- Ĝ
N)X >Qr 2`- i? T ` HH2H +Q`T b B 2 T2MbBp iQ Q#@
iBM M/ mb HHv Bb QMHv p BH#H 7Q` +2` BM M`@
`Q /QKBMb ?B+ B `Q/ +2b  bi`QM; /QKBM #Bb
BMi ?2 H2`MBM; T`Q+ bb (R)X HH2 Bi2 ?2 #m`@
/2 Q7 Q B ; `HH H + `Tmb- RR- R ) b? |2 U X X
`M/QKHv Q` H2M i?@`iB V  ? TB` 7 + K `# 2
/ + Mib  ?`2 +Q KQ ?2K2 B /Bz2`2M
H M;m 2 iQ + M i`m+ Tb m/ #BHB ; H /Q+mK ib
/B`2+iHv 7Q` #BHB ;mH `/ ` T M B M H `MBM;X
>Q 2p2`- ?2 b? |2 bi` i2 v b ? `/ +Q `QH ?
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 / bQ
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 / +QM 2t rQ`/b B i i
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i DQBMiHv H `Mb
rQ`/- K2MiBQM M/ 2MiBiv 2K#2//BM;b +`Qbb HM;m;2bX
6QHHQrBM;
K2MiBQM b2Mb2
+QMi2ti
k J >P.
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H qQ`/
_2T`2b2MiiBQM G2`MBM;
S n Szh een ezh URV
KQMQHBM; H rQ`/fK2MiBQM 2K#2//BM; H2`MBM;
L =
∑
x ∈D
∑
xo ∈C(xi )
Q; P(xo |xi) UkV
+` bb@HBM;mH Q`/ HB;MK2Mi
L =
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(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV
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H HB FX
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H M Biv
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`MBM;
L =
i ∈E
HQ; P(N ( i)|ei) +
∑
(ei ,ej )∈Ec
HQ; P(N (e j)|ei)
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∑
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`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H ;M2/
r `/ - b2Mi2M+2 V 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i b?`  + KQM ?2K BM /Bz 2M
H M; ;2b iQ + Mb +i Tb2m/ #BH M; H /Q+ K2Mi
/B`2+iHv 7 ` #BHBM; H `/ ` T` b 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6 HHQrBM;
K2MiBQM b2Mb2
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BMb 2MiB v TB`b +QMM2+i2/ #v 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b2b 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Q7 bmT2`pBbBQM #v HB;MBM; i?2 ;Bp2M FMQrH /;2 #b2 iQ i2ti
7QHHQrBM; i?2 bbmKTiBQM, ǳA7 irQ 2MiBiB2b T`iB+BTi2 BM 
`2HiBQM- HH b2Mi2M+2b i?i K2MiBQM i?2b2 irQ 2MiBiB2b 2tT`2bb
i?i `2HiBQMǴ (ky)X
hQ ;2M2`i ?B;?2` [mHBiv +QKT`#H2 / i miQK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HHv-
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i2 /BbiMi bmT2`pBbBQM +?M [m2 BM Q
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BM irQ TQBMib, UBV F22TBM;  +QMbBbi2Mi Q#@
D2+iBp2 b KQMQ@HBM;mH rQ`/ QTiBKBxiBQMě
i?2 rQ`/b b?`BM; KQ`2 +QMi2timH rQ`/b ?p2
bBKBH` 2K#2//BM;b- `i?2` i?M i?2 rQ`/b
?p2  bT2+BH ivT2 Q7 2[mHBiv `2HiBQMb Ui?2
bK2 b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV H@
H2pBiBM; i?2 #m`/2M Q7 T`HH2H rQ`/b bBM+2
r2 +imHHv /QMǶi FMQr r?B+? Q`/b `2 2t@
+iHv Ki+?2/ +`Qbb HM;m;2b BM +QKT`@
#H2 b2Mi2M+2bX h?mb- r2 TT`QtBKi2Hv QTiB@
KBx2 1[miBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 bK2 b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +
∑ C(wki) M/ UBBV mT/iBM; i?2 2MiB`2
b2Mi2M+2 TB` BM QM2 bi2T,
Ls =
∑
<skm,slm>∈Sk,l
||bFK − bHK||2 UjV
?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#iBM 
bBKBH` bbmKTiBQM i? U"2M;BQ M/ *Q``/Q-
kyR8V, h?2 KQ`2 7`2[m MiHv irQ Q`/ Q++m` BM
T`HH2Hf+QKT`#H2 b2Mi2M+2 TB`b- i?2 +HQb2`
i?2B` `2T`2b2MiiBQM rBHH #2X
*QKT`2/ iQ T`HH H b2Mi2M+2b- Qm` + KT@
`#H2 b2Mi2M+2b HH2pBi2 i? T`HH2H #m /2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;mH `2bQm`+2b- #mi
HbQ BMi`Q/m+2 Km+? MQBb2 Q` 2p2 BM+ ``2+iHv
;2M2`i2/X L2ti- r2 BMi`Q/m+2 i Q ivT2b Q7
ii2MiBQM K2+?MBbKb iQ //`2bb i?Bb bbm2X
EMQrH2/;2  i2MiBQM
EMQrH2/;2  i2MiBQM Bb BM `Q/m+2/ iQ pQB/
i?2 BM+Q``2+iHv H#2HH2/ +QKT`#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +Q +i2M b2p@
2`H b2Mi2M+2b 2 2 iBiv ek T;2 `iB+H2b-
#mi bQK2 2 i2 +2b ` MQ ` Hi2/ i kmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB bQ7 @
ii2MiBQM +QKTmi / #v K2bm`BM; bBKBH`B v
rB ?BM i?2 i?  ;m;2,
αnkm ∝ sim( FK,
∑
wki∈snkm
FB) U9V
r?2`2 αkm Bb i?2 FMQ H2/;2 i 2Mi M Q7 i?2
i? b2Mi2M+2 7 ` skmX LQi2 i?i B7 2`2 B MHv
QM2 b2Mi2 +2 ;2M2`i / 7`QK ekm `iB+H b- αn
2[mHb iQ QM2X
*`Qbb@HBM;mH ii2MiBQM
*`Qbb@HBM;mH ii2MiBQM 7Q+mb b QM TQi2MiBH
BM7Q`KiBQM 7`QK i?2 +QKT`#H b2Mi 2
i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH` rBi?
b2H7@ii2MiBQM K2+?MBbK- r?B+? Q#iBM H2`M@
BM; ;mB/M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;mH b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
 TQbbB#H2 rQ`/ HB;MK2Mi +`Qbb HM;m;2b #v
TB+FBM; mT i?2 KtBKmK bBKBH`Biv,
αki,lj ∝ `;Kt
wki∈skm,wlj∈slm
s m(wki, wlj) U8V
6BMHHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 p2`@
;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BMiBQM Q7 irQ ivT2b Q7 ii2MiBQMb,
bFK =
∑
snkm∈skm
αnkm
∑
wki∈snkm
αki,ljrFB UeV
jX8 `BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb  +QMbBbi2Mi b@
bmKTiBQM i? rQ`/f2MiBiv b?`BM; KQ`2 +QM@
i2 ib ?b bB BH` `2T`2b2 iiBQMbX h?m - r2
/2}M2 i?2 Qp2`HH Q#D2+ Bp2 7mM+iBQM b i?2 HBM@
2` +QK#B iBQM,
L = Lc + γLs U V
r?2`2 γ Bb  ?vT2`@T`K2i2` iQ mM2 i?2 27@
72+i Q7 +`Qbb@HBM; H `2;mH `Bx2`- M/ Bi +M #2
TiBKBx2/ i?`Qm;? /:`/ a:. 2{+B2MiHvX
9 1 2`BK2 ib
Pm` K + Mi # iB M HB2 B i?` T`ib, URV
+QKT`#H2 b2Mi2M+2b 7Q` +`Qbb@HBM; H Q`/
`2T`2b2MiiB M H2`MBM;c UkV i?2 M2r KmHiB@EL
iQ m;K2Mi i?2 K Q@EL 7Q` H2`MBM; bi` +@
im`2/ F Q H2/;2c UjV i?2 mMB}2/ 7`K2rQ`F
?i M#H b +`Qbb@HBM;mH 2 M/ MQrH@
2/;2 #b BM72`2 + X ?2`27 `2 2 2`B7v Qm`
K QM bF Q7 `/ ` b  Q - 2MiBiv ` @
Hi /M2 b M/ +`Q @HBM;mH 2M Biv HB FB 7`QK
?  p ?` 2  T b- `2bT2+ B 2HvX
9XR 1 T2`BK2Mi a2i B ;b
q +?QQ qBFBT2/ - ?2 T`BH kyR / K - 
i?2 K HiB@HBM;mH F Q H2/;2 #b2  / bB T T@
mH HM; ; b 7 ` pHmiBQM- Q b  BbiB+b
Bb b?Q M BM #H2 RX 6Q` #`2pB v- 2 /QTi
i Q@H2i ` ##` B /2MQ 2 H M ;2bjX
j1M- w?- 1b C- A M/ ` ` b?Q`i 7Q` ;HBb?-
* B 2b2- TMBb - CT b2- A HB M M/ hm`FBb?- `2@
bT2+iBp H
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+Q i`/B+ BQM Bi? i? 7+i ? EQ# "`vMi
Bb i? bQ Q7 CQ2 "`vMi- MQ Kii2` BM ?B+?
HM;m;2X
h?2`27Q`2- r2 #mBH/ K HiB@EL #v KFBM;
+`Qbb@HBM;mH HBMF2/ 2MiBiB2b BM?2`B HH i?2 `2@
H BQMb 7`QK 2+? Qi?2`- bQ ? ?2v BHH #2
K# //2/ +HQb2bi /m2 i ?2 bi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- 2 K2`;2 KQMQ@ELb
#v //BM; 2/;2b 7`Q HH M2B;?#Q`b 7 2MiB v
e i iQ elj B7 < eki, el >∈ Rc UHv2` 9VX
*QKT ` #H2 a2Mi2 +2
2 m BHBx2 /B i Mi mT pBbBQM iQ ;2M `
+QKT`#H2 b2Mi2M+ 7`QK qBFBT B ` B+H2bX
b b?QrM BM 6B;m`2 k- i?2 rQ  B+H2b `2
` K + Qbb@HB ; H HBMF / 2M BiB n,Kobe /
ezh,Kobe UHv2 R kVX q2 2 `+ i?Qb2 b M@
i M 2b BM+Hm B ;  Q ? ` +`Qbb@HB ;mH HBMF /
2MiBiB een,Joe M/ zh,J UHv jV +Q T @
`#H2 b Mi2M+2bX
h? BMimBiBQM Bb i? i 2 + M B/ ` +? b2M@
i2 + B  qBFBT /B ` B H2 ? b  T 2m/
K MiBQM Q7 ?2 T;2 MiB v Ui FBM; bQK ?B ;
#Qmi i?2 2M BivV Uu / i HX- kyR VX h? -
B7  b2Mi M+ HbQ K MiBQMb  Qi?2` 2MiB v-
KTHB+BiHv 2tT` bb b ?2B` `2H BQMX h? `27Q`2-
r2 2t 2M i?2  bm TiB M BM `2  B 2 `+@
BQM K iB BM 2+ B k Q mHiB@HB mH
b2iiB ;b, A7 irQ B2b T `iB+BTi2  ` @
HiBQM- / # i? Q7 i? K ?p + Qbb@HBM H
HBMFb- HH b i2M 2b i?i K2 QMb ?2 r
2MiBiB2b UTb m/ Q` MQ V ` Q T ` #H2 #v
tT` bbB ; i? i HiBQMXX 6Q` 2tK H - i 2
+QKT`# M 2M b B Hv2` j #Q ? tT`2
i?2 7 ?2`@bQM `2HiBQM ?BT #2i 2M ?2 +`Q b@
HBM;m H MF2/ 2 iBiB2b < ee , obe, ezh,Kobe >
M/ < en,J e, ezh,Joe >X
 +`Qbb@HBM;mH HBMF / MiBi v Q++m` b p@
` iBK2b BM  q FBT /B `iB H2- M/ +QM@
+i2 i2 ?2K BM  HQM; ` b2Mi M+2- #mi Bb
rBHH # BM; Km+? MQBb2- 2bT +BHHv bQK2 Q7 i?2
b Mi2 +2b `2 BM+Q``2+iHv 2ti`+i /X h?2` @
7Q`2- r2 /2bB;M irQ ivT2b Q7 ii2MiBQM iQ b2H2+i
i 2 KQbi B 7Q`KiBp2 rQ`/b M /2 H rBi? i 2
r`QM; H#2HHB ; T`Q#H K B +iBQ jX9X
jXj JQMQ@HBM;mH _2T`2 2 i BQM
G2`MBM;  JQ/2HBM; HB;M2/
1MiBiB2b
b K2MiBQM2/ #Qp2- i?2 KmHiB@EL #`B/; b
i?2 HM;m;2 ;T 7QHHQrBM; i?2 bK2 i` MBM;
Q#D2+ B 2 b KQMQ@ELX 6 HHQrBM; i?2 KQ Q@
HBM;mH Q`F UuK/ 2i HX- kyRec *Q 2i HX-
kyRdV- 2 2ti2M/ i?2 aFBT@;`K KQ/2H iQ
QMQ@H M;mH Q`/b  / +`Qbb@HBM;mH 2MiBiB2b
?BH2 F22T +QMbB 2M QTiBKBxiBQM 7mM+iBQMX
Ai mb2b ?2 +m`` Mi Q`/f2MiBiv iQ T`2/B+i Bib
+QMi timH Q`/bf2M BiB2b ;Bp2M i?2 +Q?2`2M+2
BM7Q`KiBQM BM i2ti +Q`Tmb D- M+?Q`bA M/
KmHiB@EL K #v KtBKBxBM; i?2 p ` ;2 HQ;@
T`Q##BHBiv,
Lc =
∑
xi∈{D,A,KN}
HQ;P (C(xi)|xi) URV
? `2 xi Bb 2B ?2`  Q`/ Q` M 2MiBiv-
M/ C(xi) /2 2b ?2 +QMi2tib Bi?BM  T`2@
/2} 2/ BM/ X LQi2 i?i C(xi) /Bz2`b  HBi@
iH2 HQM; rBi? xi, URV +QMi2 m Q`/b r?2M
xi ∈ D UkV M2B;?#Q` 2MiBiB2b i?i HBMF2/ rBi?
2M Biv xi ∈ KN c UjV +Q i2 H Q`/b Q7 Q`/
K2MiBQM wj B  M+?Q` ?2M xi /2M i2b i?2
2M B v B M ?Q` < wj , i >∈ AX
? b- /b  / MiB B b i?i 7`2[m2M Hv
Q++ ` Q;2 ?2` b?` KQ`2 +QKK M + Mi2tib-
M/ ?p2 b K H` K#2//BM;bX b b?Q M
6 ;m 2 k- ,J Q++ `b Bi? we ,pla r-
w ,NBA iQ;2i?2` M/ i?2v b? `2 ?2 +Q K M
QMi2 i rQ`/b- bQ i?2v `2 +HQb2 BM i 2 b @
K B+ bT+2X BKBH`Hv- 2M BiB2b b `BM; KQ`2
2B;?#Q` iB B2b i2M/ iQ #2 +HQb2- 2X;X /m Q
i?  M2B;?#Q` 2 B v en,LosAng l sL kers-
2MiB B2b e ,J - n obe M/ ezh,K b ?p2 bB @
H` `2T`2 2Mi B bX
jX9 *`Qbb@HBM; H 2 i + _2; H`Bx2`
*QKT #H2 b2 i M+ b `2 ` ; /2/  +`Qbb@
HBM; H +QMi2tib 7 2+? Q ?2` ++Q`/BM; iQ
a a2+ BQ jXkX AMbi2 / Q7 T`2/B+iB M KQ/2H-
2 T` 7 i KBMBKBx2 ?2 1 +HB/2M /BbiM+2
# ir 2 i 2 i `; `/ wki  / B b +`Qbb@
HBM;mH +Q 2t mH Q` b Cl(wki) B ? +QK@
T `#H Mi M+2b,
Ls =
∑
<skm,slm∈Sk,l
∑
wki∈skm
||w i −
∑
Cl(w i)||2
UkV
r?2`2 < skm, lm >∈ Sk,l Bb i? b2 @
i2 +2 B` BM i? k ? M/ li? HM;m;2b- `2@
bT2+ Bp2HvX lMHBF2 +QMp2 iBQMH H2 B+QM #b2/
i?Q b- r +? KB BKBx i?2 /BbiM+2 7 T`@
HH2H rQ /b- i?2 `2 M Q7 m+? `2; H`Bx2` HB2b
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Abstract
Jointly learning word and entity repres n-
tations enefits many NLP tasks, while has
n t been well explor d in cross-lingual et-
tings. In this pape , we propose a novel
method that integrates cross-lingual word
and entity representati n learning to enable
joint inference among knowledge b se and
text across languages, capturing utual y
complementary knowledge. Instead of re-
li nce on paralle data, we automatically
generate cross-lingual training data via dis-
tant supervi on ov r multi-lingual k ow -
edge ba es. W also ropos t o ty e
of k owledge a tention and ross-lingu l
attent on to s lect the most infor ative
words and filter out noi e, which will fur-
ther imp o e the performanc . In xper-
ime ts, separa tasks of ord translatio
and ntity rela dnes de nstrate the f-
fectiven ss of our met o w th an average
g in of 2 % a d 3% o er aseli es, re-
spectively. Usi g n ity l k g as a c se
tu y, he r ults o b chmark d ta
v rify the qu lity f ou e edd ng .
1 I roduct o
ulti l gual k o l dge b se (KB), st r mi -
lions of e iti s n th r fact i v i u l -
guag s, pr vi rich ru r k o l f r u -
d rsta ding nat l l gu g b t x . Me n-
wh l , bu d n x c rpus co ta s l g a t
f p e ti l knowl d p t r xi g
K . h r f r , r c r l v r g oth typ s
f r ou c s t p v v u tur g
roc ssi g (NLP) r l t k , ch r l x-
acti n (W s n al., 0 3; in l , 017 , a d
en l ki (T o , 016; Ya a et .,
016; Cao t al., 017; J l. 0 6).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2 ; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text acros languages without any additional trans-
lation mech ism, which s usually xpensive and
may intro uce inevitable errors. Our embeddings
are h lpful to break down language gaps in many
tas s, such a cro -lingual entity linking, in which
t e maj r ch lle e lies in mea uring the similar-
ity be wee ntities and corresponding mentioned
wo ds in diffe e t languages.
e??, w??, w???
The nt on is t at, wor s nd entities in
v i u languag s share some com on semantic
a ings1, but th re re also ways in which they
diff r. O ne h nd, we utiliz th ir shared sem n-
t s o l g sim lar w rds and entities with simi-
la e b d i v cto s, o atter they are in the
s la gu ge or not. On he other hand, cross-
l u l e b ddings ill b nefit from different lan-
gu s e to he co pleme t ry k owle ge. For
t c , t xtual ambiguit i one la guage may
d s p i o her la guage, e.g., the two mean-
1Som cross-l ngual pione ri g work observe that word
b ddings r ine separately on m olingual orpora ex-
hibit i om phi s r c acro s l gu ges (Mikolov e al.,
2013; Z a g et al., 20 ).
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Abstract
Jointly learning w rd a d entity represen-
t tions b nefits many NLP ta ks, whil has
not been well explored in cross-lingual set-
tings. I this pape , we propose a novel
ethod that integrat s cross-lingual word
and ntity rep esentation l arn ng t enable
joi t inference among knowledge base and
t xt across languag s, capturi g mu ually
compleme ta y knowl ge. I stead of re-
liance on parallel da a, we automatic lly
ge erate cross-lingual training data vi di -
tant sup rvisi n ver multi-lingual knowl-
dge ases. We also propose tw typ s
of knowl dge att nt on and cr ss-li gu l
attention to s lect the ost informativ
words and filter out nois , hich will fur-
her improve he p formance. In exper-
iments, separate tasks f word transla ion
and entity r la e ne s d mon tra e th ef-
fectiveness of our metho w th an ver ge
gai of % and 3% ov b sel es, re-
sp ctively. Us n i y i ki as as
stud , t e r sult o benc ark d tas t
verify the qu li of ur em e d gs.
1 I tr duct n
Multi-lingu l kn wl g b s (KB), t l
lio s of entities a th r f c i var ou l -
guag , prov de ri h struct d w dg f
derstanding natural l nguage beyo texts. M a -
while, undant t xt corp s c t i r t
of potential knowledge co pl ntary o x t g
KBs. Therefo e, researche s l v a e b th yp
of resources to mprove va s na ura l g g
processing (NLP) related tas s, uc s lati x
traction (Weston et al., 3; Lin ., 017), d
entity linking (Tsai and Roth, 2016; Y m d t .,
2016; Cao et al., 2017; Ji et al., 16).
Most exist ng w rk jointly models KB and text
corpus to enhance each other by learning word and
entity r presentations in a u ified vector space. For
example, (W g t al., 2014; Ya ada et al., 2 16;
Cao et al., 2017) utilize the coherence informa-
tion t align similar words and entities with sim-
ilar mbedding v cto s. Another appro ch in (Ha
t al., 201 ; Toutanova e al., 2015; Wu et al.,
2016) learns to represent tities bas d on their
t xtual descriptions together with the structured re-
lat ns. H w v , these m thods only f cus on
m no-lingual se ti gs, and few rese rches have
b en do e in cros -lingu l scen ri s.
In his p per, w propose to learn cross-lingual
rd and enti y r p e tatio i the same seman-
tic pac , to e ab joi t i fer nce among K and
text acr ss languages w th ut ny additional trans-
la on echa ism, whic is usu ll x e sive and
ay n roduc evitable e r rs. Our e beddings
ar helpful to break dow l gu ge g ps in many
t sk , uch as cross-l ual enti y linki g, in which
th maj r ch llenge li s i mea uring t sim lar-
it b n tit a resp d ng ntio ed
w rd diff ent u ges.
e??, ?, ???
The ntu tion s h t, words and ent ties in
v u l g s sha som om o sema t c
i s1, but th r r l o a in which they
d ff . O a d, t l z h r s man-
ic t l g il r w rd a d ntities ith si -
be i e t s no at r th e i th
m l ngua or t. O t t h d, c oss-
u l b di g w ll n fit fr d ff re t l -
g s u t h pl e t ry k o l . F r
i t c , xtu l m guity in o la gu e may
d p t u , .g., t tw ean-
S c ss- u l p o r k b erve th t word
dd tr in d p r t ly on oli ual c rpor ex-
bi rp ic stru u e a r ss l g a (Mi olov t l.,
013; Zh g l., 017).
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Abstract
Jointly learning word and enti y r presen-
tations benefits many NLP tasks, whil has
not been well explored in cross-lingual set-
ting . I this paper, we pr pose a novel
method th t integ ates cross-lingual word
and entity representation learning o enable
joint inference among knowledge base and
text across languages, capturing utually
complementary knowledge. Instea of re-
liance on parallel data, we aut matically
generate cross-lingual tr ining data via dis-
tant supervision over mult -lingual knowl-
dge b se . We also pr o tw types
of knowledge atte tion a d cross-l ngual
attenti n to ct h mos i form tive
words and filter ut noise, hich will fur-
her mprove the perf mance. In xper-
iments, se arate tasks f w rd t nsl t o
and entity relatedness d monstrat the ef-
fect vene s of our method w th vera
gain of 2 % and 3% ov aseli , e-
s ctively. Using entity l nking a case
study, the results n benchm rk dat s t
veri y the qu ity of ou mbe ing .
1 I tro u tio
Multi-l g al k wled e as (K ), t ri l-
lions of entities an th i f c s i v ri u l n-
guages, pr vid ri h tructur k wl dg f -
derstandi g nat r l uag yo d t xt . -
while, abun ant t t c r us con i l rge u t
of potential knowledg c pl t y t x t g
KBs. h efo e, ese rc s l v ag th p
of resourc s o mp ov v ri u a ur l l ua
proce ing (NLP) r la ta k , h as re o x
traction (Weston e al., 2 13; L l., 017), a
ent ty linking Tsai a d R th, 016; Y ad t .,
016; Cao et l , 0 ; J et l., ).
Most existing work jointly mod ls KB and text
corpus t nha ce ach other by l arning word and
ntity representations in a unified vector space. For
ex mple, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to li n sim lar ords and entities with sim-
ilar embedding vectors. An t r approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lati ns. Ho ever, these metho s only focus on
mo o-lingual settings, and few researches have
been done in cross-lingu l scenarios.
In this paper, we propose to learn cross-lingual
word a d entity represe tatio s in the same seman-
tic space, to nable joint nferenc among KB and
t xt cross languages with ut ny additional tr ns-
l t on mechanism, which is usually expensive and
ay introd c inev t b e errors. Our embeddings
ar h lpful to break down language gaps in many
ta ks, such as cross-li gual entity li ing, in which
he m jor ch lle ge lies in me suring the similar-
ty twe t tie nd or espo ing mentioned
word in d ffer nt la guag s.
??, w??, w???
The i tuition s t t, w r s n entiti in
v riou l gua e sh re s m c mmo emantic
me s1, bu the e r also w ys in h they
d ffer. O h d, we uti ize the r shared se an-
tics o align simil r w rds d tities with simi-
l bed ng vec or , matter the are in th
s a ag not. O th o r h , cr ss-
i g al dding l n fit from differ t l -
g ge e o the c pl nt y kno l e. For
i st c , u b g ity in o e l gu ge m y
d app ar t la guag , e.g., t e two m -
1Som cro li gual i ne ring work ob erv at word
di gs a sep a ly nol u l corp ra ex-
ibit s o ph c stru ur acro s languages Mi olov et al.,
0 3; Zh g e l., 17).
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A stract
J intly l arning word and entity r presen-
atio s b nefits many NLP tasks, while h s
not bee well explored in cross-lingual s t-
tings. In this paper, we propos a n vel
method that integrates cross-lingual word
and entity repr sentation lear ing to en bl
joint inf rence among knowledge base and
tex cross language , capturing utually
co pleme tary knowledge. Instea of re-
li ce n pa llel d t , au oma ically
generate cross-lingual tr ining da a via dis-
tant supervision ov r mul i-li al k owl-
dge bases. We al o propose two type
of kn wledge att ntion and cr ss-lingual
attent on to select e mos inf rmativ
word and filter ut n ise, hich will fur-
ther improve the perfor ance. In exp r-
ments, s parate tasks of w rd translati n
an ntity r latedn ss mon t e th ef-
fectiven s f our thod with verag
gain f 20% nd 3% ver b selin s, re-
spe tiv ly. Using enti y linking as a ca e
study, th e ts on b nch a k ata et
ver fy the quality of our mb di gs.
1 I troduct on
M l i-li gu l k wl dge es (KB), tori g l-
li s of nti ie a d thei f c va ou n-
guages, r vid ch stru tur k l dg f r -
rst ndi g n tu l ngu ey t xts. Me -
whil , abunda t text c us c nt i l t
of p tential knowle g o pl ry t xisti
KBs. Ther for , r se rch rs lev rag b t yp
of resources i rove arious t a l g g
p oc ssin (NLP) rel t k , uch as l n x-
traction (We ton et al., 013; L t l., 2017), and
e tity linking (Ts i d R th, 1 ; Y m t a .,
2 1 C o e ., 2017; Ji t al., 2016).
Mo t existing work jointly models KB nd text
corpus to enhance each ther by learning word and
entity r presentations in a unified vector sp ce. For
exa ple, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to alig similar words and entities with sim-
ilar embedding vectors. Anothe approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) le rns to represent entities based on their
textual d scriptions together ith the structured re-
lations. However, thes meth ds only f cus on
mono-lingual s ttings, few researches have
been done in cross-li gual scenarios.
In this paper, we propose to lear cross-ling al
w rd and ti y r presentations in the same seman-
tic pac , to nabl joint infer nce among KB and
text c ss la ag wit out any dditional trans-
l ion mecha ism, which is usu lly expensive and
m y ntroduce ine itabl errors. Our embeddi gs
are l ful to break d w la uage gaps in many
ta ks, uch s cross-l gual entity linking, in which
the ajor cha len e lies in e uring t e similar-
ty t e t ti s corr ponding mentioned
r s i i e ag s.
,
i th t, o s d e ti es in
v ri s l n re so c mmon s m n ic
i gs1, t t r ar a w ys i which they
diff . hand, tiliz their shared seman-
ics lign i l r words and en i i s with simi-
l m di g v o s tt r h y r i the
m la uag o t. O th oth r h nd, cr s-
l al b di s ill fit f m diffe nt l n-
gu s du to th l tary knowl dg . For
i a , x u biguity in one langu e may
d pp r i the l g a , e. ., th two e -
1Som c -li u l pi e i rk b rve th t word
mb ings tra n d s pa ely on o oli gual corpor x-
h bi i m r s ruc u ac o s angu ( ik lov et al.,
2013; Zh ., 2017).
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Abstract
Jointly learni g word and entity repr sen-
tati ns benefit many NLP t sks, while has
not been well xpl r d i cross-l ngual set-
ti gs. In this p p r, w propose vel
method that integrates cross-lingual word
and entity representa ion lear i g to able
joint inference among knowledge base and
ext across languages, capturi g mutually
comple ntary knowledg . In tead f re-
liance on parallel data, we automatically
generate cross-l ngual training dat ia dis-
tant supervisio o r multi- ingual k owl
edge bases. We also propose t type
f knowledge attenti and c ss-lingual
attention to lect the ost for tiv
words and fil er out noise, which will f r-
ther improv the p rformanc . In xper-
ment , separ te tasks of wo d t a slatio
and entity el tedn ss de o strate the ef-
fectiveness of ur m tho it n aver g
gain of 0% a d 3% ver as lin s, e-
s ectively. Usi g en ty linking as a case
study, the re ults on bench ark dat s
verify the quality f our e b ddi gs.
1 Introd tion
Multi-lingual knowledge b s s (K ), st rin mil-
lio of entities and h ir facts n v rious l -
guag s, provid r ch tructured kn wle ge f r u -
derstandi g natural langu g bey d texts. an-
while, abundant text corpu c n ains large amou t
of potential k owle ge comple e tary to xisting
KBs. Ther fore, researchers lev r e b th types
of res urces to i prove ari us n tural l gu g
processing (NLP) related tas s, such as rel ion x-
traction (W st n t l., 013 Lin t al., 2017), a d
entity linking (Tsai and Roth, 016; Y mada t l.,
2016; Cao et al., 017; Ji et al., 016).
Most existing w rk j i tl models KB and text
c rpus to e ha each o her by learning word and
e ti y rep sentat ons in a unified vector space. F r
example, (Wang et al., 2014; Yamada et al., 2016;
C o et al., 017) utilize the cohere ce info ma-
tion to al gn s m lar words and entiti s with sim-
il r mbedding ve tors. Another approach in ( an
e al., 2016; outanov et al., 2015; Wu et l.,
2016) l arns to repres t entities b sed on their
textual descriptions together with th tructured re-
lat ons. H wever, these methods only focus on
mono-l gual ettings, d few s rches have
b done in cr ss-lingual scenarios.
In th s paper, we propo e to learn cross-lingual
word d entit repr nt tions i the same seman-
tic space, o enable join i ference among K and
text across lan uages ith ut any ad tio a t ans-
lati m cha ism, which is usually xpe sive and
ay i t duc i vit ble errors. Our emb ddi gs
r helpful t b k down la uag gap i m ny
ta ks, such s r s-li gual entity lin i g, in which
the maj r chall i s i easuring t e si ilar-
ity b twe entit a d co r spo d g n io d
w r s i diff r nt la gu g s.
??, ??, w?
The t ition is that, o ds a d e titi in
var gua ar som c mm s antic
eanings1, b t h r r als a which they
iff . O o ha d, we tilize th ir shar d s m -
ti s t ign s l w r s a ti s w th imi-
ar embedd g v ct rs, ma t r h y re i t
m l gu g o t. On th t er ha d, c ss-
i gu m di s ll b fi fr diff r la -
gu s u t the compl ment ry knowledge. For
inst nce, text ambig ty o la gu g ay
di pp a r l gu g , .g., th wo ean-
1S m ross-li u l pion i w rk obs rve th t wor
mb i g rain d par t ly n lingu l co pora x-
h bit iso ph c ruc ur cro s la ge (Miko ov t al.,
2013; Zha g t l., 2017).
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Abs r ct
Jointly learning word and entity represen-
tations benefits many NLP tasks, wh le has
ot ee well explo d i cross-lingual set-
tings. In this paper, we propose a novel
m thod that integrates cross-lin al word
and entity representation le r ing t enable
j in inf rence among knowledge base d
text across la gu ges, capturing mutually
compleme ry k owledge. Instead of re-
li c n rall l d t , we automatically
ge er t cross-lingual tr i ing data via dis-
ta t r isio ov r u t -lingual knowl-
edge ba e . o prop two typ
of k owl dge a te t on a d cr s -lingual
attention to select the st i formative
w rds nd fil r out noise, which will fur-
ther improve th performance. I expe -
me ts, s par t tasks of word tra sla on
a d nti y r l t d ss demo st at the f-
fectiv s of ur method it n ver e
gai of 0% d 3% over bas li es, -
spec ively. Usin e tity linki g s c se
study, the resul o b ch rk data t
ver fy the quality of ou embeddings.
1 I r duct o
M l i-li g l k wl d e b ( ), st ri il-
l n f tit es d eir acts i various l -
guages, ovi rich s uc ur d kn wl e f r
der i atu l l g ag yo t xt . M -
w il , bu da t t xt corpus co i s l rge amou t
f po l w d c mp e e y exi ing
B . The e rch rs l v ag bot typ s
f reso ce t i pr v v ri us a ral ngu g
pr ce sing (NLP) r lated task , u h as r t on x-
rac io (W sto t al., 2013; Lin t al., 2 17), a d
nt ty li ki (T ai a Rot , 2016; Y a et l.,
2016; C o t l., 0 7; Ji t al., 2016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unifi d vector sp ce. For
ex mpl , (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) tilize the coherence informa-
tion to align similar words and entities with sim-
i ar e beddi g ve tors. A other approach in (Han
et al., 2016; T utanova et al., 2 15; Wu et al.,
2016) lear s to represent entities based on their
textual descriptions together ith the structured re-
lations. However, these methods only focus on
mon -lingual ettings, d few researches have
be n do e in r ss-lingual scenarios.
I hi paper, we p opose to learn cross-li gual
word nd ntity r pres ntations in the sam sema -
tic spac , to enable joint inference among KB and
text cr s la guages without any additional tr s-
lati m c a ism, w ic is usually exp siv and
m y int o uce inevitable rr s. Our embeddings
ar h lpful to br ak down language gaps in many
ta ks, such as cross-lingu l entity linking, i wh ch
the m jor challe ge lies in measuring the similar-
ity betw e entiti s an correspo di g entioned
w s in diff r lang ages.
eNB ??, w?, w?, w??
T e intuition i th t, w rd and entities in
various l nguag s are som com s m tic
ean gs1, but th r a e also ways in wh ch they
diff r. O , we utilize th ir s ared se an-
t cs to lign s l r ords d tities with simi
la mbedd g vector , n matt r they are in the
e languag or not. O the other hand, cross-
li gual b ddings ill b fi from iff nt lan-
gu u t t e mplem ntary k owledge. For
i s an e, t xtual am iguity in e la guage may
isap r in an t er l nguage, e.g., the tw mean-
1S cr ss-li gual pio r ng wor observ that w rd
embe dings t ained ep tely o o oli gu l corpor ex-
hibit isom phic struc u e cr ss l gu ges (Mikolov t al.,
2 13; Zhang et al., 2017).
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Abs ract
J intly learning word and entity repres n-
tati ns benefits any NLP tasks, while has
not been we l xplored in cross-lingual se -
ti gs. In this p per, w propose a ov l
method that integrates cross-lingual word
and ntit repres ntatio le rning t nable
j i t infer c among knowledge base and
text acr ss l ngu g s, capturing mutu lly
complementary knowledge. I ste d of r -
liance on p rallel data, we autom tically
generate cross-li gual training data v a d s-
ta t sup rvision o r multi-lingu l k owl-
edge bases. We als propose t typ
f knowledg att ntion and cross-l ngual
attention to elect the most inf rmativ
words and filter out oise, which ill fur-
th r improve the performanc . I x r-
iments, separate tasks f word translati n
and entity rel te n ss demo strate the ef-
fectiveness of our eth with an ver ge
gain of 20% and 3% over bas in s, re
spectively. Usi g ntity l nking a a a e
study, the r sults on ben hm rk datas t
verify the qual t of our mbeddi gs.
1 Introduction
Multi lingual n wledg base (KB), storin il-
lions of entitie and their f ct in vario s a -
guages, provide rich structured knowl f r un-
derstanding natural languag be on t x s. M a -
while, abundant text orpu co ta ns l rg amoun
of potential knowledge complementary t xis i
KBs. Ther fore, resea chers e er g both t pes
of resources to i prove vari us nat ral language
processing (NLP) rela d tas s, such s r lati n x-
traction (W ston et al., 2 3 Lin t l. 2 7), and
entity linking (Tsai and Roth, 2016; Yamad t al.,
2016; Cao et al., 17; Ji et al., 16).
Most existing work jointly models KB and tex
corpus to e ha each ther by learning word an
entity repr sentations in a unifi d v ct space. For
example, (Wang et al., 2014; Yamada t ., 2016;
Cao et al., 2017) utilize the coh re ce informa-
tio to align sim la words and nt ties with im-
ilar b ddi g vectors. A other approach i (H
t l., 2016; Toutanova e al., 015; Wu et al.
2016) l rns to repres nt ntit e ba d on heir
tex ual de criptions togethe with the structured re-
la ions. However, th ethods o ly focu on
ono-li gual settings, a d few res rch s h ve
be done in cr s-lingu l scenarios.
I is paper, w prop e t l ar r s -li gual
word and entity repr sentations in the same sema -
t c sp c , to enable joint inference a o KB and
t xt acr ss la ag s without any additional trans-
lati n mecha is , whic is usually ex e sive d
y i tr duce in vitable e rors. Our mbe d ngs
are h lpful to bre k do a uage g p i any
s s, such as cro s-li ual entity li k g, in whi h
the aj r challe e li s i suring th s mi a -
ity b w t a d o r nding e
ords d ffer t la g ag s
NBA??, , w , ??
The intu tion s , wo d a d e tities in
v rio la gu g har som c mm s ma ic
anings1, but th r re l o w ys n hi t
d ff . On n ha d, ti ze ir h r d ma -
ic t alig si ilar w rd a tie w th i i-
ar mb d ng v cto , tt r hey are i th
a lang o t. O e ot r , cr ss-
li g l e b ddi g ll b n fit fr differ t l -
guages d e t the o pl e ta y k led . F r
inst nc , textu m ity n la gua y
is p ear in nother la e, .g., th t e n-
1So e oss-l ngual p e r rk b er e that w rd
e eddi gs t ained s parately on o lingual corpo x-
hibit isom rphic s r c ure r s l ng a e (Mik lo l.,
2013; Z ng t l., 2017).
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Abstract
Jointly learning word and entity represen-
tations e efits any NLP tasks, while has
not been well explore in cr ss-lingual s t-
ti gs. I this paper, we pro os a ovel
ethod that integrat cross-li gual word
nd entity represen tion learning to enable
joint inf rence am knowledge base and
text acro s languages, c ptu in m tu l y
complement ry knowledge. I t ad f re-
liance on parallel d ta, we automa ically
generat cros -lingual t a ing data v a is-
ant supervision over mult -li gual kn l-
edge b ses. We lso propose two type
of knowle ge attentio nd cr ss-lin ual
atte tion to select he m t inf mative
words and filter out noise, hich will fur-
ther improve the erformance. In exp r-
im nts, epara ta ks of word tran l ti
a d ent ty rel tedn ss demonstra e the ef-
fectiven ss of ur method with n ave ge
gai of 0% and 3% over b li s, -
sp ct vely. Usi g enti y li king a c se
study, the results o b ch a k dat
verify th quality f our mbed i s.
1 Int oduc i
Multi-lingual knowled b s s (KB), s o i il
l o s of e tit e a d t eir f ts in variou lan-
guages, provi e rich structu ed knowle g for u -
dersta i n r l l ngu ge b yo texts. Me -
whi e, ab ndant text corpus c nt ins larg m t
of pot tial k w edg complem tar to ex t g
KBs. Ther f r , res arc ers l v g bo h typ s
of resour es to i prove vari us natur l l ua e
processi ( LP) r lated t sks, s ch s rel ti x-
traction (W s on t l., 20 ; Lin e al. 01 ), and
entity linki g (Tsa a d Roth, 2016; Y l.,
2016; Cao et al., 17; Ji et l., 016).
M st existing w rk jointly model KB text
corpus to enha ce e ch other by le rning word and
ntity e resent ti s i a unifi v ctor space. For
example, (Wa g t l., 2014; Yamada t al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align sim lar words and e tities ith sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; T tan va t al., 2015; Wu et al.,
2016) learns to re rese t en ti s b sed on th ir
textual descriptions together ith the tructured re-
lations. Howev r, t s m th ds only focus on
mon -li gual e tings, d f w r sea ches have
been do e in cr ss-l ngual scen rios.
In this paper, w p opose to earn cross-lingu l
wo d and nt ty r presentat ons i the s me em -
tic sp ce, to enable joi t i fer nce a ng KB a d
t xt acro la u g s withou any additional tra s-
lation mechanis , hich is usually x ensive n
may i troduce in vitable ors. Our e beddings
ar h lpful to break d n languag aps n m y
t sks, uc as c -lingual ity linking, n whi
th majo c all e ies i me suri g si ilar-
ity betw ties d c rre o i g m nt d
wor s in d ff ren la gu g .
NBA , , w , w??
Th intuiti th , w r en t
la uages ar so c m s a tic
m ings1, but h re ar al s i wh ch they
iff r. O ha d, we u iz h r r d sem -
t s a i n si l r r s an e tit s w th s -
la b di g v tor , at r th y r i t
a a uage r t. O th th r h , ro s-
li gu mbe di gs wil b efit from ffe e t la -
u g ue o th co l t y k owl d . For
i ance, t xtua a b guity i on l ngua ma
d sa p ar in a t er l guag , e. ., h t e n-
1S me cross l n ual pi e i g work o ser at w rd
b ddings rained ara el on olin l c ex-
hibit iso o p i str ctur across lang ges ( ikolov et al.,
2013; Z ng t al., 2017).
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Abstract
Jointly l ar ing ord and e tity represen-
tatio s b nefit many NLP tasks, while has
ot been well explor d in cross-lingual set-
tings. In his p per, we propose a ove
meth d that integrat s cross-lingu l word
a d entity representation learni to enable
joint inf ence am ng k ow edge bas and
text cross la gua es, capturing mutually
complem ntary kno l dg . I te d f e-
liance on par lel dat , e automatically
ge e ate cross-lingual trai ing data via di -
tant supervision ov r mul i-lingual kno l-
edge bases. We also propose two types
of kn wl dge atte tion d c s-lingual
att ntion to e ect th mos inf rm tiv
words and filter out ise, which will ur-
ther improve the p rformance. In exper-
iments, eparate tasks of word tr slatio
and entity relatednes dem trate the f-
fective ess f our tho i an ave ag
gain of 20% and 3% ver bas lines, -
s ect vely. Using entity lin ing as a se
st y, the r u t o benchmark dat t
verify th quality f our mb d ings.
1 Introducti
Multi-li gual knowledg bases ( ), toring il-
lions of e titi s and their facts in v riou lan-
guages, provide rich structur d k owl r u -
derstanding natur l l ng age beyo d ext . an-
while, abundant text cor us contains l rg a ount
f potential knowle g compl m n ary xisti g
KBs. Th refore, r searchers leverag both types
of r sources to improve v rious at ral l ngua
pro essing (NLP) related tasks, such as rel tio ex-
tr ction (Weston et l., 2013; Lin t al., 017), an
entity li king (Tsai and R th, 2016; Ya ada et a .,
2016; Cao et al., 017; Ji et al., 2016).
ost existing work jointly dels KB an text
corpus to e h nce c other by learning word and
entity re resentat ons n unified vector sp ce. For
xample, (Wang et al., 2014; Yamada et al., 2 16;
C o et al., 2017) utilize the coherence informa-
t n to ali n simila words and entities with sim-
ilar embedding v ctors. Another appr ach in (Ha
et al., 2016; Touta va et l., 2015; Wu et al.,
2016) l arns o re resent entiti s base n t eir
textual d scriptions tog ther ith the structured re-
l tio s. Howev r, th e methods only f cu
o o- ingual e ti s, a d f w researches have
e d ne cross-lingua sc rio .
In this paper, w propose to le rn cross-lingu l
wor a d entity repre ent tions in the m sema -
tic spac , to abl j in i f renc mo K and
t xt cross l guages th t a y additi al trans-
latio mechanism, which is usually expensiv
may troduce i v b rors. Our embeddings
ar hel ful to b ak d wn la guage gaps in many
t ks, such as cros -ling al e tity li ki , in which
th maj r ch ll e li in m suri g th simil r-
ty b tween ntit es nd cor spondi g e tion d
w rds diff r nt la guages.
NBA , w , w?, w ?
The intuiti i th t, rd nd t ti in
var us languages sh re som c m o s mantic
meanings1, ut re r al ays in which t ey
diff . On o e , w ut li their shar d seman-
tic o lign si ar w rds a d e ti ies ith si i-
l r b ddi g vect rs, no t t ey are in th
sa r n t. O h oth r h d, r s -
l u l b d ings il b nefit fro diffe n lan-
gu g du t h co p eme t y kn wl ge. F r
n t nce, e tu a biguity i one l n ua may
app l ngua , . ., w a -
1S me cross-lin ual pi eering rk obs rve that word
emb d ings traine se a t ly on mo lingu l orpora ex-
hibit is rphic st uc ure ac os l ngu ges ( iko ov et al.,
2013; Z ang al., 20 7).
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A st act
Jo ntly lear word and entity represen-
tation be efits ma y NLP tasks, while has
not be well explor d in cross-li gual set-
tings. In this paper, w pr pose a ovel
meth d that inte rate cross-lingual word
ntity re resent ti n l r ing o able
j nt nfer among knowledge b se a d
ext across l nguages, capturing utual y
c mpl mentary k owled In t d of re-
l ance parallel data, w automaticall
generat c os -lingual tra ing d vi dis-
tant supervisi n o er multi-li l knowl-
edg ba . We also propose t o types
f knowledg att nt n cros -li gual
att nti n to select the most inf mative
ord and fi er t n ise, which will fur-
t i pr ve th perfor a c . In xp r-
ime ts, sep rate tasks word tr sla o
nd e ti y rela ed e s de onstr te the ef-
fectiveness f our m h d i v r ge
ain of 2 % a d 3 ov r bas li es, r -
spec iv ly. Us g e t ty linki g a cas
st dy, th results on b nchmark a a t
verify the qu lity of o b dding .
1 I t o uctio
Mult lingual kn wledg b s (K ), st i il-
lio s of e i i a d th ir facts n var ous lan-
es, prov e i h structu d k wl dg -
d s d natur l l ngu ge b yo d exts. e -
whi e, a da t text co pus cont larg t
of pote tial k o l dg co pl e t ry t xi t g
B . Th r f r , r r v ra e h yp
re our to impr v ri s a ur l l nguag
p s i g (NLP r l ted t sk , such as rel tio x
tr ctio (W o t ., 2013; L t al., 2017), d
tit l ki g (Ts i a d Roth, 2016; Y m da t a .,
016; Cao t l., 2 17; Ji t l., 2016).
Most existing work jointly models KB and text
corpus to e hance ach ther by learning word and
enti y repr enta ions in a u ified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
et al., 7) utilize the coherence informa-
tio to align similar w rds and entities with si -
ila embedd ng v ctors. Another approach in (Han
et ., 2016; Touta va et al., 2015; Wu et al.,
16) learns to repr e t entities based o their
textu l desc iptions t geth r with the structured re-
lations. How ver, these methods only focus on
no-li g al ettings, and few res arches have
bee done i cr s-l gual scenarios.
In thi paper, w propose to learn cross-lingual
word and entity r pre entations in the same seman-
tic sp ce, to abl joint inference among KB and
tex cross la gu ges wi hout any a dition trans-
latio m ch is , wh ch is usually expensive and
ay i tr duc inevitable er ors. Our embeddi gs
ar h lpful to bre k w l guage gaps in m ny
sks, such as cross-lingual entity linking, in which
the majo challe ge li s n e suri g the simil r-
it betw nti ies a d corr pondi g ment oned
w rds i diff rent la gu es.
eN A
The i tuiti is that, ords a d titi s i
va iou l g s s r some c m n se ntic
n 1, but th e lso ways in hich they
diff r. n ha d, we ti ize th ir shar d seman-
tic to l g simila word and e titie ith simi-
l r b d g v c ors, o ma t r t y ar i the
s m la g n t. On the ther a d, cro s-
li l emb ddings will e efit from diff rent lan-
a s due t th compleme tary knowledge. For
st , x ual a biguity in one la guage ay
disap ear anoth r l , e.g., the two mean-
1So cross- i gual on ering work observe that word
b d ings t a n d s parat ly o monoling al corpora x-
hi t iso rphi tructur across la guag s (Mikolov et al.,
2013; Zhan e l., 2 17).
E
La r ce
w
L e c
NBAA l tw b k l
Am ic
F gu : Th f rk f r t . T puts n u puts of ch tep are listed in the right
, h ft r t r e i c m e s of joint represent tion learning. Red texts
ith br ck ts r l s w titi d n te relations, an olid lines are cross-lingual
li k .
n ig r h v si r ddi gs, m t-
wh gu , . ., E gl h nt ty F u t
a C y 福斯特 (F t) re e bed-
d d cl s i s tic p c du to th m
n ghbo sN A Al - NBA选秀 (d ft), tc.
) C oss- gu Se t c R l ize a to
l ar mutually tra sl ted words wit sim l r m-
ed ing by pushing h ir cr ss-l gual cont x
( .e. compa ab e s nte ces) og th . For exam-
pl , E glis w rd ba k t a l d t e tr slate
C n wo 篮球 freque t y co-occ r in co -
parable s nt nces, a a cl s i the sema tic
sp c .
All wor / n t emb ddings re trained jointly
un er a unifi d op imizati n objec v . Next, w
will intr duc how to genera bi-lingu l EN nd
comparable sent ce as w ll a the thre ompo-
nents fo jo t epres atio lear i i tur .
3.3 Cr s-ling l Sup visi n D t
G neration
Th s se tion in roduc s how to extract more cro s-
lingual clu s from multi-lingual KB in the form of
bi-lingual EN and compa abl s ntences.
Bi-lingual Entity Netwo k Constructio
Conve tional knowledge representatio m th-
ods normally r gard cross-lingual links as a spe-
cial equivalen e type of relatio etween two n-
tities (Zhu et al., 2017). However, we argue th t
this may mislead to an inco sistent training ob-
jec ive sinc cross-l g al link actually contains
ul ipl relations. For example (Figure 1), there
w l be no ir t lation b weenC es entity福
斯特 (Foust) d Englis entity Piston by merely
addin the quival ce relat on between Foust and
福斯特, hic is in c ntradicti n with the fact that
Fou t b long to P ton, n matter in which l n-
guag .
T erefor , we build bi-lingual tity network by
m king cross-l ng al i ked entities that inherit ll
r l t o fro ach other. Co cretely, w enhance
on -E by a di g edg s from ll neighb rs of
t ty ei to
z
j f <
e
i ,
z
j >∈ Re−z (layer 2).
e???
Compar ble Se tences Generatio
W util z istant sup rv sio to generate com-
pa bl se tences from Wikipedia articles. A
hown n Fi ure 1, from the page rticles of cross-
lin ual linke entities eK b a
z
Kobe, we extract
th s nc s including other cross-lingual
nke nti ies eeJo and e
z
Joe as co parable sen-
t nc s Se−z = {< sek, szk >}.
Th intuitio is that we con ider each sentence
in a Wikipedia article has a ps udo mention of
t p entity (ta ki g something about the en-
tity) (Yamada et al., 2017). Thus, f sent nce also
mentions a o her entity, i impl citly expresses
their relation. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties artic pate in a elati n, nd both of them
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All- tar
[[Lawrence Michael Foust]] was
an American basketball player
wh  spent 12 seasons in [[NBA]]
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Q /Bz `2Mi B B b- "MF M/ "MF ;2Q;`T?vVX
AM i?2 KmHiBHBM;m b2iiBM;b- ?Bb Bbb 2 Q7 K#B;mBi
# +QK2b KQ`2 2 2 X
*` bb@HBM;mH qQ`/ HB; 2Mi  H`;2 MmK#2` Q7
K2i?Q/b 7Q+ b QM m BM T`HH2H +Q`Tm UBX2X HB;M2/
rQ`/b- b2M 2M+2bV b +`Qbb@HBM;mH bmT2` BbBQM bB;MHb
iQ HB; BKBH` Q`/b B #Q ? HM;m;2b (RĜ9- Ĝ
N)X > 2p2`- ?2 T`HH2H +Q`Tmb Bb 2tT2MbBp2 iQ Q#@
iB M/ mb HHv Bb v pBH#H2 7Q` + `iB M`@
`Qr /QKBMb ?B+? BM `Q/m+2b  bi`QM; /QK BM # b
BM Q i?2 H2 MBM T`Q+ bb (R) hQ HH2pBi2 i?2 #m`@
M 7 #iB B ; T`HH2H +Q`Tm - (RR- R ) b? |2 UBX2X
`M/QKHv Q H2 @` BQV 2+? TB` 7 Q T`#H2
/Q K2M b i  ? `2  +QKKQ ?2 2 BM /Bz `2 i
;m;2 +QMb ` +i Tb /Q #BHBM; H /Q+ K2M b
B` +iHv 7Q #BHBM;mH / ` T`2b M iB M H2 `MBM X
>Q 2p2 - i? b? | bi  ;v b `/ iQ +QMi`QH i?2
[mHB Q7 Tb m/Q #B B mH /Q+m Mib- B+ b z2`b
7`QK m#@ T BKBx BQM Bb m2 / 2 ++B/2M HHv ǳ#/
?m| bǴX
Q //`2 b 2b +?HH2M;2b- 2 T` TQb2 iQ H2`
K H BTH 2K# /B ; p2+ Q`b 7 2 + 2 B v BQ -
MK Hv M BQM b Mb2- Q / H Bi? ? #B;mB v #2@
M K BQ b M/ U X;X A T / M .v
bX i?2 }HK 2MiBiv Q` i? ? HB/v MiB vV- M/ 2 2M
? /2 +`Q b HM;m;2b U X;X AM/ T2 / M+2 v pbX
独立日 Q`美国独立日VX 6Q `Q b@HB H HB;MK2 ib-
r2 } bi BM Q/m+2 +`Qbb@HBM;mH ?vT2`HBMFb 2 Bb BM; BM
KmHiBHBM;mH EMQ H2/;2 "b2 U X;X qBFBT2B V b bm@
T `pBbBQM- M B i ; 2 ?`2 Bz ` M ivT2b Q7 HB;M@
K2Mib, rQ`/ - MiBiB2b M/ #Qi?- BMiQ  mMB}2/ #D2+@
iBp2X h?2 #b + B/  b i? i iB2b B F2/ +`Qbb HM@
;m;2b b?QmH/ ?p2 bBKBH` `2T`2b2Mi BQMb- M/ bQ
/Q i?2B` M B;?#Q` 2MiBi b M/ +QMi2ti Q`/b BM i2
+Q`TmbX
AM ?Bb TT2`- r2 T`QTQb2  MQp2H #BHBM; H KmH B@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?i DQBMiHv H2`Mb
rQ`/- 2MiBQM M/ 2MiBiv 2K#2//BM;b +`Qbb HM;m;2bX
6QHHQ BM;
K2MiBQM b2Mb2
+QMi2ti
k J1h>P.
kXR *`Qbb@HBM;mH qQ`/
_2T`2b2MiiBQM G2`MBM;
Sen Szh ee ezh URV
KQMQHBM;mH Q`/fK2Mi QM 2K#2//BM; H2`MBM;
L =
∑
xi ∈D
∑
xo ∈C(xi )
HQ; P(xo |xi) UkV
+`Qbb@HBM; H rQ`/ HB;MK2Mi
L =
∑
(ei ,ej )∈E
| |C(ei) − C(e j)| |2 UjV
?2`2 Ec +QM BMb MiBiv TB`b + MM2+ 2/ #v  +`Qbb@
HBM;mH HBMFX
Xk *`Qbb@HBM;mH 1M Biv
_2T 2b MiiBQM G2`MBM;
L =
∑
ei ∈E
HQ; P(N (ei)|ei) +
∑
( i ,ej )∈Ec
HQ; P(N ( j)|ei)
U9V
r?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2
MQ H2/;2 M2i Q`FX
kXj *`Qbb@HBM;mH HB;MK2Mi
L =
∑
(ei ,mi )∈A
HQ; P( i | i ,C(ei)) +
∑
(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))
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i Q /Bz2`2Mi 2MiBiB2b- " MF M/ "MF U; Q;`T?vVX
AM i?2 mHiBHB ;mH b2 BM;b- i?Bb bbm2 Q7 K#B; Biv
#2+ K2b KQ` b2p2` X
*` bb@HBM;mH qQ`/ HB;MK i  `;2 mK#2` Q7
2 Q/b 7Q+ b Q bB ; T`HH2H +Q`Tmb UBX2X H ;M2/
Q`/b- b2M 2M+2bV b +`Qbb@HBM;mH bmT2`pBbBQM bB;MHb
HB;M bBKBH ` Q`/ B #Q ? HM; ;2b (RĜ9- dĜ
N)X >Q p `- ? ` HH2H +Q`T Bb T2MbB Q Q#@
BM M/ b HH B QMHv p B #H2 7Q` + `iBM M`@
`Q /Q BMb ?B+? BM Q/ +2b  bi`QM; KBM #Bb
iQ i? H2` B ; T`Q+ b (R)X HH2pB 2 i 2 # `@
/ M 7 Q# BMBM; `H 2H +Q T b- (RR- Rk) b?m|2 UBX X
/ K v ` H2 ; ?@`iB V +?  ` 7 +QK `#H2
/Q+ K Mib i? b? 2  +Q QM ?2K2 B /Bz2`2Mi
HM;m;2b Q +Q b ` + Tb2 /Q BHBM mH /Q+mK2Mib
/B`2+ H 7 ` BH ;m Q`/ ` T`2b2M  BQ H2` BM;X
>Q 2`- ? b?m| b  2;v Bb ?` i + Mi`QH 2
[mHB v Q7 Tb2m/ #BHBM;mH /Q+mK i - ?B+? z2`b
7`QK  m#@ T KBx iBQM B m2 ++ / M H ǳ#/
b m|2bǴX
h / ` b ?2b + H M; - QT Q H
KmHiB H2 #2//BM; 2+ Q` 7 ` +? 2M B v K2 BQM-
MK Hv K2MiB M b2Mb2- Q 2 H Bi? ? #B; B v #2@
i 2 M 2 Q b  / Mi b U2 ;X AM/2T2M 2 +2 v
pbX ?2 }H MiB v Q` i? ?QH / v 2M B vV- M/ 2p2M
?`/2` +`Qbb H ;m; U2X;X AM/2T / +2 v pbX
独立日 Q 美国独立日VX 6 +`Qbb@HBM;mH HB; K2Mib-
r2 }`bi BMi`Q/m+2 +`Qbb@HBM;mH ?vT `HBMFb 2 BbiBM; BM
KmHiBHBM;mH EM rH /; "b U2X;X B BT B V  m@
T `pBbBQM- M/ BMi2;`i2 i?`22 /Bz2`2Mi ivT Q7 HB;M
2Mib, rQ`/b- 2MiBiB2b M/ #Qi?- BM  m B 2/ Q#D2+@
iBp2X h? #bB+ B/2 Bb i?2 2MiB B2b HBMF / +`Qbb H @
;m;2b b?QmH/ ?p2 bBKBH` `2T`2b2MiiBQMb- M/ Q
/Q i?2B` M2B;?#Q` 2 BiB2 M/ +QMi ti rQ`/b BM 2 i
+Q`TmbX
AM i?Bb TT2`- 2 T`QTQb2  MQp2H #BHBM; H KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?i DQBMiHv H2`Mb
Q`/- K2MiBQM M/ 2MiBiv 2K#2//BM;b +`Qbb HM;m;2bX
QHHQ BM;
K2MiBQM b2Mb2
+QMi2ti
k J >P
kXR *`Qbb@HBM;mH qQ`/
_2T 2b iiB M G2`MB ;
S Szh een ezh URV
KQMQHB ; H rQ`/fK2MiBQM 2K#2//BM; H2`MBM;
=
∑
xi ∈D
∑
xo ∈C(xi )
HQ; P(xo |xi) UkV
+`Qbb@HBM;m H r `/ HB;MK2Mi
L =
∑
(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV
?2`2 Ec +QMiBMb MiB v B`b +QMM2+i2/ #v  +`Qbb@
HB ;mH HBMFX
Xk *`Qbb@H M;mH 1MiBiv
T`2b2Mi BQM G2`MBM;
L =
∑
i ∈E
HQ; P(N ( i)| i) +
∑
(ei ,ej )∈Ec
HQ; P(N ( j)|ei)
U9V
?2`2 N (ei) / MQi2b ?2 M2B;?#Q` 2MiB B2b QM i?2
FMQ H2/;2 M2irQ`FX
kXj *`Qbb@HBM;mH HB;MK2Mi
L =
∑
(ei ,mi )∈A
HQ; P( i |m ,C(ei)) +
∑
(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))
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6B;m`2 k, qBFBT2/B S;2 Q7 *`Qbb@HBM; H GBMF2/ 1 ;HBb? 1MiBi M/ *?BM2b2 1MiBiv #Qmi ǳEQ#2 "`vMiǴX
r2HH BM `2HiBQM i`+iBQM (N- R8- R3- ky- kj- j9)X AMbi2/ Q7
`2HvBM; MMQii2/ i2ti- Bi 2KTHQvb FMQ H2/;2 #b2b  bQm`+2
Q7 bmT2`pBbBQM #v HB MBM; i?2 ;Bp2M FMQrH2/;2 # 2 iQ i i
7QHH rBM; i?2 bbmKTiBQM, ǳA7 rQ 2 BiB2b T`iB+BTi2 BM 
2HiBQM- HH b2Mi2 +2b i?i K2M BQM i?2b irQ 2MiB 2 2tT`2b
i?i `2HiBQMǴ (ky)X
hQ ;2M2`i2 ?B;?2` [mHBiv +QKT`#H2 /i miQ  B HHv-
r2 T`QTQb2 iQ BM+Q`TQ`i2 /BbiM b T2`pBbB M i2+?MB[m2 BMiQ
+`Qbb@HBM;mH `2T`2b2 iBQM H2`MBM;X aBKBH`Hv- 2 bbmK2
i?i,
A7 ir +QKT`#H2 /Q+mK b K B M2/  TB`
7 +`Qbb@HBM;mH HBMF2/ 2M BiB2b- i? b2Mi2M+2 +QM@
iBMBM; i?2K 2tT` b i?2 bK2 bT + Q7 ?2 QK@
KQM i?2K2X
h?Bb ivT2 Q7 b2Mi2M 2b `2 MQi Kmi HH i`MbH 2/- #
i?2v Q#pBQmbHv ?p2 bBKBH` b KMiB+b- MK2H + KT #H
b2Mi2M+2bX 6B;m`2 k b?Qr QK2 +QKT`#H2 b Mi2 + TB`
+QHQ`2/ BM ;`22M M/ i?2 `2/ `2+iM;H b +QMM2+ / #v / ?2
HBM2b `2 +`Qbb@HBM;mH 2MiBiB2b- X;X i?2 b2 2M+ TB` ǳ>
THv2/ ?Bb 2MiB`2 ky@v2` +`22` rBi? i?2 GQb  ; H b GF2`
Q7 L"Ǵ M/ ǳ UBMV? U? V? U7Q`V????? UGQb M; @
H2b GF2`bV ?? UrQ`FV ? UǶbV ky ? Uky@v2`V ? U+ 2`V
?? UHB72VǴ- r?2`2 i? 2M;HBb? 2MiBiv ǳGQ  2H b GF ` Ǵ
M/ *?BM b2 2MiBiv ǳ ?? Ǵ ?p +`Qbb@HBM; H HBMFX
*QKT`#H2 b2Mi2M+2b v +QM BM Km+? MQBb2 M M
#2 BM+Q``2+iHv 2ti +i2/X q2 rBH /Bb+ b B BM i? ti b2+@
iBQM- M/ BMi`Q/m+2 irQ ivT b Q7 ii2M Q K +? BbK
i?2K 7Q` +`Qbb@HBM;mH b T2`pBbB X
j J >P.
jXR 6` 2 Q`F
jXk A i2;`iBM; JQMQ@HBM;mH qQ`/b M/ 1M BiB2b
jXj 6` JQMQ@HBM;mH Q Jm iB@HBM; H
jXjXR *`Qbb@HBM;mH 1MiBiv HB;MK2M X
jXjXk *QK `#H2 2M M+ b :2M2`iBQMX
Ls = | |Sen − Szh | |2 URV
jXjXj J MQ@HBM;mH ii2MiBQ X
jXjX9 *`Qbb@HBM; H  i2MiBQMX
jX9 h`B BM;
KQMQHB ; H / K2MiBQ 2K#2//BM; H2`MBM
=
∑
i ∈D
∑
xo ∈C(xi )
H ; P(xo |xi ) UkV
+` bb@HB ;mH `/ HB; 2 i
L =
∑
( i ,ej )∈Ec
| |C e ) − C( j )| |2 UjV
2 Ec +QM BM 2 iB v TB`b +QM + / #v  +` b@HBM;mH
H MFX
L =
∑
ei ∈E
HQ; P( ( i )|ei )
∑
( i ,e ∈Ec
HQ; P(N (ej )|ei ) U9V
? `2 N ( ) /2M 2 ?2 M2B ?# ` 2 BiB b QM ? FMQ H@
/;2 Q`FX
L =
∑
(ei mi )∈
Q P( | i ,C( i )) +
∑
( ej )∈Ec
HQ; P(ej | i ,C(ei ))
U V
=
500
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BM irQ TQBMib, UBV F22TBM;  +QMbBbi2Mi Q#@
D2+iBp2 b KQMQ@HBM;mH rQ`/ QTiBKBxiBQMě
i?2 rQ`/b b?`BM; KQ`2 +QMi2t mH rQ`/b ?p2
bBKBH` 2K#2//BM;b- `i?2` i?M i?2 rQ`/b
?p2  bT2+BH ivT2 Q7 2[mHBiv `2HiBQMb Ui?2
bK2 b 2MiBiB2b BM m#a2+iBQM jXkVc UBBV H@
H2pBiBM; i?2 #m`/2M Q7 T`HH2H rQ`/b bBM+2
r2 +imHHv /QMǶi FMQr ?B+? Q`/b ` 2t@
+iHv Ki+?2/ +`Qbb HM;m;2b BM +QKT`@
#H2 b2Mi2M+2bX h?mb- r2 TT`QtBKi2Hv QTiB@
KBx2 [miBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 bK2 b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +
∑ C(wki) M/ UBBV mT/iBM; i?2 2MiB`2
b2Mi2M+2 TB` BM QM2 bi2T,
Ls =
∑
<skm, l >∈Sk,l
|| FK − bHK||2 UjV
r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM - ?B+?
rBHH #2 BM `Q/m+2/ BM i?2 M2ti bm#b2+iBQMX H@
i?Qm;? 7`QK /Bz `2Mi T2`bT2+i p2- r Q#iB 
bBKBH` bbmKTiBQM rB ? U"2M;BQ M/ *Q``/Q-
kyR8V, h KQ` 7`2[ 2MiHv i Q rQ`/b Q++m` BM
T HH Hf+QKT `#H2 b2Mi M+2 T B`b- i?2 +HQb `
i?2B` `2T`2b2MiiBQM rBHH #2X
*QKT`2/ iQ T` HH2H b2Mi2M+2b- Qm` +QKT@
`#H2 b2M 2M+ b HH2pBi2 i? T `HH2H #m /2M #v
mbBM; T`2@2tBbiBM; +`Q b@HBM; H ` bQ `+2 - #m
HbQ B i`Q/ +2 Km+? QBb2- Q` p M+Q `2+ Hv
;2 2`i2/X L2 - r2 B i`Q/ + i Q ivT2b 7
ii M BQM K2+? BbKb iQ  /` bb i?Bb B b X
E QrH2/;2  i2 BQM
EMQrH2/; i MiBQM Bb BMi`Q/m+2/ Q  B/
i?2 BM+Q``2+iHv H#2HH2/ +QKT`#H2 b2M 2M+2bX
AM am#b2+iBQM jXk- 2 bBKTHv + +i Mi2 2p@
2`H b2Mi2M+2b BM i?2 2MiBiv k T;2 `iB+H2b-
#mi bQK2 2Mi M+2b `2 MQ `2Hi / Q ekmX
h?mb- 2 }H 2` Qmi bm+? i +2b pB Q7i@
ii2MiBQM +QKTmi2/ #v 2 m`B ; bB BH`Bi
rBi BM ki? H ; ;2,
αnkm ∝ si (2FK,
∑
wki∈snkm
FB) U9V
r? `2 αnkm b i? FM H ii MiBQ Q7 i 2
i? b 2 +2 7Q` sk X LQ 2 ? B7 ?2`2 Bb QMHv
Q 2 2M 2M 2 ; 2`i2/ 7`Q m ` +H b- αnkm
2[mHb iQ QM2X
*`Qbb@HBM;mH ii2M BQ
*`Qbb@HBM;mH i 2MiBQM 7Q+m b Q TQi2 B H
BM7Q`KiBQ `QK i?2 +QKT`# 2 b M M b
i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH` rBi?
b2H7@ii2MiBQM K2+?MBbK- r?B+? Q#iBM H2`M@
BM; ;mB/M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;mH b2iiBM;bX h?2 BM mBiBQM Bb iQ }M/
TQbbB#H2 rQ`/ HB;MK Mi +`Qbb HM;m 2b #v
TB+FBM; mT i?2 KtBKmK bBKBH`Biv,
αki,lj ∝ `;Kt
wki∈skm,wlj∈slm
sim(wki, wlj) U8V
6BMHHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 p2`@
;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BMiBQM Q7 irQ ivT2b Q7 ii2MiBQMb,
bFK =
∑
km∈ km
αkm
∑
wki∈snkm
αki,ljrFB UeV
jX8 h`BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb  +QMbBbi2Mi b@
bmKTiBQM i?i rQ`/f2MiB b?`BM; KQ`2 +QM@
2tib ?b bBKBH` `2T`2b2 i BQMbX h?m - 2
/2}M2 ?2 Qp2`HH Q#D2+iBp2 mM+iBQM b ?2 HBM@
2` +QK#B  BQM,
L = Lc + γLs UdV
? `2 γ Bb  ?vT2`@T`K2i2` iQ imM2 ?2 27@
72+ 7 +` bb@HBM mH `2;mH`Bx2`- M/ Bi + #2
QT BKBx2/ i?`Qm;? /:`/ :. 2{+B MiHvX
9 1 T `BK2M b
Pm` BM +QMi B#miBQMb HB2 B ?`22 T`ib, URV
+QKT`#H2 b2 i2M+2b 7Q` +`Qbb@HBM m H rQ`/
`2T`2b2M iBQM H2 BM;c UkV i?2 M2r KmH B@EL
Q m;K2M i?2 KQMQ@EL 7Q` H2`MBM; b `m+@
`2/ FMQ H2/;2c UjV i?2 B}2/ 7`K2 Q`F
i?i 2M #H b +` bb HBM; H i2ti M/ FMQ H@
2/; #b2 BM7 `2 ?2`27Q` - p2`B7v Qm`
K ? QM  Fb 7 rQ`/ `MbH BQM 2MiB v `2@
Hi2/ 2 b M/ +`Q b@H ;  2MiB v HBMF ; 7`QK
i? # 2 i?  T2+ib- `2bT2+iBp2HvX
9XR 1 T2`B 2M 2 BM;b
q +? Q qBFBT2/B - ? T`BH ky d /mKT b
i?2 K H B@HBM; H FMQ H2/;2 #b2 M/ Bt TQ @
mH H m; b 7Q` 2pH  BQM- Q 2 biiBbiB+b
Bb ?Q BM #H2 RX 6Q` # 2 Biv- 2 /QTi
i Q@H2i 2` ##`2pB BQ Q /2M i2 HM; ;2b X
j1M- w?- 1b- C - Ai M/ h` `2 b?Q i 7Q` M;HBb?-
*?BM b2- T MB ?- CTM2b2- AiHB M M/ h `FBb?- `2@
bT2+ 2HvX
8
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+Q `/B+iBQ rBi? ?2 7+ ?i EQ# "`vMi
Bb i bQM Q7 CQ "`vMi- MQ 2` BM r?B+?
H M;m; X
h?2`27Q`2- r2 #mBH/ KmHiB@EL #v KFBM;
+ bb@HBM;mH HBMF2/ 2M BiB2b BM?2`Bi HH i?2 `2@
HiBQMb 7`QK 2 +? Q `- bQ i? i?2v BHH #2
2K#2//2/ +HQ 2bi /m2 Q ?2 Q i +QKKQM
M2B;?# `bX *QM+`2i Hv- 2 K2`;2 KQMQ@ELb
# //BM; 2/; b 7`QK HH M2B; #Q`b Q7 2MiB v
ki iQ elj B7 < ki, elj >∈ Rc UH 2` 9VX
* KT`#H2 2Mi2 +2b
q2 miBHBx /BbiM mT `pBbBQ iQ ;2 2`i2
+QKT`#H2 b2M 2M+2b 7`QK qBFBT2/B `iB+H bX
b b?QrM BM 6B; ` k- ? ` +H2b `2
` K +` bb@H M; H HBMF2/ 2M B B b een,Kobe M/
ezh, obe UHv2 R kVX q 2 + ? b2 b2M@
2M+2b BM+H /BM; MQ 2` +`Qbb@HB ; H HBMF2/
M BiB ee J e M ezh,J UHv jV b + @
`#H b2Mi M 2 X
h?2 BM mBiBQM Bb i? 2 +Q bB/2` 2+? b2 @
i2 + M qBFBT2 B ` B+H ?b  Tb m/Q
K2M B M Q7 i? ;2 2 iB Ui HFB ; b K2i? ;
#Q i?2 2M B vV U K  2 HX- kyRdVX ?mb-
B7 M M+2 H K2 Q b  Q ?2` 2M - Bi
BKTHB B `2b b ? `  B MX h?2 27Q`2-
r t / i?2 b mKTiB M M ` HiBQ ti`+@
i K iBQ 2 M 2+ B k Q K HiB@HB ; H
b2i ;b, A7 rQ M BiB b T iB BT B  ` @
H BQM- M/ #Q ? Q7 i 2 ?p + Qb @H H
HBMFb-  H b Mi2M 2b i? K M B Mb i? i
2MiBiB2b UTb2m/Q Q` MQiV +QKT`#H2 #v
2tT` bbB ; i ` HiBQMXX 6Q` 2 KTH - ?2
T`# b2Mi +2b Hv2` j #Qi? 2 T` b
i 7 ?2`@b M ` HiBQM ?B #2ir 2M ?2 +`Qbb@
HB ;mH HBMF2/ iB B b < een,Kobe, zh,Kob >
 / < een,Joe, ezh,J e >X
 `Qbb@HBM;mH HB F2/ 2 Biv K Q++ ` b @
2`H iBK2b BM  qBFBT2/B ` B+H2- M/ r2 +QM@
+i M 2 i?2K BMiQ  HQM;2` b2Mi2M+2- # i i?Bb
rBHH #`BM; Km+? QBb2- 2bT +BHHv bQK2 Q7 ?2
b2Mi2M+2b `2 BM+Q`` iHv 2ti`+i / h?2`2@
7 `2- r2 /2bB;M rQ ivT2b 7 ii MiB M i b H2+i
i?2 KQbi BM7Q`KiBp2 Q`/b M /2H rBi? i?2
r`QM H#2HHBM; T`Q#H2 BM a2+iBQ jX9X
jXj JQMQ@HBM;mH _2T`2 2MiiBQM
G2` BM;  JQ/2HBM; HB;M2
1MiBiB2b
b K2MiBQM2/ #Qp2- i?2 KmHiB@EL #`B/;2b
i?2 HM;m;2 ;T 7QHHQ BM; i?2 bK2 i`BMBM;
Q#D + Bp2 b KQMQ@ELX 6 HHQrBM; i?2 KQMQ@
HBM mH rQ`F UuK/ 2i HX- kyRec *Q 2i HX-
kyRdV- 2 2ti M/ ?2 aFBT@;`K KQ/2H iQ
QM @HBM;mH Q`/b M/ +`Qbb@HBM; H 2MiBiB2b
r?BH2 F22T  +QMbBb 2M QTiBKBxiBQM 7mM+iBQMX
Ai mb2b i?2 +m``2M Q`/f2MiBiv iQ T`2/B+i Bib
+QM t H Q`/bf2M B B2b Bp2M i?2 +Q?2`2M+2
BM7Q`KiBQM BM i2ti +Q`Tmb D- M+?Q`bA M/
KmHiB@EL KN #v K BKBxBM; i? p2` 2 HQ;@
`Q# #BHBiv,
Lc =
∑
xi∈{D,A,KN}
Q;P (C(xi)|xi) URV
? xi B 2B 2`  rQ`/ Q` M 2MiBiv-
 C(x ) / MQ 2b i? +QMi2 b rBi?BM  T`2@
/2} 2/ rBM/Q X LQi2 i?i C(xi) /Bz `b  HBi@
iH2 HQM; rBi? xi, URV +QMi2timH rQ`/b r?2M
xi ∈ D UkV B;?#Q 2MiBiB2b i?i HBMF2/ Bi?
2M Biv xi ∈ KN UjV +QM 2timH `/b Q7 Q`/
K2 BQM wj BM  M+?Q` ?2M xi /2MQ 2b ?2
2MiB v BM M+?Q` < j , i >∈ AX
h? b- r `/b  / 2 iBiB2b i? i 7`2[m2MiHv
++ ` ;2i?2` `2 KQ`2 +QKKQM +QM 2 ib-
/ ?p2 bBKBH` 2K#2//BM;bX b b?Q M
BM 6B; `2 k- e n,Jo Q++m`b rB ? wen,pla er-
,NBA iQ;2 2` M/ i?2v b?`2 i?2 +QKKQM
+QMi2 rQ`/b- bQ i?2v `2 +H b BM i?2 b2@
K iB+ bT+2X aBKBH`Hv- 2MiB B2b b?`BM; KQ`2
;?#Q 2 Bi i / iQ #2 +HQb2- 2X;X- /m2 iQ
i?2 b M2B;?#Q` 2MiB v en,LosAng lesLakers-
M BiB b e ,Joe- een,Kobe M/ ezh,Kobe ?p2 bB @
BH` `2T`2 2MiiBQMbX
jX9 *`Qbb@HBM;mH 2Mi2M+2 _2;mH`B 2`
*QKT `#H2 b2 i M+2b  2 `2;`/2/ b +`Qbb@
HBM;mH + Q7 2 ? Q ? ` ++Q`/BM; iQ
am + B jXkX AMbi2/ Q7 T` / +iBQM KQ/ H-
r2 T`27 ` iQ KB BKBx2 2 1m+HB/2M /BbiM+2
# ir22M i?2 i`;2i Q`/ wki M/ Bib +`Qbb@
HBM;mH +QMi2timH Q`/b Cl(wk ) BM i?2 +QK@
T`#H2 b Mi2M+2b,
Ls =
<skm,slm∈Sk,l
∑
wki∈skm
||w i −
∑
Cl(w i)||2
UkV
r?2`2 < s , lm >∈ Sk,l Bb i?2 mi? b2M@
i2M+2 TB` B i 2 ki M/ li? HM;m;2b- `2@
bT2+iBp2HvX lMHBF2 +QMp2M BQMH H2tB+QM #b2/
2i?Q/b- r?B+? KBMBKBx2 i?2 /BbiM+2 Q7 T`@
HH2H rQ`/b- i?2 `2 QM Q7 bm+? `2;mH`Bx2` HB2b
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Abstract
Jointly lear ing word a d entity repr se -
tations enefits many NLP tasks, wh le has
not been well explor d i cross-li ual set-
ting . In this paper, w propose a novel
meth d that integrates cr ss-ling a word
nd entity represe ation lear ing t enable
joint inferenc among knowledge base and
text across languages, capturing mutually
ompl menta y kn wle ge. Instead of re-
lianc n par ll l data, we autom tically
en r e cr ss-l ngual trai i g data via dis-
tan supervisi n ov r mul -lingual knowl-
edge bas . We als pr p e two ty es
f kn wled e ttenti d r s-lingual
ttention o s l ct th st infor ative
ords an filter ut n i , hich wi l f r-
ther i pro e the perfor ance. In xp r
i t , separat t sk f word tr n la i n
and e tity ted s d m trat th ef-
fec v es f our e h with an av age
g in of 20% a 3% o r bas l es, re-
sp cti ely. U in ity l k ng a a ca e
st y, he resul s o b c mark d set
v rify th q ali y f our emb d ings.
1 I odu
u - i g k wl dg b (K ), ing m l-
o f nti th ir f s v i u l n-
gu s, pr id r r tu k w f r u -
rst n i g u a g b y d t x . M -
wh l u d x o s l u t
of p al k owl c pl y t xisti
K s. or , rc r l t typ s
f r s i pr v i us atural l uag
proc i g (NLP) t ks, c a x-
ract (W e l. 0 3; l., 17),
ntity l i ( i n R , 16; Y d et al.,
016; Ca t al , 2017; Ji t l., 016).
Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entit epresentations in a unified vector space. For
example, (Wang t l., 2014; Yam da et al., 2016;
Cao et al., 2017) utilize the coherence informa-
ti n to alig sim lar words and ent ties with sim-
ilar embedding vectors. Ano her approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learn to represent entities based on their
textua descriptio s t gether with the structured re-
lations. However, these methods only focus on
mono-lingual s ttings, and few researches have
been done i cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
word nd en ty representations in the same seman-
tic space, to nable joint inference among KB and
t xt cross languages without any additional trans-
lation mech nism, which is usually expensive and
may in ro uce inevitable errors. Our embeddings
re helpful t break down languag gaps in any
tasks, such s cross-lingual entity linking, in which
the major challen lies in measuring the similar-
ity between e tities and corresponding mentioned
ords i different languag s.
??, w??, w???
Th i t i is that, words and entities in
various l gu g s s ar some co mo sem ntic
aning 1, but ere ar also w ys in which t ey
diff r. O one hand, we utilize th ir shared seman-
t s t al gn si ilar w rds an entities with simi-
lar e beddin vectors, no matter they are in the
a lan age r not. On the other hand, cross-
l gu l b d ng will be efit from different lan-
gu ges du t th complementary knowl dge. For
in t n e, textu l ambiguity i one languag may
isappear i nother languag , e.g., the two mean-
1Some cross-lingual pioneering work observe th t word
bed ings tr i ed s pa ately n monolingual c pora ex-
hibit i rp ic tructure across languages (Mikolov et al.,
2013; Zhan et l., 2017).
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A stract
Jointl le rni word and entity represen-
tat ons benefits many NLP ta k , while has
not been well explo ed in cross-lingual set-
tings. In this paper, we propo e a ovel
method that in egrates cross-lingual word
and e tity r prese tation lear ing t enable
joint inference am g k owl dge base d
text acro s languages captu ing ut ally
co plem tary k owl dge. I s ad f e-
lian e o p rallel data, we aut t cally
g nerate cross-li gual trai g data via dis-
ta t sup rvis ov r ulti- i gual kno l-
dge bases. We lso p o os two typ s
f knowledg tte i d cr s gu l
attention t s l ct th st i for ative
words a filt t ise, wh ch w ll fur-
ther improv he perf manc . I xp r-
i ent , sepa at tasks f w d tra lati
a d en ity relat dn d m str te t f-
f ctiv n s f our m hod i v r ge
gain of 20% an 3% v r s li e , r -
s ectiv ly. s ng t ty ki c
s u y, th sults rk t et
verify th qu l t of o r b dd s.
1 I t od t o
l -l k o l b (KB), i g -
lions of entities and th ir fac -
guag s, prov e ri h tr ct e owl dg f -
derstand ng n ural la gu g b yo x s. -
while, ab nd tex p s co s l r m u
of potenti l k owl d c to xi t g
KBs. Th refo , se rcher lev a ot ty s
of r sources improv v rio u al l u
processing (NLP) related t sks, su h a l ti -
traction (Weston t l., 13; L t l., 2 17),
entity linking (Tsai and R th, 01 ; Ya d t al ,
2016; Cao et al., 1 ; Ji e al., 2 6).
Most existing work jointly models KB and text
corpu to enhance each oth r by learning word and
entity representati ns in a unified v ctor space. For
example, (Wang et al., 2014; Yamada et al., 201 ;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding ect rs. Another approach in (Han
et l., 2016; Tout nova et al., 2015; Wu et al.,
2016) l arns o r p esent entiti s b sed on their
t xtual descript ns t gether ith the structured re-
lati ns. However, these e hods only f cus on
m no-lin ual setti g , and few rese rches have
b d e cr s -lingu l sce ari s.
In thi p pe , w propose to learn cross-lingual
wor an e tity representations i t e am seman-
tic sp c , to nabl joint inf r nce among KB and
tex cros la gu ges without any dditional trans-
l on ech n sm, w ich is usually expensive and
i roduc i vit bl e r rs. Our mbeddings
re h lpful bre k down language gaps in many
a ks, u h a cro - ingua ity li king, in which
h jo c alleng lies in asuring the similar-
ty b tw s a o r sp ding mentio ed
w rd i d ff r t l uage .
?, w ?, w???
T i i n is th t, ords d ntiti s in
v a sh r s m common semantic
i g 1, t t l ays which they
ff . h , iliz their shared sem -
t l s ilar and entiti s with si i-
l r b dd g c rs, o atter they are in the
s a u ot. h h r han , cross-
l u l b dd n w l b fit fr m d fferen n
u u t th c pleme ta knowledg . For
c , t x l b g ty in e la guage m y
i app a n r ng age, e.g., t e tw ean-
1S me ro s-lingual pio er g w rk obs rve ha wor
e e di s ra d s parat ly onolin l c rpo a x-
ibit i o phic str c ure c oss languages (Mikol v et l.,
2013; Z l. 017).
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Abst ct
Jointly l ar ing word a d ntity represen-
tations benefit ma y NLP tasks, whil has
not been well explored i cros -lingual set-
ting . In this pap r, w propose a novel
method th t integ ates cross-lingual word
and entity re rese tatio lear ing to enable
joint inferenc mong k wledg base an
text across languages, capturing mutually
c mple en ary k wled e. Ins ad f r -
li ce par ll l data, w ut matically
ge ra e cross-lin ual trai ing d ta vi dis-
ta s e visio ver ulti-lingual k o l-
g base . W also ro ose tw type
of kn wled e tte ion and cross-lingu l
t tio to s le t m t inf rmativ
words a filter ut n ise, which ill f r-
th mp ve the p f ma . I exper-
i e ts, s p r te t ks f d tr ns i
a d tity r l ed ess de nst te the f-
f ctive ess of ou m h d wi h n v r ge
g i f 20% a 3% ov r as i s r -
pective y. U i t ty li king s a c
tudy, th u o b nch rk a s t
v rify he qu li y f r b i g .
I uc
ulti- i l owl dg b ses ), s i g l-
li n f t ti s ir f c var us l -
guag s, pro id rich str c r d kn w f -
d rs a i g tur l la u g y t xt . M -
w le, abun t t xt o la g t
f o e ti l n co p y to x s
K s. Th r fo , s r l v a t
of resourc i pro vari a l u
roc si g (NLP) r l t d ks, c s r lat o
tra tio (W t et ., 013; L t l., 017) d
entity linki g ( s i d R th, 20 6; Y a e l.,
2016; C o et al., 2 7; Ji t l., 2 16)
Most existing work jointly models KB and text
corpus to enhance e ch o her by learning word and
ntity repr sentations u ified vector space. For
ex mple, (Wang t l., 2014; Ya da et al., 2 16;
Cao et al., 2017) utilize the coherence informa-
tion to li n similar words and entities with sim-
ilar embedding vectors. An t r approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) lea n to rep nt entities based on their
textual d scriptions t gether with the structured re-
lations. H wev r, th se methods only focus on
mono-lingu l setti gs, and few researches have
be n d e in cr ss-lingual sc narios.
I thi paper, we p pose to learn cross-lingual
word and entity repres tations i the same seman-
ic space, abl joint nfe ence among KB and
text acr ss languages with ut ny additional tr ns-
latio mechanism, which i usually expensive and
m y introdu i evitab e errors. Our embeddings
h lpful t b ak own la guage gaps in many
ta ks, such as cross-lingual ity lin ing, in which
h j r c ll ge lies in measuring the similar-
it betwe t ti s an cor sponding me tioned
w rds i iffe t la gu ge .
?? w??, w???
T i t i i n i hat words a d entiti s in
vari us langu g sh r some comm n semantic
ea in s1, but th e r lso ways in hich they
iffe O o , w ut iz h ir sh red seman-
t c o li n si il words and tities ith simi-
bedd g v ct rs, n ma t they are in the
s me t. O t t a d, cro s-
l g l b dd s will b efit fro dif ere t la -
ua s d e to the om l me ta y knowled e. For
i ce, t t l bigui y i o e anguage may
d pe r i her nguage, e.g., the two ean-
1Som os -lingua pi e ri wo k observe th t word
b d gs tra ed separatel o mono ingual co pora ex-
ibit ic uctu cr s lang ag Mikolo et al.,
2013; Z ang al., 2017).
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s ract
J intly l arning word and entity represen-
atio s b nefits many NLP tasks, while has
ot bee well explored in cross-lingual s t-
tings. In this paper, we propose a n vel
metho that integrates cross-lingual word
nd e tity repr sentatio lea i g to en bl
joint inf renc among kn wled e ba e
t xt acr ss la uages, capturi g mutually
co ple entary l ge. Inste d of -
liance n par llel dat , w autom tica y
generate c ss-lingual t ining d via s-
ant upervision ov r ul i- i ual kno -
e ge bases. W l propo e two ty es
of k owledge attention d c oss-l ngual
atte tio to select the m st i form tiv
words n fil er ut ise, ich ill fur-
ther mpr ve the p rformance. In xp -
im , s parat task of word tra slatio
a d t t relat dness em nst ate th f-
fective ss of our method wi a rage
g in of 20% d 3% over baseli s, r -
pectively. Us n nt l ki as a a
s u y, r s lt o b hmark ta t
verify he qualit f o r b dding .
1 I du ti
ulti-l l k wle ge (K ), r m l-
li ns f titi a d the fac va u a -
guage , vid r ch s ruc u d kno l d e f r u -
rs a din ur l l e y x . -
hi , a u t c rpu c i r m
f p te t l k l co p t x
s. T r f r , r s v g yp
of r so rces t p v v ri tu l g a
pr ces i g (NLP) lat task s s r l x-
t c io (W st n t l., 013; Li t l., 2017), d
e tity l nk (Ts R th, 2016; Y ad e .,
01 ; C o al., 2 17; Ji ., 016).
Mo t existing ork jointly mod ls KB and text
corp s to enhance each other by learning word and
entity r pr sent tio s in a unified vector sp ce. For
exa ple, (Wang et al., 2014; Yam da et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words a d entities with sim-
ilar embed ing vectors. Another approach in (Han
et l., 2016; Tout nova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
extual d scripti n tog th r with the st uctured re-
lati ns. However, thes m thods o ly f cus on
mono-l ual setting , f w rese rch h ve
be n d e c oss-lingual scenarios.
I this p per, w propose o lear cross-ling al
w rd an entity epresentation i he same seman-
tic space, to enable joint inference among KB and
tex cr ss languag wit ut an additional trans-
la i me h ism, which s usu lly expensive and
may i tro uce inevitable erro s. Our embeddi gs
are helpf to break wn la guage gaps in m y
ks, such as cr ss-lingual entity linking, in which
the aj r c alleng li s in asuring the s milar-
i y t ti corr spo mentioned
r in d en n a es.
,
h i s at, ords d e ti s in
v ri l es a so e co m n s mantic
eani g 1, t t r r so ways in which th y
iff r. o a , utilize their shared seman-
cs lig s il r ds an tities with simi-
la e b d ng v c ors, o m tter th y re in the
s l gu ge r ot. O the ot hand, cross-
i l m dd s will ben fit fro different lan-
gu t he compl me tary knowled . F r
s a c , t xtu l biguity o e la ua e ay
is p r th r l n u , . ., t e two a -
1S c ss-li gu pi neering work observe that word
beddi tr i ed se rately n noli u c rpor ex-
ibit isomo hic st uct r cro s l nguages ( ikol v et l.,
2013; Zhang t al., 2017).
N AAll ta
on -lingu l R pres t tio  Lear i g
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Abstract
Jointly learning word nd entity repres n-
t s benefit ma y NLP t sks, wh e has
ot been well xplored in cross-li gual set-
ting . In this pap r, we propose novel
m thod that ntegrates cross-li gual word
and ntity represe ta on lea ni g to n ble
joi i fer ce mong k wl dge bas and
t xt across l nguages, c pt ri g utually
c mple t ry k ow edg . In te d f r -
liance on parallel dat , we ut mati ll
gen r te cros -lingual trai dat a di -
a t supervis on ov r mul i-lingu l k wl-
dge bas s. We also opose t o type
of kn le e ten nd cros -li ual
atte ti n to sel ct the ost inf rmat v
or nd fil er ou n ise, wh h ill fur-
ther improv he perf rma c . I xper-
ime t , sep rat t sks of word translatio
a d ti y lat nes d mon t e th f-
fective s f ur m th d ith a er ge
gain of % an 3% ver as li s, r -
spectiv l . Usi tity link g as a e
stud , th res lts be m rk dat s t
verify the q lity f ur em ddi g .
1 Introducti n
ulti-lingu l wl dg b s s (KB), s r g l-
ions f ent ti s and th ir facts in v rio l
g ages, prov d rich ructu d k wl dg f r u -
derst ndin na ral langu ge b y x . n-
while, abu dant text corpus c nt in ge a u t
of pot ntial k owl g co plementary o x s i g
KBs. Theref re, rese rc ers l g th type
of res urc s to i prove various natural lang ag
pr c ss g (NLP) rel d tasks, c el i -
tracti n (W ston t al., 3 Li t ., 17), and
e t ty linki g (T a nd Roth, 016; Y da t l.,
2016; Cao t a , 17; Ji e al., 2 1 ).
Most exi ti g work j i tly models KB and text
c rpus to e ha c each o er by learning word and
e tity r pres ntati in a nified vector space. For
exa pl , (Wang et ., 2014; Y ada et al., 2016;
Cao et al., 017) utilize t cohere ce informa-
tion to al gn similar words and entities with sim-
ilar mbedding vectors. Another approach in ( an
e al., 2016; To t nova et l., 2015; Wu t al.,
2016) lear s to repr se t entities ased on th ir
text d scriptio s t get r with the structured re-
la s. H wever, these e ho s ly focus on
m o-li gual setti gs, n few res arches have
been done in cross-l gual scen i s.
In t paper, w p se t lear cro l gual
rd and ent ty r enta ions i he same s n-
ic s ac , bl join i fer nc mong K d
text cro l nguages with ut any additional trans-
l ti mech nism, whi usual y xp nsiv and
y introduce vita l e rors. Our emb dd ngs
a e h lpf e k down l ngu ge gaps in
t sks, suc s cros -lingual tity l nki g, i which
the j r chall ng lie in asuring the si ilar-
ity be n e t ti s nd o sp d g m n i ed
r i diff l gu .
?, w? , ? ?
The n uitio th , words and entities in
va io s language shar so e comm sem tic
mea i s1, bu h r ar al wa i whi t y
iff . O o d, utiliz their sh d seman-
t s to a i n si ilar or s a d ntities w h imi-
l r mbe g v c r , o at er they r i th
a e lan g r no . O t e th r ha d, cross
l g al mb ddings ill b n fit f o iff r lan-
gua s t th mp nt ry knowl . F r
n t nc , t xtual biguity in o e langu ge may
disap ear i an ther l nguage, e. ., th two m a -
1Som c o s-l gu l p ri g w k b erv at word
emb d ings train separat ly n onolingu l c rpor x-
hibit iso hic tructu e cross l ng ages (Mikolov et l.,
2013; Zh ng et al., 017).
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Abstract
J intly l rning w d a d entity repr sen-
tati s e fit m y NLP t ks, while h s
ot been well explored i c os -lingual s t-
tings. In t is aper, w rop se novel
m th d that int grat s cr ss-lingual w rd
and tity representation le r ing to e able
join i fer nc amon knowledge ba e and
text across l ng ages, c pturi g m tually
com lement ry knowledge. Inst ad of r -
liance on pa allel da a, we auto tic lly
g ner t cros -l gual training da a v dis-
a u rv s on v r ulti-li ual k owl-
ed e as s. W al po tw p s
f k o e g ti r ss-li gual
attent on o l ct he m st inform tiv
words d filter out n ise, which will f r-
the pr v th fo m c . I exp r-
ment , par te tasks f w rd r slation
a nt ty r l e ess demon ra th ef-
f ct v s f ou m thod with verag
g n of 20% 3% v bas li es, e-
p cti ly. Usi g ity l ki g a a c e
st dy, the esult be rk dat set
v r f th qu li y of ur mbe ing .
1 I ro ct
u ti-lingu l knowledge a s (KB), storing il-
li n f t ti s th i f cts in vari u l n-
gu g , pr rich ructu k owl dg f un
ersta ding n r la guage bey d t xts. an-
il , b ext cor us con i s l r m u t
f pot i knowl d e comp n y to existi g
K . T r fo , r s a ch r v ge b t typ
f r o r t i pro e v i us n tural anguag
pro ssing (NLP) rel ted tasks, such as r l t o ex-
tr i (W ston al., 2 13; L n l., 2017), a d
tity li ki g (Tsa a d Roth, 016; Y t l.,
2016; C o t ., 017; Ji e ., 2016).
Most existing work jointly models KB and text
corpus to nha ce each other by learning word and
entity representations in a unified vector sp ce. For
xample, (Wang et al., 014; Yama a et al., 2016;
Cao et al., 2017) utiliz th coherence informa-
i n to align similar words and e tities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions t gether with the structured re-
latio s. How er, these ethods only focus on
m o- ingual settings, and few researches have
been do e in cross-l ngual scenarios.
In th s paper, we prop se to le rn cross-lingual
word an entity representations in t e same seman-
tic space, t n ble jo t infe e ce among KB and
ext across languages ith ut any additional trans-
lation mechanism, w ich is usually expensive and
may i troduce inevitabl errors. Our embeddings
are helpful to br ak down l nguage g ps in many
tasks, such as cross-lingual entity linking, in which
t ajor challe g lies in measuring the similar-
i y b twee entiti s a d cor esp di g entioned
word in d ffe t languag s.
NBA??, w?, w?, w??
T e in uition is that, words and entities in
various l ngu g s share some common sem ntic
an ng 1, b t there ar o ways in whic they
d ff r. On one hand, utilize their shared seman-
ti s o alig ilar wor a d titie with simi-
lar embedd ng vectors, no matter they are in the
sam language or n t. On the other h nd cross-
l gu l e b d i gs will be fit from ifferent l n-
g a es u t the compl mentary knowledge. For
i stance, t xt al a biguity in o e l nguage may
dis pp r i a r la guag , e. ., the two mean-
1So e cross-lingua ionee ing work observ hat w rd
embe ding trained sep atel on monolingual corpora ex-
h bit iso orp ic structure cr s langua es (Mikolov et al.,
2013; Z ng et a ., 2017).
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Abstrac
Jo ntly learning word a d entity repres n-
t ti ns be efits ma y NLP tasks, whil has
not been ell xplo in cro s-lingual set-
tings. In this pap r, we propose a ovel
ethod that integrat s cross-li gual w rd
a entity repr sentation le rning n bl
joint inf r nce mong k owledge bas an
text ac os l ngu ges, c pturi utually
complementary kn wl dge. Instead of r -
li on parallel at , we auto t cally
gen rate cr ss-li g al trai ing data vi di -
tant supervision ov r multi-li gua k wl-
dge bases. We lso prop two typ s
of nowledge ttent o a cros -l ngu l
t io t sel c th most in o mativ
words and fi t r ou noise, hich will fur-
ther impro e th perfo manc . In xper-
i nt , ep rat t sks f w r tr slatio
and en ity lated s emo str e the ef-
fectivene s of our etho with a average
gain of % and 3% over s l n s, re-
specti ly. Us n nt ty nki g s c s
study, th r sults n be chm r d t t
verify the qual t f ur m di gs.
1 Intr ductio
M lt lingu l wled b s (K ), st ring mil-
lions f ntiti s nd their f cts in various la -
guag s, provid rich str ct re k wl f r n-
derstan ing nat ral la g age yond t xts. e n-
while, ab dan text orpu c ntai lar ou t
of potential k owl dg c pl ment ry t xi ting
KBs. Therefore, r se chers lever g b th types
f resources t i rov va o s natu al l u
process ng (NLP) rel ted tasks, uc rel t o x-
tractio (W ton et a ., 20 3; Lin e al., 017), an
entity li king (Tsai an Roth 20 6; Y ma et l.,
2016; C o e l., 201 ; J t al., 2 16).
Most existing work jo ntly models KB a d text
corpus to e h nc each t er y learni g word and
ent ty r pr nta ions n a unifi d vect r pac . For
exa pl , (Wang et al., 2014; Y mada t al., 2016;
Cao e al., 2017) utilize the c here c inf ma-
ti to align sim lar words and tities wi sim-
ilar edding vectors. A other appr a h in (H
t al., 2016; T ut ova et al., 2 1 ; Wu et .,
2016) l ar to repr t e titi as d their
tex ual d scrip io s t gether with the structured r -
latio s. How ver, th s ethods nly cus o
m -lingual setti g , and f w rese rches have
bee don in cro s-lingual sc nari s.
I aper, we prop e t learn cr -li gual
rd d nti y represe tatio s in the ame seman-
ic s ac , to en bl j i t i f r nce mo KB and
ext s l nguage with u any additio al ra s-
l t o mech is , w ch i usual y xpe s v and
m y i tr duce inevi ble rr r . Our mb i gs
are he pfu t br k d w gu ge gap ny
ta ks, uch a cross-l n e tity ki g, i which
h j r ch l g s in m suring il r-
ity b w n ntities o r pond t n
wo ds in diff r la ge .
NBA??, ?, ?
Th int tio i ha , ord d t t e in
various lan uage h c m s nt c
e gs1, but th r ls ways i w ic th y
f r. O a d, w u l z heir share s ma -
t cs t align si ar wo a d t ti w th s i-
l r m g v t r , o matt r th y e i th
sa l ngu ge or n . On t other hand, cros -
ling b ddi s ill enefit fro iff r t l -
g ag to th compl m tar kno l g . For
i st nce, tex u l mb ui y n o e l m y
d s p a in th r la guag , .g., t -
1S e cro -lingu l pion e in wor obs rve that word
e b d gs r i ed s parat ly on o oli al co po a ex-
hibit is morphic s ructu e acr s l g (Mik v .,
2013; Zhan e ., 2017).
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Abst act
Jointly learning word and en ity rep sen-
tations e efits ma y NLP tasks, w il as
not been we explore in cross-ling al s -
tings. In this pap r, we pro ose ovel
method th t i t grat c ss- ingu l ord
and entity repr se tati n l a ing o enable
joint infer ce am k wledge bas d
text cro s la guages, ca turi g mutu l
compl menta y knowle ge. I st d f re-
liance n parall l ata, e aut tically
generate c s - i gu l training da a vi dis-
tant supervis o ov r ulti-lin ua k owl-
dge bas s. We lso prop se wo typ
kn l g att ion r ss-ling
at enti t s l t h m i forma iv
words a filter out oi , hich ill fur-
th r mprov h erf r anc . In exp r-
ime ts, separ t t sks f w rd r l tio
a d n y relat d e s m nstrat the f-
fectiv ss of our ethod w th v r ge
ga of 20% a d 3% ov r ba li es, r -
sp cti ely. Usi tity linki g c
study, th sults o nch rk t
verify th quality f our ddi g .
1 Introd ti n
M lt -l gual w edg as s (KB), o ng il-
li s of ent ties th r fac s in v ri l -
g ag s, pr vi ch uctu ed n l g for u -
derstand n tural language beyon t xts. e n-
whi , da t text c rp c tain l ge m t
of poten l k wl d mplem ntar t xi i g
KBs. Th refor , r s rch r l v rag b t p s
of resour t improve v rious at r l n
proc si g (NLP) rel d tasks u h relat x-
r ction (W sto t ., 2013; L n l. 2017), and
entity linking (Tsai a R h, 6; Y a e l.,
016; Cao t l., 0 7; Ji et al., 6).
Mo t xisting w rk jo ntly models KB text
cor us t nh nce e ch other y learning word and
entity representatio s in a unifi v ctor space. For
exampl , (Wa g t ., 2014; Yamada t al., 2016;
C o et al., 2017) ut lize he cohere ce informa-
tion o align imil r wor s and tities with sim-
ilar mbed ing v ctors. A ot r pproach i (Han
et al., 2 6; T tanova t al., 2015; Wu et al.,
2016) learns to repr s t ntities b sed on their
textu l d scriptions t gether with the structu ed re-
latio s. Howev r, these ethods only focus on
m o-lingual s ttings, and few r searches have
been done in cr ss-li ual ce a ios.
In t is p per, we propose t learn cr ss-lin ual
wo d nd entity ep sent tions in the s me sema -
tic spac , to able oint i f r ce am ng KB and
text cro a gu es without any dd tion l trans-
ati mech nis , w c is usu lly ex nsive nd
m y i duc inev tabl errors. Ou e beddings
r el f l t br k wn languag aps in many
t sk , such as cross-ling l entity linking, in hich
he ajo challe g l measuri imil r
i y betw e entitie a cor spo di g m i d
wo ds differ l a s.
N A ?, w ?, w??
T i tui is th t, r s d e t t es in
v i l ngu g sh r so com o seman ic
m ani 1, but he r al o a in whi th y
i fer. On n , ilize th i sh r d seman-
t cs t g si il r w d titi s with i-
ar em dd ng v ctor , o atter th y r i th
sa a guag or not. O the other hand, cross-
l gual b dd g w fit from d ff rent la -
gu g s e t c mp nta y know edge. For
i tanc , t xt l mbiguity o l n uag ma
d a i a other l u ge, . ., he o me -
1Some cross-li gual pi neer ng work o e ve t at wo d
e d gs r i ed s parately n mo o n ual corpora ex
ibit iso orphi st ure acr s lan uag s (Mikolov et al.,
2013; Zhang t al., 017).
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A stract
Joint y l arning ord and e tity represen-
tati s benefits any NLP tasks, w ile a
ot been w ll explored in cross-lingual se -
ti gs. In thi paper, we propos a novel
m thod that integ t s cross-l ngual w rd
a d entity representation learning to enable
joi t infe enc amon knowledge base an
tex a r ss langu s, capt r ng mutuall
c mplementa y knowl dg . Inste d of re-
li n on para l l d ta, we au o atically
gen ate cr ss-lin ua tr i i g data v di -
t nt upervisio over ulti-l gua k owl-
edge bas . W also pr po e t ty es
of k wl d e a te tio nd cross-li gu l
ttention t sel ct th os nform tiv
words n filter out noi e, which will fur-
h r im rov he pe f rman . In exper-
m nt , s parate t sks of word r sl tio
d entity rel tedness o trat th f-
f ctiveness f o m tho an v ag
gain of 20% 3% v ba elin s, r -
spe t v ly. Us g ity in g as ca
s dy, the result on be h d t s t
verify the quality f ou m ed ing .
1 I du ti
ulti-lingual kno led as (K , t in mil-
lio of i i d ir fact vari us l -
guages, r vid ch struct red kno l ge f r -
derstand g tur l la u ge b y n xts. e n-
whil , abund t text pus c t s l g m un
of p t tial knowledg co ple n a y to existi g
K . her fo s r h r l v rag b th typ s
f r sourc s to mp ove vari us natur lan uag
proc ss (NLP) l t d task , u r -
tr ction (Weston t l., 20 3; L n t 2017), nd
n ity ki g (T a d Roth, 2016; Y ad et .,
2 16; Cao t l., 017; Ji e al., 2016).
Most existing work j intly m els KB and text
corp s to enh nce c other by l arning word and
entity r pr se tat o s n unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2 16;
Cao et a ., 2017) utilize th coherence informa-
tion to align similar words nd entities with sim-
ilar mbedding v cto s. Another appr ac i (Han
et al., 2016; T uta ov t l., 2 15; Wu et al.,
2016) l arns to represent entities based on their
textu l descriptio together with the structured re-
la io s. Ho ver, t e method onl focus on
on -ling al ettings, and few researc es ave
be n d n in cro s-lingual scenar os.
In this pap r, w pr pose to l ar cross-lingual
ord and entity ep esentations in th same seman-
t spac , to n bl j int i ference a on KB a d
xt across languages th ut any add tion trans-
a i n chanism, which is sua ly expen ve a d
may introduce inevit ble e rors. Our b ddings
ar elpfu to break dow anguage gaps i m ny
t sks, suc as cr ss-ling al ntit linking, in ich
the m jor challenge l es i easuring the similar-
ity be w e ntiti s and corresponding e tioned
rd in ffer t la guag s.
N A , w , w?, w ?
The i t iti is that, rd an t ti in
ari us languag s sh r som co m n s antic
e n 1, t her are ls ways i wh ch t ey
diff . O ne hand, we t liz t ir sh ed man-
i s align si l r words nd nt i s with si i-
l r b d i g v cto s, n matter th y are i the
s e la gu g or n t. On the oth r a d, cross-
l ngu em i g ll b fit fro different l -
gu ges du t t om l m tary knowledg . Fo
s n e, te al biguity i o lan y
i a pea i not r l gu , e.g., the w an-
1So ro s- n u p o ering work bserve that wor
embe d gs train d parat ly on monolingual corpor ex-
it m rphic s ct re acro s la u ges (M k l v t al.,
2013; Zhang t l., 2017).
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bstract
Joi tly learning word and tity re resen-
tations be efits ma y NLP tasks, while has
not bee ell exp ored in cross-lingu l set-
ting . In this pap r, we propose a novel
metho that ntegrate cross- ingual word
and ntity repr s nt ti n le rning o able
jo n i f r c am g kno ledg b
ext across angu ge , pturi g mutually
c m leme t ry kn e . Inst ad of r -
liance p rallel dat , w automaticall
gen r te cross-li gua tra ni g data via dis-
ta t upervisi n ver ulti-l l k wl-
e e base . We lso p pos tw typ s
of know ed a te i n a cross-li gual
attent o t le the mo t i for tiv
or d filter ut n se, wh ch wi l fur-
h r improv the pe forma c . In exper-
iments, se arate tasks f wo d tra slat o
and e tit r lated ess d n r t th f-
f ctiv ss f u method i a av rage
ga of 0% d 3 v r ba li s, e
ctiv ly. Us g tity l k g c
s ud , e ul o hmark d aset
v r y t e q ity f ur e b g .
1 I t c i
ul i-l n l k ow d b se (KB), to ing -
s f t ti t eir f cts va u l -
a es, prov d r ch tru tu d kn wl dge for -
ers andi atur l l g nd t xts. M -
w , d t t x c rpu c n n l r m u t
f p ti k wl dg co l ry t xi ting
KB . Th refor , se c rs l v ra b t yp
f r urc s t i pr ve va i us l lang
p c s ng (NLP l t s , suc a r l ti n x-
r cti (Wes t al., 2013; Li l., 20 7), a d
ity l n ng (Ts i nd R th, 16; Y m d t l.,
16; Ca et l., 2017; J l., 016).
Most existing work jointly models KB and text
corpus to e hance each other by learning word and
enti y repre nta ions in a u ified vector space. For
exampl , (Wang et al., 2 14; Yamada et al., 2016;
C et al., 2017) utilize the coherence informa-
t n to align sim lar w r s and ent ties with si -
ilar embedding vector . Anothe approac in (Han
et al., 20 6; Toutan va et al., 201 ; Wu et al.,
16) learns to represent entities based o their
textual descriptions t gether with the structured re-
lations. H w ver, these methods only focus on
mono lin al ettings, and few researches have
been done i cr s-lingual scenarios.
In thi p per, we pro os t learn cross-lingual
word and entity representations in the same seman-
ti sp ce, o e abl joint inference amo g KB and
tex cross l gu ges it out any additional trans-
lation mech ism, which is usually expensive and
ay t o uce inevita l errors. Our mbeddi gs
a e helpf l to break d wn language gaps in many
tasks, suc as cr ss-lingua e tity linking, in which
t e major challenge lies measuring the simil r-
ity b tw ti ies nd c r pondi g me tioned
w rds i iffer t langua es.
eNBA
T i tuiti s th t, words and entities in
v riou languag s share s me mmon semantic
e ning 1, but ther ar also ways in hich they
iff r. O o e ha , e utilize their shared seman-
tics t lig si ilar ds a ntitie ith simi-
lar mb ddi g v ct s, o matter t ey are in th
same langu g or n t. On the other hand, ross-
lin al embedding will ben fit f om different la -
gu es u to th o pl me tary k owledg . For
inst nc , tex ual mbiguity i e language ay
disapp a i nother l , e.g., the two mean-
1So oss-li gual p n ri g work observe that word
mbedding train d s p r tely on onol l corpora ex-
h bit isomorph c tr ctur across language (Mikolov al.,
2 13; Zh g et l., 2017).
E
L w c
a w
Law enc
eNBeAllstw w k ll
A ic
F g : T fr rk f r m t . The i p ts a outputs of each st p are listed in the right
s d , i t l f i r are t e mai c m ne ts of joint repres ntation learning. Red texts
h k e c r , h d li s b t e ntiti s d n te relations, and solid lines are cross-lingual
l ks.
o hbor h v si ilar b d i gs, no at-
h h u , . ., E gli t F ust
n C i s y 福斯特 (Fous ) r mb d-
d cl s s nt c pa to h c mon
igh rsNBA,A l st r a dNBA选秀 (d aft), etc.
(3) Cros -li gua S n R ula iz r s
lea n mutu y trans ted wor th s l r em-
eddings by pu h ng th ir c s-l g al c t xts
(i.e. c mpar bl s n c s) tog er. For exam-
ple, English rd b sketb ll and t e tra sl ted
Chin e word 篮球 frequ tl co- c ur i c m-
ara l sent nc s, a d re cl s i s a tic
space.
All word/e tity em dding are train d joi tly
under a unifi d ptimiza ion obj ctive. N xt, we
will introdu how to ge erat i-lingu l EN
compar ble s nt nces s we l as the three co po-
f r j int r pr s t on lear ing i turn.
3. Cross-lingual Sup rvisio Da
Ge erati n
This s ction intr duces h w t xtract mo cross-
li gual clues from mul i-lingual KB in the for f
bi-ling al EN nd c mparable e t nc s.
Bi-lingual Entity Netw Const u ion
Co v ntion l knowl dg repr sentation meth-
ods ormally regard cross-lingu l links s a spe-
cial equivalence type of relation betwee w en-
tities (Zhu et al., 2017). However, we argue that
this may mislead to an inconsistent training ob-
j ctive since a cross-li gual link actually contai s
mul ipl r la ions. For example (Figu e 1), the e
will be no direct relation bet en Chinese entity福
斯特 ( oust) and English entity Piston by merely
dd the qui e c r lation between Foust and
福斯特, which is in contradiction with the fact that
F ust b lo gs to Piston, no matter i whi h lan-
uage.
Th ref re, we bui d bi- ingual entity network by
aking cros -lingual li ked e tities that inherit ll
la ion f om ach other. Concretely, we enhance
ono-EN by addi edges from all neighbors of
ntity ei to
z
j if < e
e
i , e
z
j >∈ Re−z (lay r 2).
e ??
Comp rable S ntences Generation
We uti iz di tant supervision to generat com-
par b sentenc s fr m W kipedia articles. As
s own i Figure 1, from t e page articles of cross-
lingual linked entities eeKobe and e
z
K be, we extract
those s te ces includi g another cross-lingual
li d entiti s eJoe and
z
Joe as comparabl sen-
e ces Se−z = {< ek, szk >}.
The intuition is that we co sider ach sentence
in a Wikipedia article has a pseudo mention of
the page entity (talking someth ng about the en-
tity) (Yamada et al., 2017). Thus, if a sentence also
mentions another entity, it implicitly expresses
th ir r lation. Th refore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participate in a relation, and both of them
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NBA
Lawrence Foust
All-star
[[Lawrence Michael Foust]] was
an American basketball layer
who spent 12 seaso s in [[NBA]]
NBA (zh)
?????
??·???
[[??·???]]???[[NBA]]?
?????????????
1950??[[NBA??]]??1??5
English KB Chinese KB
RRd
RR3
RRN
Rky
RkR
Rkk
Rkj
Rk9
Rk8
Rke
Rk
Rk3
RkN
Rjy
RjR
Rjk
j
Rj9
Rj8
je
R d
j3
RjN
R9y
9R
R9k
j
R99
R98
9e
R9d
R93
9N
R8y
8R
R8k
R8j
89
R88
R8e
8
R83
8N
Rey
ReR
ek
Rej
Re9
Re8
R e
ed
Re3
ReN
Rdy
RdR
Rdk
Rdj
Rd9
qqq kyR3- T`BH kj@kd- kyR3- GvQM- 6`M+2 MQMX
Rd8
Rde
Rdd
Rd3
RdN
R3y
R3R
R3k
R3j
R39
R38
R3e
R3d
R33
R3N
RNy
RNR
RNk
RNj
RN9
RN8
RNe
RNd
RN3
RNN
kyy
kyR
kyk
kyj
ky9
ky8
kye
kyd
ky3
kyN
kRy
kRR
kRk
kRj
kR9
kR8
kRe
kRd
kR3
kRN
kky
kkR
kkk
kkj
kk9
kk8
kke
kkd
kk3
kkN
kjy
kjR
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i Q /Bz2`2Mi MiBiB2b- "MF M/ " F U;2Q;`T?vVX
AM i?2 KmH BHB ;mH b M b- ?Bb Bbbm2 Q7 K#B;mBiv
#2+QK2b KQ`2 b2p2`2X
*`Qbb@HBM; H qQ`/ HB;MK2Mi  H`; MmK#2` Q7
2i?Q/ 7Q+mb Q mbBM; T`HH2H +Q`Tmb UBX2X HB;M2/
rQ` b 2Mi2 +2 V b +`Qb @H M;mH bm 2`pBbBQM bB;MHb
iQ HB;M bBKBH ` Q`/b BM #Q ? HM;m;2b ( Ĝ9- dĜ
N)X >Q 2 2`- T`HH2H + `Tmb Bb 2 T2M Bp2 iQ Q#@
BM M/ mbmHHv b MHv pBH#H2 7Q` +2`iBM M`@
` / BM ?B+ B i` /m+2  bi` M; /QKBM #Bb
M Q ? H ` BM; T`Q+2bb ( )X Q HH pB 2 ?2 #m`@
/ M 7 Q# BMBM; T`HH2H +Q`Tmb- (RR- Rk) ?m|2 UBX2X
` /QKH Q H2M; ?@` BQV + TB` 7 +Q T`#H2
/ mK ? b?  +QKKQM ?2K2 BM /Bz2`2Mi
HM ;2 +QMb `m+i Tb2m/Q #BHBM;mH / + 2 ib
/B`2+iHv 7 ` #BHB ; H Q` `2 `2b2Mi BQM H  MBM;X
> 2p2`- i? b? |2 ` ;v Bb ?`/ Q +QM `QH i?2
[mHBi 7 Tb2m/Q #BHBM;mH / +mK ib- ?B+? bmz2`
` K  b # T B Bx iBQ Bbb 2 / 2 i ++B/2MiHHv ǳ#/
| bǴX
h  /`2bb ?2b +?HH2 ; b- 2 `QT b2 iQ H2`M
mHiBTH 2 # / BM; 2+iQ` 7Q` 2+? 2 iBiv K2MiBQM-
 Hv 2MiB Mb2- iQ /2H Bi? i 2 K#B; Biv #2@
i 22M K MiBQMb M/ MiB B2b U X;X AM/ T2 /2M+2 .v
pbX }H 2 iB v Q` 2 ?QHB/v 2MiBivV- M/ 2p2M
?`/ ` +`Qbb H ;m;2b U2X;X AM/2T M/2 +2 v pbX
独立 `美国独立日VX 6Q` +`Qbb@HB mH HB; Mib-
2 }`bi i` /m+2 +`Qbb@HBM;mH ?vT2`HBM b 2tBbiBM; BM
mHiBHBM;mH EMQrH2/; "b2 2X X qBFBT2B/V b bm@
T ` BbBQ - M ;` i `2 /Bz2`2 i vT2b Q7 HB;M@
K Mib, Q` b- 2 iBiB b M/ #Qi? BMiQ  MB}2/ Q#D2+@
iB 2X h?2 bB+ B/2 Bb i?2 M BiB2b HBMF2/ +`Qbb HM@
;m ; b b?QmH/ ?p2 bBKBH` `2T` b2MiiBQMb- M/ bQ
/Q ?2B` M2B;?#Q` 2MiB B2b M/ +QMi2t Q`/b BM i2ti
+Q`TmbX
AM i?Bb TT2`- r2 T`QTQb2  MQp2H #BHBM; H KmH B@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?i DQBMiHv H2`Mb
rQ`/- K2MiBQM M/ 2MiBiv 2K#2//BM;b +`Qbb HM;m;2bX
6QHHQrBM;
K2MiBQM b2Mb2
+QMi2 i
k J1h>P.
kXR *`Qbb@HB ;mH qQ`/
_2T`2b2MiiBQM G2`MBM;
Sen Szh een ezh URV
QMQHBM;mH Q`/fK2MiBQM 2K#2//BM; H2`MBM;
L =
∑
xi ∈
∑
xo ∈C(xi )
HQ; P(xo |xi) UkV
+`Qbb@HBM;mH rQ`/ HB;MK2Mi
L =
∑
(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV
?2`2 Ec +QM BMb 2M B v TB`b +QMM2+i2/ #v  +`Qbb@
HBM;mH HBMFX
X *`Qbb@HBM;mH 1MiBiv
_2T`2b2MiiBQM G2`MBM;
L =
∑
ei ∈E
HQ; P( (ei)|ei) +
∑
(ei ,ej )∈Ec
HQ; P(N (e j)|ei)
U9V
?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2
FMQ H2/;2 M2i Q`FX
kXj *`Qbb@HBM;mH HB;MK2Mi
L =
∑
(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +
∑
(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))
U8V
RRd
RR3
RRN
Rky
RkR
Rkk
Rkj
Rk9
Rk8
Rk
Rkd
Rk3
RkN
Rjy
RjR
Rjk
Rjj
Rj9
Rj8
Rje
Rjd
Rj3
RjN
R9y
R9R
R9k
R9j
R99
R98
R e
R9
R93
R9N
R8y
R8R
R8k
R8j
R89
R88
R8e
R8d
R83
R8N
Rey
ReR
Rek
Rej
Re9
Re8
Ree
Red
Re3
ReN
Rdy
RdR
R k
Rdj
Rd9
qqq ky 3- T`BH kj@kd- ky 3- GvQM- 6`M+2 MQMX
Rd8
Rde
Rdd
Rd3
RdN
R3y
R3R
R3k
R3j
R39
R38
R3e
R3d
R33
R3N
RNy
RNR
RNk
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RN9
RN8
RNe
RNd
RN3
RNN
kyy
kyR
kyk
kyj
ky9
ky8
kye
kyd
ky3
kyN
kRy
kRR
kRk
kRj
kR9
kR8
kR
kRd
kR3
kRN
kky
kkR
kkk
kkj
kk9
kk8
kke
kkd
kk3
kkN
kjy
kjR
kjk
i Q /Bz2` M 2 iBiB b- " F / " MF U;2Q;`T?vVX
AM i? KmHiBHBM; H b2 ;b- i?Bb Bbb 2 Q7  #B;mBiv
#2+QK2b KQ`2 2p2`2X
*` bb@HBM; H qQ`/ HB;MK2  `; MmK#2` Q7
K ?Q/ 7Q+ Q bBM; T`HH2H +Q`Tmb UBX X H ;M2/
Q`/b- b2 2M+2bV b +`Qbb@HBM;mH b T2`pBbBQM bB;MHb
Q HB; bB BH Q`/ B # i? H ;  b RĜ9- dĜ
N)X >Q p2`- i?2 T HH2 +Q`Tm b 2 T2MbBp2 Q Q#@
B M/ bmHHv Bb QMHv  BH#H2 7Q` +2`iBM M`@
Q /QK BMb B+? B `Q/m+2b b `Q ; /QKBM #Bb
BMiQ H2 MBM; T` +2b (R)X Q HH2pBi2 ?2 # `@
/2M Q7 # BMB ; T`HH H +Q Tmb- ( R- Rk) b | UBX2X
`M/Q H ` H2 ;i @` QV 2+? TB` 7 + KT`#H2
Q m 2 ib i `  +QK M K2 B z2` M
M; ; b iQ +QMb m+i Tb2m/Q #BHBM; H /Q+mK2Mib
B` Hv 7 # H ;mH ` `2T b M  BQM H2`MBM;X
>Q 2p2` i?2 b? | bi` i ;v Bb ? ` Q +QMi`QH i?2
[mHB v Q7 T 2 Q # HBM;mH /Q+ M b- ?B+ b 2`b
7`QK  b #@QT BKBx BQ Bbb /m2 ++B/2M HHv ǳ#/
b |2bǴX
//`2bb i?2 + HH ;2b- r2 T`QTQ 2 iQ H2`M
K H BTH K# / ; p +iQ` 7Q` 2 +? M B v K2M BQ -
MK2Hv K M BQM b Mb2- Q H Bi? ? K#B; Biv #2@
MiBQ M/ 2 iBi b U2X;X A / T M/2M+2 . v
pbX i?2 }HK iBiv Q` i? ? HB/v 2MiB vV- M/ 2p2M
?`/2` +`Qb H M; ;2b U X;X AM/ T /2M+2 .v pbX
独立日 Q`美国独立日VX 6Q ` bb@ BM;m H HB; K2M b-
r2 }`b BMi` m+2 +`Qbb@HB ; H ?vT `HBMFb 2 BbiB ; BM
K HiBHBM;mH E QrH2 ; " b2 U2X;X qBFBT B/V  m@
T2`pBbBQM-  / B i ;`i2 i?` 2 /Bz2`2Mi ivT2b Q7 HB;M@
K2 ib, Q`/b- 2MiBiB2b M/ #Q - BMi  m B}2/ Q#D2+@
Bp2X h? #bB+ B/  Bb i?2 MiBiB2b HB F2/ +`Q b HM@
;m;2b b?QmH/ ?p2 bBKBH` `2T`2b2MiiBQM - M/ Q
/Q i?2B` M2B;?#Q` 2MiBiB2b M/ +QMi2ti Q`/b BM i2ti
+Q`TmbX
AM i?Bb TT2`- 2 T`Q Qb2  MQp2H #BHBM;mH KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i? DQB iHv H2`Mb
Q`/- K2MiBQM M/ 2MiB v 2K#2//BM;b +`Qbb HM;m;2bX
6QH Q BM;
K MiBQM b2Mb2
+QMi2ti
J1h>P.
kXR *`Qbb@HB ;mH qQ`/
_2 `2b2MiiBQM G2`M ;
Sen Szh een ezh URV
KQMQHBM;mH Q`/fK2MiBQM 2K#2//BM; H2`MBM;
L =
∑
xi ∈D
∑
x ∈C(xi )
HQ; P(xo |xi) UkV
+`Qbb@HBM;mH rQ`/ HB;MK2M
L =
∑
(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV
?2`2 Ec +QMi BMb 2 iB v TB`b +QMM2+i2/ #v  +`Qbb@
HBM;mH HBMFX
Xk *`Qbb@HBM; H 1MiB v
_2T`2b2 iiBQM G2`MBM;
L =
∑
ei ∈E
HQ; P(N ( i)|ei) +
∑
( i ,ej )∈Ec
HQ; P(N (e j)|ei)
U9V
r?2`2 N (ei) / MQi2b i? 2B;?#Q` 2M BiB2b QM i?2
FMQr /;2 M2i Q`FX
Xj *`Qbb@HBM;mH HB;MK2Mi
L =
∑
(ei , i )∈A
HQ; P(ei |mi ,C(ei)) +
∑
(ei ,ej )∈Ec
HQ; P( j |mi ,C(ei))
U8V
?
?
was
Lawrence
??NBA
NBA (zh)
basketball ??
Semantic Space
Representation
Learning
Cr ss-li ual
Sen nce gularizer
Cross-lingual
E tity egularizer
[[??·???]]???[[NBA]]???????????
All-star
[[Lawrence Michael Foust]] was an merican basketball 
player who spent 12 seasons in [[NBA]]
??·???
NBA??
NBA (zh)
C mparable Sentences
Bi-lingual EN
attatt
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… …
kjj
kj9
kj8
kje
kjd
kj3
kjN
k9y
k9R
k9k
k9j
k99
k98
k9e
k9d
k93
k9N
k8y
k8R
k8k
k8j
k89
k88
k8e
k8d
k83
k8N
key
keR
k k
kej
ke9
ke8
kee
ke
ke3
eN
kdy
kdR
kdk
kdj
kd9
kd8
kde
kdd
kd3
kdN
k3y
k3R
k3k
k3j
k39
k38
k3e
k3d
k33
k3N
kNy
AMi2;`iBM; JmHiBHBM;mH EM rH2/;2 "b2 M/ h2ti B ii2MiBp2 .BbiMi amT2`pB BQM qqq kyR3- T`BH kj@kd- kyR3- GvQM- 6`M+2
kNR
kNk
kNj
kN9
kN8
kNe
kNd
kN3
kNN
jyy
jyR
jyk
jyj
jy9
jy8
jye
jyd
jy3
jyN
jRy
jRR
jRk
jRj
jR9
jR8
jRe
jRd
jR3
jRN
jky
jkR
jkk
jkj
jk9
jk8
jke
jkd
jk3
jkN
jjy
jjR
jjk
jjj
jj9
jj8
jje
jjd
jj3
jjN
j9y
j9R
j9k
j9j
j99
j98
j9
j9d
j93
6B;m` k, qBFBT2/B S;2b Q7 * Qbb@HBM;mH GBMF2/ 1M;HBb? 1MiB v M/ *?BM2b2 1MiBiv #Qmi ǳEQ#2 "`vMiǴX
r2HH BM `2Hi 2t `+iBQM (N R8- R3- ky- j- j9)X A bi2/ Q7
`2Hv MM i i / i2t - B 2 THQvb FMQr 2/;2 #b2 b Qm`+2
Q7 bmT2`pBbBQM #v HB; BM; i?2 ;Bp M FMQ H2/;2 #b2 iQ i2t
7QHHQrBM; i?2 bbmKTiB M, ǳA7 ir 2 iB B2b T`iB+BTi2 BM 
`2HiBQM- HH b2Mi + b i? K2M B ? i Q MiB B2b tT`2bb
i?i `2HiBQMǴ (ky)X
hQ ;2M2`i ?B;?2` [mHBiv + T` H /i m QK B+HHv-
r2 T`QTQb2 iQ BM+Q`TQ`i2 /Bbi i bmT2`pB BQ 2+?MB[ 2 BM Q
+`Qbb@HBM;mH `2T` b2M iBQM H2`MBM;X BKBH`Hv- 2 bb K2
i? i,
A7 irQ +Q T `#H / +mK M b 2 BQM2/  TB`
Q7 +`Qbb@HBM;mH HBMF / B B2b i?2 b Mi2M+2b +QM@
iBMBM; ?2 tT` b i? K bT2+ Q7 ?2 + K@
KQ i?2K2X
h Bb iv 2 Q7 b Mi2 + b `2 M K mHHv ` bHi2 - #m
i?2v Q#pBQmbHv ?p bBKBH` b2 iB+b- MK v +QKT H
b2M 2M+ bX 6B;m`2 k b?Qrb b 2 +QKT `#H b 2 + T `
+QHQ` / BM ;`22 M/ ? ` / `2+i ; b +QMM2+ 2/  /
HBM2b `2 +`Qbb@HBM;mH 2 B B2b- X X 2 b i + B` ǳ>2
THv2/ ?Bb 2MiB`2 ky@v  +` 2` Bi? i? GQb  ;2H2b G F `
Q7 L"Ǵ M/ ǳ? UB V? U?2V? U7Q`V ? UG b  ;2@
H2b GF2`bV UrQ FV UǶbV ky U y@v `V U+` 2`V
?? UHB72VǴ- `2 i?2 M;HBb? 2 Biv ǳGQb  ;2H2b GF2`bǴ
M/ *?BM2b2 2MiB v ǳ? ? ?Ǵ ?p +`Qbb@HBM mH HBMFX
*QKT`#H b2Mi M+ b v + iBM K +? b  / p
#2 BM+Q``2+iHv 2 i`+i2/X q2 rBHH /Bb+mb B B i? t b +@
iBQM- M/ B i`Q/m+2 irQ vT b Q7 ii2 BQM +? MB K Q
i?2K 7Q` +`Qbb@HBM;mH bmT2`pBbBQ X
j J1 >P.
jXR 6`K2rQ`F
jXk AM 2;`iBM; JQMQ@HBM;mH qQ`/b M/ 1MiBiB2b
jXj `QK JQMQ@HBM;mH iQ JmHiB@HBM;mH
jXjXR *`Q b@HBM;mH 1MiBiv HB;MK2MiX
jXjXk *Q T`#H2 a2Mi2M+2 :2M2`iBQMX
L = | |Sen − Szh | |2 URV
jXjXj JQ Q@HBM;mH  i2MiBQMX
jXjX9 *`Qb @HBM;mH i M BQMX
X9 `BMB ;
KQ Q B mH Q`/f 2 i QM 2K#2// M; H2`MBM;
L =
∑
xi ∈
∑
∈C(xi )
H ; P(xo |xi ) UkV
+` bb HBM; H `/ HB;MK2 i
L =
∑
( i ,ej )∈Ec
| |C(ei ) − C( j )| |2 UjV
?2 2 Ec + i B 2M B v T B`b +QMM2+ #v  +`Qbb@HBM;mH
H FX
L =
∑
i ∈E
HQ; P(N ( )| i ) +
∑
(e ,ej )∈Ec
HQ; P(N ( )|ei ) U
?2`2 N (e ) /2M b i?2 M B;?#Q` 2M BiB2b QM i?2 FMQrH@
2 ;2 M2 Q`FX
L =
∑
( i , i )∈A
HQ; P( i | i ,C( i )) +
∑
( i ,ej E
HQ; P(ej |mi ,C(ei ))
U8V
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BM irQ TQBMib, UBV F22TBM;  +QMbBbi2Mi Q#@
D2+iBp b KQMQ@HBM;mH rQ`/ QTiBKBxiBQMě
i?2 rQ`/b b?`BM; KQ`2 +QMi2timH rQ`/b ?p2
bBKBH` 2K#2//BM;b- `i?2` ? ?2 Q`/b
?p2  bT2+BH ivT2 Q7 2[mHBiv `2HiB Mb Ui?2
bK2 b 2MiBiB2b B am# 2+iBQM XkVc UBBV H@
H2pBiBM; i?2 # `/2M Q7 T`HH2H rQ`/b bBM+2
r2 +imHHv /QMǶ FMQ r?B+? rQ`/b `2 2 @
+iHv Ki+?2/ +`Qbb HM;m;2b BM +QKT`@
#H2 b2Mi2M+2bX h mb- r TT`Q BK Hv QTiB@
Bx2 1[miBQM k #v UBV }tBM; i?2 +QM 2ti rBM@
/Qr i? bK2 b Bib 2M+2 H2M;i , sk ≈
wki +
∑ C(wki) M/ UBBV T/ B ; ?2 2MiB`2
b2Mi2M+2 T ` BM QM2 bi2T,
Ls =
∑
< km,sl >∈Sk,l
||bFK − bHK||2 UjV
r?2 2 bFK b i?2 b2Mi M+2 K#2 / M;- r?B+?
r HH # i`Q/m+ / M i?2 M2ti bm# 2 BQMX H@
i?Qm; 7 QK /Bz2` Mi T2`bT2+iBp - r2 Q# B 
BKBH ` bbmKT BQM Bi? U" ;BQ M/ Q``/ -
kyR8V, h?2 Q`2 7`2[ 2MiHv rQ Q`/b Q++m` BM
T HH2Hf+QKT`#H2 2Mi2M+2 TB`b- ? +H b2`
i?2B` ` T` b2M  B M BHH #2X
*QKT ` / iQ T HH2H b M 2 +2b- Qm` +QK @
`#H2 Mi2M+ b HH2pB i? T`HH H #m /2M #v
mbBM; T`2@2 BbiBM; + Q b@HBM; H `2bQm +2b- #mi
HbQ B ` /m+2 Km ? MQBb2- Q` 2p2 BM+Q``2+iHv
; M2` 2/X L2 i- r2 BM `Q/m+2 irQ i T2b Q7
ii2M BQM 2+? b b Q //`2bb ? Bbb X
E Q 2/ 2  i B M
EMQrH2/;2 ii MiBQ Bb B `Q/m+2/ Q pQB/
?2 BM+Q`` + Hv H HH / +QKT #H b Mi2M+2bX
AM m# 2+ Q jXk- r bBKTHv + + Mi2 2 @
2`H b2M M+ BM i?2 i i km T 2 ` B+H2b-
i bQK b2 i2 + b ` Q 2H 2/ Q k X
- }Hi2` Q i b +? b2 2M+2b pB bQ7i@
i QM +Q Tmi2/ #v 2 m M; B BH`B
rBi?BM ?2 k ? H ;m;2,
αnk ∝ (2FK
∑
wk ∈ k
FB) U9V
? ` αkm Bb i? FM 2/ 2  i2M BQ Q7 i 2
n ? b2Mi2M+ 7Q` skmX LQi  B7 ? `2 B QMHv
Q M M+ / 7`QK ek  iB+H2b- αnk
[ Hb M2X
* Qbb@HB mH  BQ
*`Q @HBM  i2M BQ 7 +mb b Q TQi iB H
BM7Q`KiBQM 7`Q i?2 + KT`#H 2 i2M+2b
i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH` rBi?
b H7@ii2MiBQM K2+?MBbK- r?B+? Q#iBM H2`M@
BM; ;mB/M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;mH b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
 TQbbB#H2 Q`/ HB;MK2Mi +`Qbb HM;m;2b #v
TB+FBM; mT i?2 KtBKmK bBKBH`Biv,
αki,lj ∝ `;Kt
wki∈skm,wlj∈slm
sim(wki, wlj) U8V
6BMHHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 p2`@
;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BMiBQM Q7 irQ ivT2b Q7 ii2MiBQMb,
bFK =
∑
skm∈skm
αnkm
∑
wki∈snkm
αk ,ljrFB UeV
jX8 h`BMBM;
Pmi T`QT 2/ K2i?Q/ F22Tb  +QMbBbi2Mi b@
bmKTiBQM i?i rQ`/f2MiB v b?`BM; KQ`2 +QM@
i2 b ?b BKBH` `2T`2b2 iiBQMbX h?m - r2
2}M2 ?2 Qp2`HH Q#D2+ Bp2 7mM+ BQM b i?2 HBM@
2` +QK#B iBQM,
L = Lc + γLs UdV
?2`2 γ Bb  ?vT2`@T`K2 2` iQ imM2 i? 7@
72+ Q7 +`Qbb@HBM;mH `2;m `Bx2`- M/ Bi +M #2
QTiBKBx2/ i?`Q ? / :`/ a:. 2{+B2MiHvX
9 1 T2`BK2Mib
Pm` BM +QM B#m BQM HB2 B i `22 T` , URV
+QKT`#H2 b2Mi2M+2 7Q` +`Qbb@HBM;mH rQ`/
`2 ` b  BQM H2`MBM;c UkV i?2 M2r KmHiB@EL
iQ m;K2 ?2 KQMQ@EL 7Q` H2`MBM; bi`m+@
m / FMQ H ;2c UjV 2 MB}2/ 7`K2rQ`F
? #H2 +`Qbb@HB mH i2 i M/ FMQ H@
2/;2 # b2 BM72` M+2X ?2`27 `2- r2 p2`B7v Q `
K2 / M bFb Q7 rQ`/ ` bH B M- 2Mi v `2@
Hi2/M bb  / +`Qbb@H ; H 2 iBiv HBMFBM; 7`QK
i #Qp2 i?`22 bT2+ib- `2bT2+iBp2HvX
9XR 1 T2 BK2 i 2 BM;b
q + QQb2 qBFBT /B- ?2 T`BH kyRd /mKT b
? K B@HB ;mH F Q H /;2 #b2 M/ bB TQT@
H` HM;m 2b 7Q` 2pHm BQM- r Q 2 bi BbiB+b
B b?Q BM #H2 RX Q` #` pB v- 2 /QT
@H i # 2pBiB iQ /2 Qi2 M;m; jX
j M- w? 1b- C- A  / h` `2 b?Q`i 7Q` 1M;HBb -
*? 2 2- T Bb?- CT 2 2- A HBM M/ hm`FBb?- `2@
bT2+iB 2H X
8
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
42
421
4 2
423
424
425
426
427
428
429
430
431
43
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
49
450
451
452
453
454
455
456
457
458
459
460
4 1
462
463
4 4
465
466
467
468
469
470
471
472
73
474
475
476
477
4 8
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498
499
ACL 2 18 Sub i ion ***. Confidential Review Copy. DO NOT DISTRIBUTE.
+Q `/B+iBQM rB ? 7+ i? Q# "`vM
B i?2 b Q7 C "`v i Q Ki ` BM ?B+?
HM;m;2X
? 2 Q`2- 2 #mBH/ K HiB@EL #v KFBM;
+` bb@HB ;mH HB F2/ B2b BM?2`Bi HH i?2 `2@
H BQMb 7` K 2+? Q ?2`- bQ ?i ?2v BHH #2
2K#2//2/ +HQb2bi /m2 iQ i?2 KQbi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- 2 K2`;2 KQMQ@ELb
#v / BM; 2/ 2b 7`QK HH M B;?#Q`b Q7 M Biv
ki lj B7 < ki, j >∈ UHv2` 9VX
*QKT #H2 2 i2 +2b
q BHBx /Bb M mT2` BbBQ i ;2 `
+Q T`#H b2 M+2b 7`QK qBFBT2/B `i +H bX
b b QrM B 6B; 2 k- ?2 i Q ` +H2 `
`QK +`Q b@HBM; H HB F / M BiB2b ,Kob M/
zh,K b UHv2` R kVX q2 2 `+ ? b2 b2M@
BM+H /BM;  Qi 2` +`Qbb@H ;mH HBMF2/
2 iB B2b n,Jo  / zh,J UH 2` jV b + T@
` #H2 M M+ bX
BM mBiBQ Bb ? 2 + MbB/2` 2+? b M@
+ BM  qBFBT B 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 Tb2m/Q
BQM 7 i? T ; 2M Biv U HFBM; bQK2i?BM;
#Q i 2M B vV Uu K / i HX- yR VX h? b-
B7 M 2 + HbQ K MiB b MQ 2` 2 iBi - Bi
BKTHB+ Hv 2t ` 2b i?2B` H BQMX ? `27Q` -
2t / ? bb KT B BM `2H BQ 2ti`+@
M K M BQ / BM a + BQM k Q K HiB@HBM; H
b2iiB ;b, A7 Q 2Mi B2 T` B+BT BM  @
Hi Q - M/ # Q7 i 2 ?p2 bb@HBM;mH
HB Fb- HH b Mi2M 2b ? 2MiBQ b i b2 i Q
2M B B b UTb2m/Q Q` M iV `2 +Q T`#H2 #
2tT`2bbB ; i?i `2HiBQMXX 6Q` 2 KTH - i?
+QKT #H b2Mi2 +2b B Hv2` j #Qi? 2tT`2 b
i?2 7 i?2`@bQM ` HiBQMb?BT #2ir22M i?2 +`Qbb@
HBM;mH HBMF2/ 2 i iB2b < n,Kobe, zh,Kobe >
M/ < ee , oe, zh,Jo >X
 +`Qbb@HBM;mH HBMF2/ MiBiv v Q++m` b2p@
2 H iBK b B  qBFBT /B `iB+H2- M/ 2 +QM@
+i2Mi i?2K BMiQ  HQM;2` b2Mi +2- #mi i?B
rBHH #`BM Km+? MQBb2- 2bT2+BHHv bQK2 Q7 i?2
b2Mi2M+2b `2 BM+Q``2+iHv 2ti`+i2/X h?2`2@
7Q`2- r2 / bB;M irQ vT2b Q7 i 2M BQM iQ b2H2+
i?2 KQbi BM7Q`KiBp2 rQ`/b M /2H Bi i?2
r`QM; H#2HHBM; T`Q#H2K BM a2+iBQM jX9X
jXj JQMQ@HBM;mH _2T`2 2MiiBQM
G2`MBM;  JQ/2HBM; HB;M2/
1MiBiB2b
b K2MiBQM2/ #Qp2- i?2 KmH B@EL #`B/;2b
i?2 HM;m;2 ;T 7QHHQrBM; i?2 bK2 `BMBM;
Q#D2+iBp2 b KQMQ@ELX 6QHHQrBM; i?2 KQMQ@
HBM;mH rQ`F UuK/ 2 HX- kyRec *Q 2i HX-
k RdV- 2ti2M/ i?2 aFBT@;`K Q/2H iQ
Q@HBM;mH rQ`/b M/ +`Qbb@HBM;mH 2MiBiB2b
r?BH2 F 2T  +QMbBbi2Mi QTiB BxiBQM 7mM+iBQMX
A mb2b i?2 +m``2 i rQ`/f2MiBiv iQ T`2/B+i Bib
+QMi timH rQ`/bf2MiBiB2b ;Bp2M i?2 +Q?2`2M+2
BM7Q`K iBQM BM i2ti +Q`Tmb D- M+?Q`bA  /
KmHiB@EL KN #v  BKBxBM; i?2 p2`;2 HQ;@
T`Q##BHBiv,
L =
∑
xi∈{D,A,KN}
HQ;P (C(xi)|xi) URV
? ` xi Bb 2Bi?2`  Q`/ Q` M 2MiBiv-
 / C(x ) /2MQ 2b i? +QMi2tib rB ?BM  T`2@
/2}M2/ BM/ X LQ 2 i i C(xi) /Bz2`b  HBi@
H2 HQM; rBi? xi, URV +QMi2 i H rQ`/b r?2M
xi ∈ Dc UkV B;?#Q` 2MiBiB2b i?i HBMF2/ rBi?
M Biv i ∈ N c UjV +QMi2 imH rQ`/b Q7 rQ`/
K2MiB M wj BM M M+?Q` ?2M xi /2MQi2b i?2
2MiB v M+?Q` < wj , ei >∈ AX
h mb- rQ`/b M/ 2M BiB2b i?i 7`2[m2MiHv
Q++ i ;2i?2` b?`2 KQ +QKKQM +Q i2tib-
/ ?p B BH` 2 #2 BM;bX b b?QrM
M 6B m` k- e ,Jo Q++ `b ? n, layer-
en,NBA Q;2 ?2` M/ ?2v b?`2 ?2 +QKKQM
+QMi2 Q`/b- bQ i?2v `2 +HQb2 BM i?2 b2@
K iB+ bT+2X BKBH`Hv- 2MiBiB2b b?`BM; KQ`2
2B;?#Q` iBiB2b i2M/ iQ #2 +HQb - 2X;X /m2 iQ
?2 bK2 M2B;?#Q` 2MiBiv een,LosAngelesLakers-
2MiBiB b n,Joe- e ,Kobe M/ ezh,Kob ?p2 bBK@
BH` `2T`2b Mi iBQMbX
X9 *`Q b@HBM;mH a2Mi2M+2 _2;mH`Bx2`
*QKT`#H2 b2Mi2M+2b `2 `2;`/2/ b +`Qbb@
HBM;mH +QMi2tib Q7 2+? Qi?2` ++Q`/BM; i
am#a2+iBQM jXkX AMbi2/ Q7 T`2/B+iBQM KQ/2H-
r2 T`272` iQ KBMBKBx2 i?2 1m+HB/2M /BbiM+2
#2i 22M i?2 i`;2i rQ`/ wki M/ Bib +`Qbb@
HBM;mH +QMi2 imH Q`/b Cl( ki) BM i?2 +QK@
T`#H2 b2Mi M+2b,
Ls =
∑
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∑
wki∈ k
||w i −
∑
Cl(wki)||2
UkV
r?2`2 < sk , slm >∈ Sk,l Bb i?2 mi? b2M@
i2M+2 TB` BM i?2 k ? M/ i? HM;m;2b- `2@
bT2+iBp2HvX lMHBF2 +QMp2MiBQMH H2tB+QM #b2/
K2i?Q/b- ?B+? KBMBKBx2 i?2 /BbiM+2 Q7 T`@
HH2H rQ`/b- i?2 `2bQM Q7 bm+? `2; H`Bx2` HB2b
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Abstract
Jointly learning w d and tity represen-
tations enefits ma y NLP tasks, while h s
ot bee well explor d in cross-ling al set-
tings. I this pap r, w propose novel
method that integr t cross-lingual word
and entity representation l arning t enable
joint inference ong knowle ge base an
ext cross la u ges, capturing mutually
c mpl entar k o ledge. Instead of re-
liance on parall l dat , we au oma ically
gener cr s -lingual trai ing ta via dis-
tant sup vis on ov r multi lingu l knowl-
edg b es. W al propo e w typ
f k wl dge tt and c ss-lingual
atte i t lect th ost i formative
rds a d lt t i e, which will fur-
th r improv t e pe f rma c . In exp r-
m , e rate sk of w rd tran l io
a d ty rela n d onstr te t e ef-
fecti f ur m th d w th an average
i f 20% d 3% o r b li , e-
cti ely. Usi e t y li ki g as a cas
study, th re lts n b c m k data t
v ify th qu l ty of ur m dd ngs.
1 I t tio
l i-li gu kn e b s (KB), st r g mil-
l s f it s an t fac n var ous la -
guag , p i r t c ure k l d fo u -
s d u l l guag b d t x . a -
while, x rpu i m u t
f p i l k ledg c l m t ry x st g
K . T r f , e rc er l r e both yp s
f c t i p ov v u at al la gua
c in (NLP) e t ks, su h l io x-
tr c (W s t l., 20 3; L n al., 2017), nd
t ty i k (Ts R t , 2016; Y t al.,
0 6 C t l. 2017; Ji t . 16).
Most existing work jointly models KB and text
co pus to enhance ach other by learning word and
entity represe tations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et l., 201 ) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) le rns to repr sent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
ono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this pa er, we propose to learn cross-lingual
wor and entity representations i the same seman-
ic sp ce, to enable joint infere ce among KB and
t x across l es without any additional trans-
lation mecha ism, which is usually expensive and
may intro ce in vitable errors. Our embeddings
ar helpful to br ak down language gaps in many
t sks, s ch as cross-lingual entity linking, in which
th major chal enge lies in m asuring the similar-
ity b tween entities and corresponding mentioned
ords in d ffere t languages.
e? , w? , ?
Th ntuitio is t t, words and entities in
various la guag s share some common semantic
m ni gs1, but there are also ways in which they
d ff r. On one hand, we utilize th ir shared seman-
tics to lign imilar words a d e tities with simi-
lar bedding vectors, o matter they are in the
s me langu ge r n t. On the other hand, cross-
li gual emb ddi s will ben fit from different lan-
u ges due to the complementary knowledge. For
instanc , textual ambiguity in o e language may
is ppear in anothe langu ge, e g., the two mean-
1Some cross-lingual pio eeri g work observe that word
emb dd ngs trained separ ely on monolingual corpor ex-
hibit isomorphic structure across anguages (Mikolov et al.,
2013; Zhang t al., 2017).
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Abstract
tly lear ing wo d a d entity repr sen-
tations ben fits a y NLP t ks, while has
not b e well xpl re i cr ss-li gual set-
ti gs. I hi pa e , we propo a novel
eth th t int g at s c ss-li gu l word
and e tit r prese tation l ar ng to abl
j int infere e a k owle g as and
t xt cr ss angu s, c pt ri g utual y
ompl enta kno l dg . I st ad f re-
l an p d , aut m t cally
ge er t cr ss-l gu l ini g d t vi is-
tan s pervi i e ulti-l gua k l-
dg ses. W al o pr p s wo types
of o l dg t e o d r ss-l ngu l
attentio lect t e s i fo mative
w r filt r ou i w i h ll f -
h im rov pe f a c . I x r-
i nt , pa t a k f rd r sl ti
t ty la d d o t t th f-
f ct e s of m od wi g
g of 0% and 3% v li , e-
p ctively. Usi ti c s
, e ul n ch rk at s
fy q y f ou bed g .
In ro i
ul -li gua k l g s (K ), to g
lio s f t i s a h ir f c i a u la -
g g s, pr v h k w d f -
rs andi g n tu l l g a e y d s. M -
wh , ab t x c p t i a u
of pot ti l knowl dg co ple y x s g
KBs. Th ref e, res a h l ve th yp s
of resour e t i ro i us t l
processing (NLP) r l t d task , uch r l ti ex-
tractio (W sto e ., 0 3; Lin et a ., 2 7 and
entity li king (Tsai a d Roth, 16; Y ad et al.,
2016; Cao t al., 017; Ji t a ., 016).
Most existing work jointly models KB and text
orpus to enhance each other by learning word and
entity r pr entations in a unified vector space. For
exampl , (Wang e al., 2014; Yamada et al., 2 16;
C o et l., 2017) utiliz he cohe nce informa-
ti n to alig si ilar ords and entities with sim-
il r embeddi ve t rs. Another pproach in (Han
t al., 2016; Toutanova et al., 2015; Wu et al.,
2016) l rns t repre ent entities based on their
t xt l cri t tog ther with the structured re-
l ti ns. H ever, thes methods only f cus on
o o-li gual setting , nd few r searches have
be n o in cros -lingual sc n ri s.
In this paper, we propose to lear cross-lingual
wo d ti y r pre e t ti in the s me seman-
t c pace, o nabl j in inf rence a ong KB and
ext s langu g s without any a ditional trans-
latio c anis , hich is u ually expensive a d
ay int u evitable rrors. Our embeddings
a helpful to br ak down l nguag gaps in many
ta k u as cr s ingual entity l king, in hich
aj r challeng lies i me suring the similar-
ity tit o resp ding mentioned
r differ t la gu es.
e? , w ?, w???
Th tuiti n is th t, rd a d e titie in
a i l gu ges h e som com on semantic
m s1, b t ther ar l ways in which t ey
i f r. O on a d, we utilize thei sh red seman-
t cs t ig similar words and ntities with si i-
l v ctors, o atter th y are i he
sa gua or o . O h other hand, ross-
l m e i s wil b efit fr m differe t lan-
u ge t the co pleme ry k owledg For
s c , t xt l a biguity i on language ay
s p i h r l uage, e.g., t e two mean-
1So cr s l gual p n ring ork o rve that word
be dings trai ed ep rately on monolingual corpora ex-
hibit i m rphic structur cross la gu g s (Mikolov t al.,
2013; Zha g et al., 2017).
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Abstr c
Jo ntly le rning ord a d entity represe -
tation benefits many NLP tasks, while has
o w ll expl r d in cross-lingual et-
ting . In this pap r, e propos novel
me hod that inte t s cr s -lingual word
a d e tity rep e tation lea g to e b
joint i fere ce ong kn ledge bas a
t xt c ss languag , c pturing mutu lly
c mplem nt ry k wl dg . Inste of r -
l a c n rall l da , w tomatic lly
g ra e cross-l ngu l training dat vi d -
t t u ervi i ov r ul i-l gual kn wl-
edg ba e . W also p pos tw t pes
f kn l d t e t o a cr ss-lingual
t tio ct h mo i formati e
rd d filt t n is , which ll fur-
th r mp ov he rf rm c . I xper-
im ts, ep r te t ks of w rd t ansl i
ity r at d s de onst t the f-
f c v o ur e hod t rag
ga of 0% 3% v r li , r -
sp i ly. Usi li ki g s c s
st dy, the l s b mar d et
v rify th q l ty of r be i s.
1 I t
M lti-l g l k l s s (K ), ri g mi -
li f it t r fa v ou n-
g g , o d c ruc ur d k owledg f r u -
d r t d l u t xts.
whil , bu t xt c rp i u t
f po ent owl dg nt y x s g
s. Th r f r , c r v r bo t p
f r sou c s pr v v ious tural lan ua
p oc s ng (NLP) l sk , uch s atio x-
tr cti (W n l., 013; L e ., 2017), d
t li ng (Tsa a R h, 0 6; Y t l.,
6; C t al., 2017; Ji l., 20 6).
Most exist g work jointly models KB and text
corpus to enhance e ch other by le rning word and
nti y represe tations in a unified vector space. For
ex mple, (Wang et al., 2014; Yamada et al., 2016;
Cao e al., 2017) utilize th coherence informa-
tio to li n s milar words and entities with sim-
ilar mbeddi vectors. An t approach in (Han
t al., 2016; T utanova et al., 2015; Wu et al.,
2 16) learns to repr sent entiti s based on their
textu l d scriptions together ith the structured re-
lati ns. How v r, thes meth ds only focus on
mo o-lingual settings, and few researches have
n d n n cross-li gual cenar os.
In th s aper, we propose to earn cross-lingual
wor and entity repr sentat ons in the same seman-
ic space, to enab e joint nfere ce among KB and
t xt across s with ut ny additional tr ns-
latio mec n sm, which s usually expensive and
may introduc i vitab e error . O r embeddings
ar h lpful to break down language gaps in many
t sks, s ch as cr ss-l gual entity li i g, in wh ch
h jor ch llen lies in measuri the similar-
i b tw n e t ti s a d corresponding mentioned
w ds i diff re t lang es.
? , ??, w?
T i tuitio that, r s and entities in
v ri s s shar some com on semantic
e gs , bu th a also ays in hich they
d ffe . O one h , w utilize thei shared s man-
t c t ali i il r ords a d entiti s with simi-
lar be i vec ors, no ma t they are in th
l guag r no . On the ot r ha d, cross-
lingu l mb dding will be fit from differ nt la -
guag s e o th com l mentary knowled e. For
t c , t ual m guity on l ngu ge ay
di pp r i an th r la u ge, .g., the t o m an-
1S cross-li g l p o e ri g work observ th t word
e b ddi gs train sep rately on monolingual c rpor ex-
bi s ph c s ructure acr ss l guages Mikolov et a ,
013; Z ang e l., 2017).
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A st act
J intly l a ning w rd a d tity rep sen-
t ti ns b fits many NLP tasks, while has
not bee ell exp r d i cross-lingual s t-
tings. In this p per, we pr pose a n vel
method that i tegrat cro s-l gual word
and entity r pres tati n lear ing to e able
joint i ference a ng kno ledge base nd
t x acr s l ngu ges, c p ur ng mutually
co pl ment ry kn wledg . Inst ad of re-
l a on parall data, we to lly
r te cr ss-lin ual tr i i g da a via di -
ant supervisio v r ul i-ling a knowl-
dge b e . W l o p p t ype
of k wle g tte ti nd ros - i gua
t ent n t l c th m st inf rmativ
rd nd fi t r out i , wh ch wi l fur-
th r improv the p rfor anc . In e p -
iments, s p r t tasks of w rd tra sl t o
a e ti y rel t s o r t th f-
c iv f ur th wi v r g
i f 20% d 3% b sel , re-
sp c iv ly. U nti y linking s a cas
u y, th ul s k ta t
v rify he qu i y of ur be di s.
I o uc i
M lt - l k l d s ( ), s r il
l o s f i d t ir i a i l n-
g , p ov r h ruct r w f r -
d sta i g a l l u y d xt . M -
w il , u t x p s c t l r o
p t l k ge ry to xist g
K . T ref s arc rs l e g b h t p s
f res rc t i p v u ur l la gu g
roc si g (NLP) rel e t s, s ch el i n x-
tr c i (We t 013; Li t l., 17), d
ti y lin i (Ts i d R th, 2 16; Ya ad t l.,
1 ; C o t al., 0 ; Ji t . 016)
Mo t existing work joi tly models KB an text
corpus to enhanc ach other by learning word and
ntity r presentations in a unified vector sp ce. For
x ple, ( ng et al., 2014; Y mada et al., 2016;
C o et al., 2 17) utilize the coherence informa-
tion to alig similar words and entities with sim-
il r embedding vectors. Another approach in (Han
t al., 2016; T anov et al., 2 15; Wu et al.,
2016) learns to r pres nt en ti s base on their
t xtual description togethe with the structured re-
l s. Ho e e , th e methods only f cus on
mon -lingual settings, few researches have
b en done in cross-lingual scenarios.
In this p per, we propose to l arn cross-ling al
o d a d entity representations in the same seman-
tic spac , to enable oint inference among KB and
t xt acr s l guag s without additional trans-
atio cha ism, which is usually expensive and
ma int oduce in vit bl e r rs. Our embeddi gs
r h lpful to br k down language gaps in many
sks, such s cr ss-lingual e tity linking, in which
he major lle g l es in easur g the similar-
t t t ties corre p nding me tioned
or s i n ua s.
, ?
h i is t at, w rds an enti es in
va io l gu re so e com on s manti
e i s , t t e are so ways i which they
iffer. o ha d, e utilize their hared seman-
tic ig simila wor s and entities with simi-
r e b ddi g vect rs, o tter hey e in the
s l ng age r ot. On the other hand, cross-
li gu l mbeddin s will b fit from different l n-
gu g s u the complementary k wledg . For
sta e, textual mbiguit i one lang ag may
sa p i th la ua , e.g., the two mean-
1S e c os -li gual pione ring work observe that word
mbe ings tr separat ly on m lingual corpora ex-
hibit omo p i struct re across languages ( ikolov et al.,
2 13; Zha g t 17).
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J i t R present tio L rning of Cr ss-lingual Word and Entiti s via
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A o ym us A L sub ission
bst act
Jointly learning w rd and e ty r pr n-
tations benefits any NLP t sks, w ile has
not n plo d n cross-l ngual set-
tings. In this pap r, w propose nov l
thod that integ ates cross-lingual w rd
and ntity e rese t io learni g t e able
j int i f ren e a ng knowledge base and
text cross l guages, capturing mutual y
o ple t ry knowledg . t ad f re-
l ce n arallel data, w a tomati lly
g r te cross-li gu rain ng d t ia dis-
up rv si n o er ulti-li g al k o l-
dg bases. We l prop s tw yp s
f k owl dg at tion nd cr s-li g al
t e ti t s l c h ost i formativ
w d nd filte ou ise, w h ll fur-
th r mp ve th perfor n . In ex r-
m t , t t sks f ord transl i n
a e tity relatedn ss d m tr te the ef
fectiven f ur me n av ra e
gai f 0% d 3% a lin s, r -
sp tiv ly. U i g ti y li ki g as ase
study, resu t b c rk at set
ve i y the quality of r e ddings.
1 I o u io
lti-li al o ledg b s (K ), st r l-
lions of t i s n ir f cts i v i us la -
guag s, id ich truc u d k ow d f r -
st ndin na ural l ey d t x s. an-
whil , n t x c rpu co tai l rg o t
of p t ntial k ow ed e c pl e ry t xisti g
KBs. erefore, r se r h rs l v r bo h yp s
o re ources o impr v v r u na ural l guag
p ocessing (NLP) related tasks, such a el tion ex-
tractio (W st t l., 013 Li t l., 2017), d
e tity linking (Tsai nd th, 2016; Y ad t al.,
2016; Cao al., 017; J e l., 016).
M st existi g wo k j i tly models KB and text
c pus o e ha c a other b learning word and
ntity re resentatio s i u ified vector space. F r
example, (Wang et al., 2014; Yamada et al., 2016;
C o t al., 017) utiliz the coherence informa-
tion t align si ilar word and entities with sim-
la bedding v ctors. Another approach i ( an
t l., 016; Toutanova et al., 2015; Wu et l.,
201 ) l arns to r present entities b sed on their
text al description together with th structur d re-
latio . Howev r, th s methods only f cus on
o o-li l ttings, and few r e rches have
n don i ross-l ngual cenarios.
I h paper, w p p to lear cross-lingual
w d nd tity r pr sentatio s i the sa e s man-
tic sp ce, to e abl joi t inferenc among K and
ext ac s l gu without any addition l trans-
lati m cha i , w ich is usuall expensive and
a i tr e i evit b rrors. Our embeddi gs
r hel f l t r k down la gu ge gaps i m y
a k , h s c oss-l gu nt ty li ki , i hich
th j r ch lleng li s n me suri g th milar-
ty b twe n nti s c rr ndi m ntio d
or s i diff ren la ges.
??, w??, w???
The in ui i t t, words nd ent ties n
v ri us gua s share some common se antic
m a g 1, but there re als wa n which they
diff . O e ha d, utilize th ir h e sema
ics to l g milar wo d n e tit with i i-
lar e bedding ct s, n att r they re i the
sam la guage r t. O h other h nd, cross-
l gu l m ddings ill ben fit from iff r t lan-
u s due to th compl me ta y k owl dg . For
n t , xt l big it in o l ng age ma
isappe r in a th r l gu , e.g., the two m a -
1S m cross-lingua one ring w rk observe that word
e b i s trai ed s p rat ly m nolingu l c rpora ex-
hibit s o phic uct r c ss gua s (Mikolov t l.,
2013; Zh n et al., 017).
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Abstract
Jointly e rni g word a d entity repr sen-
tati ns b fits many NLP tas , while ha
t be w ll xplor d i cross-lingua set-
ti gs. I is p p r, we propose a novel
ethod t at in egra es ro s-lingual word
nd n ity r p s nt tio le rni g to able
j int i fere ce mon kno ledg ase an
text acr ss angu ges, capturin utually
co l m nt ry knowledg . In e d of re-
li c o aral el data, we aut mati lly
g r cr ss-lingual tra i g data v a dis-
ta t s perv sion ov r ulti-l gu l kno l-
dg base . W al o propose two types
of n wledg t tion and cross-li gual
tte t on o selec th mos informative
words d fil r out oise, which will fur-
r imp ve e p for ance. I exper-
i ents, s para t sks f ord r nslatio
a d entity r la d ess d onstrat t e ef-
fectiven of our method ith a v rage
g i of 0% d 3% v r bas lin s,
p ctiv ly. sing e tity l k g as cas
tu y, th e lts n b nch a k d t s
verify the qu lity of ur embeddings.
1 Intr u tio
ulti-l g l k o l dg b ses (K ), oring mil-
li of e ti an heir facts in vari us l n-
g ag , rovid ich tru tur o led e for un
r t di atu al l ag b yond t xts. n-
whil , abundan t xt c rpus co ta s large am unt
f p te ti l k l dg c l m n ry t xis i g
KBs. T f e r se r lever both ypes
f rc o im ov v rious n tu al languag
pr ces i g (NLP) rel t t sks, suc as re t n x-
c (W s n t a ., 2013; Lin t al., 2017), and
e ity i k ng (Ts i a R t , 0 ; Y t l.,
016; Ca et l., 2017; Ji al , 2016).
Most existing work jointly models KB and text
rpu to enhance eac other by learning word and
ntity r p esentations in a u ified vector sp ce. For
exampl , (Wang et al., 2014; Yamada et al., 2016;
C o t al., 2017) utilize the coherence informa-
io to lign similar words and en iti s with sim-
ilar embed ing vect rs. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns t repr sent entities based on their
extual descriptio together with the structured re-
lations. However, th se methods only focus on
mo o-li gual s tings, few researches have
b en done in cr s -lingual scenarios.
In his paper, we propose to learn cross-lingual
word and entity representations in the same seman-
tic sp ce, to nable join i fe nce among KB nd
text across a guages ithout any additional trans-
lat on m chani , which is usually expensive and
ay i tro uc in vitabl rrors. Our embeddings
are helpful o break down language g ps in many
ta ks, such as cross-lingual entity linking, in which
the major ch lle ge lies in measuring the similar-
i y b tw e ntiti s nd corr sp ndi g ntioned
wor in differ t languag s.
eNBA??, w?, w?, w??
The intuit on that, wo d and entities in
vari us langu g s share some common sem ntic
nings1, ut ther are also ways in w ich hey
diff r. On on and, we utilize their shared seman-
tics to align similar wor s nd tities with simi-
l r bedd g vectors, no matter they are in the
sam languag or n t. O the oth r ha d, cross-
l gual embeddings will benefit from different lan-
gua es du to the compl mentary knowledge. For
insta ce, t xtual mbiguity in o e languag may
isapp in another language, e.g., the two mean-
1S me cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit i omorphic struc ure across l nguages (Mikolov t al.,
2013; Zh ng et al., 2017).
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bs r c
J intly l arni g word a d nti y r p esen-
tati ns benefi ma y NLP task , while h s
o e n w ll exp o ed i cro -li al s t-
tings. I this p per, we pr po e a ovel
method at int a es c o s-lingu l word
and e tity p e t tion le rning t nabl
join i ere e mo g kn ledge bas nd
t xt ac oss la gua es, c ptur g m ually
co plem tary knowled e. In te f r -
liance on par llel data, w utom t c l y
ge er e cro s i gual train d t ia d s-
tant supervi i v r multi-l g l k owl-
dge s s. W lso os t typ s
of kn l d e t ti d r s-l u l
tt t o se ct he most i fo a ive
rd fil er s , wh c l fur-
ther mpr ve the p rf rma c . I exp -
ents, sep ra e s f o d l n
a d en y rel t d s emo t he -
f c ivene f ur m th th a v e
gai of 0% an 3% ov r bas l s, -
sp ctiv ly. U i g nti y l nki s c s
st dy, the r sults o h rk dat set
ve if the qu l t f ur b ddi gs.
I roduc i
Mult lingual k wl g ba (K ), st ri g il-
lions of tities a d hei ct v r o l -
gu g s, r vide ich s uct d k o dg f r -
s g at r l l ey x . n-
while, abundant t x orpu contai s la g amount
of po e tial kn ledg omplem t r x sti g
KBs. Th ref re, researc er v rag oth y
f resources t improve vario s atural la g ge
processing (NLP) el ted ta ks, u h a r l ti x-
traction (Westo et al., 2013; Li l., 017), d
entity linking (Ts and R th 016; Yamad l.,
2016; C o et al., 7 Ji et l., 2016).
Most exi ting wor jo ntly mod ls KB text
c pus to enhan e ach other y earning word a d
ent ty r pre entati ns in a un fi d vector space. For
ex ple, (Wang et l., 2014; Yamada et al., 2016;
Cao t al., 2017) utilize th c herence informa-
tio t lign sim lar w rds and ntities w th sim-
ilar beddin v ctors. Another ppro ch in (Han
et l., 2 16; Toutanov et l., 2015; Wu et al.,
2016) l arns t e resent entities bas d on their
text l d cri tio s t g th w th t e s ructur d re-
lati ns. Ho ver, th s m thod only focus on
m -li ual se tings, a d f w re e rches have
be do r ss-lingu l cenarios.
In thi a r, w propose t le rn cr ss-lingual
wor a d ntity r pr se atio s in th same em -
tic p c , to ena le j i t i fere c am ng KB and
text acr ss la es ithout any addit onal trans-
l o ani m, ch s usually xp siv and
y i r uc inev table r rs. O r mb ddings
a l f l br k dow la guage gaps i y
t sks, su h as cr s -li ual ity l ki g, wh ch
the j r c ll g li s i easu ing th similar-
i y we n en iti s corr p d g m ti n d
w rd i iff r l ng g s.
NBA??, , w?, ??
T i ui o at, word and entities in
v r u la gu ge h r so e c s m t c
me i gs1, but t re a al o ways in wh ch they
ffer. O e h nd, w uti ize t ir sh r d m -
tic to li i l d and e iti with si i-
a mb dd g vect r , o m tt r y a in
sam l g ag or t. O t han , c oss-
li g mbeddi gs wil ben fit from different a -
g ag s d e to th comp m t y wledg . F r
ta e, tex l a biguity ne la gu e may
disap r i a oth r lang g , e.g., the t o m an-
1S e c oss-li gual pione ing work obs rve that r
emb ddi s tra ed s para ely on monoli g al corpora ex-
hibit isomorphic tructure acro s langu ges ( ikolov et al.,
013; Zhang l., 2017).
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Ab trac
Jointly learni g word a d nt ty r pr s n-
tations enefi a y NLP sk , while as
ot b e w ll explor d i r ss-lingu l s t-
tings. In thi pa er, w ro e o l
method that tegr t s cr ss-l ngu l word
nd ntity represe tatio l ar ing t e able
joint i ferenc on knowl base and
t xt acro s l nguage , capturing mutual
com l m n ary k owl ge. Ins ad of -
a c o p rall l dat , e ut m tically
gen r te cr s-lingu l t ai ing a a v a dis-
tant su rvisi n ove ulti-li gua k l-
dge b se . W al o propo e two types
of le e t tio d ross-l gu l
a i to sel o t infor at v
rds nd fi r o t n ise, which ill fur-
h r i p ve rf rm ce. I xp -
im nts, s para of ord t slati
t ty r l s s rate h f-
fecti es f o e hod with a aver e
gai f % a d 3% v r ba s, r -
sp c v ly. U i g tity li king a s
s udy, th r sul h k d ta
v rif h qu l ty f r emb dd ng .
1 Intr duct o
ulti-l ngual kn l dg (KB), i g l
lions of e ti e d h r f ct in v i u l -
ges, provi ic s uctur d k l d f r -
r ta n tu al l g beyo t t . M a -
wh l b da t t xt corpus c t ns l rge am u t
of ot nti l knowle g c pl e tary t xist ng
KB . f r , r s a chers l v ra b th ty
of r o rc t i pr v va ou na l l ng ag
proce si (NLP) r l te ta ks, such s r ati n ex-
tract o (West t l., 0 3; Li et . 2017), a d
ent y linki g (T a Ro h, 2016; Y a e l.,
016; Cao t ., 2017; Ji et l., 016).
Most xisting w rk j i tly mo els KB text
c r u to enh nce eac other by earni g word and
e tity r present tio s n a u ifi v ctor space. For
xa ple, (Wang et al., 2014; Yamada t al., 2016;
Cao t l., 2017) til ze the coherence infor a-
tion o al gn similar words and entities wi sim-
il r e bed ing vectors. Another approach in (Han
et l., 2016; Touta va t al., 2015; Wu et al.,
16) l arn to epres entities ba ed on their
textu l description t et er with th structured r -
l t o . How v r, th se methods only focus on
m n - ingual settings, and few researches hav
been d n i cross-lingual scen rios.
In this paper, w propose to learn c o s-lingual
wo tity eprese tations in the s me seman-
tic p ce, t e able join fe am ng KB a d
text c s l g e i o t a y ad i i l trans-
l o ch nis , w ic s u u lly xp ive and
m y i tr d ce i vitable rr rs. O r e bed i gs
r elpful o break d language aps in m ny
t sks, such oss-lingual ntity linki g, in which
th m j c lle g li measur ng si ilar-
ity b tw en en iti s and corresp nding m tion d
rd n ffer l ngu ges.
NBA ?, w , ?, w??
The tu tio s t at, ords nd e t t e in
v ri u la ages shar so e comm se antic
eanin s1, but ther r als wa s in which they
. O on and, we utiliz their shar d em n-
tics to lig i ila wor s d titie with simi-
lar e b ddi g v ct rs, no ma ter they r in th
la gu g n . On th o h d, cro s-
li ual mb d gs ill b efit from d ffer nt la -
gu g du t h plem n y know dg . For
s a ce, extu l biguity o e language ma
s p ar ot er langu g , e. ., the two me n-
1Som cross-li gu l r ng work serve t at word
emb ddi gs trained s tely o monolingual c rp ra ex-
hibi iso orphic stru e acro s la guages ( ikol v et al.,
2013; Zha g e al., 2017).
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Abst ct
J intly le rn g word a d ent ty epresen-
ta ion ben fits many NLP t sks, il as
t be w ll ex lor d in c o lingual set-
ti gs. In this pap r, w prop se a nov l
me od th t integrates cross-l u l word
en ity epr sentation lear ing to e abl
jo t inf re m k owledg bas nd
text c o s l ngua s, c p uring mutually
compl ntary k wl d e. I ste d of re-
li ce o l l d t , aut m t c ly
ge erat r s-l ua tr i ing at vi i -
tant s pervisi n ov u t -ling al k wl-
e b ses. W ls propose tw types
f know g at ti n and cross-lingual
att n to sel ct h st inf r tive
word a d fil er o t noise, w ich will fur-
th r imp ove the perf manc . I x -
i e ts, s parat t of d tra l tio
a d entity r t e dem strat t -
f ctiven s f u h i av r g
g i f 20% d 3% v r as l s, r -
p i ly. Us g tity inki g as c e
t dy, h e l on ch rk t t
erify th q lit of our be ding .
1 I t oducti n
Mu ti-li gual k l d a s (K ), s oring mil-
ns f ent t s d th i f t u lan-
s, p o i rich structu d kn wl dg for -
rs a i g n ur l ngua b yo d t x . e -
whil , bu dant text corpus c ains la ge a ount
of pot tial k l dg co l e ta y o xisting
K s. Th r f re, searchers le e ag both typ
of r ces to i prov i at l lang g
processi g (NLP) r l t ta ks, such s l t n x-
tr cti n (W st n t l., 2 3; in t al., 2017), d
ent y li ki g (T and R th, 016; Y ad t .,
2016; Cao t l., 2017; Ji al., 201 ).
Mo t xisting work jointly m dels KB d text
corp s to h nc e c oth r by lear ing word and
ntity repr sentat ons n u ified vector space. For
x m le, (Wa g et l., 2014; Yamada et al., 2 16;
C o t al., 2 17) utilize the cohere c informa-
tion t align im lar words and entities with sim-
il r mbeddi v ctors. Another appr ach i (Han
et al., 2 16; Toutanova t l., 2015; Wu et al.,
2016) l rn t repr s t e titi s based on the r
tex l descriptions together with the structured re-
lations. Howev r, the e methods only fo us on
ono-li gual tti , and few resear hes h ve
be n e in r s-lingual scen rios.
I hi pap r, w pr pos to learn cross-l ual
ord d enti y re resentations in th sam se n-
c space, o enable j int i fere ce amon B and
t x cr ss l guag tho t any additional rans-
latio echan sm which is usually expensive a d
y i tr duce inevitable e rors. Our mbeddings
r elpful to break d wn language gaps in many
tasks such as cr ss-l ng al entity linkin , in which
the major challenge lies in measuring t similar-
t b we entities and c r e p nding entio ed
w rds in diff rent ages.
e BA , w?, w ?
Th i uitio that, word t ti in
v u l gu g s s a m co semanti
g 1, but ther ar also ways in which t ey
diff r. On e hand, we utilize t ir shared seman-
tics t align simil r words a d ent ies with imi-
lar mbedding ctors, n atter they are in the
ame l nguage r not. On th oth r hand, c oss-
lingual bed ings will benefit fro diff re lan-
gu es o the complementary know edge. F r
instance, textual mbiguity i o lan uage ay
d s pp r not r la guage, e.g., the two m an-
1Som r s - ngu l pi eering work observe that word
emb ddings traine parately on monolingual cor ora ex-
hibi is m rph c structu e across languages (Mikolov et al.,
201 ; Zhang et al., 2017).
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A s r ct
Jointly l arning wor and en t repr sen
tations be fits a y NLP tasks, while has
n been w ll exp red in cross-li gual set-
ti gs. In h pap r, we propose a novel
m th d h t tegrate ro s- ingual word
a d tity r presen ti le r i g o able
j t infere c o g kno ledg b se a d
tex cros languag s, apturing mutually
c mpl m n ar k owled . I s d f r -
l nc n ralle d ta, we uto ticall
g era e cross-l gual tr ini g ta vi dis-
tant s p rvision o r mult -l l k l-
dg bases W als propo e t o typ s
k owl ge attenti n nd r s -li gual
att tio sel ct the ost formativ
ords and filte t ois , which will fur-
r i pro e the p rf rm nc . I xper-
ts, p rat task of w rd tr nslat on
nd entity r lat d ss d m s ra e the f-
f c i f ur m th d wi a v r g
ain f 20% 3 over ba li , r -
p tiv ly. U ng t ty li king as case
study, th r s ts b n rk d t t
y t qu lity f our bed i gs.
1 I r du i
l - in u l k l d e bas (K ), to i il-
o s of nt t a d th ir f cts n vari l -
s, provid ri s ructu k o l dg for u -
ers d tural l n a bey nd ex . ean-
hile, abu t t xt c r s co t n l mou
of p t ti l k wl d e pl enta y xi ting
s. Th f r , r arch rs lev rag bot types
of r s urc s t i r v va o s a ur l la u ge
pr c s g (NLP r t ks, such as e i x-
r tion (W s t l., 2013; Li et l., 017), n
nti y i king (Ts a d R th, 2016; Yam d t l.,
016; Cao et al., 2017; Ji t ., 2016).
Mos exi ting work jointly models KB and text
corpus to hance each other by learning word and
enti y repr enta ions in a u ified vector space. For
x mple, (Wang et al., 2014; Yamada et al., 2016;
C o t al., 2017) utilize the coherence informa-
tion to alig simil r w rds and entities with si -
i ar bed ng vectors. Another approach in (Han
t l., 2016; Toutanova et al., 2015; Wu et al.,
1 ) lear s to represent entities based o their
textual d s riptions t gether with the structured re-
lations. How ver, these methods only focus on
m no-ling al setti gs, a d few researches have
been don i cro s-lingual scenarios.
In t is paper, we propose to learn cross-lin al
word and entity repre entations in the same seman-
tic space, to enable joint inference among KB and
tex acr ss la guages without any additional trans-
lation mech ism, which is usually expensive and
ay introduc inevitable errors. Our emb ddi gs
are elpful to break down language gaps in many
sks, such s cross-lingual entity linking, in which
th m jor challenge lies n measuring the simil r-
ity be w n nti ies and cor po ding mentioned
words different langua es.
NBA
The intuit i that, words and enti ie in
various languages sh re s me common semantic
meani gs1, but th r are also ways in ich they
diff r. O o han , we utilize th ir shar d seman-
tics to lig similar words and ntitie ith simi-
lar embedding v ct rs, no matter t e are in the
s e la guage or not. On the oth r h nd cr ss-
li gual mb d ng will be efi from iff rent lan-
guag s due t th co pl ment ry knowledge. For
i stanc , tex u l ambiguity in one language ay
disappear in another l , .g., the two mean-
1Some cross-lingual p oneering work observe that word
embed ings trained sep rately on monolingual corpor ex-
hi it iso orp ic structure across languages (Mikolov et al.,
2013; Zha g et al., 2017).
E
La r
a w
L enc
NBAlls rw a k l
r c
F : T f rk f r m th d. Th inputs an outputs of ach step are li ted i right
i , e l f sid there are three in components of joint representation learning. Red texts
ith r k s ch rs, d s d li betwe n e tities denote relations, and s lid lines are cros -li gual
li k .
h r s il r b ddi gs, no m t-
ter in wh ch languag , e.g., E gli h entity Fou t
nd Ch n entit 福斯特 (F ust) r bed-
ded cl s in s antic spa e due to he common
neighborsN A,All-star andNBA选秀 ( raft), e c.
(3) Cro -lingua S te R l rize a ms to
l arn m tu l y tr at d wo s it sim l r e -
edd ng by pushi g their r ss-lingual co t xts
( . . a able s ntences) tog er. For exam-
pl , E glish word ba k tball d t e tr n lated
Chi se wor 篮球 fr q ntly co-occur com-
para le tenc s, and are close i the semantic
spac .
All w r /entity e b d i gs are trained jointly
der a unifi d optimiz tion bj ctiv . Next, w
w intr duce h w t g n at i- ngual EN and
comp rable s nte ces as wel as the thr e comp -
nents for joint rep se t tion lear i i ur .
3.3 Cross-lin al Supervision Data
Generation
This ectio introduces h w o extract mor cross-
l ngual clues fro mul i- al KB i the fo m of
bi-lingual EN d c mparable sent nces.
Bi-lingual Entity Network Construction
Conventional knowledge representa ion meth-
ods normally regard cross-lingual links as a spe-
cial equivalence type of relation between two en-
tities (Zhu et al., 2017). However, we argue that
this may mislead to an inconsistent training ob-
jective si ce a cr ss-lingual link actually contains
multiple r lations. For example (Figure 1), there
will b n direct relatio betweenChinese entity福
斯特 (Foust) nd Englis e tity Pisto by merely
a ding t equival nce relation between Foust and
福斯特, which is in cont adiction with the fact that
F ust b ngs to Piston, no matter in which lan-
uag .
Therefore, we build bi-lingual entity network by
aki g cross-lingu l linked e tities that inherit all
relations from each other. Concretely, we enhance
ono-EN by adding edges from all neighbors of
entity eei to e
z
j if < e
e
i , e
z
j >∈ Re−z (layer 2).
e???
Comp r b Sentence Generation
We utilize dista t supervision to generate com-
parable sentences from Wikip dia arti le . As
sh wn i Figure 1, from the page articl s of cross-
lingual linked entities eeKobe and e
z
Kobe, we extract
th se s n nces including a other cross-lingual
lin d e titi s eJoe nd
z
Joe as comparable sen-
tences Se−z = {< sk, szk >}.
The intuition is that we consider each sentence
in a Wikipedia article has a pseudo mention of
the page entity (talking something about the en-
tity) (Yamada t al., 2017). Thus, if a sentence also
mentions another entity, it implicitly expresses
their relation. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participate in a relation, and both of them
Figure 2: The nerual model for jointly representation lear ing.
at filte ing o t wro g lab llin se t nces, and
 0(weni ; w
zh
j ) is cr ss- ing l ention to d al
with the unbala ced informatio through possible
aligned words.
Next, we will intro uc the two typ of att n-
tions in detail.
Knowledge Attention
Suppose that sentences senk,ljLl=1 contain the same
entities in articles of entity eenm , the wrong labelling
errors increase, because some senk,l is almost irrele-
vant to eenm . Knowledge attention assigns smaller
weights to wrong labelled sentences, and higher
weights to related sentences. Thus, we define it
proportional to the similarity between senk,l and eenm :
 (eenm ; s
en
k,l) / sim(eenm ;
X
weni 2senk,l
weni )
where sim is similarity measurement. We
use cosine similarity in the presented work.
Knowledge attention is normalized to satisfyPL
l  (e
en
m ; s
en
k,l) = 1.
Cross-lingual Attention
Inspired by self-attention mechanism (Lin et al.,
2017b), we motivate cross-lingual attention focus-
ing on potential information from comparable sen-
tences themselves. The intuition is to find possible
alignedwords between languages, and filter out the
words without alignments. We define it according
to the maximum similarity computed by our cross-
lingual word embeddings:
 0(weni ; w
zh
j ) / max
en
i 2senk ,wzhj 2szhk0
sim(wei ;wzhj )
We set a threshold for discarding non-aligned
words if  0(weni ; zhj ) < , a d make a normal-
ization for selected words. We set  = 0 in exper-
iments. Thus, unbalanced information is trimmed
to the commonmeanings between senk and szhk0 . For
example (Figure 1), words American, basketball,
player are selected due to their aligned Chinese
words 美国, 篮球, 运动员, while 12 seasons in
senk or 前 (former) in szhk0 are discarded due to low
attentions.
The reason of using such regularizer lies in
two points: (1) the embeddings of cross-lingual
aligned words become closer within the pair of
comparable sentences, and meanwhile (2) the dis-
tance between their contexts is also minimized,
which keeps the same way as used in mono-lingual
word embeddings training—the words sharing
more contexts have similar embeddings. In this
way, our regularizer follows a similar assumption
with (Gouws et al., 2015): The more frequently
two words occur in parallel/comparable sentence
pairs, the closer their representation will be.
5.4 Training
All above components are jointly trained using the
overall objective function as follows:
L = Lm + Le + Ls
where  is a hyper-parameter to tune the effect of
cross-lingual sentence regularizer, and set to 1 in
experiments. We use Softmax as probability func-
tion, and negative sampling and SGD for efficient
optimization (Mikolov et al., 2013a).
6 Experiments
In this section, we describe some qualitative
analysis with nearest neighbors and quantita-
tive experiments with the tasks of word trans-
lation, entity relatedness and cross-lingual en-
tity linking to verify the quality of cross-
lingual word embeddings, entity embeddings
and the joint inference among them, respec-
tively. The codes of our proposed model
can be found in https://github.com/
TaoMiner/MultiLingualEmbedding.
6.1 Experiment Settings
Word Entity
vocab (m) token (b) vocab (m) token (b)
En 1.99 1.90 3.94 0.41
Zh 0.55 0.17 0.58 0.06
Es 0.70 0.48 0.70 0.04
Ja 0.46 0.45 0.88 0.08
It 0.67 0.40 1.09 0.12
Tr 0.33 0.05 0.22 0.01
Table 1: Multi-lingual KB Statistics.
We choose Wikipedia, the April 2017 dump, as
multi-lingual KB and six popular languages for
evaluation. The preprocessing consists of follow-
ing steps: converting texts into lower cases, filter-
ing out symbols and low frequency words and en-
tities (less than 5), and tokenizing Chinese corpus
using Jieba4 and Japanese corpus using mecab5.
The statistics is listed in Table 1. For brevity, we
adopt two-letter abbreviations: ‘En’, ‘Zh’, ‘Es’,
‘Ja’, ‘It’ and ‘Tr’ for English, Chinese, Span-
ish, Japanese, Italian and Turkish, respectively.
The token sub-column denotes the total number of
word/entity in the entire training corpus, and we
use ‘m’ to denote million and ‘b’ for billion.
For cross-lingual settings, we choose five lan-
guage pairs to compare with state-of-the-art meth-
ods, whose statistics is listed in Table 2.
We trained our method using the suggested
parameters in Skip-gram model (Mikolov et al.,
2013c) and evaluate the embeddings shared by all
tasks for fairly comparison. We set training epoch
as 2 to ensure convergence, which costs nearly 20
4https://github.com/fxsjy/jieba
5http://taku910.github.io/mecab/
Cross-lingual Comparable Bilingual EN
Links (m) Sentences(m) E(m) R(b)
Es-En 0.82 4.66 4.64 0.58
Zh-En 0.51 2.02 4.52 0.57
Ja-Zh 0.26 1.04 1.46 0.19
It-En 0.74 3.83 5.03 0.68
Tr-En 0.15 0.75 4.16 0.44
Table 2: Cross-lingual Data Statistics.
hours on the server with 64 core CPU and 188GB
memory. The embedding dimension is set to 200
and context window size is 5. For each positive
example, we sample 5 negative examples.
6.2 Qualitative Analysis
Translation words (Chinese)
篮球 (+),篮球队 (basketball team),湖人 (lakers),男子
篮球 (men’s basketball),湖人队 (the lakers),国王队 (the
Kings),美式足球 (American football),中锋 (center)
Nearest entities (Chinese)
NBA,篮球 (Basketball) ,控球后卫 (Point guard), NBA
选秀 (draft), 香港男子甲一组男子篮球联赛 (Hong
Kong men’s top basketball league), 橄榄球 (American
football),东方篮球队 (Eastern basketball team)
Nearest words
nba, wnba, player, twyman, professional, pick, 76ers
Nearest entities
Professional sports, Varsity letter, Sports agent, All-
America, Final four, All-star, College basketball
Table 3: Cross-lingual nearest words and entities of En-
glish word basketball.
Wemanually checked nearest neighbors to have
a straightforward impression of the quality of our
embeddings. The nearest neighbors of English
word basketball is listed in Table 3.
As Table 3 shows, we find the correct translation
ranked at top 1 (marked by +), and the listed words
as well as English nearest words are all basketball
related, indicating a higher quality of our cross-
lingual word embeddings. Interestingly, we found
that although all nearest entities are sports related,
e.g., NBA or Professional sports, there is an ob-
vious culture divergence between Chinese entities
and English entities, such asHongKong basketball
league v.s. All-America.
6.3 Word Translation
Following (Zhang et al., 2017b), we test our cross-
lingual word embeddings on benchmark dataset
including over 2,000 bilingual word pairs on av-
erage. The ground truth is obtained from Open
Es-En It-En Ja-Zh Tr-En Zh-En
large small large small large small large small large small
TM - 48.61 - 37.95 - 26.67 - 11.15 4.79 21.79
IA - 60.41 - 46.52 - 36.35 - 17.11 7.08 32.29
Bilbowa 53 65.96 - - - - - - - -
BWESG 48.88 66.38 36.84 51.29 30.93 37.80 21.36 35.59 20.57 29.17
Adversarial - 71.97 - 58.60 - 43.02 - 17.18 7.92 43.31
Ours-noatt 68.34 77.1 62.22 65.90 37.00 42.30 57.47 60.51 35.90 42.80
Ours 70.41 78.50 63.07 67.85 41.30 46.70 54.40 59.31 35.66 44.67
Table 4: Word Translation.
Multilingual WordNet6 or Google translation. We
compare all methods using the same vocabulary,
and analyze the vocabulary size’s impact by set-
ting a nearly 5k small scale and 50k large scale.
We choose several state-of-the-art methods as
baseline, using different level of parallel data: (1)
TM (Mikolov et al., 2013b), IA (Zhang et al.,
2016) are pioneers and popular transformation
based methods using bilingual lexicon. (2) Bil-
bowa (Gouws et al., 2015) is typical work using
parallel sentences and performs quite well. (3)
BWESG (Vulic and Moens, 2016) is similar to
our method and achieves best performance in the
literature of using comparable data. (4) Adver-
sarial model (Zhang et al., 2017b) is the state-of-
the-arts without parallel data. Besides, we re-
move attention from our method to investigate the
impacts from attention mechanisms, marked with
Ours-noatt.
For fair comparison, we report the results in
original paper (Zhang et al., 2017b) except Bil-
bowa and BWESG, which didn’t report their re-
sults on the same benchmark datasets. So, we care-
fully implement them using released codes on the
same training corpus as ours with suggested pa-
rameters. Nevertheless, we do not have perfor-
mance reports of Zh-En, It-En, Tr-En and Ja-Zh
with Bilbowa due to the lack of parallel data used
in the original paper. As shown in Table 4, we can
see:
• Our proposed method significantly outper-
forms all the baseline methods with average
gains of 21% and 9.1% on large and small
vocabulary. This proves the high quality of
our generated cross-lingual data and the ef-
fectiveness of our joint framework.
• The pair of languages have similar culture
achieves better performance (Es-En, It-En,
Tr-En, Ja-Zh) than that have different cultural
origins, e.g., Zh-En.
6http://compling.hss.ntu.edu.sg/omw
• Languages with richer corpus have better
translations because adequate training data
helps to capture more accurate cross-lingual
semantics (Es-En, It-En, Tr-En v.s. Ja-Zh).
• Our method has less performance reduction
between small and large vocabulary than
methods based on parallel word pairs, be-
cause we adopt a consistent objective func-
tion which aligns cross-lingual semantics,
and simultaneously keeps their own mono-
lingual semantics.
• Attention mechanisms further improve the
performance, mainly because they help to
select the most informative words and sen-
tences, filtering out unrelated data.
6.4 Entity Relatedness
With respect to our entity embeddings, we have
conducted experiments to evaluate English entity
relatedness following (Ganea and Hofmann, 2017;
Hoffart et al., 2011), in which the dataset con-
tains 3,314 entities, and each entity has 91 candi-
date entities labeled with 1 or 0, indicating whether
they are semantically related. Given an entity, we
rank candidate entities according to their similarity
based on our embeddings, and evaluate the rank-
ing quality through two standard metrics: normal-
ized discounted cumulative gain (NDCG) (Järvelin
andKekäläinen, 2002) andmean average precision
(MAP) (Manning et al., 2008).
To give a comprehensive fair comparison, we
choose several widely used and state-of-the-art
methods as our baselines, and compare with the
results in the original papers: (1) WLM (Milne
and Witten, 2008), the popular semantic similar-
ity measurement based on Wikipedia anchor links.
(2) ALIGN (Yamada et al., 2016) andMPME (Cao
et al., 2017), state-of-the-arts that jointly learn
word and entity embeddings using mono-lingual
EN. (3) Deep Joint (DJ) model (Ganea and Hof-
mann, 2017), deep neural model that achieves the
best performance of entity relatedness.
NDCG MAP
@1 @5 @10
WLM .54 .52 .55 .48
ALIGN (d=500) .59 .56 .59 .52
MPME .61 .61 .65 .58
DJ (d=300) .63 .61 .64 .58
Ours (Zh-En) .62 .62 .66 .59
Ours (Es-En) .61 .61 .65 .59
Ours (Tr-En) .62 .62 .65 .59
Ours (It-En) .61 .61 .65 .58
Ours-e (Es-En) .62 .62 .67 .61
Ours-e (Es-En,epoch=5) .64 .64 .68 .62
Table 5: Entity Relatedness.
Table 5 shows the results of baseline methods as
well as our methods based on different languages.
We also test the cases of our method without train-
ing cross-lingual words, marked as Ours-e. We can
see our method outperforms all baseline methods
by introducing cross-lingual information, and all
bilingual ENs lead to similar results. Strangely,
ALIGN and DJ with more embedding dimensions
seemly fails to capture overall relatedness (per-
formance reduction from top@1 to top@5). The
best performance of Ours-e implies that training
cross-lingual word slightly harms the performance
of entity embeddings. We can introduce additional
sense embeddings in future (Cao et al., 2017).
Although favorable improvements has been
achieved by using our English entity embeddings,
it shall be fewer than that of other languages, be-
cause resources of English are already quite rich,
and even richer than many other languages, thus
contributions from other languages will be less sig-
nificant than vice versa. Due to the limitation of
the publication, we neglect to report experiment
results on the vice versa direction.
6.5 Cross-lingual Entity Linking
Entity linking, the task of identifing the language-
specific reference entity for mentions in texts,
raises the key challenges of comparing the rel-
evance between entities and contextual words
around the mentions (Cao et al., 2015; Nguyen
et al., 2016). Recently, the surge of cross-lingual
analysis pushes the entity linking task on cross-
lingual settings (Ji et al., 2015). Therefore, we
comprehensively measure our joint inference abil-
ity among words and entities using the tri-lingual
EL benchmark dataset KBP2015, which consists
of 944 documents and 38,831 mentions, and di-
vides them into 444 and 500 documents for train-
ing and evaluation. Note that the main purpose of
it is not to beat other EL models but to evaluate the
quality of our embeddings, so we adopt a simple
classifier GBRT (Gradient Boost Regression Tree)
basedmethod as in (Cao et al., 2017; Yamada et al.,
2016), replace with our cross-lingual embeddings,
and filter out mentions that are out of our vocabu-
lary.
English Spanish Chinese
Top system 73.7 80.4 83.1
Second system 66.2 71.5 78.1
Ours 73.9 79.1 81.3
Table 6: Tri-lingual Entity Linking.
Table 6 shows the top 1 linking accuracy (%).
We can see our method performs much better than
the second ranked system, and is competitive with
the top ranked system. Considering that the sys-
tems utilize additional translation tools (Ji et al.,
2015), we conclude that our embeddings are high
qualified for joint inference among entities and
words in different languages.
7 Conclusions
In this paper, we propose a novel method to jointly
learn cross-lingual word and entity representa-
tions that enables effective inference among cross-
lingual knowledge bases and texts. Instead of par-
allel data, we use distant supervision over multi-
lingual KB to generate high quality comparable
data as cross-lingual supervision signals for two
types of regularizer. We introduce attention mech-
anism to further improve the training quality. A
series of experiments on several tasks verify the
effectiveness of our methods as well as the quality
of cross-lingual word and entity embeddings.
In the future, we will enrich semantics of low-
resourced languages by cross-lingual linking to
rich-resourced languages, and extend more cross-
lingual words and entities to multi-lingual settings.
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