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Abstract
We investigate the fundamental limitations imposed by thermodynamics for creating correlations.
Considering a collection of initially uncorrelated thermal quantum systems, we ask howmuch
classical and quantumcorrelations can be obtained via a cyclicHamiltonian process.We derive
bounds on both themutual information and entanglement of formation, as a function of the
temperature of the systems and the available energy.While for a ﬁnite number of systems there is a
maximal temperature allowing for the creation of entanglement, we show that genuinemultipartite
entanglement—the strongest formof entanglement inmultipartite systems—can be created at any
ﬁnite temperature when sufﬁcientlymany systems are considered. This approachmayﬁnd
applications, e.g. in quantum information processing, for physical platforms inwhich thermodynamic
considerations cannot be ignored.
1. Introduction
Thermodynamics is intimately connected to information theory. In recent years, this connection has been
explored and extended in the quantumworld [1].Making use of the concepts and tools of quantum information
theory, this research line brought tremendous progress in our understanding of the thermodynamics of
quantum systems, see e.g. [2–5]. Given the power of quantum information processing, it is natural to investigate
the possibilities offered by quantum effects (such as coherence and entanglement) in the context of
thermodynamics [6–15].
Themain question explored in this work is the following:What is the thermodynamic cost of establishing
classical and quantum correlations?Our goal here is toﬁndwhat are the fundamental limitations imposed by
thermodynamics for creating correlations.
Here we investigate these issues using a particularly simplemodel.We consider a collection of two (ormore)
uncorrelated systems, each initially in a thermal state and thermally isolated. In order to establish correlations
between the systemswe allow ourselves to perform any possible global unitary operation on them. Performing
such a unitary will in general cost us some energy.
Theﬁrst set of questionswe seek to answer is how the temperature of the initial state limits the ability to
create different types of correlations, startingwith classical correlations in bipartite andmultipartite systems,
beforemoving onto bipartite entanglement and then different forms of entanglement in themultipartite case,
including the strongest form—genuinemultipartite entanglement (GME). In all cases we provide explicit
protocols for generating correlations. For arbitrarily large initial temperatures one is able to produce classical
correlations, i.e. there is no threshold temperature. For entanglement, in bipartite systemsweﬁnd the threshold
temperature for our protocols to successfully produce entanglement. Furthermorewe show that even forGME
the respective threshold temperature can bemade arbitrarily large by considering a sufﬁciently large number of
systems.We ﬁnally exhibit upper bounds on the threshold temperature, which show that our protocols perform
almost optimally, achieving the same scaling behaviour as the bound.
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After having established the bounds imposed by the temperature, we thenmove on to the question of how
the available energy limits the correlations, by determining themaximal amount of correlation that can be
created given access to a limited amount of energy. Here our focus is primarily on the bipartite setting, wherewe
investigate optimal protocols for generating classical correlations and bipartite entanglement with limited
energy.
In different thermodynamic settings, different types of correlations (e.g. between a demon and an engine,
between catalysts, etc) have been shown to play a fundamental role within thermodynamics, being directly
related to the very deﬁnition of accessible work and heat [2, 16–22]. Instead of the role of correlations between
outside entities and a quantum system,we focus on thework cost of creating correlationswithin a closed
quantum system. This ismotivated by the fact that correlated quantum systems can serve as a resource for
numerous information processing protocols andwewant to study the impact of thermodynamic restrictions on
information processing at the quantum scale.
These results demonstrate the limitations on creating correlations that arise from thermodynamics.We
envisage therefore that theywill be relevant for discussing quantum information tasks in physical systemswhere
thermodynamic considerations cannot be ignored. Similar issues were raised inNMR [23, 24] and in
connectionwith non-cyclic unitary dynamics of two particle entanglement [12, 15] and its work cost [12] in
harmonic chains. From amore theoretical point of view, our results establish a link between fundamental
resources of two theories: entanglement theory [25, 26] and the resource theory of thermodynamics [3, 4].
2. Framework
Weconsider a global system comprised of n initially uncorrelated d-dimensional quantum systems. Each system
is taken to have the same (arbitrary) localHamiltonian H E i i
i i
∑= ∣ 〉〈 ∣, and the same temperature
k T 1B β= . Hence the initial state of the global system is
, where
e
(1)n
H
i ρ τ τ= =β β
β
⊗
−
and ( )Tr e H = β− is the partition function.When discussing qubits wewill denote byE the energy of the
excited state and
p
1
1 e
(2)
E
=
+ β−
the ground state probability. Allowing ourselves the use of arbitrary (global) unitariesU acting on the collection
of systems (i.e., the global system), wewant to characterize (i) what are the limitations imposed by the initial
temperature on the available correlations (either classical or quantum) (ii) what is the energy costW of creating
correlations, whereW is given by
( )W HTr ( ) , (3)itot fρ ρ= −
where U Unf
†ρ τ= β⊗ is theﬁnal state and H Hi
i
tot
( )∑= is the totalHamiltonian.We end by noting that here,
sincewe are interested in fundamental limitations arising from thermodynamics alone, we consider themost
general operations possible, that of arbitrary global unitaries.Wewill discuss this point further in the
conclusions, as well as the prospects of going beyond it in futurework.
3. Limitations arising from the temperature
In theﬁrst half of this paper wewill consider the question of how the temperature of the initial state affects the
amount of correlation or entanglement that can be created. In particular, wewill impose only theminimal
requirement that the processing be a unitary one, andwill not ask for further constraints, either in terms of the
energy cost of the process, or the efﬁciency of the implementation. As such, the results presented herewill
constitute fundamental limits on the creation of correlations or entanglement which arise solely from the
thermal nature of the initial states, and their corresponding temperature.
Wewillﬁrst consider the creation of correlations, both in the bipartite andmultipartite settings, before
moving on to the question of entanglement generation, again in both the bipartite andmultipartite settings.
3.1. Correlations
3.1.1. Bipartite systems
Let us start by considering the case of a two qudit system, i.e. two d-level systems. Correlations between the two
systems (which shall be referred to asA1 andA2) can naturally bemeasured using the quantummutual
2
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information I A A( : )1 2
I A A S A S A S A A( : ) ( ) ( ) ( ), (4)1 2 1 2 1 2= + −
where S X( ) Tr( log )X Xρ ρ= − is the vonNeumann entropy of systemX.
The goal is then toﬁnd the the optimal unitary operationU such that U Uf
†ρ τ τ= ⊗β β has themaximal
possiblemutual information.Noteﬁrst that initially I A A( : ) 01 2 = , as the initial state factorizes. Thus, to create
correlations, onemust ﬁnd a global unitary that increases the local entropies S A( )i of fρ , since the total entropy
S A A S( ) 2 ( )1 2 τ= β cannot change. Since for a d-level system the local entropy is upper bounded by
S A d( ) logi ⩽ , themaximal possiblemutual information is upper bounded by
I A A d S( : ) 2 log ( ) . (5)1 2 ⎡⎣ ⎤⎦τ⩽ − β
This bound can always be achieved, bymaking use of the following protocol, which amounts to rotating from
the energy eigenbasis to the generalized Bell basis, i.e. to a basis ofmaximally entangled qudit states. Inmore
detail, for all d one can deﬁne the unitary operators
X m d m Z m m1 mod , , (6)
m m
m∑ ∑ω= + 〈 ∣ = 〈 ∣
with e d2 iω = π as generalizations of the (qubit) Pauli operators xσ and zσ . The Bell basis { }ij ijϕ∣ 〉 is then given by
Z X , (7)ij
i jϕ ϕ∣ 〉 = ⊗
where
d
ii
1
i
∑ϕ∣ 〉 = ∣ 〉. Finally, we consider the operation given by
U ij . (8)
ij
ij∑ ϕ= ∣ 〉〈 ∣
Since the initial state is amixture of energy eigenstates, fρ is amixture of Bell states. Finally, since these all have
maximallymixedmarginals, i.e. dTr ( )A ij ijk ϕ ϕ∣ 〉〈 ∣ =  , the bound (5) is achieved [28].We end by noting that
themaximallymixed state d corresponds to the inﬁnite-temperature thermal state 0τ .We shall see in the
second half of the paper that when one has in addition a constraint on the energy, the optimal protocol produces
thermalmarginals, only there at lower temperatures.
Finally, we note that for allﬁnite initial temperatures 0β ≠ themutual information that can be created
between the two systems is non-zero, i.e. that one can produce correlations between them at arbitrary ﬁnite
temperatures.
3.1.2.Multipartite systems
In themultipartite setting one can generalize the notion ofmutual information by considering the difference
between the sumof local entropies and the total entropy of the global system. That is, for a collection of n
systems A A, , n1 … , we deﬁne themultipartitemutual information as
I A A S A S A A( : : ) ( ) ( ), (9)i n
i
n
i n
1
1∑⋯ = − ⋯
=
which vanishes only when the global system is a product state. Again, since the total entropy is conserved, to
maximize this quantity onemustmaximize the sumofﬁnal local entropies after the protocol. The analogous
upper bound
( )I A A n d S( : : ) log ( ) , (10)i n τ⋯ ⩽ − β
is seen to hold, and can again be achieved by rotating the energy eigenbasis to a basis of generalizedGHZ states.
Namely, one can deﬁne the basis { }i i
n
i i
n n1 1
ϕ∣ 〉⋯ ⋯ by
Z X X , (11)i i
n i i i n
n
n
1
1 2ϕ ϕ∣ 〉 = ⊗ ⊗ ⋯ ⊗⋯
where
d
i
1n
i
n∑ϕ∣ 〉 = ∣ 〉⊗ and the operationU given by
U i i . (12)
i i
i i n
, ,
1
i n
n1∑ ϕ= ∣ 〉〈 ⋯ ∣
…
⋯
Again, since theﬁnal state of the global system is amixture of generalizedGHZ states, all of which have
maximallymixedmarginals dTr ( )A ij ijk ϕ ϕ∣ 〉〈 ∣ =  (where Ak denotes tracing over all systems exceptAk) the
bound is seen to be saturated. Finally, as long as the initial temperature is not inﬁnite 0β ≠ , then the bound is
non-zero, and aﬁnite amount of correlation can be created.
3
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3.2. Entanglement
Having seen in the previous section that it is possible to create correlations in amultipartite thermal state starting
at arbitrary temperatures in amathematically easy fashion, we nowmove on to themore interesting question of
creating entanglement.Wewillﬁrst look at the case of bipartite systems, where there is a single notion of
entanglement, beforemoving on tomultipartite systems, where there are a number of inequivalent notions of
entanglement thatwewill study. In all cases wewill restrict ourselves to the study of qubits.
3.2.1. Bipartite systems
We shall start our study of the bipartite case with the simplest possible scenario, involving two qubits. Although
there is only a single notion of entanglement, one can nevertheless deﬁnemany inequivalentmeasures of
entanglement. Here for concreteness wewill focus on the concurrence [29], which for pure states is the linear
entropy of the reduced state of one party
( )( )C ( ) 2 1 tr , (13)A2ψ ρ= −
where trA AB Bρ ψ ψ= ∣ 〉〈 ∣ , and is extended tomixed states via the convex-roof construction
C p C( ) inf ( ), (14)
i
i i∑ρ ψ=
where the inﬁmum is taken over all pure state decompositions p
i i i i
∑ρ ψ ψ= ∣ 〉〈 ∣. The concurrence is
important as for qubits the convex roof can be analytically calculated and the entanglement of formation [29] is
functionally related to it.
Crucially, for our purposes the problemofﬁnding the state ofmaximal concurrence given only its spectrum
was solved in [30, 31], which is an alternative way of phrasing the problemwhichwe are interested in here.
Moreover, it was shown that the optimal protocol not onlymaximizes the concurrence (and therefore the
entanglement of formation), but also two other importantmeasures of entanglement, the relative entropy of
entanglement, and the negativity.
The protocol of [31] is easiest understood by decomposing it into a product of twounitaries,U V V2 1= ,
whereV1 is a CNOTgate
V 00 00 01 01 11 10 10 11 , (15)1 = 〈 ∣ + 〈 ∣ + 〈 ∣ + 〈 ∣
andV2 is a rotation in the subspace spanned by { 00 , 11 }∣ 〉 ∣ 〉 tomaximally entangled states
V 00 01 01 10 10 11 . (16)2 00 10ϕ ϕ= ∣ 〉〈 ∣ + 〈 ∣ + 〈 ∣ + ∣ 〉〈 ∣
Denoting by { }i iλ the eigenvalues of the initial state iρ arranged in non-increasing order, the concurrence of the
ﬁnal state V V V Vf 2 1 i 1
†
2
†ρ ρ= is given by
( )C max 0, 2 . (17)1 3 2 4λ λ λ λ= − −
Applied to the case at hand, with iρ τ τ= ⊗β β weﬁnally obtain
( )C p p p p pmax 0, 2 2(1 ) (1 ) . (18)max 2= − − − −
It follows therefore, that unlike when considering correlations, there is now a threshold temperature,
k T E 1.19B max ≈ (or equivalently a threshold ground-state population p 0.698min ≈ ), such that for allT Tmax⩾
(or p pmin⩽ ) no entanglement can be created between the two qubits.
3.2.2.Multipartite systems
Wenow switch our attention to themultipartite setting.Herewewill see that the limiting temperatureTmax
belowwhich one can create entanglement can be increasedwhen several thermal qubits are jointly processed.
Essentially, asmore qubits are available, the global system contains larger energy gaps and thus subspaces with
higher purity, which can then potentially bemore easily entangled. To illustrate this point we can look at the
example of two thermal qubits.The renormalized subspace spanned by { 00 , 11 }∣ 〉 ∣ 〉 constitutes a qubit with
higher purity that the single thermal qubit and inmultipartite systemswe canmake use of this byﬁnding virtual
two qubit subspaces with increased purity. In the followingwemake this intuition precise by studying the
dependence ofTmax on the number of qubits n. At the same time, we study several classes of entanglement that
naturally appear in themultipartite case including its strongest form:GME.
Entanglement in all bipartitions.
To start our discussion, we consider the case of n qubits and a straightforward generalization of the above
two-qubit protocol. That is, we consider a rotation in the 0 n∣ 〉⊗ , 1 n∣ 〉⊗ subspace, of the form (16),
4
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U 0 1 ( 0 0 ) ( 1 1 ) , (19)n n n n n nϕ ϕ= 〈 ∣ + ∣ 〉〈 ∣ + − 〈 ∣ − 〈 ∣⊗ ′ ⊗ ⊗ ⊗
where n n10 0ϕ ϕ∣ 〉 = ∣ 〉′ ⋯ . For a given bipartition j n j∣ − (i.e. a partition of j qubits versus n j− qubits), the
concurrence in theﬁnal state fρ can be conveniently lower bounded using the relation [32]
)
(C 2 0 1
0 1 0 1 1 0 1 0 (20)
n n
j n j j n j j n j j n j
f
( )
f
( ) ( )
f
( )
ρ
ρ ρ
⩾ 〈 ∣
− 〈 ∣ 〈 ∣ 〈 ∣ 〈 ∣
⊗ ⊗
⊗ ⊗ − ⊗ ⊗ − ⊗ ⊗ − ⊗ ⊗ −
and due to the simple formof fρ , these bounds are in fact tight [33]. Evaluating explicitly, we then obtain
C 2 , 0 1 0 1 . (21)n j n j j n j j n j j0 ( ) i
( )λ λ λ λ λ ρ= − − = 〈 ∣ 〈 ∣− ⊗ − ⊗ ⊗ − ⊗
which is independent of the bipartition, and given by
C p p p p(1 ) 2 (1 ) . (22)n n n n2 2= − − − −
By demanding C 0> , we can characterize the smallest p, and thus the largestT, that allows for entanglement to
be created simultaneously across all bipartitions, as a function of n.Weﬁnd a linear scaling in n for this critical
temperatureTE
(all bip.),
k T
E
n
2 ln( 1 2 )
. (23)
B E
(all bip.)
⩾
+
Hence it follows that for everyﬁnite temperatureT, there exists a sufﬁciently large number of qubits n that still
allows for entanglement creation across all bipartitions.We note also that if one used instead of concurrence the
negativity across a bipartition, a straightforward calculation shows that the same bound is obtained.
Entanglement in a single bipartition.
The above protocol can be improved if the aim is to generate entanglement in a given single bipartition
j n j∣ − . As in the two-qubit protocol, the idea is to perform a permutation of the initial diagonal elements before
applying the rotation (19). From expression (21), we see that the optimal permutation is the onewhere pn0λ = ,
p p(1 )n j n 1λ λ= = − − and p(1 )n j nλ = −− . In such a case, we a similar analysis to above leads to the limiting
temperature, which, for large n is given by
k T
E
n 1 2
ln(3)
. (24)B E ≳ −
Hence the threshold temperature for the creation of bipartite entanglement using this protocol is also linear in n
(for high temperatures), but improves upon the above protocol in the constants. Thus forﬁxed n, one can
generate entanglement across a single bipartition for slightly higher temperatures.
Genuinemultipartite entanglement
GME is the strongest formof entanglement inmultipartite systems.While entanglement across all partitions
is a necessary requirement forGME it is by nomeans sufﬁcient. A state ρ is GME iff it only admits
decompositions of the form
p (25)
i
i i i∑ρ ϕ ϕ=
where at least one iϕ∣ 〉 is entangled in every possible bipartition. It follows that a necessary but not sufﬁcient
condition forGME is that ρ itself is entangled across every bipartition. This suggests that the previously
considered protocol for generating entanglement in all bipartitions is a natural candidate to gain aﬁrst insight on
themaximal temperature forGME creation.
After applying the unitary (19), the state fρ is essentially a GHZ-statemixedwith (diagonal) noise. For such a
simple form, the techniques of [32, 35] give us necessary and sufﬁcient conditions for the creation ofGME [34],
namely
p p p pis GME (1 ) 2(2 1) (1 ) 0. (26)n n n n nf
1 2 2ρ ⟺ − − − − − ⩾−
This condition leads to a lower bound on the threshold temperature for creatingGME,TGME, which turns out to
be asymptotically independent of n, and given by
k T
E
1
2 ln(2)
, (27)B GME
(GHZ)
≃
wherewe added the sufﬁxGHZbecause the target entangled state of this protocol is aGHZ state.Moreover, as
we show in the appendix, this result holds for all states whose densitymatrix features only diagonal and anti-
diagonal elements, also known asX-states [34, 36].
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Geniunemultipartite entanglement II
Recall that there aremany inequivalent types ofmultipartite entangled states andGHZ states only constitute
one prominent class. In fact it ismuchmore favorable to use protocols that target another type of entangled
states, namelyDicke states [37]. An n-qubit Dicke state with k excitations is deﬁned as:
{ }D
n
k
P
1
1 0 , (28)k
n
j
j
k n k( )
⎜ ⎟⎛⎝
⎞
⎠
∑= ⊗ ⊗ −
where P {}
j j
∑ is a sumover all possible permutations. Besides being relevant for the theory of light–matter
interaction, Dicke states are useful for various quantum information tasks [38], have been detected
experimentally [39, 40] and have shown to beGME [41, 42].
By constructing a protocol that uses the state (28) as the target entangled state, wewill show that the
threshold temperature for generatingGME is given by
k T
E
n
k n
n
n( 1)ln (ln )
. (29)B GME
2
⎡
⎣⎢
⎤
⎦⎥⩾ + +
The scaling is almost linear with n, which allows now for the creation ofGME for an arbitrarily high temperature
T < ∞, by considering a sufﬁcient number of qubits n.Moreover, the simplewitnesses used to demonstrate
GME are knownnot to be optimal inmany cases [45] indicating the improvementsmight even be possible. Note
that this result is quite counter-intuitive, as the complexity of the taskwe consider, entangling all qubits,
increases with n. Furthermore, it is in stark contrast with the results obtained above for theGHZ class, and thus
indicates that different types of entanglement behave in a very differentmanner.
Let us now sketch the idea of the protocol for creatingDicke type entanglement; all details are in
appendix A.2. As in the previous cases, the protocol consists of two steps: a permutation of the diagonal elements
followed by a rotation tomaximally entangled states (in this case toDicke states). The permutation ﬁrstmoves
the largest eigenvalue, pn, plus the small eigenvalues, p p(1 )k n k− − , into the degenerate subspace of energy kE,
thus purifying the subspace. It alsomoves other small eigenvalues5 into the subspaces of k 1− and k 1+
excitations, as this is favorable for the considered entanglement witness [43]. Now, in the degenerate subspace of
k excitations, the state with the biggest population pn is rotated to theDicke state (28). In order for the
transformation to be unitary, the rest of the energy eigenvectors of the subspace are rotated to the set of
orthonormal states
{ }d N P N
n
k
1
e 1 0 , , (30)k l
n
k j
lj
N j
k n k
k,
i
2
k ⎜ ⎟
⎛
⎝
⎞
⎠∑= =
π
⊗ ⊗ −
with j N{1, , 1}k= … − . This concludes the protocol leading to (29) (see the appendix for detailed
computations).
The fact that the creation ofDicke typeGME is somuchmore favorable can be understood intuitively by
recalling thatDicke states are in generalmuchmore robust to noise compared toGHZ states [43, 44]. Notice also
from (29) that it ismost favorable to create entanglement in the ﬁrst excited subspace, where theDicke state
becomes thewell-knownWstate.
Upper bounds and discussion
So far, we have investigated explicit protocols, which allowed us to place lower bounds on the threshold
temperature that still allows for the creation of entanglement. To study the limitations imposed by a thermal
background it is essential to alsoﬁndupper bounds on themaximal temperature. For that purpose, aﬁrst
approach is to use results on the geometry of quantum states. In particular, it is known that themaximallymixed
state is always surrounded by a ball ofﬁnite size that contains only separable states, and it is possible to place
lower bounds on the radius of such a ball [46, 47]. By applying these results we obtain an upper bound that scales
exponentially with n. Therefore, there is an exponential gap between lower and upper bounds, thusmaking this
approach essentially useless for large n.
The results from [46, 47] are useful for any state, as long as it is sufﬁciently close to the identity, whereas here
we are concernedwith a very particular formof states, namely those states with a thermal spectrum. This
information can be used to obtain better upper bounds. Indeed, the following theoremwas proven in [48]: let
d2 ρ ∈ ⊗ have eigenvalues ... d1 2 2λ λ λ⩾ ⩾ ⩾ , then
U U is separable U 2 0. (31)d d d† 1 2 1 2 2 2ρ λ λ λ λ∀ ⟺ − − ⩽− −
5
That is, eigenvalues with population p p(1 )n m m−− withm n 0→ in the asymptotic limit.
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By taking d 2n 1= − , this criterion applies to any qubit versus qudit bipartition of the n-qubit thermal systemwe
considered. Furthermore, notice that this condition amounts to calculating the concurrence in a speciﬁc 4 4×
subspace, which happens to be exactly the purest onewe used in the protocol leading to (24). Hence that
protocol is optimal for generating entanglement in any qubit versus qudit bipartition.While the possibility to
obtain a better TE in a qudit versus qudit bipartition remains open, this criterion does yield upper bounds for
TE
(all bip.) andTGME
6, obtaining
k T
E
n
k T
E
n
1
ln 3
,
1
ln 3
. (32)
B E
(all bip.)
B GME
⩽ −
⩽ −
Thereforewe obtain upper bounds on (23) and (29) that also scale linearly with n, showing that this scaling
between themaximal temperature and the number of qubits is a fundamental property, and that our protocols
perform close to optimal for entanglement andGME generation at high temperatures. The results are
summarized inﬁgure 1.
The problemof the attainable entanglement in the unitary orbit ofmixed states has been considered in the
context of nuclearmagnetic resonance (see [23] and references therein). The best protocol in [23] obtains
precisely the scaling (23), improving on protocols based on algorithmic cooling [50] and effective pure states
[49]. Our result (24) provides a tighter bound on theminimal temperature required for entanglement
generation, and the upper bound derived from [48] gives evidence that it is tight7.We also studied theminimal
temperature forGME, ﬁnding a surprising positive scalingwith the number of qubits. Our results thus provide
bounds on the number of required qubits to generate entanglement andGMEat ﬁnite temperature, while
showing that in the asymptotic limit generation of entanglement andGME is possible at any temperature.
4. Energy cost
Wecan associate to every operationU awork costW, given in (3), which corresponds to the external energy
input. Regardless of the operationU, the investedwork is always positive because the initial state is in thermal
equilibrium, i.e.,W 0⩾ U∀ . This naturally raises the following question: what is theminimal work cost of
correlating thermal states? Or, equivalently, what is themaximal amount of attainable correlationswhen the
energy at our disposal, EΔ , is limited? In this sectionwe address these questions, both for total correlations and
entanglement, in the unitary orbit of thermal states (i.e., optimizing over all global unitariesU).
4.1. Correlations
In analogywith the previous section, let us start by considering the case of a twoqudit system, i.e. twod-level
systems.The goal is now tomaximize I A A( : )1 2 , as deﬁned in (4), over all global unitaries constrainedbyW EΔ⩽ .
Noteﬁrst that initially I A A( : ) 01 2 = , as the initial state factorizes. Now, to create correlations, wemust
apply a global unitary thatwill increase the local entropies S A( )i of fρ , since the total entropy
Figure 1.Regions where entanglement creation (green area) andGME creation (orange area) are possible by our explicit protocols as a
function of the number of qubits n. The upper (green) points represent the best protocol for entanglement creation in a qubit versus
qudit bipartition, and also an upper bound for creation ofGME. The scaling for each region are given in themain text.
6
Recall that the presence of entanglement in every bipartition is a necessary condition forGME.
7
Recall that this upper bound only applies for qubit versus qudit bipartitions.
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S A A S( ) 2 ( )1 2 τ= β will clearly not change. Recalling that the thermal statemaximizes the entropy of a system
withﬁxed average energy (see, for example, [27]), weﬁnd that
I S S2 ( ) ( ) , (33)E ⎡⎣ ⎤⎦τ τ⩽ −Δ β β′
where β′ is chosen such that E HTr[ ( )]tot 2 2Δ τ τ= −β β′⊗ ⊗ . Hence in order to obtain correlations atminimal
energy cost, one should look for a protocol such that the local states of fρ are thermal states at equal temperature.
That is, the optimal unitaryU* satisﬁes
( ) ( )U U U UTr * * Tr * * . (34)A i A i† †1 2ρ ρ τ= = β′
This unitary effectively heats up the system locally, while the global systempreserves its entropy. In the appendix
(ﬁrst section) we constructU*, thus reaching the bound (33), forHamiltonians with equally spaced energy
levels and for arbitraryHamiltonians if the temperature difference is big enough. Inﬁgure 2we illustrate our
results for two qubits and for various values of k T EB . Finally, notice that expression (33) recovers the case of
maximal correlations, (33), in the limit 0β′ → , with a correspondingwork cost
W
d
H He2
1
Tr
1
Tr . (35)H
⎛
⎝⎜
⎞
⎠⎟= −
β−
These results are easily extendible to themultipartite case. The generalizedmutual information (9) is
maximized (for a given energy cost) by those unitaries that satisfy (34) for every local state.
4.2. Entanglement
4.2.1. Bipartite systems
Nextwe derive theminimal cost of creating entanglement for the simplest case of two qubits. Consider ﬁrst the
caseT=0, i.e. 0 0τ = ∣ 〉〈 ∣. If the state is pure, entanglement can bemeasured by the entropy of entanglement,
which is simply given by the local entropy of the state. The problem at hand is thus equivalent to the
maximization of themutual information, so the same reasoning can be used here8. In particular, the optimal
unitary,U* in (34), can be generated by a rotation in the 00∣ 〉, 11∣ 〉 subspace. From this weﬁnd the relation
C
E
E
E
E
2 . (36)⎜ ⎟
⎛
⎝
⎞
⎠
Δ Δ= −
Moving to non-zero temperature, ﬁnding the optimal unitary is no longer straightforward. Nevertheless the
problem can be attacked from two directions. First, wemaximizeCnumerically, with respect to all possible
unitaries, for a given costW. Second, we use an ansatz protocol, inspired by the optimal unitaries to achieveCmax
in (17). These unitaries have the formofﬁrst rotating in the subspace of 10∣ 〉 and 11∣ 〉, followed by rotating in the
subspace of 00∣ 〉 and 11∣ 〉. Our ansatz is to optimise over such unitaries, now amuch simpler optimization over
the twounknown angles (one for each rotation). The results are presented inﬁgure 3, where the solid line shows
the result of the full optimization and the dashed line shows the results of the ansatz.We see that when there is no
restriction on the amount of available energyW, then our ansatz protocol performs optimally.However, this is
Figure 2.Mutual information versus available energy, for various values of k T EB .
8
Note that the concurrence and the convex roof extended entropy of entanglement are related via a bijective function for two qubits.
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not the casewhenW is limited. Note that the amount of energy required to reach Cmax is decreasing asT
increases, shown in inset (a), wherewe also see that for low temperatures (k T E 0.1B ≲ ), we can generate
essentially one Bell state of two qubits, i.e. C 1max ≃ .Moreover, for anyT 0> , there is aminimal amount of
energy required for generating entanglement, shown in inset (b). This is because some energy is always needed to
leave the set of separable states,when starting from thermal product states.
4.2.2.Multipartite systems
Quantiﬁcation and characterization ofmultipartite entanglement is still a highly activeﬁeld of research (see e.g.
[26]). Themain challenge is a consistent quantiﬁcation ofmultipartite entanglement in operational terms. It
seems that this taskmay not be as easy as in bipartite systemswhere in the LOCCparadigm entanglement can be
quantiﬁed by a unique resource. Herewe circumvent this issue by studying ameasure independent question:
what is the energy cost of transforming a thermal state into an entangled one, either GMEor entangled in all
bipartitions.
Thework cost associated to the unitary (19) is easily computed to be
W
nE (1 e )
2(1 e )
. (37)
En
E n
= −
+
β
β
−
−
By insertingT all bip. in (37), one obtains that the cost to leave the separable set (for this particular protocol) is
exactly
( )( )
W nE
1 2
1 2 1
(38)
n n
sep.
2
= +
+ +
which is exponentially small in n. This shows that havingmore qubits not only opens the possibility to generate
entanglement at a higher temperature, but also reduces the energy cost of leaving the separable set. An
exponential decrease of thework cost with n is also found for the other protocols forGME generation in the
multipartite setting (see appendices). The reason behind this behavior is that the considered protocols only act
on particular subspaces, whose population becomes negligible in the limit of large n. This also implies that the
amount of generated entanglement decreases with the number of qubits. Interestingly, in themultipartite
setting, even a small amount of entanglementmight be enough to obtain a substantial quantum advantage.
In particular, in theﬁeld of quantum computation, for a computational speed up (in pure states) entanglement
is required across every bipartition [51, 52], but the actual amount can be polynomially small in the systemʼs
Figure 3.Main: concurrence versus available energy, for various values of k T EB . Solid lines show the optimal protocol, found
numerically by optimizing over the unitary group. The dashed lines show the performance of the simpler protocol, described in the
main text, which is seen to performwell, especially for smaller temperatures.Moreover, if the available energy is not limited, our
ansatz is optimal. Inset (a) shows the behaviour of themaximal concurrenceCmax as a function of k T EB , while inset (b) shows the
energy needed to leave the separable set, as a function of k T EB .
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size [53] 9. Therefore, our protocols formultipartite entanglement generation are not only interesting from a
fundamental point of view—as they set fundamental bounds on themaximal temperatures—butmight ﬁnd
applications in theﬁeld of quantum computation.
Finding protocols that generate a substantial amount of entanglement andGMEat high temperatures
remains as an important future direction, as this would give a bigger resistance to noise and is important for
other applications ofGME, such asmetrology [54].
5. Conclusion
Wehave explored the interrelation between two of themost prominent resource theories at the quantum
scale: quantum thermodynamics and entanglement theory. At ﬁrst we have investigated the impact of
imposing entropy constraints arising in thermodynamics on the creation of correlations and entanglement,
both in bipartite andmultipartite settings.We haveworked out fundamental limitations in terms of upper
bounds to entangleability, providing necessary conditions for enabling quantum information processing in an
unavoidably noisy environment. Furthermore we introduced explicit protocols, and showed that these upper
bounds can be (in some cases approximately) reached. In themultipartite setting we studied the advantage of
havingmore systems at oneʼs disposal, providing an explicit route to overcoming some of the fundamental
limitations.
In a second stepwe haveworked out the energy cost of creating correlations and entanglement, further
highlighting the intricate interplay between quantum effects and thermodynamic resources. In the bipartite
settingwemanaged to provide explicit protocols that quantify an upper bound to thework cost of creating a bit
of correlation or an e-bit (a fundamental unit of entanglement).We showed that extending the protocols to the
multipartite case one can create the strongest formof entanglement at exponentially small energy costs. The
introduced protocols serve as ultimate bounds on the possibilities of information processing in scenarios where
thermodynamic considerations can not be ignored.
An interesting open question is the possible implementation of the present protocols in a realistic scenario,
whichwill impose additional restrictions on the class of allowed operations, due to the unconstrained
complexity of our introduced protocols. Nevertheless, note that any general unitary can be approximated
arbitrarily well in the formof a quantum circuit, involving only single systemunitaries and nearest neighbour
interactions (gates), with only a small number of distinct interactions required.We leave for future research the
exploration of such circuit decompositions, or other physical implementations of our protocols. Another path
to pursue is towork out the relation also for interacting systems.Here interacting thermal states are typically
already entangled at low temperatures (which can also bewitnessed bymeasuring the average energy [56, 57]).
Onewould expect prior correlations to have a profound impact on thework cost of establishing deﬁnite
amounts of entanglement, strongly depending on the type of interaction chosen. Such questions could
complement our approach and provide a route to circumvent the fundamental limitationswe have just
presented for non-interacting systems.
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Appendix.
A.1.Mutual information in the unitary orbit of thermal product states
In this appendix we prove that for equal energy spacings (E kEk 0= ) any local temperature T T′ > lies in the
unitary orbit of thermal product states at temperatureT. Furthermore this proof provides a constructive
9
This translates to densitymatrices through the convex roof: if every possible decomposition requires at least one element that is entangled
across all partitions we can conclude that the classical simulationwill be hard and the dynamics of the systemnon-trivial (while it is not at all
clear whether this is necessary it is at least sufﬁcient).
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protocol that in this context reaches any amount ofmutual information atminimal possible energy cost.
Furthermore for general Hamiltonians this protocols provides ameans to reach any sufﬁciently largerT′ (for
an exact condition see below) atminimal energy cost. First let us adopt the following convenient notation for
the eigenvalue distribution of themarginal p diag( )A Aρ⃗ ≔ , which is sufﬁcient for our purposes as the
thermal states will always just be diagonal in the energy eigenbasis. The general idea of the protocol that
follows is that the global unitary should induce a doubly stochastic transformationM on themarginal
probability vector, while ensuring that no coherences are created in any subsystem. First we decompose the
marginal vectors as
pdiag( ) (A.1)A
i
d
i
0
1
∑ρ = ⃗
=
−
pdiag( ) (A.2)B
i
d
i
i
0
1
∑ρ Π= ⃗
=
−
with p j j i j j i ei
j E E( ) 2j j 1 ρ= 〈 ∣ ⊗ 〈 + ∣ ∣ 〉 ⊗ ∣ + 〉 = β− + + and k k 1
k
∑Π = ∣ 〉〈 + ∣. It will be useful to
consider again the following generalized Bell states
B k k j , (A.3)i j
k
d
ki
,
0
1
∑ω= ⊗ +
=
−
with e d2 iω = π . Now it is straightforward to see that rotating in the subspaces spanned by
S B B Bspan({ , , , })i i i d i0, 1, 1,= ⋯ − ensures that every diagonal element that can be created by these rotations is
being traced over. Unitarity ensures that rotations in the subspaces Si induce a doubly stochastic transformation
of the diagonal part of the densitymatrix in this subspace. Now all that is left is to observe that the probabilities in
the decomposition of the subsystems correspond exactly to the rotations in the subspaces spanned by the
maximally entangled states deﬁned before, i.e.
U U M pdiag(Tr ( )) (A.4)B
i
i i
† ∑ρ = ⃗
( )U U M pdiag(Tr ( )) , (A.5)A
i
i
i i
† ∑ρ Π= ⃗
where eachMi is a doubly stochasticmatrix. Nowwe can use the symmetry of the initial state, i.e. p pij ji= , and
deﬁne a target doubly stochasticmatrixM that should describe the transformation of bothmarginals. Since the
vector p0⃗ is equal for bothmarginals it is evident that M M0 = already takes theﬁrst part out of the picture
without restricting the generality of stochastic transformations. In general if every doubly stochasticmatrix is
equal, i.e. M Mi = and commutes with all iΠ , i.e. is a circulantmatrix, it is evident (due to
p p
i
d
i i
d i
i0
1
0
1∑ ∑ Π⃗ = ⃗=
−
=
−
) that both subsystems’ probability vector will just be transformed byM. In otherwords it
is easily achievable to transform the subsystems probability distribution by any doubly stochasticmatrix that
commutes with all cyclic permutations, i.e. a circulantmatrix.
Theﬁnal question is thuswhether circulant doubly stochastic transformations of the form T
i i
i∑ α Π= are
sufﬁcient to reach any temperature, i.e.Tp p( ) ( )β β β β⃗ = ⃗ ′ ∀ ⩾ ′? Obviously starting from β = ∞one can reach
all temperatures via choosing p ( )i iα β= ′ and from any β one can reach the inﬁnite temperature distribution via
d
1
iα = for all i.
To address this question to its fullest extent wewillﬁrst construct a general convex sumof cyclic
permutations that achieves this general task and then checkwhether all coefﬁcients are positive.We require that
p p( ) ( ). (A.6)
i
i
x
i x∑α Π β β= ′
For sake of simplicity wewillﬁrst deﬁne
Z
Z
i iα α′ = ′
such that the condition is simpliﬁed to
e e . (A.7)
i
i
E Ei x x∑α ′ =β β− − ′+
A set of kα ′ solving this equation system is given by
e e ( )e
e e ( )e
. (A.8)k
i i i
E E E
i i i
E E E
(...)
(...)
n
i i in n k
n
i i in n
1 2
1 2 1 1
1 2
1 2 1 1
α
ϵ
ϵ
′ =
⋯
⋯
β β β
β β β
− − − ′
− − −
− − − −
− − −
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From this explicit formwe can easilyﬁndnegative coefﬁcients and thus prove that circulantmatrices are
insufﬁcient to reach any arbitrarily higher temperature. On the other handwe immediately see from very simple
geometric considerations that for a sufﬁciently high difference in temperatures T T TΔ = ′ − circulantmatrices
are always sufﬁcient. Since the original probability vector is linearly independent from all its cyclic permutations
and all of them are equally far in Euclidean distance from the inﬁnite temperature distributionwe can study the
convex conewith pi AΠ ⃗ as extremal rays. Since all of the extremal rays share the same distance to the center ray
(inﬁnite temperature), we know that a sufﬁcient condition for circulantmatrices to achieve the higher
temperature Boltzmann distribution is simply given by theminimal distance from the central ray to all faces of
the cone. This is always easily calculable for any energy distribution and gives a sufﬁcient condition on TΔ for
this protocol towork.
Furthermore we can use the explicit solution toﬁndHamiltonians forwhich this protocol always works.
One important example is equal energy spacing between the different levels, i.e. E kEk 0= . In this case the
explicit solution for the kα is given as
Z p
Zp
Z p Zp
Z p
p
1
1 1
(A.9)k k k d
1
1
0,
1 1
1
1k0,
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟α δ=
− ′ ′
−
+
′ ′ −
− ′ ′
′ δ+ −
which is positive for all k due to the fact that p p0 0> ′, i.e. we have derived a protocol that delivers themaximally
possible amount ofmutual information atminimumenergy costs for allHamiltonianswith equal energy spacing
(and thus qubits as a special case).
A.2. The energy cost and scaling of theW-state protocol
Given an n-qubit thermal state nΩ τ= β⊗ wehereﬁnd the n 1≫ asymptotic behaviour of themaximal
temperatureTGME that allows to unitarily create GME in the ensemble with theW-state protocol and also
calculate the energy cost of the protocol. Here p vpdiag( , )τ =β , where p v1 (1 )= + and v e E= β− is the
Boltzmannweight. If the eigenvectors corresponding to the ﬁrst excited level of the totalHamiltonian are
w{ }i i
n(1)
1∣ 〉 = and the ones corresponding to the second excited level are w{ }a an n(2) 1( 1) 2∣ 〉 = − , then themeasurewe use
has the form [55]
n[ ] 2 ( 2) , (A.10)
i j
ij
a
aa
i
ii00 ∑ ∑ ∑Ω Ω Ω Ω Ω= − − −
≠
where w wij i j
(1) (1)Ω Ω= 〈 ∣ ∣ 〉 and w wab a b(2) (2)Ω Ω= 〈 ∣ ∣ 〉.
In short, theW-state protocol is themaximization of  over all such unitary operations that generate non-
diagonal elements only in the eigensubspace of the ﬁrst excited level (whichwe denote by 1 ). These unitaries
can be represented asUΠ , whereΠ is a permutation operation on the initial state andU is a general n n×
unitary living in 1 . As this representation suggests, we divide the optimization procedure in two steps: (i)
maximization overUs for a givenΠ, and (ii)maximization overΠs. AfterΠ acts, the state becomes Ω ΠρΠ=Π
and its projection on 1 wedenote by ωΠ . Now, the operationUwill act only on ωΠ and take it to U U †ω ω′ = Π
and sinceU is unitary, the traces of ω′ and ωΠ will be the same. Therefore, we can rewrite (A.10) as
U U n[ ] 2 ( 2) . (A.11)
i j
ij
i
ii
†
00 ∑ ∑ ∑ΠΩΠ ω Ω Ω ω= ′ − − −Π
α
αα
Π Π
≠
This shows that themaximization of  overU is reduced to themaximization of
i j ij
∑ ω∣ ′∣≠ overU. Toﬁnd this
maximum,we ﬁrst observe that due to the unitarity ofU, ( ) ( )Tr ( ) Tr ( )2 2ω ω′ = Π ; whence
( )Tr ( ) ( )
2
. (A.12)
i j
ij
i i2
2 2
∑
∑
ω
ω ω
′ =
− ′Π
<
Wenow relax for themoment the constraint that ω′ and ωΠ are unitarily connected and only require that
( )Tr ( ) Trω ω α′ = ≡Π and ( ) ( )Tr ( ) Tr ( )2 2 2ω ω α λ′ = ≡Π . Herewe again divide the optimization in two
steps: (1)maximize
i j ij
∑ ω∣ ′∣< with i j ij 2∑ ω∣ ′∣< ﬁxed and (2)maximize the latter. Nowwenotice that
(1)Themaximum is reached for ij i jω ω∣ ′∣ = ∣ ′ ∣′ ′ and therefore
n n
max
( 1)
2i j
ij i j ij
2∑ ∑ω ω∣ ′∣ = − ∣ ′∣< < .
(2)From (A.12), themaximum for
i j ij
2∑ ω∣ ′∣< is reached when ( )i i 2∑ ω ′ is minimal. Since i i∑ ω α′ = is ﬁxed,
theminimum for ( )
i i
2∑ ω ′ is reachedwhen all
n
iω
α′ = , i.e., nmax ( 1 ) 2
i j ij
2 2∑ ω α λ∣ ′∣ = −< .
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Finally
n n nmax ( 1)( 1 ) , (A.13)
i j ij
∑ ω α λ′ = − −≠
and on thismaximum, ω′has the following form:
n
n
n n
n
n n
n
n n n
n
n n
n
n n
n
n n n
1
e
1
( 1)
e
1
( 1)
e
1
( 1)
1
e
1
( 1)
e
1
( 1)
e
1
( 1)
1
. (A.14)
n
n
N N
12 1
21 2
1 2
⎛
⎝
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟⎟
α
λ λ
λ λ
λ λ
−
−
⋯ −
−
−
−
⋯ −
−
⋮
−
−
−
−
⋯
ϕ ϕ
ϕ ϕ
ϕ ϕ
Obviously, being obtained in less restrictive conditions, (A.13) upper-bounds the soughtmax
U i j
ij∑ ω∣ ′∣≠ .
Nevertheless, one can prove, that for suitably chosen { }ijϕ thematrix in (A.14) can always be unitarily reached
from ωΠ . The proof is slightlymore involved and is conducted by ﬁrst proving the statement for n=3 by
explicitly calculating the corresponding phases (only one phase is necessary to adjust there) and then proving the
statement by induction for any n.
Now, having done themaximization overU, we turn toﬁnding theΠwith largest
( )n n n n( 1)( 1 ) 2 2 , (A.15)00 ∑α λ Ω Ω= − − − + −Π Π
α
αα
Π
wherewe have plugged (A.13) in (A.11). The quantity λ is deﬁned above as the sumof the squares of the
normalized elements of ωΠ . Therefore, it is never bigger than 1which implies that in the n → ∞ limit, Π in
(A.15)will be non-negative only if 1λ → . On the other hand, choosing a bigger α and smaller elements in the
eigensubspace of the second excited level (whichwe denote by 2 ) and on the ground state will alsomake Π
bigger. To fulﬁl all this we chooseΠ so that it takes the smallest element ofΩ, p vn n, to the ground state, the
biggest one, pn, to 1 . The rest of n( 1)− elements in 1 are chosen so that they are signiﬁcantly smaller than
pn.Wewill take them to be all equal (so that they keepα as big as possible) and to be p vn n k− with some k that will
be discussed later on. Also, wewill choose the elements in 2 to be p vn n m− with somem that is small and
independent of n. At this point we do not knowwhich exact choice of k andmwillmaximize Π , but fortunately
the existing information about them is enough to deduce the asymptotic behaviorwe need.
With above describedΠwehave
( )
n v
n v
1 ( 1)
1 ( 1)
. (A.16)
n k
n k
2( )
2
λ = + −
+ −
−
−
So, to have 1λ → , nvn k− must 0→ .With this condition and some algebraicmanipulations employing Taylor
expansions, we arrive at the following asymptotic expansion:
p
n v C n v1 , (A.17)
n
n k m
n
n k2 2 3 2( )⎡⎣ ⎤⎦ = − +
Π
− − −
where ( )C n v v n n(1 1 ) ( 1)n m k2 2= − + − and is always [1] since v 1< and k andm are positive.With
this, we rewrite (A.17) as
( )p n v C nv1 1 . (A.18)n
n k m
n
n k2 2 ⎡⎣ ⎤⎦ = − +
Π
− − −
Having inmind that nv 0n k →− and explicitly indicating the dependence of k andT (and hence v) on nwe
obtain from (A.18) the asymptotic condition of the positivity of Π in the following form:
n v C1 e . (A.19)n
n k m
n
C n
n k m
T E2 2
ln 2 ln
2
n n
n
GME⩾ =− − + −
− −
From formula (A.19) it is nowobvious that tomaximizeTGME, kn has to be as small as possible. So, whatever the
kn andm delivering themaximumare, they are ﬁnite numbers independent of n. Therefore,
T
nE
n
nE
n2 ln (ln )
. (A.20)GME
max
2
⎡
⎣⎢
⎤
⎦⎥= +
Finally the energy input required for such a scaling can simply be calculated from the prior permutationsΠ
alone, as all subsequent rotations are performed in a degenerate subspace. Adding the cost of all the permutations
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above gives the rather cumbersome formula for the energy cost of theW-state protocol as
(
)
( )
( ) ( )
( ) ( )
( )
W E n n
n n n
1 e ( 1) e e 1 e e
e e e 3 e e (A.21)
E n E E n E E n
En E n E En E n
( 1) ( 3)
2 2 ( 2) ( 3)
= − − − + − +
− + − − + −
β β β β β
β β β β β
− − − − − − − −
− − − − − − −
whichwhile seemingly complicated due to the numerous required permutations still remains exponentially
small in n for anyT 0> .
TheW-state is but an element of a larger set ofDicke states. Correspondingly, ourW-state protocol can be
straightforwardly generalized toDicke state protocols. First, let us introduce them excitationDicke states for n
qubits:
( )
D
1
{ } , (A.22)m
n
m { }
∑ α=
α
where { }sα are the subsets of i{ } in 1= consisting ofm elements, { } 1 0i i j j j{ } { { }}α∣ 〉 = ⊗ ∣ 〉 ⊗ ∣ 〉α α∈ ∈ ∈ , and the
summation runs over all ( )nm possible { }α s. Accordingly, theDicke state protocol is the onewhen one is allowed
to create non-diagonal elements only in m —the subspace spanned by { }α∣ 〉 s. In that case, theGMEwitness is
as follows [55]:
( )
n n m
[ ] { } { } { } { } { } { }
( 1) { } { } , (A.23)
m
{ }
{ } { }
{ }
 ∑
∑
Ω α Ω β α β Π Ω ΩΠ α β
α Ω α
= − ⊗ ⊗ ⊗
− − −
γ
α α
α
where the set { }γ is the collection of all possible ({ }, { })α β with { } mβ ∈ and such that the intersection
{ } { }∩α β containsm 1− elements. As is straightforward to check, { }γ hasm n m( )( )nm− elements. { }Π α is a
permutation operator which, acted on some 0 ... 1 ... 0 ... 1 1 ... 0 ... 0 ... 1∣ 〉 ⊗ ∣ 〉, swaps the parts of the vectors
corresponding to { }α so that it takes ﬁrst vector to m 1 − and the second one to m 1 + ; e.g.,
01100 11000{2,3}Π ∣ 〉 ⊗ ∣ 〉 = 01000 11100∣ 〉 ⊗ ∣ 〉 (see [55] formore detailed explanations).
As above, the idea is tomaximize U U[ ]m † ΠΩΠ over all unitariesU acting in m and permutationsΠ.
Again, for a ﬁxedΠ one has tomaximize { } { }
{ }
∑ α Ω β∣〈 ∣ ∣ 〉∣γ , but since { }γ does not run over all non-diagonal
elements the form (A.14)may not necessarily be the optimal one.Nevertheless, since ﬁndingmaximumof the
sumof absolute values of the part of non-diagonal elements of amatrix appears to be a formidable task, wewill
use the form (A.14) as an ansatz. Inwhat followswewill show that the asymptotic behavior forTGME
max following
from this ansatz is very close to the optimal one. As in the previous case, the permutation delivering the optimal
asymptotics will be the one that puts pn and p vn n k− (with k m⩾ ﬁnite but sufﬁciently big) in m and ﬁlls m 1 −
and m 1 + with some p vn n l− (with sufﬁciently big and ﬁnite l).With this, after simplemanipulations we arrive at
)( )p m nm v
n
m
n m v
n
m
n m v n v1 1 ( ) ( ) . (A.24)m
n n k n k n l m n2 2⎜ ⎜ ⎟ ⎟
⎛
⎝⎜
⎛
⎝
⎛
⎝
⎞
⎠
⎞
⎠
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟ = + − − − − − +
Π − − −
So the condition for the presence ofGME, 0m ⩾Π reduces to10
e 1 (A.25)m n
nE
T
( 1)ln ⩽+ −
whencewe obtain
T
nE
m n( 1)ln
(A.26)∼
+
implying that
T
nE
m n( 1)ln
(A.27)GME
max ⩾
+
for large n.
Now, returning to the question of how close to the optimal this scaling is, let us observe that themaximum
for { } { }
{ }
∑ α Ω β∣〈 ∣ ∣ 〉∣γ is given by N N N( 1 ) ( 1)λ − − withN in this case being ( )nm (see (A.14) and the
reasoning preceding it). This value for { } { }
{ }
∑ α Ω β∣〈 ∣ ∣ 〉∣γ is not necessarily unitarily achievable from the initial
diagonal state but is clearly an upper bound for it. Proceeding as abovewith this ansatz we obtain
10
At this point we use the fact that nm
n
m!
m
⎜ ⎟⎛⎝
⎞
⎠ ∼ as n .→ ∞
14
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T
nE
m nln
(A.28)GME
max ⩽
showing that the initial ansatz (A.14) is quite reasonable and that in any caseT
n
nln
GME
max ⎜ ⎟⎛⎝
⎞
⎠= for allm.
A.3. Protocols usingX-states
Given a set of n thermal qubits, nτβ⊗ , in this sectionwe study the limitations for entanglement creationwith
unitary transformations of the form:
Xˆ (A.29)nτ →β⊗
where in the energy eigenbasis Xˆ takes the form
X
a z
a z
a z
z b
z b
z b
ˆ
... ...
... ...
, (A.30)
n n
n n
1 1
2 2
*
2
* 2
1
* 1
⎛
⎝
⎜⎜⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟
=
with n 2N 1= − , z a bi i i∣ ∣ ⩽ and a b( ) 1i i i∑ + = to ensure that Xˆ is positive and normalized (see [32] for
details). A relevant example of anX-likematrix is
GHZ GHZ
2
, (A.31)
n
ρ = + 
where GHZ
1
2
( 0 ... 0 1 ... 1 )∣ 〉 = ∣ 〉 + ∣ 〉 . As shown in [32], theGME n-qubit states of the form (A.30) can be
computed by the genuinemultipartite concurrence
C z w i n2 max{ 0, }, 0, 1, , , (A.32)i iGM = − = …
where w a bi
j i
n
j j∑=
≠
.
Wewish tomaximize (A.32) over allU acting on (A.29). The initial state, nτβ⊗ , has no off-diagonal terms in
the energy eigenbasis. It is then advantageous to apply a unitary operation that only generates one off-diagonal
term. Indeed, creating off-diagonal terms results into a stochastic transformation of the diagonal terms, thus
increasing thewi term in (A.32)while the zi∣ ∣ termdepends only on the largest off-diagonal term.On the other
hand, given two diagonal elements ai, bi of
nτβ⊗ , the biggest off-diagonal term that can be generated by a unitary
operation is a b 2i i∣ − ∣ , which is obtained by a rotation to the corresponding Bell states. Therefore, the optimal
protocol can be thought as a combination of:
(i) Rotate two diagonal elements to Bell states in order tomaximize zi∣ ∣ in (A.32).
(ii) Permute the rest of diagonal elements tominimizewi in (A.32). This is implemented by setting the elements
in decreasing order (in w a bi j i
n
j j∑= ≠ , having product of biggest with smallest, second biggest with
second smallest, etc).
Step 1 is optimized by acting on the ground state and themost excited state. On the other hand, the thermal
state is already ordered to optimize Step 2. Theﬁrst step leads to z (1 e )i n n∣ ∣ = − βϵ− ; and since a b ei i n= βϵ− ,
we obtain that w (2 2)ei n n n2 = − βϵ− . In the limit of large n, one easily obtains that k T 1
2 ln(2)
B GME ϵ ≃ .
The previous optimizationwas done in two steps (ﬁrstmaximizing zi and thenminimizingwi). Arguably this
is not the optimal approach, as doing a bit worse in step 1 can have a global beneﬁt.While this being true, one can
easily convince themself that the differences are of n(1 ) , and thus essentially rotating the ground state with a
very excited state and then optimally permuting the rest of diagonal elements, will always lead to
k T
1
2 ln(2)
B GME ϵ ≃ . Any other unitary creatingX-states from thermal states can not performbetter.
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