Abstract. Folklore says that Howard's Policy Improvement Algorithm converges extraordinarily fast, even for controlled diffusion settings.
Introduction
In [13] , we introduced a new model for pricing derivatives products when we have a position concentration in the over-the-counter market. The model requires us to solve a nonlinear partial differential equation (PDE) and this may prevent traders from using it in practice due to possible difficulties in implementing a solution in their pricing models. To overcome this difficulty, we used the policy improvement algorithm (PIA) to enable us to approximate the nonlinear PDE by a series of linear ones parameterized by a control. The solutions of the linear PDEs converge to that of the original semilinear PDE as we iteratively solve the linear PDEs under the algorithm. Since their stochastic volatility pricing models can solve linear PDEs (as in Heston's model), the traders can now implement the new model. We further showed that the PIA approximated solutions show quadratic local convergence (QLC) to the analytic solution. This provides an explanation of why the convergence happens so fast.
The natural question to ask is how general this QLC is in the PIA framework. In this paper, we consider a general infinite time horizon problem and calculate the rate of convergence of the PIA-derived approximations to that of the corresponding semilinear elliptic PDE. We give three conditions which enable us to show the QLC. These assumptions are indeed satisfied by the problem considered in [13] . We describe in Remark 2 how some of these assumptions can be relaxed.
The rest of the paper is organized as follows: Section 2 briefly explains the setup. In Section 3, we state the main theorem about Quadratic Local Convergence of the approximated solutions to the semilinear PDE. We give a numerical example in Section 4 and give some concluding questions in Section 5.
Setup
We briefly explain our setup.
Let (Ω, F, (F t ) t≥0 , P ) be a filtered probability space. We assume that E is a simply connected, convex, and bounded subset of R n that has C 2,β boundary. We define
For a control Π and starting point z, we wish to define the controlled process Z z,Π by
where σ : R n ×R d → R n×n and µ : R n ×R d → R n are measurable mappings, B is an n-dimensional
Wiener process and Π takes values in
For any z ∈ R n define A(z), the set of admissible control at z, as
and there exists a process Z z,Π = (Z z,Π t ) t≥0 that satisfies (2.2) and is unique in law}. that is unique in law and satisfies the following:
We define the payoff function V Π for any admissible Π as
where α is some positive constant and f : R n × R d → R and g : R n → R. We assume that f π is C 2 with respect to π and g is continuous. The problem is to find the value function V defined as
For any Markov policy π that is Lipschitz continuous onĒ, define
where Hφ is the Hessian of φ.
Starting from a Markov policy π 0 , the PIA defines successive controls by the recursion
Note finally that, we assume that ∃ν > 0 such that the differential operator L π is uniformly elliptic, i.e.,
Main Results
We make the following assumptions in this section. Assumption 1. µ π is in the form of Mπ +b for some constant n×d matrix M and n dimensional vector b.
Assumption 2. σ π is independent of π.
Assumption 3. f π is strictly and uniformly concave in π, i.e. ∃λ > 0 such that
where H π f π represents the Hessian of f π with respect to π.
With these assumptions, we show the following:
Theorem 3.1. Under Assumptions 1, 2, and 3, there exists a C > 0 such that
where C only depends on the domain E, the ellipticity constant ν from (2.10), and the bounds on the coefficients of the differential operator L π (see [6] for the definition of the Sobolev norm || · || 2,β ).
Remark 1. Applying (3.1) iteratively, we obtain
Therefore, once V π i+1 − V π i 2,β < 1/C, convergence is extremely fast.
Remark 2. Suppose that A, the action space (the value space for π) is not R d . We may replace it by its image under µ(x, ·), provided we simultaneously replace f byf given bỹ
since we wish to maximise V π . Suppose that this image is M. By allowing relaxed controls (see for example [1] ) we can replace this by N :=co(M), the closure of the convex hull of M. This will simultaneously replacef (x, ·) byf , the smallest concave majorant off . Iff is strictly uniformly concave and N is an affine set in R n then we recover Assumptions 1 and 3.
As we shall see, the proof of Theorem 3.1 relies heavily on Taylor's theorem and the disappear-
a problem when the maximizer µ lies on the boundary of N .
We should still be able to obtain good approximations to V with QLC by extending the action space toÑ and extendingf µ to f * ,µ in such a way thatf µ = f * ,µ in N , f * ,µ always takes its maximum,f in the interior ofÑ andf − sup µ∈Nf µ ≤ .
Remark 3. We considered the elliptic case, but the parabolic case follows exactly in the same fashion. We have the following theorem:
Under the same assumptions as in Theorem 3.1 with a given initial condition, (3.1)
holds in the parabolic case.
This is a generalization of Proposition 5.3 in [13] .
The proof of Theorem 3.1 is deferred to the Appendix.
Numerical Example
We apply the PIA in solving numerically a semilinear elliptic PDE.
We take E ⊂ R 2 to be [0. We take f π to be
We define V π as in (2.5) with g ≡ 0 on ∂E.
Then, V π i satisfies the elliptic PDE:
where π i is determined by (4.5)
Note that if V π i converges, the limit function V satisfies a semilinear elliptic PDE
The variables we use are in Table 1 . We use the explicit finite difference method (FDM) to see the convergence starting at π 0 ≡ 0 with the boundary condition V π i | ∂E ≡ 0. We discretize (4.4) and obtain 1 2
where x j and y j represent coordinates of the mesh points, V (j, k) and π i (j, k) are corresponding values at the mesh points, and ∆x and ∆y are corresponding mesh size. We therefore can write (4.7) in the form
We use the Gauss-Seidel method [14] together with the PIA to solve (4.6). The procedure is as follows:
(1) Set V 0 (j, k) = 0 and π 0 (j, k) = 0 ∀(j, k).
(2) Assume that we have π i and V for all the mesh points. Use (4.8) to calculate the values
to calculate V +1 (j, k).
(3) Iteratively solve for V +1 from V and stop when max
(4) Repeat Procedure (3) and end the program when max
The numerical solution to (4.6) is V +1 (j, k).
The method converges if the diagonal terms of the matrix are greater than the sum of the absolute values of the off-diagonal terms (Theorem 4.4.5, [2] ). That is, on (4.8), the method converges if
With π i small enough, the condition of the cited theorem is satisfied with the parameters we have chosen.
To compare the calculation load, we also numerically solved the corresponding linear PDE
The only difference between (4.6) and (4.12) is the existence of the term −(1/2){x(∂V /∂x) + y(∂V /∂y)} 2 . Table 2 shows the numerical results in both linear and semilinear cases. For the linear case (4.12), we used Gauss-Seidel method with the tolerance level equal to ToleranceLevel1 in Table 1 .
We see that the linear and semilinear cases have similar order in terms of the number of calculations to approximate to the specified tolerance level. Table 3 shows the result in more detail. Table 3 shows that the first step in the PIA already decreases the number of calculation to get the convergence in the Gauss-Seidel method. The data is plotted in Figure 1 .
Remark 4. We did try applying the FDM directly to the differential equation (4.6), but could not get the convergence. Figure 1 . Graphs of the data in Table 3 . (A) the maximum of |π i − π i−1 | in each step, (B) the maximum of |V π i − V π i−1 | in each step, and (C) the number of calculations in each step.
Conclusions
We have shown that the PIA has the QLC property in a fairly general framework. The natural questions to ask are 1. Can we show QLC under weaker conditions? and 2. Can we show some convergence rate outside the "local quadratic region" (see Remark 1)?
for some π ∈ R d .
It follows from Assumption 3 that H π f π is negative definite, hence invertible, so we can rewrite (A.6) as
Comparing (A.1) for i and i + 1,
and subtracting, we get
(A.9)
We define R i as (A.10)
then we obtain, from Taylor's theorem,
(A.11)
Using (A.7), we can write (A.11) as (A.12) where the constant C depends only on the domain E, the ellipticity constant ν, and the bounds on the coefficients of the elliptic differential operator. ♦
