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Abstract 
In suitable conditions on the radiation source the synchrotron process can be described by a Fredholm integral equation 
whose integral kernel is expressed in terms of a modified Bessel function of the second kind. We present a completely 
general solution of this equation. We point out that the linear inverse problem of determining the electron distribution 
function in the source from the knowledge of the emitted photon spectrum at discrete frequencies is strongly ill-conditioned. 
In order to reduce the numerical instability due to the presence of noise on the datum, we apply Tikhonov regularization 
method to some simulated spectra. In particular, the formulation of the method in a suitable Sobolev space allows the use 
of a priori information on the solution to improve the restoration accuracy. The case of a real spectrum is also considered. 
(~) 1998 Elsevier Science B.V. All rights reserved. 
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I. Introduction 
The interaction between electrons and steady, intense magnetic fields provides an explanation to 
emission phenomena from several cosmic sources. This emission process, known as the synchrotron 
mechanism, is typically a relevant source of  radio frequency cosmic radiation even if for particular 
astronomical objects (e.g., the Crab Nebula) synchrotron spectra may range over an extremely wide 
interval covering X-rays, optical and radio wave-bands. The analysis of  these spectra is considered 
as an important ool for inferring the form of  the distribution function of  the electrons around the 
magnetic field; the form of  the electron spectra should in turn provide significant insight into the 
poorly understood acceleration mechanism of  particles in the astronomical source. 
The theory of  the synchrotron mechanism is rather complex and an analytical description of  the 
emission process linking the photon spectrum to the electron distribution function is possible only 
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if particular (though rather realistic) physical conditions are satisfied. More precisely, a tractable 
analytical expression of the mechanism can be determined under the following hypotheses on the 
physical conditions in the source: 
• The magnetic field B0 is uniform. 
• The distribution of the electrons in the plasma is relativistic and isotropic. 
• The density of the plasma is low and the frequency of the emitted radiation is high. 
Under these conditions all the absorption and self-absorption phenomena can be neglected and it 
becomes possible to link the synchrotron power emitted to the electron energy distribution through 
the synchrotron integral equation [3] 
(v) 
I (v)=~ccVO N(y)k dr. (1.1) 
Here v is the observed frequency and y =E/(mc 2) is the electron Lorentz factor; E, m and e are, 
respectively, the electron energy, mass and charge and c is the speed of light; I(v) is the power 
emitted per steradian per unit frequency range at an angle 0 with respect o B0; N(7) is the number 
of electrons per unit Lorentz factor. Finally, the Larmor frequency v0 is given by 
3 eBo 
v0 - sin 0 ( 1.2) 
4rt mc 
and the synchrotron kernel k(x) is 
k(x )=x Ks/3(x')dx', (1.3) 
where Ks/3(x) is the modified Bessel function of the second kind (Mac Donald function) of order 
5/3. 
A first result of this paper is to provide an analytical solution of the synchrotron equation (1.1). 
The formal inversion formula obtained in Section 2 points out that the inverse problem of determining 
N(7) from I(v) is ill-posed in the sense of Hadamard. 
Astronomers typically use approximate versions of the synchrotron equation (1.1) by adopting 
simpler forms for the kernel k(x). In particular, in Section 3, we consider an approximate kernel 
already introduced in [3] and show that the resulting inverse problem can be reduced to a Laplace 
transform inversion. Astronomers typically justify this kind of simplification (e.g. in [4]) by the fact 
that astronomical observations introduce significant measurement errors so that the approximation 
error due to the use of a simpler kernel is expected to be negligible if compared to the noise 
affecting the spectrum registered by the detectors. We know that, from a mathematical point of 
view, any modification in the kernel of an integral operator may alter the ill-posed nature of the 
corresponding inverse problem. Nevertheless, by characterizing the ranges of both the exact and the 
approximate operators, we show that the approximation adopted in the present case does not change 
the degree of ill-posedness of the inverse problem in a significant way. 
In real experiments, the photon spectrum emitted by the synchrotron mechanism is known only in 
correspondence of a finite number of discrete values of the frequency. It follows that real applications 
deal with the linear inverse problem of restoring N(~) from the knowledge of a finite dimension 
data vector whose components are given by I(v,) n = 1 . . . . .  N. It is well known [1] that the Laplace 
transform inversion with discrete data is a severely ill-conditioned problem and that a reduction 
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of the numerical instability of its solution can be accomplished only by the application of some 
suitable regularization method. We consider Tikhonov regularization method for this problem in two 
different functional spaces. The algorithm is computed by the use of the singular system of the 
Laplace transform. In Section 4 the regularization method is used to invert simulated noisy data 
corresponding to physically meaningful forms of the electron distribution function. The case of a 
real synchrotron spectrum from the Crab Nebula is also considered. 
2. Analytical solution of the synchrotron equation 
The aim of this section is to determine the exact solution of Eq. (1.1). This Fredholm equation 
of the first kind can be reduced to a simpler form by the use of the changes of variables x -- V/Vo 
and y--1/72; in fact, the definitions 
f (y )  = y-3/2N(y-1/2 ) (2.1) 
and 
2x/3c x) (2.2) y(x)---- eev----~.I(vo 
readily lead to the new equation 
/0 9(x) = k (xy) f (y )  dy. (2.3) 
We solve Eq. (2.3) by the use of the Mellin transform defined by 
f (~)= y-(l/2)+i~f(y)dy, ~ E (--oc, oc). (2.4) 
This equation defines an isometry between L2(0, +oe) and L2(-oc, +0(3) whose inversion formula 
is 
l f_ ~ f (y )  = ~ ?(~)y-(l/2)-i~ d~. (2.5) 
O(3 
By applying the Mellin transform to both sides of Eq. (2.3) and by using the inversion formula 
(2.5) we obtain 
1 [ O(-;Oy-(~/2)-i~ d~, (2.6) / (y )= 
where/c(~) is explicitly given by 
(f dx') dx. x Ks/3(x') (2.7) 
Rather involved but straightforward calculations based on integration by parts and on the asymptotical 
properties of the modified Bessel function allow to compute the integral (2.7). The result is 
k(~) -- 1 (1/2)+i¢ 25 " 3+i~2 F ( i~  + }~) F (5  + }~), (2.8) 
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where the F function is as usual defined by 
F(z) = exp(-t)t "-1 dt. 
Therefore, the following theorem has been proven: 
(2.9) 
Theorem 2.1. Let A :LZ(0, +oo) ~ L2(0, q -a )  be the integral operator defined by 
(A f)(x) =f0 +~ k(xy)f(y) dy, (2.10) 
where k(x) is given by Eq. (1.3) and let us consider the linear inverse problem of determining f 
(2.11) 
2i~- 1/2 
y-(1/2)-i¢ d4. (2.12) 
f rom 
9 =Af.  
If  9 belongs to the ranye of A, then 
f (y )  = ~ ~(-~) - i4 
O0 
is the solution of Eq. (2.11 ). 
Remark 2.2. An inverse problem is said well-posed in the sense of Hadamard if the solution exists 
for each function in the data space, it is unique and depends continuously on the data. From Eq. (2.8), 
by using asymptotical properties of the F function, it is not difficult to prove that 
(2.13) Ik(4)l = 141exp(- 141), 141 
This asymptotical behaviour provides a characterization f the range of the linear operator A. In fact, 
from Eqs. (2.6) and (2.13), the range of the operator A is given by those data g(x) such that the 
function 
1 (4)12 (2.14) 
(1 + 141)exp(-~14 I) 
is integrable. Therefore, the solution of problem (2.1 1) does not exist V9 E L2(0, c~z). We also note 
that A -1 is unbounded, since Ic(4) tends to zero continuously for 141 --~ cx~. It follows that the inverse 
problem of finding f from 9 when f and 9 are linked by Eq. (2.11) is ill-posed in the sense of 
Hadamard. 
3. The problem with discrete data: Approximation, SVD and Tikhonov regularization 
The detection of synchrotron spectra coming from cosmic sources presents ignificant experimental 
problems and introduces ystematic errors associated with the observations. In fact, any realistic 
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description of the synchrotron mechanism based on Eq. (1.1) has to allow for some basic facts 
concerning the observation procedures. In particular: 
• The astronomical synchrotron spectra typically extend over extremely wide ranges of frequency. 
For example, the Crab Nebula spectrum covers up to 13 orders of magnitude, from X-rays to 
radio frequencies. 
• These spectra often present major gaps between the main frequency ranges. In order to fit the 
spectral data over the whole frequency interval, some suitable smooth models are used, introducing 
interpolation errors. 
• The output provided by the detectors is the result of a convolution of the actual spectrum with 
the instrument response function. In what follows we will neglect his integration effect. 
A further approximation error is typically introduced by astronomers and is due to the substitution 
of the extremely complicated integral kernel (1.3) with a simpler form which is more tractable for 
computational purposes. In particular, we will adopt the approximate version of the kernel 
K(x)  = ax b exp(-x), (3.1) 
already used in [3, 4, 6]. 
Remark 3.1. The squared modulus of the Mellin transform of the approximate kemal K(x)  behaves 
as 
Ik(¢)l 2 l¢12 exp(- l#l), (3.2) 
By comparing Eqs. (2.13) and (3.2) and by considering the inversion formula (2.6) we have that 
for b=0.5 the use of Eq. (3.1) instead of Eq. (1.3) does not modify the range of the operator. 
Astronomers usually choose b= 0.3 (with a = 1.8); nevertheless, we may assume that the variation 
of the degree of ill-posedness of the problem introduced by the use of this value (instead of b -- 0.5) 
is negligible with respect o the notable measurement errors previously described. 
When the kernel (3.1) is adopted, the inverse problem of determining the electron spectrum from 
the knowledge of the photon synchrotron spectrum at some sampled frequencies can be reduced to 
the form 
f0 G(x,)  = exp( -x ,y )F (y )dy ,  n = 1 . . . . .  N, (3.3) 
with F(y )=ybf (y ) ,  G(x)=g(x) /ax  b and f (y )  and 9(x) defined as in Eqs. (2.1) and (2.2) (note 
that we consider source functions which are zero outside a sufficiently large interval [0, c]). We can 
introduce the finite rank operator LN :X  --, Y with Y an euclidean space of dimension N, X a Hilbert 
space and such that 
fO +°° (LNF)n = exp( -x ,y )F (y )dy ,  n = 1 . . . . .  N. (3.4) 
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Then problem (3.3) assumes the more synthetic form 
G =LNF, (3.5) 
where G is the vector with components (G), = G(xn), n= 1,...,N. Let us introduce the singular 
• 12 N system {ak, uk, k}k=l of the operator LN defined by 
LNUk = CrkVk, LNVk = akUk, (3.6) 
where L* is the adjoint operator of LN and ok, uk and vk are, respectively, said singular values, 
singular functions and singular vectors. 
In order to compute the singular-value decomposition (SVD) of LN we note that, by the Riesz 
lemma, the action of the operator can be represented by 
(LNF), =(F,~b,)x, n= 1,...,N, (3.7) 
where here (., ")x is the scalar product in X and the form of the functions ~b,(y) depends on the 
choice of X. It is not difficult to prove the relationship LNL*--cf fTw where f# is the Gram matrix 
whose nm-entry is given by 
c~,,, := (~b,, ¢,~)x. (3.8) 
From Eq. (3.6) and the explicit form of L* it follows that the singular values and the singular 
vectors are, respectively, the eigenvalues and the eigenvectors of fqTW and the singular functions 
are given by 
Uk(y) : O"-~ "=l  m: l  
(3.9) 
The solution of problem (3.5) is not unique but there exists only one solution of minimum norm, 
called generalized solution. Despite for exact data the problem of finding the generalized solution is 
well-posed, it is very ill-conditioned so that the presence of noise on real data makes the generalized 
solution extremely unstable• The reduction of this numerical instability can be accomplished by the 
use of appropriate regularization algorithms. 
According to Tikhonov regularization method, a smooth approximation of the generalized solution 
of problem (3.5) can be chosen among the one-parameter family of solutions of the problem 
I I LNE ,  - -  GIIY +  IIGIIx = minimum, (3.10) 
where I[" lit and I1" Ilx represent the norm, respectively, in Y and X. This minimum problem can be 
solved by maintaining the solution Ff,(y) in the infinite dimension space X. In fact, it can be shown 
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[2] that the solution of Eq. (3.10) can be represented in the form 
N 
trk (G, vk)ruk(y). (3.11) F~,(y) = Z k:l trk +/~ 
Here (., ) r  denotes the inner product in Y defined by 
N 
(g ,h)y  = Z WnmOmh*' (3.12) 
k=l 
where Wnm are the elements of the positive-definite weight matrix W. The values of the weights 
usually depend on the kind of sampling adopted. In the case of dilationally invariant processes, as 
the one considered here, a geometrical sampling 
X n =XI(~ n-l, n = 1,... ,N, (3.13) 
is convenient. 
In the numerical applications of Section 4, Tikhonov method is considered for two different source 
spaces X, i.e., X=L2(O,c )  and X=H(O,c )  where H(O,c) is the subspace of all the functions in 
Hl(0,c) which vanish at the origin. As far as the computation of the SVD in these two different 
settings is concerned, if X = L2(0, c) we obviously have 
c~(y)=exp( -x~y) ,  0<y<c,  (3.14) 
and 
1 
~m-- - - [1  -- exp(--(x. ÷Xm)C)], n ,m:  1 . . . .  ,N. (3.15) 
X n ~-X  m 
In Fig. l(a) we represent the first three singular functions in L2(O,c) in the case of N- -  10 geo- 
metrically sampled points from Xl = 1 to XN = 10. We note that the singular function of order k is 
characterized by k - 1 geometrically displaced zeros. 
If X = H(O,c), the functions ~b,(y) solve the boundary value problems 
{ qS~'(y)-------exp(-x,,y), 
q~.(0) = 0, (3.16) 
/ 
4~n(c) = 0. 
Therefore, the explicit expression of the nm-entry of the Gram matrix is 
~nm - -  
1 lexp(_XmC ) 1 c exp(-(x. "q-Xm)C ) - -  - -  - -exp( -x .c )  + lexp( - (x .  -~-Xm)C ) 
Xn Xm Xn Xm Xn 
1 1 1 q 
+ --exp(-(xn +Xm)C) + - -  - -  exp(--(x, +Xm)C)J • 
Xm Xn --}- X m X n -'~ X m 
(3.17) 
In Fig. l(b) we represent the first three singular functions in H(0,c) for the same values of the 
parameters N, xl and XN considered in Fig. l(a). 
In the next section we will apply the Tikhonov regularization method both for simulated ata and 
for a real spectrum emitted by an astronomical source. Both formulations in L2(0, c) and in H(0, c) 
will be considered. 
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Fig. 1. Singular-value d composition f the Laplace transform for N = 10 points geometrically sampled between xl = 1 
and xN = 10. (a) ul(y) (solid), u2(y) (dashed) and u3(y) (dotted) when the source space is L2(0,c); (b) uj(y) (solid), 
u2(y) (dashed) and u3(y) (dotted) when the source space is H(O,c). 
4. Numerical applications 
A first crucial problem in the application of  Tikhonov regularization method to real or simulated 
synchrotron spectra is represented by the choice of  the optimum value of the regularization parameter 
#, that is by the choice of  the Tikhonov regularized solution which best approximates the solution 
of problem (3.5). This problem can be approached ifferently in the case of simulated data and 
in the case of real data. When the vector G is created synthetically from a known model F(y),  
the optimum value of  ~ can be of course obtained by minimizing the function IIF  - E l i2  (11 112 
represents the L 2 norm) with respect o #. 
Remark 4.1. The existence of a minimum in the reconstruction error when X =L2(0, oo) is proven 
by the use of the spectral representation of  LN. I f  X =H(0 ,  c) the existence of the minimum is 
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guaranteed when the reconstruction error is measured with the Sobolev space norm but it is not 
proven when it is measured with the L 2 norm (even if it seems reasonable that such a minimum 
exists also in this case). 
For real data the choice of an optimum regularization parameter is a more difficult problem. 
Several criteria have been proposed to this end and a quite general discussion of their performances 
can be found in [5]. In what follows, we will adopt the Morozov Discrepancy Principle which 
provides the best value of # as the solution of the equation 
IILNF  - = a ,  (4.1) 
where A is a measure of the noise on the datum. Actually, in the numerical examples considered in 
this section also the generalized cross validation (GCV) has been considered but the values given 
by this criterium are too small and so have been rejected. This under-smoothing behaviour of GCV 
is rather usual. 
The simulated data are obtained by inserting some analytical model of the electron spectrum 
into Eq. (3.3) and by affecting the resulting vector with Gaussian noise. As already explained in 
Section 3, the kind of sampling adopted is the geometrical one. We note that in the real case we 
will discuss, the spectrum presents ignificant gaps and the interpolating function adopted to reduce 
this lack of information will be again sampled according to a geometrical fashion. 
In the previous section we have formulated the Tikhonov algorithm in two different functional 
spaces. In particular, it is well-known that the efficiency of a regularization method is based on 
exploiting some a priori information on the solution in order to reduce its numerical instability. 
In the present application the analysis of the synchrotron spectra may allow to infer information 
about the behaviour of N(y) for large values of 7. More precisely, it is possible to a priori know 
that the photon spectrum decays to zero fast enough to admit that F(y) may vanish at the origin. In 
this case it may be convenient to solve the problem (3.5) by formulating the Tikhonov method in 
the subspace H(0, c) of all the functions in Hi(0, c) which are zero at y - -0 .  It is obvious that for the 
simulated ata the applicability of Tikhonov regularization i H(0,c) is directly suggested by the 
behaviour of the analytical model near the origin. On the contrary, in the real case the compatibility 
of the data with the condition F (0) - -0  can be verified by the use of a suitable Abelian theorem 
linking the asymptotical behaviour of the Laplace transform of a function with its behaviour at the 
origin. 
4.1. Restoration of a power-law energy distribution 
As a numerical example, we consider the case of a power-law electron energy distribution function 
N(7)=7 -~ (4.2) 
with ~ > 0. The form of F(y) corresponding to this energy spectrum is 
F(y) = y~ (4.3) 
with 
0 t -3  
f l -  - -  + b. (4 .4)  
2 
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Table 1 
Results of the restoration of power laws for different val- 
ues of the exponent ~. Tikhonov regularization in L2(0, c) 
is applied. The noise is 10% Gaussian 
~=4 
= 4.5 
~=5 
#opt = 5.0 '10  -4  ]Adp = 8.3 '10 4 
/;opt = 41.8% /;dp = 43.4% 
/toot = 4 .9 .10  -4  #dp = 4 .4 .10  -4  
/;opt ~- 47.4% /;dp = 47.4% 
,/2opt = 5.2.10 -4 #dp = 2.3.10 -4
/;opt = 52.7% /;ap = 55.9% 
Table 2 
Results of the restoration of power laws for different values of 
the exponent cc Tikhonov regularization in H(O,c) is applied. 
The noise is 10% Gaussian 
ct=4 
= 4.5 
~=5 
#opt = 2.6-10 -3 #do = 2.5.10 -3 
/;opt ~-  9.2% /;ap = 9.2% 
#opt = 2.2 .10  -3 #ap = 8 .0 .10  -4  
Copt = 13.3% /;dp = 21.2% 
Popt = 1.9 "10 -3 #dp = 4.0 '10 -4 
/;opt = 17.6% /;dp = 35.0% 
By inserting Eq. (4.3) into Eq. (3.3) we readily obtain 
F(fl + 1) 
a(xn)--  x~+l , n = 1 , . . . ,N .  (4.5) 
The points x l , . . .  ,xs  are geometrical ly sampled with N- -  10, x 1 ~ 1 and XN = 10 and the data vector 
is affected by Gaussian noise (a relative error o f  10% can be considered sufficiently realistic). We 
have applied T ikhonov method for the restoration o f  the function (4.3) for different values o f  ~. The 
results, represented in Table 1 for the formulation in L2(0, c) and in Table 2 for the formulation in 
H(O,c), are the fol lowing: 
• In the tables we compare the values o f  the regularization parameter ~opt which minimize the L 2 
distance between the model  and the reconstruction with the values #dp provided by the discrepancy 
principle. It appears that the discrepancy principle works in a sufficiently reliable way, in particular 
in the case o f  the formulation in L2(0,c).  
• The corresponding restoration errors /~opt and  ~dp are evaluated by computing the root mean square 
error liE- F, LldllFII2 respectively in the cases /~ = #opt and # =/Adp.  The use o f  the a priori 
information on the solution F (0 )=0 by T ikhonov 's  method in H(0 ,  c) allows much more accurate 
reconstructions than the ones provided by the algorithm formulated in L2(0, c). 
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Fig. 2. Tikhonov regularization in the case of simulated data. (a) Theoretical solution (solid) and regularized solution 
(dashed) when the method is formulated in L2(0,c), (b) Theoretical solution (solid) and regularized solution (dashed) 
when the method is formulated in H(O,c). 
• We assume values of the power ~ equal to 4, 4.5 and 5 (these values are considered realistic for 
astronomical pplications). We find that the regularization method (in both formulations) gives 
less accurate results when the steepness of the theoretical function increases. 
In Figs. 2(a) and (b) we present he reconstructions of F(y) corresponding to #opt given by 
Tikhonov's algorithm in L2(0,c) and H(O,c). 
4.2. The inversion of the Crab nebula spectrum 
For astronomers, pectral data from the Crab nebula are potentially highly informative when 
interpreted in terms of synchrotron emission. Their main feature is that they span from radio to 
X-ray wavelengths, ranging about 13 orders of magnitude. However, the information carried by the 
Crab Nebula spectrum is incomplete, for two main reasons. First of all significant gaps are present 
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between the main frequency bands of the spectrum. Moreover, an incomplete knowledge of the 
random and systematic errors associated with observations occurs. These uncertainties imply that, in 
order to restore the electron energy distribution in the Nebula by the use of inversion techniques 
some a priori assumptions on the photon spectrum are necessary. In particular, we are required to 
use some prior functional form for G(x). For example [6], a five-parameter fit for the data is given 
by 
[ (x ' ]  -°33 x ~-0.33] F (x~ -°6 X )--0.6]. 
G(x) = 12.5 [ \x0 /  - (~  [_\x0/ +0.26) 1+2.24  - (~+0.26  (4.6) 
Moreover, we suppose that the errors on I (v)  are Gaussian with standard eviation proportional to 
I(v). 
The availability of an explicit functional form for G(x) allows us to freely choose both the kind of 
sampling and the number of points necessary to build up the data vector G. We adopt a geometrical 
sampling between the points xl = 105 and XN = 1018, while the number of points considered is N= 100. 
In Fig. 3 we show a noisy realization of the data vector when the noise affecting the data is 10% 
Gaussian. The inversion of this datum provided by Tikhonov method in L2(0, c) is represented in
Fig. 4(a) where we directly plot the regularized reconstruction f N(7) for the value of the regular- 
ization parameter provided by the Discrepancy Principle (p = 8 × 10-2). In Fig. 4(b) we show that 
the fit of the datum provided by the restoration i  Fig. 4(a) is completely satisfactory. We note that 
Fig. 4(a) shows a value of the exponent ~ approximately equal to 2.5. For astronomers the estimate 
of the steepness of the electron spectrum represents the main aim of the inversion of an observed 
synchrotron spectrum; in fact, from this estimate significant information about the dynamics in the 
stellar plasma can be inferred. Moreover, the reconstruction shows a spectral slope for 7 ~- 104. The 
astrophysical interpretation f this break or "knee" in the spectrum is still not certain but it is most 
likely associated with the 7 dependence of the electron lifetime against energy loss by synchrotron 
radiation. Electrons of high 7 lose their energy at a higher rate than those of low 7 so that one 
expects N(7) to evolve by decay of electrons from high to low 7 which tends to produce a "knee". 
This picture is complicated by any competing process of continuing acceleration which opposes with 
radiative nergy loss. In the case of no continuing acceleration, the 7 value at the knee indicates the 
energy of electrons just showing significant decay by synchrotron radiation. If the magnetic field is 
known, this is a good indicator of the time elapsed since the original event (supernova explosion in 
case of the Crab Nebula) which accelerated the electrons. 
One final comment concems the inversion of the Crab Nebula spectrum by the use of Tikhonov 
algorithm formulated in H(0,c). In order to verify the compatibility between the datum and the 
condition F(0) = 0 we consider an Abelian theorem [7] which links the behaviour of a function at 
the origin with the behaviour of its Laplace transform at infinity. More precisely, it can be shown 
that if 
F(y )  ~ Cy ~ (4.7) 
for y ~ 0 and r/> - 1, its Laplace transform for x ~ oo is 
(LF)(x)  ~ C F(tl + 1 ) x~+l (4.8) 
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The Crab Nebula spectrum in Fig. 3 decays only a little faster than 1Ix and this suggests that the 
compatibility with the constraint on the solution is not sure. Anyway we carried out the Tikhonov 
regularization in H(0, c) and we found that the corresponding regularized solution produces a com- 
pletely unacceptable fit of the Crab Nebula spectrum. This fact could provide an indication of the 
asymptotical behaviour of the electron distribution function related to the real photon spectrum in 
Fig. 3. In fact, this synchrotron spectrum could be compatible with an electron distribution function 
(4.2) (asymptotically) characterized by a value of the exponent ~ smaller than 3 -2b  (see Eq. (4.4)). 
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