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Abstract
We present a numerical algorithm that enables a phase-space adaptive Eulerian Vlasov-Fokker-Planck (VFP)
simulation of an inertial confinement fusion (ICF) capsule implosion. The approach relies on extending a
recent mass, momentum, and energy conserving phase-space moving-mesh adaptivity strategy to spherical
geometry. In configuration space, we employ a mesh motion partial differential equation (MMPDE) strategy
while, in velocity space, the mesh is expanded/contracted and shifted with the plasma’s evolving tempera-
ture and drift velocity. The mesh motion is dealt with by transforming the underlying VFP equations into
a computational (logical) coordinate, with the resulting inertial terms carefully discretized to ensure con-
servation. To deal with the spatial and temporally varying dynamics in a spherically imploding system, we
have developed a novel nonlinear stabilization strategy for MMPDE in the configuration space. The strategy
relies on a nonlinear optimization procedure that optimizes between mesh quality and the volumetric rate
change of the mesh to ensure both accuracy and stability of the solution. Implosions of ICF capsules are
driven by several boundary conditions: 1) an elastic moving wall boundary; 2) a time-dependent Maxwellian
Dirichlet boundary; and 3) a pressure-driven Lagrangian boundary. Of these, the pressure-driven Lagrangian
boundary driver is new to our knowledge. The implementation of our strategy is verified through a set of
test problems, including the Guderley and Van-Dyke implosion problems –the first-ever reported using a
Vlasov-Fokker-Planck model.
Keywords: ICF, spherical implosion, nonlinearly-stabilized MMPDE, 1D2V, Moving Grid,
Vlasov-Fokker-Planck
PACS:
1. Introduction
In many high-energy-density (HED) laboratory experiments –including inertial confinement fusion (ICF)
ones– experimental design employs single-fluid radiation hydrodynamic models (rad-hydro for short), where
the constituent ions are modeled as a single-average fluid with an additional electron energy equation (for
a comprehensive description overview, see Refs. [1, 2]). Contrary to the rad-hydro predictions, however,
the National Ignition Facility (NIF) has not achieved ignition of ICF targets to date. Various authors have
proposed the importance of kinetic effects [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20,
21, 22, 23, 24, 25, 26] and their potential role in altering the rad-hydro predictions. Some of these effects
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include, but are not limited to: 1) plasma ion stratification due to differential motion of multiple ions; 2)
long-mean-free path modification to transport physics (e.g., heat flux and viscosity); and 3) laser-plasma
interactions.
The Vlasov-Fokker-Planck (VFP) kinetic equation, coupled with the Maxwell equations is regarded
as the first-principles model for describing the dynamic evolution of weakly collisional (i.e., classical)
plasma particle distribution function in 6-dimensional phase-space (3-dimensional in configuration and 3-
dimensional in velocity). Consequently, there is wide applicability of the VFP-Maxwell equation set to
laboratory (e.g., fusion experiments, space propulsion) and astrophysical systems. However, VFP simula-
tions of ICF capsules are challenged by the disparate length and velocity scales supported, which must be
efficiently and accurately dealt with. In configuration space, there exist over 9 orders of magnitude of sep-
aration between the Debye length (∼ 10−12 m), and capsule size (10−3 m). In velocity space, there exists
more than 3 orders of magnitude separation between the thermal speed, vth =
√
2T/m (where T is the tem-
perature, and m is the particle mass) of the initially preheated fuel, the compressed heated fuel, cold shell,
electrons, and fusion-produced α-particles. Even if one considers fluid electrons (thus analytically removing
kinetic electron length and velocity scales), more than 6 orders of magnitude of separation remains in space
between the ion mean free path and the capsule size.
As far as we are aware, in the literature there are only three codes capable of performing Eulerian and
Semi-Lagrangian VFP implosion simulation of ICF capsules: 1) The FPion and FUSE code by the Com-
missariat à l’ènergie atomique et aux ènergies alternatives (CEA) group [27, 28, 29, 30, 31, 32, 33, 34, 35,
36, 37, 38], which includes α-particle transport and burn physics capabilities; 2) the HIMICO code by the
Institute for Laser Energetics (ILE) group [39, 40, 41, 42], which in addition to burn physics, includes the
treatment of multi-group radiation transport; and 3) the iFP code at the Los Alamos National Laboratory
(LANL) [43, 13, 44, 15, 14, 45, 46, 47, 24, 48, 49, 50, 51]. The approach taken by the CEA group relies
on a 1D-2V semi-Lagrangian formalism with a periodic remapping of solution in the phase-space to track
heating/cooling of plasmas and implosion of the capsule, while that by the ILE group relies, effectively, on
a spherically symmetric (1D), multi-energy group P1 approximation, where the energy space is discretized
in a finite difference fashion while a first order Legendre polynomial expansion is used in the pitch-angle
coordinate. The CEA approach can handle arbitrary distribution functions in phase-space and can thus inves-
tigate capsules that are effectively collisionless such as exploding pushers. However, the formalism (which
relies on remapping) is not conservative. On the other hand, the ILE approach relies on an Eulerian dis-
cretization –on a static energy grid– hence conservation symmetries related to the Vlasov spatial advection
operator are trivially satisfied. However, their approach assumes linear deviations from isotropic plasmas,
and is thus limited in the distributions that it can describe. Further, the ILE approach relies on a Lagrangian
formalism for the configuration space grid, where the grid is evolved according to the single-fluid hydro-
dynamic velocity, and is thus neither able to selectively adapt the grid near regions where strong kinetic
features may evolve (i.e., the shock front), nor handle multiple species.
In this study, we present a multiscale 1D2V phase-space moving-grid kinetic-ion/fluid-electron hybrid
algorithm, used in iFP to simulate spherical implosions of ICF capsules. The algorithm addresses the lim-
itations of the previous approaches by FPION/FUSE and HIMICO by allowing the description of arbitrary
distribution functions for an arbitrary number of plasma species while enforcing conservation of mass and
energy (note that, global linear momentum conservation is enforced automatically by spherical symmetry),
and moving the grid to resolve evolving sharp gradient structures. In the proposed algorithm, we extend
to spherical geometry a recent moving phase-space grid strategy developed for Cartesian geometry [50].
The hybrid equations are formulated in Cartesian logical coordinates in phase-space, resulting in several
additional inertial terms –representing mesh motion– that are discretized so as to enforce the underlying
continuum conservation symmetries discretely. In velocity space, the grid is normalized and shifted based
on the local and instantaneous plasma thermal speed and drift velocity, while in configuration space a mesh-
motion partial differential equation (MMPDE) formalism [52, 53, 54] is used to track evolving macroscopic
2
moment structures. The MMPDE strategy employed in our previous study, Ref. [50], defines a fixed grid
relaxation time scale to provide a temporal smoothing mechanism for grid evolution. However, in realistic
problems where different parts of the domain evolve at different rates, a constant relaxation time scale often
leads to disparate cell volume evolution rate that can cause numerical brittleness and accuracy degradation
[55]. To address these limitations, we develop the nonlinearly stabilized (NS)-MMPDE algorithm, which
nonlinearly optimizes the MMPDE grid with the local rate of change of volume. The algorithm’s advertised
capabilities are demonstrated with known Guderley and Van-Dyke asymptotic hydrodynamic solutions as
well as published implosion results. For reproducibility purposes, we also provide details on the numeri-
cal implementations of several implosion driving boundary conditions, namely: 1) elastic moving wall; 2)
time-dependent Maxwellian Dirichlet; and 3) pressure-driven Lagrangian boundaries.
The rest of paper is organized as follows. Section 2 introduces hybrid ion-VFP and fluid-electron equa-
tions in a 1D2V spherical geometry. In Sec. 3, we introduce the transformed VFP ion and the fluid-electron
equations in terms of the logical phase-space coordinates. In Sec. 4, we discuss our NS-MMPDE algorithm.
In Sec. 5, we discuss in detail the numerical implementation of the proposed scheme in the following order:
1) the conservative finite differencing discretization of the ion VFP equation; 2) the discretization of the
fluid-electron energy equation; 3) the discretization of the NS-MMPDE algorithm ; 4) the various implosion
driving boundary conditions; 5) our adaptive time-stepping strategy; and 6) a brief description of the solver
and overall algorithm combining the various components. The numerical performances and properties of
the new algorithm are demonstrated with various implosion tests of varying degrees of complexity in Sec.
6. Finally, we conclude in Sec. 7.
2. Hybrid Vlasov-Fokker-Planck Ion and Fluid Electron Formulation
In this study, we employ an electrostatic hybrid formulation with a Vlasov-Fokker-Planck kinetic de-
scription for the ions and a fluid description for electrons. The Vlasov-Fokker-Planck (VFP) equation de-
scribes the particle distribution function for ion species α , fα = fα (x,v, t), interacting with the electric field,
E, and colliding with β species (which includes both ions and electrons), given as:
∂t fα +v ·∇x fα + qαmα E ·∇v fα =
Ns+1
∑
β
Cαβ
(
fβ , fα
)
. (2.1)
Here, mα is the mass, qα is the charge, v is the particle velocity, ∇x = {∂x,∂y,∂z}
(
∇v =
{
∂vx ,∂vy ,∂vz
})
is
the configuration- (velocity-) space gradient operator, Cαβ is the bilinear Fokker-Planck collision operator
of species α colliding with species β ,
Cαβ = Γαβ∇v ·
[↔
Dβ ·∇v fα −Aβ fα
]
, (2.2)
Ns is the total number of ion species, Γαβ =
q2αq
2
βΛαβ
8piε20 m2α
, Λαβ is the Coulomb logarithm, ε0 is the permittivity
of vacuum,
↔
Dβ and Aβ are the collisional velocity space tensor diffusion and friction coefficients of species
β , and the detailed numerical treatments are discussed in Refs. [56, 44, 47]. Electrons are described by
quasi-neutrality,
ne =−∑
Ns
α qαnα
qe
, (2.3)
ambipolarity,
ue =−∑
Ns
α qαnαuα
qene
, (2.4)
3
in conjunction with a temperature equation:
3
2
∂t (neTe)+
5
2
∇x · (ueneTe)+∇x ·Qe−qeneue ·E =
Ns
∑
α
Weα . (2.5)
Here, ne (nα ) is the electron (α-ion species) number density, ue (uα) is the electron (α-ion species) drift
velocity, Te is the electron temperature, Qe is the electron heat flux, Weα is the electron-ion energy exchange,
and E is computed from the generalized Ohm’s law which includes the friction contributions with ions. For
completeness, we provide the expressions for Qe, Weα , and E in (Appendix A). For detailed descriptions,
we refer the readers to Ref. [57], and to Ref. [47] for numerical implementations in the context of our hybrid
VFP ions/fluid electrons.
For spherical implosion problems, we adopt a spherically symmetric radial coordinate system in the
configuration space and an azimuthally symmetric cylindrical velocity coordinate system. The transformed
ion VFP equation reads:
∂t (JS fα)+∂r
(
JSv|| fα
)
+
qα
mα
E||∂v|| (JS fα)+ r∂v · (a˜ fα) = JS
[
Ns
∑
β
C
(
fβ , fα
)
+Cαe
(
ne,u||,eTe, fα
)]
(2.6)
and the fluid electron equation reads:
3
2
∂t (JSneTe)+
5
2
∂r
(
JSu||,eneTe
)
+∂r
(
JSQ||,e
)− JSqeneu||,eE|| = JS Ns∑
α
Weα . (2.7)
Here, JS = r2 is the Jacobian of transformation going from Cartesian to a spherical coordinate system; v|| and
v⊥ are the parallel (to the radial coordinate) and perpendicular particle velocity; r is the radial coordinate;
u||,e is the parallel electron bulk velocity; Te← kBTe is the electron temperature in units of energy and kB is
the Boltzmann constant; Q||,e is the parallel electron heat flux; E|| is the parallel electric field; and Cαe is the
reduced ion-electron collision operator (for details, refer to Ref. [47]). The fourth term on the left-hand-side
of Eq. (2.6) is the inertial term that arises from the coordinate transformation, with a˜ =
[
v2⊥,−v||v⊥
]T the
associated pseudo-acceleration vector and ∂v ·A =
[
∂v||A||,v
−1
⊥ ∂v⊥ (v⊥A⊥)
]T
the velocity-space divergence
operator on a vector A =
[
A||,A⊥
]T . The details of the transformation are provided in Appendix B.
3. Transformation of the Governing Equations with Moving Phase-Space Grid
To accommodate the disparate spatio-temporal variation in the thermal speed and drift velocity encoun-
tered during the course of ICF capsule implosions, we adopt a moving phase-space grid strategy similar to
that proposed in Ref. [50]. For this, we transform the governing equations on a static-computational grid,(
ξ , v˜||, v˜⊥
)
, where ξ ∈ [0,1] is the logical coordinate in configuration space with a mapping to the physical
coordinate given as
r (ξ , t) = rmin+
∫ ξ
0
Jξ
(
ξ ′, t
)
dξ ′, (3.1)
and v˜|| and v˜⊥ are the transformed velocity-space coordinates related to the physical coordinates as:
v|| = v∗α v˜||+u
∗
||,α (3.2)
and
v⊥ = v∗α v˜⊥. (3.3)
4
Here, rmin is the inner-radial domain in the configuration space (rmin = 0 for a sphere), Jξ = ∂ξ r is the
Jacobian of transformation from physical to logical coordinates in the configuration space, v∗α is the nor-
malization speed and u∗||,α is the transformation velocity. Accordingly, the VFP equation in the transformed
computational-coordinate system is given as (details shown in Appendix C):
∂t
(
JSξ f˜α
)
+∂ξ
[(
JSv||− J˙r3
)
f˜α
]
− v∗−1α ∂v˜ ·
{[
JSξ∂tv+
(
Jr2v||− J˙r3
)
∂ξv
]
f˜α
}
+rv∗
−1
α Jξ∂v˜ ·
(
a˜ f˜α
)
− qα
mα
E||JSξ v∗
−1
α ∂v˜|| f˜α = JSξ
[
Ns
∑
β
C˜αβ +C˜αe
]
. (3.4)
Here, f˜α = (v∗α)
3 fα is the normalized distribution function, JSξ = JSJξ is the composite Jacobian, J˙r3 =
1
3∂tr
3 is the local volumetric rate of change in configuration space; ∂v˜ ·A =
[
∂v˜||A||, v˜
−1
⊥ ∂v˜⊥ (v˜⊥A⊥)
]
is the
velocity-space divergence operator on a vector, A =
[
A||,A⊥
]T , in the transformed coordinate system; and
v= v∗α v˜+u∗||,αe||, where e||= [1,0]
T is the unit vector along the parallel velocity. For convenience, we define
commonly used velocity moments of the normalized ion distribution function such as the number density,
nα =
〈
1, f˜α
〉
v
, (3.5)
the drift velocity
uα = u||,αe|| =
〈
v||, f˜α
〉
v〈
1, f˜α
〉
v
e||, (3.6)
and the temperature,
Tα =
mα
3
〈
(v−uα)2 , f˜α
〉
v〈
1, f˜α
〉
v
, (3.7)
where 〈A(v) ,B(v)〉v = 2pi
∫ ∞
0 dv˜⊥
∫ ∞
−∞ v˜⊥A(v˜)B(v˜)dv˜|| denotes the transformed velocity-space inner prod-
uct operation between A and B, and e|| = [1,0] is the unit vector along the radial axis. Similarly, the fluid
electron equation is transformed as:
3
2
∂t
(
JSξneTe
)
+∂ξ
[(
5
2
JSu||,e−
3
2
J˙r3
)
neTe
]
+∂ξ
(
JSQ||,e
)− JSξqeneu||,eE|| = JSξ Ns∑
α
Weα . (3.8)
4. Nonlinearly-Stabilized Moving Mesh Partial Differential Equation (NS-MMPDE)
We evolve the configuration space grid by a predictor-corrector strategy. In the predictor stage, we
numerically solve the MMPDE [52, 53]:
∂tr∗ = τ−1r ∂ξ
[
ω∂ξ r∗
]
, (4.1)
where r∗ is the predictor grid location (to be discussed shortly) in configuration space with boundary condi-
tions, r∗|ξ=0 = rmin = 0 and r∗|ξ=1 =R, τr is the grid-equilibration time-scale. The grid evolves according to
a given monitor function, ω = ω (ξ , t), which depends on inverse gradient-length scales of number density,
n, drift velocity, u||, thermal speed, vth, and electron temperature, Te, as:
ω∗ =
√
1
2
Ns
∑
α
[(
L−1n,α
)2
+
(
L−1vth,α
)2
+
(
L−1u||,α
)2]
+
1
2
(
L−1Te
)2
, (4.2)
5
where the (∗) superscript denotes the pre-smoothed (to be discussed shortly) monitor function. The inverse-
gradient-length scales, L−1, are computed as:
L−1n,α =
∣∣δξ lnnα ∣∣+δmin, L−1vth,α = ∣∣δξ lnvth,α ∣∣+δmin, (4.3)
L−1u||,α =
∣∣∣∣δξu||,αvth,α
∣∣∣∣+δmin, L−1Te = ∣∣δξ lnTe∣∣+δmin,
where δmin is the user-specified floor for the relative variation (δmin = 0.01 unless otherwise specified). In
addition, to avoid an arbitrarily fine mesh, we limit the minimum-to-maximum ratio of the monitor function,
ω∗min/ω∗max, to a cutoff value, η , by modifying the monitor function by a constant, a,
ω∗← ω∗+a, (4.4)
where a= (ηω∗max−ω∗min)/(1−η). Note that this limiting is performed only when ω∗min/ω∗max ≤ η . Unless
otherwise stated, η = 0.01 is used in this study. We also employ a Winslow grid smoothing operation [58]
for the monitor function to ensure the regularity of the mesh:[
1−λω∂ 2ξξ
]
ω = ω∗. (4.5)
Here, ωis the smoothed monitor function, and λω is an empirically chosen smoothing coefficient (5×10−3
in this study).
In problems where the boundary deforms (i.e., imploding ICF capsules) we prevent the grid from tan-
gling at the boundary by evolving the MMPDE equation in terms of the normalized radial coordinate,
∂t r̂∗ = τ−1r ∂ξ
[
ω (ξ , t)∂ξ r̂∗
]
, (4.6)
where r̂∗ (ξ , t) = r∗ (ξ , t)/R(t) is the normalized radial coordinate with boundary conditions, r̂∗|ξ=0 = 0
and r̂∗|ξ=1 = 1, and R(t) is the instantaneous radial domain size (determined by the implosion boundary
conditions – to be discussed in Sec. 5.4). Since r̂∗ ∈ [0,1] at all times, the regularity of the renormalized
grid, r∗i+1/2 = r̂
∗
i+1/2R, is trivially ensured.
In ICF capsule implosions, where a variety of time-scales exist, it is often not possible to choose a single
value for τr that simultaneously ensures 1) a stable grid variation that does not excite numerical instabilities,
and 2) a fast enough grid velocity that tracks important physical features (e.g., shocks). To address these
limitations with the classic MMPDE scheme, we apply a corrector step where the predicted grid obtained
from solving Eq. (4.6) is optimized by minimizing the following cost function:
F =
1
2
∫ 1
0
dξ
(lnζ )2+ψ2vol

1− J(p)Sξ
ζJ∗Sξ
2+
1− ζJ∗Sξ
J(p)Sξ
2

−λ
[∫ 1
0
dξζJ∗Sξ −
∫ 1
0
dξJ∗Sξ
]
, (4.7)
for the modifier function, ζ (ξ ), and the Lagrange multiplier, λ , for the total volume preservation constraint
(both discussed shortly). This is achieved by solving the following system of nonlinear equations,[
∂ζF
∂λF
]
= 0, (4.8)
as described later in this study (Sec. 5.3). Here, the function ζ ∈ (0,∞) is the modification function for
the Jacobian of the predicted grid (i.e., JSξ = ζJ∗Sξ ), ψvol = 0.05 is the empirically chosen penalty factor for
6
the cost function based on the volumetric-rate-of-change of the grid with respect to the previous time step,
p, and J∗r2ξ = (r
∗)2 ∂ξ r∗ is the composite Jacobian for the predicted grid. We remark that the form of the
cost function includes lnζ to ensure the positivity of ζ , and the last term in the Eq. (4.7) is a constraint that
ensures that the optimized grid preserves the total volume of the domain determined by the predicted grid
(inspired by similar considerations by Ref. [59]), which is dictated by the boundary conditions for r∗. The
optimized grid is finally computed from,
r (ξ ) = rmin+
∫ ξ
0
ζ
(
ξ ′
)
J∗ξ
(
ξ ′
)
dξ .′ (4.9)
5. Numerical Implementation
5.1. Finite Difference Discretization of the Vlasov-Fokker-Planck Equation
We employ a conservative finite-difference discretization in the 1D2V phase space, where the phase-
space cell volume is defined on the grid
(
ξi, v˜||, j, v˜⊥,k
)
as:
∆Vi, j,k = 2piJSξ ,iv˜⊥,k∆v˜||∆v˜⊥, (5.1)
with, ∆v˜|| =
L˜||
N||
(
∆v⊥ = L˜⊥N⊥
)
the parallel- (perpendicular-) velocity cell size, L˜|| (L˜⊥) is the transformed
parallel- (perpendicular-) velocity domain size, N|| (N⊥) is the number of cells in the parallel (perpendic-
ular) velocity space, JSξ ,i = JS,iJξ ,i, JS,i = r2i , and Jξ ,i =
∆ri
∆ξ . Here, ∆ri = ri+1/2− ri−1/2, is the discrete
configuration-space cell size, and
ri =
√√√√1
3
r3i+1/2− r3i−1/2
ri+1/2− ri−1/2
(5.2)
is the cell-center location defined such that the discrete-volume integral preserves the exact volume of a
sphere, i.e., r2i ∆ri =
∫ ri+1/2
ri−1/2 r
2dr =
r3i+1/2−r3i−1/2
3 . We define the discrete velocity-space moment of function B
as,
〈A(v) ,B(v)〉v ≈ 〈A(v) ,B(v)〉δv = 2pi
N||
∑
j=1
∆v˜||
N⊥
∑
k=1
v˜⊥,k∆v˜⊥A j,kB j,k. (5.3)
Additionally, with the distribution function defined on cell centers and fluxes defined on cell faces, the
discretized VFP equation in the transformed coordinate system reads:
[
δt
(
Jr2ξ f˜α
)](p+1)
i, j,k
+
[
δξFr,α
](p+1)
i, j,k︸ ︷︷ ︸
a©
+
[
δξFr˙,α
](p+1)
i, j,k︸ ︷︷ ︸
b©
+
[
δv˜||Jacc,α
](p+1)
i, j,k︸ ︷︷ ︸
c©
+[δv˜ · (γt,αJt,α)](p+1)i, j,k︸ ︷︷ ︸
d©
+
1
2
[
δv˜ ·
(
γr,α,i+1/2J−r,α + γr,α,i−1/2J
+
r,α
)](p+1)
i, j,k︸ ︷︷ ︸
e©
+
[δv˜ · (γS,αJS,α)](p+1)i, j,k︸ ︷︷ ︸
f©
= J(p+1)r2ξ ,i
[
Ns
∑
β
C˜αβ +C˜αe
](p+1)
i, j,k
. (5.4)
Here, we introduce a shorthand notation for discrete-time derivatives,
7
[
δt
(
JSξ f˜α
)](p+1)
i, j,k
=
c(p+1)J(p+1)Sξ ,i f˜
(p+1)
α,i, j,k + c
(p)J(p)Sξ ,i f˜
(p)
α,i, j,k + c
(p−1)J(p−1)Sξ ,i f˜
(p−1)
α,i, j,k
∆t(p)
, (5.5)
where c(p+1), c(p), and c(p−1) are the coefficients for the second-order backward-differencing scheme (BDF2)
[60] and superscripts (p) indicate the discrete time index. The discrete spatial divergence operator is defined
as, [
δξF
](p+1)
i, j,k =
F(p+1)i+1/2, j,k−F
(p+1)
i−1/2, j,k
∆ξ
, (5.6)
and velocity-space divergence operator as,[
δv˜ ·J(p+1)
]
i, j,k
=
[
δv˜||J||+ v˜
−1
⊥ δv˜⊥ (v˜⊥J⊥)
](p+1)
i, j,k
=
J(p+1)||,i, j+1/2,k− J
(p+1)
||,i, j−1/2,k
∆v˜||
+
v˜⊥,k+1/2J
(p+1)
⊥,i, j,k+1/2− v˜⊥,k−1/2J
(p+1)
⊥,i, j,k−1/2
v˜⊥,k∆v˜⊥
. (5.7)
Here, the subscripts i± 1/2, j± 1/2, k+ 1/2 denote cell-face interpolated quantities. The term a© cor-
responds to the discrete representation of the spatial streaming term, b© corresponds to the inertial term
in the configuration space (arising from the moving grid), c© corresponds to the electrostatic-acceleration
term, d© corresponds to the velocity-space inertial terms due to temporal variation of the velocity-space
metrics (i.e., v∗α and û∗||,α ), e© corresponds to the velocity-space inertial terms due to the spatial variation
of the metrics, and f© corresponds to the inertial term arising from transformation from Cartesian phase-
space to a spherical-configuration and cylindrical-velocity-space coordinate system. Additionally, γt (ξ , v˜, t),
γr (ξ , v˜, t), and γS (ξ , v˜, t) in terms d©, e©, and f© are discrete-nonlinear-constraint functions, which enforce
the underlying integral-discrete-conservation symmetries, and therefore the discrete conservation of energy
of the system. The functional forms of γt , γr, and γS are discussed in Appendix D. For reproducibil-
ity purposes, the detailed treatment of fluxes for individual terms are discussed in Appendix E. Finally,
the right-hand-side of Eq. (5.4) corresponds to the discrete collision operator, for which we follow Refs.
[43, 44, 61].
5.2. Discretization of the fluid electron equation
The electron temperature equation in the transformed coordinate system, Eq. (3.8), is discretized using
a finite-difference scheme in space and BDF2 in time:
3
2
[
δt
(
JSξneTe
)](p+1)
i +
5
2
[
δξ
(
JSu||,en̂eTe
)](p+1)
i
− 3
2
[
δξ
(
J˙r3 n̂eTe
)](p+1)
i
+
[
δξ
(
JSQ||,e
)](p+1)
i − J
(p+1)
Sξ ,i qe
[
neu||,eE||
](p+1)
i = J
(p+1)
Sξ ,i
Ns
∑
α
W (p+1)eα,i . (5.8)
Here, the hat denotes cell-face interpolated quantities, for which we use a SMART discretization [62].
Following Ref. [47], we discretize the Joule heating term (last term on the left hand side) to ensure exact
energy balance with the ion electrostatic acceleration term.
5.3. Nonlinearly stabilized (NS)-MMPDE and geometric conservation law preserving grid velocity
The modified MMPDE equation, Eq. (4.6), is discretized on a staggered grid as:
c(p+1)r̂∗i+1/2+ c
(p)r̂(p)i+1/2+ c
(p−1)r̂(p−1)i+1/2
∆t(p)
− 1
τr
ω(p)i+1
(
r̂∗i+3/2− r̂∗i+1/2
)
−ω(p)i
(
r̂∗i+1/2− r̂∗i−1/2
)
∆ξ 2
= 0. (5.9)
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To reduce the nonlinearity between the solution and the grid for a given time step, the monitor function is
evaluated from the previous time solution. The cost function for the MMPDE optimization in Eq. (4.7) is
discretized as:
F =
1
2
Nξ
∑
i=1
∆ξ
(lnζi)2+ψ2vol

1− J(p)Sξ ,i
ζiJ∗Sξ ,i
2+
1− ζiJ∗Sξ ,i
J(p)Sξ ,i
2

−λ
[
Nξ
∑
i=1
∆ξζiJ∗Sξ ,i−
Nξ
∑
i=1
∆ξJ∗Sξ ,i
]
.
(5.10)
Here, J∗r2ξ ,i =
(r∗i )
2
[
r∗i+1/2−r∗i−1/2
]
∆ξ is the discrete composite Jacobian for the predicted grid and the cell-center
grid location is defined by Eq. (5.2). The discrete cost function is minimized with respect to ζi and λ by
solving :

∂ζ1F
...
∂ζNξF
∂λF
=

∆ξ
{
lnζ1
ζ1
+ψ2vol
[(
1− J
(p)
Sξ ,1
ζ1J∗Sξ ,1
)
J(p)Sξ ,1
ζ 21 J
∗
Sξ ,1
−
(
1− ζ1J
∗
Sξ ,1
J(p)Sξ ,1
)
J∗Sξ ,1
J(p)Sξ ,1
]
−λJ∗Sξ ,1
}
...
∆ξ
{
lnζNξ
ζNξ
+ψ2vol
[(
1−
J(p)Sξ ,Nξ
ζNξ J
∗
Sξ ,Nξ
)
J(p)Sξ ,Nξ
ζ 2Nξ J
∗
Sξ ,Nξ
−
(
1−
ζNξ J
∗
Sξ ,Nξ
J(p)Sξ ,Nξ
)
J∗Sξ ,Nξ
J(p)Sξ ,Nξ
]
−λJ∗Sξ ,Nξ
}
−∑Nξi=1∆ξζiJ∗Sξ ,i+∑
Nξ
i=1∆ξJ
∗
Sξ ,i

= 0,
(5.11)
which is a nonlinearly coupled system of equations and must be solved iteratively. We employ a Newton
solver, where the solution is iterated as:
x(k+1) = x(k)+δx(k), (5.12)
where, the superscript, k, denotes the Newton iteration index, x =
[
ζ T ,λ
]T
is the solution vector,
δx(k) =−J(k),−1R(k) (5.13)
is the Newton update, J = ∂R∂x is the Jacobian matrix, and R =
[
∂ζF T ,∂λF
]T is the nonlinear residual
vector. Due to the trivial 1D nature of the problem Eq. (5.13) is solved using a direct inversion of J(k). The
iteration is continued until |R(k)|2≤ εgrid |R(0)|2 , where εgrid = 10−10 is the nonlinear convergence tolerance.
Finally, the new-time grid is updated as:
r(p+1)i+1/2 = r
(p+1)
i−1/2 +
i
∑
j=1
ζ jJ∗ξ , j. (5.14)
The procedure for the NS-MMPDE algorithm is given in Alg. 1. We note that, relative to the overall
nonlinear solve of the coupled hybrid equations (to be discussed in Sec. 5.6), the cost of the nonlinear solve
for Eq. (5.11) is negligible.
Once the new-time grid is obtained, the volumetric rate of change of the cell J˙r3 (which is related to the
grid speed as ∂tr = r˙ = J˙r3/JS), is obtained in such a way as to discretely ensure the geometric conservation
law,
∂tJSξ = ∂ξ J˙r3 . (5.15)
Discretizing and using Eq. (5.2), we find:
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Algorithm 1 Grid update procedure with the NS-MMPDE algorithm.
1. Compute the non-smoothed monitor function, ω∗,(p), based on the previous time solution.
2. Limit the monitor function via ω∗← ω∗+(ηω∗max−ω∗min)/(1−η) if ω∗min/ω∗max ≤ η .
3. Smooth the monitor function by solving
[
1−λω∂ 2ξξ
]
ω = ω∗ where λω = 5×10−3 in this study.
4. Solve the normalized predictor grid, r̂∗i+1/2, from Eq. (5.9).
5. Compute the renormalized predictor grid, r∗i+1/2 = r̂
∗
i+1/2R
(p+1), where R(p+1) is the instantaneous domain
size, determined from implosion-driving boundary conditions (to be discussed in Sec 5.4).
6. Compute the predictor Jacobian, J∗Sξ ,i =
(r∗i )
2
[
r∗i+1/2−r∗i−1/2
]
∆ξ .
7. Solve for ζ and λ from Eqs. (5.11)-(5.13).
8. Update the new time grid from Eq. (5.14).
c(p+1)
[(
r(p+1)i+1/2
)3−(r(p+1)i−1/2)3]+ c(p)[(r(p)i+1/2)3−(r(p)i−1/2)3]+ c(p−1)[(r(p−1)i+1/2)3−(r(p−1)i−1/2)3]
3∆t(p)∆ξ
−
J˙(p+1)r3,i+1/2− J˙
(p+1)
r3,i−1/2
∆ξ
= 0. (5.16)
Equating the terms with common cell indices gives the definition of J˙r3 as:
J˙(p+1)r3,i+1/2 =
c(p+1)
(
r(p+1)i+1/2
)3
+ c(p)
(
r(p)i+1/2
)3
+ c(p−1)
(
r(p−1)i+1/2
)3
3∆t(p)
. (5.17)
5.4. Implosion Boundary Conditions
We discuss next the various ICF implosion-driving boundary conditions. Unless otherwise specified, for
the spatial advection terms, we employ an upwind discretization at the configuration-space boundary face to
compute the flux, i.e.,
FB, j,k = v||, j
{
f˜B−1/2, j,k if v||, j ≥ 0
f˜B+1/2, j,k otherwise
}
.
Here, the subscript B denotes the boundary surface and B± 1/2 denotes the adjacent configuration-space
computational/ghost cell-center locations.
5.4.1. Elastic moving wall and symmetry boundary conditions
To model an infinitely massive piston compressing a plasma, we consider the elastic scattering of a
collection of particles off a moving wall. Consider a particle with velocity, v, reflecting off a moving wall
with velocity, uW . One can derive the exact kinematic relation between the pre- and post-scattered particle
velocities, (v,vs) by transforming the velocity in the reference of the wall as:
v′ = v−uW, (5.18)
and
v′s = vs−uW . (5.19)
In the frame of reference of the moving wall, an elastic scatter will reflect the particle’s parallel (to wall
normal vector) velocity component,
v′|| = v
′ ·nW = v||−uW,||, (5.20)
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in the equal and opposite direction while the perpendicular/tangent component,
v′⊥ = v
′−v′||, (5.21)
is unchanged, i.e.,
v′||,s =−v′||, (5.22)
v′⊥,s = v
′
⊥. (5.23)
Here, nW is the wall normal vector (in 1D spherically symmetric geometry, simply -1/1 at inner/outer radial
boundary). Finally, substituting Eq. (5.22) into Eq. (5.19) and solving for vs (i.e., in the laboratory frame),
we obtain for the scattered-particle parallel velocity as
v||,s =−v||+2uW,||.
Given a distribution function of particles, this kinematic relationship can be expressed equivalently in the
moving frame as:
f˜
(
v′||
)∣∣∣
B
=
 f˜
(
−v′||
)∣∣∣
B
if v′||nW,|| ≤ 0
f˜
(
v′||
)∣∣∣
B
else
.
Numerically, the boundary condition in the laboratory frame is ensured accordingly for the distribution
function:
f˜
(
ξB,v||
)
=
{
C f˜
(
ξB±1/2,−v||+2uW,||
)
if
(
v||−uW,||
)
nW,|| ≤ 0
f˜
(
ξB±1/2,v||
)
else
, (5.24)
where C is the scaling factor that ensures discrete mass conservation at the boundary (discussed shortly).
We note that, in general, it is not possible to reconstruct numerically an exact one-to-one map between the
pre- and post-scattered particle distribution function due to the discrete nature of velocity-space grid (i.e.,
there may be no grid point at the specified reflection velocity). For numerical purposes, we reconstruct the
scattered distribution function by splining the incoming velocity distribution - in this study, we consider a
second-order spline to ensure monotonicity of the reflected distribution function. Further, because of the
discrete violation of symmetry in the reconstruction procedure, the mass is not automatically conserved for
a finite-wall velocity. In order to discretely conserve mass, we rescale the reflected distribution function to
ensure the following constraint:〈
1,
(
JSv|| f˜ − J˙r3 f˜
)
B
〉
δv
=C
〈
1,
(
JSv|| f˜ − J˙r3 f˜
)
B
〉v||≥2uW,||
δv
+
〈
1,
(
JSv|| f˜ − J˙r3 f˜
)
B
〉v||<2uW,||
δv
, (5.25)
where Jr2v|| f˜ − J˙r3 f˜ is the effective configuration-space flux including the boundary mesh motion, and:
〈1,(· · ·)〉v||≥2uW,||δv = 2pi
N⊥
∑
k=1
N||
∑
j= j′
v˜⊥,k∆v˜⊥∆v˜|| (· · ·) j,k ,
〈1,(· · ·)〉v||<2uW,||δv = 2pi
N⊥
∑
k=1
j′−1
∑
j=1
v˜⊥,k∆v˜⊥∆v˜|| (· · ·) j,k ,
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where j′ corresponds to the discrete parallel velocity grid point nearest to the 2uW,||nW boundary,
j′ =

floor
(2uW,||−u∗||−v∗v˜||,min
v∗∆v˜||
)
if 1≤ floor
(2uW,||−u∗||−v∗v˜||,min
v∗∆v˜||
)
≤ N||
1 if floor
(2uW,||−u∗||−v∗v˜||,min
v∗∆v˜||
)
< 1
N|| otherwise
 .
We note that the symmetry boundary condition –identical to the specular reflection boundary condition
considered in Ref. [63]– is a special case of the treatment above in the limit of vanishing wall velocity and
is used for the r = 0 boundary. An illustration of the elastic moving wall boundary condition is shown in
Fig. 5.1.
uW
B
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Figure 5.1: Illustration of the elastic moving wall. The green arrows denote the values that are “copied” to the ghost cell, while
the blue arrows denote quantities that are interpolated and transferred to the ghost cell. The shaded regions denote the ghost-cell
regions in which the values of the adjacent computational cell quantities are transferred to.
5.4.2. Time dependent Maxwellian Dirichlet conditions with total mass conserving boundary mesh speed
In a full ICF capsule implosion, kinetic plasma physics is not sufficient for fidelity. For a predictive
capability, additional physics are required such as radiation transport, α particle generation and transport,
laser ray tracing, as well as non-ideal equations of state for cryogenic and high-Z materials. However, in
certain experiments (at the Omega facility for example), these effects become important only in regions
away from the fuel-pusher interface. Thus, in these instances, it is possible to model only part of the capsule
by decoupling the outer pusher dynamics from the fuel region. In the literature, Ref. [33] was amongst the
first to explore this coupling with rad-hydro codes such as XRAGE [64], HYDRA [65], and LILAC [66].
In their approach, the authors used the rad-hydro simulations to drive the kinetic simulation by sourcing the
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boundary condition with a time-dependent Maxwellian distribution function, in which the state variables
(n,u,T ) were provided by rad-hydro simulations as a function of time. The particle distribution function at
this VFP-rad-hydro interface is defined as,
f˜B =
{
f˜M,H
(
nH,B (t) ,u||,H (t) ,TH (t) ,v
)
for v ·nB ≤ 0
f˜B−1/2 (v) otherwise
, (5.26)
where, the subscript H denotes rad-hydro simulation quantities.
In a Lagrangian formulation of the hydrodynamic equations, grid velocities are chosen to be the center-
of-mass velocity and consequently, lead to a local mass conservation theorem of the associated computa-
tional cell. In order to ensure that the boundary conserves total mass, we evolve the boundary velocity to
ensure a zero total mass flux. A total mass conservation theorem can be derived by taking the mαv0 moment
of Eq. (3.4), integrating over ξ , and summing over all species,
Ns
∑
α
∫ 1
0
dξ
[
∂t
(
JSξρα +∂ξ
[
JSρu||,α − J˙r3ρα
])]
= 0, (5.27)
where ρα = mα
〈
1, f˜α
〉
δv
and ρu||,α = mα
〈
v||, f˜α
〉
δv
. We can reduce the above equation to:
∂tM+
[
JSρu||− J˙r3ρ
]ξ=1
ξ=0 = 0, (5.28)
where ∂tM= 0 with M=∑Nsα
∫ 1
0 dξJSξρα , ρ =∑
Ns
α ρα , and ρu||=∑Nsα ρu||,α . We note that, with r (ξ = 0, t)=
0 for all time,
[
JSρu||− J˙r3ρ
]
ξ=0 = 0 is trivially ensured. Thus, for total mass conservation, we require
J˙r3ρ
∣∣
ξ=1 = JSρu||
∣∣
ξ=1. By expanding the relationship and semi-discretizing, we obtain the following dis-
crete constraint:
δtr3ξ=1
3
〈
1, f˜α
∣∣∣
ξ=1
〉
δv
= JS,ξ=1
〈
1, v|| f˜α
∣∣∣
ξ=1
〉
δv
. (5.29)
Since δtr3ξ=1 =
[
c(p+1)
(
r(p+1)ξ=1
)3
+c(p)
(
r(p)ξ=1
)3
+c(p−1)
(
r(p−1)ξ=1
)3]
3∆t(p) , this provides us with a relationship to solve the new-
time radius, r(p+1)ξ=1 that ensures total mass conservation in the system.
5.4.3. Pressure-driven Lagrangian boundary condition
Arguably, the more physically consistent approach to couple the hydrodynamic simulations with the ki-
netic approach is to drive the implosion solely with the external pressure provided by rad-hydro simulations
and self-consistently account for internal (back) pressure to evolve the boundary location. To achieve this
goal, we introduce an auxiliary equation that evolves the boundary velocity,
du||,B
dt
=− 1
ρB
[
∂rPB− r−2B ∂r
(
r2Bτ||||,B
)]
. (5.30)
Discretizing the above equation, we obtain:
δtu
(p+1)
||,B =− 1ρ(p+1)B
[
P(p+1)B+1/2−P
(p+1)
B−1/2
∆r(p+1)B
− 1(
r(p+1)B
)2
(
r(p+1)B,i+1/2
)2
τ(p+1)||||,B+1/2−
(
r(p+1)B,i−1/2
)2
τ(p+1)||||,B−1/2
∆r(p+1)B
]
, (5.31)
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where the boundary total-mass density, ρB, is obtained as an average of the inner and ghost-cell boundary
values,
ρ(p+1)B =
1
2
[
ρ(p+1)B+1/2+ρ
(p+1)
B−1/2
]
, (5.32)
where
ρ(p+1) =
Ns
∑
α
〈
mα , f˜
(p+1)
α
〉
δv
. (5.33)
The total hydrodynamic pressure, P, is computed as the sum of the ion and electron pressures,
P(p+1) = P(p+1)e +
Ns
∑
α
mα
3
〈(
v−u(p+1)α
)2
, f˜ (p+1)α
〉
δv
(5.34)
and the total radial viscous stress, τ||||, is computed as:
τ|||| =
2
3
Ns
∑
α
(P⊥,α −P||,α), (5.35)
where the parallel and perpendicular pressures are defined, respectively, as:
P||,α = mα
〈(
v||−u||,α
)2
, f˜α
〉
δv
, (5.36)
and
P⊥,α =
mα
2
〈
v2⊥, f˜α
〉
δv
. (5.37)
Once u||,B is evaluated, we source a Maxwellian distribution at the boundary ghost cell with the prescribed
number density, temperature, and u||,B. To ensure total mass conservation, we follow the procedure in Eqs.
(5.27)-(5.29) to evolve the boundary grid such that the total mass flux at the boundary vanishes.
5.5. Adaptive time-stepping strategy
Time-scales in ICF implosions range from the stiff collision time-scale, particle advection and accelera-
tion time-scale, dynamical (hydrodynamic) time-scale (in which slow physical features evolve), all the way
to the system-time scale (e.g., implosion time). In order to efficiently and accurately integrate through the
various time-scales, we employ an adaptive time-stepping strategy where the step size for a given time step,
p, is computed as:
∆t(p) = min
{
∆t(∗),∆tmax,τ
(p)
v ,τ
(p)
r˙ ,τ
(p)
vol ,τ
(p)
M
}
, (5.38)
where
∆t(∗) = γ∆t(p−1) (5.39)
is the predictor time-step size based on the previous time-step size, with γ = 1.15, and ∆tmax is the maximum
allowable time-step size. The advection time scale is given as
τ(p)v = 0.05min
{
τ(p)v,nα ,τ
(p)
v,uα ,τ
(p)
v,Tα
}
for α = {1, · · · ,Ns} , (5.40)
with
τ(p)v,Mα =
L(p)Mα∣∣∣u(p)α ∣∣∣+φv(p)th,α , (5.41)
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and
L(p)Mα =
∣∣∣∂r lnM (p)α ∣∣∣−1 , (5.42)
the gradient length-scale for moment quantity, M , and φ = 3.5 is an empirically chosen constant that
accounts for the possibility of a high-energy tail population of the distribution function, and is chosen such
that the nonlinear solver (to be discussed in Sec. 5.6) performs robustly for a wide range of problems when
modeling traveling shocks. The grid-advection time scale is given as
τ(p)r˙ = 0.05min
{
τ(p)r˙,nα ,τ
(p)
r˙,uα ,τ
(p)
r˙,Tα
}
for α = {1, · · · ,Ns} , (5.43)
where
τ(p)r˙,Mα =
L(p)Mα∣∣r˙(p)∣∣+10−10 . (5.44)
We remark that, even with the configuration-space grid nonlinear stabilization strategy employed here, there
are certain instances in realistic implosions where the local volume rate of change of the grid remains large.
Time-step-size limiting is used to address these situations. The time scale in which the cell volume varies is
given as,
τ(p)vol = 0.05
∣∣∣∂t lnJ(p)r2ξ ∣∣∣−1 . (5.45)
Finally, the exponentiation time-scale for moments is given as,
τ(p)M = 0.05min
{
τ(p)nα ,τ
(p)
uα ,τ
(p)
Tα
}
for α = {1, · · · ,Ns} , (5.46)
τ(p)Mα =
∣∣∣∂t lnM (p)α ∣∣∣−1 . (5.47)
In this manner, the time-step size will adapt to the dynamically varying features of the physics and the grid.
5.6. VFP-Ion and Fluid Electron Solver with Implosion Boundary Conditions, and the Integrated Algorithm
The discretized set of ion-VFP and fluid-electron equations lead to a system of nonlinear equations,
which we solve implicitly using an Anderson acceleration scheme [67, 68]. Consider a fixed point map,
xl+1 = G
(
xl
)
, (5.48)
which maps the solution from one iteration to another. Here
xl =
[˜
fl,T le
]T
(5.49)
is the solution vector at iteration l and and f˜l−1 =
[
f˜ l−11 , · · · , f˜ l−1Ns
]
. The Anderson acceleration algorithm
accelerates the iterative convergence of the solution by employing the history of previous iterations as:
xl+1 =
ml
∑
i=0
θ li G
(
xl−ml+i
)
, (5.50)
where ml = 5 is the length of the residual history we use for this study, and the coefficients θ li are found min-
imizing
∥∥∑mli=0 θ li (G(xl−ml+i)−xl−ml+i)∥∥ , subject to the constraint ∑mli=0 θ li = 1. For G(xl), we consider a
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Picard linearized solver where we: 1) solve the fluid electron equation with given ion distribution functions;
and 2) solve the ion VFP equations with given fluid electron temperature and the collisional transport co-
efficients from the l−1 iteration. The fluid electron equation inner solve is itself solved with an Anderson
acceleration with the fixed point map being a Quasi-Newton system, i.e.,
T l,s+1e = GTe
(
T l,se
)
= T l,se −
(
Pl,sTe
)−1
Rl,sTe . (5.51)
Here,
Pl,sTe ◦=
3
2
∂t
(
Jl−1Sξ n
l−1
e ◦
)
+∂ξ
[(
5
2
Jl−1S u
l−1
||,e −
3
2
J˙r3
)
nl−1e ◦
]
+
∂ξ
[
Jl−1S Q
l−1
e ◦
]
− Jl−1Sξ qenl−1e ul−1||,e ∂ξ
(
nl−1e ◦
)
− Jl−1Sξ
Ns
∑
α=1
Wl−1eα ◦, (5.52)
is the preconditioning operator (where ◦ simply denotes the quantity that is being operated on) for the
electron temperature equation subsystem, and
Rl,sTe (˜f
l−1,T l,se ) =
3
2
∂t
(
Jl−1Sξ n
l−1
e T
l,s
e
)
+∂ξ
[(
5
2
Jl−2S u
l−1
||,e −
3
2
J˙r3
)
nl−1e T
l,s
e
]
+
∂ξ
[
Jl−1S Q||,e
(˜
fl−1,T l,se
)]
− Jl−1Sξ qenl−1e ul−1||,e E||
(˜
fl−1,T l,se
)
− Jl−1Sξ
Ns
∑
α=1
Weα
(˜
fl−1,T l,se
)
(5.53)
is the nonlinear residual we seek the root of. We remind the readers that nl−1e = −∑Nsα
〈
1, f˜ l−1α
〉
δv
/qe and
ul−1||,e = −∑Nsα qα
〈
v||, f˜ l−1α
〉
δv
/qenl−1e are the electron number density and parallel drift velocity, respec-
tively, computed from quasineutrality and ambipolarity conditions; Ql−1e and Wl−1eα in Eq. (5.52) are the
linearized operators for the electron heat flux and the ion-electron energy exchange, respectively, and for
the fluid electron subsystem we use a nonlinear history length of ms = 5. The Quasi-Newton system in Eq.
(5.51) is solved using a direct inversion of a resulting tridiagonal system for Pl,sTe . The nonlinear iteration is
continued until
∥∥∥Rl,sTe ∥∥∥2 ≤ 10−6∥∥∥Rl,0Te ∥∥∥2.
The ion VFP equation inner solve is similarly performed with an Anderson acceleration with a Quasi-
Newton fixed point map,
f˜ l,s+1α = G f˜α
(
f˜ l,sα
)
= f˜ l,sα −
(
Pl−1V FP,α
)−1
Rl,sα , (5.54)
where (
Pl−1V FP,α
)−1 ◦= (Pl−1t +Pl−1ξ ,α)−1[I−Pl−1v˜ (Pl−1t +Pl−1v˜ )−1]◦ (5.55)
is the operator-split preconditioner, I is the identity operator,
Pl−1t ◦= ∂t
(
Jl−1Sξ ◦
)
(5.56)
is the temporal derivative,
Pl−1ξ ,α◦= ∂ξ
[(
Jl−1S v||− J˙l−1r3
)
◦
]
(5.57)
is the configuration space operator,
Pl−1v˜,α ◦=−v∗
−1
α ∂v˜ ·
{[
Jl−1Sξ ∂tv+∂ξ
([
Jl−1S v||− J˙l−1r3
]
v
)]
◦
}
+ rl−1v∗
−1
α J
l−1
ξ ∂v˜ · (a˜◦)
− qα
mα
E||
(
nl−1e ,T
l
e
)
Jl−1Sξ v
∗−1
α ∂v˜|| ◦−Jl−1Sξ
[
Ns
∑
β
C˜αβ
(
f˜ l−1β , f˜
l−1
α
)
+ C˜αe
(
T le ,n
l−1
e ,u
l−1
||,e
)]
◦ (5.58)
16
Algorithm 2 Evaluation of the outer fixed point map, G
(
xl−1
)
, in Eq. (5.48).
1. Compute the new boundary location, rl−1ξ=1, and grid locations, r
l−1(˜fl−1,T l−1e ), and derived quantities
(Jl−1S , J
l−1
ξ , J
l−1
Sξ )
2. Initialize s = 0, T l,0e = T l−1e
3. Invert Te system for T le
4. For α = 1 : Ns
Invert α-ion species’ VFP system for f˜ lα
end
5. Set xl =
[˜
fl,T le
]T
is the velocity-space operator, and
Rl,sα ( f˜
l,s
1 ,T
l
e ) = ∂t
(
Jl−1Sξ f˜
l,s
α
)
+∂ξ
[(
Jl−1S v||− J˙l−1r3
)
f˜ l,sα
]
−
v∗
−1
α ∂v˜ ·
{[
γ l−1t,α J
l−1
Sξ ∂tv+ γ
l−1
x,α ∂ξ
([
Jl−1S v||− J˙l−1r3
]
v
)]
f˜ l,sα
}
+
rl−1Jl−1ξ v
∗−1
α ∂v˜ ·
(
γ l−1S,α a˜ f˜
l,s
α
)
− qα
mα
E l,s|| J
l−1
Sξ v
∗−1
α ∂v˜|| f˜
l,s
α − Jl−1Sξ
[
Ns
∑
β
C˜l,sαβ +C˜
l,s
αe
]
(5.59)
is the nonlinear-residual of the ion VFP equation for the α species. Here, C˜αβ and C˜αe are the Picard
linearized (to the previous outer nonlinear iteration) α−β ion, and ion-electron collision operators, respec-
tively, and we use a nonlinear history length of ms = 2 for the Anderson solve. The Quasi-Newton system in
Eq. (5.54) is solved by inverting Pt +Pξ and Pt +Pv˜, where we employ one V cycle of classical geometric
multigrid, smoothed with 3 passes of damped Jacobi and employ agglomeration for restriction and second
order prolongation. The nonlinear iteration is continued until
∥∥∥Rl,sα ∥∥∥
2
≤ 10−2
∥∥∥Rl,0α ∥∥∥
2
.
We note that the nonlinearity in the domain size –determined by the implosion boundary conditions
in Sec. 5.4– is not stiff and therefore the configuration-space grid locations and other derived quantities
are Picard linearized with respect to the electron temperature and the ion distribution functions inside the
evaluation of the outer fixed point map. All advection operators in the preconditioner, both in the fluid
electron and ion VFP systems, are discretized using a first-order upwind discretization. The evaluation
of the outer fixed-point map in Eq. (5.48) is summarized in Alg. 2. The outer fixed point iteration is
continued until
∥∥Rlα∥∥2 ≤ εr ∥∥Rl=0α ∥∥2, where εr is the relative nonlinear convergence tolerance (εr = 10−3
unless otherwise specified).
The full algorithm containing the NS-MMPDE for the configuration-space-grid adaptivity, velocity-
space-grid adaptivity (for completeness, briefly summarized in Appendix F), time-step adaptivity, and non-
linear solvers is described in Algorithm 3.
Algorithm 3 Integrated algorithm of adaptive time-stepping, NS-MMPDE, velocity-space grid adaptivity,
and the AA solver for the hybrid ion Vlasov-Fokker-Planck and fluid electron equation.
1. Adapt time step-size according to Eq. (5.38).
2. Adapt velocity-space grid according to Alg. 4.
3. Adapt configuration space grid according to Alg. 1.
4. Solve coupled ion-VFP and fluid electron system according to Eq. (5.48) and Alg. 2.
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6. Numerical Results
We test the proposed integrated algorithm on a set of benchmark problems that demonstrate its advertised
capabilities. In this study, the VFP and fluid electron temperature equations are non-dimensionalized in
terms of the proton mass, mp = 1.673× 10−27 [kg], proton charge, qp = 1.602× 10−19 [C], normalization
number density, n∗ = 4.203×1027 [particles/m3], normalization temperature, T ∗ = 53.654 [eV ] = 8.595×
10−18 [J]; and the resulting proton-proton collision time, τ∗ = 310
√
2mpε20 (2piT
∗)3/2
n∗q4p
= 1.949×10−13 [s], speed,
u∗ =
√
kBT ∗/mp = 7.174× 104 [m/s], and length, L∗ = u∗τ∗ = 1.398× 10−8 [m]. The v∗ normalized
distribution function is initialized based on the Maxwellian distribution function,
f˜M =
nM
pi3/2
(
v∗
vth,M
)3
exp
[
−(v−uM)
2
v2th,M
]
, (6.1)
where the numerical Maxwellian moments, nM, uM, and vth,M =
√
2TM/m are computed to ensure that
the numerical integrals of the Maxwellian distribution function return the prescribed density, drift velocity,
and temperature [45]. Unless otherwise mentioned, we use a density- and temperature-dependent Coulomb
logarithm, defined in Ref. [69]. Also, unless otherwise stated, an initial Poisson grid generation and op-
timization (Appendix G) is employed to avoid initial numerical pollution of simulation due to unresolved
gradients.
6.1. Doubly reflective boundary problem with prescribed grid motion
We consider an initially perturbed plasma in a spherical cavity, confined in a reflective system (i.e.,
symmetry boundary conditions from Sec. 5.4.1 at both r|ξ=0 = 0 and r|ξ=1 = R) to test the discretization
convergence rate and conservation properties of the proposed algorithm. We consider a domain with a
normalized radius of R = 100, and a logical domain of ξ × v˜||× v˜⊥ ∈ [0,1]× [−6,6]× [0,6]. A deuterium-
tritium plasma is used with masses, mD = 2 and mT = 3; charges, qD = qT = 1; number densities, nD = nT =
1+ 0.2cos(krr) ; drift velocities, uD = uT = 0; and temperatures, TD = TT = Te = 1+ 0.2cos(krr), where
kr = 2piR ; and the prescribed analytical grid is given as:
r (ξi, t) = r0,i+0.45∆r0 sin
(
ωgridt
)
cos(krr0,i) . (6.2)
Here, ωgrid = pi/5 is the grid oscillation time-scale, ∆r0 = R/Nξ is the average grid size in the physical
space, and r0 = ξR is the initial grid. We also use a Coulomb log of 10 for all interactions.
For this section, the time-step ramping discussed in Sec. 5.5 is not used to allow for a time-convergence
study, and the first time-step size is taken to be ∆tmax10 . We demonstrate the discrete conservation theorem
for mass and energy with a grid of Nξ ×Nv|| ×Nv⊥ = 96× 64× 32, a time-step size of ∆tmax = 10−1, and
varying nonlinear convergence tolerance of εrel = 10−2, 10−4, and 10−6; refer to Fig. 6.1. As can be seen,
discrete conservation error in mass, ∆M
(p)
M(0)
, and energy, ∆U
(p)
U (0)
, reduces commensurately with the nonlinear
convergence tolerance. Here,
M(p) =
Ns
∑
α
mα
Nξ
∑
i=1
∆ξJ(0)Sξ ,i
〈
1, f˜ (p)α,i
〉
δv
, (6.3)
∆M(p) =
∣∣∣M(p)−M(0)∣∣∣ , (6.4)
U (p) =
Ns
∑
α
mα
Nξ
∑
i=1
∆ξJ(p)Sξ ,i
〈
v2
2
, f˜ (p)α,i
〉
δv
+
3
2
Nξ
∑
i=1
∆ξJ(p)Sξ ,in
(p)
e,i T
(p)
e,i , (6.5)
and
∆U (p) =
∣∣∣U (p)−U (0)∣∣∣ . (6.6)
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Figure 6.1: Doubly reflective boundary problem with prescribed grid motion: Discrete conservation of mass and energy for varying
nonlinear convergence tolerance.
Next, we demonstrate the discretization order of convergence of the proposed algorithm. The temporal,
configuration-space, and velocity-space convergence study is performed by measuring the L2-norm of the
relative difference of the temperature,
E ∆tT =
√√√√Nξ∑
i=1
∆ξ
[
Nsp
∑
α=1
(
T∆tα,i−T∆tre fα,i
)2
+
(
T∆te,i −T∆tre fe,i
)2]
, (6.7)
E ∆ξT =
√√√√Nξ∑
i=1
∆ξ
[
Nsp
∑
α=1
(
T∆ξα,i −T∆ξre fα,i
)2
+
(
T∆ξe,i −T∆ξre fe,i
)2]
, (6.8)
E ∆v˜T =
√√√√Nξ∑
i=1
∆ξ
[
Nsp
∑
α=1
(
T∆v˜α,i−T∆v˜re fα,i
)2
+
(
T∆v˜e,i −T∆v˜re fe,i
)2]
. (6.9)
Here, the superscript ∆t denotes the solution obtained with a larger time-step size while ∆tre f denotes the
reference solution, ∆ξ denotes the solution obtained with a coarse logical space grid size and ∆ξre f denotes
the reference solution, and ∆v˜ denotes the solution obtained with a coarse velocity-space grid and ∆v˜re f
denotes the reference grid.
The temporal discretization relies on a BDF2 scheme and is second order accurate (refer to Fig. 6.2-left).
We compute the L2-norm of the relative difference of the temperatures. The reference solution uses a grid
of Nξ = 24, Nv|| = 32, Nv⊥ = 16, and a time-step size of ∆tre f = 10
−3, and is time integrated to tmax = 0.25.
The convergence study is performed by fixing the grids while varying the time-step size.
The configuration-space discretization relies on a SMART discretization for the flux interpolation, which
asymptotically is third order accurate. However, we see in Fig. 6.2-center that we recover only second-order
accuracy. This is due to the second-order accurate operations employed elsewhere (e.g., linear interpolation
employed for the configuration-space cell-face quantities [e.g., Jr2 , Jξ , v∗, u∗||] as well as cell-face evaluation
of the gradients [second order centered differencing] of velocity-space metrics [e.g., ∂ξ v∗ and ∂ξu∗||]). We
note that the solution in the physical space is compared by interpolating the reference solution to the coarse
grid. The reference solution uses a grid of Nξ = 384, Nv|| = 32, Nv⊥ = 16, and a time-step size of ∆t = 0.025
and is time integrated to tmax = 0.25. The convergence study is performed by fixing the time-step size and
velocity-space resolution while varying the number of configuration-space grid points.
Similarly to the configuration space, the velocity-space discretization also relies on the SMART scheme
for the flux interpolation. However, due to the linear interpolation used elsewhere (e.g., interpolation of
19
advection coefficients to the cell face), the overall discretization is second order as is seen in Fig. 6.2-
right. The reference solution uses a grid of Nξ = 24, Nv|| = 512, Nv⊥ = 256, a time-step size of ∆t = 0.025,
and time integrated to tmax = 0.25. The convergence study is performed by fixing the time-step size and
configuration-space grid while uniformly refining the transformed velocity-space grid in both v˜|| and v˜⊥.
Figure 6.2: Doubly reflective boundary problem with prescribed grid motion: Temporal (left), configuration-space (center), and
velocity-space (right) convergence study. As can be seen, second order convergence rate is observed in all discretization parameters.
6.2. Guderley problem (time-dependent Maxwellian Dirichlet boundary conditions)
We consider the Guderley problem [70, 71, 72, 73] of a converging/diverging shock to test the proposed
time-dependent boundary conditions in spherical geometry and to demonstrate the ability of the algorithm
to capture the hydrodynamic asymptotic limit for short mean-free-paths. Semi-analytic solutions to the
Euler equations exist for the Guderley problem (see Appendix H for details), which we will appeal to for
verification. Suppose that a strong shock is spherically converging into a uniform, Deuterium-Tritium, 〈DT〉,
plasma with constant mass density of ρ0 = m〈DT 〉n〈DT 〉 = 0.173 [g/cc] and temperature T0 = 10 [eV ] (i.e.,
conditions relevant to double-shell and revolver ICF implosions[74, 75, 76, 77, 78, 79, 80, 81, 82, 83]). We
model the 〈DT〉 plasma as an equimolar, averaged single ion, fully ionized, and initialize the distribution
function with density, drift velocity, and pressure/temperature profiles obtained from a Guderley solution.
The Guderley profiles are obtained 20 [ps] after the shock was initialized from a radius of R0 = 200 [µm],
and the Mach number there is M0 = 7.23. Similarly, the hydrodynamic boundary conditions for the spherical
domain are sourced from the same Guderley solution. The logical grid sizes for these calculations are chosen
as Nξ =192 and 384, Nv⊥ = 64 and Nv|| = 128 with domain limits ξ × v˜||× v˜⊥ ∈ [0,1]× [−8,8]× [0,8]. The
profiles for the initial and the boundary conditions for the moments are shown in Fig. 6.3.
We start our verification study by testing on a static uniform mesh. For the verification metric, we choose
the shock speed,
us =
∣∣∣∣drsdt
∣∣∣∣ , (6.10)
where rs is the shock position. The iFP shock trajectory is defined as either: 1) the location of the maximum
ion temperature, or 2) the location of the maximum ion viscous (energy) dissipation rate. The first definition
is the most reliable (i.e., it has less dependence on small-scale fluctuations in the moment quantities), but
the maximum temperature only unambiguously identifies the shock location in the converging phase. For
our simulations, we choose definition 1 for the converging shock phase, while 2 for the diverging phase. We
define the viscous dissipation rate as:(
dTi
dt
)
visc
=−2
3
(τ||||
ni
) ∂r (r2u||,i)
r2
, (6.11)
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Figure 6.3: Guderley problem: The initial condition (top) and the time-dependent Maxwellian boundary conditions (bottom) for the
number density (left), radial drift velocity (center), and temperature (right), obtained from semi-analytically solving the Guderley
problem in Ref. [71]. For the initial condition, the black markers denotes the grid density (i.e., coarse grid regions are lighter in
color than finer regions). The boundary temperature is assumed to be equilibrated across ions and electrons at all time.
where, Ti is the ion temperature, u||,i is the radial component of the ion drift velocity, ni is the total ion
number density, and τ|||| is the radial component of the ion viscosity tensor [Eq. (5.35)]. Fig. 6.4-left
shows a comparison of the shock speed versus time for the two different spatial-grid resolutions. The two
curves show strong deviations from each other near the shock collapse time of approximately 500 [ps]. The
noticeable fluctuations in the curves suggest that the simulations are poorly resolving the shock structure,
where the spatial gradients can change dramatically in the course of the shock’s collapse. We see a dramatic
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Figure 6.4: Guderley problem: The shock speed versus time with a static and uniform grid (left) and a moving mesh with an
optimized initial mesh generation (right).
improvement in the quality of the solution when we employ an initial grid optimization in conjunction with
the NS-MMPDE strategy with δmin = 5× 10−3 and λω = 10−3. Indeed, as shown in Fig. 6.4-right, the
differences between Nξ = 192 and Nξ = 384 disappear, and the fluctuations seen in Fig. 6.4-left are nearly
eliminated for both cases. Moreover, comparing the static and the moving mesh cases for Nξ = 384 reveals
21
the origin of the deviations in the shock trajectory near the collapse time: As seen in Fig. 6.5, the shock
trajectory with the uniform mesh veers away from the correct trajectory immediately after the simulation
begins. The initial shock structure is not well resolved in the static mesh simulation, and this seems to be the
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Figure 6.5: Guderley problem: The shock speed versus time comparing the two simulations for Nξ = 384. Green (solid) uses a
static mesh and magenta (dashed) uses NS-MMPDE.
cause of the strong deviation. The drifting Maxwellian for the temperature, density, and drift velocity are
not the true distribution functions for the shock, and this leads to the production of transients in the solution
which, if not properly resolved, can cause the solution to strongly deviate from initial condition.
We expect that such a high 〈DT〉 density (0.173 [g/cc]) justifies the use of boundary conditions sourced
from a dissipation-less fluid theory (i.e., Euler equations), and that a meaningful comparison to this theory
is actually possible. To this end, we compare our Nξ = 192 NS-MMPDE results to the corresponding
Guderley solution. Fig. 6.6-left shows the shock trajectory as a function of time from the simulation and the
semi-analytic Guderley prediction. We see that the shock collapse times agree very well. Remarkably, the
Guderley shock collapse time and the simulation agree to within 0.75%. However, if we take a closer look
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Figure 6.6: Guderley problem: The shock trajectory vs. time. The blue (“solid”) curve is obtained from our algorithm for Nξ =
192 with the proposed NS-MMPDE and initial grid optimization algorithms, and the red (“dashed”) curve is the semi-analytical
Guderley prediction over the entire simulation (left) and the isolated time at the vicinity of shock collapse (right).
in the neighborhood of the collapse, as depicted in the “zoomed in” trajectory plot shown in Fig. 6.6-right,
we see that the Guderley and simulated shock trajectories differ in the early post-collapse phase. Insight into
this discrepancy may be gained by directly comparing the simulation and Guderley hydrodynamic profiles.
Fig. 6.7-top shows pre-collapse profiles for density (left), drift velocity (center), and total hydrodynamic
pressure, P = niTi+neTe (right). We see that there is some separation between the simulation and Guderley
densities at an early time (t = 100 [ps] after the simulation is initialized). Moreover, the transients created
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in the simulation initialization have yet to be fully eliminated. By t = 400 [ps], however, the simulation and
Guderley profiles largely agree, although we see some remaining differences near the shock collapse time
(t = 552.5 [ps]), which persist into the diverging phase – as depicted in Fig. 6.7-bottom. Nevertheless, the
qualitative features are nearly identical between simulation and Guderley. The strong deviations in the hydro
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Figure 6.7: Guderley problem: Pre-collapse hydro profiles from simulation (“solid”) and Guderley (“dashed”).
profiles seen in Fig. 6.7-bottom hint at the origin of the trajectory discrepancy in the post-collapse phase –
as shown in Fig. 6.6-right. The Guderley solution predicts a zero density and (infinite temperature) at the
origin at the shock collapse time. This behavior is unphysical, and it results from the infinite collisionality
assumption in the Euler equations [72]. The VFP equation models the full dissipation physics, and thus
captures the correct behavior near shock collapse (where ion heat conduction, viscosity, and kinetic effects
become important).
In Fig. 6.8 we show, as a function of time, the max(∆r)/min(∆r) and 〈∆r〉/min(∆r) (where 〈∆r〉 =
∑
Nξ
i=1∆ri/Nξ ) to demonstrate the computational complexity reduction (relative to a uniform grid) afforded
by the proposed NS-MMPDE scheme. As can be seen, both ratios exhibit large values and a reduction
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Figure 6.8: Guderley problem: Ratios of maximum to minimum (left) and average to minimum (right) grid size as a function of
time.
of approximately 20 in the computational complexity is achieved by the mesh motion for the Guderley
problem. In Fig. 6.9, a Lagrangian radius-time (RT) diagram of 1/∆r is shown to demonstrate how the grid
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tracks the shock front as a function of time. As can be seen, the grid tightly concentrates near the sharp
Figure 6.9: Guderley problem: RT diagram of 1/∆r for Nξ = 192.
converging shock front, and diffuses away after shock collapse due to kinetic effects smearing the gradients.
Finally, to demonstrate the computational complexity reduction afforded by the velocity-space adaptivity
scheme, we present the parallel velocity-space marginal distribution function,
f||,<DT> = 2pi
∫ ∞
0
dv⊥v⊥ f〈DT 〉, (6.12)
in the r− v|| plane in Fig. 6.10. For the calculation, max(vth)/min(vth) ≈ 15, thus a total computational
Figure 6.10: Guderley problem: Parallel velocity-space marginal distribution functions at t ≈ 0, 200 ,550, 700 [ps].
complexity reduction of max
( 〈∆r〉
min(∆r)
)(
max(vth)
min(vth)
)2 ≈ 4500 is achieved through the moving phase-space grid
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strategy. We remind the readers that this problem is intended to be a verification of the proposed numerical
method to recover the hydrodynamic solution and that to our knowledge, these results are unprecedented for
a kinetic code. Because of the nature of the problem, kinetic effects are not significant and the true capability
of the proposed algorithm is highlighted later in a multi-scale ICF capsule implosion simulation (Sec. 6.4),
where kinetic physics manifest in a non-trivial manner.
6.3. Van Dyke problem (elastic moving wall boundary condition)
Consider a spherical piston surrounding a gas at constant pressure and density. At t = 0, the piston begins
moving at a constant velocity inward. A shock is created in the gas, and converges to the center. We simulate
this setup directly, using the moving elastic wall boundary condition discussed in Sec. 5.4.1. Once more,
we consider a fully ionized 〈DT〉 gas with an initial mass density of ρ〈DT 〉 =m〈DT 〉n〈DT 〉 = 0.173 [g/cc] and
temperature of T〈DT 〉 = 10 [eV ]. The piston velocity was chosen to be uW =−19 [cm/µs] inwards, and the
initial radius was R0 = 326 [µm]. To avoid any violent, abrupt changes in the ion distribution function at
the wall, we accelerate the wall to the desired piston velocity (-19 [cm/µs]) at a constant rate. Considering
two different acceleration times (2.5 and 5 [ps]), we found negligible differences in the final solution. Our
convergence study begins with a static mesh (Nξ = 192; Nv⊥ = 64; Nv|| = 128).
This simulation predicted a shock collapse time of 938 [ps], which is 30 [ps] later than the Van Dyke
prediction [84] of 908 [ps]. Nonetheless, this is only about a 3% difference. The collapse time further
improves when we use the NS-MMPDE algorithm, going from 938→ 928 [ps]. This figure is largely
insensitive to the grid resolution, and the non-linear convergence tolerance; changing only to 927 [ps] for
Nξ = 384 (keeping all other parameters constant), and 930 [ps] when Nξ = 192 and the relative tolerance is
changed from εrel = 10−2 to εrel =10−3. The largest gain was attained by enhancing the grid resolution near
the piston using an initial grid optimization. We once more used Nξ = 192. In this case, the iFP collapse
time was 909 [ps], putting the agreement with the Van-Dyke solution within ≈ 0.1%. Fig. 6.11-left shows
that this is not just a coincidence; the iFP shock trajectory precisely matches that of Van Dyke.
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Figure 6.11: Van Dyke problem: The shock trajectory versus time. The blue (“solid”) curve is obtained from iFP using the elastic
moving wall boundary condition, and the red (“dashed”) curve is the Van Dyke (left) and Guderley (right) predictions.
Finally, the Van Dyke solution asymptotically approaches the Guderley solution as the shock collapses.
Fig. 6.11-right shows decent agreement between iFP and the equivalent Guderley-shock trajectories. As
before, we can also compare the numerical and Guderley hydro profiles. Figs. 6.12-top shows pre-collapse
profiles for density (left), drift velocity (center), and total hydrodynamic pressure (right). Similarly to the
time-dependent boundary condition simulations in Section 6.2, the simulation and Guderley profiles agree
exceedingly well. The shock collapse times agree within 0.02%. Nevertheless, Figs. 6.12-bottom show
that significant differences remain in the post-collapse profiles. This is believed to be due to the finite
kinetic effects near shock collapse time inducing wall heating of the plasma and altering the dynamics of
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Figure 6.12: Van Dyke problem: Pre-collapse (top) and post-collapse (bottom) hydro profiles for density (left), drift velocity
(center), and total hydrodynamic pressure (right) – given the moving wall boundary condition – from simulation (“solid”) and
Guderley (“dashed”).
the reflected shock. Further, since the Guderley problem is strictly only applicable for an infinite domain,
the solutions continue to deviate as the wall comes closer to the diverging shock front.
Similarly to the Guderley problem, we demonstrate the grid savings in the configuration space by
showing the maximum- and average-to-minimum grid size ratios in Fig. 6.13. As can be seen, a com-
Figure 6.13: Van Dyke problem: Ratios of maximum to minimum (left) and average to minimum (right) grid size as a function of
time.
plexity reduction in configuration space of roughly 50 is achieved for the Van Dyke problem. Similarly
to the Guderley problem, max(vth)/min(vth) ≈ 15, thus a total computational complexity reduction of
max
( 〈∆r〉
min(∆r)
)(
max(vth)
min(vth)
)2
≈ 11250 is achieved through the moving phase-space grid strategy. In Fig. 6.14,
a Lagrangian RT diagram of 1/∆r to demonstrate how the grid tracks the shock front as a function of time.
As can be seen, the grid tracks several shock reflections from the center and the wall, until gradients broaden
due to finite transport effects and the grid relaxes.
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Figure 6.14: Van Dyke problem: RT diagram of 1/∆r for Nξ = 192.
6.4. Fuel-only compression yield simulation of shot 22862 at the Omega Facility (pressure-driven La-
grangian boundary condition)
We reproduce the results reported in Ref. [46] in which a fuel-only simulation was performed for a
compression yield target to study the so-called Rygg effect [7, 8, 46]. We consider this problem for three
reasons: 1) to test the implementation of the pressure-driven Lagrangian boundary conditions on a realistic
implosion experiment; 2) to demonstrate the performance of our nonlinear solver strategy applied to a
realistic implosion scenario; and 3) to demonstrate the algorithmic advantage of our proposed NS-MMPDE
scheme over the classic MMPDE scheme.
The Rygg effect refers to the anomalous (non-hydrodynamic) scaling of experimental yield observed by
Ref. [7]. In the reference, experiments were performed to test the validity of the hydrodynamic assumptions
in a plastic (CH) capsule with D-3He filled capsules at the Omega laser ICF facility. In the experiments, the
fuel species concentrations were varied from shot to shot such that the initial mass density, ρ = ∑Nsα mαnα ,
and total hydrodynamic pressure, P = ∑Nsα (1+Zα)nαTα , was kept fixed, thus ensuring hydro-equivalence.
Here, mD = 2mp, m3He = 3mp and Zα is the ionization state of ion-species α . Accordingly, if hydrodynamic
predictions are valid, the nuclear yield of D-D reaction, YDD ∝ n2D, should follow a simple f 2D scaling law,
where fD is the deuterium number fraction, defined as:
fD =
nD
nD+nHe3
. (6.13)
The hydrodynamic variables were obtained from the LILAC Lagrangian rad-hydro simulation for Omega
facility experimental shot 22862 at the last fuel region. The simulation was initialized at t0 = 500.5 [ps] at
the moment in which the shock breaks out of the fuel-pusher interface; refer to Fig. 6.15. We note that at
this point the fuel species’, Deuterium and Helium-3, are assumed to be fully ionized (ZD = 1 and Z3He = 2).
We consider a grid of Nξ = 96, Nv|| = 128, Nv⊥ = 64, and a transformed velocity-domain size of v˜|| ∈
[−6,6] and v˜⊥ ∈ [0,6] with grid parameters, λv∗ = λu∗ = 10−3, δmin = 0.025, λω = 10−3, τr = 0.1 [ps], and
∆tmax = 0.2 [ps]. In Fig. 6.16, the simulation results are shown for the case of fD = 0.5 at the beginning of the
simulation, upon shock collapse, and at peak compression. As can be seen, an appreciable fuel separation is
seen in all quantities at shock collapse time (~1450[ps]). The separations are supported due to the difference
in vth =
√
2T/m amongst the ion species and the long D-3He mean-free-paths –which scales as λD−3He ∝
T 2/
(
Z2DZ
2
3He
)
– supported within the shock; refer to Fig. 6.17. As can be seen, a distinct beam feature forms
in the Deuterium species, allowing a significant population to run ahead of the Helium-3. These structures
are inherently kinetic and far from a linear perturbation in pitch angle, necessitating a general description
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Figure 6.15: Fuel-only compression yield simulation: The initial condition (top) and the time-dependent Maxwellian boundary
conditions (bottom) for the number density, n, radial drift velocity, u, and temperature, T , obtained from the LILAC rad-hydro
calculation for the last Lagrangian fuel zone at the time in which the first shock breaks out of the fuel-pusher interface (~500.5
[ps]). For the initial condition for number densities, the blue (red) curve denotes Deuterium (Helium-3); for the temperature, blue
(green) denotes ions (electrons); and the black markers denotes the grid density (i.e., coarse grid regions are lighter in color than
finer regions). We remind the readers that the boundary position and velocity are evolved from the mass conservation constraint
and the Lagrangian equation of motion [Eqs. (5.29) and 5.31], respectively, and are not explicitly provided to drive the simulation.
Further the boundary temperatures and drift velocities are assumed to be equilibrated across species at all times.
for the distribution function. In fact, one observes that the plasma near the shock front is appreciably kinetic
throughout the entire course of the implosion process as can be seen in the Knudsen number RT diagram
in Fig. 6.18. As seen, although the Knudsen number does reduce to Kn ≤ 10−3 at peak-compression time,
hence equilibrating the distribution function roughly to a Maxwellian, the early separation in the species
densities persists due to the early kinetic imprinting in the solution. As a consequence, Deuterium species
are depleted from the hot core and transported to the periphery of the domain, leading to a degradation in
the D-D yield.
In Fig. 6.19 the normalized (to the fD = 1 case) DD-neutron nuclear yield,
Y˜ fDDD =
Y fDDD
Y fD=1DD
(
n fD=1D
n fDD
)2
, (6.14)
is shown, where
YDD = 2pi
∫ tmax
t0
dt
∫
r2dr
∫
d3v fD (r,v)
∫
d3v′ fD
(
r,v′
)∣∣v−v′∣∣g(∣∣v−v′∣∣) , (6.15)
g(|v−v′|) is the DD− n cross section [85], and n fDD is the initial (un-shocked) Deuterium number density
for a given fD. As can be seen, with decreasing fD (increasing fHe3), the scaled relative yield decreases.
In a single-fluid hydrodynamic formalism, the total mass and pressure would be independent of species
concentrations, leading to no variation in Y˜ f DDD . In kinetic theory however, differential-ion motion, viscous
heating, and other kinetic physics break hydro-equivalence and lead to dependence of Y˜ fDDD with Deuterium
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Figure 6.16: Fuel-only compression yield simulation: The density (top), drift velocity (center), and temperature (bottom) for the
fD = 0.5 case prior to shock convergence (~1450 [ps]), upon shock reflection (~1650 [ps]) and at near peak compression and
stagnation (~2050 [ps]). The black markers denotes the grid density.
concentration. For further insights and discussion into the yield variation physics, we refer the reader to Ref.
[46].
In Fig. 6.20, we demonstrate the performance of our solver strategy by showing, for the fD = 0.5 case,
the instantaneous number of outer fixed-point/nonlinear iteration (i.e., number of evaluation of the fixed
point map summarized in Alg. 2) as a function of time. As can be seen, the majority of the time-steps
feature a reasonable number of iterations with an average over the entire simulation at approximately 5. A
noticeable exception is in the 1000 ≤ t ≤ 1400 [ps] time interval, where nontrivial structures are evolving
in the simulation (e.g., second shock launched into the system, interaction and merging of the two shocks,
and the subsequent fast evolution of physical structures), leading to occasional spikes in the number of
nonlinear iterations. However, as can be seen from a single pass of binomial smoothing, the times in which
the nonlinear iteration exceeds 10 is rare.
Finally, once again for the fD = 0.5 case, we show the larger ∆t afforded by the NS-MMPDE scheme
(relative to the standard MMPDE) by comparing the instantaneous ∆t as a function of time; refer to Fig.
6.21. As can be seen, the NS-MMPDE scheme permits a generally larger ∆t with less erratic behavior
than the standard MMPDE approach. The erratic behavior of MMPDE is attributed to the periodic jitter
in the grid caused by the traveling shock front, which occasionally causes the grid near the shock front
to evolve rapidly [and consequently a smaller ∆t is taken according to Eq. (5.38)]. In fact, the erratic
grid evolution eventually leads to very small ∆t, rendering the simulation impractical for engineering-scale
simulations. The only stable integration for the classic MMPDE scheme is obtained for a τr = 10 [ps] case,
where the grid evolution time-scale is set to be longer than the dynamical time-scales in the system. Even
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Figure 6.17: Fuel-only compression yield simulation: The temperature (top) of the various plasma species, and the corresponding
ion marginal parallel-velocity distribution function (bottom) for Deuterium (left) and Helium-3 (right).
then, occasional erratic behaviors are seen at around 1725 [ps]. In contrast, the proposed NS-MMPDE
scheme detects regions where the grid is evolving rapidly in the predictor stage and attempts to minimize
it through the optimization procedure, leading to a more robust behavior in the time-integration throughout
the simulation. Thus, the proposed NS-MMPDE scheme greatly relaxes the process of having to empirically
tune the τr.
7. Conclusions and Future Work
We have demonstrated a conservative (mass, energy) phase-space moving-grid strategy in a spherically
imploding system with a variety of boundary conditions - relevant to modeling ICF capsule implosions. The
phase-space grid-adaptivity algorithm leverages the work from Ref. [50] by adapting the velocity-space
grid based on the instantaneous thermal speed and bulk flow of the individual plasma species (i.e., multiple
velocity-space grid). In the configuration space, the grid is evolved based on the MMPDE formalism. To
deal with strong shocks and complex features encountered in implosion problems, we have developed a
nonlinear stabilization strategy for the classic MMPDE algorithm (NS-MMPDE). The approach nonlinearly
stabilizes MMPDE against numerical instabilities that can arise based on a fixed grid relaxation time-scale,
τr. The strategy is based on splitting the grid evolution process in two stages: 1) predict the grid based on
MMPDE; and 2) pass the predicted grid through a nonlinear constrained optimization stage which optimizes
the grid against the predicted value and the volumetric rate change. Our fully implicit solver is based on a
nested Anderson accelerated fixed point iteration strategy that efficiently deals with the nonlinear coupling
between the kinetic ion and fluid electrons. We have demonstrated the capability of the NS-MMPDE strat-
egy (coupled with the previous velocity-space adaptivity capability and the adaptive time-stepping strategy)
to robustly simulate ICF implosion problems including the Guderley/Van-Dyke problem –as far as we are
aware, the first to do so in the literature with a Vlasov-Fokker-Planck approach. We have also demonstrated
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Figure 6.18: Fuel-only compression yield simulation: The Deuterium Knudsen number RT diagram is shown. Here, the Knudsen
number is defined as Kn = vth,Dτe f f ∂r lnnion, where nion = nD + n3he, vth,D =
√
2TD/mD, τe f f =
(
τ−1DD + τ
−1
D3He + τ
−1
De
)−1
, and
τDβ ∝ T
3/2
β /
(
Z2DZ
2
β nβm
1/2
β
)
. As can be seen, the Knudsen number is relatively large near the shock trajectory while at peak
compression, it reduces to below 10−3.
with a realistic Omega implosion experiment the integrated capability of the proposed algorithm in effec-
tively dealing with multi-length and -velocity scale problems. Future work will include the extension of the
proposed capability to: 1) a fully kinetic system (e.g., kinetic electron and Ampère equations) by advancing
the work performed by Ref. [51] to spherical geometry; 2) to multiple spatial dimensions (e.g., 2D3V) in
a general curvilinear coordinate system; 3) couple with radiation transport physics; and 4) couple with a
high-order low-order (HOLO) algorithm [86, 87, 88, 89, 90] to step over the stiff collision time-scales when
dense and cold ablators are included in the simulation. We note that all works have already been performed
and will be documented in follow-on publications.
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Appendix A. Details on the Fluid Electron Model
The friction between the α-ion species and electrons is modeled as:
Fαe =−meneνeα (uα −〈uα〉)+α0meneνeα (ue−〈uα〉)+β0 neνeα∇xTe
∑Nsα νeα
, (A.1)
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where
νeα =
2nee4Λeα
3ε20 m
1/2
e (2piTe)3/2
, (A.2)
is the collision frequency between electrons and the α-ion species
〈uα〉= ∑
Ns
α νeαuα
∑Nsα νeα
, (A.3)
is the collision frequency averaged drift velocity,
α0 =
4
(
16Z2e f f +61
√
2Ze f f +72
)
217Z2e f f +604
√
2Ze f f +288
, (A.4)
β0 =
30Ze f f
(
11Ze f f +15
√
2
)
217Z2e f f +604
√
2Ze f f +288
, (A.5)
and the effective charge is defined as:
Ze f f =−∑
Ns
α q
2
αnα
qene
. (A.6)
The electron heat flux is given as:
Qe = β0neTe (ue−〈uα〉)−κe∇xTe, (A.7)
where the electron-thermal conductivity is given as:
κe =
γ0neTe
me∑Nsα νeα
, (A.8)
with
γ0 =
25Ze f f
(
433Ze f f +180
√
2
)
4
(
217Z2e f f +604
√
2Ze f f +288
) . (A.9)
The generalized Ohm’s law for an electrostatic plasma is given as:
E = ∑
Ns
α Fαe+∇xPe
qene
, (A.10)
and the electron-ion energy exchange as:
Weα =−Fαe ·uα +3νeα memα ne (Te−Tα) . (A.11)
Appendix B. Cartesian-Cartesian to Spherical-Cylindrical Phase-Space Coordinate Transformation
We derive the Vlasov equation in a 1D spherically symmetric configuration space, (r), and a 2V cylin-
drically symmetric velocity space,
(
v||,v⊥
)
, from the 3D3V Cartesian coordinate system. An illustration of
the spherical-cylindrical hybrid coordinate system is illustrated in Fig. B.1. We define a map to transform
from a Cartesian to spherical coordinate system in the configuration space as:
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<latexit sha1_base64="EbcBgoAARQqpj9u9Id/vzY9SAXg=">AAACHnicZZA7TwJB FIVn8AHiC7S0MdJYELJrTKxMiDaWkPBKgJDZ8bJMmFdmZo248RfYau+vsTO2+m9cZY3AnurLOffmzpxAc2ad533h3Nr6xma+sFXc3tnd2y+VDzpWRYZCmyquTC8gFjiT0HbMcehp A0QEHLrB9Pon796BsUzJlptpGAoSSjZmlLjEaj6MShWv5v3qOAt+ChWUqjEq4/zgVtFIgHSUE2v7vqfdMCbGMcrhsTiILGhCpySEfssfxmMlHUi6HPDkvExCJnWUSeMQlABnZon7 h3HyiUBZqHJwDowmGkzVCWJCJi99JqvBAvMFNv+8csQQPWH0ftklwtqZCDKmIG6SmIJMgbj5G5Lq/NWistA5q/lezW+eV+pXaYkFdIRO0Cny0QWqoxvUQG1EEaAn9Ixe8Ct+w+/ 4Yz6aw+nOIVoS/vwGdi2jiQ==</latexit><latexit sha1_base64="EbcBgoAARQqpj9u9Id/vzY9SAXg=">AAACHnicZZA7TwJB FIVn8AHiC7S0MdJYELJrTKxMiDaWkPBKgJDZ8bJMmFdmZo248RfYau+vsTO2+m9cZY3AnurLOffmzpxAc2ad533h3Nr6xma+sFXc3tnd2y+VDzpWRYZCmyquTC8gFjiT0HbMcehp A0QEHLrB9Pon796BsUzJlptpGAoSSjZmlLjEaj6MShWv5v3qOAt+ChWUqjEq4/zgVtFIgHSUE2v7vqfdMCbGMcrhsTiILGhCpySEfssfxmMlHUi6HPDkvExCJnWUSeMQlABnZon7 h3HyiUBZqHJwDowmGkzVCWJCJi99JqvBAvMFNv+8csQQPWH0ftklwtqZCDKmIG6SmIJMgbj5G5Lq/NWistA5q/lezW+eV+pXaYkFdIRO0Cny0QWqoxvUQG1EEaAn9Ixe8Ct+w+/ 4Yz6aw+nOIVoS/vwGdi2jiQ==</latexit><latexit sha1_base64="EbcBgoAARQqpj9u9Id/vzY9SAXg=">AAACHnicZZA7TwJB FIVn8AHiC7S0MdJYELJrTKxMiDaWkPBKgJDZ8bJMmFdmZo248RfYau+vsTO2+m9cZY3AnurLOffmzpxAc2ad533h3Nr6xma+sFXc3tnd2y+VDzpWRYZCmyquTC8gFjiT0HbMcehp A0QEHLrB9Pon796BsUzJlptpGAoSSjZmlLjEaj6MShWv5v3qOAt+ChWUqjEq4/zgVtFIgHSUE2v7vqfdMCbGMcrhsTiILGhCpySEfssfxmMlHUi6HPDkvExCJnWUSeMQlABnZon7 h3HyiUBZqHJwDowmGkzVCWJCJi99JqvBAvMFNv+8csQQPWH0ftklwtqZCDKmIG6SmIJMgbj5G5Lq/NWistA5q/lezW+eV+pXaYkFdIRO0Cny0QWqoxvUQG1EEaAn9Ixe8Ct+w+/ 4Yz6aw+nOIVoS/vwGdi2jiQ==</latexit><latexit sha1_base64="EbcBgoAARQqpj9u9Id/vzY9SAXg=">AAACHnicZZA7TwJB FIVn8AHiC7S0MdJYELJrTKxMiDaWkPBKgJDZ8bJMmFdmZo248RfYau+vsTO2+m9cZY3AnurLOffmzpxAc2ad533h3Nr6xma+sFXc3tnd2y+VDzpWRYZCmyquTC8gFjiT0HbMcehp A0QEHLrB9Pon796BsUzJlptpGAoSSjZmlLjEaj6MShWv5v3qOAt+ChWUqjEq4/zgVtFIgHSUE2v7vqfdMCbGMcrhsTiILGhCpySEfssfxmMlHUi6HPDkvExCJnWUSeMQlABnZon7 h3HyiUBZqHJwDowmGkzVCWJCJi99JqvBAvMFNv+8csQQPWH0ftklwtqZCDKmIG6SmIJMgbj5G5Lq/NWistA5q/lezW+eV+pXaYkFdIRO0Cny0QWqoxvUQG1EEaAn9Ixe8Ct+w+/ 4Yz6aw+nOIVoS/vwGdi2jiQ==</latexit>
v2<latexit sha1_base64="XekthYZS5IdI6f8DZND3+6IwAlk=">AAACM3icZZBLTwIxFIU7+ADxBerODZGNC0JmiIkrE6Ib l5jwSoBMOuUyNLSdpu0QcTL/xa3u/THGnXHrf3CEMfI4qy/ntL23x5OMamPb71Zma3tnN5vby+8fHB4dF4onbR2EikCLBCxQXQ9rYFRAy1DDoCsVYO4x6HiTu9+8MwWlaSCaZiZhwLEv6IgSbBLLLZxF/fkjpUjBMC5FU7cWx26hbFftuUqb4KRQRqkabtH K9ocBCTkIQxjWuufY0gwirAwlDOJ8P9QgMZlgH3pNZxCNAmFAkNWAJTuJJKRChhtp5EPAwahZ4v5hlPzMCzRUGBgDSmIJqmI4Vj4VNw4VFW+J2RKrf14borAcU/K46mKu9Yx7GybHZpyYHE8Am8UOSXXOelGb0K5VHbvqPFyV67dpiTl0ji7QJXLQNaqje 9RALUTQE3pGL+jVerM+rE/ra3E0Y6V3TtGKrO8f0per4w==</latexit><latexit sha1_base64="XekthYZS5IdI6f8DZND3+6IwAlk=">AAACM3icZZBLTwIxFIU7+ADxBerODZGNC0JmiIkrE6Ib l5jwSoBMOuUyNLSdpu0QcTL/xa3u/THGnXHrf3CEMfI4qy/ntL23x5OMamPb71Zma3tnN5vby+8fHB4dF4onbR2EikCLBCxQXQ9rYFRAy1DDoCsVYO4x6HiTu9+8MwWlaSCaZiZhwLEv6IgSbBLLLZxF/fkjpUjBMC5FU7cWx26hbFftuUqb4KRQRqkabtH K9ocBCTkIQxjWuufY0gwirAwlDOJ8P9QgMZlgH3pNZxCNAmFAkNWAJTuJJKRChhtp5EPAwahZ4v5hlPzMCzRUGBgDSmIJqmI4Vj4VNw4VFW+J2RKrf14borAcU/K46mKu9Yx7GybHZpyYHE8Am8UOSXXOelGb0K5VHbvqPFyV67dpiTl0ji7QJXLQNaqje 9RALUTQE3pGL+jVerM+rE/ra3E0Y6V3TtGKrO8f0per4w==</latexit><latexit sha1_base64="XekthYZS5IdI6f8DZND3+6IwAlk=">AAACM3icZZBLTwIxFIU7+ADxBerODZGNC0JmiIkrE6Ib l5jwSoBMOuUyNLSdpu0QcTL/xa3u/THGnXHrf3CEMfI4qy/ntL23x5OMamPb71Zma3tnN5vby+8fHB4dF4onbR2EikCLBCxQXQ9rYFRAy1DDoCsVYO4x6HiTu9+8MwWlaSCaZiZhwLEv6IgSbBLLLZxF/fkjpUjBMC5FU7cWx26hbFftuUqb4KRQRqkabtH K9ocBCTkIQxjWuufY0gwirAwlDOJ8P9QgMZlgH3pNZxCNAmFAkNWAJTuJJKRChhtp5EPAwahZ4v5hlPzMCzRUGBgDSmIJqmI4Vj4VNw4VFW+J2RKrf14borAcU/K46mKu9Yx7GybHZpyYHE8Am8UOSXXOelGb0K5VHbvqPFyV67dpiTl0ji7QJXLQNaqje 9RALUTQE3pGL+jVerM+rE/ra3E0Y6V3TtGKrO8f0per4w==</latexit><latexit sha1_base64="XekthYZS5IdI6f8DZND3+6IwAlk=">AAACM3icZZBLTwIxFIU7+ADxBerODZGNC0JmiIkrE6Ib l5jwSoBMOuUyNLSdpu0QcTL/xa3u/THGnXHrf3CEMfI4qy/ntL23x5OMamPb71Zma3tnN5vby+8fHB4dF4onbR2EikCLBCxQXQ9rYFRAy1DDoCsVYO4x6HiTu9+8MwWlaSCaZiZhwLEv6IgSbBLLLZxF/fkjpUjBMC5FU7cWx26hbFftuUqb4KRQRqkabtH K9ocBCTkIQxjWuufY0gwirAwlDOJ8P9QgMZlgH3pNZxCNAmFAkNWAJTuJJKRChhtp5EPAwahZ4v5hlPzMCzRUGBgDSmIJqmI4Vj4VNw4VFW+J2RKrf14borAcU/K46mKu9Yx7GybHZpyYHE8Am8UOSXXOelGb0K5VHbvqPFyV67dpiTl0ji7QJXLQNaqje 9RALUTQE3pGL+jVerM+rE/ra3E0Y6V3TtGKrO8f0per4w==</latexit>
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<latexit sha1_base64="p74kEEz2qN2INfhgc19j/ngEwHs=">AAACM3icZZBLTwIxFIU7+ADxBerODZGNC0Jm1M SVCdGNS0x4JUAmnXIZGtpO03aIOJn/4lb3/hjjzrj1PzjCGHmc1Zdz2t7b40lGtbHtdyuzsbm1nc3t5Hf39g8OC8Wjlg5CRaBJAhaojoc1MCqgaahh0JEKMPcYtL3x3W/enoDSNBANM5XQ59gXdEgJNonlFk6i3uyRUqRgEJeiiXsZx26hbF ftmUrr4KRQRqnqbtHK9gYBCTkIQxjWuuvY0vQjrAwlDOJ8L9QgMRljH7oNpx8NA2FAkOWAJTuJJKRChmtp5EPAwahp4v5hlPzMCzRUGBgDSmIJqmI4Vj4VNw4VFW+B2QKrf14ZorAcUfK47GKu9ZR7aybHZpSYHI8Bm/kOSXXOalHr0LqoO nbVebgq127TEnPoFJ2hc+Sga1RD96iOmoigJ/SMXtCr9WZ9WJ/W1/xoxkrvHKMlWd8/1FOr5A==</latexit><latexit sha1_base64="p74kEEz2qN2INfhgc19j/ngEwHs=">AAACM3icZZBLTwIxFIU7+ADxBerODZGNC0Jm1M SVCdGNS0x4JUAmnXIZGtpO03aIOJn/4lb3/hjjzrj1PzjCGHmc1Zdz2t7b40lGtbHtdyuzsbm1nc3t5Hf39g8OC8Wjlg5CRaBJAhaojoc1MCqgaahh0JEKMPcYtL3x3W/enoDSNBANM5XQ59gXdEgJNonlFk6i3uyRUqRgEJeiiXsZx26hbF ftmUrr4KRQRqnqbtHK9gYBCTkIQxjWuuvY0vQjrAwlDOJ8L9QgMRljH7oNpx8NA2FAkOWAJTuJJKRChmtp5EPAwahp4v5hlPzMCzRUGBgDSmIJqmI4Vj4VNw4VFW+B2QKrf14ZorAcUfK47GKu9ZR7aybHZpSYHI8Bm/kOSXXOalHr0LqoO nbVebgq127TEnPoFJ2hc+Sga1RD96iOmoigJ/SMXtCr9WZ9WJ/W1/xoxkrvHKMlWd8/1FOr5A==</latexit><latexit sha1_base64="p74kEEz2qN2INfhgc19j/ngEwHs=">AAACM3icZZBLTwIxFIU7+ADxBerODZGNC0Jm1M SVCdGNS0x4JUAmnXIZGtpO03aIOJn/4lb3/hjjzrj1PzjCGHmc1Zdz2t7b40lGtbHtdyuzsbm1nc3t5Hf39g8OC8Wjlg5CRaBJAhaojoc1MCqgaahh0JEKMPcYtL3x3W/enoDSNBANM5XQ59gXdEgJNonlFk6i3uyRUqRgEJeiiXsZx26hbF ftmUrr4KRQRqnqbtHK9gYBCTkIQxjWuuvY0vQjrAwlDOJ8L9QgMRljH7oNpx8NA2FAkOWAJTuJJKRChmtp5EPAwahp4v5hlPzMCzRUGBgDSmIJqmI4Vj4VNw4VFW+B2QKrf14ZorAcUfK47GKu9ZR7aybHZpSYHI8Bm/kOSXXOalHr0LqoO nbVebgq127TEnPoFJ2hc+Sga1RD96iOmoigJ/SMXtCr9WZ9WJ/W1/xoxkrvHKMlWd8/1FOr5A==</latexit><latexit sha1_base64="p74kEEz2qN2INfhgc19j/ngEwHs=">AAACM3icZZBLTwIxFIU7+ADxBerODZGNC0Jm1M SVCdGNS0x4JUAmnXIZGtpO03aIOJn/4lb3/hjjzrj1PzjCGHmc1Zdz2t7b40lGtbHtdyuzsbm1nc3t5Hf39g8OC8Wjlg5CRaBJAhaojoc1MCqgaahh0JEKMPcYtL3x3W/enoDSNBANM5XQ59gXdEgJNonlFk6i3uyRUqRgEJeiiXsZx26hbF ftmUrr4KRQRqnqbtHK9gYBCTkIQxjWuuvY0vQjrAwlDOJ8L9QgMRljH7oNpx8NA2FAkOWAJTuJJKRChmtp5EPAwahp4v5hlPzMCzRUGBgDSmIJqmI4Vj4VNw4VFW+B2QKrf14ZorAcUfK47GKu9ZR7aybHZpSYHI8Bm/kOSXXOalHr0LqoO nbVebgq127TEnPoFJ2hc+Sga1RD96iOmoigJ/SMXtCr9WZ9WJ/W1/xoxkrvHKMlWd8/1FOr5A==</latexit>
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<latexit sha1_base64="FM/gHNZCu7+1Y+FZhuRgs+mrtvc=">AAACOHicZZA7T8MwFIWd8mgprxYmxFL RhaGqEoTEhFTBwlikvqSmqhxzm1q1Hct2Kqoo4tewws4/YWNDrPwCQhtE25zp0zm27/XxJKPa2Pa7ldvY3NrOF3aKu3v7B4el8lFHB6Ei0CYBC1TPwxoYFdA21DDoSQWYewy63uT2N+9OQWkaiJaZSRhw7As6ogSbxBq WTiJ3/kgl8lgIcSVyp0CiaRzHw1LVrttzVbLgpFBFqZrDspV3HwISchCGMKx137GlGURYGUoYxEU31CAxmWAf+i1nEI0CYUCQ1YAli4kkpEKGmTTyIeBg1Cxx/zBKvucFGmoMjAElsQRVMxwrn4prh4qat8RsidU/rw1 RWI4peVx1Mdd6xr2MybEZJybHE8BmsUNSnbNeVBY6F3XHrjv3l9XGTVpiAZ2iM3SOHHSFGugONVEbEfSEntELerXerA/r0/paHM1Z6Z1jtCLr+wfseq6D</latexit><latexit sha1_base64="FM/gHNZCu7+1Y+FZhuRgs+mrtvc=">AAACOHicZZA7T8MwFIWd8mgprxYmxFL RhaGqEoTEhFTBwlikvqSmqhxzm1q1Hct2Kqoo4tewws4/YWNDrPwCQhtE25zp0zm27/XxJKPa2Pa7ldvY3NrOF3aKu3v7B4el8lFHB6Ei0CYBC1TPwxoYFdA21DDoSQWYewy63uT2N+9OQWkaiJaZSRhw7As6ogSbxBq WTiJ3/kgl8lgIcSVyp0CiaRzHw1LVrttzVbLgpFBFqZrDspV3HwISchCGMKx137GlGURYGUoYxEU31CAxmWAf+i1nEI0CYUCQ1YAli4kkpEKGmTTyIeBg1Cxx/zBKvucFGmoMjAElsQRVMxwrn4prh4qat8RsidU/rw1 RWI4peVx1Mdd6xr2MybEZJybHE8BmsUNSnbNeVBY6F3XHrjv3l9XGTVpiAZ2iM3SOHHSFGugONVEbEfSEntELerXerA/r0/paHM1Z6Z1jtCLr+wfseq6D</latexit><latexit sha1_base64="FM/gHNZCu7+1Y+FZhuRgs+mrtvc=">AAACOHicZZA7T8MwFIWd8mgprxYmxFL RhaGqEoTEhFTBwlikvqSmqhxzm1q1Hct2Kqoo4tewws4/YWNDrPwCQhtE25zp0zm27/XxJKPa2Pa7ldvY3NrOF3aKu3v7B4el8lFHB6Ei0CYBC1TPwxoYFdA21DDoSQWYewy63uT2N+9OQWkaiJaZSRhw7As6ogSbxBq WTiJ3/kgl8lgIcSVyp0CiaRzHw1LVrttzVbLgpFBFqZrDspV3HwISchCGMKx137GlGURYGUoYxEU31CAxmWAf+i1nEI0CYUCQ1YAli4kkpEKGmTTyIeBg1Cxx/zBKvucFGmoMjAElsQRVMxwrn4prh4qat8RsidU/rw1 RWI4peVx1Mdd6xr2MybEZJybHE8BmsUNSnbNeVBY6F3XHrjv3l9XGTVpiAZ2iM3SOHHSFGugONVEbEfSEntELerXerA/r0/paHM1Z6Z1jtCLr+wfseq6D</latexit><latexit sha1_base64="FM/gHNZCu7+1Y+FZhuRgs+mrtvc=">AAACOHicZZA7T8MwFIWd8mgprxYmxFL RhaGqEoTEhFTBwlikvqSmqhxzm1q1Hct2Kqoo4tewws4/YWNDrPwCQhtE25zp0zm27/XxJKPa2Pa7ldvY3NrOF3aKu3v7B4el8lFHB6Ei0CYBC1TPwxoYFdA21DDoSQWYewy63uT2N+9OQWkaiJaZSRhw7As6ogSbxBq WTiJ3/kgl8lgIcSVyp0CiaRzHw1LVrttzVbLgpFBFqZrDspV3HwISchCGMKx137GlGURYGUoYxEU31CAxmWAf+i1nEI0CYUCQ1YAli4kkpEKGmTTyIeBg1Cxx/zBKvucFGmoMjAElsQRVMxwrn4prh4qat8RsidU/rw1 RWI4peVx1Mdd6xr2MybEZJybHE8BmsUNSnbNeVBY6F3XHrjv3l9XGTVpiAZ2iM3SOHHSFGugONVEbEfSEntELerXerA/r0/paHM1Z6Z1jtCLr+wfseq6D</latexit>
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<latexit sha1_base64="EbH+9AJFuVLMGH9HKoy3EG8pYzY=">AAACWHicZZBLTxsxFIVvhpbwKk3SJZtRs+kii mYQEuoiEoJNl1QigMREkce5JFb8kn0nEJn5Lf013ZY1/JpOSVAJOavP5/hxfXIrhackeapFGx8+bta3tnd29z7tf240W5feFI5jnxtp3HXOPEqhsU+CJF5bh0zlEq/y6dm//GqGzgujL2hucaDYWItbwRlV1rDxPWQvl8QhlwWWcZgNw 8NDGffibIY8zMqMjwwtFtmdGOGEUXBlpWGjnXSTF8XrkC6hDUudD5u1ejYyvFCoiUvm/U2aWBoE5khwieVOVni0jE/ZGG8u0kG4NZpQ89VAVoPrKhTaFmtpGKNRSG5eua8Yqu/nxmNHIhE6yyy6DinmxkL3UqE7+RuWb9j953ePOGYng t+vukx5P1f5mqkYTSpTsSkyWsxQVZe+L2odLg+7adJNfx61T06XJW7BAXyFb5DCMZzADziHPnD4Bb/hDzzWniOI6tH2YmtUW575AiuKWn8BCQ64bQ==</latexit><latexit sha1_base64="EbH+9AJFuVLMGH9HKoy3EG8pYzY=">AAACWHicZZBLTxsxFIVvhpbwKk3SJZtRs+kii mYQEuoiEoJNl1QigMREkce5JFb8kn0nEJn5Lf013ZY1/JpOSVAJOavP5/hxfXIrhackeapFGx8+bta3tnd29z7tf240W5feFI5jnxtp3HXOPEqhsU+CJF5bh0zlEq/y6dm//GqGzgujL2hucaDYWItbwRlV1rDxPWQvl8QhlwWWcZgNw 8NDGffibIY8zMqMjwwtFtmdGOGEUXBlpWGjnXSTF8XrkC6hDUudD5u1ejYyvFCoiUvm/U2aWBoE5khwieVOVni0jE/ZGG8u0kG4NZpQ89VAVoPrKhTaFmtpGKNRSG5eua8Yqu/nxmNHIhE6yyy6DinmxkL3UqE7+RuWb9j953ePOGYng t+vukx5P1f5mqkYTSpTsSkyWsxQVZe+L2odLg+7adJNfx61T06XJW7BAXyFb5DCMZzADziHPnD4Bb/hDzzWniOI6tH2YmtUW575AiuKWn8BCQ64bQ==</latexit><latexit sha1_base64="EbH+9AJFuVLMGH9HKoy3EG8pYzY=">AAACWHicZZBLTxsxFIVvhpbwKk3SJZtRs+kii mYQEuoiEoJNl1QigMREkce5JFb8kn0nEJn5Lf013ZY1/JpOSVAJOavP5/hxfXIrhackeapFGx8+bta3tnd29z7tf240W5feFI5jnxtp3HXOPEqhsU+CJF5bh0zlEq/y6dm//GqGzgujL2hucaDYWItbwRlV1rDxPWQvl8QhlwWWcZgNw 8NDGffibIY8zMqMjwwtFtmdGOGEUXBlpWGjnXSTF8XrkC6hDUudD5u1ejYyvFCoiUvm/U2aWBoE5khwieVOVni0jE/ZGG8u0kG4NZpQ89VAVoPrKhTaFmtpGKNRSG5eua8Yqu/nxmNHIhE6yyy6DinmxkL3UqE7+RuWb9j953ePOGYng t+vukx5P1f5mqkYTSpTsSkyWsxQVZe+L2odLg+7adJNfx61T06XJW7BAXyFb5DCMZzADziHPnD4Bb/hDzzWniOI6tH2YmtUW575AiuKWn8BCQ64bQ==</latexit><latexit sha1_base64="EbH+9AJFuVLMGH9HKoy3EG8pYzY=">AAACWHicZZBLTxsxFIVvhpbwKk3SJZtRs+kii mYQEuoiEoJNl1QigMREkce5JFb8kn0nEJn5Lf013ZY1/JpOSVAJOavP5/hxfXIrhackeapFGx8+bta3tnd29z7tf240W5feFI5jnxtp3HXOPEqhsU+CJF5bh0zlEq/y6dm//GqGzgujL2hucaDYWItbwRlV1rDxPWQvl8QhlwWWcZgNw 8NDGffibIY8zMqMjwwtFtmdGOGEUXBlpWGjnXSTF8XrkC6hDUudD5u1ejYyvFCoiUvm/U2aWBoE5khwieVOVni0jE/ZGG8u0kG4NZpQ89VAVoPrKhTaFmtpGKNRSG5eua8Yqu/nxmNHIhE6yyy6DinmxkL3UqE7+RuWb9j953ePOGYng t+vukx5P1f5mqkYTSpTsSkyWsxQVZe+L2odLg+7adJNfx61T06XJW7BAXyFb5DCMZzADziHPnD4Bb/hDzzWniOI6tH2YmtUW575AiuKWn8BCQ64bQ==</latexit>
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Figure B.1: Illustration of spherical-cylindrical hybrid phase-space coordinate system.
r =
√
x2+ y2+ z2, (B.1)
θ = cos−1
(
z√
x2+ y2+ z2
)
, (B.2)
φ = tan−1
(y
x
)
. (B.3)
Thus, we also obtain,
r = xx̂+ yŷ+ zẑ = r (sinθ cosφ x̂+ sinθ sinφ ŷ+ cosθ ẑ) .
Similarly for the velocity, we first define a map from Cartesian to spherical coordinate system as:
v =
√
v2x + v2y + v2z , (B.4)
φv = tan−1
(
v3
v2
)
, (B.5)
θv = cos−1
(v1
v
)
, (B.6)
where
v1 = v · r̂, (B.7)
v2 = v · θ̂ , (B.8)
v3 = v · φ̂ . (B.9)
Thus we obtain,
v = v1r̂+ v2θ̂ + v3φ̂ = v
(
cosθvr̂+ sinθv cosφvθ̂ + sinθv sinφvφ̂
)
. (B.10)
The map to cylindrical velocity coordinate is then,
v|| = v · r̂, (B.11)
v⊥ =
√
v2− v2|| = vsinθv, (B.12)
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where v|| represents the velocity component parallel to the radial (configuration space) axis and v⊥ represents
the perpendicular velocity component. Note, the hat here denotes a unit basis vector (i.e., r̂ = ∂rr/ |∂rr| ≡
r/|r|, θˆ = ∂rθ/ |∂rθ |, and φˆ = ∂rφ/ |∂rφ |) and {v1,v2,v3} are components of the orthogonal velocity basis
vector aligned with the orthogonal unit vectors of the spherical coordinate system (i.e., v̂1× r̂ = v̂2× θ̂ =
v̂3× φ̂ = 0). With this, the v|| component of the velocity acts as the traditional z (axial) component in
cylindrical coordinate system, v⊥ acts as the ρ (radial) component, and φv as the azimuthal angle in the
plane of v2 and v3.
The Vlasov equation is given as:
∂t f +∇x · (v f )+∇v · (a f ) = 0, (B.13)
which can be rewritten as:
∇T ·
(
T˙ f
)
= 0. (B.14)
Here, T = {t,x,y,z,vx,vy,vz} is the coordinate vector, T˙ ≡ {1,vx,vy,vz,ax,ay,az} is the advection velocity
in a Cartesian system, and ∇T =
{
∂t ,∂x,∂y,∂z,∂vx ,∂vy ,∂vz
}
. We define the transformed coordinate vector,
τ =
{
t,r,θ ,φ ,v||,v⊥,φv
}
, the respective advection velocity, τ˙ =
{
1, r˙, θ˙ , φ˙ , v˙||, v˙⊥, φ˙v
}
, and the basis vectors,
gi = ∂r∂τ i and g
i = ∂τ
i
∂r . Here the superscript (subscript) denotes contravariant (covariant) components and i
denotes the components of the new coordinate system,
{
t,r,θ ,φ ,v||,v⊥,φv
}
.
We begin by rewriting ∇T ·
(
T˙ f
)
as:
∇T ·
(
T˙ f
)
= gi · ∂
∂τ i
(
τ˙ jg j f
)
, (B.15)
where
T˙ = τ˙ jg j. (B.16)
We use the chain rule to obtain:
gi · ∂
∂τ i
(
τ˙ jg j f
)
= gi ·
[
∂
(
τ˙ j f
)
∂τ i
g j + τ˙ j f
∂g j
∂τ i
]
. (B.17)
We introduce the Cristoffel symbol of second kind,
Γkji =
∂g j
∂τ i
·gk (B.18)
to rewrite Eq. B.17 as:
gi ·
[
∂
(
τ˙ j f
)
∂τ i
g j + τ˙ j f
∂g j
∂τ i
]
= gi ·
[
∂
(
τ˙ j f
)
∂τ i
g j + τ˙ j fΓkjigk
]
. (B.19)
Finally, by using the identities,
gi ·g j = δ ij, (B.20)
Γkjiδ
i
k = Γ
k
jk =
1
J
∂J
∂τ j
, (B.21)
and the chain rule, one obtains:
∇T ·
(
T˙ f
)
=
1
J
∂
∂τ i
(
Jτ˙ i f
)
= 0. (B.22)
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Here, δ ij is the Kronecker delta function (δ ij = 1 if i = j and 0 otherwise), and J is the Jacobian of the
transformation, defined as:
J =
(
det
↔
g
i j
)−1/2
, (B.23)
where
↔
g
i j
is the contravariant metric tensor, with the components given as gi j = gi · g j. Note that, for our
specific coordinate system, J = v⊥r2sinθ .
We proceed by expressing the components of advection velocity in the transformed coordinate as:
τ˙ i = T˙ ·g j = τ˙ igi ·g j = ∂τ
i
∂ t
+v · ∂τ
i
∂r
+a · ∂τ
i
∂v
. (B.24)
The advection velocity (derivation provided in Appendix B.1) is then given as:
τ˙ i =

1
v||
v⊥
r cosφv
v⊥
r
sinφv
sinθ
v2⊥
r +a ·
∂v||
∂v
− v||v⊥r +a · ∂v⊥∂v
− v⊥r sinφvtanθ +a · ∂φv∂v

; (B.25)
and from the electrostatic approximation and spherical symmetry, only the radial component of the electric
field will exist, E = E||r̂. Thus,
a · ∂v||
∂v
=
q
m
E||, a ·
∂v⊥
∂v
= 0, a · ∂φv
∂v
= 0, (B.26)
yielding:
∂
∂ξ i
(
Jτ˙ i f
)
= ∂t (J f )+∂r
(
Jv|| f
)
+∂θ
(
J
v⊥
r
cosφv f
)
︸ ︷︷ ︸
a©
+∂φ
(
J
v⊥
r
sinφv
sinθ
f
)
︸ ︷︷ ︸
b©
+
∂v||
(
J
[
v2⊥
r
+
q
m
E||
]
f
)
+∂v⊥
(
J
[
−v||v⊥
r
]
f
)
+∂φv
(
J
[
−v⊥
r
sinφv
tanθ
])
︸ ︷︷ ︸
c©
= 0. (B.27)
Due to spherical symmetry in configuration space and azimuthal symmetry in velocity space (e.g., ∂ f∂θ =
∂ f
∂φ =
∂ f
∂φv = 0), it is easily shown that terms a©, b©, and c© vanish together. By re-defining the Jacobian,
J← JSv⊥ = v⊥r2, one obtains:
∂t (JSv⊥ f )+∂r
(
JSv⊥v|| f
)
+
q
m
E||∂v|| (JSv⊥ f )+
1
r
∂v · (JSv⊥ a˜) = 0, (B.28)
where ∂v ·A =
[
∂v||A||,∂v⊥A⊥
]T
, is the divergence operator acting on a vector A =
[
A||,A⊥
]T , and a˜ =[
v2⊥,−v||v⊥
]T is the acceleration vector associated with the inertial term due to the coordinate transforma-
tion. Further, by dividing Eq. (B.28) by v⊥ and redefining the Jacobian as JSv⊥ ← JS = r2, we obtain:
∂t (JS f )+∂r
(
JSv|| f
)
+
q
m
E||∂v|| (JS f )+
1
r
∂v · (JSa˜) = 0, (B.29)
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where ∂v ·A=
[
∂v||A||,v
−1
⊥ ∂v⊥ (v⊥A⊥)
]T
, is the modified divergence operator acting on a vector A=
[
A||,A⊥
]T
.
Appendix B.1. Evaluation of the advection velocity in the transformed coordinate system
The contravariant component of the advection velocity is derived for individual components,
{
t˙, r˙, θ˙ , φ˙ , v˙||, v˙⊥, φ˙v
}
.
The t˙ component is trivially evaluated to unity, as t depends neither on space nor velocity.
The r˙ is also trivially evaluated as:
r˙ = v · ∂ r
∂r
= v · r̂ = v||. (B.30)
The θ˙ is evaluated starting from:
v · ∂θ
∂r
= v · θ̂ |∂rθ | . (B.31)
Here,
v · θ̂ = v
(
cosθvr̂+ sinθv cosφvθ̂ + sinθv sinφvφ̂
)
· θ̂ = vsinθv cosφv = v⊥ cosφv, (B.32)
and ∣∣∣∣∂θ∂r
∣∣∣∣= 1r . (B.33)
Thus, putting the two terms together, we obtain
θ˙ = v · ∂θ
∂r
=
v⊥cosφv
r
. (B.34)
The φ˙ is evaluated similarly from,
φ˙ = v · ∂φ
∂r
= v · φˆ |∂rφ | . (B.35)
Here,
v · φ̂ = v
(
cosθvr̂+ sinθv cosφvθ̂ + sinθv sinφvφ̂
)
· φ̂ = vsinθv sinφv = v⊥ sinφv, (B.36)
and ∣∣∣∣∂φ∂r
∣∣∣∣= 1r sinθ . (B.37)
Thus, putting the two terms together, we obtain
φ˙ =
v⊥
r
sinφv
sinθ
. (B.38)
The v˙|| is evaluated from,
v˙|| = v ·
∂v||
∂r
+a · ∂v||
∂v
. (B.39)
Since v|| = v · r̂ = v · r√x2+y2+z2 ,
v · ∂v||
∂r
= v · ∂
∂r
(
v · r
r
)
= v ·
{
v ·
[
r2
↔
I −r⊗ r
r3
]}
. (B.40)
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With r = {x,y,z}, r =
√
x2+ y2+ z2, and completing the square, we obtain
v ·
{
v ·
[
r2
↔
I −r⊗ r
r3
]}
=
v2− (v · r̂)2
r
=
v2− v2||
r
. (B.41)
Since v2⊥ = v
2− v2||,
v˙|| =
v2⊥
r
+a · ∂v||
∂v
. (B.42)
The v˙⊥ is evaluated from,
v˙ = v · ∂v⊥
∂r
+a · ∂v⊥
∂v
. (B.43)
Since v⊥ =
√
v2− v2||,
v · ∂v⊥
∂r
= v · ∂
∂r
√
v2− v2|| = v ·
− v||∂rv||√
v2− v2||
=− v||
v⊥
v ·
{
v ·
[
r2
↔
I −r⊗ r
r3
]}
. (B.44)
Thus,
− v||
v⊥
v ·
{
v ·
[
r2
↔
I −r⊗ r
r3
]}
=−v||v⊥
r
(B.45)
and finally
v˙⊥ =−
v||v⊥
r
+a · ∂v⊥
∂v
. (B.46)
The φ˙v is obtained from:
φ˙v = v · ∂φv∂r +a ·
∂φv
∂v
, (B.47)
where given φv = tan−1 (v3/v2) , we obtain
∂φv
∂r
=
1
v22+ v
2
3
(
v2
∂v3
∂r
− v3 ∂v2∂r
)
. (B.48)
From,
v2 = v · θ̂ , and v3 = v · φ̂ , (B.49)
∂v2
∂r
= v · ∂ θ̂
∂r
, and
∂v3
∂r
= v · ∂ φ̂
∂r
, (B.50)
and
v = (v1 sinθ cosφ + v2 cosθ cosφ − v3 sinφ) x̂
+(v1 sinθ sinφ + v2 cosθ sinφ + v3 cosφ) ŷ
+(v1 cosθ − v2 sinθ) ẑ, (B.51)
one can show,
v · ∂ θ̂
∂r
=− 1
r sinθ
[(
v2 cosφ sin2 θ + v3 cosθ sinφ
)
x̂+
+
(
−v3 cosθ cosφ + v2 cos2 θ sinφ + 12v2
(
1+ sin2 θ sinφ
))
ŷ+ v2 sin2 θ cosθ ẑ
]
(B.52)
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and
v · ∂ φ̂
∂r
=− v3
r sinθ
(cosφ x̂+ sinφ ŷ) . (B.53)
We can then trivially obtain:
v ·
[
v · ∂ φ̂
∂r
]
=−1
r
[
v3v1+
v3v2
tanθ
]
, and v ·
[
v · ∂ θ̂
∂r
]
=−1
r
[
v2v1− v
2
3
tanθ
]
. (B.54)
Assembling the terms,
v · ∂φv
∂r
=
1
v22+ v
2
3
[
v2v ·v · ∂ φ̂∂r − v3v ·v ·
∂ θ̂
∂r
]
=− 1
r
(
v22+ v
2
3
) [v2(v3v1+ v3v2tanθ )− v3
(
v2v1− v
2
3
tanθ
)]
=−v3
r
1
tanθ
. (B.55)
Finally, since v3 = v⊥ sinφv,
φ˙v =−v⊥r
sinφv
tanθ
+a · ∂φv
∂v
. (B.56)
Appendix C. Physical to Logical Phase-Space Coordinate Transformation
Starting from our 1D-2V spherically symmetric in configuration space and azimuthally symmetric cylin-
drical velocity-space coordinate system, T =
{
t,r,v||,v⊥
}
, we transform our Vlasov equation, Eq. (B.28),
∂t (JSv⊥ f )+∂r
(
JSv⊥v|| f
)
+
q
m
E||∂v|| (JSv⊥ f )+
1
r
∂v · (JSv⊥ a˜ f ) = 0, (C.1)
(where a˜ =
[
v2⊥,−v||v⊥
]T is the acceleration vector associated with the inertial term due to the coordinate
transformation) to logical in configuration and normalized in velocity coordinate system, τ =
{
t,ξ , v˜||, v˜⊥
}
.
We begin by rewriting the equation as:
∇T ·
(
T˙ f¯
)≡ ∂t ( f¯ )+∂r (v|| f¯ )+∂v||

[
q
m
E||+
v2⊥
r
]
︸ ︷︷ ︸
a¯||
f¯
+∂v⊥
−v||v⊥r︸ ︷︷ ︸
a¯⊥
f¯
= 0, (C.2)
where f¯ = JSv⊥ f and T˙ =
{
1,v||, a¯||, a¯⊥
}
. From steps similar to those in Appendix B, we obtain:
∇T ·
(
T˙ f¯
)
=
1
Jξ v̂
∂
∂τ i
(
Jξ v̂τ˙ i f¯
)
= 0, (C.3)
where, Jξ v̂ =
∂ r
∂ξ v
∗2 is the Jacobian of transformation for our system. By multiplying by Jξ v̂, we obtain:
∂
∂τ i
(
Jξ v̂τ˙ i f¯
)
= 0. (C.4)
The advection velocity in the transformed coordinate system is given by:
τ˙ i = T˙ ·gi = ∂τ
i
∂ t
+ v||
∂τ i
∂ r
+ a¯||
∂τ i
∂v||
+ a¯⊥
∂τ i
∂v⊥
, (C.5)
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and the components are given as:
τ˙ =

1
∂ξ
∂ t + v||
∂ξ
∂ r
∂ v˜||
∂ t + v||
∂ v˜||
∂ r + a¯||
∂ v˜||
∂v||
∂ v˜⊥
∂ t + v||
∂ v˜⊥
∂ r + a¯⊥
∂ v˜⊥
∂v⊥
 . (C.6)
We derive the expression for each terms individually, beginning with the temporal derivatives. Recall
that
∂
∂ t
≡
(
∂
∂ t
)
r,v||,v⊥
(C.7)
and that (
∂τ i6=t
∂ t
)
T j 6=t
=−
(
∂T
∂ t
)
τk 6=t
·gi6=t . (C.8)
We obtain,

(∂tt)r,v||,v⊥
(∂tξ )r,v||,v⊥(
∂t v˜||
)
r,v||,v⊥
(∂t v˜⊥)r,v||,v⊥
=

1
−
(
∂ r
∂ t
)
τ k 6=t
(
∂ r
∂ξ
)−1
τ k 6=ξ
−
[(
∂v||
∂ t
)
τ k 6=t
−
(
∂ r
∂ t
)
τ k 6=t
(
∂ r
∂ξ
)−1
τ k 6=ξ
(
∂v||
∂ξ
)
τ k 6=ξ
](
∂v||
∂ v˜||
)−1
τ k 6=v˜||
−
[(
∂v⊥
∂ t
)
τ k 6=t
−
(
∂ r
∂ t
)
τ k 6=t
(
∂ r
∂ξ
)−1
τ k 6=ξ
(
∂v⊥
∂ξ
)
τ k 6=ξ
](
∂v⊥
∂ v˜⊥
)−1
τ k 6=v˜⊥

. (C.9)
Here, recall that
v|| = v˜||v∗+u∗|| and v⊥ = v˜⊥v
∗, (C.10)
therefore (∂v||
∂ t
)
τ k 6=t
= v˜||
∂v∗
∂ t
+
∂u∗
∂ t
, (C.11)(
∂v⊥
∂ t
)
τ k 6=t
= v˜⊥
∂v∗
∂ t
, (C.12)(∂v||
∂ v˜||
)
τ k 6=v˜||
=
(
∂v⊥
∂ v˜⊥
)
τ k 6=v˜⊥
= v∗. (C.13)
The rest of the terms are trivially evaluated as:
v||
∂ξ
∂ r
= v∗
(
v˜||+ û∗||
) ∂ξ
∂ r
, (C.14)
∂ v˜||
∂ r
=
∂ v˜||
∂v∗
∂v∗
∂ξ
∂ξ
∂ r
+
∂ v˜||
∂u∗||
∂u∗||
∂ξ
∂ξ
∂ r
, (C.15)
∂ v˜⊥
∂ r
=
∂ v˜||
∂v∗
∂v∗
∂ξ
∂ξ
∂ r
, (C.16)
∂ v˜||
∂v||
=
1
v∗
, and
∂ v˜⊥
∂v⊥
=
1
v∗
, (C.17)
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∂ v˜||
∂v∗
=−
v||−u∗||
v∗2
=−
v˜||− û∗||
v∗
,
∂ v˜||
∂u∗||
=
1
v∗
, (C.18)
and
∂ v˜⊥
∂v∗
=− v⊥
v∗2
=− v̂⊥
v∗
. (C.19)
Since f¯ = JSv⊥ f , f˜ = v
∗3 f , by defining JSv˜⊥ = r
2v˜⊥, Jξ = ∂ r∂ξ ; and noting that v˜
∂v∗
∂ t +
∂u∗
∂ t =
∂
∂ t
(
v∗v˜+u∗e||
)
=
∂v
∂ t , v˜
∂v∗
∂ξ +
∂u∗
∂ξ =
∂
∂ξ
(
v∗v˜+u∗e||
)
= ∂v∂ t , where e|| is the unit vector in the parallel-velocity direction; v|| =
v∗v˜||+u∗||, v⊥= v
∗v˜⊥; and substituting the above results into the Eq. C.3, the following transformed equation
for f˜ (ξ , v˜, t) is obtained:
∂
(
JSv˜⊥Jξ f˜
)
∂ t
+
∂
∂ξ
[
JSv˜⊥
(
v||−∂tr
)
f˜
]
− 1
v∗
∂
∂ v˜
·
[
∂v
∂ t
JSv˜⊥Jξ f˜
]
− 1
v∗
∂
∂ v˜
·
[
∂v
∂ξ
(
v||−∂tr
)
JSv˜⊥ f˜
]
+
1
v∗
∂
∂ v˜||
( q
m
E||JSv˜⊥Jξ f˜
)
− 1
v∗
∂
∂ v˜
·
[
JSv˜⊥Jξ a˜
r
f˜
]
. (C.20)
Finally by defining J˙r3 =
1
3
∂ r3
∂ t = JS
∂ r
∂ t , JSξ = JSJξ , and dividing by v˜⊥, we obtain:
∂
(
JSξ f˜
)
∂ t
+
∂
∂ξ
[(
JSv||− J˙r3
)
f˜
]
− 1
v∗
∂
∂ v˜
·
[
∂v
∂ t
JSξ f˜
]
− 1
v∗
∂
∂ v˜
·
[
∂v
∂ξ
(
JSv||− J˙r3
)
f˜α
]
+
1
v∗
∂
∂ v˜||
(
JSξ
q
m
E|| f˜
)
+
1
v∗
∂
∂ v˜
·
[
JSξ a˜
r
f˜
]
= 0. (C.21)
Here, ∂v˜ ·A =
[
∂v˜||
(
Av||
)
, v˜−1⊥ ∂v˜⊥ (v˜⊥Av⊥)
]T
is the velocity-space divergence operator acting on a vector
A =
[
Av|| ,Av⊥
]T
.
Appendix D. Vlasov Conservation Symmetries for the Transformed Coordinate System
Following similar procedures outlined in Ref. [50], we derive the conservation symmetries for the
Vlasov equation in a 1D spherically symmetric configuration space and 2V cylindrically symmetric velocity-
space coordinate system. We note that the conservation properties associated with the temporal and spatial
variation of velocity-space metrics, as well as the inertial terms introduced by the spherical configuration
space transformation can all be shown independently. We begin by developing discretization for exact mass,
linear momentum, and energy conservation in a spatially homogeneous system (0D), and then a spatially
inhomogeneous case (1D) in a periodic spatial domain without any background field (conservation with the
electric field can be shown separately, as demonstrated in Ref. [47]).
Appendix D.0.1. Temporal variation of v∗ and û∗||
For simplicity, we drop the subscript denoting ion species. By consider only the terms associated with
the temporally varying velocity-space metrics in Eq. (3.4), we obtain the following simplified form of the
Vlasov equation:
∂t
(
Jr2ξ f˜
)
− Jr2ξ
v∗
∂
∂ v˜
·
(
f˜∂tv
)
= 0, (D.1)
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where ∂tv = ∂t
[
v∗
(
v˜+ û∗||e||
)]
. In the continuum, mass conservation is defined as:
∫ 1
0
dξ
〈
m,∂t
(
Jr2ξ f˜
)〉
v˜
= 0. (D.2)
This can be shown trivially due to the divergence form of the inertial terms.
Momentum and energy conservation is defined by following Ref. [50] and using the chain rule and
taking the
〈
mv||,(·)
〉
v˜ moment of Eq. (D.1) as:
〈
1,m
∂t
(
v||Jr2ξ f˜
)
−
[
Jr2ξ f˜∂tv||+
Jr2ξ v||
v∗
∂
∂ v˜
·
(
∂tv f˜
)]
︸ ︷︷ ︸
a©

〉
v˜
= 0,
and
〈
1,m

∂t
(
v2
2
Jr2ξ f˜
)
−
[
Jr2ξ f˜∂t
v2
2
+
Jr2ξ v2
2v∗
∂
∂ v˜
·
(
f˜∂tv
)]
︸ ︷︷ ︸
b©

〉
v˜
= 0.
It can be shown by using integration by parts that, 〈m, a©〉v˜ = 0 and 〈m, b©〉v˜ = 0, and the key is to ensure
these symmetries discretely. These symmetries are ensure by multiplying the inertial term by a velocity-
space dependent function, γt (v), such that, at a time-step p,
〈
v(p)||,i ,δv˜ ·
γ(p+1)t,i J(p+1)t,i︸ ︷︷ ︸
c©
〉
δ v˜
−
[〈
v(p)||,i ,δt
(
Jr2ξ f˜
)(p+1)
i
〉
δ v˜
−
〈
1,δt
(
v||Jr2ξ f˜
)(p+1)
i
〉
δ v˜
]
= 0 (D.3)
and 〈[
v(p)i
]2
2
,δv˜ ·
(
γ(p+1)t,i J
(p+1)
t,i
)〉
δ v˜
−〈
[
v(p)i
]2
2
,δt
(
Jr2ξ f˜
)(p+1)
i
〉
δ v˜
−
〈
1,δt
(
v2
2
Jr2ξ f˜
)(p+1)
i
〉
δ v˜
= 0. (D.4)
Here, i is the spatial cell index (velocity-space indices are dropped for brevity), δv˜· is the discrete velocity-
space divergence operator, δt is the discrete temporal derivative, γt (v˜) = 1+O
(
∆βv ,∆ζt
)
is the discrete-
nonlinear-constraint function [47], where β and ζ are the velocity-space and temporal discretization trun-
cation order, the term c© is the discrete flux for the inertial term in Eq. 5.4 , due to the temporal variation of
the velocity-space transformation metrics [details shown in Eqs. (E.4)-(E.7)], and
v(p)i = v
∗,(p)
i
[
v˜+ û∗,(p)|| e||
]
,
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δtv
(p+1)
i =
c(p+1)v(p)i + c
(p)v(p−1)i + c
(p−1)v(p−2)i
∆t(p)
,
δt
(
JSξ f˜
)(p+1)
i
=
c(p+1)J(p+1)Sξ ,i f˜
(p+1)
i + c
(p)J(p)Sξ ,i f˜
(p)
i + c
(p−1)J(p−1)Sξ ,i f˜
(p−1)
i
∆t(p)
,
δt
(
v||JSξ f˜
)(p+1)
i
=
c(p+1)v(p)||,i J
(p+1)
Sξ ,i f˜
(p+1)
i + c
(p)v(p−1)||,i J
(p)
Sξ ,i f˜
(p)
i + c
(p−1)v(p−2)||,i J
(p−1)
Sξ ,i f˜
(p−1)
i
∆t(p)
,
δt
(
v2
2
JSξ f˜
)(p+1)
i
=
c(p+1)
[
v(p)i
]2
J(p+1)Sξ ,i f˜
(p+1)
i + c
(p)
[
v(p−1)i
]2
J(p)Sξ ,i f˜
(p)
i + c
(p−1)
[
v(p−2)i
]2
J(p−1)Sξ ,i f˜
(p−1)
i
2∆t(p)
.
To evaluate γt , we follow Refs. [47, 50] and begin by assuming a velocity space dependent local (in config-
uration space) functional representation:
γt
(
v˜||, v˜⊥
)
= 1+
P
∑
l=0
ClBl
(
v˜||, v˜⊥
)
, (D.5)
where
P
∑
l=0
ClBl
(
v˜||, v˜⊥
)
=
P||
∑
r=0
P⊥
∑
s=0
CrsB||,r
(
v˜||
)
B⊥,s (v˜⊥) ,
B||,r is a rth representation in the parallel velocity component, B⊥,s is a similar quantity in the perpendicular
velocity component, and Crs is the coefficient corresponding to the respective functions. In this study, we
chose a Fourier representation where:
B||,r =

1 if r = 0
sin
[
rk||
(
v˜||+ û∗||−u||/v∗
)]
if mod(r,2) = 0
cos
[
(r−1)k||
(
v˜||+ û∗||−u||/v∗
)]
if mod(r,2) = 1
, B⊥,s =

1 if s = 0
sin [sk⊥v˜⊥] if mod(s,2) = 0
cos [(s−1)k⊥v˜⊥] if mod(s,2) = 1
,
and k|| = 2pi/L||, k⊥ = 2pi/L˜⊥ are the wave vectors. We also choose r = s = (0,1,2). The coefficients, Cl ,
are obtained by minimizing their amplitude while satisfying the discrete symmetry constraints as given by
Eqs. (D.3) and (D.4). This is done by solving a constrained-minimization problem for the following cost
function:
F (C,λ ) =
1
2
P
∑
l=0
C2l −λ T ·M. (D.6)
Here, C = [C1,C2, · · · ,CP]T , λ is a vector of Lagrange multipliers and M is the vector of constraints [Eqs.
(D.3) and (D.4)]; and C is obtained from the linear system:[
∂CF
∂λF
]
= 0. (D.7)
We note that, similarly to previous studies employing discrete nonlinear constraints [56, 89, 43, 44, 47],
since γt is an implicit function of the solution, for nonlinearly implicit system such as ours the quality of
discrete conservation properties depends on the prescribed nonlinear convergence tolerance of our solver (as
demonstrated in Sec. 6.1).
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Appendix D.0.2. Spatial variation of v∗ and û∗||
Similarly to the temporal variation, conservation symmetries for the case of spatial variation of the
velocity-space metrics can be shown independently. Consider only the spatial gradient terms in the Vlasov
equation, Eq. (3.4), to obtain the following expression:
∂ξ
(
v||,e f f f˜
)
v˜,t
− 1
v∗
∂
∂ v˜
·
(
∂ξv
∣∣
v˜,t v||,e f f f˜
)
. (D.8)
Here, v||,e f f = JSv∗
(
v˜||+ û∗||
)
− J˙r3 and ∂ξv
∣∣
v˜,t = ∂ξ
[
v∗
(
v+ û∗||e||
)]
, and the mass conservation theorem is
revealed by taking the mv0 moment, assuming a periodic boundary condition, and integrating in ξ to find∫ 1
0
〈
1,∂ξ
(
mv||,e f f f˜
)〉
v˜
dξ = 0. (D.9)
Note that the inertial term is in a divergence form in the velocity space, and therefore its mv0 moment
trivially vanishes both in the continuum and discretely.
In the transformed coordinate, the momentum and energy conservations are defined as:
∫ 1
0
dξ

〈
v||,∂ξ
(
v||,e f f f˜
)
v˜,t
〉
v˜
−
〈
v||,
∂
∂ v˜
·
(
∂ξv
∣∣
v˜,t
v∗
v||,e f f f˜
)
ξ ,t
〉
v˜
= 0. (D.10)
and ∫ 1
0
dξ
{〈
v2
2
,∂ξ
(
v||,e f f f˜
)
v˜,t
〉
v˜
−
〈
v2
2
,
1
v∗
∂
∂ v˜
·
(
∂ξv
∣∣
v˜,t v||,e f f f˜
)
v˜,t
〉
v˜
}
= 0. (D.11)
These symmetries are ensured in the discrete by modifying the inertial term by a velocity-space dependent
function, γr (v˜), such that the following relationships are satisfied:
Nξ
∑
i=1
∆ξ
{〈
v(p)||,i ,δξ (Fr +Fr˙)
(p+1)
i
〉
δ v˜
−
〈
v(p)||,i ,
1
2
δv˜ ·
γ(p+1)r,i+1/2 J−,(p+1)r︸ ︷︷ ︸
a©
+γ(p+1)r,i−1/2 J
+,(p+1)
r︸ ︷︷ ︸
b©

i
〉
δ v˜
= 0 (D.12)
and
Nξ
∑
i=1
∆ξ

〈[
v(p)i
]2
2
,δξ (Fr +Fr˙)
(p+1)
i
〉
δ v˜
−
〈[
v(p)i
]2
2
,
1
2
δv˜ ·
(
γ(p+1)r,i+1/2J
−,(p+1)
r + γ
(p+1)
r,i−1/2J
+,(p+1)
r
)
i
〉
δ v˜
= 0. (D.13)
Here, v(p)i = v
∗,(p)
i
[
v˜+ û∗,(p)||,i e||
]
, γx (v˜) = 1+O
(
∆βv ,∆ηx
)
is the spatial discrete-nonlinear-constraint func-
tion, with the functional form defined similarly to γt [Eq. (D.5)], and terms a© and b© are the discrete fluxes
for the inertial term in Eq. (5.4) [details shown in Eqs. (E.8)-(E.15)]. Performing a discrete integration
by parts (i.e., telescoping the summation) on Eqs. (D.12) and (D.13), we obtain the following constraints
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that relate γr,i+1/2, the discrete configuration-space flux, and the velocity-space inertial terms for momentum
conservation: 〈
v(p)||,i − v
(p)
||,i+1,(Fr−Fr˙)
(p+1)
i+1/2
〉
δ v˜
−∆ξ
2
[〈
v(p)||,i ,δv˜ ·
(
γ(p+1)r,i+1/2J
−,(p+1)
r
)
i
〉
δ v˜
+
〈
v(p)||,i+1,δv˜ ·
(
γ(p+1)r,i+1/2J
+,(p+1)
r
)
i+1
〉
δ v˜
]
= 0, (D.14)
and for energy conservation:
〈[
v(p)i
]2
2
−
[
v(p)i+1
]2
2
,(Fr−Fr˙)(p+1)i+1/2
〉
δ v˜
−∆ξ
2
〈
[
v(p)i
]2
2
,δv˜ ·
(
γ(p+1)r,i+1/2J
−,(p+1)
r
)
i
〉
δ v˜
+
〈[
v(p)i+1
]2
2
,δv˜ ·
(
γ(p+1)r,i+1/2J
+,(p+1)
r
)
i+1
〉
δ v˜
= 0. (D.15)
The vector of coefficients, C, for γr,i+1/2 is evaluated by solving a constrained minimization problem as in
Eq. (D.7) with the vector of vanishing constraints, M, being Eqs. (D.14) and (D.15). We end by noting
that, at boundaries we set γr,i+1/2 = 1 (and ∂ξ v∗ = ∂ξ û|| = ∂ξv = 0) as the boundary condition violates the
continuum conservation principle.
Appendix D.0.3. Spherical inertial term
Consider the inertial term due to the transformation from Cartesian to spherical geometry:
v∗
−1
r−1∂v˜ · (JSa˜ f ) .
The mass conservation is trivially ensured due to the divergence form of the operator while conservation
of linear momentum is automatically satisfied via spherical symmetry. The energy conservation theorem is
shown by,
r−1v∗
−1
〈
v2
2
∂v˜ · (JSa˜ f )
〉
v
=−JSr−1v∗−1
〈v||,v2⊥ f˜〉v˜︸ ︷︷ ︸
a©
−
〈
v⊥,v||v⊥ f˜
〉
v˜︸ ︷︷ ︸
b©
= 0. (D.16)
In the discrete, we ensure the cancellation between terms a© and b© by modifying the parallel-velocity
component of spherical geometry inertial term by a constant, γS, such that:〈[
v(p)i
]2
2
,γS,iδv˜||
(
J(p+1)S,||
)
i
+ v˜−1⊥ δv˜⊥
(
v˜⊥J
(p+1)
S,⊥
)
i
〉
δ v˜
= 0. (D.17)
Here, a© and b© are the discrete fluxes for inertial term in Eq. (5.4) [details shown in Eqs. (E.16) and (E.17)],
and γS is trivially evaluated as:
γS,i =−
〈 [
v(p)i
]2
2 ,δv˜⊥
(
J(p+1)S,⊥
)
i
〉
δ v˜〈 [
v(p)i
]2
2 ,δv˜||
(
J(p+1)S,||
)
i
〉
δ v˜
. (D.18)
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Appendix E. Discretization of the Vlasov Equation Phase-Space Fluxes
The individual terms in Eq. (5.4) are elaborated. The term a© corresponds to the discrete representation
of the spatial streaming term, with
F(p+1)r,α,i+1/2, j,k = JS,i+1/2v
∗,(p)
α,i+1/2
(
v˜||, j + û
∗,(p)
||,α,i+1/2
)
SMART
(
v˜||, j + û
∗,(p)
||,α,i+1/2, f˜
(p+1)
α
)
i+1/2, j,k
, (E.1)
v∗,(p)α,i+1/2 =
v∗,(p)α,i+1+ v
∗,(p)
α,i
2
, and û∗,(p)||,α,i+1/2 =
û∗,(p)||,α,i + û
∗,(p)
||,α,i+1
2
,
where SMART(a,φ) f ace denotes a SMART cell-face interpolation operation [62] of a scalar φ at a cell face
with a given velocity a,
SMART(a,φ) f ace =
N
∑
i′=1
c f ace,i′ (a,φ)φi′ .
Here, coefficients c f ace,i′ are the interpolation weights for cell index i′ surrounding the cell face.
The term b© corresponds to the inertial term in the configuration space, arising from the moving grid,
with
F(p+1)r˙,α,i+1/2, j,k =−J˙
(p+1)
r3,i+1/2SMART
(
−J˙(p+1)r3,i+1/2, f˜
(p+1)
α
)
i+1/2, j,k
, (E.2)
where the definition of J˙r3,i+1/2 is given in Sec. 5.3.
The term c© corresponds to the electrostatic-acceleration term with
J(p+1)acc,α,i, j+1/2,k = J
(p+1)
Sξ ,i
qα
mα
E(p+1)||,i
v∗,pα,i
SMART
(
qαE
(p+1)
||,i , f˜
(p+1)
α
)
i, j+1/2,k
. (E.3)
The term d© corresponds to the inertial terms due to temporal variation of the velocity-space metrics
(i.e., v∗α and û∗||,α ) with
J(p+1)t,||,α,i, j+1/2,k =I
(p)
||,t,α,i, j+1/2,kSMART
(
I
(p+1)
||,t,α,i+1/2, j+1/2,k, f˜
(p+1)
α
)
i, j+1/2,k
(E.4)
and
J(p+1)t,⊥,α,i, j,k+1/2 =I
(p+1)
⊥,t,α,i, j,k+1/2SMART
(
I
(p+1)
⊥,t,α,i, j,k+1/2, f˜
(p+1)
α
)
i, j,k+1/2
, (E.5)
I
(p+1)
t,||,α,i, j+1/2,k =−
J(p+1)Sξ ,i
v∗,(p)α,i
δt
(
v∗α
[
v˜||, j+1/2+ û∗||,α
])(p+1)
i
, (E.6)
and
I
(p+1)
t,⊥,α,i, j,k+1/2 =−
J(p+1)Sξ ,i
v∗,(p)α,i
[
δt (v∗α v˜⊥)
(p+1)
i,k+1/2
]
. (E.7)
As also described in Ref. [44], we lag the time level between the BDF2 coefficients and the normalization
speed (and similarly, the shift velocity) to avoid over-constraining the nonlinear residual (we refer the readers
to the reference for further detail).
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The term e© corresponds to the inertial terms due to the spatial variation of the metrics with
J(p+1),−r,||,α,i, j+1/2,k =I
(p+1),−
r,||,α,i, j+1/2,kSMART
(
I
(p+1),−
r,||,α,i, j+1/2,k, f˜
(p+1)
α
)
i, j+1/2,k
(E.8)
J(p+1),+r,||,α,i, j+1/2,k =I
(p+1),+
r,||,α,i, j+1/2,kSMART
(
I
(p+1),+
r,||,α,i, j+1/2,k, f˜
(p+1)
α
)
i, j+1/2,k
(E.9)
and
J(p+1),−r,⊥,α,i, j,k+1/2 =I
(p+1),−
r,⊥,α,i, j,k+1/2SMART
(
I
(p+1),−
r,⊥,α,i, j,k+1/2, f˜
(p+1)
α
)
i, j,k+1/2
, (E.10)
J(p+1),+r,⊥,α,i, j,k+1/2 =I
(p+1),+
r,⊥,α,i, j,k+1/2SMART
(
I
(p+1),+
r,⊥,α,i, j,k+1/2, f˜
(p+1)
α
)
i, j,k+1/2
, (E.11)
where
I
(p+1),−
r,||,α,i, j+1/2,k =−
{[
JSv∗α
(
v˜||+ û∗||,α
)
− J˙r3
] ∂
∂ξ
[
v∗α
(
v˜||+ û∗||,α
)]}(p+1)
i+1/2, j+1/2,k
≈−
[
JS,i+1/2v
∗,(p)
α,i+1/2
(
v˜||, j+1/2+ û
∗,(p)
||,α,i+1/2
)
− J˙(p+1)r3,i+1/2
]
×
v∗,(p)α,i+1
(
v˜||, j+1/2+ û
∗,(p)
||,α,i+1
)
− v∗,(p)α,i
(
v˜||, j+1/2+ û
∗,(p)
||,α,i
)
∆ξ
, (E.12)
I
(p+1),+
r,||,α,i, j+1/2,k =−
{[
JSv∗α
(
v˜||+ û∗||,α
)
− J˙r3
] ∂
∂ξ
[
v∗α
(
v˜||+ û∗||,α
)]}(p+1)
i−1/2, j+1/2,k
≈−
[
JS,i−1/2v
∗,(p)
α,i+1/2
(
v˜||, j+1/2+ û
∗,(p)
||,α,i−1/2
)
− J˙(p+1)r3,i−1/2
]
×
v∗,(p)α,i
(
v˜||, j+1/2+ û
∗,(p)
||,α,i
)
− v∗,(p)α,i−1
(
v˜||, j+1/2+ û
∗,(p)
||,α,i−1
)
∆ξ
, (E.13)
I
(p),−
r,⊥,α,i, j,k+1/2 =−
{
JS
[
v∗α
(
v˜||+ û∗||,α
)
− J˙r3
] ∂
∂ξ
(v∗α v˜⊥)
}(p+1)
i+1/2, j,k+1/2
≈−
[
JS,i+1/2v
∗,(p)
α,i+1/2
(
v˜||, j + û
∗,(p)
||,α,i+1/2
)
− J˙(p+1)r3,i+1/2
] v∗,(p)α,i+1v˜⊥,k+1/2− v∗,(p)α,i v˜⊥,k+1/2
∆ξ
, (E.14)
and
I
(p),+
r,⊥,α,i, j,k+1/2 =−
{
JS
[
v∗α
(
v˜||+ û∗||,α
)
− J˙r3
] ∂
∂ξ
(v∗α v˜⊥)
}(p+1)
i−1/2, j,k+1/2
≈−
[
JS,i−1/2v
∗,(p)
α,i−1/2
(
v˜||, j + û
∗,(p)
||,α,i−1/2
)
− J˙(p+1)r3,i−1/2
] v∗,(p)α,i v˜⊥,k+1/2− v∗,(p)α,i−1v˜⊥,k+1/2
∆ξ
. (E.15)
The term f© corresponds to the velocity-space inertial term due to the transformation of VFP equation
from Cartesian to spherical geometry with
J(p+1)S,||,α,i, j+1/2,k = r
(p+1)
i
[
v∗,(p)α,i v˜⊥,k
]2
SMART
(
v˜2⊥,k, f˜
(p+1)
α
)
i, j+1/2,k
(E.16)
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and
J(p+1)S,⊥,α,i, j,k+1/2 = r
(p+1)
i
[
v∗,(p)α,i
]2
v˜⊥,k+1/2
(
v˜||, j + û
∗,(p)
||,i
)
SMART
(
v˜⊥,k+1/2
(
v˜||, j + û
∗,(p)
||,i
)
, f˜ (p+1)α
)
i, j,k+1/2
.
(E.17)
Appendix F. Velocity-Space Grid Adaptivity
For completeness, we briefly review the velocity-space grid adaptivity strategy from Ref. [50]. The
velocity-space grid metrics, are updated as:
v∗,(p+1)α =
v
∗,(p)
α +∆t(p)v˙
∗,(p+1)
α if ∆t(p)
∣∣∣v˙∗,(p+1)α ∣∣∣
v∗,(p)α
≤ 0.025
v∗,(p)α
[
1+0.025∆tsign
(
v˙∗,(p+1)α
)]
otherwise
, (F.1)
and
u∗,(p+1)||,α =
u
∗,(p)
||,α +∆t
(p)u˙∗,(p+1)||,α if ∆t
(p)
∣∣∣∣ u˙∗,(p+1)||,αv∗,(p)α
∣∣∣∣≤ 0.025
u∗,(p)||,α
[
1+0.025∆tsign
(
u˙∗,(p+1)||,α
)]
otherwise
, (F.2)
where
v˙∗,(p+1)α =
[
v∗,(p+1)α
]†− v∗,(p)α
∆t(p)
, (F.3)
u˙∗,(p+1)||,α =
[
u∗,(p+1)||,α
]†−u∗,(p)||,α
∆t(p)
, (F.4)
[
v∗,(p+1)α
]†
=
√
2T (p+1)α
mα
, (F.5)
[
u∗,(p+1)||,α
]†
= u(p+1)||,α +∆w
(p+1)
||,α , (F.6)
and
∆w(p+1)||,α =
〈(
v(p)|| −u
(p+1)
||,α
)(
v(p)−u(p+1)α
)2
, f (p+1)α
〉
v〈(
v(p)−u(p+1)α
)2
, f (p+1)α
〉
v
. (F.7)
To ensure that the profiles of v∗ and u∗|| are smooth in space, we employ a Winslow smoother. The grid
adaptivity algorithm is summarized in Alg. 4.
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Algorithm 4 Update procedure for the velocity-space grid metrics.
1. Compute the velocity-space grid metrics, v∗ and u∗|| from Eqs. (F.1)-(F.7).
2. Winslow smooth the v∗ and u∗|| by solving for
[
1−λω∂ 2ξξ
]
v∗ = v∗∗ and
[
1−λω∂ 2ξξ
]
u∗|| = u
∗∗
|| where
λω = 10−2 in this study and the superscript, ∗∗, denotes the non-smoothed quantities.
Appendix G. Poisson Grid Generation and Initial Optimization
It is critical to ensure an initial high quality grid. Severe numerical pollution of the solution can oc-
cur if one fails at this task and solely relies on MMPDE to transiently resolve the initial gradients as is
demonstrated in Sec. (6.2). To address this issue, we employ an initial Poisson mesh generation and grid
optimization to resolve initial gradients.
Consider a reference solution, F∗ (r∗) ∈ RN∗ξ and N∗ξ  Nξ , defined on a highly resolved reference grid,
r∗ ∈ RN∗ξ . We begin by interpolating this solution onto the coarse, uniform computational grid, r0 (ξ ) ∈
RNξ , such that F 0 =M0F∗, where F 0 ∈ RNξ is the reference solution interpolated onto the initial coarse-
computational grid and M0 = M0
(
r0,F∗
) ∈ RNξ×N∗ξ is the interpolation map. Note that, to ensure the
monotonicity of the interpolated quantity, we restrict ourselves to linear interpolation in this study. The grid
optimization strategy is shown in Algorithm 5. In Fig. G.1, we illustrate the iterative procedure for the grid
Algorithm 5 Grid optimization procedure.
1. Initialize iteration index, k = 0.
2. Increment k = k+1.
3. Compute monitor function, ω
(
F k−1
)
.
4. Solve the Poisson equation, ∂∂ξ
[
ω
(
F k−1
) ∂ r†
∂ξ
]
= 0, for r†.
5. Update the grid location: rk = rk−1+wrelax
(
r†− rk−1) . Here wrelax = 0.75 is the under-relaxation factor
used in this study.
6. Interpolate reference solution onto the new grid:F k =MkF∗.
7. If
√
1
Nξ+1 ∑
Nξ
i=0
(
rki−rk−1i
rk−1i +10−12
)2
≤ 10−10 exit iteration, else return to 2.
optimization.
Appendix H. Guderley and Van-Dyke Problem
The Guderley solution is the self-similar solution to the Euler equations for a strong, spherically con-
verging/diverging shock. In 1D spherical geometry, we may write the Euler equations as [91]:
∂tρ+
1
r2
∂r
(
r2ρur
)
= 0, (H.1)
(∂t +ur∂r)ur =− 1ρ ∂rP, (H.2)
(∂t +ur∂r) ln
P
ργ
= 0, (H.3)
where P is the gas pressure, ur is the radial drift velocity, and ρ is the mass density. Guderley was the first
to show that Eqs. (H.1-H.3) admits a self-similar solution [70, 72, 91, 71, 73] with the shock position:
Rs(t) ∝ |t|α , (H.4)
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Figure G.1: Illustration of the iterative procedure for the initial grid generation. The top row shows the reference solution, F∗ (blue)
and the interpolated solution,F (red), while the bottom row shows the corresponding monitor function. The black markers denote
the grid points. As can be seen, the grid adapts to resolve the initial gradients.
where α is a constant which differs between the converging and diverging phases. This constant must be
obtained by numerical integration of the Euler equations, with the coordinate transformation: r → ξ ≡
r/Rs(t). In this self-similar variable, ξ , the fluid quantities follow as [91]:
ur =
r
t
V (ξ ), (H.5)
ρ = ρ0 G(ξ ), (H.6)
c2s =
(r
t
)2
Z(ξ ), (H.7)
where c2s ≡ γP/ρ is the sound speed, γ is the adiabatic index (which is 5/3 for an ideal plasma), ρ0 is the
initial (upstream) density, and the functions V, G, and Z are determined via numerical integration.
Whereas the Guderley solution is self-similar (i.e., it assumes a converging shock that has “forgotten”
its initial conditions), Van Dyke & Guttmann [84] consider the creation of a shock from the surface of a
spherically converging piston (moving at a constant velocity). The key assumption is that the shock, after
emerging from the piston face, is approximately planar. The Euler equations are then solved with a Taylor
series expansion of the shock position:
Rs(t) =
∞
∑
n=1
Rntn, (H.8)
where each subsequent term represents a spherical correction to the planar trajectory (which is given by the
Rankine-Hugoniot conditions). Likewise, Taylor series expansions were employed for the pressure, density,
and drift velocities:
ur =
∞
∑
n=1
Un(ξ )tn−1, (H.9)
ρr =
∞
∑
n=1
Rn(ξ )tn−1, (H.10)
P =
∞
∑
n=1
Pn(ξ )tn−1, (H.11)
where the similarity variable is ξ ≡ 2γ−1
(
r
upt
−1
)
, and up is the piston velocity. Van Dyke & Guttmann [84]
calculated the shock trajectory to 40-terms in Eq. (H.4). This is the “Van Dyke” solution that appears in Sec.
6.3.
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