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Abstract
This thesis describes interactions between atomic or molecular systems and intense
laser fields. Methods for time resolving sub-femtosecond scale Auger-type dynamics
in molecules and atoms are discussed. The thesis presents a novel technique for
recovering such dynamics by clocking the process with high-harmonic generation.
The harmonic generation is driven by an attosecond pump pulse and a long duration,
infrared pulse. The technique is then theoretically applied to Auger decay of kryp-
ton upon ionisation from the 3d subshell and inner-valence hole dynamics of small
molecules.
We then examine the extent to which these techniques, which utilise strong fields,
can influence the electron dynamics they seek to measure. We describe the coupling
between the bound state to a dressed continuum (as opposed to a field-free continuum)
and the e↵ect on the Auger decay rate in a sample system is calculated. We then look
ahead to possible ways in which the probing strong field may influence the electron
dynamics themselves.
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Chapter 1
Introduction
Attoscience is an exciting, rapidly expanding field of research that attempts to ob-
serve and steer electrons in atoms and molecules on their natural sub-femtosecond
timescale. Besides being fundamental many-body physics, it is also highly relevant
to understanding key molecular processes in chemistry and biology, such as radiation
damage to biological systems [1] and the operation of solid-state solar cells [2]. Finding
new ways to measure the motion of electrons on the attosecond timescale is the main
unsolved problem of attoscience and one of the key drivers behind research in the field.
The type of electron dynamics that an excited system experiences can broadly be
split into three groups depending the form of the initial excititation. Core-excited
or ionised atoms or molecules often relax by emitting a secondary electron in an
Auger decay. Excitations that promote or ionise an electron from the inner valence of
molecules can result in decay of the initial hole state due to the excitation populating
several eigenstates of the ion. By contrast, ionisation from the outer valence of
molecules typically populates only a few ionic eigenstates and the population of the
initial hole oscillates without decaying amplitude. Each of the electron dynamics
mentioned above are further discussed in Chapter 2.
Naturally these di↵erent physical processes require di↵erent techniques to observe
the di↵erent dynamics (examined further in Chapter 4). In atoms the Auger decay
lifetime has long been deduced from the energy linewidth of the secondary, Auger
electron. However this technique cannot be readily applied to situations where the
energy is partitioned between the Auger electron and other products of the reac-
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tion. More recently pump-probe “streaking” spectroscopy [3] has been demonstrated
experimentally in atoms and has the potential to be extended to molecules. This
technique may be able to resolve Auger dynamics in molecules where this partioning
of energy does not allow the Auger lifetime to be extracted from the time-unresolved
energy spectrum.
Dynamics initiated by excitation from the outer-valence are less well studied than
Auger decay and are more dependent on the both the system and the experimental
conditions. In the case where the electron is ionised, high-harmonic generation
spectroscopy may be used to investigate the subsequent electron dynamics [4]. Where
the electron is promoted to a bound state and the electronic motion is induced by
coherently populating the excited state then transient absorption spectroscopy may
be used to observe the electron dynamics [5].
Finally, ionisation from the inner-valence region, resulting in cationic states which
lie below the double ionisation potential threshold, has very few proposed techniques
to resolve the electron dynamics. One proposed technique, developed by the author
and co-workers, involves extreme ultra-violet initiated high harmonic generation and
promises to resolve both these inner-valence dynamics and Auger decay [6, 7]. This
technique is discussed in detail in Chapters 5 and 6. Other proposed methods to
measure the dynamics include so-called single photon laser enabled Auger decay
(spLEAD) [8].
In the case of Auger decay, where a secondary electron is emitted, the e↵ect of the
electric fields on the decay rate should be considered. These fields, which ostensibly
are used to measure the electron dynamics, also dress the continuum to which the
secondary electron couples. In previous streaking spectroscopy investigations this
change in coupling has been assumed to have a negligible e↵ect on the decay lifetime.
In Chapter 7 we lift some of the approximations from previous work [9] and attempt
to extend the theory to include more e↵ects of the field.
15
Chapter 2
Bound electron dynamics
In this chapter electron dynamics resulting from a range of di↵erent types of ex-
citations and ionisations are discussed. Throughout this work, the term “sudden
ionisation” is defined as the instantaneous removal of an electron from a single
molecular orbital | i from an N electron system | Ng i that leaves the remaining
bound electrons | N 1suddeni unchanged. Mathematically this may be described as
| N 1suddeni = aˆ | Ng i, (2.1)
where the operator aˆ  is the annihilation operator corresponding to orbital  . Sudden
ionisation is well defined and understood for monochromatic synchrotron radiation
[10], where the final kinetic energy of the electron is large and a sole orbital is involved.
It is less clear under what experimental conditions sudden ionisation can be said to
occur in the inner-valence region when short duration, soft X-ray pulses are used.
The remaining bound electrons | N 1suddeni are said to be in a 1h (one-hole) configuration
of the neutral species and can be expressed in the basis of the ionic eigenstates | di
as
| N 1suddeni =
X
i
ci| di, (2.2)
where |ci|2 is known as the population of the eigenstate i.
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2.1 Excitations from the outer-valence
Sudden ionisation from a single outer-valence orbital, particularly the highest-occupied
molecular orbital (HOMO), rarely leads to electron dynamics in smaller molecules or
atoms. The reason for this is that the majority of the electronic population is shifted
into a single eigenstate of the ion (Fig. 2.3). This can be thought of in terms of
Koopmans’ Theorem [11] which states that;
“Given an N-electron Hartree-Fock single determinant |N 0i with occupied and vir-
tual spin orbital energies "a and "r, then the ionization potential to produce an
(N-1)-electron single determinant |N 1 ai with identical spin orbitals, obtained by
removing an electron from spin orbital  a, and the electron a nity to produce an
(N+1)-electron single determinant |N+1 ri with identical spin orbitals, obtained by
adding an electron to spin orbital  r, are just  "a and  "r, respectively.” [12]
Simply put the theorem states that the ionisation potential of a given orbital is
equal to the binding energy of that orbital. This is analogous to a “frozen” orbital
approximation in that it neglects orbital relaxation and instead assumes that the
ground state orbitals are identical to the orbitals of the ionic electron state. This
is only precisely true when (N   1) ground state orbitals themselves form an exact
eigenstate of the ion.
In practice, sudden ionisation from the outer-valence often results in the population
of two eigenstates of the ion as follows:
| e(t)i =
p
Ae iEat|ai+pBe iEbt|bi, (2.3)
where A and B are defined as the population of each of the states |ai and |bi
respectively. Defining the moment of excitation as t = 0 we obtain the usual solution
for the survival of the initial excited state as a function of time (Fig. 2.2):
|h e(0)| e(t)i|2 = A2 +B2 + 2AB cos ((Ea   Eb)t) . (2.4)
If Koopmans’ theorem holds, the second eigenstate has a very small population and
therefore there are only very slight oscillations in the population of the initial state.
17
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Figure 2.1: Shows a schematic image of the contribution from some 1h configurations to the
ionic eigenstates. The blue sticks indicate the population of two eigenstates by suddenly
removing an electron from the outer-valence. It can be seen that this 1h configuration of the
neutral largely corresponds to a single eigenstate of the ion, with only a small population
in other eigenstates.
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Figure 2.2: Shows the survival of the initial state (Eq. 2.4) when; mainly one eigenstate
is populated and another slightly populated, A=0.98, B=0.02, (blue), and when two
eigenstates are equally populated, A=B, (green).
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For this reason sudden ionisation from the outer-valence rarely results in significant
electron dynamics.
2.2 Dynamics induced by inner-valence excitations
Unlike in the outer-valence, sudden ionisation from the inner-valence region (yet
below the double ionisation threshold) can coherently populate several eigenstates
of the ion (Fig. 2.3) [13]. In the inner-valence energy region of polyatomic molecules,
these eigenstates are typically composed of one-hole configurations mixed with a large
proportion of two-hole-one-particle configurations (2h1p); this regime is known as
molecular orbital picture breakdown [14]. The electron population therefore oscillates
between the initial one hole configuration and two-hole-one-particle configurations.
Qualitatively, this decay can be understood as an Auger-type transition into bound
(e.g. Rydberg) states instead of the continuum [15]. In contrast to exponential Auger
decay [16], these bound-bound transitions lead to non-exponential behaviour of the
hole survival probability [17]. This can be seen by considering the sum of equally
spaced eigenstates in the following analysis:
| e(t)i =
NX
n=1
ane
 in!t|ni,
h e(0)| e(t)i =
NX
n=1
a2ne
 in!t. (2.5)
If we also assume that each of the eigenstates are populated equally we can calculate
the survivaly probability of the initial hole P (t) = |h e(0)| e(t)i|2 via
P (t) =
      1N
NX
n=1
e in!t
     
2
,
P (t) =
     1N 1  e iN!t1  e i!t
    2 ,
P (t) =
✓
1
N
sin(N!t/2)
sin(!t/2)
◆2
. (2.6)
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Figure 2.3: Shows a schematic image of the contribution from some 1h configurations to
the ionic eigenstates. The blue and red sticks show how two 1h configurations contribute
to the population of two eigenstates. The green sticks show how one 1h configuration
corresponding to sudden ionisation from the inner-valence can populate several eigenstates.
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Figure 2.4: Shows the survival of the initial state (Eq. 2.6) when; two eigenstates are
equally populated (blue), five eigenstates are equally populated (green), and when fifteen
eigenstates are equally populated (red).
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This survival probability is shown in Fig. 2.4 for a range of di↵erent values of N . It
is seen that, as the number of eigenstates populated increases, the decay of the initial
hole state becomes much sharper.
Generally the eigenstates populated by such ionisation from the inner valence are
not separated evenly in energy or equally populated. The resulting dynamics are
less regular than those shown above and display an initial quasi-exponential decay
followed by later revivals.
2.3 Auger decay
Similarly to ionisation from the inner valence, ionisation from core orbitals and above
the double ionisation threshold also coherently populates several eigenstates. However
in this case the 1h configuration couples not to discrete 2h1p configurations but
instead to a continuum of 2h1p configurations (Fig. 2.6). The result is that, for the
remaining bound electrons, our distribution of eigenstates in Eq. 2.5 is no longer a
sum of discrete eigenstates but instead
| e(t)i =
Z 1
0
dE c(E)| d(E, t)i, (2.7)
where |c(E)|2 is the population of each eigenstate. The eigenstates | d(E, t)i can be
expressed as the product of the energy-dependent phase component e iEt and the
spatial component | d(E)i:
| e(t)i =
Z 1
0
dE e iEtc(E)| d(E)i. (2.8)
In the case where |c(E)|2 is a Lorentzian distribution of the eigenstates, centered
around some energy Ec that is su ciently greater than 0, we find
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L(E) =
1
⇡
 /2
(E   Ec)2 + ( /2)2 ,
h e(0)| e(t)i ⇡ e iEcte  t/2, (2.9)
|h e(0)| e(t)i|2 ⇡ e  t. (2.10)
Naturally this crude demonstration results in the expected exponential decay because
of the assumed Lorentzian distribution in eigenstate population. The theory behind
Auger decay is now examined in greater detail.
2.3.1 Theory of field-free Auger decay
When developing a time dependent theory of Auger decay, we start with the ansatz
for the total wavefunction
| i = | iici(t) +
Z
dEp| d(Ep)icd(Ep, t) +
Z
dEpdE| f (E,Ep)icf (E,Ep, t). (2.11)
Here the subscript i indicates the initial, ground state, d the decaying, excited state
which is parameterised by the photoelectron energy Ep and f the final state, which
is additionally parametised by the Auger electron energy, E. We put all the time
dependence in the amplitudes, ci(t), cd(t) and cf (t), and keep only spatial dependence
in the N-electron wavefunctions | ii, | d(Ep)i and | f (E,Ep)i.
Note that in comparison to the previous eigenstate analysis, our states are now defined
as
| ii = A|ai|bi|bi|ni, (2.12)
| d(Ep)i = A|Epi|bi|bi|ni, (2.13)
| f (E,Ep)i = A|Epi|Ei|ai|ni, (2.14)
where the states |ai and |bi are ordered as in Fig. 2.5, |ni represents the state of the
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Figure 2.5: Auger decay in a model system. An XUV pulse ionises the ground state system
from a core orbital (1), the electron-electron interaction allows an electron from a higher
orbital to relax into the unoccupied core orbital and transfer the energy to ionise another
less tightly bound orbital (2), finally the system is left in a doubly ionised state.
.
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Figure 2.6: Shows a schematic image of the contribution from a single, above double
ionisation threshold, 1h configuration to the ionic eigenstates. The purple, dashed,
vertical line indicates the double ionisation threshold and the blue Lorentzian indicates
the populated eigenstates.
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electrons that do not participate in the Auger decay, and the states are antisymme-
terised by the operator A. Note, that all states are defined in terms of orbitals of
the neutral species. As a result we now represent the integral of eigenstates of the
full Hamiltonian (Eq. 2.7) by using a single eigenstate of an incomplete Hamiltonian
(as the e↵ective potentials used to calculate the orbitals are altered by the excitation).
We also write the total Hamiltonian for the system,
Hˆ = Hˆel   Dˆ · EXUV (t), (2.15)
where Hˆel is given by
Hˆel =
NX
i
✓
 r
2
i
2
+ V (ri)
◆
+
NX
0<i<j
1
|ri   rj| . (2.16)
Before proceeding further we make a few simplifying assumptions;
1. The exciting, XUV pulse only couples the initial and decaying states of Eq. 2.11.
2. The three electronic states are mutually orthogonal to each other.
3. The continuum electron does not feel any e↵ect of the core.
4. The correction to the bound electron energies due to the change in e↵ective
potential is small.
We now di↵erentiate Eq. 2.11, we multiply both sides by one of the three electronic
states and compare the result to the TDSE to find the following relation for the initial
nuclear wavefunction:
h i|i d
dt
| (t)i = i|c˙i(t)i (2.17)
= h i|Hˆel| iici(t)  h i|Dˆ · EXUV (t)| d(Ep)icd(Ep, t). (2.18)
For ease of reading we define
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Ej = h j|Hˆel| ji, (2.19)
FXUV (Ep) = h d(Ep)|Dˆ · EXUV (t)| ii, (2.20)
W (E) = h f (E,Ep)|Hˆel| d(Ep)i, (2.21)
where the index j indicates any electronic state. We therefore rewrite the equation
of motion for the initial state as
ic˙i(t) = Eici(t)  F †XUV (Ep)cd(Ep, t). (2.22)
By projecting onto the decaying and final electronic states and using our definitions
we also find equations for the decaying and final states:
ic˙d(Ep, t) = (Ed + Ep)cd(Ep, t)  FXUV (Ep)ci(t) +
Z
dEW †(E)cf (E,Ep, t), (2.23)
ic˙f (E,Ep, t) = (Ef + E + Ep)cf (E,Ep, t) +W (E)cd(Ep, t). (2.24)
We are not concerned with the ground state equation of motion and focus on the
equations governing the decaying and final states. We now relabel our continuum
states by their kinetic momentum v to rewrite Eq. 2.24 as
ic˙f (v, Ep, t) = (Ef + Ep +
v2
2
)cf (v, Ep, t) +W (v)cd(Ep, t). (2.25)
The integral form of this equation is
cf (v, Ep, t) = i
Z t
dt0e i(t t
0)(Ef+Ep+v2/2)W (v)cd(Ep, t
0). (2.26)
Inserting this into the equation for the decaying state we obtain
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c˙d(Ep, t) =  i(Ed + Ep)cd(t) + iFXUV (Ep)ci(t)
 
Z
dEW †(E)
Z t
dt0e i(t t
0)(Ef+Ep+v2/2)W (v)cd(Ep, t
0),
c˙d(Ep, t) =  i(Ed + Ep)cd(Ep, t) + iFXUV (Ep)ci(t)   (Ep, t)cd(Ep, t), (2.27)
where  (Ep, t) is the coupling rate between the decaying and final states and is defined
as
 (t)cd(Ep, t) =
Z
dEW †(E)
Z t
dt0e i(t t
0)(Ef+Ep+v2/2)W (v)cd(Ep, t
0). (2.28)
We now wish to make an approximation to rewrite cd(t0) in terms of t so we may
remove it from the integral over t0. We anticipate the final form for cd(t) and write
cd(t) = e
  (t t0)/2e i(Ed+Ep)(t t0),
(2.29)
where we have assumed sudden formation of the decaying state at some early time
t0. Therefore our relation between cd(t) and cd(t0) becomes
cd(t
0) = e  (t
0 t)/2e i(Ed+Ep)(t
0 t)cd(t). (2.30)
Inserting this into Eq. 2.28 we obtain
 (Ep, t)cd(Ep, t) =
Z
dv|W (v)|2
Z t
t0
dt0e i(t t
0)(Ef+v2/2 Ed)e  (t
0 t)/2cd(Ep, t). (2.31)
We can split   into the real part  d, which dictates decay in the amplitude of the
hole state, and the imaginary part  es, which corresponds to an energy shift due to
the Auger interaction:
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  =  d + i es. (2.32)
Inserting this into Eq. 2.31 and evaluating the integral over t0 we obtain
 (t)cd(Ep, t) =
Z
dv|W (v)|2
Z t
t0
dt0e i(t t
0)(Ef+v2/2 Ed  es)e  d(t
0 t)/2cd(Ep, t),
 cd(Ep, t) =
Z
dv|W (v)|2 cd(Ep, t) + C
i(Ef + v2/2  Ed    es)   d/2 . (2.33)
If we consider t =1 we find that C = 0. We can now write the Auger decay rate as
  =
Z
dv
|W (v)|2
i(Ef + v2/2  Ed    es)   d/2 ,
  =  
Z
dv |W (v)|2 i(Ef + v
2/2  Ed    es) +  d/2
(Ef + v2/2  Ed    es)2 +  2d/4
. (2.34)
We can split the left hand side into its real and imaginary components to determine
 d and  es. We first consider  d further:
 d = 
Z
dv |W (v)|2  d/2
(Ef + v2/2  Ed    es)2 +  2d/4
,
 d = 
Z
dEd✓d  sin ✓
p
2E |W (E, ✓, )|2  d/2
(Ef + E   Ed    es)2 +  2d/4
. (2.35)
The integrand is the product of the matrix elements and a Lorentzian with FWHM
of   (Fig. 2.7).
We now consider the energy shift due to the Auger decay,  es:
 es = i
Z
dEd✓d  sin ✓
p
2E |W (E, ✓, )|2 Ef + E   Ed    es
(Ef + E   Ed    es)2 +  2d/4
.(2.36)
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Evaluating the integral in Eq. (2.35) gives an iterative method for calculating the
Auger decay rate and energy shift. Qualitatively this works by starting with an
estimate of the Auger decay rate and energy shift, the resulting Lorentzian then
explores the shape of W (E) around the conservation of energy point and determines
the new estimate for the Auger decay rate and energy shift.
2.3.2 Slowly evolving hole state approximation
The slower the Auger decay rate, the narrower the Lorentzian. Provided the Lorentzian
is small compared to the rate of change in the matrix element and density of states,
W (E)
p
2E, around the conservation of energy point (Fig. 2.7) we may approximate
the integral in Eq.(2.35) by
 d = 
Z
d✓d  sin ✓
p
2Ec |W (Ec, ✓, )|2
Z
dE
 /2
(Ef + E   Ed    es)2 +  2/4 .
The integral over energy is just that of a Lorentzian distribution, giving us the final
expression for the decay rate:
 d =  ⇡
p
2Ec
Z
d✓d  sin ✓ |W (Ec, ✓, )|2 . (2.37)
Now considering the energy shift  es, and defining Ec = Ef  Ed    es we may write
(N.B. Ec is defined such that it will be negative),
 es = i
Z
dEd✓d  sin ✓
p
2E |W (E, ✓, )|2 Ec + E
(Ec + E)2 +  2d/4
,
 es = i
Z
dEd✓d  sin ✓
p
2E |W (E, ✓, )|2 1
2
✓
1
(Ec + E) + i d/2
+
1
(Ec + E)  i d/2
◆
.
Considering the above equation as two separate integrals and splitting each into their
Cauchy principal value and the pole contribution and considering the limit  d ! 0
we find that, for infinitely slow decay,
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Figure 2.7: Shows a schematic Lorentzian centered around energy Ec (blue) and matrix
element, |W (E)|2, (green). Provided the Lorentzian is of su ciently narrow width compared
to the characteristic energy width over which the matrix element varies, the integral of the
product of the two functions can be approximated as simply |W (Ec)|2
.
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 es =  iP.V.
Z
dEd✓d  sin ✓
p
2E |W (E, ✓, )|2 1
(Ec + E)
. (2.38)
As would be expected, Eqs. (2.37, 2.38) are equal to the expressions obtained if we
had used the expression cd(Ep, t0) = e i(Ed+Ep)(t
0 t)cd(Ep, t) from the beginning. These
equations can be used as a first approximation for   in the iterative procedure.
2.3.3 Evaluating electron-electron interaction driven matrix
elements
Finally we briefly discuss the evaluation of the matrix element W (E, ✓, ) when the
orbitals concerned are hydrogenic wavefunctions. We first expand the two-electron
operator 1r1 r2 using a multipole expansion [18] to give
W (k) =
4⇡
2l + 1
1X
l=0
lX
m= l
hk|r (l+1)1 Y ⇤lm|nblbmbihnalama|rl2Ylm|nblbmbi, (2.39)
where, as before, we have assumed that recombination and ionisation have occurred
from the same orbital for ease of notation. We may also expand the plane wave state
eik.r1 in terms of spherical harmonics:
eik.r /
1X
l=0
lX
m= l
F (r, l)Y ⇤lm
✓
k
k
◆
Ylm
⇣r
r
⌘
. (2.40)
Inserting this into Eq.( 2.39) we find that the matrix element is proportional to the
product of two integrals over three spherical harmonics:
hk|r (l+1)1 Y ⇤lm|nblbmbi /
1X
l0=0
l0X
m0= l0
Z
d✓d  sin ✓Yl0m0(✓, )Y
⇤
lm(✓, )Ylbmb(✓, ),
hnalama|rl2Ylm|nblbmbi /
Z
d✓d  sin ✓Ylama(✓, )Ylm(✓, )Ylbmb(✓, ). (2.41)
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These integrals can be evaluated via the Wigner 3-j symbols. The second equation
above is more strict in terms of selection rules, expressing in terms of the Wigner 3-j
symbols we obtain
hnalama|rl2Ylm|nblbmbi /
 
la l lb
0 0 0
! 
la l lb
ma m mb
!
. (2.42)
The Wigner 3-j symbols are equal to zero unless the coe cients obey the following
selection rules:
ma +m+mb = 0, (2.43)
la + l + lb = an even integer, (2.44)
|la   l|  lb  la + l, (2.45)
|la   lb|  l  la + lb, (2.46)
|lb   l|  la  lb + l. (2.47)
As a simple example, in the case of |ai = |2si and |bi = |3si the spherical component
of the integral shown in Eq. (2.41) is only non zero if m = 0 from Eq.(2.43), and l = 0
from Eq. (2.45).
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Chapter 3
Single-field high harmonic
generation
3.1 The semi-classical model
High harmonic generation (HHG) is commonly described semi-classically through the
Corkum-Kulander three-step model [19].
1. A laser field alters the potential experienced by a bound electron to the extent
that tunnel ionisation occurs.
2. The electron is then accelerated in the laser field.
3. Depending on when in the IR phase the electron was ionised, the electron may
be driven back into the parent atom where it recombines to release a photon
with energy equal to the sum of the ionising potential and the kinetic energy
of the recombining electron. The di↵erent possible kinetic energies give rise to
the harmonic spectrum
The harmonic spectrum produced by HHG typically has two distinct features; the
presence of pronounced odd harmonics and a plateau in the harmonic intensity that
extends to a cut-o↵ point around Ip + 3.2Up, where Up is the ponderomotive energy
of the field and is defined as
Up =
E20
4!2l
, (3.1)
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where !l is the driving frequency of the electric field and E0 is the magnitude of
the electric field. The harmonics can be attributed to the periodic nature of the
driving laser pulse, whilst the cut-o↵ can be attributed for by considering the electron
propagation classically. The classical equations of motion for the electron in the laser
field are given by:
a(t) =  E0 cos(!lt),
v(t, t0) =  E0
!l
(sin(!lt)  sin(!lt0)) + vi,
x(t, t0) =
E0
!2l
✓
cos(!lt)  cos(!lt0) + (sin(!lt0) + !l
E0
vi)(!lt  !lt0)
◆
,
where t0 is the time of ionisation and vi is the initial velocity of the electron. If
we introduce the condition that for recombination to occur at a time tr we require
x(tr, t0) = 0 and assume that the electron is born into the continuum with zero initial
velocity vi = 0 we obtain the relation
cos(!ltr)  cos(!lt0) + !l sin(!lt0)(!ltr   !lt0) = 0. (3.2)
Solving this equation for each t0 shows us two things, first that classically recombinant
trajectories are ionised only within the areas of decreasing electric field magnitude
(0 < !t < ⇡2 and ⇡ < !t <
3⇡
2 for the first cycle of a cosine electric field), and second
that for each recombination energy (except for the maximum recombination energy)
there are two corresponding trajectories. These two trajectories are distinguished
by their excursion times and are called the long and short trajectories as shown in
Fig. 3.1 and Fig. 3.2.
The maximum recombination energy can be calculated using the method of Lagrange
multipliers. This technique calculates the maximum value of some function G(x1, x2)
with the condition that H(x1, x2) = c by forming a linear combination of the two
functions ⇤(x1, x2, ) = G(x1, x2)   H(x1, x2) and satisfying the condition r⇤ = 0.
Substituting v(t, t0) = G(x1, x2) and x(t, t0) = H(x1, x2) and di↵erentiating with
respect to the variable   simply reiterates the recombination condition of Eq. 3.2.
Di↵erentiating with respect to t and t0 and combining the two resulting relations
obtains the second condition:
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Figure 3.1: Shows the classical electron trajectories, the lines indicate the classical position
of the electron against the time of IR cycle. The colour of each line indicates the
recombination energy with dark red being the highest recombination energy and dark blue
being the lowest recombination energy. The “short” trajectories are shown with solid lines
whilst the “long” trajectories are shown with dashed lines and they are separated by the
highest-energy, cut-o↵ harmonic.
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Figure 3.2: Shows the recombination energy of an electron in units of ponderomotive energy
against the excursion time. The trajectories to the left of the peak recombinant energy are
the short trajectories, whilst the trajectories to the right of the peak are the long trajectories.
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sin(!lt
0
m)  sin(!tm) + (!ltm   !lt0m) cos(!ltm), (3.3)
where the subscript m indicates that the ionisation and recombination times are for
the maximum kinetic energy of the electron upon recombination. Combining this
condition with that of Eq. 3.2 and taking into consideration the proper time ordering
it can be shown that the maximum recombinant energy is obtained if !lt0m = 0.31
rad and !ltm = 4.4 rad. This trajectory corresponds to a recombination energy of
approximately 3.17Up.
3.2 The strong field approximation
In developing a quantum-mechanical approach to detailing high-harmonic generation,
we start with the Hamiltonian
Hˆ = Tˆ + VˆA + VˆL, (3.4)
where VˆA is the atomic potential and includes the electron-electron repulsion and
the core potential, VˆL the potential due to the IR field and Tˆ is the kinetic energy
operator. The integral S-matrix form of the time dependent Schro¨dinger equation
(TDSE) [20] is
| (t)i = e i
R t Tˆ+VˆAdt00 |gi   i
Z t
dt0[e i
R t
t0 Hˆ(t
00)dt00 ]VˆL(t
0)[e i
R t0 Tˆ+VˆA(t00)dt00 ]|gi. (3.5)
The first term in Eq. (3.5) corresponds to the part of the wavefunction that remains
in the ground state and ensures that at an initial time the system is in the ground
state |gi. The ground state |gi is defined as the lowest energy eigenstate of the atomic
and kinetic part of the Hamiltonian,
e i
R t Tˆ+VˆAdt00 |gi = e iEgt|gi. (3.6)
The second term of Eq. (3.5) corresponds to the excited part of the wavefunction.
Equation (3.5) is exact and can be verified by di↵erentiation with respect to time and
comparison with the TDSE. We can also write the equation in the form
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| (t)i = | g(t)i+ | X(t)i, (3.7)
where the first and second terms of this equation correspond to the first and second
terms in Eq. (3.5) respectively.
The observed radiation resulting from an accelerating electron is given by
I(⌦) / ⌦4 ⇥ |Fh (t)|xˆ| (t)i|2, (3.8)
where xˆ represents the position operator and F symbolises the Fourier transform
from time to frequency space. We therefore calculate the dipole moment d˜(t).
d˜(t) = h (t)|xˆ| (t)i
= h X(t)|xˆ| X(t)i+ h g(t)|xˆ| g(t)i+ 2Re[h X(t)|xˆ| g(t)i].
(3.9)
The first term in this equation corresponds to transitions between the continuum
states and is neglected as the probability of excitation is small. The second term, i.e.
the permanent dipole moment of the ground state, is not time dependent and may
be neglected. We therefore need only consider the cross term given by
d(t) =  i
Z t
dt0hg|xˆe i
R t
t0 (Hˆ(t
00))dt00VˆL(t
0)eiEg(t t
0)|gi. (3.10)
We can insert identity in terms of the eigenstates of the ion, labelled by j, and plane
waves labelled by their kinetic momentum k to obtain
d(t) =  i
X
j
Z t
dt0
Z
dkhg|xˆe i
R t
t0 (Hˆ(t
00))dt00 |k, jihk, j|VˆL(t0)eiEg(t t0)|gi. (3.11)
We now make the approximation that the atomic potential has a negligible e↵ect on
the continuum electron in comparison to the e↵ect of the IR field. This approximation
is known as the Strong Field Approximation (SFA). We also make the assumption that
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the total wavefunction is separable into the bound part and the continuum electron:
d(t) =  i
X
j
Z t
dt0
Z
dkhg|xˆe i
R t
t0 Tˆ+VˆL(t
00)dt00e iEj(t t
0)|k, jihk, j|VˆL(t0)eiEg(t t0)|gi.
(3.12)
For clarity, if we consider a single eigenstate of the ion and label the dipole moment
resulting from this channel as dj(t) we may write
dj(t) =  i
Z t
dt0
Z
dkhg|xˆe i
R t
t0 Tˆ+VˆL(t
00)dt00e iEj(t t
0)|k, jihk, j|VˆL(t0)eiEg(t t0)|gi.
(3.13)
The propagator e i
R t
t0 Tˆ+VˆL(t
00)dt00 is known as the Volkov propagator and has the
following e↵ect on plane waves:
e i
R t
t0 Tˆ+VˆL(t
00)dt00 |ki = e  i2
R t
t0 [k A(t0)+A(t00)]2dt00 |k A(t0) +A(t)i, (3.14)
where A(t) is the vector potential as defined in the velocity gauge and is related the
electric field in the length gauge, E(t), and the potential VL(t), by
A(t) =  
Z t
1
E(t0)dt0, (3.15)
VL(t) =  xˆ · E(t). (3.16)
By introducing the canonical momentum p = k A(t0), we may rewrite Eq. 3.13 as
dj(t) =  i
Z t
dt0
Z
dp e iEj(t t
0)  i2
R t
t0 [p+A(t
00)]2dt00hg|xˆ|p+A(t), ji
hp+A(t0), j|VˆL(t0)eiEg(t t0)|gi. (3.17)
This equation can be interpreted as propagation under the ground state Hamiltonian
until the time of ionisation t0 where a continuum electron is born with momentum
p+A(t0). This is followed by propagation of the ion and the continuum electron until
the electron recombines with momentum p+A(t) at time t. The phase accumulated
between t0 and t is often referred to as the action,
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S(p, t, t0) = Ip(t  t0) + 1
2
Z t
t0
[p+A(t00)]2dt00, (3.18)
where the ionisation potential Ip is defined as Ip = Ej  Eg. The work by Lewenstein
et al [21] approached this equation by using a stationary phase approximation for the
momentum integration. The solution for the stationary point is given by:
rpS(pst, t, t0) = 0, (3.19)
pst =   1
t  t0
Z t
t0
A(t00)dt00. (3.20)
The approximate form for dj(t) is given by
dj(t) =  i
Z t
dt0
✓
⇡
⌘ + i(t  t0)/2
◆3/2
hg|xˆ|p+A(t), ji
hp+A(t0), j|VˆL(t0)|gie iS(t,t0,pst), (3.21)
where ⌘ is an infinitesimally small constant to avoid the singularity at t = t0.
Tunnel ionisation leads to ionisation from the outer valence, in this case the eigenstate
| ji can be approximated by a 1h configuration of the neutral species. The transition
element can therefore be represented by a transition from a single Hartree-Fock orbital
| HF i to the continuum:
dj(t) = i
Z t
dt0
✓
⇡
⌘ + i(t  t0)/2
◆3/2
h HF |xˆ|p+A(t)i
hp+A(t0)|xˆ| HF i · EL(t0)e iS(t,t0,pst). (3.22)
The results for Eq. 3.22 for cos squared envelope pulses containing 10 and 20 IR
periods are shown in Fig. 3.3. It can immediately be noted that the classical cut-o↵
harmonic energy of 3.17Up is approximately obeyed. In addition, odd harmonics are
present which become more well defined as the pulse duration increases. This is be-
cause of quantum interference between equal but opposite sign trajectories separated
by half a cyle of the laser pulse. When the pulses are shorter the Hamiltonian di↵ers
more from half cycle to half cycle and the interference is less pronounced.
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Figure 3.3: Shows simulated high-harmonic spectra (arbitrary units) for a pulse train of
5 pulses (upper) and 120 pulses (lower). The simulation assumed an intensity of 5 ⇥ 1013
W/cm2 and a wavelength of 800nm with an Ip = 15.8 eV corresponding to ionisation of
Argon.
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3.3 Limitations of the SFA approach
The strong field approximation with its neglect of the Coulomb potential has a number
of problems that constrict its applicability;
1. In the case of tunnel ionisation the electron is ionised di↵erently depending on
the form of the interaction with the core. The shape of the barrier is important
and will lead to not only di↵erent ionisation rates but also di↵erent distributions
of the continuum electron in momentum space.
2. It is assumed that the electron is a↵ected only by the laser field in the contin-
uum due to the typical average distances from the core being relatively large.
However for recombination to occur the electron must pass near to the atom.
Therefore our initial assumption must be necessarily incorrect as the electron
will be able to scatter o↵ the core atom. This can be corrected for by including
the atomic potential as a perturbation [22–24].
3. The Volkov states form a complete basis set but we also include the bound
states. We therefore have an overcomplete basis set. This will negatively
a↵ect the accuracy of the calculated DTME but leaves the rapidly oscillating
exponential terms, which provide the bulk of the physics, intact.
4. Finally, due to the approximations involved, the SFA is not gauge invariant.
Results obtained in di↵erent gauges or through coordinate translations of the
electric field, can di↵er.
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Chapter 4
Current techniques for resolving
electron dynamics
4.1 Energy domain techniques
The first technique for determining Auger lifetimes, is through examining the Auger
electron spectra. If we re-examine Eq. 2.26 and substitute in our expression for
cd(Ep, t0) we obtain
cf (Ea, Ep, t) = i
Z t
dt0e i(t t
0)(Ef+Ep+Ea)W (Ea)cd(Ep, t
0), (4.1)
cf (Ea, Ep, t) = i
Z t
t0
dt0e i(t t
0)(Ef+Ep+Ea)W (Ea)e
  (t0 t0)/2e i(Ed+Ep)(t
0 t0), (4.2)
where Ea is the Auger electron energy. Setting t0 = 0 and integrating over t0 we find
the relation
cf (Ea, Ep, t) = ie
 it(Ef+Ep+Ea)W (Ea)
1
i(Ef   Ed + Ea)   /2
⇥  eit(Ef Ed+Ea)  t/2   1  . (4.3)
Taking the limit t!1 and writing the Auger spectra as the modulus squared of the
amplitude we obtain:
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|cf (Ea, Ep, t)|2 =
    W (Ea) 1i(Ef   Ed + Ea)   /2
    2
=
    W (Ea)  i(Ef   Ed + Ea)   /2(Ef   Ed + Ea)2 + ( /2)2
    2
=
|W (Ea)|2
(Ef   Ed + Ea)2 + ( /2)2 . (4.4)
This distribution of Auger energies corresponds to a Lorentzian where the full-width
half-maximum is equal to the Auger decay rate. Therefore by measuring the Auger
electron spectra, the decay lifetime can be directly measured.
However, this analysis has two important caveats. First, that the ionisation occurs
suddenly and only at some time t0. This is e↵ectively achieved by replacing the
temporal envelope of the ionising pulse with a dirac delta in the analysis, which
means that the ionising pulse is infinitely broad band in spectrum. It is for this
reason that we see no e↵ect on the Auger spectrum resulting from the photoelectron
energy, Ep. Including the e↵ect of the finite bandwidth ionising pulse simply adds an
additional modulation to the spectrum wherein combinations of photoelectron and
Auger electron that are not accessible through the bandwidth are surpressed.
Secondly, the analysis above concerns only one pathway with a purely electronic
Hamiltonian. In cases where the energy from the ionising pulse is partitioned between
nuclear motion (vibrational degrees of freedom) or multiple electrons as well as the
Auger electron, the resulting spectra will have broad features from which the Auger
decay cannot be easily extracted.
4.2 Streaking methods
In systems in which the Auger electron dynamics is coupled to additional degrees of
freedom the usefulness of energy domain investigations is severely limited because the
line/band shapes in the Auger electron spectra reflect partition of the energy between
the kinetic energy of Auger electron and the energy of additional reaction products,
such as photons (radiative Auger) [25], additional electrons (double Auger) [26] or
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molecular/cluster fragments (dissociative molecular Auger/interatomic Coulombic
decay [27]). In particular, in the case of dissociative final states in molecular Auger or
ICD, very broad lineshapes are produced which cannot be used to extract the decay
lifetimes [28].
Attosecond streaking is a relatively modern technique which may be useful in deter-
mining decay lifetimes in these situations. For this scheme, the ionising XUV pulse
is used in conjunction with an infra-red “streaking” field which accelerates the Auger
electron. The final kinetic energy of the Auger electron is dependent on the phase of
the IR field when the electron is released into the continuum. By modifying Eq. 2.24
to include the IR field we obtain
ic˙f (E,Ep, t) = (Ef + E + Ep + µf · EIR(t))cf (E,Ep, t) +W (E)cd(Ep, t), (4.5)
where
µf · EIR(t) = h f (E,Ep)|Dˆ · EIR(t)| f (E,Ep)i. (4.6)
If we make the assumption that the IR field only interacts with the continuum electron
then using the expression
hv|Dˆ|v0i = irv (v   v0), (4.7)
we reach the modified di↵erential equation
ic˙f (v, Ep, t) = (Ef + E + Ep + iEIR(t) ·rv)cf (v, Ep, t) +W (v)cd(Ep, t). (4.8)
The solution to this is
cf (v, t) =  i
Z t
dt0e i
R t
t0 dt
00[Ef+(v A(t)+A(t00))2/2]W (v  A(t) +A(t0))cd(t0). (4.9)
Defining the canonical momentum p = v  A(t) and recalling the form of cd(t0) we
write
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cf (p, t) =  i
Z t
t0
dt0e i
R t
t0 dt
00[Hˆf+(p+A(t00))2/2]W (p+A(t0))e  (t
0 t0)/2e i(Ed+Ep)(t
0 t0).
Considering the electron spectrum after the pulses have passed (i.e. t = 1) while
neglecting global phases and setting the time of ionisation t0 = 0, this equation can
be rewritten as
cf (p,1) =  i
Z 1
0
dt0e i
R1
t0 dt
00(p·A(t00)+A2(t00)/2)W (p+A(t0))e  t
0/2e i(Ed Ef E)t
0
.
If the IR field is weak and the matrix element for the bound continuum transition
is known to be slowly varying on the scale of vector potential, then we can neglect
the phase accumulated due to A2(t00) and the vector potential in the argument of
W (p+A(t0)):
cf (p,1) =  i
Z 1
t0
dt0e i
R1
t0 dt
00(p·A(t00))W (p)e  (t
0 t0)/2e i(Ed Ef E)t
0
. (4.10)
In the case of monochromatic IR radiation, or at least when the pulse duration is
much longer than the Auger decay lifetime, we can consider the vector potential to
be given by A(t) = A0 cos(!t +  ), where we have also assumed linear polarisation.
We can then perform the integral in the exponent:
cf (p,1) =  i
Z 1
0
dt0eiA0px sin(!t
0+ )W (p)e  (t
0 t0)/2e i(Ed Ef E)t
0
. (4.11)
Using the Jacobi-Anger expansion,
eiz sin ✓ =
1X
n= 1
Jn(z)e
in✓. (4.12)
we can rewrite Eq. 4.11 as
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cf (p,1) =  i
1X
n= 1
W (p)Jn(A0px)e
in 
Z 1
0
dt0ein!t
0
e  (t
0)/2e i(Ed Ef E)t
0
. (4.13)
Performing the integral we end up with the final expression for the electron spectrum,
cf (p,1) =  i
1X
n= 1
W (p)Jn(A0px)e
in  1
 /2 + i(Ed + n!   Ef   E) . (4.14)
This equation corresponds to the one obtained in work by other authors [29], with
the exception that the work there includes excitation by a finite width XUV pulse.
Provided the decay rate   is a few times greater than the IR frequency !, the
Lorentzians involved are separated enough in energy space that they can be considered
separately. The measured electron distribution is then given by a sum of sidebands
each with FWHM equal to the decay rate:
|cf (p,1)|2 =
1X
n= 1
|W (p)Jn(A0px)|2
( /2)2 + (Ed + n!   Ef   E)2 . (4.15)
This regime where the decay lifetime is long in comparison to the IR period is called
the sideband regime. If the decay lifetime is shorter than the IR period then the
di↵erent terms of the sum coherently interact with each other and the resulting
spectrum is more complicated [29]; this regime is known as the streaking regime.
Streaking spectra, as calculated using Eq. 4.14, are plotted in the two regimes in
Fig. 4.1. In the sideband regime the Auger decay rate can be extracted from the
width of the sidebands, if resolvable, or by examining how the total yield of the
sideband varies with the the envelope of the IR field (which is not included in our
analysis here). Experiments operating in the streaking regime, where the decay rate
is on the scale of the IR period, will require fitting the observed spectra against
simulated spectra with the Auger decay rate as the unknown parameter.
45
Figure 4.1: Shows simulated streaking spectra (Eq. 4.14) in the two di↵erent regimes. The
IR field is simulated as monochromatic with a wavelength of 800 nm and an intensity of
5 ⇥ 1013 W/cm2. The upper plot shows a streaking spectrum when the Auger lifetime is
10 fs, in the so-called sideband regime. The lower plot shows a spectrum for an Auger
lifetime of 0.2 fs, in the “streaking” regime.
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4.3 High harmonic generation spectroscopy
Dynamics due to coherent ionisation from two outer valence orbitals (populating two
or more eigenstates of the ion cf. Section 2.1) can be induced and observed using
a technique known as high-harmonic generation spectroscopy [4]. The impact of
populating several eigenstates of the ion can be considered by returning to Eq. 3.17
d(t) =  i
X
j
Z t
dt0
Z
dp e iEj(t t
0)  i2
R t
t0 [p+A(t
00)]2dt00hg|xˆ|p+A(t), ji
hp+A(t0), j|VˆL(t0)eiEg(t t0)|gi. (4.16)
The label j denotes the di↵erent channels resulting from ionisation to di↵erent eigen-
states of the ion. We have also made the approximation that the IR field has no
e↵ect on the bound part of the wavefunction; in cases where this approximation
holds the total spectrum is simply the coherent sum from the individual channels.
There are three sources of relative phase between the di↵erent channels: the ionisation
phase, the recombination phase, and the phase accumulated between ionisation and
recombination e iEj(t t0).
Another source of relative phase, which is implictly neglected in the equation above, is
the channel dependent phase accumulated by the continuum electron. In the strong-
field approximation this is because the continuum electron experiences the same
Hamiltonian irrespective of channel, in reality the continuum electron will experience
a potential resulting from the ion and this may be channel dependent.
If the relative phase between the channels due to the di↵erent recombination  jrec(p+
A(t)), and ionisation  ji (p+A(t
0)) matrix elements is considered to slowly vary with
harmonic number and laser intensity, the relative phase  (t) can be written as
 (t) =  i +  rec + (Ea   Eb)t, (4.17)
where for simplicity we have only considered two channels a and b. At some time t⇤
during the laser cycle the phase between the two channels is an odd integer of ⇡ and
the two channels will destructively interfere. This interference can be observed as a
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Figure 4.2: Shows the mapping between excursion time and the energy of the electron at
time of recombination. For a given wavelength and a given excursion time t⇤, the harmonic
frequency is linearly dependent on the intensity of the IR field.
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minimum in the harmonic spectrum at the frequency that corresponds to an excursion
time of t   t0 = t⇤. The position of the spectral minimum varies linearly with the
intensity of the laser field (Fig. 4.2), this has been observed experimentally [4].
Provided the phase of recombination and the energy of the two channels are known
we can rewrite Eq. 4.17 to obtain an expression for the phase of the two channels
upon ionisation:
 i = 3⇡    rec   (Ea   Eb)t⇤. (4.18)
Calculating the relative phase between the two channels goes part of the way to
determining the bound electron dynamics, which is governed by
| e(t)i =
p
Ae i ie iEat|ai+pBe iEbt|bi. (4.19)
However the amplitude of the eigenstates has not yet been extracted experimentally
using high-harmonic spectroscopy.
4.4 Summary of current techniques
Previous techniques used to time resolve ultrafast electronic dynamics generally fall
into four separate groups.
The first, and oldest, technique uses energy domain techniques in which the energy of
the secondary electron is measured. From the width and shape of the secondary
electron spectrum characteristics of the decay can be extracted. Naturally, this
technique cannot be applied to dynamics that do not result in the emission of a
secondary electron. In addition, in cases where the energy of the excited state is
partitioned between the secondary electron and other degrees of freedom the decay
lifetime cannot be easily extracted.
The second common group also uses attosecond pump pulses with longer duration IR
or near IR pulses in so-called “streaking” experiments [3]. This technique has been
applied to Auger processes wherein an excited state ion decays via the emission of
another electron to leave a doubly ionised atom, e.g Auger decay in krypton [3], shake-
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up [30] and post collision interaction processes [31]. Streaking experiments require
emission of a secondary electron to accelerate and detect. Streaking techniques are
therefore limited in that they require the energy of the ionised state to be above the
double ionisation threshold.
The third group of techniques resolves hole dynamics using high harmonic spec-
troscopy [4]. High harmonic generation (HHG) is a process wherein a strong, infra-
red field ionises an atom or a molecule, accelerates the photoelectron and drives
it back into the parent atom at some later time. At this time the photoelectron
may recombine with the hole left in the parent atom/molecule and emit a photon
with energy corresponding to the sum of the energy of the electron and the ionisation
potential of the initial state. High harmonic spectroscopy typically relies upon strong-
field (tunnel) ionisation in the first step of the high harmonic generation process. As
a direct consequence, the initial hole created by ionisation and the subsequent hole
dynamics are limited to the outer valence orbitals of the system. This is also the
case in recent proposals to resolve hole oscillations via measurement of the emitted
IR photons [32].
The final group, which has not been discussed in detail here due to the variety of
techniques proposed and used, combines attosecond scale pump pulses with longer
duration infrared (IR) probe pulses in “pump-probe” configurations. Changing the
delay between the XUV pump pulse and the IR pulse leads to a variation in the
yield of di↵erent fragmentation products. The variation in yield has been used
to study both shake-up dynamics [33] and Auger cascades [34, 35] in atoms with
femtosecond resolution, and hole-migration in phenylalanine [36] on the timescale
of tens of femtoseconds (where nuclear dynamics are expected to play a major role).
Very recently, extension of this technique to few-fs dynamics has been attempted [37].
However, the resolution of this method is limited by the durations of the two pulses
and the technique cannot be readily extended to attosecond dynamics.
As a result of their limitations, none of these techniques is tailored to resolving the
rich dynamics that result from ionisation from orbitals between the outer valence and
the double ionisation threshold [17], which may not be accompanied by the emission
of a secondary electron.
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Recently, a technique to measure such hole dynamics via single photon laser enabled
Auger decay (spLEAD) has been proposed [8], but has not yet been realized experi-
mentally.
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Chapter 5
XUV initiated high harmonic
generation spectroscopy 1
Our technique [6, 7] for resolving electron dynamics combines the strengths of HHG
spectroscopy and streaking methods in that it can time-resolve both sub-femtosecond
Auger type core dynamics and inner valence hole dynamics where no secondary
electron is emitted.
For this technique, a pump-probe configuration where the atom or molecule is ionised
by an extreme ultra-violet (XUV), sub-femtosecond pulse is adopted. After ionisa-
tion the produced photoelectron is accelerated by an IR field back into the parent
system where it can probe the hole population (Fig. 5.1). If the initial hole is still
present, the electron may recombine resulting in coherent emission of so-called XUV-
initiated high harmonic generation (XIHHG) [38–40] photons. If, however, the ion
has decayed to any other state before the photoelectron returns to the core then the
electron cannot recombine to form the same ground state and coherent emission at
the corresponding frequency does not occur. Consequently, in the case of monotonic
decay e.g. exponential decay, the longer the photoelectron spends in the continuum
the less likely it is to contribute to the XIHHG radiation.
This chapter covers the scheme first proposed in [6] by the author and his co-workers,
and discusses the di↵erent methods of reconstructing the decay with respect to the
1This chapter is based on the work of the author published in [6,7]. Reproductions and extracts
from these publications is with the permission of APS.
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Figure 5.1: Shows the scheme by which our proposed technique works. Both the XIHHG
and the Auger process compete for the hole formed by the XUV pulse, subsequently the
longer the photoelectron spends in the continuum the less likely it is to recombine and emit
a high harmonic photon. Reproduced from [7] with permission from APS.
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di↵ering experimental di culties and di↵ering requirements on prior knowledge of
the system as detailed in [7].
5.1 SFA theory of XIHHG spectroscopy
We model the new spectroscopy using the S-matrix formalism first introduced in
Section 3.2. This approach to XIHHG starts with the Hamiltonian
Hˆ = HˆA + VˆL + VˆX , (5.1)
where HˆA is the atomic (molecular) Hamiltonian and includes the electron-electron
repulsion and the core potential, VˆX is the potential resulting from the XUV pulse
and VˆL the potential due to the IR field. The integral S-matrix form of the time
dependent Schro¨dinger equation (TDSE) [20] is
| (t)i =  i
Z t
dt0[e i
R t
t0 Hˆ(t
00)dt00 ][VˆX(t
0) + VˆL(t0)][e i
R t0 HˆA(t00)dt00 ]|gi
+e i
R t HˆAdt00 |gi, (5.2)
where the state |gi represents the ground state. The first term in Eq. (5.2) corresponds
to the excited part of the wavefunction. The second term corresponds to the part of
the wavefunction that remains in the ground state and ensures that at an initial time
the system is in the ground state |gi. The validity of this equation is easily verified
by di↵erentiation with respect to time and comparison with the TDSE. We can also
write the equation in the form
| (t)i = | X(t)i+ | g(t)i, (5.3)
where the first and second terms of this equation correspond to the first and second
terms in Eq. (5.2) respectively. We now make several key assumptions.
• First, we assume that the IR field has a negligible e↵ect on the ground state
due to the deeply bound nature of the core electrons. This is an approximation
commonly used in the interpretation of streaking experiments [3].
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• Second, we assume that the XUV field does not interact with the continuum
photoelectron. This is reasonable as the ponderomotive energy of the XUV
field will be much lower than that of the IR field as the XUV frequency is
much higher and the XUV intensity much lower than the IR field parameters.
We also neglect the e↵ect of the atomic potential compared to that of the IR
field on the photoelectron. This is the basis of the SFA [21] and is similar to
the quantitative rescattering theory (QRS) of strong-field ionisation in IR fields
[41]. The validity of this assumption in the case of XUV ionisation in the IR
field and the importance of the Coulomb-laser coupling [23] have been analyzed
in Ref. [24]. The core is, however, accounted for in the photo-recombination
amplitude.
• Finally we assume that the ground state depletion is negligible, this is also a
common approximation for calculating the HHG spectra [21].
As a result of these approximations we rewrite Eq. (5.2) as
| (t)i =  i
Z t
 1
dt0e i
R t
t0 (HˆA+VˆL)dt
00
VˆX(t
0)e iEgt
0 |gi+ e iEgt|gi, (5.4)
where we have implicitly used the fact that the evolution of the ground state under
the atomic Hamiltonian is given by
e i
R t HˆAdt00 |gi = e iEgt|gi. (5.5)
At this point it should be reiterated that expressions obtained through the SFA,
like the equation above, are general in that they can be factorised into the product
of three amplitudes; ionisation, propagation and recombination. A quantitative
description of high harmonic processes can be obtained by using accurate ionisation
and recombination amplitudes, e.g. by using R-matrix [42] or algebraic diagrammatic
construction (ADC) formalism [43].
In order to determine the spectrum we calculate the dipole moment d˜(t).
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d˜(t) = h (t)|xˆ| (t)i
= h X(t)|xˆ| X(t)i+ h g(t)|xˆ| g(t)i+ 2Re[h X(t)|xˆ| g(t)i],
(5.6)
where xˆ represents the position operator. The first term in this equation corresponds
to transitions between the continuum states. We may neglect this term as the
probability of excitation is very small and the corresponding frequencies are much
lower than for the continuum-ground transitions. The second term, i.e. the permanent
dipole moment of the ground state, is not time dependent and may be neglected. We
therefore need only consider the cross term given by
d(t) =  i
Z t
 1
dt0hg|xˆe i
R t
t0 (HˆA+VˆL(t
00))dt00VˆX(t
0)eiEg(t t
0)|gi. (5.7)
Let both the XUV and the IR fields be spatially homogenous such that the relations
between the potentials and the field strength are
VˆX(t
0) =  xˆ · EX(t0),
VˆL(t
0) =  xˆ · EL(t0). (5.8)
We now insert the identity in terms of all excited 1-hole configurations of the ion
| ni and continuum Volkov states labelled by the canonical momentum |pi for the
continuum electron:
d(t) = i
P
n
R
dp
R t
 1 dt
0hg|xˆe i
R t
t0 (HˆA+VˆL(t
00))dt00 | n,p+A(t0)i (5.9)
h n,p+A(t0)|xˆ · EX(t0)eiEg(t t0)|gi, (5.10)
where we have defined the vector potential to be
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A(t) =  
Z t
 1
EL(t
00)dt00. (5.11)
The evolution of the excited ionic wavefunction is described as
e i
R t
t0 (HˆA+VˆL(t
00))dt00 | n(t0),p+A(t0)i = e iE n (t t0)e i/2
R t
t0 [p+A(t
00)]2dt00
| n(t  t0),p+A(t)i. (5.12)
Here we have implicitly made two assumptions; first, that the core potential has no
e↵ect on the continuum electron, second, that the IR field has no e↵ect on the ionic
dynamics. As a result of the second assumption the ionic wavefunction is a function
only of the excursion time t   t0. The energy of the involved ionic eigenstates is
defined as E n and the corresponding phase evolution is explicitly written separately
to the evolution of the configuration | n(t  t0),p+A(t)i. The rest of the wavepacket
evolution is implicit in the time-dependence of  n(t  t0).
We now only consider the contribution to the dipole moment from a single initial 1h
configuration of the ion. That is, we assume that the single XUV photon ionisation
removes an electron from one specific molecular or atomic orbital. We therefore drop
the subscript n and instead introduce d (t) to represent the spectrum resulting from
a specific 1h initial configuration of the ion. Denoting the phase accumulated by the
continuum electron as
1
2
Z t
t0
[p+A(t00)]2dt00 = S(t, t0,p), (5.13)
we can write the 1h configuration specific dipole moment as
d (t) = i
Z
dp
Z t
 1
dt0hg|xˆ| (t  t0),p+A(t)ie iS(t,t0,p)
EX(t
0) · h ,p+A(t0)|xˆ|gie i(E  Eg)(t t0). (5.14)
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We can express the time evolved ionic wavefunction as
| (t  t0)i = a(t  t0)| i+
X
i
ai(t  t0)| ii, (5.15)
where | i represents the 1h configuration populated at the instant of ionisation and
| ii represents all other 2h1p configurations into which the 1h configuration evolves.
The other 1h and higher order configurations may be neglected as in Auger decay and
molecular orbital picture breakdown dynamics these are not significantly populated
by the evolution. We may now write
hg|xˆ| i,p+A(t)i ⇡ 0, (5.16)
this is because the single electron dipole operator cannot act upon the 2h1p (plus
continuum electron) configurations to form the ground state of the neutral. Such
recombination proceeds via the overlap of the wavepacket | (t, t0)i with the 1h con-
figuration | i. The dipole matrix element corresponding to recombination therefore
reduces to
hg|xˆ| (t  t0),p+A(t)i = a(t  t0)hg|xˆ| ,p+A(t)i.
The phase of a(t   t0) evolves slowly in comparison to the other exponential terms
present in Eq. (5.14) and is neglected, this approximation is valid when the populated
ionic eigenstates are relatively close in energy compared to the ponderomotive energy
[4]. Writing the dipole transition matrices in the form
h ,p+A(t0)|xˆ|gi = d (p+A(t0)), (5.17)
for clarity, we rewrite the dipole moment as
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d (t) =  i
Z
dp
Z t
 1
dt0a(t  t0)e iS(t,t0,p)e iIp(t t0)
EX(t
0) · d (p+A(t0))d⇤ (p+A(t)) + c.c., (5.18)
where we have defined the ionisation potential as Ip = E  Eg. We may now make a
saddle point approximation in an approach analogous to that of Lewenstein [21]. We
consider the saddle point integration over the canonical momentum p and solve for
the stationary point in the canonical momentum
rpS(t, t0,pst) = 0,
pst =   1
t  t0
Z t
t0
A(t00)dt00. (5.19)
In this way we arrive at
d (t) =  i
Z t
 1
dt0a(t  t0)
✓
⇡
⌘ + i(t  t0)/2
◆3/2
EX(t
0) · d (pst +A(t0))
d⇤ (pst +A(t))e
 iS(t,t0,pst) iIp(t t0) + c.c., (5.20)
where ⌘ is infinitesimal. It is Eq. (5.20) that is implemented to obtain the dipole
moment throughout this chapter and the following chapter. The harmonic spectrum
is then obtained by taking the Fourier transform of the dipole acceleration
d (!) = F {d (t)}, (5.21)
I (!) = 4!
4⇡2↵2|d (!)|2. (5.22)
The electric field is assumed to have the form
EIR(t) = E0 cos(!IRt)xˆ. (5.23)
The simulated ionising XUV pulse is a Gaussian of the form
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EX(t) = EX cos(!Xt)e
 ((t tX)/↵)2xˆ. (5.24)
The absolute time delay between the peak of the IR cycle and the XUV enevelope
peak is seen to be tX . For the remainder of this chapter and the next chapter, we
measure the delay in degrees of the IR cycle
 X = tX/T ⇥ 360 , (5.25)
where T is the IR period. A simulated spectrum is shown for ionising from the 3d
subshell in krypton in Fig. 5.2 whilst varying the position of the ionising pulse in the
IR field,  X . The IR field is modelled with a wavelength of 2700 nm and an intensity
of 5⇥ 1013 W/cm2. The continuous wave nature of the IR field is appropriate as we
consider the case where only one ionising XUV pulse is present. The XUV pulse is
modelled with a full width half maximum of 108 as and central frequency equal to the
Ip of the 3d subshell (93 eV). The exact XUV intensity is unimportant in the linear
ionisation regime: the spectrum uniformly, linearly scales with the XUV intensity.
The IR field and XUV pulse have the same, linear, polarization.
We observe that the cut-o↵ as a function of the XUV-IR delay approximately follows
the classically calculated cut-o↵. In addition we note minima corresponding to
ionisation with zero initial kinetic energy. This is an artefact of the SFA and would
not be obtained if more realistic dipole transition matrix elements (DTMEs) were
used. This confirms that, as expected, for Up   !IR classical trajectories are the
principal contributors to the spectrum. The high intensity feature seen in the bottom
left corner of Fig. 5.2 results from trajectories with very small excursion times. We
now further examine Eq. (5.20) with a view to analytically establish a map between
the ionisation time (t), excursion time (⌧ = t  t0), and harmonic frequency (!).
5.2 High harmonic time-energy mapping
The key component of the method is a way of extracting the hole survival probability
|a(t   t0)|2 from the spectrum. We need a way to relate a particular harmonic to a
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Figure 5.2: Shows simulated XUV initiated high harmonic spectra in krypton resulting
from di↵erent IR-XUV delays. The black line indicates the classically calculated cut-o↵
harmonic frequency. The blue dashed line indicates a minima in the spectra corresponding
to ionisation to zero initial velocity. Details of the simulation parameters can be found in
the text. Reproduced from [7] with permission from APS.
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particular excursion time. With the goal of establishing such a time-energy mapping
we now consider the harmonic spectrum
d (!) =  i
Z t
dt0
Z 1
 1
dt a(t  t0)
✓
⇡
⌘ + i(t  t0)/2
◆3/2
EX(t
0) · d (pst +A(t0))
d⇤ (pst +A(t))e
 iS(t,t0,pst) iIp(t t0)ei!t + F(c.c), (5.26)
where F(c.c) indicates the Fourier transform of the complex conjugate as indicated
in Eq. (5.20), which in this case represents the negative frequencies in the spectrum.
If we were to consider another saddle point approximation, this time over t, we would
obtain the condition
! =
1
2
[pst(tst, t
0) +A(tst)]2 + Ip, (5.27)
where we have explicitly written the dependence of pst on t and t0 for clarity. Phys-
ically these saddle point approximations have recovered the classical trajectory con-
ditions, the classical equations of motion for the continuum electron are:
x¨ =  E(t), (5.28)
x˙ = v(t0) +A(t) A(t0)
= p+A(t), (5.29)
x =
Z t
t0
[p+A(t00)]dt00. (5.30)
The classical recombination condition that  x = 0 is recovered from the first saddle
point approximation by comparison of Eq. (5.30) to Eq. (5.19). Additionally our
second saddle point Eq. (5.27) states that recombination at time t emits a photon
equal to the classical kinetic energy of the electron plus the ionisation potential.
For su ciently short XUV pulse durations the ionisation time can be approximated
by the time of the peak of the XUV pulse, i.e. t0 ⇡ tX . We can therefore use
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Figure 5.3: Shows the classically calculated recombination energy of the electron as a
function of the position of the XUV pulse within the IR period and the classical excursion
time. The blue jagged line shows the position of the cut-o↵ harmonic for each XUV position
(this corresponds to the black line shown in Fig. 5.2). The solid black contours track the
mapping for two di↵erent harmonic orders. Reproduced from [7] with permission from APS.
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Figure 5.4: Shows the time of recombination against the recombination energy of the
electron for the case where ionisation occurs at the peak of the IR field ( X = 0 of Fig. 5.3).
It can be seen that some recombination energies correspond to four possible recombination
times, two “very short” trajectories denoted by A and B, one “short” trajectory and one
“long” trajectory denoted by C and D respectively. Reproduced from [7] with permission
from APS.
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Eqs. (5.19, 5.27) to retrieve a relation between the excursion time and the harmonic
frequency as a function of the position of the XUV pulse (Fig. 5.3). Note that a
specific time of ionisation and a specific excursion time give rise to a single trajectory
with a well defined photon energy, whereas in general a specific harmonic energy can
arise from a number of di↵erent trajectories (Fig. 5.4). Therefore, a single harmonic
frequency does not correspond to a single classical trajectory. To avoid this problem,
we concentrate on the cut-o↵ harmonics (Fig. 5.3) or cases where the long trajectories
have a weak contribution and may be neglected.
5.3 Extension to ionising pulse train
It would be expected that the use of an attosecond pulse train (APT) would result
in higher signal than if only a single ionising pulse was used. An APT with spacing
equal to half the IR cycle, T , as would be typical when the ionising pulses are the
result of high harmonic generation, would lead to discrete integer harmonics. The
total XIHHG dipole moment would then be equal to the sum of dipole moments
separated in time by half the IR cycle:
D (t) = d (t)  d ,n(t  T/2) + d (t  T )...
D (t) =
nX
n=0
( 1)nd (t  nT/2), (5.31)
where n + 1 represents the number of XUV pulses. We have implicitly stated that
each ionising pulse initiates an identical dipole response, this assumes that the IR
field is monochromatic and continuous (as we have in all calculations thus far) and
that the preceding XUV pulses have no a↵ect on the response due to later pulses.
This results in a spectrum given by
D (!) =
nX
( 1)ne in!T/2d (!). (5.32)
This spectrum results in discrete, odd harmonics. These odd harmonics are dependent
on the CEP of an XUV pulse being ⇡ di↵erent relative to the preceding pulse. This
CEP change is the source of the ( 1)n term in Eq. (5.31) and is present in APTs
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Figure 5.5: Shows how the position of discrete harmonics moves for di↵erent relative CEP
shifts in the case where an eight pulse ionising APT is modelled. The solid, blue line
indicates a constant CEP shift of ⇡ (as is the expected case from HHG), the dashed, green
line a constant CEP shift of ⇡/2 and the red dashed line (dash-dot line, crosses) indicates
a CEP shift of 0 from pulse to pulse. Also shown is a typical case where the CEP shift
is random (light blue, circles). The simulation assumes ionisation from the krypton 3d
subshell and laser parameters of 1300 nm wavelength IR field with an intensity of 5⇥ 1013
W/cm2
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created from high harmonic generation due to the changing sign of the driving field.
If the IR period is much longer than the XUV period and the CEP shift between
adjacent pulses is given by ⇡ +  , then we see a shift in the position of the discrete
harmonics until finally for   = ⇡ even harmonics are observed (Figure 5.5). Similarly
it is clear from the exponential term in Eq. (5.32) that the process is sensitive on
the timescale of the XUV period to the spacing of the XUV pulses, changing the
CEP and changing the delay between pulses can be considered to e↵ectively have the
same e↵ect. A shift in the delay between XUV pulses of T/2 has a similar e↵ect to
a relative CEP shift of 0 (bearing in mind that the relative CEP shift is expected to
be ⇡).
In the case that the relative CEP shift is random or not a constant value we find that
the discrete harmonics disappear, in this case the intensity of the discrete XIHHG
harmonics do scale unpredictably with the number of pulses as opposed to having
constant shifts in relative CEP, in which case the integer harmonics scale with n2.
Due to the di culty in ensuring a stable pulse-to-pulse CEP, and the resulting
unpredictable variation in the XIHHG signal, we therefore focus on using a single
attosecond pulse.
5.4 Calculation of bound-continuum matrix ele-
ments
In order to obtain the harmonic spectrum we require the form for the dipole transition
matrix elements given by
d (p+A(t
0)) = h ,p+A(t0)|xˆ|gi. (5.33)
We may utilise the fact that we assume h | to be a single one hole configuration of
the ground state and the equivalence of x and irk, to yield
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h ,p+A(t0)|xˆ|gi = hp+A(t0)|xˆ|0i (5.34)
=  irkhp+A(t0)|0i, (5.35)
where the state |0i is given by
|0i = h |gi. (5.36)
This essentially reduces the problem to finding the momentum distribution of the
state |0i and subsequently taking the gradient in momentum space.
For the case where we consider ionisation from hydrogenic atoms we recall that the
distribution of a hydrogenic wavefunction in momentum space  nlm0 (k, ✓, ) is given
by [44]
 nlm0 (k, ✓, ) =  Y ml (✓, )
( i)l⇡22l+4l!
(2⇡ )3/2
s
n(n  l   1)!
(n+ l)!
⇣ l
(⇣2 + 1)l+2
C l+1n l 1
✓
⇣2   1
⇣2 + 1
◆
,
(5.37)
where n, l, and m represent the usual atomic quantum numbers and   =
p
2Ip and
⇣ = k/ . Taking the gradient of this function results in the desired d (p+A(t0)) up
to an imaginary constant.
In the molecular case the state |0i represents a single molecular orbital. In this case
the orbital is usually expressed as a weighted sum of Gaussian type orbitals (GTO):
|0i =
X
i
pi(x  xi)ai(y   yi)bi(z   zi)ci exp
  ↵i(Ri   r)2  . (5.38)
In this notation ai, bi, and ci are related to the quantum number l in that if ai+bi+ci =
0 the resulting GTO is said to be s-like whereas if ai + bi + ci = 1 the GTO is said
to be p-like and so on. The coordinate Ri corresponds to the position of a specific
nucleus relative to some central position of symmetry for the molecule. The dipole
transition matrix element is therefore given by
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d (k) =
X
i
pi
Z
rˆ(x  xi)ai(y   yi)bi(z   zi)ci exp
  ↵i(Ri   r)2 
⇥e i(kxx+kyy+kzz)dxdydz. (5.39)
Integrals of this type are tabulated [45] and the coherent sum of the result of each
integral gives the dipole transition matrix element.
5.5 E↵ect of laser polarisation on harmonic signal
We can briefly investigate the e↵ect of changing the accelerating IR field polarization
relative to the ionising XUV pulse polarization. Consider ionisation from an s-shell
orbital of the form
 (x) =
✓
↵3/4
⇡1/2
◆
e 
p
↵|x|, (5.40)
where ↵ = 2Ip. The momentum distribution of this orbital is given by Eq. (5.37)
 (p) =   i2
4⇡
(2⇡ )3/2
 4
( 2 + p2)2
. (5.41)
As written above the dipole transition matrix element is related to the momentum
wavefunction followed by i @@p . The result is that the dipole matrix element is given
by
d(p) = hp|dˆ|0i = i
✓
27/2↵5/4
⇡
◆
p
(p2 + ↵)3
. (5.42)
If we set the two lasers as travelling along the z axis (i.e. no z field component) and
the XUV field as having polarisation in the x direction we are concerned with the
projection of the matrix element on the x-axis which is
dx(p) = i
✓
27/2↵5/4
⇡
◆
px
(|p|2 + ↵)3 . (5.43)
We now return to examine the classical action given by,
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S(p, t, t0) =
Z t
t0
dt00
[p A(t00)]2
2
+ Ip. (5.44)
As in the previous treatment we seek the solution for which rpS(ps, t, t0) = 0 for the
stationary phase approximation to the integral - this time without the restriction of
Ay(t00) = 0: Z t
t0
dt00[ps  A(t00)]2 = 0, (5.45)
ps =
1
(t  t0)
Z t
t0
A(t00)dt00. (5.46)
It is useful to redefine A(t00) as
A(t00) =   1
!
E0 sin(!t
00)
0B@ cos  sin  
0
1CA , (5.47)
where   is the angle between the x-axis polarised IR field and the XUV polarisation.
We obtain as stationary solutions for ps:
ps =
E0[cos(!t)  cos(!t0)]
!2(t  t0)
0B@ cos  sin  
0
1CA . (5.48)
At this point it is clear what e↵ect the polarisation will have on the dipole moment.
An angle of   between the XUV and IR fields will lead to a reduction in the dipole
transition matrix element by
dx(ps,  ) = cos   dx(ps, 0). (5.49)
As the DTME appears twice in the integral, the dipole moment D, as calculated by
stationary phase method, is therefore
D(t,  ) = cos2  D(t, 0). (5.50)
This result is, in itself, not particularly useful. It simply states that if we rotate
the polarisation of the IR relative to the XUV, given that the XUV ionises from an
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s-state, we will observe a cos4   dependence on the signal.
The analysis may be extended to arbitrary bound electron states, in this case we
return to the momentum distribution of a state with quantum numbers n, l and m:
 nlm0 (p, ✓, ) = Y
m
l (✓, )G(n, l, p), (5.51)
where we have separated the wavefunction in momentum space into the spherical
harmonic Y ml which has angular dependence and G a function of quantum numbers
and p. If we now take the gradient with respect to p and consider the dipole moment
only at p = ps we obtain
dnlmx (ps, ✓, ) =
@
@px
[Y ml (✓, )G(n, l, p)]
    
p=ps
. (5.52)
The end result is that for optimal signal, given alignment of the molecule, not only
must the polarisation of the XUV be carefully chosen to give maximum ionisation but
also that the polarisation of the accelerating IR field should generally be the same as
that of the XUV field to maximise the probability of recombination.
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Chapter 6
Reconstructing electron dynamics
with attosecond XIHHG
spectroscopy 1
In order to demonstrate possible methods of reconstruction of hole dynamics, let us
concentrate on a few specific physical examples.
The Auger decay lifetime for krypton M4,5NN decay has been measured both by
attosecond streaking [3] and Auger electron spectroscopy [46] and is 7.48±0.35 fs.
We model the e↵ect of this decay on our spectrum by setting
a(t  t0) = e (t t0)/(2⌧L), (6.1)
where ⌧L is the Auger decay lifetime.
In addition to this Auger decay, we also attempt to reconstruct the molecular or-
bital breakdown dynamics (cf. Section 2.2) for the 3Ag inner valence hole in trans-
butadiene and the 6A’ inner valence hole in propanal. The survival probabilities for
these holes were obtained using the extended second-order algebraic diagrammatic
construction [ADC(2)x] method [47] within the single channel sudden approximation
1This chapter is based on the work of the author published in [6,7]. Reproductions and extracts
from these publications is with the permission of APS.
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[13]. The single-electron Gaussian basis set [48,49] was chosen as cc-pCVTZ with 3s3p
di↵use functions for trans-butadiene and as cc-pCVDZ with 2s2p di↵use functions in
propanal [50]. The grid numerical output from this procedure was then interpolated
to give the survival probability for a given excursion time.
In the molecular cases we model ionisation as occurring with the XUV polarization
perpendicular to the plane of the molecule.
6.1 Methods of recovering hole decay dynamics
assuming known DTMEs
In the following sections we show several di↵erent techniques for retrieving these elec-
tron dynamics from the high harmonic spectra. These techniques all require accurate
knowledge of the DTME for each system. Using the saddle point approximation to
pull out only the decay term from the integral over t in Eq. (5.26) we obtain
d (!) ⇡  i
Z t
a(tst   t0)dt0
Z 1
 1
dt
✓
⇡
⌘ + i(t  t0)/2
◆3/2
EX(t
0) · d (pst +A(t0))d⇤ (pst +A(t))e iS(t,t0,pst) iIp(t t0)ei!t, (6.2)
where the negative frequency terms arising from the complex conjugate have been
neglected for ease of reading. If the ionising pulse is temporally short compared the
characteristic decay time we may pull a(tst   t0) out of the integral over t0 to obtain
d (!) ⇡  ia(tst   tX)
Z 1
 1
dt
Z t
dt0
✓
⇡
⌘ + i(t  t0)/2
◆3/2
EX(t
0) · d (pst +A(t0))d⇤ (pst +A(t))e iS(t,t0,pst) iIp(t t0)ei!t. (6.3)
where tX indicates the time at which the centre of the XUV pulse occurs. Here the
harmonic number !, tst and tX are related by
! =
1
2
[pst(tst, tX) +A(tst)]
2 + Ip. (6.4)
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Figure 6.1: Shows the absolute spatial amplitude of the 3Ag orbital wavefunction of trans-
butadiene in a plane slicing through the 4 carbon atoms. The orbital can be seen to lie
mostly on the carbon atoms in a symmetric manner.
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Figure 6.2: Shows the DTME (Eq. 5.33) for ionisation or recombination occuring in the
direction perpendicular to the molecular plane for the 3Ag orbital of trans-butadiene. As a
result of the saddle point approximation (Eq. 5.19) this is the only direction that needs to
be considered.
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We now see that if the dipole transition matrix elements are known, we may calculate
a theoretical dipole moment d0(!) with a(tst  tX) = 1. The hole survival probability
can then be extracted via
|a(tst   tX)|2 /
    d (!)d0(!)
    2 / I (!)I0(!) . (6.5)
In the following subsections we detail di↵erent methods of using this equation to
recover the survival probability for a range of times.
6.1.1 Reconstruction from a single spectrum
The most immediate choice of reconstruction procedure for a(t  t0) is to note that, if
we ignore the long trajectories, each harmonic corresponds to a single trajectory with
a varying excursion time (Fig. 5.3 and Fig. 5.4). We expect that the short trajectories
will phase match along the laser axis. To simulate the on-axis intensity we apply a
cosine square mask to the long trajectories such that trajectories corresponding to
excursion times longer than the cut-o↵ excursion time (⌧co) contribute less to the
spectrum:
F (t  t0 < ⌧co) = 1
F (⌧co < t  t0 < ⌧co + 0.377T ) = cos2
✓
⇡
2
⇥ t  t
0   ⌧co
0.377T
◆
F (t  t0 > ⌧co + 0.377T ) = 0.
This filter, in addition to the exponential decay of the hole in the krypton case,
often means that the long trajectory contribution to the spectrum is negligible. In
addition the DTME is often such that the longer trajectories are weaker as they
require ionisation to a greater initial kinetic energy. We define the “population” of a
trajectory due to the DTMEs to be
O(!) =
    d (pst +A(tX))d⇤ (pst +A(tst))(tst   tX)3
    2 . (6.6)
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Provided the DTMEs are known, we can use a single experimental spectrum and one
theoretical spectrum to investigate the hole population for a range of excursion times
using Eq. (6.5).
The reconstructed Auger decay resulting from krypton 3d ionisation is shown in
Figs. 6.3-6.5. The XUV pulse was simulated to have a FWHM of 250 as and central
frequency equal to the relevant Ip. The IR field is of a wavelength of 2700 nm and an
intensity of 2⇥1013 W/cm2. The IR-XUV delay in this case was such that  X = 90 ,
this delay was specifically chosen as longer trajectories are suppressed by the DTMEs.
This method provides excellent reconstruction of the survival probability for excursion
times where the short trajectories have a much greater population than the long
trajectories (for  X = 90  between 1 - 4 fs, cf. Fig. 6.3). Note that as the long
trajectories have a smaller contribution to the spectrum, the short trajectories map
out the decay. If the long trajectories have a greater contribution, they would
reproduce the decay (as in Fig. 6.5) and if neither the short nor the long trajectories
dominate then the decay would only be reproduced at the cut-o↵ 6.4.
The quality of the reconstruction deteriorates in areas where the contribution from
short and long trajectories are similar and the long trajectory and short trajectory
have very di↵erent excursion times (i.e. for the plateau harmonics), this is due
to interference between the long and short trajectories. It is for this reason that
harmonics corresponding to very low excursion times also do not reconstruct the
decay, in this case the contributions from the “very short” trajectories mask the
decay (Fig. 5.4).
Other disadvantages of this method are that it relies on detailed knowledge of the
photoionisation cross-sections and that phase matching e↵ects be uniform across the
high harmonic plateau. In addition it requires the experimental parameters and
DTMEs be such that the short trajectories are much more populated than the long
trajectories.
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Figure 6.3: Shows the expected survival probability (solid lines) and reconstructed
survival probability (circles) for (a) Auger decay in krypton and molecular orbital picture
breakdown dynamics in (b) propanal and (c) trans-butadiene. The reconstruction uses
a single simulated spectrum and a purely theoretical spectrum where a(t   t0) = 1, and
uses the classical map to convert harmonic frequency to excursion time. The red vertical
line corresponds to the cut-o↵ excursion time, the population of a trajectory [as defined
by Eq. (6.6)] is represented by the colour of each point, with red points having greater
population and blue points a weaker population. The IR-XUV delay is chosen to be
 X = 90  to favour the short trajectories. Reproduced from [7] with permission from
APS.
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Figure 6.4: Again shows the expected survival probability (solid lines) and reconstructed
survival probability (circles) for (a) Auger decay in krypton and molecular orbital picture
breakdown dynamics in (b) propanal and (c) trans-butadiene as in Fig. 6.3. In this case
the IR-XUV delay  X = 17.46  and neither the long nor the short trajectories dominate
resulting in reconstruction of the decay only in the cut-o↵ region.
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Figure 6.5: Again shows the expected survival probability (solid lines) and reconstructed
survival probability (circles) for (a) Auger decay in krypton and molecular orbital picture
breakdown dynamics in (b) propanal and (c) trans-butadiene as in Fig. 6.3. In this case the
IR-XUV delay  X =  39.04  and the long trajectories dominate and therefore reproduce
the decay.
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6.1.2 Reconstruction of electron dynamics by varying wave-
length
Another clear way to change the energy-time mapping is to perform multiple mea-
surements at di↵erent IR wavelengths. Considering only the cut-o↵ harmonic for each
IR-XUV delay, there is only one trajectory and we need not worry about contributions
from multiple trajectories. The reconstructed decay is shown in Fig. 6.6, where only
the cut-o↵ harmonics at ⇡ 3.17Up are used. An advantage of this technique is that the
ultrafast XUV pulses need not be so temporally short. This is because irrespective
of where in the IR cycle the XUV pulse is or ionisation occurs, there is only one
trajectory that leads to this maximum harmonic frequency. Provided the XUV pulse
overlaps a phase of 17.9  in the IR cycle, the trajectory will be populated and will be
unique wrt. recombination energy. For these reconstructions we use an XUV pulse of
FWHM 500 as and IR wavelengths of 800 nm, 950 nm and 1100 nm at an intensity
of 8⇥ 1013 W/cm2 and 1300 nm, 1500 nm, 1800 nm and 2100 nm at an intensity of
5⇥ 1013 W/cm2 and 2400 nm and 2700 nm at an intensity of 2⇥ 1013 W/cm2. This
method recovers a lifetime of 7.35 fs for the Auger decay in krypton compared to the
expected value of 7.48 fs.
This technique again requires knowledge of the DTMEs as the initial and final
electron energies will vary with the wavelength. In addition this technique requires
phase matching and macroscopic e↵ects to be the same for a given XUV-IR phase
delay but with di↵erent wavelengths. Finally this method is particularly sensitive
to changes in the wavepacket spreading and the e↵ect of the parent ion as the two
compared trajectories will have very di↵erent excursion distances due to the changing
ponderomotive energy, Up.
6.1.3 Reconstruction of electron dynamics by varying XUV-
IR delay
It is also possible to extract the survival probability by altering the position of the
XUV pulse in the IR field (i.e. by varying  X). Changing  X leads to changes in the
time-energy mapping between harmonic number and excursion time (Fig. 5.3). We
now consider the cut-o↵ harmonics as a function of  X (represented by the circles in
Fig. 5.3). In contrast to the previous method, looking only at the cut-o↵ harmonics
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has the advantage that there is only a contribution from a single, unique trajectory
with a single excursion time. Correcting the spectral intensity via Eq. (6.5) we
can reconstruct the survival probabilities as showin in Fig. 6.7. In this case the
reconstruction was performed using 800 nm IR at 8 ⇥ 1013 W/cm2, 1300 nm and
1800nm IR at 5⇥ 1013 W/cm2, and 2700 nm IR at 2⇥ 1013 W/cm2. In each case the
XUV pulse was simulated to have a central frequency equal to the relevant Ip and a
FWHM of 250 as.
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Figure 6.6: Shows the expected (dashed lines) and reconstructed survival probability
(markers) of Auger dynamics in krypton (top, blue) and molecular orbital dynamics in
propanal (bottom, green) and trans-butadiene (middle, purple). The reconstruction uses
nine spectra with di↵erent wavelengths of 800 nm, 950 nm, 1100 nm, 1300 nm, 1500 nm,
1800 nm, 2100 nm, 2400 nm, and 2700 nm (representing points from left to right) each
corrected by a corresponding theoretical spectra with a(t   t0) = 1. Reproduced from [7]
with permission from APS.
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Figure 6.7: Shows the expected (dashed lines) and reconstructed (solid lines) survival
probabilities for krypton (top, blue), propanal (bottom, green) and trans-butadiene (middle,
purple). The reconstruction considers the cut-o↵ harmonic intensity as the cut-o↵ excursion
time is varied by changing the XUV-IR delay. The cut-o↵ intensity is corrected by a purely
theoretical intensity where a(t   t0) = 1 to give the survival probability, and the classical
map is used to convert the cut-o↵ harmonic frequency to excursion time. The time domain
for reconstruction is extended by performing the reconstruction using wavelengths of 800
nm, 1300 nm, 1800 nm, and 2700 nm. Reproduced from [7] with permission from APS.
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6.2 Methods of recovering hole decay dynamics
without knowledge of DTMEs
The methods described so far have all utilised Eq. (6.5) and as a result have all
required that the DTMEs be known for each system investigated. Returning to
Eq. (6.5) we now use the saddle point approximation to pull the DTMEs out of the
integral over t:
d (!) ⇡  ia(tst   tX)
Z 1
 1
dt d (pst +A(t
0))d⇤ (pst +A(tst))
·
Z t
dt0
✓
⇡
⌘ + i(t  t0)/2
◆3/2
EX(t
0)e iS(t,t
0,pst) iIp(t t0)ei!t. (6.7)
Additionally, if the dipole transition matrix elements (DTMEs) are known to vary
slowly we may also approximate the dipole moment as
d (!) ⇡  i a(tst   tX)d (pst +A(tX))d⇤ (pst +A(tst)) ·Z 1
 1
dt
Z t
dt0
✓
⇡
⌘ + i(t  t0)/2
◆3/2
EX(t
0)e iS(t,t
0,pst) iIp(t t0)ei!t. (6.8)
The methods described in the rest of this section use this equation to remove the
e↵ects of the DTMEs on the spectra. This is achieved by comparing trajectories for
which the excursion times are di↵erent but the values of the DTMEs are approxi-
mately the same.
6.2.1 DTME independent reconstruction by varying XUV-
IR delay
Varying the XUV-IR delay resulted in excellent reproduction of the survival proba-
bility when the DTMEs are known. However, if the DTMEs are not known we may
still extract details of the decay process by exploiting an approximate symmetry in
the high-harmonic process.
Considering the trajectory that gives the highest order harmonics, it is noted that
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classically ionisation occurs 17.9  from the peak of the IR field with an initial electron
energy of zero and recombination occurs ⇡ 0.6 laser periods later with an electron
energy equal to 3.17Up. If we now consider two times of ionisation one slightly above
and the other slightly below this point and in each case consider the trajectory that
recombines with the greatest energy (given by the blue line in Fig. 5.3) it is observed
that for a given recombination energy the initial velocities of the trajectories are
approximately equal in magnitude and di↵er only in sign. There exist two trajectories
that result in the same harmonic energy and begin with the same initial speed but
occur at two di↵erent ionisation times and have two di↵erent excursion times. We
label these pairs of trajectories by their ionisation times which are inherently linked
to the XUV-IR delay  X and  0X . Considering Eq. (6.8) we may extract the ratio of
the survival probability:
Q( X , 
0
X) ⌘
    a[⌧co( X)]a[⌧co( 0X)]
    2 ⇡ I (!)P 0(!)I 0 (!)P (!) , (6.9)
where the prime indicates that the XUV pulse is positioned to populate the trajectory
with the shorter excursion time of the pair. The subscript co indicates that only the
cut-o↵ harmonic intensity is considered for each XUV-IR delay.
The factor P (!) corrects for the di↵erent population of trajectories by the XUV pulse
(cf. Fig. 6.9) and is defined as
P (!) =
     Z 1 1 dt
Z t
dt0
✓
⇡
⌘ + i(t  t0)/2
◆3/2
EX(t
0) · ✏ˆ e iS(t,t0,pst) iIp(t t0)ei!t
    2,(6.10)
where ✏ˆ is a unit vector in the direction of the polarization of the IR field. Using
this method one is able to extract the Auger decay lifetime in the case of exponential
decay and extract qualitative details from non-monotonic decay of the form seen in
molecular orbital breakdown dynamics. We simulate reconstruction using 2700 nm
IR at 2 ⇥ 1013 W/cm2 in the case of krypton and trans-butadiene and 1300 nm IR
at 5 ⇥ 1013 W/cm2 in the case of propanal (Fig. 6.8) and an XUV pulse of 250 as.
This method of reconstruction gives an Auger lifetime of 8.19 fs for krypton and
excellently reproduces the quasi-exponential decay in propanal. The reconstruction
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Figure 6.8: Shows the expected (dashed lines) and reconstructed (solid lines) survival
probability ratios for krypton (blue), propanal (green) and trans-butadiene (purple). The
reconstruction uses a range of di↵erent spectra each with di↵erent XUV-IR delays and
uses Eq. 6.9 to reconstruct the survival probability without knowledge of the DTMEs.
Reproduced from [7] with permission from APS.
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Figure 6.9: Shows the correction factor P (!) as defined by Eq. 6.10 for a wavelength of
2700 nm and intensity 2⇥ 1013 W/cm2 (blue), and a wavelength of 1300 nm and intensity
5⇥ 1013 W/cm2. In both cases the Ip = 0 eV. Changing the Ip to correctly correspond to
the ionisation potential of each system results in a horizontal translation of the curves. In
each case an XUV-IR delay of  X = 0  was chosen.
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of the relative survival probabilities in trans-butadiene is less well reproduced due to
the quickly varying nature of the decay around 6 fs. However, in comparison to the
results obtained for the exponential and quasi-exponential decay, the reconstruction
clearly shows that the survival probability is non-monotonic in this case.
6.2.2 Reconstruction of electron dynamics with constant pon-
deromotive energy
Considering Fig. 5.4 we see that if we hold the harmonic frequency constant and
change the intensity, the excursion time associated with the harmonic changes. Whilst
reconstruction by altering the intensity is experimentally appealing, it is limited by
a very small range of excursion times. Additionally we would again require that the
long trajectories be significantly weaker than the short trajectories. If, however, the
IR wavelength and intensity are varied in unison such that the ponderomotive energy
is constant, reconstruction of the decay can be performed without knowledge of the
DTMEs. Considering a single harmonic frequency, the initial and recombination
electron energies remain constant whilst the excursion time associated with the har-
monic changes. Whilst experimentally challenging, this would completely remove the
reliance on well known photoionisation and recombination cross-sections. However, it
would share the other disadvantages of the previous methods as it would be sensitive
to macroscopic e↵ects and the di↵erences in the e↵ects of the core potential due to
the di↵erent excursion distances.
It should be noted that though the DTMEs need no longer be known, it is still required
to adjust for the di↵erent population of trajectories by the XUV pulse. This is done
by dividing the intensity by the correction factor P (!). Note that the correction
factor P (!) does not assume or require prior knowledge of the DTMEs. The results
from comparing the classical cut-o↵ harmonic intensity for each XUV-IR delay for
wavelengths of 800 nm, 950 nm, 1100 nm, 1300 nm, 1500 nm, 1800 nm, 2100 nm,
2400 nm and 2700 nm and constant Up of 7.8 eV (corresponding to an IR intensity
of 5 ⇥ 1013 W/cm2 at 1300 nm) and an XUV pulse of FWHM 108 as are shown
in Fig. 6.10. In this case we alter the XUV-IR delay  X and average the corrected
intensity of the cut-o↵ harmonics (represented by the solid black line in Fig. 5.2) over
all  X , the classical excursion time is also averaged. The corrected intensity R in this
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Figure 6.10: Shows the expected (dashed line) and reconstructed (markers) survival
probabilities for Auger dynamics in krypton (top, blue) and molecular orbital picture
breakdown dynamics in propanal (bottom, green) and trans-butadiene (middle, purple).
Both reconstructed and expected survival probabilities are normalised to equal unity at
the earliest mean excursion time. The reconstruction uses nine spectra with di↵erent
wavelengths but the same ponderomotive energy, each normalised by a theoretical spectrum
to correct for the di↵erent population of trajectories according to Eq. (6.11). The
wavelengths, listed in order from shortest mean excursion time to longest, are 800 nm, 950
nm, 1100 nm, 1300 nm, 1500 nm, 1800 nm, 2100 nm, 2400 nm, and 2700 nm. Reproduced
from [7] with permission from APS.
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case is is given by
R =
1
n
X
n
I ,!IR(!, 
(n)
X )
P!IR(!, 
(n)
X )
, (6.11)
where n refers to the number of di↵erent spectra recorded at di↵erent  (n)X . An
exponential fit to this method of reconstruction yields an Auger decay lifetime of
8.55 fs in krypton compared to the expected value of 7.48 fs. As a consequence of
the averaging involved in Eq. 6.11 we do not resolve the revivals in the survival
probability for the case of trans-butadiene.
6.3 Summary and outlook
We have demonstrated that HHG spectroscopy of correlation driven hole dynamics
is a versatile technique which can address both previously time resolved Auger decay
and previously unmeasured bound multi-electron dynamics associated with the so-
called breakdown of the MO picture of molecular ionisation. We have outlined
several methods of reconstructing the survival probability with di↵ering experimental
di culties and di↵ering requirements on a priori knowledge of the system. The first
method of reconstruction requires the measurement of a single spectrum in addition
to a reference simulated spectrum in which the decay does not occur. This method
requires accurate photo-ionisation and recombination cross-sections in addition to
characterization of phase-matching e↵ects across the high harmonic plateau. In
addition, this method requires that the contributions from short and long trajectories
can be distinguished, e.g. through macroscopic e↵ects.
We have also shown two methods of reconstructing the decay by changing the XUV-IR
delay. One of them requires reference simulated spectra but o↵ers a larger reconstruc-
tion window and unambiguous, attosecond-resolution reconstruction of the survival
probability. This method also requires phase-matching e↵ects to be characterised
across the plateau. The second method does not require explicit knowledge of the
cross-sections and is not sensitive to changes in the phase matching wrt. harmonic
order. This latter method does, however, give only relative survival probability
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between two excursion times which limits its usefulness when reconstructing non-
exponential decay.
Finally we have detailed two possible methods of reconstructing the survival proba-
bility by changing either the IR wavelength on its own or both the IR wavelength and
intensity simultaneously. Changing the IR wavelength on its own allows us to use
longer XUV pulses but does require accurate knowledge of the photo-ionisation and
recombination cross-sections in addition to uniform phase-matching e↵ects across the
high harmonic plateau. Varying the IR wavelength and intensity together has the
advantage of not requiring prior knowledge of the cross-sections and is not sensitive
to changes in the phase matching wrt. harmonic frequency. However this method
cannot resolve the fast, oscillatory dynamics resulting from molecular orbital picture
breakdown in trans-butadiene.
We believe that varying the XUV-IR delay is the most advantageous and experimen-
tally realisable method of those proposed in this thesis. For this reason we hope to
stimulate experimental work in this area, in particular in the case of the Auger decay
in krypton, where the results can be benchmarked against energy-domain and streak-
ing measurements. In terms of further theoretical work to be carried out, macroscopic
propagation of the XIHHG signal remains to be performed. In addition, incorporation
of the e↵ect of the core on the continuum electron through Coulomb-eikonal-Volkov
wavefunctions in the continuum [24] will lead to more rigorous simulation of the very
short trajectories.
89
Chapter 7
Laser dressed Auger decay
The previous chapters have all worked on the assumption that the strong IR field has
no e↵ect on the bound electronic dynamics. This is an assumption also shared with
streaking experiments [3] as well as most other pump-probe techniques [8, 51]. Here
we start to adapt the Auger decay theory from section 2.3 to include the e↵ect of the
IR field in the calculation of the decay rate  . The presence of the IR field impacts
the formulation of the decay rate in two ways;
1. The bound states no longer couple to a continuum comprised of plane waves but
instead now couple to Volkov states. The kinetic momentum of the electrons is
no longer a good quantum number.
2. The strength of the transition is no longer determined by the value of the
matrix element at the kinetic momentum of the Auger electron W (v) but is
instead determined by the kinetic momentum shifted by the vector potential
W (v  A(t) +A(t0)).
In this chapter we include these two e↵ects in our calculation of the Auger decay
rate and compare our results to the field free case from section 2.3. However our
analysis does not consider the e↵ect of the IR field driving transitions between bound
electronic states or vibrational states.
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7.1 Theory of laser dressed Auger decay
We once again start with the ansatz
| i = | iici(t) +
Z
dEp| d(Ep)icd(Ep, t) +
x
dEpdE| f (E,Ep)icf (E,Ep, t), (7.1)
where the subscript i indicates the initial, ground state, d the decaying, excited state
and photoelectron, and f the final state. The final state is parametised by the Auger
electron energy, E. We leave all the time dependence in the amplitudes, cs(t) and
leave only spatial dependence in the electronic wavefunctions | si.
We also write the total Hamiltonian for the system,
Hˆ = Hˆel   Dˆ · EIR(t)  Dˆ · EXUV (t), (7.2)
where Hˆel is defined in the same way as in section 2.3. We make the same approxi-
mations as in the field-free case, with the addition that the continuum photoelectron
is assumed to have no interaction with the laser fields. We then di↵erentiate Eq. 7.1,
bra through with the initial electronic state and compare the result to the TDSE to
find the following relation for the amplitude of the initial state:
ic˙i(t) = h i|i d
dt
| (t)i, (7.3)
ic˙i(t) = h i|Hˆel| iici(t) 
Z
h i|Dˆ · EXUV (t)| d(Ep)icd(Ep, t)dEp
 h i|Dˆ · EIR(t)| iici(t). (7.4)
We repeat the definitions of section 2.3 and introduce the dipole moment µj:
Ej = h j|Hˆel| ji, (7.5)
FXUV (Ep) = h d(Ep)|Dˆ · EXUV (t)| ii, (7.6)
µj · EIR(t) = h j|Dˆ · EIR(t)| ji, (7.7)
W (E) = h f (E,Ep)|Hˆel| d(Ep)i, (7.8)
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where the indice j indicates any electronic state. We therefore rewrite the equation
of motion for the initial state as
ic˙i(t) = Eici(t) 
Z
F †XUV (Ep) cd(Ep, t) dEp   µi · EIR(t)ci(t). (7.9)
By projecting onto the decaying and final electronic states and using our definitions
we also find equations for the decaying and final states
ic˙d(Ep, t) = (Ed + Ep)cd(Ep, t)  FXUV (Ep) ci(t)  µd · EIR(t)cd(Ep, t)
 
Z
dE W †(E)cf (E,Ep, t), (7.10)
ic˙f (E,Ep, t) = (Ef + E + Ep)cf (E,Ep, t)  µf · EIR(t)cf (E,Ep, t)
+W (E)cd(Ep, t). (7.11)
We now focus on the decaying and final states and express the Auger electron energy
in terms of its kinetic momentum v to rewrite Eq. 7.11:
ic˙f (v, Ep, t) = (Ef+Ep+
v2
2
)cf (v, Ep, t) µf · EIR(t)cf (v, Ep, t)
+W (v)cd(Ep, t). (7.12)
If the final state does not have a permanent dipole moment, the term µf only refers
to transitions between continuum states, i.e. hv|Dˆ|v0i which in turn is equivalent to
irv (v   v0). We can therefore rewrite the equation above as
ic˙f (v, Ep, t) = (Ef + Ep +
v2
2
)cf (v, Ep, t)  iEIR(t) ·rvcf (v, Ep, t)
+W (v)cd(Ep, t). (7.13)
Performing the integral gives
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cf (v, Ep, t) =  i
Z t
dt0e i
R t
t0 dt
00[Ef+Ep+(v A(t)+A(t00))2/2]
⇥W (v  A(t) +A(t0))cd(Ep, t0), (7.14)
where the vector potential A(t) is defined by the relation
EIR(t) =  @A/@t. (7.15)
Di↵erentiating Eq. 7.14 with respect to time verifies the equation. Recalling the
slowly evolving hole approximation from section 2.3:
cd(Ep, t
0) = e i(Ed+Ep)(t
0 t)cd(Ep, t), (7.16)
we substitute this into Eq. 2.26 to obtain
cf (v, t) =  i
Z t
dt0e i
R t
t0 dt
00[Ef+(v A(t)+A(t00))2/2]
W (v  A(t) +A(t0))e iEd(t0 t)cd(t) (7.17)
We now define the canonical momentum p = v  A(t) and substitute the equation
for the final state into Eq. 7.10:
i|c˙d(Ep, t)i = Hˆdcd(Ep, t)  FXUV ci(t)  i
Z t
dt0
Z
dpe i
R t
t0 dt
00[Ef+(p+A(t00))2/2 Ed]
W †(p+A(t))W (p+A(t0))cd(Ep, t) (7.18)
In addition we have assumed that there is no permanent dipole moment present in
the decaying state. We rewrite Eq. 7.17 as
c˙d(Ep, t) =  iHˆdcd(Ep, t) + iFXUV ci(t)   (t)cd(Ep, t),
where we have defined  (t) as
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 (t) =
Z t
dt0
Z
dp e i(
p2
2 +Up+Ef Ed)(t t0)+i(
p·A0
! cos(!t)+
A20
8! sin(2!t)
W †(p+A(t))W (p+A(t0))e i(
p·A0
! cos(!t
0)+A
2
0
8! sin(2!t
0)), (7.19)
where in the above expression we have defined the vector potential asA(t) = A0 sin(!t)
and therefore:
 (t) =  i
Z t
t0
dt00(p+A(t00))2/2
=  i⇥p2
2
(t  t0)  p ·A0
!
(cos(!t)  cos(!t0)
+
A20
4
(t  t0)  A
2
0
8!
(sin(2!t)  sin(2!t0))⇤. (7.20)
The energy of the final state is shifted upwards by the ponderomotive energy Up =
A20/4.
Using the Jacobi-Anger expansions we can express the exponential phases in terms
of Bessel functions:
eiz cos ✓ =
1X
n= 1
inJn(z)e
in✓, (7.21)
eiz sin ✓ =
1X
n= 1
Jn(z)e
in✓, (7.22)
and rewrite  (t) as
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 (t) =
Z
dp
1X
n,m= 1
ei(
p·A0
! cos(!t)+
A20
8! sin(2!t))W †(p+A(t))e i(
p2
2 +Up+Ef Ed)t
⇥( 1)n+minJn
✓
p ·A0
!
◆
Jm
✓
A20
8!
◆
⇥
Z t
dt0W (p+A(t0))ei(
p2
2 +Up+Ef+n!+2m! Ed)t0 .
The factor of ( 1)n+m is due to the relation
Jn( z) = ( 1)nJn( z), (7.23)
for integer n. The matrix element under the integral over t0 can be rewritten using a
Taylor expansion
W (p+A(t0)) = W (p) +A(t0)W 0(p) +
1
2
A2(t0)W 00(p)
+
1
6
A3(t0)W 000(p)...+
✓
1
r
◆
Ar(t0)W (r)(p). (7.24)
Or, more succintly,
W (p+A(t0)) = W (p) +
1X
r=0
1
r!
|A|r(t0)W (r)(p), (7.25)
where we have defined W (r)(p) as
W (r)(p) = ✏ ·r(r)W (p), (7.26)
where ✏ is a unit vector in the direction of the laser polarisation. Recalling A(t) =
A0 sin(!t) we may rewrite this as
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W (p+A(t0)) = W (p) +
1X
r=0
Ar0
(2i)r
1
r!
W (r)(p)ei!t
0r
rX
k=0
( 1)k
✓
r
k
◆
e i2!t
0k, (7.27)
where we have used the identity
Ar(t0) = (A0 sin(!t0))r
=
Ar0
(2i)r
ei!t
0r
rX
k=0
( 1)k
✓
r
k
◆
e i2!t
0k.
We can re-express  (t) as
 (t) =
1X
r=0
1
(2i)r
1
r!
 (r)(t), (7.28)
where  (r)(t) is defined as
 (r)(t) = Ar0
Z
dp
1X
n,m= 1
ei(
p·A0
! cos(!t)+
A20
8! sin(2!t))W †(p+A(t))e i(
p2
2 +Ec)t
( 1)n+minJn
✓
p ·A0
!
◆
Jm
✓
A20
8!
◆
⇥
Z t
dt0
rX
k=0
( 1)k
✓
r
k
◆
e i2!t
0kW (r)(p)ei!t
0rei(
p2
2 +Ec+n!+2m!)t
0
,
where the energy conservation point Ec is defined by, Ec = Ef + Up   Ed. Bringing
terms dependent only on r and k to the front we obtain
 (r)(t) = Ar0
rX
k=0
( 1)k
✓
r
k
◆ 1X
n,m= 1
Z
dpW †(p+A(t))ei(
p·A0
! cos(!t)+
A20
8! sin(2!t))
⇥e i(p
2
2 +Ec)tW (r)(p)( 1)n+minJn
✓
p ·A0
!
◆
Jm
✓
A20
8!
◆
⇥
Z t
dt0ei(
p2
2 +Ec+n!+2m!+r! 2k!)t0 .
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Evaluating the integral over t0
 (r)(t) = ( i)Ar0ei
A20
8! sin(2!t)
rX
k=0
ei(r! 2k!)t( 1)k
✓
r
k
◆
1X
m= 1
( 1)mei2m!tJm
✓
A20
8!
◆ 1X
n= 1
in( 1)nein!t
Z
dp
Jn
⇣
p·A0
!
⌘
ei
p·A0
! cos(!t)W †(p+A(t))W (r)(p)
(p
2
2 + Ec + n! + 2m! + r!   2k!)
. (7.29)
Implicitly removing the dependence on the azimuthal angle   by assuming rotational
symmetry of the dipole transition matrix elements we write
 (r)(t) = ( 2⇡i)Ar0ei
A20
8! sin(2!t)
rX
k=0
ei(r! 2k!)t( 1)k
✓
r
k
◆
1X
m= 1
( 1)mei2m!tJm
✓
A20
8!
◆ 1X
n= 1
in( 1)nein!t
x
dp d✓
p2 sin ✓
Jn
⇣
p·A0
!
⌘
ei
p·A0
! cos(!t)W †(p+A(t))W (r)(p)
(p
2
2 + Ec + n! + 2m! + r!   2k!)
. (7.30)
If we split the integral into a part concerning the pole and one considering the principal
value of the integral we obtain
 (r)(t) = (⇡i)( 2⇡i)Ar0ei
A20
8! sin(2!t)
rX
k=0
ei(r! 2k!)t( 1)k
✓
r
k
◆
1X
m= 1
( 1)mei2m!tJm
✓
A20
8!
◆ 1X
n= 1
in( 1)nein!t
Z
d✓
p sin ✓Jn
✓
p(n,m, r, k)A0 cos ✓
!
◆
ei
p(n,m,r,k)A0 cos ✓
! cos(!t)
W †(p(n,m, r, k) +A(t))W (r)(p(n,m, r, k)) + P.V. (7.31)
This equation can be implemented (numerically in the case of the principal value
integral) to find the laser-dressed coupling rate.
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7.2 Application to centrosymmetric test systems
We can now implement Eq. 7.30 for a series of model systems. When choosing a
model system, we require only a form for the matrix element W (p) and the field-
free conservation of energy point E 0 = Ef   Ed. The simulation parameters of laser
frequency, !, and laser intensity, E0 = |A0|/! must also be chosen.
For simplicity we consider Auger decay in a beryllium-like atom where all the orbitals
are s-like, the matrix transition element in this case is given by
W (k) =
4⇡
2l + 1
1X
l=0
lX
m= l
h2s|r (l+1)1 Y ⇤lm|kih2s|rl2Ylm|1si.
We may use the Wigner-3j symbols or Clebsch-Gordan coe cients to realise that the
only contributing term in this case arises from l = 0,m = 0. Within the frozen orbital
approximation the second matrix element is zero due to the orthogonality of the 1s
and 2s orbitals, in actuality the orbitals of the excited state and the doubly ionised
ground state are not orthogonal and we may neglect the second term as a constant
wrt. Auger electron momentum. We then evaluate the first matrix element using the
formulae for the Fourier transform of Slater type orbitals [52].
The form of the transition matrix element is then found to be (up to a scaling
constant)
W (k) =
k2    2
(k2 +  2)2
, (7.32)
where   =
p
2Ip and the ionisation potential of the 2s orbital is equal to Ip = 9.32
eV. The field-free conservation of energy point is given by E 0 = 96 eV.
In addition, we consider a Gaussian matrix element of the form
W (k) = exp ( k2/↵), (7.33)
where ↵ = 2, so that we may make comparisons with a more quickly varying matrix
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element.
7.2.1 Variation of coupling rate with coupling angle
In considering our test systems, we first calculate the variation of the “angle-dependent”
coupling rate for a given value of t 1:
 (r)(t, ✓) = ( 2⇡i)Ar0ei
A20
8! sin(2!t)
rX
k=0
ei(r! 2k!)t( 1)k
✓
r
k
◆
1X
m= 1
( 1)mei2m!tJm
✓
A20
8!
◆ 1X
n= 1
in( 1)nein!t
Z
dp p2
Jn
⇣
p·A0
!
⌘
ei
p·A0
! cos(!t)W †(p+A(t))W (r)(p)
(p
2
2 + Ec + n! + 2m! + r!   2k!)
. (7.34)
The form of this function is shown in Fig. 7.1 for t = ⇡/4 for a beryllium like matrix
element (Eq. 7.32) and a Gaussian matrix element (Eq. 7.33). A laser intensity of
800nm and intensity of 5⇥ 1013W/cm2 are assumed. The field free case is also shown
for reference.
The results for beryllium can largely be explained by considering the change in the
matrix elements from the field free W (k) to the field dressed element W (p +A(t))
and terms resulting from the Taylor expansion, W (r)(p).
For the r = 0 term the change from the field free case is largely due to the shift
in W (p +A(t) and the deviation can be crudely interpreted as the vector potential
suppressing transitions where 0 < ✓ < ⇡/2 while simultaneously enhancing transitions
where ⇡/2 < ✓ < ⇡ (cf. Fig. 7.2). For r = 1, and other odd orders, the rough, odd
symmetry around ✓ = ⇡/2 can be explained as W (r)(p) changing sign. Similarly, for
even orders of r, the roughly even symmetry can be attributed to W (r)(p)) being
symmetric around ✓ = ⇡/2.
That these are only approximate symmetries can be attributed to W (p+A(t)) and
1It is important to note that this “angle-dependent” coupling rate is not equivalent to the observed
angular distribution of the Auger electron. They are related in that they both share the matrix
elements W (k) but the rate  (t, ✓) is not observable,
R
d✓ sin ✓  (t, ✓) on the other hand, is.
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the e↵ect of the terms arising from the laser-dressed phase terms.
In the Gaussian case the matrix element varies much more sharply and while the
broad characteristics of the curves remain similar; the e↵ect of the W (p+A(t)) term
and the laser-dressed phase terms is much more pronounced.
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Figure 7.1: Shows a plot of the angle-dependent decay part of  (r)(t, ✓) for t = ⇡/4 for a
beryllium-like matrix element (upper) and a Gaussian matrix element (lower). The di↵erent
colours show di↵erent orders of the Taylor expansion of W (p +A(t)). The dashed black
line shows the field free  (t, ✓).
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Figure 7.2: Shows the shape of the matrix elements for a beryllium-like matrix element
(upper) and a Gaussian matrix element (lower). The dashed black line shows positions
where the momentum corresponds to the conservation of energy point, the solid blue lines
show these positions shiften by the vector potential A(⇡/4), the vector potential is parallel
to xˆ.
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7.2.2 Variation of coupling rate with time
We can now turn our attention to the angle-integrated time-dependent coupling rate.
Recalling an early form of  :
 (t) = i
Z t
dt0
Z
dpe i
R t
t0 dt
00[Ef+(p+A(t00))2/2 Ed]W †(p+A(t))W (p+A(t0)). (7.35)
If at some time later the sign of the vector potential is reversed so A(t+ ⌧) =  A(t)
we may write
 (t+ ⌧) = i
Z t+⌧
dt0
Z
dp0e i
R t+⌧
t0 dt
00[Ef+(p+A(t00))2/2 Ed]W †(p A(t))W (p+A(t0)).
Making the transformation T = t0   ⌧ and noting A(t  ⌧) =  A(t):
 (t+ ⌧) = i
Z t
dT
Z
dp0e i
R t
T dt
00[Ef+(p A(t00))2/2 Ed]W †(p A(t))W (p A(T )).
Finally, if the momentum space is transformed by p0 =  p then, for centro-symmetric
systems where W (k) = W ( k), the coupling rate is given by
 (t+ ⌧) = i
Z t
dT
Z
dp0e i
R t
T dt
00[Ef+(p+A(t00))2/2 Ed]W †(p+A(t))W (p+A(T ))
=  (t). (7.36)
Therefore the Auger decay rate and energy shift do not depend on the sign of the
vector potential. Applying the same approach to Eq. 7.30 it can be seen that the
individual orders of r also do not depend on the sign of the vector potential.
With this in mind we plot the di↵erent orders of r of Eq. 7.30 as a function of t for
both beryllium (Fig. 7.3) and the Gaussian matrix element (Fig. 7.4). It can be seen
from the results that even though the individul orders of the expansion r are time
dependent, the total Auger rate is not time dependent. In addition, the Auger rate
is equal (to within numerical noise) the field-free Auger rate.
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It is interesting to note that this null result would not be observed if only the e↵ect
of the vector potential on the matrix element was considered. The net result that
the laser field has no e↵ect on the Auger rate is only observed when the e↵ect of the
vector potential on the action is included in the calculation.
104
0 1 2 3 4 5 6 7
0
0.2
0.4
0.6
0.8
1
1.2
Decay rate
ω t (radians)
Γ
(r)
(t)
 (a
rb
. u
nit
s)
 
 
r=0
r=1
r=2
r=3
r=4
r=5
r=6
total
field−free
0 1 2 3 4 5 6 7
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
Energy shift
ω t (radians)
Γ
(r)
(t)
 (a
rb
. u
nit
s)
 
 
r=0
r=1
r=2
r=3
r=4
r=5
r=6
total
field−free
Figure 7.3: Shows the decay part (upper) and energy shift part (lower) of di↵erent orders
of r of Eq. 7.30 as a function of t for a matrix element corresponding to Auger decay in
beryllium. Also shown are the total field-dressed, time-dependent Auger decay rate and
energy shift as the field-free decay rate and energy shift.
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Figure 7.4: Shows the decay part (upper) and energy shift part (lower) of di↵erent orders
of r of Eq. 7.30 as a function of t for a Gaussian matrix element. Also shown are the total
field-dressed, time-dependent Auger decay rate and energy shift as the field-free decay rate
and energy shift.
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7.3 Application to asymmetric test systems
In this section we calculate the Auger rate for two other matrix elements whilst using
the same values for Ip and Ed  Ef . We consider a matrix element of the form (with
the same IR parameters as in the previous section)
W (k) = exp ( (k  x0)2/↵), (7.37)
which corresponds to a displaced Gaussian, the width of which is determined by ↵ = 1.
A displaced Gaussian will cause the form of  (r)(t) to vary in a more complicated way
temporally as the symmetry is broken. The results of this are shown in Fig. 7.5. Again
it is seen that, whilst the individual orders of r behave in a much less predictable way,
the laser field has no e↵ect on the total Auger rate (what small di↵erences may be
observed in the energy shift are likely due to insu cient orders of r being taken).
In addition we consider a matrix element of the form
W (k) = exp ( k2/ ) exp ( ikz⇡/4), (7.38)
where   = 1 and this time the intensity is set to 5 ⇥ 1012 W/cm2. The results of
these calculations are shown in Fig. 7.6. Again, even though the lower orders of r now
change a great deal, it is seen that the overall laser-dressed decay rate is the same as
the field-free case.
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Figure 7.5: Shows the decay part (upper) and energy shift part (lower) of di↵erent orders of
r of Eq. 7.30 as a function of t for a matrix element corresponding to an o↵-centre Gaussian
(Eq. 7.37). Also shown are the total field-dressed, time-dependent Auger decay rate and
energy shift as the field-free decay rate and energy shift.
108
0 1 2 3 4 5 6 7
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Decay rate
ω t (radians)
Γ
(r)
(t)
 (a
rb
. u
nit
s)
 
 
r=0
r=1
r=2
r=3
r=4
total
field−free
0 1 2 3 4 5 6 7
−0.5
0
0.5
1
1.5
2
2.5
Energy shift
ω t (radians)
Γ
(r)
(t)
 (a
rb
. u
nit
s)
 
 
r=0
r=1
r=2
r=3
r=4
total
field−free
Figure 7.6: Shows the decay part (upper) and energy shift part (lower) of di↵erent orders of
r of Eq. 7.30 as a function of t for an oscillatory matrix element (Eq. 7.38). Also shown are
the total field-dressed, time-dependent Auger decay rate and energy shift as the field-free
decay rate and energy shift.
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7.4 Summary and outlook
In this section an analytical form for the Auger decay rate and energy shift has been
found. This equation was then used to calculate the e↵ect of the IR field on the
Auger decay for a variety of di↵erent matrix elements. In each case the IR field was
found to have no e↵ect. A limitation of these investigations is that the field-free
Auger electron energy was set to 96 eV thoughout (corresponding to Auger decay in
beryllium). While there is no immediate reason to expect that varying this value will
lead to a modified decay rate, this is an area that may be explored further.
The only approximation made throughout this section is that of the slowly varying
hole. This has been justified in that we have allowed ourselves to adjust the Auger
rate through the independent prefactor arising from the overlap between the two
bound states (which does not vary with t or k). We should therefore restrict the
interpretation of our results to cases where the Auger width is much smaller than the
characteristic energy range over which the integrand varies, i.e.
F (pc) = p
2
c sin ✓Jn
✓
pc ·A0
!
◆
ei
pc·A0
! cos(!t)W †(pc +A(t))W (r)(pc)
⇡ F (p0), (7.39)
where
|p0| ⇡ |pc|
✓
1 +
 
2Ec
◆
. (7.40)
Further work could include implementing an iterative scheme for calculating   to
allow investigations into faster Auger decay where this approximation does not hold,
i.e.
(p0   pc) |A0|
!
=
pc 
2Ec
|A0|
!
⇡ 1. (7.41)
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Chapter 8
Conclusions and further work
This thesis presents work theoretically modelling interactions between atomic or
molecular systems and intense laser fields. The two main areas of work have been
based upon describing a novel technique for resolving attosecond electron dynamics
and describing the e↵ect of the laser field on Auger decay. In this section we will
summarise the conclusions of this work and provide a brief outlook for further work
in these areas.
8.1 Summary
Sudden ionisation of a molecule results in attosecond electron dynamics due to the
coherent population of many ionic eigenstates. We proposed a technique to resolve
these dynamics that, in contrast to previous methods (Chapter 4), is capable of
resolving dynamics resulting from sudden ionisation of a molecular orbital in the
inner valence region. Our method is based on a process known as extreme ultraviolet
high harmonic generation (Chapter 5). In this process an atom or molecule is ionised
by an attosecond-scale extreme ultra-violet pulse. The produced photoelectron is then
driven by an intense infra-red field back into the parent ion where it probes the hole
population of the system. If the system has remained in the initial 1h configuration
the electron may recombine and a high-frequency photon is emitted. If, however,
the system has decayed to another state the electron cannot recombine to form the
neutral, ground state and coherent emission does not occur. Therefore in cases where
the initial hole decays without later revivals, the longer the electron spends in the
continuum the less likely it is that a photon will be emitted.
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We introduced a mapping between photon frequency and time spent in the continuum
by the electron based on classical trajectories. Using this map we proposed several
di↵erent methods of extracting the hole decay from the harmonic spectrum depending
on the level of prior knowledge of the system and the level of control over experimental
parameters. It was concluded that the most realisable method of extracting the hole
population was to vary the position of the ionising, XUV pulse in the IR period and
observe the variation of the cut-o↵ harmonic intensity.
In the latter part of the thesis, the e↵ect of an intense IR field on Auger decay was
examined. A time-dependent theory of Auger decay was developed, which, in contrast
to previous work, included the e↵ect of the laser field on the continuum electron. It
was found that even for very high intensity fields, the Auger decay rate and energy
shift were not dependent on the IR phase and were equal to the field-free rate.
8.2 Further work
Our result that the Auger decay is fundamentally unmodified by the presence of a
strong IR field, even for very asymmetric systems, is the first step towards applying
streaking spectroscopy to molecules. What remains is to include the IR field coupling
between di↵erent potential energy surfaces and the e↵ect of the field on nuclear mo-
tion. This could be achieved through modifying existing quantum chemical packages
like multi-configurational time-dependent Hartree (MCTDH). Once this is complete,
the full di culty of extracting the decay rate from the streaked electron spectrum
will be known and a full analysis of any experimental work can be performed.
Regarding our proposed XIHHG spectroscopic technique, this will also benefit from
including field driven nuclear dynamics. Movement of the nuclei will result in an
extra source of damping of the XIHHG spectrum, as the intensity of the harmonic
signal will be roughly proportional to the squared modulus of the nuclear correlation
function in a manner analogous to PACER experiments [53]. In addition, a better
description of the continuum electron which includes the e↵ect of the core potential
will result in a more accurate simulation of the harmonic spectrum. This could be
achieved through the application of modified b-spline ADC methods [43].
112
Chapter 9
Bibliography
[1] E. Yavin, A. K. Boal, E. D. A. Stemp et al. ‘ProteinDNA charge transport:
Redox activation of a DNA repair protein by guanine radical’. Proceedings of the
National Academy of Sciences of the United States of America, vol. 102(10), pp.
3546–3551 (2005). doi:10.1073/pnas.0409410102.
[2] F. Krausz & M. Ivanov. ‘Attosecond physics’. Rev. Mod. Phys., vol. 81, pp.
163–234 (2009). doi:10.1103/RevModPhys.81.163.
[3] M. Drescher, M. Hentschel, R. Kienberger et al. Nature, vol. 419, p. 803 (2002).
[4] O. Smirnova, Y. Mairesse, S. Patchkovskii et al. ‘High harmonic interferometry
of multi-electron dynamics in molecules’. Nature, vol. 460(7258), pp. 972–977
(2009).
[5] E. Goulielmakis, Z.-H. Loh, A. Wirth et al. ‘Real-time observation of valence
electron motion’. Nature, vol. 460(7258), pp. 972–977 (2009).
[6] J. Leeuwenburgh, B. Cooper, V. Averbukh et al. ‘High-Order Harmonic
Generation Spectroscopy of Correlation-Driven Electron Hole Dynamics’. Phys.
Rev. Lett., vol. 111, p. 123002 (2013). doi:10.1103/PhysRevLett.111.123002.
[7] J. Leeuwenburgh, B. Cooper, V. Averbukh et al. ‘Reconstruction of correlation-
driven electron-hole dynamics by high-harmonic-generation spectroscopy’. Phys.
Rev. A, vol. 90, p. 033426 (2014). doi:10.1103/PhysRevA.90.033426.
113
[8] B. Cooper & V. Averbukh. ‘Single-Photon Laser-Enabled Auger Spectroscopy
for Measuring Attosecond Electron-Hole Dynamics’. Phys. Rev. Lett., vol. 111,
p. 083004 (2013). doi:10.1103/PhysRevLett.111.083004.
[9] M. Drescher, M. Hentschel, R. Kienberger et al. ‘Supplementary material’.
Nature, vol. 419, p. 803 (2002).
[10] T. A˚berg. ‘Theory of X-Ray Satellites’. Phys. Rev., vol. 156, pp. 35–41 (1967).
doi:10.1103/PhysRev.156.35.
[11] T. Koopmans. Physica, vol. 1, p. 104 (1934).
[12] A. Szabo & N. S. Ostlund. Modern Quantum Chemistry. McGraw Hill, New
York, 1982.
[13] T. A˚berg. ‘Theory of X-Ray Satellites’. Phys. Rev., vol. 156, pp. 35–41 (1967).
doi:10.1103/PhysRev.156.35.
[14] L. Cederbaum, W. Domcke, J. Schirmer & W. von Niessen. ‘Correlation e↵ects
in the ionization of molecules: breakdown of the molecular orbital picture’. Adv.
Chem. Phys., vol. 65, p. 115 (1986).
[15] J. Craigie, A. Hammad, B. Cooper & V. Averbukh. ‘Rates of Exponential Decay
in Systems of Discrete Energy Levels by Stieltjes Imaging’. The Journal of
Chemical Physics, accepted (2014).
[16] B. Crasemann. Atomic Inner-shell Processes: Ionization and transition probabil-
ities. Atomic Inner-Shell Processes. Academic Press, 1975. ISBN 9780121969011.
[17] V. Averbukh, U. Saalmann & J. M. Rost. ‘Suppression of Exponential Electronic
Decay in a Charged Environment’. Phys. Rev. Lett., vol. 104, p. 233002 (2010).
doi:10.1103/PhysRevLett.104.233002.
[18] J. D. Jackson. Classical electrodynamics. Wiley, New York, NY, 1999, 3rd ed.
edn. ISBN 9780471309321.
[19] P. B. Corkum. ‘Plasma perspective on strong field multiphoton ionization’. Phys.
Rev. Lett., vol. 71, pp. 1994–1997 (1993). doi:10.1103/PhysRevLett.71.1994.
114
[20] A. Becker & F. H. M. Faisal. ‘Intense-field many-body S -matrix theory’. Journal
of Physics B: Atomic, Molecular and Optical Physics, vol. 38(3), p. R1 (2005).
[21] M. Lewenstein, P. Balcou, M. Y. Ivanov et al. ‘Theory of high-harmonic
generation by low-frequency laser fields’. Phys. Rev. A, vol. 49, pp. 2117–2132
(1994). doi:10.1103/PhysRevA.49.2117.
[22] M. Lewenstein, K. C. Kulander, K. J. Schafer & P. H. Bucksbaum. ‘Rings in
above-threshold ionization: A quasiclassical analysis’. Phys. Rev. A, vol. 51, pp.
1495–1507 (1995). doi:10.1103/PhysRevA.51.1495.
[23] O. Smirnova, A. S. Mouritzen, S. Patchkovskii & M. Y. Ivanov. ‘Coulomblaser
coupling in laser-assisted photoionization and molecular tomography’. Journal of
Physics B: Atomic, Molecular and Optical Physics, vol. 40(13), p. F197 (2007).
[24] O. Smirnova, M. Spanner & M. Y. Ivanov. ‘Coulomb and polarization e↵ects
in laser-assisted XUV ionization’. Journal of Physics B: Atomic, Molecular and
Optical Physics, vol. 39(13), p. S323 (2006).
[25] F. Bloch & P. A. Ross. ‘Radiative Auger E↵ect’. Phys. Rev., vol. 47, pp. 884–885
(1935). doi:10.1103/PhysRev.47.884.
[26] T. A. Carlson & M. O. Krause. ‘Measurement of the Electron Energy Spectrum
Resulting from a Double Auger Process in Argon’. Phys. Rev. Lett., vol. 17, pp.
1079–1083 (1966). doi:10.1103/PhysRevLett.17.1079.
[27] L. S. Cederbaum, J. Zobeley & F. Tarantelli. ‘Giant Intermolecular Decay and
Fragmentation of Clusters’. Phys. Rev. Lett., vol. 79, pp. 4778–4781 (1997).
doi:10.1103/PhysRevLett.79.4778.
[28] H. Aksela, E. Kukk, S. Aksela et al. ‘Partial Auger decay rates of core-ionized
molecular states in HCl and DCl’. Journal of Physics B: Atomic, Molecular and
Optical Physics, vol. 28(19), p. 4259 (1995).
[29] O. Smirnova, V. S. Yakovlev & A. Scrinzi. ‘Quantum Coherence in the Time-
Resolved Auger Measurement’. Phys. Rev. Lett., vol. 91, p. 253001 (2003). doi:
10.1103/PhysRevLett.91.253001.
115
[30] A. Verhoef, A. Mitrofanov, M. Krikunova et al. ‘Measurement of Attosecond
Photo-ionization Delay in Xenon’. In ‘CLEO: 2013’, p. QF2C.4. Optical Society
of America, 2013. doi:10.1364/CLEO QELS.2013.QF2C.4.
[31] B. Schu¨tte, S. Bauch, U. Fru¨hling et al. ‘Evidence for Chirped Auger-Electron
Emission’. Phys. Rev. Lett., vol. 108, p. 253003 (2012). doi:10.1103/PhysRevLett.
108.253003.
[32] A. I. Kule↵ & L. S. Cederbaum. ‘Radiation Generated by the Ultrafast Migration
of a Positive Charge Following the Ionization of a Molecular System’. Phys. Rev.
Lett., vol. 106, p. 053001 (2011). doi:10.1103/PhysRevLett.106.053001.
[33] M. Uiberacker, T. Uphues, M. Schultze et al. Nature, vol. 446, p. 627 (2007).
[34] T. Uphues, M. Schultze, M. F. Kling et al. ‘Ion-charge-state chronoscopy of
cascaded atomic Auger decay’. New Journal of Physics, vol. 10(2), p. 025009
(2008).
[35] M. Krikunova, T. Maltezopoulos, A. Azima et al. ‘Time-resolved ion spectrom-
etry on xenon with the jitter-compensated soft x-ray pulses of a free-electron
laser’. New Journal of Physics, vol. 11(12), p. 123019 (2009).
[36] L. Belshaw, F. Calegari, M. J. Du↵y et al. ‘Observation of Ultrafast Charge
Migration in an Amino Acid’. The Journal of Physical Chemistry Letters,
vol. 3(24), pp. 3751–3754 (2012). doi:10.1021/jz3016028.
[37] F. Calegari. private communication (2014).
[38] M. B. Gaarde, K. J. Schafer, A. Heinrich et al. ‘Large enhancement of
macroscopic yield in attosecond pulse train˘assisted harmonic generation’. Phys.
Rev. A, vol. 72, p. 013411 (2005). doi:10.1103/PhysRevA.72.013411.
[39] J. Biegert, A. Heinrich, C. Hauri et al. ‘Enhancement of high-order harmonic
emission using attosecond pulse trains’. Laser physics, vol. 15(6), pp. 899–902
(2005).
[40] G. Gademann, F. Kelkensberg, W. K. Siu et al. ‘Attosecond control of electronion
recollision in high harmonic generation’. New Journal of Physics, vol. 13(3), p.
033002 (2011).
116
[41] Z. Chen, A.-T. Le, T. Morishita & C. D. Lin. ‘Quantitative rescattering theory for
laser-induced high-energy plateau photoelectron spectra’. Phys. Rev. A, vol. 79,
p. 033409 (2009). doi:10.1103/PhysRevA.79.033409.
[42] A. G. Harvey & J. Tennyson. ‘Electron re-scattering from aligned linear molecules
using the R -matrix method’. Journal of Physics B: Atomic, Molecular and
Optical Physics, vol. 42(9), p. 095101 (2009).
[43] M. Ruberti, R. Yun, K. Gokhberg et al. ‘Total molecular photoionization
cross-sections by algebraic diagrammatic construction-Stieltjes-Lanczos method:
Benchmark calculations’. The Journal of Chemical Physics, vol. 139(14), 144107
(2013). doi:http://dx.doi.org/10.1063/1.4824431.
[44] B. Podolsky & L. Pauling. ‘The Momentum Distribution in Hydrogen-Like
Atoms’. Phys. Rev., vol. 34, pp. 109–116 (1929). doi:10.1103/PhysRev.34.109.
[45] A. Erdelyi. Tables of integral transforms. McGraw-Hill, New York, 1954. ISBN
978-0070195493.
[46] M. Jurvansuu, A. Kivima¨ki & S. Aksela. ‘Inherent lifetime widths of Ar 2p 1,
Kr 3d 1, Xe 3d 1, and Xe 4d 1 states’. Phys. Rev. A, vol. 64, p. 012502 (2001).
doi:10.1103/PhysRevA.64.012502.
[47] A. B. Trofimov & J. Schirmer. ‘Molecular ionization energies and ground- and
ionic-state properties using a non-Dyson electron propagator approach’. The
Journal of Chemical Physics, vol. 123(14), 144115 (2005). doi:10.1063/1.2047550.
[48] K. L. Schuchardt, B. T. Didier, T. Elsethagen et al. ‘Basis Set Exchange: A
Community Database for Computational Sciences’. Journal of Chemical Infor-
mation and Modeling, vol. 47(3), pp. 1045–1052 (2007). doi:10.1021/ci600510j.
PMID: 17428029.
[49] D. Feller. ‘The role of databases in support of computational chemistry calcula-
tions’. Journal of Computational Chemistry, vol. 17(13), pp. 1571–1586 (1996).
doi:10.1002/(SICI)1096-987X(199610)17:13h1571::AID-JCC9i3.0.CO;2-P.
[50] K. Kaufmann, W. Baumeister & M. Jungen. ‘Universal Gaussian basis sets for
an optimum representation of Rydberg and continuum wavefunctions’. Journal
of Physics B: Atomic, Molecular and Optical Physics, vol. 22(14), p. 2223 (1989).
117
[51] B. Cooper, P. Kolorenc, L. J. Frasinski et al. ‘Analysis of a measurement scheme
for ultrafast hole dynamics by few femtosecond resolution X-ray pump-probe
Auger spectroscopy’. Faraday Discuss., vol. 171, pp. 93–111 (2014). doi:10.
1039/C4FD00051J.
[52] D. Belki & H. S. Taylor. ‘A unified formula for the Fourier transform of Slater-
type orbitals’. Physica Scripta, vol. 39(2), p. 226 (1989).
[53] S. Baker, J. S. Robinson, C. A. Haworth et al. ‘Probing Proton Dynamics in
Molecules on an Attosecond Time Scale’. Science, vol. 312(5772), pp. 424–427
(2006). doi:10.1126/science.1123904.
118
