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1. INTRODUCTION 
The idea of approximating the solutions of delay differential equations by equations with piece- 
wise constant arguments (EPCA) has been suggested by Gyijri [l], who proved convergence of 
the method for linear and nonlinear delay equations on compact intervals, and under certain con- 
ditions also on the half line. The approximating equations with piecewise constant argument can, 
in turn, be solved by use of difference equations. The latter then also provide an approximation 
of the original delay equation. (The theory of EPCA was initiated and studied by Cooke and 
Wiener in [2] and [3].) 
In this paper, we begin to investigate the question of whether in this method of approximation 
the asymptotic dynamics of the delay differential equations are preserved. A number of authors 
have dealt with the problem of showing that discretization of ordinary differential equations does 
not significantly alter the basic qualitative features. Readers may refer to the papers of Kloeden 
and Lorenz [4] and Beyn [5] for some of this work. For delay differential equations, questions of 
this sort have been studied by Cryer [6], Barwell [7], Zennaro [8], and later authors. The paper 
of Strehmel et al. [9] contains an up-to-date list of references. 
In our method of approximation, the delay equation is first replaced by an EPCA, and then 
by a difference equation, and our objective is to relate the qualitative dynamics of these three 
equations. We obtain results for autonomous and nonautonomous equations with one or many 
delays. For autonomous equations, the resulting difference algorithm is just a simple Euler 
scheme, but for nonautonomous equations, it includes other possibilities. 
In order to make the method and the nature of results as clear as possible, we begin with a 
particular test equation, 
k(t) = -pz(t - 7), p > 0, 7 > 0. 
The exact region of stability of the trivial solution of this equation is given [lo] by the inequality 
pi < 4. We show here that if this inequality is satisfied, then for every sufficiently small step 
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size h, and for every continuous initial function 4 on [-T, O], the solution of the delay differential 
equation is uniformly approximated by the solution of the equation with piecewise constant 
arguments on the infinite interval [O,co) and the exponential decay rate of the error is shown. 
Moreover, the supremum of the difference between these solutions tends to zero as h tends to 
zero. If the initial function is continuously differentiable and satisfies a compatibility condition, 
then the approximation is O(h) on [0, 00). 
In Section 2, we present an asymptotic stability result for a simple linear difference equation 
that will be used in subsequent sections. Section 3 contains a description of the method of 
approximation of the delay differential equation by an equation with piecewise constant argument. 
It also includes precise statements of the approximation results, Theorems 2 and 3 and corollaries, 
and proofs of these. 
In Section 3, we show the generalizations of our results for the scalar delay differential equation 
k(t) = 2 P,z(t - Ti), 
i=o 
with several delays and for the delay differential equation 
i(t) = -p(t) z(t - T), 
with time dependent coefficient. As we remark at the end of the paper, our results can easily be 
generalized to nonautonomous systems with several delays. 
2. STABILITY OF A DIFFERENCE EQUATION 
For {f(n)}, let A_f(n) = f(n + 1) - f(n), n 1 0. 
THEOREM 1. Consider the delay difference equation 
Aa = -qa(n - k), for n 2 0, 
where q > 0 is a real number and k 2 1 is an integer such that 
qk < 1. 
Then every solution {z(n)} of (1) satisfies 
PROOF. Let {u(n)} b e a solution of Eq. (1). Then 
n-1 72-l 
a(n) -a(n-k) = c (c~(j + 1) -u(j)) = c Aa( n 2 0, 
j=n-k j=n-k 
and from that and (2) it follows that 
Aa = -qa(n) + q(u(n) - u(n - Ic)) 
7X-l 
= -w(n) - 4 c A&) 
j=n-k 
0) 
(2) 
(3) 
n-1 
= -p(n) - q2 C u(j - k). 
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By using the definition of Aa( we find 
n-k-l 
a(n + 1) = (1 - q)u(n) - q2 c a(i), 
i=n-2k 
for n 2 k. (4) 
Set 
In that case, 
la(n)1 5 M, (5) 
for all n = -k,. . . , k. We now show that (5) is valid for all n 2 -k. By mathematical induction, 
it is enough to show that if (4) is valid for an index n = -k, . . . ,ni, (nl 2 k), then it is valid for 
ni + 1. But in that case (4) and (2) yield 
nl-k-l 
Iu(nr + 1)l 5 (1 - q)la(nl)l + q2 C 1491 
i=nI -2k 
I (1 - q)M + q2kM = (1 - q + q2k)M = (1 - q(1 - qk))M 2 M. - 
Therefore, (5) is satisfied for all n 2 -k and 
MO = &~~sup la(n)/ < co. 
Thus, there exists a sequence {ne} such that ne -+ +03 as ! ---f +oo and 
,Jym14w)I = MO. 
From (4) we have 
MO 2 (I - q)n~~~sup la(n)1 + q2kn4yasup Iu(n)I 
= ((1 - a) + q2k)Mo, 
and clearly 
0 2 Mo(q - q2k) = q(l - qk)Mo. - 
By hypothesis, 0 < qk < 1 and, hence, MO = 0. The proof of the theorem is complete. I 
REMARK 1. Theorem 1 can be easily generalized for 
equation 
m 
the case of several delays. Consider the 
Au(n) = - c qeu(n - ke), for n 2 0, (6) 
e=l 
where for all C = 1, . . . , m, qe > 0 are real numbers and Ice 2 1 are integers such that 
m 
c qeke -C 1. (7) 
e=l 
Then every solution {u(n)} of (6) satisfies (3). 
REMARK 2. Condition (2) is necessary and sufficient for the asymptotic stability of the zero 
solution of equation (1) if k = 1. In fact, if k = 1 then equation (1) reduces to the equation 
CAMA 28: l-3-G 
Au(n) = -qu(n - l), for n 2 0, 
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and its characteristic equation is given in the form 
2-z+q=o. 
It is known [ll] that every solution of Au(n) = -qu(n - 1) tends to zero as n + +co, if and only 
if the magnitudes of the roots of the characteristic equation are less than 1. By using the linear 
transformation [4] 
x+1 
t=X_l, 
we iind 
(S)“- (gy +q=o. 
Multiplying by (X - 1) 2, we have 
(A + 1)2 - (X + 1)(X - 1) + q(x - 1)2 = 0 
and, clearly, 
qx2 + 2(1 - q) x + 2 + q = 0, (4 > 0). 
On the other hand, the magnitudes of the roots of the characteristic equation are less than 1 if 
and only if the preceding polynomial is stable. Applying the Routh-Hurwitz test [12], we find 
that it is stable if and only if 2(1 - q) > 0 and (2 + q) > 0, that is q > 1. 
3. APPROXIMA.TION THEOREMS 
We now consider the delay differential equation, 
2(t) = -pz(t - T), 7 2 0, (8) 
with the initial condition 
where p > 0 and r > 0 are real numbers. In [l] was introduced an approximating delay differential 
equation with piecewise constant argument related to equation (8) in the following form: 
9(t,=-PY([;-[#+ t20, (1% 
with the initial condition 
y(nh) = 4(nh), n = -k, . . . ,O, (il)h 
where h = 2 and k 2 1 is an integer, and [.] is the usual greatest integer function. In our 
discussion, the restriction h = i (k 2 1) on the step-length h can be dropped. In that case, the 
definition of k is k = [i] , where h is an arbitrary positive step-length and our stability results 
are related to the definition of GP-stability (see still Barwell [7]). 
It is known [l] that the initial value problem (lO)h-(11)h has exactly one solution gh(4)(t) on 
[0, oo] and 
?&(4)(t) = u(n) + u(n ’ ‘), - a(n)(t - nh), t E [nh, (n + l)h), 
n = 0, 1,2,. . . 
where the sequence u(n) = Uh(C$)(n) is the solution of the discrete difference equation 
Au(n) = -phu(n - k), for n 2 0, 
(12) 
t13)h 
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with initial condition 
o(n) = 4(nh), n = -k, . . . ,O. (14)h 
From (12), it is obvious that the solution oh of (lO)h-(1l)h tends to zero, as t -+ +co, if 
and only if the solution {~(4)(n)} of (13) h and (l4)h tends to zero, as n + +oo. 
Thus, the next result is a corollary to the above discussion and to Theorem 1, moreover to a 
well-known stability result for the delay equation (8) in [lo]: 
COROLLARY 1. Assume that p > 0 and r > 0 are given real numbers such that 
pr< 1. (15) 
Then the following statements are valid: 
(a) For each $J E C the solution z(4)(t) of (8) and (9) tends to zero, as t + +oo. 
(b) For each 4 E C and h = i (k 2 I), the solutions ?&&($6)(t) and {ah(4)(n)} of (lO)h-(ll)h 
and (13)h-(14)h, respectively, tend to zero as t + cc and n + +oo. 
For any finite interval, the following theorem gives the relationship between the solutions of 
(8) and the solutions of (1O)h. This statement is a corollary of a more general theorem in [l]. 
THEOREM 2. Assume that p E R and r > 0. Then the following statements are valid: 
(a) For every 4 E C and T > 0 the solutions x(4)(t) and yh(+)(t) of the initial value problems 
(8)-(g) and (lO)h-(ll)h, respective&, satisfy 
(b) If q5 E Ci E {Ic, E C: q!~ E C andd(O-) = -p$(--?)} and T > 0 then there exists a 
constant M = M(T, (6) > 0 such that for all h = i (k >= l), and for all t E (O,T] 
IhW) - d#4(t)( 2 Mh. (17) 
Let p > 0 and r > 0 be real numbers such that 
or equivalently for every 4 E C the solution z($)(t) of (8) and (9) tends to zero, as t + +W [lo]. 
Under the condition (18) we are going to study the following two problems which arose from 
Corollary 1 and Theorem 2: 
What conditions must h = i, (k 2 l), satisfy in order that 
(i) the solutions yh(qb)(t) and ah(f$)(n) of (lO)h-(11) h and (13)h-(14)h, respectively, satisfy 
for every 4 E C; 
(ii) the solution z($)(t) of (8)-(g) is approximated uniformly on [O,oo) with the solution 
yh(4)(t) of (1% that is 
foreveryr$EC? 
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A corollary of the next theorem gives a relatively sharp answer to the above problems. 
THEOREM 3. Assume p > 0 and r > 0 are real numbers such that (18) holds. Then there exist 
L > 0 and CY~ > 0 such that the following statements are valid: 
(a) For every h = i, (k 2 1), and for every 4 E C there are Mr (4, h) 2 0 and M2 (4) 2 0 
such that Mr(4, h) --+ 0, as h + 0, and 
1x(4)(r) - ~(4)(t)] 2 (Mr($, h) + Mz($)ht) e-(ao-‘h)t, t 2 47. (21) 
(b) For every q5 E Cl, E {T,!J E C: T+!I E C and G(O-) = -p$(--7)) there exists a constant 
J&(4) > 0 such that 
(z(d)(t) - yh(4)(t)l 5 (h(4) + M2(4)t) he-(““-Lh)t7 t 10. (22) 
Note that CA is a dense set in C in the sense that for all 4 E C there exists a sequence 
{&}z=r c CA such that 
IbdO) - 4(O)l + J” IMs> - es)1 ds -+ 0, asn-++cm (see reference [13]). 
--7 
PROOF. (a) Let 4 E C be given and consider the solutions z(t) = x(4)(t) and yh(t) = yh(q5)(t) 
of (8)-(g) and (lO)h-(11) h, respectively. Then the function ch(t) = yh(t) -z(t), (t 2 0), satisfies 
&(t) = p x:(t - 7) - yh ([i- M]h)) 
= -P%(t - T) + P(Yh@ - T) - Yh ([;-[;]]h), tz47. 
For all s 2 0, it can be easily seen that 
s--7--hs [a-[;]]h&-T+h, 
and, clearly, for all t 2 47 and for all s between [i - [i] ] h and t - T, one has 
t-4Tst-227-22hs :- 7 hst-2T+2hst. 
[h [h]] 
Thus, for t >= 47, (1O)h yields 
Yd~-r)-Y~([$-[~]]h)=-p~t;~,,,,,,,Y~([;-[;]]h)dS 
= ~~~~~~~~~~ ([; - [;]I h) ds+fdth 
where 
Thus, 
(23) 
(24) 
{h(t) = -pEh(t - T) - p2 /I$illhfh ([; - [;]I h) ds+ph(t), t 2 47. (26) 
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Let v be the fundamental solution of (8) on [4r, oo), that is Y: [37, oo) + R is the unique function 
which satisfies the following properties: 
(a) v(t) is continuous on [47, oo] and c(t) = -pv(t - r), t 2 47, and 
(p) v(t) = 0, 37 5 t < 47, and ~(47) = 1. 
Moreover, let zh(t) be the unique solution of (8) on [47, co) with the initial condition 
-Q(t) = %(t), 37 5 t 6 47. (27) 
Then by variation of constants formula 
form 
[lo, p. 751 the solution ch(t) of (26) can be written in the 
for all t 2 47. Thus, by virtue of (23) and (24), we obtain 
for all t 2 47. By hypothesis pr < :, that is equation (8) is asymptotically stable. Therefore, 
there are constants cx > 0 and LO > 0 such that 
IV(t)] 2 LeemQot, t 2 47, (29) 
and 
Izh(t)l 5 LOmheeaot, t 2 47, (30) 
where 
mh = max eQoSJch(s)]. 
Os3~47 -- 
Moreover, there is a constant Ma such that 
Is(t)1 2 MOm~emaot, 
where 
Combining (24), (25), and (32), we find 
~o~~e-“O[“lh-[7/hllh~~ 
T 
,hllh 
5 pM~m~heao4re-aot E k$heeaot, t 2 47, 
where 
kb = pMOm,#,eQ04T. 
By using (29), (30) and (33) in (28), we obtain 
(31) 
(32) 
(33) 
(34) 
IQ4 5 Lomhe-aot + p2hLo lQ(S)I du. + ,Q,hLopte-@t, 
?J. 
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for all t 2 4t. Set 
Then, 
J 
t 
5%(t) 2 ma { 1, LO} mh + L&hpt + p2hL&04T gh (u) du, 
47 
for all t 2 47. Set 
Ml(+,h) = m~{l~J%I}mh~ M2(4) = L&dp and L = p2LOeao47. 
Then, 
J 
t a(t) 2 Ml(4, h) +Mz(@)ht + Lh 4T g  (u) du, t 2 47, 
and by applying the Gronwall-Bellman inequality [lo] we find 
gh(t) 2 (MI(~, h) + Mz($)ht) eLht, t 147. 
From the definitions of Q(t) and gh(t), it follows 
[z($)(t) - Yh(d)(t)[ = fh(t) 2 eeaotgh(t) 
2 (Ml(q5, h) + Mz(4)ht) e--(ao-‘h)t, 
for all t 2 47. Thus, (21) is satisfied. On the other hand, from (31) and (35), we have 
IMl(4, h) 2 max { 1, Lo} eao47 O~~rl~(~)(S) - ?/h(@(s)l, 
-- 
(35) 
(36) 
and by Theorem 2, we find Ml (4, h) -+ 0, as h --f 0. The proof of statement (a) is complete. 
(b) This is an easy consequence of equations (21) and (36), and Theorem 2(b). Therefore its 
proof is omitted. I 
COROLLARY 2. Assume that p > 0 and r > 0 are real numbers such that (18) holds. Then there 
exists a ho > 0 such that the following statements are valid: 
(a) For all 4 E c and for all h E (0, ho) the solutions &(4)(t) and ah(4)(n) of (lO)h-(11)h 
and (13)h-(14)h, respectively, satisfy (19). 
(b) For all 4 E C and for all h E (0, ho) 
K($J, h) = =#4)(t) - Yh($)(t)l < m and K(4, h) -+ 0, * h + 0. 
_ 
4. SOME GENERALIZATIONS 
We first consider the delay differential equation 
N 
2(t) = Cpg(t - 7J, 
i=o 
t 2 0, (37) 
with several delays and with initial condition 
z(t) = 4(t), -T 2 t 2 0, 4 E c = C&7,0], R), (38) 
where we assume that 
(i) for all i = O,l,. . , , N, pi are real numbers and 0 = TO < r1 < . . < TN E r < co; 
(ii) max{Re A: X = CE_opi exp(-ATi)} < 0 or equivalently the zero solution of equation (37) 
is asymptotically stable. 
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We now introduce an approximating delay differential equation with piecewise constant argu- 
ments related to equation (37) in the form 
(3gh 
with the initial condition 
!/(nh) = 4(nh), n = -k 1”‘) 0, (40) h 
where h = t and k 2 1 is an integer and [.] d enotes the greatest integer function. 
Note here, the initial value problem (39)h-(4O)h has eXaCtly one solution ?&(4)(t) on [O,co) 
and it is given in (12), where now a(n) = ah(d)(n) is th e solution of the difference equation 
Au(n) = hepia(n - ki), for n 2 0, 
a=0 
with the initial condition 
where ki = [ 31. 
a(n) = 4(nh), n = -k I.‘., 0 
By using the same argument that was given in the proof of Theorem 3 and a more general 
form of Theorem 2 in [l], one can easily prove the following generalization of Theorem 3 for the 
case of several delays. 
THEOREM 4. Assume that (i) and (ii) are satisfied. Then there exist L > 0 and CYO > 0 such 
that the following statements are valid: 
(4 
(b) 
For every h = i, (k 2 l), and for every 4 E C there are MI (4, h) 2 0 and M2 (4) 2 0 
such that Ml (4, h) + 0, as h -+ 0, and the solutions x(@)(t) and yh(4)(t) of (37)-(38) 
and (39)h-(4O)h, respectively, satisfy (21). 
For every qb E {II, E C: 4 E C and T&O-) = CEop&(--~i)} there exists a constant 
II&($) > 0 such that the solutions x(d)(t) and yh(q!~)(t) of (37)-(38) and (39)h-(4O)h, 
respectively, satisfy (22). 
We now demonstrate that our method can be used to investigate the delay differential equations 
with time dependent coefficients, too. Although the next result is valid for the case of several 
delays, for the sake of simplicity we only deal with the single delay case. 
Consider the delay differential equation 
with the initial condition 
k(t) = -p(t)z(t - 7), t 2 0, (41) 
z(t) = 4(t), -T s t I 0, - 4 E c, (42) 
where 
7 > 0, P E C([O,~Q),R) and PO = ;$.4t)l < KJ. (43) 
- 
The approximating delay differential equation with piecewise constant argument related to 
equation (41) is given in the form 
(44h 
with the initial condition 
where h = f and k 2 1. 
y(nh) = 4(nh), n=-k,...,O, (45)h 
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Then one can easily see that the initial value problem (44)h-(45)h has exactly one solution 
yh(+)(t) on [O,oo) which is given is the form 
rt 
Yh(+)(t) = a(n) - I P(U) du 4n - k>, for t E [nh, (n + l)h), n 2 0, nh 
where u(n) = ah(n) is the solution of the discrete difference equation 
s 
(n+l)h 
Au(n) = - P(U) du a(n - k), for n 2 0, 
nh 
with initial condition 
where h = i. 
o(n) = $(nk), n=-k,...,O, 
We say that the zero solution of equation (41) is exponentially stable with parameters Ls > 0 
and QO > 0 if for every (to,#) E [O,co) x C the solution z&,4)(t) of (41)-(42) satisfies 
Ix(t0,4)(t)l < ~0ll4lIexp(-a0(t - to)>, t 2 to, (46) 
where 1141 = _~~~~ol~(41~ -- 
We now give a generalization of Theorem 3 for the time dependent case. 
THEOREM 5. Assume that (43) is satisfied and the zero solution of equation (41) is exponentially 
stable with parameters Lo > 0 and (~0 > 0. Then there exists an L > 0 such that the following 
statements are valid: 
(a) For every h = i, (k 2 l), and for every q5 E C there are Mr (4, h) 2 0 and iV& (4) 1 0 
such that Mr(4, h) -+ 0, as h -+ 0, and the solutions s($)(t) and ?&&(4)(t) of (41)-(42) 
and (44)h-(45)h, respectively, satisfy the inequality (21). 
(b) For every 4 E {+ E C: 4 E C and &O-) = p(O)$(-7)) there exists a constant I&(#) > 0 
such that the inequality (22) is satisfied. 
PROOF. (a) Let 4 E C be given and consider the solutions x(t) = x(4)(t) and ?/h($)(t) of (41)- 
(43) and (44)h-(45)h, respectively. Then the function ch(t) = yh(t) - z(t), (t 1 0), satisfies 
ih(t) = --P(t)fh(t - T) + ?‘(t)(!/h(t - T) - Yh ([;-[;]]h), t247. 
Now using the same argument that is given in the proof of Theorem 3, one can easily see that 
&(t) = -_P(t)fh(t - T) -p(t) ~t;;;IT,hllhP(S)~h ([; - [;]I h) ds + ?‘(t)fh(t)> 
where 
fh(t) = -~;-,,,h,,hds)x([; - [;]I h, ds, t 2 4T. 
Let v(t, s) be the fundamental solution of equation (41) on [47, oo), that is V: [37, co) x [47, co) + 
R is the unique function which satisfies the following properties: 
(CX) For all fixed s 2 47 the function v(t, s) is continuous on 47 2 t 2 03 and 
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and (p) v(t,s) = 0, 37 2 t 2 47 and V(S,S) = 1 for s 1 47. Moreover, let oh be the unique 
solution of (41) with the initial condition 
Then by variation of constant formula [lo, p. 3041 the solution oh of (47) can be written in the 
form 
for all t 2 47. Thus, by virtue of (23)-(24) and (43), we obtain 
for all t 2 47. 
By hypothesis, the zero solution of equation (41) is asymptotically stable with parameters 
LO > 0 and CYO > 0. Therefore, 
Iv@, s)l 5 Loe-(t-s) 7 tzsz47- (49) 
and 
where 
Izh(t)l S LOmhe-“ot, t 2 47, - 
rnh = max eQoSIeh(s)I. 
015<47 -- 
(50) 
(51) 
Combining (46), (48)-(51) d an using the same argument that was given in the proof of Theorem 
3, we find 
s t Ieh(t)l S LOmheeaot + p$&3 e-ao(t-4 47 u_Ezj,Ifh(s)/ du + k$~OpOte-aot -- 
for all t 2 47, where k4 is a suitable constant. From the latest inequality, by applying the 
Gronwall-Bellman inequality and a general version of Theorem 2 in [l] and by a repetition of the 
rest of the proof of Theorem 3, one can show that statements (a) and (b) are valid. Therefore, 
these details are omitted. I 
REMARK 3. By using vector and matrix norms instead of the absolute values in the above results, 
one can generalize them for systems of delay differential equations with several delays. 
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