With decreasing cost and size of processors and more sophisticated demands of computer users, it is becoming popular to execute programs in parallel on a distributed network. Subtasks of a program can then be run on separate processors, communicating through shared memory or hard wired links, depending on the hardware and topology of the system.
INTRODUCTION
Large computer networks, local area networks, and multiple processor systems are considered to be distributed networks. With these systems, processes of a single program can be distributed over severaL processors, running in parallel, such that each processor on the network performs a subtask of the main program.
Network processors need to share mutual information and are classified as tightly or loosely coupled (Silberschatz and Peterson 1988) .
Because tightly coupled systems have shared memory, an algorithm must exist to insure mutual exclusive entries into it.
Loosely coupled systems have local memory for each processor and communicate by using a message passing scheme.
Processors (nodes) in a ring network are loosely coupled and physically connected in a circle, usually with one-way communication links.
Generally, a token o r store-and-forward message passing scheme is used to support communication between nodes.
In a token passing scheme, a specific message, the token, continuously circulates through the network. If a node wants to send a message, it must first acquire access to the network by removing the token when it arrives.
This sending node forwards a message header followed by the message. When the message has traveled completely around the network, the sending node removes it (guaranteed the destination node received it) and forwards the token.
Thus, only one message may travel through the system at one time .
With a store-and-forward message passing scheme, each node has designated storage (buffer) for incoming messages. As messages are received, they are placed in this buffer. When messages can be forwarded, they are removed from it.
Because the buffer is a shared resource, the communicat ion scheme is a trivial. The sending and receiving processes form a producer/consumer relationship and special techniques must be employed to prevent deadlock.
With advanced system architecture it is not uncommon to find systems with a large number of processors.
The Ethernet local (Ethernet is a registered trademark of the Xerox Corporation) area network, for instance, can support up to 1024 processors (MacDougall 1987) .
Issues regarding the number of processors required to handle a given work load or system throughput are consistently raised.
Several distributed systems have been simulated in order to evaluate their performance. The maximum mean data rates for several local area networks are presented by Stuck (1983) . He explained that transmission medium has a dual purpose: to control access to the network and to transmit the data. Traffic on the network may be of low or high delay.
When the network has high delay traffic, it is a bottleneck, and more time may be spent controlling access to the network than actually transmitting data.
Stuck included an evaluation of two ring networks and two bus networks.
The ring networks consisted of 100 stations using a token passing scheme. The first h.ad a single station sending to any of the 99 other stations, while the second had all 100 stations s e n d i n g messages to each other. The bus networks consisted of a token passing scheme and carrier sense multiple access with collision detection.
Stuck c o n c l u d e d by stating "Token passing via a ring is the least sensitive to workload, offers short delay under light load, and offers controlled delay under heavy load". Garcia and Shaw (1986) studied transient behavior of a five-node network using a store-and-forward message passing scheme. Assuming message traffic would be changing i n t h e f u t u r e , t h e y w e r e i n t e r e s t e d i n a n a l y z i n g c u r r e n t commiinication c h a n n e l s t o d e t e r m i n e i f t h e y were a d e q u a t e f o r f u t u r e l o a d s . I n a d d i t i o n th?y were concerned w i t h how performance might b e improved.
B o t h a sudden b u r s t o f messages a n d a sudden r e d u c t i o n i n i n t G r a r r i v a 1 t i m e f o r g i v e n p e r i o d s were modeled.
They f o u n d n e t w o r k p e r f o r m a n c e s e v l z r e l y d e g r a d e d b y t h e s e t r a n s i e n t message l o a d s .
THE REAL NETWORK
The INMOS C o r p o r a t i o n m a n u f a c t u r e s T r a n s p u t e r s p r o ce s E; o r s s p e c i f i ca 11 y d e s i g n e d f o r p a r a l l e l p r o c e s s i n g ( T r a n s p u t e r i s a r e g i s t e r e d t r a c . e m a r k o f t h e INMOS C o r p o r a t i o n ) .
T r a n s p u t e r s c a n b e p u t t o g e t h e r a s a d i s t r i b u t e d network c o n n e c t e d by f a s t , h a r d -w i r e d Eornmunication l i n k s . C u r r e n t l y , t h e School clf Eomputer S c i e n c e a t F l o r i d a I n t e r n a t i o n a l U n i v e r s i t y h a s a f o u r -p r o c e s s o r distrikmuted network o f T414 T r a n s p u t e r s .
--
A c c o r d i n g t o t h . 3 I N M O S T r a n s p u t e r R e f e r e n c e Manual (1987) , t h e s e p r o c e s s o r s c o n t e x t s w i t c h i n a microsecond and p e r f o r m i n t e g e r / d a t a moves i n a p p r o x i m a t e l y 1 3 4 nanoseconds. 
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F i g u r e 1: Network Topology O c c a m i s t h e n a -i v e l a n g u a g e of t h e T r a n s p u t e r system. Tlie b a s i c elements of a n O c c a m program a r e p i o c e s s e s t h a t c a n r u n s e q u e n t i a l l y o r i n p a r a l l e l . P r o c e s s e s communicate o v e r u ! , e r -s p e c i f i e d l o g i c a l c h a n n e l s .
These c l i a n n e l s c a n b e l i n k s c o n n e c t i n g Transputer: O K l o c a l s o f t c h a n n e l s c o n n e c t i n g p r o c e s s e s r u n n i n g on t h e same T r a n s p u t e r . I n a d d i t j o n , O c c a m s u p p o r t s most o f t h e c o n s t r u c t s a T a i l a b l e i n modern h i g h -l e v e l languages.
One a d v a n t a g e of t h e Occan view of p r o c e s s e s i s t h e y a r e a s s i g n e d t o p r o c e s s o r s a t c o m p i l e t i m e .
Thus, a program d e v e l o p e d a s a s e t o f p a r a l l e l p r o c e s s e s on a s i n g l e T r a n s p u t e r system may b e r e c o m p i l e d f o r any v a l i d T r a n s p u t e r / p r o c e s s mapping (Comfort and Gopal 1 9 8 8 ) .
A d e a d l o c k -f r e e store-and-forward message p a s s i n g scheme was w r i t t e n by L i Qiang a n d e x p l a i n e d by Qiang, F e i l d , and K l e i n (1987a) o f F l o r i d a I n t e r n a t i o n a l U n i v e r s i t y . The system i s comprised of f i v e p r o c e s s e s running on e a c h node.
F i g u r e 2 d i s p l a y s a s i n g l e node i n t h e network.
F i g u r e 2 : A s i n g l e node i n t h e network.
T h e r e e x i s t two t y p e s of p r o c e s s e s --" n e t w o r k " a n d " l o c a l u s e r " .
Network p r o c e s s e s a r e t h o s e t h a t have access t o t h e p h y s i c a l network --t h e incoming o r o u t g o i n g l i n k s . Local u s e r p r o c e s s e s a r e t h o s e t h a t do n o t have a c c e s s t o t h e p h y s i c a l network.
There a r e t h r e e l o c a l u s e r p r o c e s s e s .
The main one, p e r f o r m s t h e a p p l i c a t i o n program ( " l o c a l " t o t h e g i v e n node) and g e n e r a t e s messages.
The second r e c e i v e s a l l messages f o r t h e n o d e .
The t h i r d a c t s a s a n i n t e r m e d i a t e p r o c e s s s u p p o r t i n g communication between t h e network and t h e r e c e i v i n g l o c a l p r o c e s s .
Each message c o n t a i n s a message h e a d e r t h a t i n d i c a t e s i t s s o u r c e , d e s t i n a t i o n , and l e n g t h .
The h e a d e r i t s e l f i s e x a c t l y one word r e g a r d l e s s of t h e l e n g t h of t h e message. I t i s i m p o r t a n t t o n o t e that messages are handled a t t h e "word l e v e l " --each word of a message i s s e n t i n d i v i d u a l l y a l t h o u g h i t i s p a r t of a n e n t i r e message.
I n o r d e r t o a c c o m m o d a t e i n c o m i n g messages, t h e r e e x i s t t h r e e b u f f e r s :
t h e u s e r , t h e network, and t h e c o n t i n g e n c y . The u s e r b u f f e r c o n t a i n s t h o s e messages r e c e i v e d f o r t h e l o c a l node. The network b u f f e r h o l d s t h o s e messages t o b e t r a n s m i t t e d t o t h e n e x t node. The contingency b u f f e r i s a p r o t e c t i v e b u f f e r h o l d i n g a message t h a t would o v e r f l o w t h e network b u f f e r .
The c o n t i n g e n c y b u f f e r i s n e c e s s a r y t o a v o i d d e a d l o c k a n d i s e x p l a i n e d by Q i a n g ( 1 9 8 7 b ) .
The p r i m a r y r e s p o n s i b i l i t i e s o f t h e f i v e p r o c e s s e s shown i n F i g u r e 2 are e x p l a i n e d below.
To c l e a r l y i d e n t i f y e a c h i n d i v i d u a l p r o c e s s , t h e y have been named and u n d e r l i n e d .
The User G e n e r a t a i s r e s p o n s i b l e f o r c r e a t i n g messages and p a s s i n g them o v e r a s o f t channel t o t h e s e r v e r . The channel a c t s as a b l o c k i n g c h a n n e l . T h e r e f o r e , t h e m g e n e r a t o r i s b l o c k e d between p a s s i n g e a c h word of a message.
T h e User R e c e i v e r i s r e s p o n s i b l e f o r r e a d i n g t h e m e s s a g e s s e n t t o t h e c u r r e n t node. I t sends a r e q u e s t o v e r a s o f t channel t o t h e u s e r f r o n t t o r e a d e a c h word. I t i s t h e r e f o r e b l o c k e d from t h e time it s e n d s a r e q u e s t u n t i l a word i s a c t u a l l y forwarded.
The User Front. i s r e s p o n s i b l e f o r t h e u s e r b u f f e r .
I t h a n d l e s t h e producer/consumer r e l a t i o n s h i p o f t h e s e r v e r and u s e r r ec e i v e r . The s e r v e r p a s s e s words t o t h e u s e r b u f f e r v i a t h e -.
w h i l e t h e i v g e t s words from t h e u s e r b u f f e r v i a t h e u.er f r o n t .
O c c a m c h a n n e l s a r e b l o c k i n g c h a n n e l s . T h a t i s , i f p r o c e s s P1 s e n d s a word t o p r o c e s s P2, P1 c a n n o t c o n t i n u e u n t i l P2 r e c e i v e s t h e word.
I f P 2 i s b u s y a n d n o t r e a d y t o r e c e i v e , t h e n P1 r e m a i n s b l o c k e d . I n o r d e r t o c r e a t e a non-blocking channel, an i n t e r m e d i a t e p r o c e s s , P 3 , must b e c r e a t e d ( Q i a n g , F e i l d , and Klein 198733).
A c c o r d i n g l y , i n o r d e r t o have t h e s e r v e r (P1) p a s s messages t o t h e l o c a l usex r e c e i v e r ( P Z ) w i t h o u t b l o c k i n g , t h e r e must e x i s t t h e u s e r f r o n t ( P 3 ) a s a n i n t e r m e d i a t e p r o c e s s . The user front; t a k e s messages from t h e ~e r v e r and, t r a n s p a r e n t t o t h e s~T v~& -p l a c e s them i n t h e u s e r b u f f e r . Upon r e q u e s t , i t removes them from t h e b u f f e r and forwards them t o t h e userreceiver. Because messages a r e h a n d l e d a t t h e word l e v e l , a s e p a r a t e r e q u e s t must b e i s s u e d f o r each word o f t h e message.
me Server t a k e s words from t h e incoming l i n k a n d p l a c e s them i n t h e a p p r o p r i a t e b u f f e r .
Messages f o r t h e c u r r e n t node a r e sent t o t h e u s e r f r o n t and p l a c e d i n t h e u s e r b u f f e r , w h i l e all o t h e r messages a r e p l a c e d i n t h e network b u f f e r f o r r e t r a n s m i s s i o n . I t a l s o r e c e i v e s m e s s a g e s f r o m t h e m a e n e r a t o r and p l a c e s them i n t h e n e t w o r k b u f f e r f o r r e t r a n s m i s s i o n . L a s t l y , i t a n s w e r s t h e L r a n s m i t t e r ' s r e q u e s t s b y removing and f o r w a r d i n g m e s s a g e s from t h e network b u f f e r (one word a t a t i m e ) .
T h e Transm i t t e r m o n i t o r s t h e o u t g o i n g l i n k . Whenever t h e l i n k i s a v a i l a b l e , i t r e q u e s t s and r e c e i v e s a word from t h e s e r v e r and sends it down t h e o u t g o i n g l i n k .
Deadlock can e a s i l y occur i n t h i s network i f e a c h user a e n e r a t o r s a t u r a t e s t h e network
h e B l i n k by f i l l i n g t h e C o n t i n g e n c y b u f f e r . T h i s b u f f e r must b e l a r g e enough t o h o l d one complete message.
T h i s p r o t o c o l e n a b l e s t h e s e r v e r t o p u s h messages t h r o u g h t h e s y s t e m e v e n when t h e l o c a l u s e r p r o c e s s h a s s a t u r a t e d t h e s y s t e m . I n o t h e r words, i f t h e network b u f f e r f i l l s , t h e c o n t i n g e n c y b u f f e r i s s t i l l a v a i l a b l e t o b u f f e r network t r a f f i c .

The t e r m "network b u f f e r " w i l l now r e f e r t o b o t h t h e c o n t i n g e n c y and network b u f f e r s . P h y s i c a l l y t h e y a r e one b u f f e r and l o g i c a l l y s e p a r a t e d i n s o f t w a r e . The c o n t i n g e n c y p a r t i s a l w a y s s e t t o accommodate t h e l a r g e s t message s i z e . The network b u f f e r must always b e a t l e a s t a s l a r g e a s two maximum s i z e messages --one f o r e a c h p a r t o f t h e b u f f e r .
The T r a n s p u t e r l i n k , l i k e a s o f t channel, b e h a v e s a s a b l o c k i n g l i n k . T h e r e f o r e , any word s e n t down a l i n k r e m a i n s on i t u n t i l removed by t h e n e x t node.
When t r a f f i c i s i n t e n s e , t h e network can become b l o c k e d .
I t i s b e c a u s e o f t h i s p r o t o c o l t h a t t h e network c a n n o t deadlock.
THE SIMULATION MODEL
A c o m p r e h e n s i v e s i m u l a t i o n model was d e s i g n e d t o i n v e s t i g a t e s y s t e m t h r o u g h p u t . A l s o o f i n t e r e s t were t h e e f f e c t s o f message l e n g t h v a r i a t i o n and network s i z e i n c r e a s e s . S e v e r a l s o f t w a r e p a c k a g e s e x i s t f o r w r i t i n g s i m u l a t i o n programs. John Comfort a t F l o r i d a I n t e r n a t i o n a l U n i v e r s i t y h a s w r i t t e n a d i s t r i b u t e d s i m u l a t i o n p a c k a g e t o r u n on t h e INMOS T r a n s p u t e r s y s t e m (Comfort a n d G o p a l 1 9 8 8 ) . T h e program i d e n t i f i e s o b j e c t s s u c h a s a s t a t i s t i c s module, random number g e n e r a t o r , and a p r i o r i t y queue h a n d l e r t h a t c a n b e p l a c e d on s e p a r a t e p r o c e s s o r s o f t h e network.
A s i m u l a t i o n program u s i n g t h i s p a c k a g e must f i r s t i n s t a n t i a t e s p e c i f i c i n s t a n c e s o f t h e s e o b j e c t s . The f u t u r e e v e n t s queue i s an i n s t a n c e o f a p r i o r i t y queue.
The o b j e c t s a r e t h e n a c c e s s e d b y s t a n d a r d c a l l s .
S t a t i s t i c s a r e u p d a t e d f o r a n e n t i t y i n t h e s i m u l a t i o n b y s e n d i n g m e s s a g e s t o t h e s t a t i s t i c s p a c k a g e w l l e r e v e r t h e e n t i t y changes i t s s t a t e .
The s e r v e r s and &&b: I n o r d e r t o s i m u l a t e t h e r e a l netwoxk it i s n e c e s s a r y t o d e t e r m i n e how p r o c e s s e s and messages; w i l l be r e p r e s e n t e d .
A s p r o c e s s e s s e r v i c e messages i n t h e r e a l network, s e r v e r s p r o c e s s e n t i t i e s i n t h e s i m u l a t i o n m0de.L.
Each s e r v e r must have a set of s t a t e s and w e l l -d e f i n e d a c t i o n s t o b e performed.
Although p r o c e s s e s on t h e same p r o c e s s o r a r e c o n c e p t u a l i z e d a s r u n n i n g i n p a r a l l e l , o n l y one p r o c e s s can a c t u a l l y be r u n n i n g a t a t i m e .
Thus, f o r e v e r y node i n t h e model, o n l y one s e r v e r process:^ c a n b e s e r v i c i n g ( r u n n i n g ) a t a t i m e . Each t y p e o f s e r v e r had a d e s i g n a t e d s e t o f s t a t e s a n d a c t i o n s d e s c r i b i n g t h e p r o c e s s b e i n g modeled a n d c o u l d t h e r e f o r e b e i n o n l y one s t a t e a n d perform o n l y one a c t i o n a t a time. a g e s i n t.he s y s mn: Messages i n t h e r e a l n e t w o r k c o n s i s t e t 1 o f two p a r t s :
t h e message h e a d e r and message body. The h e a d e r c o n t a i n e d t h e s o u r c e , d,?st i n a t i o n , and l e n g t h o f t h e m e s s a g e .
I n t h e s i m u l a t i o n model, e a c h message h e a d e r was an e n t i t y .
S i m u l a t i n g t h e b L i f f e r a : I n o r d e r t o model t h e u s e r and network b u f f e r s t h a t h e l d messages, it was n e c e s s a r y t o c r e a t e two F I F O q u e u e s f o r e v e r y node. 'The q u e u e s h e l d t h e message h e a d e r e n t i t i c t s and l o c a l c o u n t e r s were u p d a t e d t o t r a c k t k e t o t a l words i n a
g i v e n b u f f e r .
Si;Dulat i n a t h e l i k 1,;s:
A T r a n s p u t e r l i n k c a n o n l y h o l d one word a t a t i m e ( m e s s a g e h e a d e r s a r e s i n g l e w o r d s ) . Because a c t i o n s p e r f o r m e d depend on t h e t y p e o f d a t a s e n t , l i n k s were s i m u l a t e d u s i n g two v a r i a b l e s . The f i r s t i n d i c a t e d tlie t y p e o f d a t a on t h e l i n k : a m e s s a g e h e a d e r , a word o f t h e message body, o r an indication t h e l i n k was f r e e .
I f a message h e a d e r was on t h e l i n k , t h e n it was n e c e s s a r y t o i d e n t i f y t h e a c t u a l e n t i t y number. T h i s illas done by t h e s e c o n d v a r i a b l e . F u t u r e Event-s (,he=: A s i n g l e f u t u r e e v e n t s q u e u e (FEQ) 1hel.d t h e bound e v e n t n o t i c e s f o r t h e e n t i -: e s i m u l a t i o n .
T h e s e n o t i c e s i n c l u d e d s c l -e d u l i n g p r c c e s s e s t o t i m e -o u t b e c a u s e o f w t i t i n g f o r a c h a n n e l o r r u n t i m e e x p i r i n g . Also i n c l u d e d were n o t i c e s from a node t o a n o t h e r i n d i c a t i n g t h e r e was d a t a on t h e l i n k o r d a t a was removed.
Lastly, t h e r e were b a t c h r u n t e r m i n a t i o n n o t i c e s , E I S w e l l a s s e v e r a l o t h e r s .
U n l e s s a p r i o r i t y scheme f o r s c h e d u l i n g s e r v e r s was r e p r e s e n t s d , a n u n r e a l i s t i c o r d e r i n g o c c u r r e d irk t h e s i m u l a t i o n .
T h e r e f o r e , i t was neces5,ary n o t o n l y t o k e e p t r a c k o f t h e s e r v e r s t h a t c o u l d p r o c e s s a message, b u t a l s o t t l e o r d e r i n which t h e y became a v a i l a b l e . F o r t h i s r e a s o n , two q u e u e s ( B l o c k a n d Ready) were added t o t h e s i m u l a t i o n model. The Block Queue h e l d t.nose s e r v e r s w a i t i n g
f o r some e v e n t o r c o n d i t i o n t o o c c u r b e f o r e t h e y c o u l d r u n , w h i l e t h e Ready Queue h e l d t h o s e s e r v e r s r e a d y t o r u n .
The s e r v e r s i n t h e s i m u l a t i o n were p l a c e d on t h e b l o c k queue a f t e r s e r v i n g a n e n t i t y (message) and moved t o t h e r e a d y queue a c c o r d i n g t o p r e -d e f i n e d c o n d i t i o n s f o r t h e p r o c e s s b e i n g modeled. E s s e n t i a l l y , t h i s m o d e l e d t h e o p e r a t i n g s y s t e m ' s s c h e d u l e r . S y s t e m t-irning: , .
The time n e e d e d t o p e r f o r m e a c h a c t i o n was n o t e a s y t o d e t e r m i n e .
The r e a l network communication program was a n a l y z e d and it was n e c e s s a r y t o l i t e r a l l y c o u n t i n s t r u c t i o n s ( Q i a n g , F e i l d , a n d K l e i n 1 9 8 7 a ) .
I n a d d i t i o n , t h e INMOS R e f e r e n c e manual was c o n s u l t e d f o r s y s t e m t i m i n g s t a t i s t i c s (INMOS 1 9 8 7 ) .
E a c h T r a n s p u t e r c y c l e t a k e s a b o u t 67 nanoseconds --15 m i l l i o n c y c l e s p e r second. I n o r d e r t o a c q u i r e a c c u r a t e r e s u l t s , it was n e c e s s a r y t o d e t e r m i n e t h e t i m e n e e d e d f o r each s e r v e r t o perform i t s a c t i o n . The l e v e l of d e t a i l was s o c r u c i a l t h a t code f o r e a c h p r o c e s s i n t h e r e a l n e t w o r k communication program was t h o r o u g h l y e v a l u a t e d t o t h e p o i n t where i n s t r u c t i o n s were l i t e r a l l y c o u n t e d ( Q i a n g , F e i l d , a n d K l e i n 1 9 8 7 a ) . I n a d d i t i o n , t h e INMOS R e f e r e n c e manual was c o n s u l t e d f o r system t i m i n g s t a t i s t i c s (INMOS 1 9 8 7 ) .
:
T h e r e w e r e f i v e random number s t r e a m s u s e d f o r t h e model. A p a r a m e t e r was s e n t f o r e a c h s t r e a m i n d i c a t i n g t h e d i s t r i b u t i o n : c o n s t a n t , n e g a t i v e e x p o n e n t i a l , o r u n i f o r m . p a r a m e t e r s t o t h e system: random number s t r e a m s
. MODEL VALIDATION
The r e a l network of f o u r nodes was run t o a c q u i r e c o m p a r a t i v e r e s u l t s .
I t was r u n u n t i l e a c h node s e n t / r e c e i v e d 3 0 , 0 0 0 messages o f 1 5 words t o / f r o m t h e node t h r e e l i n k s away.
T h i s test was r u n s e v e r a l times w i t h d i f f e r e n t network b u f f e r s i z e s b u t t h e w i t h u s e r b u f f e r and l i n k s p e e d c o n s t a n t a t 2000 words a n d loMHz r e s p e c t i v e l y .
A few timers were added and t h e s y s t e m a p p e a r e d t o r e a c h s t a b i l i t y almost immediately. I n t u i t i v e l y , w e c o u l d v i s u a l i z e t h e l o c a l U s e r a e n e r a t o y f l o o d i n g t h e S e r v e r w i t h messages so the network buffer be between real and simulated results. It is to capacity. the possible the cache memory may accommodate would be blocked and the v would be able to handle incoming messag: "b', placing them these smaller buffers --with less memory off in the continqency buffer. At some point, chip the process can run faster.
The simulation was then run with uniformly distributed random messaqe lenqths the server could-reach a steady state of handling both incoming and local messages.
The simulation was then tested where each node was sending/receiving continuously to the node three links away. The user buffer size and link speed were set to constants of 2000 words and lOMHz respectively. The variant was the size of the network buffer.
This test was run for eight blocks, each representing one second of real time. The network is presumed to have been saturated with messages and reached steady state. The results for blocks three to eight were the same. The average time a message spent in the system for both the real and simulated networks are shown in Table 1 When the network buffer is less than 300 words, there was a noticeable difference between 1 and 30 words. Again, each node-was sending messages across 3 links at 10 MHz. The results are shown in Table 2 along with the 90% confidence interval which encapsulates the real network's average message time in the system (as shown in Table  1 ). The user buffer was set to 2000 words. The simulation was set run for 25 intervals each representing one-half second of r e a l time . With several test runs and the results listed here, it was decided the model was valid.
FURTHER RESEARCH
The first step of this project was to simulate the real four-node network and verify the results. The simulation model was validated and an extended model has been created. This model was enhanced to simulate networks of sizes greater than four Transputers.
Current research includes observing system performance with various message lengths modeling small messages to large file transfers. Currently, it is not possible to simulate more than 32 Transputers due to the memory constraint. However, we are investigating alternatives to avoid this obstacle.
One alternative is to run the simulation on a distributed network itself! However, since each Transputer on the distributed network has only 256 K bytes of memory, the problem may persist. Another alternative is running the model on a VAX 8800 for which Occam is available.
Lastly, MicroWay produces the Quadputer which is a four node Transputer network that each Transputer has 1 M bytes of memory.
