C
ollaboration and videoconferencing systems have become important Internet applications. Various solutions exist for such multimedia communication applications, including H.323, 1 the Session Initiation Protocol (SIP), 2 and the Access Grid (www.accessgrid. org). H.323 and SIP are competitive standards for call signaling and session management in the telecommunication industry, and products that use them are widely deployed for voice over IP (VoIP) and business videoconferencing. Based on a set of tightly integrated protocols (H.225, 3 H.245, 4 H.243, 5 and T.120 6 ), most H.323 conferencing systems depend on centralized or cascaded multipoint control units (MCUs) for media delivery, processing, and session management. SIP offers the same services as H.323 in a text-based request-response protocol, but the IETF hasn't formally standardized SIP's conference control procedure, and its market share is far behind that of H.323. Access Grid, an Argonne National Laboratory research project, aims to offer a persistent, multimodal collaborative scientific workspace by integrating large-scale visualization displays and lab instruments. More than 100 academic sites have installed this high-end conferencing software and are intensively using it through Internet 2 across the world. Using the improved Internet's Multicast Backbone (MBone) tools, Access Grid can support a large-scale videoconference based on a multicast network.
Internet users would substantially benefit from an integrated collaboration environment that combined these systems into a single easy-to-use and deploy, intuitive environment. Because commercial conferencing devices are already deployed in many institutions, such a system would further allow researchers, educators, and students to use them for scientific collaboration such as peer discussion and viewing real-time visualization video from remote instruments and supercomputers.
To bridge the H.323 and SIP gap with the emerging Access Grid, we propose a common interoperable framework called the XML-Based General Session Protocol. 7 XGSP is based on Web services technology for creating and controlling multipoint collaborations across different community networks. It uses a unified, scalable, robust overlay network to support audio-visual and data group communication over heterogeneous networking environments.
Based on this framework, we've developed a prototype called the Global Multimedia Collaboration System (Global-MMCS; www.globalmmcs.org) to support interoperable collaborations, including videoconferencing, instant messaging, and streaming. In terms of multipoint audio-visual collaboration, Global-MMCS is a scalable, service-oriented virtual MCU for bridging H.323 terminals, Access Grid clients, and 2.5G/3G cellular phones. (So far, we've built our system, which is an open source project that is maintained by the Community Grids Lab of Indiana University.)
This article focuses on how to integrate H.323 terminals with other clients in Global-MMCS. Distributed H.323 gateways provide the signaling translation and conferencing control services for these terminals in XGSP audio-visual (AV) sessions. Users can easily deploy these Global-MMCS services on general computers, extend media processes, and incorporate new protocols. Global-MMCS is a pure software solution that can help researchers create an integrated audio-visual collaboration environment at a lower price than customized hardware solutions.
Global-MMCS Design
A teleconferencing system has three important building blocks: media distribution, conferencing control, and system management. To bridge different videoconferencing and VoIP systems, service providers often place gateways at the edge of their networks that are capable of signaling translation and media transcoding. The industry has accepted many related efforts, such as session boarder controllers (SBCs), 8 as standard solutions. However, the goal of our research is not only to integrate business teleconferencing systems with advanced scientific telecollaboration, but also to create a more scalable and ubiquitous collaborative environment. Such a global system challenges the current approaches to media distribution and conferencing control issues.
Media Distribution
The major advantage of the Access Grid's multicast is the architecture's conceived scalability. However, network administrators and service providers are reluctant to deploy multicast because of complicated management, network address translator (NAT) or firewall barriers, and potential security issues. All of these problems discourage people without access to high-speed networks from using multicast and the Access Grid. On the other hand, centralized conferencing systems like most H.323 and SIP products don't scale well because they usually rely on single conference servers (the MCU) for multiparty communication.
Publish-and-subscribe systems provide messaging middleware that decouples producers and consumers in time and space. In addition to the reliable group communication services needed to deliver control messages, we can also extend such systems to support large-scale audio and video distribution. NaradaBrokering (www.naradabrokering.org) is one such unified overlay network. It employs a dynamic collection of brokers that can be self-organized into a hierarchical topology to support fast routing. The brokers also monitor the performance of connections between them for quality-of-service (QoS) routing decisions. By incorporating a flexible transport framework, NaradaBrokering can choose different transport protocols including TCP, User Datagram Protocol (UDP), Multicast, Real-Time Transfer Protocol (RTP), Secure Sockets Layer (SSL), HTTP, and mobile Java Message Service (JMS). The system can thus go through firewalls and NATs, provide group communication service in both unicast and multicast networks, and offer reliable data delivery in lossy networks.
In an integrated teleconferencing system, client heterogeneity is a big issue for scalability. Most off-the-shelf smart cellular phones, for example, have limited processing capabilities and slow network links that can handle only streaming and multimedia messaging services (MMSs), instead of the emerging 3G network's high-quality video. A filter component in our publish-and-subscribe model can support various media processes such as transcoding, traffic reshaping, resizing, and color transformation, which are necessary for cre-ating customized media streams for receivers. The XGSP framework provides clients with a rich XML tool for describing their capabilities and network connection characteristics. Whenever a client subscribes to a media stream, Global-MMCS checks that stream's format and bit rate against the client's requirements based on its capabilities and preferences and inserts the proper filter in the media delivery path. For the previous example, a Real streaming (www.real.com) producer filter could transcode a Common Intermediate Format (CIF) at 24-frames per second (fps) H.261 stream into 5-fps Real Streaming video in 160 ´120 pixels, which a mobile Real Player can handle.
Conferencing Control
Researchers have extensively studied problems related to conferencing control over the years, including scalable user session management, audio-visual session management, and flexible floor control. Yet, most of these works discuss only homogeneous videoconferencing and don't adequately address the scalability issue. The International Telecommunication Union's ITU T.120 and H.243 in the H.323 recommendation are the most mature solutions, but they too suffer from an inefficient database-replication algorithm. The IETF's Multiparty Multimedia (MMUSIC) working group has also proposed the Simple Conference Control Protocol (SCCP), 9 which has similar functionalities. XGSP's core conferencing control mechanism is similar to T.120, but it provides more flexible facilities to describe application sessions and entities in XML (rather than just using binary format, for example), which leads to easier development and better interaction with Web-based components. We also use XML to specify a particular role-based floor control policy for collaborative applications, client capabilities, and resource descriptions of each session's service. Unlike SCCP and T.120, XGSP is designed to be a more scalable peer-to-peer approach based on publish and subscribe. This means all control messages can be transferred through messaging middleware rather than central servers, and we can distribute control-state information from different sessions in session service entities. XGSP also specifies a common audio-visual signaling protocol for connecting different conferencing endpoints.
Service-Oriented Conferencing
Typical centralized H.323 and SIP MCU solutions aren't as scalable as Global-MMCS. Global-MMCS separates MCU services into separate modules: multipoint controller (MC) and multipoint processor (MP). We further divide MP into two major tasks: media distribution, which NaradaBrokering actually handles, and media processing such as mixing and transcoding. The computation and storage resources connected via NaradaBrokering brokers are the service containers that can host both MC and MP processing.
The XGSP framework specifies the XML schema for describing MC-and MP-related services. Each service provider can advertise its service description to the connected broker. Letting clients use XML Path Language or Structured Query Language-like queries, NaradaBrokering offers a scalable resource search for service discovery through its routing and event-matching mechanism. A service requestor can specify the on-demand service in the form of XPath and search scope; after the query result returns, the requestor can choose the best one based on evaluation criteria and negotiate with the target service provider to create a service instance.
Each broker can have a registered media service container, called a MediaServer, which hosts various computation-intensive media-processing services. A MediaServer can create, start, and stop media service instances. In addition, it advertises these service providers and reports the status information to the broker regarding the load on which machine. Based on NaradaBrokering's service discovery, media service customers (which are usually XGSP audio-visual session servers) can locate the best container and request a service instance to execute within the container. Because the transcoding filters required by clients can introduce a lot of computing overhead, these filters actually outsource their processing jobs to MediaServers and forward the resulting streams to the clients.
H.323 Gateway Services
Figure 1 (next page) shows the Global-MMCS architecture and the H.323 gateway services. To transport RTP packets over the NaradaBrokering network, RTPLinks, a component in NaradaBrokering that implements its generic transport framework interface for RTP, must encapsulate them into special NaradaBrokering events called RTP event in the edge brokers before they can be routed in the overlay network. RTPLinks encapsulates RTP packets into RTP events that can be routed in the NaradaBrokering network. To connect Access Grid sessions, Global-MMCS creates a multicast RTPLink for each active Access Grid RTP session. For H.323 terminals, Global-MMCS also creates unicast RTPLinks for audio and video H.245 RTP channels.
Unlike Access Grid clients, which can receive, mix, and render multiple streams, some H.323 terminals can handle only single video and audio streams. In short, H.323 terminals need the mixing services that MediaServers provide. Currently, we've implemented four types of media service providers:
· AudioMixerServer, · VideoMixerServer, · ImageGrabberServer, and · RealStreaming Producer.
ImageGrabberServer can transcode video streams into JPEG images and distribute video snapshots to clients so that they can have visual-stream lists for video switching.
The XGSP AV Session Server implements the audio-visual session services, including join and leave XGSP AV session, video switching, and floor control, in addition to managing media processing services. Two functional components, H.323 Gatekeeper and H.323 MC, work with the XGSP AV Session Server to provide session-directory, session-connection, and session-control services to bridge H.323 terminals into XGSP AV sessions. Each H.323 client also has an XGSP H.323 console that complements the XGSP node functions that it can't support.
Session Establishment Service
The H.323 gateway's session-establishment service lets H.323 terminals join or leave XGSP AV sessions. If an H.323 terminal wants to join an active XGSP session, it must make an H.225 call to the H.323 gateway with the right session ID. The session directory service forwards this call to the registered H.323 MC, which then processes the call and translates it into the XGSP AV session join procedure.
Three pieces of information are necessary to establish a call between two endpoints: the signaling destination address, local and remote media capabilities, and local and remote media transport addresses at which the endpoint can receive media packets. H.323 spreads them over different stages of the call, whereas XGSP puts them into three join session XML messages. This join session procedure has three important steps: Establishing an H.323 conference involves common media capability negotiation, which requires the MC to send a capability set to the endpoints in the conference. We use the next-generation Session Description Protocol, SDPng, 10 for the capability negotiation, which we can map to the H.245 media capability description. The H.323 Gateway can keep two types of capability descriptor: a global capability descriptor for the whole system and specific descriptors for XGSP AV sessions. The global capability depends solely on the system's supported codecs and transcoding services. Grid clients don't have capability negotiation because they can dynamically decode streams in different codecs. Given that an H.323 terminal uses the H.245 media negotiation procedure to get codec agreement, Global-MMCS must provide transcoder filters between them if a codec mismatch occurs. The AV session server keeps the connected H.323 terminals' capability information and creates the necessary filters when the H.323 user makes a video subscription.
Session Directory Service
Through the session directory service, collaborating users can learn how many active sessions are available and any associated information about them. The XGSP framework divides the conference advertisement information into two levels: the collaborative conference calendar for reserved meetings, which describes high-level metadata about the conference (such as meeting time and topic), and detailed information associated with the session (such as session identification and transport addresses). This conference calendar is actually implemented as a Web service running in the XGSP Web server. The XGSP session server can create the detailed session description in a reserved or ad hoc way and advertise it through the underlying NaradaBrokering system. H.323 users can either visit the conference calendar or search for the related session information through the XGSP user interface before starting their H.323 calls.
The session directory service provided by the H.323 gatekeeper keeps the registration of H.323 terminals and the aliases of the active sessions that are actually mapped to the H.323 MC's calling transport address. When the session server activates a new XGSP AV session, the H.323 gatekeeper listening to the related public topic through NaradaBrokering appends this session ID to the session alias list. The system administrator can also use the gatekeeper to enforce admission control for H.323 terminals based on QoS and security policies. When an H.323 terminal sends an admission request, the gatekeeper can query the broker node to negotiate the bandwidth and reply to the terminal. We let an H.323 terminal join an XGSP session only if the terminal has logged into Global-MMCS and been authenticated. Each time an H.323 terminal registers at the gatekeeper, it should generate a unique client ID in Global-MMCS. The client ID's format is h323:user@host, in which "user" identifies the owner and "host" is the terminal's DNS domain. When the terminal user tries to join the XGSP AV session after registration, the gatekeeper can check whether it has been activated before giving a call-accepted or call-rejected response.
Session Control Service
For audio-visual session control, XGSP has two building blocks: session management and floor control. Session management defines the basic control procedure for creating and destroying sessions and managing audio-visual service entities. Floor control defines the roles in the audio-visual session and how to enforce role-based resource management. Our approach is to use point-to-point H.245 control channels between H.323 terminals and the H.323 gateway. On top of H.245 control channels, the XGSP service lets H.323 users vote for meeting chair, request floors, and do audio-visual mixing and switching. Figure 2 (next page) shows the components involved in XGSP session control for H.323 terminals. The H.323 MC implements the session control service in the gateway.
The XGSP collaboration node manager is the user interface for the XGSP conference management service. Every node manager can create collaboration endpoint instances and invoke the methods of starting, stopping, and role setting that the instances provide. Node managers can launch H.323 consoles, which are XGSP control clients for H.323 users. The XGSP session control service involves communication among the node managers, H.323 consoles, and AV session servers. The H.323 gateway then intercepts the XGSP messages and translates the procedure into the H.245 control procedure.
H.323's annex K requires H.323 terminal vendors to define custom HTTP interfaces between H.323 terminals and Web browsers for user interaction; our H.323 consoles can also use this interface to communicate with H.323 terminals. Before H.323 users join an XGSP AV session, they must launch H.323 consoles from their node managers and locate the correct H.323 gateways. Then, the H.323 console can ask the attached H.323 terminal to communicate with the H.323 gateway through the annex K-related interface.
Video switching enables an H.323 terminal that can handle only single-video rendering to select many streams in the XGSP session. The AV session server keeps a video stream list for the activated session; the H.323 console can copy the list and let the user select the video. Upon selection, the console sends an XGSP-Video-Selection command to the session server to subscribe a new video stream and unsubscribe the old one. The H.323 gateway also receives the command and follows the H.243 procedure to perform video switching for the connected terminal. This procedure involves two H.245 commands: videoFreezePicture (VCF) and videoFastUpdatePicture (VCU). After an H.323 user selects a video, the H.323 gateway sends a VCF command to the terminal for decoder freezing. Ultimately, when the user selects a video stream from an H.323 terminal, the H.323 gateway will send a VCU to that terminal for a fast update.
Each user in an XGSP AV session might have different roles -for example, as audio speaker and listener or as video sender and viewer. The XGSP session chair can send SetRole messages to other users through its node manager, and the destination node manager responds to each request by notifying the local H.323 console. At the same time, the H.323 gateway also follows the request and starts a Request Open/Close Logical Channel H.245 procedure to open or close the terminal's audio-visual channels.
Distributed H.323 Gateways
Firewalls and NATs are serious obstacles to Internet conferencing deployment because they can easily block H.323 and SIP call messages and RTP packets. On top of the NaradaBrokering overlay network, we've introduced a distributed H.323 gateway architecture to address this issue. For each administration domain behind a firewall or NAT, we set up a local H.323 gateway and a NaradaBrokering node that establishes a channel across the firewall or NAT with the outside public broker; this channel carries all the Global-MMCS traffic between the local and public domains. H.323 terminals in this domain can still use H.225 and H.245 protocols to connect to the local H.323 gateway, and the local broker can route their RTP/RTCP data to the whole NaradaBrokering overlay. Because different transport protocols are supported in connections between broker nodes, the suitable transport protocol should be used for this channel to fit in the enterprise or residential network's security policy.
We can further extend this distributed architecture for scalability. In the XGSP framework, both AV session servers and H.323 gateways are session service containers. An AV session server hosts only a limited number of activated XGSP sessions, and each H.323 gateway hosts only the registered H.323 terminals and their connections with the associated AV session servers. Therefore, there's no state consistency issue between different H.323 gateways. This distributed H.323 architecture not only solves the NAT and firewall problems but also improves the scalability of H.323 services because each H.323 gateway deals solely with the limited workload generated by local H.323 terminals.
According to the H.323 recommendation, users can automatically locate local gatekeepers by mul- ticasting gatekeeper request messages. When multicast is unavailable, the user can also use an H.323 console to search for the right gateway and broker node. At the beginning of the search procedure, the H.323 console locates the suitable broker node and follows a procedure similar Simple Traversal of UDP through NAT (STUN) 11 to check whether the UDP communication is good between the console and broker. If this test succeeds, the console sends a query request and picks up the best H.323 gateway with the lowest workload and does the same test with the gateway. If either test fails, the network administrator must set up either a local broker node or an H.323 gateway for the current user and any latecomers to this network domain. If the machine hosting the H.323 console is powerful enough, a local H.323 gateway and NaradaBrokering node can even start from that machine to serve the H.323 users within this network zone.
Our effort is similar to the way SBC addresses NAT and firewall traversal. However, in our method, the coordination among H.323 consoles, H.323 gateways, and NaradaBrokering enables more flexibility in supporting either STUN, Traversal Using Relay NAT (TURN), or Interactive Connectivity Establishment (ICE) -methods the IETF has proposed for detecting and traversing NAT for SIP-based VoIP systems -or Hosted NAT Transversal -an industry solution that lets SIP endpoints behind NATs that don't support STUN/TURN/ICE use an operator's VoIP network. Many SBCs use Hosted NAT Transversal, and they are usually configured by network service providers to work with routers. Our application-level solution promotes grass-roots deployment of gateways and NaradaBrokering in a peer-to-peer style. We regard SBC as a complementary solution because, when a network has an SBC installed in it, we can connect the inside H.323 terminals to our H.323 gateway and broker node outside the network.
Implementation
We implemented the H.323 gateway prototype using a protocol stack provided by OpenH323 (www.openh323.org). During development, we found that video switching for H.323 terminals between video streams from Access Grid involves more than just supporting the H.243 control procedure. A mismatch exists between the H.323 terminal's video decoder and the Access Grid's videoconference tool's encoder. The H.261 VIC encoder generates only intraframe (I-frame) with macro blocks and doesn't set the freeze picture release bit in H.261 bitstream. (I-frame, also called keyframe, is a video frame coded without any reference to previously coded frames.) When an H.323 terminalfor example, Polycom ViaVideo -switches from one VIC H.261 stream to another, its H.261 decoder can't generate the new video image for a long period of time because it's been frozen.
To address this issue, we introduced a packet filter that can parse the H.261 bitstream and set the freeze picture release to 1. Moreover, the H.323 gateway reopens the video logical channel when a video switch happens: the new logic channel's initiation refreshes the video decoder's state so that the H.323 terminal can display the new video picture faster. We also introduced an audio transcoding in the audio-mixing service because the Access Grid's audio client sends linear audio data by default, which H.323 terminals don't support.
In contrast to SBC hardware, the XGSP H.323 gateway is a pure software system working with software service overlays that easily extends complicated media-processing service and filtering. Based on NaradaBrokering's performance monitor service, it can also implement admission control similar to SBC. 
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