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1. INTRODUCTION 
It is known from the work of Levi-Civita and Sundman that singularities 
due to binary collisions in the 3-body problem can be regularized. That is 
given a solution y which “ends” in a binary collision at time t, one can 
make a change of phase space variables and time scale such that the new 
variables can be continued as convergent power series in the new time for 
times beyond the collision date. This result is satisfactory from the analytical 
point of view, but from the qualitative point of view one would like to know 
the phase portrait of solutions near collisions. 
A first step in the qualitative study of the 3-body problem might be to 
study the topology of the integral surfaces; that is, the surfaces of constant 
momentum, angular momentum and energy. This has been done by 
Smale [lo] and Easton 57. These surfaces are not compact and some solutions 
“run off” these surfaces in finite time and hence Newton’s equations of 
motion do not give rise to flows on these integral surfaces. The bad behavior 
of solutions is due to collisions of the bodies. It is well known that if the 
total angular momentum of the 3-bodies is different from zero then a simul- 
taneous collision of all three bodies is impossible. Thus on integral surfaces 
with nonzero angular momentum one expects the only bad behavior of 
solutions will be due to binary collisions. In view of the result that solutions 
can be continued through binary collisions, one might hope to modify the 
integral surface in some way so that Newton’s equations of motion actually 
give a flow. The purpose of the present paper is to describe’how this can be 
done. 
One might ask why one should study collisions in the first place. The set 
of solutions which end in collisions is known to have measure zero and one 
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might argue that hence it can be neglected. My answer is that the set of 
solutions which pass close to collisions does not have measure zero and that 
these solutions can be conveniently studied by focusing attention on those 
solutions which do end in collision. Furthermore one can not decide a priori 
whether or not a given initial condition will or will not eventually lead either 
to collision or to a very close approach to collision. Hence the full phase 
portrait of the solutions can not be understood without knowing what 
happens near collision. 
The techniques used in the present paper were introduced in [6]. We use 
surgery to excise a neighborhood of the “binary collision set” (see Defini- 
tion 3.1). The neighborhood is in the form of an “isolating block” (see 
Definition 2.3). We identify the end points of orbits which cross the block 
and we show that this identification has a unique extension to an identification 
which pairs the end points of orbits entering the block which end in a binary 
collision with the end points of orbits leaving the block which come from 
a binary collision. The problem of regularization is the problem of showing 
that the identification of the end points of crossing orbits has a continuous, 
unique extension. We use this identification to close the gap left by the 
surgery thus obtaining the “regularized” phase space for the 3-body problem. 
We obtain regularized integral surfaces for the problem on which the 3-body 
equations of motion induce flows. Finally we describe the topology of these 
surfaces thus answering a question for the planar 3-body problem raised 
by Birkhoff [l, p. 2881 and again by Wintner [l 1, Section 4381. 
Throughout the paper we restrict our attention to the planar 3-body 
problem. The extension of some of our results to the non-planar problem 
may not be trivial. 
C. Conley has shown that triple collisions can not be regularized by 
surgery. A partial discussion of this result is given in Section 6. 
2. REGULARIZATION BY SURGERY 
Regularization of vector fields by surgery is discussed in [6]. We will give 
in this section a brief description of this process. Let M be a C” manifold 
and let C be a closed subset of M. 
We assume throughout this section that X is a C” vector field defined 
on M - C. We call C the “singularity” of the vector field. 
Notation 2.1. If a E M - C and y(t) is an integral curve of X satisfying 
y(O) = a we denote y(t) by the notation y(t) = a . t. More generally, if 
ACM-Cand TCRlandifa*tisdefinedforeachpair(a,t)EA~ T 
we let 
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DEFINITION 2.2. Suppose that F: M - C -+ Ii1 is a smooth function 
and define F: M - C-+ R1 by p(a) = d/dtF(a . t)l,=, . Also de&e % = i; 
where G = I?. 
DEFINITION 2.3. Let F, : M - C -+ R1 be a smooth function for 
j = l,..., K and let 
B = (x EM - C: F,(x) < 0 for j = l,..., K). 
B is an isolating block for X if for each point x E B, whenever F?(x) = 0 
and p>(x) = 0, it is the case that E’,(x) > 0. 
Isolating blocks have been studied in [2-5] and the above definition is 
not the most general that could be given. Many examples of isolating blocks 
and the uses of isolating blocks are given in the papers cited above. The 
following two examples illustrate how they may naturally occur. 
Let N be a compact Riemanian manifold and let G be a Morse function 
G: N+ RI. Let Y = grad G. Then if c, and ca are two non-critical values 
of G the set G-i[c, , ca] is an isolating block for the vector field Y on N. 
If N is the torus and G is the standard height function on the torus then the 
shaded region shown in Fig. 1 is an isolating block for the gradient flow. 
Consider the vector field 2 on 112 given by x = x, j = -y and let 
Fi(x, y) = 1 - x2 and li;;(x, y) = 1 - y2. Then B = {(x, y): F,(x, y) < 0 
and F2(x, y) < O> is an isolating block for 2 as shown in Fig. 1. 
FIGURE 1 
DEFINITION 2.4. Let B be as in 2.3 and define b = 3B, and 
b+=(xEB:x*(---E,O)nB= ia forsomeE>Oj, 
b- = (x E B: x * (0, c) n B = m for some E > 01, 
A+=(x~B:x*t~Bforallt>Oforwhichx~tisdefined), 
A-={x~B:x~t~BforalltfQforwhichx*tisdefined}, 
at=A+nb and a- = A- n b. 
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Define n: b+ - a+ -+ b- - a- by setting 
n(x) = x . u where u = sup(t 2 0: x . t E B}. 
THEOREM 2.5. T is a homeomorphism. 
For a proof, see [4 or 51. This theorem is what makes isolating blocks 
useful. An isolating block must certainly isolate something and the following 
discussion says what that is. 
DEFINITION 2.6. A closed set 1 C M - C is called an invariant set of X 
if I . RI is defined and if I . R1 = I. An invariant set I of X is said to be 
isolated if there exists an open set U containing I such that I is the maximal 
invariant set in U. 
It is an easy consequence of the definition of an isolating block that the 
maximal invariant set contained in a block is isolated. Hence the block 
“isolates” a certain invariant set (which may sometimes be empty). Conversely 
we have the following theorem: 
THEOREM 2.7. If I C M - C is a compact isolated invariant set of X 
then there exists an isolating block B such that I is the maximal invariant set 
contained in B. 
For a proof, see [4]. 
With this preparation we are now ready to say what it means to “regularize” 
the singularity C. 
DEFINITION 2.8. A closed subset C, which is relatively open in C is 
regularizable if there exists an isolating block B C Jf - C such that for 
XEM-C 
(1) if (t, , tr) is the maximal interval such that x * (t,, , tl) is defined 
and if x*t+C, as t+t, then x.t must enter and stay in B as t+t,. 
Similarly if x . t -+ C, as t -+ t, then x . t must enter and stay in B as t + t,, . 
(2) VT: b+ - a+ -+ b- - a- admits a unique extension as a homeo- 
morphism from b+ to b-. 
DEFINITION 2.9. Suppose that the singularity C is regularizable and B 
is as in 2.8. Then the regularized phase space for X is the space N obtained 
from M - C - int B by identifying points x E bf with points n(x) E b-. 
More precisely define an equivalence relation N on M - C - int B by 
x wy if x = y or if x = r(y) or y = r(x). Let N be the set of equivalence 
classes of points of M - C - int B and let p: M - C - int B + N be the 
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natural projection. Give N the quotient topology. Then N is a manifold 
and p restricted to M - C - B is a homeomorphism. We identify 
M-C- Bwithp(M- C- B). 
X induces a flow 9: N x Rx -+ N as follows: 
(1) Suppose p . s E M - C - B for each s E [0, t). Then define 
94P7 t) ==P(P .f>- 
(2) SupposeP EPW say 
P-‘(P) = ix, +a- 
If t >, 0 and P(X) . (0, t) C M - C - B define ~(p, t) = p(r(x) . t). If t < 0 
and x . (t, 0) CM - C - B define v(p, t) = p(x . t). 
(3) Extend ~(9, t) by requiring that 
dP* fl + 42) = ddP7 a hJ* 
Thus the flow is defined by following an integral curve of X until it hits b, 
crossing B in zero time and continuing along the appropriate integral curve 
of x. 
The 2-body problem provides an example of the process of regularization 
by surgery. This example is discussed in [6]. 
3. THE PLANAR ~-BODY PROBLEM 
Three point masses move in the plane under the influence of their mutual 
gravitational attractions. We assume for simplicity that each particle has 
mass 1 and that the gravitational constant is equal to 1. At the end of section 
five we discuss how to generalize our results to the case of unequal masses. 
The state of the system is specified by a point 
(Q> P> = (e > qz 9 43 ,P, ,P, 7~3) E (W. 
Here qj specifies the position of the j-th particle andp, specifies its momentum. 
3.1. Detine C,, = {(Q, P): qZ = q3} for i, j = 1,2, 3. Definer,, = / q2 - q3 / 
and qz3 = qE - qr . Let C = C,, u C,, u Cs, . C is the set of “collision” 
states of the system. 
The equations of motion can be formulated as a Hamiltonian system of 
differential equations defined on R12 - C. 
3.2. Define H: RI2 - C+ R1 by 
H(Q, J’> = HIP, I2 + IP, I2 + IP3 I21 - (G? t- ~2 + Gf)- 
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H is the Hamiltonian function for the system and the equations of motion 
are 
3.3. 41 = PI 7 $1 = ‘ii3921 + G3931 3 
!?2 = P2 > $2 = G3912 + G&32 > 
43 =P3 9 $3 = 'ii3913 + '2923 . 
It is convenient to make the canonical change of variables 
3.4. f = 42 - 93 3 rl = &C-P1 + 2P2 -P,>s 
x = 41 - 93 9 Y = CPI -P2 -P3h 
2 = 91 + 92 + 93 7 w = %Pl +P2 +P3). 
Notice that w is one third the total momentum of the system and x specifies 
the center of mass of the system. Without loss of generality we assume that 
w = x = 0. In terms of the new variables the energy and angular momentum 
functions become 
3.5. H(t,~,r],Y)=Hl+H2+H3 
= (I y I2 - I 32 I-‘> + (I v I2 - I f I-‘) 
+ (y .v - I x - 5 19 
3.6. J6 4 %Y) = SW) x (77) + (4 x (YN* 
The equations of motion are 
3.7. t=27l+y, 7j =-,$I 51-3- (5 - 4 I t - x k3, 
22 =2y+rl, j = -x j x I-3 - (x - 8) 1 x - 5‘ p-3. 
These equations are defined on Rs - C, where 
c = Cl u c, u c, = (I .$I = Of u {I x 1 = O} u {I x - .$I = 0). 
The planar 3-body problem is the problem of studying the flow on R* 
with singularity C induced by Eqs. (3.7). These equations admit the func- 
tions H and J as integrals. 
3.8. Define M[h, w] = {H = h} n (J = w} for h, w E R1. It is natural to 
study the flow on the integral surfaces M[Jz, W] for various values of the 
parameters h and w. A further reduction is possible by making use of the 
symmetry which exists in the problem. In what follows we treat [, x, 7, y as 
complex variables (thus 4 = t1 + i& , etc.). 
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3.9. Define an action * of R1 on Ra by 
x * t = e% where x = (6: X, T, y) E C4. 
Both H and J are invariant with respect to this flow. In fact, the flow r is 
generated by the Hamiltonian function $1. Since the Poisson Bracket [H, #J] 
is identically zero the 3-body flow generated by H and the flow * commute. 
Notice also that H(g) = H(z) and J(Z) = J(a) where f is the complex 
conjugate of x. We want to remove this “symmetry” from the problem. 
3.10. Define &@z, w] to be the quotient space of M[Jz, 01 modulo the 
action *. Notice that S = {x E M[h, w]: x [ x 1-l = (1,O)) is a global surface 
of section for the flow * on Rs - C and every orbit of t meets S exactly 
once. Hence iiZ[h, W] is diffeomorphic to S[h, w] = S n M[h, w]. The 3-body 
flow on fis - C induces a flow on S in the following way: If we denote the 
3-body flow on R8 - C by the notation z -+ .a - t then if w E S we define 
w J t = s where s is the intersection of the set (w * t) * R1 with S. The 
flow .c obviously restricts to the surfaces Sj$ w]. 
As a first step in studying the 3-body flow it is useful to topologically 
characterize the surfaces M[h, w] and ?l?@z, w] which for most values of the 
parameters h and w are manifolds. We include below a discussion of the 
topology of the surfaces M[h, w] which we will use later in Section 5. 
3.11. DefineV=((S1,SZ,Sa)ES2: s, > 0, si + s, < s+J. V is a spherical 
triangle with its corners removed. Notice that each point of V specifies 
a unique triangle with sides sr , ss , ss . We think of points of V as specifying 
the “shape” of the triangle formed by the 3-bodies in the 3-body problem. 
The corners of V correspond to the double collision states, namely, those 
states where two particles occupy the same position. Recall that the positions 
of the three particles are specified by the vectors or , qti , 2s where in terms 
of the variables (f, X) we have or = $(x - fe), 4s = t(E - ix) and 
qs = -i’,(f + x). Thus the triangle formed by the three particles has sides 
I & I, I x I and I x - E I. 
3.12. Define p: Rs - C-+V x (0, co) by 
where 
r = (%+(I Q I2 + I q2 I2 + I23 I”>-“” = &(3 1 f I2 + 3 j X I2 - 4s - x). 
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3.13. Define m[Iz, w] = p(M[h, w]). m[h, w] plays the role of a Hills 
region in our development. The following proposition characterizing m[h, w] 
is proven in [7]. 
PROPOSITION 3.14. 
m[h, co] = ((s, Y) E v x (0, co) : &Y--2(sp + s,” + s;‘)” + 2hw2 > 0). 
m[h, W] is shown in Fig. 2 below for three decreasing negative values h, , h, , 
h, of h. 
4lP / / ‘\ I \ 
rn [hIPI 
\,I’ ,’ I \ \ 
i\, 
m jh,,w I 1 
FIGURE 2 
-- 
3.15. Define Z[h, W] to be the quotient space So x m[h, WI/~ where N is 
an equivalence relation defined by 1 x (s, r) - -1 x (s, r), whenever 
s E aV. Thus Z[h, w] is the 3 manifold obtained by sewing two copies of 
m[h, w] together along the set m[Iz, w] n aV x R1. 
The following proposition is essentially proven in [7]. 
PROPOSITION 3.16. S[h, w] is homeomorphic to the space obtained from 
Z[h, w] x S2 by identifying p x 5’2 to a point whenever p E al[h, w]. 
Sketch of the proof. Each point of Z[h, W] specifies the shape, size and 
orientation of the triangle formed by the three bodies in the plane. Thus 
each point of Z[h, w] corresponds to a unique point (f, x) E R4 such that 
x 1 x 1-r = (1,O). Consider the set of (q, y) such that 
(4 I rl I2 + I Y I2 + Y . ‘I = h + W, 4, 
(b) (4 x (Y) + (0 x Cd = OJ- 
When (f, x) corresponds to a point belonging to the interior of Z[h, w] the 
set of (v, y) satisfying (a) and (b) is a 2-sphere. When (f, x) corresponds to 
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a point belonging to the boundary of Z[h, w] the set of (7, y) satisfying (a) 
and (b) is a point and when (5, X) does not correspond to a point in E[h, w] 
this set is empty. Thus S[h, ] w is a singular 2-sphere fibre bundle over 
Z[h, w]. This fibre bundle turns out to be a product bundle. 
4. REGULARIZATION OF THE ~-BODY PROBLEM 
Recall that the equations of motion (3.8) define a flow with singularity C 
on Rs. In this section we construct three disjoint isolating blocks Bi C R* - C 
such that the solutions which end in binary collisions must enter and remain 
in one of these blocks as the collision time is approached. We further show 
that the flow mappings across these blocks can be extended to diffeomorphisms 
of b,+ onto 13%~ for i = 1, 2, 3. 
DEFINITION 4.1. Let r(t) be a solution to the Eqs. (3.7) and suppose that 
the maximum positive interval of time on which y is defined is [0, tr). It is well 
known [9] that Em,,,, a(t) exists where o(t) = $(I x I2 + ] 5 I2 - x . 6) . a(t) 
is the moment of inertia of the system (in the old coordinates 
0 = 1 ql. I2 + 1 4s I2 + j 4s I”). If 0 < o(tl) < co then the solution y(t) is 
said to end in a binary collision. It is well known in this case that the limits 
limt+tl t(t), limt+tl x(t), limt,tl x(t) - E(t) exist and exactly one of these 
limits is zero. 
In what follows we define for each E > 0 a set B[E]. We show that for 
sufficiently small E > 0 that this set is an isolating block for collisions of the 
type where f(t) -+ 0 and we show that the flow map across B[e] extends to 
a diffeomorphism of b+[E] onto b-Cc]. Let B, = B[c]. It is clear from the 
symmetry of the problem that we may similarly construct isolating blocks 
B, and B, for collisions of the type where x(t) ---f 0 and where X(t) - f{(t) + 0, 
respectively. 
In order to define the blocks B[E] it is necessary to define some functions. 
DEFINITION 4.2. (a) Choose a smooth function ol: Rx-+ (0, 1) having 
the properties that a(t) < -t-l for t < - 1. 
(b) Choose a smooth function p: (0, “3) -+ (0, 1) having the properties: 
(1) t-lP(t) < 1, 
(2) /Y(t) < 1 and P’(t) = 0 if t > 1, 
(3) P”(t) < 1. 
(c) DefineforE>OF6:Rs-C+Riby 
~;(L x, 9, Y) = I 5 I2 - 4fq5, x, ‘I, Y)) P(Z”), where E= \2x-[l. 
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(d) Define for E > 0 G, : Rs + R1 by 
4.3. Define B[E] = ((6, X, 7, y) E R* - C: F, < 0, G, < 01. 
It will be shown that for E sufficiently small B[E] is an isolating block for 
the flow on Rs - C. Our choice of B is motivated by the following considera- 
tions. Suppose y(t) is an orbit which ends in a binary collision of mass 2 
with mass 3 at time t, (i.e., [ [(t)[ + 0 as t + tl). Then it is known [9] that 
x(t) and x(t) - e(t) approach finite limits as t + tl . Hence there exists 
r < ti such that if 7 < t < t, then FJY(t)) < 0. Furthermore, it is known 
that ] -q(t)/ approaches infinity as t -+ t, while y(t) approaches a finite limit 
as t --f tl . Hence there exists r < tl such that 7 < t < tl implies GJY(t)) < 0. 
Therefore we have established the following proposition. 
PROPOSITION 4.4. For any E > 0, if y(t) is a solution of the Eqs. (3.7) 
whose maximal positive interval of existence is [0, tl) and y(t) ends in a binary 
collision where lim,,,l f(t) = 0, then there exists 0 < T < tl such that y(t) E B[E] 
for all t E [T, tJ. 
Our next objective is to show that B[ ] E is an isolating block for sufficient 
small E. 
PROPOSITION 4.5. Given 6 > 0 there exists E > 0 such that for any point 
z = (I, x, 7, y) belonging to B[E], 
(a) F(z) = 0 implies 5 . 7 < 6 1 f 1 j 7) 1, 
(b) G;(z) = 0 implies l. ‘11 6 6 j Y$ I / 7 1, 
(4 JT.4 3 I cc I-l, 
(d) i=(z) = 0 implies e(z) > 0. 
Proof of (a). p = 4f * 7 - R, where 
R = +6x .y - 3,$ .y] - 2([ .y). 
F=O implies that ~.~=[BRI~I-lIrlI-l]I~JlrlI. Since F,<O and 
G, < 0, we compute that j R I < 9E3 / 5 I 17 j + 2~ 1 f I 17 j and hence 
j iR 1 6 1-l I v 1-r ) < Q(9c3 + 2~). By choosing E sufficiently small we can 
make this expression less than S. 
Proof of (b). 
(2 = 24g * 7) I 6 r3 + (f - 4 * 7 I E - x I-7 - X(x .Y) I x k3 
+ (x - 8 'Y I x - f l-7. 
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e = 0 if and only if 5 * 77 - (1 /e)R = 0, where 
R = [24x - f) . 17 I t - x I-~ + 2(x . y) / x j-3 + (x - 6) .y 1 x - 5 l-31 1 f 13. 
Choose E so small that 1 x - f j-3 < 2 J x [-3. Notice that by the choice 
of p, / 6 I2 j x j-2 < E. Hence 
I R i < I 6 I I rl I 1446 I x I-’ I f I2 + 2~ Ix I-’ I E 1’ + 2 I x I-’ I 5 I2 ~1 
G 6 I 5 I I q I 18 lx k2 I 5 I”]. 
Therefore E * rl < (l/e I R I I 5 l--l I rl I-‘) I 5 I I q i < (84 I E I i 7 I. 
Proof of (c). P = 4[g * 7 + .$ . +] - l?. Given S > 0 there exists E > 0 
such that l .q -+ f .* 3 (1 - S) 1 5: 1-l on B[E]. To see this we compute 
that 
By choosing E small we can obtain the inequality 
.g . 7j + 4 -?j 2 (1 - Q[2 177 I2 - ! E I-‘1. 
where 6, = &(E) --+ 0 as E -+ 0. 
Now 
~~j2~h+~~l~1+~X~~~+l~~El~1~lY12~Y~?1 
z (1 - &)[A + I E l-7. 
where 6, = S,(C) + 0 as E -+ 0. Hence 2 j q I2 - / 5 1-l 2 (2h + j 6 I-“)(1 - S,). 
However, by choice of 01,2/z + I 6 1-l 2 (1 - 6,) 1 & 1-l where 6, = S,(E) -+ 0 
as E -+ 0. Thus it remains to show that 1 R j < (4 - 8) 1 5 1-l on B[G] for 
sufficiently small E. 
I? = EC$?‘[~ j y I2 + (6x - 357 . $1 + E#“[~(x * y) - 3(5 * y)]” 
-2r21~12+4(~.~)+~-ji. 
For sufficiently small E the following estimates hold on B[E]: 
19 I < 3 I x lrZ, lEII~12~2> I E I2 I 22 lk2 < E* 
Using these estimates it is easy to show that / f j / l? j--f 0 as E -+ 0. Hence 
given 8 > 0 there exists E > 0 such that 1 Iri: j < S / f 1-I on B[c]. It follows 
thatP>(4-22S)I 51-l on B[E] for sufkiently small E > 0. 
505/12/2-I I 
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Proofof( e=2jj12+2y.j-2~(j7jjs+7.+j)and 
ji = -(2Y + 7) I x k3 - (Y - 7) I x - 5 k3 + 3x I * F5 Lx. (2Y + 91 
+ 3(x - 4) I x - c k5 (x - f) * (y - 7). 
We estimate y *jj 3 -5~ j 7 1s 1 x j-3 on B[E]. Also 
rl * 4 = -3 I rl I2 I f l-3 + 3(6 * rlxt .Y> I r l-5 + (7 .Y> I f l-3 + 67 
where ( & 1 < S(E) j 7 . q / and S(e)-+0 as e-+0. Fix 0<6< 1. Then 
G = 0 implies 1 f .T 1 < 6 I [ 1 I 7 / for sufficiently small E by (b). We 
estimate that 
rl . +j < -3 I rl I2 I 5 r3 + AZ I ‘7 I2 I 5 l-3 + 36 I 17 I2 E I t l-3 
G -(3 - Sl> I 5 l-3 I rl 12> 
where 6, = c1j2 + 36.5. Since given 6, > 0, I 4 I2 = (1 + S,) I 5 l--4 for E 
sufficiently small we obtain for small E the inequality 
-(I 4 I2 + 17 *$ 3 (2 - 8) I E l-4. 
Hence for small E, 
% > -5E / -q 12 1 x p-3 + (26)(2 - S) / 7/ 12 1 f I-3 
> 6 IT I2 I f l-3 C-5 I 4 I3 I x l-3 + 22 - S)l 
3 E 1 ?j 12 ) f I-3 [4 - 6 - a21 > 0. 
PROPOSITION 4.7. B[E] is difleomorphic to 
(D2 - 0) x 9 x D2 x 9 x R1 x RI. 
Proof. Define q~: (D2 - 0) x S x D2 x 9 x R1 x RR1 -+ B[c] as fol- 
lows: 
x = As, where h > 0 
satisfies the equation 
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Observe that {(a, b) E S3: 1 a I2 < E / b I”> is diffeomorphic to D2 x 9. 
We map (d, , sr) E D2 x 9 to (a, b) E P, where a = (e/(1 + ~))l/~ d, and 
b = sr(1 - 1 a /2)1/2. Define p > 0 by the equation $T(a, b) = h + U(f, 3). 
Finally define 
77 = /&a(1 + e)r12 d, and y = P[l - ~(1 + e)-’ j d, jz]1/2 sl. 
Notice that 77 and y satisfy the relation 1 y I2 < E j r] I2 and that H(.$, x, “I, y) = h. 
9 is the desired diffeomorphism. 
COROLLARY 4.8. b[c] is difleomorphic to 
9 x 9 x [(0, l] x aD2 u 1 x D2] x 9 x R1 x R1 
= 9 x S x R2 x 9 x Rx x RI. 
It is important to notice that b[c] n (e, x, 7, y: f . v < O> is diffeomorphic 
to A+ x A2 x 9 x RI x RI, where 
A+ = ((sl , s2) E 9 x 9: sl . s, < 01. 
The 3-body flow on Ra - C defines a map rr across the block B (see 2.4). 
Our next goal is to show that ?T admits a unique extension as a diieomorphism 
of b+ onto b-. We introduce new coordinates by a Levi-Civita transformation 
and perform an isoenergetic reduction to obtain a new vector field which 
is well behaved. We use this vector field to show that the map ‘in extends to 
all of b+. 
4.9. Definer:C-0 xC3+C4by 
9yu, x, v, y) = (&4~, x, v(n)-1, y). 
Y is a canonical transformation of the type used by Levi-Civita. 
4.10. Fix h E RR1 and define G: C4 -+ R1 by 
G(u, x, v, y) = 1 u I2 [H .9-(u, x, 0, y) - h]. 
Then G(u, x, ZI, y) = A 1 u j2 + y * uv + I v I2 - 1, where 
A = 1 y 1% - I x j--l - 1 x - @’ j--l - h. 
Define the vector field X, on C4 by 
aG 
?kav’ G=-AG 
au 7 
&=EG, 
aY 
j=-AG. 
ay 
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It is well known that 9 takes the surface (G = 0} to the surface (H = h} 
and that on {G = O], DY(Xo) = / u I2 X, where X, is the 3-body vector 
field. 
The vector field X, is given explicitly by the equations 
4.11. li=2v+yu, 
d = -2Au - yv - (x - +u”) j x - $uiu” l--3 1 u 12, 
Le = 2y 1 u (2 + uv, 
9 = --x / x j-3 1 24 12 - [x j x l--3 + (&42 - x) 1 x - +4” [-“I 1 u 12. 
Notice that X, is defined when u = 0. 
DEFINITION 4.12. B[h] = Y-l(B[h]), where B[A] = B[E] n {H = h}. 
Then 
(u, x, v, y): I u 14 < EC@) p(z) 
B[h] = 
1 
lY121~12 <EI’UIZ * 
A~uj2+y~uv+~v~2=1 1 
Notice that for E > 0 sufficiently small, &h] is an isolating block for the 
vector field X, on the surface (G = O}. Let fi be the map across B[h] defined 
by the flow generated by Xo . 
PROPOSITION 4.13. 7? is a d#eomorphism of 6+ onto 6- (for small l > 0). 
LEMMA 4.14. Given 6 > 0 one can choose E s@iciently small in the dejkition 
of B[h] so that 1 - 6 < j v / < 1 + 6 whenever (u, x, v, y) s&h]. 
Proof. Since / y I2 I u I2 < E I v I2 on B[h], we have 1 y . uv / < A2 1 ti 12. 
We estimate that 1 A 1 / u j2 < E / v I2 + 3 I x j--l I u I2 + I u I2 j h I. Since 
1 u I* < Es(h) /3(Z) it follows that I x 1-l / u I2 < &I2 and hence I A I I u I2 < 
E 1 v I2 + 3&a + A2 I h /. Now since &h] C{G = 0} we must have 
AI~~~+y~uv+ Ivj2=1. We have shown that IAIu/2+y*uvI < 
(6 + .A2) 1 v I2 + A2(3 + I h I). It follows that for E sufficiently small, 
j 1 - I v j2 ) < 6 which is the desired result. 
LEMMA 4.15. Szcppose that y: [0, T] -+&h] is an integral curve of the 
vector$eZd X, with y(t) = (u(t), x(t), v(t), y(t)). Then T < 2 / u(O)/. 
Proof. For t E [0, T] where 7 = 2 I u, ) the following estimates can be 
obtained using Eqs. (4.11) and Lemma 4.14 and the definition of B[h]: 
I WI < 3, O\(Iu(t)l <7lu,I (this uses 4.14), 
I 4t) - x0 I G u4 I 30 If I Y(t) - Yo I G 62(4 I Yo I7 
I VW - vo I d S3(4 I go I> 
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where &(t) --t 0 as E+ 0 for i = 1,2, 3. Since 6 = 2v + yu we have 
1 U(T)] 3 8 1 u,, j. However, Z(r) - Z(0) < 20 j zcs I2 and this implies that 
I W* > 49 NW) and h ence that Y(T) $ B. This is a contradiction 
showing that y(t) cannot remain in B for t > 2 1 u,, I. This completes the proof. 
Proof of Proposition 4.13. It is sufficient to show that if y(t) 1s an integral 
curve of X, with y(O) E g+, then y(t) crosses B//z.] in a finite time. Observe 
that zi, * and j are bounded on @z]. Hence any integral curve y(t) of Xo 
must be bounded over a finite time interval. Since X, is without singularity 
in B[h], y(t) must either cross B[h] in finite time or must be defined over an 
infinite time interval and remain in &I. However, Lemma 4.15 rules out 
this second possibility. This completes the proof. 
COROLLARY 4.16. T admits a unique extension as a d~~eorn~phi~ from 
b+ to b-. 
Proof. Define 73: b+[h] -+ b-[h] by 73 = zY?W-~. Since (ZW) X, = / u j2 X, 
it follows that iz- = rr on b+[h] - a+[h]. H ence i3 is a continuous extension 
of r to b+[h]. Since h was arbitrary, ?T admits a continuous extension to all 
of bf. Let C+ be the set of points p in 8+ such that the integral curve of Xo 
through p meets the set ((zc, x, v, y): u = 0} as it crosses B. Any point in c?+ 
is the limit of points in b” - d+ and it follows that any point in a+ is the 
limit of points in b+ - a+. S ince ii = 7~ on b+ - a+ the extension ~9 must 
be unique. 
In Section 5 we will need to know more about the map n: b+ -+- b-. The 
following lemma provides the desired information. 
LEMMA 4.17. Given S > 0, there exists E > 0 such that if (t, x: 7, y) E b+[c], 
if angles 0, ‘p are dej%ed by 5 = j [ j (sin 8, cos 6) and 71 = j 77 j (sin 9, cos y), 
and if 45 x, ‘I, Y) = (El , xl , rl , yd, then 
(1) lx-%I <~/xl, 
(2) II &I-/ &II (6, 
(3) IY-YYII <SlYI> 
(4) ll~l-l%ll<~/11l~ 
(5) j 0, - (8 + 4(91- 6)) < 6 where 6, = j el / (sin 8, , cos 6,) 
(6) 1 v1 - (39 - 26 - w)l < 8 where Q = j Q / (sin ypl , cos yr). 
Proof. It is shown in the proof of 4.15 that (l), (3), and (4) hold. Making 
use of the fact that N(f, x, T, y) = H(t r , x1 , ql, yr), one can show that (2) 
follows from (l), (3) and (4). Als oin4.15itisshownthatjv1-v] &S/vi 
for E sufficiently small where F(u, v, x, y) = (f, x, 7, y) and Q?(u, v, x, y) A 
0% T Vl 9 %TYl ). Using this fact and the defI.nition of Y, conditions (5) and (6) 
can be shown to follow. 
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5. THE TOPOLOGY OF THE INTEGRAL SURFACES 
In Section 3 we described S[Jz, ] w as a singular 2-sphere fibre bundle 
over a “Hills region” Z[h, w]. 0 ur oa in this section is to describe the g 1 
topology of the regularized phase space R[h, w] for the 3-body flow on 
S[h, w]. In Fig. 3 b e ow we show Z[h, W] for w # 0 and h Q 0. In this case 1 
I[& w] has three components. 
FIGURE 3 
5.1. Define B[h, w, ~1 = B[E] r\ S[A, w]. 
The shaded region represents the projection of the isolating block B[A, w, E] 
into E[A, w] and the three dotted rays correspond to the binary collision sets 
Cl , C, and Cs . 
We choose E sufficiently small so that rp given in Proposition 4.6 is a homeo- 
morphism and B[E] is a regularizing block for the singularity Cr . 
5.2. Define Br = B[A, w, &I. Then Bl is an isolating block for the 
3-body flow on S[h, w]. 
5.3. Define 
w, = {(f, X, 17, y) E S[h, ~1: for SOme (Q , YJ, (~5 x, 771 , Yd E BP5 f4 4. 
5.4. Define an equivalence relation N on WI - int Bl by setting x N x’ 
if x = z’ or if x E b,+ and z’ = &z) or if z’ E b,+ and z = I. Define l8r 
to be the quotient space (W, - int B,)/N. 
It is clear that we may similarly define W, , W, , Bz C W, , B, < W, , 
ma and @‘a . B, and B3 are isolating blocks for the flow on S[h, w] with the 
property that any solution in S[h, UJ] which tends to the binary collision 
set C, must enter B, for j = 2, 3. 
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5.5. Define R[h, W] to be the regularized phase space for the 3-body 
flow on S[h, w]. Then 
R[h, 01 = S[h, w] - 5 int W, U fi Q/, 
I $4 I ! 34 
where the boundary of l%j is identified with the boundary of Wj . 
We can characterize l?[h, w] once we know the topology of the sets I8g 
and (S[k, W] - U:=, int Wf}. The following propositions characterize the 
topology of the sets W, and @? . 
PROPOSITION 5.6. Let W = WI . FOP E > 0 sz@&ntly small the pro- 
jection of W into C? is homeomorphic to RR1 x (D2 - 0) and W is homeomorphic 
to Rx x (D2 - 0) x S2. 
Proof. Define P: S[h, w] -+ C2 by P(e, X, 7, y) = (e, x). Fix x = (1 x 1, 0) 
and fix ,$ a unit vector. Define X(x, l, c) to be the maximum positive number 
such that (x, h(x, [, 6) $) E P(W). Then 
X(x, <, c) = sup@: (a), (b), (c), (d) below have a solution 71 , yr). 
(4 A2 < 44 @(I 2~ - @ 12>, 
(b) I Y I2 -G E I rl 12, 
(4 (4 x (Y> + Pi9 x (77) = w> 
(4 I rl I2 + I Y I2 + Y . rl = h + V@, 4. 
Define A,@, &, E) = max(h: X is a solution of (a)> and define A,(%, $, e) z 
max(X: X < A,(%, [, E), h < 2~ 1 x Ia I w I-‘}. 
LEMMA 5.7. If 0 < X < h,(x, .$, E) then S2(X) = ((77, y): (q, y) satisfy (c) 
and (d)} is a 2-sphere. 
Proof. It is sufficient to show that the plane C(A) = ((9, y) which satisfy (c)j 
contains a point inside the sphere D(h) = {(T, y) which satisfy (d)). DO;) 
contains the ball of radius R where R2 = &[h + U(hl, x)]. The plane C(A) 
is distance p from zero where p2 = ~“(1 x I2 + A2)-l. Thus it is sufficient to 
show that p2 < Rz. For E sufficiently small and 0 < A < h&z, .8, G) we 
estimate that R2 3 &l. The inequality p2 < R2 follows from the inequality 
h<&jhV/2&2 which holds whenever 2~ < 9. This completes tbe proof of 
the lemma. The following lemma is also needed: 
LEMMA 5.8. X(x, [, E) is a continuous function of x and & and (x, f) E P(W) 
;f and only if0 < I f ] < X(x, 5 1 5 I-l, E). Furthermore,for w = 0, h(x, $, E) = 
A&, &, c) and for cr., # 0, X(x, $7 4 -G 4(x, & + 
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Proof. Consider the equations 
(4’ (4 x (Y) = Wl (d)’ 1 17 j2 = h-112. 
let X,(x, [, e) = max{h: (a), (b), (c)‘, (d)’ h ave a solution]. For E sufficiently 
small the Eqs. (c)’ and (d)’ approximate Eqs. (c) and (d) and we must have 
A(%, [, e) 6 2&(x, $, 6). We compute that 
A2(x, f  C) = max{A: h < X,(x, g, E), h < E 1 x I2 1 w l-l}. 
Notice that for w = 0, (b), (c), (d) always have a solution and hence for 
w = 0, X(x, & c) = h,(x, $, B). 
Now suppose w # 0. The 2-sphere S2(h) varies continuously with A. 
Thus if h = h(x, &, E), S2(A) must intersect only the boundary of the cone 
K = ((7, y) which satisfy (b)). In this case Eqs. (b), (c), (d) can be written 
as one equation 
(e) E(h, x, [) 2 0, where E(A, x, {) = sup{e(h, x, [, $, 9): jj, jJ E S> 
and 
4, x, f, $9) = [A + u11/2 ((4 X (5) dJ2 + (4) x (+j>> 
- w[l + E + &2(?j *9)]. 
Notice that e(h, x, $, +j, 9) is continuous in all its variables and that for 
0 -=c h < h2(% 6 4, we have a/ah e < 0. It follows that E is continuous 
and that E is monotonically decreasing in h for fixed (x, $). Therefore 
A(x, [, c) = max(h: E(h, x, =!f) 3 0} is also continuous and (x, f) E P(W) if 
and only if 0 < h < h(x, [, 6). 
We now complete the proof of Proposition 5.6. Define f: R1 x (D2 - 0) + 
P(W) by f(t, 4 = (I, ) x w h ere x = t(1, 0) and [ = A(x, d ( d I-l, c)d. f is the 
desired homeomorphism. For (5, x) E P(W) ((7, y): (f, x, 7, y) E W) is a 
2-sphere by the previous lemmas. Thus W is a 2-sphere fibre bundle over 
P(W) and the 2-sphere fibres do not “twist.” Hence W is homeomorphic 
to R1 x (D2 - 0) x S2. 
DEFINITION 5.7. Let 
X = (x E R3: xl2 + x22 ,( 1, xl2 + x22 + x32 > l/2, -2 < x3 < 21. 
Let X,={x~X:---I~x~~l1). Let Y={x~X:xr~+x~~=l) and let 
(0, p, x3) be coordinates on s1 x Y where 6’ and v are angular variables. 
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Define 
Jz2+ = ((8, cp, x3) E 9 x Y: e + 7rj2 < 4p < e - n/2), 
d- = ((6, ‘p, x3) E S X Y: 0 - n/2 < cp < 0 + r/Z], 
f:&‘*+-&by 
f@% -4 = (0 + 4(9, - q> 39, - 20 -=,x3). 
Define (RI x P3 - 9 x D3> to be the space obtained from 9 x X by 
identifying points of 9 x Y which correspond to each other by the map f. 
The notation is meant to be suggestive since this space is homeomorphic 
to R1 x P3 (where P3 denotes real projective space) minus a set homeo- 
morphic to 9 x D3. 
PROPOSITION 5.8. Let W = W, and let B = B, . For E sujkiently small 
there exists a homeomorphism a: W - int B + RI x 9 x X and a homeo- 
morphism y: R1 x 9 x X--t R1 x Sl x X such that the diagram 
4 iy 
a(b+) u?iu-lt a(k) 
commutes. Notice that W - int B depends on E. 
COROLLARY 5.9. ml = mis homeomorphic to R1 x (Al x P4 - B x 0”). 
Proof. The homeomorphism is y . a. 
Before giving the proof of 5.8 we include some motivation. 
Fix $ a unit vector and fix x = (1 x /, 0). Then the part of W over the ray 
((@, 4: 0 < x < qx, i!, 4 is a 2-sphere fibre bundle as shown in Fig. 4 
below. B intersects each fibre for 0 < h < X(x, t, e/2) in a shaded annulus 
as shown. Thus the part of W - int B over the ray is homeomorphic to a 
solid cylinder minus an open ball as is also shown in Fig. 4. 
FIGURE 4 
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Proof of Proposition 5.8. Suppose (5, x, 7, y) E W - int B. If 0 < 1 6 [ < 
Yx, &,,44 where $ = t I 8 I-1, define 4% x, ‘I, Y) = (I x I, 6 E I rl I I Y I-’ ‘I, t) 
where 
i 
1 + (1 - 1 f I)[A(x, .$, ~/2)1-r if sgn(x . y) = 1 and I y I2 > E I 77 I2 
t = 1 - (1 - I [ j)[h(x, [, ~/2)1-r if sgn(x . y) = - 1 and I y I2 3 E ( 7 I2 . 
~-11~121~/-2~g~(~~y)~f151 =h(x,&,~/2)andly12~~lrJ12 1 
We have seen previously that 
Y = I(& x, ‘I, y) E W - int B: +, 6 4) < I 5 I d X(x, g, 41 
is homeomorphic to R1 x 9 x S2 x [X(x, $, e/2), X(x, .$, E)]. Thus extend CT 
to map Y onto R1 x 9 x X, . It can be shown that u is the desired homeo- 
morphism. Observe that if (4, x, q, y) E aB then 
46, % rl,Y) = (I x I, f I t l-l, rl I 17 I-I, t). 
In order to construct the homeomorphism y we need the following: 
LEMMA 5.10. Given 6 > 0, for E > 0 su@iently small the map UP+ is 
within 6 of the map f. More precisely, if (/ x /, 8, CP, t) E a(b+) where 0, q are 
angle variables let 
u~u-‘(l x I, 4 P, t> = (I x II 9 4 3 ?I 3 b>, 
and let 
f(l * I> 0, 94 4 = (I 3 12 > 02 9 v2 3 t2)* 
Then 
II Xl I - I x2 II < f3 I x I, I 4 - t, I < 6, 
I 4 - 82 I < 6 and I%- 9J2 I < 6. 
Proof. For E sufficiently small Lemma 4.17 implies that 
Ix1-x2l <SIlXl, IY1-Yyzl ~hlYl> 
II (1 I - I f2 II < 61 and II 711 I - 172 II < 6, * 
It follows that I t, - t, I < 6 for small E. (We use the fact that X(x, l, C) 
becomes less and less dependent on & as E -+ 0.) Lemma 4.17 also implies 
that I 0, - 8, / < 6 and I 4~~ - CJJ, 1 < 8 for E sufficiently small since G 
“preserves” the angle variables 0, 97. 
We now finish the proof of 5.8. It follows from 4.5(a) and (b) and the 
definition of u that u(r) is diffeomorphic and very close to &+ n JzJ-. 
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Thus we can choose a homeomorphism yr : &+ -+ cr(b+) which is close 
to the identity. Define ys : a(k) -+ J;e- by ya = u~ru-l . y1 . f-l. ya is 
close to the identity by Lemma 5.10. Then y1 u yz is a homeomorphism of 
l? x 9 x S1 x R1 onto itself which is close to the identity. Furthermore 
the diagram 
commutes. Since yr u ya is close to the identity, y1 u yz extends to a homeo- 
morphism y of RI x Sr x X onto itself which is the identity outside a 
neighborhood of Ii1 x S x St x R1. y is the desired homeomorphism. 
This completes the proof. 
We are now ready to describe the topology of R[h, w] in a special case. 
Recall that from 5.5 we have 
where the boundary of i%‘j is identified with the boundary of W, . In 5.9 
we showed that I& is homeomorphic to Rx x (RI x P3 - S x 03). 
Consider the case where h < 0 and w f 0. In this case, Efh, W] has three 
components each homeomorphic to R1 x D2 (see Fig. 3). S[h, w] is a singular 
2-sphere fibre bundle over Q/z, w] 
{S(h, w) - &, int W,} has 
and it is easy to see in this case that 
th ree components each homeomorphic to 
R-l x S x D3. These three components and the three sets l& fit together 
to form three copies of R1 x R1 x P3. Thus R[h, CLI] m 3(R1 x Rl x P”) 
for h << 0 and w # 0. 
The topology of R[h, W] f or other values of h and w depends on the 
topology of (S[h, w] - &, int W,> which can be determined using the 
results of section three and the definition of W, . We omit a discussion of 
these further cases. 
Throughout the paper we have assumed for simplicity that the three 
bodies have equal mass. I believe that the results of sections four and five 
easily generalize although I haven not done the computatitlnz Tn ~.~~tic’l~l~r, 
I believe that the topology of m? is independent of h, w IIJ the tn3>* I- ltrl-+. 
The techniques used in section three also generalize to treat the two other 
cases of interest, namely, the case of two equal masses and the case of three 
unequal masses. 
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6. THE ISOLATING BLOCK FOR TRIPLE COLLISION 
The well known Lagrange-Jacobi identity can be used to show that there 
exists an isolating block such that any orbit which ends in a triple collision 
must enter and remain in this block. 
6.1. DefineI:R*-C+Rlby 
w x, rl,Y) = $(3 I E I2 + 3 I x I2 - 4,z . x). 
In terms of the variables qz and p, , I = 1 q1 ]a + 1 q2 I2 + j q3 j2. The 
Lagrange-Jacobi identity is 
Notice that y(t) is a solution of Eqs. (3.7) which ends in triple collision as 
t -+ to (i.e., / t(t)1 + 0, j x(t)] --+ 0 as t -+ to) if and only if I(y(t)) + 0 as 
t+t,. 
6.2. Define B4[e] = ((5, x, 7, y): I(f, X, 7, y) - E < 01. Every solution 
which ends in triple collision must eventually enter and remain in B4[e]. 
PROPOSITION 6.3. For E > 0 suj%ientJy small B4[~] is an isolating block 
for the 3-body flow on Ra - C. 
Proof. Choose E sufficiently small so that I((, X, 7, y) < E implies that 
U(f, x) + 2h > 0. Then .! > 0 on B4[c] and hence B4[e] is an isolating 
block. 
Recall that triple collision can only occur when the total angular momentum 
is zero. Hence consider the 3-body flow on S[h, 01. After regularization of 
binary collisions one obtains as before the regularized phase space R[h, 0] 
and an induced flow on R[h, 01. However, this new flow still has a singularity 
due to triple collisions. B, = B4[c] n S[h, 0] can be considered as an isolating 
block for the flow in R[h, 01. C. Conley has shown that the flow map 
7~~ : b,+ - a,+ -+ b,- - a4- does not admit a continuous extension as a map 
from b,+ onto b,-. Thus triple collisions can not be geometrically regularized. 
This result compliments and in fact implies the classical result that solutions 
to Eqs. (3.7) cannot in general be analytically continued beyond triple 
collisions. Conley further shows that for each point (E, x) with / 4 I2 + j x I2 
suf&iently small, there exists a choice of velocities (qI , yr) such that the 
orbit through the point (8, x, Q , yl) ends m triple collision. These results 
depend on some facts about the topology of b,- and b4+. The following 
proposition topologically characterizes these sets. 
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PROPOSITION 6.4. (a) b, is homeomorphic to 
(S2 - 30) x S2 v 3[R1 x P3 - 9 x D3] 
where S2 - 30 denotes the Z-sphere with three disks removed and where the 
boundary of (S2 - 30) x S2 is ident$ed in the obvious way with the boundary 
of 3p x P3 - 6s x 031. 
(‘J) b,+ is homeomorphic to 
(S2 - 30) x D- u 3[(--GO, 0] x P3 - 9 x De”], 
where D- dertotes the lower hemisphere of S2, [(- 00, ?I x P3 - s1 x D-“] 
denotes the space obtained from 9 x X- by identifying points via the map f as 
in 5. (X- = X n {x E R3: x3 < 0)). We identity {a(S2 - 30)) x D- with 
3[8(9 x D-“)] where a(S1 x D-“) denotes 
9 x {x E X: xl2 + x22 = 9 and x3 < 01. 
Sketch of the proof. Using 5.8, choose yz : ( Wi - int B,) --j R1 x [S1 x X] 
for i = 1,2,3 to be a homeomorphism such that the diagram 
(W, - int B,) L R1 x [Sl x X] 
it’% z R1 x [R1 x P3 - S x D3] 
commutes where i and j are the natural projections and fz is induced by yz . 
It can be shown that there exists a homeomorphism k of R1 x (S1 x X) 
onto itself which is the identity on the factor (5’1 x X) and which takes 
y,(b, n (W, - int BJ) onto (r) x (9 x X) for some r E R1. It follows that 
j . k . ys : 6, n (W, - int B,) ---f (r) x [R1 x P - S-l x D3] is a homeo- 
morphism. (b, - (Jb, W,) is easily seen to be homeomorphic to 
(S2 - 30) x 9. Assertion (a) follows since 
To prove assertion (b) one shows that b4+ - Uz=, W, is homeomorphic 
to (S2 - 30) x D- . The homeomorphism 
j.k.rz:b,+n(W,-intB,)-+R1 x [RI x Ps-S1 xD3] 
takes b,+ n (W, - int &) into (Y) x [(--co, 0] x P3 - S1 x D-“3. Asser- 
tion (b) follows, since 
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