Abstmct-The paper presents a formal classification of primitive tasks for knowledge-based system applications in industrial automation. The classification is based on a systems theoretic perspective using the direction of temporal reasoning as the metric for classification. This classification is canonical with respect to time and can, therefore, be used to define primitive elements in constructing more complex tasks that are termed systems. tasks and systems are used to define a multilayered architecture that provides both a problem decomposition, relating systems to tasks, and a set of generic knowledge-based tools, each satisfying a task description and determined by an epistemological analysis of the domain. A comparison between the architecture presented herein and other approaches to "knowledge-level" analysis is given.
I. INTRODUCTION HE CURRENT GENERATION of expert systems have
T achieved an impressive level of computational performance on particular problem solving tasks in isolated domains. However, to date, very little attention has been given to establishing exactly what tasks are required in a domain or what tasks are achievable using particular knowledge-based systems (KBS) techniques. Further, the characteristics of the domain that make particular KBS techniques applicable are very seldom discussed, being implicit in the examples presented with the reported method. The recognition of the proper relationships between task, information processing technique and domain characteristics is essential to developing KBS technology that is generalizable beyond single specific applications, and hence suitable for commercialization.
The development of an understanding of these relationships is crucial to developing a methodological approach to the specification and design of KBS's. So far, KBS's workers have tended to concentrate on developing computational mechanisms based on different knowledge representations and reasoning paradigms, carefully selecting the domain of application that exhibits the required characteristics. In many cases the generic task is not explicitly identified and the underlying domain characteristics undefined. In contrast, application engineers have a clear notion of the prescribed task and the Manuscript received March 18, 1989; revised January 20, 1990, July 28, 1990, and September 29,1991. This paper describes developments undertaken within ESPRIT project P820, which consists of a consortium composed of CISE, Aerospatiale, Ansaldo, CAP Sogeti Innovation, F. L. Smidth, Framentec, and Heriot-Watt University. This work was supported in part by the Commission of the European Communities within tht ESPRIT programme.
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M. Gallanti [4] , and some attempts to provide a task classification for KBS systems have appeared [l] , [8] , [lo] , [18] . However, for general KBS applications these classifications are inadequate as they are not based on any sustainable theoretical basis. As such they are either too general (Reichgelt), inconsistent (Hayes-Roth) or highly subjective (Borys) .
This paper presents a classification of KBS for the restricted domain of industrial automation. As such, it is applicable to tasks required when reasoning about the performance or behavior of physical systems. It has been developed within a collaborative project partly funded by the European Strategic Programme in Information Technology that is developing a KBS Toolkit for a range of tasks within industrial automation [14] . This aims to provide a set of "high-level" tools capable of solving generic tasks within automation as the basis for developing complete solutions to a given application problem. The development of a task classification was therefore crucial to identifying the tools to be provided and has led to the development of a tusk-oriented architecture for the Toolkit. The following section expands on the need for a classification of KBS's, and reports the limitations of current domain independent classifications. The task classification in the industrial automation domain is then proposed. This is followed by a description of the types of automation systems that can be composed from the primitive tasks. It is argued that this separation is required to allow different types of knowledge and different sources of knowledge to be effectively utilized in constructing the overall KBS [14] . These distinctions are then used to develop the architecture for the QUIC (qualitative industrial control) Toolkit.
APPROACHES TO TASK CLASSIFICATION
It is vital in any field of application to have a clear definition of the tasks and activities to be undertaken. Such definitions are not merely a useful standardization but are essential to any principled study attempting to delineate the assumptions and limitations of particular problem solving techniques.
Until fairly recently, little attention has been given to the problem of a task classification for knowledge-based Systems (KBS) applications, [ 2) KBS workers have been primarily concerned with computational mechanisms rather than with the "systems approach of how the functionality of these mechanisms compare. The range of KBS applications is such that consistent definitions of the various tasks do not yet exist: within each domain consistent definitions are available, however, these are often in conflict with a "similar" task in another domain, e.g., diagnosis in medicine and process control. Even within the domain of process control, different terms are used for similar tasks in various industries such as the petrochemical and power generation industries, for example. This is compounded by the fact that KBS technology is now automating many tasks that were previously exclusively done by people, thereby extending the application range and consequently generating new terminology. The potential of KBS technology to provide general solutions for a range of tasks over different domains makes the formulation of consistent task definitions crucial to further successful development.
Within the domain of Process Control an applications methodology relating applications problems to potential generic solutions is urgently needed to avoid the enormous cost of "one-off" applications development Such a methodology is crucial to the acceptance of KBS techniques within this domain. The Applications Engineer does not require to have a detailed knowledge of which information processing techniques that are being used to realize the solution. In contrast, the KBS developer must have some idea of the potential uses of the technology so that he can provide the appropriate techniques. We therefore can identify two complementary approaches: a "top-down" task decomposition that describes an application problem as an interconnection of "primitive" tasks, and a "bottom-up" aggregation and abstraction of information processing capability (based on information processing techniques) to produce generic functional "building blocks" [6]. Existing approaches to generic task description, for general KBS applications, have adopted one of these two approaches. These approaches are reviewed in the following section.
A. Functional Building Blocks
One of the main proponents of developing architectures based on generic problem solving techniques is Chandrasekaren [7] . He has pioneered the identification and development of "generic tasks" each associated with certain types of knowledge and control strategies. He argues that knowledge representation and control are highly task dependent and that by identifying specific "useful" combinations "higher-level" functional building blocks can be developed. These are then given a task level description and particular problem solvers, such as diagnosis and design, are constructed from combinations of these generic tasks.
Generic tasks are characterized by: a functional description of the task, including the nature of the inputs and outputs; a knowledge representation mechanism suitable for the associated domain knowledge; and a control strategy to accomplish the function of the generic task.
This approach can be viewed as "bottom-up" aggregation of information processing techniques to produce generic functional blocks. However, as Chandrasekaren acknowledges [7] the crucial question is what types of abstraction are important and what is the criterion by which a specific functionality is termed generic and is appropriate for modularization within the architecture. The goal of this approach is "an atomic theory of knowledge use" such that complex problem solvers can be generated from the atomic elements. In other words, a classification of functionality that is primitive and canonical and from which all possible problem solvers can be generated in a principled and constructive manner. However, such a classification is well beyond our current knowledge and consequently this approach can lead to quite arbitrary identification of functional abstractions based on the perceived information processing utility within established problem solving strategies. A further difficulty with the current generic task approach is that the functional abstractions may lose the flexibility needed to cope with the specific domain characteristics. Selection of which abstractions are useful depends on features of the domain as well as on the generic task itself. Guidelines for this are not yet incorporated within the generic task approach.
Steels [19] has proposed that each "task" has associated with it a description of the pragmatic aspects that account for the particular characteristics required for a specific applications domain. Essentially, this is a realization of the problem that considers the epistemological properties of the particular application. Such pragmatic aspects are used to further decompose the generic task until direct actions result. However, the identification of the set of properties in the domain that influence the task decomposition is still to be done and, at least, is sure to be highly task dependent. This is an important area for development. A partial list of properties for the particular case of diagnostic problem solvers is given in a later section.
Within KBS development Chancey [8] proposed a task level description of a general method of heuristic classification. He analyzed a number of existing systems and identified patterns of "inference structures" and grouped them into classes. Specifically, heuristic classification, was found to have three primitive tasks, see Fig. 1 . Data abstraction converts data into a form suitable for the reasoning process itself. Heuristic match is then used to generate solutions corresponding to the observed data and, finally, refinement is used to generate the actual solution to the classification problem. Each of these can be viewed as a subtask corresponding to the general problem of classification of observations. However, the approach still represents a "bottom-up" aggregation of useful information techniques. As Clancey points out: "heuristic classification is a method not a description of a problem."
B. Problem Decomposition
The other approach to task identification is via problem decomposition. In fact, task decomposition has long been used in Cognitive Science approaches to problem solving [ l ] and knowledge acquisition [3] , in particular. Clancey, in his 1985 paper [8], as well as analyzing the heuristic classification problem solving method, also proposed a classification of problem types. This classification is based on operations on systems and is independent of how such operations are realized. He defines two basic categories of operations: anakysis where data and observations are interpreted and possibly classified and synthesis, in which problem solutions are constructed.
Within the analysis category, he proposes three operations that are logically independent, taking the factors as the inputs, the outputs and the system that links inputs to outputs. Zdentifi, he suggests, determines the system from a known set of inputs and outputs. Predict generates the output from a knowledge of the inputs and the system. And, finally, Control generates unknown inputs from an assumed description of the system and the observable outputs. The Identify operation can be further subdivided into Monitoring and Diagnosis depending upon whether detection or explanation is required from the system. Likewise, the synthesis category has a number of associated operations: Specify Constrain and Design. Although no proper rationale is given for the choice of these particular operations.
Clancey compares his (system) classification to the one given in [lo] and clearly removes some of the inconsistency in the list of systems given therein However, the only formal part of his classification revolves around the Identify/ Predict/Control combination. This also has difficulties in that the description of Identify as generating a system from input/output data can also be interpreted as a design operation within the synthesis category. Nevertheless, this work was one of the first to attempt a systematic description of the problem categories that can be tackled by KBS technology. With the aim of relating problem descriptions within information processing tools.
McDermott [17] attempts to identify what he calls specific problem solving methods. This is a "task-level'' description of the major steps required in a number of approaches to problem solving and the order in which they should be executed. It, therefore, proposes a set of principal problem solving techniques and the kind of knowledge needed to represent the domain knowledge. In this respect, it corresponds to useful combinations of generic tasks for significant types of problems. The analysis is, however, independent of an analysis of the properties of the domain that affect its realization. The I limitation with this approach is that the "predefined" control of the tasks may not be general enough to cope with the range of problems to be tackled. However, the distinguishing feature of this method is the focussing on the techniques for combining "primitive" tasks for a given purpose; the other approaches focus on identification of the tasks with the control defined implicitly. McDermott is primarily concerned with the problem of knowledge acquisition and does not consider the realization or pragmatic aspects of task-level analysis required for realization within a given domain.
An approach that does consider both a conceptual analysis and an implementation analysis (called design model) has been developed within the Knowledge Acquisition and Data/Design Structuring (KADS) project [3] . This aims to develop a methodology for the construction of KBS's. The main goal is to support the knowledge acquisition process by providing generic problem solving tasks. This is achieved via a fourlayer conceptual model. The first layer describes the domain knowledge for a given application. The second layer defines the types of inferences and the meaning of the inferences. The third level corresponds to the task level analysis and identifies a task structure suitable for a given problem. The top level, the fourth, represents the strategy being adopted to realize a particular task structure or problem solving method. Typical "tasks" include diagnosis and assessment, examples of analysis tasks, and design and planning, examples of synthesis tasks. However, apart from these general categories of analysis and synthesis, also proposed by Reichgelt [ 181 little guidance is given in identifying the range of tasks and, indeed, the primitive tasks for decomposition.
The KADS approach does, however, provide another model called the design model that takes into account the properties of the domain, see Fig. 2. This design model is itself decomposed into three levels: functional, behavioral, and physical. The relationship between the models is that the functional level in the design model is a transformation of the task layer in the conceptual model, dependant upon the particular characteristics of the problem. The behavioral level corresponds to a realization of the desired functionality in terms of general methods and, finally, the physical level implements the techniques within physical modules. The crucial element is the transformation from the task layer in the conceptual model to the functional level in the design model. Currently, few guidelines are given for this. Bredeweg [2] , however, has recently developed a transformation for the task of qualitative prediction based on qualitative reasoning techniques.
In summary, therefore, two complementary approaches to task level descriptions have been proposed. The first attempts to aggregate information processing techniques to provide generic functionalities (tasks). Whereas the second begins with the general problem description and decomposes it into a set of tasks and an associated problem solving method. The key question is: when do the two approaches meet. Or, in other words, what task decompositions can be realized as generic functional blocks and, conversely, what functional abstractions result in useful task decompositions. Central to this question is the development of a principled approach to primitive task analysis and description. This requires a criterion, or metric, on the space of possible combinations of such primitives such that the set of primitive tasks are canonical, implying mutual independence properties. These primitives could then form a well defined interface between problem decomposition tasks and information processing functionalities. For general KBS applications, this would appear to be a very difficult prospect. However, the next section presents such a task classification for the important field of industrial automation. This classification is then used as the basis for generating a multilevel architecture that combines most of the techniques presented above in a coherent and semiformal manner. This architecture has been implemented as the QUIC Toolkit [15] that provides a set of "high-level" tools, defined by the task classification presented next.
LEITCH AND GALLANTI: TASK CLASSIFICATION FOR KNOWLEDGE-BASED SYSTEMS

TASK CLASSIFICATION FOR INDUSTRIAL AUTOMATION
In the domain of process control a classification of primitive tasks can be obtained recognizing that we are dealing with dynamic physical systems that evolve over time. These systems are described by a set of variables and a set of relationships between the variables. In KBS approaches to modeling [13] the variables can take their values in a range of so-called "quantity spaces," thereby producing various forms of qualitative modeling techniques. The set of variables is known as the system states and the set of values that the variables take at a particular instant is called the state of the system. Automation systems for dynamic models must incorporate models, either explicitly or implicitly, of the system they are reasoning about. These reasoning mechanisms, therefore, fundamentally involve reasoning about the behavior of the system state as a function of time: past, present or future. Reasoning with time can, therefore, be used as a basic criterion on which to base a useful classification of process control tasks. This, in fact, accords with the conventional classification of control theory. However, many more tasks are possible using KBS technology resulting in a considerable generalization over conventional techniques. Many of the recognized tasks in process control e.g., diagnosis, planning, health-monitoring are, in fact, composites of more basic tasks that we shall call "primitive" tasks. To clarify the distinction we shall call these composite tasks systems, e.g., diagnostic systems and control systems, and use task to describe "primitive" tasks. Chandrasekaran [7] has also identified a number of what he calls generic tasks. These tasks differ from the classification presented here in that they are mainly concerned with information processing tasks or general "functionality" of processing modules. Further, no criterion for identifying independent functional blocks (tasks) is given.
We have identified five primitive tasks:
Decision, prediction and identification concern the direction of the reasoning process over time and represent the main inferential processes, whilst interpretation and execution concern the transformation of data between observations and actions and the knowledge representation language. The relationship between these tasks is shown in the schematic of Fig. 3 Definitions of these tasks are now given.
I ) Decision:
The task of decision making generates conclusions or hypotheses that satisfy given constraints or specifications. In many cases the decision is made by minimizing or maximizing some objective function that measures the cost of undertaking a given conclusion. In which case, this task is central to design or planning systems. Alternatively, decision making can be 'based on a set of "compiled" knowledge that generates solutions directly from known states. represented as a state description or as a general performance measure. In the latter case, the current performance must be calculated from the present state and compared with the desired performance to generate a discrepancy. These two types of decision making: state discrepancy and performance discrepancy require different functionalities, as will be discussed later. However at the task level their objective is the same: to generate decisions based on the current complete state. The complete state is obtained as the (possible) conjunction of the partial observed state, given by the interpretation task, the unmeasurable states obtained from the computed past state, given by the identification task, and the unmeasurable states obtained from the computed future state, given by the prediction task. In many applications only one or two of these tasks will be combined to produce the complete (or extended) state as input data to the decision task.
2) Prediction: This involves using an implicit or explicit model of the system to generate future states from the present observed state. It relies on the accuracy of the model and on the completeness of the description of the present state to give a useful description of future behavior.
In conventional systems theory numerical differential or difference equation models are used to generate real-valued solutions. However, as discussed elsewhere [ 131, these are often not available, either due to modeling problems due to complexity or because the cost (financial or resource) cannot be justified. The developing field of qualitative simulation [ 121, [21] provides an alternative method of "model-based'' prediction. In these cases a qualitative description of the behavior is generated from a description of system structure. Such qualitative behavior plots can often provide enough information to satisfy a given purpose of the reasoner, for example, critical event forecasting. Prediction can also be undertaken by other forms of knowledge representation. In particular, procedural representations based on graphical languages, such as petri nets or event graphs, can also be used to generate future states based on current observations.
3) Identification: This is the process of determining unknown or unmeasurable past or present states from the known or assumed current observed state. It requires an explicit model of the process, usually in the form of a structural model, so that unknown past state variables can be interpreted as causes for the currently observed state. This process of determining possible causes (i.e., the temporally preceding states) or hypothesis (possible explanation for observed behavior) is similar to the inferential process of abduction. As such it is central to many of the model-based diagnostic systems. We have not used the term diagnosis for this primitive task because diagnosis can also be achieved using classification methods. And as such, corresponds to our decision task. We prefer to use the term diagnosis to describe a system objective rather than a primitive task.
4) Interpretation: This task involves the generation of situation descriptions, in terms of the system state, from observable data. In KBS terminology in interprets observed data (signals) by translating them into a (symbolic) description defined by the adopted knowledge representation language. It can, therefore, be regarded as a signal-to-symbol transformation process, and is essential to KBS's interacting with physical systems. This process is essentially one of abstraction; in KBS automation systems this usually involves mapping sensory data obtained as continuous real-valued functions into symbolic form depending upon the primitives used in the knowledge representation language of the KBS. Similar processes are required in image processing and understanding systems. It is fundamentally different from the previous three primitive tasks in that no new information is being generated, only data transformation or interpretation is required. 5) Execution: This is the dual task to interpretation in that it transforms decisions made in the working knowledge representation language (symbols) into data suitable for actuation with the real world (signals). It is, therefore, a symbol-tosignal transformation. In automatic feedback control systems it represents the task of generating real-valued signals to drive the process actuators. In diagnosis systems it is needed if automatic repair action is required. It is, in general, a difficult task requiring data expansion and is a one-to-many mapping, and can only be realized with additional information or approximations. For example, in fuzzy logic control systems a control decision is obtained as a fuzzy membership function which then has to be transformed to a real value for the actuators. In operating FLC's a maximum or centre of gravity criterion (assumption) is made to "execute" a suitable action.
In defining the above tasks, the primitive elements of conventional process control or diagnostic systems have been taken as a model. However, this classification is also suitable for systems using KBS technology, although the implementation may, of course, be completely different. In fact, we assert that the current confusion in KBS terminology is because of the concentration on information processing activities rather than classification at the task level. This classification attempts to adopt terms that do not conflict either with conventional process control systems, or with descriptions of types of reasoning in KBS's. A task is meant to be fundamental to a domain but to be independent of information processing techniques or terminology.
The crucial point is that these primitive tasks alone do not constitute a complete system; the primitive tasks must be combined to produce an effective system. Various combinations of tasks lead to different systems. Also, a given realization of a task may be used in generating a number of different systems for various purposes. The next section discusses a number of systems that can be constructed from the set of primitive tasks.
IV. QUIC TOOLKIT ARCHITECTURE
One of the main motivations for this work has been the development of a KBS architecture supporting a number of "high-level" tools designed to solve a range of problems in Industrial Control. The crucial requirement for such an approach is the development of a coherent approach to the identification of the appropriate tools to provide to the end user, together with a supporting methodology of how to relate generic problems within the applications to the facilities provided within the toolkit. From the review of the approaches to generic task identification presented in section two, two dis- tinct methods have been identified: functional building blocks and problem decomposition. The main difficulty occurs in attempting to relate these complementary approaches. Further difficulties arise in deciding how the pragmatic aspects of specific problems are taken into account and, in particular, if these issues of realization require new decompositions or additional functional blocks. This section presents a multilevel architecture that utilizes the task classification of the previous section to clearly identify the boundary between problem decomposition and functional abstraction. Further, the use of a multilevel architecture allows the benefits of both approaches to be realized in a coherent way and provides the basis of a specijcation methodology that allows the choice of problem solving method, in terms of combinations of the primitive tasks, and the pragmatic aspects of realization, in terms of a selected set of tools to be incorporated in a systematic manner.
Within the QUIC Toolkit architecture five conceptual abstractions or layers have been defined: strategic, tactical, teleological, functional and object, each providing a set of primitives consistent with describing the properties of the KBS at each level. Fig 4 shows the layers of the architecture together with the generic items existing at each level.
The Strategic, Tactical and Teleological (Task) levels are composed, from the Toolkit, by the applications engineer for a given application, whilst the Teleological (Tool), Functional and Object levels are created by the Toolkit Developer and exist within the QUIC Toolkit and represent various aggregations of the software modules. The boundary between the Application KBS and the Toolkit modules is determined by the Teleological (Task) whereas the transition from the Toolkit to the problem solving analysis in terms of tasks is given by the Teleological (Tools). The central point of the architecture is that a set of tools is developed to realize the primitive tasks of the task decomposition presented in the previous section. The set of such tools needs to be general enough to support the wide range of applications, within the industrial automation domain, whilst allowing different techniques and sources of knowledge [ 151 to be incorporated. This distinction is made by defining systems at the Tactical level and tasks at the Teleological level of the Toolkit. Systems correspond to the range of problems usually associated with industrial automation e.g., diagnosis, feedback control, monitoring and simulation. Tasks are determined from the decomposition of the system in terms of the primitive tasks. The separation of systems and tasks is required because a system can be realized in a number of different ways using a number of different techniques and utilizing knowledge from different sources. This provides a flexible architecture that allows, for example, different approaches to fault diagnosis to be integrated within a general diagnostic problem solver. It also allows the integration of empirical knowledge gained from experience and ontological knowledge based on scientific laws [14]. This integration is done by the Applications Engineer using direct knowledge of the application, rather than in an ad hoc manner within a "so-called" general algorithm.
The Strategic Level represents the "top" level of the Toolkit and provides the control and coordination between the various systems constructed from the Toolkit. The goal of this level is to satisfy the overall objective of the application. For example, in the three demonstrator applications [16] developed within the project to validate the tools of the Toolkit the overall strategic goals are as follows.
Demonstrator 1: Maintenance of the thermal efficiency of a steam condenser of a power plant.
Demonstrator 2: Complete in-flight control of the position and attitude of a satellite.
Demonstrator 3: Complete operational control of a rotary cement kiln.
It is assumed that the strategic goals for a given application do not change within the lifetime of the operational KBS.
The tactical level is the main level at which systems to satisfy clearly defined subproblems are constructed. The set of systems is not required to be canonical; systems can be generated to meet any problem description determined by the Applications Engineer. Typical systems include diagnosis, control and simulation. Basically, these are determined by identifying the distinct problems to be solved within a given application. The control and coordination between separate systems is achieved at the tactical level of the Toolkit. Systems are purely problem descriptions and are independent of considerations of their realization or of properties associated with the particular domain. This allows a clear conceptual statement of the fundamental problems to be addressed without regard to pragmatics or epistemological analysis of the domain knowledge.
The set of possible systems includes the classification of Expert Systems given in [lo] . It is important to reiterate that, within the QUIC Toolkit architecture, these are not required to be canonical, but are merely "common" problem descriptions. This level corresponds to the Tactical layer of the conceptual model given in the KADS approach [3] The systems level represents the present state-of-the-art in KBS applications within industrial automation; few systems have appeared that combine problem solvers, e.g., Control and Diagnosis within an overall framework. This work is currently on-going as further experimentation within the QUIC Toolkit project.
The Teleological Level (Task) provides the basic decomposition of a given system into a specific combination of the primitive task elements. The set of tasks is determined by the problem solving method chosen to realize a solution to the given problem (system). The choice of the problem solving method is determined from. a number of global assumptions about the domain. Within the QUIC Toolkit, and hence the system state domain of Automation, these include the following.
The source of knowledge; i.e., whether the knowledge is obtained by utilizing scientific laws or whether it is obtained from empirical evidence gained from experience. The form of knowledge; i.e., the amount of knowledge that is available and the form that it takes. For example, if there is an explicit structural model, sometimes called "deep knowledge" of the physical system to be reasoned about (simulation) or, if the knowledge represents human expertise in the form of input-output associations, sometimes called "shallow knowledge." The uncertainty in the knowledge; i.e., whether the assumed relationships can be assumed to be correct, or whether some form of explicit representation of uncertainty is required. The level of the observations; i.e., whether the data or observations must be abstracted to the form to be utilized by the knowledge representation mechanism. Diagnostic systems have been the major focus of development for U S ' S in industrial environments, and indeed represent a major motivation for this work. However, diagnostic systems can be implemented in a number of fundamentally different ways, corresponding to the choice of problem solving method, and, therefore, can be decomposed into different sets of the primitive tasks.
The technique of heuristic classification [8] , discussed in a previous section, represents a general problem solving technique based on experiential knowledge. Clancey shows how a number of "diagnostic systems" can be interpreted within this general method. Similarly, hierarchical classification, developed for medical applications by Chandrasekaren [6] implements a diagnosis system as one of identifying a malfunction (patient case description) as a node in a fault (disease) hierarchy. In this case the fault hierarchy is obtained from pre-compiled knowledge. Such classification problem solving methods can be represented in terms of the primitive tasks of interpretation, decision and execution, as shown in Fig.  5 . This decomposition directly corresponds to the description of heuristic classification given by Clancey, and shown in Fig.1 , where abstraction corresponds to the Interpretation task, heuristic matching corresponds to the Decision task and refinement to the Execution task. In fact, Clancey includes within abstraction: qualitative, definitional and generalization "abstractions." However, the "task" of each of these is the same-that of transforming data into the adopted state representation suitable for decision making, as given in the definition of the Interpretation task.
An alternative approach to diagnostic systems and one that is currently receiving much attention, is model-based diagnosis. In this case, an explicit model of the system (to be diagnosed) is represented and used to generate predictions of the state which are matched against the current observed state until there is no discrepancy, or, at least, the discrepancy is minimized. In which case the model generating that matching behavior represents the fault model and the cause of the malfunction can be deduced. This model-based approach can be viewed as being constructed from three elements. The first, and most crucial, takes possible faults, called fault candidates and evaluates the effect on the system state. This is called candidate evaluation or verification and produces an estimate or prediction of the current state. This step clearly corresponds to a Prediction task of the proposed classification. Secondly, the predicted state is "matched" against the observed state to determine whether the asserted fault candidate produces a similar state description. This process is called state matching and directly corresponds to the Decision task. Finally, a "task" is required to relate discrepancies in the matching process to possible fault candidates. This is called candidate generation and, in a purely "autonomous" diagnostic system, using explicit models based on physical laws, corresponds to the Identification primitive task. The interconnection of these primitive tasks within the model-based reasoning structure is shown in Fig. 6 . Much of the current research in modelbased diagnosis is in identifying particular realizations of the primitive tasks of Fig. 6 .
The essential difference between general model-based reasoning and classification-based reasoning, is that the former utilizes an explicit model that maps the system inputs into outputs in a way similar to the operation of the actual physical system. As such these models can support a causal interpretation [ll] . In model-based diagnostic systems, the model is used to "predict" symptoms resulting from hypothesized faults. On the other hand, classification-based diagnostic systems provide mappings from a symptoms to fault causes and are fundamentally anticausal, that is in spite of the term "causal model" being used for such representations. These systems actually map observed outputs into (possible) inputs and cannot, therefore be used in a synchronous mode and must have all of the information available prior to the start of the diagnosis. Model-based diagnosis can continuously compare the evolution of the predicted state with the observed state. This aspect is crucial to the development of diagnostic systems for continuous dynamic systems.
Most of the current research in model-based diagnosis is in identifying particular realizations of the primitive tasks of Fig. 6 . In the QUIC Toolkit architecture presented herein this corresponds to the realization of the tasks at the Teleological (Tool) level and below. A diagnostic system based on this problem solving method has recently been developed within the project [9] . This utilizes different models, each developed from an equational model represented in a Component-Based Language, within the candidate generation (identification) and candidate evaluation (Prediction) steps. Such an approach allows simpler models to be used in order reduce the number of fault hypotheses generated.
Another approach to diagnosis that is currently attracting much attention is the so called "second generation" expert systems. This attempts to combine ontological and empirical knowledge in a general problem solving strategy that maintains the generality of the theoretical (ontological) knowledge and utilizes the efficiency of the empirical knowledge, usually in the form of local heuristics. Although there is no recognized general architecture for this integration it can be realized as a specific problem solving method within the QUIC architecture as shown in Fig. 7 . Here the heuristic knowledge is represented as a decision primitive task performing the function of candidate generation within the diagnostic strategy. Such a diagnostic system has been realized within the QUIC project for the diagnosis of malfunctions in an industrial steam condenser [20].
This recognition of the different approaches to diagnostic reasoning (problem solving methods), and indeed to the realization of a number of systems, is fundamental to the distinction between system and task made herein. A further reason why the separation between tasks and system has been made is that it allows diagnostic reasoning based on "first principles," or ontological modeling, to be integrated with empirical knowledge gained from direct experience, as shown in Fig. 7 . We believe that this integration provides very powerful diagnostic systems [20], but that this integration can only be effectively achieved by the domain expert or Applications Engineer. For example ontological diagnostic reasoning can be complemented by empirical knowledge in order to generate appropriate fault models and to overcome ambiguity problems due to the incompleteness of the qualitative algebra.
However, such problems with model-based approaches are very often application dependent and, therefore, purely local solutions i.e., incorporating empirical knowledge in the form of heuristics are not general. A similar analysis for control systems is easily achieved. In which case, classification problem solving corresponds to feedback control systems where an implicit model is used in the feedback path. And, model-based reasoning directly corresponds to model-based adaptive control systems. The Teleological (Tool) level provides a set of tools, specifically developed to implement the primitive tasks defined in the Teleological (Tasks) level and representing a task combination corresponding to a chosen problem solving method that realizes a chosen system. This is the level that defines the Toolkit boundary from the prospective of the Applications Engineer who takes these provided tools and develops an application system or perhaps a combination of systems to form a complete operational applications KBS. However, a number of tools can be developed to satisfy a given task in a particular way depending upon the characteristics of the domain problem to be solved.
Such considerations reflect the epistemology of the domain and have also been called the pragmatic aspects [19] . By epistemology we mean the properties of the domain knowledge that lead to different representational requirements and consequently various inference procedures. In the following we give a range of features that can be used for determining the set of tools to be developed for each primitive task. Pragmatic aspects, however, present difficulties in achieving such ideal solutions. These include the following.
Resource Limitations: Although technically feasible some solutions may be impractical due to limited computational resources. In particular, in time-constrained applications, typical in process control, the tool and hence the KBS must guarantee a response within a specified time constraint. This characteristic is, of course, only relevant to diagnostic systems. However, it has a major impact on tool development. by fault isolation we mean the determination of the part of the model (e.g., constraint or component) that has caused the faulty behavior. And, by identification we mean determining the new value or relationship (parameter, functional constraint or mode) that is consistent with the observed behavior. In theory, all combinations of these characteristics are possible. However, some are much more common than others. In fact, the order of presentation above and shown in Fig.  8 reflects our instinctive value of the relevant importance of the characteristics. In fact, we believe that the last 3 or 4 characteristics could be catered for as facets of a particular tool that could be activated as and when necessary. This question of "primitive domain characteristics" is important and crucial to determining the range of the developed tools. Our position, as stated before, is that we need now to gather extensive empirical experience with this generic task approach (QUIC Toolkit) before the above list can be verified, modified or extended. The functional level of the Toolkit consists of a set of software modules or building blocks that provide a general and reusable information processing functionality. These building blocks are called tool-component within the QUIC architecture and are composed by the Tool Builder to provide the tools of the Toolkit. Each tool-component can be used to construct a number of different tools, or, in fact, a tool component can be a complete tool, if required. This flexibility allows the tasklevel architecture of Chandrasekaren [5] to be incorporated with the QUIC architecture as some of his generic tasks can be identified as tools and other as tool-components. The tool-components are identified from basic KBS techniques reflecting different knowledge representation paradigms on associated inference mechanisms. In particular, tool-components for representing ontologic and empiric in declarative knowledge and procedural formats are necessary. Also, inference mechanisms for evaluating the state of static models and for generating the behavior of dynamic models. Further, toolcomponents, associated with different types of reasoning can be identified, e.g., consistency maintenance (ATMS), causal ordering, linear equation solving and constraint management.
The important aspect of the tool-functional level is in identifying tool-components with potential modularity and reusability so that they can be incorporated within more than one tool. And, also, are available for further tool development within the prescribed methodology.
The object level represents the implementation of the various tool-components and provides access to the various programming languages and environments used in developing the Toolkit software.
V. CONCLUSION
This paper has presented a task classification for KBS's in Industrial Control applications. The classification is based on a systems theoretic approach to identifying primitive tasks on observed data and state representation. These tasks can then be used to generate systems that solve a prescribed problem within a given application. This classification allows a structured approach to KBS development in Industrial Control applications. As such it provides a language for translating problem descriptions in the terms used by experts to tools provided by the QUIC Toolkit.
The resulting multilevel architecture presented herein has allowed a clear identification of the generic aspects of automation applications with the facilities provided within the Toolkit. In particular, the separate task and functional decomposition allows the user to relate the tools to the problem description and the tool-components to basic information processing functionality. In addition, the task classification has provided a proper vocabulary for describing primitive tasks; this has been extremely useful inside the project for identifying commonalities between the demonstrator applications.
