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Introduction
The literature on inflation forecasting has, so far, focused on identification and further analysis of its systematic part, often described as the core or underlying inflation. This component of inflation is loosely defined as the dynamics of prices being neutral regarding to output in the medium and long-run. The literature on this subject is huge (see e.g. the seminal works by Eckstein, 1981 , Cecchetti, 1996 , Quah and Vahey, 1995 , Cristadoro et al. 2005 current critical reviews and advances by Silver, 2007 , Rich and Steindel, 2007 , Bodenstein, 2008 , Siviero and Veronese, 2011 , Wynne, 2008 and Bermingham, 2010 . In fact forecasting core inflation has become a common practice at many central banks and other financial institutions. There is, however, a limited interest in investigation of the non-systematic part of inflation, described as the difference between the headline (or observed) inflation and its core component. It is usually acknowledged that the non-systematic inflation is stationary and short-term forecastable. Nevertheless, the specific forecasting techniques have not been researched so far and, in particular, the length of the admissible forecasting horizon has usually been defined here rather vaguely.
In this paper we aim to assess the forecast risk and the maximum admissible forecast horizon for the non-systematic component of inflation, where there is a certain type of nonlinearity in the process, defined (or approximated) by a simple first-order bilinear process.
The presence in such component creates misspecification in forecasting for periods longer than one. This prompts the question about the maximum admissible forecast horizon, for which distortions caused to the forecast due to such misspecification are not substantial.
Obviously, what is 'substantial' here is arbitrary and has to be defined prior to any investigation. Here we start with the concept of the guaranteed upper risk of forecasting. The δ-admissible distortion level defined as the maximal value of the bilinear coefficient for which the forecast instability does not exceed a priori given admissible risk level δ (Section 2). In order to make the concept of the admissible risk level operational, in Section 3 we propose a method for evaluation of the p-maximum admissible forecast risk, which corresponds to the p th fractile of the distribution of a statistic used for evaluation of the null hypothesis of no bilinearity. After a series of Monte Carlo experiments, we suggest to use, as such statistic, a Student-t ratio for the maximum likelihood estimates of the bilinear coefficient. After computing the p-maximum admissible forecast risk, it is possible to evaluate the maximum forecast horizon for which, under such level of risk, the estimated bilinear coefficient is equal to its maximal admissible value.
Section 4 contains a description of empirical results for time series of monthly data on inflation for 122 countries. The maximum span of the series is from 1957 to April 2011 (some series are shorter). This section also discusses the relationship between the GDP (in terms of levels and growths) and the maximum admissible forecast horizon.
Risk assessment problem
Suppose that the non-systematic inflation, t π , that is a difference between the headline and core inflations at time t, t = 0, 1,…,T, is described by a simple stationary bilinear autoregressive BL (1, 0, 1, 1) 
where α and β are the parameters and { } t u is a sequence of i.i.d. random variables with zero expected value (both unconditional and conditional on past information) and finite higher moments. The rationale for the existence of the bilinear term in (1) can be grounded, for instance, within the theory of speculative inflation (see e.g. Schmitt-Grohé, 2004 , Sims, 2004 for economies with inflationary targeting) and within the modern hyperinflation theories (see Vázquez, 1998 , Jha et al., 2002 , Adam et al., 2006 and Arce, 2009 ).
Let us consider forecasting from (1) outside T, initially assuming the knowledge of α but not β. In this case the forecasting scheme is analogous to that from a linear AR(1) model, that is:
The absence of information regarding β leads in the above forecasting scheme causes a distortion and creates a forecasting risk. Let us define such risk as the mean-square error (MSE) of the forecast, that is:
Theorem 1 (see Appendix A) gives the asymptotic expansion of MSE(τ) in terms of model parameters. In order to evaluate a possible impact of the bilinear distortion on MSE(τ), let us define the guaranteed upper risk of forecast as the maximum admissible mean square forecast error for a given set of the bilinear parameters, that is (see Kharin, 1996) :
Let us also define the forecast instability coefficient ( ) κ τ as: 
where:
With the use of the formula above one might evaluate the potential distortion to the means square error of forecast due to omitted bilinearity. Figures 1a-c suggest that nonlinear and asymmetric responses of the guaranteed forecast risk and instability coefficients might cause practical problems in establishing the admissible risk level δ. The fact that for large α's (typical for inflationary processes), the MSE + (τ) rapidly approaching infinity makes it particularly cumbersome. This is illustrated by relating the admissible risk level δ to a range of AR(1) α coefficients corresponding to a certain level of the nonstationarity which is defined as: If Φ = 1, (6) constitutes the stationarity limit for (1) (see e.g. Granger and Anderson, 1978) .
For 0 ≤ Φ < 1 it is a general measure of time-dependence (predictability) of a stationary process (1) so that Φ = 0 refers to a purely random unpredictable process (white noise). For a given Φ, 
Econometric problem
The problem with establishing the admissible risk level, outlined in section 2, might be to some extent relaxed if it is possible to estimate the parameters of (1) econometrically. Let us assume that there exists statistical data on inflation for the period t = 0, 1,…,T, and, prior to forecasting for the periods T + τ, it is possible to estimate the parameters α and β. Denoting these estimates respectively by α and β and using some initial values π 0 and u 0 , it is possible to obtain the estimates onf u t recursively as:
This might help in constructing a one-step ahead forecast as:
However, for forecast horizons longer than one, there is no possibility of recovering T u τ + , τ = 2, 3… . In this case forecast from the estimated equation (1) However, the econometric estimates can, to some extent, help with establishing the admissible risk level, which can, in turn, lead to establishing the maximum admissible forecast horizon (MAF) , that is the maximum value of τ for which, given δ, the absence of β in the forecasting process does not lead to the increase of the expected MSE(τ) over the MSE + (τ).
Let β ξ be a well-defined statistic for β with the argument β . In particular it can be the (1), where the constraint is the stationarity condition.
1 Table 1 shows the Bera-Jarque measures of normality for the empirical distributions of the estimates of β and their Student-t statistics, ( ) t β with p-values in the parentheses. It indicates that the convergence to normality is relatively slow here. This prompts the question whether the percentiles of the standard normal distribution can be used as the critical values for the tratios of the estimated β parameters. Table 2 shows the empirical percentiles of the simulated distributions of the t-ratios for the ML β estimates in comparison with the percentiles of the standard normal distribution, which is the asymptotic distribution for the ML estimates.
Results in Table 2 suggest that, although the finite sample distributions of the Student-t ratios are not normal and the tails of the distributions are heavy, especially for the large values of α and small samples, the differences are not very substantial. With some caution, percentiles of normal distribution can be used here for testing the significance of the estimates of β. 
where Υ is computed as ϒ in (3)- (5), except that the estimates α are used here rather than α. True and estimated 5% maximum admissible forecast risk T = 100, α = 0.5, 10,000 replications Generally, it appears that the criterion of selecting | 0 p ξ β β = according to the percentiles of ( ) t β is most advisable, since the bias of the estimates is usually the smallest.
Risk assessment and forecast horizon for worldwide inflation
The concept of p-maximum admissible forecast risk can be applied in practice for assessing the rationale of forecasting of the non-systematic part of inflation and, in particular, (6) - (9) describe the estimates of the bilinear coefficient; columns (6) and (7) give the non-normalised and normalised estimates correspondingly, column (8) shows the tratios for the non-normalised estimators and the last column (9) indicates the significance. The distribution of countries according to the maximum admissible forecast horizon is given in Table 3 . There is an interesting regularity between the World Bank estimates of the annual GDP level 
Figure 4: Average levels of GDP and the maximum admissible forecast horizons
There is a significant negative correlation between max τ and the average GDP growth (the correlation coefficient is equal to -0.1648, with Student t-ratio equal to 1.820 and one-sided pvalue 0.03438). Detailed interpretation is beyond the scope of this paper, but it seems possible that it may contribute to further discussion on the empirical evidence for convergence in growth.
Concluding remarks
The paper presents a relatively simple method of assessing the maximal admissible forecast horizon for non-systematic inflation when an autoregressive forecasting model is used. The empirical results indicate the plausibility of the method which might be implemented in practice by monetary policy authorities and forecasting institutions. It can also be used as an auxiliary tool for evaluation the rationale of inflation smoothing and for assessing the quality of linear autoregressive forecasting models. However, the bilinear model used here is relatively simple and its extension (for instance, by allowing for more complicated lags structure) is likely to increase the practical relevance of the method proposed. 
Appendix A Proofs of Theorems 1 and 2 and corollaries
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2) From (5), as 1 τ ≥ , we have:
Using independence of { } t u and selecting nonlinear elements in the first summand, we find: Selecting nonlinear elements in the second summand, we get: (2) is used, then the mean square risk satisfies the asymptotic expansion: we get:   16   2  2  2  2 1  2 2  2 1  2  2 4  2  2  3  4  2  2  2 2  2  2  2 2 4 ( ) 2  2 2  2 1  2 1  2 1  2 4  2  2  3  4  3  2  2 2  2  2  2   1  3  1  2  1 (1 
Proof. For the Gaussian probability distribution (2) is used, then the guaranteed upper risk, the instability coefficient and the δ -admissible distortion level satisfy the asymptotic expansions: (1 ) (1 )(1 ) 1 0 1 (1 )
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