Understanding the process of activity scheduling is a critical prerequisite to an understanding changes in travel behavior. To examine this process, a web-based activity survey program, REACT!, was developed to collect household activity scheduling data. REACT! is unique in that it records the evolution of activity schedules from intentions to final outcomes for a multi-day period. This paper summarizes an investigation of the structure of activity/travel patterns based on a REACT! data set from a pilot study conducted in Irvine, California. The term structure refers to the outcome of a set of decisions facing individuals as they conduct their daily activities. At a minimum, structure can be interpreted as the sequence by which various activities enter one's daily activity scheduling process. Results of the empirical analyses show that activities of shorter duration were more likely to be opportunistically inserted in a schedule already anchored by longer duration counterparts. Additionally, analysis of tour structure reveals that many trip-chains were formed opportunistically. Travel time required to reach an activity was also positively related to the scheduling horizon for the activity, with more distant stops being planned earlier than closer locations.
INTRODUCTION
Travel, viewed in theory as derived from the demand for activity participation, has long been practically modeled from a trip-based perspective. Trips, rather than activities, have served as the units of analysis. Despite well-known deficiencies (1) , this conventional modeling approach continues to be the primary analytical tool for urban transportation planners and policy makers. By the mid-1970s, travel demand researchers had recognized the need for more behavior-oriented models as the conventional approach failed in the evaluation of policies other than those directed toward major infrastructure improvements (2) . A new analytical framework, generally referred to as the activitybased analysis, has been formulated in response to this discontent with existing models.
The activity-based approach links travel to the fulfillment of the needs for activity participation. Travel is explicitly viewed as a derived demand, in consideration of how a trip is related to a specific activity, and when, where, with whom, and for how long this activity is conducted. Early applications of activity-based models focused on explanation of behavior rather than its prediction, and often these applications were directed toward uncovering empirical evidence on the degree of the conventional approach's fallacies. As such, the activity-based approach was often characterized as fragmented and lacking a unified methodological framework. A profusion of concepts and methods were developed as researchers carved out portions of the problem by forming partial theories or modeling applications based on segments of the entire decision-making process (3, 4) . As researchers began to take much-needed steps toward integrating these approaches, they found their efforts increasingly focused on the decision processes comprising household activity scheduling. The goal of such a comprehensive framework is the prediction of patterns of activity participation and travel.
Although significant advancement has been made in the development of methods and models of household activity/travel patterns (4), there remains a significant gap between theory and practice in activity-based approaches. Gärling et al. (5) argued that most models are "confined to what factors affect the final choice, whereas the process resulting in this choice is largely left unspecified". Axhausen and Gärling (6) stressed the importance of the activity scheduling process by arguing that it is at the core of travel behavior changes. Effects of transportation policies such as tolling, congestion pricing, and travel demand management measures depend on how people would adjust their daily activity and travel pattern to changes in their everyday lives. They also argued that the process is "largely unknown" and new methods should be developed to conduct in-depth study of the process.
Although various theories and models of activity scheduling behavior have been proposed (7), most have been directed toward describing revealed behavioral patterns. Data on activities rather than on the scheduling of these activities were used in the formation and validation of these theories. A notable exception is Cullen and Godson (8), which involves a unique time budget tailored for the authors' hypothesis about the structure of individuals' activity patterns. The term structure refers to a wide range of decisions that detail the ways that people conduct their daily activities. At a minimum, structure can be interpreted as the sequence by which various activities enter one's daily activity scheduling process. Cullen and Godson formulated the renowned activity-peg theory hypothesizing that certain activities in one's daily schedule tend to act as pegs around which the ordering of other activities is arranged and shuffled according to their flexibility. Any periods of time that are left free are either scheduled in a later, shorter planning period, or are ultimately occupied by spur-of-the-moment activities (or simply left unused). Cullen and Godson test their hypotheses using a data set that contains information about the priority and flexibility of activities for 336 respondents drawn from the academic staff and students of a college of London University (as part of a more applied study of university contact and location factors). The instrument was based on a recalled, one-day time budget administered by interviewers on weekdays, but a set of specially designed questions were attached to each activity record.
This paper describes an in-depth investigation of the decision structure resulting in observed activity/travel patterns. A web-based self-administered computerized survey instrument, REACT!, was developed and utilized in a pilot study (9) to collect data on household decision making. The data collected contain information similar to those in Cullen and Godson's, such as spatial and temporal structures (i.e., execution time and location), type of participants (i.e., involved persons), and degree of pre-arrangement (i.e., time horizon when the decision of carrying out a particular event was determined). However, the REACT! data set is richer in that it was collected over a week period and respondents were also asked to record advance knowledge of upcoming events. With this data, analyses extending Cullen and Godson's can be pursued. For events other than basic activities (decision timing for in-home meals, personal hygiene, and sleep was not collected), a variable indexing how far ahead in time an event was scheduled was derived from the data. With this scheduling horizon index, the analysis proceeds to investigate the inter-relationship between an activity's scheduling horizon attributes (e.g., duration, location, and involved person). It's expected that this analysis can significantly advance our understanding of the behavioral process beyond the decisions of travel and activity participation.
REACT! SURVEY DATA
REACT! is a modular software application that automates many aspects of the activity survey process and incorporates an automated household interview and an extensive online help facility. Survey respondents execute a REACT! self-install procedure on their own computers and are guided by the program to negotiate the survey. The surveying process is divided into three self-completing data entry stages: initial interview, pretravel, and post-travel. Fully computerized user interfaces are built for each stage. The Initial Interview is a series of questions designed to collect basic household and personal information. Tracing of the weekly scheduling process is accomplished in the pre-travel and post-travel stages. In the pre-travel stage, initiated on the Sunday evening when survey week begins, respondents are asked to enter activities that they have already planned (to any degree) for the coming week. In the post-travel stage at the end of each survey day, respondents update their executed schedules for the current day and enter new activity plans for the subsequent days. The process of post-travel reporting and plan updating continues until the respondent finishes reporting executed schedules for the last day of the survey week.
Data used in this analysis are derived from a REACT! pilot study in Irvine, California from April to June, 2000. Weekly diaries of 72 adults are included in the analysis. There were 12 single adult households (one with a child), 19 couples without children, and 11 couples with one to two children. The average age of the respondents is 28.54 (the oldest is 55 while the youngest is 20). There are 34 male and 38 female respondents. Although the sample was collected from student communities (i.e., graduate students of the University of California, Irvine), not all of the respondents were students. There were 27 non-student, 10 of whom were employed and 17 not employed. Among the 45 students, 31 of them were employed and 14 were not employed.
STRUCTURE OF ACTIVITY PATTERNS
According to the activity-peg theory, certain activities tend to act as schedule anchors around which other activities are later organized. It can be hypothesized that short duration events are more likely to be those with shorter planning horizon. For example, they could be left unscheduled before a day began and later opportunistically fitted into a schedule which is already partially arranged with more constraining events (e.g., events with longer durations) as the day evolved. The reasoning behind this hypothesis is that, since the activity requires only a small amount of time to complete, there usually would be several free time windows available for such activities. Individuals can wait for the opportunities when they are free from other engagement. In addition, it could also be that some activities are just naturally spontaneous in a specific time and locations. For example, while at home, it is very natural for someone to turn on television and watch for half an hour without thinking about it. It is reasonable to expect that short events are of this nature, because it is not likely that someone would spontaneously do something for a few hours without being broken by other constraints, unless there is a long, continuous period of free time available (e.g., in the evening or on a weekends). These hypotheses can be tested by directly examining the relationships between characteristics of an activity and the time horizon when the decision of undertaking it was made. To achieve this goal, a variable identifying an activity's scheduling horizon is needed.
Scheduling Horizon Index
An ordinal variable with four levels, indicating how far in advance the decision of participating in a given activity was made, was computed from the REACT! data:
1. Before the week planning 2. Within week planning 3. Within day planning 4. Spur of the moment Events labeled as "Before the week planning" are those planned (to some degree) and entered on the beginning Sunday. Such activities were often repeated each week. It is reasonable to treat them as having the most advanced scheduling horizon for these activities had been recognized and structured prior to other events. Events counted as "Within week planning" were those known at least one day before they were performed, but not necessarily as early as the first Sunday. The above two levels correspond to activities that were known at least a day before. When an activity was entered to the program after it was done, REACT! would ask respondents about the short-term decision timing of undertaking this activity. The "Within Day planning" level corresponds to decision timing of "earlier in the day", while the "Spur-of-the-moment" level contains activities scheduled in the nature of "right before the activity", "right after the previous activity", or "during previous activity". Although these two levels of planning were both performed within the same day, the difference is that one is largely spontaneous and the other might have minimal level of planning involved.
It is important to note that the terms "planning horizon" and "scheduling horizon" used in this presentation * do not necessarily suggest that people at all time consciously think about when to do each activity. They merely denote the advance horizon at which the occurrence of each activity was known and expected. Underlying the categorization of the planning levels is a continuous variable measuring time interval between an event's first entering the overall scheduling flow and its finally execution. Interpretation of each level should not be strictly based on the literal meanings of its label. For example, "before the week" event is not necessarily planned a week ahead of other events. However, it was earlier than events of other levels.
Contingency Tables of Scheduling Horizon
The scheduling horizon variable is used to examine the overall scheduling structure in terms of which activities anchored the schedule and which ones were opportunistically performed. The units of analysis are activities. Because the variables under examination are mostly categorical (e.g., planning levels, type of involved persons, and location in terms of in-home or out-of-home), contingency tables are used to explore the relationship between an activity's planning horizon and its characteristics. Two-way contingency tables are used first to directly examine the overall relationship between an event's scheduling horizon and its attributes. Three-way tables are then used to extend the analysis and ensure that the revealed two-way relationships are not entirely due to either a single factor (e.g., the activity's purpose being work/school). It is noted that sometimes respondents indicated that they did not know or remember the decision timing of certain activities. The scheduling horizons of these activities were labeled as "missing". * The terms "schedule" and "plan" are used interchangeably in this paper. Neither suggests whether an activity was consciously planned or not.
Two-Way Contingency Tables
For analytical tractability, individual activities are aggregated to five functional classes. Table 1 lists the activity classes and the corresponding lists of activities. Table 2 tabulates the number of activities (of various functional classes) that fall into each planning category. For each activity class, there are two numbers presented under each planning category. The one on the left is the number of events in that category. On the right is the proportion of events, of the same activity type, planned within this horizon. This proportion is computed by dividing the cell count by the corresponding row sum.
The Pearson goodness-of-fit statistics (χ 2 ) is large enough to reject the null hypothesis that the observed cell counts are the same as those produced by chance (10), which essentially indicates that the two factors (activity type vs. planning horizon) in this table are not independent of each other.
Overall, approximately 41 percent of all events were spur-of-the-moment. Together with within-day planning, events entered on the execution days accounted for 47 % of all events. Events known before the execution day (i.e., before-week and within-week) accounted for 45% of all events (i.e., another 8% were missing or unknown). Work/school activities were primarily (43.42%) planned on the first Sunday evening or at least a day prior to being performed (21.02%). It is surprising to see that some work/school events (23.09%) were spontaneous. Note that this functional class includes school activities and school-related events, such as studying, usually happen whenever students have time available. Except for work, most activities were relatively impulsive. However, the overall frequency distribution does not seem to contradict one's expectation. For example, approximately half of the social events were known before the day (i.e., including before-week and within-week). It is reasonable to expect such distribution, since church and religious events were within this functional class.
Tables 3 shows how planning horizons vary across events with different durations. Events over 180 minutes were separated as a group to show that longer duration events did have higher chance of being planned early, and it was demonstrated that an activity with longer duration was usually had more advanced planning horizon. As the duration of an event increased, the chance for it to be planned before or within the week increased, and that of being spur-of-the-moment decreased. This supports the earlier hypothesis stipulating that events with short duration are more likely to be impulsive.
Three-Way Contingency Tables
Comparing to other activity classes, work/school is the only activity type that has a significant higher proportion of structured events than opportunistic events. There is a concern regarding if the patterns observed in the two-way tables would hold, when work/school activities were isolated from the analysis. The same concern is applied to the location factor of being in-home or not, because in-home activities could also be predominantly impulsive. If in-home activities were to be separated from out-of-home activities, would the patterns revealed in the two-way tables be observed in both groups? To answer these questions, three-way contingency tables were used to verify the two-way relationships in the presence of a significant third factor. A dichotomous location or activity type variable (i.e., in-home vs. out-of-home, and work/school vs. nonwork/school) is introduced in contingency tables as the third factor.
In a two-way table, there is only one way to describe the relationship: either the rows and columns of the table are associated or they are not. A three-way table offers multiple ways, each referred to as a model, of describing the interrelationship among the three factors:
1. Complete independence: The three factors classified in the table are completely dissociated. The classification of any factor has no effect on the classification of any other factor or combinations of any other two factors. 2. One-factor independence: One of the factors in the table is independent from the other two. Hypothesis testing of one-factor independence can be performed for any one of the three factors. 3. Conditional independence: Two factors in the table are conditionally independent from the third. For example, A is associated with B and B is associated with C, but A and C have no association. In this example, the pair of A and C is said to be conditionally independent from B. Testing of conditional independence also allows for three sub models, with any pair of factors being tested against the third.
Homogeneous association: This model hypothesizes that there is a relationship
between every pair of factors in the table that does not interact with the remaining factor. Simply put, every two factors of the three are related, but they do not interact all together. 5. Three-way association (Saturated model): A three-way association assumes that every pair of factors interacts with the remaining one. A saturated model has no degree of freedom thus its test statistics are always zero (i.e., the model fits data perfectly). It is the default model with which other models are compared for goodness-of-fit measures (i.e., testing the null hypothesis that the target model is not significantly different from the saturated one).
Hypothesis testing of the three way models are usually accomplished with log-linear models, which hypothesize that the logarithm of the expected frequency of a particular cell is a linear combination of the associated row and column terms. Except for the saturated, each of the above models can be represented as such a linear combination that is subsequently compared to the saturated one (i.e., a perfect fit that in reality does not exist) for goodness-of-fit statistics * .
The following series of tables present the analysis results. Test statistics of all models are summarized on the bottom half of each table. Table 4 summarized the three-way relationship among location, activity class, and planning horizon. Overall, the two-way pattern between activity class and scheduling horizon (see Table 2 ) can not be observed in the in-home group. Majority of the in-home events were improvised during the day.
Only a small portion of in-home work events were recognized at the beginning of the * A complete presentation of the formulation of log-linear models requires extensive elaboration and formal mathematical notations. See Wickens (10) for such a presentation.
week. Specifically, intention of working at home was mostly formed and realized throughout the week with a high proportion of spontaneity. In-home social events were polarized at either spur-of-the-moment improvisation or before-week planning. Phone calls (over 10 minutes) were the major component of the former, while events like hosting visitors were expected early in the week. In the out-of-home group, the overall frequency distribution resembles the structure of the corresponding two-way table (see Table 3 ) with the exception that both out-of-home maintenance and recreation events have a slightly higher structural (i.e., within-week and before-week combined) proportion than shopping activities. Out-of-home maintenance events were exclusively pickup/drop-off passengers. This should explain its high planning proportion. Log-linear analysis of this table indicates that none of the three factors is expected to be independent from the other two. Although no significant model is found, a fitted model is likely one between the homogeneous association and the saturated, which also indicates the highly interrelated bound among the three factors.
The two-way structure of duration and scheduling horizon (see Table 3 ) is consistent with the pattern shown in the out-of-home group in the corresponding three-way table (Table  5 ). Out-of-home activities with longer duration do have a higher tendency of being planned early and less chance of being improvised during the day. This pattern is not as distinct for the in-home group. While the proportions of spur-of-the-moment and withinday events did decrease as duration increased, it's the within-week column, rather than the before-week one, that ascends consistently. It can be postulated, based on the findings, that the hypothesized structure between activity duration and planning horizon is also valid for in-home activities, however, the structure operates over a shorter horizon. There is no distinct pattern for longer term planning of in-home events. Test statistics suggested that all three factors are mutually dependent.
The frequency distribution of duration versus planning horizon (Table 6 ) in the work groups reveals the expected structure (i.e., the longer the duration the earlier the scheduling horizon). In the non-work group, although the structure is not as distinct, the pattern can still be recognized. Events with the longest duration are indeed the least impulsive and the most planned, but the difference between the other two duration categories is marginal. In addition, the before-week proportion of the middle category is slightly less than the shortest one. This suggests that non-work events were mostly improvised during the day. People do not intentionally schedule non-work event unless the duration is of certain length. The homogeneous association formed by the three factors is the most significant model among all.
Intuitively one would assume that "alone" events are the most impulsive, since no other persons would constrain the decisions and action. Table 7 demonstrates that the supposition is indeed a valid one for non-work activities. In the non-work group, the proportion of spur-of-the-moment decreases from top to bottom, which can be considered an increasing order of a coupling constraint. The before-week column does not increase in this order, but within-week does show such tendency. Work events with other people involved mostly long term planning, while working alone showed more flexibility in that spur-of-the-moment events constituted a substantial proportion overall.
THE STRUCTURE OF TRAVEL PATTERNS
The lack of treatment for multi-sojourn travel (i.e., trip chains) in trip-distribution models has been regarded as one of the most serious drawbacks of the conventional travel demand model. Various theoretical and analytical methods have been proposed to address trip-chaining behavior, and most of these models (11, 12) have relied on utility theory to produce optimum travel patterns as a result of individual utility maximization. The most often cited critique of utility-based models is their strong assumption on an individual's capability of making perfect decisions that optimizes internal utility, usually represented by a function of expenditure for activity participation and travel. When applied to the analysis of trip-chaining behavior, the utility approach is subject to another strong assumption: elements of a trip-chain (tour), such as the number of sojourns (stops), the type of activity at each stop, and sequencing of the stops, are determined simultaneously. Although this assumption results in practical models, its level of deviation from real behavior has never been investigated. In this section, all out-of-home activities are grouped into tours to investigate the mechanism of trip-chain formation. By examining the planning horizon of the event at each stop can help identify if stops in a tour were determined simultaneously or sequentially. If a tour was not determined simultaneously, stops in the later part of a tour may be more likely to be opportunistically determined than the earlier stops. In addition, it is reasonable to expect that if one of the stop in a tour requires a longer travel time, the event occurring at the stop is likely to be considered earlier. Similarly, in a tour a spur-of-the-moment stop is more likely to occur if it is close to the current location.
A tour is composed of a sequence of out-of-home stops (i.e., activity locations). If more than one activity occurred at the same location consecutively, the location is counted as one single stop. Stop sequence increases only when the person went to another location for a different event. A total of 802 tours were identified from all out-of-home activities (excluding for jogging and recreational biking that started and ended at home and did not serve a purposes other than exercise). Table 8 shows the structure of tours in terms of when the event at each stop was planned. Out-of-home meals are also included in the table, since they accounted for a small portion of overall out-of-home activities. The lower portion of the table contains mostly empty cells, since there were very few tours containing more than three stops. The analysis focused on 2-stop and 3-stop tours and the results demonstrated that the proportion of opportunistic stops increased as stop sequence increased. For two-stop tours, approximately 60 percent of the events occurring at the first stop were planned (before-week and within-week), but only 19 percent were determined opportunistically (i.e., spur and within-day combined). The planned and opportunistic proportions are almost identical at the second stop. Among three-stop tours, the cell counts of the first two stops are similar to those of the two-stop tours. However, at the second and third stop, the opportunistic portions are higher than the planned. Hypothesis testing of independence was performed separately for two and three stop tours only, since there are not enough records of tours with more than three stops. The testing results verify that the relationship between stop sequence and scheduling horizon is not due to chance (i.e., the hypothesis of independence is rejected).
Based on the above findings, it can be inferred that the decisions of visiting stops in tours are not necessarily simultaneously pre-determined, although there are definitely a number of tours that are opportunistically formed. While engaging in planned activities, individuals may see opportunities of completing certain activities at different locations later in the day. The decision of undertaking these activities or not would be based on the (not necessarily conscious) evaluation of feasibility. It is reasonable to expect that travel time required to reach the activity locations would be considered as an evaluation criterion. For example, a spur-of-the-moment event is likely to occur if it is close to one's current position. Table 9 shows the three-way cross table of event type (work/nonwork), travel time to reach the event location, and the event's planning horizon. The spur-of-the-moment proportion clearly descended as travel time increased in both groups. Within work group, the proportion of before-week also increases in this order. Attention should also be directed to the within-day column. Proportion on this column increase as travel time increases in both groups. This suggests that if one spontaneously comes up with the idea of doing something, it might be undertaken immediately if the location is very close. If the location was distant, the chance is greater for it to be scheduled later in the day. Test statistics indicate that observed relationships are valid, since no independence between duration and scheduling horizon can be concluded. Consistent with conventional wisdom, the conditional independence between work and travel time is significant, indicating the weak association between them.
SUMMARIES AND CONCLUSIONS
Data collected with REACT! were used to examine the structure of activity and travel patterns. The series of analyses validated that the "activity-peg" phenomenon does exist. Two-way contingency tables show that activities with shorter duration were more likely to be opportunistically filled in a schedule already anchored by their longer duration counterparts. Dichotomous location and activity type variable (i.e., in-home vs. out-ofhome, and work/school vs. non-work/school) are each included in three-way contingency tables as the third factor to verify the two-way relationships in the presence of a third factor. In general, results of the three-way tables supported the contention that the structures revealed in two-way tables are still valid in the presence of the third factor. The analyses of tour structure show that the proportion of opportunistic stops increased as stop sequence increased, but the proportion decreased as travel time increased. Overall, these results demonstrate that a certain portion of trip-chains was opportunistically formed, rather than the simultaneous chaining suggested by conventional models.
The analysis presented here points out two potential directions to improve practical travel demand models. First, in terms of data collection, the conventional activity/travel diary approach needs to be augmented. It is found that a certain portion of out-of-home activities actually occurred spontaneously. Thus, taking "snapshots" of the revealed activity patterns for a day or two does not necessarily capture consistent patterns. Asking questions related to individuals' typical activity program seems to be a way of addressing this dilemma. For example, based on the finding that individuals tend to adjust timing of events rather than the locations, it may be worthwhile to consider adding questions to conventional travel diaries addressing whether there are frequently visited locations. If the set of alternative activity locations were known, it would improve the chances to deduce the decision strategies that resulted in the revealed patterns. Second, this analysis clearly demonstrated that the behavioral strategy behind everyday activity scheduling is close to the viewpoint of transactional opportunistic (i.e., the activity-peg theory) rather than a simultaneous utility-maximization. Instead of contemplating the optimal choices before action, individuals are often improvising in an environment with certain spatial and temporal constraints. 
