Abstract. Let a 1 , : : : , a n , b 1 , : : : , b n be random variables in a noncommutative probability space, such that fa 1 , : : : , a n g is free from fb 1 , : : : , b n g . We show how the joint distribution of the n-tuple (a 1 b 1 , : : : , a n b n ) can be described in terms of the joint distributions of (a 1 , : : : , a n ) and (b 1 , : : : , b n ), by using the combinatorics of the n-dimensional R-transform. We point out a few applications that can be easily derived from our result, concerning the left-and-right translation with a semicircular element (see Sections 1.6-1.10) and the compression with a projection (see Sections 1.11-1.14) of an n-tuple of noncommutative random variables. A different approach to two of these applications is presented by Dan Voiculescu in an Appendix to the paper.
random variables can be studied directly in terms of the R-transform, via an equation of the form R( ab ) = R( a ) ? R( b ), where a, b are free random variables in some noncommutative probability space, a , b , ab stand for the distributions of a, b and ab, respectively, and where the operation ? is again an object with precise combinatorial significance, "the convolution of multiplicative functions on noncrossing partitions."
The second idea, appearing in [9] , [5] , is that the R-transform has natural multidimensional analogues. Besides handling the addition of free n-tuples (n 1) of random variables, the multidimensional R-transform has the important property that
[R( a 0 1 ,:::,a 0 m ,a 00
1.1. Basic definitions. We will consider a purely algebraic framework, where considerations on the positivity or measurability of the random variables involved aren't necessarily required; thus by a noncommutative probability space we will simply understand a pair (A, '), where A is a complex unital algebra ("the algebra of random variables") and ': A ! C ("the expectation") is a linear functional, normalized by '(1) = 1. The unital subalgebras A 1 , : : : , A n of A are called free (with respect to the expectation ') if for every k 1, 1 i 1 , : : : , i k n and a 1 2 A i 1 , : : : , a k 2 A i k such that:
(i) i j 1 6 = i j for 1 j k 1, and (ii) '(a 1 ) = '(a 2 ) = = ' ( a k ) = 0, it follows that '(a 1 a 2 a k ) = 0. The definition of freeness extends to arbitrary subsets of A, by defining X 1 , : : : , X k A to be free whenever the unital algebras generated by them are so.
If (A, ') is a noncommutative probability space, and if a 1 , : : : , a n are elements ("random variables") in A, then the joint distribution of a 1 , : : : , a n is by definition the linear functional a 1 ,:::,a n : ChX 1 , : : : , X n i ! C determined by ( a 1 ,:::,a n (1) = 1 a 1 ,:::,a n (X i 1 X i 2 X i k ) = '(a i 1 a i 2 a i k ), for k 1 and 1 i 1 , : : : , i k n ,
where ChX 1 , : : : , X n i denotes the algebra of polynomials in n noncommuting indeterminates X 1 , : : : , X n . In the case n = 1, (1.1) defines the distribution of the single element a = a 1 2 A (which is the linear functional a : C[X] ! C determined by a (X n ) = '(a n ), n 0).
An important example of distribution is the semicircle law, which plays in free probability a role analogous to the one of Gaussian measures in classical probability. If (A, ') is a noncommutative probability space, an element a 2 A will be called centered semicircular of radius r > 0 if its distribution is determined by a (X n ) = '(a n ) = 2 In Sections 1.7, 1.8 below we will also meet the situation of a noncommutative probability space (A, ') where A is a unital ?-algebra and ' has the property that '(a ) = '(a), for every a 2 A; this is called a (noncommutative) ?-probability space. When giving the definition of a centered semicircular element a in a ?-probability space, one also adds to (1.2) the condition that a = a . ([13] , [9] , [5] ) is a useful tool for studying joint distributions of free families of random variables. In order not to divagate too much from the main stream of our presentation, we defer for the moment the review of the precise definition of the R-transform (see Section 3.9 below), and only mention here the nature of this object; namely, for every n 1, the ndimensional R-transform is a certain bijection R from the set of linear functionals with ( (i 1 ,:::,i k ) ) k1,1i 1 ,:::,i k n complex coefficients.)
The R-transform
The main property of the R-transform is the following: let (A, ') be a noncommutative probability space, and let a 0 and conversely, the fact that R( a 0 1 ,:::,a 0 m ,a 00 1 ,:::,a 00 n ) "has no cross-terms" (i.e. it is the sum between a series in z 0 1 , : : : , z 0 m and a series in z 00 1 , : : : , z 00 n ) is sufficient to ensure that fa 0 1 , : : : , a 0 m g is free from fa 00 1 , : : : , a 00 n g. Clearly, this property can make the R-transform very useful for analyzing freeness, in the situations when we have the capability of calculating it explicitly. The R-transform was first remarked by Voiculescu ([12] , [13] ) in the 1-dimensional case, for another important property: (1.5) whenever a, b are free in some noncommutative probability space (A, '). This property can be shown ( [9] , [5] ) to hold in any dimension, i.e.:
[R( a 1 +b 1 ,:::,a n +b n )](z 1 , : : : , z n ) = R( a 1 ,:::,a n )](z 1 , : : : , z n ) (1.6) + [R( b 1 ,:::,b n )](z 1 , : : : , z n ), where a 1 , : : : , a n , b 1 , : : : , b n are random variables in a noncommutative probability space (A, '), and fa 1 , : : : , a n g is free from fb 1 , : : : , b n g . Equation (1.6) shows that, in any case, the R-transform is well-suited for studying componentwise sums of free n-tuples of random variables.
The S-transform.
As mentioned in the introduction, our goal in the present note is to study componentwise products of free n-tuples. The case n = 1 comes from considering the product of two free random variables, and was analyzed by Voiculescu in [14] by means of the S-transform. This is a bijective map S from the set of linear functionals f: C[X] ! C j linear, (1) = 1, (X) 6 = 0g onto the set of formal power series fg j g(z) = P 1 n=0 n z n , 0 , 1 , 2 , : : : 2 C , 0 6 = 0g; it can be described by the formula ( [14] , theorem 2.6):
where h 1i denotes the inverse under the operation of composition of formal power series. The S-transform has the "multiplicative analogue" of the property mentioned in (1.5), i.e.,
whenever a, b are free random variables in some noncommutative probability space (A, '), such that '(a) 6 = 0 6 = '(b).
In [6] we have found an alternative proof of (1.8), which has the interesting feature that it goes by relating the S-transform to the (1-dimensional) R-transform. The main steps of the argument can be presented as follows:
(a) Consider the range-set Θ 1 = ff j f (z) = P 1 n=1 n z n , 1 , 2 , : : : 2 C g of the 1-dimensional R-transform; we put into evidence a binary operation on Θ 1 , which will be denoted here by ? , with the property that
whenever a, b are free random variables in a noncommutative probability space (A, ') (the condition '(a) 6 = 0 6 = '(b) is not required at this stage).
(b) We put into evidence a bijection F from ff j f (z) = P 1 n=1 n z n , 1 , 2 , : : : 2 C , 1 6 = 0g onto fg j g(z) = P 1 n=0 n z n , 0 , 1 , 2 , : : :
for every f 0 , f 00 in the domain of F.
(c) We show that
for every random variable a in a noncommutative probability space (A, '), with '(a) 6 = 0. 
The framework in [6] is combinatorial, the object of study being "the lattice of noncrossing partition of a finite ordered set" (notion recalled in Section 2 below).
It is important to mention that the operation ? appearing in (1.9) has a clear significance in this combinatorial context: it is "the convolution of multiplicative functions on noncrossing partitions" ( [6] , section 1.4). Now, while approaching products of free n-tuples of random variables via an n-dimensional version of the S-transform seems to be difficult (or even only partly possible; see also Remark 3.12 below), the point we would like to make is that the operation ? of (1.9) does extend naturally to the n-dimensional situation, and allows us to gain information on products of free n-tuples via the n-dimensional R-transform. More precisely, we have: THEOREM 1.4. Let n be a positive integer. There exists a binary operation, ? , on the space of formal power series of the form shown in (1.3) , which is defined via certain "summation formulae on noncrossing partitions", and has the following property: if (A, ') is a noncommutative probability space, and a 1 , : : : , a n , b 1 , : : : , b n 2 A are such that fa 1 , : : : , a n g is free from fb 1 , : : : , b n g , then R( a 1 b 1 ,:::,a n b n ) = R( a 1 ,:::,a n ) ? R( b 1 ,:::,b n ).
(1.12)
The crucial point in the above theorem is that the operation ? has a precise combinatorial significance (merely establishing the existence of an operation with the property (1.12) would be trivial, but also of no use). The exact definition of ? will be given in Section 3.2 below, after the necessary definitions concerning noncrossing partitions are reviewed in Section 2.
In the support of the idea that the result in 1.4 can be really useful in approaching products of free n-tuples, we present a few applications that can be easily derived from it.
The first of the applications is concerning the left-and-right translation of a family of random variables by a centered semicircular element which is free from the family. We will use the following:
1.5. Notation. For n 1 and : ChX 1 , : : : , X n i ! C a linear functional normalized by (1) = 1, we denote by M() the formal power series in n non-commuting variables which has the moments of as coefficients, i.e.,
(1.13) Application 1.6. Let (A, ') be a noncommutative probability space such that ' is a trace (i.e. '(xy) = '(yx) for all x, y 2 A). Let a 1 , : : : , a n , b 2 A be such that: (i) b is a centered semicircular element of radius r (in the sense reviewed in 1.1); and (ii) fa 1 , : : : , a n g is free from b. Then element, of parameters , , the one which will be used here is by stipulating that the R-transform of the element's distribution is z=(1 z); see e.g. [17] , the comment in (c) following to Theorem 3.7.2. (We mention that the R-series appearing in the present note differ from those of [17] by a factor of z, introduced because it makes the notations easier when passing to the multidimensional case.)
The values of the parameters in the case of b 2 are = 1, = r 2 =4, with r the radius of b.
Hence, Application 1.6 can be viewed as concerning right (or equivalently, left) translations with this Poisson element.
Moreover, it is known that the same Poisson element can be obtained either as q 2 , with q "quarter-circle element of radius r" (i.e. having '(q n ) = 4 r 2 R r 0 t n p r 2 t 2 dt for n 0 -see [17] , Definition 5.1.9); or as c c, with c "circular element of radius r", i.e. of the form c = (x + iy)= p 2 with x, y free centered semicircular elements of radius r (see [15] , Definition 1.9 or [17] , Definition 5.1.1; this of course makes sense only if (A, ') is a ?-probability space).
Consequently, one can also replace the left-hand side of (1.14) by R( qa 1 q,:::,qa n q ) or by R( ca 1 c ,:::,ca n c ), with q and c as above. COROLLARY 1.8. Let (A, ') be a noncommutative ?-probability space, and let a 1 , : : : , a n , b be selfadjoint elements of A such that:
(ii) a i a j = 0 for i 6 = j (e.g., a 1 , : : : , a n can be mutually orthogonal projections); (iii) fa 1 , : : : , a n g is free from b.
Then ba 1 b, : : : , ba n b form a free family in (A, ').
[Alternative statements, following from Remark 1.7: one can replace "b semicircular" by "q quarter-circular" or by "c circular", where in the latter version c isn't required to be selfadjoint, and the n-tuple in the conclusion is ca 1 In the context of Sections 1.6-1.9, let us finally point out that we also have: Application 1.10. Let (A, ') be a noncommutative probability space such that ' is a trace, and let a 1 , : : : , a n , b 2 A be such that b is a centered semicircular element, free from fa 1 , : : : , a n g . Then fba 1 b, : : : , ba n bg is free from fa 1 , : : : , a n g .
The other two applications we present are related to the compression by a projection. Application 1.11. Let (A, ') be a noncommutative probability space such that ' is a trace. Consider an idempotent p 2 A, and denote '(p) def = ; we assume that 6 = 0. If a 1 , : : : , a n 2 A are such that fa 1 , : : : , a n g is free from p in (A, '), a 1 ,:::,a n ), (1.15) where ( pAp) :::
means that the corresponding joint distribution is considered in the noncommutative probability space ( pAp, 1 'jpAp) (while (A) ::: means that we have a joint distribution considered in (A, ')). 4 z 2 -see [17] , example 3.4.4). In [15] , Proposition 2.3, it is also remarked that if the idempotent p is picked in an Abelian unital subalgebra D A, which is free from fa 1 , : : : , a n g , then pDp is free from fpa 1 p, : : : , pa n pg in pAp. This latter assertion doesn't follow from Application 1.11, but it turns out that it can still be derived via calculations involving the operation ? of Theorem 1.4; moreover, the assumption that D is commutative can be dropped, that is: Application 1.13. Let (A, ') be a noncommutative probability space such that ' is a trace. Let B A be a unital subalgebra, and let p 2 B be an idempotent such that '(p) = 6 = 0. If a 1 , : : : , a n 2 A are such that fa 1 , : : : , a n g is free from B in (A, '), then fpa 1 p, : : : , pa n pg is free from pBp in ( pAp, 1 
'jpAp).
We conclude this section by noting that the 1-dimensional version of Application 1.11 also has the following interesting consequence. COROLLARY 1.14. Let be a compactly supported probability measure on R; then for every t 1 there exists a unique compactly supported probability measure t on R such that R( t ) = tR(). (See also [1] , Proposition 8, where the semigroup ( t ) t is shown to exist and exhibit strong properties for t sufficiently large.) Proof. It is easy to find a von Neumann algebra A with a normal trace-state ': A ! C, and a = a 2 A, (p ) 01 selfadjoint projections in A, such that: (i) the distribution of a in (A, ') is ; (ii) '(p ) = , for every 0 1; and (iii) a is free from fp j 0 1g (these elements can be realized, for instance, in the free product between L 1 () and the L 1 -algebra of the Lebesgue measure on [0,1]). For every t 1 we consider the selfadjoint element a t = tp 1=t ap 1=t 2 p 1=t Ap 1=t . The distribution t of a t in p 1=t Ap 1=t is a compactly supported measure on R (see [17] , Remark 2.3.2), and has R( t ) = tR() by (1.15). The uniqueness of t is clear, since R( t ) = tR() determines the moments of t . ; the sets B 1 , : : : , B k will be also referred to as the blocks of . The number of elements in the block B j , 1 j k, will be denoted by jB j j.
Preliminaries about noncrossing partitions.
A partition of f1, : : : , n g is called noncrossing if for every 1 i < j < k < l n such that i k and j l, it necessarily follows that i j k l. The set of noncrossing partitions of f1, : : : , n g will be denoted by NC(n).
For instance, all the partitions of f1, : : : , n g with n 3 are noncrossing, and the only partition of f1, 2, 3, 4g which is not noncrossing is ff1, 3g, f2, 4gg. In general, the number of noncrossing partitions of f1, : : : , n g can be shown (see e.g. [4] ) to be the Catalan number (2n)!=(n!(n + 1)!).
For , 2 NC(n), we will write " " if each block of is a union of blocks of (equivalently, if we have the implication "i
and (NC(n), ) can in fact be shown to be a lattice, which means that every two elements , 2 NC(n) have a lowest upper bound _ 2 NC(n), and a greatest lower bound ^ 2 NC(n). The operations "_" and "^" will not be explicitly used in what follows; thus, when we speak of a "lattice isomorphism" (or "lattice anti-isomorphism"), this may be taken just as an isomorphism (respectively antiisomorphism) for the order structure. We will use the notations
for the minimal and maximal element of NC(n), respectively. The lattice of noncrossing partitions was introduced by G. Kreweras in [4] , and its combinatorics has been studied by several authors (see e.g. [7] , and the list of references there). We will only insist here on one basic concept (the Kreweras complementation map), which will be extensively used in Sections 3 and 4 of the paper. [4] , Section 3, and described as follows.
The complementation map of Kreweras is a remarkable lattice anti-
We will use the circular representation of a partition = fB 1 , : : : , B k g of f1, : : : , n g , which consists in drawing n equidistant and clockwisely ordered points P 1 , : : : , P n on a circle, and in drawing, for each block 
Now, let = fB 1 , : : : , B k g be in NC(n), and consider the points P 1 , : : :
H n +1 k ), as described in the preceding paragraph. Denote the midpoints of the arcs P 1 P 2 , : : : , P n 1 P n , P n P 1 by Q 1 , : : : , Q n , respectively. Then: 
K() is noncrossing, as is obvious by looking at its circular representation based on the points Q 1 , : : : , Q n ; note also that K() has exactly n + 1 k blocks (because, as it is easy to see, each e H l , 1 l n + 1 k, must contain at least one point Q m ).
As a concrete example, Figure 1 illustrates that K(ff1, 4, 8g, f2, 3g, f5, 6g, f7gg) = ff1, 3g, f2g, f4, 6, 7g, f5g, f8gg 2 NC (8) .
The following statement is a mere reformulation of the definition of the Kreweras complement, and its proof is left as an exercise. 
PROPOSITION. Let and be in NC(n)
.
Then is noncrossing if and only if K().
The fact, mentioned at the beginning of this subsection, that K: NC(n) ! NC(n) is an anti-isomorphism for every n 1, can be proved for instance in the following way: First, it is immediately seen that K 2 () is (for every 2 NC(n)) the anti-clockwise rotation of with 360 o =n, and this shows in particular that K is a bijection; then, it is also easy to check that ) K() K()-and the converse must also hold, since K 2 is an order-preserving isomorphism of NC(n). 
2.3.
A relation with the permutation group. Let S n denote the group of all permutations of f1, : : : , n g . For B = fi 1 , i 2 , : : : , i m g f 1, : : : , n g , with 1 i 1 < i 2 < < i m n , we denote by B 2 S n the cycle given by (
(if jBj = 1, then B is of course the unit element of S n ; at the other end, f1,:::,ng is the cycle (1 ! 2 ! ! n ! 1) ). We will make use of a remarkable injective map from NC(n) into S n , which is denoted here by Perm, and is described as follows:
Definition. Let = fB 1 , : : : , B k g be a noncrossing partition of f1, : : : , n g . We denote by Perm () 2 S n the permutation which has cycle decomposition:
The embedding Perm: NC(n) ! S n was introduced and studied by Ph. Biane in [2] , where Perm () is referred to as "the trace of the cycle (1 ! 2 ! ! n ! 1) on the partition ." The result from [2] which will be needed here is that the Kreweras complementation map has a nice interpretation in this context, namely we have ( [2] , Section 1.4.2):
for every 2 NC(n).
The relative Kreweras complement.
Let be a fixed noncrossing partition of f1, : : : , n g . We will need a version of the Kreweras complementation map which is considered "relatively to ," i.e., it is an anti-automorphism K of the sublattice f 2 NC(n) j g of NC(n) (the usual Kreweras complementation will correspond to the case = 1 n ). Roughly speaking, the relative complement K () of is obtained by looking at how splits the blocks of , and then taking the usual Kreweras complement inside each block. A more formal definition can be made as follows.
Remark first that we have a natural lattice-isomorphism is, by definition, the k-tuple ( 1 , : : : , k ). It is immediate that (2.5) really is a bijection, and in fact a lattice-isomorphism.
Then we can write:
Definition. The relative Kreweras complementation map K is the unique map closing the square
where on the horizontals we have the isomorphism of (2.5), and on the right vertical we have the direct product of the (usual) complementation maps on NC(jB 1 j), : : : , NC(jB k j).
Relation with the permutation groups (continued)
. Equation (2.4) mentioned in Section 2.3 also has a relativized analogue, namely
for every , 2 NC(n) such that . The verification of (2.7) is easily done by using (2.4) and (2.6), and is left to the reader.
The following partial converse to (2.7) (or rather the corollary following to it) will be used in Section 3.5. 
Proof. It suffices to verify the equality
because we also know that K() K() (as implied by the hypothesis , and the fact that K() is order-reversing). After that, we apply the preceding proposition, with e = K (), e = K(), e = K(). But (2.10) follows immediately if we replace Perm (K()) and Perm (K()) from (2.4), and Perm (K ()) from (2.7).
Noncrossing pairings.
A partition of f1, 2, : : : , 2ng is called a pairing if every block of has exactly two elements. We denote the set of all noncrossing pairings of f1, 2, : : : , 2ng by NCP(2n). Noncrossing pairings have been studied for quite some time before noncrossing partitions were introduced (see e.g. [11] ); it is interesting that they are also counted by the Catalan numbers, jNCP(2n)j = (2n)!=(n!(n + 1)!) for n 1.
In particular, we have jNC(n)j = jNCP(2n)j for every n 1. This is not a coincidence, and the following "canonical" bijection between NC(n) and NCP(2n) will be needed in the proof of the Application 1.10.
In the next proposition, in order to avoid any possibility of confusion, we write K (n) and K (2n) for the Kreweras complementation maps on NC(n) and NC (2n) 
is a bijection from NC(n) onto NCP(2n).
Proof. Twice() is noncrossing by the proposition in 2.2. The map (2.11) is obviously one-to-one from NC(n) into NC(2n), so we only need to verify that it takes values in NCP(2n) (a one-to-one map from NC(n) into NCP(2n) is necessarily onto, since jNC(n)j = jNCP(2n)j).
So, let us fix 2 NC(n), and let us show that K (2n) (Twice()) 2 NCP(2n). The simplest way of doing this is probably via the connection with the permutation groups discussed in 2.3, 2.5. We denote Perm () 2 S n by , and let us also use the notations n , 2n for the cycles Perm (1 n ) = (1 ! 2 ! ! n ! 1) 2 S n and Perm (1 2n ) = (1 ! 2 ! ! 2 n ! 1) 2 S 2n , respectively. Then Perm (K (n) ()) = 1 n by (2.4), and it is immediate that Perm (Twice()) 2 S 2n is acting by 8 > < > :
Now, Perm (K (2n) (Twice())) = Perm (Twice()) 1 2n , also by (2.4). Taking ? (on Θ 1 ) has a definite combinatorial significance, and was analyzed in [9] , [6] in an approach where it is called "the convolution of multiplicative functions in the large incidence algebra on noncrossing partitions." It would be possible to adapt this approach to the multidimensional situation, and place our considerations in the framework of what is called "the Moebius inversion theory" of a certain partially ordered set of "colored noncrossing partitions." However, since the properties of ? that are needed here can be derived in a self-contained and elementary way, we have chosen not to enter into any details in this direction (the reader interested in multiplicative functions on noncrossing partitions is referred to [9] , Section 3, or [6] , Section 1; for the general theory of Moebius inversion on partially ordered sets, see e.g. [10] , Chapter 3). We have:
[coef (i 1 , : : :
In a similar way, we see that
We are left to establish the equality of the sums in (3.6) and (3.7). We will do this by showing that the map
is a bijection from f(, ) j , 2 NC(k), g onto itself, which identifies the sums (3.6) and (3.7) term by term.
The fact that the map (3.8) really takes its domain into itself follows from Corollary 2.5. In order to show that (3.8) is a bijection, it suffices to check injectivity; and indeed, from (K (), K()) = (K 0( 0 ), K( 0 )) we get first that K() = K( 0 ) ) = 0 , and then (in the notations of 2.5):
Finally, let us verify that for every in NC(k), the term in (3.6) corresponding to (, ) is equal to the term in (3.7) corresponding to ( , )
this comes, clearly, to verifying that = K 1 (),
And indeed, the first two of the latter equalities are obvious, while the third one coincides with (2.9) of Corollary 2.5.
The argument proving the next proposition is very similar to the one used to establish the Moebius inversion formula in a partially ordered set (compare for instance to [10] , Proposition 3.6.2); we will skip here the details of the straightforward, but rather space-consuming proof of the 2 o "(" part. has the property that g ? f = Sum. The identification of the coefficients in the latter equality comes to an (infinite) system of equations, and each of these equations involves (by (3.3) ) a summation over a lattice of noncrossing partitions NC(k). If one separates in each such summation over NC(k) the term corresponding to the partition with only one block, f f1, 2, : : : , k g g , then one sees without difficulty that in fact the infinite system of equations considered does nothing else but define the desired coefficients ( (i 1 ,:::,i k ) ) k1,1i 1 ,:::,i k n , by induction on k; this implies, in other words, that f has a (unique) inverse on the left under ?. The existence of an inverse on the right is shown in a similar manner, and then, as is well-known, the two inverses must coincide because of the associativity of ?.
We now turn towards giving the precise definition of the multivariable Rtransform, which was deferred from Section 1.2. On the line taken here, it is convenient to define the R-transform in terms of the operation ? of 3.2 (though, of course, this doesn't correspond to the chronological development).
We need to introduce first the version that is appropriate, in the present framework, for the zeta and Moebius function from the Moebius inversion theory in partially ordered sets (compare for instance to [10] , Section 3.7).
Definition 3.7. Let n be a positive integer. We will call zeta power series in n variables, and denote by Zeta (or Zeta n , if the precisation of n is needed), the element of Θ n given by Zeta(z 1 , : : :
Zeta is invertible in (Θ n , ? ), by Proposition 3.6; its inverse will be called the
Moebius series in n variables, and will be denoted by Moeb (or Moeb n ).
Remark 3.8. It is not hard to write down the Moebius series explicitly; the formula is:
(note again the occurrence of the Catalan numbers). The shortest way for deriving (3.11) goes probably by noticing that its verification doesn't depend on n, and then by invoking the literature existent in the case n = 1, when Moeb really is the Moebius series associated to the lattices of noncrossing partitions (see, e.g., Corollary 5 in section 3 of [9] ).
Definition 3.9. Let n be a positive integer. Let Θ n be as above, and consider, as in Section 1.2, the set of linear functionals Σ n = f: ChX 1 , : : : , X n i ! C j linear, (1) = 1g. For every 2 Σ n we denote by M() 2 Θ n , as in Section 1.5, the formal power series which has the moments of as coefficients. Then the n-dimensional R-transform is the bijection R: Σ n ! Θ n defined by the formula
Note that an equivalent way of writing (3.12) is
(3.13) (3.13) is in some sense "the formula for the R 1 -transform," since the transition from M() back to is trivial.
Following [9] , we will also refer to the coefficients of R() under the name of free cumulants of . The above Equations (3.13), (3.12) are in fact just a way of rewriting the version of the Equations (?) and ( ? ?) in [8, Section 4] which applies to the framework considered here.
We also mention that an alternative description of the n-dimensional Rtransform, made in terms of "creation and annihilation operators on the full Fock space over C n ," is presented in [5] ; this makes the connection between the definition given above and the original approach of Voiculescu in [13] .
We are only left now to present the proof of the formula (1.12) in Theorem 1.4. Before doing this, we would like to make the following important Remark 3.10. Equation (1.12) in Theorem 1.4 is equivalent to:
M( a 1 b 1 ,:::,a n b n ) = R( a 1 ,:::,a n ) ? M( b 1 ,:::,b n ).
(3.14)
Indeed, (3.14) is obtained from (1.12) by ? -operating with Zeta on the right, and the converse transition is performed by ? -operating on the right with Moeb.
We take the occasion to note here that Zeta and Moeb lie in the center of the semigroup (Θ n , ? ); this is immediately verified for Zeta by using the formula (3.3) and the bijectivity of the Kreweras complementation map (and then, of course, it also follows for Moeb = Zeta 1 ). As a consequence, when ? -operating with Zeta on the right in (1.12), we can also associate the factor Zeta (on the right-hand side) to R( a 1 ,:::,a n ), and thus bring (1.12) to another equivalent form, M( a 1 b 1 ,:::,a n b n ) = M( a 1 ,:::,a n ) ? R( b 1 ,:::,b n ). 3.11. The proof of Theorem 1.4. Let (A, ') be a noncommutative probability space, and let a 1 , : : : , a n , b 1 , : : : , b n 2 A be such that fa 1 , : : : , a n g is free from fb 1 , : : : , b n g . We will prove that the equality (3.14) (equivalent, as noted above, to (1.12) of 1.4) takes place. Thus, we fix k 1 and 1 i 1 , : : : , i k n , and we will show that the coefficients of z i 1 z i k in M( a 1 b 1 ,:::,a n b n ) and R( a 1 ,:::,a n ) ? M( b 1 ,:::,b n ) are equal. The line of proof is the same as in [6] , Section 3.4 (see also [8] , Section 3.4).
We have:
::,a n ,b 1 ,:::,b n )),
where M( a 1 ,:::,a n ,b 1 ,:::,b n ) 2 Θ 2n will be viewed as acting in the 2n variables is not impossible that a more fortunate choice can be found, we would like to remark that some substantial difference between the 1-and multi-dimensional cases is to be expected anyway, in view of the fact that (Θ n , ? ) is commutative if and only if n = 1. This distinction is particularly significant in the light of the original approach of Voiculescu in [14] , where the S-transform is found as the exponential of a certain commutative Lie group, the group-operation on which is related to ? on Θ 1 . (The analogue of this Lie group in the multidimensional case is noncommutative, and it seems unlikely that a homomorphic S-transform could be found by the same method.)
Let us also mention that in a recent work, U. Haagerup [3] has found another proof of the multiplicativity of the S-transform, based on an elegant adaptation of the "Fock space model" for noncommutative random variables. It is possible that the right concept of multidimensional S-transform might be found via a better understanding of this adapted model. 1.6, 1.10, 1.11, 1.13. 
Proof of the Applications

Notation.
Let n be a positive integer. We consider the set Θ n of formal power series without constant coefficient in n noncommuting variables z 1 , : : : , z n , and use the notations for coefficients introduced in Section 3.1. for every f , g 2 Θ n and r 6 = 0.
The next lemma will be used in the proofs of 1.6 and 1.10. We now head towards the proof of 1.11. We will also need to use the behavior of the operation ? under multiplication by a scalar, as described in the following. Proof. For every k 1 and 1 i 1 , : : : , i k n we have:
But it is clear that the quantity in (4.10) is exactly the coefficient of
Remark 4.5. It is convenient to use (4.9) in the slightly modified form:
(4.11) (4.11) reduces to (4.9) via the substitution f = r e f , g = e g.
4.
6. Proof of Application 1.11. Let (A, ') and a 1 , : : : , a n , p 2 A be as in the statement of 1.11. Recall that 6 = 0 denotes the trace of the idempotent p. The fact that the rightmost expression in (4.12) can be also written as 1 R( (A) a 1 ,:::,a n ) is an easy exercise, left to the reader.
It is clear that
M(
For the proof of the remaining Applications 1.10 and 1.13, we will use the following freeness criterion. Proof. Let C be the unital subalgebra of A generated by X. The fact that X is free from B means, by definition, that the subalgebras B and C are free in (A, '). We consider the free product of unital algebras B ? C (its construction is independent of the fact that B and C lie in the same algebra A); we will denote the canonical embeddings of B and C in B ? C by b ! e b and c ! e c, respectively (that is, e b "is the name" of the element b 2 B, when viewed in B?C, and similarly for c 2 C and e c 2 B ? C). The equality between (4.15) and the left-hand side of (4.14) is ensured by the hypothesis, while the equality between (4.15) and the right-hand side of (4.14) comes from Theorem 1.4 in the form presented in The proof would be exactly the same, with the only detail that at the point where Remark 3.10 is invoked (in part (a) of the proof), we would now refer to (3.15) instead of (3.14).
4.9.
The proof of Application 1.13. Let (A, '), a 1 , : : : , a n 2 A , p 2 B A be as in the statement of 1.13. We will use the criterion established in 4.7 for proving the freeness of X = fpa 1 p, : : : , pa n pg from the subalgebra pBp in the noncommutative probability space (pAp, where at the last equality sign in the sequence we again used Theorem 1.4 in the form presented in Remark 3.10 (and applied to the instance "fa 1 , : : : , a n g free from B"). Hence the right-hand side of (4.17) has become:
[coef (1, 2, : :
and it is immediately verified that the left-hand side of (4.17) is exactly the same thing.
Finally, for the proof of Application 1.10 we will need the following. the latter quantity is just the expansion of the left-hand side of (4.20), so we are done.
4.11. The proof of Application 1.10. Let (A, ') and a 1 , : : : , a n , b 2 A be as in the statement of 1.10. Let C denote the unital subalgebra of A generated by a 1 , : : : , a n , and put X = fba 1 b, : : : , ba n bg. We will use the freeness criterion 4.7, in the form mentioned in Remark 4.8, for proving that X is free from C in For an off-diagonal entry i 1 6 = i p , we will use the properties of the polar decomposition of circular elements (2.6 in [2] ). Let a j = u j ja j j be the polar decomposition. Then
LEMMA 1.4. In (B, ) let 1 2 A B be a commutative C -subalgebra and c 2 B a circular element, such that A and fc, c g are free. If P 1 , : : : , P n 2 A are such that P i = P i , P i P j = i,j P i , then cP 1 c , : : : , cP n c are free. Proof. This is a result about the distribution of cP 1 c , : : : , cP n c , the various moments being polynomials in the (P j ). Hence it suffices to prove the lemma in case (P j ) are rational, 1 j n. Passing, if necessary, to a larger algebra A, we may assume P 1 , : : : , P n are part of a subalgebra of A with minimal projections of equal traces. This then reduces the proof to the case when (P j ) = 1=n (1 j n).
In turn in this last situation we can use Lemma 1.2. Indeed, the same kind of transfer from random matrix results to free variable results used in [2] , to get results about semicircular systems (2.8 in [2] ), when applied to complex Gaussian random matrices brings us to the situation of Lemma 1.2. This means we may assume c = Proof. The freeness assertion for the sP j s follows from 1.4 and 1.5, since s, P 1 , : : : , P n can be realized in a C -probability space so that their joint distribution is the same and the additional properties, related to the C -structure be also satisfied, if '(P j ) 0 and P '(P j ) 1. Since freeness amounts to some polynomial identities in the moments, this is easily seen to be no restriction.
For the assertion concerning the R-functions it suffices to deal with the case when '(P j ) is rational. Clearly the distribution of sP j s depends only on '(P j ).
Since s(P i + P j )s = sP i s + sP j s and P i + P j is an idempotent when i 6 = j, we infer for rational '(P) that the R-transform for the distribution of sPs is of the form '(P)(w). To identify we take P = 1 and use Lemma 1.1.
Free compression.
We first prove the free compression theorem of NicaSpeicher in the C -context for selfadjoint random variables, using a random matrix argument, and then explain that this actually implies the general result.
PROPOSITION 2.1. Let (A, ') be a C -probability space and let X j = X j 2 A (1 j m), P = P = P 2 2 A be such that X 1 , : : : , X m , P are free and '(P) 6 = 0.
Then in (PAP, '(P) 1 ') the random variables PX 1 P, : : : , PX m P are free.
Proof. It will suffice to prove the proposition for an asymptotic random matrix realization of the distribution of X 1 , : : : , X m , P .
Let n(k) 2 N be such that k 1 n(k) ! '(P) as k ! 1 and let D j (k), U j (k), P(k) be M k -valued random variables (1 j m). Assume each D j (k) is a constant selfadjoint diagonal matrix with limit distribution the distribution of X j and let P(k) = diag(1, : : : , 1, 0, : : : , 0) so that Tr P(k) = n(k). Further U j (k) will be random unitary matrices which are independent and uniformly distributed with respect to Haar measure on the unitary group. Similarly V j (k) will be random unitary matrices in M n(k) which are independent and uniformly distributed with respect to Haar measure on U(n(k)). With the identification P(k)M k P(k) M n(k) let W j (k) = (I P(k)) + V j (k). It is easily seen that the W j (k)U j (k) (1 j m) are independent and uniformly distributed with respect to Haar measure on the unitary group. By the results of [3] , we have that (fW j (k)U j (k), (W j (k)U j (k)) g) 1jm , fD j (k) j 1 j mg [ fP(k)g are asymptotically free and the same holds for (fU j (k), U j (k)g) 1jm , fD j (k) j 1 j mg [ fP(k)g. Note also that the classical joint distributions of (W j (k)U j (k)) 1jm , (D j (k)) 1jm , P(k) and (U j (k)) 1jm ,
By an argument as in 3.11 of [3] (X j (k)) 1jm , P(k) are asymptotically free and the same holds for (Y j (k)) 1jm , P(k). Moreover, the joint limit distribution of these noncommutative random variables coincides with the joint distribution of X 1 , : : : , X m , P . Then Z j (k) = P(k)X j (k)P(k) (1 j m) as well as T j (k) = P(k)Y j (k)P(k) (1 j m) provide two asymptotic random matrix realizations of PX 1 P, : : : , PX m P. By a variant of the asymptotic freeness in probability result 3.9 in [3] which also includes constant diagonal matrices (see 5.1, 5.2 in [4]) we infer that as k ! 1, the noncommutative joint moments of U j (k), U j (k) , D j (k), P(k) converge in probability to those of U j , U j , X j , P where U j is a unitary with Haar-distribution on the unit circle and ?-free with respect to X j , P. In particular n(k) 1 Tr n(k) ( (T j (k)) a ) will converge to the moment '(P) 1 '((PX j P) a ) (a 2 N). By 4.3 in [4] we can find a n(k) n(k) constant diagonal matrix ∆ j (k) and a unitary random matrix Ω j (k) (same size) To get the free compression result without the C -assumptions remark that the general result amounts to the vanishing of a family of polynomials in the moments of the X j 's and '(P). The C -case means we know these polynomials vanish if '(X b j ) (b 2 N) are the moments of a compactly supported measure on R and '(P) 2 (0, 1). Since the set of moments of probability measures on R, ( R R x p d(x)) 1pn is easily seen to be a subset of R n with nonempty interior (use measures with n atoms of equal weight), the C -case implies indeed the general case. Thus we have proved: THEOREM 2.2. Let (A, ') be a noncommutative probability space, X j 2 A (1 j m), P = P 2 2 A such that '(P) 6 = 0 and X 1 , : : : , X m , P are free. Then PX 1 P, : : : , PX m P are free in (PAP, '(P) 1 ').
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