Abstract. It has been established quite recently [1] , that a contraction T , having finite defects (rank (I − T * T ), rank (I − T T * ) < ∞) and the spectrum σ(T ) not filling in the closed unit disk D, is similar to a normal operator if and only if
Introduction
It is common knowledge [14] that an operator on a Hilbert space has an unconditionally convergent spectral decomposition if and only if it is similar to a normal operator. That is why it is important to have simple and efficient tests for similarity of a given operator to a normal one.
It has been established recently [1] that a contraction T (i.e., an operator with norm less or equal to one), having finite defects (rank (I −T * T ), rank (I − T T * ) < ∞) and with the spectrum σ(T ) not filling in the closed unit disk D, is similar to a normal operator if and only if it has the so-called (LRG) property
The abbreviation (LRG) stands for the linear resolvent growth. It was shown later [9] that the "only if" part of the assertion is no longer true if T is not a contraction. Therefore, it is natural to ask what larger (than the class of contractions) classes of operators obey the linear resolvent growth test for similarity to a normal operator, formulated above.
Let us introduce some notation to formulate the main results of this paper. We say that a contraction T has the uniform trace boundedness property (the 
where b µ (T ) = (I − µT ) −1 (T − µ) and µ ∈ D. Furthermore, an operator L possesses the modified (UTB) property, if
Here |A| is the self-adjoint factor (A * A) 1 2 of an operator A in its polar decomposition.
The following theorem holds. Here L c stands for the complete part of L. Theorem 0.1 is a product of a further development of an approach suggested in [6] . Nevertheless, the information provided by the latter work is far from being sufficient for the proof of the result. Essentially it will rely on the next theorem.
Theorem 0.2. Let T be a contraction on a Hilbert space and σ(T ) = D. If T ∈ (LRG) and T c ∈ (UTB) along with I − (T * )
We turn to Theorem 0.1 now. Suppose that an operator L satisfies its assumptions, and, in particular, it is similar to a contraction T . Surprisingly, the positivity condition I − T * T ≥ 0 ensures that tr (I − T * c T c ) admits a bound in terms of tr |I −L * c L c | in a "regular" situation. The converse bound, generally speaking, is not true (see Lemma 3.2 and subsequent discussion). However, reducing the general situation to the "regular" one requires some information on the sparseness of σ(L)∩D. We obtain necessary facts combining the (UTB) * and the (LRG) properties. Again, Lemma 0.1 is implicitly present behind every step of the argument.
The paper is organized as follows. In Section 1, we recall some well-known facts on the Sz.-Nagy-Foiaş functional model, geometry of point sets in D and ideals of compact operators. Section 2 deals with the proof of Theorem 0.2. Auxiliary facts needed for Theorem 0.1 are presented in Section 3, and the theorem itself is proved in Section 4. The section is concluded with corollaries of Theorem 0.1 and some open questions.
Preliminaries
The material presented in this section is of common knowledge and is quoted only for the reader's convenience.
1.1. We begin with recalling some standard notation.
By default, all operators appearing in this paper live on separable Hilbert spaces. The spectrum of an operator A is denoted by σ(A), and the point spectrum σ p (A) stays for {λ ∈ σ(A) : Ker (A − λI) = {0}}. An operator A defined on H is called complete, if
where n(λ) is the algebraic multiplicity of λ ∈ σ p (A). We put H c to be the latter linear span and we call A c = A| Hc the complete part of A. The resolvent of A is defined by the formula R λ (A) = (A − λI) −1 . The operators A 1 ∈ L(H 1 ) and A 2 ∈ L(H 2 ) are called similar if there exists a boundedly invertible operator W ∈ L(H 2 , H 1 ) such that A 2 = W −1 A 1 W . Let E and E * be separable Hilbert spaces. We denote by L(E, E * ) the space of bounded linear operators mapping E into E * . We put L(E) = L(E, E). Furthermore, we write H ∞ (L(E, E * )) for the space of L(E, E * )-valued bounded analytic functions on the unit disk D = {z ∈ C : |z| < 1}. We put BH ∞ (L(E, E * )) to be the unit ball of the space. Similarly, we denote by L ∞ (L(E, E * )) the space of the L(E, E * )-valued bounded measurable functions on the unit circle T = {z ∈ C : |z| = 1}. As usual, 
1.2. A wide panorama of the subject we discuss here can be found in monographs [8, 10] . We introduce some notation to define the functional model. Let us fix a
Further, we consider the so-called model space
We denote by T θ an operator defined on K θ by the formula
is the Riesz orthogonal projection and x = x 1 x 2 ∈ K θ . The operator is a contraction, ||T θ || ≤ 1, and it is called the model operator. Any contraction T , defined on a Hilbert space H, can be represented in the form T = U 0 ⊕ T 0 , where U 0 is a unitary operator and T 0 is a completely nonunitary contraction (c.n.u. contraction, to be brief), that is, none of the restrictions of the latter to its reducing subspaces is unitary.
Moreover, for λ ∈ D, we define an operator-valued function θ T (λ) by the formula
and that θ T is pure, that is, the only subspace E ⊂ D T * where θ T (t)| E is a unitary constant a.e. on T is E = {0}.
The following theorem links the two series of definitions given above. The characteristic function θ T of a contraction T will usually be denoted by θ, and a c.n.u. contraction itself will be identified with T θ T . It is transparent from formula (1.2) that θ T * = θ˜, where θ˜(λ) = θ(λ)
* . Finally, a contraction T, σ(T ) ⊂ T, is similar to a unitary operator if and only if the operators θ(λ) are invertible for all λ ∈ D and ||θ(λ) −1 || ≤ C < ∞ (see [4] , [10, ch. 9] ).
1.3. It is well-known that every invariant subspace L of the model operator
The converse is also true, that is, every regular factorization of the characteris-
We refer to [10, ch. 7] for the definition of regular factorizations, as well as for their basic properties. For instance, it follows from the construction that the characteristic function of T θ 2 coincides with the pure part of θ 2 . Also, it is not difficult to see that factorizations θ = θ 2 θ 1 , where θ 2 is inner or θ 1 is * -inner, are regular. In particular, when θ 2 (or θ 1 ) is two-sided inner, the model space K θ admits the following orthogonal decompositions
on T).
We say that θ is two-sided inner if it is inner and * -inner. The function θ is said to be outer ( * -outer) if θH 2 (E * ) = H 2 (E) (the function θ˜is outer).
Let T be a completely nonunitary contraction defined on a Hilbert space
to be the corresponding invariant subspaces of T . Assume that L+L ′ is dense in H. We are interested in conditions for the angle between these subspaces to be positive (or, in other words, when
It is proved in [13] that L + L ′ is a direct decomposition of H if and only if the Bezout equation,
, and an additional equation of the same type is solvable in certain L ∞ spaces as well. It is known (see references in [13] ) that if θ is two-sided inner, the sole equation (1.5) is sufficient to have H = L+L ′ . There are some other special cases, where the solvability of the equation (1.5) implies the conclusion. The following theorem, for instance, is a result of the same type.
′ is a direct sum whenever equation (1.5) is solvable.
1.5. Recall that we may always factorize θ as θ = θ inn θ out and θ = θ out * θ inn * [10, ch. 5] , where the function θ inn (θ inn * ) is inner ( * -inner), and the function θ out (θ out * ) is outer ( * -outer), respectively. These are the so-called inner-outer and * -inner-outer factorizations.
We will use factorizations of the same type having more specific properties.
′ , where i) the functions B, B ′ are Blaschke-Potapov products (see [11] ), admitting scalar multiples, ii) the values of θ 1 and θ ′ 2 are invertible operators for every λ ∈ D and, moreover, ||θ
Then the sum
The proof of the lemma and some comments on formula (1.4) are quoted in the Appendix.
1.6. Detailed information on the geometry of discrete sets in the unit disk can be found in [3, 8] .
For λ, µ ∈ D, we define ̺(λ, µ) = |b µ (λ)| and B δ (µ) = {λ ∈ D : |b µ (λ)| ≤ δ}, where 0 < δ < 1. We say that the set σ = {λ k } is sparse, if there exists a δ > 0 such that
where λ 1 , λ 2 ∈ σ and λ 1 = λ 2 . The set σ is called Carleson if
We say that a set σ is N-Carleson (N-sparse) if it is a union of N Carleson sets (of N sparse sequences), respectively.
1.7. A nice reference on the subject of this subsection is [4] . Let S ∞ denote the ideal of compact operators on H. The Schatten-vonNeumann ideals, S p , 0 < p ≤ ∞, are defined as
where
1/2 and λ k (A) are the eigenvalues of the operator A. If A = A * ∈ S ∞ , we represent it as A = k α k (., e k )e k , where {e k } k are its normalized eigenvectors. We define A + and A − by the formulas
Furthermore, let A ∈ S 1 and {e k } k=1,∞ be an arbitrary orthonormal basis of H. It is known that the sum tr A = k (Ae k , e k ) converges and does not depend on the choice of the orthonormal basis.
It is clear that if A = A * ≥ 0 and A ∈ S 1 , then
This relation implies that tr P AP ≤ tr A for any orthogonal projection P and any operator A with the properties stated above. In particular, if k = rank P < ∞, then
2. Contractions and Their Similarity to a Normal Operator 2.1. We begin this subsection by introducing a new technique. Let {σ j } j=1,N be Carleson sets and σ = ∪ j σ j . Put
and ̺ = ̺ 0 /4(N + 1). Then consider a set given by ∪ z∈σ B ̺ (z). The connectedness components of the latter are denoted by {G n }. The sets σ n are defined as σ n = σ ∩ G n . The construction of {σ n } implies that the sets have the following properties (see [8, ch. 9] , [12] , [6] 
′ , where B ′ is a Blaschke-Potapov product and operators θ
Proof. Construct the above partition for the set σ. It is obvious that the operator-valued function θ
is analytic on G n and ||θ
because of the property iv) of the partition of σ. By the maximum principle for subharmonic functions, we see that ||θ
The inequality also holds for λ ∈ D\{∪ n G n }. Indeed, we have that inf µ∈σ |b µ (λ)| ≥ ̺, and, as above, ||θ 
where λ ∈ D\σ and A 0 is an absolute constant.
2.3. In this subsection, we collect two more technical lemmas on contractions. The first one is proved in [1] .
Lemma 2.3. Let T ∈ (LRG) be a contraction with σ(T ) ∩ D being discrete. Then the eigenvalues of T are algebraically simple.
Below, θ is the characteristic function of a c.n.u. contraction T .
ii) If T ∈ (LRG) and λ ∈ D\σ(T ), then
The first claim of the lemma is proved in [10, ch. 6] . The second claim is [6] , Lemma 3.2. Proof of Theorem 0.2. Let T be a contraction, acting on H, and satisfying the assumptions of the theorem. Let T = U 0 ⊕ T 0 be its canonical decomposition (see Section 1.2). Obviously, T is similar to a normal operator if and only if T 0 is. Therefore, we may assume from the beginning that the contraction T is completely nonunitary.
A contraction T is called a weak contraction if its defect operators
Let θ ∈ BH ∞ (L(E * , E)) be the characteristic function of T . It can be readily seen that the spaces
are invariant with respect to T and T * (n(λ) and n ′ (λ) stand for the algebraic multiplicities of root subspaces of T and T * ). Consequently, the corresponding factorizations of θ and θ˜, say, θ = Bθ 1 and θ˜= B ′ have scalar multiples and, clearly, are two-sided inner. Moreover, the completeness criterion [10] says that they are Blaschke-Potapov products (see [11] ). Lemma 2.3 yields that T and T * do not have nontrivial root subspaces, that is, n(λ) = n ′ (λ) = 1, for λ ∈ σ. Now, put σ 0 = σ(T ) ∩ T. Since dist(λ, σ(T )) = min{dist(λ, σ), dist(λ, σ 0 )} and dist(λ, σ 0 ) ≥ |1 − |λ||, we get with the help of Lemma 2.2 that
Consequently, T c ∈ (LRG). This, together with T c ∈ (UTB), shows that T c is similar to a normal operator by [6] , Theorem 1.1. A by-product of this conclusion is that σ is an N-Carleson set for some integer N (see [6] , Corollary 3.3). Furthermore, Lemma 2.4 implies that the operators θ(λ) ∈ L(E * , E) are invertible for λ ∈ D\σ, and, moreover, we have the bound
Since the operators B(λ) and B ′ (λ) are invertible for λ ∈ D\σ, the invertibility of θ(λ) yields that the operators θ 1 (λ) and θ Lemma 1.1 claims that the sum
One the other hand, we see that the equation
. By Theorem 1.2, the angle between the subspaces H c and L θ ′ 2 is strictly positive and the sum H c + L θ ′ 2 is closed. Consequently, an operator orthogonalizing these subspaces is bounded and has a bounded inverse.
Hence, the operator T is similar to
, which is similar in turn to the orthogonal sum of a diagonal operator and a unitary operator. This means that T is similar to a normal operator, and the theorem is proved.
2
It might seem that our assumptions on T are quite asymmetric. Indeed, we require that T c ∈ (UTB) and I − (T * ) * c (T * ) c be of the trace class only. This point is explained by the following lemma, which we quote without proof. 
Lemma 2.5. Let T ∈ (LRG) be a completely nonunitary contraction and σ(T ) = D. Then the following assertions are equivalent
We put σ p (L) = {λ k } and denote by {X λ } λ∈σp(T ) , X λ = Ker (T − λI), and {Y λ } λ∈σp(L) , Y λ = Ker (L − λI), the families of the eigenspaces of T and L, respectively. The subspaces H 0c and H c are defined by relations
Ker (L − λI). 
we get with the help of (1.7)
The lemma is proved.
3.2. We will prove in this subsection that if L satisfies the assumptions of Theorem 0.1, its point spectrum is not "thicker" than a Blaschke sequence.
H → H 0 be the operator intertwining L and T . For any integer n, we put
It is clear that V H n = H 0n , and N n = dim H n = dim H 0n < ∞ by Lemma 3.1.
We define, further,
n T n V n . We denote by β nk and γ nk the eigenvalues of operators L * n L n and T * n T n , correspondingly. We note that
On the other hand, log 1
where we have used that log 1/x ≤ 1/x − 1 for x > 0. Hence, we have
Passing to the limit by n → ∞, we obtain the conclusion of the lemma.
It turns out that there is no converse bound to that one obtained in Lemma 3.2. Indeed, an analysis of the proof shows that tr (
The inclusion L ∈ (LRG) entails T ∈ (LRG), and, by virtue of Lemma 0.1, b µ (T ) ∈ (LRG). Consequently, b µ (L) ∈ (LRG), and moreover,
and this suggests that b µ (T c ) is a weak contraction. Hence, σ p (T c ) is a Blaschke sequence.
3.3. Now, we may sharpen the conclusion of the previous subsection. Proof. Suppose that the claim of the lemma is false and there exist sequences {N n } and {δ n }, δ n > 0, such that N n → ∞ and δ n → 0, when n → ∞. Suppose also that we may find a sequence {µ n } ⊂ D with the property
. Denote #ω n by N ′ n ; the choice of ω n will be made precise later. Now, consider the subspace
We estimate the norm of b µn (L ωn ) with the help of the Riesz-Dunford calculus formula [2] . To do that, we put γ = {z : |z − λ| = ε, λ ∈ b µn (ω n )} and we choose 0 < ε ≤ δ/2 sufficiently small to guarantee that different circles composing γ do not intersect. We have the following formula for the operator
Its norm may be estimated as follows
′ n δ n , where C 6 does not depend on n. We have used here that, if L ∈ (LRG), then b µ (L) ∈ (LRG) by observation quoted before Corollary 3.1.
Since N n → ∞ and δ n → 0, we may choose ω n by dropping a right number of points from
On the other hand,
and since N ′ n → ∞, we get a contradiction. The lemma is proved. Let an operator L, acting on H, satisfy the assumptions of the theorem. Assume that L is similar to a contraction, defined on H 0 . Without loss of generality, we suppose that T is completely nonunitary. Indeed, if L is similar to a normal operator, then so is T . On the other hand, T can be represented as T = T 0 ⊕ U 0 , where T 0 is a c.n.u. contraction and U 0 is a unitary operator (see Section 1.2). We see that T is similar to a normal operator if and only if T 0 is. Hence, we may assume that T = T 0 . Since σ(L) = D, Corollary 3.1 shows that σ p (T ) satisfies the Blaschke condition. Since T ∈ (LRG), the eigenvalues of T are algebraically simple by Lemma 2.3.
We prove that T is similar to a normal operator with the help of Theorem 0.2.
To apply it, we prove first that
, where
where S is a bounded invertible operator.
This inequality is proved in the lemma below.
Proof. It was already mentioned that Set also H 0j = λ∈σ j X λ and consider operators b µ (T )| H 01 and b µ (T )| H 02 . Observe that the operator b µ (T )| H 02 has the (LRG) property by [6] , Lemma 3.7. Put N 1 = dim H 01 . Then, choose an orthonormal basis {e k } k=N 1 +1,∞ in the subspace H 02 , and complete it up to a basis of the whole space H 0c . We have, The corollary is self-evident, since C 2 (L c ), C 2 ((L * ) c ) ≤ rank |I − L * L|. Recall that a bounded operator L on a Hilbert space H has a ρ-dilation, ρ > 0, if there exists a Hilbert spaceH, H ⊂H and a unitary operator U on it with the property L n = ρP H U n , where P H :H → H is the orthogonal projection. It is well-known [10, ch. 2] that if L has a ρ-dilation, then it is similar to a contraction. This fact yields the following corollary. It is reasonable to put questions on similarity to a normal operator for wider classes of operators. For instance, we do not know whether the (LRG)-type criteria work for polynomially bounded operators (power bounded operators, operators with spectral radius less or equal to one). Neither do we know what techniques should be applied in studying the question in this new setting.
