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Hybrid systems are dynamical systems with the ability to describe mixed discrete-
continuous evolution of a wide range of systems. Consequently, at ﬁrst glance, hybrid
systems appear powerful but recalcitrant, neither yielding to analysis and reasoning
through a purely continuous-time modeling as with systems of differential equations, nor
open to inferential processes commonly used for discrete state-transition systems such
as ﬁnite state automata. A convenient and popular model, called hybrid automata, was
introduced to model them and has spurred much interest on its tractability as a tool for
inferenceandmodel checking inageneral setting. Intuitively, ahybridautomaton is simplya
“ﬁnite-state” automatonwith each state augmented by continuous variables, which evolve
according to a set of well-deﬁned continuous laws, each speciﬁed separately for each state.
This article investigates both the notion of hybrid automaton and the model checking
problem over such a structure. In particular, it relates ﬁrst-order theories and analysis
results on multivalued maps and reduces the bounded reachability problem for hybrid
automata whose continuous laws are expressed by inclusions (x′ ∈ f (x,t)) to a decidability
problem for ﬁrst-order formulæ over the reals. Furthermore, the paper introduces a class
of hybrid automata for which the reachability problem can be decided and shows that the
problemof decidingwhether a hybrid automaton belongs to this class can be again decided
using ﬁrst-order formulæ over the reals. Despite the fact that the bisimulation quotient for
this class of hybrid automata can be inﬁnite, we show that our techniques permit effective
model checking for a nontrivial fragment of CTL.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Over the last century, we have come to accept a discrete description of Nature in a quantum mechanical framework,
where system conﬁgurations are in terms of superpositions of discrete states. Nonetheless, in the meso- or macroscopic
world, we still revert to the classical laws of Nature, described in terms of continuous dynamics of continuous variables. For
instance, Newton’s equation of gravitation, Maxwell’s laws of electromagnetic theory, or kinetic theories based on statistical
mechanics, etc. all describe the macroscopic nature quite faithfully, albeit approximately, through differential equations
describing continuous evolution over real domains. In contrast, many natural and engineered systems possessing memory
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Fig. 1. A simple thermostat.
(e.g., digital circuits, or gene regulatory networks), are best described in terms of discrete state-transition systems, where
the systemmoves from one conﬁguration to a non-neighboring conﬁguration in an inﬁnitesimally small amount time, while
resting in a small neighborhood of a quasi-stable conﬁguration between any two consecutive transitions. In principle, such
discrete-statemodels can be described by a suitably formulated continuous system, but then such a systemwould suffer from
unacceptable intractability. In reality, however, Nature often refuses to follow this dichotomy neatly; unfortunately for the
mathematical modelers, there do exist many interesting systems that can be best described in a mixed discrete-continuous
formalism, which can neither be characterized properly using a completely discrete model nor a purely continuous model.
Such systems consist of a discrete program within a continuously changing environment and are dubbed hybrid systems
because of this underlying hybrid nature of the dynamics.
In order tomodel hybrid systems, Alur et al. introduced in [1] thenotion of hybrid automata. Intuitively a hybrid automaton
is a “ﬁnite-state” automaton [2]with continuousvariableswhichevolve according to a set of continuous laws, calleddynamics,
characterizing each discrete location. The continuous evolution of the hybrid automaton is ruled in each location by exactly
one dynamic and the dynamic may change from location to location. Moreover, each location is characterized by a set of
continuous values, called invariant, which deﬁnes the allowed continuous part of the state. Each of the hybrid automaton’s
statesmustmaintain its continuous part inside (satisfying) the invariant. Finally, each of the edges, e, of the hybrid automaton
is labeled by a pair consisting of a set of continuous states and a map Re, referred to as activation and reset, respectively. The
automaton can cross an edge only if the continuous part p of its state enters into the edge’s activation region and after
crossing an edge the continuous part of the automaton state is set to the value Re(p). We present a formal deﬁnition of hybrid
automaton in Section 3. A simple example of hybrid automaton representing a thermostat is depicted in Fig. 1. In particular,
the modeled thermostat controls a heater and it switches the heater either on, if the temperature is lower than 15◦ Celsius,
or off, if the temperature is higher than or equal to 20
◦
Celsius.
Traditionally, hybrid automaton dynamics are speciﬁed by either differential equations or inclusions [1,3]: given a differ-
ential formula, its solutions are the hybrid automaton’s corresponding dynamics. For instance, if the dynamic in a location is
represented by the differential equation x˙ = F (x,t) and f (x,t) is solution of such differential equation, then x′ = f (x,t) is the
dynamic, i.e., x′ can be reached from x after a t-timed continuous evolution. An alternative approach consists in deﬁning the
dynamics through a set of formulæ. These formulæ do not involve derivatives and explicitly constrain the hybrid automaton’s
evolution. This approach is studied in [4,5,6] where dynamics are expressed by formulæ of the form x′ = f (x,t). Specifying
the dynamics by differential equation or inclusions has some advantages against a more explicit representation through
formulæ. First of all, dynamics usually represent evolution ruled by natural laws and usually physical laws are described
by differential equations. Hence, specifying dynamics by differential equations does not require any preprocessing in the
hybrid automata deﬁnition. Moreover, not all differential equations have a computable solution, thus there exist dynamics
which can be exactly speciﬁed by a differential equation, but not by a formula. Finally, since the solutions of any Cauchy
problemare continuous, specifyingdynamicsbydifferential equationsguarantees the continuityof thedynamics themselves.
However, this way of deﬁning dynamics has some drawbacks too. In particular, by specifying dynamics by formulæ, we run
the risk of deﬁning dynamics which may not be differentiable, while in contrast, if we are deﬁning dynamics by differential
equations, this problem is automatically ruled out. Moreover, as already noted, since not all differential equations have
a computable solution, when dynamics are speciﬁed by differential equations, it may result in models whose dynamics
cannot be evaluated exactly. These two approaches, namely, specifying dynamics via formulæ versus doing so via differential
equations, have different implications from a computational viewpoint: in the ﬁrst case, using formulæ enables one to
exploit quantiﬁer elimination and decidability results over ﬁrst-order logic to directly evaluate reachability (of one state
from a given initial state); however, in the latter case, i.e., when using differential equations to deﬁne dynamics, one ﬁrst
needs some preprocessing to compute the dynamics themselves whenever it is possible.
Using hybrid automata, we can study hybrid systems and verify properties over them. In particular, several techniques
have beenproposed to verify properties expressed in somekind of temporal logic, such as CTL* or TCTL, over hybrid automata,
e.g., see [7,1,8,9,10]. These techniques are mainly based on ﬁnite state model checking approaches and exploit equivalence
reductions (i.e., simulation or bisimulation) [11,12,13] to reduce the number of system’s states. In particular, if the system
has either a ﬁnite simulation quotient or a ﬁnite bisimulation quotient, then the property can be veriﬁed on the reduced
model through standard model checking algorithms. Since simulation preserves LTL and bisimulation preserves CTL*, if the
propertyholdson the reducedmodel, then it alsoholdson theoriginal hybrid automaton.During the last fewyears,manysuch
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techniqueshadbeen successfully used to verify speciﬁcations of communicationprotocols and controllers [14,15,16,17].More
recently there have also been several successful applications and consequently a growing interest in their use in analyzing
biological systems [18,19,20,21].
An interesting veriﬁcation problem is the one involving safety condition which requires checking whether a certain
property ϕ, describing all safe situations, never fails during the hybrid automaton’s evolution. Such problem can be naturally
reduced to a reachability problem over hybrid automata. As a matter of fact, to prove that a certain property ϕ is true during
the entire evolution of a hybrid automaton H, we only need to prove that all the states in which ϕ is false are not reachable
by H. Unfortunately, it has been proven in [22] that the halting problem for Turing machines can be reduced to a reachability
problem for a particular class of hybrid automata. Hence, the reachability problem is not decidable in general. However, there
have been proposed many non-trivial (or non-degenerate) classes of hybrid automata for which either reachability problem
or (more generally) temporal logic veriﬁcation is decidable. In [9], Alur et al. introducedmultirate automata as an extensions
of timed automata [23]. Such hybrid automata are characterized by resets which are either identity or constant function zero.
Moreover, their continuous variables evolve like clocks with rational rates (i.e., x becomes c · t + x, where c ∈ Q, in time t).
In the same work, it has been proven that the reachability problem over multirate automata is not decidable in general.
However, by imposing a restriction on dynamics called simplicity condition, decidability for reachability problem and ﬁnite
bisimulation are shown to be achievable. Puri and Varaiya in [3] introduced rectangular hybrid automatawhose dynamics can
be characterized by a differential inclusion of the type x˙ ∈ [l,u], where l and u are rational numbers. Even if Kopke had proved
in [24] that reachability is in general undecidable for such classes of hybrid automata and that three dimensional rectangular
automata have inﬁnite simulation quotient, they showed that, under a condition called initialized condition, reachability
can be decided. Finally, Lafferriere, Pappas and Sastry introduced o-minimal hybrid automata in [25]. Such classes of hybrid
automata guarantee ﬁnite bisimulation quotient, provided that a constant reset condition is imposed on all of automaton’s
edges.
This article aims at studying hybrid automata whose dynamics are inclusion dynamics deﬁned by formulæ. We model
hybrid automata having dynamics of type x′ ∈ f (x,t) and we reduce model checking problems over them to decidability
problems over ﬁrst-order formulæ. Since in this theory f (x,t) need not be differentiable, such kind of dynamics generalizes
dynamics deﬁned by differential inclusions. We show that imposing continuity on f (x,t) with respect to t does not sufﬁce
to guarantee the existence of a proper continuous evolution satisfying the dynamics. As a consequence, we propose a set
of stronger conditions, which relies not only on the existence of such evolution, but also on the decidability of satisﬁability
problem for certain ﬁrst-order formulæ, as described below. Since such results can be achieved using a Michael’s selection
theorem [26], if a hybrid automaton satisﬁes such conditions, it is said to be inMichael’s form. Exploiting Michael’s form, we
present a class of hybrid automata for which reachability problems can be reduced to a decidability problem for ﬁrst-order
formulæ.We show that even if its bisimulation quotient is inﬁnite and the ﬁniteness of its simulation quotient is still an open
problem,model checking over a CTL sub-logic (not preserved under simulation) can be reduced to a decidability problem for
ﬁrst-order formulæ too. We demonstrate that our decidability results cannot be achieved exploiting standard equivalence
reduction techniques such as simulation and bisimulation. Finally, using similar techniques, we prove that the membership
problem of deciding whether a hybrid automaton belongs to this decidable class of automata, is also decidable, because it
can be reduced to the earlier class of decidability problems for model checking of hybrid automata. The class of automata
we study in this article is a generalization of o-minimal hybrid automata, since from each point we can have an inﬁnite
number of continuous trajectories. This approach allows one to model situations in which the dynamics are not exactly
known, e.g., some parameters are missing, as in the case with many models of biochemical pathways. Here, we focus only
on the computability of the reductions from temporal formula to the associated ﬁrst-order formula, without placing any
particular emphasis on their computational complexity. That is to say, we make no effort at presenting the most efﬁcient
reductions, but merely prove that such reductions can be computed in an effective manner.
More speciﬁcally, the article is organized as follows:
Section 2 reviews the notion of ﬁrst-order theory, describes some important theories over real numbers, and presents some
decidability results over them.
Section 3 introduces the formal deﬁnition of hybrid automata.
Section 4 shows that not all hybrid automata whose dynamics are continuous have a continuous evolution. Moreover, it
proposes a set of conditions, calledMichael’s form, which lets us reduce the problem of verifying the existence of
such evolution to a decidability problem over ﬁrst-order formulæ and next it shows how such conditions can be
tested. Finally, it gives an effective reduction from reachability problems over hybrid automata in Michael’s form
to decidability problems for ﬁrst-order formulæ under the assumption of a ﬁnite number of discrete transitions
over locations.
Section 5 introduces a class of hybrid automata, called FOCoRe, which are in Michael’s form and whose resets are restricted
to constantmaps. It shows that every FOCoRe’s evolution can be reduced to a canonical form comprising FOCoRe’s
evolution whose number of discrete transitions is bounded by the number of automaton’s discrete edges and,
hence, that the reachability problem can be decided. Moreover, it proves that FOCoRe automata have inﬁnite
bisimulation quotient in general, and yet model checking over a particular CTL sub-logic, called P , is still
decidable.
Section 6 sketches a complex biological system that can be modeled by using the proposed methods.
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Section 7 concludes the article with some comments, some practical applications, and some open problems and future
works that remain to be addressed.
Part of the material presented in this paper appeared in [27,28].
2. Theories and decidability
In this section, we review the notion of ﬁrst-order theory, we describe some interesting theories and we introduce some
decidability results over them. For a more detailed treatment of these notions, the reader may refer to [29,30].
2.1. Languages, theories, and models
Aﬁrst-order languageL is a tupleL = 〈Var,Const,Funct,Rel,Ar〉,whereVar is a setofvariables,Const is a setof constantvalues,
Funct is a set of functional operators, Rel is a set of relational symbols, and the “arity” function Ar : Funct ∪ Rel → (N \ {0})
associates to each element of Funct and Rel the number of arguments it takes.
A term of L can be deﬁned as:
term ::= X | c | f (term1, . . . ,termAr(f))
where X is a variable in Var, c is a constant in Const, and f is a function in Funct.
An atomic formula ϕa of L has the form 	 or ⊥ (standing for true and false, respectively) or R(term1, . . . ,termAr(R)), where
R is a relational operator in Rel and termi is a term of L for all i ∈ [1,Ar(R)]. Moreover, a formula ϕ of L is deﬁned as follows:
ϕ ::= ϕa | ϕ1 ∨ ϕ2 | ¬ϕ1 | ∀X ϕ1
where ϕa is an atomic formula of L, X is a variable in Var, and ϕi is a formula of L for all i ∈ {1,2}. We deﬁne ϕ1 ∧ ϕ2 as a short
hand for ¬(¬ϕ1 ∨ ¬ϕ2), ϕ1 → ϕ2 as a short hand for (¬ϕ1) ∨ ϕ2, and ∃X ϕ1 as a short hand for ¬∀X ¬ϕ1. The two symbols ∃
and ∀ are called quantiﬁers.
An occurrence of a variable X ∈ Var is bound or quantiﬁed in a formula ϕ, if it occurs in a ϕ’s sub-formula of the kind
either ∀X ϕ¯ or ∃X ϕ¯. An occurrence of a variable is free if it is not bound. Modulo renaming we can safely assume that the
variables which occur bound in a formula do not occur free, and vice versa. A sentence is a formula such that all the variable
occurrences are bound. The set of free variables occurring in the ﬁrst-order formula ϕ is denoted by Free(ϕ). We will use the
notation ϕ[X1, . . ., Xm] (ϕ[X], where X = (X1, . . . ,Xm)) to stress the fact that Free(ϕ) includes the set of variables {X1, . . ., Xm}
(the set of components of the vector X , respectively).
Amodel of a language L is tupleM = 〈M,Const,Funct,Rel〉 where
• M is a nonempty set called support;
• Const : Const → C ⊆ M is an interpretation for (the elements of) Const;
• Funct : Funct →⋃∞k=1 (∏ki=1 M → M), with Funct (f) :∏Ar(f)i=1 M → M, is an interpretation for (the elements of) Funct; and
• Rel : Rel →⋃∞k=1 (∏ki=1 M → {	,⊥}), with Rel (R) :∏Ar(R)i=1 M → {	,⊥}, is an interpretation for (the elements of) Rel.
Let M be a model of L with support M, ϕ[X1, . . . ,Xi, . . . ,Xm] be a formula of L, and p ∈ M. The expression obtained by
replacing Xi by p is denoted by ϕ[X1, . . . ,Xi−1,p,Xi+1, . . . ,Xn] and, strictly speaking, is to be intended as obtained after adding
a new constant cp to the language. With a slight abuse of notation we will use formulæ to also denote these expressions.
The semantics of L-formulæ with respect to a modelM is deﬁned in the standard way (see [29,30]). In particular, we say
that a formula ϕa[p1, . . . ,pm], where ϕa is atomic, holds in M if applying the interpretations of the constant, functional, and
relational operatorswe obtain the truth value	. The formula ϕ1[p1, . . . ,pm] ∨ ϕ2[p1, . . . ,pm] holds inM if either the ﬁrst or the
second disjunct holds inM. The formula¬ϕ1[p1, . . . ,pm] holds inM if ϕ1[p1, . . . ,pm] does not. The formula ∀X ϕ1[X ,p1, . . . ,pm]
holds inM if for each p ∈ M the formula ϕ1[p,p1, . . . ,pm] holds. We say that a formula ϕ[X1, . . . ,Xm] in L is satisﬁable inM if
there exist p1, . . . ,pm ∈ M such that ϕ[p1, . . . ,pm] holds inM. Moreover, we say that ϕ[X1, . . . ,Xm] is valid if ϕ[p1, . . . ,pm] holds
inM for all p1, . . . ,pm ∈ M. When themodelM is clear from the contextwewill simply say that a formula holds (is satisﬁable
or is valid, respectively).
When we speak of models over M, where M is a nonempty set, we are referring to those models whose support is M.
Besides, when Const : Const → C is clear from the context, we use 〈M,C,Funct,Rel〉 to mean 〈M,Const,Funct,Rel〉.
Example 1. Consider the language LR def= 〈Var,Z,{+,*},{},Ar〉. A model for the language LR is the tuple 〈R,Z,Funct,Rel〉
where Funct and Rel are the usual interpretations for {+,*} and {}, respectively and we have a constant for each element
in Z.
Notice that such a model can be “simpliﬁed” to M0 def= 〈R,{0,1},Funct,Rel〉, in the sense that for each formula ϕR in the
language LR there exists a formula ϕ0 in the language L0 def= 〈Var,{0,1},{+,*},{}, Ar〉 such that ϕR is satisﬁable in MR def=
〈R,Z,Funct,Rel〉 if and only if ϕ0 is satisﬁable inM0 def= 〈R,{0,1},Funct,Rel〉.
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Table 1
Decision procedure complexity for 〈R,0,1,+ ,∗, ≥〉
Type Time Complexity Source
General B3(md)2
O(
∑
ni ) [34]
Existential BO(1)(md)O(n
2) [36]
General BO(1)(md)(O(
∑
ni))
4*l−2
[35]
Existential B1+o(1)(m)(1+
∑
ni)(d)
O
(
(
∑
ni)
2
)
[45,46]
General (B log B log log B)(md)(2
O(l))
∏
ni [37,38,39]
Existential (B log B log log B)m(m/s)sdO(
∑
ni) [41,42]
General (B log B log log B)(m)
∏
(ni+1)d
∏
O(ni) [41,42]
Given a set  of sentences and a sentence ϕ, we say that ϕ is a logical consequence of  (denoted,  |= ϕ) if for each model
M it holds that if each formula of  is valid in M (M |= ), then ϕ is valid in M. As a consequence of completeness of
ﬁrst-order logic, we may equivalently say that ϕ is provable from  (see [29,30]). A theory T is a set of sentences such that
if T |= ϕ, then ϕ ∈ T . Given a language L and a model M the complete theory T (M) of M, is the set of all the sentences of
L which are valid in M. Given a model 〈M,C,Funct,Rel〉, we also indicate its complete theory by either 〈M,C,Funct,Rel〉 or
〈M,C,f0, . . . ,fn,r0, . . . rm〉, where Funct = {f0, . . . ,fn} and Rel = {r0, . . . ,rm}. Notice that for each model M it holds that for each
sentence ϕ, either ϕ ∈ T (M) or ¬ϕ ∈ T (M). Two formulæ ϕ1[X] and ϕ2[Y ], where X and Y are two vectors of variables, are
equivalent with respect to a theory T if it holds that T |= ∀X ,Y(ϕ1[X] ↔ ϕ2[Y ]). We say that a theory T admits the so-called
elimination of quantiﬁers, if, for any formula ϕ, there exists a quantiﬁer free formula  such that ϕ is equivalent to  with
respect to T . If there exists an algorithm for deciding whether a sentence ϕ belongs to T or not, we say that T is decidable.
Notice that given a model M, its complete theory T (M) is decidable if and only if both the satisﬁability and the validity of
formulæ inM are decidable.
Example 2. Consider the formula ϕ
def= ∃X (aX2 + bX + C = 0). It is well known that, in the theory of reals with +, *, and,
ϕ holds if and only if the unquantiﬁed formula b2 − 4ac  0 holds.
In the rest of this paper, we will only refer to theories of the form T (M) for some modelM.
2.2. O-Minimal theories
An interesting class of theories is the class of o-minimal theories [31,32]. Given a language L and a model M of L with
support M we say that a set S ⊆ Mk is deﬁnable if and only if there exists a formula ϕ[X1, . . . ,Xk] such that ϕ[p1, . . . ,pk] holds
inM if and only if (p1, . . . ,pk) ∈ S.
Deﬁnition 3 (O-minimal theory). LetL be a ﬁrst-order languagewhose set of relational symbols includes a binary symbol
and letM be amodel ofL in which is interpreted as a linear order. The theory T (M) is order minimal, or simply o-minimal,
if every subset ofM deﬁnable in T (M) is a ﬁnite union of points and intervals (with respect to).
The class of o-minimal theories includes many interesting theories overR. Below, we recall a few of them.
The theoryR =〈R,0,1,+ ,∗, ≥〉 is called semi-algebraic theory. In [33], Tarski showed that such theory admits elimination of
quantiﬁers and that it is decidable. Unfortunately, Tarski’s algorithm has a computational complexity, which could not even
be expressed as a bounded tower of exponents of the input size. In [34], Collins presented an algorithm, called Cylindrical
Algebraic Decomposition (CAD), to decide the satisﬁability of a formula ϕ of LR. Later Hoon Hong, using many useful and
practical heuristics, created the ﬁrst practical quantiﬁer elimination software Qepcad. Alternative CAD-based methods that
are doubly exponential in the number of quantiﬁer alternations rather than the number of variables, have been proposed by
Grigorév [35,36] and Renegar [37,38,39]. New quantiﬁer elimination approaches have been proposed by Basu, Pollack, and
Roy in [40,41,42]. The total time complexity (bit-complexity) [43,44] of the semi-algebraic decision procedures, mentioned
above, are summarized in Table 1, under the hypothesis that the coefﬁcients of the polynomials can be stored with at most
B bits and that the input formulæ have the form:(
Q1X
[1]) (Q2X[2]) . . . (QlX[l]) (ϕ [X[1], . . . ,X[l]])
where Qi ∈ {∀,∃} and Qj /= Qj+1, X[i] is a partition of all the variables in ϕ, with |X[i]| = ni, and ϕ is a quantiﬁer-free formula
with atomic formulæ consisting ofm polynomials of equalities and inequalities of total degree d having the form
gk
(
X[1], . . . ,X[l]
)
 0, k = 1, . . . ,m.
Let an be the set of all the real-analytic functions from [−1,1]n to R. Consider the theory Ran =〈R,0,1,+ ,∗,(f )f∈an, ≥〉
obtained from 〈R,0,1,+ ,∗, ≥〉 by adding all the functions in an. This theory can describe the behavior of some periodic
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trajectories such as sine and cosine functions in a bounded interval. Van denDries noticed in [47] thatRan ismodel complete.
Hence, by Khovanskı˘’s ﬁniteness theorem (see [48]),Ran is also o-minimal. Moreover, Denef and Van den Dries gave in [49]
a proof of model completeness and o-minimality ofRan usingWeirstrass preparation theorem. Finally, in [50] it was shown
that this theory admits the elimination of quantiﬁers after adding the function 1/x (with 1/0 = 0).
Another interesting theory isRexp =〈R,0,1,+ ,∗,ex , ≥〉 which is obtained by (R,0,1, +,∗,) adding the exponential func-
tion ex . Wilkie showed in [51] that this theory is model complete and, as a direct consequence of Khovanskı˘’s results [48], it
is also o-minimal. Moreover, in [32] van den Dries proved that an extension of 〈R,0,1,+ ,∗, ≥〉 by a family of total real analytic
functions admits the elimination of quantiﬁers if and only if such functions are semi-algebraic. Furthermore, Macintyre and
Wilkie presented in [52] an algorithm to decideRexp provided that Schanuel’s conjecture (see [53,54]) holds.
In [55],Wilkie’smethod andKhovanskı˘’s results are used to prove that the semi-algebraic theory extended by exponential
operator and analytic functions, Ran,exp = 〈R,0,1,+ ,∗,(f )f∈an,ex ,〉, is model complete and o-minimal. In [50], a different
proof of these properties is given and it is proved also that the theoryRan,exp,log = 〈R,0,1,+ ,∗,(f )f∈an,ex , log x,〉 admits the
eliminationofquantiﬁers. Recently, LionandRolingaveageometricproof ofRan,exp’s o-minimality andmodel completeness
in [56]. Finally, in [57], Wilkie gave sufﬁcient and necessary conditions for an extension of semi-algebraic theory by total C∞
functions to be o-minimal. In particular, semi-algebraic theory extended by total C∞ Pfafﬁan functions is o-minimal.
3. Hybrid automata
The notion of hybrid automata was ﬁrst introduced in [58,1] as a model and speciﬁcation language for hybrid systems,
i.e., systems consisting of a discrete programwithin a continuously changing environment. In the following subsections, we
introduce both syntax and semantics of such formalism.
3.1. Syntax
First, we introduce some notations and conventions. If p = (p1, . . . ,pk) and s = (s1, . . . ,sk) are vectors in Rk , r ∈ R0,
∓ ∈ {−,+}, and  ∈ { , < , = , > ,}, then we will use p∓ s to denote the vector (p1 ∓ s1, . . . ,pk ∓ sk) and ‖s‖ r to indicate
the relation
(
s2
1
+ · · · + s2
k
)
 r2. Indexed capital letter variables Zm, Z ′m, and Z ′′m, wherem ∈ N, denote variables ranging over
R, while Z , Z
′
, and Z
′′
denote vectors of variables
(
Z
1
, . . . ,Z
k
)
,
(
Z ′
1
, . . . ,Z ′
k
)
, and
(
Z
′′
1
, . . . ,Z
′′
k
)
, respectively. The temporal variables
T , T ′, T1, . . .model time and range overR0. In the following, given a formula ψ[Z] and a modelM, we will denote the set of
tuple of values satisfying ψ in M as Sat(M,ψ), i.e., Sat(M,ψ) def= {p | M |= ψ[p]}. When M is clear from the context we will
simply write Sat(ψ).
We are now ready to formally introduce hybrid automata. For each state of a discrete automaton we have an invariant
condition and a dynamic law. This dynamic law may depend on the initial conditions, i.e., on the values of the continuous
variables at the beginning of the evolution in the state. The jumps from one discrete state to another are regulated by the
so-called activation and reset conditions.
Deﬁnition 4 (Hybrid automaton). Let L be a ﬁrst-order language over the reals, M be a model of L, and Inv, Dyn, Act and
Reset be formulæ of L. A hybrid automaton (of dimension k) H = 〈Z , Z ′, V , E , Inv, Dyn, Act, Reset〉 over M, consists of the
following components:
(1) Z = (Z
1
, . . . ,Z
k
)
and Z ′ = (Z ′
1
, . . . ,Z ′
k
)
are two vectors of variables ranging over the reals;
(2) 〈V ,E〉 is a ﬁnite directed graph; the vertexes of V are called locations, or control modes, the directed edges in E are also
called control switches;
(3) Each v ∈ V is labeled by the two formulæ Inv(v)[Z] and Dyn(v)[Z ,Z ′,T ] such that if Inv(v)[p] holds inM, then Dyn(v)[p,p,0]
holds as well;
(4) Each e ∈ E is labeled by the formulæ Act(e)[Z] and Reset(e)[Z ,Z ′].
The formulæ Inv(v)[Z] and Dyn(v)[Z ,Z ′,T ] are said to be invariant of v and dynamics of v, respectively, while Act(e)[Z] and
Reset(e)[Z ,Z ′] are called activation of e and reset of e, respectively. Moreover, if a reset does not depend on Z , then it is said to
be a constant reset. The formula Dyn(v) is said to be time-invariant, if for all t ∈ R0 the following is true: Dyn(v)[Z ,Z ′,T ] holds
if and only if does Dyn(v)[Z ,Z ′,T + t].
From above formulæ, we can deﬁne the formula
Reset(e)[Z] def= ∃Z ′ Inv(v)[Z ′] ∧ Act(e)[Z ′] ∧ Reset(e)[Z ′,Z] ∧ Inv(u)[Z],
where e = 〈v,u〉.
In the rest of this paper, we write I(v), A(e), andR(e) to mean Sat(Inv(v)), Sat(Act(e)), and Sat(Reset(e)), respectively.
A class of hybrid automata is a set of hybrid automata satisfying a speciﬁc set of properties. Such properties are said to be
(deﬁning) properties of the class. If there exists a ﬁrst-order languageL and amodelM for it such that each property of a class
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H is characterizable by a formula of L which is in T (M) if and only if the property holds, then we say that H is ﬁrst-order
deﬁnable by L andM or, simply, ﬁrst-order deﬁnable. Analogously, a decision problem P is said to be ﬁrst-order deﬁnable by
L andM or ﬁrst-order deﬁnable, if there exists an algorithm mapping each instance p of P into a formula φp of L such that
φp ∈ T (M) if and only if the answer to p is true.
In the preceding deﬁnition of hybrid automaton, we use the formulæ in DynSet to describe the continuous evolution
without using temporal derivatives, thus avoiding the classical approach based on differential equations. Our approach is
similar to the one followed in [6]. In [25], even though automata are deﬁned with differential equations, it is necessary to
compute their solutions in order to apply the bisimulation algorithm and express these solutions by Dyn(v)[Z ,Z ′,T ], whose
intuitivemeaning is that from Z after T instants the continuousﬂowcan reach Z ′. Thus, our hybrid automata generalize several
recently discovered notions in the hybrid systems theory. Note, as an example, that o-minimal hybrid automata [25,6] are
a special case of our hybrid automata, since we do not impose restrictions on the formulæ and on the resets. Moreover, we
admit an inﬁnite number of ﬂows, which can also be self-intersecting. Similarly, rectangular hybrid automata [3,59,24] can be
easily mapped into a subclass of our deﬁnition.
Sometimes we may wish to simply express hybrid automaton dynamics using differential expressions (either equations
or inclusions). Let R be a function assigning to each vertex v ∈ V a system of differential inclusions (that can become a system
of differential equations, as a particular case). We use the notation H = 〈Z , Z ′, V , E , Inv, R , Act, Reset〉 if place of H = 〈Z , Z ′, V ,
E , Inv, Dyn, Act, Reset〉 to denote the fact that, for each vertex v ∈ V , the formula Dyn(v)[Z ,Z ′,T ] corresponds to the solution of
the differential inclusions R (v) when the starting point is Z .
3.2. Semantics and reachability
To formalize the semantics of hybrid automata, we ﬁrst need to introduce the concept of hybrid automaton’s state.
Deﬁnition 5 (States). LetH be a hybrid automaton overM of dimension k. A state q ofH is a pair 〈v,r〉, where v ∈ V is a location
and r = (r1, . . . ,rk) ∈ Rk is an assignment of values for the variables of Z . A state 〈v,r〉 is said to be admissible if Inv(v)[r] holds
inM.
Intuitively, an execution of a hybrid automaton corresponds to a sequence of transitions from one state of the automaton
to another. Hybrid automata have two kinds of transition (and reachability) relations: continuous transition (reachability)
relations, capturing the continuous evolution of a state according to both formulæ Dyn(v) and Inv(v), and discrete transition
(reachability) relation, capturing changes of location driven by the formula Reset(e) and the formula Act(e).
More formally, we can deﬁne hybrid automaton semantics as follow.
Deﬁnition 6 (Hybrid automaton—semantics). LetH be a hybrid automaton overM of dimension k. The continuous reachability
transition relations
t→C between admissible states is deﬁned as follows:
〈v,r〉 t→C 〈v,s〉 ⇐⇒
there exists f : R0 → Rk continuous function such that r = f (0),
s = f (t), and for each t′ ∈ [0,t] the formulæ Inv(v)[f (t′)] and
Dyn(v)[r,f (t′),t′] hold inM. f is called ﬂow function.
The discrete reachability transition relation
e→D, where e ∈ E , between admissible states is deﬁned as follows:
〈v,r〉〈v,u〉→ D〈u,s〉 ⇐⇒ 〈v,u〉 ∈ E and the formulæ Inv(v)[r], Act(〈v,u〉)[r],Reset(〈v,u〉)[r,s], and Inv(u)[s] hold inM.
We use the notation 
λ→′ to indicate that either  λ→C′, if λ ∈ R0, or  λ→D′, when λ ∈ E . Furthermore, we write →C′
to denote that there exists a t such that 
t→C′.
Remark 7. There exist results in the literature, for example, [60,61], that imply a semantics with respect to which the hybrid
automaton is allowed to “touch” statesmomentarilywithout satisfying the state’s invariant; in suchcases, adiscrete transition
must immediately bring the automaton from such “bad” states to other “good” states where the automaton will satisfy the
new invariant. In our view, invariants should be always satisﬁed as they are conditions sine qua non hybrid evolutions cannot
be considered valid. For instance, if we aim to model the temperature of a cooler bringing helium to liquid state, we may
use as invariant the formula Inv(v)[Z] = Z > 0. This invariant models the fact that it is not possible to cool an object to 0
Kelvin (see [62,63]). If we use the semantics used in [60,61], we are implicitly disregarding certain natural limits or physical
laws, in this case, by admitting a thermodynamic absurdity that the cooler could bring helium to 0 degree Kelvin, even
though momentarily. On the contrary, if we use the above semantics such behavior is not allowed. The semantics suggested
in [60,61] allows more hybrid evolutions than our semantics only when the regions satisfying invariants are open. In such
cases, our semantics captures the same hybrid evolutions by considering the automaton whose invariants are the closures
of the original invariants.
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Example 8. Let H be a hybrid automaton with V = {v}, E = {〈v,v〉}, and in which Dyn(v)[Z ,Z ′,T ] is Z ′ = eT*Z , Inv(v)[Z] is 1
Z < e2, Reset(e)[Z ,Z ′] is Z ′ = 1, and Act(e)[Z] is 4 Z  e2. Moreover, let tr be the transition sequence 〈v,1〉 2→C 〈v,e2〉〈v,v〉→ D〈v,1〉.
By the semantics proposed in [60,61], tr is valid, while it is not valid by our semantics. However, if we consider the hybrid
automaton H′ having the same locations, edges, dynamics, activations, and resets of H and whose invariants are deﬁned by
the formula Inv(v)[Z] equal to 1 Z  e2, then, by our semantics, tr is a valid sequence for H′.
Without loss of generality, we consider only hybrid automata whose formulæ are satisﬁable. This assumption is not
restrictive since if this is not the case we can transform the automaton and eliminate the unsatisﬁable formulæ. For instance,
if there exists an edge e such that Reset(e)[Z ,Z ′] is unsatisﬁable we can simply delete the edge from the automaton.
Henceforth, we will omit to mention the model over which the automaton is constructed and the automaton dimension,
unless it is unclear in the context.
Deﬁnition 9 (Trace). Let H be a hybrid automaton and let J ⊆ N be an initial segment ofN (|J| > 1).
A trace of H is a sequence (j)j∈J of admissible states such that:
(1) for all j ∈ J \ {0} there exists a λ in E ∪R0 j−1 λ→j;
(2) for all j ∈ J \ {0,1} there exists an e in E and a λ in E ∪R0 such that either j−2 λ→j−1 e→Dj , or j−2 e→Dj−1 λ→j .
Remark 10. Condition9 in the abovedeﬁnitionhas been introduced todeﬁne anotionof hybrid trace analogous to thenotion
of trajectory deﬁned in dynamical systems. In particular, if we relax Condition 9, we must assume transitive dynamics. For
the sake of concreteness, consider the model of an automatic archer in a two-dimensional world. The archer’s goal is to hit a
target τ with an arrow. Trajectories of the arrow is deﬁned by two parameters, namely, gravity g and an initial linear velocity
of magnitude v, which is assumed, for simplicity, to remain same over a succession of attempts by the archer. After each
successive throw, the archer adjusts the angle of next throw according to the ﬁnal position of the arrow: if the arrow lands
ahead of target, then the throwing angle will be decreased proportionally, if, on the other hand, the arrow lands behind
target, then the throwing angle will be increased proportionally.
The hybrid automata describing such system consists of one vertex, v, and one edge, e: the arrow trajectories aremodeled
by the continuous dynamics in v, while the adjustments of throwing angle are represented by resets on e. The automata has
three continuous variables, Xp, Yp, and θ , representing the arrow position with respect to y-axis, the arrow position with re-
spect to x-axis, and the throwing angle, respectively. Assuming the archer in position 〈Xp,Yp〉,Dyn(v)[Z ,Z ′,T ] def= Y ′p = − 12gT2 +
sin θvT + Yp ∧ X ′p = sin θvT + Xp ∧ θ ′ = θ and Inv(v)[Z] def= Yp  0 ∧ θ ∈ [0, π2 ), where Z ′ = 〈X ′p,Y ′p,θ ′〉 and Z = 〈Xp,Yp,θ〉, can de-
scribe dynamics and invariant on v, respectively. The activation region can be characterized as Act(e)[Z] def= Xp > 0 ∧ Yp = 0
and the reset can be Reset(e)[Z ,Z ′] def= X ′p = 0 ∧ Y ′p = 0 ∧ θ ′ = τ (θ ,Xp), where τ is a function which updates θ according to
the distance by which arrow misses its target.
It is easy to prove that the continuous dynamics of such automaton is not transitive i.e., even if the archer can throw an
arrow from 〈Xp,Yp〉 to 〈X ′p,Y ′p〉 and from 〈X ′p,Y ′p〉 to 〈X ′′p ,Y ′′p 〉 by using the same throwing angle, it is not true that the archer can
throw an arrow from 〈Xp,Yp〉 to 〈X ′′p ,Y ′′p 〉. It is also obvious that the continuous evolution cannot be split into two or more
“sub-evolutions” i.e., even if the archer can throw an arrow from 〈Xp,Yp〉 to 〈X ′p,Y ′p〉 by using a throwing angle θ in time T , it
does not hold that there exists a time T ′ ∈ (0,T) such that the archer can throw an arrow from 〈Xp,Yp〉 to 〈X ′′p ,Y ′′p 〉with throwing
angle θ in time T ′ and from 〈X ′′p ,Y ′′p 〉 to 〈X ′p,Y ′p〉 with the same throwing angle in time T − T ′. In particular, the model has an
intrinsic interleaving behavior which does not admit two consecutive transitions of the same kind.
For such reasons such as this, to handle systems lacking autonomous dynamics, we imposed Condition 9. Notice that the
continuous dynamics of the proposed automaton can be turned into a transitive one by adding a variable which represents
the evolution of the y-velocity during the arrow trajectory. By doing so, we would increase the complexity of the formulæ
involved in the decision procedure, even if we would not necessarily improve the accuracy of the model.
Clearly, a more classical notion of traces can be used in place of Deﬁnition 9, if the transitivity of dynamics is explicitly
required.
Deﬁnition 11 (Transitive trace). Let H be a hybrid automaton whose dynamics are time-invariant and let J ⊆ N be an initial
segment ofN (|J| > 1).
A transitive trace of H is a sequence (j)j∈J of admissible states such that j−1
λ→j , with λ ∈ E ∪R0, for all j ∈ J \ {0}.
Notice that a transitive trace can always be “compacted” in a new trace satisfying Deﬁnition 9. Details are omitted.
There exist traces which do not spend much time in continuous evolution and, in fact, time does not even advance on
them. Hybrid automata admitting such traces are called Zeno hybrid automata.
We can now introduce formally the notion of reachability.
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Deﬁnition 12 (Reachability). Let H be a hybrid automaton of dimension k. A point r ∈ Rk reaches a point s ∈ Rk (in time t) if
there exists a trace tr = 〈v,r〉, . . . ,〈u,s〉, for some v,u ∈ V (and t is the sum of the elapsed times in continuous transitions).
We use ReachSet(r) to denote the set of points reachable from r. Moreover, given a region R ⊆ Rk we use ReachSet(R) to
denote the set ∪r∈RReachSet(r).
One may attempt to compute reachability relation by simply iterating over the computation of points reachable through
continuous and discrete transitions. Unfortunately, this procedure is not effective in general. In fact, transitions might be
characterizable only by undecidable formulæ and, even if single transitions are computable, the global procedure is not
guaranteed to terminate.
Given a trace of H we can identify a path of 〈V ,E〉 as follows.
Deﬁnition 13 (Corresponding path). Let H be a hybrid automaton. The corresponding path of a trace tr = (〈vi,r〉)i∈I of H, is the
path (sequence of nodes) ph = (vi)i∈I on the graph 〈V ,E〉. In this case, we also say that ph corresponds to tr.
Example 14. If tr = 〈v,r0〉,〈v,r1〉,〈u,r2〉,〈v,r3〉, then the corresponding path of tr is ph = 〈v,u,v〉.
3.3. Model checking for hybrid systems
To verify speciﬁcations on hybrid automata, one may want to consider their transition systems and apply classical model
checking techniques (see e.g., [64]). Unfortunately, hybrid automata have inﬁnite state systems and the standard model
checking techniques, which work on ﬁnite state models, cannot be directly applied in this context. To solve this problem,
many authors suggested the use of equivalence reductions based on relations such as simulation and bisimulation. Since
bisimulation preserves branching-time temporal logics such as CTL andCTL*,whenever the bisimulation quotient of a system
is ﬁnite, we could verify CTL and CTL* properties of the system applying ﬁnitemodel checking techniques on its bisimulation
quotient. In a similar vein, if the simulation quotient is ﬁnite we may also attempt to verify LTL properties of the system by
applying ﬁnite model checking techniques on its simulation quotient. Bisimulation has the advantage of preserving more
expressive logics, but in many cases it produces inﬁnite quotients. On the other hand, simulation preserves less expressive
logics, but it can also reduce a signiﬁcantly larger class of automata to ﬁnite state models.
Since ona single hybrid automatonwecan consider both timedanduntimed semantics,we can compute (bi)simulationon
both of them. For these reasons, we distinguish between the so called timed-abstract simulations/bisimulations, computed on
the untimed semantics, and the timed simulation/bisimulation, evaluated on timed semantics.Whenwe talk about simulation
and bisimulation, we refer to timed-abstract simulation and bisimulation, respectively.
An interesting instance of themodel checking problem is the veriﬁcation of safety properties: given a hybrid automatonH
and a property φ, we may wish to test whether φ holds along all of H’s trajectories. Since this is the case if and only if there is
no reachable state inwhichφ does not hold, the veriﬁcation of safety properties naturally reduces to the reachability problem.
Even if it has been proven in [22] that reachability is generally undecidable, many interesting classes of hybrid automata
over which reachability is decidable have been characterized in the literature [24,59,25,6]. A common approach for deciding
reachability of hybrid automata employs the technique of discretizing the automata either using equivalence relationswhich
strongly preserve reachability (e.g., bisimulation [25]) or using abstractions (e.g., predicate abstraction [65,66]). In this paper,
instead, we study reachability on hybrid automata by translating the reachability problem into ﬁrst-order formulæ over the
reals. In particular, we make use of the following results (whose proof is obvious):
Theorem 15. If a classH of hybrid automata is ﬁrst-order deﬁnable by a language L and a modelM,with T (M) decidable, then
the membership problem for a given hybrid automata H inH is decidable.
Theorem 16. If the reachability problem for a given hybrid automaton H is ﬁrst-order deﬁnable by a language L and a modelM,
with T (M) decidable, then the reachability problem for H is decidable.
The formulæweget fromthe translation include formulæoccurring in theautomataandweare interested in theevaluation
of these formulæ in themodelMoverwhich the automaton is deﬁned.Hence, to obtaindecidability resultswewill ultimately
exploit properties of the theory T (M).
4. Dynamics and ﬂow selections
As remarked in Section3,weallow theuseofﬁrst-order formulæ, inplaceof differential equations and inclusions, todeﬁne
hybrid automaton’s ﬂows. In particular, the dynamics are described through formulæ. Since, in general, given a dynamic, we
cannot guarantee the existence of a corresponding ﬂow function, in this section we introduce and study a set of properties
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which ensure such existence. The conditions we will impose on dynamics, will allow us to use Michael’s selection theorem
(see [26,67]) to translate a reachability problem into a ﬁrst-order satisﬁability problem over the reals.
The novelty of our approach mainly lies in the use of continuous selection results [67] which allow us to consider hybrid
automata whose dynamics correspond to non-autonomous differential inclusions. As a direct consequence of such results,
we can derive ﬁrst-order formulæ to encode reachability problems.
All the formulæ presented in this and in the following sections are built upon Inv, Dyn, Act, and Reset by using standard
connectives and ﬁrst-order quantiﬁers. It follows that, if we are considering an automaton over amodelM, all the presented
formulæare evaluatedwith respect to the theoryT (M). Hence,wheneverT (M) is decidable, thedecidability of theproblems
which are reduced to such formulæ follows.
4.1. Dynamics and selection problem
Assuming the continuity of F , the existence of a continuous solution for the Cauchy problem{
x˙(t) = F(t,x(t))
x(0) = c (1)
is ensured by Cauchy-Kovalevskaya’s theorem (see [68]). Hence, specifying hybrid automaton dynamics through differential
equations has the side-effect of guaranteeing the existence of a continuous differentiable ﬂow function satisfying the
dynamics. This remark can be exploited when dynamics is speciﬁed by differential equations, which lead to ﬁrst-order
formula trajectories [25,69].
As remarked we allow the use of formulæ, in place of differential equations and inclusions, to deﬁne hybrid automaton’s
ﬂows. This choice lets us model hybrid automata whose dynamics are not differentiable, but it does not guarantee the
existence of a continuous ﬂow function satisfying the dynamics. In particular, given two formulæDyn(v)[Z ,Z ′,T ] and Inv(v)[Z]
specifying the dynamics in a location v and its invariant, respectively, we are not guaranteed that 〈v,p〉 t→C 〈v,qt〉. This is the
case even if for all t ∈ R0, there exists a qt ∈ Rk such that Dyn(v)[p,qt ,t] ∧ Inv(v)[qt ] holds (see Example 20). Hence, we
need to ﬁnd a set of sufﬁcient conditions for the existence of a continuous function satisfying the dynamics. To this end we
formulate the ﬂow speciﬁcation as a selection problem.
In general, given a family of sets {Sx : x ∈ X}, a selection, or choice function, is a function f : X →⋃x∈X Sx such that, for each
x ∈ X , f (x) ∈ Sx . If X is ﬁnite, then the existence of a selection is obvious. Otherwise, it is necessary to assume (some form of)
the axiom of choice[67,70]. The reader should notice that the axiom of choice does not guarantee continuity. In particular,
there exist families of sets which have no continuous selection.
To ﬁnd a set of sufﬁcient conditions for the continuity of the selection, we need to introduce both the notions of lower
semi-continuity (see [67]) and α-paraconvexity (see [71]).
Deﬁnition 17 (Lower semi-continuous map). Let F : X → 2Y be a map from X to 2Y . We deﬁne F to be lower semi-continuous
(l.s.c.) if for each x ∈ X , for each y ∈ F(x), and for each neighborhood Uy of y, there exists a neighborhood Ux of x such that for
each x′ ∈ Ux it holds F(x′) ∩ Uy /= ∅.
We recall that a Banach space is a normed vector space in which every Cauchy sequence has a limit, i.e., the space is
complete (see, e.g., [67]).
Deﬁnition 18 (α-Paraconvex set). Let L be a normed linear space with metric γ and let α be a real number in [0,1]. A set P ⊆ L
is α-paraconvex if γ (q,P) α*r for all open sphere, Sr , with radius r, and for all q in the convex hull of Sr(p) ∩ P.
A set is called paraconvex if it is α-paraconvex for some α < 1. Notice that if a set is convex, then it is also paraconvex,
whereas there exist sets which are paraconvex and non-convex.
Exploiting lower semi-continuity and properties of Banach spaces, Michael proved the following result (see [71]).
Theorem 19 (Michael’s selection theorem). Let X and Y be a metric space and a Banach space, respectively. Let F be a lower
semi-continuous function from X into the closed α-paraconvex subsets of Y ,with α ∈ [0,1[. Then there exists a continuous selection
function f : X → Y for F , that is f is continuous and ∀x ∈ X we have f (x) ∈ F(x).
The preceding result provides us the sufﬁcient condition we were looking for. Notice that the result is proven under the
hypothesis that F(x) is α-paraconvex and closed for all x ∈ X . Both the closure and the α-paraconvexity of F(x) are necessary.
As a matter of fact, there exists a continuous map from the open interval (−1,+ 1) into closed and not α-paraconvex subsets
ofR2 which has no continuous selection, as illustrated by Example 20 below.
The ﬁrst selection theorem identiﬁed by Michael in [26] has a simpler formulation, but with conditions stricter in
comparison to the one above. In particular, it requires convexity, instead of α-paraconvexity, for all y ∈ Y . Despite this
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Fig. 2. The map  of Example 20.
drawback, we adopt the above version to allow applications to a wider set of systems; e.g., systems like the one presented in
Section 6.
Example 20 (From [67]). Consider the map  : (−2π ,+ 2π) → 2R2 deﬁned as follow:
(t)
def=
{{(
t cos θ , sin θ
) | 1t  θ  1t + 2π − |t|} if t /= 0{
(x,y) | − 1 y  1 ∧ x = 0} otherwise
By deﬁnition, if t = 0, (t) is the set of points in the segment between (0,1) and (0,− 1). Otherwise, if t /= 0, (t) is a
subset of an ellipsoid in R2 obtained after removing the section from angle 1t − |t| to angle 1t . Hence, as t gets smaller, the
arc length of the removed section decreases, while the removed section itself spins around the origin at increasing angular
speed. Moreover, the x-width of (t) shrinks to zero as t → 0, collapsing (t) to (0) (Fig. 2).
The function  can be easily proved to be lower semi-continuous over the entire open interval (−2π ,+ 2π), and yet
there is no continuous selection deﬁned on this interval. As a matter of fact, if we assume for the sake of contradiction that
there exists a selection f (t) continuous in (−2π ,2π), then there should exist limt→0 f (t). But by deﬁnition of , the second
component of f is forced to bounce between 2π and −2π as fast as t gets close to zero. Hence, limt→0 f (t) does not exist and
f (t) cannot be continuous.
Notice that, since there exists no α < 1 such that (t) is α-paraconvex for all t,  does not satisfy the hypothesis of
Theorem 19.
4.2. Michael’s form
In this section, we exploit Theorem 19 and we present a set of conditions which guarantee the existence of a valid
continuous transition.
First of all, we need to characterize those time instants at which the automata, starting from a point p in a location v,
can reach a point q while remaining inside the invariant set of v. We recall that an interval over R0 is a set of the form
{r ∈ R0 | a ≺1 r ≺2 b}, where ≺1, ≺2 are in {<,}, a ∈ R0, b ∈ R0 ∪ {+∞}, and a b.
The following simple lemma holds since Inv(v)[p] implies Dyn(v)[p,p,0].
Lemma 21. Let H be a hybrid automaton. Let p ∈ Rk be such that Inv(v)[p] holds. The formula ∃Z ′(Dyn(v)[p,Z ′,0] ∧ Inv(v)[Z ′])
holds.
The above lemma allows us to focus on the initial segment of time instants, for which there are dynamics that start from
p and remain inside the invariant of v—these dynamics are the main foci of our interest.
Deﬁnition 22 (IHv,p and F
H
v,p). Let H be a hybrid automaton. Let v be a location of H and p be such that Inv(v)[p] holds. IHv,p is
the interval of time instants satisfying the following conditions:
• the formula ∀T ∈ IHv,p ∃Z ′(Dyn(v)[p,Z ′,T ] ∧ Inv(v)[Z ′]) holds;
• 0 ∈ IHv,p;
• IHv,p is maximal with respect to the above requirements.
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Deﬁne the function FHv,p: I
H
v,p → 2R
k
as:
FHv,p(t)
def= {q | Dyn(v)[p,q,t] and Inv(v)[q]}.
We now possess all the ingredients to introduceMichael’s form.
Deﬁnition 23 (Michael’s form). Let H be a hybrid automaton. We say that H is inMichael’s form if for each v ∈ V and for all p
such that Inv(v)[p] holds, there exists an α ∈ [0,1] such that the function FHv,p is lower semi-continuous, and, for each t ∈ IHv,p,
the set FHv,p(t) is closed and α-paraconvex.
Deﬁnition 23 imposes a certain kind of continuity on the set of trajectories and it requires that for each p and for each
time instant t, the set of points reachable from p at time t is a closed α-paraconvex set. This condition will allow us to exploit
Michael’s selection theorem to ﬁnd valid continuous ﬂows.
Example 24. Let H = 〈Z ,Z ′,V ,E ,Inv,Dyn,Act, Reset〉 where:
• Z = (Z1,Z2) and Z ′ = (Z ′1,Z ′2);• V = {v} and E = {e}, where e goes form v to v;
• Inv(v)[Z] is (0 Z1  1 ∧ 0 Z2  1);
• Dyn(v)[Z ,Z ′,T ] is (Z ′
1
= T + Z1 ∧ Z ′2  T2 + Z2);
• Act(e)[Z] is (Z1 = 1 ∨ Z2 = (1− Z1)4);
• Reset(e)[Z ,Z ′] is (Z ′
1
= (Z1)3 + 1 ∧ Z ′2 = 1).
The formulæ inH are ﬁrst-order formulæ over the reals. If p = (p1,p2), with 0 p1,p2  1, then the function FHv,p is deﬁned
as FHv,p(t) = {(q1,q2) | q1 = t + p1,q2  t2 + p2, and q1,q2 ∈ [0,1]}. It is easy to see that p ∈ FHv,p(0) and for each t the set FHv,p(t)
is closed and convex, since it is a segment. Moreover, this function is lower semi-continuous over the interval IHv,p. Hence, H
is in Michael’s form.
Notice that all dynamics expressed by non parametric ODE are in Michael’s form. To see this, simply notice that from
each point p and any time t, there exists just one p′ reachable from p in time t. Hence, the set of all points reachable from p
in time t is (trivially) closed and convex. Moreover, since the trajectory is deﬁned by differential equations, the dynamics is
continuous and, thus, by deﬁnition, it is in Michael’s form.
We now show how to automatically identify a hybrid automaton in Michael’s form. We present a ﬁrst-order formula
which holds if and only if the hybrid automaton under consideration is in Michael’s form. In order to write this formula we
need to use some standard constants, operators and relations over the reals, i.e., 0,+,−, *, and. We assume that the model
M over which our automaton is deﬁned interprets these symbols in the standard way.
First of all, we need to characterize both IHv,p and F
H
v,p by some formulæ. Consider the following formulæ.
φ(H,v)[Z ,Z ′,T ] def= Dyn(v)[Z ,Z ′,T ] ∧ Inv(v)[Z ′]
ψ(H,v)[Z ,T ] def= ∀T ′ (0 T ′  T → (∃Z ′ φ(H,v)[Z ,Z ′,T ′]))
By deﬁnition of FHv,p, it is easy to prove that q ∈ FHv,p(t) if and only if the formula φ(H,v)[p,q,t] holds. Moreover, by deﬁnition
of IHv,p, we can deduce that t ∈ IHv,p if and only if the formula ψ(H,v)[p,t] holds.
Lemma 25. Let H be a hybrid automaton in Michael’s form. Consider the ﬁrst-order formula
ψ(H,v)[Z ,T ] def= ∀0 T ′  T ∃Z ′(Dyn(v)[Z ,Z ′,T ′] ∧ Inv(v)[Z ′])
Assume r to be such that Inv(v)[r] holds. It follows that:
t ∈ IHv,r ⇐⇒ ψ(H,v)[r,t] holds
Proof. (⇒) If t ∈ IHv,r , then from deﬁnition of IHv,r , it follows that for each t′ ∈ [0,t] the formula ∃Z ′(Dyn(v)[r,Z ′,t′] ∧ Inv(v)[Z ′])
holds. Hence, ψ(H,v)[r,t] is true.
(⇐) If ψ(H,v)[r,t] is true, then the formula ∃Z ′(Dyn(v)[r,Z ′,t′] ∧ Inv(v)[Z ′]) holds for each t′ ∈ [0,t], i.e., t ∈ IHv,r . 
The ﬁrst-order formula expressing the lower semi-continuity property for FHv,Z is the following one.
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lsc(H,v)[Z] def= ∀T  0 ∀Z ′ ((ψ(H,v)[Z ,T ] ∧ φ(H,v)[Z ,Z ′,T ])
→ (∀E > 0∃D > 0∀T ′ ((‖T − T ′‖ < D ∧ ψ(H,v)[Z ,T ′])
→ (∃Z ′′ (φ(H,v)[Z ,Z ′′,T ′] ∧ ‖Z ′′ − Z ′‖ < E)))))
It is easy to see that FHv,p is lower semi-continuous if and only if lsc(H,v)[p] holds. The following formula states that FHv,Z (T)
is a closed set.
Closed(H,v)[Z ,T ] def= ∀Z ′ ((∀E > 0 ∃Z ′′ (φ(H,v)[Z ,Z ′′,T ] ∧
‖Z ′ − Z ′′‖ < E))→ φ(H,v)[Z ,Z ′,T ])
With respect to the other properties deﬁning Michael’s form, α-paraconvexity has the most complex ﬁrst-order char-
acterization. For this reason, to write a ﬁrst-order formula, which deﬁnes it, we ﬁrst need to characterize the properties
Between[p,p′,p′′], O-Sphere(p,r)[p′], and C-Sphere(p,r)[p′], which hold if and only if p′ lies in the segment between p and p′′,
p′ lies in the open sphere of radius r centered in p, and p′ lies in the closed sphere of radius r centered in p, respectively.
Between[Z ,Z ′,Z ′′] def= ∧nj=1 (X ′j < Xj ∧ Xj < X ′′j ∧∨n
i /=j(Xi − X ′i )*(X ′′j − X ′j ) = (X ′′i − X ′i )*(Xj − X ′j )
)
O-Sphere(Z ′,X)[Z] def= X > ‖Z − Z ′‖
C-Sphere(Z ′,X)[Z] def= X  ‖Z − Z ′‖
By using above formulæwe can specify the formula Convexify(φ)[p]which holds if and only if p lies in the convexiﬁcation
of the set deﬁned by φ.
Convexify(φ)[Z] def= φ[Z] ∨ ∃Z ′,Z ′′ (φ[Z ′] ∧ φ[Z ′′] ∧ Between[Z ,Z ′,Z ′′])
The above formulæ are quite simple and their correctness can be easily veriﬁed. By using them, we can write the formula
ParaConv(φ,Xα) which holds if and only if the set deﬁned by φ is Xα-paraconvex.
ParaConv(φ,Xα)
def= ∀X > 0 ∀Z ,Z ′(Convexify (φ ∧ O-Sphere(Z ′,X)) [Z]
→ ∃Z ′′(φ[Z ′′] ∧ C-Sphere(Z ′′,Xα*X)[Z]))
Finally, in order to guarantee Michael’s form, we need a formula which holds if and only if for all points p in the invariant
there exists an α in [0,1) such that for all times t in IHv,p, FHv,p is lower semi-continuous and FHv,p(t) is closed and α-paraconvex.
Such a formula may be deﬁned by MForm(H,v) as:
MForm(H,v)
def= ∀Z (Inv(v)[Z] → (∃Xα0 Xα < 1 ∧
∀T (ψ(H,v)[Z ,T ] → (ParaConv(φ (H,v,Z ,T) ,Xα) ∧
Closed(H,v)[Z ,T ]))) ∧ lsc(H,v)[Z])
where φ
(
H,v,Z ,T
) [Z ′] def= φ(H,v)[Z ,Z ′,T ].
Since the locations of a hybrid automaton are ﬁnite, we can write the formula:∧
v∈V
MForm(H,v)
which holds if and only if the corresponding automaton is in Michael’s form.
Notice that, if H is deﬁned over a model M such that T (M) is decidable, then we can decide whether H is in Michael’s
form or not.
4.3. Reachability
Given a hybrid automaton H in Michael’s form and a starting region R ⊆ Rk characterized by a ﬁrst-order formula ρ over
the reals, we may wish to compute the region ReachSet(R) ⊆ Rk of points that can be reached starting from a point in R and
following a trace of H.
Our approach will exploit Michael’s selection theorem. In particular, Michael’s selection theorem will guarantee the
correctness of a translation into appropriate ﬁrst-order formulæ of our reachability and model checking problems.
As already noticed in the previous section, we assume that some standard operators and relations over the reals are
included in the ﬁrst-order language over which our automata are deﬁned (e.g., 0,+,) and that these are interpreted in the
standard way.
As a direct consequence of Lemma 25, we can prove the following result.
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Theorem 26. Let H be a hybrid automaton in Michael’s form. Consider the ﬁrst-order formula
C-Reach(H,v)[Z ,Z ′,T ] def= ( (T > 0 ∧ Dyn(v)[Z ,Z ′,T ] ∧ ψ(H,v)[Z ,T ])∨
(T = 0 ∧ Z = Z ′) ) ∧ Inv(v)[Z] ∧ Inv(v)[Z ′]
Then following holds:
〈v,r〉 t→C 〈v,s〉 ⇐⇒ C-Reach(H,v)[r,s,t] holds
Proof. (⇒) By Deﬁnition 6, we have that 〈v,r〉 t→C 〈v,s〉 if and only if there exists f :R0 → Rk continuous function such that
r = f (0), s = f (t), and the formulæ Inv(v)[f (t′)] and Dyn(v)[r,f (t′),t′] hold for each t′ ∈ [0,t].
From the fact that for each t′ ∈ [0,t]Dyn(v)[r,f (t′),t′] ∧ Inv(v)[f (t′)]holds, it follows thatψ(H,v)[r,t]holds. Hencewededuce
that all the formulæ Inv(v)[r], Inv(v)[s], Dyn(v)[r,s,t], and ψ(H,v)[r,t] hold, as stated.
(⇐) Let us assume that t = 0, r = s, Inv(v)[r], and Inv(v)[s] all hold. Then every continuous function f such that f (0) = s
is a valid ﬂow and, thus, 〈v,r〉 t→C 〈v,s〉 holds by deﬁnition. Let us assume that t > 0, Dyn(v)[r,s,t], ψ(H,v)[r,t], Inv(v)[r], and
Inv(v)[s] hold. By Lemma 25, we have that t ∈ IHv,r . Moreover, s belongs to FHv,r(t), which is lower semi-continuous with closed
and α-paraconvex images. Consider the function F˜: [0,t] → 2Rk deﬁned as:
F˜(T) =
⎧⎨⎩
{r} if T = 0
FHv,r(T) if 0 < T < t
{s} if T = t
It is immediately seen that for each t′ ∈ [0,t] F˜(t′) is closed and α-paraconvex. We prove that F˜ is lower semi-continuous
on [0,t]. Let t′ ∈ [0,t]. We need to consider three distinct cases: (a) t′ = 0; (b) 0 < t′ < t; (c) t′ = t.
(a) If t′ = 0 and y ∈ F˜(0), then y = r. Let Ur be a neighborhood of r. Since, FHv,r is lower semi-continuous there exists a
neighborhood U0 of 0 in I
H
v,r such that for each t
′′ in U0 it holds that FHv,r(t′′) ∩ Ur /= ∅. Since, [0,t] ⊆ IHv,r we get that
U ′
0
= U0 ∩ [0,t) is a neighborhood of 0 in [0,t]. If t′′ ∈ U ′0, there are two possible subcases: either t′′ = 0 or 0 < t′′ < t. If
t′′ = 0, then F˜(0) ∩ Ur = {r} /= ∅. If, on the other hand, 0 < t′′ < t, then F˜(t′′) ∩ Ur = FHv,r(t′′) ∩ Ur /= ∅.
(b) If 0 < t′ < t and y ∈ F˜(t′), then y ∈ FHv,r(t′). Let Uy be a neighborhood of y. Since FHv,r is lower semi-continuous, there
exists a neighborhood Ut′ of t′ in IHv,r such that for each t′′ in Ut′ it holds that FHv,r(t′′) ∩ Uy /= ∅. Since t′ ∈ (0,t) ⊆ IHv,r , we
conclude that U ′t′ = Ut′ ∩ (0,t) is a neighborhood of t′ in [0,t]. If t′′ ∈ U ′t′ , then F˜(t′′) ∩ Ur = FHv,r(t′′) ∩ Ur /= ∅.
(c) If t′ = t and y ∈ F˜(t), then y = s. Let Us be a neighborhood of s. Since FHv,r is lower semi-continuous, there exists a
neighborhood Ut of t in I
H
v,r such that for each t
′′ in Ut , it holds that FHv,r(t′′) ∩ Us /= ∅. Since [0,t] ⊆ IHv,r , we get that
U ′t = Ut ∩ (0,t] is a neighborhood of t in [0,t]. If t′′ ∈ U ′t , then there are two possible sub-cases: namely, either t′′ = t or
0 < t′′ < t. If t′′ = t, then F˜(0) ∩ Us = {s} /= ∅. If 0 < t′′ < t, then F˜(t′′) ∩ Us = FHv,r(t′′) ∩ Us /= ∅.
Since F˜: [0,t] → 2Rk is lower semi-continuous, [0,t] is a metric space, Rk is a Banach space, and F˜(t′) is closed and α-
paraconvex, for each t′ in [0,t], by Theorem 19, wemay deduce the following: there exists f : [0,t] → Rk continuous selection
for F˜ . Hence, by deﬁnition of continuous selection (see [67]), f is a continuous function such that for each t′ ∈ [0,t] it holds
f (t′) ∈ F˜(t′). From this last statement, we further deduce that: f (0) = r; f (t) = s; for each 0 < t′ < t it holds that f (t′) ∈ FHv,r(t′),
i.e., Dyn(v)[r,f (t′),t′] and Inv(v)[f (t′)]. Consider the function f˜ :R0 → Rk deﬁned as:
f˜ (T) =
{
f (T) if T ∈ [0,t]
s if T > t
We conclude that 〈v,r〉 t→C 〈v,s〉, as desired. 
One may observe that for any edge 〈v,u〉 ∈ E the discrete reachability is characterized by the ﬁrst-order formula
D-Reach(H,〈v,u〉)[Z ,Z ′] def= Inv(v)[Z] ∧Act(〈v,u〉)[Z]∧
Reset(〈v,u〉)[Z ,Z ′] ∧ Inv(v)[Z ′]
Given a point r ∈ Rk , we see that the formula C-Reach(H,v)[r,Z ′,t], as deﬁned in Theorem 26 and with free variables in
Z ′, characterizes the set of points reachable from r at v using only continuous dynamics. Similarly, the ﬁrst-order formula
D-Reach(H,e)[r,Z ′] deﬁnes the set of points reachable from r using the discrete transition e.
Suppose that a point r reaches a point s in time t through a trace tr, whose corresponding path is ph = 〈v,u〉. Since
Dyn(v)[r,r,0] and Dyn(u)[s,s,0] hold by Deﬁnition 4, 〈v,r〉 0→C 〈v,r〉 and 〈u,s〉 0→C 〈u,s〉. Hence, tr is equivalent to tr′ of the form
〈v,r〉 t′→C 〈v,r1〉〈v,u〉→ D〈u,s1〉 t
′′→C 〈u,s〉 where t = t′ + t′′. Thus, the reachability can always be expressed through a trace whose
corresponding path is ph = 〈v,u〉 and results in the following ﬁrst-order formula:
1408 A. Casagrande et al. / Information and Computation 206 (2008) 1394–1424
Reach(H,ph)[Z0,Z1,Z2,Z3,T ] def= ∃T1  0,T2  0
(
T = T1 + T2∧
C-Reach(H,v)[Z0,Z1,T1]∧
D-Reach(H,〈v,u〉)[Z1,Z2]∧
C-Reach(H,u)[Z2,Z3,T2]
)
If we have a path ph = (vi)i∈[0,h] in the graph 〈V ,E〉, then following two cases are possible: either it corresponds to a trace of
H or it does not. In both cases, we can express the desired reachability relationwith a ﬁrst-order formula, which characterizes
all the pairs ofRk that can be connected in H through a trace corresponding to path ph = (vi)i∈[0,h], with ei = 〈vi,vi+1〉
Reach(H,ph)[Z0, . . . ,Z2h+1,T ] def= ∃T0  0, . . . ,Th  0
(
T =∑hi=0 Ti ∧
C-Reach(H,v0)[Z0,Z1,T0] ∧∧
i∈[0,h−1]
(
D-Reach(H,ei)[Z2i+1,Z2i+2]∧
C-Reach(H,vi+1)[Z2i+2,Z2i+3,Ti+1]
))
The above formula considers only traces in which continuous and discrete transitions are alternating. This constraint
is not restrictive since, by reachability and trace deﬁnitions, any trace can be mapped into a trace which satisﬁes the
continuous/discrete alternation and has the same starting and ﬁnishing states. The following lemma proves that the formula
Reach(H,ph)[Z0, . . . ,Z2h+1,T ] is correct and complete.
Lemma 27. Let H = 〈Z ,Z ′,V ,E ,Inv,Dyn,Act,Reset〉 be a hybrid automaton in Michael’s form and ph = (vi)i∈[0,h] be a path in 〈V ,E〉.
It holds that r reaches s in time t through a trace tr whose corresponding path is ph if and only if Reach(H,ph)[r,Z1, . . . ,Z2h,s,t] is
satisﬁable.
Proof. (⇒) Let tr = (i)i∈[0,n] with 0 = 〈v0,r〉 and n = 〈vn,s〉. Since, by Deﬁnition 4, Dyn(v)[r,r,0] and Dyn(u)[s,s,0] hold, if
there are two consecutive discrete transitions i
e→Di+1 e
′→Di+2 in tr, we can replace themby i e→Di+1 0→Ci+1 e
′→Di+2. Hence,
wemay assume that in tr discrete and continuous transitions are alternated. Wemay further assume tr starts and ends with
a continuous transition, since, otherwise, we may simply add either 0
0→C0 or n 0→Cn or both. Thus, we have that n = 2h.
Let i = 〈vi,ri〉 and consider the valuation, which replaces Zi by ri in the formula Reach(H,ph)[r,Z1, . . . ,Z2h,s,t]. By induction
on h, we can prove that this valuation satisﬁes Reach(H,ph)[r,Z1, . . . ,Z2h,s,t].
(⇐) Since Reach(H,ph)[r,Z1, . . . ,Z2h,s,t] is satisﬁable, there exists an assignment to the Zi’s which satisﬁes it by replacing Zi
with zi. Consider the trace tr = (i)i∈[0,2h] such that 0 = 〈v,r〉, 2h = 〈vh,s〉, and foreach i ∈ [1,h− 1],wehave 2i−1 = 〈vi−1,z2i−1〉
and 2i = 〈vi,z2i〉. By induction on the length of ph, we can prove that tr is a trace of H, which connects r to s in time t. 
Let ph be a path of length h. Consider the formula
Reach(H,ph)[Z ,Z ′,T ] def= ∃Z1, . . . ,Z2h Reach(H,ph)[Z ,Z1, . . . ,Z2h,Z ′,T ]
Since Reach(H,ph)[r,s,t] holds if and only if Reach(H,ph)[r,Z1, . . . ,Z2h,s,t] is satisﬁable, by Lemma 27, r reaches s in time
t if and only if there exists a path ph of 〈V ,E〉 such that the formula Reach(H,ph)[r,s,t] holds. So, we could characterize
reachability for a hybrid automaton in Michael’s form, considering the disjunction of all the formulæ for all the paths of
〈V ,E〉. Unfortunately, if 〈V ,E〉 has a cycle, then it has an inﬁnite number of paths and this straightforward approach fails. In
Section 5, we introduce a class of hybrid automata whose traces corresponds to paths of ﬁnite length.
5. First-order constant reset hybrid automata
In this section we introduce and study a class of hybrid automata, First-order constant reset hybrid automata (FOCoRe).
Such automata are inMichael’s form and their resets are constant as in the class of o-minimal hybrid automata. Even though
FOCoRe automata do not admit ﬁnite bisimulation quotient, we can translate reachability problems into satisﬁability of a
particular ﬁrst-order formula over the reals. It follows that if the specifying theory is decidable, then the reachability problem
is decidable.
5.1. FOCoRe deﬁnition
A FOCoRe automaton is simply a hybrid automaton in Michael’s form whose resets are constant. More formally we can
deﬁne it as follows.
Deﬁnition 28 (First-order constant reset automata). We say that a hybrid automaton H is a ﬁrst-order constant reset hybrid
automaton, or simply a FOCoRe, if:
(1) H is in Michael’s form;
(2) All the resets, Reset(e)[Z ,Z ′], of H are constant i.e., if Reset(e)[p,s] holds, then Reset(e)[r,s] holds too for all p, s, and r inRk .
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Condition 28will allowus to exploit Theorem26 to check the existence of a valid continuous ﬂows. Condition 28 is exactly
the condition imposed on o-minimal hybrid automata.
Example 29. Let H = 〈Z ,Z ′,V ,E ,Inv,Dyn,Act, Reset〉 where:
• Z = (Z1,Z2) and Z ′ = (Z ′1,Z ′2);• V = {v} and E = {e}, where e goes form v to v;
• Inv(v)[Z] is (0 Z1  1 ∧ 0 Z2  1);
• Dyn(v)[Z ,Z ′,T ] is (Z ′
1
= T + Z1 ∧ Z ′2  T2 + Z2);• Act(e)[Z] is (Z1 = 1 ∨ Z2 = 1);
• Reset(e)[Z ,Z ′] is (Z ′
1
= 1 ∧ Z ′
2
= 1).
The formulæ inH are ﬁrst-order formulæ over the reals. If p = (p1,p2), with 0 p1,p2  1, then the function FHv,p is deﬁned
as FHv,p(t) = {(q1,q2) | q1 = t + p1,q2  t2 + p2, and 0 q1,q2  1}. It is easy to see that p ∈ FHv,p(0) and for each t the set FHv,p(t)
is closed and convex, since it is a segment. Moreover, this function is lower semi-continuous over the interval IHv,p. It follows
that H is in Michael’s form. Finally, Reset(e)[Z ,Z ′] does not depend on Z . Hence, H is a FOCoRe automaton.
O-Minimal hybrid automata [25,6] are easily seen as special cases of FOCoRe automata. As a matter of fact, o-minimal
hybrid automata allow only one continuous ﬂow from each point, hence an o-minimal hybrid automaton is a FOCoRe for
which the set FHv,p(t) reduces to a singleton, which is obviously closed and convex, for each time instant t. The continuity
of the ﬂow immediately implies the lower semi-continuity of FHv,p(t) over I
H
v,p. On the other hand, the class FOCoRe is not
included in the class of o-minimal hybrid automata, since from each point we allow a set of ﬂows. Moreover, FOCoRe’s ﬂows
are not necessarily solutions of autonomous differential inclusions and their dynamics are not o-minimal in general.
Notice that the identiﬁcation of a FOCoRe automaton can be carried out automatically. In particular, in the remaining part
of this section we present a ﬁrst-order formula which holds if and only if a particular automaton under consideration is a
FOCoRe.
As detailed in Section 4.2, a hybrid automaton H is in Michael’s form if and only if the following formula holds:∧
v∈V
MForm(H,v)
Let us consider Condition 28 of FOCoRe deﬁnition. We just need to characterize the fact that, for all points p,p′,q ∈ Rk , if
Reset(e)[p,q] holds, then Reset(e)[p′,q] does too. It is easy to prove that following formula expresses this fact.
ConstReset(H,e)
def= ∀Z1,Z ′,Z2,Z ′′
((
Reset(e)[Z1,Z ′] ∧ Reset(e)[Z2,Z ′′]
)
→ Reset(e)[Z1,Z ′′]
)
Since both edges and locations are bounded, we can write the formula:∧
v∈V
MForm(H,e) ∧
∧
e∈E
ConstReset(H,e)
which holds if and only if the corresponding hybrid automaton is a FOCoRe.
5.2. Reachability
Given a FOCoRe automatonH and a starting region R ⊆ Rk characterized by a ﬁrst-order formula ρ over the reals, wemay
wish to compute the region ReachSet(R) ⊆ Rk of points that can be reached starting from a point in R and following a trace
of H.
More generally, given a formula Q of a temporal logic, we may also be interested in determining the points of R which
satisfy Q . In the case of o-minimal hybrid automata, reachability as well as other temporal logic properties are checked
through bisimulation. This technique can be appliedwhenever we consider a class C of hybrid automata, which has the ﬁnite
bisimulation property, i.e., each automaton in C has a ﬁnite bisimulation quotient. Unfortunately, the class of FOCoRe does
not possess the ﬁnite bisimulation property, as we will show in Section 5.3.
Our approach will instead exploit the properties of Michael’s form and constant resets. In this section, we demonstrate
how the reachability problem over FOCoRe T -automata can be reduced to the satisﬁability of a ﬁrst-order formula over
the theory T . From this note entails the decidability of the reachability problem over the FOCoRe which are expressed in a
decidable theory.
In Section 4.3, we derived the formula Reach such that if H is a hybrid automaton in Michael’s form, ph = 〈v0, . . . ,vh〉 is
a path in 〈V ,E〉 and r,s ∈ Rk , then r reaches s in time t through a trace tr whose corresponding path is ph if and only if the
ﬁrst-order formula Reach(H,ph)[r,Z1, . . . ,Z2h,s,t] is satisﬁable. As remarked at the end of the same section, if 〈V ,E〉 has a cycle,
then it has an inﬁnite number of paths and, thus the formula Reach cannot be used directly to specify an effective method
to reduce a reachability problem over H to a satisﬁability problem in a ﬁrst-order theory. In the speciﬁc case of FOCoRe, we
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Fig. 3. The Hinf ’s dynamic.
can exploit the constant resets feature and ignore all the paths of 〈V ,E〉 whose length exceeds |E|. Below, we denote the set
of those paths in 〈V ,E〉 of length at most |E| as PE and we write PE (v) to denote the set of path in PE starting from v.
Theorem 30. Let H be a FOCoRe automaton of dimension k. Point s ∈ Rk is reachable from r ∈ Rk by H if and only if there exists
a path ph ∈ PE of length at most |E| such that the formula ∃T  0Reach(H,ph)[r,s,T ] holds.
Proof. The complete proof of the preceding theorem is presented in Appendix. 
Given a FOCoRe automaton H, if PE is the set of paths of 〈V ,E〉 of length at most |E|, we can deﬁne the ﬁrst-order formula
PH[Z ,Z ′] as follows:
PH[Z ,Z ′] def=
∨
ph∈PE
∃T  0Reach(H,ph)[Z ,Z ′,T ]
From Theorem 30, it follows that, given a FOCoRe H, s ∈ ReachSet(r) if and only if the formula PH[r,s] holds. We can now
characterize the set of points reachable from a ﬁrst-order deﬁnable set R ⊆ Rk .
Corollary 31. Let H be a FOCoRe automaton and ρ[Z] be a ﬁrst-order formula. The set ReachSet(Sat(ρ)) is characterized by the
ﬁrst-order formula
SH(ρ)[Z ′] def= ∃Z (ρ[Z] ∧ PH[Z ,Z ′])
Thus, we have reduced our reachability problem to that of deciding the satisﬁability of an existential ﬁrst-order formula
and we get the following corollary.
Corollary 32. Let H be a FOCoRe over a modelM. If T (M) is decidable, then the reachability problem for H is decidable.
5.3. FOCoRe and bisimulation
In this section, we prove that there exists a FOCoRe which does not admit a ﬁnite bisimulation quotient. In particular, we
prove that the hybrid automaton Hinf = 〈Z , Z ′, V , E , Inv, Dyn, Act, Reset〉 where:
• Z = (Z1,Z2) and Z ′ = (Z ′1,Z ′2), where Z1, Z2, Z ′1 and Z ′2 are real variables,• V = {v} and E = {e}, where e goes form v to v,
• Inv(v)[Z] is (−1 Z1  1 ∧ Z2 > 0),
• Dyn(v)[Z ,Z ′,T ] isup [Z ,Z ′] ∧ up′ [Z ,Z ′] ∧ ‖Z ′ − Z‖ T ,whereup [Z ,Z ′] isZ ′2  Z2Z ′1 + Z2(1− Z1)andup′ [Z ,Z ′] isZ ′2  −Z2Z ′1 +
Z2(1+ Z1),
• Act(e)[Z] is (Z1 = 1 ∧ 0 < Z2  1),
• Reset(e)[Z ,Z ′] is (Z ′
1
= −1 ∧ 0 < Z ′
2
 1),
is a FOCoRe and does not admit a ﬁnite bisimulation quotient (Fig. 3).
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Algorithm 1 Bisimulation algorithm for hybrid systems with constant resets
for v ∈ V do
Sv ← compute_initial_partition_from(Av)
while ∃P,P′ ∈ Sv such that ∅ /= P ∩ Prev
(
P′
)
/= P do
P1 ← P ∩ Prev
(
P′
)
P2 ← P \ Prev
(
P′
)
Sv ←
(Sv \ {P}) ∪ {P1,P2}
end while
end for
X/∼←⋃v〈v,Sv〉
Lemma 33. Hinf is a FOCoRe automaton.
Proof. The complete proof is to be found in Appendix. 
To prove that the automaton Hinf does not admit ﬁnite bisimulation quotient, we have to exploit the constant reset
condition in the FOCoRe’s deﬁnition. In particular, by Preσ
(
P
)
’s deﬁnition, and by constant reset condition, it follows that:
Pree
(
P
) = {∅ if P ∩R(e) = ∅A(e) if P ∩R(e) /= ∅
Thus, as reported in [25], Hinf admits a ﬁnite bisimulation quotient if and only if Algorithm 1 terminates, when the initial
partition is the partition Sv induced by the set Av = {I(v)} ∪⋃〈v′ ,v〉∈E {R(〈v′,v〉)} ∪⋃〈v,v′〉∈E {A(〈v,v′〉)}.
However, the following results allow us to conclude that Algorithm 1 does not terminate on Hinf and consequently,
Hinf does not admit ﬁnite bisimulation quotient. Below, we prove that, considering the Hinf automaton, there exists two sets
satisfying the while condition at the end of each cycle of Algorithm1. In particular, we prove that each of algorithm’s iteration
adds to Sv a non-empty set P1 smaller than P such that P1 and P′ satisfy the while condition.
Theorem 34. The automaton Hinf does not admit a ﬁnite bisimulation quotient.
Proof. The complete proof of the preceding theorem is presented in Appendix. 
Next corollary follows from Lemma 33 and Theorem 34.
Corollary 35. There exist FOCoRe automata that do not admit ﬁnite bisimulation quotients.
Proof. By Lemma 33, Hinf is a FOCoRe automaton and, by Theorem 34, Hinf does not admit ﬁnite bisimulation quotient. 
To complete our analysis we brieﬂy comment on the connection between FOCoRe and rectangular automata (see [24]).
It is easy to see that there exist FOCoRe automata which are not rectangular and there exist rectangular automata which
are not FOCoRe. In particular, the automaton Hinf introduced above is a FOCoRe which is not rectangular, since its dynamics
cannot be expressed as a differential inclusion of the kind Z˙ ∈ [cl ,cu] with cl ,cu ∈ Q ∪ ∞. Moreover, the automaton used to
prove that rectangular automata do not always possess ﬁnite bisimulation quotient (see Theorem 6.1.1, page 113, [24]) is not
a FOCoRe, since it is deﬁned by non constant resets.
Notice also that the class “FOCoRe ∩ rectangular” is not empty and that there exist automata in “FOCoRe ∩ rectangular”
which do not admit a ﬁnite bisimulation quotient (see Example 36). However, to prove such a result it is necessary to exploit
unbounded region conditions, while in proving the inﬁnity of the bisimulation quotient for both rectangular automata and
FOCoRe, bounded partitions are sufﬁcient.
Example 36. Let H be the automaton 〈Z , Z ′, V , E , Inv, Dyn, Act, Reset〉 where:
• Z = (Z1,Z2) and Z ′ = (Z ′1,Z ′2), where Z1, Z2, Z ′1 and Z ′2 are real variables,• V = {v} and E = {e}, where e goes form v to v,
• Inv(v)[Z] is −1 Z1  1,
• Dyn(v)[Z ,Z ′,T ] is Z ′
1
= T + Z1 ∧ Z ′2  −T + Z2 ∧ Z ′2  T + Z2,• Act(e)[Z] is (Z1 = 1 ∧ Z2  1),
• Reset(e)[Z ,Z ′] is (Z ′
1
= −1 ∧ Z ′
2
 1).
Notice that H differs from Hinf because of their dynamics. However, since dynamics of H can be expressed as Z˙1 = 1 and
Z˙2 = [−1,1], H is a rectangular automaton. Moreover, it is easy to prove that H is also a FOCoRe.
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Fig. 4. Preimages of the automaton H.
The automaton H does not admit a ﬁnite bisimulation quotient. To prove such statement, let us consider Algorithm 1. The
two sets Prev (A(e)) and Prev
(R(e) ∩ Prev (A(e))) are depicted in Figures 4(a) and 4(b), respectively. Since, they split R(e)
andA(e), the condition ofwhile holds and the algorithm does not stop. In the same way, at every step of the algorithm, a set
of the approximate bisimulation partitions will be split into two sets. Since invariant has no lower bound, we will have the
same situation at every step and the algorithm will never stop. Hence, H does not admit a ﬁnite bisimulation quotient.
5.4. Model checking
Despite the absence of a ﬁnite bisimulation result for FOCoRe, we can still show, by building upon the decidability of the
reachability problem, that a substantial and interesting fragment of CTL can be decided over FOCoRe automata. Since this
fragment is not included in LTL, it is not possible to use simulation equivalence to reduce the model.
Given a FOCoRe automaton of dimension k, let P = {P1[Z], . . ., Pm[Z]} be a set of atomic propositions whose elements are
ﬁrst-order formulæ over the reals with k free-variables and let P be the set of formulæ deﬁned by:
Q ::= P[Z] | ¬ P[Z] | Q1 ∨ Q2 | E♦Q1 | AQ1
Notice that the formula E♦AP[Z], which belongs to P , distinguishes models which are simulation equivalent. (see
[27]).
We deﬁne the semantics of the formulæ of P by structural induction. Our semantics corresponds to the standard CTL
semantics on the transition system deﬁned by the untimed semantics of hybrid automata.
Deﬁnition 37 (P—semantics). LetH be a hybrid automaton. Given a state  = 〈v,r〉 ofH, we say that  satisﬁes theP formula
Q , denoted by Q , if and only if:
• P[Z] iff P[r] holds;
• Q1 ∨ Q2 iff Q1 or Q2;
• ¬Q1 iff  Q1;
• E♦Q1 iff there exists state ′ reachable from  such that ′Q1;
• AQ1 iff for each state ′ reachable from  it holds ′Q1.
Given a FOCoRe automaton H, an admissible state  and a formula Q ∈ P , we can decide Q by reducing the problem
to the validity problem for a ﬁrst-order formula as follows.
Deﬁnition 38. Let H be a FOCoRe, Q be a formula ofP , and v be a state of H. We deﬁne the ﬁrst-order formula 
(
H,Q ,v
) [Z]
as follows:
•  (H,P[Z],v) [Z] is Inv(v)[Z] ∧ P[Z];
•  (H,¬ P[Z],v) [Z] is Inv(v)[Z] ∧ ¬P[Z];
•  (H,Q1 ∨ Q2,v) [Z] is  (H,Q1,v) [Z] ∨  (H,Q2,v) [Z];
•  (H,E♦Q1,v) [Z] is
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ph∈PE (v)
(∃Z ′(∃T  0Reach(H,ph)[Z ,Z ′,T ] ∧  (H,Q1,uph) [Z ′]));
•  (H,AQ1,v) [Z] is∧
ph∈PE (v)
(∀Z ′(∃T  0Reach(H,ph)[Z ,Z ′,T ] →  (H,Q1,uph) [Z ′]));
where we use uph ∈ V to denote the last node of ph ∈ PE (v).
The following theorem associates the validity of the formula 
(
H,Q ,v
)
with the P-formula Q .
Theorem 39. Let H be a FOCoRe automaton and Q be a formula of P . The formula 
(
H,Q ,v
) [r] holds if and only if 〈v,r〉Q .
Proof. The complete proof of the preceding theorem is reported in Appendix. 
We can give some partial results overP extended with the operator EU. Consider the following grammar obtained from
P by adding such an operator.
Q ::= P[Z] | ¬ P[Z] | Q1 ∨ Q2 | E♦Q1 | AQ1 | E
(
Q1UQ2
)
In the rest of this section, we will call this language U,P .
Todeﬁne thesemanticsof theuntil operatorweneed to introduce thenotionofadmissible function. Ifwehave 〈v,r〉→C 〈v,s〉,
then an admissible function is a continuous functionwhich leads from r to s satisfying the dynamics and invariant conditions.
Deﬁnition 40 ((r,s,v) admissible function). Let H be a hybrid automaton and let 〈v,r〉 and 〈v,s〉 be two states of H such
〈v,r〉→C 〈v,s〉. An (r,s,v) admissible function is a continuous function f : [0,t] → Rk such that r = f (0), s = f (t), and, for each
t′ ∈ [0,t], both Inv(v)[f (t′)] and Dyn(v)[r,f (t′),t′] hold.
Notice that, if 〈v,r〉→C 〈v,s〉, there always exists at least one (r,s,v) admissible function.
We only deﬁne the until operator, since the remaining is deﬁned as in P .
Deﬁnition 41 (U,P—semantics). Let H be a hybrid automaton. Given a state 0 = 〈v0,r0〉 of H, we say that 0 satisﬁes theU,P
formula Q1UQ2, denoted by 0E
(
Q1UQ2
)
, if and only if there exists a trace of the form 〈v0,r0〉, . . . ,〈vn,rn〉 such that:
• for each i ∈ [0,n− 1] it holds 〈vi,ri〉Q1;
• 〈vn,rn〉Q2;
• for each i ∈ [0,n− 1] if 〈vi,ri〉→C 〈vi+1,ri+1〉, then there is an (ri,ri+1,vi) admissible function f : [0,t] → Rk such that for each
t′ ∈ (0,t) it holds that 〈vi,f (t′)〉Q1.
We can prove the following result.
Theorem 42. Let H = 〈Z ,Z ′,V ,E ,Inv,Dyn,Act, Reset〉 be a FOCoRe and v ∈ V be a location of H. Moreover, let Q1 and Q2 be two
formulæ of U,P and H′ be the hybrid automaton H′ = 〈Z ,Z ′,V ,E , Inv′, Dyn,Act, Reset〉, where the invariants Inv′ are deﬁned as
Inv′(v)[Z] def= Inv(v)[Z] ∧ ( (H,Q1,v) [Z] ∨  (H,Q2,v) [Z])
for all v ∈ V Consider the formula  (H,H′,E(Q1UQ2),v) [Z] deﬁned by

(
H,H′,E(Q1UQ2),v
) [Z] def=
⎛⎝∃T  0 ∃Z ′ ∨
ph∈PE (v)
Reach(H′,ph)[Z ,Z ′,T ]∧

(
H,Q2,uph
) [Z ′]
⎞⎠
If the automaton H′ is a FOCoRe and the formula 
(
H,H′,E(Q1UQ2),v
) [r] holds, then 〈v,r〉E(Q1UQ2).
Proof. The complete proof of the preceding theorem is presented in Appendix. 
If we consider only transitive dynamics (i.e., dynamics which satisfy the formula Dyn(v)[Z ,Z ′,T ] ∧ Dyn(v)[Z ′,Z ′′,T ′] →
Dyn(v)[Z ,Z ′′,T + T ′]), then we can prove the following result.
Theorem 43. Let H = 〈Z ,Z ′,V ,E ,Inv,Dyn,Act, Reset〉 and v ∈ V be a H’s location.Moreover, let Q1 and Q2 be twoU,P formulæ and
H′ be the hybrid automaton 〈Z ,Z ′,V ,E ,Inv′,Dyn, Act,Reset〉where Inv′(v)[Z] def= Inv(v)[Z] ∧  (H,Q1,v) [Z] for all v ∈ V. Consider the
formula ˜
(
H,H′,EQ1UQ2,v
) [Z] deﬁned by
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∃Z ′ ∃T  0
⎛⎝⎛⎝∀0 T ′ < T ∃Z ′′∨
ph∈PE (v)
∨
ph′∈PE (uph)
(
Reach(H′,ph)[Z ,Z ′′,T ′]∧
Reach(H,ph′)[Z ′′,Z ′,T − T ′] ∧  (H,Q2,uph′) [Z ′])
)
∨⎛⎝∃T ′ > 0 ∀0 < T ′′  T ′ ∃Z ′′∨
ph∈PE (v)
∨
ph′∈PE (uph)
(
Reach(H′,ph)[Z ,Z ′,T ]∧
Reach(H,ph′)[Z ′,Z ′′,T ′′] ∧  (H,Q2,uph′) [Z ′′])
⎞⎠ ⎞⎠
where we use up ∈ V to denote the last node of a path p. If H and H′ are FOCoRe, the continuous dynamics is transitive, and
˜
(
H,H′,EQ1UQ2,v
) [q] holds, then 〈v,q〉EQ1UQ2.
Proof. The complete proof of the preceding theorem is presented in Appendix. 
Despite the obvious limitations of the above results, in that they do not guarantee the decidability of U,P , they still give
us sufﬁcient conditions to prove the existence of a trajectory (ρi)i∈I leaving a state 〈v,r〉 such that the properties Q1 holds
on (ρi)i∈I until the Q2 does. Verifying existence of such properties is crucial in safety veriﬁcation, when we require that a
property fails to hold as long as some security states have not been reached. For these reasons, we argue that, even though
Theorems 42 and 43 do not quite succeed in producing a complete algorithm for deciding 〈v,q〉EQ1UQ2, theywill still prove
important in practice, especially in safety veriﬁcation of FOCoRe.
6. A biological application
RNA silencing is a mechanism widely used by eukaryotes to suppress the effects of unwanted gene transcriptions and is
believed to have evolved to provide defense against either viruses or transposons. Thus, like a miniature immune systems, it
protects cells fromalien geneticmaterials in threeways: (a) identifyingnon-self-elements, (b) producing a speciﬁc responses,
and (c) raising such responses until the threat is cleared.
Bergstrom et al. provide, in [72], a formal model of RNA silencing and identify 4 main actors in the silencing mechanism:
mRNA, dsRNA, RNA-induced silencing complex (RISC), andRISC-mRNAcomplex. In the samepapers, the authors also propose
the followingsystemofdifferential equations, obtained frommass-actionkinetics laws, tomodel theevolutionof thesilencing
mechanisms.
D˙(t) = −a∗D(t) + g∗C(t)
R˙(t) = a∗n∗D(t) − dR∗R(t) − b∗R(t)∗M(t)
C˙(t) = b∗R(t)∗M(t) − (g + dC∗(t)) ∗C(t)
M˙(t) = h− dM∗M(t) − b∗R(t)∗M(t)
where D, R, C, andM represent dsRNA, RISC, RISC-mRNA, and mRNA quantities, respectively, and a, g, dR, b, dC , h, and dM are
environmental coefﬁcients which vary because of an assortment of reasons that are left unaccounted for in the model. In
particular, it would bemore reasonable to assume that the rate of regeneration of dsRNA is not a ﬁxed constant, but varies in
a continuous manner with its value ranging in an interval [gmin, gmax] as the system evolves. These ranges may further differ
from one transcriptome to another depending on the base composition. Consequently, all possible behavior of the system,
modeled as above, cannot be properly inferred from a single simulation.
In order to capture the complete set of behaviors of this biological system, we may approximate its solution by a process,
essentially “integrating semi-algebraic hybrid automaton”, which roughly mimics the steps of a numerical integration algo-
rithm by using dynamics to simulate step function together with interleaving steps and resets. The resulting automaton is
thus equipped with just one location and one transition: its dynamics are ﬁnite approximations obtained from a suitably
truncated Taylor series and its reset is identity. Notice that since the dynamics are polynomial, they areHausdorff continuous.
Thus, if we constrain g to vary only within a close interval G, then the set of points, F[X ,G](t), reachable from any point X
with a generic t-timed continuous evolution is closed. Moreover, for all α and all t, there exists a ﬁnite partition, P (G), of G
such that F[X ,G](t) is α-paraconvex and
F[X ,G](t¯) =
⋃
G¯∈P(G)
F[X ,G](t) (2)
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for all G ∈ P (G) and all t ∈ [0,t]. It follows that F[X ,G] is piece-wise in Michael’s form and, by Lemma 25, we can always
deduce the existence of a continuous ﬂow from X to Y for any Y ∈ F[X ,G](t). We omit an exhaustive discussion of various
topics related to this example and postpone a formal proof of these intuitive observations to future work.
Notice that using α-paraconvexity in place of the —less demanding— convexity in Deﬁnition 23, gave us the possibility of
partitioning G as above and, ultimately, of proving that this system could be represented by a hybrid automaton in Michael’s
form.
Since the dynamics of the automaton arising in this example models the solution of an ODE, the fact that the reachability
can be solved in this approximate sense is not wholly unexpected. However, the systems of the kind, we encountered in
the context of modeling RNA silencing, encompass many of the subtle issues that arise quite frequently in systems biology.
Note that like RNA silencing, many biological processes evolve to acquire robustness and universality: in other words, these
processes work almost equally well for practically all of the genes independent of how these genes and their orthologs in
other organisms vary from species to species, and they continue to carry out their functional roles irrespective of how their
micro-environments ﬂuctuate. Traditionally, the difﬁculties, posed to the systems biology models by these structures, are
circumvented by grossly simplifying it to a toy model (e.g., certain environmental properties are assumed to hold constant,
etc.). However, by building on the hybrid automatamodel, developed here, it is seen that one can reason about rather realistic
models without too coarse a simpliﬁcation or too idealistic an approximation.
7. Conclusions
In this article, we considered the model checking problem over hybrid automata. We exploited some well known results
taken from both logic and analysis and we gave an example of how a tighter interaction between these two mathematical
ﬁelds can still bring some interesting results in theﬁeldof hybrid systemveriﬁcation.As a consequence,wearenowconvinced
that further improvements in this ﬁeld will only come through a cross-disciplinary consilience of many ﬁelds such as logic,
analysis, algebra, symbolic computation, algorithms, and computer science. Development of more efﬁcient algorithms to
decide polynomial formulæ and proving the decidability of theories such as 〈R,0,1,+ ,∗,ex , ≥〉 or 〈R,0,1,+ ,∗,(f )f∈an, ≥〉 will
become the fundamental aims of this emerging ﬁeld in the future. We will beneﬁt in these efforts if we could identify
general analysis results which allow us to reduce continuous reachability to either small formulæ decidability or low
complexity methods. Finally, we expect new developments in computer science (e.g., symbolic computation, computa-
tions modeled by dynamical systems, symbolic model checking, etc.) will harvest such important breakthrough results
and discriminatively effective algorithms, which will obviate the mostly futile semi-decidable heuristics that are now in
use.
In particular, in this work we considered hybrid automata whose dynamics are inclusion dynamics deﬁned by ﬁrst-
order formulæ. We showed that even if the automaton’s dynamics are continuous, we cannot guarantee the existence of a
continuous transition satisfying the dynamics themselves. For this reason, we deﬁned a set of conditions which relates the
existence of such continuous transition and the truth value of a ﬁrst-order formula. Since such results are obtained using
the selection theorem of Michael [26], we say that a hybrid automaton satisfying such conditions is in Michael’s form. If H
is a hybrid automaton in Michael’s form, then we were able to write the ﬁrst-order formula Reach(H,ph)[Z ,Z ′,T ] which holds
if and only if H can reach Z ′ from Z in time T through a trace whose corresponding path is ph. Exploiting this result, we
presented the class of First Order Constant Reset automata, FOCoRe. A FOCoRe is a ﬁrst-order hybrid automaton in Michael’s
form whose resets are constant maps. Aided by the constant reset condition, we were able to prove that we can reduce
the general reachability problem over any FOCoRe H to a simpler reachability problem over the traces of length at most
equal to the number of H’s discrete edges. It follows that the reachability problem for FOCoRe is decidable. We introduced
a CTL sub-logic called P and we proved that model checking problems expressed within P are decidable over FOCoRe.
Notice that, since P is not preserved by simulation and since there exist FOCoRe having inﬁnite bisimulation quotient, our
decidability results cannot be achieved exploiting standard equivalence reduction techniques.
As far as applications of our class of hybrid automata are concernedwebrieﬂy discuss some cases coming fromSystemsBi-
ology. KMA (kineticmass action) based systems of ODEmodels have begun to be considered limited in their applicability, and
it is now felt that their generalizations require many changes to the representation of the underlying mathematical models.
These generalizations must recognize that a biological cell is not a well-mixed system and often involve interactions among
small number of molecules (low copy number). They must also account for the enormous amount of uncertainty that exist
about their parameters. Such stochasticities, uncertainties, and unmodeled dependencies on local micro-environment, etc.
can be expressed in a system allowing for the non-determinism in the ﬂow and easily represented via inclusion formalisms.
Hybrid automata have been already used to model different biological systems (see, e.g., [18,19]). In particular, they
facilitate modeling of systems whose laws drastically change during different developmental stages or epochs of a limit
cycle (e.g., cell cycle, circadian, or ultradian rhythms, etc.). In this context each phase is modeled through a different state
while each phase change corresponds to a discrete edge. The jumps from one phase to another usually occur when the
reactants (e.g., morphogens, transcriptional factors, or microRNAs) reach limit values. One could imagine that the resets in
these cases should be the identity function. However, it is reasonable to introduce some non-determinism on the jumps,
since: (1) the exact jump conditions are not always exactly/ completely known; (2) they can be subject to variations due to
external conditions.Hence, constant resets from the activation region to itself are quite natural in this context. The continuous
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dynamics of each state can be inferred using standard techniques (e.g., Michaelis–Menten, S-systems). Unfortunately, many
parameters are necessary to determine a single-function continuous evolution.When some parameters are unknownwe can
only infer a set of possible continuous evolutions for each state. Applying analysis techniques, such as Taylor approximation
method, we can now approximate these continuous evolutions with polynomials, in order to get a FOCoRe model of the
system.
Furthermore, biological systems are not time-invariant, nor do they operate in a uniform time-scale. For instance, a cell’s
behavior is clearly dependent on its time-dependent micro-environment (e.g., where the organism is in its developmental
processes, etc.). Thus a model that keeps the systems just general enough can be easily argued to be very prudent, especially
in the context of biology. The faster reactions, mediated by a signaling event (e.g., a ligand binding to a receptor) or internal
state change (e.g., a ﬂagella switching from a CW rotation to CCW), are easily represented by explicitly including the natural
hybrid-ness of the system, although, in this context, they require a need to go beyond the constant reset constraints.
An interesting general technique which uses hybrid automata to model cellular processes has been presented in [73],
where the authors proposed a translation of (M,R)-systems [74,75] into hybrid automata. (M,R)-systems model metabolic
processes always distinguishing four phases: normal phase, repair phase, replication phase, and mutation phase. In each
phase environmental input are involved and the jumps from one phase to another are highly non-deterministic. In the
translation proposed in [73] from (M,R)-systems to hybrid automata the dependence from environmental inputs is modeled
adding parameters to the continuous dynamics,while the non-deterministic jumps aremodeled using constant resets.When
the variations of the environmental inputs are not completely known the automata proposed in [73] can be approximated
by FOCoRe automata.
In the future, we plan to further study the expressiveness of ﬁrst-order theories in hybrid automaton context. Since the
Michael’s form can guarantee the existence of a continuous transition for any kind of ﬁrst-order dynamic, we would like to
investigate the possibility of relaxing it by restricting the speciﬁcation theories to o-minimal theories. As a matter of fact,
even if Example 20 proves the existence of a continuous map for which there is no continuous selection, such an example
does not satisfy o-minimality. Moreover, we are interested in the possibility of exploiting ﬁrst-order theories over reals with
restricted variables over naturals to study synchronization problems over hybrid automata. Finally, wewill focus, in the near
future, on applying the techniques presented here to study stability of hybrid systems.
Appendix
Proof of Theorem 30
Proof. (⇐) If there exists a path such that ∃T  0Reach(H,ph)[r,s,T ] holds, then, by deﬁnition of Reach,
∃T  0Reach(H,ph)[r,Z1, . . . ,Z2|ph|,s,T ] is satisﬁable and, by Lemma 27, r reaches s in H.
(⇒) Conversely, if s ∈ ReachSet(r), by Lemma 27, there exists a path ph such that the formula ∃T  0
Reach(H,ph)[r,Z1, . . . ,Z2|ph|,s,T ] is satisﬁable; let ph be one such path of minimal length. Thus, by deﬁnition of Reach, the
formula ∃T  0Reach(H,ph)[r,s,T ] holds. Moreover, if the length of ph is less than or equal to |E|, then ph ∈ PE and we are
done. If, on the other hand, ph is longer than |E|, then ph is of the form 〈v0,v1, . . . ,vh〉 with h > |E|. Hence, by the pigeonhole
principle applied to edges, there must exist at least one repeated subsequence vi, vi+1 in ph. Let ph′ be the path obtained
from ph by removing all such repetitions, i.e.: if in ph there is a subsequence of the form vi, vi+1, . . ., vj , vj+1, vj+2, with vi = vj
and vi+1 = vj+1, then we replace it with vi,vi+1,vj+2. Since we can show that ph′ satisﬁes all the requirements and since it is
strictly shorter than ph, we derive a contradiction. In the following, we prove that ∃T  0Reach(H,ph′)[r, . . . ,s,T ] is satisﬁable.
It is sufﬁcient to prove the thesis in the case ph′ has been obtained from phwith only one removal. Let ph be of the form v0, . . .,
vi,vi+1, . . ., vj ,vj+1,vj+2, . . ., vh with vi = vj and vi+1 = vj+1 and ph′ be v0, . . ., vi,vi+1,vj+2,vh. The formula Reach(H,ph)[r, . . . ,s,T ]
is of the form:
∃T0  0, . . . ,Th  0
(
T =
h∑
l=0
Tl ∧ C-Reach(H,v0)[r,Z1,T0]∧
. . .
C-Reach(H,vi)[Z2i,Z2i+1,Ti]∧
D-Reach(H,〈vi,vi+1〉)[Z2i+1,Z2(i+1)]∧
. . .
C-Reach(H,vj)[Z2j ,Z2j+1,Tj]∧
D-Reach(H,〈vj ,vj+1〉)[Z2j+1,Z2(j+1)]∧
C-Reach(H,vj+1)[Z2(j+1),Z2(j+1)+1,Tj+1]∧
D-Reach(H,〈vj+1,vj+2〉)[Z2(j+1)+1,Z2(j+2)]∧
. . .
C-Reach(H,vh)[Z2h,s,Th]
⎞⎠
while the formula Reach(H,ph′)[r, . . . ,s,T ] is of the form:
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∃T0  0, . . . ,Ti+1  0
∃Tj+2  0, . . . ,Th  0
(
T =
(∑i+1
l=0 Tl +
∑h
l=j+2 Tl
)
∧
C-Reach(H,v0)[r,Z1,T0]∧
. . .
C-Reach(H,vi)[Z2i,Z2i+1,Ti]∧
D-Reach(H,〈vi,vi+1〉)[Z2i+1,Z2(i+1)]∧
C-Reach(H,vi+1)[Z2(i+1),Z2(i+1)+1,Ti+1]∧
D-Reach(H,〈vi+1,vj+2〉)[Z2(i+1)+1,Z2(j+2)]∧
. . .
C-Reach(H,vh)[Z2h,s,Th]
)
where we keep the indexing of ph from j + 2 to 2h.
Let us assume that ∃T  0Reach(H,ph)[r, . . . ,s,T ] can be satisﬁed by replacing Za with za for each a 2h. To satisfy
∃T  0Reach(H,ph′)[r, . . . ,s,T ]we replace Za by za for each a /= 2(i + 1),2(i + 1) + 1.Moreover,we replace Z2(i+1) by z2(j+1) and
Z2(i+1)+1 by z2(j+1)+1. In the followingpartof theproof,weprove that suchareplacementsatisﬁes∃T  0Reach(H,ph′)[r, . . . ,s,T ].
Since the ﬁrst replacement satisﬁes ∃T  0Reach(H,ph)[r, . . . ,s,T ], we have that both the formulæ
Inv(vi)[z2i+1] ∧Act(〈vi,vi+1〉)[z2i+1]∧
Reset(〈vi,vi+1〉)[z2(i+1)] ∧ Inv(vi+1)[z2(i+1)]
and
Inv(vi)[z2j+1] ∧Act(〈vi,vi+1〉)[z2j+1]∧
Reset(〈vi,vi+1〉)[z2(j+1)] ∧ Inv(vi+1)[z2(j+1)]
hold. It follows that
Inv(vi)[z2i+1]∧ Act(〈vi,vi+1〉)[z2i+1]∧
Reset(〈vi,vi+1〉)[z2(j+1)] ∧ Inv(vi+1)[z2(j+1)]
also holds, thus D-Reach(H,〈vi,vi+1〉)[z2i+1,z2(j+1)] holds. The rest of the proof follows from the fact that the replacement
satisﬁes the formula
∃T  0Reach(H,ph)[r, . . . ,s,T ]
Hence ∃T  0Reach(H,ph′)[r, . . . ,s,T ] is satisﬁable, and the formula ∃T  0Reach(H,ph′)[r,s,T ] holds, by deﬁnition
of Reach. 
Proof of Lemma 33
Proof. Toprove thatHinf is a FOCoReautomaton,weneed to showthat it is inMichael’s formand that its resets are constant. To
prove thecondition requiredby thedeﬁnitionofMichael’s form,wehave toprove that foreachv ∈ V andp = (p1,p2) ∈ R2 such
that Inv(v)[p] holds, the function FHv,p is lower semi-continuous and, for all t ∈ IHv,p, FHv,p(t) is a closed and convex set. Aswe have
deﬁned Hinf , for all t ∈ R0, Dyn(v)[p,Z ′,t] is Z ′2  p2Z ′1 + p2(1− p1) ∧ Z ′2  −p2Z ′1 + p2(1+ p1) ∧ ‖Z ′ − p‖ t, where Z ′ =
(Z ′
1
,Z ′
2
). Thus for all t ∈ R0 and all p ∈ R2, Dyn(v)[p,p,t] holds and, if Inv(v)[p] holds, for all t ∈ R0, Dyn(v)[p,p,t] ∧ Inv(v)[p]
holds too.Hence, for all t ∈ R0, the formula∃Z ′ (Dyn(v)[p,Z ′,t] ∧ Inv(v)[Z ′])holds. It follows that IHv,p = [0,+ ∞).Wenowprove
that FHv,p is convex. For all t ∈ IHv,p, FHv,p is such that FHv,p(t) = {q | Dyn(v)[p,q,t] ∧ Inv(v)[q]}, where q = (q1,q2). Hence, by Dyn’s
deﬁnition, FHv,p(t) = Sat(up [p,Z] ∧ up′ [p,Z]) ∩ Sat(Inv(v)) ∩ Sat(‖p− Z‖ t). Since the intersection of convex sets is convex,
to deduce the convexity of FHv,p(t), we will prove the convexity of Sat(up [p,Z] ∧ up′ [p,Z]) ∩ Sat(Inv(v)), and Sat(‖p− Z‖ t).
A set S is convex if and only if for all q,q¯ ∈ S, all points of the segment between q and q¯ are contained in S. The convexity of
Sat(‖p− Z‖ t) is obvious, hence we have to prove the convexity of Sat(up [p,Z] ∧ up′ [p,Z]) ∩ Sat(Inv(v)). In particular, we
need to prove that for all p = (p1,p2), q = (q1,q2), r = (r1,r2) ∈ R2, and for all α ∈ [0,1], if q, r ∈ Sat(up [p,Z] ∧ up′ [p,Z]) ∩
Sat(Inv(v)) then (s1,s2) ∈ Sat(up [p,Z] ∧ up′ [p,Z]) ∩ Sat(Inv(v)), where s1 = (1− α)q1 + αr1 and s2 = (1− α)q2 + αr2. If q ∈
Sat(up [p,Z] ∧ up′ [p,Z]) then q2  p2q1 + p2(1− p1) ∧ q2  −p2q1 + p2(1+ p1) and if r ∈ Sat(up [p,Z] ∧ up′ [p,Z]) then r2 
p2r1 + p2(1− p1) ∧ r2  −p2r1 + p2(1+ p1). Thus
s2 = (1− α)q2 + αr2
 (1− α) (p2q1 + p2(1− p1))+ α (p2r1 + p2(1− p1))
 p2
(
(1− α)q1 + αr1
)+ p2(1− p1) ((1− α) + α) .
But, s1 = (1− α)q1 + αr1 hence
s2  p2
(
(1− α)q1 + αr1
)+ p2(1− p1) ((1− α) + α)
 p2
(
(1− α)q1 + αr1
)+ p2(1− p1)
 p2s1 + p2(1− p1).
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Symmetrically
s2 = (1− α)q2 + αr2
 (1− α) (p2(1+ p1) − p2q1)+ α (p2(1+ p1) − p2q1)
 −p2
(
(1− α)q1 + αr1
)+ p2(1+ p1) ((1− α) + α)
 −p2s1 + p2(1+ p1),
thus, for all s lying on the segment between q and r, the formula up [p,s] ∧ up′ [p,s] holds. Moreover, if Inv(v)[q] and Inv(v)[r]
then−1 q1  1 ∧ q2 > 0and−1 r1  1 ∧ r2 > 0, thus s2 = (1− α)q2 + αr2  (1− α)0+ α0 0. Furthermore, s1 = (1−
α)q1 + αr1  −(1− α) − α  −1 and s1 = (1− α)q1 + αr1  (1− α) + α  1 and hence, for all s belonging to the segment
between q and r, the formula Inv(v)[s] holds. Thus,for all q,r ∈ Sat(up [p,Z] ∧ up′ [p,Z]) ∩ Sat(Inv(v)) and for all s belonging to
the segment between q and r, s ∈ Sat(up [p,Z] ∧ up′ [p,Z]) ∩ Sat(Inv(v)). Hence we have demonstrated the convexity of FHv,p(t).
We now prove that FHv,p is lower semi-continuous. By Deﬁnition 17, F
H
v,p is lower semi-continuous if and only if for all q ∈
FHv,p(t) and for all neighborhoods Uq, = {q′ | ‖q′ − q‖ < } of q there exists a neighborhood Ut,δ = {t′ | |t′ − t| < δ} of t such that
∀t′ ∈ Ut,δ the set (FHv,p(t′) ∩ Uq,) is not empty. Nowwe prove that, for all q ∈ FHv,p(t) and for all  > 0, δ = 2 is such that ∀t′ ∈ Ut,δ
r ∈ (FHv,p(t′) ∩ Uq,), where r is the point in the segment between p and q such that ‖r − q‖ = 23 . Since FHv,p(t) is convex and both
q and p are in FHv,p(t), then r ∈ FHv,p(t). Notice that, since FHv,p(t) = Sat(up [p,Z] ∧ up′ [p,Z] ∧ Inv(v)) ∩ Sat(‖p− Z‖ t), it holds
that if t′  t, then FHv,p(t′) ⊇ FHv,p(t). Thus if t′  t, then r ∈ FHv,p(t′). So assume that t′ < t. By deﬁnition of r, it follows directly
that ‖r − q‖ + ‖p− r‖ = ‖p− q‖. Moreover, since by hypothesis q ∈ FHv,p(t), ‖p− q‖ t. Hence 23 + ‖p− r‖ t holds, but this
formula holds if and only if ‖p− r‖ t − 2
3
. Furthermore, by hypothesis ‖t′ − t‖ < 
2
and t′ < t, thus t < t′ + 
2
. It follows that
‖p− r‖ t − 2
3
< t′ − 
6
. But  > 0 then ‖p− r‖ t′. Moreover, since r ∈ FHv,p(t), the formula up [p,r] ∧ up′ [p,r] ∧ Inv(v)[r]
holds. Hence r ∈ Sat(up [p,Z] ∧ up′ [p,Z] ∧ Inv(v)) ∩ Sat(‖p− Z‖ t′) = FHv,p(t′) and the function FHv,p is lower semi-continuous.
We nowneed to prove that, for all p and for all t ∈ IHv,p, the set FHv,p(t) is closed. By deﬁnition, FHv,p(t) = Sat(up [p,Z] ∧ up′ [p,Z]) ∩
Sat(Inv(v)) ∩ Sat(‖p− Z‖ t). By deﬁnition of our automaton, if p = (p1,p2) and q = (q1,q2), then up [p,q] ∧ up′ [p,q] is q2 
p2q1 + p2(1− p1) ∧ q2  −p2q1 + p2(1+ p1) ∧ ‖p− q‖ t.Moreover, the formula q2  −p2q1 + p2(1+ p1)holds if andonly
if p2q1  −q2 + p2(1+ p1) holds. Thus, from Dyn(v)[p,q,t], it follows that:
q2  p2q1 + p2(1− p1)
 −q2 + p2(1+ p1) + p2(1− p1)
 −q2 + 2p2,
and then q2  p2. Since Inv(v)[q] is −1 q1  1 ∧ q2 > 0 and q2 > p2 ∧ Inv(v)[p] implies q2 > 0, for all p ∈ R2 such that
Inv(v)[p] and for all t ∈ IHv,p, FHv,p(t) = {q | q2  p2q1 + p2(1− p1) ∧ q2  −p2q1 + p2(1+ p1) ∧ −1 q1  1 ∧ ‖p− q‖ t},
where q = (q1,q2). Hence, since FHv,p(t) is an intersection of closed sets, FHv,p(t) is a closed set.
It follows that Hinf is a FOCoRe automaton. 
Lemma 44. For the automaton Hinf , if the formula Inv(v)[p] holds then, for each t ∈ R0, ψ(H,v)[p,t] holds.
Proof. By deﬁnition, ψ(H,v)[p,t] is ∀0 T ′  t ∃Z ′Dyn(v)[p,Z ′,T ′] ∧ Inv(v)[Z ′]. Moreover, by Hinf ’s deﬁnition, Dyn(v)[p,Z ′,T ]
is Z ′
2
 p2Z ′1 + p2(1− p1) ∧ Z ′2  −p2Z ′1 + p2(1+ p1) ∧ ‖p− Z ′‖ T and Inv(v)[p] is−1 p1  1 ∧ p2 > 0,wherep = (p1,p2)
and Z ′ = (Z ′
1
,Z ′
2
)
. It follows that, for all t ∈ R0, Dyn(v)[p,p,t] holds. Thus if Inv(v)[p] holds then, for all t ∈ R0, ∃Z ′
Dyn(v)[p,Z ′,t] ∧ Inv(v)[Z ′] holds. Hence, by deﬁnition of the formula ψ(H,v)[p,t], if Inv(v)[p] holds then, for all t ∈ R0,
ψ(H,v)[p,t] holds too. 
Lemma 45. Let G(r) = {(p1,p2) | p1 = 1 ∧ 0 < p2  r} ⊆ R2. For the automaton Hinf , Prev
(
G(r)
) = {p | 3p2  r(p1 + 2)∧
Inv(v)[p]} , where p = (p1,p2) and v ∈ V.
Proof. By deﬁnitions, G(r) = {(p1,p2) | p1 = 1 ∧ 0 < p2  r} and Inv(v)[(p1,p2)] is p2 > 0 ∧ −1 p1  1. Hence, each point
p in G(r) is such that Inv(v)[p] and then, by Lemma 44 for each t ∈ R0 it holds that ψ(H,v)[p,t]. Thus, from Theorem 26, it
follows that Prev
(
G(r)
) = {p ∈ R2 | ∃q ∈ G(r) ∃T  0 Dyn(v)[p,q,T ] ∧ Inv(v)[p]}. We can now prove that for all (p1,p2) ∈ I(v)
the formula ∃q ∈ G(r) ∃T  0 Dyn(v)[(p1,p2) ,q,T ] holds if and only if p2  r3 (p1 + 2) holds. We proceed as follows: ﬁrst we
show that, for all (p1,p2) ∈ I(v), if p2  r3 (p1 + 2) does not hold then neither does ∃q ∈ G(r) ∃T  0Dyn(v)[(p1,p2) ,q,T ] (claim
7); next we show that, for all (p1,p2) ∈ I(v), ¬
(∃q ∈ G(r) ∃T  0 Dyn(v)[(p1,p2) ,q,T ]) implies the formula p2 > r3 (p1 + 2)
(claim 2).
(1) By deﬁnition, Dyn(v)[p,q,T ] is q2  p2q1 + p2(1− p1) ∧ q2  −p2q1 + p2(1+ p1) ∧ ‖p− q‖ T . Thus, if, for the sake of
contradiction, we assume that both conditions, p2 >
r
3
(p1 + 2) and ∃q ∈ G(r) ∃T  0 Dyn(v)[(p1,p2),q,T ], hold then:
q2  p2q1 + p2(1− p1) > r
3
(p1 + 2)
(
q1 + (1− p1)
)
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Fig. 5. The colored points are in Prev
(
G(r)
)
.
Since (q1,q2) ∈ G(r) and (p1,p2) ∈ I(v), it follows that q1 = 1 and p1  1 hence:
q2 >
r
3
(p1 + 2)
(
q1 + (1− p1)
)
> r
3
(p1 + 2)(2− p1)
> r
3
(4− p2
1
) > r
3
(4− 1) > r
But, by deﬁnition, G(r) = {(q1,q2) | q1 = 1 ∧ 0 < q2  r}. Hence, the equation above contradicts our initial hypothesis.
Thus, for all (p1,p2) ∈ I(v), if p2 > r3 (p1 + 2) holds then ∃q ∈ G(r) ∃T  0 Dyn(v)[(p1,p2) ,q,T ] does not (Fig. 5).
(2) By deﬁnition, Dyn(v)[p,q,T ] is q2  p2q1 + p2(1− p1) ∧ q2  −p2q1 + p2(1+ p1) ∧ ‖p− q‖ T , and if, for the sake of
contradiction, we assume that both formulæ ∀q ∈ G(r) ∀T  0 ¬Dyn(v)[p,q,T ] and p2  r3 (p1 + 2) hold then either q2 <
p2q1 + p2(1− p1), q2 < −p2q1 + p2(1+ p1) or ∀q ∈ G(r)∀T  0 ‖p− q‖ > T . If the formula q2 < p2q1 + p2(1− p1) holds
then:
q2 < p2q1 + p2(1− p1) < r
3
(p1 + 2)
(
q1 + (1− p1)
)
Since (q1,q2) ∈ G(r) and (p1,p2) ∈ I(v), it follows that q1 = 1 and p1  −1 hence:
q2 <
r
3
(p1 + 2)
(
q1 + (1− p1)
)
< r
3
(p1 + 2)(2− p1)
< r
3
(4− p2
1
) < r
3
(4− 1) < r
But, by deﬁnition, G(r) = {(q1,q2) | q1 = 1 ∧ 0 < q2  r} and, in particular,
(
1,r
) ∈ G(r). Hence, the formula q2 < p2q1 +
p2(1− p1) contradicts our hypothesis.
Let us assume that the formula q2 < −p2q1 + p2(1+ p1) holds. Since (q1,q2) ∈ G(r) and (p1,p2) ∈ I(v), by hypothesis,
q1 = 1 and p1  1. It follows that
q2 < −p2q1 + p2(1+ p1) < −p2 + p2(1+ 1) = p2
Moreover, the formula p2  r3 (p1 + 2) holds by hypothesis, thus
q2 < p2 
r
3
(p1 + 2) r
3
= r
But by deﬁnition, G(r) = {(q1,q2) | q1 = 1 ∧ 0 < q2  r} and, in particular,
(
1,r
) ∈ G(r). Hence, the formula q2 < −p2q1 +
p2(1+ p1) contradicts our hypothesis.
Let us ﬁrst assume that ∀q ∈ G(r)∀T  0 ‖p− q‖ > T holds. Let us over-estimate the maximum of ‖p− q‖ when p ∈ I(v),
q ∈ G(r), and p2  r3 (p1 + 2).
max ‖p− q‖ max 2
√
(p1 − q1)2 + (p2 − q2)2
 2
√
max (p1 − q1)2 +max (p2 − q2)2
 2
√
max
(
max p1 −min q1,min p1 −max q1
)2 +max (p2 − q2)2
Since (q1,q2) ∈ G(r), (p1,p2) ∈ I(v), and p2  r3 (p1 + 2) by hypothesis, it follows that q1 = 1, q2 ∈ (0,r], p1 ∈ [−1,1], and
p2 > 0. Moreover:
p2 
r
3
(
p1 + 2
) r
3
(
1+ 2) = r
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Fig. 6. The lighter colored points are in Prev
(
L(r/3)
)
.
Thus:
max ‖p− q‖  2
√
max
(
max p1 −min q1,min p1 −max q1
)2 +max (p2 − q2)2
 2
√
max
(
1− 1,−1− 1)2 +max (p2 − q2)2
 2
√
4+max (max p2 −min q2,min p2 −max q2)2
 2
√
4+max (r − 0,0− r)2
 2
√
4+ r2
It follows that
2
√
4+ r2 is greater or equal to ‖p− q‖ for all q ∈ G(r) and all p ∈ I(v) satisfying p2  r3 (p1 + 2). Hence, the
formula ∀q ∈ G(r)∀T  0 ‖p− q‖ > T contradicts our hypothesis.
Thus, if ¬ (∃q ∈ G(r) ∃T  0 Dyn(v)[(p1,p2) ,q,T ]) holds then so does p2 > r3 (p1 + 2) for all (p1,p2) ∈ I(v).
It follows that Prev
(
G(r)
) = {(p1,p2) |p2  r3 (p1 + 2) ∧ Inv(v)[p]} (Fig. 6). 
Lemma 46. L(r) = {(p1,p2) |p1 = −1 ∧ 0 < p2  r} ⊆ R2.TheautomatonHinf satisﬁesPrev
(
L(r)
) = {p |3p2  r(2− p1) ∧ Inv(v)[p]} ,
where p = (p1,p2) and v ∈ V.
Proof. The proof is analogous to the proof of Lemma 45. 
Proof of Theorem 34
Proof. Our proof thatHinf does not admit ﬁnite bisimulation quotient relies on showing that Algorithm1 does not terminate
onHinf . At the beginning of the computation, Algorithm 1 uses Sv = {R(e),A(e),I(v) \ (R(e) ∪A(e))} as initial partition. Since
L(1) = R(e) and G(1) = A(e), we have that Sv =
{
L(1),G(1),I(v) \ (L(1) ∪ G(1))}. If p = (p1,p2) then, by Lemma 46 and G’s
deﬁnition:
Prev
(
L(r)
) ∩ G(r′) = {Z |p2  r3 (2− p1) ∧ Inv(v)[Z] ∧ p1 = 1 ∧ 0 < p2  r′}= {Z |p2  r3 ∧ Inv(v)[Z] ∧ p1 = 1 ∧ 0 < p2  r′}= G ( r
3
)
Similarly, by Lemma 45 and L’s deﬁnition: Prev
(
G(r′)
) ∩ L(r) = L ( r′
3
)
. Thus, if r < 3r′ and r,r′ ∈ R0 then ∅ /= Prev
(
L(r)
) ∩
G(r′) /= G(r′) and then the algorithm removes G(r′) from Sv and it inserts the sets G
(
r
3
)
and G(r′) \ G ( r
3
)
in Sv. Otherwise,
r  3r′ holds and if r,r′ ∈ R0 then 3r > r  3r′ > r′. It follows that ∅ /= Prev
(
G(r′)
) ∩ L(r) /= L(r) and then the algorithm
removes L(r) from Sv and it inserts the sets L
(
r′
3
)
and L(r) \ L
(
r′
3
)
in Sv. Hence, since the initial partition contains both L(1)
and G(1), during the subsequent computation steps, there will exist r,r′ ∈ (0,1] such that L(r),G(r′) ∈ Sv. Moreover, at each
computation steps ∃P,P ′ ∈ Sv | ∅ /= Prev
(
P
) ∩ P′ /= P′ in particular, if r < 3r′ then P = L(r) and P′ = G(r′), since, Otherwise,
P = G(r′) and P ′ = L(r). It follows then that Algorithm 1 does not terminate, leading to the conclusion that Hinf does not
admit ﬁnite bisimulation. 
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Proof of Theorem 39
Proof. We proceed by structural induction on Q . The only interesting cases are the formulæ E♦Q1 and AQ1. We prove the
statement in the case E♦Q1, since the other case has a similar proof.
(⇒) By Deﬁnition 37, 〈v,r〉E♦Q1 holds if and only if, for some state 〈v′,s〉 reachable from 〈v,r〉, it holds that 〈v′,s〉Q1.
But, by Lemma 30, we can deduce that 〈v′,s〉 is reachable from 〈v,r〉 if and only if there exists a ph ∈ PE (v) such that ∃T 
0Reach(H,ph)[r,s,T ] holds and v′ = uph. Moreover, by inductive hypothesis, 〈v′,Z〉Q1 holds if and only if 
(
H,Q1,v
′) [Z] holds.
Thus 〈v,r〉E♦Q1 holds if and only if there exists a ph ∈ PE (v) such that ∃Z ′(∃T  0Reach(H,ph)[r,Z ′,T ] ∧ 
(
H,Q1,uph
) [Z ′])
holds, and then, if and only if 
(
H,E♦Q1,v
) [r].
(⇐) If  (H,E♦Q1,v) [r] holds, then one of its disjoint clauses must hold. Let ph be the path along which this disjoint
clause holds. By Lemma 30, we can deduce that if the formula ∃T  0Reach(H,ph)[r,s,T ] holds, and ph ∈ PE (v), then 〈uph,s〉
is reachable from 〈v,r〉. Moreover, by inductive hypothesis, 〈uph,Z〉Q1 holds if and only if 
(
H,Q1,uph
) [Z] holds. Hence,
by P ’s semantics, if 
(
H,E♦Q1,v
) [r] holds, then 〈uph,s〉 is reachable from 〈v,r〉 and 〈uph,s〉Q1. It follows that
〈v,r〉E♦Q1 holds. 
Proof of Theorem 42
Proof. By Lemma 27 and by Reach’s deﬁnition, if H′ is a FOCoRe, then the formula Reach(H′,ph)[p,q,t] holds if and only if H′
reaches q from p in time t through a trace whose corresponding path is ph. Moreover, by hypothesis, Inv′(v)[Z] def= Inv(v)[Z] ∧(

(
H,Q1,v
) [Z] ∨  (H,Q2,v) [Z]) for all v ∈ V . Hence if the formula Reach(H′,ph)[p,q,t] holds, then during the evolution from p
to q satisfy either 
(
H,Q1,v
) [Z] or  (H,Q2,v) [Z]. Furthermore, sinceH andH′ have the same dynamics, activations, and resets,
if the formula Reach(H′,ph)[p,q,t] holds, then Reach(H,ph)[p,q,t] holds too. Now consider the formula  (H,H′,E(Q1UQ2),v) [Z].
If 
(
H,H′,E(Q1UQ2),v
) [r] holds, then
∃T  0 ∃Z ′
∨
ph∈PE (v)
Reach(H′,ph)[r,Z ′,T ] ∧  (H,Q2,uph) [Z ′]
holds too. By above considerations, it follows that there exists an evolution of H from r to p satisfying 
(
H,Q2,uph
) [p] such
that during all the evolution either 
(
H,Q1,uph
) [Z] or  (H,Q2,uph) [Z] holds. Thus 〈v,r〉E(Q1UQ2) by Theorem 39 and by
U,P semantics. 
Lemma 47. Let H be a hybrid automaton. If Dyn is a transitive dynamics, then C-Reach(H,v)[r,s,t] holds if and only if the following
formula holds
∃Z ′′ ∃0 T ′  t (C-Reach(H,v)[r,Z ′′,T ′] ∧ C-Reach(H,v)[Z ′′,s,t − T ′])
Proof. (⇒) By Dyn’s deﬁnition, the formula C-Reach(H,v)[r,r,0] holds for all r. Hence if the formula C-Reach(H,v)[r,s,t] holds,
then
C-Reach(H,v)[r,s,t] ∧ C-Reach(H,v)[s,s,0]
holds too. It follows that there exist a w and a t′  0 such that the following holds
C-Reach(H,v)[r,w,t′] ∧ C-Reach(H,v)[w,s,t − t′]
In particular, this holds with w = s and t′ = t.
(⇐) Consider the formula
φ[Z ,Z ′,T ] def= ∃Z ′′ ∃0 T ′  T (C-Reach(H,v)[Z ,Z ′′,T ′]∧
C-Reach(H,v)[Z ′′,Z ′,T − T ′])
If there exist p,q and t,t′  0 such that both t = t′ and φ[p,q,t] hold, then C-Reach(H,v)[p,q,t] ∧ C-Reach(H,v)[q,q,0], and
thus φ[p,q,t] implies that it holds C-Reach(H,v)[p,q,t]. Moreover, if there exist p,q and t,t′  0 such that both t′ = 0 and φ[p,q,t]
hold, then C-Reach(H,v)[p,p,0] ∧ C-Reach(H,v)[p,q,t], indeed φ[p,q,t] implies C-Reach(H,v)[p,q,t]. Hence, in the following part
of the proof, we consider the case in which both T ′ /= T and T ′ /= 0 hold. By C-Reach’s deﬁnition, C-Reach(H,v)[r,s,t] holds if
and only if it holds that
( (t > 0 ∧Dyn(v)[r,s,t] ∧ ψ(H,v)[r,t])∨
(t = 0 ∧ r = s) ) ∧ Inv(v)[r] ∧ Inv(v)[s]
Hence the formula
∃Z ′′ ∃0 T ′  t (C-Reach(H,v)[r,Z ′′,T ′] ∧ C-Reach(H,v)[Z ′′,s,t − T ′])
holds if and only if the following statement holds
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∃Z ′′ ∃0 T ′  t ((( (T ′ > 0 ∧ Dyn(v)[r,Z ′′,T ′] ∧ ψ(H,v)[r,T ′])∨
(T ′ = 0 ∧ r = Z ′′) ) ∧ Inv(v)[r] ∧ Inv(v)[Z ′′])
∧
( (t − T ′) > 0 ∧ Dyn(v)[Z ′′,s,t − T ′]∧
ψ(H,v)[Z ′′,t − T ′]) ∨ ((t − T ′) = 0∧
Z ′′ = s) ) ∧ Inv(v)[Z ′′] ∧ Inv(v)[s]))
As noted earlier, we are considering the case in which both T ′ /= t and T ′ /= 0 hold. In this case, it is easy to prove that the
above formula is equivalent to
∃Z ′′ ∃0 T ′  T (( (T ′ > 0 ∧ Dyn(v)[r,Z ′′,T ′] ∧ ψ(H,v)[r,T ′]∧
(t − T ′) > 0 ∧ Dyn(v)[Z ′′,s,t − T ′]∧
ψ(H,v)[Z ′′,t − T ′]) ∧ Inv(v)[r] ∧ Inv(v)[Z ′′]∧
Inv(v)[s])
Moreover, by ψ ’s deﬁnition, if the formulæ ψ(H,v)[Z ′′,t − T ′], ψ(H,v)[r,T ′], and C-Reach(H,v)[r,Z ′′,T ′] are satisﬁable, then
ψ(H,v)[r,t] holds. Hence, since Dyn is transitive, it easily follows that if the formula
∃Z ′′ ∃0 T ′  t (C-Reach(H,v)[r,Z ′′,T ′] ∧ C-Reach(H,v)[Z ′′,s,t − T ′])
holds, then C-Reach(H,v)[r,s,t] holds too. 
Lemma 48. Let H be a hybrid automaton. Moreover, let ph = (vi)i∈[0,h] and ph′ = (v′i)i∈[0,h′] be two paths in 〈V ,E〉 such that
vh = v′0. If Dyn is a transitive dynamics, then Reach(H,ph′′)[r,s,t] holds if and only if it holds that
∃Z ′′ ∃0 T ′  t (Reach(H,ph)[r,Z ′′,T ′] ∧ Reach(H,ph)[Z ′′,s,t − T ′])
where ph′′ = ph · ph′.
Proof. Let h′′ be the length of ph · ph′ (i.e., h′′ = |ph · ph′|) and ph · ph′ be the path (vi)i∈[0,h′′].
By Reach’s deﬁnition, Reach(H,ph′′)[r,s,t] is equivalent to
∃Z1, . . . ,Z2h′′ Reach(H,ph′′)[r,Z1, . . . ,Z2h′′ ,s,t]
Hence, by Reach’s deﬁnition, the formula Reach(H,ph′′)[Z0,Z2h′′+1,T ] is satisﬁed by (r,s,t) if and only if the following formula
is satisﬁed by (r,s,t)
∃Z1, . . . ,Z2h′′ ∃T0  0, . . . ,Th′′  0(
T =∑h′′i=0 Ti ∧ C-Reach(H,v0)[Z0,Z1,T0] ∧∧
i∈[0,h′′−1]
(
D-Reach(H,〈vi,vi+1〉)[Z2i+1,Z2i+2]∧
C-Reach(H,vi+1)[Z2i+2,Z2i+3,Ti+1]
))
By Lemma 47, it follows that Reach(H,ph′′)[Z0,Z2h′′+1,T ] is satisﬁed by (r,s,t) if and only if the following formula is satisﬁed
by (r,s,t)
∃Z ′′ ∃0 T ′  T ∃Z1, . . . ,Z2h′′ ∃T0  0 . . . ∃Th′′  0
∃T ′
h
 0 ∃T ′′
h
 0 Th = T ′h + T ′′h(
T ′ = T ′
h
+∑h−1i=0 Ti ∧ C-Reach(H,v0)[Z0,Z1,T0] ∧∧
i∈[0,h−2]
(
D-Reach(H,〈vi,vi+1〉)[Z2i+1,Z2i+2]∧
C-Reach(H,vi+1)[Z2i+2,Z2i+3,Ti+1]
)
∧
D-Reach(H,〈vh−1,vh〉)[Z2h−1,Z2h]∧
C-Reach(H,vh)[Z2h,Z ′′,T ′h]
)
∧(
T − T ′ = T ′′
h
+∑h′′i=h+1 Ti ∧
C-Reach(H,vh)[Z ′′,Z2h+1,T ′′h ] ∧∧
i∈[h,h′′−1]
(
D-Reach(H,〈vi,vi+1〉)[Z2i+1,Z2i+2]∧
C-Reach(H,vi+1)[Z2i+2,Z2i+3,Ti+1]
))
This last formula is equivalent to
∃Z ′′ ∃0 T ′  T (Reach(H,ph)[Z ,Z ′′,T ′] ∧ Reach(H,ph′)[Z ′′,Z ′,T − T ′])
Hence, the thesis holds. 
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Proof of Theorem 43
Proof. If ˜
(
H,H′,EQ1UQ2,v
) [q] holds, then there exist two paths ph ∈ PE (v) and ph′ ∈ PE (uph) such that either
φ1
def= ∃Z ′ ∃T  0 (∀0 T ′ < T ∃Z ′′ (Reach(H′,ph)[Z ,Z ′′,T ′]∧
Reach(H,ph′)[Z ′′,Z ′,T − T ′] ∧  (H,Q2,uph′) [Z ′]))
or
φ2
def= ∃Z ′ ∃T  0 (∃T ′ > 0 ∀0 < T ′′  T ′ ∃Z ′′ (Reach(H′,ph)[Z ,Z ′,T ]∧
Reach(H,ph′)[Z ′,Z ′′,T ′′] ∧  (H,Q2,uph′) [Z ′′]))
holds. If φ1 holds, then there exist a Z
′ and a T  0 such that for all T ′ ∈ [0,T) the formula
∃Z ′′ (Reach(H′,ph)[Z ,Z ′′,T ′]∧
Reach(H,ph′)[Z ′′,Z ′,T − T ′] ∧  (H,Q2,uph′) [Z ′])
holds too. Hence, since Dyn is transitive by hypothesis, if φ1 holds, then there exist a Z
′ and a T  0 such that the for-
mula Reach(H′,ph · ph′)[Z ,Z ′,T ] ∧  (H,Q2,uph·ph′) [Z ′] holds by Lemma 48. By Lemma 27 and by Reach’s deﬁnition, if m =
|ph · ph′|, there exist a trace tr = (〈vi,ri〉)i∈[0,...,2*m−1] of H and a sequence (fi :)i∈[0,...,m−1] of functions such that fi : [0,ti] → Rn
is (r2*i,r2*i+1,v2*i) admissible in H for all i ∈ [0, . . . ,m− 1] and H reaches 〈v,Z〉 from 〈uph·ph′ ,Z ′〉 through tr (i.e., 〈v,Z〉 = 〈v0,r0〉
and 〈uph·ph′ ,Z ′〉 = 〈vm,rm〉). Hence, by Theorem39, 〈uph·ph′ ,Z ′〉Q2. Moreover, ifm = 2*|ph| − 1, we can deduce thatH′ reaches
〈v,Z〉 from 〈uph·ph′ ,Z ′〉 through tr′ = 〈v0,r0〉, . . . ,〈vm,rm〉,〈uph,Z ′′〉, fi is (r2*i,r2*i+1,v2*i) admissible in H′ for all i ∈ [0, . . . ,m− 1],
and fm is (r2*m,Z
′′,v2*m) admissible in H′. Hence, by H′’s deﬁnition and by Theorem 39, 〈v2*i,fi(t)〉Q1 for all i ∈ [0, . . . ,m− 1]
and for all t ∈ [0,ti). It follows that 〈v,q〉EQ1UQ2. In an analogous way, we can prove the same result if φ2 holds. 
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