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Wir interessieren uns für die Wahrscheinlichkeit, dass eine gewöhnliche Brownsche Bewegung W (t) eine
Schranke c(t) in einem endlichen Zeitintervall [0, T ] überschreitet. Diese Wahrscheinlichkeit bezeichnen
wir mit Q(c(t);T ).
Außer für lineare Schranken c(t) und wenige andere Spezialfälle gibt es keine explizite, analytische
Formel für Q(c(t);T ). Daher muss man bei allgemeinen Schranken numerische Verfahren anwenden
um so Schätzwerte für die entsprechende Wahrscheinlichkeit zu bekommen. Einige Autoren verwenden
zu diesem Zweck beispielsweise Integralgleichungen. Die Implementierung dieser numerischen Verfahren
gestaltet sich in vielen Fällen als umständlich. Außerdem liefern einige dieser Ansätze keine Abschätzung
für die Größe des Approximationsfehlers.
Auf Grund von Fortschritten in der Forschung scheint ein anderer Weg, Q(c(t);T ) zu schätzen, viel
versprechend: Monte Carlo Simulation.
Wang und Pötzelberger (1997) haben eine explizite, analytische Formel für die Wahrscheinlichkeit,
dass eine Brownsche Bewegung eine stückweise lineare Funktion überschreitet in Form eines Erwartungs-
wertes hergeleitet. Basierend auf dieser Formel machen wir nun folgende Schritte: Zuerst nähern wir die
gegebene Schranke c(t) durch eine stückweise lineare Funktion cm(t) auf einer gleichförmigen Partition
0 = t0 < t1 < ... < tm = T an. Dann simulieren wir Brownsche Pfade um den Erwartungswartungswert
in der Formel der Autoren für cm(t) auszuwerten. Indem wir Q(cm(t);T ) an Stelle von Q(c(t);T )
schätzen, tritt Bias auf. Dieser kann jedoch durch eine Formel von Borovkov und Novikov (2005)
abgeschätzt werden.
Während der Bias mit einer Rate von O(1/m2) bei einem Partitionsrang m fällt, nimmt die Stan-
dardabweichung, die bei Monte Carlo Simulation auftritt, nur mit einer Rate von O(1/
√
n) ab. Dabei
beizeichnet n die Anzahl an Simulationszyklen. Es zeigt sich, dass die Standardabweichung  bzw. die
Varianz  der primäre Beschränkungsfaktor für eine höhere Genauigkeit der Ergebnisse ist.
Das Hauptziel dieser Dissertation ist es, varianzreduzierende Verfahren zu finden und auszuwerten






• Transformation des ursprünglichen Problems.
Wir analysieren jede dieser Techniken gründlich von einem theoretischen Standpunkt aus. Weiters
testen wir jede Technik empirisch mittels Simulationsexperimenten für sorgfältig ausgewählte Schranken.
Um die daraus resultierenden Ergebnisse beurteilen zu können, vergleichen wir sie mit jenen für gewöhn-
liche Simulation ohne Varianzreduktion. Hierbei interessiert uns die relative Verringerung des Mean
Squared Errors (= Summe aus quadriertem Bias und Varianz) für ein bestimmtes Verfahren unter
Beibehaltung des Rechenaufwandes.
Als Ergebnis dieser Dissertation präsentieren wir einige sehr gute Verfahren, die zu einer großen
Verbesserung der Rechengenauigkeit führen. Wir diskutieren sogar ein Verfahren, durch das die Rate,
mit welcher der (durch Bias verzerrte) Monte Carlo Schätzer zum tatsächlichen Ergebnis konvergiert,
verbessert wird.
Darüber hinaus zeigen wir ein detailliertes Protokoll unserer Simulationsexperimente.
Abstract
We are concerned with the probability that a standard Brownian motionW (t) crosses a curved boundary
c(t) on a finite interval [0, T ]. Let this probability be denoted by Q(c(t);T ).
Except for linear functions c(t) and a few other special cases no explicit, analytic formula for
Q(c(t);T ) is available. Thus numerical methods need to be applied for general boundaries to obtain
approximate solutions. Some authors use for example integral equations. However, most of these nu-
merical methods are either intractable or difficult to asses in terms of their accuracy.
Due to recent advances in research another way of estimating Q(c(t);T ) seems feasible: Monte Carlo
Simulation.
Wang and Pötzelberger (1997) derived an explicit formula for the boundary crossing probability of
piecewise linear functions which has the form of an expectation. Based on this formula we proceed as
follows: First we approximate the general boundary c(t) by a piecewise linear function cm(t) on a uni-
form partition 0 = t0 < t1... < tm = T . Then we simulate Brownian sample paths in order to evaluate
the expectation in the formula of the authors for cm(t). The bias resulting when estimating Q(cm(t);T )
rather than Q(c(t);T ) can be bounded by a formula of Borovkov and Novikov (2005).
Whereas the bias decreases at a rate of O(1/m2) for a partition rank m, the standard error due to
Monte Carlo simulation only decays at a rate of O(1/
√
n), where n is the number of simulation cycles.
Hence the standard deviation  or the variance respectively  is the main limiting factor when increas-
ing the accuracy.
The main goal of this dissertation is to find and evaluate variance reducing techniques in order to





• Transforming the original problem.
We analyze each of these techniques thoroughly from a theoretical point of view. Further, we test
each technique empirically through simulation experiments on several carefully chosen boundaries. In
order to asses our results we set them in relation to a previously established benchmark. We are inter-
ested in the relative reduction in the mean squared error (= sum of the squared bias and variance) due
to a given technique, where the computational effort remains constant.
As a result of this dissertation we derive some very potent techniques that yield a substantial im-
provement in terms of accuracy. We even discuss an approach that improves the rate at which our biased
Monte Carlo estimator converges to the correct result.
Further, we provide a detailed record of our simulation experiments.
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Let {W (t), t ≥ 0} be a standard Brownian motion and c(t) be a piecewise continuous (or
smoother) function with c(0) > 0. We are interested in the boundary crossing probability
(= BCP),
P{W (t) ≥ c(t), for some t ∈ [0, T ]}, (1.1)
where T > 0 is given. In order to simplify our notation we denote the probability (1.1)
by Q(c(t);T ) and its contrary event 1 − Q(c(t);T ), the probability that W (t) does not
cross c(t) on [0, T ], by P (c(t);T ). For our discussion in later chapters we refer to both,
Q(c(t);T ) and P (c(t);T ), depending on which of these quantities seems more convenient.
Problems involving boundary crossing probabilities or the first hitting time distri-
butions occur in many scientific disciplines. An extensive list of applications can be
found in Wang and Pötzelberger (1997; 2004). We mention only some of the fields where
probabilities as (1.1) arise:
• Finance (Novikov et al., 2003),
• Sequential analysis (Siegmund, 1986),
• Biology (Daniels, 1974),
• Statistics (Durbin, 1971).
However, only for linear boundaries and a few other special cases explicit formulas
for (1.1) are available. For general boundaries various numerical methods which deliver
approximate solutions have been developed. Several authors used for instance approaches
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based on integral equations (Loader and Deely, 1986; Durbin, 1992). In many cases the
corresponding numerical calculations are impractical or their accuracy is difficult to asses.
Due to recent advancements in research, another way of estimating (1.1) seems feasi-
ble. Wang and Pötzelberger (1997) derived an explicit formula for the BCP of piecewise
linear functions which can be easily evaluated with Monte Carlo simulation. This formula
can further be used to approximate the BCP for general boundaries. The bias arising
when proceeding this way can be bounded relying on the findings of Pötzelberger and
Wang (2001) and Borovkov and Novikov (2005).
The simulation based approach has several advantages over others: We are able to
provide a measure for the approximation error occurring. Furthermore, in contrast to
other techniques which can be intractable, simulation is rather easy to understand and
implement.
However, when using ordinary simulation, the estimator converges at a rather slow
rate. As we will discuss in detail later, the bias introduced through polygonal approxima-
tion of the boundary c is comparatively small in relation to the standard error resulting
from Monte Carlo simulation. In order to make this method more competitive, we need
to find ways to decrease the standard deviation  or equivalently the variance  while
keeping the computational effort constant. The main focus of this dissertation is centered
to this problem.
We introduce various variance reducing techniques based on different theoretical con-
siderations. Each of them is tested throughly in simulation experiments to support our
conclusions with empirical evidence. Our goal is to find several techniques which enhance
the performance of Monte Carlo simulation when applied to BCP problems.
This dissertation is organized in the following way:
• First we display those functions c for which Q(c(t);T ) is known explicitly.
• We proceed by describing several important approaches to approximate Q(c(t);T ).
Some of the ideas shown here will be needed later within the scope of our techniques.
• As a next step we discuss the bias and the variance due to our approach, laying the
foundation to asses the quality of approximation. Further, we derive an optimal
allocation of our resources and consider our computational budget.
• In chapters 6 to 11 we present several variance reducing techniques, where each
chapter is devoted to a particular approach. We begin these chapters with a brief
introduction to the corresponding technique. Then we show how the latter can
8
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be applied to BCP problems and derive our theoretical results which serve as a
foundation for our simulation experiments. Each of these chapters closes with a
summary of our empirical findings.
• Further, we mention how our methods can be applied in the context of quantitative
finance.




Functions with an Explicit Formula for
the BCP
2.1 Linear Boundaries
We begin our analysis by considering linear boundaries. This case is rather simple on the
one hand and very useful for various applications on the other hand. Many formulas and
techniques shown in later chapters will resort to it. Suppose c(t) = a+ bt with a > 0 is a
linear function and {W (t), t ≥ 0} is a standard Brownian motion. We are interested in
P{W (t) ≥ c(t), for some t ∈ [0, T ]}, the probability that a Brownian path W (t) crosses
c(t) on [0, T ].
Using the formula of Siegmund (1986, p.375)
P{W (t) ≥ a+ bt, for some t ∈ [0, T ) |W (T ) = y} = exp
[




and proceeding as in Wang and Pötzelberger (1999, p.55) we get
Q(a+ bt;T )
= 1−P{W (t) < a+ bt,∀t ∈ [0, T ]}
10





















































































On the way to (2.2) we showed some intermediate steps not provided in the reference
literature since they occur in a similar derivation on page 18. Throughout later chapters
we will frequently resort to (2.2).
2.2 Square Root Boundaries
Several authors have published results on how to obtain Q(c(t);T ) when c(t) is a square
root boundary. Breiman (1966) studied boundaries of the type c(t) = a
√
t for some con-
stant a. Sato (1977) and Salminen (1988) considered c(t) = a
√
1 + bt and c(t) =
√
d+ t
respectively for integers a, b and d.
The usual approach in the papers mentioned above is to express the distribution of
τc = τ = inf{t ≥ 0 : W (t) = c(t)} via the distribution of the first hitting time of an
Ornstein-Uhlenbeck process which starts from 0 and hits a constant boundary. For the
latter, the distribution of τ is only known in the form of its Laplace transform.
11
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We show an approach taken from Novikov et al. (1999, p.1028f) which provides an
analytical representation of pτ (t) = p(t), the density of τ , for a square root boundary
c(t) = a+b
√
t+ d, where a, b and d are constants. First we define (retaining the notation













Γ(−2v) , Re(v) < 0,
where Dv(z) is the parabolic cylinder function (see Gradshteyn and Ryzhik, 1980, for-





vn = n-th positive root of HK(v, z),
wn = n-th positive root of SH(v, z).
Since HK(v, z) and SH(v, z) are rather extensive formulas and its discussion requires
multiple definitions, we omit it here. We note that these functions can be reduced to
some confluent hypergeometrical functions which can be approximated numerically.












d)dv = a2vΓ(−2v) for d = 0.
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Finally we obtain Q(c(t);T ) by integrating (2.3) from 0 to T
Q(a+ b
√





Somehow similar to the square root case, the Laplace transform can also yield results for
quadratic boundaries which are in some extent explicit. As noted by Salminen (1988),
the results on quadratic boundaries shown in his paper can be derived when applying
the inverse formula for the Laplace transform to the findings of Groeneboom (1987).
Salminens approach is presented below and resorts to the theory of spectral representa-
tion and Airys functions. Daniels and Skyrme (1985) deal with similar issues involving
Airys functions.
Let c(t) = at2, a < 0 be a boundary function, {W (t), t ≥ 0 |W (0) = y} a standard
Brownian motion starting from y > 0 and τc,y = τ = inf{W (t) = c(t) |W (0) = y} the
corresponding first hitting time. We denote the measure under which {W (t), t ≥ 0}
starts from y > 0 by Py. For an exact definition of Py see Salminen (1988, p.413).
Figure 2.1 illustrates our problem for a = −1 and y = 1:
Figure 2.1: Brownian motion and a quadratic boundary for a = −1 and y = 1 on [0, 1]
13
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Before we proceed we define x 7→ Ai(x) as the Airys function. We note that this
function solves the equation
u′′ − xu = 0.
Further, let λk, k = 0, 1, 2... be the zeros of the negative half-line of the function
x 7→ Ai(x) and µk be defined as in Salminen (1988, p.417). Then we get for py(t), the



















Just like for the confluent hypergeometrical functions from above, there are efficient
numerical methods available to compute the Airys functions and its roots.
2.4 Boundaries Obtained Through Images
2.4.1 Introduction
There is another class of functions for which the first hitting time density p(t) is known
in explicit form. In contrast to square root and quadratic boundaries presented above,
we do not have to calculate infinite sums or solve differential equations in order to get
results. Making use of images, Daniels (1969) introduced a family of functions for which
the BCP can be calculated easily. We refer to these functions as Daniels boundaries.
As we will see, Daniels boundaries prove very useful when testing techniques presented
later. Due to their easily computable first hitting time densities, we can employ these
functions to compare the efficiency of our algorithms. Furthermore, these boundaries
play a crucial role within some algorithms presented in chapter 9 when control variates
are introduced. The discussion below is based on Daniels (1982).
We first consider the relation between the density and the conditional density of
τ = inf{t ≥ 0 : W (t) = c(t)}. Therefore we remember that
14
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p(t) = −∂P (c(s); t)
∂t
. (2.6)
Let pτ (y, t) = p(y, t) be the conditional density of τ , given that W (t) = y and
W (s) < c(s) for 0 ≤ s < t. Then we have












Now we briefly explain the idea behind the approach relying on images. Originally
this technique was applied in sequential analysis to calculate sample size distributions.
Under the assumption that diffusion approximation is appropriate, a few suitably placed
images are added to a basic unit source at the origin to create absorbing boundaries with
convenient properties. See Daniels (1982, p.394ff) for a more detailed discussion of this
topic and for the results presented below.


















As a result we get the density p(y, t) which vanishes on a boundary c(t).
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2.4.2 One Image

































which vanishes for the boundary









The corresponding boundary c(t) given by (2.10) can be derived by setting p(y, t) in
(2.9) equal to 0 and solving for y.
We notice that we can get (2.2), i.e. Q(a + bt;T ), alternatively by integrating (2.9)
for t = T from −∞ to c(T ) with respect to y and subtracting the outcome from 1.
2.4.3 Two Images
As shown by Daniels (1982), introducing a second image gives the boundary a curved















































By setting p(y, t) = 0 in (2.11) and solving for y we get the implicit boundary
16






























In general, there is no explicit solution for (2.12). For 0 < a1 < a2 and small t, the
curved boundary c(t) in (2.12) is close to the linear boundary (2.10) from the previous
subsection with b = b1 as defined in (2.13).
Of special interest is the case where a1 = a and a2 = 2a. Then (2.12) can be solved
explicitly for c(t) and we get

















We will resort to (2.14) in later chapters. This formula yields a curved function with
easily computable density given through (2.11) and three variable parameters a, κ1 and
κ2. Based on (2.14) we can choose suitable values for a, κ1 and κ2 to obtain an ex-
plicit, curved boundary with known BCP. Then we can  as other authors (see Durbin,
1971)  use the corresponding value for P (c(t);T ) to compare our numerical results with.
As we will see later, we can employ Daniels boundaries to approximate other func-
tions (or their BCP) in several ways.
Finally we compute P (c(t);T ) based on the conditional density p(y, t). Since we could
not find this step in the literature we provide it here in detail. Here we set c = c(T )
which can be  depending on the case  obtained numerically by solving (2.12) with
respect to c(T ) or by plugging in for t = T in (2.14).
17










































































































For the special case a1 = a, a2 = 2a we have
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2.4.4 Extension
When reading the previous subsections one may consider  especially with an outlook
at the applications in later chapters  if it would be reasonable to introduce further
images. We made this attempt, observing the case of three images. However, the terms
occurring were rather intractable, thus we abandoned this approach.
Function (2.12) gives us four variable parameter to fit a curve to a given boundary.
This will be done in the next chapter when the tangent approximation is considered and
later in the chapter on control variates. The gain of additional free parameters does not
justify the computational effort involved when considering more than two images.
Di Nardo et al. (2001) and Borovkov and Novikov (2005) mentioned a generalization
of the approach by Daniels, yielding curves which depend on six parameters. For these
functions the first hitting time density pτ (t) has a relative simple form. However, fitting
these curves and evaluating the relevant terms involves a high computational burden. We
will not resort to these boundaries later on, since in the course of our work they would
be of little use.
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Chapter 3
Different Approaches to compute the
BCP
3.1 General Comments
As for most boundaries no explicit formula to compute Q(c(t);T ) exists, numerical meth-
ods need to be applied. In the course of the last two decades a variety of approaches
based on different theoretical backgrounds evolved, among those are:
• Tangent approximation: Daniels (1974); Jennen and Lerche (1981);
• Extended tangent approximation: Ferebee (1983); Daniels (1996);
• Volterra integral equations: Loader and Deely (1986);
• Integral equations: Durbin (1985; 1992); Sacerdote and Tomassetti (1996);
• Girsanov transformation: Salminen (1988); Novikov et al. (1999);
• Piecewise linear approximation: Wang and Pötzelberger (1997).
We give an outline of the tangent approximation and its extension based on the find-
ings of Daniels (1996) as we will resort to these techniques in chapters 9 and 10. Further,
we briefly discuss the approach of Loader and Deely (1986) and that of Durbin (1992)
as those are among the most accurate ones. Finally we provide an introduction to the
findings of Wang and Pötzelberger (1997) which form the foundation for many consider-
ations in Part II.
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3.2 Tangent Approximation and Extensions
3.2.1 Tangent Approximation
A technique which is very easy to implement yet of moderate accuracy is the tangent
approximation, first introduced by Strassen (1967) and Daniels (1974). The idea is simple:
In order to estimate the first crossing time density p(T ) and as a result Q(c(t);T ), the
boundary c(t) is replaced by its tangent d(t) near t = T . Figures 3.1 and 3.2 show
tangents at t = 1 for the functions c(t) = exp(−t) and c(t) = 1 + log(1 + t):
Figure 3.1: Tangent approximation for c(t) = exp(−t) at T = 1
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Figure 3.2: Tangent approximation for c(t) = 1 + log(1 + t) at T = 1
Originally  as noted by Daniels (1996)  this approach was suggested by Strassen
(1967) as an asymptotic approximation for large c(t) and t → 0. Later Daniels (1974)
used it for general boundaries. In these cases the tangent approximation still provides
acceptable results although asymptotic considerations do not apply. We outline this tech-
nique according to Daniels (1996).
As already mentioned above, we replace the boundary c(t) near t = T by its tangent
d(t) = a+ bt, where a = c(T )−Tc′(T ) and b = c′(T ). We assume that for large c(t) only
those Brownian paths crossing c(T ) in a small neighborhood of T have an impact on p(T ).
Given T , we use the BCP for the tangent d(t), i.e. Q(d(t);T ), which can be computed
through (2.2) as an approximation for Q(c(t);T ).
The main deficiency of the tangent approximation lies in the fact that no term mea-
suring the error occurring is provided. This makes it difficult to asses the results.
An important condition for this technique to work is a > 0 which implies that
c(T )/T > c′(T ). Otherwise d(t) starts from below 0 and (2.2) can not be applied.
We notice that for concave functions (> 0) this condition is always fulfilled. However,
for convex functions this need not be the case. Figure 3.3 shall illustrate this problem:
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Figure 3.3: Tangent approximation for c(t) = 0.5 + t2 at T = 1
3.2.2 Extensions
There are several publications in which the tangent approximation is improved. Ferebee
(1983) got terms of higher order using integral equations. Durbin (1992) expressed p(t) as
the sum of multiple integrals of increasing dimensionality, where the first approximation
is p(t) of a tangent. We present this approach later in this chapter.
Another enhancement of the tangent approximation which resembles the original
idea more than the other methods mentioned was developed by Daniels (1996). He used
Daniels boundaries as defined in the last chapter to approximate a given boundary c(t).
We give a short outline of the results of his paper.
By placing two negative images of weights κ1 = exp(−2a1b1) and κ2 = exp(−2a2b2)
at (2a1, 0) and (2a2, 0), 0 < a1 < a2 we obtain a curved boundary d(t) in implicit form 
given through (2.12)  for which the exact value of Q(d(t);T ) can be computed easily
with (2.15).
As already mentioned before, relying on (2.12) allows us to fit four parameters to
capture the shape of a given boundary c(t), as compared to two when employing an ordi-
nary tangent. These additional terms can be used to introduce two extra conditions on
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d(t), if we dedicate two parameters to fit c(T ) and c′(T ) as for the tangent approximation.
We require a1  and as a consequence a2  to be positive, since for small t the
function d(t) behaves like a1 + b1t. The two additional parameters can be used to match
higher derivatives of c(t) or to introduce other constraints. Since the tangent approxi-
mation neglects the possibility of crossings near t = 0 one could attempt to compensate
that by matching d(0) = c(0).
With c(t) = 0.5
√
t+ 1 and c(t) =
√
t+ 1 as test functions, Daniels (1996) com-
pared different choices for the four parameters of d(t). We conclude that the most
accurate results were obtained by matching c(t) at T up to the second derivative and
using d(0) = c(0) as last condition.
Just like for the tangent approximation, it is in general not possible to asses the accu-
racy of this approach as no term for the error is provided. This is a major disadvantage
over other techniques.
The findings of Daniels (1996) presented here play an important part within some
control variates based variance reducing techniques that we present later. His approach
provides good approximations for concave functions, whereas it does not work for a va-
riety of convex functions, since a1 is not positive in these cases.
3.3 Integral Equations: Loader an Deely (1987)
In contrast to the tangent approximation and related approaches, Loader and Deely
(1987) derived some Volterra integral equations in order to calculate Q(c(t), T ). We
briefly outline their results. Several other authors employed similar approaches (see for
instance Durbin, 1971). To simplify our notation we denote Q(c(t);T ) here by Q(T ). Let
p(t) = ∂Q(t)/∂t = −∂P (t)/∂t be the corresponding density as above.
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If c(t) is differentiable, we can integrate (3.1) by parts which yields a similar equation.
We now quote some numerical results for (3.1). Let 0 = t0 < t1 < ... < tm = T be a
partition of [0, T ], where tj = jh for some h > 0. We set tj−1/2 = (tj + tj−1)/2. Loader





K(tj, ti−1/2)∆i, j = 1, ...,m (3.2)
where
∆i = Q(ti)−Q(ti−1).







Due to the fact that Q(t) is an increasing function, the constraints ∆j ≥ 0 are added.
As noted above, we can choose b(t) in (3.1). This gives us flexibility which can result in
fast convergence. Several choices for b(t) were suggested, we list some of them:
• b(t) = c′(t).
• b(t) = (c(t)− c(0))/t.
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• b(t) = 3 ∫ t
0
(s− t)c(s)ds/t3 + 3c(t)/2t.
Depending on the partition size, any desired accuracy can be achieved. However due
to a restricted computational budget the actual accuracy is limited.
We finally provide a bound for the approximation error when relying on (3.3). As-
suming that c′(t) exists for t > 0 we define







j=1 QU(tj)(K(tm, tj)−K(tm, tj−1))
K(tm, tm−1)
.
If ∂K(t, s)/∂s ≥ 0 for s < t, then
QL(tm) ≤ Q(tm) ≤ QU(tm), m = 1, 2, ... (3.4)
3.4 Integral Series: Durbin (1992)
Durbin (1985) gave a formula for the first passage density of a continuous Gaussian
process to a general boundary. Direct results could only be obtained for certain exam-
ples. As a special case of his previous paper, Durbin (1992) discussed the BCP for a
Brownian motion and a curved boundary. He used a series of multiple integrals of in-
creasing dimensionality as approximation which converges fast. Additionally, he gave an
upper bound for the error when stopping the series at a given term.
As far as we know, Durbins approach is among the most potent ones. However,
it is comparatively complicated to implement in practical applications and involves 
as noticed by Daniels (1996, p.135)  a high computational burden depending on the
desired accuracy. We give a short summary of the results shown by Durbin (1992).
Let {W (t), t ≥ 0} be a standard Brownian motion and c(t) be a boundary which is
continuously differentiable on (0, T ]. For the first passage time density of W (t) to c(t) at
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ti−1 − ti − c
′(ti−1)
)
f(tj−1, ..., t1, t)dtj−1 · · · dt1, t0 = t. (3.6)
The error term rk in (3.5) is the same as qk+1 except that c(tk)/tk − c′(tk) in (3.6)
is replaced by some other term. By f(tj−1, ..., t1, t) we denote the density of the joint
distribution of W (tj−1), ..., W (t1), W (t) on the boundary, i.e.






































(−1)j−1qj(t), k = 1, 2, ... (3.7)
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We notice that for k = 1 formula (3.7) corresponds to the tangent approximation
shown earlier. Each successive term improves the accuracy. For boundaries c(t) that are
concave everywhere, the error rk in the k-th estimation is less than the next term qk+1.
Durbins approach has the same limitations as the tangent approximation. If c(T )/T−
c′(T ) > 0 is not fulfilled, it does not work.
3.5 Explicit Formula: Wang and Pötzelberger (1997)
In an important paper Wang and Pötzelberger (1997) derived an explicit formula for the
BCP for piecewise linear boundaries. Their formula opens another possibility to calculate
Q(c(t);T ): Instead of solving integral equations (or following a similar approach) which
usually involves a substantial computational burden, we can evaluate the formula of the
authors easily using Monte Carlo method. As shown in the next chapter, the piecewise
linear case can be used as an approximation for general boundaries.
Let 0 = t0 < t1 < ... < tm = T , m > 1 be a partition of [0, T ] and cm(t) be a boundary
which is piecewise linear on each of the intervals [tj−1, tj], j = 1, 2, ...,m. Further, let
{W (t), t ≥ 0} be a standard Brownian motion.
The formula of Wang and Pötzelberger (1999, p.56) is based on the idea, that the
event thatW (t) does not cross cm(t) on the interval [0, T ] may be split into m conditional
events that W (t) does not cross cm(t) on the interval (tj, tj+1] given no crossing occured
on (tj−1, tj]. Each of these conditional probabilities can be calculated through (2.1). As
a result we get
Q(cm(t);T ) = 1− E [g(W (t1), ...,W (tm); cm)] , (3.8)
where
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We define 1(·) as the indicator function which is equal 1 when the condition inside
the braces is fulfilled and 0 otherwise.
In the next chapter we point out how (3.8) can be used as a foundation to estimate
Q(c(t);T ) via Monte Carlo simulation.
The bias introduced through polygonal approximation of a general boundary in order
to apply (3.8) and the simulation error due to Monte Carlo method are discussed in detail








Based on the results of the previous part, we now focus on using Monte Carlo simulation
to compute an approximation for the BCP of a curved boundary in a finite time interval.
In this chapter we lay the theoretical and methodical foundation to estimate errors for
the algorithms presented.
Since polygonal approximation of a given boundary and then applying the formula
of Wang and Pötzelberger (1997) provides the basis for (almost) all of the methods dis-
cussed, it seems reasonable to devote the next part of this chapter to the bias introduced
when proceeding this way. Furthermore, we give a brief introduction to Monte Carlo
simulation with special emphasis on its application to compute Q(cm(t);T ).
Our objective is to minimize the mean squared error (MSE)  the sum of squared bias
and variance  of the estimator or, equivalently, the root mean squared error (RMSE),
the square root of the MSE. Based on some theoretical considerations we present a for-
mula for the optimal allocation of the simulation parameters to minimize the RMSE
under the constraint that a certain number of random variables is used for simulation.
As we will see, the bias is rather small in relation to the variance of the simulation,
so our primary attention is tailored toward reducing the variance. Therefore we suggest
criteria to asses and compare the variance reducing techniques we present. Further, we
explicitly consider the computational effort caused.





In this section we take a closer look at the formula of Wang and Pötzelberger (1997) for
the probability that a Brownian motion crosses a piecewise linear boundary. Then we
use this formula to approximate the BCP for general boundaries.
First we show how improvements of determining the accuracy of the bias evolved.
Then we provide an explicit formula for the bias based on the findings of Borovkov and
Novikov (2005). Their formula is valid if the boundary complies with certain regularity
conditions. However, since these conditions are rather easily fulfilled, it can be applied
in all algorithms except for those introduced in chapter 11 to determine the magnitude
of the bias. For all functions considered as boundaries for our simulation experiments
the premises of this formula hold.
Let {W (t), t ≥ 0} be a standard Brownian motion, [0, T ] an interval, 0 = t0 < t1 <
... < tm = T a partition of [0, T ] and c(t) a boundary function which is at least continuous
on each of the intervals [tj−1, tj], j = 1, 2, ...,m and fulfills c(0) > 0. Furthermore, let
cm(t) be a piecewise linear function on [tj−1, tj], j = 1, 2, ...,m which is equal to c(t) at
the nodes 0 = t0 < t1 < ... < tm = T . To avoid the trivial case we set m > 1.
As already shown in Part I, the formula of Wang and Pötzelberger (1997) states that
Q(cm(t);T ) = 1− E [g(W (t1), ...,W (tm); cm)] , (4.1)
where














The following observation is helpful to obtain results for general boundaries: If
cm(t)→ c(t) as m→∞ uniformly on [0, T ], then
Q(c(t);T ) = 1− lim
m→∞
E [g(W (t1), ...,W (tm); cm)] .
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We notice that for a function c(t), concave on the interval [0, T ], the polygonal ap-
proximation cm(t) is always smaller or equal than c(t), being equal at the nodes tj,
j = 0, 1, ...,m. As a result the BCP for cm(t), Q(cm(t);T ), is larger than Q(c(t);T ). The
opposite is true if c(t) is convex on [0, T ].
In Figures 4.1 and 4.2 the functions c(t) = 1 + log(1 + t) and c(t) = exp(−t) are
shown on the interval [0, 5], piecewise linearly approximated for m = 5:
Figure 4.1: Polygonal approximation for c(t) = 1 + log(1 + t) on [0, 5] for m = 5
Figure 4.2: Polygonal approximation for c(t) = exp(−t) on [0, 5] for m = 5
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Wang and Pötzelberger (1997) suggested two ways of dealing with the bias introduced
through polygonal approximation.
In their first approach they approximated the general boundary c(t) by piecewise lin-
ear boundaries from each side. In accordance with their paper we define
Cm(t) = cm(t) + sup
0≤t≤T
|c(t)− cm(t)| .
For the sake of simplicity we restrict our attention to concave functions for this para-
graph. Whereas cm(t) converges to c(t) uniformly from below, Cm(t) converges to c(t)
uniformly from above for m → ∞. As a result of the monotonicity of the probability
measure, Q(c(t);T ) lies between Q(cm(t);T ) and Q(Cm(t);T ). The precision of the ap-
proximation is at least
|Q(Cm(t);T )−Q(cm(t);T )| . (4.2)
While this procedure seems rather intuitive, in their second approach the authors
suggested a rule of the choice of the number of partitions m, so that a previously desired
accuracy can be achieved. We do not further comment the latter.
Using Girsanov transformation, Novikov et al. (1999) provide an estimate for the
bias when c(t) is replaced by a piecewise linear function cm(t) in order to approximate
P (c(t);T ). In their proof they assume that c(t) is twice continuously differentiable. For
an equally spaced partition of [0, T ] the authors showed that





where k is constant. In their estimate (4.3) they additionally cover probabilities like
P{d(t) < W (t) < c(t),∀t ∈ [0, T ]; W (T ) > K}.
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We notice that their bound also holds true for two-sided boundaries. It also takes
the condition W (T ) > K into account, which might for example occur in finance when
evaluating barrier options.
Pötzelberger and Wang (2001) further improved the rate of approximation for two-
sided boundaries achieved by Novikov et al.. They suggested a rule for choosing an
optimal partition for the nodes of cm(t). Thus they were the first to prove that the error
|P (c(t);T )−P (cm(t);T )| can decrease at a rate of O(1/m2). Furthermore, they provided
an explicit estimate for this error.
We restrict our attention to one-sided boundaries for the further discussion.
In their proof the authors required a certain degree of regularity for the boundary
c(t) (see Pötzelberger and Wang, 2001; Borkorov and Novikov, 2005):
• c(t) is twice continuously differentiable.
• c′′(0) 6= 0.
• c′′(t) = 0 at most at finitely many points t ∈ (0, T ].
Pötzelberger and Wang (2001) showed that under the above conditions the following
result holds: Let 0 = t0 < t1 < ... < tm = T be the optimal partition of [0, T ] as described
in their paper, then
lim sup
m→∞
m2 |P (c(t);T )− P (cm(t);T )| ≤ k, (4.4)
where k is a constant depending on the shape of the boundary c(t) as well as on the rule
to form the partition.
In a recent paper Borovkov and Novikov (2005) observed that some of the above
conditions to the boundary may not be necessary and are due to the method applied
for the proof. They showed that the estimate (4.4) even holds for a uniform partition
of [0, T ] and somewhat more general assumptions on the boundary. Additionally, they
provided an explicit estimate for (4.4). As the above results, the following considerations
were originally intended for two-sided boundaries.
Since the findings of Borovkov and Novikov (2005) are applied to estimate the bias
in all algorithms based on (4.1), we provide the relevant results in more detail. We rely
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on Theorem 1 and Corollary 1 from their paper. To fit their findings into our framework
we adapt the content and notation.
In a first step some definitions are required:
• By LipK we denote the class of Lipschitz functions on [0, T ] with the constant
K ∈ (0,∞), i.e. c ∈ LipK iff
|c(t+ h)− c(t)| ≤ Kh, 0 ≤ t < t+ h ≤ T.




Now we progress to the authors first main result: If c ∈ LipK and ‖c− cm‖∞ ≤ ,
 > 0 for some function cm on [0, T ], then
|P (c(t);T )− P (cm(t);T )| ≤ (2.5K + 2T−1/2). (4.5)
The bound also holds if we consider
P{W (t) < c(t),∀t ∈ [0, T ]; W (T ) ∈ B},
where B is a Borel set.
We notice that for sufficiently smooth functions the approximation rate by a piece-
wise linear function is a second order function of the partition rank. Although this result
also holds true for general partitions (depending on their rank), we restrict our atten-
tion to the case of uniform partitions since those are easy to implement within algorithms.
As a corollary to (4.5), the following upper bound for the bias can be obtained: Let
c be a continuously differentiable function on [0, T ], K = ‖c′‖∞ and let c′ be absolutely
continuous, satisfying |c′′| ≤ γ <∞. If 0 = t0 < t1 < ... < tm = T is a partition of rank
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h = T/m and cm is piecewise linear with nodes at tj, j = 0, ...,m then
|P (c(t);T )− P (cm(t);T )| ≤ (0.313K + 0.25T−1/2)γh2. (4.6)
The conclusion of (4.6) also holds true if c is only piecewise continuously differen-
tiable, the nodes of the partition being the only points where c is not differentiable. Even
the condition satisfying the Lipschitz continuity of c need not be fulfilled under certain
circumstances. This case, however, leads to a slightly more extensive formula for the bias.
In our search for a reasonable upper bound for the bias introduced when calculating
P (cm(t);T ), rather than P (c(t);T ), we conclude (4.4) as well as (4.6) to be appropriate
candidates for formulas to be implemented within an algorithm.
One benefit of (4.4) is that it provides a lower as well as an upper bound for P (c(t);T ).
However, this turns out not to be essential in our case. Since we rely on simulation, the
standard deviation when estimating P (c(t);T ) will in general exceed the bias.
The main advantage of (4.6) lies in the fact that it is quite accurate. Furthermore,
the quadratic convergence order is explicitly included and  especially as m is increased
or varied  less computation time is required. Considering this, (4.6) will be  as
previously announced  employed to estimate the bias induced through polygonal ap-
proximation.
4.3 Monte Carlo Simulation
In this section we review the basics of Monte Carlo simulation. Our main focus is drawn
to the evaluation of the error occurring. Furthermore we investigate how to apply this
method to our problem, estimating (4.1). An introduction to Monte Carlo simulation
as presented here can be found in any extensive book on that topic (see for example
Glasserman, 2003 and Jäckel, 2002).







where P is a probability measure on [0, 1].
We can alternatively represent this integral as an expectation E[f(Z)] with respect
to P. To estimate this expectation we draw a sequence of n independent points Zi,







to approximate µ. Assuming that f is indeed integrable, µˆn → µ with probability 1 as
n→∞ by the Strong Law of Large Numbers. Thus our estimator is consistent.





to be the variance of f(Z).




⇒ N(0, 1), (4.7)
where ⇒ denotes convergence in distribution.
However, in most cases in which we have to estimate µ, the standard deviation σ is







As n → ∞ we find that s → σ with probability 1. If we substitute s for σ in (4.7)
the convergence in distribution remains valid. Hence using Monte Carol simulation not
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only yields an approximation for µ, we can also use the values of f(Zi), i = 1, ..., n to
estimate the error occurring.
Observing (4.7), we see that the standard error of the estimator µˆn is σ/
√
n. Thus µˆn
converges to µ at a rate of O(1/
√
n), where n is the number of Monte Carlo draws. Al-
though this might at first glance seem rather slow, we notice that the advantage of Monte
Carlo simulation compared to other integration techniques (for example Newton-Cotes
formulas or Gauss-quadrature) increases with the dimension m of the problem evaluated.
Whereas theses other techniques converge at a rate of O(1/nk/m)  here n denotes the
number of function evaluations and k is a constant term depending on the technique
implemented  Monte Carlo simulation converges at O(1/
√
n) for all m. The number
of partitions m determines the dimension of our problem.
At this point we are prepared to carry the results just derived forward to our original
problem, evaluating (4.1). Given a function c(t) on [0, T ] we use polygonal approximation
for c(t) on a uniform partition 0 = t0 < t1 < ... < tm = T to obtain the piecewise linear
function cm(t) to be inserted in this formula. By doing so we introduce bias as discussed
in the previous section.
Let C denote the vector (cm(t1), ...cm(tm)). The integral from which the expectation































Here the integral is calculated over (−∞, C) = (−∞, cm(t1))× (−∞, cm(t2))× · · · ×
(−∞, cm(tm)) ⊂ Rm with respect to dP(y) which is exactly the probability density of
(W (t1), ..., W (tm)). Further we define y = (y(t1), ..., y(tm)).
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We now return to the representation of (4.8) as expectation, (4.1), which can be
estimated the following way:
• First we generate a Brownian path (y(t1), ..., y(tm))i and evaluate g(y(t1), ..., y(tm); cm)
in (4.1). We denote the outcome by pi. Details on how to simulate a sample path
are provided on page 52.
• Then repeat the above procedure for i = 1, ..., n, i.e. n times.
• Finally we average over all pi, i = 1, ..., n, the outcome of all n paths. This gives us
Pˆ (cm(t);T ) and as a result Qˆ(cm(t);T ) = 1 − Pˆ (cm(t);T ), an unbiased estimator
for Q(cm(t);T ) which is a biased approximation to Q(c(t);T ).
We note that increasing m while keeping n constant does not affect the convergence
rate of the Monte Carlo estimator.
Let ˆ denote approximations obtained through Monte Carlo Simulation.
4.4 Optimal Resource Allocation
4.4.1 Theoretical Considerations
In this section we consider the RMSE of the estimator in more detail and suggest a way
of optimally allocating our resources.
In order to find Q(c(t);T )  the probability that {W (t), t ≥ 0} crosses a curved
boundary c(t) on [0, T ]  we use Monte Carlo simulation and get Qˆ(cm(t);T )  an
estimator for the probability that {W (t), t ≥ 0} crosses the polygonal approximation
cm(t) on [0, T ]. It is self evident, that the following equation holds true:
Q(c(t);T )− Qˆ(cm(t);T )
= Q(c(t);T )−Q(cm(t);T )︸ ︷︷ ︸
(i)
+Q(cm(t);T )− Qˆ(cm(t);T )︸ ︷︷ ︸
(ii)
(4.9)
We see that (i) in (4.9) is the bias due to polygonal approximation of c(t), whereas
(ii) represents the standard deviation from simulation. Here (i) is not stochastic. Both
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terms are independent in a sense that altering one does not affect the other, except for
the case that m is small. Then changes in this parameter can have some impact on (ii).
By adding up the squares of (i) and (ii) we obtain the MSE.
Making use of the formulas derived in the last two sections, we describe the MSE in
terms of m (the partition size of [0, T ]) and n (the number of simulated paths). Similar
considerations can be found in Glasserman (2003, p.365), however dealing with a some-








for constants k1 and k2. As indicated above, the partition size m can to some extent
influence the value of k2. Empirical evidence throughout our calculations suggests that
this effect is only visible for small k and can be neglected for k ≥ 10. We assume k2 to
be the limit as m→∞.
To sample a Brownian path (y(t1), ..., y(tm)) with nodes at tj, j = 1, ...,m we need m
random variables. For now we are only concerned with the quantity of random numbers
required to generate a path and not with the specific way it is created.
If we use paths with m nodes and conduct n simulation cycles, the total number of
random variables required amounts to N := mn. We are interested in an optimal alloca-
tion of m and n in (4.10), keeping N constant. Therefore we assume that the effort for
a given algorithm only depends on N . This means that the computational burden is not
affected when m is increased (/decreased) while n is decreased (/increased) at the same
time as long as N = mn remains constant.
By using the relation n = N/m we can express n in terms of m and reduce the opti-





















Simple calculation shows that the solution of (4.11) and thus the values of m and n





































Rooting (4.14) yields the RMSE which quantifies the mean difference between Qˆ(cm(t);T )
and Q(c(t);T ) when using Monte Carlo simulation based on (4.1) with N random num-
bers. As opposed to an unbiased simulation which converges at the optimal rate of
O(1/N1/2), we achieve a rate of O(1/N2/5) for the RMSE.
4.4.2 Application
In order to minimize the MSE in practical applications we need to know the constants
k1 and k2 to obtain the optimal values for m and n based on (4.12) and (4.13).
Since k1 is the constant term for the squared bias, the formula of Borovkov and
Novikov (2005), (4.6), gives us an upper bound for
√
k1. Assuming that this bound is
sufficiently close to the true value, we estimate
√
k1 by substituting all parameters needed
in (4.6). Then we square the outcome and get an approximation for k1.
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As far as we know, there is no convenient formula which yields k2. Thus we need to
resort to empirical methods. We notice that k2 varies depending on the boundary c(t)
and to some extent depending on the number of nodes m. Given a certain boundary and
an arbitrary algorithm, we perform a test run in order to get an estimate for k2. We
suggest choosing m ≥ 10 to keep any possible influence of m on k2 to a minimum. If we
select the parameter n sufficiently large for the test run  i.e. values greater than 5000
 we get an estimate for k2 which is accurate enough to find the optimal values of m
and n.
We do not need to spend too much energy on finding exact values for k1 and k2, as
these constants are subject to a root of fifth order in (4.12) and (4.13).
The steps described above also hold true when implementing variance reducing tech-
niques, as all of them tailor to lower the term k2.
In some cases it might be necessary to calculate k2 iteratively. We use the first esti-
mate to get the supposedly optimal values for m and n. When we conclude that further
improvements in accuracy due to a reallocation of the simulation parameters are possible,
we perform another test run, using our present estimates of m and n as foundation. Thus
we get a better approximation for k2 which can be used to get better values for m and
n. We assume that  if any  only few of these cycles are needed.
4.4.3 Outlook
The main purpose of the further investigations is to find ways to increase the accuracy
of our estimator. As we already know, the main limiting factor to our calculations lies in
the variance due to Monte Carlo simulation. So we should focus our attention mainly to
the latter one. Three possible ways to reduce the variance  and as a result the RMSE
 seem feasible:
• First, we can use methods which lower the constant term k2 and reallocate our
resources accordingly.
• Second, we can improve the rate of convergence of the estimator to get closer to
O(1/N1/2), the optimal rate of unbiased simulation.
• Third, we can transform our original problem into another one and hope to have
better methods to evaluate the derived problem.
As these ways do not contradict each other, we can also attempt to combine them.
Our primary focus is dedicated to the first way suggested. We devote chapter 10 to the
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second and chapter 11 to the third way. Since the latter one omits our original problem
in favor of another one, we need to take different sources of error into account. For this
case we need separate considerations, differing from those presented above.
4.5 Computational Effort
So far we have put little of our attention toward the computational effort when comparing
different algorithms. Whereas the RMSE is a criterion to asses the accuracy of an es-
timator, it does not make any statement about the effort required to achieve this accuracy.
Different authors (see Glasserman, 2003; Jäckel, 2002) suggest introducing constraints
which are based on a given computational budget. Their idea is to apply some kind of
measurement for the expenses of various parts of algorithms. Given a fixed budget, we
can compare algorithms based on different techniques to find the one that uses this bud-
get most efficiently.
Several possible ways to account for the computational budget were considered for
our purpose:
• The computational time on a certain computer on which the techniques are tested.
• The number of floating point operations of the best algorithm used to implement
a certain technique.
• The number of random variables used, N .
A clear disadvantage of the first criterion lies in the fact that  given the parameters
of simulation  the computational time can not be determined in advance. Further, it
depends on the kind of computer used (standard processor vs. parallel processor), the
software environment applied and the modeling of a technique, i.e. the specific algo-
rithms.
The second criterion seems impractical, since it is to a large extent based on the spe-
cific implementation of a technique. Promising techniques modeled through impractical
algorithms would be discredited. Additionally, determining the effort required for ele-
mentary operations (addition, multiplication,...) can be ambiguous, since it can as well
depend on the computer and the software used.
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For several reasons the third choice seems very attractive. We need a criterion that
takes into account that we primary focus on finding promising variance reducing tech-
niques rather than on the performance of single algorithms. This can be assured by
relying on N , the number of random variables used.
Each technique presented later requires us to simulate a Brownian path (y(t1), ..., y(tm))
at the nodes tj, j = 1, ...,m in each cycle. There are several ways to do so. However,
the effort required does not differ substantially. In the next step we use the path for
some calculations which are varying across the techniques presented. We assume them
to cause the same effort which holds true  at least approximately  in most cases.
Then we repeat the entire cycle n times. Finally we average over all n values pi obtained
from the single cycles for i = 1, ..., n this step is essentially the same for all algorithms.
Carrying out the above steps requires N random variables in total.
Although taking the number of random variables N as a criterion for the compu-
tational effort might in several cases lack some extent of accuracy, it seems to be a
pragmatic choice which standardizes and facilitates the comparison of our techniques. In
some cases it can prove reasonable to make exceptions to this criterion  however, we
point these cases out and comment on them separately.
Whenever we notice any potential savings in the computational budget we will display
them.
We notice that many techniques shown later enable us to prematurely stop a Brownian
path, i.e. we do not need to calculate all values of (y(t1), ...y(tm)). This leaves a certain
amount of random variables unused. Rather than employing the latter to compensate for
that fact, we treat them if they were indeed used. As the potential computational savings
here are in most cases negligibly small and depend to a large extent on the boundary
function c, we leave the criterion of assessing our techniques unaffected.
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4.6 Comparison of Techniques
4.6.1 How We Compare Techniques
The purpose of this section is to give a brief overview on how we intend to compare
different variance reducing techniques. In order to evaluate a given technique we rely
on theoretical considerations as well as on empirical evidence. The latter is important
to asses the practical use of our techniques as well as their small sample properties and
is obtained through simulation experiments. For this purpose we test our approaches
on several carefully chosen functions listed below. Whereas some techniques might be
promising from a theoretical point of view, they might only deliver asymptotic results
and lack performance in application. Of course also the other direction of this statement
can hold true.
As already mentioned in the previous section, we assume that the computational bur-
den only depends on N , the number of random variables used. Thus we can focus our
entire attention to the accuracy of approximation. In a first step we establish a bench-
mark to compare our findings with. It is obvious that ordinary simulation based on (4.1)
and (4.6) can fulfill this purpose.
We set T = 1 throughout our entire simulation experiments. Any other value for T
would fulfill the same purpose. However, as most results in our reference literature on
estimating Q(c(t);T ) are based on T = 1, we follow this convention. Further, we set
N = 100000, N = 1000000 and N = 5000000 when testing our algorithms.
For each boundary c(t) we estimate k1 and k2. Thus we can compute the optimal
values for m and n given through (4.12) and (4.13) which minimize the MSE, (4.10). If
necessary, we compute k2 iteratively or vary m and n slightly while keeping N constant.
In order to assess the improvements in accuracy due to a variance reducing technique,
two measures  the variance reduction factor (VRF) and the RMSE  are convenient.
The VRF is defined as the quotient of the original variance and that obtained when em-
ploying variance reduction, where the same values of m and n as for ordinary simulation
are used when determining this quantity. We do not list the VRF separately in our tables.
Given a certain technique and a boundary function c(t), the originally optimal values
for m and n will in general not minimize the RMSE. Whereas k1 remains unaffected, we
have to estimate k2 again empirically.
Using the optimal values m and n for the technique implemented, should  as above
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 minimize the RMSE. By comparing the RMSE of ordinary simulation to the RMSE
when a certain variance reducing technique is applied, we can see the improvements due
to the latter.
The refinement of the RMSE is presented in tables summarizing the performance of
our algorithms at the end of the chapters 6 to 11. We set the RMSE for a given algo-
rithm in relation to the corresponding outcome of ordinary simulation. For this purpose
we choose a representation in percent with respect to the RMSE of our benchmark 
setting the RMSE for the latter 100%. Thus a value of x% for a given algorithm and a
test function c(t) means that this algorithm reduces the RMSE by a factor x/100 com-
pard to ordinary simulation for this particular function while keeping the computational
effort constant. When altering the rate of convergence of the estimator  as in chapter
10  the factor x also depends on the number of random variables, N .
In addition to the summaries at the end of the chapters discussing variance reducing
techniques, we provide a conclusion of our results in chapter 12 and a detailed record of
our simulation experiments in chapter 14.
4.6.2 Test Functions
When given a variance reducing technique, the improvements in accuracy can depend to
a large degree on the boundary used. To account for this fact we choose several different
functions of various shapes to test our algorithms empirically. We notice that for speci-
fied algorithms certain functions can not be used reasonably as boundary.
Below we present our test functions, commenting each with a few words. For each,
a graphic shows its progression on the interval [0, 1] which is relevant when calculating
Q(c(t); 1).
Our first function is c(i)(t) = exp(−t). We decided that we wanted to include at least
one convex case for our testing. As c(i)(t) was already used by Loader and Deely (1987)
and Pötzelberger and Wang (1997, 2001) as test function it seems appropriate for our
purpose. The fact that there is no explicit formula for the corresponding BCP constitutes




Figure 4.3: c(i)(t) = exp(−t) on [0, 1]
Next we choose a Daniels boundary, as discussed in detail on page 16ff. By setting a =
1, κ1 = 0.5 and κ2 = 0.5 we get c
(ii)(t) = 1/2 − t log (1/4 + (1/16 + 1/2 exp(−1/t))1/2).
On the one hand there is an explicit formula for Q(c(ii)(t);T ), on the other hand this
formula was already used by other authors as Durbin (1971, 1992) for the same choices
of the parameters a, κ1, and κ2.
Figure 4.4: c(ii)(t) = 1/2− t log (1/4 + (1/16 + 1/2 exp(−1/t))1/2) on [0, 1]
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As third test function we use c(iii)(t) =
√
1 + t. In the literature this is one of the
most popular functions to demonstrate techniques which estimate Q(c(t);T ). Further,
Q(c(iii)(t);T ) can be calculated explicitly based on the results of section 2.2 on page 11.
Figure 4.5: c(iii)(t) =
√
1 + t on [0, 1]
We further select c(iv)(t) = 1 + log(1 + t). Although we could not find any reference
where this function is mentioned, we include it. Problems based on geometric Brownian
motion crossing a linear boundary can be reduced to evaluating Q(c(t);T ) for a standard
Brownian motion crossing functions similar to c(iv)(t). For a discussion of geometric
Brownian motion and its application in finance see chapter 13 on page 133. As we do not
have an explicit formula for Q(c(iv)(t); 1), we have to rely on the empirical results of our
most potent algorithms for comparison. Based on our adaptive control variate technique
we obtained an estimate for Q(c(iv)(t); 1) with Algorithm 2.2C.
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Figure 4.6: c(iv)(t) = 1 + log(1 + t) on [0, 1]
Finally we use c(v)(t) = 0.1 − t as our last test function. We wanted to include one
function where Q(c(t);T ) is close to 1. This way we can better asses our results from
stratification and importance sampling. We can compare the outcomes obtained for the
first four functions with the somehow extreme case c(v)(t) where the two techniques just
mentioned should produce substantially better results. Of course no bias occurs for this
test function. Thus we will use default values for m given N which will be the same for




Figure 4.7: c(v)(t) = 0.1− t on [0, 1]
As we see, we focus our attention primary to C∞ functions, i.e. smooth functions
that are k times continuously differentiable on (0, T ] for any integer k.
The table below summarizes our test functions:
(i) c(i)(t) = exp(−t)




(iv) c(iv)(t) = 1 + log(1 + t)
(v) c(v)(t) = 0.1− t
For Q(c(t); 1) we get
(i) Q(c(i)(t); 1) ≈ 0.561320 (see Loader and Deely, 1987, p.101)
(ii) Q(c(ii)(t); 1) = 0.47974935 (see Durbin, 1992, p.300)
(iii) Q(c(iii)(t); 1) = 0.195997 (see Novikov et al., 1999, p.1027)
(iv) Q(c(iv)(t); 1) ≈ 0.1278 (estimated with Algorithm 2.2C)




5.1 Sample Paths and Simulation
We begin this chapter by reviewing some basic properties of Brownian motion as they
provide the foundation for generating sample paths. The definition of Ross (1996, p.185)
seems useful: The process {W (t), t ≥ 0} is said to be a Brownian motion, if
• W (0) = 0,
• {W (t), t ≥ 0} has stationary, independent increments,
• for every t > 0, W (t) ∼ N(0, t).
Let 0 = t0 < t1 < ... < tm = T be a uniform partition of [0, T ]. We define h := T/m
to be the length of the subintervals [tj−1, tj], j = 1, ...,m. As a result of the stationarity
of Brownian motion we have W (tj) − W (tj−1) ∼ N(0, h). This observation together
with the assumption of independent increments enables us to generate a Brownian path.
Using m random variables Zj ∼ N(0, 1), j = 1, ...,m we get the recursion
y(tj) = y(tj−1) +
√
hZj, j = 1, ...,m. (5.1)
We will resort to this way of creating a Brownian path later.
Simulation based on (5.1) produces exact results in a sense that the joint distribution
of (y(t1), y(t2), ..., y(tm)) corresponds to that of a Brownian motion at t1 < t2 < ... < tm.
Of course this does not hold true for the open intervals (tj−1, tj), since we obtain the
values between y(tj−1) and y(tj), j = 1, ...,m through linear interpolation.
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Figures 5.1 and 5.2 shall illustrate simulated paths for m = 10 and m = 100. Each
picture contains 10 paths.
Figures 5.1 and 5.2: Brownian Sample paths with m = 10 and m = 100 respectively on [0, 1]
5.2 The Benchmark Technique
5.2.1 Introduction
To facilitate our notation, let the outcome of the i-th sample path, gi(y(t1), ..., y(tm); cm)
from the formula of Wang and Pötzelberger (1997), (4.1), as above be denoted by
pi := gi(y(t1), ..., y(tm); cm). (5.2)
Averaging (5.2) over i = 1, ..., n yields Pˆ (cm(t);T ).
Let c be a boundary function and cm be a polygonal approximation to c. Each sim-
ulation cycle we subsequently generate a Brownian path according to (5.1) and plug the
values y(tj), j = 1, ...,m into (5.2).
At the first point of time tj the indicator term
1(y(tj) < cm(tj)) (5.3)
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takes the value 0 we can stop sampling the Brownian path and set pi = 0. However,
for most boundaries this occurs rather at the ending of the path or not at all. Since
implementing a criterion to stop the loop sampling a path requires a certain degree of
additional effort, its benefits need to be weighted out against its cost. Anyway, the vari-
ance and the RMSE remain unaffected. In the benchmark algorithm we terminate paths
prematurely the first time (5.3) equals 0.













There are two ways of handling the term (5.4), each of them being considered in the
following subsections. At the end of this section we further discuss the consequences of
ignoring (5.4).
5.2.2 Simulated Conditional Transitions










given the values of a Brownian path, y(tj) and y(tj−1) for j = 1, ...,m. Instead of cal-
culating the entire product (5.4) and using the conditional surviving probabilities, we
additionally simulate a random variable Uj which is uniformly distributed on [0, 1] at
each time step j = 1, ...,m. Here we assume that generating these random variables does
not influence the overall computational effort.
For j = 1, ...,m we use (5.5) to derive an indicator function for the conditional prob-
ability that the boundary is not crossed in (tj−1, tj):
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The main advantage of this approach lies in the fact that a path can be stopped as
soon as (5.6) is equal to 0 for the first time. This event occurs when the inequality in (5.6)
is not fulfilled for the first time. If we stop a sample path prematurely we set pi = 0.
In most cases the number of paths stopped before reaching T is comparatively small.
Surviving paths receive the value pi = 1. We get the estimator Pˆ (cm(t);T ) through
averaging over pi for i = 1, ..., n.
Stopping a path due to the condition (5.3) equals 0 for the first time is not affected
by this approach and can be implemented additionally.
Algorithm 1.1ct on page 139 is based on the results of this subsection.
5.2.3 "Classical" Transitions
Now we calculate (5.4) as a whole, not limiting pi to only take the values 0 or 1, but being
able to attain essentially all values in [0, 1]. By doing so, we can to some extent lower
the variance of the estimator. However, since we do not terminate any path prematurely
due to (5.4), we can expect a slightly higher computational effort. Of course we can still































Uj ∼ U [0, 1], j = 1, ...,m.
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Thus both ways yield the same expectation, P (cm(t);T ). The bias remains unaffected.
Since the "classical" method of dealing with the conditional probabilities is somewhat
more accurate, all algorithms implementing variance reduction will rely on it. Further,
we will use Algorithm 1.0 which is based on this approach as benchmark for our simula-
tion experiments.
According to Glasserman (2003), the method just discussed is know as conditional
Monte Carlo. A similar issue is shown in chapter 8 on Importance Sampling. For an
observation closely related to (5.7) see Glasserman (2003, p.369).
5.2.4 Ignoring Transitions
One may wonder how the accuracy of estimating P (c(t);T ) is affected when the term
(5.4) in the formula of Wang and Pötzelberger, (4.1), is ignored. This leads to a very
simple and somehow intuitive approach. Instead of P{W (t) < c(t),∀t ∈ [0, T ]}, the
probability P{W (t) < c(t) | t = tj, j = 1, ...,m} is approximated. Thus we reduce the
problem of finding the probability that a Brownian path does not cross c(t) on the inter-
val [0, T ] to estimating the probability that a Brownian path does not cross c(t) at a finite
number of m points, ignoring the behavior in the open intervals (tj−1, tj), j = 1, ...,m.
As we will see, this approach should be avoided.
Obviously, ignoring the developing of {W (t), t ≥ 0} between the nodes deteriorates
the quality of approximation by increasing the bias. Based on the results of Comtet
and Majumdar (2005) and as proven by Pötzelberger (2005), the bias introduced when
proceeding this way is of order O(1/
√
m). Thus the latter decreases at same rate as the
simulation error which is substantially slower than for the approaches including (5.4).











The RMSE diminishes at a rate of O(1/N1/4), which is much slower the optimal rate
of unbiased simulation, O(1/N1/2), and that derived in the last chapter, O(1/N2/5).
We conclude that this approach is by no means competitive. Thus we do not further
discuss it.
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5.3 Evaluation and Outlook
The results of this chapter provide us with two ways of implementing ordinary simula-
tion. Whereas in Algorithm 1.1ct the term (5.4) is simulated as described in subsection
5.2.2, Algorithm 1.0 employs conditional Monte Carlo discussed in subsection 5.2.3. We
already mentioned that the latter approach will be our benchmark technique.
For a detailed record of our testings see page 139f and page 141f. The following table
summarizes the performance of Algorithm 1.1ct in relation to that of Algorithm 1.0:
ALG11ct c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 103% 104% 104% 103%
Just as we assumed, the variance and the RMSE for Algorithm 1.1ct are slightly
higher than the corresponding values for our benchmark. Thus, conditional Monte Carlo
results in higher accuracy, although the gains are almost negligible.
As we have established a benchmark  Algorithm 1.0  we can proceed to vari-
ous variance reducing techniques in order to improve the quality of approximation while




6.1 An Introduction to the Technique
6.1.1 Basic Properties
As first variance reducing technique we present the method of antithetic variates. Al-
though its potential is limited when using it all by itself, it can yield further improvements
when combined with more sophisticated techniques. After introducing the idea behind
antithetic sampling, we show how it can be used for BCP problems. When providing
variance reduction compared to the benchmark technique, we will resort to it in later
chapters and combine it with other ideas.
In antithetic sampling we seek to introduce negative dependency between pairs of
outcomes of the simulation pi, i = 1, ..., n. Therefore we have to divide the number of
simulation cycles n  n being an even number  into halves, creating n/2 pairs of out-
comes (pi, p˜i), i = 1, ..., n/2. Further, we assume generating one pair requires the same
computational effort as two single replications.
Simulating a sample path (y(t1), ..., y(tm)) usually involves m random variables Zj ∼
N(0, 1), j = 1, ...,m. Those can be used to create negative dependency. From the sym-
metry of the Gaussian distribution we conclude that given Z ∼ N(0, 1), its reflection at
the origin, Z˜ := −Z, is also a N(0, 1) random number.
One possible way  the only one shown here  to make use of this fact in generating
pairs of observations (pi, p˜i) consists of the following steps:
• We generate a Brownian path (y(t1), ..., y(tm))i using (Z1, ..., Zm)i and obtain pi.
• Then we mirror each entry of (Z1, ..., Zm)i at the origin, yielding (Z˜1, ..., Z˜m)i.
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• We calculate (y˜(t1), ..., y˜(tm))i based on (Z˜1, ..., Z˜m)i and get p˜i.
We notice that we get a mirror image of the original path, which can be calculated
alternatively through
(y˜(t1), ..., y˜(tm))i = (−1)(y(t1), ..., y(tm))i. (6.1)
Employing (6.1) directly can reduce the computational burden to some extent. Figure
6.1 shows our idea:
Figure 6.1: A Brownian path and its mirror image on [0, 1]
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The antithetic estimator PˆA(cm(t);T ) converges to P (cm(t);T ) for n → ∞ as the
limit of independent observations (pi + p˜i)/2.
6.1.2 Variance Reduction
Here we take a closer look at the variance and show that it can be reduced through

































Depending on the correlation factor ρ we can obtain an improvement in accuracy.
Observing (6.2) suggests that a positive value of ρ increases the variance. However, our
way of implementing antithetic variates makes this scenario rather unlikely.
Following Glasserman (2003, p.208), antithetic variates eliminate the variance due to
the antisymmetric part of a given function, while leaving that due to the symmetrical
part unaffected.
6.2 Evaluation and Outlook
We used the results of this chapter to formulate Algorithm 1.1A. Together with a record
of our testing it can be found on page 143f. A brief summary of our findings is given in
the table below:
ALG11A c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 100% 100% 100% 100%
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Obviously there is no significant improvement in accuracy due to antithetic sampling
the way presented above. Thus we do not combine it with other approaches.
We have shown that mirroring an entire path provides no benefits. There might be
other ways to implement antithetic sampling in a more sophisticated way. We could for
instance introduce certain conditions to mirror only specified pieces of a given path to
generate pairs (pi, p˜i).
As our results suggest that the gains of related approaches have only little potential




7.1 An Introduction to the Technique
7.1.1 Basic Properties
In this section we give a general introduction to stratified sampling. Similarly, as anti-
thetic sampling, stratified sampling is a technique which can become more powerful when
combining it with others. However, we show that even all by itself it can provide consid-
erable improvements over ordinary simulation when employed appropriately. Following
Glasserman (2003, p.211ff) closely throughout the entire section, we briefly present the
most important facts on this technique.
The term stratification relates to any sampling method which divides the sampling
space into subsets (= strata). As motivation we consider the expectation E[f(Z)] under
the measure P, where f is a function and Z ∈ R. Let A1, ..., As be a partition of R




P{Z ∈ Ak}E[f(Z) |Z ∈ Ak] =
s∑
k=1
SkE[f(Z) |Z ∈ Ak], (7.1)
where Sk = P{Z ∈ Ak}. In contrast to random sampling, we decide in advance which
fraction of our sample will be drawn from each stratum Ak. For the further discussion
we restrict our attention to proportional sampling. In this case all these fractions match
their theoretical probabilities P{Z ∈ Ak}, where k = 1, ..., s.
For a total sampling size of n we take nk = nSk independent draws from each stratum
Ak, assuming without loss of generality that nk with k = 1, ..., s are integers. We note
62
CHAPTER 7. STRATIFIED SAMPLING
that in ordinary sampling the fraction of samples taken from any stratum Ak approaches
the theoretical proportion Sk as n increases.
Let f(Zk,i), i = 1, ..., nk be samples drawn form f(Z) given Z ∈ Ak for k = 1, ..., s. As
each sample mean (f(Zk,1) + ...+ f(Zk,nk)) /nk is an unbiased estimator for E[f(Z) |Z ∈

















Compared to an ordinary estimator, (7.2) eliminates sampling variability across strata,
leaving that within strata unaffected. Thus, for stratification to reach its full potential,
finding a partition with small variability within strata becomes essential.
7.1.2 Variance Reduction
Next we observe the variance reduction which is due to stratified sampling. To simplify
our notation, we introduce abbreviations:
• µ = E[f(Z)],
• µk = E[f(Z) |Z ∈ Ak],
• σ2k = Var[f(Z) |Z ∈ Ak]



























































































applied to (7.4) we see  comparing (7.3) and (7.4)  that stratified sampling with
proportional allocation can only decrease the variance. In a next step (7.4) can be de-
composed into two parts, one accounted for by (7.3) and another one being removed
through stratification. The part remaining is the variance within strata, whereas the
part vanishing is that across strata. For further discussion on that topic see Glasserman
(2003, p.319ff).
7.2 Stratification Applied to BCP Problems
7.2.1 Foundations
In this section we investigate how we can apply the results presented in the previous sec-
tion to reduce the variance when estimating P (cm(t);T ). First we notice that pi  the
outcome of the i-th simulation cycle as defined in (5.2)  corresponds to f(Zi), whereas
(Z1, ..., Zm)i  the random variables used for the i-th cycle  correspond to Zi from
above for i = 1, ..., n.
Instead of stratifying the random variables (Z1, ..., Zm) we can stratify the simulated
Brownian path (y(t1), ..., y(tm)) itself, choosing (Z1, ..., Zm) adequately. As we will see,
proceeding this way is easier to implement.
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Compared to the one-dimensional case discussed above, (y(t1), ..., y(tm)) is a m-
dimensional vector. Each entry of (Z1, ..., Zm), i.e. each Zj attains a value in R. Thus
we need to find a suitable partition for the m-fold kartesian product Rm = R× · · · × R.
Although for m-dimensional cases (m > 1) stratification along a d-dimensional sub-
space of Rm is possible for d ≤ m, we conclude for several reasons that stratifying along
y(tm), the m-th (= last) component of (y(t1), ..., y(tm)) is a promising choice.
Thus we can eliminate paths that end above the boundary cm. By introducing ad-
ditional strata, we generate paths whose empirical distribution of the final values y(tm)
resembles a N(0, T ) distribution more closely than when relying on ordinary sampling.
Further, we assume that the conditional variance of pi for paths having similar terminal
values, i.e. paths in the same strata, is rather small.





= Rm−1 × (∪sk=1Ak) .
The rules we suggest to form this partition are shown after briefly considering a tech-
nical issue.
7.2.2 Brownian Bridge Construction
In contrast to our former proceedings on simulating a Brownian path (y(t1), ..., y(tm))
step by step, beginning at y(t1) and ending at y(tm), we now consider a different ap-
proach: Given y(t1) and y(tm) we need to fill in the missing values to receive a complete
path.
This leads to the more general problem, generating the path, i.e. y(tj), j = 1, ...,m,
in any given sequence. In order to do so we need some results on the Brownian bridge
process. The discussion here is based on Glasserman (2003, p.83ff).
Let {W (t), t ≥ 0} be a Brownian path. Given the values of W (t) at 0 = t0 < t1 <
... < tm = T are W (t0) = 0, W (t1) = y(t1), ..., W (tm) = y(tm) we want to compute the
conditional distribution of W (ts) for any ts on the interval [0, T ]. Suppose ti < ts < ti+1,
where y(ti) and y(ti+1) are known with ti and ti+1 being the points of time closest to ts
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from the left and from the right respectively. Then from the Markov property of Brown-
ian motion we get
(




W (ts) |W (ti) = y(ti),W (ti+1) = y(ti+1)
)
. (7.5)
Observing (7.5) we first notice that only the values y(ti) and y(ti+1) have an influence
on the conditional distribution of W (ts). The latter is given by
(




(ti+1 − ts)y(ti) + (ts − ti)y(ti+1)
ti+1 − ti ,




As we see in (7.6), the conditional mean of W (ts) is obtained through linear interpo-
lation between (ti, y(ti)) and (ti+1, y(ti+1)).
Using (7.6) we can simulate a Brownian path in any desired order. Thus we have
more control over the coarse of a path compared to a step by step simulation. For a fur-
ther discussion of the Brownian bridge and a proof of (7.6) see Glasserman (2003, p.83ff).
7.2.3 A First Approach
Having provided the necessary tools to fill the intermediate points of a path when start-
ing with its final value y(tm), we now proceed by employing a simple version of stratified
sampling. The technique presented here is the foundation for further stratification.
Given a partition 0 = t0 < t1 < ... < tm = T of [0, T ], we divide Rm in two disjoint
subsets, Rm−1×A and Rm−1×B, where A = (−∞, c(tm)) and B = [c(tm),∞). Thus all
sample paths producing y(tm) ≥ c(tm) fall into Rm−1 ×B.
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As any path with y(tm) ∈ B yields pi = 0, we attempt to sample conditioned on
y(tm) not falling into B. Assuming that a sample path crosses the boundary y(tm)  if
ever  rather at the ending of the interval [0, T ], the procedure listed below can deliver
substantial improvements in accuracy, depending on P{y(tm) ∈ B}:
• Sample y(tm) conditioned on y(tm) ∈ A.
• Then fill the intermediate values of the path. Doing this from right to left on
the time scale, i.e. starting with y(tm−1), y(tm−2), ... can reduce the computational
burden since several terms in (7.6) vanish due to t0 = 0 and y(t0) = 0. Additional
savings in computational time can be achieved through a loop stopping the path
once the boundary is crossed.
• Use the random variables saved from not sampling paths with y(tm) ∈ B to create
further paths fulfilling y(tm) ∈ A, summing up to n paths altogether.
• Let pA,i be the outcome of the i-th path, i.e. (5.2), subject to the condition
y(tm) ∈ A. Averaging over pA,i, i = 1, ..., n and multiplying the outcome with
ξ as defined below in (7.7) yields PˆS(cm(t);T ), a stratification based estimator for
P (cm(t);T ).
To follow the above steps, consider a Brownian motion {W (t), t ≥ 0} on the interval
[0, T ]. We know that the distribution of W (T ) is given by W (T ) ∼ N(0, T ). Based on
this fact we first calculate P{y(tm) ∈ A}, the probability that y(tm) lies below c(tm).
Let Z ∼ N(0, 1) and Φ(·) denote the standard normal distribution function. Then we get

















With (7.7) we can derive a formula on how to sample Zm, the random variable used
to calculate y(tm) under the condition P{y(tm) ∈ A}. For the sake of simplicity in no-
tation we further denote Zm by plain Z. Each standard normal random number can
be generated using U ∼ U [0, 1], a uniform random number by setting Z = Φ−1(U).
Modern software packages compute Φ−1(·) fast and accurately with little effort. In or-
der to keep Z below Φ−1(ξ) and as a consequence y(tm) below c(tm), we set Z = Φ−1(ξU).
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Then we can proceed to the next steps as mentioned above.
Figures 7.1 and 7.2 show sample paths generated with this technique for our test
functions c(i) and c(iv):
Figures 7.1 and 7.2: Stratified sampling for c(i) and c(iv) on [0, 1]
Next we observe the sample mean PˆS(cm(t);T ) and the variance resulting from this
approach. For this purpose we set the variance in relation to that without stratification.














Var [pA,i] . (7.9)
Making use of (7.4) we derive
Var[pi]
ξ
= Var[pA,i] + (1− ξ)E[pA,i]2,
giving us substituted in (7.9)
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Thus the advantage of stratification as shown above increases as ξ approaches 0.
Algorithm 1.1S is based on the results of this section and can be found along with its
performance on page 145.
7.3 An Improvement of the Technique
Given the partition Rm = (Rm−1 × A) ∪ (Rm−1 ×B) from the former section we seek
further variance reduction. It seems reasonable to continue stratifying the final values of
the paths, forming the partition ∪sk=1Ak = A. In our approach we divide A into s strata,
each having the same probability P{y(tm) ∈ Ak} = 1/s. As already mentioned before,
we reason that paths having nearby ending point produce similar outcomes which results
in a decrease of variance.
For a sample path to end in the k-th strata Ak with k = 1, ..., s we need to sample Z





(k − 1 + U)
)
. (7.11)
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where pAk,i is the outcome of the i-th path given y(tm) ∈ Ak.
As proven above, stratification can only decrease the variance. However, it seems
reasonable to conclude that given a certain number of strata s, the marginal benefit of
additional strata decreases as s increases. We provide empirical evidence for this assump-
tion on page 148, some comments on it follow in the last section of this chapter.
The approach discussed here is put into practice as Algorithm 1.2S. The algorithm
itself and its application can be found on page 147ff.
7.4 An Alternative Algorithmic Approach
In this section we suggest an alternative to the Brownian bridge construction based on
(7.6) which is employed in Algorithm 1.1S and Algorithm 1.2S. This approach is specifi-
cally tailored to BCP problems and avoids using (7.6). Implementing our idea can yield
savings in computational time.
We notice that given a Brownian motion {W (t), t ≥ 0 |W (T ) = y(T )}, the process
B(t) = W (t)− t
T
W (T ) (7.12)
is a Brownian bridge process on [0, T ], fulfilling B(0) = B(T ) = 0. With (7.12) we gen-
eralize the results of Ross (1996, p.187) who discussed the case T = 1. Using





W (T ) < c(t)− t
T




B(t) < c(t)− t
T
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we transform our original problem to a similar one, yielding the same result. Now we
compute the probability that a Brownian bridge B(t) crosses a varying boundary given
through c(t)− t/T W (T ) on the interval [0, T ]. The important observations are that we
can simulate each path B(t) without using (7.6) and that the term W (T ) used to create
B(t) need not be the same as in c(t)− t/T W (T ) for a given path.
In order to implement (7.13) the following steps are required:
• First we simulate a sample path (y(t1), ..., y(tm)) step by step.
• Then, we can calculate y(tj)− tj/T y(tm) in any given order with (7.12).
• We create y˜(tm) using a stratification rule  ensuring y˜(tm) ∈ Ak for a given k.
The value of y(tm) does not have an effect on this step.
• Using y˜(tm) we compute the values of the new boundary, c(t)− tj/T y˜(tm), where
j = 1, ...,m in any desired order.
• We proceed as usually in computing pAk,i, repeating theses steps for k = 1, ..., s
and i = 1, ..., n/s.
This approach is implemented as Algorithm 1.3S on page 150. We do not provide any
empirical results for this algorithm as they are essentially the same as for Algorithm 1.2S.
Figure 7.3 summarizes our idea:
Figure 7.3: Alternative implementation of stratified sampling for civ
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7.5 Evaluation and Outlook
We start by analyzing the performance of Algorithm 1.1S, the first and simplest approach
presented in this chapter:
ALG11S c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t) c(v)(t)
RMSE 66% 80% 80% 82% 40%
From the table we see that the reduction of the RMSE due to Algorithm 1.1S is
between 18 and 60 percent. Considering that our approach is rather simple, these re-
sults are very satisfying. As we expected, most of the improvements in accuracy can be
achieved when Q(c(t);T ) is close to 1 as for c(v).
We found that for our first four functions and several other functions tested (they are
not shown in our record) the inequality
Var[pA,i] ≤ Var[pi] (7.14)
holds true. When (7.14) is fulfilled, we can substitute ξ2 for ξ in (7.10) and get an even
better lower bound for the improvement due to stratification. However, we are aware
that c(v) is a counter example to this observation.
Next we comment on the fact that the marginal gain of additional strata decreases.
We take c(i) as an example to support this observation. Other functions behave similarly.
Based on the tables on page 148 we suggest that between s = 4 and s = 10 strata are suffi-
cient for our purpose. Further increasing s yields only little additional variance reduction.
As each strata is already highly homogeneous for s = 5 and the variability within each
strata is small, we set s = 5 when testing Algorithm 1.2S. The table below summarizes
our results:
ALG12S c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t) c(v)(t)
RMSE 55% 68% 69% 75% 38%
Obviously, we are able to further improve the performance of Algorithm 1.1S to a
total reduction of the RMSE by between 25 and 62 percent. Except in the case of c(v),
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the RMSE additionally decreases by approximately 10 percent.
For increasing N the comparative advantage of Algorithm 1.2C over Algorithm 1.1C
might diminish. When using the latter, nk/n, the fraction of random variables in the
k-th stratum Ak, k = 1, ..., s approaches its theoretical value 1/s. Thus the gains of
stratification of A might lessen when n increases. As we were limited by the performance
of our computer, we were not able to use a sufficient large number of random variables
to make this effect clearly visible.
Finally, as last application of stratification in this chapter, we have Algorithm 1.3S
on page 150. We only provide the algorithm itself. Its empirical performance does not
substantially differ from that of Algorithm 1.2S, since those two algorithms use the same
rule for stratification.
We conclude that stratification as presented in this chapter is very useful tool for
BCP problems in order to decrease the RMSE. Thus we will resort to this technique in




8.1 An Introduction to the Technique
8.1.1 Basic Properties
In this chapter we seek to decrease the variance by changing the probability measure
under which the random variables Z are sampled. Thus we attempt to give more weight
to important outcomes in order to increase the accuracy of simulation. However, when
choosing an unapt new measure, we in fact increase the variance. After showing some
fundamental results, we proceed by implementing importance sampling to BCP prob-
lems. The discussion in this section is closely following Glasserman (2003, p.255ff).
We are interested in the expectation of a function f(Z) from Rm to R with respect
to a measure P on Rm. Let this expectation be denoted by EP and let g(z) = dP be the
corresponding density of Z ∈ Rm. Then we have





When using Monte Carlo simulation to estimate (8.1), we sample independent draws







Let Q be another measure on Rm and h(z) = dQ the corresponding density. Addi-
tionally, we require P to be absolutely continuous with respect to Q. We may assume
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that h and g satisfy that from h(z) = 0 follows g(z) = 0 for any z ∈ Rm. Then we can
alternatively represent µ as











where L denotes the Radom-Nikodym derivative (= likelihood-ratio) dP/dQ. By taking










The weight g(Zi)/h(Zi) of Zi is the likelihood-ratio evaluated at Zi. With (8.3) we
see that (8.4) is an unbiased estimator for µ.
8.1.2 Variance Reduction
In order to compare the variance of an importance sampling estimator (8.4) with that
resulting from ordinary sampling, it is sufficient to consider the second moments. When














which can be larger or smaller than the second moment E [f(Z)2]. From (8.5) we see
that the variance of the importance sampling estimator decreases as f(z)g(z)/h(z) ap-
proaches a constant, being 0 for a constant. This means we should sample in proportion
to f(z)g(z).
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8.2 Change of Drift
Sampling a path (y(t1), ..., y(tm)) requires the random variables (Z1, ..., Zm) ∈ Rm, where
each Zj, j = 1, ...,m is N(0, 1) distributed. As a result, the density g  keeping the
notation of the previous section  is the m-fold product of φ(·), the standard normal
density at Zj, j = 1, ...,m. We get




As a first approach it seems convenient to change the drift of φ by adding the same
mean term in each step. This way we can pilot the paths  at least to some extent 
along a straight line in a desired direction. Let (Z˜1, ..., Z˜m) denote the samples drawn
with respect to the new density h.
The latter is a product of hj, j = 1, ...,m, each being a N(µ, 1) density for some


















Let pi,Q be the weighted outcome of the i-th path, i.e. pi from (5.2) multiplied with
L from (8.7), and PˆQ(cm(t);T ) the corresponding sample mean, where (Z˜1, ..., Z˜m) is
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= EP
[










Considering (8.8), it is obvious that taking the expectation over Z under Q is equiva-
lent to taking the expectation over Z+µ instead of Z and applying the original measure
P. The term Pˆ (cm(t);T ;Z + µ) indicates, that each Z is replaced by Z + µ in order to
estimate P (cm(t);T ).
The only question remaining open in order to advance to the first algorithm using
importance sampling  Algorithm 1.1I  is the choice of µ. Although one could assume
that a drift which leads to some degree away from the boundary, i.e. a negative drift,
should prove useful, we rely on empirical evidence to determine a good input for µ. One
way to find a suitable value for µ is to make several test runs for various choices of µ
which will be done in our case.
Figures 8.1 and 8.2 show this approach for c(iv) with some sample paths on the interval
[0, 1] form = 100. The term µ is chosen such that the expectation EQ[y(1)] equals c(iv)(1)
and c(iv)(−1) respectively.
Figures 8.1 and 8.2: Change of drift for c(iv) with positive and negative µ
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8.3 Conditional One Step Survival
8.3.1 The Idea
In our next approach we estimate P (cm(t);T ) by conditioning on all paths to reach
tm = T without crossing the boundary cm on the entire interval [0, T ]. A similar ap-
proach is used by Glasserman and Staum (2001) to evaluate knock-out barrier options
which pay zero when the barrier is crossed. They assume that there is only a finite num-
ber of dates when the path is monitored and sample the underlying under the condition
of one step survival at each of these dates.
Whereas the exact distribution of the payoff (a function of the path) is in general
unknown, the one step survival distribution is explicitly available in certain applications.
For cases where even the latter distribution is not known, the authors provide a formula
to estimate it. In contrast to the problems considered by Glasserman and Staum (2001),
we observe paths on a continuous time scale.
Using importance sampling in order to guarantee each path to reach tm, we can elim-
inate that part of the variance of Pˆ (cm(t);T ) which is due to pi being 0.
It becomes necessary to simulate each path (y(t1), ..., y(tm)) at the nodes t1 < ... < tm,
using an appropriate conditional distribution for the random variables Z1, ..., Zm to en-
sure survival of the path. This requires a change of measure at each step. Furthermore
we need to obtain the correct likelihood-ratio L to weight the corresponding outcome of
the path accordingly.
The likelihood L varies depending on the course of the sample path. However, we
omit introducing an index for L to indicate the i-th simulation cycle as we focus on a rep-
resentative sample path throughout this section. The same holds true for the next section.
Since cm is piecewise linear between the nodes t1 < ... < tm, we can use the formula of
Wang and Pötzelberger (4.1) to account for the conditional probability of possible cross-
ings in the open intervals (tj−1, tj), j = 1, ...,m given the values of y(tj), j = 1, ...,m.
This way we can consider the continuity of our problem.
For now we restrict our attention to the case in which we sample each path from left
to right, following the one step survival approach. In section 8.4 we omit this procedure
in favor of a more potent technique based on the same idea.
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Three graphics (Figures 8.3, 8.4 and 8.5) shall illustrate the approach discussed in
this section. Therefore we chose c(i), c(iv) and c(v) as boundaries, each on [0, 1]. Obviously
we can expect grand results for the last function.
Figure 8.3: Conditional one step survival for c(i) on [0, 1]
Figure 8.4: Conditional one step survival for c(iv) on [0, 1]
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Figure 8.5: Conditional one step survival for c(v) on [0, 1]
8.3.2 Theoretical Considerations
We see that in order to implement importance sampling based on one step survival, there
are two factors differing from ordinary simulation to be considered:
• Using the exact conditional distribution for Z1, ..., Zm to guarantee survival of the
path. We denote the random numbers sampled under this distribution by Z˜1, ..., Z˜m.
• Finding the appropriate weight L.
There are two possible ways to produce the random numbers Z˜1, ..., Z˜m:
• Making use of acceptance-rejection.
• Finding the correct conditional distribution.
Applying acceptance-rejection is indeed very simple. There are hardly any theoretical
considerations required in order to implement it. We just draw the j-th random number
as often as required to fulfill
y(tj−1) + Zj
√
tj − tj−1 = y(tj) < cm(tj). (8.9)
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Alternatively, we can use (8.9) to compute the correct conditional distribution of
Zj. Doing this is somewhat more elegant and might reduce the computational burden.
Especially when the probability that a path crosses a given boundary in the next step
is high, relying on acceptance-rejection can result in a considerable number of random
variables rejected which can be impractical in some cases. As in the previous section,
let Uj, j = 1, ...,m be uniform random numbers on [0, 1]. Based on (8.9) we sample Zj,





































Let the P be the measure on Rm under which (Z1, ..., Zm) are drawn originally and
Qj be the measure under which Z˜j is sampled for j = 1, ...,m. At each step Qj varies,
providing Z˜j through (8.10). This guarantees the surviving of the sample path. We
define the k-fold kartesian product Q = Q1 × · · · × Qm as a measure on Rm. Putting
this together with (8.12) we get
EP [pi] = E
Q [pi,Q] , (8.13)
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where pi,Q is the weighted outcome of the i-th simulation cycle using importance sam-
pling as described above. Thus PˆQ(cm(t);T ), the mean over pi,Q, provides an unbiased
estimator for P (cm(t);T ). Given a certain number of random variables N , the variance
decreases compared to ordinary simulation.
Algorithm 1.2I is based on one step survival and applies the above considerations.
8.4 Conditional Survival Combined with Stratification
In this section we combine the results from the previous section with those on stratified
sampling. Now each path survives until the end and the distribution of y(tm) is stratified.
This way we should obtain results which exceed those of both methods all by themselves.
We apply the following steps to get the weighted outcome of a sample path, pi,Q:
• First we stratify y(tm) under the condition y(tm) < c(tm) in s strata, each having
the same probability 1/s.
• Then we fill in the intermediate values of the path, y(tj), j = 1, ...,m−1 conditioned
on not crossing the boundary at the nodes. Therefore we need a suitable order  for
example from right to left or the other way around  making sure the likelihoods
Lj can be computed easily.
• For each y(tj) we find the adequate weight Lj and calculate the product of the
latter, L.
• Then we apply the formula of Wang and Pötzelberger (4.1) to obtain the conditional
probability for crossing the boundary between the nodes, given the values at the
nodes.
• Finally we derive pi,Q as the weighted outcome of the i-th cycle by multiplying pi
from (5.2)  here we employ importance sampling based paths to get pi  with
the appropriate weight L.
We repeat the above procedure n times and average over pi,Q, i = 1, ..., n to obtain
PˆQ(cm(t);T ).
As shown in the chapter on stratified sampling, we compute y(tj), j = 1, ...,m − 1
from right to left, i.e. in the reverse order. This way we can benefit from the fact that
t0 = 0 and y(t0) = 0 which simplifies several formulas occurring later on.
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The critical steps when using this approach are finding the appropriate conditional
distribution of Zj under which to sample and deriving the correct likelihood ratio at each
step.
Just like above, our first concern is finding the appropriate conditional distribution
for y(tj), j = 1, ...,m. We get y(tm) stratificied by sampling Zm according to (7.11). In
order to obtain y(tj), j = 1, ...,m− 1 we have again two choices.
First we can rely on acceptance-rejection, yielding the same advantages and disad-
vantages as mentioned in the last section. However, this time we have to make use of the
Brownian bridge formula (7.6) to get y(tj), j = 1, ...,m− 1.
Alternatively we sample from the conditional distribution of Zj, ensuring y(tj) < c(tj).
Deducing the latter also yields the likelihood ratio Lj as a by-product. We start with
P{y(tj) < c(tj)}
and use the formula for the Brownian bridge, (7.6), to get y(tj), given y(t0) = 0 and
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As a first consequence of (8.14) we get
Z˜j = Φ
−1(ξjUj). (8.15)
Observing (8.14) and (8.15) we notice that Z˜j is drawn under the condition that
y(tj) < c(tj). This holds true for all j = 1, ...,m − 1. The case Z˜m was already
considered separately in the chapter on stratified sampling. For the likelihood Lj of








= ξm. Putting this together gives us L as in (8.12).
Let Qj be the measure under which Z˜j is sampled for j = 1, ...,m. Then we get
Q = Q1 × · · · × Qm, a measure on Rm. It can be shown that the expectation of
Pˆ (cm(t);T ) with respect to the standard measure P on Rm is the same as the expec-
tation of the weighted importance sampling estimator PˆQ(cm(t);T ) under the measureQ.
As an improvement of Algorithms 1.2I, Algorithm 1.3I puts the findings of this section
into effect, yielding our most promising algorithm so far.
8.5 Evaluation and Outlook
We start by discussing Algorithm 1.1I. In order to use it effectively, we need to perform






where h = T/m and m is the partition size of a uniform partition on [0, T ], as above.
We define µ in (8.16) as a function in ζ such that EQ[y(T )] = c(T ) holds true for the
terminal value of a sample path with drift µ when ζ = 1. An appropriate value for ζ can
be found through some simple one-dimensional search like for example bisection, since
the variance seems to be a continuous function in ζ with only one absolute minimum.
Even values close to the optimal factor of ζ can provide significant improvements in ac-
curacy. On page 151ff we present Algorithm 1.1I along with its empirical performance.
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For each function we estimated ζ separately and documented our search.
The table below summarizes our findings for Algorithm 1.1I:
ALG11I c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 81% 88% 93% 95%
We achieved a reduction of the RMSE of between 5 and 19 percent. Algorithm 1.1I
works especially well for c(i) which can be a result of this curves shape.
As we suspected, the optimal drift was negative in all cases observed. Thus, leading
the Brownian paths slightly away from the boundary avoids crossings too early to some
degree and increases the accuracy of our simulation. However choosing too large values
for the negative drift is obviously counterproductive.
We advance to a different importance sampling based approach, Algorithm 1.2I. Along
with a record of the testing we performed to assess it, it can be found on page 154f. Com-
pared to Algorithm 1.1I, Algorithm 1.2I is easier to handle as it requires no such factor
as ζ from above.
Below we can observe the improvements due to implementing one step survival:
AL12I c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t) c(v)(t)
RMSE 93% 92% 91% 93% 61%
The reduction in the RMSE reaches from 7 to almost 40 percent. Whereas the en-
hancement for the four functions c(i) to c(iv) is at around 8 percent, we can almost cut the
RMSE into halves for c(v). This observation should not be surprising, as this technique
eliminates that part of the variance which is due to crossing the boundary.
When combining the previous approach with stratification and simulating each path
from right to left we get Algorithm 1.3I, listed on page 156f. As in the chapter on strat-
ification, it can be shown that setting s = 5 is sufficient. Thus for our simulations based
on Algorithm 1.3I we choose this value for s.
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The following table covers the most important results of our testing record:
ALG13I c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t) c(v)(t)
RMSE 50% 64% 62% 66% 32%
Of course the performance of Algorithm 1.3I is better than that of Algorithm 1.2I as
well as that of Algorithm 1.2S, since it combines both approaches. In fact we reduce the
RMSE by between 34 and 68 percent. The results for Algorithm 1.3I are impressive yet
somehow expected.
Again, like for our other conditional survival algorithm, the performance of Algo-
rithm 1.3S peaks for c(v). There are two reasons for this: First, stratification improves
the variance at least by a factor of ξ as defined in (7.7) and importance sampling based on
conditional survival eliminates the part of the variance due to potential crossings of the
boundary. Thus, especially those cases where Q(c(t);T ) is close to 1 provide an excellent
basis for Algorithm 1.3I.
Pleased with the results of this chapter we now progress to another, even more promis-




9.1 An Introduction to the Technique
9.1.1 Basic Properties
In this chapter (and the one following) we consider the probably most potent technique
for variance reduction when dealing with BCP problems, control variates. The idea is
simple: We use the error occurring when simulating a known factor to reduce the error
when simulating an unknown factor. After a brief introduction to the method of control
variates we show how it can be applied for our purpose. The discussion below is according
to Glasserman (2003, p.185ff).
Let us assume that we want to estimate E[f(Z)] for a given function f  mapping
from Rm to R  under a measure P on Rm. As we already know, taking independent
draws of Zi ∈ Rm, i = 1, ..., n and averaging over f(Zi) gives us fˆ(Z). This is an unbiased
estimator which converges to E[f(Z)] with probability 1 as n→∞.
Now we additionally calculate another output g(Zi) in each replication. We choose g
in such a way that E[g(Z)] is known. The pairs (f(Zi), g(Zi)), i = 1, ..., n are indepen-
dent. Given a constant b, we compute
f(Zi; b) = f(Zi)− b(g(Zi)− E[g(Z)]). (9.1)
The error g(Zi)−E[g(Z)] in (9.1) serves as a control when estimating E[f(Z)]. When
averaging over (9.1) for i = 1, ..., n we get
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= fˆ(Z)− b(gˆ(Z)− E[g(Z)]). (9.2)





















with probability 1. Further, for fixed b, fˆ(Z; b) provides an unbiased estimator forE[f(Z)]
since




= E[fˆ(Z)] = E[f(Z)].
9.1.2 Variance Reduction
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where σ2f = Var[f(Z)], σ
2
g = Var[g(Z)] and ρfg is the correlation between f(Z) and g(Z).
Further, we notice that σ2f/n is the variance of the estimator fˆ(Z), obtained through
ordinary simulation. As the variance of the control variate estimator depends on b, we
can reduce it if
b2σg < 2bσfρfg.
By differentiating (9.3) with respect to b and setting the result equal to 0 we obtain









σ2f (1− ρ2fg). (9.5)
Assuming that we know the optimal coefficient bopt in (9.4), we can compute the reduc-




= 1− ρ2fg. (9.6)
Observing (9.6) we clearly see, that the success of a control variate estimator depends
on the correlation between f(Z) and g(Z). Here only the absolute value of the correlation
matters  the closer it is to 1, the better the improvement in accuracy. However, this
is only valid under the assumption that bopt is given. As for our application we do not
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It can be shown that bˆ→ bopt with probability 1 for n→∞. Estimating bˆ introduces
dependency between bˆ and gˆ(Z) if both quantities are obtained using the same set of
random variables. This results in some bias.
Since for any fixed b the control variate estimator is unbiased, bˆ can be obtained by
taking a certain number of random variables just to approximate bopt and the remaining
random numbers to calculate pairs (f(Zi), g(Zi)). However, the bias introduced when
using the same random numbers to compute bˆ and (f(Zi), g(Zi)) is of minor magnitude,
thus it can be ignored. Only in small samples this issue can be disturbing. In some special
cases it even vanishes. See Glasserman (2003, p.200f) for a more exhaustive discussion
of this matter.
There is a close link to regression analysis. We notice that (9.7) is the slope of a re-
gression line through the points (f(Zi), g(Zi)), i = 1, ..., n. Whenever a replication f(Zi)
underestimates E[f(Z)], it is very likely  given f(Z) and g(Z) are strongly correlated
 that g(Zi) underestimates E[g(Z)]. Thus we should correct f(Zi) upward. The slope
bˆ determines this correction. This explains the negative sign before b in (9.1). It also
shows the idea behind control variates.
9.1.3 Possible Control Variates for BCP Problems
Now we apply the previous considerations to BCP problems. We notice that Pˆ (cm(t);T )
corresponds to fˆ(Z) and Pˆ (dm(t);T ) to gˆ(Z) from (9.1). Thereby d is a function for
which P (d(t);T )  the equivalent to E[g(Z)] from above  is assumed to be known.
For the outcome of the i-th simulation cycle we define
pi,C = pcm,i − bˆ(pdm,i − P (dm(t);T ))
where pcm,i and pdm,i are the obtained through (5.2) in chapter 5, evaluated for the func-
tions cm and dm respectively. Averaging over pi,C yields PˆC(cm(t);T ), the control variate
estimator.
Before proceeding we need to discuss an important observation. In order to make use
of the formula of Wang and Pötzelberger (1997), (4.1), we rely rather on the polygonal
approximations cm and dm than on the functions c and d themselves. However, except
for the linear case, P (d(t);T ) and P (dm(t);T ) are not equal.
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There are two possible ways to account for this fact:
• First, we can choose a function d for which P (d(t);T ) is known explicitly, as those
discussed in chapter 2. Then we use P (d(t);T ) as expectation for pdm,i in the
control term, although we would actually need P (dm(t);T ) which though is unknow.
Proceeding this way introduces  except for linear functions d  another source
of bias which can be handled through (4.6).
• Alternatively we can estimate P (dm(t);T ) itself. Following this approach we can
choose an arbitrary function for d. One very sophisticated way to select d is shown
in the next chapter.
For now we focus our attention on the first way mentioned. Our task lies in finding an
appropriate function d such that the absolute value of the correlation ρ = ρcmdm between
the outcomes of the single simulation cycles pcm,i and pdm,i, i = 1, ..., n is near 1.
We assume that functions close to c produce similar outcomes in each cycle. Depend-
ing on the shape of c, the probability that the boundary is crossed rather at the beginning
or rather at the end of the interval [0, T ] and several other factors, different choices of d
are suitable. We seek approaches that are flexible enough to yield excellent results for a
variety of different functions c.
It is self-evident to consider linear functions for d. Using them is very simple and
introduces no additional bias. Thus we devote a major part of this chapter to finding
suitable ways to approximate c by linear functions such that the RMSE of our simulation
experiment is minimized.
Further, we conclude Daniels boundaries as potential candidates for d. These func-
tions have easily computable formulas for P (d(t);T ) and allow us to fit four parameters
to capture the shape of c. However, they introduce additional bias due to the polygonal
approximation of d.
Although there are explicit formulas for the BCP of square roots and quadratic func-
tions, the latter are not used within algorithms for several reasons:
• They introduce an additional source of bias as discussed above.
• The corresponding formulas for P (d(t);T ) are rather impractical to use.
• Daniels boundaries have more free parameters which allows a better fit to c. At
the same time they provide an easily computable formula for P (d(t);T ).
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Two ways of implementing control variates relying on linear functions and Daniels
boundaries seem feasible and useful for our purpose:
• Tangent approximation based control variates,
• Regression based control variates.
We are aware that our selection does not cover all suitable approaches for control
variates, nor do we claim that it provides for all cases the best possible choice. However,
our procedure is comparatively easy to implement and brings  as we will see later 
dramatical improvements over ordinary simulation.
9.1.4 Computational Effort
For pragmatic reasons we assume that generating a control variate based observation pi,C
involves the same computational effort as a cycle yielding pi with ordinary simulation.
We are aware this assumption might to some degree not comply with reality. However,
proceeding this way facilitates comparison with other techniques presented above, as N ,
the number of random variables used, has so far been our criterion to measure the poten-
tial of a technique. Furthermore, we neglect the effort involved when fitting the function
d to a given boundary c, since it becomes almost irrelevant for large n.
The methods to be presented in this chapter are so powerful, that even the most
pessimistic estimate for the computational burden  which is a multiplicative factor 2
to the effort claimed above  would not have a significant effect on the outcome.
9.2 Tangent Approximation Based Control Variates
9.2.1 Secant Approximation
As motivation we present our first attempt on implementing control variates. Since we
consider it somehow related to the techniques presented later in this section we choose
to discuss it at this point. When testing it on several functions we became aware of the
high potential of control variates which could be further explored with more sophisticated
ways of fitting d.
The idea here is rather simple. We fit a secant, i.e. a straight line d(t) = a+ bt, such
that it has the same starting and ending point as c(t) on [0, T ]. Thus we get a = c(0)
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and b = (c(T )− c(0))/T . We formulated Algorithm 1.1C on page 159 based on this idea.
Figure 9.1 shall demonstrate our approach:
Figure 9.1: Secant approximation for c(iv) on [0, 1] to derive a control term
In some respects our goal is to minimize the area between the curves c and d which
corresponds to a certain degree to the simulation error. We notice that a more sophisti-
cated way to fit a curve can further decrease this area and thus the RMSE.
9.2.2 Tangent Approximation
As next approach we suggest a tangent at c(T ) for d. Therefore we resort to Part I to the
corresponding section. Especially if we assume that crossings occur rather at the ending
of the interval [0, T ] using a tangent seems reasonable.
For the parameters of d(t) = a + bt we get a = c(T ) − Tc′(T ) and b = c′(T ), just as
shown on page 21ff. In particular for concave function with little curvature and rather
small values of Q(c(t), T ) this method should be appropriate.
Algorithm 1.2C on page 161 employs this idea, whereas Figure 9.2 illustrates it for
the function c(iv):
93
CHAPTER 9. STATIC CONTROL VARIATES
Figure 9.2: Tangent approximation for c(iv) on [0, 1] to derive a control term
9.2.3 Extended Tangent Approximation
Now we proceed to an extension of the tangent approximation, fitting Daniels bound-
aries. We already mentioned that we have four parameters to match d to a function c.
Since the approach of Daniels (1996) to fit d to c up to the second derivative at t = T
and use the last condition to ensure d(0) = c(0) turned out to be considerably accurate
in the example he provided, we choose a function d with the according properties to get
a control term.
Compared to other ways of using the four free parameters, this approach seems very
promising, as it should work very well for a variety of different boundary functions c.
On the one hand we take the shape of c near t = T into account, on the other hand we
include the possibility of early crossings by setting d(0) = c(0).

































We now follow Daniels (1996, p.138f) to fit d(t) as described above. It turns out to










After differentiating (9.9) twice and making some steps shown in the reference liter-
ature we have
• a1 = c(0),




a21 − 12ζ ′′/(ζ ′ − a1),













• ζ = c(T )/T,
• ζ ′ = c(T )− Tc′(T ),
• ζ ′′ = Tc′′(T ).
In order to apply d within an algorithm, we need explicit values for d at t1 < ... < tm.
We use them to state whether or not a sample path crosses d at the nodes and to ap-
ply (4.1). Therefore we solve (9.8) explicitly for each d(tj), j = 1, ...,m. This can be
done easily numerically based on some one-dimensional zero finding routine. We linearly
interpolate between the values d(tj−1) and d(tj), j = 1, ...,m and get dm, a polygonal
approximation to d.
Further we need to consider the bias arising through replacing the expectation of the
control variate, P (dm(t);T ), by P (d(t);T ). We simply add this source of bias to that
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already present.
Although this method  put into practice as Algorithm 1.3C  is very promising,
we have to keep in mind that it only works if a1 > 0 and thus a2 > 0. For concave
functions this condition is always fulfilled, whereas it does not hold true for all convex
functions.
9.3 Regression Based Control Variates
9.3.1 Introduction
Similar to the approach shown in the previous section, we want to fit a curve d where
P (d(t);T ) is known to the boundary c. In contrast to above, we now focus on finding
a function d which is close to c along its entire path on [0, T ], instead of modeling the
behavior of c only at the (starting and) ending point. This way we can better account
for crossings along the path, i.e. at the nodes t1 < ... < tm = T , as in general there is no
need to assume that the boundary is  if ever  hit around t = T .
A criterion which ensures that d is close to c on [0, T ] can be based on some norm
‖c − d‖. This idea was also used by Borovkov and Novikov (2005). They showed that
if ‖c − d‖∞ ≤ , then |P (c;T ) − P (d;T )| ≤ K for some constant K. We notice that
we already applied this formula on page 36 to obtain an estimate for the bias through
piecewise linear approximation of the boundary.





within our algorithms. Given a uniform partition 0 = t0 < t1 < ... < tm = T we want to















where a1, a2, ... are the parameters of the function d to be fitted. When approximating
c with d, we only take the values c(t0) < c(t1) < ... < c(tm), i.e. the nodes of cm, into










For m→∞ the terms a1, a2, ... estimated through (9.12) converge to the correspond-
ing terms of (9.11), minimizing the L2 distance between c and d. Settingm ≥ 10 provides
already very accurate results for a1, a2, .... Unless d is a linear function, we have to lin-
early interpolate at the nodes. Like above, we denote the polygonal approximation of d
by dm.
As P (c(t);T ) and P (d(t);T ) are close to each other, we conclude that the same holds
true for most outcomes of the single simulation cycles pcm,i and pdm,i, i = 1, ..., n. Thus
their correlation ρ should be proximate 1, resulting in a significant reduction of variance.
We are aware that using L∞ rather than L2 approximation could increase the accu-
racy at which we fit d to c slightly. However, for technical reasons we choose an L2 based
approach. This way we can rely on the least squares method, which is considerably easier
and more practical to implement than L∞ approximation.
9.3.2 Regression  Straight Line
Obviously the simplest way to implement the method just described is to use linear regres-
sion and fit a linear function d(t) = a+ bt to c(t) at the nodes 0 = t0 < t1 < ... < tm = T .
It is self evident, that this procedure yields in general more accurate results than the
straight line based control variates discussed in the last section. Compared to these
approaches, the area between the curves  which can to some degree be regarded as
a quantity for the simulation error  is the smallest when relying on the least squares
method to fit d.
Algorithm 1.4C is based on this idea, Figure 9.3 illustrates it:
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Figure 9.3: Least Squares approximation for c(iv) on [0, 1] to derive a control term
9.3.3 Regression  Daniels Boundary
We now present a somewhat more sophisticated approach based on the least squares
method and control variates by using a Daniels boundary for d. For this purpose we
consider the special case (2.14) which is given in explicit form. This way we do not have
to rely on zero finding routines to obtain the values of d at the nodes 0 = t0 < t1 < ... <
tm = T . We have

















There are three variable parameters in (9.13), a, κ1 and κ2. Considering (9.13),
we see that we can not fit them through linear regression. However, switching to the
nonlinear counterpart in order to implement the least square method constitutes no
problem. Packages for nonlinear regression are included in most statistical software en-
vironments. Without further discussing this issue, we use the method provided in the
corresponding software within our algorithm and fit d based on the values of c at the
nodes 0 = t0 < t1 < ... < tm = T .
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We get dm through linear interpolation of the terms d(tj−1), d(tj), where j = 1, ...,m.
The bias resulting from this polygonal approximation is added to that already existing.
Algorithm 1.5C on page 167, which is based on the findings of this subsection, is our
most promising static control variate approach.
9.4 Evaluation and Outlook
The quality of control variate estimators depends to a large degree on how good Q(c(t);T )
is approximated by Q(d(t);T ). Thus finding an appropriate function d becomes crucial.
In order to facilitate the analysis of the algorithms presented in this chapter we provide
a table on page 158, showing Q(d(t);T ) for all our algorithms and each test function
except c(v).
As c and d are close to each other in the sense discussed above, their first and second
derivatives also resemble. Thus we conclude that the bias added when replacing the
expectation of the control variate Q(dm(t);T ) with Q(d(t);T )  which is the case for
our Daniels boundary based algorithms, Algorithm 1.3C and Algorithm 1.5C  is of
the same magnitude as that introduced through polygonal approximation of c. Hence
we multiply the original bias with the factor 2 to account for this observation. Some
empirical studies we conducted suggest that this way of proceeding is quite accurate.
We continue by evaluating our first straight line approach, Algorithm 1.1C. The fol-
lowing table sums up our findings:
ALG11C c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 28% 36% 9.6% 27%
Obviously we can dramatically reduce the RMSE, even more than 90% for c(iii). In-
deed, our presumption that there is a high potential in control variates becomes fulfullied.
The excellent results of Algorithm 1.1C are a good starting point for a further investiga-
tion of this technique.
As described above in detail, we chose two ways of advancing  the first one based
on tangent approximation and the second one based on regression.
Algorithm 1.2C, one of our algorithms which relies on tangent approximation, leads
to the improvements in accuracy listed below:
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ALG12C c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 33% 36% 11% 26%
When comparing these outcomes with those of Algorithm 1.1C we see a certain degree
of deterioration. Although we can significantly decrease the RMSE, a simple secant from
c(0) to c(T ) seems to be a better choice for d than a tangent at c(T ), at least in the
cases we observed. The reason for this behavior lies in the fact the presumptions of the
tangent approximation as described in subsection 3.2.1 on page 21 are not fulfilled for
our test functions. We assume that for c(t) where Q(c(t);T ) is close to 0 the comparative
advantage of Algorithm 1.2C is visible.
Further, the table on page 158 indicates that for Algorithm 1.1C the expectation of
the control variate Q(d(t);T ) is closer to Q(c(t);T ) than for the tangent approximation
based approach.
We now proceed to the results delivered by Algorithm 1.3C which uses extended tan-
gent approximation as discussed in subsection 3.2.2 on page 23 to derive a control term.
Now we also account for the behavior of c near 0 rather than only focusing at its shape
at the ending point of the interval [0, T ]. For the RMSE in comparison to ordinary sim-
ulation we have:
ALG13C c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE - - 3.5% 13%
The results are amazing. Using Algorithm 1.3C we can remove over 96 percent of the
RMSE for c(iii) and 87 percent for c(iv). Since c(ii) is a Daniels boundary itself, employing
this algorithm makes no sense in this case. Although very powerful, Algorithm 1.3C has
the same limitations as the extended tangent approximation, i.e. it does not work for
certain convex function fulfilling the conditions stated in subsection 3.2.2.
We suspect that our estimate for the bias through polygonal approximation of c and
d might be to high, as both sources of bias can cancel out each other to some degree.
Especially if the shapes of c and d are almost identical like in the case of c(iii), this sce-
nario can occur.
Hereby we finish our examination of tangent approximation based approaches and
proceed to the second type of control variates discusssed, those relying on regression.
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In Algorithm 1.4C a linear function d is fitted to the boundary c, employing the least
squares method. This function then serves to derive a control term. We get:
ALG14C c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 16% 32% 5.1% 14%
Again we have results of excellent quality. We conclude that Algorithm 1.4C is our
best control variate based approach using a linear function to fit d. The table on page
158 shows that the values of the expectation Q(d(t);T ) are already very close to the
desired outcomes. This fact provides a good starting point for simulation.
Except for certain convex functions with extreme curvature, Algorithm 1.4C works
for all continuous boundaries c. Its wide range of application and high performance in
terms of accuracy make it a very powerful tool.
Finally we present the results of our last static control variate approach, Algorithm
1.5C. Here we fit an explicitly given Daniels boundary d to c, minimizing the sum of the
squared differences between these functions at the nodes 0 = t0 < t1 < ... < tm = T ,
using nonlinear regression. The table below summarizes the outcome of our simulations:
ALG15C c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 11% - 3.3% 9.5%
We see that we can even slightly exceed the results of Algorithm 1.3C which also uses
Daniels boundaries. Again we have the same limitations as described in subsection 3.2.2.
Further, both sources of bias seem to cancel out each other here as well to a certain extent.
Surprisingly Algorithm 1.5C works for c(i) and even provides a substantial reduction
of the RMSE in this case although this function is convex. However, the parameter κ2 is
negative which is originally not intended in (2.12) on page 17.
When recapitulating the results of this chapter, we conclude that our regression based
algorithms are our best static approaches. By static we mean that we improve the con-
stant term k2 as defined in (4.10) while leaving the convergence rate of our estimator,
O(1/N2/5), unaffected.
We assume that the quality of our control variate estimator might be slightly im-
proved by using L∞ instead of L2 approximation for our procedure based on regression.
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As we already discussed above in subsection 9.3.1, we do not follow this approach for
technical reasons.
Some of the concepts presented here are used to further enhance the convergence of




10.1 An Introduction to the Technique
10.1.1 The Idea
In contrast to all other techniques presented so far which improve k2, the constant term
for the variance in (4.10), we now show the first (and only) one to accelerate the rate of
convergence. Using an adaptive technique, we get a rate better than O(1/N2/5) for the
RMSE. Asymptotically this outweighs any improvement of a constant factor.
Instead of using a control variate g(Z) with known expectation E[g(Z)] as in the
previous chapter, we now simulate the expectation of the control variate itself. At first
glance this seems to be a somewhat unusual approach, since it adds another source of
error. However, the estimated expectation of the control variate is so close to its true
value that the error additionally introduced gets outweighed.
We briefly summarize our idea before providing details:
• First we divide our computational budget  N random numbers  into two parts,
N1 and N2, where N1 +N2 = N .
• Then we estimate Pˆ (cd(t);T ) based on n1 replications, where 0 = t0 < ... < td = T
is a uniform partition of [0, T ] and cd(t) the corresponding polygonal approximation
to the boundary function c(t). We use N1 = n1d random numbers in this step.
• As a next step we choose a number m with d|m. For a uniform partition 0 = t0 <
... < tm = T on [0, T ], each node of the first partition with d intervals is also a node
of the latter partition with m intervals.
• The outcome of the i-th simulation cycle using adaptive control variates is defined
by
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pi,C = pm,i − b(pd,i − Pˆ (cd(t);T ))
where pm,i and pd,i are obtained by evaluating (5.2) on 0 = t0 < t1... < tm = T with
cm and cd respectively. We see that the term (pd,i− Pˆ (cd(t);T )) serves as a control
for cm(t) when estimating P (cm(t);T ). For the further discussion we assume that
b = 1.
• We use the remaining N2 = n2m random numbers to conduct n2 simulation cycles
yielding pi,C . Averaging over pi,C for i = 1, ..., n2 gives us the control variate esti-
mator PˆC(cm,d(t);T ), an approximation for P (c(t);T ). The index C shall indicate
that control variates are applied.
Basically we use an estimator of an approximation with d time steps as control variate
for an estimator with m steps with d|m. For increasing N , both d and m increase. As
a result, the area between cm and cd and thus the RMSE converge to 0 at a faster rate
than for ordinary simulation. Hence we call this method "adaptive" control variates in
contrast to the control variate based approach from the last chapter, where the conver-
gence rate remains unaffected.
Figures 10.1 and 10.2 below shall illustrate our idea for c(i) and c(iv) on the interval
[0, 4] for d = 2 and m = 4:
Figure 10.1: Polygonal approximation of c(i) for d = 2 and m = 4 on [0, 4]
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Figure 10.1: Polygonal approximation of c(iv) for d = 2 and m = 4 on [0, 4]
10.1.2 Optimal Resource Allocation and Convergence
We introduce a new source of error and additional variables, thus we can not resort to
previous results on optimally allocating our resources. In order to estimate the MSE, we
first consider an equation which is similar to (4.9).
Let P˜C(cm,d(t);T ) denote the control variate estimator for P (cm(t);T ) under the as-
sumption that the expectation P (cd(t);T ) of the control variate is known exactly 
which is of course only possible for d = 1. Furthermore, let PˆC(cm,d(t);T ) be  as
defined above  the corresponding control variate estimator for which P (cd(t);T ) is ap-
proximated through Pˆ (cd(t);T ). Then we get the total error
P (c(t);T )− P˜C(cm,d(t);T )
= P (c(t);T )− P (cm(t);T ) + P (cm(t);T )− P˜C(cm,d(t);T )
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= P (c(t);T )− P (cm(t); t)︸ ︷︷ ︸
(i)
+P (cm(t);T )− PˆC(cm,d(t);T )︸ ︷︷ ︸
(ii)




As in (4.9), the term (i) corresponds to the bias introduced through approximat-
ing c by cm and the term (iii) is the standard error occurring when P (cd(t);T )  the
expectation of the control variate  is replaced by the Monte Carlo estimator Pˆ (cd(t);T ).
The term (ii) needs to be considered separately. We use n2 simulation cycles to get
PˆC(cm,d(t);T ). Hence, the standard error (ii) is κ(d,m)/
√
n2, where κ is a function
in d and m. We assume that m is sufficiently large and m  d such that any influ-
ence of m on κ can be ignored. Pötzelberger (2005) suspected that κ decreases under
this condition at least at a rate of O(1/d). Strong empirical evidence suggests that for
smooth enough functions c(t) as for the functions tested  we get a rate of O(1/d2) for
κ. Our empirical results can be found on page 169ff. We continue by using the latter rate.
When adding up the squares of (i), (ii) and (iii) we get  similar to (4.10)  a











where d,m, n1 and n2 are defined as above and k1, k2 and k3 are constants. The simu-
lation parameters can to some degree influence these constants. As d approaches m, k2
can vary, whereas small values of d can affect k3. Thus we assume them to be obtained
for large m and d, fulfilling m d.
For our adaptive control variate technique it is crucial to optimally allocate our re-
sources, the N random numbers. Only this way we can reach its full potential of variance
reduction. As we are now working with four parameters  compared to two so far  the
complexity of our algorithms is increased, making them more sensitive to a suboptimal
distribution of our resources.
We confirmed empirically that variations in the allocation of our random numbers to
different parts of the algorithms can limit the variance reduction significantly. Thus it
is necessary to make considerations as those leading to (4.12) and (4.13) from chapter 5.
By doing so we additionally get the rate at which the estimator PˆC(cm,d(t);T ) converges
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to P (c(t);T ).














N1 +N2 = N,
where
n1d = N1, and n2m = N2. (10.4)
Although we require m to be a multiple of d we do not introduce a separate constraint
to consider it. We made this decision primary for technical reasons. Furthermore, as d is
rather small compared to m and both numbers have to be rounded anyway  the opti-
mal values in (10.3) are in general no integers  we can easily account for this constraint.
Solving (10.3) is not trivial, so we provide some intermediate steps. In order to find a
solution to (10.3), we substitute the constraint and change the variables based on (10.4)











N −N2 . (10.5)
Next we differentiate f in (10.5) with respect to all three variables and set the partial
























(N −N2)2 = 0. (10.8)






































Plugging (10.12) and (10.11) into each other gives after some simple steps the desired

























We round d to the next integer and m to the nearest integer such that d|m holds.
Then we use these values with (10.10) to get n1 and n2 through (10.4).
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Just like for (4.12) and (4.13), we need to estimate the constants k1, k2 and k3. For
k1 we apply the formula of Borovkov and Novikov (2005), (4.6), and for k3 we make a
test run using ordinary simulation with d ≥ 10 and n1 ≥ 10000. In order to get an esti-
mate for k2 we suggest using the adaptive control variate technique for certain choices of
d,m, n1 and n2. We obtained satisfying results for k2 by setting all constants in (10.13)
and (10.14) equal to 1 and performing a test run for sufficiently large N .
Once we have estimated the three constants k1, k2 and k3 we can run the algorithm
with the optimal values for d,m, n1 and n2. We will see that the results obtained when
proceeding this way are more accurate than for any intuitive choice of the corresponding
parameters.
Finally we take a look at the convergence rate of our adaptive control variate tech-







Rooting (10.15) yields the RMSE  the mean difference between PˆC(cm,d(t);T ) and
P (c(t);T ) when employing Monte Carlo simulation. We get a rate of O(1/N10/21) which
is already very close to that of unbiased simulation, O(1/N1/2). Especially as N increases,
the technique just presented outweighs the gains of any other approach discussed so far.
Algorithm 2.1C employs our adaptive control variate technique.
10.2 Adaptive Control Variates  Enhanced
10.2.1 Combination with Static Control Variates
When observing the results of the previous section, we find that 4/5 of our N random
numbers are used to estimate P (cd(t);T ), the expectation of the control variate. Hence
it is obvious that an attempt to improve our adaptive control variate technique should
focus on enhancing the accuracy of this term.
We recall that we already found some very potent approaches to solve this prob-
lem. Especially the static control variate techniques presented in the last chapter seem
practical for our purpose. Now we use them in order get a more accurate estimator for
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P (cd(t);T ). Then we proceed with our adaptive technique as discussed in the last section.
Although we can estimate P (cd(t);T ) more accurately when implementing static con-
trol variates, still 4/5 of the random numbers are used for this first part of our adap-
tive technique. However, as k3 decreases dramatically through combining these two
approaches, we see  considering (10.13) and (10.14)  that d as well as m increase
in the optimal resource allocation, leaving N1 and N2 unaffected. Thus we get finer
polygonal approximations of c through cd and cm and need less simulation cycles, while
decreasing the RMSE at the same time. Altogether we get substantial improvements in
accuracy, depending on how much the static control variate can decrease k3 when esti-
mating P (cd(t);T ).
Our enhanced technique is implemented as Algorithm 2.2C. We decided to choose a
straight line d(t) = a + bt fitted at 0 = t0 < t1 < ... < tm = T through linear regression
to derive a control variate when estimating P (cd(t), T ). Thus the first step in Algorithm
2.2C corresponds to Algorithm 1.4C.
We also considered fitting a Daniels boundary for d(t) in the static part of our ap-
proach, since it can yield better results than a linear function. However, as we would
introduce another source of bias and would be limited mostly to concave boundaries we
do not follow this procedure.
10.2.2 Iterated Adaptive Control Variates
Pötzelberger (2005) showed how to further increase the convergence rate of our adaptive
control variate approach by iteratively employing this method. Let the partition size d
from above be denoted by d1. We use (pd1,i − Pˆ (cd1(t);T )) as a control term for pm,i,
whereas he continues by using (pd2,i − Pˆ (cd2(t);T )) as a control for pd1,i and so on until
pdr,i which is obtained through ordinary simulation. In order for this approach to work,
the conditions dr|dr−1,...,d2|d1 and d1|m need to hold for dr < dr−1 < ... < d1 < m.
Under the assumption that the second expression in (10.2) decreases at O(1/d2) 
we even suspect, as mentioned above, a rate of O(1/d4)  he showed that the MSE














It is obvious that (10.17) approaches the optimal rate of O(1/N) very fast for increas-
ing r. Of course, for a rate of O(1/d4) in the second part of (10.2), the term (10.17) in
(10.16) would converge even faster.
We do not provide any algorithm based on this technique for several reasons. In order
to actually see further improvements in the rate of convergence compared to Algorithm
2.1C, a large quantity of random numbers N would be needed which we are not able to
provide due to our computational limitations. Additionally, finding the optimal resource
allocation becomes rather complicated as r increases. However, when not relying on the
latter, the optimal convergence rate can not be reached.
Especially from a theoretical standpoint this approach is very valuable, as we can get
arbitrarily close to the optimal rate for the MSE, O(1/N).
10.3 Evaluation and Outlook
We now proceed to the evaluation of our algorithms. For our adaptive control variate
technique, Algorithm 2.1C, we get the following improvements in accuracy:
ALG21C c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 32% 33% 28% 30%
The results are excellent, though expected. To a certain degree the table above is
ambiguous, as the comparative advantage of Algorithm 2.1C over ordinary simulation
increases with N . We decided to take the outcomes where N = 1000000 for comparison.
Of course the improvements in accuracy compared to Algorithm 1.0 are even higher for
N = 5000000.
We further notice that our assumption concerning the convergence at a rate of O(1/d4)
for the second term in (10.2) was once more confirmed when calculating the optimal simu-
lation parameters for Algorithm 2.1C. The values of d,m, n1 and n2 estimated under this
conclusion provide significantly better results than any other choice of these parameters.
111
CHAPTER 10. ADAPTIVE CONTROL VARIATES
Now we proceed to Algorithm 2.2C which uses a straight line for d(t) when deriving
a control variate to estimate P (d(t);T ). The table below summarizes our findings, again
based on N = 1000000:
ALG22C c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 4.8% 5.7% 1.4% 3.2%
As above, we get dramatical improvements in accuracy, delivering our best perfor-
mance. When observing the outcome for N = 5000000 the results in relation to our
benchmark are even better to due the convergence rate of O(1/N10/21) for the RMSE.
We are highly satisfied with our results on adaptive control variates. Algorithm 2.2C
even exceeds our expectations to some degree. Indeed, we have found a very efficient yet
elegant way to dramatically improve the outcome of our simulation experiments while
keeping the effort measured through N more or less at the same level.
For both algorithms presented in this chapter the RMSE decays at the same rate. As-
ymptotically the improvements of a constant factor are irrelevant. The rate ofO(1/N10/21)
for the RMSE is already very close that associated with unbiased simulation. Thus we
almost reach the entire potential of long term performance for Monte Carlo simulation.
One possibility to further increase the convergence rate is employing the iterative tech-
niques shown in subsection 10.2.2 which seems to be the best choice for huge values of




11.1 An Introduction to the Technique
11.1.1 The Idea
In our last approach we transform the original problem, calculating P (c(t);T ) = P{W (t) <
c(t),∀t ∈ [0, T ]} to a similar one, assuming we have better tools for the new problem at
our disposal. Before going into details, we give a brief outline of the intended steps:
• First we remodel the problem to evaluate P{W (t) < c(t),∀t ∈ [0, T ]} into the
approximation of the BCP for a more general diffusion process crossing a constant
boundary C.
• In the next step we use the Girsanov theorem to transform this diffusion process to
a standard Brownian motion {W˜ (t), t ≥ 0} under a new measure, Q. Now we have
to calculate the expectation EQ
[
1(W˜ (t) < C, ∀t ∈ [0, T ])LT
]
. Here LT denotes the
weight due to our change of measure.
• Just like in previous chapters, we estimate the corresponding expectation through
Monte Carlo simulation. As we are dealing with a constant boundary, the main
limiting factor lies in approximating LT . Hence we introduce a partition 0 = t0 <
t1 < ... < tm = T and resort to some higher order discretization schemes, for
example the Milstein scheme.
• In each simulation cycle we simply evaluate g(y(t1), ..., y(tm);C) in (4.1) for a sam-
ple path of W˜ (t) under Q and the new, constant boundary C. Proceeding this way
also considers the conditional probability of crossings in the open intervals (tj−1, tj),
j = 1, ...,m.
• Finally we multiply the result from the previous step with appropriate weight LT
which depends on the course of the corresponding sample path. This yields pi,G,
the outcome of the i-th simulation cycle. The average over pi,G, i = 1, ..., n is
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PˆG(c(t);T ), a biased approximation for the desired expectation, P (c(t);T ).
Depending on the results of this approach, further investigations can consist in comb-
ing it with some variance reducing technique presented in previous chapters.
We could not find any reference to our approach in the literature, hence we will out-
line most of the details.
11.1.2 Measure Transformation
We start by considering
P{W (t) < c(t),∀t ∈ [0, T ]}. (11.1)
Adding −(c(t)− c(0)) on both sides of (11.1), we get
P{X(t) = W (t)− (c(t)− c(0)) < c(0) = C,∀t ∈ [0, T ]}. (11.2)
As a result we get the probability that the diffusion process X(t) crosses the constant





For later use, the alternative representation in differential notation is needed,
dX(t) = −c′(t)dt+ dW (t). (11.4)
Now we apply the Girsanov theorem. According to Lamberton and Lapeyre (1996,
p.66), the process (11.3) is standard Brownian motion on [0, T ] under the probability Q
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, LT = L(T ). (11.6)
We see that the condition (11.5) is always fulfilled for the cases we observe, since
we assume c′(t) to be at least continuous. The integral with respect to W (s) in (11.6)
denotes an Ito-integral. Using (11.6) we have
P (c(t);T ) = EP [1(W (t) < c(t),∀t ∈ [0, T ])]
= EQ
[
1(W˜ (t) < C, ∀t ∈ [0, T ])LT
]
(11.7)
where W˜ (t) = X(t) is a standard Brownian motion under Q. Since 1(W˜ (t) < C,∀t ∈
[0, T ]) and LT in (11.7) are not independent from each other, we have to calculate LT for
each sample path, using the values of W˜ (t) at the nodes 0 = t0 < t1 < ... < tm = T to
approximate (11.6). It would be not necessary to simulate to only get 1(W˜ (t) < C, ∀t ∈
[0, T ]) = P (C;T )  in this case we could use the explicit formula (2.2).
As already introduced above, we denote the simulation outcome which serves as an
estimator for (11.7) and thus for P (c(t);T ) by PˆG(cm;T ). The G in the index shall indi-
cate that Girsanov transformation is used.
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11.2 Approximating LT
11.2.1 Theoretical Considerations
Compared to Brownian motion whose distribution is know exactly for all t ∈ [0, T ], this is
not the case for the distribution of L. Hence we have to find an appropriate discretization
scheme. One way to estimate LT is to approximate the Ito-integral in (11.6). Therefore
we need to express W˜ (t) in terms of W (t) which can be done easily.
However, we choose a different approach which can result in a higher accuracy of
approximation. We represent L(t) as a diffusion
dL(t) = µ(t)dt+ σ(t)dW˜ (t), (11.8)
where µ(t) and σ(t) are not available yet. To calculate these values we resort to (11.6).
We rewrite this equation to















c′(t)2dt− c′(t)dW (t). (11.11)
Then we form (11.9) into differential notation, using Itos formula. We get
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= L(t)c′(t)2dt− L(t)c′(t)dW (t) (11.13)
We need to express W (t) in terms of W˜ (t), as we operate under the measure Q and
W˜ (t) is a Brownian motion under Q:
dW˜ (t) = dX(t) = −c′(t)dt+ dW (t)
dW (t) = dW˜ (t) + c′(t)dt (11.14)
Finally we substitute (11.14) in (11.13):
dL(t) = L(t)c′(t)2 − L(t)c′(t)dW˜ (t)− L(t)c′(t)2dt
= −L(t)c′(t)dW˜ (t) (11.15)
Comparing (11.15) to (11.8) we see that µ(t) = 0 and σ(t) = −L(t)c′(t). In the next
subsections we need this values when applying a discretization scheme to approximate
L(t).
11.2.2 Order of Convergence
Before proceeding to various discretization schemes for L we provide some results on the
convergence of the latter. Opposed to the polygonal approximation of a deterministic,
ordinary differential equation, we distinguish two types of criteria for the error when
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discretizing a diffusion process.
Let 0 = t0 < t1 < ... < tm = T be a uniform partition of [0, T ] with rank h = 1/m,
X(t) a diffusion process and Xˆ(t) a discrete time approximation of X(t) at t.
According to Kloeden and Platen (1994, p.122ff) we have strong and weak conver-
gence. When we are interested in an absolute criterion for pathwise approximation we
choose strong approximation. In this case we compare the absolute value of our estimator
with the value of the diffusion process at the time T , the end of the time interval.
However, as we want to make computations based on functions of X(t), we do not
necessarily require a good pathwise approximation. It seems reasonable to consider this
case separately by introducing a weaker criterion. The latter ensures that the distribution
of Xˆ(T ) is close to that of X(T ). We say  following Kloeden and Platen (1994, p.129)
 that a discrete time approximation Xˆ(T ) converges weakly with order α to X(T ) at
the time T for all h sufficiently small, if for each polynomial g there exists a constant K,
which does not depend on h, such that
∣∣∣E[g(X(T ))]− E[g(Xˆ(T ))]∣∣∣ ≤ Khα. (11.16)
As we see, we can asses the quality of a discretization scheme by its order of conver-
gence.
We conclude  supported by empirical evidence  the criterion (11.16) to be appro-
priate for our purpose, since we are interested in (11.7), a function of LT , so that
∣∣∣EQ [1(W˜ (t) < C, ∀t ∈ [0, T ])LT]− EQ [1(W˜ (t) < C, ∀t ∈ [0, T ])LˆT]∣∣∣ , (11.17)
is minimized. The discrete time approximation to LT is denoted by LˆT .
Finally we derive a formula for the MSE  like (4.10)  in order to find the optimal
allocation of our simulation parameters under the assumption that we have N random
numbers for simulation. Here the MSE constitutes of two parts, the squared discretiza-
tion bias and the variance due to Monte Carlo simulation. With m and n as in previous
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where k1 and k2 are some constants and α denotes the (weak) convergence order of the
discretization method implemented. To get a higher rate of convergence as for ordinary
simulation, α > 2 has to be fulfilled. However, we conclude that even for a rate of α = 2
it can be possible to reduce the MSE due to the technique implemented.
When minimizing (11.18) with respect to m and n, while keeping N constant  just



















As far as we know, there is no formula to estimate k1, the constant term for the
squared bias. Hence both, k1 and k2, need to be obtained empirically which can be done
easily for k2 through a test run. However, when P (c(t);T ) is unknown, it is very cum-
bersome to get a useful estimate for k1. Thus the optimal values for m and n as well as
the true MSE can only be found approximately.









When rooting (11.21) we get the rate of the RMSE, that is O(1/Nα/(2α+1)).
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11.2.3 Euler Scheme
We start by discussing the simplest method for discrete time approximation of a diffusion
process, the Euler scheme. Therefore we proceed as in Kloeden and Platen (1994). Let
X(t) be a process satisfying the stochastic differential equation
dX(t) = µ(t,X(t))dt+ σ(t,X(t))dW (t), (11.22)
on [0, T ] where the initial value X(0) is given. To simplify our notation we set µ =
µ(t,X(t)) and σ = σ(t,X(t)). For a uniform partition 0 = t0 < t1 < ...tm = T of [0, T ]
where h = T/m, the Euler approximation of (11.22) at the nodes tj, j = 1, ...,m is
defined as
Xˆ(tj) = Xˆ(tj−1) + µˆ[tj − tj−1] + σˆ[W (tj)−W (tj−1)], (11.23)
for j = 1, ...,m and Xˆ(t0) = X(t0). By µˆ and σˆ we mean µ(t, Xˆ(t)) and σ(t, Xˆ(t))
respectively.
The values between the discretization times are usually interpolated with linear func-
tions. However, for our purpose they are irrelevant. We note that when the diffusion
coefficient is identically 0, i.e. σ(t,X(t)) ≡ 0, then the stochastic scheme (11.23) reduces
to the deterministic Euler scheme, a linear approximation.
For practical use within an algorithm we can rewrite (11.23) to
Xˆ(tj) = Xˆ(tj−1) + µˆh+ σˆ
√
hZj, (11.24)
where Zj ∼ N(0, 1) for j = 1, ...,m. When applying (11.24) to L(t) as defined in (11.8),
we see that µ(t,X(t)) ≡ 0 and σ(t,X(t)) = −L(t)c′(t). Thus we get a discrete time
approximation for L(t) given through
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The Euler scheme converges at strong order of 1/2 and usually at a weak order of
1, whereas the latter rate is relevant for our case. Although this approach yields only a
rate of O(1/N1/3) for the RMSE, we include it as it forms the foundation for the further
discussion. Algorithm 3.1G, which is based on the ideas from this subsection, can be
found on page 178.
11.2.4 Milstein Scheme
When improving the Euler scheme for ordinary differential equations, higher terms of
the Taylor expansion of X(t) are added, since so far only its linear term is considered.
The approach in the stochastic case is similar. Observing (11.24), we notice that µ is
approximated at a rate of O(h), but we only have O(
√
h) for σ. Thus we should focus
on the diffusion term. In our discussion below we follow Kloeden and Platen (1994, p.142).
The idea behind the Milstein scheme is to expand σ(t,X(t)) up to order O(h) based






(W (tj)−W (tj−1))2 − h
]
(11.26)
to (11.23) we get the Milstein scheme, where σ′ denotes the first derivate of σ with respect
to X(t). With (11.23) and (11.26) we get






(W (tj)−W (tj−1))2 − h
]
(11.27)
We are aware of the fact that the scheme discussed here is originally intended to
improve the strong convergence of the Euler approximation, yielding strong and weak
convergence of order 1. However, an order 2 weak Taylor scheme for X(t) as shown in
Kloeden and Platen (1994, p.180) can be reduced to the Milstein scheme in our case, as
µ ≡ 0 and σ′′ as well as all other higher derivatives of σ vanish.
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Applying (11.26) to our problem we get





Lˆ(tj−1)c′(tj−1)2h[Z2j − 1], (11.28)
where Zj ∼ N(0, 1) for j = 1, ...,m. Algorithm 3.2G is based on Milstein approximation
for LT . We will rely on empirical evidence to asses whether or not we can reach a weak
convergence of order 2.
11.2.5 Romberg Extrapolation
As another approach that improves the accuracy of the Euler scheme we suggest Romberg
extrapolation, described in Glasserman (2003, p.260ff). This way we should be able to
achieve a weak order 2. The scheme discussed below can  when modified accordingly
 also be employed to enhance the performance of higher order schemes. In the course
of our approach we only apply it to the Euler approximation.
In order to emphasize the step size h for the discretization scheme, we now denote
Xˆ(t) by Xˆh(t). We already know that for the Euler scheme in many cases
∣∣∣E[g(X(T )]− E[g(Xˆh(T )]∣∣∣ ≤ Kh










+ kh+ o(h) (11.29)










+ 2kh+ o(h). (11.30)
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Under certain conditions discussed in the reference literature, the term o(h) in (11.31)
is actually of order O(h2).
When relying on (11.31), we can further reduce the variance by using the sum of two
Brownian increments driving Xˆh as one driving Xˆ2h. Thus we can use one path on the
uniform partition 0 = t0 < t1 < ... < tm = T where h = T/m to derive both of the latter
estimates. For the variance we get
Var
[












g(Xˆh(T )), g(Xˆ2h(T ))
]
,
which decreases as the covariance between g(Xˆh(T )) and g(Xˆ2h(T )) increases.
However, using independent paths to simulate Xˆh and Xˆ2h respectively does not af-
fect the convergence rate of (11.31), but it increases the variance in general.
Our last algorithm, Algorithm 3.3G, employs the approach just presented. Along
with its empirical performance it can be found on page 182f.
11.3 Evaluation and Outlook
Now we evaluate our findings on Girsanov transformation. At the same time we conclude
our search for ways to reduce the RMSE. The techniques presented in this chapter take
an entirely different approach. Due to this fact there are a few important issues to be
considered before we can proceed.
In contrast to other approaches discussed so far, we do not encounter bias from polyg-
onal approximation of the boundary. However, we introduce a source of discretization
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bias when estimating LT .
Whereas the bias for piecewise linear approximation of c(t) can be evaluated with
(4.6), there is  as far as we know  no explicit formula to estimate k1  the coefficient
of the squared bias in (11.18)  when using a discretization scheme for LT . Thus we
need to resort to empirical methods to find k1. As the bias converges comparatively fast
in relation to the standard deviation, it is hardly possible to get an exact value for k1.
Extensive test runs are necessary to obtain a useful estimate.
Furthermore, we need to verify our presumption on the convergence rates for our
more sophisticated discretization schemes, Milstein approximation and Romberg extrap-
olation. This turn out to be complicated as k1 is unknown.
We can only resort to the estimated outcome, QˆG(c(t);T ), and to the sample standard
deviation to find k1 as well as the appropriate convergence rate α which together form
the first term in (11.18).
In order for our algorithms to deliver an estimate for the RMSE we need to make
certain assumptions on α and k1. Although we carefully evaluated a huge amount of
empirical material (this material is not included here), it is not possible to find an upper
bound for the bias which is as exact as (4.6). We are aware that there is a slight chance
that the rate for α we concluded form our data might not comply with the true value for
this term.
We continue by summarizing the results of Algorithm 3.1G which is based on Euler
approximation of LT . Although we know that it can not compete with the algorithms
from previous chapters due to its slow convergence rate for the RMSE, we included it as it
provides a good starting point for more sophisticated techniques. Since the comparative
disadvantage of Algorithm 3.1G over Algorithm 1.0 increases with large N , we decided
to use N = 1000000  like in the chapter on adaptive control variates  for the purpose
of comparison in the table below:
ALG31G c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 128% 205% 280% 410%
As we expected, the results can not keep up with those of any other technique.
In Algorithm 3.2G, the successor of Algorithm 3.1G, we rely on Milstein rather than
Euler approximation to obtain LˆT . As a result we hope to achieve a weak order of 2 for
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α. However, empirical evidence suggests that the refined scheme does not perform better
than the former approach. Unfortunately, the discretization bias seems to decrease only
with α = 1 in (11.21) as well. A table summarizes our results, again for N = 1000000:
ALG32G c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 140% 180% 400% 305%
Obviously, in several cases the Euler scheme even performs better. The Milstein
scheme did not fulfill the partly high expectations we had, as we conclude that it does
not reach the weak rate α = 2 that we suspected.
Our last approach implements Romberg extrapolation based on Euler approximation.
We are confident that this scheme attains the weak order of α = 2, as claimed above:
ALG33G c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
RMSE 75% 117% 240% 260%
For the function c(i) we can indeed reduce the RMSE by 25%. However, for c(iii)
and c(iv) Romberg extrapolation significantly deteriorates the RMSE in comparison to
Algorithm 1.0. Although the perfomance of this technique is somewhat ambiguous, we
conclude Algorithm 1.0 to be more accurate in general.
We notice that all three algorithms from this chapter work best for c(i). From (11.15)
we suspect that simulation cycles where LˆT is negative are less likely to occur when c
′(t)
is negative, i.e. c(t) falling. Negative values of LˆT are set equal to 0 in our algorithms as
they are not supposed to occur. It might be possible that Algorithm 3.3G yields some
degree of improvement in accuracy when c(t) is falling. However, more empirical evidence
is needed to confirm this speculation.
Our algorithms based on Girsanov transformation delivered only to some degree the
results we desired. Approaches trying to improve their performance should be mainly




We close Part II by briefly summarizing our results and comparing our techniques with
each other. For this purpose we review the performance of our algorithms in terms of
reduction of the RMSE for our test functions compared to Algorithm 1.0:
Algorithm c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t) c(v)(t)
ALG11ct 103% 104% 104% 103% -
ALG11A 100% 100% 100% 100% -
ALG11S 66% 80% 80% 82% 40%
ALG12S 55% 68% 69% 75% 38%
ALG11I 81% 88% 93% 95% -
ALG12I 93% 92% 91% 93% 61%
ALG13I 50% 64% 62% 66% 32%
ALG11C 28% 36% 9.6% 27% -
ALG12C 33% 36% 11% 26% -
ALG13C - - 3.5% 13% -
ALG14C 16% 32% 5.1% 14% -
ALG15C 11% - 3.3% 9.5% -
ALG21C 32% 33% 28% 30% -
ALG22C 4.8% 5.7% 1.4% 3.2% -
ALG31G 128% 205% 280% 410% -
ALG32G 140% 180% 400% 305% -
ALG33G 75% 117% 240% 260% -




When establishing our benchmark algorithm we found that evaluating the term (5.4)
in the formula of Wang and Pötzelberger, (4.1), as whole  like in Algorithm 1.0 
rather than simulating it  as in Algorithm 1.1ct  provides slightly more accurate
results while keeping the computational effort constant. For this reason we decided to
use Algorithm 1.0 as benchmark and to evaluate (5.4) as described in subsection 5.2.3
for all other algorithms.
In order to improve the quality of our approximation to P (c(t);T ) we need to lower
the variance. We already mentioned in subsection 4.4.3 that three ways to achieve that
goal seem feasible:





 Static Control Variates.
• Alternatively, we can seek methods to increase the rate at which the RMSE de-
creases and try to get closer to the rate of unbiased simulation, O(1/N1/2). We
found one way to do so:
 Adaptive Control Variates.
• Finally, we can transform our original problem to another one and hope to have
better tools at our disposal for the latter. We devoted one chapter to this idea:
 Girsanov Transformation
Antithetic Sampling
As first variance reducing technique we suggested antithetic sampling. We employ it as
Algorithm 1.1A by mirroring simulated path, hoping to get negative correlations within
the pairs of output, (pi, p˜i), i = 1, ..., n/2. Unfortunately this method does not affect the
variance.
Stratified Sampling
We proceeded with stratified sampling. Here we stratify the terminal values y(tm) of the
paths simulated. In our first approach, Algorithm 1.1S, we sample all paths under the
condition that y(tm) < c(tm) and fill the intermediate terms y(tj), j = 1, ...,m− 1 from
right to left on the time scale, using the formula for the Brownian bridge, (7.6). This way
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we get at least a reduction in variance of a factor ξ = P{y(tm) < c(tm)} as defined in (7.7).
Then we enhanced the approach just described by continuing stratification of the
terminal value, using s equiprobable strata. This yields Algorithm 1.2S.
We found that the marginal benefit of additional strata decreases and values of be-
tween s = 4 and s = 10 are sufficient. By setting s = 5 for our testing we derive
considerable reductions in the RMSE, from 25 up to over 60 percent. Although even all
by itself effective, the main advantage of stratification is that it can be combined easily
with other variance reducing techniques.
Importance Sampling
The third type of technique we studied was importance sampling. In this approach we
change the measure under which the random numbers are sampled to give more weight
to important outcomes.
In Algorithm 1.1I we change the drift of the Brownian paths and direct them in some
previously stated direction. For this purpose we sample random numbers from N(µ, 1)
rather than N(0, 1) to generate our paths. For a good choice of µ this approach can
reduce the RMSE to some extent. However, the improvements in accuracy are moderate
and do not reach those of stratified sampling.
We also implemented another way of importance sampling. Therefore we simulate all
path conditioned on not crossing the boundary c(t). This way we can eliminate the part
of the variance which is due to crossing the boundary. Algorithm 1.2I is based on this
idea, its performance is moderate except for c(v) where it removes 40 percent of the RMSE.
As a next step we enhanced Algorithm 1.2I by combining it with stratified sampling.
Hence we start by stratifying y(tm) in s strata, as above, and fill the remaining values
from right to left on the time scale, conditioned on not crossing the boundary in any
step. The results are very satisfying. We can further improve the performance of our
stratification based approach, Algorithm 1.2S, and reduce the RMSE by between 34 and
almost 70 percent. Algorithm 1.3I follows the steps just mentioned and is our best static
algorithm which does not rely on control variates.
Static Control Variates
We continue with static control variates, our most promising static approach. Here our
task lies in finding a function d(t) which is close to the boundary c(t) on the one hand
and for which P (d(t);T ) is known on the other hand. Each simulation cycle we use
pdm,i − P (d(t);T ) as a control for pcm,i. We suggest several ways for choosing d(t) which
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fall into two categories:
• Tangent Approximation Based Control Variates
• Regression Based Control Variates
Following the first way, we fit a secant from c(0) to c(T ) (Algorithm 1.1C), a tangent
at c(T ) (Algorithm 1.2C) and a Daniels Boundary at c(T ) up to the second derivative
and at c(0) (Algorithm 1.3C). The results are exceptional.
Whereas a secant and a tangent can lower the RMSE of our test functions by between
66 and 90 percent, the reduction of the RMSE due to fitting a Daniels boundary the way
just described can remove up to over 96 percent of the RMSE. However, the latter ap-
proach does not work for a variety of convex functions.
While the first approaches to fit d(t) focus exclusively on the (starting and) ending
point of the interval [0, T ], relying on regression accounts for the behavior of c(t) along
the entire interval [0, T ].
In Algorithm 1.4C we use a linear function fitted through the method of least squares
for d(t). This reduces the RMSE by between 68 and 95 percent, yielding our best static
control variate based approach with linear d(t).
Algorithm 1.5C, which approximates c(t) with an explicit Daniels boundary through
regression to get d(t), is our most accurate approach relying on static control variates. It
enables us to reduce the RMSE of c(iii) by almost 97 percent and that of the other test
functions by around 90 percent. However, for certain convex functions Algorithm 1.5C
can not be applied.
Adaptive Control Variates
We proceed to the method of adaptive control variates, which constitutes our most ef-
fective approach. In a first step we estimate P (cd(t);T ), where cd is a polygonal approx-
imation to c. Then we choose a finer piecewise linear approximation to c, that is cm,
where d|m. We use pd,i − P (cd(t);T ) as control term for pm,i, where both pd,i and pm,i
are obtained by evaluating g(y(t1), ..., y(tm); c) in (4.1) on the partition 0 = t0 < ... < tm
for c = cd and c = cm respectively.
Hence we can accelerate the rate at which the RMSE decays from O(1/N2/5) to
O(1/N10/21) which is already very close to the rate of unbiased simulation, O(1/N1/2).
Algorithm 2.1C follows this approach. For N = 1000000 the RMSE diminishes by already
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two thirds compared to ordinary simulation. The comparative advantage of Algorithm
2.1C rises as N increases.
We can further enhance the performance of our adaptive technique by a constant
factor when estimating P (cd(t);T ) with static control variates. In Algorithm 2.2C we
apply our regression based approach of fitting a straight line to get d and are able to
reduce the RMSE by between 94 and over 98 percent for N = 1000000. The results of
Algorithm 2.2C are outstanding and yield our best approximation. Of course for larger
N this method performs even better in relation to Algorithm 1.0.
Girsanov Transformation
In our last approach we transform the problem of finding
P (c(t);T ) = EP [1(W (t) < c(t),∀t ∈ [0, T ])]
to estimating the probability
EQ
[
1(W˜ (t) < c(0),∀t ∈ [0, T ])LT
]
.
The main difficulty lies in finding an appropriate discretization scheme to approximate




We use the Euler schem as a foundation for the other two. Algorithm 3.1G imple-
ments it and reaches only a rate of O(1/N1/3) which can not compete with the rate of
O(1/N2/5) for ordinary simulation from above.
Whereas we hoped that we could attain a rate of O(1/N2/5) with the Milstein scheme
in Algorithm 3.2G, its performance is only comparable to that of the Euler scheme.
130
CHAPTER 12. CONCLUSION
Algorithm 3.3G relies on Romberg extrapolation based on the Euler scheme. We are
confident that it reaches the rate of O(1/N2/5) for the decay in the RMSE, as claimed
above. For c(i) we could decrease the RMSE by 25 percent, for all the other functions








In this chapter we show how the results from Part II can be applied in the context of
finance. More specifically, we evaluate the price of barrier options. By barrier options
we mean derivative securities whose payoff depends on whether or not a certain barrier
is crossed on a monitoring interval [0, T ]. Glasserman and Staum (2001) distinguished
two broad categories of these options:
• "knock-out" options, which pay zero when the barrier is crossed and
• "knock-in" options, which pay zero unless a crossing occurs.
We further assume that we are dealing with options of European type, i.e. with such
that can only be exercised at the end of the monitoring interval, at T . It is self evident,
that introducing a constraint that takes potential barrier crossings into account makes
the option cheaper than the regular counterpart without this constraint.
Whereas in some applications only a finite number of dates t1 < ...tm = T is used to
check for boundary crossing, we are interested in options that are monitored on a con-
tinuous time scale, i.e. on the entire interval [0, T ]. The latter are to some degree more
complicated to evaluate. However, we have introduced several very potent techniques to
handle this problem.
Before we advance we briefly review some fundamental results on the presumptions
of option pricing. For an extensive treatment of this topic see Duffie (1996), Hull (2005)
or Lamberton and Lapeyre (1996). The following concepts are crucial:
• There in no opportunity for arbitrage.
• Any derivative can be replicated by other assets and is thus redundant.
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• Under a risk neutral measure, discounted asset prices are martingales. Their ex-
pectation under this measure yields their fair payoff.
We assume that the market only consists of one stock whose price at the time t is
denoted by S(t) and one risk less asset, the bank account process, B(t). Whereas the first
is risky, in a sense that it is driven by stochastic influence, the latter is a deterministic
function of t. Our further procedure is based on the assumptions of the Black-Scholes
model (Black and Scholes, 1973).




= rdt+ σdW (t), (13.1)
where r is the risk less interest rate and W (t) is a standard Brownian motion. The bank
account process is defined as B(t) = exp(rt). Considering (13.1), we notice that the
mean rate of return r for the stock is the same as the rate of the bank account process.
Thus we already describe the stock price under a risk neutral measure. The parameter
σ stands for the volatility.
When solving the SDE (13.1) we get the explicit representation of S(t),









Aware that we know the exact distribution of W (t) for any t ∈ [0, T ], we use (13.2)
to calculate S(tj) for a partition 0 = t0 < t1 < ... < tm = T by setting











where Z is a N(0, 1) random number. The payoff for a regular European call option is
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E
[
exp(−rT )max(0, S(T )−K)
]
. (13.4)
In order to evaluate (13.4) via simulation it would be sufficient to generate only the
terminal value S(T ) using (13.3). We notice that options of this type can be priced in
explicit form based on the formula of Black and Scholes. Thus no simulation would be
needed.
However, this is in general not the case when a boundary crossing condition is added.
Let K be a constant and g(t) be a continuous boundary function. When adding a knock-
out condition S(T ) < g(T ),∀t ∈ [0, T ] we get
E
[
exp(−rT )max(0, S(T )−K)︸ ︷︷ ︸
(i)




which describes the fair price of the corresponding barrier option. The first term (i) in
(13.5) is the regular price of a European call option as in (13.4), whereas introducing
(ii) accounts for the knock-out condition. Only for constant functions g and a few other
special cases the option can be priced in closed form. Evaluating the barrier crossing
condition requires us to employ Monte Carlo simulation or some other numerical tech-
nique to estimate (ii).
Novikov et al. (1999) noticed, that problems like (13.5) can be reduced to probabili-
ties of the form
P{W (t) < g(t),∀t ∈ [0, T ];W (T ) > κ}.
In the next sections we discuss (13.5) in more detail.
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13.2 Application
We continue our observation based on the general knock-out option (13.5). Similar con-
siderations can be made for knock-in options. As we have seen in the previous section,
estimating (ii) in (13.5) is the more difficult part when evaluating the payoff of a barrier
option. In order to make use of our previous results on approximating P (c(t);T ), we
have to express (ii) in terms of a standard Brownian motion. Then we can resort to the
formula of Wang and Pötzelberger (1997), (4.1).
Let 0 = t0 < t1 < ... < tm = T be a uniform partition of [0, T ], h = tj − tj−1,
Zj ∼ N(0, 1), S(tj) the stock price at tj for j = 0, ...,m and g(t) a continuous boundary
on [0, T ]. First we notice that






































































where y(t) in (13.7) is a simulated path of a standard Brownian motion. By setting
136
CHAPTER 13. FINANCIAL APPLICATION
c(tj) =
log g(tj)− logS(t0)− (r − 1/2σ2) jh
σ
, j = 0, ...,m (13.8)
we can use the all algorithms presented so far to estimate (ii) in (13.5) with (13.8) as
nodes for the boundary cm(t). Analogous results hold true for 1(S(t) > g(t)).
Observing (13.8), we also notice that only the case g(t) = κ for a constant κ leads
to an explicitly computable boundary where no simulation is needed, since then c(t) is a
linear function.
At the first point of time tj, j = 1, ...,m the indicator term equals 0 we can stop sam-
pling and set the entire simulation cycle 0. After estimating 1(S(t) < g(t),∀t ∈ [0, T ]),
we calculate (i) in (13.5), max(0, S(T )−K) through (13.6). Finally we get
pi =
(
exp(−rT )max(0, Si(T )−K)1(Si(t) < g(t),∀t ∈ [0, T ])
)
, (13.9)
the outcome for the i-th simulation cycle. Averaging over pi, i = 1, ..., n gives us
Pˆ = Pˆ (S(0), r, σ,K, g(t),m, n, T ), an approximation for the fair price of the option,
(13.5).
We do not provide any algorithm or numerical example for the problems discussed
in this chapter. Under the assumption that g(t) is linear, they can be reduced to eval-
uating P (c(t);T ) for functions similar to c(iv). For this and most other choices for g,
our algorithms  for example Algorithm 2.2C  can be applied to get accurate results.






We conducted our empirical experiments with the statistical software package R. In this
section we list the R source code of all our algorithms. Further, we provide detailed
tables that show the outcome of our simulation experiments.
In our algorithms we resort to the formula of Borovkov and Novikov (2005), (4.6), as
an upper bound for the bias, whereas the empirical variance s2/n serves as an estimate
for the variance. We list the bias, the standard deviation and the RMSE in our tables
together with the estimate for Q(c(t);T ).
The notation for the variables N,m, n, h and pi as defined above are be kept within
our algorithms. Let Ind denote the Indicator function and fj be an auxiliary term due
to (5.4). Furthermore, rnorm(1) and runif(1) are the R commandos for normal and
uniform random variables respectively.
By alternating b* with *= 1, ... we can choose different, previously defined functions
to vary the boundary c accordingly. The expressions db*, ddb*, maxdb* and maxddb*
stand for the first and second derivative of c and the maxima of these functions.
It is important to notice that in all algorithms the term y(tj) from above corresponds
to y[j+1] for j = 0, ...,m. This is due to the fact that in R and other software environ-
ments y[j+1] is the j + 1-th entry of a given vector for j = 0, ...,m.
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14.2 The Benchmark Algorithm
14.2.1 Algorithm 1.1ct: Conditional Transitions
# Algorithm 1.1ct
ALG11ct <- function (m, T, n) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
p <- rep(0, times = n);
f <- rep(1, times = m);
y <- 0;
for (i in 1:n) {
Ind <- 1;
for (j in 2:(m+1)) {
y[j] <- y[j-1] + sqrt(h)*rnorm(1);
if (y[j] > c[j]) {
Ind <- 0; break;
}
f[j-1] <- (exp(- 2*(c[j-1] - y[j-1])*(c[j] - y[j])/h) < runif(1));




bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
var <- var(p)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + bias^2); show(rmse);




14.2.2 Performance of Algorithm 1.1ct
ALG11ct, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=14 m=14 m=22 m=22 m=30
k2 ≈ 0.245 n=7150 n=7150 n=45450 n=45450 n=166700
Bias 0.002872449 0.002872449 0.001163223 0.001163223 0.0006255556
SD 0.005870204 0.005873365 0.002328490 0.002326951 0.001215480
RMSE 0.006535308 0.006538148 0.002602874 0.002601497 0.001367008
Qˆ(c(t); 1) 0.5604196 0.5581818 0.559846 0.5625083 0.5609958
ALG11ct, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 m=17 m=17 m=26 m=27 m=36
k2 ≈ 0.249 n=5900 n=5900 n=38500 n=37000 n=138900
Bias 0.003102262 0.003102262 0.001326263 0.001229841 0.0006917853
SD 0.006505387 0.006507034 0.002546293 0.002597171 0.001340066
RMSE 0.007207225 0.007208711 0.002870989 0.002873639 0.001508092
Qˆ(c(t); 1) 0.4811864 0.4849153 0.4803117 0.4792432 0.4761555
ALG11ct, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 m=7 m=8 m=12 m=12 m=17
k2 ≈ 0.158 n=14300 n=12500 n=83350 n=83350 n=294100
Bias 0.002073980 0.001587891 0.0007057292 0.0007057292 0.0003516436
SD 0.003340251 0.003540835 0.001373110 0.001375245 0.0007321813
RMSE 0.003931751 0.003880581 0.001543854 0.001545753 0.0008122454
Qˆ(c(t); 1) 0.1992308 0.19456 0.1952849 0.1960888 0.1961306
ALG11ct, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=16 m=16 m=26 m=26 m=36
k2 ≈ 0.112 n=6250 n=6250 n=38450 n=38450 n=138900
Bias 0.002199219 0.002199219 0.0008328402 0.0008328402 0.0004344136
SD 0.004284149 0.004178465 0.001704310 0.001701946 0.0008963986
RMSE 0.004815651 0.004721878 0.001896918 0.001894793 0.0009961152
Qˆ(c(t); 1) 0.13216 0.12464 0.1280884 0.1276723 0.1279914
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14.2.3 Algorithm 1.0: "Classical" Transitions - The Benchmark
# Algorithm 1.0
ALG10 <- function (m, T, n) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
p <- rep(0, times = n);
f <- rep(1, times = m);
y <- 0;
for (i in 1:n) {
Ind <- 1;
for (j in 2:(m+1)) {
y[j] <- y[j-1] + sqrt(h)*rnorm(1);
if (y[j] > c[j]) {
Ind <- 0; break;
}




bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
var <- var(p)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + bias^2); show(rmse);




14.2.4 Performance of Algorithm 1.0
ALG10, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=14 m=14 m=22 m=23 m=31
k2 ≈ 0.223 n=7150 n=7150 n=45450 n=43500 n=161300
Bias 0.002872449 0.002872449 0.001163223 0.001064272 0.0005858481
SD 0.005595609 0.00560596 0.002250425 0.0023018 0.001201384
RMSE 0.006289817 0.006299028 0.002533278 0.002535933 0.001336616
Qˆ(c(t); 1) 0.5657059 0.5584728 0.558441 0.5611824 0.5589393
ALG10, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 m=17 m=18 m=27 m=27 m=38
k2 ≈ 0.214 n=5900 n=5550 n=37000 n=37000 n=131600
Bias 0.003102262 0.002767141 0.001229841 0.001229841 0.0006208821
SD 0.006134303 0.006354326 0.002487057 0.002486874 0.001327856
RMSE 0.006874133 0.006930695 0.00277452 0.002774356 0.001465843
Qˆ(c(t); 1) 0.4722607 0.478845 0.4818076 0.4804528 0.4807882
ALG10, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.010 m=8 m=8 m=12 m=13 m=17
k2 ≈ 0.137 n=12500 n=12500 n=83350 n=76900 n=294100
Bias 0.001587891 0.001587891 0.0007057292 0.0006013314 0.0003516436
SD 0.00328516 0.003315170 0.001300008 0.001360762 0.0006991512
RMSE 0.003648791 0.003675833 0.001479214 0.001487708 0.0007826018
Qˆ(c(t); 1) 0.1931636 0.1972708 0.1958672 0.1972219 0.1962630
ALG10, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=17 m=17 m=26 m=27 m=37
k2 ≈ 0.096 n=5900 n=5900 n=38450 n=37050 n=135100
Bias 0.001948097 0.001948097 0.0008328402 0.0007722908 0.0004112491
SD 0.004176866 0.004228595 0.001645404 0.001669499 0.0008832272
RMSE 0.004608827 0.004655759 0.001844174 0.001839473 0.0009742772
Qˆ(c(t); 1) 0.13179 0.1338896 0.1293718 0.1278537 0.1293343
ALG10, c(v)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
* m=10 m=10 m=16 m=16 m=25
k2 ≈ 0.01 n=10000 n=10000 n=62500 n=62500 n=400000
Bias 0 0 0 0 0
SD 0.0009322246 0.0009705417 0.0004075059 0.000410212 0.0001721324
RMSE 0.0009322246 0.0009705417 0.0004075059 0.000410212 0.0001721324






ALG11A <- function (m, T, n) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
p <- rep(0, times = n);
f1 <- rep(1, times = m); f2 <- rep(1, times = m);
Ind1 <- rep(1, times = m); Ind2 <- rep(1, times = m);
y1 <- rep(0, times = m+1); y2 <- rep(0,times = m+1);
for (i in 1:(n/2)) {
for (j in 2:(m+1)) {
y1[j] <- y1[j-1] + sqrt(h)*rnorm(1); y2[j] <- -y1[j];
f1[j-1] <- 1- exp(- 2*(c[j-1] - y1[j-1])*(c[j] - y1[j])/h);
f2[j-1] <- 1- exp(- 2*(c[j-1] - y2[j-1])*(c[j] - y2[j])/h);
Ind1[j-1] <- (y1[j] < c[j]);
Ind2[j-1] <- (y2[j] < c[j]);
}
p[i] <- prod(Ind1)*prod(f1); p[i+n/2] <- prod(Ind2)*prod(f2);
}
bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
var <- var(p)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + bias^2); show(rmse);




14.3.2 Performance of Algorithm 1.1A
ALG11A, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=14 m=14 m=22 m=23 m=31
k2 ≈ 0.221 n=7150 n=7150 n=45450 n=43500 n=161300
Bias 0.00287244 0.002872449 0.001163223 0.001064272 0.0005858481
SD 0.005620404 0.005620895 0.002251552 0.00230168 0.001200578
RMSE 0.006311886 0.006312324 0.00253428 0.002535825 0.001335892
QˆA(c(t); 1) 0.5600676 0.5622394 0.561082 0.560452 0.5613999
ALG11A, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 m=17 m=18 m=27 m=27 m=38
k2 ≈ 0.214 n=5900 n=5550 n=37000 n=37000 n=131600
Bias 0.003102262 0.003102262 0.001229841 0.001229841 0.0006208821
SD 0.006158265 0.006149703 0.002484132 0.002485589 0.001327315
RMSE 0.006895525 0.006887879 0.002771899 0.002773204 0.001465353
QˆA(c(t); 1) 0.4820217 0.4792401 0.4775744 0.4786947 0.4795322
ALG11A, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.010 m=8 m=8 m=12 m=13 m=17
k2 ≈ 0.137 n=12500 n=12500 n=83350 n=76900 n=294100
Bias 0.001587891 0.001587891 0.0007057292 0.0006013314 0.0003516436
SD 0.003291907 0.003307608 0.001301908 0.001356814 0.0006995244
RMSE 0.003654867 0.003669015 0.001480884 0.001484096 0.0007829352
QˆA(c(t); 1) 0.1936318 0.1947462 0.1966834 0.1961712 0.1963679
ALG11A, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=17 m=17 m=26 m=27 m=37
k2 ≈ 0.096 n=5900 n=5900 n=38450 n=37050 n=135100
Bias 0.001948097 0.001948097 0.0008328402 0.0007722908 0.0004112491
SD 0.004160275 00.004126554 0.001635229 0.00166163 0.000881548
RMSE 0.004593797 0.004563281 0.001835101 0.001832334 0.0009727552




14.4.1 Algorithm 1.1S: A First Approach
# Algorithm 1.1S
ALG11S <- function (m, T, n) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
p <- rep(0, times = n);
f <- rep(1, times = m);
y <- rep(0, times = m+1);
xi <- pnorm(c[m+1]/sqrt(T));
for (i in 1:n) {
Ind <- 1;
y[m+1] <- qnorm(runif(1)*xi)*sqrt(T);
for (j in m:2) {
y[j] <- time[j]*y[j+1]/time[j+1] +
+ sqrt(h*time[j]/time[j+1])*rnorm(1);
if (y[j] > c[j]) {
Ind <- 0; break;
}
f[j] <- 1 - exp(- 2*(c[j] - y[j])*(c[j+1] - y[j+1])/h);
}
f[1] <- 1 - exp(- 2*(c[1] - y[1])*(c[2] - y[2])/h);
p[i] <- Ind*prod(f);
}
bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
var <- var(p)/n; sd <- xi*sqrt(var); show(sd);
rmse <- sqrt(sd^2 + bias^2); show(rmse);




14.4.2 Performance of Algorithm 1.1S
ALG11S, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=17 m=18 m=27 m=28 m=37
k2 ≈ 0.0729 n=5900 n=5550 n=37050 n=35700 n=134500
Bias 0.001948097 0.001737654 0.0007722908 0.0007181122 0.0004112491
SD 0.003631859 0.003682446 0.001470287 0.001506958 0.000779716
RMSE 0.004121345 0.004071837 0.001660776 0.001669314 0.000881523
QˆS(c(t);T ) 0.5629545 0.5507108 0.5597957 0.563239 0.5610313
ALG11S, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 m=19 m=20 m=31 m=32 m=44
k2 ≈ 0.116 n=5250 n=5000 n=32250 n=32250 n=113650
Bias 0.002483528 0.002241384 0.0009329383 0.0008755408 0.0004630959
SD 0.004749982 0.004878848 0.001953685 0.001985424 0.001053391
RMSE 0.00536006 0.005369075 0.002165008 0.002169903 0.001150692
QˆS(c(t);T ) 0.4781952 0.4832874 0.4813118 0.4796185 0.4820681
ALG11S, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 m=8 m=9 m=13 m=14 m=19
k2 ≈ 0.0729 n=1250 n=11100 n=76900 n=71450 n=263150
Bias 0.001587891 0.001254630 0.0006013314 0.0005184949 0.0002815097
SD 0.002467356 0.002632659 0.001024282 0.001060410 0.0005596687
RMSE 0.002934151 0.002916332 0.001187751 0.001180384 0.0006264796
QˆS(c(t);T ) 0.1964404 0.1957912 0.1976928 0.1960324 0.1964208
ALG11S, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=18 m=19 m=29 m=30 m=41
k2 ≈ 0.0576 n=5550 n=5250 n=34500 n=33350 n=121950
Bias 0.001737654 0.001559557 0.0006694411 0.0006255556 0.0003349197
SD 0.003314123 0.003366300 0.001357934 0.001388123 0.0007356287
RMSE 0.003742039 0.003710013 0.001513980 0.001522565 0.0008082826
QˆS(c(t);T ) 0.1259023 0.1242419 0.1268566 0.1271652 0.1284778
ALG11S, c(v)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
* m=10 m=10 m=16 m=16 m=25
k2 ≈ 0.0017 n=10000 n=10000 n=62500 n=62500 n=400000
Bias 0 0 0 0 0
SD 0.0003816331 0.0003764127 0.0001638724 0.0001641376 6.930843e-05
RMSE 0.0003816331 0.0003764127 0.0001638724 0.0001641376 6.930843e-05
QˆS(c(t);T ) 0.9812302 0.9813201 0.9816856 0.9816985 0.9816537
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14.4.3 Algorithm 1.2S: An Improvement of the Technique
# Algorithm 1.2S
ALG12S <- function (m, T, n, s) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
p <- array(0, dim = c(s, n/s));
f <- rep(1, times = m);
y <- rep(0, times = m+1);
xi <- pnorm(c[m+1]/sqrt(T));
for (k in 1:s) {
for (i in 1:(n/s)) {
Ind <- 1;
y[m+1] <- qnorm((k - 1 + runif(1))*xi/s)*sqrt(T);
for (j in m:2) {
y[j] <- time[j]*y[j+1]/time[j+1] +
+ sqrt(h*time[j]/time[j+1])*rnorm(1);
if (y[j] > c[j]) {
Ind <- 0; break;
}
f[j] <- 1 - exp(- 2*(c[j] - y[j])*(c[j+1] - y[j+1])/h);
}
f[1] <- 1 - exp(- 2*(c[1] - y[1])*(c[2] - y[2])/h);
p[k, i] <- Ind*prod(f);
}
}
bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
var <- rep(0, times = s);
for (i in 1:s) {var[i] <- var(p[i,])/s};
sd <- xi*sqrt(sum(var)/n); show(sd);
rmse <- sqrt(sd^2 + bias^2); show(rmse);




14.4.4 Accuracy and Number of Strata
ALG12S, c(i)(t) N=100000 N=100000 N=100000 N=100000 N=100000
* s=1,m=10 s=2,m=10 s=3,m=10 s=4,m=10 s=5,m=10
n=10000 n=10000 n=9999 n=10000 n=10000
Bias 0.00563 0.00563 0.00563 0.00563 0.00563
SD 0.002722320 0.002328642 0.002233424 0.002143754 0.002126232
RMSE 0.006253633 0.006092575 0.006056821 0.006024333 0.00601812
QˆS(c(t);T ) 0.560289 0.5626102 0.5618216 0.558522 0.5609183
ALG12S, c(i)(t) N=100000 N=100000 N=100050 N=100000 N=100000
* s=8,m=10 s=10,m=10 s=15,m=10 s=20,m=10 s=50,m=10
n=10000 n=10000 n=10005 n=10000 n=10000
Bias 0.00563 0.00563 0.00563 0.00563 0.00563
SD 0.002120466 0.002123203 0.002092332 0.002073311 0.002046038
RMSE 0.006016085 0.00601705 0.006006226 0.005999627 0.005990256
QˆS(c(t);T ) 0.5598081 0.5641455 0.5569073 0.5612308 0.5552559
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14.4.5 Performance of Algorithm 1.2S
ALG12S, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 s=5,m=19 s=5,m=20 s=5,m=30 s=5,m=31 s=5,m=42
k2 ≈ 0.047 n=5250 n=5000 n=33350 n=32250 n=119050
Bias 0.001559557 0.0014075 0.0006255556 0.0005858481 0.000319161
SD 0.003136385 0.003207682 0.001248325 0.001276127 0.0006745475
RMSE 0.00350273 0.003502896 0.001396293 0.001404178 0.0007462426
QˆS(c(t);T ) 0.5657858 0.5650841 0.559718 0.5612032 0.5624053
ALG12S, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 s=5,m=21 s=5,m=21 s=5,m=33 s=5,m=34 s=5,m=46
k2 ≈ 0.078 n=4750 n=4750 n=30300 n=29400 n=108700
Bias 0.002033002 0.002033002 0.0008232817 0.0007755655 0.0004237021
SD 0.004240529 0.004261034 0.001711636 0.001738687 0.0009164493
RMSE 0.004702678 0.004721176 0.001899340 0.001903821 0.001009655
QˆS(c(t);T ) 0.4785802 0.4747045 0.4782811 0.479277 0.4792247
ALG12S, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 s=5,m=9 s=5,m=10 s=5,m=14 s=5,m=15 s=5,m=20
k2 ≈ 0.056 n=11100 n=10000 n=71450 n=66650 n=250000
Bias 0.001254630 0.00101625 0.0005184949 0.0004516667 0.0002540625
SD 0.002232022 0.002371449 0.000893761 0.0009260377 0.0004911045
RMSE 0.002560472 0.002580026 0.001033269 0.001030315 0.0005529298
QˆS(c(t);T ) 0.2015315 0.1963767 0.1955003 0.1957189 0.1967393
ALG12S, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 s=5,m=19 s=5,m=20 s=5,m=31 s=5,m=32 s=5,m=43
k2 ≈ 0.033 n=5250 n=5000 n=32250 n=31250 n=116300
Bias 0.001559557 0.0014075 0.0005858481 0.0005498047 0.0003044889
SD 0.003067062 0.003132663 0.001246349 0.001273060 0.0006682707
RMSE 0.003440797 0.003434331 0.001377172 0.001386710 0.00073437
QˆS(c(t);T ) 0.1284417 0.1290392 0.1258924 0.1272840 0.1286926
ALG12S, c(v)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
* s=5,m=10 s=5,m=10 s=5,m=16 s=5,m=16 s=5,m=25
k2 ≈ 0.0014 n=10000 n=10000 n=62500 n=62500 n=400000
Bias 0 0 0 0 0
SD 0.0003532671 0.0003459971 0.0001554267 0.0001554509 6.57874e-05
RMSE 0.0003532671 0.0003459971 0.0001554267 0.0001554509 6.57874e-05
QˆS(c(t);T ) 0.9816268 0.9820666 0.9814365 0.9815208 0.981741
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14.4.6 Algorithm 1.3S: An Alternative Algorithmic Approach
ALG13S <- function (m, T, n, s) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
p <- array(0, dim = c(s, n/s));
f <- rep(1, times = m);
Ind <- rep(1, times = m);
y <- 0;
xi <- pnorm(c[m+1]/sqrt(T));
for (k in 1:s) {
for (i in 1:(n/s)) {
ytilde <- qnorm((k - 1 + runif(1))*xi/s)*sqrt(T);
for (j in 2:(m+1)) {
y[j] <- y[j-1] + sqrt(h)*rnorm(1);
}
Y <- y - time*y[m+1];
C <- c - time*ytilde;
for (j in 1:m) {
Ind[j] <- (Y[j+1] < C[j+1]);
f[j] <- 1 - exp(- 2*(C[j+1] - Y[j+1])*(C[j] - Y[j])/h);
}
p[k, i] <- prod(Ind)*prod(f);
}
}
bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
var <- rep(0, times = s);
for (i in 1:s) {var[i] <- var(p[i,])/s};
sd <- xi*sqrt(sum(var)/n); show(sd);
rmse <- sqrt(sd^2 + bias^2); show(rmse);





14.5.1 Algorithm 1.1I: Change of Drift
ALG11I <- function (m, T, n, zeta) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
drift <- zeta*sqrt(h)*c[m+1]/ T;
p <- rep(0, times = n);
f <- rep(1, times = m);
y <- 0;
for (i in 1:n) {
Ind <- 1;
for (j in 2:(m+1)) {
y[j] <- y[j-1] + sqrt(h)*(rnorm(1)+drift);
if (y[j] > c[j]) {
Ind <- 0; break;
}
f[j-1] <- 1 - exp(- 2*(c[j-1] - y[j-1])*(c[j] - y[j])/h);
}
L <- exp(- drift*y[m+1]/sqrt(h) + 0.5*m*drift^2);
p[i] <- Ind*prod(f)*L;
}
bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
var <- var(p)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + bias^2); show(rmse);




14.5.2 Performance of Algorithm 1.1I
ALG11I, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
* m=10 m=10 m=10 m=10 m=10
n=10000 n=10000 n=10000 n=10000 n=10000
ζ=0 ζ=-0.5 ζ=-1 ζ=-1.5 ζ=-2
Bias 0.00563 0.00563 0.00563 0.00563 0.00563
SD 0.004710804 0.004136634 0.00375659 0.003579656 0.003592885
RMSE 0.007340884 0.006986318 0.006768225 0.006671644 0.006678752
QˆQ(c(t);T ) 0.5630511 0.5687525 0.5631928 0.5620735 0.5583752
ALG11I, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=15 m=16 m=25 m=25 m=35
k2 ≈ 0.128 n=6650 n=6250 n=40000 n=40000 n=142850
ζ=-1.5 ζ=-1.5 ζ=-1.5 ζ=-1.5 ζ=-1.5
Bias 0.002502222 0.002199219 0.0009008 0.0009008 0.0004595918
SD 0.004468054 0.004667328 0.001857032 0.001855843 0.000990975
RMSE 0.005120998 0.005159507 0.002063979 0.002062909 0.001092363
QˆQ(c(t);T ) 0.5635924 0.5648591 0.5564785 0.5600579 0.5618672
ALG11I, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
* m=10 m=10 m=10 m=10 m=10
n=10000 n=10000 n=10000 n=10000 n=10000
ζ=0 ζ=-0.25 ζ=-0.5 ζ=-0.75 ζ=-1
Bias 0.008965537 0.008965537 0.008965537 0.008965537 0.008965537
SD 0.004648898 0.004102199 0.003883256 0.003949676 0.004317862
RMSE 0.01009916 0.009859457 0.00977039 0.00979698 0.00995112
QˆQ(c(t);T ) 0.4859194 0.4791156 0.4778256 0.4755299 0.4840231
ALG11I, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 m=18 m=19 m=29 m=30 m=40
k2 = 0.152 n=5550 n=5250 n=34500 n=33350 n=125000
ζ=-0.5 ζ=-0.5 ζ=-0.5 ζ=-0.5 ζ=-0.5
Bias 0.002767141 0.002483528 0.001066057 0.0009961708 0.0005603461
SD 0.005336321 0.005582277 0.002198437 0.002235393 0.001161512
RMSE 0.006011106 0.006109806 0.002443277 0.002447313 0.001289612
QˆQ(c(t);T ) 0.4729025 0.4728747 0.4811559 0.4774241 0.4800248
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ALG11I, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
* m=10 m=10 m=10 m=10 m=10
n=10000 n=10000 n=10000 n=10000 n=10000
ζ=0 ζ=-0.05 ζ=-0.1 ζ=-0.15 ζ=-0.2
Bias 0.00101625 0.00101625 0.00101625 0.00101625 0.00101625
SD 0.003730651 0.003541592 0.003417713 0.003397654 0.003453569
RMSE 0.00386659 0.003684514 0.003565603 0.003546381 0.003599987
QˆQ(c(t);T ) 0.1955602 0.1952170 0.194321 0.1983746 0.1937853
ALG11I, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 m=8 m=8 m=12 m=13 m=18
k2 ≈ 0.116 n=12500 n=12500 n=83350 n=76900 n=277800
ζ=-0.15 ζ=-0.15 ζ=-0.15 ζ=-0.15 ζ=-0.15
Bias 0.001587891 0.001587891 0.0007057292 0.0006013314 0.0003136574
SD 0.003033277 0.002999601 0.001185387 0.001242271 0.0006596561
RMSE 0.003423765 0.003393966 0.001379564 0.001380158 0.0007304294
QˆQ(c(t);T ) 0.1979941 0.1939591 0.1963121 0.1965182 0.1966273
ALG11I, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
* m=10 m=10 m=10 m=10 m=10
n=10000 n=10000 n=10000 n=10000 n=10000
ζ=0 ζ=-0.05 ζ=-0.1 ζ=-0.15 ζ=-0.2
Bias 0.00563 0.00563 0.00563 0.00563 0.00563
SD 0.003153273 0.002938035 0.00289868 0.003060162 0.003396321
RMSE 0.006452909 0.006350508 0.006332397 0.006407924 0.006575097
QˆQ(c(t);T ) 0.1310425 0.1290868 0.1244075 0.127258 0.1282996
ALG11I, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=17 m=18 m=27 m=28 m=38
k2 ≈ 0.084 n=5900 n=5550 n=37050 n=35700 n=131600
ζ=-0.1 ζ=-0.1 ζ=-0.1 ζ=-0.1 ζ=-0.1
Bias 0.001948097 0.001737654 0.0007722908 0.0007181122 0.0003898892
SD 0.003883741 0.004040771 0.001600598 0.001613873 0.0008435455
RMSE 0.004344943 0.004398553 0.001777174 0.001766429 0.0009292914
QˆQ(c(t);T ) 0.1241899 0.1289223 0.1300297 0.1283096 0.1271563
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14.5.3 Algorithm 1.2I: Conditional One Step Survival
# Algorithm 1.2I
ALG12I <- function (m, T, n) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
p <- rep(0, times = n);
f <- rep(1, times = m);
L <- rep(1, times = m);
y <- 0;
for (i in 1:n) {
for (j in 2:(m+1)) {
y[j] <- y[j-1] + sqrt(h)*rnorm(1);
while (y[j] > c[j]) {
y[j] <- y[j-1] + sqrt(h)*rnorm(1);
}
f[j] <- 1 - exp(- 2*(c[j-1] - y[j-1])*(c[j] - y[j])/h);




bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
var <- var(p)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + bias^2); show(rmse);




14.5.4 Performance of Algorithm 1.2I
ALG12I, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=14 m=15 m=23 m=24 m=33
k2 ≈ 0.167 n=7150 n=6650 n=43500 n=416504 n=151500
Bias 0.002872449 0.002502222 0.001064272 0.0009774306 0.0005169881
SD 0.004988422 0.005219957 0.002115120 0.002170752 0.00115885
RMSE 0.005756328 0.005788702 0.002367786 0.002380658 0.001268941
QˆQ(c(t);T ) 0.5603681 0.5604663 0.5641412 0.5585087 0.5612907
ALG12I, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 m=18 m=19 m=29 m=30 m=40
k2 ≈ 0.152 n=5550 n=5250 n=34500 n=33350 n=125000
Bias 0.002767141 0.002483528 0.001066057 0.0009961708 0.0005603461
SD 0.00557855 0.005806971 0.002348941 0.002387526 0.001257232
RMSE 0.006227142 0.00631576 0.002579535 0.002587013 0.001376452
QˆQ(c(t);T ) 0.4791391 0.4777987 0.4812725 0.484342 0.4761728
ALG12I, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 m=8 m=9 m=13 m=13 m=18
k2 ≈ 0.109 n=12500 n=11100 n=76900 n=76900 n=76900
Bias 0.001587891 0.001254630 0.0006013314 0.0006013314 0.0003136574
SD 0.002872896 0.003082563 0.001215616 0.001216671 0.0006557729
RMSE 0.003282518 0.003328106 0.001356216 0.001357162 0.0007269244
QˆQ(c(t);T ) 0.1954404 0.1952604 0.1957914 0.196723 0.1959153
ALG12I, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=17 m=18 m=28 m=28 m=39
k2 ≈ 0.0729 n=5900 n=5550 n=35700 n=35700 n=128200
Bias 0.001948097 0.001737654 0.0007181122 0.0007181122 0.0003701512
SD 0.003788119 0.003817969 0.001580684 0.001586252 0.0008442257
RMSE 0.004259686 0.004194798 0.001736158 0.001741230 0.0009218074
QˆQ(c(t);T ) 0.1304671 0.1215852 0.1286395 0.1294740 0.1274515
ALG12I, c(v)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
* m=10 m=10 m=16 m=16 m=25
k2 ≈ 0.004 n=10000 n=10000 n=62500 n=62500 n=400000
Bias 0 0 0 0 0
SD 0.0005400493 0.0005386742 0.0002508185 0.0002474679 0.0001100565
RMSE 0.0005400493 0.0005386742 0.0002508185 0.0002474679 0.0001100565
QˆQ(c(t);T ) 0.98126 0.9817337 0.9814717 0.9816616 0.981738
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14.5.5 Algorithm 1.3I: Conditional Survival Combined with Strat-
ification
# Algorithm 1.3I
ALG13I <- function (m, T, n, s) {
h <- T/m; time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
p <- array(0, dim = c(s, n/s));
f <- rep(1, times = m);
L <- rep(1, times = m);
y <- rep(0, times = m+1);
xi <- pnorm(c[m+1]/sqrt(T));
for (k in 1:s) {
for (i in 1:(n/s)) {
y[m+1] <- qnorm((k - 1 + runif(1))*xi/s)*sqrt(T);
for (j in m:2) {
y[j] <- time[j]*y[j+1]/time[j+1] +
+ sqrt(h*time[j]/time[j+1])*rnorm(1);
while (y[j] > c[j]) {
y[j] <- time[j]*y[j+1]/time[j+1] +
+ sqrt(h*time[j]/time[j+1])*rnorm(1);
}
f[j] <- 1 - exp(- 2*(c[j] - y[j])*(c[j+1] - y[j+1])/h);
L[j] <- pnorm((c[j]*time[j+1] - time[j]*y[j+1])/
sqrt(h*time[j]*time[j+1]));
}
f[1] <- 1 - exp(- 2*(c[1] - y[1])*(c[2] - y[2])/h);
L[1] <- pnorm((c[1]*time[2] - time[1]*y[2])/sqrt(h*time[1]*time[2]));
p[k, i] <- prod(L)*prod(f);
}
}
bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
var <- rep(0, times = s);
for (k in 1:s) {var[k] <- var(p[k,])/s};
sd <- xi*sqrt(sum(var)/n); show(sd);
rmse <- sqrt(sd^2 + bias^2); show(rmse);




14.5.6 Performance of Algorithm 1.3I
ALG13I, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 s=5,m=20 s=5,m=21 s=5,m=33 s=5,m=33 s=5,m=45
k2 ≈ 0.0324 n=5000 n=4750 n=30300 n=30300 n=111100
Bias 0.0014075 0.001276644 0.0005169881 0.0005169881 0.0002780247
SD 0.002726277 0.002831154 0.001165981 0.001168119 0.0006262627
RMSE 0.003068166 0.003105681 0.001275456 0.001277411 0.0006852027
QˆQ(c(t);T ) 0.5638898 0.5605284 0.562895 0.561585 0.5619284
ALG13I, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 s=5,m=22 s=5,m=23 s=5,m=35 s=5,m=3 s=5,m=49
k2 ≈ 0.056 n=4550 n=4350 n=28550 n=27800 n=102050
Bias 0.001852384 0.001694809 0.0007318806 0.0006917853 0.0003734085
SD 0.003852817 0.003892534 0.00158692 0.001625095 0.0008604121
RMSE 0.004274988 0.004245491 0.001747559 0.001766211 0.0009379461
QˆQ(c(t);T ) 0.4791119 0.4772005 0.4760923 0.4803802 0.478528
ALG13I, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 s=5,m=10 s=5,m=10 s=5,m=15 s=5,m=16 s=5,m=22
k2 ≈ 0.04 n=10000 n=10000 n=66650 n=62500 n=227250
Bias 0.00101625 0.00101625 0.0004516667 0.0003969727 0.000209969
SD 0.001999967 0.002031813 0.0008101522 0.0008453617 0.0004573774
RMSE 0.002243353 0.002271789 0.0009275502 0.0009339292 0.0005032704
QˆQ(c(t);T ) 0.1924226 0.1950045 0.1951476 0.1959549 0.1969595
ALG13I, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 s=5,m=20 s=5,m=21 s=5,m=32 s=5,m=33 s=5,m=45
k2 ≈ 0.033 n=5000 n=4750 n=31250 n=33350 n=111100
Bias 0.0014075 0.001276644 0.0005498047 0.0005169881 0.0002780247
SD 0.002779654 0.002852463 0.001154243 0.001103240 0.0006263356
RMSE 0.003115691 0.003125119 0.001278500 0.001218366 0.0006852693
QˆQ(c(t);T ) 0.1280449 0.1292048 0.1281624 0.1260711 0.128178
ALG13I, c(v)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
* s=5,m=10 s=5,m=10 s=5,m=16 s=5,m=16 s=5,m=16
k2 ≈ 0.0011 n=10000 n=10000 n=62500 n=62500 n=62500
Bias 0 0 0 0 0
SD 0.0002883624 0.0002884361 0.0001296238 0.0001295174 5.615431e-05
RMSE 0.0002883624 0.0002884361 0.0001296238 0.0001295174 5.615431e-05
QˆQ(c(t);T ) 0.981697 0.9816675 0.981687 0.9818205 0.9816865
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14.6 Static Control Variates
14.6.1 Expectation of Control Terms
* c(i)(t) c(ii)(t) c(iii)(t) c(iv)(t)
Q(c(t);T ) 0.561320 0.47974935 0.195997 0.1278
ALG11C, Q(d(t);T ) 0.5382001 0.525899 0.200503 0.1400832
ALG12C, Q(d(t);T ) 0.5882387 - 0.1918995 0.1192434
ALG13C, Q(d(t);T ) - - 0.1966589 0.1301595
ALG14C, Q(d(t);T ) 0.5630744 0.478114 0.1961593 0.1285644
ALG15C, Q(d(t);T ) 0.560181 - 0.1962662 0.1286092
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14.6.2 Algorithm 1.1C: Secant Approximation
# Algorithm 1.1C
ALG11C <- function (m, T, n) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
p1 <- rep(0, times = n); p2 <- rep(0, times = n);
f1 <- rep(1, times = m); f2 <- rep(1, times = m);
Ind1 <- rep(1, times = m); Ind2 <- rep(1, times = m);
y <- 0;
# fit control variate
a <- c[1]; b <- (c[m+1] - c[1])/T;
lin <- seq(from = c[1], to = c[m+1], by = b*h);
Elin <- pnorm((- a - b*T)/sqrt(T)) + exp(- 2*a*b)*pnorm((- a + b*T)/sqrt(T));
# main loop
for (i in 1:n) {
for (j in 2:(m+1)) {
y[j] <- y[j-1] + sqrt(h)*rnorm(1);
f1[j-1] <- 1 - exp(- 2*(c[j-1] - y[j-1])*(c[j] - y[j])/h);
f2[j-1] <- 1 - exp(- 2*(lin[j-1] - y[j-1])*(lin[j] - y[j])/h);
Ind1[j-1] <- (y[j] < c[j]); Ind2[j-1] <- (y[j] < lin[j]);
}
p1[i] <- prod(Ind1)*prod(f1); p2[i] <- prod(Ind2)*prod(f2);
}
# result
bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
koeff <- cor(p1, p2)*var(p1)/var(p2);
var <- var(p1 - koeff*p2)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + bias^2); show(rmse);
BCPm <- 1 - mean(p1);
linm <- 1 - mean(p2);




14.6.3 Performance of Algorithm 1.1C
ALG11C, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=30 m=31 m=50 m=50 m=69
k2 ≈ 0.0041 n=3350 n=3200 n=20000 n=20000 n=72450
Bias 0.0006255556 0.0005858481 0.0002252 0.0002252 0.0001182525
SD 0.001420295 0.001567286 0.0006763519 0.0006537393 0.0003691854
RMSE 0.001551953 0.001673201 0.0007128583 0.0006914406 0.0003876616
QˆC(c(t); 1) 0.5601326 0.5632397 0.5612105 0.5603538 0.5607109
ALG11C, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 m=29 m=30 m=45 m=45 m=62
k2 ≈ 0.019 n=3450 n=3350 n=22200 n=22200 n=80650
Bias 0.001066057 0.0009961708 0.0004427426 0.0004427426 0.0002332346
SD 0.002161880 0.002354091 0.000932583 0.0009399267 0.0005158923
RMSE 0.002410436 0.002556189 0.001032343 0.001038982 0.0005661654
QˆC(c(t); 1) 0.4811443 0.4750417 0.4796858 0.4796327 0.4805622
ALG11C, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 m=26 m=27 m=40 m=41 m=57
k2 ≈ 0.00035 n=3850 n=3700 n=25000 n=24400 n=87700
Bias 0.0001503328 0.0001394033 6.351563e-05 6.045509e-05 3.127886e-05
SD 0.0002750852 0.0002856064 0.0001311970 0.0001295550 7.727754e-05
RMSE 0.0003340617 0.0003178117 0.0001457631 0.0001429662 8.336777e-05
QˆC(c(t); 1) 0.195928 0.1960072 0.1960197 0.1962344 0.1959934
ALG11C, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=31 m=32 m=51 m=52 m=71
k2 ≈ 0.0031 n=3250 n=3100 n=19600 n=19250 n=70400
Bias 0.0005858481 0.0005498047 0.0002164552 0.0002082101 0.0001116842
SD 0.0009826838 0.001018857 0.0004534427 0.0004846628 0.0002561481
RMSE 0.001144065 0.001157737 0.0005024571 0.0005274936 0.0002794373
QˆC(c(t); 1) 0.1283424 0.1277058 0.1275965 0.1268926 0.1279634
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14.6.4 Algorithm 1.2C: Tangent Approximation
# Algorithm 1.2C
ALG12C <- function (m, T, n) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
dc <- db1;
p1 <- rep(0, times = n); p2 <- rep(0, times = n);
f1 <- rep(1, times = m); f2 <- rep(1, times = m);
Ind1 <- rep(1, times = m); Ind2 <- rep(1, times = m);
y <- 0;
# fit control variate
a <- c[m+1] - T*sapply(T, dc); b <- sapply(T, dc);
tan <- seq(from = a, to = c[m+1], by = b*h);
Etan <- pnorm((- a - b*T)/sqrt(T)) + exp(- 2*a*b)*pnorm((- a + b*T)/sqrt(T));
# main loop
for (i in 1:n) {
for (j in 2:(m+1)) {
y[j] <- y[j-1] + sqrt(h)*rnorm(1);
f1[j-1] <- 1 - exp(- 2*(c[j-1] - y[j-1])*(c[j] - y[j])/h);
f2[j-1] <- 1 - exp(- 2*(tan[j-1] - y[j-1])*(tan[j] - y[j])/h);
Ind1[j-1] <- (y[j] < c[j]); Ind2[j-1] <- (y[j] < tan[j]);
}
p1[i] <- prod(Ind1)*prod(f1); p2[i] <- prod(Ind2)*prod(f2);
}
# result
bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
koeff <- cor(p1, p2)*var(p1)/var(p2);
var <- var(p1 - koeff*p2)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + bias^2); show(rmse);
BCPm <- 1 - mean(p1);
tanm <- 1 - mean(p2);




14.6.5 Performance of Algorithm 1.2C
ALG12C, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=26 m=27 m=40 m=41 m=57
k2 ≈ 0.011 n=3850 n=3700 n=25000 n=24400 n=87700
Bias 0.0008328402 0.0007722908 0.000351875 0.0003349197 0.0001732841
SD 0.001735937 0.001828521 0.0007641631 0.0007663782 0.000423006
RMSE 0.001925383 0.001984924 0.0008412855 0.0008363652 0.000457123
QˆC(c(t); 1) 0.5605682 0.561251 0.5597697 0.5608262 0.5603863
ALG12C, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 m=30 m=31 m=48 m=49 m=68
k2 ≈ 0.018 n=3350 n=3250 n=20400 n=20400 n=73550
Bias 0.0009961708 0.0009329383 0.0003734085 0.0003734085 0.0001938914
SD 0.002403913 0.002450741 0.001007789 0.001007789 0.000572001
RMSE 0.002602144 0.002622309 0.001074743 0.001074743 0.0006039694
QˆC(c(t);T ) 0.4788781 0.478494 0.4771799 0.4771799 0.4794481
ALG12C, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 m=24 m=25 m=39 m=40 m=53
k2 ≈ 0.0004 n=4150 n=4000 n=25650 n=25000 n=94350
Bias 0.0001764323 0.0001626 6.68146e-05 6.351563e-05 3.617836e-05
SD 0.0003112454 0.0003285277 0.0001501330 0.0001598841 8.681268e-05
RMSE 0.0003577737 0.0003665640 0.0001643292 0.0001720382 9.404953e-05
QˆC(c(t); 1) 0.1956486 0.1955440 0.1958175 0.1959649 0.1958570
ALG12C, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=35 m=36 m=54 m=55 m=76
k2 ≈ 0.0025 n=2850 n=2800 n=18500 n=18200 n=65800
Bias 0.0004595918 0.0004344136 0.0001930727 0.0001861157 9.74723e-05
SD 0.001054328 0.001083441 0.0004355067 0.0004635065 0.0002557888
RMSE 0.001150145 0.001167287 0.0004763855 0.0004994771 0.0002557888
QˆC(c(t); 1) 0.1277951 0.1273318 0.1272364 0.1281607 0.1278399
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14.6.6 Algorithm 1.3C: Extended Tangent Approximation
# Algorithm 1.3C
ALG13C <- function (m, T, n) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
dc <- db1;
ddc <- ddb1;
p1 <- rep(0, times = n); p2 <- rep(0, times = n);
f1 <- rep(1, times = m); f2 <- rep(1, times = m);
Ind1 <- rep(1, times = m); Ind2 <- rep(1, times = m);
y <- rep(0, times = m+1);
# fit control variate
dan <- rep(0, times = m+1);
zeta <- c[m+1]/T;
dzeta <- c[m+1] - T*sapply(T, dc);
ddzeta <- T*sapply(T, ddc);
a1 <- c[1];
a2 <- dzeta - 1/2*a1 + sqrt(1/4*a1^2 - 1/2*ddzeta/(dzeta - a1));
b1 <- zeta - a1/T - 1/(2*a1)*log(a2*(a2 - dzeta)/((a2 - a1)*(a1 + a2 - dzeta)));
b2 <- zeta - a2/T - 1/(2*a2)*log(a1*(dzeta - a1)/((a2 - a1)*(a1 + a2 - dzeta)));
danbound <- function(y) {
exp(2*a1*(y - a1 - b1*t)/t) + exp(2*a2*(y - a2 - b2*t)/t) - 1;
}
Edan <- 1 - pnorm(c[m+1]/sqrt(T)) +
+ exp(- 2*a1*b1)*pnorm((c[m+1] - 2*a1)/sqrt(T)) +
+ exp(- 2*a2*b2)*pnorm((c[m+1] - 2*a2)/sqrt(T));
# evaluate control variate
for (j in 1:(m+1)) {
t <- time[j];
dan[j] <- uniroot(danbound, c(c[1] - 0.1, c[m+1] + 0.1),




for (i in 1:n) {
for (j in 2:(m+1)) {
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y[j] <- y[j-1] + sqrt(h)*rnorm(1);
f1[j-1] <- 1 - exp(- 2*(c[j-1] - y[j-1])*(c[j] - y[j])/h);
f2[j-1] <- 1 - exp(- 2*(dan[j-1] - y[j-1])*(dan[j] - y[j])/h);
Ind1[j-1] <- (y[j] < c[j]); Ind2[j-1] <- (y[j] < dan[j]);
}
p1[i] <- prod(Ind1)*prod(f1); p2[i] <- prod(Ind2)*prod(f2);
}
# result
bias <- 2*(0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
koeff <- cor(p1, p2)*var(p1)/var(p2);
var <- var(p1 - koeff*p2)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + bias^2); show(rmse);
BCPm <- 1 - mean(p1);
danm <- 1 - mean(p2);
Q <- BCPm - koeff*(danm - Edan); Q
}
14.6.7 Performance of Algorithm 1.3C
ALG13C, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.04 m=61 m=62 m=98 m=99 m=145
k2 ≈ 1.5e-05 n=1650 n=1600 n=10200 n=10100 n=34500
Bias 5.462241e-05 5.287461e-05 2.116306e-05 2.073768e-05 9.667063e-06
SD 0.0001137825 0.0001276723 5.5693e-05 4.708622e-05 3.099632e-05
RMSE 0.0001262144 0.0001381880 5.95784e-05 5.145059e-05 3.246881e-05
QˆC(c(t); 1) 0.1959676 0.1958827 0.1959227 0.1960927 0.1960047
ALG13C, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 1.27 m=75 m=76 m=118 m=119 m=165
k2 ≈ 0.0002 n=1350 n=1300 n=8450 n=8400 n=41650
Bias 0.0002001778 0.0001949446 8.086757e-05 7.951416e-05 4.135904e-05
SD 0.0004676808 0.0005013833 0.0002235806 0.0002288886 0.0001227563
RMSE 0.0005087204 0.0005379485 0.0002377558 0.0002423066 0.0001295364
QˆC(c(t); 1) 0.1279374 0.1279188 0.127859 0.1277418 0.127982
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14.6.8 Algorithm 1.4C: Regression  Straight Line
# Algorithm 1.4C
ALG14C <- function (m, T, n) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
p1 <- rep(0, times = n); p2 <- rep(0, times = n);
f1 <- rep(1, times = m); f2 <- rep(1, times = m);
Ind1 <- rep(1, times = m); Ind2 <- rep(1, times = m);
y <- rep(0, times = m+1);
# fit control variate
reg <- lm(c ~ time);
a <- coefficients(reg)[1];
b <- coefficients(reg)[2];
lin <- seq(from = a, by = b*h, length = m+1);
Elin <- pnorm((- a - b*T)/sqrt(T)) + exp(- 2*a*b)*pnorm((- a + b*T)/sqrt(T));
# main loop
for (i in 1:n) {
for (j in 2:(m+1)) {
y[j] <- y[j-1] + sqrt(h)*rnorm(1);
f1[j-1] <- 1 - exp(- 2*(c[j-1] - y[j-1])*(c[j] - y[j])/h);
f2[j-1] <- 1 - exp(- 2*(lin[j-1] - y[j-1])*(lin[j] - y[j])/h);
Ind1[j-1] <- (y[j] < c[j]); Ind2[j-1] <- (y[j] < lin[j]);
}
p1[i] <- prod(Ind1)*prod(f1); p2[i] <- prod(Ind2)*prod(f2);
}
# result
bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
koeff <- cor(p1, p2)*var(p1)/var(p2);
var <- var(p1 - koeff*p2)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + bias^2); show(rmse);
BCPm <- 1 - mean(p1);
linm <- 1 - mean(p2);




14.6.9 Performance of Algorithm 1.4C
ALG14C, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=38 m=39 m=60 m=61 m=83
k2 ≈ 0.0015 n=2650 n=2250 n=16650 n=16400 n=60250
Bias 0.0003898892 0.0003701512 0.0001563889 0.0001513034 8.172449e-05
SD 0.0008134199 0.000782097 0.0003887968 0.0003830087 0.0002273017
RMSE 0.000902034 0.0008652674 0.0004190709 0.0004118111 0.0002415470
QˆC(c(t); 1) 0.5637521 0.5616357 0.5623269 0.561883 0.5615151
ALG14C, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 m=36 m=37 m=58 m=59 m=80
k2 ≈ 0.005 n=2800 n=2700 n=17250 n=16950 n=62500
Bias 0.001351852 0.001279766 0.0005208086 0.0005033036 0.00027375
SD 0.001792064 0.001783536 0.000740523 0.0007481267 0.0004202763
RMSE 0.002244771 0.002195177 0.0009053264 0.0009016697 0.0005015687
QˆC(c(t); 1) 0.1528410 0.1493617 0.0009053264 0.1470588 0.1474756
ALG14C, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 m=34 m=35 m=55 m=56 m=77
k2 ≈ 8.0e-05 n=2950 n=2850 n=18050 n=17850 n=64950
Bias 8.79109e-05 8.295918e-05 3.359504e-05 3.240593e-05 1.714033e-05
SD 0.0001299761 0.0001531958 7.030072e-05 6.888454e-05 4.275928e-05
RMSE 0.0001569143 0.0001742159 7.791545e-05 7.612637e-05 4.606677e-05
QˆC(c(t); 1) 0.1963771 0.1958464 0.1960498 0.1959933 0.1960287
ALG14C, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 m=39 m=40 m=71 m=72 m=100
k2 ≈ 0.0004 n=2250 n=2500 n=14100 n=13900 n=50000
Bias 0.0003701512 0.000351875 0.0001116842 0.0001086034 5.63e-05
SD 0.0004058831 0.0004335276 0.0002492087 0.0002490744 0.0001373388
RMSE 0.0005493205 0.0005583567 0.0002730903 0.0002717218 0.0001484306
QˆC(c(t); 1) 0.1273214 0.1275180 0.1277833 0.1281913 0.1274927
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14.6.10 Algorithm 1.5.C: Regression  Daniels Boundary
# Algorithm 1.5C
ALG15C <- function (m, T, n) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
c <- sapply(time, b1);
p1 <- rep(0, times = n); p2 <- rep(0, times = n);
f1 <- rep(1, times = m); f2 <- rep(1, times = m);
Ind1 <- rep(1, times = m); Ind2 <- rep(1, times = m);
y <- rep(0, times = m+1);
# fit control variate
reg <- nls(c ~ a - time/(2*a)*log(k1/2 + sqrt(1/4*k1^2 + k2*exp(- 4*a^2/time))),




danbound <- function(t) {
a - t/(2*a)*log(k1/2 + sqrt(1/4*k1^2 + k2*exp(- 4*a^2/t)));
}
dan <- sapply(time, danbound);
Edan <- 1 - pnorm(dan[m+1]/sqrt(T)) +
+ k1*pnorm((dan[m+1] - 2*a)/sqrt(T)) +
+ k2*pnorm((dan[m+1] - 4*a)/sqrt(T));
# main loop
for (i in 1:n) {
for (j in 2:(m+1)) {
y[j] <- y[j-1] + sqrt(h)*rnorm(1);
f1[j-1] <- 1 - exp(- 2*(c[j-1] - y[j-1])*(c[j] - y[j])/h);
f2[j-1] <- 1 - exp(- 2*(dan[j-1] - y[j-1])*(dan[j] - y[j])/h);
Ind1[j-1] <- (y[j] < c[j]); Ind2[j-1] <- (y[j] < dan[j]);
}
p1[i] <- prod(Ind1)*prod(f1); p2[i] <- prod(Ind2)*prod(f2);
}
# result
bias <- 2*(0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h^2; show(bias);
koeff <- cor(p1, p2)*var(p1)/var(p2);
var <- var(p1 - koeff*p2)/n; sd <- sqrt(var); show(sd);
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rmse <- sqrt(var + bias^2); show(rmse);
BCPm <- 1 - mean(p1);
danm <- 1 - mean(p2);
Q <- BCPm - koeff*(danm - Edan); Q
}
14.6.11 Performance of Algorithm 1.5C
ALG15C, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 1.27 m=64 m=65 m=100 m=101 m=140
k2 ≈ 0.00045 n=1550 n=1350 n=10000 n=9900 n=35700
Bias 0.0002749023 0.0002665089 0.0001126 0.0001103813 5.744898e-05
SD 0.0005449442 0.0005224816 0.0002665184 0.0002591946 0.0001549868
RMSE 0.0006103568 0.0005865271 0.0002893282 0.0002817195 0.0001652915
QˆC(c(t); 1) 0.5609229 0.5599572 0.5613636 0.5613083 0.5614484
ALG15C, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.04 m=57 m=58 m=90 m=91 m=125
k2 ≈ 2.5e-05 n=1750 n=1700 n=11100 n=11000 n=40000
Bias 6.255771e-05 6.041914e-05 2.509259e-05 2.454414e-05 1.3008e-05
SD 8.877661e-05 9.103834e-05 4.333674e-05 4.804227e-05 2.608705e-05
RMSE 0.0001086037 0.0001092632 5.007705e-05 5.394882e-05 2.915033e-05
QˆC(c(t); 1) 0.1959053 0.1961416 0.1960002 0.1960058 0.1959875
ALG15C, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 1.27 m=75 m=76 m=118 m=119 m=165
k2 ≈ 0.0002 n=1350 n=1300 n=8450 n=8400 n=30300
Bias 0.00020017781 0.0001949446 8.086757e-05 7.951416e-05 4.135904e-05
SD 0.0002527084 0.0003467097 0.0001549638 0.0001643458 9.551326e-05
RMSE 0.0003223859 0.0003977575 0.0001747952 0.0001825706 0.0001040834
QˆC(c(t);T ) 0.1282479 0.1277874 0.1279871 0.1277379 0.1278511
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14.7 Adaptive Control Variates
14.7.1 Convergence Order of Adaptive Control Variates
ALG21C, c(i)(t) N=200000 N=250000 N=300000 N=400000 N=450000
* d=1,m=150 d=2,m=150 d=3,m=150 d=5,m=150 d=6,m=150
n1=50000 n1=50000 n1=50000 n1=50000 n1=50000
n2=1000 n2=1000 n2=1000 n2=1000 n2=1000
Bias 2.502222e-05 2.502222e-05 2.502222e-05 2.502222e-05 2.502222e-05
SD 1 0.003849703 0.001037560 0.0004824098 0.0001246933 0.0001133731
SD 2 0.001805157 0.001952835 0.002010095 0.002058695 0.002073155
RMSE 0.004251992 0.002211498 0.002067323 0.002062619 0.002076403
QˆC(c(t);T ) 0.5636141 0.5620944 0.5618323 0.5592294 0.5599743
ALG21C, c(i)(t) N=650000 N=900000 N=1650000 N=2650000
* d=10,m=150 d=15,m=150 d=30,m=150 d=50,m=150
n1=50000 n1=50000 n1=50000 n1=50000
n2=1000 n2=1000 n2=1000 n2=1000
Bias 2.502222e-05 2.502222e-05 2.502222e-05 2.502222e-05
SD 1 3.953586e-05 1.500028e-05 4.244226e-06 1.441878e-06
SD 2 0.002108263 0.002128177 0.002156445 0.002168319
RMSE 0.002108782 0.002128377 0.002156595 0.002168464
QˆC(c(t);T ) 0.5602696 0.5615109 0.5609218 0.5650594
ALG21C, c(ii)(t) N=200000 N=250000 N=300000 N=400000 N=450000
* d=1,m=150 d=2,m=150 d=3,m=150 d=5,m=150 d=6,m=150
n1=50000 n1=50000 n1=50000 n1=50000 n1=50000
n2=1000 n2=1000 n2=1000 n2=1000 n2=1000
Bias 3.984683e-05 3.984683e-05 3.984683e-05 3.984683e-05 3.984683e-05
SD 1 0.005652948 0.001605899 0.0006980406 0.0002449628 0.0002294584
SD 2 0.001479289 0.001780988 0.001893265 0.001991038 0.002015158
RMSE 0.005843433 0.00239842 0.002018242 0.002006446 0.002028571
QˆC(c(t);T ) 0.4727532 0.4808218 0.4807326 0.4797795 0.4786549
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ALG21C, c(ii)(t) N=650000 N=900000 N=1650000 N=2650000
* d=10,m=150 d=15,m=150 d=30,m=150 d=50,m=150
n1=50000 n1=50000 n1=50000 n1=50000
n2=1000 n2=1000 n2=1000 n2=1000
Bias 3.984683e-05 3.984683e-05 3.984683e-05 3.984683e-05
SD 1 9.94139e-05 3.732973e-05 8.818414e-06 2.642482e-06
SD 2 0.002074951 0.002105572 0.002147115 0.002166456
RMSE 0.002077713 0.00210628 0.002147503 0.002166824
QˆC(c(t);T ) 0.4784519 0.4813176 0.4863784 0.4820829
ALG21C, c(iii)(t) N=200000 N=250000 N=300000 N=400000 N=450000
* d=1,m=150 d=2,m=150 d=3,m=150 d=5,m=150 d=6,m=150
n1=50000 n1=50000 n1=50000 n1=50000 n1=50000
n2=1000 n2=1000 n2=1000 n2=1000 n2=1000
Bias 4.516667e-06 4.516667e-06 4.516667e-06 4.516667e-06 4.516667e-06
SD 1 0.0009593568 0.0002829134 0.0001122974 3.121439e-05 2.244563e-05
SD 2 0.001339939 0.001519179 0.001573710 0.001618906 0.001635761
RMSE 0.001647975 0.001545304 0.001577718 0.001619214 0.001635921
QˆC(c(t);T ) 0.1976188 0.1964563 0.1965152 0.1952945 0.1960426
ALG21C, c(iii)(t) N=650000 N=900000 N=1650000 N=2650000
* d=10,m=150 d=15,m=150 d=30,m=150 d=50,m=150
n1=50000 n1=50000 n1=50000 n1=50000
n2=1000 n2=1000 n2=1000 n2=1000
Bias 4.516667e-06 4.516667e-06 4.516667e-06 4.516667e-06
SD 1 9.640494e-06 4.365635e-06 8.530399e-07 2.126670e-07
SD 2 0.001657535 0.001688234 0.001711914 0.001734156
RMSE 0.001657570 0.001688245 0.00171192 0.001734162
QˆC(c(t);T ) 0.1931406 0.1962665 0.1949519 0.1972981
ALG21C, c(iv)(t) N=200000 N=250000 N=300000 N=400000 N=450000
* d=1,m=150 d=2,m=150 d=3,m=150 d=5,m=150 d=6,m=150
n1=50000 n1=50000 n1=50000 n1=50000 n1=50000
n2=1000 n2=1000 n2=1000 n2=1000 n2=1000
Bias 2.502222e-05 2.502222e-05 2.502222e-05 2.502222e-05 2.502222e-05
SD 1 0.002562497 0.0007539053 0.0003628137 0.0001212879 7.389319e-05
SD 2 0.001118315 0.001252786 0.00130778 0.001356717 0.001367561
RMSE 0.002796005 0.001462351 0.001357405 0.001362357 0.001369785
QˆC(c(t);T ) 0.1298876 0.1267181 0.1279763 0.1279763 0.1278050
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ALG21C, c(iv)(t) N=650000 N=900000 N=1650000 N=2650000
* d=10,m=150 d=15,m=150 d=30,m=150 d=50,m=150
n1=50000 n1=50000 n1=50000 n1=50000
n2=1000 n2=1000 n2=1000 n2=1000
Bias 2.502222e-05 2.502222e-05 2.502222e-05 2.502222e-05
SD 1 2.531761e-05 1.128772e-05 2.563618e-06 2.502222e-05
SD 2 0.001400287 0.001427017 0.001438243 0.001451121
RMSE 0.001400740 0.001427281 0.001438463 0.001451337
QˆC(c(t);T ) 0.1284015 0.1301092 0.1276723 0.1277576
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14.7.2 Algorithm 2.1C: Adaptive Control Variates  Standard
# Algorithm 2.1C
ALG21C <- function (d, m, T, n1, n2) {
h1 <- T/d;
time1 <- seq(from = 0, to = T, by = h1);
h2 <- T/m;
time2 <- seq(from = 0, to = T, by = h2);
cd <- sapply(time1, b1);
cm <- sapply(time2, b1);
p <- rep(0, times = n1);
p1 <- rep(0, times = n2); p2 <- rep(0, times = n2);
f <- rep(1, times = d);
f1 <- rep(1, times = m); f2 <- rep(1, times = m);
Ind <- rep(1, times = d);
Ind1 <- rep(1, times = m); Ind2 <- rep(1, times = m);
y <- 0;
# estimate EBCPd
for (i in 1:n1) {
for (j in 2:(d+1)) {
y[j] <- y[j-1] + sqrt(h1)*rnorm(1);
f[j-1] <- 1 - exp(- 2*(cd[j-1] - y[j-1])*(cd[j] - y[j])/h1);




EBCPd <- 1 - sum(p)/n1;
# cdm = cd evaluated at m nodes
v <- m/d;
cdm <- rep(0, times = m+1);
for (w in 1:(d+1)) {
cdm[1 + v*(w-1)] <- cd[w];
}
for (w in 1:d) {
for(r in 1:(v-1)) {
cdm[1 + v*(w-1) + r] <-





# estimate BCPm, BCPd
for (i in 1:n2) {
for (j in 2:(m+1)) {
y[j] <- y[j-1] + sqrt(h2)*rnorm(1);
f1[j-1] <- 1 - exp(- 2*(cm[j-1] - y[j-1])*(cm[j] - y[j])/h2);
f2[j-1] <- 1 - exp(- 2*(cdm[j-1] - y[j-1])*(cdm[j] - y[j])/h2);
Ind1[j-1] <- (y[j] < cm[j]); Ind2[j-1] <- (y[j] < cdm[j]);
}
p1[i] <- prod(Ind1)*prod(f1); p2[i] <- prod(Ind2)*prod(f2);
}
# result
bias <- (0.313*maxdb1 + 0.25/sqrt(T))*maxddb1*h2^2; show(bias);
var1 <- var(p1 - p2)/n2; sd1 <- sqrt(var1); show(sd1);
var2 <- var(p)/n1; sd2 <- sqrt(var2); show(sd2);
rmse <- sqrt(var1 + var2 + bias^2); show(rmse);
BCPm <- 1 - sum(p1)/n2;
BCPdm <- 1 - sum(p2)/n2;




14.7.3 Performance of Algorithm 2.1.C
ALG21C, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 d=2,m=30 d=2,m=32 d=2,m=54 d=3,m=54 d=2,m=80
k2 ≈ 0.014 n1=40000 n1=40000 n1=400000 n1=266650 n1=2000000
k3 ≈ 0.212 n2=667 n2=625 n2=3700 n2=3700 n2=12500
Bias 0.0006255556 0.0005498047 0.0001930727 0.0001930727 8.796875e-05
SD 1 0.0007783603 0.0007771883 0.0004340948 0.0001884768 0.0002577619
SD 2 0.002183627 0.002187418 0.0006911109 0.0008690615 0.0003089355
RMSE 0.002401123 0.002385604 0.0008386594 0.0009099827 0.0004118506
QˆC(c(t);T ) 0.5582409 0.560027 0.5608775 0.5613617 0.5616346
ALG21C, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 d=2,m=36 d=3,m=36 d=3,m=63 d=3,m=66 d=3,m=93
k2 ≈ 0.04 n1=40000 n1=26650 n1=266650 n1=266650 n1=1666650
k3 ≈ 0.22 n2=555 n2=555 n2=3175 n2=3030 n2=10750
Bias 0.0006917853 0.0006917853 0.0002258891 0.0002058204 0.0001036598
SD 1 0.002042967 0.0009078109 0.0003573093 0.0003624632 0.0002191951
SD 2 0.001991896 0.002595733 0.0008202813 0.0008194529 0.0003280304
RMSE 0.002935971 0.002835581 0.0009227986 0.0009193719 0.0004079164
QˆC(c(t);T ) 0.4802738 0.474808 0.4798182 0.4813735 0.4807283
ALG21C, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 d=1,m=18 d=1,m=18 d=1,m=31 d=1,m=32 d=1,m=46
k2 ≈ 0.00032 n1=80000 n1=80000 n1=800000 n1=800000 n1=4000000
k3 ≈ 0.131 n2=1111 n2=1111 n2=6450 n2=6250 n2=21740
Bias 0.0003136574 0.0003136574 0.0001057492 9.924316e-05 4.802694e-05
SD 1 0.0004438545 0.0005360724 0.0002455839 0.0002387906 0.0001452403
SD 2 0.001057124 0.001060049 0.0003333987 0.0003333636 0.0001492577
RMSE 0.001188654 0.0012286 0.0004273746 0.0004219022 0.0002137269
QˆC(c(t);T ) 0.1969973 0.1968247 0.1957557 0.1958112 0.1962745
ALG21C, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 d=2,m=36 d=2,m=38 d=2,m=64 d=2,m=66 d=3,m=96
k2 ≈ 0.007 n1=40000 n1=40000 n1=400000 n1=400000 n1=1666650
k3 ≈ 0.098 n2=555 n2=526 n2=3125 n2=3030 n2=10400
Bias 0.0004344136 0.0003898892 0.0001374512 0.0001292470 6.108941e-05
SD 1 0.0004230603 0.0003903897 0.0003121746 0.0003346984 9.021543e-05
SD 2 0.001400195 0.001399863 0.0004439052 0.0004446413 0.0002267951
RMSE 0.001525857 0.001504671 0.0005598192 0.0005713437 0.0002516084
QˆC(c(t);T ) 0.1273517 0.1269817 0.1272460 0.1276499 0.1275019
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14.7.4 Algorithm 2.2C: Adaptive Control Variates  Enhanced
# Algorithm 2.2C
ALG22C <- function (d, m, T, n1, n2) {
h1 <- T/d;
time1 <- seq(from = 0, to = T, by = h1);
h2 <- T/m;
time2 <- seq(from = 0, to = T, by = h2);
cd <- sapply(time1, b1);
cm <- sapply(time2, b1);
P1 <- rep(0, times = n1); P2 <- rep(0, times = n1);
p1 <- rep(0, times = n2); p2 <- rep(0, times = n2);
F1 <- rep(1, times = d); F2 <- rep(1, times = d);
f1 <- rep(1, times = m); f2 <- rep(1, times = m);
IND1 <- rep(1, times = d); IND2 <- rep(1, times = d);
Ind1 <- rep(1, times = m); Ind2 <- rep(1, times = m);
y <- 0;
# estimate EBCPd
reg <- lm(cm ~ time2);
a <- coefficients(reg)[1];
b <- coefficients(reg)[2];
lin <- seq(from = a, by = b*h1, length = d+1);
Elin <- pnorm((- a - b*T)/sqrt(T)) + exp(- 2*a*b)*pnorm((- a + b*T)/sqrt(T));
for (i in 1:n1) {
for (j in 2:(d+1)) {
y[j] <- y[j-1] + sqrt(h1)*rnorm(1);
F1[j-1] <- 1 - exp(- 2*(cd[j-1] - y[j-1])*(cd[j] - y[j])/h1);
F2[j-1] <- 1 - exp(- 2*(lin[j-1] - y[j-1])*(lin[j] - y[j])/h1);
IND1[j-1] <- (y[j] < cd[j]); IND2[j-1] <- (y[j] < lin[j]);
}
P1[i] <- prod(IND1)*prod(F1); P2[i] <- prod(IND2)*prod(F2);
}
EBCPd <- - mean(P1) + mean(P2) + Elin;
# cdm = cd evaluated at m nodes
v <- m/d;
cdm <- rep(0, times = m+1);
for (w in 1:(d+1)) {




for (w in 1:d) {
for(r in 1:(v-1)) {
cdm[1 + v*(w-1) + r] <-
cdm[1 + v*(w-1)] + (cdm[1 + v*w] - cdm[1 + v*(w-1)])*r/v;
}
}
# estimate BCPm, BCPd
for (i in 1:n2) {
for (j in 2:(m+1)) {
y[j] <- y[j-1] + sqrt(h2)*rnorm(1);
f1[j-1] <- 1 - exp(- 2*(cm[j-1] - y[j-1])*(cm[j] - y[j])/h2);
f2[j-1] <- 1 - exp(- 2*(cdm[j-1] - y[j-1])*(cdm[j] - y[j])/h2);
Ind1[j-1] <- (y[j] < cm[j]); Ind2[j-1] <- (y[j] < cdm[j]);
}
p1[i] <- prod(Ind1)*prod(f1); p2[i] <- prod(Ind2)*prod(f2);
}
# result
bias <- (0.313*maxdb3 + 0.25/sqrt(T))*maxddb3*h2^2; show(bias);
var1 <- var(p1 - p2)/n2; sd1 <- sqrt(var1); show(sd1);
var2 <- var(P1 - P2)/n1; sd2 <- sqrt(var2); show(sd2);
rmse <- sqrt(var1 + var2 + bias^2); show(rmse);
BCPm <- 1 - sum(p1)/n2;
BCPdm <- 1 - sum(p2)/n2;




14.7.5 Performance of Algorithm 2.2C
ALG22C, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 d=6,m=90 d=7,m=91 d=7,m=154 d=8,m=152 d=8,m=232
k2 ≈ 0.007 n1=13330 n1=11425 n1=114300 n1=100000 n1=500000
k3 ≈ 0.0009 n2=222 n2=220 n2=1300 n2=1315 n2=4310
Bias 6.798696e-05 6.798696e-05 2.373925e-05 2.436807e-05 1.046002e-05
SD 1 0.0001898659 0.0001120978 7.720219e-05 5.827094e-05 2.867547e-05
SD 2 0.0002488652 0.0002886359 9.259338e-05 0.0001006364 4.47427e-05
RMSE 0.0003206463 0.0003170155 0.0001228709 0.0001188149 5.416275e-05
QˆC(c(t);T ) 0.5614414 0.5615225 0.5611864 0.5613581 0.5612519
ALG22C, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.804 d=8,m=96 d=9,m=99 d=9,m=162 d=10,m=160 d=10,m=240
k2 ≈ 0.04 n1=10000 n1=8890 n1=88890 n1=80000 n1=400000
k3 ≈ 0.0015 n2=208 n2=202 n2=1235 n2=1250 n2=4167
Bias 9.72823e-05 9.147574e-05 3.416224e-05 3.502163e-05 1.556517e-05
SD 1 0.0002433109 0.0001684949 8.252808e-05 5.485517e-05 3.589943e-05
SD 2 0.0003714550 0.000405894 0.0001303909 0.000144946 6.534733e-05
RMSE 0.0004545799 0.0004488968 0.0001580498 0.0001588866 7.616637e-05
QˆC(c(t);T ) 0.4800175 0.4797315 0.479825 0.4798179 0.4798558
ALG22C, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 d=6,m=90 d=7,m=91 d=7,m=154 d=8,m=152 d=8,m=224
k2 ≈ 0.0003 n1=13330 n1=11425 n1=114300 n1=100000 n1=500000
k3 ≈ 3.0e-05 n2=222 n2=220 n2=1300 n2=1315 n2=4465
Bias 1.254630e-05 1.227207e-05 4.285082e-06 4.398589e-06 2.025371e-06
SD 1 4.596753e-05 3.36922e-05 1.401534e-05 1.228994e-05 7.515279e-06
SD 2 4.714831e-05 5.28887e-05 1.636575e-05 1.844956e-05 8.125993e-06
RMSE 6.703273e-05 6.389822e-05 2.196883e-05 2.260037e-05 1.125226e-05
QˆC(c(t);T ) 0.1959857 0.1960092 0.1960061 0.1960034 0.1959992
ALG22C, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.317 d=7,m=119 d=8,m=167 d=8,m=208 d=9,m=207 d=9,m=306
k2 ≈ 0.003 n1=11425 n1=10000 n1=100000 n1=88890 n1=444450
k3 ≈ 0.00025 n2=168 n2=167 n2=960 n2=966 n2=3270
Bias 3.975708e-05 3.909722e-05 1.301313e-05 1.313916e-05 6.012645e-06
SD 1 0.0001133352 6.623426e-05 5.96996e-05 2.176412e-05 2.329008e-05
SD 2 0.0001360396 0.0001513276 5.115742e-05 5.430807e-05 2.467342e-05
RMSE 0.0001814725 0.0001697516 7.96898e-05 5.9964e-05 3.445805e-05




14.8.1 Algorithm 3.1G: Euler Approximation
# Algorithm 3.1G
ALG31G <- function (m, T, n, k1) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
C <- sapply(0, b1);
dc <- sapply(time, db1);
p <- rep(0, times = n);
f <- rep(1, times = m);
Ind <- rep(1, times = m);
L <- rep(1, times = m+1);
for (i in 1:n) {
x <- c(0, cumsum(rnorm(m)*sqrt(h)));
for (j in 2:(m+1)) {
L[j] <- L[j-1] - L[j-1]*dc[j-1]*(x[j] - x[j-1]);
f[j-1] <- 1 - exp(- 2*(C - x[j-1])*(C - x[j])/h);
Ind[j-1] <- (x[j] < C);
}
p[i] <- prod(Ind)*max(L[m+1], 0)*prod(f);
}
diserror <- sqrt(k1)/m; show(diserror);
var <- var(p)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + diserror^2); show(rmse);




14.8.2 Performance of Algorithm 3.1G
ALG31G, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 m=25 m=25 m=50 m=50 m=100
k2 ≈ 0.12 n=4000 n=4000 n=20000 n=20000 n=50000
Bias 0.004 0.004 0.002 0.002 0.001
SD 0.005692875 0.005741818 0.002553568 0.002544850 0.001624616
RMSE 0.006957645 0.006997748 0.003243564 0.003236705 0.001907715
QˆG(c(t);T ) 0.5585546 0.5519776 0.5678232 0.5618356 0.5638148
ALG31G, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.015 m=20 m=20 m=45 m=45 m=75
k2 ≈ 0.47 n=5000 n=5000 n=22200 n=22200 n=66650
Bias 0.0075 0.0075 0.003333333 0.003333333 0.002
SD 0.009692326 0.009602036 0.004597021 0.004613599 0.002664012
RMSE 0.01225525 0.01218397 0.005678355 0.005691784 0.00333121
QˆG(c(t);T ) 0.4813695 0.4951422 0.477312 0.4745856 0.4770992
ALG31G, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.005 m=15 m=15 m=30 m=30 m=50
k2 ≈ 0.4 n=6650 n=6650 n=33350 n=33350 n=100000
Bias 0.004714045 0.004714045 0.002357023 0.002357023 0.001414214
SD 0.007865988 0.007680589 0.003483275 0.003484514 0.002014342
RMSE 0.009170386 0.009011863 0.004205801 0.004206827 0.002461214
QˆG(c(t);T ) 0.1904778 0.1901782 0.2000753 0.1952475 0.1956539
ALG31G, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.04 m=20 m=20 m=45 m=45 m=80
k2 ≈ 0.8 n=5000 n=5000 n=2220 n=22200 n=62500
Bias 0.01 0.01 0.004444444 0.004444444 0.0025
SD 0.01254621 0.01254621 0.006029678 0.00609892 0.003625069
RMSE 0.01604392 0.01600153 0.007490668 0.007546516 0.004403536
QˆG(c(t);T ) 0.1297936 0.1402211 0.1256373 0.1225195 0.1328099
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14.8.3 Algorithm 3.2G: Milstein Approximation
# Algorithm 3.2G
ALG32G <- function (m, T, n, k1) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
C <- sapply(0, b1);
dc <- sapply(time, db1);
p <- rep(0, times = n);
f <- rep(1, times = m);
Ind <- rep(1, times = m);
L <- rep(1, times = m+1);
for (i in 1:n) {
x <- c(0, cumsum(rnorm(m)*sqrt(h)));
for (j in 2:(m+1)) {
L[j] <- L[j-1] - L[j-1]*dc[j-1]*(x[j] - x[j-1]) +
+ 0.5*L[j-1]*(dc[j-1])^2*((x[j]-x[j-1])^2 - h);
f[j-1] <- 1 - exp(- 2*(C - x[j-1])*(C - x[j])/h);
Ind[j-1] <- (x[j] < C);
}
p[i] <- prod(Ind)*max(L[m+1], 0)*prod(f);
}
diserror <- sqrt(k1)/m; show(diserror);
var <- var(p)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + diserror^2); show(rmse);




14.8.4 Performance of Algorithm 3.2G
ALG32G, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.2 m=30 m=30 m=66 m=66 m=110
k2 ≈ 0.12 n=3350 n=3350 n=15150 n=15150 n=45450
Bias 0.004714045 0.004714045 0.002142748 0.002142748 0.001285649
SD 0.006010661 0.006050266 0.002909128 0.002906821 0.001694488
RMSE 0.007638735 0.007669937 0.003613087 0.003611229 0.002127012
QˆG(c(t);T ) 0.5688183 0.5602117 0.5641806 0.5619245 0.5629625
ALG32G, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ m=16 m=16 m=34 m=34 m=60
k2 ≈ n=6250 n=6250 n=29400 n=29400 n=83350
Bias 0.00625 0.00625 0.002941176 0.002941176 0.001666667
SD 0.008723044 0.008856645 0.004021135 0.00401611 0.002379086
RMSE 0.01073098 0.01083986 0.004981972 0.004977917 0.002904794
QˆG(c(t);T ) 0.4730673 0.4655901 0.471746 0.4778165 0.4795888
ALG32G, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.04 m=28 m=28 m=60 m=60 m=100
k2 ≈ 0.4 n=3550 n=3550 n=16650 n=16650 n=50000
Bias 0.007142857 0.007142857 0.003333333 0.003333333 0.002
SD 0.01075157 0.01055921 0.004947431 0.004913292 0.002867485
RMSE 0.01290801 0.01274823 0.005965583 0.005937301 0.003496065
QˆG(c(t);T ) 0.2221904 0.2020153 0.1961500 0.2100783 0.1991199
ALG32G, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.01 m=14 m=14 m=30 m=30 m=50
k2 ≈ 0.8 n=7150 n=7150 n=33350 n=33350 n=100000
Bias 0.007142857 0.007142857 0.003333333 0.003333333 0.002
SD 0.01081109 0.01086124 0.004968352 0.005007303 0.002867236
RMSE 0.01295763 0.01299950 0.005982945 0.00601533 0.003495861
QˆG(c(t);T ) 0.1334255 0.1146649 0.1310058 0.1280401 0.1226648
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14.8.5 Algorithm 3.3G: Romberg Extrapolation
# Algorithm 3.3G
ALG33G <- function (m, T, n, k1) {
h <- T/m;
time <- seq(from = 0, to = T, by = h);
C <- sapply(0, b1);
dc <- sapply(time, db1);
p1 <- rep(0, times = n); p2 <- rep(0, times = n); p <- rep(0, times = n);
f1 <- rep(1, times = m); f2 <- rep(1, times = m/2);
Ind1 <- rep(1, times = m); Ind2 <- rep(1, times = m/2);
L1 <- rep(1, times = m+1); L2 <- rep(1, times = m/2+1);
x <- 0; y <- 0;
for (i in 1:n) {
z <- c(0, rnorm(m));
for (j in 2:(m+1)) {
x[j] <- x[j-1] + z[j]*sqrt(h);
L1[j] <- L1[j-1] - L1[j-1]*dc[j-1]*(x[j] - x[j-1]);
f1[j-1] <- 1 - exp(- 2*(C - x[j-1])*(C - x[j])/h);
Ind1[j-1] <- (x[j] < C);
}
for (j in 2:(m/2+1)) {
y[j] <- y[j-1] + (z[2*j-2] + z[2*j-1])*sqrt(h);
L2[j] <- L2[j-1] - L2[j-1]*dc[2*j-3]*(y[j]-y[j-1]);
f2[j-1] <- 1 - exp(- (C - y[j-1])*(C - y[j])/h);
Ind2[j-1] <- (y[j] < C);
}
p1[i] <- prod(Ind1)*max(L1[m+1], 0)*prod(f1);
p2[i] <- prod(Ind2)*max(L2[m/2+1], 0)*prod(f2);
p[i] <- 2*p1[i] - p2[i];
}
diserror <- sqrt(k1)/m^2; show(diserror);
var <- var(p)/n; sd <- sqrt(var); show(sd);
rmse <- sqrt(var + diserror^2); show(rmse);




14.8.6 Performance of Algorithm 3.3G
ALG31G, c(i)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.09 m=12 m=12 m=20 m=20 m=26
k2 ≈ 0.15 n=8350 n=8350 n=50000 n=50000 n=192300
Bias 0.002083333 0.002083333 0.00075 0.00075 0.000443787
SD 0.004328709 0.004362739 0.001739483 0.00173869 0.0008799474
RMSE 0.004803957 0.004834643 0.001894282 0.001893553 0.0009855224
QˆG(c(t);T ) 0.5695459 0.559869 0.5596119 0.5636025 0.5615242
ALG33G, c(ii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 0.16 m=10 m=10 m=16 m=16 m=22
k2 ≈ 0.5 n=10000 n=10000 n=62500 n=62500 n=227300
Bias 0.004 0.004 0.0015625 0.0015625 0.0008264463
SD 0.007212068 0.007226173 0.002836361 0.002843169 0.001477170
RMSE 0.008247055 0.008259393 0.003238263 0.003244228 0.001692644
QˆG(c(t);T ) 0.4777808 0.483134 0.4803042 0.4777275 0.4793489
ALG33G, c(iii)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 1 m=16 m=16 m=26 m=26 m=34
k2 ≈ 0.4 n=6250 n=6250 n=38450 n=38450 n=147050
Bias 0.00390625 0.00390625 0.00147929 0.00147929 0.0008650519
SD 0.008102747 0.008211006 0.003290574 0.003297099 0.001685824
RMSE 0.008995182 0.009092822 0.003607793 0.003613746 0.001894813
QˆG(c(t);T ) 0.1980374 0.1886871 0.1966396 0.1954133 0.1968136
ALG33G, c(iv)(t) N=100000 N=100000 N=1000000 N=1000000 N=5000000
k1 ≈ 1 m=14 m=14 m=22 m=22 m=30
k2 ≈ 0.85 n=7150 n=7150 n=45450 n=45450 n=166650
Bias 0.005102041 0.005102041 0.002066116 0.002066116 0.001111111
SD 0.01108642 0.01061792 0.004323849 0.00443547 0.00226733
RMSE 0.01220407 0.01178011 0.004792129 0.004893079 0.002524946
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