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A limit law of the return probability for a quantum walk on a hexagonal lattice
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A return probability of random walks is one of the interesting subjects. As it is well
known, the return probability strongly depends on the structure of the space where the
random waker moves. On the other hand, the return probability of quantum walks,
which are quantum models corresponding to random walks, has also been investigated
to some extend lately. In this paper, we present a limit of the return probability for a
discrete-time 3-state quantum walk on a hexagonal lattice.
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1 Introduction
Quantum walks are quantum analogies of random walks. As a popular topic in science,
random walks have been intensively investigated. Quantum walks started to get attention
in early 2000’s because their application to quantum computers was focused on around that
time. We can consider quantum walks as quantum algorithms and applied them to some
algorithms [1]. When we solve problems by using classically stochastic algorithms, some
of them require exponential number steps for the size of their input to get the solutions.
Since quantum algorithms give quadratically faster speed-up than classical ones, we expect to
solve such difficult problems within polynomial number steps by using quantum algorithms.
Quantum walkers on a lattice have coin-states and the behavior of the walkers is described
by wave function. The wave function of a discrete-time quantum walk evolutes according to a
unitary operator which is obtained from a product of a coin-flip operator and a position-shift
operator.
In this paper we treat a quantum walk on a hexagonal lattice. Hexagonal lattices show
up in various fields of physics. For example, graphene has a hexagonal structure. To use
quantum walks for applications, it would be important to clarify the behavior of quantum
walks on such a realistic lattice. In particular, we concentrate on computing a limit of a
return probability of the quantum walk after long time. It is well known that the return
probability of random walks strongly depends on the structure of a lattice where the random
walker moves. On the other hand, that of the quantum walker depends on its coin-flip
operator rather than the structure. Our walker moves on a 2-dimensional rectangle lattice,
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but the motion is controlled by position-shift operators and it is equivalent to a motion on a
hexagonal lattice. There are a lot of limit theorems for quantum walks on a line, while a few
2-dimensional walks have been exactly analyzed [2, 3, 4]. That’s because it is generally much
harder to compute 2-dimensional walks than 1-dimensional walks. Kolla´r et al. [5] treated
a 3-state quantum walk on a 2-dimensional plane. The walker defined by them moves on a
hexagon-like lattice and they numerically analyzed the return probability. The decay order
of the return probability of some special 2-dimensional walks were analytically estimated and
discussed with the quantum Po´lya number [6, 7]. Though it is a special class of 1-dimensional
walks, a relationship between localization of the quantum walks and recurrence properties of
the corresponding random walks was clarified [8].
This paper is organized as follows. In Sec. 2, we define a 3-state quantum walk on a
2-dimensional lattice. The walker starts from the origin and its motion is controlled by two
position-shift operators so that it moves on a hexagonal lattice. The return probability is
analyzed and its long-time limit is calculated in Sec. 3. In the final section we summarize and
discuss our result. Then we will briefly show a limit theorem in a rescaled space by time.
2 Description of a quantum walk on a hexagonal lattice
First, we define a quantum walk on a two-dimensional lattice H = H1 ∪ H2 with H1 ={(
3x
2 ,
√
3y
2
)
: x, y ∈ Z
}
,H2 =
{(
3x+1
2 ,
√
3y
2
)
: x, y ∈ Z
}
, where Z means the set of integers.
Then we describe the motion of the walker on a hexagonal lattice by position-shift operators.
Figure 1, which will show up later, helps us get a picture of both the 2-dimensional lattice
H and the hexagonal lattice which we treat in this paper. The position of the walker is
expressed on two Hilbert spaces Hp1 = {|χ, υ〉 : (χ, υ) ∈ H1} and Hp2 = {|χ, υ〉 : (χ, υ) ∈ H2},
and a Hilbert space Hp = Hp1 ⊕Hp2 just corresponds to the two-dimensional position space
where the walker moves. In addition, the walker at each vertex on Hp supposes to be in
superposition with three coin-states. We introduce a Hilbert space Hc which is spanned by
the basis {|0〉 , |1〉 , |2〉} so that the coin space of the walker is expressed. To compute a limit
law later, we take the following orthonormal vectors:
|0〉 =

10
0

 , |1〉 =

01
0

 , |2〉 =

00
1

 . (1)
The whole state |Ψt〉 of the quantum walker at time t ∈ {0, 1, 2, . . .} is described on the tensor
Hilbert space Hp ⊗Hc. The position of the walker is shifted by two position-shift operators
S1, S2 after the superposition is operated by a coin-flip operator C as follows:
|Ψt+1〉 = (S1 + S2)C |Ψt〉 , (2)
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where
S1 =
∑
x,y∈Z
{∣∣∣3x+12 , √3(y+1)2 〉〈3x2 , √3y2 ∣∣∣⊗ |0〉 〈0|
+
∣∣∣ 3x−22 , √3y2 〉〈 3x2 , √3y2 ∣∣∣⊗ |1〉 〈1|
+
∣∣∣ 3x+12 , √3(y−1)2 〉〈 3x2 , √3y2 ∣∣∣⊗ |2〉 〈2|
}
, (3)
S2 =
∑
x,y∈Z
{∣∣∣3x2 , √3(y−1)2 〉〈3x+12 , √3y2 ∣∣∣⊗ |0〉 〈0|
+
∣∣∣ 3x+32 , √3y2 〉〈 3x+12 , √3y2 ∣∣∣⊗ |1〉 〈1|
+
∣∣∣ 3x2 , √3(y+1)2 〉〈 3x+12 , √3y2 ∣∣∣⊗ |2〉 〈2|
}
, (4)
and
C =
∑
χ,υ∈H
|χ, υ〉 〈χ, υ|⊗
{
−1 + c
2
|0〉 〈0|+ s√
2
|0〉 〈1|+ 1− c
2
|0〉 〈2|
+
s√
2
|1〉 〈0|+ c |1〉 〈1|+ s√
2
|1〉 〈2|
+
1− c
2
|2〉 〈0|+ s√
2
|2〉 〈1| − 1 + c
2
|2〉 〈2|
}
=
∑
χ,υ∈H
|χ, υ〉 〈χ, υ|⊗


− 1+c2 s√2 1−c2
s√
2
c s√
2
1−c
2
s√
2
− 1+c2

 , (5)
with c = cos θ, s = sin θ (θ ∈ [0, 2pi)). Since the behavior of the walker is obvious, we will not
treat θ = 0, pi. When we set c = − 13 , s = 2
√
2
3 , the coin-flip operator C becomes a Grover coin
C =
∑
χ,υ∈H
|χ, υ〉 〈χ, υ| ⊗


− 13 23 23
2
3 − 13 23
2
3
2
3 − 13

 . (6)
Assuming 〈Ψ0|Ψ0〉 = 1, the probability that the walker is observed at position (χ, υ) ∈ H, is
defined by
P [(Xt, Yt) = (χ, υ)] = 〈Ψt|

|χ, υ〉 〈χ, υ| ⊗ 2∑
j=0
|j〉 〈j|

 |Ψt〉 , (7)
where (Xt, Yt) denotes the position of the walker at time t. Finally we set an initial condition
|Ψ0〉 = |0, 0〉 ⊗ (α |0〉+ β |1〉+ γ |2〉) , (8)
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for α, β, γ ∈ C such that |α|2 + |β|2 + |γ|2 = 1, where C means the set of complex numbers.
This means the walker starts from the origin, and if it takes to be the initial state Eq. (8),
the walk on a hexagonal lattice is obviously realized by the position-shift operators S1, S2.
The position-shift operator S2 (resp. S1) does not work to any whole system such
that |Ψ〉 ∈ Hp1 (resp. ∈ Hp2), and since C |Ψ〉 ∈ Hp1 (resp. ∈ Hp2), we see (S1 +
S2)C |Ψ〉 = S1C |Ψ〉 (resp. = S2C |Ψ〉). Combining this fact and the initial state Eq. (8), we
should note that the whole system becomes |Ψ2t〉 = (S2CS1C)t |Ψ0〉 ∈ Hp1 and |Ψ2t+1〉 =
S1C (S2CS1C)
t |Ψ0〉 ∈ Hp2 . The walker, therefore, is not observed on H1 at time 2t + 1.
Figure 1 explains the lattice H = H1∪H2 and the vertices where the walker arrives according
to the position-shift operators S1, S2.
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Fig. 1. Red points are elements in H1 and blue points are elements in H2. When the walker starts
from the origin O (0, 0), it moves over the points with a black circle.
Moreover, as we can see from Fig. 2, the probability distribution sharply depends on the
initial condition.
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(a) α = β = γ = 1√
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(b) α = γ = 0, β = 1
Fig. 2. Probability distribution at time t = 100 (c = − 1
3
, s = 2
√
2
3
)
3 Limit law of the return probability
In this section we show a long-time limit law of the return probability. The return probability
is studied as one of the interesting subjects in the field of classical random walks because it
is involved with the recurrence. Similarly, the return probability of quantum walks is also
interesting with the recurrence, compared with the classical ones. Regarding quantum walks
on the 2-dimensional square lattice, the relations between the return probability and the
recurrence were discussed for some special walks [6, 7]. As we already defined the model in
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the previous section, the walker starts from the origin. So, the return probability means the
probability that the walker can be observed at the origin (i.e. P[(Xt, Yt) = (0, 0)]). Since
|ψ2t+1(0, 0)〉 = T [0, 0, 0] (i.e. P[(X2t+1, Y2t+1) = (0, 0)] = 0) because of |Ψ2t+1(0, 0)〉 ∈ Hp2 ,
we should focus on the probability at the origin at time 2t, where T means the transposed
operator. For the return probability, one can get the following limit.
Theorem 1 If the walker starts from the origin, we have a long-time limit of the return
probability
lim
t→∞
P [(X2t, Y2t) = (0, 0)] =
∣∣∣∣∣
(
1
2
− A(θ)
pi
)
α−
√
2sA(θ)
pi(1 − c) β +
{
(3 + c)A(θ)
pi(1 − c) −
1
2
}
γ
∣∣∣∣∣
2
+
∣∣∣∣∣
√
2A(θ)
pi(1− c)
{
sα−
√
2(1 − c)β + sγ
}∣∣∣∣∣
2
+
∣∣∣∣∣
{
(3 + c)A(θ)
pi(1 − c) −
1
2
}
α−
√
2sA(θ)
pi(1− c) β +
(
1
2
− A(θ)
pi
)
γ
∣∣∣∣∣
2
, (9)
where A(θ) = arcsin
(
1−cos θ
3+cos θ
)
= arcsin
(
1−c
3+c
)
.
Figure 3 shows how the return probability P[(Xt, Yt) = (0, 0)] numerically converges to the
limit Eq. (9).
 0
 1
 0  20  40  60  80  100
P
ro
b
a
b
il
it
y
time t
(a) α = β = γ = 1√
3
 0
 1
 0  20  40  60  80  100
P
ro
b
a
b
il
it
y
time t
(b) α = γ = 0, β = 1
Fig. 3. The probability at the origin at even time (c = − 1
3
, s = 2
√
2
3
)
Proof. We define a transform |Ψˆt(a, b)〉 ∈ C3 (a, b ∈ [−pi, pi)) of the walk at time t as
|Ψˆt(a, b)〉 =
∑
x,y∈Z
e−i(ax+by)
∣∣∣ψt ( 3x2 , √3y2 )〉+ ∑
x,y∈Z
e−i(ax+by)
∣∣∣ψt ( 3x+12 , √3y2 )〉 , (10)
If the walker starts from the origin, the transform is reduced to a simpler form, according to
even or odd time:
|Ψˆ2t(a, b)〉 =
∑
x,y∈Z
e−i(ax+by)
∣∣∣ψ2t ( 3x2 , √3y2 )〉 , (11)
|Ψˆ2t+1(a, b)〉 =
∑
x,y∈Z
e−i(ax+by)
∣∣∣ψ2t+1 ( 3x+12 , √3y2 )〉 . (12)
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That’s because we have |ψ2t(χ, υ)〉 = T [0, 0, 0] at position (χ, υ) ∈ H2 and |ψ2t+1(χ, υ)〉 =
T [0, 0, 0] at position (χ, υ) ∈ H1, for any t ∈ {0, 1, 2, . . .}. The amplitude at the position where
the walker can be observed, is extracted from a transform
∣∣∣ψ2t ( 3x2 , √3y2 )〉 =
∫ pi
−pi
da
2pi
∫ pi
−pi
db
2pi
ei(ax+by) |Ψˆ2t(a, b)〉 , (13)
∣∣∣ψ2t+1 ( 3x+12 , √3y2 )〉 =
∫ pi
−pi
da
2pi
∫ pi
−pi
db
2pi
ei(ax+by) |Ψˆ2t+1(a, b)〉 . (14)
As we can see from this inverse transform, the amplitude is obtained just like the inverse
Fourier transform. We, hence, call the transform |Ψˆt(a, b)〉 the Fourier transform in this
paper. Equation (2) leads us to the time-evolution of the Fourier transform
|Ψˆ2t+1(a, b)〉 =R(a, b)C˜ |Ψˆ2t(a, b)〉 , (15)
|Ψˆ2t+2(a, b)〉 =R(−a,−b)C˜ |Ψˆ2t+1(a, b)〉 , (16)
where the matrix R(a, b) is a 3× 3 diagonal unitary matrix
R(a, b) =e−ib |0〉 〈0|+ eia |1〉 〈1|+ eib |2〉 〈2|
=

e−ib 0 00 eia 0
0 0 eib

 , (17)
and
C˜ =


− 1+c2 s√2 1−c2
s√
2
c s√
2
1−c
2
s√
2
− 1+c2

 . (18)
From Eqs. (15) and (16), the Fourier transform at time 2t turns out to be
|Ψˆ2t(a, b)〉 =
{
R(−a,−b)C˜R(a, b)C˜
}t
|Ψˆ0(a, b)〉 . (19)
We express the eigenvalues λj(a, b) (j = 1, 2, 3) of the unitary matrix R(−a,−b)C˜R(a, b)C˜ as
follows:
λj(a, b) = e
iνj(a,b) (j = 1, 2, 3), (20)
with 

ν1(a, b) = 0,
ν2(a, b) = arccos
{
c2 − 12 (1 − c)2 sin2 b+ s2 cos a cos b
}
,
ν3(a, b) = 2pi − arccos
{
c2 − 12 (1− c)2 sin2 b+ s2 cos a cos b
}
.
(21)
Here, for x, y ∈ Z, we put
g(x, y) =
1
4pi2
∫ pi
−pi
da
∫ pi
−pi
db
ei(ax+by)
2s2(1 − cos a cos b) + (1− c)2 sin2 b . (22)
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By using the residue theorem with regard to the parameter a in Eq. (22), we get an integral
representation
g(x, y) =
∫ pi
0
cos(b|y|)
{
2s2 + (1− c)2 sin2 b− (1 − c) sin b
√
(3 + c)2 − (1 − c)2 cos2 b
}|x|
pi(1− c) sin b(2s2 cos b)|x|
√
(3 + c)2 − (1− c)2 cos2 b db.
(23)
Again, for x, y ∈ Z, one can obtain a long-time asymptotic behavior of the amplitude at
position
(
3x
2 ,
√
3y
2
)
∈ H1,
∣∣∣ψ2t ( 3x2 , √3y2 )〉
=
∫ pi
−pi
da
2pi
∫ pi
−pi
db
2pi
3∑
j=1
ei(ax+by)λj(a, b)
t 〈vj(a, b)|Ψˆ0(a, b)〉 |vj(a, b)〉
∼
∫ pi
−pi
da
2pi
∫ pi
−pi
db
2pi
ei(ax+by) 〈v1(a, b)|Ψˆ0(a, b)〉 |v1(a, b)〉 (t→∞)
=


− s2 {W1(α, γ)G(x, y, 1,−1) +W2(α, β)G(x + 1, y − 1, 1,−1) +W2(γ, β)G(x, y + 2,−1, 1)}
−
√
2
4 (1− c) {W1(α, γ)G(x − 1, y + 1, 0, 2) +W2(α, β)G(x, y, 0, 2) +W2(γ, β)G(x, y, 0,−2)}
s
2 {W1(α, γ)G(x, y, 1, 1) +W2(α, β)G(x + 1, y − 1, 1, 1) +W2(γ, β)G(x, y,−1,−1)}

 ,
(24)
where |vj(a, b)〉 (j = 1, 2, 3) are normalized eigenvectors corresponding to the eigenvalues
λj(a, b) and we have put
G(x, y, x1, y1) =g(x, y)− g(x− x1, y − y1), (25)
W1(z1, z2) =− sz1 + sz2, (26)
W2(z1, z2) =sz1 −
√
2
2
(1 − c)z2. (27)
The asymptotic symbol h1(t) ∼ h2(t) (t→∞) means limt→∞ h1(t)/h2(t) = 1. The Riemann-
Lebesgue lemma have been used in Eq. (24). Straightforwardly computing the long-time
asymptotic behavior of the amplitude at the origin, we have
|ψ2t(0, 0)〉 ∼


(
1
2 − A(θ)pi
)
α−
√
2sA(θ)
pi(1−c) β +
{
(3+c)A(θ)
pi(1−c) − 12
}
γ
−
√
2A(θ)
pi(1−c)
{
sα−√2(1− c)β + sγ}{
(3+c)A(θ)
pi(1−c) − 12
}
α−
√
2sA(θ)
pi(1−c) β +
(
1
2 − A(θ)pi
)
γ

 (t→∞). (28)
This also gives the long-time limit of the return probability. .
4 Discussion and summary
The return probability of symmetric simple random walks on a lattice strongly depends on
the structure of the lattice, while that of quantum walks depends on their coin-flip operator.
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It have not been cleared yet how the return probability of quantum walkers is determined
by the structure of a lattice. We treated a quantum walk on a hexagonal lattice and its
coin-flip operator was given so that it included a Grover coin. Since the walker started from
the origin, the return probability was simply defined by the probability that the walker can
be observed at the origin. As a result, we derived a long-time limit theorem about the return
probability. Also, Theorem 1 gives a condition that either localization or delocalization at
the origin occurs. When we get lim supt→∞ P[(Xt, Yt) = (χ, υ)] = 0 (resp. > 0) for position
(χ, υ) ∈ H, let us say that delocalization (resp. localization) at position (χ, υ) occurs. From
this definition, we find a condition of delocalization at the origin. Delocalization at the origin
is realized if and only if
|α| =
√
1− c
2
, β =
√
2(1 + c)
s
α, γ = α. (29)
The condition of Figs. 2-(a) and 3-(a) satisfies Eq. (29) under the condition c = − 13 , s = 2
√
2
3 .
On the other hand, a limit theorem on a rescaled space by time t can be also demonstrated.
Theorem 2 There exists a continuous function f : R2 7−→ R such that, for x, y ∈ R, we
have
limt→∞P
(
2Xt
3t
≤ x, 2Yt√
3t
≤ y
)
=
∫ x
−∞
du
∫ y
−∞
dv ∆(α, β, γ)δo(u, v) + f(u, v), (30)
where δo(x, y) is the Dirac δ-function at the origin and
∆(α, β, γ) =
(
1
2
− A(θ)
pi
)
|α|2 + 2A(θ)
pi
|β|2 +
(
1
2
− A(θ)
pi
)
|γ|2
− 2
√
2sA(θ)
pi(1− c) ℜ
{
(α + γ)β
}
+
{
2(3 + c)A(θ)
pi(1− c) − 1
}
ℜ(αγ). (31)
We mean that R is the set of real numbers and ℜ(z) (z ∈ C) is the real part of the complex
number z.
We can also consider the value ∆(α, β, γ) as a return probability on the rescaled space.
Although this theorem is obtained by using the Fourier analysis like the other past researches
(e.g. [9, 3, 4]), it is not completed because the continuous function f(x, y) is not computed.
Note that we have ∆(α, β, γ) = 0 for the initial state such that Eq. (29). It would be one of
the interesting future problems to compute the continuous part f(x, y).
Acknowledgements
The author TM acknowledges support from the Japan Society for the Promotion of Science.
Also, he would like to thank F. Alberto Gru¨nbaum and Luis Vela´zquez for a useful discussion.
1. S.E. Venegas-Andraca (2012), Quantum walks: a comprehensive review, Quantum Information
Processing, 11(5), pp. 1015–1106.
2. C. Di Franco, M. McGettrick, T. Machida and T. Busch (2011), Alternate two-dimensional quan-
tum walk with a single-qubit coin, Phys. Rev. A, 84(4), 042337.
T. Machida 9
3. K. Watabe, N. Kobayashi, M. Katori and N. Konno (2008), Limit distributions of two-dimensional
quantum walks, Phys. Rev. A, 77(6), 062331.
4. T. Machida, C.M. Chandrashekar, N. Konno and T. Busch (2013), Self-avoiding quantum walks:
realisations in subspaces and limit theorems, arXiv:1307.6288.
5. B. Kolla´r, M. Sˇtefanˇa´k, T. Kiss and I. Jex (2010), Recurrences in three-state quantum walks on a
plane, Phys. Rev. A, 82(1), 012303.
6. M. Sˇtefanˇa´k, T. Kiss and I. Jex (2008), Recurrence properties of unbiased coined quantum walks
on infinite d-dimensional lattices, Phys. Rev. A, 78(3), 032306.
7. M. Sˇtefanˇa´k, I. Jex and T. Kiss (2008), Recurrence and po´lya number of quantum walks, Phys.
Rev. Lett., 100(2), 020501.
8. E. Segawa (2013), Localization of quantum walks induced by recurrence properties of random walks,
Journal of Computational and Theoretical Nanoscience, 10(7), pp. 1583–1590.
9. G. Grimmett, S. Janson and P.F. Scudo (2004), Weak limits for quantum random walks, Phys.
Rev. E, 69(2), 026119.
