A statistical model for predicting the liquid steel temperature in the ladle and in the tundish is developed. Given a large data set in a steelmaking process, the proposed model predicts the temperature in a seconds with a good accuracy. The data are divided into four phases at the mediation of five temperature measurements: before tapping from the converter (CV), after throwing ferroalloys into the ladle, before and after the Ruhrstahl-Heraeus (RH) processing, and after casting into the tundish in the continuous casting (CC) machine. Based on the general state space modeling, the bootstrap filter predicts the temperature phase by phase. The particle approximation technique enables to compute general-shaped probability distributions. The proposed model gives a prediction not as a point but as a probability distribution, or a predictive distribution. It evaluates both uncertainty of the prediction and ununiformity of the temperature. It is applicable to sensitivity analysis, process scheduling and temperature control.
Introduction
In continuous casting, the liquid steel temperature in the ladle and in the tundish is crucial for achieving high product quality. When the temperature is too high, an injurious influence on the inner structure of the steel occurs and it can cause defects in the slabs. On the other hand, when the temperature is too low, clogging of nozzles can occur. Since the last operation point for controlling the temperature through the process is apart from the tundish, it is important to analyze which operation affects the temperature.
Past attempts to predict the temperature are divided into two approaches: physical and statistical. The former, mainly based on the thermodynamics, has long history and there are many studies. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] However, physical models require complex numerical techniques like finite difference methods (FDM) [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] and finite element methods (FEM). 13, 21) Moreover, physical calculation of liquid steel temperature requires the simulation of thermo-fluid behaviors like vortex and convection, which is time-consuming.
On the other hand, a purely statistical model has been developed for predicting the liquid steel temperature in the ladle furnace. 22) It uses a variant of neural network called the extreme learning machine (ELM) and predicts the temperature with the power consumption, the initial temperature, the ladle state, etc. In general, predictions by statistical models are faster than those by physical ones based on thermo-fluid dynamics.
Attempting to reduce the amount of computation, N.
Gupta and S. Chandra 23) have introduced a statistical model as a part of a physical one. Meanwhile T. Okura et al. 24) has reported that a multiple regression model has achieved a competitive accuracy to a physical ladle model.
Those attempts, though, make only point estimation of the temperature. On the contrary, our model aims to predict the temperature as a probability distribution of predictive values, termed a predictive distribution. It provides not only predictions but also degree of its deviation, or variance. This advantage is applicable to sensitivity analysis, process scheduling and temperature control.
The rest of this paper is organized as follows. In Sec. 2, a statistical prediction model based on the bootstrap filter is established for predicting the liquid steel temperature by splitting the prediction procedure into four phases. In Sec. 3, preliminary procedures estimating deterministic transition functions and variance parameters are presented. In Sec. 4, the proposed model is evaluated by the data set which is obtained from the operations of actual steelmaking plants. Finally, the last section concludes this paper.
Statistical Modeling and Prediction Method

Data Overview and Four Phases of Process
The data set has 2 840 lines. A line of data is associated with one of 18 ladles carried from the converter (CV) to the continuous casting (CC) machine. It has 78 items, such as liquid steel temperatures, concentrations (conc.) of the components in steel, elapsed times of every process, solvent © 2012 ISIJ quantities and ladle states. It is known that estimation results of parameters of a prediction model vary according to ladle. In order to estimate the prediction model which has 78 regressors and varies according to at most 18 different ladles, 2 840 lines are not enough. Therefore we split the prediction problem into small ones. As shown in Fig. 1 , items and their corresponding processes are classified into four phases. They are separated at five temperature measurements: before tapping from CV, after throwing ferroalloys into the ladle, before and after the Ruhrstahl-Heraeus (RH) processing, and after casting into the tundish in the CC machine. These temperature measurements are numbered as t = 0, · · · , 4 and a process lying between t -1 and t is called phase t. The observed temperature at measurement t is denoted by X t . Other items classified in phase t are collectively denoted by Y t . As discussed later, these uppercase variables are regarded as random variables. While lowercase notations, for example x t and y t , are regarded as realized values of corresponding random variables written in uppercase. Therefore, a line of data is written as (x 0:4 , y 1:4 ), where x s:t and y s:t are abbreviations of {x s , · · · , x t } and {y s , · · · , y t } respectively. At last, the data set is written as where m is the index of lines.
General State Space Model
Overview
The general state space model consists of Markovian internal state variables T t (t = 0, 1, · · ·) and their corresponding observation variables X t (t = 0, 1, · · ·). Here T t-1 transits to T t according to a state transition model, or a conditional probability distribution: and X t is generated from T t according to an observation model, or a conditional probability distribution:
In this paper, X t is an observed liquid steel temperature, and T t is an unobserved real liquid steel temperature. Although both represent liquid steel temperature in the ladle and tundish, they are distinguished from each other, because X t is observed with noise, while T t is not observed. We regard a temperature value appeared in the data as a realization of X t , that is, x t . Whereas T t has no t t 's and therefore it needs to be estimated from X t .
Based on the general state space model, the bootstrap filter, 25) a kind of sequential Monte Carlo method, is used to estimate T t from X t . In particular, when the state transition model is linear and the observation model is Gaussian, whole probability distributions are explicitly computable and the estimation method comes down to the Kalman filter. 26) On the contrary, since distributions are not always Gaussian and transition models are not always linear, we employ the bootstrap filter, which can handle generalshaped distributions and non-linear transitions.
State Transition Model
We model the transition from T t-1 to T t by the composition of a deterministic transition process and a stochastic fluctuation. Given T t-1 and other associated explanatory variables Y t , T t-1 first transits to f t (T t-1 , Y t ) with a deterministic transition function f t . Some statistical regression models can be candidates for representing f t . Then, a system noise ε t is added to f t (T t-1 , Y t ) to express the residual which f t can not predict. Hence, the state transition is formulated as
Assuming that ε t is a Gaussian with mean 0 and variance σt (4) where N ( · ; μ, σ 2 ) denotes a Gaussian with mean μ and variance σ 2 . The method for estimating the variance parameter σt 2 is described in Sec. 3.
Observation Model
We model the observation of X t from P (T t ) in a two-step way. First, we select a single point of steel to measure. This selection is associated with a sampling from P (T t ). Second, we measure its temperature with an observation error ξ t .
Therefore, their relation is formulated as (6) The method for estimating the variance parameter τt 2 is described in Sec. 3.
Predictive Distribution
The predictive distribution gives a prediction not as a point but as a probability distribution. In this study, the prediction of T is given as a predictive distribution P (T). We can see P (T) from two different viewpoints: statistical and physical ones. From the statistical viewpoint, P (T) simply represents uncertainty of the prediction. Namely, a large variance of P (T) indicates that the prediction is inaccurate. On the other hand, from the physical viewpoint, P (T) roughly represents possible ununiformity of the liquid steel temperature in the ladle and tundish. That is, a large variance of P (T) suggests that there would be both a cool part and a hot part. In particular, from either viewpoint, a small variance implies the liquid steel is in a better condition. Figure 2 shows the graphical model 27) which depicts the 
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relations of random variables appeared in this paper. Filled and open nodes indicate that corresponding random variables are observed and not observed respectively. Our goal is to compute the probability distribution P (T 4 |X 0:3 , Y 1:4 ). Given the Markovian assumption that T t depends only on T t-1 :
starting from P (T 0 ), four iterations of computation from P (T t-1 ) to P (T t ) lead to P (T 4 ). The bootstrap filter repeats the following two steps alternately. The first step is modification. Given a prior distribution P (T t-1 ) and an observation variable X t-1 , P (T t-1 ) is modified to the posterior distribution P (T t-1 |X t-1 ) according to the observation model Eq. (6). It is calculated by Bayes' formula:
The second step is transition. Given the posterior distribution P (T t-1 |X t-1 ), a predictive distribution P (T t ) is calculated according to the transition model given by Eq. (4).
As iterations proceed, initial information decreases and the estimation accuracy increases phase by phase. Therefore the initial setting P (T 0 ) is not much sensitive to the prediction. In our experiments, we employ the uniform distribution on the interval which covers whole observed temperature x 0 's.
Particle Approximation of Probability Distribution
The particle approximation represents a general-shaped probability distribution by the density of many particles. That is, P (T t ) is approximated by a collection of N particles where each particle T t (n) is sampled from P (T t ).
To simplify the notations, we identify a collection of particles with its representing distribution and call it simply a distribution. By means of the particle approximation, Bayes' formula is calculated easily. Given a prior distribution P (Tt) and an observation variable Xt, we compute a conditional probability value W t (n) which represents the occurrence probability of X t given Tt (n) . Then we resample from with replacement in such a way that the frequency of Tt (n) is proportional to W t (n) . Thereby represents the posterior distribution P (T t |X t ).
It is also easy to compute transition steps with particles.
Given the posterior distribution ~ P (T t |X t ), just a pointwise application of Eq. (3) .... (9) generates the next probability distribution
In addition, the expectation value of a function g (T t ) with respect to P (T t ) is given by the Monte Carlo integration:
... (10) To sum up theories and techniques described so far, the prediction process for one ladle is summarized in Algorithm 1. Note that the deterministic transition function f t and variance parameters σt 2 , τt 2 have to be learned from data beforehand. Their estimation methods will be mentioned in Sec. 3.
Preliminary Estimations
Deterministic Transition Function f t
Since T t-1 and T t are not observed, f t of T t-1 is estimated using x t-1 's and x t 's. That is, we train f t as to minimize the square error instead of using t t-1 's and t t 's. We regard the estimation result as a substitute for true f t . To be exact, the estimation is performed with not only the system noise ε t but also observation errors ξ t-1 and ξ t . Our substitution corresponds to ignore the effects of observation errors. We expect that ε t absorbs inconsistencies caused by the ignorance. The experimental results support our expectation. ). Note that by means of physical modeling, f t can be directly modeled as a function of T t-1 , and the substitution problem would not happen in that case. However, since physical modeling and its computation are usually diffcult, we deal with only statistical models. 
Variance
. (14)
The last integration is calculated by particle approximation as ...... (15) where and
Maximization of the likelihood function L of σ t 2 and τ t 2 is achieved by simultaneous perturbation stochastic approximation (SPSA). (16) as an estimator Even though this method must execute the procedure for every new data line, it is even faster than MLE. Meanwhile we must select carefully the number of neighbors and the distance among data lines.
Experimental Results
Data Description
The data set was obtained from the operations of actual steelmaking plants. The values of time, weight, temperature and other physical properties in the data were scaled for the sake of confidentiality of the original data. Randomly chosen 80%(≈ 2 200) of data are used to train ft and estimate σt 2 , τt 2 . The rest 20%(≈ 560) are used to test the prediction accuracy. Table 1 compares the pointwise prediction accuracies of five statistical regression models: linear regression, three layered perceptron, 29) projection pursuit regression (PPR), 30) recursive partitioning and regression trees (RPART), 31) and Random Forest. 32) Random Forest is an ensemble learning method with regression trees which is able to select explanatory variables automatically. In this comparison, 80% of training data, namely 64% of whole data, are used to train f t and the rest 20% are used to evaluate their generalization errors ........ (17) Three layered perceptrons have hidden units ranging from 500 to 1 000 depending on phases. Random Forests have 300 regression trees in each phase and the maximum size of terminal nodes, i.e. the number of observations represented by the terminal nodes, is restricted to five. The result shows that Random Forest score the least generalization error at every phase. Therefore we choose Random Forest for f t in every phase. Table 2 shows explanatory variables on which Random Forests scored high important weights. According to the results, we select about 10 variables as Y t in every phase. Quantity of the components in steel is important in all phases. It is reasonable because the components determine the specific heat of steel. On the other hand, solvent influence is relatively unimportant. At phases 1 to 3, ladle state variables, such as the number of use and waiting time, are selected. They are related to ladle's heat-retention property. 
Settings and Preliminary Experiments 4.2.1. Selection of Deterministic Transition Function
Selection of Explanatory Variables
. 
Setting the Number of Particles
In our experiments, the number N of particles is set to 1 000 in every phase (t = 1, · · · , 4). The computation time with 1 000 particles is fast enough for on-the-spot use. Density plots of 1 000 particles, for example shown in the main experiments (Fig. 3) , demonstrate that distributions are well approximated.
Representing Particle Approximations
Although the proposed model gives predictive distributions, single point selection from the distribution is needed to compare it with other pointwise models. We employ the expectation value of the distribution ...... (18) as a representative value, which is abbreviated to [T 4 ]. Note that the expectation is appropriate for a representative when the distribution is unimodal. Distributions appeared in our experiments are observed to be unimodal, therefore our choice is reasonable.
Main Results
Two examples of estimation results are shown in Fig. 3 . The thick line shows the prior distribution P (T t ) and the thin line shows the posterior distribution P (T t |X t ). The vertical dashed line indicates the observed temperature x t . As phases proceed, distributions shift from right to left, that means the temperature gets lower gradually. It is also observed that the variance gets smaller, that implies the prediction accuracy increases phase by phase. In the left hand side case, the expectation value [T 4 ] of the predictive distribution is 945.3 and the actual observed temperature x 4 is 945.7, which is inside the 50%-percentile of the predictive distribution. It suggests that the prediction is success. On the other hand, in the right hand side case, [T 4 ] = 949.4 while x 4 = 947.2. In this case, the modification step did not work well at every phase and failed to predict the temperature at phase 4. As for whole test data (147 data lines omitting NA), the root mean squared prediction error is 2.5. It is comparable accuracy to the best point estimation model shown in Table 1 at phase 4. Note that our model gives not only an accurate prediction but also its variance, or a kind of confidence interval.
Discussions and Concluding Remarks
A statistical model for predicting the liquid steel temperature by bootstrap filter has been proposed. In order to predict the temperature effciently from as many as 78 items, the prediction process has been split into four phases. Based on the general state space modeling, the prediction has been made by bootstrap filter with predictive distributions. The proposed model has performed in a comparable accuracy to the best pointwise prediction model. Although our model requires more computations than point estimation methods, total computation time has been still so fast that on-the-spot use is possible.
Higher accuracy of the prediction would be achieved by better selection of deterministic transition functions. In fact, the proposed model is capable of employing not only statistical models but also physical ones, therefore further investigations on latters would be promising. Meanwhile the proposed model excels at predicting the temperature with predictive distributions. From the predictive distribution, we can evaluate the worst case of temperature ununiformity. It would be applicable to sensitivity analysis, process scheduling and liquid steel temperature control. For example of sensitivity analysis, if we perturb explanatory variables during a prediction process one by one, prediction results may vary and we can detect sensitive variables which amplify the temperature variance. Our preliminary experiment for sensitivity analysis has shown that the amount of oxygen used to heat up steel after RH tends to increase the variance of predictive distributions.
Other examples of applications are process scheduling and temperature control. Since the proposed model computes in a short seconds, it is possible to make predictions on-line at the steelmaking plant. If operators simulate time delaying of a process and evaluate the worst acceptable enhancement of temperature ununiformity, they could know the deadline of the process. This is applicable to process scheduling. Besides, if operators repeat random perturbing simulations, it would be possible to find a better recipe of operations which achieves preferably uniform temperature. This is applicable to temperature control. The applications mentioned above remain to be our important future works.
