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I. INTRODUCTION
A significant share of molecular calculations in quantum chemistry are nowadays based on Density Functional Theory (DFT). The success of DFT can be attributed to its comparably low computational cost while maintaining in many cases a satisfactory accuracy.
DFT is routinely used to describe the chemistry of molecular systems containing 100s to 1000s of atoms [1] [2] [3] . These models can include heavy elements, large ligands and explicit solvent. Furthermore, dynamic and finite temperature effects can be investigated using molecular dynamics 4, 5 or Monte Carlo simulations 6,7 based on DFT. For a given system, both, fundamental as well as technical aspects limit the accuracy. The approximate nature of currently employed density functionals is a fundamental limitation that cannot be ignored in actual studies. The focus of the present work, however, is on a major technical aspect of calculations, namely the basis set used to solve the Kohn-Sham equations. There exists a wide variety of used functional forms, including Gaussian functions 8 , Slater functions 9 , plane waves 10,11 , wavelets 12 , numerical basis functions 13 , and many others. Especially the literature on Gaussian basis sets is enormous, including reviews 14 and books 15 , thereby emphasizing their importance. For each of these functional forms, there are schemes to increase the size, and hence typically the accuracy of the basis. Often, there is no perfect recipe to do so, and different schemes will be used to obtain for example good total energies, geometries, interaction energies, or special electronic properties. Ultimately, all of these approaches try to balance computational cost and accuracy.
In the present work we are concerned with basis sets of contracted Gaussian functions.
We are looking for Gaussian basis sets that are adapted for the use in large scale simulations of molecular systems, including gas phase systems, interfaces and liquids, with good performance for total energies, geometries and hydrogen bonding energies. The latter property, in particular, is sensitive to basis set superposition errors (BSSE). The basis set superposition error is intrinsic to atom centered basis sets, but its magnitude can typically be reduced significantly for weakly bonded systems by augmenting the basis set with diffuse primitives.
For total energies, excellent basis sets exists in the context of DFT. The polarization consistent basis sets by Jensen 16, 17 are particularly noteworthy as these provide a sequence of basis sets that can be conveniently used to obtain results within a few micro-Hartree per atom of the basis set limit. Our focus on large systems imposes additional requirements on basis 2 set size and on the condition number (ratio of largest to smallest eigenvalue) of the overlap matrix. At the same time the need to keep the number of primitive functions at a minimum, especially at high angular momentum, can be relaxed. Indeed, with the advent of highly efficient and linear scaling methods for the calculation of the Kohn-Sham matrix 2, [18] [19] [20] , the computational cost of DFT calculations of large systems is dominated by the diagonalization of the Kohn-Sham matrix or, more generally, the density matrix update procedure. At fixed system size, all these update methods contain terms that scale at least quadratically, but typically cubically or even higher with number of basis functions 18, 21 , hence the need for optimally small basis sets. The importance of the condition number of the overlap matrix is more indirect. The standard technique to deal with a near singularity of the overlap matrix is the removal of the eigenvectors corresponding to the small eigenvalues by diagonalization, and such an approach can thus not be adopted in a linear scaling context. Furthermore, such a scheme is problematic in the context of molecular dynamics or geometry optimization, since the number of eigenvalues below a given threshold might depend on the configuration.
The above technique will then result in small discontinuities in the total energy as the system moves. Even if the condition number of the overlap matrix is sufficiently small to perform stable optimizations in a traditional approach, linear scaling methods benefit from a further reduction of the condition number because the sparsity of the inverse overlap matrix, and thus the density matrix, is directly related to this condition number. Linear scaling approaches that avoid the computation of the inverse typically rely on iterative methods to compute the required operators, and these exhibit slower convergence as the condition number increases.
In summary, an optimal basis set should fulfill the following requirements. High accuracy for smaller basis sets and a route for systematic improvements. One and the same basis set should perform in various environments from isolated molecules to condensed phase systems.
Basis sets should lead for all systems to well conditioned overlap matrices and be therefore well suited for linear scaling algorithms. In order to fulfill all the above requirements, generally contracted 22 basis sets with shared exponents, so called family basis sets, for all angular momentum states are proposed in this work. In particular, a full contraction over all primitive functions is used for both, valence and polarization functions. The set of primitive functions includes diffuse functions with small exponents. However, in contrast to the practice used in augmented basis sets, these primitive functions are always part of 3 a contraction with tighter functions. The inclusion of diffuse functions is mandatory for the description of weak interactions, e.g. hydrogen bonding. Anticipating results, and in line with earlier work on polarized atomic orbitals [23] [24] [25] , it is found that these highly contracted basis sets lead always to well conditioned overlap matrices. In order to derive optimal Gaussian exponents for the primitives and contraction coefficients for the basis sets, parameters are fully optimized based on molecular calculations.
II. BASIS SET CONSTRUCTION
The basis sets in this work have been derived for use with the analytical dual-space pseudopotentials proposed by Goedecker et al. 26 
The optimization of all basis sets concurrently avoids a bias of the the Gaussian exponents, and to a lesser extend the contraction coefficients, towards optimal values for the smallest (m-SZV) basis. The term containing the condition number has been added to avoid the generation of basis sets that would be badly conditioned. It is found that by using a relatively small but arbitrary value for γ (γ = 0.001 Hartree) sufficient flexibility in the basis set is retained while at the same time condition numbers stay small. The larger and more balanced the molecular reference set M is, the smaller the bias imposed on the basis, and the better the transferability of the basis will be. On the other hand, by restricting the set of molecules, higher accuracy for a limited class of compounds could be obtained, but 
III. BASIS SET TESTING
In order to assess the quality of the basis sets generated, we summarize here a number of properties as computed with these basis sets. For comparison, we also provide results obtained using more traditional basis sets, i.e. split valence with uncontracted polarization functions as obtained previously.
2 These basis sets have been constructed for GTH potentials and are available from the CP2K website. We also refer to plane wave calculations performed with the CPMD package 34 , and to all-electron calculations performed using the Gaussian code 35 or found in literature.
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A. Total energies
In Table I , the average error in the total energy per atom is shown for a number of molecules. Results have been grouped to distinguish between molecules present in the training set, and molecules that are not. The latter category has been split in equilibrium geometries and transition states. A first observation is that the best results are obtained with the molecularly optimized basis sets, they outperform basis sets of the same or slightly larger sizes. The effect is most pronounced for the m-DZVP basis, which reduces the error by a factor of 3-4 with respect to a traditional basis of the same size (DZVP). The m-TZV2PX basis yields the best total energies, with errors below 1 milli-Hartree per heavy atom, the effect of adding f functions is particularly significant for SF 6 . There is some difference for molecules that have been, and molecules that have not been part of the fitting set. In general, the effect is minor, and even the transition states appear well described, which suggests good transferability for these basis sets. The poorest result is obtained for CO, with an atypical and short C-O bond, for which the molecularly optimized and split valence basis
give similar results. At this point, we would like to mention the link with response basis sets 32 , since the concept employed in the generation of these basis sets explains to some extend the performance and transferability observed here. In the case of response basis sets, the minimal basis is the atomic basis, and its size is increased by considering perturbations of the atomic charge density. The response of the spherical atom (to first and higher orders) to the addition and removal of electrons allows for increasing the size of valence space, while the response to non-homogenous fields allows for adding basis functions with increased angular momentum. The molecularly optimized basis sets are similar, except that we have chosen to avoid isolated atoms as reference systems, and instead used atoms in their molecular environment. Furthermore, the perturbations experienced by these atoms are not infinitesimal, but, due to the molecular environment, of an appropriate finite magnitude.
Finally, it is interesting to compare the results in Table I to all-electron calculations, in particular to the polarization consistent basis sets of Jensen. Particularly in the case of plane wave basis sets, experience has shown that the performance for total energies does imply little for other properties such as, for example, intermolecular interactions.
B. Bond lengths and molecular dipoles
Bond lengths and molecular dipoles are reported for a number of small molecules in Table II and Table III, and that m-TZV2PX does not improve these results significantly, with the exception of CO which was the worst case for the total energies. We note that the good agreement between pseudopotential and all-electron calculations is a further indication of the quality of the GTH pseudopotentials, but refer to Reference 26 for a more detailed discussion and further comparison with all-electron calculations.
C. A comparison between molecular dipoles in gas and condensed phases
At this point, we would like to hint at the fact that the requirements for a basis in the gas and condensed phases might differ, and especially that for bulk molecular liquids diffuse functions might not be needed for a correct description of the electronic structure. This is in , where a good description of the diffuse wave function tails remains necessary.
In particular for the vapor-liquid equilibrium, a clear effect of the basis could be established 39 .
Here, we wish to investigate an easy-to-quantify aspect of the performance of different basis sets in the condensed phase, and compute the molecular dipoles of the individual water molecules in the liquid based on the Berry phase formalism. For the 64 water molecules of a single liquid configuration, the root mean square error (RMSE) and the maximum error with respect to the results as obtained for the aug-QZV3P basis have been computed. In Table IV these are compared to the errors for a gas phase water molecule. The difference between the RMSE and the error in the gas phase is striking, as the error is reduced by almost a factor of ten, yielding dipoles within 0.01 Debye of the reference result, even for the relatively small split valence basis sets without diffuse functions. The maximum error is also reduced, albeit slightly. This could be related to the fact that this error occurs for a water molecule with a rather distorted configuration (H-O-H angle of 111 • ), i.e. in this case the error in the dipole is not only due to a poor description of the wavefunction tail.
D. Condition number and basis set superposition error
We report a number of tests that illustrate the central claim of the paper, i.e. that the molecularly optimized basis set is accurate for molecular interactions in the gas phase, yet maintains a good condition number of the overlap matrix, with the associated stability for the SCF and MD procedures, in the condensed phase. The condition number in the condensed phase is reported for a number of systems, all molecular liquids simulated using periodic boundary conditions as described in more detail in previous work 5, 36, 40 , in Table V . The BSSE as estimated with the counterpoise correction 41 is reported in Table VI for a number of hydrogen bonded dimers. Hydrogen bonding is a relatively weak interaction that can be described rather well with DFT. However, the property is known to be sensitive to the BSSE.
We note that the BSSE is not the only contribution to the error in the interaction energy 9 between molecules, as the latter also depends on e.g. the quality of the geometry. The errors in the interaction energy are typically even larger for basis sets that yield poor geometries in Table II, 
E. Sparsity of the inverse overlap matrix in the condensed phase
The purpose of Table VII is to illustrate the effect of the basis set on the sparsity of the overlap matrix (S), and more importantly its inverse (S −1 ). The system used for testing is the iron-sulfur protein Rubredoxin, fully solvated and described using periodic boundary condition. The system contains approximately 2800 atoms contained within a unit cell of 31
x 28 x 31Å 3 . Its redox properties have previously been computed using CP2K based on a DFT description of the full system. 3 All elements of the overlap matrix have been computed to machine accuracy, while the inverse of the overlap matrix has been computed explicitly based on the Cholesky decomposition of S. Failure to compute the Cholesky decomposition
indicates that the inverse condition number is roughly equal to machine accuracy. Due to computational constraints, a full optimization of the wavefunction has not been attempted.
The sparsity of the matrices has been computed as the fraction of matrix elements larger than a given threshold. The threshold has been kept very high (10 −3 ) in order to be able to observe at least some sparsity in S −1 as obtained for the larger basis sets. For a larger system, a lower threshold could have been used to extract similar information. A first observation is that the sparsity of S is significantly reduced for the augmented and the molecularly optimized basis sets. This is no surprise, as both basis sets add diffuse primitives, which introduces non-zero matrix elements for atoms that are far apart. A difference between these two basis sets is that molecularly optimized basis set adds diffuse primitives to all basis functions, whereas in the augmented case only a part of the basis is actually diffuse.
This results in a larger number of non-zero matrix elements for the molecularly optimized set, even though the number of non-zero atomic blocks should be similar. The importance of the condition number (see Table V ) is reflected in the sparsity of S −1 . Indeed, for extremely small and well conditioned basis sets (SZV), we observe a similar sparsity for S and S −1 .
For all other basis sets, the filling of S −1 is increased by roughly a factor of ten or more.
This underlines the importance of testing linear scaling methods with basis sets that are non-minimal, as the computational cost of certain terms might be significantly different between SZV, and DZVP or larger basis sets. For the augmented basis set, there is basically no sparsity in S −1 , while for the molecularly optimized basis sets the sparsity is similar, or even better than the sparsity obtained with the split valence basis sets. The results are fully in line with the condition numbers show in Table V . The most important reason for this is the diffuse nature of the basis, which for condensed phase system greatly increases the number of atoms that interact with other atoms for a given tolerance in the screening. Indeed, the time needed for the augmented and molecularly optimized basis sets is similar, even though the latter requires slightly more time, as all basis functions contain diffuse primitives and are highly contracted. Two more detailed results that can be extracted from the liquid water results in Table VIII that it is possible to compute the electronic structure of systems containing thousands of atoms with a basis set that typically has an error in the total energy below a milli-Hartree per atom, excellent electrostatic properties, and a small basis set superposition error.
IV. CONCLUSIONS
We have presented an approach to derive Gaussian basis sets with favorable properties for density functional calculations on molecular systems. The same basis sets are suitable for calculations in the gas and in the condensed phase. By optimizing all Gaussian exponents and contraction coefficients based on molecular calculations, we obtain optimally adapted radial functions for all angular momenta. This procedure results in basis sets with excellent performance for total energies and geometries, but especially the good performance of the 
