We evaluate the effectiveness of two types of preferential regional policy programs in China's manufacturing sector. The primary goal of the Economic and Technological Development Zones (ETDZs) is to facilitate internationalization strategies, while Science and Technology Industrial Parks (STIPs) aim to generate technology spillovers. Various dimensions of export market performance are used as objective indicators for the upgrading of product quality and firm operations. We compare startups that locate into one of these zones with startups on the outside, while controlling for self-selection using treatment evaluation methods. The results indicate that firms locating in an ETDZ achieve much higher export values, driven by higher volumes of trade and numbers of destinations. Firms locating in a STIP perform best on quality dimensions. In particular they fetch higher export prices and have more success exporting to high-income countries.
is to facilitate firms' movement along an upgrading trajectory from low to higher value added activities.
Our goal is to investigate whether locating in an ETDZ or a STIP is effective in this respect. We compare the performance of manufacturing firms that have chosen to locate in such areas with startups that locate elsewhere. To make sure that the results are informative about firms' upgrading trajectory, we need an appropriate performance criterion. To give the comparison a causal interpretation, we need to account for self-selection into these areas.
In contrast with earlier studies, we do not use R&D expenditures or FDI inflows as measures of success. They really are input measure that could lead to good performance, but not goals in their own right. Performing R&D is even a precondition to locate in a STIP and plants financed by FDI are often required to locate in an ETDZ. Productivity would be a direct measure of performance, but it relates only imperfectly to the upgrading objective. A firm with a simple production process or producing a basic product can still achieve high productivity if it operates very efficiently.
Instead, we use several dimensions of export market success as performance criteria. There is a wealth of evidence demonstrating that the most able firms self-select into the export market (Roberts and Tybout 1997, Wagner 2007) . The necessity to overcome fixed or sunk costs of exporting is an important part of the mechanism that generates this correlation. To the extent that accessing each export market entails additional fixed costs (Arkolakis 2010) , the number of export destinations provides a further signal of firm quality. Evidence in Hallak (2006) illustrates that richer countries have a higher willingness to pay for quality. The fraction of exports going to high-income countries and the (relative) price a firm fetches on international markets are additional indicators of success.
We cannot ignore the endogenous nature of firms' location decision. Locating in a STIP or an ETDZ might very well be more advantageous for firms that would have performed better than average anywhere. If this is the case, self-selection into these areas would make observed performance differences upwardly biased estimates of the causal effects on performance.
In the terminology of the Rubin Causal Model, we need to find an estimate for the potential performance of 'treated' firms, i.e. firms that locate in a preferential area, had they located elsewhere. This counterfactual is inherently unobservable, but we implement two estimators from the literature on the evaluation of treatment effects, recently reviewed in Imbens and Wooldridge (2009) . Exploiting the unconfoundedness and overlap assumptions, we construct an appropriate benchmark from the performance of untreated firms that are similar in observable characteristics.
We only focus on new entrants which reduces the size of the sample substantially, but avoids diluting the comparison by unobservable firm histories. Pre-selecting on export status also makes the treatment and control groups more comparable.
Previewing some of the results, we find that firms locating in both types of preferential area are more successful exporters, measured by total value. The effect is largest and most robust for STIPs which can be attributed to the much higher prices that these firms fetch on the export market compared to control firms and even compared to firms in ETDZs. The price premiums are particularly pronounced for firms producing machinery and electronic equipment. In addition, firms in STIPs sell a significantly higher share of their exports in high-income countries.
A similar strong export performance of firms in ETDZs, in terms of total value, barely shows up in their export prices. Even the highest point estimates are only significant at the 10% level and they are an order of magnitude smaller than for STIPs. In contrast, there is some evidence that firms in ETDZs are able to reach a larger number of export destinations. This effect is most pronounced for domestic firms. In summary, one could say that the export performance of firms in STIPs excels in the quality dimension, while firms in ETDZs perform better in the quantity dimension.
A few studies have previously evaluated the effects of these preferential policy areas. Hu (2005) documents the overall positive contribution of ETDZs to the local economy, notably in terms of attracting FDI, but no effort is made to control for confounding factors. Démurger et al. (2002) stress in particular that one should control for location within China before attributing an effect to a preferential zone.
Based on interviews and self-collected information for STIPs and other science parks, Walcott (2003) is sceptical that proximity of firms fosters 'innovation-promoting learning.' She finds that multinational companies often use China only as assembly base which limits the potential for technology transfer and skill enhancement for Chinese employees. Additional studies are discussed in the next section.
Focusing specifically on STIPs, two systematic empirical studies fail to find consistent benefits. Hu (2007) finds evidence of labor productivity convergence across different STIPs, but no evidence of local externalities from geographically concentrating high-tech firms. STIPs contribute to economic growth within their region, but not enough to reverse the secular trend of rising regional inequality. Zhang and Sonobe (2011) find positive agglomeration effects for the presence of high-tech firms, FDI, and research activity of academic institutions, but these spillover benefits even accrue to firms in the same city but outside the parks. At the same time, congestion effects within STIPs depress productivity for on-park firms.
An important drawback of all previous studies is the lack of comprehensive firmlevel data. They rely on case studies or information at the regional level, broken down between on-park and off-park firms. Hu (2007) further conjectures that it might have been too early to assess the full potential of technology parks as his sample only covers the 1992-2000 period. Finally, none of the studies control for the self-selection of firms into the preferential areas. We remedy all three problems to some extent.
The remainder of the paper is organized as follows. In Section 2, we describe the development and organization of the preferential policy areas in China. In Section 3 we outline our empirical strategy to control for firms self-selecting into these areas.
The data is described in Section 4, followed by the estimation results in Section 5.
We close with conclusions on firm behavior and policy in Section 6. Like the original Special Economic Zones their primary aim was to help the Chinese manufacturing sector integrate in the global economy. Cornerstones of the policy were duty-free imports for dedicated exporters and less restrictive entry regulations for foreign multinationals-hence their label 'preferential' policy areas.
Projects funded with FDI were initially forced and later encouraged to locate in these dedicated areas. ETDZs invariably show a high concentration of multinational corporations and are not devoted to specific industries, in contrast with STIPs.
Firms that located in an ETDZ receive tax holidays or reduced rates on various taxes. Those that produce solely for the export market are exempt from import tariffs on intermediate inputs and machinery and they are automatically awarded an export license. Concentrating these firms in a few areas facilitated the logistics of separating the flow of duty-exempt imports from regular imports. It also helped monitoring that duty-free imports did not leak into the wider economy and that outputs actually left the country.
As the export processing sector grew, it gradually became a virtual sector, not tied to specific geographic areas. In all major coastal port cities 'bonded areas' were established to facilitate duty-free importing by qualified exporters (Démurger et al. 2002) . Over time, export processing firms were allowed to locate outside ETDZs as well and eventually they could even produce for the domestic market from the same production facilities. Compliance with the trade regime, including the assessment of import tariffs due, was monitored on-site by customs officials using company accounts and occasional inspections. This evolution allowed the exploitation of scale economies in production and diminished local constraints on land and skilled workers in the Zones.
An enduring advantage of the geographically concentrated ETDZs is the possi-bility of localized externalities. A few recent studies have used sophisticated identification strategies to demonstrate that manufacturing firms are able to learn from successful neighbors, see Swenson (2008) for an application in China and Greenstone et al. (2010) for the United States. The continued popularity of ETDZs is an indication that firms must still derive some benefits from locating there.
Direct evidence on the effectiveness of ETDZs to improve firm performance is very limited. Hu (2005) highlights a positive contribution to the economy, in terms of GDP per capita and the attraction of FDI, but without any benchmark. Liu and Wu (2011) show that ETDZs accounted for 21.6 and 15.8 percent of China's total FDI and trade by 2005, even though they covered only one hundred of one percent of the total territory. The quantification of benefits is complicated by self-selection, dynamic effects, and confounding effects of STIPs, which we discuss next.
Science and Technology Industrial Parks and other aspects of innovation policy
As the Chinese economy developed and achieved export success, sustainable growth became a more prominent objective. Rising labor costs and environmental degradation provided further motivation for policies that would stimulate manufacturing firms to upgrade along the value chain.
Chinese research institutions were originally focused on heavy industries, space technology, mining, and national defense. An early effort in 1982, the 'Key Technologies R&D Program', promoted technology transfers from research institutes to enterprises. Researchers from universities and state-owned research institutions were also encouraged to found spin-offs (Fan and Watanabe 2006) The STIPs aim to support SMEs in high-tech industries and increase their international competitiveness. They place a strong emphasis on commercial R&D and encourage independent innovation, in contrast with more centralized, failed attempts in the 1970s. On-park firms are given preferential treatment on various dimensions, including state-of-the-art infrastructure, lighter regulatory burdens, lower rates of corporate income tax, exemption of import tariffs and export licenses, and rebates for investments (Liu and Wu 2011) . Local governments are in charge of organizing the parks, but the central government's State Council decides the implementation of development zones and provides the tax holidays.
To locate in a STIP, a firm needs to be certified as 'high-tech' which involves three criteria (Zhang and Sonobe 2011 Inkpen and Wang (2006) do find evidence of technological knowledge transfers in the Suzhou Industrial Park which is an explicit collaboration between the Chinese and Singapore governments.
Managerial knowledge, however, was found to be particularly difficult to transfer.
Other studies have compared the Chinese STIPs to similar policies in other countries. In a comparison with Japanese industrial policy, Fan and Watanabe (2006) stress the importance of balancing the import of foreign technology and domestic development and the key role of the private sector in enhancing technological capabilities. Saxenian (2002) To evaluate the effects of preferential policies we face a number of challenges. We discuss, in turn, the confounding effects of regional development, the presence of other preferential areas in a region, and the difficulty of establishing an appropriate benchmark. We indicate for each issue how we deal with it in the empirical analysis. Démurger et al. (2002) stress the importance of controlling for location within China before ascribing effects to a particular preferential policy area. The disparities in regional growth rates and levels of development are too great to overlook. The previously mentioned evidence in Hu (2007) underscores this fact: he finds positive effects of STIPs, but they are dominated by regional trends. In all regressions we include several location indicators. Head and Ries (1996) illustrate an additional location effect. Evaluating the early preferential policy areas that preceded the ones we study, they estimate static both type of areas. We do not include them in our study as they have idiosyncratic policy differences, but their ubiquity makes it particularly valuable to work with firm-level data. Only then is it possible to ascertain carefully which observations are treated. 3 An important aim of the STIP policy is to pool high-skilled labor markets and to facilitate productivity and knowledge spillovers by agglomerating high-tech firms and R&D activities. To some extent these objectives also apply to ETDZs which in addition focus on knowledge transfers from multinational firms through FDI. The policy environment of the two types of preferential areas show many similarities (Saxenian 2002) , but locating in a STIP is a lot more restrictive. A randomly selected firm is likely to be a much worse benchmark for firms in a STIP than for firms in an ETDZ. It is important to carefully construct an appropriate benchmark and we describe this process in the next section.
The treatment effects framework
Our objective is to investigate the effect of locating in an ETDZ or a STIP on various dimensions of export performance. The main identification problem we face is that
we cannot observe what the performance of a 'treated' firm, i.e. one locating in a preferential policy area, would have been if it had chosen to locate elsewhere. If treatment is not random, it would not be appropriate to simply use the performance of firms outside the areas as a benchmark.
Because a firm only selects its location once, we cannot compare changes in performance before and after treatment and use a difference-in-differences approach.
Instead, we use two estimators from the treatment effects literature to control for self-selection into treatment. Good overviews of the different methods are provided in Wooldridge (2009) and Wooldridge (2010) . Note that it is not the endogeneity of the location decision itself that is problematic, but the correlation between this decision and the potential performance in the absence of treatment.
We discuss how we break this correlation.
Denote the outcome variable of interest by y and the binary treatment variable by w. We follow the Rubin Causal Model and specify two potential outcomes explicitly even though only one is observable for each firm. If unit i is treated its potential outcome is y i1 , while it is y i0 if the same unit i is not treated. The assumptions needed for identification can then be specified directly on these objects, separately from the process that governs the selection into treatment.
The average treatment effect (ATE) measures the expected effect of treatment on a random sample of the population or the average effect over the entire population.
Because many firms might have no interest in locating in an ETDZ and the majority of firms would not even qualify to locate in a STIP, we are primarily interested in the effect of the program on those who actually participated, i.e. the average treatment effect on the treated (ATT). 4 We can define it as follows,
We rely on two identifying assumptions to deal with the missing information on y 0 for treated firms. Unconfoundedness, or ignorability of treatment, assumes that once we condition on a sufficiently rich set of covariates x, treatment assignment is essentially randomized (Wooldridge 2010) . Self-selection into treatment might still be based on unobservables, but only if these are not correlated with potential performance differences after conditioning on the covariates. This clearly is a tall order, and fundamentally untestable because the counterfactual outcome can never be observed. In the absence of (quasi-)experimental assignment, it is the only way forward. In situations where firms self-select during their lifespan and we observe performance before and after treatment, one can relax the unconfoundedness assumption by only making it on the time-differenced performance measures. 5 Unfortunately, this is impossible for the location decision. Formally, the assumption is expressed as
The covariates in x should be effective in breaking the correlation between a firm's potential performance without treatment and the actual treatment decision.
Observable characteristics that enter the official rules or that are taken into consideration in the implicit selection process for eligibility to locate in a STIP or ETDZ are effective sources of variation. We include a full set of dummies for the sector, 4 Many evaluations of programs with voluntary participation focus on the ATT effect. When treatment is randomly assigned, the ATE equals the ATT. 5 That scenario allows selection into treatment based on time-invariant firm-specific unobservables, see Van Biesebroeck, Yu, and Chen (2011) for an application to the evaluation of export promotion programs.
ownership type, and location of the firm, and the year of establishment. Two continuous variables, the average remuneration per employee and the log of employment, are included both linearly and squared. It is important to note that all control and treatment firms are already pre-selected on a positive export status. As exporters are known to exhibit above average performance on many dimensions (Bernard and Jensen 1995) , this already makes the two groups of firms more comparable.
In practice, we rely on a weaker version of assumption A.1 -mean-independence -which only implies E[y 0 |x, w] = E[y 0 |x]. The law of iterated expectations directly allows the calculation of ATT from (1) conditioning on x. Given our interest in ATT, we then take the sample average of this set of conditional differences over the x covariates for the sub-sample of treated firms. The calculation of ATE effects starts from the same conditional differences, but averages them over the distribution of covariates for the full sample.
The second assumption we require is overlap: conditioning on a set of covariates
x, each unit in the population may potentially enjoy treatment. Formally:
where X is the support of the covariates. If the assumption is satisfied, it guarantees that for each treated firm in the sample we observe some non-treated, control firms with similar covariates. In our application there are far more control than treated firms, which makes this assumption not very demanding. Moreover, we can test whether it is satisfied.
Estimating the average treatment effects
The sample estimator for the ATT is defined aŝ
where the functionsm 1 (.) andm 0 (.) are the predicted values of the performance variable for treated and untreated firms using the same set of covariates x, but allowing for different coefficients. We can estimate both m i (.) functions at the same time from the following OLS regression
Because the covariates in the interaction term are normalized byx 1 , the sample means for the group of treated firms, the coefficient on the uninteracted treatment dummy immediately gives the ATT estimate. The only change to estimate the ATE, which we do at the end for the ETDZ effect, is to normalize byx which is averaged over the full sample.
As a robustness check, we implement a second estimator. This approach originated with Robins, Rotnitzky, and Zhao (1995) and combines the regression adjustment with propensity score weighting. It does not require the specification in (3) to fit the entire covariate-space equally well. The control firms receive a regression weight that is increasing in their probability of treatment. Compared to matching estimators that explicitly match each treated firm to one or several control firms, it is more robust to misspecification of the treatment selection equation. Imbens and Wooldridge (2009) point out that the estimator is consistent as long as the parametric model for either the propensity score or the regression function is specified correctly. Therefore it is said to be double robust.
We implement the double robust estimator using the two-step approach of Hirano, Imbens, and Ridder (2003) . First, we estimate the probability of treatment as a function of the covariates and calculate the predicted value, the propensity scorê p(x). Second, we rely again on equation (3) to estimate τ att , but now we use the following weights 6
The parameter of interest is again the coefficient on the uninteracted treatment dummy. Given the two-step procedure, we need to bootstrap the procedure to calculate standard errors.
This estimator requires a distributional assumption on the error term in the treatment selection equation that underlies estimation of the propensity score. The probit estimation we use, assumes the normal distribution. As an alternative we have experimented with the logit functional form and complementary log-log specification that often fits better in samples where treatment is very rare. The pairwise correlation between the implied propensity scores for any two of the three alternatives always exceeds 0.992, leading to virtually identical ATT estimates.
6 To estimate the ATE, the appropriate weights are the inverse probability of treatment or nontreatment for each observation:
We now discuss our two data sources, the sample, and variable definitions. The first data set contains the universe of trade transactions from the Chinese Customs
Office for the period 2000-2006 and has only been used in a few studies, e.g. in Manova and Zhang (2012) . For each firm-year observation it contains all export transactions at the 8-digit HS product level and by export destination. 7 Exports are reported in value and quantity (with an indication of units) and we can follow firms over time using a unique identifier. From this information we construct four export performance variables.
The total value of exports and total number of export destinations are defined straightforwardly. The third variable is the share of a firm's exports that go to high-income destinations, following the World Bank (2011) country classification.
We calculate this ratio both in number of transactions and in value. The fourth performance variable is the price that a firm fetches on the export market. We divide export values and quantities at the most detailed product level and normalize these unit value ratios by the median value for the product (across all firms and destinations in the same year). They are then aggregated using value shares over all product-destination pairs served by the firm in that year. We also construct an alternative price measure by normalizing the unit value ratios within each productdestination category before aggregating to the firm level. This alternative price does not depend on the composition of trading partners if prices differ systematically by destination.
The second source of information is the annual census of 'above-scale' manufacturing firms from China's National Bureau of Statistics. This data set is already widely used, see Brandt, Van Biesebroeck, and Zhang (2012) for a detailed description. It contains all firms that are state-owned or have annual sales above 5 million RMB -approximately $600,000 during the sample period. Unfortunately this excludes the smallest private firms that might have located in a STIP. Given that we only use exporters in the analysis, which tend to be larger, we only miss the far left tail. The firm-level data is a panel spanning the 1998-2008 period, which is longer than the period for which we observe export performance information.
From this data set we construct the covariates to control for the selection into 7 Transactions are broken down by month and type of trade (export processing or ordinary trade), but we aggregate over these two dimensions. The final task is to identify 'treated' firms. Two text-variables in the transaction data, the origin of a transaction and the address of the exporter, provide sufficient information to determine whether a firm in a certain city is located inside a STIP or ETDZ. 10 Given the dynamism and rapid growth of the Chinese economy, we want to avoid that past and unobservable histories contaminated the comparisons.
Therefore, we only retained new entrants in both the treated and control groups.
Entrants are defined as firms that first appear in the data set in 1999 or later, and report a startup date at most two years prior to their first appearance.
We observe a total of 14,110 firms in the control group, 458 firms have chosen to locate in a STIP, and 891 in an ETDZ. The low share of treated firms makes it 8 We initially used separate dummies for the Western and Central regions, but these gave problems with the balancing test. Even combined they only account for 6 percent of firms in the sample. easy to satisfy the overlap assumption. Descriptive statistics for the final sample, broken down by treatment status, are reported in Table A .1 in the Appendix. The high fraction of foreign-owned firms in both areas is notable. This is partly the result of pre-selecting on export status. STIP firms are more likely to produce machinery and electronics, which is as expected. They also show better than average export performance, underscoring the importance of constructing an appropriate benchmark.
5 Empirical results
Productivity, capital intensity, and value added
After the detailed discussion of our objective, approach, and identification strategy, presenting the results is relatively straightforward. We use performance indicators from the firms' second and third years of operation and covariates from the entry year as controls. In the next section we look at export market performance, but we first verify whether there is sufficient identifying power in the relatively small sample of treated firms. Recall that we only compare new firms locating in a STIP or ETDZ with entrants locating outside these areas.
A major policy goal of the preferential areas is to facilitate the upgrading of domestic firms along the value chain and help them focus on higher value added activities. Success on this dimension could show up in productivity. In Table 1 , we present the ATT estimates for labor productivity, capital intensity, and total factor productivity (TFP). 11 Each statistic is estimated using a separate regression.
Firms locating in both types of preferential areas are found to operate at a much higher level of labor productivity than control firms. The difference is always positive and highly significant, even at the 1% level. The advantage for firms in a STIP is estimated at 0.206 or 0.214 log-points, depending on the estimation method. This implies a 22.9 to 23.9 percent difference, controlling for location, sector, ownership, size, and wage rate. 12 The productivity advantage is even slightly higher for firms locating in an ETDZ and it is already established two years into these firms' existence.
11 Labor productivity is calculated as deflated value added per worker and TFP is calculated using a Törnqvist index, as in Brandt et al. (2012) . We report TFP differences in the third column. For firms in STIPs we do not find any effect. Both point estimates are very close to zero and highly insignificant.
Their labor productivity advantage is fully explained by the higher capital-intensity, leaving no role for superior efficiency or technology. For firms in ETDZs, TFP is estimated slightly lower than for control firms, but barely significant. Their use of capital seems excessive and depresses their efficiency level. 13
Even though we only observe 458 entrants in STIPs and 891 entrants in ETDZs, the differences in Table 1 are estimated rather precisely. We conclude that firms locating in the preferential policy areas operate at much higher labor productivity, but this advantage is fully accounted for by their higher capital intensity, with no role for efficiency or technological differences. The supportive policy environment in the preferential zones seems to facilitate these firms' access to capital markets.
13 Another performance indicator we considered is the share of domestic value added in sales. An increase could signal a move away from simple assembly activities and to fewer imports of advanced parts. However, the estimates for this dependent variable were always close to zero and never significant (results available upon request).
Total export value and relative prices
We now turn to export performance as an objective indicator of quality upgrading by domestic firms. This is in the spirit of the model in Sutton (2007) where success in the export market requires firms to achieve a minimum level of quality. In this section we focus on two measures of export performance: the total value of exports and the relative price obtained on the export markets (both measured in logarithms).
Results in Table 2 are again for the ATT estimates and we now show performance differences two and three years after entry.
The difference in total export value with the group of control firms is always positive and statistically significant in six of the eight cases. For both types of preferential area the four point estimates are estimated very consistently. For the STIPs they average 0.269 which implies 31 percent more exports by the average firm. The effect is stable over time and across the two estimation methods. Only the standard errors increase with the double robust estimation, which is expected, but an advantage of this method is its robustness to misspecification of the functional form.
For the ETDZs the estimates are almost as high, but only statistically significant using the unweighted regression adjustment estimator. The average across the four point estimates suggest an export volume that is 26 percent higher than for control firms -a 0.234 log-points difference. Using the double robust estimator the estimates are not significantly different from zero and not very stable either. We deleted one outlier observation that received an extraordinary large weight and had a very negative impact on the ATT. Excluding sectors where FDI is officially prohibited or restricted, the estimates are more stable and range from 0.209 to 0.240.
The evidence on the raw export performance for firms in STIPs and ETDZs is quite strong, persistent from year two to three, and robust over the two estimators.
We now verify whether price differences can explain some of the gap. Evidence in Hallak (2006) illustrates that export price premiums are strong indicators of higher product quality. In the last two columns of Table 2 we report results in the same format, but using the normalized unit value ratios as dependent variable.
For STIPs, the price premiums are even higher than the total export advantage.
These firms are able to charge much higher prices for their exports than firms in the control group. Recall that these prices have been normalized by the median unit value ratio for the detailed product category across all firms. All four point estimates are positive, often very large, and significant at the 1% level. There is no noticeable time trend in the data and the two estimators produce very consistent results. The average point estimate of 0.380 implies a price premium of 46 percent.
The results for the firms in ETDZs provide a sharp contrast. While their performance in total export value is almost as strong as for firms in a STIP, they are not at all able to charge higher export prices than firms in the control group. Three of the four point estimates are positive, but none is even remotely significant and they are all very small in absolute magnitude. Using the alternative unit value ratios that are normalized by product-destination categories to filter out the impact of varying destinations, the point estimates rise, but only to 0.057 and 0.066 for the regression adjustment and to 0.071 and 0.000 for the double robust estimator. Even these premiums are relatively small and not significant even at the 10% level. On a sample of ETDZ firms that excludes multinationals, the point estimates even turn negative if we do not control for destinations.
The results suggest that firms locating in either type of preferential zone manage to export a lot more than firms locating on the outside. For STIPs, the higher foreign sales are explained entirely by higher prices. Easy access to capital and locating in the proximity of other high performing firms seems to generate large benefits in terms of product quality or identifying eager buyers. In contrast, the higher export sales of firms in ETDZs are driven almost exclusively by higher quantities. They seem to follow a strategy of mass production at high capital intensity with much less attention to quality.
To give these results a causal interpretation, the observations need to satisfy the unconfoundedness and overlap assumptions. The latter implies that the support of the conditional distribution of x given w = 0 overlaps completely with that of the conditional distribution of x given w = 1. Imbens and Wooldridge (2009) propose to verify this by calculating the population equivalent of the normalized differences:
For only 4 of the 46 variables in x does the absolute value exceed 0.25, the threshold were Imbens and Rubin (forthcoming) suggest some concern. For only a single variable is the normalized difference higher than one, namely for the indicator variable whether there is another park in the same city. This variable was included to allow the treatment effect to vary with the economic environment in the region, not to control for potential self-selection.
The above test suggests that the linear specification in (3) provides an adequate fit for the data. A more stringent test to verify the overlap across the full range of the sample-which is necessary in our model as we do not match treatment and control firms explicitly-is suggested in Becker and Ichino (2002) and implemented in the pscore routine for Stata. The algorithm partitions the sample into groups of firms with similar propensity scores and tests for equality of the mean of the covariates in each sub-sample (block). We report the p-values of the tests for all variables in all blocks in Table A .2 in the Appendix. Only 3 of the 228 tests suggest a rejection of equality of the covariate mean.
Export destinations
The next set of results in Table 3 explores whether treated firms also differ in the number and type of export destinations they serve. This provides additional information on the export strategy followed. In the first two columns, we report results for the (log) number of export destinations as performance variable.
For firms in a STIP, none of the coefficients is now statistically significant, not even for the estimator without weighing. We already established that their superior export sales was driven by prices, not by differences at the intensive margin (no evidence of higher quantity). We now find that they also do not differ on the extensive margin (no evidence of more destinations). 14 These results do not change if we limit the sample to domestic firms or exclude sectors where FDI is restricted.
For firms in an ETDZ, the point estimate for the second year using the regression adjustment is positive and significant at the 5% level. It suggests that these firms export to 8 percent more destinations than control firms. The other point estimates do not confirm this difference. The values are lower and standard errors higher.
However, performing the same regressions on the limited sample of domestic firms produces an interesting pattern. In the second year there is no difference at all, but the ATT effects are estimated much higher in year three. It is plausible that it takes time for firms to expand into new markets, especially for firms without the benefit of foreign owners. The absolute magnitude of the effect is also rather large: by the third year, domestic firms that locate in an ETDZ are estimated to serve 21 to 22 percent more destinations.
The final performance measure is intended to capture quality indirectly by mea- 14 We did not investigate the extensive product margin as comparisons across firms of the total number of products exported are greatly influenced by the idiosyncracies of the HS classification.
suring the success of exporting to wealthier and more demanding markets-which tend to have a higher willingness to pay for quality (Hallak 2006) . The dependent variable is the share of the total export value that is sold in high-income countries. These results are consistent with the evidence that firms in STIP also charge higher prices.
The estimates are only slightly lower for domestic firms in ETDZs, but they are estimated less precisely and never significant. 
Additional evidence: high-tech firms and ATE estimates
So far, we have documented a large positive effect of locating in a STIP that is driven by an export price premium and to some extent by a larger share of exports going to high-income destinations. In Table 4 we revisit these results for the sub-sample of firms from the "Machinery and electronic equipment" industries (CIC industry codes 35-41). These firms are natural candidates to locate in a STIP and they produce goods for which China has a revealed comparative advantage.
The effects on total export values and relative prices are even larger than in the full sample and always significant at the 1% level. If we control for the composition of export destinations and normalize the relative prices not only by product but by the median price for each product-destination pair, the estimated price effect is even larger. They now correspond to a price premium of 78 percent for the regression adjustment estimator and 57 percent for the double robust estimator. These robust results are in spite of the number of treated firms being only half as large and the control group now consisting of better performing and more similar firms. It makes it more plausible that a causal interpretation of the results is warranted.
It is well known that most electronics exports from China to the West are of the export processing variety and only contain limited Chinese value added. The remaining results in Table 4 reveal that in spite of their elevated prices, electronics firms in STIPs do not focus specifically on high-income destinations nor do they serve more markets. The higher price effects obtained when conditioning on destination even suggests that their price premiums are higher in lower-income destinations, at least relative to other Chinese exporters. This makes it unlikely that the positive results are merely an indication of export processing activities.
For firms in ETDZs, the effect on total export value was almost as large as for firms in STIPs. In this case higher prices explained very little, but there was some evidence that these firms served a wider range of export destinations. Because any firm is eligible to set up in an ETDZ, it is informative to also calculate the ATE estimates for a wider sample and not only the effect on treated firms. These estimates measure what the predicted effect would be for a random firm, taking into account that it might differ in characteristics from the typical firm in an ETDZ.
We perform these calculations specifically for the group of domestic firmsprivate, collective, or state-owned-as policymakers are likely to be most interested in their upgrading trajectory. The ATT and ATE estimates are reported in Table 5 for all performance dimensions. We only report double robust estimates, results are similar and even more significant for the regression adjustment estimator.
The potential effects on the full population of domestic firms turn out to be very different from the average effect on firms that actually located in an ETDZ. The strong effect on total exports disappear and the large effect on the number of destinations in year 3 that we previously reported also does not hold up. In contrast, while treated firms did not show higher relative prices and only a weak effect on the share of exports going to high-income countries, these 'quality' measures turn out large and significant if we average them over the full population.
Note that the differences between the ATT and ATE estimates are driven entirely by differences in the mean covariates between the treated firms and the population at large. The exact same conditional treatment effects-conditioning on the full set of covariates in x-are used in both calculations. The conditional effects are always constructed by comparing similar firms within and outside the ETDZs, but different weights are used when aggregating them to the respective averages. The starkly different patterns for ATT and ATE in Table 5 have two causes: (1) estimated treatment effects vary greatly across firms with different covariates, and (2) the average firm locating in an ETDZ differs systematically from the average firm in the full sample.
In particular, firms that actually located in ETDZs are more likely to be the type of firm that benefit on the quantity dimension (total export value and number of destinations), but not on the quality dimension. In contrast, firms within the ETDZs that are most similar to the average firm on the outside did obtain higher export prices than observationally similar firms on the outside. Similarly, the ATE estimate for the share of exports going to high-income countries is almost double the ATT estimate. It implies that firm-characteristics that are positively correlated with a high conditional treatment effect for the two quality dimensions are on average higher for firms outside than inside ETDZs.
The takeaway from the results in Table 5 is that firms locating in an ETDZ are no random group. Hence, it is important to control for potential self-selection, as we have done. It also suggests that if different firms were encouraged to locate in the ETDZs, the overall effects could be quite different. For the dimensions of export quality (relative price and share of high-income), the ATE estimates for ETDZs are even similar to the ATT effects for STIPs, where only selected firms are permitted.
Allowing any firm to locate in a preferential area seems to be able to boost the quantity of exports, but it is not conducive to raise export quality. We use a unique data set that matches transaction-level trade statistics to information on firm characteristics. It permits us to identify treatment at the firm level and construct dependent variables that capture multiple dimensions of export performance. Success on the export market is arguably a more objective gauge of firm-upgrading or quality than input measures such as R&D or FDI. As we can follow firms over time we can compare performance two and three years after entry, while controlling for size, wages, ownership type, location, and industry.
The results indicate that treated firms operate with a lot more capital than untreated firms, which raises labor productivity substantially, but without a noticeable effect on TFP. Most importantly, export market performance is strongly enhanced for firms locating in both types of preferential areas. The patterns on different dimensions of performance suggest that firms locating in ETDZs and STIPs follow a different export strategy.
Total export values are higher for firms in ETDZs which comes almost entirely from higher quantities with only a very small role for price premiums. We find a positive effect on the total number of export destinations, especially for domestic firms, but this only appears in the third year. The firms only very weakly outperform the control group in selling exports to high-income countries. In all, it suggests that firms in ETDZs follow a strategy of mass producing goods in a capital-intensive way. They compete effectively on price, which leads to large quantities sold in many overseas market. It is a successful strategy, but not one of upgrading along the value chain. The average treatment effect estimated for the full population, not just for treated firms, suggests that the lack of selectivity attracts this type of firms, while the few firms in the ETDZs that are more alike the average firm on the outside did experience quality improvements.
Firms locating in a STIP show more success in upgrading. They also display much higher total export values, but this is now driven entirely by higher export prices. They show no effect on the total number of destinations, but the share of exports going to high-income countries is significantly higher. The value and price effects are even more pronounced for firms in STIPs that produce machinery, even though their control group of outside firms is a lot stronger as well. Controlling for the composition of export destinations, the price premium they fetch on the export market is even higher, suggesting that these firms are particularly competitive in lower-income countries (where prices tend to be lower). Together these patterns can be interpreted as indirect evidence of quality upgrading. 
