




































































































We  write  this  paper  with  the main  purpose  of  investigating  whether  or  not 




terms  of  share  on  GDP  and  share  on  public  expenditure  and  because  of  the 
continuous growth it shows over the last decades. We use probit models for our 








have  a  higher  impact  on  short  term  expenses. Majority  governments  show  a 
lesser  probability  of  inducing  breaks  during  their  term  in  office  but  a  higher 
probability  before  elections.  Although  we  sometimes  found  statistically 
significant differences depending on the  ideology of the respective government 
(i.e. left or right) we failed to achieve consistent and coherent results to allow us 






















them.  A  leading  example  of  this  is  the  general  position  that  a  uniform  logic  of 
industrialization  dictates  the  major  course  or  direction  of  policy  leaving  partisan 
politics at the margin (Skinner 1976; Thomas 1980). 
The opposing  school  attributes  central  importance  to  the  ideological differences 
that  exist  between  social  groups  and  the  parties  that  represent  these  groups  (e.g., 





the  respective  society.  Parties  competing  for  votes  orient  their  programs  to  serve 
these  different  interests;  once  in  office  they  will  differ  not  only  in  their  macro‐




During our  research we will have  the chance  to approach both  the opportunistic 
and the partisan theories as they apply to public health expenditure. First we will check 




studied  its  evolution  and  tried  to  find  its  determinants.  It  is  widely  accepted  that 
variations  in  national  income  generally  account  for  most  of  the  cross  country 
differences in health outlays (Newhouse 1977; Culyer 1989; Hitiris and Posnett 1992). 
Our main purpose is to investigate if political factors are one possible determinant 






effects  and  to  transform  the  original  series  in  a  stationary  series. We,  however  are 
taking a novel approach: we try to use the dates of structural breaks to further explore 
the time of their occurrence, and relate them to political variables using probit models.  
Dealing with  structural  breaks  has  always  been  an  issue  for  econometricians;  a 
change in trend is a one‐time event with a permanent effect and those who ignore this 
confound  leads to mistaking them for temporary shocks that seem more  long  lasting 
than  they  really  are  (Perron  1989;  Rappoport  and  Reichlin1989).  In  a  recent  paper 
Hansen  (2001) concluded  that structural change  is pervasive  in economic  time series 
relationships,  and  it  can  be  quite  perilous  to  ignore.  Inferences  about  economic 
relationships can go astray, forecasts can be  inaccurate, and policy recommendations 
can be misleading.  
Structural  changes  have  been  observed  in  many  economic  and  financial  time 
series. In a study of a large set of macroeconomic time series, Stock and Watson (1996) 
reported  that  the majority of  the  series displayed  instability.  Such  structural breaks 
pose  a  formidable  challenge  to  economic  forecasting  and  have  led  authors  such  as 
Clements and Hendry (1998, 1999) to view it as the main source of forecast failure.  
In the last fifteen years or so a large amount of research has been done pertaining 
to  issues  related  to  structural  changes  and  to  try  to  distinguish  between  structural 
changes and unit roots. In the literature we can find many papers related to estimation 
and inference about break dates for single equations with or without restrictions (e.g. 
Hidalgo  and  Robinson,  1996),  with  extensions  to  multi‐equations  systems  where 
allowance  is also made  for changes  in  the variability of  the shocks. We can also  find 
tests  for structural changes  including  tests  for a single or multiple changes and  tests 
valid with unit root or trending regressors (e.g.Gil‐Alana, 2004), and tests for changes 
in  the  trend  function  of  a  series  that  can  be  integrated  or  trend‐stationary.  Also 
studied is testing for a unit root versus trend‐stationarity in the presence of structural 
changes  in  the  trend  function  and  testing  for  cointegration  in  the  presence  of 
structural changes and issues related to long memory and level shifts (e.g., Diebold and 
Inoue,  2001).  But  still,  as  Perron  (2005)  points  out  in  his  survey,  some  important 
questions remain to be addressed:  limit distributions of estimates of break dates  in a 
cointegrated system with multiple structural changes, issues of non‐monotonic power 










Is  there a  significant evidence of  structural  changes?  Is  the  long‐memory parameter 
stable across regimes? 
 
The  econometrics  and  statistics  literatures  have  a  long  way  to  go  in  order  to 
provide reliable tools to answer these questions. However, there are some new tools 






expenditure  series,  and  this might  yield  some  interesting  results,  national  defense, 
culture  and  entertainment,  education  and  social  security  are  examples  of  sectors 
which  are  susceptible  of  being  influenced  by  political  factors  due  to  their  strong 
involvement in public expenditure.  
 











largely  outside  of  government  control.  Another  reason  for  us  to  choose  health 









least  contribute  to  structural  breaks  on  health  expenditure  series?  Can  public 
expenditure on health be  increased before elections by opportunistic politicians? Do 







well as  its weight on  the GDP.  In  section 3 which  is divided  in  three  subsections we 
present  some  of  the  most  relevant  findings  that  researchers  have made  in  three 
research  fields:  political  business  cycles;  the  impact  of  government  ideology  on 
policies;  and  health  expenditure  drivers.  Next  in  section  4  we  discuss  our  main 
objectives and expectations. In section 5 which is divided in 4 subsections we present 
our own data, then we explain the process of  identifying the structural breaks based 















above  11%  in  several  large  national  economies.  The  health  sector  of  national 
economies  has  grown  dramatically  in  importance  over  time,  yet  there  are  great 










from  the  graph),  compared  with  four  in 2000  and  only  two countries  in 1995. 
Concerning  public  expenditure  as  a  share  of  GDP,  there  was  an  almost  threefold 













































































































































































In  general,  the  countries  that  have  experienced  the  highest  growth  over  this 
period,  such  as Korea  and  Ireland, have been  those  countries  that  started out with 
relatively  lower health expenditures per capita  in  the mid‐1990s. Health expenditure 
growth  in these two countries (as well as  in Luxembourg) has been almost two times 
greater  than  the  OECD  average  over  this  period.  By  contrast,  countries  such  as 
Germany and France have experienced moderate (below average) health expenditure 
growth  of  around  2%  per  year  between 1995  and 2005,  partly  as  a  result  of  cost‐
containment  measures  and  slow  economic  growth  during  this  period.  Therefore, 
by 2005, expenditure on health per capita compared to an OECD average  in Germany 




the health  spending  to GDP  ratio  (figure 2.1) and health  spending per  capita  (figure 
2.3) should be considered together. Countries having a relatively high health spending 
to GDP ratio might have relatively  low health expenditure per capita, and conversely, 
countries with  relatively  low  health  expenditure  to GDP  ratio might  have  relatively 
high expenditure per capita. For example, Austria and Portugal both spent around 10% 
of  their  GDP  on  health;  however,  per  capita  spending  (adjusted  to  USD PPP)  was 
almost  70%  higher  in  Austria.  Also,  Greece  and  Japan  reported  a  similar  health 

































































with  health  expenditure  per  capita  at  a  level  of  less  or  close  to  a  half  the  OECD 
average.  
 
2.3 .  Public  expenditure  on  health  compared  to  total  government 
outlays 
 
Public  expenditure  on  health  has  also  been  growing  in  terms  of weight  in  total 
public expenditure. From figure 2.4 below we can see that almost every country shows 









































































































































































































































the  Political  Business  Cycles  (PBC)  theory,  where  we  study  conceptually  how  the 
politicians manipulate the economy  to achieve personal ends according  to  their own 
motivations or party ideology.    




The third and  last subsection of the  literature review  is about health expenditure 
drivers. We basically try to find if political factors (e.g. types of governments, election 
years)  had  already  been  tested  as  relevant  variables  to  explain  variations  in  health 





























differ  essentially  in  the motivation  of  policymakers,  as  well  as  in  the modeling  of 
expectations  formation.  These  differences  led  to  some  very  different  types  of 
politically  induced  economic  cycles.  Opportunistic models  were  first  formalized  by 
Nordhaus’s  (1975),  he  went  on  to  show  that  if  voting  was  based  on  economic 
performance in the recent past and if expectations of inflation were backward‐looking, 
an  opportunistic  incumbent  whose  objective  is  maximizing  the  probability  of 
reelection,  would  find  it  optimal  to  induce  an  inflation  unemployment  cycle 
corresponding  to  the  length  of  his  term,  with  there  being  a  boom  just  before  an 





starts  with  the  observation  that  right‐wing  and  left‐wing  parties  have  different 
positions on economic issues and hence different macroeconomic objectives (different 





be and monetary surprises  in order  to get  the  real effects. Also  the assumption  that 
monetary  policy  is  used  by  parties  in  government  to  achieve  unemployment  and 
growth  targets  is  an  unsatisfactory  one  given  the  independence  of  monetary 
authorities, namely the FED and the ECB. 
Subsequent  to  these  first  early models  there has been  a  large  amount of work. 











More  recently Drazen  (2000)  concluded  that models  based  on manipulating  the 
economy  via  monetary  policy  are  unconvincing  both  theoretically  and  empirically, 
while fiscal policies conform much better to the data and form a stronger basis for a 
convincing  theoretical model  of  electoral  effects  on  economic  outcomes.  Based  on 
Rogoff’s  (1990)  model  of  political  business  cycles,  extended  to  include  monetary 
policy,  Drazen  incorporated  both  monetary  and  fiscal  policies  in  a  rational 




On  the  empirical  side  there  has  been  extensive  work  testing  the  original  and 
subsequent models,  and more  generally,  looking  for  empirical  evidence  of  political 
determinants of business cycle activity. There are a number of clear electoral effects 
on  macroeconomic  variables.  Although  there  is  wide  agreement  that  aggregate 
economic conditions affect political outcomes, there is significant disagreement about 
whether there is opportunistic manipulation that can be observed in the case of macro 







Regularity 1  Aggregate  economic  conditions  before  an  election,  specifically  per 
capita  output  or  income  growth  (and  to  a  lesser  extent  inflation), 
have  a  significant  effect  on  voting  patterns  in  the  U.S.  and  other 
countries. 
Regularity 2  There  is no significant pre‐electoral  increase  in aggregate economic 
activity prior to elections in either the U.S. or the OECD countries. 
Regularity 3  In many OECD  countries  there  is  a  clear  post‐electoral  increase  in 




1980, but none  thereafter. There  is no evidence  for  the U.S. of an 
electoral cycle in the Federal Funds rate. 
Regularity 5  There is a clear partisan effect on economic activity in the U.S., with 







Regularity 6  There  is  no  consensus  on  the  role  of monetary  policy  or  inflation 
surprises in driving partisan effects, with views varying widely. 
Regularity 7  There  is  evidence  of  pre‐electoral  increase  in  transfers  and  other 






An alternative approach  is  that  fiscal policy  is  the key driving  force, especially  in 
pre‐electoral manipulation  in many  countries.  Tufte  (1978)  documents  a  number  of 
clear  incidents  of  pre‐electoral  opportunistic manipulation  of  fiscal  transfers,  both 
social on security payments and on veterans’ benefits. Keech and Pak (1989) found an 
electoral  cycle  for  veterans’  benefits  in  the U.S.  between  1961  and  1978.  Similarly, 
Alesina  (1988)  shows  that  there  was  an  electoral  cycle  in  the  net  social  transfers 
relative to GNP over the period 1961 to 1985. Alesina, Cohen, and Roubini (1992), as 
well  as  Alesina  and  Roubini  (1990),  find  evidence  for  an  opportunistic  cycle  in 
transfers. 
Some researchers have found that the fiscal cycle is especially strong in developing 
countries.  For  example,  in  Israel,  Ben‐Porath  (1975)  shows  convincingly  that 






17  Latin  American  countries  in  which  he  shows  that  over  the  period  1974‐1982, 
government expenditures increased by 6,3% in the pre‐election year and decreased by 






of  democracy  on  the  magnitude  of  fiscal  cycles.  Gonzalez  includes  two  further 
variables: the cost of removing a policymaker from office and “transparency”. Meaning 
the probability  that voters  learn about  the competence of  the  incumbent costlessly, 
that  is,  independent of signaling. They  found  that an electoral budget cycle emerges 
only  if  removing  a  politician  from  office  is  not  too  costly.  Transparency  also  has 
14 
 














Drazen  (2000)  presented  a  Active  Fiscal  –  Passive Monetary  (AFPM) model,  the 
fiscal  side  follows  the  model  of  Rogoff  (1990)  of  political  budget  cycles,  with  an 
incumbent using  fiscal policy  to help his  re‐election prospects. The monetary side of 
the model is consistent with that of Clarida, Gali and Gertler (1999), policy is controlled 
by  a  separate  monetary  authority,  which  may  nonetheless  accommodate  a  fiscal 
expansion. Drazen assumes heterogeneous voters meaning that a policymaker cannot 








of  much  scrutiny  and  debate  in  the  past  decades.  The  main  theoretical  debate 
concerns  the relative weight of socio‐economic and political variables  in determining 
policy outputs. Advocates of the so‐called ‘convergence’ school of thought argue that 
industrialized  societies  of  the  twentieth  century  have  become  increasingly  similar, 
facing  the  same  kind  of  problems  and  applying  the  same  kind  of  solutions. 
Consequently, so the argument goes, political, institutional and cultural differences do 
not matter much when  it  comes  to  explaining  variations  in  policy  outputs  (Skinner 
1976; Thomas 1980).  In  reaction  to  the  convergence argument, policy  scholars have 
suggested  that  indeed  politics  does  matter  (Castles  &  McKinlay  1979b).  Without 
denying the importance of economic factors, advocates of the ‘politics matters’ school 
of  thought  argue  that  there  is  a  correlation  between  partisan  variables  and  policy 
outputs.  One  key  hypothesis  of  the  partisan  theory  is  that  there  exists  a  law‐like 




in  the  left‐right party  composition of government are hypothesized  to be  related  to 
changes in policy making. 
For  example  both  Solano  (1983)  and  Swank  (1988)  focus  on  the  relationship 
between  the  total  government  spending  as  a  percentage  of GDP  and  the  left‐right 
party  composition of  the government across  roughly  similar  sets of OECD  countries. 
Swank found that changes in the party composition of government are associated with 
variations in spending but Solano found no party effect on public spending. 
Pampel  and  Williamson  (1988)  and  Hicks  et  al.  (1989)  examine  the  impact  of 
parties  on  welfare  expansion  in  advanced  liberal  democracies.  However  their 
conclusions disagree. Pampel and Williamson  find no significant correlation between 
the party  composition  of  the  government  and welfare expansion; Hicks,  Swank  and 
Ambuhl  find  that  left  governments  generate  an  increase  in  the  rate  of  welfare 
expansion while governments of the right are associated with a decrease in the rate of 




understandable  theoretical  point  of  reference,  but  it  lacks  scientific  coherence  and 
directionality  (McKinlay 1996). This  fact  is puzzling because qualitative  studies often 
support  the  idea  that  the  left‐right  partisan  division  matters  for  policy  outputs 
(Klingemann et al. 1994; Stokke 1989), one possibility  is  that parties matter  in many 
different  ways  which  are more  difficult  to  capture  in  quantitative  studies  than  in 
qualitative  studies.  In  other words,  partisan  effects would  be  too  subtle  to  ensure 
sufficient robustness of cross‐sectional statistical estimates. Another possibility is that 
some  empirical  studies may  have  tested  the  partisan  influence  hypothesis with  the 
wrong methodology or with the wrong variables.   
 





right  party  impact?  Are  partisan  cycle  explanations  more  sensitive  to  substantive 




(71  percent)  of  the  estimates  fail  to  support  the  hypothesis.  Applying  the  ‘vote‐




‘combined  tests’  technique  to generate an  ‘average effect  size’ of  left‐right partisan 
impact  on  policy.  The  average  correlation  of  0.28  effect  between  party  and  policy 
indicates  that approximately 8 percent of  the variation  in policy output  is accounted 
for by  the variation  in  the  left‐right party composition of a government. However, a 










in  empirical  tests  of  left‐right  partisan  theory.  Success  occurs more  frequently with 
multivariate  tests, with measures  of  the  size  of  the  state  as  opposed  to measures 
based on specific policy domains  (especially  foreign affairs and  the economy), based 
on post‐1973 data and with a measure of party strength based on popular vote. When 
other explanatory variables are kept constant, multivariate tests of the  impact of the 
left‐right division  of  the popular  vote on  the  size of  the  state during  the post‐1973 
period  are  approximately  three  times more  likely  to be  reported  as  successful  than 













would be more  successful  than pre‐1973  tests because  they are  reported  in  studies 
that  are more  recent  and  therefore methodologically more  sophisticated. However, 
the data do not support  this  interpretation.  In order  to  test  for a separate effect  for 
methodological  improvement over time,  Imbeau, Petry and Lamari  included the year 
of  publication  of  individual  studies  as  an  additional  control  and  found  that  the 
coefficient  was  not  significant.  They  suggest  a  better  explanation;  the  left‐right 





of government. The data  therefore  suggest a  strengthening of  the  left‐right partisan 
divide over total government spending (and a decrease in the left‐right partisan divide 
over welfare spending) in OECD countries during the period of analysis. This appears to 
be  compatible  with  the  view  of  two  historically  divergent  periods,  each  one 
characterized  by  a  distinct  partisan  climate:  the  pre‐1973  years  coincide with  high 
economic growth and a broad  left‐right consensus over macroeconomic  implications 
of  public  policy.  In  this  context,  left‐right  partisan  conflicts  occurred  mainly  over 
welfare  spending  as  a  means  of  redistributing  a  society’s  abundant  resources.  By 
contrast,  the  post‐1973  period  is  characterized  by  lower  rates  of  growth,  higher 
inflation and unemployment and increased left‐right conflicts over the appropriate size 










































































































Table  3.3  –  Literature  review  on  health  care  expenditure  related  to  demographic 
variables 
Author  Year  Countries  Empirics  Main conclusions 





































































































































         
         











































the  authors  pointing  to  the  fact  that  at  the  proximity  to  death  individuals  increase 
health expenditure, though we cannot say that proportion of population aged over 65 





Table  3.4  –  Literature  review  on  health  care  expenditure  related  to  other  variables 
than income and demographics 




























         
         
Table 3.4 (continued) 
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Many  authors  have  searched  for  explanatory  variables  for  variations  of  health 
expenditure.  In  the  table  above  we  present  some  of  the  most  relevant  papers 
published,  in  some  cases  the  authors  claim  that  strong  correlations  have  been 
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and  contradicted  each  other  basing  their  studies  in  different  approaches  although 
using  the  same  data.  As  econometrics  evolve  this  kind  of  situation  is  expectable, 





The main hypothesis that we discuss  in this paper  is that political  factors actually 
do influence public health expenditure; we expect to find evidence of this, not basing 
our research on temporary shocks as most researchers do, but on structural breaks on 
the  expenditure  series.   Usually when  researchers  try  to  account  for  the  structural 






















information,  that  is  to say we do not  test specific dates when we are  identifying  the 
breaks we simply compute the most relevant breaks  in each series  following Bai and 
Perron  (2003). The only  restriction  that we  impose  in  the process of  identifying  the 
structural breaks  is that they cannot occur within a four observations radius between 
each other. This  is both a  logical  imposition since governments are supposed to hold 
office for four years and a methodological imposition since a time series with less than 
four observations fail to produce statistically significant estimators for trend and level 
coefficients. Anyway;  this  restriction  is not  so  significant  since almost every break  is 
estimated to occur farther from each other than four observations.  
In  every  country  included  in  our  data  set  the  government  proposes  and  is 
responsible for the annual state budget. That means that governments take decisions 
every year about the public expenditure composition and have a significant impact on 
the  economy.  The  points  when  the  probability  of  significant  breaks  occurrence  is 
higher  should  be  when  there  are  government  changes,  namely  after  or  before 




Relaying  on  fundamentals  of  the  ideology  we  should  expect  leftwing  parties  to 
increase social expenditure once they are elected, and eventually  increase the public 
share in sectors like education and health (Glyn 2001). Rightwing parties are expected 
not  to  increase,  or  even  reduce  social  expenditure  and  eventually  decrease  the 




relevant  variable when we  think  of  public  expenses,  than  election  years  should  be 










relies  on  two main  sources. Macroeconomic  indicators  and  Health  expenditure  are 
from OECD – Health Data (2008) while political data is taken from Budge et al. (1993), 
updated  to  1995  by  Woldendorp  et  al.  (1998)  and  updated  again  to  2006  by 
Armingeon et al. (2008). 










We  have  started  our  research  by  analyzing  individually  all  the  time  series. 










multiple structural changes  in a  linear model estimated by  least squares.   The results 
are obtained under a general  framework of partial structural changes which allows a 
subset  of  the  parameters  not  to  change  (and,  of  course,  includes  a  pure  structural 
change model as a special case). They also addressed the important problem of testing 
for multiple  structural  changes:  a  sup Wald  type  tests  for  the null hypothesis of no 
changes  versus  an  alternative  containing  an  arbitrary  number  of  changes  and  a 













on  the  principle  of  dynamic  programming  which  requires  at  most  least‐squares 
operations of order O(T2)  for any number of breaks. Their method can be applied  to 
both  pure  and  partial  structural  change models.  They  also  consider  the  problem  of 
forming confidence  intervals for the break dates under various hypotheses about the 
structure of the data and errors across segments. In particular, we may allow the data 
and  errors  to  have  different  distributions  across  segments  or  impose  a  common 
structure.  The  issue  of  testing  structural  changes  is  also  tested  under  very  general 
conditions  on  the  data  and  the  errors.  They  also  discuss  how  the  tests  can  be 
constructed allowing different serial correlation in the errors, different distribution for 
the data and the errors across segments or  imposing a common structure. They also 
address  the  issue  of  estimating  the  number  of  breaks.  To  that  effect  they  discuss 






each  variable  on  a  constant  and  on  time.  Consider  the  following  linear  regression 
model with m breaks (m+1 regimes): 
 
         1, … ,  
 
for  1, … , 1. In this model    is the observed dependent variable at time t,   
and   are the vectors of coefficients of a constant and time;    is the disturbance at 
time t. The indices ( , … , ), or the break points, are explicitly treated as unknowns 
(we use the convention that  0 and  ). The purpose of this is to estimate 

















Let   and      denote  the  estimates  based  on  the  given m‐partition 
, … ,  denoted  . Substituting these in the objective function and denoting the 
resulting  sum  of  squared  residuals  as  , … , ,  the  estimated  break  points 
, … ,   are  such  that  , … , ,…, , … , ,  where  the 
minimization is taken over all partitions  , … ,  such that  , … , . Thus the 
break‐point estimators are global minimizers of the objective function. The regression 
parameter  estimates  are  the  estimates  associated  with  the  m‐partition  ,  i.e. 
, . Since, the break points are discrete parameters and can only 
take  a  finite  number  of  values,  they  can  be  estimated  by  a  grid  search.  This 
computational method  becomes  rapidly  excessive  when  2.  Fortunately,  there 



























The vertical axis  represents  the  initial date of a  segment and  the horizontal axis  the ending 
date.  Each  entry  represents  an  estimated  sum  of  squared  residuals  corresponding  to  the 
associated segment. The global sum of squared residuals for any m‐partition  , … ,   and 
for any value of m must necessarily be a particular  linear combination of  these  1 /2 












1  a  a  o  o  b  b  b  b  b  b 
2  ∙   a  a  c  c  b  b  b  b  b 
3  ∙   ∙   a  a  c  b  b  b  b  b 
4  ∙   ∙   ∙   a  a  o  o  b  b  b 
5  ∙   ∙   ∙   ∙   a  a  o  b  b  b 
6  ∙   ∙   ∙   ∙   ∙   a  a  d  d  b 
7  ∙   ∙   ∙   ∙   ∙   ∙   a  a  d  o 
8  ∙   ∙   ∙   ∙   ∙   ∙   ∙   a  a  o 
9  ∙   ∙   ∙   ∙   ∙   ∙   ∙   ∙   a  a 











In practice,  less than  1 /2 segments are permissible. First, some minimum 
distance,  , between each break may be imposed. In our case we have always tried to 










achieves a global minimization of  the overall  sum of  squared  residuals. This method 
essentially  proceeds  via  a  sequential  examination  of  optimal  one‐break  (or  two 
segments) partitions. Let  ,  be the sum of squared residuals associated with 
the optimal partition containing   breaks using  the  first   observations. The optimal 
partition solves the following recursive problem: 
,  min , 1,  
 
The  procedure  starts  by  evaluating  the  optimal  one‐break  partition  for  all  sub‐
samples  that allow a possible break  ranging  from observations    to  . Hence, 
the first step is to store a set of  1 1 optimal one‐break partitions along 
with  their  associated  sum  of  squared  residuals.  Each  of  the  optimal  partitions 
correspond to subsamples ending at dates ranging from 2  to  1 . 
The next step  is  to search  for optimal partitions with  two breaks. Such partitions 
have ending dates ranging from 3  to  2 . For each of these possible ending 
dates, the procedure looks at which one‐break partition (saved earlier) can be inserted 
to  achieve  a  minimal  sum  of  squared  residuals.  The  outcome  is  a  set  of   
1 1  optimal  two  breaks  (or  three  segments)  partitions.  The  method 
continues  sequentially  until  a  set  of  1 1  optimal  1   breaks 
partitions are obtained with ending dates ranging from  1  to  2 . The final 
step  is  to  see  which  of  these  optimal  1   breaks  partitions  yields  an  overall 
minimal  sum of  squared  residuals when  combined with  an  additional  segment.  The 
method  can  therefore  be  viewed  as  a  sequential  updating  of  1 1 




A central  result  in Bay and Perron  (1998) concerns  the convergence of  the break 
fractions   and the rate of convergence. The results obtained show not only that 
 converges to its true value   but that it does so at the fast rate  , i.e. 
1  for all  . It is important, however, to note that this rate   convergence pertains 
to the estimated break fractions   and not to the break dates   themselves. For the 
latter,  the  result  shows  that with  a probability  arbitrarily  close  to one,  the distance 
between   and    is,  in  large  samples, bounded by a  constant  independent of  the 
sample size. 
This  convergence  result  is  obtained  under  a  very  general  set  of  assumptions 
allowing a wide variety of models. It, however, precludes integrated variables (with an 
autoregressive unit root) but permits trending regressors. The assumptions concerning 
the nature of  the errors  in  relation  to  the  regressors  ,  are of  two kinds. First, 
when  no  lagged  dependent  variable  is  allowed  in  , ,  the  conditions  on  the 








Bay and Perron  (2000) present an extensive simulation analysis pertaining  to  the 
size  and power of  the  tests,  the  accuracy of  the  asymptotic  approximations  for  the 





of  at  least  one  break,  then  the  number  of  breaks  can  be  decided  based  upon  a 
sequential  examination  of  the  1|   statistics  constructed  using  global 
minimizers for the break dates (i.e. ignore the test  1|0  and select   such that the 




Often, an  investigator wishes not  to pre‐specify a particular number of breaks  to 
make  inference.  Bai  and  Perron  (1998)  have  introduced  two  tests  of  the  null 
hypothesis of no structural break against an unknown number of breaks given some 
upper  bound M.  These  are  called  the  double maximum  tests.  The  first  is  an  equal 
weighted  version  defined  by  UD  maxFT(M,q)=max1≤m≤MFT( ,…,  ;q),  where  
/   (j=1,…,m) are  the estimates of  the break points obtained using  the global 
minimization of the sum of squared residuals. The second test applies weights to the 
individuals  tests such  that  the marginal p‐values are equal across values of m and  is 
denoted WD maxFT(M, q). 
 
5.2.5 A Test of   versus   Breaks 
 
Bai and Perron (1998) proposed a test for   versus   +1 breaks, labeled supFT(  +1| 
). The method amounts to the application of ( +1) tests of the null hypothesis of no 
structural  change  versus  the  alternative  hypothesis  of  a  single  change.  The  test  is 
applied to each segment containing the observations   to     1 … . , 1 . We 
conclude  for a rejection  in  favor of a model with  (  +1) breaks  if  the overall minimal 
value of the sum of squared residuals (over all segments where an additional break is 





















24  22 20 10 8 8  8  4
  38 31 20 17 17  17  8
    41 31 21 21  21  17
      41 31 31  26  21
        41 35  30  26
          41  34  30
            41  34






























Valid cases:            47  Dependent variable:  Y          
Missing cases:        0  Deletion method:  None 
Total SS   :  54,853  Degrees of freedom:  35 
R‐squared:  0,983  Rbar‐squared:  0,978 
Residual SS:  0,907  Std error of est:  0,161 
F(12,35):  173,413  Probability of F:  0 
Durbin‐Watson:  2,035       
         




X01  2,479  0,125  19,756  0,000 
X02  0,130  0,025  5,223  0,000 
X03  0,528  0,275  1,916  0,064 
X04  0,317  0,021  15,235  0,000 
X05  ‐2,310  1,406  ‐1,642  0,109 
X06  0,430  0,072  5,972  0,000 
X07  1,776  0,473  24,922  0,000 
X08  ‐0,238  0,018  ‐13,402 0,000 
X09  6,385  0,649  9,838  0,000 
X10  ‐0,044  0,018  ‐2,496  0,017 
X11  ‐3,930  1,714  ‐2,293  0,028 






























integrated.  The  results  could  be  further  supported  using  the  method  of  Havrey, 
Leybourne  and  Taylor  in  “Simple,  robust  and  powerful  tests  of  the  breaking  trend 





testing  whether  if  those  breaks  were  somehow  induced  or  influenced  by  political 
changes, namely ideological changes in government.   






























Australia   1964  1968  1977  1981  1987  1991  1999   
France   1974  1979  1987  1992  1999       
Greece   1973  1978  1983  1992  1997       
Denmark   1969  1973  1980  1986  1993  2001     
Netherlands   1974  1979  1982  1989  1993  2001     
Austria   1974  1977  1980  1987  1992  1997  2000   
Belgium   1974  1979  1983  1987  1992  1999  2003   
Canada  1972  1981  1988  1991  1995  2000     
Finland   1973  1978  1986  1989  1992  1996  2001   
Germany   1972  1975  1978  1981  1990  1993  1999  2003 
Iceland   1972  1982  1986  1993  2001       
Ireland   1977  1986  1989  1993  2000       
Italy   1974  1979  1983  1990  1993  1999     
Japan   1973  1978  1984  1987  1991  1997  2001   
New Zealand   1973  1978  1985  1990  1996       
Norway   1979  1982  1985  1989  1992  1996  2000  2003 
Portugal  1972   1975  1981  1984   1992  2000     
Spain   1973  1984  1990  1994  1999       
Sweden   1972  1976  1980  1983  1989  1993  1997  2000 
Switzerland   1974  1979  1983  1986  1990  1995  1999  2002 
United Kingdom   1972  1975  1978  1981  1989  1992  1999   
United States   1972  1975  1978  1983  1990  1995  2000   








































































This  Section  is  composed  by  3  subsections;  on  6.1  we  present  all  dependent 










1    





This  is one of the most  important series used, since public expenditure  is directly 
defined  by  the  government,  therefore  it  may  be  a  good  indicator  to  whether  a 
government tends to spend more or less than the previous one.  
Also  it  is  clearly  a  social  expenditure  and  one  should  expect  to  see  some 





horizon  in government decisions.  In other words,  if we  realize  that political  changes 














Using  the  Total  Expenditure  instead  of  just  the  Public  Expenditure  will  work 
basically  as  a  control  parameter  in  the  sense  that we  should  not  expect  the  same 
results or at least not the same impact strength of the political factors. Because Total 







never  directly,  so  we  expect  very  weak  influence  of  political  factors  to  this  series 




With  the  inclusion of  this  series we will  try  to measure which political  factors,  if 
any, affect Public share in Total health expenditure, for example we should expect that 
leftwing  cabinets  would  tend  to  increase  this  share  relying  on  their  social 
fundamentals. 
 




‐ Election year  _ : this is a binary variable which takes the value 1 
if there is an election on that year and 0 otherwise. 
‐ Gov. right  _ : cabinet composition; right wing parties  in percentage 
of total cabinet posts, weighted by days. 
‐ Gov.  left  _ :  cabinet  composition;  left wing parties  in percentage of 
total cabinet posts, weighted by days. 
‐ Majority    (from Woldendorp  et  al.  (1998)): binary  variable which 
takes the value 1 if there is a majority in office that year 
Majority  
1  . 4
0            
 
“gov_type”  Type  of  Government.  Classification:  (1)  single  party  majority 
government  (2) minimal winning coalition  (3) surplus coalition  (4) single party 







‐ Coalition    (from Woldendorp et al.  (1998)): binary variable which 
takes the value 1 if there is a coalition in office that year 
Coalition  
1  . 2; 3; 5




‐ Break GDP  _  
‐ Break Government Consumption  _ _  
‐ GDP Growth rate  _ _  




We have  constructed nine different models, each one with a  specific purpose  in 
testing political variables impact in the structural breaks of the series above.    
For each model we tested one by one all health series as dependent variables and 















1 _ 2 _ 3 _ _














Coefficient  0,35*** 0,38*** 0,32*** 0,35*** 0,33*** 0,33***  0,33***
p‐value  0,00  0,00  0,01  0,01  0,01  0,01  0,01 
Break GDP 
Coefficient    0,53***   0,47***      
p‐value    0,00    0,00       
Break Gov. Cons. 
Coefficient      0,54*** 0,52***      
p‐value      0,00  0,00       
GDP Growth rate 
Coefficient          0,80    ‐0,18 
p‐value          0,73    0,94 
Gov. Cons. Growth 
rate 
Coefficient            1,94  1,98 
p‐value            0,21  0,22 
Included observations  815  704  735  704  711  711  711 
Obs with Dep=0  700  602  630  602  607  607  607 
Obs with Dep=1  115  102  105  102  104  104  104 
McFadden R‐squared  0,014  0,036  0,038  0,058  0,013  0,015  0,015 
Akaike info criterion  0,808  0,807  0,798  0,791  0,830  0,828  0,831 
Schwarz criterion  0,819  0,826  0,816  0,817  0,850  0,847  0,857 
Sum squared resid  97,59  84,24  86,80  82,23  87,79  87,53  87,54 
 
From  the  table  above  we  can  clearly  conclude  that  structural  breaks  in  Public 
Health expenditure as a percentage of the GDP have higher probability of occurring in 




In every variant of  the model,  the variable Election_year  is statistically significant 
for very high levels of significance, no matter what control variables are included. This 
result  is  very  interesting  and  favorable  to  the  hypothesis  that  political  factors  are 
actually one of  the  reasons  for occurrence of breaks  in public expenditure. Although 
we  cannot  conclude  yet  that  ideology  has  a  significant  role  because  government 
changes are not necessarily  ideological changes, we have an  indication  that  is surely 
worth  investigating. Besides that possible partisan effect, the opportunistic case may 
also be an explanation especially if the break occurs right before the election or if the 









Breaks  in  GDP  and  breaks  in  government  consumption  also  produce  significant 
coefficients. We  included  these variables  just as controls,  the  strong correlation was 
expectable.  
The dependent variable is a ratio of the expenditure series over GDP which means 
a  break  on GDP  represents  a  break  in  the  denominator  and  consequently  it might 
represent  a  break  in  our  dependent  variable  unless  the  numerator  moves 
proportionately  in  the  same  direction,  but  these  breaks  should  be  controlled  for 
because  they do not result  from a direct effect of policy  towards health expenditure 
and that is the reason for the inclusion of break_GDP as a control variable. 
We  also  decided  to  include  breaks  on  government  consumption  as  a  control 
variable because we are specifically investigating breaks in health expenditure and not 
in  total  government  outlays,  so  the  breaks  in  health  expenditure  that  are  a 
consequence  of  a  broader  change  in  policy  that  affects many  other  public  sectors 
should be controlled for. 
 









Coefficient  0,29*** 0,24** 0,21* 0,21* 0,25** 0,25** 0,25** 
p‐value  0,01  0,04  0,08  0,08  0,04  0,04  0,04 
Break GDP 
Coefficient     0,42***    0,36***      
p‐value     0,00     0,01       
Break Gov. Cons. 
Coefficient        0,64*** 0,60***      
p‐value        0,00  0,00       
GDP Growth rate 
Coefficient              0,48   0,22 
p‐value              0,84    0,93 
Gov. Cons. Growth 
rate 
Coefficient                0,61 0,57 
p‐value                0,70  0,74 
Included observations  899  764 800 764 773 773 773 
Obs with Dep=0  786  662 696 662 670 670 670 
Obs with Dep=1  113  102 104 102 103 103 103 
McFadden R‐squared  0,009 0,020 0,042 0,051 0,007 0,007 0,007 
Akaike info criterion  0,754 0,778 0,748 0,756 0,787 0,787 0,790 
Schwarz criterion  0,764 0,796 0,765 0,780 0,805 0,805 0,814 
Sum squared resid  98,07 86,79 87,13 84,35 88,74 88,73 88,73 
 
As we expected the Election_year also has a significant impact on the probability of 




years  of  elections  do  not  seem  to  have  the  same  impact  on  the  probability  of 
occurrence  of  structural  breaks  in  Total  Health  expenditure  as  they  have  in  Public 





To  further strengthen  this  result we will next compute  the very same model and 
variants  with  structural  breaks  in  Private  Health  expenditure  share  on  GDP  as 
dependent variable. 








Coefficient  0,15 0,16 0,13 0,14 0,16 0,17 0,17 
p‐value  0,22  0,24  0,30  0,29  0,22  0,21  0,21 
Break GDP 
Coefficient     0,29*    0,27*      
p‐value     0,06     0,08       
Break Gov. Cons. 
Coefficient        0,19 0,17      
p‐value        0,21  0,29       
GDP Growth rate 
Coefficient              -0,17   0,27 
p‐value              0,95    0,92 
Gov. Cons. Growth 
rate 
Coefficient                -0,87 -0,93 
p‐value                0,61  0,60 
Included observations  826  715 746 715 721 721  721
Obs with Dep=0  735 633 664 633 640 640 640 
Obs with Dep=1  91 82 82 82 81 81 81 
McFadden R‐squared  0,003 0,009 0,005 0,011 0,003 0,004 0,004 
Akaike info criterion  0,697 0,714 0,697 0,716 0,709 0,709 0,711 
Schwarz criterion  0,708 0,734 0,716 0,741 0,728 0,728 0,737 
Sum squared resid  80,82 72,08 72,68 71,95 71,74 71,71 71,71 
 
As  earlier  anticipated,  Election_year  is  not  statistically  significant  for  predicting 
structural breaks  in Private Health expenditure  share on GDP. The  lowest p‐value  is 
achieved  in  the  last  two  variants  where  we  did  not  include  Break  GDP  nor  Break 
Government  Consumption  as  regressors.  Even  in  these  variants  the  p‐value  is  21% 
which is too high for the coefficient to be considered relevant. 
Also  an  interesting  point  is  to  notice  that  the  control  variable  breaks  on 
government  consumption  completely  loses  its  strength;  breaks  on  GDP  remain 
43 
 
relevant  explanatory  variables  but  loose  significance  and  the  coefficients  decrease 
sharply.  
 
We will  now  examine  the  results  for  Public  Current  Expenditure  on Health  and 
Public  Investment on Medical Facilities, both as percentage of Public Expenditure on 
Health. With these two series we should be able to take some conclusions about the 
time  horizon  relevant  for  political  decisions.  Government  expenditure  can  be 
categorized  into  either  'current  expenditure'  or  'investment  expenditure'.  Current 
expenditure  is  recurring  spending  or,  in  other  words,  spending  on  items  that  are 
consumed and only last a limited period of time. They are items that are used up in the 
process  of  providing  a  good  or  service.  In  the  case  of  the  health  sector,  current 
expenditure  would  include  salaries  and  expenditure  on  consumables  ‐  stationery, 
drugs for health service, bandages and so on. 




The breakdown between  these  two  types of  spending  is  very  important. Capital 
expenditure  has  a  lasting  impact  on  the  economy  and  helps  to  provide  a  more 
efficient,  productive  economy.  A  new  hospital,  for  example,  will  be  much  more 




























Coefficient  0,29** 0,38*** 0,37*** 0,39*** 0,40*** 0,38*** 0,39*** 
p‐value  0,03  0,01  0,01  0,01  0,00  0,01  0,01 
Break GDP 
Coefficient     0,07    0,08      
p‐value     0,70     0,66       
Break Gov. Cons. 
Coefficient        -0,03 -0,09      
p‐value        0,87  0,61       
GDP Growth rate 
Coefficient          4,49   3,72 
p‐value          0,13    0,23 
Gov. Cons. Growth 
rate 
Coefficient            2,26 1,56 
p‐value            0,21  0,41 
Included observations  626  566 576 566 555 555  555
Obs with Dep=0  542 490 499 490 479 479 479 
Obs with Dep=1  84 76 77 76 76 76 76 
McFadden R‐squared  0,009 0,017 0,015 0,017 0,023 0,021 0,024 
Akaike info criterion  0,788 0,786 0,785 0,789 0,791 0,793 0,794 
Schwarz criterion  0,802 0,809 0,808 0,820 0,815 0,816 0,825 





coefficients  are  higher  and more  significant  in  this  case  than  in  the  case  of  Public 
Expenditure on Health share on GDP. This means that elections seem to have a higher 
impact  on  current  expenditure  than  on  total  expenditure,  and  according  to  our 
interpretation this is a clear indication that political factors have more impact on short‐
term  oriented  expenses  and  it  can  also  be  a  strong  support  of  the  opportunistic 
political behavior theory. 
It  is worth noticing that the control variables are all  insignificant  in this model; no 
breaks  on GDP  or  on  government  consumption  seem  to  increase  the  probability  of 
breaks occurring in the share of current expenditure on total public expenditure. 
 

















Coefficient  0,06 0,12 0,12 0,12 0,11 0,11 0,11 
p‐value  0,64  0,39  0,38  0,38  0,44  0,45  0,45 
Break GDP 
Coefficient    -0,19   -0,18      
p‐value    0,31    0,34       
Break Gov. Cons. 
Coefficient      -0,04 -0,07      
p‐value      0,81  0,68       
GDP Growth rate 
Coefficient          2,06   1,54 
p‐value          0,45    0,60 
Gov. Cons. Growth 
rate 
Coefficient            1,29 0,93 
p‐value            0,47  0,62 
Included observations  661  601 611 601 589 589  589
Obs with Dep=0  579 526 535 526 515 515 515 
Obs with Dep=1  82 75 76 75 74 74 74 
McFadden R‐squared  0,000 0,004 0,002 0,005 0,003 0,003 0,003 
Akaike info criterion  0,756 0,760 0,760 0,763 0,764 0,764 0,767 
Schwarz criterion  0,769 0,782 0,781 0,792 0,787 0,787 0,797 
































Coefficient  0,17 0,20 0,17 0,20 0,16 0,15 0,15 
p‐value  0,14  0,12  0,16  0,11  0,20  0,23  0,23 
Break GDP 
Coefficient     0,27*    0,28*      
p‐value     0,06     0,06       
Break Gov. Cons. 
Coefficient        -0,09 -0,08      
p‐value        0,58  0,61       
GDP Growth rate 
Coefficient              2,43   1,27 
p‐value              0,30    0,61 
Gov. Cons. Growth 
rate 
Coefficient            2,67* 2,42 
p‐value            0,08  0,13 
Included observations  815  704 735 704 711 711  711
Obs with Dep=0  702 605 631 605 609 609 609 
Obs with Dep=1  113 99 104 99 102 102 102 
McFadden R‐squared  0,003 0,009 0,004 0,010 0,005 0,008 0,009 
Akaike info criterion  0,807 0,813 0,821 0,816 0,827 0,824 0,827 
Schwarz criterion  0,819 0,833 0,839 0,841 0,846 0,843 0,852 
Sum squared resid  97,07 84,410 89,02 84,36 86,98 86,61 86,55 
 
The coefficients are significant for  low demanding  levels,  in the first four variants. 
When we  include GDP Growth  rate or Government Consumption Growth  rate  in  the 
model,  election_year  looses  significance.  So we  do  not  have  a  clear  picture  to  say 
whether or not elections  influence  the public  share  in  Total  Expenditure on Health. 
Maybe the multinomial probit models can provide us a different view.  
 
The  first model  apparently  leads  to  two  important  conclusions: elections have  a 
significant impact in structural breaks of public expenditure on health series, so there 
is  an  obvious  political  factor  determining  the  break  dates. Other  conclusion  is  that 
elections  have  a much  higher  impact  on  the  breaks  of  current  expenditure  than  in 
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5 _  _ 6 _ _ _  
 
In  the  second  model  we  replaced  Election_year  by  two  ideology  variables  as 
defined in Armingeon et al (2006):  
 




























































































Recalling  that  the break year  is no more  than  the  turning point, we  thought  that 
interesting results could be found if we use lagged variables by one observation either 
before  or  after  the  break  year.  To  test  that  possibility we  have  also  computed  this 
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immediately  tend  to  assume  that  they  are  more  powerful  and  more  capable  of 
implementing  reforms and significant policy changes.  If  that’s  true we should expect 
more breaks  in public expenditure when majority governments hold cabinet. On  the 
other hand majority governments are also associated with political stability and in that 
case we should expect  fewer trend breaks  in public expenditure during their term  in 




of governments, and have  tested  them against data on  the 196 governments which 
have  held  office  in  countries  holding  democratic  elections  throughout  the  post‐war 
period. Their definition of government stability is simply the duration of government in 
days.  They  found  a  fairly  strong  relation  between  governmental  stability  and  the 
fractionalization of the parliamentary party system. One‐party governments were very 
significantly  more  stable  than  coalition  governments.  Majority  governments  were 
significantly more stable than minority governments. Neither the number of parties in 
the  opposition  nor  the  fractionalization  of  the  opposition  significantly  affected 
governmental  stability. Measures  of  fragmentation  which  also  took  account  of  an 
assumed ‘left‐right’ ordering of the parties were no better predictors.   
 
In  the  case  of  our  model  we  did  not  find  many  interesting  results.  The  only 
dependent variable  that produces  significant coefficients  is Total Health Expenditure 












Majority  ‐0,23*  0,09  0,06 ‐0,10 ‐0,10  0,05
0,10  0,56  0,72  0,49  0,51  0,75 
Break GDP  0,41***  0,46*** 0,32** 0,25 0,06  ‐0,13
0,01 0,00  0,04 0,11 0,72  0,50 
Break Cons  0,67***  0,59*** 0,25 0,03 ‐0,02  0,01
0,00 0,00  0,13 0,86 0,90  0,94 
 
 
As we  can  see  in  the  first  row  the  coefficient  associated with majority  is  only 
significant  (if  we  are  not  much  demanding  on  significance  levels)  with  the  first 
dependent variable and  it  is negative which means  that when majority governments 
hold cabinet is less probable that a break occurs in that variable. 





For  the  same  reasons  discussed  previously,  we  thought  it  might  be  useful  to 




















Majority (‐1)  ‐0,140  0,239 0,062 0,053 ‐0,110  0,040
0,33  0,13  0,69  0,72  0,49  0,81 
Break GDP  0,404***  0,464*** 0,318** 0,248 0,054  ‐0,128
0,01  0,00 0,04 0,11 0,76  0,50
Break Cons  0,659***  0,593*** 0,244 0,016 ‐0,031  0,011





If we  recall  the  results  presented  in Model  that  clearly  shown  the  relevance  of 
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Coalition  governments  include  different  parties,  and  eventually  different 
ideologies.  That may  sometimes  be  a  barrier  to  implement  broad  political  changes 





















Coalition  ‐0,14  ‐0,09 ‐0,13 ‐0,19 ‐0,03  0,05
0,25  0,48  0,31  0,12  0,84  0,73 
Break GDP  0,41***  0,46*** 0,32** 0,24 0,06  ‐0,13
0,01  0,00 0,04 0,13 0,72  0,50
Break Cons  0,66***  0,60*** 0,25 0,03 ‐0,03  0,01
0,00  0,00 0,13 0,86 0,89  0,95
The coefficient associated with Coalition  is always negative except for  investment 
on medical facilities but  just significant when the dependent variable  is Public Health 
Expenditure  share on  Total Health  Expenditure which means  that  the probability of 
occurrence of breaks under a coalition government is smaller for this variable.  







model 4  and  all  variants with one  year  lag  in Coalition.  In  this  case  two dependent 












Coalition (‐1)  ‐0,185  ‐0,107 ‐0,149 ‐0,183 ‐0,026  ‐0,052
0,13  0,39  0,25  0,14  0,85  0,71 
Break GDP  0,407***  0,457*** 0,315** 0,233 0,060  ‐0,127
0,01  0,00 0,04 0,13 0,74  0,50
Break Cons  0,659***  0,594*** 0,242 0,023 ‐0,029  0,016
0,00  0,00 0,13 0,89 0,88  0,93
 
For  both  dependent  variables  that  produced  significant  results  the  coefficient 
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Coalition  also  appears  closely  relevant  in  this  model  for  the  same  dependent 
variable as before, that  is Public Expenditure on Health share of Total Expenditure on 




variables  lagged  by  one  year.  Once  again  the  results  did  not  change  much  when 





structural  breaks  being  generated  in  those  years.  We  also  saw  that  left  or  right 
governments do not seem to have different probabilities to induce structural breaks in 
expenditure series. 
Coalition  and majority governments  although  appear  to have  some  influence on 
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0,94*** 0,12 0,17 ‐0,15 0,49  0,00
0,00  0,69  0,60  0,65  0,18  1,00 
Election_year*gov_right(+1)  ‐0,01** 0,01 0,00 0,01 0,00  0,00
0,03 0,15 0,84 0,13 0,40  0,69
Election_year*gov_left(+1)  ‐0,01*** 0,00 0,00 0,00 ‐0,01  0,00
0,01 0,92 0,86 0,32 0,14  0,67
Gov_right(+1)  0,00 0,00* 0,00 0,00* 0,00  0,00
0,23 0,09 0,71 0,09 0,62  0,35
Gov_left(+1)  0,00 0,00 0,00 0,00 0,01*  0,00
0,44 0,48 0,57 0,49 0,06  0,51
Break GDP  0,35** 0,47*** 0,32** 0,35** ‐0,11  ‐0,15
0,02 0,00 0,04 0,02 0,57  0,43
Break Gov. Cons.  0,60*** 0,52*** 0,14 ‐0,17 ‐0,12  ‐0,11
0,00 0,00 0,39 0,32 0,53  0,57
 
Looking  at  the  first  column we  get  somewhat  unexpected  results.  Election_year 
remains  a  critical  point  for  inducing  breaks  but  both  left  and  right  ideology 
governments when elected diminish the probability of inducing breaks. 




public  health  expenditure  as  a  dependent  variable,  elections  seem  to  lose  its 
54 
 
explaining  power.  The  only  regressors  that  seem  relevant  are  the  election  of  left 
ideology governments with a negative coefficient, and  left governments alone have a 
quite  significant  impact  in  inducing  structural breaks  to  the dependent variable. We 
cannot yet comment on what sign may those breaks have.  
In  Public  expenditure  on  health  share  on  Total  expenditure  on  health  we  get 
basically the same results has we got for Public expenditure on health share on GDP, 
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0,55* ‐0,01 ‐0,23 ‐0,34 0,52  0,02
0,08  0,98  0,49  0,32  0,12  0,95 
Election_year*gov_right(‐1)  ‐0,01* 0,00 0,01 0,01* 0,00  0,00
0,08 0,46 0,23 0,10 0,64  0,43
Election_year*gov_left(‐1)  0,00 0,01* 0,01 0,01* ‐0,01  0,00
0,74 0,072 0,22 0,08 0,20  0,85
Gov_right(‐1)  0,00 0,00 0,00 0,00 0,00  0,00
0,15 0,15 0,33 0,60 0,76  0,67
Gov_left(‐1)  0,00 0,00* 0,00 0,00 0,00  0,00
0,67 0,06 0,23 0,52 0,44  0,73
Break GDP  0,40*** 0,54*** 0,35** 0,38*** ‐0,03  ‐0,12
0,01 0,00 0,03 0,01 0,87  0,54
Break Gov. Cons.  0,64*** 0,54*** 0,14 ‐0,14 ‐0,09  ‐0,09
0,00 0,00 0,39 0,40 0,65  0,64
 
For Total Health expenditure  share on GDP as dependent variable election years 




Computing  the  second  dependent  variable  we  found  a  very  curious  result,  in 







the dependent variable  the only  relevant  regressor  is  the election_year unlike  in  the 
case of +1 lag when left ideology governments seemed to have a determining effect. 
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0,47* 0,22 0,36 0,36 ‐0,49  ‐0,59
0,08  0,45  0,21  0,19  0,14  0,11 
Election_year*majority(‐1)  ‐0,33 0,24 ‐0,25 ‐0,15 1,15***  0,88**
0,28 0,46 0,45 0,64 0,00  0,03
majority(‐1)  0,00 0,17 0,17 0,12 ‐0,46**  ‐0,21
0,99 0,39 0,41 0,54 0,02  0,28
Break GDP  0,44*** 0,51*** 0,38** 0,33** 0,01  ‐0,10
0,00 0,00 0,02 0,04 0,97  0,61
Break Gov. Cons.  0,62*** 0,55*** 0,20 ‐0,09 ‐0,06  ‐0,05
0,00 0,00 0,22 0,60 0,77  0,81
 
Looking at the current expenditure we can find a very powerful effect of majority 
governments  inducing  structural breaks when  submitted  to elections and only when 
submitted  to  elections  because  during  the  rest  of  their  term  in  office  the  effect  is 
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Unlike  majority  governments  coalition  governments  that  are  submitted  to 






The  conclusions we  can  take  in  the  case  of  binomial models  are  limited  to  the 
probabilities of breaks occurrence, we cannot  say anything about  the  type of break, 
namely the sign. With multinomial models we transformed each break in a positive or 
negative break depending on the slope change. We admit that different results might 
be  achieved  if we  also  searched  for  level breaks  sign or  combined  in  some manner 
both slope and level to define the break sign.  




series we are  studying, we have also  seen  that  ideology maybe an  important  factor 
when  interacted  with  election  years  because  it  sometimes  produces  significant 
coefficients although we did not find consistent results. 
Wgile using multinomial probit models our main purpose is to try to understand if 
the regressors  that we  found significant  to explain  the existence of structural breaks 
have a more specific impact, namely in terms of the sign of the break.  
Our  definition  of  break  sign  is  simply  the  slope  difference  before  and  after  the 
break  year, which means  that  a negative break does not necessarily mean  that  the 
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In  this model we  get  a  very  interesting  result,  namely  that  the  only  dependent 












Election  0,08 0,16  ‐0,06 0,21 0,35**  0,06
0,58 0,31  0,72 0,17 0,04  0,72 
Break GDP  ‐0,27*  ‐0,56*** 0,11 ‐0,27* ‐0,01  ‐0,12
0,09 0,00  0,59 0,10 0,96  0,59 
Break Cons  0,20 0,25  0,07 ‐0,18 0,33  0,24
0,19 0,17  0,72 0,32 0,12  0,26 
 
We  can  conclude  that election  years  increase  the probability of  a positive  trend 
break occurring on  current  expenditure which  confirms  and  reinforces our previous 
suspicion  that  governments  are  short  sighted.  The  opportunistic  hypothesis  seems 
now more plausible.  




find evidence  supporting a positive or negative  slope break. A  suggestion  for  future 
researches  is to  include also the sign of  level breaks using a different approach since 
that is not possible to do with our method. 
An  interesting  observation  is  that  break_GDP  is  significant  with  the  first  two 
dependent  variables  and  the  coefficients  are  negative;  the  interpretation  is 
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On  the second model regarding  ideology we did not  find much significant results 
whether we used lagged variables or not. 
The  only  two  dependent  variables  that  are worth  investigating  are  the  Private 















Gov_left(‐1)  0,000  ‐0,002 ‐0,003 0,004 0,000  ‐0,001
0,92  0,50 0,30 0,13 0,89  0,73
Gov_right(‐1)  0,000  0,000 ‐0,005** 0,005* ‐0,001  0,001
0,88  0,90 0,05 0,07 0,83  0,76
Break GDP  ‐0,281*  ‐0,569*** 0,095 ‐0,279* 0,023  ‐0,134
0,08  0,00 0,65 0,09 0,91  0,54
Break Cons  0,217  0,286 0,039 ‐0,142 0,259  0,255
0,16  0,12 0,84 0,43 0,22  0,23
 




and  suggest  that  right  ideology governments  increase  the probability of  substitution 
effects  between  private  consumption  and  public  consumption.  That  is  somewhat 
unexpected  since  right  ideology  should  tend  to  decrease  the  state  weight  on  the 
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The conclusion driven from the third and forth model  is that neither majority nor 
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0,294 ‐0,251 ‐0,348 0,077 0,763  ‐0,251
0,44  0,56  0,42  0,84  0,11  0,58 
Election_year*gov_right(+1)  ‐0,002 0,007 0,003 0,004 0,003  0,001
0,68  0,18 0,58 0,45 0,69  0,92
Election_year*gov_left(+1)  ‐0,004 0,003 0,004 0,000 ‐0,014**  0,008
0,41  0,62 0,46 0,94 0,03  0,17
Gov_right(+1)  0,002 ‐0,003 ‐0,004 ‐0,002 0,002  0,001
0,62  0,39 0,19 0,48 0,62  0,70
Gov_left(+1)  0,001 0,000 ‐0,004 0,001 0,009**  ‐0,003
0,75  0,99 0,19 0,85 0,03  0,35
Break GDP  ‐0,266* ‐0,568*** 0,083 ‐0,269 0,048  ‐0,116
0,09  0,00 0,69 0,10 0,81  0,60
Break Gov. Cons.  0,207 0,292 0,089 ‐0,152 0,279  0,299
0,18  0,11 0,65 0,39 0,20  0,16
 
Interacting  election  year  with  ideology  lagged  by  one  year  ahead  brings  an 
interesting  result with  the dependent variable “current expenditure”,  the probability 
of  occurring  a  negative  trend  break  around  election  year    is  higher  if  the  elected 
government  is  from  the  left wing. Although  left governments appear  to  increase  the 
probability of positive  trend breaks which can be  seen  in  the  regressor gov_left(+1), 
that probability  is reversed  if  they have  just won an election,  that could be a sign of 






















0,37 ‐0,51 ‐0,61 ‐0,26 0,63  ‐0,78
0,31  0,23  0,17  0,58  0,13  0,15 
Election_year*gov_right(‐1)  ‐0,01 0,01* 0,00 0,01 0,00  0,01
0,14 0,07 0,54 0,24 0,78  0,15
Election_year*gov_left(‐1)  0,00 0,01 0,01* 0,00 ‐0,01  0,01
0,89 0,23 0,08 0,51 0,13  0,12
Gov_right(‐1)  0,00 0,00 ‐0,01** 0,00 0,00  0,00
0,33 0,30 0,04 0,47 0,79  0,61
Gov_left(‐1)  0,00 0,00 ‐0,01* 0,00 0,00  0,00
0,97 0,20 0,06 0,39 0,28  0,25
Break GDP  ‐0,26* ‐0,61*** 0,08 ‐0,29* 0,07  ‐0,14
0,10 0,00 0,72 0,09 0,73  0,54
Break Gov. Cons.  0,20 0,30 0,07 ‐0,12 0,28  0,31
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0,46 ‐0,55 0,35 0,16 ‐0,16  ‐0,40
0,15  0,23  0,43  0,62  0,65  0,40 
Election_year*majority(‐1)  ‐0,48 0,85* ‐0,48 0,06 0,69*  0,56
0,18 0,08 0,32 0,88 0,08  0,28
majority(‐1)  0,14 ‐0,09 0,53* ‐0,02 ‐0,46**  0,01
0,54 0,69 0,08 0,94 0,04  0,95
Break GDP  ‐0,27* ‐0,55*** 0,12 ‐0,27 ‐0,01  ‐0,10
0,09 0,00 0,56 0,11 0,94  0,64
Break Gov. Cons.  0,20 0,25 0,10 ‐0,18 0,30  0,24







on public expenditure and  their  significance we  think  there  is a powerful effect  that 
suggest  opportunistic  behavior.  When  majorities  are  submitted  to  elections  the 
probability of  a positive  trend break occurring  increases  significantly but during  the 
rest  of  their  term  in  office  the  probability  of  a  negative  trend  break  occurring  is 
actually higher, that reinforces the conclusion we reached using binomial models that 
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Different  results might be  achieved  in multinomial models  if we  also  considered 
level breaks or  somehow combine both  slope and  level  to define  the break  sign but 
this  requires  a  different  approach.  Following  our  method  it  is  not  possible  to 
accomplish this goal. 
We  did  not make  tests  for  the  existence  of  unit  roots  in  the  series  used,  we 
assumed that they were not integrated. Had we found the series to be integrated we 
could have proceeded differently, maybe by differentiating the original series and then 
extracting  the  structural  breaks  which  in  such  a  case  would  just  be  level  breaks. 
Although we do not believe that the results would change significantly we encourage 
further research on this point to achieve stronger results. 
 The  results  could  be  strengthened  using  the method  of Havrey,  Leybourne  and 
Taylor  in  “Simple,  robust  and powerful  tests of  the breaking  trend hypothesis”,  if  it 
works the same way the authors claim although their paper is still not published, then 
the break  tests  can be  applied  to  any  series  since  they  are  robust  to  every  type of 
trend. 
Ideology differences may be detected  if  instead of  looking  just  for election years 
and the party that is elected, separately from the party that left the cabinet, one looks 
for both at the same time, doing so would allow to create a new variable for example 
“election_change”  that  could  be  a  binary  variable which would  take  the  value  1  in 
election years where the government ideology as changed and zero otherwise. 




Other  series  could be  tested as dependent  variables, not  just expenditure  series 



















The  procedure we  followed  is  novel; we  did  not  find  in  the  literature  a  similar 
method although we found extensive work on structural breaks and a wide acceptance 
of  their  importance.  Structural  changes have been observed  in many economic  and 
financial time series. In a study of a large set of macroeconomic time series, Stock and 






can  go  astray,  forecasts  can  be  inaccurate,  and  policy  recommendations  can  be 
misleading.  
Our procedure is a simple one, we begin by detecting the most relevant structural 
break dates on  the expenditure series and computing  the sign of  those breaks using 
the  trend of each segment and we do so  following  the  recommendations of Bai and 
Perron  (2003)  “Computation  and  Analysis  of  Multiple  Structural  Change  Models”. 
Based on the information collected we then create our dependent variables which are 
binary  variables with  1 when  a  break  occurs  and  0  otherwise.  Finally we  compute 
binomial probit models where we  try  to establish  a  correlation between  the breaks 
occurrence  and  political  factors  (e.g.  election  years,  ideology  in  office,  type  of 

































Election  strong  strong  none  Weak  strong  none 
Ideology  none  none  none  None  none  none 
Majority  strong  weak  none  None  none  none 
Coalition  weak  none  none  Weak  none  none 
Election*ideology  strong  weak  none  Weak  weak  none 
Election*majority  none  none  none  None  strong  strong 
Election*coalition  none  none  strong  None  none  none 
 
We  found  that structural breaks  in Public Health expenditure share on GDP have 
higher  probability  of  occurring  in  election  years.  Elections  seem  to  have  a  higher 
impact  on  current  expenditure  than  on  total  expenditure,  and  no  impact  on 
investment. That  is noticeable not only by  the value of  the  coefficients but by  their 
significance.  





Although  sometimes  we  found  significant  coefficients  associated  with  ideology 
variables we failed to achieve consistent results. 
We  must  also  mention  that  the  control  variables  break_gdp  and 
break_government_consumption produced significant coefficients. We included these 
variables  just as  control parameters; we  found a  strong  correlation as we expected. 
GDP was chosen as a control variable because we wanted  to  insure  that effects not 
resulting directly from policy towards health expenditure were controlled for. 
Breaks  in government  consumption was also elected as  control variable because 


























Election  none  none  none  none  strong  none 
Ideology  none  none  strong  strong  none  none 
Majority  none  none  none  none  none  none 
Coalition  none  none  none  none  none  none 
Election*ideology  weak  strong  strong  none  strong  weak 
Election*majority  none  strong  none  none  strong  none 
Election*coalition  none  none  none  none  none  none 
 
Using multinomial models we found less significant coefficients although it is worth 
mentioning that election years seem to have a positive  influence  in  inducing positive 
trend breaks on current expenditure. However we cannot say with certainty  if this  is 
due to opportunistic behavior, it surely leads us to believe that it is a strong possibility. 
Once  again majority  governments produced  strong  results when  interacted with 
election years and they seem to exhibit a peculiar behavior that suggests opportunistic 
behavior,  namely  increasing  the  probability  of  negative  trend  breaks  on  current 
expenditure during  their  term  in office but  increase  the probability of positive  trend 
breaks when submitted to elections. 
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