: Using, and extending, striking inequalities by V.V. Ivanov on the down-crossings of monotone functions and ergodic sums, we give universal bounds on the probability of finding oscillations of observables in 1-dimensional lattice gases in infinite volume. In particular, we study the finite volume average of the occupation number as one runs through an increasing sequence of boxes of size 2s centered at the origin. We show that the probability to see , and that the result is independent of , , and Ä ³ 0. Several (relatively straightforward) generalizations and consequences have been pointed out in [I1, I2] and in the review paper [K] . We list two of them for the convenience of the reader, and will mention related work at the end of the introduction. 2) The above results can easily be used to actually prove the ergodic theorem, even for ã Ó ä Ô 1 , In this paper, we give a partially new proof of Ivanov's theorem, and we extend it in such a way that it applies to 1-dimensional models of statistical mechanics. Indeed, it suffices to consider any translation invariant state of a spin system [R] . To be specific, we might consider an Ising-like model with spin 0, 1 (in a particle interpretation) and long-range interaction. Then å ¼ 
The probability that the mean occupation number (as a function of the volume
The results described and obtained here are among a rather large list of related literature, obtained earlier by other authors. While our intention is not to review here the literature, we just note some highlights which seem relevant in the context of our work. 1) Kalikow and Weiss [KW] have obtained bounds of the form
(by a clever extension of a Vitali type covering argument) not only for intervals, as in the present paper, but also for "rectangles" when one considers õ C B -actions. Thus, in particular, the statements made above about statistical mechanics extend to models in any dimension (with a rate of decay depending only on|± b ¥ and on the dimension D ) . However, their methods seem not to give the astonishing "best possible" result of Ivanov in 1 dimension. Since the methods of Ivanov, used here, are typically 1-dimensional in nature and use that the real line is ordered, it is hard to imagine how to extend them to 2 or more dimensions. The best rate of decay in more than 1 dimensions remains thus an open question, and will depend on the nature of the geometric embeddings of the rectangles. The approach used here to go from one sided to symmetric intervals is quite different from the approach used in [KW] .
2) In his review paper [K] , Kachurovskii extends the fluctuations theorems to variations of the mean of "size" Ù , but not necessarily across a fixed gap 
, and 
This completes the proof of Ivanov's Theorem in all cases.
As we have said before, we can at this point work with piecewise affine, non-decreasing continuous functions defined on , with a finite number of straight pieces.
We start by defining regular and maximal regular intervals. If 
This means that the graph
lies entirely in the cone spanned by the two straight lines of (2.3), see Fig. 1 .
The shadow cast by a (maximal) regular interval [
S 2
] , the cone , and the region .
It will be useful to talk about the sets
this is the ¥ -coordinate of the tip of the cone. Then we define
] in is called maximal regular if it is regular and is contained in no larger regular interval. It should be noted that this definition depends on the function f and on the set
Since parallel lines do not intersect, one verifies easily that the union of two regular intervals with non-empty intersection is regular. The assertion follows.
We denote by
the disjoint union of the maximal regular intervals:
The next lemma shows that it suffices to consider only shadows which are cast by maximal regular intervals:
One has the identity
, then there is at least one interval m g for which
. By the continuity of f , there is a minimal such interval in , which we call . This interval is regular.
IVANOV'S THEOREM
The assertion follows, because every regular interval is contained in a maximal regular interval, as follows from the proof of Lemma 2.3.
The set g M is a finite union of maximal regular intervals.
It is here that we use the restricted class of piecewise affine, continuous functions. A minutes' reflection shows that the endpoints of the ¡ are either points of discontinuity in the slope of f or boundary points of g . The assertion follows because there are a finite number of such points.
We define an auxiliary function Fig. 3 below for a typical arrangement. We first argue that u ¡ can be characterized by looking only at slopes
It suffices to show that the second set is included in u ¡
. Consider the ray 
We now can use the Riesz lemma to give a bound on the size of u ¡
. Then, by Lemma 2.6, we see that 
and that furthermore, for every of these intervals one has the inequality
The last inequality is a consequence of the monotonicity of f . The proof of Lemma 2.7 is complete.
We next study u ª u ¡
One has the following inequality:
, then by Lemma 2.6 the infinite ray * The Riesz lemma is formulated in [RN] for arbitrary functions, with open intervals. Because we have piecewise affine functions, we can go over the proof and obtain the result for closed intervals. . To understand the following construction, it is useful to consider Fig. 3 .
IVANOV'S THEOREMz
Consider a fixed ¡ , we will omit the index · in this argument. We define two intervals:
and we let ß 2 z j ¹ 2 z ¤
. We have the following chain of inequalities: in Fig. 2 , the statement is trivial. If they intersect this region partially, the statement follows by examining the (rather obvious) cases which can occur. Combining 1)-4), we see that
, the claim Lemma 2.8 follows. Combining Lemma 2.7 and Lemma 2.8, and using again the definition of ß 2 z ¡ , we get immediately
We distinguish two cases. Assume first that at least one cone "traverses" g v u c ompletely, i.e., its tip " " is to the left of the interior of g u a nd its point "z " is to the right. Then 
] , the assertion follows as before.
It is now straightforward to complete the proof of Theorem 2.2: First observe that if
, since the widths of the cones is increasing in the gaps of g . Combining this with Corollary 2.9 and Lemma 2.10, and observing that the intervals g u , u ¡ , and Ï have contiguous boundaries, we get a telescopic sum in which the t a ll cancel, except the first and the last. The first is subtracted, and the last is zero. The other terms add up to f Ò ± b ¥ $ ¤ g
, and the proof is complete.
We now give a bound, analogous to Ivanov's Theorem for the case of 
We first need to define the notion of down-crossing of sequences more precisely.
as the set of monotone sequences
We shall say that
Given a sequence

8
, and u ³ 0, we define a new sequence
One has the inequality:
for the manipulations-essentially a "periodic" extension of the sequence
We apply Theorem 3.1 to the following setting. We let g ê 
and the result follows from Theorem 3.1. 
, and 0 otherwise. The crucial observation by Ivanov is now that if
as one can see just from the definitions. Therefore, by Proposition 4.1, we find
, and therefore
, the assertion of Theorem 1.1 follows.
In this section, we prove Theorem 1.3, and Theorem 1. 
are monotone sequences of non-negative numbers. We are going to show that either ¡ or ù must have oscillations, and we will give bounds on the number and size of these oscillations. (Our bounds are not optimal, and we do not know the optimal bounds, but we will give a reasonable set of bounds for the cases whenÒ± b ¥ is close to 0 or 1.) To describe the nature of the oscillations, we set
. Then we define for
We also define
where [ ] denotes the integer part. We can now formulate our result:
as above, then at least one of the sequences
where is the smallest integer satisfying 
We will construct recursively the possible sets of indices for which oscillations occur. Assume 
We now define 
