For the large sparse systems of weakly nonlinear equations arising in the discretizations of many classical differential and integral equations, this paper presents a class of asynchronous parallel multisplitting two-stage iteration methods for getting their solutions by the high-speed multiprocessor systems. Under suitable assumptions, we study the global convergence properties of these asynchronous multisplitting two-stage iteration methods. Moreover, for this class of new methods, we establish their local convergence theories, and precisely estimate their asymptotic convergence factors under some reasonable assumptions when the involved nonlinear mapping is only assumed to be directionally differentiable. Numerical computations show that our new methods are feasible and efficient for parallely solving the system of weakly nonlinear equations.
Introduction
The system of weakly nonlinear equations
Ax=G(x), AEL(R'), G:R'--,R"
(1.1) often arises in the finite difference or the finite element discretizations of many classical differential and integral equations, where A C L(R') is a large sparse monotone matrix, and G:R"---~R" is a P-bounded nonlinear mapping but has no derivative in the ordinary meaning. Since this class of weakly nonlinear systems has bounteous applicable backgrounds and special mathematical structure, Bai [1, 2] has studied in depth the serial and parallel two-stage iterative methods for approximately getting its solution, and described in detail the convergence properties of these methods.
To exploit the efficiency of the high-speed multiprocessor systems, in this paper, we further present a class of asynchronous multisplitting two-stage iteration methods for parallely solving the system of weakly nonlinear equations (1.1). Since the designs of these methods sufficiently utilize the concrete characteristics of the multiprocessor systems and the special structure of the weakly nonlinear system (1.1), no mutual waits among the processors of the multiprocessor system are necessarily required. Therefore, these new methods are rather efficient for implementing in the asynchronous parallel computing environments. When the system matrix A E L(R ~) is an H-matrix and the nonlinear mapping G:R ~ --~R" is a P-bounded mapping, we establish the global convergence theories of these new asynchronous multisplitting two-stage iteration methods. Moreover, for these new methods, we establish their local convergence theories, and precisely estimate their asymptotic convergence factors under some suitable assumptions when the involved nonlinear mapping G:R ~ --.R" is only assumed to be directionally differentiable. At last, some numerical computations show that our new methods are feasible and efficient for parallely solving the system of weakly nonlinear equations (1.1).
The asynchronous multisplitting two-stage iterations
For a given positive integer ~, let A = Bi-C~ (i = 1,2 .... , ~) be e splittings of the matrix A E L(R"), i.e., det(B,-) ¢ 0 (i = 1,2,..., e); B~ =Mi -N~ (i = 1,2,..., ~) be split-tings of the matrices B/E L(R") (i = 1,2,..., e), respectively; and E/E L(R") (i = 1,2 .... , ~) be nonnegative diagonal matrices satisfying ~=IEi=I (the identity matrix). Then the collection of triples (B~,Ci,Eg) (i=1,2, ... ,~) is called a multisplitting of the matrix A E L(Rn); and the collection of quintuples (B~ :M,,N/; C/;E/) (i= 1,2,...,e) is called a two-stage multisplitting of the matrix A EL(Rn). In the sequel, we assume that the considered multiprocessor system is made up of e processors, referred to proc(1), proc(2), ..., proc(~). In addition, we introduce the following necessary notations: No = {0, 1,2,-..}; for VpEN0, J(p) is a nonempty subset of the set {1,2,...,~}; for ViE{1,2,...,~} and VpEN0, v~(p) is an infinite sequence of nonnegative integers, such that (1) for ViE {1,2,...,~}, the set {pENo[iEJ(p)} is infinite; (2) for ViE {1,2,...,~} and VpENo, "ri(p)<~p holds; and (3) for ViE {1,2,...,~}, limp~ zi(p)=~ holds. If we denote z(p)= minl~/~ r~(p), then it obviously holds that "c(p)<~p and limp~ z(p) = c~. Now, we consider the following asynchronous multisplitting two-stage iteration method for parallely solving the system of weakly nonlinear equations (1.1). Clearly, in this method, each of the processors proc(i) (i = 1,2,..., e) is allowed to update the global approximate solution, or retrieve any subset of the elements of the global approximate solution at any time. Hence, new information can be used on time once they are available. Moreover, considerable savings in computational workload are possible, since a component of x p+~'~ need not be computed if the corresponding diagonal entry of Ei is zero. The role of the weighting matrices Ei (i = 1,2,..., 00 may be regarded as determining the distribution of the computational work to the individual processors.
Method
Just as in [1, 2, 8] , we will also separate this asynchronous multisplitting two-stage iteration method into the stationary method, in which the numbers of local inner iterations s~(p) (i = 1,2,..., e) stay fixed in each of the global outer steps, and the non-stationary method, in which the numbers of local inner iterations si(p) (i = 1,2,... ,00 change with p, the global outer iteration index. Evidently, for Vp EN0 and Vi EJ(p), when J(p) = {1,2,... ,~} and zi(p) = p, Method I recovers the synchronous parallel multisplitting two-stage iteration method in [2] , and in particular, as e = 1 the serial two-stage iteration method in [1] , for the system of weakly nonlinear equations (1.1); and when G(x) -b (a constant vector in R') for all xER n, and s;(p)= l(ViEJ(p), VpEN0), it naturally leads to the asynchronous parallel matrix multisplitting iteration method in [20] for solving the system of linear equations Ax = b.
After direct manipulations, Method I can be briefly expressed in the matrix-vector form:
or, altematively,
As a matter of fact, there are various kinds of two-stage multisplittings. For example, if, in the twostage multisplitting (Bi : 3//-, Ni; C~; E~) (i = 1,2 .... , e) of the matrix A E L(R n), for each i E { 1,2 .... , ~} we take M~ = Di -L~ with D~ = diag(B/) being a nonsingular matrix and L~ E L(R') being a strictly Computational and Applied Mathematics 93 (1998) lower triangular matrix of the matrix (-Bi), and N~ = U~ with Ui E L(R ~) being zero-diagonal matrix such that Bi =D~ -L~ -U~, then a special but practical two-stage multisplitting, say (Bi:DgLi, U/; Ci;E~) (i= 1,2,...,~), of the matrix A EL(R") can be naturally induced. Based upon this special two-stage multisplitting, we can set up the following asynchronous multisplitting two-stage accelerated overrelaxation (AOR) method for parallely solving the system of weakly nonlinear equations ( 1.1 ).
Method II (Asynchronous multisplitting two-stage AOR method). Given an initial vector x°E R n. 
End. Clearly, Method II reduces to the synchronous parallel multisplitting two-stage AOR method discussed in [2] as J(p)={1,2 ..... ~} and si(p)=p, for ViEJ(p) and VpEN0; in particular, the serial two-stage AOR method investigated in [1] when ~= 1. In addition, if G(x) =-b (a constant vector in R") for all x E R n and si(p)-1 (i= 1,2,...,~; p E N0), it naturally recovers the asynchronous parallel matrix multisplitting AOR method for the system of linear equations Ax = b, which has been deeply investigated in [20] . Note that Method II includes two arbitrary parameters 7 and co, their suitable adjustments can greatly improve the convergence property of this method. Moreover, following special choices of these two relaxation parameters, Method II can yield a series of practical and efficient asynchronous multisplitting two-stage relaxation methods.
If we define matrices { M~(7, co)= I(D, -7Li),
then Method II can be analogously expressed in the matrix-vector form: (7, oj) -lNi (7, to) (2.4) iEJ(p) j=0 or, equivalently,
In fact, Methods I and II are asynchronous extensions of the synchronous multisplitting two-stage iteration methods for the system of weakly nonlinear equations (see [2] ).
Global convergence theories
In this section, we will mainly discuss the global convergence properties of Methods I and II presented in Section 2. For this purpose, we will closely follow the notations and concepts introduced in [1, 2] in the sequel. In particular, we denote by [o I the absolute value of either a vector or a matrix, and (e) the comparison matrix of the corresponding matrix. We call a mapping G:Rn~ R ~ P-bounded if there exists a nonnegative matrix P E L(R ~) such that
Besides, we state the following theorem, which is crucial for the establishments of the global convergence theorem of our new asynchronous multisplitting two-stage iteration methods. Since this theorem can be demonstrated quite similar to Lemmas 3.1 and 3.2 in [5] , its proof is omitted here. 
. ~; p E No).
The existence and uniqueness of the solution of the system of weakly nonlinear equations (1.1) can be described by the following theorem, which has been proved in Bai [1] (see also [19] ).
Theorem 3.2. Let A E L(R ~) be a nonsingular matrix, and G :R~---~ R ~ be P-bounded. Then the system of weakly nonlinear equations (1.1) has a unique solution x* E R ~ provided either of the following two conditions is satisfied: (a) A EL(R ~) is a monotone matrix and p(A-Ip)< 1; (b) A EL(R ~) is an H-matrix and p((A)-1P)<I.
Now, we demonstrate the global convergence of Methods I and II when the system matrix A E L(R ~) is an H-matrix and the nonlinear mapping G:Rn--~ R ~ is a P-bounded mapping. 
.. ~) is a two-stage multisplitting of the matrix A EL(R ~)
with Di-D (i= 1,2,...,~) and
.,~), then the sequence {xP} generated by Method H converges to the unique solution x* E R ~ of the system of weakly nonlinear equations (1.1) provided the relaxation parameters 7 and 09 satisfy
0~<7~<o~, 0<09< 1 + p(lDl-'(lO I + P))"
Proof. We first demonstrate (i). By Theorem 3.2 we know that there exists a unique vector x* E R n such that Ax* = G(x*). Since Method I is consistent with the weakly nonlinear system (1.1), corresponding to (2.1), x* also satisfies
Now, if we introduce error vectors
by subtracting (3.1) from (2.1) we can easily get the recursive formula:
Noticing that A cL(R') is an H-matrix, diag(Bi) and diag(M/) (i= 1,2 .... ,a) are nonsingular matrices, and
we know that the matrices Bi and )hr-(i = 1,2,..., ~) are all H-matrices. Hence,
hold. By applying the P-bounded property of the mapping G:R"---~ R', based on (3.2) we obtain 
Now, defining the infinite sequence {F,P}pENo in accordance with
we can immediately deduce that {eP}p~N0 is a majorizing sequence of {~P}peUo-That is to say, 
This obviously shows the validity of (3.3). Therefore, limp~ x p =x*.
We now turn to demonstrate (ii). Analogous to (3.2), for Method II we have
where the matrices Mi(y,o)) and Ni (7, o) , are defined by (2. i = 1, 2 
Asymptotic convergence analyses
In this section, we will emphatically discuss the asymptotic convergence properties of the previously presented asynchronous multisplitting two-stage iteration methods for the system of weakly nonlinear equations (1.1) when the nonlinear mapping G:Rn~ R" is only assumed to be Lipschitz continuous and directionaUy differentiable. For this purpose, we require the following known results proved in [5, 20] . 
I P+'l I-II x+ II I~2)IeP-k-II' j=p-k--I j=p-k-

ml <~ ~(p) <~ p<ml+l
For the meaning of the sequence {ml}tEN0, one can refer to [5, 20] for details.
In addition, given a positive vector u E R', we define a vector norm on R" by the functional
Ilyllu=inf{ff>01-~u<<.y<~u}= max ]Yj_~I l <~ j <~ n Uj
This norm is monotonic in the sense that lyl <lxl implies that Ilyll <llxll.. It In the subsequent discussions, we will adopt the notations introduced here without special illustrations. Based upon this inequality, we can assert that I~Pl~u, pENo we can obtain that
.... ~) be its two-stage multisplitting. Let G :R"---+R ~ be Lipschitz continuous and directionally differentiable and its directional derivative be Lipschitz continuous at a solution x* E R" of the system of weakly nonlinear equations (1.1). Assume that there exists a positive vector u E R" such that
lep+ll ~< ~ Eilg?'(Ci + G'(x*))IU(P°-P)eu + ~ EilePl iaJ(p) i~d(p) + Y~ E,I(M~-tN,.)'aP)B?'I[IA -G'(x*)l + c-(P°-P)E]e-(P°-P)eg i6J(p)
+ ~ Ei[B?llc-2(P°-P)~2u i6J(p) <~ <~ Z Ei[(7 "~-"~(rl -~-c-(P°--P)E) "~-flc--(P°--P)E]c-(P°--P)eu -[-Z EilePl iEa(p) i~J(p)
Ei~-(P°-(P+'))eu + ~ Ei[eP[
i~J(p) if~J(p)
<~ Z Eic-(P°-(P+I))EU q'-Z Eic-(P°-P)Eu icJ(p) i~J(p) ~-(P°-(P+I )) cU.
This demonstration shows that we have inductively proved the validity of (4.3) for 0 ~< p ~< P0. Let e > 0 be further small such that q(e) = a + (/~ + q)e + e 2 < 1. ( ii) i = 1,2,..., a) are sufficiently large. For this case, the speed of asymptotic convergence of the asynchronous multisplitting two-stage iteration method for the system of weakly nonlinear equations (1.1) may then be slower than that of the outer asynchronous multisplitting method. We state this fact more precisely in the following theorem, the proof of which follows almost verbatim that of Theorem 4.3 and is therefore omitted. (ii) the Rl-factor of the sequence {x p} is at most P*(7, 09) = (q(7, 09) + (1 -q(7, 09))70) m, where q(7, 09) = a + ~(7, 09)IIA -G'(x*)ilu.
We end this section with the following remark:
Remark. Note 
Numerical examples
For a given positive integer ~, let n = ~2 and consider the system of weakly nonlinear equations (1.1) with [14] for details. We solve this system of weakly nonlinear equations by the stationary asynchronous multisplitting two-stage AOR method (AMTS AOR method), as well as its special case, i.e., the asynchronous multisplitting two-stage SOR method (AMTS SOR method) which is given by taking (7, o9) to be (co, o9).
In our computations, with (2e-1) positive integers n~,n2,...,n2~_l satisfying nk =(k~/(2a-1)) (k = 1,2,...,2e-1) we let processor i solve the variables xj (j = nr/ 2i-3-1-1,nn2i-3-[-2,... ,nn2i) . Here, we stipulate that n_~---0 and n2~=~. The inner iteration numbers are taken to be s~(p)-s (i= 1,2 ..... e, pENo) , and the splitting and the weighting matrices are taken to be C,=Bi -A and Computations are done corresponding to n = 6400, and various processor numbers ~ and relaxation parameter pairs (7, co). All our computations are started from an initial vector having all components equal to -100, and terminated once the current iterations x p obey
or the stopping criterion is not satisfied after 8000 iteration steps. For ~ = 4, the corresponding sequential CPU time (CPU) in seconds and parallel speed-up (SP) are listed in Tables 1-6 . Here, the SP is defined to be the ratio of the sequential CPU to the corresponding parallel runnings. We remark that the parallel CPU time is not listed in the numerical tables since it can be easily obtained by dividing the sequential CPU by the corresponding parallel SP. From our computations we see that suitable choices of the relaxation parameters 7 and co can greatly accelerate the convergence rates of the relaxation methods, and the asynchronous multisplitting two-stage relaxation methods have better numerical behaviour than the ordinary asynchronous multisplitting relaxation methods. Roughly speaking, s = 3, 4, or sometimes, s = 2 will be good choices. Moreover, the asynchronous multisplitting two-stage AOR method has larger convergence domain than the asynchronous multisplitting two-stage SOR method, and the convergence rate of the former is, in general, not slower than that of the later. Evidently, the numerical results further confirm the correctness of the theoretical results established in the previous sections, and also show that our new methods are feasible and efficient for parallely solving the system of weakly nonlinear equations (1.1). 
