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strategies in differentiating between questions and statements. In the whole material, F0 was slightly higher
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Tavoitteet
Tutkimuksen tarkoituksena on selvittää, miten kysyvä funktio vaikuttaa spontaanin ja luetun suomen
intonaatioon. Aiemmat tutkimukset osoittavat, että suomen kysymysintonaatiossa voimakkaimmin
ilmenevä piirre on vetoomus kuulijaan. Kysymyssanakysymyksille on tyypillistä alun korkea huippu, jonka
jälkeen perustaajuus laskee. Tästä poiketen kO-kysymyksissä perustaajuus säilyy korkealla
lausepainolliseen sanaan saakka ja laskee vasta sen jälkeen. Nouseva loppu esiintyy lähinnä
kiteytyneissä ilmauksissa kuten "Ai mitä?" Aiemmat tulokset perustuvat lukupuhuntaan ja näyteltyihin
dialogeihin. Tutkimuksessa verrattiin spontaanipuheesta löytyviä kysymyksiä ja väitteitä keskenään.
Toisena vertailukohtana olivat tutkittavat lauseet lukupuhuntana. Lauseista mitattuja perustaajuusarvoja
verrattiin tilastollisen monitasomallin avulla. Lisäksi kontuurit tyypiteltiin auditiivisen ja visuaalisen
havainnon perusteella. Tämä mahdollisti kontuurityyppien frekvenssien vertailun lausetyypin ja
puhetyylin mukaan. Tutkimuksessa tarkasteltiin myös kysymysten asemaa koko aineiston
perustaajuusjakaumassa.
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51. IntRoDUCtIon         
Traditionally, most phonetic research has focused on read speech. On the segmental level, 
read speech may be a good enough substitute for genuine conversational speech. however, 
in the field of prosody, speakers tend to use different strategies for reading and conversation. 
In reading, it is necessary to indicate the structure of the text with prosodic means while in 
conversation, the context may provide a lot of information and prosody is partly used for 
regulating interaction.
More recently, even spontaneous speech has become a subject of phonetic study. Despite 
its inevitable drawbacks, it helps to shed new light on our understanding of prosody. This 
master's thesis is an attempt to study the intonation of spontaneous Finnish. Spontaneous 
dialogues gathered in the INTAS-915 project were an interesting starting point, particularly 
because all the speakers came from the same area and age group. Most of the material had 
also been recorded as a read version where each speaker read his/her own lines. This would 
make it possible to compare spontaneous speech with the same utterances in read speech. 
In order to narrow down the topic of the study, it was necessary to organise and classify the 
huge amount of material in a meaningful way. Dialogue functions were the most natural way 
of doing this. Questions emerged as the most clear-cut category. Question intonation seemed 
like a good topic because it had previously been studied but only in read Finnish (e.g. hir-
vonen 1970).
In the four INTAS-915 dialogues selected for this study, 277 questions were found. A read 
version was available for 232 of these questions. For comparison, approximately 30 non-
interrogative utterances were selected for each speaker, resulting in 244 spontaneous state-
ments and 210 read counterparts. The most challenging part of the study was to find feasible 
ways of comparing intonational phenomena in Finnish. This was further complicated by 
the large amount of creaky voice in the material. however, it has been rewarding to work 
on conversational speech with which I have experienced some of the pitfalls in prosodic 
research. I hope this master's thesis provides its readers a glimpse of the many surprises in 
store for a student trying to approach the phonetic study of spontaneous speech.
Conversation is a complex undertaking. The things people say convey simultaneously se-
mantic information, affective states, attitudes, and idiolectic information about the speaker. 
Every contribution to conversation is a reaction to a previous turn (unless it is the turn which 
initiates the conversation) and at the same time an attempt to hold the turn or an invitation 
6for someone else to speak. Even this may not be enough to describe the intricate actions 
that speakers engage in to enable the conversation to proceed smoothly. Clark and Schaefer 
(1989: 259) suggest that an important part of the joint construction of meaning in conversa-
tion is that the speakers try to make sure they have understood the contributions of others 
and that they need to prove to others that this is the case. Schegloff (1984: 30) finds dialogue 
functions problematic as a basis for research, commenting that categories like questions and 
promises "are commonsense, not technical, categories and should be treated accordingly." 
he remarks that analysis of utterances taken out of context cannot show what meaning the 
utterances have in use and what kinds of responses they evoke in the co-participants of the 
conversation (ibid.: 31). The dialogue function approach to conversation may indeed seem 
too superficial. Is there any use in examining utterances sorted into vague categories accord-
ing to projected dialogue function, when this clearly leaves most of the factors influencing 
these utterances more or less unnoticed?
however, it is intuitively fairly easy, even in spontaneous conversation, to classify utterances 
into classes such as questions, statements, and backchannels. When examining conversa-
tions that closely resemble authentic spontaneous dialogue, it is natural to look for some 
scaffolding concepts to create order out of the seeming chaos. The INTAS-915 dialogues are 
in many ways almost identical to natural casual conversation. It would have been difficult to 
investigate them without a predetermined way of contrasting some utterances with others. 
Because of the context, the dialogues mostly unfold as alternating interview-type questions 
and narrative descriptions by each speaker in turn. As a result, the number of questions in 
the material is reasonably large. Questions form the only easily definable dialogue function 
class in the dialogues apart from backchannels and narrative speech. Thus it was natural to 
focus on questions.
1.1 AboUt the fUnCtIons of IntonAtIon
It is clear that intonation has many functions in speech, and most textbooks and articles con-
cerning intonation touch on these. J. house (2006) discusses intonation in some detail in her 
article. She notes that the preliminary objective of any intonation analysis must be to find a 
way of accounting for the range of patterns observed. This can be done by identifying a set of 
component units and providing rules for their combination within a specified domain. When 
patterns differ along a single dimension, e.g. pitch range, it is hard to know whether particu-
7lar differences should be regarded as phonologically distinct units or as phonetic variants of 
a single unit. When a function can be associated with a particular form, this provides initial 
evidence that some kind of coding may be involved (ibid.: 1543).
J. house (ibid.: 1543-1544) also comments on the dual nature of intonation. Partly it is iconic 
in a similar way as gestures are; partly it has language-specific characteristics which have 
a morpho-syntactic function. Any universal iconicity in intonation is mediated by linguistic 
form. The parameters of intonation (cues for prosodic phrase boundaries, distribution of 
pitch accents, actual pitch values and movements observed on the accents and at boundaries, 
and pitch range) are exploited systematically in spoken communication. When considering 
their contribution to meaning it is necessary to ask whether it is primarily a linguistic or a 
paralinguistic function that is being fulfilled.
Wichmann (2000: 125) observes that there are two differing views on what constitutes the 
primary function of intonation. The intonational phonologists assume that there is an under-
lying grammar of intonation, closely related to syntax, which happens to be exploited for 
interactional purposes, and which is subject to contextual and textual interference in the way 
it is realised phonetically. Conversation Analysts, on the other hand, see intonation primarily 
as a signalling device fulfilling interactional needs – the need to jointly construct and nego-
tiate verbal interaction. These functions may be exploited in scripted speech for signalling 
syntactic relations but their primary function is in constructing discourse.
The three functional orientations of intonation mentioned by J. house (2006: 1544) are as 
follows:
1) Orientation towards the speaker which includes both indexical information (social and 
regional affiliation, gender, idiosyncratic properties of the speaker's voice) and paralinguistic 
information (attitude, emotion, all aspects of affect).
2) Genuinely linguistic orientation contributing to the propositional content in some way, or 
clarifying the context which the listener should use to recover the speaker's meaning.
3) Intonation as part of the on-going process of constructing discourse, with an orientation 
towards interaction with the listener in conversation or towards the structure of a text in 
reading.
8In their extensive review article, Botinis, Granström and Möbius (2001: 264-270, 280) 
discuss the various functions of intonation. Linguistic functions may vary from morphologi-
cal, lexical, phrase and sentence levels to discourse and dialogue levels. Intonation also has 
a paralinguistic function and expressive functions. Its extralinguistic or non-linguistic func-
tion relates to the expression of personal characteristics and indexing (gender, age, socio-
economic status etc.) Botinis et al. (ibid.) comment that as the relation of function and form 
in intonation is one-to-many, the question of invariance and variability is an actual theme 
FIGURE 1. The functions of intonation based on J. house (2006) and Wichmann (2000).  
* = extra component added to balance the model.
Wichmann (2000: 145) categorises as expressive intonation those intonational characteris-
tics which appear to convey both pure emotion, and emotion arising from beliefs, knowledge 
and opinion. Attitudinal intonation, on the other hand, refers to an aspect of intonation (in-
cluding expressive intonation) which in a given context reflects a certain speaker behaviour, 
as intended by the speaker, or as perceived by the receiver, or both. This is a useful subdivi-
sion of the paralinguistic function of intonation. The functions of intonation according to J. 
house (2006) and Wichmann (2000) are summarised in Figure 1.
Intonation
Orientation towards the 
speaker
Indexical  
information
Expressive
Genuinely linguistic  
orientation
Part of the on-going process 
of constructing discourse
Paralinguistic 
information
Information 
structure*
Structure of the 
text
Interaction with 
the listener
Attitudinal
9in intonation studies. The analysis of intonation has to be based on the decomposition of 
complex structures with fairly continuous forms into local and global features which may 
have discrete linguistic functions. The alignment of intonation with the segmental realisa-
tion of the speech material is also an important aspect of intonation analysis. In spontaneous 
speech and dialogues the situation is more complex than in laboratory speech because the 
tonal choices of a speaker may have interspeaker effects. The ultimate intonation form in 
dialogues and spontaneous discourse is a constant interplay between speakers.
Zellner Keller (2005) has investigated the connection between speech prosody and personal-
ity. She found that there was consistency between psychological ratings of nine male French 
speakers' audio samples by psychologists from France and Germany and the speakers' F0 
histograms. She claims that F0 distributions may differ between individuals rather than 
between a speaker's different conditions. Unlike F0, intensity seems to depend less on the 
individual and more on the speech task. Although Zellner Keller's (ibid.) method may not 
satisfy the most severe criteria of phonetic research and although she only examined F0 dis-
tributions rather than actual contours, it is interesting to keep in mind that idiolectic features 
may be very important in intonation.
1.2 QUestIons In fInnIsh
Finnish is a language where morphology and suffixation are complex and often sufficient 
to convey most of the lexical and grammatical functions that intonation has in many other 
languages. This could mean that intonation may not be needed for the purposes of signalling 
linguistic meanings.
In many intonation languages, rising intonation is a way to indicate interrogativity. Tradi-
tionally, final rises have not been considered part of Finnish intonation inventory although 
Kallioinen (1968) gives examples of final rise questions found in colloquial Finnish. Iivonen 
(1998: 319) comments that vai-tagged questions and monosyllabic interrogatives as well 
as echo questions often have final rising intonation. More recently, Ogden and Routarinne 
(2005: 173) have investigated final rises in Finnish teenage girls' informal dialogues. They 
conclude that final rises occur most often in statements and narrative sequences, and their 
interactional task is to provide a place for the listener to mark recipiency while projecting 
more talk by the current speaker.
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A question may start with a question word or in case of a yes/no question, the interrogative 
suffix -kO is usually attached to the predicate verb. However, in colloquial Finnish, there are 
utterances that have declarative syntax and seemingly interrogative function. Usually, the 
listener seems to decode the interrogative function with the help of contextual cues rather 
than intonation.
According to Couper-Kuhlen and Selting (1996: 26), the prosody of an utterance is context-
sensitive. The speaker may use different intonation contours depending on the syntax of the 
utterance. When the syntax is complete, there may not be any need to emphasise the interac-
tive function e.g. of a question by using a contour that would carry the same meaning. On 
the other hand, when the syntax leaves the interactive function undefined (e.g. questions that 
are syntactically similar to statements), the speaker may want to help the listener understand 
the intent by using a more expressive intonation contour. If this were the case also in Finnish, 
declarative questions would have marked pitch patterns, which would be contrary to experi-
ence and accepted knowledge.
1.2.1 types of questions in finnish
hakulinen et al. (2004: 1588-1591) divide questions into three main groups: yes/no ques-
tions, question word questions and particle questions. Yes/no questions are further divided 
into disjunctive questions (in the INTAS material e.g. "Oliks siin kasi vai kuustoist?"; Was 
there an eight or a sixteen?) and simple questions ("Tapasitteko Lapin tyttöjä?"; Did you 
meet Lappish girls?). In particle questions the question function is indicated with a question 
tag ("vai" or "entä"; e.g. "Mut se oli siis samas mestas vai?"; That was in the same place, 
wasn't it?). Translations and glosses of the examples can be found in Appendix A. Other 
term that can be used to refer to yes/no questions is general questions. Question word ques-
tions can also be called wh-questions. The term echo question is sometimes used to refer to 
questions that repeat a part of the previous utterance.
There are also indirect questions (e.g. "Osaa tarkistaa et saako oikeen verran palkkaa ja."; 
You can check if you get paid the right amount.) Some of these function as real questions 
because the surrounding construction is a question (e.g. "Tiedät sä mis o ogelin tekojäära-
ta?"; Do you know where the Ogeli ice skating rink is?). They can be called framed ques-
tions (e.g. Olin 1993: 42). Raevaara (1993: 60) and Iivonen (2001a: 138) also mention el-
liptical questions, i.e. questions without a predicate verb. In spoken language there are also 
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questions that have declarative syntax (Raevaara 1993: 60; Iivonen 2001a: 138; hakulinen 
et al. 2004: 1588). Questions with declarative syntax can be called declarative questions. 
hakulinen et al. (2004: 1592-1593) and Olin (1993: 30) mention one more type of question, 
which is called double question. In this rather uncommon question type, the beginning looks 
like an ordinary yes/no question. Further along the utterance a question word is situated. This 
type of question is strictly ungrammatical but may still occur in spontaneous speech.
1.2.2 Question types in finnish conversation
Raevaara (1993: 59-60) has investigated questions in face-to-face and telephone conversa-
tions using conversation analysis principles. She found 236 questions in her material (72 
question word questions, 87 yes/no questions, 25 particle questions and 52 declarative ques-
tions). The questions were classified according to their position in the sequential organisa-
tion of the conversation. First position meant that the question introduced a new topic or in 
some other way functioned as a new opening in the conversation. Second position referred 
to utterances that followed on from the previous turn by e.g. asking for confirmation or more 
information. It was more common for a question to be located in the first position. In Rae-
vaara's (ibid.) material, only one third of the questions were in the second position.
Raevaara (ibid.) found that the types of questions in first and second position differed. In the 
first position, 87 % of the questions were either yes/no questions or question word questions. 
These types of questions only formed 28 % of the questions in the second position.  37 % of 
the questions in second position were elliptical, i.e. lacking the predicate verb. 88 % of all 
the vai-tagged1 questions were found in the second position.
1.2.3 Why declarative questions?
As said earlier, utterances with declarative syntax can be used in place of questions. This also 
happens in other languages. The use of declarative questions may be connected to conver-
sational structure. For example Beun (2000: 323) discusses the use of declarative form as a 
syntactic device for questioning. he suggests the speaker may choose a declarative question 
when he/she suspects that the answer will be affirmative. Beun (ibid.) further comments 
1 “vai”: literally “or”; the tag may be translated as “wasn’t it?”
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that declarative questions are mainly used if information about the content of the question is 
already provided in the dialogue. The speaker may worry that if he/she uses a normal ques-
tion, the hearer could think relevant parts of the discourse were not well understood. Using a 
declarative form, the speaker may try to prevent this from happening. Beun (ibid.: 313) has 
investigated the IPO corpus and found that 83 % of declarative questions (n = 77) evoked an 
affirmative reply from the dialogue partner, while in only 6 % of the cases the answer was 
negative. In Finnish, Iivonen, Nevalainen, Aulanko and Kaskinen (1987: 243) have a similar 
idea when they comment that a question with declarative syntax can often be interpreted as 
a kind of guess about the most likely answer.
Since there are declarative questions in Finnish, it would be more accurate to use the term 
interrogative utterance instead of the term question. In the following, both terms are used 
interchangeably and the term question also refers to declarative questions. The term inter-
rogativity is used interchangeably with the term question function.
1.3 InteRRogAtIve IntonAtIon In fInnIsh
Kallioinen (1968) interprets any distinct components in question intonation as resulting from 
the element of surprise in the question. If a speaker is asked to read declarative sentences 
ending with a question mark, the resulting contour is heard as a statement (ibid.: 45). Kal-
lioinen (ibid.: 47) comments that this proves the lack of interrogative intonation in Finnish. 
he further concludes that the expressive component of intonation also includes a rise in reg-
ister. An appeal to the listener can be heard in the expressive intonation of questions (ibid.: 
50-51).
hirvonen (1970) studied the intonation of Finnish using read dialogues. After recording, the 
utterances were treated with a spectrum leveller to hide the lexical content from listeners 
who had to judge which type of utterances they heard. They had the choice of complete and 
incomplete statements, yes/no questions, question word questions and imperatives (ibid.: 
23). After the listening test, hirvonen (ibid.: 24-38) selected the most representative intona-
tion contours for each utterance type based on judgements made by the listeners. This means 
that even utterances originally produced as representatives of a different utterance type were 
accepted as typical cases if the listeners were sufficiently agreed upon the utterance type. A 
typical intonation contour for a question word question had initial high pitch, after which the 
pitch started falling towards the end of the utterance. Nine out of the ten typical utterances 
inspected were actually question word questions. Yes/no questions had a slightly different 
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contour: after the initial high pitch, the fall only started after the focus word of the utterance. 
Even this contour ended in low pitch. Seven out of the ten typical utterances were originally 
produced as yes/no questions while two were question word questions and one was an in-
complete statement.
hirvonen (ibid.: 46-49) concludes that the communicative intonation system of Finnish con-
sists of communication proper, i.e. complete and incomplete statements, and communica-
tion with an appeal to the listener, i.e. questions and imperatives. Complete statements have 
declination while incomplete statements have a level final contour. The high initial F0 is 
common to all types of utterances with an appeal to the listener.
Freihoff (1975) declares that Finnish questions have no distinctive intonation pattern while 
Iivonen (1981: 106) comments that hirvonen's dialogue did not contain questions that struc-
turally would have been possible intonation questions and as a result of this, hirvonen's 
results did not exclude the possibility of intonation questions in Finnish. Elsewhere (1998: 
326) Iivonen comments that stereotypical prosodic patterns and intonation clichés exist in 
Finnish but are not well known. One type of intonation cliché could well be the surprised 
rising intonation in short questions e.g. "Mitä?" (What?).
Iivonen (1978: 51) has grouped pitch patterns found in spontaneous utterances using both 
auditory observations and F0 measurements. The groups found by Iivonen (ibid.) were:
- falling
- high initial
- extra high initial
- high overall until the last stressed (main focused) syllable
- rising from beginning (overall rising)
- final rising
Iivonen (ibid.) found falling pitch patterns in statements but also frequently in questions. 
high initial pitch was used in grammatically marked questions while extra high initial pitch 
was reserved for questions with surprise. high overall pitch until the last stressed sylla-
ble was used in negative questions and in statements. Overall rising indicated surprise and 
demand for repetition. Final rise was a signal for continuation.
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Iivonen (ibid.: 52) concludes that there are no pitch patterns in Finnish that would be reserved 
only for interrogativity. The pitch patterns found in questions also occurred in statements. 
Most questions investigated by Iivonen (ibid.) were formally marked using lexical, syntactic 
or suffixal means, but formally unmarked utterances also occurred. Iivonen (ibid.) remarks 
that if a question is grammatically and intonationally unmarked, the listener has to rely on 
visual cues or on deduction. Later Iivonen (1998: 319) comments that declarative questions 
often represent a kind of guessing and may have no prosodic markers of interrogativity but 
may also be uttered with interrogative prosodic features. However, the final rise is not among 
these features. Even later Iivonen (2001b: 1) remarks that initial local high pitch, initial high 
more global pitch level and final rise can all be found in questions but speaker attitudes and 
the context as well as the functional composition of the utterance (i.e. addressing and focus-
ing functions) must be examined to understand the prosodic details.
In addition to examining pitch patterns, Iivonen (1984; 2005) has experimented with more 
quantitative measurements. When F0 values in the first and second syllables of test words in 
sentences of different grammatical functions were measured, the peak or median F0 for the 
first syllable was higher in questions than in statements (1984: 115-116). When F0 ranges 
per syllable were calculated, the average range in a question was larger (19 hz) than in a 
statement (7 hz) (2005: 120). Sovijärvi and Aulanko (1988: 255-256) investigated yes/no 
questions and question word questions in synthetic speech and found that maximum pitch 
levels tended to be about 2 ST higher than in other neutral utterances. All these results give 
further evidence for Hirvonen's (1970) findings.
L2 intonation can also be used to examine the differences in contours produced by speakers of 
different native tongues. hyvättinen (1996) has studied the interrogative intonation of three 
L2 speakers of Finnish. They were native speakers of Chinese, Swedish and English. She 
found that final rises were used in interrogatives to some extent in the speech of the Swedish 
and English speakers but mainly in short utterances. It was common to use rising intonation 
when looking for an unfamiliar word. Toivanen (1999, part 2: 54) examined English spoken 
by Finns and native speakers and found that native speakers used rise contours 14 % of the 
time while Finns only used them 9 % of the time. A level contour was used by Finns 9 % of 
the time and by native speakers of English only 2 % of the time. These results show that even 
when speaking a new language, the speaker still relies on intonation contours familiar from 
the mother tongue, at least to some extent.
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1.4 AboUt fInnIsh IntonAtIon In geneRAl
In Iivonen, Nevalainen, Aulanko and Kaskinen (1987: 237-250) Finnish intonation is de-
scribed in relation to sentence types, context and style as well as affective and attitudinal 
factors. The F0 contour of statements typically consists of a slowly declining series of F0 
peaks on stressed syllables while below it, the unstressed syllables follow another down-
trend. The end of the sentence is creaky and manifests final lowering. The declination of 
statements represents the so-called full stop intonation which signals finality. Comma into-
nation, on the other hand, is characterised by a fairly level intonation contour, and signals 
continuation. There is no distinctive question intonation as such. The differences between 
intonation contours in questions and statements depend probably on the different attitudinal 
factors (questions must contain an appeal to be answered). Rising intonation has not been 
considered acceptable in Finnish but it still exists, particularly in one-syllabic echo ques-
tions. In some dialects, rising intonation is found more frequently. Intonation can also vary 
according to speaker-related factors like gender, age, and personality. Different speaking 
styles may have different intonation contours. Expressive function may also cause different 
intonation contours to be used.
Also Mixdorff, Vainio, Werner and Järvikivi (2002) mention that final rise can be found in 
echo questions in more colloquial speech. Their account of Finnish intonation is very similar 
to that of Iivonen et al. (1987). Välimaa-Blum (1993b) also summarises the generally agreed 
upon facts relating to intonation in Finnish. She lists the following reasons for differences in 
sentence initial pitch height: discourse functions, clause type, mood, presence of pragmatic 
particles, part of speech of the first word. Välimaa-Blum (ibid.) also remarks that the finite 
verb is not accented in the neutral contour. In yes/no questions, however, the verb can be ac-
cented if it relates to the topic of the interrogation.
In their literature review, Botinis, Granström and Möbius (2001: 280-286) describe models 
of intonation as phonological and acoustic-phonetic. In phonological models, pitch excur-
sions are locally determined (autosegmental and metrical phonology, e.g. Pierrehumbert, 
Ladd, ToBI; Pierrehumbert 1980, Ladd 1983, and Silverman et al. 1992, as cited in Botinis, 
Granström & Möbius 2001: 280-282). In acoustic-phonetic models, on the other hand, F0 
contours are interpreted as consisting of complex patterns that result from the superposition 
of several components (Grønnum & Thorsen, the Lund model, Fujisaki model, the Bell Labs 
intonation model; Grønnum 1995, Gårding 1983, Fujisaki 1988, van Santen & Möbius 2000, 
as cited in Botinis, Granström & Möbius 2001: 282-284). There are also perception-based 
models that only pay attention to intonational events that can be perceived by the listener 
16
(IPO model; t’ hart et al. 1990). The functional aspect of intonation is emphasised in the 
Kiel intonation model. Acoustic stylisation approaches aim at analysis and synthesis of F0 
contours (the Tilt model, Möhler's model, INTSINT; Taylor 2000, Möhler 1998, hirst and 
Di Cristo 1998, as cited in Botinis, Granström & Möbius 2001: 285-286). 
Not many of these models have been applied to Finnish. Välimaa-Blum (1993b) analyses 
Finnish intonation contours into a sequence of one or more L+H* pitch accents and a final 
L% boundary tone. In her interpretation, the stressed syllable begins with a rise from the low 
and ends in a peak formed by the h*. Between each accent there is a relatively deep valley. 
In some situations, the pitch accent can also have the form L*+h. Continuation contours are 
almost horizontal and should, according to Välimaa-Blum, be assigned the boundary tone 
H%. Final lowering causes the contour to stay horizontal rather than going up.
Mixdorff, Vainio, Werner and Järvikivi (2002) have applied the Fujisaki model to Finnish 
prosody. They used the sentence “Menemme laivalla Lemille” (We go by boat to Lemi) 
read by one speaker, varying the focus, sentence mode and location of the phrase bound-
ary. Before the analysis, perception tests were carried out to ensure that the intonation of 
the sentences was acceptable to Finnish listeners. The resulting parameters were related to 
intonemes (i.e. intonational events which define intonational contrasts in a language). It was 
found that the place of a narrow focus was marked by higher accent command amplitudes 
but other accents still retained their F0 peaks. In broad focus, every word had a peak that 
was best modelled by an accent command aligned with the first syllable of the word. The 
accent commands belonged to the L+h* type but perceptually they had falling tone switches 
as a result of their early timing with respect to the accented syllable. The boundaries had 
falling F0. In the case of a two-phrase sentence (We go to Lemi by boat because the bridge is 
broken) there was a slight upward movement in the end of the first phrase, aligned with the 
phrase command of the second phrase. Mixdorff et al. (ibid.) concluded that the ToBI label 
L+H* could not adequately describe the contour of the final words.
Välimaa-Blum (1993a) has investigated the relationship between syntax and intonation. 
She suggests that grammatical constructions have default intonation contours that are used 
unless a non-default meaning has to be conveyed. She found that speakers used default in-
tonation contours in situations where the structure of the sentence matched the meaning it 
was meant to convey. When there was broad focus all accented syllables were perceptually 
equally prominent. This neutral declarative contour consisted of a sequence of L+h* accents 
with a low boundary tone. Another kind of default contour was found in sentences where 
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word order indicated focus or emphasis. In these situations, the marked word received a peak 
and the rest of the words in the sentence remained less prominent. Välimaa-Blum also mea-
sured the heights of the F0 peaks and found that in neutral contours the difference between 
peaks was larger than in final-focused conditions. Focused contours varied more that neutral 
contours. In neutral contours, the peaks could not be too high; otherwise they would have 
seemed to be in focus. They had to form a uniform sequence where individual peaks did not 
stand out. The greater variability of focused contours lead Välimaa-Blum (ibid.) to suggest 
that rather than comparing the F0 heights of individual accents within a sentence, it would 
be useful to compare the whole focused contour with corresponding phonologically identical 
contour with no focus. This naturally requires the use of laboratory speech.
An interesting theory by Donegan and Stampe (1983) suggests that the rhythmic pattern 
of a language causes all the levels of linguistic structure to be linked together in the evolu-
tion of the language, leading to different kinds of phonetic phenomena in different types of 
languages. In languages with a phrase-initial accent, word order is operator-first. Languages 
with a phrase-final accent follow operator-last order. (ibid.: 338.) This is natural because it 
causes the phrase accent to be situated on the operator. Phrase and word accents coincide 
and a falling accent encourages enclisis (pronoun after the verb) and suffixation while a 
rising accent encourages proclisis (pronoun before the verb) and prefixation (ibid.: 343). 
The link of case marking to word order typology is mediated by accent. Languages can be 
classified rhythmically depending on the domain of isochrony (words or syllables). (ibid.: 
345.) Vowel harmony is facilitated in languages with falling accent (ibid.: 348). This theory 
is complex and far-ranging and it is difficult to fully evaluate it. However, Välimaa-Blum 
(1999) has applied it skilfully to the analysis of Finnish, French and English intonation. She 
comments that typologically Finnish is very close to the falling type described by Donegan 
and Stampe. In Finnish, word stress, information structure, constituent order and in certain 
cases the definiteness of the subject affect intonation. In Finnish, intonational variability is 
more constrained than in English but freer than in French. The typological properties of all 
these three languages constrain their intonation in such a way that even in the expression of 
affect and attitude, their intonational contours cannot change beyond the permitted patterns. 
According to Välimaa-Blum (ibid.), there are two different kinds of information involved in 
the discussion about the intonational universals: one has to do with discourse management 
and the other with semantic-pragmatic meanings and functions. The semantic-pragmatic in-
formation is obligatory. Discourse management consists of rises and falls superposed on the 
properly linguistic patterns of F0 when allowed by typology. She concludes that "the human 
perceptual and phonatory systems may indeed be responsible for a certain number of basic 
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intonational shapes that are made available to all languages, but what is actually used in a 
given language depends on its general typological characteristics." (ibid.: 304.)
Xu (2005) has studied intonation starting from the tones of Mandarin and come to a com-
prehensive model of tone and intonation called the PENTA (parallel encoding and target ap-
proximation) model. The idea of the model is that local pitch targets, pitch range, articulatory 
strength and duration all are specified by a set of encoding schemes, each of which is associ-
ated with a particular communicative function. These encoding schemes are independent of 
each other and thus multiple communicative functions can be conveyed in parallel. The com-
municative functions are converted to continuous, detailed surface acoustic patterns through 
an articulatory process where the melodic primitives specified by the encoding schemes are 
used as control parameters. Xu's (ibid.) model helps to explain the strange behaviour of pitch 
contours. he suggests that in each syllable F0 is approaching a target value by following 
a trajectory the shape of which depends both on the target and on the starting point value. 
It is possible that Xu's (ibid.) model could be successfully used to explain surface patterns 
of Finnish intonation. Vainio, Aalto, Järvikivi and Suni (2006) have studied F0 trajectories 
in lexically stressed syllables based on Xu's theory and found that short CV type syllables 
tended to have a static high tone while CVV and CVC1  type syllables had a dynamic falling 
tone. Vainio et al. (ibid.) suggest that these tonal differences may be used to signal quantity.
1.5 bIologICAl CoDes AnD InteRRogAtIve IntonAtIon 
In otheR lAngUAges
how much of intonational meaning depends on our innate knowledge of biology? Ohala 
(1983; 1984) invented the so-called frequency code. By this he meant that high F0, which 
is associated with smaller larynx size, signifies smallness and a non-threatening attitude 
while low F0 signifies largeness, threat, self-confidence and self-sufficiency. Ohala (ibid.) 
had noted that the size difference between female and male larynxes was even greater than 
could be expected from the proportion of body size between females and males. he sug-
gested this was evidence that the frequency code had been useful and thus amplified through 
evolution.
Gussenhoven (2002: 48-51) elaborates on Ohala’s frequency code. he divides intonational 
meaning into two separate phenomena, phonetic implementation and intonational grammar. 
1 The last C of the syllable was always a voiced consonant.
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TABLE 1. Features of interrogative intonation found in the literature.
all questions yes/no questions question word 
questions
echo questions
no declination Vietnamese, Danish (1, 
11, 12)
downstepping 
recurrent pitch 
pattern
French (1) French (1)
high final pitch English, German, 
Dutch, Swedish, 
Japanese, Spanish, 
Eur. Portuguese, 
French, Italian, 
Romanian, Greek, Thai, 
Vietnamese, Chinese 
(1, 11)
Persian: broad focus, 
Bengali (8, 11)
falling pitch Chickasaw, Gur 
languages (11, 12)
Western Arabic 
(5)
intonation 
similar to that of 
statements
Dutch (2) Western Arabic (5) English, 
Spanish, 
Romanian, 
Russian, Greek 
(1, 4)
rise on last stressed 
syllable
Brazilian Portuguese, 
Romanian, Bulgarian, 
Russian, hungarian (1)
rise-fall Persian, Bengali, Greek 
(8, 11)
raising of pitch in 
all or part of the 
utterance
English, Swedish, 
Brazilian Portuguese, 
hungarian, Western 
Arabic, Vietnamese, 
Thai, Estonian (1, 9)
English, 
Swedish, 
French, 
Portuguese, 
Romanian (1)
peak on focus Swedish (3) Russian, Estonian: 
narrow focus (4, 10, 
11)
raised F0 register Chinese (6, 11)
expanded F0 range Chinese (6, 7)
delayed peak hungarian (12) Swedish (13)
(1) hirst & Di Cristo 1998: 25–27
(2) 't hart 1998: 103–107
(3) Gårding 1998: 121–122
(4) Svetozarova 1998: 268–269
(5) Benkirane 1998: 354–355
(6) hu 2002
(7)Yuan, Shih & Kochanski 2002
(8) Piot & Lyaghat 2002
(9) Asu & Nolan 2001
(10) Mihkla, Pajupuu & Kerge 2003: 539
(11) Gussenhoven 2002
(12) van heuven & van Zanten 2005: 88
(13) D. house 2003
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Phonetic implementation is responsible for the universals in intonation. Gussenhoven (ibid.) 
conceptualizes this with the help of three biological codes that originate from and mimic the 
physiological constraints of speech production. One of the three biological codes is Ohala’s 
frequency code. The two others are the effort code (the more effort used for speech produc-
tion, the more variation in F0) and the production code (towards the end of exhalation the air 
pressure in the lungs drops which easily leads to drop in F0). Intonational grammar, on the 
other hand, is language-specific and even though it utilizes the same means as the biologi-
cal codes, the form-function relationships may have changed through linguistic change and 
become inverse to the universal tendencies. Gussenhoven (ibid.) also reminds the reader that 
languages vary in the choices they make when the biological codes conflict.
In many languages, rising pitch contours are an indication of interrogativity. This matches 
well with Gussenhoven's (ibid.) production code where falling pitch is the unmarked case. As 
a contrast, rising pitch gets the listener's attention and focuses the conversation on the ques-
tion. Even more common among the world's languages is the use of a raised pitch in some 
part of the utterance to signal interrogativity. Gussenhoven's effort code fits well with this: a 
raised pitch requires extra effort and thus is a sign of markedness. It can also be thought that 
asking a question is an activity that requires a friendly and even submissive attitude towards 
the listener (e.g. hirvonen 1970: 46 calls asking questions "communication with an appeal to 
the listener"). If this is the case, even the frequency code can be used to explain the universal 
tendency of a raised pitch in questions. D. house (2004; 2005) investigated the occurrence 
of terminal rise in question word questions in a subcorpus of Swedish computer-directed 
question utterances and found that the proportions varied depending on gender and age (chil-
dren 32 %, women 27 %, men 17 %). D. House (2005: 276-280) asks if final rise is a signal 
of a social action oriented dialogue act. In a perception experiment, he found that a later peak 
and a higher peak were both perceived as friendlier and more socially interested.
On the other hand, there are also exceptions to the rule of high pitch associated with ques-
tions. There are languages where rising contours are used for statements and declination is 
the sign of a question. In Table 1, some features of interrogative intonation found in literature 
reviews and articles have been mentioned (references under the table). As can be seen from 
Table 1, in Chickasaw and the Gur languages falling pitch signals interrogativity. however, 
more often some form of raised pitch functions as interrogative marker.
J. house (2006: 1546) comments that Gussenhoven’s work on form-function relations in 
intonation leads to the realisation that a given pitch pattern may lend itself simultaneously to 
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TABLE 2. Some perception experiments reviewed by Gussenhoven (2002).
Language(s) Stimuli Results
Swedish, 
American 
English
artificial contours 
"for/för Jane", rising-
falling peak on "Jane" 
(varying in peak height 
and end pitch)
question judgment when higher peak and 
end pitch, Swedish listeners differentiated 
more sharply between super high and high 
peak than Americans (in Swedish final rise is 
not a cue for questions -> listeners rely more 
strongly on other clues)
Japanese, 
Russian
? Japanese listeners less inclined to hear 
interrogativity in high-peaked contours than 
Russians (in Japanese final rise is a signal of 
interrogativity while in Russian, peak height 
is used as a cue)
Chinese, Dutch, 
hungarian
pairs of intonation 
contours superimposed 
on identical segmental 
structures (variation 
in peak height, peak 
alignment and end 
pitch) 
higher peaks and higher end pitch associated 
with questions, hungarian listeners were 
more sensitive to the peak height variable 
than Chinese and Dutch (interrogativity 
expressed differently in the languages: 
Chinese raises the pitch register, Dutch uses 
final rises, Hungarian uses boundary peaks)
Danish ? overall slope linked to interrogativity for 
the least steep slopes, continuation for the 
medium slopes and statements for the steep-
est slopes
a number of different interpretations: affective and informational as well as grammatical. J. 
house (ibid.) remarks that it is not clear whether these interpretations should be regarded as 
simultaneously valid, or whether a single dimension of meaning should override and cancel 
out the others, and how listeners resolve any potential conflicts. D. House (2003) suggests an 
addition to Gussenhoven’s biological codes on a behavioural level. he found that in Swedish 
echo questions, delayed peak combined with a raised F0 range can effectively signal inter-
rogative mode. A pre-focal filled pause further contributed to the percept of question intona-
tion. D. House (ibid.) suggests that cognitive loading results in a hesitation pause or dysflu-
ency which is perceived as non-assertiveness and thus as a sign of interrogativity. Other 
interesting perception experiments have been reviewed by Gussenhoven (2002). Some of 
these have been summarised in Table 2.
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In Estonian, Asu and Nolan (2001: 30-31) have found that the nucleus of a question has on 
average a higher pitch than that of a statement. They noticed that the category of upstepped 
fall ^h*+L could be used to signal an utterance explicitly as a question by its intonation. It 
was also possible to use a pitch accent commonly used on statements (h*+L) and not signal 
a question by intonation. A low level nucleus was found only on statements. Asu and Nolan 
(ibid.) conclude that an upstepped fall makes it likely that the utterance is a question, and 
"total downstep" indicates a statement. Mihkla, Pajupuu and Kerge (2003: 539) investigated 
Estonian yes/no questions and found that questions with general focus tended to have an F0 
peak on all longer words. Yes/no questions where the focus is on an individual word had an 
F0 peak on the focused word. In disjunctive yes/no questions, both alternatives were focused 
and this was indicated with two peaks.1 
In tone languages, it is possible to investigate the effect of intonation on different tones. 
A good example of this kind of research is that by Liu and Xu (2005). They found that in 
Mandarin, focus created the same pitch range modification in questions as in statements 
(expanding the pitch range of the focused word, compressing and lowering that of the post-
focus words, but leaving that of the pre-focus words largely unaffected). In perception tests, 
the listeners could identify both focus and interrogativity in most cases which suggests that 
F0 variations related to the two functions could be simultaneously transmitted. Liu and 
Xu (ibid.) propose a functional view of intonation, according to which the components of 
intonation would be defined and organised by individual communicative functions. These 
functions would be independent of each other but encoded in parallel.
Voice quality may also be used to signal interrogativity. One language where this seems to 
be the case is French, where according to Smith (1999) statement-final vowels were more 
breathy and more likely to be devoiced than question-final vowels.
1.6 PItCh PeRCePtIon
Pitch is not perceived in a linear way. The linear F0 measurement in hertz can be converted 
to more perceptually relevant units, e.g. ERB, mels or semitones. In a recent experiment by 
1	 These	findings	could	be	true	also	for	Finnish.	I	have	not	used	the	labels	of	autosegmental	phonology	
nor	have	I	counted	the	numbers	of	F0	peaks	in	my	material,	so	the	comparison	of	these	results	with	Finnish	will	
not	be	possible	in	this	study.
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Nolan (2003), subjects were asked to replicate intonation patterns produced by female and 
male speakers. Their replications matched best with the original stimuli when measured 
using the semitone scale. This seems to suggest that semitone scale would best represent 
human perception. The usefulness of different measurement units depends on the task. It 
may be impossible to find one single unit that would always outperform others whatever the 
task. however, Nolan's task concentrates on the way listeners map F0 contours from one 
voice range to another. This is relevant in intonation research and semitones may be the best 
choice of unit for that purpose.
In Traunmüller and Eriksson's (1995: 1914) experiment, listeners had to estimate the liveli-
ness of utterances. Their results showed that as long as the stimuli appeared to have been 
produced in the modal register, listeners judged F0 intervals to be equivalent if they were 
equal in semitones. The perceived degree of liveliness depended on the extent of the F0 ex-
cursions but even more so on speech rate. The faster the speech rate, the livelier the utterance 
was rated.
T' hart, Collier and Cohen (1990: 25-37) review results on the limits of perceptibility of 
pitch phenomena in speech. They point out that in a real communicative situation the listener 
cannot concentrate on pitch alone. This is why the threshold values found in psychoacousti-
cal experiments are often too narrow for real perception of speech. The pitch change needed 
to notice a difference between two successively presented speech sounds in the frequency 
range of male speech varies from 0.3 to 5 per cent depending on the experiment. When 
comparing two pitch intervals, the threshold has been reported at 1.5-2 semitones. For the 
absolute threshold of pitch change, t' hart, Collier and Cohen derive a formula that matches 
experimental results fairly well. The speed of frequency change at the threshold (in semi-
tones per second) equals to 0.16/dur2 where dur is the duration of the movement in seconds. 
This means that for the change of pitch to be audible, the rate of change of a 100 ms pitch 
movement would need to be 16 ST/sec, i.e. the change during 100 ms would need to be at 
least 1.6 semitones. The just noticeable difference between two rates of pitch change can be 
expressed as a ratio of the two rates in hz/s. At longer durations, ratios below 2 have been 
found. For durations less than 50 ms, the ratios are higher, even up to 30.
In functional brain imaging studies, it has been found that the processing of prosody re-
quires the co-operation of both brain hemispheres. In an interesting experiment concerning 
brain response to questions in American English, Doherty, West, Dilley, Shattuck-hufnagel 
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and Caplan (2004: 86-91) found that rising questions caused statistically increased activ-
ity in parts of the left and right hemispheres compared to falling statements. Falling ques-
tions compared to falling statements caused fewer differences in activity. Rising questions 
compared to falling questions caused increased activity in both hemispheres. This seems to 
point to an effect of speech melody that surpasses lexical effects on the activity of the brain 
hemispheres.
Iivonen (2005: 126) observes that the measurable fundamental frequency cannot fully cor-
respond to speech melody or to intonation. he adds that voice quality changes are additional 
means that can substitute for F0 changes. Thus they could be seen as being part of intona-
tion.
1.7 DoWntRenDs
Downtrend means any overall lowering of pitch during the course of an utterance. Connell 
and Ladd (1990: 2-3) present a clear categorisation of different kinds of downtrends. Dec-
lination refers to a gradual lowering of the phonetic backdrop against which the phonologi-
cally specified pitch targets are scaled (i.e. declination causes equally prominent peaks to 
have different F0 values depending on their position in the utterance: the later the peak, the 
lower its pitch). Final lowering means a more abrupt lowering that is confined to the end 
of the utterance. Downdrift and downstep both refer to downtrends originally found in tone 
languages. The term downdrift is used when high tones are lowered by a preceding low tone 
while downstep is a lowering of successive high tones not caused by a low tone. Connell and 
Ladd (ibid.) comment that downdrift and downstep should be seen as different manifesta-
tions of the same phenomenon.
Out of the downtrends described by Connell and Ladd (ibid.), declination is the most useful 
concept when investigating Finnish. however, despite wide interest in intonation research, 
the causes of declination are still disputed. It is thought that declination may originate from 
decreasing air pressure in the lungs which causes the vocal folds to vibrate more slowly 
towards the end of a breath unit. Other hypotheses have also been represented: Maeda (1976; 
as cited in Ladd 1984: 62-63) suggested that the larynx is lowered because it is linked to the 
sternum which moves as a result of decreasing lung volume whereas Ohala and Ewan (1973; 
as cited in Ladd 1984: 62-63) reasoned that it is more difficult to produce an F0 rise than a 
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fall. As a result, F0 rises tend to be smaller than F0 falls which results in a downward trend 
of F0.
Ladd (1984) criticises vague procedures often used in fitting declination lines to F0 contours 
and claims that if declination is seen as a function of time, the difference between two peaks 
should correlate with the length of the interval between them. Studying the slopes of trend 
lines through high tones in tone languages would give a similar kind of evidence. More 
recently, tone languages have indeed been studied to find out more about intonational phe-
nomena. Still, the issue has not been solved. Xu and Wang (1997) investigated intonation 
contours for different sequences of lexical tones in Mandarin and noticed that in a sentence 
consisting only of high lexical tones, no apparent declination could be observed unless there 
was a particular focus in the sentence. They suggest that there is no global declination line 
as such but the impression of declination is caused by more local and linguistically mean-
ingful intonation melodies. Shih (1997), on the other hand, attempted to arrive at the global 
declination by looking at a sequence of high lexical tones in Mandarin, controlling for final 
lowering and segmental effects. Her findings are contrary to those of Xu and Wang. Shih 
concludes that Mandarin has a strong declination effect and slopes are different for long and 
short sentences.
Terken (1991) tried to find out whether prominence judgments were related to the scaling 
of F0 maxima or to the distance of the maxima from the baseline in which case declina-
tion would affect prominence judgments. The results were not easy to interpret and Terken 
(ibid.: 1776) concluded that F0 maxima alone were not enough to account for prominence, 
but the distance of F0 maxima to the baseline did not fully explain the listeners' judgments 
either. he suggested that the slope of the baseline would somehow affect expectations about 
the slope of the topline even though the topline and the baseline could vary more or less 
independently. Ladd (1993) suggested another way of interpreting Terken's (1991) results 
by letting go of the idea of a traditional baseline and using a more abstract value as a refer-
ence. Terken (1993), in his reply to Ladd (1993), gave some evidence that Ladd's proposal 
would not work for all peak values. As a whole, Terken's (1991; 1993) and Ladd's (1993) 
correspondence seems to at least prove that prominence cannot be simplistically related to a 
baseline drawn between the valleys of an F0 contour.
Swerts, Strangert and Heldner (1996) estimated the slope of declination by fitting an all-
points linear regression line to the F0 points in semitones. The same technique was used by 
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hansson (2003: 82). The problem with all kinds of linear estimates for declination slope is 
the same: pitch contours are often far from linear and thus a straight-line attempt to model 
them may not be very helpful. however, the positive side of the method used by the Swedes 
is its impartiality. It is easy to calculate and the residuals can be used as indication of the 
magnitude of the error.
hansson (2003: 86-88, 165-166) investigated declination in spontaneous Swedish. Start F0 
values (first value and first peak) and declination slope were compared for different lengths 
of phrases to see if speakers planned ahead and used higher start F0 or less steep slopes in 
longer utterances. No evidence of lookahead was found. Starting F0 varied but not in relation 
to utterance length. It seemed to depend more on coherence signalling among consecutive 
prosodic phrases in discourse. Phrases with higher start F0s had steeper slopes than phrases 
with lower start F0s. The correlation was found for all ten speakers.
Asu (2003) has tested the behaviour of downtrends in Estonian statements and questions 
and found that the height of the accent peaks did not show time-dependence, i.e. the peaks' 
height differences did not vary according to distances between peaks. Two different down-
step ratios were discovered: statements and kas-questions had a lower downstep ratio than 
tag questions and declarative questions.
In research where the Fujisaki model was used to investigate the production and perception 
of focus in Finnish, Vainio, Mixdorff, Järvikivi and Werner (2003) found that in the broad 
focus category, the second F0 peak had to be lower than the first one. This result is indirect 
proof for the existence of declination in Finnish. however, in another article, Vainio and 
Järvikivi (2006: 339) noted that the first F0 peak had to be lower than the second peak in 
order for the listeners to unanimously perceive the stress to be on the second peak although 
the difference was modulated by syntax (word order) and intensity. They further found that 
the results generalised to production as well (Vainio & Järvikivi 2007).
1.8 f0 estImAtIon
Although F0 relates to vocal fold vibration during voiced speech it can be measured using 
different techniques (hess 1982; howard 2001; de Cheveigne & Kawahara 2001). According 
to howard (2001: 3) and de Cheveigne and Kawahara (2001: 1) the most reliable method, 
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which is also least vulnerable to noise, is the direct measurement of larynx activity using a 
laryngograph. Two electrodes are placed on the speaker's throat at larynx level. The contact 
between vocal folds is calculated from a measurement of the electrical resistance between 
the electrodes.
For speech materials without laryngograph data, F0 estimation algorithms must be used. 
Some of these algorithms are based on the input pressure waveform. These algorithms can 
be called time-domain techniques. They detect periodic features which occur once per cycle 
during voiced sounds, e.g. zero crossings going upwards or downwards, major positive or 
negative peaks or slope changes that are associated with peaks. Other algorithms, called 
short-term analysis techniques, operate on the frequency content or the spectrum of the input 
signal. The signal is split into a series of frames which should have at least 2-3 periods' dura-
tion. The analysis yields a sequence of average pitch estimates. It is not as sensitive to signal 
degradation as time-domain analysis. A multichannel approach, the combination of two or 
more algorithms, can also be used to improve the accuracy. (hess 1982; howard 2001.)
According to howard (2001: 2-3), time domain techniques are vulnerable to errors in situa-
tions where formant frequencies change rapidly and cause alteration of the speech pressure 
waveform. Short-term analysis techniques are more robust but do not provide an accurate 
point estimate of F0 because the use of a time window results in some averaging, particularly 
when F0 is high and there are more cycles within the time window.
howard (2001) and de Cheveigne and Kawahara (2001) have compared F0 measurements 
by various algorithms with laryngograph output. They conclude that none of the algorithmic 
methods produce faultless measurements. howard (2001) found that peak picking, a short-
term technique, performed better than cepstral processing and autocorrelation, two time-
domain techniques. De Cheveigne and Kawahara (2001), on the other hand, got fairly small 
error rates for simple and normalised autocorrelation although the best result was achieved 
with a combination of autocorrelation and other methods.
Gussenhoven (2004: 5-10) describes the reasons that may cause errors in pitch estimation. 
The pitch detection algorithm can mistake voiceless friction for voicing. This will lead to 
irregular measurement points showing up during fricatives and releases of affricated plo-
sives. Voiced signals can be interpreted as voicelessness. When the voice becomes creaky, 
the algorithm may be confused by peaks in the signal that do not correspond to the vibra-
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tory action of the vocal folds. If these appear halfway in the period, they may be interpreted 
as peaks created by the opening action of the vocal folds, leading to doubled fundamental 
frequency measurements. halving errors occur when the algorithm misses every second 
periodicity peak.
Gussenhoven (ibid.: 11) also mentions four ways in which segmental conditions interfere 
with the fundamental frequency. First, consonants may affect F0 during their articulation, 
due to gaps and curtailments caused by voiceless consonants and to brief decreases during 
the oral strictures of voiced obstruents. Second, voiceless consonants lead to increased F0 in 
the following vowel, causing vowels after voiced obstruents to have lower F0 than vowels 
after voiceless obstruents. Third, vowel height is positively correlated with F0, probably due 
to the ligatures connecting the hyoid and the larynx, causing a raised tongue body to pull up 
the thyroid and so tighten the vocal folds. Fourth, in low-intensity fade-outs of utterances, 
relaxation of the muscles controlling glottal vibration rates may cause a reversal of F0 direc-
tion.
Aulanko (1985: 41-51) has investigated microprosody in Finnish. For a male speaker, the 
high vowels /i y u/ were found to have a clearly higher pitch than the other vowels. For 
a female speaker, /u/ had the highest F0. Vowel quantity also affected F0 measurements. 
For the male speaker, the maximum F0 measurements were higher for long than for short 
vowels. On the other hand, the mean F0 measurements were higher for short vowels than 
for long vowels. Aulanko (ibid.) remarks that in a long vowel, there is more time and thus 
greater movement in F0. For the female speaker, average values were lower for long vowels. 
Maximum values did not show any distinct pattern. Consonants were found to affect the 
pitch of vowels so that it was higher in voiceless consonant contexts than in voiced conso-
nant contexts. Generally, the intrinsic differences did not seem to be as great in Finnish as in 
other languages. Differences between individual speakers were large.
1.9 CReAky voICe
Creaky voice is a common feature of Finnish. Laver (1980: 124-126) defines creaky voice 
as a compound phonation blending modal voice and creak and describes creak as a rapid se-
quence of continual, audibly separate taps. During creak, the vocal tract is damped between 
successive laryngeal pulses and there is a constriction of the vocal tract at the laryngeal level. 
Laver (ibid.) remarks that in the literature, the terms "laryngealisation" and "glottalisation" 
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have sometimes been used interchangeably with the terms "creak" and "creaky voice".
Iivonen (1998: 319) comments that creaky voice is used as an end marker in statements. 
Later Iivonen (2006: 138-139) lists uses of creaky voice in Finnish as follows: laryngealisa-
tion before vowel onset, word boundary marker between two vowels, filler in filled pauses, 
utterance or turn final preboundary marker, a feature of unstressed syllables or an overall 
idiolectal feature.1
Creaky voice is usually considered very low in frequency. Bolinger (1978: 476), however, 
comments that creaky voice is also possible at a fairly high pitch. Because creaky voice is 
often associated with low terminal pitch, it may substitute for a final low pitch and constitute 
a “fall without a fall”. This may be the case in Finnish, where creaky voice has been shown 
to carry interactional meaning, e.g. turn-yielding functions (Ogden 2003).
Ladefoged gives an example of creaky voice (2003: 90) and comments that it is possible 
to consider the pitch halving when the speaker moves into creaky voice as phonologically 
not relevant. “It is a personal property of this speaker's voice, perhaps just relevant to this 
utterance, and not a property of the language.” Ladefoged goes on to say that if the drops 
into creaky voice were consistent, it could be seen as a way of conveying linguistic informa-
tion.
Sun and Xu (2002), on the other hand, did perception experiments using amplitude- and 
frequency-modulated synthetic vowels to find out if irregularity in the waveform affected the 
perception of pitch. They found out that increased modulation did decrease perceived pitch. 
The effect was more dramatic than would have been predicted. Perceived pitch differed 
depending on the vowel and on F0 as well as on modulation type (frequency vs. amplitude 
modulation).
Creaky voice and other irregular voicing types appear to carry intonation and must be handled 
in practical applications, but this cannot easily be done using F0 measurement techniques (de 
Cheveigne & Kawahara 2001). In fact F0 estimation algorithms can be adjusted to better cope 
with irregularities in the signal by changing parameter values. Setting the voiced/unvoiced 
cost and octave jump cost parameters of the autocorrelation algorithm to zero will force the 
algorithm to settle for locally best candidate for each frame (Boersma 2002). Unfortunately, 
1	 Out	of	the	eight	INTAS-915	speakers	in	this	study,	four	exhibit	creak	as	an	overall	idiolectal	feature.	The	
other	four	use	creak	more	in	the	other	ways	listed	by	Iivonen	(2006).
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speech signal varies a lot from one moment to the next, and it is very difficult to find settings 
that would give optimal F0 estimation accuracy throughout the whole utterance.
Niemann et al. (1994) used neural networks to improve the determination of F0 in laryngea-
lised speech. After using a neural network algorithm for reconstruction of the glottis signal 
they used another neural network to distinguish voiceless, modal voiced and lagyngealised 
parts of the signal. Creaky  voiced frames were labelled as unvoiced and thus excluded from 
the analysis. After the contour was computed, it was interpolated linearly in laryngealised 
frames, or extrapolated from the last voiced frame. The coarse error rate (i.e. rate of error 
more than 30 Hz) was thus reduced from 10.4 % to 7.2 %. This shows that even rather in-
tensive correction methods cannot fully remove the measurement errors caused by creaky 
voice.
1.10 sPeeCh styles
Speech style affects prosody. how can we then best conceptualise speaking styles in a way 
that contributes to our understanding of speech in different contexts? The common distinction 
between spontaneous and read speech may be easily implemented in recording situations but 
does not do justice to different shades of the speech continuum from casual to formal, from 
instinctively uttered to carefully planned. Eskenazi (1993: 502-503) suggests that speech 
styles should be described using the following dimensions: intelligibility, familiarity and 
social strata. Barry (1995: 4-5) notes that the concept of speaking style is fundamentally lis-
tener-oriented and thus the use of production categories such as reading and spontaneous is 
misleading. Differences within these categories make quantitatively meaningful statements 
across different studies impossible.
In a literature review, hirschberg (2000: 335-336) summarises that under different speech 
situations the following have been observed to vary: voice quality, segmental production, the 
presence or absence of speech dysfluencies, timing, accent prominence, intonational contour 
and pitch range. Eskenazi (1993: 506) lists differences found by intonation researchers: clear 
speech tends to have slightly higher F0 maxima than casual speech; median F0 is higher in 
read than spontaneous speech; median F0 is higher in noise; the F0 range is greater in clear 
than casual speech; for a subset of speakers the F0 range is also greater in read than clear or 
casual speech; there is no difference in F0 range between read and casual speech when the 
reading style remains rather neutral; there is a wider variety of contour types in casual than 
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read speech; and F0 peaks are larger and steeper in read than casual speech. These tendencies 
point towards a greater attempt at intelligibility in read speech, compared with spontaneous 
speech where the context may provide a lot of additional information.
Bruce (1995: 29-30, 34-35) compares a true spontaneous dialogue to an act of negotia-
tion between the interlocutors. Important aspects of the structure of the dialogue are textual 
aspects (topic structure, semantic focus), initiative or response structure, feedback seeking 
and giving, turn regulating, signalling of attitudes and rhetoric activity. Pitch signals the 
textual organisation, topic structure and division into speech paragraphs. Both spontaneous 
and acted dialogues display variation in global pitch level and pitch range as a reflection of 
this organisation. In read speech textual organisation may be more stereotypic and rigidly 
marked. The initial raising of pitch level and range of the first phrase, intermediate values 
in between, and the final lowering of the last phrase of a text unit may represent the reading 
stereotype. A marked peak on focussed items may serve as a means of seeking feedback 
from the interlocutor. This feature is characteristic of spontaneous speech but it appears to 
be absent in acted, read speech.
Beckman (1997: 16-19) mentions types of spontaneous speech recordings. Spontaneous 
speech can be gathered by eliciting unstructured narrative in an informal interview, by asking 
the subject to produce an extended descriptive narrative, from public performance narrative, 
experimental instruction monologues, overheard conversation, enacted conversation (i.e. 
conversation recorded from speakers who have given prior permission or who have been 
recruited to chat for a tape recorder in a quasi-party setting), public conversation e.g. radio 
interviews, interactive instruction dialogue, database querying dialogues, or the Wizard of 
Oz technique (i.e. the experimenter simulates the response of a computer when the speaker 
tests a computer database querying system).
One way of eliciting both spontaneous and read speech is to first record an informal dia-
logue between two speakers, then make a transcription of the dialogue and get the speakers 
to read their own lines. This does not produce entirely typical read speech because the col-
loquialisms in morphology and syntax will most likely affect the reading style. It may even 
be difficult for a speaker to fluently read a transcript of their own spontaneous speech, as 
we normally only encounter texts in fairly standard language. however, this is still a way of 
eliciting lexically and functionally similar output in two differing speech styles. Mixdorff 
and Pfitzinger (2005) used this setup to get a read version of map task dialogues. They ran 
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a perception experiment where the listeners had to identify speaking style. It turned out 
that the listeners had difficulties distinguishing between spontaneous and read speech. The 
percentage of correct identification depended on the speaker but in the worst case, only two 
out of 17 utterances produced by a speaker were correctly identified by more than half of 
the listeners. Fillers were found to facilitate the identification of spontaneous speech (ibid.: 
316-317). As for F0, the means and standard deviations only had minor differences between 
spontaneous and read utterances (ibid.: 318). Mixdorff and Pfitzinger (ibid.: 325) concluded 
that in a continuum between read and spontaneous speaking styles, most of the read, re-
enacted dialogs appeared to be closer to the spontaneous side. Prosodic features such as F0 
and duration contours represented only a part of the properties of a speaking style. Specific 
syntax and lexical choices and the presence of non-linguistic markers such as fillers were 
also characteristic of a speaking style and the listeners strongly relied on these cues for their 
identification of speaking styles.
hirschberg (2000: 348) suggests that global features such as pitch range and timing may 
reflect differences in speech style while local features (the amount of pitch change and F0 
contours) may convey structural and semantic-pragmatic information in similar ways, in-
dependent of speech style. She has compared F0 contours of read and spontaneous English 
utterances. In spontaneous speech, 43 % of the yes/no questions had falling intonation com-
pared with 30 % in read speech (Hirschberg 1995: 37). Question word questions, on the 
other hand, had falling intonation 62 % of the time in spontaneous speech and 84 % of the 
time in read speech (hirschberg 2000: 347-348). The expectation is that yes/no questions 
should have rising intonation and question word questions should have falling intonation. 
These results suggest that speakers pay more attention to the association between sentence 
type and contour type when they are reading.
In the following, the terms utterance type and dialogue function are both used interchange-
ably to refer to utterances with different pragmatic functions. Another term that is found in 
the literature (but not used here) is speech act. The terms pitch pattern and F0 contour are 
also used interchangeably to refer to the fundamental frequency contour and its description.
1.11 ReseARCh QUestIons
This study aims to explore the intonation of questions in spontaneous and read speech. Ques-
tions are compared to statements to see how utterance type affects F0. The F0 values that 
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are investigated reflect the F0 distribution of an utterance (e.g. F0 minimum and maximum) 
and the shape of the F0 contour (e.g. the last F0 value in the utterance and slope).1 As earlier 
results on question intonation in Finnish have mainly focused on read speech, this study 
compares spontaneous speech with read speech.
The independent variables considered in this study are utterance type (question vs. state-
ment), question type, speech style (spontaneous vs. read speech) and speaker gender. This 
covers all the functions of intonation mentioned by J. house (2006). Gender represents ori-
entation towards the speaker. Utterance type and question type are part of the linguistic ori-
entation. Speech styles differ on the dimension of discourse (i.e. interaction with a listener 
vs. structure of a text).
This study also aims to compare intonational strategies used by individual speakers for dif-
ferentiating between questions and statements as well as between spontaneous and read 
speech. If the speakers behave in different ways, it will be more difficult to identify general 
tendencies in the material and it could also mean that there is no one single norm for question 
intonation in Finnish.
The research questions of this study are as follows.
1. Are there differences in intonation between utterance types (i.e. questions 
and statements)?
2. Are there differences in intonation between different types of questions?
3. Do speakers use individual strategies to distinguish between utterance 
types and between speech styles?
Because of the large proportion of creaky voice in the INTAS materials, some investigations 
into voice quality and ways of dealing with creaky voice in F0 estimation are also included 
in this study.
1 C.f.	local	and	global	features	mentioned	by	Botinis	et	al.	(2001)	and	Hirschberg	(2000).
34
2. DAtA AnD methoD         
In this study, the starting point has been the corpus of spontaneous and read Finnish collected 
in the INTAS-915 project. The choice of methods has been made based on the requirements 
of the data. The major methodical decisions were related to the handling of creaky voice in 
F0 estimation and to the choice of statistical tests.
2.1 DAtA
The materials used in this study come from two sources. The main materials are spontane-
ous dialogues and their read counterparts from the INTAS-915 project. Four dialogues were 
used and all questions in these dialogues were included in the analysis. For comparison, ap-
proximately 30 statement utterances per speaker were selected. The supporting material is 
from a read dialogue recorded in Jyväskylä and consists of ten questions and ten statements 
by eight speakers.
2.1.1 the IntAs materials
The materials were recorded for the INTAS-915 project (for project details see de Silva, 
Iivonen, Bondarko, Pols & INTAS 915 partners 2003). In the project, spontaneous dialogues 
of 45 to 60 minutes' duration were first recorded. The contents of each speaker's turns were 
orthographically translitterated. The speakers were invited individually for the second re-
cording session. They were given the translitterations of their spontaneous utterances, one 
utterance per row and the other speaker's turns omitted. The speakers were instructed to read 
their utterances and pause after each line. No instructions were given about the speaking 
style they should attempt to follow. The resulting read speech varied in style between speak-
ers. Some speakers chose to act their earlier turns and did it quite fluently and in an animated 
way. Others used a more standard reading style, while some speakers had a lot of difficulty 
reading the lines and often got stuck or hesitated. This was no wonder as the translittera-
tions closely followed the colloquial style of the spontaneous dialogues. To read such non-
standard language was a new and challenging task. Another factor that may affect the read 
utterances is list intonation which can be found in parts of the read material.
The speakers were young adults aged between 21-28 years from the helsinki metropolitan 
area. They all spoke Finnish as their mother tongue. For this study, four dialogues (D1 to 
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D4) and the corresponding read speech recordings have been used. In dialogues D1 (speak-
ers F1 and F2) and D4 (speakers F3 and F4), both speakers were female. In dialogues D2 
(speakers M1 and M2) and D3 (speakers M3 and M4), both speakers were male. In each of 
the dialogues, the speakers knew each other well.
The quality of the recordings is good. They were made in the anechoic room of the Labo-
ratory of Acoustics and Audio Signal Processing at the helsinki University of Technology 
using head-mounted microphones. During the spontaneous speech recording, the speakers 
were left alone in the room, sitting a couple of meters apart and facing different directions. 
Some topics were suggested and the speakers were instructed to talk freely to each other. 
Every ten minutes the room was entered to check that everything was all right and to provide 
new topics if needed. Each speaker's voice was recorded on a separate channel using a DAT 
recorder. Afterwards, the recording was transferred to a computer and the channels were 
separated. In this way, two separate audio files were created with only one speaker's voice 
and very little interference from the other speaker.1 however, the time alignment of these 
1	 The	recordings	were	made	by	Mietta	Lennes	using	headset	microphones	(AKG	HSC-200SR)	to	sepa-
rate	channels	of	a	DAT	recorder	(Tascam	DA-P1,	sample	rate	44.1	kHz,	sample	size	16	bit).	The	digital	stereo	
signal	was	then	transferred	from	the	DAT	to	a	computer	and	downsampled	to	the	rate	of	22.05	kHz.	(Lennes,	
Aho,	Toivola	&	Wahlberg	2006:	95.)
FIGURE 2. Total duration of speech by each speaker.
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FIGURE 3. Total number of utterances by each speaker.
TABLE 3. Average utterance durations.
Dialogue Speaker Average utterance duration (sec)
D1 F1 1.7
F2 1.8
D2 M1 1.6
M2 1.8
D3 M3 1.5
M4 1.5
D4 F3 1.4
F4 1.8
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number of utterances
matching files is always possible, which is valuable for purposes of observing interactional 
dynamics.
The total speech durations for each speaker are shown in Figure 2. In all dialogues the dis-
tribution of speaking time between speakers is fairly even, however in each dialogue one 
of the speakers uses slightly more speaking time than his/her interlocutor. The number of 
utterances produced by the speakers is shown in Figure 3. Table 3 presents average utterance 
durations. All speakers have average utterance durations between 1.4 and 1.8 seconds.
37
2.1.2 the Jyväskylä materials
The read dialogues were recorded1 as part of a study investigating L2 learning of Russian by 
Finnish students of Russian. As a comparison, a Finnish dialogue was recorded. The style of 
the dialogue is casual and thus the intonation sounds fairly similar to spontaneous speech. 
Ten questions and ten statements were selected from the dialogue. This material provides a 
good supporting material because all speakers have read the same sentences. The speakers 
are young females aged between 19 and 23 years from Central Finland. The sentences se-
lected for this study and their glosses and translations are shown in Appendix B.
2.2 methoD
In the annotation and acoustic analysis of the materials, the Praat program2 was used. The 
resulting figures were transferred to the SPSS statistical program. Statistical analysis was 
done mainly using the menu commands of the SPSS program. Mixed model analysis was 
performed using the command syntax available in SPSS.3
2.2.1 Dialogue function categories and their f0 distributions
To take an initial look at the position of interrogative utterances in the total dialogue, all 
utterances were divided into four broad categories of dialogue functions determined empiri-
cally by looking at the data. The categories were interrogatives, statements, feedback (this 
included short backchannel turns without additional information) and "other". The category 
"other" was used as a dumping class for problematic turns such as longer feedback sequenc-
es, turns that orientated primarily to conversational organisation, imperatives, invitations 
and suggestions, short replies to questions asked by the other speaker, and imitation and 
pretending. Even turns that were not meaningful (mainly because of interruptions) were 
included in this category.
For each speaker, four separate sound files were created by concatenating all the utterances 
belonging to each category separately. Pitch contours for these dialogue function -specific 
1	 The	recordings	were	made	digitally	on	a	computer	by	Riikka	Ullakonoja	using	AKG	GN30	microphones.	
The	program	used	for	the	recordings	was	Adobe	Audition	1.0.	Sample	rate	was	44100	Hz,	16	bit	resolution.	The	
recordings	were	made	in	a	recording	studio.	(Ullakonoja	2007.)
2	 See	www.praat.org
3	 The	syntax	for	the	mixed	model	analysis	was	provided	by	Erkki	Komulainen.
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sound files were calculated using a statistical estimation method that utilises the quartiles to 
eliminate extreme outliers.1 
The resulting pitch files were used to compare the F0 distributions of a speaker's different 
dialogue function categories by looking at boxplots and using the non-parametric Mann-
Whitney U test with Bonferroni corrections.
2.2.2 the selection of utterances for closer examination
All questions were identified in the spontaneous speech files and coded according to ques-
tion type. The corresponding questions in read speech were also identified. Not all of the 
questions had a read variant. For speaker F1, out of 22 questions in spontaneous dialogue, 
only 6 were available in read speech. For the other speakers, more than half of the questions 
were found in read speech.
Question types were classified as follows:
1) yes/no question
2) question word question
3) particle question
4) declarative question
5) double question
6) framed question
7) ungrammatical question
These categories were further subdivided so that subgroups were created for negative ques-
tions, elliptical questions and tag questions of different types.
Both interactional and syntactic criteria were used for the selection of questions. This re-
sulted in a broad definition for questions. Many utterances with declarative syntax were 
1	 This	method	has	been	devised	by	Jussi	Kirjavainen.	First	 the	autocorrelation	analysis	 is	performed	
using	general	gender-specific	F0	limits.	After	that,	individual	upper	and	lower	limits	are	calculated	by	multiply-
ing	the	range	between	the	first	and	third	quartiles	by	1.5	and	adding	the	value	to	the	third	quartile	for	the	upper	
limit,	subtracting	it	from	the	first	quartile	for	the	lower	limit.	The	final	pitch	calculations	are	performed	using	these	
limits.	As	a	result,	outliers	are	eliminated.	This	is	a	good	method	for	getting	reasonably	reliable	long-term	aver-
ages	but	it	cuts	out	individual	peaks	and	thus	is	not	suitable	for	closer	examination	of	F0	contours	in	individual	
utterances.
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included because they seemed to have an interrogative function. At the same time, questions 
that seemed to be addressed mainly to the speaker himself/herself, were also selected.1 
It was often difficult to separate questions from the surrounding speech material, contain-
ing many hesitations, interruptions and false starts. Including the long sequences that often 
preceded the final question would have further increased the variation in syntax. This would 
have made it extremely difficult to categorise the questions in any meaningful way. On the 
other hand, limiting the selection only to the eventual complete question (in those cases 
where it existed) would perhaps distort the inspection of intonation. I started off with long in-
terrogative sequences that often spanned many utterances and could contain false starts and 
self-corrections. After realising that it would be impossible to say anything about the intona-
tion of such long stretches of speech with arbitrarily set boundaries, I narrowed the selection 
down to single utterances or even smaller stretches of speech. The criteria became that the 
interrogative phrases should be grammatically simple and maximally one utterance long.
Even harder was selecting the statements. Particularly the female speakers in the material 
tended to narrate in a style that completely ignored utterance boundaries. This made it im-
possible to identify enough semantically and syntactically complete statements. After con-
sidering different options, I decided to select utterances (i.e. units of speech surrounded 
by pauses) that were syntactically complete when possible and had approximately similar 
durations as the interrogatives I had identified in the material.2 For each speaker, I chose ap-
proximately 30 statement-type utterances.
2.2.3 Annotation
The selected utterances were segmented and labeled on utterance, word and syllable level 
using the Praat program. Creaky voiced and voiceless parts were annotated in a separate 
voice quality tier. Utterances were numbered and coded. Questions were coded according to 
question type while statements were only coded according to the syntactical completeness 
of the utterance.
1	 This	differs	from	a	conversation	analysis	definition	of	questions	used	by	Raevaara	1993:	15.	She	only	
selected	questions	which	were	treated	as	interrogatives	by	the	participants.
2	 A	thorough	system	for	identifying	major	and	minor	intonation	units	has	been	developed	by	Aho	and	Yli-
Luukko	(2005).	This	time	it	was	not	possible	to	use	their	system	because	of	time	constraints	and	the	dialogue	
nature	of	the	material.	However,	Aho	and	Yli-Luukko	define	major	intonation	units	as	mostly	separated	from	sur-
rounding	speech	by	clear	pauses.	Thus	my	way	of	selecting	utterances	roughly	corresponds	to	their	definition	
of	a	major	intonation	unit.
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2.2.4 voice quality
The percentages of creaky voiced and voiceless speech were calculated from the voice 
quality tier using a Praat script. The percentages of creaky voice were compared between 
questions and statements.
The utterances were classified by hand into groups indicating voice quality change towards 
the end of the utterance. The categories were no change, creaky voiced end, and voiceless 
end.1 
2.2.5 Pitch estimation
In the Praat program, autocorrelation is used for pitch detection (details of the algorithm are 
described in Boersma 1993).
F0 contours for the entire recordings were calculated with the help of a method devised by 
Jussi Kirjavainen (see the explanation above). The calculations were performed separately 
for spontaneous and read speech. The resulting pitch contours were used to obtain speaker-
specific mean and standard deviation F0 values for both spontaneous and read speech. These 
values were later used for the standardisation of utterance-specific F0 values.
The selected question and statement utterances were treated differently from the whole ma-
terial. Pitch contours were first calculated using Praat's default autocorrelation option with 
speaker-specific floor and ceiling F0 values. After that, the contours were manually corrected 
against the narrow-band spectrogram using three different rationales for the corrections (see 
Appendices C and D: the correction of creaky parts). The first correction type is based on 
the perception test results by Sun and Xu (2002): irregularity in the waveform is thought to 
affect listeners’ perception of pitch. In correction type 1, creaky voiced parts are allowed 
to remain below the rest of the contour. The second correction type is based on Ladefoged 
(2003): creaky voice is seen as a personal property of a speaker’s voice and not phonologi-
cally relevant. In correction type 2, creaky voiced parts are brought to the same level with the 
rest of the pitch contour. The third correction type treats creaky voiced parts as a feature of 
speech that goes beyond intonation and should not be examined in the same way as intona-
1	 No	change	means	that	voice	quality	did	not	change;	if	there	was	creak	earlier	in	the	utterance	the	creak	
in	the	end	did	not	count	as	a	creaky	voiced	end.
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tion. This is why in correction type 3 creaky voiced parts are eliminated by unvoicing them 
in the pitch contour.
From the resulting pitch files, F0 values reflecting the shape of the F0 distribution and utter-
ance contour were collected in semitones re 100 Hz using a Praat script. The values reflect-
ing the actual place of the speaker's F0 range were also standardised to z values by subtract-
ing the mean and dividing the resulting value by the standard deviation.1 
The last F0 value is the last undefined F0 value in the pitch object and thus its place in the 
utterance depends on correction type. In correction type 3, all creaky voiced parts were un-
voiced which has often lead to a shorter pitch contour.
The declination slopes for the individual utterances were calculated using the all-points linear 
regression equation. It was implemented as a Praat script in order to avoid having to transfer 
each pitch contour separately to a statistical program. (See Appendix E: slope.)
The average F0 within syllable values were calculated with the help of a Praat script. The F0 
range for each syllable was determined and the average of these values for the whole utter-
ance was calculated.
Mean absolute slope is a measure of the average local variability of F0 available in the Praat 
program. It is calculated by taking the slope between adjacent points on the pitch curve and 
averaging the absolute values of these local slopes (Boersma 2005).
All the measured values are listed in Table 4.
The measurements were made using Praat scripts and the resulting text files were then trans-
ferred to the SPSS statistical program. None of the variables were normally distributed and 
simple transformations were not enough to make them so. As a result, some non-parametric 
tests had to be used. To see if individual speakers used different strategies to distinguish 
between utterance types and speech styles, Kruskal-Wallis tests were performed. A mixed 
model was selected for the investigation of the F0 values.
1	 Mean	and	standard	deviation	values	had	been	obtained	separately	for	spontaneous	and	read	speech,	
see above.
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For the Jyväskylä materials, pitch corrections were not performed because there was very 
little creaky voice in the utterances. F0 minimum, mean, maximum, standard deviation and 
mean absolute slope were measured. The Mann-Whitney U test was used to compare the 
resulting values between questions and statements.
TABLE 4. F0 values collected from question and statement utterances. All values in ST re 
100 hz.
Variable Abbreviation
minimum F0 min
z value of minimum F0 z min
first quartile of F0 1st quartile
z value of the first quartile of F0 z 1st quartile
mean F0 mean
z value for mean F0 z mean
median F0 median
z value for median F0 z median
third quartile of F0 3rd quartile
z value for third quartile of F0 z 3rd quartile
maximum F0 max
z value for maximum F0 z max
last defined F0 value in the utterance last
z value for the last defined F0 value in the utterance zlast
standard deviation of F0 values in the utterance st dev
range of F0 values in the utterance range
mean absolute slope mean abs slope
slope (calculated using the least squares regression equation) slope
average F0 range within syllable syll F0 range
The measurements were made using Praat scripts and the resulting text files were then trans-
ferred to the SPSS statistical program. None of the variables were normally distributed and 
simple transformations were not enough to make them so. As a result, some non-parametric 
tests had to be used. To see if individual speakers used different strategies to distinguish 
between utterance types and speech styles, Kruskal-Wallis tests were performed. A mixed 
model was selected for investigation of the F0 values.
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2.2.6 mixed model analysis
For the statistical analysis of the utterance-specific F0 values, a mixed model was selected. 
This was necessary because the data structure is hierarchical (utterances were produced by a 
limited group of speakers) and the same utterances were produced using two speech styles. 
hox (2002: 1-7) explains some of the problems arising if statistical analysis of multilevel 
data is attempted using standard analysis methods. First of all, there will be statistical prob-
lems. If the data are aggregated, different data values from lower level units will be combined 
into fewer values for fewer higher-level units. This leads to loss of information and the sta-
tistical analysis loses power. If the data are disaggregated, the data values from higher-level 
units will be blown up into many more values in the lower level. As ordinary statistical tests 
treat all these disaggregated data values as independent information, statistically significant 
results will be obtained much more often than the nominal alpha level suggests. Secondly, 
there is the danger that while data is analysed at one level, conclusions may accidentally be 
drawn at another level. A mixed model analysis makes it possible to avoid these pitfalls. hox 
(ibid.) concludes that in a mixed model analysis, there is not one proper level at which the 
data should be analysed. All levels present in the data are important in their own way. Mixed 
model is designed to analyse variables from different levels simultaneously, using a statisti-
cal model that properly includes the various dependencies.
The mixed model analysis was done using restricted maximum likelihood estimation. The 
fixed effects that were selected for investigation were utterance type, speech style and speaker 
gender.1 Joint effects and main effects were investigated. Individual speakers were included 
as random effects in the model.
2.2.7 Investigation of pitch patterns
To investigate the F0 contours in the material, it was necessary to group the utterances ac-
cording to pitch pattern. This turned out to be quite challenging because it was difficult to 
observe a generalised pitch pattern and ignore the changes in pitch resulting from lexical 
content. Rather than try to invent pitch pattern groupings, I decided to use the grouping by 
Iivonen (1978: 51). Some additional categories had to be defined to get full coverage of the 
existing pitch patterns in the materials. These new categories were rise-fall, continuation, 
1	 These	fixed	effects	were	selected	based	on	the	understanding	acquired	during	earlier	inspection	of	the	
material	and	on	results	from	non-parametric	tests	that	had	been	performed.
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fall-rise and low overall. The main problem with the classification was that final rise could 
co-exist with another grouping. In order to keep comparisons simple, only one group was 
assigned per utterance. Final rise was allowed to override to make sure that all occurrences 
of final rise would be found.
Another problem was that voice quality changes affected the auditory impression. Breathy 
voice in the end may have lead to an impression of a rising contour in some utterances. The 
expectation of declination also affected auditory inspection by causing some fairly level 
contours to be perceived as rising. A balance between auditory and visual inspection was 
attempted but nonetheless it is likely that some of the utterances would be categorised differ-
ently if the process were to be repeated from the start.
Chi square tests were used to compare the proportions of different contours between speak-
ing styles, utterance types and genders. 
To compare the pitch contours with hirvonen's (1970) results, a different grouping was 
needed. All yes/no questions and question word questions were classified according to the 
categories found by hirvonen (ibid.): high initial with an immediate fall and longer high fol-
lowed by a fall. The utterances that did not follow these contours were classified as "other". 
The percentages these of contour types were calculated for yes/no questions and question 
word questions in both read and spontaneous speech.
For the Jyväskylä materials, pitch patterns were determined using the same grouping as 
with the INTAS materials. A Chi Square test was used to compare the frequencies between 
questions and statements. Since the same material had been read by all speakers it was also 
possible to compare the pitch patterns used by different speakers to produce the same sen-
tence.
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3. ResUlts            
The results of this study suggest that differences in intonation between questions and state-
ments do exist, as well as differences in intonation between spontaneous and read speech. 
Some of the differences are speaker-specific while others also apply to the whole group of 
speakers.
In the following, the results are presented in the same order as the methods were presented 
in the previous chapter.
3.1 DIAlogUe fUnCtIon CAtegoRIes AnD theIR f0 DIs-
tRIbUtIons
The dialogue function categories used were question, statement, feedback and "other". It is 
important to know that utterance durations differed between categories. Average utterance 
durations for each category are shown in Figure 4. As can be seen, interrogative utterances 
are in average shorter than statements for all speakers. Speakers F1, F2 and M2 have highest 
durations of interrogative utterances.
FIGURE 4. Average utterance durations of different dialogue function categories found in 
the material. 
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Boxplots for all F0 values in each dialogue function class are shown in Figures 5 and 6. As 
can be seen, the median F0 values for questions and statements do not differ for speakers 
F2, F3, M3 and M4. For the rest of the speakers, median F0 values are slightly higher for 
questions than for statements. Most of the speakers use a wider F0 range for questions than 
for statements. An interesting exception is speaker M3 whose F0 range is narrower in ques-
tions than in statements. The F0 distributions of the categories feedback and "other" differ 
between speakers. Speakers F1 and F2 use a higher register for feedback turns than for state-
ments and questions. The F0 values for the category "other" probably vary partly because of 
the different content of the utterances dumped in this class for different speakers.
FIGURE 5. Boxplots of F0 distributions of different dialogue function categories for the 
female speakers. f = feedback, o = other, q = question, s = statement.
F1 F2
F3 F4
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FIGURE 6. Boxplots of F0 distributions of different dialogue function categories for the 
male speakers. f = feedback, o = other, q = question, s = statement.
M1 M2
M3 M4
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The total durations of speech in different dialogue function classes for each speaker are 
shown in Table 5.
TABLE 5. Total durations of speech (in seconds) belonging to different dialogue function 
categories for each speaker
speaker F1 F2 F3 F4 M1 M2 M3 M4
question 19.4 59.0 27.2 29.6 61.1 87.5 57.1 47.9
statement 1013.4 789.0 642.5 867.6 835.0 632.1 785.2 925.5
feedback 86.9 106.8 104.8 73.4 52.2 25.9 56.5 91.8
other 11.9 71.3 171.9 222.5 47.3 143.0 185.8 316.3
Mann-Whitney U-tests were performed on all F0 points to see if the F0 differences between 
dialogue function categories were statistically significant (see Table 6). The only differences 
that were not significant were as follows: statements and the category "other" for speaker 
F2, questions and the category "other" for speaker M1, questions and statements for speaker 
M3. It seems that for individual speakers, F0 distribution reflects dialogue function in some 
very general way.
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TABLE 6. Bonferroni corrected results of Mann-Whitney U-tests for comparison of F0 
values for different dialogue function categories. The Bonferroni corrections were made by 
multiplying the p values by the number of comparisons made.
Speaker Categories U-value p
F1 question-statement 19329202 < .001
question-feedback 1822516 < .001
question-other 188993 < .001
statement-feedback 63829144 < .001
statement-other 7450905 < .001
feedback-other 1818502 < .001
F2 question-statement 38646911 < .001
question-feedback 4342041 < .001
question-other 2999338 < .001
statement-feedback 46559903 < .001
statement-other 34825768 .067
feedback-other 8226890 < .001
F3 question-statement 24118662 < .001
question-feedback 4312619 < .001
question-other 6631260 < .001
statement-feedback 94741743 < .001
statement-other 137798159 < .001
feedback-other 24911679 < .001
F4 question-statement 24071695 < .001
question-feedback 2903981 .009
question-other 2791431 < .001
statement-feedback 63882116 < .001
statement-other 135882768 < .001
feedback-other 5122481 < .001
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Speaker Categories U-value p
M1 question-statement 18975287 < .001
question-feedback 1942340 < .001
question-other 1620536 .126
statement-feedback 25367145 < .001
statement-other 16045272 < .001
feedback-other 1605462 < .001
M2 question-statement 42459194 < .001
question-feedback 1974308 < .001
question-other 11041783 < .001
statement-feedback 17116693 .001
statement-other 65228536 < .001
feedback-other 3025321 < .001
M3 question-statement 24602214 ~1.000
question-feedback 1587095 < .001
question-other 4821494 < .001
statement-feedback 27655194 < .001
statement-other 83424152 < .001
feedback-other 6903228 .037
M4 question-statement 30794367 < .001
question-feedback 3178726 .002
question-other 10816368 < .001
statement-feedback 72901670 < .001
statement-other 212395689 < .001
feedback-other 21914988 < .001
TABLE 6.  cont.
3.2 bACkgRoUnD InfoRmAtIon AboUt the UtteRAnCes 
seleCteD foR CloseR AnAlysIs
As mentioned earlier, I attempted to select statement utterances that had approximately 
similar durations as the questions. Mean durations and standard deviations are shown in 
Table 7. The durations do not differ very much on the whole but within individual speakers 
the attempt to select statements with similar durations as questions has not succeeded as 
well.
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TABLE 7. Mean durations of questions and statements selected for analysis.
Questions Statements
Speaker Mean 
duration 
(sec)
N Standard 
deviation
Mean 
duration 
(sec)
N Standard 
deviation
F1 1.3270 22 .71191 .9589 32 .52910
F2 1.4327 33 .92143 1.3253 31 .58061
F3 .9461 23 .78634 1.4077 31 .59275
F4 1.1006 26 .54594 1.1585 30 .33329
M1 .9387 45 .55243 1.1130 30 .43839
M2 1.1501 66 .74044 1.0517 30 .46478
M3 1.0736 35 .56215 1.4551 30 .48520
M4 1.2531 27 .85380 1.4595 30 .48038
Total 1.1423 277 .72347 1.2399 244 .52162
In Table 8 and Figure 7, the frequencies for different question types are shown. Only yes/
no questions, question word questions and declarative questions are numerous enough to be 
investigated on their own. It can also be seen from Table 8 that different speakers had dif-
ferent numbers of questions. The numbers of questions in the dialogues varied between 49 
(D4) and 111 (D2).
TABLE 8. Frequencies of different types of questions in the material.
Question type Speaker
F1 F2 F3 F4 M1 M2 M3 M4 Total
yes/no 15 16 6 8 23 29 15 15 127
question word 6 10 14 7 10 18 15 8 88
particle 0 1 0 2 0 6 0 1 10
double 0 0 0 1 0 0 0 0 1
framed 0 1 0 0 0 1 0 0 2
declarative 1 2 2 7 11 11 4 2 40
ungrammatical 0 3 1 1 1 1 1 1 9
Total 22 33 23 26 45 66 35 27 277
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FIGURE 7. Frequencies of different types of questions for females and males.
For statements, completeness of syntax was marked in the code. No further distinctions were 
made for statements. (For frequencies, see Table 9 and Figure 8.) As can be seen from Figure 
8, females had a lot of unfinished utterances while males' utterances were mostly complete 
and had full syntax.
TABLE 9. Frequencies of different types of statements.
Speaker
 F1 F2 F3 F4 M1 M2 M3 M4  Total
full syntax 11 14 12 9 16 22 23 17 124
interrupted 10 13 0 4 7 5 5 10 54
cont in next utterance 7 1 18 13 1 0 0 2 42
elliptical 4 3 1 4 6 3 2 1 24
Total 32 31 31 30 30 30 30 30 244
yes/no	questions
question	word	questions
declarative	questions
other	questions
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FIGURE 8. Frequencies of statements according to interruptedness.
3.3 voICe QUAlIty
The mean proportion of creaky-voiced speech per utterance differed between speakers and 
between speech styles (see Table 10). Breathy voice and voicelessness were less common 
than creaky voice (see Table 11).
TABLE 10. Proportion of creaky voice per utterance.
Speaker Speech style Mean % creaky Standard deviation
F1 spontaneous 30.4 23.9
read 9.6 15.2
F2 spontaneous 19.3 21.0
read 25.5 22.9
F3 spontaneous 10.8 18.8
read 13.9 15.6
F4 spontaneous 4.7 10.1
read 8.3 12.4
M1 spontaneous 11.3 12.2
read 10.3 13.1
M2 spontaneous 10.5 16.4
read 6.2 10.4
M3 spontaneous 14.3 20.4
read 13.2 15.4
M4 spontaneous 9.4 15.1
read 8.4 11.1
full	syntax
interrupted
continued	in	next	utterance
elliptical
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TABLE 11. Proportion of breathy voice and unvoiced portions per utterance.
Speaker Speech style Mean % 
breathy
St. dev. 
breathy
Mean % 
voiceless
St. dev. 
voiceless
F1 spont 2.5 6.6 0.6 2.9
read 3.3 9.4 0 0
F2 spont 0.5 3.7 0.3 1.9
read 0.1 0.5 0 0
F3 spont 0 0 1.0 7.4
read 0 0 0.2 0.8
F4 spont 0.6 0.5 0.7 4.8
read 0 0 0 0
M1 spont 1.3 5.0 5.2 9.6
read 0.4 2.8 1.0 3.4
M2 spont 2.2 5.1 0.8 3.8
read 0.3 2.0 0.7 0.5
M3 spont 1.0 2.7 2.2 4.9
read 0.2 0.6 0.5 2.2
M4 spont 0 0 0.5 3.5
read 0.3 2.1 0.2 1.1
Two of the speakers ( F3 and F4) had a statistically significant difference between the per-
centage of creaky voice for questions and statements in both speaking styles (see Table 12). 
Speakers M1 and F1 had a significant difference between utterance types in spontaneous 
speech and speaker M4 had a significant difference in read speech. It is more common that 
questions have more creaky voice than statements.
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TABLE 12. Results of Mann-Whitney test comparing percentages of creaky voice in ques-
tions and statements. The more creaky utterance type has been indicated even in situations 
where the difference is not statistically significant. Read speech for speaker F1 is not appli-
cable because there are too few utterances.
Speaker Speech style U value p More creaky utterance type
F1 spont 239 .049 question
read
F2 spont 500 .875 statement
read 387 .257 question
F3 spont 211 .004 question
read 63 .000 question
F4 spont 285 .020 question
read 79 .000 question
M1 spont 464 .019 question
read 591 .340 question
M2 spont 915 .520 statement
read 759 .051 question
M3 spont 504 .756 statement
read 325 .053 question
M4 spont 314 .088 question
read 148 .001 question
According to Iivonen (1998: 319), creaky voice is connected with the ends of statements 
while modal voice is used to indicate non-terminality in utterances indicating continuation. 
In utterances indicating continuation, modal voice should then be observed at the end before 
the boundary. Voice quality changes in the ends of utterances were investigated in semanti-
cally unfinished and finished utterances. Creaky voiced and voiceless endings were slight-
ly more common in finished utterances. Almost a third of finished utterances had a voice 
quality change in the end compared to only a tenth of unfinished utterances. Creaky voice 
was a more common change in unfinished utterances while voicelessness was used more 
often in finished utterances. (See Table 13.)
Changes of voice quality in the last syllables of the utterances were examined for the main 
question types as well as statements. No significant differences were found (see Figure 9). 
This may indicate the tendency of casual speech to be creaky throughout the utterance. 
Another possibility is that in these dialogues, asking questions was not a particularly marked 
speech act because of the nature of the recording situation.
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TABLE 13. Voice quality changes (%) in finished and unfinished utterances.
Voice quality Finished utterances Unfinished utterances
no change 68 89
creaky voiced end 13 10
voiceless end 18 1
FIGURE 9. Changes of voice quality in the last syllables of spontaneous utterances.
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3.4 PItCh estImAtIon
The global F0 means and standard deviations that were used for standardisation of utter-
ance-specific values are shown in Táble 14. The mean F0 values are very similar between 
speaking styles for each speaker. All speakers have higher standard deviation in spontaneous 
speech although for speaker M2 the difference is negligibly small.
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TABLE 14. Mean and standard deviation values for F0 (ST re 100 hz), calculated for 
whole recordings, separately for spontaneous and read speech.
Speaker Spont mean F0 Spont st dev F0 Read mean F0 Read st dev F0
F1 9.36 3.36 9.17 1.54
F2 9.26 2.33 9.73 1.28
F3 11.04 2.75 10.78 1.86
F4 12.92 3.81 12.25 2.20
M1 -.45 3.07 .13 2.56
M2 .82 2.89 .57 2.84
M3 1.11 4.39 .93 1.72
M4 6.79 3.26 7.01 1.94
3.5 DIffeRenCes betWeen QUestIons AnD stAtements 
In the Jyväskylä mAteRIAls
Non-parametric Mann-Whitney U tests were used to compare the F0 values between ques-
tions and statements in the Jyväskylä materials (see Table 15.) There was a significant differ-
ence in the mean and in the standard deviation.
TABLE 15. Results from Mann-Whitney U tests comparing the F0 values between ques-
tions and statements in the Jyväskylä materials.
Variable U value p value
minimum 3117 0.776
maximum 2901 0.308
mean 2506 0.018
standard deviation 2510 0.019
mean absolute slope 2890 0.290
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3.6 DIffeRenCes betWeen sPeAkeRs
To see how speakers differ from each other in the way they mark dialogue functions and 
speech styles, I grouped the utterances into four groups: spontaneous questions, spontaneous 
statements, read questions and read statements, and tested for the differences between these 
groups for each speaker separately.
In Table 16, results from non-parametric Kruskal-Wallis tests are shown. Different speakers 
seem to use different strategies to distinguish between read questions, spontaneous ques-
tions, read statements and spontaneous statements. It is interesting to note that the variables 
that have a significant difference are not the same for all speakers. The variables with a 
significant difference that are the most common are average F0 range within syllable, mean 
absolute slope and mean. The behaviour of the variables in the groups differs between speak-
ers. The values for read speech are often lower than the values for spontaneous speech, 
however there are also cases where spontaneous speech has lower values or where utterance 
type makes more difference than speech style.
TABLE 16. Variables with a significant difference between combined utterance type and 
speech style. Results from Kruskal-Wallis tests for individual speakers, correction type 2. 
For speaker F1, the results should be approached with caution because there is only one read 
statement. rs = read statement, rq = read question, ss = spontaneous statement, sq = sponta-
neous question, * p < 0.05, ** p < 0.01, *** p < 0.001
Speaker Variable df Chi Square smallest->largest
F1 mean absolute slope 3 8.965* rq-rs-ss-sq
3rd quartile 3 7.907* rq-sq-rs-ss
syll F0 range 3 9.723* rq-rs-sq-ss
slope 3 9.424* rs-ss-rq-sq
F2 mean 3 8.759* rq-rs-sq-ss
standard deviation 3 11.810** rs-ss-sq-rq
maximum 3 11.881** rs-rq-ss-sq
syll F0 range 3 43.606*** rs-rq-ss-sq
slope 3 17.862*** rq-sq-rs-ss
range 3 13.182** rs-ss-sq-rq
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Speaker Variable df Chi Square smallest->largest
F3 mean absolute slope 3 16.357** rs-rq-ss-sq
minimum 3 8.774* ss-rq-sq-rs
last 3 10.179* rq-rs-ss-sq
syll F0 range 3 11.745** rs-rq-ss-sq
slope 3 15.427** rq-rs-sq-ss
range 3 8.160* rs-sq-rq-ss
F4 mean 3 17.679** rs-rq-ss-sq
median 3 21.328*** rs-rq-ss-sq
mean absolute slope 3 8.647* rs-sq-rq-ss
1st quartile 3 11.885** rq-rs-ss-sq
3rd quartile 3 23.535*** rs-rq-ss-sq
M1 mean 3 11.986** ss-rs-sq-rq
median 3 8.233* ss-rs-sq-rq
1st quartile 3 13.452** ss-rs-sq-rq
3rd quartile 3 12.165** ss-sq-rs-rq
minimum 3 12.815** ss-rs-sq-rq
last 3 9.427* ss-rs-rq-sq
range 3 9.039* rq-sq-rs-ss
M2 mean 3 9.446* rs-ss-rq-sq
standard deviation 3 11.149* ss-rs-sq-rq
mean absolute slope 3 9.874* rs-ss-sq-rq
3rd quartile 3 11.076* rs-ss-rq-sq
minimum 3 20.087*** rs-rq-sq-ss
maximum 3 17.018*** rs-ss-rq-sq
last 3 27.345*** rs-rq-ss-sq
syll F0 range 3 15.070** ss-rs-sq-rq
range 3 12.483** ss-rs-sq-rq
M3 mean 3 9.527* rq-rs-sq-ss
standard deviation 3 11.182* rs-rq-ss-sq
mean absolute slope 3 16.155** rs-rq-ss-sq
maximum 3 12.846** rq-rs-sq-ss
syll F0 range 3 9.128* rs-rq-ss-sq
range 3 11.345* rs-rq-sq-ss
M4 standard deviation 3 11.084* rs-ss-rq-sq
mean absolute slope 3 17.565*** rs-rq-ss-sq
syll F0 range 3 72.723*** sq-ss-rs-rq
TABLE 16 cont.
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3.7 mIxeD moDel ResUlts – QUestIons vs. stAtements
The tables of mixed model results for all three correction types are shown in Appendix F. In 
Table 17, significant fixed effects are shown for correction type 2.
TABLE 17. Statistically significant fixed effects for correction type 2. Num df = numerator 
degrees of freedom, den df = denominator degrees of freedom.
Dependent 
variable
Fixed effect Num 
df
Den df F p
minimum speech style * utterance type 1 950 4.774 < 0.05
 speech style 1 952 4.408 < 0.05
 gender 1 6 25.386 < 0.01
z minimum speech style * utterance type * 
gender
1 951 8.842 < 0.01
 speech style *utterance type 1 951 6.900 < 0.01
speech style *gender 1 955 19.627 < 0.001
 utterance type * gender 1 952 6.107 < 0.05
 speech style 1 955 81.030 < 0.001
1st quartile speech style * utterance type 1 949 8.206 < 0.01
speech style * gender 1 950 9.105 < 0.01
speech style 1 950 7.820 < 0.01
gender 1 6 19.723 < 0.01
z 1st quartile speech style * utterance type * 
gender
1 952 4.711 < 0.05
speech style * utterance type 1 952 11.181 < 0.001
speech style * gender 1 952 22.356 < 0.001
utterance type * gender 1 954 10.217 < 0.01
speech style 1 952 42.725 < 0.001
mean speech style 1 950 14.458 < 0.001
 utterance type 1 949 5.156 < 0.05
 gender 1 6 20.854 < 0.01
z mean speech style * gender 1 942 5.285 < 0.05
 utterance type * gender 1 955 5.466 < 0.05
 speech style 1 942 12.071 < 0.001
median speech style 1 950 8.262 < 0.01
utterance type 1 949 5.860 < 0.05
gender 1 6 18.934 < 0.01
z median speech style 1 932 4.191 < 0.05
utterance type 1 952 4.400 < 0.05
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Dependent 
variable
Fixed effect Num 
df
Den df F p
3rd quartile speech style 1 950 15.729 < 0.001
utterance type 1 949 13.807 < 0.001
gender 1 6 19.765 < 0.01
z 3rd quartile speech style 1 927 4.055 < 0.01
utterance type 1 941 16.526 < 0.001
maximum speech style 1 951 18.017 < 0.001
gender 1 6 25.418 < 0.01
z maximum speech style * utterance type * 
gender
1 952 4.854 < 0.05
speech style * gender 1 952 18.600 < 0.001
speech style 1 952 49.798 < 0.001
utterance type 1 955 18.936 < 0.001
gender 1 6 16.104 < 0.01
last speech style 1 951 13.127 < 0.001
gender 1 6 28.634 < 0.01
z last speech style 1 955 35.391 < 0.001
standard 
deviation
speech style * utterance type * 
gender
1 953 6.298 < 0.05
speech style * utterance type 1 953 5.958 < 0.05
speech style * gender 1 951 8.185 < 0.01
utterance type 1 955 16.300 < 0.001
mean abso-
lute slope
speech style 1 955 21.040 < 0.001
utterance type 1 952 24.054 < 0.001
range speech style * utterance type * 
gender
1 951 4.378 < 0.05
speech style * utterance type 1 951 4.701 < 0.05
utterance type 1 953 7.400 < 0.01
syll F0 range speech style * gender 1 953 19.081 < 0.001
utterance type * gender 1 950 5.006 < 0.05
speech style 1 953 5.190 < 0.05
utterance type 1 950 10.098 < 0.01
slope speech style * gender 1 943 6.633 < 0.05
utterance type 1 955 5.629 < 0.05
TABLE 17 cont.
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Joint effects are fairly common in the mixed model results. In correction type 2, the most 
common joint effects are found between speech style and gender and between speech style 
and utterance type.
When looking at the results for correction type 2, it can be said that the variables related to 
the whole F0 distribution of the utterance differ more between speech styles than between 
utterance types. The variables that reflect the shape of the F0 contour differ more between ut-
terance types than between speech styles. (C.f. hirschberg’s 2000 global and local features.) 
One noticeable exception is the last F0 value in the utterance which is affected by speech 
style but not by utterance type.
It is not surprising that gender causes differences in unstandardised variables reflecting the 
position of the F0 distribution. Most of the standardised variables and the variables not 
related to the position of the speakers' F0 distributions do not have a significant difference 
between females and males.1
Looking at the most robust differences, post hoc tests show that F0 values are higher in 
spontaneous than in read speech. F0 values are also higher in questions than in statements. 
The differences are shown in Table 18. As can be seen, the magnitude of difference caused 
by speech style is approximately the same size as the magnitude of difference caused by 
utterance type. In some variables, females have a larger difference between speech styles 
compared to males.
In correction type 1 (see Appendix F), the effects are slightly different because genders use 
creaky voice differently and this affects even the variables not tied to speakers’ actual speak-
ing ranges. Even in correction type 1, speech style is a more important cause of variation in 
the variables that are related to F0 distribution while utterance type is important in the varia-
tion shown in variables related to the shape of the F0 contour of utterances. In correction 
type 1, joint effects are mainly found for speech style and gender.
1	 The	 only	 exception	 here	 is	 z	maximum.	 One	 reason	may	 be	 the	 different	 contour	 types	 used	 by	
females	vs.	males	which	may	affect	the	maximum	values	even	when	taken	out	of	the	speakers’	actual	speaking	
ranges.
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TABLE 18. Results from post hoc tests, correction type 2 (fixed effects with p < 0.001).
Variable Fixed effect Difference Magnitude
z minimum speech style * gender female spont - female read 1.722
speech style spontaneous - read 1.164
z first quartile speech style * utterance 
type
spont question - read ques-
tion
0.736
speech style * gender female spont - female read 0.883
speech style spontaneous - read 0.526
mean speech style spontaneous - read 0.575
z mean speech style spontaneous - read 0.198
third quartile speech style spontaneous - read 0.707
utterance type question - statement 0.674
z third quartile utterance type question - statement 0.248
maximum speech style spontaneous - read 0.986
z maximum speech style * gender female read - female spont 0.905
speech style read - spontaneous 0.557
utterance type question - statement 0.331
last speech style spontaneous - read 1.030
z last speech style spontaneous - read 0.731
standard deviation utterance type question - statement 0.320
mean absolute slope speech style spontaneous - read 3.497
utterance type question - statement 3.462
syll F0 range speech style * gender female spont - female read 0.601
In correction type 3 (see Appendix F), the significant differences caused by gender are ap-
proximately similar as in correction type 2. Speech style * utterance type and speech style 
* gender are the most common joint effects. Speech style and utterance type cause almost 
equal numbers of significant differences in the variables related to the F0 distribution.1 Utter-
ance type causes slightly more significant differences in the variables reflecting the shape of 
the F0 contours. For slope, the difference is significant for utterance type but not for speech 
style.
1	 This	may	result	from	the	fact	that	most	utterances	in	correction	type	3	have	had	the	ending	of	their	
contour	removed	with	the	creaky	voiced	segments	and	thus	the	differences	earlier	in	the	contour	become	more	
important	than	in	the	other	correction	types.
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3.8 mIxeD moDel ResUlts – QUestIon tyPes
The results with question type as fixed effect for all correction types are tabulated in Appen-
dix G. Statistically significant results for correction type 2 are shown in Table 19.
TABLE 19. Significant mixed model results for question type, correction type 2. Num df = 
numerator degrees of freedom, den df = denominator degrees of freedom.
Dependent variable Fixed effect Num df Den df F p
minimum question type * gender 6 936 2.274 < 0.05
mean question type 6 935 2.421 < 0.05
z mean question type 6 937 2.218 < 0.05
median question type * gender 6 935 2.404 < 0.05
third quartile question type * gender 6 935 2.723 < 0.05
question type 6 935 2.675 < 0.05
z third quartile question type * gender 6 927 2.184 < 0.05
question type 6 927 2.715 < 0.05
maximum question type 6 936 2.648 < 0.05
z maximum question type 6 938 3.414 < 0.01
syll F0 range question type 6 936 2.558 < 0.05
No joint effects were found for question type * speech style for any correction type. Ques-
tion type alone affected minimum in correction types 1 and 3; mean and z mean in correction 
types 1 and 2; third quartile, z third quartile, maximum and z maximum in correction types 
2 and 3; standard deviation and range in correction type 3. Average syllable F0 range was 
affected by question type in correction types 1 and 2. It can be said that question type affects 
mainly variables that are related to the F0 distribution rather than the shape of the contour. 
The significances are fairly low, mostly p < 0.05. The joint effects between question type and 
gender may reflect the fact that there was a difference between types of questions preferred 
by females and males.
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3.9 InvestIgAtIon of PItCh PAtteRns
A classification of pitch contours was done using both visual pitch patterns and auditory 
observation. All pitch patterns found by Iivonen (1978) were found in the INTAS material 
although extra high initial and overall rise were very rare (see Table 18.) It was necessary to 
create four more contour types:
- rise-fall
- continuation (end pitch stays in the mid range)
- fall-rise
- low overall
The most common pitch patterns were fall, continuation and high initial. The high preva-
lence of continuation intonation may be partly explained by the presence of semantically 
unfinished utterances in the material.
Examples of the contour types are shown in Figures 10 to 19. For translations and glosses, 
see Appendix h.
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FIGURE 10. An example of continuation intonation. se o yhen kerran ku mä oli mä oli viäl 
(speaker F1)
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FIGURE 11. An example of fall-rise intonation. mistäs sulla alko tää ura (speaker F2) 
0
100
200
300
400
500
600
700
800
900
1000
Sp
ec
tro
gr
am
 h
z
0
100
200
300
400
500
Pitch h
z
0 1
seconds
67
FIGURE 12. An example of extra high initial intonation. ai lähetti vai (speaker M2)
FIGURE 13. An example of fall intonation. joo joo kyl mä sen näin (speaker M1)
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FIGURE 14.An example of rise-fall intonation. mut et varmaa se juontaa juurensa niinku 
aika (speaker F1)
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FIGURE 15. An example of high initial intonation. no mä oon nähny sen kans (speaker F1)
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FIGURE 16. An example of high overall intonation. mihinkäs olit sä koko alaasteen siellä 
(speaker F2)
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FIGURE 17. An example of low overall intonation. mut siis ne on ollu samas koulus samaa 
aikaa (speaker M1)
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FIGURE 18. An example of overall rise intonation. ai siis se (speaker M1)
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FIGURE 19. An example of final rise intonation. missäs sä oot käyny kouluja (speaker F1)
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The frequencies of pitch patterns in questions and statements are shown in Table 20. Con-
tinuation intonation and falling intonation are common in both utterance types. high initial 
intonation is common particularly in questions.
It was necessary to recode the patterns for the Chi Square test. Overall rise and fall-rise were 
grouped with final rise. Low overall was grouped with falling and extra high initial was 
grouped with high initial. The Chi Square test shows significant difference between groups 
(Pearson Chi Square test statistic = 13.681, df = 5, p = 0.018). The frequencies of the recoded 
pitch pattern classes are shown in Figures 20 and 21.
TABLE 20. Frequencies of pitch patterns in questions and statements, spontaneous and 
read speech.
Pitch pattern Speech style and utterance type
Spont 
statement
Spont 
question
Read 
statement
Read 
question
Total
continuation 49 55 45 36 185
fall-rise 4 4 7 5 20
extra high initial 0 1 0 0 1
fall 58 47 99 84 288
rise-fall 26 18 16 26 86
final rise 31 33 7 5 76
high initial 33 69 16 43 161
high overall 39 35 17 25 116
low overall 4 12 1 6 23
overall rise 0 3 2 2 7
Total 244 277 210 232 963
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FIGURE 20. Frequencies of pitch patterns in questions and statements, spontaneous 
speech. (cont = continuation, r-f = rise-fall, high in = high initial, high o = high overall)
FIGURE 21. Frequencies of pitch patterns in questions and statements, read speech. (cont 
= continuation, r-f = rise-fall, high in = high initial, high o = high overall)
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The total frequencies of pitch patterns in spontaneous and read speech are shown in Table 
21. Falling intonation is more common in read speech while the more marked pitch pat-
terns are more common in spontaneous speech. This may reflect the paralinguistic factors 
that operate in conversation but are not as important in the reading context.
The same recoding was used for the Chi Square test as above. The Chi Square test shows a 
significant difference between groups (Pearson Chi Square test statistic = 54.324, df = 5, p 
> 0.001).
TABLE 21. Frequencies of pitch patterns in spontaneous and read speech.
Pitch pattern Speech style Total
Spontaneous Read
continuation 104 81 185
fall-rise 8 12 20
extra high initial 1 0 1
fall 105 183 288
rise-fall 44 42 86
final rise 64 12 76
high initial 102 59 161
high overall 74 42 116
low overall 16 7 23
overall rising 3 4 7
Total 521 442 963
Frequencies of pitch patterns in spontaneous speech for females and males can be seen in 
Table 22. Males use the falling pitch pattern much more frequently than females. Females 
produce most of the final rising patterns. For the Chi Square test, recoded groups were again 
used. The test showed significant difference between genders (for spontaneous speech the 
Pearson Chi Square test statistic = 82.598, df = 5, p < 0.001; for read speech the Pearson Chi 
Square test statistic = 37.601, df = 5, p < 0.001). The frequencies of the recoded pitch pattern 
classes are shown in Figures 22 and 23.
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TABLE 22. Frequencies of pitch patterns in spontaneous and read speech, females and 
males separated.
Pitch pattern Gender and speech style
Spont female Spont male Read female Read male
continuation 42 62 43 38
fall-rise 8 0 10 2
extra high initial 0 1 0 0
fall 17 88 50 133
rise-fall 25 19 9 33
final rise 51 13 9 3
high initial 55 47 20 39
high overall 27 47 19 23
low overall 3 13 1 6
overall rise 0 3 1 3
Total 228 293 162 280
FIGURE 22. Frequencies of pitch patterns in spontaneous speech, females and males sepa-
rated. (cont = continuation, r-f = rise-fall, high in = high initial, high o = high overall)
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FIGURE 23. Frequencies of pitch patterns in read speech, females and males separated. 
(cont = continuation, r-f = rise-fall, high in = high initial, high o = high overall)
The frequencies of pitch patterns for different types of questions are shown in Tables 23 
and 24. Final rise intonation is more common in spontaneous speech and is used mainly 
in yes/no questions and question word questions. Fall, rise-fall and high overall contours 
are used most often in yes/no questions both in spontaneous and read speech. Fall and high 
initial contours are often used in question word questions. In spontaneous speech, the final 
rise contour is also common in question word questions. Declarative questions have mostly 
falling intonation unlike postulated by Couper-Kuhlen and Selting (1996). In spontaenous 
speech, declarative questions often have high initial intonation contours.
For the Chi Square tests, heavy recoding was necessary to achieve greater than five for ex-
pected group frequencies. After recoding the pitch patterns into three groups (continuation, 
low overall and high overall; fall-rise, rise-fall, overall rise and final rise; extra high initial, 
high initial and fall) the Pearson Chi Square statistic for spontaneous speech was 11.659 
(degrees of freedom = 6, p = 0.070) and for read speech it was 14.897 (degrees of freedom 
= 6, p = 0.021). The result was significant for read speech. However, because of the recod-
ing it is difficult to evaluate the result.
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TABLE 23. Frequencies of pitch patterns for different types of questions, spontaneous 
speech.
Pitch pattern Question type
Yes/no 
questions
Question 
word 
questions
Declarative 
questions
Other 
questions
continuation 30 17 5 3
fall-rise 2 2 0 0
extra high initial 0 0 0 1
fall 25 11 10 2
rise-fall 10 2 2 3
final rise 14 16 2 1
high initial 21 32 12 4
high overall 17 6 5 7
low overall 5 2 4 1
overall rise 3 0 0 0
Total 127 88 40 22
TABLE 24. Frequencies of pitch patterns for different types of questions, read speech.
Pitch pattern Question type
Yes/no 
questions
Question 
word 
questions
Declarative 
questions
Other 
questions
continuation 21 9 3 3
fall-rise 2 2 1 0
fall 39 24 17 4
rise-fall 17 3 3 3
final rise 1 2 2 0
high initial 9 28 1 5
high overall 15 5 2 3
low overall 1 3 1 1
overall rise 1 0 1 0
Total 106 76 31 19
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In the Jyväskylä materials, the pitch patterns that had been used differed somewhat from 
the INTAS materials. The patterns extra high initial, low overall and overall rise were not 
found. In Table 25, the frequencies of pitch patterns for questions and statements are shown. 
In Table 26, different question types are shown separately.
TABLE 25. Frequencies of pitch patterns in the Jyväskylä materials.
Utterance type
Statement Question Total
continuation 2 2 4
fall-rise 1 0 1
fall 31 12 43
rise-fall 26 20 46
final rise 4 16 20
high initial 13 17 30
high overall 3 13 16
Total 80 80 160
TABLE 26. Frequencies of pitch patterns in the Jyväskylä materials, question types sepa-
rated.
Pitch pattern Question type
Yes/no Question 
word
Particle Elliptical Total
continuation 0 1 1 0 2
fall-rise 0 0 0 0 0
fall 7 3 1 1 12
rise-fall 13 1 6 0 20
final rise 5 4 0 7 16
high initial 3 14 0 0 17
high overall 12 1 0 0 13
Total 40 24 8 8 80
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For the Chi Square test between questions and statements, it was necessary to recode the 
contours. high overall and continuous contours were combined to form one group. Like-
wise, fall-rise and final rise contours were combined into one group. The Pearson Chi Square 
statistic for comparison between statements and questions was 20.473 (df = 4, p < 0.001) and 
thus the difference was statistically significant. The Chi Square test was not used to compare 
F0 contours for different question types because this would have required such a heavy re-
grouping that too much information would have been lost.
To see the difference between use of pitch patterns in helsinki and Jyväskylä, frequencies 
were changed into percentages. The results are shown in Table 27. Continuation intonation is 
more common in the INTAS materials. This is not surprising because many of the utterances 
are unfinished. Rise-fall intonation is more common in the Jyväskylä materials. This may 
be a dialectal feature. Final rise is also more common in the Jyväskylä materials which may 
result from all speakers being female. Even in the INTAS materials, female speakers used 
the final rise contour more frequently than male speakers.
For the Chi Square test, numerical frequencies were used. The contours had to be recoded. 
high overall and low overall were grouped with continuation, fall-rise and overall rising were 
grouped with final rise, and extra high initial was grouped with high initial. The Pearson Chi 
Square statistic was 58.7 (df = 4, p < 0.001). The differences are statistically significant. It is 
necessary to keep in mind, however, that question types in the materials differed which may 
have affected the speakers’ choice of contours.
TABLE 27. Percentages of pitch patterns in the INTAS and Jyväskylä materials.
Pitch pattern INTAS % (read speech) Jyväskylä %
continuation 18.3 2.5
fall-rise 2.7 0.6
fall 41.4 26.9
rise-fall 9.5 28.8
final rise 2.7 12.5
high initial 13.3 18.8
high overall 9.5 10.0
low overall 1.6 0
overall rise 0.9 0
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The pitch contours to realise the sentences in the Jyväskylä materials are listed in Table 28. 
Seven speakers have used the same contour (final rise) in the question ai mitä. Six speakers 
have used the same contour in the following sentences: iha hyvää (rise-fall), se oli kyl tosi 
helppo (fall), no hei, älä nyt masennu (rise-fall), ai oli vai (rise-fall). This shows that both 
questions and statements can have generally used pitch patterns.
According to hirvonen (1970), in questions word questions there is an initial peak followed 
by an immediate fall while in yes/no questions the F0 curve remains on a relatively high 
level until the first syllable of the most important word bearing the main accent. To see if 
this pattern could be found also in the INTAS materials, all question word questions and yes/
no questions were classified by hand, paying attention to both visual contour and auditory 
impression. The frequencies are shown in Table 29 and the proportions in Figures 24 and 25. 
The proportions of initial peak contours in question word questions varied between 35 and 
57 %. In spontaneous speech, males used the longer high followed by a fall contour as often 
as the high initial contour. Female speakers frequently used other contours, mainly final rise 
and continuation intonation. In yes/no questions, both genders used the longer high followed 
by a fall contour most of the time in read speech. In spontaneous speech, females used other 
contour types as often and even the proportion of initial peak contours was slightly higher 
than in read speech.
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TABLE 28. Contour types used for reading the sentences in Jyväskylä materials (glosses 
and translations, see Appendix B.)
Sentence Contour type Frequency
mitä kuuluu fall 3
high initial 5
iha hyvää fall 1
rise-fall 6
high overall 1
oliks sul se tentti tänää fall 2
rise-fall 2
high overall 4
oliks sul se tentti tänää fall 1
rise-fall 3
high overall 4
ai nii olinhan mä fall 5
rise-fall 1
high initial 1
high overall 1
se oli kyl tosi helppo fall 6
final rise 1
high overall 1
no hei, älä nyt masennu continuation 1
fall 1
rise-fall 6
kyl sä varmaan pääset siitä läpi continuation 1
fall 4
rise-fall 2
high initial 1
mä kävin tänää ostaa uuden kännykän fall 4
final rise 1
high initial 3
no ei mitään, mä annoin sen vaihdossa fall 4
rise-fall 1
high initial 3
otin opintolainaa fall 2
rise-fall 4
high initial 2
ai mitä fall 1
final rise 7
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Sentence Contour type Frequency
etkös säki ollut siellä fall 1
rise-fall 4
final rise 2
high overall 1
ai oli vai continuation 1
fall 1
rise-fall 6
mitäs sille sun vanhalle tapahtu rise-fall 1
final rise 2
high initial 4
high overall 1
millä rahoilla sä sen oikein ostit continuation 1
final rise 2
high initial 5
eiks toi häviä helpolla rise-fall 3
final rise 2
high overall 3
no on toi kyllä iha hieno fall-rise 1
fall 2
rise-fall 2
final rise 2
high initial 1
mulla menee se kokonaa elämiseen fall 2
rise-fall 4
high initial 2
nähääks huomenna fall 3
rise-fall 1
final rise 1
high initial 3
TABLE 28 cont.
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TABLE 29. Frequencies of contours described by hirvonen, question word questions and 
yes/no questions, spontaneous and read speech. 
Gender and 
speech style
Question type Initial peak Longer high 
followed by a fall
Other contour
Female spont question word 13 3 21
yes/no 6 19 20
Male spont question word 20 19 13
yes/no 4 58 19
Total spont question word 33 22 34
yes/no 10 77 39
Female read question word 16 6 6
yes/no 1 25 5
Male read question word 22 21 4
yes/no 3 61 12
Total read question word 38 27 10
yes/no 4 86 17
Female	spont
Male	spont
Female	read
Male	read
0% 20% 40% 60% 80% 100%
Other	contour
Longer	high	
followed by fall
Initial	peak
FIGURE 24. Proportion of contours described by hirvonen in question word questions.
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Female	spont
Male	spont
Female	read
Male	read
0% 20% 40% 60% 80% 100%
Other	contour
Longer	high	
followed by fall
Initial	peak
FIGURE 25. Proportion of contours described by hirvonen in yes/no questions.
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4. ConClUsIons           
While no evidence of a specific and easily definable interrogative intonation contour was 
found in this study, many details still point towards the idea that speakers perhaps unknow-
ingly mark the interrogative function in their speech in various subtle ways. It seems that 
these ways of marking interrogativity are partly speaker-specific. However, general tenden-
cies can also be found. These tendencies are consistent with the biological codes of intona-
tion introduced by Ohala (1983; 1984) and Gussenhoven (2002): Questions tend to have 
higher pitch and more variable pitch patterns than statements.
Cultural factors should be kept in mind when interpreting the results. Perhaps Finns respect 
each other's privacy to such an extent that questions are preferably asked with minimal 
"special effects". This could make it easier for the co-participant to turn the question down 
without offending the person who asked it. At the same time, the low-profile way of question-
ing may also help the co-participant in replying. If there was no big fuss around the question, 
the co-participant may assume the answer will also be treated gracefully and with respect. 
On the other hand, astonished questions may be a way of showing empathy and as such a 
valuable means to improving social coherence. The ways in which different age groups and 
genders prioritise these opposite ways of showing tact while asking questions may well be 
one reason for the large variation in question intonation between speakers.
It seems that in Finnish, most or all questions are marked in some way. While only a few 
questions are marked phonologically (e.g. Mitä? What?), the rest of the questions are marked 
in less restricted ways which can vary between speakers. Interrogative intonation in Finnish 
spans this whole continuum from phonological to idiolectic differences and further research 
is needed to define more closely how this happens.
4.1 RelIAbIlIty AnD vAlIDIty
I have encountered such methodical difficulties in this study that it is necessary to pay par-
ticular attention to reliability and validity. Many subjective decisions have been made in the 
course of the analysis and they may have implications for the credibility of the results.
The INTAS materials used in this study made it possible to investigate how intonation differs 
between spontaneous and read speech. It is necessary to keep in mind, however, that the 
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read speech in the INTAS materials does not fully correspond to the read speech that has 
traditionally been used in phonetic research. Each speaker read their ortographically translit-
terated turns in chronological order but without access to the content of the other speaker's 
turns. This may have lead to instances where the reader did not fully remember the context 
of the utterance, particularly since the style of the dialogues had been very informal. Most 
speakers are not accustomed to reading aloud authentic casual speech and this may also have 
affected the reading style.
The material was divided into four classes of broad dialogue functions which rose from 
within the material. In particular, the class "other" turned out to be rather vague. The rest of 
the classes were fairly straightforward but it is possible that another researcher might have 
come up with a different classification system or assigned some utterances to a different 
class.
Secondly, selection of the questions required some interpretation. When is an utterance with 
declarative syntax a statement, when does it turn into a question? In this decision, I mostly 
interpreted as questions those declaratives that seemed to serve as confirmation-seeking 
turns following the other speaker's narrative. All the questions in the material were selected 
for closer analysis. however, there were long interrogative sequences that spanned many 
utterances and involved the formation of an interrogative meaning via the use of many in-
terrupted questions. In these cases each question was treated separately even if some of the 
questions were syntactically and semantically incomplete.
It was also difficult to choose where to cut off long utterances that had features of both inter-
rogative function and some other function. I opted for fairly short sequences that preferably 
had some syntactical coherence. The maximum duration of a question in spontaneous speech 
was one utterance. In read speech, the corresponding material was selected. This sometimes 
lead to the inclusion of rather long pauses.
The selection of statements was another challenge. It is quite common in conversation that 
the speaker pauses for breath in the middle of a narrative. Particularly the female speak-
ers in the INTAS dialogues produced utterances that were syntactically and semantically 
unfinished and were continued in the next utterance. It was impossible to find enough utter-
ances that would have been complete. This affected the intonation contours. Even so, it was 
decided to select utterances rather than longer sequences of speech. At least this helped to 
make sure that the observed phenomena related to single breath units. To include more than 
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one utterance at a time would have brought in phenomena related to the repeated increase 
and decrease of lung air pressure. This would have introduced another source of variation 
into the material.
The amount of creaky voice in the material made reliable automatic pitch estimation impos-
sible. This lead to some difficult methodical decisions. The decision of making pitch cor-
rections by hand can be criticised. It decreases the replicability of the experiment and thus 
affects reliability. In the Jyväskylä materials, on the other hand, the proportion of creaky 
voice was smaller and thus it was decided to refrain from hand corrections. This improves 
the replicability of the experiment but at the same time it leads to a situation where some F0 
minimum values may be particularly low because of creak.
The decision to use z values was made because it removes the misleading emphasis on 
gender differences caused by the different registers in the speech of females and males. At 
the same time the use of z values also removes the individual variation in the width of a 
speaker's F0 range. This streamlines the results but at the same time leads to loss of informa-
tion. however, the original F0 values were also used and this provided information on the 
individual ranges of different speakers. Perhaps the main problem with the use of z values 
was that they increased the amount of numerical results and thus made it more difficult to 
find the meaningful results and focus on them.
Selection of the F0 values to be measured was based on the idea that the selected values 
should give information either about the F0 distribution of the utterance or about the shape 
of the F0 contour. The least-squares regression equation that was used to calculate slope has 
its drawbacks. however, it was selected because of its impartiality and replicability.
The pitch pattern classifications that were performed by hand were at times difficult to make. 
The basis for the grouping was from a reputable source (Iivonen 1978) which improves the 
credibility of the grouping. however, the problem was that some utterances could have been 
described with more than one of the contour types. To avoid too much confusion, only one 
contour type was assigned per utterance. Final rise was allowed to override other contour 
types to make sure that all instances of final rise were discovered.
Some non-parametric statistical tests were used because variable distributions were not 
normal and the variances of the groups were not equal. A mixed model was used to investi-
gate the fixed effects that could be found. The problem with mixed model analysis was the 
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TABLE 30. Factors affecting reliability and validity of this study.
Affects reliability Affects validity
Reading task in the INTAS materials x
Division of material into dialogue function classes x x
Selection of questions x x
Selection of statements x x
F0 corrections x x
Selection of F0 measurement points x
Use of z values x
Assigning pitch patterns x
Choice of statistical tests x
Choice of results to highlight x
On the other hand, there are also factors that increase the reliability and validity of this study, 
such as the extensiveness and excellent acoustic quality of the material. Both genders are 
represented equally. All speakers belong to the same age group and come from the same 
area. The spontaneous speech collected in the INTAS project is relatively close to authentic 
conversational speech. The read speech counterparts are available for most of the utterances 
selected for this study, which makes it possible to compare speech styles. The supplementary 
Jyväskylä material is a good complement because it consists of the same utterances read 
aloud by each of the speakers and thus makes it possible to see how the same sentence is 
produced by different speakers. The speakers of the Jyväskylä materials are approximately 
the same age as the INTAS speakers. The different dialectal background of the Jyväskylä 
speakers provides a good contrast to the INTAS speakers and makes it possible to observe 
some local phenomena (e.g. the rise-fall pitch pattern is more common in the Jyväskylä ma-
terials than in the INTAS materials).
huge amount of information provided by it. Filtering the most important part of the informa-
tion for the reader was a challenge.
In general, to select the most important results to highlight from an extensive and complex 
material was problematic, which affects the reliability and validity of this study.
The factors affecting reliability and validity are summarised in Table 30.
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The decision to use three different rationales for dealing with creaky voice gave evidence 
that the results of intonation analysis depend on the way in which creaky voice is handled 
in F0 estimation. Although the resulting three sets of measurements made it more difficult 
to identify and present the most meaningful findings, at the same time they were an impor-
tant reminder that methodical decisions do affect the final results. I see this not only as a 
factor complicating the study and thus decreasing reliability and validity but also as a factor 
that gives more credibility to the results by showing how they depend on seemingly minor 
choices.
4.2 DIffeRenCes In IntonAtIon betWeen QUestIons AnD 
stAtements
Surprisingly many statistically significant differences were found between questions and 
statements. This should be approached with caution. Since the nature of the study has been 
explorative and many variables have been included in the statistical tests, the same back-
ground phenomena affect many variables and it is difficult to analyse which factors contrib-
ute to the results. Even the uneven distribution of question types in the speech of the INTAS 
speakers may affect the results by e.g. inflating the significance of gender in explaining 
differences in intonation.1 On the whole, it can be concluded that each speaker had a unique 
way of marking the differences between utterance types and speech styles. Despite this, 
general differences applicable to the whole material were found.
Pitch patterns differed between questions and statements in both materials. Differences were 
also found in the INTAS materials between spontaneous speech and read speech, as well as 
between female and male speakers.
In the Jyväskylä materials, there was a significant difference between questions and state-
ments in mean and standard deviation of F0. In the mixed model results for the INTAS mate-
rials, both joint effects and main effects were found. There were fairly numerous significant 
differences between questions and statements. Speech style and gender were also found to 
have an effect on pitch. In general it can be said that the variables that reflected the shape of 
the F0 contour differed more between utterance types than between speech styles. The vari-
1	 Male	and	female	speakers	produced	different	proportions	of	yes/no	questions,	question	word	ques-
tions	and	declarative	questions	and	thus	some	gender	differences	may	have	resulted	from	differences	between	
intonation	contours	used	for	different	question	types.
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ables related to the F0 distribution of utterances differed more between speech styles than 
between utterance types.
In the mixed model results, the magnitude of differences caused by utterance type was ap-
proximately the same as that caused by speech style. This is interesting because it points 
towards the multi-functionality of intonation: the same kind of change can result from the 
linguistic and contextual differentiation between questions and statements in speech and 
from the different ways intonation is used to construct discourse in conversation and in 
reading (c.f. the functional orientations of intonation in J. house 2006: 1544). At the same 
time, indexical and paralinguistic information ("orientation towards the speaker" as termed 
by J. House ibid.) is also conveyed via intonation. It is difficult to think of a typology which 
would allow the reliable annotation of attitude and emotion. however, if such a typology 
were available, the differences in F0 caused by affect would probably be found to equal the 
differences caused by utterance type and speech style.
These simultaneous functions of intonation make research design and the interpretation of 
results particularly challenging in intonation research. Although the difference between ut-
terance types can be shown to be statistically significant, it is difficult to know what other 
factors are intertwined in the result. The distinction made by hirvonen (1970: 46) into "com-
munication proper" and "communication with an appeal to the listener" may be simplistic in 
its attempt to polarise attitudinal factors into two opposite groups. however, it is a valuable 
statement of the connections between dialogue function and attitude. In reality, these con-
nections are manifold and much more complex. The same lexical content may be expressed 
using an infinite number of pitch patterns depending on the context and the speaker. Con-
trolled experiments using read speech and listening tests are needed to map the changes 
caused by utterance type alone.1
The biological codes described by Gussenhoven (2002) are in line with the results of this 
study. The higher pitch used in questions can be explained by the effort code and the fre-
quency code (questions represent a marked turn which is highlighted with extra effort; ques-
tions are produced with a non-threatening high pitch to appeal to the listener). While in the 
intonational grammar of many languages, the production code has been reversed in inter-
rogative utterances creating the final rising contour, in Finnish this process is less consistent. 
1	 It	is	necessary	to	keep	in	mind,	however,	that	spontaneous	and	read	speech	differ	in	intonation	and	
thus	the	results	gained	from	the	study	of	read	speech	should	not	be	generalised	to	spontaneous	speech.
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Final rises are found both in questions and in statements and the reasons for the rise may 
differ between utterance types. In statements, the final rise may fulfil functions related to the 
organisation of discourse as suggested by Ogden and Routarinne (2005). In questions, final 
rises can occur in stereotypical pitch patterns connected to tag questions and short elliptical 
questions as mentioned by Iivonen (1998: 326). In other kinds of questions, final rises may 
originate from the influence of other languages on Finnish. In the Jyväskylä materials the 
final rise contour in questions was almost exclusive to questions that called for stereotypical 
pitch patterns. In the INTAS materials, however, it was also found in other types of ques-
tions, mainly uttered by female speakers. Whether it reflects a new way of expressing polite-
ness and an appeal to the listener or whether it is a more direct influence from the question 
intonation of other languages, can only be guessed at. however, it seems that in the speech 
of young females in southern Finland, the use of final rises is emerging in new contexts and 
carrying new meanings. It is yet impossible to predict how quickly this trend will spread into 
other geographical areas and other age groups and whether it will also be adopted by male 
speakers.
4.3 DIffeRenCes In IntonAtIon betWeen DIffeRent 
kInDs of QUestIons
The differences between question types were perhaps not as noticeable as the differences 
between questions and statements. In the mixed model analysis, a significant difference 
between question types was found mostly for variables reflecting the F0 distribution rather 
than the shape of F0 contours. In the Jyväskylä materials, pitch patterns differed between 
question types. However, it was not possible to test for statistical significance because the 
number of cases was so small in many groups.
When looking at yes/no questions and question word questions in the INTAS materials, the 
tendencies observed by hirvonen (1970) were found to apply to some extent. however, 
question word questions were fairly often realised using the pitch pattern of yes/no questions 
(longer high followed by a fall). Other contour types were also quite numerous particularly 
in spontaneous speech.
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4.4 sPeAkeR-sPeCIfIC DIffeRenCes
When looking at individual speakers, the differences in total F0 distributions of questions vs. 
statements in spontaneous speech were significant for all speakers except M3. This shows 
that dialogue function affects the F0 range in a very general way which may be difficult to 
detect by listening.
All INTAS speakers had some variables with significant differences between the groups 
spontaneous questions, read questions, spontaneous statements, and read statements. The 
variables which had a significant difference varied between speakers, as well as the order 
in which the values for different groups settled. E.g. speaker F4 had the lowest mean F0 
values in read statements and the highest mean F0 values in spontaneous questions, while 
speaker M1 had the lowest mean F0 values in spontaneous statements and the highest mean 
F0 values in read questions.
Pitch patterns used by different speakers in the Jyväskylä materials to realise the same sen-
tence varied. For some utterances, only two pitch patterns were used, while the maximum 
number of pitch patterns used to realise a sentence was six. Some sentences were more prone 
to being read using a stereotypical pitch pattern (e.g. Ai mitä?; Mitä kuuluu?). More complex 
meanings and sentence structures were conveyed through the use of different pitch patterns 
by different speakers.
4.5 otheR fInDIngs
The speaker-specific mean F0 values for spontaneous and read speech were not very differ-
ent. There was more difference in the standard deviations. Thus the place of the distribution 
is almost the same but the variation in F0 is different. For all speakers, the standard deviation 
was higher in spontaneous than in read speech.
The number and type of questions varied between speakers. Male speakers used more de-
clarative questions than female speakers. All in all, male speakers used more questions than 
female speakers. Yes/no questions and question word questions were the most common 
question types in the material.
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The average proportion of creaky voice in an utterance varied between 4 % and 30 %. Two of 
the speakers had noticeably more creaky voice in spontaneous speech than read speech while 
in the case of another two of the speakers the opposite was true. The rest of the speakers had 
approximately equal amounts of creaky voice in spontaneous and read speech.
Significant differences were found between questions and statements in the proportion of 
creaky voice for five speakers. For two of these speakers, a significant difference was found 
both in spontaneous speech and in read speech. All the speakers who had a significant dif-
ference between utterance types used more creaky voice in questions than in statements. 
Creaky voice may be associated in some way with uncertainty and perhaps with an appeal to 
the listener. This could explain the result from a functional point of view. On the other hand, 
there were no significant differences in voice quality change in the end of utterance between 
different types of questions and statements.1 Thus creaky voice is a more general feature of 
questions and is found throughout the utterance. Its function as an end marker is not bound 
to utterance type.
The different correction types affected the results of mixed model analysis to some extent. 
4.6 fUtURe WoRk
More research is needed to map more closely the changes in pitch pattern and pitch register 
caused by interrogative function. Listening tests should be used to test listeners' interpreta-
tions of ambiguous utterances understandable both as questions and as statements. These 
utterances should be produced with various pitch patterns and different degrees of pitch 
change. Controlled experiments with read speech are needed to investigate which features 
differ between questions and statements and how stable these differences are across speak-
ers. Since it was found in this study that spontaneous speech differs from read speech, it 
is also necessary to gather more spontaneous speech material to continue the analysis of 
spontaneous speech. The ideal corpus for intonation research purposes would have the same 
sufficiently long read speech sample collected from each speaker, recordings of spontane-
ous dialogue and re-enacted read dialogue. Speakers from different parts of the country as 
well as L2 speakers of Finnish should be covered in the corpus. Ideally different age groups 
would also be represented in the corpus.
1	 If	 there	was	creak	earlier	 in	 the	utterance,	a	creaky	voiced	end	was	not	classified	as	voice	quality	
change.
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More research into voice quality is also needed. Annotation should be developed to make 
it easier to include voice quality in intonation research. F0 estimation methods should be 
investigated from the point of view of how different algorithms react to amplitude and fre-
quency perturbations. Listening tests would also be needed to map listeners' perceptions of 
the melody in creaky voiced speech.
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APPenDIx A. example question utterances.
1. ol-i-k-s s-iin kasi vai kuustoist
be-PST-3-Q-CLI it-INE eight PRT sixteen
was there an eight or a sixteen
2. tapa-si-tte-ko lapi-n tyttö-j-ä
meet-PST-2-Q Lappland-GEN girl-PL-PAR
did you meet lappish girls
3. mut se ol-i siis sama-s mesta-s vai
CNJ it be-PST-3 PRT same-INE place-INE PRT
that was in the same place wasn’t it
4. osa-a tarkista-a et saa-ko oike-en verran palkka-a ja
can-3 check-INF CNJ get-3-Q right-GEN amount-GEN salary-PAR and
you can check if you get paid the right amount
5. tiedä-t sä mis o ogeli-n tekojäärata
know-2 you Q be-3 ogeli-GEN ice+skating+rink
do you know where the Ogeli ice skating rink is
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APPenDIx b. sentences in the Jyväskylä materials.
1. mitä kuulu-u
what hear-3
how are you
2. iha hyvä-ä
PRT good-PAR
good thanks
3. o-li-ks su-l se tentti tänää
be-3-PST-Q you-ADE it exam today
did you have the exam today
4. repetition of sentence 3.
5. ai nii oli-n-han mä
PRT be-1-CLI I
that’s right I was
6. se ol-i kyl tosi helppo
it be-3-PST PRT really easy
it was really easy
7. no hei äl-ä nyt masennu
PRT NEG-2-IMP now be+discouraged-IMP
hey do not despair now
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8. kyl sä varmaan pääse-t sii-tä läpi
PRT you likely pass-2 it-ELAT through
you will probably pass it
9. mä käv-i-n tänää ostaa uuden kännykän
I go-PST-1 today buy-PC new-ACC mobile+phone-ACC
I went today to buy a new mobile phone
10.  no ei mitään, mä anno-i-n se-n vaihdo-ssa
PRT NEG anything I give-PST-1 it-ACC change-INE
nothing I exchanged it
11. ot-i-n opintolainaa
take-PST-1 student+loan-PAR
I took a student loan
12.ai mitä
PRT what
oh what
13.  e-t-kös sä-ki ol-lu siellä
2-NEG-Q you-CLI be-PPC there
weren’t you also there
14. ai ol-i vai
PRT be-3-PST PRT
was that so
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15. mitäs si-lle su-n vanha-lle tapahtu
what it-ALL you-GEN old-ALL happen-PST
what happened to that old one of yours
16 .mi-llä rah-oi-lla sä se-n oikein ost-i-t
what-ADE money-PL-ADE you it-ACC actually buy-PST-2
what money did you actually buy it with
17.  ei-ks toi häviä helpo-lla
3-NEG-Q that disappear easy-ALL
does it not disappear easily
18. no o-n toi kyllä iha hieno
PRT be-3 that PRT quite fine
well it is quite cool
19. mu-lla menee se kokonaa elämi-see
I-ADE go-3 it whole living-ILL
I spend it all on living costs 
20. nähää-ks huomenna
see-1-Q tomorrow
shall we meet tomorrow
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APPenDIx C. Corrections of pitch contours.
The pitch contours of individual utterances were corrected in three different ways.
1) The creaky parts were allowed to stay below the rest of the contour. (See Figure 26).
FIGURE 26. Spontaneous utterance no niin siirrytäänkö elokuviin (shall we change the 
subject to the movies, speaker F3), correction 1 (creaky-voiced sections left below the rest 
of the contour).
2. The creaky parts were corrected to the same level as the rest of the contour where pitch 
candidates were available. If no suitable pitch candidates were found, the section was un-
voiced. (See Figure 27.)
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FIGURE 27. Same spontaneous utterance as before, correction 2 (aimed at a unified 
contour where creaky voiced sections are at the same level with the rest of the contour).
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3. The creaky parts were unvoiced. (See Figure 28.)
FIGURE 28. Same spontaneous utterance as before, correction 3 (creaky voiced sections 
unvoiced).
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In cases where there was no creak, no corrections were necessary and thus all three ver-
sions remained the same. (See Figure 29.)
FIGURE 29. Read utterance iha joka yö kaikkia suunnillee semmosta et (every night about 
all things like, speaker F3). No corrections needed because there is no creak.
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APPenDIx D.   
the effect of creaky voice corrections on f0 values.
Correction type affects variable distributions mainly in the variables that are situated at the 
lower part of the F0 range (minimum, z minimum) or affected by it (range) and to some 
extent in variables that reflect the shape of the contours (mean absolute slope, average syl-
lable F0 range). histograms are shown in Figures 30 to 43. Looking at descriptive statistics, 
there is a noticeable difference between  correction types even for other variables e.g. mean. 
See Table 31. This numerical difference will affect mixed model results to some extent. It 
is not large enough to cause the results to be distorted severely, no matter which correction 
type is chosen. In the mixed model analysis, correction type 2 is used since it is seen as the 
best approximation of the intended contour.
TABLE 31. Means of mean F0 values (ST) for different correction types
Correction type
1 2 3
Read speech Female 9.36 10.73 11.06
Male 1.41 2.13 2.30
Spont speech Female 10.11 11.53 11.65
Male 1.56 2.60 2.75
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FIGURE 30. histograms of minimum F0 values for different correction types in read 
speech, females and males.
FIGURE 31. histograms of minimum F0 values for different correction types in spontane-
ous speech, females and males.
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FIGURE 32. histograms of z minimum F0 values for different correction types in read 
speech, females and males.
FIGURE 33. histograms of z minimum F0 values for different correction types in sponta-
neous speech, females and males.
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FIGURE 34. histograms of mean F0 values for different correction types in read speech, 
females and males.
FIGURE 35. histograms of mean F0 values for different correction types in spontaneous 
speech, females and males.
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FIGURE 36. histograms of F0 range values for different correction types in read speech, 
females and males.
FIGURE 37. histograms of F0 range values for different correction types in spontaneous 
speech, females and males.
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FIGURE 38. histograms of average syllable F0 range values for different correction types 
in read speech, females and males.
FIGURE 39. histograms of average syllable F0 range values for different correction types 
in spontaneous speech, females and males.
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FIGURE 40. histograms of mean absolute slope values for different correction types in 
read speech, females and males.
FIGURE 41. histograms of mean absolute slope values for different correction types in 
spontaneous speech, females and males.
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FIGURE 42. histograms of F0 standard deviation values for different correction types in 
read speech, females and males.
FIGURE 43. histograms of F0 standard deviation values for different correction types in 
spontaneous speech, females and males.
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APPenDIx e. estimating declination slope.
The declination slopes for the individual utterances were calculated using the all-points 
linear regression equation. It was implemented as a Praat script in order to avoid having to 
transfer each pitch contour separately to a statistical program.
The slopes were mostly slightly negative. Male speakers had more variation in slope than 
female speakers. (See Figure 44.)
FIGURE 44. Slope in semitones per second for females and males, correction type 2, both 
speaking styles included.
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From the residuals, it can be seen that the linear slope does not fit all of the pitch contours 
very well. Females have more large residuals than males which may be interpreted as sug-
gesting that females produce more contours that differ from linearity than males. (See Figure 
45.) It is also possible that the wider variation in the slopes of male speakers can be explained 
by the better fit of the linear slopes to utterances produced by male speakers.
Because the linear slopes do not accurately describe the shape of all utterances, all the con-
clusions that can be drawn from the slope values should be approached with caution.
FIGURE 45. Residuals of slope calculated using the all-points linear regression equation, 
correction type 2, both speaking styles included.
APPENDIX F. Mixed model results - questions vs. statements
* p < 0.05; ** p < 0.01; *** p < 0.001
dof num/den = degrees of freedom numerator / denominator
ss = speech style; ut = utterance type; g = gender
Correction type 1.
ss * ut * g ss * ut ss * g ut * g
dof num/den F dof num/den F dof num/den F dof num/den F
minimum 1/950 0.116 1/950 4.124* 1/953 1.881 1/950 2.994
z minimum 1/950 3.490 1/950 4.348* 1/952 33.251*** 1/950 4.793*
first quartile 1/949 0.432 1/949 0.004 1/951 11.655*** 1/949 2.654
z first quartile 1/951 0.017 1/951 0.175 1/955 29.271*** 1/952 3.295
mean 1/949 0.311 1/949 1.014 1/950 4.731* 1/949 4.984*
z mean 1/951 0.021 1/951 0.398 1/955 12.463*** 1/952 6.962**
median 1/949 0.562 1/949 0.795 1/950 1.850 1/949 1.842
z median 1/953 0.383 1/953 0.423 1/951 3.490 1/955 2.725
third quartile 1/949 0.683 1/949 0.464 1/950 0.749 1/949 1.926
z third quartile 1/954 1.897 1/954 0.697 1/939 0.305 1/954 1.582
maximum 1/949 0.058 1/949 0.040 1/951 0.007 1/950 0.424
z maximum 1/952 1.589 1/952 0.240 1/955 16.644*** 1/953 0.005
standard deviation 1/952 0.584 1/952 1.948 1/955 7.133** 1/953 3.485
mean absolute slope 1/953 1.039 1/953 5.405* 1/950 1.461 1/955 2.463
range 1/953 0.241 1/953 3.408 1/948 1.661 1/955 2.120
average syllable F0 range 1/950 1.681 1/950 4.476 1/953 11.056*** 1/950 4.935*
slope 1/955 1.503 1/955 0.418 1/955 8.053** 1/955 2.007
last 1/951 1.807 1/951 0.011 1/955 0.259 1/952 1.753
z last 1/952 5.602* 1/952 0.166 1/954 0.107 1/953 4.943*
* p < 0.05; ** p < 0.01; *** p < 0.001
dof num/den = degrees of freedom numerator / denominator
ss = speech style; ut = utterance type; g = gender
Correction type 1 cont.
ss ut g
dof num/den F dof num/den F dof num/den F
minimum 1/953 2.062 1/950 0.890 1 6 11.537*
z minimum 1/952 213.6*** 1/950 0.808 1 6 3.377
first quartile 1/951 1.225 1/949 0.013 1 6 10.695*
z first quartile 1/955 46.515*** 1/952 0.245 1 6 3.944
mean 1/950 6.247* 1/949 1.286 1 6 15.550**
z mean 1/955 36.561*** 1/952 0.874 1 6 2.105
median 1/950 2.358 1/949 1.162 1 6 15.651**
z median 1/951 5.394* 1/955 1.171 1 6 3.281
third quartile 1/950 10.306** 1/949 7.982** 1 6 18.502**
z third quartile 1/939 3.695 1/954 10.603** 1 6 0.016
maximum 1/951 15.362*** 1/950 8.851** 1 6 27.033**
z maximum 1/955 47.079*** 1/953 12.883*** 1 6 10.340*
standard deviation 1/955 0.293 1/953 4.558* 1 6 2.376
mean absolute slope 1/950 7.564** 1/955 10.007** 1 6 47.605***
range 1/948 0.652 1/955 0.420 1 6 13.133**
average syllable F0 range  1/953 3.945* 1/950 5.531* 1 6 1.338
slope 1/955 1.979 1/955 4.982* ¹ ¹
last 1/955 5.007* 1/952 1.784 1 6 80.441***
z last 1/954 44.507*** 1/953 1.243 1 6 3.259
¹ The final Hessian matrix is not positive definite; validity of results cannot be ascertained.
* p < 0.05; ** p < 0.01; *** p < 0.001
dof num/den = degrees of freedom numerator / denominator
ss = speech style; ut = utterance type; g = gender
Correction type 2.
ss * ut * g ss * ut ss * g ut * g
dof
num/den
F dof
num/den
F dof
num/den
F dof
num/den
F
minimum 1/950 3.018 1/950 4.774* 1/952 3.137 1/950 2.752
z minimum 1/951 8.842** 1/951 6.900** 1/955 19.627*** 1/952 6.107*
first quartile 1/949 0.940 1/949 8.206** 1/950 9.105** 1/949 0.049
z first quartile 1/952 4.711* 1/952 11.181*** 1/952 22.356*** 1/954 10.217**
mean 1/949 0.063 1/949 1.705 1/950 2.943 1/949 3.462
z mean 1/953 0.582 1/953 2.770 1/942 5.285* 1/955 5.466*
median 1/949 0.157 1/949 0.118 1/950 0.389 1/949 0.704
z median 1/954 0.472 1/954 0.035 1/932 0.821 1/952 0.853
third quartile 1/949 0.443 1/949 0.009 1/950 0.533 1/949 1.758
z third quartile 1/955 1.434 1/955 0.151 1/927 0.846 1/941 1.012
maximum 1/949 0.841 1/949 0.208 1/951 0.012 1/950 0.797
z maximum 1/952 4.854* 1/952 1.276 1/952 18.600*** 1/955 0.069
standard deviation 1/953 6.298* 1/953 5.958* 1/951 8.185** 1/955 0.612
mean absolute slope 1/951 1.242 1/951 0.106 1/955 0.018 1/952 0.361
range 1/951 4.378* 1/951 4.701* 1/955 2.860 1/953 0.596
average syllable F0 range 1/950 0.006 1/950 3.731 1/953 19.081*** 1/950 5.006*
slope 1/954 2.132 1/954 2.900 1/943 6.633* 1/955 0.941
last 1/949 0.085 1/949 3.737 1/951 1.136 1/950 1.952
z last 1/951 1.265 1/951 3.494 1/955 3.823 1/952 3.456
* p < 0.05; ** p < 0.01; *** p < 0.001
dof num/den = degrees of freedom numerator / denominator
ss = speech style; ut = utterance type; g = gender
Correction type 2. cont.
ss ut g
dof
num/den
F dof num/den F dof
num/den
F
minimum 1/952 4.408* 1/950 0.170 1 6 25.386**
z minimum 1/955 81.030*** 1/952 2.177 1 6 0.872
first quartile 1/950 7.820** 1/949 0.049 1 6 19.723**
z first quartile 1/952 42.725*** 1/954 2.210 1 6 3.343
mean 1/950 14.458*** 1/949 5.156* 1 6 20.854**
z mean 1/942 12.071*** 1/955 1.820 1 5 0.513
median 1/950 8.262** 1/949 5.860* 1 6 18.934**
z median 1/932 4.191* 1/952 4.400* 1 5 2.223
third quartile 1/950 15.729*** 1/949 13.807*** 1 6 19.765**
z third quartile 1/927 4.055* 1/941 16.526*** 1 7 1.731
maximum 1/951 18.017*** 1/950 11.683*** 1 6 25.418**
z maximum 1/952 49.798*** 1/955 18.936*** 1 6 16.104**
standard deviation 1/951 0.807 1/955 16.300*** 1 6 0.045
mean absolute slope 1/955 21.040*** 1/952 24.054*** 1 6 2.831
range 1/955 1.093 1/953 7.400** 1 6 0.098
average syllable F0 range 1/953 5.190* 1/950 10.098** 1 6 0.171
slope 1/943 1.879 1/955 5.629* 1 7 1.530
last 1/951 13.127*** 1/950 1.394 1 6 28.634**
z last 1/955 35.391*** 1/952 0.023 1 6 0.485
* p < 0.05; ** p < 0.01; *** p < 0.001
dof num/den = degrees of freedom numerator / denominator
ss = speech style; ut = utterance type; g = gender
Correction type 3.
ss * ut * g ss * ut ss * g ut * g
dof
num/den
F dof
num/den
F dof
num/den
F dof
num/den
F
minimum 1/949 2.536 1/949 5.019* 1/951 1.549 1/950 2.432
z minimum 1/951 7.965** 1/951 7.701** 1/955 12.329*** 1/953 5.840*
first quartile 1/949 1.013 1/949 5.207* 1/950 2.183 1/949 2.551
z first quartile 1/953 3.320 1/953 7.195** 1/937 8.057** 1/954 5.749*
mean 1/949 0.000 1/949 0.986 1/950 1.272 1/949 1.939
z mean 1/954 0.000 1/954 1.093 1/907 1.330 1/929 2.279
median 1/949 0.390 1/949 0.047 1/950 0.232 1/949 0.217
z median 1/954 1.223 1/954 0.004 1/917 0.404 1/938 0.124
third quartile 1/949 1.171 1/949 0.044 1/950 0.119 1/949 1.380
z third quartile 1/955 3.397 1/955 0.493 1/921 2.220 1/933 0.309
maximum 1/949 0.516 1/949 0.086 1/951 0.015 1/950 0.390
z maximum 1/952 3.957* 1/952 0.795 1/954 17.364*** 1/954 0.292
standard deviation 1/952 5.780* 1/952 4.840* 1/953 4.120* 1/954 0.259
mean absolute slope 1/951 1.018 1/951 0.000 1/954 0.299 1/953 0.148
range 1/951 3.255 1/951 4.059 1/955 1.335 1/953 0.534
average syllable F0 range  1/949 0.032 1/949 4.626* 1/952 12.132*** 1/949 6.302*
slope 1/953 0.108 1/953 1.971 1/935 1.207 1/952 0.428
last 1/949 0.000 1/949 5.034* 1/951 0.351 1/950 0.644
z last 1/952 0.352 1/952 4.102* 1/954 1.607 1/953 1.172
* p < 0.05; ** p < 0.01; *** p < 0.001
dof num/den = degrees of freedom numerator / denominator
ss = speech style; ut = utterance type; g = gender
Correction type 3. cont.
ss ut g
dof num/den F dof num/den F dof num/den F
minimum 1/951 0.352 1/950 0.798 1 6 26.764**
z minimum 1/955 51.131*** 1/953 3.221 1 6 0.408
first quartile 1/950 3.665 1/949 0.484 1 6 20.243**
z first quartile 1/937 25.069*** 1/954 0.446 1 5 2.636
mean 1/950 9.698** 1/949 5.793** 1 6 21.280**
z mean 1/908 3.137 1/929 3.670 1 4 0.058
median 1/950 8.701** 1/949 5.961* 1 6 19.004**
z median 1/917 2.671 1/938 5.142* 1 5 3.340
third quartile 1/950 11.998*** 1/949 13.642*** 1 6 20.078**
z third quartile 1/922 7.861** 1/933 18.167*** 1 6 2.064
maximum 1/951 14.607*** 1/950 11.838*** 1 6 25.077**
z maximum 1/954 50.066*** 1/954 19.140*** 1 6 11.552*
standard deviation 1/953 5.637* 1/954 19.241*** 1 6 0.218
mean absolute slope 1/954 17.674*** 1/953 27.382*** 1 5 1.115
range 1/955 5.768* 1/953 11.390*** 1 6 0.000
average syllable F0 range  1/952 7.742** 1/949 8.253** 1 6 0.230
slope 1/935 1.329 1/952 3.864* 1 7 1.134
last 1/951 10.039** 1/950 2.403 1 6 28.554**
z last 1/954 32.099*** 1/953 0.549 1 6 1.349
APPENDIX G. Mixed model results - question type
* p < 0.05; ** p < 0.01; *** p < 0.001
dof num/den = degrees of freedom numerator / denominator
Correction type 1.
speech style *question
type
gender * question type question type
dof num/den F dof num/den F dof num/den F
minimum 6/935 0.542 6/936 1.614 6/936 2.596*
z minimum 6/935 1.746 6/936 0.981 6/936 2.312*
first quartile 6/935 0.536 6/935 2.080 6/935 2.291*
z first quartile 6/935 1.621 6/937 1.469 6/937 1.928
mean 6/935 0.305 6/935 3.138** 6/935 2.883**
z mean 6/935 0.553 6/937 2.019 6/937 2.510*
median 6/935 0.753 6/935 2.574* 6/935 1.783
z median 6/936 1.099 6/938 2.230* 6/938 1.414
third quartile 6/935 0.140 6/935 3.502** 6/935 1.995
z third quartile 6/936 0.081 6/936 2.782* 6/936 2.060
maximum 6/935 0.412 6/936 2.042 6/936 1.797
z maximum 6/935 0.744 6/938 1.940 6/938 1.976
standard deviation 6/936 0.291 6/938 1.114 6/938 0.533
mean absolute slope 6/936 0.551 6/937 0.859 6/937 0.902
range 6/937 0.405 6/937 0.583 6/937 1.083
average syllable F0 range  6/935 1.479 6/936 1.905 6/936 2.159*
slope 6/941 0.279 6/941 1.988 6/941 2.200*
last 6/935 0.576 6/938 0.665 6/938 2.432*
z last 6/935 0.780 6/938 0.447 6/938 2.126*
* p < 0.05; ** p < 0.01; *** p < 0.001
dof num/den = degrees of freedom numerator / denominator
Correction type 2.
speech style * question type gender * question type question type
dof num/den F dof num/den F dof num/den F
minimum 6/935 0.197 6/936 2.274* 6/936 1.741
z minimum 6/935 0.337 6/937 1.744 6/937 1.734
first quartile 6/935 0.779 6/935 0.936 6/935 1.735
z first quartile 6/935 0.973 6/938 0.689 6/938 1.971
mean 6/935 0.260 6/935 2.087 6/935 2.421*
z mean 6/935 0.149 6/937 0.946 6/937 2.218*
median 6/935 0.765 6/935 2.404* 6/935 1.543
z median 6/936 0.919 6/930 1.787 6/930 1.280
third quartile 6/935 0.251 6/935 2.723* 6/935 2.675*
z third quartile 6/937 0.221 6/927 2.184* 6/927 2.715*
maximum 6/935 0.344 6/936 1.764 6/936 2.648*
z maximum 6/936 0.478 6/938 1.267 6/938 3.414**
standard deviation 6/936 0.144 6/937 1.522 6/937 1.442
mean absolute slope 6/935 0.263 6/937 0.930 6/937 1.896
range 6/936 0.123 6/938 1.618 6/938 1.249
average syllable F0 range  6/935 1.331 6/936 1.355 6/936 2.558*
slope 6/936 0.215 6/935 1.282 6/935 1.951
last 6/936 1.120 6/936 0.609 6/936 1.601
z last 6/935 1.271 6/937 0.922 6/937 1.873
* p < 0.05; ** p < 0.01; *** p < 0.001
dof num/den = degrees of freedom numerator / denominator
Correction type 3.
speech style * question typet gender * question type question type
dof num/den F dof num/den F dof num/den F
minimum 6/935 0.645 6/936 4.181*** 6/936 2.274*
z minimum 6/935 0.562 6/938 3.335** 6/938 1.559
first quartile 6/935 1.096 6/935 2.791* 6/935 2.063
z first quartile 6/935 1.173 6/933 2.033 6/933 1.629
mean 6/935 0.598 6/935 3.407 6/935 1.970
z mean 6/935 0.582 6/917 2.650 6/917 1.669
median 6/935 1.035 6/935 2.504* 6/935 1.179
z median 6/936 1.222 6/915 1.867 6/915 1.063
third quartile 6/935 0.194 6/935 3.194** 6/935 2.144*
z third quartile 6/937 0.171 6/922 2.542* 6/922 2.275*
maximum 6/935 0.224 6/936 1.501 6/936 2.678*
z maximum 6/936 0.280 6/938 1.060 6/938 3.580**
standard deviation 6/936 0.547 6/938 0.549 6/938 2.292*
mean absolute slope 6/935 0.222 6/938 0.506 6/938 2.031
range 6/935 0.426 6/938 1.334 6/938 2.519*
average syllable F0 range 6/934 1.639 6/935 1.770 6/935 1.164
slope 6/936 0.520 6/931 0.982 6/931 1.079
last 6/935 1.151 6/936 1.162 6/936 1.447
z last 6/935 1.283 6/938 1.445 6/938 1.114
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APPenDIx h.    
glosses and translations for utterances in figures 10-19.
Fig. 10.
se o yhe-n kerra-n ku mä ol-i mä ol-i viäl
it be-3 one-GEN time-GEN CNJ I be-PST I be-PST still
it was one time when I was I was still
Fig. 11.
mistä-s su-lla alko tää ura
Q-CLI you-ADE start-PST-3 this career
where did your career start
Fig. 12.
ai lähett-i vai
PRT send-PST-3 PRT
oh he sent it
Fig. 13.
joo joo kyl mä se-n nä-i-n
PRT PRT I it-ACC see-PST-1
yes yes I did see it
Fig. 14.
mut et varmaa se juontaa juure-nsa niinku aika
CNJ CNJ PRT it begin-3 root-PL-POS PRT quite
but it probably originates like fairly
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Fig. 15.
no mä oo-n näh-ny se-n kans
PRT I be-3 see-PPC it-ACC also
well I have also seen it
Fig. 16.
mihin-käs ol-i-t sä koko ala-aste-en siellä
Q-CLI be-PST-2 you whole low+grades-GEN there
where did you spend all lower grades there
Fig. 17.
mut siis ne on oll-u sama-s koulu-s sama-a aika-a
CNJ CNJ they be-3 be-PPC same-INE school-INE same-ILL time-ILL
so they have gone to the same school at the same time
Fig. 18.
ai siis se
PRT CNJ it
oh that
Fig. 19.
missä-s sä oo-t käy-ny koulu-j-a
Q-CLI you be-3 go-PPC school-PL-PAR
where did you go to school
