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Reviewer #2
Title: Role of forcing uncertainty and model error background characterization in snow data assimilation Authors: S. V. Kumar, J. Dong, C. D. Peters-Lidard, D. Mocko, and B. Gomez General comments: This study examines the impact of forcing uncertainty/errors on model simulations and the subsequent model error covariances and analysis increments in ensemble snow water equivalent (SWE) data assimilation in an idealized and real data case. They find that accounting for input forcing uncertainty improves both simulations. This is because without forcing uncertainty, the imposed model state perturbations are not large enough to create a realistic background error covariance matrix, and thus the model states receive too much weight relative to the observations, or result in a Kalman gain matrix of zero, so that the analysis increments are essentially zero at some update times.
Overall, the study is easy to read, follow, and the figures and analysis support the conclusions. I think that acknowledging input forcing uncertainty in land-surface and hydrological model data assimilation (DA) in a more realistic way is a key step to developing useful and robust automatic DA systems. I recommend acceptance after the authors address my comments.
Major comments:
1) It would be nice to see some type of plot of analysis increments for the various experiments in Figures 2 and 3. It is clear that changing the input forcing to Noah increases the magnitude of the background error as shown in Figure 3b , thus increasing the analysis increments so that those experiments better match the observations. Analysis increments are another useful way to diagnose what is happening in the system at each DA time, and would be a useful complement to Figure 3b , especially since analysis increments are not shown, yet discussed in many places.
This could be particularly informative for the spatial runs in Figures 5 and 7 , where the model performance has some spatial variability.
It may also be interesting to examine the spatial changes in the background error at key points during the accumulation and melt season.
Thanks for the excellent suggestion. We have updated Figure 3 to include time series comparisons of the analysis increments from the DA integrations. An additional paragraph describing these plots have been included in the text in Section 3, which reads as follows:
"Comparisons of the analysis increments from DA integrations shown in panels (c) 
We also examined patterns of analysis increments in the DA integrations employing AMSR2 retrievals. Generally, the analysis increments convolve the impact of multiple factors. The analysis increments include the ability/inability of the assimilation system to respond to observations and the contribution of the hybrid forcing ensemble to correcting the biases before observations are assimilated. The Figure below show the distribution of the analysis increments for the accumulation (SON), peak winter (DJF) and melt (MAM) time periods over the Great Lakes region. During the accumulation time period, the FSNGL simulation shows little variability in its distribution (inability to respond to obs), whereas during the other two time periods, the results are more mixed (though DA_FENS generally show greater span over larger analysis increments), likely due to the combined impact of different factors. Therefore, we decided not to include the comparison of analysis increments from the AMSR2 assimilation examples.
2) Are the observations aggregated up to the model resolution for Figures 5 and 7? I believe this is a key point that needs to be clarified. The authors should describe the Minor comments:
1) Model error background seems to be a non-standard phrasing of the background forecast error covariance matrix (e.g. Hamil et al. 2001 , Descombes et al. 2015 . I suggest re-phrasing it background model error, or background error.
Thanks the suggestion. We have updated all such references to 'background model error', including the title.
2) It is interesting to me that the article operates with snow depth rather than snow water equivalent (SWE). Could the authors expand on this choice at all? Noah seems to have SWE as a state variable and AMSR2 does have a SWE retrieval as well, so it would be possible to operate using SWE as well, which seems like a more natural state variable to work with.
Thanks for raising this point. There are a couple of reasons for using snow depth as the retrieval variable instead of SWE. In most passive microwave retrieval algorithms (Chang et al. 1987 , Kelly et al. 2003 , Kelly 2009 (Chang et al. (1987) ; Kelly et al. (2003) ; Kelly (2009) ) compute snow depth first and derive the snow water equivalent (SWE) through a climatological snow density (Brown and Braaten (1998) ; Krenke (1998 Krenke ( , updated 2004 3) Line 216: Why is the AMSR2 standard error assumed to be 50 mm when Kachi et al. (2014) cite the standard error as 20 cm (200 mm)? Is the Kachi et al. (2013) citation in the manuscript giving a different standard error than the update?
The reviewer correctly points out that in Kachi et al. (2013) (Liu et al. 2013 , Kumar et al. 2014 . We have added the following acknowledgement within the article:
"Note that we use a higher value of observation error standard deviation than that reported by Kachi et al. (2013) , based on the previous snow DA studies (Liu et al. (2013 ; Kumar et al. (2014 Kumar et al. ( , 2015 8) The authors may be interested in the article Huang et al. (2016) that is in press in HESS. This article uses an ensemble of forcing data to generate and ensemble of internally consistent (with the forcing traces) initial model states uncertainty for EnKF SWE assimilation. They examine the impact of the relative weighting of the model and observational error covariance matrices. They also find similar results to those stated on lines 365-368 as well, if the open loop simulation has high quality forcing, DA is less beneficial. I am not suggesting the authors need to cite this paper, as I am a co-author on it; it just seems to be very relevant to the study reviewed here and some of their discussion points. (Newman et al. (2015) ; Huang et al. (2017) This article examines the limitations of using a single forcing dataset for specifying forcing uncertainty inputs for assimilating snow depth retrievals. Using an idealized data assimilation experiment, 5 the article demonstrates that the use of hybrid forcing input strategies (either through the use of an ensemble of forcing products or through the added use of the forcing climatology) provide a better characterization of the background model error, which leads to improved data assimilation results, especially during the snow accumulation and melt time periods. The use of hybrid forcing ensembles is then employed for assimilating snow depth retrievals from the AMSR2 instrument over two 10 domains in the Continental U.S. with different snow evolution characteristics. Over a region near the Great Lakes where the snow evolution tends to be ephemeral, the use of hybrid forcing ensembles provides significant improvements relative to the use of a single forcing dataset. Over the Colorado Headwaters characterized by large snow accumulation, the impact of using the forcing ensemble is less prominent and is largely limited to the snow transition time periods. The results of the arti-cle demonstrate that improving the background model error through the use of a forcing ensemble enables the assimilation system to better incorporate the observational information. Despite their importance, the specification of input error covariances is challenging (Dee (1995) ; 25 Derber and Bouttier (1999); Reichle (2008); Reichle et al. (2008) ). The sources of errors in observations include instrument errors, deficiencies of the observation operators (such as radiative transfer models) and representativeness issues from differences in spatial scales ). Similarly, uncertainties in model parameters, forcing inputs and deficiencies in model physics contribute to the model background errors. The model error covariance specifications are often made through
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idealized experiments using analysis of assimilation increments and innovations (Kumar et al. (2008 (Kumar et al. ( , 2009 ). Comparison of model simulations against independent observations is another approach for developing these specifications. However, given the lack of representativeness of the point-scale in situ measurements and the significant heterogeneity of the land surface, developing spatially distributed estimates of these model error covariances are difficult. As noted in Reichle (2008) , the Perturbations are sampled from randomly generated noise and are directly applied to the forcing and model prognostic fields. The typical approach is to employ either normally distributed additive perturbations or lognormally distributed multiplicative perturbations, depending on the variable. For example, multiplicative perturbations are normally used for fields such as precipitation, since the 50 use of additive noise could generate unphysical values (less than zero) or consistent positive biases during periods where precipitation is absent. In addition, to avoid introducing systematic biases in the perturbed fields, the ensemble-mean of the perturbations are normally constrained to zero and one, for additive and multiplicative perturbations, respectively.
In this article, we examine how the reliance on ensemble perturbations of forcing fields to develop the background model error impacts the performance of data assimilation. Most land data assimilation systems use a single data source as the forcing input and the input forcing uncertainty is characterized by perturbing the meteorological fields from this single data source. The accuracy of the model error covariance therefore, greatly depends on the accuracy of the forcing input (Reichle and Koster (2003) ). For example, in a case where precipitation inputs are underestimated, the forc-60 ing uncertainty characterized by the resulting ensemble will lead to the underestimation of the model error covariance. In contrast, alternate strategies such as the added use of the forcing climatology or multiple forcing data sources are likely to provide better representations of the forcing uncertainty and a better characterization of the background model error. In this article, we examine the impact of such factors in the context of snow data assimilation case studies.
65
The article presents two sets of experiments: 1) An idealized experiment to demonstrate the impact of model error covariance underestimation and 2) A "real" data assimilation scenario where snow depth retrievals (Oki et al. (2010) ; Kachi et al. (2013) ), from the Advanced Microwave Scanning Radiometer 2 (AMSR2) aboard the Global Change Observation Mission-Water (GCOM-W) satellite are used. The assimilation of AMSR2 data is conducted over two different domains in the continental 70 U.S. with different snow evolution characteristics. The different nature of the snow evolution in these domains is used to investigate the impact of background model error representations in snow data assimilation. All experiments described in this article are conducted using the NASA Land Information System (LIS; Kumar et al. (2006) ) which is an observation-driven land surface modeling and data assimilation system. The data assimilation subsystem in LIS (Kumar et al. (2008) ) contains 75 algorithms such as the EnKF and supports the assimilation of data from a variety of satellite sensors (Reichle et al. (2010) ; Liu et al. (2013) ; Kumar et al. (2014 Kumar et al. ( , 2015 ; Liu et al. (2015) ; Kumar et al. (2016) ).
Ensemble Kalman Filter and background error covariance representation
The filtering class of data assimilation algorithms seek the best estimate of the posterior state con-80 ditioned on the past observations, using the statistics of the uncertainties in the model and observations. The Kalman Filter (KF) is an optimal estimator for linear dynamical systems driven by Gaussian noise. The EnKF is a reduced-rank variant of the KF, which assumes normality of model and observation errors and typically requires the use of a small number of ensembles to represent these error structures (Reichle (2008) ).
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EnKF is a sequential data assimilation approach, where the algorithm alternates between a forecast step and an analysis step. In the forecast step, an ensemble of model states is propagated forward in time using the LSM. This is followed by an analysis step where the model forecast is updated based on observations. The analysis step is written in the general form as:
where x b is the background model state vector, x a is the analyzed state vector, y is the observation vector and H k is the observation operator that relates the model states to the observations. The subscript k indicates time and the superscripts b and a refer to the state estimates, before and after the update, respectively. K k is the gain matrix, which represents the weighting factor that determines the degree to which the model forecast is adjusted towards the observation. K k is expressed as:
where R k and P b k are the observation and forecast model error covariances, respectively (exponent T refers to the transpose of a matrix). The model error covariance is computed as the sample covariance of the model ensemble.
EnKF relies on the second order statistics of the noise simulated by ensemble perturbations in 100 the model and observations (drawn from Gaussian distributions), to characterize their probability density functions (PDFs). The accuracy of the sampled model error covariance, in particular, is dependent on the size of the ensemble and the presence of model errors (Li et al. (2009) ). Prior studies have used techniques such as covariance inflation (Anderson and Anderson (1999) ), to deal with the covariance underestimation. These techniques, however, require significant tuning and rely on the 105 assumption that the observation error covariances are known (Miyoshi and Yamane (2007) ). In addition, these inflation techniques are ineffective when the model errors are significant and the resulting model error covariances are close to zero. In the examples below, the impact of underestimating the background model error for snow data assimilation is examined. Figure 1 shows a schematic of three strategies that are used to examine the issue of model covari-110 ance underestimation in this article. The first strategy (A), which is the typical practice in land data assimilation systems, is to use a single forcing dataset to drive the ensemble. The small perturbations applied to the input forcing variables help in simulating the ensemble spread. In the second strategy (B), the ensemble is forced with both the given forcing and a climatology of that forcing. The added use of the forcing climatology helps in incorporating the representation of average conditions within 115 the ensemble and in reducing the covariance underestimation due to the reliance and limitations of a single dataset. In the third approach (C), the model ensemble is driven using an ensemble of forcing products from different sources, providing a more realistic representation of the input forcing uncertainty. Note that small perturbations to the forcing variables are also applied to B and C forcing data to augment the ensemble spread. In this section, we present an idealized snow depth DA experiment to demonstrate the importance of accurately characterizing the input model error covariances. We employ snow depth as the measurement variable as most passive microwave retrieval algorithms (Chang et al. (1987) ; Kelly et al.
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(2003); Kelly (2009)) compute snow depth first and derive the snow water equivalent (SWE) through a climatological snow density (Brown and Braaten (1998) ; Krenke (1998 Krenke ( , updated 2004 forcing variables and 12 hours for the model fields. The perturbations to the forcing fields are ap-plied hourly, whereas the model prognostic fields are perturbed at three hour intervals, similar to the configurations used in Kumar et al. (2015) and Kumar et al. (2014) . Molteni et al. (1996) ) and AGRMET datasets. Each forcing data is used to drive 5 ensemble members within the 20 member ensemble. As before, perturbations are applied to both forcing and model states. These strategies assume that a better representation of the forcing uncertainty and model error covariance can be developed by augmenting the ensemble through the use of multiple data sources. Comparisons of the analysis increments from DA integrations shown in panels (c) indicate the time periods where the impact of the background model error is more significant. Generally, the analysis increments from DA_FSNGL and DA_FCLIM are similar, except during the snow accumu-225 lation and melt time periods. Comparatively, larger differences in the analysis increments between the DA_FSNGL and DA_FENS integrations are observed, with more prominent differences seen during the accumulation and melt periods. During these times, larger analysis increments are observed in the DA_FCLIM and DA_FENS integrations, reflective of the ability of these configurations to respond to observations due to the improved background model error. It can also be noted 230 that the analysis increments during the peak snow season are generally smaller in DA_FENS and DA_FCLIM integrations compared to that of DA_FSNGL, indicating the contribution of the hybrid forcing inputs for reducing the significant biases in the assimilation system.
Impact of forcing ensemble in the assimilation of AMSR2 snow depth retrievals
The idealized experiments presented in the previous section demonstrate that the use of hybrid forc-235 ing ensemble strategies is helpful in providing a better characterization of the forcing uncertainty and the background model error. We extend this approach to a "real" data assimilation scenario where passive microwave snow depth observations from the AMSR2 instrument are employed. These retrievals, available from 2012 July onwards, are obtained from the Japan Aerospace Exploration Agency (JAXA; http://suzaku.eorc.jaxa.jp/GCOM_W/data/data_w_index.html). In all the integra-240 tions assimilating AMSR2 retrievals, the standard deviation of the observation error is assumed to be 50 mm. Note that we use a higher value of observation error standard deviation than that reported by Kachi et al. (2013) , based on the previous snow DA studies (Liu et al. (2013 ; Kumar et al. (2014 Kumar et al. ( , 2015 ) that generally assume low skill for passive microwave snow depth retrievals.
Land surface model simulations using the Noah LSM (version 3.3) are conducted over two re- We focus first on the GL region by comparing the snow evolution from various model and data assimilation integrations. integrations (RMSE of 327, 312 and 309 mm for DA_FSNGL, DA_FCLIM and DA_FENS, respectively) These trends are reflective of the fact that the AMSR2 observations underestimate the snow evolution in the peak winter months (Jan-Mar) and overestimates snow estimates in the spring melt time periods (Apr -May), at location C. At location, D, however, the AMSR2 snow observations are generally underestimated. The underestimation of snow at both these locations, is likely due to the 325 fact that passive microwave based retrievals saturate for thick snow packs (Dong et al. (2005) ).
In general, the DA integrations (DA_FSNGL, DA_FCLIM and DA_FENS), have comparable performance at both these locations and they mostly follow the snow evolution patterns in the AMSR2 data. Note that though AMSR2 observations capture the seasonality of snow observations, they show significant underestimation compared to in-situ observations of snow depth. The influence of under- 
Summary
Accurate specification of input model and observations error covariances in data assimilation systems is challenging though these error specifications are critical in the development of a skillful data assimilation system. In offline ensemble land data assimilation systems, the model ensemble and background model error representation are typically generated by applying small perturbations 345 to the model prognostic states and input meteorological forcing fields. Most Land DA studies are reliant on the use of a single forcing dataset to derive their driving meteorology.
In this article, the limitations of using a single forcing dataset as the basis for developing background model error is examined in the context of snow data assimilation. When significant errors are present in the forcing fields (e.g. precipitation), the resulting model and ensemble estimates will 350 have significant errors. In such instances, the use of an ensemble of forcing datasets, either based on climatology or a suite of independent datasets, is likely to provide a better representation of the forcing uncertainty and the background model error. The article demonstrates these issues through both idealized and real data assimilation experiments.
The idealized experiment presents a case where the snow depth estimates are significantly un-355 derestimated due to the presence of precipitation biases. The application of stochastic perturbations using this biased precipitation input is inadequate in providing a realistic background model error in the assimilation system. As a result, the snow depth fields in the DA system remain biased, especially during the snow evolution and spring melt periods. In contrast, when an ensemble of forcing datasets is used to drive the model, the representation of the background model error is more realistic. As a 360 result, the assimilation system performs better in incorporating the impact of observations during the snow evolution and ablation periods.
The impact of using a forcing ensemble for developing the background model error is examined for the assimilation of snow depth retrievals from the AMSR2 instrument, over two domains in the Continental U.S. with different snow evolution characteristics. Over the region near the Great Lakes, 365 the snow evolution tends to be shallow, with transitions between snow and no-snow conditions during each snow season. In this region, the added use of the forcing climatology to drive the ensemble leads to improved DA performance, when compared to the in-situ ground observations of snow depth. The DA performance is further enhanced with the use of an ensemble of forcing inputs, partly aided by the enhanced skill of the precipitation inputs. Over the Colorado Headwaters, an area with 370 large seasonal snow packs, the impact of precipitation biases on the simulation of snow states is largely limited to the snow evolution and ablation time periods. As the occurrences of transitions between snow and no-snow states are less common during the peak winter months in this region, the underestimation of the background model error is less problematic in the DA integrations during these time periods. As a result, the positive impact of the use of forcing ensemble is mostly prominent 375 during the accumulation and ablation time periods.
As noted above, the evaluation of snow depth estimates over CH region shows mixed results, with several locations indicating worse performance with the use of the forcing ensemble compared to the use of a single forcing dataset. In regions with large snow accumulation (such as the CH region), passive microwave retrievals such as those from AMSR2 are known to have low skill due 380 to issues such as saturation in deep snowpacks, signal loss in wet snow and overestimation in the presence of large snow grains (Dong et al. (2005); Foster et al. (2005) ; Durand et al. (2011) ). Such limitations contribute to the mixed results seen in these results, especially in the CH domain. In such instances, the poorer performance from the use of the forcing ensemble is a result of the poor skill of the retrievals. To improve the skill of the retrievals themselves, prior studies (Kumar et al. 385 (2014); Liu et al. (2015) ) have successfully employed objective analysis techniques such as optimal interpolation to blend in situ measurements with satellite retrievals prior to assimilation. These prior studies and the results of this article suggest that a strategy that combines the use of hybrid forcing inputs (to improve background model error) and in situ data based correction of observations to be assimilated (to enhance the satellite retrievals) is likely to provide a robust configuration for optimal 390 DA performance.
It must be stressed that in the experiments presented in the article, the OL_FSNGL configurations purposely employ an inferior forcing dataset so that the differences between the OL_FSNGL and OL_FCLIM and OL_FENS simulations are more magnified. If the single forcing dataset being used is of high skill, then the added benefit of using the forcing ensemble is likely to be less, consis-395 tent with the results of more recent studies to employ an ensemble of forcing data for generating an ensemble of internally consistent model uncertainty representation for applications such as DA (Newman et al. (2015) ; Huang et al. (2017) ). Overall, the results in this article indicate that use of a forcing ensemble is helpful in providing better representations of background model error and more positive and consistent improvements in data assimilation. Note also that the use of an ensemble of 400 forcing products may be practical in operational assimilation environments for centers with ensemble prediction systems. Where not available, the combined use of the forcing climatology along with the single, operational forcing input may be an appropriate strategy to improve the skill of the data assimilation system, as validated by the results in this paper. 
