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PRINCIPLED ANALYSES AND DESIGN OF FIRST-ORDER
METHODS WITH INEXACT PROXIMAL OPERATORS∗
MATHIEU BARRE´‡,† , ADRIEN TAYLOR‡,† , AND FRANCIS BACH‡
Abstract. Proximal operations are among the most common primitives appearing in both prac-
tical and theoretical (or high-level) optimization methods. This basic operation typically consists in
solving an intermediary (hopefully simpler) optimization problem. In this work, we survey notions
of inaccuracies that can be used when solving those intermediary optimization problems. Then,
we show that worst-case guarantees for algorithms relying on such inexact proximal operations can
be systematically obtained through a generic procedure based on semidefinite programming. This
methodology is primarily based on the approach introduced by [33] and on convex interpolation
results, and allows producing non-improvable worst-case analyzes. In other words, for a given algo-
rithm, the methodology generates both worst-case certificates (i.e., proofs) and problem instances
on which those bounds are achieved.
Relying on this methodology, we provide three new methods with conceptually simple proofs:
(i) an optimized relatively inexact proximal point method, (ii) an extension of the hybrid proximal
extragradient method of Monteiro and Svaiter [70], and (iii) an inexact accelerated forward-backward
splitting supporting backtracking line-search, and both (ii) and (iii) supporting possibly strongly
convex objectives. Finally, we use the methodology for studying a recent inexact variant of the
Douglas-Rachford splitting due to Eckstein and Yao [41].
We showcase and compare the different variants of the accelerated inexact forward-backward
method on a factorization and a total variation problem.
Key words. convex optimization, non-smooth optimization, first-order methods, worst-case
analysis, performance estimation, semidefinite programming, convex interpolation
1. Introduction. Proximal operations serve as base primitives in many concep-
tual and practical optimization methods. Formally, given a closed, proper, convex
function h : Rd → R, the proximal map of h, denoted by proxλh : Rd → Rd, is
proxλh(z) = argmin
x∈Rd
{
λh(z) + 12‖x− z‖2
}
,
where λ is a step size. In ideal situations, proximal operations are accessed through
analytical expressions (see e.g., [20, Table 2]). However, in many cases, proximal
steps have to be computed only approximately (e.g., via iterative methods). Although
those problems may often be solved efficiently, one has to take those inaccuracies into
account while analyzing the corresponding algorithms, in order to design methods that
are robust to those inaccuracies, and for avoiding solving the proximal subproblem
to an unnecessary high precision. Those topics are motivated in different areas of
the optimization literature, in particular for augmented Lagrangian techniques (e.g.,
when the augmented Lagrangian has to be solved numerically), and in the context of
splitting methods when proximal operators are complicated, or expensive, to compute.
In this work, we show that the performance estimation framework, originating
from [33], can be used for studying algorithms whose base operations are approximate
proximal operators. We illustrate the approach by providing new analyses of known
methods, for which we did not find worst-case rates in the literature, and by designing
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new methods in different settings. On the way, we survey notions of approximate
proximal operators that are used in the literature.
1.1. Motivations, contributions and organization. The main motivation
of this work is to improve our capabilities of performing worst-case analyses for al-
gorithms involving inexact proximal operations. Relying on the idea of performance
estimation, and convex interpolation, we show that such analyses (i) can be completed
in a principled way, and (ii) that semidefinite programming can help in the process
of designing the proof. We first illustrate the approach on a few variants of the inex-
act proximal point algorithm under different models of inaccuracy. Then, we use the
approach for designing three inexact proximal methods: (i) an optimized relatively in-
exact method, (ii) an extension of the accelerated proximal extragradient method [70]
featuring support for strongly convex objectives, (iii) an inexact forward-backward
splitting method with backtracking line-search supporting strongly convex objectives
and both absolute and relative inaccuracies. Finally, we provide convergence rates for
a recent partially inexact Douglas-Rachford splitting [41] in a particular setting.
This work is organized as follows: in Section 2 we survey notions of inaccuracies
that are used in the literature on inexact proximal operators. Then, because of the
quadratic structure of the inexactness criteria, we show in Section 3 that worst-case
analyses of algorithms relying on such inexact proximal operations can be studied with
the performance estimation approach. Finally, we illustrate the use of the approach by
analyzing and designing methods relying on inexact proximal operations, in Section 4.
Behaviors of the accelerated forward-backward splitting methods with various error
conditions are illustrated numerically in Section 5, before drawing some conclusions
in Section 6.
1.2. Relationships with previous works. Proximal operations, originally in-
troduced by Moreau [71, 72], serve as base primitives in many conceptual and prac-
tical algorithms. In optimization, its use is omnipresent and originally attributed to
Martinet [65, 66] and Rockafellar [84, 85]. Successful examples of algorithms rely-
ing on proximal operators include proximal gradient methods [13, 62, 80, 8, 76], the
celebrated alternating direction method of multipliers [42, 44], the related Douglas-
Rachford splitting [29, 62, 37], and many other splitting methods [62, 35]. This type
of methods are abundantly used in the optimization literature, and lies at the heart
of many optimization paradigms that includes distributed/decentralized optimization
(e.g., through operator splitting), augmented Lagrangian techniques [83, 84, 51, 38],
and other meta-algorithms, such as “Catalyst” [60, 61]. The many aspects of their
theoretical and practical uses are heavily covered in the literature, and we defer such
discussions to surveys on such topics [11, 20, 39, 79, 89] and the references therein.
Proximal operations and inexactness. Using inexact solutions to proximal op-
erations is not a new idea. First analyses of approximate proximal algorithms for
monotone inclusions and optimization problems emerged in [85], and this topic ap-
peared in many works since then (see e.g., [93, 4, 101, 43, 22, 99, 98]), with a first
related accelerated scheme in [49]. Many notions of inaccuracies are also already cov-
ered in the literature. In particular, those notions were applied to the proximal point
algorithm [14, 36, 96, 70], inexact splitting scheme such as forward-backward splitting
(and its accelerated variants) [94, 109, 68, 9], Douglas-Rachford [40, 41, 103, 1], three-
operator splitting [111], and for designing meta-algorithms such as the hybrid approx-
imate extragradient method [96, 69, 70, 3] and “Catalyst” [60, 61]. Inexact proximal
operations are also closely related to the theory of ε-subdifferentials, introduced in [12],
and to their inexact gradient and subgradient methods (see e.g., [95, 68, 26, 27]). Fi-
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nally, let us mention higher-order proximal methods, that are introduced in [77, 78],
and also used together with notions for approximating them.
Monotone inclusions. Inexact proximal methods were also studied in many works
in the context of monotone operators and monotone inclusion problems [85] (see
e.g., [7] for the general topic of monotone operators, or the nice tutorial [89]). This
was often done through notions of enlargements [17, 14, 15], see for example [96, 101,
16, 3, 69, 10]. Though we are not going to work with monotone operators and in-
clusions, there is no apparent obstacle in applying the methodology presented here
directly for dealing with inexactness in such setups.
Computer-assisted analyses. Using semidefinite programming for obtaining worst-
case guarantees in the context of first-order optimization schemes dates back to [33],
via so-called performance estimation problems (PEPs), which they use to provide
novel analyses of gradient, heavy-ball and accelerated gradient methods (see [82, 75]).
Performance estimation problems were coupled with “convex interpolation” results
in [107, 105], allowing the PEP approach to be guaranteed to generate tight worst-
case certificates. For obtaining simpler proofs, performance estimation problems can
be used for designing potential functions [104]—which we will use in the last sections
of this work. This idea is closely related to that based on integral quadratic constraints
(IQCs), originally coined in control theory [67], and which were introduced for ana-
lyzing linearly-converging first-order methods in [58]; and later extended to deal with
sublinear convergence rates [50]. We will not further discuss IQCs here, as the current
framework essentially relies on PEPs. Those methodologies being closely related, the
developments below could be formulated, instead, in control-theoretic terms.
Let us mention that the PEP methodology was already taken further in dif-
ferent directions, as for example in the context of monotone inclusions: for the
three operator splitting [91], proximal point algorithm [48, 47], and accelerated vari-
ants [53]. The methodology was also used in a saddle-point setting in [31, Section
4.6] and for studying worst-case properties of fixed-point iterations [59]. Both IQCs
and PEPs were also already used for performing algorithmic design in different set-
tings, starting through the works by [33, 54, 34] and taken further in different direc-
tions [105, 55, 108, 32, 56, 53, 92]. The methodology was also used in the context of
multiplicative gradient noise [25, 24, 23], Bregman gradient methods [30], and adap-
tive first-order methods [6].
1.3. Preliminary material. We denote by Fµ,L the set of L-smooth µ-strongly
convex functions with 0 ≤ µ < L ≤ ∞, and by F0,∞ the corresponding subset of
closed, proper and convex functions. We will also abusively denote by h′(x) ∈ ∂h(x)
some subgradient of h at x for convenience. For h ∈ F0,∞, the proximal problem can
be formulated through a primal, a saddle point, or a dual formulation, as follows:
min
x
{Φp(x; z) ≡ λh(x) + 12‖x− z‖2}(P)
max
v
min
x
{Φ(x, v; z) ≡ λh(x) + 〈λv; z − x〉 − 12‖λv‖2}(SP)
max
v
{Φd(v; z) ≡ −λh∗(v)− 12‖λv − z‖2 + 12‖z‖2},(D)
where h∗ ∈ F0,∞ denotes the Fenchel conjugate of h. In this setting, a sufficient
condition for having no duality gap is that ri(domh) 6= ∅ (see e.g., [86, Corollary
31.2.1], or discussions in [19, Section 3.5]). In the following sections, we examine
natural approximate optimality conditions for those three problems. Let us recall of
few relations between their optimal solutions. First, first-order optimality conditions
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along with Fenchel conjugation allows writing
x = proxλh(z)⇔ z−xλ ∈ ∂h(x)⇔ x ∈ ∂h∗( z−xλ )⇔ z−xλ = proxh∗/λ( zλ).
By noting the last equality can be written as z−proxλh(x)λ = proxh∗/λ(
z
λ), we arrive to
Moreau’s identity
(Moreau) proxλh(z) + λproxh∗/λ(
z
λ) = z
and to the corresponding identity in terms of function values:
h(proxλh(z)) + h
∗(proxh∗/λ(
z
λ )) = 〈proxλh(z); proxh∗/λ( zλ)〉.
Though not being mandatory for the understanding of the material covered in the
sequel, a great deal of simplifications in the exposition (particularly in the algorithmic
analyses) can be obtained through the notion of ε-subdifferentials [12].
Definition 1.1 (Section 3 of [12]). Let h ∈ F0,∞(Rd). For any ε ≥ 0, we denote
by ∂εh(x) the ε-subdifferential of h at x ∈ Rd:
∂εh(x) = {g |h(z) ≥ h(x) + 〈g; z − x〉 − ε ∀z ∈ Rd}
= {g |h(x) + h∗(g)− 〈g;x〉 ≤ ε}.
Any g ∈ ∂εh(x) is called an ε-subgradient of h at x ∈ Rd.
Before finishing this section, let us note that the symmetry of the second equality in
the definition implies g ∈ ∂εh(x)⇔ x ∈ ∂εh∗(g).
2. Notions of inexactness for proximal operators. Our main motivation
in this section is to survey the main natural notions of inexact proximal operations
that can be used in practical applications. In particular, when solving a proximal
subproblem through an iterative method, we want to be able to assess the quality of
an approximate solution. Therefore, it is important to have accuracy requirements
that can be evaluated in practice, and which do not depend on quantities to are gen-
erally unknown to the user, such as the exact solution to the proximal subproblem,
or an optimal function value. A natural way to design such candidates accuracy con-
ditions is to inspect optimality conditions of the proximal subproblem, and to require
our approximate solutions to the subproblems to satisfy them within an appropriate
accuracy. We focus on the optimization settings, but many notions extend to the
monotone operator world either directly or using concepts of enlargements [14, 17].
Before proceeding, note that all notions do not have the same practical impli-
cations, as some might for example require having access to the dual problem (D),
or having access to h∗, whereas other do not. In addition, it might be easy to find
approximate solutions for certain accuracy requirements, but hard to find candidates
for others, depending on the target application.
In this section, we propose a list of natural notions for measuring inaccuracies
within proximal operations. Those notions are not new, and many of them are actually
used in previous works on inexact proximal methods. Our intent here is to list them in
a systematic way, and to show (in the next section) that worst-case analyses of natural
algorithms relying on such notions can be studied by following the same principled
steps.
Our starting point is to express optimality conditions for the proximal subproblem
in its different forms (P), (SP), and (D), as follows.
INEXACT PROXIMAL OPERATORS 5
• First-order optimality conditions of (SP) can be written as{
x = proxλh(z)
v = proxh∗/λ(
z
λ)
⇔ 0 ∈
(
∂xΦ(x, v; z)
∂v(−Φ(x, v; z))
)
,
which can equivalently be formulated as the optimality conditions of ei-
ther (P) or (D):{
0 = ‖w − v‖ for some w ∈ ∂h(x) ⇔ 0 = ‖u− x‖ for some u ∈ ∂h∗(v),
0 = ‖x− z + λv‖.
• Assuming no duality gap occurs between (P) and (D) (see Section 1.3), one
can write the zeroth-order optimality conditions (i.e., the primal-dual gap)
for (SP) {
x = proxλh(z)
v = proxh∗/λ(
z
λ)
⇔ Φp(x; z)− Φd(v; z) = 0,
which can explicitly be written as
Φp(x; z)− Φd(v; z) = λh(x) + λh∗(v) − λ〈x; v〉 + 12‖x− z + λv‖2.
In the previous expression, one can observe the role of the first terms:
0 = λh(x) + λh∗(v)− λ〈x; v〉 ⇔ v ∈ ∂h(x)⇔ x ∈ ∂h∗(v),
which can be deduced from first-order optimality conditions applied to the
definition of the Fenchel-Legendre transform (see e.g., [86, Theorem 23.5]).
Alternatively, when this term is nonzero, one can express the relationship of
x and y through ε-subdifferentials (see Definition 1.1) as
h(x) + h∗(v)− 〈v;x〉 ≤ ε⇔ v ∈ ∂εh(x)⇔ x ∈ ∂εh∗(v).
In other word, for any primal dual pair (x, v), v is always an ε-subgradient of
h at x with ε = h(x) + h∗(v)− 〈x; v〉 (which is finite when v ∈ domh∗).
Those elements motivate measuring inaccuracies simultaneously in two ways:
(i) requiring ‖x− z + λv‖ being small enough—i.e., requiring (Moreau) to hold
approximately—, and
(ii) requiring either v being close enough to ∂h(x), and/or how x being close
enough to ∂h∗(v). Via the primal-dual gap formulation, this is done by
requiring h(x) + h∗(v) − 〈v;x〉 to be small enough. In first-order optimality
conditions, this could be done by requiring ‖v − w‖ to be small enough for
some w ∈ ∂h(x) or ‖x− u‖ to be small enough for some u ∈ ∂h∗(y).
Note that when either the candidate dual solution satisfies v ∈ ∂h(x), or the candidate
primal solution satisfies x ∈ ∂h∗(v) (for example if the proximal subproblem is solved
via a purely primal, or purely dual, method), then the only term that needs to be
controlled is that of (i). In the case where either the approximate dual solution is
chosen as v = z−xλ or the approximate primal solution is chosen as x = z − λv, the
only term that needs to be controlled is (ii). In other cases, both terms need to be
controlled.
2.1. A few observable notions of inexactness. In this section, we assume
h∗ to be available to the user. In the case where it is not, all notions relying on
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evaluating it directly become unobservable and can therefore be thought as belonging
to the next section. In what follows, we denote the primal-dual gap by
PDλh(x, v; z) := Φp(x; z)− Φd(v; z),
and the Moreau gap by
Mλ(x, v; z) := ‖x− z + λv‖2,
for convenience, and list a series of criterion that were used in different works for
quantifying the quality of some primal-dual pair (x, v) for approximating the pair
(proxλh(z), proxh∗/λ(z/λ)).
• (Primal-dual inaccuracy, take I) The quality of a primal-dual pair (x, v) for
approximating (proxλh(z), proxh∗/λ(z/λ)) can be monitored directly by re-
quiring
PDλh(x, v; z) ≤ σ,
to hold for some predefined σ ≥ 0. One can reformulate this requirement as
∃ε ≥ 0: v ∈ ∂εh(x) and 12‖x− z + λv‖2+λε ≤ σ. This criterion is used among
others in the hybrid approximate extragradient (HPE) framework [96, 98, 99,
101], in its inertial/accelerated versions [70, 10, 3], or for forward-backward
splittings [68, 9]. This criterion is generalized in the (monotone) operator
world, through the notion of ε-enlargements [17, 14], generalizing the notion
of ε-subdifferentials.
Stronger notions of primal-dual pairs can be obtained by coupling the primal and dual
estimates, as follows.
• (Primal-dual inaccuracy, take II) The quality of a primal point x for approx-
imating proxλh(z) can be monitored by constructing an approximate dual
point through (Moreau): v = z−xλ and requiring the corresponding primal-
dual gap to satisfy
PDλh(x,
z−x
λ ; z) ≤ σ.
Note that this formulation can be rewritten as PDλh(x,
z−x
λ ; z) = λh(x) +
λh∗( z−xλ ) − λ〈x; x−zλ 〉 ≤ σ ⇔ z−xλ ∈ ∂σ/λh(x), or equivalently x = z − λv
with v ∈ ∂σ/λh(x), or even in a dual form v = z−uλ with u ∈ ∂σ/λh∗(v). This
notion of inaccuracy was also used in quite a few works, see e.g., [57, 21] and
more recently in [109] and [93, “approximation of type 2”].
• (Primal-dual inaccuracy, take III) The quality of a primal point x for approx-
imating proxλh(z) can be monitored by constructing an approximate dual
point as v = h′(x) ∈ ∂h(x) and by requiring
PDλh(x, h
′(x); z) ≤ σ.
In this case, the criterion can be written as PDλh(x, h
′(x); z) = 12‖x − z +
λh′(x)‖2 ≤ ε, which is equivalent to x = z − λv + λe with v ∈ ∂h(x) and
1
2‖e‖2 ≤ σ. This error criterion was among the first to be used, see [85],
and was later used in many works, see e.g., [18, 97, 98, 99, 36, 1], and [93,
“approximation of type 3”].
Among known methods for dealing with inexact proximal iterations, extra-gradient
methods occupy an important place (see, e.g., the conceptual algorithm in [74]).
Intuitively, the idea is to compute some intermediate point u ≈ proxλh(z), to evaluate
some u′ ∈ ∂h(u) (or an ǫ-subgradient version of it), and to use x = z − λu′ as our
working approximation of proxλh(z). Natural notions of inaccuracy applied on u can
also then directly be interpreted in terms of x, as follows.
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• (Primal-dual inaccuracy, take IV) One way to interpret the hybrid proximal
extra-gradient method [96] is that it measures the quality of a primal point x
for approximating proxλh(z) by requiring the existence of some other primal
point u satisfying
PDλh(u,
z−x
λ ; z) ≤ σ.
Equivalently, one can write this condition as ∃ε ≥ 0 and ∃u ∈ ∂εh∗( z−xλ ) such
that 12‖u− x‖2 + λε ≤ σ, which we can also explicitly rewrite in an extra-
gradient format as: x = z − λu′ with u′ ∈ ∂εh(u), 12‖u− z + λu′‖2 + λε ≤ σ
for some feasible u. In other words, it corresponds to obtain a u ≈ proxλh(z)
according to the primal-dual inaccuracy criterion (take I) on u, and to use
x = z − λu′ as the working approximation of proxλh(z).
• (Primal-dual inaccuracy, take V) A stronger version of the previous construc-
tion for measuring inaccuracy of x consists in picking u ∈ ∂h∗( z−xλ ) and
requiring
PDλh(u,
z−x
λ ; z) =
1
2‖x− u‖2 ≤ σ.
In this setting, one can rewrite x = z−λu′ with u′ ∈ ∂h(u) with 12‖x−u‖2 ≤
σ. This condition was presented, and used, in [100] (though not exactly
using this viewpoint). This corresponds to apply the primal-dual inaccuracy
criterion (take III) on u ≈ proxλh(z), and to use x = z − λu′ as the working
approximation of proxλh(z). This criterion is also used in [40] for relatively
inexact Douglas-Rachford and ADMM.
Perhaps curiously, applying the same extra-gradient idea to primal-dual inaccuracy
(take II), one recovers (take II) without any change.
One can then do the same exercise by requiring first-order optimality conditions
to be approximatively satisfied. As previously explained, the corresponding notions
of inexactness actually collapse with those based on primal-dual requirements as soon
as either the dual variable is a subgradient of h at the primal point v ∈ ∂h(x), or
equivalently when x ∈ ∂h∗(v).
• (Primal-dual subgradient residual) Among the many possibilities for quantify-
ing the quality of a primal-dual pair (x, v) as an approximation of the solution
(proxλh(z), proxh∗/λ(z/λ)), one probably natural criterion is to require
(1) max{‖x− z + λv‖, ‖v − h′(x)‖, ‖x− (h∗)′(v)‖} ≤ σ,
for some h′(x) ∈ ∂h(x) and (h∗)′(v) ∈ ∂h∗(v). Another possibility is to
require a positively weighted sum of those different terms to be small enough.
Note that any conic combination of previous inaccuracy criteria constitutes a valid
criterion. Intersections and unions of different inaccuracy criterion also remain valid
criterion. Finally, note that the choice of the most appropriate criterion depend on
the application at hand (e.g., depending on the cost of obtaining an approximation
satisfying the desired approximation requirement, and on the cost of checking the
requirement).
2.2. Abstract, generally non-observable, notions of inexactness. Some
notions are more complicated to directly monitor in practice. However, they might
allow modeling certain situations that are not covered by previous notions (such as
primal and dual approximations being infeasible).
• (Purely primal (or dual) inaccuracy) One can monitor the quality of an ap-
proximate x ≈ proxλh(z) by requiring x to satisfy, for some σ ≥ 0
PDλh(x, proxh∗/λ(
z
λ); z) = Φp(x; z)− Φp(proxλh(z); z) ≤ σ
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This notion is directly considered, e.g., in [4, 94, 60, 61], in [93, “approx-
imation of type 1”], and indirectly in other works (e.g., [49, Lemma 3.1]).
Although it is mostly impractical (as it requires knowing the optimal value
of the proximal subproblem), it can be verified indirectly via other error cri-
terion (such as a primal-dual gap). In the same spirit, one could use purely
dual requirements Φd(proxh∗/λ(z/λ); z)− Φd(v; z).
• (Distance to the solution) A primal candidate x ≈ proxλh(z) may be required
to be close to proxλh(z). That is, for some σ > 0, one may require
‖x− proxλh(z)‖ ≤ σ.
Note that it corresponds to verify an approximate Moreau gap Mλ(x, v; z)
with v = proxh∗/λ(z/λ). This notion is also not new [85, 49], and can also be
verified indirectly, e.g., via 12‖x− proxλh(z)‖2 ≤ PDλh(x, proxh∗/λ( zλ); z). Its
dual version ‖proxh∗/λ(z/λ)− v‖, or primal-dual notion ‖x− proxλh(z)‖2 +
λ2‖proxh∗/λ(z/λ)− v‖2 could also be considered.
2.3. Absolute versus relative inaccuracies. Depending on algorithmic re-
quirements, error tolerances might be specified in terms of absolute constants, or
as functions of the state of the algorithm at hand. For example, a common situa-
tion is to choose some absolute constant σ > 0, and to require PDλh(x, v; z) ≤ σ,
where σ should typically be chosen as a decreasing function of the iteration counter.
A standard alternative is to pick a relative type of accuracy requirement, such as
PDλh(x, v; z) ≤ ‖x− z‖2. Both types of requirements are pretty standard, and were
already stated in early developments on inexact proximal methods (see e.g., [85, con-
dition (A) or (B)]. Relative versions typically offers the advantage of being simpler to
tune, sometimes at the cost of worse performances, see e.g., [61].
3. Principled, and computer-assisted, worst-case analyses. The goal of
this section is to convince the reader that the performance estimation approach [33]
can be applied to analyze worst-case performances of first-order methods involving
inexact proximal operators, providing a principled way to obtain rigorous convergence
rates and proofs in this context. In particular, the methodology explains exactly
what inequalities should be used for proving the desired results, and at which points
those inequalities should be instanciated. In addition, the methodology allows using
semidefinite programming for helping the user designing the corresponding analytical
proofs, as the corresponding performance estimation problems can be formulated as
semidefinite programs. In other words, we formulate the problem of performing a
worst-case analysis as an optimization problem, which can be solved numerically.
Feasible points to the dual of this problem correspond to worst-case guarantees (i.e.,
proofs), and feasible points to the primal problem correspond to matching examples
(i.e., worst-case instances: functions and iterates). The possibility of solving those
problems numerically essentially allows sampling proofs and worst-case examples for
given problem parameters (for example the step size and the accuracy level).
In the following sections, we provide the main ingredients showing that the
methodology applies on a few basic examples. Once those elements are accepted,
and given the literature on performance estimation problems, it is not a surprise that
the methodology applies more broadly (including for the examples of Section 4) for
studying first-order methods using approximate proximal steps.
3.1. Setting up the example. Consider the convex optimization problem
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min
x∈Rd
h(x)
with h ∈ F0,∞. We analyze a method that may appear as a natural candidate for
solving this problem when only an access to an approximate proximal operator of h is
provided: a vanilla inexact proximal point method xk+1 ≈ proxλh(xk) under different
accuracy requirements (see next section). For describing the methodology, we con-
sider the following model for the inexact proximal oracle: PD(xk+1, h
′(xk+1);xk) ≤
σ2
2 ‖xk+1 − xk‖2. In other words, one can write the iteration as
xk+1 = xk − λ(h′(xk+1)− ek),
where ek represents a computation error, h
′(xk+1) ∈ ∂h(xk+1), and the accuracy
requirement simplifies to ‖ek‖ ≤ σλ‖xk+1 − xk‖.
Finally, let us aim at worst-case convergence guarantees of type
(2) h(xN )− h(x⋆) ≤ CN‖x0 − x⋆‖2,
for all h ∈ F0,∞(Rd), x⋆ ∈ argminx h(x) and d ∈ N. Our goal is then to compute values
of CN , hopefully small and decreasing with N , for this inequality to be valid. Again,
this choice is made for simplicity purposes, and can be changed; see discussions about
initial conditions and performance measures in [107, 105] and the examples in [106].
3.2. Computing worst-case scenarios. In this section, we formulate the prob-
lem of computing the smallest CN such that (2) is valid. For doing that, we look for
the worst problem instance (i.e., “most difficult” function to optimize with the inexact
proximal point method) for guarantees of type (2):
CN ≥ max
d,h
x⋆,x0,...,xN∈Rd
e0,...,eN−1∈Rd
s.t. h(xN)−h(x⋆)‖x0−x⋆‖2
h ∈ F0,∞(Rd), x⋆ ∈ argmin
x
h(x)
xk+1 = xk − λ(h′(xk+1)− ek) k = 0, 1, . . . , N − 1
‖ek‖2 ≤ σ2λ2 ‖xk+1 − xk‖2 k = 0, 1, . . . , N − 1.
This type of problems is often referred to as a performance estimation problem (intro-
duced in [33]). It is intrinsically an infinite dimensional optimization, as it contains
a variable h ∈ F0,∞. One possible way of dealing with this variable is to restrict
ourselves to work with a discrete (or sampled) version of h. For doing that, we intro-
duce a set S containing sampled points of h, in the form S = {(xi, gi, fi)}i, and we
reformulate the previous problem using the requirement fi = h(xi) and gi ∈ ∂h(xi).
(3)
CN ≥ max
d
S⊂Rd×Rd×R
e0,...,eN−1∈Rd
hN−h⋆
‖x0−x⋆‖2
s.t. S = {(xi, gi, hi)}i∈{⋆,0,1,...,N}
∃h ∈ F0,∞ : f = h(x), g ∈ ∂h(x) ∀(x, g, f) ∈ S
g⋆ = 0
xk+1 = xk − λ(gk+1 − ek) k = 0, 1, . . . , N − 1
‖ek‖2 ≤ σ2λ2 ‖xk+1 − xk‖2 k = 0, 1, . . . , N − 1.
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This problem can be formulated more conveniently using convex interpolation (or
extension) results (see e.g., [107, Theorem 1]), as follows:
(4)
∃h ∈ F0,∞ : f = h(x), g ∈ ∂h(x) ∀(x, g, f) ∈ S
⇔ f ′ ≥ f + 〈g;x′ − x〉 ∀(x, g, f), (x′, g′, f ′) ∈ S.
Together with a simple homogeneity argument1, convex interpolation allows arriving
to a (nearly) quadratic problem.
(5)
max
d
S⊂Rd×Rd×R
e0,...,eN−1∈Rd
hN − h⋆
s.t. S = {(xi, gi, hi)}i∈{⋆,0,1,...,N}
f ′ ≥ f + 〈g;x′ − x〉 ∀(x, g, f), (x′, g′, f ′) ∈ S
g⋆ = 0, ‖x0 − x⋆‖2 = 1
xk+1 = xk − λ(gk+1 − ek) k = 0, 1, . . . , N − 1
‖ek‖2 ≤ σ2λ2 ‖xk+1 − xk‖2 k = 0, 1, . . . , N − 1.
By assuming (without loss of generality) x⋆ = 0 for simplicity, and substituting xk+1
(k = 0, . . . , N − 1), one can reformulate this problem linearly in terms of a vector
containing all function values [h⋆ h0 h1 . . . hN ] and of a Gram matrix

‖x0‖2 〈g0;x0〉 . . . 〈gN ;x0〉 〈e0;x0〉 . . . 〈eN−1;x0〉
〈g0;x0〉 ‖g0‖2 . . .
...
. . .
. . .
〈gN ;x0〉 ‖gN‖2 〈e0; gN 〉
〈e0;x0〉 〈e0; gN〉 ‖e0‖2
...
. . . 〈eN−1; eN−2〉
〈eN−1;x0〉 〈eN−1; eN−2〉 ‖eN−1‖2


 0,
with no dependence in d and hence, the previous problem can be written as a SDP
with this Gram matrix as the new variable. Feasible points to this SDP correspond
to discrete version of functions h ∈ F0,∞, which can be constructed through convex
interpolation mechanisms [107]. In addition, in the dual of the SDP, all feasible points
correspond to valid upper bounds on CN (i.e., worst-case guarantees).
This procedure can be repeated for all types of accuracy requirements from previ-
ous sections, as long as the requirement is SDP-representable (see discussions in [105,
Section 2.2]). This is the case, for example, if the requirement is linear in terms of
function values and quadratic in terms of the ek’s, gk’s, and xk’s, or when dealing
with criterion of the form (1). Before going into numerical examples, let us mention
that certain accuracy requirements might demand slightly more careful treatments,
as for example criterion of the form
PDλh(xk+1, vk+1;xk) ≤ σ22 ‖xk+1 − xk‖2,
1Remark that for any α > 0, we can scale S and create an alternate set Sα = {(αxi, αgi, α2fi)}i.
If S was a feasible point to (3), so is Sα. In addition, the objective value remain the same. We can
without loss of generality fix the homogeneity level by setting ‖x0 − x⋆‖2 = 1 without affecting the
objective value of (3).
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where a term h∗(vk+1) appears in the expression of PDλh(xk+1, vk+1;xk). This term
can be introduced in the SDP by requiring the existence of some wk+1 such that
h∗(vk+1) = 〈vk+1;wk+1〉 − h(wk+1) with vk+1 ∈ ∂h(wk+1)—by applying Fenchel-
Young’s (in)equality, see e.g., [86, Theorem 23.5]. Then, one can equivalently rewrite
the inexactness criterion as
1
2‖xk+1 − xk + λvk+1‖2+λ(h(xk+1)− h(wk+1)− 〈vk+1;xk+1 − wk+1〉)
≤ σ22 ‖xk+1 − xk‖2,
where vk+1 ∈ ∂h(wk+1). This can be incorporated into the SDP by adding scalar
products and squared norms involving vk+1 and wk+1 in the Gram matrix, and by
adding the corresponding triplets (wk+1, vk+1, h(wk+1)) to the set of samples S.
3.3. Numerical experiments. Through its semidefinite reformulation, one can
now solve (5) numerically, for different values of σ and λ, using standard semidefinite
solvers [73, 102]. The corresponding numerical worst-case convergence bounds are
provided in Figure 1 for different parameter values. Numerical experiments suggest
the expression (1 + σ)/(4λN
√
1−σ2) to be a valid upper bound on CN .
100 101
10−3
10−2
10−1
Iteration k
h
(
x
k
)
−
h
⋆
‖
x
0
−
x
⋆
‖
2
100 101
10−3
10−2
10−1
Iteration k
σ2 = 1
σ2 = 0.8
σ2 = 0.6
σ2 = 0.4
σ2 = 0.2
σ2 = 0
Fig. 1. Numerical worst-case guarantees on (h(xk)− h⋆)/‖x0 − x⋆‖2 as a function of k (ob-
tained by solving SDPs as in §3.1) for the relatively inexact proximal point algorithm of §3.1, with
parameters λ = 1 (left), and λ = 10 (right). The dashed lines are empirical upper bounds of the
form (1 + σ)/(4λk
√
1−σ2 ) which we plotted for reference. The semidefinite progams were solved
through [63] and [73].
As previously mentioned, the different types of error that were listed in Sec-
tion 2 can be studied through similar semidefinite reformulations. In particular, the
corresponding numerical values for when the proximal point algorithm accuracy re-
quirement is changed to
PDλh(xk+1,
xk−xk+1
λ ;xk) ≤ σ
2
2 ‖xk+1 − xk‖2,
are provided in Figure 2. In this case, the ratio (h(xk)− h⋆)/‖x0 − x⋆‖2 seems to
behave nearly as if there was no inaccuracy involved when σ is small enough, matching
the O(k−1) rate achieved with the exact proximal point algorithm.
3.4. Discussions. Before concluding, let us make a few remarks about the
proofs that can be retrieved from the procedure. First, as remarked in previous
works on performance estimation problems and integral quadratic constraints, dual
feasible points to SDPs proofs can be formulated without resorting the SDP formal-
ism: they only consist in performing and reformulating weighted sums of inequalities
(examples of such reformulations can be found in e.g., [24, 59, 104]), and in Section 4
below. The “weight” of each inequality used in the corresponding proof corresponds
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‖
2
100 101
10−3
10−2
10−1
100
Iteration k
σ2 = 1.6
σ2 = 1.2
σ2 = 0.8
σ2 = 0.4
σ2 = 0
Fig. 2. Numerical worst-case guarantees on (h(xk)− h⋆)/‖x0 − x⋆‖2 as a function of k
(obtained by solving SDPs as in §3.1) for a relatively inexact proximal point algorithm with
PDλh(xk+1, (xk − xk+1)/λ; xk) ≤ σ2/2‖xk+1 − xk‖2 for λ = 1 (left), and λ = 10 (right). The
semidefinite progams were solved through [63] and [73].
to the associated dual variable in the SDP formalism. Hence, the proofs below are
not explicitly formulated as dual feasible points, although they were found as such.
remark 3.1. In the first-order literature, many proofs can be formulated via po-
tential (or Lyapunov) functions, (see e.g., [5] and the references therein)—even Nes-
terov’s first proof on acceleration resorts on this principle [75]. It turns out that it is
possible to verify, and find, such potential function-based proofs by imposing structure
on the proofs that are found by the PEPs. This idea is presented in [104], exploited,
and briefly explained, in the algorithmic analyses below.
remark 3.2. Finally, let us note that inexactness requirements for proximal oper-
ators are often formulated through ε-subdifferentials. In order to simplify the semidef-
inite programs, one can use appropriate interpolation conditions for directly incorpo-
rating ε-subdifferentials. Since this interpolation result is rather a trivial extension of
regular convex interpolation (see e.g., [107, Theorem 1]), we provide it in Appendix A.
4. Analyses and design of methods involving inexact proximal opera-
tors. In this section, we use the approach for studying/designing four different meth-
ods: (i) an optimized proximal point method, illustrating a type of results that can be
obtained via the approach, by optimizing algorithmic parameters, (ii) a variant of the
accelerated hybrid proximal extragradient method from Monteiro and Svaiter [70] fea-
turing support for strongly convex optimization, (iii) an accelerated forward-backward
method with either absolute or relative errors in the computation of the proximal sub-
problem, and (iv) a Douglas-Rachford method involving inexact computations [41].
In addition to the algebraic proofs, we provide both: (i) notebooks for helping
the reader verifying all proofs below (see Section 6), and (ii) implementations of
the semidefinite approach of Section 3 for verifying them numerically, through the
performance estimation toolbox [106].
4.1. An optimized relatively inexact proximal point algorithm. In this
section, we illustrate the use of the performance estimation problem to design a
method directly on N iterations. The procedure we used for designing the method is
similar in spirit to that that was used by [33] and by [54] for obtaining the optimized
gradient method. We only provide the method and the corresponding performance
guarantees, but not the (heavy) performance estimation formulations that allowed
optimizing its coefficients; the design procedure is sketched in Appendix B. In this
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section, we consider the base nonsmooth convex optimization problem
min
x∈Rd
h(x),
where h is closed, proper and convex. In its general form (we instantiate it below in
simpler instances), for approximating the proximal operator of xk+1 ≈ proxλh(yk),
we write xk+1 = yk − λ(vk+1 − ek), where ek is an approximation error and vk+1 ∈
∂εk+1h(xk+1) (see Definition 1.1) is some εk+1-subgradient of h at xk+1, and require
(6) 〈vk+1; ek〉+ εk+1λ ≤ σ1+σ ‖vk+1‖2,
which is closely related to known criterion used in the literature [96, 97, 98, 99].
Requirement (6) can be written in many ways; it is, among others, equivalent to
‖ek‖2 + 2σ(1+σ)λεk+1 ≤
(
σ
1+σ
)2
‖vk+1‖2 + ‖ek − σ1+σ vk+1‖2,
which is simpler to relate to previous works (see discussions below).
remark 4.1. The following algorithm was actually obtained by designing opti-
mized methods with εk+1 = 0 in two settings: (i) with an error magnitude bounded in
terms of distance: ‖ek‖ ≤ 1λ‖xk+1 − yk‖, and (ii) with an error magnitude bounded in
terms of gradient norm: ‖ek‖ < ‖h′(xk+1)‖. It appeared that the exact same method,
and proof, was valid in both cases, and more generally for (6), hence this choice. Per-
haps amazingly, this method reduces to that of Gu¨ler [49, Section 6] when using exact
proximal operations, although the current method was obtained by crude numerical
optimization of its parameters.
Optimized relatively inexact proximal point algorithm (ORI-PPA)
Input: h ∈ F0,∞(Rd), x0 ∈ Rd, and λ > 0.
Initialization: z0 = x0, θ0 = 0.
For k = 0, 1, . . .:
θk+1 =
1+
√
4θ2
k
+1
2
yk =
(
1− 1θk+1
)
xk +
1
θk+1
zk
Obtain xk+1 ≈ proxλh(yk)
[Verify (6) for some εk+1 ≥ 0, vk+1 ∈ ∂εk+1h(xk+1)
and ek =
1
λ(xk+1 − yk + λvk+1)]
zk+1 = zk − 2λ1+σ θk+1vk+1
Output: xk+1
This method is also reminiscent of Nesterov’s acceleration and optimized gradient
methods [54], which can take different forms (we provide an equivalent “momentum”
formulation of ORI-PPA in Appendix D), as discussed in e.g., [54, Algorithms FGM1
and FGM2]). This three-sequence structure can be seen as a motivation for the al-
gorithmic structures used in the following sections. Before proving the convergence
result for this scheme, let us mention a few conceptually simple possibilities for in-
stantiating the error criterion.
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• Let vk+1 = h′(xk+1) ∈ ∂h(xk+1) and hence εk+1 = 0. Criterion (6) can then
be rewritten as
‖ek‖2 ≤ σ2λ2 ‖xk+1 − yk‖2 + (1− σ2)‖ek − σh′(xk+1)‖2.
It is therefore weaker (i.e., easier to satisfy) than ‖ek‖ ≤ σλ‖xk+1 − yk‖ for
any 0 ≤ σ ≤ 1, see e.g., [85, 98, 18] and the discussions therein.
• Let vk+1 = h′(xk+1) ∈ ∂h(xk+1) and hence εk+1 = 0. Criterion (6) can also
be formulated as
‖ek‖2 ≤
(
σ
1+σ
)2
‖h′(xk+1)‖2 + ‖ek − σ1+σh′(xk+1)‖2.
It is therefore also weaker than the ‖ek‖ ≤ σ1+σ ‖h′(xk+1)‖ for any σ > 0.
Hence, it is weaker than ‖ek‖ ≤ δ‖h′(xk+1)‖ for any δ ∈ [0, 1), by choosing
σ = δ1−δ .• Let vk+1 = h′(xk+1) ∈ ∂h(xk+1) and hence εk+1 = 0. From the two previous
points, one can conclude that the error criterion (6) is also closely related to
‖ek‖ < max{‖h′(xk+1)‖, 1λ‖xk+1 − yk‖},
which is used e.g., by [97, Eq. 1.7] within a non-accelerated proximal point
method. In particular, the condition
‖ek‖ ≤ max{ σ1+σ‖h′(xk+1)‖, σλ‖xk+1 − yk‖}
is stronger than (6) for all σ ∈ [0, 1].
• Let vk+1 = yk−xk+1λ , and hence ek = 0. The condition can be rewritten as
εk+1 ≤ λ σ1+σ‖vk+1‖2
with εk+1 = h(xk+1) + h
∗(yk−xk+1λ ) − 〈xk+1; yk−xk+1λ 〉, which can be seen as
a relative version of the criterion used in e.g, [57] or [93, “approximation of
type 2”].
Theorem 4.2. Let h ∈ F0,∞, λ > 0, and σ ≥ 0. For any starting point x0 ∈ Rd,
N ≥ 1, and sequence {εk}k with εk ≥ 0, the iterates of ORI-PPA satisfy
h(xN )− h(x⋆) ≤ (1+σ)‖x0−x⋆‖
2
4λθ2
N
,
with x⋆ ∈ argminx h(x). Furthermore, this guarantee cannot be improved.
Proof. Let us first recall the following equalities:
(7)
xk =
1
θk
(
x0 − 2λ1+σ
k−1∑
i=1
θivi
)
+
(
1− 1θk
)
xk−1 − λ(vk − ek−1)
θ2k+1 = θ
2
k + θk+1 =
k+1∑
i=1
θi (for k ≥ 0 and using the convention θ0 = 0).
Then, consider the following inequalities with their corresponding weights:
• εk+1-subgradient inequality between xk and xk+1 with weight νk,k+1 = 4λθ
2
k
1+σ
(for k = 1, . . . , N − 1)
h(xk) ≥ h(xk+1) + 〈vk+1;xk − xk+1〉 − εk+1,
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• εk-subgradient inequality between x⋆ and xk with weight ν⋆,k = 4λθk1+σ (for
k = 1, . . . , N)
h(x⋆) ≥ h(xk) + 〈vk;x⋆ − xk〉 − εk,
• inexactness in the computation of xk with weight νk = 4λ
2θ2k
1+σ (for k =
1, . . . , N)
〈vk; ek−1〉+ εkλ ≤ σ1+σ ‖vk‖2.
By linearly combining the previous inequalities, with their corresponding weights
(which are nonnegative), we arrive to the following valid inequality:
N−1∑
k=1
νk,k+1h(xk) +
N∑
k=1
ν⋆,kh(x⋆) +
N∑
k=1
νk
σ
1+σ‖vk‖2
≥
N−1∑
k=1
νk,k+1[h(xk+1) + 〈vk+1;xk − xk+1〉 − εk+1]
+
N∑
k=1
ν⋆,k[h(xk) + 〈yk;x⋆ − xk〉 − εk] +
N∑
k=1
νk[〈vk; ek−1〉+ εkλ ].
Substituting xk by its expression in (7), a reasonable amount of work (see Appendix C)
allows reformulating this inequality exactly as
4λθ2N
1+σ (h(xN )− h⋆) ≤ ‖x0 − x⋆‖2 − ‖x⋆ − x0 + 2λ1+σ
N∑
i=1
θivi‖2
≤ ‖x0 − x⋆‖2,
where the last inequality follows from the last term being nonpositive. The tightness
part of the proof is deferred to Appendix E, where we show that the bound is satisfied
with equality on one-dimensional linear minimization problems.
4.2. An accelerated hybrid proximal extragradient (A-HPE) support-
ing strongly convex objectives. In this section, we illustrate the use of the ap-
proach for developing a version of the accelerated hybrid proximal extragradient
method presented by Monteiro and Svaiter [70] for minimizing nonsmooth µ-strongly
convex objectives functions. We believe this extension to be nontrivial, albeit the
proof being acceptably technical. The criterion for xk+1 ≈ proxλkh(yk) is now formu-
lated as a primal-dual gap requirement being relatively small enough
PDλkh(xk+1, vk+1; yk) ≤ 12‖xk+1 − yk‖2,
where PDλkh(xk+1, vk+1; yk) has the following format:
1
2‖xk+1 − yk + λkvk+1‖2 + λk(h(xk+1)− h(wk+1)− 〈vk+1;xk+1 − wk+1〉),
for some wk+1 ∈ ∂h∗(vk+1) (or equivalently vk+1 ∈ ∂h(wk+1)). Note that obtaining
such a pair (wk+1, vk+1) does not necessarily require a precise knowledge of h
∗. For
instance, choosing vk+1 ∈ ∂h(xk+1) allows picking wk+1 = xk+1.
Before getting into the details, let us note that the proofs below follow the spirit
of Remark 3.1. Indeed, in the first-order literature, many proofs can be formulated via
potential (or Lyapunov) functions, (see e.g., [5] and the references therein). In order
to develop the following analyses, we formulated the problem of verifying a potential
function through the performance estimation framework, and picked the method’s
coefficients by finding feasible points to the corresponding SDP.
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An accelerated hybrid proximal extragradient method (A-HPE)
Input: h ∈ Fµ,∞(Rd), x0 ∈ Rd
Initialization: z0 = x0, A0 = 0.
For k = 0, 1, . . .:
Choose λk ≥ 0
ak =
λk+2Akλkµ+
√
4λkAk(Akµ+1)(λkµ+1)+λ2k
2
Ak+1 = Ak + ak
yk = xk +
(Ak+1−Ak)(Akµ+1)
Akµ(2Ak+1−Ak)+Ak+1 (zk − xk)
xk+1 ≈ proxλh(yk)
[Verify PDλkg(xk+1, vk+1; yk) ≤ 12‖xk+1 − yk‖2
for some (wk+1, vk+1) with vk+1 ∈ ∂h(wk+1)]
zk+1 = zk +
(Ak+1−Ak)
Ak+1µ+1
(µ(wk+1 − zk)− vk+1)
Output: xk+1
Let us now briefly summarize how the specific coefficients, values of Ak+1 (as a
function of Ak, µ, and λk), and corresponding proofs were obtained for this method.
Denoting our potential (which has a pretty standard look [75, 5]; and whose design
was refined through a trial and error procedure using the ideas below) as
Φk := Ak(h(xk)− h(x⋆)) + 1+µAk2 ‖zk − x⋆‖2,
our goal was to find algorithmic parameters for which Φk+1 ≤ Φk was valid (for all d ∈
N, h ∈ Fµ,∞(Rd), xk, zk ∈ Rd, Ak ≥ 0, and the corresponding xk+1, zk+1 ∈ Rd and
Ak+1 generated by A-HPE) for the largest possible values of Ak+1. The underlying
motivations followed from the fact that if such an inequality was verified for all k ≥ 0,
then we could write for all N ≥ 0
AN (h(xN )− h(x⋆)) ≤ ΦN ≤ ΦN−1 ≤ . . . ≤ Φ0,
and hence that h(xN ) − h(x⋆) ≤ Φ0AN . It turns out that the problem of verifying
Φk+1 ≤ Φk can be cast as a SDP using tools from Section 3. Indeed, with a slight abuse
of notations, verifying this inequality to hold for all h ∈ Fµ,∞, d ∈ N, xk, zk ∈ Rd and
the corresponding xk+1, zk+1 ∈ Rd generated by A-HPE, amounts verifying that
0 ≥ max
d,h
xk,zk
xk+1,xk+1
{Φk+1 − Φk |xk+1, zk+1 generated by A-HPE}.
This problem can be translated into verifying that the optimal value of a SDP is
nonpositive, which can be translated into a feasibility problem by taking the dual
of this SDP. The choice of the (apparently heavy) algorithmic parameters and the
values of Ak+1 corresponds to the feasible point that allowed proving the largest
possible value for Ak+1 (for all choices of Ak ≥ 0, µ ≥ 0, and λk ≥ 0). Note that
proofs presented in the next sections follow the same ideas.
Let us mention that strong convexity is incorporated in the performance estima-
tion problem through strongly convex interpolation (or extension) results from [107,
Corollary 2], similar in spirit with (4) (but with strong convexity).
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Theorem 4.3. Let h ∈ Fµ,∞, k ≥ 0, and some λk ≥ 0. For any xk, zk ∈ Rd and
Ak ≥ 0, two consecutive iterates of the hybrid proximal extragradient method satisfy
Ak+1(h(xk+1)− h(x⋆)) + 1+µAk+12 ‖zk+1 − x⋆‖2
≤ Ak(h(xk)− h(x⋆)) + 1+µAk2 ‖zk − x⋆‖2,
with x⋆ ∈ argminx h(x).
Proof. Perform the following weighted sum of inequalities:
• strong convexity of h between wk+1 and x⋆ with weight ν1 = ak
h(x⋆) ≥ h(wk+1) + 〈vk+1;x⋆ − wk+1〉+ µ2 ‖x⋆ − wk+1‖2,
• strong convexity of h between wk+1 and xk with weight ν2 = Ak
h(xk) ≥ h(wk+1) + 〈vk+1;xk − wk+1〉+ µ2 ‖xk − wk+1‖2,
• primal-dual gap requirement with weight ν3 = Ak+akλk
1
2‖xk+1 − yk + λkvk+1‖2+λk(h(xk+1)− h(wk+1)− 〈vk+1;xk+1 − wk+1〉)
≤ 12‖xk+1 − yk‖2.
Substituting yk, xk+1, and zk+1 by their expressions in the weighted sum, that is,
yk = xk +
(Ak+1−Ak)(Akµ+1)
Akµ(2Ak+1−Ak)+Ak+1 (zk − xk)
xk+1 = yk − λk(vk+1 − ek)
zk+1 = zk +
µ(Ak+1−Ak)
Ak+1µ+1
(wk+1 − zk)− (Ak+1−Ak)Ak+1µ+1 vk+1,
as well as Ak+1 = Ak + ak (for simplicity, we advise not substituting ak by its
expression, as it only needs to be used in the final argument). The weighted sum
is equivalently reformulated as
Ak+1(h(xk+1)− h(x⋆))+
1 + µAk+1
2
‖zk+1 − x⋆‖2
≤Ak(h(xk)− h(x⋆)) +
1 + µAk
2
‖zk − x⋆‖2
−µAk
2
∥∥∥∥∥wk+1 − xk +
a2
k
2akAkµ+ ak +A
2
k
µ+ Ak
vk+1
∥∥∥∥∥
2
− akµ(1 + µAk)
2(1 + µak + µAk)
∥∥∥∥∥wk+1 − zk +
a2
k
2akAkµ+ ak +A
2
k
µ+ Ak
vk+1
∥∥∥∥∥
2
+
(Ak + ak)(a
2
k
−Akλk(1 +Akµ) − ak(λk + 2Akλkµ))
2(ak +Ak + Ak(2ak +Ak)µ)
‖vk+1‖2
≤Ak(h(xk)− h(x⋆)) +
1 + µAk
2
‖zk − x⋆‖2
where the last inequality follows from choosing ak such that
a2k −Akλk(1 +Akµ)− ak(λk + 2Akλkµ) = 0.
Note that the intermediary expressions largely simplifies when choosing this ak, as
the last term disappears, and the two others respectively become (up to nonpositive
multiplicative factors) ‖wk − xk + λkvk+1‖2 and ‖wk − zk + λkvk+1‖2.
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Corollary 4.4. Let h ∈ Fµ,∞. Let x0 ∈ Rd, and {λk}k a sequence of step sizes
with λk ≥ 0. For any N ∈ N iterations of the hybrid proximal extragradient method,
it holds that
h(xN )− h(x⋆) ≤ 12AN ‖x0 − x∗‖2
with x⋆ ∈ argminx h(x).
Proof. Recursive combination of inequalities given by Theorem 4.3 with A0 = 0.
Before going to the next method (forward-backward splitting), let us note that in the
case µ = 0, we recover exactly the A-HPE from [70], and Ak ≥ 14
(∑k−1
i=0
√
λk
)2
as
in [70, Lemma 3.7]. When µ > 0, Ak’s are growing exponentially as
Ak+1 = Ak +
λk+2Akλkµ+
√
4λkAk(Akµ+1)(λkµ+1)+λ2k
2
≥ Ak(1 + λkµ) +Ak
√
λkµ(1 + λkµ) = Ak/
(
1−
√
λkµ
1+λkµ
)
.
4.3. An inexact accelerated forward-backward method. In this section,
we used the methodology for designing inexact accelerated forward-backwardmethods
supporting possibly strongly convex objectives. That is, we now focus on
min
x∈Rd
{h(x) ≡ f(x) + g(x)},
where f ∈ F0,L and g ∈ Fµ,∞. Furthermore, we consider having access to exact
gradients of f , but only of approximate proximal operations on g. For approximating
the forward-backward step xk+1 ≈ proxλkg(yk −λkf ′(yk)), we consider a primal-dual
requirement incorporating both absolute error and a relative errors terms (for the
sake of having a single proof).
PDλkg(xk+1, vk+1; yk − λkf ′(yk)) ≤ σ
2
k
2 ‖xk+1 − yk‖2 + ζ
2
kλ
2
k
2 ‖vk+1 + f ′(yk)‖2 + λkξk2 ,
with vk+1 ∈ ∂g(wk+1) for some wk+1 ∈ Rd, σk, ζk ∈ [0, 1) and ξ ≥ 0. We provide
this criterion with some freedom in the choice of its relative part as we do not know a
priori which form of criterion gives that best performances in practice. The following
method was obtained through a similar procedure as that of previous section for
A-HPE.
For incorporating smoothness and/or strong convexity, we use smooth strongly
convex interpolation (or extension) results from [107, Theorem 4, or Corollary 1],
similar in spirit with (4) (for incorporating smoothness and/or strong convexity).
remark 4.5. The (Btr) step in the following algorithm corresponds to a back-
tracking line-search strategy on the Lipschitz constant (see e.g., [8]) using the condi-
tion
(Smooth) f(yk) ≥ f(xk+1) + 〈f ′(xk+1); yk − xk+1〉+ λk2(1−σ2
k
)
‖f ′(yk)− f ′(xk+1)‖2.
Picking λk ∈ (0, 1−σ
2
k
L ] guarantees (Smooth) to be satisfied without backtracking, as,
when f ∈ F0,L,
f(y) ≥ f(x) + 〈f ′(x); y − x〉+ 12L‖f ′(y)− f ′(x)‖2
is satisfied for all pairs (x, y) ∈ Rd × Rd.
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An accelerated inexact forward-backward method
Input: f ∈ F0,L, g ∈ Fµ,∞, x0 ∈ Rd, {σk}k,{ζk}k with σk, ζk ∈ [0, 1),
{ξk}k with ξk ≥ 0 and α ∈ (0, 1).
Initialization: z0 = x0, A0 = 0.
For k = 0, 1, . . .:
Choose λk ≥ 0
ηk = (1 − ζ2k)λk(8)
ak =
ηk+2Akµηk+
√
4ηkAk(1+ηkµ)(1+Akµ))+η2k
2
Ak+1 = Ak + ak
yk = xk +
(Ak+1−Ak)(Akµ+1)
Ak+1+2µAk+1Ak−µA2k
(zk − xk)
xk+1 ≈ proxλkg(yk − λkf ′(yk))
[Find wk+1 ∈ Rd and vk+1 ∈ ∂g(wk+1) and verify
PDλkg(xk+1, vk+1; yk − λkf ′(yk)) ≤ εk
where εk =
σ2k
2 ‖xk+1 − yk‖2 + ζ
2
kλ
2
k
2 ‖vk+1 + f ′(yk)‖2 + λkξk2 ]
[While (Smooth) not satisfied(Btr)
λk ← αλk
Go back to step (8)]
zk+1 = zk +
Ak+1−Ak
1+µAk+1
(µ(wk+1 − zk)− (vk+1 + f ′(yk)))
Output: xk+1
It turns out that in the case of relative inaccuracy (i.e., when the ξk = 0) with
ζk = σk and µ = 0, we also recover an inexact forward-backward method very close
to that detailed in [68, Algorithm 3], but our method allows taking larger steps sizes
λk, and hence obtaining slightly better worst-case guarantees. In the case µ = 0 with
ξk = ζk = 0, our method is similar to an inexact FISTA [9, Algorithm 2].
For convenience let us provide a single potential allowing to study both absolute
and relative inaccuracies. We split the discussions in two cases afterwards.
Theorem 4.6. Let f ∈ F0,L, g ∈ Fµ,∞, h := f + g, k ≥ 0, σk, ζk ∈ [0, 1) and
some λk such that (Smooth) is satisfied. For any xk, zk ∈ Rd, and Ak ≥ 0, two
consecutive iterates of the accelerated inexact forward-backward method satisfy
Ak+1(h(xk+1)− h(x⋆)) + 1+µAk+12 ‖zk+1 − x⋆‖2
≤ Ak(h(xk)− h(x⋆)) + 1+µAk2 ‖zk − x⋆‖2 + Ak+12 ξk,
with x⋆ ∈ argminx h(x).
Proof. Perform the following weighted sum inequalities:
• strong convexity of g between wk+1 and x⋆ with weight ν1 = ak
g(x⋆) ≥ g(wk+1) + 〈vk+1;x⋆ − wk+1〉+ µ2 ‖x⋆ − wk+1‖2,
• strong convexity of g between wk+1 and xk with weight ν2 = Ak
g(xk) ≥ g(wk+1) + 〈vk+1;xk − wk+1〉+ µ2 ‖xk − wk+1‖2,
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• convexity of f between yk and x⋆ with weight ν3 = ak
f(x⋆) ≥ f(yk) + 〈f ′(yk);x⋆ − yk〉,
• convexity of f between yk and xk with weight ν4 = Ak
f(xk) ≥ f(yk) + 〈f ′(yk);xk − yk〉,
• convexity and 1−σ2kλk -smoothness of f between xk+1 and yk required by (Btr)
with weight ν5 = Ak+1
f(yk) ≥ f(xk+1) + 〈f ′(xk+1); yk − xk+1〉+ λk2(1−σ2
k
)
‖f ′(yk)− f ′(xk+1), ‖2
• primal-dual gap requirement with weight ν6 = Ak+akλk
λk (g(xk+1)− g(wk+1)− 〈vk+1;xk+1 − wk+1〉)
+ 12‖xk+1 − yk + λkvk+1 + λkf ′(yk)‖2 ≤ εk.
Substituting yk, xk+1, zk+1 and εk by their expressions in the weighted sum, that is,
yk = xk +
(Ak+1−Ak)(Akµ+1)
Akµ(2Ak+1−Ak)+Ak+1 (zk − xk)
xk+1 = yk − λk(vk+1 + f ′(yk)− ek)
zk+1 = zk +
µ(Ak+1−Ak)
Ak+1µ+1
(wk+1 − zk)− (Ak+1−Ak)Ak+1µ+1 (vk+1 + f
′(yk))
εk =
σ2k
2 ‖xk+1 − yk‖2 + ζ
2
kλ
2
k
2 ‖vk+1 + f ′(yk)‖2 + λkξk2 ,
(but, again, not ak, for simplicity) we obtain the following reformulation
Ak+1(h(xk+1) − h⋆) +
1 + Ak+1µ
2
‖zk+1 − x⋆‖2
≤ Ak(h(xk)− h⋆) +
1 +Akµ
2
‖zk − x⋆‖2 +
Ak + ak
2
ξk
− (Ak + ak)λk
2(1 − σ2
k
)
∥∥(1− σ2k)(vk+1 − ek) + f ′(xk+1) − σ2kf ′(yk)∥∥2
−Akµ
2
∥∥∥∥∥xk − wk+1 −
a2
k
ak +Ak + Ak(2ak +Ak)µ
(vk+1 + f
′(yk))
∥∥∥∥∥
2
− akµ(1 + Akµ)
2(1 + (ak +Ak)µ)
∥∥∥∥∥zk −wk+1 −
a2
k
ak + Ak +Ak(2ak + Ak)µ
(vk+1 + f
′(yk))
∥∥∥∥∥
2
− (ak +Ak)(Ak(1 + Akµ)(1 − ζ
2
k
)λk + ak(1 + 2Akµ)(1 − ζ2k)λk − a2k)
2(ak + Ak + Ak(2ak +Ak)µ)
∥∥vk+1 + f ′(yk)∥∥2
≤ Ak(h(xk)− h⋆) +
1 +Akµ
2
‖zk − x⋆‖2 +
Ak + ak
2
ξk,
where the last inequality follows from the choice of ak > 0 such that
Ak(1 +Akµ)(1− ζ2k)λk + ak(1 + 2Akµ)(1− ζ2k)λk − a2k = 0.
Corollary 4.7. Let f ∈ F0,L, g ∈ Fµ,∞, h := f+g. Let x0 ∈ Rd, two sequences
{σk}k, {ζk}k satisfying σk, ζk ∈ [0, 1) and a sequence {ξk}k satisfying ξk ≥ 0. For any
N ∈ N iterations of the accelerated inexact forward-backward method, it holds that
h(xN )− h(x⋆) ≤ 12AN ‖x0 − x∗‖2 + 12AN
N−1∑
k=0
Ak+1ξk
with x⋆ ∈ argminx h(x).
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Proof. Recursive use of the inequalities provided by Theorem 4.6 with A0 = 0.
Just as in the hybrid proximal extragradient setup, one can establish that Ak’s are
growing exponentially fast when µ > 0, and quadratically fast when µ = 0. In
particular, by the same argument as for A-HPE, we get
Ak+1 ≥ Ak/
(
1−
√
ηkµ
1+ηkµ
)
,
with ηk = (1 − ζ2k)λk. When ξk = 0 (relative inaccuracy) we directly have h(xN ) −
h(x⋆) = O(1/AN ).
Corollary 4.8. Let f ∈ F0,L, g ∈ Fµ,∞, h := f + g. Let x0 ∈ Rd, {λk}k
a sequence of step sizes satisfying λk = λ ∈ (0, 1L ], the sequences of relative errors
σk = 0, ζk = 0, and a sequence ξk = Cα
k with C and α positive constants . For any
N ∈ N iterations of the accelerated inexact forward-backward method, it holds that
h(xN )−h(x⋆) ≤ 1
2AN
‖x0−x⋆‖2+


C
2(1−
√
λµ
1+λµ
−α)
(
1−
√
λµ
1+λµ
)N
if α < 1−
√
λµ
1+λµ ,
1
2
CN
(
1−
√
λµ
1+λµ
)N−1
if α = 1−
√
λµ
1+λµ ,
C
2(α− 1 +
√
λµ
1+λµ
)
αN if α > 1−
√
λµ
1+λµ .
Proof. Geometric sum and bound Ak ≤
(
1−
√
λµ
1+λµ
)N−k
AN .
When µ = 0, the proof is still valid, and 1AN = O(N
−2). In particular, we therefore
recover the rates of [109, Theorem 4.4] for the case vk+1 =
yk−λkf ′(yk)−xk+1
λk
, linking
the behaviour of the absolute errors ξk with the rate of convergence of the primal gap.
Corollary 4.9. Let f ∈ F0,L, g ∈ F0,∞, h := f + g. Let x0 ∈ Rd, {λk}k
a sequence of step sizes satisfying λk = λ ∈ (0, 1L ], the sequences of relative errors
σk = 0, ζk = 0, and a sequence ξk = C(k + 1)
−q with C and q positive constants.
For any N ∈ N iterations of the accelerated inexact forward-backward method, it holds
that
h(xN )− h(x⋆) ≤ 12AN ‖x0 − x⋆‖2 +


2C(
∑∞
k=0(k+1)
2−q)
N2 if q > 3,
2C ln(N)
N2 if q = 3,
2C
(3−q)Nq−1 if 1 < q < 3.
Proof. Comparison of sums with integrals and bounds λ4 k
2 ≤ Ak ≤ λk2.
4.4. Douglas-Rachford splitting. In this section, we study a partially inexact
version of the Douglas-Rachford algorithm introduced in [40, Algorithm 3]. In [40,
Proposition 3], convergence of the scheme is established for solving monotone inclu-
sions problems. Sublinear convergence rates for a slightly modified version of the
algorithm are provided in [2, Theorem 3.5]. We study the particular case where we
apply this scheme to the composite convex optimization problem
min
x
{h(x) ≡ f(x) + g(x)},
where f ∈ Fµ,L and g ∈ F0,∞. We consider a setting where the proximal operator
of g is known and that of f is approximated. In the case where exact proximal
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operations are used, we recover the convergence rates of the vanilla Douglas-Rachford
splitting [46, Theorem 2] (vanilla DRS is obtained by fixing α = 1/2 in that work)
and [45, Proposition 6] (vanilla DRS is obtained by fixing θ = 1/2 in that work). The
proofs below were, again, obtained through the same methodology. As for previous
methods, let us note that the overall computational complexity of this numerical
scheme depends on the method used for obtaining an approximate solution for the
proximal subproblem.
Partially inexact Douglas-Rachford splitting [40]
Input: f ∈ Fµ,L, g ∈ F0,∞, initial guess z0 ∈ Rd, λ > 0 and σ ∈ [0, 1).
For k = 0, 1, . . .:
xk ≈ proxλf (zk)
yk = proxλg(xk − λf ′(xk))
[Verify ‖xk − zk + λf ′(xk)‖ ≤ σ‖yk − zk + λf ′(xk)‖ ]
zk+1 = zk + yk − xk
Output: xk
Theorem 4.10. Let f ∈ Fµ,L and g ∈ F0,∞, h := f+g. Let λ > 0 and σ ∈ [0, 1).
Two consecutive iterates of the partially inexact Douglas-Rachford splitting algorithm
satisfy
‖zk+1 − z⋆‖ ≤ max
(
1− σ + λµσ
1− σ + λµ ,
σ + (1 − σ)λL
1 + (1 − σ)λL
)
‖zk − z⋆‖
with z⋆ being such that x⋆ = proxλf (z⋆) where x⋆ ∈ argminx h(x). Furthermore, this
guarantee cannot be improved.
Proof. Let us denote ρ(λ, σ) := max
(
1−σ+λµσ
1−σ+λµ ,
σ+(1−σ)λL
1+(1−σ)λL
)
(which we note ρ
when values of λ and σ are clear from the context), and remark that
ρ(λ, σ) =
{
1−σ+λµσ
1−σ+λµ if λ ≤ 1√Lµ ,
σ+(1−σ)λL
1+(1−σ)λL otherwise.
The proof consists, as before, in performing the following weighted sum of inequalities.
• Strong convexity and smoothness of f between xk and x⋆ with ν1 = 2λρ(λ, σ)
〈f ′(xk)− f ′(x⋆);xk − x⋆〉
≥ 1L‖f ′(xk)− f ′(x⋆)‖2 + µ1− µL
‖xk − x⋆ − 1L(f ′(xk)− f ′(x⋆))‖2,
see e.g., [107, Theorem 4] (symmetrized version).
• Convexity of g between yk and x⋆ with weight ν2 = 2λρ(λ, σ)η(λ)
〈g′(yk)− g′(x⋆); yk − x⋆〉 ≥ 0,
for some g′(yk) ∈ ∂g(yk), and g′(x⋆) ∈ ∂h(x⋆), and η(λ) := min(1+λµ1−λµ , 1+λLλL−1 ).
• Accuracy requirement with weight ν3 = ρ(λ,σ)σ
‖xk − zk + λf ′(xk)‖2 ≤ σ2‖zk − yk − λf ′(xk)‖2.
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Substituting xk,yk, zk+1, x⋆, and g
′(x⋆) by the expressions
yk = xk − λf ′(xk)− λg′(yk)
zk+1 = zk − λf ′(xk)− λg′(yk)
x⋆ = z⋆ − λf ′(x⋆)
g′(x⋆) = −f ′(x⋆) (optimality conditions for x⋆),
we then reformulate the weighted sum as follows, in two cases.
• When λ ≤ 1√
Lµ
, we have ρ = 1−σ+λµσ1−σ+λµ , η(λ) =
1+λµ
1−λµ , and
0 ≤ ρ2‖zk − z⋆‖2 − ‖zk+1 − z⋆‖2
−ρ 2λ(1 − λ
2µL)
(1− λ2µ2)(L− µ)
∥∥f ′(x⋆)− f ′(xk) + µ(xk − z⋆ + λf ′(x⋆))∥∥2
−ρ λ
2(λµ(σ + 1)− σ + 1)2
(1− λ2µ2) (λµ(σ2 + 1)− σ2 + 1)
∥∥f ′(xk) + (λµ + 1)g′(yk) + µ(z⋆ − xk)∥∥2
− ρ− σ
σ(ρσ + 1)
∥∥∥∥λσ(1 − ρσ)(ρ − σ) g′(yk)− λf ′(xk) +
ρ(σ2 − 1)
(ρ− σ) xk + (ρσ + 1)zk −
(ρ2 − 1)σ
(ρ − σ) z⋆
∥∥∥∥
2
,
and the conclusion ‖zk+1 − z⋆‖2 ≤ ρ2‖zk − z⋆‖2 follows from the signs of all
leading coefficients being nonnegative, which easily follows from λ ≤ 1/√Lµ,
λ > 0, ρ > 0, L > µ > 0, 0 ≤ σ < 1, and ρ− σ = (1− σ)2/(λµ− σ + 1) > 0.
• When λ ≥ 1√
Lµ
, we have ρ = σ+(1−σ)λL1+(1−σ)λL , η(λ) =
1+λL
λL−1 , and
0 ≤ ρ2‖zk − z⋆‖2 − ‖zk+1 − z⋆‖2
−ρ 2λ(λ
2µL− 1)
(λ2L2 − 1) (L − µ)
∥∥f ′(x⋆)− f ′(xk) + L(xk − z⋆ + λf ′(x⋆))∥∥2
−ρ (Lλ(1 − σ) + σ + 1)
2
λL (λ2L2 − 1) (λL (1− σ2) + σ2 + 1)
∥∥λ(λLf ′(xk) + (λL + 1)g′(yk))− xk + z⋆∥∥2
− ρ− σ
σ(ρσ + 1)
∥∥∥∥λσ(1 − ρσ)(ρ − σ) g′(yk)− λf ′(xk) +
ρ(σ2 − 1)
(ρ− σ) xk + (ρσ + 1)zk −
(ρ2 − 1)σ
(ρ − σ) z⋆
∥∥∥∥
2
,
and the desired conclusion ‖zk+1 − z⋆‖2 ≤ ρ2‖zk − z⋆‖2 follows from leading
coefficients being nonnegative, using λ ≥ 1/√Lµ, λ > 0, ρ > 0, L > µ > 0,
0 ≤ σ < 1, and ρ− σ = λL(1− σ)2/(1 + λL(1 − σ)) > 0.
Tightness is detailed in Appendix F and relies on applying the method on either the
pair f(x) = µ2x
2 and g(x) = 0, or on the pair f(x) = L2 x
2 and g(x) = i{0}(x) (the
indicator function of 0), just as in the exact case (σ = 0), see [46, Section 3.2].
5. Preliminary numerical experiments. The accelerated inexact forward
backward method (4.3) was tested on two non-strongly convex problems: a factoriza-
tion problem, and a total variation one, for comparing performances of relative and
absolute accuracy criteria.
5.1. Factorization problem. Our first numerical experiment is a CUR-like
factorization problem, introduced in [64]. It consists, given a matrix W ∈ Rm×p, in
solving the minimization problem
min
X
1
2‖W −WXW‖2F + λrow
nr∑
i=1
‖X i‖2 + λcol
nc∑
j=1
‖Xj‖2
where ‖ · ‖F is the Frobenius norm, and where X i and Xj respectively denote the ith
row and the jth column of the matrix X . This problem has already been used in [94]
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for illustrating convergence guarantees of an inexact accelerated proximal gradient
method with absolute errors. As in [94], we use an inexact version of the proximal
operator of the ℓ2-regularization, which we solve via a dual block coordinate ascent
method [52] (i.e., we solve the dual of the proximal problem). Our implementation
(see link at the end of Section 6) is based on that of [94], and our experiments were
done on the dataset “Musk” [28]. The corresponding matrix W was normalized for
having zero mean and unit norm. We also imposed λcol =
√
p
mλrow for having a
similar scaling for the row and column regularization parameters. The choice of the
error criteria and regularization parameters is detailed in Figure 3.
5.2. Total variation regularization. Secondly, we compared behaviours of the
accelerated inexact forward backward method, under different error requirements, on
the classical problem of deblurring through total variation [88, 87, 110]. Given a
blurred image Y ∈ Rn×n, and a blurring operator A, the problem is given by
1
2‖AX − Y ‖2F + λreg
n∑
i,j=0
‖(∇X)i,j‖2,
where∇ is the discrete gradient of an image (see e.g., [19, Equation (2.4)]). One way of
dealing with this problem is to approximate the proximal operator of the discrete total
variation. As in [109, 68], we apply FISTA [8] on the dual of the proximal subproblem
(which is provided e.g., in [19, Example 3.1]), which we use in the accelerated inexact
forward-backward method.
Our implementation (see link at the end of Section 6) relies partially on the
toolbox [81], and we picked Y to be the popular 256× 256 greyscale boat image (see
e.g., http://sipi.usc.edu/database/) with pixels scaled between 0 and 1. We blurred Y
via a 5×5 box blur kernel A, and additionally added a Gaussian noise of variance 0.01
and zero mean to the picture. Choices of error criteria and regularization parameters
are provided in Figure 3.
5.3. Results. Figure 3 exhibits the behaviour of the accelerated inexact forward
backward method with different error criteria. We display the total number of inner
loop iterations (for approximating the proximal operator) on the x-axis to represent
the global computational burden. Exploiting Remark 4.5, we implemented a simple
backtracking strategy for estimating the smoothness constants of the smooth parts
of the objectives: we start with λ0 =
1−σ2k
L0
and α = 12 , L0 being a initial guess for
the smoothness constant. At each iteration, we check whether (Smooth) is satisfied;
if not, we update λk ← αλk recompute xk+1, and otherwise, we proceed with the
algorithm. For trying to benefit from more favorable local Lipschitz constants, we use
the known strategy λk+1 = 1.1λk (see e.g., [76]) at the end of each outer iteration.
Backtracking was also used in previous works involving absolute errors [94, 109],
although not explicitly proved.
We compare behaviours of purely relative error requirements and purely absolute
requirements (with different strategies for setting ξk) on Figure 3. Plots correspond to
reasonable values of regularization parameters. For larger (unreasonable) regulariza-
tion parameters, relative error strategies performed perceptibly better than absolute
ones. Experiments suggest more consistent behaviors from relative error variants.
In addition, depending on the problem and on the importance of the non-smooth
part of the objective, the decay rate of absolute errors has to be tuned to get good
performances.
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Fig. 3. (Top Left) CUR-Factorization with regularization λrow = 0.01 (∼ 20% sparisty). (Top
Right) CUR-Factorization with lighter regularization λrow = 0.001 (∼ 4% sparisty). (Bottom Left)
Deblurring with TV regularization with regularization λreg = 0.1. (Bottom Right) Deblurring with
TV regularization with lighter regularization λreg = 0.01. Initial smoothness constant L0 was set to
0.5 in all experiments. Parameter σk, ζk or ξk that are not provided in the legend were set to 0.
6. Conclusion. In this work, we showed that the performance estimation frame-
work, initiated by Drori and Teboulle [33], allows studying first-order methods involv-
ing natural notions of inexact proximal operations. On the way, we reviewed natural
accuracy requirements used in the literature for characterizing inexact proximal op-
erations. Finally, we used the approach for optimizing the parameters of an inexact
proximal point algorithm, for extending the accelerated hybrid proximal extragradi-
ent method, by Monteiro and Svaiter [70], to the strongly convex case, as well as the
accelerated forward-backward splitting with either absolute or relative errors. Finally,
we used the methodology for studying the rates of a recent partially inexact variant
of the Douglas-Rachford due to Eckstein and Yao [41].
As possible future works, we believe the approach can be extended to inexact
Bregman proximal steps (see e.g., [36]), and to inexact resolvent for monotone op-
erators (see e.g., [96]), for example by following steps taken [30, 91]. Further using
those tools for designing optimized methods involving inexact proximal operations for
monotone inclusions, and variational inequalities are also possibilities. Let us also
mention that it is currently unclear to us whether similar techniques can be used for
studying higher-order proximal methods, as recently introduced by Nesterov [77, 78].
Finally, let us note that an alternate, and more geometric, approach for studying
inexact proximal operations could be to extend scaled relative graphs [90] to deal with
inaccuracies.
Codes. Codes, that include notebooks for helping the reader reproducing the
proofs and implementation of the performance estimation problems, are available at
https://github.com/mathbarre/InexactProximalOperators
Notions of inexactness were also included in the performance estimation toolbox [106].
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Appendix A. Interpolation with ε-subdifferentials. In this section, we
provide the necessary interpolation result for working with ε-subdifferentials.
Theorem A.1. Let I be a finite index set and S = {(xi, gi, fi, εi)}i∈I with xi, gi ∈
R
d, fi, εi ∈ R for all i ∈ I. There exists f ∈ F0,∞(Rd) satisfying
(9) fi = f(xi), and gi ∈ ∂εif(xi) for all i ∈ I
if and only if
(10) fi ≥ fj + 〈gj ;xi − xj〉 − εj
holds for all i, j ∈ I.
Proof. (⇒) Assuming f ∈ F0,∞ and (9), the inequalities (10) hold by definition.
(⇐) Assuming (10) hold, one can perform the following construction:
f˜(x) = max
i
{fi + 〈gi;x− xi〉 − εi}.
and one can easily verify that the choice f = f˜ ∈ F0,∞ and satisfy (9).
Appendix B. Optimizing step sizes. In this section, we provide a high-level
overview of the ideas used for obtaining the optimized relatively inexact proximal
point algorithm. The starting point was to parametrize the method as follows:
(11)
x1 = x0 − λ(h′(x1)− e0),
x2 = x0 − α2,1h′(x1)− β2,0e0 − λ(h′(x2)− e1),
x3 = x0 − α3,1h′(x1)− α3,2h′(x2)− β3,0e0 − β3,1e1 − λ(h′(x3)− e2),
...
xN = x0 −
N−1∑
i=1
αN,ih
′(xi)−
N−2∑
i=0
βN,iei − λ(h′(xN )− eN−1),
where the magnitude of the ek’s has to be controlled in some way; in other words:
xk ≈ proxλh
(
x0 −
k−1∑
i=1
αk,ih
′(xi)−
k−2∑
i=0
βk,iei
)
.
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For optimizing the step sizes αi,j and βi,j (the step size for the proximal steps, λ,
being given), the idea is to solve a convex relaxation of
min
{αi,j}
{βi,j}
max
d,h
x⋆,x0,...,xN
h(xN )−h⋆
‖x0−x⋆‖2
s.t. f ∈ F0,∞, and 0 ∈ ∂h(x⋆)
x1, . . . , xN obtained from method (11).
For doing so, we use a technique similar to that of [33, 54], which consists in two steps:
(i) find a suitable relaxation of the inner maximization problem, and (ii) by dualizing
the inner maximization problem, we obtain a two-level minimization problem which,
as it turns out, can be reformulated as a linear semidefinite program due to the
relaxation in (i), and using a change of variable similar to that in [33, Section 5].
Without this relaxation stage, the bilevel program is bilinear and apparently difficult
to solve. The relaxation was chosen by a numerical trial and error procedure. The
final choice for the relaxation of the inner problem (which can be refined, but suffices
for our purposes) consisted in using only the following inequalities:
• convexity between xk and xk+1
h(xk) ≥ h(xk+1) + 〈h′(xk+1);xk − xk+1〉,
• convexity between x⋆ and xk
h(x⋆) ≥ h(xk) + 〈h′(xk);x⋆ − xk〉,
along with the inexactness conditions on ek. Those are exactly the inequalities used
in the proof of Theorem 4.2. Finally, let us note that this procedure was actually
done for the simpler error criterion ‖ek‖2 ≤ σ2‖h′(xk+1)‖2. After doing the proof, we
remarked that the exact same method was arising from different error criterion, and
that its most general form was (6).
Appendix C. Missing details in Theorem 4.2.
Proof. Let us rewrite the method in terms of a single sequence, by substitution
of yk and zk:
xk+1 =
1
θk+1
(
x0 − 2λ1+σ
k∑
i=1
θivi
)
+
(
1− 1θk+1
)
xk − λ(vk+1 − ek).
We prove the desired result by induction. First, for N = 1, it is easy to obtain that
the weighted sum can be formulated exactly as (recall θ1 = 1)
0 ≥ 4λθ11+σ (h(x1)− h⋆)− ‖x0 − x⋆‖2 + ‖x⋆ − x0 + 2λ1+σ θ1v1‖2.
Now, assuming the weighted sum can be reformulated as the desired inequality for
N = k, that is:
0 ≥ 4λθ2k1+σ (h(xk)− h⋆)− ‖x0 − x⋆‖2 + ‖x⋆ − x0 + 2λ1+σ
k∑
i=1
θivi‖2,
let us prove it also holds true for N = k+1. Noticing that the weighted sum for k+1
is exactly the weighted sum for k (which can be reformulated as desired, through our
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induction hypothesis) plus 3 additional inequalities added, we get the following valid
inequality
0 ≥ 4λθ2k1+σ (h(xk)− h⋆)− ‖x0 − x⋆‖2 + ‖x⋆ − x0 + 2λ1+σ
k∑
i=1
θivi‖2
+
4λθ2k
1+σ (h(xk+1)− h(xk) + 〈vk+1;xk − xk+1〉 − εk+1)
+ 4λθk+11+σ (h(xk+1)− h⋆ + 〈vk+1;x⋆ − xk+1〉 − εk+1)
+
4λ2θ2k+1
1+σ (〈vk+1; ek〉+ εk+1λ − σ1+σ‖vk+1‖2).
We can perform the following direct simplifications:
• regrouping all function values we get:
[
4λθ2k
1+σ − 4λθ
2
k
1+σ ]h(xk) +
4λ
1+σ [θ
2
k + θk+1](h(xk+1)− h⋆) = 4λθ
2
k+1
1+σ (h(xk+1)− h⋆),
where we used θ2k+1 = θ
2
k + θk+1, and where h(xk) disappears.
• The term εk+1 disappears similarly (coefficients cancel out).
The remaining inequality is therefore (using base linear algebra along with θ2k+1 =
θ2k + θk+1; for simplicity, the expression of xk+1 is only used at the last line for
remarking that a term is zero)
0 ≥ 4λθ
2
k+1
1+σ (h(xk+1)− h⋆)− ‖x0 − x⋆‖2 + ‖x⋆ − x0 + 2λ1+σ
k∑
i=1
θivi‖2
+
4λθ2k
1+σ (〈vk+1;xk − xk+1〉) + 4λθk+11+σ (〈vk+1;x⋆ − xk+1〉)
+
4λ2θ2k+1
1+σ (〈vk+1; ek〉 − σ1+σ‖vk+1‖2)
=
4λθ2k+1
1+σ (h(xk+1)− h⋆)− ‖x0 − x⋆‖2 + ‖x⋆ − x0 + 2λ1+σ
k+1∑
i=1
θivi‖2
− 4λθ
2
k+1
(1+σ)2 〈vk+1;xk+1 −
(
1
θk+1
(x0 − 21+σ
k∑
i=1
θivi) + (1− 1θk+1 )xk
)
〉
− 4λθ
2
k+1
(1+σ)2 〈vk+1;λ(vk+1 − ek)〉
=
4λθ2k+1
1+σ (h(xk+1)− h⋆)− ‖x0 − x⋆‖2 + ‖x⋆ − x0 + 2λ1+σ
k+1∑
i=1
θivi‖2,
where the last equality follows from the expression of xk+1 (making the sum of the
two scalar products of the previous lines equal to zero).
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Appendix D. An alternate form for ORI-PPA. One can show, by induction,
that ORI-PPA can be written in an alternate format, as follows.
Optimized relatively inexact proximal point algorithm (ORI-PPA)
Input: h ∈ F0,∞(Rd), x0 ∈ Rd, and λ > 0.
Initialization: y0 = x0, θ1 = 1.
For k = 0, 1, . . .:
Obtain xk+1 ≈ proxλh(yk)
[Verify (6) for some εk+1 ≥ 0, vk+1 ∈ ∂εk+1h(xk+1)
and ek =
1
λ(xk+1 − yk + λvk+1)]
θk+2 =
1+
√
4θ2
k+1+1
2
yk+1 = xk+1 +
θk+1−1
θk+2
(xk+1 − xk)− λ θk+1θk+2 (ek + 1−σ1+σ vk+1)
Output: xk+1
First, let us note that for k = 0, the reformulation is trivially true. Now, let us
consider ORI-PPA in its single sequence formulation:
xi =
1
θi

x0 − 2λ1+σ
i−1∑
j=1
θjvj

+ (1− 1θi
)
xi−1 − λ(vi − ei−1),
where i = 1, . . . , k. At iteration k + 1, we perform the update:
xk+1 =
1
θk+1
(
x0 − 2λ1+σ
k∑
i=1
θivi
)
+
(
1− 1θk+1
)
xk − λ(vk+1 − ek).
From the form of the algorithm at iteration k, we can rewrite
x0 − 2λ1+σ
k−1∑
i=1
θivi = θkxk − (θk − 1)xk−1 + λθk(vk − ek−1).
Substituting this expression in that of xk+1, we get:
xk+1 =
1
θk+1
(
θkxk − (θk − 1)xk−1 + λθk(vk − ek−1)− 2λ1+σ θkvk
)
+ (1− 1θk+1 )xk − λ(vk+1 − ek)
=xk +
θk−1
θk+1
(xk − xk−1)− λ θkθk+1 (ek−1 + 1−σ1+σ vk)− λ(vk+1 − ek)
=yk − λ(vk+1 − ek),
reaching the desired statement.
Appendix E. Tightness of Theorem 4.2.
Proof. One can verify that the guarantee for ORI-PPA provided by Theorem 4.2
is actually non-improvable for any N ∈ N, λ, σ ≥ 0 and ‖x0 − x⋆‖2 ≥ 0, as it is
attained on the one-dimensional linear minimization problem
(12) min
x≥0
{f(x) ≡ c x},
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with an appropriate choice of c > 0. Indeed, one can check that the relative error
criterion (6) is satisfied with equality when picking vk = c, εk = 0, and ek−1 = cσ1+σ ;
and hence xk = yk−1 − cλ1+σ . The argument is then as follows: if for some x0 > 0 and
0 ≤ h ≤ x0/c we manage to show that xk = x0 − ch, then f(xk)− f(x⋆) = c(x0 − ch)
and hence the value of c producing the worst possible (maximal) value of f(xk) is
c = x02h , and the resulting value is f(xk)−f(x⋆) = x
2
0
4h . Therefore, in order to prove that
the guarantee from Theorem 4.2 cannot be improved, we show that xk = x0− λθ
2
k
1+σ c on
the linear problem (12). It is relatively easy to show that x1 = x0− λθ
2
1
1+σ c using θ1 = 1.
The argument follows by induction: assuming xk = x0 − λθ
2
k
1+σ c, one can compute
xk+1 =
1
θk+1
(
x0 − 2λ1+σ
k∑
i=1
θivi
)
+
(
1− 1θk+1
)
xk − λ(vk+1 − ek)
= 1θk+1
(
x0 − 2λ1+σ θ2kc
)
+
(
1− 1θk+1
)(
x0 − λθ
2
k
1+σ c
)
− λ(c− cσ1+σ )
= x0 − λc1+σ θk+1+θ
2
k+θ
2
kθk+1
θk+1
= x0 − λθ
2
k+1
1+σ c
where the second equality follows from simple substitutions and θ2k =
∑k
i=1 θi, and the
last equality follows from basic algebra and θ2k+1 = θ
2
k + θk+1. The desired statement
is proved by picking c = (1+σ)x0
2λθ2
k+1
, reaching f(xk+1)− f(x⋆)
Appendix F. Tightness of Theorem 4.10. The tightness part of this proof
is similar with that of [46, Section 3.2] for the exact case (σ = 0):
• the first term in the maximum is achieved by picking f(x) = µ2x2 and g(x) =
0. In this case the solution is x⋆ = z⋆ = 0, and picking xk =
1−σ
1−σ+λµzk,
yk = xk−λf ′(xk) = (1−σ)(1−λµ)1−σ+λµ zk, and zk+1 = 1−σ+λµσ1−σ+λµ zk is a valid sequence
for the algorithm for any zk ∈ R (it is straightforward to verify the error
criterion as xk − zk + λf ′(xk) = σ(yk − zk + λf ′(xk)) in this case), and
‖zk+1‖ = | 1−σ+λµσ1−σ+λµ |‖zk‖.
• The second term in the maximum is achieved by picking f(x) = L2 x2 and
g(x) = i{0}(x) (the indicator function of 0). In this case the solution is
x⋆ = z⋆ = 0, and picking xk =
1−σ
1+(1−σ)Lλzk, yk = 0, and zk+1 =
σ+(1−σ)λL
1+(1−σ)λL zk
is a valid sequence for the algorithm for any zk ∈ R (it is straightforward to
verify the error criterion as xk − zk + λf ′(xk) = σ(yk − zk + λf ′(xk)) in this
case), and ‖zk+1‖ = |σ+(1−σ)λL1+(1−σ)λL |‖zk‖.
