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Abstract
Data in non-Euclidean spaces are commonly encountered in many fields of Science
and Engineering. For instance, in Robotics, attitude sensors capture orientation which
is an element of a Lie group. In the recent past, several researchers have reported
methods that take into account the geometry of Lie Groups in designing parameter
estimation algorithms in nonlinear spaces. Maximum likelihood estimators (MLE) are
quite commonly used for such tasks and it is well known in the field of statistics that
Stein’s shrinkage estimators dominate the MLE in a mean-squared sense assuming the
observations are from a normal population. In this paper, we present a novel shrinkage
estimator for data residing in Lie groups, specifically, abelian or compact Lie groups.
The key theoretical results presented in this paper are: (i) Stein’s Lemma and its proof
for Lie groups and, (ii) proof of dominance of the proposed shrinkage estimator over
MLE for abelian and compact Lie groups. We present examples of simulation studies
of the dominance of the proposed shrinkage estimator and an application of shrinkage
estimation to multiple-robot localization.
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1 Introduction
The goal of this work is to generalize the well-known James-Stein estimator (James and Stein,
1961) to estimate the Fre´chet means of normal distributions on connected Lie groups that are
either abelian or compact. To achieve this, we will first state and prove the Stein’s lemma for
the aforementioned Lie Groups and then prove that our estimator dominates the maximum
likelihood estimator (MLE). A Lie group G is a smooth manifold that is also a group for
which the operations of group multiplication and inverse are smooth (a brief review on Lie
groups will be given in Section 2). Common examples are GL(N) (N×N invertible matrices),
SO(N) (N × N orthogonal matrices with determinant one), and many others. Due to the
lack of vector space structure, many basic statistics are no longer available, for example the
arithmetic mean x¯ = n−1
∑n
i=1 xi. In the case of arithmetic mean, there is a generalization of
the notion of mean to a general metric space, called the Fre´chet mean (FM) (Fre´chet, 1948).
Specifically, given a metric space (M,d), the FM of a probability measure P on M is defined
as EP (X) = arg minm∈M
∫
M
d2(x,m)dP (x) and for the special case of an empirical measure
P = n−1
∑n
i=1 δxi for x1, . . . , xn ∈ M , the FM of P is x¯ = arg minm∈M
∑n
i=1 d
2(xi,m). Note
that FM is in general not unique. In our case, since a Lie group is a smooth manifold, it
is natural to endow the Lie group with a Riemannian metric, which is a smooth family of
inner products on its tangent spaces, and makes G a Riemannian manifold. The Riemannian
metric induces an intrinsic distance between two points that can be defined as the infimum
of the length over all the curves connecting them. Hence, for a collection of G-valued random
variables X1, . . . , Xn
iid∼ P , it is of practical interest to estimate EP (X).
In this work, we assume that the Lie group G is connected and either
(i) abelian, e.g. R, SO(2) ∼= S1, or
(ii) compact, e.g. SO(N), N > 2.
The main reason for this assumption is that in this case, G will admit a bi-invariant Rie-
mannian metric, i.e. a Riemannian metric that is invariant to both left-translation and right-
translation. As a consequence, the Haar measure is also bi-invariant. With these assumptions
in mind, we denote the normalized (bi-invariant) Haar measure by dx, i.e.
∫
G
dx = 1, and
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the (bi-invariant) inner product on the tangent space, TxG at x ∈ M , by 〈·, ·〉x. The norm
induced by this inner product is denoted ‖ · ‖x. When x = e which is the identity element
of G, the subscripts are omitted here for convenience. The Riemannian distance is denoted
by d : G × G → R. With the existence of a bi-invariant Riemannian metric, not only the
computation is easier, but the Riemannian structure is compatible with the Lie group struc-
ture, i.e. the Riemannian exponential map coincides with the Lie group exponential map
and hence the one-parameter subgroup formed by exp(tV ) is a geodesic, where t ∈ R and
V ∈ g.
Remark 1 Since a compact Lie group possesses a faithful representation (Sepanski, 2007,
Theorem 3.28) in RN , all compact Lie groups are matrix Lie groups, i.e. closed subgroups of
GL(N). Hence without loss of generality, we assume G is a closed Lie subgroup of GL(N).
We now briefly review the James-Stein estimator in the Euclidean space setting.
1.1 The James-Stein Estimator
Let X
ind∼ N(µ, I) be a p-dimensional normal random variable and p > 2. Then the maximum
likelihood estimator (MLE) for µ ∈ Rp is µˆMLE = X. Consider the loss function L(µˆ, µ) =
‖µˆ− µ‖2 and the risk function R(µˆ, µ) = EL(µˆ(X), µ). The James-Stein estimator (James
and Stein, 1961) given by
µˆJS =
(
1− p− 2|X|2
)
X
was shown to dominate the MLE in the sense that R(µˆJS, µ) < R(µˆMLE, µ) for all µ ∈ Rp.
This estimator is often referred to as a shrinkage estimator. The proof of this result relies
on the so-called Stein’s identity : if X ∼ N(µ, σ2), then E(f(X)(X − µ)) = σ2E(f ′(X)) for
all bounded and differentiable f provided that the expectations on both sides exist. Stein
(1986) further showed that this identity is a characterization of the normal distribution, i.e.
this identity holds if and only if X ∼ N(µ, σ2) (Stein, 1986, Lemma II.1).
1.2 Main Results
We now state the main results of our work presented in this paper. For general Rieman-
nian manifolds, Pennec (2006) proposed a generalized normal distribution via the maximum
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entropy characterization given that the FM and the covariance matrix are known. In this
work, we assume the concentration matrix to be Γ = σ−2I and the probability density func-
tion (pdf) with respect to the Haar measure is given by f(x) = C(µ, σ) exp(−d2(x, µ)/(2σ2))
where µ is the FM and assumed to be unique (see Pennec (2006, Theorem 3)). For a G-valued
random variable whose pdf is f(x), we denote X ∼ N (µ, σ2). The probability measure whose
Radon-Nikodym derivative with respect to the Haar measure is f(x) is denoted by F .
The main contribution of this paper is twofold. First, we show (in Lemma 1) that the
generalized Stein’s identity for X ∼ N (µ, σ2) is given by
E
[
h(X)〈log µ−1X, Tlogµ−1X(V )〉
]
= σ2E(LV h(X)).
for bounded and differentiable h : G → R and V ∈ g. Furthermore, we show in Theorem 1
that this is a characterization of the normal distribution on G, i.e. X ∼ N (µ, σ2) if and only
if the above identity holds for all bounded and differentiable h. This is the analog of Stein’s
characterization for the compact/abelian Lie groups setting.
Second, with these results in hand, we show in Theorem 3 (for abelian Lie groups)
and Theorem 4 (for compact Lie groups) that for Xi
ind∼ N (µi, σ2), i = 1, . . . , p, the MLE
µˆMLE = X = (X1, . . . , Xp) of µ = (µ1, . . . , µp) is dominated by µˆ
S = (µˆSi , . . . , µˆ
S
p ) where
µˆSi = Xi exp(− c(S)S (X)) for some suitable c : R → R and S =
∑p
i=1 d
2(Xi, e). We also
provide concrete examples of c(S) and compare their performance in Section 5.
1.3 Literature Review
Since the publication of the seminal work by James and Stein (1961), researchers in Statis-
tics and related disciplines have been trying to generalize the James-Stein estimator to a
variety of parameter estimation problems. For example, shrinkage estimators for simulta-
neous estimation have been proposed for: means of independent Poisson random variables
(Clevenson and Zidek, 1975; Tsui, 1981; Tsui and Press, 1982), scale parameters of inde-
pendent Gamma random variables (Berger, 1980; Gupta, 1986), and location parameters
of spherically symmetric distributions (Brandwein and Strawderman, 1990, 1991). The key
technique used in these works is to reduce the problem to the study a particular differential
inequality, i.e. the difference between the risks of a proposed shrinkage estimator and the
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MLE. This is also the technique we adopt in our work. On the other hand, Efron and Morris
(1973) provided an empirical Bayes interpretation for the James-Stein estimator and also
proposed several competing empirical Bayes estimators. Following this approach, Xie et al.
(2012) proposed an empirical Bayes shrinkage estimator for a heteroscedastic hierarchical
model by minimizing Stein’s unbiased risk estimate (SURE) (Stein, 1981). Note that the
idea of minimizing SURE had already been applied to a variety of problems, e.g. Li (1985)
and Donoho and Johnstone (1995). By the nature of SURE, the shrinkage estimator derived
using this technique possesses certain asymptotic optimality properties amongst the class of
shrinkage estimators. Hence, this technique has been applied to derive shrinkage estimators
for different models (Jing et al., 2016; Xie et al., 2016).
The study of shrinkage estimation in non-Euclidean spaces has however been mainly
limited to the case of covariance matrices in literature. For the estimation of covariance
matrix of a normal distribution, Stein (1975) proposed to shrink the eigenvalues of the sample
covariance matrix and Ledoit and Wolf (2004) proposed to shrink the sample covariance
matrix to the identity. There is vast literature on this topic and we refer the interested readers
to Donoho et al. (2018) and the references therein. When estimating multiple covariance
matrices (or symmetric positive definite (SPD) matrices) in the context of medical imaging
applications, specifically the analysis of diffusion tensor images, shrinkage estimation was
shown to yield improvement over the MLE in (Yang and Vemuri, 2019; Yang et al., 2020).
In directional statistics, Sengupta and Maitra (1998) showed that the MLE is admissible and
is the best equivariant estimator for simultaneously estimating the location parameters of
several von Mises-Fisher (or Langevin) distributions. Hendriks (2005) also showed that for
matrix von Mises-Fisher family, the empirical mean location is admissible. The matrix von
Mises-Fisher family is defined on the Steifel manifolds, which include the hypersphere and
the orthogonal group as special cases. To the best of our knowledge, we are not aware of
any other work on shrinkage estimation in non-Euclidean spaces thus motivating our study
of this problem on Lie groups including SO(N) and the torus as examples. We would like
to point out that the manifold of N × N SPD matrices can be endowed with a Lie group
structure (Arsigny et al., 2007), although it is not a subgroup of GL(N). This was the
assumed structure on the manifold of SPD matrices in the work of Yang and Vemuri (2019)
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and Yang et al. (2020).
1.4 Organization
The rest of this paper is organized as follows. In Section 2, we present some essential
and relevant background material on Lie groups. In Section 3, we present the proofs of
Theorem 1, Theorem 3, and Theorem 4. Section 4 contains the example of SO(3) along
with all the relevant computations. In Section 5, we present simulation studies to validate
our theory. We also apply our proposed shrinkage estimator to the problem of multiple-
robot localization and show that the proposed shrinkage estimators can further sharpen the
estimates over the current state-of-the-art estimates using the Unscented Kalman Filter on
Lie Groups (Brossard et al., 2017). Finally, we draw conclusions in Section 6.
2 Lie Groups and Its Riemannian Geometry
In this section, we review some material on Riemannian geometry and Lie groups that
are essential for our work presented in this paper. For more details, we refer the interested
readers to Lee (2018) for Riemannian Geometry and Sepanski (2007) for compact Lie Groups
respectively.
Let M be a smooth manifold. For p ∈M , the tangent space of M at p is denoted by TpM
which is a vector space. Its dual space, denoted by T ∗pM , is called the cotangent space. The
disjoint union of all tangent spaces is called the tangent bundle TM =
⊔
p∈M TpM . Similarly,
the cotangent bundle is the disjoint union of the cotangent spaces T ∗M =
⊔
p∈M T
∗
pM . A
smooth section of the tangent bundle, i.e. X : M → TM and Xp := X(p) ∈ TpM , is called
a vector field, while a smooth section on the cotangent bundle i.e. ω : M → T ∗M and
ωp := ω(p) ∈ T ∗pM , is called a covector field or a differential 1-form. The space of all vector
fields is denoted by X(M) and the space of all differential 1-form is denoted by Ω1(M). For
a smooth function f ∈ C∞(M), the differential of f is a differential 1-form df such that
(df)p(Xp) = Xpf for X ∈ X(M).
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2.1 Lie Groups
A Lie Group G is a smooth manifold whose group multiplication and group inverse are
smooth. A Lie algebra g is a vector space with a bilinear and anti-symmetric map [·, ·] : g×
g→ g, called a Lie bracket, satisfying the Jacobi identity: [x, [y, z]]+[y, [z, x]]+[z, [x, y]] = 0
for x, y, z ∈ g. For each Lie group G, there is an associated Lie algebra g ∼= TeG where
e is the identity element of G. Common examples of Lie groups are GL(N) (the group of
N ×N real invertible matrices) and SO(N) (the group of N ×N orthogonal matrices with
determinant 1) whose Lie algebras are gl(N) (the vector space of all N × N real matrices)
and so(N) (the vector space of all real skew-symmetric matrices), respectively. The Lie
bracket in the examples above is the matrix commutator [x, y] = xy − yx.
The relationship between a Lie group G and its Lie algebra g can be characterized by
the (Lie group) exponential map exp : g→ G defined by V 7→ exp(tV ) for V ∈ g and t ∈ R.
In a neighborhood of 0 ∈ g, the exponential map is invertible, and we denote this inverse by
log. For matrix Lie groups (the examples above), the exponential map and its inverse are
simply the matrix exponential and the principal logarithm of the matrix. Since this work
focuses on connected Lie groups that are either (i) abelian or (ii) compact, we assume G to
be one of these cases from here on for the rest of the paper.
Haar measure A left-invariant (resp. right-invariant) Haar measure is a measure that is
invariant to left-translation (resp. right-translation). However, a left-invariant Haar measure
is not right-invariant in general. A Lie group is called unimodular if its left-invariant Haar
measure is also right-invariant. Abelian Lie groups and compact Lie groups are unimodular
(see Knapp (2002, Corollary 8.31)). Whenever the Lie group is compact, we assume that
the Haar measure is normalized, i.e.
∫
G
dx = 1.
Lie derivative Let f be a real-valued function defined on G and V ∈ X(G). The Lie
derivative of f along V is defined by
LV f = d
dt
f(x exp(tVe))
∣∣∣
t=0
.
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Since LV f depends only on Ve ∈ g, with a slight abuse of notation, we write LV f for V ∈ g.
The integration by parts formula (with respect to the Haar measure) is given by∫
G
(LV f1)(x)f2(x)dx = −
∫
G
f1(x)(LV f2)(x)dx
where fi : G→ R and V ∈ g (see Chirikjian (2012, Ch. 12.2.1)).
Adjoint representation The adjoint representation of G on g, denoted by Ad : G →
GL(g), is defined by Adg(x) := Ad(g)(x) = gxg
−1 where g ∈ G, x ∈ g and GL(g) is the
space of all invertible linear transformations on g. The adjoint representation of g on g,
denoted by ad : g → End(g), is defined by adx(y) := ad(x)(y) = [x, y] for x, y ∈ g. An
important relationship between Ad and ad is that Adexp(x) = exp(adx) for x ∈ g. This
formula is interpreted as
Adexp(x)(y) = exp(adx)(y) =
∞∑
k=0
adkx(y)
k!
where adkx(y) = [x, [x, . . . , [x, y]]] and x, y ∈ g.
BakerCampbellHausdorff formula Since a Lie algebra is in general not abelian, i.e.
[x, y] 6= 0, log(exp(x) exp(y)) 6= log(exp(x + y)) = x + y. The Baker-Campbell-Hausdorff
(BCH) formula provides an expression for log(exp(x) exp(y)) as a series in terms of x, y, and
their Lie brackets
log(exp(x) exp(y)) = x+ y +
1
2
[x, y] +
1
12
([x, [x, y]] + [y, [y, x]]) + . . .
where x, y ∈ g. There are different expressions for this formula. One that we use in this
work is,
log(exp(x) exp(y)) = x+ Tx(y) +O(y2)
where Tx is an operator from g to g defined by
Tx(y) = adx
I − exp(−adx)(y)
(see Sepanski (2007, Ch. 5.2) or Hall (2015, Theorem 5.3)). Note that when g is abelian, i.e.
adx = 0 for x ∈ g, Tx is defined to be the identity map. A series expansion for Tx is given
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by,
Tx(y) =
( ∞∑
k=0
B+k
k!
adkx
)
(y) =
∞∑
k=0
B+k
k!
adkx(y)
where the B+k ’s are the Bernoulli numbers.
2.2 Riemannian Geometry
For a smooth manifold, a Riemannian metric is a smooth assignment of inner products
gp(·, ·) = 〈·, ·〉p on TpM . The pair (M, g) denotes a Riemannian manifold. Note that all
smooth manifolds admit a Riemannian metric. For v ∈ TpM , the norm induced by the inner
product is denoted by ‖v‖p =
√〈v, v〉p. For a Riemannian manifold (M, g), we can define a
distance metric on M by
d(p, q) = inf
γ
{
L(γ) =
∫ 1
0
‖γ′(t)‖γ(t)dt; γ : [0, 1]→M,γ(0) = p, γ(1) = q
}
for p, q ∈M and the curve γ that attains the infimum is called a minimizing curve.
For p ∈ M and v ∈ TpM , denote the geodesic emanating from p with tangent vector v
by γp,v : [0, 1] → M such that γ(0) = p and γ′(0) = v. Then the (Riemannian) exponential
map at p, Expp : TpM → M , is given by Expp(v) = γp,v(1) and it is a diffeomorphism on a
small neighborhood of 0 in TpM . Its inverse is denoted by Logp : M → TpM . In this case,
the distance between p, q ∈M can be expressed as d(p, q) = ‖Logp(q)‖p.
Riemannian metric on G Since G is a smooth manifold, it admits a Riemannian metric.
For a compact or an abelian Lie group, a natural choice of Riemannian metric that respects
the group structure is a bi-invariant Riemannian metric, i.e. a metric that is invariant to
both left-translation and right-translation. In this case, the Riemannian exponential map
coincides with the Lie group exponential map, i.e. Expe = exp : g → G and Expp(v) =
p exp(p−1v) for v ∈ TpG. As a consequence of the Riemannian metric being bi-invariant,
the induced distance is also invariant to the left and right translation. For the rest of this
paper, we use 〈·, ·〉 to denote the inner product on g and ‖ · ‖ to denote the norm induced
by the inner product. The intrinsic distance can be expressed as d(x, y) = ‖Logx(y)‖x =√〈x log(x−1y), x log(x−1y)〉x = √〈log(x−1y), log(x−1y)〉 = ‖ log x−1y‖.
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3 Shrinkage Estimators for the Fre´chet Means
In this section, we first present the normal distribution defined on a Riemannian manifold
introduced by Pennec (2006). This normal distribution is derived using the maximum en-
tropy principle, i.e. the distribution which maximizes the entropy given that the FM and the
covariance of the distribution are known.
Definition 1 Let X be a random variable taking value on a Lie group G. We say that X
follows a Gaussian distribution with location µ ∈ G and standard deviation σ > 0, denoted
X ∼ N (µ, σ2), if the density of X with respect to the Haar measure is
f(x) = C(µ, σ) exp
(
− d
2(x, µ)
2σ2
)
where C(µ, σ) is the normalizing constant such that
∫
G
f(x)dx = 1.
Note that this definition of Gaussian distribution is different from the one defined by the
solution of the heat equation on Lie groups (see, for example, Applebaum (2014, Ch. 5.6))
for which closed form of the density function is not available in general. The Gaussian distri-
bution in Definition 1, however, shares some nice properties with the Gaussian distribution
on R as stated below. Hence, we choose to work with this definition instead. The proofs of
the following propositions can be found in Cheng and Vemuri (2013), Fletcher (2013), and
Chakraborty and Vemuri (2019).
Proposition 1 The normalizing constant for the Gaussian distribution on Lie group G is
independent of µ. Hence we write C(µ, σ) = C(σ).
Proposition 2 Given X1, . . . , Xn
iid∼ N (µ, σ2), the MLE of µ is given by
µˆMLE = arg min
m∈G
n∑
i=1
d2(Xi,m)
which is the Fre´chet mean of X1, . . . , Xn.
The main problem we focus on in this work is the following: Suppose X ∼ N (µ, σ2)
where σ2 > 0 is known and µ ∈ G. By Proposition 2, the MLE of µ is µˆMLE = X. Motivated
by the James-Stein estimator, we consider the shrinkage estimator
µˆJS = X exp
(
− c(S)
S
logX
)
(1)
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where S =
∑p
i=1 d
2(Xi, e). Let the loss function be L(µˆ, µ) = d
2(µˆ, µ) and the risk function
be the expected value of the loss function R(µˆ, µ) = EL(µˆ(X), µ). We show that under
certain conditions the proposed shrinkage estimator dominates the MLE in the sense that
R(µˆJS, µ) < R(µˆMLE, µ), for all µ ∈ G. (2)
As in the proof of the dominance of the classical James-Stein estimator in Rn, we need a
generalized version of Stein’s lemma that is valid for Lie groups, which we will state and
prove now.
3.1 Generalization of Stein’s Lemma to Lie Groups
The original Stein’s lemma is obtained via integration by parts. We apply the integration
by parts formula on Lie groups to the normal distribution and we have the following lemma.
Lemma 1 Let X ∼ N (µ, σ2) and h : G → R be any bounded differentiable function such
that E|LV h(X)| <∞ for all V ∈ g. Then for all V ∈ g
E
[
h(X)〈log µ−1X, Tlog µ−1X(V )〉
]
= σ2E(LV h(X)).
Proof. Let f(x) = C(σ) exp
( − d2(x, µ)/(2σ2)) where x ∈ G, µ ∈ G, and σ > 0. By
definition,
DV f(x) =
d
dt
C(σ) exp
(
− d
2(x exp(tV ), µ)
2σ2
)∣∣∣
t=0
= − 1
2σ2
C(σ) exp
(
− d
2(x exp(tV ), µ)
2σ2
) d
dt
d2(x exp(tV ), µ)
∣∣∣
t=0
= − 1
2σ2
f(x;µ, σ)
[ d
dt
d2(x exp(tV ), µ)
∣∣∣
t=0
]
.
Write d2(x exp(tV ), µ) = ‖ log µ−1x exp(tV )‖2 = ‖A(t)‖2 and
d
dt
A(t)
∣∣∣
t=0
=
d
dt
(log µ−1x exp(tV ))
∣∣∣
t=0
=
d
dt
(
log µ−1x+ Tlog µ−1x(tV ) +O((tV )2)
)∣∣∣
t=0
= Tlog µ−1x(V ).
Then
d
dt
‖A(t)‖2
∣∣∣
t=0
= 2〈A(t), d
dt
A(t)〉
∣∣∣
t=0
= 2〈log µ−1x, Tlogµ−1x(V )〉.
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Thus for V ∈ g
LV f(x) = −σ−2f(x;µ, σ)〈log µ−1x, Tlogµ−1x(V )〉.
Using the integration by parts formula, we have
E
[
h(X)〈log µ−1X, Tlog µ−1X(V )〉
]
= −σ2
∫
G
h(x)LV f(x)dx
= σ2
∫
(LV h(x))f(x)dx
= σ2E(LV h(X))
which concludes the proof.
The following theorem shows that the equality in Lemma 1 is a characterization of the
Gaussian distribution in Definition 1.
Theorem 1 Let X be a G-valued random variable. Then X ∼ N (µ, σ2) if and only if
E
[
h(X)〈log µ−1X, Tlog µ−1X(V )〉
]
= σ2ELV h(X) (3)
for all bounded differentiable h : G→ R and V ∈ g
Proof. The necessary condition follows from Lemma 1. Let f(x) = C(σ) exp(−d2(x, µ)/(2σ2)).
We first show that for a fixed V ∈ g there exists a bounded differentiable function h˜A : G→ R
such that
h˜A(x)〈log µ−1x, Tlogµ−1x(V )〉 − σ2LV h˜A(x) = IA(x)− F (A)
where IA(·) is the indicator function, F (A) =
∫
A
f(x)dx is the Gaussian measure, and
A ∈ B(G) is a Borel set. Multiplying −σ−2f(x) on both side of the equation above, we get
LV (fh˜A)(x) = −σ2f(x)(IA(x)− F (A)).
Then h˜A is given by
h˜A(x) =

−σ2
f(x)
f˜V (x)(1− F (A)) x ∈ A
σ2
f(x)
f˜V (x)F (A) x /∈ A
where f˜V : G → R is such that LV f˜V (x) = f(x). The existence of f˜V is guaranteed by
the fundamental theorem of differential equations. Suppose that X is a G-valued random
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variable with probability measure PX and satisfies Eq. (3) for all differentiable h and V ∈ g.
Since h˜A is differentiable, we have
0 = E
[
h˜A(X)〈log µ−1X), Tlog µ−1x(V )〉 − σ2LV h˜A(X)
]
= E
[
IA(x)− F (A)
]
= PX(A)− F (A).
The choice of A ∈ B(G) is arbitrary and hence PX = F , i.e. X ∼ N (µ, σ2). This concludes
the proof.
Theorem 1 is a generalization of Stein’s characterization of Gaussian distribution (Stein,
1986, Lemma II.1) to compact Lie groups and the proof follows the idea of the original proof.
Note that when G is abelian, Tx is the identity map and log µ−1x = log x − log µ. Thus,
Lemma 1 simplifies to
E
[
h(X)〈logX − log µ, V 〉
]
= σ2E(LV h(X)).
3.2 Shrinkage Estimation on Abelian Lie Groups
In this subsection, we tackle the case when G is abelian. We note that abelian Lie groups
only consist a tiny portion of the entire class of Lie groups. However, they are commonly
encountered in applications, for example the Euclidean space and the circle S1 ⊂ R2. In fact,
if G is a p-dimensional connected abelian Lie group, then G ∼= Rk × (SO(2))p−k (Procesi,
2007, Ch. 4, Sec. 4.2) and hence g ∼= Rp. Since the case of G = Rp is already handled by
the classical James-Stein estimator, we first focus on the case of G = (SO(2))p which is also
called a torus. In this case, a point on x ∈ G ∼= (SO(2))p can be written as x = (r1, . . . , rp)
where
ri =
 cos θi − sin θi
sin θi cos θi
 ∈ SO(2)
and v ∈ g ∼= Rp can be written as v = (θ1, . . . , θp).
The canonical bi-invariant Riemannian metric for SO(N) is 〈U, V 〉 = 1
2
tr(UTV ) =
−1
2
tr(UV ) for U, V ∈ so(N) and hence the induced norm on so(N) is ‖V ‖ =
√
−1
2
tr(V 2).
For V ∈ so(2) and X ∈ SO(2), via direct computation, we have exp(V ) = (cos ‖V ‖)I +
13
(‖V ‖−1 sin ‖V ‖)V and logX = (‖A‖−1 sin−1 ‖A‖)A where A = 1
2
(X − XT ). Since so(2) is
abelian, TV = I for V ∈ so(2).
Endowed with the bi-invariant Riemannian metric, the induced distance is given by
d(x1, x2) = ‖ log xT1 x2‖ = min(|θ1− θ2|, 2pi− |θ1− θ2|) where x1, x2 ∈ SO(2) and θi ∈ [−pi, pi)
is the corresponding angle of xi. The normalized Haar measure is given by dx = (2pi)
−1dθ
(Chirikjian, 2012, Ch. 12.4.3) and the Gaussian distribution with respect to the normalized
Haar measure is given by
f(x;µ, σ) = C(σ) exp
(
− ‖ log x
Tµ‖2
2σ2
)
= (2pi)−1C(σ) exp
(
− min{(θ − ν)
2, (2pi − |θ − ν|)2}
2σ2
)
= (2pi)−1C(σ) exp
(
− (θ − ν)
2
2σ2
)
which is simply the truncated normal, where ν ∈ [−pi, pi) and θ ∈ [ν − pi, ν + pi) are the
angles corresponding to µ and x, and
C(σ) = 2piσ(Φ(pi/σ)− Φ(−pi/σ)), Φ(x) =
∫ x
−∞
1√
2pi
e−x
2/2dx.
The equality in Lemma 1 simplifies to Eh(θ)(θ−ν) = σ2Eh′(θ) for differentiable and bounded
h : [ν − pi, ν + pi)→ R and h(ν − pi) = h(ν + pi).
Theorem 2 Let G = (SO(2))p and X ∼ N (µ, σ2) where σ > 0 is known and µ ∈ G. If
(i) 0 < c(·) < 2(p − 2)σ2, p > 2, (ii) c(S) is non-decreasing, and (iii) the expectations of
c(S)2/S, c(S)/S, and c′(S) exist, then Eq. (2) holds.
Proof. Write X = [X1, . . . , Xp] ∈ G and µ = [µ1, . . . , µp] where Xi, µi ∈ SO(2). Recall that
S = d2(X, e) =
∑p
i=1 d
2(Xi, e) =
∑p
i=1 ‖ logXi‖2. Write b(S) = c(S)/S. By definition,
R(µˆMLE, µ) = Ed2(X,µ) =
p∑
i=1
Ed2(Xi, µi) =
p∑
i=1
E‖ log µ−1i Xi‖2
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and
R(µˆJS, µ) =
p∑
i=1
Ed2(Xi exp(−b(S) logXi), µi)
=
p∑
i=1
E‖ log µ−1i Xi − b(S) logXi‖2
=
p∑
i=1
E‖ log µ−1i Xi‖2 + Eb(S)2‖ logXi‖2
− 2
p∑
i=1
Eb(S)〈logXi, E〉〈log µ−1i Xi, E〉
= R(µˆMLE, µ) + E
[c(S)2
S
]
− 2
p∑
i=1
σ2EL(i)E b(S)〈logXi, E〉
where the last equality is from Lemma 1. Note that
L(i)E1b(S)〈logXi, E〉 = c′(S)S−1〈logXi, E1〉L
(i)
Ej
S + c(S)S−1〈LEj logXi, E1〉
− c(S)S−2〈logXi, E1〉L(i)E1S
= (c′(S)S−1 − c(S)S−2)〈logXi, E1〉L(i)EjS
+ c(S)S−1〈LE1 logXi, E1〉
and LE1 logXi = ddt log(Xi exp(tE1))|t=0 = E1 and L(i)E1S = 2〈logXi, E1〉. Thus
R(µˆJS, µ)−R(µˆMLE, µ)
= E
[c(S)2
S
]
− 2σ2
p∑
i=1
EL(i)E b(S)〈logXi, E〉
= E
[c(S)2
S
]
− 2σ2
p∑
i=1
E[2(c′(S)S−1 − c(S)S−2)d2(Xi, e) + c(S)S−1]
= E
[c(S)2
S
]
− 2(p− 2)σ2Ec(S)S−1 − 4σ2Ec′(S)
= E
[c(S)2 − 2σ2(p− 2)c(S)
S
]
− 4σ2Ec′(S)
which is negative by assumptions (i), (ii), and (iii). This concludes the proof.
Theorem 2 provides a large class of shrinkage estimators. Two examples of c(S) are given
in the following corollaries. The proofs are straightforward and omitted here.
15
Corollary 1 Let c(S) = αSβ. If 0 < α < 2(p−2)σ
2
pβpi2β
and β ≥ 1, then Eq. (2) holds. In this
case, the difference between the risks is given by
α2ES2β−1 − 2ασ2(p− 2 + 2β)ESβ−1.
Corollary 2 Let c(S) = exp(αS + β). If 0 < α < log 2(p−2)σ
2−β
ppi2
and β < log 2(p− 2)σ2, then
Eq. (2) holds.
As we can see, the proof of Theorem 2 doesn’t deviate much from the case in Euclidean
space. In particular, the proof relies only on Lemma 1 as in the case of Rp. However, due to
the compactness, the behavior of proposed shrinkage estimator on (SO(2))p is quite different
from the Euclidean case. This will be demonstrated and discussed in detail in Section 5.
Combining Theorem 2 and the result in Euclidean space, we have the following theorem for
general abelian Lie groups.
Theorem 3 LetG be a p-dimensional connected abelian Lie group, i.e.G ∼= Rk×(SO(2))p−k,
and X ∼ N (µ, σ2) where σ > 0 is known and µ ∈ G. If (i) 0 < c(·) < 2(p − 2)σ2, p > 2,
(ii) c(S) is non-decreasing, and (iii) the expectations of c(S)2/S, c(S)/S, and c′(S) exist,
then Eq. (2) holds.
Theorem 3 completes the generalization of the James-Stein estimator to abelian Lie
groups. We now turn to the more complicated case: compact Lie groups.
3.3 Shrinkage Estimation on Compact Lie Groups
Now we tackle the case of compact Lie groups. Due to the non-commutativity, inevitably the
result becomes more complicated. Unlike the abelian Lie groups which can always be written
as a direct product of one-dimensional abelian Lie groups R or SO(2), the factorization of
compact Lie groups is more involved (see for instance Sepanski (2007, Theorem 5.22)). Hence,
instead of estimating the FM on a compact Lie group, we consider the following simultaneous
estimation problem. Let G be an m-dimensional compact Lie group. Given Xi
ind∼ N (µi, σ2),
i = 1, . . . , p, where σ2 > 0 is known and µi ∈ G, we would like to estimate µ = (µ1, . . . , µp) ∈
Gp, where Gp is the direct product of p copies of G. Denote X = (X1, . . . , Xp) ∈ Gp. The loss
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function for an estimator µˆ = (µˆ1, . . . , µˆp) is L(µˆ, µ) =
∑p
i=1 d
2(µˆi, µi) and the risk function
is the expectation of the loss function R(µˆ, µ) = EL(µˆ(X), µ) =
∑p
i=1Ed
2(µˆi(X), µi).
From Proposition 2, the MLE for µ would be µˆMLE = X. Motivated by the James-Stein
estimator, we consider a shrinkage estimator µˆJS = (µˆJS1 , . . . , µˆ
JS
p ) where µˆ
JS
i = Xi exp(− c(S)S logXi)
and S =
∑p
i=1 d
2(Xi, e). Note that
c(S)
S
logXi =
∑m
j=1
c(S)
S
〈logXi, Ej〉Ej where {Ej}mj=1 is an
orthonormal basis of g. We assume that hij =
c(S)
S
〈logXi, Ej〉’s are bounded and differen-
tiable. It’s easy to see that this class of estimator includes the MLE by setting hij(X) ≡ 0.
The next theorem shows that a subclass of these estimators asymptotically dominates the
MLE in the sense that the risk function is uniformly smaller.
Theorem 4 Let Xi
ind∼ N (µi, σ2) where σ > 0 is known, i = 1, . . . , p. Suppose that
‖[x, y‖ < B‖x‖‖y‖ for some 0 < B < 2, x, y ∈ g and d(x, y) ≤ M ≤ pi for x, y ∈ G. Let
µˆJSi = Xi exp(− c(S)S logXi) = Xi exp(−
∑m
j=1 hij(X)Ej). If
(i) 0 < c(·) < 2σ2
(
2 + BM
2
(
1− cot BM
2
))2
(
∑p
i=1 tr TlogXi − 2),
(ii)
∑p
i=1 tr TlogXi − 2 > 0 almost surely,
(iii) c(·) is non-decreasing, and
(iv) the expectations of c(S)2/S, c(S)/S, and c′(S) exist,
then,
R(µˆJS, µ)−R(µˆMLE, µ) ≤ 0
for all µ ∈ Gp.
Note that the assumption of d(x, y) ≤ M ≤ pi for x, y ∈ G might seem restrictive
at first sight. However, for compact Lie groups, this can always be achieved by scaling the
Riemannian metric. Before presenting the proof of Theorem 4, we need the following lemma.
Lemma 2 Let G be a compact Lie group endowed with a bi-invariant Reimannian metric
and its Lie algebra be g. Suppose ‖[x, y]‖ ≤ B‖x‖‖y‖ for some B > 0, x, y ∈ g. Then
‖Tx‖op ≤ 2 + B‖x‖2
(
1− cot B‖x‖
2
)
.
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Proof. Since ‖[x, y]‖ ≤ B‖x‖‖y‖, ‖adkx(y)‖ ≤ Bk‖x‖k‖y‖. Then for x, y ∈ g
‖Tx(y)‖ ≤
∞∑
k=0
|B+k |
k!
‖adkx(y)‖ ≤
( ∞∑
k=0
|B+k |
k!
(B‖x‖)k
)
‖y‖.
Since B+0 = 1, B
+
1 =
1
2
, B+k = 0 for odd k > 1, and B
+
k < 0 when k is divisible by 4, we have
∞∑
k=0
|B+k |
k!
(B‖x‖)k = 1 + 1
2
B‖x‖+
∞∑
k=2
|B+k |
k!
(B‖x‖)k
= 1 +
1
2
B‖x‖+
∞∑
k=2
B+k
k!
(B‖x‖)kik−2
= 1 +
1
2
B‖x‖ −
( B‖x‖i
1− exp(−B‖x‖i) − 1−
1
2
B‖x‖i
)
= 2 +
B‖x‖
2
(
1− cot B‖x‖
2
)
which concludes the proof.
Proof of Theorem 4. By definition,
R(µˆMLE, µ) =
p∑
i=1
Ed2(Xi, µi) =
p∑
i=1
E‖ log µ−1i Xi‖2
and
R(µˆS, µ) =
p∑
i=1
Ed2(Xi exp(−
m∑
j=1
hij(X)Ej), µi)
=
p∑
i=1
E
∥∥∥ log µ−1i Xi exp(− m∑
j=1
hij(X)Ej
)∥∥∥2
=
p∑
i=1
E
∥∥∥ log µ−1i Xi − m∑
j=1
hij(X)Tlog µ−1i Xi(Ej) +O
(c(S)2
S2
(logXi)
2
)∥∥∥2
=
p∑
i=1
E‖ log µ−1i Xi‖2 +
m∑
j=1
Ehij(X)
2‖Tlog µ−1i Xi(Ej)‖
2
− 2
m∑
j=1
Ehij(X)〈log µ−1i Xi, Tlog µ−1i Xi(Ej)〉+O
(
E
c(S)2
S2
‖ logXi‖2
)
=
p∑
i=1
E‖ log µ−1i Xi‖2 + E
∥∥∥Tlog µ−1i Xi(c(S)S logXi)∥∥∥2
− 2σ2
m∑
j=1
EL(i)Ejhij(X) +O
(
E
c(S)2
S2
‖ logXi‖2
)
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where the last equality is from Lemma 1. By Lemme 2 and B‖ log µ−1i Xi‖ = Bd(µi, Xi) ≤ 2pi,
E
∥∥∥Tlogµ−1i Xi(c(S)S logXi)∥∥∥2
≤ E
[c(S)
S
‖ logXi‖
(
2 +
B‖ log µ−1i Xi‖
2
(
1− cot B‖ log µ
−1
i Xi‖
2
))]2
≤
(
2 +
BM
2
(
1− cot BM
2
))2
E
[c(S)2
S2
‖ logXi‖2
]
.
From the proof of Theorem 2, we know that
L(i)Ej
c(S)
S
〈logXi, E〉 = c(S)S−1〈LEj logXi, Ej〉
+ 2(c′(S)S−1 − c(S)S−2)〈logXi, Ej〉〈logXi, TlogXi(Ej)〉.
Thus by the linearity of TlogXi , we have
m∑
j=1
L(i)Ejhij(X) = c(S)S−1
m∑
j=1
〈LEj logXi, Ej〉
+ 2(c′(S)S−1 − c(S)S−2)〈logXi, TlogXi(logXi)〉
= c(S)S−1
m∑
j=1
〈TlogXi(Ej), Ej〉
+ 2(c′(S)S−1 − c(S)S−2)d2(Xi, e)
= c(S)S−1 tr TlogXi + 2(c′(S)S−1 − c(S)S−2)d2(Xi, e).
The second equality follows from the fact that Tx(x) = x and LEj logXi = ddt log(Xi exp(tEj))|t=0 =
TlogXi(Ej). Thus
R(µˆS, µ)−R(µˆMLE, µ)
≤
p∑
i=1
(
2 +
BM
2
(
1− cot BM
2
))2
E
[c(S)2
S2
‖ logXi‖2
]
− 2σ2c(S)S−1 tr TlogXi
− 4σ2(c′(S)S−1 − c(S)S−2)d2(Xi, e) +O
(
E
c(S)2
S2
‖ logXi‖2
)
= E
[(2 + BM
2
(
1− cot BM
2
))2
c(S)2 − 2σ2(∑pi=1 tr TlogXi − 2)c(S)
S
]
− 4σ2Ec′(S) +O
(
E
c(S)2
S2
‖ logXi‖2
)
which is negative by the assumptions. This concludes the proof.
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We end this section with two examples of c(S) in the following corollaries.
Corollary 3 Let c(S) = αSβ. If 0 < α < m
pβpi2β
and β ≥ 1 where m = 2σ2
(
2 + BM
2
(
1 −
cot BM
2
))2
(
∑p
i=1 tr TlogXi − 2), then Eq. (2) holds.
Corollary 4 Let c(S) = exp(αS + β). If 0 < α < logm−β
ppi2
and β < logm where m =
2σ2
(
2 + BM
2
(
1− cot BM
2
))2
(
∑p
i=1 tr TlogXi − 2), then Eq. (2) holds.
4 Examples
In this section, we apply the results from the previous section to the rotation group in R3.
Examples of abelian Lie groups were already presented in Section 3.2.
The Lie group SO(3) is a compact 3-dimensional Lie group containing all rotation in
R3. It is ubiquitous in modelling the pose of an object in the 3-dimensional space (see, for
example, Grenander et al. (1998) and Srivastava et al. (2002)). The Lie algebra of SO(3)
is so(3) which consists of all the 3× 3 skew-symmetric matrices and we fix an orthonormal
basis {Ei}3j=1 for so(3) where,
E1 =

0 0 0
0 0 −1
0 1 0
 , E2 =

0 0 1
0 0 0
−1 0 0
 , E3 =

0 −1 0
1 0 0
0 0 0
 .
The exponential map and the log map are given by the Rodrigues’ formula exp(V ) = I +
sin ‖V ‖
‖V ‖ V +
1−cos ‖V ‖
‖V ‖2 V
2 for V ∈ so(3) and logR = θ
2 sin θ
(R−RT ) where θ = cos−1 (1
2
(tr(R)−1))
for R ∈ SO(3). Therefore ‖ logR‖ = √− tr((logR)2)/2 = θ ≤ pi.
In this example, we consider the exponential coordinates of SO(3) defined as follows. Let
ω = [ω1, ω2, ω3]
T ∈ R3 and ω× =
∑3
i=1 ωiEi ∈ so(3). Then ‖ω×‖2 = ‖ω‖2 = ω21 + ω22 + ω23
and adω× = ω× (i.e. adω×(ω˜×) = [ω×, ω˜×] = (ω×ω˜)× for ω˜ ∈ R3 and ω˜× ∈ so(3)). Note
that all elements of Ω ∈ SO(3), except for a set of measure 0, can be parametrized by a
ω ∈ Bpi(0) ⊂ R3 where Br(y) = {x ∈ R3 : ‖x − y‖ < r}. Thus we assume that ω ∈ Bpi(0)
in the rest of this work. Under this coordinate system, Engø (2001) provided a closed form
expression for the BCH formula
log(exp(u×) exp(v×)) = αu× + βv× + γ[u×, v×]
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where
α =
sin−1(d)
d
a
‖u‖ , β =
sin−1(d)
d
b
‖v‖ , γ =
sin−1(d)
d
c
‖u‖‖v‖
and
a = sin ‖u‖ cos2(‖v‖/2)− sin ‖v‖ sin2(‖u‖/2) u
Tv
‖u‖‖v‖
b = sin ‖v‖ cos2(‖u‖/2)− sin ‖u‖ sin2(‖v‖/2) u
Tv
‖u‖‖v‖
c =
1
2
sin ‖u‖ sin ‖v‖ − 2 sin2(‖u‖/2) sin2(‖v‖/2) u
Tv
‖u‖‖v‖
d =
√
a2 + b2 + 2ab
uTv
‖u‖‖v‖ + c
2
(
1− (u
Tv)2
‖u‖2‖v‖2
)
for nonzero u, v ∈ Bpi(0). Thus the distance is d(exp(−u×), exp(v×)) = ‖ log(exp(u×) exp(v×))‖ =
sin−1(d). The density function of the normal distribution when µ = I can be simplified to
f(x; I, σ2) = C(σ) exp
(
− d
2(x, I)
2σ2
)
= C(σ)
2(1− cos ‖u‖)
‖u‖2 exp
(
− ‖u‖
2
2σ2
)
= f(u; 0, σ2)
where u ∈ Bpi(0) is such that x = exp(u×), and the Jacobian of the exponential coordinates
on SO(3) can be found in Chirikjian (2012, Ch. 10.6.6).
Sampling X ∼ N (µ, σ2) By the left-invariance of the density function, generating a ran-
dom sample X ∼ N (µ, σ2) amounts to generating a random sample from U ∼ f(u; 0, σ2)
and letting X = µ exp(U×). The sampling from f(u; 0, σ2) can be further simplified as fol-
lows. Let u = (r, θ, φ) be the spherical coordinate where r = ‖u‖ ∈ [0, pi), θ ∈ [0, pi], and
φ ∈ [0, 2pi). Therefore
f(r, θ, φ; 0, σ2) = C(σ)2(1− cos r) exp
(
− r
2
2σ2
)
sin θ,
that is, we generate r, θ, and φ independently from fR(r) ∝ (1 − cos r) exp(− r22σ2 )I[0,pi),
fΘ(θ) ∝ sin θI[0,pi), and fΦ(φ) ∝ I[0,2pi). Standard Metropolis-Hastings algorithms can be
applied directly for sampling.
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For G = SO(3), Ge (2014, Lemma 2.5) showed that ‖[x, y]‖ ≤ 1
2
‖x‖‖y‖ for x, y ∈ so(3).
Thus we set B = 1
2
in this case. The operator Tω× is given by
Tω× =
∞∑
k=0
B+k
k!
adkω× =
∞∑
k=0
B+k
k!
ωk×
= I +
1
2
ω× +
( ∞∑
k=2
B+k
k!
(‖ω‖i)k−2
)
ω2×
= I +
1
2
ω× +
(
‖ω‖i
1− exp(−‖ω‖i) − 1−
1
2
‖ω‖i
)
ω2×
−‖ω‖2
= I +
1
2
ω× +
(
‖ω‖ sin ‖ω‖
2(1− cos ‖ω‖) − 1
)
ω2×
−‖ω‖2
where the third equality follows from the fact that ω3× = −‖ω‖2ω× and B+k = 0 for odd k.
Since trω× = 0 and trω2× = −2‖ω‖2, we have
tr Tω× = 1 +
‖ω‖ sin ‖ω‖
1− cos ‖ω‖ = 1 + ‖ω‖ cot
‖ω‖
2
.
Note that forX ∼ N (µ, σ2), d(X, e) = ‖ logX‖ < pi almost surely. Therefore∑pi=1 tr TlogXi−
2 = (p− 2) +∑pi=1 ‖ logXi‖ cot ‖ logXi‖2 > 0 almost surely if p > 2. Hence Theorem 4 is ap-
plicable.
5 Experiments
In this section, we present simulation studies (in Section 5.1) as well as an application to
state estimation (in Section 5.2) on the Lie groups SO(2) and SO(3) to demonstrate that the
proposed shrinkage estimator dominates the MLE asymptotically. State estimation in the
context here refers to the estimation of the location and orientation of an object in motion
from noisy measurements.
5.1 Simulation Studies
The setup for the simulation studies is as follows: First we generate µi
iid∼ N (I, τ 2) and
Xi
ind∼ N (µi, σ2) for i = 1, . . . , p. Then, we compute the MLE and the shrinkage estimates
and the loss for these estimates. We repeat the above procedure for m = 10, 000 times and
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obtain the estimated risk for each estimators by averaging their corresponding loss over the
repetitions. We then compare their performance for different values of τ , σ, and p.
For G = SO(2), we compare the four estimators from Corollary 1 and 2
µˆMLEi = Xi
µˆLineari = Xi exp
(
− (p− 2)σ
2
ppi2
logXi
)
µˆQuadi = Xi exp
(
− (p− 2)σ
2
p2pi4
S logXi
)
µˆExpi = Xi exp
(
− S−1 exp
( log 2(p− 2)σ2
2ppi2
S
)
logXi
)
where S =
∑p
i=1 d
2(Xi, I). The results are shown in Figure 1. In this case, the risk of MLE
can be computed analytically
R(µˆMLE, µ) =
p∑
i=1
d2(Xi, µi) = p
(
σ2 − 2piσφ(pi/σ)
Φ(pi/σ)− Φ(−pi/σ)
)
where φ(x) and Φ(x) are the pdf and cumulative distribution function (cdf) of the standard
normal distribution respectively. Note that in Figure 1, we divide all the risks by p for better
visual comparison.
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Figure 1: Average loss incurred by each estimator in the experiment on SO(2).
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Table 1: The PRIAL for the synthetic experiment in SO(2). Note that the PRIAL is averaged
over p.
τ = 0.5 τ = 0.75 τ = 1
Linear Quad Exp Linear Quad Exp Linear Quad Exp
σ = 0.5 4.81% 0.31% 6.95% 4.69% 0.47% 4.44% 4.23% 0.59% 2.91%
σ = 1 17.2% 2.27% 3.47% 15.3% 2.55% 2.77% 12.4% 2.54% 2.01%
σ = 2 56.1% 15.2% 2.32% 46.9% 12.9% 1.81% 35.8% 10.4% 1.43%
It is evident from the Figure 1 that all the three shrinkage estimators outperform the MLE
although each of them behave differently. The improvement of linear and quadratic shrinkage
estimators does not depend on p while the exponential shrinkage estimator improves less
significantly for larger p. The improvement is also more significant when τ is small, which
is concomitant with our expectation since, for small τ , the µi’s are clustered and shrinkage
is beneficial. On the other hand, for large σ, the Xi is not an accurate estimate of µi which
can thus be improved via shrinkage. For numerical comparison, we compute the percentage
reduction in average loss (PRIAL) for each estimator defined by Rˆ(µˆ
MLE,µ)−Rˆ(µˆ,µ)
Rˆ(µˆMLE,µ)
× 100%
reported in Table 1. Note that we averaged the PRIAL over p to make the table more
compact. This table indeed confirms the observations from Figure 1.
For G = SO(3), we compare the following estimators from Corollary 3 and 4
µˆMLEi = Xi
µˆLineari = Xi exp
(
− m
2ppi2
logXi
)
µˆQuadi = Xi exp
(
− m
2p2pi4
S logXi
)
µˆExpi = Xi exp
(
− S−1 exp
( logm
2ppi2
S
)
logXi
)
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where S =
∑p
i=1 d
2(Xi, I) and
m = 2σ2
(
2 +
BM
2
(
1− cot BM
2
))2( p∑
i=1
tr TlogXi − 2
)
= 2σ2
(
2 +
pi
4
(
1− cot pi
4
))2(
p− 2 +
p∑
i=1
‖ logXi‖ cot ‖ logXi‖
2
)
= 8σ2
(
p− 2 +
p∑
i=1
‖ logXi‖ cot ‖ logXi‖
2
)
.
These comparison results are depicted in Figure 2 and summarized in Table 2. As evident,
the behavior of the proposed shrinkage estimators are similar to the case of SO(2).
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Figure 2: Average loss incurred by each estimator in the experiment on SO(3).
5.2 Multi-Object Tracking
We now present an application of shrinkage estimation to multiple robot/object tracking.
Recently, the well-known Unscented Kalman Filter (UKF) was extended to cope with data in
Lie groups, called UKFLG (Brossard et al., 2017; Barrau and Bonnabel, 2018). In Brossard
et al. (2017), the observations/measurements are assumed to follow the model:
y = h(X) + v
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Table 2: The PRIAL for the synthetic experiment in SO(3). Note that the PRIAL is averaged
over p.
τ = 0.5 τ = 0.75 τ = 1
Linear Quad Exp Linear Quad Exp Linear Quad Exp
σ = 0.5 38.1% 7.27% 3.38% 25.8% 9.17% 2.44% 11.0% 8.74% 1.75%
σ = 0.75 63.5% 21.8% 2.88% 37.3% 21.1% 2.33% 7.22% 15.1% 1.71%
σ = 1 71.1% 42.9% 2.69% 41.9% 33.9% 2.14% 8.67% 19.8% 1.58%
where X ∈ G is the underlying state variable taking values in a Lie group G, h : G → Rk
is the observation function, and v ∼ N(v¯, R) is the Gaussian random noise in Rk. For
example, in 2D robot localization, the observation is the location of the monitored robot,
the underlying state variable is assumed to be an element in SE(2), i.e.
X =
 A b
0 1

and the observation function is h(X) = b ∈ R2. At time t, the state propagation from
time t − 1 is given by Xt = Xt−1 exp(ωt) where ωt taking its values in the Lie algebra, g,
of G, contains the parameters characterizing the propagation. In the 2D robot localization
example, Vt is the velocity (angular velocity) measured at time t. The goal is to estimate Xt+1
given Xt, ωt+1 and yt+1. In the 2D robot localization example, with the estimated Xt+1, we
can estimate the true location of the robot since the observed location yt+1 is contaminated
by noise. The algorithm to solve this problem is omitted here and we refer the reader to
Brossard et al. (2017). Their algorithm however is designed to localize a single robot. When
there are multiple robots to be localized, one can apply the UKFLG algorithm to each robot
independently. As seen from the synthetic data experiments presented in Section 5.1, when
simultaneously estimating multiple parameters, shrinking the original estimates proves to be
beneficial. Hence, in this work, we propose to shrink the UKFLG estimates to obtain more
accurate results.
In this case the state space SE(2) is neither compact nor abelian. In order to apply the
proposed shrinkage estimation, we consider a slightly different space SO(2)×R2. Note that
26
SE(2) and SO(2) × R2 are diffeomorphic as differentiable manifolds but not isomorphic as
Lie groups since SE(2) = SO(2) n R2 where n is the semidirect product. Hence, we can
apply the results in Section 3.2 to derive shrinkage estimators.
Figure 3: Two example trajectories; Solid lines represent the ground truth and dashed lines
represent the estimates.
In this experiment, we generated T = 10 independent trajectories (see Figure 3 for
example) with n = 20 observations from each trajectory, ground truth states {{Xij}ni=1}Tj=1,
and noise variance σ2. Then, we applied UKFLG to each trajectory independently and
obtained the estimated states {{Xˆij}ni=1}Tj=1. For each i = 1, . . . , n, the shrinkage estimates
are computed using {Xij}Tj=1. The improvement of the shrinkage estimators is measured
by the PRIAL. With 10, 000 Monte Carlo simulations, the mean square errors (MSE) and
PRIAL values for different σ2 are summarized in Table 3. As evident from these results, it is
clear that the shrinkage estimator dominates the UKFLG in localization of multiple robots.
6 Conclusion
In this work, we generalized Stein’s characterization of normal distributions from Rn to
connected Lie groups, specifically the compact and abelian Lie groups. Based on this re-
sult, we proposed a class of shrinkage estimators for the FM of normal distribution on the
aforementioned Lie groups and proved that this class of shrinkage estimators dominates the
MLE, i.e. having smaller mean squared error than the MLE. Finally, we presented simulation
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Table 3: The PRIAL and the MSE for multiple-robot localization.
UKFLG Linear Quad Exp
MSE MSE PRIAL MSE PRIAL MSE PRIAL
σ2 = 0.01 0.044 0.043 2.29% 0.043 2.06% 0.058 -33.41%
σ2 = 0.05 0.098 0.092 6.24% 0.092 5.73% 0.086 11.67%
σ2 = 0.1 0.138 0.125 9.09% 0.126 8.15% 0.110 19.71%
σ2 = 0.2 0.193 0.171 11.24% 0.174 9.68% 0.150 22.16%
σ2 = 0.5 0.302 0.281 6.93% 0.290 3.98% 0.257 14.88%
studies to demonstrate the superior performance of the proposed shrinkage estimators over
the MLE in estimating the FM of the normal distribution defined on the aforementioned
Lie groups. For applications, we considered the problem of multiple-object tracking and ap-
plied the shrinkage estimator in conjunction with the unscented Kalman filter on Lie Groups
(UKFLG) algorithm yielding much improved object localization estimates over the UKFLG
when used in isolation.
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