The Holstein model has been widely accepted as a model of electrons interacting with the phonons. Analysis of its ground states was accomplished decades ago. However obtained results did not completely take account of the repulsive Coulomb interactions. Recent progress has made it possible to treat such interactions rigorously. In this paper, we study the Holstein-Hubbard mdoel with the repulsive Coulomb interactions. Ground state properties of the model are investigated. Especially, the ground state of the Hamiltonian is proven to be unique for an even number of electrons on bipartite connected lattice. In addition, an infrared bound on the two-point function is given. The effects of the repulsive Coulomb interaction induce several technical difficulties.
Introduction
The subtle interpaly of electrons and phonons induces vaious physical phenomena. For instance, when electrons interact with phonons, the electrons have a tendency to pair. As a result, the ground state of such a system exhibits either superconducting or charge-density-wave order. Another example is high-temperature superconductivity. Since the discovery of it, studies of the coupled electron-phonon systems have become increasingly active. However unanimous mechanism of the origin of high-temperature superconductivity has not been estabilished yet. These examples suggest that the coupled electron-phonon systems have provided a rich field of study so far. In this paper, we rigorously investigate ground state properties of the Holstein-Hubbard model which is a standard model of the electron-phonon interaction.
The importance of uniqueness of ground states for models of single electron interacting with a bose field was recognized through the rigorous studies of the quantum field theory [3, 5, 8, 9] . In particular, Fröhlich's method [5] was applied to a model of oneelectron which is positioned at discrete lattice system and interacts with the phonons of lattice by Löwen [15] . Recently, this method was extended to a two-electron system interacting with the phonons [16] . Remark that the Coulomb repulsion was considered in [16] . Freericks and Lieb invented another crucial approach to show the uniquneness of many-body ground state of an electron-phonon Hamiltonian [4] . Their method relies on the spin-reflection positivity discovered by Lieb [14] . In [14] , Lieb proved the uniqueness of ground states of the Hubbard model of interacting electrons. As a result, the ferrimagnetism in the ground state can be proven. The spin-reflection positivity originated from the quantum field theory [19] and has various applications 2 Model and results
The Holstein-Hubbard model
Let G = (Λ, E) be a graph with vertex set Λ and edge collection E. We suppose that G is embedded in R d . An edge with end-points x and y will be denoted by {x, y}. In this paper, we always assume that {x, x} / ∈ E for any x ∈ Λ, i.e., any loops are excluded. G is called connected if any of its vertices are linked by a path in G. G is called bipartite if Λ admits a partition into two classes such that every edge has its ends in different classes. In this paper, we always assume that the graph G is bipartite.
The Hamiltonian of the Holstein-Hubbard model is given by where c xσ is the electron annihilation operator at vertex x and b x is the phonon annihilation operator at vertex x. These operators satisfy the following relations:
n xσ = c * xσ c xσ is the fermionic number operator at vertex x ∈ Λ. The hopping matrix is described by a real-valued function t(x) on R d such that t(−x) = t(x) and max x |t(x)| < ∞. The electron-electron interaction is governed by a real-valued function U (x) on R d such that max x |U (x)| < ∞ and U (−x) = U (x). g(x) is a strength of electron-phonon interaction which is a real-valued function on R d with g(−x) = g(x) and max x |g(x)| < ∞. The phonons are assumed to be dispersionless with energy ω 0 . H acts in the Hilbert space
E is defined by F e ⊗ F e . F e is the fermionic Fock space over ℓ 2 (Λ) given by F e = ⊕ ∞ n=0 ∧ n ℓ 2 (Λ), where ∧ n ℓ 2 (Λ) is the n-fold anti-symmetric tensor product of ℓ 2 (Λ). P is the bosonic Fock space over ℓ 2 (Λ) defined by P = ⊕ ∞ n=0 ⊗ n s ℓ 2 (Λ), where ⊗ n s ℓ 2 (Λ) is the n-fold symmetric tensor product. By the Kato-Rellich theorem, H is self-adjoint and bounded from below.
M-subspace
Let N e = σ=↑,↓ x∈Λ n xσ , the fermionic number operator. We are interested in the ground state properties of H at half filling. Thus we only consider the following subspace:
H = E |Λ| ⊗ P, E |Λ| = ker(N e − |Λ|). 
holds. ♦ Example 1 (i) A typical example is the on-site interaction 
(ii) x, y ∈ X + ⇒ x, y ≥ 0.
(iii) Let X R be a real subspace of X generated by X + . Then for all x ∈ X R , there exist x + , x − ∈ X + such that x = x + − x − and x + , x − = 0.
A vector x is said to be positive w.r.t.
, where L ∞ (X) is the set of all bounded linear operators in X. If (A − B)X + ⊆ X + , we write this as A ☎ B w.r.t. X + . 1 In particular if A ☎ 0 w.r.t. X + , then we say that A preserves the positivity w.r.t. X + . One of the most useful properties is that if A ☎ B and C ☎ D, then AC ☎ BD holds. ♦ We introduce the effective Coulomb interaction by
In what follows, we assume the following.
(A. 1) For all y ∈ Λ, x∈Λ g(x − y) is independent of y.
(ii) Let us consider a linear chain of 2L atoms with periodic boundary conditions. We denote w i,j the distance from atom i to atom j. Assume w j,j+1 = w for all j. If g(x) is a function of |x|, i.e., g(x) = f (|x|), then (A. 1) is satisfied. Simlarly if Λ has a symmetric structure, like C 60 fullerene, then (A. 1) is fullfiled. ♦ Theorem 2.3 Assume that |Λ| is even. Assume (A. 1). Assume that U eff is positive semidefinite. Then, for all M ∈ {−|Λ|/2, −(|Λ|−1)/2, . . . , |Λ|/2}, there exists a Hilbert cone H M,+ such that e −βH M ☎ 0 w.r.t. H M,+ holds.
Since Λ is bipartite, Λ can be devided into two disjoint sets Λ e and Λ o . Set
where γ(x) = 1 for x ∈ Λ e , γ( (i)P ϕ M = 0 holds, whereP is the orthgonal projection onto ker(S 2 ).
(ii) Let S x+ = c * x↑ c x↓ and S x− = (S x+ ) * . Then
. Thus U eff is positive semidefinite if and only if |g 0 | ≤ 2U 0 /ω 0 . ♦
Uniqueness of ground states
To prove the uniqueness of ground states, we need the following assumption.
Definition 2.5 A function F will be called positive definite, if, for all {ξ x } x∈Λ ∈ C |Λ| \{0},
Definition 2.6 In the following we will write x ≥ 0 w.r.t. X + if x ∈ X + . A vector y ≥ 0 is called strictly positive w.r.t. X + whenever x, y > 0 for all x ∈ X + \{0}. We write this as x > 0 w.r.t. X + .
Let A ∈ L ∞ (X). We write A ✄ 0 w.r.t. X + , if for all x ∈ X + \{0}, it holds that Ax > 0 w.r.t. X + . In this case, we say that A improves the positivity w.r.t. X + . ♦ Theorem 2.7 Assume that |Λ| is even. Assume (A. 1) and (A. 2). Assume that U eff is positive definite. Let H M,+ be the Hilbert cone given by Theorem 2.3. Then one obtains e −βH M ✄0 w.r.t. H M,+ for all β > 0 and M ∈ {−|Λ|/2, −(|Λ|−1)/2, . . . , |Λ|/2}.
Let us introduce the total spin operator by 
Example 4 Consider the case where U (x) = U 0 δ(x) and g(x) = g 0 δ(x). Then U eff (x) is positive definite if and only if |g 0 | < ω 0 U 0 /2. ♦
Infrared bound and its applications

Infrared bound
For each bounded operator A, we define a thermal average by
Let δn x = n x − 1l with n x = n x↑ + n x↓ . For each h = {h x } x∈Λ ∈ C |Λ| , we define
where
We obtain the following infrared bound on the two-point function.
Theorem 2.9 Suppose that |Λ| is even. Assume (A. 1). In addition, assume U eff is positive semidefinite. Then, for each M ∈ {−|Λ|/2, −(|Λ| − 1)/2, . . . , |Λ|/2} and h ∈ C |Λ| , we have
If there is no interaction between electrons and phonons, this type of bound is known [7, 12] . However if we take the interaction into consideration, it is far from trivial whether a bound of this kind is valid or not.
Application to a simple system
We will apply Theorem 2.9 to more concrete problems. We take
Note that our arguments below can be easily extended to general periodic lattices. Let x = (x 1 , . . . , x d ) ∈ Λ. We use the convention that if x j = ℓ, then (x + δ j ) j = −ℓ + 1, where δ j is the unit vector whose j-th component is 1. This means that H M has periodic boundary conditions. To be precise, E is given by E = {{x, y} ∈ Λ 2 | |x − y| = 1} ∪ ∂, where
For simplicity, we take t(x − y) = t if {x, y} ∈ E. For each f ∈ ℓ 1 (Λ), the Fourier transformation of f is defined bŷ
where Λ * is the dual lattice defined by
By Theorem 2.9, we immediately obtain:
Theorem 2.10 Assume that |Λ| is even. Assume (A. 1). Assume that U eff is positive semidefinite in a sense that
Remark 2.11 As β → ∞, we have
where A Λ means the ground state expectation value of A: A Λ = ϕ M , Aϕ M . ♦
Absence of charge long range order
Suppose that there exists C 0 > 0 such that 
)
Example 5 Consider the case where U (x) = U 0 δ(x) and g(x) = g 0 δ(x). Then we can take
Possibility of charge long range order
The two-point function is
In what follows, we assume that the limit
exists. Suppose that U eff is positive semidefinite. In addition, assume thatÛ eff (p) = 0 if and
By applying the arguments in [7] , we obtain Corollary 2.13 Assume (A. 1). Under the above conditions, G β (x) can be expressed as
34)
and ρ(k) is a non-negative function on [−π, π] d satisfying the following inequality
) with B, C > 0, then all assumptions of Corollary 2.13 are satisfied. In general,
Both operators are essentially self-adjoint. We denote their closures by the same symbols. Let
L is essentially antiself-adjoint. We also denote its clousre by the same symbol. Hence e L is a unitary operator. We see that
Let V = (V xy ) be a |Λ| × |Λ| matrix given by
We denote by n σ a family of operators {n xσ } x∈Λ . For notational simplicity, we set
Using the facts that
where N p = x∈Λ b * x b x , one arrives at the following.
where g * = x∈Λ g(x). Then one has
11)
Proof. We note the following:
x,y∈Λ
Thus the formulas immediately follow from (3.3) and (3.4). ✷
Expression of the Hamiltonian in (F
where c x and c * x are the fermionic annihilation-and creation operators on F e , N e is the fermionic number operator given by N e = x∈Λ n x with n x = c * x c x . Thus we have the following:
3.3 The hole-particle transformation
The hole-particle transformation is a unitary operator W on E |Λ| such that
Thus we have
where F e,n = ∧ n ℓ 2 (Λ). In what follow, we put
We have the following.
(iii) WUW * = −U.
Proof. (i) Remark that
By definition of W, we have
Since G is bipartite, γ(x)γ(y) = −1 holds for all {x, y} ∈ E. Thus R.H.S. of (3.25) = {x,y}∈E
Here we used that t(−x) = t(x) and Φ {y,x} = −Φ {x,y} . Thus we have (i). Similarly one
⊗ n x , we see that
Before we proceed, we need some preliminaries. Let h be a complex Hilbert space. We denote the set of all Hilbert-Schmidt class operators on h by
Similarly the right multiplication operator is defined by
It is not so hard to check that
Let ϑ be an involution on F e,M † defined by
where Ω is the Fock vacuum in F e . We define an isometric isomorphism from
Hence we can identify
for any bounded linear operator A on F e,M † .
The Schrödinger representation
Remark the following identification
where Q = R |Λ| and dq = x∈Λ dq x is the |Λ|-dimensional Lebesgue measure on Q. Under this identification, q x and p x can be viewed as multiplication and partial differential operators, respectively. Moreover the phonon energy term can be expressed as
Note the following identifications:
Lemma 3.6 Under the identification (3.39), we have the following.
(i)
Since R(·) is linear and ϑc x ϑ = c x , we have
Here we used that t(−x) = t(x) and Φ {y,x} (q) = −Φ {x,y} (q).
(ii) is immediate. ✷ Corollary 3.7 Under the identification (3.39), we have
and U is given by Lemma 3.6.
Kernel operators
Under the identification (3.
then we say that A has a kernel operator K. We denote the kernel operator of A by A(q, q ′ ) if it exists. Trivially it holds that
In this subsection, we will clarify the kernel operator of exp{−β(−T + H p )}.
In the remainder of this paper, we may assume ω 0 = 1 without loss of generality. Set A = C([0, ∞); Q), the set of all Q-valued continuous functions on [0, ∞). Let (A, B(A), Dα) be the probability space for |Λ|-dimensional Brownian bridge {α(s) | 0 ≤ s ≤ 1} = {{α x (s)} x∈Λ | 0 ≤ s ≤ 1}, i.e., the Gaussian process with covariance A α x (s)α y (t) Dα = δ xy s(1 − t) (3.52) for 0 ≤ s ≤ t ≤ 1 and x, y ∈ Λ. Define, for each q, q ′ ∈ Q,
The conditional Wiener measure dµ q,q ′ ;β is given by
For each ϕ ∈ A, ω(ϕ) indicates a function s → ω(s)(ϕ), the sample path ω(·)(ϕ) associated with ϕ. Let
where the R.H.S. of (3.55) is the strong product integration, see Appendix B. Note that since ω(s)(ϕ) is continuous in s for all ϕ ∈ A, the the R.H.S. of (3.55) exists.
Proposition 3.9 Let
Then e −βK M has a kernel operator given by
Proof. First note that
. By the Trotter-Kato product formula, we have
By the dominated convergence theorem, we conclude (3.57). ✷ 4 Proofs of Theorem 2.3 and Corollary 2.4
Preliminaries
where the direct integral of
Lower bounds for the effective Coulomb interaction
Proposition 4.2 One has the following.
(ii) If U eff is positive definite, then there exists a U 0 > 0 such that
Proof. (i) Let M = (M xy ) be a |Λ| × |Λ| matrix defined by M xy = U eff (x − y). By the assumption, M is positive semidefinite. Thus there exists an orthogonal matrix P such that M = PDP T , where D = diag(λ x ) is a diagonal matrix with λ x ≥ 0. Set n = (n x − 1 2 ) x∈Λ and setñ = P T n. Writingñ = (ñ x ) x∈Λ , we have
Clearly the right hand side of (4.6) is positive w.r.t. L 2 (F e,M † ) + .
(ii) By the assumption, M is positive definite. Thus the lowest eigenvalue of M is strictly positive: U 0 := min x λ x > 0. Thus by (4.6), one sees 
Proof of Corollary 2.4
Let J be a conjugation defined by (JΨ)(q) = Ψ * (q) for each Ψ ∈ L 2 (F e,M † ) ⊗ L 2 (Q). Since e −βH M preserves the positivity w.r.t. C M , H M commutes with J. Let λ be an eigenvalue of H M and let Ψ be a corresponding eigenvector. Put Ψ R = (Ψ + JΨ)/2 and Ψ I = (Ψ − JΨ)/2i. Then Ψ R (q) and Ψ I (q) are self-adjoint for a.e. q. In addition, they are eigenvectors of H M with the associated eigenvalue λ. Let ψ M be a ground state of H M . ψ M can then be written as ψ M = ⊕ Q ψ M (q)dq under the identification (3.39). Without loss of generality, we may assume that ψ M (q) is self-adjoint for a.e. q. Let ψ M,+ (q) (resp. ψ M,− (q)) be the positive (resp. negative) part of ψ M (q). Hence it holds that ψ M = ψ M,+ − ψ M,− , ψ M,± ∈ C M and ψ M,+ , ψ M,− = 0. By Proposition 4.3, we have
where |ψ M | = ψ M,+ + ψ M,− . This means |ψ M | is a ground state of H M as well. By using the notation in Subsection 5.1, we can express |ψ M | as
Since ψ M is a non-zero vector, |ψ M | is non-zero as well. Thus there exists an X 0 ∈ ∧ M † Λ such that |ψ M | X 0 X 0 (q) = 0. Observe that S 2 tot |e X 0 e X 0 | = 0. From this it follows P S=0 ψ M = 0, where P S=0 is the orthgonal projection onto ker[S 2 tot ]. By using the fact that W * S 2 tot W =S 2 , we obtain (i). 
Preliminaries
Let G = (Λ, E) be a connected graph. For each 0 ≤ n ≤ |Λ|, we set
Let S n be the permutation group on the set {1, . . . , n}. For (x 1 , . . . , x n ), (y 1 , . . . , y n ) ∈ Λ (n) , if there exists a σ ∈ S n such that (x σ(1) , . . . , x σ(n) ) = (y 1 , . . . , y n ), then we denote (x 1 , . . . , x n ) ∼ (y 1 , . . . , y n ). The binary relation "∼" on Λ (n) is an equivalence relation. We denote by ∧ n Λ the quotient set Λ (n) \ ∼. For notational simplicity, let (x 1 , . . . , x n ) denote the equivalence class [(x 1 , . . . , x n )] as well, if no confusion occurs. We say that X = (x 1 , . . . , x n ), Y = (y 1 , . . . , y n ) ∈ ∧ n Λ are neighbors if there exists a unique j such that x j and y j are neighbors in G and x i = y i holds for all i ∈ {1, . . . , n}\{j}. Now we define the fermionic graph by
2)
with ∧ 0 G = (∅, ∅), the empty graph, and
The following proposition is often useful.
Proposition 5.1 If G is connected, then ∧ n G is connected for all 0 < n < |Λ|.
Proof. See, e.g., [4, 17] . ✷ A path in ∧ n G is a graph P = (v, e) ⊆ ∧ n G with v = {X 1 , . . . , X N } and e = {{X 1 , X 2 }, {X 2 , X 3 }, . . . , {X N −1 , X N }}, where all X j are distinct. In this paper, the path P is simply denoted by P = X 1 X 2 · · · X N . The number N − 1 is called the length of the path P and denoted by |P |. For each X, Y ∈ ∧ n Λ, we denote the set of all paths from X to Y by P (n) XY . For each L ∈ N, we set
Clearly it holds that P (n)
. Let e x (y) = δ(x − y). Then {e x | x ∈ Λ} is a complete orthonormal system(CONS) of ℓ 2 (Λ). For each X = (x 1 , . . . , x n ) ∈ ∧ n Λ, we define
Positivity improving semigroup
Our main purpose in this section is to show the following: As a corollary, we obtain the following result by Theorem A.2.
Corollary 5.3
Assume that U eff is positive definite. Let E M be the ground state energy, i.e., the lowest eigenvalue of H M . For each M † ∈ {−|Λ|/2, −(|Λ|−1)/2, . . . , |Λ|/2}, E M is nondegenerate and the corresponding eigenvector is strictly positive w.r.t. C M .
Next we will explain how to prove Theorem 5.2.
Proposition 5.4 Let U 0 be the strictly positve constant given by Proposition 4.2. Let
We define a new Hamiltonian H
M by
If e −βH 
dt n and D 0,β = e −βK M . In Subsection 5.3, we will prove the following:
Theorem 5.5 (Ergodicity) {D n,β } n∈N 0 is ergodic in a sense that, for each ϕ, ψ ∈ C M \{0}, there are β > 0 and n ∈ N 0 such that ϕ, D n,β ψ > 0.
Assuming Theorem 5.5, we can prove Theorem 5.2.
Proof of Theorem 5.2 given Theorem 5.5
Basic idea comes from [5, 17] . Note that since e βT ☎ 0, U 0 ☎ 0 w.r.t. C M , we see D n,β ☎ 0 w.r.t. C M . Thus for each n ∈ N 0 , one has e −βH 
Proof of Theorem 5.5
To prove Theorem 5.2, it suffices to show Theorem 5.5.
Proposition 5.6 Let
Suppose that {C n,β } is ergodic in a sense that for each ϕ, ψ ∈ C M \{0}, there are β > 0 and n ∈ N 0 such that ϕ, C n,β ψ > 0. Then {D n,β } is ergodic.
Proof. Put N (n) = nM † + (n − 1). It suffices to show that {D N (n),β } n,β is ergodic. Let
By (5.10), it holds that
Notice that
In particular, C n,β ☎ 0 w.r.t. C M for all n ∈ N 0 and β ≥ 0. Since {C n,β } is ergodic, for each ϕ, ψ ∈ C M \{0}, there are β > 0 and n ∈ N 0 such that ϕ, C n,β ψ > 0. Let
This means that {D N (n),β } n,β is ergodic. ✷ Henceforth, we may assume
without loss of generality.
We introduce the following notation: A j := A 1 A 2 · · · A n , the ordered product. Putβ = β/(n − 1). The kernel operator of C n,β satisfies the following operator inequality :
Thus by Lemma 5.7, we have
We can express as
Since ψ ≥ 0, ϕ ≥ 0 w.r.t. C M , one has e X , ψ(q)e X F e,M † ≥ 0 and e X , ϕ(q)e X F e,M † ≥ 0 for all X ∈ ∧ M † Λ which imply ψ XX (q) ≥ 0 and ϕ XX (q) ≥ 0 for all X ∈ ∧ M † Λ and a.e. q. Especially since both ψ and ϕ are non-zero, there exist X, Y ∈ ∧ M † Λ and S X , S Y ⊆ Q with non-vanishing Lebesgue measures such that ψ XX (q) > 0 on S X and ϕ Y Y (q) > 0 on S Y . Then one obtains the following:
Proof. By (5.23), we have
To show that {C n,β } is ergodic, it suffices to find some n and β such that the R.H.S. of (5.25) is strictly positive.
Before we proceed, we need some preparations. Set a z = a z ({x, y})
Clearly Y is a set of Lebesgue measure 0.
Lemma 5.10 Let
For all β > 0 and (q, q ′ ) ∈ Y c , the complement of Y, we have µ q,q ′ ;β (W q,q ′ ) > 0.
Proof. It suffices to show W q,q ′ Dα > 0 for all (q, q ′ ) ∈ Y c . Note that we can write
. We observe that, by (3.52) and (3.53),
Thus, for all (q, q ′ ) ∈ Y c and {x, y} ∈ E, it holds that
Assume that W q,q ′ Dα = 0 for some (q, q ′ ) ∈ Y c . Thus, by the dominated convergence theorem, we have
for some {x, y} ∈ E. This contradicts (5.30). ✷
Proof. Note that, by Appendix C, we can write {x, y} ∈ E and ϕ ∈ W q,q ′ . To see this, we just remark that, if {x, y} ∈ E,
Then there exists a unique j such that {x j , y j } ∈ E and x i = y i holds for all i = j. By (5.33), it holds that
(5.36)
Thus if ϕ ∈ W q,q ′ and {X, Y } ∈ ∧ M † E, we have, by STEP 1,
On the other hand, if {X, Y } / ∈ E or ϕ / ∈ W q,q ′ , the L.H.S. of (5.37) vanishes. ✷ Proposition 5.12 (Connectivity) Let P ∈ P
We have
The error term O(β L+1 ) is uniform in ϕ j , i.e., O(β L+1 ) ≤ Cβ L+1 , where C is independent of ϕ j . To see this, we observe that
by Theorem B.1. Here we used the fact that E X j E Y j = 0. By Lemma 5.11, we have
By combining this and (5.40), we obtain the desired result. ✷
Completion of proof of Theorem 2.7
By Propositon 5.1, we can take n ∈ N such that P (ii) immediately follows from (i) and Corollary 2.4.
Because H M commutes with S 2 tot and because the ground state of H M is unique, we immediately obtain (iii).
By an argument similar to (4.13), we have
Since ψ M is strictly positive and L(c x c * y )R((c x c * y ) * ) ☎ 0 w.r.t. C M , we conclude (iv). ✷ 6 Proof of Theorem 2.9
Gaussian domination
For each h = {h x } x∈Λ ∈ R |Λ| , let
2 ) and T ±g,σ is given by (3.10). We introduce a new Hamiltonian by
Note that
The main purpose in this subsection is to show the following.
To see this, we need some preliminaries.
Auxiliary lemmas
LetT =T +g,↑ +T −g,↓ . Under the identification (3.39), we havẽ
Let us introduce the following notation:
Then, puttingβ = β/n, one has
Proof. By the Trotter-Kato product formula, we have
(6.12) By (6.11), the kernel operator of I n,β,ε is obtained by the following observation:
. (6.14)
Finally applying the following identity
we obtain the assertion in the lemma. ✷ Lemma 6.3 One has 
that Θc x Θ = c x , we have ΘT −g (ω(s))Θ =T +g (ω(s)) and Θn x Θ = n x . Thus it holds that Theorem 6.5 Let δ n x = n x↑ − n x↓ . For all h ∈ C |Λ| , one has δ n, U eff h * , δ n, U eff h 22) where δ n, U eff h = x,y∈Λ U eff (x − y)δ n x h y .
Proof. Let λ ∈ R. We note 
A Hilbert cones and its related operator inequalities
Let X be a complex Hilbert space and X + be a Hilbert cone in X.
Proposition A.1 Let A, B be self-adjoint positive operators on X. Suppose that (i) e −βA ☎ 0 w.r.t. X + for all β ≥ 0;
(ii) A ☎ B w.r.t. X + .
(iii) C = A − B is bounded.
Then we have e −βB ☎ e −βA w.r.t. X + for all β ≥ 0. The following theorem will play an important role.
Theorem A.2 (Perron-Frobenius-Faris) Let A be a positive self-adjoint operator on X. Suppose that 0 ✂ e −tA w.r.t. X + for all t ≥ 0 and inf spec(A) is an eigenvalue. Let P A be the orthogonal projection onto the closed subspace spanned by eigenvectors associated with inf spec(A). Then the following are equivalent: (i) dim ranP A = 1 and P A ✄ 0 w.r.t. X + .
(ii) 0 ✁ e −tA w.r.t. X + for all t > 0.
(iii) For each x, y ∈ X + \{0}, there exists a t > 0 such that x, e −tA y > 0.
Proof. See, e.g., [3, 16, 20] . ✷
B Strong product integration
Let C n×n be the space of n × n matrices with complex entries. Let A(·) : [0, a] → C n×n be continuous. Let P = {s 0 , s 1 , . . . , s n } be a partition of [0, a] and µ(P ) = max j {s j − s j−1 }. The strong product integration of A is defined by Note that the limit is independent of any partition P . 
