Mixtures of coalesced generalized hyperbolic distributions (GHDs) are developed by merging the existing finite mixtures of generalized hyperbolic distributions with a novel mixture of multiple scaled generalized hyperbolic distributions (MSGHDs). Our mixture of coalesced GHDs are a special case of a more general mixture of mixtures, specifically they share model parameters and have a common mode. Herein we detail the development of the mixtures of MSGHDs who arise via the implementation of a multi-dimensional weight function, and derive the density of our coalesced distribution. A parameter estimation scheme is developed using the ever-expanding class of MM algorithms and the Bayesian information criterion (BIC) is used for model selection. We use our mixture of coalesced GHDs for clustering and compare them to finite mixtures of skew-t distributions using simulated and real data sets.
Introduction
The distribution of a random variable X ∈ R p is said to be a normal variance-mean mixture (or a Gaussian scaled mixture) if its density can be written
where φ p (x | µ + wα, √ wΣ) is the density of a p-dimensional Gaussian distribution with mean µ + wα and covariance matrix √ wΣ, and f W (w | θ), the probability density function of a univariate random variable W > 0, is a weight function (c.f. Barndorff-Nielsen et al., 1982 , Gneiting, 1997 . The weight function is free to take on many forms, for example, f W (w | θ) could be the density of a random variable from a Gamma distribution, exponential distribution or generalized inverse Gaussian (GIG) distribution (see Barndorff-Nielsen and Halgreen, 1977 , Jørgensen, 1982 , Barndorff-Nielsen, 1997 , Karlis, 2002 , for example). Therefore, depending on the choice of f W (w | θ), evaluating the integral in (1) can lead to a number of distinct representations for several non-Gaussian multivariate density functions (see Barndorff-Nielsen and Halgreen, 1977 , Barndorff-Nielsen, 1978 , Kotz et al., 2001 , Kotz and Nadarajah, 2004 , McNeil et al., 2005 . The recognition that a random variable X from some non-Gaussian distribution is a normal variance-mean mixture is advantageous when using finite mixture models for clustering, i.e., when preforming model-based clustering (see McLachlan and Peel, 1998 , Karlis and Santourian, 2009 , Andrews and McNicholas, 2011 , Murray et al., 2013a b, McNicholas et al., 2013 , Tortora et al., 2013 . Specifically, we find that via the expectation-maximization (EM) algorithm mathematical tractability is gained for a number of non-Gaussian models whose parameters would otherwise have no closed-form solutions (a point we will return to in Section 3.3).
In Forbes and Wraith (2013) the authors show that a multi-dimensional weight variable, ∆ w = diag (w 1 , . . . , w p ), can be implemented into the normal variance-mean mixtures density via the eigen-decomposition of the positive-definite, symmetric matrix Σ in (1). Recall that the eigen-decomposition of Σ is given by Σ = ΓΦΓ , where Γ is a p × p matrix of eigenvectors and Φ is a p × p diagonal matrix containing the eigenvalues of Σ. Formally, by allowing Σ = ΓΦΓ the density of X in (1) can now be written 
where f W (w 1 , . . . , w p | θ) = f W (w 1 | θ 1 ) × · · · × f W (w p | θ p ) is a p-variate density function such that each weight is independent and φ p (x | µ + ∆ w α, Γ∆ w ΦΓ ) is the density of the multivariate Gaussian distribution with mean µ + ∆ w α and covariance matrix Γ∆ w ΦΓ . The density given in (2) adds flexibility to the normal variance-mean mixtures density because, for each dimension p, the parameters θ 1 , . . . , θ p are now able to vary.
Herein we focus on the development of a generalized hyperbolic distribution whose density is derived from (2). Our novel multiple scaled generalized hyperbolic distribution (MSGHDs) will be used to create a new finite mixture model for model-based clustering capable of parameterizing skewness, location, scale and, in addition, can account for the concentration of the density in each dimension p. Furthermore, in addition to developing the mixtures of MSGHDs, we also propose to merge the existing mixtures of generalized hyperbolic distributions with our mixtures of MSGHDs. We call this merged model a mixture of coalesced generalized hyperbolic distributions (MCGHDs) as it contains both the multiple scaled and original representations of the GHDs as special cases.
2
The paper has the following structure. In Section 2 a thorough literature review is given. Specifically, we formally express the density of a finite mixture model and discuss their use in cluster analysis (Section 2.1), we review the work of Forbes and Wraith (2013) and define multiple scaled distributions (Section 2.2), and we give details on the generalized inverse Gaussian and existing mixtures of generalized hyperbolic distributions (Section 2.3). In Section 3 our methodology is presented. First, we derive a multiple scaled generalized hyperbolic distribution (Section 3.1), following this we formally define the MCGHDs (Section 3.2), give explicit details concerning our parameter estimation procedure (Section 3.3), and discuss identifiability issues and model selection (Section 3.4). In Section 4 we demonstrate and compare our model to the multivariate skew-t approaches of Lee and McLachlan (2013b) using multiple simulated and real data sets. Finally, in Section 5, this paper concludes with a summary and discussion of future work.
Background

Finte Mixture Models
Finite mixture models assume that a population is a convex combination of a finite number of densities. They are often utilized as either a semi-parametric alternative to nonparametric density estimation techniques (see Titterington et al., 1985 , McLachlan and Peel, 2000 , Escobar and West, 1995 or for model-based clustering and classification (see Basford, 1988, Fraley and , for example). Formally, a random vector X follows a (parametric) finite mixture distribution if, for all x ⊂ X, its density can be written
where π g > 0, such that G g=1 π g = 1, is the gth mixing proportion, f g (x | θ g ) is the gth component density, and ϑ = (π, θ 1 , . . . , θ G ) is the vector of parameters, with π = (π 1 , . . . , π G ).
For model-based clustering and classification applications the most popular finite mixture model assumes the component densities are multivariate Gaussian (see Celeux and Govaert, 1995 , Fraley and Raftery, 2002 , McLachlan et al., 2003 , Bouveyron et al., 2007 , McNicholas and Murphy, 2008 , Baek et al., 2010 , Montanari and Viroli, 2011 , Bouveyron and Brunet-Saumard, 2013 , for example). However, over the past few years a movement toward developing non-Gaussian finite mixtures for clustering and classification has gained momentum; resulting in an increase in available methods (see Lin, 2009; , Browne et al., 2012 , Lee and McLachlan, 2011 , Vrbik and McNicholas, 2012 2014, among others) .
In the context of the methodology developed herein, some previous work deserves particular mention. Browne and McNicholas (2013a) Forbes and Wraith (2013) discuss the development of four multiple scaled distributions. Specifically, they derive multivariate representations of a Pearson type VII distribution (see, e.g. Johnson et al., 1994, vol. 2 chap. 28) , the so-called multivariate K model (Eltoft et al., 2006) , a multivariate normal inverse Gaussian distribution (Karlis and Santourian, 2009 ) and a standard multivariate-t representation.
Multiple Scaled Distributions
The standard multivariate-t density arises by setting α = 0 and
is the density of a univariate Gamma distribution. Formally, (1) becomes
where φ p (x | µ, Σ/w) is the density of a p-dimensional multivariate Gaussian distribution with mean µ and covariance matrix Σ/w,
is defined for (10), ν are the degrees of freedom and t p (x | µ, Σ, ν) is now the density of the standard multivariate-t distribution. Multiple scaled distributions are characterized by the implementation of a multivariate weight function, f W (w 1 , . . . , w p | θ). As discussed in Section 1, by letting Σ = ΓΦΓ it follows from (2) that the density given in (4) can be written
where φ p (x | µ, ΓΦ∆ w Γ ) is the density of a multivariate Gaussian distribution with mean µ and covariance matrix ΓΦ∆ w Γ , ∆ w = diag w −1 1 , . . . , w −1 p and the weight function
is now a p-variate gamma density, where g j (w j | ν j /2, ν j /2) is previously defined. Note that the scaled Gaus-sian density in (5) can be written
where
is the density of an univariate Gaussian distribution with mean 0 and variance
is the jth element of Γ (x − µ) and a j the jth diagonal element of the matrix Φ, i.e., the jth eigenvalue. It follows that (5) can be written
is defined for (6) and g (w j | ν j , ν j ) is the p-variate Gamma density defined for (5).
Solving the integral in (7) gives
where Γ(x) is the Gamma function, a j is the jth eigenvalue, Γ is a matrix of eigenvectors, µ a location parameter and [Γ j (x−µ j )] 2 /a j can be regarded as the Mahalanobis distance between x and µ. We refer to (8) as the density of a multiple scaled multivariate-t distribution.
The main difference between the traditional multivariate-t density given in (4) and the multiple scaled multivariate-t density given in (8) is that the degrees of freedom can now be parameterized separately in each dimension p. Therefore, unlike the standard multivariate-t distribution, the multiple scaled representation can account for differences in tail weight in every dimension (c.f. Forbes and Wraith, 2013) .
Mixtures of Generalized Hyperbolic Distribution
A generalized hyperbolic distribution arises from a normal variance mean-mixture when the weight function, f W (w | θ), is the density of a generalized inverse Gaussian distribution (GIG). Formally, the density of the GIG distribution is given by
where ψ, χ ∈ R + are concentration parameters, λ ∈ R is an index parameter, and K λ is the modified Bessel function of the third kind with index λ. The density of a random variable X ∈ R p from a generalized hyperbolic distribution is
is the squared Mahalanobis distance between x and location parameter µ ∈ R p , α ∈ R p is a skewness parameter, Σ is a p × p scale matrix, and K λ , ψ, χ and λ are defined for (9) (McNeil et al., 2005) . Browne and McNicholas (2013a) show that a more fruitful representation of the generalized inverse Gaussian density is found by setting η = χ/ψ. Formally, this gives
where η > 0 is a scale parameter, ω > 0 is a concentration parameter, and λ is an index parameter. The GIG distribution has a number of attractive properties (see Jørgensen, 1982 , for details). For our purposes the most appealing are its expected values:
N (µ + wα, wΣ) it follows that the random variable X can be generated via the relationship
where V N (0, Σ) and W GIG (ψ, χ, λ), i.e., W is distributed generalized inverse Gaussian with density given in (9) (see Kotz et al., 2001 , for example). To ensure identifiability the density given in (10) requires the constraint |Σ| = 1 however, because this would be detrimental to model-based clustering and classification applications, Browne and McNicholas (2013a) instead use the stochastic relationship in (13) to set the scale parameter η = 1. Formally, they show that
where β = ηα, V is defined for (13), and
, W is distributed GIG with density given in (11).
Under this parametrization, the density of the generalized hyperbolic distribution is
where β , ω and λ are defined as before, and µ and Σ are, respectively, parameters controlling location and scale. It follows that the density of a finite mixture of generalized hyperbolic distributions is given by
) is the density of the generalized hyperbolic distribution given in (15) and π g are the mixing proportions. There a number of special and limiting cases that can be derived from the generalized hyperbolic density in (10) (see McNeil et al., 2005 , for example). Notably, if λ > 0 and χ → 0 the variance-gamma distribution is obtained (c.f. Barndorff-Nielsen, 1978) , if λ = 1, ψ = 2 and χ → 0 the multivariate asymmetric Laplace distribution is obtained (Kotz et al., 2001) , and if λ = ν/2, χ = ν and ψ → 0 a representation of the multivariate skew-t distribution is obtained. It is also possible to derive representations of the inverse Gaussian distribution, multivariate normal-inverse Gaussian distribution, and multivariate-t distribution.
Methodology
Multiple Scaled Generalized Hyperbolic Distributions
To extend the generalized hyperbolic distribution to its multiple scaled version we first note that the relationship given in (14) can be transformed given the introduction of the eigendecomposition and multi-dimensional weight variable. Specifically, we can write that a random variable X from a multiple scaled generalized hyperbolic distribution can be generated via the relationship
where V N (0, ∆ w Φ) and ∆ w = diag (w 1 , . . . , w p ). Therefore, it follows that X | W = w N (Γµ + Γ∆ w α, ∆ w Φ) and that the density of X can be written
is the density of a multivariate Gaussian distribution with mean 0 and covariance ∆ w Φ, and h W (w 1 , . . . , w p | ω, η, λ) is now the density of a pdimensional generalized inverse Gaussian distribution. Therefore, following the derivations that lead to (8), we find that the density of a random variable X from a multiple scaled generalized hyperbolic distributions is given by
where µ is a location parameter, β represents the skewness in each dimension, Γ is a p × p matrix of eigenvectors, Φ j is the jth eigenvalue, ω j controls the concentration, and λ j is an index parameter. In Figure 2 we give contour plots of some of the shapes obtained using this density function. For each plot we set µ = (0, 0) and vary Σ = ΓΦΓ , β, ω and λ. The multiple scaled generalized hyperbolic distribution can be advantageous when used for cluster analysis or, more generally, when used in a classification context. Herein, we consider finite mixtures of MSGHDs which assume that each cluster follows a multiple scaled generalized hyperbolic distribution. Therefore, the density of a finite mixture of multiple scaled generalized hyperbolic distribution is given by
where π g are the mixing proportions and f x | µ g , Γ g , Φ g , β g , ω g , λ g is the density given in (19).
A Coalesced Generalized Hyperbolic Distribution
The generalized hyperbolic distribution does not exist as a special case of multiple scaled generalized hyperbolic distribution under any parameterization. So, we propose to account for the fit of both mixtures by considering a random variable R which follows a mixture of MSGHDs and rotated GHDs. Formally, the random variable R is given by
where Bernoulli (ρ, n = 1), S MSGHD (µ, Γ, Φ, β, ω, λ) and Y GHD (µ, Σ, β, ω 0 , λ 0 ). Note that we use the notation S MSGHD (µ, Γ, , Φ, β, ω, λ) to mean that S is distributed multiple scale generalized hyperbolic and Y GHD (µ, Σ, β, ω 0 , λ 0 ) is distributed generalized hyperbolic. Now, to simplify parameter estimation, we transform the variable Y such that X = ΓY, and write that
where (14) . It follows that S = Γµ + Γβ∆ w + ΓA, where ΓA N p (0, Γ∆ w ΦΓ) and the density of R can be written
where f (r | µ, Σ, β, ω 0 , λ 0 ) is the density of a generalized hyperbolic random variable given in (15), f (r | µ, Γ, Φ, β, ω, λ) is the density of the multiple scaled generalized hyperbolic random variable given in (19), and ∈ [0, 1] is an inner mixing proportion. Note: if = 1 a generalized hyperbolic distribution is obtained and if = 0 a multiple scaled generalized hyperbolic distributions is obtained. Furthermore, the parameters µ, β, Γ, Φ, and therefore Σ, are the same for both densities, while the concentration and index parameters: ω 0 and λ 0 are univariate values unique to the generalized hyperbolic distribution and the p-dimensional concentration and index parameters: ω and λ are unique to the multiple scaled generalized hyperbolic distribution.
Parameter estimation
From (22) it follows that a finite mixture of coalesced generalized hyperbolic distributions (MCGHDs) will have density
where π g are the mixing proportions and
, λ 0g , g is the density of a random variable following the coalesced generalized hyperbolic distribution (see Section 3.2).
To estimate the parameters of the mixture of coalesced generalized hyperbolic distributions we use the expectation-maximization (EM) algorithm (Dempster et al., 1977) . The EM algorithm belongs to a larger class of algorithms known as MM algorithms (Ortega and Rheinboldt, 1970) and is well-suited for problems involving missing data. 'MM' stands for 'minorize-maximize' or 'majorize-minimize,' depending on the purpose of the algorithm; in the EM context the minorizing function is the expected value of the complete-data loglikelihood. The EM algorithm iterates between two steps, an E-step and a M-step. On each E-step the expected value(s) of the complete-data log-likelihood, Q, are calculated, and on each M-step, the maximum likelihood estimates of the model parameters are computed.
For our MCGHDs there are four sources of missing data: the latent w 0ig , the multidimensional weight variable ∆ wig , and the group component indicator labels z i = (z i1 , . . . , z iG ) and inner component labels u i = (u i1 , . . . , u iG ), which we introduce. Specifically, for each observation i, we define z i = (z i1 , . . . , z iG ), such that z ig = 1 if observation i is in group g and z ig = 0 otherwise and we define u i = (u i1 , . . . , u iG ) such that u ig = 1 if observation i in group g is from the generalized hyperbolic distribution and u ig = 0 if observation i in group g is from the multiple scaled generalized hyperbolic distribution. It follows that the complete-data log-likelihood for the MCGHDs is given by
is the density of p-dimensional Gaussian distribution and h(w | ω, η, λ) is the density of the GIG distribution given in (11).
On the E-step the expected value of the complete-data log-likelihood is computed. The expected value of the complete-data log-likelihood is given by
whereẑ ig andû ig are the conditional expected values of z ig and u ig given bŷ
is the density of the generalized hyperbolic distribution given in (15) and 
The diagonal of the multidimensional p×p weight variables ∆ wig , ∆ −1 wig , and log ∆ wig are replaced by the expected values: E 1ig = diag(E 1i1g , . . . , E 1ipg ), E 2ig = diag(E 2i1g , . . . , E 2ipg ), and E 3ig = diag(E 3i1g , . . . , E 3ipg ) where
and
jg and e ijg = ω g + (
On the M-step, we maximize the expected value of the complete-data log-likelihood given in (25) subject to the model parameters. Specifically, the updates for the mixing proportions and inner mixing proportions are given bŷ
the location parameter µ g and skewness parameter β g are replaced witĥ
, and the matrix of eigenvalues Φ g is updated usinĝ
Finally, to update the component eigenvector matrices Γ g we employ an optimization routine that uses two simpler majorization-minimization (MM) algorithms (c.f. Hunter and Lange, 2000; 2004) . Our optimization routine makes use of the convexity of the objective function in (34), providing a computationally stable algorithm for estimating Γ g . Specifically, we follow Kiers (2002) and Browne and McNicholas (2014) and use the surrogate function
where C is a constant that does not depend on Γ g and the matrices F (t)
r , for r = 1, 2, are subsequently defined in (35) and (36) (c.f. Browne and McNicholas, 2014) .
Formally, we wish to minimize the objective function
with respect to Γ g , where s i is previously defined. Therefore, on each M -step, we calculate either
or
where ω i1 is the largest eigenvalue of the matrixẑ igûig x x and α i1 is the largest eigenvalue ofẑ ig (1 −û ig )x i x i . Following this, we compute the singular value decomposition of F r given by F r = PBR , where P and R are orthonormal and B is a diagonal matrix containing the singular values of F r . It follows that our estimate of Γ g is given bŷ
The p-dimensional concentration parameter ω g and index parameter λ g are estimated by maximizing the following function:
Specifically, we find that
The univariate parameters ω g and λ g are estimated by maximizing function
).
The conditional maximization updates are:
Our EM algorithm is iterated until the convergence, i.e., when the difference between the asymptotic log-likelihood l (t+1) ∞ and the likelihood value on iteration (t), l (t) , are less than some small value ). An iteration of our algorithm requires both one E-step and one M-step. At convergence we use Bayes' theorem to compute the a posteriori probably that each unit belongs to a cluster.
Identifiability and model selection
To choose the number of components G we use the Bayesian information criterion (BIC; Schwarz, 1978) . The BIC is defined as BIC = 2l(x |θ) − ρ log n, where l(x |θ) is the maximized log-likelihood,θ is the vector of parameters that maximize the log-likelihood, ρ is the number of free parameters, and n is the number of units. Arguments supporting the use of the BIC for model selection in this context are given by Campbell et al. (1997) and Dasgupta and Raftery (1998) . Furthermore, to guarantee that our best fitting mixture is identifiable we sort the eigenvalues in a decreasing order on the last iteration of each EM step.
Illustrations
We use both simulated and real data sets to assess the speed and classification ability of the MCGHDs. Recently, several mixtures of skewed distributions have been proposed for model-based clustering and classification. Lee and Mclachlan (2013; compare these methods using real data sets and find that, in general, the mixtures of unrestricted skewt distributions (uMST) out-perform mixtures of restricted skew-t, skew-normal and other skewed distributions (see Lin, 2010, Lee and McLachlan, 2011; . Based on these results we choose to compare our MCGHDs to the finite mixture of uMST (FM-uMST). Note: the FM-uMST are available in the R package (R Development Core Team, 2013) package EMMIXuskew (Lee and McLachlan, 2013a) .
To quantify class agreement for our MCGHDs and the FM-uMST we use the adjusted Rand index (ARI) (Hubert and Arabie, 1985) . The ARI corrects the Rand index (Rand, 1971) for chance, yielding an expected value of 0 under random classification. Steinley (2004) gives guidelines for interpreting ARI values, the ARI is equal to one when there is perfect class agreement.
Efficiency
Our first experiment was designed to compute the computational time of our algorithm. We used the Colon data set from the R package plsgenomics (Boulesteix et al., 2011) which contains 62 tissues (40 tumour tissues and 22 normal tissues) with 2000 genes each. We fitted one-and two-component MCGHDs, using only the tumour tissues when G = 1, and selected subsets of the Colon data with p = 2, 5, 10, 25, 50, 100 dimensions. Figure 1 shows the elapsed time in seconds for 100 iterations of our EM algorithm for each dimension, p. The measurements are the mean elapsed time for 25 replications of the algorithm. In each panel the red line represents the case when G = 1 and the blue line represents the case when G = 2. Panel 1 of Figure 1 shows that the average elapsed time for the MCGHDs increases linearly with the number of variable. Specifically, when G = 2 components and p = 100 variables the average elapsed time for our EM algorithm to preform 100 iterations is 50 seconds. On the other hand, we find that the FM-uMST (Panel 2 of Figure 1) can not be fitted for p > 10 variables because the elapsed time increases exponentially with the number of variables. Furthermore, for the FM-uMST, when p = 10 and G = 2, one hundred EM iterations required more than 9 hours, when p = 5 dimensions the elapsed time using FM-uMST is 610.038 seconds for G = 1 and 1046.463 seconds for G = 2, and when p = 2 variables the average elapsed time is 4.882 seconds and 14.926 seconds for G = 1 and G = 2, respectively. 
Real data analysis
We use several real data sets from the model-based clustering literature to assess and compare the classification ability of the MCGHDs and FM-uMST (see Table 1 ). Both the MCGHDs and FM-uMST were fitted to each data set for G = 2, . . . , 5 components and the best fitting mixture was chosen using the BIC (see Subsection 3.4). Note: for the HSCT data set we only fitted G = 4 component mixtures, following Lee and McLachlan (2013b) . Furthermore, results may differ from Lee and McLachlan (2013a) because we scaled each data set and use k-means clustering results to initialize the algorithms.
The performance of the two approaches are summarized in Table 2 . When the BIC selects the wrong number of components we use the term ARI* to designate the ARI value for the mixture model with the right number of components. For every data set the BIC always selects a MCGHDs with the correct number of components, which is not the case for the FM-uMST. Specifically, for the Swiss banknote and AIS 3D data sets the MCGHDs out performs the chosen FM-uMST result, but not the result obtained when we give the FM-uMST the benefit of knowing the correct number of groups. Interestingly, when fit to the coffee data set, which has the smallest ratio between number of units, 43, and number of variables, 14, we find that the FM-uMST can not be fitted to these data whereas the best-fitting MCGHDs returns an ARI of 1.
Simulation study
We designed a simulation study to assess the classification ability of our MCGHDs and the FM-uMST on data generated from 5 different distributions. Specifically, we gener- ated 40 data sets: 8 such that
), and 8 such that x i MSGHD(0, Σ g , θ g ), where SN designates a skew-normal distribution and rMST a restricted skew-t distribution. Both two-and three-component mixtures were generated with n g p-dimensional vectors x i in each, note: n g is the number of elements in each component for g = 1, . . . , G. Furthermore, every component is centred on a different point; with the centres uniformly distributed in a hypercube. The p × p diagonal matrix Σ g is randomly generated with off diagonal elements in the interval [0, .6] and diag(Σ g ) = 1. The skewness parameter α g is randomly generated in the interval ± [3, 10] , and the values of the other parameters are ω g = 1I p , λ g = 0.5I p , ω 0 = 1, and λ 0 = 0.5. The normally distributed data sets were generated using the R function rnorm, the skew normal and restricted skew-t data sets were generated using the rdmsn function from the R package EMMIXskew, and the generalized hyperbolic and multiple scaled generalized hyperbolic data were generated using the stochastic relationships given in (14) and (17) respectively.
Simulation results
The results (Table 3) further support the conclusion that the FM-uMST is highly time consuming and only works well when p is small, specifically, when p < 5. Therefore, we choose to compare the MCGHDs results with the mixture of restricted skewed t-distribution (FM-rMST; Lee and McLachlan, 2013b) . For the Gaussian data sets the MCGHDs and FM-uMST always have an ARI equal to 1 however, in one case, the FM-rMST does not converge to a solution, a result that is also found for two skew-normal data sets. In one case, for the skew normal data sets, the MCGHD has an ARI of 0.96 and on one other data set the MCGHD has an ARI lower than FM-rMST however, this result only occurs once. Elsewhere, the MCGHD has an ARI higher or equal to the one obtained using FM-rMST and FM-uMST.
Discussion and conclusion
A novel mixture of coalesced generalized hyperbolic distributions are introduced for modelbased clustering. The mixture of coalesced generalized hyperbolic distributions arises by merging a finite mixture of generalized hyperbolic distributions (GHDs) with a multiple scaled generalized hyperbolic distribution (MSGHD). The GHD is a flexible distribution, capable of handling skewness and heavy tails and has many well known distributions as special or limiting cases. Furthermore, the GHD is a Gaussian scaled mixture, arising via a relationship between a multivariate Gaussian and an univariate generalized inverse Gaussian (GIG) distribution. The MSGHD extends the GHD to include a multivariate GIG distribution, increasing the flexibility of the model. However, the GHD is not a special case of the MSGHD, hence we created a MCGHDs that has as special cases, both the GHD and MSGHD. Our mixtures of coalesced generalized hyperbolic distributions were compared to a finite mixture of unrestricted skew-t distributions using both simulated and real data. In an efficiency study, we found that the MCGHDs are less time consuming than then FM-UMST, whose parameter estimation scheme took more than 9 hours to run for p > 5 dimensions. Moreover, when applied to both simulated and real data our MCGHDs improved on the results obtained using finite mixtures of unrestricted and restricted skew-t distributions. Specifically, when fit to 7 real data sets our MCGHDs gave an ARI higher than the FMuMST when the BIC was used to select the number of components.
Future work includes extending the MCGHDs to preform model-based classification (e.g., Dean et al., 2006 , McNicholas, 2010 or model-based discriminant analysis (Hastie and Tibshirani, 1996) . 
