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The colour glass condensate captures quantum chromodynamics in its application to high-energy
collider experiments in the spirit of an effective field theory. In deeply inelastic lepton-hadron
scattering experiments, as well as in hadron-hadron collisions, the internal degrees of freedom
of in-state hadrons are dominated by a dense medium of gluonic matter called the colour glass
condensate. Interactions with this medium by some (dilute) probe are most naturally described
in terms of Wilson-lines and their correlators. The energy-dependence of these correlators is
given by the JIMWLK (Jalilian-Marian+Iancu+McLerran+Weigert+Leonidov+Kovner) equa-
tion which, when applied to a correlator, generates an infinite tower of coupled Dyson-Schwinger-
like equations referred to as a Balitsky Hierarchy.
In this thesis, I present a novel method for truncating, in a gauge-invariant and symmetry-
preserving manner, the Balitsky hierarchy associated with matrices of Wilson-line correlators.
This truncation is realized by parameterizing the energy-dependence of the symmetric and anti-
symmetric parts of these matrices independently via energy-evolution operators which evolve ini-
tial conditions in a manner akin to the time-evolution of Hermitian operators in the Heisenberg
picture of quantum mechanics. These energy-evolution operators are path-ordered exponentials
whose exponents are expanded in terms of energy-dependent “colour structure functions”. I
show how the properties of contributions to the expansion of these exponents (at each order in
the expansion) are constrained by the group theory of SU(Nc).
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Chapter 1
Introduction
1.1 QCD at high energies and the CGC
Protons and neutrons, the particles which form the nuclei of the atoms in your physical body,
are examples of hadrons. In fact, it is claimed in [4] that 99% of all visible matter is composed of
hadrons. Hadrons are bound configurations of quarks and/or anti-quarks. These bound states
are held together by the strong nuclear force. The strong nuclear force/interaction is mediated
by gluons and the mathematical description underpinning this interaction is a quantum field
theory (QFT) called quantum chromodynamics (QCD). QCD is a sector of the standard model
(SM) of particle physics and was first penned in 1973 [5]. It is a non-Abelian gauge theory with
a local SU(3) gauge symmetry. Quarks, anti-quarks and gluons, collectively called partons, all
carry colour charge which means that they transform under non-trivial representations of SU(3);
quarks transform under the fundamental, anti-quarks under the anti-fundamental, and gluons
under the adjoint representation. Although QCD has been known now for over 40 years, there
is still much to be understood about the theory.
In particular, there is still much to learn about the high-energy asymptotic behaviour of QCD.
Since the completion of the Tevatron in 1983, and with the subsequent construction of HERA,
RHIC and LHC, and the proposed construction of EIC, understanding the high-energy asymp-
totic behaviour of QCD has become a hot topic of research. In these colliders all experiments
involve at least one hadronic in-state (a QCD bound state) and are conducted at enormous
centre-of-mass energies
√
s: the Tevatron conducted proton–anti-proton collisions at 1 TeV; at
HERA, electrons/positrons and protons were collided at 318 GeV; collisions of gold nuclei are
conducted at RHIC at 200 GeV/nucleon-pair; LHC collides lead ions at 2.76 TeV/nucleon-pair
and protons with a centre-of-mass energy of 13 TeV.
1
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Chief among the goals of high-energy QCD phenomenology is to calculate accurate predictions
for observables associated with these high-energy collider experiments. These predictions are
often calculated using perturbative QCD (pQCD). In pQCD, the observable of interest is ex-
panded as a power series in the QCD coupling αs. When this coupling is small, it is often
sufficient to compute the contributions from only the first few terms in the expansion since
(one anticipates that) higher-order terms are suppressed by powers of the small coupling. How-
ever, at energies as high as those quoted above, the emission of a single soft gluon leads to an
enhancement of observables like the cross-section by a logarithm which increases with s; this
diverging contribution is called a single Sudakov logarithm (SSL) and it is discussed in Sec. A.1.
For such a process, the smallness of αs is compensated for by the largeness of ln(s) such that
the combination αs ln(s) ∼ O(1). Consequently, the contribution to the cross-section from the
emission of a single soft gluon cannot be neglected. But what about corrections due to multiple
soft gluon emissions? The emission of multiple soft gluons again produces logarithmic enhance-
ments which compensate the smallness of the coupling constant at each order in perturbation
theory and, thus, one needs to sum over all these contributions.
One encounters a similar situation already in quantum electrodynamics (QED) — the sector of
the SM governing the electromagnetic force — where large logarithms arise from the emission
of multiple soft photons, the mediators of the electro-magnetic interaction. In this case, the
large logarithms can be easily resummed (to all orders in perturbation theory) through Abelian
exponentiation (see [6, 7] for reviews) which produces a damped exponential factor known as
a Sudakov form factor. This damped exponential renders the observable of interest finite and
restores the predictive power of the theory. For QCD, however, the situation is more compli-
cated because gluons carry colour charge, which means that they can act as sources for further
soft gluon emission. This provides an additional growth mechanism for observables, like the
cross-section, that is not present in QED where photons cannot (directly) radiate addition soft
photons. This growing cascade of multiple soft gluon emissions does not continue ad infini-
tum. Indeed it cannot since one of the consequences of unitarity in QCD, known as Froissart’s
theorem [8], is that the rate at which a cross-section may rise as a function of s is bounded
asymptotically by (ln s)2. The physical mechanism responsible for ensuring that this unitar-
ity bound is respected is the effect of recombination; after a sufficient number of soft gluon
emissions into a given region of phase space, the gluons in that region begin to recombine.
Eventually the rate of emission is balanced by the rate of recombination and a dynamic equilib-
rium is achieved. In this state of dynamic equilibrium, gluon numbers remain (approximately)
fixed and this is known as gluon saturation. This phenomenon describes the dominant internal
make-up of hadrons involved in the aforementioned high-energy collider experiments. In short,
when hadrons are accelerated to ultra-relativistic speeds, they become densely populated by
gluons.
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In addition to becoming gluon saturated, these hadrons also experience severe relativistic effects.
It is a simple back-of-the-envelope calculation in relativistic kinematics to show that given two
colliding participants of equal mass1, if in the center-of-mass frame they collide with energy
√
s,
then in the rest frame of one of the participants the other has energy
E = s2mc2 −mc
2. (1.1)
Using Einstein’s mass-energy equivalence formula
E = γmc2, (1.2)
the boost factor γ is given in terms of s via
γ = s2(mc2)2 − 1
√
smc2−−−−−−→ s2(mc2)2
mc2
GeV≈1==== s
2 GeV2
, (1.3)
where in the last equality we took the mass of a nucleon2 to be approximately 1 GeV/c2. Using
the energies
√
s quoted for each of the colliders above, Eq. 1.3 implies that hadrons encounter
boost factors of between ∼ 104 and ∼ 108. Consequently, in the rest-frame of one of the
participants, the other participant appears hugely Lorentz contracted (in the direction of the
collision axis) by 1/γ and its internal degrees of freedom are massively time dilated by γ.
These effects of Lorentz contraction and time dilation together with the phenomenon of gluon
saturation lead to a description of in-state hadrons as pancake-thin sheets of a highly-dense,
highly-correlated medium of gluons [9] referred to as the Colour Glass Condensate3 (CGC).
“Colour” obviously refers to the fact that the medium is composed predominantly of gluons
which, as discussed previously, are colour sources. Although these colour sources fluctuate
stochastically due to emission and recombination effects, given the humongous boost factors
involved, the dynamics of the colour field associated with the medium are essentially frozen in by
time dilation on the natural time scales of the strong interaction. This property of a disordered
system being solid-like on short timescales, but behaving as a liquid on long timescales is a
property of silica, hence the moniker “glass”. Lastly, the word “Condensate” highlights the
saturation of gluon numbers.
This discussion of CGC provides context for this thesis. The purpose of this thesis is to sum-
marize some recent results that I have developed alone as well as together with my supervisor
which extend the existing mathematical formalism used to describe interactions with the CGC.
This determines the structure of the thesis as given in the following section.
1Although this calculation excludes the electron/positron–proton collisions that were performed at HERA
(since the colliding participants were not of equal masses), the sentiment expressed in the conclusion of this
calculation is general and includes HERA collisions.
2The mass of a proton is ∼ 0.938 GeV/c2 while the neutron weighs ∼ 0.940 GeV/c2.
3The term CGC was originally coined in [10].
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1.2 How to read this thesis
In Chap. 2, I motivate the CGC in the context of deep inelastic scattering (DIS). In particular,
I present the evidence for enhanced gluon production at small Bjorken xbj obtained from HERA
data for DIS. In order to explain the data I introduce a number of concepts. I begin by writing
the cross-section for DIS (which to leading order in the electromagnetic coupling αem is given
by Fig. 2.2) in terms of a leptonic and a hadronic tensor following the treatments of [1, 11–13].
The leptonic tensor is easily and exactly calculated while the hadronic tensor given in Fig. 2.3 is
non-perturbative and incalculable. However, the allowed form of the hadronic tensor is strictly
constrained by symmetry considerations4 and this allows us to parameterize the hadronic tensor
in terms of structure functions. The concept of structure functions plays an important role
later in Chap. 6 where I present a parameterization for the JIMWLK evolution of Wilson-line
correlators in the CGC in terms of “colour structure functions”. Another important idea which
I purposefully highlight in this chapter is the idea that depending on how inclusive or exclusive
the cross-section is, fewer or more structure functions in the hadronic tensor are probed: more or
fewer degrees of freedom in the hadronic tensor are filtered out. I shall later comment on the the
extent to which this idea also applies to colour structure functions. I then present an alternative
expression for the cross-section, as presented in [1, 6], in terms of parton distribution functions
(PDFs) which is valid only in the Bjorken limit of QCD. This parton model description for the
cross-section leads to two concrete predictions: the Callan-Gross relation and Bjorken scaling.
Comparing to data, one sees that Bjorken scaling is only approximately true. Corrections to
Bjorken scaling come from considering collinear emissions and these considerations inevitably
lead to the DGLAP (Dokshitzer+Gribov+Lipatov+Altarelli+Parisi) equations. The DGLAP
equations are the renormalization group (RG) equations for the PDFs and they serve as an
instructive example of renormalization in the context of factorization. Using these two different
expressions for the cross-section, one in terms of structure functions and one in terms of PDFs,
I outline a derivation of the DGLAP equations which closely follows [1]. From the DGLAP
equations, it is important to note that
(i) PDFs mix under RG flow, and
(ii) the splitting functions for a parton to a parton plus a gluon become singular at small
Bjorken xbj.
The first observation is emphasized because in Chap. 5 I show that Wilson-line correlators mix
under JIMWLK evolution. The second observation suggests that gluon production is enhanced
at small Bjorken xbj. This is confirmed by fits of DGLAP evolution of PDFs to HERA data
4Our discussion is taken from [14]. We suspect that this is not the first reference to consider contributions to
the Hadronic tensor beyond those that are probed by the total (inclusive) cross-section for DIS. However, this is
the first such reference that we came across.
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plotted in Fig. 2.14 and it is from these fits that one infers enhanced gluon production at small
Bjorken xbj.
In Chap. 3, I review perturbation theory in the presence of a large external field. As shall
become evident later, this subject will become important when we want to do perturbation
theory in the presence of the CGC. At the end of Chap. 2, I argue that in the regime of small
Bjorken xbj, known as the Regge-Gribov limit of QCD, it is natural to model the proton as a
large background colour field bµ with Dirac delta-function support in the direction of the collision
axis (due to Lorentz contraction) and no “time” dependence (due to time dilation). By “large”
I mean that bµ ∼ O(α−1s ). In the presence of such a large external field one needs to rewrite
the perturbation theory for the gauge field Aµ which describes gluons in terms of fluctuations
δAµ on top of bµ. In Sec. 3.1, I illustrate the consequences of performing perturbation theory
about the vacuum in the presence of a large external field. Working explicitly in φ4-theory,
I re-derive a diagrammatic version of the Dyson-Schwinger (DS) equations for the connected
1- and 2-point Green’s functions in the presence of a large external field J , inspired largely
by [15–17]. These DS equations lead to an infinite tower of coupled integro-differential equations
with characteristics similar to the Balitsky hierarchy to be encountered in Chap. 5. Like the
Balitsky hierarchy, the DS equations need to be truncated in order to be solved. In the semi-
classical limit — a truncation in which one ignores all loop diagrams and considers only tree-level
diagrams — the tree-level connected Green’s functions can be solved iteratively. I show that
the tree-level connected 1-point function, which I label ϕc[J ] (adopting the notation of [15]), is
a non-perturbative object, but more importantly I show that in the iterative solution to the DS
equation for the tree-level connected 2-point function (or propagator), each diagram contributes
the same order in the coupling which means that all contributions must be resummed since each
contribution is equally large. This resummation can be performed using the geometric series.
The same resummed propagator can, however, be obtained directly from the Lagrangian density
provided one re-expresses the scalar field φ as a fluctuation δϕ on top of ϕc[J ] and expand the
Lagrangian density in δϕ. This chapter is largely a compilation of (known) results which are
seldom shown in standard QFT textbooks and which I learned from [17]. In the context of the
CGC, since bµ is large, the propagators for fermions and gluons needs to be re-derived to account
of the presence of bµ. They immediately encode all contributions from multiple interactions with
the large external field — an insight gained from the toy φ4-theory example. These re-derived
propagators are explicitly and exactly calculated following [18] in App. B and presented in
Sec. 3.2. From them we see that the natural degrees of freedom for describing interactions with
the CGC are Wilson-lines — path ordered colour rotations — which enter cross-sections like
that of DIS through energy-dependent correlators. In fact, all cross-sections in the CGC context
“factorize” into the convolution of some perturbatively calculable probability density and some
linear combination of Wilson-line correlators. These Wilson-line correlators are the objects
which capture interactions with the CGC and carry the energy-dependence of the cross-section.
6 Chapter 1 Introduction
In Chap. 4, I explain how to construct general Wilson-line amplitudes and correlators. I
begin in Sec. 4.1 by introducing the birdtracks formalism, which is the group theory equivalent
of Feynman diagrams for QFT. I introduce colour singlet states and use them to construct
amplitudes and amplitude matrices. In Sec. 4.2.4, I prove an important and original lemma,
Lemma 4.1, which I use throughout this thesis. In Sec. 4.3, I discuss a specific class of bases
for colour singlet states called Fierz bases. In Sec. 4.3.1, I provide a canonical definition for any
Fierz basis in terms of colour structures. This is an original definition which, to my knowledge,
and the knowledge of my supervisor, has not appeared in the literature to date. Fierz bases are
relevant for constructing amplitude/correlator matrices, specifically in the context of the CGC,
because
(i) they allow for lower dimensional amplitude/correlator matrices to be naturally embedded
into high-dimensional ones which I demonstrate in Sec. 4.4, and
(ii) this embedding is the natural language for writing down the JIMWLK evolution for cor-
relator matrices which I show in Chap. 5.
I then observe, at least for the examples considered, that elements of a particular the Fierz basis
possess the interesting property that they are either even or odd under the pair-wise interchange
of quark and anti-quark labels. This is a new observation. This has a particular consequence
for the behaviour of the real and imaginary parts of amplitude matrices constructed in the
Fierz basis. I conclude the chapter by explicitly constructing the q3q¯3 amplitude matrix in
the Fierz Young basis which describes the colour transition probabilities between the different
colour singlet channels for 3 quarks and 3 anti-quarks in the CGC formalism. This amplitude
matrix contains lower dimensional amplitude matrices in particular coincidence limits and these
amplitude matrices are used in Chap. 5 and Chap. 7.
In Chap. 5, I discuss the energy-dependence of correlators in the CGC formalism as determined
by the JIMWLK functional RG equation. I re-derive the JIMWLK Hamiltonian at leading-
logarithmic accuracy in Sec. 5.1. The derivation closely follows yet greatly expands on the
one presented in [9]. In Sec. 5.2, I introduce the Balitsky hierarchy in the context of the qq¯
correlator. The Balitsky hierarchy is the infinite tower of coupled integro-differential equations
for a given correlator generated by the JIMWLK equation. The pattern of equations is similar
to that of the DS equations encountered earlier. I derive the first two equations in the Balitsky
hierarchy for the qq¯ correlator. These two equations are in fact contained in the first equation
in the Balitsky hierarchy for the q2q¯2 correlator matrix. I show that the JIMWLK equation
for any higher-dimensional correlator matrix captures multiple nested equations in the Balitsky
hierarchy of lower-dimensional correlator matrices. To this end, I write down a novel expression
for the JIMWLK equation for any correlator matrix constructed in a Fierz basis. This version of
the equation is enormously useful as it highlights an important and overlooked property of the
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equation: symmetric parts remain symmetric and anti-symmetric parts remain anti-symmetric
under evolution. This (original) insight informs the truncation I present in Chap. 6. Solving
the JIMWLK equation for a given correlator matrix is equivalent to simultaneously solving the
associated Balitsky hierarchy which is only possible if one implements a truncation.
In Chap. 6, I motivate and present a gauge-invariant, symmetry-preserving truncation for any
Balitsky hierarchy. The latter “symmetry-preserving” property is inspired by the discussion in
the previous paragraph and is a novel contribution to an existing truncation that A/Prof. Herib-
ert Weigert has been championing for some years now. This truncation extends the BK (Balit-
sky+Kovchegov) mean-field approximation and is necessary, specifically for situations where the
latter truncation sets some correlators immediately to zero. Our truncation follows naturally
from a particular parameterization for the energy-evolution of correlator matrices which shares
a striking resemblance to the time-evolution of Hermitian operators in the Heisenberg picture
of quantum mechanics. The form of the parameterization which I write down in this thesis gen-
eralizes the parameterizations given in [9,19,20] and reduces to the same thing for the examples
considered in [9,20]. The energy-evolution is given by two path-ordered exponentials which are
parameterized in terms of colour structures and colour structure functions. The colour struc-
tures can be chosen to have well-defined symmetry properties and I show how the symmetry
properties of colour structures can be imprinted onto their associated colour structure functions.
This result was obtained in collaboration with my supervisor and is written down for the first
time here. I also present two original results, one of which determines whether a contribution
to the truncation is symmetric or anti-symmetric. The proof for this result depends only on
the symmetry properties of the colour structures and colour structure functions and not on any
specific correlator matrix.
In Chap. 7, I specifically examine properties of the 3-point truncation. I express the q2q¯2
correlator matrix in the 3-point truncation since it is the smallest correlator matrix which is
able to access all available 3-point colour structure functions. I show that the 3-point truncation
is not sufficient to consistently parameterize the evolution of q2q¯2 correlator matrix by showing
the JIMWLK equations for the qq¯ correlator and the g2 correlator expressed in the 3-point
truncation are inconsistent. This is also an original result. The problem stems from the fact that
there are too few degrees of freedom available; the correlators describe less inclusive observables
and hence probe more colour structure functions. This inconsistency can be remedied by using
a higher order truncation.
Finally, in Chap. 8, I summarize the aspects of the exponential parameterization which are
not yet fully understood and the mathematical machinery which is being and still needs to be
developed. I conclude with a brief outlook on possible links between the work presented in this
thesis and recent work that has been done in the context of jet physics. Exploring the details
of these links will be the topic of future research.

Chapter 2
Evidence of the CGC from DIS at
small Bjorken xbj
The simplest setting for extracting evidence of enhanced gluon production at small Bjorken xbj
(which is the theoretical point of departure for motivating the Colour Glass Condensate as a
“dense medium of gluonic matter” [9]) is deep inelastic scattering (DIS). It is the “cleanest”
means of experimentally accessing information about the multiplicity as well as the distribution
of quarks and gluons, collectively called partons, inside hadrons (i.e. mesons, baryons, nuclei,
etc.) [11]. In a deeply inelastic scattering experiment, a leptonic probe is impinged on a hadronic
target. The incoming lepton ` scatters off one of the target nucleons N , producing an outgoing
lepton `′ and any number of (hadronized) products labelled collectively by the symbol X. To
lowest order in the electroweak interaction, but to all orders in the strong interaction, this
interaction, denoted `N → `′X, is mediated via the exchange of a single, (deeply) virtual gauge
boson [21].
For the aforementioned purpose, it is sufficient to consider only the neural current case where
` = `′. To ground the subsequent discussion, suppose that the leptonic probe is an electron
(` = e−) with incoming momentum k, outgoing momentum k′, and spin vector r; the target
e− e−
X p+
k
q
ppX
Figure 2.1: Amplitude for deeply inelastic electron-proton scattering. Time runs from right
to left.
9
10 Chapter 2 Evidence of the CGC from DIS at small Bjorken xbj
nucleon is a proton (N = p+) with momentum p and spin vector s; and the mediator is an off-
mass-shell photon γ∗ with momentum q := k−k′. The amplitude for this process is depicted in
Fig. 2.1. For pedagogical reasons (to be justified later), the spin vectors associated with in-state
participants are initially not averaged over; this is known as polarized DIS since the incoming
electron and proton are polarized [13].
The reaction e−p+ → e−X can be described in terms of the following Lorentz invariants1:
s := (p+ k)2, t := q2 =: −Q2, xbj := Q
2
2p.q , y :=
p.q
p.k
. (2.1)
where s is the centre-of-mass energy, Q2 is the virtuality of the exchanged gauge boson, xbj
is the Bjorken scaling variable (whose interpretation shall be given soon) and y is the in-
elasticity variable which measures the fraction of the incoming electron’s energy carried away
by the exchanged virtual photon. Another useful Lorentz invariant is the invariant mass of the
hadronic final state X, defined through
m2X := (p+ q)2. (2.2)
Since mX has the interpretation of the centre-of-mass energy of the γ∗p+ system, m2X ≥ m2p [13]
which implies that
xbj =
Q2
Q2 +m2X −m2p
∈ [0, 1). (2.3)
The phrase “deeply virtual” reflects the fact that the momentum of the exchanged gauge boson
is large and space-like with Q2  m2p. Consequently, Q2 sets the resolution or “hard” scale for
the scattering experiment [9,12]. In addition, we restrict our attention to the high-energy limit
where the centre-of-mass energy s  m2p and one may ignore the electron and proton masses
as being effectively zero. A corollary of this zero mass limit is that the momenta of the in-state
participants is approximately light-like [6]. In the high-energy limit, the Lorentz invariants of
Eq. 2.1 satisfy [4]
xbjys = Q2. (2.4)
The invariant matrix element for DIS [1]
iM(e−p+ → e−X) = u¯r′(k′)(−ieγµ)ur(k) −igµν
q2 + iεiM
ν(γ∗p+ → X), (2.5)
1Note that these Lorentz invariants are not independent.
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e− e−
p+ p+
kk
qq
pp
Figure 2.2: Cross-section for deeply inelastic electron-proton scattering. The dashed line
through the middle of diagram denotes a Cutkosky cut. Time runs from right to left.
is written in terms of the invariant matrix element for the process γ∗p+ → X which can be
expressed formally in terms of hadronic in- and out-states as
iM(γ∗ p+ → X) = iεν;λ(q)Mν(γ∗ p+ → X) = εν;λ(q)〈X| − ieJν(0)|p; s〉. (2.6)
Here Jν(0) is the flavour neutral electro-magnetic current to which the virtual photon couples [1].
Since the virtual photon carries no hadronic quantum numbers, X may be regarded as a virtual
state of the proton realized by the absorption of a virtual photon [21].
The corresponding inclusive cross-section for polarized DIS, drawn in Fig. 2.2, is given in terms
of Eq. 2.5 by [13]
d3σpol(e−p+ → e−X) (2.7)
= 14 k.p
d3k′
(2pi)32k′0
∑
r′
∑
X
∫
dΠX(2pi)4δ(4)(q + p− PX)|M(e−p+ → e−X)|2,
where dΠX = d
3PX
(2pi)32P 0X
is the Lorentz invariant phase space measure. Note the explicit sum
over the outgoing electron’s spin in Eq. 2.7, but there is no average over the initial electron’s
spin nor the spin of the proton.
Eq. 2.7 naturally separates into contributions from the leptonic vertex e− → e−γ∗ and the
hadronic vertex γ∗p+ → X. It is instructive to distinguish these contributions by introducing
two tensors: a leptonic tensor
Lµν :=
∑
r′
(u¯r′(k′)γµur(k))(u¯r′(k′)γνur(k))∗ = Tr
(
(/k +me)
1
2(1 + γ5/r)γµ(
/k′ +me)γν
)
,
(2.8)
where the electron mass has been kept explicit for the time being and Σ(r) := 12(1 + γ5/r) is the
spin projection operator associated with the spin vector r of the incoming electron [22]; and a
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ν µ
p+ p+
qq
pp
Figure 2.3: Hadronic tensor for deeply inelastic electron-proton scattering. The dashed line
through the middle of diagram denotes a Cutkosky cut. Time runs from right to left.
hadronic tensor [1]
e2εµ;λ(q)ε∗ν;λ(q)Wµν :=
∑
X
∫
dΠX(2pi)4δ(4)(q + p− PX)|M(γ∗p+ → X)|2
= e2εµ;λ(q)ε∗ν;λ(q)
∑
X
∫
dΠX
∫
d4ξeiξ.(q+p−PX)〈p, s|Jµ(0)|X〉〈X|Jν(0)|p, s〉
= e2εµ;λ(q)ε∗ν;λ(q)
∑
X
∫
dΠX
∫
d4ξeiξ.(q+p−PX)〈p, s|e−iPˆ .ξJµ(ξ)eiPˆ .ξ|X〉〈X|Jν(0)|p, s〉
= e2εµ;λ(q)ε∗ν;λ(q)
∫
d4ξeiξ.q〈p, s|Jµ(ξ)Jν(0)|p, s〉, (2.9)
where, in going to the second line the integral representation of the Dirac delta function and
Eq. 2.6 were used, in the third line the translation operator Jµ(0) = e−iPˆ .ξJµ(ξ)eiPˆ .ξ was used,
and the last line follows from the completeness relation ∑X ∫ dΠX |X〉〈X| = 1. The hadronic
tensor is depicted visually in Fig. 2.3.
In terms of these two tensors, Eq. 2.7 can be written as
d3σpol(e−p+ → e−X) = 12s
d3k′
(2pi)32k′0
e4
Q4
LµνW
µν . (2.10)
The leptonic tensor can be decomposed into its symmetric and anti-symmetric components [13]
(demarcated by the round and square braces around the Lorentz indices, respectively)
Lµν = L(µν) + L[µν], (2.11)
where, evaluating the trace in Eq. 2.8, these components are given by
L(µν) := 2[kµk′ν + kνk′µ − gµν(k.k′ −m2e)], (2.12a)
L[µν] := 2ime εµνρσrρ(k − k′)σ. (2.12b)
If the incoming electron is longitudinally polarized with
rµ = λe
kµ
me
, λe = ±1, r2 = 1 (2.13)
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then Eq. 2.12b becomes2
L[µν] = −2i εµνρσkρk′σ. (2.14)
2.1 Structure Functions
Unlike the leptonic tensor, the hadronic tensor in Eq. 2.9 cannot be evaluated directly in per-
turbation theory because it is defined in terms of the proton wave-function which necessarily
contains information about the non-perturbative physics responsible for the structure of the
proton as a QCD bound state [6]. Its tensorial structure can, however, be completely con-
strained up to a finite set of coefficients called structure functions; these structure functions are
parametrically independent degrees of freedom which track the hadronic tensor’s dependence
on the Lorentz invariants of Eq. 2.1. The tensorial structure can only come from the Lorentz
structures available in the γ∗p+ → X process (excluding those associated directly with the
hadronic final state X which is inclusively summed over in Eq. 2.1): namely pµ, sµ, qµ, the
metric gµν , and the Levi-Civita symbol εµνρσ with two of its indices contracted. In addition,
only particular combinations of these Lorentz structures may enter the parameterization of the
hadronic tensor as determined by [14]
Ward-Takahashi identity: qµWµν(p, s, q) = 0 = Wµν(p, s, q)qν , (2.15a)
Hermiticity: W ∗µν(p, s, q) = Wνµ(p, s, q), (2.15b)
Parity-reversal invariance: Λ ρµ Λ σν Wρσ(p, s, q) = Wµν(p˜,−s˜, q˜), (2.15c)
Time-reversal invariance: Λ ρµ Λ σν W ∗ρσ(p, s, q) = Wµν(p˜, s˜, q˜), (2.15d)
where Λµν = diag(1,−1,−1,−1)µν and V˜ µ = ΛµνV ν = δµ0V 0 − δµiV i for any four vector V µ.
From these considerations, one concludes the following general parameterization of the polarized
hadronic tensor
Wµν = W (µν) +W [µν], (2.16)
where3
W (µν) = W1(xbj, Q2)
[
− gµν + q
µqν
q2
]
+W2(xbj, Q2)
[
pµ − p.q
q2
qµ
][
pν − p.q
q2
qν
]
, (2.17a)
W [µν] = i2mp εµνρσ qρ
[
mps
σ G1(xbj, Q2) +
1
mp
(p.qsσ − s.qpσ)G2(xbj, Q2)
]
, (2.17b)
and W1,2 and G1,2 are called structure functions.
2 The electron mass drops automatically.
3There exist many different conventions for the normalization of the structure functions W1,2 and G1,2 in the
literature. Our convention for W1,2 is taken from [1] while our convention for G1,2 is taken from [13].
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In terms of Eq. 2.11 and Eq. 2.16, Eq. 2.10 becomes
d3σpol(e−p+ → e−X) = 12s
d3k′
(2pi)32k′0
e4
Q4
[
L(µν)W
(µν) + L[µν]W [µν]
]
, (2.18)
where separately the symmetric and anti-symmetric parts of the leptonic and hadronic tensors
couple and, consequently, Eq. 2.18 is real. The cross-section for unpolarized DIS can be obtained
from the polarized one by averaging Eq. 2.18 over the spin vectors of the incoming electron and
proton:
d3σ(e−p+ → e−X) = 14
∑
r
∑
s
d3σpol(e−N → e−X) (2.19)
= 12s
d3k′
(2pi)32k′0
e4
Q4
L(µν)W
(µν)
= 12s
d3k′
(2pi)32k′0
e4
Q4
[
2xbjysW1(x,Q2) + s2(1− y)W2(xbj, Q2)
]
.
Eq. 2.19 is regarded as more inclusive than Eq. 2.18, because the initial-spin average includes
more events. The net effect of the initial-spin average in Eq. 2.19 is the dropping of contributions
from the anti-symmetric parts of the leptonic and hadronic tensors. As a consequence of this,
Eq. 2.19 no longer depends on the structure functions G1,2, only W1,2. In general, for an
observable describing a process with at least one hadronic vertex, the less inclusive the observable
is, the greater the number of structure functions required to parameterize contributions from
each hadronic vertex, and vice versa.
After an appropriate change of variables [6], Eq. 2.19 can be written solely in terms of the
Lorentz invariants in Eq. 2.1
d2σ
dxbjdy
(e−p+ → e−X) = 12
α2emy
Q4
[
2xbjysW1(x,Q2) + s2(1− y)W2(xbj, Q2)
]
, (2.20)
where αem = e
2
4pi is the fine-structure constant. In the remainder of this section we shall restrict
our discussion to unpolarized DIS.
2.2 The Bjorken limit: the parton model, PDFs and sum rules
In order to further probe the QCD content of the proton wave function (in the high-energy
limit) or, equivalently, to say something more about the structure functions W1,2 in Eq. 2.20, it
is instructive, for fixed y, to consider two asymptotic limits of Eq. 2.4: the Bjorken limit, where
xbj is fixed while Q2, s→∞, and the Regge-Gribov limit, where Q2 is fixed while xbj → 0 and
s→∞ [4]. Although the Colour Glass Condensate exists as a state of QCD matter in the latter
limit, first evidence for its existence came from results of the former limit at small Bjorken xbj.
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In the Bjorken limit, the proton can be viewed in the infinite momentum frame as a dilute
system of valence quarks and “wee” (to borrow terminology from Feynman) partons [4]. In
addition, the strong coupling αs(Q2) at large Q2 is small [6]. Consequently, to leading order
(LO) in αs(Q2), the reaction e−p+ → e−X can be expressed as the scattering of the incoming
electron with an individual quark (valence or wee) inside the proton known as the impulse
approximation [4]. The possibility of scattering with a wee gluon is excluded at LO in αs(Q2),
because the exchanged virtual photon can only couple to a gluon via a quark propagator. This
picture of the proton wave-function was originally postulated by Feynman [23,24] and is called
the parton model.
Consider a quark of flavour f , labelled qf , inside the proton with some momentum pf . As men-
tioned previously, in the high-energy limit where masses can be ignored, the proton’s momentum
is approximately light-like and so are the momenta of its constituents (since their masses are
smaller then the mass of the proton). In addition to being light-like, pf is approximately colinear
with the proton’s momentum because the only mechanism available for acquiring a significant
transverse momentum is through the emission or absorption of a hard gluon which is (naively)
suppressed by the smallness of the QCD coupling αs(Q2). Therefore, to lowest order in pQCD,
one may write
pµf = ξp
µ, (2.21)
where ξ ∈ [0, 1] is the (longitudinal) momentum fraction of the struck quark.
In the parton model, the cross-section for deep inelastic electron-proton scattering, is given
as the cross-section for electron-quark scattering at a specific momentum fraction ξ, denoted
σˆ(e−qf → e−X), convolved with the classical probability ff (ξ) dξ of finding a quark with such
a momentum fraction inside the proton:
σ(e−p+ → e−X) =
∑
f
1∫
0
dξff (ξ)σˆ(e−qf → e−X), (2.22)
where the sum over f incorporates both quark and anti-quark flavours4, but not gluon contri-
butions as explained earlier. The function ff (ξ) is called a parton distribution function (PDF)
for quarks of flavour f . These parton distribution functions cannot be computed using pQCD
since they are non-perturbative objects [6]. Their physical justification is that the character-
istic timescales over which the proton is probed ∼ Q−1 is much slower that the characteristic
timescales over which momentum sloshes amongst the partons ∼ m−1p  Q−1 [1]. It is con-
ventional to denote partonic quantities by a circumflex (hat). The leading order contribution
to the partonic process e−qf → e−X is the tree-level scattering process e−qf → e−qf whose
4Anti-quark flavours are typically denoted by a bar: e.g. u¯, d¯ and s¯ for anti-up, anti-down and anti-strange,
respectively.
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Figure 2.4: Amplitude for e−qf → e−X at tree-level, namely for e−qf → e−qf . Time runs
from right to left.
amplitude is drawn in Fig. 2.4 and whose differential cross-section is computed as [6]
dσˆ
dtˆ
(e−qf → e−qf ) = 2piα
2
em
tˆ2
Q2f
[
1 + uˆ
2
sˆ2
]
, (2.23)
where Qf (not to be confused with Q2 = −q2, the virtuality of the photon) is the elementary
charge fraction of the struck quark. The hatted Mandelstam variables tˆ, sˆ, uˆ of the partonic
process need to be written in terms of the Lorentz invariants of Eq. 2.1 which are experimentally
accessible. In the massless limit,
tˆ := t, sˆ = (pf + k)2 = 2pf .k = ξ 2p.k = ξs, uˆ = −tˆ− sˆ. (2.24)
Since the out-going quark mass is approximately zero, one has that
0 = (pf + q)2 = 2pf .q + q2 = ξ 2p.q −Q2 =⇒ ξ = Q
2
2p.q = x, (2.25)
which implies that xbj may be interpreted, to leading order in αs(Q2), as the (longitudinal)
momentum fraction of the struck constituent.
It follows that the cross-section for deep inelastic electron-proton scattering at fixed Q2 is given
by [6]
dσ
dQ2
(e−p+ → e−X) =
1∫
0
dξ
∑
f
ff (ξ)Q2f
2piα2em
Q2
[
1 + (1− y)2
]
θ(ξs−Q2) (2.26)
up to order αs(Q2) corrections. The Heaviside function in Eq. 2.26 enforces the kinematic
constraint sˆ ≥ |tˆ|. Since 0 ≤ k′0 ≤ k0 (the probe electron cannot gain energy through scattering),
in the proton’s rest frame
y = 2p.q2p.k =
q0
k0
= 1− k
′0
k0
∈ [0, 1], (2.27)
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which means that the Heaviside function in Eq. 2.26 is trivially satisfied and can be omitted.
Using the change of variables [6]
dξdQ2 = dxbjdQ2 = dxbj
dQ2
dy
dy = xbjsdxbjdy, (2.28)
Eq. 2.26 becomes
dσ
dxbjdy
(e−p+ → e−X) =
∑
f
xbjff (xbj)Q2f
 2piα2ems
Q2
[
1 + (1− y)2
]
. (2.29)
Comparing Eq. 2.29 with Eq. 2.20, one may read off
W1(xbj, Q2) = 2pi
∑
f
Q2fff (xbj), W2(xbj, Q2) = 8pi
xbj
2
Q2
∑
f
Q2fff (xbj). (2.30)
Eq. 2.30 provides two concrete predictions. Firstly,
W1(xbj, Q2) =
Q2
4xbj2
W2(xbj, Q2), (2.31)
known as the Callan-Gross relation. Secondly, at fixed xbj, W1(xbj, Q2) is a constant func-
tion in Q2: this is known as Bjorken scaling. In Fig. 2.5 one observes approximate Bjorken
scaling; there exists a weak (and we shall show) logarithmic dependence of the structure
functions and, consequently, the PDFs on Q2. To account for this violation of the Bjorken
scaling prediction, one needs to consider processes that are (naively) next-to-leading order
(NLO) in αs(Q2). Doing so inevitably leads to the DGLAP equations: a set of coupled
renormalization group (RG) equations which govern the Q2 dependence of PDFs. The
derivation of the DGLAP equations is briefly discussed in the next section.
In order for the PDFs to have an interpretation as classical probabilities, they need to satisfy
a set of constraints called sum rules. For example, a proton is composed of two valence up
quarks and one valence down quark. In addition to these valence quarks, there are also virtual
quark–anti-quark pairs which fluctuate into and out of existence within the proton. However,
in QED and QCD there is a number conservation law for each quark flavour which means that
1∫
0
dξ[fu(ξ)− fu¯(ξ)] = 2,
1∫
0
dξ[fd(ξ)− fd¯(ξ)] = 1, (2.32)
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Figure 2.5: (Colour online) (Approximate) Bjorken scaling of the proton structure function
F2(xbj, Q2) = Q
2
8pixbjW2(xbj, Q
2) [1] measured in deeply inelastic electron-proton and positron-
proton scattering (at the collider experiments H1 and ZEUS for Q2 ≥ 2 GeV2), and in the
scattering of electrons (SLAC) and muons (BCDMS, E665, NMC) on a fixed target. The
data are plotted as a function of Q2 in bins of fixed xbj where Q2 and xbj take on values in
the kinematic domain of the HERA data. For ease of plotting, the vertical axis F2(xbj, Q2)
is multiplied by 2ixbj where ixbj labels the number of the xbj bin beginning at ixbj = 1 for
xbj = 8.5× 10−1 and ending at ixbj = 24 for xbj = 5× 10−5. This plot is taken from [2].
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and for f = s, c, b, t
1∫
0
dξ[ff (ξ)− ff¯ (ξ)] = 0. (2.33)
Since there is no number conservation law for gluons, there is no associated sum rule for the gluon
distribution function fg(ξ). There is also a sum rule associated with momentum conservation
which reads
∑
i
1∫
0
dξ ξfi(ξ) = 1, (2.34)
where i sum over all quark and anti-quark flavours as well as gluons.
Since the sum over f , appearing in the parton model description and predictions of deeply
inelastic electron-proton scattering, does not include contributions from gluons, the gluon dis-
tribution function fg(ξ) cannot be measured directly in a DIS experiment. However, since it
enters the DGLAP evolution for the quark distributions, it can be extracted5 from fits of the
DGLAP evolution of the quark distributions to DIS data [6].
2.3 The DGLAP equations
In this section, we consider corrections to our parton model prediction of the cross section for
DIS; we consider partonic processes which are (naively) next-to-leading order (NLO) in αs(Q2).
Our analysis inevitably leads to the derivation of a set of coupled renormalization group (RG)
equations, called the DGLAP equations. These equations govern the Q2 dependence of PDFs
and correctly account for the violation of Bjorken scaling encountered earlier.
2.3.1 Motivation: colinear singularities
Hitherto, we have only considered the leading order (LO) partonic contribution to the parton
model prediction of the cross-section for DIS, namely the contribution from e−qf → e−qf where
qf is the struck quark of flavour f inside the proton. This contribution corresponds to the
so-called handbag diagram which is drawn in Fig. 2.6.
Let us now suppose that this struck quark emits a gluon into the final state. This contribution
to the parton model prediction of the cross section for DIS is depicted in Fig. 2.7. Previously,
we argued that such a process is “(naively) suppressed by the smallness of the QCD coupling
αs(Q2).” In order to understand in what sense this argument is naive, let us examine the
5A more direct process for extracting fg(ξ) is direct-photon production [25].
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Figure 2.6: The handbag diagram: the leading order contribution to the parton model predic-
tion of the cross section for deeply inelastic electron-proton scattering coming from the partonic
sub-process e−qf → e−qf . The dashed line through the middle of diagram denotes a Cutkosky
cut. Time runs from right to left.
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Figure 2.7: (Colour online) One of several (naively) next-to-leading order contributions to par-
ton model prediction of the cross-section for deeply inelastic electron-proton scattering coming
from the partonic sub-process e−qf → e−qfg. When the final state gluon is emitted colinearly
to the initial state quark, the momentum of the intermediate (red-coloured) quark goes on-
shell and the corresponding propagator produces a logarithm in Q2 under the Lorentz-invariant
phase space integral for the emitted final state gluon. The dashed line through the middle of
diagram denotes a Cutkosky cut. Time runs from right to left.
pfp′f
pg
Figure 2.8: (Colour online) The qf → qfg vertex in Fig. 2.7. The outgoing (red-coloured)
quark line corresponds to the intermediate (red-coloured) quark line in Fig. 2.7. Time runs
from right to left.
qf → qfg vertex in Fig. 2.7 which is redrawn in Fig. 2.8. Without loss of generality, suppose that
the struck quark, before emitting the gluon, is moving only in the 3ˆ-direction with momentum6
pµf = (p,0, p)
µ, (2.35a)
and that after emitting the gluon, the struck quark recoils, acquiring a transverse momentum
6Remember that in the high-energy limit, all masses are taken to be approximately zero.
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pT and retaining a fraction 1 − z (where z ∈ [0, 1]) of its original energy. In this case, the
momenta of the emitted gluon and recoiling struck quark are given by
pµg =
(
zp,−pT ,
√
z2p2 − p2T
)µ
, (2.35b)
p′µf =
(
(1− z)p,pT , p−
√
z2p2 − p2T
)µ
, (2.35c)
respectively, where the components of pµg and p
′µ
f were fixed by requiring p
µ
f = p
′µ
f + pµg (energy-
momentum conservation) and p2g = 0 (on-shellness of the final-state gluon). Now, notice that
for p2T = |pT |2  p2
p′2f = −2zp2
1−
√
1− p
2
T
z2p2
 p2Tp2==== −p2T
z
+O(p4T /p4), (2.36)
which means that the momentum of the outgoing quark in Fig. 2.8 (which is the intermediate
quark in Fig. 2.7) goes on-shell and the corresponding propagator is said to have a colinear
singularity. Following the analysis of [6, 26] (which I shall not repeat here for the sake of
brevity), one can show that in the regime where p2T  p2, the colinear singularity of the
intermediate (red-coloured) quark leads to a logarithmically divergent integral contribution to
the cross section depicted in Fig. 2.7 of the form
αs(Q2)
∫
dp2T
p2T
. (2.37)
This integral comes from the Lorentz-invariant phase space integral over the momentum of
the final state gluon. Furthermore, this integral is regularized by physical cut-offs: the lower
integration bound is given by the mass of the proton mp (the momentum scale at which the
effects of non-perturbative QCD become important [6]) while the hard scale of the partonic
interaction Q2 is taken to be the upper limit of integration [26]. Therefore, the colinear emission
of a gluon by the struck quark into the final state contributes (in addition to the single factor
of αs(Q2) already present at LO) a factor of
αs(Q2) ln(Q2/m2p). (2.38)
Using the one-loop expression for the running coupling, given by [1]
αs(Q2) =
4pi
β0 ln(Q2/Λ2QCD)
, (2.39)
where β0 = 11− 23nf is the coefficient of the one-loop contribution to the QCD β-function, nf
is the number of quark flavours and ΛQCD ≈ 217 MeV, for Q2  m2p one finds that Eq. 2.38 is
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Figure 2.9: (Colour online) An example of a ladder diagram contribution to the parton model
prediction of the cross section for DIS where multiple, strongly-ordered, colinear gluons are
emitted into the final state. The red-coloured quark lines represent almost singular propagators
which, under the product of Lorentz-invariant phase space integrals for each previously emitted
final state gluon, generate logarithms in Q2. The dashed line through the middle of diagram
denotes a Cutkosky cut. Time runs from right to left.
an order one contribution; i.e.
αs(Q2) ln(Q2/m2p) =
4pi
β0
ln(Q2/m2p)
ln(Q2/m2p) + ln(m2p/Λ2QCD)
Q2m2p===== 4pi/β︸ ︷︷ ︸
∼O(1)
+O
(
1
ln(Q2/m2p)
)
,
where 4pi/β is numerically between 1 and 2 for nf ∈ N ∩ [1, 6]. Since Eq. 2.38 is O(1), one
needs to include the contribution of Eq. 2.7 from the colinear region to the LO parton model
prediction of the cross section for DIS since its size is comparable to the contribution of Eq. 2.6.
What about multiple colinear gluon emissions? The emission of n ∈ N+ ≥ 2 gluons into the
final state produces a so-called ladder diagram of the form displayed in Eq. 2.9. It can be
shown [6, 26] (but I shall not show this here for the sake of brevity) that the most singular
contribution to Eq. 2.9 is obtained when the emitted gluons are strongly-ordered: when their
transverse momenta satisfy m2p  p21,T  · · ·  p2n,T  Q2 (where the labels 1, · · · , n on the
transverse momenta denote the order of emission). In this case, one obtains
αns (Q2)
∫ Q2
m2p
dp2n,T
p2n,T
∫ p2n,T
m2p
dp2n−1,T
p2n−1,T
· · ·
∫ p22,T
m2p
dp21,T
p21,T
= 1
n! α
n
s (Q2) lnn(Q2/m2p)︸ ︷︷ ︸
Q2m2p=====O(1)
. (2.40)
Since Eq. 2.40 is also of order one (for all n ∈ N+ ≥ 2), it too needs to be included to the LO
parton model prediction of the cross section for DIS.
In addition to the emission of colinear gluons into the final state, one also needs to take into
account the colinear emission of real quarks and anti-quarks. For example, in Fig. 2.10 a gluon
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Figure 2.10: (Colour online) One of several (naively) next-to-leading order contributions
to parton model prediction of the cross-section for deeply inelastic electron-proton scattering
coming from the partonic sub-process e−g → e−gqf q¯f¯ . When the final state anti-quark is
emitted colinearly to the initial state gluon, the momentum of the intermediate (red-coloured)
quark goes on-shell and the corresponding propagator produces a logarithm in Q2 under the
Lorentz-invariant phase space integral for the emitted final state anti-quark. The dashed line
through the middle of diagram denotes a Cutkosky cut. Time runs from right to left.
from the proton splits into a quark–anti-quark pair where the quark then scatters with the
electron via the exchange of a deeply virtual photon and the anti-quark is simply emitted into
the final state. If the anti-quark is emitted colinearly to the quark, the quark propagator
develops a colinear singularity as before. Through this mechanism, one can produce an infinite
number of ladder diagrams with gluons, quarks and anti-quarks being emitted with infinitely
many combinations and ratios into the final state.
Consequently, resumming all possible ladder diagrams, although necessary, is a non-trivial task.
The most efficient manner of encoding this resummation is in a set of coupled integro-differential
equations known as the DGLAP equations. I briefly outline the systematic derivation of the
DGLAP equations in the following subsection.
2.3.2 An outline of the systematic derivation of the DGLAP equations
The parton model enables hadronic quantities to be expressed in terms of partonic quantities
where the latter can be computed directly in perturbation theory. For example, the hadronic
tensor Wµν(xbj, Q2), defined in Eq. 2.9, can be expressed in terms of a partonic version of the
hadronic tensor, denoted Wˆµν(z,Q2). Wˆµν(z,Q2) is defined as in Eq. 2.9, but with |M(γ∗qf →
X)|2 instead of |M(γ∗p+ → X)|2, where qf is a quark of flavour f with momentum pf and z is
the partonic version of the Bjorken scaling variable xbj
z := Q
2
2pf .q
. (2.41)
Writing (as has been done previously) pf = ξp, one obtains from Eq. 2.41 the constraint equation
zξ = xbj. This constraint can be enforced with a Dirac delta-function δ(zξ − xbj) which must
be integrated over z ∈ [0, 1]. The resultant formula for expressing Wµν(xbj, Q2) in terms of
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Figure 2.11: Processes of the form γ∗qf → X contributing to Wˆ0(z,Q2) at O(α0s). Time runs
from right to left.
Wˆµν(z,Q2) is given by
Wµν(xbj, Q2) =
∑
f
1∫
0
dξff (ξ)
1∫
0
dzWˆµν(z,Q2)δ(xbj − zξ) =
∑
f
1∫
x
dξ
ξ
ff (ξ)Wˆµν
(
xbj
ξ
,Q2
)
,
(2.42)
Let us define the (scalar) form factor
W0(xbj, Q2) := −gµνWµν(xbj, Q2), (2.43)
the quantity of interest in our derivation of the DGLAP equations. Since a sum over polariza-
tions λ in Eq. 2.9 is equivalent to the replacement7 [6]
∑
λ
εµ;λ(q)ε∗ν;λ(q)→ −gµν , (2.45)
Eq. 2.43 is proportional to the inclusive, unpolarized cross-section for γ∗p+ → X [1]. W0(xbj, Q2)
can be evaluated either using Eq. 2.17a and Eq. 2.30 which yields
W0(xbj, Q2) = 4pi
∑
f
Q2fff (xbj), (2.46)
or using Eq. 2.42, yielding
W0(xbj, Q2) =
∑
f
1∫
x
dξ
ξ
ff (ξ)Wˆ0
(
xbj
ξ
,Q2
)
, Wˆ0(z,Q2) = −gµνWˆµν(z,Q2). (2.47)
The only process contributing to Wˆ0(z,Q2) of the form γ∗qf → X at O(α0s) is γ∗qf → qf as
displayed in Fig. 2.11. Here, one may (correctly) guess that
7Technically speaking, the sum over polarizations is given by [1,27]∑
λ
εµ;λ(q)ε∗ν;λ(q) = −gµν + qµq¯ν + qν q¯µ
q.q¯
, (2.44)
where q¯µ = 2(n.q)nµ − qµ and nµ is some fixed timelike four-vector. However, due to the Ward-Takahashi
identity, the terms in Eq. 2.44 proportional to qµ do not contribute to physical quantities which allows one to
drop these terms from the right-hand-side of Eq. 2.44 and use Eq. 2.45 instead.
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WˆLO0 (z,Q2) = 4piQ2fδ(z − 1). (2.48)
By comparing with Eq. 2.46, this ansatz follows from the fact that the probability of the quark
carrying a momentum fraction z of its original momentum at lowest order in αs is 1 if z =
1 and zero otherwise, and this information is captured mathematically by the distribution
δ(z − 1). Substituting Eq. 2.48 into Eq. 2.47 reproduces8 Eq. 2.46 as expected. In order to
confirm Eq. 2.48, consider the invariant matrix element for the process γ∗qf → qf
iM(γ∗qf → qf ) = εµ;λ(q)u¯s
′
f (p′f )(ieQfγµ)usf (pf ), (2.49)
where sf and s′f are the spins of the incoming and outgoing quark, respectively, and Wˆµν(z,Q2)
is given by
Wˆµν(z,Q2) =
Q2f
2
∫ d3p′f
(2pi)32p′f
0Tr
(
γµ/pfγ
ν /p′f
)
(2pi)4δ(4)(pf + q − p′f )
=
Q2f
2
∫ d3p′f
(2pi)32p′f
0 4(p
µ
fp
′
f
ν + p′f
µ
pνf − gµνpf .p′f )(2pi)4δ(4)(pf + q − p′f )
= 2piQ2f (p
µ
f (p
ν
f + qν) + pνf (p
µ
f + q
µ)− gµνpf .(pf + q))δ(|pf |+
√
q2 −Q2 − |pf + q|)
|pf + q| .
(2.50)
Eq. 2.50 can be further simplified by rewriting Eq. 2.41 as
2pf · q = 2|pf |
√
q2 −Q2 − Q
2
z
, (2.51)
from which one can show that
δ(|pf |+
√
q2 −Q2 − |pf + q|)
|pf + q| =
2
Q2
δ(z − 1). (2.52)
Substituting Eq. 2.52 into Eq. 2.50 yields
Wˆµν(z,Q2) = 2piQ2f
( 4
Q2
pµfp
ν
f +
2
Q2
(pµf q
ν + pνfqµ)− gµν
)
δ(z − 1)
= 2piQ2f
[(
−gµν + q
µqν
q2
)
+ 4z
2
Q2
(
pµf −
pf .q
q2
qµ
)(
pνf −
pf .q
q2
qν
)]
δ(1− z), (2.53)
where the constraint enforced by the Dirac delta-function has been used. Comparing Eq. 2.53
with Eq. 2.17a, one can read off the partonic structure functions
Wˆ1(z,Q2) = 2piQ2fδ(z − 1) =
Q2
4z2 Wˆ2(z,Q
2), (2.54)
8Here we assume the right-continuous definition of the Heaviside step function such that θ(0) = 1.
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(a) Vertex correction graphs: single virtual
gluon correction (left) and counter-term (right)
for γ∗qf → qf .
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(b) Real emission graphs: s-channel (left) and
t-channel (right) diagrams for γ∗qf → qfg.
Figure 2.12: Processes of the form γ∗qf → X contributing to Wˆ0(z,Q2) at O(α1s). Time runs
from right to left.
which is the partonic version of the Callan-Gross relation. Finally, contracting −gµν with
Eq. 2.53, one obtains Eq. 2.48.
Given that we are able to reproduce the leading order in αs prediction of the parton model
for W0(xbj, Q2) as expressed in Eq. 2.46, we wish to compute the next-to-leading order in αs
corrections to this prediction. In order to determine these corrections, consider the following
formal expansion for iM(γ∗qf → X) in powers of the strong coupling g
iM(γ∗qf → X) = iM0(γ∗qf → X) + iM1(γ∗qf → X) + iM2(γ∗qf → X) +O(g3),
(2.55)
where the subscript labels the power of g. The first term in Eq. 2.55 is precisely Eq. 2.49 while
the next two terms in Eq. 2.55 are the invariant matrix elements
iM1(γ∗qf → X) =: iM(γ∗qf → qfg) = εµ;λ(q)εa∗ν;λ′(pg)(ig)(ieQf )
× u¯s
′
f
j (p′f )taji
[
γν
(/pf + /q) +mqf
(pf + q)2 −mqf + iε
γµ + γµ
(/p′f − /q) +mqf
(p′f − q)2 −mqf + iε
γν
]
u
sf
i (pf ), (2.56)
describing the process depicted in Fig. 2.12b and
iM2(γ∗qf → X) =: iM(γ∗qf → qf (+g)) = εµ;λ(q)u¯s
′
f (p′f )(ieQfΓ
µ
2 (p′f ))usf (pf ), (2.57)
describing the process depicted in Fig. 2.12a where the first graph is the O(α1s) virtual (loop)
correction to the γ∗qf → qf vertex while the second graph is the counter-term responsible for
cancelling the ultraviolet (UV) divergence associated with the loop in the first graph.
The square of the modulus of Eq. 2.55 is given by
|M(γ∗qf → X)|2 = |M0(γ∗qf → X)|2 + 2Re
[
M0(γ∗qf → X)M2(γ∗qf → X)†
]
+ |M1(γ∗qf → X)|2 +O(α2s), (2.58)
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where the latter two terms are O(α1s). For the sake of parameterizing the infrared (IR) singu-
larities in these O(α1s) corrections, we shall work in d = 4− ε dimensions and use dimensional
regularization.
The contribution to Wˆ0(z,Q2) from the second term in Eq. 2.58, the interference between the
leading-order graph in Eq. 2.49 and the vertex correction graphs in Eq. 2.57, is given in [1] as
WˆV0 (z,Q2) = 4piQ2f
αs
2piCf
(
4piµ2
Q2
)ε
2 Γ
(
1− ε2
)
Γ(1− ε)
[
− 8
ε2
− 6

− 8− pi
2
3
]
δ(z − 1). (2.59)
up to terms in O(ε). The result of the calculation for the contribution to Wˆ0(z,Q2) from the
third term in Eq. 2.58 which comes from the real emission graphs in Eq. 2.56, is also given in [1]
up to terms in O(ε) as
WˆR0 (z,Q2) = 4piQ2f
αs
2piCf
(
4piµ2
Q2
)ε
2 Γ
(
1− ε2
)
Γ(1− ε)
×
[
3z + z
ε
2 (1− z)− ε2
(
− 2

1 + z2
1− z + 3− z −
3
2
1
1− z −
7
4
ε
1− z
)]
. (2.60)
In order to make explicit the 1
ε2 pole in Eq. 2.60, one needs to expand
1
1−z (1 − z)−
ε
2 around
ε = 0 which yields a distribution over the interval [0, 1]. To this end, consider9
1∫
0
dz
1
(1− z)1−ε f(z) = f(1)
1∫
0
dz
1
(1− z)1−ε +
1∫
0
dz
1
1− z e
ε ln(1−z)(f(z)− f(1))
= 1
ε
f(1) +
∞∑
n=0
εn
n!
1∫
0
dz
lnn(1− z)
1− z (f(z)− f(1))
= 1
ε
1∫
0
δ(1− z)f(z) +
∞∑
n=0
εn
n!
1∫
0
dz
[
lnn(1− z)
1− z
]
+
f(z),
=⇒ 1(1− z)1−ε =
1
ε
δ(1− z) +
∞∑
n=0
εn
n!
[
lnn(1− z)
1− z
]
+
, (2.61)
where the plus distribution is defined through the identity
1∫
0
dz
[
lnn(1− z)
1− z
]
+
f(z) =
1∫
0
dz
lnn(1− z)
1− z (f(z)− f(1)). (2.62)
9Here we assume the right-continuous definition of the Heaviside step function such that θ(0) = 1.
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Analytically continuing Eq. 2.61 to negative values of ε, replacing ε with − ε2 and inserting
Eq. 2.61 into Eq. 2.60 we obtain
WˆR0 (z,Q2) = 4piQ2f
αs
2piCf
(
4piµ2
Q2
)ε
2 Γ
(
1− ε2
)
Γ(1− ε)
[
3 + 2z − 1 + z
2
1− z ln z + (1 + z
2)
[ ln(1− z)
1− z
]
+
+
(
8
ε2
+ 3

+ 72
)
δ(1− z)−
(
2(1 + z2)
ε
+ 32
)[ 1
1− z
]
+
]
, (2.63)
where O(ε) terms have been dropped. Adding Eq. 2.59 and Eq. 2.63 to Eq. 2.48 we obtain
WˆNLO0 (z,Q2) = WˆLO0 (z,Q2) + WˆV0 (z,Q2) + WˆR0 (z,Q2)
= 4piQ2f
[
δ(1− z)− 1
ε
αs
pi
Pq→q(z)
(
4piµ2
Q2
)ε
2 Γ
(
1− ε2
)
Γ(1− ε) +
α2
2piCf
{
3 + 2z − 1 + z
2
1− z ln z
+ (1 + z2)
[ ln(1− z)
1− z
]
+
−
(
9
2 +
pi2
3
)
δ(1− z)− 32
[ 1
1− z
]
+
}]
, (2.64)
where
Pq→q(z) := Cf
(1 + z2)[ 11− z
]
+
+ 32δ(1− z)
 , (2.65)
is known as a DGLAP splitting function. Notice that the addition of Eq. 2.63 to Eq. 2.48
cancels the 1
2 pole, but not the
1
ε pole. The latter infrared singularity is already present in
the high-energy limit of Compton scattering which is precisely the process shown in Fig. 2.12b.
One can expand the terms multiplying the splitting function around ε = 0 which yields
1
ε
αs
pi
(
4piµ2
Q2
)ε
2 Γ
(
1− ε2
)
Γ(1− ε) =
αs
2pi
2
ε
[
1 + ε2 ln
(
4piµ2
Q2
)
+O(ε2)
] [
1− ε2γE +O(ε
2)
]
= αs2pi
[
2
ε
+ ln
(
4piµ2
Q2
)
− γE
]
+O(ε) = αs2pi
[
2
ε
+ ln
(
µ˜2
Q2
)]
+O(ε), (2.66)
where γE is the Euler-Mascheroni constant and µ˜2 = 4piµ2e−γE . Substituting Eq. 2.64 into
Eq. 2.47 and using Eq. 2.66 we obtain
W0(xbj, Q2)
= 4pi
∑
f
Q2f
1∫
x
dξ
ξ
ff (ξ,Q2)
[
δ
(
1− xbj
ξ
)
− αs2piPq→q
(
xbj
ξ
)(2
ε
+ ln
(
µ˜2
Q2
))
+ · · ·
]
.
(2.67)
Although the precise physical origin of the logarithm in Q2 is obscured in dimensional regular-
ization, the logarithm in Q2 is due to the colinear emission of a real gluon into the final state as
Chapter 2 Evidence of the CGC from DIS at small Bjorken xbj 29
γ∗
q¯f¯
qf
g
pf
q
pg
Figure 2.13: Processes of the form γ∗g → X contributing to Wˆ0(z,Q2) at O(α1s). Time runs
from right to left.
discussed in the previous subsection. Taking the difference in Eq. 2.67 at fixed xbj but different
hard scales Q2 and Q20 leads to the finite difference equation
W0(xbj, Q2)−W0(xbj, Q20) = 4pi
∑
f
Q2f
1∫
x
dξ
ξ
ff (ξ,Q2)
[
αs
2piPq→q
(
xbj
ξ
)
ln
(
Q2
Q20
)]
, (2.68)
which is infrared finite. Substituting Eq. 2.46 into the left hand side, moving ln(Q2/Q20) to the
left hand side and taking the limit |Q2 − Q20| → 0 leads to an integro-differential equation for
the quark distribution functions
∂
∂ ln(Q2)ff (xbj, Q
2) = αs2pi
1∫
x
dξ
ξ
ff (ξ,Q2)Pq→q
(
xbj
ξ
)
. (2.69)
However, Eq. 2.69 is only one component of the DGLAP equation for the quark distribution
functions. At O(α1s), there is also a contribution to Wˆ0(z,Q2) from the process γ∗g → qq¯ which
is displayed in Fig. 2.13. Consequently, there is an additional contribution to the DGLAP
evolution for the quark distribution functions from the gluon distribution function. One says
that the parton distribution functions mix under RG evolution. In fact, the DGLAP equations
for the parton distribution functions are a set of coupled integro-differential equations.
In order to write the DGLAP equations compactly, us introduce the following notation: we
define the vectors q(xbj, Q2) and q¯(xbj, Q2) whose components consist of all the different flavour
quark and anti-quark distribution functions, respectively, given by
[q(xbj, Q2)]f = ff (xbj, Q2), [q¯(xbj, Q2)]f¯ = ff¯ (xbj, Q
2). (2.70)
It is also conventional to write the gluon distribution function fg(xbj, Q2) as g(xbj, Q2). In this
notation, the DGLAP equations are given (to all-orders) by [28]
∂
∂ ln(Q2)

q(xbj, Q2)
q¯(xbj, Q2)
g(xbj, Q2)
 = αs2pi
1∫
xbj
dξ
ξ

P˜qq(xbj/ξ) P˜qq¯(xbj/ξ) P˜qg(xbj/ξ)
P˜q¯q(xbj/ξ) P˜q¯q¯(xbj/ξ) P˜q¯g(xbj/ξ)
P˜gq(xbj/ξ) P˜gq¯(xbj/ξ) P˜gg(xbj/ξ)


q(ξ,Q2)
q¯(ξ,Q2)
g(ξ,Q2)
 ,
(2.71)
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where
• P˜qq(xbj/ξ), P˜qq¯(xbj/ξ), P˜q¯q(xbj/ξ) and P˜q¯q¯(xbj/ξ) are nf -by-nf matrices,
• P˜qg(xbj/ξ) and P˜q¯g(xbj/ξ) are nf -by-1 column vectors,
• P˜gq(xbj/ξ) and P˜gq¯(xbj/ξ) are 1-by-nf row vectors,
• P˜gg(xbj/ξ) is a 1-by-1 matrix,
and nf is the number of quark flavours inside the proton. At leading-logarithmic (LL) accuracy,
these matrices are given by
[P˜qq(xbj/ξ)]ij = [P˜q¯q¯(xbj/ξ)]ij = δijPq→q(xbj/ξ), (2.72a)
[P˜qq¯(xbj/ξ)]ij = [P˜q¯q(xbj/ξ)]ij = 0, (2.72b)
[P˜qg(xbj/ξ)]i = [P˜q¯g(xbj/ξ)]i = Pg→q(xbj/ξ), (2.72c)
[P˜gq(xbj/ξ)]i = [P˜gq¯(xbj/ξ)]i = Pq→g(xbj/ξ), (2.72d)
P˜gg(xbj/ξ) = Pg→g(xbj/ξ). (2.72e)
Beyond LL, the nf -by-nf matrices P˜q¯q(xbj/ξ) and P˜qq¯(xbj/ξ) are no longer zero [28]. The
splitting function Pq→q(xbj/ξ) in Eq. 2.72a is given in Eq. 2.65 while the remaining splitting
functions are given below [1]
Pg→q(z) :=
1
2(z
2 + (1− z)2), (2.73a)
Pq→g(z) := Cf
(
1 + (1− z)2
z
)
, (2.73b)
Pg→g(z) := 2CA
(
z
[ 1
1− z
]
+
+ 1− z
z
+ z(1− z)
)
+ β02 δ(1− z), (2.73c)
where, Cf = N
2
c−1
2Nc and CA = Nc are the quadratic Casimirs in the fundamental and adjoint
representations, respectively, and β0 = 113 CA− 23nf is the coefficient of the one-loop contribution
to the QCD β-function with nf being the number of quark flavours. A similar analysis to that
presented in this subsection allows one to compute the remaining DGLAP splitting functions,
given in Eq. 2.73.
With the gluon distribution function being a flavour singlet density, and by defining the flavour
singlet quark density [28]
Σ(xbj, Q2) :=
nf∑
i=1
[qi(xbj, Q2) + q¯i(xbj, Q2)], (2.74)
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(a) (Colour online) PDFs from HERAPDF1.7
at Q2 = 101GeV2.
(b) (Colour online) PDFs from HERAPDF1.5
at Q2 = 104GeV2.
Figure 2.14: (Colour online) PDFs from HERAPDF1.7 and HERAPDF1.5 at Q2 = 101GeV2
and Q2 = 104GeV2, respectively [3]. The gluon xbjg(xbj, Q2) and sea (or wee) quark
xbjS(xbj, Q2) distribution functions have been reduced by a scale factor of 20. Both plots
show enhanced gluon production at small Bjorken xbj.
one can immediately write down the LL DGLAP equations for the flavour singlet densities
∂
∂ ln(Q2)
Σ(xbj, Q2)
g(xbj, Q2)
 = αs2pi
1∫
xbj
dξ
ξ
Pq→q(xbj/ξ) 2nfPg→q(xbj/ξ)
Pq→g(xbj/ξ) Pg→g(xbj/ξ)
Σ(ξ,Q2)
g(ξ,Q2)
 . (2.75)
Returning to Eq. 2.71, notice that in Eq. 2.71 the ξ integral which convolves the PDFs with
the DGLAP splitting functions is over the interval [xbj, 1] which means that only partons with
(longitudinal) momentum fractions larger than xbj “feed” the DGLAP evolution of the PDFs.
In the limit that xbj → 0, the DGLAP splitting functions Pq→g(xbj/ξ) and Pg→g(xbj/ξ) con-
tributing to the DGLAP evolution of the gluon distribution function in Eq. 2.71 become singular
with a pole in 1xbj . Consequently, we expect that for small Bjorken xbj, the Q
2 evolution of
gluon distribution function is significantly enhanced. This expectation is confirmed in Fig. 2.14.
Moreover, Fig. 2.14 shows that at small Bjorken xbj the gluon distribution function, plotted
xbjg(xbj, Q2) = xbjfg(xbj, Q2), dominates all other PDFs. From this behaviour of the PDFs at
small Bjorken xbj, one motivates the existence of the Colour Glass Condensate in the Regge-
Gribov limit of QCD.
2.4 The Regge-Gribov limit and the CGC formalism
Recall that the Regge-Gribov limit of QCD is the limit in which s→∞ and xbj → 0 while y and
Q2 remain fixed. In the preceding section we presented the evidence for large gluon occupation
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Figure 2.15: (Colour online) Kinematics for high-energy DIS. The world-lines of the electron
(the projectile) and the proton (the target) lie almost along the light-cone directions and are
separated by a large rapidity Y .
numbers in this limit. In order for these gluons to be probed by the virtual photon exchanged
between the electron (the projectile) and the proton (the target), the colourless virtual photon
needs to fluctuate into colour singlet degrees of freedom which to lowest order in pQCD is a
qq¯-pair. Since the target consists mostly of gluons in this limit, one can describe interaction of
this qq¯-pair with the target as the propagation of quarks and anti-quarks in the presence of a
large background gauge field bµ where bµ represents the gluonic field of the target. By large we
mean that bµ ∼ O(1/αs) [4]. Consequently, we split Aµ up into
Aµ = bµ + δAµ, (2.76)
where δAµ describes perturbative or kinematically suppressed gluons on top of bµ.
Since bµ captures the kinematically enhanced contributions to Aµ, its form is constrained by
relativistic effects. In order to see this, let us again consider the experimental setup of DIS and,
without loss of generality, let us orient our coordinate system such that both the projectile (the
electron) and the target are traveling along the z-axis. Their momenta are given by
pµ = (p0,0, p3)µ, p2 = m2p > 0, p3 ≥ 0, (2.77a)
kµ = (k0,0, k3)µ, k2 = m2e > 0, k3 ≤ 0. (2.77b)
Since these momenta are both time-like, their directions are related (as depicted in Fig. 2.15)
through a Lorentz boost
1
mp
p0
p3
 =
cosh(Y ) sinh(Y )
sinh(Y ) cosh(Y )
 1
me
k0
k3
 , (2.78)
where Y is called the rapidity separation or Minkowski boost angle between the two directions.
Note that we have omitted the zero transverse components of the momenta in Eq. 2.78 for
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simplicity. In order to compute Y it is convenient to choose a particular frame like the rest
frame of the projectile (the electron) where k0 = me and k3 = 0. With this choice, from Eq. 2.78
one obtains
p0
mp
= cosh(Y ). (2.79)
p0 can be written in terms of some of the Lorentz invariants defined in Eq. 2.1 as follows
xbj =
Q2
2p.q =
Q2
2(p.k)y =
Q2
2p0mey
⇐⇒ p0 = Q
2
2xbjmey
. (2.80)
Substituting Eq. 2.80 into Eq. 2.79 and solving for Y yields
Y = cosh−1
(
Q2
2xbjmempy
)
xbj→0= ln(1/xbj) + ln
(
Q2
2mempy
)
+O(xbj2), (2.81)
where in the last equality we took the limit of small Bjorken xbj. Since y and Q2 are kept
constant in this Regge-Gribov limit of QCD, Eq. 2.81 tells us that decreasing xbj is directly
related to increasing the rapidity separation between the projectile and the target10. Note
that at leading order in xbj, a change in Y is given solely by a change in xbj where the latter
variable is defined in terms of the momenta of the target and the exchanged virtual photon
and not projectile. Many textbooks and papers often give the impression that the rapidity
separation is between the target and the exchange virtual photon because only those momenta
are needed to define xbj and correspondingly Y , but such an impression is nonsensical because
qµ is a space-like momentum which cannot be related to a time-like momentum pµ via a Lorentz
boost.
Writing Eq. 2.78 in light-cone coordinates
1
mp
p+
p−
 =
eY 0
0 e−Y
 1
me
k+
k−
 , (2.82)
where
p± := 1√
2
(p0 ± p3), p± := 1√
2
(k0 ± k3), (2.83)
one sees that in the rest frame of the projectile, the plus-component of the target’s momentum
is enhanced by a factor of eY while its minus-component is suppressed by a factor of e−Y .
Consequently, the target effectively lies along the x+-axis (at x− = 0). In this frame, x+ takes
on the role of time and x− becomes the longitudinal coordinate. Since it lies effectively along the
x+-axis, the target is effectively Lorentz contracted to a Dirac delta function in the longitudinal
10The relation in Eq. 2.81 is written in many textbooks and papers as Y = ln(1/xbj) without any or much
justification, and without mention of the constant logarithm.
34 Chapter 2 Evidence of the CGC from DIS at small Bjorken xbj
direction and the stochastic dynamics (due to emission and recombination effects) of the gluons
in the target are effectively frozen-in due to time dilation. From these considerations, the
background field strength tensor can be written as
Fµν [b](x+, x−,x) = δ(x−)Fµν [b](x). (2.84)
We consider the associated field strength tensor of the background field and not the background
field directly because the field strength tensor is gauge covariant. Using Eq. 2.82, one finds that
for large Y only
F+i[b](x+, x−,x) = δ(x−)∂iF+i[b](x) =: δ(x−)∂iβ(x), (2.85)
is boost enhanced [9] by eY where β(x) = βa(x)ta is an as-yet-unspecified su(Nc)-valued function
describing the distribution of gluons in the transverse plane and ta are the generators of su(Nc).
Since Eq. 2.85 caries the dominant contribution, one may choose the background field to be [9]
bµ(x+, x−,x) = gµ+δ(x−)β(x). (2.86)
As mentioned earlier, this background field is large being of the order of α−1s . In the presence of
a large background field, one needs to rewrite the perturbation theory as an expansion around
bµ instead of the vacuum; this is the topic of the next chapter.
Chapter 3
Eikonalization at high energies
3.1 Perturbation theory in the presence of a large external field
In this section, we shall demonstrate the downfall of using vacuum perturbation theory for an
interacting theory in the presence of a large external source with the aid of a toy example1. In
particular, we shall show that in the iterative solution to the tree-level Dyson-Schwinger equation
for the connected 1-point Green’s function in the presence of a large external source, each term
contributes the same order. Since each diagram contributes equally, one needs to sum every
term in the perturbative expansion which renders the expansion meaningless and calculationally
intractable. This problem can side stepped by expanding the interacting theory not around the
vacuum but around the tree-level connected 1-point Green’s function.
3.1.1 Example: an interacting real-valued scalar field
To this end, consider a theory for an interacting real-valued scalar field on Minkowski space
φ : R1,3 → R of mass m coupled to an external source J : R1,3 → R described by the Lagrangian
L[φ, J ](x) = L[φ](x) + J(x)φ(x) = L0[φ](x) + Lint[φ](x) + J(x)φ(x), (3.1)
where the “free” Lagrangian L0[φ], which governs the dynamics of the scalar field in the absence
of self-interactions, is the Klein-Gordan Lagrangian
L0[φ](x) = −12φ(x)(x +m
2)φ(x), (3.2)
1For a review of the path integral formulation of QFT which we shall use below, read chapters 2 through 4
of [16].
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and Lint[φ] describes the interaction of the scalar field with itself. Unlike in most textbooks,
we shall regard the external source to be a physical entity. Here the dynamics of the external
source are assumed to be known and unmodified by the presence of the scalar field. The converse,
however, is not true and we are interested in understanding the dynamics of the scalar field in
reaction to the external source.
The following definitions are necessary for our derivation and discussion of the Dyson-Schwinger
(DS) equations in the next subsection. The n-point Green’s functions in the presence of the
external source J (or n-point functions for short) are defined by
G(n)[J ](x1, · · · , xn) := 〈Ω|T{φ(x1) · · ·φ(xn)}|Ω〉J , (3.3)
where
〈Ω|T{φ(x1) · · ·φ(xn)}|Ω〉J := 1
N
∫
D[φ]φ(x1) · · ·φ(xn) exp
[
i
∫
d4xL[φ, J ](x)
]
. (3.4)
is the expectation value of the time-ordered product of n scalar field insertions at n space-time
positions computed in the vacuum |Ω〉 of interacting theory in the presence of the external
source J . Let us introduce the generating functional for the n-point functions
Z[J ] = 1
N
∫
D[φ] exp
[
i
∫
d4xL[φ, J ](x)
]
, (3.5)
where N is an overall normalization constant defined such that Z[0] = 1. Then the n-point
function in Eq. 3.3 can be obtained from Z[J ] via
G(n)[J ](x1, · · · , xn) = δ
nZ[J ]
δiJ(x1) · · · δiJ(xn) , (3.6)
justifying the name “generating functional”. Z[J ] can be rewritten as
Z[J ] = exp
[
i
∫
d4xLint
[ δ
δ(iJ)
]
(x)
]
Z0[J ], (3.7)
where
Z0[J ] =
1
N
∫
D[φ] exp
[
i
∫
d4x(L0[φ](x) + J(x)φ(x))
]
, (3.8)
is the generating functional in the free theory. In fact, Z0[J ] is a functional Gaussian integral
which can be computed by completing the square in the argument of the exponential (see
Chapter 1 of [16]). The result of this functional Gaussian integral is
Z0[J ] = exp
[
− i2
∫
d4xd4x′J(x)∆F(x− x′)J(x′)
]
, (3.9)
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where
i∆F(x− x′) =:
x x′
, (3.10)
is the Feynman propagator in the free theory; the propagator is the functional inverse of the
differential operator ( + m2) appearing in the term quadratic in φ in L0[φ] in Eq. 3.1. The
free Feynman propagator satisfies the differential equation
(x +m2)i∆F(x− x′) = −iδ(4)(x− x′). (3.11)
Z[J ] can also be written in terms of the generating functional W [J ] for the connected n-point
functions via
Z[J ] = eiW [J ], (3.12)
where the interpretation of W [J ] can be shown using the replica trick from statistical physics
[29]. The connected n-point functions are defined by
G(n)con[J ](x1, · · · , xn) :=
δniW [J ]
δiJ(x1) · · · δiJ(xn) =:
x1
x2
xn
. (3.13)
3.1.1.1 The Dyson-Schwinger equations
The Dyson-Schwinger equations are the quantum equations of motion for the n-point functions.
These equations can be derived using the Symanzik construction (see Chapter 1.3 of [15]) which
does not rely on the path integral formulation of QFT, but we shall not take this route. Instead,
consider the following one-parameter family of local variations
φ(x) 7→ φs(x;x0) := φ(x) + sδ(4)(x− x0), (3.14)
which leaves the functional measure in Eq. 3.5 invariant. Substituting Eq. 3.14 into Z[J ] in
Eq. 3.5 yields
Z[J ] = 1
N
∫
D[φ] exp
[
i
∫
d4x(L[φs](x;x0) + J(x)φs(x;x0))
]
= 1
N
∫
D[φ] exp
[ ∫
d4ysδ(4)(y − x0) δ
δφ(y)
]
exp
[
i
∫
d4x(L[φ](x) + J(x)φ(x))
]
= 1
N
∫
D[φ] exp
[
s
δ
δφ(x0)
]
exp
[
i
∫
d4x(L[φ](x) + J(x)φ(x))
]
. (3.15)
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where in the second line we introduced the translation operator2. Differentiating both sides of
Eq. 3.15 with respect to s at s = 0 we obtain
0 = 1
N
∫
D[φ] δ
δφ(x0)
exp
[
i
∫
d4x(L[φ](x) + J(x)φ(x))
]
, (3.16)
which leads to first Dyson-Schwinger equation
(x0 +m2)
δZ[J ]
δiJ(x0)
=
[
L′int
[ δ
δiJ
]
(x0) + J(x0)
]
Z[J ]. (3.17)
For concreteness, let us restrict our attention to φ4 theory where the interaction Lagrangian is
given by
Lint[φ](x) = −g
2
4! φ
4(x). (3.18)
Then using Eq. 3.12 to write Z[J ] = eiW [J ], Eq. 3.17 becomes
(x0 +m2)
δiW [J ]
δiJ(x0)
= −g
2
3!
[(
δiW [J ]
δiJ(x0)
)3
+ 3 δ
2iW [J ]
δ(iJ(x0))2
δiW [J ]
δiJ(x0)
+ δ
3iW [J ]
δ(iJ(x0))3
]
+ J(x0).
(3.19)
Multiplying both sides of Eq. 3.19 by i∆F (x− x0) and integrating over x0 ∈ R1,3 we obtain
δiW [J ]
δiJ(x) = −i
g2
3!
∫
d4x0i∆F (x− x0)
[(
δiW [J ]
δiJ(x0)
)3
+ 3 δ
2iW [J ]
δ(iJ(x0))2
δiW [J ]
δiJ(x0)
+ i δ
3iW [J ]
δ(iJ(x0))3
]
+ i
∫
d4x0i∆F (x− x0)J(x0). (3.20)
Using the Feynman rules defined in Eq. 3.10 and Eq. 3.13 as well as those defined below
i
∫
d4x0i∆F (x− x0)J(x0) =:
x
J , ig2
∫
d4x0 =:
x0
, (3.21a)
Eq. 3.19 can be expressed diagrammatically as
x
=
x
J − 13!
[
x
+ 3
x
+
x
]
. (3.22)
Notice that the Dyson-Swinger equation for the connected 1-point function depends on itself as
well as the connected 2- and 3-point functions. Taking a functional derivative of Eq. 3.19 with
2ea
d
dx f(x) =
∑∞
n=0
an
n! f
(n)(x) = f(x+ a).
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respect to iJ(y), we obtain the Dyson-Swinger equation for the connected 2-point function
x y
=
x y − 13!
[
3
x y
+ 3
(
x y
+
x y
)
+
x y
]
. (3.23)
which depends on itself and the connected 1-pt function as well as the connected 3- and 4-point
functions. This process continues ad infinitum, generating an infinite hierarchy of equations
where the Dyson-Schwinger equation for the connected n-point function depends on itself and
all preceding lower order connected functions as well as the connected (n+1)- and (n+2)-point
functions.
3.1.1.2 A semi-classical truncation
In order to solve the infinite hierarchy of Dyson-Schwinger equations, we need to introduce
a truncation that renders the system in some sense “finite”. Clearly if we were to a first-
approximation ignore the loop diagrams (cf. Eq. 3.22 and Eq. 3.23), then the hierarchy would
close; the Dyson-Schwinger equation for the connected n-point function would depend only on
itself and all preceding lower-order connected functions. It turns out that such a loop expansion
(zero loops, 1 loop, 2-loops, etc.) is equivalent to an expansion in ~; the number of loops in a
Feynman diagram counts the power of ~.
Before proving this equivalence, it is useful to derive a formula for the number of loops nL in a
Feynman diagram in terms of the the number of vertices nV and the number of internal prop-
agators nI (excluding those connected to the external source). Consider an arbitrary Feynman
diagram in φ4 theory with nV vertices. Each vertex has four legs which need to be saturated.
Each internal propagator saturate two legs, each external propagator saturates one leg, and
each external source term saturates one leg. Consequently,
4nV = 2nI + nE + nJ , (3.24)
where nE counts the number of external legs and nJ counts the number of external source
terms. The maximum number of loops that can be contained in a connected Feynman diagram
in φ4 theory with nV vertices is
nL,max = nV + 1, (3.25)
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where each vertex contains a single loop constructed by saturating two of the four legs with an
internal propagator, and then the remaining two legs on each vertex are used to connect the
vertex to other vertices such that the diagram is connected. For every internal propagator that
is cut, there are the two newly created free legs that can be saturated either by two external
propagators, two external source terms or one of each. From this consideration, one can also
write down
nL,max = nL +
1
2(nE + nJ). (3.26)
Equating Eq. 3.25 and Eq. 3.26, one obtains
nV + 1 = nL +
1
2(nE + nJ). (3.27)
Using Eq. 3.24, one can eliminate nE and nJ from Eq. 3.27 to produce
nL = nI − nV + 1. (3.28)
In order to count the power of ~ associated with a connected Feynman diagram, one needs to
reintroduce a factor of ~ into the exponent of Z[J ] in 3.5 since we had been working in natural
units where ~ = 1. The factor of ~ is reintroduced by multiplying the Lagrangian by ~−1. The
net result of reintroducing ~ is that each vertex carries a factor of ~−1 while each propagator
(both internal and external) carries a factor of ~. Vertex legs which are connected to an external
source term via a propagator do not contribute to the counting of the power of ~ because the ~
from the propagator is compensated by the ~−1 from the external source term. Consequently,
the power of ~ associated with a connected Feynman diagram is
pow(~) = nI − nV + nE = nL + nE − 1, (3.29)
where the second equality follows from Eq. 3.28. The implication of Eq. 3.29 is that for a
fixed number of external propagators, the number of loops in a connected Feynman diagram
determines the associated power of ~, and vice versa. One refers to leading order in ~ as
“classical” and higher orders as “quantum”. The fact that loops are a quantum effect is not
surprising since loops represent the interaction of the scalar field with itself and self-interaction
is an inherently quantum phenomenon.
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Having established this link between a loop expansion and an expansion in ~, consider the DS
equation for the connected 1-point function given in Eq. 3.22 to lowest order in ~
x
T
=
x
J − 13!
x
T
T T
, (3.30)
where the subscript “T” refers to the fact that we are only considering “tree-level” (zero loop)
contributions. One may solve Eq. 3.30 iteratively by reinserting the right-hand side of the
equation into itself wherever one sees a tree-level connected 1-point function. The first three
terms (with the fewest number of vertices) of the iterative solution are given below
x
T
=
x
J − 16
x
J J
J +
1
12
x
J J J J
J + · · · . (3.31)
Suppose that the external source is large with J ∼ O(g−1). Then each diagram in Eq. 3.31 goes
like O(g−1). Since each diagram contributes the same order of the coupling, one needs to sum
all diagrams in Eq. 3.30 which renders our perturbative calculation intractable. Consequently,
the tree-level connected 1-point function is a non-perturbative object. Assuming the tree-level
connected 1-point function was known, the problem of needing to sum an infinite number of
tree-level contributions persists even for the connected 2-point function, the propagator in the
presence of the external source J . The DS equation for the connected 2-point function given in
Eq. 3.23 to lowest order in ~ is given by
x y
T
=
x y − 12
x y
T
T T
. (3.32)
Eq. 3.32 can be solved iteratively in terms of the connected 1-point function; the first three
terms (with the fewest number of vertices) of the iterative solution are given below
x y
T
=
x y − 12
x y
T T
+ 14
x y
T T T T
+ · · · .
(3.33)
Since the connected 1-point function is O(g−1), each term in Eq. 3.33 is O(g0). Since each
diagram contributes the same order of the coupling, again one needs to sum all diagrams in order
to iteratively solve Eq. 3.32. Eq. 3.33 can, however, be formally summed using the operator
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version of the geometric series. To this end, we define the following additional Feynman rules
[ T T ]
xy
=
y
x
T T
= i
∫
d4z
(
δiW [J ]
δiJ(x)
)2
δ(4)(x− z)i∆F (z − y), (3.34a)
[ T T ]0
xy
= [1]xy = δ(4)(x− y) (3.34b)
[ T T ]2
xy
=
[ T T
×
T T ]
xy
=
∫
d4z
[ T T ]
xz
[ T T ]
zy
=
y
x
T T T T
(3.34c)
where in analogy to the summation over repeated indices in matrix multiplication, we defined
the product of two Feynman diagram nodes by the integral over a dummy space-time variable
× =
∫
d4z
z
. (3.35)
Using Eq. 3.34, we write down a formal solution for the tree-level connected 2-point function as
x y
T
=
[
×
∞∑
n=0
(−g2)n
2n
[ T T ]n]
xy
=
[
×
[
1 + g
2
2
T T ]−1]
xy
. (3.36)
Our above analysis of the tree-level connected 1-point function shows that standard (vacuum)
perturbation theory in the presence of a large external source is no longer a useful calculational
tool, because the relevant dynamical degrees of freedom are not fluctuations around the vacuum,
but fluctuations around the tree-level connected 1-point function. The correct approach in such
a situation is to expand the Lagrangian around the tree-level connected 1-point function which
we shall do shortly. For notational brevity, we introduce the following mathematical symbol for
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the tree-level connected 1-point function (also called the “classical field” [16])
ϕc[J ](x) :=
δiW [J ]
δiJ(x) =
x
T
, (3.37)
which satisfies the classical equations of motion (cf. Eq. 3.19 and Eq. 3.30)
(x +m2)ϕc[J ](x) +
g2
3!ϕ
3
c [J ](x) = J(x). (3.38)
Consider the following expansion of L[ϕc[J ] + δϕ, J ] around the classical field ϕc[J ]
L[ϕc[J ] + δϕ, J ](x) =
∞∑
n=0
1
n!
∫
d4x1 · · · d4xnδϕ(x1) · · · δϕ(xn) δ
nL[φ, J ](x)
δφ(x1) · · · δφ(xn)
∣∣∣∣∣
φ=ϕc[J ]
= L[ϕc[J ], J ](x)− 12δϕ(x)
[
x +m2 +
g2
2 ϕ
2
c [J ](x)
]
δϕ(x)− g
2
3! δϕ
3(x)ϕc[J ](x)− g
2
4! δϕ
4(x).
(3.39)
The term linear in δϕ in Eq. 3.39 vanishes due to the equations of motion for classical field given
in Eq. 3.38. The inverse of the differential operator in the term quadratic in δϕ is precisely the
propagator in the presence of the external source J given in Eq. 3.36; the tree-level connected
2-point function is the propagator for φ4 theory expanded about the classical field.
3.2 Observables at small Bjorken xbj, Wilson-lines and their
correlators
One of the goals of the previous section was to show that in the presence of a large external
source, vacuum perturbation theory breaks down because the smallness of the coupling constant
is compensated for by the largeness of the external source. This breakdown was shown in the
iterative solution to the DS equation for the tree-level propagator where each diagram in the
series contributed the same order in the coupling. Consequently, the entire series needed to
be resummed. The resummed propagator, which encoded the multiple interactions with the
external source, was also shown to be precisely the propagator for fluctuations δϕ on top of the
large tree-level 1-point function ϕc[J ] ∼ O(g−1).
An analogous resummation occurs in the CGC formalism. Recall that the gauge field Aµ can
be split into fluctuations δAµ on top of the large background field bµ where the latter describes
the kinematically enhanced gluonic contributions in the target at small Bjorken xbj. This split
is given in Eq. 2.76. One can think of bµ, whose most constrained form is given in Eq. 2.86,
as analogous to the large tree-level 1-point function of the previous section. In this case, since
bµ ∼ O(α−1s ) one needs to expand the QCD Lagrangian density around bµ and derive modified
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propagators for quarks and gluons in the presence of bµ in analogy with the previous paragraph.
These modified propagators are derived in Chap. B and given below:
• Gluons: Only the plus-plus component of the gluon propagator is needed in this thesis
(see Chap. 5) and it is given by
a+
x b
b+
y = 〈δAa+(x)δAb+(y)〉[b]
= δab
[
i
−(∂−)2
]
(x, y)−
∫
d4zd4w(i∂−x )
[ 1
−(∂−)2
]
(x, z)(i∂−y )
[ 1
−(∂−)2
]
(y, w)
× (i∂iz)(i∂iw)
[
i
−D[b]2
]ab
(z, w), (3.40a)
where[
i
−(∂−)2
]
(x, y) = − i2δ(x
− − y−)δ(2)(x− y)|x+ − y+|, (3.40b)[
i
−D[b]2
]ab
(x, y) =
∫
dk−
(2pi)3(2k−) [θ(x
− − y−)θ(k−)− θ(y− − x−)θ(−k−)]
×
∫
d2p⊥d2q⊥e−i(p.x−q.y)
∫
d2z⊥
(2pi)2 e
−i(p−q)·z[U˜z;x−,y− ]ab, (3.40c)
and p− = q− = k−, p+ = p22k− , p
+ = q22k− . The propagator in Eq. 3.40c, and hence
Eq. 3.40a, is given in terms of a light-like Wilson-line in the adjoint representation
U˜z;x−,y− = P exp
[
ig
y−∫
x−
dz−δ(z−)βc(z)t˜c
]
, (3.40d)
where [t˜c]ab = ifacb are generators of the adjoint representation.
• Quarks: The quark propagator needed to compute the total cross-section for DIS is given
by
x b y = 〈ψ¯(x)ψ(y)〉[b] =
∫
dk−
(2pi)3(2k−)
× [θ(x− − y−)θ(k−)− θ(y− − x−)θ(−k−)]
∫
d2p⊥d2q⊥e−i(p.x−q.y)(/p+m)
×
∫
d2z⊥
(2pi)2 e
−i(p−q)·zUz;x−,y− +
1
4γ
−δ(x− − y−)δ(2)(x− y)sign(x+ − y+), (3.41a)
where p− = q− = k−, p+ = p2+m22k− , p
+ = q2+m22k− . The fermion propagator also contains a
light-like Wilson-line but in the fundamental representation
Uz;y−,x− = P exp
[
ig
y−∫
x−
dz−δ(z−)βc(z)tc
]
, (3.41b)
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where tc are the generators of the fundamental representation.
For a propagator corresponding to a given parton, the Wilson-lines encode multiple eikonal
interactions of the parton with bµ along the (approximately) light-like trajectory of the parton
[14]. In this sense the propagator is analogous to the resummed propagator derived in the
previous section, encoding multiple interactions with the external source through the tree-level
connected 1-point function. In the absence of the background field, one would expect the above
propagators to reduce to the standard propagators for quarks and gluons and indeed this is the
case. However, since the background field has Dirac delta function support in the x−-direction,
the Wilson-lines are only “triggered” when the parton passes through the background field which
means that in general the parton propagates freely and upon passing the background field picks
up a colour rotation before propagating freely again.
Although the expressions for the Wilson-lines given in Eq. 3.40d and Eq. 3.41b are mathemat-
ically correct, they become cumbersome when computing integrals where these Wilson-lines
appear in the integrand. For the moment let me write down a light-like Wilson-line in a general
representation R as
R
Uz;y−,x− = P exp
[
ig
y−∫
x−
dz−δ(z−)βc(z)
R
t c
]
, (3.42)
where
R
t c are generators of the R representation. Provided Eq. 3.42 is not being differentiated, if
it appears under an integral over the longitudinal coordinates x− and y−, then given the Dirac
delta function support of the background field one can replace the right-hand-side of Eq. 3.42
by the expression
R
Uz;x−,y− = θ(−x−)θ(y−)
R
Uz + θ(x−)θ(−y−)
R
U †z + [θ(x−)θ(y−) + θ(−x−)θ(−y−)]1, (3.43)
where
R
Uz :=
R
Uz;−∞,∞,
R
U †z :=
R
Uz;∞,−∞, (3.44)
are infinite light-like Wilson-lines in the representation R. Clearly Eq. 3.43 can be applied to the
Wilson-lines in Eq. 3.40d and Eq. 3.41b. Consequently, we expect that observables calculated
using the propagators for quarks and gluons should contain infinite light-like Wilson-lines in
the fundamental and the adjoint representations, respectively.
These Wilson-lines always enter observables through Y dependent averages called correlators.
To see why, recall that the background field although constrained by kinematics is still undeter-
mined; it is expressed in terms of an as-yet-unspecified su(Nc)-valued function β(x) = βa(x)ta
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(see Eq. 2.86). Consequently, when computing any observable, one needs to average over all
possible background field configurations. But the separation of the gauge field into fluctuations
on top of the background field (see Eq. 2.76) is a resolution dependent one: as Bjorken xbj is
lowered or, correspondingly, the rapidity separation Y is increased, additional modes which were
previously contained in δAµ will begin to take on the features of bµ through Lorentz contraction
and time dilation. Accordingly, one writes the averaging procedure over the background field
as Y dependent
〈· · · 〉 (Y ) =
∫
D[b+] · · ·WY [b+], (3.45)
whereWY [b+] is a Y dependent functional distribution. However, since the only place where the
background field can enter an observable is through Wilson-lines, we can just as easily perform
the average over Wilson-lines instead of the backgorund field, in which case Eq. 3.45 becomes
〈· · · 〉 (Y ) =
∫
SU(Nc)
D[U ] · · ·ZY [U ], (3.46)
where D[U ] is the unimodular Haar measure on SU(Nc). The functional distributions are such
that the averaging procedure is normalized to 1; i.e. 〈1〉 (Y ) = 1.
Putting the above discussion into action, one can compute the total cross-section for DIS at
small Bjorken xbj using the optical theorem and standard perturbation theory except with the
quark propagator given by Eq. 3.41a [9] and the result is
σDIS(Y,Q2) =
∑
λ=T,L
∫
d2r
1∫
0
dα|ψλ(α, r2, Q2)|2
∫
d2b 2
(
1− Re
〈 1
Nc
Tr
(
UxU
†
y
)〉
(Y )
)
.
(3.47)
The sum over λ is a sum over both the transverse (T ) and the longitudinal (L) polarizations of
the virtual photon. The squared absolute value of the qq¯ component of the virtual photon wave
function, |ψλ(α, r2, Q2)|2, describes the probability for a virtual photon of polarization λ and
virtuality Q2 to split into a qq¯-pair of size r where the quark carries a fraction α of the incoming
momentum q and the anti-quark caries the remaining (1−α) fraction. This contribution is given
by
|ψλ(α, r2, Q2)|2 = 3αem2pi2
∑
f
Q2f
 [α2 + (1− α)2]Q¯2K21 (Q¯r) +m2fK20 (Q¯r), if λ = T4Q2α2(1− α)2K20 (Q¯r), if λ = L ,
(3.48)
where there is a sum over quark flavors f , Qf is the elementary charge fraction of the quark
flavor (in units of e), mf is the quark flavor’s mass and Q¯2 = α(1− α)Q2 +m2f .
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The Y dependence of the total cross-section for DIS is given by the real part of a Wilson line
correlator, the so-called dipole correlator or qq¯ correlator
〈
A(1)xy
〉
(Y ) =
〈 1
Nc
Tr
(
UxU
†
y
)〉
(Y ). (3.49)
But this is by no means the only observable for which this is true. In general, observables
computed within the CGC formalism are written in terms of Wilson-line correlators and these
Wilson-line correlators carry the Y dependence of the observable. Other examples include inclu-
sive vector-meson production [19], dijet production [30], medium-induced soft gluon radiation
in hard forward parton scattering [31], and Single Transverse Spin Asymmetry (STSA) [32].

Chapter 4
Wilson-line correlators
In the previous chapter, it was argued that Wilson-line correlators appear ubiquitously in the
saturation formalism description of observables. This chapter is dedicated to the construction
and properties of Wilson-line correlators. In this chapter, I also introduce (relevant aspects
of) the birdtrack formalism — a diagrammatic notation that is to group theory what Feynman
diagrams are to perturbation theory — which I shall use extensively throughout the remainder
of this thesis.
4.1 Birdtracks, colour singlet states, and Wilson-line amplitude
matrices
This section collects a number of important definitions and establishes the notation that is used
throughout the remainder of this thesis.
Let V be a complex vector space carrying the fundamental representation of SU(Nc), the group
of special unitary Nc ×Nc matrices. Since the dimension of V is
dim(V ) = Nc =: df , (4.1)
V is isomorphic to CNc and, without loss of generality, we can take V = CNc . We endow V
with the scalar product
〈·, ·〉 : V × V → C; (v1, v2) 7→ 〈v1, v2〉 = v†1v2, (4.2)
which is inherited from the canonical scalar product on C. Here the dagger symbol † means the
transposed conjugate.
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The identity map on V , denoted iV : V → V , is a linear transformation on V whose matrix
representation always has components [iV ]ij = δij (regardless of the choice of basis for V ) where
δij is the Kronecker delta symbol and the indices i, j run over 1, · · · , dim(V ). One can represent
the identity map iV and its matrix components [iV ]ij in birdtrack notation [33] as
iV := , [iV ]ij := i j = δij , (4.3)
respectively. Let V¯ be the dual space of V (the space of all linear functionals on V ) which carries
the anti-fundamental representation of SU(Nc). In general, we shall use left-pointing lines, as
in Eq. 4.3, to denote lineal maps of the form V → V while right-pointing lines represent linear
maps of the form V¯ → V¯ .
Fundamental and anti-fundamental Wilson-lines are represented graphically by
Ux =:
x
,
U †y =: y = [U
∗
y ]t ,
[Ux]ij =: i jx ,
[U †y]
j
i =: i jy = [U
∗
y ]
j
i ,
(4.4)
respectively, where the right-hand column denotes the matrix components (in some basis) of
the Wilson-lines.
In birdtrack notation, contracting indices is depicted simply by connecting two birdtrack lines.
For example, the dimension of the (anti-)fundamental representation may be depicted diagram-
matically as
df , df¯ = Tr (1) = δ
j
iδ
i
j = ij = . (4.5)
As another example, the dipole operator (which I shall write as A(1)x;y) can be depicted in
birdtrack notation as
A(1)x;y =
1
df
Tr
(
UxU
†
y
)
= 1
df
δli[Ux]ij [U †y]klδ
j
k =
1
df
i
l
j
k =
1
df
. (4.6)
In the limit that the transverse coordinates x and y become coincident (i.e. y 7→ x), then
Eq. 4.6 reduces to
A(1)x;x =
1
df
Tr
(
UxU
†
x
)
= 1
df
Tr (1) = 1, (4.7)
or in birdtrack notation
A(1)x;x =
1
df
= 1
df
= 1, (4.8)
where we have distinguished the Wilson-lines with identified coordinates by a black-coloured
arrow. As a matter of convention, whenever there is only one coincidence limit being taken
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Wilson-lines with identified coordinates will be denoted by black-coloured arrows.
The tensor product space with m copies of V followed by m¯ copies of V¯ (for m, m¯ ∈ N) is given
by V ⊗m⊗ V¯ ⊗m¯. Any element of V ⊗m⊗ V¯ ⊗m¯ can be regarded as a (complex) multi-linear map
of the form V¯ ⊗m ⊗ V ⊗m¯ → C. The tensor product of m fundamental and m¯ anti-fundamental
Wilson-lines, written
Ux1 ⊗ · · · ⊗ Uxm ⊗ U †y1 ⊗ · · · ⊗ U †ym¯ , (4.9)
is an element in the tensor-product representation of SU(Nc) on V ⊗m ⊗ V¯ ⊗m¯. A Wilson-line
amplitude1 (of which Eq. 4.6 is the simplest example) is a complex-valued function of transverse
coordinates formed by “sandwiching” a tensor product of Wilson-lines of the form given in
Eq. 4.9 between two colour singlet states. A colour singlet state |s〉 ∈ V ⊗m ⊗ V¯ ⊗m¯ is a tensor
|s〉 = si1··· im
i¯1··· i¯m¯ei1 ⊗ · · · ⊗ eim ⊗ e
i¯1 ⊗ · · · ⊗ ei¯m¯ , (4.10)
(where si1··· im
i¯1··· i¯m¯ are the coefficients of |s〉 in some basis ei1 ⊗ · · · ⊗ eim ⊗ e
i¯1 ⊗ · · · ⊗ ei¯m¯ for
V ⊗m ⊗ V¯ ⊗m¯) which, for all U ∈ SU(Nc), satisfies
[U ]i1j1 · · · [U ]imjm [U †]
j¯1
i¯1
· · · [U †]j¯m¯
i¯m¯
sj1···jm
j¯1···j¯m¯ = s
i1··· im
i¯1··· i¯m¯ , (4.11)
or more compactly,
U ⊗ · · · ⊗ U︸ ︷︷ ︸
m copies
⊗U † ⊗ · · · ⊗ U †︸ ︷︷ ︸
m¯ copies
|s〉 = |s〉. (4.12)
In other words, |s〉 is an invariant under global SU(Nc) transformations. It is important to note
that the group elements U appearing in Eq. 4.11 and Eq. 4.12 are all the same group element.
One may replace these group elements with Wilson-lines Ux, provided that every Wilson-line is
evaluated at the same transverse coordinate x.
We shall refer to the linear space of colour singlet states in V ⊗m ⊗ V¯ ⊗m¯ as the colour space
of V ⊗m ⊗ V¯ ⊗m¯ and we shall denote this space by C(SU(Nc);V ⊗m ⊗ V¯ ⊗m¯) or more simply
C(V ⊗m ⊗ V¯ ⊗m¯). If it is clear which tensor-product (base) space we are working with, we shall
simply write colour space without explicit reference to the base space. For m¯ 6= m, there exists
an |s〉 ∈ V ⊗m ⊗ V¯ ⊗m¯ satisfying Eq. 4.12 if and only if there exist positive integers a, b ∈ N+
such that m− aNc = n− bNc =: k, in which case |s〉 can be mapped onto an equivalent colour
singlet state on the base space V ⊗k⊗ V¯ ⊗k which has the same number of quark and anti-quark
legs [34]. Therefore, it is sufficient to only study colour space for m¯ = m. We shall restrict our
attention to this case for the the remainder of this thesis.
1We shall distinguish Wilson-line amplitudes from Wilson-line correlators with the latter being the target
average of the former.
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Having argued that it is sufficient to consider only the case when the number of quarks equals
the number of anti-quarks (m = m¯), for ease of adding quark–anti-quark pairs (which we shall
want to do a little later) it is more natural to work with the following tensor-product space
W⊗m, W = V ⊗ V¯ , (4.13)
as opposed to V ⊗m⊗V¯ ⊗m even though the two tensor-product spaces are canonically isomorphic.
The tensor-product representation of SU(Nc) on W⊗m (which is canonically isomorphic to
Eq. 4.9 for m = m¯) can be depicted in birdtrack notation as
(Ux1 ⊗ U †y1)⊗ · · · ⊗ (Uxm ⊗ U †ym) =:
... m pairs , (4.14)
where the Wilson-line symbols are labeled from top to bottom x1,y1, · · ·xm,ym. The advantage
of using W⊗m instead of V ⊗m ⊗ V¯ ⊗m is that one can easily add a quark–anti-quark pair
(represented by the tensor product of a fundamental with an anti-fundamental Wilson-line) to
Eq. 4.14 by appending the pair to the bottom of the diagram
... m pairs
add a qq¯ pair−−−−−−−−→ ... (m+ 1) pairs . (4.15)
In birdtrack notation, |s〉 ∈ C(W⊗m) is written
|s〉 =: m pairs ... s , (4.16)
and the analogue of Eq. 4.11 is represented by
i1
im
i¯1
i¯m
...
j1
jm
j¯1
j¯m
... s =
i1
im
i¯1
i¯m
... s =
i1
im
i¯1
i¯m
... s , (4.17)
where the black-coloured Wilson-line symbols all share the same transverse coordinate.
Let BON(SU(Nc);W⊗m) or more simply BON(W⊗m) denote an orthonormal (ON) basis for
colour space, where the ith basis element is labeled |m; i〉. For |m; i〉, |m; j〉 ∈ BON(W⊗m),
the probability for the colour singlet state |m; j〉 representing a colour component of the wave
function for m quarks and m anti-quarks in the asymptotic “past” (with respect to the minus
light-cone direction) to transition into the colour singlet state |m; i〉 in the asymptotic “future”
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in the presence of the shock-wave background field of the target is given by the square of the
amplitude
〈m; i|Ux1 ⊗ · · · ⊗ Uxm ⊗ U †y1 ⊗ · · · ⊗ U †ym |m; j〉 = i
... j , (4.18)
where the “time” evolution operator sandwiched between the in and out basis states is precisely
the tensor-product given in Eq. 4.14. We shall label the amplitude in Eq. 4.18 by
(4.18) = A(m)ij [Ux1 , · · · , Uxm ;U †y1 , · · · , U †ym ] =
[
A(m)x1···xm;y1··· ym
]
ij
=
[
A(m)~x;~y
]
ij
, (4.19)
where ~x and ~y (seen in the last equality above) are compact notation for
~x =

x1
...
xm
 , ~y =

y1
...
ym
 . (4.20)
Eq. 4.18 may be regarded as the ith row and jth column of the qmq¯m Wilson-line amplitude
matrix. For m ≤ Nc, the dimension of colour space is m! [34] which means that the qmq¯m
amplitude matrix is a matrix in Matm!(C). With Eq. 4.18 computed as an expectation value
in a basis of colour singlet states, any amplitude consisting of m fundamental and m anti-
fundamental Wilson-lines can be expressed as a linear combination of elements from this qmq¯m
amplitude matrix. In the limit that all transverse coordinates become coincident (i.e. the same)
Eq. 4.18 reduces to
[
A(m)x1···x1;x1···x1
]
ij
:= i ... j = i
... j = δij . (4.21)
The second equality in Eq. 4.21 follows from Eq. 4.17 and the third one from the orthonormality
of the basis colour singlet states. As mentioned previously in this section, the dipole operator
or qq¯ amplitude matrix given in Eq. 4.6 is the simplest example of an amplitude matrix which
is computed by sandwiching the Wilson-line tensor product
Ux ⊗ U †y =: , (4.22)
between the only normalized element in C(W ), namely
|1〉 := |1; 1〉 = 1√
df
. (4.23)
Let us pause briefly to discuss two specific (types of) bases for colour space.
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• Young basis: The Young basis [34] is an ON basis for colour space constructed by
taking the Hermitian Young projection operators and transition operators on V ⊗m and
“bending” them to form colour singlet states. This basis is well suited for taking quark–
quark and/or anti-quark–anti-quark coincidence limits in amplitude matrices constructed
in this basis. In addition, the states make manifest dimensional zeros: as m becomes
greater than Nc, individual basis elements “switch off” (become zero) because they contain
anti-symmetrizers over more than Nc legs. This sensitivity to Nc ensures that the Young
basis remains a basis for all Nc ∈ N+.
• Fierz bases: A natural ON basis in the context of the JIMWLK equation is one that
possesses the Fierz property; I shall call these bases Fierz bases. Fierz bases are well
suited for taking quark–anti-quark coincidence limits in amplitude matrices constructed
in these bases. We shall discuss the Fierz property, Fierz bases and their “naturalness” in
detail later.
Let A be a real vector space carrying the adjoint representation of SU(Nc). In the birdtrack
formalism, generators are written
√
2ta :=
a
,
√
2[ta]ij := i j
a
, (4.24)
where we have included a factor of the square-root of the “normalization” constant
√
2 in the
pictorial definition of the generators such that
a b = 2Tr
(
(ta)†tb
)
= 2Tr
(
tatb
)
= δab =: a b . (4.25)
Having introduced the birdtracks representation for generators, we can now diagrammati-
cally write down the infinitesimal version of Eq. 4.17: replacing each fundamental and anti-
fundamental Wilson-line on the left hand side of
... s =
... s ,
by
U(s) := exp[ista], U †(s) := exp[−ista], (4.26)
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respectively, (where ta is some generator) and differentiating both sides with respect to s at
s = 0 produces
a
s + · · ·+
a
s −
a
s − · · · −
a
s = 0. (4.27)
This relation will be useful later. It can also be used to prove the infrared finiteness of the
JIMWLK equation for colour singlet channels [17].
We shall find it useful to think of generators as Clebsches (Clebsch-Gordan coefficients): states
which take a pair of (anti-)fundamental indices into an adjoint index, or vice versa, which we
write as
√
2|ta〉 =: a , √2〈ta| =: a . (4.28)
An adjoint Wilson-line U˜z can be expressed in terms of (anti-)fundamental Wilson-lines U (†)z
through
[U˜z]ab := 2Tr
(
taUzt
bU †z
)
= 2〈ta|Uz ⊗ U †z |tb〉, (4.29)
which in birdtracks reads
a b
z
:= a b
z
. (4.30)
4.1.1 The Fierz Identity
We can always decompose W = V ⊗ V¯ into a direct sum over irreducible representations (also
known as irreps or multiplets). This decomposition is performed with the aid of the following
two projection operators P•, PA : W →W defined as
P• :=|1〉〈1| = 1
df
, (4.31a)
PA :=2|ta〉〈ta| = . (4.31b)
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Clearly these projection operators are orthonormal and their ranks2 (which can be computed
by taking the trace of each projection operator) are given by
rank(P•) = 〈1|1〉 = 1
df
Tr (1) = 1, (4.32a)
rank(PA) = 2〈ta|ta〉 = 2Tr (tata) = δaa = N2c − 1. (4.32b)
Notice that the sum of their ranks is N2c which is precisely the dimension ofW . P• projects onto
the singlet representation of W , denoted •, while PA projects onto the adjoint representation
A. This allows us to write
W = • ⊕A, (4.33)
which is precisely the decomposition of W into multiplets. The above projection operators sum
to the identity map on W :
iW = P• + PA, (4.34a)
or in birdtrack notation
= 1
df
+ . (4.34b)
Rearranging the above equation gives us the Fierz identity
= − 1
df
. (4.35)
4.1.2 Complex Conjugation
It is necessary for subsequent discussions to derive the birdtrack rules associated with complex
conjugation. Firstly, the complex conjugate of the identity map is (iV )∗ = iV¯ which is the
identity map on V¯ ; the action of complex conjugation can be depicted diagrammatically by
iV¯ = (iV )∗ = ( )∗ = , [iV¯ ]
j
i = i j = δ
j
i . (4.36)
Note that as linear maps, iV 6= iV¯ because each linear map operates on a different linear space,
but the components of their respective matrix representations are equal. We shall denote this
equality of matrix components by the symbol ∼= where
iV ∼= iV¯ ⇐⇒ ([iV ]ij is equal to [iV¯ ] ji for any pair of indices i, j), (4.37)
2The rank of a linear map is the dimension of its image.
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or in birdtracks
∼= ⇐⇒ (i j is equal to i j for any pair of indices i, j). (4.38)
One can easily check that ∼= is an equivalence relation. Comparing Eq. 4.36 with Eq. 4.3,
specifically the columns on the right-hand side, one can conclude that the action of complex
conjugation on a birdtracks diagram representing a linear transformation is to reverse the direc-
tion of each arrow while leaving the position of each index label unchanged. This diagrammatic
rule is true in general: it holds for Wilson-lines, colour singlet states and generators. In order
to clarify this birdtrack rule for complex conjugation, we shall examine two examples. The first
example is
Tr
(
Ux1U
†
y1Ux2U
†
y2
)
= . (4.39)
The complex conjugate of the left-hand side of the equality in Eq. 4.39 is computed as
[
Tr
(
Ux1U
†
y1Ux2U
†
y2
)]∗
= Tr
([
Ux1U
†
y1Ux2U
†
y2
]†)
= Tr
(
U †x1Uy2U
†
x2Uy1
)
= . (4.40)
The diagrammatic manipulations required to map Eq. 4.40 into Eq. 4.39 are
[ ]∗
=
[
i1
i2
i¯1
i¯2
]∗ [
i1
i2
i¯1
i¯2
j1
j2
j¯1
j¯2
]∗ [
j1
j2
j¯1
j¯2
]∗
=
[
i1
i2
i¯1
i¯2
] [
i1
i2
i¯1
i¯2
j1
j2
j¯1
j¯2
] [
j1
j2
j¯1
j¯2
]
= , (4.41)
which implies the following:
• For fundamental and anti-fundamental Wilson-lines
(i j
x
)∗ = [(Ux)∗]ij = [U †x]
i
j =: i jx ,
(i¯ j¯
y
)∗ = [(U †y)∗]
j¯
i¯
= [Uy] j¯i¯ =: i¯ j¯y .
(4.42)
The operation of complex conjugation for Wilson-lines may seem somewhat “unnatural”,
since the complex conjugate of a unitary linear map is equal to the transpose of its
adjoint which is not necessarily anything useful. However, later we shall find that these
diagrammatic rules for complex conjugating Wilson-lines become immensely useful when
we consider real and imaginary parts of Wilson-line amplitudes/correlators.
• For tensor-product representations of Wilson-lines acting on W⊗m

i1
im
i¯1
i¯m
...
j1
jm
j¯1
j¯m

∗
=
i1
im
i¯1
i¯m
...
j1
jm
j¯1
j¯m
. (4.43)
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• For colour singlet states on W⊗m

j1
jm
j¯1
j¯m
... j

∗
=
j1
jm
j¯1
j¯m
... j∗ ,
 i ...
i1
im
i¯1
i¯m

∗
= i∗ ...
i1
im
i¯1
i¯m
, (4.44)
where the labels i∗ and j∗ are a shorthand reminder that, when writing the colour singlet
states as complex linear combinations of Kronecker delta symbols, the complex coefficients
need to be complex conjugated. For real colour singlet states
j1
jm
j¯1
j¯m
... j∗ =
j1
jm
j¯1
j¯m
... j =
j1
jm
j¯1
j¯m
... j , i∗
...
i1
im
i¯1
i¯m
= i ...
i1
im
i¯1
i¯m
= i ...
i1
im
i¯1
i¯m
, (4.45)
where we again note that although the complex conjugate of colour singlet states are
tensors living in different tensor-product spaces, their tensor components are real linear
combinations of Kronecker delta symbols and, consequently, are equal.
The second example is the adjoint Wilson-line U˜z seen earlier:
[U˜z]ab = 2Tr
(
taUzt
bU †z
)
= a b
z
= a b
z
. (4.46)
The complex conjugate of Eq. 4.46 is
[U˜∗z ]ab = [U˜ †z ]ab = 2Tr
(
taU †zt
bUz
)
= a b
z
= a b
z
= [U˜z]ba, (4.47)
from which we have that
[ ij a ]∗ =
√
2[(ta)∗]ij =
√
2[ta] ij =
i
j
a ,
[ a ji ]∗ =
√
2[(ta)∗]ij =
√
2[ta] ij = a
j
i .
(4.48)
4.2 Colour structures
Before introducing the Fierz property (as promised earlier), in this section I introduce the notion
of colour structures. Colour structures are colour singlets states of A⊗m (where A is a real vector
space carrying the adjoint representation of SU(Nc) and m ∈ N+ ≥ 2). They are important
because:
(i) they are used to canonically construct Fierz bases for the colour space of W⊗m;
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(ii) they are used in exponential parameterization of Wilson-line correlators (see Sec. 6.1) and
ensure that colour singlet channels remain colour singlet channels.
The notion of colour structures naturally arises in the context of pure adjoint colour singlet
states of W⊗m which is the topic of the following subsection.
4.2.1 Pure adjoint colour singlet states and colour structures
A colour singlet state |m; s〉A ofW⊗m is said to be of the purely adjoint type if it is an eigenstate
of the projection operator
PA
⊗m := ... m pairs , (4.49)
with eigenvalue 1. The linear space of all pure adjoint colour singlet states forms a subspace of
the colour space of W⊗m which we denote by C(A)(W⊗m). Clearly one can always write a pure
adjoint colour singlet state |m; s〉A ∈ C(A)(W⊗m) as3
|m; s〉A =
√
2m|ta1〉 ⊗ · · · ⊗ |tam〉C(s)a1···am , (4.50)
where C(s)a1···am is the coefficient tensor of |m; s〉A in the basis
√
2m|ta1〉 ⊗ · · · ⊗ |tam〉. We
refer to these coefficient tensors as colour structures. Since Eq. 4.50 is a colour singlet state in
W⊗m, one immediately sees that C(s)a1···am is a colour singlet state in A⊗m. The linear space
of colour singlet states of A⊗m is denoted by C(A⊗m). Clearly C(g)(W⊗m) and C(A⊗m) are
isomorphic; if we can construct an ON basis for colour structures, we immediately have an
ON basis for pure adjoint colour singlet states via Eq. 4.50. Drawing the tensor product of
Clebsches
√
2m|ta1〉 ⊗ · · · ⊗ |tam〉 as
√
2m|ta1〉 ⊗ · · · ⊗ |tam〉 = ...
a1
am
, (4.51)
and the colour structure C(s)a1···am as
C(s)a1···am =
a1
am
... s =
a1
am
... s , (4.52)
3Because Eq. 4.50 is automatically a eigenstate of PA⊗m with eigenvalue 1.
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Eq. 4.50 can be depicted in birdtrack notation as
|m; s〉A = ...
a1
am
... s =
... s . (4.53)
In the remainder of this section I present two construction algorithms for bases for C(A⊗m).
4.2.2 The trace basis for colour structures
The trace basis, denote by BTr.(A⊗m), is a spanning set for C(A⊗m) which is over-complete
when Nc < m and linearly independent when Nc ≥ m [35]; only in the latter case is the trace
basis really a basis for C(A⊗m). The trace basis is characterized as the set of all unique and
non-zero products of traces of products of (fundamental) generators where the total number of
generators is m. As examples:
• For m = 2, the only unique and non-zero product of traces of products of generators that
can be formed is4
Tr (ta1ta2) = 12δ
a1a2 = 12
a1
a2 . (4.54)
A reordering of the generators in Eq. 4.54 is undone by the cyclicity of the trace and
taking the product of traces of individual generators vanishes because the generators are
traceless.
• For m = 3, one can form two trace basis elements:
Tr (ta1ta2ta3) = 1
2
√
2
a1
a2
a3
= 14
[
a1
a2
a3
+
a1
a2
a3
]
= 14 [d
a1a2a3 + ifa1a2a3 ] , (4.55a)
Tr (ta1ta3ta2) = 1
2
√
2
a1
a2
a3
= 14
[
a1
a2
a3
− a1a2
a3
]
= 14 [d
a1a2a3 − ifa1a2a3 ] , (4.55b)
where da1a2a3 and ifa1a2a3 are the totally symmetric and anti-symmetric structure con-
stant of su(Nc), respectively.
4In this subsection as well as in the following one, we shall denote adjoint lines by a solid thin line as opposed
to a dotted thin line in the hopes of making the birdtrack diagrams more clear.
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• For m = 4, one can form nine trace basis elements: three of the nine elements consist of
products of two traces of pairs of generators
Tr (ta1ta2)Tr (ta3ta4) = 14δ
a1a2δa3a4 = 14
a1
a2
a3
a4
, (4.56a)
Tr (ta1ta3)Tr (ta2ta4) =
1
4δ
a1a3δa2a4 = 14
a1
a2
a3
a4
, (4.56b)
Tr (ta1ta4)Tr (ta2ta3) = 14δ
a1a4δa2a3 = 14
a1
a2
a3
a4
, (4.56c)
while the remaining four elements consist of a single trace of four generators
Tr (ta1ta2ta3ta4) = 14
a1
a2
a3
a4
, (4.56d)
Tr (ta1ta2ta4ta3) = 14
a1
a2
a3
a4
, (4.56e)
Tr (ta1ta3ta2ta4) = 14
a1
a2
a3
a4
, (4.56f)
Tr (ta1ta3ta4ta2) = 14
a1
a2
a3
a4
, (4.56g)
Tr (ta1ta4ta2ta3) = 14
a1
a2
a3
a4
, (4.56h)
Tr (ta1ta4ta3ta2) = 14
a1
a2
a3
a4
. (4.56i)
Consider the function f : BTr.(A⊗m)→ Sm which (for a given trace basis element consisting of
a product of traces) maps each trace over say n ∈ N+ ≥ 2 generators with free adjoint indices
a1, · · · , an into a cycle in n symbols 1, · · · , n:
f(Tr (ta1 · · · tan)) = (1, · · · , n). (4.57)
Then f maps each trace basis element in BTr.(A⊗m) into a distinct product of disjoint cycles.
This product of disjoint cycles represents a permutation on the symbols 1, · · · ,m, but since allm
symbols are present and there are no disjoint 1-cycles5 the permutation does not have any fixed
points and, hence, is a derangement6 on the symbols 1, · · · ,m. One can easily convince oneself
that f is 1-to-1 and, hence, a bijection between BTr.(A⊗m) and the set of all derangements in
Sm.
5A disjoint 1-cycle would correspond to a trace over a single generator which is zero since the generators are
traceless.
6A derangement on m symbols is any permutation in the permutation group Sm on m symbols without a
fixed point.
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For example, the trace basis elements in Eq. 4.55 are mapped onto the derangements
Tr (ta1ta2ta3) f−→ (1, 2, 3), (4.58a)
Tr (ta1ta3ta2) f−→ (1, 3, 2), (4.58b)
in S3. These are the only derangements in S3; the other 3!− 2 = 4 elements in S3 are given by
(1, 2), (1, 3), (2, 3) and the identity map, all of which have at least one fixed point.
Thus, the total number of derangements in m letters counts the total number of trace basis
elements in BTr.(A⊗m). The former is given by !m — the sub-factorial of m — which can be
calculated using7 [36, 37]
!m = m!
m∑
k=0
(−1)k
k! . (4.59)
For Nc ≥ m, Eq. 4.59 counts the dimension of the linear space of colour structures [35]
dim
(
C(A⊗m)
) Nc≥m==== ∣∣BTr.(A⊗m)∣∣ =!m. (4.60)
4.2.3 The Young basis for colour structures
The trace basis is problematic for two reasons:
(i) Firstly, the trace basis is, in general, not orthogonal. This problem can be rectified using
Gram-Schmidt orthogonalization since there exists a natural inner-product for the colour
space of colour structures. However, the Gram-Schmidt algorithm leaves something to be
desired in that the output of the algorithm is dependent on the order in which one chooses
to label the basis elements before applying the algorithm. Independent of this problem,
Gram-Schmidt orthogonalization does not help to address the second problem.
(ii) For Nc < m ∈ N+, the trace basis for the colour space of A⊗m becomes over-complete; its
elements are no longer linearly-independent which means that the trace basis is no longer
a basis, only a spanning set.
This second problem is already seen in the trace basis given in Eq. 4.55 for the colour space of
A⊗3. For Nc = 2, the generators of SU(Nc) are proportional to the Pauli-spin matrices which
satisfy the anti-commutation relation
{ta1 , ta2} Nc=2=== 12δ
a1a212×2, (4.61)
7For all m ∈ N, !m ∈ N as can be seen from Eq. 4.59 since for all k ∈ N ≤ m, m!
k! ∈ N+.
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from which one can easily derive the well know result
da1a2a3 = 2Tr ({ta1 , ta2}ta3) Nc=2−−−→ δa1a2Tr (ta3) = 0. (4.62)
Eq. 4.62 implies that two trace basis elements in Eq. 4.55 are linearly dependent when Nc = 2,
related to one another through
(4.55a) Nc=2=== 14
a1
a2
a3
Nc=2=== −(4.55b). (4.63)
Clearly a better choice of basis for the colour space of A⊗3 are the normalized states da1a2a3
and ifa1a2a3 since they are orthogonal and they are sensitive to dimensional zeros.
A basis for the colour space of A⊗m is said to be sensitive to dimensional zeros, if
for Nc < m certain basis elements automatically drop/become zero such that the remaining
basis elements are still linearly independent and they still span the colour space of A⊗m.
In summary, we do not like the trace basis because we want a basis for the colour space of
A⊗m which is orthonormal and which remains linearly independent (and, hence, a basis) for all
Nc ∈ N+ ≥ 2. Furthermore, we want a construction which produces a unique basis. There exists
an algorithm in the literature [35] which can be used to construct such a basis. However, this
algorithm is inefficient, listing possibilities that need to be systematically checked. Recently, an
alternative construction for an orthonormal basis for the colour space of A⊗m has been proposed
in [38]. This construction is also not quite fully developed, but for the examples considered (for
m = 2, 3, 4) it fulfills both the requirements of orthogonality and sensitivity to dimensional
zeros. In addition, this construction produces basis colour structures with definite symmetry
properties; they are simultaneous eigenstates (in the trace basis) of Hermitian Young projection
operators on A⊗m.
By Hermitian Young projection operators on A⊗m I am referring to the natural action of
the standard Hermitian Young projection operators on A⊗m where the standard Hermitian
Young projection operators are formally elements of the permutation algebra
R[Sm] :=
{ ∑
σ∈Sm
ασσ
∣∣∣ασ ∈ R, σ ∈ Sm}. (4.64)
When viewed as projection operators on V ⊗m they are mutually orthogonal and they project
onto irreducible representations of V ⊗m. However, as projection operators on A⊗, they do
not project onto irreducible representations of A⊗m. A review of standard Hermitian Young
projection operators and transition operators is outside the scope of this thesis. Instead I
shall introduce only the definitions necessary for our purposes and refer the interested reader
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to [38–40] for the rest of the details.
I shall call the basis of colour structures produced by the following construction as the Young
colour structures, and I shall denote this basis by BYoung(A⊗m).
An outline of the construction for Young colour structures
Let us use the symbol Ym to denote the set of all Young diagrams with m boxes where each
Young diagram is labeled Θˆ(m)I for I = 1, · · · , |Ym|. For a given Young diagram Θˆ(m)I ∈ Ym,
let us denote the set of all Young tableau corresponding to the Young diagram Θˆ(m)I by Y(m)I .
We shall label elements of Y(m)I by Θ(m)I;i where i runs from 1 to |Y(m)I |. For example:
• For m = 2, there are only 2 Young diagrams
Y2 =
{ Θˆ(2)1
,
Θˆ(2)2 }
, (4.65)
with corresponding Young tableaux
Y(2)1 =
{ Θ(2)1;1
1 2
}
, Y(2)2 =
{Θ(2)2;11
2
}
. (4.66)
• For m = 3, there are 3 Young diagrams
Y3 =
{ Θˆ(3)1
,
Θˆ(3)2
,
Θˆ(3)3 }
, (4.67)
with corresponding Young tableaux
Y(3)1 =
{ Θ(3)1;1
1 2 3
}
, Y(3)2 =
{ Θ(3)2;11 2
3
,
Θ(3)2;2
1 3
2
}
, Y(3)3 =
{Θ
(3)
3;1
1
2
3
}
. (4.68)
Take any Young diagram Θˆ(m)I ∈ Ym. Then one can define a |Y(m)I |×|Y(m)I | matrixM(m)I whose
components are elements of the permutation algebra R[Sm] and are defined through
[M(m)I ]ij =
 P [Θ
(m)
I;i ] if i = j
T [Θ(m)I;i ,Θ
(m)
I;j ] otherwise
, (4.69)
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where P [Θ(m)I;i ] is the Hermitian Young projection operator associated with the Young tableau
Θ(m)I;i as defined in [39] and T [Θ
(m)
I;i ,Θ
(m)
I;j ] is the transition operator from image of P [Θ
(m)
I;i ] to the
image of P [Θ(m)I;j ] as defined in [40]. These matricesM
(m)
I for I = 1, · · · , |Ym| can be embedded
in a larger block diagonal matrix
M(m) =

M
(m)
1 01,2 · · · 01,|Ym|
02,1 M
(m)
2 · · · 02,|Ym|
...
...
. . .
...
0|Ym|,1 0|Ym|,2 · · · M(m)|Ym|

, (4.70)
where 0I,J denotes a |Y(m)I | × |Y(m)J | matrix of zeros. Below are examples of M(m) for m = 2, 3:
• For m = 2,
M(2) =
M(2)1 01,2
02,1 M
(2)
2
 , (4.71a)
where
M
(2)
1 =
[ ]
, M
(2)
2 =
[ ]
. (4.71b)
• For m = 3,
M(3) =

M
(3)
1 01,2 01,3
02,1 M
(3)
2 02,3
03,1 03,2 M
(3)
3
 , (4.72a)
where
M
(3)
1 =
[ ]
, M
(3)
2 =

4
3
√
4
3√
4
3
4
3
 , M(3)3 = [ ] . (4.72b)
For future convenience we shall write
HYPOm =
|Ym|⋃
I=1
|Y(m)I |⋃
i=1
{[M(m)I ]ii} ⊆ R[Sm], (4.73)
to denote the set of all Hermitian Young projection operators.
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To re-iterate, [M(m)I ]ii := P [Θ
(m)
I;i ] (see Eq. 4.69) is the Hermitian Young projection opera-
tor associated with the Young tableau Θ(m)I;i where Θ
(m)
I;i is the ith Young tableau correspond-
ing to the I th Young diagram with m boxes; this is summarized in Fig. 4.1.
[M
(m)
I ]ii = P [Θ
(m)
I;i︸ ︷︷ ︸]
Hermitian Young projection operator
ith Young tableau corresponding to the
Ith Young diagram in
m boxes
Figure 4.1: (Colour online) Explaining the notation of [M(m)I ]ii.
At this stage, the notation [M(m)I ]ii feels unnecessarily cumbersome. Unfortunately, the notation
is necessary, but this only becomes apparent Sec. 6.2.
In order to act with these projectors on the colour space of A⊗m, one needs to define an action
of the permutation algebra R[Sm] on the base space A⊗m. We define our action
◦m : R[Sm]×A⊗m → A⊗m (4.74a)
such that ∀σ ∈ Sm and ∀T a1···am ∈ A⊗m
σ ◦m T a1···am := T aσ(1)···aσ(m) , (4.74b)
and then we extend by linearity; i.e. ∀α1, α2 ∈ R, ∀σ1, σ2 ∈ Sm, and ∀T a1···am ∈ A⊗m
(α1σ1 + α2σ2) ◦m T a1···am := α1(σ1 ◦m T a1···am) + α2(σ2 ◦m T a1···am). (4.74c)
In what follows, we shall simply write ◦ instead of ◦m for the sake of brevity.
LetBTr(A⊗m) = {C˜(m;k)a1···am}!mk=1 denote the trace basis for the colour space of A⊗m. Consider
an arbitrary vector in Ca1···am ∈ C(A⊗m) expanded in the trace basis
Ca1···am =
!m∑
k=1
αk C˜(m;k)a1···am . (4.75)
where αk ∈ R for all k = 1, · · · , !m. Now, Ca1···am in Eq. 4.75 is a simultaneous eigenstate
of the projection operators in HYPOm if Ca1···am is non-zero and for all I = 1, · · · , |Ym|, i =
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1, · · · , |Y(m)I | there exists λ(m;I;i) ∈ R such that
[M(m)I ]ii ◦ Ca1···am = λ(m;I;i)Ca1···am , (4.76)
where the composition ◦ is the action defined in Eq. 4.74. Since HYPOm forms a complete
set of mutually orthogonal projection operators [39], for all I = 1, · · · , |Ym| and for all i =
1, · · · , |Y(m)I | the following is true for Eq. 4.76:
(i) λ(m;I;i) can only be 0 or 1, since [M(m)I ]ii is idempotent;
(ii) λ(m;I;i) can be 1 for at most one pair (I, i) since the projection operators are mutually
orthogonal;
(iii) λ(m;I;i) must be 1 for at least one pair (I, i) since the projection operators decompose
unity, otherwise Ca1···am = 0.
Consequently, in order to find all simultaneous eigenstates of HYPOm in C(A⊗m), it is
sufficient to find the eigenstates of each projection operator with eigenvalue 1. We shall
use the notation C(m;I;i;mi)a1···am to denote the mith eigenstate of the projection operator
[M(m)I ]ii with eigenvalue 1 in C(A⊗m). Here mi is a degeneracy label; i.e. for all mi =
1, · · · , d(m; I; i)
[M(m)I ]ii C(m;I;i;mi)a1···am = C(m;I;i;mi)a1···am . (4.77)
The above notation is summarized below in Fig. 4.2.
C(m;I;i;mi)a1···am︸ ︷︷ ︸ is mith eigenstate of [M(m)I ]ii with eigenvalue 1
colour singlet state in A⊗m
Figure 4.2: (Colour online) Explaining the notation of C(m;I;i;mi)a1···am .
In the case where d(m; I; i) > 1 one needs additional criteria in order to uniquely orthogonalize
{C(m;I;i;mi)a1···am}d(m;I;i)mi=1 in such a way that dimensional zeros are made manifest. This is a
topic of ongoing investigation [41].
Let us consider, as examples, the Young colour structures of A⊗m for m = 2, 3:
• For m = 2, since there is only one trace basis element (c.f. Eq. 4.54), namely
Tr (ta1ta2) = 12δ
a1a2 = 12
a1
a2 ,
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which spans C(A⊗2), it must be the case that Tr (ta1ta2) is automatically a simultaneous
eigenstate of the projection operators in Eq. 4.71. Indeed this is the case. It is easy to
show that
[M(2)1 ]11 ◦ 2Tr (ta1ta2) = a1a2 = a1a2 = 2Tr (ta1ta2) , (4.78a)
[M(2)2 ]11 ◦ 2Tr (ta1ta2) = a1a2 = 0. (4.78b)
Consequently, the only Young color structure in A⊗2 is
C(2;1;1;1)a1a2 = N (A)2;1;1;1δa1a2 = N (A)2;1;1;1 a1a2 , (4.79)
where the normalization constant is given by
N (A)2;1;1;1 =
1√
dA
, (4.80)
with dA = dim(A) = N2c − 1 such that the inner-product of Eq. 4.79 with itself is unity
〈C(2;1;1;1)|C(2;1;1;1)〉 = (C(2;1;1;1)a1a2)∗C(2;1;1;1)a1a2 = 1. (4.81)
• For m = 3, there are two trace basis elements (see Eq. 4.55)
Tr (ta1ta2ta3) = 1
2
√
2
a1
a2
a3
,
Tr (ta1ta3ta2) = 1
2
√
2
a1
a2
a3
,
which span C(A⊗3). Let us compute explicitly compute the eigenstate of
[M(3)1 ]11 = , (4.82)
with eigenvalue 1 in C(A⊗3). To this end, we write
C(3;1;1;1)a1a2a3 = α1Tr (ta1ta2ta3) + α2Tr (ta1ta3ta2) (4.83)
where α1, α2 ∈ R are as yet undetermined, and we require that
[M(3)1 ]11 ◦ C(3;1;1;1)a1a2a3 = C(3;1;1;1)a1a2a3 (4.84a)
⇐⇒ α1 + α22 [Tr (t
a1ta2ta3) + Tr (ta1ta3ta2)] = α1Tr (ta1ta2ta3) + α2Tr (ta1ta3ta2)
=⇒ α1 = α2. (4.84b)
Chapter 4 Wilson-line correlators 69
Consequently, we have that
C(3;1;1;1)a1a2a3 = α1Tr (ta1{ta2 , ta3}) = α12 d
a1a2a3 . (4.85)
The overall normalization constant α1 is then fixed by requiring that
〈C(3;1;1;1)|C(3;1;1;1)〉 = (C(3;1;1;1)a1a2a3)∗C(3;1;1;1)a1a2a3 = 1. (4.86)
Repeating this process for the other elements of HYPO3, we find that the Young colour
structures in A⊗3 are unique8 and are given by
C(3;1;1;1)a1a2a3 := N (A)3;1;1;1da1a2a3 =: N (A)3;1;1;1
a1
a2
a3
, (4.87a)
C(3;3;1;1)a1a2a3 := N (A)3;3;1;1ifa1a2a3 =: N (A)3;3;1;1
a1
a2
a3
, (4.87b)
where da1a2a3 and ifa1a2a3 are the structures constants of su(Nc) and the normalizations
in Eq. 4.87 are given by
N (A)3;1;1;1 =
1√
dACd
, (4.88a)
N (A)3;3;1;1 =
1√
dfdA
. (4.88b)
The quadratic Casimir dac1c2dbc1c2 = Cdδab is given by Cd = N
2
c−4
Nc
.
4.2.4 Complex conjugating pure adjoint colour singlet states
We now turn our attention to a simple but important result, Lemma 4.1, which pertains to
the complex conjugation of pure adjoint colour singlet states: a result which follows from the
statement that the projection operator PA = is real; i.e.
( )∗ = ∼= . (4.89)
As we shall see, we shall need to use Lemma 4.1 on more than one occasion.
Recall from Eq. 4.35, that the Fierz identity is given by
PA = iW − P•, (4.90a)
8Up to an overall sign.
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or in birdtrack notation
= − 1
df
, (4.90b)
where PA = , iW = and P• = 1df . Complex conjugating Eq. 4.90, one obtains
Eq. 4.48===== ( )∗ Eq. 4.90===== ( )∗ − 1
df
( )∗ Eq. 4.36===== − 1
df
. (4.91)
Now, using the equivalence relation ∼= defined in Eq. 4.38, namely
∼= ⇐⇒ (i j is equal to i j for any pair of indices i, j). (4.92)
we have that
Eq. 4.90===== − 1
df
Eq. 4.92∼= − 1
df
Eq. 4.90===== , (4.93)
which proves Eq. 4.89. It must be emphasized that Eq. 4.93 is not an equivalence of linear maps
since the left-hand-side of the ∼= symbol is a linear map on V ⊗ V¯ and the right-hand-side is a
linear map on V¯ ⊗ V . Instead, Eq. 4.93 is an equivalence of their tensor components.
Having established Eq. 4.89, we now consider a natural generalization of Eq. 4.89, given in the
following original lemma.
Lemma 4.1. Given a colour structure C(s)a1···am ∈ C(A⊗m) (where m ∈ N+ ≥ 2)
|(ta1)∗〉 ⊗ · · · ⊗ |(tam)∗〉C(s)a1···am ∼= |ta1〉 ⊗ · · · ⊗ |tam〉
(
Ca1···am(s)
)∗
, (4.94a)
or in birdtrack notation
... s ∼= ... s∗ , (4.94b)
where ∼= is the equivalence relation defined in Eq. 4.37 which expresses equality of the tensor
components of the left- and right-hand-sides of Eq. 4.94: i.e.
[(ta1)∗]i1j1 · · · [(tam)∗]imjmC(s)a1···am = [ta1 ]i1j1 · · · [tam ]imjm
(
C(s)a1···am
)∗
, (4.95a)
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or diagrammatically
i1
im
j1
jm
... s =
i1
im
j1
jm
... s∗ . (4.95b)
Proof. Recall that a colour structure C(s)a1···am ∈ C(A⊗m) (where m ∈ N+ ≥ 2) can always
be expanded in the trace basis as a real linear combination of products of traces containing
products of generators ta1 , · · · , tam . Therefore, it is sufficient to show that for all m ∈ N+ ≥ 2
|(ta1)∗〉 ⊗ · · · ⊗ |(tam)∗〉Tr (ta1 · · · tam) ∼= |ta1〉 ⊗ · · · ⊗ |tam〉Tr (ta1 · · · tam)∗ , (4.96)
where Tr (ta1 · · · tam)∗ = Tr ((ta1 · · · tam)∗) = Tr
(
(ta1 · · · tam)†
)
= Tr
(
(ta1)† · · · (tam)†
)
=
Tr (tam · · · ta1); i.e. complex conjugation of a trace of generators reverses the order of the trace.
In birdtrack notation, Eq. 4.96 reads
... ∼= ... , (4.97)
where the second diagram is related to the first one by flipping the directions of the generator
arrows on both the external and the internal lines. But Eq. 4.97 follows immediately from
Eq. 4.93. This concludes the proof of Lemma 4.1. 
4.3 Fierz bases for colour space
Having introduced colour structures in the previous section, we are now in a position to properly
define the Fierz property and write down the set of all bases for colour space that posses this
property. This is the topic of the following section.
4.3.1 The Fierz property: simultaneous eigenstates of the Fierz projection
operators
Recall that we can decompose W into multiplets
W = • ⊕A, (4.98)
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where the projection operators onto each multiplet are given by
P•
1
df
,
PA
. (4.99)
These projection operators are mutually orthogonal and they are complete: they sum to the
identity map on W (see Eq. 4.34). Using Eq. 4.98 one obtains the following decompositions
W⊗2 =W ⊗ (• ⊕A) = •⊗2 ⊕ (A⊗ •)⊕ (• ⊗A)⊕A⊗2, (4.100)
W⊗3 =W⊗2 ⊗ (• ⊕A) = •⊗3 ⊕ (A⊗ •⊗2)⊕ (• ⊗A⊗ •)⊕ (A⊗2 ⊗ •)
⊕ (•⊗2 ⊗A)⊕ (A⊗ • ⊗A)⊕ (• ⊗A⊗2)⊕A⊗3, (4.101)
and so on, with the projection operators onto each factor in the direct sum after the last equality
in Eq. 4.100 and Eq. 4.101 given by
P•⊗2
1
d2f
,
PA⊗P•
1
df
,
P•⊗PA
1
df
,
PA
⊗2
, (4.102)
P•⊗3
1
d3f
,
PA⊗P•⊗2
1
d2f
,
P•⊗PA⊗P•
1
d2f
,
PA
⊗2⊗P•
1
df
,
P•⊗2⊗PA
1
d2f
,
PA⊗P•⊗PA
1
df
,
P•⊗PA⊗2
1
df
,
PA
⊗3
. (4.103)
These projection operators are also mutually orthogonal and complete.
In general, one can always choose to decompose W⊗m according to the above procedure, pro-
ducing
W⊗m = ⊕mi=0 ⊕σ∈Sm−i,i (•σ(1) ⊗ · · · ⊗ •σ(m−i) ⊗Aσ(m−i+1) ⊗ · · · ⊗Aσ(m)), (4.104)
where for each i = 0, · · · ,m in the direct sum, Sm−i,i is the set of (m − i, i) shuﬄes9, and the
subscript on the multiplets • and A labels their positions in the m-long tensor product. It is
understood that the contributions to the direct sum over i from i = 0 and i = m are •⊗m
and A⊗m, respectively. The projection operators onto each term in the double direct sum in
9A (k, l) shuﬄe, where k, l ∈ N and k + l ≥ 1, is a permutation σ ∈ Sk+l in the permutation group on k + l
symbols which satisfies [14]
σ(1) < · · · < σ(k), and σ(k + 1) < · · · < σ(k + l). (4.105)
The set of (k, l) shuﬄes is denoted as Sk,l. The size of Sk,l is given by
|Sk,l| =
(
k + l
k
)
. (4.106)
For k = 0 or l = 0, Sk,l contains only the identity element of Sk+l which is in agreement with the formula for the
size of Sk,l which is 1 in this case.
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Eq. 4.104 is given by the set
FPO(W⊗m) =
m⋃
i=0
⋃
σ∈Sm−i,i
{
(P•)σ(1) ⊗ · · · ⊗ (P•)σ(m−i) ⊗ (PA)σ(m−i+1) ⊗ · · · ⊗ (PA)σ(m)
}
,
(4.107)
which we shall refer as the set of Fierz projection operators. The number of Fierz projection
operators can be counted as
number of Fierz projection operators =
m∑
i=0
|Sm−i,i| =
m∑
i=0
(
m
i
)
= (1 + 1)m = 2m, (4.108)
as expected.
Finally, we are able to provide a definition for the Fierz property: a definition which, to my
knowledge, and the knowledge of my supervisor, has not appeared in the literature to date.
A basis for the colour space of W⊗m is said to be a Fierz basis or, equivalently, possess the
Fierz property if it simultaneously diagonalizes the Fierz projection operators given in Eq. 4.107.
Having already introduced pure adjoint colour singlet states and colour structures in the previous
section, we can immediately write down a canonical definition for all Fierz bases. Any Fierz
basis for the colour space of W⊗m is given by
m⋃
i=0
⋃
σ∈Si,m−i
⋃
k
{√
2i|1〉σ(1) ⊗ · · · ⊗ |1〉σ(m−i) ⊗ |ta1〉σ(m−i+1) ⊗ · · · ⊗ |tai〉σ(m)C(i;k)a1···ai
}
.
(4.109)
where for each i ∈ N ∩ [2,m], B(A⊗i) = {C(i;k)a1···ai}k is some basis for the colour space of
A⊗i and the state |ta〉 is defined in Eq. 4.28 as √2|ta〉 =: a . The definition in Eq. 4.109 is
canonical in the sense that it is independent of the choice of basis colour structures.
For m = 1, there is only one basis element, namely
|1;1〉=|1〉
N1;1 . (4.110)
where
N1;1 = 1√
df
. (4.111)
4.3.2 The Fierz-permutation basis
The Fierz-permutation basis is a spanning set for C(W⊗m) possessing the Fierz property which
is uniquely constructed from the set of permutations on m symbols Sm. The “basis” elements
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are written as m-long tensor-products as in Eq. 4.109 according to the following procedure:
(i) Label each element by a permutation σ ∈ Sm where we choose to decompose σ as a
product of disjoint cycles, keeping disjoint 1-cycles explicit.
(ii) For each disjoint 1-cycle (j) (where j ∈ N∩ [1,m]) in σ, assign the colour singlet state |1〉
to the jth position of the m-long tensor-product.
(iii) For each disjoint n-cycle (j1, · · · , jn) (where n ∈ N ∩ [2,m] and {j1, · · · , jn} ⊆ N ∩ [1,m])
include
1√
Tr (tb1 · · · tbn)Tr (tb1 · · · tbn)︸ ︷︷ ︸
=
 ...

−1/2
√
2n|ta1〉j1 ⊗ · · · ⊗ |tan〉jnTr (ta1 · · · tan)︸ ︷︷ ︸
=
...
,
in the m-factor tensor-product where |ta〉j means assign the state |ta〉 (defined in Eq. 4.28
as
√
2|ta〉 =: a ) to the jth position in the m-long tensor-product.
The m! “basis” elements produced by the above procedure are already normalized but not
necessarily orthogonal and they are only linearly independent for m ≤ Nc. The result of the
above procedure is identical to the spanning set given by Eq. 4.109 where the colour structures
are given by the normalized trace basis. The Fierz-permutation basis for m = 2, 3 are given
below.
• For m = 2, the Fierz-permutation basis is given by
|(1)(2)〉
N˜2;1 ,
|(12)〉
N˜2;2 , (4.112)
where
N˜2;1 = 1
df
, N˜2;2 = 1√
dA
. (4.113)
Eq. 4.112 is an ON basis for all Nc.
• For m = 3, the Fierz-permutation basis is given by
|(1)(2)(3)〉
N˜3;1 ,
|(12)(3)〉
N˜3;2 ,
|(13)(2)〉
N˜3;3 ,
|(1)(23)〉
N˜3;4 ,
|(123)〉
N˜3;5 ,
|(132)〉
N˜3;6 , (4.114)
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where
N˜3;1 = 1√
d3f
, N˜3;2 = N˜3;3 = N˜3;4 = N˜2;1√
df
, N˜3;5 = N˜3;6 =
√
4Nc
dA(N2c − 5)
. (4.115)
Eq. 4.114 is linearly independent for Nc ≥ 3 but is over-complete for Nc < 3. Eq. 4.114
is not orthogonal because the last two elements have a non-zero inner-product with each
other.
4.3.3 The Fierz-Young basis
The Fierz-Young basis is the Fierz basis given by Eq. 4.109 where the colour structures are
given by the Young colour structures. For the Young colour structures listed in Eq. 4.79 and
Eq. 4.87, the Fierz-Young basis for m = 2 and m = 3 are given below.
• For m = 2, the Fierz-Young basis is given by
|2;1〉
N2;1 ,
|2;2〉
N2;2 , (4.116)
where
N2;1 = 1
df
, N2;2 = N (A)2;1;1;1. (4.117)
• For m = 3, the Fierz-Young basis is given by
|3;1〉
N3;1 ,
|3;2〉
N3;2 ,
|3;3〉
N3;3 ,
|3;4〉
N3;4 ,
|3;5〉
N3;5 ,
|3;6〉
N3;6 , (4.118)
where
N3;1 = 1√
d3f
, N3;2 = N3;3 = N3;4 = N2;2√
df
, N3;5 = N (A)3;3;1;1, N3;6 = N (A)3;1;1;1. (4.119)
4.3.4 The Fierz-Young basis and the swap operator
In this subsection, I generalize the discussion presented in [32] regarding the real and imaginary
parts of the dipole operator being even and odd, respectively, under the interchange of quark
and anti-quark coordinate labels. To this end, I introduce an operator I dub the swap operator
and observe an interesting transformation property of the Fierz-Young basis under the action
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of it. This transformation property has important implications for the real and imaginary parts
of amplitude/correlator matrices (constructed in the Fierz-Young basis) under a simultaneous
pairwise interchange of quark and anti-quark coordinate labels. The content of this section is
entirely original.
Consider the swap operator defined as S : W → W¯ ; (v, v¯) 7→ (v¯, v) which in birdtracks is given
by
S = , (4.120)
where W = V ⊗ V¯ and W¯ = V¯ ⊗ V . Notice that
S|1〉 = = ∼= = |1〉, (4.121)
where the equivalence relation ∼= in the second last step follows from Eq. 4.38. We say that |1〉
is an eigenstate of S with respect to ∼= with eigenvalue 1. Raising the swap operator to some
tensor power ⊗m where m ∈ N+ defines the swap operator S⊗m : W⊗m → W¯⊗m where
S⊗m = ... m pairs . (4.122)
Consider the application of S⊗m on some pure adjoint colour singlet state |m; s〉A ∈ C(A)(W⊗m)
as given in Eq. 4.50,
S⊗m|m; s〉A = ... s = ... s ∼= ... s∗ = |m; s∗〉A. (4.123)
The equivalence relation ∼= in the second last step follows from Lemma 4.1. Eq. 4.123 says that
the action of S⊗m on |m; s〉A is equivalent to complex conjugating the colour structure (the
coefficient tensor of |m; s〉A in the basis
√
2m|ta1〉 ⊗ · · · ⊗ |tam〉) used to construct |m; s〉A. For
the Young colour structures given in Eq. 4.79 and Eq. 4.87 we see that
(
C(2;1;1;1)a1a2
)∗ Eq. 4.79===== ( 1√
dA
δa1a2
)∗
= 1√
dA
δa1a2
Eq. 4.79===== C(2;1;1;1)a1a2 , (4.124a)
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(i.e. C(2;1;1;1)a1a2 is purely real) and
(
C(3;1;1;1)a1a2a3
)∗ Eq. 4.87a===== ( 1√
dACd
da1a2a3
)∗
= 1√
dACd
da1a2a3
Eq. 4.87a===== C(3;1;1;1)a1a2a3 , (4.125)(
C(3;3;1;1)a1a2a3
)∗ Eq. 4.87b===== ( 1√
dfdA
ifa1a2a3
)∗
= − 1√
dfdA
ifa1a2a3
Eq. 4.87b===== −C(3;3;1;1)a1a2a3 , (4.126)
(i.e. C(3;1;1;1)a1a2a3 is purely real while C(3;3;1;1)a1a2a3 is purely imaginary) which means that the
corresponding pure adjoint colour singlets states constructed from these Young colour structures
satisfy
S⊗m|2; 1; 1; 1〉A ∼= |2; 1; 1; 1〉A, (4.127)
and
S⊗m|3; 1; 1; 1〉A ∼= |3; 1; 1; 1〉A, S⊗m|3; 3; 1; 1〉A ∼= −|3; 3; 1; 1〉A. (4.128)
Consequently, the Fierz-Young basis elements given in Eq. 4.110, Eq. 4.116 and Eq. 4.118 are
eigenstates of S, S⊗2 and S⊗3 with respect to ∼= with either eigenvalue 1 or −1. It has been
shown that this is also true of the Fierz-Young basis for C(W⊗4) [41]. However, we do not yet
have a general construction algorithm for the Fierz Young basis for C(W⊗m) and, consequently,
we are not able to show that the Fierz Young basis elements are eigenstates of S⊗m in general.
Nevertheless, for the examples considered, the Fierz-Young basis elements satisfy
S⊗m|m; i〉 ∼= si|m; i〉, (4.129a)
or in birdtracks
... i ∼= si ... i , (4.129b)
where si = ±1.
Before proceeding to the next paragraph, let us recall a few of the diagrammatic rules for
complex conjugation (derived in Sec. 4.1.2) which will become important soon:
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• For fundamental and anti-fundamental Wilson-lines
(i j
x
)∗ = [(Ux)∗]ij = [U †x]
i
j =: i jx ,
(i¯ j¯
y
)∗ = [(U †y)∗]
j¯
i¯
= [Uy] j¯i¯ =: i¯ j¯y .
(4.130)
• For tensor-product representations of Wilson-lines acting on W⊗m

i1
im
i¯1
i¯m
...
j1
jm
j¯1
j¯m

∗
=
i1
im
i¯1
i¯m
...
j1
jm
j¯1
j¯m
. (4.131)
• For colour singlet states on W⊗m

j1
jm
j¯1
j¯m
... j

∗
=
j1
jm
j¯1
j¯m
... j∗ ,
 i ...
i1
im
i¯1
i¯m

∗
= i∗ ...
i1
im
i¯1
i¯m
, (4.132)
where the labels i∗ and j∗ are a shorthand reminder that, when writing the colour singlet
states as complex linear combinations of Kronecker delta symbols, the complex coefficients
need to be complex conjugated. For real colour singlet states
j1
jm
j¯1
j¯m
... j∗ =
j1
jm
j¯1
j¯m
... j =
j1
jm
j¯1
j¯m
... j , i∗
...
i1
im
i¯1
i¯m
= i ...
i1
im
i¯1
i¯m
= i ...
i1
im
i¯1
i¯m
, (4.133)
where we again note that although the complex conjugate of colour singlet states are
tensors living in different tensor-product spaces, their tensor components are real linear
combinations of Kronecker delta symbols and, consequently, are equal.
With the above diagrammatic rules for complex conjugation at hand, consider the operator S˜
whose action on a general amplitude matrix A(m) is given by
S˜ ◦ A(m)x1···xm;y1···ym = A(m)y1···ym;x1···xm ; (4.134)
i.e. S˜ implements a pair-wise swap of all quark and anti-quarks coordinate labels on the Wilson-
lines in the amplitude matrix. Suppose this amplitude matrix is constructed from an orthonor-
mal basis of colour singlet states for C(W⊗m) which satisfy Eq. 4.129a. Then, in birdtracks, the
ith row and jth column of Eq. 4.134 becomes
S˜ ◦ i ... j Eq. 4.129b====== i ... j = sisj i ... j Eq. 4.131=====Eq. 4.133 sisj
[
i
... j
]∗
,
(4.135)
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or
S˜ ◦
[
A(m)x1···xm;y1···ym
]
ij
= sisj
[
A(m)x1···xm;y1···ym
]∗
ij
, (4.136)
where for each diagram in Eq. 4.135 the Wilson-lines are drawn such that they are labelled
from top to bottom by the coordinates x1,y1, · · · ,xm,ym. Eq. 4.136 implies that the real and
imaginary parts of such an amplitude matrix satisfy
S˜ ◦ Re
[
A(m)x1···xm;y1···ym
]
ij
= sisjRe
[
A(m)x1···xm;y1···ym
]
ij
, (4.137a)
S˜ ◦ Im
[
A(m)x1···xm;y1···ym
]
ij
= −sisj Im
[
A(m)x1···xm;y1···ym
]
ij
, (4.137b)
This operator S˜ provides a natural generalization of the parity operator implicit in [32] which
implements the exchange of the quark and anti-quark coordinate labels in the qq¯ amplitude.
4.4 Embedding Wilson-line amplitude/correlator matrices
In this section, I show how a general Wilson-line amplitude/correlator matrix can be embedded
into a larger one. Following a single pairwise quark–anti-quark coincidence limit, the larger
matrix block diagonalizes into two blocks with one of them being the original matrix. An explicit
example of this embedding is given in Eq. 4.151, where the q2q¯2 amplitude matrix is contained
as one of two blocks in the q3q¯3 amplitude matrix following the coincidence limit that y3 7→ x3.
The motivation for considering the embedding of Wilson-line correlator/amplitude matrices into
larger ones is given by JIMWLK evolution; in Eq. 5.94 I show how JIMWLK evolution couples
the aforementioned disjoint blocks, from which one learns that this embedding framework is the
most appropriate language for expressing the JIMWLK equation of general Wilson-line correla-
tor matrices. The general discussion regarding how one embeds a general amplitude/correlator
matrix into a larger one is new.
4.4.1 Fierz bases as embedding bases
Fierz bases, by virtue of the Fierz property, are examples of embedding bases. Notice that the
basis element in Eq. 4.110, the only normalized colour singlet state in W , is embedded in the
top half of the first basis element of Eq. 4.112 (the first element of the Fierz-permutation basis)
as well as Eq. 4.116 (the first element of the Fierz-Young basis). Similarly, the basis elements
of Eq. 4.112 are embedded in the top half of the first two elements of Eq. 4.114 and the basis
elements of Eq. 4.116 are embedded in the top half of the first two elements of Eq. 4.118. This
embedding of a given Fierz basis for C(W⊗m) into the associated Fierz basis for C(W⊗(m+1)) is
a feature for all m ∈ N+ by construction.
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The advantage of this embedding property is that for amplitude matrices constructed in a Fierz
basis, the qmq¯m amplitude matrix can be naturally embedded in the amplitude matrix describ-
ing (m + 1) quarks and anti-quarks. This is possible because any Fierz basis for C(W⊗(m+1))
simultaneously diagonalizes the following complete pair of mutually orthogonal projection op-
erators
iW⊗m ⊗ P• =
1
df
... iW⊗m , iW⊗m ⊗ PA = ... iW⊗m , (4.138a)
where iW⊗m is the identity map onW⊗m and P•, PA are given in Eq. 4.31. LetBFierz(W⊗(m+1))
be some Fierz basis for C(W⊗(m+1)). Then BFierz(W⊗(m+1)) partitions into the union of two
bases: one for C(W⊗m ⊗ •) and one for C(W⊗m ⊗A)
BFierz(W⊗(m+1)) = BFierz(W⊗m ⊗ •) ∪BFierz(W⊗m ⊗A), (4.139)
where the former partition is given by
BFierz(W⊗m ⊗ •) = BFierz(W⊗m)⊗ {|1〉}, (4.140)
where BFierz(W⊗m) is the associated Fierz basis for C(W⊗m) which can be used to construct
the qmq¯m amplitude matrix and |1〉 is given in Eq. 4.23. We may draw the ith basis state in
Eq. 4.140 as
|m+ 1; i〉 = |m; i〉 ⊗ |1〉 = 1
df
... i , (4.141)
where |m; i〉 is the ith element in BFierz(W⊗m). Diagrammatically, it is immediately obvious
that Eq. 4.141 is an eigenstate of iW⊗m ⊗ P•. The ith basis state in the latter partition of
Eq. 4.139 may be drawn as
|m+ 1; i〉 = ... i , (4.142)
which is clearly an eigenstate of iW⊗m ⊗ PA.
The amplitude matrix for (m+1) quarks and anti-quarks constructed BFierz(W⊗(m+1)) is given
by
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[
A(m+1)x1···xmxm+1;y1··· ymym+1
]
ij
= i ... j . (4.143)
In the limit that xm+1 and ym+1 become coincident (i.e. ym+1 7→ xm+1 = z), Eq. 4.143 block
diagonalizes because the overlap between basis states from different partitions in Eq. 4.139
vanishes;
i
... j = 0, (4.144)
because
a =
√
2df 〈1|Uz ⊗ U †z |ta〉 =
√
2Tr
(
Uzt
aU †z
)
=
√
2Tr (ta) = 0. (4.145)
Consequently, in this coincidence limit, the amplitude matrix in Eq. 4.143 expanded in this
basis becomes block diagonal
A(m+1)x1···xmz;y1··· ymz =
A(m)x1···xm;y1··· ym 0m!×m·m!
0m·m!×m! A(m;g)x1···xm;y1··· ym;z
 , (4.146)
where the upper left block is the original qmq¯m amplitude matrix
[
A(m)x1···xm;y1··· ym
]
ij
= i ... j , (4.147)
and the lower right block is the qmq¯mg amplitude matrix which we define to be
[
A(m;g)x1···xm;y1··· ym;z
]
ij
= i ... j . (4.148)
4.4.2 Example: the q3q¯3 amplitude matrix
An important example (specifically for this thesis) which demonstrates the embedding of Wilson-
line amplitude matrices in higher dimensional ones is the q3q¯3 amplitude matrix, constructed
using the Fierz-Young basis given in Eq. 4.118 for C(W⊗3). The full q3q¯3 amplitude matrix is
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given by

A
(3)
11 A
(3)
12 A
(3)
13 A
(3)
14 A
(3)
15 A
(3)
16
A
(3)
21 A
(3)
22 A
(3)
23 A
(3)
24 A
(3)
25 A
(3)
26
A
(3)
31 A
(3)
32 A
(3)
33 A
(3)
34 A
(3)
35 A
(3)
36
A
(3)
41 A
(3)
42 A
(3)
43 A
(3)
44 A
(3)
45 A
(3)
46
A
(3)
51 A
(3)
52 A
(3)
53 A
(3)
54 A
(3)
55 A
(3)
56
A
(3)
61 A
(3)
62 A
(3)
63 A
(3)
64 A
(3)
65 A
(3)
66

q3q¯3
, (4.149)
where the normalization constants A(3)ij (for i, j = 1, · · · , 6) are given in terms of the normaliza-
tion constants of the Fierz basis elements from Eq. 4.119 as
A
(3)
ij = N3;iN3;j . (4.150)
The entries of Eq. 4.149 without a shaded background are those whose real parts are even and
whose imaginary parts are odd under the action of S˜. The entries with shaded backgrounds
have the opposite behaviour; the real parts are odd while the imaginary parts are even.
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In the limit that the last quark–anti-quark pair becomes coincident (i.e. y3 7→ x3) the q3q¯3
amplitude matrix block diagonalizes as follows

A
(3)
11 A
(3)
12 0 0 0 0
A
(3)
21 A
(3)
22 0 0 0 0
0 0 A
(3)
33 A
(3)
34 A
(3)
35 A
(3)
36
0 0 A
(3)
43 A
(3)
44 A
(3)
45 A
(3)
46
0 0 A
(3)
53 A
(3)
54 A
(3)
55 A
(3)
56
0 0 A
(3)
63 A
(3)
64 A
(3)
65 A
(3)
66

q2q¯2⊕q2q¯2g
. (4.151)
The top left block in Eq. 4.151 is precisely the q2q¯2 amplitude matrix constructed using the
Fierz-Young basis given in Eq. 4.116 for C(W⊗2). Notice that the entire q2q¯2 amplitude matrix
possesses the property that its real part is even and its imaginary part is odd under the action
of S˜. Just as the q2q¯2 amplitude matrix was embedded in the q3q¯3 amplitude matrix, if we take
a further coincidence limit with y2 7→ x2, the top left q2q¯2 block in Eq. 4.151 itself will block
diagonalize producing the qq¯ amplitude in upper left corner and the qq¯g amplitude matrix in
the lower right corner. This coincidence limit is demonstrated below:
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
A
(3)
11 0 0 0 0 0
0 A
(3)
22 0 0 0 0
0 0 A
(3)
33 0 0 0
0 0 0 A
(3)
44 A
(3)
45 A
(3)
46
0 0 0 A
(3)
54 A
(3)
55 A
(3)
56
0 0 0 A
(3)
64 A
(3)
65 A
(3)
66

qq¯⊕(qq¯g)⊕2⊕qq¯g2
. (4.152)
For completeness as well as for later use, we also give a further coincidence limit where y1 7→ x1

A
(3)
11 0 0 0 0 0
0 A
(3)
22 0 0 0 0
0 0 A
(3)
33 0 0 0
0 0 0 A
(3)
44 0 0
0 0 0 0 A
(3)
55 A
(3)
56
0 0 0 0 A
(3)
65 A
(3)
66

1⊕(g2)⊕3⊕g3
. (4.153)
Chapter 5
The JIMWLK equation and the
Balitsky hierarchy
5.1 A systematic derivation of the leading-log (LL) JIMWLK
Hamiltonian
In the preceding chapters, its was argued that the appropriate objects for describing scattering
in the Regge-Gribov limit of QCD are Wilson-lines and their correlators. Wilson-line corre-
lators latter are defined through a (functional) target average with respect to b+ or, equiva-
lently, U (since b+ only features in observables through U). However, the definition of b+ as
the kinematically-enhanced, dominant contribution to the background field of the target is a
resolution- dependent definition: as the rapidity separation Y between the projectile and the
target increases, modes which were previously considered fluctuations δA+ on top of b+ become
Lorentz contracted into a redefinition of b+ (see Fig. 5.1). Consequently, the target average
becomes Y dependent and one writes
〈· · · 〉b(Y ) =
∫
D[b+] · · ·WY [b+], or, equivalently, 〈· · · 〉U (Y ) =
∫
Dˆ[U ] · · · ZˆY [U ], (5.1)
where WY [b+] and ZˆY [U ] are Y dependent distributions which encode information about the
QCD action and the target wave-function relevant at large Y [9]. The evolution of Eq. 5.1
in Y is governed by a functional renormalization group equation called the JIMWLK equation
named after its authors Jalilian-Marian+Iancu+McLerran+Weigert+Leonidov+Kovner1. In
this section, we re-derive of the JIMWLK equation (at leading logarithmic accuracy) at the level
of the generating functional for Wilson-line correlators following [42].
1The order of names was chosen by Al Mueller to give rise to the acronym JIMWLK, pronounced “gym walk”.
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Figure 5.1: (Colour online) Fluctuations on top of the background field of the target which
are subsumed into a redefinition of the target background field through Lorentz contraction as
Y = ln(1/xbj) increases. The shaded regions denote perturbative corrections from fluctuations
to the target average which are included via renormalization group flow.
This generating functional is defined as
Z¯Y [J†, J ] :=
〈
eS
qq¯
ext[b,J†,J ]
〉
b
(Y ), (5.2)
where
Sqq¯ext[A, J†, J ] :=
∫
x
{
Tr
(
(J†x)tUx[A]
)
+ Tr
(
(Jx)tU †x[A]
)}
, (5.3)
is the action which couples Wilson-lines in the fundamental and anti-fundamental representa-
tions to external sources J† and J , respectively. Since one can always express adjoint Wilson-
lines (which describe gluons) in terms of the fundamental and anti-fundamental ones (which
describe quarks and anti-quarks, respectively), Eq. 5.3 is sufficient for generating all Wilson-
lines correlators of interest in QCD. In Eq. 5.3 we have chosen to subscript the coordinate
dependence of functions as well as the integration measure, a convention which we shall adopt
throughout this section.
The correlator of the tensor product of m fundamental and m¯ anti-fundamental Wilson-lines
(where m, m¯ ∈ N+) is obtained from Eq. 5.2 via
〈Ux1 ⊗ · · · ⊗ Uxm ⊗ U †y1 ⊗ · · · ⊗ U †ym¯〉b(Y ) =
δ
δJ†x1
· · · δ
δJ†xm
δ
δJy1
· · · δ
δJym¯
∣∣∣∣∣
J(†)=0
Z¯Y [J†, J ]. (5.4)
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The logarithmically enhanced perturbative corrections to the target average which arise from
Lorentz contracted (and time dilated) modes previously contained in δA+ are most easily com-
puted as perturbative corrections to the Wilson-lines describing the interaction of the projectile
with the target. Once computed, these perturbative corrections can be subsumed into the
target average via a functional integration by parts. In order to uncover these perturbative
corrections, consider the generating functional in Eq. 5.2 where the average is performed with
respect to A+ = b+ + δA+ and and let us expand around b+, isolating contributions of order
αs ln(1/xbj) = αsY . To this end, it is sufficient to expand Eq. 5.2 to quadratic order in δA+ [9]:
〈
eS
qq¯
ext[b+δA,J†,J ]
〉
b,δA
(Y ) =
〈[
1 +
∫
x
δAa+x
δ
δba+x
+ 12
∫
xy
δAa+x δA
b+
y
δ
δba+x
δ
δbb+y
+O(δA3)
]
eS
qq¯
ext[b,J†,J ]
〉
b,δA
(Y0)
=
〈
eS
qq¯
ext[b,J†,J ]
〉
b
(Y0) +
1
2
∫
xy
〈
〈δAa+x δAb+y 〉δA[b]
[(
δ
δba+x
Sqq¯ext[b, J†, J ]
)(
δ
δbb+y
Sqq¯ext[b, J†, J ]
)
+ δ
δba+x
δ
δbb+y
Sqq¯ext[b, J†, J ]
]
eS
qq¯
ext[b,J†,J ]
〉
b
(Y0) +O(δA3), (5.5)
where we have assumed the vacuum expectation value of the fluctuations 〈δAa+x 〉δA[b] to be zero.
In order to evaluate the O(δA2) contribution in Eq. 5.5, we need to know what the functional
derivative of fundamental and anti-fundamental Wilson-lines with respect to the background
field is. This is computed as
δ
δba+x
Uz = igδx+0δ(2)xzUz;∞,x− [b]taUz;x−,−∞[b], (5.6a)
δ
δba+x
U †z = −igδx+0δ(2)xzU †z;x−,−∞[b]taU †z;∞,x− [b], (5.6b)
respectively. The partial Wilson-lines on the right-hand-side expression of Eq. 5.6, although
correct, are calculationally cumbersome. Given the specific form of the background field b+,
as long as we are not interested in taking derivatives of Eq. 5.6 with respect to x− and for
the purpose of evaluating their contributions to the integral in Eq. 5.5, we can represent the
right-hand-side expressions of Eq. 5.6 by
δ
δba+x
Uz = igδx+,0δ(2)x,z
(
θx−,0t
aUz + θ0,x−Uzta
)
, (5.7a)
δ
δba+x
U †z = −igδx+,0δ(2)x,z
(
θx−,0U
†
zt
a + θ0,x−taU †z
)
. (5.7b)
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The second term in Eq. 5.5, the calculable perturbative correction to the generating functional,
consists of two contributions: one quadratic in the external sources
(
δ
δba+x
Sqq¯ext[b, J†, J ]
)(
δ
δbb+y
Sqq¯ext[b, J†, J ]
)
= (ig)2δx+,0δy+,0
×
[
θx−,0
(
[J†x]ij [taUx]ij − [Jx]ij [U †xta]ij
)
+ θ0,x−
(
[J†x]ij [Uxta]ij − [Jx]ij [taU †x]ij
) ]
×
[
θy−,0
(
[J†y]ij [tbUy]ij − [Jy]ij [U †ytb]ij
)
+ θ0,y−
(
[J†y]ij [Uytb]ij − [Jy]ij [tbU †y]ij
) ]
, (5.8)
and the other linear in them
δ
δba+x
δ
δbb+y
Sqq¯ext[b, J†, J ] = (ig)2δx+,0δy+,0δ(2)x,y
×
[
[J†x]ij
{
θx−,y−
(
θx−,0θy−,0t
atbUx + θx−,0θ0,y−taUxtb + θ0,x−θ0,y−Uxtatb
)
+ θy−,x−
(
θy−,0θx−,0t
btaUx + θy−,0θ0,x−tbUxta + θ0,y−θ0,x−Uxtbta
)}
ij
+ [Jx]ij
{
θx−,y−
(
θx−,0θy−,0U
†
xt
bta + θx−,0θ0,y−tbU †xta + θ0,x−θ0,y−tbtaU †x
)
+ θy−,x−
(
θ
,y−0θx−,0U
†
xt
atb + θy−,0θ0,x−taU †xtb + θ0,y−θ0,x−tatbU †x
)}
ij
]
. (5.9)
Eq. 5.8 represents contributions due to a gluon-exchange between two quarks, two anti-quarks,
or a quark and an anti-quark. Eq. 5.9 represents pure self-energy corrections dressing quark
and anti-quark lines. Since Eq. 5.8 and Eq. 5.9 are quadratic and linear, respectively, in the
external sources, it is sufficient to compute
δ
δJ
(†)
x
δ
δJ
(†)
y
1
2
∫
uv
〈δAa+u δAb+u 〉δA[b]
(
δ
δba+u
Sqq¯ext[b, J†, J ]
)(
δ
δbb+v
Sqq¯ext[b, J†, J ]
)
, (5.10)
and
δ
δJ
(†)
x
1
2
∫
uv
〈δAa+u δAb+u 〉δA[b]
(
δ
δba+u
δ
δbb+v
Sqq¯ext[b, J†, J ]
)
, (5.11)
in order to reconstruct Eq. 5.8 and Eq. 5.9, and therefore Eq. 5.5. To keep track of different
contributions to Eq. 5.8 and Eq. 5.9, it is useful to define a few objects which admit a definite
physical interpretation. Consider
ln(xbj0/xbj) [χ¯
qq¯
x,y]ij kl :=
δ
δ[J†x]ij
δ
δ[Jy]kl
1
2
∫
uv
〈δAa+u δAb+u 〉δA[b]
×
(
δ
δba+u
Sqq¯ext[b, J†, J ]
)(
δ
δbb+v
Sqq¯ext[b, J†, J ]
)
= −12(ig)
2
∫
uv
〈δAa+u δAb+v 〉δA[b]δu+,0δv+,0
×
[
δ(2)x,uδ
(2)
y,v[Wx,y;u−,v− ]abij kl + δ(2)x,vδ(2)y,u[Wx,y;v−,u− ]baij kl
]
, (5.12)
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where
[Wx,y;u−,v− ]abij kl := δ(2)x,uδ(2)y,v
(
θu−,0[taUx]ij + θ0,u− [Uxta]ij
)(
θv−,0[U †ytb]kl + θ0,v− [tbU †y]kl
)
,
(5.13)
and we have already factored out the anticipated logarithmic enhancement ln(xbj0/xbj) = Y −Y0
which we shall see is the regulated result of a semi-infinite, logarithmically-divergent momentum
integral. Eq. 5.12 describes the exchange of a gluon, represented by the gluon propagator
〈δAa+u δAb+v 〉δA[b] in the presence of the background field b+, between a quark and an anti-quark,
represented by the fundamental and anti-fundamental Wilson-lines Ux and U †y, respectively,
where the gluon propagator attaches to the quark and anti-quark lines through the gauge
generators. Eq. 5.12 can be represented diagrammatically by
ln(xbj0/xbj) χ¯
qq¯
x,y := b = + + + ,
(5.14)
where the diagrams after the second equality correspond to the four unique Heaviside function
combinations present in Eq. 5.12. Similarly one defines χ¯q¯qx,y, χ¯qqx,y and χ¯q¯q¯x,y2. Calculationally,
these diagrams differ only in the order of the product of Wilson-lines and gauge generators
which are independent of the internal space-time coordinates u, v. The self-energy correction
dressing the quark line is defined as
ln(xbj0/xbj) · [σ¯qx]ij :=
δ
δ[J†x]ij
1
2
∫
uv
〈δAa+u δAb+u 〉δA[b]
(
δ
δba+u
δ
δbb+v
Sqq¯ext[b, J†, J ]
)
= 12(ig)
2
∫
uv
〈δAa+u δAb+u 〉δA[b]δ(2)x,uδ(2)y,vδu+,0δv+,0[Wx;u−,v− ]abij (5.15)
where
[Wx;u−,v− ]abij :=
[
θu−,v−
(
θu−,0θv−,0t
atbUx + θu−,0θ0,v−taUxtb + θ0,u−θ0,v−Uxtatb
)
+ θv−,u−
(
θv−,0θu−,0t
btaUx + θv−,0θ0,u−tbUxta + θ0,v−θ0,u−Uxtbta
)]
ij
, (5.16)
with an analogous definition for σ¯q¯x. Diagrammatically, Eq. 5.15 reads
ln(xbj0/xbj)[σ¯
q
x]ij :=
b
= + + , (5.17)
2Diagrammatically, these are drawn by reversing (anti-)quark lines in Eq. 5.14 accordingly.
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while the Feynman diagram describing σ¯q¯x is obtained by reversing the direction of the arrows
in Eq. 5.17 which represents the replacement of the fundamental Wilson-line Ux in Eq. 5.15
with the anti-fundamental Wilson-line U †x. The propagator for the gluon in the presence of the
background field of the target, computed in Sec. B.3, is given by
〈δAa+u δAb+u 〉δA[b] = δab
[
i
−(∂−)2
]
uv
−
∫
u′v′
(i∂−u )
[
i
−(∂−)2
]
uu′
(i∂−v )
[
i
−(∂−)2
]
vv′
(i∂iu′)(i∂iv′)
[
i
−D[b]2
]ab
u′v′
, (5.18a)
where[
i
−(∂−)2
]
uv
= δu−,v−δ(2)u,v
∫
dk−
2pi
i
(k−)2 + iεe
−ik−(u+−v+), (5.18b)[
i
−D[b]2
]ab
uv
=
∫
dk−
(2pi)3(2k−) [θu−,v−θk−,0 − θv−,u−θ0,k− ]
∫
d2p⊥d2q⊥e−i(p.u−q.v)
×
∫
d2z⊥
(2pi)2 e
−i(p−q)·z[U˜z;u−,v− ]ab, (5.18c)
and the partial Wilson-line from v− to u− in the adjoint representation is defined as
[U˜z;u−,v− ]ab = P exp
[
ig
∫ u−
v−
dz−δ(z−)βc(z)t˜c
]ab
, (5.18d)
where [t˜c]ab = ifabc. Borrowing the discussion below Eq. 5.6, we shall represent Eq. 5.18d by
[U˜z;u−,v− ]ab = [θu−,0θv−,0 + θ0,u−θ0,v− ]δab + θu−,0θ0,v− [U˜z]ab + θ0,u−θv−,0[U˜ †z ]ab. (5.19)
The contributions3 to Eq. 5.8 coming from the second term in Eq. 5.18a which are present in
each gluon-exchange diagram are given by
1
2(ig)
2
∫
uv
{∫
u′v′
δu−,u′−δv−,v′−δ
(2)
u,u′δ
(2)
v,v′
∫
dk−
(2pi)3(2k−) [θu′−,v′−θk−,0 − θv′−,u′−θ0,k− ]
×
∫
dk−1
2pi
1
k−1
e−ik
−
1 (u+−u′+)
∫
dk−2
2pi
1
k−2
e−ik
−
2 (v+−v′+)
∫
d2p⊥d2q⊥piqie−i(p.u
′−q.v′)
×
∫
d2z⊥
(2pi)2 e
−i(p−q)·z[U˜z;u−,v− ]ab
}
δu+,0δv+,0
×
[
δ(2)x,uδ
(2)
y,v[Wx,y;u−,v− ]abij kl + δ(2)x,vδ(2)y,u[Wx,y;v−,u− ]baij kl
]
= −14(ig)
2
∫
du−dv−d2u⊥d2v⊥
∫
dk−
(2pik−)3 [θu−,v−θk−,0 − θv−,u−θ0,k− ]
∫
d2p⊥d2q⊥piqi
3The contributions to Eq. 5.8 coming from the first term in Eq. 5.18a are finite and do not produce a logarithm
in ln(xbj0/xbj). Consequently, these contributions drop out of the finite difference equation which leads to the
JIMWLK equation.
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× exp
[
− i
(
p2u−
2k− −
p2v−
2k−
)]
ei(p·u−q·v)
∫
d2z⊥
(2pi)2 e
−i(p−q)·z[U˜z;u−,v− ]ab
×
[
δ(2)x,uδ
(2)
y,v[Wx,y;u−,v− ]abij kl + δ(2)x,vδ(2)y,u[Wx,y;v−,u− ]baij kl
]
. (5.20)
The integrals in u− and v− can be easily evaluated. Since there are four different combinations
of products of Heaviside functions in u− and v− in Eq. 5.19, there are four different integrals
in u− and v− contributing to Eq. 5.20; the results of these four different integrals are
∫
du−dv−
∫
dk−
(2pik−)3 [θu−,v−θk−,0 − θv−,u−θ0,k− ] exp
[
− i
(
p2u−
2k− −
p2v−
2k−
)]
× θsuu−,0θsvv−,0 = −susv
4
(2pi)3
1
p2q2
∞∫
0
dk−
k−
, (5.21)
where su, sv = ±1. The result of the k− integral in Eq. 5.21 is logarithmically divergent in the
ultraviolet and the infrared. Regulating this k− integral, Eq. 5.21 becomes
(5.21) = −susv 4(2pi)3
1
p2q2
ln(xbj0/xbj). (5.22)
The integrals over the transverse coordinates u and v sets u,v to either x,y or y,x while the
transverse momentum integrals in p and q produce the JIMWLK kernel (up to a minus sign)
−
∫
d2p⊥
2pi
d2q⊥
2pi
piqi
p2q2
eip·(u−z)eiq·(z−v) = −
(
∂iz
∫
d2p⊥
2pi e
ip·(u−z)
)(
∂iz
∫
d2q⊥
2pi e
iq·(z−v)
)
= (u− z)
i(z − v)i
(u− z)2(z − v)2 =: Kuzv. (5.23)
Substituting Eq. 5.22 and Eq. 5.23 back into Eq. 5.20 yields
(5.20) = αs2pi2 ln(xbj0/xbj)
∫
d2z⊥Kxzy
[{
[U˜z]ab[taUx]ij [tbU †y]kl + [U˜ †z ]ab[Uxta]ij [U †ytb]kl
− [taUx]ij [U †yta]kl − [Uxta]ij [taU †y]kl
}
+
{
[U˜z]ab[taUy]ij [tbU †x]kl + [U˜ †z ]ab[Uyta]ij [U †xtb]kl
− [taUy]ij [U †xta]kl − [Uyta]ij [taU †x]kl
}]
. (5.24)
After applying the Fierz identity one finally obtains
[χ¯qq¯x,y]ij kl :=
αs
2pi2
∫
d2z⊥Kxzy
[
[UzU †y]il[U †zUx]kj + [UxU †z ]il[U †yUz]kj
− [UxU †y]ilδkj − δil[U †yUx]kj
]
, (5.25a)
The remaining three gluon-exchange diagrams differ from Eq. 5.24 only in the order of the
product of the Wilson-lines and gauge generators, and sometimes by an overall sign; they are
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given by
[χ¯q¯qx,y]ij kl :=
αs
2pi2
∫
d2z⊥Kxzy
[
[U †zUy]il[UzU †x]kj + [U †xUz]il[UyU †z ]kj
− δil[UyU †x]kj − [U †xUy]ilδkj
]
, (5.25b)
[χ¯qqx,y]ij kl := −
αs
2pi2
∫
d2z⊥Kxzy
[
[Uz]il[UyU †zUx]kj + [UxU †zUy]il[Uz]kj
− [Ux]il[Uy]kj − [Uy]il[Ux]kj
]
, (5.25c)
[χ¯q¯q¯x,y]ij kl := −
αs
2pi2
∫
d2z⊥Kxzy
[
[U †z ]il[U †yUzU †x]kj + [U †xUzU †y]il[U †z ]kj
− [U †x]il[U †y]kj − [U †y]il[U †x]kj
]
. (5.25d)
In order to compute the quark self-energy diagram, examine the contributions to Eq. 5.9 from
the second term in the gluon propagator which involves the scalar propagator in the adjoint
representation:
− 12(ig)
2
∫
uv
{∫
u′v′
δu−,u′−δv−,v′−δ
(2)
u,u′δ
(2)
v,v′
∫
dk−
(2pi)3(2k−) [θu′−,v′−θk−,0 − θv′−,u′−θ0,k− ]
×
∫
dk−1
2pi
1
k−1
e−ik
−
1 (u+−u′+)
∫
dk−2
2pi
1
k−2
e−ik
−
2 (v+−v′+)
∫
d2p⊥d2q⊥piqie−i(p.u
′−q.v′)
×
∫
d2z⊥
(2pi)2 e
−i(p−q)·z[U˜z;u′−,v′− ]ab
}
δu+,0δv+,0δ
(2)
x,uδ
(2)
u,v[Wx;u−,v− ]abij
= 14(ig)
2
∫
du−dv−
∫
dk−
(2pik−)3 [θu−,v−θk−,0 − θv−,u−θ0,k− ]
∫
d2p⊥d2q⊥piqi
× exp
[
− i
(
p2xu−
2k− −
q2xv−
2k−
)]
ei(p−q)·x
∫
d2z⊥
(2pi)2 e
−i(p−q)·z[U˜z;u−,v− ]ab[Wx;u−,v− ]abij .
(5.26)
Evaluating the contributions to the integrals in u− and v− produces Eq. 5.22, and from Eq. 5.26
one obtains
[σ¯qx]ij :=−
αs
2pi2
∫
d2z⊥Kxzy
[
[Uz]ijtr(UxU †z)−Nc[Ux]ij
]
. (5.27a)
Similarly the anti-quark self-energy diagram can be calculated and yields
[σ¯q¯x]ij :=−
αs
2pi2
∫
d2z⊥Kxzy
[
[U †z ]ijtr(U †xUz)−Nc[U †x]ij
]
. (5.27b)
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With the results shown in Eq. 5.25 and Eq. 5.27, one can finally write down the finite difference
equation
〈
eS
qq¯
ext[b+δA,J†,J ]
〉
b,δA
(Y )−
〈
eS
qq¯
ext[b,J†,J ]
〉
b
(Y0)
= 12
∫
xy
〈
〈δAa+x δAb+y 〉δA[b]
((
δ
δba+x
Sqq¯ext[b, J†, J ]
)(
δ
δbb+y
Sqq¯ext[b, J†, J ]
)
+ δ
δba+x
δ
δbb+y
Sqq¯ext[b, J†, J ]
)
eS
qq¯
ext[b,J†,J ]
〉
b
(xbj0) +O(δA3)
= ln(xbj0/xbj)
〈{1
2
∫
xy
JαxJ
β
y χ¯
αβ
x,y[~U ] +
∫
x
Jαx σ¯
α
x [~U ]
}
eS
qq¯
ext[b, ~J ]
〉
b
(Y ) +O(δA3)
= ln(xbj0/xbj)
{1
2
∫
xy
JαxJ
β
y χ¯
αβ
x,y
[
δ
δ ~J
]
+
∫
x
Jαx σ¯
α
x
[
δ
δ ~J
]}〈
eS
qq¯
ext[b, ~J ]
〉
b
(Y ) +O(δA3). (5.28)
In the second last line of Eq. 5.28 we introduced the vectors ~J := (J†, J)t and ~U := (U,U †)t as
well as the dummy summation indices α, β which run from 1 to 2 and in the last line we used
δ
δJα
Sqq¯ext[b, ~J ] = UαSqq¯ext[b, ~J ], (5.29)
to pull the evolution operator (in the curly braces) outside of the target average. The finite
difference equation in Eq. 5.28 becomes a differential equation in the limit that | ln(xbj0/xbj)| =
|Y − Y0| → 0:
d
dY
Z¯[ ~J ](Y ) =
{1
2
∫
xy
JαxJ
β
y χ¯
αβ
x,y
[
δ
δ ~J
]
+
∫
x
Jαx σ¯
α
x
[
δ
δ ~J
]}
Z¯[ ~J ](Y ). (5.30)
As a functional renormalization group (RG) equation — an RG equation for the generating
functional — Eq. 5.30 represents an infinite set of RG equations for all possible Wilson-line
correlators. This infinite set is known as the Balitsky hierarchy.
Eq. 5.30 being at most quadratic in derivatives δ/δ ~J admits a statistical interpretation as a
Fokker-Plank equation. In order to expose its Fokker-Planck nature on needs to perform func-
tional Fourier transformation from ~J to ~U , but this in turn requires that U (†) be taken to be
independent variables (elements of Mat(Nc;C) as opposed to SU(Nc)). (Eventually we shall find
that the particular form of the evolution operator constrains U (†) to the manifold of SU(Nc)
almost auto-magically.) From Eq. 5.3 we have that Sqq¯ext[b+, ~J ] = Sqq¯ext[~U, ~J ] is really a functional
of U (†) (with b+ present through the definition of the Wilson-lines). Since we are regarding U (†)
as independent variables, let us write the target average in Eq. 5.1 as
〈· · · 〉~U (Y ) =
∫
D¯[~U ] · · · Z¯Y [~U ], (5.31)
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for some statistical weight functional Z¯Y [~U ] which we shall later relate to the original ZˆY [U ]
written in Eq. 5.1. Writing the generating functional as
Z¯[ ~J ](Y ) = 〈eSqq¯ext[~U, ~J ]〉~U (Y ), (5.32)
Eq. 5.30 may be cast as an equation for Z¯Y [~U ]
d
dY
∫
D¯[~U ]Z¯Y [~U ]eS
qq¯
ext[~U, ~J ] =
∫
D¯[~U ]Z¯Y [~U ]
{1
2
∫
xy
JαxJ
β
y χ¯
αβ
x,y[~U ] +
∫
x
Jαx σ¯
α
x [~U ]
}
eS
qq¯
ext[~U, ~J ],
(5.33)
where we have used Eq. 5.29 to turn χ¯αβx,y[δ/δ ~J ] and σ¯αx [δ/δ ~J ] into χ¯
αβ
x,y[~U ] and σ¯αx [~U ], re-
spectively. We now use the the fact that U (†) are independent variables in order to write the
conjugate version of Eq. 5.29
δ
δUα
eS
qq¯
ext[~U, ~J ] = JαeS
qq¯
ext[~U, ~J ]. (5.34)
Using Eq. 5.34 in Eq. 5.33 and performing a functional integration by parts one obtains
d
dY
Z¯Y [~U ] =
{
1
2
∫
xy
δ
δUαx
δ
δUβy
χ¯αβx,y[~U ]−
∫
x
δ
δUαx
σ¯αx [~U ]
}
Z¯Y [~U ]. (5.35)
As a final step towards writing Eq. 5.35 in the canonical form of a Fokker-Planck equation,
observe that
1
2
[
δ
δUαx
χ¯αqx,y[~U ]
]
kl
= 12
∫
u
δimδjnδ
(2)
x,u
{
δ
δ[Uu]mn
[χ¯qqx,y[~U ]]ij kl +
δ
δ[U †x]mn
[χ¯q¯qx,y[~U ]]ij kl
}
= − αs4pi2
∫
uz
Kxzyδimδjnδ(2)x,u
×
{
δ(2)z,uδimδln[UyU †zUx]kj + δ(2)y,uδkmδpn[Uz]il[U †zUx]pj + δ(2)x,uδpmδjn[Uz]il[UyU †z ]kp
+ δ(2)z,uδkmδjn[UxU †zUy]il + δ(2)y,uδpmδln[UxU †z ]ip[Uz]kj + δ(2)x,uδimδpn[U †zUy]pl[Uz]kj
− δ(2)x,uδimδln[Uy]kj − δ(2)y,uδkmδjn[Ux]il − δ(2)y,uδimδln[Ux]kj − δ(2)x,uδkmδjn[Uy]il
+ δ(2)x,uδpmδjnδil[Uy]kp − δ(2)x,uδpmδjn[U †zUy]il[Uz]kp − δ(2)z,uδimδpn[Uy]pl[UzU †x]kj
+ δ(2)x,uδimδpnδkj [Uy]pl − δ(2)x,uδimδpn[Uz]pl[UyU †z ]kj − δ(2)z,uδpmδjn[U †xUz]il[Uy]kp
}
= − αs4pi2
∫
uz
Kxzyδ(2)x,u
{
2δ(2)y,u[Uz]klTr
(
UxU
†
z
)
− 2δ(2)y,uNc[Ux]kl
+ δ(2)z,uNc[UyU †zUx]kl + δ(2)z,uNc[UxU †zUy]kl − δ(2)z,uNc[UzU †xUy]kl − δ(2)z,uNc[UyU †xUz]kl
}
= − αs2pi2
∫
z
Kyzy
[
[Uz]kltr(UyU †z)−Nc[Uy]kl
]
= [σ¯qy]kl. (5.36a)
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Similarly, one can show that
1
2
[
δ
δUαx
χ¯αq¯x,y[~U ]
]
kl
= [σ¯q¯y]kl. (5.36b)
Together, Eq. 5.36 gives that
1
2
∫
x
δ
δUαx
χ¯αβx,y[~U ]− σ¯βy [~U ] = 0. (5.37)
and, consequently, Eq. 5.35 takes the canonical form of a Fokker-Planck equation in a non-trivial
geometry
d
dY
Z¯Y [~U ] =
1
2
∫
xy
δ
δUαx
χ¯αβx,y[~U ]
δ
δUβy
Z¯Y [~U ]. (5.38)
We now need to re-impose the group constraint. This amounts to showing that for physical
distributions
Z¯
(phys.)
Y [~U ] = δ(UU
† − 1)δ(det(U)− 1)ZˆY [U ], (5.39)
the evolution operator in Eq. 5.38 leaves the constraint factor δ(UU †−1)δ(det(U)−1) invariant.
If this can be shown, then the constraint factor can be absorbed into the measure D¯[~U ] and
produce the unimodular Haar measure
Dˆ[U ] = D¯[~U ]δ(UU † − 1)δ(det(U)− 1). (5.40)
To this end, it will prove invaluable to replace the functional derivatives present in Eq. 5.38 by
the following set of 2N2c functional derivatives
δ
δUαx
7→ [i∇ax]α :=
 [Uxt
a]ij δδ[Ux]ij , if α = 1,
−[taU †x]ij δ
δ[U†x]ij
, if α = 2,
. (5.41)
Here the index a runs over 0, 1, · · · , dA = N2c − 1. For a = a = 1, · · · , dA, ta are the (Hermitian)
generators of SU(Nc) while t0 = 1/
√
2Nc. The set {ta}dAa=0 is orthonormalized with
Tr
(
(ta)†tb
)
= 12δ
ab, (5.42)
and forms a basis for Mat(Nc;C). Since U (†)x ∈ Mat(Nc;C), the sets {Uxta}dAa=0 and {−taU †x}dAa=0
are also bases for Mat(Nc;C). Consequently, the new functional derivatives given in Eq. 5.41
still probe all the component of ~U as was probed by the old functional derivatives δ/δ~U .
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But why are these new functional derivatives better that the old ones? We shall show that the
evolution operator
1
2
∫
xy
δ
δUαx
χ¯αβx,y[~U ]
δ
δUβy
, (5.43)
on the right-hand-side of the equality in Eq. 5.38 can be rewritten as
1
2
∫
xy
i∇axχˆabx,y[U ]i∇by, (5.44)
where χˆabx,y[U ] will be given shortly and
i∇ax :=
2∑
α=1
[i∇ax]α = [Uxta]ij
δ
δ[Ux]ij
− [taU †x]ij
δ
δ[U †x]ij
, (5.45)
with a running over 1, · · · , dA. The upshot is that Eq. 5.45 immediately preserves the group
constraints of SU(Nc):
• Unitarity: Firstly, i∇axδ(UU † − 1) = 0. This follows immediately from
i∇ax(UyU †y) = (i∇axUy)U †y + Uy(i∇axU †y)
= δ(2)xy (UxtaU †y − UytaU †x)
= δ(2)xy (UxtaU †x − UxtaU †x) = 0 = i∇ax1. (5.46)
• Determinant equals 1: Secondly, i∇axδ(det(U) − 1) = 0. To show this, we use the
Leibniz formula for det(Uy) which is given by
det(Uy) =
1
N !ε
i1···iN εj1···jN [Uy]i1j1 · · · [Uy]iN jN , (5.47)
where I have written N as shorthand for Nc and εi1···iN is the Levi-Civita symbol in N
indices. Applying i∇ax to Eq. 5.47 yields
i∇ax det(Uy) = δ(2)xy
1
N !ε
i1···iN εj1···jN
N∑
k=1
[Uyta]ikjk
N∏
l=1
l6=k
[Uy]iljl
= δ(2)xy
N
N !ε
i1i2···iN εj1j2···jN [Uyta]i1j1 [Uy]i2j2 · · · [Uy]iN jN
= δ(2)xy
N
N !ε
j1j2···jN εi1i2···iN [Uy]i1j [Uy]i2j2 · · · [Uy]iN jN︸ ︷︷ ︸
=εjj2···jN det(Uy)
[ta]jj1
= δ(2)xy det(Uy)
N
N !ε
j1j2···jN εjj2···jN︸ ︷︷ ︸
=δj1j (from [33])
[ta]jj1
= δ(2)xy det(Uy)δ
j1
j [ta]
j
j1 = −δ(2)xy det(Uy)Tr (ta) = 0 = i∇ax1. (5.48)
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I shall now show how to write Eq. 5.43 as Eq. 5.44. As an intermediary step, we try to write∫
xy
δ
δ[Uαx ]ij
[χ¯αβx,y[~U ]]ij kl
δ
δ[Uβy ]kl
=
∫
xy
[i∇ax]α[χˆabx,y[~U ]]αβ[i∇by]β; (5.49)
i.e. we try to determine [χˆabx,y[~U ]]αβ. In order to determine this transformed kernel, one needs
to analyze each contribution to the sum over α, β in Eq. 5.49 separately. Let us examine the
contribution to the sum from α = 1 = β∫
xy
δ
δ[Ux]ij
[χ¯qqx,y[~U ]]ij kl
δ
δ[Uy]kl
=
∫
xy
[i∇ax]1[χˆabx,y[~U ]]qq[i∇by]1
=
∫
xy
[Uxta]ij
δ
δ[Ux]ij
[χˆabx,y[~U ]]qq[Uytb]kl
δ
δ[Uy]kl
=
∫
xy
δ
δ[Ux]ij
[Uxta]ij [χˆabx,y[~U ]]qq[Uytb]ij
δ
δ[Uy]ij
−
√
Nc
2
∫
xy
δ(2)x,x[χˆ0bx,y[~U ]]qq[Uytb]ij
δ
δ[Uy]ij
,
(5.50)
where, in the last line, we produced a product rule term with δδ[Ux]ij [Uxt
a]ij = δ(2)x,xδa0
√
Nc/2.
If we were allowed to ignore this product rule term, then immediately we would have that
[χˆabx,y[~U ]]qq = [2ta(Ux)−1]ji[χ¯qqx,y[~U ]]ij kl[2tb(Uy)−1]lk. (5.51)
Repeating the calculations of Eq. 5.50 and Eq. 5.51 for each pair of values of α, β, one obtains
[χˆabx,y[~U ]]qq¯ = [2ta(Ux)−1]ji
[
χ¯qq¯x,y
]
ij kl
[−2(U †y)−1tb]lk
= −2αs
pi2
∫
z
Kxzy
(
Tr
(
ta(Ux)−1UztbU †zUx
)
+ Tr
(
taU †z(U †y)−1tbU †yUz
)
− Tr
(
tatb
)
− Tr
(
ta(Ux)−1(U †y)−1tbU †yUx
) )
, (5.52a)
[χˆabx,y[~U ]]q¯q = [−2(U †x)−1ta]ji
[
χ¯q¯qx,y
]
ij kl
[2tb(Uy)−1]lk
= −2αs
pi2
∫
z
Kxzy
(
Tr
(
taU †zUyt
b(Uy)−1Uz
)
+ Tr
(
(U †x)−1taU †xUztbU †z
)
− Tr
(
tatb
)
− Tr
(
(U †x)−1taU †xUytb(Uy)−1
) )
, (5.52b)
[χˆabx,y[~U ]]qq = [2ta(Ux)−1]ji
[
χ¯qqx,y
]
ij kl
[2tb(Uy)−1]lk
= −2αs
pi2
∫
z
Kxzy
(
Tr
(
ta(Ux)−1UztbU †zUx
)
+ Tr
(
taU †zUyt
b(Uy)−1Uz
)
− Tr
(
tatb
)
− Tr
(
ta(Ux)−1Uytb(Uy)−1Ux
) )
, (5.52c)
[χˆabx,y[~U ]]q¯q¯ = [2(U †x)−1ta]ji
[
χ¯q¯q¯x,y
]
ij kl
[2(U †y)−1tb]lk
= −2αs
pi2
∫
z
Kxzy
(
Tr
(
taU †z(U †y)−1tbU †yUz
)
+ Tr
(
(U †x)−1taU †xUztbU †z
)
− Tr
(
tatb
)
− Tr
(
(U †x)−1taU †x(U †y)−1tbU †y
) )
. (5.52d)
For ~U ∈ SU(Nc), the transformed kernels in Eq. 5.52 vanish for a = 0 or b = 0 which justifies
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our ignoring of the product rule terms like the one in Eq. 5.50. In addition, the above four
transformed kernels are identical. Consequently, the right-hand-side of Eq. 5.49 becomes∫
xy
[i∇ax]α[χˆabx,y[~U ]]αβ[i∇by]β =
∫
xy
[
[i∇ax]1χˆabx,y[U ][i∇by]1 + [i∇ax]1χˆabx,y[U ][i∇by]2
+ [i∇ax]2χˆabx,y[U ][i∇by]1 + [i∇ax]2χˆabx,y[U ][i∇by]2
]
=
∫
xy
(
[i∇ax]1 + [i∇ax]2
)
χˆabx,y[U ]
(
[i∇by]1 + [i∇by]2
)
=
∫
xy
i∇axχˆabx,y[U ]i∇by, (5.53)
which is precisely Eq. 5.44 (as promised) with i∇ax defined in Eq. 5.45 and χˆabx,y[U ] computed
from Eq. 5.52 as
χˆabx,y[U ] =
αs
pi2
∫
z
Kxzy
[
δab + 2Tr
(
taU †xUyt
bU †yUx
)
− 2Tr
(
taU †zUyt
bU †yUz
)
− 2Tr
(
taU †xUzt
bU †zUx
) ]
= αs
pi2
∫
z
Kxzy
[
δab + [U˜ †xU˜y]ab − [U˜ †zU˜y]ab − [U˜ †xU˜z]ab
]
= αs
pi2
∫
z
Kxzy
[
(1˜− U˜ †xU˜z)(1˜− U˜ †zU˜y)
]ab
. (5.54)
Finally, we arrive at the JIMWLK equation in its canonical form:
d
dY
ZˆY [U ] = −H(LL)JIMWLKZˆY [U ], (5.55)
where the JIMWLK Hamiltonian at leading logarithmic accuracy is given by
H
(LL)
JIMWLK = −
1
2
∫
xy
i∇axχabx,y[U ]i∇by. (5.56)
The functional derivatives appearing in Eq. 5.56, defined in Eq. 5.45, are in fact the left-invariant
vector fields on SU(Nc) [42] which satisfy the (localized) SU(Nc) commutation relations
[i∇ax, i∇by] = +
(
i∇ax[Uytb]ij
) δ
δ[Uy]ij
−
(
i∇ax[tbU †y]ij
) δ
δ[U †y]ij
−
(
i∇by[Uxta]ij
) δ
δ[Ux]ij
+
(
i∇by[taU †x]ij
) δ
δ[U †x]ij
= δ(2)xy
[(
Ux[ta, tb]
)
ij
δ
δ[Ux]ij
+
(
[tb, ta]U †x
)
ij
δ
δ[U †x]ij
]
= δ(2)xy ifabc
[
[Uxtc]ij
δ
δ[Ux]ij
− [tcU †x]ij
δ
δ[U †x]ij
]
= δ(2)xy ifabci∇cx, (5.57)
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where terms that cancel were already dropped in the first line. The right-invariant vector fields
on SU(Nc) are similarly defined through [42]
i∇¯ax := −[taUx]ij
δ
δ[Ux]ij
+ [U †xta]ij
δ
δ[U †x]ij
, (5.58)
which also satisfy the (localized) SU(Nc) commutation relations as demonstrated by
[i∇¯ax, i∇¯by] = −
(
i∇¯ax[tbUy]ij
) δ
δ[Uy]ij
+
(
i∇¯ax[U †ytb]ij
) δ
δ[U †y]ij
+
(
i∇¯by[taUx]ij
) δ
δ[Ux]ij
−
(
i∇¯by[U †xta]ij
) δ
δ[U †x]ij
= δ(2)xy
[(
[tb, ta]Ux
)
ij
δ
δ[Ux]ij
+
(
U †x[ta, tb]
)
ij
δ
δ[U †x]ij
]
= δ(2)xy ifabc
[
−[tcUx]ij δ
δ[Ux]ij
+ [U †xtc]ij
δ
δ[U †x]ij
]
= δ(2)xy ifabci∇¯cx. (5.59)
The left- and right-invariant vector fields commute amongst each other since
[i∇ax, i∇¯by]
= −
(
i∇ax[tbUy]ij
) δ
δ[Uy]ij
+
(
i∇ax[U †ytb]ij
) δ
δ[U †y]ij
−
(
i∇¯by[Uxta]ij
) δ
δ[Ux]ij
+
(
i∇¯by[taU †x]ij
) δ
δ[U †x]ij
= δ(2)xy
[
− [tbUxta]ij δ
δ[Ux]ij
− [taU †xtb]ij
δ
δ[U †x]ij
+ [tbUxta]ij
δ
δ[Ux]ij
+ [taU †xtb]ij
δ
δ[U †x]ij
]
= 0. (5.60)
Furthermore, using the Fierz identity we have that
[U˜x]ab[Uxtb]ij = 2Tr
(
taUxt
bU †x
)
[Uxtb]ij = 2[U †xtaUx]kl[Ux]im[tb]kl[tb]mj
= [U †xtaUx]kl[Ux]im
(
δkmδlj −
1
Nc
δklδmj
)
= [taUx]ij , (5.61a)
[U˜x]ab[tbU †x]ij = 2Tr
(
taUxt
bU †x
)
[tbU †x]ij = 2[U †xtaUx]kl[U †x]mj [tb]kl[tb]im
= [U †xtaUx]kl[U †x]mj
(
δkiδlm −
1
Nc
δklδim
)
= [U †xta]ij , (5.61b)
as well as the complex conjugate relations from which we see that the left- and right-invariant
vector fields of SU(Nc) are inter-related through [42]
i∇ax = −[U˜ †x]abi∇¯bx, i∇¯ax = −[U˜x]abi∇bx. (5.62)
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Eq. 5.62 enables us to rewrite the JIMWLK Hamiltonian as
H
(LL)
JIMWLK = −
αs
2pi2
∫
uvz
Kuzv
[
i∇aui∇av + i∇¯aui∇¯av + 2U˜abz i∇¯aui∇bv
]
(5.63)
which is the form that we shall use throughout the remainder of this thesis.
5.2 The JIMWLK equation and the Balitsky hierarchy
In this section, I examine the Balitsky hierarchy for the qq¯ correlator. I show that its first two
equations are contained in the first equation in the Balitsky hierarchy for the q2q¯2 correlator
matrix. This is not a surprising result, but rather, it is a natural consequence of the embedding
of Wilson-line correlator matrices into higher-dimensional ones discussed in Sec. 4.4. This then
motivates us to consider the JIMWLK evolution of a general correlator matrix from which we
observed a previously overlooked property of the JIMWLK equation: it evolves symmetric and
anti-symmetric components of correlator matrices separately. Knowing this property informs
the parameterization ansatz we write down in the next chapter.
5.2.1 The JIMWLK evolution of the dipole operator and its associated Bal-
itsky hierarchy
The JIMWLK evolution for the qq¯ correlator is given by
d
dY
〈
1
df
〉
(Y ) =
〈
αs
2pi2
∫
uvz
Kuzv
[
i∇aui∇av + i∇¯aui∇¯av + 2U˜abz i∇¯aui∇bv
] 1
df
〉
(Y ),
(5.64)
where
1
df
= 1
df
Tr
(
UxU
†
y
)
, (5.65)
is the birdtracks representation of the qq¯ correlator. Let us explicitly compute the result of the
right-hand-side of Eq. 5.64 coming from each of the three terms in the JIMWLK Hamiltonian
separately. The first term produces
∫
uvz
Kuzvi∇aui∇av =
1
2
∫
z
[
Kxzx −Kxzy −Kyzx +Kyzy
]
= −Cf
∫
z
K˜xzy , (5.66)
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which consists of is the original correlator convolved with the Balitsky-Kovchegov (BK) kernel
which is given in terms of the JIMWLK kernel by
K˜xzy :=Kxzy +Kyzx −Kxzx −Kyzy = (x− y)
2
(x− z)2(z − y)2 . (5.67)
The net effect of the generator insertions in Eq. 5.66 by the Lie derivatives i∇aui∇av was to
produce a factor of the quadratic Casimir in the fundamental representation tata = Cf1 where
Cf = N
2
c−1
2Nc . The result of the second term in Eq. 5.64 is identical to that of the first term where
∫
uvz
Kuzvi∇¯aui∇¯av =
1
2
∫
z
[
Kxzx −Kxzy −Kyzx +Kyzy
]
= −Cf
∫
z
K˜xzy . (5.68)
The third term in Eq. 5.64 inserts an additional adjoint Wilson-line or gluon into the qq¯ corre-
lator, producing the qq¯g correlator convoluted with the BK kernel∫
uvz
Kuzv2U˜abz i∇¯aui∇bv (5.69)
=
∫
z
[
−Kxzx +Kyzx +Kxzy −Kyzy
]
=
∫
z
K˜xzy .
Finally, Eq. 5.64 evaluates to
d
dY
〈
1
df
〉
(Y ) = αsCf
pi2
∫
z
K˜xzy
〈
1
dA
− 1
df
〉
(Y ). (5.70)
This equation says that the energy evolution of the qq¯ correlator, a 2-point correlator, depends
both on itself as well as the qq¯g correlator, a 3-point correlator. To know the latter for all Y
one must determine its energy evolution via JIMWLK in turn. The JIMWLK evolution of the
normalized qq¯g correlator can be similarly calculated and the result is given by
d
dY
〈
1
dA
〉
(Y )
= αs2pi2
∫
z2
〈
1
N2c dA
K˜xz2y +
1√
2NcdA
 +
(K˜z1z2y − K˜xz2z1)
+ 1√
2NcdA
 +
 K˜xz2y + 1dA
(
−12K˜xz2y + K˜z1z2y + K˜xz2z1
)
+ 12dA
 +
(K˜z1z2y − K˜xz2z1)+ 12dA K˜xz2y
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+ 1
dA
(
K˜xz2y
Nc
−NcK˜z1z2y −NcK˜xz2z1
)〉
(Y ), (5.71)
and we see that its energy evolution depends both on itself as well as a number of 4-point
correlators. This pattern continues ad infinitum: the energy evolution of an m-point correlator
is driven by (m + 1)-correlators. Consequently, the JIMWLK equation generates an infinite
tower of coupled integro-differential equations known as the Balitsky hierarchy. Later we shall
discuss in quite some detail a truncation for solving any Balitsky hierarchy which preserves
both gauge invariance as well as symmetries of the underlying correlator structure. However,
let us pause here for a moment and notice that we have already encountered the correlators used
in Eq. 5.70 and Eq. 5.71 earlier in this thesis. For instance, the 4-point correlators appearing
in Eq. 5.71 are precisely those coming from the lower-right 3-by-3 sub-block of the correlator
matrix 〈A(3)xz1z2;yz1z2〉(Y ) whose associated amplitude matrix was given in Eq. 4.151. In fact, if
we adopt the shorthand
A(3)ij =
[
A(3)xz1z2;yz1z2
]
ij
, (5.72)
then Eq. 5.71 can be written solely in terms of the entries in A(3)xz1z2;yz1z2 as follows:
d
dY
〈A(3)22 〉(Y ) =
αs
2pi2
∫
z2
〈
1
Nc
A(3)44 K˜xz2y +
1√
2
(
A(3)45 +A(3)54
) (
K˜z1z2y − K˜xz2z1
)
+
√
N2c − 4√
2Nc
(
A(3)46 +A(3)64
)
K˜xz2y +NcA(3)55
(
−12K˜xz2y + K˜z1z2y + K˜xz2z1
)
+ 12
√
N2c − 4
(
A(3)56 +A(3)65
) (
K˜z1z2y − K˜xz2z1
)
+
(
N2c − 4
)
2Nc
A(3)66 K˜xz2y
+A(3)22
(
K˜xz2y
Nc
−NcK˜xz2z1 −NcK˜z1z2y
)〉
(Y ). (5.73)
Using the same shorthand we can also write Eq. 5.70 solely in terms of the entries in A(3)xz1z2;yz1z2
by
d
dY
〈A(3)11 〉(Y ) =
αsCf
pi2
∫
z
K˜xzy〈A(3)33 −A(3)11 〉(Y ). (5.74)
But remember: the qq¯ and qq¯g correlators are contained on the diagonal of the q2q¯2 correlator
matrix (constructed in the Fierz basis) with a single quark–anti-quark coincidence limit having
been taken. This diagonal 2-by-2 matrix is precisely the diagonal top-left block of the correlator
matrix whose associated amplitude matrix was given in Eq. 4.152, the q3q¯3 amplitude matrix
(also constructed in the Fierz basis) with two quark–anti-quark coincidence limit having been
taken. This means that both Eq. 5.70 and Eq. 5.71 are contained in the JIMWLK equation for
the q2q¯2 correlator matrix; two iterations of the JIMWLK Hamiltonian on the qq¯ correlator
are contained in a single iteration of the JIMWLK Hamiltonian on the q2q¯2 correlator matrix.
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Therefore, considering “deeper” JIMWLK evolution of a correlator matrix, that is, multiple
iterations of the JIMWLK Hamiltonian on a correlator matrix, is equivalent to considering
the JIMWLK evolution of a “wider” or higher-dimensional correlator matrix. In fact, it is
natural to think about the JIMWLK evolution of correlator matrices as opposed to individual
correlators because elements of a correlator matrix mix under JIMWLK evolution. This is
somewhat analogous to how PDFs mix under DGLAP. But before we prove this to be the case,
we want to highlight for future use that Eq. 5.71 contains the JIMWLK evolution of the two
gluon correlator following the coincidence limit y 7→ x; namely,
d
dY
〈
1
dA
〉
(Y ) = αs2pi2
∫
z2
K˜xz2z1
〈
2
dA
− 2Nc
dA
〉
(Y ). (5.75)
Eq. 5.75 can be written in terms of entries in A(3)xz1z2;xz1z2 (see Eq. 4.153) as
d
dY
〈A(3)22 〉(Y ) =
αsCA
pi2
∫
z2
K˜xz2z1〈A(3)55 −A(3)22 〉(Y ). (5.76)
5.2.2 The JIMWLK equation for correlator matrices: coupling blocks in
higher dimensional correlator matrices
Thus far in this thesis, we have only considered the JIMWLK evolution of individual correlators
(c.f. Eq. 5.70, Eq. 5.71 and Eq. 5.75) or diagonal correlator matrices, but we have not yet
considered the JIMWLK evolution of non-trivial (i.e. non-diagonal) correlator matrices. In
fact, to my knowledge, and the knowledge of my supervisor, the JIMWLK evolution of non-
trivial correlator matrices has not yet been considered in the literature to date. In this section,
we seek to understand the structure of the JIMWLK equation for non-trivial correlator matrices:
for correlator matrices larger than the qq¯ correlator matrix which is simply a complex number.
Consider the JIMWLK equation for the qmq¯m amplitude matrix given below
d
dY
〈
i
... j
〉
(Y )
= αs2pi2
∫
uvz
Kuzv
〈[
i∇aui∇av + i∇¯aui∇¯av + 2U˜abz i∇¯aui∇bv
]
i
... j
〉
(Y ). (5.77)
In order to begin understanding the structure of this equation, recall that the action of the
right- and left-invariant vector fields on SU(Nc) on a tensor-product of Wilson-lines of the form
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given in Eq. 4.14, is given by
√
2 i∇au ... = ...
δ(2)ux1
a
+ · · ·+ δ(2)uxm
a
− δ(2)uy1
a
− · · · − δ(2)uym
a
 =: ...
a,u
,
(5.78a)
√
2 i∇¯au ... = −
δ(2)ux1
a
+ · · ·+ δ(2)uxm
a
− δ(2)uy1
a
− · · · − δ(2)uym
a
 ... =: − ...
a,u
,
(5.78b)
where
a
=
√
2ta (see Eq. 4.24) and the gray shadow behind the dotted black line in the
last equality of each line represents the sum over all generator insertions. As we did when
we examined the action of the JIMWLK Hamiltonian on the dipole operator in the previous
subsection, let us analyze each term on the left-hand-side of Eq. 5.77 separately. The first term
is calculated as
∫
uvz
Kuzvi∇aui∇av i ... j =
1
2
∫
uvz
Kuzv i ... j
u v
=
∑
k
1
2
∫
uvz
Kuzv i ... k k j
u v
=
∑
k
1
2
∫
z
i
... k
[ ∫
uv
Kuzv k j
u v
]
=
∑
k
1
2
∫
z
i
... k
[K~x;~y;z]kj , (5.79)
where in the second line we inserted a complete sum over colour singlet projection operators4∑
k |m; k〉〈m; k|, and in the last line we defined the matrix the kernel matrix K~x;~y;z whose kth
row and jth column is given by
4The reason why it is sufficient for us to insert a complete sum over colour singlet projection operators (which
do not sum to idW⊗m) is that
u v
j , (5.80)
is a colour singlet state. We shall postpone the proof of this until the next chapter.
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[K~x;~y;z]kj := ∫
uv
Kuzv k j
u v
, (5.81)
with
~x =

x1
...
xm
 , ~y =

y1
...
ym
 . (5.82)
and
u v
:=
a,u a,v
= δab
a,u b,v
. (5.83)
Before proceeding to analyze the contributions from the second and third terms in Eq. 5.77, let
us pause to comment on two properties of the kernel matrix given in Eq. 5.81:
• The kernel matrix is real: Since the JIMWLK kernel is real, all that needs to be shown
is that
k j
u v
= δab k
a,u b,v
j , (5.84)
is real. Eq. 5.84 is real since
(5.84)∗ =
[
δab k
a,u b,v
j
]∗
Eq. 4.44=====
Eq. 4.45
δab k
a,u b,v
j
Eq. 4.89===== δab k
a,u b,v
j
= (5.84), (5.85)
where the second equality follows from the diagrammatic rules for complex conjuga-
tion given in Sec. 4.1 (specifically Eq. 4.44 and Eq. 4.45), the third equality follows from
Lemma 4.1 (actually just the reality of the projection operator PA = as recorded in
Eq. 4.89) and the forth equality follows from (δab)∗ = δab.
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• The kernel matrix is symmetric: In order to prove that the kernel matrix is symmetric,
examine
[K~x;~y;z]tkj = [K~x;~y;z]jk
=
∫
uv
Kuzv j
a,u b,v
k δab
=
∫
uv
Kuzv k
b,v a,u
j δab (flipping the diagram)
=
∫
uv
Kuzv k
b,v a,u
j δab (using Lemma 4.1 and (δab)∗ = δab)
=
∫
vu
Kvzu k
a,u b,v
j δba (relabelling dummy indices a, b and variables u,v)
=
∫
uv
Kuzv k
a,u b,v
j δab (Kvzu = Kuzv and δba = δab)
=
[K~x;~y;z]kj , (5.86)
which proves
[K~x;~y;z]tkj = [K~x;~y;z]kj .
The second term coming from the left-hand-side of Eq. 5.77 is similar to that of the first except
with the kernel matrix acting to the left of the amplitude matrix as opposed to the right
∫
uvz
Kuzvi∇¯aui∇¯av i ... j =
1
2
∫
uvz
Kuzv i
v u
... j
=
∑
k
1
2
∫
vuz
Kvzu i
u v
k k
... j =
∑
k
1
2
∫
z
[ ∫
uv
Kuzv i
u v
k
]
k
... j
=
∑
k
∫
z
[K~x;~y;z]ik k ... j (5.87)
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where we used the symmetry of the JIMWLK kernel under simultaneous exchange of u and v
to relabel dummy variables u,v in order to identify the term inside the square parentheses as
the ith row and kth column of the kernel matrix. The third term in Eq. 5.77 is calculated as
∫
uvz
Kuzv2U˜abz i∇¯aui∇bv i ... j = −
∫
uvz
Kuzv i ...
u v
j
= −
∫
uvz
Kuzv i
u
...
v
j
= −
∑
k,l
∫
uvz
Kuzv i
u
k k
... l l
v
j
= −
∑
k,l
∫
uvz
Kuzv i
u
k k
... l l
v
j
= −
∑
k,l
∫
uvz
Kuzv i k
u
k
... l l
v
j , (5.88)
where in the third line we inserted two complete sums over colour singlet projection operators
onW⊗(m+1). (Refer to Sec. 4.4.1 for more information about the birdtrack notation used here.)
Using the fact that the LO JIMWLK kernel factorizes
Kuvz =
2∑
h=1
KhuzKhzv = −
2∑
h=1
KhuzKhvz, Khuz =
(u− z)h
(u− z)2 , (5.89)
Eq. 5.88 can be written as
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(5.88) =
∑
k,l
2∑
h=1
∫
z
[ ∫
u
Khuz i k
u
]
k
... l
[ ∫
v
Khvz l
v
j
]
=
∑
k,l
2∑
h=1
∫
z
[
K(L)h~x;~y;z
]
ik
k
... l
[
K(R)h~x;~y;z
]
lj
, (5.90)
where in the last line we defined the non-square matrices
[
K(L)h~x;~y;z
]
ik
:=
∫
u
Khuz i k
u
,
[
K(R)h~x;~y;z
]
lj
:=
∫
v
Khvz l
v
j , (5.91)
which are m!×m ·m! and m ·m!×m!, respectively. We shall refer to these non-square matrices
as the left and right factors of the kernel matrix. They are hermitian pairs, related through
[
K(L)h~x;~y;z
]†
ij
=
[ ∫
u
Khuz i j
u
]†
=
∫
u
Khuz j
u
i =
[
K(R)h~x;~y;z
]
ji
. (5.92)
However, since these matrices are real, they are simply related by transposition. They are called
the left and right factors of the kernel matrix and suggestively labelled similarly to the kernel
matrix because their matrix product summed over h is equal to minus the kernel matrix:
∑
k
2∑
h=1
[
K(L)h~x;~y;z
]
ik
[
K(R)h~x;~y;z
]
kj
=
∑
k
2∑
h=1
[ ∫
u
Khuz i k
u
][ ∫
v
Khvz k
v
j
]
=
∑
k
∫
uv
[
−
2∑
h=1
KhuzKhzv
]
i
u
k k
v
j
= −
∑
k
∫
uv
Kuzv i
u
k k
v
j
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= −
∫
uv
Kuzv i j
u v
= − [K~x;~y;z]ij . (5.93)
Putting all the pieces together, Eq. 5.77, which I quote again here for convenience
d
dY
〈
i
... j
〉
(Y ) = αs2pi2
∫
uvz
Kuzv
〈[
i∇aui∇av + i∇¯aui∇¯av + 2U˜abz i∇¯aui∇bv
]
i
... j
〉
(Y ),
becomes
d
dY
〈
i
... j
〉
(Y ) = αs2pi2
∫
z
〈
1
2
i
... k
[K~x;~y;z]kj
︸ ︷︷ ︸
=
∫
uv
Kuzvi∇aui∇av i ... j
+ 12
[K~x;~y;z]ik k ... j
︸ ︷︷ ︸
=
∫
uv
Kuzvi∇¯aui∇¯av i ... j
+
2∑
h=1
[
K(L)h~x;~y;z
]
ik
k
... l
[
K(R)h~x;~y;z
]
lj
︸ ︷︷ ︸
=
∫
uv
Kuzv2U˜abz i∇¯aui∇bv i ... j
〉
(Y ), (5.94)
where the sums over indices k and l associated with matrix multiplication are now made implicit.
Recalling the notation
[
A(m)~x;~y
]
ij
:= i ... j ,
[
A(m;g)~x;~y;z
]
ij
:= i ... j , (5.95)
Eq. 5.94 can be written
d
dY
〈
A(m)~x;~y
〉
(Y ) = αs2pi2
∫
z
[
1
2
{
K~x;~y;z,
〈
A(m)~x;~y
〉
(Y )
}
+
2∑
h=1
K(L)h~x;~y;z ·
〈
A(m;g)~x;~y;z
〉
(Y ) · K(R)h~x;~y;z
]
= αs4pi2
2∑
h=1
∫
z
[
(−
{
K(L)h~x;~y;z · K(R)h~x;~y;z,
〈
A(m)~x;~y
〉
(Y )
}
+ 2K(L)h~x;~y;z ·
〈
A(m;g)~x;~y;z
〉
(Y ) · K(R)h~x;~y;z
]
,
= αs4pi2
2∑
h=1
∫
z
[
−
{
K(L)h~x;~y;z ·
(
K(L)h~x;~y;z
)t
,
〈
A(m)~x;~y
〉
(Y )
}
+ 2K(L)h~x;~y;z ·
〈
A(m;g)~x;~y;z
〉
(Y ) ·
(
K(L)h~x;~y;z
)t]
,
(5.96)
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If we define the following non-square m!× (m+ 1)! matrices
P(1)h~x;~y;z :=
[
−K(L)h~x;~y;z ·
(
K(L)h~x;~y;z
)t K(L)h~x;~y;z] , P(2)h~x;~y;z := [1m!×m! K(L)h~x;~y;z] , (5.97)
then Eq. 5.96 can be written in the compact form
d
dY
〈
A(m)~x;~y
〉
(Y ) = αs4pi2
2∑
h=1
∫
z
(
P(1)h~x;~y;z ·
〈A(m)~x;~y 0
0 A(m;g)~x;~y;z
〉 (Y ) · (P(2)h~x;~y;z)t
+P(2)h~x;~y;z ·
〈A(m)~x;~y 0
0 A(m;g)~x;~y;z
〉 (Y ) · (P(1)h~x;~y;z)t
)
. (5.98)
Eq. 5.98, being an original result, contains important information which I discuss below:
• From Eq. 5.98, we see that the evolution of the qmq¯m correlator matrix is driven by
itself as well as by the qmq¯mg correlator matrix: the JIMWLK equation cou-
ples the disjoint blocks of qm+1q¯m+1 correlator matrix, given in Eq. 4.146,
through evolution.
• Another important observation from Eq. 5.98 is that the JIMWLK equation auto-
matically preserves the symmetry of the underlying amplitude matrix in the sense
that the JIMWLK evolution of the symmetric part of a correlator matrix
remains symmetric while the JIMWLK evolution of the anti-symmetric
part remains anti-symmetric. To see this, note that the integrand in Eq. 5.98
is symmetric for a symmetric qm+1q¯m+1 correlator matrix and anti-symmetric if the
qm+1q¯m+1 correlator matrix anti-symmetric. But even more generally, we can decom-
pose the qm+1q¯m+1 correlator matrix into a sum of its symmetric and anti-symmetric
parts and show that only the symmetric parts feed the evolution of the symmetric part
of the qmq¯m correlator matrix while, conversely, only the anti-symmetric parts of the
qm+1q¯m+1 correlator matrix feed the evolution of the anti-symmetric part of the qmq¯m
correlator matrix.
• Lastly, from the above analysis one sees that in order to write down the JIMWLK
equation for a general correlator matrix, one only needs to compute the
left factor of the kernel matrix.
In the hopes of clarifying some of the above discussion, we conclude this chapter by computing
the left factors of the kernel matrices for evolving the qq¯ and qq¯g correlators and use them to
reconstruct the kernel matrices. The left factor of the kernel matrix associated with the qq¯
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correlator is calculated as
K(L)hx;y;z =
∫
u
Khuz
1√
dfdA u
=
∫
u
Khuz
1√
dfdA
(
δ(2)ux − δ(2)uy
)
= 2dfCf√
dfdA
(Khxz −Khyz) =
√
2Cf (Khxz −Khyz), (5.99)
from which we can calculate the kernel matrix using Eq. 5.93 as
−
2∑
h=1
K(L)hx;y;z
(
K(L)hx;y;z
)t
= −
2∑
h=1
(√
2Cf (Khxz −Khyz)
)2
= −2Cf
2∑
h=1
(
(Khxz)2 −KhxzKhyz −KhyzKhxz − (Khyz)2
)
= −2Cf (Kxzy +Kyzx −Kxzx −Kyzy) = −2Cf K˜xzy. (5.100)
Eq. 5.100 is precisely as expected (see Eq. 5.70). Similarly one can show that the left factor of
the kernel matrix associated with the qq¯ correlator is given by
K(L)hxz1;yz1;z2 =√2Cf (Khxz2 −Khyz2) 0 0 0
0 1√
Nc
(Khxz2 −Khyz2)
√
CA
2 (2Khz1z2 −Khxz2 −Khyz2)
√
Cd
2 (Khxz2 −Khyz2)
,
(5.101)
from which one can compute the kernel matrix to be
−
2∑
h=1
K(L)hxz1;yz1;z2
(
K(L)hxz1;yz1;z2
)t
=
−2Cf K˜xz2y 0
0 K˜xz2yNc −NcK˜xz2z1 −NcK˜z1z2y
 . (5.102)
The top-left entry in Eq. 5.102 is simply the kernel matrix given in Eq. 5.100 except with z
replaced by z2. The bottom-right entry is precisely the term in parentheses multiplying the
qq¯g correlator in Eq. 5.73. In fact, it is easy to show that using Eq. 5.101 in Eq. 5.96 one can
reproduce Eq. 5.73.

Chapter 6
The exponential parameterization
6.1 A systematic derivation of the exponential parameteriza-
tion
Let 〈A〉(Y ) be a general Wilson-line correlator matrix (with coordinate dependence suppressed
in order to simplify notation). In this section, we present a novel parameterization for the
Y -dependence of 〈A〉(Y ) which naturally admits a gauge-invariant and symmetry-preserving
truncation of the Balitsky hierarchy associated with 〈A〉(Y ).
Recall that the JIMWLK equation for 〈A〉(Y ) is given by
d
dY
〈A〉(Y ) = −〈H(LL)JIMWLKA〉(Y ), (6.1)
where
H
(LL)
JIMWLK = −
αs
2pi2
∫
uvz
Kuzv
[
i∇¯aui∇¯av + i∇aui∇av + 2U˜abz i∇¯aui∇bv
]
, (6.2)
is the JIMWLK Hamiltonian derived in Sec. 5.1 to leading logarithmic (LL) accuracy, and the
integration kernel (which was also derived in Sec. 5.1) is given by
Kuzv = (u− z) · (z − v)(u− z)2(z − v)2 . (6.3)
From the discussion of the previous chapter, we know that Eq. 6.1 is not closed, but rather it is
the first equation in an infinite tower of coupled equations; this infinite tower is known as the
Balitsky hierarchy associated with 〈A〉(Y ). It is the third term in the JIMWLK Hamiltonian,
the operator 2U˜abz i∇¯aui∇bv, which is responsible for generating the Balitsky hierarchy. If this
third term was not present (and the JIMWLK kernel remained finite as the integration variable
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z became coincident with either of the transverse coordinates u or v), then Eq. 6.1 would be
closed and the following formal solution would be exact
〈A〉(Y ) = 〈exp
[
−(Y − Y0)H(LL)JIMWLK
]
A〉(Y0), (6.4)
in terms of an initial condition specified at some Y0. Note that Eq. 6.4 is different from the
formal solution for the distribution ZˆY [U ], given by
ZˆY [U ] = exp
[
−(Y − Y0)H(LL)JIMWLK
]
ZˆY0 [U ], (6.5)
since the former is contained in the latter; Eq. 6.5 summarizes information about every Balitsky
hierarchy, not just the Balitsky hierarchy associated with our 〈A〉(Y ).
At leading logarithm, one can sidestep the problem of the Balitsky hierarchy altogether since
the LL JIMWLK Hamiltonian is a Fokker-Planck Hamiltonian which means that Eq. 6.1 can be
recast as a Langevin equation for an ensemble of Wilson-lines [9]. The Langevin equation can be
solved numerically in order to determine the Y -evolution of the ensemble and this ensemble can
be used to compute any Wilson-line correlator numerically. But at next-to-leading logarithmic
(NLL) accuracy this is no longer the case [43–45]; the NLL JIMWLK Hamiltonian is no longer
just quadratic in Lie derivatives, but also contains cubic products of Lie derivatives and, hence,
cannot be formulated as a Langevin equation. In this case there are no other known ways
of sidestepping the Balitsky hierarchy and one really needs a truncation in order to obtain
a solution, even if only an approximate one. It makes sense, however, to first develop the
machinery for truncating the Balitsky hierarchy in the context of the LL JIMWLK equation
because it is a manifestly simpler setting than that of NLL order. Also one can check the
validity and quality of the approximation by comparing it with the Langevin implementation
of JIMWLK which is only available at LL order.
It is important to briefly mention the BK (Balitsky+Kovchegov) mean-field approximation, a
well-known truncation, which produces the BK equation from the JIMWLK equation for the
qq¯ correlator. To this end, the JIMWLK equation for the qq¯ correlator, given in Eq. 5.70, reads
d
dY
〈 1
df
Tr
(
UxU
†
y
)
〉(Y ) = αsCf
pi2
∫
z
K˜xzy〈 2
dA
U˜abz Tr
(
taUxt
bU †y
)
− 1
df
Tr
(
UxU
†
y
)
〉(Y ). (6.6)
Using the Fierz identity, the term in Eq. 6.6 containing the adjoint Wilson-line can be rewritten
as
2U˜abz Tr
(
taUxt
bU †y
)
= Tr
(
UxU
†
z
)
Tr
(
UzU
†
y
)
− 1
df
Tr
(
UxU
†
y
)
. (6.7)
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Consequently, Eq. 6.6 can be re-expressed as
d
dY
〈A(1)x;y〉(Y ) =
αs
2pi2
∫
z
K˜xzy〈A(1)x;zA(1)z;y −A(1)x;y〉(Y ), (6.8)
where A(1)x;y is defined in Eq. 4.6 as
A(1)x;y :=
1
df
Tr
(
UxU
†
y
)
. (6.9)
The BK mean-field approximation assumes that the non-linearity on the right-hand-side of
Eq. 6.8 factorizes [9] such that one may replace
〈A(1)x;zA(1)z;y〉(Y )→ 〈A(1)x;z〉(Y )〈A(1)z;y〉(Y ). (6.10)
Employing Eq. 6.10 in Eq. 6.8, one obtains a closed equation for the qq¯ correlator
d
dY
〈A(1)x;y〉(Y ) =
αs
2pi2
∫
z
K˜xzy
[
〈A(1)x;z〉(Y )〈A(1)z;y〉(Y )− 〈A(1)x;y〉(Y )
]
, (6.11)
know as the BK equation. The BK equation is used extensively in high-energy QCD phe-
nomenology. However, the BK mean-field approximation certainly has its limitations. For
example, there exist a set of diffractive observables in DIS which depend on the difference [19]
〈A(1)y′x′A(1)xy 〉(Y )− 〈A(1)y′x′〉(Y )〈A(1)xy 〉(Y ). (6.12)
Applying Eq. 6.10 to Eq. 6.12 immediately sets the difference in Eq. 6.12 to zero. Since the BK
mean-field approximation is insensitive to the differences of the form given in Eq. 6.12, there is
clearly a need for a more sophisticated truncation.
The focus for the remainder of this chapter will be to systematically derive a particular trun-
cation of the Balitsky hierarchy, which is more sophisticated than the BK mean-field approxi-
mation. We shall require that this truncation maintain as many of the known features of the
exact solution as possible. One such feature is gauge-invariance. Gauge-invariance is a strong
group-theoretic constraint on 〈A〉(Y ) enforced as a consequence of constructing the underlying
Wilson-line amplitude matrix A in terms of overlaps between colour singlet states (invariants of
SU(Nc)). A particular manifestation of gauge-invariance is coincidence-limits: as certain trans-
verse coordinates on the Wilson-lines in A become coincident, so certain entries in A vanish
which means that certain entries in 〈A〉(Y ) vanish too. In the limit that all transverse coordi-
nates become coincident, A reduces to the overlap of basis colour singlet states. If these basis
colour singlet states are orthonormal, then A reduces to the identity matrix 1, and so does
〈A〉(Y ) since the target average is normalized such that 〈1〉(Y ) = 1. Thus, we require that
our truncation at least preserve the coincidence limit properties of the underlying amplitude
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matrix, and in this sense maintain gauge-invariance. This requirement is summarized in the
commutative diagram in Fig. 6.1.
〈A〉(Y ) 〈A′〉(Y )
〈A〉(Y )trunc. 〈A′〉(Y )trunc.
coincidence
limit
truncate truncate
coincidence
limit
Figure 6.1: The gauge-invariance property of a truncation.
Another feature of the exact solution that we wish to capture is the “symmetry” of 〈A〉(Y ). In
order to clarify what we mean by “symmetry”, let us decompose A into a sum of its symmetric
and anti-symmetric components
A =
∑
α=±
A(α), A(±) =
1
2(A±A
t), (6.13)
where A(+) is the symmetric component of A and A(−) is the anti-symmetric component of A.
Since the target average is linear in its arguments and acts component-wise, the symmetric and
anti-symmetric components of 〈A〉(Y ) are given precisely by 〈A(+)〉(Y ) and 〈A(−)〉(Y ), respec-
tively. Note that this is true for all Y . This decoupling of the (anti-)symmetric components of
〈A〉(Y ) for all Y means that the JIMWLK equation must evolve (anti-)symmetric components
of 〈A〉(Y ) separately. Indeed this is the case. In the previous chapter we showed that Eq. 6.1
can be schematically rewritten as
d
dY
〈A〉(Y ) = αs4pi2
2∑
h=1
∫
z
[
P(1)hz ·
〈A 0
0 A(+g)z
〉 (Y ) · (P(2)hz )t
+P(2)hz ·
〈A 0
0 A(+g)z
〉 (Y ) · (P(1)hz )t
]
, (6.14)
where 〈A(+g)z 〉(Y ) denotes the correlator matrix obtained by inserting an adjoint Wilson-line
with transverse coordinate z into 〈A〉(Y ) in all possible ways, and P(1)hz and P(2)hz are real
m!×(m+1)! matrices. Note that we have omitted all dependence on the transverse coordinates
of 〈A〉(Y ) in 〈A(+g)z 〉(Y ), P(1)hz and P(2)hz for the sake of brevity. Eq. 6.14 says that only the
symmetric part of the larger correlator matrix contributes to the Y -evolution of the symmetric
part of the original correlator matrix, and the same is true for the anti-symmetric parts. In
this sense, the JIMWLK equation is said to preserve the “symmetry” of 〈A〉(Y ) because its
symmetric and anti-symmetric parts evolve independently under JIMWLK evolution.
Knowing the desired properties of our truncation, let us now systematically derive it. Suppose,
in addition to being differentiable with respect to Y (which is already assumed in writing down
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Eq. 6.1), that 〈A〉(Y ) is invertible. The latter condition is automatically satisfied if the initial
condition 〈A〉(Y0) is invertible, because for colour singlet channels the JIMWLK Hamiltonian
is infrared finite [17] which implies that the Y -evolution operator exp
[
−(Y − Y0)H(LL)JIMWLK
]
in
Eq. 6.4 is never vanishing. In this case, we may write
d
dY
〈A〉(Y ) =
∑
α=±
d
dY
〈A(α)〉(Y )
= 12
∑
α=±
([(
d
dY
〈A(α)〉(Y )
)
〈A(α)〉−1(Y )
]
〈A(α)〉(Y )
+ 〈A(α)〉(Y )
[
〈A(α)〉−1(Y )
(
d
dY
〈A(α)〉(Y )
)])
= −12
∑
α=±
[
M(α)(Y )〈A(α)〉(Y ) + 〈A(α)〉(Y )Mt(α)(Y )
]
, (6.15)
where in the first equality we explicitly distinguished symmetric from anti-symmetric contribu-
tions to the derivative of 〈A〉(Y ), in the second equality we split each of the derivative terms
into a sum of two half contributions each multiplied by a clever “one”, and in the last line we
defined the matrices
M(α)(Y ) :=−
(
d
dY
〈A(α)〉(Y )
)
〈A(α)〉−1(Y ), (6.16)
for α = ±. In the last line of Eq. 6.15, we also anticipated that 〈A(α)〉−1(Y )
(
d
dY 〈A(α)〉(Y )
)
is
indeed the transpose ofM(α)(Y ) as can be easily seen from
Mt(α)(Y ) =
[
−
(
d
dY
〈A(α)〉(Y )
)
〈A(α)〉−1(Y )
]t
=−
[
〈A(α)〉−1(Y )
]t ( d
dY
〈At(α)〉(Y )
)
=−
[
α〈A(α)〉−1(Y )
] (
α
d
dY
〈A(α)〉(Y )
)
=− 〈A(α)〉−1(Y )
(
d
dY
〈A(α)〉(Y )
)
, (6.17)
where we used Eq. 6.13 in order to conclude that
d
dY
〈At(α)〉(Y ) = α
d
dY
〈A(α)〉(Y ), (6.18)
and
[
〈A(α)〉−1(Y )
]t
=
[
〈At(α)〉(Y )
]−1
=
[
α〈A(α)〉(Y )
]−1
= α〈A(α)〉−1(Y ). (6.19)
In what follows we shall refer to the matrixM(α)(Y ) defined in Eq. 6.16 as the exponentiating
matrix associated with 〈A(α)〉(Y ). Given some initial condition 〈A〉(Y0), Eq. 6.15 admits the
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following formal solution
〈A〉(Y ) =
∑
α=±
〈A(α)〉(Y ) =
∑
α=±
E(α)(Y, Y0)〈A(α)〉(Y0)E t(α)(Y, Y0), (6.20)
where the evolution operators E(α)(Y, Y0) for α = ± are given by
E(α)(Y, Y0) = P exp
[
−12
∫ Y
Y0
dY ′M(α)(Y ′)
]
, (6.21a)
E t(α)(Y, Y0) = P¯ exp
[
−12
∫ Y
Y0
dY ′Mt(α)(Y ′)
]
, (6.21b)
with P being the path-ordering symbol in Y and P¯ the anti–path-ordering symbol. It is easy
to see that Eq. 6.21b is the transpose of 6.21a by examining each term in the Dyson series
expansions of both.
The first term in Eq. 6.20 is automatically symmetric, for all Y and regardless of the precise
properties of E(+)(Y, Y0), and, similarly, the second term in Eq. 6.20 is automatically anti-
symmetric. Therefore our parameterizing of the symmetric and anti-symmetric contributions of
〈A〉(Y ) separately in Eq. 6.20 means that the formal solution manifestly shares the “symmetry”
of the exact solution. Notice that among other differences between Eq. 6.4 and Eq. 6.20, the
former writes 〈A〉(Y ) as the evolution of 〈A〉(Y0) with the evolution operator inside the target
average while the latter has the evolution operators operating from outside the target average.
Certainly, if one knew the Y -dependence of the exponentiating matrices, then one would know
the Y -dependence of 〈A〉(Y ) through Eq. 6.20, but knowing the full Y -dependence of the expo-
nentiating matrices is equivalent to solving the entire Balitsky hierarchy generated by Eq. 6.1.
Instead, our aim will be to parameterize the Y -dependence of the exponentiating matrices in a
manner that naturally permits a gauge-invariant truncation of the Balitsky hierarchy, a trunca-
tion which preserves the coincidence limits of the underlying amplitude matrix as imposed by
the group theory of SU(Nc).
In order for M(α)(Y ) for α = ± to correctly capture coincidence limit properties of 〈A〉(Y ),
M(α)(Y ) needs to be a function of the transverse coordinates on the Wilson-lines present in
〈A〉(Y ) in a manner that is “conscious” of these coincidence limits. Thus, it is natural to consider
M(α)(Y ) as being extracted from 〈A〉(Y ) via some operator. Let us define the operators Lˆ(α)(Y )
and Rˆ(α)(Y ) through their actions on 〈A〉(Y ) which are given by
〈Lˆ(α)(Y )A〉(Y ) :=M(α)(Y )〈A〉(Y ), (6.22a)
〈Rˆ(α)(Y )A〉(Y ) := 〈A〉(Y )Mt(α)(Y ). (6.22b)
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The actions of these operators on 〈At〉(Y ) are easily calculated from 6.22 (or the component
version thereof) and are given by
〈Lˆ(α)(Y )At〉(Y ) := 〈At〉(Y )Mt(α)(Y ), (6.23a)
〈Rˆ(α)(Y )At〉(Y ) :=M(α)(Y )〈At〉(Y ). (6.23b)
From Eq. 6.22 and Eq. 6.23 we have that
∑
α=±
〈
[
Lˆ(α)(Y ) + Rˆ(α)(Y )
]
A(α)〉(Y ) =
1
2
∑
α=±
〈
[
Lˆ(α)(Y ) + Rˆ(α)(Y )
] [
A+ αAt
]
〉(Y )
= 12
∑
α=±
[
〈Lˆ(α)(Y )A〉(Y ) + α〈Lˆ(α)(Y )At〉(Y ) + 〈Rˆ(α)(Y )A〉(Y ) + α〈Rˆ(α)(Y )At〉(Y )
]
= 12
∑
α=±
[
M(α)(Y )〈A〉(Y ) + α〈At〉(Y )Mt(α)(Y )
+ 〈A〉(Y )Mt(α)(Y ) + αM(α)(Y )〈At〉(Y )
]
=
∑
α=±
[
M(α)(Y )
1
2〈A+ αA
t〉(Y ) + 12〈A+ αA
t〉(Y )Mt(α)(Y )
]
=
∑
α=±
[
M(α)(Y )〈A(α)〉(Y ) + 〈A(α)〉(Y )Mt(α)(Y )
]
. (6.24)
Comparing Eq. 6.24 with Eq. 6.15, we see that we can rewrite Eq. 6.15 in terms of the above
operators through
d
dY
〈A〉(Y ) = −12
∑
α=±
〈
[
Lˆ(α)(Y ) + Rˆ(α)(Y )
)
A(α)〉(Y ). (6.25)
It is worthwhile noting that although M(α)(Y ) is the exponentiating matrix associated with
〈A(α)〉(Y ), it is extracted from the full correlator matrix 〈A〉(Y ) through Eq. 6.22a.
We now seek to write down the most general ansatz for Lˆ(α)(Y ) and Rˆ(α)(Y ). We shall focus
on Lˆ(α)(Y ), and then return briefly to Rˆ(α)(Y ) at the end. The following parameterization
of Lˆ(α)(Y ) was originally conceived by [17], but the details have been explicitly work through
here for the first time ever. The only operators available for extracting information about the
transverse coordinates of Wilson-lines present in A are the right- and left-invariant vector fields
i∇¯au and i∇au, respectively. Recall that the action of i∇¯au and i∇au on a tensor product of (anti-
)fundamental Wilson-lines of the form given by Eq. 4.14 is represented in birdtrack notation by
i∇¯au ... = −
1√
2
δ(2)ux1
a
+ · · ·+ δ(2)uxm
a
− δ(2)uy1
a
− · · · − δ(2)uym
a
 ... =: − 1√2 ...
a,u
,
(6.26a)
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i∇au ... =
1√
2
...
δ(2)ux1
a
+ · · ·+ δ(2)uxm
a
− δ(2)uy1
a
− · · · − δ(2)uym
a
 =: 1√2 ...
a,u
.
(6.26b)
Notice, in particular, that in Eq. 6.26a the generators are inserted to the left of the diagram
representing the tensor product of (anti-)fundamental Wilson-lines, while in Eq. 6.26b they are
inserted to the right. As we shall show, in order to parameterize Lˆ(α)(Y ) such that its action
on A produces a matrix multiplying A from the left, the most general ansatz is an expansion
in “powers” of the right-invariant vector fields. But before we show this, we need to introduce
a few more ingredients.
Take1 n ∈ N+ ≥ 2. Let C(n;s)a1···an ∈ C(A⊗n) be some colour structure and G(n;s)(α)u1···un(Y ) be
some yet-to-be determined function of n transverse coordinates as well as a function of Y which
we shall refer to as the colour structure function associated with the colour structure C(n;s)a1···an .
This colour structure function is a Y -dependent n-point function. Using these objects, consider
the following operator2
Lˆ
(n;s)
(α) (Y ) :=
∫
u1···un
G
(n;s)
(α)u1···un(Y ) C(n;s)a1···an(−1)ni∇¯a1u1 · · · i∇¯anun , (6.27)
which is only a function of Y . Let us examine the action of Eq. 6.27 on the qmq¯m amplitude
matrix A(m)~x;~y (where m ∈ N+) whose ith row and jth column (in some orthonormal basis of
colour singlet states) is given by
[A(m)~x;~y ]ij = i
... j . (6.28)
The action of n right-invariant vector fields (as in Eq. 6.27) on [A(m)~x;~y ]ij is easily calculated using
Eq. 6.26a to be
(−1)ni∇¯a1u1 · · · i∇¯anun i
... j =
1√
2n
i · · · ... j
an,un a1,u1
. (6.29)
In order to further simplify Eq. 6.29, note that
U˜ab[U ]i1i2 [t
b]i2j2 [U
†]j2j1 = [t
a]i1j1 , (6.30)
1We exclude the case where n = 1 since C(A⊗(n=1)) = C(A) = {0} is trivial.
2The factor of (−1)n is included explicitly so as to cancel the factor of (−1)n produced by the n-fold product
of right-invariant vector fields acting on [A(m)~x;~y ]ij in Eq. 6.29.
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which follows from the Fierz identity and which is equivalent to
U˜ab[U ]i1i2 [t
b]i2j1 = [t
a]i1j2 [U ]
j2
j1 ,
U˜ab
b
=
a
, (6.31a)
U˜ab[tb]i1j2 [U
†]i1 j1 = [U
†]i1i2 [t
a]i2j1 , U˜
ab
b
=
a
. (6.31b)
From Eq. 6.31 one has that
i · · · ...
an,un a1,u1
= U˜a1b1 · · · U˜anbn i ... · · ·
bn,un b1,u1
= U˜a1b1 · · · U˜anbn i · · ·
bn,un b1,u1
, (6.32)
where in the last equality we used Eq. 4.17. Eq. 6.32 proves that
i · · ·
an,un a1,u1
, (6.33)
is not a colour singlet state. However, if one contracted the adjoint indices of the generators in
Eq. 6.33 into a colour structure C(n;s)a1···an ∈ C(A⊗n) (which is a colour singlet state of A⊗n),
then
C(n;s)a1···an i · · ·
an,un a1,u1
, (6.34)
is a colour singlet state since
C(n;s)a1···an i · · · ...
an,un a1,u1
= C(n;s)a1···anU˜a1b1 · · · U˜anbn i · · ·
bn,un b1,u1
= C(n;s)a1···an i · · ·
an,un a1,u1
,
(6.35)
where in going to the last line we used
C(n;s)a1···anU˜a1b1 · · · U˜anbn = C(n;s)b1···bn . (6.36)
Since Eq. 6.34 is a colour singlet state, we can write it in terms of the same basis of colour
singlet states used to construct the amplitude matrix as follows
C(n;s)a1···an i · · ·
an,un a1,u1
=
∑
l
C(n;s)a1···an i · · · l
an,un a1,u1
l
... . (6.37)
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Finally, we can write the action of Eq. 6.27 on Aij as
Lˆ
(n;s)
(α) (Y )[A
(m)
~x;~y ]ij =
∫
u1···un
G
(n;s)
(α)u1···un(Y ) C(n;s)a1···an(−1)ni∇¯a1u1 · · · i∇¯anun i
... j
=
∑
l
1√
2n
∫
u1···un
G
(n;s)
(α)u1···un(Y ) C(n;s)a1···an i · · · l
an,un a1,u1
l
... j
=
∑
l
[M(n;s)(α) (Y )]il[A
(m)
~x;~y ]lj , (6.38)
where in the second line we used Eq. 6.29 and Eq. 6.37 and in the last line we defined the matrix
M(n;s)(α) (Y ) which has components
[M(n;s)(α) (Y )]ij :=
1√
2n
∫
u1···un
G
(n;s)
(α)u1···un(Y ) C(n;s)a1···an i · · · j
an,un a1,u1
. (6.39)
As a matrix equation, Eq. 6.38 reads
〈Lˆ(n;s)(α) (Y )A
(m)
~x;~y 〉(Y ) =M(n;s)(α) (Y )〈A
(m)
~x;~y 〉(Y ), (6.40)
which is precisely of the form given in Eq. 6.22a. Since Eq. 6.40 is true for any n ∈ N+ ≥ 2
and any colour structure C(n;s)a1···an ∈ C(A⊗n), the most general ansatz for Lˆi(Y ) is the linear
combination
Lˆ(α)(Y ) =
∞∑
n=2
Lˆ
(n)
(α)(Y ) =
∞∑
n=2
∑
k
Lˆ
(n;k)
(α) (Y ), (6.41)
where Lˆ(n;k)(α) (Y ) is given by Eq. 6.27, the sum over k is over all colour structures in some
orthonormal basis BON(A⊗n) = {C(n;k)}k for the colour space of A⊗n where C(n;k)a1···an is the
kth basis colour structure, and the sum over n starts at 2 because for n = 0, 1 the colour
space of A⊗n is trivial (contains only the zero vector). Correspondingly, the most general
parameterization forMi(Y ) (which is strictly defined through Eq. 6.16) is given by
M(α)(Y ) =
∞∑
n=2
M(n)(α)(Y ) =
∞∑
n=2
∑
k
M(n;k)(α) (Y ), (6.42)
where M(n;k)(α) (Y ) is given by Eq. 6.38. We call M
(n;k)
(α) (Y ) the n
th order contribution to the
exponentiating matrix associated with 〈A(α)〉(Y ) from the kth colour structure C(n;k)a1···an ∈
BON(A⊗n). Although the sum only starts at n = 2, we shall refer to this as the second order
(even though, strictly speaking, it is the lowest order).
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Eq. 6.41 contains, amongst other things, a sum over colour structure functions. These colour
structure functions are analogous to the structure functions introduced in Sec. 2.1 in the sense
that in that context, the less inclusive an observable was, the greater the number of structure
functions was needed in order to parameterize the dependence of the hadronic tensor on the
Lorentz invariants xbj and Q2. Likewise here, the understanding is that the greater the number
of fundamental and anti-fundamental Wilson-lines entering a correlator matrix, the greater the
number of colour structures required to parameterize its Y -dependence. This analogy certainly
holds for the dipole operator [32] as we shall elaborate on shortly.
Truncating the sum over n in Eq. 6.41 and in Eq. 6.42 after p ∈ N+ ≥ 2 terms produces
the so-called p-point truncation. To date, only the properties of the 2-point truncation (also
known as the Gaussian truncation) as well as a particular anti-symmetric coincidence limit
contribution (the so-called parity-odd Odderon contribution) from the 3-point truncation have
been explored in the literature [19, 32]. However, to our knowledge there has been no progress
made in understanding any of the all-orders structure of this exponential parameterization. One
of the major results of this thesis is an understanding of some of this all-orders structure.
Returning to our earlier discussion of the qq¯ correlator, note that it can be viewed as a complex
function of the form A(1)· ; · : R2 × R2 → C; (x,y) 7→ A(1)x;y. It was found that both the real
and the imaginary parts of the qq¯ correlator could be parameterized at third order in the
truncation [32]. However, to parameterize the real part of the dipole operator it is sufficient
to consider only the Gaussian truncation. This is the motivation behind the analogy between
structure functions and colour structure functions mentioned earlier: for a cross-section such
as that of deep inelastic scattering which depends only on the real part of the dipole operator,
one can make do with the (lowest-order) Gaussian truncation, but for observables such as
Single Transverse Spin Asymmetry which triggers both real and imaginary parts of the dipole
operator, one needs to go beyond the Gaussian to the (next-lowest) 3-point truncation in order
to faithfully parameterize evolution.
Having systematically constructed Lˆ(α)(Y ), we now give Rˆ(α)(Y ) and show that it satisfies
Eq. 6.22b. The most general ansatz for Rˆ(α) is given by
Rˆ(α)(Y ) =
∞∑
n=2
Rˆ
(n)
(α)(Y ) =
∞∑
n=2
∑
k
Rˆ
(n;k)
(α) (Y ), (6.43)
where
Rˆ
(n;k)
(α) (Y ) =
∫
u1···un
G
(n;k)
(α)u1···un(Y )
(
C(n;k)a1···an
)∗
i∇a1u1 · · · i∇anun . (6.44)
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The action of Rˆ(α)(Y ) of [A(m)~x;~y ]ij is calculated as
Rˆ(α)(Y )[A(m)~x;~y ]ij
=
∞∑
n=2
∑
k
∫
u1···un
G
(n;k)
(α)u1···un(Y )
(
C(n;k)a1···an
)∗
i∇a1u1 · · · i∇anun i
... j
=
∞∑
n=2
∑
k
1√
2n
∫
u1···un
G
(n;k)
(α)u1···unY
(
C(n;k)a1···an
)∗
j
... · · · k
a1,u1 an,un
=
∑
l
i
... l
∞∑
n=2
∑
k
1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y )
(
C(n;k)a1···an
)∗
l · · · j
a1,u1 an,un
=
∑
l
[A(m)~x;~y ]il[(M(α)(Y ))t]lj , (6.45)
where
(M(α)(Y ))t =
∞∑
n=2
(M(n)(α)(Y ))t =
∞∑
n=2
∑
k
(M(n;k)(α) (Y ))t, (6.46)
and
[(M(n;k)(α) (Y ))t]ij =
1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y )
(
C(n;k)a1···an
)∗
i · · · j
a1,u1 an,un
. (6.47)
To see that (M(n;k)(α) (Y ))t as defined in Eq. 6.47 really is the transpose ofM
(n;k)
(α) (Y ) examine
[(M(n;k)(α) (Y ))t]ij =
1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y )
(
C(n;k)a1···an
)∗
i · · · j
a1,u1 an,un
= 1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y )
(
C(n;k)a1···an
)∗
j · · · i
an,un a1,u1
= 1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y ) C(n;k)a1···an k · · · l
an,un a1,u1
= [M(n;k)(α) (Y )]ji, (6.48)
where in the second line we flipped the entire birdtracks diagram (which does not change any-
thing), in the third line we used Lemma 4.1 to reverse the arrows on each sum-over-generators
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insertion at the cost of complex conjugating the already complex conjugated colour structure,
and in the last line we identified the expression with Eq. 6.42. Thus, we have confirmed that
the operator Rˆi(Y ) given in Eq. 6.43 satisfies Eq. 6.22b.
Let us conclude this section by introducing the following notation for the p-point truncation of
〈A〉(Y ) given some initial condition 〈A〉(Y0). We write the p-truncation as
〈A〉p(Y ) :=
∑
α=±
〈A(α)〉p(Y ) =
∑
α=±
E [p](α)(Y, Y0)〈A(α)〉(Y0)E
[p]
(α)
t
(Y, Y0) (6.49)
where
E [p](α)(Y, Y0) := P exp
[
−12
∫ Y
Y0
dY ′M[p](α)(Y ′)
]
, (6.50)
and
M[p](α)(Y ) :=
p∑
n=2
M(n)(α)(Y ). (6.51)
6.2 Imprinting symmetries of Young colour structures onto Young
colour structure functions
The appeal of the Young colour structures introduced in Sec. 4.2.3 is that they possess def-
inite symmetry properties; they are simultaneous eigenstates of Hermitian Young projection
operators. In this section I discuss how the symmetry properties of the Young colour struc-
tures imprint themselves onto the associated Young colour structure functions; that is I discuss
how, for a given Young colour structure C(n;I;i,mi)a1···an ∈ BYoung(A⊗n), the symmetry fea-
tures of C(n;I;i,mi)a1···an imprint themselves onto the associated Young colour structure function
G
(n;I;i;mi)
(α)u1···un(Y ) in
Lˆ
(n;I;i;mi)
(α) (Y ) :=
∫
u1···un
G
(n;I;i;mi)
(α)u1···un(Y )αn;I;i;miC(n;I;i;mi)a1···an(−1)ni∇¯a1u1 · · · i∇¯anun . (6.52)
The constant αn;I;i;mi ∈ R 6= 0 in Eq. 6.52 is introduced for convenience. The idea for this
discussion was originally conceived by [17], but the details have been explicitly work through
here for the first time ever.
Throughout this section we shall adopt the notation of Sec. 4.2.3.
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Let us warm up by considering the simplest possible example, the case when n = 2. The only
normalized colour structure in A⊗2 is
C(2;1;1;1)a1a2 = 1√
dA
δa1a2 , (6.53)
which is a simultaneous eigenstate of the total symmetrizer in R[S2]
[M(2)1 ]11 = =
1
2
∑
σ∈S2
σ = 12
[
+
]
, (6.54a)
and the total anti-symmetrizer in R[S2]
[M(2)2 ]11 = =
1
2
∑
σ∈S2
sign(σ)σ = 12
[
−
]
, (6.54b)
with eigenvalues 1 and 0, respectively; i.e.
[M(2)1 ]11 ◦ C(2;1;1;1)a1a2 = C(2;1;1;1)a1a2 , [M(2)2 ]11 ◦ C(2;1;1;1)a1a2 = 0. (6.55)
Taking α2;1;1;1 =
√
dA for convenience, our task is to examine in detail how the total symmetry
of δa1a2 in its adjoint indices imprints itself onto G(2;1;1;1)(α)u1u2(Y ) in
Lˆ
(2;1;1;1)
(α) (Y ) =
∫
u1u2
G
(2;1;1;1)
(α)u1u2(Y ) δ
a1a2(−1)2i∇¯a1u1i∇¯a2u2 . (6.56)
We shall perform our analysis in four steps. Although these steps (or certain aspects thereof)
may seem unnecessarily complicated for the simple example being considered, we shall later see
that for the general case these steps help to clarify what is being done.
• Step 1: Symmetrize over all integration variables/transverse coordinates.
Since the integration measure d2u1d2u2 in Eq. 6.56 is totally symmetric (i.e. the order
of integration is irrelevant) we may symmetrize over all integration variables/transverse
coordinates without affecting the result of the integral. Performing this symmetrization
yields
(6.56) =
∫
u1u2
1
2!
∑
σ∈S2
G
(2;1;1;1)
(α)uσ(1)uσ(2)(Y ) δ
a1a2(−1)2i∇¯a1uσ(1)i∇¯a2uσ(2) . (6.57)
Notice that the integration measure is left invariant by the symmetrization.
• Step 2: Re-arrange the derivatives such that the transverse coordinates on the derivatives
appear in the original ascending order.
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Using the commutation relation
[i∇¯a1u1 , i∇¯a2u2 ] = δ(2)u1u2ifa1a2bi∇¯bu1 , (6.58)
we may write
∇¯a1uσ(1)i∇¯a2uσ(2) =
 ∇¯
a1
u1i∇¯a2u2 , if σ = ,
∇¯a2u1i∇¯a1u2 + δ
(2)
u1u2if
a1a2bi∇¯bu1 . if σ = ,
. (6.59)
Having foreknowledge of the general case which we shall analyze next, we shall choose to
write Eq. 6.59 as
∇¯a1uσ(1)i∇¯a2uσ(2) = ∇¯
aσ−1(1)
u1 i∇¯
aσ−1(2)
u2 + Θ− (ord(σ)− 1) δ(2)u1u2ifa1a2bi∇¯bu1 , (6.60)
where ord(σ) is the order3 of the permutation σ (ord( ) = 1 and ord( ) = 2) and
Θ−(x) denotes the right-continuous definition for the Heaviside function
Θ−(x) :=
 0 if x ≤ 1,1 if 0 < x, . (6.61)
Substituting Eq. 6.60 into Eq. 6.57 one obtains
(6.57) =
∫
u1u2
1
2!
∑
σ∈S2
G
(2;1;1;1)
(α)uσ(1)uσ(2)(Y ) δ
a1a2(−1)2i∇¯aσ−1(1)u1 i∇¯
aσ−1(1)
u2 (6.62)
+ commutator terms,
where
commutator terms =
∫
u1u2
1
2!G
(2;1;1;1)
(α)u2u1(Y )δ
(2)
u1u2 δ
a1a2ifa1a2b︸ ︷︷ ︸
=0
i∇¯bu1 = 0. (6.63)
Lastly, by relabeling dummy adjoint indices in Eq. 6.62, we can write
(6.57) =
∫
u1u2
1
2!
∑
σ∈S2
G
(2;1;1;1)
(α)uσ(1)uσ(2)(Y ) δ
aσ(1)aσ(2)(−1)2i∇¯a1u1i∇¯a2u2 , (6.64)
having already observed that the commutator terms in Eq. 6.62 vanish.
• Step 3: Ignore commutator terms and re-express the Young colour structure whose adjoint
indices are not (necessarily) in the original ascending order in terms of all available Young
colour structures whose adjoint indices are in the original ascending order.
3The smallest n ∈ N+ such that σn = id.
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Note that the Young colour structure δa1a2 is totally symmetric with respect to the order
of its adjoint indices. Consequently δaσ(1)aσ(2) = δa1a2 for any σ ∈ S2 and Eq. 6.64 becomes
(6.64) =
∫
u1u2
1
2!
∑
σ∈S2
G
(2;1;1;1)
(α)uσ(1)uσ(2)(Y )δ
a1a2(−1)2i∇¯a1u1i∇¯a2u2
=
∫
u1u2
(
[M(2)1 ]11 ◦G(2;1;1;1)(α)u1u2(Y )
)
δa1a2(−1)2i∇¯a1u1i∇¯a2u2 , (6.65)
where the composition ◦ used in Eq. 6.65 is defined in Eq. 6.67.
• Step 4: With the Young colour structure(s) and the derivatives as they were originally,
compare the result of the above procedure with the original expression and read off the
symmetry features of the associated Young colour structure function(s).
Notice that only the totally symmetric part of G(2;1;1;1)(α)u1u2(Y ) is probed in Eq. 6.65 which
means that we can just as well take G(2;1;1;1)(α)u1u2(Y ) to be totally symmetric in its transverse
coordinates.
Having illustrated the above procedure with through a concrete example, we can now turn our
attention to the general case.
• Step 1: Symmetrize over all integration variables/transverse coordinates.
Since the integration measure in Eq. 6.52 is totally symmetric, we may symmetrize the
transverse coordinate dependence of the integrand without changing the value of the
integral, producing
(6.52) =
∫
u1···un
1
n!
∑
σ∈Sn
(
σ ◦G(n;I;i;mi)(α)u1···un(Y )
)
αn;I;i;miC(n;I;i;mi)a1···an(−1)n
× i∇¯a1uσ(1) · · · i∇¯anuσ(n) , (6.66)
where
σ ◦G(n;I;i;mi)(α)u1···un(Y ) = G
(n;I;i;mi)
(α)uσ(1)···uσ(n)(Y ). (6.67)
• Step 2: Re-arrange the derivatives such that the transverse coordinates on the derivatives
appear in the original ascending order.
Re-arranging the derivative in Eq. 6.66 such that the transverse coordinates on the deriva-
tives appear in original ascending order comes at the cost of introducing commutator terms
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and it leads to a permutation of the order of the adjoint indices on the Young colour struc-
ture:
(6.66) =
∫
u1···un
1
n!
∑
σ∈Sn
(
σ ◦G(n;I;i;mi)(α)u1···un(Y )
)
αn;I;i;miC(n;I;i;mi)a1···an(−1)n
× i∇¯aσ−1(1)u1 · · · i∇¯
aσ−1(n)
un + commutator terms
=
∫
u1···un
1
n!
∑
σ∈Sn
(
σ ◦G(n;I;i;mi)(α)u1···un(Y )
)
αn;I;i;mi
(
σ ◦ C(n;I;i;mi)a1···an
)
(−1)n
× i∇¯a1u1 · · · i∇¯anun + commutator terms, (6.68)
where
σ ◦ C(n;I;i;mi)a1···an = C(n;I;i;mi)aσ(1)···aσ(n) . (6.69)
• Step 3: Ignore commutator terms and re-express the Young colour structure whose adjoint
indices are not (necessarily) in the original ascending order in terms of all available Young
colour structures whose adjoint indices are in the original ascending order.
Let us ignore the commutator terms in Eq. 6.68 for now. We know that the Hermitian
Young projectors and transition operators in R[Sn], given by (see Sec. 4.2.3 for a recap of
the notation used)
blocks⋃
J
rows⋃
j1∈J
cols⋃
j2∈J
{
[M(n)J ]j1j2
}
, (6.70)
form a basis for the permutation algebra [40]. Consequently, we may express each σ ∈ Sn
as
σ =
blocks∑
J
rows∑
j1∈J
cols∑
j2∈J
[β(σ)J ]j1j2 [M
(n)
J ]j1j2 (6.71)
where [β(σ)J ]j1j2 is the real coefficient tensor of σ in the basis of the Hermitian Young
projectors and transition operators.
One should read ∑blocksJ as the sum over all blocks in M(n) where J = 1, · · · , |Yn|, and∑rows
j1∈J and
∑cols
j2∈J as the sum over all rows and columns, respectively, in the J
th block of
M(n) where j1, j2 = 1, · · · , |Y(n)J |.
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Using Eq. 6.71, Eq. 6.69 becomes
σ ◦ C(n;I;i;mi)a1···an =
blocks∑
J
rows∑
j1∈J
cols∑
j1∈J
[β(σ)J ]j1j2 [M
(n)
J ]j1j2 ◦ C(n;I;i;mi)a1···an
=
rows∑
j1∈I
cols∑
j1∈I
[β(σ)I ]j1j2 [M
(n)
I ]j1j2 ◦ C(n;I;i;mi)a1···an (6.72)
where in the last equality we used the fact that the sub-blocks of M(n) are orthogonal in
order to eliminate the sum over blocks J ; i.e.
[M(n)J ]j1j2 ◦ C(n;I;i;mi)a1···an = δIJ [M(n)I ]j1j2 ◦ C(n;I;i;mi)a1···an . (6.73)
The reason why we did not use a compound label to iterate over all Hermitian Young
projection operators and transition operators and instead iterated over blocks and then
rows and columns in each block was so that the orthogonality of blocks may be exploited
as was done in Eq. 6.72.
Re-expanding Eq. 6.72 in terms of all available Young colour structures in A⊗n with
adjoint indices in ascending order yields
σ ◦ C(n;I;i;mi)a1···an
=
blocks∑
K
diag.∑
k∈K
d(K;k)∑
mk=1
C(n;K;k;mk)a1···an
[
C(n;K;k;mk)b1···bn
(
σ ◦ C(n;I;i;mi)b1···bn
)]
︸ ︷︷ ︸
coefficient
=
blocks∑
K
diag.∑
k∈K
d(K;k)∑
mk=1
C(n;K;k;mk)a1···an
×
C(n;K;k;mk)b1···bn
rows∑
j1∈I
cols∑
j2∈I
[β(σ)I ]j1j2 [M
(n)
I ]j1j2 ◦ C(n;I;i;mi)b1···bn

=
blocks∑
K
diag.∑
k∈K
d(K;k)∑
mk=1
C(n;K;k;mk)a1···an
rows∑
j1∈I
cols∑
j1∈I
[β(σ)I ]j1j2
×
[
C(n;K;k;mk)b1···bn
(
[M(n)I ]j1j2 ◦ C(n;I;i;mi)b1···bn
)]
=
diag.∑
k∈I
d(I;k)∑
mk=1
C(n;I;k;mk)a1···an
rows∑
j1∈I
cols∑
j1∈I
[β(σ)I ]j1j2
×
[
C(n;I;k;mk)b1···bn
(
[M(n)I ]j1j2 ◦ C(n;I;i;mi)b1···bn
)]
. (6.74)
One should read ∑diag.k∈K as the sum over all diagonal entries in the Kth block ofM(n) where
k = 1, · · · , |Y(n)K |.
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It is easy to check that Eq. 6.74 reduces to δaσ(1)aσ(2) = δa1a2 .
• Step 4: With the Young colour structure(s) and the derivatives as they were originally,
compare the result of the above procedure with the original expression and read off the
symmetry features of the associated Young colour structure function(s).
Similarly, we can use Eq. 6.71 to re-express Eq. 6.67 as
σ ◦G(n;I;i;mi)(α)u1···un(Y ) =
blocks∑
L
rows∑
l1∈L
cols∑
l2∈L
[β(σ)L ]l1l2 [M
(n)
L ]l1l2 ◦G(n;I;i;mi)(α)u1···un(Y ). (6.75)
Reinserting Eq. 6.75 and Eq. 6.74 into Eq. 6.68, we finally obtain
(6.68) =
∫
u1···un
1
n!
∑
σ∈Sn
blocks∑
L
rows∑
l1∈L
cols∑
l2∈L
[β(σ)L ]l1l2 [M
(n)
L ]l1l2 ◦G(n;I;i;mi)(α)u1···un(Y )
αn;I;i;mi
×
{ diag.∑
k∈I
d(I;k)∑
mk=1
C(n;I;k;mk)a1···an
rows∑
j1∈I
cols∑
j1∈I
[β(σ)I ]j1j2
×
[
C(n;I;k;mk)b1···bn
(
[M(n)I ]j1j2 ◦ C(n;I;i;mi)b1···bn
)]}
(−1)ni∇¯a1u1 · · · i∇¯anun
=
blocks∑
L
rows∑
l1∈L
cols∑
l2∈L
diag.∑
k∈I
d(K;k)∑
mk=1
∫
u1···un
(
[M(n)L ]l1l2 ◦G(n;I;i;mi)(α)u1···un(Y )
)
αn;I;i;mi
×
{
1
n!
∑
σ∈Sn
[β(σ)L ]l1l2
rows∑
j1∈I
cols∑
j2∈I
[β(σ)I ]j1j2
[
C(n;I;k;mk)b1···bn
(
[M(n)I ]j1j2 ◦ C(n;I;i;mi)b1···bn
)]}
× C(n;I;k;mk)a1···an(−1)ni∇¯a1u1 · · · i∇¯anun
=
blocks∑
L
rows∑
l1∈L
cols∑
l2∈L
diag.∑
k∈I
d(K;k)∑
mk=1
∫
u1···un
(
[M(n)L ]l1l2 ◦G(n;I;i;mi)(α)u1···un(Y )
)
αn;I;i;mi
× Ω(n){L;l1,l2};{I;(k,mk),(i,mi)}C
(n;I;k;mk)a1···an(−1)ni∇¯a1u1 · · · i∇¯anun , (6.76)
where
Ω(n){L;l1,l2};{I;(k,mk),(i,mi)} := (6.77)
1
n!
∑
σ∈Sn
[β(σ)L ]l1l2
rows∑
j1∈I
cols∑
j2∈I
[β(σ)I ]j1j2
[
C(n;I;k;mk)b1···bn
(
[M(n)I ]j1j2 ◦ C(n;I;i;mi)b1···bn
)]
.
• Commutator terms: What happens to the commutator terms?
Recall that the commutator of two right-invariant vector fields is given by
[i∇¯a1u1 , i∇¯a2u2 ] = δ(2)u1u2ifa1a2bi∇¯bu2 . (6.78)
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For the case when n = 2 (as we have already seen) there is only one commutator term
and it is proportional to
δa1a2ifa1a2b = 0, (6.79)
where the above vanishes due to the antisymmetry of ifa1a2b. For n ≥ 3, consider a general
commutator term which involves some number, say4 n′ ∈ N+ ≤ bn2 c, of factors of the form
given in Eq. 6.78. The resulting expression will contain n − n′ ≤ n − 1 right invariant
vector fields contracted into a colour structure with the same number of adjoint indices. In
addition, the commutator term will involve a convolution with an n-point colour structure
function multiplying n′ Dirac delta functions which reduces the n-point function to an
(n − n′)-point function. Since the resulting colour structure in the commutator terms
is an element of C(A⊗(n−n′)) it can be expressed as a linear combination of elements of
BYoung(A⊗(n−n
′)) in which case the above procedure can be recycled. Consequently, we
can ignore the commutator terms since they either trickle down — can be subsumed into
lower order contributions — or they are zero.
Returning to the example given at the beginning of this section, let us check that for n = 2
Eq. 6.76 reproduces Eq. 6.65. It is easy but tedious to show that for n = 2 Eq. 6.77 becomes
Ω(2){L;l1;l2};{I;(k,mk);(i,mi)} = δL1δl11δl21δI1δk1δmk1δi1δmi1 , (6.80)
which means that
Lˆ
(2;I;i;mi)
(α) (Y ) = δI1δi1δmi1
α2;1;1;1√
N2c − 1
∫
u1u2
(
[M(2)1 ]11 ◦G(2;1;1;1)(α)u1u2(Y )
)
δa1a2(−1)2i∇¯a1u1i∇¯a2u2 ,
where the factor multiplying the Kronecker deltas and constant factors corresponds to Eq. 6.65.
Since only the totally symmetric part of G(2;1;1;1)(α)u1u2(Y ) is ever accessed, let us define
G
(2;δ)
(α)u1u2(Y ) := [M
(2)
1 ]11 ◦G(2;1;1;1)(α)u1u2(Y ), (6.81)
and let us redefine Eq. 6.65 to be
Lˆ
(2;δ)
(α) (Y ) :=
∫
u1u2
G
(2;δ)
(α)u1u2(Y )δ
a1a2(−1)2i∇¯a1u1i∇¯a2u2 . (6.82)
Taking α2;1;1;1 =
√
N2c − 1 as before, we obtain
Lˆ
(2)
(α)(Y ) =
blocks∑
I
diag.∑
i∈I
d(I;i)∑
mi=1
Lˆ
(2;I;i;mi)
(α) (Y ) = Lˆ
(2;δ)
(α) (Y ). (6.83)
4bn2 c denotes the floor of n2 .
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Similarly, for n = 3 one finds that
Ω(3){L;l1;l2};{I;(k,mk);(i,mi)} = (δL1δI1 + δL3δI3)δl11δl21δk1δmk1δi1δmi1 , (6.84)
which means that
Lˆ
(3;I;i;mi)
(α) (Y ) = δi1δmi1
∫
u1u2u3
×
{
δI1
(
[M(3)1 ]11 ◦G(3;1;1;1)(α)u1u2u3(Y )
)
α3;1;1;1C(3;1;1;1)a1a2a3
+ δI3
(
[M(3)3 ]11 ◦G(3;3;1;1)(α)u1u2u3(Y )
)
α3;3;1;1C(3;3;1;1)a1a2a3
}
(−1)3i∇¯a1u1i∇¯a2u2i∇¯a3u3
= δi1δmi1
[
δI1
α3;1;1;1√
(N2c − 1)(N2c − 4)/Nc
×
∫
u1u2u3
(
[M(3)1 ]11 ◦G(3;1;1;1)(α)u1u2u3(Y )
)
da1a2a3(−1)3i∇¯a1u1i∇¯a2u2i∇¯a3u3
+ δI3
α3;3;1;1√
Nc(N2c − 1)
∫
u1u2u3
(
[M(3)3 ]11 ◦G(3;3;1;1)(α)u1u2u3(Y )
)
ifa1a2a3(−1)3i∇¯a1u1i∇¯a2u2i∇¯a3u3
]
.
Defining
G
(3;d)
(α)u1u2u3(Y ) := [M
(3)
1 ]11 ◦G(3;1;1;1)(α)u1u2u3(Y ), (6.85a)
G
(3;f)
(α)u1u2u3(Y ) := [M
(3)
3 ]11 ◦G(3;3;1;1)(α)u1u2u3(Y ), (6.85b)
and
Lˆ
(3;d)
(α) (Y ) :=
∫
u1u2u3
G
(3;d)
(α)u1u2u3(Y )d
a1a2a3(−1)3i∇¯a1u1i∇¯a2u2i∇¯a3u3 , (6.86a)
Lˆ
(3;f)
(α) (Y ) :=
∫
u1u2u3
G
(3;f)
(α)u1u2u3(Y )if
a1a2a3(−1)3i∇¯a1u1i∇¯a2u2i∇¯a3u3 , (6.86b)
and taking α3;1;1;1 =
√
dACd, α3;3;1;1 =
√
dAdf , Eq. 6.85a becomes
Lˆ
(3;I;i;mi)
(α) (Y ) = δi1δmi1
[
δI1Lˆ
(3;d)
(α) (Y ) + δI3Lˆ
(3;f)
(α) (Y )
]
. (6.87)
Consequently
Lˆ
(3)
(α)(Y ) =
blocks∑
I
diag∑
i∈I
d(I;i)∑
mi=1
Lˆ
(3;I;i;mi)
(α) (Y ) = Lˆ
(3;d)
(α) (Y ) + Lˆ
(3;f)
(α) (Y ). (6.88)
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6.3 Properties of the exponentiating matrix
Let us return to the notation of Sec. 6.1 where in Eq. 6.42 we wrote
M(α)(Y ) =
∞∑
n=2
M(n)(α)(Y ) =
∞∑
n=2
∑
k
M(n;k)(α) (Y ), (6.89)
where the components of M(n;k)(α) (Y ) are defined with respect to some orthonormal basis of
colour singlet states through
[
M(n;k)(α) (Y )
]
ij
= 1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y ) C(n;k)a1···an i · · · j
an,un a1,u1
. (6.90)
Remember that M(n;k)(α) (Y ) is referred to as the nth order contribution to the exponentiating
matrix associated with 〈A(α)〉(Y ) from the kth colour structure C(n;k)a1···an ∈ BON(A⊗n).
In section, we consider the following two questions:
• When isM(n;k)(α) (Y ) a purely symmetric or a purely anti-symmetric matrix?
• When isM(n;k)(α) (Y ) purely even or purely odd under S˜?
In answering these two questions, I derive two original results; these are recorded in Thm 6.1
and Thm 6.2.
Theorem 6.1. The nth order contribution to the exponentiating matrix associated with
〈A(α)〉(Y ) from the kth colour structure C(n;k) ∈ BON(A⊗n), denoted M(n;k)(α) (Y ), is purely
symmetric if
G
(n;k)
(α)u1···un(Y ) C(n;k)a1···an −
[
σ ◦G(n;k)(α)u1···un(Y )
] [
σ ◦ C(n;k)a1···an
]∗
= 0, (6.91a)
or purely anti-symmetric if
G
(n;k)
(α)u1···un(Y ) C(n;k)a1···an +
[
σ ◦G(n;k)(α)u1···un(Y )
] [
σ ◦ C(n;k)a1···an
]∗
= 0, (6.91b)
where σ ∈ Sn is the permutation on n symbols which reverses the order of the n symbols
σ(i) = n+ 1− i, (6.92)
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and
σ ◦G(n;k)(α)u1···un(Y ) = G
(n;k)
(α)uσ(1)···uσ(n)(Y ), σ ◦ C(n;k)a1···an = C(n;k)aσ(1)···aσ(n) . (6.93)
Proof. In order to prove Thm 6.1, simply consider the matrix components of the transpose of
M(n;k)(α)
[
(M(n;k)(α)~x;~y)t
]
ij
=
[
M(n;k)(α)~x;~y
]
ji
= 1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y ) C(n;k)a1···an j · · · i
an,un a1,u1
= 1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y ) C(n;k)a1···an i · · · j
a1,u1 an,un
= 1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y )
[
C(n;k)a1···an
]∗
i · · · j
a1,u1 an,un
= 1√
2n
∫
u1···un
[
σ ◦G(n;k)(α)u1···un(Y )
] [
σ ◦ C(n;k)a1···an
]∗
i · · · j
an,un a1,u1
, (6.94)
where in the first line I used Eq. 6.90, in the second line I flipped the diagram, in the third line
I used Lemma 4.1 to reverse the directions of the lines in the diagrams representing sum-over-
generators insertions, and in the last line I relabeled dummy integration variables and dummy
adjoint indices. Comparing Eq. 6.94 with Eq. 6.90, one obtains the sufficient conditions specified
in Thm 6.1. This concludes the proof of Thm 6.1. 
For the Young colour structures and the Young colour structure functions explored in the
previous section, Thm 6.1 implies the following:
• M(2;δ)(α) (Y ) is a symmetric matrix,
• M(3;d)(α) (Y ) is a symmetric matrix, and
• M(3;f)(α) (Y ) is an anti-symmetric matrix.
These results essentially follow from the fact that the colour structures δa1a2 and da1a2a3
are purely real while ifa1a2a3 is purely imaginary. The fact that M(3;f)(α) (Y ) is an anti-
symmetric matrix is the reason why the qq¯ correlator does not receive any contributions to
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its exponentiating matrices from the ifa1a2a3 colour structure; the qq¯ correlator is a 1 × 1
matrix which means that its exponentiating matrices are also 1 × 1 and, hence, cannot be
anti-symmetric.
Having given a sufficient condition for whenM(n;k)(α) (Y ) is a purely symmetric or a purely anti-
symmetric matrix, let us now turn our attention to the second question posed at the beginning
of this section: When isM(n;k)(α) (Y ) purely even or purely odd under S˜?
Theorem 6.2. Suppose the orthonormal basis of colour singlet states BON(W⊗m) =
{|m; i〉}i used to construct the qmq¯m amplitude matrix A(m)~x;~y in Eq. 6.28 satisfies Eq. 4.129a,
namely for all i
S⊗m|m; i〉 ∼= si|m; i〉, si = ±1, (6.95)
where S⊗m : W⊗m → W¯⊗m; (v1, v¯1, · · · , vm, v¯m) 7→ (v¯1, v1, · · · , v¯m, vm) is the swap operator
with birdtracks representation
S⊗m = ... m pairs . (6.96)
If the kth colour structure in C(n;k) ∈ BON(A⊗n) is either purely real or purely imaginary
with
[
C(n;k)a1···an
]∗
= c(n;k)C(n;k)a1···an , c(n;k) = ±1, (6.97)
then the nth order contribution to the exponentiating matrix associated with 〈A(m)(α)~x;~y〉(Y )
from the kth colour structure, denotedM(n;k)(α)~x;~y, has the following property
S˜ ◦ [M(n;k)(α)~x;~y]ij = [M
(n;k)
(α)~y;~x]ij = c
(n;k)sisj(−1)n[M(n;k)(α)~x;~y]ij , (6.98)
where S˜ simply swaps all quark transverse coordinate labels for anti-quark transverse coor-
dinate labels.
Proof. Consider the application of S˜ on a single sum-over-generators insertion
S˜ ◦
a,u
= S˜ ◦
δ(2)ux1
a
+ · · ·+ δ(2)uxm
a
− δ(2)uy1
a
− · · · − δ(2)uym
a

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= δ(2)uy1
a
+ · · ·+ δ(2)uym
a
− δ(2)ux1
a
− · · · − δ(2)uxm
a
= −
 δ(2)ux1
a
+ · · ·+ δ(2)uxm
a
− δ(2)uy1
a
− · · · − δ(2)uym
a

= −
a,u
= −S¯⊗m
a,u
S¯⊗m, (6.99)
where S¯⊗m : W¯⊗m → W⊗m; (v¯1, v1, · · · , v¯m, vm) 7→ (v1, v¯1, · · · , vm, v¯m) is represented in bird-
tracks by
S¯⊗m = ... m pairs . (6.100)
and S⊗mS¯⊗m = iW⊗m and S¯⊗mS⊗m = iW¯⊗m . Having computed Eq. 6.99, examine
S˜ ◦
[
M(n;k)(α)~x;~y
]
ij
= 1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y ) C(n;k)a1···an S˜ ◦ i · · · j
an,un a1,u1
= (−1)n 1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y ) C(n;k)a1···an i · · · j
an,un a1,u1
= (−1)n 1√
2n
∫
u1···un
G
(n;k)
(α)u1···un(Y )
[
C(n;k)a1···an
]∗
i · · · j
an,un a1,u1
= c(n;k)sisj(−1)n 1√2n
∫
u1···un
G
(n;k)
(α)u1···un(Y )
[
C(n;k)a1···an
]∗
i · · · j
an,un a1,u1
= c(n;k)sisj(−1)n
[
M(n;k)(α)~x;~y
]
ij
, (6.101)
where in the second line I used Eq. 6.99, in the third line I used Lemma 4.1 to reverse the
directions of the lines in the diagrams representing sum-over-generators insertions, and in the
fourth line I used Eq. 6.95 and Eq. 6.97. This concludes the proof of Thm 6.2. 

Chapter 7
The 3-point truncation
7.1 JIMWLK evolution of the qq¯ correlator: needing the 3-point
truncation
In this section, I argue that the 3-point truncation is necessary in order to provide a non-trivial
parameterization for the JIMWLK evolution of the argument of the qq¯ correlator.
The JIMWLK equation for the qq¯ correlator (the first DS equation of the qq¯ correlator) derived
in Eq. 5.70 is given by
d
dY
〈A(1)xy 〉(Y ) =
αsCf
pi2
∫
z
K˜xzy
[
〈A(1+g)xy;z 〉(Y )− 〈A(1)xy 〉(Y )
]
, (7.1)
where Cf = N
2
c−1
2Nc is the quadratic Casimir in the fundamental representation and
〈A(1)xy 〉(Y ) =
〈
1
df
〉
(Y ), 〈A(1+g)xy;z 〉(Y ) =
〈
1
dA
〉
(Y ), (7.2)
are the qq¯ and qq¯g correlators, respectively. The dimensions of the fundamental and the adjoint
representations of SU(Nc) appearing in Eq. 7.2 are given by df = Nc and dA = N2c − 1, respec-
tively. Since these correlators are complex numbers (as opposed to complex matrices) they can
be expressed in modulus-argument form through
〈A(1)xy 〉(Y ) = r(1)xy (Y )eiθ
(1)
xy (Y ), 〈A(1+g)xy;z 〉(Y ) = r(1+g)xy;z (Y )eiθ
(1+g)
xy;z (Y ). (7.3)
Recasting Eq. 7.1 in terms of Eq. 7.3, the real and imaginary parts of the equation correspond
to equations for the modulus r(1)xy (Y ) and the argument θ(1)xy (Y ) of the qq¯ dipole which are given
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by
d
dY
r(1)xy (Y ) =
αsCf
pi2
∫
z
K˜xzy
[
r(1+g)xy;z (Y ) cos
[
θ(1+g)xy;z (Y )− θ(1)xy (Y )
]
− r(1)xy (Y )
]
, (7.4a)
d
dY
θ(1)xy (Y ) =
αsCf
pi2
∫
z
K˜xzy r
(1+g)
xy;z (Y )
r
(1)
xy (Y )
sin
[
θ(1+g)xy;z (Y )− θ(1)xy (Y )
]
, (7.4b)
respectively. The 3-point truncation of the qq¯ and qq¯g correlators are easily computed as
〈A(1)xy 〉3(Y ) = exp
[
− CfGxy(Y, Y0)
]
〈A(1)xy 〉(Y0), (7.5a)
〈A(1+g)xy;z 〉3(Y ) = exp
[
− CA2 (Gxz + Gzy − Gxy) (Y, Y0)− CfGxy(Y, Y0)
]
〈A(1+g)xy;z 〉(Y0),
(7.5b)
where CA = Nc is the quadratic Casimir in the adjoint representation and for convenience (and
following the notation of [32]) we have defined
Gxy(Y, Y0) = Pxy(Y, Y0) + iOxy(Y, Y0), (7.6)
with
Pxy(Y, Y0) :=
∫ Y
Y0
dY ′G(2;δ)(1)xy(Y
′), (7.7a)
Oxy(Y, Y0) := −iCd
∫ Y
Y0
dY ′
1
2
(
G
(3;d)
(1)xxy(Y
′)−G(3;d)(1)yyx(Y ′)
)
=: −iCd
∫ Y
Y0
dY ′G(3;d)(1)(xy)(Y
′).
(7.7b)
The constant Cd is defined such that dac1c2dc1c2b = Cdδab where Cd = N
2
c−4
Nc
. Under an inter-
change of transverse coordinates x and y, the so-called “Pomeron” contribution Pxy is symmet-
ric since G(2;δ)(1)xy is symmetric while the so-called “Odderon” contribution Oxy is anti-symmetric
by construction. Despite the suggestive notation used in Eq. 7.6, at this stage both the Pomeron
and the Odderon are complex-valued functions. However, we can easily show that both are real
which we do below. To this end, notice that the qq¯ correlator has the following symmetry under
complex conjugation1
〈A(1)xy 〉∗(Y ) = 〈A(1)∗xy 〉(Y ) = 〈A(1)yx〉(Y ) = S˜ ◦ 〈A(1)xy 〉(Y ). (7.8)
1Notice that we are assuming that the complex conjugate of the target average is equal to the target average
of the complex conjugate. This is certainly true in the Langevin picture of JIMWLK evolution [17], but this
picture is only available at leading logarithmic order in 1/xbj.
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Requiring that any truncation of the qq¯ correlator (in particular the 3-point truncation recorded
in Eq. 7.5a) preserves this same symmetry, we have that for non-trivial initial conditions
exp
[
− Cf (P∗xy − iO∗xy)(Y, Y0)
]
= exp
[
− Cf (Pxy − iOxy)(Y, Y0)
]
⇐⇒ exp [2Cf (iIm [Pxy(Y, Y0)] + Im [Oxy(Y, Y0)])] = 1, (7.9)
which implies that
Im [Pxy(Y, Y0)] = pi
Cf
nxy(Y, Y0), (7.10a)
Im [Oxy(Y, Y0)] = 0, (7.10b)
where nxy(Y, Y0) is an integer-valued function. Eq. 7.10b says that Oxy is purely real. In order
to draw a concrete conclusion from Eq. 7.10a, we note that it is reasonable to assume that
JIMWLK evolution is continuous. This assumption requires nxy(Y, Y0) to be continuous, but
since it is an integer-valued function it must then be constant. Consequently, nxy(Y, Y0) =
nxy(Y0, Y0) = 0 since Pxy(Y0, Y0) = 0. Therefore Eq. 7.10a says that Pxy is purely real too.
Furthermore, differentiating Eq. 7.10 with respect to Y yields
Im
[
G
(2;δ)
(1)xy(Y )
]
= 0, (7.11a)
Re
[
G
(3;d)
(1)(xy)(Y )
]
= 0. (7.11b)
Since both the Pomeron and the Odderon are real, we that the JIMWLK evolution of the
modulus and the argument of the qq¯ correlator is parameterized as
r(1)xy (Y ) = exp
[
− CfPxy(Y, Y0)
]
r(1)xy (Y0), (7.12a)
θ(1)xy (Y ) = θ(1)xy (Y0)− CfOxy(Y, Y0), (7.12b)
and that of the qq¯g correlator is parameterized as
r(1+g)xy;z (Y ) = exp
[
− CA2 (Pxz + Pzy − Pxy) (Y, Y0)− CfPxy(Y, Y0)
]
r(1+g)xy;z (Y0), (7.13a)
θ(1+g)xy;z (Y ) = θ(1+g)xy;z (Y0)−
CA
2 (Oxz +Ozy −Oxy) (Y, Y0)− CfOxy(Y, Y0). (7.13b)
If we were working only in the 2-point truncation of the qq¯ correlator then Eq. 7.12b would
reduce to θ(1)xy (Y ) = θ(1)xy (Y0) which provides only a trivial parameterization for Eq. 7.4b with
d
dY θ
(1)
xy (Y ) = 0. Therefore, in order to provide a non-trivial parameterization for Eq. 7.4b one
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clearly needs the 3-point truncation. Writing Eq. 7.4 in terms of Eq. 7.12 and Eq. 7.13 yields
d
dY
Pxy(Y, Y0) = αs
pi2
∫
z
K˜xzy
[
1− exp
[
− CA2 (Pxz + Pzy − Pxy) (Y, Y0)
]
× cos
[
CA
2 (Oxz +Ozy −Oxy) (Y, Y0)− θ
(1+g)
xy;z (Y0) + θ(1)xy (Y0)
]
× r(1+g)xy;z (Y0)
(
r(1)xy (Y0)
)−1 ]
, (7.14a)
d
dY
Oxy(Y, Y0) = αs
pi2
∫
z
K˜xzy exp
[
− CA2 (Pxz + Pzy − Pxy) (Y, Y0)
]
× sin
[
CA
2 (Oxz +Ozy −Oxy) (Y, Y0)− θ
(1+g)
xy;z (Y0) + θ(1)xy (Y0)
]
× r(1+g)xy;z (Y0)
(
r(1)xy (Y0)
)−1
, (7.14b)
where I assumed that r(1)xy (Y0) 6= 0. Eq. 7.14 differs slightly from Eq. (34) of [32] in that we
have not assumed that the initial conditions for the qq¯ and qq¯g correlators coincide; such an
assumption is unmotivated and unnecessary.
7.2 The 3-point truncation of the full q2q¯2 correlator matrix
Having motivated the need for the 3-point truncation in the context of the qq¯ correlator, in this
section we examine the 3-point truncation of the smallest correlator matrix capable of accessing
all available colour structure functions in the 3-point truncation — namely G(2;δ)(α)u1u2, G
(3;d)
(α)u1u2u3
and G(3;f)(α)u1u2u3 (where we have dropped the Y -dependence of these colour structure functions
for brevity). The smallest such correlator matrix is the q2q¯2 correlator matrix given by
〈A(2)x1x2;y1y2〉(Y ) =
〈
A
(2)
11 A
(2)
12
A
(2)
12 A
(2)
22

〉
(Y ), (7.15)
where the normalizations are
A
(2)
11 =
1
d2f
, A
(2)
12 =
1
df
√
dA
, A
(2)
22 =
1
dA
. (7.16)
Examples of observable within the CGC formalism that is expressed either entirely or partly in
terms of the entries of Eq. 7.15 include the cross-section for dijet production in DIS [30], the
cross-section for dijet production in pA collisions [30] and the cross-section for medium-induced
gluon radiation in hard forward parton scattering [31].
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The 3-point truncation of Eq. 7.15, denoted 〈A(2)x1x2;y1y2〉3(Y ), is given in terms of some initial
condition 〈A(2)x1x2;y1y2〉(Y0) by
〈A(2)x1x2;y1y2〉3(Y ) =
2∑
α=1
E [3](α)x1x2;y1y2(Y, Y0)〈A
(2)
(α)x1x2;y1y2〉(Y0)E
[3]t
(α)x1x2;y1y2(Y, Y0), (7.17)
where for α = 1, 2
E [3](α)x1x2;y1y2(Y, Y0) = P exp
[
−12
∫ Y
Y0
dY ′M[3](α)x1x2;y1y2(Y ′)
]
, (7.18)
and
M[3](α)x1x2;y1y2(Y ) =M
(2;δ)
(α)x1x2;y1y2(Y ) +M
(3;d)
(α)x1x2;y1y2(Y ) +M
(3;f)
(α)x1x2;y1y2(Y ). (7.19)
In what follows we will drop the Y -dependence of exponentiating matrices as well as their
dependence on transverse coordinates for brevity. Before explicitly computing each of the three
contributions to Eq. 7.19, one already knows some of their properties. Firstly, using Thm 6.1
one knows that M(2;δ)(α) and M
(3;d)
(α) are symmetric matrices while M
(3;f)
(α) is an anti-symmetric
matrix. This result essentially follows from the fact that the colour structures δa1a2 and da1a2a3
are purely real while ifa1a2a3 is purely imaginary. Secondly, since Eq. 7.15 is constructed in
terms of colour singlet states which are eigenstates of S⊗2 with eigenvalue 1 (with respect to
∼=), one knows that M(2;δ)(α) and M
(3;f)
(α) are even under S˜ while M
(3;d)
(α) is odd under S˜. These
properties are confirmed in the explicit calculation of each of the three contributions to Eq. 7.19
performed below.
The matrix components ofM(2;δ)(α) are computed to be
[M(2;δ)(α) ]11 = Cf
[
G
(2;δ)
(α)x1y1 +G
(2;δ)
(α)x2y2
]
, (7.20a)
[M(2;δ)(α) ]12 = −
Cf√
dA
[
G
(2;δ)
(α)x1x2 −G
(2;δ)
(α)x1y2 −G
(2;δ)
(α)x2y1 +G
(2;δ)
(α)y1y2
]
= [M(2;δ)(α) ]21, (7.20b)
[M(2;δ)(α) ]22 =
CA + Cd
4
(
G
(2;δ)
(α)x1y2 +G
(2;δ)
(α)x2y1
)
+ CA − Cd4
(
G
(2;δ)
(α)x1x2 +G
(2;δ)
(α)y1y2
)
+
(
Cf − CA2
)(
G
(2;δ)
(α)x1y1 +G
(2;δ)
(α)x2y2
)
. (7.20c)
Eq. 7.20 was first recorded in [19] (see Eq. (44) therein). However there are typographical errors
in the numerical factors in Eq. (44b) and Eq. (44c) of [19] which we correct in Eq. 7.20c and
Eq. 7.20b, respectively. Clearly,M(2;δ)(α) is a symmetric matrix and one can easily check that it
is invariant under S˜.
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The matrix components ofM(3;d)(α) are given by
[M(3;d)(α) ]11 = CfCd
[
G
(3;d)
(α)(x1y1) +G
(3;d)
(α)(x2y2)
]
, (7.21a)
[M(3;d)(α) ]12 =
CfCd√
dA
[
G
(3;d)
(α)(x1y2) +G
(3;d)
(α)(x2y1) −G
(3;d)
(α)[x1x2] +G
(3;d)
(α)[y1y2] +G
(3;d|++−−)
(α)x1x2y1y2
]
(7.21b)
= [M(3;d)(α) ]21,
[M(3;d)(α) ]22 = Cd
[CA + Cd
4
(
G
(3;d)
(α)(x1y2) +G
(3;d)
(α)(x2y1)
)
+ CA − Cd4
(
G
(3;d)
(α)[x1x2] −G
(3;d)
(α)[y1y2] +G
(3;d|++−−)
(α)x1x2y1y2
)
+
(
Cf − CA2
)(
G
(3;d)
(α)(x1y1) +G
(3;d)
(α)(x2y2)
) ]
, (7.21c)
where
G
(3;d)
(α)(u1u2) :=
1
2
[
G
(3;d)
(α)u1u1u2 −G
(3;d)
(α)u1u2u2
]
, (7.22a)
G
(3;d)
(α)[u1u2] :=
1
2
[
G
(3;d)
(α)u1u1u2 +G
(3;d)
(α)u1u2u2
]
, (7.22b)
are anti-symmetric and symmetric 2-point functions (as suggested by the round and square
braces enclosing the transverse coordinates) and
G
(3;d|++−−)
(α)u1u2u3u4 := G
(3;d)
(α)u1u2u3 +G
(3;d)
(α)u1u2u4 −G
(3;d)
(α)u1u3u4 −G
(3;d)
(α)u2u3u4 , (7.23)
is a 4-point function. Eq. 7.23 is separately symmetric in the first two and the last two transverse
coordinates, and is anti-symmetric under the interchange of the first two with the last two
transverse coordinates; i.e.
G
(3;d|++−−)
(α)x2x1y1y2 = G
(3;d|++−−)
(α)x1x2y1y2 , (7.24a)
G
(3;d|++−−)
(α)x1x2y2y1 = G
(3;d|++−−)
(α)x1x2y1y2 , (7.24b)
G
(3;d|++−−)
(α)y1y2x1x2 = S˜ ◦G
(3;d|++−−)
(α)x1x2y1y2 = −G
(3;d|++−−)
(α)x1x2y1y2 . (7.24c)
ClearlyM(3;d)(α) is an anti-symmetric matrix and it picks up a minus sign under the action of S˜.
Finally,M(3;f)(α) is an anti-symmetric matrix with non-zero (off-diagonal) components
[M(3;f)(α) ]12 =
√
dA
2 G
(3;f |+−+−)
(α)x1x2y1y2 = −[M
(3;f)
(α) ]21, (7.25)
where
G
(3;f |+−+−)
(α)u1u2u3u4 := G
(3;f)
(α)u1u2u3 −G
(3;f)
(α)u1u2u4 +G
(3;f)
(α)u1u3u4 −G
(3;f)
(α)u2u3u4 , (7.26)
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is a totally anti-symmetric 4-point function. Since this 4-point function is totally anti-symmetric,
it vanishes under any single coincidence limit which makes the full q2q¯2 correlator matrix really
the smallest correlator matrix capable of accessing all colour structure functions available to
the 3-point truncation. Clearly,M(3;f)(α) is invariant under S˜.
In the limit that y2 7→ x2 := z2, Eq. 7.15 becomes
〈A(2)x1z2;y1z2〉(Y ) =
〈
A
(2)
11 0
0 A(2)22

〉
(Y ), (7.27)
where the top-left entry is the qq¯ correlator 〈A(1)x1y1〉(Y ) and the bottom-right entry is the qq¯g
correlator 〈A(1+g)x1y1;z2〉(Y ), both of whom we already encountered in Eq. 7.2. Since Eq. 7.27 is
diagonal, it has no anti-symmetric part. Consequently, in order to write down Eq. 7.17 we
need only consider the exponentiating matrix corresponding to its symmetric part which in the
3-point truncation has non-zero components
[M[3](1)]11 = CfGx1y1 , (7.28a)
[M[3](1)]22 =
CA
2 (Gx1z2 + Gz2y1 − Gx1y1) + CfGx1y1 , (7.28b)
where G is as defined in Eq. 7.6. The resultant 3-point truncation of Eq. 7.27 is then given by
〈A(2)(1)x1z2;y1z2〉3(Y ) = (7.29)exp [−CfGx1z2(Y, Y0)] 〈A(1)x1y1〉(Y0) 0
0 exp
[
−CA2 (Gx1z2 + Gz2y1 − Gx1y1) (Y, Y0)− CfGx1y1(Y, Y0)
]
〈A(1+g)x1y1;z2〉(Y0)
 ,
(7.30)
which coincides (up to a relabeling of transverse coordinates) precisely with Eq. 7.5. Given that
the full q2q¯2 correlator matrix contains the qq¯ correlator in a coincidence limit and that for the
qq¯ correlator G(2;δ)(1)xy is purely real and G
(3;d)
(1)(xy) is purely imaginary, it must also be that case
G
(2;δ)
(1)xy is purely real and G
(3;d)
(1)(xy) is purely imaginary in the 3-point truncation of the full q
2q¯2
correlator matrix.
7.3 Inconsistent JIMWLK evolution of the 3-point truncation:
needing still higher order truncations
The 3-point truncation of the full q2q¯2 correlator matrix is not sufficient to consistently param-
eterize the JIMWLK evolution of the full q2q¯2 correlator matrix. This inconsistency becomes
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manifest when comparing the evolution equations of correlators contained inside the q2q¯2 correla-
tor matrix in certain coincidence limits. In particular, we shall compare the evolution equations
of the qq¯ correlator and the g2 correlator both expressed in the 3-point truncation and show
that the two equations cannot be simultaneously satisfied. The JIMWLK equation for the qq¯
correlator expressed in the 3-point truncation is already given by Eq. 7.14. Consequently, the
majority of the section will be devoted to expressing the JIMWLK equation for the g2 correlator
in the 3-point truncation.
In the limit that y1 7→ x1 =: z1, Eq. 7.27 further reduces to
〈A(2)z1z2;z1z2〉(Y ) =
〈
A
(2)
11 0
0 A(2)22

〉
(Y ), (7.31)
where the top-left entry is equal to 1 and the bottom-right entry is the g2 correlator. Recall
that in Sec. 4.4.2, specifically in Eq. 4.153, we saw that Eq. 7.31 was contained in the top-left
corner of
〈A(3)z1z2z3;z1z2z3〉(Y ) =
〈

A
(3)
11 0 0 0 0 0
0 A
(3)
22 0 0 0 0
0 0 A
(3)
33 0 0 0
0 0 0 A
(3)
44 0 0
0 0 0 0 A
(3)
55 A
(3)
56
0 0 0 0 A
(3)
65 A
(3)
66

1⊕(g2)⊕3⊕g3
〉
(Y ). (7.32)
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In this section we shall write
〈A(3)ij 〉(Y ) := [〈A(3)z1z2z3;z1z2z3〉(Y )]ij , (7.33)
for the sake of notational brevity, remembering that three coincidence limits have been taken.
In terms of Wilson-lines, the g2 correlator given by
〈A(3)22 〉(Y ) =
〈 1
dA
U˜abz1 U˜
ab
z2
〉
(Y ), (7.34)
is manifestly real since
[
U˜abz1 U˜
ab
z2
]†
= U˜ baz1 U˜
ba
z2 = U˜
ab
z1 U˜
ab
z2 . Using the shorthand of Eq. 7.33, the
JIMWLK equation of the g2 correlator can be compactly written as
d
dY
〈A(3)22 〉(Y ) =
αsCA
pi2
∫
z3
K˜z1z3z2
[
〈A(3)55 〉(Y )− 〈A(3)22 〉(Y )
]
. (7.35)
The 3-point truncation of 〈A(3)22 〉(Y ) is easily computed by setting y1 and x1 to z1 in Eq. 7.30,
the result of which is given by
〈A(3)22 〉3(Y ) = exp [−CAPz1z2(Y, Y0)] 〈A(3)22 〉(Y0), (7.36)
where P is defined in Eq. 7.7a. Given a real initial condition 〈A(3)22 〉(Y0), Eq. 7.36 remains real
for all Y since P is real.
The 3-point truncation of 〈A(3)55 〉(Y ) requires a little more work to compute since it is part of
the bottom-right 2× 2, g3 block inside Eq. 7.32. Let us denote this 2× 2, g3 block by
〈A(g3)〉(Y ) =
〈

A
(3)
55 A
(3)
56
A
(3)
65 A
(3)
66

〉
(Y ), (7.37)
such that 〈A(3)55 〉(Y ) = 〈A(g
3)
11 〉(Y ). It is easy to check that the diagonal elements of 〈A(g
3)〉(Y )
are purely real while its off-diagonal elements are purely imaginary. For simplicity let us write
the symmetric and anti-symmetric components of 〈A(g3)〉(Y ) as
〈A(g3)(1) 〉(Y ) =
 a(1)11 (Y ) ia(1)12 (Y )
ia
(1)
12 (Y ) a
(1)
22 (Y )
 , 〈A(g3)(2) 〉(Y ) =
 0 ia(2)12 (Y )
−ia(2)12 (Y ) 0
 , (7.38)
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where a(1)11 , a
(1)
12 , a
(1)
22 and a
(2)
12 are all real-valued functions. The 3-point truncation of Eq. 7.37
has as its exponentiating matrices
M[3](α)(Y ) =
 m(α)11 (Y ) im(α)12 (Y )
im
(α)
12 (Y ) m
(α)
11 (Y )
 , (7.39)
for α = 1, 2 where
m
(α)
11 (Y ) =
CA
2
[
G
(2;δ)
(α)z1z3 +G
(2;δ)
(α)z3z2 +G
(2;δ)
(α)z1z2
]
(Y ), (7.40a)
m
(α)
12 (Y ) = i
CA
2
√
N2c − 4
[
G
(3;d)
(α)(z1z3) +G
(3;d)
(α)(z3z2) −G
(3;d)
(α)(z1z2)
]
(Y ). (7.40b)
From Sec. 7.1, we know that the entries of Eq. 7.40 are real-valued functions only for α = 1; for
α = 2 these entries are a priori complex-valued. Eq. 7.39 is diagonalizable with
M[3](α)(Y ) =
1√
2
−1 1
1 1
 ·
m(α)11 (Y )− im(α)12 (Y ) 0
0 m(α)11 (Y ) + im
(α)
12 (Y )
 · 1√
2
−1 1
1 1
 ,
(7.41)
from which one can write down the evolution operators as
E [3](α)(Y, Y0) = P exp
[
−12
∫ Y
Y0
dY ′M[3](α)(Y ′)
]
= e−
1
2 m˜
(α)
11 (Y,Y0)
 cos (12m˜(α)12 (Y, Y0)) −i sin (12m˜(α)12 (Y, Y0))
−i sin
(
1
2m˜
(α)
12 (Y, Y0)
)
cos
(
1
2m˜
(α)
12 (Y, Y0)
) , (7.42)
where
m˜
(α)
11 (Y, Y0) =
∫ Y
Y0
dY ′m(α)11 (Y ′) =
CA
2 [Pz1z3 + Pz3z2 + Pz1z2 ] (Y, Y0), (7.43a)
m˜
(α)
12 (Y, Y0) =
∫ Y
Y0
dY ′m(α)12 (Y ′) = −
CA
2
√
Nc
Cd
[Oz1z3 +Oz3z2 −Oz1z2 ] (Y, Y0). (7.43b)
Again, for α = 1 the entries of Eq. 7.43 are real-valued functions, following the discussion from
Sec. 7.1. Finally, the 3-point truncation of 〈A(3)55 〉(Y ) is given by
〈A(3)55 〉3(Y ) =
1
2e
−m˜(1)11 (Y,Y0)
[
2 sin(m˜(1)12 (Y, Y0))a
(1)
12 (Y0)
+ (cos(m˜(1)12 (Y, Y0)) + 1)a
(1)
11 (Y0) + (cos(m˜
(1)
11 (Y, Y0))− 1)a(1)22 (Y0)
]
.
(7.44)
Notice that the left-hand-side of Eq. 7.44 is purely real as required.
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Having calculated Eq. 7.44 and Eq. 7.36, we are now able to express Eq. 7.35 in terms of the
3-point truncation which reads
d
dY
Pz1z2(Y, Y0) =
α2
pi2
∫
z3
K˜z1z3z2
[
1− 12 exp
[
−CA2 [Pz1z3 + Pz3z2 − Pz1z2 ] (Y, Y0)
] {
− i sin
[
CA
2
√
Nc
Cd
[Oz1z3 +Oz3z2 −Oz1z2 ] (Y, Y0)
] (
〈A(3)56 〉(Y0) + 〈A(3)65 〉(Y0)
)
+
(
cos
[
CA
2
√
Nc
Cd
[Oz1z3 +Oz3z2 −Oz1z2 ] (Y, Y0)
]
+ 1
)
〈A(3)55 〉(Y0)
+
(
cos
[
CA
2
√
Nc
Cd
[Oz1z3 +Oz3z2 −Oz1z2 ] (Y, Y0)
]
− 1
)
〈A(3)66 〉(Y0)
}
〈A(3)22 〉−1(Y0)
]
,
(7.45)
where we recall that 〈A(3)ij 〉(Y ) is defined through Eq. 7.33. For convenience of reference, let me
quote the result of Eq. 7.14a replacing x,y, z with z1, z2, z3:
d
dY
Pz1z2(Y, Y0) =
αs
pi2
∫
z3
K˜z1z3z2
[
1− exp
[
− CA2 [Pz1z3 + Pz3z2 − Pz1z2 ] (Y, Y0)
]
× cos
[
CA
2 [Oz1z3 +Oz3z2 −Oz1z2 ] (Y, Y0)− θ
(1+g)
z1z2;z3(Y0) + θ
(1)
z1z2(Y0)
]
r(1+g)z1z2;z3(Y0)
×
(
r(1)z1z2(Y0)
)−1 ]
. (7.46)
Certainly in the 2-point truncation (in the absence of Odderon terms), Eq. 7.45 and Eq. 7.46
can be made to coincide if the initial conditions are chosen such that
〈A(3)55 〉(Y0)〈A(3)22 〉−1(Y0) = r(1+g)z1z2;z3(Y0)
(
r(1)z1z2(Y0)
)−1
. (7.47)
However, in the 3-point truncation where the Odderon terms are kept, Eq. 7.45 cannot be
made to coincide with Eq. 7.46 without setting all initial conditions to zero. Notice that the
pre-factors in front of the Odderon terms inside the sine and cosine functions differ between
Eq. 7.45 and Eq. 7.46; the pre-factors in the latter equation differ with those of the former
equation by a factor of√
Nc
Cd
=
√
N2c
N2c − 4
. (7.48)
Interestingly, in the large Nc limit Eq. 7.48 tends to 1. In this limit, Eq. 7.45 can be recon-
ciled with Eq. 7.46 by enforcing Eq. 7.47 and setting the other initial conditions of Eq. 7.45
(〈A(3)56 〉(Y ), 〈A(3)66 〉(Y ) and 〈A(3)66 〉(Y )) to zero. However, in order to reconcile these equations at
finite Nc (i.e. Nc = 3), one clearly needs a higher order truncation of the q2q¯2 correlator matrix.
That we need a higher order truncation is not wholly unreasonable, because we are trying to
satisfy three equations — the real and imaginary parts of Eq. 7.1 as well as Eq. 7.35 (which is
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purely real) — with only two degrees of freedom, the Pomeron and Odderon 2-point functions.
Chapter 8
Conclusion
I begin this chapter by summarizing the main results derived in this thesis in Sec. 8.1. Then, in
Sec. 8.2 I provide an outlook for promising future cross-pollination between the work presented
in this thesis and other closely related branches of theoretical high-energy physics research.
8.1 Thesis summary
In high-energy hadronic scattering experiments — experiments which involve a high-energy
dilute projectile (a lepton or a hadron) scattering off some hadronic target — the gluon density
of the hadronic wave-function rises steeply with decreasing Bjorken xbj and eventually saturates.
In this saturation regime, the parton model no longer provides a valid description for the process
since the quondam assumption that partons in the hadronic wave-function scatter independently
is bygone. Instead, these partons scatter coherently which precipitates important non-linear
effects.
The CGC is an effective description of QCD in the Regge-Gribov limit which accounts for these
non-linearities. In the CGC formalism, the gluon-saturated hadron is represented by a large
(background) classical colour field. This background field is Lorentz contracted, with delta-
function-like support in the direction of the collision axis and time dilated such that it appears
static on the natural timescales of the strong interaction. Interactions with this background field
are then mediated by virtual, coloured probes. Being highly energetic, they pierce the (almost)
infinitely Lorentz contracted target without being displaced from their original trajectories: this
is known as the eikonal approximation. Despite not being displaced, the coloured probes un-
dergo multiple soft gluon interactions with the background field which when resummed generate
Wilson-lines.
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These Wilson-lines are the appropriate collective degrees of freedom for describing scattering
in the saturation formalism. They enter the description of observables, like the cross-section,
through rapidity-dependent averages called Wilson-line correlators. The averaging procedure
(see Eq. 5.1) is rapidity-dependent because the isolation of the background field is a rapidity-
dependent (factorization) definition: as the rapidity separation between the projectile and the
target increases, soft gluonic modes which were previously regarded as quantum fluctuations
atop the background field become subsumed into a redefinition of the background field through
the aforementioned special relativistic effects of Lorentz contraction and time dilation.
The JIMWLK equation is a functional renormalization group (RG) equation for the rapid-
ity evolution of Wilson-line correlators in the CGC formalism. Although written as a single
(functional) equation, the JIMWLK equation generates an infinite tower of coupled integro-
differential equations known as the Balitsky hierarchy1. At leading-logarithm, the JIMWLK
equation is also a functional Fokker-Planck equation which means that it can be recast as a
Langevin problem and solved numerically. However, at next-to-leading logarithm this ceases
to be so, in which case one requires a scheme for truncating the Balitsky hierarchy in order to
obtain a solution (if only an approximate one).
One of the chief outputs of this thesis is a gauge-invariant and symmetry-preserving truncation
of the Balitsky hierarchy. In particular, the latter “symmetry-preserving” property is an original
contribution of mine. The truncation follows from a peculiar parameterization for the rapidity
evolution of Wilson-line correlator matrices. The parameterization, which I methodically formu-
lated in Sec. 6.1, is expressed in terms of rapidity evolution operators which evolve the symmetric
and anti-symmetric parts of Wilson-line correlator matrices separately in a manner akin to the
time evolution of Hermitian operators in the Heisenberg picture of quantum mechanics. More-
over, the independent parameterization of symmetric and anti-symmetric parts is manifestly
symmetric and anti-symmetric, respectively, and in this sense is “symmetry-preserving”. The
rapidity evolution operators are expressed as path-ordered exponentials where the exponent is
an integral of a rapidity-dependent matrix (which we called the exponentiating matrix) which
can be decomposed into a complete sum over contributions from linearly independent colour
structures and colour structure functions.
In addition to establishing the “symmetry-preserving” property of the above truncation, I was
also able to disentangle (some of) its systematic features. In Sec. 6.2 I explained in general how
for colour structures constructed as eigenstates of special symmetry projection operators (see
Sec. 4.2.3) the symmetry features of these colour structures are imprinted onto their associated
colour structure functions. This idea, although originally my supervisor’s, was one whose de-
tails he and I ironed out together. Then, in Sec. 6.3 I scrutinized (some of) the properties of
contributions to the exponentiating matrix emanating from each term in the complete sum.
1Historically, this hierarchy is independent from the JIMWLK equation.
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There I proved two original results. The first result gave a sufficient condition for when a con-
tribution to the exponentiating matrix will be purely symmetric or anti-symmetric (Thm 6.1).
This result was proved independent of the Wilson-line correlator matrix being parameterized.
The second result (Thm 6.2) pertained to the behaviour of exponentiating matrix contributions
under a simultaneous pairwise swap of quark–anti-quark pair transverse coordinate labels.
The requirement that our parameterization/truncation be “symmetry-preserving” followed from
an observation I made in Sec. 5.2.2 where I calculated the JIMWLK equation for a general
Wilson-line correlator matrix; this is recorded in Eq. 5.98. From Eq. 5.98 I noticed that the
evolution of the symmetric part of the Wilson-line correlator matrix was driven only by the
symmetric parts of a slightly larger Wilson-line correlator matrix of which the original Wilson-
line correlator matrix is a sub-block. Similarly, the evolution of the anti-symmetric part was
driven only by the anti-symmetric parts of this slightly larger matrix. In particular, symmetric
and anti-symmetric parts evolve separately. This is not wholly surprising since the target
average is linear and operates component-wise for Wilson-line correlator matrices and these
matrices can always be decomposed into a sum of their symmetric and anti-symmetric pieces.
Another advantage of the form of the JIMWLK equation given in Eq. 5.98 is that it shows
precisely how the JIMWLK equation couples the distinct sub-blocks within the slightly larger
Wilson-line correlator matrix mentioned above. In Sec. 4.4, I showed, in general, how the qmq¯m
correlator matrix (for m ∈ N+) can be embedded inside the q(m+1)q¯(m+1) correlator matrix
when the latter is constructed in an embedding basis. The Fierz bases are all examples of
embedding bases. In the limit that the transverse coordinates on the last quark–anti-quark
pair of Wilson-lines become coincident, the q(m+1)q¯(m+1) correlator matrix block-diagonalizes
into two sub-blocks. The top-left sub-block is the original qmq¯m correlator matrix while the
bottom-right sub-block is the qmq¯mg correlator matrix and it is precisely these two sub-blocks
that are coupled by the JIMWLK equation which I highlighted in Eq. 5.98.
Finally, in Sec. 7.2 I computed the (full) 3-point truncation of the q2q¯2 correlator matrix — an
original calculation — which I showed was the smallest correlator matrix capable of accessing
all colour structure functions available at the third order. The 3-point truncation is necessary
in order to parameterize, for instance, the JIMWLK evolution of the argument of the qq¯ corre-
lator where the the qq¯ correlator is embedded inside the q2q¯2 correlator matrix in the manner
described in the previous paragraph. Another new result appears in Sec. 7.3; here I demon-
strated that the 3-point truncation of the q2q¯2 correlator matrix, and consequently the 2-point
truncation given in [19], cannot consistently parameterize the JIMWLK evolution of the q2q¯2
correlator. Consequently a higher order truncation is required; this will be the topic of future
research.
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8.2 Outlook
It is now well established that in gauge theories like QED and QCD (as well as in perturbative
quantum gravity) the infrared (IR) divergent contributions to scattering amplitudes factorize.
For a scattering amplitude iM producing L outgoing hard particles, this factorization has the
following schematic structure (see [7, 46–53])
iM∼ H · S ·
[
L∏
i=1
Ji
Ji
]
, (8.1)
where it is assumed that the renormalization of ultraviolet (UV) divergences has already been
performed. The hard function H can be thought of as the “tree-level” (no loops) amplitude for
the scattering process which is finite in four space-time dimensions with no IR singularities. The
soft function S contains all soft singularities associated with the exchange of virtual particles
(photons in QED and gluons in QCD) which are soft in the sense that their four-momenta tend
to zero. For each i = 1, · · · , L, the factor Ji is called a jet function which contains all collinear
singularities associated with the ith outgoing hard particle. Since particles emitted co-linearly
can also be soft, the associated singularities are doubly accounted for in the soft function as well
as in the jet functions. This double counting is then corrected by dividing each jet function Ji
by a corresponding eikonal jet function Ji which may be regarded as the soft limit evaluation
of the jet function Ji.
Eq. 8.1 follows from a systematic analysis of all possible IR (both soft and collinear) singularities
that can arise in loop diagrams (in Minkowski space) with a fixed number of incoming and
outgoing hard particles. IR singularities may materialize in loop integrals when poles in the
integrand coalesce; in this case the contour is said to be pinched since it cannot be deformed away
from the poles. These pinches or pinch surfaces are given by solutions to the Landau equations
[54], but they only provide a necessary condition for when IR singularities may materialize.
However, from the Landau equations and infrared power counting [54] one is able to write down
Eq. 8.1.
Of particular interest to us is the soft function and we now restrict our discussion to QCD
dominated processes. Having an infinite Compton wavelength, the soft gluons which constitute
the soft function cannot resolve the internal structure of the jets; all they can see is the overall
colour charge of each jet [53]. Conveniently, this means that the soft function has a Feynman
diagram interpretation of its own in terms of eikonal Feynman rules. One builds up the soft
function perturbatively by considering the exchange of multiple soft gluons between hard particle
lines. For example, consider the one-loop diagram given in Fig. 8.1 which consists of a single
soft gluon being exchanged between an outgoing quark and anti-quark, both emanating from a
common vertex. This diagram represents the following integral
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µ, c
p1 − k
p1
p2 + k
p2
k
Figure 8.1: A single gluon exchanged between an outgoing quark and anti-quark emanating
from a common vertex. Time runs from right to left.
iMµcg→qq¯(+g) =
∫
ddk
(2pi)d
−iηαβδab
k2 − iε
× u¯(p1)(igγαta) /
p1 − /k
(p1 − k)2 −m2 + iε(igγ
µtc) /
p2 + /k
(p2 + k)2 −m2 + iε(igγ
βtb)v(p2), (8.2)
which, in d = 4 space-time dimensions, is logarithmically divergent in the IR as well as in the
UV. The latter divergence can be removed by renormalizing the QCD coupling g such that
Eq. 8.2 is UV finite in d = 4 space-time dimensions. In the soft- or eikonal-limit (k → 0),
Eq. 8.2 becomes
iMµcg→qq¯(+g)
k→0−−−→ [u¯(p1)igγµtcv(p2)]︸ ︷︷ ︸
=iMµcg→qq¯
g2
2Nc
∫
ddk
(2pi)d
[
pβ2
p2.k
] [
− p
α
1
p1.k
] [−iηαβ
k2
]
= iMµcg→qq¯
ig2
2Nc
∫
ddk
(2pi)d
p1.p2
k2p1.kp2.k
, (8.3)
where we ignored factors of /k in the numerator and linearized the denominators of the fermion
propagators, dropping O(k2) terms. Eq. 8.3 is still logarithmically IR divergent in d = 4 space-
time dimensions (the same logarithmic IR divergence that was present in Eq. 8.2). However, in
taking the eikonal-limit we have introduced an additional, artificial UV singularity that is not
accounted for in renormalized perturbation theory. Explicitly evaluating the integral in Eq. 8.3,
one finds that the IR and UV singular contributions precisely cancel each other, producing
zero. This cancellation or one-to-one correspondence between IR and UV singularities is true
in general for the eikonal-limit. For a fixed number of fermion legs, resumming all eikonal
diagrams (diagrams involving only the exchange of multiple soft gluons) produces Wilson-line
operators which dress each fermion leg. Given the above discussion, it is not difficult to see
that the UV singularities of these Wilson-line operators are in one-to-one correspondence with
the IR singularities of scattering amplitudes.
156 Chapter 8 Conclusion
For this reason we seek to isolate the UV singularities of Wilson-line operators which we do by
replacing the usual QCD Wilson-line operators [7]
Uni [A] := P exp
ig ∞∫
0
dtnµi Aµ(tni)
 . (8.4)
by
U (m)ni [A] := P exp
igµε ∞∫
0
dtnµi Aµ(tni)e−imt
√
n2i−iε
 . (8.5)
where m is an IR regulator (additional to the one already present in dimensional regularization)
which smoothly cuts off the IR singularity of Eq. 8.4 such that only UV poles in  are left. In
the limit that m → 0, Eq. 8.5 reduces to Eq. 8.4. Eq. 8.5 denotes the Wilson-line operator
dressing the ith outgoing hard particle whose trajectory is given by xµi (t) = tn
µ
i where n
µ
i is a
constant four-vector proportional to the particle’s four-momentum pµi .
The soft function in Eq. 8.1 can be written as a vacuum expectation value (VEV) of L Wilson-
lines operators (of the form given in Eq. 8.5)
SB
(
γij , αs(µ2), ε,
m
µ
)
:= 〈0|U (m)n1 [A]⊗ · · · ⊗ U (m)nL [A]|0〉, (8.6)
where γij is proportional to the normalized inner-product between nµi and n
µ
j
γij = 2nˆi.nˆj , (8.7)
and µ is the dimensional regularization scale. With this definition, the soft function is finite
in d = 4 − 2 space-time dimensions for  > 0. Eq. 8.6 can be multiplicatively renormalized
(see [55–59]) where the renormalized soft function is defined by
SR
(
γij , αs(µ2), ,
m
µ
)
:= SB
(
γij , αs(µ2), ,
m
µ
)
Z
(
γij , αs(µ2), 
)
, (8.8)
and is finite in the limit that → 0. The multiplicative factor2 Z collects all UV counter-terms
and satisfies the following RG equation
d
d ln(µ)Z
(
γij , αs(µ2), 
)
= −Z
(
γij , αs(µ2), 
)
Γ
(
γij , αs(µ2), 
)
, (8.9)
where Γ is the soft anomalous dimension and is finite in d = 4 space-time dimensions. Like Z,
Γ is a matrix in colour space.
2This is a matrix in colour space.
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Eq. 8.9 is intriguing to us because it bears some resemblance to our novel parameterization for
the JIMWLK evolution of Wilson-line correlator matrices in the CGC context. In fact, if we
had not required our parameterization to be symmetry-preserving (only gauge-invariant) then
we could easily have written
d
d ln(xbj)
〈A〉(xbj) =
1︷ ︸︸ ︷
〈A〉(xbj) 〈A〉−1(xbj) d
d ln(xbj)
〈A〉(xbj)︸ ︷︷ ︸
=:−N (xbj)
= −〈A〉(xbj)N (xbj), (8.10)
where ln(xbj) = Y . Note that Eq. 8.10 can be mapped onto our original parameterization
given in Eq. 6.15 if M(1)(Y ) = M(2)(Y ).3 Comparing Eq. 8.10 with Eq. 8.9 one is tempted
to interpret N (xbj) as the anomalous dimension for the Wilson-line correlator matrix 〈A〉(xbj).
Both equations Eq. 8.9 and Eq. 8.10 admit a path-order exponential solution; the solution to
the former equation is given by
Z
(
γij , αs(µ2), 
)
= Z
(
γij , αs(µ20), 
)
P¯ exp
[
−
∫ ln(µ)
ln(µ0)
d ln(µ′)Γ
(
γij , αs(µ′2), 
)]
, (8.11)
while the latter equation’s solution is given by
〈A〉(xbj) = 〈A〉(xbj0)P¯ exp
[
−
∫ ln(xbj)
ln(xbj0)
d ln(xbj′)N (xbj′)
]
. (8.12)
P¯ denotes the anti–path-ordering symbol with respect to the variable of integration. The path-
ordered exponential in Eq. 8.11 can be written as an ordinary (matrix) exponential (see Eq.
(2.5) of [55] as well as Eq. (2.11) of [60]) using the Magnus expansion [61] where the exponent
of the ordinary matrix exponential is written in terms of matrices Γ(n) which are the coefficients
of Γ in an expansion in αs. These coefficient matrices Γ(n) can be computed directly in terms
of webs (see Eq. (2.15) of [60]).
Why is this useful to us? Given the striking similarity between Eq. 8.10 (which can be mapped
onto Eq. 6.15) and Eq. 8.9, it seems natural to ask to what extent the formalisms around
these two equations can be linked and contrasted. Can the machinery of webs be employed
in the context of the CGC to compute and give physical interpretation to contributions to the
exponentiating matrix? Correspondingly, can the results that we prove in this thesis about
contributions to the exponentiating matrix be applied in the context of webs and the mixing
matrix formalism? (see [7] for a review.)
These tantalizing questions, although outside the scope of this thesis, suggest that the original
work presented herein may have application beyond the JIMWLK context, and may eventually
lead to a (more) unified formalism for the evolution of Wilson-line correlators.
3This mapping can be easily derived by expressing the Wilson-line correlator matrix 〈A〉(Y = ln(x)) as a
column vector and then rewriting both Eq. 8.10 and Eq. 6.15 as linear matrix equations for this vector.

Appendix A
Standard pQFT results
A.1 Radiating a soft and co-linear, on-shell gluon from a hard
quark
s, i
p
(a) No gluon radiated.
s, i
λ, a
p+ kp
k
(b) One gluon radiated.
Figure A.1: The factorized production (represented by the blob) of an outgoing hard quark
with momentum p, spin s and colour i accompanied (right) and un-accompanied (left) by
the emission of an on-shell gluon with momentum k, adjoint colour index a, and transverse
polarization λ. Time runs from right to left.
In this section, we demonstrate the claim made in the introduction to this thesis that the emission
of a single soft gluon produces Sudakov logarithm in energy.
Consider the process depicted in Fig. A.1a. Let us define its matrix element to be
Fig. A.1a = iMq(p, s, i) = u¯si (p)[iMq(p)]i, (A.1)
where [iM(p)]i represents the factorized production of a hard quark with momentum p and
colour i. In this section, repeated colour indices such as those in Eq. A.1 are not to be assumed
implicitly summed over; any sum over colour indices shall be made explicit. In order to compute
the cross-section for this process, one needs to take the square of the modulus of Eq. A.1 and
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sum over final spins s and colours i [6] which yields
∑
s
∣∣∣∣∣
3∑
i=1
iMq(p, s, i)
∣∣∣∣∣
2
=
3∑
i,j=1
∑
s
[iMq(p)]∗iusi (p)u¯sj(p)[iMq(p)]j =
3∑
i=1
|[iMq(p)]i|2 (/p+mq),
(A.2)
where in going to the last equality we used the spinor identity
∑
s
usi (p)u¯sj(p) = δij(/p+mq). (A.3)
Since the outgoing quark is “hard”, its momentum is approximately light-like and one may
ignore its mass mq in Eq. A.3 and therefore in Eq. A.2 too.
Now suppose the outgoing hard quark emits a soft and co-linear, on-shell gluon as in Fig. A.1b.
Then the invariant matrix element is modified from Eq. A.1 as follows
Fig. A.1b = iMq+g(p, s, i; k, a, λ) =
3∑
j=1
u¯si (p)(igtaijγµ)
i(/p+ /k +mq)
(p+ k)2 −m2q + iε
[iMq(p)]jλµ(k)∗,
(A.4)
Working in the limit that the outgoing quark effectively has zero mass, the magnitude of the
quark’s 3-momentum |~p| is equal to the quark’s energy Ep. Consequently, the denominator of
the propagator in Eq. A.4 becomes
2p.k = 2(EpEk − ~p · ~k) = 2EpEk(1− cos θpk), (A.5)
where θpk is defined to be the angle between the 3-momenta ~p and ~k. Eq. A.5 vanishes when
the gluon is radiated either softly (Ek → 0) or co-linearly to the quark (θpk → 0). In the soft
limit one may neglect the /k term in the numerator of the propagator in Eq. A.4. Using the
defining anti-commutator relation for Dirac matrices
{γµ, γν} = 2gµν14×4, (A.6)
and the Dirac equation for u¯(p)
0 = u¯(p)(/p+mq) = u¯(p)/p+O(mq), (A.7)
Eq. A.4 becomes
iMq+g(p, s, i; k, a, λ) = u¯si (p)[Jq+g(p; k, a, λ)]ij [iMq(p)]j , (A.8)
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where
[Jq+g(p; k, a, λ)]ij = −gtaij
p.λ(k)∗
p.k + iε , (A.9)
is called the eikonal current. Taking the square of the modulus of Eq. A.8 and summing over
final spins s, fundamental colours i, adjoint colours a and transverse polarizations λ, one obtains
∑
s
8∑
a=1
2∑
λ=1
∣∣∣∣∣∑
i=1
3iMq+g(p, s, i; k, a, λ)
∣∣∣∣∣
2
= g2Cf
2∑
λ=1
∣∣∣∣∣p.λ(k)∗p.k
∣∣∣∣∣
2∑
s
|[iMq(p)]i|2(/p+mq),
(A.10)
where we again used Eq. A.3 and the definition of the quadratic Casimir in the fundamental
representation
8∑
a=1
tata = Cf1 where Cf =
4
3 . (A.11)
Comparing Eq. A.10 and Eq. A.2, one sees that the net effect of radiating a soft on-shell gluon
is to multiply Eq. A.2 by the factor
g2Cf
2∑
λ=1
∣∣∣∣∣p.λ(k)∗p.k
∣∣∣∣∣
2
. (A.12)
This means that for any cross-section associated with Eq. A.2, the emission of a single soft
gluon leads to a modification by a factor Eq. A.12 integrated over the Lorentz invariant phase
space (LIPS) measure of the radiated gluon.
In order to compute this modification explicitly, let us introduce explicit 4-vectors for the
momenta p and k as well as the polarization vector . Suppose that the intermediate (off-mass-
shell) quark had a light-cone energy E+ and no transverse momentum, i.e.
pµ + kµ = [E+, p− + k−,0⊥]µ, (A.13)
where the square brackets [· · · ] represent a 4-vector in light-cone coordinates1. Suppose also
that the radiated gluon carries a small fraction xbj  1 (since it is soft) of the light-cone energy
away. Using energy-momentum conservation and the (effective) massless of the outgoing quark
and gluon, one obtains
kµ = [xE+, k
2
⊥
2xE+ ,k⊥]
µ, (A.14a)
pµ = [(1− x)E+, k
2
⊥
2(1− x)E+ ,−k⊥]
µ. (A.14b)
1Given a 4-vector vµ = (v0, ~v)µ in standard coordinates, its light-cone representation is defined as vµ =
[v+, v−, v⊥]µ where v± := 1√2 (v
0 ± v3) and v⊥ = (v1, v2).
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The polarization vector must satisfy gµνλµ(k)λ
′
ν (k) = −δλλ
′ and k.λ(k) = 0 for all λ, λ′ = 1, 2
[1]. Choosing the axial gauge λ−(k) = λ+(k) = 0, the polarization vector is given by
λµ(k) = [0,
λ⊥ · k⊥
xE+
, λ⊥]µ, where λ⊥ = eˆλ⊥ =
 (1, 0) if λ = 1(0, 1) if λ = 2 . (A.14c)
Using Eq. A.14, Eq. A.12 evaluates to
g2Cf
2∑
λ=1
∣∣∣∣∣p.λ(k)∗p.k
∣∣∣∣∣
2
= 4g
2Cf
k2⊥
(1− x) x1≈ 4g
2Cf
k2⊥
. (A.15)
Finally, the integrating Eq. A.15 over the LIPS measure of the radiated gluon yields
∫
d4k
(2pi)4 (2pi)δ(k
2)θ(k0)4g
2Cf
k2⊥
= 4g2Cf
∫
dk+dk−d2k⊥
(2pi)3 δ(2k
+k− − k2⊥)θ
( 1√
2
(k+ + k−)
) 1
k2⊥
= 4g2Cf
1
(2pi)2
1
4
∫ ∞
−∞
dk+
k+
∫ ∞
0
dk2⊥
k2⊥
θ
(
k+√
2
(
1 + k
2
⊥
2(k+)2
))
= αsCf
pi
∫ ∞
0
dk+
k+
∫ ∞
0
dk2⊥
k2⊥
, (A.16)
where in going to the third line we used the integral over k− to eliminate the Dirac delta function
and we recast
∫
d2k⊥ in polar coordinates as
∫∞
0 dk⊥k⊥
∫ 2pi
0 dφ = 2pi
∫∞
0 dk⊥k⊥ = pi
∫∞
0 dk
2
⊥, and
in going to the last line we used the fact that the argument of the theta function is always positive
provided k+ is always positive in order to restrict the lower bound on the k+ integral to zero.
Ignoring the co-linear singularity associated with the integral over k2⊥ for a moment, one sees
that there is a soft singularity associated with the k+ integral. By restricting the range of the
k+ integral to be between physical limits such as the minimum energy that the detector can
resolve k+res and the factorization scale µ of the processes depicted in Fig. A.1, one obtains a
SSL ∫ µ
k+res
dk+
k+
= ln(µ/k+res), (A.17)
as promised which is large for µ /k+res.
Appendix B
Propagators in the presence of a
large background field
In this chapter, I compute the propagators for fermions and gluons in the presence of the target
background field via the spectral method. The fermion propagator is used to compute the total
cross-section for DIS given in Sec. 3.2. The gluon propagator is used extensively in Sec. 5.1 to
derive the JIMWLK Hamiltonian at leading logarithmic accuracy. Since the gluon propagator is
written in terms of the propagator for a scalar, I shall begin by deriving the scalar propagator in
the presence of the target background field. For convenience I recall that the target background
field is given by
bµ(x+, x−,x) = gµ−δ(x−)β(x) = gµ−δ(x−)βa(x)ta, (B.1)
where x+ is assumed to be zero unless otherwise stated.
B.1 The Scalar Propagator
Consider a massless complex-valued scalar field φ : R1,3 → CNc ;x 7→ φ(x) = φi(x)eˆi whose
dynamics are governed by the Lagrangian
Lscalar[φ, b](x) := −12φ
†(x)Dx[b]2φ(x) = −12φ
†
i (x)Dxµ[b]ijDµx [b]jkφk(x), (B.2)
where the covariant derivative in the fundamental representation is defined as
Dxµ[b]ij := (∂xµ − igbµ(x))ij = ∂xµδij − igb aµ (x)taij . (B.3)
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The square1 of Eq. B.3
(−iDx[b])2 = −Dx[b]2 = −2∂+∂− + ∂2⊥ + 2igb+(x)∂−, (B.4)
can be inverted using the spectral method: if there exists a complete set of eigenfunctions
{φ(x; k) =}k∈R1,3 such that
−Dx[b]2φ(x; k) = k2φ(x; k),
∫
d4k
(2pi)4 |φ(x; k)|
2 = δ(4)(x− y)1, (B.5)
then the inverse of Eq. B.4 can be computed as[
i
−D[b]2
]
(x, y) :=〈x| i−D[b]2 + iε |y〉
=〈x| i−D[b]2 + iε
(∫
d4k
(2pi)2 |k〉〈k|
)
|y〉
=
∫
d4k
(2pi)4
i
k2 + iεφ(x; k)φ
†(y; k), (B.6)
where we have specified the Feynman pole prescription. This inverse is the propagator for the
scalar field in the presence of Eq. B.1 which we shall sometimes write as[
i
−D[b]2
]
(x, y) = 〈φ(x)φ(y)〉[b] = . (B.7)
Consider the following ansatz for the eigenfunctions
φ(x; k) :=
∫
d2p⊥e−ip.x
∫
d2z⊥
(2pi)2 e
−i(p−k)·zUz;x−,−∞, (B.8)
where
p− = k−, p+ = p
2
⊥ + k2
2k− , (B.9)
and
Uz;x−,−∞ :=P exp
ig x
−∫
−∞
dz−b+(z)
 = exp[igθ(x−)β(z)]. (B.10)
Notice that for x− < 0 or β(x) = 0, Eq. B.8 can regarded as a free particle, because Eq. B.10
reduces to the identity matrix, Eq. B.8 reduces to the plane-wave ansatz
φ(x; k) = exp
[
− i
((
k2⊥ + k2
2k−
)
x− + k−x+ − k · x
)]
, (B.11)
1I include the factor of (−i)2 in the definition of the differential operator in Eq. B.4 to connect with square
of the covariant momentum operator.
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which, for all k ∈ R1,3, forms a complete set of eigenfunctions for the Klein-Gordon operator
−Dx[0]2 = −2∂+∂− + ∂2⊥. However, one needs to confirm that Eq. B.8 satisfies Eq. B.5. To
this end, using the fact that p2 = k2, which follows from Eq. B.9, one easily obtains
−Dx[b]2φk(x) = k2φ(x; k)
+ 2gk−δ(x−)
∫
d2p⊥e−ip.x
∫
d2z⊥
(2pi)2 e
−i(p−k)·z(β(x)− β(z))Uz;x−,−∞. (B.12)
The latter term involving δ(x−) vanishes because
δ(x−)
∫
d2p⊥e−ip.x
∫
d2z⊥
(2pi)2 e
−i(p−k)·z(β(x)− β(z))Uz;x−,−∞
= δ(x−)
∫
d2p⊥e−i(k
−x+−p·x)
∫
d2z⊥
(2pi)2 e
−i(p−k)·z(β(x)− β(z))Uz;x−,−∞
= δ(x−)
∫
d2z⊥e−i(k
−x+−k·z)δ(2)(x− z)(β(x)− β(z))Uz;x−,−∞ = 0. (B.13)
Consequently, Eq. B.8 is indeed an eigenfunction of the differential operator −Dx[b]2. To con-
firm the completeness relation, one uses
∫
dk+dk−d2p⊥d2q⊥ exp
[
− i
((
p2⊥ − k2⊥
2k−
)
x− −
(
q2⊥ − k2⊥
2k−
)
y−
+ k+(x− − y−) + k−(x+ − y+)− p · x+ q · y
)]
= 2piδ(x− − y−)
∫
dk−d2p⊥d2q⊥
× exp
[
− i
((
p2⊥ − q2⊥
2k−
)
x− + k−(x+ − y+)− p · x+ q · y
)]
, (B.14)
to show that∫
d4k
(2pi)4φ(x; k)φ
†(y; k)
=
∫
d4k
(2pi)4d
2p⊥d2q⊥e−i(p.x−q.y)
∫
d2z1⊥
(2pi)2
d2z2⊥
(2pi)2 e
−i(p−k)·z1ei(q−k)·z2Uz1;x−,−∞U
†
z2;y−,−∞
= δ(x− − y−)δ(2)(x− y)
∫
dk−
2pi exp
[
−ik−(x+ − y+)
]
= δ(4)(x− y). (B.15)
Substituting Eq. B.8 into Eq. B.6, one obtains
[
i
−D[b]2
]
(x, y) =
∫
d4k
(2pi)4
i
k2 + iε
∫
d2p⊥d2q⊥e−i(p.x−q.y)
∫
d2z1⊥
(2pi)2
d2z2⊥
(2pi)2
× e−i(p−k)·z1ei(q−k)·z2Uz1;x−,−∞U †z2;y−,−∞, (B.16)
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where
p− = q− = k−, p+ = p
2 + k2
2k− , p
+ = q
2 + k2
2k− . (B.17)
To simplify Eq. B.16, one evaluates the k+ integral according to the Feynman prescription.
With a pole located at k+ = k2−iε2k− , e
−ik+(x−−y−) has a vanishing contribution from the integral
along the contour at infinity if and only if k− > 0 and x− > y−, or k− < 0 and x− < y− which
yields
[
i
−D[b]2
]
(x, y) =
∫
dk−
(2pi)3(2k−) [θ(x
− − y−)θ(k−)− θ(y− − x−)θ(−k−)]
×
∫
d2p⊥d2q⊥e−i(p.x−q.y)
∫
d2z⊥
(2pi)2 e
−i(p−q)·zUz;x−,y− , (B.18)
where
p− = q− = k−, p+ = p
2
2k− , p
+ = q
2
2k− . (B.19)
One can repeat the above derivation for a massless scalar field. Adding a mass term of the
form 12m2|φ(x)|2 to the Lagrangian in Eq. B.2 simply results in a modification of p+ and p− in
Eq. B.19 to
p− = q− = k−, p+ = p
2 +m2
2k− , p
+ = q
2 +m2
2k− . (B.20)
B.2 The Quark Propagator
Consider a spinor ψ : R1,3 → C4spin ⊗ CNccolour;x 7→ ψ(x) = ψ(x)aieˆa ⊗ eˆi whose dynamics is
governed by the Lagrangian
LDirac[ψ, ψ¯, b](x) := ψ¯(x)(i /Dx[b]−m)ψ(x) = ψ¯(x)ai(iγµabDxµ[b]ij −mδabδij)ψ(x)bj , (B.21)
where
Dxµ[b]ij := (∂xµ − igbµ(x))ij = ∂xµδij − igbaµ(x)taij . (B.22)
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In order to compute the fermion propagator, examine
/Dx[b]2 = γµγνDxµ[b]Dxν [b]
= 12
(
{γµ, γν}+ [γµ, γν ]
)
Dxµ[b]Dxν [b]
= (gµν − iσµν)Dxµ[b]Dxν [b]
= Dx[b]2 − iσµν [Dxµ[b], Dxν [b]] (B.23)
= Dx[b]2 − gσµνFµν [b](x),
which means that
(i /Dx[b]−m)(i /Dx[b] +m) = −Dx[b]2 + gσµνFµν [b](x)−m2. (B.24)
The fermion propagator is defined as
〈ψ¯(x)ψ(y)〉[b] := (i /Dx[b] +m)〈x|i[−Dx[b]2 + gσµνFµν [b](x)−m2 + iε]−1|y〉. (B.25)
The difference between Eq. B.6 and Eq. B.25, in terms of the content sandwiched between
〈x| · · · |y〉 is the inclusion of the additional term gσµνFµν [b](x). After some thought, one can
immediately write down the fermion propagator as
〈ψ¯(x)ψ(y)〉[b] = (i /Dx[b] +m)
∫
dk−
(2pi)3(2k−) [θ(x
− − y−)θ(k−)− θ(y− − x−)θ(−k−)]
×
∫
d2p⊥d2q⊥e−i(p.x−q.y)
∫
d2z⊥
(2pi)2 e
−i(p−q)·zP exp
ig x
−∫
y−
dz−
(
b+ + σ
µνFµν [b]
2k−
)
(z)
 ,
(B.26)
which can be constructed via the spectral method using the eigenfunctions in Eq. B.8 and
suitably modifying the path-ordered exponentials. Note that the momenta are interrelated as
in the previous section. Given the particular form of Eq. B.1, the field strength tensor has the
form
Fµν [b](x) = δµiδν+∂ib+(x), (B.27)
which means that σµνFµν [b](x) = σ−iF+i[b](x) where σ−i = i2 [γ−, γi]. Using the defining anti-
commutator relation for the Dirac matrices given in Eq. A.6, one can easily show that (γ−)2 = 0
and thus σ−iσ−j = 0. This last observation allows one to simplify2 the path-ordered exponential
2Using the identity
∫ b
a
dx
∫ b
x
dyf(x, y) =
∫ b
a
dy
∫ y
a
dxf(x, y) it is relatively straightforward to prove Eq. B.28.
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in Eq. B.26
P exp
ig x
−∫
y−
dz−
(
b+ + σ
µνFµν [b]
2k−
)
(z)

= Uz;x−,y− +
ig
2k−
x−∫
y−
dz−Uz;x−,z−σ−iF+i[b](z)Uz;z−,y− . (B.28)
One can show that the second term in Eq. B.28 does not contribute to the total cross-section
for DIS. Consequently, the second term in Eq. B.28 can be omitted and the fermion propagator
written as
〈ψ¯(x)ψ(y)〉[b] = (i /Dx[b] +m)
∫
dk−
(2pi)3(2k−) [θ(x
− − y−)θ(k−)− θ(y− − x−)θ(−k−)]
×
∫
d2p⊥d2q⊥e−i(p.x−q.y)
∫
d2z⊥
(2pi)2 e
−i(p−q)·zUz;x−,y−
=
∫
dk−
(2pi)3(2k−) [θ(x
− − y−)θ(k−)− θ(y− − x−)θ(−k−)]
∫
d2p⊥d2q⊥e−i(p.x−q.y)(/p+m)
×
∫
d2z⊥
(2pi)2 e
−i(p−q)·zUz;x−,y− +
1
4γ
−δ(x− − y−)δ(2)(x− y)sign(x+ − y+), (B.29)
where in going to the last line we used Eq. B.13 as well as the identity
∞∫
−∞
dk−
k−
e−ik
−(x+−y+) = −ipisign(x+ − y+). (B.30)
We shall represent the fermion propagator given in Eq. B.29 pictorially by
x b y = 〈ψ¯(x)ψ(y)〉[b]. (B.31)
B.3 The Gluon Propagator
Following the procedure of Faddeev and Popov, the quantized QCD Lagrangian is given by
LQCD[ψ, ψ¯, c, c¯, A](x) := LYM[A](x) + LDirac[ψ, ψ¯, A](x) + Lghost[c, c¯, A](x) + Lfix[A](x)
= −14F
a
µν [A](x)F aµν [A](x) + ψ¯(x)(i /Dx[A]−m)ψ(x)
+ ∂xµ c¯a(x)(∂µx ca(x) + gfabccb(x)Acµ(x))−
1
2ξ (eµA
aµ(x))(eνAaν(x)). (B.32)
In order to obtain the gluon propagator in the presence of the shock-wave background b, one
needs to expand LQCD[ψ, ψ¯, c, c¯, b+ δA] around b to quadratic order in the fluctuations δA. To
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this end, recall
F aµν [A](x) =∂xµAaν(x)− ∂xνAaµ(x) + gfabcAbµ(x)Acν(x) (B.33)
which means that
F aµν [b+ δA](x) = F aµν [b](x) + (∂xµδac + gbbµ(x)fabc)δAcν(x)− (∂xν δac + gbbν(x)fabc)δAcµ(x)
+ gfabcδAbµ(x)δAcν(x)
= F aµν [b](x) + (Dxµ[b]δAν(x))a − (Dxν [b]δAµ(x))a + gfabcδAbµ(x)δAcν(x), (B.34)
where the covariant derivative in the adjoint representation is defined as
Dxµ[b]ac = ∂xµδac − igbbµ(x)[T b]ac = ∂xµδac + gbbµ(x)fabc. (B.35)
Using Eq. B.34, the term in LQCD[ψ, ψ¯, c, c¯, b+ δA] quadratic δA is
L(2)QCD[ψ, ψ¯, c, c¯, b+ δA](x) = −
1
2
{
gF aµν [b](x)fabcδAbµ(x)δAcν(x)−
1
ξ
(eµAaµ(x))(eνAaν(x))
+ (Dxµ[b]δAν(x))a(Dµx [b]δAν(x))a − (Dxµ[b]δAν(x))a(Dνx[b]δAµ(x))a
}
. (B.36)
Examine
(Dxµ[b]δAν(x))a(Dµx [b]δAν(x))a = (∂xµδac + gbbµ(x)fabc)δAcν(x)Dµx [b]abδAbν(x)
= δAcν(x)(∂xµδac − gbbµ(x)fabc)Dµx [b]abδAbν(x)
= δAcν(x)(∂xµδac + gbbµ(x)f cba)Dµx [b]abδAbν(x) = δAcν(x)(Dx[b]2)cbδAbν(x), (B.37)
where in the second line we dropped a total derivative term, and similarly3
(Dxµ[b]δAν(x))a(Dνx[b]δAµ(x))a = −δAcν(x)(Dµx [b]Dνx[b])cbδAbµ(x)
= −δAcν(x)(Dνx[b]Dµx [b])cbδAbµ(x)− gδAcν(x)F aνµ[b](x)f cbaδAbµ(x), (B.38)
where in the first line we dropped a total derivative term. Inserting Eq. B.37 and Eq. B.38 into
Eq. B.36 yields
L(2)QCD[ψ, ψ¯, c, c¯, b+ δA](x) =
1
2δA
a
µ(x)
{1
ξ
eµeνδab + (Dx[b]2)abgµν − (Dµx [b]Dνx[b])ab
− 2gF cµν [b](x)f cab
}
δAbν(x). (B.39)
3Remember [Dxµ[b], Dxµ[b]] = −igFµν [b](x).
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Choosing the axial gauge 0 = eµAaµ(x) = Aa−(x), Eq. B.39 further simplifies as
L(2)QCD[ψ, ψ¯, c, c¯, b+ δA](x) =
1
2
{
δAai(x)(Dx[b]2)abδAbi(x) + δAa+(x)(−(∂−x )2)δAa+(x)
− 2(∂ixδAa+(x))(∂−x δAai(x)) + (∂ixδAai(x))(∂jxδAaj(x))
}
, (B.40)
where total derivative terms have been dropped. Define
δA˜a+(x) :=δAa+(x)−
∫
y
[ 1
−(∂−)2
]
(x, y)(−∂−y ∂iy)δAai(y), (B.41a)
δA˜ai(x) :=δAai(x), (B.41b)
where it is understood that −(∂−x )2[−1/(∂−)2](x, y) = δ(4)(x− y). Consequently, Eq. B.40 can
(up to total derivative terms) be diagonalized
L(2)QCD[ψ, ψ¯, c, c¯, b+ δA](x) =
1
2
{
δA˜ai(x)(Dx[b]2)abδA˜bi(x) + δA˜a+(x)(−(∂−x )2)δA˜a+(x)
}
.
(B.42)
Using the diagonalised form of Eq. B.42, one can derive the ++ component4 of the gluon
propagator as
a+
x b
b+
y = 〈δAa+(x)δAb+(y)〉[b] = 〈δA˜a+(x)δA˜b+(y)〉[b]
+
∫
d4zd4w
[ 1
−(∂−)2
]
(x, z)(−∂−z ∂iz)
[ 1
−(∂−)2
]
(y, w)(−∂−w∂jw)〈δA˜ai(z)δA˜bj(w)〉
= δab
[
i
−(∂−)2
]
(x, y)
−
∫
d4zd4w
[ 1
−(∂−)2
]
(x, z)(−∂−z ∂iz)
[ 1
−(∂−)2
]
(y, w)(−∂−w∂jw)δij
[
i
−D[b]2
]ab
(z, w)
= δab
[
i
−(∂−)2
]
(x, y)
−
∫
d4zd4w(i∂−x )
[ 1
−(∂−)2
]
(x, z)(i∂−y )
[ 1
−(∂−)2
]
(y, w)(i∂iz)(i∂iw)
[
i
−D[b]2
]ab
(z, w),
(B.43)
which is clearly constructed from the propagator for a free scalar in the “−”-direction as well as
the propagator for a scalar field charged in the adjoint representation of the background field.
4Only the ++ component of the gluon propagator features in the derivation of the JIMWLK Hamiltonian.
Appendix C
The size of the Fierz-permutation
basis
In this chapter, I show that the size of the Fierz-permutation basis for the colour space of W⊗m
(for m ∈ N+) is equal to m!. I proved this result together with Dr Stefan Keppeler from the
University of Tübingen one evening during my attending the QCD Master Class 2017.
Recall that the Fierz-permutation basis for the colour space of W⊗m (for m ∈ N+), introduced
in Sec. 4.3.2, is given by
BFierz-perm.(W⊗m) = (C.1)
m⋃
i=0
⋃
σ∈Si,m−i
!i⋃
k=1
{√
2i|1〉σ(1) ⊗ · · · ⊗ |1〉σ(m−i) ⊗ |ta1〉σ(m−i+1) ⊗ · · · ⊗ |tai〉σ(m)C(i;k)a1···ai
}
,
where, for i = 2, · · · ,m
BTr.(A⊗i) =
{C(i;k)a1···ai}!i
k=1, (C.2)
is the normalized trace basis for the colour space of A⊗i, introduced in Sec. 4.2.2. The sub-
factorial of i, denoted !i, which we use in Eq. C.1 and Eq. C.2, is given in Eq. 4.59 by
!i = i!
i∑
k=0
(−1)i
i! . (C.3)
We want to calculate the number of elements in BFierz-perm.(W⊗m) and show that it is equal to
m!. This must be the case since, for m ≤ Nc, we know that there the colour space of W⊗m is
m!-dimensional [34].
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The size of BFierz-perm.(W⊗m) is calculated as
∣∣BFierz-perm.(W⊗m)∣∣ Eq. C.1==== m∑
i=0
|Si,m−1|!i
|Si,m−1|=(mi )========
m∑
i=0
(
m
i
)
!i
Eq. C.3====
m∑
i=0
m!
i!(m− i)! i!
i∑
k=0
(−1)k
k! = m!
m∑
i=0
1
(m− i)!
i∑
k=0
(−1)k
k! , (C.4)
where the first equality follows from Eq. C.1, in the second equality
(m
i
)
gives the size of the set
of (i,m− i) shuﬄes, in the third equality we expressed (mi ) as m!i!(m−i)! as well as used Eq. C.3,
and in the last equality we canceled the factors of !i and factored m! out front. To show that
Eq. C.4 is equal to m!, we need to show that
m∑
i=0
1
(m− i)!
i∑
k=0
(−1)k
k! = 1, (C.5)
which we shall do by induction. For m = 1,
LHS(C.5)m=1 =
1
1!
(−1)0
0! +
1
0!
(
(−1)0
0! +
(−1)1
1!
)
= 1 = RHS(C.5)m=1. (C.6)
Suppose Eq. C.5 is true for some m = n ∈ N+. For m = n+ 1
LHS(C.5)m=n+1 =
n+1∑
i=0
1
(n+ 1− i)!
i∑
k=0
(−1)k
k! =
n∑
i=−1
1
(n− i)!
i+1∑
k=0
(−1)k
k!
= 1(n+ 1)! +
n∑
i=0
(−1)i+1
(n− i)!(i+ 1)! +
n∑
i=0
1
(n− i)!
i∑
k=0
(−1)k
k!︸ ︷︷ ︸
=1(induction hypothesis)
= 1 + 1(n+ 1)! +
1
(n+ 1)!
n∑
i=0
(−1)i+1
(
n+ 1
i+ 1
)
= 1 + 1(n+ 1)! +
1
(n+ 1)!
n+1∑
i=1
(−1)i
(
n+ 1
i
)
= 1 + 1(n+ 1)!
n+1∑
i=0
(−1)i
(
n+ 1
i
)
= 1 + 1(n+ 1)!(1− 1)
n+1 = 1 = RHS(C.5)m=n+1. (C.7)
Therefore, by induction, Eq. C.5 is true for all m ∈ N+ and
∣∣BFierz-perm.(W⊗m)∣∣ = m!. (C.8)
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