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The complexity of array automata which compute Beyer’s topological matching predicate 
is studied. This predicate on two n x n figures is true if and only if the trees describing 
their topological structure are isomorphic. An algorithm is proposed which is proved to 
operate in order of ne steps on pairs of n x n figures, a significant improvement over 
Beyer’s order of n4 algorithm. 
1. INTRODUCTION 
An array automaton is a finite rectangular array of identical finite state automata 
(cells). All cells begin in one of two states (0 or 1). An n x n array of initial states is 
called a figure. 
Let (i, j) denote the cell in row i and column j of a figure F. For any two cells x1 = 
(ir, jr) and x2 = (ia, ja), x, is adjacent to xa (denoted x1 +-+ x2) if 1 i1 - ia 1 < 1 and 
) jr - ja 1 < 1. They are neighbors if x1 t) x2 and they are initially in the same state. 
The cells are connected if there is a sequence of neighboring cells from x1 to x2 . The 
equivalence classes under the relation “is connected to” form components.l We will 
assume that all cells on the edges of the figure form one component, the background (B), 
and all are initially in the 1 state. 
A component C’ is enclosed by a component C if C # C’ and for all x E C’, any 
sequence of adjacent cells from x to any cell in the background B contains at least one 
cell in C. C’ is a subcomponent of C if C’ is enclosed by C and for some x E C, x’ E C’, 
x ts x’. 
* Supported by National Science Foundation Grants DCR75-09904 and MCS75-09904. 
r Even though this definition is different from the conventional one [l, 21, the results reported 
here are not sensitive to these minor variations. This definition does not lead to the standard topology 
on the plane, since it violates the Jordan Curve Theorem. 
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In any rooted tree T, 
(1) 1 T 1 denotes the cardinality of the vertex set of T, 
(2) r(T) denotes the root of T, 
(3) for any u E T, if u # Y(T) then f(u) denotes the father of u, and 
(4) any nodes u and v withf(u) = f(w) are brothers. 
The topological tree associated with a component C is a tree T(C) with root r(C) (the 
vertex corresponding to C) where 
(1) if there is no component enclosed by C, then T(C) is the single vertex r(C); 
(2) otherwise, let C, ,..., C, be the subcomponents of C. Then T(C) is the tree 
with root r(C) andf(r(Q) = r(C), i = l,..., s. 
Let C(U), u E T, be the component represented by u; i.e., r(C(u)) = u. The topological 
tree associated with a figure F is T(F) = T(B), B the background of F. A sample figure, 
along with its tree, is shown in Fig. 1. 
FIGURE 1 
Beyer [l] defines the topological matching predicate &rArcn on two figures F and F’ 
to be true if and only if T(F) is isomorphic to T(F’) (T(F) w T(F’)). Given that F and F’ 
are n x n figures placed together to form a 2n x n array, he gives an algorithm (cell 
type) to compute A4 ATCH in B(n4) steps.2 In this paper we develop an algorithm which 
operates in O(na) steps for recognizing the topological equivalence. The essential ideas of 
the method are brought out first in Section 2 by a simpler algorithm which operates in 
t9(ns) steps. Then the final algorithm is developed in Section 3. Throughout, details 
concerning synchronization, storage of strings, etc., will be omitted where they would 
obscure important features. 
“f(n) is said to be B(g(n)) if there exist k, , k, , n, such that for all tt > n, , k,g(n) < f(n) < &g(n). 
An algorithm is said to operate in O( f (n)) steps if its worst case running time is @(f (n)). 
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2. AN ORDER OF n3 ALCORITHM~ 
Both the algorithms will operate in three phases: 
(1) The topological trees associated with the figures are produced. 
(2) A coding function t(T) is computed for each tree. This function produces 
a string of characters unique for isomorphic trees. In both algorithms the length of t(T) 
is2 1 Tj. 
(3) The strings are compared. The trees are isomorphic if and only if the strings 
are identical. 
We will employ Beyer’s second method for producing the topological tree associated 
with a figure F which places all sons of any vertex u E T(F) on a “loop” with head and 
tail at a cell representing u. For completeness we will outline this method. The procedure 
is fairly obvious, and the reader should not have any difficulty in supplying the details. 
A “scanner” will travel across the figure touching every cell once, scanning every odd- 
numbered row left to right, and returning by the next higher even-numbered row right 
to left. When a cell x which has not been placed in a component is found, the scanner 
stops, and a contagion process marks all cells connected to x. The cell x now corresponds 
to a vertex in T(F), and is placed on the list attached to f(x) in a straightforward manner. 
The scanner continues until all cells are marked. This process, along with step (3), 
takes 0(n2) steps. We will now concentrate on step (2), generating a coded representation 
of the trees. 
The coding function t(T) E (a + b)* is defined as follows. 
(1) If j T 1 = 1, then E(T) = ab. 
(2) Otherwise, let S be the sequence QT(er,)) ... E( T(e),.)) sorted into lexicographic 
order and concatenated, where vu1 ,..., v), are the sons of r(T). Then, t(T) = aSb. 
For example, the string for the tree in Fig. 1 is uaababbabububb. The following lemma 
can be easily proved. 
LEMMA 1. For any trees T and T’, t(T) = &T’) if and only if T M T’. 
The code for a figure F, denoted t(F), will be generated in a recursive, highly parallel 
manner. The leaves of T(F) transmit up the tree the string ub. Every nonleaf vertex 
will receive the codes from its subtrees, sort them and transmit the result, with a pre- 
pended and b appended, up the tree. The finished code is produced by r(B). 
Let u be any nonleaf vertex of T(F). The codes from all the sons of u will be generated 
completely before they get sorted at u. Before completion of the generation, they are 
stored in the trees they represent with the first and the last characters at the roots. 
The right son of u begins the sorting process (for simplicity, we may visualize the 
“loop” structure by placing the sons of II in a row with the leftmost son the first and the 
rightmost the last) by transmitting its code along the loop. As the codes travel down the 
3 This algorithm was outlined by Beyer [l], but he did not analyze it. 
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loop, codes from the other sons are compared character by character with the list of 
already sorted codes. 
During the comparison of two strings for the matching prefix one copy is transmitted 
and the other is stored. However, in this algorithm, since all the codes are generated 
completely before sorting begins, only a bounded overlap of the codes can result. This 
will not violate the finite state requirement for thefsa’s. It should be noted that the process 
of sorting and transmitting the strings takes time linear in the sum of their lengths and 
the length of the “loop.” 
The following lemma is required to analyze this algorithm. Let h(T), the height of T, 
be the length of the longest path from r(T) to any vertex in T. 
LEMMA 2. If F is an n x n figure, then h(T(F)) < (n - 1)/2. 
Proof. Let u be any vertex in T(F). Since any cell in u is at most (n - 1)/2 cells from 
some edge cell, which is in B, C(U) is enclosed by at most (n - 1)/2 components. So, 
W(F)) < (n - 1)/z. 
THEOREM 1. The algorithm described in this section operates in f?(n3) steps on n x n 
figures. 
Proof. We may disregard effects due to the length of edges in the representation of 
T(F), since they will cause at most order of n2 steps delay. Let g(h) be the maximum 
number of steps required to compute the code of a tree of height h. By the nature of the 
algorithm, the codes for all the (h - I)-height subtrees are computed in parallel. Con- 
sequently, g(h) < g(h - 1) + hn2, and g(0) = c for some constants K and c. Thus 
g((n - 1)/2) < c, + can3 for some constants c, and c, . Now by Lemma 2, computing 
@) requires at most c, + can3 steps. Figure 2 is an example of a class of figures requiring 
on the order of n3 steps, demonstrating that the algorithm requires 0(n3) steps. 
FIGURE 2 
- 6(n2) component5 
- B(n) Deep 
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3. AN IMPROVED ALGORITHM 
A greatly improved algorithm may be obtained by reducing the delay inherent in the 
storing and sorting process. 
DEFINITION. Let u, w be vertices in T, with f(v) = U. Then, ZI (T(o)) is a big son 
(subtree) of u if 1 T(o)1 > 4 1 T(u)[. If 1 T(o)1 < ?J / T(u)/ then w (T(w)) is a small son 
(subtree) of u. 
Redefine the coding function 4 as follows: 
Let T have a big son u, and small sons ~1~ ,..., wlc . Let S be the sequence E(T(w,)),..., 
f(T(wJ) sorted into lexicographic order and concatenated. Then t(T) = at(T(u)) Sb. 
If either the big son or the small sons are missing, delete the corresponding part of t(T). 
The coding t(T) for T of Fig. 1 is aaababbubububb. We can easily show that [( 7’) = .$ T’) 
if and only if T M T’. 
LEMMA 4. Let C be any component of F. Then, 1 C 1 is of the order at least 1 T(C)/l12. 
Proof. Let E = {x I x E C’, C’ is enclosed by C}. It can be easily proved that I E I >, 
1 T(C)1 - 1. Let A, = {i I (i,j) E E f or some j} and A, = {j 1 (i, j) E E for some i>. 
Let ri = I -4, j and r2 = 1 A, I. Clearly, r1r2 > j E I 3 / T(C)/ - 1. Since there must 
be at least one cell in C for every row in A, and every column in A, , / C [ 3 max(r, , 
r2) 3 (I T(C)\ - 1)lj2. Consequently, j C 1 is of order at least 1 T(C)J112. 
The algorithm will operate in three sequential phases. First, at every vertex of the tree, 
the size of its subtree, in binary notation, is computed and stored in the component of 
that vertex. Since the number of cells of a component C is of order at least 1 T(C)lf12, 
the binary notation, requiring 2 + log, 1 T(C)] bits, can be stored there. The size 
computation of the subtrees is started by every leaf transmitting a 1 up the tree. At every 
nonleaf vertex, the number from the sons and an additional 1 are added in binary, 
and the result (a string of O’s and l’s which represents the size of the subtree) is trans- 
mitted up the tree. Simultaneously the same number is stored in its component. It is 
easily shown that for an 71 x 91 figure this takes no more than kin2 steps, for some constant 
k 1' 
Second, every big son in the tree, T, is marked. Let u be any vertex in T. The vertex u 
marks its big son by transmitting I T(u)/ t o each of its sons. Each son w compares 1 T(u)1 
with 1 T(w)l, and marks itself if 1 T(w)1 3 4 1 T(u)l. 
Finally, the code may be generated. As in the algorithm of Section 2, leaves transmit 
“ub” upwards. At each nonleaf vertex, code from the big son (if any) is transmitted. 
Only codes from the other subtrees need be stored, After big son’s code is transmitted, 
and after all small subtrees have finished producing code, their codes are sorted into 
lexicographic order as in the algorithm of Section 2. 
THEOREM 2. The algorithm described in this section operates in O(n2) steps on n x n 
jigures. 
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Proof. The first two phases of the algorithm operate in at most (k, + k,)n2 steps. 
The delay due to the lengths of edges is at most k,n2 steps, for some constant K, . Let 
g(m) be the maximum number of steps needed to generate the code for an m vertex tree, 
disregarding effects due to the length of edges in the representation. Let the root of 
this m vertex tree have p sons of sizes m, ,..., m, , where m, 3 m2 > ... 2 m, . There 
are two cases to consider. 
Case 1. m, > $m, and the codes for the other p - 1 sons are ready by the time the 
big son’s code is transmitted. Then, 
g(m) < g(mJ + d(m - ml) + e, where d and e are constants. 
The solution to this equation is g(m) < K,m for some constant K, . So, g(n2) < R,n2. 
Case 2. Otherwise, transmitting the big son’s code does not cause added delay. 
Consequently, 
g(m) < g(4) + dm + e where d and e are constants. 
This equation also has the solution g(m) < k,m for some constant k, . So, g(n2) < k,n2. 
Thus, the number of steps required by the algorithm is at most (k, + k, + k, f k,)n2. 
For the n x n pattern shown in Fig. 2, the code length is of the order of at least .*. 
Thus the code generation takes at least order of n2 steps. Hence, this algorithm requires 
f?(n2) steps. 
4. CONCLUSIONS 
We have developed an algorithm which recognizes Beyer’s topological matching 
predicate in 0(n2) steps, an improvement over his B(n*) algorithm. A challenging open 
problem is to determine whether the predicate can be recognized in linear time. 
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