Abstract-Wireless Sensor Network (WSN) is an emerging special type of ad-hoc wireless networks technology. It is usually designed for special purpose applications. WSN has its own special characteristics that differentiate it from other types of wireless networks. These differences raise new challenges to be overcome; one of them is self-organization.
I. INTRODUCTION
According to Marriam-Webster dictionary [1] , the term "Ad hoc" means " formed or used for specific or immediate problems or needs (i.e. ad hoc solutions)". This definition can show the sense of the term "Ad-hoc networks".
Ad-hoc networks are wireless networks where nodes can communicate wirelessly with each other without the need for a fixed infrastructure. This is the most distinguishing feature that differentiates between ad-hoc networks and traditional wireless networks (i.e. LAN, cellular networks). There is no centralized control; nodes are autonomous they can take their own actions depending on network's situation. In other words, they are responsible for determining the way they communicate, organizing themselves, responding to changes that happen to the network due to external or internal factors, etc…In addition to features inherited from ordinary wireless networks, ad-hoc networks have certain features which are specific to ad-hoc networking. Ad-hoc networks can be composed of heterogeneous nodes; most of these nodes are in continuous mobility. The importance of ad-hoc networking concept is greatly recognised when the nodes are deployed over a large area where a single hop communication is not possible. This situation introduces a challenge to find a technique that provides an appropriate multi-hop routing. Nodes can join or leave the network independently without causing the network to fail.
During the recent years, great developments in electronics and wireless communication allowed researchers to implement miniature sensing devices with wireless communication capabilities. This modern technology satisfies the needs for special type of applications where Wireless Sensor Networks (WSN) can play an important role. This type of networks is useful for applications where rapid deployment is required in areas that lack the appropriate infrastructure to setup the network. It is suitable for environmental measurements, communications in disaster areas, and numerous commercial, personal, and military applications.
WSN is a special type of ad-hoc networks where nodes are smart sensors with scarce resources. They are small in size, have limited computational power, short range communication capabilities, low energy, limited and storage capacity, and usually numerous in number. They differ from the ordinary ad-hoc network's nodes in that they are usually homogenous nodes unless different phenomena are going to be sensed. Many challenges are facing WSN; the main challenges related to WSN implementation are energy conservation, low quality communication, and scalability. Self-organization can help in solving these problems or in the best case to minimize their drawbacks.
Having a quick look on old surveys can give a good image about the great developments that took place in this field. In 1986, T.G.Robertazzi [2] showed the new rising ad-hoc network technology. At that time they were interested in how to setup the connectivity between nodes, transmission scheduling, selforganization, etc… the concepts of traditional wireless networks were still in mind; using local hubs, backbone networks, gateway were thought to be part of the solution. Nowadays, it is totally different; Ad-hoc networking has its own concepts which proved to be practical and reliable. Although connectivity and transmission scheduling are still important issues, but it became the issue of their performance and reliability. Last but not least, more topics were introduced such as security, and QoS.
II. SELF-ORGANIZATION VS SELF-CONFIGURATION
Self-organization is not a man made concept. Kevin L. Mills [3] showed that it is a natural phenomena that exists in different natural systems. Most of the artificial self-organization techniques were inspired from the natural ones. For example, some anti virus programming concepts were derived from the natural immune system. Natural systems are full of self-organizing mechanisms and concepts that can solve different WSN issues.
The terms self-organization and self-configuration are used interchangeably in the WSN domain to express changes in the current network status to cope with certain environmental change or to enhance network's and/or node's performance [4] . The term self-organization is used more frequently. However, some contributions considered a difference between the two terms [5] to emphasize certain ideas, but there is still a need for a general definition to specifically specify the differences between the two terms. In this section we will try to highlight the differences and propose a clear definition for both of them, so that they can be used unambiguously.
According to Marriam-Webster dictionary [1] , "Organization" is derived from the verb "Organize". It has different meanings; those whom we may be interested in are as follows:
• To form into a coherent unity or functioning whole.
•
To set up an administrative structure.
To persuade to associate in an organization.
To arrange by systematic planning and united effort.
To arrange elements into a whole of interdependent parts From the above meanings we can deduce that the verb "Organize" means to arrange different independent entities into a single unity to cooperate together for performing a certain task. Applying the same meaning on the WSN domain, we can define self-organization as "the changes that the node does in its behaviour to cooperate with its neighbours in the network to perform a certain task or achieve a certain goal".
On the other hand, "Configure" was defined as "to set up for operation especially in a particular way" [1] . Applying the same meaning on WSN domain, we can define self-configuration as "the changes that the node makes in its parameters to perform certain task".
To sum up, we can say that a node may perform selfconfiguration actions to achieve self-organization that helps the node to have certain behaviour.
For example, if there is an environmental change that causes frames to collide frequently, then each node must be self-organized to overcome this problem in order to minimize power loses. To achieve this behaviour, the node starts to configure its MAC protocol to control the number of sent frames. In this case, we can say that self-configuration had lead to self-organization.
In other situations, self-organization can be achieved without self-configuration. If we considered the case when a node detects a weakness in the received signal due to moving in a certain direction, then it starts to change its direction to keep the signal. This happens without setting up any internal changes, so its behaviour (i.e. self-organization) was changed without any changes in its internal parameters (i.e. self-configuration). This assumption is greatly dependent on the level of abstraction when considering self-configuring parameters. In other words, do we consider changes in the values that cause alteration in direction as being changes in configuration or not.
III. SELF-ORGANIZATION ARCHITECTURAL REQUIREMENTS
In WSN domain the term self-organization is tightly coupled with routing protocols, so the term self-organizing may be confused with the term routing. Routing is the action of relaying data from one node to another through a communication path. Routing decision may be centralized or decentralised depending on the network architecture. Self-organization is the action of reorienting network nodes. This reorientation can be due to a change in location, hardware or software configuration to change the role that a node plays in the network. The decision of self-organizing is taken by the node itself according to the surrounding environment.
Self-organization is of great importance to manage and save the node's scarce resources. Power consumption can be greatly reduced when transmission range is efficiently managed. In addition, node's location can dramatically affect the choice of an efficient transmission range. Also, it has an influence on network traffic where it can reduce congestion in locations with high nodes density.
An important issue in WSN is that system requirements usually conflict with its physical limitations. A WSN is usually used for gathering and sending data. At the same time, WSN suffers from limited resources such as power source and hardware limitations [6] , and limited computational capabilities that needs specific application structure [7] . Further more, WSN are used in different applications ranging from civil [8] and environmental [9] applications to military [10] ones. This wide range of applications needs different system's architectural requirement. It is of a great importance to try to define a general basic architecture and try to find out its requirements. Different application's requirements can be added to this generic architecture to obtain the desired outcome. In this section, we are interested in showing general structural requirements for MAC, network, transport, and application layers that make them suitable for the WSN environment.
A. MAC Layer
According to the search done by Nait-Abdesselam [11] , it was stated that MAC protocols can be categorized into two groups, Time Division Multiplexing Access (TDMA), and Carrier Sense Multiple Access (CSMA). The former is basically a technique that allows nodes to share a communication media by synchronising them to share available time slots. Its scheduling nature helps to reduce power losses due collisions. However, there still exists the non ignorable synchronisation overhead. The later is dependent on an agreement between the sender and receiver to share the media instead of waiting for time slots. However, there are losses due to collision, idle listening, and overhearing.
Areas with high density of nodes suffer from congestion due to sharing of same communication medium. Further more, recent improvements in hardware raised the importance of finding appropriate MAC protocols. Ilker Demirkol [12] introduced a survey for different MAC protocols where critical WSN properties for the design of MAC protocols were highlighted. They were also investigated to show their points of weakness and strength. It was mentioned that communication patterns can be categorized into four patterns, broadcast, convergecast, local gossip, and multicast. The differences between these patterns were discussed. Different attributes of a good MAC protocol were proposed. These attributes include energy efficiency, scalability, and adaptability to network changes. In spite of their importance, other attributes can be considered as secondary attributes when compared with the main goals of a MAC protocol. These attributes can be latency, throughput, and bandwidth utilization.
B. Network layer
The way data are routed between nodes is of great importance. An efficient routing or placement algorithm can save a lot of lost energy. In a WSN environment, nodes are usually deployed randomly causing unintended node distribution. In such situation, it is usually impossible to establish a single hop communication link; this makes it very important to find out a way to transfer packets through multi-hop path(s) efficiently and accurately. This can minimize the energy lost due to packet losses, and sending packets in inappropriate or obsolete paths.
Most of the routing protocols -proposed for the wireless networks' domain-do not consider limited resources constrain that exists in WSN environment. In addition, traditional addressing scheme doesn't work well in such dynamic environment [13] . A well defined routing protocol can solve these issues, but it is impossible to have a single general design, so it is of great importance to identify different categories of protocols. AlKaraki [13] proposed a good categorization of WSN routing protocols through different points of view according to network structure, and protocol operation. According to the former view, they can be categorized as flat, hierarchical, and location based routing. According to the latter, they can be categorized as negotiation, multi-path, query, QoS, and coherent based routing. In addition, Yazeed Al-Obaisat [14] showed that protocols can also be categorized according to routing discovery; they can be divided into proactive, reactive and hybrid protocols.
Different surveys agreed on common network layer challenges [13] [14] [15] [16] . Node placement, sensors are deployed in either a deterministic or random way. In either case, the network must keep a link of communication between nodes. Energy saving, routing protocols must try to increase the network's life time by adopting an efficient algorithm to minimize energy required for routing. Scalability, node sensors are usually deployed in numerous numbers, the routing protocol must be able to handle extra nodes joining the network and preserve the required performance even if some nodes left the network (i.e. due to power depletion). Mobility, depending on the application, nodes can be either dynamic or static. These issues must be considered during the protocol design.
In addition, the role that the node plays in the network must be considered during the design. In a heterogeneous network environment specialized nodes can exist. A sensing node may be only able to communicate with a router node where there is no need to communicate with neighbouring sensing nodes. Router nodes can communicate with each other to relay data between different groups of sensing nodes. A sink node can be used to collect data sent by sensing nodes. On the other hand, a homogeneous network can exist where each node can play different roles; it can sense as well as route data.
C. Transport layer
On the other hand, transport protocols have their own attributes of interest. Chonggang Wang [17] submitted a survey on transport protocols for WSN. Challenges in using transport protocols in sensor environment such as energy-efficiency, quality of service, reliability, and congestion control were mentioned. These challenges (which are due to the especial characteristics of WSN) raises the need to design either new transport protocols or to adapt the existing ones because ordinary transport protocols such as UDP or TCP don't behave well in WSN [18] [19] . A guideline for transport protocol design was proposed [17] . This guideline discuses common performance metrics (i.e. reliability, QoS, and fairness), and required functions of transport protocols (i.e. congestion control, and loss recovery) with respect to WSN environment. Chonggang Wangl [18] presented different design issues for transport layer in WSN. In [17] and [18] different types of transport protocols dedicated for WSN were discussed.
WSN are not an isolated network; for certain applications it is necessary to be connected to other types of networks such as internet or a database. Most of these networks, if not all, are dependent on the TCP protocol. Unfortunately, TCP doesn't behave well in WSN. So, if this type of connection is really needed, then adapting the transport layer should be considered to be able to establish this type of connection. Chonggang Wangl [18] presented the disadvantages of using TCP and UDP, with respect to a WSN environment, which were originally designed for wired, or in the best cases for wireless networks. Mirko R. Kosanovic [19] proposed a solution to overcome this type of problems in order to connect WSN to other TCP networks.
D. Application layer
From the first sight, it seems that self-organization is only dependent on the lower communication layers. In fact, a WSN application layer can have a considerable impact on selforganization and node's performance. The basic software level is the Operating System (OS). It is the responsibility of the OS to manage the node's resources such as, memory, CPU, and communication capabilities. Requirements for such OS were introduced by Yao ming-hai [20] .
When the node's structure is too complex, the applications may need a solution to hide this complexity for easier development process. In this case, intermediate software is required to handle the situation; this type of software is called middleware. Middleware was presented in a survey by Miao-Miao Wang [21] , where different issues were discussed including a study for the topic to determine the challenges, the services required, and provide a reference model for determining the required functionalities and services. In addition, he showed the current work related to this topic, as well as proposing a way to organize the relations between the middleware features to give a better understanding for the issue.
Although different programming models were introduced for the networking domain, but programming for WSN applications needs extra attention due to the different constrains that exist in WSN environment. Ryo Sugihara [22] , introduced a comprehensive survey for representing the programming requirements, showing the challenges that arises due to limited resources, and introducing available programming models of WSN.
Another issue that shows the importance of application layer for self-organization is software update. When an environmental change occurs, such as the existence of new type of nodes, extra phenomena to be measured, and a change in the node's task; a software update may be vital for the node to cope with these changes. S.Brown [23] , introduced a survey for software update in WSN. It showed different issues such as the effect of update on performance, security, and energy saving, as well as known research categories for software update.
IV. SELF-ORGANIZING PROTOCOL FOR IN-FLIGHT ENTERTAINMENT SYSTEM
Nowadays, IFE systems can have an impact on choosing airlines and affect the passengers' satisfaction level. Its basic components are a Visual Display Unit (VDU) and a Personal Control Unit (PCU). PCUs are usually connected to the system through wires imposing some difficulties during the flight. On the contrary, wireless connections can solve these difficulties and achieve other benefits such as minimizing the weight, and facilitating the cabin's reconfiguration and maintenance.
Navda [24] had proposed using a steerable beam directional antenna approach to enhance the vehicular connection with surrounding wireless networks. He proved that switching between elements of an array antenna can give a better performance than using omni directional antenna. Such behavior is very important in environments where interference can be a real problem. Using omni directional antennas inside an air flight cabin can have strong effect on signal quality. Although some techniques like channel separation can solve the problem [25] , but using directional antenna can highly improve the wireless environment inside the cabin. Such hardware needs either a specialized or an adapted software since current software will not be able to fully utilize it.
We designed a protocol that helps the VDU and PCU devices in the In-Flight Entertainment (IFE) system to identify each other autonomously without any external intervention. This is very important when a failing device need to be changed during the flight where no technician is present. In other words, the failing device is detected and the new one joins the system without any pre-configuration.
The protocol has three phases, a configuration phase where each VDU identifies its own PCU, a normal operation phase where the VDU keep tracking its PCU, and a re-configuration phase when a failing device is replaced with a working one. The protocol provides the above layers with different services:
o Multiple PCUs awareness: It is able to detect multiple PCUs that may exist in the VDU's range and select the appropriate one. o ID assignment: The protocol should automatically assign a unique ID to both of the PCU and the VDU. o Failure reports: A failing VDU or PCU is detected and reported. o Self adaptation: a replaced device is able to join the network automatically. o PCU out of range: A PCU moved away of the VDU is identified The protocol is dependent on the location information provided by the directional antenna. A directional antenna can provide the angle and distance between a transmitter and a receiver. The correct PCU is expected to be on the right side of the VDU and at the shortest distance to it. Different situation can exist when multiple PCUs are detected by a single VDU (see Figure 1) . In these situations, the protocol chooses the correct PCU according to the criteria in Table 1 . Firstly the PCU with the least angle on the right side is selected, if more than one PCU have such angle, then the one with the shortest distance. If two or more PCUs satisfy the same conditions, then the VDU asks them to start a negotiation phase because it can't accurately determine the difference in location between them. The PCUs are able to detect their relative position to each other and determines which of them relates to the VDU. The result of the negotiation process is sent to the VDU and its PCU is coupled to it. The design and verification of the protocol took place in two steps. First, we used TAU[26] to verify the protocol's behavior by using UML structures and obtaining different timing diagrams that matches the expected behavior. Second, NS2 [27] simulations were performed to validate the protocol through different scenarios. No significant comparison can be made to previous work since the wireless cabin environment is still under investigation by different researches.
We created an NS2 module to represent the protocol. We proved the protocol's applicability through simulating the above scenarios, and we achieved different results that show its performance. Figure  2 shows the time taken for a VDU to normally detect its PCU. Figure 3 represents the situation when a VDU can't detect its PCU. Figure 4 shows the most time consuming operation, which takes place during negotiation between PCUs to elect one of them. The first part is the same as the start of a normal operation, but when the VDU fails to distinguish the location difference between two PCUs where one of them is probably the required one, it asks them to start negotiation and elect one of them. The most time consuming parts are the waiting periods (mentioned above), and the negotiation process between the PCUs. Finally, we can say that the protocol performs self-organization actions to organize the whole network by coupling each VDU with its corresponding PCU. Although the protocol doesn't perform an explicit self-configuration actions, but it asks the lower layer (i.e. Physical Layer) to configure its smart antenna elements to scan the surrounding area, and provide the protocol with the required data. This behavior shows the importance of cooperation between different layers to achieve self-organization.
V. CONCLUSION
Natural systems had proved to be good competent, more reliable, and fault tolerant. These pre-tested natural systems give confidence in acquiring good results when inspiring techniques derived from them. One of their most interesting features is selforganization.
Self-organization and self-configuration are two different terms which are usually used interchangeably. We thoroughly identified them so that they can be used more precisely in the context.
One of the current features of WSN is that solutions tend to be application dependent; leading to different design concepts and approaches. We believe that, although each network layer can have a sole effect on self-organization, a better performance can be achieved if the global view of all layers were considered, so we showed the role of each network layer to acquire self-organization in order to achieve better understanding as well as being able to evaluate different approaches. We introduced a protocol that can utilize the characteristics of directional antenna with the IFE system to avoid the inherited problems of using ordinary omni-directional antenna.
VI. FUTURE NEEDS
Ad-hoc networks and specifically WSN is a domain that faces many challenges, and can be used in numerous types of applications which are not completely revealed till now. One of them is time critical applications where time of data transfer is a great issue, and they need to be zero tolerant for data loss. This type of applications needs to be considered by researchers.
Moreover, some applications need certain level of fault tolerance and reliability. Current WSN designs are mainly concerned with connectivity and power saving without paying attention for reliability issues.
The aim of most WSN design is to achieve certain goal(s) depending on the required application. This way of design lacks a standard measure of performance. Determining general metrics for performance can be a new challenge for researchers.
Some traditional concepts such as distributed computing can attract the attention for usage in WSN environment. However, such concepts must be retailored to suit this domain
