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Shape analysisive methods has long been the norm in comparative and evolutionary studies of
morphology, but within the ﬁeld of experimental embryologymathematical descriptions of anatomical form are
seldom calculated, and morphological variation within treatment groups is rarely taken into account. Here we
argue that many of the analytical techniques that are commonly applied in other areas of morphological
research are also well suited for experimental studies of anatomical development. The application of these
methodologies shows promise for augmenting such endeavors by enhancing researchers' ability to detect
morphological patterns, account for developmental variation, and employ statistical methods. We review
selected studies of experimental morphogenesis that underscore the potential of quantitative methods to reveal
important aspects of anatomical development and growth. These examples demonstrate the beneﬁts of
quantifying ontogenetic data and accounting for developmental variation, and we suggest that the adoption of
such practices by researchers performing experimental studies of morphogenesis will enhance our
understanding of the processes by which genetic changes affect anatomical formation.
© 2008 Elsevier Inc. All rights reserved.IntroductionDevelopmental events are no different from other natural
occurrences, in that there is likely to be variation present in the
patterns observed (Kirkwood et al., 2005), and that quantifying this
variation will improve our ability to determine the processes that are
responsible for generating them. Most experimental studies of
morphogenesis produce qualitative descriptions of how anatomical
traits are affected by the disruption of speciﬁc genetic pathways.
Quantiﬁcation of phenotypes is rare, and the variation present among
the members of a treatment group is typically not calculated. In many
ways modern developmental biology retains a typological outlook,
and differences among the developmental mechanisms of conspeciﬁc
organisms has received little attention (Richardson et al., 1999). This
viewpoint persists even though experimental manipulations of
development frequently produce a range of phenotypic effects, and
there is often important variation among the individuals in control
groups as well. Even specimens from inbred, genetically identical
strains of model organisms raised under identical conditions can
express important levels of developmental variation (Jones and
German, 2005; Kirkwood et al., 2005; Parsons et al., 2008). Without
mathematical descriptions of morphology it may be difﬁcult to know
whether the range of phenotypes within a treatment group overlaps
the variation present within control groups, or to what degree. In
many cases it will therefore be difﬁcult to determine if ﬁne scale
phenotypic changes are the result of an experimentally inducedlbert@syr.edu (R.C. Albertson).
l rights reserved.alteration, or whether observed differences are simply developmental
noise (Reed et al., 2007). This scenario has restricted the focus of most
experimental studies of morphogenesis to treatments of large effect.
It is possible tomeasure the shape, size, and/or locational differences
of a range of traits including bones, organs, tissues, or even develop-
mental “ﬁelds” labeled by gene or protein expression (e.g. Eberhart et
al., 2008; Lam et al., 2005), and doing so permits analysis of the
variation expressed during development. The collection of this type of
data during experimental studies of morphogenesis can improve the
accuracy with which the genetic control of development is described
and understood, and the careful quantiﬁcation of ontogenetic data can
also help reduce the effects of experimental error (Crauk and Dostatni,
2005). The application of quantitative methods in experimental studies
of morphogenesis will be particularly important in investigations of the
subtle anatomical changes that occur after the embryonic stages of
development (Albertson and Yelick, 2007; Elizondo et al., 2005). While
most research into the control of morphogenesis has been restricted to
embryonic patterning (Albertson and Yelick, 2004), the growth and
remodeling of existing anatomical structures plays a vital role in
determining adult form. Characterizing the effects of genetic manipula-
tions on anatomical remodeling will require an ability to distinguish
morphological changes from normal developmental variation, and
these types of investigations will be facilitated by the application of
quantitative techniques. Slight changes in anatomical development are
also likely to have played key roles in many speciation events, and the
quantitative analyses necessary for detecting these shifts are likely to be
of great utility during evo–devo studies as well. We list examples of
quantitative methods that may be of use to developmental biologists in
Table 1.
Table 1
Partial list of quantitative methods that may be used in experimental genetic studies of
morphogenesis
Methods Short description Example of
utilization
Data reduction methods (used to simplify complex datasets)
Canonical correlation
analysis
Can be used to determine patterns
of relationship between the variables
in two multidimensional datasets.
These patterns may help identify
causal relationships.
Rohlf and
Corti (2000)
Canonical variates
analysis
Describes differences between groups
of variables in relatively few
dimensions. Can be used to plot the
shape distributions of different
treatment groups. It assumes that the
within-group variance-covariance
structure is similar among all treatment
groups.
Myers (2007)
Factor analysis Determines a number of “factors” that
explain a large portion of the variation
and covariation among a large set of
variables. The number of factors is
smaller than the number of original
variables. Can be used to identify
biological causes for correlations
between variables.
Mitteroecker
and
Bookstein
(2008)
Partial least squares
analysis
A method for assessing relationships
among two or more sets of variables
collected from the same subjects. It
calculates a smaller number of new
variables that describe the covariation
between the different groups of data.
Bastir et al.
(2008)
Principal components
analysis
Reduces a set of variables by searching
for correlations among the data and
calculating a new set of variables that
explain these correlation patterns. A
very common technique in
morphometric analyses.
Leal and de
Sant-Anna
(2006)
Tests appropriate for developmental series
Logistic regression
analysis
Predicts the probability of the occurrence
of an event. Predictor variables may be
numerical or categorical.
Elizondo
et al. (2006)
Reduced major axis
regression (RMA)
Fits a regression line when there is no
clear choice of which variable is the
dependent one. Useful when searching
for allometric relationships.
Clarke (1980)
Wilcoxon test A non-parametric test for the case of
two related samples or repeated
measurements on a single sample. Can
be used to determine if there are
differences between samples collected
over time from different treatment
groups.
Elizondo
et al. (2006)
Grouping methods
Cluster analysis Partitions data into a series of subsets
based on shared similarities. It can be
used to determine the degree of
similarity among different treatment
groups.
Panchetti
et al.
(2008)
Discriminant analysis Assigns unclassiﬁed specimens to a
priori-deﬁned groups based on patterns
within a dataset.
Shao et al.
(2007)
Multiple discriminant
analysis
Discriminant analysis involving
three or more a priori-deﬁned
groups.
De Grave and
Diaz (2001)
Morphometrics
Finite element scaling
(a Geometric
morphometric
technique)
Similar in many ways to thin-plate
spline analyses. This is a coordinate,
landmark-based method that models
shape differences by calculating the
degree of strain that would be necessary
to deform specimens in order to make
them identical.
Corner and
Shea (1995)
Table 1 (continued)
Methods Short description Example of
utilization
Fourier analysis This is an “outline based” shape analysis.
Anatomical landmarks are not needed.
The shape of an outline is decomposed
into a set of weighted sine and cosine
functions, and the functions used for
particular outline shapes, or sets of shapes
(e.g. those in a treatment group) may be
compare in order to determine the degree
of shape difference between groups.
Elliptic Fourier analysis is a common
variant.
Scholz and
Hartman
(2007)
Euclidean distance matrix A statistical method for testing
hypotheses of shape difference. It uses
anatomical landmarks, speciﬁcally, the
distances between all landmarks in each
specimen within a treatment group, in
order to determine if the shapes of groups
of specimens are signiﬁcantly different.
Lele and
Richtsmeier
(1991)
Geometric morphometrics A collection of approaches for the
multivariate statistical analysis of
Cartesian coordinate (x, y) data. These
methods permit the absolute removal of
size effects from analyses of shape
differences.
Zelditch et al.,
(2004)
Partial warps (a Geometric
morphometric technique)
Projecting the landmark conﬁgurations
of all specimens onto principal warps
(see below) results in partial warps
scores that describe the proportion of
the total possible shape variation that is
actually present within the data. The
partial warps scores of specimens from
different treatment groups can be
subjected to statistical tests in order to
determine if their shapes are signiﬁcantly
different.
Stayton
(2005)
Principal warps analyses (a
Geometric morphometric
technique)
Calculates all possible directions of shape
change for a reference form (e.g. the mean.
shape of a group of specimens). It
constitutes a stage of relative warps
analyses.
Birch (1997)
Least squares procrustes
superimposition
(a Geometric morphometric
technique)
A transformation of coordinate shape
data that retains the original
conﬁgurations (does not distort the
shape data) while removing differences
due to rotation or size.
Mitteroecker
and
Bookstein
(2008)
Relative warps (a Geometric
morphometric technique)
Principal components calculated from
partial warps scores (see qpartial warpsq
above). Relative warps are axes that
describe the shape variation present in a
dataset.
Stayton
(2005)
Resistant-ﬁt
superimposition (a
Geometric morphometric
technique)
Superimposition methods that use
median- and repeated-median-based
estimates of ﬁtting parameters rather
than least squares. This method of
superimposition is less sensitive to the
presence of outliers in the dataset than
are standard, least squares,
superimposition methods.
Walker
(1997)
Thin-plate spline (a
Geometric morphometric
technique)
Determines the degree of shape
difference between objects by calculating
the degree of “energy” need to alter one
shape to another while the deformation
is constrained at a set of deﬁned points.
Harmon
(2007)
Traditional morphometrics Shape analyses that use measurements
of distance (e.g. length) and/or angles.
Traditional morphometric measures may
be calculated from coordinate datasets,
but the reverse is not possible. These
methods are less sensitive to positional
differences among the elements of
complex specimens (e.g. degree of jaw
opening in shape analyses of skulls) than
are geometric morphometric techniques,
but they do not permit the absolute
removal of size effects.
Wainwright
et al. (2004)
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Table 1 (continued)
Methods Short description Example of
utilization
Standard statistical methods
Analysis of covariance
(ANCOVA)
A general linear model with one
continuous explanatory variable and
one ormore independent variables. Can be
used to determine if different treatment
groups exhibit signiﬁcant differences
in their relationships between particular
shape and/or size variables.
Corner and
Shea (1995)
Analysis of variance
(ANOVA)
Method for partitioning the observed
variance into categories. Can be used to
test for signiﬁcant differences in shape
distributions by comparing such variables
as relative warp scores or principal
component scores.
Albertson
and Yelick
(2007)
Goodall's F-test Compares the difference in the means of
two samples to the variation within the
samples. Can be used to compare
differences in mean shapes.
Parsons et al.
(2008)
Multiple variant analysis of
variance (MANOVA)
An analysis of variance of two or more
dependent variables considered
simultaneously. Identiﬁes interactions
among independent variables.
Garnier et al.
(2005)
Non-parametric statistical
methods (a broad
description ofmany types of
analyses)
Methods that do not rely upon the
assumption that there are
“bell-shaped” distributions in the data
(i.e., there is no assumption that the data
are normally distributed).
Corner and
Shea (1995)
Parametric statistical
methods (a broad
description ofmany types of
analyses)
Methods that assume that there
are “bell-shaped” distributions
in the data (i.e., the data are normally
distributed).
Albertson
and Yelick
(2007)
Regression analysis A method for predicting one variable from
another. Determines the degree of
relationship between two variables.
Ruﬁno et al.
(2006)
(Broader discussions of many of these methods can be found in Sokal and Rohlf (1995)
and Zar (1996), while analytical descriptions and software are available at the
morphometrics website of SUNY Stony Brook: http://life.bio.sunysb.edu/morph/).
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analyticalmethods have enhanced experimental studies ofmorphogen-
esis. We have selected most of our examples from those areas of
investigation with which we are most familiar, namely craniofacial
development, but the concepts and principals apply equally well to
other experimental systems. This review is also not exhaustive in the
sense thatwe donot cover all of theways inwhich quantitativemethods
can and have been brought into the fold of developmental biology. For
example, the considerable bodies of work that focus on the mathema-
tical modeling of developmental systems (e.g. Caicedo-Carvajal and
Shinbrot, 2008; Jernvall, 2000; Turning, 1952), and the quantiﬁcation of
wild-type growth and form (e.g. Fink and Zelditch, 1996; Hallgrimsson
et al., 2004;Willmore et al., 2006; Zelditch and Fink,1996; Zelditch et al.,
2004a; Zelditch et al., 2004b; Zelditch et al., 2006; Zelditch et al., 2000)
are outside the scope of this review. Instead we focus on experimental
studies ofmorphogenesis, and argue for the incorporation of population
thinking and quantitative methodologies into this ﬁeld of study.
It is important to note that we do not seek to supplant the ap-
plication of traditional developmental methods. Qualitative techni-
ques are necessary for describing the changes induced by
experimental treatments of large effect that are not amenable to
quantiﬁcation (e.g., presence/absence). Likewise, typological thinking,
as part of a reductionist approach, allows for the investigation of a
speciﬁc part of a larger problem, and this paradigm has led to a deep
understanding of the regulation of organismal development. The
primary hypothesis of this review is that quantitative methodologies
can be used to compliment traditional approaches by promoting the
analysis of more subtle genetic effects acting over a broader window
of development, and that these insights will lead to a more com-
prehensive understanding of morphogenesis.Quantifying the effects of genetic treatments on morphogenesis
Morphometrics in quantitative studies of morphogenesis
Experimental studies of morphogenesis can beneﬁt from the large
array of powerful morphometric techniques that can be used to
quantify shape descriptions and calculatemorphological variation. The
data acquired from such analyses can be examined using both
parametric and non-parametric statistical methods, which permits
the application of a wide range of mathematical techniques to the
interpretation of developmental data. Shape analyses are standard
tools in most areas of morphological research, and their implementa-
tion within the ﬁelds of comparative morphology and evolutionary
genetics has produced a wealth of information about the genetic basis
and evolution of anatomical form (e.g. Albertson et al., 2003a;
Albertson et al., 2003b; Albertson et al., 2005; Cheverud et al., 2004;
Cheverud et al.,1996; Cheverud et al.,1997; Ehrich et al., 2003; Kimmel
et al., 2005; Klingenberg et al., 2004; Klingenberg et al., 2001; Kren et
al.,1996; Leamyet al.,1997; Leamyet al., 2002; Perez-Perez et al., 2002;
Wolf et al., 2005; Wolf et al., 2006; Workman et al., 2002). Shapes can
be analyzed using direct measurements, the Cartesian coordinate
locations of anatomical landmarks (geometric morphometrics), or the
outlines of structures of interest (e.g. elliptical Fourier analysis), and
numerous software applications are available for collecting and
analyzing data from either 2 or 3 dimensions (see http://life.bio.
sunysb.edu/morph/). In the following section we discuss examples in
which shape analyses have been used to measure and describe
mutational effects on anatomical growth and formation, andwhere the
application of these techniques has augmented pattern perception and
hypothesis testing.
Corner and Shea (1995) used ﬁnite element scaling analysis (a
coordinate based approach) to examine differences in mandible shape
between giant transgenic rat growth hormone (MT-rGH) mice and
their genetically normal litter mates. They described the regions
surrounding each of eighteen homologous anatomical landmarks in
terms of their relative size and shape, used analysis of covariance
(ANCOVA) to compare the slopes and intercepts of thirty-six bivariate
relationships within their data, replicated this examination by
employing a separate technique to examine these relationships (the
reduced major axis line ﬁtting method), and employed principal
components analyses (PCA) to search for divergent growth trajec-
tories. The inspection of bivariate scatterplots and PCA score plots
allowed for visualization of the morphological patterns exhibited by
the two groups, and permitted the determination of whether or not
the distributions of their data violated the assumptions of particular
statistical tests. Based on these patterns, they used a non-parametric
test (bootstrapping) to compare the mandibles of adult transgenic
mice and adult normal mice since these shape data violated
parametric assumptions. Corner and Shea determined that signiﬁcant
differences between the shapes of transgeneic and normal mouse
mandibles were due to different ontogenetic scaling, supporting a
generalized role for rGH (rat growth hormone) in affecting the overall
shape of themandible, as opposed to targeting speciﬁc regions such as
the alveolus or ascending ramus. This study is a ﬁne illustration of how
the quantiﬁcation of form can be used to rigorously examine dev-
elopmental data. The use of morphometric methods allowed re-
searchers to meticulously explore the nature of an experimental
treatment on skeletal morphogenesis, visualize patterns of shape
differences between treatment and control groups, and test their null
hypotheses of no morphological or developmental differences using
both parametric and non-parametric statistical methods.
In another paper that made strong use of multiple quantitative
methods, Parsons et al. (2008) used a series of sophisticated and
technologically advanced techniques to study the etiology of cleft
lip and palate (CL/P) in A/WySn mice, which possess a mutation in
Wnt9. These mice are a genetically homogenous, inbred strain, yet
Fig. 1. Craniofacial shape changes induced by the dob/fgf20a mutation in zebraﬁsh. (A)
Illustration of the dorsal view of the zebraﬁsh skull. Abbreviations: f, frontal; lj, lower jaw; op,
opercle; p, parietal; so, supraorbital; soc, supraoccipital; uj, upper jaw. (B) Wt specimen
photographed in the dorsal view with the anatomical landmarks used for morphometric
analysis (black circles). Landmarks were chosen to describe the anterior margin of the lower
jaw; the anterior and posterior points on themidline of the upper jaw; and the outlines of the
frontal and parietal bones. (C) Score plot generated by a relative warp (RW) analysis of the
coordinate locations of dorsal anatomical landmarks on the skulls ofdobmutant zebraﬁsh and
their wild-type (wt) siblings. RW1 and RW2 describe 27.48% and 15.57% of the total shape
variation, respectively.● =dob specimens.★ = centroid ofdob polygon.○ =wt specimens.□ =
centroid of wt polygon. (D) A vector plot that displays the shape variation described by RW 1.
dob and wt specimens do not differ along this axis (i.e. developmental noise). Arrows indicate
the direction andmagnitude of the positional shifts that each landmarkwould undergo as the
RW1 score of a specimen increases (left to right). (E) A vector plot that displays the shape
changes described by RW2 (i.e. the effects of the dobmutation). Relative towt specimens, dob
zebraﬁsh exhibit a shortened upper jaw andmidface (green vectors), shortened frontal region
of the skull (blue and red vectors), and expanded parietal region (red vector). The shape
changes described by RW2 are very different from those described by RW1.
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environment. In order to study the nature and development of CL/P,
the authors examined the craniofacial morphology of embryonic
(10.5–11.5days post-fertilization) and adult mice from the A/WySn
strain, and compared them to mice from the C57BL/6J strain (which
has normal skull development). They also examined F1 hybrid
embryos from reciprocal crosses between these two strains. The
authors used sample sizes that were sufﬁcient to detect variation,
and collected three-dimensional shape data from images generated
by micro-computed tomography scanning. They used one morpho-
metric technique to standardize their data, and then analyzed the
transformed data using both parametric (Goodall's F-test) and non-
parametric (permutation) analyses. Three additional morphometric
methods were then used to compare patterns of morphological
shape variation among embryos: PCA; canonical variate analysis;
and a novel, semi-automated, high-throughput computerized
technique.
They determined that there were statistically signiﬁcant mean
shape differences between the two groups of adult skulls (Goodall's F-
test), but that the shape variances of these groups were not
signiﬁcantly different (permutation). Embryos from A/WySn, C57BL/
6J and F1 mice also showed signiﬁcant shape differences, and A/WySn
embryos displayed the most shape variation, while F1 embryos dis-
played the least. F1 hybrid embryos from reciprocal crosses did not
differ in shape or variation, suggesting little contribution of maternal
effects. All three morphometric analyses of embryonic shape sup-
ported the conclusion that the maxillary prominence is relatively
reduced in size in A/WySn mice, and that its formation appears to be
developmentally delayed. They suggest that this reduction in mid-
facial growth may push A/WySn mice closer, on average, to the
threshold for CL/P formation, and that the elevated, embryonic shape
variation can explain why some, but not all, of these mice exhibit
clefting (Parsons et al., 2008). These ﬁndings support the hypothesis
that increased developmental variance may play a causal role in some
dysmorphologies (Parsons et al., 2008). This study not only made an
important contribution to our understanding of the etiology of CL/P,
but also demonstrated how developmental variation itself can have
important morphogenic consequences.
Albertson and Yelick (2007) used morphometrics to study the
phenotypic consequences of the acerebellar (ace/fgf8) mutation on
skeletal development and remodeling in the zebraﬁsh. Since homo-
zygous recessive mutants die soon after the embryonic period of
development, they examined the relatively subtle differences in
craniofacial shape between adult ace/fgf8 heterozygote animals (+/−)
and their wild-type siblings (+/+) using a geometric morphometric
approach (Albertson and Yelick, 2007). Signiﬁcant differences in
anatomical shape were localized to the opercle, jaws and anterior
skull, andwere consistent with altered patterns of bonemetabolism in
ace/fgf8 heterozygotes, and with normal patterns of fgf8 mRNA
expression in wild-type specimens. These data revealed a role for
fgf8 as a negative regulator of bone formation and remodeling in the
zebraﬁsh.
A more recent study examined the inﬂuence of fgf20a on zebraﬁsh
skull formation (Cooper et al., unpublished results). Using morpho-
metric methods similar to those employed by Albertson and Yelick
(2007), the authors were able to separate mutational effects from
developmental noise, and demonstrate important new roles for fgf20a
during skull development (Fig. 1). A relative warp (RW) analysis was
used to decompose the total shape variation present in a set of
anatomical landmark data into a series of orthologous descriptors of
shape (RWaxes), and the locations of individual specimens on these RW
axes (their RW scores) were used to describe their shape differences. In
this study RW1 (the largest independent component of the total shape
variation) was shown to describe shape variation that was common to
both treatment groups (i.e. developmental noise; Fig. 1). Analysis of
variance (ANOVA) indicated that dob/fgf20amutant (−/−) ﬁsh and theirwild-type (+/+) siblings did not have signiﬁcantly different RW1 scores,
but that they did have signiﬁcantly different RW2 (the second largest
independent component of the total shape variation) scores. The shape
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logical effects of the dob/fgf20a mutation (Fig. 1), namely an expansion
of the parietal region of the skull and concomitant contraction of the
midface and frontal regions (the upper jaw and the area of the skull that
is immediately posterior to it). By using morphometrics to decompose
the total shape variation into independent shape descriptors, it was
possible to identify a mutational change in skull shape that might
otherwise have beenmasked by a relatively large degree of normal skull
shape variation. The morphological effects of the dob/fgf20a mutation
exhibit a striking resemblance to human patients with speciﬁc
syndromic forms of craniosynostosis (e.g., Pfeiffer syndrome), and
thus provide a new developmental model for studying the pathophy-
siology of these disorders.
While the skeleton provides a tractable (and traditional) system for
the quantiﬁcation of anatomical form, the concept is easily applied to
other developmental systems. Gastrulation in frog embryos, for
example, involves the coordination of a series of complex tissue
behaviors including convergent extension, blastopore closure, and
archenteron formation. To better understand the interaction among
these morphogenic processes, Ewald et al. (2004) used a combination
of sophisticated bioimaging techniques, morphometric measures, and
statistical analyses to examine how they are coordinated in wild-type
and experimentally manipulated embryos. This study provides an
excellent example of how anatomical quantiﬁcation can be applied to
non-skeletal tissues during early development. Both anatomical
landmarks and gene expression domains were used to quantify the
size, shape and orientation of embryonic ﬁelds throughout gastrula-
tion, and three-dimensional approximations of external measures
were obtained by reprojecting the 2D area onto the estimated 3D
surface of the spherical embryo (Fig. 2). The surface area of the
blastopore was used to assess blastopore closure, the length/width
ratio of Xnot mRNA expression in the marginal zone was used to
measure convergent extension, and both the length and surface area
of the archenteron at the mid-sagittal plane were used to assess
archenteron formation.Fig. 2. Metrics for quantifying Xenopus gastrulation. (A) Blastopore closure: ratio of the
blastoporal surface area (bp, yellow outline) to the surface are of the vegetal hemisphere
(green outline) of the embryo. (B) Convergent extension: length-to-width ration of the
Xnot domain (red outline). (C) Archenteron inﬂation: area of the archenteron (arch) at
the mid-sagittal plane (inner blue outline) divided by the area of the embryo at that
plane (outer blue outline). (D) Spherical approximation to the embryonic surface
visualized by reprojecting the 2D image in 3D. Lines in panels B and D indicate the dorsal
midline. [Adapted from Ewald et al., 2004. Images generously provided by the authors.]By quantifying discrete cellular events during gastrulation in
embryos lacking the Xenopus ortholog of dishevelled (Xdsh), Ewald et
al. (2004) were also able to assess the roles of this gene during
amphibian gastrulation. Time-lapse analysis revealed coordination
between convergent extension and blastopore closure in wild-type
embryos, while both events failed to occur in embryos lacking Xdsh.
Interestingly, internalization of the mesendoderm proceeded normally
in Xdsh deﬁcient embryos, suggesting that this event is independent of
both convergent extension and blastopore closure. In both wild-type
andXdshdeﬁcient embryos, archenteron area also varied independently
of length, and late stage archenteron elongation was shown to occur in
the absence of Xdsh signaling. This work revealed a surprising degree of
independence between events that deﬁne gastrulation, and this
decoupling may provide greater ﬂexibility during evolutionary change,
which could provide an explanation for the diverse patterns of
gastrulation that exist among amphibian species (Ewald et al., 2004).
Quantiﬁcation and variation in non-morphometric studies of
morphogenesis and pattern formation
Shape analyses are powerful analytical tools, but obviously they
represent only one set of a range of methods that can be used to
generate and analyze quantitative data when performing morpho-
genic research. Awide array of analytical techniquesmay be applied to
the quantiﬁcation of such phenomena as shifts in developmental
timing, differences in levels of gene expression, and alterations in
cellular migration, to name but a few ontogenetic changes that can
effect morphogenesis. In the following section we discuss studies that
attained useful insight into the genetic control of anatomical
formation by employing such approaches.
A variety of chemical assays can be used to determine the location
and intensity of particular biochemical activities, and it is possible to
quantify patterns and levels of activity by using imaging software to
calculate the distribution and concentration of visual markers.
Albertson and Yelick (2007) used assays for tartrate-resistant acid
phosphatase (TRAP) and alkaline phosphatase (AP) to label the
activities of osteoclast and osteoblast cells, respectively. By employing
a pixel density analysis, they were able to obtain a comparative
measure of the presence of these cells in jaw tissues, and then apply a
one-way ANOVA to compare levels of bone remodeling (as identiﬁed
by TRAP and AP labeling) between zebraﬁsh that were heterozygous
for the ace/fgf8 mutation and their wild-type siblings. Areas of
increased remodeling in heterozygotes were consistent with skeletal
regions that exhibited irregular and ectopic bones, suggesting that fgf8
functions as a negative regulator of bone turnover in zebraﬁsh.
Pixel density analysis was also used by Eberhart et al. (2008) to
investigate the function of the microRNA Mirn140 in modulating
platelet-derived growth factor (Pdgf) signaling during zebraﬁsh palate
formation. After determining that a range of vertebrate species
possess a binding site for Mirn140in the 3′ UTR of pdgfra, they sought
to ascertain whether this microRNA negatively regulated Pdgfa pro-
duction via binding to this region. They ﬁrst fused the green ﬂuo-
rescent protein gene (GFP) to the 3′ end of zebraﬁsh pdgfa (GFP-
pdgfra), and then compared ﬂuorescence levels among 4 treatment
groups of 27h post-fertilization embryos: a control group, embryos
injected with non-functional Mirn140, embryos injected with func-
tional Mirn140 (artiﬁcially elevated levels of Mirn140), and embryos
where Mirn140 production was knocked down by the injection of
mirn140 morpholino oligonucleotides. They were able to measure
the number of green pixels per embryo among all treatment groups,
and a one-way ANOVA was then used to test for differences in
ﬂuorescence levels. Controls and those embryos that were injected
with non-functional Mirn140 showed similar levels of ﬂuorescence,
which were signiﬁcantly higher than the ﬂuorescence measured in
embryos injected with extra Mirn140, while those embryos in which
Mirn140 had been knocked down exhibited ﬂuorescence levels that
Fig. 3. The effect of Mirn140 on Pdgfra levels in 27hpf zebraﬁsh embryos as determined
by the level of GFP luminosity. (A) Fluorescence in embryos injected with GFP-pdgfra.
(B) Fluorescence in embryos injected with GFP-pdgfra plus a mis-matched (mm)
Mirn140 duplex (i.e. a non-functional, control miRNA). (C) Fluorescence in embryos
injected with GFP-pdgfra plus Mirn140. (D) Fluorescence in embryos injected with GFP-
pdgfra and a morpholino (MO) that knocked down Mirn140 production. (E) Pixel
density analysis of GFP ﬂuorescence for panels A–D; error bars = std. dev. [Adapted from
Eberhart et al., 2008. Images generously provided by the authors.]
Fig. 4. Dorsal–ventral melanophore movements during pigment pattern metamorphosis.
Net changes were calculated by subtracting the starting position from the ﬁnal position for
each melanophore (negative changes = dorsal movements, positive changes = ventral
movements). Cells that contribute to dorsal, scale melanophores are labeled (S). Green
ellipses are drawn around cells that give rise to the primary dorsal adult melanophore
stripe (1D), the primary adult ventral stripe (1V) and the secondary stripe (2V). Green bars
indicate the dorsal–ventral position of each melanophore stripe. In wild-type larvae
(upper plot), cells moved either dorsally or ventrally to join developing adult stripes.
In puma mutants (lower plot), there were far fewer melanophore cell births (F = 62.3,
p b 0.0001), and cell movement was greatly reduced. The slope (red line) drawn
through puma dorsal cells is considerably less than that in wild-type zebraﬁsh,
reﬂecting the reduced net movements of puma mutant melanophores as compared
with wild-type melanophores. [Adapted from Parichy and Turner, 2003. Images
generously provided by the authors.]
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(Fig. 3). This experiment was an important component of a larger
study that determined that mirn140 and pdgfra appear to be part of a
conserved signaling pathway that functions during the formation of
the palate, and that defects within these genes are potential causes of
cleft palate in humans and other vertebrates.
Quantitative methods have also made important contributions to
the study of pattern formation in developmental systems. In a recent
study that quantiﬁed heterochronic changes in skeletal formation,
Elizondo et al. (2005) compared zebraﬁsh that possessed the nutriaj124e2
mutation to their wild-type siblings. This mutant was identiﬁed in an
ENU mutagenesis screen for post-embryonic phenotypes, and mapped
to the melastatin-type transient receptor potential (TRPM) channel
gene, trpm-7. During embryonic and early larval development, nu-
triaj124e2 mutants were similar in size and general appearance to their
wild-type siblings, but as adults they exhibited severe growth re-
tardation, skewed body proportions, and a range of skeletal defects
(Elizondo et al., 2005). Of particular interest was the altered sequence
and timing of skeletal ossiﬁcation in nutriaj124e2 mutants. In an elegant
statistical analysis, using a combination Wilcoxon test and logisticregression analysis, the authors showed that nutriaj124e2 mutants ex-
hibited signiﬁcantly accelerated rates of endochondral ossiﬁcation, and
correspondingly delayed rates of intramembranous ossiﬁcation. These
data posit a complex relationship between endochondral and intra-
membranous bone formation, and reveal a vital role for trpm-7 in the
regulation of post-embryonic skeletogenesis.
Finally, to understand the mechanisms that underlie adult color
pattern formation, Parichy and Turner (2003) examined the remodel-
ing of pigment cells during metamorphosis in zebraﬁsh. Early
zebraﬁsh pigment patterns arise within the ﬁrst few days of
development and remain relatively unchanged for 2weeks. Beginning
at approximately 14days post-fertilization, pigment pattern meta-
morphosis begins, and the remodeling of this pattern continues well
into adult stages (Parichy and Turner, 2003). Important issues related
to this process include the origin of adult pigment cells and the fate of
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mutagenesis screen for post-embryonic defects, and was used as a
model to study adult pigment patterning because mutants possess
normal larval pigmentation, but exhibit irregular adult color patterns,
suggesting that the defect arises during metamorphosis (Parichy and
Turner, 2003). To test this hypothesis, investigators used time-lapse
analysis and statistical methods to assay pigment cell behavior and
number in wild-type and puma zebraﬁsh. A nested analytical design
was used wherein individual effects and interactions were nested
within genotype, which allowed for individual variation to be
controlled, and mutational (genotype) effects to be more accurately
described. Their results showed that the unique color pattern of puma
mutants develops as a result of disrupted pigmentation metamor-
phosis. Relative to wild-type zebraﬁsh, puma mutants possessed
fewer metamorphic pigment cells, a reduction in the net cell move-
ment of metamorphic pigment cells, and a greater number of larval
pigment cells that survived to adult stages. These distinct cellular
defects produce the broken, ectopic striping pattern that is character-
istic of puma mutants (Fig. 4; Parichy and Turner, 2003).
Conclusions
An underlying theme of this prospectus is that variation is pervasive
among living organisms, and that there is no single phenotype for any
trait or lineage. Even specimens from themost inbred laboratory strains
do not strictly conform to a platonic ideal. The concept of a “type
specimen” or “wild-type” is itself misleading, since it implies that there
is only one set of invariable characters that describes a species or lineage
(Mayr, 1996). Neither is it true that an experimental, genetic treatment
will produce a strictly invariant effect. We have reviewed selected
examples of how the consideration of developmental variation and the
application of statistical methods to the measurement of this variation
can inform experimental studies of morphogenesis. Such approaches
have been successfully applied to the examination of disparate traits
and processes, including skeletal morphogenesis, gastrulation, bone
remodeling, gene expression, and pigmentation patterning. In each
study the consideration of variance in form and/or treatment effect, and
the application of analytical methods to the measurement and
description of this variation, resulted in a deeper understanding of the
processes under investigation.
The beneﬁts of quantiﬁcation in terms of statistical hypothesis
testing and the reduction of experimental error are clear, but perhaps
the greatest advantage to be gained from performing quantitative
analyses is an increased ability to perceive and describe cryptic
patterns within one's data. Methods such as geometric morpho-
metrics are particularly well suited for this task, and also confer
considerable advantages when studying genetic changes of small
effect (Albertson and Yelick, 2007), and when examining mutational
effects over extended periods of development (e.g. Parsons et al.,
2008). Morphometric analyses are also excellent exploratory techni-
ques, ideal for assaying known mutants, or screening undescribed
panels where differences between treatment and control groups do
not have to be determined a priori. Under the current developmental
genetic paradigm, putative mutants are typically screened at early
stages of development in order to detect phenotypic changes of large
effect, and this strategy has produced a wealth of data pertaining to
the regulation of early patterning mechanisms. Unfortunately,
pleiotropic effects associated with these types of mutations often
cause severe defects early in development, precluding analyses at later
developmental stages. A standard way around this problem is to
produce conditional alleles (e.g., temperature-sensitive, heatshock-
inducible, cre-lox, etc.), which circumvents the early requirements for
important developmental genes, allowing for the examination of later
phenotypes. An alternate, relatively low-cost, method would be the
careful quantiﬁcation of heterozygous phenotypes. We suggest that
subtle phenotypes are likely to be present in heterozygous animals formany mutant loci (e.g., Albertson and Yelick, 2007), but have been
overlooked due to insufﬁcient analyses. The examination and quan-
tiﬁcation of heterozygous phenotypes could reveal novel, later func-
tions of genes that would, in turn, justify themore costly production of
conditional alleles.
Remodeling of the organism, as opposed to basic pattern for-
mation, is an extremely important part of ontogeny, and one that
persists well past embryonic stages; it is also a process that we know
very little about. An important challenge for development biologists in
the coming decades will be to extend the current developmental
genetic paradigm beyond mutations of large effect acting early in
embryonic development. The experimental studies reviewed above
illustrate how quantitative methodologies can be employed to this
end, and these insights will provide a more expansive understanding
of how the genotype–phenotype map develops and evolves.
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