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These concerns are reflected in policymaking. Federal legislation and regulation of toxic substances specifically include behavior, including schedule-controlled operant behavior, as a regulatory endpoint (Tilson, 1990) . The inclusion of nervous system damage in general, and its behavioral manifestations in particular, represents a sea change in public concern over unintended exposure to chemicals. Where cancer has been (and still is) a significant concern, the recognition that adverse behavioral effects follow certain types of chemical exposure is increasing. These effects carry over into a large number of domains. Environmental contaminants, even at very low exposure levels, contribute to disorders across the life span, including developmental disabilities and the hastening of age-related impairments. Behavioral scientists' understanding of how this happens not only has public policy implications but can also inform them about the behavior and neurobiology surrounding these disorders.
What is Neurotoxicology, aNd Why Behavioral toxicology?
The term environmental neurotoxicity refers broadly to adverse neural responses to exposures to all external, extragenetic factors [including] occupational exposures, lifestyle factors, and exposures to pharmaceuticals, foods, and radiation. . . . It does not [italics added] refer merely to the toxic effects of chemicals that are present in the environments of air, water, and soil. (National Research Council, 1992, p. 9) Although it is true that much of the work done under the term neurotoxicology concerns chemical exposure, this definition noted that it need not be limited to chemicals. Other events with behavioral
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consequences could fall under this definition, including closed head injuries, significant stressors or other traumas, or drug exposures. Behavioral scientists' knowledge of how to examine environmental neurotoxicants could certainly be applied usefully in these other areas.
Why behavioral toxicology? Just as "nothing in the nervous system makes sense except in light of behavior" (Shepard, 1994, p. 9) , one can argue that nothing in neurotoxicology matters until behavioral consequences occur. Tiny changes in the processes of neurotransmission or the course of development do not raise concern until they are manifested in behavior. The important role played by behavior is seen not only in neurotoxicology but also in the neurosciences. Psychology, including the study of behavior, has been listed as one of the pillars of neuroscience, along with anatomy, physiology, pharmacology, and embryology (Kandel, 1991) .
Behavioral toxicology, then, is the study of the behavioral expression of neurotoxic events. The core assumptions are that behavior is orderly and can be brought into the laboratory for study and that what occurs in the laboratory corresponds to what is seen in people. Insofar as neurotoxic effects become important when seen in behavior, behavior can be viewed as the way to answer the so-what questions that are inevitably posed about subtle changes reported by other disciplines.
The presence of psychological, neural, and public health sciences is part of what makes neurotoxicology so interesting. This area exemplifies an arena in which behavior analysis participates in an interdisciplinary attempt to understand the many determinants of behavior. Clues about neural and behavioral mechanisms of action derive from observations that, for example, a compound results in perseveration in behavior, disrupts dopamine in selected regions of the nervous system, and damages laminated structures like the frontal cortex and cerebellum, as does methylmercury (described in the Mechanisms and Interventions section later in this chapter).
Behavior analysts can benefit from this participation by learning more about influences on behavior or, as described later in the Human Testing section, links between conditioning principles and the sorts of behavior tapped by neuropsychological testing.
Another tactic that behavior analysts might learn is the extrapolation from small-scale studies to broader conclusions about public health. Many in behavior analysis are quite accustomed to small-N experimental design, but many discoveries in behavior analysis must be confirmed or applied on a much larger scale. The ability to scale up investigations will be key to the long-term impact of behavior analysis, and some ideas for doing so can be drawn from environmental neurobehavioral toxicology (see the Assessment of Risk section).
scope of the proBlem
In 1984, the National Research Council estimated that more than 65,000 chemicals were in production. Barely any information was available on the overwhelming majority of these chemicals, even those whose structure suggested significant potential for toxicity and that were high priority, that is, used in commerce at a rate exceeding 1 million pounds (500 tons) per year. About 12 years later, the Environmental Protection Agency concluded that there were about 15,000 new chemicals but, as noted by the Environmental Defense Fund, the understanding of them has not improved (Roe, Pease, Florini, & Silbergeld, 1997) . Even among high-priority chemicals, the problem of toxic ignorance is severe. Of these chemicals, only 33% have undergone any neurotoxicity testing, and 10% have undergone testing for developmental neurotoxicity (Roe et al., 1997) .
How many are neurotoxic? How many accelerate aging or disrupt development? We do not know, but we do know what kinds of problems these chemicals might cause. About 10% of boys in the U.S. population are estimated to have attention deficit/hyperactivity disorder, and many of these cases can be linked to environmental contaminants (Visser & Lesesne, 2005) . Between 3% and 25% of cases of attention deficit/hyperactivity disorder have been attributed to environmental contaminants alone or in combination with parenting, drug use, or other lifestyle factors (Landrigan, Kimmel, Correa, & Eskenazi, 2004) . (When gasoline was leaded, this number would have been much higher.) The costs of these effects are difficult to estimate, but they are certainly large (Koger, Schettler, & Weiss, 2005) . The economic benefits of
Environmental Health and Behavior Analysis

227
attending to environmental causes of behavioral deficits can be seen in recent estimates of the impact of removing lead from gasoline. This single act has been estimated to have resulted in a halving of violent crime (Reyes, 2007) and of the number of individuals eligible for a diagnosis of mental retardation (Nevin, 2009) , and many have argued that further action may have even greater benefits (Gilbert & Weiss, 2006) . The addition of lead to gasoline in the 1930s imposed a massive societal cost, one that was difficult to detect in comparison with chemicals that cause functional deformities or cancer.
the challeNge
Behavioral toxicology has sometimes been viewed, somewhat derisively, as "high-dose pharmacology." In fact, the opposite is true, at least with respect to environmental neurotoxicants, which is why the design of behavioral procedures that are sensitive and informative is both challenging and important. Figure 9 .1, from a symposium on the future of neurotoxicology (Weiss et al., 2008) , illustrates the issue of dose. The top panel shows an idealized quantal dose-response relationship that might arise from a laboratory study. Two effects are shown: a subtle effect (e.g., the proportion of animals whose lever-press rates declined) and a more severe effect (e.g., severe, overt effects or even death).
Sensitivity varies across individuals, with a portion of the sample showing effects at a dose of 20 units (e.g., 20 micrograms per kilogram per day) and others showing no effect until the dose exceeds 80 units. Subtle effects occur at lower doses than severe effects, but in this example at least, the right end of the curve showing subtle effects overlaps with the left end of the curve that shows overt pathology or death: A dose of 100 or so is barely effective for some, but highly toxic for others. Now consider the experimental design problem in determining the leftmost open data point, a dose that affects 5% of the sample population. Following a rule of thumb that at least five cases are required to detect such a data point, one would need 5/.05 = 100 subjects to detect effects in these sensitive individuals. Rarely, however, will one know when designing a study which combination of variables (e.g., dose, gender, age, strain) will contribute to individual susceptibility. Detecting such a level can lead to very large and complex study designs, as illustrated in the ED01 study, designed to detect the dose that caused cancer in 1% of the experimental group and that required many thousands of subjects to do so (Gaylor, 1980) . However, a dose that causes a large effect in 5% of the population could be a national disaster.
Environmental exposures are typically well below those used in the laboratory, as illustrated in the bottom panel, in which the top dose-response relationships are replotted against what may be environmentally relevant exposures that lie to the left of those usually studied in the laboratory.
The best solution is to use behavioral measures that are sensitive and that reflect effects seen in exposed populations. That is where behavior analysis has played an especially important role. By exploiting the law of effect, behavior analysts can gain control over variability across subjects and within subjects and design highly sensitive preparations and measures that reflect either integrated nervous system activity or specific neural processes. This control enhances experimental and statistical power to detect important effects.
A second solution, implemented in tandem with the development of sensitive measures, is low-dose extrapolation, in which a structured estimate (i.e., an educated guess) is generated to estimate what occurs at environmentally relevant exposures. Biostatistics, using data from experimental models and epidemiological investigations, plays a large role here (described in the Assessment of Risk section). A third, untenable solution is to give up and say that scientists cannot deal with such low exposure levels because they lead them too far from the data. This approach, which ignores valuable quantitative information that is available, has led to such "solutions" as the Delaney clause (a 1958 amendment to the Food, Drugs, and Cosmetic Act of 1938) that forbade any chemical that caused cancer at any dose from entering the marketplace. Such an approach would be a nightmare if applied to neurotoxicity because some doses will often have a behavioral effect. This approach has been criticized because it imposes large barriers to the development of safer chemicals, such as pesticides, while leaving older, unsafe ones "grandfathered" into approved use (O'Donoghue, 1994) .
coNditioNed aNd uNcoNditioNed Behavior
One question that sometimes arises is, "What do we mean by behavior?" A useful definition can be difficult to come by, but a functional classification of behavior is helpful. One approach is to distinguish between conditioned and unconditioned behavior. Conditioned behavior typically refers to responding that has been brought under the control of Pavlovian or operant conditioning. This takes time but also refines behavior, reduces variability, and helps to identify important influences. Unconditioned behav ior might be viewed as anything else and can include spontaneous locomotor activity or even elementary forms of learning such as habituation. Because observations of unconditioned behavior can be accomplished quickly, such behavior can be helpful in the early stages of an investigation or, for example, the identification of a range of effective doses.
screening versus advanced applications
There are two classes of approaches to behavioral testing. The first entails systematic screening techniques such as the Functional Observational Battery (Moser, 1989) . These techniques permit a rapid assessment of the range of doses that are likely to be active and the functional domains (sensory, motor, central, peripheral, autonomic, etc.) that might be at risk (see also Vorhees, 1987) . The procedures involve spending a small amount of time with any one animal and can be conducted with minimal investment in equipment or (animal) training time. They can be labor intensive and relatively insensitive to subtle effects, and sometimes they require subjective judgment because the results may show high levels of variability.
The second class, advanced applications, permits the examination of behavioral and neural mechanisms of action that may be especially sensitive to low exposure levels and careful description of sensory, motor, or cognitive effects. These designs frequently apply reflexive, Pavlovian, or operant conditioning techniques to develop a specialized behavioral preparation. Reflexive techniques, including sensitization, habituation, and prepulse inhibition (the reduction of acoustic startle by the delivery of a faint tone immediately preceding the onset of a startle tone), have helped to describe ototoxicity (Crofton, 1990; J. S. Young & Fechter, 1983) . More advanced conditioning techniques are flexible, sensitive, and highly informative, but they often require extensive animal training time (especially approaches using operant behavior), equipment and software investments, and sophisticated investigators.
Investments in developing advanced applications result in significant returns in sensitivity, quality control, specificity, and with respect to basic research, advancing scientists' understanding of behavior. Consider a widely used procedure such as the fixedinterval (FI) schedule of reinforcement. Under this straightforward procedure, a reinforcer (usually a small bit of food) is delivered after the first response to occur after some fixed amount of time has passed. Thus, under a fixed-interval (FI) 2-minute schedule, the first response after 2 minutes has passed results in reinforcement. A predictable response pattern occurs: low responding early in the interval and a progressively increasing rate as the interval times out. This procedure is an example of schedule-controlled operant behavior, mentioned previously.
An extensive literature on FI schedules of reinforcement can be found in the basic experimental analysis of behavior and the behavioral pharmacology literatures. Therefore, behavioral scientists know what kind of behavioral pattern to expect when this procedure is implemented appropriately (Zeiler, 1977) . They also know about the sensitivity of the FI schedule to drug exposures and what patterns of behavior a class of drugs is likely to produce (Branch, 1984 (Branch, , 1991 Kelleher & Morse, 1968) . Building on such orderliness yields quantifiable behavioral measures, a consistent pattern across settings and species, and known sensitivity to drugs and chemicals (Newland, Pennypacker, Anger, & Mele, 2003) . Successful transfer of technology is more likely when important characteristics of the product can be quantified, when the conditions required for its reproduction can be clearly identified, and when its successful reproduction can be verified (Pennypacker, 1986) . This is certainly true of procedures built on conditioning principles. For the FI schedule, for example, measures of response rate and temporal patterns can be examined as quality control measures to ensure that the procedure has been appropriately implemented.
operant Behavior
Operant behavior, which includes what is commonly referred to as voluntary behavior, involves a three-term operant contingency of reinforcement (antecedent stimuli, response, consequence). Briefly, a response is an operant if its consequence changes its subsequent likelihood of reoccurrence in the same or a similar context. The context can be present at the time of the response (discrimination or generalization, e.g.), or it may have occurred in the immediate or distant past (remembering). The elements of the three-term contingency do not exist in isolation, but the role of different elements can be emphasized to refine the behavioral procedure. elements of behavior can be applied in behavioral toxicology.
the operant. An operant may be a lever press, but a complex response pattern can itself be placed under a reinforcement contingency. The study of motor function often entails gaining control over precise physical characteristics of the operant, such as its position, the force with which it is executed, its speed, or its duration. These physical dimensions of the operant can be manipulated if one understands the principles of reinforcement. Fowler, McKerchar, and Zarcone (2005) have examined force, rhythmicity, and precision of forelimb forces and tongue movements in rodents. In the water fountain task, rats press with a predefined force on a small disk while licking from a water dispenser that is activated by the application of force. By exerting precise control over the force exerted by the forelimb, this task makes it possible to detect tremor, dystonias, or extrapyramidal effects of neuroleptic drugs and potentially other neurotoxicants.
In the licking task, rats lick an apparatus that measures the force, rate, and periodicity of licking. The task is appealing because it is simple to establish, is sensitive, and yields important information about neurobehavioral function quickly. For example, older rats lick at a slower rate than control rats, and this effect is associated with correlations among lick rate, total licking, and dopamine content in striatal and nigral dopamine (Stanford, Vorontsova, Surgener, Gerhardt, & Fowler, 2003) . In other studies, lick force has revealed strain differences and distinguished between neuroleptics that act at D1 versus D2 dopamine receptor systems (Wang & Fowler, 1999) .
Even higher order characteristics of operant behavior can be investigated. For example, under a second-order schedule of reinforcement (i.e., a schedule of a schedule), a complex response unit is itself placed under an overall schedule of reinforcement (Marr, 1979) . Thus, a match to sample (Newland & Marr, 1985) , a subordinate schedule (Marr, 1979) , or the production of a response chain (Thompson & Moerschbaecher, 1978 can be reinforced under, for example, overarching FI or fixed-ratio (FR) schedules, and the rate and timing of the appearance of these complex units demonstrate schedule-typical patterns. Thus, second-order schedules can be imposed to study how a complex operant emerges or how its structure falls apart with repeated exposures to neurotoxicants (Newland, 1995 (Newland, , 1997 .
antecedent stimuli. Discrimination processes per se can be sensitive indicators of neurotoxic exposure, but we use the testing of sensory systems as an example of the application of this component of the three-term contingency. Sensory testing in a verbally competent person is relatively straightforward: Ask whether someone can see the letter E on a Snellen chart or hear a tone through headphones, and increase or decrease the difficulty of the discrimination according to the answer. Doing so in a nonhuman animal can be accomplished by bringing operant responding under the control of an exteroceptive (external) antecedent stimulus so that the traditional psychophysical techniques can be used (Maurissen, 1995; Rice, 1994) . The animal is asked, for example, to produce one response in the presence of the stimulus and a second response in its absence. Somatosensory systems have been examined by detecting sensitivity to a vibrating stimulus applied to the finger (Maurissen, 1990; Rice & Gilbert, 1995) . Auditory sensitivity can be examined by bringing behavior under the control of the presence or absence of a tone (Burbacher, Grant, Gilbert, & Rice, 1999; Pryor, Dickinson, Feeney, & Rebert, 1984; Rice & Gilbert, 1992) . Visual acuity, flicker fusion, contrast sensitivity contours (Burbacher, Grant, Mayfield, Gilbert, & Rice, 2005; Merigan, Wood, Zehl, & Eskin, 1988; Rice & Hayward, 1999a) , and pain (Weiss & Laties, 1970) have all been examined using operant techniques. The study of pain is especially interesting because of the development of the tracking, or titration, procedure. Here, the animal' s responding controls the stimulus magnitude, so there is no exposure to distressful pain and pain can be studied ethically in individual animals (Laties & Wood, 1984) .
Behavior can be brought under the control of an interoceptive (private) stimulus, too. The aforementioned study of pain (Laties & Wood, 1984) is one example. Others can be drawn from the drug discrimination literature (see Volume 1, Chapter 23, this handbook). Just as a response can be brought under the control of whether a light is on or off, so too can a response be brought under the control of whether, say, a drug or biologically inactive vehicle has been delivered. Here, pressing the right lever may be reinforced after a presession drug injection, and pressing the left lever may be reinforced in different sessions after vehicle injections. Such procedures have provided solid behavioral evidence that many organic solvents share interoceptive stimulus properties with sedative hypnotics such as oxazepam, ethanol, or pentobarbital (Rees, Knisely, Balster, Jordan, & Breen, 1987; . These observations are supported by observations at other levels of analysis. For example, oxazepam, ethanol, and pentobarbital all promote activity of the GABAA receptor. Drugs that act at other receptors produce different interoceptive effects, as reported in animal studies of drug discrimination procedures and by humans when asked to describe how they feel. Many subjective effects can be examined using similar methods, including hunger (Corwin, Woolverton, & Schuster, 1990) , withdrawal from drugs (Emmett-Oglesby, Mathis, Moon, & Lal, 1990), or anxiety-like states (Leidenheimer & Schechter, 1988) .
More nuanced subjective characteristics of chemicals can be examined in humans by drawing on subjective effects questionnaires such as those used to detect subjective effects profiles in human drug users (Preston & Bigelow, 1991) . Environmental or occupational neurotoxicants have been linked to self-reports of apathy, depression, excitability, hallucinations, irritability, nervous tension, fatigue, and restlessness (Anger, 1986) . Self-report measures such as the Profile of Mood States may provide sensitive measures of low-level exposure when presented in an objective manner, as with testing behaviorally active drugs. Measures such as these are sensitive to cultural differences and degree of education, so care must always be taken in interpreting such data Rohlman et al., 2000) .
Two examples illustrate the use of subjective effects questionnaires in behavioral toxicology. The first is the use of the Profile of Mood States in the study of manganese neurotoxicity. When manganese is encountered at high exposure levels (e.g., in unsafe mining operations), it produces a neurological syndrome that includes significant motor deficits (Barbeau, Inoue, & Cloutier, 1976; Couper, 1837) and locura manganica, which is characterized by mania, hypersexuality, and various subjective effects (Cotzias, 1958) . Some of these subjective effects have been captured using the Profile of Mood States, which is similar to measures used to document subjective effects of behaviorally active drugs. People exposed to manganese occupationally, and who also reported drinking more than 400 grams of alcohol per week, reported a constellation of subjective states including anger, vigor, confusion, tension, depression, and fatigue (Bouchard et al., 2003) . In a second example, also using the Profile of Mood States, an organic solvent, trichloroethylene, was reported to have effects that resembled those of ethanol (Reif et al., 2003) . In this case, exposure was low level and environmental because it occurred in drinking water as a result of contamination of a municipal water supply. Figure 9 .2), the consequences of behavior influence its future occurrence and establish the importance of the context in which behavior occurs. As with drugs (A. Young & Herling, 1986) , toxic substances can serve as both reinforcing and aversive consequent events. For example, in addition to being neurotoxic, some solvents also have significant abuse potential when exposure is voluntary (Wood, 1979) . These compounds include toluene (the ingredient that supports glue sniffing), gasoline, and inhalants. This reinforcing property of solvents increases the likelihood that individuals will be exposed to them.
consequences. As noted earlier (and shown in
Irritancy is also a toxic property that is readily amenable to behavioral evaluation and quantification in laboratory settings (Wood, 1981; Wood & Coleman, 1995) . Examples of irritants include air pollutants such as ozone or particulate matter. The presence of an irritant diminishes the reinforcing activity of exercise, and heavy exercise may increase the irritant properties of ozone (J. L. Tepper, Weiss, & Cox, 1982) . In one study, rats ran in a wheel, nose poked to obtain access to a food reinforcer or, in a third experiment, lever pressed for an opportunity to run in a wheel (J. S. Tepper & Weiss, 1986) . These conditions were implemented under various concentrations of ozone. Low concentrations decreased wheel running but not the relatively less effortful nose-poking response when these responses led to food reinforcement. Thus, high-effort exercise was especially sensitive to this irritant, but because nose poking was unaffected, it was not because of a decrease in the reinforcing efficacy of food. However, when nose poking provided access to the running wheel, the ozone diminished nose poking, indicating that this irritant diminished the reinforcing efficacy of wheel running.
In a series of studies that could serve as a textbook example of how to study the psychophysics of irritancy, Stern, Laties, and their colleagues asked whether rats could detect electric fields, what variables influence their detection, and whether these fields were aversive by giving rats control over the presentation of these fields (here, microwaves or 60-hertz electric fields; Stern, 1980; Stern, Margolin, Weiss, Lu, & Michaelson, 1979) . They showed that 60-hertz fields could be detected in a strengthrelated fashion, with reliable detection at strengths of 10 kilovolts per meter (Stern, Laties, Stancampiano, Cox, & de Lorge, 1983) . A series of control conditions revealed that rats were discriminating the electric field rather than artifacts coincident with field onset. For example, by varying field strength, producing a sham exposure in a different area of the same room, covering the chamber with bronze mesh, or shaving the rats, the experimenters showed that the behavior was related to electric field strength and not to vibration, noise, or the stimulation of fur. A later study examined the aversive properties of electrical fields by providing rats with the opportunity to remove an electrical field with a lever press. The rats failed to do so, even at field strengths that were clearly discriminable (Stern & Laties, 1989) . The same rats readily terminated ambient illumination using the same lever-press procedure. Thus, in rats, commonly occurring electrical fields do not function as aversive stimuli or as negative reinforcers.
After framing questions of irritancy and abuse in terms of the consequences of behavior, the behavioranalytic approach to examining these particular stimulus properties becomes clear. This is a first step toward providing a picture of the conditions under which a toxicant (such as toluene) will be also be abused or toward identifying the effects of environmental or occupational exposure to irritants such as electric fields (putatively), ozone, airborne contaminants, or solvents.
pavlovian or classically conditioned Behavior
Pavlovian (or classical or respondent) conditioning provides a mechanism whereby a behaviorally neutral conditional stimulus comes to elicit a response by virtue of its pairing with a biologically significant unconditional stimulus. These processes tap sensorimotor, memorial, and emotional response domains and can be long lasting (Stanton, 2000) . Otherwise mysterious phenomena, such as multiple-chemical sensitivity syndromes, may be understood by applying an understanding of Pavlovian processes (Siegel & Kreutzer, 1997) . Pavlovian techniques have further advantages for testing chemicals because conditioning occurs relatively quickly and can be readily applied in a wide range of organisms, including invertebrates.
Fear conditioning techniques such as conditioned suppression, as well as passive and active avoidance, use classically conditioned pairings between a neutral stimulus and shock delivery to elicit a freezing or avoidance response. These approaches are often used when the goal of behavioral assessment is to examine functional deficits quickly, with commercially available equipment. Passive and active avoidance chambers can be purchased commercially, and investigators can implement procedures with relatively little training in behavioral techniques. Although the procedures can address questions about whether behavioral or conditioning effects occur at some exposure level, the appropriate design of experiments and interpretation of data requires considerable sophistication. Caution should taken with respect to exclusive reliance on Pavlovian procedures because these behavioral processes tap neural pathways different from those tapped by operant techniques, so general statements about effects of a chemical on learning can be misleading, or even wrong.
Flavor aversions arise through a pairing of a novel taste (or odor plus taste) and the delayed onset of nausea or illness. This approach has been used to detect adverse effects of toxicant exposure, effects that may otherwise be difficult to detect. In one popular approach, a test compound is administered (often by injection) shortly after the animal has consumed a novel flavor, such as saccharine. Normally, rats will consume water sweetened with saccharine quite readily. However, even a single pairing of certain contaminants substantially reduces subsequent intake of the flavored water. The classes of chemicals that show this effect include pesticides (Mitchell, Long, Wilson, & Kallman, 1989) , polychlorinated biphenyls (Nishida, Farmer, Kodavanti, Tilson, & MacPhail, 1997) , metals (MacPhail, 1982; Peele, Farmer, & MacPhail, 1988; Peele, MacPhail, & Farmer, 1986) , and organic solvents (Balster & Borzelleca, 1982) .
Pavlovian mechanisms may underlie clinical syndromes or neurotoxic actions that would otherwise be difficult to understand, including sensitization to irritants or other chemicals, conditioned allergic responses, and flavor aversions (Siegel & Kreutzer, 1997) . Sensitization that results from repeated exposures to an irritant may have Pavlovian components that may even result in conditioned allergic reactions. In experimental models, sensitivity to airborne irritants such as formaldehyde has been conditioned (Chang, Steinhagen, & Barrow, 1981; Song, Tschirgi, Swindell, Chen, & Fang, 2001) . By virtue of being paired with an irritant, a previously benign stimulus will elicit the same response as the chemical itself (Alarie, 1966) . Thus, Pavlovian processes can enhance sensitization to a chemical or condition sensitivity to otherwise unnoticeable stimuli that can appear at random and without an individual's awareness. For these reasons, authors have noted that such conditioning processes might result in phenomena such as multiple-chemical sensitivity (Siegel & Kreutzer, 1997; Song et al., 2001; Wood & Coleman, 1995) .
An appreciation of behavioral processes and their links to neural processes can enhance the value of a laboratory model, even if that model does not reproduce the most salient clinical signs. For example, a functional similarity in the acquisition of a conditioned eyeblink response has been demonstrated by some children diagnosed with autism and by rats exposed during development to a drug, valproic acid, that disrupts the closure of the neural tube. Children (Sears, Finn, & Steinmetz, 1994 ) and the exposed rats (Stanton, Peloso, Brown, & Rodier, 2007) both showed a rapid acquisition and higher amplitude response during eyeblink conditioning. This behavioral similarity, coupled with similar neuroanatomical changes in both the model system and children, has been used to develop a much-needed rodent model of some aspects of this disorder and to raise the disturbing possibility that prenatal environmental exposures might increase the risk of developing autism (Rodier, 2002) .
susceptiBility, modifiers, aNd the Behavior of iNdividual suBjects
Neurotoxic substances do not affect all individuals in the same way. In fact, individual susceptibility is the rule, not the exception. Individuals vary in genetic predispositions, nutrition, exposure to drugs, stressors or other contaminants, environmental enrichment (or its absence), and age, to name just a few effect modifiers that have been identified. The incorporation of individual susceptibility into data or graphical analytic strategies can be highly revealing. Behavioral toxicologists trained in behavior analysis or behavioral pharmacology traditions have brought to the discipline a deep respect for the behavior of individuals and the methods for studying it. This respect has often resulted in highly sensitive preparations and a set of methods that permits the detection of individual susceptibility, a phenomenon that can easily get lost in presentations of group means surrounded by error bars.
An example can be seen in the work of CorySlechta and colleagues, who have exploited their laboratory model of environmental lead exposure. Lever pressing under a FI schedule of reinforcement was used as the behavioral marker of neurotoxicity (Cory-Slechta, Weiss, & Cox, 1985) . The selection of the FI schedule was based on its ability to produce characteristic patterns of responding across a variety of species as well as on its selectivity and sensitivity to drugs (Cory-Slechta, 1990; Newland et al., 2003) . Figure 9 .3 shows FI-maintained lever pressing among a group of lead-exposed rats (bottom panel) and unexposed control rats. Most unexposed rats showed a gradual increase in response rate to about 10 to 20 responses per minute over 40 sessions. Two unexposed rats, however, showed aberrantly high rates of about 40 to 60 responses per minute. Lead exposure inverted this distribution. A drinking water exposure regimen, which models human exposure, increased the number of animals showing abnormally high rates of responding. This elevated rate has been replicated many times in rats, as well as in monkeys, mice, pigeons, and sheep, at environmentally relevant exposure levels (CorySlechta, 1986b) . Across species and laboratories, lead produces an inverted-U dose-response relationship between response rate and dose, similar to that seen with psychomotor stimulants and characteristic of the hyperactivity seen with human lead exposures (Cory-Slechta, 1986b) .
Close examination of data from individual subjects frequently identifies responders and nonresponders. The next question is, "Why are these individuals differentially sensitive?" Answers can lie in genetic predisposition or environmental modifiers. Recent studies have identified stress as an important modifier of lead's neurotoxicity. Using the behavior under the FI schedule as the key marker of neurotoxicity, researchers have shown that stress during life and, remarkably, stress that occurs via the mother during gestation, has a lifelong influence on lead's neurotoxicity (Virgolini, Rossi-George, Lisek, et al., 2008; Virgolini, Rossi-George, Weston, & Cory-Slechta, 2008) . The stressors used were intermittent, infrequent, and relatively modest; they included temporary restraint, placement in water, and placement in a novel arena. The implications are significant, of course, because the results have shown that stress may exacerbate the impact of lead and these methods offer a way to bring it into the laboratory for investigation.
The impact of stressors on lead's neurotoxicity described in these experimental results might help explain the role of variables such as socioeconomic status in modifying the effects of exposure. Lead exposure, for example, had a more significant impact on children of low socioeconomic status than on middle-class children (Bellinger, Leviton, Waternaux, Needleman, & Rabinowitz, 1988) . It takes only a little speculation to hypothesize that stressors associated with low socioeconomic status might contribute to lead's neurotoxicity. If a stressful, and perhaps by implication an impoverished, environment can amplify lead's neurotoxicity in humans, then perhaps an enriched one may blunt it (Bellinger et al., 1988) . In a recent study (Guilarte, Toscano, McGlothan, & Weaver, 2003) , rats were exposed during gestation and lactation to lead at levels that produced detectable behavioral toxicity. After exposure ended, some rats were raised in an enriched environment and others in a standard rodent cage with no enrichment. Even though the enrichment came after exposure, it was effective in preventing the expression of lead's behavioral toxicity in these animals.
humaN testiNg
The ultimate goal of studies with nonhuman species is predicting the impact of exposure on people, including predicting effects at the relevant exposure levels, the types of effects that occur, and the impact of risk factors such as age, gender, genetic makeup, or stressors.
The traditional approach to human testing entails standard neuropsychological tests (Rohlman, 2006; Rohlman, Lucchini, Anger, Bellinger, & van Thriel, 2008) . As noted in these reviews, these tests are readily available and their psychometric properties (e.g., reliability and validity) have usually been characterized. Because they are typically developed for the diagnosis of serious clinical syndromes, however, they may be insensitive to neurotoxicants, especially at exposure levels that produce dysfunction that falls below the threshold for clinical intervention. Moreover, performance on neuropsychological tests is frequently affected by competence in English, or in the language in which the test was developed, which raises difficulties in studying, for example, populations outside of the United States or immigrant populations in the United States. Finally, because the development of these tests is rarely informed by the nonhuman animal literature, linking performance on these tests with that experimental literature can be quite difficult.
A second approach is to develop new tests for detecting the effects of environmental or occupational exposure to chemicals. These tests will optimally be sensitive to subtle deficits in several functional domains (e.g., motor, cognitive, sensory) and will be applicable to diverse populations. One component of test development in this area is the incorporation of procedures that are also used in animal studies (Davidson et al., 2000; Fray & Robbins, 1996; Paule, Forrester, Maher, Cranmer, & Allen, 1990; Robbins et al., 1998; White & Proctor, 1992) , an approach that has numerous advantages. Any test that successfully measures effects in similar functional domains in human and nonhuman species will advance efforts to form empirically sound linkages between human and animal studies, bodies of literature that often make little reference to each other. Thus, reaction-time measures, memory tests, sensory tests, or even tests such as repeated acquisition of behavioral chains can be used to test people with varying levels of linguistic competence as well as laboratory animals (Paule, Chelonis, Buffalo, Blake, & Casey, 1999) . Although such development efforts may be time consuming, they are necessary if researchers are to link chemical exposure to nervous system effects or scale up from small-scale implementations to widespread testing (Newland et al., 2003) . Such linkages will also contribute favorably to the ability to predict human effects from animal studies, to derive experimental models from discoveries by epidemiologists, and to identify relevant mechanisms of action.
Whatever the approach, many elements have to be in place for effective test development and interpretation. One is an appreciation of behavioral mechanisms that allow for a parsimonious account of responding (e.g., Branch, 1984; Marr, 1990 ). This element is crucial in the design of test batteries, especially when seeking to compare the results of studies with laboratory animals with those conducted with human populations. A second element is an understanding of the neural mechanisms underlying normal behavior and behavior impaired by chemical exposure.
An example of a research program that has been explicitly designed to compare human and nonhuman species has been underway for more than two decades at the National Center for Toxicological Research, a component of the Food and Drug Administration. Merle Paule and colleagues (Paule, 1990; Paule, Meck, et al., 1999 ) designed a test battery that they have implemented with humans, nonhuman primates, and rodents. All of the components of the test battery are standard operant procedures used in the animal laboratory. They include progressive-ratio schedules to evaluate motivation, temporal discrimination and differentiation to assess timing, incremental repeated acquisition to evaluate learning, delayed matching to sample to evaluate remembering, and others.
One outcome has been the ability to compare the performance of animals on commonly used procedures from the animal laboratory with that of adults and children on similar procedures. In one interesting extension, Paule, Chelonis, et al. (1999) compared the performance of people on these tests with their scores on an IQ test. Figure 9 .4 shows that children's scores on the incremental repeated acquisition correlated well with scores on the Weschler Preschool Primary Scale of Intelligence tests. This correlation was highest for the incremental repeated acquisition procedure. It was lower, but still nonzero, for discrimination (color and position), timing, and memory tasks, and the correlation with a motivation task (progressive ratio) was indistinguishable from zero. This result suggests that the IQ test and the incremental repeated acquisition tap some similar functions in humans and, because the other tests did not do so, that this is selective. By extension, this suggests, but certainly does not confirm, that the incremental repeated acquisition task as implemented with animals may share some functional similarity with the IQ task. The reflexive conclusion might be that this suggests the validity of the incremental repeated acquisition task, but it is worth noting that this similarity also supports the validity of the IQ task.
Scores on traditional neuropsychological tests are heavily influenced by linguistic ability. If testing procedures can be developed that separate performance from language abilities or literacy, then it may be possible to broaden the array of populations that can be evaluated and to identify effects in nonEnglish-speaking cultures. By drawing from an animal literature, one is necessarily developing tests that do not rely on linguistic competence.
Tests that draw from the traditional neuropsychological testing literature must often be implemented with people who have little experience with computers or other paraphernalia associated with clinical testing ). This is important in environmental neurotoxicology because the groups with little experience are often those that experience the greatest exposures.
Rohlman, Anger, and colleagues at the Oregon Health Sciences University (Farahat, Rohlman, Storzbach, Ammerman, & Anger, 2003; Rohlman et al., 2003) launched a program of research designed to accomplish testing in a broad array of cultures. This group developed a computerized battery of tests to assess multiple functional domains and examined the tests' reliability, sensitivity, and validity. Although they did not explicitly compare humans and animals, as the group at the National Center for Toxicological Research did, some procedures that they used derived from approaches taken in the animal literature. In early implementations, they even examined ways to shape performance on these tests using only minimal verbal instructions (Rohlman, Sizemore, Anger, & Kovera, 1996) . Accomplishing this would contribute to their goal of targeting populations whose reading skills or experience with computerized testing is minimal. Their attempt was successful, and as with animal studies, high levels of performance could be achieved without instructions or with only bareminimum instructions. Reliance on pure shaping was ultimately judged to be too cumbersome, but the experience led to the development of a battery that could be administered with relatively little reliance on verbal instructions or previous experience with testing procedures. Anger, Rohlman, and their colleagues explicitly applied sound behavioral principles such as step-by-step training, competency training at each step of the procedure, and immediate and frequent reinforcement Rohlman et al., 2000) . They have compared the performance of groups from Egypt, Asia, South America, and the United States in populations that included the middle class as well as migrant laborers (Rohlman et al., 2000 (Rohlman et al., , 2008 ). These tests have been able to detect, for example, significant consequences of occupational exposure to pesticides among migrant laborers ).
mechaNisms aNd iNterveNtioNs
The mechanism by which a neurotoxicant exerts its effects can lie at the behavioral level (e.g., a distortion in reinforcer efficacy), at the neural level (e.g., a disruption of dopamine neurotransmitter), or both. Mechanisms of action are closely linked to interventions designed to ameliorate or prevent neurotoxicity. The reverse process may be informative, too. The success or failure of an intervention can also be used to test hypotheses about the viability of the hypothesized mechanisms or to raise hypotheses about potential mechanisms.
The value of a behavioral mechanism is nicely illustrated by constraint-induced therapy, a behaviorally based set of interventions that works with a wide array of types of brain damage (described in Volume 1, Chapter 15, this handbook). Because of the large number of functional domains in which consequences shape behavior, a behaviorally based intervention can work with many different neural mechanisms of damage. Edward Taub, who developed constraint-induced therapy after his earlier animal studies of a similar phenomenon (Taub, Uswatte, & Elbert, 2002) , described the importance of identifying behavioral mechanisms as follows:
Because the mechanism of learned nonuse is behavioral in nature, it was reasoned that it ought to be independent of the source and nature of an injury, coming into operation whenever the appropriate contingencies of reinforcement exist in the early postinjury period. (Taub et al., 1994, p. 284) To illustrate these points, we examine potential behavioral mechanisms linked to motor dysfunction, the role of reinforcement contingencies in perseveration and distortion of reinforcer processes associated with lead and methylmercury neurotoxicity, and the potential modulation of lead's neurotoxicity by environmental stressors.
motor deficits
Damage to the cerebellum, basal ganglia, motor cortices, and descending motor pathways all have effects that are expressed in the physical properties of the response (Newland, 1995 (Newland, , 1997 . Signs of damage may range from subtle deficits in the precision of movement to outright paralysis or spasticity. The neural mechanisms underlying these effects and the manner in which their expression occurs in specific disorders are described in several texts on clinical neurology (e.g., Kandel, Schwartz, & Jessell, 2000; LeDoux, 2005) .
Reinforcement contingencies can influence the recovery of motor function (Taub et al., 1994) as well as the expression of motor deficits. The expression of motor deficits is important in designing behavioral preparations for the sensitive detection of neurotoxicant exposure. For example, behavior under the FI schedule of reinforcement is very sensitive to lead exposure, whereas behavior under FR schedules is not (Cory-Slechta, 1986a , 1986b . Exactly the reverse is the case for exposure to compounds that disrupt motor function. Vigorous, high-rate responding such as that typical of ratio contingencies is difficult for an organism with motor deficits to produce, so the contingencies that produce such responding will be sensitive to neurotoxicants that disrupt motor function.
In one study (Newland & Weiss, 1992) , monkeys were exposed to manganese, a metal that accumulates in the basal ganglia and that produces (at high doses) dystonic postures, gait disturbances, and tremor (Guilarte et al., 2006; Mena, Horiuchi, Burke, & Cotzias, 1969; Newland, 1999) . Before exposure, the monkeys were trained to produce an effortful, rowing-type action through a 10-centimeter displacement against a spring that resisted movement with a force approximating the monkeys' body weight. Behavior was maintained under a multiple FR-FI schedule of reinforcement; in the multiple schedule, periods of exposure to the ratio and interval schedules alternated through the course of every session so their relative sensitivity could be compared directly within each animal.
With this effortful operant, very few responses occurred during the FI schedule: Rates were one to 10 responses per reinforcer, and they occurred at such a low and intermittent rate that responding was described as casual. The effects of manganese on FI responding were minimal and did not consistently change with continued exposure to the procedures. Unlike what is seen with lead, no rate increase occurred.
The results with the FR schedule were quite different. This schedule maintained a vigorous, highrate pattern of thrusting and pulling on the response device with occasional incomplete responses that failed to meet the displacement criterion. The highrate pattern persisted after manganese exposure, but close inspection of the microstructure of behavior showed increases in interresponse times and response durations, a pattern that was irreversible. A striking effect appeared in the number of incomplete responses. During the preexposure baseline, very few incomplete responses were seen, but on exposure this number immediately increased to several hundred times that seen during baseline, even as overall response rate showed little change. Over the course of several months, behavior adjusted somewhat to this impairment in the FR component. The energetic pattern of behavior typical of FR responding was still in place, but examination of the molecular structure of behavior revealed that this responding contained longer response durations, longer interresponse times, and many more incomplete responses than seen before exposure began. Because effects were noted in response topography but not in rate, these results also suggested that manganese exposure did not perturb motivational processes, even as it significantly disrupted motor capabilities (Newland, 1995 (Newland, , 1997 . Other types of exposure, even those that affect other neural systems, could be expected to produce a similar pattern of behavioral effects.
tolerance and adjustment to impairment
As with drugs, tolerance to neurotoxicants can occur via physiological or behavioral mechanisms. Behavioral tolerance, which may occur when the chemical effect results in a loss of reinforcement (Corfield-Sumner & Stolerman, 1978; Schuster, Dockens, & Woods, 1966) , is specific to the behavior that occurs in the presence of the chemical and to the context in which the behavior is reinforced (Siegel, Baptista, Kim, McDonald, & Weise-Kelly, 2000; Smith, 1999) . Thus, this form of tolerance can result in adjustment to impairment that is highly situation specific. It presents significant risk because it could make the impairment difficult to detect by a tester or by the very individual experiencing it, but it may disappear when the situation changes. Bushnell and Oshiro (2000) investigated behavioral tolerance to the solvent trichlorethlyene using a signal detection task. Rats reported the unpredictable presence or absence of a 300-millisecond light flash by pressing one of two levers. As expected, trichlorethlyene exposure increased the false alarm rate, decreased the hit rate, and increased response latencies. Some rats (the before group) were then exposed to trichlorethlyene for 9 consecutive days while performing the task. Others (the after group) were given the same daily exposure regimen, but at the end of the session. The opportunity for metabolic or pharmacodynamic tolerance was present for both groups, but only the animals in the before group could develop behavioral tolerance. Within only 3 to 5 days of exposure, both the hit and the false alarm rates returned to baseline in the before group, whereas no such tolerance occurred in the after group. Moreover, when switched to a before condition on Day 10, those rats that had never performed the task while exposed to trichlorethlyene showed a similar pattern of impairment and recovery as the before group had earlier. This tolerance was specific to the signal detection portion of the task; little tolerance occurred to the increased latency. So in this experimental model, tolerance by a behavioral mechanism occurred to an attention deficit but not to a motor deficit.
choice
Behavior does not exist in a monotonous, unchanging world with only one thing to do. Instead, people live in a world of alternatives that are constantly in flux, and somehow their behavior tracks these different possibilities. A huge number of studies with unimpaired people and animals have shown that behavior is allocated among competing reinforcers in an orderly and predictable manner: Response or time allocation approximately matches, or slightly undermatches, the allocation of reinforcers obtained from these alternatives (Davison & McCarthy, 1988; de Villiers, 1977; Kollins, Newland, & Critchfield, 1997 ; also see Volume 1, Chapters 7 and 14, this handbook). So, in an experimental setting, if 75% of the reinforcers derive from one response alternative, then approximately 65% to 75% of the available time will be spent on that alternative. This process arises and changes with remarkable speed as reinforcement contingencies change (Davison & Baum, 2000; Mazur, 1992) . Because, in a sense, only one thing can be done at a time, this ability to strike the right balance among different possibilities is an important component of adaptive behavior.
Prenatal exposure to lead or methylmercury (Newland, Yezhou, Logdberg, & Berlin, 1994) and developmental exposure to a specific polychlorinated biphenyl congener in rats (Rice & Hayward, 1999b) , but not to a polychlorinated biphenyl mixture in monkeys (Rice & Hayward, 1999c) , disrupted the allocation of behavior in a laboratory model of choice called the concurrent schedule of reinforcement. In one study (Newland et al., 1994) , squirrel monkeys were exposed to lead or to methylmercury during gestation and tested when they were several years old. Two response levers were made available to the monkeys, and the reinforcer ratio (left-lever reinforcers:right-lever reinforcers) was changed every few weeks. The main dependent measures were the ratio of responding on the two levers (left-lever responses:right-lever responses) for each reinforcer ratio, the slope of the matching law function (a measure of sensitivity to the choice ratios), and response bias toward one lever (for additional details on the generalized matching law analysis, see Volume 1, Chapter 7, this handbook).
Gestational exposure to a high dose of lead significantly disrupted the orderly allocation of behavior between the response alternatives. Even after extensive training, these monkeys' responding was relatively insensitive to the availability of reinforcement. Instead, they showed extreme response biases and undermatching, with too much behavior on the lean response alternative (which produced relatively little reinforcement) and too little behavior on the rich alternative.
The monkeys exposed to lower doses during gestation resembled control monkeys when behavior reached a steady state, but they took longer to arrive at this steady state. This effect was detected only because the acquisition of choice was carefully tracked after each new condition (with a new reinforcer ratio) was imposed. Monkeys exposed to fairly low doses of lead required twice as many reinforcers as unexposed monkeys to complete half of the transition from one concurrent schedule to a new one.
The possibility that behavioral toxicity included a diminished sensitivity to small changes in reinforcer allocation was tested by making the reinforcer ratios more extreme, a therapeutic intervention that was conducted with particularly insensitive monkeys. For three sessions, the reinforcer ratio was changed from 4:1 to 999:1, so that virtually all reinforcers were obtained from the nonpreferred alternative, and then it was returned to 4:1 (Newland et al., 1994) . With this intervention, behavior shifted. After this intervention was imposed, subsequent responding interestingly tracked smaller changes in the relative availability of reinforcers. So, this "behavior therapy" had a long-lasting impact on subsequent behavior.
perseveration and Behavioral flexibility
Reversal procedures are used to examine behavioral flexibility. For example, responding on one of two response levers is reinforced, and responding on the other is not. After stable responding occurs, the contingency is switched so that the lever that produced reinforcement no longer does so, but pressing the other lever does. Analyzing the behavior that these procedures engender has considerable value because it is among the phenomena included in the construct of executive function (Dalley, Cardinal, & Robbins, 2004; Robbins, 1996; Robbins et al., 1998) . Behavioral flexibility refers to the ability of behavior to change in response to a change in the relationship between a stimulus and the response-reinforcer relationship (Robbins et al., 1998) . A review of executive function or even of the specific area of behavior flexibility is beyond the scope of this chapter, but a behavioral analysis of at least one task that makes up the construct is possible and may help clarify the behavioral mechanisms underlying it. Perseveration (behavioral or cognitive inflexibility) is suggested to be the outcome of a distortion in the impact of reinforcing events. Figure 9 .5 illustrates a key effect from a recent study of methylmercury's developmental neurotoxicity. Rats were exposed during gestation to methylmercury using an exposure regimen designed to model human environmental exposure. As adults, and long after exposure ended, the rats were trained to perform a response-initiated spatial discrimination procedure. Pressing a lever on the back wall of an operant chamber resulted in the insertion of two choice levers on the front wall. Pressing one of two choice levers was immediately reinforced (with a sucrose pellet), and pressing the other lever initiated an intertrial interval but no reinforcer. After three successive sessions with at least 85% accuracy, the discrimination was reversed (an intradimensional shift or discrimination reversal), so that responses to the previously reinforced lever had no consequences, and responses to the previously unreinforced lever now produced pellets (Paletz, Day, Craig-Schmidt, & Newland, 2007; Reed et al., 2006) .
Exposed rats resembled control rats in their growth rates and the appearance of developmental landmarks. As adults, they were all alert and responsive. Nearly all exposed rats were indistinguishable from control rats in their initial acquisition of the spatial discrimination, but a striking effect of developmental methylmercury exposure appeared on the first reversal. Figure 9 .5 shows the number of correct responses, errors of commission (incorrect responses), and errors of omission (incomplete trials) for an unexposed rat (top panel), a typical example of an exposed rat (middle), and an informative outlier (bottom). As illustrated in the top two panels, the initial acquisition occurred similarly for exposed and unexposed rats. Methylmercury's effects became evident on the first reversal (Session 5 in the top panel and Session 6 in the middle panel). The control rat reversed quickly. The exposed rat (middle panel) did not make its first response on the newly correct lever until after six complete sessions. This rat first perseverated on the originally correct lever, and then response rates dropped such that more incomplete trials than outright errors occurred. Once the newly correct lever was pressed (and that response was reinforced), the rest of the reversal and all subsequent reversals transpired quickly.
The bottom panel of Figure 9 .5 shows an extreme case that illustrates a behavioral intervention imposed to overcome neurotoxicity. Here, the initial acquisition occurred slowly (atypically), but note the first reversal. After 17 sessions and more than 1,000 trials into the reversal with only one correct lever press, a therapeutic intervention was imposed: The incorrect lever was removed for one session (Session 41). The rat started pressing the correct lever and soon met the criterion for a reversal, and subsequent reversals transpired more rapidly.
Prenatal methylmercury exposure disrupted discrimination reversals regardless of the physical dimension of the discrimination. For both visual discrimination reversals (Paletz et al., 2007) and spatial discrimination reversals (Paletz et al., 2007; Reed et al., 2006) , exposed rats required more reinforcers (and more sessions and trials) to complete the reversal than did unexposed rats. This effect was selective. Exposure had no effect on the acquisition of a spatial discrimination (the bottom panel of Figure 9 .5 represents an exception to the general case), it did not disrupt the shift from a spatial discrimination to a visual discrimination (an extradimensional shift), and it did not disrupt the reacquisition of a spatial discrimination after training the visual figure 9.5. representative graphs showing the acquisition and three reversals of a spatial discrimination for a control rat (top panel) and a typical case of a rat exposed via maternal consumption of 5 parts per million of mercury as methylmercury during gestation (middle). the bottom panel shows an extreme case of an exposed rat. two levels of dietary selenium (se) were included in the original publication. a reversal occurred after three consecutive sessions at 85% accuracy. at session 41 (labeled Therapy) in the bottom graph, the incorrect lever was removed, and only then did (reinforced) correct lever-pressing commence. reprinted from NeuroToxicology, 27, m. N. reed, e. m. paletz, and m. c. Newland, "gestational exposure to methylmercury and selenium: effects on a spatial discrimination reversal in adulthood," pp. 721-732. copyright 2006, with permission from elsevier.
discrimination. This result is interesting because these classes of procedures apparently reflect the function of different regions of the frontal cortex. Reversal procedures, but not extradimensional, setshifting procedures, are sensitive to lesions of the orbitofrontal cortex (reviewed in Dalley et al., 2004) .
How might these effects be understood? Subsequent work with methylmercury-exposed rats pointed to a distortion in the impact of reinforcers and disrupted dopamine function. Progressive-ratio schedules were used to examine reinforcer efficacy of the same type of sucrose pellets in littermates (Paletz, Craig-Schmidt, & Newland, 2006; Reed, Banna, Donlin, & Newland, 2008) . These schedules progressively increase the response requirement until responding stops. They can be used to compare the abuse potential of drugs that are selfadministered. A drug that supports a large ratio is considered more reinforcing than one that supports a smaller ratio (Stafford, LeSage, & Glowa, 1998) . Rats exposed to methylmercury during gestation tolerated much higher ratios than unexposed animals, suggesting a greater reinforcer efficacy in these treated rats. This finding suggested that an inappropriately large impact of previous reinforcement contingencies can make behavior rigid and insensitive to change (reviewed in Newland, Donlin, Paletz, & Banna, 2006; Newland, Paletz, & Reed, 2008) .
Drug challenges conducted with littermates of some of the rats discussed in the preceding paragraph (Reed & Newland, 2009) , as well as with rats exposed separately but similarly (Rasmussen & Newland, 2001) , showed enhanced sensitivity specifically to dopamine reuptake inhibitors. In separate studies, rats exposed to methylmercury during gestation were trained to lever press under a schedule that arranged differential reinforcement for high response rates (Rasmussen & Newland, 2001) or an FI schedule (Reed & Newland, 2009 ). In both studies, response-rate changes were observed at lower doses of amphetamine for the exposed rats than for the control rats, effects that provide behavioral relevance to observations that developmental methylmercury exposure interferes with the formation of the frontal cortex (Barone, Haykal-Coates, Parran, & Tilson, 1998) , a region that participates in reinforced behavior and choice (Dalley et al., 2004; Robbins, 1996; Schultz, Dayan, & Montague, 1997; Schultz, Tremblay, & Hollerman, 2000) . These observations led to a hypothesis that developmental methylmercury exposure disrupts the development of dopamine receptor systems, with effects that are reflected as disrupted choice, perseveration, and resistance to change .
If a behavioral mechanism is identified, then a diagnosis of deficits in executive function or cognitive flexibility is at best a beginning, not an end, because the mechanism suggests functional interventions for treatment. As examples, neurotoxicantinduced disruptions in the allocation of behavior between two alternatives on a concurrent schedule could be overcome by enhancing the discrepancy between the two schedules; persistence in a previously reinforced response in a reversal procedure can be treated by making that response impossible to perform by removing the lever. In each of these examples, distortions in the impact of reinforcing events were overcome by rearranging the environment such that the correct response was certain to occur and be reinforced.
assessmeNt of risk
Behavioral toxicology has contributed to the formation of evidence-based, data-driven policymaking. Data derived from basic laboratory studies, human epidemiological studies, and studies in privatesector laboratories conducted to register a chemical for a specific use drive policy decision making at several levels of government. Sometimes this process begins with laboratory studies conducted with animals and always includes an attempt to estimate the effects on a population of people at low levels of exposure. A recently developed approach, traceable to a seminal suggestion by Peter Dews (1986) , is of interest here (a) because it explicitly incorporates information on the effects of a chemical on individuals into this decision-making process and (b) because it unites good experimental design with the economic interests of the company or industry sector that is affected by policy decisions.
As illustrated in Figure 9 .1, experimental studies and often even epidemiological or workplace studies frequently entail exposure levels that are higher than commonly experienced. Researchers want to know about the risks associated with these low environmental levels, but a challenge arises when attempting to extrapolate these risks from the high exposure for which they have data. A formalized process has evolved to account for the uncertainties that always exist in the extant data while estimating the refer ence dose, defined as the dose that is unlikely to have an adverse effect (Committee on Improving Risk Analysis Approaches Used by the U.S. EPA & National Research Council, 2009 ; Committee on the Institutional Means for the Assessment of Risk to Public Health, 1983; Rice, Schoeny, & Mahaffey, 2003) . An early stage of this formal process is the identification of a point of departure, which is the highest dose used in an empirical study that is without effect or the lowest dose that has an effect. The distinction is an important one that carries significant public health and economic consequences. If the relevant studies guiding the risk assessment process do not include a no-effect dose, then the lowest dose that shows an effect is divided by 10 to estimate that no-effect level while (one hopes) erring on the side of protecting the public health.
Much of the safety testing of chemicals is conducted by the company seeking to profit from that chemical, but a conflict of interest may exist because low environmental or occupational exposures can be expensive to maintain. If the lowest dose tested disrupted function, then this company could face the burden of having to keep levels even 10-fold lower than if that dose had been a no-effect level. Thus, there is an incentive to find a no-effect dose. This dose can be identified using a study that is carefully designed to home in on that dose precisely or, a cynic might note, by using a poorly designed or underpowered study that fails to detect an effect, even if exposure levels are high. Poorly implemented studies often have excessive variability so a conclusion of no effect may occur even at relatively high exposure levels. Thus, economic incentives could work against good experimental design to the detriment of the public health.
An approach to estimating effects at low exposure levels, called benchmark dose techniques, has been designed to limit extrapolation beyond the data (Crump, 2002; Glowa & MacPhail, 1995; Slikker & Gaylor, 1995) . A by-product, perhaps even a second goal, of the benchmark-dose approach is to reinforce good experimental design by adding value to the design of experiments with little variability in the data (i.e., small error bars). If a point of departure is determined in standard-error units rather than by the absence of a statistically significant effect, then an incentive is provided to design studies that produce low variability. The result is good experimental design, a no-effect level that is reasonable, and a process that has greater credibility.
These approaches do this by using error estimates to identify a benchmark dose that, for example, produces a 10% reduction in function in 5% of the population (Crump, 2002) . The benchmark is viewed by policymakers as a no-effect level. The standard deviation becomes the yardstick, and the benchmark dose is determined by counting standarddeviation units from some point of departure (this is an oversimplification used to illustrate the process). When much information is available about low-dose exposure, identifying a benchmark dose might be accomplished by modeling a low-dose effect as a normal distribution and estimating effects on the fifth percentile. Well-designed experiments result in more precise estimates of critical doses (Slikker & Gaylor, 1995) .
When dose-effect curves are available from individual animals, then an even more powerful approach is available (Bogdan, MacPhail, & Glowa, 2001; Dews, 1986; Glowa & MacPhail, 1995) . The data making up the dose-effect curve for individual animals can be used to model the universe of possible dose-effect curves that would result from those data. This modeling is accomplished with a procedure that reassigns data points to virtual subjects iteratively, to produce thousands of virtual doseeffect relationships. A curve is fitted to each reassigned dose-effect relationship. From the thousands of curves generated, select key points (e.g., the dose that produces a 10% reduction in response rate for 5% of the subjects) can be estimated. This process in illustrated in Figure 9 .6. Here, four hypothetical animals are administered a range of seven doses, plus vehicle, and response rates are expressed as a percentage of noninjected control rates. Data from four subjects are visible over the vehicle dose, but filled individual data points are obscured by the lines in the figure. Each dose-effect relationship is represented by a single straight line, which is the result of a linear regression applied to a virtual subject. The bell-shaped distribution counts the number of curves that cross that horizontal line (10% reduction in rate) at a particular dose. This distribution can be used to estimate the dose that produces a 10% reduction in, say, 5% of the population, as shown by the vertical line (for details, see Glowa & MacPhail, 1995) . An approach to this process using operant behavior can be seen in Wood and Cox (1995) .
We have described ways to derive estimates of tolerable human exposures from controlled laboratory studies of animals and from epidemiological studies of exposed humans, and the U.S. Environmental Protection Agency does just this. This process is open and transparent so that all stakeholders can examine the relevant studies, the assumptions entering the analysis, and the outcome. The process can be updated as new data come to light. Assessments undergo intensive peer review by disinterested scientists, and the results are published in the open literature, often as books published by the National Research Council or as reports available from the U.S. Environmental Protection Agency or the Agency for Toxic Substances and Disease Registry. We mention the process here because its spirit, if not its specifics, might be of value to behavior analysts seeking to translate experimental or clinical studies into public policy. The approach described here might be informative for those policymaking procedures that are transparent, quantitative, and data driven.
high throughput
As noted in our introductory comments, more than 80,000 chemicals are registered for commercial use (Roe et al., 1997) , and adequate information about toxicity is available for only a tiny fraction of even the high-production chemicals. The chemicals that we know something about include those that have been studied in academic or government labs as well as some, such as pesticides and organic solvents, for which testing is required as part of the process of registering the chemical for commercial use. Highthroughput techniques for identifying and characterizing neurotoxicity are required to test the universe of untested chemicals. As of this writing, the answer to the question posed earlier in the chapter, "Can we do behavioral testing more rapidly?" might be "We recognize that this is an important question and we are trying to do so, but we're not there yet." The issue is that rapid assessments frequently have more errors. A "miss" (missing a hazardous chemical) can have significant and longlasting public health consequences. A false alarm, however, can be economically costly to a company producing the chemical and could even block the marketing of, say, safer pesticides, flame figure 9.6. hypothetical dose-effect curves taken from individual animals are shown as separate points (only open symbols are visible throughout the data space). response-rate reductions are determined for individual animals as a function of (natural) log of dose of some neurotoxicant. individual points can be seen over vehicle, but lines obscure some data points over the various doses. the points are randomly reassigned to virtual subjects, and an individual dose-effect relationship is generated for each reassignment; each relationship is shown as an individual line. the family of lines is used to estimate important indicators. for example, the dashed line represents a 10% reduction in function. the vertical line points to the dose that would produce such a reduction in 5% of the population of curves. reprinted from Neurotoxicology: Approaches and Methods, j. r. glowa and r. macphail, "Quantitative approaches to risk assessment in Neurotoxicology," pp. 777-787. copyright 1995, with permission from elsevier. retardants for furniture, or plastic bottles, to name just a few of the compounds that have entered public discussions.
Earlier in this chapter, we noted that behavior plays a crucial role in neurotoxicity because behavioral measures can address the so-what question, that is, they can reveal the relevance of small changes in the nervous system. This key assumption is held by many who study function, including behavioral toxicologists, but it is not universal. A recent publication by the National Academy of Sciences has called for a shift in emphasis to highthroughput techniques involving the structure of genes, the formation of proteins, or the activity of small networks of cells and cell lines (National Research Council, 2007) . These in vitro preparations permit the expeditious study of many chemicals in the environment. This step is necessary, but it cannot stand alone. The difficulty with relying too heavily on such isolated systems was noted in a different publication that has specifically included behavioral assessment as a component of the assessment of risk (Committee on Improving Risk Analysis Approaches Used by the U.S. EPA & National Research Council, 2009) . To the extent that behaviorists add value to the scientific understanding of neurotoxic events, behavioral toxicology will continue to have an influence. How scientists add value will be different in the future than it has been in the past.
The future of behavioral toxicology will entail high-throughput screening and alternative testing, but the form that it will take is still emerging (National Research Council, 2007) . This issue presents vexing, and interesting, problems for neurotoxicology and behavioral toxicology. No genetic marker and no collection of neural indicators exist for most known behavioral consequences of exposure. One cannot reproduce the FI schedule in a dish. We could note many reasons, but one is that behavior often reflects the full and integrated functioning of the nervous system. At some point, high-throughput screening will entail behaving organisms, but the behavior may be simple and the organism may be a nonmammalian species such as drosophila (Hirsch et al., 2003; Liu, Vinson, Abt, Hurt, & Rand, 2009) , zebrafish, or zebrafish larvae (e.g., MacPhail et al., 2009; Peterson et al., 2008; Weber et al., 2008) . Traditional laboratory animals such as mice might be incorporated, but only with highly automated and rapid testing procedures. The challenge is to be, at once, quick and effective.
We mention this issue here because it is a challenge faced by many other areas in which basic principles of behavior are being translated into specific applications. They cannot afford the luxurious, highly detailed studies conducted in scientific laboratories. Studies that do succeed will, ideally, be quick, informative, and yet still grounded in a science of behavior. At this point, how this challenge will be addressed is unclear, but it must be met. The next generation of behavioral toxicologists will face it.
ecoNomic aNd social costs
In its short history, behavioral toxicology has already generated large social and economic benefits, and it is likely to produce more. For example, Reyes (2007) noted that estimates indicate that the reduction in lead exposure in the 1970s is responsible for a 56% drop in violent crime in the 1990s and will likely produce further declines in the future, up to 70% drop in violent crime by the year 2020. (p. 36) Lead removal has also been estimated to cut in half the number of children who receive formal diagnoses of intellectual disability and are therefore eligible for special education (Nevin, 2009) , confirming a prediction made two decades ago (Needleman, 1990; Weiss, 1988) . A recent attempt to quantify educational costs in a single school district was undertaken in a study of the role of lead exposure and student:teacher ratios on student performance assessments in New Orleans schools (Zahran, Mielke, Weiler, Berry, & Gonzales, 2009 ). Zahran et al. (2009) reported, as have many others, that lead decreased performance and that lowering the student:teacher ratio improved it. They noted that doubling the number of teachers in the district, a huge expense, would be necessary to compensate for the intellectual damage caused by lead. In fact, actually removing existing lead was estimated to be far less expensive than paying the salaries of the additional teachers, to say nothing of additional buildings. These are the types of costs that were avoided by removing lead from gasoline.
The broader economic benefits of exposure to a neurotoxicant such as lead can be very difficult to estimate. One provocative approach has been taken by building on the correlation between IQ test scores and earnings (Schwartz, 1994) . We mention it here because of the earlier discussion linking scores on IQ tests with procedures that build on animal studies, such as the incremental repeated acquisition of behavioral chains (Paule, Chelonis, et al., 1999) . Because IQ scores and income are correlated, estimating how much of a loss in earnings results from a 1-point drop in score on an IQ test should be possible. Multiplying this estimate by the U.S. population would yield an estimate of the larger financial burden associated with lead exposure. One estimate was described by Schwartz (1994) and updated by Salkever (1995) . Salkever held that a loss of 1 IQ point translates into a 1.9% and 3.2% loss of lifetime earnings for men and women, respectively (lead exposure has a greater economic effect on women than on men). It also translates into an approximately $7.5 billion gain (in constant dollars) in lifetime income for each reduction in blood lead of 1 microgram per deciliter for a single birth cohort (Salkever, 1995) . The total savings can be determined by noting that this is only a single birth cohort and that only the effect of reducing blood lead 1 microgram per deciliter is described. The national average blood lead level was about 15 micrograms per deciliter in 1979, which fell to less than 1.9 micrograms per deciliter by 2007 (Advisory Committee on Childhood Lead Poisoning and Prevention, 2007), a drop of nearly 13 micrograms per deciliter.
We elaborate on this point because the removal of lead from gasoline is a major success story not only for epidemiologists but also for behavior analysis. As noted earlier, behavior under the FI schedule of reinforcement is a sensitive measure of lead exposure in experimental models. It is so sensitive and reproducible that one of the key contributors to the removal of lead from gasoline was early studies of laboratory animals' behavior under FI schedules of reinforcement (reviewed in Davis, Otto, Weis, & Grant, 1990) . The value of this schedule could not have been anticipated when it was described more than 70 years ago (Skinner, 1938 (Skinner, /1981 , but the value of the dictum to follow up on orderly data always holds true.
At the other end of the life span, that environmental exposure to neurotoxicants can accelerate aging has become more widely accepted (Cranmer, 2007) . To name just one example, the personal and economic costs of environmental exposures that result in early-onset dementia or motor impairments will be borne not only by the afflicted person, but also by family members and by the larger society that may have lost an economic asset while gaining a medical cost (Weiss, 2006) . These very high costs are preventable, but to do so knowing which toxicants accelerate aging and at what exposure level this occurs is necessary.
summary aNd coNclusioNs
Application flows from good science, and behavioral toxicology is no exception. By addressing important questions about the functional consequences of chemical exposures, behavioral toxicologists have addressed so-what questions that arise when environmental contaminants cause subtle brain damage. The study of neurotoxicant impact on the nervous system and its functions as expressed in behavior can only yield a fuller understanding of both brain and behavior. Thus, in addition to contributing to fundamental science, behavioral toxicologists' results have led to important policy decisions that guide people's exposure to toxic chemicals. Although far from complete, the regulation of neurotoxicants provides an instructive example of evidence-based policymaking that may guide similar activities in other arenas. 
