ABSTRACT
INTRODUCTION
Population-based association studies for both genome-wide mapping and fine mapping of complex disease genes have become increasingly popular as they offer potentially more costeffective and powerful approaches than linkage analysis (Ardlie et al., 2002; Botstein and Risch, 2003) . There are two general types of methods for analyzing the unphased genotype data available from association studies: single marker-based methods and haplotype-based methods. The later can provide additional power in defining effects associated with multiple disease-* To whom correspondence should be addressed. related alleles within a single gene (Morris and Kaplan, 2002) or when a single marker test fails to capture local complexity of linkage disequilibrium (LD) between multiple markers (Akey et al., 2001) . Haplotypes could also be better units of analysis for understanding LD patterns in the human genome since they reflect preservation or change in the combined alleles at multiple loci throughout the evolutionary process (Clark, 2004) .
Practically, however, assembly of haplotypes within individuals of a study population is not always straightforward. Current laboratory techniques (e.g., Douglas et al., 2001; Yan et al., 2000) can be used to determine local haplotypes experimentally, but these approaches are often too expensive and too cumbersome to be used effectively for large-scale studies. Therefore, most association studies have relied on unphased genotyping data, on which statistical and computational methods have been used to infer haplotypes through estimation of haplotype frequencies and resolution of haplotype pairs within individuals. Accordingly, effective and accurate methods for haplotype inference in various situations are highly valuable. Here, "haplotype inference" refers to reconstruction of a haplotype pair in an individual and estimation of haplotype frequencies in a population.
The methods for haplotype inference from unrelated individuals can be divided into two major categories. Some are based on likelihood computations (e.g., Excoffier and Slatkin, 1995; Niu et al., 2002; Qin et al., 2002; Stephens et al., 2001) , whereas others rely on optimization algorithms to obtain a solution (e.g., Clark, 1990; Gusfield, 2001; Huang et al., 2005) . The use of advanced techniques, such as the partition-ligation and the Markov chain Monte Carlo technique and the incorporation of LD pattern and population models, have made the haplotype inference for unrelated individuals more accurate with up to several hundred SNP markers (Fallin and Schork, 2000; Stephens and Donnelly, 2003) . However, none of them have been specifically tailored for analyses of the family of killer immunoglobulin-like receptor (KIR) genes as detected with locus-specific technology.
The human KIR gene family comprises a cluster of genes located at 19q13.4, which is a highly polymorphic region of the human genome (Marsh et al., 2003; Martin et al., 2004; Hsu et al., 2002; Middleton et al., 2005) . KIR genes are known to regulate cytolytic activity of human natural killer cells, but the exact mechanisms are not fully understood (Middleton et al., 2005) . To date, 17 genes and pseudogenes have been assigned to the KIR gene family (Marsh et al., 2003) . Variation in the number and type of KIR genes across individuals is well documented (Hsu et al.,2002; Uhrberg et al., 2002; Middleton et al., 2005; Whang et al., 2005) , whereas discovery of allelic variants within each KIR gene is still at an early stage (Hsu et al., 2002) .
Current KIR genotyping is largely restricted to locus-specific PCR, which detects the presence or absence of target genes. Ambiguity arises from inability to resolve the copy number (one or two) of specific KIR genes (Middleton et al., 2005; Hsu et al., 2002) . This ambiguity leaves a large portion of data potentially "missing." For example, we analyzed KIR genotype data reported for a population of unrelated Caucasians after excluding four anchor genes that are invariably present and converting the KIR gene designations to reflect a more recent categorization scheme (Hsu et al., 2002) . By our computation, 66.5% were typed as "present" across all KIR genes; that is, 66.5% of the information on homozygosity or hemizygosity or 33.3% of diploid genotype data were missing. Furthermore, the observed systematic (non-random) loss of data might be expected to compromise the performance of the conventional EM algorithm based haplotype inference method for resolving missing data.
For such present-absent genotype data of KIR genes, haplotypes defining gene content could be inferred using some simple logic rules if there is enough familial information for each individual (Middleton, 2005; Hsu, 2002) . Studies so far have revealed 42 different haplotypes involving different combinations of 17 KIR genes (Khakoo & Carrington, 2006) , including the four anchor genes (3DL3, 3DP1, 2DL4, and 3DL2) present on all KIR haplotypes. In addition, certain KIR genes (e.g., 2DS2 and 2DL2) always occur together, suggesting strong or complete LD between them. These known haplotypes and various haplotype patterns can be incorporated into inference routines to eliminate unlikely haplotypes and emphasize more likely candidate haplotypes as possible resolutions for individual genotypes.
We have developed a hybrid method for haplotype inference. This hybrid consists of a staged application of the greedy algorithm (Black, 2005; Weiss, 1997) followed by the EM algorithm (Excoffier and Slatkin, 1995; Qin et al., 2002) , which can incorporate information on previously identified haplotypes and haplotype patterns. To evaluate the performance of our method, we conducted simulation studies based on KIR gene data from two Caucasian populations (Hsu et al., 2002; Middleton et al., 2004) . Our method of inferring haplotypes formed from present-absent genotype data compared favorably with results using other available methods (Stephens et al., 2001; Zhang et al., 2005) .
METHODS

Notations
We introduce the following notations in our computation. Let G are 1 and 0. We denote 0 H as the initial set of identified haplotypes and S as the set of haplotype patterns. For the KIR gene, several haplotype patterns have been observed from the empirical data: some genes always appear on every haplotype, some pairs of genes always appear to be both absent or both present (completely positive LD), while some pairs of genes never appear together (completely negative LD). We also emphasize that each haplotype in 0 H is compatible with the haplotype patterns in S
The hybrid algorithm
Our hybrid algorithm first uses the greedy algorithm, drawing upon an initial set of haplotypes and haplotype patterns, to construct a minimum set of haplotypes for resolving all genotypes. The EM algorithm is then employed to estimate haplotype frequencies and reconstructs haplotype pairs for each individual according to their posterior probabilities.
The greedy algorithm
A greedy algorithm is the one that can find the optimal solution by choosing a local optimum at each stage and advancing to the next stage until the selection process is exhausted (Black, 2005; Weiss, 1997) . The global optimum may not be found by a greedy algorithm, but at least a good approximation can be expected. Generally, greedy algorithms are faster than exhaustive algorithms that try to find the globally optimal solution in complicated situations. We developed a greedy algorithm to identify a minimum set of gene haplotypes that can resolve the maximum number of individuals. We consider an individual "resolved" for a set of haplotypes if the genotype is compatible with at least one pair of haplotypes in the set of haplotypes. It has been shown that this objective to find the minimum set of haplotypes to resolve the maximum number of individuals in a sample is an NP-hard problem, meaning that there is no polynomial time algorithm that can guarantee such minimum set of haplotypes (Gusfield, 2001; Huang et al., 2005) . Among the various algorithms in this purpose (e.g., Gusfield, 2001; Huang et al., 2005; Wang and Xu, 2003) , none have relied on previously identified haplotypes to resolve haplotypic relationships.
Starting from a set of previously identified haplotypes ( 0 H ) and a set of haplotype patterns ( S ), first a subset of individuals in the sample may be resolved. Then, a set of extended haplotypes ( 0 E ) is constructed to serve as candidate haplotypes for the unresolved individuals based on 0 H and S . From this extended haplotype set, the greedy algorithm finds additional haplotype(s) at each iteration to resolve more individuals until it reaches the greatest possible resolution of the maximum number individuals. Some individuals may not be resolved if all compatible paired haplotypes are contradictory to given haplotype patterns in S . The maximum number of individuals to be resolved is denoted as max M and it could be less than the number of total individuals used in the study. The execution of the algorithm proceeds in the following steps:
( . Then go to step (4) and repeat the iteration until the number of individuals that can be resolved by the final haplotype set H is max M .
Although the final haplotype set obtained as H from this greedy algorithm may not be a minimum set of haplotypes that resolves the maximum number of individuals, our greedy algorithm guarantees that H can resolve maximum number of individuals.
The EM algorithm
After a final set of haplotypes,
has been identified, the EM algorithm estimates haplotype frequencies and assigns compatible haplotype pairs with their posterior probabilities for each individual. The EM algorithm method has been widely used for haplotype inference, and a detailed description is available elsewhere (Excoffier and Slatkin, 1995; Qin et al., 2002) . The only difference between previous applications and ours is that we use only the final set of haplotypes obtained from the greedy algorithm. The final output of our algorithm consists of two lists: one is the list of haplotypes with estimated frequencies greater than the threshold (e.g., 
Data simulations
We compared the performance of HAPLO-IHP with other two programs for haplotype inference, PHASE (Stephens et al., 2001 ) and HAPLORE (Zhang, 2005 ) based on simulations. The 17 KIR haplotypes and their frequencies reported by Middleton et al. (2005) and Hsu et al. (2002) for Caucasian population were used to generate individual genotypes. The original haplotypes consist of combinations of 17 KIR genes, but only 14 of genes were used to simulate present-absent KIR data. Two pseudogenes (2DP1 and 3DP1) were excluded due to their lesser importance in functionality, and 2DS4(allele-specific genotyping available) was excluded due to irrelevance with the purpose of testing the performance for present-absent format genotype data. Since the frequency distribution of 17 KIR haplotypes obtained using two studies (model 1) is unusual in that one major haplotype has the frequency of more than 50%, we constructed another haplotype frequency distribution model (model 2) so that the highest haplotype frequency is set at 30% and others are modified proportionally to their relative frequencies in the original frequency distribution. The 17 haplotypes and their frequencies in model 1 and model 2 simulations are presented in Table 1 . 3DL3  2DS2  2DL2  2DL3  2DL5B  2DL1  2DL4  3DS1  3DL1  2DL5A  2DS3  2DS5  2DS1 To generate the data under the assumption of Hardy-Weinberg Equilibrium (HWE), two haplotypes were randomly selected according to their frequencies and paired to form the genotype of each individual. Then the genotype was converted to the present-absent format. Original haplotype configuration for each individual was stored separately to assess the performance of methods for haplotype inference. The data were generated with different sample sizes (100, 200, 400) and two haplotype frequency models. In each situation, 100 data replications were simulated.
KIR Genes Haplotypes
Similarly, the data were also generated assuming a departure from HWE by modifying the proportions of heterozygous haplotype pairs and homozygous haplotype pairs in the following way. Let x be the homozygosity parameter and y be the heterozygosity parameter. hom S is the sum of frequencies for all homozygous haplotype pairs and het S is the sum of frequencies for all heterozygous haplotype pairs under HWE. We can obtain α that satisfies With the HWE assumption, x and y are set to be equal to 1. In addition, we can set x y > to represent the excessive homozygosity and set x y < to represent the excessive heterozygosity. The new frequency of each haplotype pair with a departure from HWE is obtained by multiplying x α for homozygous haplotype pairs or y α for heterozygous haplotype pairs. We generated data sets assuming 1 x = and 2 y = (excessive heterozygosity) and 2 x = and 1 y = (excessive homozygosity).
Comparison of methods of haplotype inference
For each simulated data set, we estimated haplotype frequencies and assigned the haplotype pair with the maximum posterior probability to each individual as its true haplotype pair using HAPLO-IHP, HAPLORE, and PHASE. For HAPLO-IHP, we obtained the results with different initial sets of identified haplotypes, which account for 100%, 60%, and 25% of 17 original KIR haplotypes that were used in our simulations. Haplotypes 1, 5, 6, 7, 8, 9, 11, 12, 16 , and 17 are selected for the 60% initial set and haplotypes 1, 5, 8, and 9 are selected for the 25% initial set. For frequency model 1, the 60% and 25% sets of initial haplotypes include the 10 and 4 most frequent haplotypes, accounting for 96% and 83% of haplotype frequency, respectively. For frequency model 2, the 60% and 25% sets of haplotypes account for 93% and 73% of haplotype frequency, respectively.
In our simulations, we used three types of haplotype patterns derived from the observations in KIR haplotype studies (Middleton et al. 2005; Hsu et al., 2002; Martin et al., 2004 ): 1) three anchor genes, 2DL4, 3DL2, and 3DL3 always present in all haplotypes; 2) two genes, 2DS2 and 2DL2, always either present or absent together in all haplotypes; and 3) two pairs of genes, (3DS1, 3DL1) and (2DL2, 2DL3), in complete negative LD, i.e., when one gene in each pair is present in a haplotype, the other gene in the same pair is absent. To evaluate the performance of the HAPLO-IHP when only the haplotype patterns were used, we inferred the haplotypes without using any previously identified haplotypes. Also, we modified HAPLORE to incorporate these three haplotype patterns in the haplotype inference and compared the results with those obtained from HAPLO-IHP. The results of HAPLO-IHP with the initial set of identified haplotypes but no haplotype pattern were also obtained.
To quantify the performance of different methods for haplotype inference, we calculated the following five measures for each replicate and the average of these measures over 100 replicates: H I (Excoffier and Slatkin, 1995) , sum of absolute differences between estimated and true frequencies (SAD; Falling and Schork, 2000) , sum of squared errors between estimated and true frequencies (SSE; Falling and Schork, 2000) , individual error rate (IE; Niu et al, 2002) , and similarity error rate (SE; Stephens and Donnelly, 2003 
where true K is the number of true haplotypes, est K is the number of estimated haplotypes with frequencies greater than a threshold (we used 5 1 10 − × as the threshold in our simulations), and miss K is the number of true haplotypes that are not identified. SAD and SSE is defined as:
where K is the number of all haplotypes appeared in the set of estimated haplotypes and the set of true haplotypes, and SSE reflect the overall deviation between the estimated and the true haplotype frequencies. IE is defined as the proportion of individuals whose haplotypes were assigned incorrectly while SE is defined as the Hamming distance between true and estimated haplotype pairs divided by twice the number of loci.
RESULTS
Comparisons of performance of HAPLO-IHP with PHASE and HAPLORE
Inferences performed by HAPLO-IHP, PHASE, and HAPLORE on haplotypes from simulated data were evaluated by all five measures ( H I , SAD, SSE, IE, and SE). Results of those evaluations include the average of five measures and their 95% confidence intervals (CIs) over 100 replicates for frequency models 1 and 2 with sample size of 200 under HWE from: 1) the results of HAPLO-IHP using the 100%, 60%, and 25% initial sets of true haplotypes along with the haplotype patterns; and 2) the results of HAPLORE and PHASE, computed for each replicate (Table  2 and Supplementary Table S1 ). The average H I values for HAPLO-IHP were greater than 0.95 for the 100% initial set and at least greater than 0.75 for the 25% initial set for both frequency models. The average H I values for HAPLORE were between 0.50 and 0.56 and for PHASE around 0.16, indicating these methods identified many more haplotypes that are not present in the sample due to the high portion of missing data. Furthermore, the number of haplotypes identified from HAPLO-IHP is much closer to the true number of haplotypes than those obtained from HAPLORE and PHASE.
HAPLO-IHP showed consistently smaller SAD, SSE, IE, and SE values than HAPLORE and PHASE, also indicating enhanced performance by HAPLO-IHP. PHASE performed least well compared with HAPLO-IHP applied to different initial sets and compared with HAPLORE. Under frequency models 1 and 2, about 65% and 81% of individuals in simulated data were assigned incorrect haplotype pairs by PHASE, whereas only 17% and 25% of individuals with simulated data were assigned incorrect haplotype pairs by HAPLO-IHP with the 25% initial sets of true haplotypes. Again under frequency models 1 and 2, the results of SAD, the sum of differences between true and estimated haplotype frequencies by HAPLO-IHP, ranged from 0.08 to 0.17 for two simulated data sets. These values were much lower than those obtained by HAPLORE and PHASE.
The effect of sample size
We assessed the performance of HAPLO-IHP, HAPLORE, and PHASE with different sample sizes. Figure 1 shows the average values for H I and SAD measures with sample sizes of 100, 200, and 400 (Please refer to Supplementary Table S2 for the average values and their 95% CIs of five measures). HAPLO-IHP outperformed HAPLORE and PHASE for all sample sizes. Using the different initial sets of haplotypes, HAPLO-IHP and HAPLORE consistently showed improved performance with increased sample sizes. For PHASE, only SAD and SSE decreased with increased sample sizes. For HAPLO-IHP, the improvement in accuracy with increasing sample size from 100 to 400 was smaller. For HAPLORE, the contribution of increased sample size was greater. With a sample size of 400, HAPLORE performed worse compared to HAPLO-IHP with the 25% initial set and a sample size of 100.
The effect of Hardy-Weinberg equilibrium assumption
We investigated the effect of departure from HWE on the performance of the three algorithms on data simulated to display HWE, excessive heterozygosity and excessive homozygosity (Table 3 and Supplementary Table S3 ). For HAPLO-IHP with different initial sets, the average H I values increased for excessive homozygosity model (HOM) and decreased for excessive heterozygosity model (HET) compared with the results of the data generated with the HWE assumption. SAD measures were slightly higher (worse performance) for excessive homozygosity model compared with the HWE model for HAPLO-IHP, and they were even bigger for the excessive heterozygosity model. For SSE, IE, and SE measures (lower values mean better performance), the excessive homozygosity model performed better than the HWE model for all inference methods except the HAPLO-IHP with the 25% initial set (exceptions occurred on SSE and IE measures), and the excessive heterozygosity model performed worse than the HWE model. For HAPLORE, the average H I value decreased slightly for the excessive homozygosity model and more for the excessive heterozygosity model. The other four measures (SAD, SSE, IE and SE) performed better for the excessive homozygosity model (smaller values) and worse for the excessive heterozygosity model (bigger values) relative to the HWE model. For PHASE, all five measures performed better for the excessive homozygosity model and worse for the excessive heterozygosity model relative to the HWE model. This generally better performance for the excessive homozygosity model and worse performance for the excessive heterozygosity model was expected due to the reduced haplotype ambiguity in data with excessive homozygosity. In all of these evaluations, HAPLO-IHP consistently performed better than HAPLORE and PHASE. 
The effect of the use of identified haplotypes and haplotype patterns
We also investigated the effect of using only previously identified haplotypes and the effect of using only the haplotype patterns. We performed the haplotype inference with 1) HAPLO-IHP using only the haplotype patterns, 2) modified HAPLORE incorporating such haplotype patterns, and 3) HAPLO-IHP using only the initial sets of identified haplotypes that account for 60% and 25% original haplotypes (Table 4 and Supplementary  Table S4 ). HAPLO-IHP and modified HAPLORE using only the haplotype patterns performed better than the original HAPLORE and PHASE (See Table 2 for the result of original HAPLORE and PHASE). Interestingly, most of the measures showed slightly better results for HAPLO-IHP or modified HAPLORE using only the haplotype patterns compared with those obtained for HAPLO-IHP using both the initial set of 25% original haplotypes and the haplotype patterns. Using only the initial set of 60% and 25% haplotypes, HAPLO-IHP performed better than the original HAPLORE and PHASE for all five measures. HAPLO-IHP showed slightly better results when using only the initial set of 60% original haplotypes than when using both the initial set of 25% original haplotypes and the haplotype patterns. In other words, combining the haplotype pattern with the initial set of 25% original haplotypes did not improve the performance appreciably over using just the initial set of 60% original haplotypes.
DISCUSSION
Methods for inferring haplotypes from unrelated individuals have been valuable and widely used in genetic studies. Although the existing methods can be directly applied to the analyses of present-absent genotype results, the large portion of data missing from such genotyping effort could compromise the inference. In addition, none of these methods have considered the incorporation of known haplotypes and/or haplotype patterns. Our new algorithm aims to incorporate available information such as previously reported haplotypes and patterns observed in haplotypes, in order to ensure accuracy for haplotype inference. Through various simulations of data in the present-absent format, our new program (HAPLO-IHP) showed consistent superiority in performance when compared with two publicly available programs, HAPLORE and PHASE. Specifically, PHASE assigns haplotype pairs with 60~80% individual error rates (IE), and its predicted haplotype frequency differed from true frequencies (SAD) that was more than four times the SAD error in the HAPLO-IHP frequency estimation (25% initial set). This poor performance of PHASE may be due to the fact that the assumptions and methods used in PHASE such as the coalescent model and the similarity between haplotypes are not appropriate for our simulated data based on KIR genes.
We also assessed the isolated effects of previously reported haplotypes and of haplotype patterns to initiate the greedy algorithm by using only one or the other of them in HAPLO-IHP. When only one of them is used, the overall performance of HAPLO-IHP was still better than HAPLORE and PHASE. The performance of HAPLO-IHP was better using haplotype patterns with 25% initial set than the performance using only haplotype patterns. The improved overall performance of HAPLO-IHP using both information sets makes it preferable for the inference of KIR gene haplotypes. However, if one of the information we incorporated in these algorithms are not obtainable, using only one can still improve the accuracy of haplotype inference.
A number of methods have been developed to find a minimum set of haplotypes that can resolve all individuals under study (Clark, 1990; Gusfield, 2001; Huang et al., 2005; Wang and Xu, 2003) . The original Clark algorithm begins by obtaining resolved haplotypes from individuals who were heterozygous at only one locus or no locus (unambiguous genotypes) and tries to resolve other individuals who were heterozygous at more than one locus, one by one, by adding new haplotypes that can consist of a compatible pair of haplotypes for unambiguous individuals. The algorithm is repeated until no further resolution occurred for additional individuals. The resulting set of haplotypes depends on the order of the search of individual genotypes and only provides a local optimal solution. Subsequent studies recast the problem and highlighted the need for more powerful algorithms to find a global optimum. HAPLO-IHP is not only an attempt to solve the problem to find a optimum set of haplotypes but also uses the EM algorithm and available information from previous studies to improve the accuracy for haplotype inference.
Our program incorporated two kinds of information to improve accuracy in haplotype inference. It included data on KIR haplotypes and their patterns as identified in general populations. As typing for these genes increases, the certainty and frequency of those observed haplotypes will be better established, and novel haplotypes will be detected. The incorporation of newly discovered haplotypes into our program will inevitably further improve its capacity for haplotype inference. Their inclu- Although we illustrated our method in the analysis of KIR genes, HAPLO-IHP is applicable to any bi-allelic markers, including single nucleotide polymorphisms (SNP). However, the portions of missing SNP data are generally much smaller, and it is sometimes difficult to start with known information (identified haplotypes and/or haplotypes patterns) for SNPs under investigation. In this situation, some commonly used programs for haplotype inference (e.g., PHASE) may be used without a priori assumptions. Nonetheless, we performed additional simulations to illustrate the general usefulness of our program. We simulated the data sets based on known haplotypes from 12 SNP markers in a study of the 2 β -adrenergic receptor (ADRB2) gene (Drysdale et al., 2000) with two missing data scenarios: 1) 5% of the data missing overall, 2) 50 % of SNP 5, 6, and 7 data missing. For the second scenario, haplotype patterns of SNP 5, 6, and 7 identified in the original haplotypes were used as a known haplotype patterns for HAPLO-IHP. We found that all three methods had similar performance for the first missing data scenario but HAPLO-IHP showed slightly better performance for the second missing data scenario (Details are shown in Supplementary Table S5 and S6.) Another factor that may affect the performance of HAPLO-IHP is the number of markers (genes) involved in the analysis. To assess how the number of the genes will affect the performance of HAPLO-IHP, we conducted additional simulations based on 7 and 10 KIR genes and found HAPLO-IHP generally performed slightly better for the lower number of genes (Supplementary Table S7 ). This is expected because an individual with more genes would generally have more compatible haplotype pairs, making the haplotype inference more difficult, especially for data sets with a large portion of missing data. However, we did not observe more individuals with unresolved haplotypes in the greedy algorithm when more genes were involved because haplotypes for an individual remain unresolved if and only if none of the compatible haplotype pairs are consistent with the given haplotype pattern One drawback of applying these constraints of haplotype patterns is that unusual haplotype pairs that are incompatible with these constraints may be falsely rejected. Therefore, flexibility in the selection of those pattern constraints may be warranted in order to resolve haplotypes in as many individuals as possible. Finally, accuracy of haplotype inference may be further improved by adaptation of more effective algorithms in finding optimal (minimal) set of haplotypes required for reliable haplotype inference. In this regard, several existing techniques (e.g., Huang et al., 2005; Wang and Xu, 2003) might be helpful after modifications based on previously identified haplotypes and specific patterns of linkage disequilibrium.
We also recognized that the EM algorithm often has computational problems with longer haplotype. The optimal number of genetic markers for the EM algorithm ranges from 20 to 30 and computation time for the greedy algorithm implemented in HAPLO-IHP can increase substantially when more than 30 markers with large portion of missing data are tested. The implementation of the popular partition-ligation technique (Qin et al., 2002) proved valuable to HAPLO-IHP. To assess the computational efficiency of HAPLO-IHP using the partition-ligation technique, we conducted simulations with 28, 42, and 56 genes, respectively. The average computational time for 14, 28, 42, and 56 genes were 4, 22, 53, and 107 seconds. These results clearly show that the use of the partition-ligation strategy reduces the computational time with the comparable performance (Supplementary Table S8 ).
