The sixteen divisors of A may be separated into two sets, It is shown that every matrix, M , which has rank four ir mod p and satisfied = pe I is a divisor matrix.
Furthermore it is shown that a matrix can be represented in the form M = P P peI v'
.e< "where P is a permutation, |U| = ± 1, and |v| s ± l(p ).
The following theorems are then demonstrated. We now describe some of the properties of the rings and C • The ring X. is a ring in the ordinary sense, i.e. it is associative (but not commutative). In the If (A,B) = 0 A and B will be called orthogonal. These and other facts may be found in [2 ] , Given a positive integer n we will write A s B mod n, or A 3 B(n), if a.^ s bi (n)(i = 0, ..., 7). This Is a congruence relation with respect to addition and multiplica tion. We also have (A-^,B-^) & (A2 ,B2 )(n) and N(A1 ) = W(Ag)(n), if A-j^ s Ag (n) and B_L s B2 (n). A will be called primitive, mod n, if its components are prime to-n. If A e C, or i f V <= C , the symbol An, o r ] / nJ will denote the residue class determined by A, or the residue classes determined by the elements of V , mod n.
C n (or J--n) may be regarded as vector spaces over the The proof which we give here is due to Pall and Todd, and will appear in a paper soon to be published. The theorem is proved in several steps. In what follows, m and X will have the properties described in theorem 1.
Some of the lemmas which are stated follows by means of relatively simple calculations. Hence their proofs will be omitted.
Lemma 1
The linear mapping induced on C by
is a norm preserving automorphism which will be denoted by a.
Furthermore, a has order seven and each power of a has determinant 1.
Lemma 2 Consider X = xQ + ... + x^.kv = X1 + XgV (X^ e £ ).
Suppose N(X) s 0(p) and (p, xQ, x^) = 1. If N(X1) = 0(p) then we can find an automorphism 0, from lemma 1, such that 0(X) -^ + Y2V (Yi €X ) has N(Y1 )^ 0(p)t We now look more closely at the matrices from which N was composed. By applying a suitable automorphism to £ some permutation of (yQ, ..., y^)' is expressable in the form 6). By applying the universe of this automorphism we obtain peI V 6 )' We are now able to raise the following questions 1) Is the converse of theorem 2 true?
2) How many divisors may be specified? We will return to this point later.
Lemma ^ If C-,, . .., Co are such that (C. C.) = p 5. . That this is the case follows from the fact that C, C-^, Cg, C^ are linearly independent mod p.
We now prove the original lemma by induction and notice that it is true for r = 1 by lemma 3. Assuming the lemma for r we suppose that (CL, C.) s 0 (pr+1 )(i,j = 1,2,3). 
