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Symmetries often occur in engineering and physical systems. If a system is linear, a sym-.
metric system leads to a unique symmetric phenomenon. However, if a system is nonlinear,
unsymmetric phenomena may be generated. The generation of unsymmetric phenomena
formulate patterns. That is, patterns in nature appear by break of symmetries. Then it
is important to reveal the relation between symmetric and unsymmetric phenomena in a
symmetric system.
As for nonlinear circuits, lower dimensional systems with single nonlinear element have
been studied very intensively and large amount of knowledge is gained. In regard to single-
phase circuit nonlinear oscillations are investigated in [1] and the notion of chaos is emerged
in [2]. In recent years, the advance of computers, that is, the appearance of high-speed
CPU and large memories, makes it possible to analyze higher dimensional systems with
many nonlinear elements. Then, the analyses of nonlinear circuit systems which have
several nonlinear elements receive attention. In nonlinear circuit systems, because of the
coupling of single nonlinear circuits, several phenomena such as unsymmetric phenomena
and synchronizing phenomena which cannot be confirmed in a single nonlinear circuit are
generated.
On the other hand, when there is a qualitative changes in the behavior of a system
such as the transition from symmetric to unsymmetric phenomenon and synchronizing
to unsynchronizing phenomenon, we call it bifurcation phenomenon. In other words, in a
nonlinear system, distinctive features appear through bifurcations. Hence, global behaviors
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in nonlinear circuit systems can be revealed by paying attention to the bifurcations.
In this thesis, nonlinear three-phase circuit with symmetry is investigated. The circuit
consists of delta-connected nonlinear inductors, capacitors, resistors and balanced voltage
sources. This circuit can be represented by a five dimensional system with the nonlinear
coupling of inductors and with a structural symmetry. Hence, several phenomena which
can't be confirmed in lower dimensional systems with a single nonlinear element are gen-
erated. This thesis make manifest distinctive features in the three-phase circuit in the
viewpoint of bifurcation phenomena.
1.2 Background in Power System
Symmetrical three-phase circuit is quite fundamental and practical in a power system. In
the three-phase transmission line with capacitors in series with voltage sources when the
transformer becomes lightly loaded or no-loaded, the exciting impedance can not be ne-
glected. As a result, the nonlinearity of the exciting impedance can not be neglected. There
are, however, very few studies concerning oscillations in non-linear three-phase circuits.
In Japan an abnormal oscillation occurred in the Inawashiro transmission line in 1927.
Since then the harmonic and higher harmonic oscillations in three-phase circuits have been
investigated from both experimental and theoretical points of view [3]. The reference
reveals that the undamped oscillation has infinite components of frequency and occur by
the nonlinearity of transformers and the capacity of transmission lines. Researches on
subharmonic oscillations, although observed in the transmission line compensated with
series capacitors has rarely been carried out [4].
In recent years, a permanent non-periodic oscillation is observed on a 400kV power
system in France [5]. Further, the researches in the viewpoint of nonlinear dynamics are
reported in [6, 7, 8]. The researches, however, investigate the single-phase models of the
three-phase power systems.
In the three-phase circuit, higher harmonic and subharmonic oscillations as well as almost
periodic and chaotic oscillations are generated. Further, as for the symmetry of the circuit,
the breaking of symmetry is confirmed. The subharmonic oscillations of order 1/3 and
1/2 have been analyzed by means of the extension of the asymptotic method originally
developed by Krylov, Bogoliubov and Mitropolsky, and are experimentally confirmed [9,
10, 11, 12, 13, 14, 15].
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In this thesis, the bifurcation phenomena of the 1/3-subharmonic, 1/2-subharmonic and
fundamental harmonic oscillations in the three-phase circuit are investigated from both
theoretical and experimental points. As for the theoretical analysis, the steady state is
formulated as a two-point boundary value problem and analyzed in detail by the homotopy
method combined with a shooting method. Additionally, a real three-phase circuit is made
up and by close experiments comparison with the results with homotopy method is made.
In these analyses, paying particular attention to the symmetry of the circuit, the effects of
nonlinear coupling are revealed and the relevancy of bifurcations in between three-phase
and single-phase circuits becomes manifest.
1.3 Description of Contents
This thesis consists of 9 chapters and the outlines are shown as follows.
In Chapter 2, the three-phase circuit is formulated as a two-point boundary value problem
and the homotopy method combined with a shooting method is shown. Further, the
analytical methods of bifurcation phenomena are described.
In Chapter 3, the configuration of the experimental circuit and the measuring device are
illustrated. Further, the configuration of the switching phase controller is described.
In Chapter 4, the bifurcation phenomena of single-phase 1/3-subharmonic oscillations
are investigated. For the comparison with the three-phase circuit, a single-phase-like circuit
and a coupled single-phase circuit are defined and analyzed.
In Chapter 5, the bifurcation phenomena of two-phase 1/3-subharmonic oscillations are
investigated. Additionally, the relation between the single-phase and two-phase oscillations
are represented.
In Chapter 6, the bifurcation phenomena of symmetrical 1/3-subharmonic oscillations
are investigated. The relations between symmetry and frequency of oscillations are also
represented.
In Chapter 7, the bifurcation phenomena of fundamental harmonic oscillations are inves-
tigated. Additionally, the relations between the switching phase angle and the generated
modes are presented.
In Chapter 8, the bifurcation phenomena of 1/2-subharmonic oscillations are investigat-
ed.
Chapter 9 is the concluding chapter summarizing the major results in this thesis.
Chapter 2
Fundamental Equation and Its
Solution
2.1 Introduction
In this chapter, the circuit equation of the nonlinear three-phase circuit with symmetry is
derived. Then we formulate equations to obtain the periodic solution of the circuit equation,
which is a two-point boundary value problem, by using shooting method. Next, the Newton
and general homotopy methods and the method of tracing path are shown. Further, co-
dimension one bifurcations are defined and the method of searching the bifurcations is
shown. Furthermore, the determining equations of bifurcation points are derived and the
method of calculating bifurcation sets is shown.
2.2 Circuit Equation











Fig. 2.1: Three-phase circuit.
4>= (cPa, cPb, <Pc)' fiux-interlinkage vector of inductor
i(¢J) = (ia, ib, ic)' inductor current vector
e(t) = (ea(t), eb(t), ec(t))' three-phase voltage source vector
v= (Va,Vb,Vc)' capacitor voltage vector
R= diag(R, R, R) diagonal matrix for series resistor
r= diag(r,r,r) diagonal matrix for delta-connected resistor
c= diag(C, C, C) diagonal matrix for series capacitor
( ~1 1 y)A= 0
-1
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where a prime means transpose, diagO represents diagonal matrix. The vector valued
function i(¢) represents the magnetizing characteristics of nonlinear inductors defined by
(2.2)
where the function i(·) is an odd monotonically increasing function. The three-phase
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symmetrical voltage source is defined by
w angular frequency of voltage source
i.p initial phase angle.
Introducing scale factors Ctt/» Cti, Ctv , we transpose variables in Eq.(2.1).
(2.3)
r= wt + i.p
w= Ctt/>¢ scaled flux-interlinkage vector of inductor
1= Ct(t scaled inductor current vector
u= CtvV scaled capacitor voltage vector (2.4)
E= CtvAe scaled three-phase voltage source vector
(Em siner), Em siner - ~11"), 2 )'Em siner + 311")
r.; Ctt/>
where, Em = y3Ctvem , and we set Ctu = -.
w
Now, we obtain the following scaled circuit equation:
f ('P, U, r)
[













I(lP) = Q;i (:) , A = AA'.
2.3 Symmetry of Three-phase Circuit
2.3.1 Structural Symmetry
The three-phase circuit has symmetries. In this section, the characteristics of the three-
phase circuit are shown as to the symmetry.
2.3. SYMMETRY OF THREE-PHASE CIRCUIT
First, we define the following matrix:
The matrix satisfies the relations
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(2.7)
1 : unit matrix (2.8)
(2.9)
Considering the relation (2.9), the right-hand side of the circuit equation (2.6) satisfies the
following equation [16, 17, 18, 19]:
where
(2.10)
c~ = 1. (2.11)
Eq.(2.10) mathematically presents the structural symmetry of the three-phase circuit.
Assume that [!li"(r) ,U(r)]' is a solution of Eq.(2.6), then
=0. (2.12)
Thus, C3 [!li"(r + 2/31r), U(r + 2/31r)]' is also a solution of Eq.(2.6). In the same way,
(n = 1,2, ...) (2.13)
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(2.14)
are also solutions of Eq.(2.6). As for oscillations whose period is n times that of the
voltage sources (such oscillations will be called period-n oscillation), the following relation
is satisfied:
[ WeT) ] _ [ W(T + 2mr) ]U(T) - U(T + 2m!") .
Therefore, as for the symmetry of C a there are 3n initial vector values at T = 0 of the
period-n oscillations which are represented by
(k = 0, 1, ... , 3n - 1) (2.15)
in general. If the relation
(2.16)
is satisfied, we shall say the solution has a symmetry with respect to Ca.
2.3.2 Symmetry Based on Magnetizing Characteristics
Next, we define the following matrix
(2.17)
The matrix satisfies the relations
(2.18)
(2.19)




C~ = 1. (2.21)
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Eq.(2.20) is based on the odd function I(W) of magnetizing characteristics of nonlinear
inductors.
Assume that [F(r), U(r)l' is a solution of Eq.(2.6), then
=0.
Thus, C2 [F(r + 71"), U(r + 71")]' is also a solution of Eq.(2.6). In the same way,
(2.22)
(n = 1,2, ...) (2.23)
is also solutions of Eq.(2.6). Therefore, as for the symmetry of C 2 there are 2n initial
vector values at r = aof the period-n oscillations which are represented by
(k = 0, 1, ... ,2n - 1) (2.24)
in general. If a relation
[ F(O) ] _ Cn [ !P(mr) ]U(O) - 2 U(n71")
is satisfied, we shall say the solution has symmetry with respect to C 2 •
2.3.3 Relation between C3 and C2
The initial values of period-n solutions(2.15) and (2.24) have the following relations
(2.25)
c" [ ll"(2k1r) ]
-
C" [ ll"(2k1r) ] = [ ll"(2k1r) ] (k = 0,1, ... , n), (2.26)
3 U(2k71") 2 U(2k1r) U(2k71")
kl [ ll"(;~) ] [ ll"(m~) ] ( k _ 0,1, .. . ,3n-1 )C'Ck 3 (2.27)C3 C2 m 23m l - 0,1, ... ,2n - 1
U( "371") U("3 n ) m ::::: 2k + 3l mod 6n
where mod 6n is based on the period 2nn(= 6nn /3) of the period-n solution. Considering
the relations, there exist 6n initial vector values at r = 0 of the period-n oscillations which
10
are represented by
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(
k = 0,1, ... ,3n - 1 )
l = 3 + 2k mod 6n (2.28)
in general. Assume that the solution has symmetry with respect to C 3 , then there exist
2n initial vector values at T = 0 because of the relation (2.16). Assume that the solution
has symmetry with respect to C 2 , there are 3n initial vector values because of the relation
(2.25). Further, if the solution has symmetry with respect to C 3 and C 2, then there exist
n initial vector values.
2.4 Two-point Boundary Value Problem and Shoot-
ing Method
We consider a periodic solution of Eq.(2.6). First, the integration of Eq.(2.6) from an initial
state [F(O), U(O)]' = [Fo, Uo]' gives
[ F(T)] [ Fo ] r-U(T) = U o + Jo f(F, U, s)ds. (2.29)
Here, the singularity of matrix A leads us to the constraint of the capacitor voltages
(2.30)
where c is constant. This restriction is due to the capacitor cutset in the three-phase
circuit. Substituting Eq.(2.30) into Eq.(2.29), we obtain the solution
(2.31)
where
X(T) £ ('1'O(T) , '1'b(T) ,We(T), U~(T), Ub(T))' E R5
Xo A. x(O) E R 5
and f(x, s) : R5 X R -+ R5 is a vector-valued function obtained by substituting Eq.(2.30)
into the function f(F, U, T) in Eq.(2.29).
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Considering a periodic solution of period T of Eq.(2.31) is a two-point boundary value
problem in which the solution to Eq.(2.31) in the interval [0, T] must satisfy the boundary
condition [20].
~(O) = x(T)
Using the mapping T:Rs -j. RS, we can express the above problem
where
~o = ~(O)
(T ~T(~o) = J
o
f(~, s)ds + ~(o).
(2.32)
(2.33)
To solve the two-point boundary value problem with a shooting method, we define a
nonlinear equation
(2.34)




To solve Eq.(2.34)] we use the Newton homotopy method combined with a shooting method.
First, we define the Newton homotopy function G:Jl6 -+ RS for Eq.(2.34) represented
by
G(zo,~) £ ~F(zo) + (1 - ~)[F(xo) - F(a)j (2.35)
where ~ E R is a homotopy parameter and a E R 5 is a given vector. This function satisfies
equations
G(a,O) = 0, G(~o, 1) = F(~o). (2.36)
Now, we define the Newton homotopy equation
G(zo]~) = 0] (2.37)
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and we define a homotopy curve
(2.38)
We follow the homotopy curve from the initial point (a,O)' and when we arrive at c¥ = 1,
we have a solution alo of Eq.(2.34).
2.5.2 Trace of Homotopy Curve
We define a vector y E R 6 as
y ~ [:] (2.39)
Assuming that the homotopy curve is represented by y(O), where 0 represents the arclength
of the homotopy curve, we try to trace the curve from
Yo = Y(()o) = [ ~o ] , (2.40)
calculating further solutions on the branch Yk = y(DIc ) (k = 1,2, ... ) by a predictor-
corrector method.
First, we consider to obtain a tangent vector on the homotopy curve [21]. Assume that
the full-rank condition
rank (~G ) = 6, (2.41)
Y 9=9k
then there exists a tangent vector on the homotopy curve, and we define a vector as
. d dy ( )Yk = dO . 2.42
O=Ok
From Eq.(2.~7) we can determine the tangent vector ilk which satisfies the following equa-
tions
~G Yk = 0, IIYkl1 = 1, iI~-l .Yk > 0, (2.43)
Y O=Ok
where 11·11 represents usual2-norm of a vector: Hence, we determine a vector I E R6 which
satisfies the following equation
(2.44)
2.5. HOMOTOPY METHOD





Secondly, we construct a predictor vector. A simple predictor is a tangent predictor, that
is, the predictor point for Yk+l is
(2.46)
Here, 8k is an appropriate step length. This tangent predictor (2.46) is of first order. As
another improved method, we adopt the second order predictor Yk+1 which use the second
order derivative of y. That is,
(2.47)
where
Y :! Yk - Yk-l (2.48)
8k- 1
To determine the step length 6k , we use the difference between the first order predictor and
the second order predictor. That is,
(2.49)
where €max is a given positive constant. Then we obtain
(2.50)
Next, we modify the predictor Yk+1 with the corrector which is based on Newton iteration.
That is, we start from the initial point Y~+1 = Yk+1 and iterate the following step
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are not satisfied, we halve the step length Ok and calculate the predictor Yk+! once more.
2.5.3 Calculation of Jacobian Matrix










where the vector 1 represents a unit matrix. In the Eq.(2.58), we obtain 88T by integrating
Xo
the first variational equation
~ [ 8X(T) ] = 81(x, T) . 8X(T)
dT 8xo ax axo






In Eq.(2.34), we consider the circuit parameter J.L E {~, "I, (, Em} and rewrite as the follow-
mg:
F(xo I /1,) ~ Xo - T(xo) = 0 (2.61)
When the circuit parameter is increased or decreased, the solution curve is followed by the
general homotopy defined by the function H : R6 --t R 5
H(xo, J.L) ~ F(xo I J.L). (2.62)
2.6. DEFINITION OF BIFURCATION POINTS
Now, we define the general homotopy equation
H(xo, p.) = 0,




Starting from the parameter IL = P.o for the solution xo, we can follow the solution curve
H-1(0) to the specified value of parameter p.*.





8xo , 8p. (2.65)
[ aT aT]1 - axo , - 8p. .
In Eq.(2.66), we obtain ~: by integrating the first variational equation
.!:.- [ 8X(T) ] = 81(x, TIlL) . 8X(T) + 81(x, TIp.)
dT 8p. 8x 8p.. 8j1.




2.6 Definition of Bifurcation Points




We can determine the stability of periodic solutions by the first variational equation. That
is, for a value of J-L, let X(T) be a periodic solution to the equation (2.31) with a period T.
The monodromy matrix based on the first variational equation (2.59) is defined by
M( ) ~ 8x (T) _ aT
Xo, P. - 8 - 8Xo Xo (2.69)
The matrix M(xo, J-L) has 5 eigenvalues A(xo, J-L) = {Ai Ii = 1,2, ... , 5}. If the eigenvalues
satisfy
(2.70)
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then the periodic solution X(T) is stable. Additionally, we define the degree of unstability
(J' by the number of Ai E A(xo, J.L) which doesn't satisfy the condition (2.70). If the solution
is stable, the degree (J' is equal to O.
When the parameter J.L is varied, we can distinguish three ways of the eigenvalue Ai E
A(xo, J.L) crossing the unit circle. That is,
(1) Ai = 1
(2) Ai = -1
(3) Im(Ai) #- 0
where, fm(·) represents imaginary part. Now, we consider co-dimension one bifurcation-
s [22] in the system of Eq.(2.34), that is, saddle-node, pitchfork, period doubling and
Neimark-Sacker bifurcations. Then, we assume that only one eigenvalue is on the unit
circle in the case (1) and (2), and assume that only two eigenvalues are on the unit circle
in the case (3). Here, we can consider that A1 is on the unit circle in the case (1) and (2)
without loss of generality and that AI, A2 are complex conjugate on the unit-circle in the
case (3) without loss of generality.
2.6.2 Saddle-node and Pitchfork Bifurcation





That is, (x~, J.L*) is a singular point. The singularity of the Jacobian 8H(xo, J.L) leads to
8xo
the assumptions
kernel (::) is spanned by U1
range (::.) = kernel (vll with (V"U,) = 1.
Here kernel(VI) = {z I (Vb z) = O} and VI satisfies
1 8H
VI 8xo = o.
(2.72)
(2.73)
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Now, we classify the singular point by Lyapnov-Schmidt decomposition [23]. First, we
give H-l(o) in the neighborhood of the singular point (xo,J.L*) as follows:




where (v~,m(x,v)) = O. We define projection P, Q
Px £ (VI, X)Ul
Qx A. z-Pz.
where x E R 5 . Then the general homotopy equation (2.63) is given as
PH(x~ + XUl + m(x, v), J.L* + v) = 0





Next, we expand Eq.(2.80) as
aH aH x2 a2H a2H 1 a2H
Q-am+vQ-a +-2Q-a2(Ull Ul)+xQ-a2(Ull m )+-2Q-a2(m,m)
zo J.L zo zo zo
a2H a2H v2 a2H
+xvQ a a Ul + vQ a 8 m + -2Q-82 + ... = o. (2.81)
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From Eq.(2.79), we can define the following bifurcation equation H(x, v):
H(x, v) (VI, H(x~+ XUI + m(x, v), J.L* + v))




HOI - (VI. ~~) (2.86)
(a2H ) (2.87)H 2O - VI, 8xa (UI. UI)
H ll (&'H &'H) (2.88)- VI, 8z~ (g, UI) + 8xo8fl UI
(&'H &'H &'H) (2.89)H02 Vb 8Z5 (g, g) + 28xo8flg + 8fl2
H30 ( &'H &'H ( &r1 &'H )) (2.90)- Vb 8xg (UI' Ub UI) ~ 38x5 UI, 8zo Q 8z5 (UI, ud .
Here, assume that HOI ::P 0, then we can show by the implicit function theorem [24] that
the solution curve doesn't have an emanating branch (saddle-node bifurcation). When HOI
is equal to 0, the solution curve has emanating branches and the coefficients H20 , Hll ,H02
determine the direction of them [25]. That is, let the Hessian matrix of H(x, v) be
and we consider the equation




If det(Hes(fI)) > 0, then the singular point is an isola center. If det(Hes(H)) < 0 then,
the singular point is a transversal intersection of two branches. Furthermore, if H20 = 0,
then Eq.(2.92) has a solution v = 0 and the solution curve H-I(o) has a branch which
emanates in the direction of 'UI (pitchfork bifurcation).
The saddle-node bifurcation is co-dimension one in general [26]. Additionally, because
of the symmetry with respect to C 2 , the pitchfork bifurcation can be generated as a co-
dimension one bifurcation in the three-phase circuit (appendix A). Now, we define the
2.6. DEFINITION OF BIFURCATION POINTS
saddle-node bifurcation and pitchfork bifurcation.
Definition: (xo,p..) is a saddle-node bifurcation, if the following conditions hold:
19
H(x~, It·) 0 (2.93a)
rank (::) 4 (2.93b)
HOI # 0 (2.93c)
H2O of 0 (2.93d)
Hypotheses (2.93a) and (2.93b) guarantee the condition of periodic solutions and 1 E
A(x(;, p..), respectively. Hypotheses (2.93c) guarantees that (xo' p,.) is not a branching
point. Additionally, hypotheses (2.93d) guarantees a non-degeneracy condition.
Definition: (xo,It·) is a pitchfork bifurcation, if the following conditions hold:
H(x~, p..) 0 (2.94a)
rank (::) 4 (2.94b)
HOl - 0 (2.94c)
H2o 0 (2.94d)
Hu of 0 (2.94e)
H30 :f: 0 (2.94£)
Hypotheses (2.94a) and (2.94b) guarantee the condition of periodic solutions and 1 E
A(xo,It·), respectively. Hypotheses (2.94c) and (2.94d) guarantee that the point (xo,p..)
is a transversal intersection of two branches and has an emanating branch in the direction
of the vector Ul, respectively. Additionally, the hypotheses (2.94e) and (2.94f) guarantee
non-degeneracy conditions.
2.6.3 Period Doubling Bifurcation
In the case of the eigenvalue '\1 = -Ion (x., p."), the Jacobian 88H, which has an eigen-
XQ
value 2, is nonsingular. Then a smooth branch H-l(o) passes through the point (xo,p..)
without branching. However, the monodromy matrix of the interval [0,2T]
M ( ) ~ 8x(2T) _ 8T(T(xo») _ M22T Xo, P. - - -8x o 8xo (2.95)
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has an eigenvalue 1. In other words, as for the general homotopy function for 2T, pitchfork
bifurcation occurs. Then there is an emanating branches of period 2T solution in the
direction of the eigenvector belonging to the eigenvalue Al = -1 from (xo,J1*).
Now, we define the period doubling bifurcation.
Definition: (xo, J1*) is a period doubling bifurcation, if the following conditions hold:
H(xo,J1*) = 0
-1 E A(xOl J1*)
(2.96a)
(2.96b)
Hypotheses (2.96a) is the condition of periodic solutions and (2.96b) guarantees that the
aT
stability changes on the point where one of the eigenvalues of -a is equal to -l.
Xo
2.6.4 Neimark-Sacker Bifurcation
If the eigenvalues AI, A2 which is complex conjugate crosses the unit circle, that is,
A2 = e-iO for () i=- 0, () =I 7f i: imaginary unit, (2.97)
then the Jacobian aaH I which has an eigenvalue 1 ~ e±iO, is nonsingular and a smooth
XQ
branch H-l(O) passes through the point (xo,J1*) without branching. Assume that the
angle () is an irrational multiple of 21f, then the map T(xo) has an invariant curve, that is,
there exists an almost periodic solution.
Now we define the Neimark-Sacker bifurcation.
Definition:(xo,J1.) is a Neimark-Sacker bifurcation, if the following conditions hold:
H(zo, J.l*) = 0
e±iO E A(x~,J.l·)





Hypotheses (2.98a) is the condition of periodic solutions and (2.98b) guarantees that the
stability changes on the point where two of the eigenvalues of aT are equal to e±iO.
aXQ
Hypotheses (2.98c) is the condition of weak resonances [27]. When n = 1,2,3,4, the
bifurcation is called strong resonance, which is co-dimension two bifurcation [26].
2.7. SEARCH OF BIFURCATION POINTS
2.7 Search of Bifurcation Points
21
We consider to search the bifurcation points of co-dimension one [28], that is, saddle-node,
pitchfork, period doubling and Neimark-Sacker bifurcations, by the general homotopy. We
can discriminate the bifurcations by
the eigenvalues A(xo, J-L)
the sign of ~~ () : arclength parameter of solution curve
on the solution curve H-1 (o).
Next, we show the method of discrimination.
1. Suppose that :3), E A(xo, J-L) crosses the unit circle
(a) on). = 1.
(2.99a)
(2.99b)
1. if the sign of ~~ changes, then the point is a saddle-node bifurcation.
11. if the sign of :~ doesn't change, then the point is a pitchfork bifurcation.
(b) on ). = -1. Then the point is a period doubling bifurcation.
(c) on Im().) =P O. Then the point is a Neimark-Sacker bifurcation.
2. Suppose that V). E A(xo, J-L) don't crosses the unit circle.
(a) if the sign of :~ changes, then the point is a pitchfork bifurcation.
(b) if the sign of :~ doesn't change, the point is not a bifurcation point.
By the above discrimination, we can obtain the approximate values of bifurcation pa-
rameters.
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2.8 Equations of Bifurcation Points
After searching the approximate values of bifurcation parameter, we obtain the exact b-
'ifurcation points by solving the following equations of bifurcations which are defined for
each bifurcations.
Saddle-node bifurcation
The conditions of a saddle-node bifurcation (2.93a) and (2.93b) are formulated with eigen-
vector Ul as the following [29]:
H(xo,lt)
Fs(Y)" : "I = 0, Y = [ ~: ] E R ll
IluIW -1
(2.100)
By solving Eq.(2.100), we can obtain the vector Xo which is the solution on the bifurcation
point, bifurcation parameter It, and right unit eigenvector Ul belonging to the eigenvalue
oof Jacobian 88H.
XQ
The Jacobian of 8~s is given below:
8H 8H
-- - 08xo aJ-L
8Fs
a [aR ] a [aR ] 8H (2.101)--ay 8xo 8xo Ul 8J-L 8xo Ul 8xo
0 0 2u'1
where the elements
a [aR ] a [aT ]8x o 8xo Ul - 8xo 8xo Ul
a [aR ] a [aT ]8J-L 8xo Ul - - 8J-L 8xo Ul
are calculated by the following method. First, we define
( ) A 8X(T) (2.102)W T = 8 Ul·Xo
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From Eq.(2.102),
d aj
dT WeT) = ax WeT)
















-8 a UI'J-L Xo
We can confirm the hypotheses (2.93c) by the non-generacy of the matrix (2.101).
Pitchfork bifurcation
The conditions of a pitchfork bifurcation (2.94a), (2.94b) and (2.94c) are formulated with
eigenvector VI as the following [30]:
(2.106)
By solving Eq.(2.106), we can obtain the vector :1:0 which is the solution on the bifurcation
point, bifurcation parameter J-L, and left unit eigenvector VI belonging to the eigenvalue
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(2.107)aF pay
8Ho of Jacobian --. If the parameter a i=- 0, then the bifurcation is called "imperfectazo
bifurcation" .
8F p . . b IThe Jacobian of ay IS gIven e ow:
8H
o o 2v'1 o
The elements of Eq.(2.107) can be calculated in the same manner of Eq.(2.101). We can
confirm the pitchfork bifurcation by a = 0 and Eq.(2.94d).
Period doubling bifurcation
The conditions of a period doubling bifurcation (2.96a) and (2.96b) are formulated with
eigenvector u as the following [31]:
H(:Z:Ol J.L)
FD(y)'" ::u + lu =0, y = [ :' ] E R" (2.108)
IluW-l
By solving Eq.(2.108), we can obtain the vector Xo which is the solution on the bifurcation
point, bifurcation parameter j.L, and right unit eigenvector u belonging to the eigenvalue
aT
-1 of the Jacobian -a.
zo





8 [ffT ] 8 [ffT ] 8T (2.109)--8y 8xo 8:z:oU 8J.L 8xo u --+18xo
0 0 2u'
The elements 'of Eq.(2.109) can be calculated in the same manner of Eq.(2.101).
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Neimark-Sacker bifurcation
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The conditions of a Neimark-Sacker bifurcation (2.98a) and (2.98b) are formulated with
eigenvector Un + iu/ as the following [32]:
where
H(xo, J1)
aT~un - Anun + A/u/
uXo
aT
-u/ - Anu/ - A/Un8xo
IlunW + Ilu/W - 1
=0, Y= (2.110)
(2.111)
By solving Eq.(2.110), we can obtain the vector Xo which is the solution on the bifurca-
tion point, bifurcation parameter J1, and right unit eigenvector Un + u[ belonging to the
eigenvalue An + i>'[ of the Jacobian :T .
uXO
The Jacobian of a:; is given below:
aT 8T
a a-- ~ 0 0
8xo 8J1




a [8T ] 8 [aT ] aT8y
- --u[ 8J1 8xo ul ->'[l. -- - Anl. -u[ -Un8xo 8xo 8xo
0 a 2un 2u~ a a
0 a u
' uk a a1
0 a 0 0 2An 2A[
(2.112)
The elements of Eq.(2.112) can be calculated in the same manner of Eq.(2.101).
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2.9 Calculation of Bifurcation Sets
We consider to calculate the bifurcation sets of co-dimension one bifurcations. For each
bifurcations of co-dimension one, we define another general homotopy function
H. (y, jL) ~ F .(y I jl), (2.113)
where the circuit parameter jl E {~, 17, CEm}. Then we can obtain bifurcation sets of
co-dimension one by following the curve
H;l (0) = {(y, jL) I H.(y, it) = o} . (2.114)
We can obtain co-dimension two bifurcations [33, 26] by searching the intersection of




In this chapter the experimental circuit is shown. With respect to the initial condition,
Le. the phase angle at which the oscillation starts, an ordinary switch is not adequate to
create the accurate timing because it has a time lag which may not be constant for every
operation. Then, the semiconductor switches made up by connecting with SCR and power
diodes in parallel are adopted. For the purpose of the reappearance of experiment, the
voltages must always be applied to the three-phase circuit at a predetermined phase angle
of the voltage wave. Then, the switching phase controller which control the phase angle of
triggers for the semiconductor switches is devised.
Additionally, the magnetizing characteristics are shown. Further, the methods of exper-
iment are shown and the region of 1/3-subharmonic oscillations are investigated.
3.2 Experimental Circuit
An experimental circuit is shown in Figj.1. The circuit consists of V-connected balanced
sources, switches which are managed by phase control circuit, series resistors and capacitors,
and delta-connected nonlinear inductors and resistors.
Next, the details of the circuit elements are shown.
Three-phase symmetrical voltage sources: We use V-connected single-phase auto-
transformers whose neutral point is not earthed. The rating of autotransformers
are given below;
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Series resistor: We use two sorts of wire wound resistors which are connected in series.
The ratings of resistors are given below;
Rough adjustment (0.75kW) Max. resistance: 30n
Max. current: 5A
Fine adjustment(1.0kW) Max. resistance: lOn
Max. current: lOA
Switch: "SW(O)" shown in Fig.3.l is the semiconductor switch made up by connecting
with SCR and power diodes in parallel. By applying voltage between cathode and
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gate, we can connect the three sources and loads of the experimental circuit at the
same time. The phase angle () indicates that the voltages are applied to the three-
phase circuit at phase angle () of the line-voltage wave E~ in the figure.
Capacitor: Each capacitors are composed of 21 metalized polyethylene film condensers.
We can vary from 7.5/lF to 472.5/lF by 7.5ttF. We can charge the capacitors of each
phases(a,b,c) independently with direct-current source. The rating of the capacitors
is given below;
Withstand voltage: 500V. Capacitance: 30/lF.
Nonlinear inductor: We use the three inductors of cut core which are wound by a cop-
per wire with a diameter of 1.1mm. The magnetizing characteristics are shown in
section 3.4. The direct-current resistance of inductors are l.lft The three nonlinear
inductors have almost the same characteristics.
Delta-connected resistor: We use wire wound resistors. We can detect the currents of
the nonlinear inductors by their terminal voltages.
Phase controller: The phase control circuit can drive pulses for the SCR switch on any
phases of the sources. The details of the circuit are described in the next section.
3.3 Phase Controller
3.3.1 Configuration of Circuit
In this section, we show the construction of the phase control circuit. The configuration
of the phase control circuit is shown in Fig.3.2. Next, the functions of the circuit elements
are shown.
Synchronizing signal generator: By using comparator, we make synchronizing pulse
with source(60Hz). The output is pulses of a and +5V.
Frequency divider: The frequency of synchronizing pulses are divided to 1/2" (n=1,2, ... ,8)
with counters.
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Synchronizing signal generator
Q
( Frequency demultiplier )
Q
( Pulse delay circuit )
Q
( Driver for SCA )
-6 SCA switch
Fig. 3.2: Block diagram of phase control circuit.
Pulse delay circuit: This circuit make the phase of pulses shift and make the width of
pulse reduce by a monostable multivibrator.
Driver for SCR: We amplify the output of the pulse delay circuit and drive pulse trans-
formers. Then, the pulses trigger the first SCRs and supply the triggers from DC
sources, for the 8CR switches in the experimental circuit.
In the following sections, the details of each blocks are shown.
3.3.2 Synchronizing Signal Generator
The circuit diagram of synchronizing signal generator is shown in Fig.3.3. The principle
part of the circuit is a relaxation oscillator of comparator. The oscillator is synchronized
with the source that synchronizes with the experimental three-phase voltage sources.
Suppose that the diode 181585 is opened and R2 = R3 , then the relation between the
oscillation frequency f and resistances is represented below;
( Rl) 12 1 + R
2
e- CRt; I = 1. (3.1)
3.3. PHASE CONTROLLER 31
VOO+5V
AC4.5Vrms (i) R5 R4200kC 1kC







Fig. 3.3: Circuit diagram of synchronizing signal generator.
In this case, because the source frequency is 60Hz we set f ~ 60Hz. If the electric potential
on G becomes larger than that on ®, the diode decrease the time constant of discharge of
the capacitor. Hence, by setting the electric potential on ® with resistors R7 and RB, we
can synchronize the oscillator with the source.
The synchronizing method has the advantage of preventing the noise. That is, suppose
that the source is connected directly to the comparator, the noise in the source generate
extra pulses and the counter in the next block counts by mistake.
3.3.3 Frequency Divider
The circuit diagram of frequency divider is shown in Fig.3.4. Because we need only one
pulse to trigger the SCR switches, we make pulses of long period by the frequency divider
and we use one of them. The frequency divider is realized with two 4-stage binary counters
74HC161. We can obtain the pulses of 2 ("o.J 256 clock periods (0.033 ("o.J 4.3 second). If
the switch is reset after the first pulse, we can get only one pulse. In order to prevent
chattering, 0.1 j.tF capacitor is added in parallel with the reset switch. The length of pulses
is set by the switches shown in the lower part of the figure.
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Fig. 3.4: Circuit diagram of frequency divider.
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3.3.4 Pulse Delay Circuit
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The circuit diagram of pulse delay circuit is shown in Fig.3.5. In this block, the phase of
pulses are shifted and the width of pulses are reduced.
In the part of phase shift, the delay time td is adjusted by the potentiometer V R I •
By setting the time constant of charge and discharge with V R I , we can vary the time of
crossing the threshold level lith of CMOS. As a result, we can control the delay time of the
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Fig. 3.5: Circuit diagram of pulse delay circuit.
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(3.2)
In the part of monostable multiviblator, the width of pulses are determined by the
capacitor C2 and the resistor R2 - That is, by adjusting the time constant of charge and
discharge, we can set the time of crossing the threshold level "'th. As a result, we can set
the width of trigger pulses. The relation of the pulse width Tw and the time constant C2 R2
is represented belowj
( _....1k....) 11 - e C2 R 2 VDD = '2VDD'
In this case, we set the width of pulses Tw ....... Ij.ts.
3.3.5 Driver for SCR
The circuit diagram of SCR driver is shown in Fig.3.6. In this block the pulses are ampli-
fied and drive three pulse transformers. The diodes which are connected in parallel with
primary windings prevent the transistor from the counter-electromotive force of the pulse
transformers. The outputs of pulse transformer trigger the first thyristors and the DC














Source _ ........--... Load
Drivier for
pulse transformer Trigger circuit of SeR
Fig. 3.6: Circuit diagram of SCR driver.
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3.3.6 Behavior of the Phase Controller
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We confirm the behavior of the phase controller. As a synchronizing signal, we adopt
commercial single-phase AC100V which synchronizes to the source of experimental circuit.
The behavior of phase controller is shown in Fig.3.7. The switching phase is set to (j = 00 ,
900 , 1800 , 2700 • The reference for the phase angle () is the source line-voltage Eo. in Fig.3.!
which is the voltage between phase-b and phase-c of voltage source. The line-voltage E~
represents the voltage of the right-hand side of SCR switches shown in Fig.3.!. Because
the capacitor of phase-a is initially charged to 50 V, E~ show DC 50V before the switch is
closed. From the figure, we can confirm the phase controller operates accurately.
850 875 900 925
Time [msj
875 900 925 950
TIme [ms]
M









Fig. 3.7: The behavior of phase controller.
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3.4 Magnetizing Characteristics
The measuring system of the magnetizing characteristics of nonlinear inductors are illus-
trated in Fig.3.8. In this figure, the frequency of voltage source is 60Hz. The current i and
the flux of nonlinear inductors are obtain from the terminal voltage of Tr and the output
of integration, respectively. The result of measurement is shown in Fig.3.9. Because the
effects of hysteresis is very small, we can neglect them. The three nonlinear inductors
evidently have almost the same magnetizing characteristics.
The direct-current resistance of inductors are 1.1 n.
Insulating
amplifier Integrator







0.1 La, Lb, Lc
o 2 4 6 8
Magnetizing current [A]
Fig. 3.9: Magnetizing characteristics of nonlinear inductors.
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3.5 Experimental Method
3.5.1 System of Measurement
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The measuring system of experiment is illustrated in Fig3.10. The measuring system is
insulated by seven insulating amplifiers. The output of insulating amplifiers are connected
to three oscilloscopes, a digital spectrum analyzer and an AD converter of eight port. We
can observe six wave forms by the three oscilloscopes simultaneously. With the digital
spectrum analyzer, we can obtain frequency spectra on real time. The output of the digital
spectrum analyzer is connected to a recorder. On the other hand, the output of analog-
digital converter(A/D converter) is taken in the memory of a computer and we can analyze
the wave forms.
For the purpose of obtaining Poincare section, the oscilloscopes and AID converter can
be triggered externally. The trigger signals are generated by synchronizing signal generator












Fig. 3.10: The measuring system of experiment.
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3.5.2 Generation of Oscillations
In this section, the fundamental method of generating oscillations is shown. We can choose
the amplitude of source line-voltage ED.) series resistance R, series capacitance C and
delta connected resistance r. Without notice, the resistor is fixed to r = 3.H1 where the
resistance of inductor l.H1 is contained. The processes of generating several oscillations
and observe bifurcation phenomena are shown below;
(1) We set the series resistance R, the series capacitance C and the amplitude of source
line-voltage ED..
(2) We discharge all capacitors and charge one of them to a given initial voltage.
(3) We close the circuit at a given phase angle () by triggering the SCR switches simulta-
neously with phase controller.
(4) We observe generated oscillations by the measuring system. If the generated oscillation
is desired, we advance experiment (5), If the desired oscillation is not generated, we
try (3) once more.
(5) We observe bifurcation phenomena by increasing or decreasing the parameter E6,..
The bifurcations are confirmed by the waveforms on the oscilloscopes and the the
frequency spectra on the digital spectrum analyzer.
In the step (2), without notice, the capacitor of phase-c is charged. In this method, the
initial voltage of capacitors and the initial phase of voltage sources are determined exactly.
The initial fluxes are affected by remanent magnetizations so that the reappearance of
the generating oscillations are not· guaranteed completely. Hence, the step (3) is tried
repeatedly until the desired oscillation is obtain.
3.5.3 Region of 1/3-subharmonic Oscillation
Paying attention to 1/3-subharmonic oscillations, several oscillations are generated in the
three-phase circuit by the above method. Considering the number of dominant inductors,
the 1/3-subharmonic oscillations are classified into three modes, That is,
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M 1 mode: Oscillations excited by anyone of the three nonlinear inductors. In this mode
the current flows dominantly through only one inductor and the three-phase circuit
operates as if it were a single-phase circuit.
M 2 mode: Oscillations excited by any two of the three nonlinear inductors. In this mode
the current flows dominantly through only two inductors and the three-phase circuit
operates as if it were a two-phase circuit.
M 3 mode: Oscillations excited by all the three nonlinear inductors.
The modes M1 and M2 are structurally unsymmetric oscillations. The structurally sym-
metric oscillations belongs to M3 mode.
Further, varying the capacitances, the region of l/3-subharmonic oscillations on E/:1-Xc
plane is investigated by the above method. Here, E/:1 is the amplitude of the source line-
voltage and Xc is defined by the susceptance of capacitors, that is, Xc £ l/wC. In this
experiment the initial value of circuit elements, initial charge voltage and switching phase
are determined to obtain the largest region of l/3-subharmonic oscillations of the three
modes. The result is shown in Fig.3.H.
In the higher part of the susceptance Xc > 40n, because we cannot decrease the ca-
pacitance by less than 7.S/-LF, the region of the generation can not be obtained. When
the source voltage E/:1 is about 70V and the susceptance Xc is higher than about 30n, we
cannot investigate the region of 1/3-subharmonic oscillations because of the harmonic res-
onances. When the source voltage E/:1 is about 40 rv soV and the susceptance Xc is about
2Sn, the region cannot be obtained accurately because the 1/3-subharmonic oscillations
last for some time and fade away.
In the lower part of the source E/:1' the region of M1 and M3 overlap each other. In
this region the transition between M1 and M3 can be observed. The transition is shown
in Fig.3.12. We can observe only the transition from M3 to M1 on the lower side of M3
region. On the other cases, the l/3-subharmonic oscillations faded away.
The regions of M2 and M3 seem not to overlap each other. However, on the boundary be-
tween M2 and M3 the modes changes each other so that we cannot determine the boundary
accurately.
The details of the bifurcations in each regions are described latter.













































In this section the bifurcation phenomena of single-phase 1/3-subharmonic oscillations are
investigated [lOS]. First, the periodic solution curves are analyzed. Next, a single-phase-like
circuit is defined and the comparison with the periodic solution curves of 1/3-subharmonic
oscillation in the single-phase circuit is made. Further a coupled single-phase circuit is
defined and the modes of oscillation are revealed. Furthermore, the bifurcation sets are
shown and compared with those of single-phase-like circuit. Finally, the experimental
results are shown.
4.2 Periodic Solution Curve in Three-phase Circuit
4.2.1 Setting of Parameter
We set the series resistance R = 12.3n and the delta-connected resistance r = 3.H1. As for
the magnetizing characteristics, we apply the spline approximation of the real experimental
results shown in section 3.4. The scaling factors are determined a p = 2.S6 and ai = 0.76
so that the point (1,1) may be on the scaled magnetizing characteristics. The susceptance
of the capacitors are set to 11 = 0.27 (Xc = 27.2n).
The period in Eq.(2.33) are set to T = 671" and Runge-Kutta method is applied to
calculating integrals. The convergence criterion is determined to E.G = 10-7 in Eq.(2.53).
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Fig. 4.1: Current waveforms of stable M1 oscillation (computation).
4.2.2 Periodic Solution Curve
It is not essential which inductor(La , L bl L c) is active because the three-phase circuit is
structurally symmetric. Then, we pay attention to M1 oscillations in which the inductor
La is active and the others are not. Applying the Newton homotopy method which is
described in section 2.5.1 at the source amplitude Em = 0.23, we can obtain two periodic
solutions of M1 oscillations; one of which is stable and the other is unstable. The inductor
current waveforms of the stable oscillation are shown in Fig.4.l. We can confirm that the
current of inductor La is large and the currents of inductor Lb and Lc are very small.
Next, applying the general homotopy method which is described in section 2.5.4, we
obtain the periodic solution curve. The periodic solution curve on Em-l[Ja plane is shown
in FigA.2. In this figure, the real line and the dotted line represent the stable and unstable
solution, respectively. The generated bifurcations are saddle-node bifurcations $1 t'.J $6,
pitchfork bifurcations 1;>1 and ~2, and period doubling bifurcations 01 t'.J 04. The periodic
solution curve consists of two loops, that is, $1 - 1;\ - $2 - 1;'2 - $3 - $4 - $1 (loop
1) and I:'1 0004 '01 --+ $5 --+ 03 --+ 1;>2 --+ 04 --+ $6 --+ 02 --+ 1:\ (loop 2). The two loops
intersects each other on the pitchfork bifurcations 1;>1 and 1;>2. In Fig. 4.2 1 the bifurcation
point 1;>1 and ~2, 01 and 03, '02 and 04 nearly overlap each other. The stable region is
between $1 and J:>1, I:' 1 and 'Oll 1;>1 and 02.
The loop 1 has a symmetry with respect to C 2 on Eq.(2.25). That is, the trajectories
of the solutions have origin symmetry and the fluxes don1t have DC components. On the
























O ••4 ••.,.".,- .082




0.2 L.-__--'- """"- -'-__~
0.2 0.4 0.6
Em
Fig. 4.2: Periodic solution of 1/3-subharmonic M1 oscillation.
other hand, the loop 2 doesn't have the symmetry. That is, the trajectories of the solutions
don't have origin symmetry and the fluxes have DC component. Paying attention to stable
solutions, the symmetry with respect to C 2 breaks on the pitchfork bifurcation ~\ and the
unsymmetric solutions appear.
On the period doubling bifurcations Ql ,..... Q4, the branches of period-6 (T = 1211-)
solutions bifurcate from the loop 2. Furthermore, the branches repeat period doubling
bifurcations. The branches of period-384 (T = 7681f) solutions can be confirmed.
4.2.3 Variational Waveforms on Bifurcation Points
In order to make clear the effects of bifurcations, we investigate the local center manifold
of the bifurcation points. First, we consider the following variational equation:
d
dT 8m(T) (4.1)
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8x(0) - 8xo
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where 8x(T) E R S . For the purpose of calculating the waveforms on a local center manifold,
the initial vector 8xo which satisfies II OXO 11= 1 is determined as follows;
M 8xo = loxo
M 8xo = -loxo
for saddle-node and pitchfork bifurcations,
for period doubling bifurcations, (4.2)
where M is the monodromy matrix defined by Eq.(2.69). In the case of saddle-node bifur-
cations and period doubling bifurcations, the vector 8xo can be obtained by the vector Ul
in Eq.(2.100) and the vector u in Eq.(2.108), respectively. Integrating the variational Eq.
(4.1) over the interval [O,TL we obtain the waveforms on a local center manifold
(8 tVa(T), 8 tVb(r),o Yte(r), 0Ua(r), 0Ub(r), 8Uc(T))
~ (8Xl(T), oX2(r), OX3(T), 8X4(T), 8XS(T), -ox4(r) - oxs(r)). (4.3)
Waveforms and the frequency spectra on local center manifolds of bifurcation points $1,
1\, $2, and I!1 are illustrated in FigA.3.
As for the bifurcation ~h, the waveforms of 8q; on the local center manifold are M 1
oscillation, that is, 0 Yta is large and 8 !Jib and 0 Pc is small ( 8 !Jib and oPe almost overlap each
other). The frequency spectra of 8 tVa indicates that the waveform is a l/3-subharmonic
oscillation and doesn't have DC component. Thus, on the bifurcation point $1> the M 1
oscillation loses its stability by the excitation of M1 oscillation of order 1/3.
As for the bifurcation 1:\, the waveforms of O¥! on the local center manifold are M 1
oscillation. However the period is T /2, that is, the oscillation of order 2/3. It is confirmed
by the frequency spectra which contents the components of 2/3 and don't content 1/3.
Furthermore, the frequency spectra indicates that the waveform contents DC component.
Thus, on the bifurcation point I?l, the M1oscillation loses its stability by the excitation of
M1 oscillation which contents the components of DC and order 2/3. Then, instead of the
oscillation, two stable oscillations which contents the components of DC and order 2/3 are
generated.
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Fig. 4.3: Variational waveforms on center manifold.
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As for the bifurcation $2, the waveforms of DiP on the local center manifold are M2
oscillation, that is, 8 rJtb and 8 tJlc is large and {) tJla is small. The frequency spectra of
{) tJla indicates that the waveform is 1/3-subharmonic oscillations and doesn't have DC
component. Although the point of $2 is the bifurcation in the region of unstable solutions,
the degree of unstability (J defined in section 2.6.1 changes by the excitation of M2 oscillation
of order 1/3. The bifurcation $4 is similar to this point.
As for the bifurcation P2, the waveforms of o'P on the local center manifold are M1
oscillation whose period is 2T, that is, order 1/6 (the scale of PI in the figure is different
from others). It is confirmed by the frequency spectra. Thus, on the bifurcation point
PI, the period-3 M1 oscillation loses its stability by the excitation of M1 oscillation which
contents the component of order 1/6. Instead of the period-3 oscillation, the stable period-6
oscillation is generated.
4.3 Periodic Solution Curve in Singe-phase-like Cir-
cuit
4.3.1 Circuit Equations·
As far as the M1 oscillations are concerned, the current through the phase-a capacitor which
is I b - I c in the Fig.4.1 is very small. Hence, we consider a single-phase-like circuit shown
in Fig.4A. The single-phase-like circuit is made by opening the phase-a of the three-phase
circuit.
The scaled single-phase-like circuit equations are given below;
where
- Emsin(r) - U + 2~(Ic - Ia) - (Ia
-~Emsin(r) + ~U + ~(Ia - Ie) - (Ic (4.4)
Because the dependency between the inductor currents I b and I c , and the dependency
between the capacitor voltages of phase-b and phase-c are generated, the single-phase-like
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Fig. 404: Single-phase-like circuit.
circuit is a three dimensional system.
4.3.2 Periodic Solution Curve
Applying the general homotopy, we obtain the periodic solution curve on Em-JPa plane
which is shown in Figo4.5. The generated bifurcations are saddle-node bifurcations $1 and
$2, pitchfork bifurcations ~1 and ~2) and period doubling bifurcations 01 rv 1)4' The
periodic solution curve consists of two loops) that is, $1 --t ~1 --t 1?2 --t $2 --t $1 (loop i)
and ~1 --t 01 --t 03 --t ~2 --t 04 --t 02 --t ~1 (loop 2). The two loops intersect each other
on the pitchfork bifurcations ~1 and ~2'
The loop i has a symmetry with respect to C 2 on Eq.(2.25), that is, the fluxes don't
have DC component. On the other hand, the loop 2doesn't have the symmetry and the
fluxes have D.C. components. The stable periodic solutions exists in the neighborhood of
1?1 and 1?2'
Comparing Fig.4.2 with Figo4.5, we can find a big difference between the periodic solution
curve of the three-phase and single-phase-like circuit. The higher part of the amplitude
Em ~ 0.68 rv 0.74 we can have bifurcation point and stable solutions in the single-phase-
like circuit in Figo4.5. On the other hand there is no such portion of the voltage in the M1
of three-phase circuit shown in Figo4.2. In the lower amplitude of Em ~ 0.16 rv 0.25 both
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Fig. 4.5: Periodic solution of 1/3-subharmonic oscillations in single-phase-like circuit.
diagrams are fairly in good agreement.
The above difference is caused by the folding back of the solution curve which is generated
by the saddle-node bifurcations ~h, ~5 and 96 of M1 oscillation. In the next section, we
consider the details of the folding back.
4.4 Mode of Oscillation
In this section, we consider the portion where the periodic solution curve of threeMphase
circuit is different from that of single-phase-like circuit. First, the current waveforms on
the bifurcation point :?3 is illustrated in FigA.6. Although this solution is unstable, the
mode is like M2 in which inductors La. and LI; is active and Lc is not active.
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Fig. 4.7: Amplitude characteristics of periodic solution curves of M1 oscillation.
Then, in order that we make apparent the transition from the mode M1 to M2, the am-
plitude characteristics of the periodic solution curve in the three-phase circuit is shown in
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FigA.7. The horizontal axis is the source line-voltage Em and the vertical axis I is the
maximum value of inductor currents. If the loop corresponding to the loop 2 in FigA.2 is
shown, the figure becomes so complicated that only the loop corresponding to the loop 1
is shown. The three loops correspond to the maximum values of inductor currents la, Ib
and Ir;.
On the bifurcation point 91, the currents through the inductor La is large and the other
two is very small, that is, the mode MI' On the other hand, on the bifurcation point
93, the oscillation is M2 mode. We can confirm that the mode of oscillations changes
on the neighborhood of $2 and $4. Paying attention to the maximum values of inductor
currents h on 92 and $4, the current values are about 0.11. The current value corresponds
to the flux about 0.30 in the magnetizing characteristics of nonlinear inductor shown in
Fig.fig:reizitoksei. It indicates that the saturation of inductor L b causes the transition from
MI to M2 mode and the bifurcation point 92 and $4 on which the solution curve folds back
is the boundary of the modes.
4.5 Coupled Single-phase Circuit
4.5.1 Coupled Single-phase Circuit Equation
In order to make clear the transition from MI to M2 mode, we consider a coupled single-
phase circuit shown in FigA.8. That is, by analyzing the coupled single-phase circuit, we
try to reveal the effects of coupling of the single-phase oscillation. The coupled single-phase
circuit consists of three sigle-phase circuits and connecting resistors Rv. In a steady state,
the coupled single-phase circuit for Rv = 0 is equivalent to the three-phase circuit shown
in Fig.2.1. As increasing the parameter R", the strength of the coupling becomes weak.
Eventually, for R.v = 00 the circuit is decomposed into three independent single-phase
circuits which are two dimensional systems.
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La
Fig. 4.8: Coupled single-phase circuit.
q; (!/ta, i.h, !Pc)' ~ wO!v~,









The vectors ~ and v are the fiux-interlinkage and capacitor voltage vectors, respectively.
The parameter ~ is the resistance of resistor which connects single-phase circuits. The
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vector of three-phase voltage source is given by
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The vector-valued function 1(!lr) represents the magnetizing characteristics of nonlinear
inductors given by
Relations between the parameters in the three-phase circuit and those in the coupled
single-phase circuit are given by
e=Ae, R=3R, r= r, - cc=-3' 1(.) =1(.). (4.7)
In Eq.(4.6), the parameter tL(O :S. tL ~ 1) represents the coupling coefficient. Setting the
parameter tL = 1 (Rv = 0) and Ua +Ub +Uc = 0, we obtain the equation equivalent to the
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(4.8)
At tL = 0 (Rv --t 00), the circuit is decomposed into three independent single-phase circuits.
In this article, we call one of them a single-phase circuit.
4.5.2 Transition of Solution Curve
Applying the general homotopy method, we obtain the periodic solution curve on Em-lJta
plane. When the coupling coefficient J.L is decreased from 1 to 0, the periodic solution curves
is shown in Fig.4.9.
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Fig. 4.9: Transition of solution curves from three-phase to single-phase circuit.
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At the coupling coefficient J1 = 1, the solution curve is equal to that of the three-phase
circuit. As decreasing the parameter 1-£, the folding back points shift to the larger amplitude
of Em (11 = 0.05). Then, pitchfork bifurcations and stable region appear in the higher part
of the amplitude Em (J1 = 0.04). Furthermore, the solution curve is divided into two
disconnected solution curves one of which contains stable solutions and the other don't
contain (J1 = 0.03). Eventually, at the coupling coefficient J1 = a (three independent single-
phase circuits), the divided two solution curves overlap each other. One of the solution
curves contains the region of stable solutions and is similar to the solution curve in the
single-phase-like circuit shown in Fig.4.5. On the other hand, the other solution curve
consists of unstable solutions whose degrees of unstability (J are one degree larger than
those of the above curve on every point.
At the coupling coefficient J.L = 0, the solution curve containing stable solutions corre-
sponds to three single-phase circuits; the solution of one circuit is stable 1/3-subharmonic
and the solutions of the other two circuits are fundamental harmonic solutions. In other
words, those are M1 solution in the three sigle-phase circuit and the solution curve is very
similar to the solution curve in single-phase-like circuit. On the other hand, the other
curve corresponds to three single-phase circuits; the solution of one circuit is stable 1/3-
subharmonic, that of another circuit is unstable 1/3-subharmonic and that of the other is
fundamental harmonic solution. In other words, those are M2 solution in the three single-
phase circuit. Thus, it becomes apparent that the folded back structure of the solution
curve in Fig.4.2 consists of the solution curves of MI and M2 modes in the three single-phase
circuits.
4.6 Bifurcation Set
Applying the general homotopy which are described in the section 2.9, we obtain the
bifurcation sets. As for the MI oscillations in the three-phase circuit, the bifurcation sets
on Em -1/ plane are shown in Fig.4.10, where the parameter 1/ represents the susceptance of
the capacitors and Si, Pi, D, (i = 1,2, ...) represents the sets of bifurcation points $i, 1,=\,
Qi, respectively. The bifurcation sets PI and P2 and the bifurcation sets D1 and D2 almost
overlap mutually, respectively. On the other hand, as for the 1/3-subharmonic oscillations
in the single-phase circuit, the bifurcation sets on Em -1/ plane are shown in Fig.4.ll, where
Si, Pil Dj represents the sets of bifurcation points $i' ~il Oi, respectively.
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Fig. 4.10: Bifurcation sets of 1/3-subharmonic M1 oscillations in three-phase circuit.
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Fig. 4.11: Bifurcation sets of 1/3-subharmonic oscillations in single-phase-like circuit.
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In the case of the single-phase-like circuit, the region of stable l/3-subharmonic oscilla-
tions is annular. That is, from outside the structure of the annulus is saddle-node, pitchfork
and period doubling bifurcation sets. As a result, there exists stable region in the higher
amplitude of the source line-voltage Em. On the other hand, in the case of the three-phase
circuit, the region of the stable M1 oscillations is restricted in the lower amplitude of Em.
It is caused by the folding back of the periodic solution curve. And the folding back also
brings co-dimension two bifurcations {.BI, .B2} = PI n 82 n 85, {.Bs, .B4} = DI n 85,
4.7 Experimental Results
We choose the same circuit parameters that is denoted in section 4.2.1. That is, the
series resistance R = 12.30, the delta-connected resistance r = 3.B""'! and the susceptance
X e = 27.2n (C = 97.5J.LF). When we increase the amplitude of source line-voltage E6.'
the frequency spectra of active inductor currents of M1 oscillations are shown in Fig. 4.12.
At the lower amplitude of source line-voltage Ee:., the components 20, 60, 100 Hz which
are odd harmonics of order 1/3 can be seen. Increasing E6.' we can see the generation of
components 40, 80 Hz, that is, even harmonics of order 1/3. Furthermore, at Ee:. ~ 32V,
we can see the generation of 30, 50,··· Hz and 25, 35, ... Hz. Then after the generation of
many frequency components, the M1 mode comes to a chaotic oscillation. In the chaotic
region we can confirm a window of period-3.
The waveforms of inductor currents and capacitor voltages of M1 by the experiment
are shown in FigA.13. FigA.13(a) shows the M1 oscillation which contains only the odd
harmonics of order 1/3. Here, the topmost figure Eo. shows the source line-voltage between
phase-b and phase-c which is fundamental harmonic. The va' VII! Ve shows the waveforms
of capacitor voltages and la, h, Ie shows the waveforms of inductor currents. Fig.4.13(b)
shows the MI oscillations which contains the even harmonics of order 1/3. We can confirm
the effects of even harmonics from the waveform of 10.' FigA.13(c) shows the chaotic M1
oscillations. We can confirm the waveforms are not periodic.
Comparing the experimental results with the bifurcation diagram Fig.4.2, the generation
of even harmonics of order 1/3 represents the pitchfork bifurcation 1:\. The generation of
components 30, 50, " . Hz represents the period doubling bifurcations 01 and 02. Further,
the generation of components 25, 35, ... Hz and other many components represents the
period doubling cascade.









Fig. 4.12: Frequency spectra of active inductor currents.
By varying the source line-voltage E~ and the capacitance C, the region ofM l is obtained
by the method shown in section 3.5. In this experiment, the phase angle eand initial charge
of capacitor are chosen every time so that M1 oscillation may be generated in a wide region.
Fig.4.14 shows the bifurcation phenomena of l/3-subharmonic M1 oscillation on E~-Xc
plane. In the lower part of the susceptance Xc, the region of M1 oscillation overlaps to
that of M3 (Fig.3.1l) so that the phase angle Bhas to be chosen very delicately. Comparing
this figure with the bifurcation diagram Fig.4.10, the generation of the component 40
Hz corresponds to the bifurcation sets PI and the generation of the component 30 Hz
corresponds to the bifurcation sets D1 and Dz.
FigA.15 shows the bifurcation phenomena of l/3-subharmonic oscillations in the single-
phase-like circuit. In the higher part of source line-voltage E~ and susceptance X Cl the
1/3-subharmonic oscillations can not be observed by the harmonic resonance. The structure
of bifurcation phenomena is annular and it agrees fairly well with FigA.l1. Comparing with
the three-phase circuit and single-phase-like circuit, in the higher amplitude of E~l there
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Fig. 4.13: Waveforms of M1 oscillations (experiment).


















Fig. 4.14: Bifurcation phenomena in three-phase circuit.
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Fig. 4.15: Bifurcation phenomena in single-phase-like circuit.
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Fig. 4.16: Waveforms of M1 oscillation when phase-a is cut off.
is a big difference; although M1 oscillation is not generated in the three-phase circuit, the
l/3-subharmonic oscillation in single-phase-like circuit is generated. On the other hand,
the structure of bifurcation phenomena in the lower part of E6, is fairly in good agreement.
In order to know if the very weak current of phase-a makes any contribution to the
generation of mode M1, we cut the line of phase-a as shown in FigA.16. Then the M1
oscillation continue and the changes of waveforms are very small. By the experiment we
can confirm the similarity of M1 in the three-phase circuit and l/3-subharmonic oscillation
in the single-phase-like circuit in the lower amplitude of source line-voltage.
As a whole, the experimental results agree fairly well with the analytical one.
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4.8 Concluding Remarks
In this section, the bifurcation phenomena of single-phase 1/3-subharmonic oscillations (M1
mode) in the three-phase circuit is investigated by the homotopy methods and experiments.
For the comparison of the three-phase circuit, the single-phase-like circuit is defined.
The results in the single-phase-like circuit reveal that the region of stable l/3-subharmonic
oscillations is annular. From the outside, the structure of the annulus is saddle-node,
pitchfork and period doubling bifurcation. Within the period doubling bifurcation set,
chaotic attractor appears via period doubling cascade.
Mode M1 is very similar to 1/3-subharmonic oscillation in single-phase-like circuit with
respect to the saddle-node, pitchfork and period doubling bifurcations in the lower ampli-
tude of source voltage. However, the difference between them can be found. The solution
curve of M1 folded back, the stable M1 doesn't occur in the higher part of source volt-
age. Moreover, it becomes manifest that the fold brings co-dimension two bifurcations in
two-parameter bifurcation diagram.
In order to reveal the relation between M1 mode and 1/3-subharmonic oscillations in the
single-phase circuit, the coupled single-phase circuit is defined. The analyses reveals that
the folding back is caused by the coupling of solution curves of stable M1 oscillations and





In this section, we reveal the bifurcation phenomena of two-phase 1/3-subharmonic oscil-
lations in the three-phase circuit [109]. solution curves and bifurcation sets by homotopy
method are analyzed. Next, the comparison with single-phase 1/3-subharmonic oscillation
is made. Further the bifurcations in coupled single-phase circuit are analyzed. Finally,
experimental results are shown.
5.2 Periodic Solution Curve in Three-phase Circuit
We choose the same circuit parameters that is denoted in section 4.2.1. That is, the series
resistance R = 12.30, the delta-connected resistance r = 3. Ul.
In this section, we pay attention to M2 oscillations in which the inductors Lo. and Lb are
active and L e is not active. By the Newton homotopy method, the periodic solutions of M2
oscillations are obtained. As for M2 oscillations which has a symmetry with respect to C 2 ,
the stable region is very small. Hence, we consider unsymmetric oscillations. The inductor
current waveforms of the stable oscillation at the source line-voltage Em = 0.42 and the
susceptance 1] = 0.19 is shown in Fig.5.l. We can confirm that the inductor currents 10.
and Ib are large and the inductor current Ie is very small. The waveforms of 10. and hare
different from each other as regards phase relation and amplitude. The waveform of 10. is
similar to that of 10. in M1 oscillation.
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Fig. 5.1: Current waveforms of stable 1/3-subharmonic Mz oscillation (computation).
Next, applying the general homotopy method, we obtain the periodic solution curve for
the susceptance 7] = 0.125, 0.131, 0.140, 0.145, 0.173. The solution curve on Em-l[tc plane
is shown in Fig.5.2. The generated bifurcations are saddle-node bifurcations $7 rv $10, and
Neimark-Sacker bifurcations ~l rv ~4' A notation, for example, ($, ~), shows the portion
of the stable solution curve between the bifurcation points denoted in the parenthesis.
For the parameter 7] = 0.125, stable and unstable solutions are found accompanied with
a couple of saddle-node bifurcations $7 and $8. When the parameter 7] is increased up
to 0.131, the stable solution curve ($7, $8) splits into two parts ($7, ~d and CNz, $8) by
a couple of Neimark-Sacker bifurcations ~l and ~2' For the parameter 7] = 0.140 the
curve CNz, $8) of the stable solution curve splits into two parts (~z, $9) and ($10, $8) by a
couple of saddle-node bifurcations 99 and $10' There can be preserved just three portions
of stable solution curve. Further, increasing 7] to 0.145, the curve (910, $8) also splits
into two parts (910, ~3) and (~4' $8) by a couple of Neimark-Sacker bifurcations ~3 and
~4' Furthermore, for", = 0.173, we find just two pairs ($71 ~3) and (~4, $8)' Thus, the
Neimark-Sacker bifurcation occurs on the stable solution curve and splits into two parts.
Next, Fig.5.3 illustrates several bifurcation points of stable Mz oscillations on Em-TJ plane
obtained by the general homotopy method. The bifurcations on which stable Mz oscillation
loses its stability, is saddle-node bifurcation $7 tv $8, Neimark-Sacker bifurcations ~l tv
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Fig. 5.2: Periodic solution~ of M2 oscillation.
~61 and period doubling bifurcations Ql and Q2. The regions denoted by A, B and so
forth show the region of specified pairs of bifurcation points to be seen when we increase
the parameter Em with 1] fixed. The orders of bifurcations on the solution curves are also
shown in the lower part of the figure. In the region A only a pair of bifurcations $7-$8
appears. Increasing the parameter 1] from the region A --+ D, pairs of Neimark-Sacker
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Fig. 5.3: Bifurcations of stable M2 oscillations.
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bifurcations ~1-~2 and r~h-~4' and saddle-node bifurcations ~9-~lO are generated. Further,
increasing the T], the stable solutions lose their stability on Neimark-Sacker bifurcations in-
stead of the saddle-node bifurcations in the region D -t E -t F. Especially, we can confirm
six Neimark-5acker bifurcations in the region F. Furthermore, the Neimark-Sacker bifur-
cations disappear in the region G, the saddle-node bifurcation change places with period
doubling bifurcations in the region H, and the stable region vanishes by the disappearance
of pairs of period doubling and Neimark-Sacker bifurcations.
From the results of the previous chapter, the form of stable region and structure of bifur-
cations are annular in the case of the 1/3-subharmonic oscillation in the single-phase-like
circuit, and folded back annulus in the case of M1 oscillation in the three-phase circuit. On
the other hand, in the case of M2 oscillation in the three-phase circuit, stable region doesn't
exist in higher part of T]. Hence, the bifurcation of stable region has V-type structure.
5.3 Bifurcation Set in Three-phase Circuit
5.3.1 Bifurcation Set
Applying the general homotopy method, we obtain the bifurcation sets of mode M2 . The
bifurcations sets on Em-T] plane are shown in Fig.5A, where saddle-node bifurcation sets
57 rv 810 corresponds to the bifurcation points ~7 rv ~lO, Neimark-8acker bifurcation sets
Nl rv N4 corresponds to the bifurcation points ~l rv ~4, and period doubling bifurcation
sets Ds and D6 corresponds to bifurcation points Q5 and Jl6, respectively. In this figure,
the /35 rv /310 are co-dimension two bifurcations.
The saddle-node bifurcation sets Sr88 and period doubling bifurcation sets D5-D6 make
loops, respectively. And the co-dimension two bifurcations /37 = S7 n Ds and /38 = 88 n D6
are their intersection points. On the co-dimension two bifurcations {J7, {38, the eigenvalues
A of monodromy matrix in section 2.6.1 satisfies 1, -1 E A. The co-dimension two bifurca-
tions {3g = 810 n N6 and {JI0 = S9 n Ns are intersection of Neimark-Sacker and saddle-node
bifurcation sets. On those points the eigenvalue set A satisfies 1,1 E A, that is, they are
strong 1:1 resonance [27]. The co-dimension two bifurcations /35 = Ds n N3 and {36 = D6
and N4 are intersection of Neimark-8acker and period doubling bifurcation sets. On those
points the eigenvalue set A satisfies -1, -1 E oX, that is, they are strong 1:2 resonance.
It becomes manifest that the replacement of bifurcation points and the disappearance
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of pairs of period doubling and Neimark-Sacker bifurcations in Fig.5.3 are generated by
the co-dimension two bifurcations. In other words, we can say that the V-type bifurcation
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Fig. 5.4: Bifurcation sets of 1/3-subharmonic M2 oscillations.
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Fig. 5.5: Variational waveforms on center manifold.
5,3.2 Variational Waveforms on Bifurcation Point
The variational waveforms on local center manifold of D5 (Em = 0.38,1] = 0.225) in the
neighborhood of co-dimension two bifurcation {35 are illustrated in Fig.5.5. The bIa , fJlb, Me
are calculated by







where fJip is defined in section 4.2.3. In this figure, the variational current bIb is larger than
others. This peculiarity also can be seen on 06. That is, the period doubling bifurcations
are caused by M1 oscillation whose bIb is larger than the others. Thus, the inductor Lb has
an effect on the disappearance of the stable region of M2 .
5.4 Comparison with Single-phase 1/3-Subharmonic
Oscillation
In order to compare M2 oscillation with M1 oscillation, we consider the transition from
the single-phase-like to three-phase circuit. That is, we put the variable resistor Rv in the
phase-a in the single-phase-like circuit as shown in Fig.5.6 and by decreasing from Rv = 00
to 0, we can transform from the single-phase-like circuit (Rv = 00) to the three-phase
circuit (ltv = 0).
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Fig. 5.6: Transition from single-phase-like to three-phase circuit.
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In this equation, setting the parameter E(0 :::; E :::; 1/3) to E= 1/3, the equation represents
the three-phase circuit. And setting the parameter E = 0, the equation represents the
single-phase-like circuit.
At the susceptance 7} = 0.19 the periodic solution curve of Wa on the parameter E =
0,0.12,0.135, 0.143,0.2,0.25, and 1/3 is shown in Fig.5.? The thick and fine line corre-
sponds to the symmetric and unsymmetric solutions with respect to C 2, respectively. The
solid line represents stable solutions. The broken line and dotted line represent unstable M1
solutions in which inductor La is active and unstable M2 solutions in which inductor La, Lb
are active, respectively. M~ solutions which are represented by the dash-dotted line is the
oscillations in which inductor Lb is especially active. In this figure, only the bifurcations
which is described in the following sentences are shown. The prime such as PI and P~
shows the mutually symmetric bifurcations with respect to C 2 , that is, P'l corresponds to
P2 in FigA.2.
Single-phase-like circuit(E = 0): The pitchfork bifurcations I?1 and I?3, and the saddle-
node bifurcations ~\ and P7 exist. The bifurcations I?3 and P7 correspond to the
bifurcation ~2 and 03 in FigA.5, respectively.
E = 0.12: The solution curve is folded back and M2 oscillations in which inductors La, Lb are
active are generated. Additionally, the period doubling bifurcation Ps is generated.
E = 0.135: The solution curve of unsymmetric solution are divided and pitchfork bifur-
cations I?2 and I?4, and period doubling bifurcation 03 are generated. The period
doubling bifurcation l!s changes to Neimark-Sacker bifurcation "N3. Further, the so-
lution curve of M~ oscillation in which the inductor L b is especially active appear.
E = 0.143: The solution curve in which M~ oscillation are included connects to the solution
curve of M2 •
E= 0.2: On the solution curve of M~ pitchfork bifurcations I?5 and I?6 are generated and
unsymmetric solutions in which period doubling bifurcations 1!5 and P6 can be seen
appear. Additionally, the period doubling bifurcation 1)7 changes to Neimark-Sacker
bifurcation 1':'14.
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Fig. 5.7: Transition of periodic solutions from single-phase circuit to three-phase circuit,
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t: = 0.25: The loop of symmetric solutions are divided at Em ~ 0.75. As a result, the
loops which include stable M2 solution are separated from the loop which includes
stable M1 solutions. Additionally, the solution curves of the unsymmetric M2 and
unsymmetric M~ connects between ~J and 1;)s.
Three-phase circuit{t: = 1/3): The pitchfork bifurcation 1;'3 disappears. Simultaneously,
two loops of the unsymmetric M2 solution are separated from the symmetric M2
solution curve.
Thus, the stable M1 oscillation is the part which is not affected by the folding back of
the solution curve of the 1/3-subharmonic oscillation in the single-phase-like circuit. On
the other band, the stable M2 oscillation is generated by the connection of the solution
curve of M~ and separation from the solution curve of MI. That is, the solution curve of
M2 includes both the part which is generated by the activation of inductor L b on MI and
the part of M~ in which the inductor L b is especially active.
The bifurcation I!s and P6 which affect the loss of the stable M2 region are generated in
the solution curve of M~. Based on the fact and the result of the variational waveform, we
can say that the loss of the stability of M2 are mainly affected by the inductor Lb.
Additionally, Neimark-Sacker bifurcations of M2 originate in the period doubling bifur-
cations in single-phase-like circuit (Ps - ~3, P7 - N4)'
5.5 Bifurcations in Coupled Single-phase Circuit
Applying the general homotopy method, we obtain the bifurcation sets in the coupled
single-phase circuit. Fig.5.8 illustrates the bifurcation sets on Em-f.L plane at the suscep-
tance 71 = 0.145. For this parameter, there exists saddle-node bifurcations $7 .-v $10, period
doubling bifurcations Ps and P6, and Neimark-Sacker bifurcations Nt rv N4 in the three-
phase circuit (f.L = 1). On the other hand, the bifurcation diagram in the three single-phase
circuits (f.L = 0) is similar to that in the single-phase-like circuit shown in FigA.5. In the
stable solution of the three single-phase circuits, the solutions of two circuits which contain
inductor La and Lb are stable 1/3-subharmonic solutions and the solution of the other cir-
cuit is only fundamental harmonic, that is, M2 oscillation in the three single-phase circuits.
Thus, it becomes apparent that the M2 oscillation corresponds to M2 oscillation in the
three single-phase circuits. However, the structure of bifurcations is different between
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Fig. 5.8: Transition of M2 oscillation.
the upper and lower side of the coupling coefficient J-L = 0.5. Especially, Neimark-Sacker
bifurcations are distinctive in the three-phase circuit. N3 and N4 are generated by co-
dimension two bifurcations of strong 1:2 resonance [27].
5.6 Experimental Results
We fix the series resistance R = 12.3.0 and the delta-connected resistance r = 3.1.0 which
are chosen in section 5.2. By varying the source line-voltage Ell and the capacitance C,
the region of M2 is obtained by the method shown in section 3.5. In this experiment, the
phase angle () and the initial charge of capacitor are chosen so that M2 oscillation may be
generated in a wide region.
Fig. 5.9 shows the bifurcation phenomena of M2 oscillations on Ell-Xc plane. In this
figure, the M2 oscillations are classified into four modes; periodic oscillation, almost peri-
odic oscillation, chaotic oscillation whose attractor doesn't have the origin symmetry and
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Fig. 5.9: Bifurcation phenomena of 1/3-subharmonic M2 oscillation.
76 CHAPTER 5. TWO-PHASE 1/3-SUBHARMONIC OSCILLATION
chaotic oscillation whose attractor has the origin symmetry. The origin symmetry of at-
tractors is equivalent to the symmetry with respect to C 2 symmetry. The example of
origin unsymmetric and symmetric attractors are shown in the upper part of the figure.
The symmetric attractor is generated by the unification of two unsymmetric attractors. As
for almost periodic and periodic oscillations, the trajectory doesn't have origin symmetry
in almost every region.
At Xc =16.8, 17.7, 18.6, 19.7, 20.80, jumps occur, then the bifurcation phenomena are
shown by the plural lines. That is, the jumps (arrows) in the figure mean that keep-
ing the value X c(= l/wC) fixed and increasing or decreasing of the line-voltage Etl 1/3-
subharmonic oscillations bifurcate into another type of l/3-subharmonic oscillation as in-
dicated arrow heads. The bifurcation structure is so complicated that all bifurcations are
not shown in the figure. That is, in the regions of almost periodic oscillations there are
small regions of periodic oscillations and in the regions of chaotic oscillations there are
small regions of almost periodic and periodic oscillations.
When the Xc is small, M2 oscillations are periodic (Xc = 13.60). Increasing the param-
eter Xc, the region of periodic oscillations splits and almost periodic oscillations appear.
Next, the region of almost periodic oscillations splits and unsymmetrically chaotic oscilla-
tions appear. Further, the region of unsymmetrically chaotic oscillation splits and periodic
oscillations, symmetrically chaotic oscillations and jumps appear. Furthermore, unstable
region of M2 oscillations appears between the higher and lower part of the source line-
voltage Etl . In the region, after it lasts for scores of seconds, M2 oscillation fades away in a
short time. In the lower part of the source line-voltage Etl , more complicated bifurcations
are generated and in the region where Xc is larger than 20.80 stable 1/3-subharmonic os-
cillations don't exist. On the other hand, in the higher part of the source line-voltage Etl ,
periodic, almost periodic, unsymmetrically chaotic, and symmetrically chaotic oscillations
are generated by decreasing Etl · The transition of frequency spectrum at Xc = 19.70 is
shown in Fig.5.l0. At Etl = 74.0V M2 oscillation is periodic and we can confirm even
harmonics of order 1/3. At Etl = 73.0V several frequency components are generated and
the M2 oscillation becomes almost periodic. At Etl = 72.7V many frequency components
are generated and M2 oscillations becomes unsymmetrically chaotic. At Etl = 72.0V the
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Fig. 5.10: Frequency spectra of capacitor voltage in 1/3-subharmonic M2 oscillation.
The great difference between Fig.5.9 and Fig.5.4 can be seen in the inside of U-type struc-
ture. In Fig.5.9 we can find the stable periodic 1/3-subharmonic oscillation as illustrated
by the bold line inside. This difference is possibly due to the small unbalance of the circuit
parameters in the real experimental circuit and to. neglecting the hysteretic characteristic
of the iron cores in the analysis.
The waveforms of inductor currents and capacitor voltages of M2 by experiments are
shown in Fig.5.ll. Fig.5.1l(a) shows the periodic M2 oscillation. We can confirm the
effects of even harmonics by the waveforms of inductor currents. Fig.5.11(b) shows the
almost periodic M2 oscillation. Fig5.11(c) shows the symmetrically chaotic M2 oscillation.
In this figure the time scale is different from (a) and (b). From the waveforms of capacitor
voltages, the oscillation changes two unsymmetric attractors every about 300 [ms].
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Fig. 5.11: Waveforms of 1/3-subharmonic M2 oscillations (experiment).
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Fig. 5.12: Waveforms of M2 oscillation when inductor L c is cut off (experiment).
In mode M2 , one of the three nonlinear inductors is weakly active, that is, the current
through the inductor is very small. The inductor, however, contributes much to the gen-
eration of mode M2. This fact is confirmed by the real experiment. While M2 oscillation
continues, the inductor L c is cut off. Then mode M2 is faded away and no 1/3-subharmonic
oscillation is observed as shown in Fig.5.12. This experimental fact on mode M2 is quite
different from mode M1 which has already been investigated in section 4.7.
5.7 Concluding Remarks
In this chapter, the bifurcation phenomena of two-phase 1/3-subharmonic oscillations (M2
mode) in the three-phase circuit are revealed by the homotopy methods and experiments.
The bifurcation phenomena in the region of M2 is periodic, almost periodic, chaotic
oscillation and jumps from outside. Additionally, in the higher region of Xc, M2 oscillation
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becomes unstable. Hence, the bifurcation phenomena of M2 oscillation is V-type structure.
This structure is caused by Neimark-Sacker bifurcation and co-dimension two bifurcation
which are generated by the participation of two active inductors.
Further, by the transition from the single-phase-like circuit to the three-phase circuit, the
relation between single-phase and two-phase 1/3-subharmonic oscillations becomes man-
ifest. Additionally, the relevancy of bifurcation phenomena in between three-phase and





In this section, we investigate the symmetric mode of 1/3-subharmonic oscillations in the
three-phase circuit. The "symmetric mode" denotes that this mode include symmetric os-
cillation with respect to C 3 • Symmetric modes of 1/3-subharmonic oscillations are classified
into two sorts; the oscillations with and without beat. First, we reveal theoretically the
generation of symmetrical l/3-subharmonic oscillations without beat is impossible [114].
Next, the bifurcation of 1/3-subharmonic oscillation with beat is investigated. Then, the
relation between the frequency and symmetry is revealed [113]. Further, analysis by means
of Lyapnov exponent is made. Finally, the experimental results are shown.
6.2 Pure 1/3-Subharmonic Oscillation
We consider the scaled circuit equation (2.6). First, we define a pure l/n-subharmonic
solution of Eq.(2.6) which represents a symmetrical periodic l/n-subharmonic oscillation
without beat in the three-phase circuit.
Definition: Let [!l'(T), U(T)]' be a l/n-subharmonic solution of Eq.(2.6) with period-no
We call it a pure solution, if the following condition is satisfied:
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W(T)] _ C 2 [ W(T + ~n1r) ]
U(T) - 3 4n
U(T+ 31r)
As a necessary condition, we try to show that the right-hand side of either Eq.(6.1) or
Eq.(6.2) is also the solution of Eq.(2.6).
Assume that n = 3k + 1 (k = 0,1,2, ... ), then
d [ W(T + 2;1r) ] (~ 2n ~ 2n)
-dC 3 2 -/ C3¥(T+-1r),C3U(T+-1r),T
T U(r+~1r) 3 3
3
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Thus, if n = 3k + 1 and n = 3k + 2 then the necessary condition is satisfied. On the
other hand, assume that n = 3k (k = 1,2, ...), then the right-hand side of Eq.(6.1) is
d [ '.P (r + 2;7r) ] ( _ 2n _ 2n)
-dC 3 2 - f C 3'.P(r + -7r), C 3U(r + -7r), r
r U(r + ~7r) 3 3
3
= C3 :r [ ~~:: ~~:~ ] - C 3f ('.P(r + 2k7r), U(r + 2k7r) , r + ~7r)
~ C3 [:r [~i~: ~:\] -f (q;(T+ 2k1r), U(r + 2k1r), r+ ~7r + 2k1r)]
= C 3 [f( '.P(T + 2k7r), U(T + 2br) , T + 2k7r)
- f ('.P(T + 2k7r), U(T + 2k7r), T + ~7r + 2k7r)]
= C, [ E(r) - ~(r + ~7r) ] (6.5)
and the right-hand side of Eq.(6.2) is
2 d ['.P(T + 4k7r) ] 2 ( 4 )
= C3 dT U(T + 4k7r) - C 3f '.P(T + 4k7r), U(T + 4k7r), T + 37r
= C; [:r [~i~: ~~:~] -f (q;(r+ 4k1r), U(rHk1r), T+ ~7rHk1r) ] .
= C5 [f ('.P (T + 4k7r), U (T + 4k7r), T + 4k7r)
~ f (W(T + 4k7r) , U(T + 4k7r), T + ~7r + 4k7r)]
= C; [ E(r) - ~(T + ~7r) ] . (6.6)
Thus, the right-hand sides of Eq.(6.5) and Eq.(6.6) are not identically equal to o. That is,
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the right-hand sides of Eq.(6.1) and Eq.(6.2)
c[~(T+2k7r)]
3 U(r + 2kn) l
c 2 [ ~(r + 4kn) ]
a V(r + 4kn) (6.7)
are not the solution of Eq.(2.6). As a result, a pure 1/3k-subharmonic oscillation (k =
1,2, ...) can not be generated in the three-phase circuit. Especially, as for the 1/3-
subharmonic oscillation, it becomes apparent that pure Ma oscillation is impossible.
6.3 1/3-Subharmonic Oscillation with Beat
6.3.1 Periodic Solution Curve
In this section, we consider M3 oscillations accompanied with beat. We choose the same
circuit parameter that is denoted in section 4.2.1. That is, the series resistance R = 12.3f2
and the delta-connected resistance r = 3.H1.
By the Newton homotopy method, the periodic solution of M3 oscillations are obtained.
Fig.6.1 shows the waveforms of inductor currents of the stable period-13 oscillation at
the source amplitude Em = 0.40 and the susceptance 1] = 0.118. The period-13 oscillation
denotes that the period of oscillation is 13 times as long as the period of the voltage source.
In the case of period-13 oscillation we integrate over the interval [0,26n] in Eq. (2.33).
From the figure, we can confirm the main frequency of the oscillation is about order 1/3.














Fig. 6.1: Current waveforms of stable l/3--subharmonic Ma oscillation with beat.


















Fig. 6.2: Periodic solution curve of l/3-subharmonic M3 oscillations.
Next, applying the general homotopy, we can obtain the periodic solution curves for the
susceptance 1] = 0.09. The solution curves on Em - rJia plane is shown in Fig.6.2. In this





where II is the main frequency of the periodic oscillation and 12 is the frequency of the
voltage sources. As Em decreased, the rotation number decreases and observed p agrees
with the subset of the Farey series [34]. Although saddle-node, period doubling, Neimark-
Sacker bifurcations are generated on the solution curves, they are not shown in the figure.
The characteristic feature in this figure is the number of equivalent solutions on a solution
curve. Here we call solutions equivalent if they can be related by Eqs.(2.15) and (2.24).
The number of equivalent solutions contained in the solution curves of period-10 is 60 which
can be rewritten as 6n where n denotes the period-no Then, from the results in section 2.3,
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the solution of period-l0 doesn't have symmetry with respect to C 3 and C 2 • On the other
hand, in the case of period-43, the number of equivalent solutions is 43 which indicates
that the period-43 solutions have symmetry with respect to Cs and C 2 . In the same way,
because the numbers of period-23 and period 16 are 69 and 96, the period-23 solutions have
symmetry with respect to C 2 and the period-16 solutions doesn't have both symmetries.
Consequently, as for the solution curves in the figure, the number of solutions which are
not equivalent is two; the one is stable and the other is unstable. The two sorts of solutions
are connected by saddle-node bifurcations in turn. It indicates that the trajectories are on
a torus and the periodic oscillations occur by mode lockings [35].
6.3.2 Relation between Frequency and Symmetry
When the solutions are period-q, the rotation number can be represented p = p/q where p
is a positive integer. Because l/3-subharmonic oscillations accompanied with beat are 1:3
internal resonance [10], the frequency component p' = (q - 2p)/q is also large. Hence the
frequency of the beat is represented as (p' - p)/2 = (q - 3p)/2q.
Now, we consider the symmetric period-q 1/3-subharmonic solution with beat with re-
spect to C 3 • Assume that the frequency components of 3k/q (k = 1,2, ...) of the symmetric
1/3-subharmonic solution with respect to Cs exists, the phases of the frequency components
of the capacitor voltages Ua, Ub and Uc agree each other. Here, Ua+ Ub + Uc = constant is
satisfied by Eq.(2.30). As a result, the frequency components of 3k/q can not be contained
in the symmetric 1/3-subharmonic solution with beat. Then as for the symmetry Cs, the
following conditions have to be satisfied:
{
Pi: 3k
q - 2p i- 31
The conditions can be rewritten as
k = 1 2 ..., ,
1= 1,2,···. (6.9)
q - p = 3k k = 1,2, .... (6.10)
Eq.(6.1O) is the necessary condition of the symmetric 1/3-subharmonic oscillation accom-
panied with beat with respect to Cs.
Next, we consider the symmetric period-q 1/3-subharmonic solution with beat with re-
spect to C 2 • In the same way, the frequency components of 2k/q (k = 1,2, ... ) can not be
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contained in the symmetric 1/3-subharmonic solution with beat. Then as for the symmetry
C 2 , the following conditions have to be satisfied:
{
P =P 2k
q - 2p =P 2l
The conditions can be rewritten as
k = 1,2,'"
l = 1,2,···. (6.11)
q - p = 2k k = 1,2,···. (6.12)
Eq.(6.12) is the necessary condition of the symmetric 1/3-subharmonic oscillation accom-
panied with beat with respect to C 2 .
6.4 Lyapnov Exponent
As the three-phase circuit is a five dimensional system, it has five Lyapnov exponents
Al ;:::: ... ~ As [36, 37]. Fig.6.3 shows the largest and second largest Lyapnov exponents
Al and A2 of the M3 oscillation. When the susceptance of the capacitors 71 is small, a
stable period-I3 oscillation exists. Increasing 71, the oscillation becomes almost periodic
by Neimark-Sacker bifurcation at 71 ~ 0.115. Further, at 71 ~ 0.12 the oscillation becomes
chaotic. In the region of chaotic oscillations, there exist small regions of periodic and almost
periodic oscillations. Furthermore, at TJ = 0.143 the oscillation becomes hyperchaotic [34].
In the region of chaotic oscillations, there exist small regions of periodic, almost periodic
and chaotic oscillations. The generation of the hyperchaos is special feature in M3 mode.
6.5 Experimental Results
We fix the series resistance R = 12.3f2 which is chosen in section 6.3.1. The region of
M3 exists on the outside of M2 in Fig.3.11. When the capacitances are fixed to C =
195j..tF(Xc = 13.6f2) and the source line-voltage El!.. is increased, the spectra of capacitor
voltage Va is shown in Fig.6.4. The horizontal axis represents the frequency and the vertical
axis represents the amplitude of frequency components of the ratio va/ El!...
At El!.. = 38.IV, the main frequency is 18 Hz which corresponds to the rotation number
p = 3/10. It is a period-IO oscillation and the waveforms of the capacitor voltages and
inductor currents are shown in Fig.6.5(a). This oscillation is accompanied with beat and
don't have symmetries with respect to C 3 and C 2 •


























Fig. 6.3: Lyapnov exponents of M3 oscillation.
Increasing the source line-voltage E!i.' chaotic oscillations appear (E!i. = 39.5V) and nex-
t period-23 oscillation whose main frequency is 18.26Hz appears (EtJ, = 43.3V). Further
increasing E!i., the period of beat becomes long gradually and periodic and nonperiodic
oscillations appear alternatively. The period-10, 23, 13, 29, 16, 35, 19 oscillations cor-
responding to the rotation numbers p = 3/10 (18Hz), 7/23 (18.26Hz), 4/13 (18.46Hz),
9/29 (18.62Hz), 5/16 (18.75Hz), 11/35 (18.86Hz), 6/19 (18.95Hz) are observed one after
another.
When E!i. is larger than 57.5V, the oscillation becomes chaotic (E!i. =59.0V ) and the
component of 40Hz becomes large (E!i. =62.0, 65.2 V). The waveforms at E!i. = 62.0V is
shown in Fig.6.5(b). The envelope of waveforms is distinctive. The period of beat becomes
further long and the M2 mode occurs consequently. This oscillation has the components of
20, 40 and 60 Hz, and the rotation number p is 1/3.
Further increasing Et)" M2 oscillation changes into M3 oscillation (E!i. = 69.0V) and the









Fig. 6.4: Capacitor voltage spectra of 1/3-subharmonic M3 oscillations.
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Fig. 6.5: Waveforms of 1/3-subharmonic M3 oscillations (experiment).
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component of 40Hz becomes small (EI),. =73.0, 77.5V). The period of beat becomes short
again. The waveforms at EI),. = 77.5V is shown in Fig.6.5(c). The oscillation seems to be
almost periodic.
Thus, the bifurcation of M3 oscillation is mode locking and unlocking. Increasing the
source line-voltage, the period of beat becomes long and M2 oscillation are generated. In
these points, the experimental results agree fairly with the analytical results.
6.6 Concluding Remarks
In this section, first we consider the generation of pure modes from the viewpoint of sym-
metry of the circuit equation and reveal that a pure 1/3-subharmonic oscillation cannot
be generated in the three-phase circuit. As a result, M3 mode has to be accompanied with
beat. Considering the above result, a pure 1/3~subharmonic oscillation reported in [10]
seems to be a nearly 1/3-subharmonic oscillation whose main frequency is of order 2/5
which could not discriminate strictly from order 1/3 at the time.
Next, we consider M3 oscillation accompanied with beat. By the analysis of homotopy
method, the special feature of M3 oscillation is that the periodic solution curve consists of
many equivalent solutions. It becomes apparent that they are caused by the mode locking
and unlocking. Further, the relation between frequency and symmetry are revealed.
By the analysis on the view point of Lyapnov exponent, it becomes manifest that there
exists hyperchaotic M3 oscillation. The oscillation is special feature of M3 oscillation.
By experiments, M3 oscillations are confirmed and the mode locking and unlocking bifur-
cation phenomena are observed. Additionally, the generation of periodic, almost periodic,




In this section, we reveal the bifurcation phenomena of harmonic oscillations whose main
frequency component is equal to that of the voltage source [116]. The harmonic oscilla-
tions are classified into three modes. Several distinctive phenomena different from 1/3-
subharmonic oscillations are generated. The differences of the phenomena in between the
three-phase and single-phase circuit are revealed by periodic solution curve and bifurcation
sets. In order to clarify the transition from three-phase to single-phase circuit, the bifurca-
tion phenomena of coupled-single-phase circuit are investigated. The analytical results are
compared with the experimental ones. Additionally, as for the relation between the phase
angle and the generated modes, several experimental results are shown.
7.2 Three Modes in Three-phase Circuit
Considering the number of dominant inductors, harmonic oscillations are classified into
three modes. That is,
M 3 mode: Oscillations excited by all the three nonlinear inductors. This oscillation has
the symmetry with respect to C 3 .
M 1 mode: Oscillations excited by anyone of the three nonlinear inductors.
M~ mode: Oscillation excited by all the three nonlinear inductors. This oscillation does-
n't have the symmetry with respect to C3•
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Fig. 7.1: Inductor current waveforms of harmonic oscillations (computation).
Applying the Newton homotopy method, we can obtain the inductor current waveforms of
the three modes shown in Fig.7.1. Unsymmetric modes have different amplitudes in each
inductor currents.
7.3 Analytical Results of Symmetric Oscillation
7.3.1 Bifurcation Phenomena of Mode M 3
We set the series resistance R = 2.50 and the delta-connected resistance r = 3. Hl. In the
case of Ma the following relation based on Eq.(2.25) is satisfied;
[
!li"(O) ] = C
a
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In stead of the boundary condition (2.33), we can adopt the condition (7.1). Then the
interval of the integration can be reduced to [0,271"/3].
Applying the general homotopy method, we investigate bifurcation phenomena. Fig.7.2
shows the typical amplitude characteristics of mode M3 for several values of the parameter
TJ. Here, the vertical axis I is the maximum value of inductor currents. In this figure, we can
find saddle-node bifurcations $1 rv $4, pitchfork bifurcations .f1 and .f2' Neimark-Sacker
bifurcations N1 rv N6' and period doubling bifurcation 01'
For the parameter TJ = 0.45, the bifurcation points $1 and $2 mean the jumps caused
by the resonance of harmonic oscillation. This has been called the ferroresonance [1]. On
the pitchfork bifurcation points .fl and t'2! the emanating branch (.f1 ~ ~3 ~ ~4 ~ .f2)
implies the oscillations containing DC component in the fluxes. That is, the symmetry with
respect to C z breaks on the pitchfork bifurcation 1;'1 and 1;'2. On the point of Neimark-
Sacker bifurcations N3 and ~4' the periodic oscillations lose their stability and almost
periodic oscillations occur.
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Fig. 7.2: Amplitude characteristics of harmonic M3 oscillation.
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For the parameter 7] = 0.9, the jumping point, on which the periodic oscillation loses its
stability, changes from $1 to N"2' Additionally, the bifurcation N"4 disappears accompanied
by the generation of $3 and $4' For the parameter 7] = 1.8, we can find 02, and it is
distinctive that the stable region between ~2 and N3 is very smalL
7.3.2 Bifurcation Sets of Mode M 3
Applying the general homotopy method, we obtain the bifurcation sets. The bifurcation
sets of mode M3 on Em -7] plane is shown in Fig.7.3 where Sil Pi, Ni and D j (i = 1,2, ...)
represent the sets of bifurcation points $i, I:'il Ni and Oi, respectively. We can find co-
dimension two bifurcations /31 =N1nS1 , /32 =N2nS1 , /33 =N4nS3nS4, /34 =N6nN7nP2, /35 =
N7nD2. The bifurcation points /33 and /35 are strong 1:1 and 1:2 resonance, respectively.
On /34, the bifurcation set N6 intersects P2, resulting in the generation of N7.
For the comparison of Fig.7.3, the bifurcation sets of harmonic oscillations in the single-
phase circuit is shown in Fig.7.4. The parameter is set to il = 3R = 7.5D: and if = r = 3.H1.
In the single-phase circuit, we can find saddle-node bifurcations 81 and 82, pitchfork bifur-
cations 1\ and 1\, and period doubling bifurcations D1 and D2. The single-phase circuit
is two dimensional system and the magnetizing characteristics is monotonically increasing,
hence with aid of Liouville's formula a co-dimension two bifurcation and Neimark-Sacker
bifurcation are proved not to occur.
In comparison with the single-phase circuit, it becomes apparent that the special feature
of the three-phase circuit is the generation of Neimark-Sacker bifurcations. The sets of
the Neimark-Sacker bifurcation connect the saddle-node, pitchfork and period doubling
bifurcation sets with co-dimension two bifurcations as is easily seen in Fig.7.3. Additionally,
the loss of stability in resonant region is also distinctive.
7.3.3 Transition from Three-phase to Single-phase Circuit
For the purpose of revealing the relation between the single-phase circuit and the three-
phase circuit, we analyze the coupled single-phase circuit described in section 4.5. The
bifurcation sets on the parameter fj = 31] = 5.4 is shown in Fig.7.5. The upper figure is
for 0 ::; J1, ::; 1 and the lower is an enlarged diagram of the upper for 0 ::; J..L ::; 0.1. In this
figure, bifurcations on J..L = 1 correspond to the bifurcation points in the .three-phase circuit
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Fig. 7.4: Bifurcation sets of harmonic oscillation in single-phase circuit.
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Fig. 7.5: Bifurcation sets of harmonic M3 oscillation in coupled single-phase circuit.
and those on J1, = 0 correspond to the bifurcation points in the single-phase circuit.
It becomes apparent that $1, $2, l?1 and 1;'2 in the three-phase circuit are connected
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Fig. 7.6: Symmetry breaking bifurcation.
bifurcation sets N1 and N2 emanate from S2 and 8 1 on co-dimension two bifurcations 131
and fJ2 with strong 1:1 resonances, respectively. And by the co-dimension two bifurcations
fJ2 and fJ3' the unstable regions in resonance are generated. As for other bifurcations, the
transitions which occur when /-l decreases are similar to those which occur when TJ decreases.
On the co-dimension two bifurcation 136(/-l = 0.1476395), the monodromy matrix has
eigenvalues exp(±211"/3), that is, the point is strong 1:3 resonance. The amplitude charac-
teristics in the neighborhood of the bifurcation fJ6 is shown in Fig.7.6. Here, in order to
obtain the unsymmetric solutions with respect to C 3 , the general homotopy is adopted to
the boundary condition Eq.(2.33) in the integral interval [0,211"] instead of Eq.(7.1). In the
figure, the M3 solution is represented by solid lines which overlap each other because of the
symmetry with respect to C 3 . On the other hand, the branches emanating from the bifur-
cation #6 don't have the symmetry. These branches represent a part of M1solution curve.
That is, M1 branch is generated from the M3 branch on the co-dimension two bifurcation
fJ6' Thus, we can confirm the break of the symmetry on the Neimark-Sacker bifurcation of
strong 1:3 resonance.
7.4. ANALYTICAL RESULTS OF SINGLE-PHASE OSCILLATION
7.4 Analytical Results of Single-phase Oscillation
7.4.1 Bifurcation Phenomena of Mode M 1
99
Because M1 solution don't have the symmetry with respect to C 3 , we adopt the boundary
condition Eq.(2.33) of the integral interval [O,271-j.
The typical amplitude characteristics of mode M1 for the parameter 'Tl = 0.9 are shown in
Fig.7.7. Since the maximum values of inductor currents are different each other, three loops
of amplitude characteristics are shown. In this figure, we can find saddle-node bifurcations
$5 rv $8 and Neimark-Sacker bifurcation I';Ja. In the higher amplitude of Em, M1 oscillation
loses its stability on the Neimark-Sacker bifurcation I';Ja, and jumps to M3 oscillation without
the generation of almost periodic oscillation. We can find that the loops are folded back
on $6 and $a where an inductor begins to excite. This phenomenon is also observed in the













Fig. 7.7: Amplitude characteristics of harmonic M1 oscillation.
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7.4.2 Bifurcation Sets of Mode M 1
Fig.7.8 shows the bifurcation sets of mode M1 on E m -l1 plane. We can find co-dimension
two bifurcations {,86,,87}=Na n 86, The stable region is restricted in the lower amplitude
of Em by Na. Additionally, it is distinctive that the bifurcation sets of 87 and 88 are fairly
in good agreement with 81 and 82 in Fig.7.3, respectively.
7.4.3 Transition from Three-phase to Single-phase Circuit
Fixing the parameter 77 = 0.9(ij = 2.7), we trace the bifurcations from J.l = 1 to J.L = 0
in the coupled single-phase circuit. The bifurcation sets are shown in Fig.7.9. It becomes
apparent that 85 , 86 , 87 and 88 can be traced to J.L = 0 where 85 and 86 intersect 87 and
88on $1 and $2 in the single-phase circuit, respectively. The bifurcation set N8emanates
from 86 on co-dimension two bifurcation iJ7 with strong 1:1 resonance. Fig.7.10 shows
the amplitude characteristics at J.l = O. This indicates that mode M1 corresponds to three
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Fig. 7.8: Bifurcation sets of mode MI.
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the reason why the region of M1 in Fig.7.8 overlaps to the regions enclosed by 81-82 III
Fig.7.4 and by 8 1-82 in Fig.7.3. In other words, the mode M1 can be generated in the
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Fig. 7.10: Amplitude characteristics of harmonic M1 oscillation in single-phase circuit.
102 CHAPTER 7. HARMONIC OSCILLATION
7.5 Analytical Results of Unsymmetric Oscillation
7.5.1 Bifurcation Phenomena of Mode M~
The typical amplitude characteristics of mode M; for the parameter 1] = 2.4 and R = LOn
is shown in Fig.7.11. As for mode M;, since the maximum values of inductor currents are
different each other, one of the three curves of amplitude characteristics are shown. In this
figure, we can find saddle-node bifurcations ~g r'V ~13, Neimark-Sacker bifurcations Ng rv
NIl, and period doubling bifurcation I!3' In the higher part of the amplitude, the loop ~Il
--+ N9 --+ ~12 --+ NIl --+ NlO --+ $13 -+ ... -+ I!3 -+ $11 is closed. On the Neimark-Sacker
bifurcation Ng, the periodic oscillation loses its stability and almost periodic oscillation is
generated.
7.5.2 Bifurcation Sets of Mode M~
Fig. 7.12 shows the bifurcation sets of mode M; on Em -1] plane. If all the bifurcations are
shown, the figure becomes so complicated that only the bifurcations where the oscillations
lose their stability are shown. We can find co-dimension two bifurcations f3a rv f315. On N9 ,
























Fig. 7.11: Amplitude characteristics of harmonic M~ oscillation.
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Fig. 7.12: Bifurcation sets of harmonic M~ oscillation.
In the coupled single-phase circuit, as the coupling parameter J.L is decreased, mode M~
disappears. This indicates that there exists no corresponding oscillation to M~ in the
single-phase circuit.
7.6 Experimental Results
We fix the series resistance R = 2.50 and the delta-connected resistance r = 3.H1 which
is chosen in section 7.3.1 and make experiment for the parameter Xc =42.2, 88.4, 176.8,
353.70 in the three-phase circuit and for the parameter Xc =29.4,58.9, 117.9,235.80 in
the single-phase circuit. Fig.7.13 and Fig.7.14 show the bifurcation phenomena on Et:.-Xc
plane in the three-phase circuit and the single-phase circuit, respectively. Jumps (arrows)
in the figure mean that keeping the value Xc fixed and increasing or decreasing of line-
voltage Et::.. the oscillations bifurcate into another type of oscillations as indicated arrow
head.
In Fig.7.13, mode M3 is classified below:
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Fig. 7.13: Bifurcation phenomena in three-phase circuit (experiment).
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Fig. 7.14: Bifurcation phenomena in single-phase circuit (experiment).
7.6. EXPERIMENTAL RESULTS
M 30 : Nonresonant periodic M 3 oscillations.
M 3r: Resonant periodic M3 oscillations.
105
M 3o:: M3 oscillations accompanied with beat. The phase of beat is equivalent in phase-a,b,c
(Fig.7.15).
M 3.13: M3 oscillations accompanied with beat. The phase of beat is shifted in phase-a,b,c
(Fig.7.15).
At the parameter Xc = 42.2S1, we can confirm the bifurcations ~1l ~2, J:>ll N3' N4' and
J:>2 of mode M3 which correspond to the analytical results for rJ = 0.45 in Fig.7.2. We
can also find the generation of mode M 1 . By increasing the parameter Xc, the region
of nonperiodic oscillation is enlarged (Xc=88.4Q). At Xc = 176.8, the period doubling
bifurcation III can be observed. After the period doubling bifurcation III Neimark-Sacker
bifurcation occurs and almost periodic M3o: oscillations are generated. Additionally, the
M3,8 oscillations which have the region of almost periodic and chaotic oscillation can be
observed. The experimental results in the three-phase circuit agree fairly with analytical
ones.
In Fig.7.14 the jumps accompanied by the harmonic resonance which corresponds to
the saddle-node bifurcation $1 and $21 pitchfork bifurcation ~1l and the period doubling
bifurcations PI and 02 are confirmed. The re~ults agree fairly with the analytical ones
shown in Fig.7.4. At C = 11.25 [/IF] , after the period doubling bifurcation Pll chaotic
oscillation via period doubling cascade is observed.
The experimental waveforms of inductor currents and capacitor voltage of nonperiodic
oscillations in the three-phase circuit are shown in Fig.7.15. Fig.7.15(a) shows almost
periodic oscillation of mode M3a which are generated by the Neimark-Sacker bifurcation
I';J3. In this figure, the beat of phase-a,b,c is same. Fig.7.15(b) shows chaotic oscillation of
mode M3 Q which bifurcates from the almost periodic M 3a • In the figure, we can observe
the inductor currents circulate in the delta-connection changing the direction every about
125 [ms]. This oscillation is special feature of the three-phase circuit on the point of the
circulation in the delta-connection. Fig.7.15(c) shows the almost periodic oscillation of
mode M313 which appears in the larger part of the source line-voltage E:c:..
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In this section, the effects of the phase angle at which the source voltages are applied
to the three-phase circuit are investigated by experiment. We set the same parameter
that is chosen in the experiment of the previous section, that is, the series resistance
R = 2.5S1 and the delta-connected resistance r = 3.Hl. AdditionallYt we choose the
parameter Xc = 42.2S1 and source line-voltage Eli. = 36.5V. At the parameter, three sorts
of oscillations are generated, that is, M30 ' M3r and M1 modes (Fig.7.13).
The initial charged capacitor voltage Vc is set to 75V. Then, we close the circuit on several
phase angles () by the phase controller and observe the transient phenomena.
7.7.2 Transient Waveform
The relation between the phase angle () and generated oscillations are shown in table 7.1.






210° M30 M3- Mia
240° M3- M3+ M1c M30
270° M30
300° Mib M3+ M3- M30
The mode M3r is classified into M3+ and M3- because two mutually symmetric oscilla-
tions with respect to C 2 exist. As for mode Ml, the suffix a,b or c represents an active
inductor La, Lb or Lc, respectively. Although the phase angle eis fixed, several oscillations
are generated at () = 180°, 210°, 240° and 300°. That is caused by remanent magnetizations.
However, the modes on the most left side in table 7.1 are the most frequently generated.
The transient waveform is shown in Fig.7.16. At () = 0°, 60°, 120°, the transient state
is very short and the first peak of the current Ib appears at about phase angle 210° of Ea
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regardless of the closed pha.se angle B. At B =180 0 , mode M3+ and M3- are generated.
In the ca.se of Ma+ we can confirm the chaotic M30 oscillation shown in Fig.7.15(b) in the
transient state. At B=2100 , the mode M30l M3- and MIa are generated. In the ca.se of M301
we can confirm the 1/2-subharmonic MI oscillation in the transient state. In the case of
MIa, the transient state is very short. At B=240° I four sorts of oscillations are generated.
As for M1c I the transient state is very short. At B=2700 , only M30 can be generated. At
B = 3000 , four sorts of oscillations are generated. As for MIll, the transient state is very
short.
Thus, the phase angle B affects the generating oscillations. Mode Ma+ of B = 00, 600,
1200 and MI have very short transient states. Ma+ is frequently generated butM1 is not
frequently. Other oscillations often have transient states which are similar to the chaotic
M30 oscillation shown in Fig.7.15(b).
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Fig. 7.16: Transient waveforms.
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In order to clarify the effect of the phase angle 0, we consider the Oaf3 transformation. That
is, the components of capacitor voltage Va, Vb, Vc can be represented by 0-, a-, ,B-components.
1 1 1 1 1 0
- - -
[~; ] 3 3 3 [~J [~:J .j3 [~; ]2 1 1 1- -- -- I -- - (7.2)~ 3 3 3 2 21 -1 1 .j3
0
.j3 .j3 1 -- --2 2
Fig.7.17 shows the transient trajectories on va-vp plane. In the figures, the three arrows
represents the directions of Va, Vb, Vc ' The initial point of the trajectory is in the direction
of Vc because only the phase-c capacitor is charged.
At e= 00 ,60°, 120° the initial direction of the trajectory is orthogonal to the arrow-b,
that is , the electric charge are discharged through the inductor Lb. In the case of M3+
at 0 =180°, the initial direction of the trajectory becomes a little inner and the transient
trajectory is attracted to two triangle-like orbit which represents the chaotic M3a oscillation.
At () = 210° the initial direction of the trajectory is opposite to the arrow-c, that is, the
electric charge is discharged through inductors La and Lb simultaneously. The steady state
trajectory of M1c is orthogonal to the arrow-a. In the case of M1c the trajectory proceed to
stead state smoothly. In the case of M3- the transient trajectory is attracted to M1c orbit.
At 0 = 240°, 270°, 300° the initial direction of the trajectory is orthogonal to the arrow-
a, that is, the electric charge are discharged through the inductor La. The first current is
large at e=2400 and small at 0 =300°. Then, the next current is la, Ie at 240° and Ib, Ie at
e=300°. In the case of M3- and M3+ at () =240° 1 the initial direction of the trajectory is
opposite to the steady state orbit. Then, the transient trajectory is attracted to the orbit
of the chaotic M3a oscillation once. In the case of M1e at () = 240° and M1b at () = 300°,
the trajectory proceeds to steady state smoothly.
Thus, the Oa,B transformation make clear that the steady state is affected by the initial
direction of the trajectory. At ()=oo '" 120° the trajectories can proceed to M3+ smoothly.
In other cases, however, the trajectory cannot proceed to M3+ smoothly. Then other steady
states appear. In the case of MI , the proceeding is rapid. As for the other oscillations, the
trajectories tend to be attracted transiently to the chaotic M3a orbit once.
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Fig. 7.17: Transient trajectory.
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In this section, several bifurcations of three modes of harmonic oscillations are revealed by
the homotopy method and real experiment.
In the single-phase circuit, there exist a pair of saddle-node bifurcations which means
the harmonic resonance, pitchfork bifurcations, and period doubling bifurcations. Needless
to say, these bifurcations can be found in the three-phase circuit. In addition, Neimark-
Sacker and co-dimension two bifurcations exist. These two characterize the bifurcations
of the three-phase circuit. Additionally, there exist distinctive chaotic oscillations of mode
M3a in the unstable regions which are generated by above bifurcations.
Additionally, analyzing the bifurcations of the coupled single-phase circuit, the relations
as well as differences between the three-phase circuit and single-phase circuit are revealed.
The mode M1 corresponds to the three single-phase circuits one of which is resonant and
the others are not resonant. On the other hand, the mode M~ is special feature of the
three-phase circuit.
Furthermore, the transient states of several oscillations are investigated by the exper-





In this section, we reveal the bifurcation phenomena of 1/2-subharmonic oscillations in
the three-phase circuit. The 1/2-subharmonic oscillations are classified into three modes.
The periodic solution curves and bifurcation sets of each modes are investigated. Fur-
ther, in order to clarify the difference of the phenomena in the three-phase, single-phase-
like and single-phase circuit, the periodic solution curves and bifurcation sets of the 1/2-
subharmonic oscillations in single-phase-like and single-phase circuit are also investigated.
Additionally, experimental results are shown.
8.2 Three Modes in Three-Phase Circuit
We set the series resistance R = 2.50 and the delta-connected resistance r = 3.10. Ap-
plying the Newton homotopy method with the period T = 41T, we obtain several 1/2:'
subharmonic oscillations. Considering the number of dominant inductors, periodic 1/2-
subharmonic oscillations are classified into three modes. That is,
M 1 mode: Oscillations excited by anyone of the three nonlinear inductors.
M 3 mode: Pure oscillations excited by all the three nonlinear inductors.
M~ mode: Pure oscillation excited by all the three nonlinear inductors. The amplitude
of inductor currents is small.
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The waveforms of capacitor voltages and inductor currents of the three modes are shown in
Fig.8.I. In this figure, the waveforms over the interval [O,4T] are shown. We can confirm
the amplitude of inductor currents in mode M~ is small.
The above oscillations don't have the symmetry with respect to C 2 which is defined by
Eq.(2.25). The fact can be shown below.
Let [w(r), U(r))' be a period-n solution of Eq.(2.6). Assume that n = 2k + 1 (k =
0,1, ...), then the right-hand side of the Eq.(2.25) satisfies
d [w(r + (2k + 1)'71") ]
= C 2 dr U(r + (2k + 1)11") - C 2 f (!P(r + (2k + 1)11"), U(r + (2k + 1)11"), r + 11")
[ d [w(r + (2k + 1)7r)] ]= C 2 dr U(r + (2k + 1)11") - f (W(r + (2k + 1)7r), U(r + (2k + 1)'71"), r + (2k + 1)7r)
= o. (8.1)
Thus, the right-hand side of Eq.(2.25) satisfies Eq.(2.6).
On the other hand, assume that n = 2k (k = 1,2, ...), then the right-hand side of the
Eq.(2.25) satisfies
d [ w(r + 2k1l") ] (~ ~ )dr C2 U(r + 2k1l") - f C 2!P(r + 2k1l") , C 2U(r + 2k7r), r
d [W(r+2k1l")]
= C2 dr U(r + 2k7r) - C 2f (w(r + 2k1l") ,U(r + 2k1l") ,r + 11")
= C, [d~ [~i~~ ;:~]-f ~(r + 2k7r), U(r + 2k1r), r +" + 2k1r)]
= C2 (f(F(r + 2k7r), U(T + 2k7r) ,r + 2k7r)
- f (w(r + 2k1l") ,U(r + 2k1l") ,r + 11" + 2k1r) ]
= C, [ E(r) - ~(r +,,) ] . (8.2)
Thus, the right-hand side of Eq.(8.2) is not identically equal to o. That is, the right-hand
side of the Eq.(2.25) cannot be the solution of Eq.(2.6). As a result, period-2k oscillation
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Fig. 8.1: Waveforms of periodic 1/2-subharmonic oscillations of the three modes.




















Em=O.2787, 11=1.02,R=2.5[.o.], r=3.1 [.0.]
Fig. 8.2: Waveforms of an almost periodic 1/2-subharmonic oscillation with beat.
(k = 1,2, ... ) can not have the symmetry with respect' to C 2 • Especially, as for the 1/2-
subharmonic oscillation, it becomes apparent that 1/2-subharmonic oscillation of period-2
doesn't have symmetry with respect to C 2 .
Except for the periodic oscillations, almost periodic oscillations accompanied with beat
are generated. Fig.8.2 shows the waveforms by computation. The oscillation is generated
near the M~ region.
8.3 Single-phase Oscillation
8.3.1 Periodic Solution Curve
In this section, we pay attention to M1 oscillation in which the inductor La is active
and the other two are not. Applying the general homotopy method, we investigate the
bifurcation phenomena of mode MI. Fig.8.3 shows the periodic solution curve on Em-wa
plane at 11 = 0.22. The generated bifurcations are saddle-node bifurcations ~l t'V ~4, period
doubling bifurcations 1;)1 t'V 1;)6, and Neimark-Sacker bifurcation :NI' The solution curve
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Fig. 8.3: Periodic solution curve of 1/2-subharmonic M1 oscillation in three-phase circuit.
is folded back on the bifurcation ~2 and $4' The stable region is in the lower part of the
amplitude Em and splits into two parts, that is, between $1 and 01 and between 02 and 03.
The pitchfork bifurcations which are observed in the solution curve of the single-phase 1/3-
subharmonic oscillation are not generated because the 1/2-subharmonic oscillation doesn't
have the symmetry with respect to C 2 •
For the comparison of Fig.8.3, the solution curve in the single-phase-like circuit is shown
in Fig.8A. In the single-phase-like circuit, saddle-node bifurcations $1 and $2, and period
doubling bifurcations 01 f'V 04 are generated. The stable region is in the lower and higher
part of the amplitude Em. That is, between $1 and 01 and between 02 and 03 in the lower
part and between 04 and $2 in the higher part.
Comparing Fig.8.3 and Fig.8A, we can find that the folding back of solution curve in the
three-phase circuit is distinctive. As a result, the folding back in the three-phase circuit
make the stable region in the higher part of Em in the single-phase-like circuit disappear.
On the other hand, in the lower part of Em U?l ---t 03 and $1 ---t 03) both diagrams are
fairly in good agreement.
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Fig. 8.5: Periodic solution curve of 1/2-subharrnonic oscillation in single-phase circuit.
Next, we compare with the periodic solution curve in the single-phase circuit which is
shown in Fig.8.5. In the single-phase circuit1 saddle-node bifurcations $1 and $2, and
period doubling bifurcations 01 and 02 are generated. The stable part is in the lower and
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higher part of the amplitude Em. That is, between 91 and 01 in the lower part and between
1)2 and 92 in the higher part.
Comparing Fig.8A and Fig.8.5, in the higher part of Em both diagrams are fairly in
good agreement. However, as far as the structure of the stable part in the lower part of
Em is concerned, both diagrams are different each other. Thus, in the lower part of Em
the solution curve in the single-phase-like circuit is more similar to that in the three-phase
circuit than that in the single-phase circuit.
8.3.2 Bifurcation Set
Applying the general homotopy method, we obtain the bifurcation sets. The bifurcation
sets of mode M1 on Em -1] plane is shown in Fig.8.5. In this figure, only the bifurcations on
which stable solutions lose their stability are shown. In the higher part of 1] the stable region
lose its stability by saddle-node bifurcation set on the outer boundary and period doubling
bifurcation set on the inner boundary. In the lower par:t of both Em and TJ, the structure of
bifurcation sets are so complicated that the enlarged figure is also shown in Fig.8.5. There
exist several period doubling bifurcation sets and Neimark-Sacker bifurcation sets connects
them. In the part where Em is higher and TJ is lower, there is not stable region because of
the folding back of the solution curve.
For the comparison of Fig.8.6, the bifurcation sets of 1/2-subharmonic oscillations in
the single-phase-like an4 single-phase circuit are shown in Fig.8.7 and Fig.8.8, respectively.
As for the single-phase circuit, the stable region is annular. As for the single-phase-like
circuit, the stable region is also annular as a whole. However, there is salience in the part
Em ~ 0.3, TJ ~ 0.2. This special feature make differences in the solution curves of the single-
phase-like and single-phase circuit. This region corresponds to the region of complicated
structure in the three-phase circuit.
In comparison with the single-phase-like and single-phase circuit, the special feature of
the three-phase circuit is that there is not stable region in the higher part of Em in the
lower part of ",. This feature is caused by the folding back of the solution curve and is
also observed on the single-phase 1/3-subharmonic oscillation in the three-phase circuit.
Additionally, the connections between Neimark-Sacker and period doubling bifurcation sets
are distinctive in the three-phase circuit.
























Fig. 8.6: bifurcation sets of 1/2-subharmonic M1 oscillation.
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We fix the series resistance R = 2.5n and the delta-connected resistance r = 3.IS1 which
are chosen in section 8.2. By increasing or decreasing the source line-voltage Et:>. and the
capacitance 0, the region of single-phase 1/2-subharmonic oscillation is obtained by the
method shown in section 3.5. In this experiment, the phase angle at which the source
voltage are applied and the initial charge of capacitor are chosen every time so that the
oscillation may be generated in a wide region.
Fig.8.9 shows the bifurcation phenomena of 1/2-subharmonic and l/3-subharmonic os-
cillations on Et:>.-Xc plane. The 1/2-subharmonic oscillation is generated in the region of
larger amplitude of Et:>. than 1/3-subharmonic oscillation and the region is restricted in the
lower part of Et:>..
Fig.8.lO shows the bifurcation phenomena of 1/2-subharmonic oscillations in the single-
phase-like circuit. In the higher part of the source line-voltage Et:>., the 1/2-subharmonic
oscillations can not be observed by the harmonic resonance.
Comparing the single-phase-like circuit with the three-phase circuit, the relation between
the regions of order 1/2 and 1/3 is similar. However, the 1/2-subharmonic oscillation in
the higher part of source line-voltage is distinctive in the single-phase-like circuit.
Thus, the experimental results agree fairly with the analytical ones.
8.4 Symmetric Oscillation
8.4.1 Analytical Results of Mode M 3
We set the series resistance R = l.On and the delta-connected resistance r = 0.8n. The
typical amplitude characteristics of mode M3 for the parameter TJ = 0.9 are shown in
Fig.8.ll. Here, the vertical axis I is the maximum value of inductor currents. In this
figure, we can find saddle-node bifurcations $5 and $6 and Neimark-Sacker bifurcations ~2
and ~3' The stable region is restricted in the higher amplitude of Em and the oscillation
loses its stability by the Neimark-Sacker bifurcation ~2'
The bifurcation sets of mode M3 on Em-TJ plane is shown in Fig. 8.12. In this figure,
only the bifurcations on which stable solutions lose their stability are shown. The large
stable region is confirmed in the higher amplitude of Em. Additionally, a small stable
region is confirmed in the part Em '::: 0.3, TJ '::: 0.05 which is enlarged. in the figure. Also
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Fig. 8.9: Bifurcation phenomena of 1/2-subharmonic M1 oscillations (experiment).
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Fig. 8.10: Bifurcation phenomena of 1/2-subharmonic oscillations in single-phase-like cir-
cuit (experiment).



















































o 0.2 0.4 0.6 0.8 1
Em
Fig. 8.12: Bifurcation sets of 1/2-subharmonic M3 oscillation.
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in this region, the solution lose its stability by Neimark-Sacker bifurcation. Thus, the loss
of stability by Neimark-Sacker bifurcation is special feature. Additionally, it is distinctive
that there is not large stable region in the lower part of the amplitude Em-
8.4.2 Analytical Results of M~
We set the series resistance R = LOn and the delta-connected resistance r = a.8n. The
typical amplitude characteristics of mode M; for the parameter TJ = 1.06 are shown in
Fig.8.l3. In this figure, we can find only saddle-node bifurcations ~7 and ~8'
The bifurcation sets of mode M; on Em-TJ plane is shown in Fig.8.l4. There is only
saddle-node bifurcation sets. For the comparison of Fig.8.l4, the bifurcation sets of 1/2-
subharmonic oscillations in the single-phase circuit are shown in Fig.8.IS. This oscillation
is observed in the higher part of 1] than the oscillations shown in Fig.8.B. In this figure,
only saddle-node bifurcation sets are generated. The region form is also similar to that
in the three-phase circuit. Thus, as for the mode M~ the structure of bifurcations in the

























Fig. 8.13: Amplitude characteristics of 1/2-subharmonic M~ oscillation.
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Fig. 8.15: Bifurcation sets of If2-subharmonic oscillation in single-phase circuit.
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8.5 Concluding Remarks
In this section, several bifurcations of three modes of 1/2-subharmonic oscillations are
revealed by the homotopy method and real experiment.
For the comparison of the single-phase oscillation in the three-phase circuit, the single-
phase-like and single-phase circuit are investigated. The structure of stable regions of
these two circuits are annular, that is, the outer boundary is saddle-node bifurcation and
the inner boundary is period doubling bifurcation. On the other hand, in the three-phase
circuit, because of the folding back of the solution curve, there is not stable region on the
higher part of Em. Another special feature is the connections between Neimark-Sacker and
period doubling bifurcation sets. This structure can not be found in the single-phase-like
and single-phase circuit.
As for'M3 oscillation, it is distinctive that the large stable region is restricted in the
higher part of the amplitude Em and the solution loses its stability by Neimark-Sacker
bifurcation.
As for M~ oscillation, the solution curve and bifurcation sets are very simple. Addition-
ally, there exist oscillations in the single-phase circuit which corresponds to M~ oscillations.
As far as mode M~ is concerned, the solution curve and bifurcation sets in the three-phase
circuit and the single-phase circuit are almost same.
Chapter 9
Conclusions
In this thesis, the bifurcation phenomena in the three-phase circuit is investigated by
the homotopy methods and experiments. The special features of the three-phase circuit
are revealed by comparing with the single-phase circuit and the single-phase-like circuit.
Further, in order to reveal the effects of the nonlinear couplings, the coupled single-phase
circuit is also investigated.
In chapter 4, the bifurcation phenomena of single-phase 1/3-subharmonic oscillations
are investigated. It becomes manifest that the three-phase circuit is distinctive in the
point of the folding back of the periodic solution curve. As a result, the stable region of
the single-phase l/3-subharmonic oscillation in the three-phase circuit is restricted in the
lower amplitude of the source voltage although the structure of the single-phase-like circuit
is annular. Further, it is shown that the folding back is caused by the participation of the
secondary inductor.
In chapter 5, the bifurcation phenomena of two-phase 1/3-subharmonic oscillations are
investigated. It becomes apparent that the participation of two active inductors causes
Neimark-Sacker bifurcations and co-dimension two bifurcations. As a result, the bifurcation
phenomena of two-phase 1/3-subharmonic oscillation is V-type structure. Additionally, the
relation between single-phase and two-phase 1/3-subharmonic oscillation are revealed by
the coupled single-phase circuit and single-phase-like circuit.
In chapter 6, the bifurcation phenomena of symmetric 1/3-subharmonic oscillations are
investigated. It is revealed that a pure 1/3-subharmonic oscillation cannot be generated in
the three-phase circuit. As for the oscillation accompanied with beat, the solution curve
which include many equivalent solutions is distinctive. The beat causes the mode locking
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and unlocking. Additionally, the relation between frequency and symmetry is revealed.
Further, the hyperchaotic oscillation is confirmed.
In chapter 7, the bifurcation phenomena of harmonic oscillations are investigated. There
exist three modes of periodic oscillations. It becomes manifest that Neimark-Sacker bifur-
cation and co-dimension two bifurcation are distinctive in the three-phase circuit. As a
result, the periodic oscillations lose their stability and distinctive chaotic oscillations which
are caused by the delta-connection of nonlinear inductor are generated. Additionally, the
relations as well as differences between the three-phase circuit and single-phase circuit are
revealed by the coupled single-phase circuit. Further, the transient states of several oscil-
lations are investigated by the experiment with phase controller and the relation between
the closed phase angle and generated mode becomes clear.
In chapter 8, the bifurcation phenomena of 1/2-subharmonic oscillations are investigated.
There exist three modes of periodic oscillations. As for the single-phase 1j2-subharmonic
oscillation, the structure of folding back which is also observed in the single-phase 1/3-
subharmonic oscillation are shown. Additionally, it becomes evident that the connections
of Neimark-Sacker and period doubling bifurcation sets are distinctive in the three-phase
circuit. As for the symmetric 1/2-subharmonic oscillation with large inductor currents, it
is shown that the participation of three active inductors causes Neimark-Sacker bifurcation
and the stable region is restricted in the higher amplitude of voltage sources. On the other
hand, the symmetric 1/2-subharmonic oscillations with small inductor currents are similar
to the 1/2-subharmonic oscillations in the single-phase circuit.
As a whole, the experimental results agree fairly with the analytical ones.
Thus, several distinctive feature in the three-phase circuit is revealed. The feature is
caused by the nonlinear coupling and the symmetry of the three-phase circuit.
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Appendix A
Generation of Pitchfork Bifurcation
- -Pitchfork bifurcation arises from special properties which make HOI and H2o vanish. This
can occur in the three-phase circuit by the symmetry with respect to C 2 [24]. To clarify
the generation of pitchfork bifurcation, we define the determining equation of the periodic
solution by multiple shooting method [26]. Using the mapping T I / 2 : RIO -. RIO, we
express the boundary condition instead of Eq.(2.33);[:i ]= Tl/2(X~, x~) (A.l)
where
x~ xI(O) E R 5
x~ x 2 (O) E R5
T 1/,(,,:, "~J - [' [ t~::: :J+ Tj2J ] ds + [ ::i~n
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Here, 8 2 = 1 is satisfied. Assume that T = (2k + 1)271" (k = 0,1, ...), then the following
relation is satisfied from the symmetry with respect to C 2 ,
If a solution has symmetry with respect to C 2 , then the relation
SXO = Xo










When Eq.(A.13) is satisfied, the eigenvector UI E RIO belonging to the simple eigenvalue
zero of ~H on a singular point (x~, J.L"') satisfies
vxo
(A.l?)
Here, we can derive H(x, v) in the same way as shown in Eq.(2.71) rv (2.85). When
SUI = -Ul holds, the following equations are satisfied;
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and
APPENDIX. A. GENERATION OF PITCHFORK BIFURCATION
H20 = (VI' ::~(Ul'tLl)) - (VIl::~(StLl' SUI))
- (S/Vb ::~(UbtLI)) = - (VIl ::~(tLbUl))'




The chaotic M3o: oscillation is also generated in computation. The waveforms at Em =
0.275, TJ = 1.0, R = LOn and r = 3.H1 are shown in Fig.B.1. In this figure, the flux.inter-
linkage 'It0 is defined below;
(B.1)
The waveforms of inductor currents show that the currents change the direction every
about 2071" and in a term the currents circulate in the delta-connection. On the other hand,
the waveform of zero-sequence flux Ifto is distinctive, that is, in a term the waveform is
nearly monotone increasing or decreasing. The rJt0 satisfies the following equationj
where f o £ fa + h + Ie. (B.2)
Then, 1ft0 increases or decreases monotonically while the currents circulate in a direction.
As a result, the circulating currents cannot continue for a long span in a direction except
for r = O. On the other hand, rJto at r = a is a constant and the circulating currents can
last. Now, assume that the oscillations are approximated by the oscillations at r = a in a
short span, then we analyze periodic harmonic oscillations at r = O.
We fix the delta-connected resistances r = on, series resistance R = 2.5n, and TJ = 1.0.
The typical amplitude characteristics of harmonic oscillations at \]fo = 0, 0.1, 0.35 are
shown in Fig.B.2. In this figure, only the bifurcations on which stable solutions lose their
stability are shown.
At rJt0 = 0, there are saddle-node bifurcations $1 I"V $3 and pitchfork bifurcations J:l1
and J:l2. The saddle-node bifurcations $1 and $2 represents harmonic resonances and the
pitchfork bifurcation represents the generation of oscillations which have DC components
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Fig. B.1: Waveforms of chaotic M3cr oscillation.
in the inductor currents. The stable solutions are classified into three sorts, that is, the
nonresonant oscillations which don't have DC components in the inductor currents, the
resonant oscillations which don't have DC components in the inductor currents and the
resonant oscillations which have DC components in the inductor currents.
At JjJ0 = 0.1, the existence of W0 causes the disappearance of pitchfork bifurcations.
That is, the pitchfork bifurcations I?1 and I?2 disappear, and in the places saddle-node
bifurcations $6 and $5 appear. The stable solution with DC components in the inductor
currents at Wo = 0 changes to two sorts of solution at Wo = 0.1; the one is the oscillation
whose Wo and 10 are same sign and the other is opposite, where fo represent the DC
component of 10 ,
At Wo = 0.35, the region of the oscillation whose Wo and fo are opposite sign becomes
small and disappears when the Wo is further increased.
Next, fixing the source line-voltage Em = 0.257, we obtain the DC components fo against
the f1.uxinterlinkage Wo of the periodic solutions at r=on, R = Lon and 1] = 1.0 shown in
Fig.B.3. In this figure, the solutions in the first and third quadrant represent the same sign
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solutions and the solutions in the second and forth quadrant represent the opposite sign
solutions. The stable solutions at 10 ~ ±0.13 represents the resonant oscillations which
have DC components in the inductor currents and the stable solutions in the neighborhood
of the origin correspond to the resonant oscillations which don't have DC components in
the inductor currents at Wo = O. The former stable opposite sign solutions disappear by
saddle-node bifurcations at Iwol ~ 0.36.
From the results, we can guess the oscillation at T = 2.50. That is, when fo < 0 and
Wo < 0 are satisfied, Wo increa."ies monotonically, and when Wo exceeds 0.36, the oscillation
disappears and change to the oscillation [0 > 0, W0 > 0 a."i shown by the arrows CD and ®
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Fig. B.2: Amplitude characteristics at T = on, R = Lon, TJ = 1.0.
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Fig. B.3: The DC component of fo against the fiuxinterlinkage Po at r =Of2.
disappears and changes to the oscillation fo < 0, Po < 0 as shown by the arrows ® and (1).
Thus, the oscillation continues as alternately changing the direction of inductor currents.
The fact indicates that the oscillation is based on the two solutions which are generated
by the disappearance of the pitchfork bifurcation J:>1.
