Analyzing different variants of immune inspired somatic contiguous hypermutations  by Jansen, Thomas & Zarges, Christine
Theoretical Computer Science 412 (2011) 517–533
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Analyzing different variants of immune inspired somatic contiguous
hypermutations
Thomas Jansen a,∗, Christine Zarges b
a University College Cork, Department of Computer Science, Cork, Ireland
b TU Dortmund, Fakultät für Informatik, LS 2, 44221 Dortmund, Germany
a r t i c l e i n f o
Keywords:
Artificial immune systems
Somatic contiguous hypermutations
Runtime analysis
a b s t r a c t
Artificial immune systems can be applied to a variety of very different tasks including
function optimization. There are even artificial immune systems tailored specifically for
this task. In spite of their successful application there is little knowledge and hardly any
theoretical investigation about how andwhy they performwell. Here rigorous analyses for
a specific class of mutation operators introduced for function optimization called somatic
contiguous hypermutation is presented. Different concrete instantiations of this operator
are considered and shown to behave quite differently in general. While there are serious
limitations to the performance of this type of operator even for simple optimization tasks
it is proven that for some types of optimization problems it performs much better than
standard bit mutations most often used in evolutionary algorithms.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Theoretical analysis of general randomized search heuristics is a modern and important area of research. General
randomized search heuristics are a broad family of very different algorithms including randomized local search [1],
simulated annealing [19], evolutionary algorithms [17], artificial immune systems [4,10], and many others. They provide
a powerful and flexible way of tackling different problems when there is no time or expertise to develop a problem-specific
solution.While being applicable in very different situations one of themost important tasks is function optimization. General
randomized search heuristics are typically very easy to implement and apply. But it turns out to be extremely challenging
to prove in a rigorous way results about their performance and limitations. For evolutionary algorithms, there is a growing
body of useful analytical tools and relevant results [12,20–22]. For artificial immune systems, currently there are hardly any
theoretical investigations about their performance at all. One noteworthy exception is the work by Zarges [23,24].
Zarges [23] considers a mutation operator with inversely fitness proportional mutation rate often used in artificial
immune systems and analyzes its performance when used in a very simple algorithmic framework. The framework realizes
a kind of randomized hill-climbing. She proves this operator to be inefficient for a very simple optimization problemwithin
this framework. When used together with a population, however, its performance improves drastically [24]. In the same
spirit we consider a class of mutation operators designed for the use of artificial immune systems as function optimizers,
namely somatic contiguous hypermutations (CHM) [18]. We consider three concrete instantiations of this operator and,
again, embed these in a very simple algorithmic framework that allows us to concentrate on the assets and drawbacks of
this specific kind of mutation operator. This gives clear indications for the kind of optimization problems where artificial
immune systems may turn out to be extremely efficient and to clearly outperform other randomized search heuristics like
evolutionary algorithms.
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Artificial immune systems are a special class of biologically inspired algorithms, which are based on the immune system
of vertebrates and derive from various immunological theories, namely the clonal selection principle, negative selection,
immune networks or the danger theory [4,10]. Besides the natural tasks of anomaly detection and classification, they are
often applied to function optimization. In this context, mostly algorithms based on the clonal selection principle [3], a
theory which describes the basic features of an adaptive immune response to invading pathogens (antigens), are used.
During the last years, many clonal selection algorithms to tackle optimization problems have been developed, for example:
CLONALG [5], OPT-IA [9], the B-Cell-Algorithm [18] and MISA [8]. These algorithms share a common approach in a broad
sense. They work on a population of immune cells or antibodies that represent candidate solutions of the considered
problem, i. e., the function to be optimized. The antibodies proliferate and undergo a hypermutation process called affinity
maturation, implyingmutations at high rate. The design of themutation operator can be inspired by various types of immune
cells found in the immune system.
The artificial immune system for function optimization considered here was introduced by Kelsey and Timmis [18],
known as the B-Cell-Algorithm. They introduce a mutation operator called somatic contiguous hypermutations inspired
by the mutation mechanism found in B-cell receptors. A convergence analysis of the B-Cell-Algorithm is presented by
Clark et al. [7] using a Markov chain model. Bull et al. [2] apply it on benchmarks generated as integer programming
problems derived from Diophantine equations. Since we concentrate on the analysis of randomized search heuristics from
a computational point of view the biological background used as a motivation is not important to us. We use the concrete
mutation operator as an inspiration and consider not only the concrete operator due to Clark et al. [7] itself but also two
variants. All three mutation operators are concrete examples for somatic contiguous hypermutation operators. Details of
these operators including the probability distributions used can be found in Section 2.
In the next section we give a precise formal description of the somatic contiguous hypermutation operators and
also of the algorithmic framework under consideration. We present results on well-known and instructive example
functions thereafter (Section 3). This will help to get a clear understanding of assets and drawbacks of somatic contiguous
hypermutations. We conclude and point out open problems as well as directions for future research that we consider
important in Section 4.
2. Definitions and analytical framework
Themutation operator introduced by Kelsey and Timmis [18] performs somatic contiguous hypermutations on bit strings
of length n in the following way. It chooses a position p in the bit string randomly and determines a length l of an interval to
be mutated randomly. Then all bits beginning with the random position p up to the end of the interval with random length l
are inverted with a given probability r ∈ [0, 1]. The main idea of this operator is to decide randomly about a contiguous
region of the bit string and flip all bits within this region with probability r and do not change any bit that is outside of this
region. We call such mutations somatic contiguous hypermutations and discuss three concrete variants. The first variant is
the one defined by Clark et al. [7]. It does not wrap around [6] and thus has a strong positional bias and strongly different
mutation probabilities formutations of single bits depending on their location. This latter pointmotivates Jansen and Zarges
[16] to define a variant where the mutation of single bits have the same probability regardless of the position of the bit. But
mutations of many bits still suffer from a positional bias. Therefore, we consider a third variant that wraps around and thus
has no positional bias at all. We define all three variants in complete detail in the following. Note that we consider bit strings
of length n, x ∈ {0, 1}n, and that x[i] denotes the i-th bit in x (with i ∈ {0, 1, . . . , n− 1}, denoting the leftmost position in x
as x[0] and the rightmost position as x[n− 1]).
Definition 1 (Somatic Contiguous Hypermutation Operator CHM1 due to Clark et al. [7]). The somatic contiguous hypermu-
tation operator CHM1 mutates x ∈ {0, 1}n in the following way given a parameter r ∈ [0, 1].
1. Select p ∈ {0, 1, . . . , n− 1} uniformly at random.
2. Select l ∈ {0, 1, . . . , n} uniformly at random.
3. For i := 0 to min{l− 1, n− 1− p} do
4. With probability r set x[p+ i] := 1− x[p+ i].
Definition 2 (Somatic Contiguous Hypermutation Operator CHM2 due to Jansen and Zarges [16]). The somatic contiguoushy-
permutation operator CHM2 mutates x ∈ {0, 1}n in the following way given a parameter r ∈ [0, 1].
1. Select p1 ∈ {0, 1, . . . , n− 1} uniformly at random.
2. Select p2 ∈ {0, 1, . . . , n− 1} uniformly at random.
3. For i := min{p1, p2} to max{p1, p2} do
4. With probability r set x[i] := 1− x[i].
Definition 3 (Somatic Contiguous Hypermutation Operator CHM3 Wrapping Around). The somatic contiguous hypermuta-
tion operator CHM3 mutates x ∈ {0, 1}n in the following way given a parameter r ∈ [0, 1].
1. Select p ∈ {0, 1, . . . , n− 1} uniformly at random.
2. Select l ∈ {0, 1, . . . , n} uniformly at random.
3. For i := 0 to l− 1 do
4. With probability r set x[(p+ i) mod n] := 1− x[(p+ i) mod n].
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It is conceivable that Kelsey and Timmis [18] had this CHM3 in mind. However, their definition is not explicit.
The three operators differ considerably in the probability of mutations. We consider two different events and compare
them across the three somatic contiguous hypermutation operators. On one hand, we consider for i ∈ {0, 1, . . . , n− 1} the
probability of the i-th bit to be mutated in a single mutation. On the other hand, we consider for i ∈ {0, 1, . . . , n − 1} the
probability of the i-th bit to be the only bit that is mutated in a single mutation. Note that such single bit mutations are often
important for locating an optimum of an objective function exactly. Finally, we compare the expected number of bits to be
mutated in a single mutation.
Lemma 4. Let for n ∈ N be i ∈ {0, 1, . . . , n− 1}, 0 < r ≤ 1.
Prob (x[i]mutated by CHM1) = r · (2n− i)(i+ 1)2n(n+ 1) (1)
Prob (x[i]mutated by CHM2) = r · 1n +
2(n− 1− i)i
n2
(2)
Prob (x[i]mutated by CHM3) = r · 12 (3)
E (#bits mutated by CHM1) = r ·

n
3
+ 1
6

(4)
E (#bits mutated by CHM2) = r ·

n
3
+ 2
3n

(5)
E (#bits mutated by CHM3) = r · n2 . (6)
For 0 < r < 1
Prob (only x[i]mutated by CHM1) = i(1− r)
n−i−1
n(n+ 1)
+ (1− r)
n+1 − 2(1− r)n−i − (1− r)i+1 + 1+ (1− r)n
rn(n+ 1) (7)
Prob (only x[i]mutated by CHM2) = rn2 + 2
i−
p1=0
n−1
p2=max{i,p1+1}
r(1− r)p2−p1
n2
(8)
Prob (only x[i]mutated by CHM3) = 1− (1− r)
n
rn(n+ 1) −
(1− r)n
n+ 1 (9)
holds. In the case r = 1, the following holds.
Prob (only x[i]mutated by CHM1) =

1
n(n+1) if i < n− 1
1
n+1 otherwise
(10)
Prob (only x[i]mutated by CHM2) = 1n2 (11)
Prob (only x[i]mutated by CHM3) = 1n(n+ 1) . (12)
Proof. In (1)–(6), we see the factor r stemming from the probability r that a bit within the contiguous region that is selected
randomly is actually mutated. For CHM1 and CHM3 we have a factor of 1/n for choosing a specific value of p and a factor
1/(n+ 1) for choosing a specific value of l. For CHM2 we have a factor of 1/n2 for choosing specific values of p1 and p2.
For CHM1 the i-th bit is mutated if p ≤ i and p − 1 + l ≥ i both hold. For j ∈ {0, 1, . . . , i} we have Prob (p = j) = 1/n
and Prob (j− 1+ l ≥ i) = Prob (l ≥ i+ 1− j) = (n+ j− i)/(n+ 1). This yields
Prob (x[i] is mutated by CHM1) = r ·
i−
j=0
1
n
· n+ j− i
n+ 1 = r ·
(2n− i)(i+ 1)
2n(n+ 1)
and proves (1). We obtain (4) by
n−1
i=0
Prob (x[i] is mutated by CHM1) = r ·
n−1
i=0
(2n− i)(i+ 1)
2n(n+ 1) = r ·

n
3
+ 1
6

.
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For CHM2 the i-th bit is mutated if p1 ≤ i and p2 > i, p1 < i and p2 ≥ i or p1 = p2 = i. Thus, we have
Prob (x[i] is mutated by CHM2) = r ·

i+ 1
n
· n− i− 1
n
+ i
n
· n− i
n
+ 1
n2

= r ·

1
n
+ 2(n− 1− i)i
n2

proving (2). We obtain (5) by
n−1
i=0
Prob (x[i] is mutated by CHM2) = r ·
n−1
i=0
1
n
+ 2(n− 1− i)i
n2
= r ·

n
3
+ 2
3n

.
For CHM3 we observe that due to the wrapping around the probabilities are equal for all i. We thus consider the situation
only for i = n − 1 where things are less complicated since the starting position p of the contiguous region is never to the
right of i. For each position p = n− 1− j (j ∈ {0, 1, . . . , n− 1}) there are exactly n− j values for l such that x[i] = x[n− 1]
is mutated. Thus we have
Prob (x[i] is mutated by CHM3) = r ·
n−1
j=0
1
n
· n− j
n+ 1 = r ·
1
2
proving (3) and obtain (6) as an immediate consequence.
For the proof of (7) we consider the definition of CHM1 and see that
Prob (only x[i]mutated by CHM1) =

i−
p=0
n−p
l=i−p+1
r(1− r)l−1
n(n+ 1)

+

i−
p=0
p · r(1− r)
n−p−1
n(n+ 1)

holds. The first sum accounts for all cases where a position p with p ≤ i is selected and the length of the interval is
i − p + 1 ≤ l ≤ n − p so that the last position of the mutated region is at most n − 1 and thus within the bit string x.
In this case x[i] needs to flip and the other l−1 bits remain unchangedwith probability (1− r)l−1. For l > n−p themutated
region extends beyond the bit string so that only n− p− 1 bits remain unchanged. It is a tedious but not difficult exercise
to see that
i−
p=0
n−p
l=i−p+1
r(1− r)l−1
n(n+ 1)

+

i−
p=0
p · r(1− r)
n−p−1
n(n+ 1)

= (1− r)
n+1 − 2(1− r)n−i − (1− r)i+1 + 1+ (1− r)n
rn(n+ 1) +
i(1− r)n−i−1
n(n+ 1) .
holds for 0 < r < 1. For r = 1 we need to have l = 1 and (10) results as a special case.
The proof of (8) follows quite directly from the definition of CHM2. In
r
n2
+ 2
i−
p1=0
n−1
p2=max{i,p1+1}
r(1− r)p2−p1
n2
the term r/n2 takes care of the special case p1 = p2. If we have p1 ≠ p2 the cases p1 < p2 and p1 > p2 have equal
contribution and lead to the factor 2. We consider the case p1 < p2 and sum over all possible cases directly obtaining the
claimed sum. For r = 1 only p1 = p2 needs to be considered implying (11).
For the proof of (9) we consider the definition of CHM3 and see that
Prob (only x[i]mutated by CHM3) =
n−1
d=0
n−
l=d+1
r(1− r)l−1
n(n+ 1)
holds in the following way. For some fixed position iwe sum over all positions p = (i−d) mod nwith d ∈ {0, 1, . . . , n−1}.
Given this position we have to have l ≥ d + 1, otherwise the bit x[i] is not in the mutated region. Given a length l of this
region we have that only x[i] flips and the other l− 1 bits remain unchanged with probability r(1− r)l−1. Clearly,
n−1
d=0
n−
l=d+1
r(1− r)l−1
n(n+ 1) =
r
n(n+ 1)
n−1
d=0
n−1
l=d
(1− r)l
= 1
n(n+ 1)
n−1
d=0

(1− r)d − (1− r)n = 1− (1− r)n
rn(n+ 1) −
(1− r)n
n+ 1
holds and we have (9). For r = 1 only the case d = 0, l = 1 needs to be taken into account leading to (12). 
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Fig. 1. Probability for mutating bit x[i] (i ∈ {0, 1, . . . , n − 1}) in a single mutation using somatic contiguous hypermutation CHM1 , CHM2 , and CHM3 ,
respectively, each with r = 1 and n = 100.
We give a graphical representation of the probability for mutating bit x[i] in Fig. 1 (for the special case r = 1). We see
that only CHM3 has no positional bias. Both, CHM1 and CHM2 have a strong positional bias with respect to the probability
to mutate some bit. For CHM1 this probability is strictly increasing with i, for CHM2 it is equal for i and (n− 1)− i and thus
symmetric. Moreover, CHM1 is also biased with respect to single bit mutations having a much larger probability for such a
mutation at position n − 1 than for any other position. Without additional knowledge about the roles of different bits any
such bias is undesirable [13]. This is the main motivation for considering the unbiased third version of somatic contiguous
hypermutations CHM3.
With respect to the expected number of mutating bits all three somatic contiguous hypermutation operators are similar
mutating on averageΘ(rn) bits, r · n/2 for CHM3 and almost exactly r · n/3 for both, CHM1 and CHM2.
Clearly, for all three variants the parameter r plays an important role. Clark et al. [7] point out that avoiding the extreme
cases r = 0 and r = 1 makes sense to avoid getting stuck. Yet, we decide to exclusively consider the extreme case r = 1,
here. Note that for CHM2 this rules outmutations not flipping any bits. Moreover, it rules out global convergence for all three
variants. Consider for example the function f : {0, 1}n → R (n > 5) with
f (x) =

n−1∑
i=0
x[i] if x[0] = x[4],
−1 otherwise.
The all one bit string 1n is the unique global maximum. However, if x[0] + x[4] = 0 and x[1] + x[2] + x[3] = 3 both
hold no somatic contiguous hypermutation with r = 1 can create this global optimum by means of a single mutation.
It can only be reached via some other x′ with smaller function value. If such moves are not accepted the algorithm is
unable to optimize this simple function. We are aware of this consequence due to r = 1. In the following, we restrict
our attention to functions where these limited capabilities of somatic contiguous hypermutations with r = 1 are not an
issue.
To analyze the performance of a mutation operator, it makes sense to embed it into an algorithmic framework. As we
focus on the analysis of somatic contiguous hypermutations and omit other possible features of the artificial immune system,
we use aminimal substrate as our experimentation platform. The following very simple algorithm (Algorithm 5)maximizes
some pseudo-Boolean function f : {0, 1}n → R. It uses a population of size one and produces one new search point via
mutation. This point is accepted if and only if its function value is at least as large.
Algorithm 5 (Algorithmic Framework).
1. Choose x ∈ {0, 1}n uniformly at random.
2. Create y := mutate(x).
3. If f (y) ≥ f (x) then set x := y.
4. Continue at 2.
We intend to use somatic contiguous hypermutations and have a very simple artificial immune system. Using different
mutation operators other algorithms can be obtained. In evolutionary computation standard bit mutations (SBM) are most
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common [17]. There, each bit is flipped independently with mutation probability 1/n. Thus, we have
Prob (only x[i] is mutated by SBM) = 1
n
·

1− 1
n
n−1
= Θ

1
n

Prob (x[i] is mutated by SBM) = 1
n
E (#bits mutated by SBM) = 1
for this kind of mutation. Plugging standard bit mutations into our framework yields a very simple evolutionary algorithm,
known as (1 + 1) EA [11]. Note that using other mutation operators algorithms like local search or tabu search may be
obtained. Since the (1+ 1) EA is well investigated and well understood a multitude of results is available and may be used
for comparisons, see for example [11,14,15,20–22].
As usual in the analysis of general randomized search heuristics, there is no stopping criterion in the algorithm and we
investigate the first point of time when a global optimum of f is reached. This equals the number of iterations until a global
optimum is found. We denote this as the optimization time of the algorithm. It corresponds to the number of function
evaluations which is a common measure for the run time of randomized search heuristics. It is important to notice that the
algorithm itself does not know that it has found an optimum.
In the following, let Top,f denote the optimization time of Algorithm 5 using mutation operator op where op ∈
{CHM1, CHM2, CHM3, SBM}. Let E

Top,f

be its expected value. Moreover, let Top,f ,x denote its optimization time when the
algorithm is started in x ∈ {0, 1}n instead of using some random starting point.
3. Analytical results
We assess assets and drawbacks of somatic contiguous hypermutations in the following way. We analyze the expected
optimization time when each variant of this operator is embedded in our minimal algorithmic framework. We compare
these results with the expected optimization times obtained when using standard bit mutations known from evolutionary
algorithms. For many objective functions f : {0, 1}n → R it is at some point of time essential that the search operator is able
to change exactly some specific bits, say bmany. We call such a mutation a specific b bit mutation. In order to understand
differences between somatic contiguous hypermutations and standard bit mutations it helps to see the difference in the
probabilities for such specific b bit mutations. Since we restricted our attention to the special case r = 1 we are only
interested in specific b bit mutations where the b bits form a contiguous region in the bit string x.
Standard bitmutations perform any such b bitmutationwith probability (1/n)b ·(1−1/n)n−b = Θ1/nb since b specific
bits need to flip, each with probability 1/n, and the other n− b bits must not flip, each with probability 1− 1/n. Since the
bits are flipped independently the result follows. Note that this holds independently of the position of the bits, also if they
are not contiguous.
For somatic contiguous hypermutations things are entirely different. If the b bits that need to flip are not contiguous such
a b bit mutation cannot be performed in a single mutation and thus has probability 0 to occur. This is due to our extreme
choice r = 1. If, on the other hand, the b bits are contiguous then the first and the last of these bits have to be chosen as the
beginning and end of the contiguous region. For all three operators this is the case with probabilityΘ

1/n2

for any b ≥ 1
if the rightmost bit to be flipped is not the rightmost bit in x. In this special case (that we treat in Lemma 4) the probability
may be larger for CHM1.
In the following we exclude functions where b bit mutations are necessary that cannot occur with somatic contiguous
hypermutations. The fact that these mutations are impossible results from our extreme choice of r = 1, any choice
0 < r < 1 yields a positive probability for such mutations. It would be inappropriate and misleading to choose an
extreme framework and then demonstrate drawbacks that are uniquely caused by this extreme choice. What we see for
mutations that can be carried out is that their probability decreases exponentially with b for standard bit mutations while
it is completely independent of b for somatic contiguous hypermutations. This leads to the speculation that for functions
where 1 bit mutations are sufficient somatic contiguous hypermutations may be outperformed by standard bit mutations
since such mutations occur with much smaller probability. On the other hand one may believe that for functions where
b bit mutations with b > 2 are necessary somatic contiguous hypermutations may excel and that the advantage may be
tremendously large for b ≫ 2.We investigate these speculations in a rigorouswayby considering someappropriate example
functions.
One easy to draw consequence from the considerations above is a general lower bound on the expected optimization
time for any objective function f : {0, 1}n → Rwith a unique global optimum.We state this simple result here since it helps
us to better understand the upper bounds that we derive in the following. Note that it is easy to generalize this bound to
objective functions withmore global optima.We do not present such amore general version since it does not add additional
insight and complicates the proof.
Theorem 6. Let f : {0, 1}n → R be given with a unique global optimum x∗ ∈ {0, 1}n, i. e., {x ∈ {0, 1}n | f (x) = max{f (x′) |
x′ ∈ {0, 1}n}} = {x∗}. For any x ∈ {0, 1}n with x ≠ x∗ the following hold.
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E

TCHM1,f ,x
 = Ω(n)
E

TCHM2,f ,x
 = Ωn2
E

TCHM3,f ,x
 = Ωn2.
Proof. According to our assumption we have x ≠ x∗ and thus there is at least one mutation necessary. We consider the
very last mutation in a run leading to x∗. For CHM2 the values for min{p1, p2} and max{p1, p2} are uniquely defined. Thus,
this mutation has probability at most 2/n2 and E

TCHM2,f ,x
 ≥ n2/2 = Ωn2 follows. For CHM3 the values of p and l are
uniquely defined. Thus, this mutation has probability 1/(n(n+ 1)) and E TCHM3,f ,x ≥ n2 + n = Ωn2 follows. For CHM1
the value of p is also uniquely defined. For l, however, up to n values may be possible. Thus, this final mutation may have
probability up to (1/n) · (n/(n+ 1)) and E TCHM1,f ,x ≥ n+ 1 = Ω(n) follows. 
We observe that the lower bound for CHM1 is by a factor ofΘ(n) smaller than the bounds for the other two variants. This
is due to the fact that CHM1 truncates the contiguous region at the end of the bit string and thus allows formultiple values of
l causing the same mutation if the contiguous region is at the end of the bit string. Since the proof of Theorem 6 is so simple
only considering the very last mutation it is surprising to see that the lower bounds from Theorem 6 are all asymptotically
tight in the following sense. There is a concrete function f : {0, 1}n → R and x ∈ {0, 1}n such that the lower bounds from
Theorem 6 match the corresponding upper bounds. We show this in the following theorem.
Theorem 7. Consider f : {0, 1}n → R with
f (x) =

2 if x = 1n,
1 if x = 1n−10,
0 otherwise
and x = 1n−10.
E

TCHM1,f ,x
 = n+ 1
E

TCHM2,f ,x
 = n2
E

TCHM3,f ,x
 = n2 + n.
Proof. The unique global optimum of f is x∗ = 1n, the all one bit string. The initial bit string x = 1n−10 is the unique
second best point in the search space, all other bit strings have worse function value. Thus, Algorithm 5 stays in x until a
mutation to the unique global optimum 1n is found. For CHM1 such a mutation occurs for p = n− 1 and l > 0. We see that
it has probability (1/n) · n/(n + 1) and E TCHM1,f ,x = n + 1 follows. For CHM2 we need p1 = p2 = n − 1 and see that
E

TCHM2,f ,x
 = n2 holds. For CHM3 we need to have p = n−1 and l = 1, thus this mutation has probability (1/n) ·1/(n+1)
and E

TCHM3,f ,x
 = n2 + n follows. 
Probably the best-known example function in the context of evolutionary algorithms [11] is OneMax. It has also been
studied in the context of artificial immune systems [23]. The function value simply equals the number of bits set to
1, OneMax(x) = ∑n−1i=0 x[i]. Since we maximize the unique global optimum is the all one bit string 1n. The expected
optimization time using standard bit mutations equals E

TSBM,OneMax
 = Θ(n log n) [11] and this can be achieved with
single bit mutations, only. With somatic contiguous hypermutations it takes considerably longer to optimize this simple
function.
The proof of the following theorem makes use of a simple drift theorem due to He and Yao [14]. In our context we have
a distance measure V : {0, 1}n → R+0 such that V (x) = 0 holds if and only if x satisfies our optimization criterion. Given an
upper bound on the expected decrease in distance c (the drift), the expected optimization time to reach the optimization
goal is bounded below by V (x0)/c where V (x0) denotes the initial distance.
Theorem 8. For op ∈ {CHM1, CHM2, CHM3}, E

Top,OneMax
 = On2 log n holds. For op ∈ {CHM2, CHM3}, E Top,OneMax =
Θ

n2 log n

holds.
Proof. The upper bound is easy to prove for all three kinds of somatic contiguous hypermutations using trivial fitness
layers [11]. For any x ∈ {0, 1}n with OneMax(x) = n − z there are exactly z bits set to 0. If exactly one of these bits is
flipped the function value is increased by exactly 1. Such a mutation occurs with probabilityΩ

1/n2

for each of the z bits
and eachmutation operator. Thus, the waiting time to increase the function value from n− z to at least n− z+1 is bounded
above by O

n2/z

. Since function values cannot decrease due to the strict selection employed the expected optimization is
bounded above by
∑n
i=1 O

n2/z
 = On2∑ni=1 1/z = On2 log n.
For the lower bound we only consider CHM2 and CHM3. We make use of drift arguments [14] as described above.
Before considering a drift measure V we consider an auxiliary measure V ′ in a first step. For x ∈ {0, 1}n let V ′(x)
denote the number of 0-bits in x. We bound the decrease in distance in a single mutation as given by V ′ from above.
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Let x ∈ {0, 1}n denote the current bit string, let x+ ∈ {0, 1}n denote the bit string after one mutation and selection
step. For CHM2 and CHM3, any specific b bit mutation has probability Θ

1/n2

. To make an advance by i we need to
mutate i + a 0-bits from 0 to 1 and a 1-bits from 1 to 0 (for any a ∈ N0). If such a mutation is to have a positive
probability the bits need to be arranged in an appropriate way. Initially, the probability for this decreases exponentially
with i and a since the bits are initialized uniformly at random. Thus, the probability for l subsequent 0-bits equals 1/2l.
Since we consider OneMax, the probability of being a 0-bit decreases with time. Thus, there is a constant k ≥ 2 such
that
Prob

V ′(x)− V ′(x+) = i | x = O V ′(x)
n2 · ki

holds for i > 0. We conclude that we have
E

V ′(x)− V ′(x+) | x = n−
i=1
i · Prob V ′(x)− V ′(x+) = i | x
= O

n−
i=1
i · V
′(x)
n2 · ki

= O

V ′(x)
n2

as upper bound on the drift measured by V ′. Now we consider the situation from the point of view of the new search
point. Note that we have V ′(x) > 0 by assumption since otherwise optimization was already complete. However, we
may have V ′(x+) = 0 (and actually do have this if the optimum is found in this step). Thus, we consider V ′(x+) +
1 instead of V ′(x+) in order to avoid difficulties with the case V ′(x+) = 0. Since on expectation the Hamming
distance between x and x+ is bounded above by a positive constant less than 1 and since V ′ maps to N0, we have that
also
E

V ′(x)− V ′(x+) | x = OV ′(x)
n2

= O

V ′(x)
E (V ′(x+)+ 1 | x) ·
E

V ′(x+)+ 1 | x
n2

= O

E

V ′(x+)+ 1 | x
n2

holds.
For the application of the drift theorem [14] we define another drift measure V : {0, 1}n → R+0 by V (x) = HV ′(x) where
Hv = ∑vi=1 1/i denotes the v-th harmonic number (with v ∈ N0 and H0 = 0). We need to bound E V (x)− V (x+) | x =
E

HV ′(x) − HV ′(x+) | x

from above. Note that due to the strict plus-selection V ′(x) ≥ V ′(x+). Consider Ha − Hb for a ≥ b.
Clearly, Ha − Hb =∑ai=b+1 1/i holds and
a− b
a
=
a−
i=b+1
1
a
≤ Ha − Hb ≤
a−
i=b+1
1
b+ 1 =
a− b
b+ 1
follows. Using this and E

V ′(x)− V ′(x+) | x = OE V ′(x+)+ 1 | x /n2 from above we get
E

V (x)− V (x+) | x = E HV ′(x) − HV ′(x+) | x
≤ E

V ′(x)− V ′(x+)
V ′(x+)+ 1
 x
= O

E

E

V ′(x+)+ 1 | x
n2
· 1
V ′(x+)+ 1
 x

= O

E

V ′(x+)+ 1 | x
n2
· E

1
V ′(x+)+ 1
 x

= O

E

V ′(x+)+ 1 | x
n2
·
V ′(x)−
i=0
Prob

V ′(x+) = i | x
i+ 1

= O

E

V ′(x+)+ 1 | x
n2
·
V ′(x)−
i=0
Prob

V ′(x)− V ′(x+) = V ′(x)− i | x
i+ 1

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= O

E

V ′(x+)+ 1 | x
n2 · (V ′(x)+ 1)

+O

V ′(x)−1−
i=0
E

V ′(x+)+ 1 | x
n2
· Prob

V ′(x)− V ′(x+) = V ′(x)− i | x
i+ 1

= O

1
n2

+ O

V ′(x)−1−
i=0
E

V ′(x+)+ 1 | x
n2
· V
′(x)
n2 · kV ′(x)−i · (i+ 1)

= O

1
n2

+ O

1
n2
·
V ′(x)−1−
i=0
1
kV ′(x)−i · (i+ 1)

= O

1
n2

+ O

1
n2
·
V ′(x)−
i=1
1
ki

= O

1
n2

as upper bound on the drift. Since we have 0 ≤ V ′(x) ≤ n we have V (x) ≤ Hn ≤ ln(n) + 1 as upper bound on the initial
distance. Applying the drift theorem [14] yieldsΩ

n2 log n

as lower bound on the expected optimization time. 
For CHM1 we do not have probability Θ

1/n2

for each b bit mutation. Mutations at the end of the bit string can have
much larger probabilities since for such mutations different values of length l lead to the samemutation. Note that this only
applies to mutations that mutate the bits x[p], x[p+ 1], . . . , x[n− 1]. It is not easy to see how such mutations can lead to a
drastic decrease in expected optimization time. We thus speculate that the upper bound O

n2 log n

may be asymptotically
tight for CHM1, too. This speculation is supported by the results of experiments described in greater detail below (see Fig. 2).
For CHM2 and CHM3 we know that we lose a factor of Θ(n) in comparison to standard bit mutations. The proof of the
lower bound, however, relies on the fact that the initial bit string is chosen uniformly at random. One may wonder what
happens if the initial bit string happened to be the all zero bit string 0n. With only 0-bits in the initial bit string there is a
much bigger chance for larger increases in the number of 1-bits. However, this advantage is reduced over time as the 1-bits
will be distributed randomly. It is unclear if this advantage that is big in the beginning where it is easy to make progress and
decreased in the end where making progress becomes much harder anyway is sufficient to yield an asymptotically smaller
expected optimization time. To get an impression we provide results of experiments. We perform 100 independent runs
of the algorithm using random initialization as well as deterministic initialization in 0n. We plot the results using box-and-
whisker plots providing the mean together with the minimum, maximum, upper and lower quartile of the 100 runs for
n ∈ {40, 80, 120, . . . , 600} (Fig. 2). In addition we plot c · b(n) if we have a bound E TCHM,OneMax = O(b(n)) for illustrative
purposes. The constant c is determined using a least squares fit. For the sake of completeness we plot analogous data for the
algorithm using standard bit mutations. Note the different scaling that is due to the much smaller expected optimization
time.
We observe that all variants of somatic contiguous hypermutations benefit from initialization in 0n whereas for standard
bit mutations there is hardly any difference. If this difference is so large as to constitute an asymptotic difference in the
expected optimization time is impossible to tell from this graph, of course. In order to gain more insight we also plot the
quotients E

TCHMi,OneMax

/E

TCHMi,OneMax,0n

(of the observed means, of course) for all i ∈ {1, 2, 3}. Since in Fig. 2 this
quotient is bounded by two and does not appear to growwith nwe speculate that startingwith the all zero bit string 0n does
not reduce the order of the expected optimization time. Since we observe no noticeable advantage for CHM1 we speculate
that also for E

TCHM1,OneMax

a lower bound of orderΩ

n2 log n

can be proven.
The result onOneMaxmay lead to the belief that somatic contiguous hypermutations increase the expected optimization
time by a factor of Θ(n) for objective functions where mutations of single bits are responsible for optimization. We
demonstrate that things are not so simple by considering another well-known example function, namely LeadingOnes.
The function LeadingOnes yields as function value the number of consecutive 1-bits counted from left to right,
LeadingOnes(x) = ∑n−1i=0 ∏ij=0 x[j]. As for OneMax, the unique global optimum is the all one bit string 1n. The expected
optimization timewhen using standard bit mutations equals E

TSBM,LeadingOnes
 = Θn2 [11] and this can be achievedwith
1 bit mutations, only. While the expected optimization time can be larger when using somatic contiguous hypermutations
it is much smaller thanΘ

n3

.
Theorem 9. For op ∈ {CHM2, CHM3}, E

Top,LeadingOnes
 = Θn2 log n holds. E TCHM1,LeadingOnes = On2.
Proof. Again, we prove the upper bound using trivial fitness layers [11]. For any x ∈ {0, 1}n \ {1n} it suffices to mutate the
leftmost 0-bit and an arbitrary number of bits to its right. Let the position of the leftmost 0-bit be n− i− 1, thus there are i
bits to its right.
For CHM1 it suffices to have p = n− i− 1 and l > 0, thus the probability for an improving mutation is bounded below
by (1/n) · (1− 1/(n+ 1)) = Ω(1/n). This yields O(n · n) = On2 as upper bound on the expected optimization time.
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Fig. 2. Empirical data for OneMax, at the top for somatic contiguous hypermutations with random initialization (left) and deterministic initialization in 0n
(right). At the bottom the quotients E

TCHMi,OneMax

/E

TCHMi,OneMax,0n

are plotted on the left, results for standard bit mutations with both initializations
are on the right.
For CHM2 we need min{p1, p2} = n − i − 1 and have i + 1 positions for max{p1, p2}. This happens with probability
Ω

(i+ 1)/n2 and thus yields On2/(i+ 1) as upper bound for the expected waiting time for such a mutation. Thus, the
expected optimization is bounded above by
n−1
i=0
O

n2/(i+ 1) = On2 n−
i=1
1/i

= On2 log n.
For CHM3 we need p = n− i− 1 and 0 < l ≤ i. Thus we have i/(n2 + n) as probability for an improving mutation and
we obtain
∑n
i=1 O

n2/i
 = On2 log n as upper bound on the expected optimization time.
For the lower bound for CHM2 and CHM3 we can observe that the bits to the right of the leftmost 0-bit are distributed
uniformly at random. Thus, the probability to increase the function value by j is bounded above by O

(i+ 1)/ n22j−1.
Again making use of drift arguments [14] we see that we obtain a lower bound ofΩ

n2 log n

on the expected run time. 
As for OneMax, for CHM1 we do not have a matching lower bound. This is also due to the much higher probabilities
for mutations that mutate the bits x[p], x[p + 1], . . . , x[n − 1]. We again speculate that the upper bound On2 may be
asymptotically tight for CHM1, too.
For LeadingOnes, the use of somatic contiguous hypermutations implies a decrease in performance by a factor ofO(log n)
in comparison to standard bit mutations. As for OneMax, one may wonder what happens if the initial bit string happened to
be the all zero bit string 0n. While this constitutes an advantage in the beginning we observe that anymutation not affecting
the first i+ 1 bits in a current bit string xwith LeadingOnes(x) = iwill be accepted. This leads to a random distribution of
the bits that are right of the leftmost 0-bit and decreases the initial advantage. We consider empirical results as we did for
OneMax and display them in Fig. 3.
We observe for LeadingOnes that both, somatic contiguous hypermutations as well as standard bit mutations, are not
sensitive at all with respect to the initialization method. In particular, in contradiction to our intuition, somatic contiguous
hypermutations do not benefit from deterministic initialization in 0n in a visible way. The difference is even smaller than
for OneMax as the quotients clearly indicate (see bottom left in Fig. 3). Obviously, the bits right to the leftmost 0-bit become
randomly distributed so fast in comparisonwith the expected optimization time that no noticeable advantage is gained. This
is different to the situation for OneMax. One difference between those two example functions is that the relevant bits for
increasing the function value are gathered right to the leftmost 0-bit for LeadingOneswhile they are randomly distributed
among all bits for OneMax. This makes them more difficult to change for somatic contiguous hypermutations so that the
initial advantage due to deterministic initialization in 0n is longer preserved for OneMax leading to visible effects.
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Fig. 3. Empirical data for LeadingOnes, at the top for somatic contiguous hypermutations with random initialization (left) and deterministic initialization
in 0n (right). At the bottom the quotients E

TCHMi,LeadingOnes

/E

TCHMi,LeadingOnes,0n

are plotted on the left, results for standard bit mutations with both
initializations are on the right.
It is in some sense disappointing that initializing deterministically in 0n helps so little. This becomes different for
LeadingOnes if the bits that are right of the leftmost 0-bit do not become randomly distributed. We can enforce this by
considering a different example function, namely
LeadingOnes′ := n · LeadingOnes− OneMax.
Since the selectionmechanism that we employ is insensitive to the absolute function values and reacts to the ordering of
function values only we do not change anything by going from LeadingOnes to n ·LeadingOnes. Going from n ·LeadingOnes
to LeadingOnes′ = n · LeadingOnes − OneMax has the following effects. First, since the number of leading 1-bits comes
with the factor n it is the number of leading 1-bits that dominates the function value. A bit string with a larger number of
leading 1-bits has the larger function value. For bit strings with equal numbers of leading 1-bits, it is the number of 1-bits
that decides. Fewer 1-bits imply larger function values. Thus, starting with 1i0n−i, the current bit string will always be of the
form x = 1j0n−j (j ≥ i) with LeadingOnes(x) = j and LeadingOnes′(x) = n · j. This suffices to demonstrate a noticeable
advantage for most somatic contiguous hypermutations when started in 0n.
Theorem 10. E

TCHM1,LeadingOnes′,0n
 = O(n)
n2/2 ≤ E TCHM2,LeadingOnes′,0n ≤ n2
E

TCHM3,LeadingOnes′,0n
 = On2 log n.
Proof. For CHM1 and CHM2 we have at any time x = 1i0n−i for some i ∈ {0, 1, . . . , n} where x is the current bit string. A
mutation can only change this if none of the i leading 1-bits is mutated, the 0-bit at position x[i] is mutated and any number
of the n− i− 1 consecutive 0-bits are mutated. For CHM3 this is not true since a mutation of 0n may lead to 1i0j1n−i−j.
For CHM1 we observe that we have p = iwith probability 1/n and l ≥ n/3 with probability at least ⌊(2/3)n⌋/(n+ 1) >
1/2. Thus, with probability at least 1/(2n) the number of trailing 0-bits is reduced either by at least n/3 or to 0. Clearly, the
expected waiting time for such a mutation is bounded above by 2n and after at most three such mutations the number of
0-bits is reduced to 0. This implies E

TCHM1,LeadingOnes′
 = O(n).
For CHM2 we observe that for x ≠ 1n−10 we can either have p1 = i and p2 = n − 1 or p1 = n − 1 and p2 = i for a
mutation that reaches the optimum. Such a mutation has thus probability 2/n2 in this situation. Since no other mutations
can lead to the global optimum this implies that the expected optimization time is bounded below by n2/2. For x = 1n−10
the only mutation leading to the unique global optimum 1n has p1 = p2 = n − 1. This mutation has probability 1/n2 and
E

TCHM2,LeadingOnes
 ≤ n2 follows.
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Fig. 4. Empirical data for LeadingOnes′ , at the top for somatic contiguous hypermutations with random initialization (left) and deterministic initialization
in 0n (right). At the bottom the quotients E

TCHMi,LeadingOnes′

/E

TCHMi,LeadingOnes′,0n

are plotted on the left, results for standard bit mutations with both
initializations are on the right.
For CHM3 we observe that for the current string there is exactly one value of p such that amutation increases the number
of leading 1-bits.Moreover, themutation increases the function value if and only if 0 < l ≤ n−iholds if idenotes the number
of leading 1-bits. Thus, if the number of leading 1-bits equals i it is increased by at least 1with probability (1/n)·(n−i)/(n+1).
Thus, the expected optimization time is bounded above by
n−1
i=0
n · (n+ 1)
n− i = (n
2 + n)
n−
i=1
1
i
= On2 log n. 
Like before we present empirical results as before (Fig. 4).
Considering the quotients we see a very clear benefit for CHM1 due to initializing in the all zero bit string 0n.
For CHM3 no such effect is visible. For CHM2, things are less clear. We display the two quotients quotients
E

TCHMi,LeadingOnes′

/E

TCHMi,LeadingOnes′,0n

for i ∈ {2, 3} in Fig. 5. There may be a growing benefit for CHM2 due to
deterministic initialization in the all zero bit string 0n. We observe that the quotient grows from approximately 2.5 for
n = 40 to approximately 4 for n = 600. If there really is an advantage of order ω(1) can only be decided by a theoretical
analysis and is subject of future research.
The most noticeable result on LeadingOnes′ is the tremendous advantage for CHM1. We already pointed out that CHM1
has a very strong positional bias, a much stronger bias than CHM2 and CHM3, the latter being completely unbiased with
respect to positions of bits. Clearly, such bias is undesirable as long as one has no reason to assume that this bias matches
the properties of the objective function [13]. Yet here it leads to a significant advantage. It is easy to see why that is. The
variant CHM1 has a strong tendency to mutate bits further to the right. In LeadingOnes′ we have that the bits to the left
tend to be correct early in the run and it pays off to concentrate on flipping the bits on the right hand side. We demonstrate
that the advantage for CHM1 is due to this property of LeadingOnes′ by considering another example function that is almost
identical with LeadingOnes′ but with a reversed bit string. We consider the function
TrailingOnes′ = n ·

n−
i=1
n−1∏
j=n−i
x[j]

− OneMax(x).
While the function value of LeadingOnes′ is dominated by the number of leading 1-bits in TrailingOnes′ it is dominated
by the number of trailing 1-bits. For x = x[0]x[1] · · · x[n − 1] ∈ {0, 1}n let xR = x[n − 1]x[n − 2] · · · x[0]. Clearly,
LeadingOnes′(x) = TrailingOnes′(xR) holds for all x ∈ {0, 1}n. Since CHM2 and CHM3 are completely symmetric for x[i]
and x[n− i− 1] we get as immediate consequence E TCHM2,TrailingOnes′ = E TCHM2,LeadingOnes′ and E TCHM2,TrailingOnes′ =
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Fig. 5. Quotients E

TCHMi,LeadingOnes′

/E

TCHMi,LeadingOnes′,0n

for i ∈ {2, 3}.
E

TCHM2,LeadingOnes′

. For CHM1, however, this is clearly not the case.While Theorem 10 yields E

TCHM1,LeadingOnes′,0n
 = O(n),
CHM1 is clearly slower on TrailingOnes′ as the following theorem shows.
Theorem 11. E

TCHM1,TrailingOnes′,0n
 ≥ n2 − 1.
Proof. The first mutation changing the current bit string affects the rightmost bit x[n− 1], i. e., in this mutation p+ l− 1 ≥
n− 1 holds for the random position p and the random length l of the interval to be mutated. With probability (n− 1)/nwe
have p > 0 in this mutation. After this mutation the current bit string is 0i1n−i for some i ∈ {1, 2, . . . , n − 1}. Due to the
definition of TrailingOnes′ we have x = 0i′1n−i′ with 0 ≤ i′ ≤ i for all subsequent current bit strings x. This implies that
there is always exactly one mutation that leads to the global optimum 1n. For each of these uniquely defined mutations the
probability equals (1/n) · 1/(n+ 1). Thus we have
E

TCHM1,TrailingOnes′,0n
 ≥ n− 1
n
· (n · (n+ 1)) = n2 − 1. 
We present the results of experiments for TrailingOnes′ (Fig. 6) as we did for the other functions, too. Here the
comparison with the results for LeadingOnes′ (Fig. 4) is most revealing. We see that while CHM2, CHM3, and standard
bit mutations perform equally on LeadingOnes′ and TrailingOnes′ the advantage that CHM1 has on LeadingOnes′ is not
present on TrailingOnes′. This underlines the statement that a bias in a mutation operator is only desirable if it is aligned
well with the objective function’s properties.
When discussing probabilities of specific b bit mutations we observed that somatic contiguous hypermutations can be
advantageous if feasible b bit mutations for b > 2 are needed and that this advantage grows exponentially with b. In the
following, we consider a function designed for this purpose in a different context and for a different algorithm.
We consider a function similar to LeadingOnes but replacing the role of single leading 1-bits by blocks of leading 1-bits
of equal length b. Thus, for b = 1 we have LeadingOnes where single bit mutations are sufficient, for b > 1 we have
a function where the function value can be increased by a mutation of b bits. Such an example function could be called
LeadingOnesBlocksb or LOBb, for short. Since we want to simplify the analysis we would like to make sure that exactly
b bit mutations are needed. This can be achieved by moving to n · LOBb − OneMax just as we moved from LeadingOnes to
LeadingOnes′.
As we mentioned above, such a function was introduced in a different context. Since we want to avoid ‘inventing’ new
example functions (where no results for comparisons are known) we stick to the definition of this known example function
even though it is a little bit more involved than what is actually needed here. The function is called CLOBb,k (short for
ConcatenatedLeadingOnesBlocksb,k) and is defined as k independent copies of n·LOBb where the complete function value is
given by adding up the function values of the k copies. The functionwas originally introduced by Jansen andWiegand [15] for
the analysis of a simple cooperative coevolutionary algorithm, called the CC (1+1) EA. We proceed with a formal definition
of this fitness function and a discussion of its main properties.
The function CLOBb,k : {0, 1}n → R is defined for values b, k ∈ N with n/k ∈ N and n/(bk) ∈ N. For any x ∈ {0, 1}n the
function value is given by
CLOBb,k(x) = n ·

k−
h=1
n/(bk)−
i=1
i·b−1∏
j=0
x
[
(h− 1) · (n/k)+ j
]
− OneMax(x).
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Fig. 6. Empirical data for TrailingOnes′ , at the top for somatic contiguous hypermutations with random initialization (left) and deterministic initialization
in 0n (right). At the bottom the quotients E

TCHMi,TrailingOnes′

/E

TCHMi,TrailingOnes′,0n

are plotted on the left, results for standard bit mutations with both
initializations are on the right.
Obviously, it is defined as sum of k independent copies of the same function, operating on consecutive disjoint pieces of the
bit string x, each of length n/k. To simplify notation a bit in the following we define l := n/k. Note that we have l ∈ N. The
function has the all one string 1n as its unique global optimum.
Think of x = x[0]x[1] · · · x[n − 1] ∈ {0, 1}n as divided into k pieces x(1), x(2), . . . , x(k) with x(i) =
x [(i− 1) · l] x [(i− 1) · l+ 1] · · · x [i · l− 1] ∈ {0, 1}l for each i ∈ {1, 2, . . . , k}. Each piece x(i) can be thought of as being
divided into l/b consecutive disjoint blocks of length b each. In each piece the number of these blocks completely set to 1
is counted from left to right stopping with the first block different from 1b. For each of these leading 1-blocks the function
value is increased by n. We add this up for all k pieces and subtract the number of 1-bits.
Increasing the number of pieces k while keeping the length of the blocks b fixed decreases the length of each piece and
decreases the number of blocks in each piece. Increasing b while keeping k fixed decreases the number of blocks in each
piece without changing the length of the pieces.
It is known [15] that the expected optimization time of the (1+ 1) EA on CLOBb,k equals
E

T(1+ 1) EA,CLOBb,k
 = Θnb (l/b+ ln k).
The cooperative coevolutionary algorithm analyzed by Jansen and Wiegand [15], the CC (1 + 1) EA, achieves an expected
optimization time of
E

TCC (1+ 1) EA,CLOBb,k
 = Θk · lb (l/b+ ln k)
beating the (1+ 1) EA by a factor ofΘkb−1. Note that this algorithm is provided with the information about the number k
of pieces and their length l.
Theorem 12. Let for n ∈ N the parameters b, k ∈ N be given with n/(bk) ∈ N. For op ∈ {CHM1, CHM2, CHM3},
E

Top,CLOBb,k
 = On2 log n holds.
Proof. We remember the k pieces x(1), x(2), . . . , x(k) of length l := n/k each that together form x ∈ {0, 1}n. We know that
on average after O

n2 log n

steps the optimum of OneMax is reached. We conclude that on average for each of the k pieces
after that many steps a bit string of the form 1i·b0l−i·b (with possibly different values i for the different pieces) is reached.
Then we are in a situation very similar to LeadingOnes′ = n · LeadingOnes − OneMax. For each of the j pieces that are
different from 1l there is always a mutation creating 1l. Each of these mutations occurs with probability Ω

1/n2

for all
three variants of somatic contiguous hypermutations. We thus obtain
∑k
j=1 n2/j = O

n2 log k

as upper bound. Since k ≤ n
holds, this proves the upper bound. 
T. Jansen, C. Zarges / Theoretical Computer Science 412 (2011) 517–533 531
Fig. 7. Empirical data for CLOB4,5 (top) and CLOB4,10 (bottom) comparing random with deterministic initialization in 0n , results for random initialization
(left), for deterministic initialization in 0n (middle), and the quotient of both (right).
We observe that when we initialize deterministically in 0n we are in this special situation having 1i·b0l−i·b in each of the
k pieces right at the start. Thus, the first phase where we wait for this to happen is empty. This reduces the upper bound
that we are able to prove from O

n2 log n

to O

n2 log k

.
Like for the other example functions we present empirical data (Fig. 7 for b = 4 and Fig. 8 for k = 8). We choose (quite
arbitrarily) k ∈ {5, 10} and b ∈ {4, 8}, so thatwe consider in total four versions ofCLOBb,k, namelyCLOB4,5,CLOB8,5,CLOB4,10,
and CLOB8,10. Note that for CLOB8,10 we need n/80 ∈ N to hold so that we only present results for n ∈ {80, 160, . . . 560}.
Since the expected optimization times when using standard bit mutations are extremely large (Ω

n4

for b = 4 andΩn8
for b = 8)we do not present actual results for the (1+1) EA here.We remark thatwhen performing such runs using standard
bit mutations and considering for example CLOB4,5 the minimum observed optimization time in 100 runs for n = 40 when
using standard bit mutations (3, 896, 445) is significantly larger than themaximum observed optimization time in 100 runs
for n = 600 when using any of the three variants of somatic contiguous hypermutations (3, 280, 958). The maximum
observed optimization time in 100 runs on CLOB4,5 using any of the three variants of somatic contiguous hypermutations
for the same value n = 40 even equals only 8,328. The comparison is pointless, performing the runs for the (1 + 1) EA for
these values of b and k not even feasible.
4. Conclusions
Somatic contiguous hypermutations are used in artificial immune systems applied to the task of optimization. We
embedded three different variants of this operator in a simple algorithmic framework andperformed a rigorous performance
analysis. This yielded proven results on the expected optimization time shedding light on specific properties and assets of
this kind of mutation. We highlighted some of these aspects by presenting analyses for well-known example functions
where the performance of somatic contiguous hypermutations can easily be compared with the performance of standard
bit mutations. Our analysis concentrates on an extreme version of somatic contiguous hypermutations and compensates for
this choice by restricting the analysis to objective functions that are feasible for this kind of operator.
We observe that the probability for specific feasible b bit mutations (b > 1) is much larger for all three variants of
somatic contiguous hypermutations than for standard bit mutations. Moreover, it is much smaller for mutations of single
bits. Both are typical for somatic contiguous hypermutations. This indicates that somatic contiguous hypermutations may
lose in comparison with standard bit mutations on functions where mutations of single bits suffice. On one hand, we prove
this to be the case for OneMax, but on the other hand we demonstrate that things are not that simple using LeadingOnes.
We investigate the role of initialization and demonstrate for one specific example that advantageous starting points can
speed up optimization considerably for somatic contiguous hypermutations while having nearly no impact on standard
bit mutations. This, however, seems not to be true in general as empirical results on the other objective functions under
consideration indicate. Finally, for a family of example functions that require mutations of many bits simultaneously for
optimization we proved that somatic contiguous hypermutations can outperform standard bit mutations drastically even
by an exponential performance gap. Note that this result relies on our extreme choice r = 1 for the probability to flip a bit
in the randomly selected contiguous region. Setting r to any constant δ < 1 increases the optimization time by δ−b and
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Fig. 8. Empirical data for CLOB8,5 (top) and CLOB8,10 (bottom) comparing random with deterministic initialization in 0n , results for random initialization
(left), for deterministic initialization in 0n (middle), and the quotient of both (right).
thus exponentially in b. We conclude that somatic contiguous hypermutations can only play out their strength if r is set to
some value at least close to 1. Thus, our extreme setting r = 1 is a reasonable choice to concentrate on the most important
aspects.
Many open questions deserve further attention. While it is intuitively clear that initializing in 0n instead of uniformly at
random is advantageous for some example functions considered we could actually only demonstrate this for one function
and operator. Empirical results indicate that there may not even be an asymptotic decrease of the expected optimization
time due to deterministic initialization. Finding out and rigorously proving what is the case would be interesting.
We pointed out for OneMax and LeadingOnes that even when initializing deterministically in 0n the ‘irrelevant bits’
become randomly distributed. Determining the random distribution and how fast it is approached is subject of future
research.
Our extreme setting r = 1 was helpful in all cases. It is known, however, that it can hinder the algorithm to find a global
optimum at all. The rigorous investigation of different settings of r is the subject of future research. It is not difficult to
see that setting r appropriately can be very difficult. Having r ≥ ε > 0 for some constant ε can make mutations that are
necessary to reach a global optimum of a specific objective function very unlikely. This is the case if it is necessary to mutate
at least two bits x[i], x[j] simultaneously while keeping all bits x[k] with i < k < j unchanged and j − i = Θ(n) holds.
On the other hand, having r = o(1) makes the expected optimization time for CLOBb,k exponentially large for b = Θ(n).
Reasonable solutions that may include combining somatic contiguous hypermutations with other mutation operators have
to be explored.
All our results are about ‘artificial’ example functions. These functions are often considered when ‘new’ search
heuristics are subject of rigorous analyses. These functions help to assess the assets and drawbacks of the heuristics under
consideration and get a clearer and better founded understanding of their properties. These results are useful but only a first
step. Results on classes of functions, typical situations, and combinatorial optimization problems need to be obtained.
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