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Chapter 21. Groundwater Pollution Control models include the extent of the groundwater system to be modeled, boundary conditions, a discretization scheme, and model parameters describing the transmission and storage capabilities of the aquifer. Model outputs typically include groundwater levels (or hydraulic pressures), flow velocities, and contaminant concentrations at various locations in the aquifer.
In designing a solution to a groundwater management problem, numerical simulation models are typically used in a repetitive manner to evaluate various alternatives and scenarios and to select an alternative that meets constraints and best achieves one or more objectives. As a complement to simulation models, groundwater optimization models are used to directly consider management objectives and various policy constraints. Typical decision variables in these models are pumping-well locations and pumping rates.
Although deterministic optimization models have proven useful in the preliminary design of groundwater remediation systems (e.g., [2] ), the variability and complexity of the subsurface environment motivates the application of stochastic programming models to select design alternatives which hedge against uncertainty. In general, stochastic programming models for groundwater management (1) seek a low-cost, low-risk design; (2) consider uncertainty and imperfect predictive capability due to incomplete knowledge of the subsurface environment; (3) primarily address predictive uncertainty due to spatially variable aquifer parameters through the use of geostatistical methods; and, (4) invoke the concept of reliability in quantifying the economic impacts of uncertainty [8] .
In this chapter, we consider the problem of hydraulically containing a groundwater contaminant plume in the presence of hydrogeologic uncertainty. A brief introduction to the equations of groundwater flow, numerical simulation modeling, and geostatistics is first presented. A deterministic optimization model for hydraulic control is formulated, and this model is then extended to a two-stage optimization model to incorporate uncertainty. The two-stage model is solved approximately using a sampling-based technique that provides confidence intervals on the optimality gap with respect to a candidate solution. Tradeoffs among expected cost, expected cost overruns, and reliability are investigated.
For additional background on groundwater flow management, see [1] . For more detailed discussions of groundwater management modeling under uncertainty, see [31] , [24] , and [8] .
Groundwater flow equations
Groundwater occupies the void space of subsurface formations, with voids ranging in size from tiny pores to large openings such as caverns. Connected pores act as conduits for fluid flow driven by gravity, pressure, or surface tension forces. Subsurface formations containing useful quantities of groundwater are called aquifers, and these formations consist of unconsolidated rocks (mainly sands and gravels) and are usually of large areal extent. In general, aquifers are classified as confined or unconfined, depending on the presence or absence of an overlying, relatively impermeable formation that confines the groundwater under pressure. These types of aquifers are illustrated in Figure 21 .1.
Aquifers perform two important functions. They store water, acting as reservoirs, and they transmit water, acting as pipelines. The parameters that describe an aquifer's ability to store and transmit water are storativity, S, and hydraulic conductivity, K, respectively.
Storativity, S, represents the change in the volume of water stored in a formation due to a change in the hydraulic pressure in the formation. It is the volume of water released (taken up) from a vertical column of the aquifer with a unit cross-sectional area per unit decline (rise) in the hydraulic head-the sum of elevation and pressure expressed in units of length. In a confined aquifer, the compressibility of the water in the pore space and the compressibility of the solid matrix determine the storage capabilities of the aquifer. In an unconfined aquifer, pore space drainage is the dominant factor determining the storage characteristics of the aquifer. In this case, a certain amount of water will be retained in the pores due to surface tension (capillary action) and molecular forces between the water molecules and the solid matrix. Thus, in an unconfined aquifer, the storativity is slightly less than the percent of total pore volume. The storativity of an unconfined aquifer is often called the specific yield. Due to compressibility effects, the storativity of a confined aquifer (S ≈ 10 −5 ) is much less than the specific yield of an unconfined aquifer (S ≈ 10 
where K, the hydraulic conductivity, is the constant of proportionality. The average velocity through the area of porous medium is
where n is the percent of total pore volume. Here, T x and T y are transmissivities and Q x and Q y are the flow rates in the x and y directions, h is the hydraulic head [L], and q is the volumetric pumping or extraction rate per unit area [L/T ]. Analytical solutions of this PDE are difficult for aquifers with irregular boundaries, various boundary conditions, and heterogeneous and anisotropic porous media properties, and most aquifers exhibit all of these characteristics. Fortunately, numerical solutions to the governing PDE provide a useful and convenient method of handling these complications.
The finite-difference method replaces the governing PDE by a numerical approximation. Specifically, the continuous derivatives of the PDE are replaced by discrete approximations. The result of this discretization is a set of simultaneous equations that must be solved for the values of the unknown variables at discrete locations in the modeled domain. To accomplish the discretization process, a mesh or grid must be defined that covers the domain. The grid consists of a series of intersecting, orthogonal, straight lines such as is illustrated in Figure 21 We assume steady-state flow, i.e., ∂h/∂t = 0. Then, applying a finite-difference approximation to the outer derivatives in (21.1) yields
Applying a finite-difference approximation to the remaining derivatives yields 
where
and T
are, respectively, the harmonic averages of the x-direction transmissivities between cells (i, j ) and (i + 1, j) and the y-direction transmissivities between cells (i, j ) and (i, j + 1). We can rewrite equation (21.2) as
The finite-difference approximation yields an equation of the form (21.3) for each node (i, j ) on the interior of the solution domain. Solution of these equations, however, requires complete specification of boundary conditions. Two types of boundary conditions are typically encountered in groundwater flow problems: constant or prescribed head conditions, and prescribed flux conditions. Constant-head boundary conditions over the domain C 1 in a steady-state system are represented as
for a specified function f 1 . For example, the finite-difference equation (21.3) for node (1, 1) at the lower left-hand corner of the modeled domain (see Figure 21 .2) includes two terms, h 0,1 and h 1,0 that are known from the boundary conditions. Prescribed flux conditions over the domain C 2 in a steady-state system are represented as
While many models assume that the aquifer is homogeneous and isotropic, with physical parameters that are independent of spatial location and direction, most subsurface formations are extremely heterogeneous and anisotropic [7, 5] . Aquifers are typically composed of unconsolidated geologic deposits of complex arrays of lenses or strata of essentially unknown geometry and variable hydraulic properties. The degree of heterogeneity and the spatial structure of the hydraulic properties have a large effect on the flow and mass transport characteristics of the aquifer. In cases of predictable heterogeneity, the conventional approach to groundwater modeling is to subdivide the formation into a number of homogeneous subzones, each with a different equivalent value for the parameter of interest. 
. Finite-difference grid, hypothetical contaminant plume, potential well locations ( ).
From available data, it is expected that groundwater velocity in many formations will vary irregularly over scales of approximately 1-10 cm in the vertical direction and 1-2 m in the horizontal direction. Since it would be impractical to make detailed measurements over the scale of hundreds or thousands of meters, the complexity of most common groundwater systems has lead to the consideration of the physical properties of the aquifer as spatial stochastic processes or spatial random functions with random hydraulic parameters [5, 10] . Average macroscopic or "equivalent''parameters are derived for making flow calculations on a large scale. In practice, this problem is handled by modeling the unknown parameters (here, hydraulic conductivity) as a spatial random field. In our work the hydraulic conductivity is modeled as a multivariate lognormal distribution. The parameters of this distribution are estimated from measured data with the spatial persistence of the random field being captured via the covariance parameters.
Optimization modeling for hydraulic control
We address the problem of hydraulically controlling a groundwater contaminant plume threatening drinking water supplies or other aquatic resources by installing and operating one or more pumping wells. These pumping wells are selected to maintain an inward hydraulic gradient to prevent migration of the plume. A "typical'' optimization model of this type selects the least-cost set of well locations and pumping rates that will maintain the required hydraulic gradients at one or more monitoring locations. C i set of neighboring cells of i ∈ I C with which a specified head-gradient is required.
Data
B maximum number wells that can be installed; λ c weight on penalty for exceeding target cost.
Decision variables
x i takes value 1 if a well is built at site i and 0 otherwise;
v amount by which target cost is exceeded [$]. 
Boundary conditions
The objective function (21.6a) minimizes a weighted sum of installation and pumping costs and costs exceeding the target cost. This function is nonlinear due to the consideration of pumping costs which are proportional to the height the water must be lifted. Constraint (21.6b) limits the number of installed wells, and (21.6c) limits the pumping rate in cell i if a well is built there, and prevents pumping if not. Constraints (21.6d) provide for groundwater flow continuity and correspond to the finite-difference equations (21.3). The groundwater contaminant plume is contained by the hydraulic-gradient constraints (21.6e). Constraints (21.6f) enforce equal heads at boundary cells where no flow is permitted and are an example of a prescribed flux condition (21.5). Similarly, the boundary conditions, h i ≡ BH i , i ∈ I F , are an example of (21.4). Constraint (21.6g) defines the target-cost exceedance variable v.
We more compactly enumerate the cells of the form (i, j ) from section 21.2 with a single index i ∈ I and notate the "up-down-left-right'' neighborhood structure of a cell via N i . With this specification of N i , the transmissivity coefficients T R ij in (21.6d) correspond to the A, B, C, and D coefficients in (21.3) for the four neighbors of cell i.
In the presence of geologic uncertainty (e.g., uncertain hydraulic conductivity), a solution found using this deterministic optimization model is likely to be optimistic (i.e., low cost but not reliable). On the other hand, a solution based on a "worst-case scenario'' may be overly pessimistic (i.e., over-designed). In reality, there is a tradeoff between pumping cost and the reliability of plume containment, and multi-objective stochastic programming provides a convenient means of generating a tradeoff curve that can be viewed by a decisionmaker in selecting the desired level of reliability.
The stochastic programming model we develop is based on a zonal and geostatistical description of hydraulic conductivity [25, 26] . This model seeks a low-cost, reliable design that hedges against the possible realizations of the random hydraulic conductivity field and is given as follows: 
Since there may be no design that satisfies all of the plume containment constraints for all scenarios-and it may not even be desirable to do so-the hydraulic-gradient constraints (21.8d) are relaxed from their analogs in the deterministic formulation by allowing a violation to occur via decision variables z i , i ∈ I . Squared violations are penalized in the objective with an additional environmental weighting factor λ e [27] . In the stochastic setting, realizations of cost that exceed the target T C are penalized in order to incorporate a measure of the risk of cost overruns. This provides a piecewise linear disutility function, as shown in Figure 21 .4. The three objectives are combined using a weighting method for multiobjective programming in the spirit of other related work in stochastic programming (e.g., [19] ). This stochastic programming formulation is rooted in two main assumptions. First, the spatial distribution of the hydraulic conductivity is considered a random field that has a known probability distribution. Second, the design problem is represented by a two-stage decision process: the well locations must be selected in the first stage, but pumping rates can be adjusted in the second stage as more information about the hydraulic conductivity field becomes available, perhaps through additional conductivity measurements or observed groundwater heads. In reality, complete information of the subsurface environment cannot be obtained, but the two-stage model is deemed appropriate for selecting promising well locations.
A more sophisticated multi-stage model would involve sequentially selecting well sites and conductivity-measurement sites. In such a setting, the probability distribution governing hydraulic conductivity would depend on these earlier decisions. General models of this type are difficult to analyze and solve, but for work along these lines, see, e.g., [3] , [9] , and [13] . 
The Hessian of F has diagonal terms,
All of the transmissivity coefficients satisfy T R ij > 0, i ∈ I A, j ∈ N i , and so the Hessian has positive diagonal elements and is diagonally dominant, i.e., [ 
Solution method
We cannot solve exactly the stochastic program (21.7) under the continuous distribution that governs the random transmissivity field, T R. Instead, we generate independent and identically distributed (i.i.d.) observations T R 1 , . . . , T R n , from the distribution of T R and solve the associated approximating problem. Denote the former "true'' problem (GP C) and the latter approximating problem (GP C n ). (GP C n ) is a large-scale mixed-integer nonlinear program (MINLP). For fixed values of the binary well-location variables, the operations subproblem separates into a convex quadratic program for each of the n scenarios. As a result, we can solve (GP C n ) using the stochastic extension of generalized Benders decomposition described in [28] . The principal advantage of such a decomposition method, over generalpurpose solution algorithms, is that we can computationally handle (GP C n ) with a larger numbers of scenarios n.
Another solution algorithm for (GP C n ) is the piecewise-quadratic L-Shaped method of [15] . Or, the sampling-based branch-and-bound method applied to a groundwater management model in [14] could be applied directly to (GP C). [16] exploits special structure in the numerical solution of the nonlinear operations subproblems of a stochastic groundwater remediation model, employing the progressive hedging algorithm [21] in a parallel environment.
Solving (GP C n ) yields a candidate design decision for well locations, sayx. A number of analysts have solved analogous problems with a modest number of scenarios and then applied post-optimality Monte Carlo simulation to assess the actual reliability of the candidate design (e.g., [23, 26, 22] ). This approach provides valuable information but does not provide a statement about the quality ofx relative to an optimal solution of (GP C). To assess the quality ofx we use the procedure of [17] which constructs a one-sided confidence interval on the optimality gap, Kx + Ef (x, T R) − w * , where w * is the optimal value of (GP C). We summarize our approach below and refer the reader to [17] and [29] for further details. . Batch size n, number of batches n g , and n x which is the size of the approximating problem used to obtain the candidate solution. Confidence level 1 − α and t distribution quantile t n g −1,α . 
Output
2 , and g = t n g −1,α s g / √ n g 5. Print("Candidate well-location design solution:'',x, "Confidence interval on optimality gap:
The optimization in (21.11) over x ∈ X corresponds to constraints (21.7b) and (21.7c). In our implementation of this solution procedure we solve the MINLPs in steps 1 and 3 using the generalized Benders decomposition scheme described in [28] and implemented in GAMS [4] using MINOS 5 to solve the nonlinear subproblems and CPLEX 7.0 to solve the mixedinteger master programs. Times required to solve typical instances of 200-scenario, 500-scenario and 1000-scenario problems to within 0.1% of optimality on a 1.7 GHz Pentium IV machine with 1 GB of RAM are about 1.25 min., 6 min., and 10 min. (with lack of proportionality due to different numbers of major iterations of the decomposition algorithm).
Results and discussion
We analyze solutions to (GP C) and describe our computational experience. Realizations of the heterogeneous hydraulic conductivity field were generated assuming a lognormal distribution, whose underlying normal distribution has mean parameter 1.14 × 10 −4 m/s, standard deviation 1.45m/s, and a correlation length of 100m in all directions. The stochastic hydraulic control model was then approximately solved with n x = 1000 scenarios to obtain the candidate design,x, with a range of values of the environmental weight, λ e . Some candidate solutions with associated expected cost, cost overruns and environmental penalty are summarized in Table 21 .1, which shows (unbiased) point estimates and confidence intervals for each of these terms of the objective and also shows estimates of the reliability of the design, i.e., the probability there are no violations of the environmental constraints.
First-stage decisions range from "do nothing'' (with a very small weight on the hydraulic gradient penalty term) to the installation of three pumping wells (with a high weight on the penalty term). For different values of weights that lead to the same first-stage decisions, e.g., λ e ∈ [0.5, 10], the differences in the values of the objective function terms result from more or less pumping. For this problem, the installation (capital) costs are significantly larger than the pumping (operating) costs, and small increases in pumping costs, relative to the installation costs, can have a large impact on the reliability. For example, as λ e increases from 0.50 up to 10, expected pumping costs grow from $7560 to $8000, but estimated reliability increases from 0.860 to 0.968. A similar (and more dramatic) effect occurs as we move from λ e = 0.01 to λ e = 0.25. The solutions and associated output analysis from Table 21 .1 allow a decision-maker to quantitatively consider tradeoffs between expected costs, along with the risk of cost overruns, and environmental penalties and associated reliability. In our computations decreasing environmental penalties (which are explicit in the model) correspond with increasing reliability (which is not). However, this need not be the case as the latter does not consider the magnitude of the violation.
We computed confidence intervals on the optimality gap, Kx + Ef (x, T R) − w * , with respect to a subset of the problem instances in Table 21 .1. The point estimate of the optimality gap,Ḡ n g , and the error due to sampling, g , were computed using batch sizes of n = 200 and n g = 30 batches. For example, with λ e = 1 we obtainedḠ n g = 0.77, g = 0.62 for a confidence interval of [0.1.39] or about 1% of the point estimate of the objective function value in Table 21 .1. Regardless of the value of λ e , the variability associated with pumping costs and cost-overruns is modest (see Table 21 .1). This may provide comfort to a fiscallyminded decision-maker. However, due its quadratic nature, the environmental penalty term has considerable variability which degrades our ability to compute a tight confidence interval for more strident values of λ e . For example, with λ e = 10 we obtainḠ n g = 24. 
Conclusions
Groundwater quantity and quality management will be an increasingly important problem in the future as population and development lead to water demands which approach or exceed water availability in many places throughout the world. Numerical simulation and optimization models have proven to be useful tools for predicting and minimizing the impact of human stresses on the groundwater systems. In particular, stochastic programming models are well suited for identifying promising design alternatives that properly balance cost, expected performance, and reliability. In this chapter, we have shown how a multiobjective stochastic programming model can incorporate hydrogeologic uncertainty and can be used to quantify tradeoffs for decision makers.
In closing, we mention a number of possible extensions of this work, motivated by the need to provide reliable information to designers and decision makers in an expedient manner. In this work, as in nearly all applications of stochastic programming, the scenarios were generated assuming a known distribution, but there was no means of acquiring additional information about this distribution until the second stage, when it was assumed that the random parameters became known. In reality, groundwater management problems lend themselves to multi-stage stochastic programs in which imperfect information can be acquired (at some cost) in the early stages of the decision process. In such a case, the scenarios used in later stages of the decision process would be conditioned on the observations made in an earlier stage. While solution of such a multi-stage stochastic program would be challenging at this time, a combination of decision analysis and stochastic programming appears to be a reasonable approach for integrating measurement decisions with design and operation decisions.
