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Discharge information is fundamental for many water management decisions. However, even in
regions with a dense streamflow gauging network, most catchments are actually ungauged or
poorly gauged, i.e., have no or only limited discharge data. In the absence of observed discharge,
hydrological models are often used to simulate discharge time series. Hydrological models consist
of parameters that quantify the storages and fluxes of water in a catchment. The value of these
parameters can typically not be measured directly because the parameters usually represent
several processes and integrate characteristics over the catchment scale. As a consequence,
hydrological model parameter values have to be estimated by calibration, which consists of
minimizing the difference between simulated and observed discharge using an objective error
criteria (also called objective function). The need for accurate model simulations and the challenge
of calibrating hydrological models and predicting discharge in data scarce catchments are the
two foci of this PhD thesis.
The first part of this thesis was motivated by the need of accurate predictions of ecologically
relevant streamflow characteristics (SFCs), which are ultimately needed for sustainable water
management. In this thesis, the influence of the objective function, and as such the emphasis
of certain hydrograph characteristics in calibration, on the estimation accuracy of multiple
SFCs was explored. Calibration on commonly used objective functions (e.g. metrics based on
the mean squared error) did in many cases not preserve a wide variety of SFCs and could
result in unsatisfying estimates of SFCs. Directly including specific SFCs into model calibration
could strongly improve their estimate, but generally resulted in an inadequate representation
of other hydrograph characteristics. It was demonstrated that model calibration is always a
trade-off between a parameterization that is general enough to reproduce multiple hydrograph
characteristics and an accurate representation of specific aspects. By the selection of an objective
function the modeler not only defines the calibration focus, but also implicitly makes assumptions
about the statistical nature of data. Given the highly skewed distribution of discharge data and
simulation errors, in this thesis the value of non-parametric criteria for model calibration was
explored. To this end, a modification of the popular Kling-Gupta model efficiency towards a more
non-parametric objective function was proposed, whereby results indicated the promising value
of such non-parametric based model calibration criteria.
In the second part of this thesis, the value of single discharge observation for the prediction
of discharge in otherwise ungauged catchments was investigated. In practice, single discharge
observations could be collected during short field trips within a hydrological year. Such field trips
were mimicked by strategically sampling observations from continuous discharge time series. A
small number of discharge observations could already be informative for model calibration and
therefore strongly improve discharge prediction compared to an ungauged situation. Although
the optimal timing for making discharge measurements differed when aiming at the prediction
i
of hydrographs or flow-duration curves, good results could be achieved by measuring both the
full range of a catchment’s discharge magnitudes and its major runoff events. The value of
such single discharge observations was furthermore tested for the prediction of discharge using
regionalization. Thereby, a small number of discharge observations could effectively improve
regionalization with attribute similarity and spatial proximity, especially in catchments with a
distinct runoff regime or a pronounced high-flow period.
Keywords: hydrological modeling, HBV, model calibration, objective function, value of data,
ecological streamflow characteristics, single discharge observations, sampling strategy, regional-
ization, large-sample data set, United States
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Zusammenfassung
Abflussdaten sind eine wichtige Grundlage für Entscheidungen in der Wasserwirtschaft. Solche
Daten fehlen jedoch in vielen Einzugsgebieten. In ungemessenen Einzugsgebieten werden daher
oftmals Abflusszeitserien mithilfe von hydrologischen Modellen simuliert. Hydrologische Modelle
beinhalten Parameter, welche die verschiedenen Speicher und Flüsse von Wasser in einem
natürlichen Gebiet quantifizieren. Die Werte dieser Parameter können typischerweise nicht
direkt gemessen werden, da die Parameter einerseits eine konzeptionelle Bedeutung haben
und anderseits eine Diskrepanz zwischen Mess- und Modellskala besteht. Aus diesem Grund
müssen Modellparameterwerte durch eine Kalibration geschätzt werden. Die Parameterwerte
werden geschätzt, indem die Differenz zwischen simuliertem und beobachtetem Abfluss anhand
eines Gütekriteriums minimiert wird. Der Bedarf an zuverlässigen Abflusssimulationen und die
Herausforderung der Modellkalibration für Gebiete ohne Abflussmessungen bilden den Kern
dieser Dissertation.
Im ersten Teil dieser Dissertation befasste ich mich mit dem Einfluss der Modelkalibra-
tion, und somit dem Einfluss des Gütekriteriums, auf die Simulation ökologisch relevanter
Abflussmerkmale. Solche spezifische Aspekte des Abflussverhaltens bilden oftmals die Grund-
lage einer nachhaltigen Wassernutzung. Im Rahmen dieser Dissertation wurde gezeigt, dass
mit Simulationen basierend auf herkömmlichen Gütekriterien nicht alle ökologisch relevanten
Abflussmerkmale zufriedenstellend abgeschätzt werden können. Sobald jedoch die Abflussmerk-
male direkt in die Kalibration miteinbezogen werden, verbessert sich deren Simulationsge-
nauigkeit deutlich. Zusammenfassend kann gesagt werden, dass die Modellkalibration ein
Kompromiss ist zwischen dem Ziel der Simulation spezifischer Abflussmerkmale und dem Ziel
eine möglichst grosse Vielfalt an Merkmalen mit hoher Genauigkeit zu Simulieren. Die Wahl
des Gütekriteriums beeinflusst nicht nur den Fokus der Kalibration sondern impliziert auch
statistische Annahmen über Abflussdaten. Da die statistische Verteilung von Abflussdaten und
Modellfehlern deutlich von einer Normalverteilung abweichen, wurde in dieser Dissertation
eine modifizierte Variante des weitverbreiteten Kling-Gupta Kriteriums getestet, welche nicht-
parametrische Komponenten enthält. Die Resultate zeigten, dass nicht-parametrischer Kriterien
eine sinnvolle Alternative zu herkömmlichen Kriterien darstellen.
Der Fokus im zweiten Teil dieser Dissertation lag auf dem Wert von vereinzelten nicht kon-
tinuierlich gemessenen Abflussdaten für die Modellkalibration. Solch vereinzelte Abflussdaten
könnten zum Beispiel durch kurze Feldbesuche in einem Gebiet ohne kontinuierliche Zeitserien
erhoben werden. Die Resultate dieser Dissertation zeigten auf, dass bereits zwölf Messungen
zu strategisch wichtigen Zeitpunkten einen hohen Informationsgehalt für die Modelkalibration
enthalten. Der exakte Zeitpunkt für die informativste Messung ist je nach Simulationszweck,
wie beispielsweise der Simulation von Hydrographen und Dauerkurven, verschieden. Dennoch
können mit einer gezielten Messstrategie, die sowohl ein hohes Abflussereignis als auch die
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charakteristische Abflussverteilung wiederspiegelt, mehrere Hydrographaspekte deutlich besser
simuliert werden als wenn keine Abflusswerte zur Verfügung stehen. Solch strategisch gemessene
Abflussdaten können zudem verwendet werden, um die Simulation von Abfluss mittels Regional-
isierung zu verbessern. Ihr Wert ist dabei besonders hoch in Gebieten mit einem ausgeprägten
Abflussregime oder einer ausgeprägten Periode mit hohem Abfluss.
Schlüsselwörter: Hydrologische Modellierung, HBV, Modellkalibration, Gütekriterium, Wert
von Daten, ökologisch relevante Abflussmerkmale, vereinzelte nicht kontinuierliche Abflussmes-
sungen, Messstrategie, Regionalisierung, ‘large-sample’ Datensätze, Vereinigte Staaten von
Amerika
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1.1 Need for hydrological modeling
Hydrological models are often needed to support decision making in water management, when
the availability of discharge observations in space and time is limited (Beven, 2012). Common
applications for modeled discharge include the extension of streamflow records, the prediction of
discharge in ungauged catchments, or the evaluation of the effect of climate change or land use
change on various hydrograph characteristics (Klemes, 1986).
Hydrological models consist of a number of storages and fluxes of water, which represent the
hydrological functioning of a catchment. These storages and fluxes are quantified by parameters.
Typically, model parameter values cannot be directly derived from measurements in the field
but have to be estimated by calibration. The need for calibration is mainly given by two reasons.
First, model parameters are a conceptual approximation to reality and generally do not have a
direct physical meaning. Second, model parameters with physical meaning are measured at the
point scale but are representative for a much larger scale in the model (Beven, 2012). Estimation
of parameter values by calibration is usually done by minimizing the difference between observed
and simulated discharge using an error metric, also called objective function. Model calibration
involves the decision on an objective function and relies on observed data records. The effect
of the objective function on discharge simulations and approaches to predict discharge in data
scarce catchments are outlined in the sections below.
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1.2 Evaluating model performance
Model calibration traditionally relies on discharge information. However, depending on the
model structure or data availability in a catchment, additional information, such as groundwater
dynamics (Pfannerstill et al., 2017; Seibert and McDonnell, 2015; Juston et al., 2009), soil moisture
state (Shafii et al., 2017; Hughes et al., 2014), or snow water equivalent (Hingray et al., 2010)
can be used for model calibration. Such additional data has also proved to be valuable in the
form of soft data, i.e., qualitative knowledge of an experimentalist gained during field campaigns
(Seibert and McDonnell, 2002). Yet, discharge is the most abundant type of data since it can
be measured with limited effort and is an integrated measure of runoff response and storage
dynamics in a catchment. Discharge is likely the first water balance component to be measured
in case of ungauged or poorly gauged catchments. The following sections therefore focus on the
use of discharge data for model evaluation.
1.2.1 Statistical metrics
Model calibration is historically based on statistical metrics like mean squared error, coefficient
of determination, or volume error. Exhaustive lists of statistical metrics, their advantages and
limitations are provided by e.g. Krause et al. (2005) or Efstratiadis and Koutsoyiannis (2010).
Among statistical metrics, the Nash-Sutcliffe efficiency (Nash and Sutcliffe, 1970) is one of the
most widely used ones to communicate model performance in hydrology. It is a dimensionless
metric based on the ratio of the mean squared error between observed and simulated discharge
and the variance in observed discharge. The use of the variance for normalizing the error term
has been questioned given that the observed variance strongly depends on the runoff regime
of a catchment (Schaefli and Gupta, 2007; Krause et al., 2005). Murphy (1988) and Gupta et al.
(2009) have shown that the mean squared error can be decomposed into the error in volume,
variability and dynamics (i.e., correlation). Model calibration on the mean squared error has
two disadvantages, which are the underestimation of discharge variability and the variable
importance of discharge volume in calibration as a function of a catchment’s discharge variability
(Gupta et al., 2009). As a consequence, Gupta et al. (2009) introduced a new efficiency measure
(the Kling-Gupta efficiency) that consists of an improved combination of volume, variability, and
timing errors. The three error components of the Kling-Gupta efficiency are expressed in terms
of the bias in mean discharge, bias in discharge variability, and Pearson correlation coefficient.
The Kling-Gupta efficiency is implicitly based on the assumptions of linearity and normality, and
the absence of outliers. Since discharge observations and model errors are known to be highly
skewed and usually contain outliers it has been proposed to represent discharge dynamics by
the Spearman rank correlation instead of the Pearson correlation (Legates and McCabe, 1999).
However, due to the use of ranks instead of absolute values, Spearman rank correlation is affected
by a loss of information and there is not much research yet on how this influences the performance
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of hydrological models. Both, Spearman and Pearson correlation are insensitive to additive and
proportional volume errors, which is why correlation metrics should preferably be combined with
volume error metrics for calibration (Legates and McCabe, 1999; Krause et al., 2005).
1.2.2 Hydrological signatures
Hydrological signatures (also called streamflow characteristics) are indices derived from discharge
time series. As opposed to statistical metrics, hydrological signatures are usually applied to
describe specific aspects of the runoff response that have a physical meaning (McMillan et al.,
2017). Signatures used to evaluate model performance have been selected based on many different
criteria. For example, Viglione et al. (2013) evaluated model performance using signatures that are
of interest in various fields of water management. Selected signatures therefore included mean
annual discharge, range of Pardé coefficient, and low-flow and flood metrics. Yilmaz et al. (2008)
used signatures representing primary functions of a watershed for a process-based diagnostic
model evaluation. The primary functions, i.e., water balance, vertical redistribution of water and
runoff timing, were described by the signatures runoff ratio, slope of the flow-duration curve
(Vogel and Fennessey, 1995), and lag-time. And finally, Shrestha et al. (2014) assessed discharge
simulations in terms of ecologically relevant signatures (commonly referred to as ecologically
relevant streamflow characteristics, SFC), which define the structure and functioning of aquatic
and riparian biodiversity (Poff et al., 1997; Richter et al., 1996). Ecologically relevant signatures
are usually site-specific, but include for example magnitude of annual flood, timing of low flows
or rate of hydrograph recession. The selection of hydrological signatures is, however, as pointed
out by McMillan et al. (2017), also often based on rather subjective decisions. They therefore
proposed a selection guideline, which can assist hydrologists in choosing signatures by evaluating
the five criteria of identifiability, robustness, consistency, representativeness, and discriminatory
power.
Since hydrological signatures allow evaluating model performance for specific purposes, they
are becoming more and more prominent in the hydrological modeling community. Signatures
have been utilized for both model calibration and model validation. In model calibration, they
were included with the intention to guide the selection of parameter values in a more meaningful
way (Yilmaz et al., 2008). Especially metrics derived from the flow-duration curve have been
widely implemented as objective functions, whereby overall hydrograph simulations could be
improved compared to simulations based on purely statistical objective functions (Yilmaz et al.,
2008; Westerberg et al., 2011; Pfannerstill et al., 2014). Also more specific signatures, such as the
timing of spring snowmelt or the variability in low flow pulse count, have been used as objective
functions. However, these signature-tailored calibrations resulted in accurate predictions of the
respective signatures at the expense of other hydrograph aspects (Hingray et al., 2010; Olsen et al.,
2013; Kiesel et al., 2017). Similarly, multiple studies have shown that hydrological signatures
calculated from simulated time series are often inadequately modeled for calibration approaches
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on traditional statistical metrics (Shrestha et al., 2014; Ryo et al., 2015; Murphy et al., 2013). It
therefore remains a challenge to calibrate models in a way that simulated discharge time series
represent a variety of signatures at high level of accuracy.
1.3 Effect of data record length on model performance
Modeling studies usually make use of long discharge time series to estimate model parameter
values. However, even in regions considered as densely monitored many catchments are ungauged
(i.e., have no or only limited discharge data), while at the same time the number of operated
discharge stations is worldwide decreasing (GRDC, 2018). As part of the IAHS decade on pre-
diction in ungauged basins (PUB) the question on the value of discharge data in constraining
and reducing predictive uncertainty in ungauged basins got more attention in the hydrological
community (Sivapalan et al., 2003).
The first studies that pursued the question on the minimum length of discharge data needed
for model calibration focused on continuous time series. Between two and eight years of discharge
observations were reported as a minimum requirement for acceptable model simulations (Harlin,
1991; Yapo et al., 1996; Xia, 2004; Vrugt et al., 2006; Merz et al., 2009). Although there is a general
agreement that the identifiability of parameter values improves with increasing discharge record
length (Brath et al., 2004; Perrin et al., 2007; Rode et al., 2007; Singh and Bárdossy, 2012; Tada
and Beven, 2012; Vrugt et al., 2006; Merz et al., 2009), relatively short or discontinuous discharge
records can be of comparable value as long continuous time series. For example, Brath et al.
(2004), Melsen et al. (2014), or Sun et al. (2017) reported that short continuous time series of a
single season or a few months provide as much information for model calibration as records of a
few years. The redundancy of information in discharge time series is also reflected in the fact
that a comparable model performance can be achieved by a time series of multiple years and a
random subset thereof (Perrin et al., 2007; Kim and Kaluarachchi, 2009). Given the surprisingly
high information content of randomly selected discharge observation, it can be hypothesized that
a strategic selection of observations could further lower the amount of data needed for model
calibration.
Using a set of simple strategies to extract observation from observed time series, Seibert and
Beven (2009) and Seibert and McDonnell (2015) concluded that observations during high flows and
discharge events are more informative for model calibration than mean and low-flow observations.
Similarly, results of Singh and Bárdossy (2012) indicate the value of unusual events, such as high
or low-flow periods or periods with strong discharge dynamics, for constraining model parameter
values. Overall, limited data can be of comparable value as continuous time series as long as
the available observations characterize dominant runoff processes and discharge variability of a
catchment (Harlin, 1991; Vrugt et al., 2006; Konz and Seibert, 2010; Singh and Bárdossy, 2012).
Model calibration on short or discontinuous discharge observations is most reliable in humid
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catchments (Perrin et al., 2007; Sun et al., 2017), whereby as few as 16 to 32 observations can
already contain enough information for acceptable model simulations (Seibert and Beven, 2009).
Most studies so far focused on the value of data for the simulation of hydrographs. From the
perspective of water management in ungauged catchments it is furthermore of interest how the
value of discharge observations varies between different hydroclimates and different hydrological
signatures.
1.4 Prediction in ungauged catchments
In the absence of any discharge data, model parameter values cannot be estimated by common
calibration approaches as outlined in the previous sections. To estimate parameter values in data
scarce regions, a number of regionalization approaches have been proposed (for reviews see e.g. He
et al., 2011; Parajka et al., 2013; Razavi et al., 2013). The concept of regionalization relies on the
idea of transferring hydrological information from gauged to ungauged catchments (Blöschl and
Sivapalan, 1995). Regionalization approaches can be assigned to two major categories (Parajka
et al., 2013) that either transfer entire parameter sets within hydrologically similar regions
(Burn, 1990) or that relate individual model parameters to catchment attributes (e.g., Seibert,
1999; Kokkonen et al., 2003; Merz and Blöschl, 2004). Although the best regionalization method
is likely site-specific (He et al., 2011; Razavi et al., 2013), a transfer of entire parameter sets is
favored, because it accounts for parameter dependence (Bárdossy, 2007; Buytaert and Beven,
2009; Kokkonen et al., 2003; McIntyre et al., 2005).
Spatial proximity and attribute similarity are among the most widely applied regionalization
approaches that use entire parameter sets from one or multiple donor catchments(s). Spatial
proximity is based on Tobler‘s first law of geography that "everything is related to everything
else, but near things are more related than distant things" (Tobler, 1970, p.236). It assumes that
hydrological response varies smoothly in space (Parajka et al., 2013), which allows to use the
geographical distance between two catchments as an indicator for their similarity. The distance
between catchment outlets (Parajka et al., 2013), catchment centroids (Arsenault and Brissette,
2014; Oudin et al., 2008; Samuel et al., 2011), and a combination thereof (Lebecherel et al., 2016)
have been suggested as metrics for spatial proximity. Regionalization with attribute similarity
builds on the concept that runoff response is governed by a combination of catchment attributes
(Burn, 1990; Burn and Boorman, 1992). The approach therefore uses attributes to define hy-
drologically similar regions from which donor catchments can be extracted. Selected catchment
attributes are usually descriptors of topographical aspects, land cover, climatic conditions, or
soil type and geology (Arsenault and Brissette, 2014; Merz and Blöschl, 2004; Oudin et al., 2008;
Zhang and Chiew, 2009).
Regionalization can be associated with considerable uncertainties (Hrachowitz et al., 2013). To
reduce prediction uncertainty Viviroli and Seibert (2015) and Rojas-Serna et al. (2016) assumed
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that a limited number of discharge observations could be collected in the ungauged catchment,
which can be used to further constrain the values of regionalized model parameters. Their
modeling results for catchments in Switzerland and France indicate an improved prediction
efficiency when informing regionalization with a few observations as opposed to a classical
regionalization. The value of such discontinuous but strategically sampled observations is most
pronounced for catchments with a strong seasonal discharge regime (Viviroli and Seibert, 2015).
This ultimately raises the question about the value of data for the prediction of discharge in
different hydroclimates. Implementing the idea of an informed regionalization in practice will
also require knowledge about the number of observations and their value when taken in years










Scope of the Thesis
Many decisions in water management rely on accurate simulations of continuous discharge
time series. This thesis makes a contribution to this challenge by evaluating the value of data
in hydrological modeling. The value of data was evaluated in terms of the value of objective
functions for the prediction of ecologically relevant streamflow characteristics (SFCs) and the
value of a limited number of discharge measurements for model calibration and regionalization.
More specifically, the following research questions were addressed within this thesis:
1. How well are ecologically relevant SFCs estimated by simulations based on tra-
ditional model calibration criteria?
Streamflow characteristics are often calculated from simulated discharge time series that
are based on model calibration with statistical metrics, such as the Nash-Sutcliffe efficiency
or the volume error. In Paper I, it was evaluated if such traditional model calibration
criteria preserve ecologically relevant SFCs commonly used in water management. To
this end, 12 SFCs were estimated from simulations with seven statistical metrics for 27
catchments in the Tennessee River Basin, which has a very diverse freshwater ecosystem.
2. Are SFC estimates improved by including them explicitly into model calibra-
tion?
Ecologically relevant SFCs cover a wide range of hydrograph characteristics including
magnitude, frequency, duration, and timing of discharge. These rather specific charac-
teristics are typically not all well simulated with model calibrations on commonly used
statistical metrics. In Paper II, it was therefore hypothesized that including SFCs into
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model calibration improves their estimate from simulated time series. This hypothesis was
tested using the same study region and SFCs as in Paper I.
3. Are non-parametric model calibration criteria a useful alternative to traditional
criteria?
By selecting objective functions for model calibration one implicitly makes assumptions
about the statistical nature of data. Since observed discharge time series and model sim-
ulation errors are known to be highly skewed, a modified formulation of the popular
Kling-Gupta efficiency towards a non-parametric metric was proposed in Paper III. The
three error components of the modified variant consisted of the mean discharge volume,
the discharge variability expressed by the flow-duration curve and discharge dynamics de-
scribed by the Spearman rank correlation. The proposed calibration criteria was evaluated
by comparing simulations of various hydrograph aspects for 100 catchments spread across
the contiguous United States.
4. Which discharge measurements are most informative for model calibration in
almost ungauged catchments?
The value of single discharge observations was addressed in Paper IV by assuming that a
hydrologist gets the opportunity to take 12 discharge measurements within a hydrological
year in an otherwise ungauged catchment. To mimic such recurring field visits, discharge
measurements were strategically selected from observed time series. A total of 13 sampling
strategies were defined to test the optimal timing for making measurements. The strategies
were tested on 20 catchments with different degree of snow influence along the eastern
United States.
5. Does a limited number of discharge measurements improve regionalization?
Based on the knowledge gained in Paper IV, it was further tested if strategically taken
discharge measurements provided valuable information for improving classical regional-
ization approaches (Paper V). The approach was tested in a leave-one out cross validation
scheme on 579 catchments across the contiguous United States. The information value of
discharge samples was compared between catchments, between sampling years, and for a












3.1.1 Data set of the Tennessee River Basin
The studies about the prediction of SFCs (Papers I and II) were based on a set of 27 catchments in
the Tennessee River Basin (Fig. 3.1a). The Tennessee River Basin has a very diverse freshwater
ecosystem and has been exposed to drastic landscape changes due to urbanization, agriculture,
and deforestation (Abell et al., 2000). Modeling ecologically relevant SFCs in the Tennessee River
Basin is of major interest since it allows to relate modeled changes in the runoff regime to poten-
tial changes in the ecosystem. The catchments selected for this thesis have all limited human
influence. They are characterized by humid climatic conditions, mild precipitation seasonality,
and negligible snowfall. Consequently, discharge is mostly precipitation driven with highest
volumes in winter when soils are frozen and evaporation is low. For all catchments, continuous
discharge (U.S. Geological Survey, 2014a), temperature and precipitation (U.S. Department of
Commerce, 2007), as well as potential evaporation (Rotstayn et al., 2006) data is available for a
common time period of 28 years. Two catchments were discarded from the analysis of Paper II
due to several weeks with missing discharge values, which was discovered during the analysis of
the model simulations of Paper II.
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3.1.2 Large-sample data set of the United States
The studies presented in Papers III to V were based on a large-sample data set of the United
States. The data set was compiled by Newman et al. (2015) and consists of over 600 catchments
with minimal human disturbances and 30 years of continuous daily discharge and meteorological
time series. Discharge data were obtained from the U.S. Geological Survey (2014a), whereby
less than 10 % of discharge values were missing for most of the catchments. The area averaged
meteorological data was generated from the gridded (1 km by 1 km) Daymet data set (Thornton
et al., 2014). Since potential evaporation is not provided by the Daymet data set, it was calculated
from other Daymet variables using the Priestley-Taylor equation (Priestley and Taylor, 1972).
More recently, the Newman et al. (2015) data set was extended with a suite of catchment descrip-
tors and is since then available as the CAMELS data set (Addor et al., 2017). Attributes in the
CAMELS data set include location and topography attributes, climate indices, soil characteristic,
and vegetation characteristics. To complement the attributes provided by CAMELS, lake and
wetland percentage were extracted for each catchment from a global data set of Lehner and Döll
(2004). Additionally, SRTM data from Jarvis et al. (2008) was used to define elevation bands of
200 m for each catchment. Table 3.1 provides a summary of selected catchment attributes for the
CAMELS data set.
Different subsets of the CAMELS data set were used within this thesis. Paper III was based
on a stratified random subset of 100 catchments that covered the wide variety of hydroclimates
in the Unites States. In Paper IV, twenty catchments from northeastern to southeastern United
States were used, where changing snow conditions were the major climatic difference. Paper V
was based on 579 catchments (Fig. 3.1b) for which the runoff model reproduced discharge at an
acceptable level.






















































































































































































































































































Less than 25 %
More than 25 %
Figure 3.1: a) Geographical regions in the United States (adapted from NOAA, 2018). The
Tennessee River Basin is labeled as ‘Tenn.’. b) Locations of the 579 study catchments from the
CAMELS data set (Addor et al., 2017). Colors indicate the aridity index and the marker shape
denotes the percentage of precipitation falling as snow.
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Table 3.1: Statistics of catchment attributes of the 579 study catchments from the CAMELS data
set (Addor et al., 2017).
Catchment attribute 5th quantile Median 95th quantile
Area [km2] 22 301 2432
Aridity indexa [-] 0.33 0.83 1.94
Precipitation seasonalityb [-] -1.13 0.06 0.65
Precipitation falling as snow [%] 0 9 69
Forested area [%] 2 86 100
Wetland area [%] 0 0 96
Clay content in soils [%] 6 19 36
Note: aAridity index equals the ratio of sum of potential evaporation and sum
of precipitation; bPrecipitation seasonality is negative for catchments with
winter precipitation, zero for catchments without precipitation seasonality,
and positive for catchments with summer precipitation (for calculation see
Addor et al., 2017).
3.2 Hydrological model
The HBV (Hydrologiska Byråns Vattenbalansavdelning) runoff model (Bergström, 1976; Lind-
ström et al., 1997) was developed at the Swedish Meteorological and Hydrological Institute (SMHI)
in the 1970s. Its structure, variables and parameters are based on physical considerations, such
as the role of groundwater for runoff generation in northern latitudes, the empirical relationship
between soil wetness and groundwater recharge, or the observation that hydrological conductivity
decreases with soil depth. HBV was built under the premise of parsimony, i.e., with the aim of
keeping the number of free parameters to a minimum. Thanks to it simplicity, the model has been
applied in over 50 countries and exists in various variants. (Bergström and Lindström, 2015).
The following section describes the structure of HBV, whereby text and equations are reproduced
with some modification from Seibert (1999) and Seibert and Vis (2012).
HBV is a bucket-type runoff model that consists of four routines with a conceptual represen-
tation of snow pack dynamics, soil moisture variation, runoff response and discharge routing
(Table 3.2 and Fig. 3.2). The model simulates continuous daily discharge time series using daily
temperature and precipitation data and monthly potential evaporation data. Precipitation falls
either as rain or as snow depending on the threshold temperature PTT . Precipitation falling
as snow is multiplied by a snowfall correction factor (PSFC) to correct for systematic errors in
precipitation measurements and evaporation from the snowpack. For daily temperatures (T(t))
above the threshold value PTT , snowmelt M is calculated with the degree day method (Eq. 3.1),
whereby melt rate is given by the degree day factor PCFMAX and the temperature difference.
Meltwater and rainfall can be retained in the snowpack until they exceed a certain fraction
of water equivalent of the snow (PCWH). Liquid water hold in the snowpack refreezes (R) at
11
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temperatures below PTT depending on the refreezing coefficient PCFR (Eq. 3.2).
M = PCFMAX · (T(t)−PTT ) (3.1)
R = PCFR ·PCFMAX · (PTT −T(t)) (3.2)
Snowmelt and rainfall are input (I(t)) to the soil routine. The amount of water being stored
in the soil or recharging the groundwater (F(t)) depends on wetness conditions, i.e. the ratio
between the actual soil moisture content SSOIL(t) and its maximum value PFC (Eq. 3.3). Soil
moisture storage is furthermore depleted by actual evaporation (EACT ). Actual evaporation
equals potential evaporation (EPOT ) if relative soil moisture is above a factor PLP , while it
















Recharge from the soil routine contributes to the shallow groundwater storage SUZ from which
groundwater percolates to the deep storage SLZ at a percolation rate PPERC. Runoff from the
two groundwater storages contributes to the peak, intermediate, and baseflow components of the
hydrograph. The total daily groundwater runoff QGW (t) is calculated as the sum of two or three
linear outflow equation (K0, K1, K2; Eq. 3.5), depending on whether SUZ is above a threshold
PUZL that activates the peak runoff response. Finally, runoff from groundwater is transformed
into the hydrograph Q(t) at the catchment outlet by a triangular weighting function defined by
the parameter PMAXBAS (Eq. 3.6).















In this thesis, HBV was applied in a semi-distributed form by disaggregating catchments into
elevation bands of 200 m. Thereby, processes in the snow and soil routine are modeled for each
elevation band separately, whereas the groundwater storage and the routing of the hydrograph
are simulated in a lumped form. Temperature and precipitation input for the elevation bands
were estimated by constant laps rates of 0.6◦C per 100 m and 10 % per 100 m, respectively.
Potential evaporation was assumed to be homogeneous across all elevation bands. The model
version used in this thesis is HBV-light (Seibert and Vis, 2012).
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Table 3.2: Specification of HBV model parameters (adapted from Seibert and Vis, 2012)
Parameter Meaning Unit Min. value Max. value
Snow routine
PTT Threshold temperature ◦C -2 2.5
PSFC Snowfall correction factor - 0.5 1.2
PCFMAX Degree-day factor mm◦C−1d−1 0.5 10
PCFR Refreezing coefficient - 0 0.1
PCWH Water holding capacity - 0 0.2
Soil routine
PFC Max. soil moisture storage mm 100 550
PBET A Shape coefficient - 1 5
PLP Threshold for reduction of evaporation - 0.3 1
Groundwater routine
PUZL Max. storage in shallow groundwater box mm 0 70
PPERC Percolation from shallow to deep groundwater box mmd−1 0 4
PK0 Recession coefficient of fast response d−1 0.1 0.5
PK1 Recession coefficient of intermediate response d−1 0.01 0.2
PK2 Recession coefficient of baseflow d−1 0.00005 0.1
Routing routine



















Snowmelt (M) and rainfall









Figure 3.2: Structure, variables, and parameters of the HBV runoff model (adapted from Uhlen-
brook et al., 1999; Bergström, 1992).
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3.3 Value of hydrograph characteristics for model calibration
The value of hydrograph characteristics (in terms of objective functions) for model calibration
was evaluated in Papers I to III. While the focus in Paper I and Paper II was on the value of
hydrograph characteristics for the prediction of ecologically relevant streamflow characteristics
(Chpt. 3.3.1), the aim of Paper III was to evaluate the effect of using non-parametric metrics on
various hydrograph aspects (Chpt. 3.3.2).
3.3.1 Prediction of ecologically relevant streamflow characteristics
Selection of streamflow characteristics
The SFCs assessed in this thesis (Table 3.3) were identified as important streamflow indicators
for fish species diversity in the Tennessee River Basin (Knight et al., 2008, 2014). Together they
represent the five major flow regimes typically addressed in ecological studies: magnitude, ratio,
frequency, variability, and date (e.g. Olden and Poff , 2003; Arthington et al., 2006; Caldwell
et al., 2015). While model performance was evaluated for 12 SFCs in Paper I, an additional
SFC representing low-flow conditions was selected for Paper II to have a balanced number
of characteristics for high, mean and low-flow conditions. The SFCs were calculated from the
observed and simulated discharge time series using the USGS EflowStats R-package (U.S.
Geological Survey, 2014b).
Value of traditional calibration criteria
Continuous daily discharge time series were simulated for each catchment with HBV for two time
periods of 14 years (1 October 1983 to 30 September 1996 and 1 October 1996 to 30 September
2009). Each time period served both as calibration and validation period, and the approximately
three years preceding the simulation periods were used as warm-up period to establish reasonable
state variables. In the calibration period, model parameters were optimized a 100 times within
predefined parameter ranges (Table 3.2) using a genetic algorithm (Seibert, 2000) and commonly
used calibration criteria. As commonly used calibration criteria, four statistical metrics that
focus on different hydrograph aspects were selected. This selection included Re f f , Re f f _logQ ,
RLindström, and RMARE (for formulas see Table 3.4). Additionally, three multi-objective functions
were defined to calibrate HBV on different aspects simultaneously. Calibration metric C1 was a
combination of Re f f , Re f f _logQ , and RV E, metric C2 consisted of Re f f , RMARE, Spearman rank
correlation, and RV E, and finally metric C3 was composed of Spearman rank correlation and
RV E. The various single metrics in C1, C2, and C3 were equally weighted.
For each of the seven calibration criteria, there were 100 simulations for each catchment
during the calibration and validation period. SFCs were calculated from these 100 simulated
hydrographs and were normalized by their observed value to obtain a percent error [%]. The final
evaluation of the results was based on the median of all 100 percent error values.
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Table 3.3: Description of streamflow characteristics used in Paper I and II (adapted from Knight
et al., 2014; U.S. Geological Survey, 2014b)
Streamflow Abbre- Further explanation Flow Unit
characteristic viation condition
Magnitude
Mean annual runoff MA41 Mean annual daily runoff Mean flow [mmd−1]
Max. October runoff MH10 Mean of October runoff maxima for each year High flow [mmd−1]
Lowest 15% of E85 Daily mean runoff that is exceeded 85 % Low flow [mmd−1]
daily runoff of the time for the period of record
Rate of runoff recession RA7 Median change in log of runoff for days in which Mean flow [mmd−1]
the change is negative across the period of record
Ratio
Average 30-day DH13 Mean annual max. of a 30-day moving High flow [-]
max. runoff average runoff divided by the median
for the entire record
Baseflow ML20 Ratio of total baseflow to total flow. Baseflow is Low flow [-]
the min. flow magnitude in a 5-day window
if 90 % of that min. flow magnitude is less
than the min. flow magnitude of the 5 day
window before and after the considered window
Stability of runoff TA1 Measure of the constancy of a flow regime by Mean flow [-]
dividing daily flows into predetermined flow
classes. The 11 flow classes capture flow ranging
from flow less than 0.1 times the logarithmic
mean flow to flow more than 2.25 times
the logarithmic mean flow
Frequency
Frequency of FH6 Average number of high-flow events per year that High flow [a−1]
moderate floods are equal to or greater than three times the median
annual flow for the period of record
Frequency of FH7 Average number of high-flow events per year that High flow [a−1]
larger floods are equal to or greater than seven times the median
annual flow for the period of record
Variability
Variability of March MA26 Standard deviation for March runoff over the Mean flow [%]
runoff period of record divided by the mean runoff for
March over the period of record
Variability of high-flow DH16 Standard deviation for the yearly average High flow [%]
pulse duration high-flow pulse duration (daily flow greater than the
75th percentile) divided by the mean of the yearly
average high-flow pulse duration multiplied by 100
Variability of low-flow FL2 Standard deviation for the average number of Low flow [%]
pulse count yearly low-flow pulses (daily flow less than the
25th percentile) divided by the mean
low-flow pulse counts multiplied by 100
Date
Timing of annual TL1 Julian date of annual min. flow occurrence Low flow [Julian
min. runoff day]
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Table 3.4: Statistical metrics used for model evaluation.
Objective function Abbreviation Definition












Volume error RV E 1−
|∑nt=1(Qobs(t)−Qsim(t))|∑n
t=1(Qobs(t))
Lindström measure RLindström Re f f −0.1
|∑nt=1(Qobs(t)−Qsim(t))|∑n
t=1(Qobs(t))



















Kling-Gupta efficiency RKG 1−
√







Kling-Gupta efficiency RNP 1−
√
(β−1)2+ (αNP −1)2+ (rs−1)2
with non-parametric components






Note: Qobs(t) and Qsim(t) are observed and simulated discharge at time step t; Robs(t) and Rsim(t) are the
ranks of Qobs(t) and Qsim(t); Qobs(p) is the observed peak flow value and Qsim(p) is the highest simulated
discharge within three days of the observed peak (p); n is the length of the time series, m is the number of
observed peaks within that time series, and σ is the standard deviation; Qsim(I(k)) and Qobs(J(k)) are the
simulated and observed discharge with rank k.
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Value of SFCs as calibration criteria
Discharge simulations in Paper II were based on the same modeling set-up as in Paper I with
the difference that model calibration was explicitly targeted towards the 13 ecologically relevant
SFCs of the Tennessee River Basin. First, new objective functions (Table 3.5) were defined that
consisted of a single SFCs (ISingle). Each SFC was once used as objective function resulting in 13
ISingle. The individual SFCs (i.e. ISingle) were evaluated in terms of their robustness and their
information value. Thereby, robustness was measured by how well a SFC was estimated when it
was simulated using ISingle. A SFC was regarded as informative when it also yielded relatively
good simulations for other SFCs. The four most robust and informative SFCs were then combined
into a multi-objective function (IMulti). Both ISingle and IMulti were furthermore combined with
the objective function Re f f to improve the overall shape of the simulated hydrograph, including
magnitude and timing of events. Model performance for each of the described SFC-based objective
function was evaluated using the median of the normalized SFC error for all 100 calibration runs.
The normalized SFC error was calculated as the absolute simulation error between observed
and simulated SFC divided by the range of possible SFC values in the respective catchment.
The range of possible SFC values of each catchment was approximated by 10’000 Monte Carlo
simulations, whereby the range was the difference between the 10th and the 90th quantile. Please
note that simulation periods for Paper II were only 13 years (1 October 1984 to 30 September
1996 and 1 October 1997 to 30 September 2009) as opposed to 14 years in Paper I.
Table 3.5: Streamflow characteristics-based metrics used for model evaluation.
Objective function Abbreviation Definition
Efficiency for each individual SFC1 ISingle 1−
|Iobs− Isim|
Iobs
SFC and model efficiency ISingle_Ref f 0.5(ISingle+Re f f )
Efficiency for the selected SFCs2 IMulti
1
n
(ISingle1 + . . .+ ISinglen )







Note: 1For each of the 13 SFCs a specific ISingle exists; 2IMulti consists of the n most robust and informative
SFCs.
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3.3.2 Towards a non-parametric variant of the Kling-Gupta efficiency
Objective functions
The Kling-Gupta efficiency (RKG) considers three different types of model errors, namely the
error in the mean, the variance and the dynamics. The three components are calculated as the
bias in mean discharge, bias in the standard deviation of discharge, and the Pearson correlation
between observed and simulated discharge time series (Gupta et al., 2009). All three criteria are
implicitly based on the assumption of data normality. To account for highly skewed distributions
of discharge and simulation errors and to be less sensitive to outliers, the idea of a partly non-
parametric formulation of RKG was tested in Paper III. Similar as RKG , the ‘non-parametric’
variant RNP used the mean discharge as a measure of central tendency. However, discharge
variability and dynamics were expressed by the flow-duration curve (FDC) and the Spearman
rank correlation, respectively. The three components for mean discharge (β), discharge variability
(α), and discharge dynamics (r) used in their parametric and non-parametric variants built the
foundation of various one, two, and three-component objective functions (see Fig. 3.3). The three
components β, α, r, as well as RKG and RNP are described in detail in Table 3.4.
Modeling approach
Each of the 11 objective functions (Fig. 3.3) was used to optimize HBV model parameters during
a ten year time period (1 October 1990 to 30 September 1999). Model calibration was performed
a 100 times within predefined parameter ranges (Table 3.2) using a genetic algorithm (Seibert,
2000). The 100 calibrated parameter sets were used to simulate discharge in an independent
validation period (1 October 2000 to 30 September 2009). For both calibration and validation a
two year warming-up period was used to ensure suitable initial values for the state variables.
Discharge simulations in the validation time period were evaluated in two ways. First, it was
evaluated how RKG and RNP affect simulations, and more specifically hydrograph uncertainty,
during calibration. Hydrograph uncertainty was quantified by the difference between the 5th
and 95th quantile of all 100 simulated hydrographs at each time step. The difference was then
normalized by the observed discharge and evaluated for different discharge quantiles. Second,
model performance was evaluated for i) the calibration metrics RKG , RNP , and Re f f , ii) three
commonly used statistical metrics Re f f _logQ , RMARE, and Re f f _peak (Table 3.4), and iii) for five
hydrological signatures. The hydrological signatures were selected according to Yilmaz et al.
(2008) and included the percent bias in runoff ratio (Brr), the watershed lag time (Bt), the percent
bias in the high-flow segment of the FDC (Bhf ), the slope of the mid-flow segment of the FDC
(BFDC), and the low-flow segment of the FDC (Bl f ). Model performance for the calibration metrics,
the statistical metrics, and the signatures was evaluated using the median of all 100 calibration
runs of each catchment.
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Figure 3.3: Towards non-parametric objective functions. The three basic components describing
discharge volume (β), variability (α), and dynamics (r) were used in their parametric and non-
parametric variants and combined into a total of 11 one-, two- or three-component objective
functions (colored in yellow, red and, blue respectively).
3.4 Gauging the ungauged catchment: Value of single discharge
observations
In some cases a catchment lacks continuous discharge time series, but a limited number of
discharge measurements could be taken during short field trips within a hydrological year.
To mimic such field trips, a limited number of observations was strategically extracted from
the observed discharge time series of each study catchment. In Paper IV, various sampling
strategies to decide on when to measure discharge were defined and used to calibrate HBV (Chpt.
3.4.1). Based on the results of Paper IV, one sampling strategy was chosen to select discharge
observations that were then used to inform classical regionalization approaches in Paper V (Chpt.
3.4.2).
3.4.1 Which discharge observations are most informative for model
calibration?
Defining sampling strategies
A total of 13 strategies were defined considering both practical aspects and hydrological knowl-
edge. All these strategies were restricted to 12 discharge observations within one hydrological
year (Fig. 3.4). From the practical perspective of conducting recurring field trips, it was interesting
to test rather simple strategies, such as making observations at a fixed day of a month or at event
peaks. From a hydrological perspective, more complex strategies that sample dominant runoff
processes or discharge variability could be promising. Therefore, strategies were defined to e.g.
measure during the snowmelt season, multiple event recessions, wet and dry periods or different
19
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discharge quantiles.
Modeling approach
The sampling strategies were used to retrieve 12 discharge observations from each of the 14
hydrological years (1983 to 1996) of each catchment. The 12 observations were then used to
estimate HBV model parameters in a Monte Carlo approach. More specifically, 100’000 parameter
sets were randomly generated and used to simulate discharge during all 14 sampling years. For
each year, discharge simulations were evaluated by calculating Re f f and Re f f _logQ for the dates
of the 12 observations. The 100 best parameter sets for each sampling year and strategy were
then retained to additionally simulate discharge in an independent validation period (1 October
1997 to 30 September 2010).
From these 100 simulations, an ensemble mean hydrograph and FDC were calculated (Eq.
3.7). In both cases, the ensemble mean Q at each time step or at each of the 99 evaluation points





Ensemble mean hydrograph performance was assessed in terms of Re f f , whereas the ensemble
mean FDC was evaluated by the mean absolute relative error at 99 evaluation points of the FDC
(RFDC; see Westerberg et al., 2011). The ensemble mean model performance of each sampling year
and strategy (Rss) was normalized by an upper (Rub) and a lower benchmark (Rlb) according to




The upper benchmark represented a well-informed model calibration with a continuous 14 year
time period. In case of the hydrograph it was the ensemble mean of the 100 best parameter sets
selected by Re f f or Re f f _logQ . The upper benchmark of the FDC was the ensemble mean of the
100 best parameter sets regarding RFDC. The lower benchmark for both the hydrograph and the
FDC was calculated as ensemble mean from 1000 random parameters sets and was an indication
of model performance in the absence of any discharge data.
Additionally, we evaluated the effect of each sampling strategy on model parameter uncer-
tainty. Parameter uncertainty was measured in terms of the range of the 100 parameter values
(5th to 95th quantile) resulting from a particular sampling strategy. The observed range of
parameter values was divided by the possible range of parameter values before calibration (Table
3.2) to enable a comparison across parameters.
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Samples at a certain day of a month, e.g. always sample the 15th day of the 
month*
Samples of the monthly minimum discharge
Samples of the monthly maximum discharge
Samples of the bimonthly maximum and minimum discharge
Samples of the monthly mean discharge
Samples of twelve quantiles from 0.01 to 0.99 exceedance probability of 
discharge
Samples of the biweekly mean discharge of the six months with highest 
long-term discharge
Samples of the three highest discharge peaks, three lowest discharge 
minimas and six samples at the 15th day of every other month
Samples of the min. discharge and two max. discharge (one after the driest 
and one after the wettest period) in four three-month time periods
Samples of the highest discharge peak with the rst ve subsequent days 
in its recession and six samples at the 15th day of every other month
Samples of ten monthly max. discharge and two samples in the recession 
of the highest discharge event during the snowmelt season**
Samples of the four highest discharge peaks and two samples in the 
recession of the highest peak in two six-month time periods***
Samples of the two highest discharge peaks with three and one sample in 
their recession in two six-month time periods****
Description of sampling strategies

















































Figure 3.4: Definition of the 13 sampling strategies used to select single discharge observations
(samples) for model calibration. Each sampling strategy consisted of 12 discharge samples. From
left to right: abbreviation of sampling strategies, conceptual idea of discharge represented by
strategies, description of strategies, and normalized discharge magnitudes sampled with the
strategies (normalized discharge corresponds to the sampled discharge Q divided by the mean
catchment discharge Q of a selected study catchment). *SDOM : the strategy was tested with
samples at the 1st, 5th, 10th, 15th, 20th and 25th day of the month, whereby the mean was
calculated over the performance of all these six versions. **CMax_Snowmelt: maximum discharge
of the ten months with highest long-term discharge and recession samples taken at 80 % and 60
% of highest discharge peak in the snowmelt season (February to May). ***CMax_Rec1: recession
samples taken at 80 % and 40 % of highest discharge peak. ****CMax_Rec2: recession samples
taken at 80 %, 60 % and 40 % of highest discharge peak and 80 % of second highest discharge
peak.
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3.4.2 Informing regionalization with a limited number of discharge
observations
Classical regionalization
Regionalization was based on five donor catchments that provided their entire parameter sets
to the ungauged catchment. Donor catchments were selected based on two commonly used
regionalization approaches. First, spatial proximity calculated as the Euclidean distance (Burn,
1990; McIntyre et al., 2005) between catchment centroids was used to select the five geographically
closest catchments. Second, donor catchments were chosen that are similar in terms of catchment
attributes. Here, the Euclidean distance between seven selected attributes was used: catchment
area (log-transformed values), aridity, precipitation seasonality, percentage of precipitation falling
as snow, percentage of forested area, percentage of wetland area, and percentage of clay content
in soils (for explanations see Table 3.1). The attributes were standardized (Eq. 3.9; Milligan and
Cooper, 1988) before calculating the Euclidean distance:
Z = X −Xmin
Xmax−Xmin
(3.9)
Z is the standardized attribute and X is the original attribute value. Figure 3.5 gives an
impression of the median distance between the ungauged catchment and its five donors when
selected with spatial proximity or attribute similarity.











































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.5: Location of the median donor catchment and the corresponding geographical distance
in space (km) for the selection of donors with a) spatial proximity, and b) attribute similarity.
The calibration of HBV for each catchment, by optimizing RNP a 100 times over a ten year
calibration time period (1 October 1989 to 30 September 1999), built the foundation of the
regionalization. Regionalization was conducted in a leave-one-out cross validation, where each
catchment was once treated as ungauged at a time and received the parameter sets from its five
donor catchments. Using the total of 500 donated parameter sets, discharge simulations were
generated for the ungauged catchment in the calibration and the validation period (1 October
1999 to 30 September 2009). These simulations were combined by calculating an ensemble
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mean hydrograph (Eq. 3.7) with equally weighted simulations. The ensemble mean hydrograph
was evaluated using RNP . The described regionalization approach with spatial proximity and
attribute similarity will be referred to as classical regionalization.
Informing regionalization with observations
Based on the results of Paper IV, the concept of strategy CMax_Rec_DOM (Fig. 3.4) was used to
extract 3, 6, 12, or 24 discharge observations from the observed time series of each catchment.
The observations were extracted from each of the ten hydrological years of the calibration time
period. They were used to evaluate the 500 discharge simulations from classical regionalization by
calculating the root mean squared error (RRMSE) between the observed and simulated discharge
at the dates of the observations. The root mean squared error was then used to compute a
weighted ensemble mean hydrograph (Eq. 3.7) in the validation time period, whereby the weight
Wi of each parameter set i was calculated using Eq. 3.10 (where RRMSE,max is the highest
RRMSE among all parameter sets and N is the total number of j parameter sets ( j = 1,2, . . . , N) ).
The described regionalization approach that uses the information of single observations will be





The efficiency difference (∆RNP ; Eq. 3.11) between the classical regionalization (RNP_CR) with
attribute similarity or spatial proximity and the informed regionalization (RNP_IR) was used to
evaluate the value of single observations between catchments, between sampling years, and for
the varying number of observations.
∆RNP =RNP_IR −RNP_CR (3.11)
Catchments were compared by mapping ∆RNP in space and by correlating ∆RNP against catch-
ment attributes (Spearman rank correlation). The effect of a sampling year on model performance
was analyzed by calculating Spearman rank correlations between ∆RNP and the hydrometero-
logical conditions (e.g. sum of precipitation or peak discharge magnitude) of each sampling
year. Finally, the effect of an increasing number of observations on the prediction efficiency was
evaluated for sampling years with different information value. For a more detailed description of












This chapter presents a summary of the main outcomes of this thesis. Fore more detailed results
and additional figures and tables please see Papers I to V of this thesis.
4.1 Value of hydrograph characteristics for model calibration
4.1.1 Prediction of ecologically relevant streamflow characteristics
Value of traditional calibration criteria
Estimation accuracy of modeled SFCs varied considerably among the 27 study catchments.
Therefore, taking the median over all catchments helped to focus the analysis on the general
trends in the magnitude and the sign of the estimation accuracy. Table 4.1 presents these median
estimation accuracies expressed in percent error for each of the seven objective functions. Since
estimation accuracies of all SFCs were comparable in the two modeling time periods, only results
for one modeling period are presented (calibration period 1983 to 1996).
Independent of the objective function used for model calibration, there was the tendency that
SFCs representing mean (MA41, MA26, RA7, and TA1) and high-flow (MH10, DH13, DH16, FH6,
and FH7) conditions were underestimated, whereas low-flow related SFCs (E85, FL2, TL1) were
overestimated. On average, SFCs of mean-flow conditions were simulated with relatively high
accuracy, i.e., percent errors between -2.8 % to -4.6 %, with the exception of RA7 that had an
percent error of -41.1 %. Estimation accuracy for SFCs related to high flows were considerably
lower than for average flows with percent errors ranging from -12.7 % to 32.5 %. Percent error for
low-flow characteristics ranged between 4.1 % to 22.8 %.
25
CHAPTER 4. RESULTS
Table 4.1: Estimation accuracy of simulated streamflow characteristics for model calibration
with different objective functions. Estimation accuracy is expressed in terms of percent error [%].
Values indicate the median of the percent error for all 27 study catchments for the calibration
period 1983 to 1996.
Objective function
Mean flow Low flow High flow
MA41 MA26 RA7 TA1 E85 FL2 TL1 MH10 DH13 DH16 FH6 FH7
Re f f -2.5 9.8 -18.2 -10.8 9.8 17.5 4.2 -2.1 -14.7 -20.2 -12.0 -20.0
Re f f _logQ -9.5 -7.3 -50.0 7.7 15.2 26.9 4.8 -20.0 -9.5 -10.0 -27.0 -37.5
RLindström -0.6 9.1 -25.0 -15.2 19.1 16.8 3.7 -1.8 -18.1 -20.8 -12.0 -23.0
RMARE -18.9 -19.6 -57.1 25.0 -7.3 28.2 5.5 -44.0 -7.4 9.9 -41.4 -44.4
C1 0.0 4.9 -50.0 -7.7 29.9 28.6 3.4 -4.8 -13.1 -19.7 -14.1 -19.0
C2 -0.8 2.2 -42.9 0.0 13.2 17.7 4.0 -10.6 -7.5 -16.4 -18.2 -14.0
C3 0.0 -28.1 -44.4 -18.9 24.1 23.6 3.4 -24.5 -18.9 -12.5 -37.6 -69.3
Average -4.6 -4.2 -41.1 -2.8 14.9 22.8 4.1 -15.4 -12.7 -12.8 -23.2 -32.5
The objective function used to calibrate HBV did generally not change the sign of the percent
error, but it strongly affected the magnitude of the percent error. Objective functions that
emphasized high flows during calibration (i.e., included Re f f ) resulted in highest prediction
accuracy for high and mean-flow related SFCs. In contrast, the focus of the objective function was
not necessarily a determinant for the estimation accuracy of low-flow related SFCs. Yet, no single
best objective function could be observed that resulted in simulations accurately representing
various hydrograph aspects. Also, the use of multi-objective functions instead of single-objective
functions did not lead to better hydrograph simulations. Instead, it seemed to be more important
that an objective function jointly evaluated the magnitude and the timing of discharge, which
could be noted in the fact that the objective functions Re f f _logQ , RMARE, and C3 resulted in poor
simulations for most SFCs.
Value of SFCs as calibration criteria
All 13 SFCs could be modeled with high accuracy during the calibration period if the SFC of
interest was used as objective function (ISingle). Considering a SFC in calibration could clearly
outperform model simulations based on the objective function Re f f for that particular SFC. The
robustness of SFC-based model calibrations varied strongly between SFCs (Fig. 4.1a). SFCs
related to physical catchment properties (e.g. RA7 or ML20) were the most robust ones among all
tested SFCs, whereas SFCs that are subject to annual weather conditions (e.g. MH10 or TL1)
were the least robust. The information value of SFCs, i.e., how informative ISingle was for other
SFCs, was for many SFCs rather poor unless ISingle was combined with Re f f (ISingle_Ref f ).
Based on the concepts of robustness and information value, the SFCs MA41, RA7, ML20,
and FH6 were selected as input for IMulti and IMulti_Ref f . The four selected SFCs were not only
among the most robust ones, but their combination ensured that each of 13 SFCs was relatively
well simulated by model calibration with ISingle of either RA7, ML20, FH6 or MA41 (Fig. 4.1b).
Together, the four selected SFCs provided information on the mean annual flow, the slope of the
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(a) (b)
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Figure 4.1: a) Robustness: normalized SFC errors in validation calculated from model calibrations
with the objective function ISingle for the respective SFC. Values are shown for all 25 study
catchments and both modeling time periods (triangles for period 1 (1984 - 1996) and circles
for period 2 (1997 - 2009)). b) Information value: absolute normalized SFC errors in validation
calculated from model calibrations with all 13 objective functions ISingle. Model performance
values correspond to the median of the 25 study catchments and the mean of both modeling time
periods. Each open circle represents one of the 13 SFC used for ISingle. The colored circles refer
to the final selection of SFCs for the objective function IMulti.
recessions, low-flow magnitudes, and the number of high flows. Results indicated that model
calibrations with IMulti or IMulti_Ref f led to comparable SFC estimates as model calibrations
with Re f f , especially for SFCs not explicitly included in the objective function.
As previously observed in Paper I, HBV tended to underestimate mean and high flows,
whereas low flows were generally overestimated (Fig. 4.2). The general trend of over- and under-
estimation could be considerably different for different objective functions or simulation time
periods. Unlike the observations made in Paper I, there was no evidence that the magnitude of
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Figure 4.2: Normalized SFC errors in validation depending on the objective function used in
calibration. Model performance values correspond to the median of the 25 study catchments and
are shown for both modeling time periods (period 1 (1984 - 1996) on the left side and period 2
(1997 - 2009) on the right side).
4.1.2 Towards a non-parametric variant of the Kling-Gupta efficiency
Model calibrations with RKG and RNP resulted both in reasonable hydrograph simulations (Fig.
4.3) with the difference that simulations based on RKG generally resulted in a wider uncertainty
band than simulations based on RNP . This difference was especially pronounced during low-
flow periods and event recessions. However, simulations of exceptionally high flow magnitudes
were better constrained for calibrations with RKG . While it was the Spearman rank correlation
that reduced uncertainty of low-flow simulations, it was the Pearson correlation that better
constrained parameters for high-flow conditions.
Non-parametric formulations of the variability and correlation components of RKG affected
simulations of the various statistical metrics and signatures differently (Fig. 4.4). High-flow
related hydrograph aspects (Re f f , Re f f _peak, Bhf ) were better simulated for model calibrations
with RKG than RNP . This negative effect of using non-parametric formulations on high flows
could be predominantly attributed to the use of the Spearman rank correlation, whereas the use of
the FDC did not significantly change estimates of these metrics and signatures. In contrast to high
flows, estimates of low-flow related hydrograph aspects (Re f f _logQ , RMARE, Bl f ) were strongly
improved by the use of non-parametric formulations of variability and dynamics, especially when
adapting both components simultaneously (RNP ). The more generic signatures of runoff ratio
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and watershed lag time were not much affected by the selection of the objective function, making
RNP and RKG equivalent metrics.
Within this study it was also demonstrated that most statistical metrics and signatures were
best simulated when addressing multiple hydrograph aspects (volume, variability, and dynamics)
during calibration. Reducing the number of components meant losing an essential information of
catchment runoff response. Especially the loss of the information on dynamics strongly impaired
model performance in case of the two-component objective function. Calibration on a single
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Figure 4.3: Observed (Qobs) and simulated hydrographs (Qobs) from model calibrations with
RKG and RNP for a) a snow dominated catchment in the Northeast (USGS gauge id 01423000)
and b) a winter-rain dominated catchment in the Northwest (USGS gauge id 14301000) of the




































































































































































































































































Figure 4.4: Model efficiencies in validation for model calibrations with RKG , RKG_r, RKG_α, and
RNP . Calibration criteria are evaluated in terms of a) statistical metrics and b) signatures (note
that the axis for Bl f is scaled by a factor of five meaning that percent bias is five times higher
than indicated). Each calibration criteria is ranked according to its performance for statistical
metrics and the signatures in c). Values correspond to the median performance of the 100 study
catchments.
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4.2 Gauging the ungauged catchment: Value of single discharge
observations
4.2.1 Which discharge observations are most informative for model
calibration?
Taking 12 discharge observations in an ‘ungauged catchment’ clearly improved model simulations
compared to a fully uninformed situation (Fig. 4.5). Model calibration with 12 observations
reached on average performance values up to 70 % and 90 % of those of a well-informed situation
for the hydrograph and the FDC, respectively.
The information provided by observations from different sampling strategies had a varying
value when evaluated for the hydrograph or the FDC. Hydrograph simulations were best when
they were based on sampling strategies that collected information during peak flows and event
recessions (e.g. CMax_Snowmelt). Strategies combining observations of peak flows with observations
of low flows or at a fixed time interval ranked in the middle (e.g. SMax_Min). Poorest model
performance in terms of hydrograph efficiency was reached with discharge observations of
minimum and mean discharge or discharge observations exclusively taken at fixed time intervals
(e.g. SDOM). The described ranking of the 13 sampling strategies was almost reversed when
strategies were evaluated in terms of their information value for simulating the FDC.
The difference in the value of the 13 sampling strategies was most pronounced when HBV
was calibrated with Re f f (Fig. 4.5a). However, changing the calibration focus by using Re f f _logQ
as objective function (Fig. 4.5b) enabled compromise solutions with sampling strategies that could
be informative for the prediction of both hydrographs and FDCs. These compromise strategies
typically resulted in a collection of samples covering the full range of a catchment’s discharge
magnitudes by combining observations of maximum discharge with observations of minimum
discharge or with observations at a fixed time interval (CMax_Rec_DOM , IMax_Min_DOM , SMax_Min,
and CMax_Min_Wetness).
Sampling strategies also had an effect on constraining HBV model parameters. Parameters
influencing the water balance (PFC, PBET A , and PLP in the soil routine and PPERC in the ground-
water routine) could be best constrained by the information of mean and low-flow observations.
In contrast, model parameters defining the timing and the shape of the hydrograph (PUZL, PK0,
PMAXBAS in the groundwater and routing routine) were more similar if observations on peak


































































































































































































































Figure 4.5: Normalized model efficiency as validated for the hydrograph (R∗e f f ) and the FDC
(R∗FDC) for model calibrations with the sampling strategies using a) Re f f and b) Re f f _logQ as
objective function. Each symbol represents the median model performance for a particular
strategy over all catchments. It was calculated on the basis of the median ensemble mean of
all calibration years. Error bars indicate the 25th to 75th quantile model performance of all
catchments for the respective strategy.
4.2.2 Informing regionalization with a limited number of discharge
observations
A limited number of discharge observations was generally a valuable source of information
for classical regionalization. Model performance based on the information of 3 to 24 discharge
observations improved classical regionalization with attribute similarity and spatial proximity
by 24 % to 30 % and 22 % to 26 %, respectively. The higher effect of observations on the
regionalization with attribute similarity could be assigned to the fact that spatial proximity
outperformed attribute similarity in 65 % of the study catchments. Moreover, the classical spatial-
proximity approach without the information of additional observations resulted in comparable
efficiencies as the attribute-similarity approach informed with 24 observations.
Figure 4.6 shows that the value of 24 discharge observations varied in space. Observations
were most effective in informing regionalization in arid catchments in the Southwest, in snow
dominated mountainous regions or northern latitudes of the Rocky Mountains or the Atlantic
Coast States, and in winter-precipitation dominated catchments typically located along the West
Coast. Discharge observations had no or only limited value for regionalization in large parts of
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the central region of the eastern United States, such as the Gulf Coast, the Mississippi Valley,
and the Great Lakes Region.
The value of 24 discharge observations not only varied in space, but also in time, i.e., between
the ten sampling years. Discharge observations collected in the most informative sampling year
improved classical regionalization in 94 % (attribute similarity) and 92 % (spatial proximity)
of the study catchments. However, in one or two out of ten sampling years, the 24 observations
were disinformative for classical regionalization for the majority of catchments. The correlations
between model efficiency and hydrometeorological conditions of a sampling year indicated that
sampling years characterized by high peak discharge, or high annual or winter precipitation
might be the least informative ones.
The number of discharge observations needed to effectively inform regionalization varied as
a function of the sampling year. In the least informative sampling year, an increasing number
of observations strongly improved regionalization with the effect that a year could change from
being disinformative to being informative. In contrast, 3 discharge observations had a comparable
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Figure 4.6: Spatial variability of the difference in validation model efficiency (∆RNP ) between
a classical regionalization and an informed regionalization with 24 discharge observations
(efficiency of the median sampling year). The size of the circles is proportional to ∆RNP , i.e.,
larger circles indicate a higher value of a few discharge observations for improving classical
regionalization. Green circles denote catchments which were best simulated using regionalization
with attribute similarity (AS), whereas blue circles indicate catchments which were best simulated










5.1 Value of hydrograph characteristics for model calibration
5.1.1 Prediction of ecologically relevant streamflow characteristics
SFCs are an important aspect of environmental water management (Cartwright et al., 2017),
because they can be related to freshwater biodiversity (for a review see Poff and Zimmerman,
2010). SFCs are for example used to predict the ecological state of a river after land use changes
or water withdrawals (Poff et al., 2010; Olsen et al., 2013; Shrestha et al., 2014; Murphy et al.,
2013). In the absence of discharge observations, SFCs have to be estimated. Accurate estimates
of SFCs are essential since for high estimation errors only considerable departures from natural
flow conditions can be detected (Carlisle et al., 2010). Estimates of SFCs in ungauged basins have
been done using statistical methods and runoff models (Hailegeorgis and Alfredsen, 2017). While
there is a plethora of studies using multivariate regression to estimate SFCs based on catchment
characteristics (e.g. Sanborn and Bledsoe, 2006; Carlisle et al., 2010; Knight et al., 2012), the use of
runoff models has been limited. The regression based approach is rather inflexible in a sense that
it is SFC-specific and only brings limited possibility to evaluate changes in a catchment (Murphy
et al., 2013). It is therefore of major interest to thoroughly evaluate and improve prediction
accuracy of SFC using hydrological models (Poff et al., 2010; Olsen et al., 2013; Shrestha et al.,
2014; Murphy et al., 2013).
Paper I and Paper II of this thesis contribute to the knowledge on the usefulness of hydrologi-
cal models for estimating ecologically relevant SFCs. The calibration of HBV using statistical
metrics or a combination of multiple statistical metrics (Paper I) resulted for the majority of SFCs
in estimation accuracies of +/- 30 %, which is equivalent to the estimation uncertainty related to
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the use of different observation time periods (Kennard et al., 2010).
SFC estimates from calibrations with statistical metrics were usually improved when using
the SFC itself as objective function (ISingle; Paper II). The benefit of such very accurate SFC
estimates from targeted model calibration comes at the cost of a limited information value of
these simulations for other SFCs. Focusing model calibration on a single SFCs probably leads
to an inadequate representation of other hydrograph aspects, whereby the information value
of a SFC for other SFCs can quickly become limited. For some SFCs, tailored calibrations were
also related to relatively high uncertainties when moving from calibration to validation (i.e.,
robustness). Robustness was highest for SFCs representing physical catchment properties (e.g.
recession rate or baseflow), which could be attributed to the fact that model parameters are
conceptually intended to represent these characteristics. In contrast, SFCs related to high flows
were the least robust, possibly because they are subject to inter-annual weather conditions and
highly local precipitation dynamics. An additional indicator for the robustness of a SFCs is the
length of the time series needed to calculate a SFC. For example, the two least robust SFCs were
MH10 (maximum October runoff) and TL1 (timing of annual minimum runoff). Both SFCs are
calculated from a single value per year. Many model parameter values can perfectly simulate
this single discharge value, but a good model performance does not depend much on an accurate
representation of the runoff response.
While the calibration on a single SFC improved prediction accuracy compared to a calibration
on statistical metrics (i.e., Re f f ), the use of multiple SFCs as objective function (IMulti) did not
make a significant difference. From these results it can be concluded that the main hydrological
processes are similarly well represented with calibrations on Re f f and IMulti. This was surprising
given that IMulti explicitly contained information on important hydrograph characteristics, such
as baseflow, annual dischrge volume, major discharge events, and the recession rate of events.
These results are in contrast to studies of Yilmaz et al. (2008) and Pfannerstill et al. (2014),
where the use of multiple signatures for model calibration improved prediction accuracy for the
general shape of the hydrograph. The highly variable information value of objective functions
for simulating a multitude of SFCs highlights that calibration is a trade-off between finding
a parameterization that is general enough to represent multiple hydrograph aspects and one
that simultaneously emphasizes specific SFCs. This trade-off is a common observation as perfect
model parameterizations are not possible due to a variety of uncertainty sources involved in the
modeling process (Beven, 2016).
Concluding the discussion on the selection of objective functions for estimating SFCs, it can
be argued that the variable robustness and information value of individual SFCs questions their
usefulness as single objective functions, especially when using models for the prediction under
changing conditions. Although IMulti and Re f f were comparable in terms of their simulation
accuracy for SFCs, IMulti could be favored due to its more physically reasoned background. The
decision to base multi-objective functions on SFCs requires a careful selection of signatures.
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While the selection in this thesis was based on the ecological relevance of SFCs, their robustness,
and information value, one could also follow the recently proposed guideline of McMillan et al.
(2017).
From an environmental management perspective it might furthermore be of interest that
results of Paper I and Paper II indicated that independent of the objective function high and
mean flows were generally overestimated, whereas low flows were underestimated. This finding
is in agreement with other studies evaluating simulations of ecologically relevant SFCs (Olsen
et al., 2013; Kiesel et al., 2017; Caldwell et al., 2015). The observed tendency of over and under-
prediction indicates that HBV tends to retain water during event peaks and successively releases
groundwater to the stream during dry periods.
5.1.2 Towards a non-parametric variant of the Kling-Gupta efficiency
The use of non-parametric objective functions is still a relatively new approach to model calibra-
tion. The comparison of simulations from calibrations with the Kling-Gupta efficiency RKG and
its partly non-parametric formulation RNP demonstrated the value of non-parametric metrics for
runoff model calibration.
Expressing flow variability in terms of the normalized FDC instead of the standard deviation
positively affected simulations of all evaluated hydrological signatures and statistical metrics.
The favorable effect of the FDC over the standard deviation is encouraging although it might
not be surprising. It is likely related to the fact that the FDC characterizes the distribution of
discharge over the full range of discharge magnitudes (Vogel and Fennessey, 1995), which makes
it a more representative metric for flow variability than the standard deviation.
Describing discharge dynamics by the Spearman rank correlation instead of the Pearson
correlation had a varied effect on discharge simulations. Since Spearman rank correlation uses
ranked discharge time series it has a low sensitivity to outliers (Krause et al., 2005; Legates
and McCabe, 1999) and is linked to a loss of information. Ranked discharge time series shift
the focus of model calibration away from peaks towards mean and low flows. As a consequence,
mean and low-flow related metrics were well simulated with Spearman rank correlation as
objective function. However, the timing and magnitude of high flows was better simulated when
Pearson correlation was used for calibration. Although a reduced sensitivity of model calibrations
to high flows might seem a disadvantage for certain hydrograph aspects, it makes calibration
less sensitive to potential rating curve uncertainties, which are typically large for exceptional
peak flow events (McMillan et al., 2012). The results of Paper III also indicated that the use of
Spearman rank correlation leads to a purer characterization of discharge dynamics as opposed to
Pearson correlation that is a measure of both dynamics and magnitude.
The third component of RKG and RNP , the volume error, was described by the bias in mean
discharge. There were two reasons to use the mean instead of the non-parametric median for
characterizing discharge volumes. First, a hydrological model needs information on the total
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discharge volume in a hydrological year to keep the water balance closed during calibration, i.e.,
to constrain model parameters of actual evaporation. In case of skewed distributions, the median
only provides the information on the 50th quantile, whereas the mean contains information on
the central tendency and the distribution. Using the median as an approximation for discharge
volume would retain essential information from calibration. Second, the median discharge of
semi-arid and arid catchments with prolonged dry periods can be zero, which would result in
numerical problems when calculating bias metrics.
The objective function RNP suggested in Paper III is a way towards calibration criteria with
more realistic assumptions about the statistical nature of discharge observations and model
errors. RNP is therefore an interesting alternative to commonly used statistical metrics. The
potential of RNP is furthermore supported by the observation that model calibration with non-
parametric criteria resulted in good simulations for multiple hydrograph characteristics. If timing
and magnitude of high-flows are of major interest, the modeler has to be aware of the limitations
of RNP . However, when interested in mean and low-flows, RNP could provide an alternative to
the common practice of log-transformation of discharge data, which should be avoided when
calculating RKG (Santos et al., 2018).
5.1.3 Synthesis
In Papers I to III it was demonstrated that the selection of the objective function is a critical
step in the model application and should be a well reflected process. Results of Papers II and
III also highlighted the importance of calibrating a runoff model against multiple hydrograph
aspects that represent important aspects of a catchment’s runoff response. These results are in
line with the paradigm of multi-objective calibration. The use of multiple criteria should prevent
an overfitting of model parameters to single hydrograph aspects and is thus expected to result in
more reliable discharge predictions (some early studies are Lindström et al., 1997; Gupta et al.,
1998; Boyle et al., 2000). Evaluating model simulations against multiple criteria is also seen as a
more rigorous test for runoff models (Boyle et al., 2000).
While the number of criteria used for calibration probably depends on the number of model
parameters (Efstratiadis and Koutsoyiannis, 2010), the major question to be answered is which
metric to use for a multi-objective function. Should a modeler select hydrological signatures that
have a very specific function, such as the ecologically relevant SFCs used in Paper II? Or should
one rather combine classical statistical metrics in a way that they account for the statistical
nature of discharge observations and model errors as done in Paper III? The answer to these
questions is likely rather individual since it depends on a hydrologists background and modeling
philosophy, but also on the ultimate aim of the modeling study.
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5.2 Gauging the ungauged catchment: Value of single discharge
observations
5.2.1 Which discharge observations are most informative for model
calibration?
Hydrograph and FDC belong to the most widely used hydrological signatures. While the hydro-
graph is probably the most complex signature measuring discharge dynamics and magnitudes,
the FDC only characterizes the distribution of discharge magnitudes. As shown in Paper IV, the
prediction of these two signatures generally requires different flow information, i.e., observations
from sampling strategies have a different value when evaluated for the FDC or the hydrograph.
Results in Paper IV indicated that there are mainly two reasons for the varying value of data.
One reason is the range of discharge magnitudes covered by a sampling strategy and a second
reason is related to model parameters active at the time discharge samples are provided to the
model. Model parameters of the groundwater and the routing routine define the shape and timing
of a hydrograph. These parameters were best constrained by sampling strategies measuring
peak flows and event recessions. This is likely why high-flow oriented strategies were finally
the most valuable ones for the prediction of hydrographs. Results of Paper IV are therefore
in agreement with previous studies reporting a relatively high value of maximum flows and
recession data (Seibert and Beven, 2009; Seibert and McDonnell, 2015) or wet periods (Yapo et al.,
1996; Vrugt et al., 2006; Melsen et al., 2014) for the prediction of hydrographs compared to low
flows or observations during dry periods. In contrast to hydrographs, an accurate prediction of
FDCs relies on a well-modeled water balance. The water balance is to a large degree defined
by parameters in the soil routine of HBV, where evaporation and groundwater recharge are
calculated. To model the water balance correctly, HBV needs information on annual discharge
volumes. This information is sampled by strategies that cover the full range of runoff magnitudes
and result in a collection of samples with a comparable discharge distribution as continuous time
series.
Although a runoff model generally needs different information for the simulation of FDCs
and hydrographs, informative sampling strategies were found for both signatures if model
calibration was based on the objective function Re f f _logQ instead of Re f f . Calibration with
Re f f _logQ emphasizes mean and low flows giving more weight to a range of magnitudes and
reducing the importance of accurately simulating the magnitude and timing of high flows. The
shift in calibration focus had the effect that strategies could be found that were informative for
both hydrograph and FDC simulations. This result confirms the findings made in Papers I to III,
and highlights that a careful choice of the objective function might be even more critical when
predicting discharge in data scarce regions.
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5.2.2 Informing regionalization with a limited number of discharge
observations
The information of a few discharge observations could considerably improve discharge predictions
of classical regionalization approaches. Results of Paper V therefore confirm the findings of
Rojas-Serna et al. (2016) and Viviroli and Seibert (2015), where randomly selected discharge
observations or observations during mean-flow conditions were a valuable source of information
for regionalization. Results of Paper V furthermore revealed that the value of observations
was higher for regionalization with attribute similarity than for the spatial-proximity based
regionalization approach. The difference in value was possibly due to the lower model performance
of regionalization with attribute similarity than with spatial proximity. The selection of donor
catchments based on common catchment attributes could lead to surprisingly large distances
between donor and receiver catchment. In some cases, such as arid catchments, close catchments
are likely more representative for dominant runoff processes than seemingly similar catchments
from humid regions far away.
Independent of the regionalization approach, observations were most informative in arid
catchments, snow dominated catchments, and catchments with winter-precipitation. These
are all catchments with pronounced high-flow periods. Discharge observations used to inform
regionalization were taken during these hydrologically active and important periods and therefore
informed regionalization with data representing the major aspects of a runoff regime. These
results are comparable to those of Viviroli and Seibert (2015), who reported that observations
were especially valuable for snow and icemelt dominated catchments, whereas observations were
less effective in constraining regionalization uncertainty in precipitation dominated catchments
of Switzerland. Variability in precipitation events and the related randomness in the yearly
runoff regime could be a reason for the smaller effect of observations in precipitation driven
catchments (Viviroli and Seibert, 2015). The characteristic runoff response of these catchments
possibly needs to be represented with a larger number of discharge observations.
Sampling years with high sums of annual or winter precipitation and therefore high annual
peak discharge were the least informative ones for regionalization. This was unexpected at first
given that observations during peak discharge (Paper IV; Seibert and McDonnell, 2015) and
wet periods (Yapo et al., 1996; Vrugt et al., 2006; Melsen et al., 2014) have been shown to be
valuable for model calibration. However, different processes might dominate runoff response
during unusually high flow events than in an average year. Observations taken during such
exceptional conditions could thus be of limited representativeness for the typically observed
catchment behavior. The reduced information value of observations from disinformative years
could also be a reason why taking 24 observations instead of 3 was important for the least
informative year, whereas 3 observations could be of comparable value as 24 when sampled in
the most informative year.
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5.2.3 Synthesis
Paper IV and Paper V contribute to the PUB discussion on the value of discharge data in
constraining and reducing predictive uncertainty in ungauged catchments. The presented results
clearly demonstrated the distinct value of a small number of observations for either directly
constraining model parameters or for evaluating regionalized parameter sets.
Both studies have been based on the assumption that discharge observations are collected
within a single hydrological year. While this assumption is a valid and also a realistic constraint
from a practical perspective, it made the value of discharge observations sensitive to the sampling
year. In Paper V, this sensitivity to sampling years could be related to the inter-annual variability
in hydroclimatic conditions. The insight in what makes an informative or a disinformative year
could only be gained by the use of all 579 catchments and was not discovered in Paper IV with 20
catchments. Similarly, relationships between the value of data and catchment types could only be
established on the base of all 579 catchments. This highlights the potential and opportunities
that large-sample data sets provide for the hydrological modeling community.
In practice, one does not know the hydrological conditions of a sampling year beforehand,
i.e., is unknown if it will be an informative year. However, a crude estimate could be done at the
end of the sampling year based on field observations when taking discharge measurements or by
taking neighboring gauged catchments as a reference. Such an estimate would allow to indirectly
assess the relative value of the observations taken during that particular year. Likewise, making
measurements exactly at the annual or monthly peak discharge is a rather difficult task. The
fact that there was no single best strategy but rather a set of best strategies containing similar
observations is an indicator that there is some flexibility in taking discharge samples. Probably
more important than the exact sampling strategy, is the active decision on the ultimate aim of
discharge simulations as indicated by the findings of Papers I to IV.
Finally, in both Paper IV and Paper V modeling results were evaluated in relation to bench-
marks instead of absolute performance values. Since absolute model performance can vary
strongly between catchments, benchmarks are a way to evaluate model performance relative
to what could be achieved at best or what should be achieved at minimum (Seibert et al., 2018).
The selection of benchmarks can for example depend on the modeling aim or on data availability.
The concept of benchmarks is especially valuable in the context of PUB, where it is of major
interest to evaluate the value of a small number of observations compared to a non-informed
situation or efforts related to the maintenance of long-term gauging stations. The absolute model
performance becomes more important in practical applications as soon as model performance is












In this thesis, the value of discharge data in hydrological modeling was evaluated. The major
research questions were motivated by the need of accurate estimates of ecologically relevant
SFCs and reliable predictions of discharge in ungauged basins. The individual studies building
up this thesis therefore focused on i) the value of SFCs and (non-parametric) statistical metrics
for hydrological model calibration aiming at accurate simulations of multiple hydrograph aspects,
and ii) the value of a limited number of discharge observations for model calibration and informing
regionalization in ungauged basins. The main findings of this thesis can be summarized as follows:
• Value of SFCs for model calibration: The use of SFCs as objective functions allows to
base model calibration on metrics with physical meaning or ecohydrological relevance. In
this thesis it was demonstrated that the variable robustness and information value of SFCs
when used as objective functions requires a careful selection of SFCs. Model calibration
with a single SFC or multiple SFCs is prone to the classical calibration trade-off situation,
which makes accurate estimates of a diverse set of SFCs from a single hydrograph a
challenging modeling task. The specification of a clear simulation aim enables targeting
model calibration and in case of ungauged catchments, strategically selecting discharge
observations.
• Value of non-parametric objective functions for model calibration: The selection
of objective functions is implicitly linked to assumptions about the statistical nature of
discharge data and model simulation errors. Results of this thesis demonstrated that cali-
bration metrics accounting for non-normality, outliers, and non-linearity in data can provide
an interesting alternative to commonly used statistical metrics. More specifically, the pro-
posed modification of the popular Kling-Gupta model efficiency towards a non-parametric
43
CHAPTER 6. CONCLUSIONS
metric (using the Spearman rank correlation and the flow-duration curve) resulted, except
for the timing and magnitude of exceptionally high flows, in good simulations for a range of
hydrograph characteristics.
• Value of single discharge observations for model calibration: Prediction of dis-
charge in ungauged basins is one of the major challenges in hydrology. Results of this
thesis indicated that yearly discharge sampling campaigns can improve the basis for deci-
sion making in such ungauged basins. A strategic selection of sampling days is essential
given that the timing of the most informative observations depended on the ultimate
simulation aim. For example, the prediction of hydrographs required information about
peak flows and event recessions, whereas information on the full range of a catchment’s
discharge magnitudes was needed for an accurate prediction of the flow-duration curve.
Within this thesis it was furthermore demonstrated that a limited number of discharge
observations can be highly valuable for informing regionalization, especially in catchments
with a pronounced (seasonal) runoff response.
• Value of data and large-sample data sets: The value of single discharge observations,
the selection of SFCs or statistical metrics for model calibration, and the focus in model
evaluation are inherently related to each other. Large-sample data sets support the explo-
ration of such aspects and relationships, allow obtaining generalized results, and provide











The findings of this thesis highlighted opportunities and challenges in hydrological modeling
that are related to the use of single discharge observations or specific hydrograph characteristics.
The practical implications of the results are twofold. First, a small number of single discharge
observations can already be valuable for constraining model parameters, which encourages to
take the effort of gauging ungauged catchments. Second, carefully reflecting on the modeling aim
is essential since this helps to adjust model calibration to important hydrograph characteristics
and to the availability of data. The findings of this thesis also raise new questions for further
research about the value of different types of data, the prediction in ungauged basins, and the
uncertainty of hydrological signatures.
Value of different types of data: In this thesis, the value of data for the prediction in un-
gauged basins was evaluated under the assumption that a hydrologist gets the opportunity to
make a few discharge measurements in the otherwise ungauged catchment. In practice, a water
level logger could easily be installed at the first field visit to complement discharge measure-
ments. Continuous water level records have been shown to be surprisingly valuable for model
calibration (Seibert and Vis, 2016). Combining information of single discharge observations and
continuous water levels would allow to calibrate the model not only for volume errors, but also for
discharge dynamics. Discharge uncertainty indicated by the spread in discharge simulations for
a given day, could then be used to decide at which water level additional discharge measurements
could be made. While in situ measurements of e.g. evaporation, soil moisture, snow, or water
storage variation usually require more resources in from of equipment and labor than discharge
measurements, remote sensing data of these various water balance components are becoming
available (Montanari et al., 2013). Such data could be used in addition to in situ observations to
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evaluate model realism (i.e. internal model variables) or to evaluate the representativeness of
regionalized parameter sets.
Catchment similarity and regionalization: The question about the hydrological functioning
of catchments is one of the most fundamental ones in hydrology. Most regionalization approaches
are based on the concept that a catchment’s runoff response is tightly linked to measurable
catchment characteristics. However, regionalization approaches that make explicitly use of this
concept, such as parameter regression or attribute similarity, have often not performed as ex-
pected (see e.g. Parajka et al., 2013). More or new knowledge on major runoff response drivers
can be a crucial step in improving prediction in ungauged basins. This knowledge could be gained
through comparative field experiments, but also from large-sample data sets. Large-sample data
sets have only recently become available and have been used by Berghuijs et al. (2014) or Kuentz
et al. (2017) to explore catchment similarity by jointly evaluating the information of catchment
runoff response and attributes. Such historic data sets are seen as one of the most important
sources for new information and should be more exploited (Montanari et al., 2013) also with the
focus on different temporal and spatial scales. In regionalization, more detailed knowledge on
catchment similarity could be used to select more representative donor catchments or to evaluate
regionalized parameter sets against an expected range of runoff responses. It might also be worth
to explore whether runoff response and thus groups of similar catchments can be related to model
structure, which would ultimately allow to regionalize model structures.
Uncertainty of hydrological signatures: Hydrological signatures are useful indices for eval-
uating hydrograph simulations. However, even signatures derived from observed time series can
be related to considerable uncertainties due to their sensitivity to the length of a time series
(Kennard et al., 2010) or rating curve uncertainties (Westerberg et al., 2016). Predicting signatures
with hydrological models for ungauged catchments or for changing catchment conditions will
add additional uncertainties to the estimated signatures. Quantifying and communicating this
prediction uncertainty for a multitude of signatures and hydroclimates is essential to support a
sustainable water management in the future.
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Abstract: Quantification of streamflow characteristics in ungauged catchments remains  
a challenge. Hydrological modeling is often used to derive flow time series and to calculate 
streamflow characteristics for subsequent applications that may differ from those envisioned 
by the modelers. While the estimation of model parameters for ungauged catchments is  
a challenging research task in itself, it is important to evaluate whether simulated time  
series preserve critical aspects of the streamflow hydrograph. To address this question, seven 
calibration objective functions were evaluated for their ability to preserve ecologically relevant 
streamflow characteristics of the average annual hydrograph using a runoff model, HBV-light, 
at 27 catchments in the southeastern United States. Calibration trials were repeated 100 times 
to reduce parameter uncertainty effects on the results, and 12 ecological flow characteristics 
were computed for comparison. Our results showed that the most suitable calibration strategy 
varied according to streamflow characteristic. Combined objective functions generally gave 
the best results, though a clear underprediction bias was observed. The occurrence of low 
prediction errors for certain combinations of objective function and flow characteristic 
suggests that (1) incorporating multiple ecological flow characteristics into a single objective 
OPEN ACCESS
Water 2015, 7 2359 
 
 
function would increase model accuracy, potentially benefitting decision-making processes; 
and (2) there may be a need to have different objective functions available to address specific 
applications of the predicted time series. 
Keywords: hydrological modeling; ecological flow characteristics; objective functions;  
model calibration; parameter uncertainty; catchments 
 
1. Introduction 
The interactions between streamflow and aquatic ecosystems have occupied researchers across a range 
of disciplines for more than 50 years. Beginning with studies as early as Rantz [1] and continuing through 
Tennant [2] to the present day, numerous individual streamflow characteristics have been associated with 
various ecological responses [3]. More recently, studies have emphasized the importance of multiple 
streamflow characteristics operating simultaneously or interacting to influence ecological outcomes [4]. 
These streamflow characteristics are used to quantify relations between flow and ecological responses.  
At sites where streamflow records are available, the ecologically relevant streamflow characteristics (SFCs) 
can be derived directly from streamflow observations. However, many, probably most, sites of biological 
interest have few if any observed streamflow records. 
Where streamflow records are unavailable, hydrological modeling is commonly used to derive flow 
time series, and these simulated time series are then used to derive streamflow characteristics. The basic 
assumption is that if a model is capable of reproducing observed streamflow with some accuracy, the 
simulated time series are also suitable to derive ecologically relevant flow characteristics. However, one 
has to note that flow simulations are never perfect and that they generally depend on the model and its 
parameterization. Therefore, the suitability of simulated flow series as a basis for the estimation of 
streamflow characteristics might vary considerably. Key issues that must be addressed include which 
aspects of the stream hydrograph (SFCs) should be estimated and which modeling approaches are best 
suited for estimating them. 
At least two broad approaches to hydrologic modeling have been applied to ecological flow problems. 
Regional statistics have been used to predict ecologically relevant streamflow characteristics at ungauged 
sites to support the development of ecological response functions, with streamflow as the controlling 
variable [5–7]. Such statistical models depend on prior definition of the streamflow characteristics of 
interest and thus are of limited flexibility should other flow characteristics later emerge as important [8]. 
An alternative approach is the use of runoff models, which simulate an entire hydrograph for some period 
of interest from which any number of streamflow characteristics can subsequently be calculated [8]. 
Runoff models have been recommended by some authors as the tool of choice for ecological flow  
studies [4], while others have expressed reservations about their suitability for such applications [8,9]. 
There are two main criticisms related to using runoff models for application to ecological-flow studies. 
The first is the difficulty in transferring the calibrated model parameters from a gauged basin, where the 
model can be calibrated and verified, to an ungauged basin where model performance cannot be evaluated 
directly. This issue of predictions in ungauged catchments is an area of active research and can be addressed 
by different regionalization approaches [10]. However, even with perfectly estimated parameter values 
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(i.e., the estimated parameters for an ungauged catchment correspond to what had been achieved with 
local model calibration) a second issue remains. This is that the models are generally calibrated on some 
measure of overall model performance such as the model efficiency [8,9], while biological responses to 
streamflow are commonly associated with specific aspects of the hydrograph, such as the long-term mean 
or, often more important, high- or low-flow extremes [6,11–14]. This observation raises the question: Can 
alternative approaches to the design and calibration of runoff models improve their ability to estimate 
ecologically relevant flow characteristics with a level of accuracy and precision needed to provide useful 
insights to the interaction between streamflow and ecosystems? 
In this study, we used the HBV-light model [15–19] for runoff simulations. This model is an example 
of a multi-tank catchment model, with 10–15 parameters which are typically estimated by calibration. 
Several objective functions, each focusing on a different aspect of the hydrograph, were used to calibrate 
HBV-light. The aim of this study was to evaluate different objective functions for their ability to produce 
simulated time series that adequately preserve ecologically important flow characteristics. 
2. Materials and Methods 
2.1. Study Catchments 
The 27 catchments used in this analysis represent parts of four Level 3 Ecoregions [20], listed east  
to west: Blue Ridge, Ridge and Valley, Central Appalachians, and Appalachian (Cumberland) Plateau 
(Figure 1). The catchments have average basin area of 829 square kilometers (km2) (range 104–4799 km2) 
and average elevation of 491 m above the North American Vertical Datum of 1988 (NAVD 88) (range 
174–937 m) (Table 1). Hardwood forest and pasture are the dominant land cover in the study area. Soils 
are deep in the Blue Ridge ecoregion which leads to increased baseflow in comparison to the relatively 
thinner soils of the Appalachian Plateau and Ridge and Valley ecoregions [20] Generally, topographic 
slope and regolith thickness decreases from east to west, while karst development is most prominent in the 
Ridge and Valley [21]. Combined, these catchment characteristics produce noticeable and documented 
regional variations in hydrologic response and streamflow regimes [21–24]. 
 
Figure 1. Catchment outlet locations for 27 basins modelled using 7 calibration schemes  
for HBV-light. 
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Table 1. U.S. Geological Survey (USGS) stream gaging sites used for model calibration and 
error evaluation. Latitude and longitude represent the basin outlet; ecoregion defined as the 
Level 3 ecoregion with the majority of the basin area; km2, square kilometers; horizontal 
reference is North American Datum 1983; vertical reference is North American Vertical 
Datum 1988. 
Temperature and precipitation in the study area vary with longitude and elevation. Average annual 
temperature in the area is 13.9 degrees Celsius (°C). The warmest months of the year are July and August, 
and the coldest are typically January and February [25]. The Blue Ridge averages about 1350 millimeters 
per year (mm/y) of precipitation annually, compared to 1450 mm/y in the Cumberland Plateau and Ridge 
and Valley [26]. Locally, precipitation in the Blue Ridge can exceed 2000 mm/y at the highest elevations. 
Less than 2 percent of the precipitation comes as snow (based on 1:10 ratio of rain to snow). The 
streamflow regime in the study area is characterized by peak runoff typically between December and 
April as the result of frozen or saturated soils and low evapotranspiration rates. Summer months typically 
have lower streamflows because of increased temperatures and evapotranspiration rates, though occasional 










Basin Area (km2) 
1 03441000 35.2731 −82.7058 645 Blue Ridge 104 
2 03443000 35.2992 −82.6239 628 Blue Ridge 766 
3 03446000 35.3981 −82.5950 637 Blue Ridge 173 
4 03455000 35.9816 −83.1611 308 Blue Ridge 4799 
5 03459500 35.6350 −82.9900 712 Blue Ridge 906 
6 03460000 35.6675 −83.0736 749 Blue Ridge 127 
7 03463300 35.8314 −82.1842 810 Blue Ridge 112 
8 03465500 36.1765 −82.4574 463 Blue Ridge 2082 
9 03471500 36.7604 −81.6312 642 Blue Ridge 198 
10 03473000 36.6518 −81.8440 546 Blue Ridge 785 
11 03475000 36.7132 −81.8187 555 Ridge and Valley 534 
12 03479000 36.2392 −81.8222 795 Blue Ridge 236 
13 03488000 36.8968 −81.7462 519 Ridge and Valley 578 
14 03497300 35.6645 −83.7113 337 Blue Ridge 271 
15 03498500 35.7856 −83.8846 259 Blue Ridge 697 
16 03500000 35.1500 −83.3797 612 Blue Ridge 361 
17 03500240 35.1589 −83.3942 615 Blue Ridge 146 
18 03503000 35.3364 −83.5269 537 Blue Ridge 1130 
19 03504000 35.1275 −83.6186 937 Blue Ridge 135 
20 03512000 35.4614 −83.3536 562 Blue Ridge 476 
21 03524000 36.9448 −82.1549 457 Ridge and Valley 1382 
22 03528000 36.4251 −83.3982 323 Ridge and Valley 3816 
23 03531500 36.6620 −83.0949 384 Central Appalachians 828 
24 03540500 35.9831 −84.5580 232 Cumberland Plateau 1815 
25 03550000 35.1389 −83.9806 474 Blue Ridge 268 
26 03568933 34.8975 −85.4631 202 Ridge and Valley 379 
27 03574500 34.6243 −86.3064 174 Cumberland Plateau 814 
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late-summer through the fall coinciding with continuing high temperatures and evapotranspiration rates 
combined with decreased precipitation (October is the driest month generally). Annual runoff for the study 
area varies from approximately 450 to more than 760 mm [27]. 
The Tennessee and Cumberland River basins (considered as one aquatic ecoregion by Abell et al. [28]) 
have the highest level of freshwater diversity in North America and possibly the most diversity for any 
temperate freshwater ecoregion in the world [29,30]. Included in this measure are 231 fish species (with 
67 (29 percent) being endemic) along with a globally outstanding unionid mussel and crayfish fauna. 
Many of these species are restricted to the Tennessee and Cumberland River basins [28] (pp. 212–213). 
A wide range of human activities threaten these populations, including urbanization, mining, logging, 
agriculture, and other forms of land disturbance that alter hydrologic response [28]. In addition, the  
entire main channels of the Tennessee and Cumberland Rivers, together with many of their tributaries, 
have been impounded. Flow alteration as a result of these activities has degraded or destroyed stream 
habitat according to Abell et al. [28], with more than 57 fish species and 47 mussel species at risk in the 
Tennessee–Cumberland aquatic ecoregion [31] (cited in Abell et al. [28], p. 213). 
2.2. HBV Model 
The HBV model [15,16] is a simple multi-tank-type model for simulating runoff. Rainfall and air 
temperature data [32] as well as estimated potential evaporation data based on the American Society  
of Civil Engineers Penman–Monteith method [33–36] are inputs to the model, which consists of four 
commonly used routines: (1) snow; (2) soil moisture; (3) response; and (4) routing. These routines, or 
slight modifications, are commonly used in other similar models (for example PRMS; Leavesley, Lichty, 
Troutman, and Saindon, 1983). In the snow routine, snow accumulation and snow melt are calculated  
by a degree-day method [37]. The soil moisture routine represents soil–water storage, which is used in 
conjunction with temperature and precipitation to drive evaporation and groundwater recharge. Evaporation 
from the soil tank equals the potential evaporation if the relative soil moisture storage is above a certain 
fraction, while below that fraction a linear reduction is applied. The response routine consists of connected 
shallow and deep groundwater storage terms and simulates runoff by summing up three linear outflow 
equations representing peak, intermediate and base flow. The routing routine delivers simulated runoff 
to the catchment outlet based on a triangular weighting function in the routing routine. 
Catchments can be separated into different elevation and vegetation zones as well as into subbasins 
in HBV. In this study, however, catchments were disaggregated using only different elevation zones to 
reduce problems of over-parameterization. Calculations were performed separately for each elevation 
zone according to catchment for the snow and soil-moisture routines. Groundwater storage was treated 
as a lumped representation for each catchment. The version of HBV used in this study, HBV-light [18], 
corresponds to a slightly modified version of HBV-6. HBV-light uses a warming-up period of normally 
one year to set state variable values according to the preceding meteorological conditions and parameter 
sets. A more detailed description of HBV-light can be found in [18]. 
2.3. Calibration 
The HBV-light model was applied to the 27 catchments using a daily time step. Each catchment was 
separated into elevation zones of 200 m, which cover at least 5 percent of the area of their respective 
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catchment. Elevation zones covering less than 5 percent of the catchment area were merged with 
neighboring elevation zones. Rainfall and temperature data were compiled for the different elevation zones 
with a lapse rate of 10 percent/100 m and 0.6 °C/100 m, respectively. The long-term monthly potential 
evaporation data were linearly interpolated to daily values and corrected by using the deviations of the 
temperature to its long-term mean. 
For all catchments, the first three years of input data measurements were used for the “warming-up” 
of the model to estimate the initial state variables. The rest of the data were divided into two equal time 
periods (14 years) covering the hydrological years (1 October through 30 September) from 1983 to 1996 
and from 1996 to 2009. Each time period served both as calibration and validation period; when using the 
first time period for calibration the second time period was used for validation, and vice versa. This 
approach to calibration, validation, and parameterization allows us to consider distributions of parameter 
values derived from multiple independent realizations of the model, providing a generally robust 
evaluation. To address parameter uncertainty and equifinality [38], each calibration was repeated 100 times 
(here called calibration trials), which because of the random elements of the Genetic Algorithm and 
Powell optimization (GAP, [39]) used for calibration, resulted in 100 different parameterizations. The 
feasible parameter value ranges were defined based on previous studies (Table 2) [40]. 
Table 2. Parameter ranges used during the Genetic Algorithm and Powell optimization (GAP) 
calibrations within HBV-light. (°C, degrees Celsius; mm, millimeter; D, day). 
Parameter Explanation Minimum Maximum Unit 
Snow Routine     
TT Threshold temperature −2 2.5 °C 
CFMAX Degree-day factor 0.5 10 mm·°C−1·D−1 
SFCF Snowfall correction factor 0.5 1.2 - 
CFR Refreezing coefficient 0 0.1 - 
CWH Water holding capacity 0 0.2 - 
Soil Routine     
FC Maximum storage in soil box 100 550 mm 
LP 
Threshold for reduction of evaporation  
(relative storage in the soil box) 
0.3 1 - 
BETA Shape coefficient 1 5 - 
Response Routine     
PERC Maximal flow from upper to lower box 0 4 mm·D−1 
UZL Maximal storage in the soil upper zone 0 70 mm 
K0 
Recession coefficient (upper box,  
upper outflow) 
0.1 0.5 D−1 
K1 
Recession coefficient (upper box,  
lower outflow) 
0.01 0.2 D−1 
K2 Recession coefficient (lower box) 0.00005 0.1 D−1 
Routing Routine     
MAXBAS Routing, length of weighting function 1 5 D 
We considered seven different objective functions for calibration, which consisted of either single or 
combined statistical criteria evaluating the fit between observed and simulated values (Tables 3 and 4) to 
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assess the influence of an objective function on the value of the simulated ecological indicators. The 
objective functions were chosen to represent different statistical aspects of streamflow. The combinations 
of criteria were defined to evaluate different aspects simultaneously; for example, combination 2 (C2) 
included Reff, MARE, Spearman, and Volume Error (see Table 3 for a description of the criteria). Reff 
and MARE are sensitive to peaks and low flows, respectively, and therefore help evaluate performance 
with respect to extreme discharge values. Volume Error expresses how well the model predicts overall 
runoff volume for the simulation period, whereas the Spearman rank coefficient reflects the model’s 
success in replicating the overall timing and magnitude of discharge. Each objective function was used to 
calibrate the model for each time period, resulting in 14 simulated time series (seven objective functions 
for two different calibration periods) of streamflow for each catchment modeled. 
Table 3. Definitions criteria used in objective functions for the automatic calibration trials 
using the Genetic Algorithm and Powell optimization (GAP) algorithm. 
Criterion Description Definition 
Reff Model efficiency 1 − ∑(ܳ୭ୠୱ − ܳୱ୧୫)
ଶ
∑(ܳ୭ୠୱ − ܳ୭ୠୱതതതതതത)ଶ 
LogReff Efficiency for log(Q) 1 − ∑(lnܳ୭ୠୱ − lnܳୱ୧୫)
ଶ
∑(lnܳ୭ୠୱ − lnܳ୭ୠୱതതതതതത)ଶ 
Lindström Lindström measure ܴ݂݂݁ − 0.1 |∑(ܳ୭ୠୱ − ܳୱ୧୫)|∑(ܳ୭ୠୱ)  





Spearman Spearman rank  correlation (2) 
∑(ܴ୭ୠୱ − ܴ୭ୠୱതതതതതത)(ܵୱ୧୫ − ܵୱన୫തതതതതത)
ඥ∑(ܴ୭ୠୱ − ܴ୭ୠୱതതതതതത)ଶ ඥ∑(ܵୱ୧୫ − ܵୱన୫തതതതതത)ଶ
 
VolumeError Volume error 1 − |∑(ܳ୭ୠୱ − ܳୱ୧୫)|∑(ܳ୭ୠୱ)  
(1) Where n is the number of days; (2) Where Robs and Ssim are the ranks of Qobs and Qsim, respectively. 
Table 4. The three combination objective functions used during the Genetic Algorithm and 
Powell optimization (GAP) calibrations within HBV-light. The criteria were weighted equally 
in each case. See Table 3 for a more detailed specification of each of the criteria. 
Combined Objective Function Criteria 
C1 Reff, LogReff, VolumeError 
C2 Reff, MARE, Spearman, VolumeError 
C3 Spearman, VolumeError 
2.4. Evaluation 
The choice of the SFCs is based on studies of Knight et al. [6], which identified 12 specific streamflow 
characteristics, from a larger suite identified in Knight et al. [41], as most appropriate indicators for fish 
species richness in the study area (Table 5). All SFCs were computed using the simulated runoff of each 
catchment that was calibrated with one of the seven objective functions and for the two different 
calibration and validation time periods. The value of each streamflow characteristic was determined for 
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both time periods based on the measurement data. All indices were computed using the free EflowStats 
R-Package [42]. 
Table 5. Definition of streamflow characteristics used in this study (adapted and modified 
from Knight et al., 2014 and Thomson and Archfield, 2014) (mm/day, millimeters per day; 
-, no units; %, percent). 
Streamflow Characteristic Abbreviation Description Units 
Magnitude  
Mean annual runoff MA41 Annual mean daily streamflow mm/day 
Maximum October runoff MH10 Mean maximum October streamflow across the period of record mm/day 
Lowest 15% of daily runoff Flowperc 85% exceedance of daily mean streamflow for the period of record mm/day 
Rate of streamflow recession RA7 
Median change in log of streamflow for days in which the change is 
negative across the period of record 
mm/day 
Ratio  
Average 30-day maximum runoff DH13 
Mean annual maximum of a 30-day moving average streamflow 
divided by the median for the entire record 
– 
Stability of runoff TA1 
Measure of the constancy of a flow regime by dividing daily flows 
into predetermined flow classes 
– 
Frequency  
Frequency of moderate floods FH6 
Average number of high-flow events per year that are equal to or greater 
than three times the median annual flow for the period of record 
number/year 
Frequency of moderate floods FH7 
Average number of high-flow events per year that are equal to or greater 
than three times the median annual flow for the period of record 
number/year 
Variability  
Variability of March runoff MA26 
Standard deviation for March streamflow divided by the mean 
streamflow for March 
– 
Variability in high-flow  
pulse duration 
DH16 
100 times the standard deviation for the yearly average high-flow 
pulse durations (daily flow greater than the 75th percentile) divided by 
the mean of the yearly average high pulse durations 
% 
Variability of low-flow pulse count FL2 
100 times the standard deviation for the average number of yearly 
low-flow pulses (daily flow less than the 25th percentile) divided by 
the mean low-flow pulse counts 
% 
Date  
Timing of annual minimum runoff TL1 Julian date of annual minimum flow occurrence Julian day 
For each objective function, 100 calibration trials were accomplished per catchment for both periods 
(1983–1996 and 1996–2009), producing 100 independently optimized parameter sets per catchment per 
simulation period. For each objective function and streamflow characteristic, the sources of uncertainty 
in the results were analyzed. The spread reflects both differences in behavior among the 27 catchments 
and uncertainty among the parameter sets, but the relative importance of these two sources of variability 
is not uniform. The variability because of differences between catchments was analyzed by computing 
the medians of the streamflow characteristics over the 100 runs per catchment. To be able to compare 
the median values, normalization was carried out by dividing the median values by the corresponding 
observed flow characteristic value. For analyzing the spread resulting from parameter uncertainty, the 
ranges over 100 runs per catchment were divided by the range over the median values of the different 
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catchments. The spread because of parameter uncertainty was compared to the variation between the 
different catchments. 
To quantify the performance of objective functions in representing the different flow characteristics, 
Spearman rank correlation coefficients and Nash-Sutcliffe efficiencies (NSEs) were computed between 
the (median) simulated and observed flow characteristic values of the 27 different catchments. Where 
NSE of 1.0 corresponds to identical flow characteristic values between simulated and observed runoff 
time series for each catchment, a Spearman rank correlation coefficient of 1.0 only requires the order of 
observed and simulated flow characteristic values to be the same. 
3. Results 
The model efficiencies that could be achieved for the different catchments varied from 0.64 to 0.91 
(calibration) and 0.61 to 0.90 (validation), indicating reasonably good runoff simulation with the calibrated 
HBV-light model. As an example of the performance of the simulations with regard to the streamflow 
characteristics, the results for two indices (DH16 (variability in high-flow pulse duration) and MA41 
(mean annual runoff)) for one catchment (03455000) are shown in Figure 2. Each plot contains 28 boxplots 
(one for each combination of an objective function, time period and calibration or validation). Each of the 
boxplots is based on 100 streamflow characteristic values obtained by using the 100 different parameter 
sets per catchment for the simulations. In both cases, there were clear deviations of the flow 
characteristics computed from the simulated time series compared to the observed runoff series as 
indicated by the red lines (red line represents observed SFC value). The streamflow characteristic DH16 
was largely underestimated, especially for period 1 (1983–1996) (Figure 2a). The spread among the 100 
different simulations was considerably larger for period 2 (1996–2009) than for period 1. For SFCs such 
as MA41 (Figure 2b), the performance differences in predicting the streamflow characteristic were 
prominent between the four combinations of calibration and validation periods. 
 
Figure 2. Boxplots for catchment 4 (03455000) and (a) streamflow characteristic DH16 
(Variability in high-flow pulse duration); (b) streamflow characteristic MA41 (Mean annual 
runoff). Cal1 and Cal2 are calibration of period 1, respectively period 2, whereas Val1 and 
Val2 are validation of period 1, respectively period 2. 
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The agreement between observed and simulated flow characteristics varied considerably among the 
different catchments (Figure 3). Each plot contains 28 boxplots (one for each combination of an objective 
function, time period and calibration or validation). Each boxplot is based on 27 values (one value per 
catchment), which were normalized by dividing the median streamflow characteristic value based on 
simulated runoff by the corresponding streamflow characteristic value computed based on the observed 
runoff time series. The spread between the different catchments is much smaller for the streamflow 
characteristic MA41 (mean annual runoff) than for the other flow characteristics. Except for the criteria 
LogReff and MARE, MA41 was reproduced well for both calibration periods, whereas values were 
slightly underestimated when being validated on period 1 and slightly overestimated when validated on 
period 2. Both MA41 (mean annual runoff) and MH10 (maximum October runoff) were reproduced less 
well for parameter sets derived by calibration based on the criteria LogReff and MARE, both of which 
are more sensitive to low flow conditions than the other criteria. 
 
Figure 3. Cont. 




Figure 3. Normalized median flow characteristic values for five different flow characteristics: 
(a) DH16 (Variability in high-flow pulse duration); (b) FL2 (Variability of low-flow pulse 
count); (c) MA41 (Mean annual runoff); (d) MH10 (Maximum October runoff) and (e) TA1 
(Stability of runoff). Each color corresponds to an objective function. Per objective function, 
the four boxplots represent (from left to right) calibration period 1 (Cal1), validation period 1 
(Val1), calibration period 2 (Cal2) and validation period 2 (Val2). Each boxplot is based on 
27 normalized median flow characteristic values, one value for each of the 27 catchments. 
Medians were computed over 100 runs per catchment. Normalization was carried out by 
dividing the median values by the corresponding observed flow characteristic value. 
The distribution of the 27 relative ranges (per catchment—Dividing the range over the 100 runs per 
catchment by the range over the 27 median catchment values) is a measure for the consistency over the 
different catchments (Figure 4). While for some cases there was a low variation (indicated by narrow 
distributions of relative range), for many cases a considerable variation was observed. For calibrations 
based on the Nash-Sutcliffe efficiency, for instance, the median relative range varied from around 0.1 for 
MA41 (mean annual runoff) to above 1 for FL2 (variability of low-flow pulse count). 
 
Figure 4. Cont. 




Figure 4. Relative ranges as a measure for parameter uncertainty for streamflow characteristics 
(a) DH16 (Variability in high-flow pulse duration); (b) FL2 (Variability of low-flow pulse 
count); (c) MA41 (Mean annual runoff); (d) MH10 (Maximum October runoff) and (e) TA1 
(Stability of runoff). Each color corresponds to an objective function. Per objective function, 
the four boxplots represent (from left to right) calibration period 1 (Cal1), validation period 1 
(Val1), calibration period 2 (Cal2) and validation period 2 (Val2). Each boxplot is based on 27 
values, one value for each of the 27 catchments. Relative ranges were computed by dividing 
the range over the 100 runs per catchment by the range over the 27 median catchment values. 
Note that the Mean annual runoff (MA41) has been plotted on a different scale. 
Agreement among the different streamflow characteristics and the different objective functions varied 
considerably (Figure 5). Comparison of streamflow characteristics based on observed runoff series against 
the medians of those obtained from simulated time series allows evaluating the agreement in relation to 
the variation between catchments. These scatter plots show that the agreement varied considerably among 
both the different streamflow characteristics and the different objective functions. While only plots with 
flow characteristics calculated for the first calibration period are shown, results were similar for the other 
calibration and validation periods. The performance for all streamflow characteristics and all combinations 
of calibration/validation periods were evaluated using the Spearman rank correlation coefficients (Table 6), 
which evaluates how well the relative ranking of the indices between the catchments is captured, and  
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the model efficiencies (Table 7), which evaluate how well the exact values were predicted. Typically, 
the values were similar for periods 1 and 2, when the parameterizations obtained by calibration for the 
respective period were used, resulting in a median difference of 0.015 for the Spearman Rank correlation 
and 0.0855 for NSE. In general, results are expected to be poorer for the validation period in comparison 
to the calibration period; however, for the respective validation periods the values were only slightly 
lower (median difference of −0.0215 (Spearman) and −0.029 (NSE)). This indicates that results were 
similar for the two periods and were similar when looking at the validation periods. The average median 
percent error for estimated streamflow characteristics was almost always less than zero, indicating that 
the objective functions used for model calibration typically underestimated each of the 12 streamflow 
characteristics being evaluated (Table 8). 
 
Figure 5. Cont.  





Figure 5. Scatterplots for the streamflow characteristics (a) DH16 (Variability in high-flow 
pulse duration); (b) FL2 (Variability of low-flow pulse count); (c) MA41 (Mean annual 
runoff); (d) MH10 (Maximum October runoff) and (e) TA1 (Stability of runoff) for calibration 
period 1. The points represent the median value of all 100 calibration trials in each catchment 
based on single criteria objective functions (left column) and multi-criteria objective functions 
(right column). 
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Table 6. Spearman rank correlation coefficients between objective functions (horizontal)  
and streamflow characteristics (vertical) based on observed respective simulated streamflow  
(for each group of four values: upper − left = calibration period 1 (Cal1), upper − right = 
validation period 2 (Val2), lower − left = validation period 1 (Val1), lower − right = calibration 
period 2 (Cal2)). Colors are ranging from white (for a Spearman rank correlation of 0) to 
dark green (for a Spearman rank correlation of 1). 
 Reff LogReff Lindström MARE C1 C2 C3 
MA41 
0.973 0.978 0.930 0.927 0.980 0.983 0.919 0.918 0.980 0.981 0.947 0.928 0.981 0.986 
0.957 0.991 0.929 0.947 0.961 0.998 0.926 0.950 0.961 1.000 0.952 0.979 0.962 1.000 
MH10 
0.930 0.831 0.874 0.853 0.916 0.837 0.834 0.829 0.941 0.837 0.958 0.874 0.918 0.898 
0.960 0.940 0.862 0.868 0.958 0.934 0.822 0.829 0.957 0.918 0.942 0.903 0.885 0.933 
Flowperc 
0.796 0.978 0.810 0.986 0.790 0.961 0.814 0.979 0.808 0.980 0.810 0.983 0.685 0.867 
0.778 0.985 0.808 0.996 0.781 0.980 0.804 0.996 0.803 0.995 0.806 0.996 0.683 0.897 
RA7 
0.736 0.724 0.877 0.885 0.726 0.735 0.888 0.896 0.870 0.873 0.851 0.892 0.696 0.797 
0.756 0.836 0.930 0.930 0.719 0.775 0.848 0.902 0.878 0.919 0.880 0.917 0.744 0.789 
DH13 
0.977 0.938 0.974 0.948 0.971 0.908 0.960 0.960 0.981 0.945 0.976 0.945 0.926 0.691 
0.955 0.866 0.976 0.937 0.955 0.877 0.964 0.957 0.971 0.910 0.978 0.885 0.871 0.573 
TA1 
0.972 0.929 0.968 0.943 0.977 0.906 0.947 0.974 0.968 0.884 0.960 0.899 0.875 0.766 
0.936 0.956 0.933 0.966 0.952 0.942 0.884 0.936 0.958 0.948 0.942 0.964 0.904 0.924 
FH6 
0.943 0.851 0.916 0.906 0.935 0.875 0.728 0.863 0.953 0.916 0.900 0.921 0.569 0.663 
0.926 0.888 0.853 0.931 0.931 0.898 0.634 0.855 0.942 0.930 0.901 0.919 0.498 0.613 
FH7 
0.948 0.933 0.881 0.889 0.949 0.935 0.810 0.887 0.967 0.945 0.965 0.952 0.688 0.563 
0.927 0.951 0.842 0.889 0.941 0.960 0.763 0.805 0.945 0.967 0.944 0.967 0.480 0.520 
MA26 
0.849 0.917 0.789 0.906 0.855 0.920 0.704 0.858 0.894 0.923 0.903 0.915 0.631 0.856 
0.752 0.932 0.699 0.894 0.782 0.935 0.672 0.829 0.821 0.933 0.831 0.928 0.381 0.769 
DH16 
0.534 0.645 0.443 0.662 0.503 0.673 0.402 0.471 0.510 0.745 0.525 0.683 0.145 0.482 
0.429 0.549 0.421 0.654 0.410 0.514 0.346 0.645 0.526 0.659 0.511 0.650 0.094 0.518 
FL2 
0.521 0.443 0.740 0.628 0.609 0.449 0.734 0.703 0.709 0.602 0.684 0.668 0.755 0.594 
0.548 0.617 0.659 0.604 0.579 0.659 0.641 0.626 0.672 0.711 0.620 0.695 0.616 0.628 
TL1 
0.477 0.394 0.643 0.520 0.471 0.347 0.612 0.753 0.603 0.330 0.531 0.428 0.574 0.418 
0.407 0.112 0.646 0.546 0.418 0.065 0.623 0.777 0.497 0.362 0.531 0.201 0.600 0.280 
Table 7. Nash-Sutcliffe efficiencies between objective functions (horizontal) and streamflow 
characteristics (vertical) based on observed respective simulated streamflow (for each group 
of four values: upper − left = calibration period 1 (Cal1), upper − right = validation period 2 
(Val2), lower − left = validation period 1 (Val1), lower − right = calibration period 2 (Cal2)). 
Colors are ranging from white (for Nash-Sutcliffe efficiencies of 0 or lower) to dark green 
(for a Nash-Sutcliffe efficiency of 1). 
 Reff LogReff Lindström MARE C1 C2 C3 
MA41 
0.917 0.936 0.840 0.881 0.936 0.933 0.584 0.626 0.946 0.939 0.922 0.927 0.949 0.930 
0.858 0.967 0.746 0.835 0.900 0.993 0.490 0.554 0.914 0.999 0.875 0.965 0.916 1.000 
MH10 
0.848 0.820 −0.627 0.570 0.841 0.796 −3.942 −1.220 0.820 0.871 0.796 0.879 −1.630 0.663 
0.859 0.934 −0.931 0.332 0.874 0.926 −5.692 −2.258 0.848 0.926 0.756 0.850 −1.367 0.667 
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Table 7. Cont. 
 Reff LogReff Lindström MARE C1 C2 C3 
Flowperc 
0.416 0.749 0.611 0.837 0.356 0.660 0.647 0.960 0.463 0.680 0.614 0.804 0.170 0.477 
0.484 0.868 0.569 0.967 0.491 0.820 0.465 0.966 0.538 0.848 0.591 0.939 0.373 0.669 
RA7 
0.209 0.281 0.071 0.193 0.279 0.370 −0.420 −0.284 −0.043 −0.063 −0.229 −0.197 −9.226 −7.224 
−0.628 −0.230 0.369 0.385 −0.608 −0.277 0.156 0.186 0.276 0.252 0.190 0.231 −5.173 −4.088 
DH13 
0.372 −0.164 0.884 0.472 −0.601 −1.895 0.910 0.858 0.797 0.522 0.770 0.874 −7.603 −20.044 
0.638 0.427 0.919 0.748 0.437 −0.030 0.814 0.914 0.902 0.813 0.672 0.817 −4.235 −14.891 
TA1 
0.898 0.432 0.856 0.882 0.829 0.108 0.672 0.803 0.918 0.477 0.886 0.749 0.502 -1.020 
0.863 0.912 0.718 0.845 0.892 0.926 0.548 0.685 0.881 0.974 0.839 0.953 0.806 0.705 
FH6 
0.709 0.628 −1.354 −0.967 0.660 0.559 −7.331 −4.461 0.513 0.502 0.210 0.282 −3.781 −5.629 
0.714 0.622 −0.788 −0.465 0.717 0.612 −4.768 −3.426 0.736 0.680 0.533 0.522 −2.536 −4.020 
FH7 
0.746 0.756 −0.440 −1.246 0.585 0.600 −0.752 −1.837 0.769 0.725 0.842 0.820 −13.413 −22.837 
0.813 0.826 0.290 −0.242 0.801 0.820 −0.260 −0.612 0.912 0.930 0.932 0.954 −9.425 −11.728 
MA26 
0.618 0.849 0.080 0.033 0.582 0.832 −0.418 −1.114 0.789 0.882 0.848 0.872 −4.116 −4.256 
0.331 0.862 0.184 0.320 0.324 0.886 0.178 −0.513 0.500 0.894 0.564 0.878 −1.898 −2.343 
DH16 
−3.044 −0.329 −3.375 0.050 −3.323 −0.307 −0.463 −0.371 −3.727 −0.006 −2.768 0.192 −3.474 −0.562 
−0.937 −0.182 −2.056 0.186 −1.012 −0.234 −1.025 0.006 −1.535 −0.092 −1.562 0.119 −2.785 −0.309 
FL2 
0.118 −1.176 −0.469 −1.557 0.201 −0.931 −0.556 −1.448 −0.266 −0.827 −0.167 −1.773 0.139 −0.948 
−0.040 −1.198 −0.530 −1.841 0.056 −1.123 −0.759 −1.703 −0.203 −0.409 −0.132 −1.246 -0.104 −1.018 
TL1 
−0.376 −4.676 −0.211 −3.016 −0.310 −5.502 −0.361 −2.672 −0.017 −4.483 −0.196 −4.053 −0.023 −2.708 
−0.505 −4.322 −0.250 −3.892 −0.518 −4.338 −0.557 −2.218 −0.400 −4.503 −0.489 −5.932 0.021 −3.529 
Table 8. Median percent error for streamflow characteristics by model objective function 
for calibration period 1 (Cal1). 
Objective 
Function 
MA41 MH10 RA7 TA1 DH13 FH7 FH6 FL2 MA26 DH16 TL1 E85 
Average Median 
Error (Percent) 
Lindström −0.6 −1.8 −25.0 −15.2 −18.1 −23.0 −12.0 16.8 9.1 −20.8 3.7 19.1 −5.6 
LogReff −9.5 −20.0 −50.0 7.7 −9.5 −37.5 −27.0 26.9 −7.3 −10.0 4.8 15.2 −9.7 
MARE −18.9 −44.0 −57.1 25.0 −7.4 −44.4 −41.4 28.2 −19.6 9.9 5.5 −7.3 −14.3 
Reff −2.5 −2.1 −18.2 −10.8 −14.7 −20.0 −12.0 17.5 9.8 −20.2 4.2 9.8 −4.9 
C1 0.0 −4.8 −50.0 −7.7 −13.1 −19.0 −14.1 28.6 4.9 −19.7 3.4 29.9 −5.1 
C2 −0.8 −10.6 −42.9 0.0 −7.5 −14.0 −18.2 17.7 2.2 −16.4 4.0 13.2 −6.1 
C3 0.0 −24.5 −44.4 −18.9 −18.9 −69.3 −37.6 23.6 −28.1 −12.5 3.4 24.1 −16.9 
Average Median 
Percent Error 
−4.6 −15.4 −41.1 −2.8 −12.7 −32.5 −23.2 22.8 −4.2 −12.8 4.1 14.9 – 
4. Discussion 
In the absence of observed data, environmental flow studies necessarily rely on some form of 
streamflow estimation to model the response of aquatic ecology to alteration of the streamflow regime. 
Knight et al. [23] and Murphy et al. [8] raised the question of validity and began evaluation of model 
accuracies for predicting known ecologically-relevant streamflow characteristics. Murphy et al. [8] and 
Shrestha et al. [9] highlight that typical calibration approaches, often focused on daily, monthly, or annual 
mean values, are inadequate when predicting more subtle aspects of the flow regime. An increasing body 
of work is making use of statistical modeling approaches to address hydrologic and hydro-ecological 
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questions [5,7,43–45]. However, as already stated by Murphy et al. [8] and Shrestha et al. [9], runoff 
models have advantages as well as limitations, particularly in regard to developing streamflow time series 
reflecting land cover, human population, or climatic projections. As such, runoff models should be closely 
evaluated to better understand if the calibration approaches and predictive accuracies yield results 
amenable to their end use. 
While the HBV-light model was used in this study, there is little reason to assume that results would 
be discernibly different if another calibrated runoff model were used. Partly this reflects the fact that most 
mechanistic runoff models are fundamentally similar in concept and application, using more or less the 
same or similar routines. Fundamentally, if calibration is used, the simulated series are fitted to the 
observed series according to some objective function, and regardless of the specific model being used, this 
fit does not ensure agreement in all possible aspects of the hydrograph shape. 
The accuracy of prediction and appropriateness of calibration is important in the context of 
environmental flow application as error of predicting flow-regime components will be translated and 
probably amplified as error in estimating ecological response. A given approach to model calibration 
will lead to accurate prediction of the runoff with regard to the used objective function measure, however 
accurate prediction of other aspects may be lacking. For example, Knight et al. [41] (Figure 2) published 
linear functions representing the 80th quantile upper-bound relationship of specialized insectivore  
scores to three streamflow characteristics (TA1, FH6, and RA7; see Table 5 for definitions). Following 
Murphy et al. [8], we use these relations to evaluate the accuracy of streamflow characteristic predictions 
as well as predicted ecological response based on the seven calibration approaches discussed herein for a 
single model (catchment 03488000). Using the equations from Knight et al. [41] and simulated streamflow 
presented in this paper, values of insectivore scores varied from 0.49 to 0.87 for RA7, 0.53 to 0.8 for 
TA1, and 0.58 to 0.84 for FH6 (Table 9; Figure 6). While median percent difference error for estimated 
specialized insectivore score for RA7 was a modest 8.2 percent under the estimate using observed data, 
individual departures from the observed values ranged from −19.7 to 42.6 percent for RA7, −13.1 to 
31.1 percent for TA1, and −10.8 to 29.2 percent for FH6. Model results in this example are similar to 
those for a regional regression model reported by Murphy et al. [8] (9 percent difference for streamflow 
characteristic and 16 percent over estimation for insectivore score using HBV-light. Results presented here 
are considerably different than those for a rainfall-runoff model example from Murphy et al. [8], showing 
90 percent overestimated for the same ecological score. 
The objective functions used for model calibration resulted overall in an underprediction of the  
12 streamflow characteristics being evaluated (Table 8). The general underprediction of the flow 
characteristics is a result similar to that seen in Murphy et al. [8] where a TOPMODEL application 
calibrated on mean annual flow was evaluated in the context of predicting the same streamflow 
characteristics. The median errors presented here are within plus-or-minus 30 percent of observed values, 
proposed by Kennard et al. [46] as an acceptable band of uncertainty, for 8 to 12 streamflow characteristics 
(out of 12) depending on the objective function (Figure 7, Table 8). This is in stark contrast to the rainfall 
runoff model evaluated in Murphy et al. [8] ) where 13 of 19 streamflow characteristics were outside 
this band. While similar patterns are seen in overall model results, the calibration approaches evaluated in 
this paper appear to have provided more accurate estimates across the flow regime as defined by these 
characteristics. These results can be attributed both to the use of 100 parameter sets, which resulted in more 
robust flow characteristic estimations, and the use of different objective functions. Parameter uncertainty 
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was substantial for many streamflow characteristics depending on which objective function was used. 
Despite this, high model efficiencies could still be achieved in many cases when using the median of 
100 calibration trials as a more robust prediction for streamflow characteristics. 
Table 9. Comparison of selected streamflow characteristics based on simulated and observed 
streamflow time series for a single model location (site 13 (03488000)) and calibration period 1 
(Cal1). (TA1, RA7, and FH6, defined in Table 5; values in parentheses represent the specialized 
insectivore score using the associated streamflow characteristic value based on linear equations 
presented in Knight et al. [41], Figure 2; hydro, percent error for streamflow characteristic 
derived from simulated and observed streamflow time series; eco, percent error for specialized 
insectivore score based on streamflow characteristic derived from simulated and observed 
streamflow time series). 
Objective 
Function  











Simulated Observed  Hydro/Eco Simulated Observed Hydro/Eco Simulated Observed  Hydro/Eco 
Lindström 0.14 (0.49) 
 
27.3/−19.7 0.4 (0.55) 
 
−16.7/−9.8 13 (0.59) 
 
13.4/−9.2 
LogReff 0.1 (0.66) −9.1/8.2 0.67 (0.75) 39.6/23 10.08 (0.7) −12/7.7 
MARE 0.06 (0.83) 
0.11 (0.61) 
−45.5/36.1 0.73 (0.8) 
0.48 (0.61) 
52.1/31.1 6.62 (0.84) 
11.46 (0.65) 
−42.2/29.2 
Reff 0.125 (0.55) 13.6/−9.8 0.41 (0.56) −14.6/−8.2 13.38 (0.58) 16.8/−10.8 
C1 0.12 (0.57) 9.1/−6.6 0.43 (0.57) −10.4/−6.6 12.92 (0.59) 12.7/−9.2 
C2 0.09 (0.7) −18.2/14.8 0.57 (0.68) 18.8/11.5 12.38 (0.62) 8/−4.6 
C3 0.05 (0.87) −54.5/42.6 0.38 (0.53) −20.8/−13.1 6.54 (0.84) −42.9/29.2  
Figure 6. Cont. 




Figure 6. Example of an ecological flow application by comparison of estimated values  
for three streamflow characteristics for site 13 (03488000) (Table 1, Figure 1) and calibration 
period 1 (Cal1). (a) Constancy; (b) Frequency of moderate flooding (number per year) and  
(c) Rate of streamflow recession (log of flow units per day). Black triangles represent model 
estimated values based on the seven objective functions. Green triangle represents streamflow 
characteristics based on observed data. Values for RA7 (Rate of streamflow recession) were 
multiplied by negative 1 to convert values to those in the original analysis. Thin black lines 
represent 80th percentile quantile regression lines based on the 33 data point (grayed) in the 
background used by Knight et al. [41]. (Figure modified from Knight et al. [41]). 
 
Figure 7. Minimum, maximum, and median percent errors according to objective function and 
streamflow characteristic for calibration period 1 (Cal1). Each vertical bar is based on  
the median error for the 27 catchments. The gray band in the center of the figure represents 
±30 percent difference [46] Vertical bars with arrows indicate the maximum percent error 
exceeded the axis scale. 
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While the low average median percentage error would indicate a good performance with regard to the 
estimated flow characteristics, the scatter plots and computed Nash-Sutcliffe efficiencies and Spearman 
rank correlations reveal a slightly different picture. Spearman rank correlations were rather high for many 
of the objective functions and streamflow characteristics. For many of those objective function and flow 
characteristic combinations, however, Nash-Sutcliffe efficiencies were much lower. This shows that, 
although a clear bias might be observed in the predicted streamflow characteristic values, the order 
between the catchments was preserved quite well. In practice it might be more important to determine 
how well the flow characteristics are reproduced relative to the variation among catchments in the region 
than to determine the relative error value. When evaluating the scatter plots (Figure 5), low values of the 
Nash-Sutcliffe efficiencies indicated that the represented variability was relatively low, and the low 
Spearman rank correlations indicated that some flow characteristics that were not similar on a ranking 
scale were estimated correctly for the different catchments. 
Considering individual streamflow characteristics, a pattern in predictive accuracy is evident. Most 
notably, streamflow characteristics that reflect average conditions (MA41, MA26, TA1, and TL1) were 
predicted quite well, with average median percent errors ranging from 2.8 to 4.6 percent absolute (Table 8). 
However, for some of these characteristics, especially TL1, the relative variation of the simulated values 
among the catchments were rather poor (Tables 6 and 7). Aspects of the hydrograph representative of 
high-flow conditions (MH10, FH7, FH6, DH13, DH16, and RA7) were underpredicted consistently 
(between 12.7 and 41.1 percent), with individual model calibrations underpredicting values up to 70 
percent under observed. Low-flow characteristics were overpredicted (FL2 and E85) by 22.8 and 14.9 
percent respectively. This appears to indicate that the model, regardless of calibration, may be retaining 
water during high-flow periods and allowing it to release during low-flow periods. The considerable 
underprediction of RA7 (rate of streamflow recession) indicates that higher flow events receded at a 
slower rate, which is suggestive of water stored in groundwater, and subsequently abundant groundwater 
discharge. The underprediction of RA7 and overprediction of low-flow characteristics are complementary. 
MA41 (mean annual runoff) was predicted extremely well, particularly when using those calibrations 
where the objective function included the volume error as criterion, which is expected as this criterion 
is equivalent to the mean annual runoff. Predictions of MA41 also performed quite well when calibrated 
using the Nash-Sutcliffe efficiency. This performance might be attributed to the sensitivity of the  
Nash-Sutcliffe efficiency for high flows, which could reduce the error in the estimation of mean annual 
runoff. As noted by Murphy et al. [8], inclusion of ecological flow characteristics as criteria in calibrations 
may yield better simulations. 
5. Conclusions 
The accuracy of simulated runoff resulting from seven objective functions was evaluated in this paper 
by comparing streamflow characteristics based on observed and predicted streamflow time series. While 
the ultimate goal is to produce the most accurate simulated streamflow time series at ungauged catchments 
based on the transfer of calibrated parameter sets from gauged to ungauged catchments, the comparison 
in this study addresses an important part of the total uncertainty, namely the uncertainty related to the 
prediction accuracy specific streamflow characteristics that were not part of the calibration routine. The 
primary conclusion is that good model performance in terms of objective functions, such as the frequently 
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used Nash-Sutcliffe model efficiency, does not ensure that all flow characteristics computed from these 
simulations will correspond to those derived from observed runoff. This is an important consideration that 
is often overlooked by users of model output who use simulated time series for various analyses, supporting 
resource allocation decisions, or establishing flow policy. While expecting simulated runoff series to agree 
with the observed in all possible aspects is unreasonable, this analysis serves as a further reminder of the 
substantial errors possible, using ecological flow characteristics as the example. 
Two novel approaches were used in this study. First, we evaluated the effectiveness of seven objective 
functions for simulating streamflow time series and subsequent streamflow characteristic calculations. 
This allowed for critical examination of the importance of the objective function choice, as results differed 
substantially among objective functions. Results indicate there was no single best calibration strategy, but 
not surprisingly, different strategies provided better predictions for different streamflow characteristics. 
However, there was some indication that the combined objective functions, which evaluate the runoff 
simulations in different aspects, might be generally more suitable across a range of flow characteristics. 
Second, parameter uncertainty was explicitly considered by using the combination of 100 different equally 
possible parameter sets for each calibration trial instead of the typical single optimal calibrated parameter 
set. Our results confirmed the value of this approach by showing that different parameter sets can be similar 
with respect to the objective function used (similarity between the Nash-Sutcliffe for example) but differ 
greatly with respect to other characteristics. We demonstrated that using only one parameter set could 
result in substantial uncertainties, which can be reduced by using the values based on several parameter 
sets as more robust estimation. 
More research is needed to determine which objective functions are most useful to ensure acceptable 
simulations of ecological flow characteristics, or other regime-defining characteristics. One suitable 
approach beyond the objective functions used in this paper might be to include streamflow characteristics 
of particular interest as objective functions in the calibration. This corresponds to the suggestion to include 
various hydrological signatures as diagnostic tools [47]. The fact that simulation-based flow characteristics 
varied largely depending upon which objective functions were used indicates that there is a considerable 
potential to improve model calibrations by considering specific flow characteristics when evaluating 
model performance during calibration. While it can be expected that performances improve when a 
certain streamflow characteristic is explicitly included in the objective function, it is less clear which 
criteria should be included to ensure acceptable simulations for calculation of streamflow characteristics 
in general. Further research is therefore motivated to explore which criteria to include in the objective 
function to obtain streamflow simulations that preserve as many streamflow characteristics as possible. 
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Abstract. Ecologically relevant streamflow characteristics
(SFCs) of ungauged catchments are often estimated from
simulated runoff of hydrologic models that were originally
calibrated on gauged catchments. However, SFC estimates
of the gauged donor catchments and subsequently the un-
gauged catchments can be substantially uncertain when mod-
els are calibrated using traditional approaches based on op-
timization of statistical performance metrics (e.g., Nash–
Sutcliffe model efficiency). An improved calibration strat-
egy for gauged catchments is therefore crucial to help re-
duce the uncertainties of estimated SFCs for ungauged catch-
ments. The aim of this study was to improve SFC estimates
from modeled runoff time series in gauged catchments by
explicitly including one or several SFCs in the calibration
process. Different types of objective functions were defined
consisting of the Nash–Sutcliffe model efficiency, single
SFCs, or combinations thereof. We calibrated a bucket-type
runoff model (HBV – Hydrologiska Byråns Vattenavdelning
– model) for 25 catchments in the Tennessee River basin and
evaluated the proposed calibration approach on 13 ecologi-
cally relevant SFCs representing major flow regime compo-
nents and different flow conditions. While the model gener-
ally tended to underestimate the tested SFCs related to mean
and high-flow conditions, SFCs related to low flow were gen-
erally overestimated. The highest estimation accuracies were
achieved by a SFC-specific model calibration. Estimates of
SFCs not included in the calibration process were of similar
quality when comparing a multi-SFC calibration approach to
a traditional model efficiency calibration. For practical ap-
plications, this implies that SFCs should preferably be esti-
mated from targeted runoff model calibration, and modeled
estimates need to be carefully interpreted.
1 Introduction
Reliable runoff information is fundamental for many wa-
ter resources-related tasks such as flood prevention, drought
mitigation, management of drinking water supply and hy-
dropower, or river restoration. Runoff modeling is a tool that
can be used to create runoff time series when observed time
series are not available. Runoff simulations usually focus on
either representing the general shape of the hydrograph or on
accurately simulating specific streamflow characteristics rel-
evant to a respective application. However, the extraction of
streamflow characteristics (SFCs) from a simulated time se-
ries may produce poor estimates when these characteristics
were not included in model calibration. Ecologically relevant
SFCs are properties of the annual streamflow hydrograph
defining the structure and functioning of aquatic and ripar-
ian biodiversity (Richter et al., 1996; Poff et al., 1997). The
accurate prediction of streamflow characteristics is a core de-
terminate to defining how streamflow and aquatic communi-
ties relate. A large number of SFCs have been suggested to
characterize ecologically relevant aspects of the flow regime
(Tharme, 2003) and have become the basis for decision-
support systems integrating resource management with eco-
logical response (Cartwright et al., 2017).
Published by Copernicus Publications on behalf of the European Geosciences Union.
5444 S. Pool et al.: Streamflow characteristics from modeled runoff time series
Multivariate regression or runoff models are used to esti-
mate SFCs when observed streamflow time series data are
not available (Hailegeorgis and Alfredsen, 2016). The esti-
mation of SFCs with linear regression usually relates a single
SFC to catchment characteristics such as climate, land cover,
and geographic and geologic variables (e.g., Sanborn and
Bledsoe, 2006; Carlisle et al., 2010; Knight et al., 2012). This
approach is inflexible in a sense that the regression is SFC-
specific and does not allow for analysis of potential water-use
and land management (Murphy et al., 2013). These disad-
vantages can be partially overcome by applying runoff mod-
els. Simulated streamflow time series from runoff models can
be used to calculate any SFC and, by changing model input
and parameters, different scenarios such as climate change,
groundwater withdrawals, land use, and riverine change can
be simulated (Poff et al., 2010; Murphy et al., 2013; Olsen et
al., 2013; Shrestha et al., 2014). While statistical models such
as multiple linear regressions often provide greater accuracy
(Murphy et al., 2013), runoff models provide opportunities
for also evaluating climate or land-use change scenarios.
Runoff models are used in both ecohydrology and hy-
drological modeling as tools to simulate specific aspects of
the runoff regime. The terms, SFCs or ecological flow in-
dices, are often used to refer to such specific aspects of the
flow regime in ecohydrology studies, whereas the more re-
cently introduced term, hydrological signatures, has been
used in hydrological modeling (Jothityangkoon et al., 2001;
Wagener et al, 2007). Hydrological signatures can often sup-
port a physical interpretation of the way a catchment func-
tions and are seen as valuable metrics especially for model-
ing ungauged catchments (Jothityangkoon et al., 2001), for
selecting appropriate model structures (Euser et al., 2013) or
guiding model parameter selection in a meaningful way (Yil-
maz et al., 2008), and for classifying catchments (Wagener et
al., 2007; Sawicz et al., 2011). Regardless of the terminology
and the ultimate goal, the basic goal is the quantification of
certain aspects of a streamflow time series. In this paper, we
use the term SFC as equivalent to hydrological signature, but
generally prefer the term SFC to emphasize their ecological
relevance.
Estimated streamflow characteristics are prone to signifi-
cant errors when calculated from simulated time series (Mur-
phy et al., 2013; Shrestha et al., 2014; Vis et al., 2015). This
is due in part to the objective functions used for evaluat-
ing the model error such as the commonly used model ef-
ficiency (Nash and Sutcliffe, 1970) or volume error, which
do not ensure that a model reproduces particular streamflow
characteristics. These objective functions subsequently guide
model parameter calibration, which strongly influences the
simulated hydrograph (for an overview, see Pfannerstill et
al., 2014) in terms of annual, seasonal, and monthly vol-
umes and magnitudes. For example, Vis et al. (2015) com-
pared model simulation from calibrations based on only the
model efficiency with calibrations based on the combination
of multiple objectives such as model efficiency, model ef-
ficiency of log-transformed flow, volume error, and Spear-
man rank correlation. All these calibration approaches tended
to overestimate low flows and underestimate medium and
high-flow-related SFCs. Estimation accuracy varied greatly
between SFCs, with absolute biases between 3 and 33 %.
Large differences in estimation accuracy are also reported
by Shrestha et al. (2014) and Ryo et al. (2015). Their multi-
objective calibration approach resulted in runoff simulations
favoring high flows at the expense of the estimation accu-
racy of low flows. The large variability in estimated SFC ac-
curacy as well as the bias in the estimates can generally be
observed independently of the model used to simulate the
runoff time series (Caldwell et al., 2015). A remedy to this
large variability and bias is to incorporate SFCs into model
calibration schemes. For example, Westerberg et al. (2011)
and Pfannerstill et al. (2014) focused on specific evaluation
points or segments of the flow-duration curve (FDC) during
model calibration. Both studies report better overall perfor-
mance for the simulated hydrograph with a FDC-based cali-
bration compared to a more traditional calibration approach
using, for example, the model efficiency (Nash and Sutcliffe,
1970). However, runoff models calibrated using FDC have
to be constrained by additional SFCs if one is interested in
the exact timing of events or when snow-related runoff pro-
cesses are of importance (Westerberg et al., 2011). Yilmaz et
al. (2008) combined information on different segments of the
FDC with the runoff ratio and the rainfall–runoff lag time to
guide model parameter selection in terms of primary catch-
ment functions. These hydrologically meaningful signatures
generally improved hydrograph simulation, but their value
was limited for the process of vertical redistribution of ex-
cess rainfall in the catchment. In a recent study, Kiesel et
al. (2017) compared estimates of ecologically relevant SFCs
simulated from model calibrations using different objective
functions including SFCs and the Kling–Gupta efficiency
(Gupta et al., 2009). They found that including all SFCs of
interest in the model calibration resulted in better SFC es-
timates than a calibration using the Kling–Gupta efficiency.
Instead of aiming at a well-simulated, general hydrograph,
Hingray et al. (2010) and Olsen et al. (2013) focused on cer-
tain aspects of the streamflow regime that were considered
most important. Their results, which are echoed by Murphy
et al. (2013), suggest that the runoff model performs reason-
ably well for the aspects on which it is calibrated, whereas it
only modestly represents other runoff characteristics. Hence,
developing an approach to increase the accuracy of estimated
SFCs from runoff model time series continues to be an open
challenge in hydrological modeling.
This study expands on the study of Vis et al. (2015) where
various combinations of traditionally used objective func-
tions were evaluated with respect to a suite of ecologically
relevant SFCs. Their model calibrations with the model ef-
ficiency (Reff) outperformed multi-objective model calibra-
tions (different combinations of Reff, log-transformed flow,
volume error, and Spearman rank correlation) for the investi-
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Figure 1. Location of the 25 study catchments in the Tennessee River basin (Table 1 in Vis et al., 2015, for more information).
gated SFCs. It was furthermore hypothesized that the explicit
consideration of SFCs in runoff model calibration could re-
duce bias in estimated SFCs. The main objective of this study
was therefore to assess the potential for a runoff model cali-
brated using specific aspects of the flow regime to more accu-
rately estimate a suite of SFCs as compared to using a model
efficiency-based calibration approach. The general approach
was based on the idea that most information essential for es-
timating SFCs is preserved in the simulated hydrograph by
including selected SFCs in model calibration. Our model-
ing approach relies on catchments with observed runoff time
series and therefore does not answer the question of how
to simulate SFCs in ungauged or altered catchments. How-
ever, the prediction of runoff for ungauged catchments ben-
efits from an improved and informed calibration strategy for
gauged catchments, which is used in the subsequent region-
alization. For regionalization approaches we refer to studies
such as Yadav et al. (2007), Viglione et al. (2013), or West-
erberg et al. (2016).
The following questions are addressed in this paper:
1. How well is a single SFC simulated when that SFC is
used as the model objective function? (Objective func-
tion is the SFC of interest.)
2. How well is a single SFC simulated when the model
objective function contains one or multiple other SFCs?
(Objective function can include the SFC of interest, but
generally contains one or multiple other SFCs.)
3. How does the accuracy of estimated SFCs vary between
traditional calibration approaches and those where the
SFCs of interest are included? (Objective functions are
different combinations of SFC(s) and the model effi-
ciency.)
Throughout this study, we refer to traditional and “SFC-
based” objective functions. Traditional objective functions
were defined as efficiency criteria based on statistical perfor-
mance metrics computed from (transformed) model residuals
(e.g., Reff or volume error). In contrast, “SFC-based” objec-
tive functions evaluate specific hydrograph aspects, such as
event frequencies, timing, or variability of runoff, that are of
ecological relevance in our study region.
2 Materials and methods
2.1 Catchment locations and characteristics
The study catchments are all located in the 106 000 km2
Tennessee River basin in the southeastern United States
(Fig. 1), which is one of the most diverse temperate freshwa-
ter ecosystems in the world (Abell et al., 2000). A large num-
ber of endemic fish species and a unique assemblage of mus-
sels, crayfish, and salamanders make the Tennessee River
basin an excellent area for ecohydrological studies (Abell et
al., 2000). From a study published by Knight et al. (2008),
25 catchments in the Tennessee River basin with observed
streamflow time series (U.S. Geological Survey, 2016b), pre-
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cipitation (U.S. Department of Commerce, 2007a), tempera-
ture (U.S. Department of Commerce, 2007b), and potential
evaporation data (Rotstayn et al., 2006) were selected. The
catchment areas range between 100 and 4800 km2 with el-
evations ranging from 174 to 937 m (U.S. Geological Sur-
vey, 2016a). Land cover for the study catchments is predomi-
nantly hardwood forest and pasture. Air temperature and pre-
cipitation vary between catchments according to both catch-
ment elevation and longitude. Mean annual air temperature
in the 25 catchments varies between 9.3 and 14.7 ◦C, and
annual precipitation varies from 1500 to 2020 mm, with fall
being slightly drier and less than 8 % of annual precipitation
falling as snow. Runoff is highest in winter and lowest in
summer, ranging from 400 to 1300 mma−1 (millimeters per
year). Variability in soil thickness (Omernik, 1987), regolith
thickness, karst development, and topographic slope (Hoos,
1990; Wolfe et al., 1997; Law et al., 2009) are documented
as asserting the most influence on runoff.
2.2 Selection of SFCs
Thirteen SFCs assessed in this study were chosen for use
in model scenarios based on discernible functional connec-
tions with fish community diversity (Knight et al., 2008,
2014). This set of 13 SFCs represents each of the major
flow regime components commonly used in ecological stud-
ies (e.g., Olden and Poff, 2003; Arthington et al., 2006; Cald-
well et al., 2015): magnitude, ratio, frequency, variability,
and date (Table 1). For this study the SFCs were addition-
ally grouped according to flow conditions (mean, low, and
high flow), because different aspects of the hydrograph have
been shown to be sensitive to the objective function used
for model calibration (for an overview, see Pfannerstill et
al., 2014). The SFCs were calculated using the U.S. Geolog-
ical Survey (2014) EflowStats R package. Please note that
some of the tested SFCs (DH13, ML20, MA26, DH16, and
FL2) are defined as scaled with the median, mean, or total
runoff. The scaling leads to SFC values that are dependent on
flow magnitudes. The magnitude of the simulation error for
DH13, ML29, MA26, DH16, and FL2 is therefore dependent
on runoff magnitudes, whereas the sign of the simulation er-
ror is not affected by the normalization.
2.3 The runoff model
The HBV (Hydrologiska Byråns Vattenavdelning) model
(Bergström, 1976; Lindström et al., 1997) is a bucket-type
hydrologic model for simulating continuous runoff series.
Model inputs are daily rainfall and air temperature, as well as
daily potential evaporation values. Hydrologic processes are
represented by four different routines corresponding to snow,
soil water, groundwater, and runoff routing, with a combined
total of 16 parameters. In the snow routine, snow accumu-
lation and snowmelt are calculated by a degree-day method.
Snowmelt together with rainfall and potential evaporation are
input to the soil-water routine, where the actual evaporation
and the groundwater recharge are computed based on the
soil-moisture storage. The groundwater (or response) rou-
tine consists of a connected shallow and deep groundwater
reservoir and simulates peak flow, intermediate runoff, and
baseflow. These three runoff components are taken together
and transformed by a triangular weighting function during
the routing process to calculate the runoff at the catchment
outlet. Runoff can be modeled in a semi-distributed way by
separating a catchment into elevation bands. Thereby, the
snow and soil-water routines are calculated for each eleva-
tion band, whereas the groundwater storage and the runoff
routing routines are treated as a lumped representation of the
entire catchment. HBV exists in different versions, whereby
the general structure of the model remains the same. The
version applied in this study is HBV-light (Seibert and Vis,
2012). Like for all bucket-type models, parameters in the
HBV model cannot be determined a priori: they are identi-
fied by model calibration instead. More detailed information
on the HBV model can be found in Bergström (1976), Lind-
ström et al. (1997), and Seibert and Vis (2012).
2.4 Modeling approach
2.4.1 Model setup
For each of the 25 catchments the number of elevation bands
was defined by splitting the catchment into elevation zones of
200 m. Elevation zones covering less than 5 % of the catch-
ment area were merged with the adjacent elevation zone.
For the resulting elevation bands, air temperature and rain-
fall were computed with a lapse rate of 0.6 ◦C per 100 m and
10 % per 100 m, respectively. Potential evaporation was as-
sumed to be uniform over the whole catchment.
Model simulations were run for two time periods, one last-
ing from the hydrological years (1 October until 30 Septem-
ber) 1984 to 1996 and the other lasting from 1997 to 2009.
The approximately 3 years preceding each simulation pe-
riod (January 1982 to September 1984 and January 1995 to
September 1997, respectively) served to establish state vari-
ables of the model. A warm-up period was needed to ensure
that the different state variables at the beginning of the sim-
ulation period were consistent with the preceding meteoro-
logical conditions and parameter values. The two simulation
periods were used for model calibration and validation. For
calibration, a genetic algorithm (Seibert, 2000) was used and
the range of possible parameter values was specified based
on previous studies (Lindström et al., 1997; Seibert, 1999;
Table 2 in Vis et al., 2015). The 100 independent calibration
trials allowed us to account for parameter uncertainty or equi-
finality (Beven and Freer, 2001) and resulted in a set of 100
calibrated parameter sets for each objective function (Fig. 2).
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Table 1. Description of streamflow characteristics used to calibrate the runoff model (adapted from Knight et al., 2014; U.S. Geological
Survey, 2014) (mmd−1: millimeters per day; –: no units; a−1: per annum; %: percent).
Streamflow characteristic Abbreviation Further explanation Flow Unit
condition
Magnitude
Mean annual runoff MA41 Mean annual daily runoff Mean flow (mmd−1)
Maximum October runoff MH10 Mean of October runoff maxima for each year High flow (mmd−1)
Lowest 15 % of daily runoff E85 Daily mean runoff that is exceeded 85 % Low flow (mmd−1)
of the time for the period of record
Rate of runoff recession RA7 Median change in log of runoff for days in which Mean flow (mmd−1)
the change is negative across the period of record
Ratio
Average 30-day maximum runoff DH13 Mean annual maximum of a 30-day moving High flow (–)
average runoff divided by the median
for the entire record
Baseflow ML20 Ratio of total baseflow to total flow. Baseflow is Low flow (–)
the minimum flow magnitude in a 5-day window if
90 % of that minimum flow magnitude is less
than the minimum flow magnitude of the 5 day window
before and after the considered window
Stability of runoff TA1 Measure of the constancy of a flow regime by dividing Mean flow (–)
daily flows into predetermined flow classes.
The 11 flow classes capture flow ranging from
flow less than 0.1 times the logarithmic mean
flow to flow more than 2.25 times
the logarithmic mean flow.
Frequency
Frequency of moderate floods FH6 Average number of high-flow events per year that are High flow (a−1)
equal to or greater than 3 times the median
annual flow for the period of record
Frequency of larger floods FH7 Average number of high-flow events per year that High flow (a−1)
are equal to or greater than 7 times the median
annual flow for the period of record
Variability
Variability of March runoff MA26 Standard deviation for March runoff over the period Mean flow (%)
of record divided by the mean runoff for March over
the period of record
Variability in high-flow pulse duration DH16 Standard deviation for the yearly average high-flow pulse High flow (%)
duration (daily flow greater than the 75th percentile)
divided by the mean of the yearly average high-flow
pulse duration multiplied by 100
Variability of low-flow pulse count FL2 Standard deviation for the average number of yearly Low flow (%)
low-flow pulses (daily flow less than the 25th
percentile) divided by the mean
low-flow pulse counts multiplied by 100
Date
Timing of annual minimum runoff TL1 Julian date of annual minimum flow occurrence Low flow (Julian day)
2.4.2 Choice of objective functions for model
calibration
The complete model calibration process was conducted for
25 catchments and using data from all five different types
of objective functions (see Table 2 for the exact equations)
that focused on different aspects of the hydrograph. In the
first step, model parameters were constrained by maximizing
the model efficiency (Reff, Nash and Sutcliffe, 1970). The
model efficiency is the most widely used objective function
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Table 2. Objective functions used in model calibration. Objective functions were calculated with observed (obs) and simulated (sim) runoff
(Q) or SFCs (I ).
Objective function Abbreviation Definition Optimal value





Efficiency for each individual SFC1 ISingle 1− |Iobs−Isim|Iobs 1









ISingle1 + . . . + ISingle_n
)
1
SFCs and model efficiency IMulti_Reff
n−1
n IMulti+ 1n Reff 1
1 For each of the 13 SFCs a specific ISingle exists.
2 IMulti consists of the n most robust and informative SFCs.
Model calibration
Simulation in validation




Computation of mean for both 
time periods






































ly Re and MARE)
Median normalized 
SFC error (additional-
ly Re and MARE)
Figure 2. Flow chart of the modeling approach consisting of cali-
bration, validation, and evaluation in time period 1 (1984–1996) and
time period 2 (1997–2009) and completed for each of the five objec-
tive function types Reff, ISinlge, ISingle_Reff, IMulti, and IMulti_Reff.
in hydrological modeling, and it served as a benchmark for
the objective functions that included SFCs. Model calibra-
tion with Reff tends to reduce simulation errors in magnitude
and timing of high-flow conditions at the expense of errors
in low-flow conditions (Legates and McCabe, 1999; Krause
et al., 2005).
Next, a new efficiency measure that consisted of one sin-
gle SFC (ISingle) was defined to explicitly incorporate indi-
vidual SFCs into model calibration (Table 2). Each of the 13
selected SFCs was used separately for model calibration, re-
sulting in 13 versions of ISingle. Additionally, each SFC effi-
ciency measure was combined with Reff, whereby both met-
rics were equally weighted (ISingle_Reff). The use of a single
SFC as the objective function allowed calibration to focus on
a specific aspect of the hydrograph, while adding Reff helped
to improve the overall shape of the hydrograph, including the
magnitude and timing of events.
Based on the results from the individual SFCs, an ob-
jective function consisting of equally weighted normalized
SFCs was defined (IMulti, Table 2). This “SFC-based” effi-
ciency measure was again combined with Reff (IMulti_Reff).
For the resulting combined objective function, the same
weights were assigned to each metric to make sure the in-
dividual SFCs had sufficient influence on the model calibra-
tion and were not dominated by Reff. The number of SFCs
constituting IMulti was not previously fixed. Instead, a mini-
mum number of SFCs was selected so that the resulting ob-
jective function was both robust and informative. These two
requirements for the objective function could be achieved
by only including SFCs that are robust and informative. A
SFC was considered robust when the SFC calculated from a
model simulation with ISingle had relatively small errors over
the full range of catchments in both validation time periods
compared to other SFCs. A SFC was regarded as being in-
formative when it also yielded relatively good simulations
for other SFCs. The robustness and information value of a
SFC were therefore assessed relative to other SFCs, enabling
acceptable trade-off solutions for all SFCs, with a minimum
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Table 3. Performance measures used in model evaluation. Performance measures were calculated with observed (obs) and simulated (sim)
runoff (Q) or SFCs (I ).
Performance measure Abbreviation Definition Optimal value









Normalized SFC error2 nSFC Iobs−Isim
Robs
0
1 n is the number of days.
2 R is the range of possible values of a SFC for the respective catchment.
number of SFCs being potentially representative for (most
of) the 13 SFCs.
2.4.3 Evaluation of model performance
Model performance in calibration and validation was eval-
uated by means of normalized SFC error, Reff, and mean
absolute relative error (MARE) (see Table 3 for the exact
equations). These evaluation criteria were calculated for all
100 runoff simulations based on the five different types of
objective functions in both validation time periods and for
all 25 catchments. For the interpretation of the results, the
median model efficiency of each objective function, valida-
tion period, and catchment was selected as the representative
value for the model efficiency distribution. Simulation uncer-
tainty stemming from the 100 parameter sets was assessed
by a two-sided binomial test with the null hypothesis that the
probability for overestimation and underestimation of a SFC
is equal to 50 %.
As there are significant differences in the SFC ranges, a
normalization was needed that allowed comparison of the
different SFCs. Instead of normalizing in terms of relative
error, an approach was applied that normalizes the SFC esti-
mation error. The normalization of a SFC was computed as
the absolute simulation error divided by the range of possi-
ble values for that SFC in the respective catchment (Table 3).
To calculate these SFC ranges, 10 000 Monte Carlo simula-
tions were run for each respective catchment using randomly
chosen parameter values from the previously identified pa-
rameter space (Lindström et al., 1997; Seibert, 1999; Table 2
in Vis et al., 2015). The Monte Carlo simulations represented
the potential variation in a certain SFC if no information was
available to constrain the runoff model. The range was then
calculated as the difference between the 10th and 90th per-
centiles of the simulated SFC values.
3 Results
The HBV model was capable of reproducing the observed
runoff for the study catchments reasonably well. Model cali-
bration on Reff resulted in Reff values between 0.68 and 0.89
with a median of 0.79. The corresponding Reff values in val-
idation ranged from 0.62 to 0.86 with a median of 0.77.
3.1 The use of single SFCs as objective functions in
model calibration
3.1.1 Estimation accuracy using SFC-specific model
calibrations
Model calibration results for the 13 SFCs confirmed that
HBV-light is capable of estimating different SFCs with a
high level of precision if the respective SFC was used as an
objective function (ISingle) for model calibration (the 13 ab-
solute nSFCs varied between 0.000 and 0.005 for calibrations
with ISingle). Both ISingle and the combined objective func-
tion ISingle_Reff clearly outperformed model calibrations
based on Reff with regard to the estimation of SFCs (Fig. 3a).
However, calibration with ISingle yielded poor model perfor-
mances when evaluated in terms of Reff, whereas Reff effi-
ciencies of calibrations with either ISingle_Reff or Reff were
comparable (Fig. 3a).
Validation results (Fig. 3b) exhibited a similar pattern
in model performance to the calibration results. The me-
dian absolute normalized error of the 13 SFCs was rela-
tively low for model runs based on the objective functions
ISingle and ISingle_Reff compared to model calibration with
Reff. The comparable SFC estimation accuracy of ISingle and
ISingle_Reff that often outperformed model simulations with
Reff confirms the value of SFCs for model calibration aiming
at a respective SFC. An exceptional behavior can be observed
for MH10, where the estimation accuracy was negatively af-
fected by a calibration based on the SFC itself (Fig. 5a–c).
3.1.2 How informative is a SFC for estimating any
SFC?
The calibrations for all 13 versions of ISingle and ISingle_Reff
resulted in a total in 26 different runoff simulations that were
evaluated by calculating the normalized SFC error for the
calibration and validation periods. The SFC TA1 (stability of
runoff; Fig. 4a and b) was selected as a representative ex-
ample to illustrate that the use of SFCs as a single objective
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Figure 3. Model performance in (a) calibration and (b) validation in terms of absolute normalized SFC errors (nSFC), Reff, and MARE
depending on the objective function used in calibration. Model performance is shown as the difference between a model calibration with Reff
and model calibrations with ISingle, ISingle_Reff, IMulti, or IMulti_Reff (positive values indicate that model calibration with ISingle, ISingle_Reff,
IMulti, or IMulti_Reff resulted in better model performance than model calibration with Reff; negative values indicate that model calibration
with ISingle, ISingle_Reff, IMulti, or IMulti_Reff resulted in poorer model performance than model calibration with Reff). Model performance
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Figure 4. Absolute normalized TA1 error (nSFC) in (a) calibration and (b) validation calculated from model calibrations with the objective
functions ISingle and ISingle_Reff. Absolute normalized SFC errors correspond to the median of the 25 catchments and are shown separately
for both modeling time periods (triangles for period 1, 1984–1996, and circles for period 2, 1997–2009). The x and plus symbols represent
the median of periods 1 and 2, respectively. (Absolute normalized TA1 error for model calibrations with the objective function Reff was 0.08,
period 1, and 0.05, period 2, in calibration and 0.002, period 1, and 0.15, period 2, in validation.)
function (ISingle) generally resulted in poor SFC estimates
for those SFCs not included in ISingle in both model cali-
bration and validation when compared to model calibrations
with ISingle_Reff or Reff. Estimation accuracies from calibra-
tions with ISingle_Reff andReff were often of comparable mag-
nitude. Error magnitudes from the three described objective
function types (ISingle, ISingle_Reff, and Reff) could vary con-
siderably between time periods (illustrated by triangles and
circles, respectively, in Fig. 4a and b).
3.2 The use of multiple SFCs for model calibration
Figure 6a shows simulation results for the objective function
ISingle for all 25 catchments and both modeling time periods.
The five SFCs with the highest robustness (less variability
in error; Fig. 6a) were RA7, ML20, FH6, E85, and MA41.
All five of these SFCs could be used for the objective func-
tion IMulti; however, E85 (lowest 15 % of daily runoff) was
discarded as potential SFC for IMulti because of its redundant
information with ML20 (baseflow). The information value of
the remaining 4 SFCs for each of the 13 SFCs is presented
in Fig. 6b. All 13 SFCs were relatively well simulated by
model calibrations with ISingle of either RA7, ML20, FH6, or
MA41 (colored circles in Fig. 6b) compared to calibrations
with other SFCs.
Median estimates of the 13 SFCs in the calibration pe-
riod were slightly lower when the model was calibrated with
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Figure 5. Comparison of absolute normalized SFC errors (nSFC) in validation calculated from model calibrations with the objective functions
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Figure 6. (a) Robustness: normalized SFC errors (nSFC) in validation calculated from model calibrations with the objective function ISingle
for the respective SFC. Values are shown for all 25 catchments and both modeling time periods (triangles for period 1, 1984–1996, and circles
for period 2, 1997–2009). (b) Information value: absolute normalized SFC errors (nSFC) in validation calculated from model calibrations
with all 13 objective functions ISingle. Model performance values correspond to the median of the 25 catchments and the mean of both
modeling time periods. Each open circle represents 1 of the 13 SFCs used for ISingle. The colored circles refer to the final selection of SFCs
for the objective function IMulti.
IMulti rather than IMulti_Reff. Both of these objective func-
tions led to better model performance for SFCs than cal-
ibrating with Reff alone (Fig. 3a). Model performance for
the validation period with IMulti_Reff had a lower median er-
ror for SFCs than the error associated with using IMulti as
an objective function (Fig. 3b). The comparison of IMulti
and IMulti_Reff for all SFCs separately (Fig. 7a) revealed that
for most SFCs both objective functions resulted in similar
estimates. ISingle_Reff was better for estimating SFCs than
IMulti_Reff, especially for SFCs not included in the IMulti_Reff
objective function (Fig. 7b). Comparing simulations from
IMulti_Reff and Reff revealed a smaller median error of the
SFCs when calibrating with IMulti_Reff (Figs. 3b and 7c). Yet,
for most SFCs not explicitly incorporated into the objec-
tive function IMulti_Reff, the objective functionReff performed
equally well or slightly better than IMulti_Reff (Fig. 7c).
3.3 Estimation accuracy for SFCs
Figure 8 provides an overview (median of all 25 catchments)
of how well SFCs were simulated by presenting the results
for both modeling time periods and all five objective func-
tion types. Error magnitudes ranged between −25 and 25 %
for the majority of SFCs. Considerably higher estimation ac-
curacy was achieved for ML20 (−5 to 2 %), whereas estima-
tion accuracies were lowest for MH10 and TL1, with error
magnitudes up to 40 and 77 %, respectively. For some SFCs
(e.g., MA26 and TL1) the error tended to be higher in one
of the two modeling time periods, whereas for other SFCs
(e.g., RA7 and MH10) the objective function had a distinct
influence on the error magnitude. There was no evidence that
the estimation accuracy depends on flow components (mag-
nitude, ratio, frequency, variability, and date) or flow condi-
tions (low, medium, and high flow).
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Figure 7. Comparison of absolute normalized SFC errors (nSFC) in validation calculated from model calibrations with the objective functions
Reff, ISingle_Reff, IMulti, and IMulti_Reff. Absolute normalized SFC errors correspond to the median of the 25 catchments and the mean of
both modeling time periods.
SFC
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Figure 8. Normalized SFC errors (nSFC) in validation depending
on the objective function used in calibration. Model performance
values correspond to the median of the 25 catchments and are shown
for both modeling time periods (period 1, 1984–1996, on the left
side and period 2, 1997–2009, on the right side).
The median error (illustrated by stars in Fig. 8) was used
for the evaluation of the underestimation or overestimation of
SFCs. Among the tested SFCs, an underestimation was ob-
served for all five SFCs representing high-flow conditions as
well as for three of four mean-flow-related SFCs. With one
exception, low-flow SFCs were overestimated. This overall
pattern was less evident when evaluating each objective func-
tion and time period separately (Figs. 8 and 9). The SFCs
DH16 and MH10 indicate two typically observed deviations
in the overall pattern. DH16 is an example of a SFC that
could be regarded as being clearly underestimated by the
model, because of its negative bias in 9 out of 10 cases (me-
dian values in Fig. 9a). However, for objective functions or
modeling time periods with a low magnitude in the median
bias, the underestimation of the SFC was not statistically sig-
nificant. Even in the case of a median pointing to statisti-
cally significant underestimation, there might be a substantial
number of catchments for which DH16 was overestimated.
A second commonly observed phenomenon is shown by the
SFC MH10 (Fig. 9b). While MH10 had mostly small but sta-
tistically significant median errors, there were many catch-
ments with considerably higher errors. Although MH10 was
the most extreme example, it illustrates that small median er-
rors do not guarantee good results for all catchments.
4 Discussion
4.1 On the importance of the choice of the objective
function
The results demonstrated that the objective function used for
model calibration strongly influences the estimation accuracy
of SFCs. This finding confirms the findings of previous stud-
ies (e.g., Hingray et al., 2010; Westerberg et al., 2011; Mur-
phy et al., 2013; Olsen et al., 2013; Pfannerstill et al., 2014;
Shrestha et al., 2014; Caldwell et al., 2015; Vis et al., 2015)
and points out the importance of making a careful choice of
the objective function for model calibration. The benefit of
optimizing one specific SFC lies in the relatively accurate es-
timation of the respective SFC compared to a calibration with
Reff or a multi-SFC objective function. Model calibration on
one single SFC clearly emphasizes the hydrograph aspects of
the selected SFC possibly neglecting an adequate represen-
tation of other hydrograph characteristics. This implies that
calibrations with ISingle can lead to poor model performance
for SFCs not included in the objective function. The fact that
a calibration with Reff and a calibration with multiple SFCs
lead to comparable estimates for most SFCs indicates that
the main hydrological processes of the catchments are sim-
ilarly well represented with the two approaches. Consider-
ing that SFCs not incorporated into the objective function
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Figure 9. (a) Normalized DH16 errors (nSFC) and (b) normalized MH10 errors (nSFC) in validation depending on the objective function
used in calibration. Normalized SFC errors are shown for all 25 catchments and for both modeling time periods (period 1, 1984–1996, on
the left side and period 2, 1997–2009, on the right side). Colors indicate the significance of the results assessed by a two-sided binomial test
at a confidence level of 0.95. Note the difference in the y axis.
IMulti showed little change compared to calibrations withReff
brings into question the benefit of including SFCs in model
calibration instead of applying a traditional calibration ap-
proach when aiming at estimating a suite of SFCs. This is
surprising because the SFCs selected for IMulti or IMulti_Reff
provide information on high flows, recession rate, percent-
age of baseflow, and annual runoff volume, and therefore
should help in constraining the model with respect to dif-
ferent important runoff processes. These results are differ-
ent from those of Yilmaz et al. (2008) and Pfannerstill et
al. (2014), whose multi-metric runoff model calibration re-
sulted in an improved general shape of the hydrograph. Al-
though their calibration approach was mainly based on var-
ious segments of the flow duration curve, it is unclear why
the conclusions differ that much. From the above discussion
it becomes evident that calibrating a runoff model for esti-
mating many different SFCs from one single hydrograph is a
trade-off between finding a parameterization that is general
enough to represent different aspects of the hydrograph and
that simultaneously emphasizes specific SFCs. These trade-
off situations are common as perfect model parameteriza-
tions are usually not possible due to a variety of uncertainty
sources, such as model structural uncertainty and input and
runoff data uncertainty (Beven, 2016).
A noticeable result from the current study is the distinct
difference in model performance in calibration and valida-
tion when using the objective function ISingle. While almost
perfect fits are achieved in calibration for all catchments and
SFCs, model errors tend to be much higher in validation, with
a considerable spread between catchments as well as a clear
difference depending on the SFC. This observation confirms
that the model is able to simulate the SFCs well, but also
outlines that a good model calibration does not imply robust
simulations in validation. In general, it seems that SFCs that
are strongly related to physical catchment properties (e.g.,
rate of streamflow recession) are the most robust, followed by
SFCs representing an average flow condition with a moderate
robustness. SFCs that are a measure of more extreme high-
flow conditions are the least robust, possibly because these
conditions are subject to inter-annual weather changes and
are more difficult to model due to their dynamic behavior. A
low robustness could also indicate that the model structure
might be suboptimal for some catchments.
The two least robust SFCs are MH10 and TL1. MH10
simulations with ISingle yield by far the poorest results of
all objective function types, with very large normalized er-
ror in both positive and negative directions. In comparison,
the high estimation errors for TL1 depend on the modeling
time period. The high estimation errors for TL1 in period 2
stem from years where the minimum runoff was simulated
in late winter while the observed minimum was in late fall.
By visually analyzing the temperature and runoff time series,
it can be hypothesized that such model simulations mainly
happened in years with successive weeks of continuously lit-
tle precipitation during late winter. Such prolonged drier pe-
riods occurred more often in one of the two modeling time
periods and thus evoked the distinct bias in model accuracy
depending on the simulation period. Both TL1 and MH10 are
calculated from a single value per year, as opposed to, e.g.,
RA7, which is based on all recessions. In model calibration,
many parameter sets are derived that perfectly simulate this
single value. However, a good simulation of either TL1 or
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MH10 is not so much dependent on an accurate representa-
tion of dominant runoff processes. Thus, model results for
the validation period using input data of identical quality can
fail to accurately simulate either SFC because of parameter
sets “tuned” to the data as opposed to being based on model-
ing the process.
4.2 Model performance regarding SFCs
The runoff model tends to underestimate SFCs related to
mean and high-flow conditions, while SFCs representing
low-flow conditions are generally overestimated. These re-
sults are consistent with those of Olsen et al. (2013), Cald-
well et al. (2015), Vis et al. (2015), and Kiesel et al. (2017)
and can partly be explained by the model behavior charac-
terized by a less pronounced runoff response to precipita-
tion events but increased groundwater discharge to the stream
during drier periods compared to the observed data (Vis et
al., 2015). The observations that average flow conditions are
better simulated than extremes (Caldwell et al., 2015; Vis
et al., 2015) or that high-flow-related SFCs are more accu-
rately estimated than those related to low flow (Shrestha et
al., 2014; Ryo et al., 2015) cannot be confirmed with our re-
sults. None of these earlier studies explicitly included SFCs
in model calibration and the deviating results could be at-
tributed to the differing approaches to defining the objective
function(s). This presumption is supported by the previously
described differences in results of Vis et al. (2015), although
they applied the same runoff model, catchments, and SFCs.
4.3 How to select SFCs for a multi-index calibration
approach
The current study supports the assumption that including
SFCs in model calibration helps to preserve most hydrograph
aspects relevant to those SFCs. Thus, an objective function
based on several SFCs is expected to result in a hydrograph
from which a suite of SFCs can be calculated. Not knowing
which SFCs will be relevant for a given study, a guideline
as to which SFCs the model calibration could be based on
would be helpful. The first step towards a guideline consists
of selecting SFCs that are potentially valuable for model cal-
ibration. This selection was based on the concept of robust-
ness and information value of SFCs, which is comparable
to the approach used by Euser et al. (2013), who assessed
the realism of model structures. Like Euser et al. (2013), re-
sults from the current study indicated that high robustness
was not necessarily related to high information value, em-
phasizing the importance of selecting SFCs by jointly evalu-
ating robustness and information value. The concept of infor-
mation value and robustness favors simulations that preserve
important hydrograph characteristics, as can be seen from the
slightly improved median estimation accuracy of SFCs with
the objective functions IMulti or IMulti_Reff compared to esti-
mations with Reff only.
A model calibrated on certain flow conditions (low,
medium, and high flow) is beneficial for SFCs representing
these flow conditions (see, e.g., Murphy et al., 2013), so it
was hypothesized that the information value of the selected
SFCs is highest for SFCs belonging to the same group of
flow conditions. The confirmation of this hypothesis would
allow us to draw general conclusions about a minimum num-
ber of SFCs required for model calibration. Surprisingly the
results did not reveal any pattern related to flow conditions
and thus no recommendation for the final selection of SFCs
can be made. It seems that the selection of SFCs for an in-
formative and robust objective function depends on the type
and the combination of SFCs one is interested in. Since this
study was based on a limited number of SFCs it could be
interesting to test the hypothesis by analyzing a greater num-
ber of SFCs. Testing a larger number of SFCs might reveal
relations that are difficult to see with a small sample. Fur-
thermore, more knowledge about the effect of single SFCs
or the combination of SFCs used as objective functions on
runoff simulations could be gained by using synthetic data
and a modeling approach where an excellent hydrograph fit
is possible (e.g., “HBV-land” in Seibert and Vis, 2012).
4.4 Objective functions, their estimation accuracy, and
consequences for practical applications
The emphasis of SFC-related modeling studies changed from
estimating single SFCs to simulating a suite of SFCs (Olden
and Poff, 2003). The modeling design of this study com-
bined both approaches for the same SFCs and catchments
and thus enabled a direct comparison of the results. Ideally,
the runoff model could be calibrated to simulate a hydro-
graph for each catchment from which any SFC can be cal-
culated. Such an approach ensures a relatively small calibra-
tion effort, which is especially valuable if one is interested in
modeling many catchments and/or various scenarios. How-
ever, results indicate that SFCs related to a more generally
calibrated model (e.g., Reff, IMulti, or IMulti_Reff) are less ac-
curate than when they are estimated from hydrographs based
on targeted model calibrations (e.g., ISingle or ISingle_Reff).
This fact has substantial implications for the later application
of simulated SFCs in decision-support systems for integrated
resource management. As stated by Carlisle et al. (2010),
with high errors in SFC estimates, only considerable flow
departures from natural conditions can be detected. Also, in-
accurate SFC values can impede the generation of more ro-
bust flow alteration–ecosystem change relationships that are
ultimately needed for sustainable flow management guide-
lines (Arthington et al., 2006; Poff and Zimmermann, 2010;
Gillespie et al., 2015; Cartwright et al., 2017).
As with regional statistical approaches, incorporating
SFCs into model objective functions implies that a modeler
knows which SFCs are relevant and that the model must be
recalibrated if one is interested in additional SFCs. The ad-
vantage of runoff models over multivariate regressions and
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observed streamflow series includes their use for climate sce-
nario analysis or for simulating runoff in ungauged catch-
ments, with the latter being one of the ultimate aims in the
ELOHA framework (Poff et al., 2010). Modeling SFCs gets
even more challenging when moving from a gauged to an
ungauged catchment. An appropriate calibration strategy tar-
geted to the main simulation goal is crucial for any subse-
quent regionalization.
4.5 Choice of the runoff model for estimating SFCs
When comparing SFCs estimated from simulations of dif-
ferent runoff models, the question can be raised whether the
results depend on the selected model. This question is espe-
cially important for resource managers who need to make de-
cisions based on model results from different studies (Cald-
well et al., 2015). A comparison of runoff models with differ-
ent spatial scales that rely on different data inputs was con-
ducted by Caldwell et al. (2015). Their results do not indicate
that a certain runoff model is more suited for predicting SFCs
than others, but rather that the calibration process probably
has as much influence as the model structure. Thus, it can be
assumed that the conclusions of this study would be similar
if a different calibrated runoff model was applied.
5 Conclusions
In this study, we evaluated the value of using SFCs for the
calibration of a runoff model used to estimate SFCs. The re-
sults suggest that the choice of the objective function used
for model calibration strongly influences the estimation ac-
curacy of SFCs. While the model was capable of correctly
simulating any of the tested SFCs, a good reproduction of a
particular SFC was generally achieved when this SFC was in-
cluded in the objective function. SFC estimates from model
simulations with an objective function consisting of a rep-
resentative selection of SFCs resulted in comparable accu-
racies to the estimates from model runs based on the com-
monly used model efficiency when evaluated against SFCs
not included in the objective function. Estimates of SFCs that
are less dependent on the short-term weather input or SFCs
representing average flow conditions were more robust than
other SFCs. Since the results imply that one has to consider
significant uncertainties when simulated time series are used
to derive SFCs that were not included in the calibration, we
strongly recommend calibrating the runoff model explicitly
for the SFCs of interest.
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Abstract: Goodness-of-fit measures are important for an objective evaluation of runoff model performance. 
The Kling-Gupta efficiency (RKG), which has been introduced as an improvement of the widely used Nash-
Sutcliffe efficiency, considers different types of model errors, namely the error in the mean, the variability 
and the dynamics. The calculation of RKG is implicitly based on the assumptions of data linearity, data 
normality, and the absence of outliers. In this study, we propose a modification of RKG as an efficiency 
measure comprising non-parametric components, i.e., the Spearman rank correlation and the normalized 
flow-duration curve. The performances of model simulations for 100 catchments using the new measure 
were compared to those obtained using RKG based on a number of statistical metrics and hydrological 
signatures. The new measure resulted overall in better or comparable model performances, and thus, it was 
concluded that efficiency measures with non-parametric components provide a suitable alternative to 
commonly used measures.  
 
Keywords: runoff modelling, calibration, non-parametric, multi-objective, Kling-Gupta efficiency 
1 Introduction 
Runoff models are important tools in hydrology. Their application requires some form of parameter 
estimation to ensure reliable discharge simulations for the catchment of interest. Parameter estimation is 
oftentimes based on comparing simulated and observed discharge using a goodness-of-fit measure, also 
called an objective function. The most widely used objective function in hydrological modelling is the 
model efficiency (Nash and Sutcliffe 1970), which is based on the mean squared error. The mean squared 
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error between simulated and observed discharge can be decomposed into the three components mean, 
variability, and dynamics (Murphy 1988, Gupta et al. 2009). Estimating model parameters by optimizing 
the mean squared error is critical in two ways. Gupta et al. (2009) demonstrated that a high model 
performance for discharge dynamics is inevitably related to an underestimation of discharge variability and 
that the importance of discharge volume in model calibration depends on a catchment’s discharge 
variability. This motivated them to suggest an objective function (the so called Kling-Gupta model 
efficiency, RKG), which is based on an improved combination of the three diagnostically meaningful 
components of the mean squared error. 
The Kling-Gupta model efficiency is in line with the paradigm of using multiple objectives for model 
calibration with the aim to prevent an overfitting of model parameters to a particular hydrograph aspect 
(some early studies are Lindström 1997, Gupta et al. 1998, Boyle 2000, Madsen 2003). Taking into account 
multiple objectives can reduce simulation uncertainties and provides more reliable predictions given that 
the individual objectives are uncorrelated (Efstratiadis and Koutsoyiannis 2010). Multi-objective functions 
were originally mostly composed of purely statistical metrics, such as the root mean squared error of low, 
high or peak flows (see review of Efstratiadis and Koutsoyiannis 2010). In more recent years, hydrological 
signatures were applied as multi-objective functions (Yilmaz et al. 2008, Hingray et al. 2010, Euser et al. 
2013, Zhang et al. 2016, Kiesel et al. 2017, Shafii et al. 2017) with the aim of focusing model calibration 
on relevant hydrograph aspects or major catchment functions. The term multi-objective function can also 
refer to multiple variables or multiple sites within a catchment (Madsen 2003). In this study, however, we 
used only discharge time series for calibration.  
The calculation of RKG is implicitly based on the assumptions of data linearity and normality, as well as the 
absence of outliers. However, discharge time series and model simulation errors are known to be highly 
skewed, which violates the implicit assumptions underlying RKG. The aim of this study was therefore to 
make a step towards using non-parametric efficiency measures by reformulating the variability and the 
correlation term of RKG in a non-parametric form. For a non-parametric alternative to the standard deviation, 
we decided to use the flow-duration curve (FDC). The FDC describes the relationship between the 
frequency and magnitude of streamflow and is an indicator of flow variability across all flow magnitudes 
of a catchment (Vogel and Fennessey 1995), whereas the standard deviation is, in case of non-normally 
distributed data, only a metric for the variability of flows around the mean flow. Since catchment 
characteristics such as flashiness or baseflow can be linked to specific segments of the FDC, it has become 
a widely used signature for model calibration (Yilmaz et al. 2008, Westerberg et al. 2011, Pokhrel et al. 
2012, Euser et al. 2013, Pfannerstill et al. 2014, Garcia et al. 2017). As proposed by Legates and McCabe 
(1999), we used the Spearman rank correlation to describe discharge dynamics instead of the Pearson 
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correlation coefficient as is used by RKG. Spearman rank correlation is less sensitive to extreme values in a 
time series than Pearson correlation and is therefore less prone to artificially high correlation values, leading 
to a more robust characterization of the correlation (Legates and McCabe 1999, Krause et al. 2005). 
Spearman rank correlation is, just as the Pearson correlation, insensitive to additive and proportional 
differences between simulated and observed discharge (Legates and McCabe 1999), which stresses the 
importance of the volume-term in RKG. To our knowledge, the Spearman rank correlation has only been 
used in a limited number of calibration studies (Vis et al. 2015 or Seibert and Vis 2016).  
In this study, we propose a modification of RKG towards a non-parametric calibration criterion (RNP) that is 
composed of the mean discharge, the FDC, and the Spearman rank correlation. Model calibrations with 
RKG, RNP, and different combinations of their mean, variability, and dynamic components were evaluated 
by comparing the model performance for a number of selected hydrograph aspects. The goal was to evaluate 
the potential of non-parametric formulations of goodness-of-fit measures for runoff model calibrations 
aiming at multiple hydrograph aspects. 
2 Data and methods 
2.1 Study area 
This study was based on model applications in 100 catchments located across the contiguous United States 
(Fig. 1). The catchments are a subset of the Newman et al. (2015) data set and were selected by stratified 
random sampling from the drainage area of the major river regions proportional to the number of gauged 
catchments in these river regions. The Newman et al. (2015) data set provides daily temperature, 
precipitation and discharge data along with catchment outline information for over 600 catchments in the 
United States with minimal human disturbance. Monthly potential evaporation was estimated using the 
Priestley-Taylor equation for which the required input data was as well extracted from the Newman et al. 
(2015) data set. The catchment areas range from 10 km2 to 12 630 km2 with a median of 340 km2. Mean 
catchment elevations are between 25 m a.s.l. and 3355 m a.s.l. Annual precipitation sums vary from 240 
mm to 3070 mm, of which more than 15 % falls as snow in a third of the catchments (based on the time 
period from 1990 to 2009). From the study catchments 43 % can be classified as humid, 40 % as temperate 
and 17 % as arid (classification according to Coopersmith et al. 2014). The wide range of catchment areas 
and hydroclimatic conditions of the selected catchments ensured that a large variability in runoff processes 
were represented among the study catchments. 
 




Figure 1. Locations and hydroclimatic characteristics of the 100 study catchments. 
2.2 The HBV runoff model 
The HBV runoff model (Hydrologiska Byråns Vattenbalansavdelning, Bergström, 1976, Lindström et al., 
1997) in the version of HBV-light (Seibert and Vis, 2012) was used to test the influence of the different 
objective functions on simulated runoff. The runoff model has been successfully applied in many different 
hydroclimates (e.g. Häggström et al., 1990, Lidén and Harlin, 2000, Perrin et al., 2001, Beck et al., 2016, 
Seibert and Vis, 2016). The HBV model is a bucket-type runoff model with a conceptual representation of 
runoff processes at the catchment scale. The model consists of four routines representing snow, soil water, 
groundwater and stream network routing. Daily temperature and precipitation are input to the snow routine, 
where snow accumulation and melt are calculated with a degree-day method. Snowmelt and rainfall supply 
the soil moisture storage from which, together with monthly potential evaporation, the actual evaporation 
and the groundwater recharge is computed. Groundwater storage is represented by a shallow and a deep 
reservoir from which the fast runoff response, intermediate runoff response and baseflow are calculated. 
These three runoff components are summed and transformed by a triangular weighting function to simulate 
the hydrograph at the catchment outlet. 
The HBV model was applied in a semi-distributed way by dividing the catchment into elevation bands of 
200 m with separate computations for the snow and soil routines. Temperature and precipitation input to 
the elevation bands was calculated with a lapse rate of -0.6 °C per 100 m and 10 % per 100 m respectively. 
Potential evaporation was assumed to be uniform over the entire catchment. Elevation bands were 
determined using SRTM elevation data (Shuttle Radar Topography Mission, Jarvis et al., 2008). 
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2.3 Model calibration criteria 
In this study, multiple model calibration criteria were defined that are based on the decomposition of the 
mean squared error into the three aspects, mean (β), variability (α) and dynamics (i.e., correlation r; Murphy 
1988, Gupta et al. 2009).  
The three terms β, α, and r were first calculated as originally proposed by Gupta et al. (2009; Eq. 1-3). The 
bias between simulated (sim) and observed (obs) mean discharge µ and the bias between simulated and 
observed standard deviation σ was used to compute β and αKG, respectively. The Pearson correlation 
between observed and simulated discharge time series Q with length n was used as indicator for discharge 
dynamics (rp). Together the three parametric components β, αKG, and rp were input to the Kling-Gupta 










∑ (𝑄𝑜𝑏𝑠(𝑖) − µ𝑜𝑏𝑠)(𝑄𝑠𝑖𝑚(𝑖) − µ𝑠𝑖𝑚)
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𝑛





𝑅𝐾𝐺 = 1 − √(β − 1)2 + (𝛼𝐾𝐺 − 1)2 + (𝑟𝑝 − 1)2 
(4) 
To make a step towards a non-parametric variant of RKG, the terms α and r were furthermore expressed in 
a non-parametric way. The non-parametric form of the discharge variability (αNP) was built on the FDC. 
The FDC was normalized to remove the volume information and only keep the distribution signal. The 
absolute error was then computed between all ranked simulated and observed discharge values (Eq. 5; 
where I(k) and J(k) are the time steps when the kth largest flow occurs within the simulated and observed 
time series, respectively). For a non-parametric alternative to the correlation term the Spearman rank 
correlation (rs) was calculated on the ranks of the observed (Ro) and simulated (Rs) discharge time series 
(Eq. 6). The combination of β, αNP, and rs into a single metric resulted in the partly non-parametric objective 
function RNP (Eq. 7). An R-script with the calculation for RNP is provided in the supplementary material.  
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𝑅𝑁𝑃 = 1 − √(β − 1)2 + (𝛼𝑁𝑃 − 1)2 + (𝑟𝑠 − 1)2 (7) 
Overall, the components β, α, and r used in their parametric and non-parametric variants built the foundation 
for various one-, two-, and three- component objective functions used in this study (Fig. 2): 
(1) One-component objective functions were defined so that each consisted of a single variable from 
RNP (Rβ, Rα, and Rr). 
(2) Two-component objective functions consisted of two equally weighted variables from RNP (Rβ_α, 
Rβ_r, and Rα_r). 
(3) For the three-component objective functions we used β and both parametric and non-parametric 
variants of α and r. The Nash-Sutcliffe model efficiency (RNS), the Kling-Gupta model efficiency 
(RKG) and its non-parametric modification (RNP) were assigned to this third group of objective 
functions. To complement RKG and RNP, two further objective functions were introduced where 
either α (RKG_α) or r (RKG_r) was modified to be non-parametric. These two versions were used to 
analyse the effect of each of the individual modifications that were made to RKG in order to generate 
RNP. Similar to RKG and RNP, the multiple components of RKG_α and RKG_r were combined using the 
Euclidean distance measure (Eq. 4 and 7). 
2.4 Model calibration and evaluation 
The HBV model was calibrated against the continuous daily discharge time series of the hydrological years 
1990 to 1999 for each of the 100 study catchments. Model parameters were optimized within predefined 
parameter ranges using a genetic algorithm (Seibert 2000) and each of the 11 objective functions (Fig. 2). 
To consider parameter uncertainty, the parameter optimization was performed 100 times. The model 
calibration process resulted in an ensemble of 100 calibrated parameter sets for each catchment and 
objective function. These parameter sets were additionally used to simulate discharge for a validation period 
(1 October 2000 to 30 September 2009). For both calibration and validation a two year warming-up period 
was used to ensure suitable initial values for the state variables. 
 




Figure 2. Objective functions used for model calibration. The basic components describing discharge volume (β), 
variability (α), and dynamics (r) are combined into eleven one-, two- or three-component objective functions. 
 
Model simulations in calibration and validation were evaluated in three ways. First, we evaluated 
hydrograph uncertainty related to the use of different objective functions. The spread between the 100 
simulated hydrographs of each catchment was used as information on how well an objective function 
constrains model parameters for a particular catchment. To evaluate this spread in simulated hydrographs, 
we computed the difference between the 0.05 and 0.95 quantile of the 100 simulated hydrographs at each 
time step in the calibration time period. The difference was then normalized by the observed discharge and 
evaluated for different discharge quantiles to see if simulation uncertainty differed for different flow 
conditions. Hydrograph uncertainty was evaluated for simulations based on the objective functions RKG, 
RKG_β, RKG_α, and RNP. 
Second, the 100 simulated hydrographs of each catchment were evaluated in terms of RKG, RNP, and the 
(non-) parametric β, α, and r components. The further analysis was based on the median of the 100 
efficiencies of each catchment. The median efficiencies from all catchments were used to compute 
cumulative distribution functions for each evaluation metric. Furthermore, we were interested to which 
extend RKG, RNP, and their (non-) parametric β, α, and r components are correlated with each other. 
Therefore, the Spearman rank correlation was calculated for different pairs among the three components 
(β, α, and r), RKG, and RNP for simulations in the calibration period.  
Lastly, model performance for simulations with each objective function was evaluated for three commonly 
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used statistical metrics and five hydrograph signatures that were not explicitly considered in calibration. 
These statistical metrics were the model efficiency calculated for peak flows (RNS_peak), model efficiency 
calculated on logarithmic flow (RNS_logQ), and RMARE, a measure for low flows (1 minus the mean absolute 
relative error between observed and simulated flow). The chosen hydrograph signatures provide 
information on the major catchment functions by linking rainfall input to the flow response of a catchment 
(Yilmaz et al., 2008). The five signatures are the percent bias in runoff ratio (Brr), the difference in watershed 
lag time (Bt), the percent bias in the high-flow segment of the FDC (Bhf), the slope of the mid-flow segment 
of the FDC (BFDC), and the low-flow segment of the FDC (Blf). The signatures were calculated according 
to Yilmaz et al. (2008), except for the watershed lag time, where only the difference in observed and 
simulated lag time, and not the percent bias, was calculated. Throughout this study, we always evaluated 
the absolute values of the percent bias or the absolute values of the difference between signatures. To 
statistically quantify the different effect of RKG and RNP on statistical metrics and signatures, we conducted 
a Wilcoxon signed-rank test (Wilcoxon 1945) using the median efficiency of each of the 100 study 
catchments. 
3 Results 
3.1 Evaluation of model simulations for RKG, RNP and their components 
The calibrated model simulations in general reproduced the observed hydrographs reasonably well. The 
100 simulated hydrographs resulting from calibration with RKG and RNP for two example catchments, one 
snow and one winter-rain dominated, indicated that independent of a catchment’s runoff regime, the range 
of model simulations (0.05 to 0.95 quantile) is generally wider for simulations based on RKG than RNP (Fig. 
3). This observation was confirmed by the results from all 100 catchments (Fig. 4). The difference in the 
range of simulated hydrographs was especially pronounced during recession periods and low-flow 
conditions. At exceptionally high peak flows (0.95 flow quantile), however, simulation uncertainty for 
calibrations with RNP exceeded those of calibrations with RKG. Simulation uncertainty resulted from the 
interplay between both the variability and the dynamics measure of RKG and RNP (Fig. 4). While variability 
and dynamics comparably influenced the simulation uncertainty for mean-flow conditions, their individual 
effect varied for low and high flows. During low-flow conditions, simulation uncertainty was most strongly 
influenced by the dynamics component of RKG and RNP, whereby the sensitivity of the Pearson correlation 
coefficient for high discharge values resulted in less confined simulations during low flows. At high-flow 
conditions, it was the described sensitivity of the Pearson correlation coefficient and the use of the FDC 
that reduced the range in simulated hydrographs. 
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The median model efficiencies of the 100 hydrograph simulations for each study catchment are presented 
in Fig. 5. As expected, model efficiencies for RKG and RNP decreased when moving from calibration (median 
RKG 0.86 and median RNP 0.85) to validation (median RKG 0.77 and median RNP 0.80). This decrease was 
more pronounced for the objective function the model was calibrated on. Interestingly, the discharge 
variability measured in terms of the standard deviation was underestimated for calibrations based on RNP in 
80 % of the catchments, as opposed to an almost equal fraction of catchments being under and overestimated 
for calibrations with RKG. Hydrograph dynamics, measured in terms of the Pearson correlation coefficient, 
were well represented by simulations calibrated with RKG. However, the same model calibrations performed 
relatively poorly in terms of the Spearman rank correlation coefficient stressing the stronger sensitivity of 
the Pearson correlation to discharge extremes than to discharge dynamics. 
 
Figure 3. Observed and simulated hydrographs from model calibrations with RKG and RNP for a) a snow dominated 
catchment in the Northeast (USGS gauge id 01423000) and b) a winter-rain dominated catchment in the Northwest 
(USGS gauge id 14301000) of the United States. The range in hydrograph simulations indicates the 0.05 to 0.95 
quantile of all 100 simulations. 





Figure 4. Hydrograph uncertainty for model calibrations with RKG, RKG_r, RKG_ α, and RNP. For each catchment, 
uncertainty was calculated as the difference between the 0.05 and 0.95 quantile of the 100 hydrograph simulations at 
a particular point in time normalized by the observed discharge. Uncertainty was computed for various discharge 
quantiles. Here, the median uncertainty over all 100 study catchments is presented. 
 
The individual components of a multi-objective function should ideally be uncorrelated to have a high 
information value for model calibration (Efstratiadis and Koutsoyiannis 2010). Table 1 shows that this 
requirement is only partly met for RKG and RNP. The rank correlation between r and β could be considered 
as weak, whereas it was strong between the r and α components and moderate to strong between α and β. 
The correlation between the multi-objective function (RKG or RNP) and its individual components (α, β, and 
r) is an indicator for the strength of their relation. Hydrograph dynamics were strongly related to the 
efficiency score of the multi-objective function, followed by the discharge variability component and the 
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Table 1. Spearman rank correlation coefficients for RKG and RNP and their three components in calibration. The 
correlation coefficients were calculated using the median values of all 100 catchments. 
 RKG RNP 
 RKG β αKG rp RNP β αNP rs 
RKG/NP 1 0.42 0.58 0.97 1 0.27 0.71 0.97 
β  1 0.61 0.3  1 0.34 0.21 
αKG/NP   1 0.48   1 0.59 
rp/s    1    1 
 
3.2 Effect of a stepwise modification of RKG to RNP on statistical metrics and hydrological 
signatures 
The stepwise modification of the variability and correlation components of RKG gives an indication of their 
individual effect on the model calibration with RNP (Fig. 6). Statistical metrics (Fig. 6a) measuring model 
performance related to the magnitude and timing of high flows (RNS and RNS_peak) were better simulated with 
RKG than RNP. Adapting the variability component of RKG by introducing the FDC led to negligible changes 
in model performance, whereas the replacement of the Pearson correlation by the Spearman rank correlation 
clearly impaired the timing and magnitudes of high flows. In contrast, the non-parametric variants of the 
variability and correlation components strongly improved the model performance for low-flow measures 
(RNS_logQ and RMARE) with the highest positive effect when changing both components simultaneously (RNP). 
Similar effects as described for the statistical metrics could be observed for the high and low flow related 
hydrograph signatures (Fig. 6b). The two signatures runoff ratio and watershed lag time were not much 
affected by changes in the variability and correlation components.  
Ranking the objective functions RKG, RKG_r, RKG_α, and RNP (Fig. 6c) according to their model performance 
provides a generalized picture of their effect on various hydrograph characteristics. The ranking highlights 
that the introduction of the non-parametric variant of the variability component (RKG_α) often resulted in 
better simulations in comparison to RKG. The non-parametric variant of RKG could be considered as a 
valuable alternative for RKG, unless timing and magnitude of high flows were of major importance. 
The Wilcoxon signed-rank test revealed that the model efficiency for statistical metrics and signatures (Fig. 
6) differed significantly for calibrations with RKG and RNP, except for the signatures Brr, Bhf, and Blf. 
 





Figure 5. Model efficiencies (RKG, RNP, αKG, αNP, rp, rs, and β) in calibration and validation for model calibrations with 
RKG and RNP. Empirical cumulative distribution curves (ECDF) consist of the median model efficiency for each of the 
100 study catchments. 






Figure 6. Model efficiencies in validation for model calibrations with RKG, RKG_r, RKG_ α, and RNP.  Calibration criteria 
are evaluated in terms of a) statistical metrics and b) hydrological signatures (note that the axis for Blf is scaled by a 
factor of five meaning that percent bias is five times higher than indicated). Each calibration criterion is ranked 
according to its performance for statistical metrics and hydrological signatures in c). Results are presented for the 
median efficiency of all 100 study catchments. 
  
In press in Hydrological Sciences Journal 
14 
 
3.3 Effect of the number of components on statistical metrics and signatures 
Figures 7 and 8 present the results for model calibrations with nine objective functions consisting of a 
varying number of components for all catchments. For most statistical metrics and hydrograph signatures 
performance increased with an increasing number of components. Especially the loss of information on 
dynamics (by excluding the correlation component) negatively affected model performance in the two-
component objective function. In the case of the one-component objective functions hydrograph dynamics 
were most important for model calibration, followed by the information on discharge variability. Model 
calibrations on volume only resulted in the poorest model simulations consistently throughout all evaluation 
metrics. Altogether, these results indicate that capturing all three components, i.e., discharge volume, 
variability, and dynamics of a catchment, is important for simulations aiming at multiple aspects of the 
hydrograph. 
There are, of course, exceptions that do not follow the general observation made above. For example, the 
slope of the FDC (BFDC) was best simulated when the α component, expressed in terms of the FDC, had a 
relatively high weight in calibration which was not the case for calibrations with a three-component 
objective function. Another exception is the percent bias in runoff ratio (Brr) for which it was more essential 
to include a volume metric in the multi-objective function than to consider discharge dynamics. Lastly, 
discharge dynamics were less important than flow variability for simulating the high-flow segment of the 
FDC (Bhf) most likely because the timing is not of major relevance for that signature.  
4 Discussion 
The use of non-parametric goodness-of-fit measures is still a relatively new approach to model calibration. 
A comparison of various hydrograph characteristics resulting from calibrations with a partly non-parametric 
formulation of the popular Kling-Gupta efficiency (RNP) and its original formulation (RKG) demonstrated 
the potential of calibration criteria with non-parametric components. Overall, RNP proved to be a valuable 
alternative for RKG. It resulted in more confined hydrograph simulations (Figs. 3 and 4) and, except for 
high-flow metrics, in comparable or improved model performance for many of the statistical metrics and 
signatures (Fig. 6). Altogether, the flow-duration curve positively affected parameter selection, whereas the 
Spearman rank correlation had a varied effect on hydrograph simulations (Figs. 4 and 6). 
More specifically, the use of the normalized FDC instead of the standard deviation had a positive effect on 
hydrograph simulations for all evaluated performance criteria. This favourable effect is encouraging 
although it may not be surprising. Unlike the standard deviation, which is a measure of discharge variability 
around the mean flow, the FDC contains information about the distribution of discharge over the full range 
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of magnitudes (Vogel and Fennessey 1995). It therefore supports the model calibration with more 
information on discharge variability than the standard deviation. 
 
Figure 7. Model efficiencies (RNS, RKG, RNP, RNS_peak, RNS_logQ, and RMARE) in validation for model calibrations with 
three-, two- or one- component calibration criteria. Boxplots consist of the median model efficiency for each of the 
100 study catchments. Note the different scales of the y-axis. Results for calibrations based on Rβ are not displayed as 
they were much poorer than for all other calibrations. Median efficiencies for calibration with Rβ were -0.50, -0.28, -
0.14, 0.43, -1.13, and -2.55 for RNS, RKG, RNP, RNS_peak, RNS_logQ, and RMARE respectively. 
 
A non-parametric formulation for discharge dynamics was especially valuable for simulating mean and 
low-flow conditions of a catchment as opposed to exceptionally high flow volumes or the timing of peak 
flows, which were better simulated when the Pearson correlation coefficient was used for model calibration. 
The sensitivity of the Pearson correlation coefficient to high discharge magnitudes (Legates and McCabe 
1999, Krause et al. 2005) might seem beneficial for certain hydrograph aspects, but makes calibration 
sensitive to potential rating curve uncertainties at high flows. Given that model calibrations with RKG (and 
therefore with the Pearson correlation coefficient) did not necessarily end in high Spearman rank 
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correlations questions the current predominant use of the Pearson correlation for describing discharge 
dynamics. The loss of information usually attributed to the use of Spearman rank correlation can therefore 
be a desirable effect when aiming at evaluating dynamics aspects. As a consequence, for many modelling 
applications Spearman rank correlation probably results in a more realistic representation of the overall 
dynamics and magnitudes of a catchment’s runoff response than the Pearson correlation. 
 
Figure 8. Model efficiencies (Brr, Bhf, BFDC, Blf, and Bt) in validation for model calibrations with three-, two- or one- 
component calibration criteria. Boxplots consist of the median model efficiency for each of the 100 study catchments. 
Note the different scales of the y-axis. Results for calibrations based on Rβ are not displayed as they were much poorer 
than for all other calibrations. Median efficiencies for calibration with Rβ were 96.0 %, 28.2 %, 62.7 %, 87.9 %, and 
1.8 days for Brr, Bhf, BFDC, Blf, and Bt respectively. 
 
Although the goal of the proposed modification of RKG was to make a step towards non-parametric 
calibration criteria, we decided to use the mean instead of the median, which would have been the non-
parametric alternative, to describe discharge volumes for two main reasons. First, information on the total 
discharge volume in a hydrological year is essential to close the water balance during model calibration, 
i.e., to constrain model parameters and ensure a correct simulation of actual evapotranspiration. For skewed 
In press in Hydrological Sciences Journal 
17 
 
distributions, such as those of discharge time series, the median can deviate largely from the mean and a 
good model fit could have been achieved without closing the water balance. Second, the median discharge 
of semi-arid and arid catchments with prolonged dry periods might be zero, which would result in numerical 
problems when computing the ratios of simulated and observed values. 
Mean discharge, normalized FDC, and Spearman rank correlation all provide unique information for model 
calibration that is not represented by one of the other criteria. As a consequence, using all three components 
for model calibration (RNP) resulted in a better overall model performance than using a subset of the three 
components. These results are consistent with the observation that more robust hydrograph simulations are 
achieved with multi-objective model calibration (e.g., Lindström 1997, Gupta et al. 1998, Boyle 2000, 
Madsen 2003, Efstratiadis and Koutsoyiannis 2010). Since mean discharge, normalized FDC, and 
Spearman rank correlation represent different hydrograph characteristics, it was to some extent surprising 
to see the moderate to strong correlation between them. One explanation for this observation is that 
discharge is often closely related to precipitation input. Especially in humid catchments, discharge volume 
and variability are reasonably modelled as long as hydrograph dynamics are well captured by the runoff 
model (Seibert and Vis 2016). A correlation between efficiency criteria can to some degree be desirable as 
it inhibits solutions where only a single hydrograph aspect is well simulated while others are poorly 
represented.  
By selecting objective functions for the evaluation of runoff models, we implicitly make assumptions about 
the statistical nature of discharge data and model simulation errors. These assumptions can be that a 
discharge time series is normally distributed or does not include any outliers. However, such assumptions 
are often violated when working with real data. We therefore argue that from a conceptual point of view it 
is desirable to use non-parametric formulations of objective functions requiring weaker assumptions that 
are more likely met by observed and simulated discharge data. From a results perspective, we demonstrated 
that good results can be achieved when using a multi-objective function with non-parametric components 
to calibrate a model for multiple hydrograph aspects. Our results can be considered as relatively robust 
given that modelling results were based on 100 catchments with long modelling time series and which 
represent a large variety of hydroclimates. In practice, modellers often use log-transformed discharge to put 
less emphasis on high flows. This approach should be avoided for computing RKG, because using log-
transformed discharge would result in RKG values that are sensitive to discharge close to zero and that are 
dependent on the chosen flow unit (Santos et al. 2018). Therefore, using RNP could provide a valuable 
alternative in cases where one otherwise would use log-transformed flows. 




In this study, we propose a modified variant of the Kling-Gupta efficiency towards a non-parametric 
calibration criterion for hydrological models. In this modified formulation discharge volume is described 
by the mean discharge, discharge variability is represented by the FDC, and discharge dynamics are 
expressed in terms of Spearman rank correlation. Given the conceptual advantages of non-parametric 
calibration criteria, the goal was to evaluate the potential and limits of such a goodness-of-fit measure for 
simulating multiple hydrograph aspects simultaneously. The proposed calibration approach was tested on 
100 catchments across the contiguous United States, which span a large range of hydroclimatic conditions. 
From the evaluation of the simulated hydrographs on commonly used statistical metrics and signatures that 
represent various hydrograph aspects, the following conclusions can be drawn: 
(1) The non-parametric modification of the Kling-Gupta efficiency generally resulted in better 
agreement between simulated and observed discharge than the original formulation, except when 
evaluating the magnitude and timing of high flows. The proposed non-parametric based multi-
objective function can therefore be seen as a useful alternative to existing performance measures 
when aiming at acceptable simulations of multiple hydrograph aspects. 
(2) The use of the FDC instead of the standard deviation to describe discharge variability positively 
affected all evaluated hydrograph aspects, which is likely due to the complete information on the 
discharge distribution contained in the FDC.  
(3) The Spearman rank correlation generally improved simulations during mean and low-flow 
conditions compared to the Pearson correlation, which can be attributed to the insensitivity of the 
Spearman rank correlation to extreme values strengthening its characterisation of discharge 
dynamics. 
(4) The combination of all three components of the mean squared error, namely discharge volume, 
variability and dynamics, in a single objective function generally resulted in simulations which 
represent multiple hydrograph aspects well. In contrast, model calibrations with a subset of the 
three components put emphasise on rather specific hydrograph aspects at the expense of a realistic 
representation of several hydrograph characteristics simultaneously. 
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a b s t r a c t
Applications of runoff models usually rely on long and continuous runoff time series for model calibra-
tion. However, many catchments around the world are ungauged and estimating runoff for these catch-
ments is challenging. One approach is to perform a few runoff measurements in a previously fully
ungauged catchment and to constrain a runoff model by these measurements. In this study we investi-
gated the value of such individual runoff measurements when taken at strategic points in time for apply-
ing a bucket-type runoff model (HBV) in ungauged catchments. Based on the assumption that a limited
number of runoff measurements can be taken, we sought the optimal sampling strategy (i.e. when to
measure the streamflow) to obtain the most informative data for constraining the runoff model. We used
twenty gauged catchments across the eastern US, made the assumption that these catchments were
ungauged, and applied different runoff sampling strategies. All tested strategies consisted of twelve run-
off measurements within one year and ranged from simply using monthly flow maxima to a more com-
plex selection of observation times. In each case the twelve runoff measurements were used to select 100
best parameter sets using a Monte Carlo calibration approach. Runoff simulations using these ‘informed’
parameter sets were then evaluated for an independent validation period in terms of the Nash-Sutcliffe
efficiency of the hydrograph and the mean absolute relative error of the flow-duration curve. Model per-
formance measures were normalized by relating them to an upper and a lower benchmark representing a
well-informed and an uninformed model calibration. The hydrographs were best simulated with strate-
gies including high runoff magnitudes as opposed to the flow-duration curves that were generally better
estimated with strategies that captured low and mean flows. The choice of a sampling strategy covering
the full range of runoff magnitudes enabled hydrograph and flow-duration curve simulations close to a
well-informed model calibration. The differences among such strategies covering the full range of runoff
magnitudes were small indicating that the exact choice of a strategy might be less crucial. Our study cor-
roborates the information value of a small number of strategically selected runoff measurements for sim-
ulating runoff with a bucket-type runoff model in almost ungauged catchments.
 2017 Elsevier B.V. All rights reserved.
1. Introduction
Sustainable management of water resources and mitigation of
natural hazards in ungauged catchments strongly rely on accurate
and reliable runoff estimates often predicted by rainfall-runoff
models (Sivapalan et al., 2003). Runoff models used in hydrology
all consist of parameters representing different catchment
characteristics. The effective values of these parameters cannot be
measured directly, because of their conceptual meaning or
incommensurability issues. As a consequence, parameter values
need to be defined or adapted in a calibration process by comparing
observed and simulated catchment runoff response (Beven, 2012).
After a decade of research on prediction of runoff in ungauged
basins (PUB), it still remains a considerable challenge to calibrate
runoff models for data scarce catchments (Hrachowitz et al., 2013).
A variety of approaches have been developed to estimate model
parameters for ungauged catchments. For example, regionalization
methods were proposed that either estimate individual parameter
values from regressions relating model parameters to catchment
characteristics or that transfer entire parameter sets from gauged
donor catchments to the ungauged target catchment based on
https://doi.org/10.1016/j.jhydrol.2017.09.037
0022-1694/ 2017 Elsevier B.V. All rights reserved.
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proximity or similarity measures (see e.g. Parajka et al. (2013) for
an extended discussion). Hydrograph predictions from regionaliza-
tion could be improved given that a few runoff measurements
were available to further constrain model parameters (Rojas-
Serna et al., 2006; Drogue and Plasse, 2014; Viviroli and Seibert,
2015; Rojas-Serna et al., 2016). Some authors assumed that a short
and intensive field campaign could be carried out in the catchment
of interest to collect data for model calibration. They tested the
value of combining runoff data and additional data such as ground-
water dynamics (Freer et al., 2004; Juston et al., 2009; Seibert and
McDonnell, 2013), soil moisture (Hughes et al., 2014) or hydro-
chemical tracers (Uhlenbrook and Sieber, 2005) for model
calibration.
The PUB initiative determined the evaluation of the value of
runoff data for model calibration as one of their main objectives
(Sivapalan et al., 2003). This induced a series of studies exploring
the minimum length of a runoff time series necessary to obtain
robust model calibrations. First studies typically tested model sen-
sitivity related to continuously measured runoff. Between two and
eight years of runoff data were reported as minimum requirement
for robust model parameterizations independent of the selected
calibration period (Harlin, 1991; Yapo et al., 1996; Xia et al.,
2004; Vrugt et al., 2006; Merz et al., 2009). While there is a general
agreement that model performance tends to improve with an
increased length of calibration data, much smaller data sets have
been shown to be of comparable value as long continuous time ser-
ies (McIntyre and Wheater, 2004; Perrin et al., 2007; Seibert and
Beven, 2009, Singh and Bárdossy, 2012; Seibert and McDonnell,
2013; Melsen et al., 2014). Perrin et al. (2007) successfully cali-
brated a runoff model with 350 runoff measurements selected ran-
domly from an almost forty year continuous runoff series. Seibert
and Beven (2009) reported that approximately sixteen runoff mea-
surements randomly picked within one hydrological year could
already provide information for an acceptable model calibration.
An alternative to randomly extracting measurements from a time
series is the selection of runoff samples in a strategic manner.
Seibert and Beven (2009) demonstrated that maximum flows or
a combination of maximum and recession data contained more
information than minimum or mean flows. Results from Seibert
and McDonnell (2013) indicated that one fully gauged event or
ten observations during different high flow situations had a similar
information value as three months of continuously measured data.
Extracting unusual events from a time series, Singh and Bárdossy
(2012) achieved reliable model simulations with less than 10% of
the data from a continuous time series. Moreover, event based
sampling strategies resulted in better model performances than
strategies with measurements at fixed time intervals (McIntyre
and Wheater, 2004; Juston et al., 2009; Seibert and McDonnell,
2013). Model calibration with a limited number of runoff measure-
ments performed best in relatively wet catchments (Perrin et al.,
2007; Sun et al., 2017), which is a common observation in rainfall
runoff modelling even when long continuous time series are avail-
able, or when runoff samples are selected during a wet period
(Yapo et al., 1996; Vrugt et al., 2006; Kim and Kaluarachchi,
2009; Melsen et al., 2014; Correa et al., 2016). In addition, the con-
sideration of hydrological variability and of hydrologically impor-
tant processes was found to be essential for the calibration
process and the resulting simulation uncertainty (Harlin, 1991;
Vrugt et al., 2006; Konz and Seibert, 2010; Singh and Bárdossy,
2012).
The present study aimed at finding the most informative runoff
measurements for calibrating a hydrologic model with a limited
number of strategically selected runoff samples in order to accu-
rately simulate the hydrograph and the flow-duration curve
(FDC) in almost ungauged catchments. Based on data from twenty
gauged catchments in the eastern US, which were treated as hypo-
thetically poorly gauged catchments, we evaluated the following
assumptions:
1) There is an optimal strategy to decide on when to measure
runoff in an ungauged catchment to obtain the most infor-
mative data for constraining a runoff model.
2) The optimal strategy is generally valid, i.e., does not depend
on the catchment or simulation evaluation criteria.
3) Runoff measurements chosen with an optimal sampling
strategy are of comparable value as a long continuous runoff
time series.
In our study we assume that measurements actually can be
taken at these strategic points in time such as on the day with
maximum flow during a month. In practice, this is obviously not
possible as the runoff during a month is not known beforehand.
However, our study gives an indication on how useful a certain
strategy could be at best.
2. Data and methods
2.1. Study catchments and runoff model
This study was based on twenty catchments across the eastern
US (Fig. 1). Catchment data was extracted from the freely available
large scale dataset of Newman et al. (2015). The dataset with over
600 basins spread over the contiguous US includes catchments
with only minimal human disturbances and complete thirty-year
forcing and runoff data series. We selected twenty catchments that
are similar in terms of wetness and precipitation seasonality, but
different regarding the importance of snow related runoff pro-
cesses. This small catchment sample can be considered as a rela-
tively controlled subset of the large dataset with small
hydroclimatic variation, but representing some of the most com-
mon runoff regime types in the US. The selected catchments
(Table 1) vary in area from 148 to 2925 km2 with steepest eleva-
tion gradients in or close to the Appalachian Mountains. Some
catchments are to a large degree composed of wetlands and lakes
account for up to 6% of the area of three of these catchments (C1,
C2 and C20 in Table 1; Lehner and Döll, 2004). All catchments
are humid and receive precipitation throughout the entire year.
Snow processes dominate the runoff regime in northern latitudes
where 10–28% of the annual precipitation falls as snow. The contri-
bution of baseflow to runoff varies between the catchments from
23 to 69% indicating a large variation in runoff response
characteristics.
Continuous daily runoff time series at the catchment outlets
were simulated with a bucket-type runoff model, namely the
HBV model (Hydrologiska Byråns Vattenbalansavdelning;
Bergström, 1976; Lindström et al., 1997) in the version HBV-light
(Seibert and Vis, 2012). The HBV model is forced with daily tem-
perature and precipitation and monthly potential evaporation
data. Hydrological processes are modelled with four model routi-
nes representing snow, soil water, groundwater and routing
related processes. Snow accumulation and snowmelt are calcu-
lated in the snow routine using a degree-day method. Together
with rainfall and potential evaporation, snowmelt is used to deter-
mine the actual evaporation and groundwater recharge in the soil
routine. The groundwater routine consists of a shallow and a deep
groundwater storage where the contribution of groundwater to
peak runoff, intermediate runoff and baseflow is calculated. The
routing routine transforms these three runoff components into
the hydrograph at the catchment outlet by a triangular weighting
function.
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The HBV model allows runoff to be simulated in a semi-
distributed way by disaggregating a catchment into elevation
bands. We therefore split the catchments into elevation bands of
200 m using SRTM elevation data (Shuttle Radar Topography Mis-
sion; Jarvis et al., 2008). Temperature and precipitation data for
each elevation band were interpolated with lapse rates of 0.6 C
per 100 m and 10% per 100 m, respectively. Potential evaporation
was assumed to be uniform over all elevation bands and was cal-
culated with the Priestley-Taylor equation.
2.2. Definition of sampling strategies
Sampling strategies were defined considering both existing

































Fig. 1. Location of the twenty study catchments across the eastern US (catchment shapefiles from Newman et al. (2015); state boundaries and shaded relief from ESRI and U.
S. Geological Survey (2011)).
Table 1
Information on the twenty study catchments. Snow [%]: percentage of annual precipitation falling as snow; precipitation seasonality: calculated according to Coopersmith et al.
(2014), low seasonality for values <0.25; aridity index: ratio of sum of potential evaporation and sum of precipitation; runoff coefficient: ratio of runoff and sum of precipitation;
baseflow [%]: percentage of runoff classified as baseflow, calculated based on the minimum runoff in fixed 5 day time intervals using the U.S. Geological Survey (2014) EflowStats
R-package; wetland area [%]: percentage of catchment area covered by partial wetlands according to Lehner and Döll (2004).
















C1 01013500 Fish River near Fort Kent, ME 2260 379 27.6 0.17 0.63 0.54 68.9 92.2
C2 01031500 Piscataquis River near Dover-Foxcroft, ME 771 452 24.5 0.12 0.60 0.58 43.2 95.9
C3 01078000 Smith River near Bristol, NH 222 486 19.7 0.11 0.62 0.49 44.3 97.8
C4 01423000 West Branch Delaware River at Walton, NY 860 690 18.3 0.11 0.62 0.49 46.0 5.1
C5 01539000 Fishing Creek near Bloomsburg, PA 709 478 12.5 0.11 0.69 0.51 46.1 9.1
C6 02051500 Meherrin River near Lawrenceville, VA 1429 124 3.5 0.07 0.85 0.27 40.7 0.0
C7 02143000 Henry Fork near Henry River, NC 215 593 2.2 0.06 0.76 0.39 61.5 0.0
C8 02314500 Suwannee River at US 441 at Fargo, GA 2925 69 0.0 0.26 0.88 0.19 69.5 99.1
C9 02361000 Choctawhatchee River near Newton, AL 1776 127 0.0 0.16 0.82 0.31 52.5 0.0
C10 02464000 North River near Samantha, AL 577 157 0.9 0.12 0.70 0.37 29.6 0.0
C11 02472000 Leaf River near Collins, MS 1924 131 0.3 0.14 0.75 0.32 31.5 28.4
C12 03015500 Brokenstraw Creek at Youngsville, PA 831 486 16.3 0.14 0.63 0.54 40.2 21.4
C13 03069500 Cheat River near Parsons, WV 1869 984 16.4 0.11 0.61 0.60 36.2 21.6
C14 03144000 Wakatomika Creek near Frazeysburg, OH 362 308 7.4 0.13 0.84 0.36 36.6 0.0
C15 03159540 Shade River near Chester, OH 404 246 5.9 0.10 0.82 0.34 25.6 0.0
C16 03285000 Dix River near Danville, KY 823 349 3.5 0.10 0.77 0.40 23.0 0.0
C17 03488000 N F Holston River near Gate City, VA 572 976 6.8 0.11 0.81 0.38 46.1 0.0
C18 03498500 Little River near Maryville, TN 696 1141 2.9 0.11 0.64 0.41 51.8 0.0
C19 03500240 Cartoogechaye Creek near Franklin, NC 148 1121 2.4 0.09 0.55 0.45 68.1 0.0
C20 04256000 Independence River at Donnattsburg, NY 230 478 24.7 0.11 0.60 0.62 47.8 97.6
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practical aspects for the implementation of a runoff monitoring in
the ungauged catchment of interest (Fig. 2). We defined a total of
thirteen sampling strategies that were categorized as simple (S),
intermediate (I) or complex (C) according to their hydrological
background. For practical reasons it was interesting to examine
sampling strategies with runoff samples at a fixed time interval
(e.g. SDOM). Runoff samples of event peaks or during low flow (e.g.
SMax or SMin) could also be collected with relatively little effort as
long as the exact timing was not crucial. From a hydrological point
of view, strategies capturing runoff variability or dominant runoff
processes could be promising. For example, the strategy IQuantile
contains samples over the full range of runoff magnitudes,
CMax_Min_Wetness takes into account the different runoff response of
catchments after dry and wet periods or additional samples are
taken during the snowmelt season with CMax_Snowmelt. All tested
sampling strategies were restricted to twelve runoff sampleswithin
a single hydrological year (1st of October until 30th of September)
that were extracted from the continuous runoff time series of each
catchment. The decision to test the temporal distribution of runoff
at twelve times within a year was chosen to represent a balance
between a minimum number of measurements assumed to be nec-
essary for model calibration and the practical limitations of mea-
suring runoff at several times.
2.3. Modelling approach
The runoff model was calibrated for the twenty study catch-
ments with a limited number of runoff samples. To run the
model, twelve runoff samples selected from different hydrologi-
cal years and the continuous precipitation and temperature data
series were used in all cases. The data of fourteen hydrological
years from 1983 to 1996 were used for independent model cal-
ibrations. A warm-up period of 2.75 years preceded each calibra-
tion period to ensure suitable initial values for the state
variables. Model parameters of each calibration period were
evaluated in an independent continuous validation time period
from 1997 to 2010 in terms of how well the simulated runoff
represented the observed hydrograph and the flow-duration
curve. The two modelling time periods (1983–1996 and 1997–
2010) were generally similar with respect to the yearly sum of
precipitation, the yearly sum of runoff, the mean annual temper-
ature and the percentage of precipitation falling as snow in each
of the twenty study catchments (statistically evaluated using a
non-parametric Mann-Whitney-U test). The detailed modelling
steps were as follows:
1. 100,000 parameter sets were randomly generated within pre-
defined parameter ranges (Table 2) and assuming a uniform
parameter distribution.
2. The model was run for each parameter set. The simulated runoff
was compared to the twelve observed runoff samples of each
sampling strategy and calibration period. The objective func-
tions used for comparison were the model efficiency (Nash
and Sutcliffe, 1970) calculated directly on the runoff data (Reff)
and the model efficiency calculated on the log-transformed run-
off data (Reff_logQ). The 100 best parameter sets of each calibra-



















Samples at a certain day of a month, e.g. always sample the 15th day of the 
month*
Samples of twelve quantiles from 0.01 to 0.99 exceedance probability of 
and six samples at the 15th day of every other month
driest and one after the wettest period) in four three-month time periods
its recession and six samples at the 15th day of every other month
of the highest peak in two six-month time periods***
their recession in two six-month time periods****


































Fig. 2. Definition of the thirteen sampling strategies used for model calibration. Each sampling strategy consisted of twelve runoff samples. From left to right: abbreviation of
sampling strategies, conceptual idea of runoff represented by strategies, description of strategies and normalized runoff magnitudes sampled with the strategies (normalized
runoff corresponds to the sampled runoff Q divided by the mean catchment runoff Q; data of catchment 17 (see Table 1) is shown). *SDOM: we tested the strategy with
samples at the 1st, 5th, 10th, 15th, 20th and 25th day of the month and finally calculated the mean performance of all these six versions; **CMax_Snowmelt: maximum runoff of
the ten months with highest long-term runoff and recession samples taken at 80% and 60% of highest runoff peak in the snowmelt season (February to May); ***CMax_Rec1:
recession samples taken at 80% and 40% of highest runoff peak; ****CMax_Rec2: recession samples taken at 80%, 60% and 40% of highest runoff peak and 80% of second highest
runoff peak.
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3. The 100 best parameter sets were used to simulate runoff in the
validation period. An ensemble mean hydrograph and ensemble
mean FDC were calculated from the 100 runoff simulations. The
ensemble mean hydrograph was evaluated in terms of Reff. The
ensemble mean FDC was evaluated by calculating the mean
absolute relative error at 99 evaluation points of the FDC (RFDC).
The evaluation points were selected at equally spaced intervals
of runoff volume between 0.1 and 0.99 exceedance probability,
which is a similar approach to that suggested by Westerberg
et al. (2011).
Model performance values in validation were normalized by
relating them to an upper and a lower benchmark (Eq. (1)) as sug-
gested by Girons Lopez and Seibert (2016). The upper benchmark
represented the best possible model performance that could be
achieved for a particular catchment. It was calculated with the
simulation approach described above with the exception that the
model was calibrated against the full continuous runoff time series
of all fourteen years. While the upper benchmark parameter sets
for the hydrograph were selected by applying Reff or Reff_logQ, RFDC
was used in the case of the FDC. The lower benchmark was calcu-
lated from 1000 randomly selected parameter sets and was a mea-
sure of how well the model would simulate runoff without any
runoff information for a calibration. The identical normalization
was applied for Reff and RFDC using the equation
R ¼ Rss  Rlb
Rub  Rlb ð1Þ
with R⁄ as the normalized model performance (specifically R⁄eff and
R⁄FDC), Rss as the model performance based on the sampling strategy,
Rub as the model performance of the upper benchmark and Rlb as the
model performance of the lower benchmark. Normalized perfor-
mance values ranged from –inf to 1. A normalized performance of
one indicates that model calibration with a particular sampling
strategy was as good as a well-informed model calibration, whereas
values below zero reveal that model calibration with a small number
of strategically selected runoff measurements performs worse than
simulations with random parameter sets.
Additionally, we evaluated the influence of the thirteen differ-
ent sampling strategies for constraining model parameters. Since
parameter values vary between catchments, we evaluated the
range of parameter values, which had been calibrated based on a
particular sampling strategy. Parameter ranges after calibration
(0.05–0.95 quantile of all 100 parameter values) were normalized
by their allowed range before calibration to make the different
parameters comparable.
3. Results
When calibrated against the complete runoff time series, model
performances were generally good for both the hydrograph (Reff)
and the FDC (RFDC) (median Reff 0.76 and median RFDC 0.15;
Fig. 3a and b, where the best possible model performance is 1.0
for the hydrograph and 0.0 for the FDC). As expected, model perfor-
mances were poorer for simulations with a random parameteriza-
tion (median Reff 0.45 and median RFDC 0.43). Model calibrations
based on twelve runoff values selected by the different sampling
strategies mostly resulted in performances between the two
benchmarks. The hydrograph efficiency Reff for all catchments
and all strategies (Fig. 3a) ranged from 0.45 to 0.74 (median of
0.64) when parameter sets were selected based on Reff. Calibrating
the model with Reff_logQ resulted in similar model performance for
the hydrograph (Reff from 0.48 to 0.74 with a median of 0.66) as
calibrations with Reff. Simulations of the FDC with a limited num-
ber of measurements (Fig. 3b) were considerably better when
using the objective function Reff_logQ instead of Reff. Median RFDC
was 0.26 (range from 0.16 to 0.97) for calibrations with Reff_logQ
and 0.34 (range from 0.19 to 5.45) for calibrations with Reff.
Model calibration with runoff data of a sampling strategy
resulted in fourteen ensemble mean efficiencies for each catch-
ment. The median of these fourteen values is an indicator of the
information value of a particular strategy for model calibration.
Ranking sampling strategies according to their median R⁄eff and R⁄FDC
values revealed an interesting pattern with marked differences for
the two evaluation criteria (Fig. 4a and b). The best ranked strategies
for simulating the hydrograph (Fig. 4a) consisted of maximum runoff
values mostly in combination with data in the recession of an event
(e.g. CMax_Snowmelt). Strategies that combine maximum runoff with
minimum runoff or runoff taken at a fixed time interval ranked in
the middle (e.g. SMax_Min). The poorest model performance was
achieved by sampling minimum and mean runoff or by taking sam-
ples at a fixed time interval (e.g. SMin). The described ranking pattern
for the hydrograph was almost reversed when strategies were eval-
uated in terms of their information value for the FDC (Fig. 4b). The
rank of each strategy was more consistent between the study catch-
ments for the FDC than for the hydrograph. The differences in the
ranking of strategies between catchments for the hydrograph simu-
lation could partly be explained by catchment area and snowfall
Table 2
Specification of HBV-light model parameters calibrated in this study according to Seibert and Vis (2012).
Parameter Meaning Unit Minimum Maximum
Snow routine
TT Threshold temperature C 2 2.5
CFMAX Degree-day factor mmC1 d1 0.5 10
SFCF Snowfall correction factor – 0.5 1.2
SCR Refreezing coefficient – 0 0.1
CWH Water holding capacity – 0 0.2
Soil routine
FC Maximum soil moisture storage (SM) mm 100 550
LP Threshold for reduction of evaporation (SM/FC) – 0.3 1
BETA Shape coefficient – 1 5
Groundwater routine
PERC Maximal flow from upper to lower box mm d1 0 4
UZL Maximal storage in the soil upper zone mm 0 70
K0 Recession coefficient of fast response d1 0.1 0.5
K1 Recession coefficient of intermediate response d1 0.01 0.2
K2 Recession coefficient of baseflow d1 0.00005 0.1
Routing routine
MAXBAS Routing, length of weighting function d 1 5
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ratio, whereby large catchments or small snow-dominated catch-
ments tended to form clusters with a slightly different ranking of
the sampling strategies. Other catchment characteristics such as
mean elevation, precipitation seasonality, aridity, importance of
baseflow or percentage of wetland area did not help to explain the
mentioned variations. Not all strategies were more informative for
model calibration than the lower benchmark with random parame-
ter sets (Fig. 4). Especially catchments with a high model perfor-
mance of the lower benchmark (Reff >0.7), such as catchment C3,
C9 and C11, had many sampling strategies with a negative normal-
ized model performance for the hydrograph. Negative R⁄FDC values
were most prominent in the low ranked sampling strategies
(IMean_Seasonal, CMax_Rec2, CMax_Snowmelt, and CMax_Rec1), suggesting that
these strategies cannot be considered as an acceptable option for
deciding on when to make runoff measurements in many
catchments.
To evaluate the impact of using either Reff or Reff_logQ as objective
function on the evaluation of the different sampling strategies, we
focused on the median R⁄eff and median R⁄FDC values of a strategy over
all catchments (Fig. 5a and b). Samples of maximum runoff were
always crucial for a good hydrograph simulation, whereby the mag-
nitude or timing of additional samples seemed to be of minor impor-
tance (e.g. SMax or CMax_Rec_Dom). R⁄eff values were between 0.52 and
0.72 for strategies containing high runoff values, independent of
which of the two objective functions was applied in model calibra-
tion. In contrast, R⁄FDC clearly differed for some strategies as a func-
tion of the objective function. All sampling strategies with high
runoff values poorly constrained model parameters for FDC simula-
tions when calibrated based on Reff. Using the objective function
Reff_logQ for model calibration strongly improved R⁄FDC for strategies
combining maximum runoff with minimum runoff or with runoff
samples at a fixed time interval (IMax_Min_Dom, CMax_Rec_Dom, SMax_Min
and CMax_Min_Wetness). Sampling strategies covering low and mean
flows (SMin, SMean, SDOM and IQuantile) mostly led to good R⁄FDC values
with slightly higher model performance for calibrations based on
Reff_logQ (R⁄FDC from 0.78 to 0.92). Model calibration on Reff_logQ guided
parameter selection in a way that some sampling strategies provided
informative runoff samples for both hydrograph and FDC, whereas
the value of sampling strategies was restricted to either of these sim-
ulation aims for calibrations with Reff (Fig. 5a and b).
Model performance generally varied greatly between calibra-
tion periods for all strategies and catchments (Fig. 6a and b; stan-
dard deviation shown on y-axis). However, it was not possible to
establish any relation between hydroclimatic conditions (e.g.
yearly or seasonal precipitation, runoff or snowfall) or variations
in runoff measurement magnitudes and model performance of
the calibrated model. The differences in yearly model performance
were smaller for model calibrations with informative sampling
strategies, which was indicated by the negative correlation
between the median model performance and the standard devia-
tion of the model performance for calibrations based on Reff_logQ
(Fig. 6a and b). Also, the relative value of sampling strategies for
the simulation of the hydrograph or the FDC was consistent over
the fourteen calibration periods (Fig. 7).
We were further interested in how sampling strategies con-
strained the different model parameters during calibration
(Fig. 8). Parameters of the snow routine had mostly large normal-
ized parameter ranges for all sampling strategies indicating that
model simulations were often not sensitive to the parameter value.
This was different for the five catchments with the highest per-
centage of precipitation falling as snow, where TT, CFMAX and
SFCF were clearly better constrained with normalized ranges as
low as 0.42, 0.25, and 0.65. Parameters influencing the water bal-
ance (soil routine and PERC of groundwater routine) were better
constrained by strategies that sample low and mean flow. How-



















































































































































Fig. 3. Model performance for the twenty catchments as validated in terms of a) hydrograph efficiency Reff and b) FDC efficiency RFDC for model calibrations with the upper
benchmark (continuous fourteen year calibration period), the lower benchmark (random generation of parameter sets) and the sampling strategies (twelve runoff samples)
using either Reff or Reff_logQ as objective function. Best possible model performance is 1.0 for Reff and 0.0 for RFDC. Model performance related to the benchmarks was calculated
as the median ensemble mean model performance of all calibration years for each catchment. Model performance of the sampling strategies is summarized by the median
model performance of all strategies for each catchment. Strategy performance was calculated on the basis of the median ensemble mean performance of all calibration years.
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the groundwater and routing routine) were generally more similar
if the model was calibrated with sampling strategies containing
maximum runoff.
4. Discussion
The modelling results indicate that a limited number of strate-
gically selected runoff samples is informative for hydrograph and
FDC simulations in almost ungauged catchments. Different combi-
nations of runoff samples had a different information value for
simulating the hydrograph and the FDC. Possible factors contribut-
ing to this difference could be the runoff distribution resulting
from a particular sampling strategy (boxplots in Fig. 2) and the
model parameters most sensitive at the point in time a runoff sam-
ple was provided for calibration. Model parameters of the ground-
water and the routing routine that define the timing and the shape
of the hydrograph had the least uncertainty when the model was
calibrated with runoff samples of high flows and recessions. The
benefit of maximum runoff and event data for model calibration
was also reported by Seibert and Beven (2009) and Seibert and
McDonnell (2013). Our results also confirm the conclusion of sev-
eral studies (Yapo et al., 1996; Vrugt et al., 2006; Kim and
Kaluarachchi, 2009; Melsen et al., 2014; Correa et al., 2016) that
rather average and dry runoff periods, represented by samples of
mean and minima flows, are less informative for hydrograph pre-
diction than wet periods. For FDC simulations it is crucial to accu-
rately model runoff magnitudes, whereas the exact shape of the
hydrograph is less important. Therefore, sampling strategies
Fig. 4. Normalized model performance as validated for a) the hydrograph (R*eff) and b) the FDC (R*FDC) for model calibrations with the sampling strategies using Reff_logQ as
objective function. The normalized performance values correspond to the median ensemble mean of all calibration years. Sampling strategies were ranked according to their
model performance. Sampling strategies on the y-axis are ordered by their mean rank over all catchments. Colours indicate the rank of a sampling strategy for a particular
catchment. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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resulting in a comparable runoff distribution as a continuous long-
term runoff time series were most valuable for simulating the FDC.
These strategies, e.g. SDOM, SMean or IQuantile, were most effective in
constraining parameters with strong impact on the water balance
(soil routine and percolation parameters). None of the sampling
strategies noticeably reduced the high uncertainty of snow related
model parameters, probably because many study catchments had
no or little snowfall.
It is interesting that strategies combining samples of maximum,
minimum and recession flow could become informative for the
Fig. 5. Normalized model performance as validated for the hydrograph (R*eff) and the FDC (R*FDC) for model calibrations with the sampling strategies using (a) Reff and (b) Reff_logQ
as objective functions. Each symbol represents the median model performance for a particular strategy over all catchments. It was calculated on the basis of the median ensemble
mean of all calibration years. Error bars indicate the 0.25–0.75 quantile model performance of all catchments for the respective strategy. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 6. Comparison of the normalized model performance and the standard deviation of the normalized model performance as validated for a) the hydrograph (R*eff) and b) the
FDC (R*FDC) for model calibrations with the sampling strategies using Reff_logQ as objective function. Each coloured symbol represents the median model performance and the
median standard deviation of the model performance for a particular strategy over all catchments. The median and the standard deviation were calculated on the basis of the
ensemble mean of all calibration years. rS corresponds to the Spearman’s rank correlation coefficient between the median R*eff and the standard deviation of R*eff. The inset plot
makes the same comparison, but indicating the values for each catchment separately. (For interpretation of the references to colour in this figure legend, the reader is referred to
the web version of this article.)
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prediction of the FDC when HBV was calibrated with Reff_logQ
instead of Reff. This considerable change could be explained by
the distinct focus of the two objective functions during calibration.
Reff_logQ emphasises low and mean flow giving more weight to the
accurate simulation of a range of magnitudes, while the timing of
peak flows is of minor importance. This result demonstrates the
importance of carefully choosing the objective function used to
optimize model simulations.
The ranking of sampling strategies according to their related
model performance (Fig. 4a and b) was clearly less consistent
between the twenty catchments for the hydrograph than for the
FDC. We tested various catchment characteristics to explain these
ranking differences, but no variable was found that could clearly
explain the results. Similarly, it was not possible to establish con-
sistently strong relationships between catchment characteristics
and the yearly model performance. The sample of twenty catch-
ments might have been too small to find strong relationships
between catchment characteristics and model performance as
observed by Perrin et al. (2007) in a comparable modelling study
framework.
In this study we decided to analyse the modelling results in
relation to benchmarks instead of focusing on absolute model per-
formance values. As suggested by Girons Lopez and Seibert (2016),
we related model performance based on a limited number of runoff
measurements to model calibrations of a well and a non-informed
situation. The concept of benchmarks is especially beneficial when
predicting runoff for almost ungauged catchments, where the
value of taking a few runoff measurements compared to investing
efforts in long-term gauging stations is of interest. Absolute model
performance becomes more important for practical applications as
efficiencies are too low for a reasonable runoff simulation. At this
point it is also important to note that low normalized performance
does not imply a poor model calibration. For example, the catch-
ments C3, C9 and C11 had many negative normalized performance
values due to high Monte Carlo efficiencies. However hydrographs
of these catchments were all well simulated in absolute terms. We
would also like to stress that the interpretation of the results was
not affected by the use of benchmarked performances, because the
normalization of model performance did not change the hierarchy
of the thirteen sampling strategies within a catchment.
The proposed sampling strategy approach was implemented
assuming that one can take a runoff measurement exactly at a cer-
tain point in time, such as at the monthly maximum runoff. This is
not possible in practice as the runoff is not known at the beginning
of a month or a year. The results in our study give an indication of
what could be achieved at best and the question is how much the
results might have been affected when the runoff was observed at
slightly different points in time. Our modelling results suggested
that there is some flexibility in taking runoff samples, because
none of the tested sampling strategies proved to be superior for
model calibration. In the case of hydrograph prediction it was most
important to sample high flows preferably in combination with
recession data. The most informative sampling strategies for simu-
lating the FDC are not very time sensitive and it was more essential
to sample a representative runoff distribution of the particular
catchment.
5. Conclusion
This study evaluated the information value of a small number of
runoff measurements for calibrating a runoff model for almost
ungauged catchments. Our calibration approach has some interest-
ing implications for the prediction of runoff in almost ungauged
catchments. It shows the potential of calibrating a runoff model
with as few as twelve strategically sampled runoff measurements.
Since the exact timing of taking runoff samples was not a major
constraint for model calibration, taking samples could be a realistic
and efficient alternative to installing a long-term gauging station.
Additionally, we applied a runoff model that only requires daily
temperature, precipitation and monthly potential evaporation as
input, which are variables often available in many regions around
the world. The proposed calibration approach could therefore be
especially valuable for water management decisions and the miti-
gation of natural hazards in data scarce regions. However, in case
of remote catchments, it might not be time and cost effective to
take twelve runoff samples distributed over a hydrological year.
Fig. 7. Normalized model performance as validated for the hydrograph (R*eff) and
the FDC (R*FDC) for model calibrations with the sampling strategies using Reff_logQ as
objective function. Each symbol represents the median model performance for a
particular strategy over all catchments for one calibration year. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version
of this article.)
Fig. 8. Normalized model parameter ranges resulting from model calibrations with
the sampling strategies using Reff_logQ as objective function. Parameter ranges (0.05–
0.95 quantile) after calibration were normalized by their allowed range before
calibration. The symbols represent the median normalized parameter range of all
catchments related to a particular strategy. This range was calculated on the basis
of the median normalized parameter range of all calibration years. (For interpre-
tation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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Different strategies for sampling runoff at higher time resolutions
within the duration of a short field campaign could be tested to
evaluate the value of data for these catchments. Furthermore, our
results are limited to humid catchments with little precipitation
seasonality and dominated by rain or snow processes. Further
investigations are required to evaluate the value of individual run-
off measurements, for e.g., arid and glaciated catchments or catch-
ments with a marked precipitation seasonality.
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Abstract: Even in regions considered as densely monitored, most catchments are actually ungauged. 
Prediction of discharge in such ungauged catchments commonly relies on parameter regionalisation. While 
ungauged catchments lack continuous discharge time series, a limited number of observations could still be 
collected within short field campaigns. Here, we analyse the value of such observations for improving 
parameter regionalisation in otherwise ungauged catchments. More specifically, we propose an ensemble 
modelling approach, where discharge predictions from regionalisation with multiple donor catchments are 
weighted based on the fit between predicted and observed discharge on the dates of the available 
observations. It was assumed that a total of 3 to 24 observations from a single hydrological year were 
available as an additional source of information for regionalisation. This informed regionalisation approach 
was tested with discharge observations from 10 different hydrological years in a leave-one-out cross 
validation scheme on 579 catchments in the United States using the HBV runoff model. Discharge 
observations helped to improve the regionalisation in up to 94 % of the study catchments in 8 out of 10 
discharge sampling years. Sampling years characterized by exceptionally high peak discharge, or high 
annual or winter precipitation were less informative for regionalisation. In the least informative years, 
model efficiency increased with an increasing number of observations. In contrast, in the most informative 
sampling year, 3 discharge observations provided as much information for regionalisation as 24 discharge 
observations. Overall, discharge observations were most effective in informing regionalisation in arid 
catchments, snow dominated catchments and winter-precipitation dominated catchments. 
 
Keywords: Ungauged basin, regionalization, spatial proximity, attribute similarity, value of data 




Continuous discharge time series are fundamental for many water management decisions in a river basin. 
However, even in regions considered as densely monitored, a considerable fraction of catchments are 
ungauged or poorly gauged, i.e. have no or only limited discharge data. Estimates of continuous discharge 
time series in such catchments are often based on runoff models, which contain of a number of tuneable 
parameters that are typically derived from calibration against observed discharge. Determining these model 
parameters for data scarce catchments is one of the major challenges in hydrology (Hrachowitz et al., 2013). 
In the absence of any discharge data, model parameters can be estimated using regionalisation methods, 
whereby hydrologic information is transferred from gauged to ungauged locations (Blöschl & Sivapalan, 
1995). Regionalisation is a long-standing research question in hydrology and has received special attention 
due to the PUB (Prediction in Ungauged Basins) initiative (Sivapalan et al., 2003). There are a great number 
of regionalisation approaches that have been proposed (for reviews see e.g. He et al., 2011; Parajka et al., 
2013; Razavi & Coulibaly, 2013). Although the most suitable regionalisation approach is likely site-specific 
(He et al., 2011; Razavi et al., 2013), it has been argued that approaches that transfer parameters as a set 
rather than individually are favourable since they account for parameter dependence (Bárdossy, 2007; 
Buytaert & Beven, 2009; Kokkonen et al., 2003; McIntyre et al., 2005). Moreover, regionalisation 
performance is higher when averaging discharge simulations from parameter sets of multiple donor 
catchments as opposed to the selection of one single donor (Arsenault & Brissette, 2014; Oudin et al., 2008; 
Yang et al., 2018; Zhang & Chiew, 2009). Similarly, the combination of multiple regionalisation methods 
can outperform predictions based on a single approach (Oudin et al., 2008; Viviroli et al., 2009; Yang et 
al., 2018; Zhang & Chiew, 2009). 
Spatial proximity and attribute similarity are among the most commonly applied regionalisation approaches 
that use entire parameter sets from one or multiple donor catchment(s). Spatial proximity is based on 
Tobler’s first law of Geography that “everything is related to everything else, but near things are more 
related than distant things” (Tobler, 1970, p.236). In the context of hydrological modelling it can be 
assumed that climate and catchment attributes vary smoothly in space (Parajka et al., 2013). Therefore, the 
distance between catchment outlets (Parajka et al., 2013), centroids (Arsenault & Brissette, 2014; Oudin et 
al., 2008; Samuel et al., 2011) or a combination thereof (Lebecherel et al., 2016) can be used to select 
hydrologically similar donor catchments. The efficiency of the spatial proximity approach obviously 
depends on the density of the streamflow gauging network (Lebecherel et al., 2016; Samuel et al., 2011). 
Attribute similarity-based regionalisation approaches presume that the degree of similarity between 
catchments can be expressed by a multitude of catchment attributes that are linked to a catchment’s runoff 
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response (Burn & Boorman, 1993). Commonly used attributes quantify topographical characteristics, land 
cover, climatic conditions, or soil characteristics and geology (Arsenault & Brissette, 2014; Merz & 
Blöschl, 2004; Oudin et al., 2008; Viviroli et al., 2009; Zhang & Chiew, 2009). 
In some cases a catchment of interest lacks long continuous discharge time series, but a small number of 
discharge observations could be collected within a limited time period. Several studies (Melsen et al., 2014; 
Seibert & Beven, 2009; Seibert & McDonnell, 2015; Singh & Bárdossy, 2012) have shown the value of a 
limited number of discharge observations for model calibration. Observations during wet periods (Melsen 
et al., 2014; Vrugt et al., 2006; Yapo et al., 1996) or at an event peak and the subsequent recession limb 
(Pool et al., 2017; Seibert & Beven, 2009; Seibert & McDonnell, 2015) are particularly informative for 
parameter estimation. Furthermore, a limited number of observations was shown to be most informative if 
it represents the dominant hydrological processes and covers a range of hydrological conditions (Harlin, 
1991; Singh & Bárdossy, 2012; Vrugt et al., 2006). 
A few available discharge observations could also be used in combination with parameter regionalisation. 
For example, Viviroli and Seibert (2015) weighted parameter sets from each donor catchment based on 
their ability to reproduce discharge observations taken during average flow conditions. They tested the 
proposed approach on 49 catchments in Switzerland and report that a few observations can improve 
discharge predictions, especially for snow and glacier dominated catchments. In a comparable parameter 
weighting approach, Rojas-Serna et al. (2016) analysed the value of a varying number of randomly selected 
discharge observations for regionalisation. Results were based on 609 catchments in France and indicate 
that 5 discharge observations can already be informative for regionalisation and that 10 observations 
increased model efficiency by up to 50 %. 
In this study, we assumed that a limited number of discharge observations were available for an ungauged 
catchment. These observations were then used to inform parameter estimation together with regionalisation 
based on spatial proximity or attribute similarity. The proposed approach was tested with the HBV runoff 
model (Bergström, 1976; Lindström et al., 1997) and the CAMELS data set (Addor et al., 2017; Newman 
et al., 2015) using a leave-one-out cross validation, i.e. treating each catchment ungauged in turns. Our 
specific research questions were as follows: 
1) Can a limited number of discharge observations be used to improve regionalisation? 
2) Does the value of a limited number of discharge observations vary between different types of 
catchments? 
3) How much does the value of discharge observations vary between different sampling years? 
4) How much does the value of discharge observations change with the number of observations? 
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2 Study area and data 
This study was based on 579 catchments from across the contiguous United States (Fig. 1). The catchments 
cover a large range of hydroclimatic and landscape characteristics (Table 1). The study catchments are a 
subset (see Chpt. 3.2) of the publicly available CAMELS data set (version 1.0; Addor et al., 2017; Newman 
et al., 2015). CAMELS consists of over 600 catchments in the Unites States with minimum human 
disturbance. The data set provides 20 year long time series with daily discharge and meteorological data 
for each catchment. Moreover, it includes catchment boundaries along with a list of 80 catchment 
descriptors, such as location and topography attributes, climate indices, soil characteristics, and vegetation 
characteristics. As an additional catchment characteristic, we extracted the percentage of catchment area 
classified as wetlands from the global data set of Lehner & Döll (2004). Using the meteorological data 
provided by CAMELS, we furthermore calculated the monthly potential evaporation based on the Priestley-
Taylor equation (Priestley & Taylor, 1972).  
Figure 1. Locations of the 579 study catchments. Colours indicate the aridity index and the marker shape denotes the 
percentage of precipitation falling as snow. 
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Table 1. Statistics of Catchment Attributes Used in this Study. 
Catchment attribute 5th quantile Median 95th quantile 
Area [km2] 22 301 2432 
Aridity indexa [-] 0.33 0.83 1.94 
Precipitation seasonalityb [-] -1.13 0.06 0.65 
Precipitation falling as snow [%] 0 9 69 
Forested area [%] 2 86 100 
Wetland areac [%] 0 0 96 
Clay content in soils [%] 6 19 36 
Note: aAridity index equals the ratio of sum of potential evaporation and sum of precipitation; bPrecipitation 
seasonality is negative for catchments with winter precipitation, zero for catchments without precipitation seasonality, 
and positive for catchments with summer precipitation (for the calculation see Addor et al., 2017); cPercentage of 
catchment area classified as wetland was extracted from the global data set of Lehner & Döll (2004). 
3 Model structure and model calibration 
3.1 HBV model 
Continuous daily discharge time series were simulated with the HBV model (Bergström, 1976; Lindström 
et al., 1997) in the version HBV-light (Seibert & Vis, 2012). HBV is a bucket-type runoff model that 
consists of four routines with a conceptual representation of snow pack dynamics, soil moisture variation, 
runoff response and discharge routing. The model is forced by daily temperature and precipitation data as 
well as monthly potential evaporation data. In the snow routine, precipitation is assumed to fall as snow 
and accumulates as soon as temperatures drop below a threshold value. Snowmelt and refreezing of liquid 
snow water content are both estimated based on the degree-day method. Snowmelt, rainfall, and potential 
evaporation are inputs to the soil routine, where actual evaporation and recharge to the groundwater are 
determined as a function of the simulated soil moisture storage. The groundwater routine consists of a 
shallow and a deep storage that contributes to the peak, intermediate and baseflow components of the 
hydrograph. Finally, the three discharge components are summed and transformed into the hydrograph at 
the catchment outlet by a triangular weighting function. 
In this study, HBV was used in a semi-distributed form by disaggregating each catchment into elevation 
bands of 200 m using SRTM elevation data (Jarvis et al., 2008). Hydrological processes in the snow and 
the soil routine were calculated separately for each elevation band, whereas groundwater was represented 
as a single storage over the entire catchment. The area-weighted mean precipitation and temperature input 
Resubmitted after minor revisions to Water Resources Research 
6 
 
from the CAMELS data set were interpolated across elevation bands using a constant lapse rate of 10 % 
per 100 m and 0.6°C per 100 m, respectively. Potential evaporation was assumed to be constant within each 
catchment. 
3.2 Model calibration 
The HBV model was calibrated for each study catchment using meteorological input and continuous daily 
discharge time series from 1 October 1989 to 30 September 1999. A warm-up period of 2 ¾ years preceded 
the calibration period to ensure suitable initial values for the state variables. Model parameters were 
optimized within predefined parameter ranges using a genetic algorithm (Seibert, 2000) and a modified 
variant of the Kling-Gupta efficiency (Gupta et al., 2009) towards a non-parametric metric as objective 
function (RNP; Pool et al., in press). Similar to the King-Gupta efficiency, RNP (Eq. 1) consists of the three 
error terms representing discharge volume (β; Eq. 2), variability (αNP; Eq. 3), and dynamics (rS; Eq. 4). In 
the equations, β is the bias between observed (obs) and simulated (sim) mean discharge µ, αNP is the absolute 
error between the observed and simulated normalized flow-duration curve (where I(k) and J(k) are the time 
steps when the kth largest flow (Q) occurs within the simulated and observed time series, respectively), and 
rS corresponds to the Spearman rank correlation between the ranks of the observed (Robs) and simulated 
(Rsim) discharge time series at time step t.  




 Eq. (2) 












 Eq. (3) 
𝑟𝑠 =
∑ (𝑅𝑜𝑏𝑠(𝑡) − ?̅?𝑜𝑏𝑠)(𝑅𝑠𝑖𝑚(𝑡) − ?̅?𝑠𝑖𝑚)
𝑛
𝑖=1
√(∑ (𝑅𝑜𝑏𝑠(𝑡) − ?̅?𝑜𝑏𝑠)2
𝑛





To account for parameter uncertainty and equifinality (Beven & Freer, 2001), we calibrated the HBV model 
a 100 times, resulting in 100 optimized parameter sets for each catchment. Catchments for which the model 
failed to reproduce discharge at an acceptable level were discarded from the further regionalisation as 
suggested by Arsenault and Brissette (2014) and Bárdossy (2007). For the level of acceptance, we applied 
a threshold of RNP > 0.65, which is comparable to a Nash-Sutcliffe model efficiency (Nash & Sutcliffe, 
1970) of RNS > ~0.2. This selection resulted in the final set of 579 study catchments from the originally 
more than 600 catchments of the CAMELS data set.  
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4 Modelling framework  
4.1 Regionalisation methods 
In this study, regionalisation was based on five donor catchments. These donors were selected by defining 
homogeneous regions for every single catchment, which is known as the region of influence approach 
(Burn, 1990). Homogeneous regions consist of similar catchments and were defined as i) regions containing 
spatially close catchments or ii) regions with catchments having similar attributes. Spatial proximity was 
defined as the Euclidian distance (Burn, 1990; McIntyre et al., 2005) between the coordinates of catchment 
centroids, whereas attribute similarity was described using the Euclidian distance in the attribute space 
(Burn, 1990; McIntyre et al., 2005). The attribute space consisted of seven selected catchment 
characteristics: catchment area (log-transformed values of area were used), aridity, precipitation seasonality 
as an indicator for seasonal or perennial precipitation, percentage of precipitation falling as snow, 
percentage of forested area, percentage of wetland area, and percentage of clay content in soils (Table 1). 
All attributes were standardized using Eq. 1 (Milligan & Cooper, 1988), where Z is the standardized 
attribute and X is the original attribute value. 
𝑍 =
𝑋 −  𝑋 𝑚𝑖𝑛
𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
 Eq. (5) 
Regionalisation was evaluated using a leave-one-out cross validation, where each catchment was treated as 
ungauged at a time and its discharge was estimated with the information from the donor catchments. Each 
of the five donors provided its 100 parameter sets from calibration to the ungauged catchment. The total of 
500 parameter sets was used to predict discharge in the ungauged catchment during the calibration and the 
validation period (1 October 1999 to 30 September 2009), leading to 500 hydrographs for the ungauged 
catchment. The 500 discharge simulations (Qi) were then aggregated into an ensemble mean hydrograph 
(?̅?, Eq. 6).  Discharge at each time step t was derived from equally weighting (𝑊𝑖 =
1
𝑁
) each (i) of the total 
of N parameter sets. 
?̅?(𝑡) = ∑ 𝑄𝑖(𝑡)𝑊𝑖
𝑁
𝑖=1
 Eq. (6) 
The ensemble mean hydrograph was evaluated in terms of RNP. The described regionalisation approach 
based on attribute similarity or spatial proximity without any further information will be referred to as 
classical regionalisation in this study. 
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4.2 Gauging the ungauged catchment 
To evaluate the value of individual discharge observations, we assumed that a hydrologist gets the 
opportunity to take a few discharge measurements within one hydrological year in the previously ungauged 
catchment. Such a sampling campaign was mimicked by extracting the few daily discharge observations 
from the observed time series of each catchment. The selection of observations was restricted to a 
hydrological year, but repeated for each of the 10 calibration years (later on referred to as sampling years). 
A varying number n of observations were strategically selected based on our experience from previous 
studies (Pool et al., 2017; Seibert & McDonnell, 2015). The sampling strategy used to select discharge 
observations included samples of the annual peak discharge, the subsequent days in the recession of the 
peak, and observations at a fixed day in different months of the year. Depending on the number (n) of 
measurements, the observations were assumed to have been taken as follows (Fig. 2): 
 n = 3: 1 peak and 2 days in its recession 
 n = 6: 1 peak and 2 days in its recession combined with observations at the 15th of 3 months 
 n = 12: 1 peak and 5 days in its recession combined with observations at the 15th of 6 months 
 n = 24: 2 peaks and 5 days in their recessions combined with observations at the 15th of each 
month 
The strategically taken discharge observations of the ‘ungauged’ catchment served to evaluate the 500 
hydrograph predictions from regionalisation. The root mean square error (RRMSE) between predicted and 
observed discharge on the dates of the n observations was used to compute a weighted ensemble mean 
hydrograph (Eq. 6) in the validation time period. The weight Wi of each ith parameter set was calculated 
using Eq. 7, where N is the total number of j parameter sets (j = 1,2,…, N) and RRMSE,max is the highest RRMSE 
among all parameter sets. Log-transformed values of RRMSE were used to accentuate the difference between 
the best and the worst parameter set. 
𝑊𝑖 =
ln 𝑅𝑅𝑀𝑆𝐸,max − ln 𝑅𝑅𝑀𝑆𝐸,𝑖
∑ ln 𝑅𝑅𝑀𝑆𝐸,max −
𝑁
𝑗=1 ln 𝑅𝑅𝑀𝑆𝐸,𝑗
 Eq. (7) 
The above described approach uses the information of a few discharge observations and will therefore be 
referred to as informed regionalisation. As for the classical regionalisation, the ensemble mean hydrograph 
of the informed regionalisation was evaluated based on RNP. To assess the value of discharge observations 
for regionalisation, we calculated the difference in efficiency (ΔRNP) between the informed regionalisation 
(IR) and the classical regionalisation (CR) as follows: 
𝛥𝑅𝑁𝑃 = 𝑅𝑁𝑃_𝐼𝑅 − 𝑅𝑁𝑃_𝐶𝑅 Eq. (8) 




Figure 2. Illustration of a sampling campaign with 3, 6, 12, or 24 discharge observations. The discharge observations 
(Qsamples) were extracted from the continuous discharge time series (Qobs) of each catchment, whereby the selection of 
observations was restricted to a hydrological year. Colours indicate the timing of additional observations that result 
from increasing the total number of observations taken in a sampling campaign. 
 
4.3 Benchmarks 
An upper and a lower benchmark (Seibert et al., 2018) were used as references for the model performance 
of the classical regionalisation and the informed regionalisation. The upper benchmark was equivalent to 
the calibration of the model on the continuous 10 year time series. It provides information on how well the 
model simulates discharge in a particular catchment in a well-informed situation. The lower benchmark 
indicates the model’s ability for simulating discharge in the absence of any discharge information. 
Simulations for the lower benchmark were run with 10 000 randomly selected parameter sets. The 10 000 
parameter sets of the lower benchmark and the 100 parameter sets of the upper benchmark were used to 
simulate discharge in the validation period. Simulations were again combined into an ensemble mean 
hydrograph (Eq. 6 with equal weights for all parameter sets) and evaluated using RNP. Additionally, the 
ensemble mean hydrograph of the upper benchmark served to compute the percentage increase in RNP (ΔRNP 
divided by the difference between RNP of the upper benchmark and RNP of the classical regionalisation) to 
have an indication for how close the efficiency of the informed regionalisation is to a well-informed model 
calibration.  
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4.4 Variability of model performance in space and time 
To investigate regional differences of the value of discharge data, we generated maps of efficiency 
differences (ΔRNP) and evaluated these differences against catchment attributes. The relation between 
efficiency differences and catchment attributes is presented for the informed regionalisation with 24 
discharge observations and a median sampling year. 
The variability of model performance in time was evaluated in two ways. First, we analysed the information 
content of the 10 sampling years. To this end, sampling years were ranked by the efficiency of the informed 
regionalisation. The ranks were used to evaluate in how many sampling years discharge observations were 
informative for the majority of catchments. Second, we compared model efficiencies with the 
hydrometeorological conditions (e.g. sum of precipitation, peak discharge magnitude) in each sampling 
year. To enable a comparison between catchments, model efficiencies and hydrometeorological variables 
were normalized. Model efficiencies were normalized by taking the difference between ΔRNP of a sampling 
year and the mean ΔRNP of all 10 sampling years, whereas hydrometerological variables were divided by 
their mean. Correlations between normalized hydrometerological variables and normalized model 
efficiency difference were quantified by the Spearman rank correlation. Correlations were computed for 
various subgroups of catchments with different aridity conditions (humid, temperate, and arid), influence 
of snow-related runoff processes (no snow, more than 15 % of annual precipitation falling as snow, and 
more than 50 % of annual precipitation falling as snow), and precipitation seasonality (no seasonality, 
summer precipitation, and winter precipitation). 
Lastly, we addressed the question of how many discharge samples are needed to effectively improve 
classical regionalisation by comparing efficiency differences (ΔRNP) of each sampling year for a different 
number of discharge samples. Results were evaluated for the average year, as well as for the most and the 
least informative year, which were determined as described above. 
5 Results 
5.1 Value of discharge observations for regionalisation 
First, we related the value of observations for discharge predictions to model efficiencies of the classical 
regionalisation and the upper and lower benchmarks (Fig. 3; see supplement for the detailed values).  
Efficiencies of the classical regionalisation with spatial proximity were about half way between the 
efficiencies of the upper and lower benchmarks as opposed to efficiencies related to attribute similarity that 
were closer to the lower benchmark than to the upper benchmark. The use of discharge observations for 
weighting the 500 parameter sets from the donor catchments improved regionalisation with both attribute 
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similarity and spatial proximity (Fig. 3), whereby differences in model performance (ΔRNP) between a 
classical and an informed regionalisation were most pronounced for attribute similarity (Fig. 3b). Three to 
24 discharge observations improved model efficiency of classical regionalisation by 24 % to 30 % in case 
of an attribute-based regionalisation and 22 % to 26 % in case of the spatial proximity-based approach. 
However, for some catchments the selected discharge observations were disinformative in that the use of 
information decreased model performance. Such a negative effect occurred mainly for cases with only 3 or 
6 observations (for more details see Chpt. 5.3). 
Although a comparison of the two classical regionalisation approaches was not the focus of this study, it 
was interesting to notice that spatial proximity outperformed attribute similarity in 65 % of the catchments. 
The (frequently) superior efficiency of spatial proximity could also be noted in the fact that regionalisation 
with attribute similarity had to be informed with 24 discharge observations to reach efficiencies comparable 
to spatial proximity without any discharge information. 
 
 
Figure 3. Model efficiency in validation for the 579 study catchments. a) Model efficiency RNP for predictions with 
the lower (LB) and upper (UB) benchmark (yellow colours), and the classical and the informed regionalisation 
(efficiency of the median sampling year) with attribute similarity (green colours) and spatial proximity (blue colours). 
b) Efficiency difference (ΔRNP) between the classical and the informed regionalisation, whereby positive values 
indicate an increase in prediction efficiency using information of a few discharge observations.  
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5.2 Mapping the value of discharge observations in space 
Mapping the effect of discharge observations on the classical regionalisation allowed to visually separate 
regions where observations were highly informative from regions where they were less important (Fig. 4). 
The map suggests that the value of observations varies in space. Discharge observations had no or only 
limited value in large parts of the central region of the eastern United States, such as the Gulf Coast, the 
Mississippi Valley and the Great Lakes Region. In contrast, a pronounced positive effect of discharge 
measurements was observed for the majority of catchments in the Appalachian Mountains and the western 
United States. The described spatial pattern can also be observed when plotting the effect of discharge 
observations against catchment attributes (Figs. 5a-g and 6a-g). Discharge observations did in general 
strongly improve classical regionalisation in arid catchments that are most prominent in the Southwest, and 
in snow dominated catchments in mountainous regions or northern latitudes. Furthermore, regionalisation 
with spatial proximity was improved by the information of discharge observations in catchments with a 
distinct winter precipitation season, which are catchments typically located along the West Coast.  
In addition to the variable value of discharge observations as a function of catchment attributes, information 
of a few observations was also more important when the distance between the ‘ungauged’ catchment and 
its donors was relatively large (Figs. 5h and 6h). 





Figure 4. Spatial variability of the difference in validation model efficiency (ΔRNP) between a classical regionalisation 
and an informed regionalisation with 24 discharge observations (efficiency of the median sampling year). The size of 
the circles is proportional to ΔRNP, i.e. larger circles indicate a higher value of a few discharge observations for 
improving classical regionalisation. Green circles denote catchments which were best simulated using regionalisation 
with attribute similarity (AS), whereas blue circles indicate catchments which were best simulated using 
regionalisation with spatial proximity (SP).  





Figure 5. Difference in validation model efficiency (ΔRNP) between a regionalisation with attribute similarity and an 
informed regionalisation with 24 discharge observations (efficiency of the median sampling year) vs. a-g) catchment 
attributes and h) the median distance in the attribute space between the ‘ungauged’ catchment and its donors. Results 
are presented for all 579 study catchments, whereby positive efficiency difference indicates an increase in prediction 
efficiency using information of a few discharge observations. The lines represent averaged values of the median, the 
25th quantile and the 75th quantile over a moving window of 11 to 101 catchments (smaller moving windows were 
used at the lower and upper boundaries of the attribute data as indicated by thinner lines towards the boundaries). 
 





Figure 6. Difference in validation model efficiency (ΔRNP) between a regionalisation with spatial proximity and an 
informed regionalisation with 24 discharge observations (efficiency of the median sampling year) vs. a-g) catchment 
attributes and h) the median distance between the ‘ungauged’ catchment and its donors. Results are presented for all 
579 study catchments, whereby positive efficiency difference indicates an increase in prediction efficiency using 
information of a few discharge observations. The lines represent averaged values of the median, the 25th quantile and 
the 75th quantile over a moving window of 11 to 101 catchments (smaller moving windows were used at the lower 
and upper boundaries of the attribute data as indicated by thinner lines towards the boundaries). 
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5.3 About the information content of different discharge sampling years 
We used discharge observations from 10 different years to analyse the effect of a sampling year on the 
regionalisation. For the case of 24 discharge observations (Fig. 7), the most informative year improved the 
classical regionalisation with attribute similarity and spatial proximity in 94 % and 92 % of the catchments, 
respectively. The positive effect of discharge measurements on regionalisation was observed for most 
sampling years, although the number of catchments experiencing the positive effect steadily decreased with 
increasing rank number. Only in one (attribute similarity) or two (spatial proximity) out of 10 sampling 
years, the selected discharge observations were disinformative for the regionalisation of discharge in a 
majority of catchments. 
 
 
Figure 7. Effect of a sampling year on the value of discharge observations for regionalisation in the 579 study 
catchments. The 10 sampling years are ranked by the validation model efficiency (RNP) of the informed regionalisation 
with 24 discharge observations. Results are presented for the informed regionalisation based on a) attribute similarity 
and b) spatial proximity.  
 
Given that the value of discharge observations varies across years, the question arises “what is a good 
sampling year?”. Table 2 presents the correlation coefficients between the hydrometerological conditions 
of a sampling year and the corresponding model efficiency in that particular year. Results are only presented 
for catchment types with significant correlation coefficients although most correlations were still rather 
weak. For the presented catchment types, regionalisation with attribute similarity was more sensitive to 
yearly hydroclimatic aspects than regionalisation with spatial proximity. Overall, the magnitude of the 
highest discharge observation taken in a sampling year had the strongest (negative) effect on model 
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efficiency among the tested variables, followed by the sum of annual precipitation or winter precipitation. 
This means that sampling years characterized by exceptionally high peak discharge, or high annual or 
winter precipitation were the least informative for regionalisation of discharge in arid catchments, snow 
dominated catchments, and winter-precipitation dominated catchments. 
 
Table 2. Correlation between Model Efficiency and Hydrometerological Conditions in each of the 10 Sampling Years.  
    Precipitation sum  Discharge magnitude 














 All -0.04 -0.04 -0.02 -0.02 -0.12 -0.02 -0.02 
Arid -0.08 -0.13 0.03 -0.13 -0.20 -0.10 -0.04 
Snowy -0.23 -0.20 -0.11 -0.05 -0.24 -0.09 0.03 
Winter precip. -0.14 -0.15 -0.05 -0.05 -0.16 -0.04 -0.02 
 













 All 0.00 0.02 -0.04 0.01 -0.09 0.01 -0.02 
Arid -0.04 -0.05 -0.02 -0.06 -0.12 -0.03 -0.08 
Snowy -0.12 -0.06 -0.14 0.00 -0.16 -0.05 -0.09 
Winter precip. -0.01 -0.01 -0.05 0.00 -0.07 0.00 -0.05 
Note: Spearman rank correlation coefficients were calculated for normalized variables and normalized model 
efficiencies for all catchments (n = 579), arid catchments (aridity index >= 1.2, n = 110), snow dominated catchments 
(percentage of annual precipitation falling as snow >= 50 %, n = 71), and catchments with predominantly winter 
precipitation (seasonality index <= -0.2, n = 104). Significant correlations (p-value < 0.05) are marked in bold letters. 
Model efficiency used for calculating correlations is the difference in validation model efficiency (ΔRNP) between a 
classical regionalisation with attribute similarity or spatial proximity and an informed regionalisation with 24 
discharge observations. 
5.4 How many discharge observations are needed? 
Figure 8 presents the effect of the number of discharge observations on the regionalisation. An increasing 
number of observations in the least informative year not only improved efficiencies, but also clearly reduced 
the variability in model performance between catchments. More importantly, with the use of more 
observations, a sampling year could change from being mostly disinformative to being informative for a 
considerable number of catchments. In a median year, median model performance only slightly increased 
with an increasing number of observations. However, informing regionalisation with 24 instead of 3 
observations increased the number of catchments that were better predicted by the informed regionalisation 
by about 10 %. In the most informative year, 3 discharge observations had a comparable effect on model 
performance as 24 discharge observations. 




Figure 8. Effect of the number of discharge observation on the difference in validation model efficiency (ΔRNP) 
between a classical regionalisation and an informed regionalisation in the 579 study catchments. The effect of a 
variable number of observations on regionalisation with a) attribute similarity and b) spatial proximity is presented 
for the most informative sampling year, the median sampling year, and the least informative sampling year. Positive 




The result that a limited number of discharge observations can improve predictions in otherwise ungauged 
catchments is in agreement with Rojas-Serna et al. (2016) and Viviroli and Seibert (2015), who concluded 
that a few randomly selected discharge observations or a few observations during mean-flow conditions 
proved to be a valuable source of information beyond classical regionalisation. The value of such 
observations for regionalisation was generally higher for the attribute-similarity based approach than for 
the spatial-proximity approach. A possible explanation for this variable value of data is the poorer 
performance of the attribute-based regionalisation, which leaves more room for improvement, than for 
regionalisation with spatial proximity. The superior performance of spatial proximity was also observed in 
the comparative regionalisation studies of Oudin et al. (2008) and Zhang and Chiew (2009). Factors such 
as a relatively dense streamflow gauging network (Lebecherel et al., 2016; Oudin et al., 2008; Yang et al., 
2018) or a suboptimal selection of key catchment attributes (Arsenault & Brissette, 2014; Oudin et al., 
2008) could have favoured the spatial proximity approach over regionalisation with attribute similarity. In 
fact, results of this study showed that donor catchments selected by attribute similarity were up to several 
hundreds of kilometres away from the ungauged catchment in many semi-arid catchments in the Southwest. 
Resubmitted after minor revisions to Water Resources Research 
19 
 
This probably impaired the representativeness of the selected donors for the runoff response in the ungauged 
catchment. Under such circumstances and given the relatively dense streamflow gauging network in the 
data set, spatial proximity certainly has the advantage that it implicitly considers relevant attributes 
influencing major hydrograph aspects. In addition to model efficiency, criteria such as objectivity and 
reproducibility could also be seen as a benefit of a spatial-proximity based regionalisation approach. While 
in this study, donor catchments were selected by either spatial proximity or attribute similarity, attempts of 
combining both approaches have been shown to be a promising approach for the selection of potential donor 
catchments (Buytaert & Beven, 2009; Oudin et al., 2008; Samuel et al. 2011; Yang et al., 2018; Zhang and 
Chiew, 2009). 
Independent of the classical regionalisation approach, discharge observations were most informative in arid 
catchments, snow dominated catchments, and winter-precipitation dominated catchments. These 
catchments generally have a distinct runoff regime with a pronounced high-flow period. The discharge 
observations selected to inform the regionalisation in this study were sampled during these period of high 
flow. They therefore provided information for the regionalisation at a time when dominant runoff processes 
were active. These results are comparable to those of Viviroli and Seibert (2015), who reported that 
discharge observations during the snowmelt and icemelt season were most valuable for informing 
regionalisation in snow dominated or glaciated catchments. They furthermore showed that more 
observations were needed to effectively inform regionalisation for catchments with a predominantly pluvial 
regime because of the randomness of rain events between and within years as opposed to the reoccurring 
process of snowmelt and icemelt. The variability in precipitation and the related timing of the dominant 
runoff processes could also provide an explanation for the limited value of discharge observations found in 
large parts of the central region of the eastern United States. 
The value of discharge observations for the regionalisation varied across sampling years, whereby years 
with high sums of annual or winter precipitation and therefore relatively high discharge events were the 
least informative ones. This was unexpected at first, because it has been shown that runoff models could be 
calibrated with a limited number of discharge observations, especially if they were sampled during wet 
periods (Melsen et al., 2014; Vrugt et al., 2006; Yapo et al., 1996) or peak events (Pool et al., 2017; Seibert 
& McDonnell, 2015) when dominant runoff processes were active. However, under unusually wet 
conditions special runoff processes might govern catchment runoff responses. Using discharge observations 
taken during such unusual conditions can inform the regionalisation with data of limited representativeness, 
which ultimately favours parameter sets that reproduce rather exceptional runoff responses. However, it is 
important to note that the correlations between the value of observations and the hydrometeorological 
conditions in a sampling year were rather weak and only significant for arid catchments, snow dominated 
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catchments and winter-precipitation dominated catchments. These results therefore have to be interpreted 
with some caution. More detailed insights into the value of individual sampling years could be gained by 
an inductive approach that addresses the influence of large-scale climate phenomena such as El-Niño 
Southern Oscillation, rating curve uncertainties affecting the value of discharge observations at peak flows, 
or disinformation at the event level introduced by a mismatch between precipitation input and runoff 
response (Beven & Westerberg, 2011). However, such an in-depth analysis on the value of sampling years 
was not conducted within this study. 
The sampling year not only influenced model performance, but also affected the number of observations 
needed to inform regionalisation. Increasing the number of discharge observations strongly improved 
regionalisation for observations collected in the least informative year, probably because the effect of an 
individual unusual event could be balanced by additional and more representative observations. In contrast, 
the characteristic runoff response could be captured by as few as three observations if these observations 
were collected in the most informative sampling year. 
The results of this study are based on the strategic extraction of a few discharge observations from the 
observed time series of catchments and therefore provide insights in what could be achieved at best. In 
practice, decisions on the number of observations, the dates of observations, or the sampling year may be 
restricted by economical or organizational factors. Cost-benefit analysis for real case studies could be a way 
to bridge the gap between the theoretical and practical value of a limited number of discharge observations 
for the prediction in ungauged catchments. 
An additional practical limitation of this study is the fact that discharge observations used to inform 
regionalisation correspond to mean daily values, whereas observations collected during field campaigns are 
almost instantaneous. The differences between instantaneous discharge values (reported discharge data at 
15 minutes interval) and mean daily discharge were looked at for eight catchments representing the typical 
range of catchment areas (10 km2, 100 km2, 1000 km2, and 10 000 km2) encountered in the CAMELS data 
set. Thereby it could be observed that mean daily discharge can deviate considerably from instantaneous 
discharge observations at days with peak flows. However, instantaneous measurements can be regarded as 
representative for the mean daily values during most other periods including event recessions and low flow 
periods when within-day flow variations are relatively small. Similarly, a more detailed analysis of the 
value of sub-daily discharge observations by Viviroli and Seibert (2015) indicated a limited added value of 
several subsequent instantaneous discharge observations within a few hours. 




Many catchments lack continuous discharge time series and the prediction of discharge relies on 
regionalisation. However, it might still be possible to collect a limited number of discharge observations 
during short field campaigns. In this study, we evaluated the value of such a limited number of discharge 
observations for informing parameter regionalisation using a large-sample data set of the United States. 
Results demonstrated that a few discharge observations improved regionalisation in the majority of 
catchments and that observations were especially effective in arid catchments, snow dominated catchments, 
and winter-precipitation dominated catchments. Discharge observations from years with moderate to low 
peak-flow magnitudes were the most informative ones, whereby 3 observations could be of comparable 
value as 24 observations if collected in these most informative years. The results demonstrate the value of 
a small number of streamflow observations and indicate that short field campaigns can improve the basis 
for decision making in ungauged basins. 
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