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Introduction
The work we performed in this project relates to the implementation of autonomous agents. The first part (duration of 9 months) implemented agents in the domain of robotic soccer. The second part augmented an existing Beowulf cluster at the Wright Patterson Air Force Base. Ultimately, we expect both aspects of this research and implementations to apply to work in Unmanned Air Vehicles (UAV).
In this twelve month period of investigation, we have performed an ongoing literature search, downloaded and experimented with several versions of the Robocup Soccer Server along with several existing clients on several platforms, successfully performed superficial modifications to several clients, written two original soccer playing clients in both C++ and Java, and augmented a Beowulf cluster with four additional Pentium machines.
Background
Autonomous agents are self-directed, independent entities that interact with an environment by in-taking percepts through sensing devices and by acting on the environment through effectors. This work centers on autonomous entities in an adversarial environment that operate with conflicting goals, process noisy data, adapt in real-time to a dynamic environment, and collaborate to achieve one or more collective goals. The agent work accomplished in this funding period resided in the domain of robotic soccer. In future work, we expect the research to apply to work in Unmanned Air Vehicles (UAV). The scope of the overall project encompasses four phases: Phase I:
Beowulf Construction, Phase II: Autonomous Agent Implementation, Phase III:
Endowing Intelligence, and Phase IV: Application to UAV's. The work accomplished here focused on Phase I and Phase II where we augmented a Beowulf cluster and implemented autonomous entities using a multi-agent computing system to run on that cluster.
Robotic Soccer
In Peter Stone's Layered Learning in Multi-Agent Systems, the author delineates many techniques and principles for the construction of computing systems housing multiple agents. Using the problem domain of robotic soccer, he provides mechanisms for the coordination of independent agents' behaviors where "behavior" is defined as a mapping from perceptions to actions (over time). Robotic soccer is the programming and building of robots equipped to participate in competitive soccer tournaments. This global endeavor is embodied in the pursuit known as RoboCup. RoboCup research is quite apposite to many significant problems in both military and industrial applications. The work of robotic soccer embodies the formalization and implementation of a system of multiple collaborating agents operating in a real-time, noisy, and adversarial environment. The RoboCup organization provides a software platform for research on the software aspects of RoboCup.
Agent Programs and Agent Architectures
In [Russell and Norvig 1995] , agents are defined as an agent program plus its architecture. The agent program is the "brains" of the agent housing decision-making and reasoning capabilities. It is here that, given a sequence of agent percepts, the next agent action is determined. The architecture is responsible for receiving and transforming percepts into a form recognizable by the agent program, and for transferring the agent program's determined action to the agent's effectors. Thus, the main impetus of software research in autonomous agent work lies in agent program development.
Agent program development entails development of planning, collaboration, and navigation algorithms. The agent architecture is manifested either by a physical robot or a software simulator. Usually, development and experimentation takes place on a simulator and then successful programs are transferred to the physical agent (i.e., the robot). The simulators are typically implemented using a client-server architecture by housing the agent program in the client, and the agent architecture in the server.
In this work, we used the server provided by the RoboCup organization (see http://sserver.sourceforge.net) to serve as our agent architecture and thus, to test our algorithms. Both client/agent programs we wrote housed a different original algorithm.
The Original Agents and the Robocup Environment
The Robocup environment is one in which the soccer server is standardized and provided for all participants. Any agent is composed of an agent architecture (those parts that react and act on the environment) and the agent program (the decision making module that chooses the agent's actions to take). In the Robocup paradigm, the agent architecture is housed in the soccer server and the agent program constitutes the client. The clients, therefore, embody the agent's intelligence and skill.
In the funded period, we composed two original soccer-playing agent clients: the JAG client and the Biter-derived client. The JAG client was written in C++ and performed far better than the Biter-derived client which was written in Java. 1) The agents commence by continuously sending messages to the server whenever they get within twenty units (or less) of the ball. These messages contain the agent's team name, the agent's player number, and the current distance the agent is from the ball.
Sending a message does not count as an action, so multiple messages may be sent per time cycle.
2) Once a message is sent to the server, the other agents can receive the message to get relevant information. Received messages look like this: (hear 59 2 "JAG 2 6.7"), where 59 is the time, 2 is the player who sent the message, and the quoted string is the actual message that was sent. As stated above, our messages contain the team name, the player who sent the message, and the player's distance from the ball.
3) Once an agent receives a message from another player, the agent compares its distance from the ball with the other player's distance from the ball. If the agents are both within a radius of 10 units from the ball, the agent closest to the ball will go for the ball, while the other agent's desire to go towards the ball will be suppressed. In the manner, we never have two or more agents from the same team crowded around the ball.
There is one problem with this model, which the global positioning model will take care of once it is fully developed. The problem is that the local positioning model only makes sure that agents are not crowded around the ball. It does not take care of the fact that other agents who are away from the ball may be crowded around each other. However, once the global positioning model is developed, the agents will be spread out into overlapping zones, where they will be restricted to cover their zone area. The local positioning model will then come into play when the ball falls into an area where zones overlap.
Development of the GOALIE
In order to get the server to recognize a player as being the goalie, a special initialization command must be sent to the server. To do so, the user starts up our client with a -g tag to tell us that they want the first player to be a goalie. The command line appears thusly:
Once the client is initialized as a goalie, it simply runs the goalie code and suppresses the regular agent code. It is important realize that the goalie is part of the same program as the other players. In keeping with the rules posed by the Robocup organization, a separate program was not developed for the goalie. Rather, the goalie runs a separate piece of code (the goalie code) within the agent. Moreover, the goalie also uses code that is relevant to all agents, such as the communication model.
Our future work in refinement of the goalie, is to force it to play positionally. That is, to let the goalie only play in the goalie area. In the next section, we discuss our current attempts to developing a positional model for all players.
Development of the Positional Model
Our first attempt at a positional model included using a series of flags to form a positional boundary to which the player was confined. In order to implement this, many flags were needed for comparison. This, in addition to unreliable flag distance and direction values sent from the server, caused the functions governing the boundaries to be very lengthy and the boundaries to be inaccurate and unreliable. This forced us to find an alternate method to achieve our positional model. 
Beowulf Cluster Work
The goal of Phase I of the overall research project was for a Beowulf cluster executing parallel models, demonstrating and assessing military effectiveness, to be built. The parallel system will ultimately be endowed with intelligence in the form of dynamic intelligent modules that are periodically exchanged between autonomous entities in a peer-to-peer fashion. This mechanism will, among other things, help realize the goal of effective autonomous operation. Additionally, in order to provide an information-centric platform and interface, a publish and subscribe information exchange facility will be designed and implemented. In the final three months of the funding period, we augmented the Beowulf cluster with four Intel architecture machines.
Cluster Computing
Cluster computing enables us to build a scalable multiprocessing computing system using a network of possibly heterogeneous computers. A Beowulf cluster is a collection of possibly heterogeneous COTS processors interconnected by a local area network using a high speed switch and running coordinating software to emulate the operation of a large high performance parallel machine. The main objective of using a Beowulf is to provide a large amount of CPU processing power with minimal expense. Moreover, the construction of a Beowulf often allows us to absorb hardware into a functional capacity by creating a larger, more powerful computational machine. Some examples of coordinating software that perform the parallel machine emulation over the network are
Parallel Virtual Machine (PVM) and Message Passing Interface (MPI).
Augmentation of the Cluster
The augmentation of the cluster entailed loading operating systems, cluster software, and benchmark test software. We delineate the steps we took to load the cluster software and testing software as follows.
Software Installation
To upgrade and install MPI software, we selected the LAM-MPI package because it was initially used on the cluster and because its distribution as source code makes it easier to install on multiple architectures. The first step in the upgrade of the established cluster was the upgrade of the MPI software from version 6.5.4 to 6.5.6. While installing that software, we also added a link to shared install path on Blackbox so all machines have the same LAMHOME path.
The original MPI software is still on Blackbox under /usr/export/debian/usr/local/lammpi-old. The new software has two different versions for the two architectures in the cluster and only the appropriate version is mounted on each of the worker nodes via NFS.
The actual install paths are all on Blackbox, but each computer mounts the platform specific MPI package in /usr/lam-mpi. On Blackbox these packages are in /usr/export/debian/usr/lam-mpi for the Sun architecture and /usr/export/debian-x86/usr/lam-mpi for the x86's. Blackbox has a soft link to the x86 version in its local /usr/lam-mpi.
Once the software was installed, the systems needed to be configured to be aware of the LAM-MPI's binary files. This was done in both the .profile and .bashrc files in the /home/sserver directory. This replication was necessary due the bash shell's nonstandard remote login procedure; when bash does a non-interactive remote shell, it only loads the .bashrc file. All that was necessary in the .bashrc and the .profile files was the inclusion of /usr/lam-mpi/bin in the PATH variable's list. This list is then exported and the MPI binaries are visible without needing absolute paths.
At this point the installation was tested with the original group of Sun machines. It performed a lamboot successfully, which creates the daemon on the remote machines to allow MPI processes to run. This procedure works even though Blackbox's PATH variable is going through a link and is not an absolute path.
Once the systems would initialize the MPI daemon, we attempted to run the LAM test suite. This attempt failed and it caused a cascade failure that took down much of the network. This was our first indication of the Ethernet adaptor problem that is discussed in-depth elsewhere.
Because of the previous failure, the next step was to make sure any program would run successfully on the cluster. This was done by compiling the example programs that are included in the LAM-MPI package. The first program that was attempted was a simple program called ring. In order for this, or any MPI program, to work on the cluster, two versions must be compiled and copied into a directory that is part of the PATH variable.
For these test programs, we standardized on the /usr/local/bin directory on both the Sun machines and the x86's. Once a Sun version was compiled and added to the /usr/export/debian/usr/local/bin directory on Blackbox, the Sun machine's /usr/local/bin directory, the test was performed and ran successfully.
Further testing showed that the basic test programs work with no problems, but programs that transfer large amounts of data will kill the network. This was first discovered using the Mandelbrot test program that failed in the same manner as the LAM test suite.
At this point the new x86 nodes were added into the cluster and the successful tests were completed without complication, but the unsuccessful tests would still disconnect the Sun machines from the network while causing no harm to the x86 nodes. Once the system has been initialized, the program can be compiled. It must be compiled for both the Sun and the x86 architecture. To compile the program for the Suns, rsh into one of the nodes b1-b9 and run the Makefile or mpicc *.c as appropriate. Copy the resulting binary file into /usr/local/bin while still logged into the Sun machine. Exit from this remote shell and repeat the compile on Blackbox. The result of this compilation needs to be copied into /usr/export/debian-x86/usr/local/bin in order for the x86 nodes to be able to run successfully. Once it is copied successfully the original executable can be invoked with the command mpirun N appname. This will cause the program to run across all available nodes. If execution is to be limited to a subset of nodes, mpirun n0-n4 appname can be used instead. This command will execute the binary file on nodes 0-4 and ignore any additional nodes.
Once we were sure that the Sun machines were the problem and that the problem was likely a hardware limitation, we proceeded to begin benchmarking the system. Our expected: overall the system performed at its best with all nodes as part of the system. In individual tests, the 9 Sun nodes and the four x86 nodes came out to be roughly similar in processing power. We also attempted a weighted configuration; this attempted to force MPI into considering the x86 nodes to be roughly twice as powerful as the Sun nodes.
This produced almost identical results to the basic configuration. We suspect this is because MPI is already performing load balancing and the additional configuration is not necessary. Figure 1 shows the four configurations and how long each configuration took to render the image. Figure 2 shows the average processing power of the overall cluster in the four configurations. The next set of tests that was performed on the cluster was designed to test how different sized processing problems affected the cluster's performance. The results were a little surprising and later tests using HPC Games showed a potential culprit. Each test performed was on the same render image displayed in Figure 3 at four different resolutions. Each resolution was run on the three typical boot schemas, the weighted schema was removed due to minimal difference between it and the standard setup The unusual part of these results is that as the render gets more complicated, the combination of all of the machines runs slower then either just the x86's or just the Sun's.
Render Time
We theorized that this is another manifestation of the network problem discussed earlier.
This is because of the results of one of the HPC Games benchmarks, which performed a stress test of the network and determined the maximum bandwidth at varying sized blocks of data. If this test is performed with just the Suns or just the x86's, the typical maximum network transmission speed is around 5MB/sec. If all of the nodes participate in the test, the transmitting speed plummets to between .5MB/sec and .1MB/sec. This would greatly influence any test that extensively uses the network. This is clearly visible in Figure 6 . This graph shows the percent difference between the test performed on all machines and the test performed on just the x86's. As the size of the render increases, the performance gap also widens. This is also visible in Figure 5 , after the 800x600 render, the pixels/sec measurement stays roughly the same while at the same time the homogenous boot schema's continue to increase. When we measured the time spent on the render on each of the 13 nodes, we discovered that the system was balancing load reasonably well. The x86 nodes were performing roughly twice the calculations compared to the Sun machines and the Sun machines listed at the end of the boot schema were receiving less work then the others. This data is plotted in Figure 7 . This indicates that the load balancing system is working correctly and is not the cause of the poor performance of the overall network. This conclusion is further collaborated by the fact that as the render gets more complex, the percentages are not affected and should produce a linear increase in speed. Since it does not, the problem is probably in a different part of the system. The final set of tests performed on the cluster was mapping how the addition of nodes affects the total render time. To do this we tested clusters with 2 x86 nodes, 3 x86 nodes, and finally all four x86 nodes. The results of these calculations are in Figure 8 . As each node was added, the time it took to render the same set of images dropped, but not quite linearly. Each node added a percent of its processing power but as more nodes were added, that percentage dropped. As more nodes are added, the effect of each additional node will shrink until such time as its addition will have a negligible impact on performance. in each machine, known as the SunLance NIC, has a hardware limitation in the size of its internal buffer. Once there is an incoming or outgoing datagram that is too large, or too much data in either direction, the buffer on the network card fills with error data. This error data causes the network card to cycle through the buffer until all the error data has been removed.
Precentage Rendered by Node
Node Comparison
The process of cycling through the buffer requires the network card to be reset each time an error data is read from the buffer. This constant cycling causes the system to be removed from the network until the network card becomes stabilized again.
This problem only occurs on large data sizes. Small data sizes can fit through the network card buffer with no problems. The actual size that causes a problem to manifest itself is unknown at this time due to inadequate testing of the network card.
Also, this problem has been found to exist on x86 hardware in network cards built from the "Tulip" chipset. Any network card that uses the "Tulip" driver for Linux will have similar problems under the same circumstances for the same reasons.
Recommendations:
If the current hardware configuration is to be maintained, a proper testing of the network card is in order. Otherwise full utilization of the Beowulf cluster will fail to exist. The point of break should be determined and documented so that future programming for the cluster can be written with less of a hassle.
Another method of overcoming the hardware limitation of the device would be to replace the network cards in the Sun workstations. The current SunLance NIC is a half-duplex 10Mbit network card, which can be defined as well below slow in comparison to some of yesterday's network technology. Replacing the network card with a full-duplex 100Mbit network card would improve the overall bandwidth of the Beowulf cluster as well as overcome the hardware limitation of the current network card.
The easiest and best way to overcome the x86 problem is to replace the network card with another that does not use the "Tulip" driver. Network cards for the x86 architecture are relatively cheap and easy to obtain.
Conclusion
This year-long project was to study, develop, and implement autonomous entities on a distributed cluster of workstations. We hope this work will eventually be applied to the area of unmanned air vehicles. The work involves a four-phase endeavor spanning five years of effort, work, and support.
In year one, described in this report, the Beowulf cluster was successfully augmented and two original autonomous agent clients were implemented.
Bibliography
Appendix
User 
