On P- and S-functions and related classes of n-dimensional nonlinear mappings  by Moré, J. & Rheinboldt, W.
LINEAR ALGEBRA AKD ITS APPLICATIONS 6, 45-68 (1973) 45 
On P- and S-Functions and Related Classes of n-dimensional 
Nonlinear Mappings* 
J. JloRl? AKD m’. KHEISBOLDT 
Cornell Uniuevsity University of Maryland 
Ithaca, New York College Park, Maryland 
Communicated by R. S. Varga 
ABSTRACT 
This paper introduces and analyzes certain classes of mappings on Rn which 
represent nonlinear generalizations of the P- and S-matrices of Fiedler and Ptik, and 
of scvcral closely related types of matrices. As in the case of the corresponding 
matrices, these nonlinear P- and S-functions arise frequently in applications. Basic 
properties of the different functions and of their inverses and subfunctions are 
established, and then a number of theorems are proved about the interrelationships 
between the various mappings. In particular, it is shown that the well-known 
monotone mappings, as well as the M-functions and certain of the strictly diagonally 
dominant mappings recently analyzed by Rheinboldt and Mor6, respectively, are 
special cases of the P-functions. In turn, these P-functions and also the inverse 
isotone mappings are subclasses of the S-functions. In a final section, a series of 
characterization theorems for the different functions are presented in terms of condi- 
tions on their derivatives. 
1. INTRODUCTION 
Consider the problem of solving an n-dimensional equation Fx = z, 
where F: D C R” ---f R” is a linear or nonlinear mapping of the type 
arising, for instance, as a discrete analog of some elliptic boundary value 
problem or as an equilibrium flow on a network. In the special case when the 
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underlying problem is linear, the resulting linear mapping usually has a very 
special form, and-at least in the mentioned two problem areas-the 
following classes of matrices appear to occur rather frequently: (a) Positive 
definite and symmetric matrices; (b) strictly or irreducibly diagonally 
dominant matrices; (c) M-, or Stieltjes-matrices; (d) P- or S-matrices. 
For definitions see, e.g., Varga [l] and Fiedler and Ptak 121, [3]. 
In the nonlinear case the mapping F often retains certain properties 
of these matrices in some form, and this suggests the possibility of introduc- 
ing specific classes of mappings on Iin which represent suitable nonlinear 
generalizations of the cited types of matrices. A natural nonlinear exten- 
sion of positive-definiteness is evidently the concept of a monotone 
mapping introduced-in a more general setting-by Kacurovskii [4], 
Minty [5], and Browder [6]. Symmetry carries over to the assumption 
that F is a potential operator, which in turn leads to convex gradient 
mappings as the nonlinear extension of symmetric, positive (semi) definite 
matrices. Following an unpublished suggestion of Ortega, Rheinboldt 
[7] considered a nonlinear generalization of M-matrices, the so-called 
M-functions, while More [8] recently defined and studied a class of L?- 
diagonally dominant functions on R” which contains all matrices under 
(b). At the same time More and Rheinboldt were led to classes of mappings 
F:DcR” + R” which represent nonlinear extensions of the matrices 
in the last of the four categories and which were correspondingly named 
P- and S-functions. Some relevant results about these latter mappings 
have already been reported in the cited dissertation of More, and a survey 
-without proofs-was also included in Rheinboldt [9]. In this article 
we present now a detailed account of these new classes of P- and S-func- 
tions, their properties, and their relationships with the other types of 
nonlinear mappings mentioned above. 
Implicitly, P- and S-functions have already been used in various 
applications. In particular, in connection with problems in mathematical 
economics, Gale and h’ikaido [lo] and Nikaido [ll ] proved various results 
about differentiable functions on R” which in our setting turn out to be 
results about P-functions and their relation to M-functions. Similarly, 
Karamardian [12] obtained a theorem about the solvability of certain 
nonlinear inequalities which in our terminology shows that all continuous 
P-functions are S-functions. In connection with nonlinear electrical 
networks, Sandberg and Willson [13] were led to special examples of P- 
functions, and there are probably other related results of this type in the 
literature. 
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In Sec. 2 we introduce the nonlinear P- and S-functions and recall 
at the same time the definitions of the other cited mappings. Then in 
Sec. 3 we establish a number of the basic properties of the P-functions 
and use them to prove several related results. This is followed in Sec. 4 
by a discussion of the interrelationships between the various mappings, 
and finally Sec. 5 presents a series of characterization theorems in terms 
of differentiability conditions. 
2. BACKGROUND MATERIAL 
In this section we collect the basic definitions of the P- and S-functions 
as well as of various other related classes of mappings on R”. 
Throughout the entire article x ,( y denotes the component-wise 
partial ordering on the n-dimensional real linear space R” of column 
vectors, and ?G < y is the associated strong relation xi < yi, i = 1,. . , n. 
The corresponding notation is used on the space L(R”) of real n x n 
matrices. A rectangle Q in Rn is the Cartesian product of n intervals on the 
real line, each of which may be either open, closed, or semi-open; in 
particular, any of these intervals may be unbounded, and thus a rectangle 
may be all of R”. The index set { 1,. . , YL> will 
C + is 
48 J. MORtC AND W. RHEINBOLDT 
functions upon the individual variables are needed. Such conditions are 
used in the definition of the following classes of mappings. 
DEFINITION 2.2. Consider a mapping F: n C Rn 4 Rn with the 
components fi, i E N. 
(a) F is diagonal if for each i E N, fi depends only on the ith variable x,. 
(b) F is off-diagonally antitone if for any x E R” and any i # i, i, i E N, 
the functions 
z,&~: (TV Rllx + ~&ED} + R1, $Jt) = f,(x + tej) (2.1) 
are antitone. 
(c) F is diagonally (strictly) isotone if for any x E Rn the functions 
* 11,. . ‘? t,bnn defined by Eq. (2.1) are (strictly) isotone. 
For an affine mapping Fx = Ax + b, off-diagonal antitonicity is 
equivalent with the condition aij < 0, i # j, a’, j E N, while F is diagonally 
(strictly) isotone if and only if a,, 3 0 (aii > 0) for each i E N. The diagonal 
mappings evidently represent a nonlinear version of the diagonal matrices. 
In line with this, the nonlinear generalization of the M-matrices can 
now be formulated as follows: 
DEFINITION 2.3. A mapping F: D C Rn 4 Rn is an M-function on D 
if it is off-diagonally antitone and inverse isotone. 
Clearly then, an affine mapping Fx = .4x + b is an M-function if and 
only if A is an M-matrix. Several nonlinear examples of M-functions are 
given by Rheinboldt [7] ; they related to discrete analogs of boundary 
value problems of the type considered, for instance, by Bers [15], and to 
equilibrium flows on networks as studied by Birkhoff and Kellogg [16]. 
As mentioned in the introduction, a natural nonlinear generalization 
of positive definiteness is the concept of a monotone mapping introduced 
by Kacurovskii 141, Minty [5], and Browder [B]: 
DEFINITION 2.4. A function F: D C R” + R” is monotone on D if 
(x - y)*(Fx - Fy) b 0, x,y~D, (2.2) 
strictly monotone if, in addition, the strict inequality holds in Eq. (2.2), 
whenever x # y, and uniformly nzonotone if there is a c > 0 such that 
(x - y)Vx - Fy) 3 ~11% - yil? x,y~D. 
P- AND S-FUNCTIONS AND RELATED LMAPPINGS 49 
In the affine case Fx = Ax + b, (2.2) is equivalent with the condition 
xTAx > 0, x E Rn, for the quadratic form of ‘4. This condition evidently 
implies that for any x # 0, and y = Ax, there is at least one index k E N 
such that x% # 0 and x,y, 2 0, or, in the case of strict monotonicity, that 
xkyk > O. 
Fiedler and Ptak [2], [3] called a matrix A E L(R”) a PO-matrix or 
P-matrix if it satisfies the first or second of the latter two properties, 
respectively. The following generalization of these concepts to nonlinear 
mappings is then immediate: 
DEFINITION 2.5. A mapping F: DC Rn ---f Rn is a P-function (or 
P,-function) if for any x, y ED, x # y, there is an index k = k(x, y) EN 
such that @k - Yk) [fk(X) - fkb)] > 0 (or cxk - Yk) [fk(X) - fkb)] b o 
and xk # Yk). 
The class of P-matrices contains not only the positive-definite-, but 
also the M-matrices; moreover, any strictly or irreducibly diagonally 
dominant matrix with non-negative elements is likewise a P-matrix. These 
facts are either explicitly or implicitly contained in the cited articles of 
Fiedler and Ptak. However, simple examples show that neither the P- 
nor the PO-matrices cover the matrices A E L(R”) with nonnegative 
inverses A-l > 0. On the other hand, these matrices evidently satisfy the 
condition 
Au >O for some ~20, u # 0, (2.3) 
and Ky Fan j17] proved that any A E L(R”) with aii ,< 0, i # j, i, i E N, 
is an M-matrix if and only if Eq. (2.3) is satisfied, while Gale and Nikaido 
[lo] showed that Eq. (2.3) also holds for every P-matrix. In line with this, 
and following earlier work by Stiemke [18], Fiedler and Ptak [3] called 
any A E L(R”) an S-matrix if it has the property Eq. (2.3) and an Se- 
matrix if AU > 0 for some zt > 0, u # 0. These concepts lend themselves 
readily to the following nonlinear generalization: 
DEFINITION 2.6. A mapping F: D C R* + Rn is an S-function (or 
S,-function) on D if for any x E D there is ay E D such that y > x, y # x, 
and Fy > Fx (or Fy > Fx). 
In the subsequent sections we shall investigate the relationship between 
the various classes of functions introduced here, and we will also show 
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how most of the properties of the P- and S-matrices generalize to the 
corresponding nonlinear mappings. For details about these matrices 
themselves see in all cases Fiedler and PtLk [2), 131. 
We conclude this section with the nonlinear generalization of strictly 
diagonally dominant matrices due to Mor& [S], and we refer to that 
dissertation for the more general concept of Q-diagonal dominance. 
DEFINITION 2.7. A mapping F: D C Rn -+ Rn is strictly diagonally 
dominant if for any x, y ED, x # y, it follows from fR(x) = f,(y) that 
1% - Ykl < (1% - Yllc0. 
Mori: [S] shows that-as in all previous cases-this nonlinear definition 
covers the corresponding linear concept ; in other words, that Fx = Ax + 
b is strictly diagonally dominant if and only if A is a strictly diagonally 
dominant matrix. The mentioned class of Q-diagonally dominant func- 
tions includes in the linear case the irreducibly diagonal dominant as 
well as a somewhat more general related family of matrices. 
3. BASIC PROPERTIES OF P,- AND P-FUNCTIONS AND RELATED RESULTS 
In this section we establish a number of the basic properties of the 
Po- and P-functions and use them to prove several related results. The 
material included here already shows that, in some form, many of the 
characteristics of P-matrices are indeed inherited by the P-functions. 
We begin with two observations about inverse mappings which follow 
almost directly from the definitions; the proofs are therefore omitted. 
THEOREM 3.1. (a) The ma@ing F: D C Iin + Rn is inverse isotone 
if and only if it is injective and F-l : FD c R” + R” is isotone. 
(b) If F: DC R” + Rn is either strictly monotone OY a P-function, 
then it is injective, and F-l : FD C Rn - Rn is again strictly monotone OY a 
P-function, respectively. 
Note that part (a) ensures every M-function to be injective. Observe 
also that S-functions do not necessarily have this property. In fact, the 
class of S-functions is rather large; for example, any f : (a, b) C R1 ---f R1 
with f(x) < limsup,,b_ f(z) for all x E (a, b) is already an S-function on 
(a, b). 
A simple modification of Theorem 3.1(b) states that for any injective, 
monotone mapping F: D C R” + Rn also F-l is a monotone function on 
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FD. The corresponding result for P,-functions is undecided. We conjecture 
that for any continuous, injective P,-function F: Q C Rfl + Rn on an 
open rectangle Q also F-l is a P,-function on FQ. This result certainly 
holds for the linear case and in Theorem 5.12 below we will prove that 
it is also correct for F-differentiable P,-functions. The following two 
theorems are closely related to this conjecture. 
THEOREM 3.2. The mapPing F: DC Rn + Rn is injective and 
F-r:FDC R” - Rn is a P,-function if and only if F + A is injective for 
any diagonal matrix A = diag(d,, . , d,), di > 0, i E N. 
Proof. Clearly, F is injective and F-l is a P,-function if and only if 
for each x i_ y in D there is an index k E N such that fk(x) # flc(y) and 
(% - Yk) ifk(4 - fkW1 3 0. 
Suppose now that F-l is a P,-function but that Fx + Ax = Fy + Ay 
for some x # y in D and some diagonal matrix A = diag(d,, . . , d,), 
di 3 0, i = 1,. . . , PL. Then fi(x) - f,(y) = di(yi - xi) for each i E N and 
hence (xi - Yi) [fi(x) - fi(y)] = - di(xi - yJ2 < 0 whenever ii(z) f 
fi(y). This contradicts the fact that F-l is a P,-function. 
Conversely, if for some x # y in D we have (xi - yi) [fi(x) - fi(y)] < 0 
whenever fi(x) # fi(y), i E N, then Fx+Ax=Fy+Ay for A= 
diag(d,, . , d,) with 
_ fi(x) - fi(y) 
d, = xi -yyi ’ 
if f.(x) # f.(y) z 1 
I 0, otherwise. 
This completes the proof. 1 
Theorem 3.2 raises the question whether F itself is a P,-function if 
F + A is injective for any diagonal matrix A with positive diagonal 
elements. In the linear case this is correct, but for the nonlinear case 
again only some partial answers are known. We return to this in Theorem 
3.7. 
THEOREM 3.3. If F: D c Rn ---f Rn is a P,-function (0~ P-function), 
then F + @ is a P-function for any strictly isotone (or isotone), diagonal 
mapping @ : D C Rn + RR”. Conversely, if for any E > 0, F + EI is a P- 
functiolz, where I E L(Rn) is the identity, then F is a PO-function, 
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Proof. The first part is a direct consequence of the definitions. For 
the proof of the second part, suppose that F is not a PO-function. Then 
there are x # y in D such that (xi - yi) [fJx) - fi(y)] < 0 whenever 
xi # yi, i EN. Therefore, 
and (xi - yi) [f{(x) + EX( - fi(y) - eyi] < 0 contradicts the fact that 
F + EI is a P-function. n 
Recall again the conjecture stated before Theorem 3.2. If F: DC 
R” --f Rn is an injective PO-function, then by Theorem 3.3, F + A is a 
P-function and hence injective for any A = diag(d,, . . , d,) E L(R”) with 
a strictly positive diagonal. This is not sufficient, however, to conclude 
from Theorem 3.2 that F-l is again a PO-function since that theorem 
requires F + A to be injective for any d with a nonnegative diagonal. It 
appears that the conjecture cannot be settled in this way. 
In Theorem 3.3 we considered additive transformations of P-functions. 
In continuation of this, the following result concerns the composition of 
these functions with diagonal mappings. For simplicity we assume here 
that the domains of definitions are all of Rn; it should be self-evident how 
this generalizes to other domains. 
THEOREM 3.4. Let F: Rn ---f Rn be a P-function (or P,-function) and 
@: R” + Rn a diagonal wza@ing. 
(a) If @ is strictly isotone, then F * @ as well as @. F are again P- 
fitnctions (or P,-functions). 
(b) If each component q$, i E N, of @ is either strictly isotone OY strictly 
antitone, then @ * F . @ is again a P-function (OY P,-function). 
Proof. The proofs are essentially the same for all cases; we therefore 
consider here only (b) under the assumption that F is a P-function. If 
X#Y, then also@xf@y and hence [h&4 -&(ydl [f&W -fJ@Y)l >O 
for some k EN. If C& is strictly isotone and, say, xk > yR, then &(xk) > 
4k(~k) and hence fk(@4 > /,(@Y), as well as +k[fkP41 > q&[fk(@y)l. 
Thus, 
(Xk - Yk) [Mfk(@4) - Mfk(@Y)) 1 > 0, 
and the same result holds in the other cases. H 
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For Pa- and P-matrices it follows immediately from the definitions that 
also any principal submatrix belongs to the same class. For M-matrices 
the same result appears to be due to Ky Fan [17]. The following sub- 
function-concept represents the nonlinear generalization of a submatrix. 
DEFINITIOK 3.5. Consider F: DC R” 4 R” and a non-empty set 
M = {ii,. . , im} C N. For fixed constants cj, j 4 M, define 
where ej are again the basis vectors of Rn. Then the subfunction G of 
F, corresponding to M and {cj}, is defined on Do = {y E R”ln(y) c D> by 
G:D,cRm -R”, g,(Y) = fiJn(y)l, i = 1,. ., m. 
Although a subfunction depends on the index set M as well as on the 
constants cj, we choose not to burden the notation with an indication of 
this dependence. In all cases the set M and the cj should be self-evident 
from the context. 
As in the linear case, the next result follows rather directly from the 
definitions; no proof is therefore given. 
THEOREM 3.6. For any P,- and P-fzmction F: D C Rn + Rn also any 
subfunction belongs to the same function class. 
As an application, we prove the following partial answer to the question 
raised after Theorem 3.2. 
THEOREM 3.7. Let F: D c Rn + Rn be such that for any A = 
diag(d,, . . , d,) E L(R”) with di > 0, i E N, the mapping F + A and all 
its subfunctions aye injective. Then F is a P,-function. 
Proof. If F is not a Pa-function, there exist x # y in D such that 
(Xi - Yi) [fi(4 - fi(Y)l < 0 whenever xi # yi, i E N. (3.1) 
Let M = {i E NIxi # yz} and for ease of notation assume that M = 
{l,...,m)CN. C onsider the subfunction G of F with the components 
gz(t,, . ‘J L) = f&I,. '> L Ym+lr .>Y,)> i=l,...,m. (3.2) 
Then for d = diag(d,, . . , d,) with 
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I 
&l,. . P %n) - &(Yl>. . > YWJ _ i== l,...,m 
d< = xi - Yi 
1, i=m+l,...,n, 
we have 
&5(x,, . . , xm) + &xi = gi(.Yl, . . . t Ym) + QYi, i=l,...,m, 
which contradicts the assumption that G + d is injective. n 
We turn now to the question whether Theorem 3.6 is also valid for 
M-functions. For continuous surjective M-functions F: Rn ---t Rn, this 
was shown by Rheinboldt [7]. In order to prove the same result for 
arbitrary M-functions, we need first a theorem about the relation between 
M- and P-functions. 
THEOREM 3.8. Any off-diagonally antitone P-function F : Q c Rn -+ Rn 
on a rectangle Q is an M-function. 
Proof. Let Fx < Fy for some x, y EQ and assume that M = 
{i E A+ > yi} IS not empty. For ease of notation let M = { 1,. . . , HZ> C IV, 
and consider the subfunction G of F with the components given by Eq. 
(3.2). Since F is off-diagonally antitone, we obtain by definition of M that 
&(Yi>. . > Ym) = fi(Y) 3 fi(X) > gi(%~ . > GJ, i = 1,. . .,m, 
and hence that 
(Yi - Xi)ki(Yl~~~ .>YwJ -&(x1>. .I %l) 1 < 01 i= l,...,m. 
This contradicts the fact that, by Theorem 3.6, G is a P-function. n 
Q. 
Now we can extend Theorem 3.6 also to M-functions. 
THEOREM 3.9. LetF :Q c Rn 4 R” be an M-function on the rectangle 
Then also any subfunction of F is again an M-function. 
Proof. Suppose that there is a subfunction G : Do C Rm --f Rm of F 
corresponding to an index set M and the constants cj, j 4 M, which is not 
an M-function. For ease of notation we assume once more that M = 
(1,. . ., m}. Since Do is again a rectangle, Theorem 3.8 implies that G 
is not a P-function, and hence that, for some zt # ZI, U, v ED, C Rm, 
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(% - VA k&4 - Sk41 < 0, i = 1,. . ., m. 
Since u # v, a possible interchange ensures that Ma = (i E M~zL~ < ni} is 
not empty, and for notational simplicity let Ma = {I,. . . , k}, 1 ,( K < ~2. 
Then, for i = 1,. . , h, 
fi(%. . . I u,n, c,,+1, . I c,) = g&) <g&4 
= f&1?. . > urn, C,,,+1,. . . > 4 
< fi(U,, . . , %c, vk+l,. . , ‘o,, Cm+l, . . > 4 
while, for i = k + 1,. . ., n, by the off-diagonal antitonicity, 
fi(u,, . . . , 8,, C,+lr . . . , c,) ,( fi(u,, . . . > ‘tck> Vk+lr. > 91,, c,,+l> . . I &L). 
But now it follows from the inverse isotonicity of F that vj < uj, j = 
1 9.. .> k, in contradiction to the construction of Ma. E 
These theorems on subfunctions are especially helpful in proofs about 
P- or M-functions which use induction with respect to the dimension of 
the space. For example, Theorem 3.9 provides a tool for the characteriza- 
tion of surjectivity for continuous M-functions (see Rheinboldt [9]). As a 
different illustration, we give here a simple proof of the finite-dimensional 
version of a well-known result of Minty [5] which states that a continuous, 
uniformly monotone function on a Hilbert space is a homeomorphism. 
In fact, we will prove the following stronger result for the n-dimensional 
case. 
THEOREM 3.10 (More (81). Let F : Rn - Rn be a continuous and uniform 
P-function on Rn in the sense that there exists a c > 0 such that fov any 
x # y i+z Rn there is an index k = k(x, y) E N with 
(% - Yk) [f&) - fk(y)l 3 + - y1i2. (3.3) 
Then F is a homeomorphism of Rn onto itself. 
Proof. Since all norms on Rn are equivalent, we may assume that 
Eq. (3.3) holds for the infinity norm. Then (3.3) implies that / lFx - Fy 1 Irn > 
cljx - yljm and hence that F is injective and /IF-lx - F-lyll, < 
C-~//X - yllco for all X, y in FR”. Thus only the surjectivity of F needs 
to be proved. 
For s = 1, surjectivity is a direct consequence of Eq. (3.3); assume, 
therefore, that the result is valid for some n 3 1 and let F: R”+l + Rn-l-l 
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satisfy the conditions of the theorem. Then for any given f E RI the 
mapping 
G( ., t) : R” --f Rn; &(“I>. . . > x,, t) = fi(%. . > x,, g, iEN, 
is a uniform P-function on R” and hence surjective by induction hypothesis. 
This implies that for any fixed z E Rai-l a mapping H: RI + Rn is well- 
defined by the relations 
tiPI(t . .> b$), t1 = zi =sirk(t),. . ., k(t), t1, iEN; (3.4) 
moreover, H is continuous. In fact, for s # t it follows from Eq. (3.3) that 
MS) - k(t) Ik,(H(4,4 - ac(Hh 41 3 clIffk4 - Wj)m2 
and hence, together with Eq. (3.4), that 
lIG(H(s), t) - G(H(s), s)lja, = IIGW(s)> tl - GlH(t), till, 
3 clIfW - H(t))/,; 
therefore, the continuity of H is a consequence of that of F. Then also the 
function 
$1 R= +R1, VW) = fn+llk(4>. . .3 42(4, t1 
is continuous, and for s # t we obtain from Eqs. (3.3) and (3.4) that 
(s - t) [$W - M)l 3 c/s - q. 
This shows that limt++ m $(t) = + 00, and liml+-m z&t) = - 00, and, 
thus, that ZJ is surjective. Now, there exists a t* E R1 with #(t*) = z,+i, 
and this together with Eq. (3.4) h s ows that Fx* = z for x* = [h,(t*), . . , 
h,(t*), t*]T. Since z was arbitrary, this completes the proof. w 
Clearly, this result contains as a direct corollary the cited theorem of 
Minty [5]. 
C~R~XLARY 3.11. A continuous, uniformly monotone mapping F : Rn ---f 
Rn a’s a homeomorphism from Rn onto itself. 
The following lemma shows that all linear P-functions satisfy the 
uniformity condition (3.3). 
LEMMA 3.12. Let A E L(Rn) be a P-matrix. Then there exists a c > 0 
such th’at for any x # 0 there is an index k = k(x) EN with 
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where y = Ax. 
The proof follows directly from the fact that the functional g: R” - 
R1, g(x) = maxjs,v(x3, yj) is continuous and positive on the unit sphere. 
This leads directly to the following result of Sandberg and Willson 113). 
COROLLARY 3.13. Let A E L(Rn) be a P-matrix, and @: Rn + Rn a 
continuous, diagonal, and isotone function on R”. Then F = A + @ is a 
homeomorphism from R” onto itself. 
In fact, by Theorem 3.3, F is a P-function and from Lemma 3.12 it 
follows readily that F is also uniform. Thus Theorem 3.10 applies. 
For a nonlinear generalization of this result, see Rheinboldt [9]. 
4. RELATIONSHIPS BETWEEN THE FUNCTION CLASSES 
In this section we will prove a number of results about the relationships 
between the various function classes introduced in Sec. 2. For clarity we 
have indicated the general structure of these relations in the form of a 




number at each implication arrow gives the corresponding theorem that 
specifies the precise conditions under which the implication holds. Several 
relations were not included in order not to burden the figure. For example, 
by definition any isotone or strictly isotone function is diagonally isotone, 
or strictly diagonally isotone, respectively, and Theorem 4.9 below shows 
that certain PO-functions are M-functions. Note also that the diagram 
contains several derived implications, such as, for example, that M- 
functions are strictly diagonally isotone. 
The following three results represent relatively straightforward 
conclusions from the definitions; their proofs were therefore again omitted. 
THEORE~I~.~. An isotone (or strictly isotone) mapPing F : D C Rn --f R” 
on the open set D is an S,,- (07 S-) function. 
THEOREM 4.2. Any P,- (OY P-) function F : D C Rn ---f Rn is diagonally 
isotone (OY strictly diagonally isotone). 
THEOREM 4.3. Any monotone (OY strictly monotone) function F: D C 
R” 4 Rn is a P,- (or P-) function. 
In Theorem 3.8 we obtained already a relation between P- and M- 
functions. The following theorem extends this to the equivalence state- 
ment shown in Fig. 1. 
THEOREM 4.4. The mapping F: Q C Rn + Rn on the rectangle Q is an 
M-function if and only if F is an off-diagonally antitone P-function. 
Proof. Theorem 3.8 gives us the sufficiency of the condition; thus we 
only need to prove the necessity. Suppose that F is an M-function, but 
not a P-function. Then there exist x, y ED, x # y, such that 
(Yi - Xi) If,(Y) - fib)1 < 0, iEN. (4.1) 
Since y # x, we may assume that M = {i E Njyi < xi} is not empty, and 
-for ease of notation-that M = (1, 2,. . ., m}, m EN. Let G: D, C 
Rm + R” be the subfunction of F with the components 
g&1, . . > LJ = f&l,. . . > 4%, x,+1,. > %J> i=l,...,m. 
By the off-diagonal antitonicity, Eq. (4.1) implies that, for i = 1,. . . , m, 
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&(Xl,~ . . I %n) = fi(4 < fi(Y) < fibl, . . . > y,> x,+1,. . . > 4 
= &(Yl> . . > Ym). (4.2) 
Now, by Theorem 3.9, G is an M-function and therefore inverse isotone. 
But then (4.2) implies that xi < yi, i = I,. . . , HZ, against construction 
of M. n 
The next result establishes the connection between the inverse isotone 
and the S-functions. 
THEOREM 4.5. If F:DC R” + R” is a continuous, inverse is&one 
ma$fling on the open set D, then F is an S-function. 
Proof. By Theorem 3.1(a), F is injective, and thus, by the Domain 
Invariance Theorem, FD is an open set. Hence, given x E D there is a 
6 > 0 such that Fx + de E FD and consequently Fy = Fx + Se for some 
y E D. Since Fy > Fx, the inverse isotonicity implies that y > x, y # x, 
as desired. II 
The relations in Fig. 1 between P,-, and So-, as well as P- and S- 
functions are essentially due to Karamardian [12]. The following lemma 
is implicitly contained in Karamardian’s proof and forms its central part. 
LEMMA 4.6. Let G: SC R” + Rn be continuous on the (n - 1)-simplex 
S = S [crer, . . , Men] where c( > 0. Then there exists a vector w E S such that 
wTGw = tc min &w). (4.3) 
jcN 
Proof. The proof is based on the following generalization of the 
Brouwer fixed point theorem by Kakutani [19 1: If @: C C R” + K(C) 
maps a nonempty convex, compact set C into the set K(C) of all nonempty 
closed convex subsets of C, and if @ is upper semicontinuous in the sense 
that UueC (u, @u) c C x C is closed, then z.4 E @IA for some u E C. 
For the application define 
65: s -K(S), @U = {V E SjvTG~ = min zTGzt}. 
26 
Clearly, @IA is indeed nonempty, closed, and convex and hence a member 
of K(S). To show that di is upper semicontinuous, assume that {u”> C S, 
limk,, ZP = u, vk E @uk, k = 0, 1,. . . , and limk_,* vL = v. Then we have 
for all k 3 0 and z E S, (vk)I%uk < zTGuk and hence, by the continuity of 
G and the closedness of S, vTGu < zTGzb; that is, 71 E @A. 
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Thus the Kakutani theorem applies, and there exists a w E S such that 
= tl min g,(w) 
j&V 
which completes the proof. 
It may be noted that analogously we can prove the corresponding 
result with the minimum in Eq. (4.3) replaced by the maximum. 
With this result we now obtain the desired relations between the P- 
and S-functions. 
THEOREM 4.7. A continuous PO- (OY P-) function F: D c Rn + Rn 
on the open set D is an SO- (07 S-) function. 
Proof. Given ?c E D, let c( > 0 be such that the n-simplex S [x, x + 
1 ue , . . . , x + cten] is contained in D. Then Lemma 4.6 can be applied to 
the mapping G: S - Rn, GB = F(x -+- z) - Fx, z E S = S [ml,. . , aen]. 
Hence there exists a y = x + UJ, w E S, such that 
(Y - ~)VY - Fx) = a m&r Ifib) - f&4 1, (4.4) 
and clearly y 2 x, y # x. Let f,(y) - fk(x) = minje,v[f,(y) - fJx)] = ,u. 
If F is a PO- (or P-) function and p > 0 (or ,U > 0), there is nothing to 
prove. Assume therefore that ,/J < 0 (or p < 0) and set yj = (yt - Xj) . 
[fj(y) - fk41. Then 
(yj - ‘j) [fkb) - fk(‘)] 
i 
< yj whenever yj 3 0 and yj > xj (or yj > 0) 
< y, otherwise 
13 
and in both cases there are indices for which the inequality sign applies. 
Thus we obtain, by summation, M,U < (y - x)~‘(FY - Fx) which con- 
tradicts Eq. (4.4) and hence completes the proof. n 
The last as yet unproved implication in Pig. 1 concerns the relation 
between P-functions and the strictly diagonally dominant mappings 
introduced in Definition 2.7. 
THEOREM 4.8 (More [S]). A continuous, diagonally isotone, and strictly 
diagonally dominant mapping F: Q C Rn + Rn on a rectangle Q is a P- 
function. 
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Proof. Consider any x, y EQ, x # y, and let k E N be such that 
(XL - ylcl = 11% - y(joo. Then fk(X) # f7Jr) and xk # yk. Suppose now 
that (x~ - yk) [fk(x) - fk(y)] < 0, and, for the sake of definiteness, let 
xk > yk; that is, Ilc(x) < j,(y). Define Iv: [0, 11 -+ Q by $~~(t) = xk and 
&(t) = tyi + (1 - t)x, for i # k, i E N. Then l~,/~~(t) - yk\ = ))Y(t) - yijm 
for t E [0, I] and, by the strict diagonal dominance, we have f,(!&‘(t)) f 
iJy) for t E [0, 11. Since fk[!&‘(0)] < fk(y), it follows by continuity that 
fkjY(t)] < fL(y) for t E [0, I], and that, in particular, 
fk(“l(l)) = fkb + (%i - YkbkI < fkb) 
contradicting the diagonal isotonicity of F. w 
A similar result holds for the mentioned L&diagonally dominant func- 
tions; we refer to More [S] for the proof. 
We conclude this section with a variation of the sufficiency part of 
Theorem 4.4. 
THEOREM 4.9. Let F: Q C Rn - Rn be a contintious, off-diagonally 
antitone, injective P,-function on the open rectangle Q. Then F is an M- 
function. 
Proof. We first show that Fy > Fx for x, y E Q implies that y > x. 
For this observe that for sufficiently small E > 0, Fy + ey > Fx + EX. 
By Theorem 3.3, F + &I is a P-function and hence by Theorem 4.4 an 
M-function. The inverse isotonicity then implies that indeed y > x. 
In order to prove the inverse isotonicity of F, assume now that Fy 3 
Fx, x, y E Q. By the Domain Invariance Theorem, F is a homeomorphism 
of Q onto FQ and consequently u(t) = F-l(Fy + te) is a well-defined 
continuous function for t E [0, E) and some E > 0. Then Fu(t) > Fy for 
0 < t < E and, by the first part of the proof, u(t) > x for t E (0, E). Since 
u is continuous, therefore also x < u(O) = y, and F is inverse isotone. 
5. DIFFERENTIABLE P- AND S-FUNCTIONS 
In this section we present a number of characterization theorems for 
differentiable P- and S-functions in terms of properties of their derivatives. 
The first theorem is rather typical for many of the results which follow. 
THEOREM 5.1. Let F : D C Rn --, R” be G-differentiable on the open set 
D. If F’(x) is an S-matrix for each x in D, then F is an S-function. 
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Proof. Given any x E D, there exists a vector h 3 0, h # 0, such that 
F’(x)h > 0. Clearly, for small 8 > 0 we then have h = !z + ee > 0 as well 
as F’(x),+. > 0. Now, the equation 
lim L [F(x + th) - Fx] = F’(x)h > 0 
t-+0+ t 
shows that x + th E D, x + th > x, and F(x + th) > Fx for sufficiently 
small t > 0. Thus F is an S-function. n 
Corresponding results for P- and M-functions are harder to prove. 
The following theorem is essentially due to Gale and Nikaido [lo] and 
Nikaido [ll], but our proof appears to be more direct. 
THEOREM 5.2. Let F : Q C Rn + Rn be F-differentiable on the rectangle 
Q. If F’(x) is a P-matrix (or M-matrix) for each x in Q, then F is a P- 
function (or M-function) on Q. 
Proof. Evidently the result for M-functions follows directly from that 
for P-functions as a consequence of Theorem 4.4. Moreover, the P-function 
case will have been proved once we have shown that F is a P-function on 
any closed rectangle Q C Q. For that proof we proceed by induction on n. 
For n = 1 the result is trivial; hence assume that it holds for some n - 1 
>,l andletF:QcR” -+ Rn satisfy the condition of the theorem and 
consider any closed rectangle & C Q. 
Let x # y, x, y E &, be given and suppose that xi = yi for some i E N. 
For simplicity let i = n and consider the subfunction G: QG C Rn-l + 
Rn-l of F with the components 
gittl,. . . , h-1) = f&,, . . . > t,-1, Y,), i=l,...,n-1. 
Since G’(t,, . . ., t,_l) is again a P-matrix for each (tl,. . . , t,_1) in the 
closed rectangle QG C QG C Rn-l, the induction hypothesis implies that G 
is a P-function and therefore that, for some i E N, j # n, 
(Xi - Yj) [fkx) - fj(Y)l > 0. (5.1) 
For any fixed y E& we now show that the set &, = {x E$(Fx < 
Fy, x > y} is empty. Suppose that this were not so, and let {z”} C &, 
be any convergent sequence. Then clearly limk+, xk = x > y, and by 
the closedness of Q, x E & and Fx < Fy. We now have three cases, namely, 
(a)z>y,(b)x==y,and(c)xfy;butxi=y,forsomeiEN. Bythe 
first part of the proof, (c) implies that Eq. (5.1) holds for some i E N, 
j # i, which contradicts the construction of x and y. If (b) holds, then 
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[Fx” - Fy - F’(y)(x” - y)] = 0, 
and, since F’(y) is a P-matrix, there exists by Lemma 3.12 a constant 
c > 0 such that some component of F’(y)(x” - y) exceeds c[ 1~~ - y[ 1 > 0. 
Hence also some component of Fxk - Fy is positive for large k, which 
contradicts 9 E 0,. Thus only case (a) remains and we have x E &,, that 
is &, is closed. In particular, therefore any linearly ordered subset of &, 
has a lower bound in &, and by Zorn’s Lemma there is a minimal element 
z.6 E &,, that is x E &,, x < U, implies that x = ZL. Since F’(u) is by Theorem 
4.7 an S-matrix, there is a vector h < 0 such that F’(u)/z < 0. Now the 
equation 
lim L [F(u + th) - Fu] = F’(zt)h < 0 
t--to+ t 
implies that F(u + th) < Fu < Fy and y < u + th < u for sufficiently 
small t > 0 which contradicts the minimality of 5~. Hence, also (a) does not 
apply and &, is empty. 
Suppose now that x # y in & are such that (xi - yi) [Ii(x) - fi(y) ] < 0 
for i E N. Then xi # yi for i E N; otherwise the first part of the proof 
would imply that Eq. (5.1) holds for some j E N. Define il = diag(dl,. . . , d,) 
bY 
and H: A-lQC Rn + RR” by Hx = A[F(Ax)]. Then, for any x E A-‘&, 
H’(x) = AF’(Ax)A is by Theorem 3.4(b) again a P-matrix. Moreover, by 
construction of H, we have A-lx > A-ly as well as H(A-lx) < H(A-ly), 
which is a contradiction to the result of the second part of the proof applied 
to H. n 
COROLLARY 5.3. Let F : Q C Rn + Rn be F-differentiable on the rectangle 
Q. If F’(x) is a PO-matrix for each x in Q, then F is a PO-function on Q. 
Proof. For any E > 0 consider the mapping F, : Q C Rn + R*, Fp = 
Fx + ex. By the first part of Theorem 3.3, FE’(x) = F’(x) + FI is a P- 
matrix for each x E Q, and hence, by Theorem 5.2, F, is a P-function for 
any E > 0. Now the second part of Theorem 3.3 implies that F itself is a 
PO-function. H 
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We note here that it is not known whether the last two results also hold 
for more general domains than rectangles. 
The next theorem is included only for the sake of completeness. The 
proof for the monotone case is well-known while that for strictly diagonally 
dominant functions is contained in More [8]. 
THEOREM 5.4. Let F:D C Rn + Rn be G-differentiable ogz the convex 
set D. If F’(x) is a positive definite (OY a strictly diagonally dominant) 
matrix for each x in D, then F is a strictly monotone (or a strictly diagonally 
dominant) function on D. 
Theorems 5.1 through 5.4 raise the natural question whether F is 
inverse isotone if F’(x)-l 3 0 for each x in a suitable domain. The answer 
to this is not known in general, but the next theorem provides a partial 
answer. For another partial result, see Rheinboldt [9]. 
THEOREIV 5.5. LetF: D C Rn + R” be convex and G-differentiable on 
the open, convex set D. Then F is inverse isotone if and only if F’(x) is non- 
singular and F’(x)-l 3 0 for each x E D. 
Proof. Assume that F is inverse isotone. Let x E D and assume that 
h E Rn is such that F’(x)h 3 0. Since D is open, there is a sufficiently 
small 8 > 0 for which x + Bh E D. Then, by the convexity of F, 
F(x + 0h) - Fx > 0F’(x)h 2 0 
(see, for example, Ortega and Rheinboldt [ZO], p. 448), which by the 
inverse isotonicity implies that h > 0. It follows that F’(x) is nonsingular 
and that F’(x)-l 3 0. Conversely, let F’(x)-l >, 0 for each x E D. Then, if 
Fx > Fy for some y, x E D, we obtain analogously from F’(x) (x - y) 3 
Fx - Fy > 0 that x - y 3 0 and hence that F is inverse isotone. n 
The converses of Theorems 5.1 and 5.2 are certainly false as the simple 
one-dimensional example f(x) = x3 shows. In fact, in both cases, even the 
nonsingularity of the derivative does not guarantee that F’(x) is an S- 
matrix or P-matrix, respectively. For example, 
F: R2 -R2, F(x,, ~2) = 
is an F-differentiable P-function on R2, and hence, by Theorem 4.7, also 
an S-function; but F’(0) is neither a P- nor an S-matrix. 
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In contrast to this example the following result holds in the inverse 
isotone case. 
THEOREM 5.6. LetF:D C Rn - Rn be inverse isotone and G-differen- 
tiable on the o$en set D. Then F’(x)-l > 0 for any point x in D at which 
F’(x) is nonsingular. 
Proof. Suppose that F’(x) is nonsingular at the point x E D. If 
F’(x)h > 0 for some h E Rn, then 
lim 1 [F(x + th) - Fx] = F’(x)h > 0 
t40+ t 
shows that F(x + th) > Fx for sufficiently small t > 0, and hence, by 
the inverse isotonicity, that h 3 0. Now let F’(x)h > 0 for some h E Rn 
and set h” = h + (l/k)F’(x)-le, k = 0, 1,. . . . Then F’(x)hk > 0, and it 
follows from the first part that hk > 0, k = 0, 1,. . . . Therefore we find 
that also h = limk_,, hk 3 0 and hence that F’(x)-l > 0. w 
COROLLARV~.~. LetF: D C Rn --, Rn be a G-differentiable M-function 
on the open set D. Then F’(x) is an M-matrix whenever it is nonsimgular. 
Proof. Because of Theorem 5.6 we need to show only that the off- 
diagonal elements of F’(x) are nonpositive. This follows immediately from 
the off-diagonal antitonicity together with 
a,f,(x) = lim L [fi(x + tej) - fi(x)] < 0, 
t-o+ t 
i # i, i,j~N. n 
For P,-functions we obtain an even simpler result: 
THEOREM 5.8. Let F: D c Rn + Rn be a G-differentiable PO-function 
on the open set D. Then F’(x) is a PO-matrix for each x ED. 
Proof. Let x E D and h E Rn, h f 0, be given and let {tk} be any 
decreasing, positive sequence with limb_,, tk = 0. Then x + t,h E D for 
k 3 k,, and, since F is a PO-function, there is an index i EN and a sub- 
sequence {tjlc} such that hi # 0 and 
Hence 
tjkh, [f& + t,,h) - fj(x) 1 3 0, k=O,l,... . 
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and F’(x) is a P,-matrix. H 
Gale and Nikaido [IO] showed that if F’(x) is a nonsingular PO-matrix 
for each x in an open rectangle Q then F is injective. We now derive a 
stronger result which, among other things, settles, in the case of differen- 
tiable functions, the conjecture stated before Theorem 3.2. For the details 
about degree theory used in the following proof, we refer, for instance, to 
Ortega and Rheinboldt [ZO]. 
THEOREM 5.9. Let F: D c Rn --, Rn be continuous on the open set D. 
Assume that F + &I is injective for any E > 0, and that for each x E D there 
is an open nei&borhood U(x) C D of x such that Fy = Fx for any y E U(x) 
implies that y = x. Then F is injective on D. 
Proof. Suppose that Fxl = Fx2 = y for some x1, x2 ED, x1 # x2. 
By assumption we can choose open neighborhoods U1 and U, of x1 and 
x2 respectively such that 0, C D, 0, C D, 0, fl 0, = 0, and that Fx = y 
for any x E 0, U 0, implies that either x = x1 or x = x2. Then deg(F, C, y) 
is well-defined for C = o,, C = OS, as well as C = 0, U 0,. 
For any one of these three sets and a fixed i (= 1, 2) consider now the 
homotopy 
H:D x [O,l] +R”, H(x, t) = (1 - t)Fx + tjx - xi + y]. 
Then H(x, t) f y for x E K and t E [0, I]. In fact, H(x, 0) = Fx # y and 
H(x, 1) = x - xi + y f y, while H(x, t) = y for some t E (0, 1) leads to 
the contradiction Fx + [t/(1 - t)]x = y + [t/(1 - t)]x” with the injec- 
tivity of F + ~1. Hence, by the homotopy invariance theorem of degree 
theory, it follows that 
deg(F, C, y) = de&x - xi + y, C, y). 
This means that deg(F, oi, y) = 1 as well as deg(F, 0, U US, y) = 1. On 
the other hand, our assumptions about o,, 0, imply that deg(F, 0, U 02, y) = 
deg(F, D,, y) + de&F, o,, y) which is a contradiction. N 
COROLLARY 5.10. Let F:D C Rn - Rn be a continuous P,-function 
on the open set D. Then F is injective on D i,+ and olzly if it is locally injective. 
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Proof. By Theorems 3.3 and 3.1.6, F + EI is injective for any E > 0. 
Hence, if F is locally injective, then Theorem 5.9 proves the injectivity. 
The converse is trivial. E 
COROLLARY 5.11 (Gale and Nikaido [lo]). Let F : Q C Rn + Rn be 
F-differentiable on the open rectangle Q. If F’(x) is a nonsingdar PO-matrix 
foY each x in Q, then F is injective in Q. 
Proof. By Corollary 5.3, F is a Pa-function and hence, by Theorems 
3.3 and 3.1(b), F + FI is injective for any e > 0. For any x E Q and 
E E (0, \jF’(~)-~/\-l) h c ooseS>Osuchthat U(?c)={y~R~l/ly-cc\\< 
S} c D and 
IIFY -Fx-F’(~(Y - 411 <&I/Y - ~11, YEW). 
ThenFy=FxforanyyEU(x)wouldleadtothecontradiction/jF’(x)(y--)j/~ 
&l/Y - XII < lIF’wll-lllY - XIII and hence U(x) is a neighborhood of 
the type required in Theorem 5.9. The result therefore follows from that 
theorem. n 
Note that in this case F need not be a P-function as is shown by the 
example 
As our final result we prove that indeed the conjecture stated before 
Theorem 3.2 is valid for F-differentiable functions. 
COROLLARY 5.12. Let F: Q c Rn - R” be an F-differentiable PO- 
function with nonsingular derivative at each point of the open rectangle Q. 
Then F-l : FQ c Rn - Rn is again a PO-function. 
Proof. By Theorem 3.2 it suffices to show that F + A is injective for 
every A = diag(d,,. . ., d,), di > 0, i E N. Since F + A is a P,-function, 
Theorem 5.8 ensures that F’(x) + A is a PO-matrix for each x E Q, and 
by the basic characterization theorem for Pa-matrices of Fiedler and Ptdk 
[2], F’(x) + A is again nonsingular. But then Corollary 5.11 implies that 
F + A is indeed injective, and the proof is complete. w 
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