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Introduction 
This thesis reports upon the experimental work that I began with professor de Vroomen in 
September 1981 In the preceding year Wim Verhoef and I had worked under the supervi­
sion of Lex van Deursen on testing and improving the 40 Τ pulsed field de Haas-van Al­
phen spectrometer which he had just finished building For our 'doctoraal' examination in 
1981 we had done the first experiments in that system on gold-silver random alloys and on 
indium-bismuth compounds 
With the unique high field facilities available, the study of the interesting C15 materi­
als ZrZn2, ТіВег and UAI2 was initiated Bandstructure calculations for these compounds 
are performed by the group of professor Mueller Their theoretical support and stimula­
tion during the course of this work is gratefully acknowledged 
In chapter 1 the theory of weak itinerant ferromagnetism and exchange enhanced 
paramagnetism is summarized I do not intend to give a full review of the literature in this 
field I merely tried to give a brief overview of the theoretical background for the expen-
ments to be described The first part of chapter 2 gives a summary of the theoretical 
description of the de Haas-van Alphen effect with an emphasis on those parts that bear 
upon the experimental results in chapter 3 and 4 This is followed by a description of the 
experimental details of the de Haas-van Alphen measurements in the 40 Τ pulsed field sys­
tem Chapters 3 and 4 describe the experimental results and a discussion of de Haas-van 
Alphen measurements on ZrZn2 and ТіВег respectively The chapters are reproduced from 
the Journal of Physics F Metal Physics by permission of the editor I do not claim any 
credit for the bandstructure work described in the appendix of chapter 4 
The interpretation of the de Haas-van Alphen experiments require magnetisation 
measurements on the same materials up to 32 Τ Chapter 5 describes the experiments and 
results for magnetisation measurements in a 15 Τ Bitter magnet of the Nijmegen High 
Field Magnet Laboratory and in the 40 Τ pulsed field magnetometer of the University of 
Amsterdam I wish to thank all the workers in both laboratories for their support and for 
the pleasant cooperation 
In the 6th and last chapter magnetoresistivity measurements up to 20 Τ are described 
on ТіВег, on a weakly ferromagnetic alloy TiBei8Cuo2 and on UAI2 The contributions of 
spin fluctuations to the magnetoresistivity in each of these materials is discussed 
All quantities in this work are given in MKSA units magnetisation and susceptibility 
values are given in units per kg, per mole or per m3, depending on the context 
2 
Tot slot wil ik al die genen bedanken met wie ik de afgelopen jaren heb 
samengewerkt, die mij hebben geholpen en van wie ik heb geleerd. Speciaal wil ik hen 
bedanken die mij hebben geholpen bij het tot stand komen van dit boekje: Joep de 
Bekker, Harold Myron, Bennie Stortelder, Maria Straatman, Julie Weihe en natuurlijk 
Edith. 
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1. Weak itinerant magnetism 
The theoretical description of ferromagnetic ordering in metals, especially for the transition 
metals, is an old challenge to solid state physics After the development of the quantum 
theory it was realized that the interaction leading to magnetic ordering is the 'exchange in­
teraction' This interaction is a result of the repulsive Coulomb interaction between the 
electrons in a solid and the antisymmetry requirement for the electron wave function 
For an insulating material the electrons, and thus the magnetic moments, are local­
ized on the atoms in the lattice A description of ferromagnetic ordering is now based on 
the interaction of one magnetic moment at a particular site with the surrounding magnetic 
moments The earliest model of this kind is the Heisenberg model (Heisenberg 1928) In a 
metal, however, the electrons are not localized at the atomic sites, but are more or less 
free to move through the entire crystal As may be expected there is a spectrum of fer­
romagnetic materials having properties consistent with strongly localized magnetic moments 
and, at the other end of the spectrum, metals that can be described by models having the 
moments on the conduction electrons (Rhodes and Wohlfarth 1963) 
A model, starting from a point of view completely opposite to the localized models, 
is that initiated by Bloch (1929), Slater (1936) and Stoner (1936, 1938) The last author has 
worked out the model in most detail and his name is now most frequently attached to it 
It describes electrons as free, independent particles in a box, with the exchange interaction 
represented by a molecular field interaction energy I Stoner used the name 'collective 
electron magnetism' to distinguish it from localized magnetism However collectiveness is 
not a unique property of the magnetism it refers to and later authors used the term 
'itinerant electron magnetism' to emphasize the difference to localized magnetism Later 
improvements of the model, many of which are due to Ε Ρ Wohlfarth, include an exten­
sion to a general bandstructure, thus taking into account the effects of a static lattice po­
tential, and the inclusion of the effects of spin waves 
One of the most important shortcomings of this phenomenological description is the 
fact that it does not consider correlations in the electron motion The term 'correlations' is 
used for all corrections to the theory of electrons in metals beyond a Hartree-Fock approx­
imation Including correlations leads to collective excitations, e g spin waves in an 
itinerant ferromagnet The spin waves in the Stoner-Wohlfarth model do not anse as a 
consequence of the principles of the model, but are introduced using additional arguments 
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Spin waves have been observed by neutron diffraction techniques m e g iron and nickel 
(Windsor 1977) Correlation effects are particularly important in materials which are near­
ly or only just ferromagnetic The latter are called (very) weak itinerant ferromagnets and 
are characterized by a spontaneous magnetisation much smaller than one Bohr magneton 
per formula unit The nearly ferromagnetic materials, also called exchange enhanced 
paramagnets, are characterized by a susceptibility which is strongly enhanced above the 
Pauli susceptibility In these systems spin fluctuations are believed to have a strong effect 
on the physical properties of the material In the case of paramagnets the spin fluctuations 
are often called paramagnons The paramagnons are many body excitations of the itinerant 
spin system that are pictured as critically damped spin waves (Doniach and Engelsberg 
1966) The spin fluctuation mediated interaction between opposite spin fermions is repul­
sive and strong so that, in contrast to the phonon mediated interaction, spin fluctuations 
prevent a coupling of antiparallel spin electrons into Cooper pairs, and thus prevent singlet 
pairing superconductivity This would explain the absence of superconductivity in palladi­
um (Berk and Schneffer 1966) On the other hand the interaction via spin fluctuations 
between parallel spins is attractive and this would lead to triplet pairing superconductivity 
(Layzer and Fay 1971) The theory has been applied with success to liquid 3He (for a re­
view see Levin and Vails 1983) 
However, the importance of paramagnons in the description of the observed proper­
ties of nearly ferromagnetic metals is not unambiguously established (see e g de Chatel 
and Wohlfarth 1973) The most convincing evidence for the existence of spin fluctuations 
in strongly paramagnetic metals is claimed to be the T3lnT term in the specific heat 
(Doniach and Engelsberg 1966) as first observed in UAI2 by Trainer et al (1975) Nowa­
days, this low temperature deviation from the usual linear relation of C/T as a function of 
T 2 is frequently observed in the 'heavy fermion systems' (Stewart 1985) and also ΤιΒβ2 
shows this kind of behaviour (Stewart et al 1982a) However it is difficult to establish 
such a contribution experimentally, since the theory is only valid for very low temperatures 
and other mechanisms may explain the observed behaviour (de Groot et al 1985) 
A review of the theoretical developments in itinerant magnetism until 1966 has been 
given by Herring (1966) A more recent review is given by Gautier (1982) For spin fluc­
tuations see also Beal-Monod (1983) 
1.1 The Stoner-Wohlfarth theory 
The model starts with the following assumptions (Herring 1966) 
1 The quasi particles in the interacting electron gas occupy stationary Bloch states with 
wave vector к in band η 
2 The energy of such states is given by a one particle band energy E
n
(k) plus an interac­
tion energy depending only on the z-component of the spin 
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N(E) 
Figure 1.1 Schematic representation of a density of states function with an exchange splitting Δ Ε T h e 
exchange energy shifts the minority spin bands up in energy and the majority spin bands down Elect rons 
from the minority bands spill over into the majority bands T h e resulting occupat ion of the available 
states is shown by the shaded area 
3. This interaction energy is approximated by a molecular field term which is p r o p o r t i o n a l 
to the magnetisation. 
Let η be the number of particles (or holes) per a t o m , n + resp. n - the n u m b e r s of spin u p 
and spin down particles, then the relative magnetisation is defined by 
ζ = (n + - n-)/n (1.1) 
η = n + + n_ 
T h e relative magnetisation is determined by the set of equat ions 
so 
νζηίΐΐζ) = J ^Ε,η^ΝίΕ^Ε (1.2) 
where N ( E ) is the single particle density of states function ( the n u m b e r of quasi particle 
states per energy unit per formula unit per spin) and f(E) is the Fermi-Dirac distr ibution 
function. The spin unbalance in this model is due to a shift of o n e spin or ientat ion t o lower 
energy and the other to higher energy. The states of both spins a re filled to the F e r m i level 
but the density of states function is shifted to lower resp. higher energy (figure 1.1). This is 
equivalent to shifting the Fermi levels for the two spin directions with respect to each oth­
er: 
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^ Ε , η * ) = 
εχρΚΕ-η^Λ,,Τ] + 1 
η * = μ ± πίζ ± μβΒ (13) 
The energy difference between two spin states in the same Bloch state k,n> contains two 
terms 
ΔΕ = 2ηΙζ + 2μΒΒ (14) 
The first term is the exchange energy, where I is the mean field energy parameter The 
second term is the Zeeman splitting, here g is set equal to 2 
Equation (1 2) is to be solved under the constraint of keeping the total number of 
particles constant. 
J f(E,Ti+)N(E)dE + ƒ f(E,Tf )N(E)dE = n (1.5) 
which determines the position of the Fermi energy μ For a general bandstructure and for 
a strong ferromagnet, i.e. ζ close to 1, equations (1.2) and (1.5) can only be solved nu­
merically. However, if the relative magnetisation is small ( ζ « 1 ) we can make several ap­
proximations and the equations can be solved analytically. This gives the definition of 
(very) weak itinerant ferromagnetism. 
We use a Taylor series expansion for the density of states function around 
μ ( Η = 0 , Τ = 0 ) 
N(E) = No + (Ε-μοίΝ! + ^ ( Ε - μ ο ) 2 ^ (1.6) 
assuming higher order terms are small, which is correct as long as ζ is small enough. Here 
Ni and N2 are respectively the first and second derivatives of N(E) with respect to E 
evaluated at μο. For the integral over the Fermi-Dirac distribution function we use a Som­
merfeld expansion up to second order in the temperature Τ This requires that Τ be small 
with respect to a temperature which is a measure for the width of the density of states 
features: the degeneracy temperature TF, 
T F = 
лкг 
1 
6 
Ν! 
.
N o
. 
2
 41 
No J 
-V4 
(1.7) 
thus T / T F « 1 . With these approximations one finds for the magnetisation of a weak fer­
romagnet (Edwards and Wohlfarth 1968) 
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M(H,T) 
N1(0,0) = 1 - + 2χο 
Η 
Μ(Η,Τ) 
In this equation M is the magnetisation 
Μ = ηΝ
Α
μΒζ 
(1.8) 
(1.9) 
and NA is Avogadro's constant. The constants M(0,0), T
c
 and χο are determined by the 
density of states parameters No, Ni and N2 and the mean field parameter I. The tempera­
ture dependence of the susceptibility above the Curie temperature is given by (Wohlfarth 
1968) 
X(T) = 2χο (T/T
c
)2 - 1 (1.10) 
where Т
с
< Т « Т р . From equation (1.8) one infers that a plot of M 2 as a function of H/M 
(Arrott plot) should show straight lines. 
When ζο = ζ(Η=0,Τ=0) = 0, e.g. for a paramagnet, and when the exchange interac­
tion I is sufficiently large, then the fist term in equation (1.4) may be much larger than the 
second. This is the case for an exchange enhanced paramagnetic, or nearly ferromagnetic 
material. In this case the equation equivalent to (1.8) is 
V'M2 = - ( 1 + α ' Τ 2 ) + χο Н^ 
M 
and the susceptibility is found by differentiating (1.11) with respect to the field, 
χ(Η,τ) = χο 1 + 3 γ ' Μ 2 + α ' Τ 2 
In the limit for Η small 
(1.11) 
(1.12) 
x(T) = χο 
1+α'Τ 2 
(1.13) 
The constants χο, α' and γ' are again determined by the density of states parameters and 
the constant I. For χο we have 
χο = 2ΝΑΝομ^5 = 5χρ3ϋιΙ (1.14) 
where 
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S = 1-2N„I 
(1.15) 
is the Stoner enhancement factor and xp
au
i, is the ordinary Pauli susceptibility. From (1.15) 
we find that the susceptibility is more enhanced the closer 2N()I comes to 1. In general this 
requires a high density of states at the Fermi level. The constants a' and γ' in (1.11) are 
given by 
a' = ^ -k¿S 
Ν« 
Ν« 
(1.16) 
_s_ 
2χο2 
Y' = ^гт tá No 
2íi 
No 
(1.17) 
We will distinguish two cases: N2>3N12/No and N2<3Ni2/No For the latter situation the 
constant γ' is positive and the susceptibility decreases with increasing applied field as is ob­
vious from equation (1.11). As the field is further increased the susceptibility tends to zero 
and the magnetisation saturates. However, if N2>3Ni2/No the susceptibility increases with 
increasing field. This is the case, e.g., when the Fermi level is at a local minimum in the 
density of states function. Let Τ = 0 for the sake of simplicity, then at some field value 
(1+3γ'Μ2) will become equal to zero and the susceptibility diverges. The external field has 
driven the material into a metastable ferromagnetic state, which is referred to as metamag-
netic (Wohlfarth and Rhodes 1962) and one expects to observe a hysteresis when decreas­
ing the field again. The same kind of effect is expected when increasing the temperature 
(Shimizu 1965). A material that is paramagnetic at Τ = 0 and goes into a ferromagnetic 
state at higher temperatures is called a 'thermal spontaneous ferromagnet'. Up to now 
only one material has been discovered that shows this effect, viz. Y2N17 (Gignoux et al. 
1981). Metamagnetism has been observed in several compounds, e.g. ThCos (Givord et al. 
1979) and Y2NÌ17 (Gignoux et al. 1980). 
The Stoner model is in many respects an over-simplified model, yet it is very useful 
as it is intuitively transparant and it predicts many experimentally observed effects. More-
over, using this model the magnetic part of the free energy can be calculated and thus a re-
lation between the thermodynamic properties is found allowing to compare the results of 
different kinds of experiments on a system. 
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1.2 Elementary magnetic excitations 
The only excitations considered in the Stoner model are single part icle exc i ta t ions : a 
quasi-particle with energy E, wavevector к and spin σ is removed from t h e o c c u p i e d s tates 
and a quasiparticle with energy Ε + Δ Ε , wavevector k + q and spin —σ is a d d e d in t h e u n o c ­
cupied states. These excitations are often referred to as Stoner exci ta t ions . T h e quasi-
particles in the Stoner model are independent, hence all many body effects a re o v e r l o o k e d 
One can show (Thompson 1965) that in an itinerant ferromagnet at low t e m p e r a t u r e , 
spin waves (magnons) are expected, acting as particles that obey Bose statistics and for 
long wave lengths have a dispersion relation 
E = Aq2 +
 β
μ
Β
Β ( 1 . 1 8 ) 
At sufficiently low temperatures the tempera ture dependence of the m a g n e t i s a t i o n d u e to 
spin waves contains terms proportional to T3 ' '2 (Thompson 1965) For very w e a k i t inerant 
ferromagnets where У « Т / Т с « 1 , Wohlfarth (1968) showed that including t h e t e m p e r a ­
ture dependence of A and that of the spin wave spectrum, results in a t e r m in t h e m a g n e t i ­
sation proportional to Τ When an external field is applied the spin waves a r e s u p p r e s s e d 
exponentially in μυΒ/квТ 
At higher temperatures collective spin excitations strongly suppress t h e m a g n e t i s a t i o n 
and the Curie temperature is much lower than expected from the Stoner m o d e l T h e tem­
perature dependence of the magnetisation of weak itinerant fer romagnets a n d near ly fer­
romagnetic materials up to and above T
c
 is well described in the recent m o d e l by L o n z a r -
ich and Taillefer (1985) The collective excitations at very low t e m p e r a t u r e s in a near ly 
ferromagnetic metal are described by a n u m b e r of different models T h e p a r a m a g n o n 
model (Beal-Monod 1979) gives for the t e m p e r a t u r e d e p e n d e n c e of the susceptibi l i ty 
X(T) = χο 1 + ^ - k ! S 2 
о 
,N2. 
'N„ 
- 1 2 ih. 
No 
T 2 (1.19) 
The field dependence of the susceptibility is probably identical t o the S t o n e r result for t h e 
lowest temperatures (Béal-Monod 1982) Compar ing equation (1 19) to the S tone r result 
(1.13) and (1 16) we find that the most important effect of spin fluctuations on the suscep-
tibility is to enhance the temperature dependence by a factor S, which is a large n u m b e r 
for the materials considered here. 
For the temperature dependence of the specific heat С an expansion 
C/T = γ + βΤ2 + ÔT2ln(T/TsF) + (1.20) 
is found, where 
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φ Ti/ Zr O Be/Zn 
Figure 1.2 The cubic I.aves phase (CIS) crystal structure (left). The general formula is AB; where the A-
atoms (Τι or Zr) form a diamond lattice and the B-atoms (Be or Zn) form chains along the [110] direc­
tions 
The first Bnllouin zone (right) is that of an fee structure. The labels of the high symmetry points and 
lines are given in the figure. 
T S F = TF/S (1.21) 
is t h e spin fluctuation characteristic temperature. Apart from the electronic specific heat 
coefficient γ and the lattice t e r m β, which are now modified by the introduction of spin 
f luctuat ions with respect to the independent electron values, there is a term in T2lnT giving 
rise t o an u p t u r n in C/T plotted as a function of T 2 at low temperatures. In the tempera­
t u r e d e p e n d e n c e of the resistivity at low temperatures a term proportional to the square of 
Τ 
ρ ( Τ ) = A T 2 (1.22) 
is e x p e c t e d t o be dominant (Mills 1973), where the proportionality constant A is large 
w h e n t h e S t o n e r e n h a n c e m e n t factor is large. 
T h e exper imenta l l i terature for ZrZn^ and TiBe2 will be briefly discussed in the next 
sec t ion . 
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1.3 ZrZn2 and Т\Ъе
г 
When we want to study the mechanism that leads to the s p o n t a n e o u s f o r m a t i o n of a uni­
form magnetisation in metals, we hope to learn many things from a s t u d y of m a t e r i a l s that 
are on the verge of ferromagnetism Two well known examples of this class of mater ia l s 
are ZrZn2 and ТіВег Other materials that are generally c o n s i d e r e d t o b e l o n g to this class 
are 5сзІп, Pd, several cobalt an nickel compounds (e g N H A I ) , s o m e i n t e r m e t a l h c com­
pounds containing 5-f elements (e g UAI2) and a few m o r e T h e c o m p o u n d s Z r Z m a n d 
ТіВег are exceptional in that their constituent elements are n o n m a g n e t i c , or n o t even 
strongly paramagnetic, they share the same crystal structure a n d t h e s a m e n u m b e r a n d type 
of valence electrons whereas one (ZrZn2) is weakly ferromagnet ic a n d t h e o t h e r is not In 
table I these compounds, together with another exchange e n h a n c e d p a r a m a g n e t , UAI2, are 
compared to some representative elemental metals 
Two groups have published first principles bandstructure ca lcu la t ions of t h e s e mater i­
als (de Groot et al 1980, Jarlborg and Freeman 1980 and J a r l b o r g et al 1981) in g o o d 
agreement with each other Both compounds have the cubic L a v e s p h a s e (C15) s t r u c t u r e 
(figure 1 2) The results of the bandstructure calculations of d e G r o o t et al (1980) are 
shown in figure 1 3, the electronic density of states in figure 1 4 T h e F e r m i level is found 
dt a high peak in the density of states function This is indeed a f a v o u r a b l e c o n d i t i o n for 
the occurrence of ferromagnetism The calculated Fermi surface is s h o w n in figure 1 5 
The effective masses for bands 8 and 9 (28 and 29) avaraged over t h e e l e c t r o n orbit for t h e 
field along the directions of high symmetry are in the range 2 1 to 12 6 T h e s e heavy elec­
trons are responsible for the high peak in the density of states T h e y a r e n o t easily observ­
able in a de Haas-van Alphen (dHvA) experiment since the a l r e a d y high b a n d mass is 
enhanced by many body interactions However bands 7 and 10 (27 a n d 30) h a v e ca lcula ted 
masses typically of 0 3-1 0 These orbits have been partly o b s e r v e d in t h e d H v A experi­
ments (chapters 3 and 4) Enz and Matthias (1979) predicted tr iplet pa i r ing s u p e r c o n d u c ­
tivity for both compounds based on the hypothesis of a d o m i n a n t soft p h o n o n m o d e 
There is no experimental evidence for such a soft phonon m o d e yet a n d s e a r c h e s for super­
conductivity under high pressure and down to milli-Kelvin t e m p e r a t u r e s w e r e unsuccesful 
(Gerhardt et al 1983 and Cordes et al 1981) 
The compound ZrZn2 was discovered to be weakly f e r r o m a g n e t i c b e l o w a p p r o x i m a t e ­
ly 25 К by Matthias an Bozorth (1958) The properties of this m a t e r i a l s t rongly d e p e n d o n 
the composition and preparation giving rise to some confusion in t h e ear ly l i t e r a t u r e In a 
polarized neutron experiment Pickart et al (1964) discovered t h a t t h e spin dens i ty shows a 
maximum at a position half way in between two neighbouring Z r a t o m s , i l lustrat ing the 
truly delocalized nature of the ferromagnetism in this system T h e field a n d t e m p e r a t u r e 
dependence of the magnetisation below T
c
 (figure 1 6) agree with t h e S t o n e r m o d e l , equa­
tion (1 8) From the temperature dependence of the m a g n e t i s a t i o n o n e finds t h a t spin 
waves do not play an important role in this material (Wohlfarth 1968) A b o v e t h e C u r i e 
temperature the susceptibility follows a Curie-Weiss law χ - 1 is a l i n e a r funct ion of Τ (fig­
ure 16 c) This is not expected in the Stoner model (equat ion 1 10), b u t in c o n t r a s t it 
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О б -
OL 
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c c W Q L Λ Γ Δ X Z W D K Σ T X S U G L 
0 8 
0 6 
Oí. -, 
0-2 
Γ X S U G L 
Figure 1.3 T h e bandstructure of ZrZn2 and TiBe2 along the high symmetry lines (de Groot et al 1980) 
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0.2 0.3 
ENERGY I R Ï . ) 
o.s Ef 
0.135 0.3J5 0.135 
ENER6Y ( R Ï . ) 
0.035 
Figure 1.4 The density of states of ZrZn2 and ТіВег Ер indicates the Fermi level The insets show 
separately the contnbutions to the total density of states of the four bands intersecting the Fermi level (de 
Groot et al 1980) 
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t w x u 
Figure 1 5 Cross sections of Ihe Fermi surface of ZrZn2 and TiBei with planes of high symmetry (de 
Groot et al 1980) 
agrees with the prediction of localized models The origin of the Curie-Weiss law is not 
clear yet, but it can probably be attributed to spin fluctuations 
The unusual properties of ТіВег have been discovered only since 1978, when Matthias 
et al (1978) found evidence for itinerant antiferromagnetism in this compound This evi­
dence was based on the observation of a maximum in the temperature dependence of the 
susceptibility at about 8 К (figure 1 7) Later also in the field dependence of the susceptibil 
ity a maximum was observed at about 6 Τ (Acker et al 1981a and b and 1982, figure 1 7 
b) An Arroti plot of the magnetisation is given in figure 1 7 c 
The original interpretation of antiferromagnetism was soon disproved by neutron dif­
fraction (Rakhecha et al 1980), ESR (Shaltiel et al 1980) and NMR experiments (Alloul 
and Mihaly 1982) The evidence favoured an interpretation of ТіВег as an exchange 
enhanced paramagnet However, the nature of the maxima in the susceptibility as a func­
tion of both temperature and field is still a matter of dispute The three most important 
interpretations of these are (Wohlfarth 1981) (a) a fine structure in the electronic density 
of states close to the Fermi energy, (b) a term H2lnH in the magnetisation due to Fermi 
liquid effects and (c) a smeared-out metamagnetic transition 
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Figure 1.6 (a) Arroti plot of the field dependence of the magnetisation of ZrZn2 at 4 2 К u p t o 15 Τ 
(Foner et al 1967) 
(b) Temperature dependence of the magnetisation of ZrZn^ below T
c
 (Knapp et al 1971) T h e d i f f e r e n c e 
in the 4 2 К magnetisation between (a) and (b) is due to the use of differently prepared s a m p l e s 
(c) Temperature dependence of the inverse susceptibility of ZrZn2 above T
c
 (Ogawa and S a k a m o t o 1967) 
The results in (a) and (b) are well described by the Stoner model However, the Cur ie-Weis s law o b ­
served experimentally in (c) is not in agreement with this model 
Low temperature specific heat measurements by Stewart et al. (1982a) show a p r o n o u n c e d 
upturn in C/T as a function of T 2 , giving evidence for the presence of spin fluctuations. 
Subsequent specific heat experiments in high magnetic fields (Stewart et al. 1982b) s h o w e d 
that the upturn is suppressed for fields above 5 Τ and this suppression is c o m p l e t e f o r 
fields higher than about 25 Τ (figure 1.8). The authors concluded that the critical field for 
the suppression of spin fluctuations is about 25 T; the nature of the 5 Τ critical field w a s 
not explained. Acker et al. (1983) showed that the field dependence of the specific h e a t is 
consistent with the temperature dependence of the susceptibility by applying t h e t h e r m o -
dynamical Maxwell relations. As for ZrZn2 the properties of ТіВег are strongly c o m p o s i ­
tion dependent. Addition of small amounts of Fe causes the low temperature s u s c e p t i b i l i t y 
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Figure 1.7 (a) The inverse susceptibility of TiBe? as a function of temperature (Matthias el al. 1978). 
(b) Apparent susceptibility M/H of TiBe: as a function of the applied field at 4 2 К (Monod et al. 1980) 
(c) Arrott plot of the field dependence of the magnetisation of T1BC2 at 1.24 К for fields up to 21 3 Τ 
(Acker et al. 1981a). 
to decrease (Acker et al. 1982). This response to Fe addition should be compared to that 
of Pd where giant moments are found and the susceptibility is strongly enhanced. In con­
trast, the substitution of a few percent Be by Cu causes the material to become a weak 
itinerant ferromagnet (Giorgi et al. 1979). 
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Figure 1.8 (a) Low temperature specific heat of ТіВег in 0, 6 5, 11.4, 14.2 and 17 0 T. The zero field data 
are the filled circles The straight line is an extrapolation of the higher temperature data and represents 
the ordinary specific heat behaviour 
(b) Percentage change in the specific heat as a function of applied field at five different temperatures. The 
curves are drawn to connect the data The horizontal lines drawn are the values at the straight line in (a) 
for the temperatures shown 
These results are due to Stewart et al. (1982b). 
Table 1. Several characteristic quantities of the three C15 materials ZrZn2, ТіВег and UAI2 are compaired to those of some typical elemental metals ZrZn2 is a 
weak itinerant ferromagnet, UAI2 and ТіВег are nearly ferromagnetic There is some dependence on the quality of the samples in the literature values for the 
three compounds Typical values for the purest materials are listed here 
Note the high values for the specific heal and the susceptibility of the three C15 materials In high magnetic fields the magnetisation of ТіВег is comparable 
to that of ZrZnj The calculated value for the density of states of iron in the paramagnetic state is given in brackets Iron is a saturated ferromagnet, 1 e it is far 
beyond the ferromagnetic instability Consequently the susceptiblility and Stoner enhancement factor are small For iron and potassium only the contribution of 
the (enhanced) Pauli paramagnetism to the susceptibility is listed 
quantity' К Pd UA1 2 ТіВез 
γ 1 9Ь 10 5 b 143е 57d 
Xd 0 005 ' 0 09ie 0 57h 1 2' 
Np 0 73 1 2 3 ' 91 4 8'" 
1+λ 1 1 1 9 7 4 8 
S 1 5 9 6 15 68 
M« 0 0 0 0 
М 1 0 Т 0 0007 0 013 OOSO·
1
 0 17' 
Тс . . . 
a The listed quantités are 
the electronic specific heat constant у = С / Г ( Т = 0 ) in mJ/molcK2, the susceptibility at T = 0 and H = 0 , χ
η
 in 10" 7m 3/inole, the calculated electronic density of 
states at the Fermi level Np in states/eV-formula-umt, the mass enhancement factor 1+Х=у/(л 2каМ
ь
/3), the Stoner enhancement factor 5=χι/(μ<)μ^Νρ) where 
μο=4π 10~7, the saturation magnetic moment at T = 0 and H = 0 , Mo >n μΒ/formula-unit, the saturation magnetic moment in a field of 10 Τ Murr m 
μΒ/formula-unit, the ferromagnetic transition temperature T
c
 in К 
b Weast (1979) с Stewart el al (1983) d Stewart el al (1982a) e Viswanalhan (1974) l Ashcroft and Mermm (1976) ρ 664 
g Manuel and St Quinton (1963) h F r a n s e e t a l (1982) ι present work J Wohlfarth (1980a) ρ 27 к Moruza el al (1978) 
I de Groot et al (1985) m de Groot et al (1980) 
ZrZnj 
40e 
3 8' 
44m 
38 
194 
0 13' 
0 28' 
23' 
Ferromagncts 
Fe 
5 0b 
OOP 
i o ( 3 i ; 
2 1 
25 
2 2" 
2 2b 
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2. The de Haas-van Alphen effect 
2.1 Theory 
The wave function of electrons in a metal is significantly modified when a magnet ic field is 
applied. One can show (see e.g. Gold 1968) that in a semi-classical description the m o t i o n 
of electrons in momentum-space is confined to surfaces of constant energy in a p lane per­
pendicular to the field B. The Bohr-Sommerfeld quantisation rule for periodic orbits 
φ pdq = (η + γ)2π& 
gives for the area An of the momentum space orbits 
A
n
 = ^ ( n + v ) B (2.1) 
The relation between the real space and the k-space orbits is given by 
fi(k - ko) = - e ( r - Го)хВ (2.2) 
Therefore the area of the projection of the real space orbit of the electrons in a p lane per­
pendicular to В is quantized according to 
Φ
η
 = ^ - ( π + γ) (2.3) 
e 
where 2πίι/β is the fundamental flux quantum. Equation (2.1) shows that t h e area of t h e 
orbit in k-space with fixed quantum number η increases with increasing magnet ic field. 
This corresponds to a decreasing real-space orbit such that the flux through the orbit is 
conserved. A change of the strength of the applied magnetic field gives rise t o an oscilla­
tion in the magnetisation when the extremal cross sectional orbits of the F e r m i surface 
coincide with the permissable 'Landau' states or not. This oscillation is n a m e d after its dis-
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coverers, the de Haas-van Alphen (dHvA) effect. For ordinary metals and for large quan­
tum number η the oscillations have a period that is a constant as a function of 1/B. The 
corresponding dHvA freguency F, in units of magnetic field (Tesla), measures the cross 
sectional area A of the Fermi surface in a plane perpendicular to В and at a position along 
В where this cross section is maximal or minimal. The proportionality constant is given by 
the Onsager relation (Onsager 1952). 
F = 
2ле 
(2.4) 
A detailed description of the dHvA effect in the independent electron approximation has 
been worked out by Onsager (1952) and by Lifshitz and Kosevich (1954, 1955) and is given 
by 
M
o s c
 = ¿Μ
Γ
5ίη(2πΓ( |- -y)±j) 
M
r
 = D(B) ô - J. iE. 
F Э Fsine Эф 
3F » 
Φ 
Χτ 
sinhXx 
X D = α 
rm TD 
Χτ = α 
rm'T 
В 
(2.5) 
α = 
2π квто 
ëti 
D(B) = - e
2 
4π3πΐο 
2ле 
tl 
Vi 
Э
2
А 
9k¿ 
FVB" 
m г 
3/2 
M
o s c
 is the oscillatory part of the magnetisation for one spin component in units Aim. This 
oscillation is a sum of harmonic components, the amplitudes of which decrease approxi­
mately exponentially with the harmonic number r. The phase factor γ is equal to г for 
free electrons, the factor π/4 is added or substracted for a minimal respectively a maximal 
cross sectional orbit. The effective mass m" is the ratio of the cyclotron mass and the free 
electron mass mo, including a dressing by many body interactions. To is the Dingle tem­
perature , measuring the lifetime of the electrons 
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= i ^ < J L > (2.6) 
where τ^ is the lifetime of an electron at a point к of the Fermi surface and the avarage is 
taken over the appropriate cyclotron orbit, т ь is the bare electron effective mass devided 
by mo , i.e. the effective mass without the many body enhancement factor (1+λ) : 
m" = (1+Х)ть 
ть = - * — — (2.7) 
Ιππίο ЭЕ 
The product m'T¿ is not affected by many body interactions (Lengeler 1978). 
In an ordinary metal having a small linear Zeeman energy splitting between the two 
spin states, the contributions to the oscillatory magnetisation of both spin components can 
be combined in a simple way. The majority (minority) spin particles are shifted down (up) 
in energy by an amount '/гЛЕ = '/^μβΒ In metals the gyromagnetic ratio g can be dif­
ferent from the free electron value g = 2 due to spin orbit coupling and exchange interac­
tions. The dHvA frequencies for the two spin states are given by 
F ± = Fo ± |^ 1 /2ΔΕ= Fo ± VignibB (2.8) 
OIL 
where equations (2.4) and (2.7) have been used and μβ = eu/2mo. Thus the Fermi surface 
for the two spin states is slightly different, each having its own dHvA frequency. Summing 
the two oscillatory components results in a factor 
cos(ntmbg/2) (2.9) 
in each harmonic term of equation (2.5). The dHvA frequency observed in the experi­
ments is equal to FQ. However, if the energy difference ΔΕ between spin up and spin 
down particles in the same к state is enhanced by exchange interactions, the relation 
between ΔΕ and В may be more complex. The cosine factor (2.9) is then field dependent. 
For a general non-parabolic energy band and when ΔΕ is large enough the effective mass 
and Dingle temperature may be different for the two spin states, and show a field depen­
dence. Consequently the dHvA effect is better described by two separate oscillations each 
having its own amplitude, phase and frequency. The observed dHvA frequency F is field 
dependent unless ΔΕ is strictly linear in В and m b does not change appreciably over the 
energy range ΔΕ. An analysis of the experimental results with a large spin splitting is 
given for ferromagnetic ZrZn2 and for exchange enhanced paramagnetic ТіВег in chapters 
3 and 4 respectively. 
Equation (2.5) is generally called the Lifshitz-Kosevich formula. It has been tested 
experimentally in detail. It enables experimental determination of the Fermi surface by 
measuring the frequency Ρ(θ,φ) , determination of the effective quasi particle mass m*, the 
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lifetime τ by measuring T D and the gyromagnetic ratio g. It is an independent quasi parti­
cle description; many body effects have been included as an enhancement of the effective 
mass (Fowler and Prange 1965), indicated by the asterisk. For the electron-phonon interac­
tion the correction to the effective mass is well established, except for some extreme condi­
tions (Elliot et al. 1980 and Engelsberg and Simpson 1970). The effect of electron-electron 
(e-e) interactions may influence the dHvA oscillations in a far more drastic way. Especially 
when the exchange interaction is strong the effective gyromagnetic ratio g may be much 
enhanced above the free electron value and may be field and wavevector dependent. The 
amplitude terms in (2.5) are also affected by e-e interactions (Riseborough 1984). As there 
is no complete theory of the dHvA effect in the presence of strong interactions, we will 
continue to use the Lifshitz-Kosevich theory, even for compounds with a strong e-e in­
teraction, but we must remember that the parameters measured in the experiments may 
not have the usual interpretation. 
Among the reviews of the dHvA effect the recent book by Shoenberg (1984) must be 
mentioned. Earlier reviews are given by Gold (1968) and Springford (1980). 
2.2 Experimental technique 
The oscillatory part of the magnetisation is often a very small fraction of the total magneti­
sation. By measuring the first or higher derivative of the magnetisation with respect to the 
field sensitive methods for observing the dHvA effect have been developed. The applied 
field strength is changed and the oscillations in the magnetisation are probed by measuring 
the potential induced in a coil wound on the sample. The first experiments (see Shoenberg 
1984) were done employing resistive iron yoke magnets up to 3 Τ at temperatures down to 
1.3 K. For most materials these conditions are not sufficient for the observation of the 
dHvA effect since the effective masses can be higher than lOmo and the Dingle tempera­
ture easily amounts to several degrees Kelvin, depending on the sample quality. dHvA ex­
periments also require a very homogeneous magnetic field. The change in the field over 
the volume of the sample should be small compared to the periods of the oscillations. The 
phase of the oscillations changes by 2π over a field change ΔΒ = B2/F. This shows that 
the requirements on homogeneity are more severe for higher frequencies and for lower 
fields. High magnetic fields strongly increase the amplitude of the dHvA effect and relax 
the demands on homogeneity. 
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Figure 2.1 The pulsed magnet system An explication of the symbols is given in the text 
increase the amplitude of the dHvA effect and relax the demands on homogeneity. Higher 
fields were first generated using pulsed magnets producing fields up to 10 Τ (Shoenberg 
1952), later replaced by superconducting coils producing about the same fields at a much 
lower noise level. The application of the dHvA effect today is mainly focussed in the study 
of the electronic properties of compounds in relation to their magnetic properties, on the 
study of dilute alloys and on many body interactions in solids. These applications often re­
quire high fields and to this purpose a 40 Τ pulsed field magnet has been constructed in 
Nijmegen. For a more detailed description of the apparatus and discussion of its applica­
tions see van Deursen and de Vroomen (1984). 
2.2.1 Description of the apparatus 
Figure 2.1 shows a schematic diagram of the magnet together with the field and signal 
registration system. The capacitor С of 7.5 mF is charged, the maximum potential being 5 
kV; a pulse controlled by a PDP 11/40 minicomputer fires a pair of thyristors connecting 
the capacitor to the magnet coil L. The current and the field in the coil rise approximately 
following a sine function to a maximum in 5 msec. When the potential over the coil 
changes sign the current starts flowing through the diode D and the coil L, producing a 
field which decays approximately exponentially. The decay time τ is between 15 msec for 
a 40 Τ pulse and 50 msec for a low-field pulse. The magnet coil is mounted inside a dewar 
and cooled by liquid nitrogen in order to reduce the resistance. After a 40 Τ pulse the coil 
warms up to about 200 К and cools down again in aproximately 5 minutes. The tail of a 
liquid 4He cryostat points into the 2 cm bore of the high field magnet coil. Inside this 
cryostat the sample is mounted on a spiral gear rotator immersed in the helium liquid. The 
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Figure 2.2 Frequency response of the assembly of the pick up circuit, transformer, amplifier A, RC Tillers 
and band Filter BF in figure (2.1). 
orientation of the sample can be rotated with respect to the field over 180° in one plane. 
Typical dimensions of the samples used are 0.5x0.5x3 mm3. 
The field is measured by integrating the potential induced in a coil (m in figure 2.1) 
of 10 mm diameter mounted on the sample holder. The integrated potential is compared to 
a preset level (V D A C in figure 2.1). When this level is reached a spike is sent to the 
recorder and the contents of the counter (CNT) and the potential VDAC are changed by 
one step. The series of spikes that is thus produced describes the field-time relation in a 1 
bit channel. Field values at intermediate times can be computed by fitting a smooth curve 
through the spike times. Up to 8 Chebychev polynomials are used to fit typically 50 
spike-times. The accuracy of the fit is better than the sample time of the recorder 
(2 μ8εο). The field registration is calibrated using a known dHvA frequency. The absolute 
accuracy in the field registration is better than I.IO - 3 of the top field. 
The dHvA signals are detected using a compensated pick up coil system wound 
directly on the sample. The residual pick up from the time varying applied field is reduced 
by externally adjusting the compensation with a variable transformer and by the use of 
several high pass filters. The signals are stored by a 10 bits, 16 kbyte transient recorder 
with a sampling time of 2 цзес. The frequency response of the signal amplifiers is given in 
figure (2.2). The observed dHvA frequencies of ZrZn2 and ТіВег correspond to frequen­
cies in time in the range of 1 to 10 kHz depending on both В and dB/dt. The magne-
toresistance of the pick up coils slightly influences the amplifier characteristics. The magne-
toresistance of the coils was measured (figure 2.3) and a correction to the zero-field amplif­
ier characteristics can be made using this result. 
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Figure 2.3 Variation of the resistance of the pick up coils with applied field. 
The recorded signals are stored and analysed on the on-line minicomputer. The field-time 
relation is computed, a selected part of the signal is transposed to a scale linear in 1/B and 
the result is decomposed into spectral components using a fast Fourier or a curve fitting 
program. An example of the recorded signals, transposed data and Fourier amplitude spec­
trum is shown in figure (2.4). The signal to noise ratio can be improved by summing the 
transposed data of several individual recordings. 
2.2.2 Noise and sensitivity 
The advantage of a high magnetic field in enabling the observation of the dHvA effects in 
materials having high Dingle temperatures and effective masses, is diminished by the 
higher noise level with respect to the steady lower field systems. There are several sources 
of noise in a pulsed field system. The noise produced by the coil itself in the decaying field 
is lower than that produced by many other sources of noise in the system. (Here the term 
'noise' refers not only to disturbances produced by stochastic processes, but to all distur­
bances regardless of the origin and frequency spectrum). Sometimes typical bursts of noise 
are observed, evidently due to movements in the windings of the magnet coil. This can be 
avoided by properly impregnating the coil with transformer oil. Also microscopic vibra­
tions in the windings of the pick up coils should be avoided and we use Hysol epoxy for 
this purpose. The main source of noise is introduced when the cryostat is filled with liquid 
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Figure 2.4 (a) Recording of the dHvA effect in ТіВег at 1 3 К in a pulse of 34 3 Τ top field The time 
from the beginning of the pulse (left) to the end of the recording is 32 8 msec The amplifiers are over­
loaded at the beginning of the pulse and after the switching of the diode D (figure 6 1) The spikes at the 
top of the figure are at a constant interval of 0 573 Τ 
(b) The signal between Bi=32 ОТ and 82= 10 2T in (a) is transposed to a scale linear in the inverse of the 
applied field The signal to noise ratio is improved by summing four individual recordings The result is 
shown here 
(c) Fast Fourier spectrum of the data in (b) The horizontal scale gives the number of periods on the in­
terval (Β,,Β:) 
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helium. This is probably due to small particles of solid oxygen in the liquid. The oxygen 
contamination can be partly avoided by keeping the cryostat leak-tight. However, many 
features of the noise in the system are not yet completely understood. The most striking 
feature is perhaps the fact that the noise strongly increases when the temperature of the 
helium bath is lowered through the lambda point. 
2.2.3 Amplitude and phase determination 
In general an accurate amplitude and phase determination of the dHvA effect in a pulsed 
field system is difficult. Some of the difficulties will be discussed and an estimate of their 
effect on the dHvA measurements on ZrZn2 and ТіВег will be given. 
The homogeneity of the magnetic field in the coil is better than IO - 2 over a sphere of 
1 cm radius. For dHvA frequencies of about 2000 T, samples smaller than 4 mm and fields 
higher than 10 Τ this homogeneity changes the amplitude of the dHvA effect by less than 
1 % and the phase by less than 10°. The effect on the resulting frequencies is less than 1 
part in 103. An additional radial inhomogeneity is introduced by eddy currents in the sam­
ple, which tend to screen the applied field. For samples of 0.5 mm diameter and 10~8 Qm 
resistivity the field at the centre of the sample is reduced by less than 1 part in 104. This 
deviation is somewhat larger than the intrinsic radial inhomogeneity but smaller than the 
axial inhomogeneity. Eddy currents also screen the dHvA effect itself (Knecht et al. 1977). 
For frequencies of 1 to 10 kHz the penetration depth in a material of 10 - 8 Qm resistivity is 
1.6 to 0.5 mm, which is larger than the radius of the samples. With the use of equation 
(31) in Knecht et al. we estimate the phase shift due to screening to be smaller than 10° 
and the amplitude reduction to be less than 1%. 
The high pass filters in the amplifiers also affect the phase and amplitude of the 
dHvA signal. However, since the frequency response of the amplifiers including effects of 
the magnetoresistance of the pick up coils, can be determined with sufficient accuracy, a 
suitable correction of the signals can be made. This procedure has been tested as described 
in chapter 3. 
2.2.4 The temperature of the sample 
The temperature of the helium bath is determined by the vapour pressure above the liquid. 
The temperature of the sample may be higher than this temperature due to the heat gen­
erated by the induced eddy currents and, for magnetic materials, by magnetocaloric effects. 
For a cylindrical sample of resistivity ρ, length 1 and radius r, the heat per unit time gen­
erated by the eddy currents equals 
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(2.10) 
If the sample would be thermally isolated this could result in a temperature increase of 
many degrees Kelvin However, the sample is glued to the pick up coils and immersed in 
the helium liquid. T h e contact with the pick up coils probably provides the best thermal 
contact. In order to make a worst case estimate let us assume the sample is only in contact 
with the helium. We first consider the helium in the superfluid state Then the tempera­
ture of the sample depends on the thermal resistance of the interface between the metal 
and the liquid (Kapitza 1941). This Kapitza resistance is equal to R = (Ah) - 1 , where A is 
the sample surface area and h the thermal boundary conductivity In the case of ZrZn2 
(chapter 3) the Debye temperature 0 D = 370 К (Hoare and Wheeler 1966) is close to the 
D e b y e tempera ture of copper. The measured values of h for copper at 1.3 К range 
between 0 4 kW/m2K and 3 kW/m2K (Snyder 1970) Taking again the worst case value we 
have R =S 3.2· 102 K/W for our sample of 3 3x0 6x0 5 mm1. 
In the decaying part of the field dB/dt is always smaller than 1 2-103 T/sec, the resis­
tivity of the ZrZn2 sample at helium temperatures is 5 10~8 Qm. This gives for the thermal 
power generated during the decay of the field Ρ ^ 0 3 mW and assuming equilibrium 
between heat production and discharge we finally have 
At = R P « 0.1 К 
for the difference in temperature between the sample and the helium bath. At tempera­
tures higher than 1 3 К the thermal boundary conductivity is higher. For normal state 
liquid helium at 4.2 К the thermal boundary conductivity is at least an order of magnitude 
higher than the value for T = 1.3 К (Grassmann and Karagounis 1958) From the known 
t e m p e r a t u r e dependence of the amplitude of the belly frequency in a gold-silver alloy we 
find that the temperature difference with the helium bath in the normal state is indeed less 
than that at superfluid temperatures . 
T h e effect on the sample temperature due to the magnetocalonc effect can be es­
t imated as follows. T h e change in the entropy of the sample is 
8S 
ЭТ 
d T + 
в 
3S 
ЭВ 
Since we are interested in the amount of heat involved in the process we assume for the 
m o m e n t that the sample is in perfect thermal contact with the helium bath at temperature 
T . T h e n it follows that 
B2 
AQ = Гт 
P = ü i l l 
8 о 
dB 
dt 
9S 
3B 
dB 
T h e Maxwell relation for the free variables Τ and В reads 
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3S 
ЭВ 
= V 
τ 
ЭМ 
ЭТ 
where M is the volume magnetisation and V is the volume. The magnetisation of ZrZn2 
can be described by the Stoner equation (1.8). By differentiating this equation on both 
sides with respect to the temperature we find 
ЭМ 
ЭТ 
=
 -2ММо2(Т/Г
с
2) 
в ЭМ
2
 - (1-(Т/Г
с
)2)Мо2 
giving the upper limit 
ЭМ 
ЭТ 
^ 
TMo 
As a result an estimate for the maximum change in the amount of heat in the sample is 
12 
| ДО « МоДВ Ί_ 
T
c 
(2.11) 
This heat is to be absorbed by the helium bath in the rise-time of the field and taken from 
the bath in the decaying field. In the decaying field the magnetocaloric effect tends to cool 
the sample. The power connected to this cooling is for ZrZn2 : —Ρ ^ 10 - 4 Watt at 1.3 К 
and - P « 10~3 Watt at 4.2 K. This is smaller than the eddy current heating and of oppo­
site sign. 
In the rise time of the field both effects tend to increase the heat in the sample. In 
this case the eddy current heating dominates and a substantial temperature difference with 
the bath is expected. The heat, produced in the sample, is reduced exponentially by the 
heat current into the bath. The time constant of this process is given by τ = R-Cp, where 
R is the thermal resistance and Cp is the heat capacity of the sample. At 1.3 К the estimate 
for ZrZn2 gives τ« 0.7 msec. As the first few milliseconds after the top of the pulse are 
not used for analysis for instrumental reasons, there is enough time for the sample to come 
into approximate equilibrium with the bath. 
In the experiments we find several indications that the corrections to the temperature 
are indeed small. The first indication is the fact that the absolute amplitudes of the signal 
in the overlapping range of pulses with top fields of 36 Τ and 26 Τ agree within the accura­
cy. As the history of the two pulses is strongly different effects of sample heating should 
show up as a difference in amplitude between the pulses at equal field values. Also the 
Dingle temperatures determined at 1.3 К an 4.2 К are in agreement (chapter 3, figure 4). 
The second indication is the fact that the values for the effective masses from the present 
experiments on ZrZn2 (chapter 3, figure 2) agree with the value at 7 Τ given by Mattocks 
and Dixon (1981). Estimates for ТіВег are of about equal magnitude. 
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Abstract. Pulsed field de Haas-van Alphen measurements of the Γ centred p a r t of the 
Fermi surface in ZrZn2 are presented for fields up to 35 Τ T h e spin-split F e r m i surface 
was found to be field dependent. It is argued that the observed de H a a s - van A l p h e n 
frequency is different from the frequency defined by the O n s a g e r re lat ion An express ion is 
derived based on the Stoner Wohlfarth model which describes the difference in s p i n - u p 
and spm-dow.n frequencies as a function of field strength T h e observed difference in t h e 
effective mass for the two spin directions can also be explained by this m o d e l a n d it 
compares well with band structure calculations An a n o m a l o u s behav iour of the s e c o n d 
harmonic of the majority surface de Haas-van Alphen frequency was observed. A search 
for other frequencies was carried out but in spite of the high sensitivity, in t e r m s of 
m*7D, no other orbits were seen. 
1. Introduction 
The CI5 material ZrZn2 is one of the few well k n o w n examples of a very w e a k 
itinerant ferromagnet, and therefore its magnetic propert ies have been subject t o m a n y 
investigations (see for example Huber et al 1975, M a t t o c k s a n d Melville 1978, O g a w a 
and Sakamoto 1967). Moreover, the predictions by Enz a n d M a t t h i a s (1979) h a v e 
resulted in tests for ρ state superconductivity (Cordes et al 1981). In o r d e r t o ga in a n 
understanding of the electronic structure of ZrZn2 two extensive b a n d s t r u c t u r e calcu­
lations have appeared (de Groot et al 1980, Jar lborg et al 1981). Recently, M a t t o c k s 
and Dixon (1981) observed the de Haas-van Alphen (DHVA) effect in a single crystal 
οΪΖτΖη2 in fields up to 8 T. They found two frequencies, 1.45 χ IO
3
 a n d 1.62 ± 0.02 
χ 103T, with no detectable angular variation. T h e m e a s u r e d frequencies w e r e 
interpreted with the aid of the band structure calculat ions (de G r o o t et al 1980, 
Jarlborg et al 1981) as belonging to a spin-split Γ centred spherical sheet of t h e 
Fermi surface (fjo in the notation of de Groot et al). T h e splitting of the two frequencies 
increased by 7 ± 4% when the field varied from 5.6 to 7.9 T. 
|| Present address: Department of Physics, State University of New York, Buffalo, N e w York. U S A . 
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Z r Z n 2 has a very high density of states (DOS) at the Fermi level, which is a 
favourable condi t ion for weak itinerant ferromagnetism Consequently the cyclotron 
masses in this material are on average very high In addition the material has a very 
high electron p h o n o n m a g n o n mass enhancement factor λ =i 2 which strongly 
reduces the a m p l i t u d e of the DHVA effect. However the Γ centred orbit has an effective 
m a s s of only a b o u t 0 9 ( M a t t o c k s and Dixon 1981). It belongs to a sub-band that has 
a very low part ia l DOS a n d can be detected easily. We can use this orbit as a probe for 
s tudying the splitting of the Fermi surface by the exchange energy as a function of the 
field s t rength 
T h e DHVA effect is described by the Lifshitz Kosevich formula (Gold 1968) 
M + ос В
1 2
 exp(- XD¡ +) — γ — bml2n(F JB) + φ
 + -¡ 
sinh(XT +) " 
XT, ± = am* (Г/ß) (1) 
XD.± = * ' " ± ( Π . J В) 
where M d e n o t e s the oscillatory part of the magnetisation, α is a constant equal to 
14.67 Τ Κ ', m* is the rat io of the cyclotron mass to the free electron mass, and TJ is 
the Dingle scattering temperature Both m* and 7'£ are affected by the electron-
p h o n o n / m a g n o n interact ion but the product »ι*Γ£ is not (Lengeler 1978). The spin-
spli t t ing cosine factor does not appear in equation (1) because for this ferromagnetic 
mater ia l it is m o r e a p p r o p r i a t e to describe the spin-up ( + ) and spin-down ( - ) contri­
b u t i o n s as two separate frequencies. 
2. Experimental procedure 
T h e exper iments were carried out using a 40 Τ pulsed field DHVA spectrometer (van 
D e u r s e n a n d de Vroomen 1982) This system has been used previously to study 
electron scatter ing in the Au, _
Х
А§
Д
 alloy system for χ up to 15% (van Deursen et al 
1981). T h e field rises steeply reaching a maximum value in 5 ms, it then decays 
exponent ia l ly with a time constant τ, where 50 > τ > 20 ms, depending on the top 
field value. T h e field homogeneity is better than 1% over a sphere with a 1 cm radius. 
T h e osci l lat ions in the magnetisation are detected by a set of compensated pick-up 
coils w o u n d directly on the sample. The coils are connected to a low-noise trans­
former; the signal is then amplified and fed into a transient recorder with a maximum 
speed of 1 ps, a word-length of 10 bits and 16 к words of memory. Several high-pass 
filters are i n c o r p o r a t e d in the amplifier chain in order to attenuate the residual voltage 
i n d u c e d by the decaying field. After the pulse the contents are stored by an on-line 
m i n i c o m p u t e r . T h e signal is studied in the exponentially decaying part of the pulse. 
T h e field is measured by integrating the voltage over a separate coil This infor­
m a t i o n is also stored in the minicomputer and used to transpose the oscillations to a 
scale l inear in В 1 T h e system is calibrated against the DHVA frequencies of the [111] 
belly a n d neck of A u 0 99Ag0 0 , . 
Several difficulties are encountered in DHVA experiments in pulsed fields The 
t e m p e r a t u r e of the sample may not be equal to the temperature of the He bath due to 
eddy-current heat ing a n d magnetocalonc effects. In this experiment the latter effect 
was calculated to be an order of magnitude smaller than the ohmic heating The 
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Figure 1. Example of the DHVA oscillations in ZrZnj at 1.3 K. The scale is linear in l/B. 
The signal-to-noise ratio has been improved by summing several single recordings. The 
length of the beat envelope in this field range can be seen to change by about 15%. 
sample had a residual resistivity of about 5 χ 10~ 8 Ω m a n d d imens ions of 
3.3 χ 0.5 χ 0.6 mm3. The heat current at 1.3 К was limited by the K a p i t z a resist­
ance, the thermal boundary resistance between the sample a n d H e и . T h e Debye 
temperature of ZrZn2 (Hoare and Wheeler 1966) is close to the value for c o p p e r ; thus, 
taking the worst possible value for the Kapitza resistivity (Snyder 1970) of the c o p p e r -
helium system, we estimate the temperature to be at most 0.2 К higher t h a n the bath 
temperature. From temperature-dependent DHVA measurements o n A u 0 . g 9 A g 0 0 1 we 
may conclude that the temperature rise at 4.2 К is appreciably less t h a n that at 1.3 K. 
Eddy currents, induced by the applied field and the oscillatory magnet i sa t ion itself, 
may influence the phase and amplitude of the signal (Knecht et al 1977). A DHVA 
frequency F = 1500 Τ corresponds to a signal frequency at the detect ion coils ranging 
from 1.5 to 5 kHz for field values between 35 and 10 T. F o r this range we have 
9 > δ/α > 5 where δ is the penetration depth and a the radius of the sample. However, 
for the large fields we employ, one can prove that the total systematic e r r o r on F a n d 
m*, when both types of eddy currents are neglected, is much smaller t h a n the experi­
mental error given. The same is true for the influence of the inhomogenei ty of the 
demagnetising field and for the inhomogeneity of the applied field. 
The sample preparation and analysis are described by M a t t o c k s a n d D i x o n (1981). 
A single crystal was isolated from an ingot a n d spark-cut into two pieces of a b o u t the 
same size. One was used by Mattocks and Dixon (1981) for DHVA exper iments in fields 
of up to 8 T. The other was used for this study in fields between 35 a n d 10 T. The 
data, transposed to a scale proportional to B~ l (figure 1), were analysed by fitting two 
sine functions to the signal between two nodes. A non-linear least-squares fitting 
program was used, which minimised the function 
N 
X2 = Σ (co + c i cos(2nn/Mi) + Si s in(2nn/N 1 ) 
n = l 
+ c2 cos(2nn/N2) + s2 sin(2nn/N2) - ƒ (n))2 (2) 
with respect to the amplitudes CQ, CJ, C2. Si and $2 and the n u m b e r of per iods in the 
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interval Nl a n d N2- The function f(n) represents the digitised data and the summation 
runs over the number of data points. 
Since the frequency and amplitude change only slightly over dn interval of this 
size, the number of periods in the interval determined in this way gives a frequency 
averaged over the interval. This is equal to the frequency at the average field value. 
which we determine from Bd, = 2(1/0! + l / ß j ) - 1 where B, and B2 are the boun-
daries of the interval In fact the result is not very sensitive to the way in which the 
average is taken, because the size of the interval in В is small compared to the values 
of B. F o r accurate determination of the frequency difference àF it is important to 
choose the boundar ies of the intervals to coincide with the beat minima On the other 
hand, the mean frequency F has to be determined choosing the boundaries at the 
interference maxima. 
Correc t ions for the internal field of the sample raise the frequencies by only 0 5%. 
The frequencies and amplitudes obtained are corrected for the complex transfer func-
tion of the amplifier. The effects of the magnetoresistivity of the copper pick-up coils 
on this transfer function have been taken into account. 
In order to check whether all the corrections were performed properly and to see 
what the effect would be of a shifting frequency and decreasing amplitude on the result 
of the fitting, two tests were made. The course in real time of an oscillatory magnetis-
at ion similar to that of ZrZn2 was computed and inserted via a D-Α converter as a 
signal into the pick-up system, in synchronisation with a field pulse The resulting data 
were analysed a n d corrected using the adopted amplifier characteristics, and all the 
p a r a m e t e r s put in before were recovered correctly to within the claimed accuracies 
T h e analysis a n d field registration were also tested by fitting at different fields the DHVA 
oscil lations of the [111] neck of AUQ 9 β Ago 02 over two periods of the signal and the 
frequency was found to be constant to within 0 5%. 
3. Results and discussion 
3.1. The frequency difference AF 
In high fields the exchange energy in ZrZn2 is of the same order of magnitude as the 
p a r a m a g n e t i c energy difference between spin-up and spin-down electrons (Mattocks 
a n d D i x o n 1981) The magnetisation, and therefore the Fermi surface for the two spin 
or ientat ions, is expected to be strongly field dependent Assuming that the band 
splitting can be described as a rigid shift and that the exchange energy is proportional 
to the magnet i sa t ion (Wohlfarth 1968) we have for the total energy difference between 
spin-up a n d spin-down bands at the Fermi level-
Δ £ ( β ) = Ισ(Τ,Β) + 2μ
Β
Β (3) 
where I is the effective interaction and σ(Τ,Β) is the number of Bohr magnetons per 
molecule. F o r the material used here σ(0,0) = 0 13 denoting weak ferromagnetism. 
T h e DHVA frequencies are related to the extremal cross section A of the Fermi surface 
by the O n s a g e r relation 
F = {h/2ne)A . (4) 
N o w we can think of the Fermi surfaces for the two spin orientations as being 
p r o d u c e d by rigidly shifting all bands down for the majority spin direction and up for 
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the minority direction, the difference in energy being given by equation (3) If the 
splitting is small, the difference in DHVA frequency follows from equations (3) and (4) 
AF = (m0/M mb ΔΕ(Β) = (ШЬ/2/ІВ) ΔΕ(Β) (5) 
using the band mass ш
ь
 = (/ì2/2n;n0)d/l dE (The cyclotron mass m* is related to the 
band mass nib by m* = (1 + /)»іь, where / denotes the electron phonon magnon 
mass enhancement factor ) When the bands deviate strongly from a parabolic shape at 
the Fermi level, higher order terms in Δ£ have to be included In this first-order 
approximation we take mb to be the paramagnetic band mass 
The DHVA frequencies are now held dependent When increasing the field the 
radius of the Landau orbits in к space will increase as well as the Fermi surface of the 
majority spin This will produce a 'Doppler shift' giving a lower frequency than 
expected from the Onsager relation In the same way the minority spin frequency will 
be shifted to a higher value The phase of the oscillations remains 
2πΡ(Β)/Β + φ 
However, the frequency one observes, the momentary frequency F
m
, follows from 
differentiating the phase with respect to B' ' 
d т « \ cu™ 
m
 dß- 'V ß J dB У ' 
Mattocks and Melville (1978) have measured the magnetisation of ZrZnj in fields 
of up to 17 Τ They have shown that their results can be described by Stoner exci­
tations Assuming that their model is valid in higher fields 
(M(H, Г)/М(0,0))2 = 1 - (T/T
c
)2 + 2/oH/M(W,T) (7) 
Using В i = μ0Μ0/2/ο and M = ΝμΒσ and writing σ = σ(7^β) and σ0 = σ(0,0), we 
have 
(σ/(τ0)2 = 1 - (Т/Гс)2 + ( В / В . Ж » (8) 
For В > 5 Τ this can be approximated to within 1% by 
σ = ffo{(ß/ß,)1/3 + K l - (Т/Т
С
)2](В ВУ>3} (9) 
For the material used here T
c
 = 23 К and ß , is of the order of 1 T, so we approximate 
1 — (77TC)2 by one From equations (3), (5), (6) and (9) we obtain the measured differ-
ence in spin-up and spin-down frequencies 
AFm = FoQß/ß,)"3 + ΚΒ,/β)" 3] 
where 
F 0 = mb/ff0/3^B (10) 
For the first-order approximation no frequency splitting will be observed when the 
energy splitting is proportional to B, for example in paramagnetic materials 
The difference of the spin-up and spin-down DHVA oscillations AF
m
 is plotted 
against field strength in figure 2(a) where the orientation of the applied field has been 
along [115], ι e the long crystal axis The error bar on the data is 1% stemming from 
the field calibration error and the uncertainty in the number of periods in the interval 
due to noise 
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Figure 2. (u) The momentary frequency difference AF
m
 for the spin-split I centred Fermi 
surface (open circles, this work, open square. Mattocks and Dixon (1981)) The bar on the 
right indicates the experimental error. The curve is calculated from equation (10) using 
the parameters from the fit on figure 3 (ft) The effective masses for the majority (upper 
values) and minority (lower values) spin surfaces The curves are calculated from 
equation (11). 
In figure 3AF
m
B13 is plotted against B 2 ' 3 . These results are in good agreement 
with the predictions of the Stoner model. The value measured by Mattocks and Dixon 
at 7 Τ has been included and compares well with the extrapolation of our measure­
ments to lower fields. From a linear least-squares fit to the points in figure 3 we find 
Fo = 75 ± 7 Τ ß, = 1.1 ±0 .3 T. 
Using this value for ß, and M0 = 3.4 Am 2kg" 1 , we obtain 
Xo = (2.0 ± 0.6) χ 1 0 " o m 3 k g " 1 . In table 1 this is compared to the values for χ0 
found by other workers. The susceptibility of ZrZnz is very sensitive to small vari­
ations in the composition of the material (Mattocks and Melville 1978), so our value is 
not inconsistent with earlier results. 
From DHVA experiments on Fe, Lonzarich and Gold (1974) arrived at the conclu­
sion that the exchange splitting in Fe does not follow the temperature dependence of 
the magnetisation. Spin-wave excitations in Fe dominate single particle excitations at 
low temperatures. Edwards (1974) pointed out that the contribution of spin-wave 
excitations to the change in exchange splitting is suppressed by a factor k
n
T/AE0 
which is very small for Fe. Measurements on ZrZn2 (Mattocks and Melville 1978, 
Ogawa and Sakamoto 1967) show that the magnetisation can be described accurately 
by Stoner excitations alone. Our results for the exchange splitting fit well into this 
picture. 
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Figure 3. The observed frequency difference for the two spin directions p lot ted as Δ / ^ Β 1 3 
against Β2 3 (open circles, this work, open square. M a t t o c k s and Dixon (1981 )) 
3.2. Other frequencies 
The mean frequency F = j(F+ + F_) is field independent to within the e x p e r i m e n t a l 
accuracy and equal to 1537 + 20 T, in agreement with M a t t o c k s and D i x o n (1981). 
Comparing our results with the calculations of de G r o o t et al (1980) we first n o t e t h a t 
their value for the paramagnetic Γ3ο DHVA frequency F = 1340 Τ is 1 3 % lower t h a n 
our mean frequency F = 1537 T. When we shift the Fermi level for this b a n d in t h e 
band picture of de Groot et al, in order to match the calculated frequency t o t h e 
experimental mean frequency F, the band mass changes because d m b / d £ is n o n - z e r o . 
The frequencies can be matched by a shift of + 4 . 5 mRyd, which raises the b a n d m a s s 
from mb = 0 30 to mb = 0.34 (R A de Groot, private c o m m u n i c a t i o n ) 
The field-dependent change in F, using the slope of the Dos curve from d e G r o o t et 
al was estimated as 7.7 Τ, which is smaller than our error bar. N o other f r e q u e n c i e s 
have been detected. However, in a Fourier analysis of d a t a taken at 1.3 K, t h e s e c o n d 
harmonic of the higher of the two frequencies (majority-spin frequency) was f o u n d in 
a narrow angle around the [111] direction with an ampl i tude of u p to 3 0 % of t h e 
Table 1. Values of the susceptibility for ZrZn2 
Author / 0 ( m 3 kg ') 
Blythe(1968) 1 3 χ 10 * 
Mattocks and Melville (1978) 0 98 χ 10" * ± 6% 
This work 2 0 χ 1 0 " * ± 30% 
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f u n d a m e n t a l ampl i tude N o such behaviour was observed for the second harmonic of 
the lower frequency T h e ampli tudes of the two fundamental frequencies are approxi­
m a t e l y equal at this temperature, whereas the ratio of the amplitudes of the second 
h a r m o n i c s is at least 1 -3 with the direction of the field along the [111] direction. 
F r o m the Lifschitz-Kosevich formula, using the values for m* and Tfc given below, the 
a m p l i t u d e of the second h a r m o n i c of the higher frequency is expected to be smaller than 
t h a t of the lower frequency, a n d it should be less than 10% of the fundamental This is 
n o t u n d e r s t o o d a n d it will be a subject of further research using a spherical sample 
3.3 Effectue masses 
By c o m p a r i n g the ampl i tude fitting parameters at 42 К and 1 3 К m* can be 
o b t a i n e d . T h e ampl i tudes as a function of field strength are plotted in figure 2(b). For 
these field strengths the effective mass for the two spin orientations is different but 
essential ly field independent : 
m* (majority) = 1 04 ± 0 05 
m* (minority) = 0.81 ± 0 05. 
At 1.3 К a temperature difference between the sample and the He bath of 02 К would 
give a systematic error of 0.02 in m*. This is contained within the error. 
Assuming the mass e n h a n c e m e n t for both orbits to be equal and field independent, 
the field dependence of the cyclotron masses is given by 
»i* = m* ± i(dm*/dE)AE(T,B) (11) 
w h e r e m* is the average mass and AE is given by equations (3) and (7) Using the 
m a s s e s given above a n d the energy difference ΔΕ at 24 T, we have 
(l/iii*)(dwi*/d£) = 2 . 5 % m R y d " 1 . 
U s i n g this value in equat ion (1 1) we calculated the curves in figure 2(b). De Groot et al 
(1980, a n d private communicat ion) have calculated the derivative of the band mass 
a n d found exactly the same value In our data there is no apparent field dependence of 
t h e mass e n h a n c e m e n t factor λ. 
An experimental value for the band mass can be derived in the following way We 
h a v e two expressions relating the exchange energy at zero field Δ £ 0 to the magnetis­
a t i o n M Q . Using equat ions (3) and (10) we obtain 
Δ £ ο = 3/i B F 0 /m b . (12) 
T o first order the surplus ol spin-up electrons is equal to the product of the DOS at the 
F e r m i level and the energy splitting, 
Δ £ ο = σ0/Ν(ΕΓ). (13) 
C o m b i n i n g equat ions (12) a n d (13) and using the value of de Groot et al for the 
D O S N(EF) = 33 states (Ryd Z r a t o m spin)" ', we obtain 
w b = 0.24 ± 0.03. 
T h i s value is smaller than the value calculated by de Groot et al 
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Figure 4. Dingle plots for the two spin orientations for two temperatures of the He bath 
Using this band mass and the average value for m* we arrive at a mass enhance-
ment of 
A = 2 9 ± 0 6 
for this orbit This is in agreement with the value λ = 2 24 (de G r o o t et al 1980) 
derived from the specific heat, which is of course an average over all bands. 
3 4 Dingle temperature 
The Dingle temperature is determined by plotting AB112 s inh(am*T/ß) on a logarith-
mic scale against l/B, where A is the amplitude of the DHVA signal. The results for the 
two spin orientations and for the two temperatures, 4.2 К and 1.3 K, are presented in 
figure 4 Straight lines were fitted to these points and from the slope of the lines we 
calculated т * Т £ The results are given in table 2. 
There is good agreement between the results for the two temperatures, confirming 
our assumption that the temperature difference between the sample and the He bath is 
small. 
Table 2. The scattering parameters derived from the data in figure 3 
7(K) Spin m*TS(K) 
4 2 Majority 2 8 + 0 2 
Minority 32 ± 0 2 
1 3 Majority 3 0 ± 0 2 
Minority 3 1 ± 02 
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Within experimental accuracy there is no evidence for spin-dependent scattering in 
our measurements. 
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Abstract The DHVA effect in single crystals of TiBe 2 has been investigated in magnet ic 
fields between 10 and 35 Τ using a pulsed field system Two sheets of Fermi surface are 
found, an electron sheet around Γ and an X centred hole sheet Both are split into a majonty-
spm ( Î ) and a minority spin (1) surface. In the field region studied AF= F·, — Fl a m o u n t s to 
about 200 Τ or 10% of the average frequency values With the field direction parallel to [ I 10] 
the field dependence of the splitting of the Γ orbit is studied in detail. It is found that the 
difference in spin-up and spin-down Fermi surface areas is directly proport ional to the 
magnetisation, within the experimental error. This is in agreement with the Stoner model . 
Departures from this model due to spin fluctuations are expected below 10 T. The effective 
masses of the Γ and X orbits show large enhancements of about λ = 3 and 1.5 respectively. 
1. Introduction 
Since the discovery of itinerant magnetism in ТіВег by Matthias et al (1978) much work 
has been devoted to the properties of this exceptional material. It has a very high 
susceptibility χ = Μ/Η, a factor of 13 larger than that of palladium. χ(,Η) and ^(7") both 
show a maximum, at 5.5 Tand 10 К respectively (Monod et al 1980, Acker et al 1981a, b, 
1982). The low-temperature specific heat shows a pronounced upturn with decreasing 
temperature which is suppressed in high magnetic fields. This suppression starts at 5.2 Τ 
and is complete at about 25 Τ (Stewart et al 1982a, b). Substitution of small a m o u n t s of 
Cu for Be causes the material to become ferromagnetic (Giorgi et al 1979). 
ТіВбз is generally described as a strongly exchange-enhanced paramagnetic or nearly 
ferromagnetic metal. The maximum in the susceptibility has been ascribed to spin 
fluctuations (Acker et al 1981b) and this picture is supported by specific heat data (Stewart 
et al 1982a, b). However other explanations for the maximum exist, such as a pronounced 
structure in the density of states (DOS) near the Fermi energy (Wohlfarth 1981, Jar lborg et 
al 1983) which was also suggested by Alloul and Mihaly (1982) from N M R measurements . 
In addition ТіВез has been considered a good candidate to show itinerant metamagnet ism 
(Wohlfarth 1980) and p-state superconductivity (Enz and Matthias 1979). 
In this work we present de Haas—van Alphen (DHVA) measurements on single-
crystalline ΤίΒβ2. The frequencies detected are described by a Г-centred electron sheet and 
an X-centred hole sheet. In high fields the Fermi surfaces for the majority and minority 
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spins are clearly split. The mean frequencies f' = ^(F
r
 + Fj ) are in good agreement with the 
results of band-structure calculations (de Groot et al 1980, Jarlborg and Freeman 1980, 
Jarlborg et al 1981). Here a refinement is applied to the model of de Groot et al for a 
better comparison with the experiments. The spin splitting of the Fermi surface is observed 
to be strongly field dependent and the field dependence is compared with the magnetisation 
of the material. High values for the mass enhancement are found, in agreement with the 
specific heat data of Stewart et al (1982b). 
2. Experimental procedure 
Since ТіВег forms peritectically at 1350 °C an off-stoichiometric mixture Ті0зв Beo.« was 
used to grow the sample. The mixture was cooled down from 1480 °C at 4 0C h _ l in a 
BeO crucible. A single crystal was subsequently separated mechanically. Laue patterns 
taken from difTerent sides showed no evidence for inclusions of differently oriented 
crystallites or other phases. The single crystal was spark cut into three small bars, of 
typical dimensions 0.7 χ 0.7 χ 2.0 mm3, with their long axes along the three principal 
symmetry axes. 
The residual resistivity ratio measured on one of the bars with a standard four-probe 
method gave p{293 K)/p{4.2 K) = 26 and a resistivity at 4.2 К of p = 4 χ ΙΟ - 8 Ω m. The 
magnetisation was measured on a piece of the single crystal in a Bitter magnet of the 
Nijmegen high-field facility with fields up to 14.2 Τ using a moving-sample magnetometer. 
The zero-field volume susceptibility at 4.2 К is χ0 =M/H = 5.97 χ Ю
- 3
 (this corresponds 
to 0.96 χ 1 0 - 2 EMU m o l - 1 ) increasing by 17% in a field of 6 T. An Arroti plot of the 
magnetisation data is shown in figure 1. 
In order to be able to compare the splitting of the DHVA frequencies in high fields with 
the magnetisation we need the latter for this material at 1.3 К in fields up to 32 T. Starting 
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Figure 1. The magnetisation of the single-crystalline sample of ТіВе
г
 up to 14.2 Τ at 4.2 К 
(О). The data are extrapolated up to 32Τ assuming a linear behaviour above ЮТ (A). A 
correction for the temperature dependence of the magnetisation gives a parallel Arrott plot at 
1.3 К (В). For comparison the data of Acker el al (1982) for polycrystalline material up to 
21.3 Τ are given at 4.17 К (С) and at 1.45 К (D). We use Β = μ0 (Η + M), so H/M has no 
dimension. 
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from the magnetisation measurements at fields up to 14.2 Τ we use the fact t h a t t h e A r r o t t 
plot is linear from 10 Τ up to at least 21 Τ (Acker et al 1982) to e x t r a p o l a t e t h e d a t a , 
assuming linearity up to 32 Τ (figure 1). This assumption requires just i f ication with high-
field magnetisation measurements. To correct for the t e m p e r a t u r e d e p e n d e n c e t h e 
magnetisation is measured between 4.2 and 10 К and extrapolated to 1.3 К giving a 2 . 5 % 
correction at 10 Τ with respect to the 4.2 К values, in agreement with the findings of A c k e r 
et al (1982). Pulsed high-field magnetisation measurements at low t e m p e r a t u r e s a r e in 
preparation. 
The DHVA data are taken in a 40 Τ pulsed-field system. T h e exper imenta l p r o c e d u r e , 
amplitude and phase analysis in this system have been described prev ious ly ( v a n 
Ruitenbeek et al 1982, van Deursen and de Vroomen 1984). 
3. Geometry of the Fermi surface 
Figure 2 shows the results for the observed DHVA frequencies as a function of o r i e n t a t i o n . 
All data are taken using pulses of maximum field value 35 Τ and a t e m p e r a t u r e of 1.3 K. 
The correction for the contribution to the field from the magnet isat ion of the s a m p l e is less 
than 1% and is neglected throughout. For most of the field direct ions, u p t o 16 s ingle 
„ΙΟ
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Figure 2. Results for the angular dependence of the DHVA frequencies in T i B e j . All data are 
taken at 1.3 К using pulses of 35 Τ top field. Full curves are drawn as a guide to the e y e ; the 
broken curves indicate the expected behaviour. Each frequency branch is labelled with the 
name of the symmetry point in the Bnllouin zone forming the centre of the correspond ing 
sheet of Fermi surface. For both the X and Γ sheets there is a majority- (T) and a minority-
spin ( i ) branch. The vertical lines through the data points indicate the experimental error. 
The angles are accurate to Io. The data of van Deursen et al ( 1982) are a lso included ( o p e n 
circles). 
(010) 
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r e c o r d i n g s are accumulated in order to improve the signal-to-noise ratio for the low-
a m p l i t u d e spectral features. The frequencies given are obtained from a Fourier power 
s p e c t r u m of the data . A typical spectrum is shown in figure 3. In figure 2 full curves, drawn 
o n the basis of continuity of amplitude and frequency in the spectra, are given for visual 
c lar i ty . Broken curves indicate the expected behaviour on the basis of the interpretation 
given below. 
T h r e e sets of nearly parallel branches can be identified, indicating a spin-split Fermi 
sur face . In all measured orientations the amplitude of the branch indicated by Fj is 
s t ronges t , followed by Г
т
 ; both show only a slight angular dependence in frequency and 
a m p l i t u d e . T h e signals clearly originate from a closed part of the Fermi surface with single 
multipl icity. They are interpreted as spin-split orbits on the nearly spherical F-centred 
e lectron sheet found in both band-structure calculations (Jarlborg et al 1981, de Groot et 
al 1980), Г 1 0 in the notat ion of de Groot et al. For most of the field orientations the second 
h a r m o n i c of Γ
χ
 is also detected. 
Several nearly parallel branches of signals with smaller amplitude are also observed, 
s h o w i n g a s tronger angular dependence. They are attributed to orbits on a spin-split 
X - c e n t r e d hole surface ( X 7 in de Groot et al 1980) and are indicated by XT (Xt ) for the 
major i ty (minori ty) surface. The X branches that can be followed in the entire (1Ï0) plane 
a re doub ly degenerate , as evidenced by the observation of an additional splitting of each 
b r a n c h when the sample is oriented more than 2° out of the plane of rotation. 
T h e ampli tude of the X branches decreases with increasing DHVA frequency. The 
higher frequencies of the X sheet between [110] and [111] are found in the Fourier 
s p e c t r u m as b road shallow maxima (figure 3). This is caused by a strong exponential decay 
d u e to the high value of the Dingle temperature. No frequencies are detected along the 
b r o k e n curves except for the four isolated data points near [001]. These are found in two 
different pieces cut from the single crystal indicating that they are indeed intrinsic TiBe2 
frequencies . They are tentatively ascribed to the X, sheet. Since the X-frequency branches 
in the (010) plane can be followed continuously we find that both X sheets remain closed in 
fields up to about 22 T. In the calculations of Jarlborg et al (1981), however, the Xj sheet 
fo rms necks merging into the neighbouring X sheets. The frequencies observed by van 
-=· и 
с 
>-
σ 
-= э 
.о 
о 
1 2 
•X. 
1 
1000 2000 3000 4000 
DHV1 frequency I T ) 
Figure 3. A typical Fourier spectrum of a DHVA recording. The orientation of the field is 8° 
from | 1 10) t o w a r d s [111]- The individual points in the Fourier spectrum are connected by a 
full curve for visual clarity. 
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Figure 4. The DHVA frequencies from the band-structure calculation including a non-muffin-
tin correction using the experimental data : Гю (full curve) and X7 (broken curves). The d a t a 
from the DHVA experiment are represented by • for the Г orbit and χ for the X orbit. 
Deursen et al (1982)| are included in figure 2 a n d are found t o b e in g o o d a g r e e m e n t w i t h 
the present work. 
Special attention must be given to interpret ing the F o u r i e r s p e c t r a b e c a u s e t h e sp l i t t ing 
of DHVA frequencies is field dependent, a s d i scussed in m o r e de ta i l b e l o w . T h e d a t a in 
figure 2 correspond to the positions of the m a x i m a in the s p e c t r a . T h e y r e p r e s e n t t h e D H V A 
frequencies at some average field value, t h e a v e r a g e d e p e n d i n g o n t h e e x p o n e n t of d e c a y o f 
each separate frequency. All data are taken us ing pulses of 35 Τ t o p field a n d a r e a n a l y s e d 
between 31.4 and 9.8 T. The field c o r r e s p o n d i n g t o t h e spl i t t ing s h o w n in figure 2 is 
estimated to be about 22 T. However, an e s t i m a t i o n s h o w s t h a t t h e field d e p e n d e n c e of t h e 
average of the spin-up and spin-down f requencies F c a n be i g n o r e d , a n d F is t h e r e f o r e 
more accurately determined by the data of figure 2. 
For an accurate comparison of the b a n d m a s s m b a n d t h e effective m a s s m* t h e s h a p e 
and size of the calculated Fermi surface m u s t be b r o u g h t i n t o c l o s e r a g r e e m e n t w i t h 
experiment. This was performed as descr ibed in t h e a p p e n d i x . T h e resu l t ing a n g u l a r 
dependence of the calculated DHVA frequencies is p lo t ted in figure 4 t o g e t h e r w i t h t h e 
experimental data. 
The data presented can be described b y t w o spin-split F e r m i s u r f a c e s h e e t s a n d t h e 
averages of up and down frequencies are in g o o d a g r e e m e n t wi th t h e r e s u l t of t h e b a n d -
structure calculations (Jarlborg et al 1981, d e G r o o t et al 1980) . G i v e n t h e h igh v a l u e s for 
t The spectra in figure 1 of this reference are erroneously stated to be measured from [110] towards [ 100] ; this 
must be [ 110] towards [111]. The calculated curve remains essentially the same. 
Table 1. Fermi surface parameters for the observed Г-centred and X-centred orbits in ТіВег. The measured frequencies are recorded 
from the Fourier spectra and correspond to the values at an effective field of about 22 T. 
Direction 
of magnetic Branch 
field index 
F
m
(l03 T) (experimental) f.OO'T) 
Δ^α,ΟΟ'Τ) 
Majority Minority Experimental* Calculated0 (experimental)' &Е(тН.уа)л 
[100] 
[111] 
[110] 
Г 
X 
X 
г 
χ 
г 
χ 
χ 
2.24 ± 0.02 
2.01 ± 0.03 
2.11 ±0.02 
2.27 ±0.08 
2.16 ±0.02 
1.95 ±0.03 
1.96 ±0.02 
1.80 ±0.03 
1.86 ±0.02 
2.04 ±0.04 
1.90 ±0.02 
1.75 ±0.03 
2.10 ±0.03 
1.91 ±0.05 
1.99 ±0.03 
2.16 ±0.09 
2.03 ± 0.03 
1.85 ±0.05 
2.01 
2.03 
3.85 
1.99 
2.17 
2.03 
1.81 
2.54 
0.28 ± 0.03 
0.21 ±0.03 
0.25 ± 0.03 
0.23 ± 0.08 
0.26 ± 0.03 
0.20 ±0.05 
6.7 ± 0.8 
3.7 ±0.6 
6.4 ± 0.8 
5.0 ±1.8 
6.3 ± 0.7 
5.4 ±1.4 
£ 
a. 
•8 
η» 
a 
ft. 
3 
π ft 
^ 
S-
ft 
i. 
to 
ε 
^ . The average of the experimental values for up and down spin. ^ 
From the refined spin-unpolarised band calculation. 2. 
c
 The measured frequency difference AF
m
 = \F^—Fi\. 3 
" The total energy shift is estimated from &Е = (2р
а
&Р
т
/ть)(М/Мі) for M and M, at 22 T. The quantity Λ/, is inuoduced in § 6.2. g 
' The mass enhancement λ = m*/m\, — 1. £ 
The energy dependence of rab has been derived from the refined band calculation. 
* The difference between spin-up and spin-down effective masses is estimated using ΔΛΙ* = (1 + AXdmb/dE')A£. 
Direction 
of magnetic 
field 
[100] 
[111] 
[110] 
Branch 
index 
Γ 
X 
X 
г 
χ 
г 
χ 
χ 
m* (experimental) 
Majority 
>2.6 
2.7 ±0.3 
2.5 ±0.3 
1.0 ±0.5 
Minority 
2.2 ±0.2 
2.1 ±0.3 
2.0 ±0.3 
m· 
Experimental' 
>2.3 
2.4 ±0.5 
2.3 ±0.5 
mb 
Calculated" 
0.62 
0.85 
1.17 
0.58 
0.68 
0.61 
0.55 
0.92 
Ae 
>2.7 
3.1 ±0.9 
2.7 ± 
0.9 ± 
0.9 
0.9 
drnt/dE 
(Ryd-y 
+ 17 
- 1 0 
+ 2.9 
+ 11 
- 4.3 
+ 13 
- 4.3 
- 2.0 
Δ / π " 
>0.34 
0.29 ± 0.08 
0.31 ±0.09 
0.02 ±0.01 
-~1 
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the susceptibility and electronic specific heat, there must be additional sheets of the Fermi 
surface. These are present in the calculations but have such high effective masses that they 
are not seen in the DHVA experiment. 
4. Effective masses 
The effective masses are determined from the change in amplitude of the DHVA signals 
between 1.3 and 2.1 K. The signal between 31.4 and 9.8 Τ at 1.3 К was divided by the 
temperature-dependent term in the Lifshitz-Kosevich formula corresponding to this 
temperature and with an assumed value for the effective mass. Subsequently this signal 
was multiplied by a term corresponding to T= 2.1 К and the Fourier spectrum of the result 
was compared with that of the 2.1 К data. This procedure was iterated for different 
estimates of m* and in this way the correct value of and the error in m* were obtained. If 
the effective masses are field dependent, the value thus obtained corresponds to a field 
between 31.4 and approximately 22 T. The results are given in table 1. The value for X t 
along [110] is in agreement with the value observed earlier by van Deursen et al (1982). 
The band masses calculated from the refined model described in the appendix and values 
for the mass enhancement Я are also given in table 1. The values for Я are high, especially 
for the Г orbit. 
From the refined band-structure calculation a value for the derivative of the band mass 
with respect to the energy is obtained (table 1). Using this band value and the energy 
splitting (table 1), which will be discussed later, a value for the difference in effective mass 
for the two spin directions is estimated as 
¿wi· = {\ + X)iàmJaE)bE 
where mb is the bare band mass and ΔΕ is the exchange splitting. The results are also 
given in table 1 and are in agreement with the experiment. 
High values for the mass enhancement have been observed previously in weak itinerant 
magnetic systems using the DHVA effect, for example in ZrZn2 by van Ruitenbeek et al 
(1982) and in N13 Al by Lonzarich et al (1983). The mass enhancement found from the 
specific heat for ТіВег is also high. From the specific heat measurements of Stewart et al 
(1982a) a value of Я = 3.6 is derived in zero field by comparing the electronic specific heat 
with the band-structure value for the density of states at the Fermi level of JV(£F)=34 
states R y d - 1 spin - 1 F U - 1 (FU = formula unit) from the refined band calculation. If a field 
is applied, the value of the electronic specific heat γ decreases (Stewart et al 1982a) and 
accordingly Я decreases. One may also expect that, apart from the non-parabolic band 
effects resulting in a different mass for the two spin directions, the average of spin-up and 
spin-down effective masses is field dependent. Therefore the values for the mass 
enhancement can be compared only if they are determined at the same field strength. 
The effective masses are determined for a field of about 22 Τ or higher. Assuming a 
25% decrease for γ at this field we find a value Я = 2.5 from the high-field specific heat data. 
This estimate is in good agreement with the values of Я for the Г orbit listed in table 1. 
However, the specific heat is dominated by the bands with a high partial density of states 
N(EF), not seen in DHVA; the observed Г sheet contributes only a small fraction to the total 
N(EF). Note that the light bands observed here show a mass enhancement of comparable 
magnitude. 
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5. Dingle temperatures 
From the change in amplitude of the beat maxima of the total signal with field a Dingle 
temperature is estimated for the Γ orbits. The contr ibut ions of the X frequencies t o the 
total signal are ignored. The Dingle plots show no a p p a r e n t deviat ions from linearity. 
The resulting values for the three pieces of the single crystal are in the r a n g e 
(2.3 ± 0.5) К < m * ^ < (3.7 ± 0.5) K. The difference in ampli tude of the Г osci l lat ions for 
the two spin directions (figure 3) corresponds to a difTerence in Dingle t e m p e r a t u r e of 
(20 ± 10)%. From the Fourier spectra taken over different field ranges , a Dingle 
temperature for XT along [110] of m*T£ = 6 К was est imated. 
6. Field dependence of the Fermi surface 
In itinerant paramagnetic or ferromagnetic materials the F e r m i surface c h a n g e s as a 
function of the magnetisation. The Fermi surface for the minority-spin e lectrons shr inks 
and the majority surface expands with increasing applied field. F o r p a r a m a g n e t i c meta l s 
this is commonly described by a cosine factor in the Lifshitz—Kosevich formula for the 
DHVA effect (Gold 1968). This cosine factor is cons tant if the susceptibility, a n d 
consequently the Stoner factor, is field independent. If the susceptibility s h o w s s o m e field 
dependence this will result in an additional field dependence of the D H V A a m p l i t u d e a n d 
even 'spin-splitting zeros' may be observed at some field value. F o r mater ia l s like ТіВег 
showing a very strong field dependence of the susceptibility, the n u m b e r of observed spin-
splitting zeros is large and the DHVA effect is better described by t w o s e p a r a t e field-
dependent frequencies. A strong field dependence of the F e r m i surface was also observed 
for the weak itinerant ferromagnet ZrZn 2 (van Ruitenbeek et al 1982). 
6.1. Experimental results 
With the field in the [110] direction, accurate D H V A d a t a are recorded. F o u r i e r s p e c t r a 
taken over different field ranges clearly show a field dependence of the Г frequencies a n d of 
the XT frequency. The Xj frequency is hidden under the stronger Γι peak. T h e a m p l i t u d e 
of the X frequencies is only 10% of the amplitude of the Γ frequencies. F o r the m o m e n t we 
ignore the X frequencies and analyse the field dependence of the Γ frequencies by fitting 
two exponentially damped sine functions over parts of the d a t a . T h e intervals were c h o s e n 
to contain two periods of the frequency difTerence AF. In figure 5 the results for the 
frequency difTerence measured in fields between 11.0 and 30.4 T, here labelled AF
m
, a r e 
plotted against B. The AF
m
 values are obtained from pulses of 35, 26 a n d 18 Τ t o p field; 
good agreement is found between the corresponding d a t a from these difTerent pulses, a n d 
the average values are given in figure 5. 
The assumption that the X frequencies can be ignored was moni tored as follows. A 
computer program simulated the DHVA signals for the Γ a n d X orbits, including a field-
dependent frequency, in close analogy to the measured signals. Fitt ing the s imulated d a t a 
with two frequencies reproduced the correct frequency difTerence except for the highest 
field values. The error bars in figure 5 show this systematic error . 
6.2. Comparison ofAF with the magnetisation 
In figure 6(a) the values for AF
m
 are plotted as a function of the magnet i sa t ion M. T h e 
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Flgure 5. Results for the measured difference in frequency Δ/" between Γι and Γ4 plotted as 
a function of the magnetic field strength. 
b r o k e n line results from the band-structure calculation by shifting the two spin sub-bands 
rigidly up and down. T h e discrepancy between the AF
m
 values and the calculated line is 
d u e primari ly to the ' D o p p l e r ' shift in the DHVA effect (van Ruitenbeek et al 1982). 
Since both the Fermi surface and the Landau levels are changing with field, the DHVA 
frequencies d o not follow the Onsager relation. Instead we measure a momentary 
frequency F
m
 given by 
(1) Fm (B) = d(F(B)/B)/dB- ' = F(B) - B(dF(B)/dB) 
where F(B) is the frequency related by the Onsager equation 
F = (ñ/2neU (2) 
to the extremal cross-sectional area A of the Fermi surface. One is interested in the 
extremal cross sections, so the measured frequencies must be corrected for this 'Doppler' 
shift. By integration of equat ion (1) F(B) cannot be recovered uniquely since replacement 
of F(B) by F(B) + cB for any constant с gives the same F
m
(B). Therefore we use a different 
a p p r o a c h concentrat ing on the difference between spin-up and spin-down frequencies Af 
a n d starting with an expression for AF(B). We assume that in fields above 10 Τ the 
magnet i sat ion of TiBcz can be described by the Stoner model (Stoner 1938, Herring 1966). 
T h u s we ignore the contribution of spin fluctuations. In the Stoner model the only 
excitat ions are single-particle excitations and the bands are rigidly split by an energy ΔΑ" 
given by 
AE(B) = IM(B) + 2μ
Β
 В (3) 
where I is the effective exchange interaction and M(B) is the magnetisation. 
T h e splitting of the D H V A frequencies from the Onsager relation in equation (2) is 
AF= (fi/2neXdA/dE)AE = (mb/2ß3)AE (4) 
where we have used μ
Β
 = eft/2m0 and the reduced band mass ть =(&/2лт0) dA/dE. 
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Figure б. (α) The momentary frequency difference A.F
m
 (full c i rc les ) p lotted as a funct ion o f 
M This was corrected for the 'Doppler' shift and the resulting AF is a l s o g iven (full line). T h e 
slope of the Af against M plot is the same as the s lope o f A . F
m
 aga ins t Mi (figure 6(¿>)). T h e 
broken line is Δ/1 from the band-structure calculat ion, (й) T h e m o m e n t a r y f requency 
dilTerence as a function of Mj A^m is found to be proport iona l to A/j within the 
experimental error. The accuracy of the M\ values is about 4 % . T h e inset s h o w s the re lat ion 
between M and M\ at some field B0. 
Substituting equation (3) in equation (4) a n d using the ' D o p p l e r ' e q u a t i o n (1) w e h 
for the momentary frequency difference, 
AF
m
 = (mb//2//в ΧΜ - B{dM/dВ)) = (m b Ι/2μΒ )Ml 
a v e , 
( 5 ) 
which defines M,. In the inset to figure 6 the relation b e t w e e n Ai a n d Λ/, is i l l u s t r a t e d . 
М^Вц) IS the intercept of the tangent to M(B) in B0 with t h e v e r t i c a l ax i s . T h e Z e e m a n 
contribution to the energy splitting of equat ion (3) a n d t h u s t o AF in e q u a t i o n ( 4 ) is 
completely cancelled in AF
m
 by the Doppler shift. 
The values for Ml can be readily obtained from t h e m a g n e t i s a t i o n d a t a u s i n g t h e 
extrapolation of the linear part of the Arrott plot as descr ibe a b o v e . I n figure 6(¿») A.Fm is 
plotted as a function of Ml. We find that our results a re well d e s c r i b e d b y t h e l i nea r 
relation 
where 
bFm=a + ßM1 
α = ( 0 ± 2 ) χ ΙΟ1 Τ 
( 6 ) 
/ f f = ( 1 . 7 ± 0 . 2 ) x ΙΟ 3 Τ/μ 
в » 
in agreement with the Stoner model. 
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6.3. Discussion of the results for AFm 
T h e O n s a g e r AF7 fol lows by substitution of equation (3) in equation (4): 
AF=(mbI/2uB)M + mbB=ßM + mbB. (7) 
T h i s is a l s o p l o t t e d in figure 6(a) using the constant β from equation (6). There is a 
d i f ference of a b o u t 2 5 % between the experimental and theoretical values for the slope of 
AF a s a f u n c t i o n of M. F o r an estimate of the constant β from the band-structure 
c a l c u l a t i o n w e a s s u m e t h a t the D O S , N(E), is constant near EF. At sufficiently low 
t e m p e r a t u r e s w e h a v e 
M = N(EF)AE. (8) 
C o m b i n i n g t h i s w i t h e q u a t i o n (4) gives 
АЕ=(т
ь
 /2MB N{EV ))M. (9) 
T h u s f r o m t h e b a n d - s t r u c t u r e calculation we have 
/5
c a J c ~ mb /2//B M(E¥ ). 
T h i s is a r o u g h a p p r o x i m a t i o n but it shows that the 25% difference with the experiment 
c o u l d b e d u e t o a ca lcu la ted value for N(FF) which should be higher or a value for mb 
w h i c h s h o u l d b e lower . Alternatively, this difference can be explained if we abandon the 
a s s u m p t i o n of a r igid b a n d splitting. The effective exchange interaction I may depend on 
t h e w a v e v e c t o r к, so t h e m e a s u r e d energy splitting of the Г orbits may be smaller than the 
effective sp l i t t ing of all b a n d s . 
T a b l e 2 l ists v a l u e s for AF
m
 a n d AF at different field strengths, using equation (7). We 
m a y def ine a n effective S toner factor S' for the Г orbit and for different fields with 
S' = AE/2MBB. (10) 
T h e v a l u e s for ¿T' a r e also listed in table 2. It can be seen here that with decreasing field 5 ' 
t e n d s t o t h e u s u a l S tone r factor 
S = Xo /*Pauii = Xo /2MO MB M ^ F ) 
w h i c h for o u r m a t e r i a l , with the experimental value for χ0 and the calculated N(EF), has 
t h e v a l u e 5 9 . T h i s m u s t be so, for with equation (8) one can show that S' = S for vanishing 
field s t r e n g t h s . Yet t h e 2 5 % difference between the experimental and theoretical values for 
β l e a d s t o a 2 5 % difference in the values for S'(B = 0) and S. 
T h e fac t t h a t a S t o n e r relation between AF
m
 and M, is found corresponds to the fact 
t h a t t h e A r r o t t p l o t is l inear for the field values studied. Below 10 Τ the Arrott plot is 
c u r v e d a n d , if sp in fluctuations influence the magnetisation, we may expect to find a 
Table 2. Some values for AF
m
 and derived quantities for the Γ orbit along [110]. AE is 
found from AF using equation (4). The definition of S' is given in the text. 
S ( T ) Λ/(μ
Β
) AF
m
m AF(J) AE(mRyd) 5' 
22.1 0.260 270 ± 9 450 ±50 6.3 ±0.7 34 ±4 
18.8 0.242 235 ± 7 420 ± 50 5.9±0.7 37±4 
15.0 0.219 209 ± 7 380 ±50 5.3 ±0.6 42 ± 5 
12.2 0.199 182 ± 9 350 ±40 4.8 ±0.6 46 ±6 
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deviation from the linear dependence of AF
m
 on M,. Note here that Ml = 0 at the field 
where the susceptibility is at its maximum, i.e., at a field of about 6 T. Experiments in fields 
below 10 Τ are in preparation. 
7. Conclusion 
The DHVA frequencies in TiBej above 10 Τ are well described by two sheets of F e r m i 
surface showing a ferromagnetic-like splitting. Only orbits having a relatively light m a s s 
are observed and they are used as a probe for the magnetisation caused by the heavy 
bands. 
A large value for the mass enhancement for the Γ orbit is observed, in agreement with 
high-field specific heat data, whereas for the X orbit the enhancement is half t h a t value. 
Spin fluctuations will affect the dressing of the electrons and it is interesting to look for field 
and temperature dependences of the effective masses. 
The exchange splitting of the Γ orbit is proportional to the magnetisat ion in fields 
between 11 and 30.4 T, in agreement with the Stoner model. In fields below 10 Τ a 
departure from the linear dependence of the exchange splitting on the magnet isat ion m a y 
be observed. 
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Appendix 
The traditional muffin-tin approximation actually involves two a p p r o x i m a t i o n s : the 
potential within the muffin-tin (мт) spheres is spherically averaged and the potential in 
between the мт spheres is considered to be constant. The latter approximat ion w a s not 
applied in the earlier calculation on ТіВег (de G r o o t et al 1980): non-muffin-tin 
corrections were included through the Fourier coefficients of the potential ( 'warped muffin-
tin approximation'). Non-spherical terms in the potential inside the м т spheres were not 
taken into account in the earlier paper. The size of these corrections is expected to be small 
and their influence modest: they will influence the position of the t 2 g Ti d e lectrons 
compared with the et Ti d electrons but will not influence the Be s electrons or the Ti s a n d 
ρ electrons. That the size of the correction is to be small stems from the fact that the Be 
sublattice charge density does not contribute to the non-spherical terms in the Ti potential 
(de Groot and Janner 1984). The dominant correction is due to the nearest-neighbour Ti 
atoms. The shape and size of the X 7 DHVA orbit are very sensitive t o non-spherical 
corrections within the Ti muffin-tin spheres as will now be shown. 
Let us focus on the electronic structure at the point X. Bands 7 and 8 form a doublet at 
X of pure t2, symmetry, and bands 9 and 10 a doublet of pure e
e
 symmetry (Іг, a n d e g are 
not to be considered here as symmetry labels but as a label meaning t 2 g being c o m p r i s e d of 
djg,, dja and dyt orbits, and e, being composed of d r i and dxi_y2 orbits). Along the line ζ the 
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Table 3. T h e к · ρ Hamiltonian for bands 7-10 around the point X. For visual clarity only 
the upper half of the Hamiltonian is shown and all coefficients except p\ andpa have been 
omitted. The component of A along χ is denoted by x, etc. 
\y + xz -ix—yz 
x + \yz -y-iyz 
P2+Z2 + X2+y2 xy 
P2+Z2 + X2+y2 
t2g doublet gently curves down and at the intersection with the Fermi energy the 
wavefunction character of band 7 has mainly t2g symmetry. Along Δ (and S), however, the 
b a n d 9—10 doublet splits rapidly. Close to X the lowest eg state crosses the tjg states. As a 
consequence the wavefunction of the intersections of band 7 with the Fermi energy along Δ 
(and S) is primarily of e g character. Thus any inaccuracy in the positions of the eg 
electrons compared with the t2g electrons will be reflected directly in the shape and size of 
the X 7 orbit. On the other hand, an accurate knowledge of the shape and size of the X7 
orbit will allow us to determine the size of the non-muffin-tin correction! 
In order to do this the four bands (7-10) were fitted to а к ·ρ Hamiltonian around X. 
A fit of the coefficients of a second-order к · ρ Hamiltonian shown in table 3 to the original 
LAPW bands was performed; the RMS error of the fit was better than 0.1 mRyd. Two 
cons tants appear on the diagonal of the к · ρ Hamiltonian, called ^ and P2 in table 3. 
Their physical meaning is the position of the doublets at X. It is exactly those parameters, 
or more specifically their difTerence, which is determined by the non-spherical terms in the 
potential in the Ti spheres. This energy difference was varied to give the best agreement 
with the observed branches of the X 7 orbit, taking the average of spin-up and spin-down 
values. The result was a non-muffin-tin correction of 6.4 mRyd. However, such a 
correction cannot be applied without a correction to the Fermi energy: the lowering of the 
lowest doublet at X will also suppress the Fermi energy somewhat. This correction is more 
difficult to obtain, since the к · ρ fit has only local validity and cannot be used for the 
Brillouin-zone integration needed for the determination of a new Fermi level. A shift of 
2.7 m R y d seems reasonable, however, and also brings the Γ|0 orbit into very close 
agreement with experiment. Higher-order non-muffin-tin corrections are of less importance 
a n d will, for example, influence the position of the upper branch of the X7 orbit near the 
[001] direction most. Since only four points could be obtained here experimentally, no 
a t tempts were made to obtain higher-order non-muffin-tin corrections. 
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5. The magnetisation of ZrZn2 and TiBe2 
The magnetisation of ZrZn2 and ТіВег was measured up to 15 Τ in a Bitter m a g n e t of t h e 
Nijmegen High Magnetic Field Laboratory. The magnetic properties of these c o m p o u n d s 
are known to depend strongly on the exact composition of the material used. In o r d e r t o 
be able to compare magnetisation and dHvA results we used the same mater ia ls for b o t h 
experiments in so far as the limited amount of single crystalline material did n o t severe ly 
limit the accuracy. The results for the single crystalline ТіВег are already p r e s e n t e d in 
chapter 4. In addition polycrystalline material of ТіВег is measured up to 32 Τ in t h e A m ­
sterdam pulsed field system, and up to 15 Τ in a Nijmegen Bitter magnet*) . 
5.1 Experimental procedure 
The experiments in the 15 Τ continuous field are done using a moving sample m a g n e t o m e ­
ter. The sample mounted at the end of a vertical rod is moved by a p n e u m a t i c s y s t e m 
between two sets of compensated pick up coils (figure 5.1). The coils are m o u n t e d sym­
metrically with respect to the centre of the high field coil. The homogeneity of t h e field is 
2-10-3 over a sphere of 1 cm radius. The assembly of pick up coils and s a m p l e r o d is 
mounted inside a continuous flow cryostat. The temperature inside the cryostat is m e a s ­
ured using a callibrated gold 0.03 % iron/chromel thermocouple and an A l l e n - B r a d l e y 
resistor. The temperature is stabilized using a capacitive thermometer which is insens i t ive 
to the magnetic field. The potential induced in the pick up coils while moving t h e s a m p l e 
between the coils is measured using a Solartron 7075 integrating voltmeter. T h e sys tem w a s 
callibrated against the magnetisation of a cylindrical Ni sample. Corrections m a d e for t h e 
difference in size of the Ni sample and the ZrZn2 and ТіВег samples are smal ler t h a n 
0.6 %. The accuracy of the magnetometer is 2-10-6 Am2 in low fields and about 
*) This work is performed in cooperation with F.R. de Boer, A.P.J, van D e u r -
sen, Z. Fisk, R.W. van der Heijden, P.G. Mattocks, H.W. Myron and J . L . 
Smith. 
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Figure S.l Compensated pick up coil system for the moving sample magnetometer The dimensions are 
given in mm. The centre of the high field magnet is denoted by с The number of windings of the inner 
coils is 8500 each. The outer coils have approximately 4400 windings 
4 - 1 0 - 6 A m 2 in t h e highest fields. The accuracy of the instrument would be improved by 
a b o u t 10 t i m e s using more windings on the pick up coils. 
T h e p u l s e d field measurements are done at the University of Amsterdam. The sys­
t e m in A m s t e r d a m has been specially designed to measure the magnetisation of metallic 
s a m p l e s u p t o 32 T . In order to avoid the contribution of eddy currents in the magnetisa­
t i o n t h e field decreases in steps. In between two steps the field is kept constant allowing 
f o r t h e e d d y current s to decay. The magnetisation is measured by integration of the poten­
t i a l i n d u c e d in a set of compensated pick up coils. The residual pick up due to the decay­
i n g a p p l i e d field is removed by substracting a measurement without the sample. For sam­
p l e s w i t h a low conductivity the magnetisation can be measured in a continuously decreas­
i n g f ie ld. T h e small contribution of eddy currents can then be found from a comparison 
w i t h a s t e p - p u l s e measurement. For a detailed description of the apparatus see Gersdorf et 
a l . ( 1 9 8 3 ) . T h e overall accuracy of the system is 2-1СГ5 Am2. 
T h e Z r Z n 2 sample measured in the continuous field consists of the multicrystalline 
m a t e r i a l f r o m which the single crystal for the dHvA experiments was isolated. The mass of 
t h e s a m p l e a m o u n t s 32.8 mg. Two ТіВет samples are used: a 144.7 mg cylinder of 4 mm 
l o n g a n d 2 m m radius (sample I) and an irregular piece of 121.3 mg (sample II). Both sam­
p l e s a r e c u t f rom one piece of polycrystalline material. The resistivity ratio measured on 
s a m p l e s c u t f rom this piece are in the range 66 < ρ(293Κ)/ρ(4.2Κ) < 89. 
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15.0 
Figure 5.2 Magnetisation at 4 2 К of the ZrZn^ material used in the dHvA experiments . 
5.2 The magnetisation of ZrZii: up to 15 Τ 
The results of magnetisation measurements on ZrZn2 at 4.2 К are given in figure (5.2) 
and, as an Arroti plot, in figure (5.3). The Arroti plot is straight within the e x p e r i m e n t a l 
error up to a field of 15.0 T. The magnetisation of the sample is small c o m p a r e d t o t h e ap­
plied field. The field was corrected for the magnetisation using an es t imate of 0.5 for t h e 
demagnetising factor. The correction, which is smaller than the e x p e r i m e n t a l e r r o r , shifts 
the Arrott plot 210" 2 Tmole/Am2 to the right. A linear least squares fit to the d a t a in fig­
ure (5.3) gives, following equation (1.8) *) 
Mo = 0.699 ± 0.008 Am2/mole 
Xo = (3.83 ± 0.07)· 10-7 m3/mole 
*) For comparison the magnetic moment per ki logram equals 
3.15 ± 0.04 Am2/kg corresponding to 0.125 ± 0.002 μΕ/formula unit . T h e mass 
susceptibility equals (1.72 ± 0.03)·10-6 nvVkg. 
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Figure 5.3 Arrott plot of the data in figure (5 2) The straight line is the result of a linear least squares fit 
T h e r e is a small discrepancy between the value for Mo found here and the value given by 
M a t t o c k s a n d Dixon (1980) for material from the same batch. This may be due to the 
slight ani sot ropy of the magnetisation reported by Foner et al. (1967) or to an inhomo-
geneity of the material . 
In c h a p t e r 3 a value for the susceptibility χο was derived from the field dependence of 
t h e e x c h a n g e splitting of the Γ centred sheet of the Fermi surface, as measured by the 
d H v A effect. This value is large compared to χο values for ZrZn2 reported in the literature 
( c h a p t e r 3, table 1) and this was ascribed to the sample dependence. Here we find a value 
for χο from t h e magnetisation of the same material as used in the dHvA experiment which 
is in good a g r e e m e n t with the dHvA value. This indicates that the assumption of rigid 
b a n d splitting is fulfilled to within the accuracy of the measurement. The light bands which 
we m e a s u r e in the d H v A experiment are polarized to the same extend as the heavy bands 
which are really responsible for the ferromagnetism. 
5.3 The magnetisation of polycrystailine TiBez 
In o r d e r to verify the assumption in chapter 4 that the Arrott plot of ТіВег is linear for 
fields higher than 10 T, the magnetisation of polycrystailine material was measured up to 
32 T . T h e a m o u n t of single crystalline material was not sufficient for accurate pulsed field 
m e a s u r e m e n t s . 
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Figure S.4 Arroti plot of the magnetisation of ТіВег (sample II) at 1.4 К up to 32 Τ The data are taken 
from a continuously decaying field pulse Errorbars are given at 32 T, 20 Τ and 10 Τ The straight line 
serves as a guide to the eye 
The results are given in figure (5.4). The plot is indeed linear to within the experimental 
error between approximately 10 Τ and 32 T. This rusult justifies the analysis of the field 
dependence of the dHvA effect given in chapter 4. 
From the field dependence of the specific heat of TiBez Stewart et al. (1982b) find 
evidence that spin fluctuations are suppressed in fields above approximately 25 T. This 
suppression is expected for fields В > квТзг/ЕЦв = Bsp (Brinkman and Engelsberg 1968). 
In chapter 6 an estimate of T S F = 25 ± 10 is given from magnetoresistivity measurements, 
which is in agreement with this field В$
т
. We find here no anomaly in the magnetisation 
at this field. 
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In c o n t i n u o u s fields up to 15 Τ the magnetisation of ТіВег was measured at several 
t e m p e r a t u r e s a n d the differential susceptibility ΔΜ/ΔΒ was calculated. The results are 
given in figure (5 .5) . T h e Arrot i plot for Τ = 4.2 К is shown in figure (5.6). The results in 
figures (5.5) a n d (5.6) at 4.2 К are in agreement with Acker et al. (1981b). At higher tem­
p e r a t u r e s t h e m a x i m u m is clearly smeared out. This maximum in the susceptibility of ТіВег 
or , equivalent ly , t h e turn in the Arroti plot ask for an explanation. Three ideas that may 
form t h e basis of an explanation are listed in section 1.3: (a) a fine structure in the density 
of s ta tes , (b) a t e r m H 2 l n H in the magnetisation (Misawa 1970) and (c) a mctamagnetic 
t rans i t ion s m e a r e d out due to local environment effects (Wohlfarth 1980b). In the next 
p a r a g r a p h t h e exper imenta l results will be discussed in terms of interpretation (a) and it 
will b e s h o w n that t h e r e is evidence in favour of (a) and against (b). Interpretation (c) is 
r e l a t e d t o (a) and will also be discussed. 
First we observe that the Arroti plot is linear below approximately 5 Τ (figure 5.6). 
A t t h e s e low fields we find a negative slope. A linear relation between M 2 and B/M with a 
negat ive s lope is found in the Stoner model when the density of states around Ep can be 
a p p r o x i m a t e d by a quadrat ic function (equation 1.6) and when the condition for the 
derivat ives of t h e density of states 
N 2 > 3(NfyNo ( 5 . 1 ) 
is satisfied. This is the same condition as given in section 1.1 required for the occurence of 
m e t a m a g n e t i s m . T h e tempera ture dependence of χ is small for low temperatures and for 
fields smal ler t h a n 5 Τ (Acker et al. 1981b). Therefore at 4.2 К we ignore the term ct 'T 2 in 
e q u a t i o n (1.10). T h e constants χο and γ ' may then be determined from a linear fit to the 
d a t a in figure (5 .4) . T h e resulting values are 
χο = (1.18 ± 0 . 0 2 ) 1 0 - 7 m3/mole 
γ ' = - 0 . 4 7 9 ± 0.005 (mole/Am2)2 
Subst i tut ing these values in equation (1.12) we can extrapolate the low field susceptibility 
t o higher fields and t h e result is given as a solid curve in figure (5.5). If the susceptibility 
would follow t h e S t o n e r model it would tend to infinity for 
1 + 3 v ' M 2 = 0 (5.2) 
Thi s is e q u a l to e q u a t i o n (13) in Wohlfarth and Rhodes (1962) for the critical field at 
which t h e system goes into the metamagnetic state. Here we find that this critical field 
e q u a l s 
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Figure S.S Susceptibility Д\ ДВ as a function of the applied field for TiBea (sample I) measured in the 
moving sample magnetometer (O 4 2 Κ, Δ 10 К, + 15 К, x 20 К) The solid curve results from the 
linear St to the low field data in figure (5 6) as descnbed in the text The arrow shows the position of the 
critical field B
m
 The broken curves connect the data points 
B
m
 = 5.9 ± 0.1 Τ 
The actual field dependence of the susceptibility can now be interpreted as follows. The 
Fermi level is at a local mimimum in the density of states such that the density of states is 
increased when an external field is applied: 
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Figure 5.6 Arroti plot of the 4 2 К data in figure (5 5) For fields between 0 and 4 Τ the Arroti plot is 
straight with a negative slope The straight line at low fields is the result of a linear fit The constants 
from the fit are given in the text For fields higher than 10 Τ the plot is again straight, now with a positive 
slope (see also figure 5 4) The solid curve is the result of a least squares fit of the form 
В = aM + ЬМ 2 + cM 2 lnM (Misawa 1981) 
Ν(Β) = •/2(Ν
ΐ
(Β) + Ν 1 (Β)) 
N(B) = N„-¡1 + £ Hl 
No 
2ïi 
No 
ΔΕ2(Β) (5.3) 
where ΔΕ is given by equation (1.4). This is illustrated in figure (5.7). The term in square 
brackets is positive when the inequality (5.1) is satisfied. The increasing N(B) brings the 
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system closer to the magnetic instability (see equation 1.15) a n d t h e susceptibil i ty in­
creases. However, since a local minimum requires a m a x i m u m as well, t h e susceptibil ity 
will be reduced again above a certain field strength, which is e i ther be low o r above the 
critical field B
m
. The data indicate that this maximum occurs for fields lower than B
m
. 
Well above this field the density of states is approximated again by a q u a d r a t i c function 
having new constants No, N1 and N2 which satisfy N2 < 3(Nf/No. T h u s at t h e s e high fields 
the Arroti plot is straight with a positive slope. T h e distance in e n e r g y b e t w e e n t h e zero-
field Fermi level and the position of the structure in N ( E ) is of t h e o r d e r of 
5μΒΒ « 20 meV with the Stoner factor S = 65 and В = 5 T . A d d i t i o n a l e v i d e n c e for this 
picture comes from bandstructure calculations. Both de G r o o t et al. (1980) a n d Jar lborg 
and Freeman (1980) find the Fermi level at a local minimum in the dens i ty of s tates func­
tion. Jarlborg et al. (1983) have calculated the field d e p e n d e n c e of t h e m a g n e t i s a t i o n from 
their bandstructure in a mean field (Stoner-) approximation a n d they find a qual i tat ive 
agreement with experiments. A similar interpretat ion of the m a x i m u m in χ ( Τ ) for palladi­
um was given by Fradin (1974). 
As already pointed out, the mechanism leading to m e t a m a g n e t i s m is t h e s a m e as t h e 
one described here, it is just a question of reaching the critical c o n d i t i o n . F o r an u n d e r ­
standing of the behaviour of ТіВез this point may therefore be of m i n o r i m p o r t a n c e . Still if 
it were a metamagnet this would make ТіВег an even m o r e pecul iar m a t e r i a l . H o w e v e r , it 
is unlikely that the transition actually occurs. It has already b e e n p o i n t e d o u t t h a t t h e field 
dependence of the susceptibility indicates that the m a x i m u m in N ( E ) is crossed before the 
critical condition (5.2) is satisfied. Furthermore there have b e e n n o r e p o r t s of any hys­
teresis in the magnetisation curve. These arguments consider t h e t r a n s i t i o n ; t o my 
knowledge there is no criterion by which the it inerant m e t a m a g n e t i c state can b e dis­
tinguished from the exchange enhanced paramagnet ic state. 
KE) N(E) 
Figure 5.7 Schematic representation of a density of states function N ( E ) with a m i n i m u m at the posit ion 
of the Fermi level (left) In an external field the bands are shifted with respect to each o t h e r (right) and 
the density of states at the Fermi level increases. The magnetisation data for ТіВез suggest that the F e r m i 
level is at a Van Hove singularity in N(E) for B = 5 T . 
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T h e t e r m H 2 l n H in the susceptibility proposed by Misawa (1970) using the Fermi liquid 
m o d e l , was shown by Acker et al. (1981b) not to describe the experimental results. Misawa 
s h o w e d tha t a be t te r approximation to the model gives an M2lnM term and that this 
desc r ibes t he da ta of Acker et al. very well (Misawa 1981). However, the present data 
show less scat ter than the previously cited results and from the fit to the points in figure 
(5 .6) (full curve) we find that this describes the results less accurately than the straight 
l ines of in te rp re ta t ion (a) . Also from a theoretical point of view the results of Misawa 
h a v e b e e n critisized (Carneiro and Pethick 1977 and Mishra and Ramakrisnan 1978). 
W e conc lude that the Stoner model, with the additional assumption of a fine struc-
tu re in t he densi ty of states, can account for the low temperature field dependence of the 
m a g n e t i s a t i o n . Howeve r , it cannot account for the T'lnT term in the specific heat (Jarlborg 
et al . 1983) as observed by Stewart et al. (1982a and b). At higher temperatures the collec-
tive exc i ta t ions b e c o m e impor tant and a description of the effects of spin fluctuations is re-
q u i r e d . It is no t obvious that spin fluctuations do not modify the ground state (T = 0) pro-
pe r t i e s as given by the Stoner model , yet the paramagnon model (Béal-Monod 1982) at 
least sugges ts that the Stoner model should be a good approximation at Τ = 0. 
N o w we m a y give a qualitative explanation of the striking feature in the field depen­
d e n c e of t h e specific heat (see figure (1.8) and Stewart et al. (1982b)). The decrease of 
t h e specific h e a t with increasing field may be interpreted as a suppression of spin fluctua­
t i o n s , b u t o n e would expect that this is a gradual process starting from В = 0 (Brinkman 
a n d E n g e l s b e r g 1968), whereas the experiment shows only some effect above approximate­
ly 5 T . H o w e v e r , if the above interpretation of the field dependence of the susceptibility is 
c o r r e c t t h e n be low 5 Τ the density of states, and thus the Stoner enhancement S, increases 
wi th field, e n h a n c i n g spin fluctuation effect. The competition between this enhancement 
a n d t h e d i rec t suppression by the field might explain the observed small effect of a field on 
t h e specific h e a t for В < 5 Τ (van Ruitenbeek et al. 1984). This simple model has also 
b e e n p r o p o s e d independent ly by W. Gerhardt et al. (1983). 
T o s u m m a r i z e , the Arrot t plot of the magnetisation of ТіВег is found to be linear 
b e t w e e n 0 Τ an about 4 Τ and between about 10 Τ and 32 T. The low temperature field 
d e p e n d e n c e of the magnetisat ion can be described in a simple way using (a) the Stoner 
m o d e l , (b) a quadra t ic approximat ion of the density of states to both sides off (c) a Van 
H o v e s ingular i ty which is at a distance of about 20 meV from the Fermi level. It has been 
d e m o n s t r a t e d t h a t the m a x i m u m in χ ( Η ) is not well described by the Fermi liquid model of 
M i s a w a . T h e r e is no evidence for the occurrence of metamagnetism. If the qualitative ef­
fects of spin f luctuations are included in the here proposed simple model then the field 
d e p e n d e n c e of the specific heat of ТіВег may also be explained. 
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6. The magnetoresistivity of the spin fluctuation materials 
TiBe2, TiBcLgCuo 2 and UA12 
The C15 materials ТіВег and UAI2 are probably the best known examples of exchange 
enhanced paramagnets in which spin fluctuations are believed to play a dominant part. 
TiBei eCuo2 is a very weak itinerant ferromagnet. The T3lnT term in the specific heat for 
this alloy is as large as for pure TiBe: (Stewart et al. 1982a) which indicates that the spin 
fluctuations are as important in the ferromagnetic state of TiBei8Cuo2 as in the pure 
paramagnetic material. Here we present the first magnetoresisitivity measurements on 
these materials. 
UAI2 is the first homogeneous metallic compound that showed a term T3lnT in the 
low temperature specific heat which was attributed to the effects of spin fluctuations 
(Trainor et al. 1975). It has a high susceptibility χο (table 1) and a quadratic temperature 
dependence of the susceptibility and resistivity for low temperatures (Brodsky and Trainor 
1977, Arko et al. 1972). In contrast to ZrZn: and ТіВег there is only a small sample 
dependence of the experimental results. The values reported for the susceptibility agree to 
within 10 % (Trainor et al. 1975, Fournier 1979, Franse et al. 1982). The field dependence 
of the susceptibility and the magnetoresistivity at 4.2 К both show a bend over to a smaller 
field dependence at a field of approximately 15 Tesla (Franse et al. 1982). Here the mag-
netoresistance experiments of Franse et al. are extended to temperatures in the range 1.5 
К - 4.2 К and to different orientations of the magnetic field both with respect to the crystal 
axes and with respect to the current direction. Several attempts to observe the dHvA effect 
in this material in pulsed fields up to 40 Τ and at 1.0 К were unsuccessful*). 
6.1 Theory 
The resistivity of a metallic material at temperature Τ and in a magnetic field В is deter­
mined by several mechanisms. For the spinfluctuation materials considered here we write 
*) This work is performed in cooperation with A.J. Arko, A.P.J, van Deursen, 
H.W. Myron and J.L. Smith. 
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ρ(Β,Τ) = Qo(T) + Δρη(Β,Τ) + Δρ5 Ρ(Β,Τ) (6 1) 
The resistivity at В = 0 is determined by the scattering with impurities, phonons and spin 
fluctuations The magnetoresistivity is defined by Δρ(Β,Τ) = ρ(Β,Τ) - ρ(Ο,Τ) From sym­
metry arguments it follows that in the limit of low magnetic fields Δρ is proportional to B 2 
The only exception is for ferromagnets, where Δρ « В in low fields 
In equation (6 1) two contributions to the magnetoresistivity are distinguished 
Δρο(Β,Τ) represents the ordinary magnetoresistivity due to the deflection of the current in 
a magnetic field The ordinary magnetoresistivity is always positive for all orientations of 
the magnetic field It is larger for fields perpendicular to the current (transverse magne­
toresistivity, Δρχ) than for fields parallel to the current (longitudinal magnetoresistivity, 
¿Qu) 
Kohier (1938) showed that 
~даг "
 i{WxS) (6 2) 
where the function f is independent of the temperature or the impurity content of the me­
tal The assumptions that lead to Kohler's rule are summanzed by Chambers (1956) 
(1) Collisions can be described in terms of the relaxation time approximation 
(2) The Fermi surface is field and temperature independent, and 
(3) Changes in the temperature alter all t(k) by the same factor 
For the materials considered here all three assumptions are likely to be invalid. However, 
the trend in (6 2) is that Δρ(Β,Τ) decreases with increasing ρ(Ο,Τ) since the function f gen­
erally changes faster than linear m В 
The contribution Δρ5Η(Β,Τ) to the magnetonsistivity represents the change in the 
scattering rate of the conduction electrons with the spin fluctuations when a magnetic field 
is applied Theoretical results on the effects of spin fluctuations on the magnetoresistivity 
are given by Ueda (1976) and by Hertel et al (1980) For low temperatures both refer­
ences give an expression 
Δρ8 Ρ(Β,Τ) = g(B)T2 (6 3) 
Here g(B) is a complicated function of the field According to (6 3) the total magnetoresis­
tivity Δρ(Β,Τ) m (6 1) at Τ = 0 is equal to the ordinary magnetoresistivity Δρο(Β,Ο) Both 
Ueda and Hertel et al find that g(B) is negative This is important since Δρο is always po­
sitive Ueda gives as a limiting form g(B) α - В " 1 / 3 for В large enough Béal-Monod (1982) 
conjectures that for low fields and low temperatures g(B) is proportional to some power of 
the susceptibility This would make g(B) positive when χ(Β) increases with applied field 
and negative in the case of a decreasing susceptibility 
The separation of the magnetoresistivity into two distinct contributions as given in 
equation (6 1) is rather crude When the magnetic field changes the electron-spin fluctua­
tion scattering rate, this will also affect the ordinary magnetoresistivity Δρο(Β,Τ) More­
over in an expenment it is often difficult to separate the two contributions However, 
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Figure 6.1 The instrument used for magnetoresistivity measurements. An explication of the symbols is 
given in the text. 
equation (6.1) is useful in the limiting situation where one of the two terms dominates 
Δρ(Β,Τ). 
6.2 Experimental procedure 
The major part of the experiments are performed using a four probe AC technique. The 
fields are supplied by a superconducting coil up to 9 Τ and a Bitter magnet of the 
Nijmegen High Magnetic Field Laboratory up to 20 T. The apparatus used is given 
schematically in figure (6.1). It measures potentials with a resolution of 1 nV. The relative 
accuracy Δρ/ρο is better than 2 %o in a superconducting magnet. In the Bitter magnet the 
accuracy is somewhat less due to a higher noise level. 
The sample S is inside a dewar D (figure 6.1) in the bore of a high field magnet (not 
shown). The current leads are glued to the sample using a conduction silver paint. The po­
tential leads are connected to the sample by pressing the sharpened edge of two phos­
phorus bronze springs onto it. The distance between the spring contacts is between 1.0 and 
1.7 mm. The generator G produces a sine wave at a frequency of 90 Hz. This oscillation is 
amplified by A to make a current of about 50 m A in approximately 20Ω. The current is 
measured by monitoring the potential over a 10Ω resistor R. This potential is also used as 
a reference for the phase sensitive detectors (PSD). PSDi measures the voltage-drop over 
the part of the sample between the contact springs. In order to avoid ground loops a 
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20.0 
Figure 6.2 Magnetoresistivity of ТіВег Transverse at 1 5 Κ (Δ) and 4 2 К (О) and longitudinal at 1 5 
K(x) and 4 2 К (+) The Unes serve to connect the data points 
PAR 190 low noise transformer provides galvanic separation. The oscillatory potential of 
the primary circuit is coupled to the secondary side of the transformer by stray capaci­
tances. Therefore the potential of the primary circuit is brought close to the ground poten­
tial by a loop consisting of PSD2, an integrator I and a potentiometer circuit incorporating 
a light dependent resistor LDR. 
The output of a PSDi is recorded by PDP computer together with a signal propor­
tional to the magnetic field. The instrument was tested against a, less sensitive, DC 
method. In a few cases the measurements are repeated with a current-frequency of 20 Hz 
and all experiments are repeated on at least two different samples. 
The samples are mounted on a spiral gear rotator with the long axis (current direc­
tion) either parallel or perpendicular to the axis of rotation. 
The ТіВег samples are cut from the polycrystalline material that is also used in the 
magnetisation measurements of the preceding chapter. The dimensions are 
0.7x0.7x5.0 mm3 and the resistivity ratio ρ(293Κ)/ρ(4.2Κ) = 80 ± 3. 
The TiBei8Cuo2 polycrystalline samples of 1.0x1.0x5.0 mm
3
 have a resistivity ratio 
of 2.0. The ferromagnetic Curie temperature is 14.0 ± 0.5 K, the saturation magnetic mo­
ment is Mo = 0.105 ЦвДогтиІа—unit and the susceptibility χο = 2.5-10"7 mYmole. 
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The UAI2 samples are two single crystals of 0 .5x0.7x3.3 m m 3 and 0 . 6 x 0 . 5 x 2 . 5 m m 3 
having the long axis along [110]. The resistivity ratios are 34 ± 2 and 52 ± 2 respectively. 
Β (Τ) 
Figure 6.3 Longitudinal magnetoresistivity of ТіВег as a function of applied field for temperatures 
between 1.5 and 42 О К The data are recorded while changing the field linearly in time from 0 to 20 Τ 
(15 Τ) m 5 minutes. 
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Figure 6.4 The longitudinal magnetoresibtivity results for ТіВег from figure (6 3) plotted as a function of 
temperature (O : 4T, Δ · 8T, + : 12 Τ, χ : 15 Τ) The broken lines serve as a guide to the eye 
6.3 T h e magnetoresistivity of TiBej and TiBei.eCucu 
6.3.1 Resul ts 
Figure (6.2) shows the transverse and longitudinal magnetoresistivity of ТіВег at t w o dif­
ferent t e m p e r a t u r e s . We find that Δ ρ
χ
 is larger than AQQ as is generally expected. W e wish 
to c o n c e n t r a t e on the longitudinal magnetoresistivity. Figure (6.3) shows Δ ρ ι ( Β ) for tem­
p e r a t u r e s between 1.5 and 42.0 K. Part of the data is plotted as Δρ^Τ) at several fields in 
figure (6 .4) . For temperatures below 7 К and for initially increasing field the curves in fig­
u r e (6.3) all show the same behaviour. A negative deviation from the lowest t e m p e r a t u r e 
curve sets in above approximately 5 Τ and this deviation grows with increasing t e m p e r a -
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Figure 6.5 Resistivity of TiBei at В = 0 as a function of temperature given in the same arbitrary units as 
used for figures (6 3) and (6 4) 
ture. For temperatures above approximately 8 К the magnetoresistivity is dominated by a 
strong negative contribution at all fields. No saturation of the negative magnetoresistivity 
was observed for fields up to 15 T. Figure (6.4) shows that the positive Δρι at low tem­
peratures is small compared to the negative value at higher temperatures. The temperature 
dependence of the negative AQ\\ attains a minimum value at about 25 К and increases for 
higher temperatures. The temperature dependence of the zero field resistivity is given in 
figure (6.5). 
The results for the magnetoresistivity of TiBe1BCuo2 are given in figure (6.6). The 
resistivity is seen to decrease by 3.7 % in 15 T. In the lower field part Δρ(Β) is close to 
linear in B. The results for Δρχ and Δρ|| coincide and no temperature dependence was ob­
served between 1.6 and 4.2 K. 
74 Chapter 6 
6.3 2 Discussion 
We will first discuss the results on ТіВег The higher temperature negative Δρΐ| in figures 
(6.3) and (6 4) can be identified as the spin fluctuation term AQSF in equat ion (6 1). A t low 
temperatures a positive contribution dominates AQ| With the theoretical pred ic t ion of a 
T 2 dependence of AQSF we can identify this positive term as the ordinary magnetores is t iv i ty 
Ago. With increasing temperature the negative AQSF grows The most striking f e a t u r e in 
figure (6.3) is the fact that in the temperature range 1 5 К to 7 К this negative c o n t r i b u t i o n 
seems to set in only above 5 Τ This behaviour bears resemblance to that observed for t h e 
field dependence of the specific heat (figure 1 8). However, the resistivity in z e r o field 
(figure 6 5) shows some temperature dependence between 1 5 К and 7 K. T h u s o n e m a y 
expect that Δρο(Β,Τ) decreases with increasing temperature. A small t e m p e r a t u r e d e p e n ­
dence of Δρο(Β,Τ) would imply that AQSF(B,T) is positive for fields smaller t h a n 5 Τ T h i s 
would give support to the conjecture by Béal-Monod (1982) that A Q S F ( B , T ) IS p r o p o r t i o n a l 
to some power of χ(Β). In any case, the susceptibility maximum and the m a x i m u m in 
Δρ(Β) for Τ around 6 К are apparently connected. For lower temperatures t h e m a x i m u m 
in Δρ disappears in agreement with the Τ2 dependence of Δρ5ρ; for higher t e m p e r a t u r e s 
the maximum smears out as was observed for the maximum in χ(Β) in figure (5.5) . 
Both Hertel et al. (1980) and Ueda (1976) predicted only a negative c o n t r i b u t i o n in 
Δρ5Ρ, which is probably due to simplifying assumptions concerning the b a n d s t r u c t u r e of t h e 
material 
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In figure (6.4) a minimum in Δρ(Τ) is found at 25 ± 10K. The position of the minimum is 
not very sensitive to the temperature dependence of Δρο since this term is small compared 
to Δρ8Ρ and is a smoothly decreasing function of the temperature. The temperature at the 
minimum in Δρ may be interpreted as the characteristic temperature for spin fluctuations 
TSF and is in agreement with earlier estimates based on specific heat measurements 
(Stewart et al. 1982b). 
The magnetoresistivity of TiBei вСиог (figure 6.6) is clearly dominated by the magnet­
ic scattering Δρ 5 Ρ(Β,Τ), even in the transverse field direction. The Lorentz term in this 
random alloy is negligable due to the impurity scattering. The linear field dependence at 
low fields is in agreement with the fact that the alloy is ferromagnetic. The small tempera­
ture dependence of Δρ is unexpected in view of the theoretical T 2 dependence. This point 
requires futher investigation. 
6.4 The magnetoresistivity of UAlj 
6.4.1 Results 
In figure (6.7) the results for the transverse and longitudinal magnetoresistivity, Δ ρ
χ
( Β ) 
and Δρ||(Β), for UAI2 are plotted as a function of the square of the magnetic field. It is 
found that Δρ|(Β) saturates and Δρι(Β) approaches a B 2 behaviour for fields above ap­
proximately 10 T. 
Figure (6.8) shows tha temperature dependence of ΔρχζΒ). For В = 0 the resisivity 
is nearly linear in T, in agreement with Arko et al. (1972). As the temperature decreases 
the resistivity decreases and Δ ρ χ ^ / ρ φ ) strongly increases. Figure (6.9) shows the tem­
perature dependence in a Kohier diagram. 
The orientation dependence of the magnetoresistivity is shown in figure (6.10). When 
rotating the field from a direction parallel to the current toward a perpendicular direction 
Δρ(Β) increases smoothly. When rotating the field in a plane perpendicular to the current 
we find an anisotropy of about 25 %. Again there is a smooth variation of Δ ρ χ ( Β ) . The 
bending over in the field dependence at about 15 Τ observed by Franse et al. (1982) was 
reproduced for Δρ
χ
(Β) with the field along the [110]. For other orientations the bending 
point is less clear or not found at all. The subtle structure is better resolved as the tem­
perature is decreased. 
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«я.О 
Figure 6.7 Transverse (a) and longitudinal (b) magnetoresistivity for a single crystal of UAI2 at 1 5 К The 
resistivity ratio is 51 ± 2 The data are recorded in a 5 minutes sweep from 0 to approximately 20 Τ 
6.4 2 Discussion 
Let us start a discussion of these results with the observation that the magnetoresistivity of 
UAI2 is consistent with the behaviour of a compensated metal with all orbits closed The 
compound may indeed be a compensated metal since it has an even number of electrons 
per unit cell. For a compensated metal Δρχ(Β) increases proportional to B2 for any direc­
tion of В perpendicular to the current, provided that 
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Figure 6.8 Transverse magnetoresistivity of UAI2 as a function of temperature at several field values The 
resistivity ratio is 34 ± 2 
C 0 C T » 1 
eB 
mom 
(6.4) 
H e r e CDC is the cyclotron frequency and τ is the lifetime of t h e part icles a v a r a g e d o v e r t h e 
orbit. The effective mass m" is defined in equat ion (2.6). T h e p r o d u c t ш
с
т m e a s u r e s t h e 
number of times a particle can traverse a complete orbit before it is s c a t t e r e d o u t of it. 
The alternative explanation of the high field B 2 behaviour as caused by o p e n orbi t s is 
unlikely. This would require open orbits for all field direct ions p e r p e n d i c u a r t o t h e [110] 
axis. Also the smooth variation of Δ ρ ( Β ) in rotat ing the field from t h e t r a n s v e r s e t o t h e 
longitudinal situation supports this view. T h e anisotropy of Δ ρ ± ( Β ) reflects t h e an i sot ropy 
of the Fermi surface and scattering rate. 
The longitudinal magnetoresistivity is expected to s a t u r a t e in all cases w h e n ω 0 τ » 1 . 
T h e observed saturation indicates that this condit ion is satisfied for В > Ю Т . If this is 
t rue then one might expect to observe the d H v A effect above 10 T . T h e fact t h a t t h e 
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uni. t e ) 
Figure 6.9 Kohler diagram of the transverse magnetoresistivity of UAI2 for fields up to 20 Τ at tempera­
tures of 1 9 К (a), 3.1 К (b) and 4.2 К (с) The resistivity ratio is 34 ± 2. 
d H v A e x p e r i m e n t s have not p r o d u c e d any results show that ш
с
т » 1 is not a sufficient con­
d i t i o n . F o r e x a m p l e , a mosaic variation of the crystal orientation would smear out t h e 
d H v A effect w h e r e a s the effect on the magnetoresistivity would be small. The fact that 
t h e r e is only a small deviat ion from Kohler's rule (figure 6.9) is surprising in view of t h e 
c o n d i t i o n s given in sect ion 6 .1 . 
T o conc lude let us consider the spin fluctuations in UAI2. The magnetoresistivity 
clearly d o e s n o t offer the s t rong evidence that is found in the case of ТіВег. A possible 
negat ive c o n t r i b u t i o n d u e to spin fluctuations is concealed by the strong positive L o r e n t z 
magntores i s t iv i ty . Recent ly de G r o o t et al. (1985) performed a finely meshed bands t ructure 
ca lcu la t ion of this mater ia l . T h e y find the Fermi level at the top of a Van Hove singularity 
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in the density of states. From this they suggest that not only the temperature dependence 
of the resistivity and the susceptibility but also the anomalous low temperature specific 
heat might be explained by bandstructure effects alone. In their calculations there is anoth­
er peak in the density of states at 8 meV distance from the Fermi level. The field required 
to make 5μ
Β
Β equal to 8 meV is 9 T, using S = 15 (table 1). This is close to the field at 
which the anomalies in the susceptibility and magnetoresistivity are observed (Franse et al. 
1982) 
It is not clear whether the bandstructure calculation is reliable to such fine detail. To 
illustrate this point note that from the calculation it follows that the many body enhance­
ment factor l + λ = 7 (table 1). However, m a material with strongly localized f-electrons at 
the Fermi level a finely peaked density of states may be anticipated. In the interpretation 
of anomalies in the fteld or temperature dependence of physical properties this idea must 
be born in mind. 
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Figure 6.10 Angular dependence of the magnetoresistivity of UAI2 (resistivity ratio 51 ± 2) The onenta-
tion of the field with respect to the current and crystal axes is shown in the figure 
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6.5 Conclusion 
The magnetoresistivity of ТіВег and the ferromagnetic alloy TiBei8Cuo2 both show strong 
evidence for spin fluctuation scattering The peculiar features around 5 Τ in the magne­
toresistivity of ТіВег are apparently connected to the maximum in the susceptibility A 
value for the spin fluctuation temperature is found in agreement with earlier estimates A 
detailed comparison of the presented results with theory requires a calculation of spin fluc­
tuation effects using a realistic bandstructure 
From the magnetoresistivity of UAI2 the material can be interpreted as a compensat­
ed metal with all orbits closed From the high field behaviour of the magnetoresistivity we 
expect to observe dHvA signals above approximately 10 T, but up to 40 Τ no signals are 
found There is no clear evidence for spin fluctuations in the magnetoresistivity of UAI2 
for fields up to 20 Τ and temperatures between 1 5 and 4 2 К It would be interesting to 
extend the measurements to higher temperatures 
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Samenvatting 
ТіВег, ZrZn2 en UAI2 zijn enkele materialen uit een speciale groep intermetallische ver­
bindingen waarvan de engelstalige naam vertaald zou kunnen worden als zwakke niet-
gelokahseerd magnetische materialen Het magnetisme in deze materialen wordt veroor­
zaakt door een verschil in de aantallen van ge/eii/ingj-electronen met spin +σ ten opzichte 
van die met spin — σ De term niet-gelocahseerd duidt dan ook op het verschil met mag­
netisme ten gevolge van een onevenwichtige spin bezetting van electronen toestanden die 
gelocaliseerd zijn op de atoomposities De elementaire metalen Fe en N1 zijn niet-
gelocahseerd ferromagnetisch De materialen waar dit proefschrift betrekking op heeft zijn 
zwakke niet-gelocahseerde ferromagneten (ZrZn2,TiBei вСиог) of niet-gelocahseerde bijna 
ferromagneten (ТіВег^АЬ) 
D e zwakke ferromagneten worden gekarakteriseerd door een lage ferromagnetische 
overgangstemperatuur (voor ZrZn2 is T
c
 = 23K) en een magnetisch moment by Τ = 0 dat 
veel kleiner is dan Іцв per formule eenheid (voor ZrZn2 is ζ = 0 13μ
Β
/ΖΓΖη2) 
D e bijna ferromagneten zijn sterk paramagnetisch Het normale Pauli paramag-
netisme is in deze materialen vele malen versterkt door de invloed van een afstotende 
wisselwerking ('exchange' interactie) tussen electronen van tegengestelde spin 
D e eigenschap die de zwakke- en bijna niet-gelocahseerde ferromagneten gemeen 
hebben is dat ze rond de grens van ferromagnétisme zitten Dit maakt deze systemen bij 
uitstek geschikt om het mechanisme dat tot met-gelocaliseerde ferromagnetische ordening 
leidt te onderzoeken 
Met behulp van het de Haas-van Alphen effect is het Fermi oppervlak van ZrZn2 en 
ТіВег onderzocht Hiertoe is gebruik gemaakt van een pulsmagneet met een topveld van 
40 Τ en een pulsduur van ongeveer 30 msec Van het totale Fermi oppervlak kon slechts 
een gedeelte worden waargenomen De eigenschappen die deze materialen zo karakteris­
tiek maken houden juist verband met het bestaan van zeer zware ladingsdragers aan het 
Fermi oppervlak en deze zijn door hun hoge massa moeilijk waar te nemen Echter, de 
lichtere electronen en gaten die wel worden waargenomen in de de Haas-van Alphen ex­
perimenten staan in wisselwerking met de zwaardere delen van het Fermi oppervlak en 
geven de informatie ervan door 
In de experimenten werd waargenomen dat het Fermi oppervlak is opgesplitst in twee 
afzonderlijke oppervlakken, een voor elke spin richting en voor de eerste maal werd een 
duidelijke veldafhankelijkheid in die opsplitsing gevonden Het de Haas van Alphen effect 
wordt veroorzaakt door het passeren van gekwantiseerde Landau-banen door het Fermi 
oppervlak wanneer het aangelegde magneetveld wordt veranderd Aangezien het Fermi op­
pervlak in dit geval zelf ook met het aangelegde veld verandert, werd een verschuiving in 
de de Haas-van Alphen frequenties waargenomen, analoog aan de Doppler verschuiving 
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bij licht- of geluidsverschijnselen 
Het experimenteel bepaalde deel van het Fermi oppervlak is in goede overeenstem-
ming met bandenstructuur berekeningen Voor de effectieve massa van de ladingsdragers 
werden waarden gevonden die 2 tot 4 maal hoger zijn dan berekend Dit duidt op sterke 
veel-deeltjes interacties 
De veldafhankelijkheid van het Fermi oppervlak weerspiegelt de veldafhankelijkheid 
van de magnetisatie Om een vergelijking met de magnetisatie te maken werd deze aan 
dezelfde materialen gemeten Met behulp van een eenvoudige moleculaire veld benadering 
(gebaseerd op het Stoner model voor ferromagnétisme) konden de experimentele resulta-
ten beschreven worden Een vergelijking van de opsplitsing van het Fermi oppervlak met 
de magnetisatie in dit model toont aan dat de lichte delen van het Fermi oppervlak een 
splitsing vertonen die in elk geval evenredig is aan die van de zware delen en voor zover 
experimenteel te bepalen (binnen ca 30 %) daaraan gelijk 
De experimenten geven een duidelijk bewijs voor het niet-gelocahseerde karakter van 
het magnetisme in deze materialen De veldafhankelijkheid van de magnetische eigen-
schappen bij lage temperaturen laat zich goed beschrijven met een moleculaire veld 
benadering (Stoner model) In hoofdstuk 5 wordt aangetoond dat een abnormaal gedrag in 
de veldafhankelijkheid van de magnetisatie dat wordt waargenomen voor ТіВег ook met 
dit model kan worden beschreven 
Beduidende afwijkingen van het Stoner model vertonen zich met name in de tem­
peratuur afhankelijke eigenschappen van deze materialen Dicht bij een fase overgang, m 
dit geval een ferromagnetische, verwacht men algemeen sterke fluctuaties, in dit geval in 
de spm-ordening Deze spinfluctuaties worden verondersteld de electronen te verstrooien 
en dus de electnsche weerstand van het materiaal te verhogen Een magneetveld 
beïnvloedt de sterke van de spinfluctuaties en daarmee de weerstand In hoofdstuk 6 wor-
den magnetoweerstand experimenten beschreven aan TiBe2,TiBei gCuo 2 en UAI2 In 
ТіВег en TiBei gCuo 2 worden sterke aanwijzingen voor spinfluctuatie verstrooing gevon­
den De resultaten kunnen kwalitatief worden geïnterpreteerd in termen van spinfluctuatie 
verstrooing en bandstructuur effecten 
De magnetoweerstand van UAI2 wordt gedomineerd door de normale magnetoweer-
stand effecten en geeft geen duidelijke aanwijzing voor spinfluctuaties De magnetoweer-
stand van UAI2 is opmerkelijk groot en duidt erop dat de hoog-veld limiet со
с
т » 1 
bereikt is voor 10 Τ Boven deze limiet kunnen kwantum effecten zoals het de Haas-van 
Alphen effect optreden Verschillende dHvA experimenten tot 40 Τ en bij 1 0 К leverden 
geen resultaat De kombinatie van de Haas-van Alphen effect en magnetoweerstand aan 
UAI2, bij lagere respectievelijk hogere temperaturen dan hier gebruikt, dient verder onder­
zocht te worden 
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