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C∞-algebraic geometry with corners
Kelli Francis-Staite and Dominic Joyce
Abstract
If X is a manifold then the set C∞(X) of smooth functions f : X → R
is a C∞-ring, a rich algebraic structure with many operations. C∞-
schemes are schemes over C∞-rings, a way of using Algebro-Geometric
techniques in Differential Geometry. They include smooth manifolds, but
also many singular and infinite-dimensional spaces. They have applica-
tions to Synthetic Differential Geometry, and to derived manifolds.
In this book, a sequel to [26], we define and study new categories of
C∞-rings with corners and C∞-schemes with corners, which generalize
manifolds with corners in the same way that C∞-rings and C∞-schemes
generalize manifolds. These will be used in future work [21] as the founda-
tions of theories of derived manifolds and derived orbifolds with corners.
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1 Introduction
If X is a manifold then the R-algebra C∞(X) of smooth functions c : X → R
is a C∞-ring. That is, for each smooth function f : Rn → R there is an n-fold
operation Φf : C
∞(X)n → C∞(X) acting by Φf : c1, . . . , cn 7→ f(c1, . . . , cn),
and these operations Φf satisfy many natural identities. Thus, C
∞(X) actually
has a far richer structure than the obvious R-algebra structure.
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C∞-algebraic geometry [8,19,26,29,40] is a version of algebraic geometry in
which rings are replaced by C∞-rings. Our primary reference is the second au-
thor’s monograph [26]. Its basic objects are C∞-schemes, which form a category
C∞Sch. Any smooth manifold X determines a C∞-scheme X = SpecC∞(X),
giving an embedding Man ⊂ C∞Sch as a full subcategory. But C∞-schemes
are far more general than manifolds, and C∞Sch contains many singular or
infinite-dimensional objects. C∞-algebraic geometry has been applied in the
foundations of Synthetic Differential Geometry [8, 29, 38–40], and Derived Dif-
ferential Geometry [32, §4.5], [20, 21, 45].
Manifolds with cornersManc are a generalization of manifolds locally mod-
elled on [0,∞)k × Rn−k rather than on Rn. The goal of this book, which is a
sequel to [26], is to extend C∞-algebraic geometry to manifolds with boundary
and corners (and more generally ‘things with boundary and corners’). We in-
troduce notions of C∞-rings with corners, and C∞-schemes with corners, which
form a category C∞Schc with a full embedding Manc ⊂ C∞Schc.
One of our motivations for introducing C∞-schemes with corners is to pro-
vide the foundations for a theory of derived manifolds and derived orbifolds with
corners, which will be done by the second author [21], by regarding them as spe-
cial examples of derived C∞-schemes with corners. These will have applications
in Symplectic Geometry, and elsewhere, as the natural geometric structures on
some important classes of moduli spaces. Our results could also be applied to
develop a theory of Synthetic Differential Geometry with corners.
In the rest of this introduction we summarize the contents of the chapters.
Chapter 2. C∞-rings and C∞-schemes
We begin with background on C∞-rings and C∞-schemes, mostly following
[26]. A categorical C∞-ring is a product-preserving functor F : Euc → Sets,
where Euc ⊂Man is the full subcategory of the category of smooth manifolds
Man with objects the Euclidean spaces Rn for n > 0. These form a category
CC∞Rings, with morphisms natural transformations, which is equivalent to
the category C∞Rings of C∞-rings by mapping F 7→ C = F (R).
Here a C∞-ring is data
(
C, (Φf )f :Rn→R C∞
)
, where C is a set and Φf : C
n →
C a map for all smooth maps f : Rn → R, satisfying some axioms. Usually
we write this as C, leaving the C∞-operations Φf implicit. The motivating
examples for X a smooth manifold are C = C∞(X), the set of smooth functions
c : X → R, with operations Φf (c1, . . . , cn)(x) = f(c1(x), . . . , cn(x)). We discuss
C-modules, which are just modules over C considered as an R-algebra, and
the cotangent module ΩC , generalizing Γ
∞(T ∗X), the vector space of smooth
sections of T ∗X , as a module over C∞(X).
We then define the subcategory C∞RS of C∞-ringed spaces X = (X,OX)
where X is a topological space and OX a sheaf of C∞-rings on X , and the
full subcategory LC∞RS ⊂ C∞RS of local C∞-ringed spaces for which the
stalks OX,x are local C
∞-rings. The global sections functor Γ : LC∞RS →
C∞Ringsop has a right adjoint Spec : C∞Ringsop → LC∞RS, the spectrum
functor. An object X ∈ LC∞RS is called a C∞-scheme if we may cover X
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with open U ⊆ X with (U,OX |U ) ∼= SpecC for C ∈ C∞Rings. These form a
full subcategory C∞Sch ⊂ LC∞RS.
There is a full embedding Man →֒ C∞Sch mapping X 7→ X = (X,OX),
where OX is the sheaf of local smooth functions c : X → R.
In classical algebraic geometry Γ ◦ Spec ∼= Id : Ringsop → Ringsop, so
Ringsop is equivalent to the categoryASch of affine schemes. In C∞-algebraic
geometry it is not true that Γ◦Spec ∼= Id, but we do have Spec ◦Γ◦Spec ∼= Spec.
Define a C∞-ring C to be complete if C ∼= Γ ◦ SpecD for some D. Write
C∞Ringsco ⊂ C∞Rings for the full subcategory of complete C∞-rings. Then
(C∞Ringsco)
op is equivalent to the category AC∞Sch of affine C∞-schemes.
We define OX -modules on a C∞-scheme X , and the cotangent sheaf T ∗X,
which generalizes cotangent bundles of manifolds.
Chapter 3. Manifolds with (g-)corners
We discuss manifolds with corners, locally modelled on [0,∞)k × Rn−k. The
definition of manifold with corners X,Y is an obvious generalization of the
definition of manifold. However, the definition of smooth map f : X → Y is
not obvious: what conditions should we impose on f near the boundary and
corners of X,Y ? There are several non-equivalent definitions of morphisms of
manifolds with corners in the literature. The one we choose is due to Melrose [36,
§1.12], [30, §1], who calls them b-maps. This gives a category Manc.
A smooth map f : X → Y is called interior if f(X◦) ⊂ Y ◦, where X◦ is the
interior of X (that is, if X is locally modelled on [0,∞)k × Rn−k, then X◦ is
locally modelled on (0,∞)k×Rn−k). WriteMancin ⊂Man
c for the subcategory
with only interior morphisms.
A manifold with corners X has a boundary ∂X , a manifold with corners
of dimension dimX − 1, with a (non-injective) morphism ΠX : ∂X → X .
For example, if X = [0,∞)2, then ∂X is the disjoint union ({0} × [0,∞)) ∐
([0,∞)×{0}) with the obvious map ΠX , so two points in ∂X lie over (0, 0) ∈ X .
There is a natural, free action of the symmetric group Sk on the k
th boundary
∂kX , permuting the boundary strata. The k-corners is Ck(X) = ∂
kX/Sk, of
dimension dimX − k. The corners of X is C(X) =
∐dimX
k=0 Ck(X), an object in
the category Mˇanc of manifolds with corners of mixed dimension.
We call X a manifold with faces if ΠX |F : F → X is injective for each
connected component F of ∂X (called a face).
Now boundaries are not functorial: if f : X → Y is smooth, there is generally
no natural morphism ∂f : ∂X → ∂Y . However, there is a natural, interior
morphism C(f) : C(X)→ C(Y ), giving the corner functor C :Manc → Mˇancin
or C : Mˇanc → Mˇancin. We explain that C is right adjoint to the inclusion
inc : Mˇancin →֒ Mˇan
c. Thus, from a categorical point of view, boundaries and
corners in Manc are determined uniquely by the inclusion Mancin →֒ Man
c,
that is, by the comparison between interior and smooth maps.
A manifold with corners X has two notions of (co)tangent bundle: the tan-
gent bundle TX and its dual the cotangent bundle T ∗X , and the b-tangent
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bundle bTX and its dual the b-cotangent bundle bT ∗X . Here TX is the obvi-
ous notion of tangent bundle. There is a morphism IX :
bTX → TX which
identifies Γ∞(bTX) with the subspace of vector fields v ∈ Γ∞(TX) which are
tangent to every boundary stratum of X . Tangent bundles are functorial over
smooth maps f : X → Y (that is, f lifts to Tf : TX → TY linear on the fibres).
B-tangent bundles are functorial over interior maps f : X → Y .
We also discuss the categories Mangcin ⊂ Man
gc of manifolds with gener-
alized corners, or manifolds with g-corners, introduced by the second author
in [23]. These allow more complicated local models than [0,∞)k × Rn−k. The
local models XP are parametrized by weakly toric monoids P , with XP =
[0,∞)k × Rn−k when P = Nk × Zn−k. So we provide an introduction to the
theory of monoids. (All monoids in this book are commutative.)
The simplest manifold with g-corners which is not a manifold with corners
is X =
{
(w, x, y, z) ∈ [0,∞)4 : wx = yz
}
. Most of the theory above extends to
manifolds with g-corners, except that tangent bundles TX are not well behaved,
and we no longer have Ck(X) ∼= ∂kX/Sk.
We call morphisms g : X → Z, h : Y → Z in Mancin or Man
gc
in b-transverse
if bTxg ⊕ bTyh : bTxX ⊕ bTyY → bTzZ is surjective for all x ∈ X , y ∈ Y with
g(x) = h(y) = z. Manifolds with g-corners have the nice property that all b-
transverse fibre products exist in Mangcin , whereas fibre products only exist in
Mancin,Man
c under rather restrictive conditions. We can think of Mangcin as
a kind of closure of Mancin under b-transverse fibre products.
Chapter 4. (Pre) C∞-rings with corners
We introduce C∞-rings with corners. To decide on the correct definition, the
obvious starting point is categorical C∞-rings, i.e. product-preserving functors
F : Euc → Sets. We define a categorical pre C∞-ring with corners to be a
product-preserving functor F : Eucc → Sets, where Eucc ⊂Manc is the full
subcategory with objects [0,∞)m × Rn for m,n > 0. These form a category
CPC∞Ringsc, with morphisms natural transformations.
Then we define the category PC∞Ringsc of pre C∞-rings with corners,
with objects
(
C,Cex, (Φf )f :Rm×[0,∞)n→R C∞ , (Ψg)g:Rm×[0,∞)n→[0,∞) C∞
)
for C,
Cex sets and Φf : C
m×Cnex → C, Ψg : C
m×Cnex → Cex maps, satisfying some ax-
ioms. Usually we write this as C = (C,Cex), leaving the C
∞-operations Φf ,Ψg
implicit. There is an equivalence CPC∞Ringsc → PC∞Ringsc mapping
F 7→ (C,Cex) = (F (R), F ([0,∞))). The motivating example, for X a manifold
with (g-)corners, is (C,Cex) = (C
∞(X),Ex(X)), where C∞(X) is the set of
smooth maps c : X → R, and Ex(X) the set of exterior (i.e. smooth, but not
necessarily interior) maps c′ : X → [0,∞).
We define the category of C∞-rings with corners C∞Ringsc to be the full
subcategory of (C,Cex) in PC
∞Ringsc satisfying an extra condition, that if
c′ ∈ Cex is invertible in Cex then c′ = Ψexp(c) for some c ∈ C. In terms of spaces
X , this says that if c′ : X → [0,∞) is smooth and invertible (hence positive)
then c′ = exp c for some smooth c = log c′ : X → R.
Now we could also have started with Mancin. So we write Euc
c
in ⊂Man
c
in
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for the full subcategory with objects [0,∞)m × Rn, and define the category
CPC∞Ringscin of categorical interior pre C
∞-rings with corners to be product-
preserving functors F : Euccin → Sets, with morphisms natural transforma-
tions. We define a subcategory PC∞Ringscin ⊂ PC
∞Ringsc of interior pre
C∞-rings with corners, and an equivalence CPC∞Ringscin → PC
∞Ringscin
mapping F 7→ (C,Cex) = (F (R), F ([0,∞))∐{0}). The category C∞Ringscin of
interior C∞-rings with corners is the intersection PC∞Ringscin ∩C
∞Ringsc
in PC∞Ringsc. The motivating example, for X a manifold with (g-)corners, is
(C,Cex) = (C
∞(X), In(X) ∐ {0}), for In(X) the interior maps c′ : X → [0,∞).
Although a C∞-ring with corners C = (C,Cex) has a huge number of C
∞-
operations Φf ,Ψg, it is helpful much of the time to focus on a small subset of
these, giving C,Cex smaller, more manageable structures. In particular, we often
think of C as an R-algebra, with addition and multiplication given by Φf+ ,Φf· :
C×C → C for f+, f· : R
2 → R given by f+(x, y) = x+ y, f·(x, y) = xy. And we
think of Cex as a monoid, with multiplication given by Ψg· : Cex × Cex → Cex
for g· : [0,∞)2 → [0,∞) given by g·(x, y) = xy. Note that monoids also control
the corner structure of manifolds with g-corners, in the same way.
We define various important subcategories of C∞-rings with corners by im-
posing conditions on Cex as a monoid. For example, a C
∞-ring with corners
C = (C,Cex) is interior if Cex = Cin ∐ {0} where Cin is a submonoid of Cex,
that is, Cex has no zero divisors. In terms of spaces X , we interpret Cin as the
monoid In(X) of interior maps c′ : X → [0,∞). If C,D are interior, a morphism
φ = (φ, φex) : C →D is interior if φex : Cex → Dex maps Cin → Din.
The subcategory C∞Schcfi ⊂ C
∞Schc of firm C∞-rings with corners are
those whose sharpening C♯ex is finitely generated.
Chapter 5. C∞-schemes with corners
We define the subcategory C∞RSc of C∞-ringed spaces with corners X =
(X,OX) where X is a topological space and OX = (OX ,OexX ) a sheaf of C
∞-
rings with corners on X , and the full subcategory LC∞RSc ⊂ C∞RSc of
local C∞-ringed spaces with corners for which the stalks OX,x for x ∈ X are
local C∞-rings with corners. The global sections functor Γc : LC∞RSc →
(C∞Ringsc)op has a right adjoint Specc : (C∞Ringsc)op → LC∞RSc, the
spectrum functor. An objectX in LC∞RSc is called a C∞-scheme with corners
if we may cover X with open U ⊆ X with (U,OX |U ) ∼= Specc C for C in
C∞Ringsc. These form a full subcategory C∞Schc ⊂ LC∞RSc.
One might expect that to define corresponding subcategories C∞RScin ⊂
C∞RSc, LC∞RScin ⊂ LC
∞RSc of interior (local) C∞-ringed spaces with
corners, we should just replace C∞Ringsc by C∞Ringscin ⊂ C
∞Ringsc.
However, as inc : C∞Ringscin →֒ C
∞Ringsc does not preserve limits, a sheaf
of interior C∞-rings with corners is only a presheaf of C∞-rings with corners.
So we defineX = (X,OX) ∈ C∞RSc to be interior if OX is the sheafification,
as a sheaf valued in C∞Ringsc, of a sheaf valued in C∞Ringscin. Then the
stalks OX,x of OX lie in C
∞Ringscin, so O
ex
X,x = O
in
X,x ∐ {0}.
We define Γcin : LC
∞RScin → (C
∞Ringscin)
op by Γcin(X) = (Γ(OX),Γ(O
in
X)
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∐ {0}), where Γ(OinX) ⊂ Γ(O
ex
X ) is the subset of sections s with s|x ∈ O
in
X,x ⊂
OexX,x for each x ∈ X . Then Γ
c
in has a right adjoint Spec
c
in : (C
∞Ringscin)
op →
LC∞RScin, where Spec
c
in = Spec
c |(C∞Ringsc
in
)op . An object X ∈ LC
∞RScin is
called an interior C∞-scheme with corners if we may coverX with open U ⊆ X
with (U,OX |U ) ∼= Spec
c
in C for C ∈ C
∞Ringscin. These form a full subcategory
C∞Schcin ⊂ LC
∞RScin, with C
∞Schcin ⊂ C
∞Schc.
We define full embeddingsManc,Mangc →֒ C∞Schc orMancin,Man
gc
in →֒
C∞Schcin mapping X 7→ (X, (OX ,O
ex
X )) or X 7→ (X, (OX ,O
in
X ∐ {0})), where
OX ,OexX ,O
in
X are the sheaves of local smooth functions X → R, and exterior
functions X → [0,∞), and interior functions X → [0,∞), respectively. Thus,
manifolds with (g-)corners may be regarded as special examples of C∞-schemes
with corners. Manifolds with (g-)faces map to affine C∞-schemes with corners.
For C∞-schemes, Γ ◦ Spec 6∼= Id but Spec ◦Γ ◦ Spec ∼= Spec. Thus we can
define a full subcategory C∞Ringsco ⊂ C∞Rings of complete C∞-rings, with
(C∞Ringsco)
op equivalent to the category AC∞Sch of affine C∞-schemes.
For C∞-schemes with corners, the situation is worse: we have both Γc ◦
Specc 6∼= Id and Specc ◦Γc ◦ Specc 6∼= Specc. To see why, note that if X is a
manifold with corners then smooth functions c : X → R are essentially local
objects — they can be glued using partitions of unity.
However, smooth functions c′ : X → [0,∞) have some strictly global be-
haviour: there is a locally constant function µc′ : ∂X → N ∐ {∞} giving the
order of vanishing of c′ along the boundary ∂X . So the behaviour of c′ near
distant points x, y in X is linked, if x, y lie in the image of the same connected
component of ∂X . This means that smooth functions c′ : X → [0,∞) cannot
always be glued using partitions of unity, and localizing a C∞-ring with corners
C = (C,Cex) at an R-point x : C → R, as one does to define Specc, does not see
only local behaviour around x.
Since Specc ◦Γc◦Specc 6∼= Specc, we cannot define a subcategory of ‘complete’
C∞-rings with corners equivalent to affine C∞-schemes with corners. As a
partial substitute, we define semicomplete C∞-rings with corners C = (C,Cex),
such that Γc ◦ Specc is an isomorphism on C and injective on Cex.
If X,Y ∈ C∞Schc, a morphism f :X → Y in C∞Schc is a morphism in
LC∞RSc. Although locally we can writeX ∼= Specc C, X ∼= SpeccD, because
of the lack of a good notion of completeness, we do not know that locally we
can write f = Specc φ for some φ : D → C in C∞Ringsc. One problem this
causes is that g : X → Z, h : Y → Z are morphisms in C∞Schc, we do not
know that the fibre product X×g,Z,hY in LC
∞RSc (which always exists) lies
in C∞Schc, if g,h are not locally of the form Specc φ. So we do not know that
all fibre products exist in C∞Schc.
To get round this, we introduce the full subcategory C∞Schcfi ⊂ C
∞Schc
of firm C∞-schemes with corners X, which are locally of the form Specc C for
C a firm C∞-ring with corners. Morphisms f :X → Y in C∞Schcfi are always
locally of the form Specc φ, so we can prove that C∞Schcfi is closed under fibre
products in LC∞RSc, and thus all fibre products exist in C∞Schcfi.
In general, C∞Schc contains a huge variety of objects, many of which are
very singular and pathological, and do not fit with our intuitions about manifolds
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with corners. So it can be helpful to restrict to smaller subcategories of better
behaved objects in C∞Schc, such as C∞Schcfi. For example, for X to be firm
means that locallyX has only finitely many boundary strata, which seems likely
to hold in almost every interesting application.
We define several subcategories of C∞Schcin,C
∞Schc, and prove results
such as existence of reflection functors between them, and existence of fibre prod-
ucts and finite limits in them. Two particularly interesting and well behaved
examples are the full subcategories C∞Schcto ⊂ C
∞Schcin, C
∞Schcto,ex ⊂
C∞Schc of toric C∞-schemes with corners, whose corner structure is controlled
by toric monoids in the same way that manifolds with g-corners are.
Chapter 6. Boundaries, corners, and the corner functor
One of the most important properties of manifolds with corners X is the exis-
tence of boundaries ∂X , and clearly we want to generalize this to C∞-schemes
with corners. Our starting point, as in Chapter 3, is that the boundary ∂X =
C1(X) is part of the corners C(X) =
∐dimX
k=0 Ck(X), and the corner functor
C : Mˇanc → Mˇancin is right adjoint to the inclusion inc : Mˇan
c
in →֒ Mˇan
c.
We construct a right adjoint corner functor C : LC∞RSc → LC∞RScin to
the inclusion inc : LC∞RScin →֒ LC
∞RSc. We prove that the restriction to
C∞Schc maps to C∞Schcin, giving C : C
∞Schc → C∞Schcin right adjoint
to inc : C∞Schcin →֒ C
∞Schc. For X in LC∞RSc, points in C(X) are pairs
(x, P ) for x ∈ X and P ⊂ OexX,x a prime ideal in the monoid O
ex
X,x of the stalk
OX,x of OX at x. This is an analogue, for X ∈ Manc, of a point in C(X)
being (x, γ) for x ∈ X and γ a local corner component of X at x.
The corner functors forManc,Mangc and C∞Schc commute with the em-
beddings Manc,Mangc →֒ C∞Schc.
To get an analogue of the decomposition C(X) =
∐
k>0 Ck(X) for C
∞-
schemes with corners, we restrict to the full subcategoriesC∞Schcfi ⊂ C
∞Schc,
C∞Schcfi,in ⊂ C
∞Schcin of firm C
∞-schemes with corners, where C maps
C∞Schcfi → C
∞Schcfi,in. For X firm there is a locally constant sheaf Mˇ
ex
C(X)
of finitely generated monoids on C(X), with Mˇ exC(X)|(x,P ) = O
ex
X,x/[c
′ = 1 if
c′ ∈ OexX,x \ P ]. We define a decomposition C(X) =
∐
k>0 Ck(X) with Ck(X)
open and closed in C(X), by saying that (x, P ) ∈ Ck(X) if the maximum
length of a chain of prime ideals in Mˇ exC(X)|(x,P ) is k+1. This recovers the usual
decomposition C(X) =
∐
k>0 Ck(X) if X is a manifold with (g-)corners. We
define the boundary ∂X = C1(X).
For toric C∞-schemes with corners C maps C∞Schcto,ex → C
∞Schcto, and
C preserves fibre products, and all fibre products exist in C∞Schcto. We use
this to give criteria for when fibre products exist in C∞Schcto,ex. This is an
analogue of results in [23] giving criteria for when fibre products exist inMangc,
given that b-transverse fibre products exist in Mangcin .
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Chapter 7. Modules, and sheaves of modules
If C = (C,Cex) is a C
∞-ring with corners, we define a C-module to be a module
over C as an R-algebra. Similarly, if X = (X, (OX ,OexX )) is a C
∞-scheme
with corners, we consider OX -modules on X , which are just modules on the
underlying C∞-scheme X = (X,OX). So the theory of modules over C∞-rings
with corners and C∞-schemes with corners lifts immediately from modules over
C∞-rings and C∞-schemes in [26, §5], with no extra work to do.
If X is a manifold with corners then as in Chapter 3 we have two notions
of cotangent bundle T ∗X, bT ∗X , where bT ∗X is functorial only under interior
morphisms. Similarly, if C = (C,Cex) is a C
∞-ring with corners, we have the
cotangent module ΩC of C from [26, §5]. If C is interior we also define the
b-cotangent module bΩC , which uses the corner structure. If X is a manifold
with (g-)faces and C = C∞in (X) then ΩC = Γ
∞(T ∗X) and bΩC = Γ
∞(bT ∗X).
We show that b-cotangent modules are functorial under interior morphisms and
have exact sequences for pushouts and coequalizers.
If X is a C∞-scheme with corners we define the cotangent sheaf T ∗X, and
if X is interior the b-cotangent sheaf bT ∗X, by sheafifying the (b-)cotangent
modules ofOX(U) for open U ⊂ X . IfX = FManc(X) for X ∈Manc these are
the sheaves of sections of T ∗X and bT ∗X . We show that Cartesian squares in
subcategories such as C∞Schcto,C
∞Schcfi,in ⊂ C
∞Schcin yield exact sequences
of b-cotangent sheaves. On the corners C(X) we construct an exact sequence
relating bT ∗C(X), Π∗X(
bT ∗X) and Mˇ exC(X) ⊗N OC(X).
Chapter 8. Further generalizations
Finally we propose three directions in which this book can be generalized:
C∞-stacks with corners. In classical algebraic geometry, schemes are gen-
eralized to (Deligne–Mumford or Artin) stacks. The second author [26] ex-
tended the theory of C∞-schemes to C∞-stacks, including Deligne–Mumford
C∞-stacks. This corresponds to generalizing manifolds to orbifolds.
We discuss a theory of C∞-stacks with corners, including Deligne–Mumford
C∞-stacks with corners. These generalize orbifolds with (g-)corners. Much of
the theory follows from [26] with only cosmetic changes.
C∞-rings and C∞-schemes with a-corners. Our theory starts with the
categoriesMancin ⊂Man
c of manifolds with corners defined in Chapter 3. The
second author [24] also defined categories Manacin ⊂ Man
ac of manifolds with
analytic corners, or manifolds with a-corners. Even the simplest objects J0,∞)
in Manac and [0,∞) in Manc have different smooth structures.
Manifolds with a-corners have applications to p.d.e.s with boundary con-
ditions of asymptotic type, and to moduli spaces with boundary and corners,
such as moduli spaces of Morse flow lines, in which (we argue) manifolds with
a-corners give the correct smooth structure.
This entire book could be rewritten over Manacin ⊂ Man
ac rather than
Mancin ⊂Man
c. We explain the first steps in this.
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Derived manifolds and derived orbifolds with corners. Classical Alge-
braic Geometry has been generalized to Derived Algebraic Geometry, which is
now a major area of mathematics. It is less well known that classical Differen-
tial Geometry can be generalized to Derived Differential Geometry, the study
of derived manifolds and derived orbifolds, regarded as special examples of de-
rived C∞-schemes and derived C∞-stacks. Some references are Lurie [32, §4.5],
Spivak [45], Borisov and Noel [3, 4], and the second author [20, 21].
It is desirable to extend the subject to derived manifolds with corners and
derived orbifolds with corners, regarded as special examples of derived C∞-
schemes with corners and derived C∞-stacks with corners. This will be done
by the second author in [21], with this book as its foundations. Derived orbifolds
with corners will have important applications in Symplectic Geometry, as (we
argue) they are the correct way to make Fukaya–Ohta–Oh–Ono’s ‘Kuranishi
spaces with corners’ [10] into well behaved geometric spaces.
Acknowledgements. This book is based on the first author’s PhD thesis [12],
supervised by the second author. Some previous work on the subject was done
by Elana Kalashnikov in her MSc thesis [28], also supervised by the second
author. The first author would like to thank the Rhodes Trust for funding
during her PhD.
2 Background on C∞-schemes
We begin with background material and results on C∞-rings and C∞-schemes,
which we will later generalize to C∞-rings with corners and C∞-schemes with
corners. Our main reference is the second author [26, §2–§4], see also [19],
Dubuc [8], Moerdijk and Reyes [40], and Kock [29].
2.1 C∞-rings
Here are two equivalent definitions of C∞-ring.
Definition 2.1. Write Man for the category of manifolds, and Euc for the full
subcategory ofMan with objects the Euclidean spaces Rn. That is, the objects
of Euc are Rn for n = 0, 1, 2, . . . , and the morphisms in Euc are smooth maps
f : Rm → Rn. Write Sets for the category of sets. In both Euc and Sets
we have notions of (finite) products of objects (that is, Rm+n = Rm × Rn, and
products S × T of sets S, T ), and products of morphisms.
Define a categorical C∞-ring to be a product-preserving functor F : Euc→
Sets. Here F should also preserve the empty product, that is, it maps R0 in Euc
to the terminal object in Sets, the point ∗. If F,G : Euc→ Sets are categorical
C∞-rings, a morphism η : F → G is a natural transformation η : F ⇒ G. We
write CC∞Rings for the category of categorical C∞-rings.
Categorical C∞-rings in this sense are an example of an algebraic theory in
the sense of Ada´mek, Rosicky´ and Vitale [1], and many of the basic categorical
properties of C∞-rings follow from this.
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Definition 2.2. A C∞-ring is a set C together with operations
Φf : C
n =
pn copies q
C × · · · × C −→ C
for all n > 0 and smooth maps f : Rn → R, where by convention when n = 0 we
define C0 to be the single point {∅}. These operations must satisfy the following
relations: suppose m,n > 0, and fi : R
n → R for i = 1, . . . ,m and g : Rm → R
are smooth functions. Define a smooth function h : Rn → R by
h(x1, . . . , xn) = g
(
f1(x1, . . . , xn), . . . , fm(x1 . . . , xn)
)
,
for all (x1, . . . , xn) ∈ R
n. Then for all (c1, . . . , cn) ∈ C
n we have
Φh(c1, . . . , cn) = Φg
(
Φf1(c1, . . . , cn), . . . ,Φfm(c1, . . . , cn)
)
.
We also require that for all 1 6 j 6 n, defining πj : R
n → R by πj :
(x1, . . . , xn) 7→ xj , we have Φπj (c1, . . . , cn) = cj for all (c1, . . . , cn) ∈ C
n.
Usually we refer to C as the C∞-ring, leaving the C∞-operations Φf implicit.
A morphism between C∞-rings
(
C, (Φf )f :Rn→R C∞
)
,
(
D, (Ψf )f :Rn→R C∞
)
is a map φ : C → D such that Ψf
(
φ(c1), . . . , φ(cn)
)
= φ ◦ Φf (c1, . . . , cn) for
all smooth f : Rn → R and c1, . . . , cn ∈ C. We will write C∞Rings for the
category of C∞-rings.
Each C∞-ring has an underlying R-algebra structure.
Proposition 2.3. There is an equivalence of categories from C∞Rings to
CC∞Rings, identifying C in C∞Rings with F : Euc→ Sets in CC∞Rings
such that F
(
Rn
)
= Cn for n > 0.
The following example motivates these definitions:
Example 2.4. (a) Let X be a manifold. Define a functor FX : Euc →
Sets by FX(R
n) = HomMan(X,R
n), and FX(g) = g◦ : HomMan(X,R
m) →
HomMan(X,R
n) for each morphism g : Rm → Rn in Euc. Then FX is a
categorical C∞-ring. If f : X → Y is a smooth map of manifolds define a
natural transformation Ff : FY ⇒ Ff by Ff (R
n) = ◦f : HomMan(Y,R
n) →
HomMan(X,R
n). Then Ff is a morphism in CC
∞Rings. Define a functor
FCC
∞Rings
Man :Man→ CC
∞Ringsop to map X 7→ FX and f 7→ Ff .
(b) Let X be a manifold. Write C∞(X) for the set of smooth functions c : X →
R. For non-negative integers n and smooth f : Rn → R, define C∞-operations
Φf : C
∞(X)n → C∞(X) by composition(
Φf (c1, . . . , cn)
)
(x) = f
(
c1(x), . . . , cn(x)
)
, (2.1)
for all c1, . . . , cn ∈ C∞(X) and x ∈ X . The composition and projection relations
follow directly from the definition of Φf , so that C
∞(X) forms a C∞-ring. If we
consider the R-algebra structure of C∞(X) as a C∞-ring, this is the canonical
R-algebra structure on C∞(X). If f : X → Y is a smooth map of manifolds,
then f∗ : C∞(Y )→ C∞(X) mapping c 7→ c ◦ f is a morphism of C∞-rings.
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Define FC
∞Rings
Man :Man→ C
∞Ringsop to map X 7→ C∞(X) and f 7→ f∗.
Moerdijk and Reyes [40, Th. I.2.8] show that FC
∞Rings
Man is full and faithful, and
takes transverse fibre products in Man to fibre products in C∞Ringsop.
There are many more C∞-rings than those that come from manifolds. For
example, if X is a smooth manifold X of dimX > 0, then the set Ck(X) of
k-differentiable maps f : X → R is a C∞-ring with operations Φf defined as in
(2.1), and each of these C∞-rings is different for all k = 0, 1, . . . .
Example 2.5. Consider X = ∗ the point, so dimX = 0, then C∞(∗) = R and
Example 2.4 shows the C∞-operations Φf : R
n → R given by Φf (x1, . . . , xn) =
f(x1, . . . , xn) make R into a C
∞-ring. This is the initial object in C∞Rings,
and the simplest nonzero example of a C∞-ring. The zero C∞-ring is the set
{0} where all C∞-operations Φf : {0} → {0} send 0 7→ 0, and this is the final
object in C∞Rings.
By Moerdijk and Reyes [40, p. 21–22] and Ada´mek et al. [1, Prop.s 1.21, 2.5
& Th. 4.5] we have:
Proposition 2.6. The category C∞Rings of C∞-rings has all small limits
and all small colimits. The forgetful functor Π : C∞Rings → Sets preserves
limits and directed colimits, and can be used to compute such (co)limits, however
it does not preserve general colimits such as pushouts.
For the pushout of morphisms φ : C→D, ψ : C→E in C∞Rings, we write
D ∐φ,C,ψ E or D ∐C E. In the special case C = R the coproduct D ∐R E will
be written as D ⊗∞ E. Recall that coproduct of R-algebras A,B is the tensor
product A⊗B, however D⊗∞ E is usually different from their tensor product
D⊗E. For example, for m,n > 0, then C∞(Rm)⊗∞ C
∞(Rn) ∼= C∞(Rm+n) as
in [40, p. 22], which contains C∞(Rm) ⊗ C∞(Rn) but is larger than this, as it
includes elements such as exp(fg) for f ∈ C∞(Rm) and g ∈ C∞(Rn).
The next definition and proposition come from Ada´mek et al. [1, Rem. 11.21,
Prop.s 11.26, 11.28, 11.30 & Cor. 11.33].
Definition 2.7. If A is a set then by [1, Rem. 11.21] we can define the free
C∞-ring FA generated by A. We may think of FA as C∞(RA), where RA ={
(xa)a∈A : xa ∈ R
}
. Explicitly, we define FA to be the set of maps c : RA → R
which depend smoothly on only finitely many variables xa, and operations Φf
are defined as in (2.1). Regarding xa : R
A → R as functions for a ∈ A,we have
xa ∈ F
A, and we call xa the generators of F
A.
Then FA has the property that if C is any C∞-ring then a choice of map
α : A→ C uniquely determines a morphism φ : FA → C with φ(xa) = α(a) for
a ∈ A. When A = {1, . . . , n} we have FA ∼= C∞(Rn).
Proposition 2.8. (a) Every object C in C∞Rings admits a surjective mor-
phism φ : FA → C from some free C∞-ring FA. We call C finitely generated
if this holds with A finite.
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(b) Every object C in C∞Rings fits into a coequalizer diagram
F
B
α --
β
11 FA
φ // C, (2.2)
that is, C is the colimit of FB ⇒ FA in C∞Rings, where φ is automatically
surjective. We call C finitely presented if this holds with A,B finite.
Actually as any relation f = g in C is equivalent to the relation f − g = 0,
we can simplify (2.2) by taking β to map xb 7→ 0 for all b ∈ B. But for the
analogue for C∞-rings with corners in §4.5, this will not work.
Definition 2.9. Recall that a local R-algebra, is an R-algebra R with a unique
maximal ideal m. The residue field of R is the field isomorphic to R/m. A C∞-
ring C is called local if, regarded as an R-algebra, C is a local R-algebra with
residue field R. The quotient morphism gives a (necessarily unique) morphism
of C∞-rings π : C → R with the property that c ∈ C is invertible if and only if
π(c) 6= 0. Equivalently, if such a morphism π : C → R exists with this property,
then C is local with maximal idealmC ∼= Kerπ. WriteC∞Ringslo ⊂ C∞Rings
for the full subcategory of local C∞-rings.
Usually morphisms of local rings are required to send maximal ideals into
maximal ideals. However, if φ : C → D is any morphism of local C∞-rings, we
see that φ−1(mD) = mC as the residue fields in both cases are R, so there is no
difference between local morphisms and morphisms for C∞-rings.
The next proposition may be found in Moerdijk and Reyes [40, §I.3].
Proposition 2.10. All finite colimits exist in C∞Ringslo, and agree with the
corresponding colimits in C∞Rings.
Localizations of C∞-rings were studied in [7, 8, 38, 39], [40, p. 23] and [26].
Definition 2.11. A localization C(s−1 : s ∈ S) = D of a C∞-ring C at a subset
S ⊂ C is a C∞-ring D and a morphism π : C → D such that π(s) is invertible
in D for all s ∈ S, which has the universal property that for any morphism of
C∞-rings φ : C → E such that φ(s) is invertible in E for all s ∈ S, there is a
unique morphism ψ : D→ E with φ = ψ ◦π. We call π : C → D the localization
morphism for D.
By adding an extra generator s−1 and extra relation s · s−1− 1 = 0 for each
s ∈ S to C, it can be shown that localizations C(s−1 : s ∈ S) always exist and
are unique up to unique isomorphism. When S = {c} then C(c−1) ∼= (C ⊗∞
C∞(R))/I, where I is the ideal generated by ι1(c) · ι2(x)− 1, x is the generator
of C∞(R), and ι1, ι2 are the coproduct morphisms ι1 : C → C ⊗∞ C∞(R)
and ι2 : C
∞(R)→ C ⊗∞ C∞(R).
An example of this is that if f ∈ C∞(Rn) is a smooth function, and U =
f−1(R \ {0}) ⊆ Rn, then using partitions of unity one can show that C∞(U) ∼=
C∞(Rn)(f−1), as in [40, Prop. I.1.6].
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Definition 2.12. A C∞-ring morphism x : C → R, where R is regarded as a
C∞-ring as in Example 2.5, is called an R-point . Note that a map x : C → R is a
morphism of C∞-rings whenever it is a morphism of the underlying R-algebras,
as in [40, Prop. I.3.6]. We define Cx as the localization Cx = C(s
−1 : s ∈ C,
x(s) 6= 0), and denote the projection morphism by πx : C → Cx. Importantly,
[39, Lem. 1.1] shows Cx is a local C
∞-ring.
We can describe Cx explicitly as in the second author [26, Prop. 2.14].
Proposition 2.13. Let x : C → R be an R-point of a C∞-ring C, and consider
the projection morphism πx : C → Cx. Then Cx ∼= C/Kerπx. This kernel is
Kerπx = I where
I =
{
c ∈ C : there exists d ∈ C with x(d) 6= 0 in R and c · d = 0 in C
}
. (2.3)
While this localization morphism πx : C → Cx is surjective, general localiza-
tions of C∞-rings need not have surjective localization morphisms.
Example 2.14. Let C∞p (R
n) be the set of germs of smooth functions c : Rn →
R at p ∈ Rn for n > 0 and p ∈ Rn. We give C∞p (R
n) a C∞-ring structure by
using (2.1) on germs of functions. There are several equivalent definitions:
(i) C∞p (R
n) is the set of ∼-equivalence classes [U, c] of pairs (U, c), where
p ∈ U ⊆ Rn is open and c : U → R is smooth, and (U, c) ∼ (U ′, c′) if there
exists open p ∈ U ′′ ⊆ U ∩ U ′ with c|U ′′ = c′|U ′′ .
(ii) C∞p (R
n) ∼= C∞(Rn)/Ip, where Ip ⊂ C∞(R
n) is the ideal of functions
vanishing near p.
(iii) C∞p (R
n) ∼= C∞(Rn)(f−1 : f ∈ C∞(Rn), f(p) 6= 0).
Then C∞p (R
n) is local, with maximal ideal mp =
{
[U, c] ∈ C∞p (R
n) : c(x) = 0
}
.
We prove some facts about exponentials and logs in (local) C∞-rings.
Proposition 2.15. (a) Let C be a C∞-ring. Then the C∞-operation Φexp :
C → C induced by exp : R→ R is injective.
(b) Let C be a local C∞-ring, with morphism π : C → R. If a ∈ C with
π(a) > 0 then there exists b ∈ C with Φexp(b) = a. This b is unique by (a).
Proof. For (a), let a ∈ C with b = Φexp(a) ∈ C. Then Φexp(−a) is the inverse
b−1 of b. The map t 7→ exp(t) − exp(−t) is a diffeomorphism R → R. Let
e : R → R be its inverse. Define smooth f : R2 → R by f(x, y) = e(x − y).
Then f(exp t, exp(−t)) = t. Hence in the C∞-ring C we have
Φf (b, b
−1) = Φf (Φexp(a),Φexp ◦−(a)) = Φf◦(exp,exp ◦−)(a) = Φid(a) = a.
But b determines b−1 uniquely, so Φf (b, b
−1) = a implies that b = Φexp(a)
determines a uniquely, and Φexp : C → C is injective.
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For (b), choose smooth g, h : R → R with g(x) = log x for x > 12π(a) > 0,
h(π(a)) > 0, and h(x) = 0 for x 6 12π(a). Set b = Φg(a) and c = Φh(a). Then
c · (Φexp(b)− a) = Φh(a) · (Φexp ◦g(a)− a) = Φh(x)·(exp◦g(x)−x)(a) = 0,
since h(x) · (x− exp ◦g(x)) = 0 as h(x) = 0 for x 6 12π(a) and exp ◦g(x)−x = 0
for x > 12π(a). Also π(c) = h(π(a)) > 0, so c is invertible. Thus Φexp(b) = a.
2.2 Modules and cotangent modules of C∞-rings
We discuss modules and cotangent modules for C∞-rings, following [26, §5].
Definition 2.16. A module M over a C∞-ring C is a module over C as a
commutative R-algebra, and morphisms of C-modules are the usual morphisms
of R-algebra modules. Denote µM : C ×M → M the multiplication map, and
write µM (c,m) = c ·m for c ∈ C and m ∈M . The category C-mod of C-modules
is an abelian category.
If a C-module M fits into an exact sequence C ⊗ Rn → M → 0 in C-mod
then it is finitely generated ; if it further fits into an exact sequence C ⊗ Rm →
C⊗Rn →M → 0 it is finitely presented . This second condition is not automatic
from the first as C∞-rings are generally not Noetherian.
For a morphism φ : C → D of C∞-rings and M in C-mod we have φ∗(M) =
M ⊗C D in D-mod, giving a functor φ∗ : C-mod → D-mod. For N in D-mod
there is a C-module φ∗(N) = N with C-action µφ∗(N)(c, n) = µN (φ(c), n). This
gives a functor φ∗ : D-mod→ C-mod.
Example 2.17. Let Γ∞(E) be the collection of smooth sections e of a vector
bundle E → X of a manifold X , so Γ∞(E) is a vector space and a module over
C∞(X). If λ : E → F is a morphism of vector bundles over X , then there is a
morphism of C∞(X)-modules λ∗ : Γ
∞(E)→ Γ∞(F ) where λ∗ : e 7→ λ ◦ e.
For each smooth map of manifolds f : X → Y there is a morphism of
C∞-rings f∗ : C∞(Y ) → C∞(X). Each vector bundle E → Y gives a vector
bundle f∗(E)→ X . Using (f∗)∗ : C∞(Y )-mod→ C∞(X)-mod from Definition
2.16, then (f∗)∗
(
Γ∞(E)
)
= Γ∞(E)⊗C∞(Y )C
∞(X) is isomorphic to Γ∞
(
f∗(E)
)
in C∞(X)-mod.
The definition of C-module only used the commutative R-algebra structure
of C, however the cotangent module ΩC of C uses the full C
∞-ring structure.
Definition 2.18. Take a C∞-ring C and M ∈ C-mod, then a C∞-derivation is
a map d : C → M that satisfies the following: for any smooth f : Rn → R and
elements c1, . . . , cn ∈ C, then
dΦf (c1, . . . , cn)−
n∑
i=1
Φ ∂f
∂xi
(c1, . . . , cn) · dci = 0. (2.4)
This implies that d is R-linear and is a derivation of C as a commutative R-
algebra, that is, d(c1c2) = c1 · dc2 + c2 · dc1 for all c1, c2 ∈ C.
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The pair (M, d) is called a cotangent module for C if it is universal in the
sense that for any M ′ ∈ C-mod with C∞-derivation d′ : C →M ′, there exists a
unique morphism of C-modules λ :M →M ′ with d′ = λ ◦ d. Then a cotangent
module is unique up to unique isomorphism. We can explicitly construct a
cotangent module for C by considering the free C-module over the symbols dc
for all c ∈ C, and quotienting by all relations (2.4) for smooth f : Rn → R and
elements c1, . . . , cn ∈ C. We call this construction ‘the’ cotangent module of C,
and write it as dC : C → ΩC .
If we have a morphism of C∞-rings C → D then ΩD = φ∗(ΩD) can be
considered as a D-module with C∞-derivation dD ◦ φ : C → ΩD. The universal
property of ΩC gives a unique morphism Ωφ : ΩC → ΩD of C-modules such
that dD ◦ φ = Ωφ ◦ dC . From this we have a morphism of D-modules (Ωφ)∗ :
ΩC ⊗C D→ ΩD. If we have two morphisms of C
∞-rings φ : C → D, ψ : D→ E
then uniqueness implies that Ωψ◦φ = Ωψ ◦ Ωφ : ΩC → ΩE.
Example 2.19. As in Example 2.17, if X is a manifold, its cotangent bundle
T ∗X is a vector bundle overX , and its global sections Γ∞(T ∗X) form a C∞(X)-
module, with C∞-derivation d : C∞(X) → Γ∞(T ∗X), d : c 7→ dc the usual
exterior derivative and equation (2.4) following from the chain rule.
One can show that (Γ∞(T ∗X), d) has the universal property in Definition
2.18, and so form a cotangent module for C∞(X). This is stated in [26, Ex. 5.4],
and proved in greater generality in Theorem 7.7(a) below.
If we have a smooth map of manifolds f : X → Y , then f∗(T ∗Y ), T ∗X
are vector bundles over X , and the derivative df : f∗(T ∗Y ) → T ∗X is a vec-
tor bundle morphism. This induces a morphism of C∞(X)-modules (df)∗ :
Γ∞(f∗(T ∗Y ))→ Γ∞(T ∗X), which is identified with (Ωf∗)∗ from Definition 2.18
using that Γ∞(f∗(T ∗Y )) ∼= Γ∞(T ∗Y )⊗C∞(Y ) C
∞(X).
This example shows that Definition 2.18 abstracts the notion of sections of a
cotangent bundle of a manifold to a concept that is well defined for any C∞-ring.
Example 2.20. (a) Let A be a set and FA the free C∞-ring from Definition
2.7, with generators xa ∈ F
A for a ∈ A. Then there is a natural isomorphism
ΩFA
∼=
〈
dxa : a ∈ A
〉
R
⊗R F
A.
(b) Suppose C is defined by a coequalizer diagram (2.2) in C∞Rings. Then
writing (xa)a∈A, (x˜b)b∈B for the generators of F
A,FB, we have an exact sequence
〈
dx˜b : b ∈ B
〉
R
⊗R C
γ //
〈
dxa : a ∈ A
〉
R
⊗R C
δ // ΩC // 0
in C-mod, where if α, β in (2.2) map α : x˜b 7→fb
(
(xa)a∈A
)
, β : x˜b 7→gb
(
(xa)a∈A
)
,
for fb, gb depending only on finitely many xa, then γ, δ are given by
γ(dx˜b) =
∑
a∈A
φ
( ∂fb
∂xa
(
(xa)a∈A
)
−
∂gb
∂xa
(
(xa)a∈A
))
dxa, δ(dxa) = d ◦ φ(xa).
Hence as in [26, Prop. 5.6], if C is finitely generated (or finitely presented) in the
sense of Proposition 2.8, then ΩC is finitely generated (or finitely presented).
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Cotangent modules behave well under localization, [26, Prop. 5.7]:
Proposition 2.21. Let C be a C∞-ring, S ⊆ C, and D = C(s−1 : s ∈ S) be the
localization of C at S with projection π : C → D, as in Definition 2.11. Then
(Ωπ)∗ : ΩC ⊗C D→ ΩD is an isomorphism of D-modules.
Here is [26, Th. 5.8]:
Theorem 2.22. Suppose we are given a pushout diagram of C∞-rings:
C
β
//
α

E
δ 
D
γ // F,
so that F = D∐C E. Then the following sequence of F-modules is exact:
ΩC ⊗C,γ◦α F
(Ωα)∗⊕−(Ωβ)∗ //
ΩD ⊗D,γ F ⊕
ΩE ⊗E,δ F
(Ωγ)∗⊕(Ωδ)∗ // ΩF // 0. (2.5)
Here (Ωα)∗ : ΩC ⊗C,γ◦α F → ΩD ⊗D,γ F is induced by Ωα : ΩC → ΩD, and so
on. Note the sign of −(Ωβ)∗ in (2.5).
2.3 Sheaves
We explain presheaves and sheaves with values in a (nice) category A, following
Godement [14] and Mac Lane and Moerdijk [33]. Throughout we suppose A is
complete, that is, all small limits exist in A, and cocomplete, that is, all small
colimits exist in A. The categories of sets, abelian groups, rings, C∞-rings,
monoids etc. all satisfy this, as will (interior) C∞-rings with corners. Sometimes
it is helpful to suppose that objects of A are sets with extra structure, so there
is a faithful functor A → Sets taking each object to its underlying set.
Definition 2.23. A presheaf E on a topological space X valued in A gives an
object E(U) ∈ A for every open set U ⊆ X , and a morphism ρUV : E(U)→ E(V )
in A called the restriction map for every inclusion V ⊆ U ⊆ X of open sets,
satisfying the conditions that
(i) ρUU = idE(U) : E(U)→ E(U) for all open U ⊆ X ; and
(ii) ρUW = ρVW ◦ ρUV : E(U)→ E(W ) for all open W ⊆ V ⊆ U ⊆ X .
A presheaf E is called a sheaf if for all open covers {Ui}i∈I of U , then
E(U)→
∏
i∈I
E(Ui)⇒
∏
i,j∈I
E(Ui ∩ Uj)
forms an equalizer diagram in A. This implies:
(iii) E(∅) = 0 where 0 is the final object in A.
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If there is a faithful functor F : A → Sets taking an object ofA to its underlying
set that preserves limits, then a presheaf E valued in A on X is a sheaf if it
equivalently satisfies the following:
(iv) (Uniqueness.) If U ⊆ X is open, {Vi : i ∈ I} is an open cover of U , and
s, t ∈ F (E(U)) with F (ρUVi)(s) = F (ρUVi)(t) in F (E(Vi)) for all i ∈ I,
then s = t in F (E(U)); and
(v) (Gluing.) If U ⊆ X is open, {Vi : i ∈ I} is an open cover of U , and we are
given elements si ∈ F (E(Vi)) for all i ∈ I such that F (ρVi(Vi∩Vj))(si) =
F (ρVj(Vi∩Vj))(sj) in F (E(Vi ∩ Vj)) for all i, j ∈ I, then there exists s ∈
F (E(U)) with F (ρUVi)(s) = si for all i ∈ I.
If s ∈ F (E(U)) and V ⊆ U is open we write s|V = F (ρUV )(s).
If E ,F are presheaves or sheaves valued in A on X , then a morphism φ :
E → F is a morphism φ(U) : E(U)→ F(U) in A for all open U ⊆ X such that
the following diagram commutes for all open V ⊆ U ⊆ X
E(U)
φ(U)
//
ρUV
F(U)
ρ′UV 
E(V )
φ(V ) // F(V ),
where ρUV is the restriction map for E , and ρ′UV the restriction map for F . We
write PreSh(X,A) and Sh(X,A) for the categories of presheaves and sheaves
on a topological space X valued in A.
Definition 2.24. For E a presheaf valued in A on a topological space X , then
we can define the stalk Ex ∈ A at a point x ∈ X to be the direct limit of the
E(U) in A for all U ⊆ X with x ∈ U , using the restriction maps ρUV .
If there is a faithful functor F : A → Sets taking an object of A to its
underlying set that preserves colimits, then explicitly it can be written as a set
of equivalence classes of sections s ∈ F (E(U)) for any open U which contains
x, where the equivalence relation is such that s1 ∼ s2 for s1 ∈ F (E(U)) and
s2 ∈ F (E(V )) with x ∈ U, V if there is an open set W ⊂ V ∩U with x ∈W and
s1|W = s2|W in F (E(W )).
The stalk is an object of A, and the restriction morphisms give rise to mor-
phisms ρU,x : E(U) → Ex. A morphism of presheaves φ : E → F induces
morphisms φx : Ex → Fx for all x ∈ X . If E ,F are sheaves then φ is an
isomorphism if and only if φx is an isomorphism for all x ∈ X .
Definition 2.25. There is a sheafification functor PreSh(X,A) → Sh(X,A),
which is left adjoint to the inclusion Sh(X,A) →֒ PreSh(X,A). We write Eˆ
for the sheafification of a presheaf E . The adjoint property gives a morphism
π : E → Eˆ and a universal property: whenever we have a morphism φ : E → F
of presheaves on X and F is a sheaf, then there is a unique morphism φˆ : Eˆ → F
with φ = φˆ ◦ π. Thus sheafification is unique up to canonical isomorphism.
Sheafifications always exists for our categoriesA, and there are isomorphisms
of stalks Ex ∼= Eˆx for all x ∈ X . If there is a faithful functor F : A → Sets
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taking an object of A to its underlying set that preserves colimits and limits, it
can be constructed (as in [16, Prop. II.1.2]) by defining Eˆ(U) as the subset of all
functions t : U → ∐x∈UEx such that for all x ∈ U , then t(x) = F (ρV,x)(s) ∈ Ex
for some s ∈ F (E(V )) for open V ⊂ U , x ∈ V .
If f : X → Y is a continuous map of topological spaces, we can consider
pushforwards and pullbacks of sheaves by f . We will use both of these definitions
when defining C∞-schemes (with corners).
Definition 2.26. If f : X → Y is a continuous map of topological spaces, and
E is a sheaf valued in A on X , then the direct image (or pushforward) sheaf
f∗(E) on Y is defined by
(
f∗(E)
)
(U) = E
(
f−1(U)
)
for all open U ⊆ V . Here,
we have restriction maps ρ′UV = ρf−1(U)f−1(V ) :
(
f∗(E)
)
(U) →
(
f∗(E)
)
(V ) for
all open V ⊆ U ⊆ Y so that f∗(E) is a sheaf valued in A on Y .
For a morphism φ : E → F in Sh(X,A) we can define f∗(φ) : f∗(E)→ f∗(F)
by
(
f∗(φ)
)
(U) = φ
(
f−1(U)
)
for all open U ⊆ Y . This gives a morphism f∗(φ)
in Sh(Y,A), and a functor f∗ : Sh(X,A)→ Sh(Y,A). For two continuous maps
of topological spaces, f : X → Y , g : Y → Z, then (g ◦ f)∗ = g∗ ◦ f∗.
Definition 2.27. For a continuous map f : X → Y and a sheaf E valued in A
on Y , we define the pullback (inverse image) of E under f to be the sheafification
of the presheaf U 7→ limA⊇f(U) E(A) for open U ⊆ X , where the direct limit
is taken over all open A ⊆ Y containing f(U), using the restriction maps ρAB
in E . We write this sheaf as f−1(E). If φ : E → F is a morphism in Sh(Y,A),
there is a pullback morphism f−1(φ) : f−1(E)→ f−1(F).
Remark 2.28. For a continuous map f : X → Y of topological spaces we
have functors f∗ : Sh(X,A) → Sh(Y,A), and f−1 : Sh(Y,A) → Sh(X,A).
Hartshorne [16, Ex. II.1.18] gives a natural bijection
HomX
(
f−1(E),F
)
∼= HomY
(
E , f∗(F)
)
(2.6)
for all E ∈ Sh(Y,A) and F ∈ Sh(X,A), so that f∗ is right adjoint to f−1. This
will be important in several proofs we consider below.
2.4 C∞-schemes
We now recall the definition of (local) C∞-ringed spaces and C∞-schemes, fol-
lowing the second author [26].
Definition 2.29. A C∞-ringed space X = (X,OX) is a topological space X
with a sheaf OX of C∞-rings on X .
A morphism f = (f, f ♯) : (X,OX) → (Y,OY ) of C
∞ ringed spaces consists
of a continuous map f : X → Y and a morphism f ♯ : f−1(OY )→ OX of sheaves
of C∞-rings on X , for f−1(OY ) the inverse image sheaf as in Definition 2.27.
From (2.6), we know f∗ is right adjoint to f
−1, so there is a natural bijection
HomX
(
f−1(OY ),OX
)
∼= HomY
(
OY , f∗(OX)
)
. (2.7)
19
We will write f♯ : OY → f∗(OX) for the morphism of sheaves of C∞-rings on Y
corresponding to the morphism f ♯ under (2.7), so that
f ♯ : f−1(OY ) −→ OX ! f♯ : OY −→ f∗(OX). (2.8)
Given two C∞-ringed space morphisms f : X → Y and g : Y → Z we can
compose them to form
g ◦ f =
(
g ◦ f, (g ◦ f)♯
)
=
(
g ◦ f, f ♯ ◦ f−1(g♯)
)
.
If we consider f♯ : OY → f∗(OX), then the composition is
(g ◦ f)♯ = g∗(f♯) ◦ g♯ : OZ −→ (g ◦ f)∗(OX) = g∗ ◦ f∗(OX).
We call X = (X,OX) a local C
∞-ringed space if it is C∞-ringed space for
which the stalks OX,x of OX at x are local C∞-rings for all x ∈ X . As in Defini-
tion 2.9, since morphisms of local C∞-rings are automatically local morphisms,
morphisms of local C∞-ringed spaces (X,OX), (Y,OY ) are just morphisms of
C∞-ringed spaces without any additional locality condition.
We will follow the notation of [26] and write C∞RS for the category of C∞-
ringed spaces, and LC∞RS for the full subcategory of local C∞-ringed spaces.
We write underlined upper case letters such as X,Y , Z, . . . to represent C∞-
ringed spaces (X,OX), (Y,OY ), (Z,OZ), . . . , and underlined lower case letters
f, g, . . . to represent morphisms of C∞-ringed spaces (f, f ♯), (g, g♯), . . . . When
we write ‘x ∈ X’ we mean that X = (X,OX) and x ∈ X . If we write ‘U is open
in X’ we will mean that U = (U,OU ) and X = (X,OX) with U ⊆ X an open
set and OU = OX |U .
Example 2.30. For a manifold X , we have a C∞-ringed space X = (X,OX)
with topological space X and its sheaf of smooth functions OX(U) = C∞(U) for
each open subset U ⊆ X , with C∞(U) defined in Example 2.4. If V ⊆ U ⊆ X
then the restriction morphisms ρUV : C
∞(U)→ C∞(V ) are the usual restriction
of a function to an open subset ρUV : c 7→ c|V .
As the stalks OX,x at x ∈ X are local C
∞-rings, isomorphic to the ring of
germs as in Example 2.14, then X is a local C∞-ringed space.
For a smooth map of manifolds f : X → Y with corresponding local C∞-
ringed spaces (X,OX), (Y,OY ) as above we define f♯(U) : OY (U) = C∞(U)→
OX(f−1(U)) = C∞(f−1(U)) for each open U ⊆ Y by f♯(U) : c 7→ c ◦ f for
all c ∈ C∞(U). This gives a morphism f♯ : OY → f∗(OX) of sheaves of C∞-
rings on Y . Then f = (f, f ♯) : (X,OX) → (Y,OY ) is a morphism of (local)
C∞-ringed spaces with f ♯ : f−1(OY )→ OX corresponding to f♯ under (2.8).
Definition 2.31. Let C be a C∞-ring, and write XC for the set of all R-points
x of C, as in Definition 2.11. Write TC for the topology on XC that has basis of
open sets Uc =
{
x ∈ XC : x(c) 6= 0
}
for all c ∈ C. For each c ∈ C define a map
c∗ : XC → R such that c∗ : x 7→ x(c).
For a morphism φ : C → D of C∞-rings, we can define fφ : XD → XC by
fφ(x) = x ◦ φ, which is continuous.
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From [26, Lem. 4.15], this definition implies that TC is the weakest topology
on XC such that the c∗ : XC → R are continuous for all c ∈ C. Also (XC , TC) is
a regular, Hausdorff topological space.
Definition 2.32. For a C∞-ring C, we will define the spectrum of C, written
SpecC. Here, SpecC is a C∞-ringed space (X,OX), with X the topological
space XC from Definition 2.31. For open U ⊆ X , then OX(U) is the set of
functions s : U →
∐
x∈U Cx, where we write sx for the image of x under s,
such that around each point x ∈ U there is an open subset x ∈ W ⊆ U and
element c ∈ C with sy = πy(c) ∈ Cy for all y ∈ W . This is a C∞-ring with the
operations Φf on OX(U) defined using the operations Φf on Cx for x ∈ U .
For s ∈ OX(U), the restriction map of functions s 7→ s|V for open V ⊆
U ⊆ X is a morphism of C∞-rings, giving the restriction map ρUV : OX(U)→
OX(V ). The stalk OX,x at x ∈ X is isomorphic to Cx, which is a local C∞-ring.
Hence (X,OX) is a local C∞-ringed space.
For a morphism φ : C → D of C∞-rings, we have an induced morphism
of local C∞-rings, φx : Cfφ(x) → Dx. If we let (X,OX) = SpecC, (Y,OY ) =
SpecD, then for open U ⊆ X define (fφ)♯(U) : OX(U) → OY (f
−1
φ (U)) by
(fφ)♯(U)s : x 7→ φx(sfφ(x)). This gives a morphism (fφ)♯ : OX → (fφ)∗(OY )
of sheaves of C∞-rings on X . Then fφ = (fφ, f
♯
φ) : (Y,OY ) → (X,OX) is a
morphism of local C∞-ringed spaces, where f ♯φ corresponds to (fφ)♯ under (2.8).
Then Spec is a functor C∞Ringsop → LC∞RS, called the spectrum functor,
where Specφ : SpecD→ SpecC is defined by Specφ = fφ.
Example 2.33. For a manifold X then SpecC∞(X) is isomorphic to the local
C∞-ringed space X constructed in Example 2.30.
Here is [26, Lem 4.28]:
Lemma 2.34. Let C be a C∞-ring, set X = SpecC = (X,OX), and let c ∈ C.
If we write Uc = {x ∈ X : x(c) 6= 0} as in Definition 2.31, then Uc ⊆ X is open
and Uc = (Uc,OX |Uc) ∼= SpecC(c
−1).
Definition 2.35. The global sections functor Γ : LC∞RS → C∞Ringsop
takes (X,OX) to OX(X) and morphisms (f, f ♯) : (X,OX) → (Y,OY ) to Γ :
(f, f ♯) 7→ f♯(Y ), for f♯ relating f ♯ as in (2.8).
For each C∞-ring C we can define a morphism ΞC : C → Γ ◦ SpecC. Here,
for c ∈ C then ΞC(c) : XC →
∐
x∈XC
Cx is defined by ΞC(c)x = πx(c) ∈ Cx,
so ΞC(c) ∈ OXC (XC) = Γ ◦ SpecC. This ΞC is a C
∞-ring morphism as it
is built from C∞-ring morphisms πx : C → Cx, and the C∞-operations on
OXC (XC) are defined pointwise in the Cx. This defines a natural transformation
Ξ : IdC∞Rings ⇒ Γ ◦ Spec of functors C
∞Rings→ C∞Rings.
Theorem 2.36. The functor Spec : C∞Ringsop → LC∞RS is right adjoint
to Γ : LC∞RS→ C∞Ringsop. Here, ΞC is the unit of the adjunction between
Γ and Spec. This implies Spec preserves limits as in [8, p. 687]. Hence if we
have C∞-ring morphisms φ : F → D, ψ : F → E in C∞Rings then their
pushout C = D∐F E has image that is isomorphic to the fibre product SpecC ∼=
SpecD×SpecF SpecE.
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We extend this theorem to C∞-schemes with corners in §5.3.
Remark 2.37. Our definition of spectrum functor follows [26] and Dubuc [8],
and is called the Archimedean spectrum in Moerdijk et al. [38, §3]. They also
show it is a right adjoint to the global sections functor as above.
Definition 2.38. ObjectsX ∈ LC∞RS that are isomorphic to SpecC for some
C ∈ C∞Rings are called affine C∞-schemes. Elements X ∈ LC∞RS that are
locally isomorphic to SpecC for some C ∈ C∞Rings (depending upon the open
sets) are called C∞-schemes . We define C∞Sch and AC∞Sch to be the full
subcategories of C∞-schemes and affine C∞-schemes in LC∞RS respectively.
Remark 2.39. Unlike ordinary algebraic geometry, affine C∞-schemes are very
general objects. All manifolds are affine, and all their fibre products are affine.
But not all manifolds with corners are affine C∞-schemes with corners.
2.5 Complete C∞-rings
In ordinary algebraic geometry, if A is a commutative ring then Γ◦SpecA ∼= A,
and Spec : Ringsop → ASch is an equivalence of categories, with inverse Γ. For
C∞-rings C, in general Γ ◦ SpecC 6∼= C, and Spec : C∞Ringsop → AC∞Sch is
neither full nor faithful. But as in [26, Prop. 4.34], we have:
Proposition 2.40. For each C∞-ring C, SpecΞC : Spec ◦Γ ◦ SpecC → SpecC
is an isomorphism in LC∞RS.
This motivates the following definition [26, Def. 4.35]:
Definition 2.41. A C∞-ring C is called complete if ΞC : C → Γ ◦ SpecC is an
isomorphism. We define C∞Ringsco to be the full subcategory in C
∞Rings of
complete C∞-rings. By Proposition 2.40 we see that C∞Ringsco is equivalent
to the image of the functor Γ ◦ Spec : C∞Rings → C∞Rings, which gives
a left adjoint to the inclusion of C∞Ringsco into C
∞Rings. Write this left
adjoint as the functor Πcoall = Γ ◦ Spec : C
∞Rings→ C∞Ringsco.
An example of a non-complete C∞-ring is the quotient C = C∞(Rn)/Ics
of C∞(Rn) for n > 0 by the ideal Ics of compactly supported functions, and
Πcoall(C) = 0 6
∼= C. The next theorem comes from [26, Prop. 4.11 & Th. 4.25].
Theorem 2.42. (a) Spec |(C∞Ringsco)op : (C
∞Ringsco)
op → LC∞RS is full
and faithful, and an equivalence Spec |··· : (C∞Ringsco)op → AC∞Sch.
(b) Let X be an affine C∞-scheme. Then X ∼= SpecOX(X), where OX(X) is
a complete C∞-ring.
(c) The functor Πcoall : C
∞Rings→ C∞Ringsco is left adjoint to the inclusion
functor inc : C∞Ringsco →֒ C∞Rings. That is, Πcoall is a reflection functor.
(d) All small colimits exist in C∞Ringsco, although they may not coincide with
the corresponding small colimits in C∞Rings.
(e) Spec |(C∞Ringsco)op = Spec ◦ inc : (C
∞Ringsco)
op → LC∞RS is right
adjoint to Πcoall ◦ Γ : LC
∞RS→ (C∞Ringsco)
op. Thus Spec |··· takes limits in
(C∞Ringsco)
op (equivalently, colimits in C∞Ringsco) to limits in LC
∞RS.
22
In the following theorem we summarize results found in Dubuc [8, Th. 16],
Moerdijk and Reyes [39, § II. Prop. 1.2], and the second author [26, Cor. 4.27].
Theorem 2.43. There is a full and faithful functor FAC
∞Sch
Man : Man →
AC∞Sch that takes a manifold X to the affine C∞-scheme X = (X,OX),
where OX(U) = C
∞(U) is the usual smooth functions on U . Here (X,OX) ∼=
Spec(C∞(X)) and hence X is affine. The functor FAC
∞Sch
Man sends transverse
fibre products of manifolds to fibre products of C∞-schemes.
2.6 Sheaves of OX-modules on C
∞-ringed spaces
This section follows [26, §5.3]. Our definition of OX -module is the usual def-
inition of sheaf of modules on a ringed space as in Hartshorne [16, §II.5] and
Grothendieck [15, §0.4.1], using the R-algebra structure on our C∞-rings.
Definition 2.44. For each C∞-ringed space X = (X,OX) we define a category
OX -mod. The objects are sheaves of OX-modules (or simply OX -modules) E
on X . Here, E is a functor on open sets U ⊆ X such that E : U 7→ E(U)
in OX(U)-mod is a sheaf as in Definition 2.23. This means we have linear
restriction maps EUV : E(U)→ E(V ) for each inclusion of open sets V ⊆ U ⊆ X ,
such that the following commutes
OX(U)× E(U)
ρUV ×EUV
// E(U)
EUV 
OX(V )× E(V ) // E(V ),
where the horizontal arrows are module multiplication. Morphisms in OX -mod
are sheaf morphisms φ : E → F commuting with the OX -actions. An OX -
module E is called a vector bundle if it is locally free, that is, around every
point there is an open set U ⊆ X with E|U ∼= OX |U ⊗R R
n.
Definition 2.45. We define the pullback f∗(E) of a sheaf of modules E on
Y by a morphism f = (f, f ♯) : X → Y of C∞-ringed spaces as f∗(E) =
f−1(E) ⊗f−1(OY ) OX . Here f
−1(E) is as in Definition 2.27, so that f∗(E) is a
sheaf of modules on X. Morphisms of OY -modules φ : E → F give morphisms
of OX -modules f∗(φ) = f−1(φ)⊗ idOX : f
∗(E)→ f∗(F).
Definition 2.46. Let X = (X,OX) be a C∞-ringed space. Define a presheaf
PT ∗X of OX -modules on X such that PT
∗X(U) is the cotangent module
ΩOX(U) of Definition 2.18, regarded as a module over the C
∞-ring OX(U). For
open sets V ⊆ U ⊆ X we have restriction morphisms ΩρUV : ΩOX(U) → ΩOX(V )
associated to the morphisms of C∞-rings ρUV : OX(U) → OX(V ) so that the
following commutes:
OX(U)× ΩOX(U)
ρUV ×ΩρUV
µOX (U)
// ΩOX(U)
ΩρUV 
OX(V )× ΩOX(V )
µOX (V ) // ΩOX(V ).
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Definition 2.18 implies Ωψ◦φ = Ωψ ◦ Ωφ, so this is a well defined presheaf of
OX -modules. The cotangent sheaf T ∗X of X is the sheafification of PT ∗X.
The universal property of sheafification shows that for open U ⊆ X we have
an isomorphism of OX |U -modules
T ∗U = T ∗(U,OX |U ) ∼= T
∗X|U .
For a morphism f : X → Y in C∞RS we have f∗(T ∗Y ) = f−1(T ∗Y )⊗f−1(OY )
OX . The universal properties of sheafification imply that f∗(T ∗Y ) is the sheafi-
fication of the presheaf P(f∗(T ∗Y )), where
U 7−→ P(f∗(T ∗Y ))(U) = limV⊇f(U) ΩOY (V ) ⊗OY (V ) OX(U).
This gives a presheaf morphism PΩf : P(f
∗(T ∗Y ))→ PT ∗X on X , where
(PΩf )(U) = limV⊇f(U)(Ωρ
f−1(V )U◦f♯(V )
)∗.
Here, we have morphisms f♯(V ) : OY (V ) → OX(f−1(V )) from f♯ : OY →
f∗(OX) corresponding to f
♯ in f as in (2.8), and ρf−1(V )U : OX(f
−1(V )) →
OX(U) in OX so that (Ωρ
f−1(V )U◦f♯(V )
)∗ : ΩOY (V )⊗OY (V )OX(U)→ ΩOX(U) =
(PT ∗X)(U) is constructed as in Definition 2.18. Then write Ωf : f∗(T ∗Y ) →
T ∗X for the induced morphism of the associated sheaves. This corresponds to
the morphism df : f∗(T ∗Y ) → T ∗X of vector bundles over a manifold X and
smooth map of manifolds f : X → Y as in Example 2.19.
2.7 Sheaves of OX-modules on C
∞-schemes
We define a spectrum functor for modules, as in [26, Def.s 5.16, 5.17 & 5.25].
Definition 2.47. Let C be a C∞-ring and set X = (X,OX) = SpecC. LetM ∈
C-mod be a C-module. For each open subset U ⊆ X there is a natural morphism
C → OX(U) in C∞Rings. Using this we make M ⊗C OX(U) into an OX(U)-
module. This assignment U 7→M⊗COX(U) is naturally a presheaf PMSpecM
of OX -modules. Define MSpecM ∈ OX -mod to be its sheafification.
A morphism µ : M → N in C-mod induces OX(U)-module morphisms
M ⊗C OX(U) → N ⊗C OX(U) for all open U ⊆ X , and hence a presheaf
morphism, which descends to a morphism MSpecµ : MSpecM → MSpecN in
OX -mod. This defines a functor MSpec : C-mod → OX -mod. It is an exact
functor of abelian categories.
There is also a global sections functor Γ : OX -mod → C-mod mapping
Γ : E 7→ E(X), where the OX(X)-module E(X) is viewed as a C-module via the
natural morphism C → OX(X).
For any M ∈ C-mod there is a natural morphism ΞM : M → Γ ◦MSpecM
in C-mod, by composingM →M ⊗COX(X) = PMSpecM(X) with the sheafi-
fication morphism PMSpecM(X) → MSpecM(X) = Γ ◦ MSpecM . Gener-
alizing Definition 2.41, we call M complete if ΞM is an isomorphism. Write
C-modco ⊆ C-mod for the full subcategory of complete C-modules.
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Here is [26, Th.s 5.19, Prop. 5.20, Th. 5.26, & Prop. 5.31]:
Theorem 2.48. (a) In Definition 2.47, MSpec : C-mod → OX -mod is left
adjoint to Γ : OX -mod→ C-mod, generalizing Theorem 2.36.
(b) There is a natural isomorphism MSpec ◦Γ⇒ IdOX -mod. This gives a natural
isomorphism MSpec ◦Γ ◦MSpec⇒ MSpec, generalizing Proposition 2.40.
(c) MSpec |C-modco : C-modco → OX -mod is an equivalence of categories, gen-
eralizing Theorem 2.42(a).
(d) The functor Πcoall = Γ ◦MSpec : C-mod → C-modco is left adjoint to the
inclusion functor inc : C-modco →֒ C-mod, generalizing Theorem 2.42(c).
(e) There is a natural isomorphism T ∗X ∼= MSpecΩC in OX -mod.
Remark 2.49. In [26, §5.4], following conventional algebraic geometry as in
Hartshorne [16, §II.5], we define a notion of quasicoherent sheaf E on a C∞-
scheme X, which is that we may cover X by open U ⊆ X with U ∼= SpecC and
E|U ∼= MSpecM for C ∈ C∞Rings and M ∈ C-mod. But then [26, Cor. 5.22]
uses Theorem 2.48(c) to show that every OX -module is quasicoherent, that is,
qcoh(X) = OX -mod, which is not true in conventional algebraic geometry. So
here we will not bother with the language of quasicoherent sheaves.
Here is [26, Th. 5.32], where part (b) is deduced from Theorem 2.22:
Theorem 2.50. (a) Let f : X → Y and g : Y → Z be morphisms of C∞-
schemes. Then in OX -mod we have
Ωg◦f = Ωf ◦ f
∗(Ωg) : (g ◦ f)
∗(T ∗Z) −→ T ∗X.
(b) Suppose we are given a Cartesian square in C∞Sch:
W
f
//
e

Y
h

X
g
// Z,
so that W = X ×Z Y . Then the following is exact in OW -mod:
(g ◦ e)∗(T ∗Z)
e∗(Ωg)⊕−f
∗(Ωh) // e∗(T ∗X)⊕ f∗(T ∗Y )
Ωe⊕Ωf // T ∗W // 0.
3 Background on manifolds with (g-)corners
Next we discussmanifolds with corners, followingMelrose [35–37] and the second
author [18], [23, §2], and a generalization of them, manifolds with g-corners,
introduced in [23]. There is more than one notion of smooth map between
manifolds with corners. The one we choose was introduced by Melrose [35–37],
who calls them b-maps.
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3.1 Manifolds with corners
We define manifolds with corners, following the second author [23, §2].
Definition 3.1. Use the notation Rmk = [0,∞)
k × Rm−k for 0 6 k 6 m, and
write points of Rmk as u = (u1, . . . , um) for u1, . . . , uk ∈ [0,∞), uk+1, . . . , um ∈
R. Let U ⊆ Rmk and V ⊆ R
n
l be open, and f = (f1, . . . , fn) : U → V be a
continuous map, so that fj = fj(u1, . . . , um) maps U → [0,∞) for j = 1, . . . , l
and U → R for j = l + 1, . . . , n. Then we say:
(a) f is weakly smooth if all derivatives ∂
a1+···+am
∂u
a1
1 ···∂u
am
m
fj(u1, . . . , um) : U → R
exist and are continuous for all j = 1, . . . , n and a1, . . . , am > 0, including
one-sided derivatives where ui = 0 for i = 1, . . . , k.
By Seeley’s Extension Theorem, this is equivalent to requiring fj to extend
to a smooth function f ′j : U
′ → R on open neighbourhood U ′ of U in Rm.
(b) f is smooth if it is weakly smooth and every u = (u1, . . . , um) ∈ U has an
open neighbourhood U˜ in U such that for each j = 1, . . . , l, either:
(i) we may uniquely write fj(u˜1, . . . , u˜m) = Fj(u˜1, . . . , u˜m)·u˜
a1,j
1 · · · u˜
ak,j
k
for all (u˜1, . . . , u˜m) ∈ U˜ , where Fj : U˜ → (0,∞) is weakly smooth
and a1,j , . . . , ak,j ∈ N = {0, 1, 2, . . .}, with ai,j = 0 if ui 6= 0; or
(ii) fj |U˜ = 0.
(c) f is interior if it is smooth, and case (b)(ii) does not occur.
(d) f is strongly smooth if it is smooth, and in case (b)(i), for each j = 1, . . . , l
we have ai,j = 1 for at most one i = 1, . . . , k, and ai,j = 0 otherwise.
(e) f is a diffeomorphism if it is a smooth bijection with smooth inverse.
Definition 3.2. Let X be a second countable Hausdorff topological space. An
m-dimensional chart on X is a pair (U, φ), where U ⊆ Rmk is open for some
0 6 k 6 m, and φ : U → X is a homeomorphism with an open set φ(U) ⊆ X .
Let (U, φ), (V, ψ) be m-dimensional charts on X . We call (U, φ) and (V, ψ)
compatible if ψ−1 ◦ φ : φ−1
(
φ(U) ∩ ψ(V )
)
→ ψ−1
(
φ(U) ∩ ψ(V )
)
is a diffeomor-
phism between open subsets of Rmk ,R
m
l , in the sense of Definition 3.1(e).
An m-dimensional atlas for X is a system {(Ua, φa) : a ∈ A} of pairwise
compatible m-dimensional charts on X with X =
⋃
a∈A φa(Ua). We call such
an atlas maximal if it is not a proper subset of any other atlas. Any atlas
{(Ua, φa) : a ∈ A} is contained in a unique maximal atlas, the set of all charts
(U, φ) of this type on X which are compatible with (Ua, φa) for all a ∈ A.
An m-dimensional manifold with corners is a second countable Hausdorff
topological space X equipped with a maximal m-dimensional atlas. Usually we
refer to X as the manifold, leaving the atlas implicit, and by a chart (U, φ) on
X , we mean an element of the maximal atlas.
Now let X,Y be manifolds with corners of dimensions m,n, and f : X → Y
a continuous map. We call f weakly smooth, or smooth, or interior, or strongly
smooth, if whenever (U, φ), (V, ψ) are charts on X,Y with U ⊆ Rmk , V ⊆ R
n
l
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open, then ψ−1 ◦ f ◦ φ : (f ◦ φ)−1(ψ(V )) → V is weakly smooth, or smooth,
or interior, or strongly smooth, respectively, as maps between open subsets of
Rmk ,R
n
l in the sense of Definition 3.1. We call f : X → Y a diffeomorphism if
it is a bijection and f, f−1 are smooth.
Write Mancin,Man
c
st ⊂ Man
c ⊂ Mancwe for the categories with objects
manifolds with corners, and morphisms interior maps, and strongly smooth
maps, and smooth maps, and weakly smooth maps, respectively. We will be
interested almost exclusively in the categories Mancin ⊂Man
c.
We also write Mˇanc for the category with objects disjoint unions
∐∞
n=0Xn,
whereXn is a manifold with corners of dimension n (we call thesemanifolds with
corners of mixed dimension), allowingXn = ∅, and morphisms continuous maps
f :
∐∞
m=0Xm →
∐∞
n=0 Yn, such that fmn := f |Xm∩f−1(Yn) : Xm ∩ f
−1(Yn) →
Yn is a smooth map of manifolds with corners for all m,n > 0. We write
Mˇancin ⊂ Mˇan
c for the category with the same objects, and with morphisms
f such that fmn is interior for all m,n > 0. There are obvious full and faithful
embeddings Manc ⊂ Mˇanc, Mancin ⊂ Mˇan
c
in.
Remark 3.3. Some references on manifolds with corners are Cerf [5], Douady
[6], Gillam and Molcho [13, §6.7], Kottke and Melrose [30], Margalef-Roig and
Outerelo Dominguez [34], Melrose [35–37], Monthubert [41], and the second
author [18, 23]. Just as objects, without considering morphisms, most authors
define manifolds with corners X as in Definition 3.2. However, Melrose [35–37]
and authors who follow him impose an extra condition, that X should be a
manifold with faces in the sense of Definition 3.13 below.
There is no general agreement in the literature on how to define smooth
maps, or morphisms, of manifolds with corners:
(i) Our ‘smooth maps’ in Definitions 3.1–3.2 are due to Melrose [36, §1.12],
[30, §1], who calls them b-maps. ‘Interior maps’ are also due to Melrose.
(ii) The author [18] defined and studied ‘strongly smooth maps’ above (which
were just called ‘smooth maps’ in [18]).
(iii) Gillam and Molcho’s morphisms of manifolds with corners [13, §6.7] coin-
cide with our ‘interior maps’.
(iv) Most other authors, such as Cerf [5, §I.1.2], define smooth maps of mani-
folds with corners to be weakly smooth maps, in our notation.
We will base our theory of (interior) C∞-rings and C∞-schemes with corners
on the categories Mancin ⊂ Man
c. Section 8.2 will discuss theories based on
other categories of ‘manifolds with corners’ including the category Manac of
manifolds with analytic corners, or manifolds with a-corners, defined by the
second author [24], which are rather different to the categories above.
Definition 3.4. Let X be a manifold with corners (or a manifold with g-
corners in §3.3). Smooth maps g : X → [0,∞) will be called exterior maps, to
contrast them with interior maps. We write C∞(X) for the set of smooth maps
f : X → R, and In(X) for the set of interior maps g : X → [0,∞), and Ex(X)
for the set of exterior maps g : X → [0,∞). Thus, we have three sets:
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(a) C∞(X) of smooth maps f : X → R;
(b) In(X) of interior maps g : X → [0,∞); and
(c) Ex(X) of exterior (smooth) maps g : X → [0,∞), with In(X) ⊆ Ex(X).
Much of the book will be concerned with algebraic structures on these three sets,
and generalizations to other spaces X . In Chapter 4 we give (C∞(X), In(X) ∐
{0}) and (C∞(X),Ex(X)) the (large and complicated) structure of ‘(pre) C∞-
rings with corners’. But a lot of the time, it will be enough that C∞(X) is an
R-algebra, and In(X),Ex(X) are monoids under multiplication, as in §3.2.
3.2 Monoids
We will use monoids to define manifolds with g-corners in §3.3, and in the study
of C∞-rings with corners in Chapter 4. Here we recall some facts about monoids,
in the style of log geometry. A reference is Ogus [42, §I].
Definition 3.5. A (commutative) monoid is a set P equipped with an associa-
tive commutative binary operation + : P ×P → P that has an identity element
0. All monoids in this book will be commutative. A morphism of monoids
P → Q is a morphism of sets that respects the binary operations and sends the
identity to the identity. Write Mon for the category of monoids. For any n ∈ N
and p ∈ P we will write np = n · p =
p n copies q
p+ · · ·+ p, and set 0 · p = 0.
The above is additive notation for monoids. We will also very often use
multiplicative notation, in which the binary operation is written · : P ×P → P ,
thought of as multiplication, and the identity element is written 1, and we write
pn rather than np, with p0 = 1.
If P is a monoid written in multiplicative notation, a zero element is 0 ∈ P
with 0 · p = 0 for all p ∈ P . Zero elements need not exist, but are unique if they
do. One should not confuse zero elements with identities.
The rest of this definition will use additive notation.
A submonoid Q of a monoid P is a subset that is closed under the binary
operation and contains the identity element. We can form the quotient monoid
P/Q which is the set of all ∼-equivalence classes [p] of p ∈ P such that p ∼ p′
if there are q, q′ ∈ Q with p + q = p′ + q′ ∈ P . It has an induced monoid
structure from the monoid P . There is a morphism π : P → P/Q. This
quotient satisfies the following universal property: it is a monoid P/Q with a
morphism π : P → P/Q such that π(Q) = {0} and if µ : P → R is a monoid
morphism with µ(Q) = {0} then µ = ν ◦π for a unique morphism ν : P/Q→ R.
A unit in P is an element p ∈ P that has a (necessarily unique) inverse
under the binary operation, p′, so that p′ + p = 0. Write P× for the set of all
units of P . It is a submonoid of P , and an abelian group. A monoid P is an
abelian group if and only if P = P×.
An ideal I in a monoid P is a nonempty proper subset ∅ 6= I ( P such that
if p ∈ P and i ∈ I then i + p ∈ I, so it is necessarily closed under P ’s binary
operation. It must not contain any units. An ideal I is called prime if whenever
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a+ b ∈ I for a, b ∈ P then either a or b is in P . We say the complement P \ I of
a prime ideal I is a face which is automatically a submonoid of P . If we have
elements pj ∈ P for j in some indexing set J then we can consider the ideal
generated by the pj, which we write as 〈pj〉j∈J . It consists of all elements in P
of the form a+ pj for any a ∈ P and any j ∈ J . Note that if any of the pj are
units then the ‘ideal’ generated by these pj is a misnomer, as 〈pj〉j∈J is not an
ideal and instead equal to P .
For any monoid P there is an associated abelian group P gp and morphism
πgp : P → P gp. This has the universal property that any morphism from P to an
abelian group factors through πgp, so P gp is unique up to canonical isomorphism.
It can be shown to be isomorphic to the quotient monoid (P × P )/∆P , where
∆P = {(p, p) : p ∈ P} is the diagonal submonoid of P ×P , and πgp : p 7→ [p, 0].
For a monoid P we have the following properties:
(i) If there is a surjective morphism Nk → P for some k > 0, we call P finitely
generated. This morphism can be uniquely written as (n1, . . . , nk) 7→
n1p1+ · · ·nkpk for some p1, . . . , pk ∈ P which we call the generators of P .
This implies P gp is finitely generated. If there is an isomorphism P ∼= NA
for some set A (e.g. if P ∼= Nk for k > 0) then P is called free.
(ii) If P× = {0} we call P sharp. Any monoid has an associated sharpening
P ♯ which is the sharp quotient monoid P/P× with surjection π♯ : P → P ♯.
(iii) If πgp : P → P gp is injective we call P integral or cancellative. This occurs
if and only if p+ p′ = p+ p′′ implies p′ = p′′ for all p, p′, p′′ ∈ P . Then P
is isomorphic to its image under πgp, so we consider it a subset of P gp.
(iv) If P is integral and whenever p ∈ P gp with np ∈ P ⊂ P gp for some n > 1
implies p ∈ P then we call P saturated.
(v) If P gp is a torsion free group, then we call P torsion free. That is, if there
is n > 0 and p ∈ P gp such that np = 0 then p = 0.
(vi) If P is finitely generated, integral, saturated and torsion free then it is
called weakly toric. It has rank rankP = dimR(P ⊗N R). For a weakly
toric P there is an isomorphism P× ∼= Zl and P ♯ is a toric monoid (defined
below). The exact sequence 0 → P× → P → P ♯ → 0 splits, so that P ∼=
P ♯×Zl. Then the rank of P is equal to rankP = rankP gp = rankP ♯+ l.
(vii) If P is a weakly toric monoid and is also sharp we call P toric (note that
saturated and sharp together imply torsion free). For a toric monoid P its
associated group P gp is a finitely generated, torsion-free abelian group, so
P gp ∼= Zk for k > 0. Then the rank of P is rankP = k.
Parts (vi)–(vii) are not universally agreed in the literature. For example, Ogus
[42, p. 13], calls our weakly toric monoids toric monoids, and our toric monoids
sharp toric monoids.
Example 3.6. (a) The most basic toric monoid is Nk under addition for k =
0, 1, . . . , with (Nk)gp ∼= Zk.
(b) Zk under addition for k > 0 is weakly toric, but not toric.
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(c)
(
[0,∞), ·, 1
)
under multiplication is a monoid that is not finitely generated.
It has identity 1 and zero element 0. We have [0,∞)gp = {1}, so [0,∞) is not
integral, and [0,∞)× = (0,∞), so [0,∞) is not sharp.
3.3 Manifolds with g-corners
The second author [23] defined the categoryMangc ofmanifolds with generalized
corners, or manifolds with g-corners. These extend manifolds with corners X
in §3.1, but rather than being locally modelled on Rnk = [0,∞)
k × Rn−k, they
are modelled on spaces XP for P a weakly toric monoid in §3.2.
Definition 3.7. Let P be a weakly toric monoid. As in [23, §3.2] we define
XP = Hom(P, [0,∞)) to be the set of monoid morphisms x : P → [0,∞), where
the target is considered as a monoid under multiplication as in Example 3.6(c).
The interior of XP is defined to be X
◦
P = Hom(P, (0,∞)) where (0,∞) is a
submonoid of [0,∞), so that X◦P ⊂ XP .
For p ∈ P there is a corresponding function λp : XP → [0,∞) such that
λp(x) = x(p). For any p, q ∈ P then λp+q = λp · λq and λ0 = 1. Define a
topology on XP to be the weakest topology such that each λp is continuous.
Then XP is locally compact and Hausdorff and X
◦
P is an open subset of XP .
The interior U◦ of an open set U ⊂ XP is defined to be U ∩X
◦
P .
As P is weakly toric, then we can take a presentation for P with generators
p1, . . . , pm and relations
aj1p1 + · · ·+ a
j
mpm = b
j
1p1 + · · ·+ b
j
mpm in P for j = 1, . . . , k,
for aji , b
j
i ∈ N, i = 1, . . . ,m, j = 1, . . . , k. Then we have a continuous function
λp1 × · · · × λpm : XP → [0,∞)
m that is a homeomorphism onto its image
X ′P =
{
(x1, . . . , xm) ∈ [0,∞)
m : x
a
j
1
1 · · ·x
ajm
m = x
b
j
1
1 · · ·x
bjm
m , j = 1, . . . , k
}
,
which is closed subset of [0,∞)m.
Let U be an open subset of XP , and U
′ = λp1 × · · · × λpm(U) ⊂ X
′
P .
Then we say a continuous function f : U → R or f : U → [0,∞) is smooth if
there exists an open neighbourhood W ′ of U ′ in [0,∞)m and a smooth function
g : W ′ → R or g : W ′ → [0,∞) that is smooth in the sense above, such that
f = g ◦ λp1 × · · · × λpm . As in [23, Prop. 3.14], this is independent of the choice
of generators p1, . . . , pm for P .
Suppose Q is another weakly toric monoid, and consider open V ⊆ XQ and
a continuous function f : U → V . Then f is smooth if λq ◦ f : U → [0,∞)
is smooth for all q ∈ Q in the sense above. We call smooth f interior if
f(U◦) ⊆ V ◦, and a diffeomorphism if it is bijective with smooth inverse.
Example 3.8. If P = Nk × Zn−k then P is weakly toric. We can take gen-
erators p1 = (1, 0, . . . , 0), p2 = (0, 1, 0, . . . , 0), . . . , pn = (0, . . . , 0, 1), pn+1 =
(0, . . . , 0,−1, . . . ,−1) with pn+1 having −1 in the k + 1 to n + 1 entries, so
the only relation is pk+1 + · · ·+ pn+1 = 0. Then XP is homeomorphic to
X ′P =
{
(x1, . . . , xn+1) ∈ [0,∞)
n+1 : xk+1 · · ·xn+1 = 1
}
.
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This means that for (x1, . . . , xn+1) ∈ X ′P we have xk+1, . . . , xn+1 > 0 with
xn+1 = x
−1
k+1 · · ·x
−1
n . So there is a homeomorphism from XP → R
n
k mapping
(x1, . . . , xn+1) 7→ (x1, . . . , xk, log(xk+1), . . . , log(xn)). In [23, Ex. 3.15] we show
that this identification XP ∼= R
n
k identifies the topology, and the notion of
smooth maps to R, [0,∞) and between open subsets of XP ∼= R
n
k and XQ
∼= Rml ,
in Definition 3.1 for Rnk and above for XP . Thus, the spaces XP generalize the
spaces Rnk used as local models for manifolds with corners.
Following [23, §3.3] we define manifolds with g-corners:
Definition 3.9. Let X be a topological space. Define a g-chart on X to be
a triple (P,U, φ), where P is a weakly toric monoid, U ⊂ XP is open and
φ : U → X is a homeomorphism with an open subset φ(U) ⊂ X . If rankP = n
we call (P,U, φ) n-dimensional. For set theory reasons (to ensure a maximal
atlas is a set not a class) we suppose P is a submonoid of Zk for some k > 0.
We call n-dimensional g-charts (P,U, φ) and (Q, V, ψ) on X compatible if
ψ−1 ◦ φ : φ−1
(
φ(U)∩ψ(V )
)
→ ψ−1
(
φ(U)∩ψ(V )
)
is a diffeomorphism between
open subsets ofXP and XQ. A g-atlas onX is a family A =
{
(Pi, Ui, φi) : i ∈ I
}
of pairwise compatible g-charts (Pi, Ui, φi) on X with the same dimension n,
with X =
⋃
i∈I φi(Ui). We call A maximal if it is not a proper subset of any
other g-atlas. We define a manifold with g-corners (X,A) to be a Hausdorff,
second countable topological space X with a maximal g-atlas A.
We define smooth maps, and interior maps, f : X → Y between manifolds
with g-corners X,Y as in Definition 3.2. We write Mangc for the category
of manifolds with g-corners and smooth maps, and Mangcin ⊂ Man
gc for the
subcategory of manifolds with g-corners and interior maps.
As in Example 3.8, if P ∼= Nk × Zn−k we may identify XP ∼= R
n
k . So as
in [23, Def. 3.22], we may identify Manc ⊂ Mangc and Mancin ⊂ Man
gc
in as
full subcategories, where a manifold with g-corners (X,A) is a manifold with
corners if A has a g-subatlas of g-charts (Pi, Ui, φi) with Pi ∼= N
k × Zn−k.
We also write Mˇangc for the category with objects disjoint unions
∐∞
n=0Xn,
where Xn is a manifold with g-corners of dimension n (we call these mani-
folds with g-corners of mixed dimension), allowing Xn = ∅, and morphisms
continuous maps f :
∐∞
m=0Xm →
∐∞
n=0 Yn, such that fmn := f |Xm∩f−1(Yn) :
Xm∩f
−1(Yn)→ Yn is a smooth map of manifolds with g-corners for allm,n > 0.
We write Mˇancin ⊂ Mˇan
c for the category with the same objects, and with
morphisms f such that fmn is interior for all m,n > 0. There are obvious full
embeddings Mangc ⊂ Mˇangc and Mangcin ⊂ Mˇan
gc
in .
Remark 3.10. Any weakly toric monoid P is isomorphic to P ♯ × Zl, where
P ♯ is toric and l > 0. Then XP ∼= XP ♯ × XZl ∼= XP ♯ × R
l. Hence manifolds
with g-corners have local models XQ×R
l for toric monoids Q and l > 0, where
XNk ∼= [0,∞)
k. Each toric monoid Q has a natural point δ0 ∈ XQ called the
vertex of XQ, which acts by taking 0 ∈ Q to 1 ∈ [0,∞) and all non-zero q ∈ Q
to zero. Given a manifold with g-corners X and a point x ∈ X , there is a toric
monoid Q such that X near x is modelled on XQ × R
l near (δ0, 0) ∈ XQ × R
l,
where rankQ+ l = dimX .
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From [23, Ex. 3.23] we have the simplest example of a manifold with g-corners
that is not a manifold with corners.
Example 3.11. Let P be the weakly toric monoid of rank 3 with
P =
{
(a, b, c) ∈ Z3 : a > 0, b > 0, a+ b > c > 0
}
.
This has generators p1 = (1, 0, 0), p2 = (0, 1, 1), p3 = (0, 1, 0), and p4 = (1, 0, 1)
and one relation p1 + p2 = p3 + p4. The local model it induces is
XP ∼= X
′
P =
{
(x1, x2, x3, x4) ∈ [0,∞)
4 : x1x2 = x3x4
}
. (3.1)
• (0, 0, 0, 0) ∼= δ0
•
(x1, 0, 0, 0) •
(0, 0, x3, 0)
•
(0, 0, 0, x4)
•
(0, x2, 0, 0)
•
(0, x2, 0, x4)
•
(x1, 0, x3, 0)
•(x1, 0, 0, x4) • (0, x2, x3, 0)
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Figure 3.1: 3-manifold with g-corners X ′P
∼= XP in (3.1)
Figure 3.1 is a sketch ofX ′P as a square-based 3-dimensional infinite pyramid.
As in Remark 3.10, X ′P has vertex (0, 0, 0, 0) corresponding to δ0 ∈ XP . It has 1-
dimensional edges of points (x1, 0, 0, 0), (0, x2, 0, 0), (0, 0, x3, 0), (0, 0, 0, x4), and
2-dimensional faces of points (x1, 0, x3, 0),(x1, 0, 0, x4),(0, x2, x3, 0),(0, x2, 0, x4).
Its interior X ′◦P
∼= R3 consists of points (x1, x2, x3, x4) with x1, . . . , x4 non-zero
and x1x2 = x3x4. Then XP \ {δ0} is a 3-manifold with corners, but XP is not
a manifold with corners near δ0, as it is not locally isomorphic to R
n
k .
We give more material on manifolds with g-corners in §3.4, §3.5, and §6.7.1.
3.4 Boundaries, corners, and the corner functor
This section follows the second author [18] and [23, §2.2 & §3.4].
Definition 3.12. Let X be a manifold with corners, or g-corners, of dimension
n. For each x ∈ X we define the depth depthX(x) ∈ {0, 1, . . . , n} as follows: if
X is a manifold with corners then depthX(x) = k if X near x is locally modelled
on Rnk near 0. And if X is a manifold with g-corners then depthX(x) = k if X
near x is locally modelled on XP ×R
n−k near (δ0, 0), using Remark 3.10, where
P is a toric monoid of rank k.
Write Sk(X) = {x ∈ X : depthX(x) = k} for k = 0, . . . , n, the codimension
k boundary stratum. This defines a stratification X =
∐n
k=0 S
k(X) called the
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depth stratification. Then Sk(X) has a natural structure of a manifold without
boundary of dimension n− k. Its closure is Sk(X) =
∐n
l=k S
l(X). The interior
of X is X◦ := S0(X).
Define a local k-corner component γ of X at x ∈ X to be a local choice of
connected component of Sk(X) near x. That is, for any sufficiently small open
neighbourhood V of x in X , then γ assigns a choice of connected component W
of V ∩Sk(X) with x ∈W , and if V ′,W ′ are alternative choices then x ∈ W ∩W ′.
The local 1-corner components are called local boundary components of X .
As sets, we define the boundary and k-corners of X for k = 0, . . . , n by
∂X =
{
(x, β) : x ∈ X , β is a local boundary component of X at x
}
,
Ck(X) =
{
(x, γ) : x ∈ X , γ is a local k-corner component of X at x
}
,
(3.2)
for k = 0, 1, . . . , n. This implies that ∂X = C1(X) and C0(X) ∼= X . In [23, §2.2
& §3.4] we define natural structures of a manifold with corners, or g-corners
(depending on which X is) on ∂X and Ck(X), so that dim ∂X = n − 1 and
dimCk(X) = n − k. The interiors are (∂X)◦ ∼= S1(X) and Ck(X)◦ ∼= Sk(X).
We define smooth maps ΠX : ∂X → X , ΠX : Ck(X) → X by ΠX : (x, β) 7→ x
and ΠX : (x, γ) 7→ x. These are generally neither interior, not injective.
The next definition will be important in Chapter 5, as a manifold with
corners corresponds to an affine C∞-scheme with corners if it is a manifold with
faces. We extend Definition 3.13 to manifolds with g-corners in Definition 4.37.
Definition 3.13. A manifold with corners X is called a manifold with faces if
ΠX |F : F → X is injective for each connected component F of ∂X . The faces of
X are the components of ∂X , regarded as subsets ofX . Melrose [35–37] assumes
his manifolds with corners are manifolds with faces. Write Manfin ⊂ Man
c
in,
Manf ⊂Manc for the full subcategories of manifolds with faces.
Example 3.14. Define the teardrop to be the subset T =
{
(x, y) ∈ R2 : x > 0,
y2 6 x2 − x4
}
, as in [23, Ex. 2.8]. As shown in Figure 3.2, T is a manifold
with corners of dimension 2. The teardrop is not a manifold with faces as in
Definition 3.13, since the boundary is diffeomorphic to [0, 1], and so is connected,
but the map ΠT : ∂T → T is not injective.
x
y
• //oo
OO

Figure 3.2: The teardrop T
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Remark 3.15. Let X be a manifold with (g-)corners. Then smooth functions
f : X → R are local objects: we can combine them using partitions of unity.
In contrast, exterior functions g : X → [0,∞) as in Definition 3.4 cannot be
combined using partitions of unity, and have some non-local, global features.
To see this, observe that if g : X → [0,∞) is an exterior function, we may
define a multiplicity function µg : ∂X → N∪ {∞} giving the order of vanishing
of g on the boundary faces of X . If x ∈ X and (x1, . . . , xn) ∈ R
n
k are local coor-
dinates on X near x with x = (0, . . . , 0) then either g = xa11 · · ·x
ak
k F (x1, . . . , xn)
near x for F > 0 smooth, and we set µg(x, {xi = 0}) = ai for i = 1, . . . , k, or
g = 0 near x, when we write µg(x, {xi = 0}) =∞.
Then µg : ∂X → N ∪ {∞} is locally constant, and hence constant on each
connected component of ∂X . Also g interior implies µg maps to N ⊂ N ∪ {∞}.
If two points x1, x2 ∈ X lie in the image of the same connected component of
∂X then the behaviour of g near x1, x2 is linked even if x1, x2 are far away in
X . Interior functions {gi : i ∈ I} can be combined with a partition of unity
{ηi : i ∈ I} to give interior
∑
i∈I ηigi if the µgi for i ∈ I are all equal.
The boundary ∂X and corners Ck(X) are not functorial under smooth or
interior maps: smooth f : X → Y generally do not lift to smooth ∂f : ∂X →
∂Y . However, as in the second author [18, §4] and [23, §2.2 & §3.4], the corners
C(X) =
∐dimX
k=0 Ck(X) do behave functorially.
Definition 3.16. Let X be a manifold with corners, or with g-corners. The
corners of X is the manifold with (g-)corners of mixed dimension
C(X) =
∐dimX
k=0 Ck(X),
as an object of Mˇanc or Mˇangc in Definitions 3.2 and 3.9. By (3.2) we have
C(X) =
{
(x, γ) : x ∈ X , γ is a local k-corner component of X at x, k > 0
}
.
Define morphisms ΠX : C(X) → X and ιX : X → C(X) in Mˇanc or Mˇangc
by ΠX : (x, γ) 7→ x and ιX : x 7→ (x,X
◦), that is, ιX : X
∼=
−→C0(X) ⊂ C(X).
Here ιX is interior, but ΠX generally is not.
Now let f : X → Y be a morphism in Manc or Mangc. Suppose γ is a
local k-corner component of X at x ∈ X . For each small open neighbourhood
V of x in X , γ gives a connected component W of V ∩ Sk(X) with x ∈ W .
As f preserves the stratifications X =
∐
k>0 S
k(X), Y =
∐
l>0 S
l(Y ), we have
f(W ) ⊆ Sl(Y ) for some l > 0. Since f is continuous, f(W ) is connected, and
f(x) ∈ f(W ). Thus there is a unique l-corner component f∗(γ) of Y at f(x),
such that if V˜ is a sufficiently small open neighbourhood of f(x) in Y , then the
connected component W˜ of V˜ ∩ Sl(Y ) given by f∗(γ) has W˜ ∩ f(W ) 6= ∅. This
f∗(γ) is independent of the choice of sufficiently small V, V˜ , so is well-defined.
Define a map C(f) : C(X) → C(Y ) by C(f) : (x, γ) 7→ (f(x), f∗(γ)). As
in [23, §2.2 & §3.4], this C(f) is smooth, and interior, and so is a morphism
in Mˇangcin . Also C(g ◦ f) = C(g) ◦ C(f) and C(idX) = idC(X). Thus we
have defined functors C : Manc → Mˇancin and C : Man
gc → Mˇangcin , which
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we call the corner functors. We extend them to C : Mˇanc → Mˇancin and
C : Mˇangc → Mˇangcin by C(
∐
m>0Xm) =
∐
m>0 C(Xm).
Consider the inclusions of subcategories inc : Mˇancin →֒ Mˇan
c and inc :
Mˇangcin →֒ Mˇan
gc. The morphisms ΠX : C(X) → X give a natural transfor-
mation Π : inc ◦C ⇒ Id in Mˇanc or Mˇangc. The morphisms ιX : X → C(X)
give a natural transformation ι : Id⇒ C ◦ inc in Mˇancin or Mˇan
gc
in .
Remark 3.17. If X is an object in Mˇanc or Mˇangc, and Y an object in
Mˇancin or Mˇan
gc
in , it is easy to check that we have inverse 1-1 correspondences
HomMˇanc or
Mˇangc
(incX,Y )
f 7−→C(f)◦ιX // HomMˇancin or
Mˇan
gc
in
(X,C(Y )).
g 7−→ΠY ◦g
oo
Therefore C : Mˇanc → Mˇancin and C : Mˇan
gc → Mˇangcin are right adjoint to
inc : Mˇancin →֒ Mˇan
c and inc : Mˇangcin →֒ Mˇan
gc, and Π, ι are the units of
the adjunction. (This is a new observation, not in [18, 23].)
This implies that the corner functors C, and hence the boundary ∂X and
corners Ck(X) of a manifold with (g-)cornersX , are not arbitrary constructions,
but are determined up to natural isomorphism by the inclusions of subcategories
Mancin ⊂Man
c and Mangcin ⊂Man
gc.
3.5 Tangent bundles and b-tangent bundles
Finally we briefly discuss (co)tangent bundles of manifolds with (g-)corners.
For a manifold with corners X there are two kinds: the (ordinary) tangent
bundle TX , the obvious generalization of tangent bundles of manifolds, and the
b-tangent bundle bTX introduced by Melrose [36, §2.2], [37, §I.10], [35, §2]. The
duals of the tangent bundle and b-tangent bundle are the cotangent bundle T ∗X
and b-cotangent bundle bT ∗X . If X is a manifold with g-corners, then bTX is
well defined, but in general TX is not. We follow [23, §2.3 & §3.5].
Remark 3.18. (a) Let X be a manifold with corners of dimension n. The tan-
gent bundle TX → X , cotangent bundle T ∗X → X , b-tangent bundle bTX →
X , and b-cotangent bundle bT ∗X → X , are natural rank n vector bundles on X ,
defined in detail in [23, §2.3]. In local coordinates, if (x1, . . . , xk, xk+1, . . . , xn) ∈
Rnk are local coordinates on an open set φ(U) ⊂ X , from a chart (U, φ) with
U ⊂ Rnk open, then TX, . . . ,
bT ∗X are given on φ(U) by the bases of sections:
TX |φ(U) =
〈 ∂
∂x1
, . . . ,
∂
∂xk
,
∂
∂xk+1
, . . . ,
∂
∂xn
〉
R
,
T ∗X |φ(U) =
〈
dx1, . . . , dxk, dxk+1, . . . , dxn
〉
R
,
bTX |φ(U) =
〈
x1
∂
∂x1
, . . . , xk
∂
∂xk
,
∂
∂xk+1
, . . . ,
∂
∂xn
〉
R
,
bT ∗X |φ(U) =
〈
x−11 dx1, . . . , x
−1
k dxk, dxk+1, . . . , dxn
〉
R
.
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Note that “xi
∂
∂xi
” is a nonzero section of bTX even where xi = 0 for i = 1, . . . , k,
and “x−1i dxi” is a well defined section of
bT ∗X even where xi = 0. These are
formal symbols, but are useful as they determine the transition functions for
bTX, bT ∗X under change of coordinates (x1, . . . , xm) (x˜1, . . . , x˜m), etc.
There is a natural morphism of vector bundles IX :
bTX → TX mapping
xi
∂
∂xi
7→ xi ·
∂
∂xi
for i = 1, . . . , k and ∂
∂xi
7→ ∂
∂xi
for i = k + 1, . . . , n. It is an
isomorphism over X◦, and has kernel of rank k over Sk(X).
(b) Tangent bundles TX in Manc are functorial under smooth maps. That
is, for any morphism f : X → Y in Manc there is a corresponding morphism
Tf : TX → TY defined in [23, Def. 2.14], functorial in f and linear on the fibres
of TX, TY , in a commuting diagram
TX
π

Tf
// TY
π

X
f // Y.
Equivalently, we may write Tf as a vector bundle morphism df : TX → f∗(TY )
on X . It has a dual morphism df∗ : f∗(T ∗Y )→ T ∗X on cotangent bundles.
Similarly, b-tangent bundles bTX in Manc are functorial under interior
maps. That is, for any morphism f : X → Y inMancin there is a corresponding
morphism bTf : bTX → bTY defined in [23, Def. 2.15], functorial in f and
linear on the fibres of bTX, bTY , in a commuting diagram
bTX
π
❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃ IX
''◆◆
◆◆◆
◆◆◆ bTf
// bTY
IY
&&◆◆
◆◆◆
◆◆◆
π
❂
❂❂
❂❂
❂❂
❂❂
❂❂
❂❂
TX
π
Tf // TY
π
X
f // Y.
Equivalently, we have a vector bundle morphism bdf : bTX → f∗(bTY ) on X ,
with a dual morphism bdf∗ : f∗(bT ∗Y )→ bT ∗X on b-cotangent bundles.
(c) As in [23, §3.5], tangent bundles TX → X do not extend to manifolds
with g-corners X . That is, for each x ∈ X we can define a tangent space TxX
with the usual functorial properties of tangent spaces, but dimTxX need not
be locally constant on X , so TxX , x ∈ X are not the fibres of a vector bundle.
However, b-(co)tangent bundles bTX → X , bT ∗X → X do extend nicely
to manifolds with g-corners. If X is locally modelled on XP for a weakly toric
monoid P , as in §3.3, then bTX is locally trivial with fibre HomMon(P,R), and
bT ∗X is locally trivial with fibre P ⊗N R. B-tangent bundles are functorial
under interior maps, as in (b). So if f : X → Y is a morphism in Mangcin , as
in [23, Def. 3.43] we have a morphism bTf : bTX → bTY , and vector bundle
morphisms bdf : bTX → f∗(bTY ) and bdf∗ : f∗(bT ∗Y )→ bT ∗X on X .
(d) Let X be a manifold with (g-)corners. Then [23, §3.6] constructs a natural
exact sequence of vector bundles of mixed rank on C(X):
0 // bNC(X)
biT // Π∗X(
bTX)
bπT // bT (C(X)) // 0. (3.3)
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Here bNC(X) is called the b-normal bundle of C(X) in X . It has rank k on
Ck(X) for k > 0. Note that
bπT is not
bdΠX from (c) for ΠX : C(X) → X ;
bdΠX is undefined as ΠX is not interior, and would go the opposite way to
bπT .
Here is the dual complex to (3.3), with bN∗C(X) the b-conormal bundle:
0 // bT ∗(C(X))
bπ∗T // Π∗X(
bT ∗X)
bi∗T // bN∗C(X)
// 0. (3.4)
In [23, §3.6] we define the monoid bundle MC(X) → C(X), which is a locally
constant bundle of toric monoids with an embedding MC(X) ⊂
bNC(X) such
that bNC(X) ∼=MC(X) ⊗N R. The monoid fibres have rank k on Ck(X). If X is
a manifold with corners thenMC(X) has fibre N
k on Ck(X), and the embedding
MC(X) ⊂
bNC(X) is locally modelled on N
k ⊂ Rk. We also have a dual comonoid
bundle M∨C(X) → C(X), with an embedding M
∨
C(X) ⊂
bN∗C(X).
If (x, γ) ∈ C(X), then X near x is locally diffeomorphic to XP × Y for
P a toric monoid and Y a manifold with g-corners, such that γ is identified
with {δ0} × Y for δ0 the vertex in XP . Then near (x, γ) in C(X), the fibres of
bNC(X),
bN∗C(X),MC(X),M
∨
C(X) are HomMon(P,R), P⊗NR, P
∨, P , respectively.
Example 3.19. Let X be a manifold with corners, and (x, γ) ∈ Ck(X)◦ ⊂
C(X). We will explain the ideas of Remark 3.18(d) near (x, γ). We can choose
local coordinates (x1, . . . , xn) ∈ R
n
k near x in X , such that the local boundary
component γ of X at x is x1 = · · · = xk = 0 in coordinates. Then (xk+1, . . . , xn)
in Rn−k are local coordinates on Ck(X)
◦ near (x, γ), and (3.3)–(3.4) become
0 // bNC(X)
biT
// Π∗
X
(bTX)
bπT
// bT (C(X)) // 0
〈
x1
∂
∂x1
, . . . , xk
∂
∂xk
〉
R
// 〈x1 ∂∂x1 , . . . , xk
∂
∂xk
, ∂
∂xk+1
, . . . , ∂
∂xn
〉
R
//
〈
∂
∂xk+1
, . . . , ∂
∂xn
〉
R
,
0 // bT ∗(C(X))
bπ∗T
// Π∗X(
bT ∗X)
bi∗T
// bN∗
C(X)
// 0
〈
dxk+1, . . . , dxn
〉
R
// 〈x−11 dx1, . . . , x
−1
k
dxk,dxk+1, . . . ,dxn
〉
R
// 〈x−11 dx1, . . . , x
−1
k
dxk
〉
R
.
Under these identifications we have
MC(X) =
〈
x1
∂
∂x1
, . . . , xk
∂
∂xk
〉
N
, M∨C(X) =
〈
x−11 dx1, . . . , x
−1
k dxk
〉
N
.
4 (Pre) C∞-rings with corners
Sections 4.1–4.3 study the most obvious generalization of (categorical) C∞-
rings to manifolds with corners, which we will call (categorical) pre C∞-rings
with corners. These were introduced by Kalashnikov [28], who called them
C∞-rings with corners. But we define C∞-rings with corners in §4.4 as the
full subcategory of pre C∞-rings with corners C = (C,Cex) satisfying an extra
condition, that invertible functions in Cex should have logs in C. This will
make C∞-rings and C∞-schemes with corners better behaved. Sections 4.5–4.7
develop the theory of C∞-rings with corners.
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4.1 Categorical pre C∞-rings with corners
Here is the obvious generalization of Definition 2.1.
Definition 4.1. Write Eucc,Euccin for the full subcategories ofMan
c,Mancin
with objects the Euclidean spaces with corners Rnk=[0,∞)
k×Rn−k for 06k6n.
We have inclusions of subcategories
Euc ⊂ Euccin ⊂ Euc
c. (4.1)
Define a categorical pre C∞-ring with corners to be a product-preserving
functor F : Eucc → Sets. Here F should also preserve the empty product, i.e.
it maps R0× [0,∞)0 = {∅} in Eucc to the terminal object in Sets, the point ∗.
If F,G : Eucc → Sets are categorical pre C∞-rings with corners, a mor-
phism η : F → G is a natural transformation η : F ⇒ G. Such natural trans-
formations are automatically product-preserving. We write CPC∞Ringsc for
the category of categorical pre C∞-ring with corners.
Define a categorical interior pre C∞-ring with corners to be a product-
preserving functor F : Euccin → Sets. These form a category CPC
∞Ringscin,
with morphisms natural transformations.
Define a commutative triangle of functors
CPC∞Ringsc
ΠCC
∞Rings
CPC∞Ringsc
//
Π
CPC∞Ringsc
in
CPC∞Ringsc
,,❳❳❳❳❳
❳❳❳❳❳
❳❳
CC∞Rings
CPC∞Ringscin
ΠCC
∞Rings
CPC∞Ringsc
in
33❢❢❢❢❢❢❢❢❢❢❢❢ (4.2)
by restriction to subcategories in (4.1), so that for example Π
CPC∞Ringscin
CPC∞Ringsc maps
F : Eucc → Sets to F |Eucc
in
: Euccin → Sets.
Here is the motivating example:
Example 4.2. (a) Let X be a manifold with corners. Define a categorical pre
C∞-ring with corners F : Eucc → Sets by F = HomManc(X,−). That is, for
objects Rm × [0,∞)n in Eucc ⊂Manc we have
F
(
Rm × [0,∞)n
)
= HomManc
(
X,Rm × [0,∞)n
)
,
and for morphisms g : Rm × [0,∞)n → Rm
′
× [0,∞)n
′
in Eucc we have
F (g) = g◦ : HomManc
(
X,Rm × [0,∞)n
)
−→ HomManc
(
X,Rm
′
× [0,∞)n
′)
mapping F (g) : h 7→ g ◦ h. Let f : X → Y be a smooth map of manifolds with
corners, and F,G : Eucc → Sets the functors corresponding to X,Y . Define a
natural transformation η : G⇒ F by
η
(
Rm × [0,∞)n
)
= ◦f : Hom
(
Y,Rm × [0,∞)n
)
−→ Hom
(
X,Rm × [0,∞)n
)
mapping η : h 7→ h ◦ f .
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Define a functor FCPC
∞Ringsc
Manc :Man
c → (CPC∞Ringsc)op to map X 7→
F on objects, and f 7→ η on morphisms, for X,Y, F,G, f, η as above.
All of this also works if X,Y are manifolds with g-corners, as in §3.3, giving
a functor FCPC
∞Ringsc
Mangc :Man
gc → (CPC∞Ringsc)op.
(b) Similarly, if X is a manifold with (g-)corners, define a categorical interior pre
C∞-ring with corners F : Euccin → Sets by F = HomMancin(X,−). This gives
functors F
CPC∞Ringscin
Manc
in
: Mancin → (CPC
∞Ringscin)
op and F
CPC∞Ringscin
Man
gc
in
:
Mangcin → (CPC
∞Ringscin)
op.
In the language of Algebraic Theories, as in Ada´mek, Rosicky´ and Vitale [1],
Euc,Eucc,Euccin are examples of algebraic theories (that is, small categories
with finite products), andCC∞Rings,CPC∞Ringsc,CPC∞Ringscin are the
corresponding categories of algebras. Also the inclusions of subcategories (4.1)
are morphisms of algebraic theories, and the functors (4.2) the corresponding
morphisms. So, as for Proposition 2.6, Ada´mek et al. [1, Prop.s 1.21, 2.5, 9.3 &
Th. 4.5] give important results on their categorical properties:
Theorem 4.3. (a) All small limits and directed colimits exist in the categories
CPC∞Ringsc,CPC∞Ringscin, and they may be computed objectwise in Euc
c,
Euccin by taking the corresponding small limits/directed colimits in Sets.
(b) All small colimits exist in CPC∞Ringsc,CPC∞Ringscin though in gen-
eral they are not computed objectwise in Eucc,Euccin as colimits in Sets.
(c) The functors ΠCC
∞Rings
CPC∞Ringsc , . . . ,Π
CPC∞Ringscin
CPC∞Ringsc in (4.2) have left adjoints,
so they preserve limits.
4.2 Pre C∞-rings with corners
The next definition corresponds to Definition 4.1 as Definitions 2.1 and 2.2 do.
Definition 4.4. A pre C∞-ring with corners C assigns the data:
(a) Two sets C and Cex.
(b) Operations Φf : C
m×Cnex → C for all smooth maps f : R
m× [0,∞)n → R.
(c) Operations Ψg : C
m×Cnex → Cex for all exterior g : R
m×[0,∞)n → [0,∞).
Here we allow one or both of m,n to be zero, and consider S0 to be the single
point {∅} for any set S. These operations must satisfy the following relations:
(i) Suppose k, l,m, n > 0, and ei : R
k × [0,∞)l → R is smooth for i =
1, . . . ,m, and fj : R
k × [0,∞)l → [0,∞) is exterior for j = 1, . . . , n, and
g : Rm × [0,∞)n → R is smooth. Define smooth h : Rk × [0,∞)l → R by
h(x1, . . . , xk, y1, . . . , yl) = g
(
e1(x1, . . . , yl), . . . , em(x1, . . . , yl),
f1(x1, . . . , yl), . . . , fn(x1, . . . , yl)
)
.
(4.3)
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Then for all (c1, . . . , ck, c
′
1, . . . , c
′
l) ∈ C
k × Clex we have
Φh(c1, . . . , ck, c
′
1, . . . , c
′
l) = Φg
(
Φe1(c1, . . . , c
′
l), . . . ,Φem(c1, . . . , c
′
l),
Ψf1(c1, . . . , c
′
l), . . . ,Ψfn(c1, . . . , c
′
l)
)
.
(ii) Suppose k, l,m, n > 0, and ei : R
k × [0,∞)l → R is smooth for i =
1, . . . ,m, and fj : R
k × [0,∞)l → [0,∞) is exterior for j = 1, . . . , n, and
g : Rm × [0,∞)n → [0,∞) is exterior. Define exterior h : Rk × [0,∞)l →
[0,∞) by (4.3). Then for all (c1, . . . , ck, c′1, . . . , c
′
l) ∈ C
k × Clex we have
Ψh(c1, . . . , ck, c
′
1, . . . , c
′
l) = Ψg
(
Φe1(c1, . . . , c
′
l), . . . ,Φem(c1, . . . , c
′
l),
Ψf1(c1, . . . , c
′
l), . . . ,Ψfn(c1, . . . , c
′
l)
)
.
(iii) Write πi : R
m × [0,∞)n → R for projection to the ith coordinate of Rm
for i = 1, . . . ,m, and π′j : R
m × [0,∞)n → [0,∞) for projection to the jth
coordinate of [0,∞)n for j = 1, . . . , n. Then for all (c1, . . . , cm, c
′
1, . . . , c
′
n)
in Cm × Cnex and all i = 1, . . . ,m, j = 1, . . . , n we have
Φπi(c1, . . . , cm, c
′
1, . . . , c
′
n) = ci, Ψπ′j (c1, . . . , cm, c
′
1, . . . , c
′
n) = c
′
j .
We will refer to the operations Φf ,Ψg as the C
∞-operations , and we of-
ten write a pre C∞-ring with corners as a pair C = (C,Cex), leaving the C
∞
operations implicit.
Let C = (C,Cex) and D = (D,Dex) be pre C
∞-rings with corners. A
morphism φ : C → D is a pair φ = (φ, φex) of maps φ : C → D and φex :
Cex → Dex, which commute with all the operations Φf ,Ψg on C,D. Write
PC∞Ringsc for the category of pre C∞-rings with corners.
As for Proposition 2.3, we have:
Proposition 4.5. There is an equivalence of categories from CPC∞Ringsc to
PC∞Ringsc, which identifies F : Eucc → Sets in CPC∞Ringsc with C =
(C,Cex) in PC
∞Ringsc such that F
(
Rm× [0,∞)n
)
= Cm× Cnex for m,n > 0.
Under this equivalence, for a smooth function f : Rnk → R, we identify F (f)
with Φf , and for an exterior function g : R
n
k → [0,∞), we identify F (g) with Ψg.
The proof of the proposition then follows from F being a product preserving
functor, and the definition of pre C∞-ring with corners.
We could define ‘interior pre C∞-rings with corners’ following Definition
4.4, but replacing exterior maps by interior maps throughout. Instead we will
do something more complicated, and define interior pre C∞-rings with corners
as special examples of pre C∞-rings with corners, and interior morphisms as
special morphisms between (interior) pre C∞-rings with corners. The advantage
of this is that we can work with both interior and non-interior pre C∞-rings
with corners and their morphisms in a single theory.
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Definition 4.6. Let C = (C,Cex) be a pre C
∞-ring with corners. Then Cex is
a monoid and 0Cex ∈ Cex with c
′ · 0Cex = 0Cex for all c
′ ∈ Cex.
We call C an interior pre C∞-ring with corners if 0Cex 6= 1Cex , and there do
not exist c′, c′′ ∈ Cex with c′ 6= 0Cex 6= c
′′ and c′ · c′′ = 0Cex . That is, Cex should
have no zero divisors. Write Cin = Cex \ {0Cex}. Then Cex = Cin ∐ {0Cex},
where ∐ is the disjoint union. Since Cex has no zero divisors, Cin is closed under
multiplication, and 1Cex ∈ Cin as 0Cex 6= 1Cex . Thus Cin is a submonoid of Cex.
We write 1Cin = 1Cex .
Let C,D be interior pre C∞-rings with corners, and φ = (φ, φex) : C →D
be a morphism in PC∞Ringsc. We call φ interior if φex(Cin) ⊆ Din. Then
we write φin = φex|Cin : Cin → Din. Interior morphisms are closed under
composition and include the identity morphisms.
Write PC∞Ringscin for the (non-full) subcategory of PC
∞Ringsc with
objects interior pre C∞-rings with corners, and morphisms interior morphisms.
Lemma 4.7. Let C = (C,Cex) be an interior pre C
∞-ring with corners. Then
C
×
ex ⊆ Cin. If g : R
m × [0,∞)n → [0,∞) is interior, then Ψg : C
m × Cnex → Cex
maps Cm × Cnin → Cin.
Proof. Clearly 0Cex is not invertible, so 0Cex /∈ C
×
ex, and C
×
ex ⊆ Cex\{0Cex} = Cin.
As g is interior we may write
g(x1, . . . , xm, y1, . . . , yn) = y
a1
1 · · · y
an
n · exp ◦h(x1, . . . , xm, y1, . . . , yn), (4.4)
for a1, . . . , an ∈ N and h : R
m × [0,∞)n → R smooth. Then for c1, . . . , cm ∈ C
and c′1, . . . , c
′
n ∈ Cin we have
Ψg
(
c1, . . . , cm, c
′
1, . . . , c
′
n
)
= c′a11 · · · c
′an
n ·Ψexp
[
Φh
(
c1, . . . , cm, c
′
1, . . . , c
′
n
)]
.
Here c′a11 · · · c
′an
n ∈ Cin as Cin is a submonoid of Cex, and Ψexp[· · · ] ∈ Cin as Ψexp
maps to C×ex ⊆ Cin ⊆ Cex. Thus Ψg
(
c1, . . . , cm, c
′
1, . . . , c
′
n
)
∈ Cin.
Here is the analogue of Proposition 4.5:
Proposition 4.8. There is an equivalence CPC∞Ringscin
∼= PC∞Ringscin,
which identifies F : Euccin → Sets in CPC
∞Ringscin with C = (C,Cex) in
PC∞Ringscin such that F
(
Rm × [0,∞)n
)
= Cm × Cnin for m,n > 0.
Proof. Let F : Euccin → Sets be a categorical interior pre C
∞-ring with corners.
Define sets C = F (R), Cin = F ([0,∞)), and Cex = Cin ∐ {0Cex}, where ∐ is the
disjoint union. Then F
(
Rm × [0,∞)n
)
= Cm × Cnin, as F is product-preserving.
Let f : Rm × [0,∞)n → R and g : Rm × [0,∞)n → [0,∞) be smooth. We must
define maps Φf : C
m × Cnex → C and Ψg : C
m × Cnex → Cex.
Let c1, . . . , cm ∈ C and c′1, . . . , c
′
n ∈ Cex. Then some of c
′
1, . . . , c
′
n lie in
Cin and the rest in {0Cex}. For simplicity suppose that c
′
1, . . . , c
′
k ∈ Cin and
c′k+1 = · · · = c
′
n = 0Cex for 0 6 k 6 n. Define smooth d : R
m × [0,∞)k → R,
e : Rm × [0,∞)k → [0,∞) by
d(x1, . . . , xm, y1, . . . , yk) = f(x1, . . . , xm, y1, . . . , yk, 0, . . . , 0),
e(x1, . . . , xm, y1, . . . , yk) = g(x1, . . . , xm, y1, . . . , yk, 0, . . . , 0).
(4.5)
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Then F (d) maps Cm × Ckin → C. Set
Φf (c1, . . . , cm, c
′
1, . . . , c
′
k, 0Cex , . . . , 0Cex) = F (d)(c1, . . . , cm, c
′
1, . . . , c
′
k).
Either e : Rm × [0,∞)k → [0,∞) is interior, or e = 0. If e is interior define
Ψg(c1, . . . , cm, c
′
1, . . . , c
′
k, 0Cex , . . . , 0Cex) = F (e)(c1, . . . , cm, c
′
1, . . . , c
′
k).
If e = 0 set Ψg(c1, . . . , cm, c
′
1, . . . , c
′
k, 0Cex , . . . , 0Cex) = 0Cex . This defines Φf ,Ψg,
and makes C = (C,Cex) into an interior pre C
∞-ring with corners.
Conversely, let C = (C,Cex) be an interior pre C
∞-ring with corners. Then
Cex = Cin ∐ {0} and we define a product-preserving functor F : Euc
c
in → Sets
with F
(
Rm × [0,∞)n
)
= Cm × Cnin, using the fact from Lemma 4.7 that Ψg :
C
m × Cnex → Cex maps C
m × Cnin → Cin for g interior. The rest of the proof
follows that of Proposition 4.5.
It is often helpful to work with a small subset of C∞-operations. The next
definition explains this small subset. Monoids were discussed in §3.2.
Definition 4.9. Let C = (C,Cex) be a pre C
∞-ring with corners. Then (as in
Definition 4.11 below) C is a C∞-ring, and thus a commutative R-algebra. The
R-algebra structure makes C into a monoid in two ways: under multiplication
‘·’ with identity 1, and under addition ‘+’ with identity 0.
Define g : [0,∞)2 → [0,∞) by g(x, y) = xy. Then g induces Ψg : Cex×Cex →
Cex. Define multiplication · : Cex × Cex → Cex by c′ · c′′ = Ψg(c′, c′′). The map
1 : R0 → [0,∞) gives an operation Ψ1 : {∅} → Cex. The identity in Cex is
1Cex = Ψ1(∅). Then (Cex, ·, 1Cex) is a monoid.
The map 0 : R0 → [0,∞) gives an operation Ψ0 : {∅} → Cex. This gives a
distinguished element 0Cex = Ψ0(∅) in Cex, which satisfies c
′ · 0Cex = 0Cex for all
c′ ∈ Cex, that is, 0Cex is a zero element in the monoid (Cex, ·, 1Cex). We have:
(a) C is a commutative R-algebra.
(b) Cex is a monoid, in multiplicative notation, with zero element 0Cex ∈ Cex.
We write C×ex for the group of invertible elements in Cex.
(c) Φi : Cex → C is a monoid morphism, for i : [0,∞) →֒ R the inclusion and
C a monoid under multiplication.
(d) Ψexp : C → Cex is a monoid morphism, for exp : R → [0,∞) and C a
monoid under addition.
(e) Φexp = Φi ◦Ψexp : C → C for exp : R→ R and Ψexp in (d).
Many of our definitions will use only the structures (a)–(e). When we write
Φi,Ψexp,Φexp without further explanation, we mean those in (c)–(e).
Proposition 4.10. Let C = (C,Cex) be a pre C
∞-ring with corners, and sup-
pose c′ lies in the group C×ex of invertible elements in the monoid Cex. Then
there exists a unique c ∈ C such that Φexp(c) = Φi(c′) in C.
42
Proof. Since c′ ∈ C×ex we have a unique inverse c
′−1 ∈ C×ex. As in the proof of
Proposition 2.15(a), let e : R→ R be the inverse of t 7→ exp(t)−exp(−t). Define
smooth g : [0,∞)2 → R by g(x, y) = e(x − y). Observe that if (x, y) ∈ [0,∞)2
with xy = 1 then x = exp t, y = exp(−t) for t = log x, and so
exp ◦g(x, y) = exp ◦g(exp t, exp(−t)) = exp ◦e(exp t− exp(−t)) = exp(t) = x.
Therefore there is a unique smooth function h : [0,∞)2 → R with
exp ◦g(x, y)− x = h(x, y)(xy − 1). (4.6)
We have operations Φg,Φh : C
2
ex → C. Define c = Φg(c
′, c′−1). Then
Φexp(c)− Φi(c
′) = Φexp ◦g(x,y)−x(c
′, c′−1) = Φh(x,y)(xy−1)(c
′, c′−1)
= Φh(c
′, c′−1) · (Φi(c
′ · c′−1)− 1C) = 0,
using Definition 4.1(i) in the first and third steps, and (4.6) in the second. Hence
Φexp(c) = Φi(c
′). Uniqueness of c follows from Proposition 2.15(a).
4.3 Adjoints and (co)limits for pre C∞-rings with corners
The equivalences of categories in Propositions 2.3, 4.5 and 4.8 mean that facts
about CPC∞Ringsc,CPC∞Ringscin,CC
∞Rings in §4.1 correspond to fact
about PC∞Ringsc,PC∞Ringscin,C
∞Rings. Hence (4.2) should correspond
to a commutative triangle of functors
PC∞Ringsc
ΠC
∞Rings
PC∞Ringsc
//
Π
PC∞Ringsc
in
PC∞Ringsc
++❳❳❳❳
❳❳❳❳
❳❳❳
C∞Rings.
PC∞Ringscin
ΠC
∞Rings
PC∞Ringsc
in
33❣❣❣❣❣❣❣❣❣❣❣❣ (4.7)
The explicit definitions, which we give next, follow from the correspondences.
Definition 4.11. The functor ΠC
∞Rings
PC∞Ringsc : PC
∞Ringsc → C∞Rings in
(4.7) acts on objects by C = (C,Cex) 7→ C, where the C∞-ring C has C∞-
operations Φf : C
m → C from smooth f : Rm → R in Definition 4.4(b) with
n = 0, and on morphisms by φ = (φ, φex) 7→ φ.
Define ΠC
∞Rings
PC∞Ringsc
in
: PC∞Ringscin → C
∞Rings in (4.7) to be the restric-
tion of ΠC
∞Rings
PC∞Ringsc to PC
∞Ringscin.
To define Π
PC∞Ringscin
PC∞Ringsc in (4.7), let C = (C,Cex) be a pre C
∞-ring with
corners. We will define an interior pre C∞-ring with corners C˜ = (C, C˜ex)
where C˜ex = Cex ∐ {0C˜ex}, and set Π
PC∞Ringscin
PC∞Ringsc (C) = C˜. Here Cex already
contains a zero element 0Cex , but we are adding an extra 0C˜ex with 0Cex 6= 0C˜ex .
Let f : Rm × [0,∞)n → R and g : Rm × [0,∞)n → [0,∞) be smooth, and
write Φf ,Ψg for the operations in C. We must define maps Φ˜f : C
m × C˜nex → C
and Ψ˜g : C
m × C˜nex → C˜ex. Let c1, . . . , cm ∈ C and c
′
1, . . . , c
′
n ∈ C˜ex. Then
some of c′1, . . . , c
′
n lie in Cex and the rest in {0C˜ex}. For simplicity suppose that
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c′1, . . . , c
′
k ∈ Cex and c
′
k+1 = · · · = c
′
n = 0C˜ex for 0 6 k 6 n. Define smooth
d : Rm × [0,∞)k → R, e : Rm × [0,∞)k → [0,∞) by (4.5). Set
Φ˜f (c1, . . . , cm, c
′
1, . . . , c
′
k, 0C˜ex , . . . , 0C˜ex) = Φd(c1, . . . , cm, c
′
1, . . . , c
′
k).
Either e : Rm × [0,∞)k → [0,∞) is interior, or e = 0. If e is interior define
Ψ˜g(c1, . . . , cm, c
′
1, . . . , c
′
k, 0C˜ex , . . . , 0C˜ex) = Ψe(c1, . . . , cm, c
′
1, . . . , c
′
k).
If e = 0 define Ψ˜g(c1, . . . , cm, c
′
1, . . . , c
′
k, 0C˜ex , . . . , 0C˜ex) = 0C˜ex . This defines the
maps Φ˜f , Ψ˜g. It is easy to check that these make C˜ = (C, C˜ex) into an interior
pre C∞-ring with corners.
Now let φ : C → D be a morphism in PC∞Ringsc, and define C˜, D˜ as
above. Define φ˜ex : C˜ex → D˜ex by φ˜ex|Cex = φex and φ˜ex(0C˜ex) = 0D˜ex . Then
φ˜ = (φ, φ˜ex) : C˜ → D˜ is a morphism in PC∞Ringscin.
Define Π
PC∞Ringscin
PC∞Ringsc : PC
∞Ringsc →֒ PC∞Ringscin by Π
PC∞Ringscin
PC∞Ringsc :
C 7→ C˜ and Π
PC∞Ringscin
PC∞Ringsc : φ 7→ φ˜, for C, . . . , φ˜ as above.
We will show that Π
PC∞Ringscin
PC∞Ringsc is right adjoint to inc : PC
∞Ringscin →֒
PC∞Ringsc. Suppose that C,D are pre C∞-rings with corners with C interior.
Then we can define a 1-1 correspondence
HomPC∞Ringsc
(
inc(C),D
)
= HomPC∞Ringsc(C,D)
∼= HomPC∞Ringsc
in
(
C,Π
PC∞Ringscin
PC∞Ringsc (D)),
identifying φ : inc(C)→D with φˆ : C → Π
PC∞Ringscin
PC∞Ringsc (D), where φ = (φ, φex)
and φˆ = (φ, φˆex) with φˆex|C in = φex|Cin and φˆex(0Cex) = 0D˜ex . This is functorial
in C,D, and so proves that Π
PC∞Ringscin
PC∞Ringsc is right adjoint to inc.
Also define functors Πsm,Πex : PC
∞Ringsc → Sets by Πsm : C 7→ C,
Πex : C 7→ Cex on objects, and Πsm : φ 7→ φ, Πex : φ 7→ φex on morphisms,
where ‘sm’, ‘ex’ are short for ‘smooth’ and ‘exterior’. Define functors Πsm,Πin :
PC∞Ringscin → Sets by Πsm : C 7→ C, Πin : C 7→ Cin on objects, and
Πsm : φ 7→ φ, Πin : φ 7→ φin on morphisms, where ‘in’ is short for ‘interior’.
Combining the equivalences in Propositions 2.3, 4.5 and 4.8 with Theorem
4.3 and Definition 4.11 yields:
Theorem 4.12. (a) All small limits and directed colimits exist in the categories
PC∞Ringsc,PC∞Ringscin. The functors Πsm,Πex : PC
∞Ringsc → Sets
and Πsm,Πin : PC
∞Ringscin → Sets preserve limits and directed colimits.
(b) All small colimits exist in PC∞Ringsc,PC∞Ringscin, though in general
they are not preserved by Πsm,Πex and Πsm,Πin.
(c) The functors ΠC
∞Rings
PC∞Ringsc ,Π
C∞Rings
PC∞Ringsc
in
,Π
PC∞Ringscin
PC∞Ringsc in (4.7) have left ad-
joints, so they preserve limits. The left adjoint of Π
PC∞Ringscin
PC∞Ringsc is the inclusion
inc : PC∞Ringscin →֒ PC
∞Ringsc, so inc preserves colimits.
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Example 4.13. The inclusion inc : PC∞Ringscin →֒ PC
∞Ringsc in general
does not preserve limits, and therefore cannot have a left adjoint.
For example, suppose C,D are interior pre C∞-rings with corners, and
write E = C × D and F = C ×in D for the products in PC∞Ringsc and
PC∞Ringscin. Then Theorem 4.12(a) implies that E = C×D, Eex = Cex×Dex,
F = C ×D, Fin = Cin ×Din. Since Cex = Cin ∐ {0Cex}, etc., this gives
Eex = (Cin ×Din) ∐ (Cin × {0Dex})∐ ({0Cex} ×Din) ∐ ({0Cex} × {0Dex}),
Fex = (Cin ×Din) ∐ ({0Cex} × {0Dex}).
Thus E 6∼= F. Moreover in Eex we have (1Cex , 0Dex) · (0Cex , 1Dex) = (0Cex , 0Dex),
so Eex has zero divisors, and E is not an object in PC
∞Ringscin.
Proposition 4.14. The functors ΠC
∞Rings
PC∞Ringsc,Π
C∞Rings
PC∞Ringsc
in
in (4.7) have right
adjoints, so they preserve colimits.
Proof. We will define a functor F>0 : C
∞Rings → PC∞Ringsc, and show
that it is right adjoint to ΠC
∞Rings
PC∞Ringsc. Let C be a C
∞-ring, and define C>0
to be the subset of elements c ∈ C that satisfy the following condition: for
all smooth f : Rn → R such that f |[0,∞)×Rn−1 = 0 and for d1, . . . , dn−1 ∈ C,
then Φf (c, d1, . . . , dn−1) = 0 ∈ C. Note that C>0 is non-empty, as it contains
Φexp(C)∐{0}. Also, any pre C∞-ring with corners (D,Dex) has Φi(Dex) ⊆ D>0.
We will make (C,C>0) into a pre C
∞-ring with corners. Take a smooth map
f : Rnk → [0,∞). Then there is a (non-unique) smooth extension g : R
n → R
such that g|Rn
k
= i ◦ f for i : [0,∞)→ R the inclusion map. We define
Ψf (c
′
1, . . . , c
′
k, ck+1, . . . , cn) = Φg(c
′
1, . . . , c
′
k, ck+1, . . . , cn)
for c′i ∈ C>0 and ci ∈ C. To show this is well defined, say h is another such
extension, then (g−h)|Rn
k
= 0. We must prove Φg−h(c
′
1, . . . , c
′
k, ck+1, . . . , cn) = 0
for all c′i ∈ C>0 and ci ∈ C.
As g−h satisfies the hypothesis of Lemma 4.15 below, we can assume g−h =
f1 + · · ·+ fk such that fi|Ri−1×[0,∞)×Rn−i−1 = 0. Then
Φg−h(c
′
1, . . . , c
′
k, ck+1, . . . , cn) = Φf1+···+fk(c
′
1, . . . , c
′
k, ck+1, . . . , cn)
= Φf1(c
′
1, . . . , c
′
k, ck+1, . . . , cn) + · · ·+Φfk(c
′
1, . . . , c
′
k, ck+1, . . . , cn) = 0,
as c′i are in C>0. Therefore Ψf is independent of the choice of extension g.
To show that Ψf maps to C>0 ⊆ C, suppose e : R
m → R is smooth with
e|[0,∞)×Rm−1 = 0, and let d1, . . . , dm−1 ∈ C. Then
Φe(Ψf (c
′
1, . . . , c
′
k, ck+1, . . . , cn), d1, . . . , dm−1)
= Φe(Φg(c
′
1, . . . , c
′
k, ck+1, . . . , cn), d1, . . . , dm−1)
= Φe◦(g×id
Rm−1 )
(c′1, . . . , c
′
k, ck+1, . . . , cn, d1, . . . , dm−1).
(4.8)
Here e ◦ (g × idRm−1) : R
n+m−1 → R restricts to zero on Rn+m−1k ⊂ R
n+m−1,
since (g × idRm−1)|Rn+m−1
k
= f × idRm−1 , which maps to [0,∞) × R
m−1, and
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e|[0,∞)×Rm−1 = 0. Regarding e◦(g×idRm−1) as an extension of 0 : R
n+m−1
k → R,
the argument above shows (4.8) is independent of extension, so we can replace
e◦ (g× idRm−1) by 0 : R
n+m−1 → R, and (4.8) is zero. As this holds for all e,m,
we have Ψf (c
′
1, . . . , cn) ∈ C>0, as we want.
Similarly, smooth functions f : Rnk → R give well defined C
∞-operations Φf .
Hence (C,C>0) is a pre C
∞-ring with corners. Set F>0(C) = (C,C>0).
On morphisms, F>0 sends φ : C → D to (φ, φex) : (C,C>0) → (D,D>0),
where φex = φ|C>0 . As φ respects the C
∞-operations, the image of φ(C>0) ⊆
D>0 ⊆ D, so φex is well defined.
To show F>0 is right adjoint to Π
C∞Rings
PC∞Ringsc, we describe the unit and counit
of the adjunction. The unit acts on (C,Cex) ∈ PC∞Ringsc as (idC ,Φi) :
(C,Cex) → (C,C>0). The counit acts on C ∈ C∞Rings as idC : C → C.
The compositions F>0 ⇒ F>0 ◦Π
C∞Rings
PC∞Ringsc ◦ F>0 ⇒ F>0 and Π
C∞Rings
PC∞Ringsc ⇒
ΠC
∞Rings
PC∞Ringsc ◦ F>0 ◦Π
C∞Rings
PC∞Ringsc ⇒ Π
C∞Rings
PC∞Ringsc are the identity.
Since ΠC
∞Rings
PC∞Ringsc
in
= ΠC
∞Rings
PC∞Ringsc ◦ inc, it now follows from Definition 4.11
that Π
PC∞Ringscin
PC∞Ringsc ◦ F>0 is right adjoint to Π
C∞Rings
PC∞Ringsc
in
.
The next lemma was used in the previous proof.
Lemma 4.15. If f : Rn → R is smooth such that f |Rn
k
= 0, then there are
smooth fi : R
n → R for i = 1, . . . , k such that fi|Ri−1×[0,∞)×Rn−i−1 = 0 for
i = 1, . . . , k, and f = f1 + . . .+ fk.
Proof. Let f be as in the lemma. Consider the following open subset U =
Sk−1 \ {(x1, . . . , xk) : xi > 0} of the dimension k − 1 unit sphere S
k−1 ⊂ Rk.
Define an open cover U1, . . . , Uk of U by Ui = {(x1, . . . , xk) ∈ U : xi < 0}. Take
a partition of unity ρi : U → [0, 1] for i = 1, . . . , k, subordinate to {U1, . . . , Un},
with ρi having support on Ui and
∑k
i=1 ρi = 1.
Define the fi as follows
fi =
{
f(x1, . . . , xn)ρi
(
(x1,...,xk)
|(x1,...,xk)|
)
, if xi < 0 for some i = 1, . . . , k,
0, otherwise,
where |(x1, . . . , xk)| is the length of the vector (x1, . . . , xk) ∈ R
k. It is clear
these are smooth where the ρi are defined. The ρi are not defined in the first
quadrant of Rk, where all xi > 0, however approaching the boundary of this
quadrant, the ρi are all constant. As f |Rn
k
= 0, then all derivatives of f are zero
in this quadrant, so the fi are smooth and identically zero on R
n
k . In addition,
fi|Ri−1×[0,∞)×Rn−i−1 = 0, as the ρi are zero outside of Ui. Finally, as
∑
ρi = 1
and f |Rn
k
= 0, then f = f1 + . . .+ fk as required.
4.4 C∞-rings with corners
We can now define C∞-rings with corners.
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Definition 4.16. Let C = (C,Cex) be a pre C
∞-ring with corners. We call C
a C∞-ring with corners if any (hence all) of the following hold:
(i) Φi|C×ex : C
×
ex → C is injective.
(ii) Ψexp : C → C
×
ex is surjective.
(iii) Ψexp : C → C
×
ex is a bijection.
Here Proposition 4.10 implies that (i),(ii) are equivalent, and Definition 4.9(e)
and Proposition 2.15(a) imply that Ψexp : C → C
×
ex is injective, so (ii),(iii) are
equivalent, and therefore (i)–(iii) are equivalent. Write C∞Ringsc for the full
subcategory of C∞-rings with corners in PC∞Ringsc.
We call a C∞-ring with corners C interior if it is an interior pre C∞-ring
with corners. Write C∞Ringscin ⊂ C
∞Ringsc for the subcategory of interior
C∞-rings with corners, and interior morphisms between them.
Define a commutative triangle of functors
C∞Ringsc
ΠC
∞Rings
C∞Ringsc
//
Π
C∞Ringsc
in
C∞Ringsc
++❲❲❲❲
❲❲❲❲
❲❲❲
C∞Rings
C∞Ringscin
ΠC
∞Rings
C∞Ringsc
in
33❣❣❣❣❣❣❣❣❣❣❣ (4.9)
by restricting the functors in (4.7) to C∞Ringsc,C∞Ringscin. It is clear from
Definition 4.11 that the restriction of Π
PC∞Ringscin
PC∞Ringsc to C
∞Ringsc does map to
C∞Ringscin. Then Π
PC∞Ringscin
PC∞Ringsc right adjoint to inc in Definition 4.11 implies
that Π
C∞Ringscin
C∞Ringsc is right adjoint to inc : C
∞Ringscin →֒ C
∞Ringsc.
Remark 4.17. We can interpret the condition that C = (C,Cex) be a C
∞-ring
with corners as follows. Imagine there is some ‘space with corners’ X , such that
C =
{
smooth maps c : X → R
}
, and Cex =
{
exterior maps c′ : X → [0,∞)
}
.
If c′ ∈ Cex is invertible then c′ should map X → (0,∞), and we require there
to exist smooth c = log c′ : X → R in C with c′ = exp c. This makes C∞-rings
and C∞-schemes with corners behave more like manifolds with corners.
Here is the motivating example, following Example 4.2:
Example 4.18. (a) Let X be a manifold with corners. Define a C∞-ring
with corners C = (C,Cex) by C = C
∞(X) and Cex = Ex(X), as sets. If
f : Rm × [0,∞)n → R is smooth, define the operation Φf : C
m × Cnex → C by
Φf (c1, . . . , cm, c
′
1, . . . , c
′
n) : x 7−→ f
(
c1(x), . . . , cm(x), c
′
1(x), . . . , c
′
n(x)
)
. (4.10)
If g : Rm × [0,∞)n → [0,∞) is exterior, define Ψg : C
m × Cnex → Cex by
Ψg(c1, . . . , cm, c
′
1, . . . , c
′
n) : x 7−→ g
(
c1(x), . . . , cm(x), c
′
1(x), . . . , c
′
n(x)
)
. (4.11)
It is easy to check that C is a C∞-ring with corners. We write C∞(X) = C.
Suppose f : X → Y is a smooth map of manifolds with corners, and let
C,D be the C∞-rings with corners corresponding to X,Y . Write φ = (φ, φex),
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where φ : D → C maps φ(d) = d ◦ f and φex : Dex → Cex maps φ(d′) = d′ ◦ f .
Then φ : D→ C is a morphism in C∞Ringsc.
Define a functor FC
∞Ringsc
Manc : Man
c → (C∞Ringsc)op to map X 7→ C on
objects, and f 7→ φ on morphisms, for X,Y,C,D, f,φ as above.
All the above also works for manifolds with g-corners, as in §3.3, giving a
functor FC
∞Ringsc
Mangc :Man
gc → (C∞Ringsc)op.
(b) Similarly, if X is a manifold with (g-)corners, define an interior C∞-ring
with corners C = (C,Cex) by C = C
∞(X) and Cex = In(X)∐{0} as sets, where
0 : X → [0,∞) is the zero function, with C∞-operations as in (4.10)–(4.11). We
write C∞in (X) = C.
Suppose f : X → Y is an interior map of manifolds with (g-)corners, and
let C,D be the interior C∞-rings with corners corresponding to X,Y . Write
φ = (φ, φex), where φ : D → C maps φ(d) = d ◦ f and φex : Dex → Cex maps
φ(d′) = d′ ◦ f . Then φ : D→ C is a morphism in C∞Ringscin.
Define F
C∞Ringscin
Manc
in
: Mancin → (C
∞Ringscin)
op and F
C∞Ringscin
Man
gc
in
: Mangcin
→ (C∞Ringscin)
op to map X 7→ C on objects, and f 7→ φ on morphisms, for
X,Y,C,D, f,φ as above.
Recall that if D is a category and C ⊂ D a full subcategory, then C is a
reflective subcategory if the inclusion inc : C →֒ D has a left adjoint Π : D → C,
which is called a reflection functor.
Proposition 4.19. The inclusion inc : C∞Ringsc →֒ PC∞Ringsc has a left
adjoint reflection functor ΠC
∞Ringsc
PC∞Ringsc. Its restriction to PC
∞Ringscin is a left
adjoint Π
C∞Ringscin
PC∞Ringsc
in
for inc : C∞Ringscin →֒ PC
∞Ringscin.
Proof. Let C = (C,Cex) be a pre C
∞-ring with corners. We will define a C∞-
ring with corners Cˆ = (C, Cˆex). As a set, define Cˆex = Cex/∼, where ∼ is
the equivalence relation on Cex given by c
′ ∼ c′′ if there exists c′′′ ∈ C×ex with
Φi(c
′′′) = 1 and c′ = c′′ · c′′′. That is, Cˆex is the quotient of Cex by the group
Ker
(
Φi|C×ex
)
⊆ C×ex. There is a natural surjective projection πˆ : Cex → Cˆex.
If f : Rm× [0,∞)n → R is smooth and g : Rm× [0,∞)n → [0,∞) is exterior,
it is not difficult to show there exist unique maps Φˆf : C
m × Cˆnex → C and
Ψˆg : C
m × Cˆnex → Cˆex making the following diagrams commute:
C
m × Cnex Φf
//
idm×πˆn
C
id

C
m × Cˆnex
Φˆf // C,
C
m × Cnex Ψg
//
idm×πˆn
Cex
πˆ 
C
m × Cˆnex
Ψˆg // Cˆex,
(4.12)
and these make Cˆ into a pre C∞-ring with corners. Clearly Cˆ satisfies Definition
4.16(i). Therefore Cˆ is a C∞-ring with corners.
Suppose φ = (φ, φex) : C →D is a morphism of pre C∞-rings with corners,
and define Cˆ, Dˆ as above. Then by a similar argument to (4.12), we find that
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there is a unique map φˆex such that the following commutes:
Cex
φex
//
πˆ
Dex
πˆ 
Cˆex
φˆex // Dˆex,
and then φˆ = (φ, φˆex) : Cˆ → Dˆ is a morphism of C∞-rings with corners. Define
a functor ΠC
∞Ringsc
PC∞Ringsc : PC
∞Ringsc → C∞Ringsc to map C 7→ Cˆ on objects
and φ 7→ φˆ on morphisms.
Now let C be a pre C∞-ring with corners, D a C∞-ring with corners, and
φ : C → D a morphism. Then we have a morphism φˆ : Cˆ → D, as Dˆ = D,
and φ↔ φˆ gives a 1-1 correspondence
HomPC∞Ringsc
(
C, inc(D)
)
= HomPC∞Ringsc(C,D)
∼= HomC∞Ringsc
(
ΠC
∞Ringsc
PC∞Ringsc(C),D
)
,
which is functorial in C,D. Hence ΠC
∞Ringsc
PC∞Ringsc is left adjoint to inc.
If C,φ above are interior then Cˆ, φˆ are interior, so ΠC
∞Ringsc
PC∞Ringsc restricts to
a functor Π
C∞Ringscin
PC∞Ringsc
in
: PC∞Ringscin → C
∞Ringscin, which is left adjoint
to inc : C∞Ringscin →֒ PC
∞Ringscin.
We extend Theorem 4.12, Example 4.13 and Proposition 4.14 toC∞Ringsc.
Theorem 4.20. (a) All small limits exist in C∞Ringsc,C∞Ringscin. The
functors Πsm,Πex : C
∞Ringsc → Sets and Πsm,Πin : C∞Ringscin → Sets
preserve limits.
(b) All small colimits exist in C∞Ringsc,C∞Ringscin, though in general they
are not preserved by Πsm,Πex and Πsm,Πin.
(c) The functors ΠC
∞Rings
C∞Ringsc ,Π
C∞Rings
C∞Ringsc
in
in (4.9) have left and right adjoints,
so they preserve limits and colimits.
(d) The left adjoint of Π
C∞Ringscin
C∞Ringsc is the inclusion inc : C
∞Ringscin →֒
C∞Ringsc, so inc preserves colimits. However, inc does not preserve limits,
and has no left adjoint.
Proof. For (a), we claim thatC∞Ringsc,C∞Ringscin are closed under limits in
PC∞Ringsc,PC∞Ringscin. To see this, note that Πsm,Πex : PC
∞Ringsc →
Sets preserve limits by Theorem 4.12(a), and the conditions Definition 4.16(i)–
(iii) are closed under limits of sets C = Πsm(C) and Cex = Πex(C). Thus part
(a) follows from Theorem 4.12(a).
For (b), let J be a small category and F : J → C∞Ringsc a functor.
Then a colimit C = lim
−→
F exists in PC∞Ringsc by Theorem 4.12(b). Since
ΠC
∞Ringsc
PC∞Ringsc is a left adjoint it takes colimits to colimits, so Π
C∞Ringsc
PC∞Ringsc(C) =
lim
−→
ΠC
∞Ringsc
PC∞Ringsc ◦ F in C
∞Ringsc. But ΠC
∞Ringsc
PC∞Ringsc acts as the identity on
49
C∞Ringsc ⊂ PC∞Ringsc, so ΠC
∞Ringsc
PC∞Ringsc ◦ F
∼= F , and Π
C∞Ringsc
PC∞Ringsc(C) =
lim
−→
F in C∞Ringsc. The same argument works for C∞Ringscin.
For (c), ΠC
∞Rings
C∞Ringsc has a left adjoint by Theorem 4.12(c) and Proposition
4.19, as ΠC
∞Rings
C∞Ringsc = Π
C∞Rings
PC∞Ringsc ◦ inc. It has a right adjoint as F>0 in the
proof of Proposition 4.14 maps to C∞Ringsc ⊂ PC∞Ringsc. The same works
for Π
C∞Ringscin
C∞Ringsc
in
. For (d), Π
C∞Ringscin
C∞Ringsc has left adjoint inc by Definition 4.16, and
inc does not preserve limits by the analogue of Example 4.13.
Remark 4.21. Although inc : C∞Ringscin →֒ C
∞Ringsc has no left adjoint,
as in Theorem 4.20(d), we will show in §6.2 that inc : C∞Schcin →֒ C
∞Schc
does have a right adjoint, which is the analogous statement for spaces.
4.5 Free objects, generators, relations, and localization
We generalize Definition 2.7:
Definition 4.22. If A,Aex are sets then by [1, Rem. 14.12] we can define the free
C∞-ring with corners FA,Aex = (FA,Aex ,FA,Aexex ) generated by (A,Aex). We may
think of FA,Aex as C∞
(
RA × [0,∞)Aex
)
, where RA =
{
(xa)a∈A : xa ∈ R
}
and
[0,∞)Aex =
{
(ya′)a′∈Aex : ya′ ∈ [0,∞)
}
. Explicitly, we define FA,Aex to be the
set of maps c : RA×[0,∞)Aex → R which depend smoothly on only finitely many
variables xa, ya′ , and F
A,Aex
ex to be the set of maps c
′ : RA × [0,∞)Aex → [0,∞)
which depend smoothly on only finitely many variables xa, ya′ , and operations
Φf ,Ψg are defined as in (4.10)–(4.11). Regarding xa : R
A → R and ya′ :
[0,∞)Aex → [0,∞) as functions for a ∈ A, a′ ∈ Aex, we have xa ∈ F
A,Aex and
ya′ ∈ F
A,Aex
ex , and we call xa, ya′ the generators of F
A,Aex .
Then FA,Aex has the property that if C = (C,Cex) is any (pre) C
∞-ring
with corners then a choice of maps α : A → C and αex : Aex → Cex uniquely
determine a morphism φ : FA,Aex → C with φ(xa) = α(a) for a ∈ A and
φex(ya′) = αex(a
′) for a′ ∈ Aex. We write F
A,Aex = Fm,n when A = {1, . . . ,m}
and Aex = {1, . . . , n}, and then F
m,n ∼= C∞(Rm × [0,∞)n) = C∞(Rm+nn ).
The analogue of all this also holds in C∞Ringscin, with the same objects
F
m,n and FA,Ain, which are interior C∞-rings with corners, and the differ-
ence that (interior) morphisms Fm,n → C in C∞Ringscin or PC
∞Ringscin are
uniquely determined by elements c1, . . . , cm ∈ C and c′1, . . . , c
′
n ∈ Cin (rather
than c′1, . . . , c
′
n ∈ Cex), and similarly for F
A,Ain with αin : Ain → Cin.
As for Proposition 2.8, every object in C∞Ringsc,C∞Ringscin can be built
out of free C∞-rings with corners, in a certain sense.
Proposition 4.23. (a) Every object C in C∞Ringsc admits a surjective mor-
phism φ : FA,Aex → C from some free C∞-ring with corners FA,Aex .
(b) Every object C in C∞Ringsc fits into a coequalizer diagram
F
B,Bex
α --
β
11 FA,Aex
φ // C, (4.13)
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that is, C is the colimit of the diagram FB,Bex ⇒ FA,Aex in C∞Ringsc, where
φ : FA,Aex → C is automatically surjective.
The analogues of (a) and (b) also hold in C∞Ringscin.
Proof. The analogue in PC∞Ringsc,PC∞Ringscin holds by Ada´mek et al. [1,
Prop.s 11.26, 11.28, 11.30, Cor. 11.33, & Rem. 14.14], by general facts about
algebraic theories. The result for C∞Ringsc,C∞Ringscin follows by applying
the reflection functors ΠC
∞Ringsc
PC∞Ringsc,Π
C∞Ringscin
PC∞Ringsc
in
of Proposition 4.19.
Definition 4.24. Let C be a C∞-ring with corners, and A,Aex be sets. We
will write C(xa : a ∈ A)[ya′ : a
′ ∈ Aex] for the C
∞-ring with corners obtained
by adding extra generators xa for a ∈ A of type R and ya′ for a′ ∈ Aex of type
[0,∞) to C. That is, by definition
C(xa : a ∈ A)[ya′ : a
′ ∈ Aex] := C ⊗∞ F
A,Aex , (4.14)
where FA,Aex is the free C∞-ring with corners from Definition 4.22, with gen-
erators xa for a ∈ A of type R and ya′ for a′ ∈ Aex of type [0,∞), and ⊗∞
is the coproduct in C∞Ringsc. As coproducts are a type of colimit, Theorem
4.20(b) implies that C(xa : a ∈ A)[ya′ : a
′ ∈ Aex] is well defined. Since F
A,Aex
is interior, if C is interior then (4.14) is a coproduct in both C∞Ringsc and
C∞Ringscin, so C(xa : a ∈ A)[ya′ : a
′ ∈ Aex] is interior by Theorem 4.20(d).
By properties of coproducts and free C∞-rings with corners, morphisms
φ : C(xa : a ∈ A)[ya′ : a′ ∈ Aex] → D in C∞Ringsc are uniquely determined
by a morphism ψ : C →D and maps α : A→ D, αex : Aex → Dex. If C,D,ψ
are interior and αex(Aex) ⊆ Din then φ is interior.
Next suppose B,Bex are sets and fb ∈ C for b ∈ B, gb′ , hb′ ∈ Cex for b′ ∈ Bex.
We will write C/(fb = 0 : b ∈ B)[gb′ = hb′ : b
′ ∈ Bex] for the C
∞-ring with
corners obtained by imposing relations fb = 0, b ∈ B in C of type R, and
gb′ = hb′ , b
′ ∈ Bex in Cex of type [0,∞). That is, we have a coequalizer diagram
F
B,Bex
α ,,
β
22 C
π // C/(fb = 0 : b ∈ B)[gb′ = hb′ : b′ ∈ Bex], (4.15)
where α,β are determined uniquely by α(xb) = fb, αex(yb′) = gb′ , β(xb) = 0,
βex(yb′) = hb′ for all b ∈ B and b′ ∈ Bex. As coequalizers are a type of colimit,
Theorem 4.20(b) shows that C/(fb = 0 : b ∈ B)[gb′ = hb′ : b′ ∈ Bex] is well
defined. If C is interior and gb′ , hb′ ∈ Cin for all b′ ∈ Bex (that is, gb′ , hb′ 6= 0Cex)
then (4.14) is also a coequalizer inC∞Ringscin, so Theorem 4.20(d) implies that
C/(fb = 0 : b ∈ B)[gb′ = hb′ : b′ ∈ Bex] and π are interior.
Note that round brackets (· · · ) denote generators or relations of type R, and
square brackets [· · · ] generators or relations of type [0,∞). If we add generators
or relations of only one type, we use only these brackets.
We construct two explicit examples of quotients in C∞Ringsc:
Example 4.25. (a) Say we wish to quotient a C∞-ring with corners (C,Cex)
by an ideal I in C. Quotienting the C∞-ring by the ideal will result in additional
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relations on the monoid. While this quotient, (D,Dex) is the coequalizer of a
diagram such as (4.15), it is also equivalent to the following construction:
The quotient is a C∞-ring with corners (D,Dex) with a morphism π =
(π, πex) : (C,Cex) → (D,Dex) such that I is contained in the kernel of π, and
is universal with respect to this property. That is, if (E,Eex) is another C
∞-
ring with corners with morphism π′ = (π′, π′ex) : (C,Cex) → (E,Eex) with I
contained in the kernel of π′, then there is a unique morphism p : (D,Dex) →
(E,Eex) such that p ◦ π = π′.
As a coequalizer is a colimit, by Theorem 4.20(c) we have D ∼= C/I, the
quotient in C∞-rings. For the monoid, we require that smooth f : R → [0,∞)
give well defined operations Ψf : D → Dex. This means we require that if
a − b ∈ I, then Ψf (a) ∼ Ψf(b) ∈ Cex, and this needs to generate a monoid
equivalence relation on Cex, so that a quotient by this relation is well defined. If
f : R→ [0,∞) is identically zero, this follows. If f : R→ [0,∞) is non-zero and
smooth this means that f is positive, and hence that log f is well defined with
f = exp ◦ log f . By Hadamard’s Lemma, if a − b ∈ I, then Φg(a) − Φg(b) ∈ I,
for all g : R → R smooth, and therefore Φlog f (a) − Φlog f (b) ∈ I. Hence in Cex
we only require that if a − b ∈ I, then Ψexp(a) ∼ Ψexp(b) in Cex. The monoid
equivalence relation that this generates is equivalent to c′1 ∼I c
′
2 ∈ Cex if there
exists d ∈ I such that c′1 = Ψexp(d) · c
′
2.
We claim that (C/I,Cex/∼I) is the required C
∞-ring with corners. If f :
[0,∞) → R is smooth, and c′1 ∼I c
′
2 ∈ Cex, then Φf (c
′
1) = Φf (Ψexp(d)c
′
2) in C
for some d ∈ I. Applying Hadamard’s Lemma twice, we have
Φf (c
′
1)− Φf (c
′
2) = Φ(x−y)g(x,y)(Ψexp(d)c
′
2, c
′
2)
= Φi(c
′
2)(Φexp(d)− 1)Φg(Ψexp(d)c
′
2, c
′
2)
= Φi(c
′
2)(d− 0)Φh(x,y)(d, 0)Φg(Ψexp(d)c
′
2, c
′
2),
for smooth maps g, h : R2 → R. As d ∈ I, then Φf (c
′
1)− Φf (c
′
2) ∈ I, and Φf is
well defined. A similar proof shows all the C∞-operations are well defined, and
so (C/I,Cex/∼I) is a pre C∞-ring with corners.
We must show that Ψexp : C/I → Cex/∼I has image equal to (not just
contained in) the invertible elements (Cex/∼I)×. Say [c′1] ∈ (Cex/∼I)
×, then
there is [c′2] ∈ (Cex/∼I)
× such that [c′1][c
′
2] = [c
′d′] = [1]. So there is d ∈ I
such that c′1c
′
2 = Ψexp(d). However, Ψexp(d) is invertible, so each of c
′
1, c
′
2 must
be invertible in Cex, and using that Ψexp is surjective onto invertible elements
in C×ex gives the result. Thus (C/I,Cex/∼I) is a C
∞-ring with corners. The
quotient morphisms C → C/I and Cex → Cex/∼I give the required map π.
To show that this satisfies the required universal property of either (4.15)
or the above, let (E,Eex) be another C
∞-ring with corners with a morphism
π′ = (π′, π′ex) : (C,Cex) → (E,Eex) such that I ⊂ Kerπ
′. Then the unique
morphism p : (D,Dex) → (E,Eex) is defined by p([c], [c′]) = [π′(c), π′(c′)].
The requirement that (E,Eex) factors through each diagram shows that this
morphism is well defined and unique, giving the result.
(b) Say we wish to quotient a C∞-ring with corners (C,Cex) by an ideal P in the
monoid Cex. By this we mean quotient Cex by the equivalence relation c
′
1 ∼ c
′
2
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if c′1 = c
′
2 or c
′
1, c
′
2 ∈ P . This is known as a Rees quotient of semigroups, see
Rees [44, p. 389]. Quotienting the monoid by this ideal will result in additional
relations on both the monoid and the C∞-ring, which we will now show. While
this quotient, (D,Dex) is the coequalizer of a diagram such as (4.15), it is also
equivalent to the following construction:
The quotient is a C∞-ring with corners (D,Dex) with a morphism π =
(π, πex) : (C,Cex)→ (D,Dex) such that P is contained in the kernel of πex, and
is universal with respect to this property. That is, if (E,Eex) is another C
∞-
ring with corners with morphism π′ = (π′, π′ex) : (C,Cex) → (E,Eex) with P
contained in the kernel of π′ex, then there is a unique morphism p : (D,Dex)→
(E,Eex) such that p ◦ π = π′.
Similarly to part (a), we begin by quotienting Cex by P , and then require
that the C∞-operations are well defined. As all smooth f : [0,∞)→ R are equal
to fˆ ◦ i : [0,∞) → R for a smooth function fˆ : R → R, we need only require
that if c′1 ∼ c
′
2, then Φi(c
′
1) ∼ Φi(c
′
2). This generates a C
∞-ring equivalence
relation on the C∞-ring C; such a C∞-ring equivalence relation is the same data
as giving an ideal I ⊂ C such that c1 ∼ c2 ∈ C whenever c1 − c2 ∈ I. Here,
this equivalence relation will be given by the ideal 〈Φi(P )〉, that is, the ideal
generated by the image of P under Φi. Quotienting C by this ideal generates a
further condition on the monoid Cex, as in part (a), that is c
′
1 ∼ c
′
2 if there is
d ∈ 〈Φi(P )〉 such that c
′
1 = Ψexp(d)c
′
2.
The claim then is that we may take (D,Dex) equal to
(
C/〈Φi(P )〉,Cex/∼P
)
where c′1 ∼P c
′
2 if either c
′
1, c
′
2 ∈ P or there is d ∈ 〈Φi(P )〉 such that c
′
1 =
Ψexp(d)(c
′
2). Similar applications of Hadamard’s Lemma as in (a) show that
(D,Dex) is a pre C
∞-ring with corners, and similar discussions show it is a C∞-
ring with corners, and is isomorphic to the quotient. We will use the notation
(D,Dex) = (C,Cex)/∼P = (C/〈Φi(P )〉,Cex/∼P ) = (C/∼P ,Cex/∼P )
to refer to this quotient later.
Definition 4.26. Let C = (C,Cex) be a C
∞-ring with corners, and A ⊆ C,
Aex ⊆ Cex be subsets. A localization C(a
−1 : a ∈ A)[a′−1 : a′ ∈ Aex] of C at
(A,Aex) is a C
∞-ring with corners D = C(a−1 : a ∈ A)[a′−1 : a′ ∈ Aex] and
a morphism π : C → D such that π(a) is invertible in D for all a ∈ A and
πex(a
′) is invertible in Dex for all a
′ ∈ Aex, with the universal property that if
E = (E,Eex) is a C
∞-ring with corners and φ : C → E a morphism with φ(a)
invertible in E for all a ∈ A and φex(a′) invertible in Eex for all a′ ∈ Aex, then
there is a unique morphism ψ : D→ E with φ = ψ ◦ π.
Localizations C(a−1 : a ∈ A)[a′−1 : a′ ∈ Aex] always exist, and are unique
up to canonical isomorphism. In the notation of Definition 4.24 we may write
C(a−1 : a ∈ A)[a′−1 : a′ ∈ Aex] = (4.16)(
C(xa : a ∈ A)[ya′ : a
′ ∈ Aex]
)/(
a · xa = 1 : a ∈ A
)[
a′ · ya′ = 1 : a
′ ∈ Aex
]
.
That is, we add an extra generator xa of type R and an extra relation a ·xa = 1
of type R for each a ∈ A, so that xa = a−1, and similarly for each a′ ∈ Aex.
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If C is interior and Aex ⊆ Cin then C(a−1 : a ∈ A)[a′−1 : a′ ∈ Aex] makes
sense and exists in C∞Ringscin as well as in C
∞Ringsc, and Theorem 4.20(d)
implies that the two localizations are the same.
The next lemma follows from Theorem 4.20(c).
Lemma 4.27. Let C = (C,Cex) be a C
∞-ring with corners and c ∈ C, and
write C(c−1) = (D,Dex). Then D ∼= C(c−1), the localization of the C∞-ring.
4.6 Local C∞-rings with corners
We now define local C∞-rings with corners.
Definition 4.28. Let C = (C,Cex) be a C
∞-ring with corners. We call C local
if there exists a C∞-ring morphism π : C → R such that each c ∈ C is invertible
in C if and only if π(c) 6= 0 in R, and each c′ ∈ Cex is invertible in Cex if and
only if π ◦Φi(c′) 6= 0 in R. Note that if C is local then π : C → R is determined
uniquely by Kerπ = {c ∈ C : c is not invertible}, and C is a local C∞-ring.
Write C∞Ringsclo ⊂ C
∞Ringsc and C∞Ringscin,lo ⊂ C
∞Ringscin for the
full subcategories of (interior) local C∞-rings with corners.
Proposition 4.29. C∞Ringsclo is closed under colimits in C
∞Ringsc. Thus
all small colimits exist in C∞Ringsclo and C
∞Ringscin,lo.
Proof. Let J be a category and F = (F, Fex) : J → C∞Ringsclo a functor, and
suppose a colimit C = (C,Cex) = lim−→
F exists in C∞Ringsc, with projections
φj : F (j) → C. Then C = lim−→
F in C∞Rings by Theorem 4.20(c). For each
j ∈ J we have a unique C∞-ring morphism πj : F (j) → R as F (j) is local,
with πj = πk ◦ F (α) for all morphisms α : j → k in J . Hence by properties of
colimits there is a unique morphism π : C → R with πj = π ◦ φj for all j ∈ J .
Suppose c ∈ C with π(c) 6= 0. Then c = φj(f) for some j ∈ J and f ∈ F (j),
with πj(f) = π ◦ φj(f) = π(c) 6= 0. Hence as F (j) is local, we have an inverse
f−1 ∈ F (j), and φj(f−1) = c−1 is the inverse of c in C. The same argument
shows that if c′ ∈ Cex with π ◦ Φi(c
′) 6= 0 then c′ is invertible in Cex. So C is
local, and C∞Ringsclo is closed under colimits in C
∞Ringsc. The last part
holds by Theorem 4.20(b),(d).
Lemma 4.30. If C = (C,Cex) is a (pre) C
∞-ring with corners and x : C → R
a C∞-ring morphism, then we have a morphism of (pre) C∞-rings with corners
(x, xex) : (C,Cex)→ (R, [0,∞)), where xex(c′) = x ◦ Φi(c′) for c′ ∈ Cex.
Proof. Let C = (C,Cex) and x : C → R be as in the statement. Take c′ ∈ Cex.
To show xex = x ◦ Φi : Cex → [0,∞) is well defined, assume for a contradiction
that x ◦ Φi(c′) = ǫ < 0 ∈ R. Let f : R → R be a smooth function such that
f is the identity on [0,∞) and it is zero on (−∞, ǫ/2). Then f ◦ i = i for
i : [0,∞)→ R the inclusion. So we have 0 > ǫ = x ◦ Φi(c′) = x ◦ Φf ◦ Φi(c′) =
f(x ◦Φi(c′)) = f(ǫ) = 0, and xex = x ◦ Φi : Cex → [0,∞) is well defined.
For (x, xex) to be a morphism of pre C
∞-rings with corners, it must respect
the C∞-operations. For example, let f : [0,∞)→ [0,∞) be smooth, then there
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is a smooth function g : R → R that extends f , so that g ◦ i = i ◦ f . Then
xex(Ψf (c
′)) = x ◦ Φi(Ψf(c′)) = Φg(x ◦ Φi(c′)) = Φg(xex(c′)) as required. A
similar proof holds for the other C∞-operations.
Definition 4.31. Let C = (C,Cex) be a C
∞-ring with corners. An R-point x of
C is a C∞-ring morphism (or equivalently, an R-algebra morphism) x : C → R.
Define Cx to be the localization
Cx = C
(
c−1 : c ∈ C, x(c) 6= 0
)[
c′−1 : c′ ∈ Cex, x ◦ Φi(c
′) 6= 0
]
, (4.17)
with projection πx : C → Cx. If C is interior then Cx is interior by Definition
4.26. Theorem 4.32 below shows Cx is local. Theorem 4.32(c) is the analogue of
Proposition 2.13. The point of the proof is to give an alternative construction
of Cx from C by imposing relations, but adding no new generators.
Theorem 4.32. Let πx : C → Cx be as in Definition 4.31. Then:
(a) Cx is a local C
∞-ring with corners.
(b) Cx = (Cx,Cx,ex) and πx = (πx, πx,ex), where πx : C → Cx is the local
C∞-ring associated to x : C → R in Definition 2.11.
(c) πx : C → Cx and πx,ex : Cex → Cx,ex are surjective.
Proof. Proposition 2.13 says that the local C∞-ring Cx is C/I, for I ⊂ C the
ideal defined in (2.3), with πx : C → Cx the projection C → C/I. Define
D = Cx = C/I and Dex = Cex/∼,
where ∼ is the equivalence relation on Cex given by c′ ∼ c′′ if there exists i ∈ I
with c′′ = Ψexp(i) · c′, and φ : C → D = C/I, φex : Cex → Dex = Cex/∼ to be
the natural surjective projections. Let f : Rm × [0,∞)n → R be smooth and
g : Rm × [0,∞)n → [0,∞) be exterior, and write Φf ,Ψg for the operations in
C. Then it is not difficult to show there exist unique maps Φ′f ,Ψ
′
g making the
following diagrams commute:
C
m × Cnex Φf
//
φm×φnex
C
φ

D
m ×Dnex
Φ′f // D,
C
m × Cnex Ψg
//
φm×φnex
Cex
φex

D
m ×Dnex
Ψ′g // Dex,
(4.18)
and these Φ′f ,Ψ
′
g make D = (D,Dex) into a C
∞-ring with corners, and φ =
(φ, φex) : C →D into a surjective morphism.
Suppose that F is a C∞-ring with corners and χ = (χ, χex) : C → F a
morphism such that χ(c) is invertible in F for all c ∈ C with x(c) 6= 0. The
definition D = Cx = C(c
−1 : c ∈ C, x(c) 6= 0) in C∞Rings in Definition 2.11
implies that χ : C → F factorizes uniquely as χ = ξ◦φ for ξ : D→ F a morphism
in C∞Rings. Hence χ(i) = 0 in F for all i ∈ I, so χex(Ψexp(i)) = 1Fex for all
i ∈ I. Thus if c′, c′′ ∈ Cex with c
′′ = Ψexp(i) · c
′ for i ∈ I then χex(c
′) = χex(c
′′).
Hence χex factorizes uniquely as χex = ξex ◦ φex for ξex : Dex → Fex.
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As χ,φ are morphisms in C∞Ringsc with φ surjective we see that ξ =
(ξ, ξex) : D → F is a morphism. Therefore χ : C → F factorizes uniquely as
χ = ξ ◦ φ. Also φ(c) is invertible in D = Cx for all c ∈ C with x(c) 6= 0, by
definition of Cx in Definition 2.11. Therefore we have a canonical isomorphism
D ∼= C
(
c−1 : c ∈ C, x(c) 6= 0
)
identifying φ : C →D with the projection C → C
(
c−1 : c ∈ C, x(c) 6= 0
)
. Note
that x : C → R factorizes as x = x˜ ◦ φ for a unique morphism x˜ : D→ R.
Next define
E = D = Cx and Eex = Dex/ ≈,
where ≈ is the monoidal equivalence relation on Dex generated by the conditions
that d′ ≈ d′′ whenever d′, d′′ ∈ Dex with Φ
′
i(d
′) = Φ′i(d
′′) in D and x˜◦Φ′i(d
′) 6= 0.
Write ψ = id : D → E, and let ψex : Dex → Eex be the natural surjective
projection. Suppose f : Rm × [0,∞)n → R is smooth and g : Rm × [0,∞)n →
[0,∞) is exterior. Then as for (4.18), we claim there are unique maps Φ′′f ,Ψ
′′
g
making the following diagrams commute:
D
m ×Dnex
Φ′f
//
ψm×ψnex
D
ψ

E
m × Enex
Φ′′f // E,
D
m ×Dnex
Ψ′g
//
ψm×ψnex
Dex
ψex

E
m × Enex
Ψ′′g // Eex.
(4.19)
To see that Φ′′f in (4.19) is well defined, note that as Φ
′
i : Dex → D is a monoid
morphism and ≈ is a monoidal equivalence relation generated by d′ ≈ d′′ when
Φ′i(d
′) = Φ′i(d
′′), we have a factorization Φ′i = Φ˜
′
i ◦ ψex. We may extend f to
smooth f˜ : Rm+n → R, and then Φ′f factorizes as
D
m ×Dnex
Φ′f
//
idm
D
×(Φ′i)
n ++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲ D.
D
m+n Φ
′
f˜
44✐✐✐✐✐✐✐✐✐✐✐✐✐
Using Φ′i = Φ˜
′
i ◦ ψex, we see that Φ
′′
f in (4.19) exists and is unique.
For Ψ′′g , if g = 0 then Ψ
′′
g = 0Eex = [0Dex ] in (4.19). Otherwise we may write
g using a1, . . . , an and h : R
m × [0,∞)n → R as in (4.4), and then
Ψg′(d1, . . . , dm, d
′
1, . . . , d
′
n) = (d
′
1)
a1 · · · (d′n)
an ·Ψ′exp
[
Φ′h(d1, . . . , dm, d
′
1, . . . , d
′
n)
]
.
Since ψex : Dex → Eex is a monoid morphism, as it is a quotient by a monoidal
equivalence relation, we see from this and the previous argument applied to
Φh(d1, . . . , dm, d
′
1, . . . , d
′
n) that Ψ
′′
g in (4.19) exists and is unique. These Φ
′′
f ,Ψ
′′
g
make E = (E,Eex) into a C
∞-ring with corners, and ψ = (ψ, ψex) : D → E
into a surjective morphism.
We will show that there is a canonical isomorphism E ∼= Cx which identifies
ψ ◦ φ : C → E with πx : C → Cx. Firstly, suppose c ∈ C with x(c) 6= 0. Then
ψ ◦ φ(c) is invertible in E = Cx by definition of Cx in Definition 2.11. Secondly,
suppose c′ ∈ Cex with x ◦Φi(c′) 6= 0. Set d′ = φex(c′). Then Φ′i(d
′) = φ ◦ Φi(c′)
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is invertible in D. Now in the proof of Proposition 4.10, we do not actually
need c′ to be invertible in Cex, it is enough that Φi(c
′) is invertible in C. Thus
this proof shows that there exists a unique d ∈ D with Φ′i(d
′) = Φ′exp(d) =
Φ′i ◦Ψ
′
exp(d). But then d
′ ≈ Ψ′exp(d), so ψex(d
′) = ψex ◦ Ψ′exp(d) = Ψ
′′
exp(ψ(d)).
Hence ψex ◦ φex(c
′) = ψex(d
′) is invertible in Eex, with inverse Ψ
′′
exp(−ψ(d)).
Thirdly, suppose that G is a C∞-ring with corners and ζ = (ζ, ζex) : C →G
a morphism such that ζ(c) is invertible in G for all c ∈ C with x(c) 6= 0 and
ζex(c
′) is invertible in Gex for all c
′ ∈ Cex with x◦Φi(c′) 6= 0. Then ζ = η◦φ for
a unique η : D→G, by the universal property of D. Since φex : Cex → Dex is
surjective and x = x˜ ◦ φ we see that ηex(d′) is invertible in Gex for all d′ ∈ Dex
with x˜ ◦ Φ′i(d
′) 6= 0.
Let d′, d′′ ∈ Dex with Φ′i(d
′) = Φ′i(d
′′) inD and x˜◦Φ′i(d
′) 6= 0, so that d′ ≈ d′′.
Then ηex(d
′), ηex(d
′′) are invertible in Gex with Φi ◦ ηex(d
′) = Φi ◦ ηex(d
′′) in G,
so Definition 4.16(i) forG implies that ηex(d
′) = ηex(d
′′). Since ηex : Dex → Gex
is a monoid morphism, and ≈ is a monoidal equivalence relation, and ηex(d′) =
ηex(d
′′) for the generating relations d′ ≈ d′′, we see that ηex factorizes via
Dex/ ≈. Thus there exists unique θex : Eex → Fex with ηex = θex ◦ ψex. Set
θ = η : E = D → G. Then η = θ ◦ ψ as ψ = idD. As ψ is surjective we see
that θ = (θ, θex) : E → F is a morphism in C∞Ringsc, with η = θ ◦ ψ, so
that ζ = θ ◦ψ ◦ φ.
This proves that ψ ◦ φ : C → E satisfies the universal property of πx :
C → Cx from the localization (4.17), so E ∼= Cx as we claimed. Parts (b),(c)
of the theorem are now immediate, as E = Cx and φ,ψ are surjective. For (a),
observe that x : C → R factorizes as π ◦ πx for π : Cx → R a morphism. If
c¯ ∈ Cx with π(c¯) 6= 0 then as πx : C → Cx is surjective by (c) we have c¯ = πx(c)
with x(c) 6= 0, so c¯ = πx(c) is invertible in Cx by (4.17). Similarly, if c¯′ ∈ Cx,ex
with π ◦ Φi(c¯′) 6= 0 then as πx,ex : Cex → Cx,ex is surjective we find that c¯′ is
invertible in Cx,ex. Hence Cx is a local C
∞-ring with corners.
We can characterize the equivalence relations that define Cx,ex = Eex in the
above proof using the following proposition.
Proposition 4.33. Let C = (C,Cex) be a C
∞-ring with corners and x : C → R
an R-point of C. Let πx : C → Cx be as in Definition 4.31, and I the ideal
defined in (2.3). For any c′1, c
′
2 ∈ Cex, then πx,ex(c
′
1) = πx,ex(c
′
2) if and only if
there are elements a′, b′ ∈ Cex such that Φi(a
′) − Φi(b
′) ∈ I, x ◦ Φi(a
′) 6= 0,
and a′c′1 = b
′c′2. Hence Cx = (C/I,Cex/∼) where c
′
1 ∼ c
′
2 ∈ Cex if and only
if there are elements a′, b′ ∈ Cex such that Φi(a′) − Φi(b′) ∈ I, x ◦ Φi(a′) 6= 0,
and a′c′1 = b
′c′2.
Proof. We first show that if πx,ex(c
′
1) = πx,ex(c
′
2), then there are a
′, b′ satisfying
the conditions. In Theorem 4.32, we constructed C∞-rings with corners D =
(D,Dex) and E = (E,Eex) and surjective morphisms φ = (φ, φex) : C → D,
ψ = (ψ, ψex) : D→ E, where
E = D = Cx = C/I, Dex = Cex/∼ and Eex = Dex/ ≈,
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and I ⊂ C is the ideal defined in (2.3), and ∼,≈ are explicit equivalence re-
lations. Then we showed that there is a unique isomorphism E ∼= Cx identi-
fying ψ ◦ φ : C → E with πx : C → Cx. As πx,ex(c′1) = πx,ex(c
′
2) we have
ψex ◦ φex(c′1) = ψex ◦ φex(c
′
2) in Eex. Thus φex(c
′
1) ≈ φex(c
′
2).
By definition ≈ is the monoidal equivalence relation on Dex generated by
the condition that d′ ≈ d′′ whenever d′, d′′ ∈ Dex with Φ′i(d
′) = Φ′i(d
′′) in D
and x˜ ◦Φ′i(d
′) 6= 0, where Φ′i : Dex → D is the C
∞-operation from the inclusion
i : [0,∞) →֒ R, and x : C → R factorizes as x = x˜ ◦ φ for a unique morphism
x˜ : D → R. Hence φex(c′1) ≈ φex(c
′
2) means that there is a finite sequence
φex(c
′
1) = d
′
0, d
′
1, d
′
2, . . . , d
′
n−1, d
′
n = φex(c
′
2) in Dex, and elements e
′
i, f
′
i , g
′
i ∈ Dex
such that Φ′i(e
′
i) = Φ
′
i(f
′
i), x˜ ◦ Φ
′
i(e
′
i) 6= 0, and d
′
i−1 = e
′
ig
′
i, d
′
i = f
′
ig
′
i in Dex
for i = 1, . . . , n.
As φex : Cex → Dex is surjective we can choose ei, fi, gi ∈ Cex with e
′
i =
φex(ei), f
′
i = φex(fi), g
′
i = φex(gi) for i = 1, . . . , n. Then the conditions become
Φi(ei)− Φi(fi) ∈ I, x ◦ Φi(ei) 6= 0 ∈ R, i = 1, . . . , n,
c′1 ∼ e1g1, ei+1gi+1 ∼ figi, i = 1, . . . , n− 1, c
′
2 ∼ fngn,
since equality in Dex lifts to ∼-equivalence in Cex. By definition of ∼, this means
that there exist elements h0, h1, . . . , hn in the ideal I ⊂ C in (2.3) such that
c′1 = Ψexp(h0)e1g1, c
′
2 = Ψexp(hn)fngn,
and ei+1gi+1 = Ψexp(hi)figi, i = 1, . . . , n− 1.
(4.20)
It is not hard to show that for any element h ∈ I, then the conditions Φi(ei)−
Φi(fi) ∈ I and x ◦Φi(ei) 6= 0 ∈ R hold if and only if Φi(Ψexp(h)ei)−Φi(fi) ∈ I
and x ◦ Φi(Ψexp(h)ei) 6= 0 ∈ R hold. So we can remove the hi in (4.20). We
have that πx,ex(c
′
1) = πx,ex(c
′
2) if and only if there are ei, fi, gi ∈ Cex such that
c′1 = e1g1, c
′
2 = fngn, ei+1gi+1 = figi, i = 1, . . . , n− 1,
and x ◦ Φi(ei) 6= 0 ∈ R, i = 1, . . . , n.
(4.21)
We define a′ = f1f2 · · · fn and b
′ = e1e2 · · · en. Then using (4.21), we see
that a′c′1 = b
′c′2, Φi(a
′)− Φi(b′) ∈ I and x ◦ Φi(a′) 6= 0 as required.
For the reverse argument, say we have a′, b′ ∈ Cex with Φi(a′) − Φi(b′) ∈ I
and x ◦Φi(a′) 6= 0. Let n = 1, e1 = a′, g1 = 0 and f1 = b′ in (4.20) then we see
that πx,ex(a
′) = πx,ex(b
′). As x◦Φi(a′) 6= 0, then πx,ex(a′) is invertible in Cex. If
we also have that a′c′1 = b
′c′2, then as πx,ex is a morphism, πx,ex(c
′
1) = πx,ex(c
′
2)
and the result follows.
Remark 4.34. Suppose 0 6= c′ ∈ Cex with πx,ex(c′) = 0 for some R-point
x : C → R. Then Proposition 4.33 gives a′ ∈ Cex with x ◦ Φi(a
′) 6= 0 and
a′c′ = 0. Thus a′, c′ are zero divisors in Cex. Conversely, if C is interior then
Cex has no zero divisors, so πx,ex(c
′) 6= 0 for all 0 6= c′ ∈ Cex.
Example 4.35. LetX be a manifold with corners, or a manifold with g-corners,
and x ∈ X . Define a C∞-ring with corners Cx = (C,Cex) such that C is the set
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of germs at x of smooth functions c : X → R, and Cex is the set of germs at x
of exterior functions c′ : X → [0,∞).
That is, elements of C are ∼-equivalence classes [U, c] of pairs (U, c), where U
is an open neighbourhood of x in X and c : U → R is smooth, and (U, c) ∼ (U˜ , c˜)
if there exists an open neighbourhood Uˆ of x in U ∩ U˜ with c|Uˆ = c˜|Uˆ . Similarly,
elements of Cex are equivalence classes [U, c
′], where U is an open neighbourhood
of x in X and c′ : U → [0,∞) is exterior. The C∞-operations Φf ,Ψg are defined
as in (4.10)–(4.11), but for germs.
As the set of germs only depends on the local behaviour, the set of germs
at x of exterior functions is equal to the set of germs at x of interior functions
and the zero function. Hence Cx is an interior C
∞-ring with corners.
There is a morphism π : C → R mapping π : [U, c] 7→ c(x). If π([U, c]) 6= 0
then [U, c] is invertible in C, and if π ◦ Φi([U, c
′]) = c′(x) 6= 0 then [U, c′] is
invertible in Cex. Thus Cx is a local C
∞-ring with corners. Write C∞x (X) = Cx.
Example 4.18(a) defines a C∞-ring with corners C∞(X). The localization
πx∗ : (C
∞(X))x∗ of C
∞(X) at x∗ : C
∞(X) → R from Definition 4.31 is also
a local C∞-ring with corners. There is a morphism πx : C
∞(X) → C∞x (X)
mapping c 7→ [X, c], c′ 7→ [X, c′]. By the universal property of (C∞(X))x∗ we
have πx = λx ◦ πx∗ for a unique morphism λx : (C
∞(X))x∗ → C
∞
x (X).
The proof of [23, Th. 4.41] implies that the C∞-ring morphism λx in λx =
(λx, λx,ex) is always an isomorphism. But λx,ex need not be an isomorphism, as
the next proposition shows.
Proposition 4.36. In Example 4.35, suppose X is a manifold with faces, as
in Definition 3.12. Then λx is an isomorphism for all x ∈ X.
If X is a manifold with corners, but not a manifold with faces, then λx is
not an isomorphism for some x ∈ X.
Proof. Suppose X is a manifold with faces, and x ∈ X , giving λx = (λx, λx,ex).
Then λx is an isomorphism as in Example 4.35. We will show λx,ex is both
surjective and injective, so that λx is an isomorphism.
For surjectivity, we need to show that for any [U, c′] ∈ C∞x,ex(X) there exists
c′′ ∈ C∞ex (X) with c
′ = c′′ near x in X , so that c′ = πx,ex(c
′′) = λx,ex(πx∗,ex(c
′′)).
If [U, c′] = 0 we take c′ = 0, so suppose [U, c′] 6= 0, and take c′′ to be interior. As
in Remark 3.15, such c′′ has a locally constant map µc′′ : ∂X → N such that c′′
vanishes to order µc′′ along ∂X locally, and c
′′ > 0 on X◦. We choose µc′′ such
that µc′′ = µc′ on any connected component of ∂X which meets x, and µc′′ = 0
on other components. Then local choices of interior c′′ on X with prescribed
vanishing order µc′′ on ∂X can be combined using a partition of unity on X ,
with the local choice c′′ = c′ near x, to get c′′ as required.
For injectivity, let c′1, c
′
2 ∈ C
∞
ex (X) with πx,ex(c
′
1) = πx,ex(c
′
2) in C
∞
x,ex(X),
which means that c′1 = c
′
2 near x in X . We must show that πx∗,ex(c
′
1) =
πx∗,ex(c
′
2) in C
∞
x∗,ex(X). By Proposition 4.33, this holds if there are a
′, b′ ∈
C∞ex (X) such that a
′ = b′ near x in X , and a′(x) 6= 0, and a′c′1 = b
′c′2.
Let X˜ be the connected component of X containing x. If c′1 = 0 near x
then c′1|X˜ = c
′
2|X˜ , and we can take a
′ = b′ = 1 on X˜ and a′ = b′ = 0 on
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X \ X˜. Otherwise c′1, c
′
2 are interior on X˜ , so µc′1 , µc′2 map ∂X˜ → N. Define
a′, b′ to be zero on X \ X˜ . On X˜ , define locally constant µa′ , µb′ : ∂X˜ → N by
µa′ = max(µc′2−µc′1 , 0) and µa′ = max(µc′1−µc′2, 0), so that µa′+µc′1 = µb′+µc′2
on ∂X˜, and µa′ , µb′ = 0 near Π
−1
X˜
(x). Let a′|X˜ : X˜ → [0,∞) be arbitrary
interior with order of vanishing µa′ on ∂X˜. Then there is a unique interior
b′|X˜ : X˜ → [0,∞) with a
′c′1 = b
′c′2, defined by b
′ = a′c′1(c
′
2)
−1 on X˜◦, and
extended continuously over X˜. These a′, b′ show λx,ex is injective.
If X is a manifold with corners, but not a manifold with faces, then there
exist x ∈ X and distinct x′1, x
′
2 ∈ Π
−1
X (x) which lie in the same connected
component ∂iX of ∂X . Then any c
′′ ∈ C∞ex (X) has µc′′(x
′
1) = µc′′(x
′
2), but
there exists [U, c′] ∈ C∞x,ex(X) with µc′(x
′
1) 6= µc′(x
′
2), so [U, c
′] does not lie in
the image of πx,ex = λx,ex ◦πx∗,ex, and hence not in the image of λx,ex, as πx∗,ex
is surjective. Thus λx,ex is not surjective, and λx not an isomorphism.
The proposition justifies the following definition in the g-corners case:
Definition 4.37. A manifold with g-cornersX is called a manifold with g-faces
if λx : (C
∞(X))x∗ → C
∞
x (X) in Example 4.35 is an isomorphism for all x ∈ X .
In §5.4 we will show that a manifold with g-corners defines an affine C∞-
scheme with corners if and only if it is a manifold with g-faces.
Example 4.38. For any weakly toric monoid P , one can show using an ar-
gument similar to the proof of Proposition 4.36 that XP in Definition 3.5 is a
manifold with g-faces. Since every manifold with g-corners X can be covered by
open neighbourhoods diffeomorphic to XP , it follows that every manifold with
g-corners can be covered by open subsets which are manifolds with g-faces.
Remark 4.39. Let us compare Definitions 3.13 and 4.37. For a manifold with
g-corners X to be a manifold with g-faces it is necessary, but not sufficient, that
ΠX |∂iX : ∂iX → X is injective for each connected component ∂iX of ∂X . This
is because not every locally constant map µc′ : ∂X → N can be the vanishing
multiplicity map of an interior morphism c′ : X → [0,∞), as g-corner strata
of codimension > 3 can impose extra consistency conditions on µc′ . The first
author [12, Ex. 5.5.4] gives an example of a manifold with g-corners with ΠX |∂iX
injective for all components ∂iX ⊂ ∂X , which is not a manifold with g-faces.
4.7 Special classes of C∞-rings with corners
We define and study several classes of C∞-rings with corners. Throughout, if
C = (C,Cex) is an (interior) C
∞-ring with corners, then we regard Cex (and
Cin) as monoids under multiplication, as in §3.2.
Definition 4.40. Let C be a C∞-ring with corners, and see Proposition 4.23.
We call C finitely generated if there exists a surjective morphism φ : FA,Aex → C
from some free C∞-ring with corners FA,Aex with A,Aex finite sets. Equiva-
lently, C is finitely generated if it fits into a coequalizer diagram (4.13) with
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A,Aex finite. We call C finitely presented if it fits into a coequalizer diagram
(4.13) with A,Aex, B,Bex finite. Finitely presented implies finitely generated.
Write C∞Ringscfp ⊂ C
∞Ringscfg ⊂ C
∞Ringsc for the full subcategories
of finitely presented, and finitely generated, objects in C∞Ringsc.
Proposition 4.41. Suppose we are given a pushout diagram in C∞Ringsc:
C
β
//
α

E
δ 
D
γ // F,
so that F = D∐C E, and C,D,E fit into coequalizer diagrams in C∞Ringsc:
F
B,Bex
ǫ --
ζ
11 FA,Aex
φ // C, (4.22)
F
D,Dex
η
--
θ
11 FC,Cex
χ // D, (4.23)
F
F,Fex
ι --
κ
11 FE,Eex
ψ // E. (4.24)
Then F fits into a coequalizer diagram in C∞Ringsc:
F
H,Hex
λ --
µ
11 FG,Gex
ω // F, with
G=C ∐ E, Gex=Cex ∐ Eex, H=A∐D ∐ F, Hex=Aex ∐Dex ∐ Fex.
(4.25)
The analogue holds in C∞Ringscin rather than C
∞Ringsc.
Proof. As coproducts exist in C∞Ringsc, by general properties of colimits we
may rewrite the pushout F = D∐C E as a coequalizer diagram
C
ιD◦α //
ιE◦β
// D⊗∞ E
(γ,δ) // F. (4.26)
Now in a diagramH⇒G, the coequalizer is the quotient ofG by relations from
each element of H,Hex. Given a surjective morphism I ։ H, the coequalizers
of H ⇒ G and I ⇒ G are the same, as we quotient G by the same set of
relations. Hence using (4.22), in (4.26) we can replace C by FA,Aex . Also using
(4.23)–(4.24) gives a coequalizer diagram
F
A,Aex // // Coeq
(
F
D,Dex ⇒ F
C,Cex
)
⊗∞ Coeq
(
F
F,Fex ⇒ F
E,Eex
)
// F.
As coproducts commute with coequalizers, this is equivalent to
F
A,Aex //// Coeq
(
(FD,Dex ⊗∞ F
F,Fex)⇒ (FC,Cex ⊗∞ F
E,Eex)
)
// F.
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Since FA,Aex is free, the two morphisms FA,Aex → Coeq(· · · ) factor through the
surjective morphism FC,Cex ⊗∞ F
E,Eex → Coeq(· · · ). Thus we may combine
the two coequalizers into one, giving a coequalizer diagram
F
A,Aex ⊗∞ F
D,Dex ⊗∞ F
F,Fex // // FC,Cex ⊗∞ F
E,Eex // F. (4.27)
But coproducts of free C∞-rings with corners are free over the disjoint unions
of the generating sets. Thus (4.27) is equivalent to (4.25). The same argument
works in C∞Ringscin.
Proposition 4.42. C∞Ringscfg and C
∞Ringscfp are closed under finite col-
imits in C∞Ringsc.
Proof. C∞(∗) = (R, [0,∞)) is an initial object in C∞Ringscfg,C
∞Ringscfp.
As C∞Ringscfg,C
∞Ringscfp have an initial object, finite colimits may be writ-
ten as iterated pushouts, so it is enough to show C∞Ringscfg,C
∞Ringscfp
are closed under pushouts. This follows from Proposition 4.41, noting that if
A,Aex, C, Cex, E,Eex are finite then G,Gex are finite, and if A, . . . , Fex are finite
then G, . . . , Hex are finite.
Definition 4.43. We call a C∞-ring with corners C = (C,Cex) firm if the
sharpening C♯ex is a finitely generated monoid. We denote by C
∞Ringscfi the
full subcategory of C∞Ringsc consisting of firm C∞-rings with corners.
If C is firm, then there are c′1, . . . , c
′
n in Cex whose images under the quotient
Cex → C
♯
ex generate C
♯
ex. This implies that each element in Cex can be written
as Ψexp(c)c
′a1
1 · · · c
′an
n for some c ∈ C and ai > 0. If there exists a surjective
morphism φ : FA,Aex → C with Aex finite then C is firm, as [φex(ya′)] for
a′ ∈ Aex generate C
♯
ex. Hence C
∞Ringscfp ⊂ C
∞Ringscfg ⊂ C
∞Ringscfi.
Proposition 4.44. C∞Ringscfi is closed under finite colimits in C
∞Ringsc.
Proof. As in the proof of Proposition 4.42, it is enough to show C∞Ringscfi
is closed under pushouts in C∞Ringsc. Take C,D,E ∈ C∞Ringscfi with
morphisms C → D and C → E, and consider the pushout D ∐C E, with its
morphisms φ : D → D ∐C E and ψ : E → D ∐C E. Then every element of
(D∐C E)ex is of the form
Ψf (φ(d1), . . . , φ(dm), ψ(e1), . . . , ψ(en),
φex(d
′
1), . . . , φex(d
′
k), ψex(e
′
1), . . . , ψex(e
′
l)),
for smooth f : Rm+n × [0,∞)k+l → [0,∞), where di ∈ D, d′i ∈ Dex, ei ∈
E, e′i ∈ Eex, and d
′
i are generators of the sharpening of Dex, and e
′
i generate the
sharpening of Eex. If f = 0 this gives 0, otherwise we may write
f(x1, . . . , xm+n, y1, . . . , yk+l) = y
a1
1 . . . y
ak+l
k+l e
F (x1,...,xm+n,y1,...,yk+l),
for F : Rm+n×[0,∞)k+l→R smooth. In (D∐CE)♯ex, the above element maps to
[φex(d
′
1)]
a1 · · · [φex(d
′
k)]
ak [ψex(e
′
1)]
ak+1 · · · [ψex(e
′
l)]
ak+l .
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Hence (D∐C E)♯ex is generated by the images of the generators of D
♯
ex and E
♯
ex,
and zero, and so (D ∐C E)♯ex is finitely generated. Thus C
∞Ringscfi is closed
under pushouts.
Definition 4.45. Suppose C = (C,Cex) is an interior C
∞-ring with corners,
and let Cin ⊆ Cex be the submonoid of §4.2, and C
♯
in its sharpening. Then:
(i) We call C integral if Cin is an integral monoid.
(ii) We call C torsion-free if Cin is an integral, torsion-free monoid.
(iii) We call C saturated if it is integral, and Cin is a saturated monoid. Note
that C×in
∼= C as abelian groups since C is a C∞-ring with corners, so C×in
is torsion-free. Therefore C saturated implies that C is torsion-free.
(iv) We call C toric if it is saturated and firm. This implies that C♯in is a toric
monoid.
(v) We call C simplicial if it is toric and C♯in
∼= Nk for some k ∈ N.
We will write C∞Ringsc∆ ⊂ C
∞Ringscto ⊂ C
∞Ringscsa ⊂ C
∞Ringsctf ⊂
C∞RingscZ ⊂ C
∞Ringscin for the full subcategories of simplicial, toric, satu-
rated, torsion-free, and integral objects in C∞Ringscin.
Example 4.46. Let X be a manifold with corners, and C∞in (X) be the interior
C∞-ring with corners from Example 4.18(b). Let S be the set of connected
components of ∂X . For each F ∈ S, we choose an interior map cF : X → [0,∞)
which vanishes to order 1 on F , and to order zero on ∂X \ F , such that cF = 1
outside a small neighbourhood UF of ΠX(F ) in X , where we choose {UF : F ∈
S} to be locally finite in X . Then every interior map g : X → [0,∞) may be
written uniquely as g = exp(f) ·
∏
F∈S c
aF
F , for f ∈ C
∞(X) and aF ∈ N, F ∈ S.
Hence as monoids we have In(X) ∼= C∞(X) × NS . Therefore C∞in (X) is
integral, torsion-free, and saturated, and it is simplicial and toric if and only if
∂X has finitely many connected components. A more complicated proof shows
that if X is a manifold with g-corners then C∞in (X) is integral, torsion-free, and
saturated, and it is toric if ∂X has finitely many connected components.
The functor Πin : C
∞Ringscin → Sets mapping C 7→ Cin may be enhanced
to a functor Π¯in : C
∞Ringscin →Mon by regarding Cin as a monoid, and then
Theorem 4.20(a) implies that Π¯in preserves limits and directed colimits.
Write Monsa,tf ,Z ⊂Montf ,Z ⊂MonZ ⊂Mon for the full subcategories of
saturated, torsion-free integral, and torsion-free integral, and integral monoids.
They are closed under limits and directed colimits in Mon. Thus we deduce:
Proposition 4.47. C∞Ringscsa,C
∞Ringsctf and C
∞RingscZ are closed un-
der limits and under directed colimits in C∞Ringscin. Thus, all small limits
and directed colimits exist in C∞Ringscsa,C
∞Ringsctf ,C
∞RingscZ.
In a similar way to Proposition 4.19 we prove:
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Theorem 4.48. There are reflection functors ΠZin,Π
tf
Z ,Π
sa
tf ,Π
sa
in in a diagram
C∞Ringscsa
inc
// C∞Ringsctf
inc
//
Πsatfoo C∞RingscZ
inc
//
Πtf
Zoo C∞Ringscin,
ΠZinoo
Πsain
pp
such that each of ΠZin,Π
tf
Z ,Π
sa
tf ,Π
sa
in is left adjoint to the corresponding inclusion
functor inc.
Proof. Let C be an object in C∞Ringscin. We will construct an object D =
ΠZin(C) in C
∞RingscZ and a projection π : C → D, with the property that if
φ : C → E is a morphism in C∞Ringscin with E ∈ C
∞RingscZ then φ = ψ ◦π
for a unique morphism ψ : D→ E. Consider the diagram:
C = C0
π=π0
--
φ=φ0
//
α0
// C1
α1
//
φ1
//
π1 ..
C
2
α2
//
φ2
--
· · · // D
ψ

E.
(4.28)
Define C0 = C and φ0 = φ. By induction on n = 0, 1, . . . , if Cn,φn are
defined, define an object Cn+1 ∈ C∞Ringscin and morphisms α
n : Cn → Cn+1,
φn+1 : Cn+1 → E as follows. We have a monoid Cnin, which as in §3.2 has an
abelian group (Cnin)
gp with projection πgp : Cnin → (C
n
in)
gp, where Cnin,C
n are
integral if πgp is injective. Using the notation of Definition 4.24, we define
C
n+1 = Cn
/[
c′ = c′′ if c′, c′′ ∈ Cnin with π
gp(c′) = πgp(c′′)
]
. (4.29)
Write αn : Cn → Cn+1 for the natural surjective projection. Then Cn+1,αn
are both interior, since the relations c′ = c′′ in (4.29) are all interior.
We have a morphism φn : Cn → E with E integral, so by considering the
diagram with bottom morphism injective
C
n
in πgp
//
φnin
(Cnin)
gp
(φnin)
gp

Ein
  π
gp
// (Ein)gp,
we see that if c′, c′′ ∈ Cnin with π
gp(c′) = πgp(c′′) then φnin(c
′) = φnin(c
′′). Thus by
the universal property of (4.29), there is a unique morphism φn+1 : Cn+1 → E
with φn = φn+1 ◦ αn. This completes the inductive step, so we have defined
C
n,αn,φn for all n = 0, 1, . . . , where Cn,αn are independent of E,φ.
Now define D to be the directed colimit D = lim−→
∞
n=0C
n in C∞Ringscin,
using the morphisms αn : Cn → Cn+1. This exists by Theorem 4.20(a), and
commutes with Πin : C
∞Ringscin → Sets, where we can think of Πin as map-
ping to monoids. It has a natural projection π : C → D, and also projections
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πn : Cn →D for all n. By the universal property of colimits, there is a unique
morphism ψ in C∞Ringscin making (4.28) commute.
The purpose of the quotient (4.29) is to modify Cn to make it integral, since
if Cn were integral then πgp(c′) = πgp(c′′) implies c′ = c′′. It is not obvious that
C
n+1 in (4.29) is integral, as the quotient modifies (Cnin)
gp. However, the direct
limit D is integral. To see this, suppose d′, d′′ ∈ Din with πgp(d′) = πgp(d′′) in
(Din)
gp. Since Din = lim−→
∞
m=0C
m
in in Mon, for m≫ 0 we may write d
′ = πmin (c
′),
d′′ = πmin (c
′′) for c′, c′′ ∈ Cmin . As (Din)
gp = lim−→
∞
n=0(C
n
in)
gp and πgp(d′) = πgp(d′′),
for some n≫ m we have
πgp ◦ αn−1in ◦ · · · ◦ α
m
in(c
′) = πgp ◦ αn−1in ◦ · · · ◦ α
m
in(c
′′) in (Cnin)
gp.
But then (4.29) implies that αnin ◦ · · · ◦ α
n
in(c
′) = αnin ◦ · · · ◦ α
m
in(c
′′) in Cn+1in , so
d′ = d′′. Therefore πgp : Din → (Din)gp is injective, and D is integral.
Set ΠZin(C) = D. If ξ : C → C
′ is a morphism in C∞Ringscin, by taking
E = ΠZin(C
′) and φ = π′ ◦ ξ in (4.28) we see that there is a unique morphism
ΠZin(ξ) in C
∞RingscZ making the following commute:
C
ξ

π
// ΠZin(C)
ΠZin(ξ) 
C
′ π
′
// ΠZin(C
′).
This defines the functor ΠZin. For any E ∈ C
∞RingscZ, the correspondence
between φ and ψ in (4.28) implies that we have a natural bijection
HomC∞Ringsc
in
(
C, inc(E)
)
∼= HomC∞Ringsc
Z
(
ΠZin(C),E
)
.
This is functorial in C,E, and so ΠZin is left adjoint to inc : C
∞RingscZ →֒
C∞Ringscin, as we have to prove.
The constructions of ΠtfZ ,Π
sa
tf are very similar. For Π
tf
Z , if C is an object in
C∞RingscZ, the analogue of (4.29) is
C
n+1 = Cn
/[
c′ = c′′ if c′, c′′ ∈ Cnin with π
tf(c′) = πtf(c′′)
]
,
where πtf : Cnin → (C
n
in)
gp/torsion is the natural projection. For Πsatf , if C is an
object in C∞Ringsctf , the analogue of (4.29) is
C
n+1 = Cn
[
sc′ : c
′ ∈ Cnin ⊆ (C
n
in)
gp and there exists c′′ ∈ (Cnin)
gp \ Cnin
with c′ = nc′ · c
′′, n′c = 2, 3, . . .
]/[
nc′ · sc′ = c
′, all c′, nc′ , sc′
]
.
Finally we set Πsain = Π
sa
tf ◦Π
tf
Z ◦Π
Z
in. This completes the proof.
As for Theorem 4.20(b), we deduce:
Corollary 4.49. Small colimits exist in C∞Ringscsa,C
∞Ringsctf ,C
∞RingscZ.
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In Definition 4.24 we explained how to modify a C∞-ring with corners C
by adding generators C(xa : a ∈ A)[ya′ : a′ ∈ Aex] and imposing relations
C/(fb = 0 : b ∈ B)[gb′ = hb′ : b′ ∈ Bex]. This is just notation for certain
small colimits in C∞Ringsc or C∞Ringscin. Corollary 4.49 implies that we
can also add generators and relations in C∞Ringscsa,C
∞Ringsctf ,C
∞RingscZ,
provided the relations gb′ = hb′ are interior, that is, gb′ , hb′ 6= 0Cex .
Proposition 4.50. C∞Ringscto is closed under finite colimits in C
∞Ringscsa.
Proof. Let J be a finite category and F : J → C∞Ringscto a functor. Write
C = lim
−→
F for the colimit in C∞Ringsc. As C∞Ringscto ⊂ C
∞Ringscfi,
Proposition 4.44 says C is firm. Now Πsain(C) is the colimit lim−→
F in C∞Ringscsa,
as Πsain is a reflection functor. By construction in the proof of Theorem 4.48 we
see that Πsain takes firm objects to firm objects, so Π
sa
in(C) is firm, and hence
toric, as toric means saturated and firm.
5 C∞-schemes with corners
We extend the theory of C∞-schemes in Chapter 2 to C∞-schemes with corners.
5.1 (Local) C∞-ringed spaces with corners
Definition 5.1. A C∞-ringed space with corners X = (X,OX) is a topological
space X with a sheaf OX of C
∞-rings with corners on X . That is, for each
open set U ⊆ X , then OX(U) = (OX(U),OexX (U)) is a C
∞-ring with corners
and OX satisfies the sheaf axioms in §2.3.
A morphism f = (f,f ♯) : (X,OX) → (Y,OY ) of C∞-ringed spaces with
corners is a continuous map f : X → Y and a morphism f ♯ = (f ♯, f ♯ex) :
f−1(OY ) → OX of sheaves of C∞-rings with corners on X , for f−1(OY ) =
(f−1(OY ), f−1(OexY )) as in Definition 2.27. Note that f
♯ is adjoint to a mor-
phism f ♯ : OY → f∗(OX) on Y as in (2.8).
A local C∞-ringed space with corners X = (X,OX) is a C
∞-ringed space
for which the stalks OX,x = (OX,x,OexX,x) of OX at x are local C
∞-rings with
corners for all x ∈ X . We define morphisms of local C∞-ringed spaces with
corners (X,OX), (Y,OY ) to be morphisms of C
∞-ringed spaces with corners,
without any additional locality condition.
Write C∞RSc for the category of C∞-ringed spaces with corners, and
LC∞RSc for the full subcategory of local C∞-ringed spaces with corners.
For brevity, we will use the notation that bold upper case lettersX,Y ,Z, . . .
represent C∞-ringed spaces with corners (X,OX), (Y,OY ), (Z,OZ), . . . , and
bold lower case letters f , g, . . . represent morphisms of C∞-ringed spaces with
corners (f,f♯), (g, g♯), . . . .When we write ‘x ∈ X’ we mean that X = (X,OX)
and x ∈ X . When we write ‘U is open in X’ we mean that U = (U,OU ) and
X = (X,OX) with U ⊆ X an open set and OU = OX |U .
Let X = (X,OX ,O
ex
X ) ∈ LC
∞RSc, and let U be open in X . Take elements
s ∈ OX(U) and s′ ∈ OexX (U). Then s and s
′ induce functions s : U → R,
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s′ : U → [0,∞), that at each x ∈ U are the compositions
OX(U)
ρX,x
−−−→ OX,x
πx−→ R, and OexX (U)
ρexX,x
−−−→ OexX,x
πexx−−→ [0,∞).
Here, ρX,x, ρ
ex
X,x are the restriction morphism to the stalks, and πx, π
ex
x are the
unique morphisms that exist as OX,x is local for each x ∈ X , as in Definition
4.28 and Lemma 4.30. We denote by s(x) and s′(x) the values of s : U → R and
s′ : U → [0,∞) respectively at the point x ∈ U . We denote by sx ∈ OX,x and
s′x ∈ O
ex
X,x the values of s and s
′ under the restriction morphisms to the stalks
ρX,x and ρ
ex
X,x respectively.
Definition 5.2. LetX = (X,OX) be a C
∞-ringed space with corners. We call
X an interior C∞-ringed space with corners if one (hence all) of the following
conditions hold, which are equivalent by Lemma 5.3:
(a) For all open U ⊆ X and each s′ ∈ OexX (U), then Us′ = {x ∈ U : s
′
x 6= 0 ∈
OexX,x}, which is always closed in U , is open in U , and the stalks OX,x are
interior C∞-rings with corners.
(b) For all open U ⊆ X and each s′ ∈ OexX (U), then U \ Us′ = Uˆs′ = {x ∈ U :
s′x = 0 ∈ O
ex
X,x}, which is always open in U , is closed in U , and the stalks
OX,x are interior C
∞-rings with corners.
(c) OexX is the sheafification of a presheaf of the form O
in
X ∐ {0}, where O
in
X
is a sheaf of monoids, such that OinX(U) = (OX(U),O
in
X(U) ∐ {0}) is an
interior C∞-ring with corners for each open U ⊆ X .
In each case, we can define a sheaf of monoids OinX , such that O
in
X(U) =
{
s′ ∈
OexX (U) : s
′
x 6= 0 ∈ O
ex
X,x for all x ∈ U
}
.
We callX an interior local C∞-ringed space with corners ifX is both a local
C∞-ringed space with corners and an interior C∞-ringed space with corners.
If X,Y are interior (local) C∞-ringed spaces with corners, a morphism
f :X → Y is called interior if the induced maps on stalks f ♯x : OY,f(x) → OX,x
are interior morphisms of interior C∞-rings with corners for all x ∈ X . This
gives a morphism of sheaves f−1(OinY ) → O
in
X . Write C
∞RScin ⊂ C
∞RSc
(and LC∞RScin ⊂ LC
∞RSc) for the non-full subcategories of interior (local)
C∞-ringed spaces with corners and interior morphisms.
Lemma 5.3. Parts (a)–(c) in Definition 5.2 are equivalent.
Proof. Parts (a), (b) are equivalent by definition. The set Uˆs′ is open, as the
requirement that an element is zero in the stalk is a local requirement. That is,
s′x = 0 if and only if s
′|V = 0 ∈ O
ex
X (V ) for some x ∈ V ⊆ U .
Suppose (a), (b) hold. Write OinX(U) = {s
′ ∈ OexX (U) : s
′
x 6= 0 ∈ O
ex
X,x for all
x ∈ U}. If s′1, s
′
2 ∈ O
in
X(U) then s
′
1,x, s
′
2,x 6= 0 for x ∈ U , and as the stalks are
interior s′1,x · s
′
2,x 6= 0 ∈ O
ex
X,x. So s
′
1 · s
′
2 ∈ O
in
X(U), and O
in
X is a monoid. Thus
(OX(U),OinX(U)∐{0}) is a pre-C
∞-ring with corners, where the C∞-operations
come from restriction from OX(U). As the invertible elements of the monoid
and the C∞-rings of (OX(U),OinX(U)∐{0}) are the same as those from OX(U),
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it is a C∞-ring with corners. Let OˆexX be the sheafification of O
in
X ∐ {0}, which
is a subsheaf of OexX . Note that O
in
X(U) ∐ {0} already satisfies uniqueness, so
the sheafification process means OˆexX now satisfies gluing. Then (OX , Oˆ
ex
X ) is a
sheaf of C∞-rings with corners.
There is a morphism (id, id♯, ι♯ex) : (X,OX ,O
ex
X ) → (X,OX , Oˆ
ex
X ). This
is the identity on X , OX . On the sheaves of monoids, we have an inclusion
ι♯ex(U) : Oˆ
ex
X (U) → O
ex
X (U). On stalks, any non-zero element of O
ex
X,x is an
equivalence class represented by a section s′ ∈ OexX (U). As (a) holds, we can
choose U ∋ x so that s′y 6= 0 for all y ∈ U . Then s
′ ∈ OinX(U), so there is
s′′ ∈ OˆexX (U) mapping to s
′ under ι♯ex(U). So s
′′
x 7→ s
′
x, and ι
♯
ex is surjective on
stalks as 0 7→ 0. As OˆexX is a subsheaf of O
ex
X , ι
♯
ex is injective on stalks. Hence
(id, id♯, ι♯ex) is an isomorphism, and (c) holds. Thus (a), (b) imply (c).
Now suppose (c) holds. If s′ ∈ OexX (U), where O
ex
X is the sheafification of
OinX ∐ {0}, then if s
′
x 6= 0 ∈ O
ex
X,x there is an open x ∈ V ⊆ U and s
′′ ∈ OinX(V )
representing s′|V , and therefore s′x′ 6= 0 ∈ O
ex
X,x′ for all x
′ ∈ V , and the Us′
defined in (a) is open. If s′1, s
′
2 ∈ O
ex
X (U), and s
′
1,x, s
′
2,x 6= 0 ∈ O
ex
X,x, then there
is an open set open x ∈ V ⊆ U and s′′1 , s
′′
2 ∈ O
in
X(V ) representing s
′
1|V , s
′
2|V .
Then s′′1,x · s
′′
2,x ∈ O
in
X,x /∈0, so the stalk OX,x = (OX,x,O
in
X,x ∐ {0}) is interior,
and (a) holds. Hence (c) implies (a).
Remark 5.4. In §4.1 we defined interior C∞-rings with corners C = (C,Cex) as
special examples of C∞-rings of corners, with Cex = Cin ∐ {0}, so that 0 ∈ Cex
plays a special, somewhat artificial roˆle in the interior theory; really one would
prefer to write C = (C,Cin) and exclude 0 altogether.
One place this artificiality appears is in Definition 5.2(a)–(c). We want
interior (local) C∞-ringed spaces with corners X = (X,OX) to be special
examples of (local) C∞-ringed spaces with corners. At the same time, we na¨ıvely
expect that ifX is interior then OX should be a sheaf of interior C
∞-rings with
corners. But this is false: OX is never a sheaf valued in C
∞Ringscin in the
sense of Definition 2.23. For example, OX(∅) = ({0}, {0}), where ({0}, {0})
is the final object in C∞Ringsc, and it is not equal to ({0}, {0, 1}), the final
object in C∞Ringscin, contradicting Definition 2.23(iii).
A sheaf OinX on X valued in C
∞Ringscin is also a presheaf (but not a sheaf)
valued in C∞Ringsc, so it has a sheafification (OinX)
sh valued in C∞Ringsc.
Conversely, given a sheaf OX on X valued in C
∞Ringsc, we can ask whether
it is the sheafification of a (necessarily unique) sheafOinX valued in C
∞Ringscin.
Definition 5.2(a)–(c) characterize when this holds, and this is the correct notion
of ‘sheaf of interior C∞-rings with corners’ in our context. The extra conditions
Us′ open and Uˆs′ closed in U in Definition 5.2(a),(b) are surprising, but they
will be essential in the construction of the corner functor in §6.1.
The proof of the next theorem is essentially the same as showing ordinary
ringed spaces have all small limits. An explicit proof can be found in the first
author [12, Th. 5.1.10]. Existence of small limits in C∞RSc,C∞RScin depends
on Theorem 4.20(b); and LC∞RSc,LC∞RScin being closed under limits in
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C∞RSc,C∞RScin depends on Proposition 4.29; and LC
∞RScin,C
∞RScin be-
ing closed under limits in LC∞RSc,C∞RSc depends on Theorem 4.20(d).
Theorem 5.5. The categories C∞RSc,LC∞RSc,C∞RScin and LC
∞RScin
have all small limits. Small limits commute with the inclusion and forgetful
functors in the following diagram:
LC∞RScin

// C∞RScin

LC∞RSc // C∞RSc // Top.
In contrast to Theorem 4.20(d), in Theorem 6.3 below we show that inc :
LC∞RScin →֒ LC
∞RSc has a right adjoint C. This implies:
Corollary 5.6. The inclusion inc : LC∞RScin →֒ LC
∞RSc preserves colimits.
5.2 Special classes of local C∞-ringed spaces with corners
We extend parts of §4.7 to local C∞-ringed spaces with corners.
Definition 5.7. Let X = (X,OX) be an interior local C
∞-ringed space with
corners. We call X integral, torsion-free, or saturated, if for each x ∈ X the
stalk OX,x is an integral, torsion-free, or saturated, interior local C
∞-ring with
corners, respectively, in the sense of Definition 4.45.
For each open U ⊆ X , the monoid OinX(U) is a submonoid of
∏
x∈U O
in
X,x. If
X is integral then each OinX,x is an integral monoid, so it is a submonoid of a
group (OinX,x)
gp, and OinX(U) is a submonoid of a group
∏
x∈U (O
in
X,x)
gp, so it is
integral, and OinX(U) is an integral C
∞-ring with corners. Conversely, if OinX(U)
is integral for all open U ⊆ X one can show the stalks OX,x are integral, so
X is integral. Thus, an alternative definition is that X is integral if OinX(U) is
integral for all open U ⊆ X . The analogues hold for torsion-free and saturated.
Write LC∞RScsa ⊂ LC
∞RSctf ⊂ LC
∞RScZ ⊂ LC
∞RScin for the full sub-
categories of saturated, torsion-free, and integral objects in LC∞RScin. Also
write LC∞RScsa,ex⊂LC
∞RSctf ,ex⊂LC
∞RScZ,ex⊂LC
∞RScin,ex⊂LC
∞RSc
for the full subcategories of saturated, . . . , interior objects in LC∞RSc, but
with exterior (i.e. all) rather than interior morphisms.
Here is the analogue of Theorem 4.48:
Theorem 5.8. There are coreflection functors ΠZin,Π
tf
Z ,Π
sa
tf ,Π
sa
in in a diagram
LC∞RScsa
inc
// LC∞RSctf
inc
//
Πsatfoo LC∞RScZ
inc
//
Πtf
Zoo LC∞RScin,
ΠZinoo
Πsain
pp
such that each of ΠZin,Π
tf
Z ,Π
sa
tf ,Π
sa
in is right adjoint to the corresponding inclusion
functor inc.
69
Proof. We explain the functor ΠZin; the arguments for Π
tf
Z ,Π
sa
tf ,Π
sa
in are the same.
Let X = (X,OX) be an object in LC
∞RScin. We will construct an object
X˜ = (X, O˜X) in LC
∞RScZ, and set Π
Z
in(X) = X˜. The topological spaces X in
X˜,X are the same. Define a presheaf PO˜X of C∞-rings with corners on X by
PO˜X(U) = ΠZin(O
in
X(U)) for each open U ⊆ X , where O
in
X(U) ∈ C
∞Ringscin is
as in Definition 5.2(c), and ΠZin : C
∞Ringscin → C
∞RingscZ is as in Theorem
4.48. For open V ⊆ U ⊆ X , the restriction morphism ρUV in PO˜X is ΠZin
applied to ρUV : O
in
X(U)→ O
in
X(V ). Let O˜X be the sheafification of PO˜X .
Definition 5.2(c) implies that X˜ = (X, O˜X) is an object in LC
∞RScin. Since
stalks are given by direct limits as in Definition 2.24, and ΠZin : C
∞Ringscin →
C∞RingscZ preserves direct limits as it is a left adjoint, we have
O˜X,x ∼= PO˜X,x ∼= Π
Z
in(OX,x) for all x ∈ X .
Hence X˜ is an object of LC∞RScZ by Definition 5.7.
If f = (f,f ♯) :X → Y is a morphism in LC∞RScin and X˜, Y˜ are as above,
in an obvious way we define a morphism f˜ = (f, f˜ ♯) : X˜ → Y˜ in LC∞RScZ
such that if x ∈ X with f(x) = y ∈ Y then f˜ ♯ acts on stalks by
f˜ ♯x
∼= ΠZin(f
♯
x) : O˜Y,y
∼= ΠZin(OY,y) −→ O˜X,x
∼= ΠZin(OX,x).
We define ΠZin(f ) = f˜ . This gives a functor Π
Z
in : LC
∞RScin → LC
∞RScZ. We
can deduce that ΠZin is right adjoint to inc : LC
∞RScZ →֒ LC
∞RScin from the
fact that ΠZin is left adjoint to inc in Theorem 4.48, applied to stalksOX,x,OY,y
as above for all x ∈ X with f(x) = y in Y .
Remark 5.9. The analogue of Theorem 5.8 does not work for the categories
LC∞RScsa,ex ⊂ · · · ⊂ LC
∞RScin,ex. This is because the functors Π
Z
in, . . . ,Π
sa
in
in Theorem 4.48 do not extend to exterior morphisms.
Since right adjoints preserve limits, Theorems 5.5 and 5.8 imply:
Corollary 5.10. All small limits exist in LC∞RScsa,LC
∞RSctf ,LC
∞RScZ.
5.3 The spectrum functor
We now define a spectrum functor for C∞-rings with corners, in a similar way
to Definition 2.32.
Definition 5.11. Let C = (C,Cex) be a C
∞-ring with corners, and use the
notation of Definition 4.31. As in Definition 2.31, write XC for the set of R-
points of C with topology TC . For each open U ⊆ XC , define OXC (U) =
(OXC (U),O
ex
XC
(U)). Here OXC (U) is the set of functions s : U →
∐
x∈U Cx
(where we write sx for its value at the point x ∈ U) such that sx ∈ Cx for all
x ∈ U , and such that U may be covered by open W ⊆ U for which there exist
c ∈ C with sx = πx(c) in Cx for all x ∈ W . Similarly, OexXC (U) is the set of
s′ : U →
∐
x∈U Cx,ex with s
′
x ∈ Cx,ex for all x ∈ U , and such that U may be
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covered by open W ⊆ U for which there exist c′ ∈ Cex with s′x = πx,ex(c
′) in
Cx,ex for all x ∈ W .
Define operations Φf and Ψg on OXC (U) pointwise in x ∈ U using the oper-
ations Φf and Ψg on Cx. This makes OXC (U) into a C
∞-ring with corners. If
V ⊆ U ⊆ XC are open, the restriction maps ρUV = (ρUV , ρUV,ex) : OXC (U)→
OXC (V ) mapping ρUV : s 7→ s|V and ρUV,ex : s
′ 7→ s′|V are morphisms of
C∞-rings with corners.
The local nature of the definition implies that OXC = (OXC ,O
ex
XC
) is a
sheaf of C∞-rings with corners on XC . In fact, OXC is the sheaf of C
∞-rings
in Definition 2.32. By Proposition 5.12 below, the stalk OXC ,x at x ∈ XC is
naturally isomorphic to Cx, which is a local C
∞-ring with corners by Theorem
4.32(a). Hence (XC ,OXC ) is a local C
∞-ringed space with corners, which we
call the spectrum of C, and write as SpeccC.
Now let φ = (φ, φex) : C →D be a morphism of C∞-rings with corners. As
in Definition 2.32, define the continuous function fφ : XD → XC by fφ(x) =
x ◦ φ. For open U ⊆ XC define (fφ)♯(U) : OXC (U) → OXD(f
−1
φ (U)) to act
by φx : Cfφ(x) → Dx on stalks at each x ∈ f
−1
φ (U), where φx is the induced
morphism of local C∞-rings with corners. Then (fφ)♯ : OXC → (fφ)∗(OXD) is
a morphism of sheaves of C∞-rings with corners on XC .
Let f ♯φ : f
−1
φ (OXC ) → OXD be the corresponding morphism of sheaves of
C∞-rings with corners on XD under (2.8). The stalk map f
♯
φ,x : OXC ,fφ(x) →
OXD,x of f
♯
φ at x ∈ XD is identified with φx : Cfφ(x) → Dx under the
isomorphisms OXC ,fφ(x)
∼= Cfφ(x), OXD,x
∼= Dx in Proposition 5.12. Then
fφ = (fφ,f
♯
φ) : (XD,OXD) → (XC ,OXC ) is a morphism of local C
∞-ringed
spaces with corners. Define Specc φ : SpeccD → Specc C by Specc φ = fφ.
Then Specc is a functor (C∞Ringsc)op → LC∞RSc, the spectrum functor.
Proposition 5.12. In Definition 5.11, the stalk OXC ,x of OXC at x ∈ XC is
naturally isomorphic to Cx.
Proof. We have OXC ,x = (OXC ,x,O
ex
XC ,x
) where elements [U, s] ∈ OXC ,x and
[U, s′] ∈ OexXC ,x are ∼-equivalence classes of pairs (U, s) and (U, s
′), where U
is an open neighbourhood of x in XC and s ∈ OXC (U), s
′ ∈ OexXC (U), and
(U, s) ∼ (V, t), (U, s′) ∼ (V, t′) if there exists open x ∈ W ⊆ U ∩ V with
s|W = t|W in OXC (W ) and s
′|W = t′|W in OexXC (W ). Define a morphism of
C∞-rings with corners Π = (Π,Πex) : OXC ,x → Cx by Π : [U, s] 7→ sx ∈ Cx
and Πex : [U, s
′] 7→ s′x ∈ Cx,ex.
Suppose cx ∈ Cx and c′x ∈ Cx,ex. Then cx = πx(c) for c ∈ Cx and c
′
x =
πx,ex(c
′) for c′ ∈ Cx,ex by Theorem 4.32(c). Define s : XC →
∐
y∈XC
Cy and
s′ : XC →
∐
y∈XC
Cy,ex by sy = πy(c) and s
′
y = πy,ex(c
′). Then s ∈ OXC (XC),
so that [XC , s] ∈ OXC ,x with Π([XC , s]) = sx = πx(c) = cx, and similarly
s′ ∈ OexXC (XC) with Πex([XC , s
′]) = c′x. Hence Π : OXC ,x → Cx and Πex :
OexXC ,x → Cx,ex are surjective.
Let [U1, s1], [U2, s2] ∈ OXC ,x with Π([U1, s1]) = s1,x = s2,x = Π([U2, s2]).
Then by definition of OXC (U1),OXC (U2) there exists an open neighbourhood
V of x in U1 ∩ U2 and c1, c2 ∈ C with s1,v = πv(c1) and s2,v = πv(c2) for all
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v ∈ V . Thus πx(c1) = πx(c2) as s1,x = s2,x. Hence c1 − c2 lies in the ideal
I in (2.3) by Proposition 2.13. Thus there exists d ∈ C with x(d) 6= 0 ∈ R
and d · (c1 − c2) = 0 ∈ C.
Making V smaller we can suppose that v(d) 6= 0 for all v ∈ V , as this is an
open condition. Then πv(c1) = πv(c2) ∈ Cv for v ∈ V , since πv(d) · πv(c1) =
πv(d) ·πv(c2) as d ·c1 = d ·c2 and πv(d) is invertible in Cv. Thus s1,v = πv(c1) =
πv(c2) = s2,v for v ∈ V , so s1|V = s2|V , and [U1, s1] = [V, s1|V ] = [V, s2|V ] =
[U2, s2]. Therefore Π : OXC ,x → Cx is injective, and an isomorphism.
Let [U1, s
′
1], [U2, s
′
2] ∈ O
ex
XC ,x
with Πex([U1, s
′
1]) = s
′
1,x = s
′
2,x = Π([U2, s
′
2]).
As above there exist an open neighbourhood V of x in U1 ∩U2 and c′1, c
′
2 ∈ Cex
with s′1,v = πv,ex(c
′
1) and s
′
2,v = πv,ex(c
′
2) for all v ∈ V . At this point we can
use Proposition 4.33, which says that πx,ex(x
′
2) = πx,ex(c
′
1) if and only if there
are a, b ∈ Cex such that Φi(a) − Φi(b) ∈ Ix, x ◦ Φi(a) 6= 0 and ac1 = bc2, where
Ix is the ideal in (2.3). The third condition does not depend on x, whereas
the first two conditions are open conditions in x, that is, if Φi(a)− Φi(b) ∈ Ix,
x◦Φi(a) 6= 0, then there is an open neighbourhood ofX such that Φi(a)−Φi(b) ∈
Iv, v ◦ Φi(a) 6= 0 for all v in that neighbourhood.
Making V above smaller if necessary, we can suppose that these conditions
hold in V and thus that πv,ex(c
′
1) = πv,ex(c
′
2) for all v ∈ V . Hence s
′
1,v = s
′
2,v
for all v ∈ V , and s′1|V = s
′
2|V , so that [U1, s
′
1] = [V, s
′
1|V ] = [V, s
′
2|V ] = [U2, s
′
2].
Therefore Πex : O
ex
XC ,x
→ Cx,ex is injective, and an isomorphism. So Π =
(Π,Πex) : OXC ,x → Cx is an isomorphism, as we have to prove.
Definition 5.13. As C∞Ringscin is a subcategory of C
∞Ringsc we can define
the functor Speccin by restricting Spec
c to (C∞Ringscin)
op. Let C = (C,Cex)
be an interior C∞-ring with corners, and X = SpeccinC = (X,OX). Then
Definition 4.26 implies the localizations Cx are interior C
∞-rings with corners,
and Cx ∼= OX,x by Proposition 5.12.
If s′ ∈ OexX (U) with s
′
x 6= 0 in O
ex
X,x at x ∈ X , then s
′
x′ = πx′,ex(c
′) in
Cx′,ex ∼= OexX,x′ for some c
′ ∈ Cex and all x′ in an open neighbourhood V of x in
U . Then c′ 6= 0 in Cex, so c
′ is non-zero in every stalk by Remark 4.34 as C is
interior, and s′ is non-zero at every point in V . Therefore X is an interior local
C∞-ringed space with corners by Definition 5.2(a).
If φ : C → D is a morphism of interior C∞-rings with corners, then
Speccin φ = (f,f
♯) has stalk map f ♯x = φx : Cfφ(x) → Dx. This map fits
into the commutative diagram
C
πfφ(x)
φ
// D
πx

Cfφ(x)
φx // Dx.
As φ is interior, and the maps πfφ(x),πx are interior and surjective, then f
♯
x
is interior. This implies that Speccin φ is an interior morphism of interior local
C∞-ringed spaces with corners. Hence Speccin : (C
∞Ringscin)
op → LC∞RScin
is a well defined functor, which we call the interior spectrum functor.
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Definition 5.14. The global sections functor Γc : LC∞RSc → (C∞Ringsc)op
takes objects (X,OX) ∈ LC∞RSc to OX(X) and takes morphisms (f,f
♯) :
(X,OX) → (Y,OY ) to Γc : (f,f
♯) 7→ f ♯(Y ). Here f ♯ : OY → f∗(OX)
corresponds to f ♯ under (2.8).
The composition Γc ◦ Specc is a functor (C∞Ringsc)op → (C∞Ringsc)op,
or equivalently a functor C∞Ringsc → C∞Ringsc. For each C∞-ring with
corners C we define a morphismΞC = (Ξ,Ξex) : C → Γ
c◦Specc C inC∞Ringsc
by Ξ(c) : XC →
∐
x∈XC
OXC ,x, Ξ(c) : x 7→ πx(c) in Cx
∼= OXC ,x for c ∈ C,
and Ξex(c
′) : XC →
∐
x∈XC
OexXC ,x, Ξex(c
′) : x 7→ πx,ex(c′) in Cx,ex ∼= OexXC ,x
for c′ ∈ Cex. This is functorial in C, so that the ΞC for all C define a natural
transformation Ξ : IdC∞Ringsc ⇒ Γc ◦Specc of functors IdC∞Ringsc ,Γc◦Specc :
C∞Ringsc → C∞Ringsc.
Here is the analogue of Lemma 2.34.
Lemma 5.15. Let C be a C∞-ring with corners, and X = Specc C. For any
c ∈ C, let Uc ⊆ X be as in Definition 2.31. Then U c ∼= Specc(C(c−1)). If C is
firm, or interior, then so is C(c−1).
Proof. Write C(c−1) = (D,Dex). By Lemma 4.27 we have D ∼= C(c−1). By
Lemma 2.34, we need only show there is an isomorphism of stalks Cx,ex → Dxˆ,ex.
However, using the universal properties of Cx, C(c
−1) and C(c−1)xˆ this follows
by the same reasoning as Lemma 2.34. If C is firm, then so is C(c−1), as
C(c−1)♯ex is generated by the image of C
♯
ex under the morphism C → C(c
−1). If
C is interior, then C(c−1) is also interior, as otherwise zero divisors in C(c−1)ex
would have to come from zero divisors in Cex.
Theorem 5.16. The functor Specc : (C∞Ringsc)op → LC∞RSc is right
adjoint to Γc : LC∞RSc → (C∞Ringsc)op. This implies that for all C in
C∞Ringsc and all X in LC∞RSc there are inverse bijections
HomC∞Ringsc(C,Γ
c(X))
LC,X // HomLC∞RSc(X, Specc C).
RC,X
oo (5.1)
If we let X = SpeccC then ΞC = RC,X(idX), and Ξ is the unit of the adjunc-
tion between Γc and Specc.
Proof. We follow the proof of [26, Th. 4.20]. Take X ∈ LC∞RSc and C ∈
C∞Ringsc, and let Y = (Y,OY ) = Spec
c C. Define a functor RC,X in (5.1)
by taking RC,X(f ) : C → Γc(X) to be the composition
C
ΞC // Γc ◦ Specc C = Γc(Y )
Γc(f) // Γc(X)
for each morphism f : X → Y in LC∞RSc. If X = Specc C then we have
ΞC = RC,X(idX). We see that RC,X is an extension of the functor RC,X
constructed in [26, Th. 4.20] for the adjunction between Spec and Γ. This will
also occur for LC,X .
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Given a morphism φ = (φ, φex) : C → Γc(X) in C∞Ringsc we define
LC,X(φ) = g = (g, g
♯, g♯ex) where (g, g
♯) = LC,X(φ) with LC,X constructed
in [26, Th. 4.20]. Here, g acts by x 7→ x∗ ◦ φ where x∗ : OX(X) → R is
the composition of the σx : OX(X) → OX,x with the unique morphism π :
OX,x → R, as OX,x is a local C
∞-ring with corners. The morphisms g♯, g♯ex are
constructed as g♯ is in [26, Th. 4.20], and we explain this explicitly now.
For x ∈ X and g(x) = y ∈ Y , take the stalk map σx = (σx, σexx ) : OX(X)→
OX,x. This gives the following diagram of C
∞-rings with corners
C
πy

φ
// Γc(X)
σx

Cy
∼= OY,y
φx // OX,x
π // R.
(5.2)
We know Cy ∼= OY,y by Proposition 5.12 and π : OX,x → R is the unique
local morphism. If we have (c, c′) ∈ C with y(c) 6= 0, and y ◦ Φi(c′) 6= 0 then
σx ◦ φ(c, c′) ∈ OX,x with π(σx ◦ φ(c)) 6= 0 and
π(Φi ◦ σ
ex
x ◦ φex(c)) = π(σx ◦ φ ◦ Φi(c)) 6= 0.
As OX,x is a local C
∞-ring with corners then σx ◦φ(c, c′) is invertible in OX,x.
The universal property of πy : C → Cy gives a unique morphism φx : OY,y →
OX,x that makes (5.2) commute.
We define
g♯(V ) = (g♯(V ), g
ex
♯ (V )) : OY (V )→ g∗(OX)(V ) =OX(U)
for each open V ⊆ Y with U = g−1(V ) ⊆ X to act by φx = (φx, φx,ex) on stalks
at each x ∈ U . We can identify elements s ∈ OX(U), s′ ∈ OexX (U) with maps
s : U →
∐
x∈U OX,x and s
′ : U →
∐
x∈U O
ex
X,x, such that s, s
′ are locally of the
form s : x 7→ πx(c) in Cx ∼= OX,x for c ∈ C and s′ : x 7→ πx,ex(c′) in Cx,ex ∼= OexX,x
for c′ ∈ Cex, and similarly for t ∈ OY (V ), t′ ∈ OexY (V ). If t is locally of the form
t : y 7→ πy(d) in Dy ∼= OY,c near y˜ = g(x˜) for d ∈ D, then s = g♯(V )(t) is locally
of the form s : x 7→ πx(c) in Cx ∼= OX,x near x˜ for c = φ(d) ∈ C, so g♯(V ) does
map OY (V ) → OX(U), and similarly gex♯ (V ) maps O
ex
Y (V ) → O
ex
X (U). Hence
g♯(V ) is well defined.
This defines a morphism g♯ : OY → g∗(OX) of sheaves of C
∞-rings with
corners on Y , and we write g♯ : g−1(OY ) → OX for the corresponding mor-
phism of sheaves of C∞-rings with corners on X under (2.8). At a point x ∈ X
with g(x) = y ∈ Y , the stalk map g♯x : OY,y → OX,x is φx. Then g = (g, g
♯) is a
morphism in LC∞RSc, and LC,X(φ) = g. It remains to show that these define
natural bijections, but this follows in a very similar way to [26, Th. 4.20].
Definition 5.17. We define the interior global sections functor Γcin : LC
∞RScin
→ (C∞Ringscin)
op to act on objects (X,OX) by Γ
c
in : (X,OX) 7→ (C,Cex)
where C = OX(X) and Cex to be the set containing the zero element of O
ex
X (X)
and the elements of OexX (X) that are non-zero in every stalk. That is,
Cex = {c
′ ∈ OexX (X) : c
′ = 0 ∈ OexX (X), or σ
ex
x (c
′) 6= 0 ∈ OexX,x ∀x ∈ X}, (5.3)
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where σexx is the stalk map σ
ex
x : O
ex
X → O
ex
X,x. This is an interior C
∞-ring with
corners, where the C∞-ring with corners structure is given by restriction from
(OX(X),OexX (X)). We define Γ
c
in to act on morphisms (f,f
♯) : (X,OX) →
(Y,OY ) by Γ
c
in : (f,f
♯) 7→ f ♯(Y )|(C,Cex) for f ♯ : OY → f∗(OX) corresponding
to f ♯ under (2.8).
As in Definition 5.14, for each interior C∞-ring with corners C, we define
a morphism ΞinC = (Ξ
in,Ξinex) : C → Γ
c
in ◦ Spec
c
in C in C
∞Ringscin by Ξ
in(c) :
XC →
∐
x∈XC
OXC ,x, Ξ
in(c) : x 7→ πx(c) in Cx ∼= OXC ,x for c ∈ C, and
Ξinex(c
′) : XC →
∐
x∈XC
OexXC ,x, Ξ
in
ex(c
′) : x 7→ πx,ex(c′) in Cx,ex ∼= OexXC ,x for
c′ ∈ Cex. We need to check Ξinex(c
′) lies in (5.3), but this is immediate as
πx = (πx, πx,ex) : C → Cx is interior. The Ξ
in
C for all C define a natural
transformation Ξin : IdC∞Ringsc
in
⇒ Γcin ◦ Spec
c
in of functors IdC∞Ringscin ,Γ
c
in ◦
Speccin : C
∞Ringscin → C
∞Ringscin.
Theorem 5.18. The functor Speccin : (C
∞Ringscin)
op → LC∞RScin is right
adjoint to Γcin : LC
∞RScin → (C
∞Ringscin)
op.
Proof. This proof is identical to that of Theorem 5.16. We need only check that
the definition of Γcin(X), which may not be equal to OX(X), gives well defined
maps σinx : Γ
c
in(X) → OX,x. As Γ
c
in(X) is a subobject of OX(X), these maps
are the restriction of the stalk maps σx : OX(X) → OX,x to Γcin(X). The
definition of Γcin(X) implies these maps are interior.
5.4 C∞-schemes with corners
Definition 5.19. A local C∞-ringed space with corners that is isomorphic
in LC∞RSc to Specc C for some C∞-ring with corners C is called an affine
C∞-scheme with corners . We define the category AC∞Schc to be the full
sub-category of affine C∞-schemes with corners in LC∞RSc.
Let X = (X,OX) be a local C
∞-ringed space with corners. We call X a
C∞-scheme with corners if X can be covered by open sets U ⊆ X such that
(U,OX |U ) is a affine C∞-scheme with corners. We define the categoryC∞Schc
of C∞-schemes with corners to be the full sub-category of C∞-schemes with
corners in LC∞RSc. Then AC∞Schc is a full subcategory of C∞Schc.
A local C∞-ringed space with corners that is isomorphic in LC∞RScin to
Speccin C for some interior C
∞-ring with corners C is called an interior affine
C∞-scheme with corners . We define the category AC∞Schcin of interior affine
C∞-schemes with corners to be the full sub-category of interior affine C∞-
schemes with corners in LC∞RScin, so AC
∞Schcin is a non-full subcategory
of AC∞Schc. We call an object X ∈ LC∞RScin an interior C
∞-scheme with
corners if it can be covered by open sets U ⊆ X such that (U,OX |U ) is an
interior affine C∞-scheme with corners. We define the category C∞Schcin of
interior C∞-schemes with corners to be the full sub-category of interior C∞-
schemes with corners in LC∞RScin. This implies that AC
∞Schcin is a full
subcategory of C∞Schcin. Clearly C
∞Schcin ⊂ C
∞Schc.
75
In Theorem 5.28(b) below we show that an object X in C∞Schc lies in
C∞Schcin if and only if lies in LC
∞RScin. That is, the two natural definitions
of ‘interior C∞-scheme with corners’ turn out to be equivalent.
Lemma 5.20. Let X be an (interior) C∞-scheme with corners, and U ⊆ X
be open. Then U is also an (interior) C∞-scheme with corners.
Proof. This follows from Lemma 5.15 and the fact that the topology on Specc C
is generated by subsets Uc in Definition 2.31.
We explain the relation with manifolds with (g-)corners in Chapter 3:
Definition 5.21. Define a functor FC
∞Schc
Manc :Man
c → C∞Schc that acts on
objects X ∈ Manc by FC
∞Schc
Manc (X) = (X,OX), where OX(U) = C
∞(U) =
(C∞(U),Ex(U)) from Example 4.18(a) for each open subset U ⊆ X . If V ⊆ U ⊆
X are open we define ρUV = (ρUV , ρ
ex
UV ) : C
∞(U)→ C∞(V ) by ρUV : c 7→ c|V
and ρexUV : c
′ 7→ c′|V .
It is easy to verify that OX is a sheaf of C
∞-rings with corners on X , so
X = (X,OX) is a C
∞-ringed space with corners. We show in Theorem 5.22(b)
that X is a C∞-scheme with corners, and it is also interior.
Let f : X → Y be a morphism in Manc. Writing FC
∞Schc
Manc (X) = (X,OX)
and FC
∞Schc
Manc (Y ) = (Y,OY ), for all open U ⊆ Y , we define
f ♯(U) : OY (U) = C
∞(U) −→ f∗(Ox)(U) = OX(f
−1(U)) = C∞(f−1(U))
by f♯(U) : c 7→ c◦f for all c ∈ C∞(U) and f ex♯ (U) : c
′ 7→ c′◦f for all c′ ∈ Ex(U).
Then f ♯(U) is a morphism of C
∞ rings with corners, and f ♯ : OY → f∗(OX) is
a morphism of sheaves of C∞-rings with corners on Y . Let f ♯ : f−1(OY )→ OX
correspond to f ♯ under (2.8). Then F
C∞Schc
Manc (f) = f = (f,f
♯) : (X,OX) →
(Y,OY ) is a morphism in C
∞Schc. Define a functor F
C∞Schcin
Manc
in
: Mancin →
C∞Schcin by restriction of F
C∞Schc
Manc to Man
c
in.
All the above generalizes immediately from manifolds with corners to man-
ifolds with g-corners in §3.3, giving functors FC
∞Schc
Mangc : Man
gc → C∞Schc
and F
C∞Schcin
Man
gc
in
: Mangcin → C
∞Schcin. It also generalizes to manifolds with
(g-)corners of mixed dimension Mˇanc, . . . , Mˇangcin .
These functors FC
∞Schc
Manc , . . . , F
C∞Schcin
Man
gc
in
map to various subcategories of
C∞Schc,C∞Schcin defined in §5.6, including the subcategories C
∞Schcto,ex,
C∞Schcto of toric C
∞-schemes with corners. We will write F
C∞Schcto
Manc , . . . for
FC
∞Schc
Manc , . . . considered as mapping to these subcategories.
We say that a C∞-scheme with corners X is a manifold with corners (or
is a manifold with g-corners) if X ∼= FC
∞Schc
Manc (X) for some X ∈ Man
c (or
X ∼= FC
∞Schc
Mangc (X) for some X ∈Man
gc).
Theorem 5.22. Let X be a manifold with corners, or a manifold with g-
corners, and X = FC
∞Schc
Manc (X) or X = F
C∞Schc
Mangc (X). Then:
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(a) If X is a manifold with faces or g-faces, then X is an affine C∞-scheme
with corners, and is isomorphic to SpeccC∞(X). It is also an interior affine
C∞-scheme with corners, with X ∼= SpeccinC
∞
in (X).
If X is a manifold with corners, but not with faces, then X is not affine.
(b) In general, X is an interior C∞-scheme with corners.
(c) The functors FC
∞Schc
Manc , F
C∞Schcin
Manc
in
, FC
∞Schc
Mangc , F
C∞Schcin
Man
gc
in
are fully faithful.
Proof. For (a), let X be a manifold with corners or a manifold with g-corners,
and write X = (X,OX). Note that Γ
c(X) = OX(X) = C
∞(X) by the
definition of OX . Consider the map LC,X in (5.1). In the notation of Theorem
5.16, if we let C = Γc(X) = C∞(X), then LC∞(X),X is a bijection
LC∞(X),X : HomC∞Ringsc(C
∞(X),C∞(X))
−→ HomLC∞RSc(X, Spec
cC∞(X)).
Write Y = SpeccC∞(X), and define a morphism g = (g, g♯) : X → Y in
LC∞RSc by g = LC∞(X),X(idC∞(X)).
The continuous map g : X → Y is defined in the proof of Theorem 5.16 by
g(x) = x∗ ◦ idC∞(X), where x∗ is the evaluation map at the point x ∈ X . This
is a homeomorphism of topological spaces as in the proof of [26, Th. 4.41]. On
stalks at each x ∈ X we have g♯x = λx : (C
∞(X))x∗ → C
∞
x (X), where λx is
as in Example 4.35. If X has faces then λx is an isomorphism by Proposition
4.36, and if X has g-faces then λx is an isomorphism by Definition 4.37. Hence
if X has (g-)faces then g, g♯ and g are isomorphisms, and X ∼= SpeccC∞(X).
Essentially the same proof for the interior case, using Speccin,Γ
c
in adjoint by
Theorem 5.18, shows that X ∼= SpeccinC
∞
in (X) if X has (g-)faces.
If X has corners, but not faces, then Proposition 4.36 gives x ∈ X such that
g♯x = λx is not an isomorphism. The proof shows that λx,ex is not surjective.
If X ∼= Specc C for some C∞-ring with corners C then Cx ∼= OX,x = C
∞
x (X),
and the localization morphism C → Cx is surjective. But C → Cx ∼= C
∞
x (X)
factors as C → C∞(X)
λx−→C∞x (X), and λx,ex is not surjective, a contradiction.
Hence X is not affine, completing part (a).
For (b), for any point x ∈ X , we can find an open neighbourhood U of x
which is a manifold with (g-)faces, as in Example 4.38 in the g-corners case.
Then U ∼= SpeccC∞(U) ∼= SpeccinC
∞
in (U) by (a). So X can be covered by
open U ⊆X which are (interior) affine C∞-schemes with corners, and X is an
(interior) C∞-scheme with corners.
For (c), if f, g : X → Y are morphisms in Manc and (f,f ♯) = FC
∞Schc
Manc (f)
= FC
∞Schc
Manc (g) = (g, g
♯), we see that f = g, so FC
∞Schc
Manc is faithful. Suppose
h = (h,h♯) : X → Y is a morphism in C∞Schc, and x ∈ X with h(y) = y
in Y . We may choose open y ∈ V ⊆ Y and x ∈ U ⊆ h−1(V ) ⊆ X such that
U = (U,OX |U ) and V = (V,OY |V ) are affine. Then h
♯ induces a morphism
h
♯
UV : OY (V ) = C
∞(V )→ OX(U) = C
∞(U) in C∞Ringsc.
By considering restriction to points in U, V we see that h♯UV maps C
∞(V )→
C∞(U) and C∞ex (V )→ C
∞
ex (U) by c 7→ c◦h|U for c in C
∞(V ) or C∞ex (V ). Thus,
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if c : V → R is smooth, or c : V → [0,∞) is exterior, then c ◦ h|U : U → R is
smooth, or c ◦ h|U : U → [0,∞) is exterior. Since V is affine, this implies that
h|U : U → V is smooth, and h|U = FC
∞Schc
Manc (h|U ). As we can cover X,Y by
such U, V , we see that h is smooth and h = FC
∞Schc
Manc (h). Hence F
C∞Schc
Manc is
full. The argument for F
C∞Schcin
Manc
in
, . . . , F
C∞Schcin
Man
gc
in
is essentially the same.
Theorem 5.22 shows that we can regardManc,Mangc (or Mancin,Man
gc
in )
as full subcategories of C∞Schc (or C∞Schcin), and regard C
∞-schemes with
corners as generalizations of manifolds with (g-)corners.
5.5 Semi-complete C∞-rings with corners
Proposition 2.40 says Spec ΞC : Spec ◦Γ ◦ SpecC → SpecC is an isomorphism
for any C∞-ring C. This was used in §2.5 to define the category C∞Ringsco of
complete C∞-rings (those isomorphic to Γ◦SpecC), such that (C∞Ringsco)op
is equivalent to the category of affine C∞-schemes AC∞Sch. This can be used
to prove that fibre products and finite limits exist in C∞Sch.
We now consider to what extent these results generalize to the corners case.
Firstly, it turns out that SpeccΞC need not be an isomorphism for C
∞-rings
with corners C. The next remark and example explain what can go wrong.
Remark 5.23. Let C = (C,Cex) be a C
∞-ring with corners. Write X =
(X,OX) = Spec
c C, an affine C∞-scheme with corners. The global sections
Γc(X) = OX(X) is a C
∞-ring with corners, with a morphism ΞC : C →
OX(X), so we have a morphism of C
∞-schemes with corners
SpeccΞC = Spec
c(Ξ,Ξex) : Spec
c ◦Γc ◦ Specc C −→ Specc C. (5.4)
We want to know how close (5.4) is to being an isomorphism.
First note that as the underlying C∞-scheme of X is X = SpecC, Proposi-
tion 2.40 shows (5.4) is an isomorphism on the level of C∞-schemes, and hence
of topological spaces. Thus (5.4) is an isomorphism if Ξex induces an isomor-
phism of sheaves of monoids. It is sufficient to check this on stalks. Therefore,
(5.4) is an isomorphism if the following is an isomorphism for all x ∈ X :
Ξx,ex : Cx,ex ∼= O
ex
X,x −→ (O
ex
X (X))x∗ .
Consider the diagram of monoids for x ∈ X :
Cex
πx,ex // //
Ξex

Cx,ex ∼= OexX,x
 _
Ξx,ex

OexX (X)
ρexX,x
33
πˆx,ex
// // (OexX (X))x∗ .
(5.5)
Here ρexX,x takes an element s
′ ∈ OexX (X) to its value in the stalk O
ex
X,x. It
is not difficult to show that the upper left triangle and the outer rectangle in
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(5.5) commute, πx,ex, πˆx,ex are surjective, and Ξx,ex is injective. However, as
Example 5.24 shows, Ξx,ex need not be surjective (in which case (5.4) is not an
isomorphism), and the bottom right triangle of (5.5) need not commute.
That is, if two elements of OexX (X) agree locally, then while they have the
same image in the stalk OexX,x they do not necessarily have the same value in
the localization of OexX (X) at x∗. This is because for c
′, d′ ∈ Cex, equality in
Cex,x requires a global equality. That is, there need to be a
′, b′ ∈ Cex such that
a′c′ = b′d′ ∈ Cex with a′, b′ satisfying additional conditions as in Proposition
4.33. In the C∞-ring C, this equality is only a local equality, as the a′ and b′
can come from bump functions. However, in the monoid, bump functions do
not necessarily exist, meaning this condition is stronger and harder to satisfy.
In the following example, C is interior, and the above discussion also holds
with Speccin,Γ
c
in in place of Spec
c,Γc.
Example 5.24. Define open subsets U, V ⊂ R2 by U = (−1, 1)× (−1,∞) and
V = (−1, 1) × (−∞, 1). The important properties for our purposes are that
R2 \ U , R2 \ V are connected, but R2 \ (U ∪ V ) is disconnected, being divided
into connected components (−∞,−1]× R and [1,∞)× R.
Choose smooth ϕ, ψ : R2 → R such that ϕ|U > 0, ϕ|R2\U = 0, ψ|V > 0,
ψ|R2\V = 0, so ϕ, ψ map to [0,∞). Define a C
∞-ring with corners C by
C = R(x1, x2)[y1, . . ., y6]
/(
Φi(y1)=Φi(y2)=0, Φi(y3) = Φi(y4) = ϕ(x1, x2),
Φi(y5)=Φi(y6)=ψ(x1, x2)
)[
y1y3=y2y4, y1y5=y2y6
]
,
using the notation of Definition 4.24. Let X = (X,OX) = Spec
c C, an affine
C∞-scheme with corners. As a topological space we write
X =
{
(x1, x2, y1, . . . , y6) ∈ R
2 × [0,∞)6 : y1 = y2 = 0, y3 = y4 = ϕ(x1, x2),
y5 = y6 = ψ(x1, x2)
}
.
The projection X → R2 mapping (x1, x2, y1, . . . , y6) 7→ (x1, x2) is a homeomor-
phism, and we use this to identify X ∼= R2.
We will show that (5.4) is not an isomorphism, in contrast to Proposition
2.40 for C∞-rings and C∞-schemes.
For each x ∈ X we have a monoid OX,x,ex ∼= Cx,ex by Proposition 5.12,
containing elements πx,ex(yj) for j = 1, . . . , 6. If x ∈ U then using Proposition
4.33 and the relations Φi(y3) = Φi(y4) = ϕ(x1, x2), y1y3 = y2y4, and ϕ(x) > 0
we see that πx,ex(y1) = πx,ex(y2). Similarly if x ∈ V then Φi(y5) = Φi(y6) =
ψ(x1, x2), y1y5 = y2y6, and ψ(x) > 0 give πx,ex(y1) = πx,ex(y2). Thus as
U ∪ V = (−1, 1)× R we may define an element z ∈ OexX (X) by
z(x1, x2) =


πx,ex(y1), x 6 −1,
πx,ex(y1) = πx,ex(y2), x ∈ (−1, 1),
πx,ex(y2), x > 1.
We will show that for x = (−2, 0) in X there does not exist c′ ∈ Cex with
Ξx,ex ◦ πx,ex(c′) = πˆx,ex(z) in (OexX (X))x∗ . Thus Ξx,ex : O
ex
X,x → (O
ex
X (X))x∗
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is not surjective. This implies that the bottom right triangle of (5.5) does not
commute at z ∈ OexX (X). Also Spec
cΞC in (5.4) is not an isomorphism, as Ξx,ex
is part of the action of SpeccΞC on stalks at x, and is not an isomorphism.
Suppose for a contradiction that such c′ does exist. Then πˆx,ex ◦ Ξex(c′) =
πˆx,ex(z) as the outer rectangle of (5.5) commutes, so by Proposition 4.33 there
exist a′, b′ ∈ OexX (X) with a
′(x) = b′(x) 6= 0 and a′ = b′ near x, such that a′z =
b′Ξex(c
′). Locally on X , a′, b′ are of the form exp(f(x1, x2, y1, . . . , y6))y
a1
1 . . . y
a6
6
or zero, where the transitions between different representations of this form (e.g.
changing a1, . . . , a6) satisfy strict rules. We will consider a
′, b′ in the regions
x1 6 −1, x1 > 1, U \ V , V \ U . In each region, a′, b′ must admit a global
representation exp(f)ya11 . . . y
a6
6 .
Since a′(x) = b′(x) 6= 0, we see that a′, b′ are of the form exp(f) in x1 6 −1.
On crossing the wall x = −1, y 6 −1 between x 6 −1 and U \V , y3, y4 become
invertible, so a′, b′ may be of the form exp(f)ya33 y
a4
4 in U \ V . On crossing the
wall x = 1, y 6 −1 between U \ V and x > 1, we see that a′, b′ must be of the
form exp(f)ya33 y
a4
4 in x1 > 1. Similarly, on crossing the wall x = −1, y > 1
between x 6 −1 and V \ U , y5, y6 become invertible, so a′, b′ may be of the
form exp(f)ya55 y
a6
6 in V \U . On crossing the wall x = 1, y > 1 we see that a
′, b′
must be of the form exp(f)ya55 y
a6
6 in x1 > 1. Comparing this with the previous
statement gives a5 = a6 = 0. Hence a
′, b′ are invertible at (2, 0).
Now c′ is either zero, or of the form exp(f)ya11 . . . y
a6
6 . Specializing a
′z =
b′Ξex(c
′) at (−2, 0) and using a′, b′ invertible there gives c′ 6= 0 with a1 = 0 and
ai = 0 for i 6= 1. But specializing at (2, 0) and using a′, b′ invertible there gives
a2 = 1 and ai = 0 for i 6= 2, a contradiction. So no such c′ exists.
One can prove that C above is toric, and hence also firm, saturated, torsion-
free, integral, and interior, in the notation of §4.7. There are simpler examples
of C lacking these properties for which (5.4) is not an isomorphism and (5.5)
does not commute. We chose this example to show that we cannot easily avoid
the problem by restricting to nicer classes of C∞-rings with corners.
Example 5.24 implies that we cannot generalize complete C∞-rings in §2.5
to the corners case, such that the analogue of Theorem 2.42(a) holds. But
we will use the following proposition to define semi-complete C∞-rings with
corners, which have some of the good properties of complete C∞-rings. Note
that Example 5.24 gives an example where no choice of Dex can make the
canonical map (D,Dex)→ Γc ◦ Specc(D,Dex) surjective on the monoids.
Proposition 5.25. Let (C,Cex) be a C
∞-ring with corners and set X =
Specc(C,Cex). Then there is a C
∞-ring with corners (D,Dex) with D ∼= Γ ◦
SpecC a complete C∞-ring, such that Specc(D,Dex) ∼= X and the canonical
map (D,Dex) → Γc ◦ Specc(D,Dex) is an isomorphism on D, and injective on
Dex. If (C,Cex) is firm, or interior, then (D,Dex) is firm, or interior.
Proof. We define (D,Dex) such that D = Γ ◦ SpecC = OX(X), and let Dex be
the submonoid of OexX (X) generated by the invertible elements Ψexp(D) and the
image φex(Cex). One can check that the C
∞-operations from (OX(X),O
ex
X (X))
restrict to C∞-operations on (D,Dex), and make (D,Dex) into a C
∞-ring with
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corners. Let Y = Specc(D,Dex). If (C,Cex) is firm, then (D,Dex) is firm, as the
sharpening D♯ex is the image of C
♯
ex under φex, hence the image of the generators
generates D♯ex. If (C,Cex) is interior, then (D,Dex) is interior, as elements in
both Ψexp(D) and φex(Cex) have no zero divisors.
Now the canonical morphism (φ, φex) : (C,Cex)→ Γ
c ◦ Specc(C,Cex) gives a
morphism (ψ, ψex) : (C,Cex) → (D,Dex) where ψ = φ, and ψex = φex with its
image restricted to the submonoid Dex of OX,ex(X). As D is complete, then
Spec(D) ∼= Spec(C) ∼= (X,OX), and Specc(ψ, ψex) : Y ∼= Specc(D,Dex) →
Specc(C,Cex) ∼=X is an isomorphism on the topological space and the sheaves
of C∞-rings. To show that Specc(ψ, ψex) is an isomorphism on the sheaves of
monoids, we show ψex induces an isomorphism on the stalks OexX,x
∼= Cx,ex and
OexY,x
∼= Dx,ex, for all R-points x ∈ X .
The stalk map corresponds to the morphism ψx,ex : Cx,ex → Dx,ex, which
is defined by ψx,ex(πx,ex(c
′)) = πˆx,ex(ψex(c
′)), where πx,ex : Cex → Cx,ex and
πˆx,ex : Dex → Dx,ex are the localization morphisms. Now, as Specc(ψ, ψex) is
an isomorphism on the sheaves of C∞-rings, we know that ψx : Cx → Dx is an
isomorphism, which implies we have an isomorphism ψx,ex|C×x,ex : C
×
x,ex → D
×
x,ex
of invertible elements in the monoids. This gives the following commutative
diagram of monoids:
Cex
ψex
//
πx,ex
Dex ⊂ OexX (X)
πˆx,ex
C
×
x,ex
  //
∼=
11Cx,ex
ψx,ex // Dx,ex D
×
x,ex.?
_oo
To show ψx,ex is injective, suppose a
′
x, b
′
x ∈ Cx,ex with ψx,ex(a
′
x) = ψx,ex(b
′
x).
As πx,ex is surjective we have a
′
x = πx,ex(a
′), b′x = πx,ex(b
′) in Cx,ex for a
′, b′ ∈
Cex. Then in Dx,ex we have
πˆx,ex(ψex(a
′)) = ψx,ex(πx,ex(a
′)) = ψx,ex(a
′
x)
= ψx,ex(b
′
x) = ψx,ex(πx,ex(b
′)) = πˆx,ex(ψex(b
′)),
so Proposition 4.33 gives e′, f ′ ∈ Dex such that e′ψex(a′) = f ′ψex(b′) in Dex,
with Φi(e
′)− Φi(f ′) ∈ I and x ◦ Φi(e′) 6= 0. Hence
e′|xa
′
x = e
′|xπx,ex(a
′) = e′|xψex(a
′)|x = (e
′ψex(a
′))|x
= (f ′ψex(b
′))|x = f
′|xψex(b
′)|x = f
′|xπx,ex(b
′) = f ′|xb
′
x
(5.6)
in Cx,ex. Under the maps Φi,x : Cx,ex → Cx and π : Cx → R we have Φi,x(e′|x) =
Φi,x(f
′|x) as Φi(e
′)−Φi(f
′) ∈ I, and π ◦Φi,x(e
′|x) = x ◦Φi(e
′) 6= 0. Hence e′|x
is invertible in Cx,ex, so Φi,x(e
′|x) = Φi,x(f ′|x) and Definition 4.16(i) imply that
e′|x = f ′|x, and thus (5.6) shows that a′x = b
′
x, so ψx,ex is injective.
To show ψx,ex is surjective, let d
′
x ∈ Dx,ex, and write d
′
x = πˆx,ex(d
′) for
d′ ∈ Dex. As Dex is generated by ψex(Cex) and Ψexp(D) we have d′ = ψex(c′) ·e′
for c′ ∈ C and e′ ∈ Ψexp(D) invertible. Thus d′x = ψx,ex ◦ πx,ex(c
′) · πˆx,ex(e′),
where πˆx,ex(e
′) ∈ D×x,ex. As ψx,ex|C×x,ex : C
×
x,ex → D
×
x,ex is an isomorphism and
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πx,ex is surjective, there exists c
′′ ∈ Cex with ψx,ex ◦ πx,ex(c′′) = πˆx,ex(e′). Then
d′x = ψx,ex[πx,ex(c
′c′′)], so ψx,ex is surjective. Hence ψx,ex is an isomorphism,
and Specc(ψ, ψex) : Spec
c(D,Dex)→ Specc(C,Cex =X is an isomorphism.
Thus there is an isomorphism Γc ◦Specc(D,Dex) ∼= Γc ◦Specc(C,Cex), which
identifies the canonical map (D,Dex) → Γ
c ◦ Specc(D,Dex) with the inclusion
(D,Dex) →֒ (OX(X),OexX (X)) = Γ
c ◦Specc(C,Cex). By definition this inclusion
is an isomorphism on D, and injective on Dex. This completes the proof.
Definition 5.26. We call a C∞-ring with corners D = (D,Dex) semi-complete
if D is complete, and ΞD : (D,Dex)→ Γc ◦Specc(D,Dex) is an isomorphism on
D (this is equivalent to D complete) and injective on Dex. Write C
∞Ringscsc ⊂
C∞Ringsc and C∞Ringscsc,in ⊂ C
∞Ringscin for the full subcategories of
(interior) semi-complete C∞-rings with corners.
Given a C∞-ring with corners C, Proposition 5.25 constructs a semi-compl-
ete C∞-ring with corners D with a morphism ψ : C → D such that Speccψ :
SpeccD→ Specc C is an isomorphism. It is easy to show that this map C 7→D
is functorial, yielding a functor Πscall : C
∞Ringsc → C∞Ringscsc mapping C 7→
D on objects, with Specc ∼= Specc ◦Πscall. Similarly we get Π
sc,in
in : C
∞Ringscin →
C∞Ringscsc,in with Spec
c
in
∼= Speccin ◦Π
sc,in
in .
Here is a partial analogue of Theorem 2.42:
Theorem 5.27. (a) Specc |··· : (C∞Ringscsc)
op → AC∞Schc is faithful and
essentially surjective, but not full.
(b) Let X be an affine C∞-scheme with corners. Then X ∼= SpeccD, where
D is a semi-complete C∞-ring with corners.
(c) The functor Πscall : C
∞Ringsc → C∞Ringscsc is left adjoint to the inclusion
inc : C∞Ringscsc →֒ C
∞Ringsc. That is, Πscall is a reflection functor.
(d) All small colimits exist in C∞Ringscsc, although they may not coincide with
the corresponding small colimits in C∞Ringsc.
(e) Specc |··· : (C∞Ringscsc)
op → LC∞RSc is right adjoint to Πscall ◦ Γ
c :
LC∞RSc → (C∞Ringscsc)
op. Thus Spec |··· takes limits in (C∞Ringscsc)
op
(equivalently, colimits in C∞Ringscsc) to limits in LC
∞RSc.
The analogues of (a)–(e) hold in the interior case, replacing C∞Ringscsc,
. . . ,LC∞RSc by C∞Ringscsc,in, . . . ,LC
∞RScin.
Proof. For (a), if φ : D→ C is a morphism in C∞Ringscsc, we have a commu-
tative diagram
D
φ

 
ΞD
// Γc ◦ SpeccD
Γc◦Speccφ

C
  ΞC // Γc ◦ Specc C.
(5.7)
As the rows are injective by semi-completeness, Γc ◦ Specc φ determines φ, so
Specc φ determines φ. Thus Specc |··· is injective on morphisms, that is, it is
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faithful. Essential surjectivity follows by Proposition 5.25. To see that Specc |···
is not full, let C be as in Example 5.24, and set D = C∞([0,∞)). Then
SpeccC,D : HomC∞Ringscsc(D,C) −→ HomAC∞Schc(Spec
c C, SpeccD)
may be identified with the non-surjective map
Ξex : Cex −→ O
ex
X (X).
Part (b) is immediate from Proposition 5.25. Part (c) is easy to check,
where the unit of the adjunction is ψ : C →D = inc ◦Πscall(C), and the counit is
idD : Π
sc
all◦inc(D) = D→D. For (d), given a small colimit inC
∞Ringscsc, the
colimit exists in C∞Ringsc by Theorem 4.20(b), and applying the reflection
functor Πscall gives the (possibly different) colimit in C
∞Ringscsc. Part (e) holds
as Πscall,Γ
c are left adjoint to inc, Specc by (c) and Theorem 5.16. The extension
to the interior case is immediate.
Theorem 5.28. (a) Suppose C ∈ C∞Ringsc and X = SpeccC lies in
LC∞RScin ⊂ LC
∞RSc. Then X ∼= SpeccinD for some D ∈ C
∞Ringscin.
(b) An object X∈C∞Schc lies in C∞Schcin if and only if it lies in LC
∞RScin.
Proof. For (a), by Theorem 5.27(b) we may take C to be semi-complete, so that
ΞC : (C,Cex)→ (OX(X),OexX (X)) is an isomorphism on C and injective on Cex.
As X lies in LC∞RScin, the stalks OX,x are interior for x ∈ X , and writing
OinX(X) =
{
f ′ ∈ OexX (X) : f
′|x 6= 0 in O
ex
X,x for all x ∈ X
}
,
then OinX(X) = (OX(X),O
in
X(X)∐ {0}) is an interior C
∞-subring with corners
of OX(X) = (OX(X),OexX (X)). Define E=(E,Eex), where E=OX(X) and
Eex =
{
e′ ∈ OexX (X) : there exists a decomposition X =
∐
i∈I Xi with
Xi open and closed in X and elements c
′
i ∈ Cex for i ∈ I
with ΞC,ex(c
′
i)|Xi = e
′|Xi for all i ∈ I
}
.
(5.8)
We claim E,Eex are closed under the C
∞-operations on OX(X),OexX (X),
so that E is a C∞-subring with corners of OX(X). To see this, let g : R
m ×
[0,∞)n → [0,∞) be exterior and e1, . . . , em ∈ E, e′1, . . . , e
′
n ∈ Eex. Then ej =
ΞC(cj) for unique cj ∈ C, j = 1, . . . ,m as ΞC is an isomorphism. Also for each
k = 1, . . . , n we get a decompositionX =
∐
i∈I Xi in (5.8) for e
′
k. By intersecting
the subsets of the decompositions we can take a common decomposition X =∐
i∈I Xi for all k = 1, . . . , n, and elements c
′
i,k ∈ Cex with ΞC,ex(c
′
i,k)|Xi = e
′
k|Xi
for all i ∈ I and k = 1, . . . , n. Then e′ = Ψg(e1, . . . , em, e′1, . . . , e
′
n) ∈ O
ex
X (X)
satisfies the conditions of (5.8) with the same decomposition X =
∐
i∈I Xi, and
elements c′i = Ψg(c1, . . . , cm, c
′
i,1, . . . , c
′
i,n), so e
′ ∈ Eex, and E ∈ C
∞Ringsc.
Observe that ΞC : C → OX(X) factors via the inclusion E →֒ OX(X), by
taking the decomposition in (5.8) to be into one set X1 = X .
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Next define D = E and Din = OinX(X) ∩ Eex, so that D = (D,Din ∐ {0}) is
the intersection of the C∞-subrings OinX(X) and E in OX(X), and thus lies in
C∞Ringscin, as O
in
X(X) does. We now have morphisms in C
∞Ringsc
C
ΞC // E D,
incoo
giving morphisms in LC∞RSc
X = Specc C SpeccE
SpeccΞCoo Spec
c inc // SpeccD = SpeccinD. (5.9)
We will show that both morphisms in (5.9) are isomorphisms, so that X ∼=
SpeccinD, as we have to prove. As C
∼= D = E, equation (5.9) is isomorphic
on the level of C∞-schemes. Thus it is sufficient to prove (5.9) induces isomor-
phisms on the stalks of the sheaves of monoids. That is, for each x ∈ X we
must show that the following maps are isomorphisms:
Cx,ex
ΞC,x,ex // Ex,ex Dx,ex.
incx,exoo
Suppose e′′ ∈ Ex,ex. Then e′′ = πEx,ex(e
′) for e′ ∈ Eex. Let Xi, c′i, i ∈ I be
as in (5.8) for e′. Then x ∈ Xi for unique i ∈ I. Define a′, b′ ∈ Eex by a′|Xi = 1,
a′|X\Xi = 0 and b
′ = a′. Then a′e′ = b′ΞC,ex(c
′
i), so Proposition 4.33 gives
e′′=πEx,ex(e
′)=πEx,ex◦ΞC,ex(c
′
i)=ΞC,x,ex◦πCx,ex(c
′
i). Thus ΞC,x,ex is surjective.
As the composition Cx,ex
ΞC,x,ex
−→ Ex,ex → OexX (X)x → O
ex
X,x is an isomorphism
since X = Specc C, we see that ΞC,x,ex is injective, and thus an isomorphism.
Suppose 0 6= e′′ ∈ Ex,ex. Then e
′′ = πEx,ex(e
′) for e′ ∈ Eex ⊆ O
ex
X (X).
Define Y =
{
y ∈ X : e′|y 6= 0 in OexX,y
}
. Then Y is open and closed in X
by Definition 5.2(a), as X is interior, and x ∈ Y as e′′ 6= 0. Define d′ ∈ Din
by d′|Y = e′|Y and d′|X\Y = 1. Define a
′, b′ ∈ Eex by a′|Y = 1, a′|X\Y = 0
and b′ = a′. Then a′d′ = b′e′ with x ◦ Φi(a′) = 1, so Proposition 4.33 gives
e′′ = πEx,ex(e
′) = πEx,ex ◦ inc(d
′) = incx,ex ◦πDx,ex(d
′), and incx,ex is surjective.
Suppose d′′1 , d
′′
2 ∈ Dx,ex with incx,ex(d
′′
1 ) = incx,ex(d
′′
2 ). Then d
′′
i = πDx,ex(d
′
i)
for d′i ∈ Din∐{0}, i = 1, 2. By Proposition 4.33, incx,ex(d
′′
1 ) = incx,ex(d
′′
2 ) means
that there exist a′, b′ ∈ Eex with Φi(a
′) = Φi(b
′) near x, and x ◦ Φi(a
′) 6= 0,
and a′d′1 = b
′d′2 in Eex. If a
′d′1|x = b
′d′2|x = 0 in O
in
X,x then d
′
1 = d
′
2 = 0, so
d′′1 = d
′′
2 = 0, as we want. Otherwise d
′
1, d
′
2 6= 0, so d
′
1, d
′
2 ∈ Din.
Define Y =
{
y ∈ X : a′|y 6= 0 in OexX,y
}
. Then Y is open and closed
in X as above, and Y =
{
y ∈ X : b′|y 6= 0 in OexX,y
}
, since a′d′1 = b
′d′2 with
d′1, d
′
2 ∈ Din. Define a
′′, b′′ ∈ Din by a′′|Y = a′|Y , a′′|X\Y = d
′
2|X\Y , b
′′|Y = b′|Y ,
b′′|X\Y = d
′
1|X\Y . Then Φi(a
′′) = Φi(b
′′) near x as x ∈ Y and Φi(a′) = Φi(b′)
near x, and x ◦ Φi(a′′) 6= 0, and a′′d′1 = b
′′d′2, so Proposition 4.33 says that
d′′1 = πDx,ex(d
′
1) = πDx,ex(d
′
2) = d
′′
2 . Hence incx,ex is injective, and thus an
isomorphism. This proves (a). Part (b) follows from (a) by covering X with
open affine C∞-subschemes.
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5.6 Special classes of C∞-schemes with corners
Definition 5.29. Let X be a C∞-scheme with corners. We call X finitely
presented, or finitely generated, or firm, or integral, or torsion-free, or saturated,
or toric, or simplicial, if we can cover X by open U ⊆X with U ∼= Specc C for
C a C∞-ring with corners which is firm, integral, torsion-free, saturated, toric,
or simplicial, respectively, in the sense of Definitions 4.40, 4.43, 4.45. We write
C∞Schcfp ⊂ C
∞Schcfg ⊂ C
∞Schcfi ⊂ C
∞Schc
for the full subcategories of finitely presented, finitely generated, and firm C∞-
schemes with corners. We write
C∞Schc∆ ⊂ C
∞Schcto ⊂ C
∞Schcsa ⊂ C
∞Schctf ⊂ C
∞SchcZ ⊂ C
∞Schcin
for the full subcategories of simplicial, toric, saturated, torsion-free, and integral
objects in C∞Schcin, respectively. We write
C∞Schc∆,ex ⊂ C
∞Schcto,ex ⊂ C
∞Schcsa,ex ⊂
C∞Schctf ,ex ⊂ C
∞SchcZ,ex ⊂ C
∞Schcin,ex ⊂ C
∞Schc
(5.10)
for the full subcategories of simplicial, . . . , interior objects in C∞Schc, but
with exterior (i.e. all) rather than interior morphisms. We write
C∞Schcfi,in ⊂ C
∞Schcin, C
∞Schcfi,Z ⊂ C
∞SchcZ,
C∞Schcfi,tf ⊂ C
∞Schctf , C
∞Schcfi,in,ex ⊂ C
∞Schcin,ex,
C∞Schcfi,Z,ex ⊂ C
∞SchcZ,ex, C
∞Schcfi,tf ,ex ⊂ C
∞Schctf ,ex,
for the full subcategories of objects which are also firm.
These live in a diagram of subcategories
(5.11)C∞Schc
∆
//
}}③③③
③
C∞Schc
to

}}③③③
③
//C∞Schc
fi,tf

}}③③
③
//C∞Schc
fi,Z

}}③③
③
//C∞Schc
fi,in

}}③③
③
C∞Schc
∆,ex
//C∞Schc
to,ex

//C∞Schc
fi,tf,ex

//C∞Schc
fi,Z,ex

//C∞Schc
fi,in,ex

//C∞Schc
fi

C∞Schcsa
//
}}③③
③③
C∞Schc
tf
//
}}③③③
③
C∞Schc
Z
//
}}③③③
③
C∞Schc
in
}}③③③
③
C∞Schcsa,ex
//C∞Schc
tf,ex
//C∞Schc
Z,ex
//C∞Schc
in,ex
//C∞Schc.
Remark 5.30. (i) General C∞-schemes with corners X ∈ C∞Schc may have
‘corner behaviour’ which is very complicated and pathological. The subcate-
gories of C∞Schc in (5.11) have ‘corner behaviour’ which is progressively nicer,
and more like ordinary manifolds with corners, as we impose more conditions.
(ii) It is easy to see that if X is a manifold with corners thenX = FC
∞Schc
Manc (X)
in Definition 5.21 is an object of C∞Schc∆, since C
∞(Rnk ) is a simplicial C
∞-
ring with corners, and similarly if X is a manifold with g-corners then X =
FC
∞Schc
Mangc (X) is an object of C
∞Schcto.
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We can think of C∞Schc∆,C
∞Schc∆,ex,C
∞Schcto,C
∞Schcto,ex as good
analogues of Mancin,Man
c,Mangcin ,Man
gc in the world of C∞-schemes.
(iii) For a C∞-scheme with corners X to be firm basically means that locally
X has only finitely many boundary faces. This is a mild condition, which will
hold automatically in most interesting applications. An example of a non-firm
C∞-scheme with corners is [0,∞)
I
:=
∏
i∈I [0,∞) for I an infinite set.
We will need to restrict to firm C∞-schemes with corners to define fibre
products in §5.7, and for parts of the theory of corner functors in Chapter 6.
Parts (b),(c) of the next theorem are similar to Theorem 5.28(b).
Theorem 5.31. (a) The functor ΠZin : LC
∞RScin → LC
∞RScZ of Theorem
5.8 maps C∞Schcin → C
∞SchcZ. Restricting gives a functor Π
Z
in : C
∞Schcin →
C∞SchcZ which is right adjoint to the inclusion inc : C
∞SchcZ →֒ C
∞Schcin.
The analogues also hold for the subcategories C∞Schcsa ⊂ LC
∞RScsa and
C∞Schctf ⊂ LC
∞RSctf and functors Π
tf
Z ,Π
sa
tf ,Π
sa
in , giving a diagram
C∞Schcsa
inc
// C∞Schctf
inc
//
Πsatfoo C∞SchcZ
inc
//
Πtf
Zoo C∞Schcin.
ΠZinoo
Πsain
pp
(b) An object X in C∞Schcin lies in C
∞Schcsa,C
∞Schctf or C
∞SchcZ if and
only if it lies in LC∞RScsa,LC
∞RSctf or LC
∞RScZ, respectively.
(c) Let X be an object in C∞Schcfi. Then the following are equivalent:
(i) X lies in C∞Schcfi,in.
(ii) X lies in LC∞RScin.
(iii) X may be covered by open U ⊂ X with U ∼= SpeccinC for C a firm,
interior C∞-ring with corners.
Also X lies in C∞Schcto if and only if it lies in LC
∞RScsa.
Proof. For (a), consider the diagram of functors
(C∞RingscZ)
op
Specc
Z
  inc // (C∞Ringscin)
op
ΠZin
oo
Speccin
LC∞RScZ
  inc //
Γc
Z
OO
LC∞RScin.
ΠZin
oo
Γcin
OO
(5.12)
Here SpeccZ,Γ
c
Z are the restrictions of Spec
c
in,Γ
c
in to (C
∞RingscZ)
op,LC∞RScZ,
and do map to LC∞RScZ, (C
∞RingscZ)
op. The functors ΠZin are from Theorems
4.48 and 5.8, and are right adjoint to the inclusions inc, noting that taking
opposite categories converts left to right adjoints. Also Speccin is right adjoint
to Γcin by Theorem 5.18, which implies that Spec
c
Z is right adjoint to Γ
c
Z.
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Clearly inc ◦ΓcZ = Γ
c
in ◦ inc. As Spec
c
Z ◦Π
Z
in, Π
Z
in ◦Spec
c
in are the right adjoints
of these we have a natural isomorphism SpeccZ ◦Π
Z
in
∼= ΠZin ◦ Spec
c
in. Thus, for
any C ∈ C∞Ringscin we have Spec
c
Z ◦Π
Z
in(C)
∼= ΠZin ◦ Spec
c
inC in LC
∞RScZ.
Let X ∈ C∞Schcin. Then X is covered by open U ⊂X with U
∼= Speccin C
for C ∈ C∞Ringscin. Hence Π
Z
in(X) is covered by open Π
Z
in(U) ⊂ Π
Z
in(X)
with ΠZin(U )
∼= ΠZin ◦ Spec
c
in C
∼= SpeccZ ◦Π
Z
in(C) for Π
Z
in(C) ∈ C
∞RingscZ. Thus
ΠZin(X) ∈ C
∞SchcZ, and Π
Z
in maps C
∞Schcin → C
∞SchcZ. That the restriction
ΠZin : C
∞Schcin → C
∞SchcZ is right adjoint to inc follows from Theorem 5.8.
This proves the first part of (a). The rest of (a) follows by the same argument.
For (b), the ‘only if’ part is obvious. For the ‘if’ part, suppose X lies in
C∞Schcin and LC
∞RScsa. Then Π
sa
in(X) lies in C
∞Schcsa by (a). But Π
sa
in is
isomorphic to the identity on LC∞RScsa ⊂ LC
∞RScin, so Π
sa
in(X)
∼= X , and
X lies in C∞Schcsa. The arguments for C
∞Schctf ,C
∞SchcZ are the same.
For (c), clearly (iii) ⇒ (i) ⇒ (ii), so it is enough to show that (ii) ⇒ (iii).
Suppose X lies in C∞Schcfi and LC
∞RScin, and x ∈ X. Then x has an open
neighbourhood V ⊂ X with V ∼= SpeccD for D firm. Let d′1, . . . , d
′
n ∈ Dex
such that [d′1], . . . , [d
′
n] are generators for D
♯
ex. Choose an open neighbourhood
U of x in V such that for each i = 1, . . . , n, either πu,ex(d
′
i) = 0 in Du,ex
∼= OexX,x
for all u ∈ U , or πe,ex(d′i) 6= 0 in Du,ex
∼= OexX,x for all u ∈ U . As the topology
of V ∼= SpeccD is generated by open sets Ud as in Definition 2.31, making U
smaller if necessary we can suppose that U = Ud for d ∈ D. Then Lemma 5.15
says that U ∼= Specc(D(d−1)).
Define C to be the semi-complete C∞-ring with corners constructed from
D(d−1) in Proposition 5.25, so that we have a morphism ψ : D(d−1) → C
with Speccψ an isomorphism, implying that U ∼= Specc C. We will show
that C is firm and interior. Write d′′1 , . . . , d
′′
n for the images of d
′
1, . . . , d
′
n in
D(d−1)ex. Since [d
′
1], . . . , [d
′
n] generate D
♯
ex, [d
′′
1 ], . . . , [d
′′
n] generate D(d
−1)♯ex.
As by construction Cex is generated by ψex(D(d
−1)ex) and invertibles Ψexp(C),
so [ψex(d
′′
1 )], . . . , [ψex(d
′′
n)] generate C
♯
ex, and C is firm.
By definition the natural map Ξex : Cex → OexX (U) is injective. For each
i = 1, . . . , n, either Ξex◦ψex(d′′i )|u = 0 in O
ex
X,u for all u ∈ U , so that ψex(d
′′
i ) = 0,
or Ξex ◦ ψex(d′′i )|u = 0 in O
ex
X,u for all u ∈ U , so that Ξex ◦ ψex(d
′′
i ) is not a zero
divisor in OexX (U), as the O
ex
X,u are interior, and thus ψex(d
′′
i ) is not a zero divisor
in Cex. Since [ψex(d
′′
1 )], . . . , [ψex(d
′′
n)] generate C
♯
ex, and each ψex(d
′′
i ) is either
zero or not a zero divisor, we see that Cex has no zero divisors. Also 0Cex 6= 1Cex
as U 6= ∅. So C is interior. Thus (ii) implies (iii), and the proof is complete.
Let f : X → Y be a morphism in C∞Schc, and x ∈ X with f(x) = y in
Y . Then by definition, X ,Y are locally isomorphic to Specc C, SpeccD near
x, y for C∞-rings with corners C,D. However, it is not clear that f must be
locally isomorphic to Specc φ for some morphism φ : D → C in C∞Ringsc,
and the authors expect this is false in some cases. This is because Specc :
(C∞Ringsc)op → AC∞Schc is not full, as in Theorem 5.27(a), so morphisms
Specc C → SpeccD in C∞Schc need not be of the form Specc φ. We now
show that if Y is firm, then f is locally isomorphic to Specc φ. We use this in
Theorem 5.33 to give a criterion for existence of fibre products in C∞Schc.
87
Proposition 5.32. Suppose f : X → Y is a morphism in C∞Schc with Y
firm. Then for all x ∈ X with f (x) = y ∈ Y , there exists a commutative
diagram in C∞Schc :
SpeccC ∼=
//
Speccφ

U
f |U

  // X
f

SpeccD
∼= // V 
 // Y .
(5.13)
Here U ⊆X, V ⊆ Y are affine open neighbourhoods of x, y with U ⊆ f−1(V ),
and φ : D→ C is a morphism in C∞Ringscsc with D firm. The analogue also
holds with C∞Schc,C∞Ringscsc replaced by C
∞Schcin,C
∞Ringscsc,in.
Proof. As Y is a firm C∞-scheme with corners there exists an open neighbour-
hood V of y in Y and an isomorphism V ∼= SpeccD for D a firm C∞-ring with
corners. By Proposition 5.25 we may take D to be semi-complete.
AsX is a C∞-scheme with corners there exists an affine open neighbourhood
U˙ of x in X with U˙ ∼= Specc C˙. Since subsets U˙c =
{
x ∈ U˙ : x(c) 6= 0
}
for
c ∈ C˙ are a basis for the topology of U˙ by Definition 2.32, there exists c ∈ C˙ with
U¨ := U˙c an open neighbourhood of x in U˙ ∩ f−1(V ). Set C¨ = C˙(c−1). Then
U¨ ∼= Specc C¨ is an open neighbourhood of x in f−1(V ) ⊆X by Lemma 5.15.
As D is firm, the sharpening D♯ex is finitely generated. Choose d
′
1, . . . , d
′
n in
Dex whose images generate D
♯
ex. Then Ξ
ex
D (d
′
i) lies in (Γ
c◦SpeccD)ex ∼= OexY (V )
for i = 1, . . . , n, so f ♯ex(U¨) ◦ Ξ
ex
D (d
′
i) lies in (Γ
c ◦ Specc C¨)ex ∼= O
ex
X (U¨) for i =
1, . . . , n. By definition of the sheaf OexX , any section of O
ex
X is locally modelled
on Ξex
C¨
(c′) for some c′ ∈ C¨ex. Thus, we may choose an open neighbourhood U of
x in U¨ and elements c′1, . . . , c
′
n ∈ C¨ex such that f
♯
ex(U¨) ◦ Ξ
ex
D (d
′
i)|U = Ξ
ex
C¨
(c′i)|U
for i = 1, . . . , n. Making U smaller if necessary, as above we may take U of
the form U¨c for c ∈ C¨. Set C = Πscall(C¨(c
−1)). Then U ∼= Specc C by Lemma
5.15 and Definition 5.26, for U an affine open neighbourhood of x in X with
U ⊆ f−1(V ), and C a semi-complete C∞-ring.
We will show there is a unique morphism φ = (φ, φex) : D → C such that
(5.13) commutes. To see this, note that there is a unique C∞-ring morphism
φ : C → D making the C∞-scheme part of (5.13) commute by Theorem 2.42(a),
as C,D are complete. Let d′ ∈ Dex. Since d′1, . . . , d
′
n generate D
♯
ex we may write
d′ = Ψexp(d)(d
′
1)
a1 · · · (d′n)
an for d ∈ D and a1, . . . , an > 0.
We claim that defining φex(d
′) = Ψexp(φ(d))(c
′
1)
a1 · · · (c′n)
an is independent
of the presentation d′ = Ψexp(d)(d
′
1)
a1 · · · (d′n)
an , and yields a monoid morphism
φex : Dex → Cex with all the properties we need. To see this, note that
ΞexC (φex(d
′)) = ΞexC
(
Ψexp(φ(d))(c
′
1)
a1 · · · (c′n)
an
)
=
(
ΞexC ◦Ψexp ◦ φ(d)
)(
ΞexC (c
′
1)
)a1 · · · (ΞexC (c′n))an
= Ψexp
(
ΞC ◦ φ(d)
)(
f ♯ex(U) ◦ Ξ
ex
D (d
′
1)
)a1 · · · (f ♯ex(U) ◦ ΞexD (d′n))an
= Ψexp
(
f ♯(U) ◦ ΞD(d)
)(
f ♯ex(U) ◦ Ξ
ex
D (d
′
1)
)a1 · · · (f ♯ex(U) ◦ ΞexD (d′n))an
= f ♯ex(U) ◦ Ξ
ex
D
(
Ψexp(d)(d
′
1)
a1 · · · (d′n)
an
)
= f ♯ex(U) ◦ Ξ
ex
D (d
′).
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Thus ΞexC (φex(d
′)) is independent of the presentation, and ΞexC is injective as
C is semi-complete, so φex(d
′) is well defined. By identifying C,D with C∞-
subrings with corners of OX(U),OY (V ), and φ = (φ, φex) with the restriction
of f ♯(U) : OY (V ) → OX(U) to these C
∞-subrings, in a similar way to (5.7),
we see that φ is a morphism in C∞Ringsc, proving the first part. The same
arguments work in the interior case.
5.7 Fibre products of C∞-schemes with corners
We use Proposition 5.32 to construct fibre products of C∞-schemes with corners.
Theorem 5.33. Suppose g :X → Z, h : Y → Z are morphisms in C∞Schc,
and Z is firm. Then the fibre product X ×g,Z,h Y exists in C∞Schc, and is
equal to the fibre product in LC∞RSc. Similarly, if g : X → Z, h : Y → Z
are morphisms in C∞Schcin, and Z is firm, then the fibre product X ×g,Z,h Y
exists in C∞Schcin, and is equal to the fibre product in LC
∞RScin.
The inclusion C∞Schcin →֒ C
∞Schc preserves fibre products.
Proof. Let g : X → Z, h : Y → Z be morphisms in C∞Schc ⊂ LC∞RSc.
By Theorem 5.5 there exists a fibre productW =X ×g,Z,h Y in LC∞RSc, in
a Cartesian square in LC∞RSc:
W
e

f
// Y
h 
X
g // Z.
(5.14)
We will prove that W is a C∞-scheme with corners. Then (5.14) is Cartesian
in C∞Schc ⊂ LC∞RSc, so W is a fibre product X ×g,Z,h Y in C∞Schc.
Let w ∈W with e(w) = x ∈ X, f (w) = y ∈ Y and g(x) = h(y) = z ∈ Z.
As Z is firm we may pick an affine open neighbourhood V of z in Z with
V ∼= Specc F for a firm C∞-ring with corners F. By Proposition 5.25 we may
take F to be semi-complete.
By Proposition 5.32 we may choose affine open neighbourhoods T of x in
g−1(V ) ⊂ X and U of y in h−1(V ) ⊂ Y , and semi-complete C∞-rings with
corners D,E with isomorphisms T ∼= SpeccD, U ∼= SpeccE, and morphisms
φ : F→D, ψ : F→ E in C∞Ringscsc such that Spec
c φ, Speccψ are identified
with g|T : T → V , h|U : U → V by the isomorphisms T ∼= SpeccD, U ∼=
SpeccE and V ∼= Specc F.
Set S = e−1(T ) ∩ f−1(U). Then S is an open neighbourhood of w in W .
Write C = D∐φ,F,ψE for the pushout in C∞Ringscsc, which exists by Theorem
5.27(d), with projections η : D→ C, θ : E→ C. Consider the diagrams
S
e|S

f |S
// U
h|U 
T
g|T // V ,
Specc C
Specc η

Specc θ
// SpeccE
Speccψ

SpeccD
Speccφ // Specc F,
in LC∞RSc. The left hand square is Cartesian as (5.14) is, by local properties
of fibre products. The right hand square is Cartesian by Theorem 5.27(e), as
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C = D∐φ,F,ψ E. The isomorphisms T ∼= SpeccD, U ∼= SpeccE, V ∼= Specc F
identify the right and bottom sides of both squares. Hence the two squares
are isomorphic. Thus S ∼= Specc C. So each point w in W has an affine open
neighbourhood, and W is a C∞-scheme with corners, as we have to prove.
The proof for the interior case is essentially the same. Theorem 5.31(c)
allows us to write V ∼= Speccin F for F ∈ C
∞Schcfi,in, and Theorem 5.27 and
Propositions 5.25 and 5.32 also work in the interior case. The last part then
follows from Theorem 5.5.
Theorem 5.34. Consider the family of full subcategories:
C∞Schcfp ⊂ LC
∞RSc, C∞Schcfg ⊂ LC
∞RSc,
C∞Schcfi ⊂ LC
∞RSc, C∞Schcfi,in ⊂ LC
∞RScin,
C∞Schcfi,Z ⊂ LC
∞RScZ, C
∞Schcfi,tf ⊂ LC
∞RSctf ,
C∞Schcto ⊂ LC
∞RScsa.
(5.15)
In each case, the subcategory is closed under finite limits in the larger category.
Hence, fibre products and all finite limits exist in C∞Schcfp, . . . ,C
∞Schcto.
Proof. In the proof of Theorem 5.33, if X,Y ,Z are finitely presented we may
take D,E,F to be finitely presented, and then C is finitely presented by Propo-
sition 4.42, so W = X ×g,Z,h Y is finitely presented. Hence all fibre products
exist in C∞Schcfp, and agree with fibre products in LC
∞RSc.
As C∞Schcfp has a final object Spec
c(R, [0,∞)), and all fibre products in
a category with a final object are (iterated) fibre products, then C∞Schcfp
is closed under finite limits in LC∞RSc, and all such finite limits exist in
C∞Schcfp by Theorem 5.5. The same argument works for C
∞Schcfg,C
∞Schcfi,
C∞Schcfi,in, using Proposition 4.44 for the latter two.
For C∞Schcfi,Z,C
∞Schcfi,tf ,C
∞Schcto we apply the coreflection functors
ΠZin,Π
tf
Z ,Π
sa
tf of Theorem 5.8, noting that the restrictions of these map
C∞Schcfi,in
ΠZin // C∞Schcfi,Z
Πtf
Z // C∞Schcfi,tf
Πsatf // C∞Schcto,
by Theorem 5.31 and the fact (clear from the proof of Theorem 5.31) that
ΠZin,Π
tf
Z ,Π
sa
tf preserve firmness.
Let J be a finite category and F : J → C∞Schcfi,Z a functor. Then a limit
X = lim
←−
F exists in C∞Schcfi,in from above, which is also a limit in LC
∞RScin.
Hence ΠZin(X) is a limit lim←−
ΠZin ◦ F in LC
∞RScZ, since Π
Z
in : LC
∞RScin →
LC∞RScZ preserves limits as it is a right adjoint. But Π
Z
in acts as the identity
on LC∞RScZ ⊂ LC
∞RScin, so Π
Z
in(X) is a limit lim←−
F in LC∞RScZ. As
X ∈ C∞Schcfi,in we have Π
Z
in(X) ∈ C
∞Schcfi,Z, so C
∞Schcfi,Z is closed under
finite limits in LC∞RScZ, and all finite limits exist in C
∞Schcfi,Z by Corollary
5.10. The arguments for C∞Schcfi,tf ,C
∞Schcto are the same.
We will return to the subject of fibre products in §6.6–§6.7, using ‘corner
functors’ from Chapter 6 as a tool to study them.
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6 Boundaries, corners, and the corner functor
In §3.4, for manifolds with (g-)corners of mixed dimension, we defined corner
functors C : Mˇanc → Mˇancin and C : Mˇan
gc → Mˇangcin which are right adjoint
to the inclusions inc : Mˇancin →֒ Mˇan
c and inc : Mˇangcin →֒ Mˇan
gc. These
encode the boundary ∂X and k-corners Ck(X) of a manifold with (g-)corners
X in a functorial way.
This chapter will show that analogous corner functors C : LC∞RSc →
LC∞RScin and C : C
∞Schc → C∞Schcin may be defined for local C
∞-ringed
spaces and C∞-schemes with cornersX. This allows us to define the boundary
∂X and k-corners Ck(X) for firm C
∞-schemes with corners X. We use corner
functors to study existence of fibre products in categories such as C∞Schcto,ex.
6.1 The corner functor for C∞-ringed spaces with corners
Definition 6.1. Let X = (X,OX) be a local C
∞-ringed space with corners.
We will define the corners C(X) in LC∞RScin. As a set, we define
C(X) =
{
(x, P ) : x ∈ X , P is a prime ideal in OexX,x
}
, (6.1)
where prime ideals in monoids are as in Definition 3.5. Define ΠX : C(X)→ X
as a map of sets by ΠX : (x, P ) 7→ x.
We define a topology on C(X) to be the weakest topology such that ΠX is
continuous, so Π−1X (U) is open for all U ⊂ X , and such that for all open U ⊂ X ,
for all elements s′ ∈ OexX (U), then
U˙s′ =
{
(x, P ) : x ∈ U, s′x /∈ P
}
⊆ Π−1X (U) and U¨s′ = Π
−1
X (U) \ U˙s′ (6.2)
are both open and closed in Π−1X (U). Then Π
−1
X (U) = U˙1 = U¨0, and ∅ = U¨1 =
U˙0 for 0, 1 ∈ OexX (U). The collection
{
U˙s′ , U¨s′ : open U ⊂ X , s′ ∈ OexX (U)
}
is a
subbase for the topology.
Pull back the sheaves OX ,OexX by ΠX to get sheaves Π
−1
X (OX),Π
−1
X (O
ex
X )
on C(X). For each x ∈ X and each prime P in OexX,x, we have ideals
P ⊂ OexX,x
∼= (Π−1X (O
ex
X ))(x,P ), 〈Φi(P )〉 ⊂ OX,x
∼= (Π−1X (OX))(x,P ).
Here 〈Φi(P )〉 is the ideal generated by the image of P under Φi : OexX,x → OX,x.
We define the sheaf of C∞-rings OC(X) on C(X) to be the sheafification of
the presheaf of C∞-rings Π−1X (OX)/I on C(X), where for open U ⊂ C(X)
I(U) =
{
s ∈ Π−1X (OX)(U) : s(x,P ) ∈ 〈Φi(P )〉 for all (x, P ) ∈ U
}
.
Let OexC(X) be the sheafification of the presheaf U 7→Π
−1
X (O
ex
X )(U)/∼ where the
equivalence relation ∼ is generated by the relations, for s′1, s
′
2 ∈ Π
−1
X (O
ex
X )(U),
that s′1 ∼ s
′
2 if for each (x, P ) ∈ U either s
′
1,x, s
′
2,x ∈ P , or there is p ∈ 〈Φi(P )〉
such that s′1,x = Ψexp(p)s
′
2,x. This is similar to quotienting the C
∞-ring with
corners (Π−1X (OX)(U),Π
−1
X (O
ex
X )(U)) by a prime ideal in Π
−1
X (O
ex
X )(U), which
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we described in Example 4.25(b), and creates a sheaf of C∞-rings with corners
OC(X) = (OC(X),O
ex
C(X)) on C(X).
Lemma 6.2 shows C(X) = (C(X),OC(X)) is an interior local C
∞-ringed
space with corners, and the stalk of OC(X) at (x, P ) is an interior local C
∞-ring
with corners isomorphic to OX,x/∼P , using the notation of Example 4.25(b).
Define sheaf morphisms Π♯X : Π
−1
X (OX) → OC(X) and Π
♯
X,ex : Π
−1
X (O
ex
X ) →
OexC(X) to be the sheafifications of the projections Π
−1
X (OX)→ Π
−1
X (OX)/I and
Π−1X (O
ex
X ) → Π
−1
X (O
ex
X )/∼. Then Π
♯
X = (Π
♯
X ,Π
♯
X,ex) : Π
−1
X (OX) → OC(X) is
a morphism of sheaves of C∞-rings with corners, and ΠX = (ΠX ,Π
♯
X) is a
morphism ΠX : C(X)→X in LC∞RSc.
Let f = (f, f ♯, f ♯ex) : X → Y be a morphism in LC
∞RSc. We will define
a morphism C(f ) : C(X) → C(Y ). On topological spaces, we define C(f) :
C(X) → C(Y ) by (x, P ) 7→ (f(x), (f ♯ex,x)
−1(P )) where f ♯ex,x : O
ex
Y,f(x) → O
ex
X,x
is the stalk map of f ♯ex. This is continuous as if t ∈ O
ex
Y (U) for some open U ⊂
Y then C(f)−1(U˙t) = ˙(f−1(U))fex
♯
(U)(t) is open, and similarly C(f)
−1(U¨t) =
¨(f−1(U))fex
♯
(U)(t) is open. Also ΠY ◦ C(f) = f ◦ΠX .
To define the sheaf morphism C(f )♯ : C(f)−1(OC(Y )) → OC(X), consider
the diagram of presheaves on C(X):
C(f)−1 ◦Π−1Y (OY ) = Π
−1
X ◦ f
−1(OY )
Π−1X (f
♯)
//

Π−1X (OX)

C(f)−1(Π−1Y (OY )/IY )
sheafify

Π−1
X
(f♯)∗ // Π−1X (OX)/IX
sheafify

C(f)−1(OC(Y ))
C(f)♯ // OC(X).
Here there is a unique morphism Π−1X (f
♯)∗ making the upper rectangle commute
as Π−1X (f
♯) maps C(f)−1(IY ) → IX by definition of IY , IX , C(f). Hence there
is a unique morphism C(f)♯ making the lower rectangle commute by properties
of sheafification. Similarly we define C(f)♯ex : C(f)
−1(OexC(Y )) → OC(X), and
C(f )♯ = (C(f)♯, C(f)♯ex) : C(f)
−1(OC(Y )) → OC(X) is a morphism of sheaves
of C∞-rings with corners on C(X), so C(f ) = (C(f), C(f )♯) : C(X) → C(Y )
is a morphism in LC∞RSc. We see that ΠY ◦ C(f ) = f ◦ΠX .
On the stalks at (x, P ) in C(X), we have
C(f )♯(x,P ) = (f
♯
x)∗ : OY,f(x)/∼(f♯ex,x)−1(P ) −→ OX,x/∼P .
For the monoid sheaf, if s′ 7→ 0 in the stalk, then s′ = [s′′] for some s′′ ∈ OexY,f(x),
and f ♯ex,(x,P )(s
′′)x ∈ P . Then s′′f(x) ∈ (f
♯
ex,x)
−1(P ), so s′′ ∼(f♯ex,x)−1(P ) 0, giving
s′ = 0. Therefore C(f ) is an interior morphism. One can check that C(f ◦g) =
C(f ) ◦ C(g) and C(idX) = idC(X), and thus C : LC
∞RSc → LC∞RScin is a
well defined functor.
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If we now assume X is interior, then {(x, {0}) : x ∈ X} is contained in
C(X), and there is an inclusion of sets ιX : X →֒ C(X), ιX : x 7→ (x, {0}). The
image of X under ιX : X →֒ C(X) is closed in C(X), since for all open U ⊂ X ,
ιX(U) =
⋂
s′∈Oin
X
(U)
U˙s′
is closed in Π−1X (U). Also, ιX is continuous, as the definition of interior implies
ι−1X (U˙s′) =
{
x ∈ U : s′x 6= 0 ∈ O
ex
X,x
}
is open, and ι−1X (U¨s′) =
{
x ∈ U : s′x = 0 in
OexX,x
}
is open for all s′ ∈ OexX (U).
Now any s ∈ OX(U) gives equivalence classes in Π
−1
X (OX)(Π
−1
X (U)), and
Π−1X (OX)(Π
−1
X (U))/∼, and OC(X)(Π
−1(U)), and ι−1X (OC(X))(U). So there is a
map OX(U) → ι
−1
X (OC(X))(U), and a similar map O
ex
X (U) → ι
−1
X (O
ex
C(X))(U).
These maps respect restriction and form morphisms of sheaves of C∞-rings with
corners. The stalks of ι−1X (OC(X)) are isomorphic to the stalks of OC(X), which
are isomorphic to OX,x/∼{0} ∼= OX,x by Lemma 6.2. So there is a canonical
isomorphism ι♯X : ι
−1
X (OC(X)) → OX , and ιX = (ιX , ι
♯
X) : X → C(X) is a
morphism, which is interior, as the stalk maps are isomorphisms.
Thus, for each interior X we have defined a morphism ιX : X → C(X) in
LC∞RScin, which is an inclusion of X as an open and closed C
∞-subscheme
with corners in C(X). One can show that ΠX ◦ ιX = idX . Also, if f : X → Y
is a morphism in LC∞RScin one can show that ιY ◦ f = C(f ) ◦ ιX .
Lemma 6.2. In Definition 6.1, C(X) = (C(X),OC(X)) is an interior lo-
cal C∞-ringed space with corners in the sense of Definition 5.2. The stalk
OC(X),(x,P ) of OC(X) at (x, P ) in C(X) is an interior local C
∞-ring with
corners isomorphic to OX,x/∼P , in the notation of Example 4.25(b).
Proof. We first verify the openness conditions for C(X) to be an interior C∞-
ringed space with corners in Definition 5.2(a),(b). Let U ⊂ C(X) be open and
s′ ∈ OexC(X)(U), and as in Definition 5.2(a),(b) write
Us′ =
{
(x, P ) ∈ U : s′(x,P ) 6= 0 ∈ O
ex
C(X),(x,P )
}
and Uˆs′ = U \ Us′ .
Then there is an open cover {Ui}i∈I of U such that s
′|Ui = [s
′
i] for s
′
i ∈
Π−1(OexX )(Ui), where s
′
i|(x,P ) /∈ P if (x, P ) ∈ Us′ ∩ Ui and s
′
i|(x,P ) ∈ P if
(x, P ) ∈ Us′ ∩ Uˆi. The definition of the inverse image sheaf implies there is an
open cover {W ij}j∈Ji of Ui such that s
′
i|Wi,j = [s
′
i,j ] for some s
′
i,j ∈ O
ex
X (Vi,j)
for open Vi,j ⊂ X such that Vi,j ⊃ Π(Wi,j). Then s′i,j |x /∈ P for all (x, P ) ∈
Us′ ∩Wi,j , and s′i,j |x ∈ P for all (x, P ) ∈ Uˆs′ ∩Wi,j . Thus
Us′ ∩Wi,j =Wi,j ∩ ˙(Vi,j)s′i,j
Uˆs′ ∩Wi,j =Wi,j ∩ ¨(Vi,j)s′i,j
are both open in C(X) by the definition of the topology on C(X) involv-
ing U˙s′ , U¨s′ in (6.2). Taking the union over i ∈ I, j ∈ Ji, and using that⋃
i∈I, j∈Ji
Wi,j = U , we see that Us′ , Uˆs′ are open in U , as we have to prove.
93
The stalks of OC(X),O
ex
C(X) at a point (x, P ) ∈ C(X) are isomorphic to
OX,x/〈Φi(P )〉 and OexX,x/∼P , where s
′
1 ∼P s
′
2 in O
ex
X,x if s
′
1, s
′
2 ∈ P or there is
a p ∈ 〈Φi(P )〉 such that Ψexp(p)s′1 = s
′
2, as in Example 4.25(b). To see this,
consider that the definitions give us the following diagram, where we will show
the arrow t exists and is an isomorphism
OX,x
∼
Πˆ
♯
x
//

Π−1(OX)(x,P ) // // OC(X),(x,P ).
OX,x/∼P
t
∼=
55 55
❝ ❞ ❞
❡ ❢ ❢
❣ ❣
❤ ✐
✐ ❥
❦
(6.3)
To see that t exists, we use the universal property ofOX,x/∼P as in Example
4.25(b). Let U be an open set in X and take s′ ∈ OexX (U) such that s
′
x ∈ P .
Then s′ maps to an equivalence class in OexC(X)(Π
−1(U)). Consider the open set
U¨s′ =
{
(x, P ) ∈ C(X) : x ∈ U , s′x ∈ P
}
, then restricting to this open set, we
see that our (x, P ) is in U¨s′ ⊂ Π−1(U) and so we can restrict the equivalence
class of s′ to U¨s′ . In this open set however, s
′
x ∈ P for all (x, P ) ∈ U¨s′ so s
′∼ 0,
and s′ lies in the kernel of the composition of the top row of (6.3). Then the
universal property of OX,x/∼P says that t must exist and commute with the
diagram. Also, t must be surjective as the top line is surjective.
To see that t is injective is straightforward. For example, in the monoid
case, if [s′1,x], [s
′
2,x] ∈ O
ex
X,x/∼P with representatives s
′
1, s
′
2 ∈ O
ex
X (U), and if
tex([s
′
1,x]) = tex([s
′
2,x]) then s
′
1,x ∼ s
′
2,x for all (x, P ) ∈ V for some open V ⊂
Π−1(U). This means at every (x, P ) ∈ V then s′1,x∼P s
′
2,x, so this must be true
at our (x, P ), so that [s′1,x] = [s
′
2,x] ∈ O
ex
X,x/∼P as required.
Now OX,x/∼P is interior as the complement of P ∈ OexX,x has no zero
divisors. It is also local, as the unique morphism OX,x → R must have P
in its kernel so it factors through the morphism OX,x → OexX,x/∼P giving a
unique morphism OexX,x/∼P → R with the correct properties to be local. Thus
OC(X),(x,P ) is an interior local C
∞-ring with corners for all (x, P ) ∈ C(X), so
C(X) is an interior local C∞-ringed space with corners by Definition 5.2.
Theorem 6.3. The corner functor C : LC∞RSc → LC∞RScin is right adjoint
to the inclusion inc : LC∞RScin →֒ LC
∞RSc. Thus we have natural, functorial
isomorphisms HomLC∞RSc
in
(C(X),Y ) ∼= HomLC∞RSc(X, inc(Y )).
As C is a right adjoint, it preserves limits in LC∞RSc,LC∞RScin.
Proof. We describe the unit η : Id⇒ C ◦ inc and counit ǫ : inc ◦C ⇒ Id of the
adjunction. Here ǫX = ΠX for X a C
∞-scheme with corners, and ηX = ιX
for X an interior C∞-scheme with corners. That ǫ is a natural transformation
follows from ΠY ◦ C(f ) = f ◦ΠX for morphisms f : X → Y in LC∞RSc,
and that η is a natural transformation follows from ιY ◦ f = C(f ) ◦ ιX for
morphisms f : X → Y in LC∞RScin. Finally, to prove the adjunction, we
must show the following compositions are the identity natural transformations:
C
η∗idC +3 C ◦ inc ◦C
idC ∗ǫ +3 C, inc
idinc ∗η +3 inc ◦C ◦ inc
η∗idinc +3 inc .
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Both of these follow as ΠX ◦ ιX = idX .
Definition 5.7 defined subcategories LC∞RScsa ⊂ · · · ⊂ LC
∞RScin and
LC∞RScsa,ex ⊂ · · · ⊂ LC
∞RScin,ex ⊂ LC
∞RSc, where the objects X have
stalks OX,x which are saturated, torsion-free, integral, or interior. From the
definition of C(X) in Definition 6.1, we see that if the stalksOX,x are saturated,
. . . , interior then the stalks OC(X),(x,P ) ∼= OX,x/∼P are also saturated, . . . ,
interior, as these properties are preserved by quotients by prime ideals, so C(X)
is saturated, . . . , interior, respectively. Hence from Theorem 6.3 we deduce:
Theorem 6.4. Restricting C in Theorem 6.3 gives corner functors
C : LC∞RScsa,ex −→ LC
∞RScsa, C : LC
∞RSctf ,ex −→ LC
∞RSctf ,
C : LC∞RScZ,ex −→ LC
∞RScZ, C : LC
∞RScin,ex −→ LC
∞RScin,
which are right adjoint to the corresponding inclusions.
6.2 The corner functor for C∞-schemes with corners
Motivated by Theorem 6.3, na¨ıvely we might expect that there exists C˜ :
C∞Ringsc → C∞Ringscin left adjoint to inc : C
∞Ringscin →֒ C
∞Ringsc,
fitting into a diagram of adjoint functors similar to (5.12):
(C∞Ringscin)
op
Speccin
  inc // (C∞Ringsc)op
C˜
oo
Specc

LC∞RScin
  inc //
Γcin
OO
LC∞RSc.
C
oo
Γc
OO
(6.4)
As in the proof of Theorem 5.31(a) this would imply Speccin ◦C˜
∼= C ◦ Specc,
allowing us to deduce that C maps C∞Schc → C∞Schcin. However, no such
left adjoint C˜ for inc exists by Theorem 4.20(d).
Surprisingly, we can define a ‘corner functor’ C˜ : C∞Ringsc → C∞Ringscsc
such that Specc ◦C˜ maps to LC∞RScin ⊂ LC
∞RSc, with Specc ◦C˜ ∼= C◦Specc,
as we prove in the next definition and theorem.
Definition 6.5. Let C = (C,Cex) be a C
∞-ring with corners. Using the nota-
tion of Definition 4.24, define a C∞-ring with corners C˜ by
C˜ = C
[
αc′ , βc′ : c
′ ∈ Cex
]/(
Φi(αc′) + Φi(βc′) = 1 ∀c
′ ∈ Cex
)
(6.5)[
α1Cex =1Cex , αc′αc′′=αc′c′′ ∀c
′, c′′∈Cex, c
′βc′=αc′βc′=0 ∀c
′∈Cex
]
.
That is, we add two [0,∞)-type generators αc′ , βc′ to C for each c′ ∈ Cex, and
impose R-type relations (· · · ) and [0,∞)-type relations [· · · ] as shown.
Let φ : C →D be a morphism in C∞Ringsc, and define C˜, D˜ from C,D as
above, writing the additional generators in Dex as α¯d′ , β¯d′ . Define a morphism
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φ˜ : C˜ → D˜ by the commutative diagram
C
[
αc′ , βc′ : c
′ ∈ Cex
]
project
// //
φ[αc′ 7→α¯φex(c′), βc′ 7→β¯φex(c′), c
′∈Cex]
C˜
φ˜

D
[
α¯d′ , β¯d′ : d
′ ∈ Dex
] project // //
D˜.
That is, we begin with φ : C →D, and act on the extra generators by mapping
αc′ 7→ α¯φex(c′), βc′ 7→ β¯φex(c′) for all c
′ ∈ Cex. These map the relations in C˜ to
the relations in D˜, and so descend to a unique morphism φ˜ as shown.
Clearly mapping φ 7→ φ˜ takes compositions and identities to compositions
and identities, so mapping C 7→ C˜ on objects and φ 7→ φ˜ on morphisms defines
a functor C∞Ringsc → C∞Ringsc. For reasons explained in §6.3, we define
C˜ : C∞Ringsc → C∞Ringscsc to be the composition of this functor with
Πscall : C
∞Ringsc → C∞Ringscsc in Definition 5.26. That is, we define the
corner functor C˜ : C∞Ringsc → C∞Ringscsc to map C 7→ Π
sc
all(C˜) on objects,
and φ 7→ Πscall(φ˜) on morphisms, for C,D,φ, C˜, D˜, φ˜ as above.
For each C ∈ C∞Ringsc, define Π˜C : C → C˜(C) to be the composition
C
  inc // C
[
αc′ , βc′ : c
′ ∈ Cex
] project // C˜ ψC˜ // Πscall(C˜) = C˜(C), (6.6)
for ψ
C˜
as in Definition 5.26. This is functorial in C, and so defines a natural
transformation Π˜ : Id⇒ C˜ of functors C∞Ringsc → C∞Ringsc.
We will also write αc′ , βc′ for the images of αc′ , βc′ in C˜(C)ex, and write
PrC = {P ⊂ Cex : P is a prime ideal}. (6.7)
Theorem 6.6. In Definition 6.5, with C : LC∞RSc → LC∞RScin as in
Definition 6.1, for each C ∈ C∞Ringsc there is a natural isomorphism
ηC : Spec
c C˜(C) −→ C(Specc C) (6.8)
in LC∞RSc. So Specc C˜(C) lies in LC∞RScin ⊂ LC
∞RSc. The following
diagram commutes in LC∞RSc:
Specc C˜(C) ηC
//
Specc Π˜C ++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲
C(Specc C)
ΠSpecc Css❣❣❣❣❣
❣❣❣❣
❣❣❣❣❣
❣❣
Specc C.
(6.9)
For each morphism φ : C →D in C∞Ringsc the following commutes:
Specc C˜(D)
Specc C˜(φ)
ηD
∼=
// C(Specc D)
C(Speccφ)

Specc C˜(C)
ηC
∼=
// C(Specc C),
(6.10)
so Specc C˜(φ) is a morphism in LC∞RScin⊂LC
∞RSc. Thus η : Specc ◦C˜ ⇒
C ◦ Specc is a natural isomorphism of functors (C∞Ringsc)op→LC∞RScin.
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Proof. Let C ∈ C∞Ringsc, and define C˜ as in (6.4), so that C˜(C) = Πscall(C˜).
Write X = Specc C and X˜ = Specc C˜. As in (6.6), there is a functorial mor-
phism ψ
C˜
: C˜ → C˜(C) such that Speccψ
C˜
: Specc C˜(C) → Specc C˜ is an
isomorphism. Write ΠˇC : C → C˜ for the composition of the first two mor-
phisms in (6.6), so that Π˜C = ψC˜ ◦ ΠˇC , and set ΠˇX = Spec
c ΠˇC : X˜ → X.
We will construct an isomorphism
ζC : X˜ = Spec
c C˜ −→ C(Specc C) = C(X) (6.11)
in LC∞RSc, and define ηC in (6.8) by ηC = ζC ◦ Spec
cψ
C˜
.
First we define the isomorphism (6.11) at the level of points. A point of
X˜ is an R-algebra morphism x˜ : C˜ → R. Composing with the projection
C[αc′ , βc′ : c
′ ∈ Cex] → C˜ gives a morphism xˆ : C[αc′ , βc′ : c′ ∈ Cex] → R. Such
morphisms are in 1-1 correspondence with data (x, ac′ , bc′ : c
′ ∈ Cex), where
x : C → R is an R-algebra morphism (i.e. x ∈ X) and ac′ = xˆ(αc′), bc′ = xˆ(βc′)
lie in [0,∞) ⊆ R for all c′ ∈ Cex. A morphism xˆ : C[αc′ , βc′ : c′ ∈ Cex] → R
descends to a (unique) morphism x˜ : C˜ → R if and only if xˆ maps the relations
in (6.5) to relations in R. Hence we may identify
X˜ ∼=
{
(x, ac′ , bc′ : c
′ ∈ Cex) : x ∈ X, ac′ , bc′ ∈ [0,∞) ∀c
′ ∈ Cex,
ac′ + bc′ = 1 ∀c
′ ∈ Cex, a1Cex = 1, ac′ac′′ = ac′c′′ ∀c
′, c′′ ∈ Cex,
x ◦ Φi(c
′)bc′ = ac′bc′ = 0 ∀c
′ ∈ Cex
}
.
(6.12)
We can simplify (6.12). Let (x, ac′ , bc′ : c
′ ∈ Cex) be a point in the right
hand side. The equations ac′ + bc′ = 1 and ac′bc′ = 0 imply that (ac′ , bc′) is
(1, 0) or (0, 1) for each c′. Define P = {c′ ∈ Cex : ac′ = 0}. Then a1Cex = 1
implies that 1Cex /∈ P , and ac′ac′′ = ac′c′′ implies that if c
′ ∈ Cex and c′′ ∈ P
then c′c′′ ∈ P , so P is an ideal. Also ac′ac′′ = ac′c′′ implies that if c′c′′ ∈ P
then c′ ∈ P or c′′ ∈ P , so P is a prime ideal. The condition x ◦ Φi(c′)bc′ = 0
then becomes x ◦ Φi(c′) = 0 if c′ ∈ P .
Conversely, if P is a prime ideal and x ◦ Φi(c′) = 0 for c′ ∈ P , then setting
ac′ = 0, bc′ = 1 if c
′ ∈ P and ac′ = 1, bc′ = 0 if c′ ∈ Cex \ P then all the
equations of (6.12) hold. Thus, mapping
(
x, ac′ , bc′ : c
′ ∈ Cex
)
7→
(
x, P = {c′ ∈
Cex : ac′ = 0}
)
turns (6.12) into a bijection
X˜ ∼=
{
(x, P ) : x ∈ X , P ∈ PrC , x ◦ Φi(c
′) = 0 if c′ ∈ P
}
. (6.13)
Lemma 6.7. Let x ∈ X, so that x : C → R is an R-point, with localization
πx : C → Cx ∼= OX,x giving a morphism πx,ex : Cex → Cx,ex ∼= OexX,x. Then we
have inverse bijective maps
{
P ∈ PrC : x ◦ Φi(c′) = 0 ∀c′ ∈ P
} P 7−→Px=πx,ex(P ) // PrCx∼= PrOX,x .
Px 7−→P=π
−1
x,ex(Px)
oo (6.14)
Proof. Let P lie in the left hand side of (6.14), and set Px = πx,ex(P ). Then
1 /∈ Px as x ◦ Φi(c′) = 0 for all c′ ∈ P . If c′x ∈ Cx,ex and c
′′
x ∈ Px then
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c′xc
′′
x ∈ Px as P is an ideal and πx,ex is surjective. Thus Px is an ideal. To
show Px is prime, suppose c
′
x, d
′
x ∈ Cex,x with c
′
xd
′
x ∈ Px. As πx,ex is surjective
we can choose c′, d′ ∈ Cex and p′ ∈ P with πx,ex(c′) = c′x, πx,ex(d
′) = d′x and
πx,ex(c
′d′) = πx,ex(p). Hence Proposition 4.33 gives a
′, b′ ∈ Cex with a′c′d′ = b′p′
and x ◦ Φi(a
′) 6= 0. But b′p′ ∈ P as P is an ideal, so a′c′d′ ∈ P . Since P is
prime, one of a′, c′, d′ must lie in P , and a′ /∈ P as x ◦ Φi(a′) 6= 0, so one of
c′, d′ must lie in P . Thus one of c′x, d
′
x lie in Px, and Px is prime. Hence the top
morphism in (6.14) is well defined.
Next let Px ∈ PrCx , and set P = π
−1
x,ex(Px). It is easy to check P lies in the
left hand side of (6.14). So the bottom morphism in (6.14) is well defined.
Suppose P lies in the left hand side of (6.14). Clearly P ⊆ π−1x,ex(πx,ex(P )).
If c′ ∈ π−1x,ex(πx,ex(P )) then there exists p
′ ∈ P with πx,ex(c′) = πx,ex(p′). Propo-
sition 4.33 gives a′, b′ ∈ Cex with a
′c′ = b′p′ and x ◦ Φi(a
′) 6= 0, and p′ ∈ P
implies a′c′ = b′p′ ∈ P , which implies c′ ∈ P as πx,ex(a′) 6= 0 so a′ /∈ P .
Hence P = π−1x,ex(πx,ex(P )). If Px ∈ PrCx then Px = πx,ex(π
−1
x,ex(Px)) as πx,ex is
surjective. Thus the maps in (6.14) are inverse.
Combining equations (6.1) and (6.13) and Lemma 6.7 gives a bijection of sets
ζC : X˜ → C(X), defined explicitly by, if x˜ : C˜ → R corresponds to (x, ac′ , bc′ :
c′ ∈ Cex) in (6.25), and P = {c′ ∈ Cex : ac′ = 0} is the associated prime ideal,
and Px = πx,ex(P ) in Cx,ex ∼= OexX,x, then ζC(x˜) = (x, Px) in C(X) in (6.1).
Then in an analogue of (6.9), on the level of sets we have
ΠˇX = ΠX ◦ ζC : X˜ −→ X, (6.15)
as both sides map x˜ 7→ x.
Lemma 6.8. ζC : X˜ → C(X) is a homeomorphism of topological spaces.
Proof. By definition of the topology on Spec C˜ in Definition 2.31, the topology
on X˜ is generated by open sets U˜c˜ = {x˜ ∈ X˜ : x˜(c˜) 6= 0} for c˜ ∈ C˜. As C˜ is a
quotient of C[αc′ , βc′ : c
′ ∈ Cex], the topology is generated by U˜c for c ∈ C, and
U˜Φf (αc′ ), U˜Φf (βc′ ) for all c
′ ∈ Cex and smooth f : [0,∞) → R. But as αc′ , βc′
take only values 0,1 on X˜ with αc′ + βc′ = 1, the only possibilities for U˜Φf (αc′ ),
U˜Φf (βc′) are V˙c′ = {x˜ ∈ X˜ : αc′ |x˜ 6= 0} and V¨c′ = {x˜ ∈ X˜ : αc′ |x˜ 6= 1}. So the
topology on X˜ is generated by U˜c for all c ∈ C and V˙c′ , V¨c′ for all c′ ∈ Cex.
For C(X) in Definition 6.1, the topology is generated by open sets Π−1X (Uc)
for c ∈ C and subsets U˙s′ , U¨s′ for open U ⊂ X and s′ ∈ OexX (U). As X =
Specc C, rather than taking all such U˙s′ , U¨s′ , it is enough to take U = X and
s′ = ΞC,ex(c
′) for all c′ ∈ Cex, as all other U˙s′ , U¨s′ can be generated from Π
−1
X (Uc)
and X˙ΞC,ex(c′), X¨ΞC,ex(c′). Thus, the topology on C(X) is generated by Π
−1
X (Uc)
for all c ∈ C and X˙ΞC,ex(c′), X¨ΞC,ex(c′) for all c
′ ∈ Cex.
It is easy to check that ζC maps U˜c 7→ Π
−1
X (Uc), V˙c′ 7→ X˙ΞC,ex(c′) and
V¨c′ 7→ X¨ΞC,ex(c′). Therefore ζC is a bijection and maps a basis for the topology
of X˜ to a basis for the topology of C(X), so it is a homeomorphism.
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Lemma 6.9. In sheaves of C∞-rings with corners on X˜, there is a unique
morphism ζ♯
C
making the following diagram commute:
ζ−1
C
◦Π−1X (OX)
ζ−1
C
(Π♯
X
)
by (6.15)
Πˇ−1X (OX)
Πˇ
♯
X 
ζ−1
C
(OC(X))
ζ
♯
C // OX˜ .
(6.16)
Furthermore, ζ♯
C
is an isomorphism.
Proof. By Definition 6.1, Π♯X : Π
−1
X (OX) → OC(X) is the universal surjective
quotient of Π−1X (OX) in sheaves of C
∞-rings with corners, such that if U ⊆
C(X) is open and s′ ∈ Π−1X (O
ex
X )(U) with s
′|(x,Px) ∈ Px for each (x, Px) ∈ U
then Π♯X,ex(U)(s
′) = 0 in OexC(X)(U). As X = Spec
cC, locally on X any section
of OexX is of the form ΞC,ex(c
′) for c′ ∈ Cex, so locally on C(X) any section s′
of Π−1X (OX) is of the form Π
−1
X,ex ◦ ΞC,ex(c
′). Thus it is enough to verify the
universal property above when s′ = Π−1X,ex ◦ ΞC,ex(c
′)|U for c′ ∈ Cex, as it is
local in s′ anyway. That is, Π♯X : Π
−1
X (OX) → OC(X) is characterized by the
property that if c′ ∈ Cex and U ⊂ C(X) is open with πx,ex(c′) ∈ Px ⊂ Cx,ex ∼=
OexX,x for all (x, Px) ∈ U then Π
♯
X,ex(C(X)) ◦ ΞC,ex(c
′)|U = 0.
Since ζC is a homeomorphism by Lemma 6.8, the pullback ζ
−1
C
(Π♯X) in
(6.16) has the analogous universal property. Let U ⊆ C(X) and c′ ∈ Cex have
the properties above, and set U˜ = ζ−1
C
(U). Suppose x˜ ∈ U˜ with ζC(x˜) = (x, Px)
in U ⊆ C(X), and let x˜ correspond to (x, ac′′ , bc′′ : c′′ ∈ Cex) in (6.12). By
construction of ζC we have ac′ = 0, bc′ = 1 as πx,ex(c
′) ∈ Px. Thus the relation
c′βc′ = 0 in C˜ex in (6.5) implies that π˜x˜,ex(c
′) = 0 in C˜x˜,ex ∼= OexX˜,x˜. As this
holds for all x˜ ∈ U˜ we have Πˇ♯X,ex(X˜) ◦ ΞC,ex(c
′)|U˜ = 0. Hence the universal
property of ζ−1
C
(Π♯X) gives a unique morphism ζ
♯
C
making (6.16) commute.
To show ζ♯C is an isomorphism, it is enough to show it is an isomorphism on
stalks at each x˜ ∈ X˜. Let x˜ correspond to (x, ac′ , bc′ : c′ ∈ Cex) in (6.12), with
ζC(x˜) = (x, Px), so that ac′ = 0, bc′ = 1 if πx,ex(c
′) ∈ Px and ac′ = 1, bc′ = 0
otherwise. The stalk ζ−1
C
(OC(X))x˜ is OC(X),(x,Px), which is Cx/∼Px . The stalk
OX˜,x˜ is C˜x˜. By the values of ac′ , bc′ , in (6.5) we know that αc′ = 0, βc′ = 1 near
x˜ if πx,ex(c
′) ∈ Px, and αc′ = 1, βc′ = 0 near x˜ otherwise. Hence the generators
αc′ , βc′ add no new generators to C˜x˜, and C˜x˜ is a quotient of Cx. The relations
in (6.5) turn into relations in C˜x˜ according to the local values 0 or 1 of αc′ , βc′ .
Therefore we see that
C˜x˜ ∼= Cx
/[
πx,ex(c
′) = 0 if c′ ∈ Cex with πx,ex(c
′) ∈ Px
]
= Cx/∼Px ,
where the second step holds as πx,ex is surjective. So we have an isomorphism
of stalks ζ−1
C
(OC(X))x˜ ∼=OX˜,x˜, which is the natural map ζ
♯
C,x˜.
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Lemmas 6.8 and 6.9 show ζC = (ζC , ζ
♯
C
) is an isomorphism X˜ → C(X), as
in (6.11). So ηC = ζC ◦Spec
cψ
C˜
is an isomorphism in (6.8). Equations (6.15)–
(6.16) imply that (6.9) commutes. This proves the first part of Theorem 6.6.
For the second part, consider the diagram
Specc C˜(D)
Specc C˜(φ)=SpeccΠscall(φ˜)
ηD
..
Speccψ
D˜
// Specc D˜
ζD
//
Specc φ˜

C(SpeccD)
C(Speccφ)

Specc C˜(C)
ηC
00
Speccψ
C˜ // Specc C˜
ζC // C(Specc C).
The left hand square commutes as ψ : Id ⇒ Πscall is a natural transformation
in Definition 5.26. The right hand square commutes by functoriality of ζC
in (6.11). The semicircles commute by definition of ηC ,ηD. Hence (6.10)
commutes, and the theorem follows.
The next proposition follows from the proof of Theorem 6.6. Here C(X)P
is closed as it may be defined by the equations αc′ = 0 for c
′ ∈ P , αc′ = 1 for
c′ ∈ Cex \ P . Example 6.18 below shows the C(X)
P need not be open.
Proposition 6.10. Let C = (C,Cex) ∈ C∞Ringsc, and write X = Specc C.
With C(X) as in (6.1), for each P ∈ PrC , define
XP =
{
x ∈ X : x ◦ Φi(c
′) = 0 for all c′ ∈ P
}
, (6.17)
C(X)P =
{
(x, Px) ∈ C(X) : πx,ex(P ) = Px in Cx,ex ∼= O
ex
X,x
}
=
{
(x, Px) ∈ C(X) : P = π
−1
x,ex(Px)
}
=
{
(x, Px) ∈ C(X) : if c
′ ∈ Cex then πx,ex(c
′) ∈ Px
in Cx,ex ∼= O
ex
X,x if and only if c
′ ∈ P
}
⊆ C(X),
(6.18)
where the three expressions in (6.18) are equivalent. Then ΠX : C(X) → X
restricts to a bijection C(X)P → XP . Also C(X)P is closed in C(X), but not
necessarily open, and just as sets we have
C(X) =
∐
P∈PrC
C(X)P . (6.19)
As an easy consequence of Theorem 6.6, we deduce:
Theorem 6.11. The corner functor C : LC∞RSc → LC∞RScin of §6.1 maps
C∞Schc → C∞Schcin. We write C : C
∞Schc → C∞Schcin for the restriction,
and call it a corner functor. It is right adjoint to inc : C∞Schcin →֒ C
∞Schc.
As C is a right adjoint, it preserves limits in C∞Schc,C∞Schcin.
Proof. Let X lie in C∞Schc. Then we can cover X by open U ⊆ X with
U ∼= SpeccC for C ∈ C∞Ringsc. Since the definition of ΠX : C(X) → X
is local over X, we have Π−1X (U)
∼= C(U) ∼= C(Specc C). Theorem 6.6 gives
C(Specc C) ∼= Specc C˜(C), with C˜(C) ∈ C∞Ringsc.
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Since Specc C˜(C) lies in LC∞RScin ⊂ LC
∞RSc, Theorem 5.28 shows that
Specc C˜(C) ∼= SpeccinD forD ∈ C
∞Ringscin. Thus we can cover C(X) by open
Π−1X (U) ⊆ C(X) with Π
−1
X (U)
∼= SpeccinD for D ∈ C
∞Ringscin, so C(X) is
an interior C∞-scheme with corners. Therefore C : LC∞RSc → LC∞RScin
maps C∞Schc → C∞Schcin. The rest is immediate from Theorem 6.3.
The next proposition is easy to prove by considering local models.
Proposition 6.12. The corner functors C for Manc,Mangc, Mˇanc, Mˇangc
in Definition 3.16, and for C∞Schc in Theorem 6.11, commute with the func-
tors FC
∞Schc
Manc , . . . , F
C∞Schc
Mˇangc
in Definition 5.21 up to natural isomorphism.
Combining Theorems 5.31(b), 6.4 and 6.11 yields:
Theorem 6.13. Restricting C in Theorem 6.11 gives corner functors
C : C∞Schcsa,ex −→ C
∞Schcsa, C : C
∞Schctf ,ex −→ C
∞Schctf ,
C : C∞SchcZ,ex −→ C
∞SchcZ, C : C
∞Schcin,ex −→ C
∞Schcin,
in the notation of Definition 5.29, which are right adjoint to the corresponding
inclusions. As these corner functors are right adjoints, they preserve limits.
6.3 The corner functor for firm C∞-schemes with corners
The following proposition is why we included Πscall in defining C˜ in Definition
6.5. It forces relations on αc′ , βc′ in C˜(C) = Π
sc
all(C˜), which need not hold in C˜.
Proposition 6.14. Let C ∈ C∞Ringsc and write D = C˜(C) with morphism
Π˜C : C → D, so we have elements αc′ , βc′ , Π˜C,ex(c′) in Dex for all c′ ∈ Cex.
Write c′ 7→ [c′], d′ 7→ [d′] for the projections Cex 7→ C
♯
ex, Dex 7→ D
♯
ex. Then:
(a) If c′1, c
′
2 ∈ Cex with [c
′
1] = [c
′
2] in C
♯
ex then αc′1 = αc′2 , βc′1 = βc′2 in Dex.
(b) If c′1, . . . , c
′
n ∈ Cex and i1, . . . , in, j1, . . . , jn are positive integers then
α
c
′i1
1 ···c
′in
n
= α
c
′j1
1 ···c
′jn
n
and β
c
′i1
1 ···c
′in
n
= β
c
′j1
1 ···c
′jn
n
in Dex.
(c) D♯ex is generated by [αc′ ], [βc′ ], [Π˜C,ex(c
′)] for all c′ ∈ Cex.
(d) If C is firm then D is firm. Thus C˜ maps C∞Ringscfi → C
∞Ringscfi.
Proof. Let C˜ be as in (6.5) and X˜ = Specc C˜, so that D ⊆ OX˜(X˜), and
elements of Dex are global sections of the sheaf OexX˜ on X˜. Hence d
′
1, d
′
2 ∈ Dex
have d′1 = d
′
2 if and only if d
′
1|x˜ = d
′
2|x˜ in O
ex
X˜,x˜
∼= C˜x˜,ex for all x˜ ∈ X˜ .
In the proof of Theorem 6.6 we saw that if x˜ ∈ X˜ with ζC(x˜) = (x, Px)
in C(X) and c′ ∈ Cex, and P corresponds to Px under (6.14), then αc′ |x˜ = 0,
βc′ |x˜ = 1 in OexX˜,x˜
∼= C˜x˜,ex if c′ ∈ P , and αc′ |x˜ = 1, βc′ |x˜ = 0 otherwise. Thus,
if c′1, c
′
2 ∈ Cex satisfy c
′
1 ∈ P if and only if c
′
2 ∈ P for any prime ideal P ⊂ Cex,
then αc′1 |x˜ = αc′2 |x˜, βc′1 |x˜ = βc′2 |x˜ for all x˜ ∈ X˜ , so αc′1 = αc′2 , βc′1 = βc′2 in Dex.
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Parts (a),(b) are consequences of this criterion. For (a), as prime ideals in
Cex are preimages of prime ideals in C
♯
ex, if [c
′
1] = [c
′
2] in C
♯
ex then c
′
1 ∈ P if
and only if c′2 ∈ P for any prime P ⊂ Cex. For (b), if i1, . . . , jn > 0 the prime
property of P implies that c′i11 · · · c
′in
n ∈ P if and only if c
′j1
1 · · · c
′jn
n ∈ P .
For (c), C˜♯ex is generated by [αc′ ], [βc′ ], [c
′] for c′ ∈ Cex by (6.5), and ψ
♯
C˜,ex
:
C˜♯ex → D
♯
ex is surjective as in the construction of D = Π
sc
all(C˜) in Proposition
5.25, Dex is generated in OexX˜ (X) by invertibles and C˜ex, so (c) follows.
For (d), let C be firm, so that C♯ex is finitely generated, and choose c
′
1, . . . , c
′
n
in Cex such that [c
′
1], . . . , [c
′
n] generate C
♯
ex. Then (a),(b) imply that there are
at most 2n distinct αc′ and 2
n distinct βc′ in Dex, as every αc′ equals α∏
i∈S c
′
i
for some subset S ⊆ {1, . . . , n}. Hence (c) shows that D♯ex is generated by the
2n+1 + n elements [α∏
i∈S c
′
i
], [β∏
i∈S c
′
i
] for S ⊆ {1, . . . , n} and [Π˜C,ex(c′i)] for
i = 1, . . . ,m. Therefore D is firm.
As for Theorem 6.11, Theorems 5.31(c), 6.11 and Proposition 6.14(d) imply:
Theorem 6.15. The corner functor C : C∞Schc → C∞Schcin from §6.2 maps
C∞Schcfi → C
∞Schcfi,in. We call the restriction C : C
∞Schcfi → C
∞Schcfi,in
a corner functor. It is right adjoint to inc : C∞Schcfi,in →֒ C
∞Schcfi.
As C is a right adjoint, it preserves limits in C∞Schcfi,C
∞Schcfi,in.
Combining Theorems 5.31(c), 6.13, and 6.15 yields:
Theorem 6.16. Restricting C in Theorem 6.15 gives corner functors
C : C∞Schcto,ex −→ C
∞Schcto, C : C
∞Schcfi,tf ,ex −→ C
∞Schcfi,tf ,
C : C∞Schcfi,Z,ex −→ C
∞Schcfi,Z, C : C
∞Schcfi,in,ex −→ C
∞Schcfi,in,
in the notation of Definition 5.29, which are right adjoint to the corresponding
inclusions. As these corner functors are right adjoints, they preserve limits.
For a firm C∞-ring with corners C with X = Specc C, we can give an
alternative description of C(X):
Theorem 6.17. Let C be a firm C∞-ring with corners and X = Specc C.
Then PrC in (6.7) is finite. Hence in the decomposition (6.19), the subsets
C(X)P ⊆ C(X) are open as well as closed, and (6.19) lifts to a disjoint union
C(X) =
∐
P∈PrC
C(X)P in C∞Schcfi,in. (6.20)
For each P ∈ PrC , Example 4.25(b) defines a C∞-ring with corners C/∼P
with projection πP : C → C/∼P , where C/∼P is firm and interior. Write
XP = Speccin(C/∼P ) and Π
P = Specc πP : X
P →X. Then
C
(
ΠP
)
◦ ιXP : X
P −→ C(X) (6.21)
is an isomorphism with the open and closed C∞-subscheme C(X)P ⊆ C(X).
Thus
∐
P∈PrC
XP ∼= C(X).
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Proof. First note that prime ideals P ⊂ Cex are in 1-1 correspondence with
prime ideals P ♯ in C♯ex, which is finitely generated as C is firm. If [c
′
1], . . . , [c
′
n]
are generators of C♯ex then P
♯ =
〈
{[c′1], . . . , [c
′
n]} ∩ P
♯
〉
, so there are at most
2n such prime ideals P ♯. Hence PrC is finite. Thus in (6.19), C(X) is the
disjoint union of finitely many closed sets C(X)P , so the C(X)P are also open.
Equation (6.20) follows.
Write D = C˜(C) as in Proposition 6.14 and Y = SpeccD, so Theorem
6.6 gives an isomorphism ηC : Y → C(X). Fix P ∈ PrC , and write Y
P =
η−1
C
(C(X)P ), so that Y P is open and closed in Y with ηC |Y P : Y
P → C(X)P
an isomorphism. The proof of Theorem 6.6 implies that Y P may be defined as
a C∞-subscheme of Y by the equations αc′ = 0, βc′ = 1 for c
′ ∈ P and αc′ = 1,
βc′ = 0 for c
′ ∈ Cex \ P , where this is only finitely many equations, as there are
only finitely many distinct αc′ in Dex by the proof of Proposition 6.14(d). Thus
we see that
Y P ∼= Specc
(
D/[αc′ = 0, βc′ = 1, c
′ ∈ P , αc′′ = 1, βc′′ = 0, c
′′ ∈ Cex \ P ]
)
= Specc
(
Πscall(C˜)/[αc′ = 0, βc′ = 1, c
′ ∈ P , αc′′ = 1, βc′′ = 0, c
′′ ∈ Cex \ P ]
)
∼= Specc ◦Πscall
(
C˜/[αc′ = 0, βc′ = 1, c
′ ∈ P , αc′′ = 1, βc′′ = 0, c
′′ ∈ Cex \ P ]
)
= Specc
(
C
[
αc′ , βc′ : c
′ ∈ Cex
]/(
Φi(αc′) + Φi(βc′) = 1 ∀c
′ ∈ Cex
)
[
α1Cex =1Cex , αc′αc′′=αc′c′′ ∀c
′, c′′∈Cex, c
′βc′=αc′βc′=0 ∀c
′∈Cex
αc′ = 0, βc′ = 1, c
′ ∈ P , αc′′ = 1, βc′′ = 0, c
′′ ∈ Cex \ P
])
∼= Specc
(
C/[c′ = 0, c′∈P ]
)
= Specc(C/∼P ) =X
P , (6.22)
where in the third step we use that Πscall commutes with applying relations after
composing with Specc, in the fourth that Specc ◦Πscall
∼= Specc and (6.5), and in
the fifth that adding generators αc′ , βc′ and setting them to 0 or 1 is equivalent
to adding no generators, and the only remaining effective relations are c′βc′ = 0
when c′ ∈ P , so that βc′ = 1, giving c
′ = 0.
Composing the inverse of (6.22) with ηC |Y P gives a morphism θP : X
P →
C(X) which is an isomorphism with C(X)P ⊂ C(X). As C/∼P is interior,XP
is interior, so (6.21) is well defined. One can check, from the actions on points
and on stalks OXP ,x,OC(X),(x,Px), that (6.21) is θP . The theorem follows.
We explain by example how Theorem 6.17 goes wrong in the non-firm case.
Example 6.18. Write [0,∞) = FC
∞Schc
Manc ([0,∞)) = Spec
cC∞([0,∞)) as an
affine C∞-scheme with corners. Proposition 6.12 gives C([0,∞)) ∼= {∗} ∐
[0,∞), writing ∂[0,∞) = {∗}, a single point.
Let S be an infinite set. Consider X =
∏
s∈S [0,∞)s, the product in
C∞Schc of a copy [0,∞)s of [0,∞) for each s in S. Since Spec
c preserves
limits as it is a right adjoint, we haveX = Specc C for C =
⊗s∈S
∞ C
∞([0,∞))s.
As C : C∞Schc → C∞Schcin preserves limits by Theorem 6.11 we have
C(X) = C
(∏
s∈S [0,∞)s
)
∼=
∏
s∈S
(
{∗}s ∐ [0,∞)s
)
. (6.23)
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Just as a set, we may decompose the right hand side of (6.23) as
C(X) ∼=
∐
T⊆S
(∏
t∈T {∗}t ×
∏
s∈S\T [0,∞)s
)
=:
∐
T⊆S C(X)
T . (6.24)
One can show that subsets T ⊆ S are in natural 1-1 correspondence with prime
ideals P ⊂ Cex, and (6.24) is the decomposition (6.19) for X = Specc C.
Since S is an infinite set, the subsets C(X)T ⊂ C(X) in (6.24) are closed,
but not open, in (6.24). This is because C(X) has the product topology, as the
forgetful functor C∞Schc → Top preserves limits, and an infinite product of
topological spaces
∏
s∈S Xs has a weaker topology than one might expect: if
Us ⊆ Xs is open for s ∈ S then
∏
s∈S Us is generally not open in
∏
s∈S Xs,
unless Us = Xs for all but finitely many s ∈ S.
Although Theorem 6.17 makes sense when C is not firm and PrC is infinite,
it is false in general, as C(X) ∼=
∐
P X
P fails already for topological spaces.
6.4 The sheaves of monoids Mˇ exC(X), Mˇ
in
C(X) on C(X)
As in Remark 3.18(d), for a manifold with g-corners X , in [23, §3.6] we defined
the comonoid bundle M∨C(X) → C(X), a local system of toric monoids on C(X)
with the property that if (x, γ) ∈ C(X)◦ and M∨C(X)|(x,γ) = P then X near x
is locally diffeomorphic to XP × R
dimX−rankP near (δ0, 0). If X is a manifold
with corners then M∨C(X) has fibre N
k over Ck(X). We now generalize these
ideas to firm C∞-schemes with corners.
Definition 6.19. Let X = (X,OX) be a local C
∞-ringed space with corners,
so that Definition 6.1 defines the corners C(X) = (C(X),OC(X)) in LC
∞RScin,
with a morphism ΠX : C(X)→ X. We have a sheaf of monoids Π
−1
X (O
ex
X ) on
C(X), with stalks (Π−1X (O
ex
X ))(x,P ) = O
ex
X,x at (x, P ) in C(X), and we have a
natural prime ideal P ⊂ (Π−1X (O
ex
X ))(x,P ) in the stalk at each (x, P ) ∈ C(X).
Define a presheaf of monoids PMˇ exC(X) on C(X) by, for each open U ⊆ C(X),
PMˇ exC(X)(U) = Π
−1
X (O
ex
X )(U)
/[
s = 1 : s ∈ Π−1X (O
ex
X )(U), s|(x,P ) /∈ P
for all (x, P ) ∈ U
]
.
For open V ⊆ U ⊆ C(X), the restriction map ρUV : PMˇ exC(X)(U)→PMˇ
ex
C(X)(V )
is induced by ρUV : Π
−1
X (O
ex
X )(U) → Π
−1
X (O
ex
X )(V ). This gives a well defined
presheaf PMˇ exC(X) valued in Mon. Write Mˇ
ex
C(X) for its sheafification.
The surjective projections Π−1X (O
ex
X )(U)→ PMˇ
ex
C(X)(U) for open U ⊆ C(X)
induce a surjective morphism ΠMˇex
C(X)
: Π−1X (O
ex
X )→ Mˇ
ex
C(X). Local sections s of
Π−1X (O
ex
X ) lying in O
ex
X,x \P at each (x, P ) have π(s) = 1 in Mˇ
ex
C(X), and Mˇ
ex
C(X)
is universal with this property. The stalk of Mˇ exC(X) at (x, P ) is
(Mˇ exC(X))(x,P )
∼= OexX,x
/[
s = 1 : s ∈ OexX,x \ P
]
. (6.25)
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Now suppose that X is interior. Then as OX,x is interior for x ∈ X , the
monoid OexX,x has no zero divisors, and O
in
X,x = O
ex
X,x \ {0} is also a monoid.
Write Mˇ inC(X) ⊂ Mˇ
ex
C(X) for the subsheaf of sections of Mˇ
ex
C(X) which are nonzero
at every (x, P ) ∈ C(X). Then Mˇ inC(X) is also a sheaf of monoids on C(X), with
stalk (Mˇ inC(X))(x,P ) = (Mˇ
ex
C(X))(x,P ) \ {0} at each (x, P ) ∈ C(X).
Next let f : X → Y be a morphism in LC∞RSc, so that C(f ) : C(X) →
C(Y ) is a morphism in LC∞RScin. Consider the diagram:
C(f)−1(OexC(Y ))
C(f)♯ex

C(f)−1 ◦Π−1Y (O
ex
Y ) =
Π−1X ◦f
−1◦(OexY )
C(f)−1(Π♯
Y,ex)
oooo
C(f)−1(ΠMˇex
C(Y )
)
// //
Π−1X (f
♯
ex)

C(f)−1(Mˇ exC(Y ))
MˇexC(f)

OexC(X) Π
−1
X (O
ex
X )
Π♯
X,exoooo
ΠMˇex
C(X) // // Mˇ exC(X).
(6.26)
Here C(f)−1(ΠMˇex
C(Y )
) : C(f)−1 ◦ Π−1Y (O
ex
Y ) ։ C(f)
−1(Mˇ exC(Y )) is the quotient
sheaf of monoids which is universal for morphisms C(f)−1 ◦ Π−1Y (O
ex
Y ) → M ,
for M a sheaf of monoids on C(X), such that a local section s of C(f)−1 ◦
Π−1Y (O
ex
Y ) is mapped to 1 in M if s|(x,P ) ∈ O
ex
Y,y \Q at each (x, P ) ∈ C(X) with
C(f)(x, P ) = (y,Q) in C(Y ).
Now taking M = Mˇ exC(X), the morphism ΠMˇexC(X)
◦ Π−1X (f
♯
ex) : C(f)
−1 ◦
Π−1Y (O
ex
Y )→ Mˇ
ex
C(X) has the property required. This is because C(f ) is interior,
so C(f)♯ex maps O
ex
C(Y ),(y,Q) \ {0} → O
ex
C(X),(x,P ) \ {0}, and thus Π
−1
X (f
♯
ex) maps
OexY,y \Q→ O
ex
X,x \P , and ΠMˇex
C(X)
maps OexX,x \P → 1. Hence there is a unique
morphism Mˇ exC(f) : C(f)
−1 ◦Π−1Y (O
ex
Y )→ Mˇ
ex
C(X) of sheaves of monoids on C(X)
making (6.26) commute.
If g : Y → Z is another morphism in LC∞RSc, then composing (6.26) for
f , g vertically we see that Mˇ exC(g◦f) = Mˇ
ex
C(f) ◦ C(f)
−1(Mˇ exC(g)). So the Mˇ
ex
C(X),
Mˇ exC(f) are contravariantly functorial.
Proposition 6.20. Let X be a firm C∞-scheme with corners. Then Mˇ exC(X) in
Definition 6.19 is a locally constant sheaf of monoids on C(X), and the stalks
(Mˇ exC(X))(x,P ) for (x, P ) ∈ C(X) are finitely generated sharp monoids, with zero
elements not equal to the identity. If X is interior, the same holds for Mˇ inC(X),
but without with zero elements.
Proof. As the proposition is local inX, it is sufficient to prove it in the case that
X = Specc C for C a firm C∞-ring with corners. Then Theorem 6.17 defines
an isomorphism
∐
P∈PrC
XP → C(X).
We will prove that for P ∈ PrC , the restriction of Mˇ exC(X) to the image
C(X)P of XP under (6.21) is the constant sheaf with fibre the monoid
Cex
/[
c′ = 1 : c′ ∈ Cex \ P
]
∼= C♯ex/
[
c′′ = 1 : c′′ ∈ C♯ex \ P
♯
]
. (6.27)
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Here C♯ex = Cex/C
×
ex and P
♯ = P/C×ex, and the two sides of (6.27) are isomorphic
as C×ex ⊆ Cex \ P , so quotienting by C
×
ex commutes with setting all elements of
Cex \ P or C
♯
ex \ P
♯ equal to 1. Equation (6.27) is finitely generated as C♯ex is,
since C is firm. Also (6.27) is the disjoint union of {1}, and the image of P ,
which is an ideal in (6.27), and so contains no units. Hence (6.27) is sharp. The
image of 0Cex is a zero element not equal to the identity.
Suppose P ∈ PrC , and x′ ∈ XP maps to (x, Px) ∈ C(X) under (6.21),
where Px ⊂ OexX,x = Cx,ex is a prime ideal, with Px = πx,ex(P ) ( Cx,ex and
P = π−1x,ex(Px) ( Cex by Lemma 6.7. Consider the diagram of monoids:
Cex project
// //
πx,ex
Cex
/[
c′ = 1 : c′ ∈ Cex \ P
]
= (6.27)
(πx,ex)∗ 
Cx,ex
project // // Cx,ex
/[
c′′ = 1 : c′′ ∈ Cx,ex \ Px
]
= (Mˇ exC(X))(x,Px).
(6.28)
As P = π−1x,ex(Px), if c
′ ∈ Cex \ P then c′′ = πx,ex(c′) ∈ Cx,ex \ Px, so there is a
unique, surjective morphism (πx,ex)∗ making (6.28) commute.
We claim that (πx,ex)∗ is an isomorphism. To see this, note that as in
§4.6, Cx,ex may be obtained from Cex by inverting all elements c
′ ∈ Cex with
x ◦ Φi(c′) 6= 0, and setting c′′ = 1 for all c′′ ∈ Ψexp(I), where I ⊂ C is the ideal
vanishing near x. Here c′ ∈ Cex with x ◦ Φi(c′) 6= 0 and c′′ ∈ Ψexp(I) both lie
in the set Cex \ P of elements set to 1 in the right hand of (6.28). Also first
inverting c′ and then setting c′ = 1 is equivalent to just setting c′ = 1.
Thus (πx,ex)∗ is an isomorphism. So the fibre of (Mˇ
ex
C(X))(x,Px) at each (x, Px)
in the image of XP is naturally isomorphic to (6.27), which is independent of
(x, Px). It easily follows that Mˇ
ex
C(X) is constant with fibre (6.27) on the image
XP . The analogue for Mˇ inC(X) when X is interior is immediate.
Remark 6.21. If X lies in LC∞RSc or C∞Schc, but not in C∞Schcfi, then
Mˇ exC(X) in Definition 6.19 may not be locally constant.
For example, suppose C ∈ C∞Ringsc is not firm, and Cex has infinitely
many prime ideals P , and X = Specc C. Then (6.19) decomposes C(X) into
infinitely many disjoint closed subsets C(X)P , which need not be open. The
proof of Proposition 6.20 shows that Mˇ exC(X)|C(X)P is constant on C(X)
P with
value (6.27) for each P . But if the C(X)P are not open, as happens in Example
6.18, then in general Mˇ exC(X) is not locally constant.
Proposition 6.20 implies that if X is a firm C∞-scheme with corners then
C(X) =
∐
iso. classes [M ] of finitely generated
sharp monoids M with zero elements
CM (X),
where CM (X) ⊆ C(X) is the open and closed C∞-subscheme of points (x, Px)
in C(X) with (Mˇ exC(X))(x,Px)
∼=M .
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Example 6.22. In Theorem 6.17, let C = C∞(Rnk ), so that X = Spec
c C =
FC
∞Schc
Manc (R
n
k ). Take P to be the prime ideal P = 〈x1, . . . , xk〉 in Cex, so that
(6.21) maps XP to the corner stratum {x1 = · · · = xk = 0} of R
n
k in C(X).
The proof of Proposition 6.20 shows that Mˇ exC(X) on X
P is the constant sheaf
with fibre (6.27). In this case C is interior with
Cin =
{
xa11 · · ·x
ak
k exp f : ai ∈ N, f ∈ C
∞(Rnk )
}
, Cex = Cin ∐ {0}. (6.29)
Since Cex \ P = C
×
ex =
{
exp f : f ∈ C∞(Rnk )
}
, equation (6.27) is Cex/C
×
ex =
C
♯
ex
∼= Nk∐{0}. So Mˇ exC(X) has fibre N
k∐{0}, and Mˇ inC(X) has fibre N
k, on XP .
Now let Y be a manifold with corners, and Y = FC
∞Schc
Manc (Y ). Then Propo-
sition 6.12 says that C(Y ) ∼= FC
∞Schc
Mˇanc
(C(Y )). Let (y, γ) ∈ Ck(Y )◦. Then
y ∈ Sk(Y ), and Y near y is locally diffeomorphic to Rnk near 0, such that the
local k-corner component γ of Y at y is identified with {x1 = · · · = xk = 0}
in Rnk . Hence C(Y ) and M
ex
C(Y ),M
in
C(Y ) near (y, γ) are locally isomorphic to
C(X), Mˇ exC(X), Mˇ
in
C(X) near
(
0, {x1 = · · · = xk = 0}
)
. Therefore Mˇ exC(Y ), Mˇ
in
C(Y )
have fibres Nk ∐{0},Nk on Ck(Y )◦, and hence on Ck(Y ), as Ck(Y )◦ is dense in
Ck(Y ) and Mˇ
ex
C(Y ), Mˇ
in
C(Y ) are locally constant by Proposition 6.20.
As in Remark 3.18(d), in [23, §3.6] we define the comonoid bundle M∨C(Y ) →
C(Y ), which has fibre Nk over Ck(Y ). It is easy to check that the sheaf of
continuous sections of M∨C(Y ) is canonically isomorphic to Mˇ
in
C(Y ).
Example 6.23. We can generalize Example 6.22 to manifolds with g-corners.
Let Q be a toric monoid and l > 0, and set C = C∞(XQ × R
l), so that
X = SpeccC = FC
∞Schc
Mangc (XQ ×R
l). Take P to be the prime ideal of functions
in Cex vanishing on {δ0} × R
l, so that (6.21) maps XP to the corner stratum
{δ0} × R
l in C(X). The analogue of (6.29) is
Cin =
{
λq exp f : q ∈ Q, f ∈ C
∞(XQ × R
l)
}
, Cex = Cin ∐ {0},
for λq : XQ → [0,∞) as in Definition 3.7, so C
♯
in
∼= Q and C♯ex
∼= Q ∐ {0}, and
Mˇ exC(X), Mˇ
in
C(X) have fibres Q∐ {0}, Q on X
P .
Now let Y be a manifold with g-corners, and Y = FC
∞Schc
Manc (Y ), so that
C(Y ) ∼= FC
∞Schc
Mˇanc
(C(Y )) by Proposition 6.12. Let (y, γ) ∈ C(Y )◦. Then Y
near y is locally diffeomorphic to XQ ×R
l near (δ0, 0) for some toric monoid Q
and l > 0, such that the local corner component γ of Y at y is identified with
{δ0} × R
l in XQ × R
l. Hence Mˇ exC(Y ), Mˇ
in
C(Y ) have fibres Q ∐ {0}, Q at (y, γ).
As in Remark 3.18(d), the comonoid bundleM∨C(Y ) → C(Y ) of [23, §3.6] also
has fibre Q at (y, γ). It is easy to check that the sheaf of continuous sections of
M∨C(Y ) is canonically isomorphic to Mˇ
in
C(Y ).
6.5 The boundary ∂X and k-corners Ck(X)
If X is a manifold with (g-)corners then the corners C(X) from §3.4 has a
decomposition C(X) =
∐dimX
k=0 Ck(X) with C0(X)
∼= X and C1(X) = ∂X . We
generalize this to firm (interior) C∞-schemes with corners X.
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Definition 6.24. The dimension dimM in N ∐ {∞} of a monoid M is the
maximum length d (or ∞ if there is no maximum) of a chain of prime ideals
∅ ( P1 ( P2 ( · · · ( Pd ( M . If M is finitely generated then dimM < ∞. If
M is toric then dimM = dimR(M ⊗N R).
Let X be a firm C∞-scheme with corners. For each k = 0, 1, . . . , define
the k-corners Ck(X) ⊆ C(X) to be the C∞-subscheme of (x, P ) ∈ C(X)
with dim(Mˇ exC(X))(x,P ) = k + 1. Here (x, P ) 7→ dim(Mˇ
ex
C(X))(x,P ) is a locally
constant function C(X)→ N by Proposition 6.20, so Ck(X) is open and closed
in C(X). Also dim(Mˇ exC(X))(x,P ) > 1 as (Mˇ
ex
C(X))(x,P ) has at least one prime
ideal (Mˇ exC(X))(x,P )\{1}, since (Mˇ
ex
C(X))(x,P ) is sharp and (Mˇ
ex
C(X))(x,P )\{1} 6= ∅
as 0 6= 1. Hence C(X) =
∐
k>0 Ck(X).
We define the boundary ∂X to be ∂X = C1(X) ⊂ C(X).
If X is interior then dim(Mˇ exC(X))(x,P ) = dim(Mˇ
in
C(X))(x,P ) + 1, as chains of
ideals in (Mˇ inC(X))(x,P ) lift to chains in (Mˇ
ex
C(X))(x,P ), plus {0}. Hence Ck(X) is
the C∞-subscheme of (x, P ) ∈ C(X) with dim(Mˇ inC(X))(x,P ) = k.
For X interior, if (Mˇ inC(X))(x,P ) 6= {1} then (Mˇ
in
C(X))(x,P ) \ {1} is prime,
so dim(Mˇ inC(X))(x,P ) > 0. But (Mˇ
in
C(X))(x,P ) = {1} if and only if P = {0},
as 0 6= p ∈ P descends to [p] 6= 1 in (Mˇ inC(X))(x,P ) since O
ex
X,x has no zero
divisors. Hence C0(X) = {(x, {0}) : x ∈ X} ⊆ C(X). It is now easy to see
that ιX :X → C(X) in Definition 6.1 is an isomorphism ιX :X → C0(X).
Example 6.25. Let X be a manifold with (g-)corners and X = FC
∞Schc
Mangc (X),
which is a firm interior C∞-scheme with corners. As in Proposition 6.12 there
is a natural isomorphism C(X) ∼= FC
∞Schc
Mˇangc
(C(X)). It is easy to check that
this identifies Ck(X) ∼= FC
∞Schc
Mangc (Ck(X)) for each k = 0, . . . , dimX .
Example 6.26. If X lies in C∞Schcfi but not C
∞Schcfi,in then C0(X) can
contain (x, P ) with P 6= {0}. For instance, if X = Specc
(
R[x, y]/[xy = 0]
)
then(
(0, 0), 〈x〉
)
and
(
(0, 0), 〈y〉
)
lie in C0(X). Also {0} is not prime in OexX,(0,0), so(
(0, 0), {0}
)
/∈ C(X). Clearly X 6∼= C0(X), as only one of the two is interior.
6.6 Fibre products and corner functors
The authors’ favourite categories of ‘nice’ C∞-schemes with corners generaliz-
ing Mangcin ,Man
gc are C∞Schcto,C
∞Schcto,ex. Theorem 5.34 says that fibre
products and finite limits exist in C∞Schcto. Now we address the question of
when fibre products exist in C∞Schcto,ex, or more generally in C
∞Schcfi,in,ex,
or in categories like those in (5.10) in which the objects are interior, but the
morphisms need not be interior. We use corner functors as a tool to do this.
Theorem 6.27. Let g : X → Z, h : Y → Z be morphisms in C∞Schcto,ex.
Consider the question of whether a fibre product W = X ×g,Z,h Y exists in
C∞Schcto,ex, with projections e :W →X, f :W → Y .
108
(a) If W exists then the following is a bijection of sets:
(e, f) :W −→
{
(x, y) ∈ X × Y : g(x) = h(y)
}
. (6.30)
Note that this need not hold for fibre products in C∞Schcto.
(b) If W exists then W is isomorphic to an open and closed C∞-subscheme
W ′ of C(X) ×C(g),C(Z),C(h) C(Y ), where the fibre product is taken in
C∞Schcto, using C(g), C(h) interior, and exists by Theorem 5.34.
(c) Writing C(X)×C(Z)C(Y ) for the topological space of C(X)×C(Z)C(Y ),
we have a natural continuous map
C(X)×C(Z) C(Y ) //
{
(x, y) ∈ X × Y : g(x) = h(y)
}
,
w′
✤ (ΠC(X),ΠC(Y )) //
(
(x, Px), (y, Py)
) ✤ ΠX×ΠY // (x, y). (6.31)
If there does not exist an open and closed subset W ′ ⊂ C(X)×C(Z) C(Y )
such that (6.31) restricts to a bijection on W ′, then no fibre product W =
X ×g,Z,h Y exists in C
∞Schcto,ex.
(d) Suppose g,h are interior, and a fibre product W = X ×g,Z,h Y , e,f
exists in C∞Schcto. Then W is also a fibre product in C
∞Schcto,ex if
and only if the following diagram is Cartesian in C∞Schcto:
C(W )
C(e)

C(f)
// C(Y )
C(h)

C(X)
C(g) // C(Z),
(6.32)
that is, if C(W ) ∼= C(X)×C(g),C(Z),C(h) C(Y ) in C
∞Schcto.
The analogues hold for C∞Schcfi,in,ex,C
∞Schcfi,Z,ex, and C
∞Schcfi,tf ,ex,
except that (6.30) is a bijection for fibre products in C∞Schcfi,in.
Proof. For (a), suppose W exists, and apply the universal property of fibre
products for morphisms from the point ∗ into W ,X,Y ,Z. There is a 1-1
correspondence between morphisms w : ∗ → W in C∞Schcto,ex and points
w′ = w(∗) ∈W . Using this, the universal property gives the bijection (6.30).
This argument does not work for fibre products in C∞Schcto, as (necessarily
interior) morphisms w : ∗ → W need not correspond to points of W . For
example, morphisms w : ∗→ [0,∞) inC∞Schcto correspond to points of (0,∞)
not [0,∞). Equation (6.30) is not a bijection for the fibre products in C∞Schcto
in Examples 6.29–6.30. This also holds for C∞Schcfi,Z,ex and C
∞Schcfi,tf ,ex.
The inclusion inc : C∞Schcfi,in →֒ C
∞Schcfi,in,ex preserves fibre products
by Theorems 5.33 and 5.34. Thus a fibre product in C∞Schcfi,in is also a fibre
product in C∞Schcfi,in,ex, and (6.30) is a bijection.
For (b), suppose W exists. As C : C∞Schcto,ex → C
∞Schcto preserves
limits by Theorem 6.16, we have C(W ) ∼= C(X) ×C(g),C(Z),C(h) C(Y ). But
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ιW : W → C(W ) is an isomorphism with an open and closed C∞-subscheme
C0(W ) ⊆ C(W ) by Definition 6.24. Part (c) follows from (a),(b).
For (d), let g,h be interior and W be a fibre product in C∞Schcto. If W is
a fibre product in C∞Schcto,ex then (6.32) is Cartesian as C : C
∞Schcto,ex →
C∞Schcto preserves limits by Theorem 6.16, proving the ‘only if’ part.
Suppose (6.32) is Cartesian. Let c : V →X and d : V → Y be morphisms
in C∞Schcto,ex with g ◦ c = h ◦ d. Consider the diagram:
V
c
**
d
..
C(c)◦ιV
in
//
C(d)◦ιV
in
,,b
in
++
a
&&
C(W )ΠW
uu❥❥❥❥
❥❥❥
❥❥❥
❥
C(e)
in

C(f)
in // C(Y )
ΠYuu❥❥❥❥
❥❥❥
❥❥
C(h) in

W
e

f
// Y
h 
C(X)
ΠX
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥
C(g)in // C(Z)
ΠZuu❥❥❥❥
❥❥❥
❥❥
X
g // Z.
Here morphisms labelled ‘in’ are interior.
The morphisms C(c) ◦ ιV : V → C(X), C(d) ◦ ιV : V → C(Y ) are interior
with C(g) ◦ C(c) ◦ ιV = C(h) ◦ C(d) ◦ ιV as g ◦ c = h ◦ d. So the Cartesian
property of (6.32) gives unique interior b : V → C(W ) with C(e)◦b = C(c)◦ιV
and C(f ) ◦ b = C(d) ◦ ιV . Set a = ΠW ◦ b : V →W . Then
e ◦ a = e ◦ΠW ◦ b = ΠX ◦ C(e) ◦ b = ΠX ◦ C(c) ◦ ιV = c ◦ΠV ◦ ιV = c,
and similarly f ◦ a = d. We claim that a : V → W is unique with e ◦ a = c
and f ◦ a = d, which shows that W = X ×g,Z,h Y in C∞Schcto,ex. To see
this, note that as C is right adjoint to inc : C∞Schcto →֒ C
∞Schcto,ex, there
is a 1-1 correspondence between morphisms a : V → W in C∞Schcto,ex and
morphisms b : V → C(W ) in C∞Schcto with a = ΠW ◦ b. But e ◦ a = c,
f ◦ a = d imply that C(e) ◦ b = C(c) ◦ ιV , C(f ) ◦ b = C(d) ◦ ιV , and b is
unique under these conditions as above. This proves the ‘if’ part.
Here are three examples:
Example 6.28. Define manifolds with corners X = [0,∞)2, Y = ∗ a point,
and Z = [0,∞), and exterior maps g : X → Z, h : Y → Z by g(x1, x2) = x1x2
and h(∗) = 0. Let X,Y ,Z, g,h be the images of X, . . . , h under FC
∞Schc
Manc . As
X,Y ,Z are firm, a fibre product W˜ = X ×g,Z,h Y exists in C∞Schcfi, with
W˜ = Specc C, where C = R[x1, x2]/[x1x2 = 0]. Here C, W˜ are not interior, as
the relation x1x2 = 0 is not of interior type. In Theorem 6.27 we have
C(X)×C(Z) C(Y ) ∼= ([0,∞)× {0})∐ ({0} × [0,∞)) ∐ {(0, 0)},
{(x, y) ∈ X × Y : g(x) = h(y)
}
=
{
(x1, x2) ∈ [0,∞)
2 : x1x2 = 0
}
,
where the map (6.31) takes (x1, x2) 7→ (x1, x2). Considering a neighbourhood of
(0, 0) we see that no such open and closed subset W ′ exists in Theorem 6.27(c).
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Hence no fibre productW =X×Z Y exists in C∞Schcfi,in,ex, or C
∞Schcto,ex,
or in any category like those in (5.10) in which the objects are interior, but the
morphisms need not be interior.
The next two examples are ‘b-transverse’, but not ‘c-transverse’, in the sense
of Definition 6.31 below.
Example 6.29. Define manifolds with corners X = Y = [0,∞), Z = [0,∞)2,
and interior maps g : X → Z, h : Y → Z by g(x) = (x, x) and h(y) = (y, y2).
LetX,Y ,Z, g,h be the images of X, . . . , h under F
C∞Schcin
Manc
in
. Then g :X → Z,
h : Y → Z are morphisms in C∞Schcto, so a fibre product W˜ = X ×g,Z,h Y
exists in C∞Schcto by Theorem 5.34.
Using the proof of Theorem 5.34 we can show that W˜ = Speccin C, where
C = Πsain
(
R[x, y]/[x = y, x = y2]
)
∼= R[x, y]/[x = y = 1] ∼= C∞(∗), (6.33)
so W˜ is a single ordinary point, which maps to x = 1 in X and y = 1 in Y .
This is because on applying ΠZin in Theorem 4.48, x = y, x = y
2 force x = y = 1.
In contrast, the fibre product Wˆ = X ×Z Y in C∞Schcfi,in is Wˆ =
Speccin
(
R[x, y]/[x = y, x = y2]
)
, which is two points, an ordinary point at
x = y = 1, and another at x = y = 0 with a non-toric corner structure. Theo-
rems 5.33–5.34 imply that Wˆ is also the fibre product in C∞Schcfi.
For the fibre product W =X ×Z Y in C
∞Schcto,ex, we have
C(X)×C(Z) C(Y ) ∼= {(1, 1)}∐ {(0, 0)} in C
∞Schcto,
which is two ordinary points, (1, 1) from C0(X)×C0(Z) C0(Y )
∼= W˜ , and (0, 0)
from C1(X) ×C2(Z) C1(Y )
∼= ∗ ×∗ ∗. (If we had formed the fibre product
in C∞Schcfi,in there would have been a third, non-toric point over (0, 0) in
C0(X)×C0(Z) C0(Y )
∼= Wˆ .) Also
{(x, y) ∈ X × Y : g(x) = h(y)
}
=
{
(1, 1), (0, 0)
}
.
Thus W ′ = C(X) ×C(Z) C(Y ) satisfies the condition in Theorem 6.27(c), and
in fact W = C(X) ×C(Z) C(Y ) ∼= {(1, 1)} ∐ {(0, 0)} is a fibre product in
C∞Schcto,ex. Hence in this case fibre products X ×Z Y exist in C
∞Schcto
and C∞Schcto,ex, but are different, so inc : C
∞Schcto →֒ C
∞Schcto,ex does not
preserve limits, in contrast to the last part of Theorem 5.33. The same holds
for inc : C∞Schcfi,Z →֒ C
∞Schcfi,Z,ex and inc : C
∞Schcfi,tf →֒ C
∞Schcfi,tf ,ex,
as the fibre products W˜ ,W are the same in these categories.
Example 6.30. Define manifolds with corners X = [0,∞)×R, Y = [0,∞) and
Z = [0,∞)2, and interior maps g : X → Z, h : Y → Z by g(x1, x2) = (x1, x1e
x2)
and h(y) = (y, y). Let X,Y ,Z, g,h be the images of X, . . . , h under FC
∞Schc
Manc .
Then g : X → Z, h : Y → Z are morphisms in C∞Schcto, so a fibre product
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W˜ = X ×g,Z,h Y exists in C∞Schcto by Theorem 5.34. As for (6.33) we find
that W˜ = Speccin C, where
C = Πsain
(
R[x1, x2, y]/[x1 = y, x1e
x2 = y]
)
∼= R[x1, x2, y]/[x1 = y, x2 = 0]
∼= R[y] ∼= C∞([0,∞)),
so W˜ ∼= [0,∞). Similarly, we have a fibre product in C∞Schcto
C(X)×C(Z) C(Y ) ∼=
{
(y, 0, y) : y ∈ [0,∞)
}
∐
{
(0, x2, 0) : x2 ∈ R
}
,
where the first component is C0(X) ×C0(Z) C0(Y )
∼= W˜ , and the second is
C1(X)×C2(Z) C1(Y ). Also
{(x, y) ∈ X × Y : g(x) = h(y)
}
=
{
(x1, x2, y) ∈ [0,∞)× R× [0,∞) :
either x1 = y, x2 = 0 or x1 = y = 0
}
.
Considering a neighbourhood of (0, 0, 0) we see from Theorem 6.27(c) that no
fibre product W = X ×Z Y exists in C∞Schcto,ex. Thus in this case a fibre
product X ×Z Y exists in C∞Schcto, but not in C
∞Schcto,ex.
6.7 B- and c-transverse fibre products in Mangcin ,C
∞Schcto
6.7.1 Results on b- and c-transverse fibre products from [23]
In [23, Def. 4.24] we define transversality for manifolds with g-corners:
Definition 6.31. Let g : X → Z and h : Y → Z be morphisms in Mangcin or
Mˇangcin . Then:
(a) We call g, h b-transverse if bTxg⊕bTyh : bTxX⊕bTyY → bTzZ is surjective
for all x ∈ X and y ∈ Y with g(x) = h(y) = z ∈ Z.
(b) We call g, h c-transverse if they are b-transverse, and for all x ∈ X and
y ∈ Y with g(x) = h(y) = z ∈ Z, the linear map bN˜xg ⊕ bN˜yh : bN˜xX ⊕
bN˜yY → bN˜zZ is surjective, and the submonoid{
(λ, µ)∈M˜xX×M˜yY : M˜xg(λ)=M˜yh(µ) in M˜zZ
}
⊆M˜xX×M˜yY
is not contained in any proper face F ( M˜xX × M˜yY of M˜xX × M˜yY .
Here are the main results on b- and c-transversality [23, Th.s 4.26–4.28]:
Theorem 6.32. Let g : X → Z and h : Y → Z be b-transverse (or c-
transverse) morphisms in Mangcin . Then C(g) : C(X) → C(Z) and C(h) :
C(Y )→ C(Z) are also b-transverse (or c-transverse) morphisms in Mˇangcin .
Theorem 6.33. Let g : X → Z and h : Y → Z be b-transverse morphisms in
Mangcin . Then a fibre product W = X×g,Z,h Y exists in Man
gc
in , with dimW =
dimX + dimY − dimZ. Explicitly, we may write
W ◦ =
{
(x, y) ∈ X◦ × Y ◦ : g(x) = h(y) in Z◦
}
,
112
and take W to be the closure W ◦ of W ◦ in X × Y, and then W is an embedded
submanifold of X × Y, and e : W → X and f : W → Y act by e : (x, y) 7→ x
and f : (x, y) 7→ y.
Theorem 6.34. Suppose g : X → Z and h : Y → Z are c-transverse mor-
phisms in Mangcin . Then a fibre product W = X×g,Z,h Y exists in Man
gc, with
dimW = dimX + dimY − dimZ. Explicitly, we may write
W =
{
(x, y) ∈ X × Y : g(x) = h(y) in Z
}
,
and then W is an embedded submanifold of X × Y, and e : W → X and
f : W → Y act by e : (x, y) 7→ x and f : (x, y) 7→ y. This W is also a fibre
product in Mangcin , and agrees with that in Theorem 6.33.
Furthermore, the following is Cartesian in both Mˇangc and Mˇangcin :
C(W )
C(f)
//
C(e)
C(Y )
C(h) 
C(X)
C(g) // C(Z).
(6.34)
Equation (6.34) has a grading-preserving property, in that if (w, β) ∈ Ci(W )
with C(e)(w, β) = (x, γ) ∈ Cj(X), and C(f)(w, β) = (y, δ) ∈ Ck(Y ), and
C(g)(x, γ) = C(h)(y, δ) = (z, ǫ) ∈ Cl(Z), then i+ l = j + k. Hence
Ci(W ) ∼=
∐
j,k,l>0:i=j+k−l C
l
j(X)×C(g)|···,Cl(Z),C(h)|··· C
l
k(Y ),
where Clj(X) = Cj(X) ∩C(g)
−1(Cl(Z)) and C
l
k(Y ) = Ck(Y ) ∩C(h)
−1(Cl(Z)),
open and closed in Cj(X), Ck(Y ). When i = 1, this gives a formula for ∂W .
6.7.2 F
C∞Schcto
Man
gc
in
, F
C∞Schcto,ex
Mangc preserve b-, c-transverse fibre products
We generalize the last part of Theorem 2.43 to the corners case.
Theorem 6.35. (a) The functor F
C∞Schcto
Man
gc
in
: Mangcin → C
∞Schcto takes b-
and c-transverse fibre products in Mangcin to fibre products in C
∞Schcto.
(b) The functor F
C∞Schcto,ex
Mangc : Man
gc → C∞Schcto,ex takes c-transverse fibre
products in Mangc to fibre products in C∞Schcto,ex.
Proof. For (a), suppose g : X → Z and h : Y → Z are b-transverse in Mangcin ,
and let W = X×g,Z,h Y be the fibre product inMan
gc
in given by Theorem 6.33,
with projections e : W → X and f : W → Y . Write W , . . . ,h for the images
of W, . . . , h under F
C∞Schcto
Man
gc
in
. Let W˜ = X ×g,Z,h Y be the fibre product in
C∞Schcto, with projections e˜ : W˜ →X, f˜ : W˜ → Y , which exists by Theorem
5.34. As g ◦ e = h ◦ f , the universal property of W˜ gives a unique morphism
b :W → W˜ with e = e˜ ◦ b and f = f˜ ◦ b. We must prove b is an isomorphism.
First note that as morphisms b : W → W˜ form a sheaf, this question is
local in W˜ and hence in X,Y ,Z, so it is enough to prove it over small open
113
neighbourhoods of points x ∈ X, y ∈ Y , z ∈ Z with g(x) = h(y) = z. Thus
we may replace X,Y, Z by small open neighbourhoods of x, y, z in X,Y, Z, or
equivalently, by small open neighbourhoods of (δ0, 0) in the local modelsXQ×R
l
for manifolds with g-corners, where Q is a toric monoid, as in Remark 3.10. This
also replaces W by a small open neighbourhood of w = (x, y) in W . As small
open balls about (δ0, 0) in XQ × R
l are diffeomorphic to XQ × R
l, this means
we can suppose that W, . . . , Z are of the form XQ × R
l. So we can take
W ∼= XP × R
k, X ∼= XQ × R
l, Y ∼= XR × R
m, Z ∼= XS × R
n, (6.35)
for toric monoids P,Q,R, S and k, l,m, n > 0, where e, f, g, h : (δ0, 0) 7→ (δ0, 0).
Then W,X, Y, Z are manifolds with g-faces, so by Theorem 5.22(a) we may
takeW = SpeccinC
∞
in (W ), and similarly forX,Y ,Z. Then e = Spec
c
in(e
∗, e∗ex),
where e∗ : C∞(X) → C∞(W ), e∗ex : In(X) ∐ {0} → In(W ) ∐ {0} are the pull-
backs, and similarly for f , g,h. Form a commutative diagram in C∞Ringscto:
C∞in (Y )
ψ ))❘❘
❘❘❘
❘❘❘
❘❘❘
(f∗,f∗ex)
))
C∞in (Z)
(h∗,h∗ex)
22
(g∗,g∗ex) ,,
C
β // C∞in (W ),
C∞in (X)
φ
55❧❧❧❧❧❧❧❧❧❧❧
(e∗,e∗ex)
55
where C is the pushout C∞in (X) ∐C∞in (Z) C
∞
in (Y ) in C
∞Ringscto, which exists
by Proposition 4.50, and φ,ψ are the projections to the pushout, and β ex-
ists by the universal property of pushouts. Since Speccin : (C
∞Ringscto)
op →
C∞Schcto preserves limits, it follows that W˜ = Spec
c
in C and b = Spec
c
in β, and
it is enough to prove that β is an isomorphism.
The pushout C is equivalent to a coequalizer diagram in C∞Ringscto:
C∞in (Z)
(g∗,g∗ex)◦iC∞in (X) //
(h∗,h∗ex)◦iC∞in (Y )
// C∞in (X)⊗
to
∞ C
∞
in (Y ) // C (6.36)
by properties of colimits, for C∞in (X)⊗
to
∞C
∞
in (Y ) the coproduct in C
∞Ringscto.
Now one can show that the coproduct C∞in (X) ⊗∞ C
∞
in (Y ) in C
∞Ringsc is
C∞in (X×Y ). Since this is toric, it coincides with the coproduct in C
∞Ringscto.
Thus we may replace (6.36) by the coequalizer diagram in C∞Ringscto:
C∞in (Z)
((g◦πX)
∗,(g◦πX)
∗
ex) //
((h◦πY )
∗,(h◦πY )
∗
ex)
// C∞in (X × Y ) // C. (6.37)
We deduce that
C ∼= Πsain
(
C∞in (X × Y )
/[
(g ◦ πX)
∗(c′) = (h ◦ πY )
∗(c′), c′ ∈ In(Z)
])
. (6.38)
Here the term C∞in (X × Y )/[· · · ] is the coequalizer of (6.37) in C
∞Ringsc.
There is no need to also impose R-type relations (g ◦ πX)∗(c) = (h ◦ πY )∗(c) for
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x ∈ C∞(Z), as these are implied by (g◦πX)∗(c′) = (h◦πY )∗(c′) for c′ = Ψexp(c)
in In(X). The proof of Theorem 4.20(b) then implies that Πsain(· · · ) is the
coequalizer of (6.37) in C∞Ringscto.
In (6.38), we think of Πsain as mappingC
∞Ringscfi,in → C
∞Ringscto. It does
not change C∞in (X × Y ) as this is already toric, but it can add extra relations.
From the construction of Πsain in the proof of Theorem 4.48, we can prove that
C ∼= C∞in (X × Y )
/[
c′1 = c
′
2: c
′
1, c
′
2 ∈ In(X × Y ), for some c
′ ∈ In(Z)
and n > 1 we have c′1(g ◦ πX)
∗(c′)n = c′2(h ◦ πY )
∗(c′)n
]
.
(6.39)
Here imposing relations c′1 = c
′
2 if c
′
1(g◦πX)
∗(c′) = c′2(h◦πY )
∗(c′) for c′ ∈ In(Z)
has the effect of making (6.39) integral, that is, it applies ΠZin. (Note that
taking c′1 = (h ◦ πY )
∗(c′) and c′2 = (g ◦ πX)
∗(c′) recovers the relations in (6.38),
but c′1(g ◦ πX)
∗(c′) = c′2(h ◦ πY )
∗(c′) also includes relations in the integral
completion.) Then forcing c′1 = c
′
2 when c
′
1(g ◦ πX)
∗(c′)n = c′2(h ◦ πY )
∗(c′)n for
n > 1 also makes (6.39) torsion-free and saturated, that is, it applies Πsatf ◦Π
tf
Z ,
so overall we apply Πsain = Π
sa
tf ◦Π
tf
Z ◦Π
Z
in.
Using (6.39), we now show that β = (β, βex) : C → C
∞
in (W ) is an isomor-
phism, where W is an embedded submanifold in X ×Y as in Theorem 6.33. To
show that β, βex are surjective, it is enough to show that the restriction maps
C∞(X×Y )→ C∞(W ), In(X×Y )→ In(W ) are surjective. That is, all smooth
or interior maps W → R, [0,∞) should extend to X × Y . Locally near (x, y) in
W,X × Y this follows from extension properties of smooth maps on XP × R
l
in [23, Prop. 3.14], and globally it follows from (6.35), which ensures there are
no obstructions from multiplicity functions µc′ as in Remark 3.15.
To show β (or βex) is injective, we need to show that if c1, c2 ∈ C∞(X × Y )
(or c′1, c
′
2 ∈ In(X × Y )), then c1|W = c2|W (or c
′
1|W = c
′
2|W ) if and only if
c1 − c2 lies in the ideal I in C∞(X × Y ) generated by the relations in (6.39)
(or c′1 ∼ c
′
2, where ∼ is the equivalence relation on In(X × Y ) generated by the
relations in (6.39)). Since W is an embedded submanifold defined as a subset of
X × Y by the b-transverse relations (g ◦ πX)∗(c′) = (h ◦ πY )∗(c′) for c′ ∈ In(Z),
this is indeed true, though proving it carefully requires a little work on ideals
in C∞(X × Y ). Therefore β is an isomorphism, completing part (a).
For (b), suppose g : X → Z and h : Y → Z are c-transverse in Mangcin ,
which implies g, h b-transverse, and let W = X×g,Z,h Y be the fibre product in
bothMangcin andMan
gc given by Theorems 6.33–6.34. Then (6.34) is Cartesian
in Mangcin by Theorem 6.34. Write W , . . . ,h for the images of W, . . . , h under
F
C∞Schcto
Man
gc
in
. Then part (a), Proposition 6.12, and Theorem 6.16 imply thatW =
X ×Z Y in C∞Schcto, and (6.32) is Cartesian in C
∞Schcto. Hence Theorem
6.27(d) says W =X ×Z Y in C∞Schcto,ex, and the theorem follows.
Example 6.36. Let X = Y = Z = [0,∞), and g : X → Z, h : Y → Z
map g(x) = x2, h(y) = y2. Then g, h are b- and c-transverse, and the fibre
product W = X×g,Z,h Y inMan
gc
in andMan
gc is W = [0,∞) with projections
e : W → X , f :W → Y mapping e(w) = w, f(w) = w.
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Let W , . . . ,h be the images of W, . . . , h under FC
∞Schc
Manc . Then Theorem
6.35 implies that W = X ×g,Z,h Y in C∞Schcto and C
∞Schcto,ex. But what
about fibre products X ×g,Z,h Y in other categories?
As X ,Y ,Z = SpeccinC
∞
in ([0,∞)) are affine, we can show that the fibre
product Wˆ =X×Z Y in C∞Schcfi,in is Spec
c
in C, where C = R[x, y]/[x
2 = y2].
Then C♯in
∼= Z × Z2, identifying [x] = (1, 0) and [y] = (1, 1) in Z × Z2. We
see that C is firm and integral, but not torsion-free (as C♯in has torsion Z2) or
saturated (as x, y ∈ Cin with x 6= y but x2 = y2). Thus Wˆ is also firm and
integral, but not torsion-free or saturated, and W 6∼= Wˆ .
This shows that F
C∞Schc
Z
Man
gc
in
:Mangcin→C
∞SchcZ and F
C∞Schcfi,in
Man
gc
in
:Mangcin→
C∞Schcfi,in need not preserve b-transverse fibre products. Example 6.29 above
is similar, but Wˆ is not integral. One conclusion is that in Theorem 6.35 it is
essential to work in the categories C∞Schcto,C
∞Schcto,ex of toric C
∞-schemes
with corners, rather than larger categories such as C∞Schcfi,tf ,C
∞Schcfi,Z,
C∞Schcfi,in discussed in §5.6–§5.7. Thus, C
∞Schcto,C
∞Schcto,ex may be re-
garded as natural generalizations of Mangcin ,Man
gc.
6.7.3 Restriction to manifolds with corners
There is an easy way to restrict Theorem 6.35 to Mancin,Man
c:
Definition 6.37. Let g : h→ Z and h : Y → Z be morphisms in Mancin. Fol-
lowing the second author [25, §2.5.4], we call g, h sb-transverse or sc-transverse
(short for strictly b-transverse or strictly c-transverse) if they are b-transverse
or c-transverse inMangcin , respectively, and the fibre productW = X×g,Z,hY in
Mangcin is a manifold with corners, not just g-corners. In [25, §2.5.4] we explain
the sb- and sc-transverse conditions explicitly. Theorems 6.33–6.34 imply that
sb- and sc-transverse fibre products exist in Mancin and Man
c, respectively.
Then Theorem 6.35 implies:
Corollary 6.38. (a) The functor F
C∞Schcto
Manc
in
: Mancin → C
∞Schcto takes sb-
and sc-transverse fibre products in Mancin to fibre products in C
∞Schcto.
(b) The functor F
C∞Schcto,ex
Manc : Man
c → C∞Schcto,ex takes sc-transverse fibre
products in Manc to fibre products in C∞Schcto,ex.
7 Modules, and sheaves of modules
Next we discuss modules over C∞-rings with corners, sheaves of OX -modules
on C∞-schemes with corners X, and (b-)cotangent modules and sheaves.
7.1 Modules over C∞-rings with corners, (b-)cotangent
modules
In §2.2 we discussed modules over C∞-rings. Here is the corners analogue:
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Definition 7.1. Let C = (C,Cex) be a C
∞-ring with corners. A module M
over C, or C-module, is a module over C regarded as a commutative R-algebra
as in Definition 2.16, and morphisms of C-modules are morphisms of R-algebra
modules. Then C-modules form an abelian category, which we write as C-mod.
The basic theory of §2.2 extends trivially to the corners case. So if φ =
(φ, φex) : C → D is a morphism in C∞Ringsc then using φ : C → D we get
functors φ∗ : C-mod → D-mod mapping M 7→ M ⊗C D, and φ
∗ : D-mod →
C-mod mapping N 7→ N .
One might expect that modules over C = (C,Cex) should also include some
kind of monoid module over Cex, but we do not do this.
Example 7.2. Let X be a manifold with corners (or g-corners) and E → X
be a vector bundle, and write Γ∞(E) for the vector space of smooth sections e
of E. This is a module over C∞(X), and hence over the C∞-rings with corners
C∞(X) and C∞in (X) from Example 4.18.
Section 2.2 discussed cotangent modules of C∞-rings, the analogues of cotan-
gent bundles of manifolds. As in §3.5 manifolds with corners X have cotangent
bundles T ∗X which are functorial over smooth maps, and b-cotangent bundles
bT ∗X , which are functorial only over interior maps. In a similar way, for a
C∞-ring with corners C we will define the cotangent module ΩC , and if C is
interior we will also define the b-cotangent module bΩC .
Definition 7.3. Let C = (C,Cex) be a C
∞-ring with corners. Define the
cotangent module ΩC of C to be the cotangent module ΩC of §2.2, regarded as
a C-module. If φ = (φ, φex) : C → D is a morphism in C∞Ringsc then from
Ωφ in §2.2 we get functorial morphisms Ωφ : ΩC → ΩD = φ
∗(ΩD) in C-mod
and (Ωφ)∗ : φ∗(ΩC) = ΩC ⊗C D→ ΩD in D-mod.
Definition 7.4. Let C = (C,Cex) be an interior C
∞-ring with corners, so that
Cex = Cin ∐ {0Cex} with Cin a monoid. Let M be a C-module. A b-derivation
is a map din : Cin → M satisfying the following corners analogue of (2.4): for
any interior g : [0,∞)n → [0,∞) and elements c′1, . . . , c
′
n ∈ Cin, then
din
(
Ψg(c
′
1, . . . , c
′
n)
)
−
n∑
i=1
Φg−1xi ∂g∂xi
(c′1, . . . , c
′
n) · dinc
′
i = 0. (7.1)
Here g interior implies that g−1xi
∂g
∂xi
: [0,∞)n → R is smooth.
It is easy to show that (7.1) implies:
(i) din : Cin →M is a monoid morphism, whereM is a monoid over addition.
(ii) d = din ◦Ψexp : C →M is a C∞-derivation in the sense of Definition 2.18.
(iii) din ◦Ψexp(Φi(c′)) = Φi(c′) · dinc′ for all c′ ∈ Cin.
As interior g : [0,∞)n → [0,∞) are of the form g = xa11 · · ·x
an
n exp f(x1, . . . xn),
with Ψg(c
′
1, . . . , c
′
n) = c
′a1
1 · · · c
′an
n Ψexp(Φf (c
′
1, . . . , c
′
n)) for c
′
1, . . . , c
′
n ∈ Cin, we
can show that (i)–(iii) are equivalent to (7.1).
117
We call such a pair (M, din) a b-cotangent module for C if it has the uni-
versal property that for any b-derivation d′in : Cin → M
′, there exists a unique
morphism of C-modules bλ :M →M ′ with d′in =
bλ ◦ din.
There is a natural construction for a b-cotangent module: we take M to be
the quotient of the free C-module with basis of symbols dinc
′ for c′ ∈ Cin by the
C-submodule spanned by all expressions of the form (7.1). Thus b-cotangent
modules exist, and are unique up to unique isomorphism. When we speak of
‘the’ b-cotangent module, we mean that constructed above, and we write it
as dC,in : Cin → bΩC .
Since dC,in ◦ Ψexp : C → bΩC is a C∞-derivation, the universal property of
ΩC = ΩC in §2.2 implies that there is a unique C-module morphism IC : ΩC →
bΩC with dC,in ◦Ψexp = IC ◦ dC : C → bΩC .
Let φ : C → D be a morphism in C∞Ringscin. Then we have a monoid
morphism φin : Cin → Din. Regarding bΩD as a C-module using φ : C → D,
then dD,in ◦ φin : Cin → bΩD becomes a b-derivation. Thus by the universal
property of bΩC , there exists a unique C-module morphism
bΩφ :
bΩC → bΩD
with dD,in ◦ φin = bΩφ ◦ dC,in. This then induces a morphism of D-modules
(bΩφ)∗ : φ∗(
bΩC) =
bΩC ⊗C D → bΩD. If φ : C → D, ψ : D → E are
morphisms in C∞Ringscin then
bΩψ◦φ =
bΩψ ◦ bΩφ : bΩC → bΩE.
Remark 7.5. (a) We may think of dinc
′ above as d(log c′). As in Example
7.6(b), if X is a manifold with corners and c′ : X → [0,∞) is interior, then
d(log c′) is well defined section of bT ∗X . This holds even at ∂X where we allow
c′ = 0 and log c′ is undefined, as bT ∗X is spanned by x−11 dx1, . . . , x
−1
k dxk, dxk+1,
. . . , dxn in local coordinates (x1, . . . , xn) ∈ R
n
k , and the factors x
−1
1 , . . . , x
−1
k
control the singularities of d log c′.
(b) In Definition 7.4 we could have omitted the condition that C be interior, and
considered monoid morphisms dex : Cex →M such that d = dex ◦Ψexp : C →M
is a C∞-derivation and dex◦Ψexp(Φi(c
′)) = Φi(c
′)dexc
′ for all c′ ∈ Cex. However,
since c′ · 0Cex = 0Cex for all c
′ ∈ Cex we would have dexc′ + dex0Cex = dex0Cex
in M , so dexc
′ = 0, and this modified definition would give bΩC = 0 for any
C. To get a nontrivial definition we took C to be interior, and defined din only
on Cin = Cex \ {0Cex}.
If C lies in the image of Π
C∞Ringscin
C∞Ringsc : C
∞Ringsc →֒ C∞Ringscin from
Definition 4.11 then bΩC = 0, since Cin then contains a zero element 0Cin with
c′ · 0Cin = 0Cin for all c
′ ∈ Cin.
If din : Cin → M is a b-derivation then it is a morphism from a monoid to
an abelian group, and so factors through πgp : Cin → (Cin)gp. This suggests
that b-cotangent modules may be most interesting for integral C∞-rings with
corners, as in §4.7, for which πgp : Cin → (Cin)gp is injective.
7.2 (B-)cotangent modules for manifolds with (g-)corners
Example 7.6. (a) Let X be a manifold with corners. Then Γ∞(T ∗X) is a
module over the R-algebra C∞(X), and so over the C∞-rings with corners
C∞(X) and C∞in (X) from Example 4.18. The exterior derivative d : C
∞(X)→
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Γ∞(T ∗X) is a C∞-derivation, and there is a unique morphism λ : ΩC∞(X) →
Γ∞(T ∗X) such that d = λ ◦ d.
(b) Let X be a manifold with corners (or g-corners), with b-cotangent bundle
bT ∗X as in §3.5. Example 4.18(b) defines a C∞-ring with corners C∞in (X) = C
with Cin = In(X), the monoid of interior maps c
′ : X → [0,∞). We have a
C∞(X)-module Γ∞(bT ∗X). Define din : In(X)→ Γ∞(bT ∗X) by
din(c
′) = c′−1 · bdc′ = bd(log c′), (7.2)
where bd = I∗X ◦ d is the composition of the exterior derivative d : C
∞(X) →
Γ∞(T ∗X) with the projection I∗X : T
∗X → bT ∗X . Here (7.2) makes sense on
the interior X◦ where c′ > 0, but has a unique smooth extension over X \X◦.
We can now show that din : In(X)→ Γ∞(bT ∗X) is a b-derivation in the sense
of Definition 7.4, so there is a unique morphism bλ : bΩC∞in (X) → Γ
∞(bT ∗X)
such that din =
bλ ◦ din.
Theorem 7.7. (a) Let X be a manifold with faces, as in Definition 3.13, such
that ∂X has finitely many connected components. Then Γ∞(T ∗X) is the cotan-
gent module of C∞(X). That is, λ from Example 7.6(a) is an isomorphism.
(b) Let X be a manifold with faces, or a manifold with g-faces, as in Definition
4.37, such that ∂X has finitely many connected components. Then Γ∞(bT ∗X)
is the b-cotangent module of C∞in (X). That is,
bλ from Example 7.6(b) is an
isomorphism.
Proof. The first part of the proof is common to both (a) and (b). Let X be a
manifold with faces, or with g-faces, and suppose ∂X has finitely many con-
nected components, which we write ∂1X, . . . , ∂NX . We will show that the
sharpened monoid C∞in (X)
♯ is finitely generated.
Write [c′] ∈ C∞in (X)
♯ for the C∞in (X)
×-orbit of c′ ∈ C∞in (X). Each such c
′
vanishes to some order ai ∈ N on ∂iX for i = 1, . . . , N . The map C∞in (X) →
NN , c′ 7→ (a1, . . . , aN ) is a monoid morphism, which descends to a morphism
C∞in (X)
♯ → NN , [c′] 7→ (a1, . . . , aN), as N
N is sharp.
It is easy to show that this morphism C∞in (X)
♯ → NN is injective. If X is a
manifold with faces it is also surjective, so C∞in (X)
♯ ∼= NN . If X is a manifold
with g-faces, the image of C∞in (X)
♯ is the submonoid of NN satisfying some
linear equations coming from the higher-dimensional g-corner strata. Therefore
C∞in (X)
♯ is a toric monoid, and so finitely generated.
Choose x1, . . . , xk ∈ C∞in (X) whose images [x1], . . . , [xk] generate C
∞
in (X)
♯.
Following the proof of the Whitney Embedding Theorem, we may choose a
smooth map (xk+1, . . . , xl) : X → R
l−k for some l with l−k > 2 dimX which is
a closed embedding (in a weak sense, in which the inclusion [0,∞) →֒ R counts
as an embedding). Then F := (x1, . . . , xk, xk+1, . . . , xl) : X →֒ [0,∞)
k×Rl−k =
Rlk is an interior closed embedding in a stronger sense, which embeds the corner
strata of X into corner strata of Rlk.
Here as X has (g-)faces, by Proposition 4.36 and Definition 4.37 the natural
morphism λx : (C
∞(X))x∗ → C
∞
x (X) is an isomorphism for all x ∈ X , so as
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[x1], . . . , [xk] generate C
∞
in (X)
♯, they also generate C∞x,in(X)
♯ for each x ∈ X .
Geometrically this means that X near x is nicely embedded in Rlk near F (x),
in such a way that the corner strata of X near x all come from corner strata of
Rlk near F (x). Write X˜ = F (X), as a closed, embedded submanifold of R
l
k.
Thus we have a morphism F ∗ : C∞in (R
l
k) → C
∞
in (X) in C
∞Ringscin. We
claim that F ∗ is surjective. To see this, note that F ∗ is surjective on C∞-rings
as it is a closed embedding, so every smooth function F (X) → R extends to
a smooth function Rlk → R in the usual way. Also (F
∗
in)
♯ : C∞in (R
l
k)
♯ ∼= Nk →
C∞in (X)
♯ is surjective as it maps (a1, . . . , ak) 7→ [x
a1
1 · · ·x
ak
k ], where [x1], . . . , [xk]
generate C∞in (X)
♯. Surjectivity of F ∗in : C
∞
in (R
l
k)→ C
∞
in (X) follows.
Therefore C∞in (X) is isomorphic to the quotient of C
∞
in (R
l
k) by relations
generating the kernel of F ∗in, or equivalently, by equations defining X˜ as a sub-
manifold of Rlk. If X is a manifold with faces then relations of type f = 0 for
f ∈ C∞(Rlk) are sufficient, so in the notation of Definition 4.24 we have
C∞in (X)
∼= C∞in (R
l
k)
/(
f = 0 : f ∈ C∞(Rlk), f |X˜ = 0
)
. (7.3)
If X is a manifold with g-faces we may also need relations of type g = h for
g, h ∈ C∞in (R
l
k), giving
C∞in (X)
∼= C∞in (R
l
k)
/(
f = 0 : f ∈ C∞(Rlk), f |X˜ = 0
)
[
g = h : g, h ∈ C∞in (R
l
k), g|X˜ = h|X˜
]
.
(7.4)
We now prove part (a), so suppose X is a manifold with faces and ∂X
has finitely many boundary components, so that (7.3) holds. Consider the
commutative diagram of C∞(X)-modules with exact rows:
0 // K=Ker(ΩF∗)
µ

// ΩC∞in (Rkl )⊗C∞(Rkl )C
∞(X)=
〈dx1, . . . , dxl〉⊗RC∞(X)
∼= 
ΩF∗
// ΩC∞in (X)
λ

// 0
0 // Γ∞(Ker(dF ∗)) // Γ
∞(F ∗(T ∗Rkl )) =
〈dx1, . . . , dxl〉⊗RC∞(X)
Γ∞(dF∗)// Γ∞(T ∗X) // 0.
(7.5)
Here as F ∗ : C∞(Rkl ) → C
∞(X) is surjective, ΩF∗ is surjective, and the top
row is exact. As the exact sequence 0 → Ker(dF ∗) → F ∗(T ∗Rkl ) → T
∗X → 0
of vector bundles on X splits, the bottom row is exact. It is easy to check
that ΩC∞in (Rkl ) = ΩC∞(Rkl ) = 〈dx1, . . . , dxl〉 ⊗R C
∞(Rkl ) satisfies the universal
property for cotangent modules. Since Γ∞(T ∗Rkl ) = 〈dx1, . . . , dxl〉C∞(Rk
l
), we
see that the two centre terms are 〈dx1, . . . , dxl〉⊗RC∞(X), and are isomorphic.
Clearly the right hand square commutes. Hence by exactness there is a unique
map µ : K → Γ∞(Ker(dF ∗)) making the diagram commute.
As the right hand square of (7.5) commutes, with the central column an
isomorphism, we see that λ is surjective. To prove that λ is injective, and hence
an isomorphism, it is enough to show that µ is surjective. Since X˜ is cut out
transversely in Rkl by equations f = 0 for f ∈ C
∞(Rlk) with f |X˜ = 0, as in
120
(7.3), we see that the vector bundle Ker(dF ∗) → X is spanned over C∞(X)
by sections F ∗(df) for f ∈ C∞(Rlk) with f |X˜ = 0. But then (df) ⊗ 1 lies
in K = Ker(ΩF∗) with F
∗(df) = µ((df) ⊗ 1), so the image of µ contains a
spanning set, and µ is surjective. This proves (a).
For (b), allow X to have faces or g-faces, so that (7.4) holds, and replace
(7.5) by the commutative diagram with exact rows
0 // bK=Ker(bΩF∗)
bµ

//
bΩC∞in (Rkl )⊗C∞(Rkl )C
∞(X)
=〈x−11 dx1, . . . , x
−1
k dxk,
dxk+1, . . . , dxl〉⊗RC∞(X)
∼=

bΩF∗
// bΩC∞in (X)
bλ

// 0
0 // Γ∞(Ker(bdF ∗)) //
Γ∞(F ∗(bT ∗Rkl ))
=〈x−11 dx1, . . . , x
−1
k dxk,
dxk+1, . . . , dxl〉⊗RC∞(X)
Γ∞(bdF∗)// Γ∞(bT ∗X) // 0.
Here bΩC∞in (Rkl ) = 〈x
−1
1 dx1, . . . , x
−1
k dxk, dxk+1, . . . , dxl〉⊗RC
∞(Rkl ) satisfies the
universal property for b-cotangent modules. The argument above gives a unique
map bµ making the diagram commute, and shows bλ is surjective. To prove bλ is
injective, and hence an isomorphism, it is enough to show that bµ is surjective.
Since X˜ is cut out b-transversely in Rkl by equations f = 0 for f ∈ C
∞(Rlk)
with f |X˜ = 0, and (if X has g-faces) equations g = h for g, h ∈ C
∞
in (R
l
k)
with g|X˜ = h|X˜ , we see that the vector bundle Ker(
bdF ∗) → X is spanned
over C∞(X) by sections F ∗(bd exp(f)) for f ∈ C∞(Rlk) with f |X˜ = 0 and
F ∗(bdg − bdh) for g, h ∈ C∞in (R
l
k) with g|X˜ = h|X˜ . But then
bd exp(f)⊗ 1 and
(bdg − bdh)⊗ 1 lie in bK = Ker(bΩF∗) with F ∗(bd exp(f)) = bµ(bd exp(f) ⊗ 1)
and F ∗(bdg− bdh) = bµ((bdg− bdh)⊗1), so the image of bµ contains a spanning
set, and bµ is surjective. This proves (b).
Remark 7.8. The first author [12, Prop.s 4.7.5 & 4.7.9] proves by a different
method that if we allow ∂X to have infinitely many connected components, then
λ is still an isomorphism in Theorem 7.7(a), and bλ is surjective in (b).
7.3 Some computations of b-cotangent modules
The next proposition generalizes Example 2.20:
Proposition 7.9. (a) Let A,Ain be sets and F
A,Ain the free interior C∞-ring
with corners from Definition 4.22, with generators xa ∈ F
A,Ain , ya′ ∈ F
A,Ain
in for
a ∈ A, a′ ∈ Ain. Then there is a natural isomorphism
bΩFA,Ain
∼=
〈
dinΨexp(xa), dinya′ : a ∈ A, a
′ ∈ Ain
〉
R
⊗R F
A,Ain . (7.6)
(b) Suppose C is defined by a coequalizer diagram (4.13) in C∞Ringscin. Then
writing (xa)a∈A, (ya′)a′∈Ain and (x˜b)b∈B, (y˜b′)b′∈Bin for the generators of F
A,Ain
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and FB,Bin , we have an exact sequence
〈
dinΨexp(x˜b), b ∈ B,
diny˜b′ , b
′∈Bin
〉
R
⊗RC
γ //
〈
dinΨexp(xa), a ∈ A,
dinya′ , a
′∈Ain
〉
R
⊗RC
δ // bΩC // 0 (7.7)
in C-mod, where if α = (α, αex) and β = (β, βex) in (4.13) map
α : x˜b 7→eb
(
(xa)a∈A, (ya′)a′∈Ain
)
, αex : y˜b′ 7→gb′
(
(xa)a∈A, (ya′)a′∈Ain
)
,
β : x˜b 7→fb
(
(xa)a∈A, (ya′)a′∈Ain
)
, βex : y˜b′ 7→hb′
(
(xa)a∈A, (ya′)a′∈Ain
)
,
(7.8)
for eb, fb, gb′ , hb′ depending only on finitely many xa, ya′ , then γ, δ are given by
γ(dinΨexp(x˜b)) =
∑
a∈A
φ
(
∂eb
∂xa
(
(xa)a∈A, (ya′)a′∈Ain
)
− ∂fb
∂xa
(
(xa)a∈A, (ya′)a′∈Ain
))
dinΨexp(xa)
+
∑
a′∈Ain
φ
(
ya′
∂eb
∂ya′
(
(xa)a∈A, (ya′)a′∈Ain
)
− ya′
∂fb
∂ya′
(
(xa)a∈A, (ya′)a′∈Ain
))
dinya′ ,
γ(diny˜b′) =
∑
a∈A
φ
(
g−1b′
∂gb′
∂xa
(
(xa)a∈A, (ya′)a′∈Ain
)
− h−1b′
∂hb′
∂xa
(
(xa)a∈A, (ya′)a′∈Ain
))
dinΨexp(xa)
+
∑
a′∈Ain
φ
(
ya′g
−1
b′
∂gb′
∂ya′
(
(xa)a∈A, (ya′)a′∈Ain
)
− ya′h
−1
b′
∂hb′
∂ya′
(
(xa)a∈A, (ya′)a′∈Ain
))
dinya′ ,
δ(dinΨexp(xa)) = din ◦ φin(Ψexp(xa)), δ(dinya′) = din ◦ φin(ya′).
(7.9)
Hence if C is finitely generated (or finitely presented) in the sense of Definition
4.40, then bΩC is finitely generated (or finitely presented).
Proof. Part (a) follows from (b) with B = Bin = ∅, so it is enough to prove (b).
For (b), first note that by Definition 7.4, we have
bΩC =
〈
dinc
′ : c′ ∈ Cin
〉
R
⊗R C
/
〈all relations (7.1)〉. (7.10)
Now let S ⊆ Cin be a generating subset, that is, every c′ ∈ Cin may be written
as c′ = Ψg(s1, . . . , sn) for some interior g : [0,∞)n → [0,∞) and s1, . . . , sn ∈ S.
For each c′ ∈ Cin\S, choose interior gc
′
: [0,∞)n
c′
→ [0,∞) and sc
′
1 , . . . , s
c′
nc
′ ∈ S
with c′ = Ψgc′ (s
c′
1 , . . . , s
c′
nc
′ ), using the Axiom of Choice. Then (7.1) gives
dinc
′ =
nc
′∑
i=1
Φ
(gc′ )−1xi
∂gc
′
∂xi
(sc
′
1 , . . . , s
c′
nc
′ ) · dinsc
′
i . (7.11)
Hence bΩC is spanned over C by dins for s ∈ S, and we may write bΩC as
〈dins : s ∈ S〉R ⊗R C/(relations). The relations required are the result of taking
all relations (7.1) in (7.10), and using (7.11) to substitute for all terms dinc
′ for
c′ ∈ Cin \S, so that the resulting relation is a finite C-linear combination of dins
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for s ∈ S. A calculation using Definition 4.4(ii) shows that this relation is of
the form (7.1) with c′1, . . . , c
′
n ∈ S. Hence
bΩC ∼=
〈
dinc
′ : c′ ∈ S
〉
R
⊗R C
/〈
all relations (7.1) with c′1, . . . , c
′
n ∈ S
〉
. (7.12)
Now let C be as in (4.13). Then C has R type generators φ(xa) for a ∈ A and
[0,∞) type generators φin(ya′) for a
′ ∈ Ain. But (7.12) only allows for [0,∞)
type generators. To convert R type generators to [0,∞) type generators observe
that, in a similar way to the proof of Proposition 4.10, any smooth function
R → R or R → [0,∞) may be extended to a smooth function [0,∞)2 → R
or [0,∞)2 → [0,∞) by mapping t ∈ R to (x, y) = (et, e−t) ∈ [0,∞)2, which
then satisfies xy = 1. Thus, we may replace R type generators φ(xa) ∈ C by
pairs of [0,∞) type generators φin ◦Ψexp(xa), φin ◦Ψexp(−xa) in Cin, satisfying
the relation (φin ◦ Ψexp(xa)) · (φin ◦ Ψexp(−xa)) = 1. But applying din to this
relation yields din(φin ◦Ψexp(xa)) + din(φin ◦Ψexp(−xa)) = 0. Hence by taking
S =
{
φin ◦Ψexp(±xa) : a ∈ A
}
∪
{
φin(ya′) : a
′ ∈ Ain
}
in (7.12), we see that
bΩC∼=
〈
din(φin ◦Ψexp(±xa)) : a ∈ A, din(φin(ya′)) : a′ ∈ Ain
〉
R
⊗R C〈
din(φin ◦Ψexp(xa)) + din(φin ◦Ψexp(−xa)) = 0, a ∈ A,
other relations (7.1) with c′i = φin ◦Ψexp(±xa), φin(ya′)
〉 . (7.13)
Clearly we can omit the generator dinφin◦Ψexp(−xa) and the first relation on
the bottom of (7.13) for a ∈ A. We can also omit the ‘φin’ in din(φin◦Ψexp(±xa)),
din(φin(ya′)), as these are only formal symbols anyway. Furthermore, in F
A,Ain
in
in (4.13), the only relations between the generators Ψexp(±xa), a ∈ A, ya′ ,
a′ ∈ Ain, are generated by Ψexp(xa) ·Ψexp(−xa) = 1 for a ∈ A. Hence in (7.13),
the ‘other relations’ must all come from FB,Bin . But the relations in FA,Ainin
from FB,Bin are generated by αin(Ψexp(±x˜b)) = βin(Ψexp(±x˜b)), b ∈ B, and
αin(y˜b′) = βin(y˜b′), b
′ ∈ Bin. Putting all this together and using (7.8) yields
bΩC∼=
〈
dinΨexp(xa) : a ∈ A, dinya′ : a′ ∈ Ain
〉
R
⊗R C〈
din ◦Ψexp
(
eb
(
(xa)a∈A, (ya′)a′∈Ain
))
−din ◦Ψexp
(
fb
(
(xa)a∈A, (ya′)a′∈Ain
))
= 0, b ∈ B,
din
(
gb′
(
(xa)a∈A, (ya′)a′∈Ain
))
−din
(
hb′
(
(xa)a∈A, (ya′)a′∈Ain
))
= 0, b′ ∈ Bin
〉
. (7.14)
By (7.1) and (7.9), the relations in (7.14) are γ(dinΨexp(x˜b)) = 0, b ∈ B,
and γ(diny˜b′) = 0, b
′ ∈ Bin. Hence (7.14) shows that bΩC ∼= Coker γ. Since this
isomorphism is realized by mapping dinΨexp(xa) 7→ din ◦φin(Ψexp(xa), dinya′ 7→
din ◦ φin(ya′), which is δ in (7.9), we see that (7.7) is exact, proving (b).
We can compute the b-cotangent module of an interior C∞-ring with corners
C modified by generators and relations, as in §4.5.
Proposition 7.10. Suppose C ∈ C∞Ringscin, and we are given sets A,Ain,
B,Bin, so that C(xa : a ∈ A)[ya′ : a′ ∈ Ain] ∈ C∞Ringscin, and elements
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fb ∈ C(xa : a ∈ A)[ya′ : a′ ∈ Ain] and gb′ , hb′ ∈ C(xa : a ∈ A)[ya′ : a′ ∈ Ain]in
for b ∈ B and b′ ∈ Bin. Define D ∈ C∞Ringscin by
D =
(
C(xa : a∈A)[ya′ : a
′∈Ain]
)/(
fb=0, b∈B
)[
gb′=hb′ , b
′∈Bin
]
, (7.15)
in the notation of Definition 4.24, with natural morphism π : C →D. Then we
have an exact sequence in D-mod:
〈dinΨexp(x˜b), b∈B〉R⊗RD
⊕〈din(y˜b′), b
′∈Bin〉R⊗RD
α //
bΩC ⊗C D⊕
〈dinΨexp(xa), a∈A〉R⊗RD
⊕〈din(ya′), a
′∈Ain〉R⊗RD
β // bΩD // 0. (7.16)
Here we regard α as mapping to
bΩC(xa:a∈A)[ya′ :a′∈Ain] ⊗C(xa:a∈A)[ya′ :a′∈Ain] D =
bΩC⊗∞FA,Ain ⊗C⊗∞FA,Ain D
∼=
(
bΩC ⊗C (C ⊗∞ F
A,Ain)⊕ bΩFA,Ain ⊗FA,Ain (C ⊗∞ F
A,Ain)
)
⊗C⊗∞FA,Ain D
∼= bΩC ⊗C D⊕
bΩFA,Ain ⊗FA,Ain D
∼= bΩC ⊗C D⊕ 〈pa, a ∈ A〉R⊗RD⊕ 〈qa′ , a
′ ∈ Ain〉R⊗RD,
using Proposition 7.9(a) in the last step, and then α, β act by
α =
(
dinΨexp(x˜b) 7−→ din ◦Ψexp(fb)
din(y˜b′) 7−→ din(gb′)− din(hb′)
)
, β =

(bΩπ)∗id
id

 . (7.17)
Proof. Proposition 4.23(b) gives a coequalizer diagram for C in C∞Ringscin:
F
D,Din
γ
..
δ
00 FC,Cin
φ // C. (7.18)
We can extend this to a coequalizer diagram for D:
F
B∐D,Bin∐Din
ǫ ..
ζ
00 FA∐C,Ain∐Cin
ψ // D. (7.19)
Here ǫ, ζ act as γ, δ do on the generators from D,Din, and as ǫ(x˜b) = f˜b,
ǫin(y˜b′) = g˜b′ , ζ(x˜b) = 0, ζin(y˜b′) = h˜b′ on the generators from B,Bin, where
f˜b, g˜b′ , h˜b′ are lifts of fb, gb′ , hb′ along the surjective morphism F
A∐C,Ain∐Cin →
C(xa : a ∈ A)[ya′ : a′ ∈ Ain] induced by φ. Also ψ acts as φ does on the
generators from C,Cin, and as the identity on generators xa, ya′ from A,Ain.
Thus the effect of enlarging FC,Cin to FA∐C,Ain∐Cin is to enlarge C to C(xa :
a ∈ A)[ya′ : a′ ∈ Ain], and the effect of enlarging F
D,Din to FB∐D,Bin∐Din is to
quotient C(xa : a ∈ A)[ya′ : a′ ∈ Ain] by extra relations ǫ(x˜b) = ζ(x˜b) for b ∈ B,
which means fb = 0, and ǫin(y˜b′) = ζin(y˜b′) for b
′ ∈ Bin, which means gb′ = hb′ .
So the result is D in (7.15).
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Now consider the commutative diagram:
〈
dinΨexp(v˜d), d ∈ D,
dinw˜d′ , d
′∈Din
〉
R
⊗RD
(
0
∗
)

(
0
id
)
//
〈
dinΨexp(x˜b), b ∈ B,
diny˜b′ , b
′∈Bin
〉
R
⊗RD⊕〈
dinΨexp(v˜d), d ∈ D,
dinw˜d′ , d
′∈Din
〉
R
⊗RD
(
∗ 0
∗ ∗
)
〈
dinΨexp(xa), a ∈ A,
dinya′ , a
′∈Ain
〉
R
⊗RD〈
dinΨexp(vc), c ∈ C,
dinwc′ , c
′∈Cin
〉
R
⊗RD
(
0 ∗
id 0
)

〈
dinΨexp(xa), a ∈ A,
dinya′ , a
′∈Ain
〉
R
⊗RD〈
dinΨexp(vc), c ∈ C,
dinwc′ , c
′∈Cin
〉
R
⊗RD
(∗ ∗)

〈dinΨexp(x˜b), b∈B〉R⊗RD
⊕〈din(y˜b′ ), b
′∈Bin〉R⊗RD
α //
bΩC ⊗C D⊕
〈dinΨexp(xa), a∈A〉R⊗RD
⊕〈din(ya′), a
′∈Ain〉R⊗RD

β // bΩD

// 0
0 0.
The middle column is the direct sum of −⊗C D applied to (7.7) from Proposi-
tion 7.9(b) for (7.18) and the identity map on 〈dinΨexp(xa), dinya′〉R ⊗R D, and
the right hand column is (7.7) for (7.19). Thus the columns are exact. Some
diagram-chasing in exact sequences and the snake lemma then shows the third
row is exact. But this is (7.16), so the proposition follows.
Here is an analogue of Proposition 2.21:
Proposition 7.11. Let C be an interior C∞-ring with corners and A ⊆ C,
Ain ⊆ Cin be subsets, and write D = C(a−1 : a ∈ A)[a′−1 : a′ ∈ Ain] for the
localization in Definition 4.26, with projection π : C → D. Then (bΩπ)∗ :
bΩC ⊗C D→ bΩD is an isomorphism of D-modules.
Proof. We may write D by adding generators and relations to C as in (4.16),
where we add an R-generator xa and R-relation a · xa = 1 for each a ∈ A, and
a [0,∞)-generator ya′ and [0,∞)-relation a′ · ya′ = 1 for each a′ ∈ Ain. Then
Proposition 7.10 gives an exact sequence (7.16) computing bΩD. But in this
case the contributions from the generators xa, ya′ in the middle of (7.16) are
exactly cancelled by the contributions from the relations a · xa = 1, a
′ · ya′ = 1
on the left of (7.16). That is, α in (7.16) induces an isomorphism from the x˜b, y˜b′
terms to the xa, ya′ terms. So by exactness we see that the top component of β
in (7.16), which is (bΩπ)∗ :
bΩC ⊗C D→ bΩD, is an isomorphism.
We show that the reflection functors ΠZin,Π
tf
Z ,Π
sa
tf ,Π
sa
in in Theorem 4.48 do
not change b-cotangent modules, in a certain sense.
Proposition 7.12. Theorem 4.48 constructs ΠZin : C
∞Ringscin → C
∞RingscZ
left adjoint to inc : C∞RingscZ →֒ C
∞Ringscin. For each C ∈ C
∞Ringscin,
there is a natural surjective morphism π : C → ΠZin(C) =: D in C
∞Ringscin,
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the unit of the adjunction. Thus Definition 7.4 gives a morphism (bΩπ)∗ :
π∗(
bΩC) =
bΩC ⊗C D→ bΩD in D-mod. Then (bΩπ)∗ is an isomorphism.
The analogue holds for the other functors ΠtfZ ,Π
sa
tf ,Π
sa
in in Theorem 4.48.
Proof. The definition of D = ΠZin(C) in the proof of Theorem 4.48 involves
inductively constructing a sequence C = C0 ։ C1 ։ C2 ։ · · · and setting
D = lim−→
∞
n=0C
n. Here Cn+1 = Cn/[gb′ = hb′ , b
′ ∈ Bnin], where the relations are
gb′ = hb′ if gb′ , hb′ ∈ C
n
in with π
gp(gb′) = π
gp(hb′). This is equivalent to the
existence of ib′ ∈ C
n
in with gb′ib′ = hb′ ib′ . But then in
bΩCn we have
dingb′ + dinib′ = din(gb′ ib′) = din(hb′ ib′) = dinhb′ + dinib′ ,
so dingb′ = dinhb′ . Applying Proposition 7.10 with C
n in place of C and A =
Ain = B = ∅ gives an exact sequence in C
n+1-mod:
〈din(y˜b′), b′∈Bnin〉R⊗RD
α // bΩCn ⊗Cn C
n+1 β // bΩCn+1 // 0.
Here α maps din(y˜b′) 7→ dingb′ − dinhb′ = 0 by (7.17), so α = 0, and β is an
isomorphism. Applying −⊗Cn+1 D shows that the natural map
bΩCn ⊗Cn D→
bΩCn+1 ⊗Cn+1 D is an isomorphism. Thus by induction on n and C
0 = C we
see that bΩC ⊗C D ∼= bΩCn ⊗Cn D for all n > 0.
Now D ∼= C/[g˜b′ = h˜b′ , b′ ∈
∐
n>0B
n
in], where the relations g˜b′ = h˜b′ are
lifts to C of all relations gb′ = hb′ in C
n+1 = Cn/[gb′ = hb′ , b
′ ∈ Bnin] for
all n > 0. Since dingb′ = dinhb′ in
bΩCn , and hence in
bΩCn ⊗Cn D, and
bΩC ⊗C D ∼= bΩCn ⊗Cn D, we see that ding˜b′ = dinh˜b′ in bΩC ⊗C D for all such
g˜b′ , h˜b′ . Thus in (7.16) for C,D with A,Ain, B = ∅ and Bin =
∐
n>0B
n
in we
again have α = 0, so β = (bΩπ)∗ :
bΩC ⊗C D→ bΩD is an isomorphism.
For ΠtfZ a similar proof works. In this case C
n+1 = Cn/[gb′ = hb′ , b
′ ∈ Bnin],
with relations gb′ = hb′ if gb′ , hb′ ∈ C
n
in with π
tf(gb′) = π
tf(hb′), which (as C
n is
integral) is equivalent to gnb′ = h
n
b′ for some n > 1. But then n dingb′ = din(g
n
b′) =
din(h
n
b′) = n dinhb′ , so dingb′ = dinhb′ , and the rest of the proof is unchanged.
For Πsatf , now C
n+1 = Cn[yb′ : b
′ ∈ Bnin]/[y
nb′
b′ = hb′ , b
′ ∈ Bnin], for hb′ in
C
n
in ⊆ (C
n
in)
gp and nb′ > 2 for which there exists (unique) c
′′ ∈ (Cnin)
gp \Cnin with
nb′ · c′′ = hb′ . That is, we introduce generators yb′ and relations y
nb′
b′ = hb′ in
pairs. Since y
nb′
b′ = hb′ implies that nb′ · dinyb′ = dinhb′ , again (7.16) implies
that bΩCn⊗Cn C
n+1 → bΩCn+1 is an isomorphism, and the rest of the argument
is similar. As Πsain = Π
sa
tf ◦Π
tf
Z ◦Π
Z
in, the result for Π
sa
in follows.
7.4 B-cotangent modules of pushouts
The next theorem generalizes Theorem 2.22.
Theorem 7.13. Suppose we are given a pushout diagram in C∞Ringscin,
C∞RingscZ,C
∞Ringsctf , or C
∞Ringscsa:
C
β
//
α

E
δ 
D
γ // F,
(7.20)
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so that F = D∐C E. Then the following sequence of F-modules is exact:
bΩC ⊗C,γ◦α F
(bΩα)∗⊕−(
bΩβ)∗//
bΩD ⊗D,γ F⊕
bΩE ⊗E,δ F
(bΩγ )∗⊕(
bΩδ)∗ // bΩF // 0. (7.21)
Here (bΩα)∗ :
bΩC ⊗C,γ◦α F → bΩD ⊗D,γ F is induced by bΩα : bΩC → bΩD,
and so on. Note the sign of −(bΩβ)∗ in (7.21).
Proof. First suppose (7.20) is a pushout in C∞Ringscin. By
bΩψ◦φ =
bΩψ ◦bΩφ
in Definition 7.4 and commutativity of (7.20) we have bΩγ ◦ bΩα = bΩγ◦α =
bΩδ◦β =
bΩδ ◦
bΩβ :
bΩC →
bΩF. Tensoring with F then gives (
bΩγ)∗ ◦(
bΩα)∗ =
(bΩδ)∗ ◦ (bΩβ)∗ : bΩC ⊗C F→ bΩF. As the composition of morphisms in (7.21)
is (bΩγ)∗ ◦ (bΩα)∗ − (bΩδ)∗ ◦ (bΩβ)∗, this implies (7.21) is a complex.
Apply Proposition 4.41 to (7.20), using Proposition 4.23(b) to choose co-
equalizer presentations (4.22)–(4.24) for C,D,E in C∞Ringscin, so we have a
presentation (4.25) for F. Thus Proposition 7.9(b) gives exact sequences
〈
dinΨexp(s˜b), b ∈ B,
dint˜b′ , b
′∈Bin
〉
R
⊗RF
ǫ1 //
〈
dinΨexp(sa), a ∈ A,
dinta′ , a
′∈Ain
〉
R
⊗RF
ζ1 // bΩC ⊗C F // 0, (7.22)
〈
dinΨexp(u˜d), d ∈ D,
dinv˜b′ , d
′∈Din
〉
R
⊗RF
ǫ2 //
〈
dinΨexp(uc), c ∈ C,
dinvc′ , c
′∈Cin
〉
R
⊗RF
ζ2 // bΩD ⊗D F // 0, (7.23)
〈
dinΨexp(w˜f ), f ∈ F,
dinx˜f ′ , f
′∈Fin
〉
R
⊗RF
ǫ3 //
〈
dinΨexp(we), e ∈ E,
dinxe′ , e
′∈Ein
〉
R
⊗RF
ζ3 // bΩE ⊗E F // 0, (7.24)
〈
dinΨexp(y˜h), h ∈ H,
dinz˜h′ , h
′∈Hin
〉
R
⊗RF
ǫ4 //
〈
dinΨexp(yg), g ∈ G,
dinzg′ , g
′∈Gin
〉
R
⊗RF
ζ4 // bΩF // 0, (7.25)
where for (7.22)–(7.24) we have tensored (7.7) for C,D,E with F, and we write
s1, . . . , z˜h′ for the generators in F
A,Ain , . . . ,FH,Hin as shown.
Now consider the diagram
〈
dinΨexp(sa), a ∈ A,
dinta′ , a
′∈Ain
〉
R
⊗RF⊕〈
dinΨexp(u˜d), d ∈ D,
dinv˜b′ , d
′∈Din
〉
R
⊗RF⊕〈
dinΨexp(w˜f ), f ∈ F,
dinx˜f ′ , f
′∈Fin
〉
R
⊗RF
ǫ4=(
θ1 ǫ2 0
−θ2 0 ǫ3
) //
(ζ1 0 0)

〈
dinΨexp(uc), c ∈ C,
dinvc′ , c
′∈Cin
〉
R
⊗RF⊕〈
dinΨexp(we), e ∈ E,
dinxe′ , e
′∈Ein
〉
R
⊗RF
ζ4
//
(
ζ2 0
0 ζ3
)

bΩF //
idbΩF
0
bΩC ⊗C F
(
(bΩα)∗
−(bΩβ)∗
)
// bΩD ⊗D F⊕
bΩE ⊗E F
(
(bΩγ )∗ (
bΩδ)∗
)
// bΩF // 0.
(7.26)
Here the top row is (7.25), except that we have substituted for G,Gin, H,Hin
in terms of A, . . . , Fin as in (4.25), and labelled the corresponding generators
as in (7.22)–(7.24). Then ǫ4 in (7.25) is written in matrix form in (7.26) as
shown, where θ1, θ2 are induced by the morphism F
A,Ain → FC,Cin⊗∞F
E,Ein ∼=
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F
C∐E,Cin∐Ein = FG,Gin lifting FA,Ain → D ⊗∞ E chosen during the proof of
Proposition 4.41. The bottom line is the complex (7.21).
The left hand square of (7.26) commutes as ζ2 ◦ ǫ2 = ζ3 ◦ ǫ3 = 0 by exactness
of (7.23)–(7.24) and ζ2 ◦ θ1 = (bΩα)∗ ◦ ζ1, ζ3 ◦ θ2 = (bΩβ)∗ ◦ ζ1 follow from the
definition of θ1, θ2. The right hand square commutes as ζ4 and (
bΩγ)∗ ◦ ζ2 map
dinΨexp(uc) 7→ dinΨexp◦γ◦χ(uc) and dinvc′ 7→ dinγin◦χin(vc′), and similarly for
(bΩδ)∗ ◦ ζ3. Hence (7.26) commutes. The columns are surjective since ζ1, ζ2, ζ3
are surjective as (7.22)–(7.24) are exact and identities are surjective.
The bottom right morphism
(
(bΩγ)∗ (
bΩδ)∗
)
in (7.26) is surjective as ζ4 is
and the right hand square commutes. Also surjectivity of the middle column
implies that it maps Ker ζ4 surjectively onto Ker
(
(bΩγ)∗ (
bΩδ)∗
)
. But Ker ζ4 =
Im ǫ4 as the top row is exact, so as the left hand square commutes we see that(
(bΩα)∗ − (
bΩβ)∗
)
T surjects onto Ker
(
(bΩγ)∗ (
bΩδ)∗
)
, and the bottom row of
(7.26), which is (7.21), is exact. This proves the theorem for C∞Ringscin.
Next suppose (7.20) is a pushout diagram inC∞RingscZ. Let F˜ = D∐CE be
the pushout in C∞Ringscin, which exists by Theorem 4.20(b), with projections
γ˜ : D → F˜, δ˜ : E → F˜. Since ΠZin : C
∞Ringscin → C
∞RingscZ in Theorem
4.48 preserves colimits as it is a left adjoint, and acts as the identity on C,D,E
as they are integral, we see that F ∼= ΠZin(F˜). The natural projection π : F˜ →
ΠZin(F˜)
∼= F is the morphism induced by (7.20) and the pushout property of F˜,
so that γ = π ◦ γ˜ and δ = π ◦ δ˜.
The first part implies that (7.21) with F˜, γ˜, δ˜ in place of F,γ, δ is exact.
Applying − ⊗
F˜
F to this shows the following is exact:
bΩC⊗C,γ◦αF
(bΩα)∗⊕−(
bΩβ)∗//
bΩD⊗D,γF⊕
bΩE ⊗E,δ F
(bΩγ˜ )∗⊕(
bΩδ˜)∗ // bΩ
F˜
⊗
F˜
F // 0. (7.27)
Now Proposition 7.12 shows that (bΩπ)∗ :
bΩ
F˜
⊗
F˜
F→ bΩF is an isomorphism.
Combining this with (7.27) and (bΩγ)∗ = (
bΩπ)∗ ◦ (bΩγ˜)∗, (bΩγ)∗ = (bΩπ)∗ ◦
(bΩγ˜)∗ as γ = π ◦ γ˜, δ = π ◦ δ˜ shows that (7.21) is exact. The proofs for
C∞Ringsctf ,C
∞Ringscsa are the same, using Π
tf
Z ,Π
sa
tf in Theorem 4.48.
7.5 Sheaves of OX-modules, and (b-)cotangent sheaves
We define sheaves ofOX -modules on a C
∞-ringed space with corners, as in §2.6.
Definition 7.14. Let (X,OX) be a C
∞-ringed space with corners. A sheaf
of OX -modules, or simply an OX -module, E on X , is a sheaf of OX -modules
on X , as in Definition 2.44, where OX is the sheaf of C∞-rings in OX . A
morphism of sheaves of OX-modules is a morphism of sheaves of OX -modules.
Then OX -modules form an abelian category, which we write as OX -mod. An
OX -module E is called a vector bundle of rank n if we may cover X by open
U ⊆ X with E|U ∼= OX |U ⊗R R
n.
Pullback sheaves are defined analogously to Definition 2.45.
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Definition 7.15. Let f = (f, f ♯, f ♯ex) : (X,OX ,O
ex
X ) → (Y,OY ,O
ex
Y ) be a
morphism in C∞RSc, and E be an OY -module. Define the pullback f
∗(E) by
f∗(E) = f∗(E), the pullback in Definition 2.45 for f = (f, f ♯) : (X,OX) →
(Y,OY ). If φ : E → F is a morphism of OY -modules we have a morphism of
OX -modules f
∗(φ) = f∗(φ) = f−1(φ) ⊗ idOX : f
∗(E)→ f∗(F).
Example 7.16. Let X be a manifold with corners, or with g-corners, and
E → X a vector bundle. WriteX = FC
∞Schc
Mangc (X) for the associatedC
∞-scheme
with corners. For each open set U ⊆ X , write E(U) = Γ∞(E|U ), as a module
over OX(U) = C
∞(U), and for open V ⊆ U ⊆ X define ρUV : E(U)→ E(V ) by
ρUV (e) = e|V . Then E is the OX -module of smooth sections of E.
If F → X is another vector bundle with OX -module F , then vector bundle
morphisms E → F are in natural 1-1 correspondence with OX -module mor-
phisms E → F . If f : W → X is a smooth map of manifolds with (g-)corners
and f = FC
∞Schc
Mangc : W → X then the vector bundle f
∗(E) → W corresponds
naturally to the OW -module f
∗(E).
Definition 7.17. Let X = (X,OX) be a C
∞-ringed space with corners, and
X = (X,OX) the underlying C∞-ringed space. Define the cotangent sheaf T ∗X
of X to be the cotangent sheaf T ∗X of X from Definition 2.46.
If U ⊆ X is open then we have an equality of OX |U -modules
T ∗U = T ∗(U,OX |U ) = T
∗X|U .
Let f = (f, f ♯, f ♯ex) : X → Y be a morphism of C
∞-ringed spaces. Define
Ωf : f
∗(T ∗Y )→ T ∗X to be a morphism of the cotangent sheaves by Ωf = Ωf ,
where f = (f, f ♯) : (X,OX)→ (Y,OY ).
Definition 7.18. Let X = (X,OX) be an interior local C
∞-ringed space with
corners. For each open U ⊂ X , let dU,in : OinX(U) →
bΩCU be the b-cotangent
module associated to the interior C∞-ring with corners CU = (OX(U),O
in
X(U)∐
{0}), where ∐ is the disjoint union. Here OinX(U) is the set of all elements of
OexX (U) that are non-zero in each stalk O
ex
X,x for all x ∈ U . Note that O
in
X is a
sheaf of monoids on X .
For each open U ⊆ X , the b-cotangent modules bΩCU define a presheaf
PbT ∗X of OX -modules, with restriction map
bΩρUV :
bΩCU →
bΩCV defined
in Definition 7.4. Denote the sheafification of this presheaf the b-cotangent sheaf
bT ∗X of X. Properties of sheafification imply that, for each open set U ⊆ X ,
there is a canonical morphism bΩCU →
bT ∗X(U), and we have an equality
of OX |U -modules bT ∗(U,OX |U ) = bT ∗X|U . Also, for each x ∈ X , the stalk
bT ∗X|x ∼= bΩOX,x , where
bΩOX,x is the b-cotangent module of the interior local
C∞-ring with corners OX,x.
For a morphism f = (f, f ♯, f ♯ex) : X → Y of interior local C
∞-ringed spaces,
we define the morphism of b-cotangent sheaves bΩf : f
∗(bT ∗Y ) → bT ∗X by
firstly noting that f∗(bT ∗Y ) is the sheafification of the presheaf P(f∗(bT ∗Y ))
acting by
U 7−→ P(f∗(bT ∗Y ))(U) = limV⊇f(U)
bΩOY (V ) ⊗OY (V ) OX(U),
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as in Definition 2.46. Then, following Definition 2.46, define a morphism of
presheaves PbΩf : P(f
∗(bT ∗Y ))→ PT ∗X on X by
(PbΩf )(U) = limV⊇f(U)(
bΩρ
f−1(V )U◦f♯(V )
)∗,
where (bΩρ
f−1(V )U◦f♯(V )
)∗ :
bΩOY (V )⊗OY (V )OX(U)→
bΩOX (U)=(P
bT ∗X)(U)
is constructed as in Definition 2.18 from the C∞-ring with corners morphisms
f ♯(V ) : OY (V ) → OX(f
−1(V )) from f ♯ : OY → f∗(OX) corresponding to
f ♯ in f as in (2.8), and ρf−1(V )U : OX(f
−1(V )) → OX(U) in OX . Define
bΩf : f
∗(bT ∗Y )→ bT ∗X to be the induced morphism of the associated sheaves.
We prove an analogue of Theorem 2.48(e):
Proposition 7.19. Let C ∈ C∞Ringscin, and set X = Spec
c
in C. Then there
is a canonical isomorphism bT ∗X ∼= MSpec bΩC in OX -mod.
Proof. By Definitions 2.47 and 7.18, MSpec bΩC and
bT ∗X are sheafifications
of presheaves PMSpec bΩC ,PbT ∗X, where for open U ⊆ X we have
PMSpec bΩC(U) =
bΩC ⊗C OX(U) and P
bT ∗X(U) = bΩOinX(U),
writing OinX(U) = (OX(U),O
in
X(U) ∐ {0}). We have morphisms ΞC : C →
OinX(X) in C
∞Ringscin from Definition 5.14, and restriction ρXU : O
in
X(X)→
OinX(U) from OX , and so as in Definition 7.3 a morphism of OX(U)-modules
Pρ(U) := (ρXU ◦ ΞC)∗ :
bΩC ⊗C OX(U) → bΩOin
X
(U). This defines a mor-
phism of presheaves Pρ : PMSpec bΩC → P
bT ∗X, and so sheafifying induces a
morphism ρ : MSpec bΩC → bT ∗X.
The induced morphism on stalks at x ∈ X is ρx = (πx)∗ : bΩC ⊗C Cx →
bΩCx , where πx : C → Cx
∼= OX,x is projection to the local C∞-ring with
corners Cx. But Cx is the localization (4.17), so Proposition 7.11 says (πx)∗
is an isomorphism. Hence ρ : MSpec ΩC → T ∗X is a sheaf morphism which
induces isomorphisms on stalks at all x ∈ X , so ρ is an isomorphism.
The next theorem shows that T ∗X, bT ∗X are good analogues of the (b-)co-
tangent bundles of manifolds with (g-)corners.
Theorem 7.20. (a) Let X be a manifold with corners, and X = FC
∞Schc
Manc (X)
the associated C∞-scheme with corners. Then there is a natural, functorial
isomorphism between the cotangent sheaf T ∗X of X, and theOX-module T
∗X
associated to the vector bundle T ∗X → X in Example 7.16.
(b) Let X be a manifold with corners, or with g-corners, and X = FC
∞Schc
Mangc (X)
the associated C∞-scheme with corners. Then there is a natural, functorial
isomorphism between the b-cotangent sheaf bT ∗X of X, and the OX-module
bT ∗X associated to the vector bundle bT ∗X → X in Example 7.16.
Proof. For (a), every x ∈ X has arbitrarily small open neighbourhoods x ∈ U ⊆
X such that U is a manifold with faces, and ∂U has finitely many boundary
components (for example, we can take U ∼= Rnk ). Then we have
PT ∗X(U) = ΩOX(U) = ΩC∞(U)
∼= Γ∞(T ∗X |U ) = T
∗X(U).
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Here in the first step PT ∗X is the presheaf in Definition 2.46, whose sheafifica-
tion is T ∗X = T ∗X by Definition 7.17. In the second step OX(U) = C∞(U)
by Definition 5.21. The third step holds by Theorem 7.7(a), and the fourth by
Example 7.16. Hence we have natural isomorphisms PT ∗X(U) ∼= T ∗X(U) for
arbitrarily small open neighbourhoods U of each x ∈ X . These isomorphisms are
compatible with the restriction morphisms in PT ∗X and T ∗X. Thus properties
of sheafification give a canonical isomorphism T ∗X ∼= T ∗X. Part (b) is proved
in the same way, using Definition 7.18, Example 4.38, and Theorem 7.7(b).
Here is a corners analogue of Theorem 2.50. It is proved following the proof
of Theorem 2.50 in [26, §5.6], but using as input the identity bΩψ◦φ = bΩψ ◦bΩφ
in Definition 7.4 for (a), and Theorem 7.13 for (b). We restrict to firm C∞-
schemes with corners so that Proposition 5.32 applies.
Theorem 7.21. (a) Let f : X → Y and g : Y → Z be morphisms in
C∞Schcfi,in. Then in OX -mod we have
bΩg◦f =
bΩf ◦ f
∗(bΩg) : (g ◦ f)
∗(T ∗Z) −→ T ∗X.
(b) Suppose we are given a Cartesian square in any of C∞Schcfi,in, C
∞Schcfi,Z,
C∞Schcfi,tf or C
∞Schcto:
W
f
//
e

Y
h 
X
g // Z,
so that W =X ×Z Y . Then the following is exact in OW -mod:
(g ◦ e)∗(bT ∗Z)
e∗(bΩg)⊕−f
∗(bΩh) //
e∗(bT ∗X)
⊕ f∗(bT ∗Y )
bΩe⊕
bΩf // bT ∗W // 0. (7.28)
Example 7.22. Define morphisms g : X → Z, h : Y → Z in Mancin by
X = [0,∞), Y = ∗, Z = R, g(x) = xn for some n > 0, and h(∗) = 0.
Write X,Y ,Z, g,h for the images of X, . . . , h under F
C∞Schcto
Manc
in
. Write W =
X ×g,Z,h Y for the fibre product in C∞Schcto, which exists by Theorem 5.34
(it is also the fibre product in C∞Schcfi,tf ,C
∞Schcfi,Z and C
∞Schcfi,in).
Now bT ∗X = 〈x−1dx〉R, bT ∗Y = 0 and bT ∗Z = 〈dz〉R, where bΩg maps
dz 7→ nxn ·x−1dx. So by Theorem 7.20(b), bT ∗X , bT ∗Z are trivial line bundles,
such that bΩg is multiplication by nx
n on X, and bT ∗Y = 0. Since W is
defined by xn = 0 in X, we see that e∗(bΩg) = 0 on W . Thus (7.28) implies
that bT ∗W ∼= e∗(bT ∗X), so bT ∗W is a rank 1 vector bundle on W .
We might have hoped that ifW is an interior C∞-scheme with corners such
that bT ∗W is a vector bundle, and W satisfies a few other obvious necessary
conditions (e.g. W should be Hausdorff, second countable, toric, locally finitely
presented) then W should be a manifold with g-corners. However, in this
example bT ∗W is a vector bundle, but W is not a manifold with g-corners,
and there do not seem to be obvious conditions to impose which exclude W .
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7.6 (B-)cotangent sheaves and the corner functor
If X is a manifold with (g-)corners, then as in [23, §3.5] and Remark 3.18(d) we
have an exact sequence of vector bundles on C(X):
0 // bT ∗(C(X))
bπ∗T // Π∗X(
bT ∗X)
bi∗T // bN∗C(X)
// 0. (7.29)
Note that bπ∗T is not the morphism
bdΠ∗X associated to ΠX : C(X) → X : this
is not defined as ΠX is not interior, and if it were it would map in the opposite
direction. Both bπ∗T ,
bi∗T are specially constructed using the geometry of corners.
We will construct an analogue of (7.29) for (firm, interior) C∞-schemes with
corners. First we define an analogue for (interior) C∞-rings with corners.
Definition 7.23. Let C be an interior C∞-ring with corners, and P ∈ PrC
be a prime ideal in Cex. Then Example 4.25(b) defines a C
∞-ring with corners
D = C/∼P , which is also interior, with (non-interior) projection πP : C →D.
Writing Pin = P \ {0} ⊂ Cin, define a monoid
C
P
in = Cin
/[
c′ = 1 : c′ ∈ Cin \ Pin
]
∼= C
♯
in/
[
c′′ = 1 : c′′ ∈ C♯in \ P
♯
in
]
, (7.30)
with projection λP : Cin → C
P
in. We will construct an exact sequence in D-mod:
bΩD
bπC,P // bΩC ⊗C D
biC,P // CPin ⊗N D // 0. (7.31)
Beware of a possible confusion here: in (7.30) we regard CPin as a monoid
under multiplication, with identity 1, but in (7.31) it is better to think of CPin
as a monoid under addition, so that the identity 1 ∈ CPin is mapped to 0 in the
D-module CPin ⊗N D, i.e. 1 ⊗ 1 = 0. This arises as for b-cotangent modules we
think of din = d ◦ log, where log maps multiplication to addition and 1 7→ 0.
As in Example 4.25(b), Dex = Cex/∼P , where for c′1, c
′
2 ∈ Cex we have
c′1 ∼P c
′
2 if either c
′
1, c
′
2 ∈ P or c
′
1 = Ψexp(c)c
′
2 for c in the ideal 〈Φi(P )〉 in C
generated by Φi(P ). Thus Cin \ Pin is mapped surjectively to Din = Dex \ {0}.
Define a map d′in : Din →
bΩC ⊗C D by d
′
in[c
′] = (dinc
′) ⊗ 1, where c′ ∈
Cin \ Pin, and [c′] ∈ Din is its ∼P -equivalence class, and dinc′ ∈ bΩC , so that
(dinc
′) ⊗ 1 lies in bΩC ⊗C D. To show this is well defined, note that if c′1, c
′
2 ∈
Cin \ Pin with [c′1] = [c
′
2] then c
′
1 = Ψexp(c)c
′
2 for c ∈ 〈Φi(P )〉. We may write
c = a1Φi(b
′
1) + · · ·+ anΦi(b
′
n) for a1, . . . , an ∈ C and b
′
1, . . . , b
′
n ∈ P . Hence
dinc
′
1 = Ψexp(c) · dinc
′
2 +
∑n
j=1 c
′
2Φi(b
′
j)
(
dinΨexp(aj) + aj · dinb′j
)
in bΩC , using Definition 7.4. Applying − ⊗ 1 : bΩC → bΩC ⊗C D, we have
πP (Ψexp(c)) = 1 as D = C/I with c ∈ I, and πP (c′2Φi(b
′
j)) = 0 as b
′
j ∈ P so
c′2Φi(b
′
j) ∈ 〈Φi(P )〉. Hence dinc
′
1 ⊗ 1 = 1 · (dinc
′
2 ⊗ 1) + 0 = dinc
′
2 ⊗ 1, so d
′
in is
well defined. As din is a b-derivation, d
′
in is too. Thus by the universal property
of bΩD there is a unique morphism
bπC,P :
bΩD → bΩC ⊗C D in D-mod with
d′in =
bπC,P ◦ din, as required in (7.31).
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Next, define a map d′′in : Cin → C
P
in ⊗N D by d
′′
in(c
′) = λP (c′) ⊗ 1. Regard
C
P
in⊗ND as a C-module via πP : C → D, with trivial C-action on the C
P
in factor,
so that c · (c¯ ⊗ d) = c¯ ⊗ (πP (c)d) for c ∈ C, d ∈ D and c¯ ∈ C
P
in. We claim
that d′′in is a b-derivation. To prove this, let g : [0,∞)
n → [0,∞) be interior
and c′1, . . . , c
′
n ∈ Cin. Write g(x1, . . . , xn) = x
a1
1 · · ·x
an
n exp(f(x1, . . . , xn)), for
a1, . . . , an > 0 and f : [0,∞)n → R smooth. Then
d′′in
(
Ψg(c
′
1, . . . , c
′
n)
)
= d′′in
(
c′a11 · · · c
′an
n Ψexp(f(x1, . . . , xn))
)
= λP
(
c′a11 · · · c
′an
n Ψexp(f(x1, . . . , xn))
)
⊗ 1 (7.32)
=
∑n
j=1 ajλ
P (c′j)⊗ 1 + λ
P (Ψexp(f(x1, . . . , xn))
)
⊗ 1 =
∑n
j=1 ajd
′′
in(c
′
j) + 0,
using in the third step that λP is a monoid morphism, and in the fourth that
λP (Ψexp(f(x1, . . . , xn))) = 1 by (7.30) as Ψexp(f(x1, . . . , xn)) ∈ Cin \ Pin, so
λP (Ψexp(f(x1, . . . , xn)))⊗ 1 = 0 as −⊗ 1 maps 1 7→ 0. Now
g−1xj
∂g
∂xj
= aj + xj
∂f
∂xj
(x1, . . . , xn).
Hence
Φg−1xi ∂g∂xi
(c′1, . . . , c
′
n) = aj +Φi(c
′
j)Φ ∂f
∂xj
(c′1, . . . , c
′
n). (7.33)
Combining (7.32) with πP applied to (7.33) we see that
d′′in
(
Ψg(c
′
1, . . . , c
′
n)
)
=
∑n
j=1 πP
(
Φg−1xj ∂g∂xj
(c′1, . . . , c
′
n)
)
· d′′inc
′
j (7.34)
−
∑n
j=1 πP
(
Φi(c
′
j)
)
πP
(
Φ ∂f
∂xj
(c′1, . . . , c
′
n)
)
· d′′inc
′
j .
For each j = 1, . . . , n, if c′j ∈ P then Φi(c
′
j) ∈ 〈Φi(P )〉 so πP (Φi(c
′
j)) = 0, and
if c′j /∈ P then λ
P (c′j) = 1 so d
′′
inc
′
j = 0. Hence the second line of (7.34) is zero.
So d′′in satisfies (7.1), and is a b-derivation.
Thus there exists a unique morphism bi′C,P :
bΩC → C
P
in⊗ND in C-mod with
d′′in =
bi′C,P ◦ din, by the universal property of
bΩC . Applying −⊗C D to bi′C,P
and noting that D ⊗C D ∼= D as πP : C → D is surjective gives a morphism
biC,P :
bΩC ⊗C D → C
P
in ⊗N D, as required in (7.31). Proposition 7.24 shows
(7.31) is an exact sequence.
Now suppose also that φ : C → E is a morphism in C∞Ringscin, and Q ⊂
Eex is a prime ideal with P = φ
−1
ex (Q), and write F = E/∼Q. As φex(P ) ⊆ Q
there is a unique morphism ψ : D→ F with ψ ◦ πP = πQ ◦ φ : C → F. From
the definitions, it is not difficult to show that the following diagram commutes:
bΩD ⊗D F
(bΩψ)∗

bπC,P⊗id
// bΩC ⊗C F
bΩφ⊗id

biC,P⊗id
// CPin ⊗N F
(φin)∗⊗id

// 0
bΩF
bπE,Q // bΩE ⊗E F
biE,Q // EQin ⊗N F
// 0.
(7.35)
Proposition 7.24. Equation (7.31) is an exact sequence.
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Proof. Work in the situation of Definition 7.23. Then bΩD is generated over D
by din[c
′] for c′ ∈ Cin \ Pin. But
biC,P ◦
bπC,P (din[c
′]) = biC,P ◦ d
′
in[c
′] = biC,P ((dinc
′)⊗ 1) = bi′C,P (dinc
′)
= d′′in(c
′) = λP (c′)⊗ 1 = 1⊗ 1 = 0.
Hence biC,P ◦
bπC,P = 0, so (7.31) is a complex.
By Proposition 4.23(b), C fits into a coequalizer diagram in C∞Ringscin:
F
B,Bin
α --
β
11 FA,Ain
φ // C. (7.36)
Define prime ideals Q = φ−1ex (P ) ⊂ F
A,Ain
ex and
R = α−1ex (Q) = (φex ◦ αex)
−1(P ) = (φex ◦ βex)
−1(P ) = β−1ex (Q) ⊂ F
B,Bin
ex .
As FA,Ain ,FB,Bin are free, prime ideals in FA,Ainex ,F
B,Bin
ex are parametrized by
subsets of Ain, Bin. Thus there are unique subsets A˙in ⊆ Ain, B˙in ⊆ Bin with
Q = 〈ya′ : a
′ ∈ A˙in〉 and R = 〈y˜b′ : b
′ ∈ B˙in〉. Set A¨in = Ain \ A˙in and
B¨in = Bin \ B˙in. Then
F
A,Ain/∼Q = F
A,Ain/[ya′ = 0 : a
′ ∈ A˙in] ∼= F
A,A¨in ,
F
B,Bin/∼R = F
B,Bin/[y˜b′ = 0 : b
′ ∈ B˙in] ∼= F
B,B¨in .
Thus equation (7.36) descends to a coequalizer diagram for D:
F
B,B¨in
γ
--
δ
11 FA,A¨in
ψ // D. (7.37)
Consider the diagram in D-mod:
〈
dinΨexp(x˜b), b∈B,
diny˜b′ , b
′∈B¨in
〉
R
⊗RD
γ∗−δ∗

inc //
〈
dinΨexp(x˜b), b∈B,
diny˜b′ , b
′∈Bin
〉
R
⊗RD
α∗−β∗

project // 〈diny˜b′ , b′∈B˙in
〉
R
⊗RD
α∗−β∗

// 0
〈
dinΨexp(xa), a∈A,
dinya′ , a
′∈ A¨in
〉
R
⊗RD
ψ∗

inc //
〈
dinΨexp(xa), a∈A,
dinya′ , a
′∈Ain
〉
R
⊗RD
φ∗

project // 〈dinya′ , a′∈ A˙in
〉
R
⊗RD
dinya′ 7→[ya′ ]

// 0
bΩD

bπC,P // bΩC ⊗C D

biC,P // CPin ⊗N D

// 0
0 0 0. (7.38)
Here the first column is (7.7) for (7.37), and so is exact. The maps γ∗, δ∗,ψ∗
are defined as in (7.8)–(7.9) using γ, δ,ψ. The second column is −⊗CD applied
to (7.7) for (7.36) in the same way, and so is exact.
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For the third column of (7.38), equation (7.36) and the definition of Q,R
induce a coequalizer diagram in Mon:
F
B,Bin
in
/[
y˜′ = 1 :
y˜′ ∈ FB,Binin \Rin
] (αin)∗ ..
(βin)∗
00
F
A,Ain
in
/[
y′ = 1 :
y′∈FA,Ainin \Qin
] (φin)∗ // CPin=Cin/[c′=1:
c′ ∈ Cin \ Pin
]
.
Applying − ⊗N D, which preserves coequalizers, gives an exact sequence
F
B,Bin
in
/[
y˜′ = 1 :
y˜′ ∈ FB,Binin \Rin
]
⊗ND
(αin)∗−(βin)∗ // F
A,Ain
in
/[
y′ = 1 :
y′∈FA,Ainin \Qin
]
⊗ND
(φin)∗ // CPin⊗ND // 0.
But this is isomorphic to the third column of (7.38), which is therefore exact.
The top two squares of (7.38) commute by the relation between (7.36) and
(7.37). The bottom two squares commute as they are (7.35) for φ : FA,Ain → C,
using (7.6). Thus (7.38) commutes. The columns are all exact, and the top two
rows are obviously exact as Ain = A˙in ∐ A¨in, Bin = B˙in ∐ B¨in. The third row
is a complex as above. Therefore by some standard diagram-chasing in exact
sequences, the third row, which is (7.31), is exact.
Example 7.25. Set C = R(x)[y]/[y = y2, exy = y], and let P = 〈y〉 ⊂ Cex.
Then D = C/∼P ∼= R(x). Proposition 7.10 implies that
bΩC∼=
〈dinΨexp(x), diny〉R ⊗R C
diny=2diny, dinΨexp(x)+diny=diny
=0, bΩD∼=〈dinΨexp(x)〉R ⊗R D.
Also (7.30) implies that CPin = {[1], [y]} with [y]
2 = [y], so CPin ⊗N D = 0. Thus
in this case (7.31) becomes the exact sequence D→ 0→ 0→ 0.
Note in particular that in Example 7.25, in contrast to (7.29), if we add
‘0 −→’ to the left of (7.31), it may no longer be exact. However, this is exact if
we also assume C is toric.
Proposition 7.26. In Definition 7.23, suppose C is toric. Then we may extend
(7.31) to an exact sequence in D-mod:
0 // bΩD
bπC,P // bΩC ⊗C D
biC,P // CPin ⊗N D // 0. (7.39)
Proof. We will explain how to modify the proof of Proposition 7.24. Firstly, as
C is toric we may take (7.36) to be a coequalizer diagram in C∞Ringscto rather
than in C∞Ringscin, which implies Ain, Bin are finite. We choose it so that |Ain|
is as small as possible. This implies that we have a 1-1 correspondence
φ♯in : Ain
∼=
{
[ya′ ] : a
′ ∈ Ain
} ∼=
−→{
[c′] ∈ C♯in \ {1} : [c
′] 6= [c′1][c
′
2] for [c
′
1], [c
′
2] ∈ C
♯
in \ {1}
}
,
(7.40)
where the second line is the unique minimal set of generators of C♯in.
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Having fixed Ain, we choose (7.36) so that |Bin| is also as small as pos-
sible, that is, we define C using the fewest possible [0,∞)-type relations in
C∞Ringscto. From (7.36) we may form diagrams
NBin = (FB,Binin )
♯
α
♯
in ..
β
♯
in
00 N
Ain = (FA,Ainin )
♯
φ
♯
in // C♯in, (7.41)
0 //
QBin =
(FB,Binin )
♯⊗NQ
α
♯
in−β
♯
in // Q
Ain =
(FA,Ainin )
♯⊗NQ
φ
♯
in // C♯in⊗NQ
// 0. (7.42)
Here (7.41) is a coequalizer in the category of toric monoids Monto, as (7.36)
is in C∞Ringscto. This implies (7.42) is exact at the third and fourth terms.
Choosing |Bin| as small as possible also forces (7.42) to be exact at the second
term. Suppose for a contradiction that 0 6= (yb′ : b′ ∈ Bin) ∈ Ker(α
♯
in − β
♯
in)
in (7.42). By rescaling we can suppose all yb′ lie in Z ⊂ Q. Write αin(yb′) =
gb′ ∈ F
A,Ain
in and βin(yb′) = hb′ ∈ F
A,Ain
in for b
′ ∈ Bin. Then (yb′ : b
′ ∈ Bin) ∈
Ker(α♯in − β
♯
in) implies that in (F
A,Ain
in )
♯ we have∏
b′∈Bin:yb′>0
[gb′ ]
yb′
∏
b′∈Bin:yb′<0
[hb′ ]
−yb′ =
∏
b′∈Bin:yb′>0
[hb′ ]
yb′
∏
b′∈Bin:yb′<0
[gb′ ]
−yb′ .
Therefore there is a unique f ∈ FA,Ain such that in FA,Ainin we have∏
b′∈Bin:yb′>0
g
yb′
b′
∏
b′∈Bin:yb′<0
h
−yb′
b′ = Ψexp(f)
∏
b′∈Bin:yb′>0
h
yb′
b′
∏
b′∈Bin:yb′<0
g
−yb′
b′ . (7.43)
As gb′ = hb′ in Cin, and C is toric, (7.43) implies that φin ◦Ψexp(f) = 1 in Cin,
so φ(f) = 0 in C. Conversely, if we impose the relation f = 0 then the other
relations involved in (7.43) become dependent. Pick b′ ∈ Bin with yb′ 6= 0. Then
we may modify FB,Binin ,α,β in (7.36), replacing B,Bin by B ∐ {b˜}, Bin \ {b},
where α,β act by α(xb˜) = f and β(xb˜) = 0. That is, we replace the [0,∞)-type
relation gb′ = hb′ by the R-type relation f = 0. The modified equation (7.36)
is still a coequalizer diagram in C∞Ringscto, but we have decreased |Bin|, a
contradiction. Thus (7.42) is exact, and applying −⊗Q R to it is also exact.
Observe that the 1-1 correspondence (7.40) for Ain also determines A˙in, A¨in
uniquely, as A˙in is identified with the intersection of the second line of (7.40)
with P ♯in. With |Ain|, |Bin| fixed and minimal, we choose (7.36) so that |B˙in| is
as small as possible, or equivalently |B¨in| is as large as possible. In (7.42) we
have QAin = QA˙in ⊕ QA¨in and QBin = QB˙in ⊕ QB¨in , with Kerφ♯in ⊂ Q
in. The
definitions imply that (α♯in − β
♯
in)(Q
B¨in) ⊆ QA¨in ∩ Kerφ♯in. Choosing |B¨in| as
large as possible forces (α♯in − β
♯
in)(Q
B¨in) = QA¨in ∩Kerφ♯in. Taking the quotient
of (7.42) by the subsequence generated by QA¨in ,QB¨in gives an exact sequence
0 // QB˙in
α˙
♯
in−β˙
♯
in // QA˙in
φ˙
♯
in // CPin ⊗N Q // 0, (7.44)
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where exactness at QB˙in holds as (α♯in − β
♯
in)(Q
B¨in) = QA¨in ∩Kerφ♯in.
Now consider the following commutative diagram extending (7.38):
0

0 //
〈
dinΨexp(x˜b), b∈B,
diny˜b′ , b
′∈B¨in
〉
R
⊗RD
γ∗−δ∗

//
〈
dinΨexp(x˜b), b∈B,
diny˜b′ , b
′∈Bin
〉
R
⊗RD
α∗−β∗

// 〈diny˜b′ , b′∈B˙in
〉
R
⊗RD
α∗−β∗

// 0
0 //
〈
dinΨexp(xa), a∈A,
dinya′ , a
′∈ A¨in
〉
R
⊗RD
ψ∗

//
〈
dinΨexp(xa), a∈A,
dinya′ , a
′∈Ain
〉
R
⊗RD
φ∗

// 〈dinya′ , a′∈ A˙in
〉
R
⊗RD
dinya′ 7→[ya′ ]

// 0
0 // bΩD

bπC,P // bΩC ⊗C D

biC,P // CPin ⊗N D

// 0
0 0 0, (7.45)
where we have added ‘0 →’ to the rows and third column of (7.38). The first
and second rows are clearly exact. As for (7.38), the first and second columns
of (7.45) come from (7.7) for (7.37) and (7.36). In this case (7.36)–(7.37) are
coequalizers in C∞Ringscto, not in C
∞Ringscin. But applying Proposition 7.12
as in the last part of the proof of Theorem 7.13, we can show that Proposition 7.9
also holds for coequalizers in C∞Ringscto. Thus the first and second columns
of (7.45) are exact. The third column is exact as it is −⊗Q D applied to (7.44).
Therefore by some standard diagram-chasing in exact sequences, the third row,
which is (7.39), is exact.
Next we generalize (7.29) to C∞-schemes with corners. We restrict to firm
interior C∞-schemes with corners C∞Schcfi,in so that we can use Theorem 6.17
and Proposition 6.20, though one can also prove slightly weaker results for
LC∞RScin and C
∞Schcin.
Definition 7.27. Let C be a firm, interior C∞-ring with corners, and write
X = Speccin C. Let P ∈ PrC be a prime ideal in Cex. Then Example 4.25(b)
defines a C∞-ring with cornersD = C/∼P , which is also firm and interior, with
projection πP : C →D. Theorem 6.17 shows there is an open and closed C∞-
subscheme C(X)P in C(X) with an isomorphism Y = SpeccinD→ C(X)
P .
As X is interior, Definition 6.19 defines a sheaf of monoids Mˇ inC(X) on C(X).
The proof of Proposition 6.20 shows that Mˇ inC(X)|C(X)P is a constant sheaf on
C(X)P with fibre CPin in (7.30).
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Consider the diagram in OC(X)P -mod ∼= OY -mod:
MSpec bΩD
∼=

MSpec bπC,P
// MSpec(bΩC⊗CD)
∼=

MSpec biC,P
// MSpec(CPin⊗ND)
∼=

// 0
bT ∗C(X)P
bπX |C(X)P // Π∗X(
bT ∗X)|C(X)P
biX |C(X)P// Mˇ inC(X)⊗NOC(X)P
// 0.
(7.46)
Here the top row is the exact functor MSpec : D-mod→ OY -mod from Defini-
tion 2.47 applied to (7.31), and so is exact. The isomorphism in the left column
comes from Proposition 7.19 for D, as SpeccinD
∼= C(X)P . The isomorphism in
the middle column is Π∗X applied to the isomorphism MSpec
bΩC ∼= bT ∗X from
Proposition 7.19. The isomorphism in the right hand column holds as Mˇ inC(X)
is the constant sheaf on C(X)P with fibre CPin, and MSpecD
∼= OC(X)P .
Thus there exist unique morphisms bπX |C(X)P ,
biX |C(X)P making (7.46)
commute, and the bottom line of (7.46) is exact. Since C(X) =
∐
P∈PrC
C(X)P
by (6.20), there is a unique exact sequence in OC(X)-mod:
bT ∗C(X)
bπX // Π∗X(
bT ∗X)
biX // bNˇC(X)=Mˇ
in
C(X)⊗NOC(X)
// 0, (7.47)
which restricts to the bottom line of (7.46) on C(X)P for each P . Here we define
bNˇC(X) = Mˇ
in
C(X) ⊗N OC(X). As Mˇ
in
C(X) is a locally constant sheaf of finitely
generated monoids, bNˇC(X) is a finite rank locally free sheaf, that is, a vector
bundle on C(X), which we call the b-conormal bundle of C(X).
We have constructed an exact sequence (7.47) in OC(X)-mod whenever C is
a firm, interior C∞-ring with corners and X = Speccin C. We now claim that if
X ∈ C∞Schcfi,in then there is a unique exact sequence (7.47) in OC(X)-mod,
which restricts to the sequence constructed above on C(U) for any open U ⊆X
with U ∼= Speccin C for some C ∈ C
∞Ringscfi,in.
To see this, it is enough to show that the morphisms (bπX )1, (
biX)1 and
(bπX)2, (
biX)2 constructed above on affine open subsets C(U 1), C(U 2) ⊂ C(X)
agree on overlaps C(U 1) ∩ C(U2) for any two such U1,U2 ⊂ X with U i ∼=
Speccin Ci for i = 1, 2. Further, it is enough to show these morphisms agree on
stalks at each (x, Px) ∈ C(U 1) ∩ C(U 2). But the restriction of (7.47) to the
stalk at (x, Px) is equation (7.31) for the local C
∞-rings with corners C1,x ∼=
OX,x ∼= C2,x and D1,x ∼= OC(X),(x,Px)
∼= D2,x. As this depends only on
OX,x,OC(X),(x,Px), it is independent of the choice of C1,C2, as we want.
If we suppose that X ∈ C∞Schcto then we can use (7.39) instead of (7.31),
and so get an extended exact sequence in OC(X)-mod:
0 // bT ∗C(X)
bπX // Π∗X(
bT ∗X)
biX // bNˇC(X) // 0. (7.48)
Applying MSpec to Example 7.25 shows that if X is not toric, then (7.48) may
not be exact at the second term.
138
Now let f :X → Y be a morphism in C∞Schcfi,in. Consider the diagram
C(f )∗(bT ∗C(Y ))
bΩC(f)

C(f)∗(bπY )
// C(f )
∗◦Π∗Y (
bT ∗Y )=
Π∗Y ◦f
∗(bT ∗Y )
Π∗X(
bΩf )

C(f)∗(biY )
// C(f)∗(bNˇC(Y ))
bNˇC(f)

// 0
bT ∗C(X)
bπX // Π∗X(
bT ∗X)
biX // bNˇC(X) // 0,
(7.49)
where we define
bNˇC(f) = Mˇ
ex
C(f) ⊗N id : C(f )
∗(bNˇC(Y )) ∼= C(f)
−1(Mˇ exC(Y ))⊗N OC(X)
−→ bNˇC(X) = Mˇ
in
C(X) ⊗N OC(X),
for Mˇ exC(f) as in (6.26). Over affine subsets of X,Y and C(X), C(Y ), equation
(7.49) may be identified with MSpec applied to (7.35), using (7.46). Thus
(7.49) commutes on affine open subsets covering C(X), and hence it commutes
on C(X). So the exact sequence (7.47) is functorial over C∞Schcfi,in.
Let X be a manifold with corners, and set X = F
C∞Schcto
Manc
in
(X) as in Defini-
tion 5.21. Proposition 6.12 says C(X) ∼= F
C∞Schcto
Mˇanc
(C(X)). Theorem 7.20(b)
identifies bT ∗X, bT ∗C(X) with the sheaves of sections of bT ∗X, bT ∗C(X). Ex-
ample 6.22 identifies the sheaf of sections of M∨C(X) with Mˇ
in
C(X). As
bN∗C(X) =
M∨C(X) ⊗N R on C(X) and
bNˇC(X) = Mˇ
in
C(X) ⊗N OC(X) on C(X), the sheaf of
sections of bN∗C(X) is identified with
bNˇC(X). By comparing definitions, one can
show that all these isomorphisms identify the exact sequences (7.29) on C(X)
and (7.48) on C(X). The analogue holds for manifolds with g-corners.
8 Further generalizations
We discuss three directions in which Chapters 4–7 can be generalized.
8.1 C∞-stacks with corners
In classical algebraic geometry, schemes are generalized to (Deligne–Mumford or
Artin) stacks, as in Olsson [43], Laumon and Moret-Bailly [31], and de Jong [17].
This is useful as many moduli spaces naturally have the structure of stacks, but
not schemes. Stacks over a field K form a 2-category StaK.
The second author [26, §6–§A] extended the theory of C∞-schemes in [26,
§2–§5] to C∞-stacks, including Deligne–Mumford C∞-stacks, which form 2-
categories DMC∞Sta ⊂ C∞Sta. One reason this is interesting is that the
category of manifoldsMan generalizes to the 2-category of orbifolds Orb, which
are roughly Deligne–Mumford stacks in manifolds. The full embeddingMan →֒
C∞Sch generalizes to a full embedding Orb →֒ DMC∞Sta.
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Thus, it seems an obvious project to generalize our theory of C∞-schemes
with corners to 2-categories DMC∞Stac ⊂ C∞Stac of (Deligne–Mumford)
C∞-stacks with corners, with a full embedding Orbc →֒ DMC∞Stac of the
2-category of orbifolds with corners.
Now most of the generalization from C∞Sch to DMC∞Sta ⊂ C∞Sta
in [26, §6–§A] is an exercise in the theory of stacks, which depends only on a
few properties of C∞-schemes:
(i) We define a Grothendieck topology J on C∞Sch, making (C∞Sch,J )
into a site, by the usual open sets and open covers for topological spaces.
This is a reasonable definition as affine C∞-schemes are Hausdorff, and
every open subset of a C∞-scheme is a C∞-subscheme. So there are
‘enough’ ordinary open sets in C∞-schemes, and we do not need an exotic
notion of ‘open set’ to define stacks, as for the e´tale or smooth topologies
in ordinary algebraic geometry.
(ii) Objects and morphisms in C∞Sch can be glued on covers, and form a
sheaf. Thus (C∞Sch,J ) is a subcanonical site.
(iii) It is convenient, but not essential, that all fibre products exist in C∞Sch.
Parts (i),(ii) work for C∞Schc and C∞Schcin. For (iii), in parts of the theory
requiring fibre products, we should restrict to subcategories such as C∞Schcfi
or C∞Schcfi,in, in which fibre products exist by Theorem 5.34.
Thus we may define 2-categories DMC∞Stac ⊂ C∞Stac of (Deligne–
Mumford) C∞-stacks with corners by following [26, §6–§7] with only cosmetic
changes. The material of §5.6 gives interesting 2-subcategories such as toric and
interior DMC∞Stacto ⊂ DMC
∞Stacin ⊂ DMC
∞Stac. Theorem 5.34 implies
that fibre products exist in 2-categories of C∞-stacks with corners corresponding
to categories in (5.15), such as DMC∞Stacto,DMC
∞Stacfi,in,DMC
∞Stacfi.
Most of the material of §7.1–§7.5 also generalizes immediately, following [26, §8].
Extending Chapter 6 and §7.6 to stacks will require some work.
8.2 C∞-rings and C∞-schemes with a-corners
Our notion of C∞-ring with corners started with the categoriesMancin ⊂Man
c
of manifolds with corners defined in §3.1, and the full subcategories Euccin ⊂
Mancin, Euc
c ⊂Manc with objects Rnk = [0,∞)
k × Rn−k for 0 6 k 6 n.
As we explained in Remark 3.3, there are several non-equivalent definitions
of categories of manifolds with corners in the literature. So we can consider
alternative theories of C∞-rings and C∞-schemes with corners starting with
one of these categories instead of Manc. In particular:
(a) If we use the categories Manfin ⊂Man
f of manifolds with faces in Defi-
nition 3.13, following Melrose [35–37], we do not change Euccin ⊂ Euc
c,
so the theory is unchanged.
(b) The categoryMancst of manifolds with corners and strongly smooth maps,
from Definition 3.2 and [18], gives a theory which can be embedded as
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subcategories C∞Ringscst ⊂ C
∞Ringsc, C∞Schcst ⊂ C
∞Schc, as for
the embeddings C∞Ringscin ⊂ C
∞Ringsc, C∞Schcin ⊂ C
∞Schc, since
Mancst ⊂Man
c. The theory also seems less interesting (roughly, Cst-ex is
a set, compared to Cex being a monoid).
(c) The category Mancwe of manifolds with corners and weakly smooth maps,
from Definition 3.2, Cerf [5, §I.1.2], and other authors, yields a theory
which is essentially equivalent to ordinary C∞-schemes. As weakly smooth
maps have no compatibility with boundaries, and no notion of ‘interior’,
corner functors in Chapter 6 and b-cotangent modules in Chapter 7 no
longer work.
(d) The second author [24] defined the category Manac of manifolds with
analytic corners, or manifolds with a-corners, which we explain next.
We recall the definition of manifolds with a-corners from [24, §3]:
Definition 8.1. We write J0,∞) to mean [0,∞), but the notation emphasizes
that J0,∞) has a different kind of boundary (an a-boundary) at 0, giving a
different notion of smooth function on J0,∞). We write other intervals such as
J0, 1K = [0, 1] in the same way. For 0 6 k 6 m we write Rk,m = J0,∞)k×Rm−k.
Let U ⊆ Rk,m be open and f : U → R be continuous. Write points of U as
(x1, . . . , xm) with x1, . . . , xk ∈ J0,∞) and xk+1, . . . , xm ∈ R. The b-derivative
of f (if it exists) is a map b∂f : U → Rm, written b∂f = (b∂1f, . . . , b∂mf) for
b∂if : U → R, where by definition
b∂if(x1, . . . , xm) =


0, xi = 0, i = 1, . . . , k,
xi
∂f
∂xi
(x1, . . . , xm), xi > 0, i = 1, . . . , k,
∂f
∂xi
(x1, . . . , xm), i = k + 1, . . . ,m.
(8.1)
We say that b∂f exists if (8.1) is well defined, that is, if ∂f
∂xi
exists on U∩{xi > 0}
if i = 1, . . . , k, and ∂f
∂xi
exists on U if i = k + 1, . . . ,m.
We can iterate b-derivatives (if they exist), to get maps b∂lf : U →
⊗l
Rm
for l = 0, 1, . . . , by taking b-derivatives of components of b∂jf for j = 0, . . . , l−1.
(i) We say that f is roughly differentiable, or r-differentiable, if b∂f exists and
is a continuous map b∂f : U → Rm.
(ii) We say that f is roughly smooth, or r-smooth, if b∂lf : U →
⊗l
Rm is
r-differentiable for all l = 0, 1, . . . .
(iii) We say that f is analytically differentiable, or a-differentiable, if it is r-
differentiable and for any compact subset S ⊆ U and i = 1, . . . , k, there
exist positive constants C,α such that∣∣b∂if(x1, . . . , xm)∣∣ 6 Cxαi for all (x1, . . . , xm) ∈ S.
(iv) We say that f is analytically smooth, or a-smooth, if b∂lf : U →
⊗l
Rm
is a-differentiable for all l = 0, 1, . . . .
One can show that f is a-smooth if for all a1, . . . , am ∈ N and for any
compact subset S ⊆ U , there exist positive constants C,α such that∣∣∣∣ ∂a1+···+am∂xa11 · · ·∂xamm f(x1, . . . , xm)
∣∣∣∣ 6 C ∏
i=1,...,k: ai>0
xα−aii
for all (x1, . . . , xm) ∈ S with xi > 0 if i = 1, . . . , k with ai > 0,
where continuous partial derivatives must exist at the required points.
If f, g : U → R are a-smooth (or r-smooth) and λ, µ ∈ R then λf + µg and
fg : U → R are a-smooth (or r-smooth). Thus, the set C∞(U) of a-smooth
functions f : U → R is an R-algebra, and in fact a C∞-ring.
If I ⊆ R is an open interval, such as I = (0,∞), we say that a map f : U → I
is a-smooth, or just smooth, if it is a-smooth as a map f : U → R.
Definition 8.2. Let U ⊆ Rk,m and V ⊆ Rl,n be open, and f = (f1, . . . , fn) :
U → V be a continuous map, so that fj = fj(x1, . . . , xm) maps U → J0,∞) for
j = 1, . . . , l and U → R for j = l + 1, . . . , n. Then we say:
(a) f is r-smooth if fj : U → R is r-smooth in the sense of Definition 8.1 for j =
l + 1, . . . , n, and every u = (x1, . . . , xm) ∈ U has an open neighbourhood
U˜ in U such that for each j = 1, . . . , l, either:
(i) we may uniquely write fj(x˜1, . . . , x˜m) = Fj(x˜1, . . . , x˜m)·x˜
a1,j
1 · · · x˜
ak,j
k
for all (x˜1, . . . , x˜m) ∈ U˜ , where Fj : U˜ → (0,∞) is r-smooth as in
Definition 8.1, and a1,j , . . . , ak,j ∈ [0,∞), with ai,j = 0 if xi 6= 0; or
(ii) fj |U˜ = 0.
(b) f is a-smooth if fj : U → R is a-smooth in the sense of Definition 8.1 for
j = l + 1, . . . , n, and every u = (x1, . . . , xm) ∈ U has an open neighbour-
hood U˜ in U such that for each j = 1, . . . , l, either:
(i) we may uniquely write fj(x˜1, . . . , x˜m) = Fj(x˜1, . . . , x˜m)·x˜
a1,j
1 · · · x˜
ak,j
k
for all (x˜1, . . . , x˜m) ∈ U˜ , where Fj : U˜ → (0,∞) is a-smooth as in
Definition 8.1, and a1,j , . . . , ak,j ∈ [0,∞), with ai,j = 0 if xi 6= 0; or
(ii) fj |U˜ = 0.
(c) f is interior if it is a-smooth, and case (b)(ii) does not occur.
(d) f is an a-diffeomorphism if it is an a-smooth bijection with a-smooth
inverse.
Definition 8.3. We define the category Manac of manifolds with a-corners
X and a-smooth maps f : X → Y following the definition of Manc in Defini-
tion 3.2, but using a-charts (U, φ) with U ⊆ Rk,m open, where a-charts (U, φ),
(V, ψ) are compatible if ψ−1 ◦ φ is an a-diffeomorphism between open subsets
of Rk,m,Rl,m, in the sense of Definition 8.2(d). We also define an a-smooth
map f : X → Y to be interior if it is locally modelled on interior maps be-
tween open subsets of Rk,m,Rl,n, in the sense of Definition 8.2(c), and we write
Manacin ⊂Man
ac for the subcategory with interior morphisms.
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In [24, §3.5] the second author also defines the categoryManc,ac ofmanifolds
with corners and a-corners , which are locally modelled on Rk,ml = J0,∞)
k ×
[0,∞)l × Rm−k−l, with smooth functions defined as in Definitions 8.1–8.2 for
the J0,∞) factors, and as in Definition 3.1 for the [0,∞) factors. There are full
embeddings Manc →֒ Manc,ac and Manac →֒ Manc,ac. For X ∈ Manc,ac,
the boundary ∂X = ∂cX ∐ ∂acX decomposes into the ordinary boundary ∂cX
and the a-boundary ∂acX .
Remark 8.4. (a) Manifolds with a-corners are significantly different to man-
ifolds with corners. Even the simplest examples J0,∞) in Manac and [0,∞)
in Manc have different smooth structures. For example, xα : J0,∞) → R is
a-smooth for all α ∈ [0,∞), but xα : [0,∞)→ R is only smooth for α ∈ N.
(b) Here are two of the reasons for introducing manifolds with a-corners in [24].
Firstly, boundary conditions for p.d.e.s are usually of two types:
(i) Boundary ‘at finite distance’. For example, solve ∂u
∂x2
+ ∂u
∂y2
= f on the
closed unit disc D2 ⊂ R2 with boundary condition u|∂D2 = g.
(ii) Boundary ‘at infinite distance’, or ‘of asymptotic type’. For example, solve
∂u
∂x2
+ ∂u
∂y2
= f on R2 with asymptotic condition u = O((x2+y2)α), α < 0.
We argue in [24] that it is natural to write type (i) using ordinary manifolds
with corners, but type (ii) using manifolds with a-corners. In the example, we
would compactify R2 to a manifold with a-corners R¯2 by adding a boundary
circle S1 at infinity, and then u extends to a-smooth u¯ : R¯2 → R.
Secondly, and related, several important areas of geometry involve forming
moduli spaces M of some geometric objects, such that M is a manifold with
corners, or a more general space such as a Kuranishi space with corners in
Fukaya et al. [10, 11], where the ‘boundary’ ∂M parametrizes singular objects
included to make M compact. Examples include moduli spaces of Morse flow
lines [2], of J-holomorphic curves with boundary in a Lagrangian [10], and of
J-holomorphic curves with cylindrical ends in Symplectic Field Theory [9].
We argue in [24] that the natural smooth structure to put on M in such
moduli problems is that of a manifold with a-corners (or Kuranishi space with
a-corners, etc.). This resolves a number of technical problems in these theories.
We can now write down a new version of our theory, starting instead with
the full subcategories Eucacin ⊂Man
ac
in , Euc
ac ⊂Manac with objects Rk,m =
J0,∞)k × Rm−k for 0 6 k 6 m. This yields categories of (pre) C∞-rings
with a-corners PC∞Ringsac,C∞Ringsac and C∞-schemes with a-corners
C∞Schac. We write C ∈ PC∞Ringsac as (C,Ca-ex) satisfying the analogue
of Definition 4.4, but for the operations Φf ,Ψg we take f : R
m × J0,∞)n → R
and g : Rm × J0,∞)n → J0,∞) to be a-smooth.
Much of Chapters 4–7 generalizes immediately to the a-corners case, with
only obvious changes. Here are some important differences, though:
(a) There should be a category Mangac of ‘manifolds with generalized a-
corners’, which relates to Manac as Mangc relates to Manc. But no
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such category has been written down yet. So, for the present, we do not
generalize the material on manifolds with g-corners to the a-corners case.
(b) The special classes of C∞-rings with corners C = (C,Cex) in §4.7, and
hence of C∞-schemes with corners in §5.6, relied on treating Cex or Cin as
monoids, and imposing conditions such as C♯ex finitely generated.
For (interior) C∞-rings with a-corners, Ca-ex (and Ca-in) are still monoids.
However, requiring C♯a-ex to be finitely generated is not a useful condition.
For example, if C = C∞(J0,∞)) then by mapping [xα] 7→ e−α, [0] 7→ 0 we
may identify C♯a-ex
∼= [0, 1], C
♯
a-in
∼= (0, 1] as monoids under multiplication,
and [0, 1], (0, 1] are not finitely generated monoids.
Instead, we should regard Ca-ex and Ca-in as [0,∞)-modules. That is, Ca-ex
and Ca-in are monoids under multiplication, with operations c 7→ cα for
c in Ca-ex or Ca-in and α ∈ [0,∞) satisfying (cd)α = cαdα, (cα)β = cαβ ,
and c0 = 1. The operation c 7→ cα is Ψxα : Ca-ex → Ca-ex. Monoids are to
abelian groups as [0,∞)-modules are to real vector spaces.
(c) Continuing (b), we should for example define C ∈ C∞Ringsac to be firm
if C♯a-ex is a finitely generated [0,∞)-module, that is, there is a surjective
[0,∞)-module morphism [0,∞)n → C♯a-ex. Key properties of firm C
∞-
schemes with corners such as Proposition 5.32, and hence Theorem 5.33,
then extend to the a-corners case.
(d) Continuing (b), to define the corners C(X) in Definition 6.1 in the a-
corners case, for points (x, P ) ∈ C(X) we should take P to be a prime
ideal in Oa-exX,x considered as a [0,∞)-module, not as a monoid.
We leave it to the interested reader to work out the details.
8.3 Derived manifolds and orbifolds with corners
It is well known that classical Algebraic Geometry, studying schemes and stacks,
has been extended to Derived Algebraic Geometry by Lurie [32], Toe¨n and
Vezzosi [46, 47] and others, studying derived schemes and derived stacks. It
is less well known that classical Differential Geometry, studying manifolds and
orbifolds, has been extended to Derived Differential Geometry, the study of
derived manifolds and derived orbifolds.
The subject began with a short section in Lurie [32, §4.5], where he sketched
how to define an ∞-category of derived C∞-schemes, including derived mani-
folds. Lurie’s student David Spivak [45] worked out the details of this, defining
an ∞-category of derived manifolds. Simplifications and extensions of Spivak’s
theory were given by Borisov and Noel [3, 4] and the second author [20, 21].
Actually, one could argue that Fukaya and Ono’s Kuranishi spaces [10, 11]
(see also [22,25,27] for the second author’s improved, ‘derived’ 2-categorical def-
inition of Kuranishi spaces) are a prototype of derived orbifolds, which predate
the invention of Derived Algebraic Geometry. To understand the relationship,
observe that there are two ways to define ordinary manifolds:
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(A) A manifold is a Hausdorff, second countable topological space X equipped
with a sheaf OX of R-algebras (or C∞-rings) such that (X,OX) is locally
isomorphic to Rn with its sheaf of smooth functions ORn .
(B) A manifold is a Hausdorff, second countable topological space X equipped
with a maximal atlas of charts {(Ui, φi) : i ∈ I}.
If we try to define derived manifolds by generalizing approach (A), we get some
kind of derived C∞-scheme, as in [3,4,20,21,32,45]; if we try to generalize (B),
we get something like Kuranishi spaces in [10, 11, 22, 25, 27].
Derived manifolds and orbifolds are interesting for many reasons, including:
(a) Much of classical Differential Geometry extends nicely to the derived case.
(b) Many mathematical objects are naturally derived manifolds, for example:
(i) The solution set of f1(x1, . . . , xn) = · · · = fk(x1, . . . , xn) = 0, where
x1, . . . , xn are real variables and f1, . . . , fk are smooth functions.
(ii) (Non-transverse) intersections X ∩ Y of submanifolds X,Y ⊂ Z.
(iii) Moduli spacesM of solutions of nonlinear elliptic equations on com-
pact manifolds. Also, if we consider moduli spaces M for nonlinear
equations which are elliptic modulo symmetries, and restrict to ob-
jects with finite automorphism groups, then M is a derived orbifold.
(c) A compact, oriented derived manifold (or orbifold) X has a virtual class
[X]vir in (Steenrod or Cˇech) homologyHvdimX(X,Z) (or HvdimX(X,Q)),
which has deformation invariance properties. Combining this with (b)(iii),
we can use derived orbifolds as tools in enumerative invariant theories such
as Gromov–Witten invariants in Symplectic Geometry.
It is obviously desirable to extend Derived Differential Geometry to theories
of derived manifolds with corners, and derived orbifolds with corners. This will
be done by the second author in [21] by approach (A) and derived C∞-schemes
with corners, using the theory of this book. See [22,25] for a parallel treatment
using approach (B) and Kuranishi spaces with corners.
Just as derived manifolds/orbifolds have applications in enumerative invari-
ant theories (when one considers moduli spaces without boundary, which have
virtual classes), so derived manifolds/orbifolds with corners have applications
in Floer-type theories and Fukaya categories (when one considers moduli spaces
with boundary and corners, which have virtual chains). An eventual goal of
the second author’s Derived Differential Geometry project [20–22, 25, 27] is to
rewrite and extend the foundations of large areas of Symplectic Geometry.
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