We apply isothermal-isobaric Monte Carlo molecular simulation to measure the vapor-phase fugacity coefficients and equation of state of three fixed-charge models of water: SPC/E, MSPC/E, and TIP3P. State conditions correspond to the experimental vapor-liquid saturation pressures for temperatures between 292.65 and 386.85 K. The results are compared to the experimental data for water vapor. We also examine properties as given by the application of the virial equation of state, using values of the second virial coefficients computed by us or that have been previously reported (in some cases up to third virial coefficients) for the models simulated here. The models show significant deviation from ideal-gas behavior, considerably more than seen experimentally, and a second-order virial treatment does not fully characterize the behavior. This deviation from experiment is consistent with the expected failings of fixed-charge models developed for liquid phases, when applied to the vapor. A virial-equation treatment of a fluctuating-charge model (TIP4P/fq) and the polarizable point charge model (PPC) indicates that the vapor-phase properties of these models will be much more in line with experimental fugacities and densities along the coexistence line.
Introduction
The immense quantity of scientific studies involving water is motivated by the nearly ubiquitous presence of water in natural and man-made processes. Despite decades of study, there is still much room for improvement in our ability to model and understand the molecular origins of the behavior of water. 1, 2 For example, a famous peculiarity of water is the density peak in the liquid phase near freezing, yet the scope of the microscopic behavior that accompanies this feature is still being uncovered. [3] [4] [5] [6] The need to predict and understand water properties, particularly as a solvent and in mixtures, has stimulated work toward its quantitative molecular modeling. To this end, it is important first to describe pure water well, and to do so over a wide range of conditions. This latter issue is paid less attention, but it is important to the formulation of a robust model, one that appropriately captures the influence of water on solutes even if just at ambient conditions. The goal of understanding water via molecular models has attracted countless researchers' efforts. [7] [8] [9] [10] Along the way a wide variety of pure-fluid properties have been calculated through application of some notable potential models. Significant effort has been given to detailing radial distribution functions by molecular simulation 11 and reconciling them with corresponding experimental measurements. 12 Likewise, vapor-liquid equilibrium, [13] [14] [15] [16] diffusion coefficients, 17 surface tension, 18 and many other properties have been subjects of study using established water models.
Efforts to develop molecular models for water range from ab initio derived potential models 19, 20 to empirically fit models. Many models couple Lennard-Jones terms with point charges to define the water molecule. [21] [22] [23] [24] [25] [26] A more recent trend is incorporation of multi-body effects through fluctuating charges and polarization treatments. 7, 15, 27, 28 Other efforts have tried to incorporate quantum mechanical (QM) energies to predict water properties. [29] [30] [31] The computational expense of QM methods discourages their routine use, and most modeling applications employ van der Waals forces with point-charge electrostatics, perhaps with polarization.
The vapor phase of water draws much less modeling attention than the liquid. One reason is just that the liquid is practically more important than the vapor. Nevertheless, the vapor is not inconsequential. Rather, it may be that hydrogen bonding or association of vapor water molecules is less pronounced than in liquid water, and there is less challenge in the modeling. Likewise, the experimentally measured fugacity coefficients and equation of state of the saturated vapor are close to ideal, and consequently, the ideal-gas law or perhaps the virial equation of state can provide an adequate description of the behavior. Still, molecular models of water are applied to the vapor phase, often because of interest in its connection to the liquid, such as in calculations of vapor-liquid-phase coexistence properties or interfacial tension. If the vapor is in fact well modeled as an ideal gas, we wish for the molecular model of it to maintain this feature. If the model has too-strong interactions (in comparison to real water), it might exhibit inappropriate deviations from ideal-gas behavior. A frame of mind that sees the vapor as ideal might well overlook this effect when trying to reconcile deviations of the model from experiment in, for example, vapor-liquid coexistence behavior. In fact in many cases, the vapor model does show nonidealities where the real vapor does not, and in this work, we aim to highlight this point. We emphasize the behavior of the chemical potential, expressed via the fugacity coefficient, because this property connects most directly to factors involving equilibria with the liquid and other phases.
In the following, we examine several three-charge potential models for water. We use isothermal-isobaric Monte Carlo simulations to calculate fugacity coefficients and compressibility factors for saturated water vapor. The calculated data are compared to the experiment to determine how effective the * To whom correspondence should be addressed. methodologies and potential models are for the saturated water vapor conditions. We also use literature and our own values for virial coefficients of the models to calculate the same properties and establish the range of validity of the virial equation. We examine the same properties for polarizable water models using virial coefficients known for them. In section II, we describe the potentials and methods. We briefly describe the simulation details in section III. In section IV, we present the calculated fugacity coefficients and compressibility factors. Finally, section V makes conclusions.
Methodology
Potential Models. Simulations performed in this study examine several nonpolarizable three-site models for water. In particular, we examine the TIP3P, 23 SPC/E, 24 and MSPC/E 26 model. Each model is described by two Lennard-Jones parameters, σ and , for oxygen-atom interactions, an OH bond length, r OH , an HOH bond angle, a HOH , and three charges, q, -2q, and q. In Table 1 , the parameters are collected. MSPC/E is exactly related to SPC/E via corresponding states, but because we study along only a single pressure-temperature line, the models provide independent data. The energy is calculated according to In addition, Ewald summation was implemented for the calculation of long-range electrostatic interactions. The details of the application of the Ewald technique can be found elsewhere. 32 We examine two polarizable models, but only through their published virial coefficientssno simulations are conducted for them. The models are TIP4P/fq and polarizable point charge model (PPC). 27, 33 Fugacity and the Widom Method. The particle insertion method or Widom method 34 involves the repeated random insertion of a molecule into the simulated phase, without affecting the configurations sampled by the other molecules, and thereby yields the chemical potential as an appropriate ensemble average. 35 In the NPT ensemble, the working equation is where P is the pressure, N is the number of molecules, T is the temperature, k is Boltzmann's constant, V is the instantaneous volume, Λ is the de Broglie wavelength, q represents the rest of the single-molecule partition function, ) 1/kT, and ∆U is the change in energy upon insertion of the test molecule. The last term on the right-hand side of this equation gives the fugacity coefficient φ which is the quantity we use to report our results for the chemical potential.
Fugacity and the Tripathi-Chapman Method. The insertion method is known to be problematic in application to dense phases, 36 because significant contributions to the average are made by the relatively few configurations in which the inserted molecule does not overlap one of the simulated molecules. This is not an issue for the gas-phase systems we are studying, but instead, a similar problem arises. In strongly associating systems, such as water that forms hydrogen bonds, significant contributions come from insertion of the test molecule into the hydrogenbonding region of another molecule. This too may be a rare occurrence, and a straightforward application of the Widom method might lead to inaccurate results. Tripathi and Chapman 37 recently introduced an insertion methodology to address this problem, and we apply their technique in our study.
The idea of the method is to define the "monomer" as a distinct species, and to use insertion to measure its chemical potential only. Standard thermodynamics states that the monomer chemical potential will equal the chemical potential of the species (taken without consideration of its state of aggregation), so measurement of the monomer chemical potential gives directly the species chemical potential of interest. The insertion average gives only the chemical potential above the ideal-gas value, so to get the full chemical potential, we need also to measure the "mole fraction" of the monomer in the system. This is easily taken as part of the ensemble average. With this view, the working equation for the chemical-potential measurement becomes where N mono is the instantaneous number of monomers in the system, and ∆U mono is the energy of the inserted molecule, which contributes to the ensemble average only if its random insertion finds it to be a monomer (otherwise the insertion attempt is discarded). The fugacity coefficient is Any definition of "monomer" can be applied when using this method. Logical choices would be based on an energetic (e.g., monomer if the energy of the molecule is within some tolerance of zero) or geometric (monomer if not in a particular hydrogenbonding configuration) criterion. The usual Widom method is recovered if all molecules are taken to be "monomers" regardless of their situation.
UB Biasing Algorithm. In some sense, the TripathiChapman algorithm pushes off the problem of insertion sampling into the problem of sampling configurations of the interacting molecules. Its validity is based on obtaining accurate values for the monomer number, N mono . This measurement can also be a problem for associating systems, as its accurate characterization requires that molecules move between monomeric and nonmonomeric states with good frequency. Biasing a Each potential model consists of a Lennard-Jones van der Waals term and three point charges (eq 1). A charge of -2q is located on the oxygen atom. Two charges of +q for hydrogen atoms are placed a distance of rOH from the oxygen making an angle of aHOH; µ is the dipole moment in Debye. Experimental values for the geometry and dipole moment are for the gas-phase water molecule. 44 φ 38, 39 and we apply one of them in our work. The UB biasing algorithm has shown good performance in simulating low-density associating systems. 39, 40 Previous applications have ranged from associating square-well models to hydrogen fluoride vapor phase. The methodology is based upon the definition of "Unbound" and "Bound" (UB) states described by a geometric region. Two Monte Carlo trial moves are used (in addition to the usual ones for NPT simulations of water), a bonding trial and an unbonding trial. Thus, attempts are made with equal frequency to move a molecule either explicitly into or out of a biasing region, defined here to coincide with the definition of whether a molecule is a monomer or not. The algorithm counts the number of unbound molecules before and after the transition, N i mono and N j mono . Similarly, the algorithm counts the number of biasing regions that the chosen molecule is in before and after the transition, n i and n j . The move is accepted with the probability of min (1, ) , where with and is the fraction of the "bound" volume to the volume of the phase. In principle the appearance of the product of with the Boltzmann factor of the energy change makes the value of close to unity, causing most trials to be accepted. Further details are presented in ref 39 .
Virial Equation.
The virial equation of state provides an alternative route to the thermodynamics of the vapor phase. It is appealing in the present circumstances because the coefficients appearing in the virial equation can be computed rigorously for a given intermolecular potential. The virial equation has a limited range of application, losing accuracy as the pressure is increased, and we use our simulation results to characterize its validity for the range of state conditions examined in this work.
The density-explicit form of the virial equation is appropriate to the present study because we work with pressure rather than density as an independent variable. In this formulation, the virial expression for the compressibility factor is with the coefficients defined as where the unprimed coefficients are the usual ones for the pressure-explicit expansion; R is the gas constant. If truncated at the order shown, the fugacity coefficient is Second virial coefficients, 26,41-43 and in some cases third, 41 for the models studied here are available in the literature. However, they are reported for temperatures that incompletely overlap the states of interest here, so we have calculated the second-virial coefficients over the range of temperature of interest to this study. Figure 1 shows all second-virial coefficient values used here.
Simulation Details. We performed NPT Monte Carlo simulations for several models of water: TIP3P, 23 SPC/E, 24 and MSPC/E. 26 The potential parameters defining these models are summarized in Table 1 . State conditions followed the experimental values of the saturated vapor pressure for temperatures T ) 292.65-386.85 K; conditions simulated are described in Table 2 . Each simulation employed the UB bias algorithm, and measured the fugacity coefficient using the Tripathi-Chapman insertion algorithm discussed in section II as well as straightforward Widom insertion; the ensemble-averaged volume was also recorded.
Each simulation employed N ) 500 water molecules. The percentage of each trial move was approximately 40% translation moves, 40% rotation moves, 20% UB biasing moves, with a fraction 1/N of volume moves. The simulations were relaxed for 2 × 10 4 cycles, where a cycle consists of N Monte Carlo trials; results were collected over 1 × 10 6 cycles.
For the Tripathi-Chapman and the UB algorithms respectively, a common geometry-based definition was used for describing a "monomer" and an "unbound" molecule. A molecule is considered a monomer, or unbound, if its oxygen atom lies more than 3.75 Å from any other oxygen atom.
Results and Discussion
Figures 2-4 display measured values of the fugacity coefficients for the MSPC/E, SPC/E, and TIP3P models, respectively. Figure 5 presents the compressibility factor for all of them. All data are for temperature/pressure combinations corresponding to the experimental vapor-liquid coexistence conditions. The true vapor pressures of some of these models are lower than the experimental values, and consequently, these Figure 1 . Second virial coefficients of water as calculated by us for MSPC/E, SPC/E, and TIP3P models, and from literature for TIP4P/ fq, 16 PPC, 41 and experiment. 16, 47 There are two points to consider in examining these results. First, we are interested in the ability of each potential model to reproduce the behavior of the vapor at the experimental saturation conditions; if the models do not, this information goes some way toward understanding why the models disagree with experimental vapor pressures. Second, it is also of interest to consider effectiveness of the simulation methodology to measure fugacity coefficients. The data are displayed in a manner so the methodology can be compared for each separate model. The ability of the potential model to represent saturated water vapor can be derived from a comparison with the experimental results, which are common to Figures 2-4 .
Considering first the performance of the methods, the Tripathi-Chapman results show consistently greater precision than direct Widom insertion, as indicated by their smaller error bars. There is also a small but consistent difference between the results. The Tripathi-Chapman data are consistently below the Widom data. This observation is consistent with our understanding of the manner of failure of the Widom method for associating systems. Insufficient sampling of the energetically favorable configurations causes the basic Widom insertion method to underestimate the ensemble average, and thereby overestimate the fugacity coefficient. Comparison with the virial equation also tends to support the conclusion that the TripathiChapman based data are of greater accuracy.
The main statement to be made regarding the behavior of the measured fugacity coefficients is that the molecular models significantly underestimate the experimental values. This result is consistent with the corresponding data for the compressibility factor, which shows that the models overestimate the experimental density at each condition. In all cases, the molecular models indicate greater deviation from ideal behavior than observed in the experimental data. This trend is easily understood and has been explained by others: 16 the molecular models examined here have been developed to describe liquid-phase properties, and consequently, they possess dipole moments that are significantly greater than the gas-phase value. This leads them to interact more strongly than is appropriate, with greater association, resulting in larger and more negative deviations from ideal-gas behavior. The trend in the models' dipole moments is SPC/E ≈ TIP3P > MSPC/E. Correspondingly, SPC/E displays the largest deviation from experiment, but MSPC/E and TIP3P are both somewhat better, with results about equal to each other (albeit still poor in comparison with experiment). Thus, the dipole moment is not the sole determinant of the degree of nonideality. Noting that the dipole moment is more physically useful when considering interactions that are 46 The line corresponds to the second-order virial equation using MSPC/E virial coefficients shown in Figure 1 . Figure 2 , but for the TIP3P potential model. Also shown are data for the TIP4P/fq model based on the second virial coefficient. 16 Solid lines through simulation and experimental data are based on the second-virial coefficient for the TIP3P model ( Figure 1) and experiment, 16, 47 respectively. Compressibility factor for saturated water vapor for the potential models studied here, compared with experiment. 46 Solid and hashed lines respectively describe results from the second and third (for PPC and SPC/E models) virial coefficient evaluation, with solid lines corresponding to data points nearest to each line. Also shown are second-virial results for TIP4P/fq model. more distant, perhaps slightly more important in this context is the O-H bond length r OH itself (cf. Table 1 ): SPC/E > MSPC/E > TIP3P. So TIP3P does better than SPC/E despite the comparable dipole because the smaller OH bond prevents the electrostatic energy for closely separated molecules from becoming as negative (which would contribute to a more nonideal, SPC/E-like fugacity coefficient). Still, the dipole moment is not irrelevant, as TIP3P has the correct gas-phase geometry, but displays poor agreement due to the exaggerated charges needed to describe the liquid. The features contributing to the poor performance of the SPC/E model also contribute to difficulties in simulating it in the vapor. Results for it are significantly more scattered than for the other systems, and the discrepancy between the scatter and the confidence limits indicates problems in converging the NPT simulation volume.
Comparison with the curves obtained via the virial equation indicate the limitations of the virial equation in describing the vapor phase. The vapor becomes increasingly nonideal at higher temperatures, where the pressure is greater. In all cases, the comparison shows that the second-order virial equation (i.e., including B only) does not fully describe the deviation from ideality. For the SPC/E model, where we do have data for the third virial coefficient, we find that this additional correction is sufficient to bring the virial model in line with the simulation data.
The failure of fixed-charge models (such as the ones studied here) to capture vapor and liquid-phase behavior has motivated the development of polarizable and fluctuating-charge models. Such models adapt to their environment, so that they exhibit liquidlike charge distributions when in the liquid, while recovering the appropriate gas-phase dipole moment when in the gas. We have not performed corresponding simulations for such models, but instead, we examine their behavior in terms of their known virial coefficients. Our comparison of the virial formula with simulation data for the nonpolarizable models gives a good indication of the appropriateness of the virial equation for this purpose. Figure 4 includes the fugacity coefficient for the TIP4P/ fq fluctuating-charge model as given by the second-order virial equation, whereas Figure 5 shows the same for the compressibility factor. Figure 3 includes the fugacity coefficient for the PPC model as given by the second-and third-order virial equations, whereas Figure 5 again shows the same for the compressibility factor. The improvement is clear and gives a strong indication of the value of using polarizable models when studying the vapor phase in conjunction with a liquid.
Conclusion
This work highlights issues involved in molecular modeling as applied to the description of the vapor phase. These considerations can be useful in guiding the formulation of comprehensive molecular models capable of describing both liquid and vapor phases. The more thoroughly characterized molecular models have been examined for their vapor-liquid coexistence properties. 3, 15, 16, 26 The vapor pressure is commonly viewed as a liquid-phase property, in that its value is almost fully established by the chemical potential of the liquid phase. This view assumes that the vapor is ideal. Such an assumption may be well justified, at least from the standpoint of the behavior of the physical system being modeled. In this work, we emphasize the point that, although the actual vapor might be reasonably described as ideal, molecular models for it will tend to fail in a way that cause it to deviate more from ideal behavior. In this case, attempts to improve vapor-liquid coexistence properties by focusing on the liquid phase will be at least partially misdirected. In this regard, it is notable that the MSPC/E model was optimized to match experimental vapor pressures; that it does this while giving a less-than-adequate description of the vapor indicates that it has only achieved a cancellation of errors between the vapor and liquid.
We find that all fixed-charge models for water exhibit a much more nonideal vapor phase then is seen experimentally. Indications are that the use of a fluctuating-charge model remedies this error considerably. The Tripathi-Chapman method provides a good means to measure chemical potentials of associating systems, particularly when used in conjunction with an association-bias sampling algorithm. Pages 12808-12813. We have discovered a subtle error in the algorithm we used to calculate the second virial coefficient B for the water models studied in this work. 1 Upon recalculation of these values, Figures 1-5 of this paper are changed and should be updated with the corresponding figures here. Simulation data are not changed in these figures.
ADDITIONS AND CORRECTIONS
One outcome of this correction is that the data (both the equation of state and the fugacity coefficients) show greater disagreement between the simulation results and the description given by the second-order virial formula. We interpret this disagreement as a further indication of the inadequacy of the second-order virial treatment at these conditions, when applied to the model systems. In support of this interpretation, we can examine corrections found upon including third and fourth virial coefficients, for which data are newly available 2 for the SPC/E model at one temperature overlapping with this study. These points are included in Figures 3 and 5 , where it is seen that increasing the order of the virial equation yields significantly better agreement with the simulation results.
We also take this opportunity to update the results calculated using the experimental second virial coefficient of water, now employing the correlation for B(T) newly proposed by Harvey and Lemmon. 3 However, this change does not produce noticeable differences in the figures. It is also worth noting that comparisons of the virial coefficients of the models to experiment should, at these temperatures, take into consideration quantum mechanical effects on B. 4, 5 However, for comparison of the virial treatment to the data from simulations, which are performed classically, it is appropriate to use a purely classical B (as done here). Compressibility factor for saturated water vapor for the potential models studied here, compared with experiment. 8 Solid and (for PPC model) dashed lines, respectively, describe results from second and third virial coefficient evaluation; for TIP3P, SPC/E, and MSPC/E curves, solid symbols are placed on each line to identify them (corresponding to open symbols describing simulation data). Solid diamonds indicated "C" and "D" at 373 K use third and fourth SPC/E virial coefficients, 2 respectively. Also shown are second-virial results for TIP4P/fq model.
