In NIP theories, generically stable Keisler measures can be characterized in several ways. We analyze these various forms of "generic stability" in arbitrary theories. Among other things, we show that the standard definition of generic stability for types coincides with the notion of a frequency interpretation measure. We also give combinatorial examples of types in NSOP theories that are finitely approximated but not generically stable, as well as φ-types in simple theories that are definable and finitely satisfiable in a small model, but not finitely approximated. Our proofs demonstrate interesting connections to classical results from Ramsey theory for finite graphs and hypergraphs.
Introduction
An extremely useful characterization of stability for a complete theory is that any global type is definable and finitely satisfiable in some small model. On the other hand, the class of stable theories is highly restrictive, and a great deal of current research in model theory has focused on finding stable-like phenomena in unstable environments. In NIP theories, although not every type is necessarily definable and finitely satisfiable, the class of types with these properties is still quite resilient, and such types are now referred to as generically stable.
Generically stable types in NIP theories were first identified by Shelah [28] , and then thoroughly studied by Hrushovski and Pillay [19] and Usvyatsov [31] . This investigation was extended to Keisler measures in NIP theories in [18] and [19] , culminating in the work of Hrushovski, Pillay, and Simon [20] where generically stable Keisler measures were defined. It is shown in [20] that a global Keisler measure µ is definable and finitely satisfiable in a small model if and only if it is finitely approximated, i.e., when restricted to a single formula, µ is a uniform limit of average frequency measures. Moreover, the "test points" for these averages can be chosen from definable sets of almost full measure with respect to products of µ, which leads to the notion of a frequency interpretation measure (Definition 2.7).
A standard hypothesis in the NIP setting is that definability and finite satisfiability (in a small model) are opposite extremes on the spectrum of invariant types and measures, and so the synthesis of both properties forms a stable refuge in an unstable world. So it is not unreasonable to explore a similar motif beyond NIP theories, and especially in other tame regions like simplicity or NTP 2 .
In this paper, we study the above forms of "generic stability" in the wilderness outside of NIP. Generically stable types in arbitrary theories were defined by Pillay and Tanović in [26] and, in Section 3, we reconcile this definition with the setting of measures. Specifically, we show that a global type is generically stable if and only if it is a frequency interpretation measure (Proposition 3.2), which establishes a concrete connection between generic stability for measures in NIP theories and for types in arbitrary theories. We also give a characterization of generic stability for types in NTP 2 theories (Theorem 3.8), which is formulated purely in terms of forking, and is reminiscent of a similar characterization in the NIP setting.
In Section 4, we analyze theories in which every dfs (i.e., definable and finitely satisfiable in a small model) Keisler measure is trivial (we call such theories dfstrivial ). We show that dfs-triviality reduces to measures in one variable (Proposition 4.5), and that dfs-nontriviality is preserved in reducts (Theorem 4.8) . Finally, we give examples of dfs-trivial theories, including the theory of the random graph, the theory T r s of the generic K r s -free r-hypergraph for s > r ≥ 3, and the theory T * feq of a generic parameterized equivalence relation (Corollary 4.10).
We then turn to the classes of dfs measures, finitely approximated measures, and frequency interpretation measures (listed in order of increasing strength). In light of the fact that all three classes coincide in NIP theories, we focus on separating these classes in general theories. For instance, the question of whether finitely approximated measures coincide with frequency interpretation measures in arbitrary theories was asked by Chernikov and Starchenko in [7, Remark 3.6] , and the examples below give a negative answer.
In Section 5, we first recall an example, due to Adler, Casanovas, and Pillay [1] , of a theory with a generically stable global type p such that p ⊗ p is not generically stable. This theory is a variation of T * feq in which equivalence classes have size two. We note that this gives a non-simple NSOP 1 theory with a finitely approximated 2type that is not generically stable (and thus not frequency interpretable). We then exhibit similar behavior with a 1-type in the theory of the generic K s -free graph for s ≥ 3. Specifically, we consider the global type of a disconnected vertex, which is clearly not generically stable, and use lower bounds on the Ramsey numbers of Erdős and Rogers [14] to show this type is finitely approximated.
At this point, it still remains open whether there is a theory with a definable and finitely satisfiable global Keisler measure that is not finitely approximated. However, if we shift our focus to the local level of φ-types and φ-measures, then interesting examples emerge. This viewpoint is also motivated by a result of the second author [15] that if φ(x; y) is an NIP formula, then any definable and finitely satisfiable Keisler measure on φ-definable sets is finitely approximated. In Section 5.3, we show that this fails for φ-types in simple theories. In particular, we consider the theory T r s for some s > r ≥ 3, and define the φ-type
Using the Ramsey property for finite K r−1 s -free (r − 1)-hypergraphs (due to Nešetřil and Rödl [24] ), we show that p R is finitely satisfiable in any small model. We then show that p R is not finitely approximated by adapting an averaging argument of Erdős and Kleitman [13] on maximal cuts in (r − 1)-hypergraphs to the setting of weighted hypergraphs.
A recurring theme in our results is that generic stability in the wild is very uncommon, and more fragile than in NIP theories. Regarding the interaction between dfs measures and finitely approximated measures, our examples suggest a much weaker connection outside of NIP, at least at the local level. On the other hand, all of our examples of measures that are finitely approximated, but not frequency interpretable, live in theories with TP 2 . So perhaps there is hope for an NIP-like connection for these notions in NTP 2 or simple theories.
Preliminaries
Throughout the paper, we let T be a complete L-theory and U a sufficiently saturated monster model of T . We write A ⊂ U to mean that A is a subset of U and U is |A| + -saturated. We write M ≺ U to mean M U and M ⊂ U. Given A ⊆ U, we use "L(A)-formula" to refer to formulas with parameters from A.
Given a variable sort x and M ≺ U, let Def x (M ) denote the Boolean algebra of M -definable subsets of U x , which we also identify with the Boolean algebra of L(M )-formulas in free variables in x. We let M Given a variable sort x and a tupleā = (a 1 , . . . , a n ) ∈ (U x ) n , we define the Keisler measure Avā ∈ M x (U) such that, given an L(U)-formula φ(x),
(where, by convention, [n] denotes the set {1, . . . , n}).
any closed set C ⊆ [0, 1], the set {b ∈ U y : µ(φ(x; b)) ∈ C} is type-definable over M . In this case, we also say µ is definable over M .
for some a ∈ M x . (4) µ is finitely approximated if there is M ≺ U such that for any L-formula φ(x; y) and any ǫ > 0, there is n ≥ 1 andā ∈ (M x ) n such that for any b ∈ U y , |µ(φ(x; b)) − Avā(φ(x; b))| < ǫ. In this case, we callā a (φ, ǫ)approximation for µ, and we say µ is finitely approximated in M .
The next fact lists some implications between the notions above. These are standard exercises (see also [29, Chapter 7] and [15, Proposition 4.12] ).
While Keisler measures were first considered by Keisler in [21] , the notions in Definition 2.1 were largely developed in later work on NIP theories (see [7] , [18] , [19] , [20] ). In [20] , Hrushovski, Pillay, and Simon further introduced frequency interpretation measures in the NIP context. In order to state this definition, we need to recall the notion of the Morley product of two Keisler measures. While in general one can define this product for any pair of measures that are "measurable with respect to one another", for simplicity we restrict our focus to definable measures (see Remark 2.11) .
Definability of measures can be restated as follows.
. We now define the Morley product of Keisler measures. Definition 2.5. Let µ ∈ M x (U) and ν ∈ M y (U) be Keisler measures, and suppose µ is definable over M ≺ U. We define the product µ ⊗ ν in M xy (U) such that, given an L(U)-formula φ(x, y),
where N ≺ U contains M and any parameters in φ(x, y), F φ µ maps S y (N ) to [0, 1], and ν| N denotes the regular Borel probability measure on S y (N ) associated to the restriction of ν to Def y (N ) (we will write ν instead of ν| N when there is no possibility for confusion).
One can check that, in the context of the definition, the product µ ⊗ ν is welldefined and, if ν is also M -invariant, then µ ⊗ ν is M -invariant (see the remarks following [29, Proposition 7.19] ). Also, definability of µ is more than sufficient to make this definition work (see Remark 2.11) . For NIP theories, it is well known that the Morley product is associative and preserves notions such as definability. While related remarks for arbitrary theories can be found in the folklore, we take the opportunity to clarify some details regarding our setting of definable measures. Proof. We first show µ ⊗ ν is definable over M (this is stated without proof in [20, Lemma 1.6] ). Fix an L-formula φ(x, y; z). We need to show that the map F φ µ⊗ν : S z (M ) → [0, 1] is continuous. To demonstrate this, we will show that this map is a uniform limit of continuous functions, and hence continuous.
Fix ǫ > 0. Since µ is definable, the map F φ µ : S yz (M ) → [0, 1] is continuous. Since S yz (M ) is a Stone space, there are L(M )-formulas ψ 1 (y, z), . . . , ψ n (y, z), which partition S yz (M ), and real numbers r 1 , . . . , r n such that for any p ∈ S yz (M ), 
Since ν is definable, we have that each F ψi ν is continuous, and so n i=1 r i F ψi ν is continuous. Therefore F φ µ⊗ν is the uniform limit of continuous functions. Now, to verify associativity, let φ(x, y, z) be any L(U)-formula. We define k 1 = (µ ⊗ (ν ⊗ λ))(φ(x, y, z)) and k 2 = ((µ ⊗ ν) ⊗ λ)(φ(x, y, z)), and show k 1 = k 2 . Let N ≺ U contain M and any parameters in φ(x, y, z). Fix ǫ > 0, and let ψ 1 (y, z), . . . , ψ n (y, z) and r 1 , . . . , r n approximate F φ µ : S yz (N ) → [0, 1] as above. Then
Recall that k 2 = Sz (N ) F φ µ⊗ν dλ. As above, we have F φ µ⊗ν (p) ≈ ǫ n i=1 r i F ψi ν (p) for any p ∈ S z (N ). Therefore
Given n ≥ 1 and a definable measure µ ∈ M x (U), let µ (n) denote the iterated product µ ⊗ n . . . ⊗ µ ∈ Mx(U), wherex = (x 1 , . . . , x n ) and x i is of sort x. So µ (n) is well-defined and definable over M by Proposition 2.6.
and b ∈ U y , and (ii) lim n→∞ µ (n) (θ n (x 1 , . . . , x n )) = 1.
In the previous definition, condition (i) implies that µ is finitely approximated in any M ≺ U such that the formulas θ n (x) in condition (i) are over M . In particular, any frequency interpretation measure is definable, and so the iterated product µ (n) in condition (ii) is well-defined. In NIP theories, the following equivalences hold. Theorem 2.8 (Hrushovski, Pillay, Simon [20] ). Assume T is NIP. Given a Keisler measure µ ∈ M x (U), the following are equivalent.
(i) µ is definable and finitely satisfiable in a small model. (ii) µ is finitely approximated. (iii) µ is a frequency interpretation measure.
A related result for types was first proved by Hrushovski and Pillay in [19] (see Section 3). The terminology "finitely approximated" does not appear in [20] , but rather comes from Chernikov and Starchenko [7] .
Finally, we record a few more useful facts about Keisler measures. Given an L-formula φ(x; y) we let φ * (y; x) be the same formula but with the roles of object and parameters variables exchanged. Proof. Let r φ : S y (M ) → S φ * (M ) be the obvious restriction map. Recall that any continuous surjection between compact Hausdorff spaces is a quotient map, and so r φ is a quotient map. We claim that F :
Since µ is definable over M , we have that F φ µ is continuous. Now, by the universal property of quotient maps, F is continuous. This immediately implies part (a). 
The analogue of the previous fact fails for frequency interpretation measures, even in the case of types. This follows from Proposition 3.2 applied to an example of Adler, Casanovas, and Pillay [1] (see Fact 5.4).
Remark 2.11. In Definition 2.5, one clearly only needs F φ µ to be ν| N -measurable in order for the integral to make sense. If T is NIP, then any M -invariant measure is Borel definable over M , which is to say that for any L-formula φ(x, y), the map F φ µ : S y (M ) → [0, 1] is Borel. So for NIP theories, one only needs invariance of µ in Definition 2.5. In order to give a uniform definition of Morely products in general, one often works with Borel definable measures. So a natural question is the analogue of Proposition 2.6 in this setting (the analogue of part (a) is stated, but not proved, in [20, Lemma 2.1]).
On the other hand, the Morley product of invariant types is always well-defined (since every map is measurable with respect to a Dirac measure) and associative. See [29, Section 2.2] for details.
Generically stable types
In NIP theories, a Keisler measure µ ∈ M x (U) is called generically stable if it satisfies the equivalent properties in Theorem 2.8. Generically stable types in NIP theories were initially studied by Shelah [28] , and then in more depth by Hrushovski and Pillay [19] and Usyvatsov [31] . In [26] , Pillay and Tanović give a definition of generic stability for types in arbitrary theories (Definition 3.1 below). This notion is further studied by Adler, Casanovas, and Pillay in [1] . An equivalent formulation of generic stability for types in arbitrary theories is given by García, Onshuus, and Usvyatsov in [16] .
In this case, we also say p is generically stable over M .
We make two remarks. First, the reference to ordinals α ≥ ω (specifically, α = ω + ω) in Definition 3.1 is necessary. For example, if T is NIP then any invariant global type satisfies the conclusion of the definition when α = ω, but if T unstable then there is some invariant global type that is not definable (or finitely satisfiable in any small model), and hence not generically stable (see, e.g., [25, Theorem 2.15] ). Second, since Definition 3.1 involves Morley sequences, it does not immediately transfer to measures. 1 The next result clarifies both of these remarks. (i) ⇒ (iii). Assume (i), and fix an L-formula φ(x; y). We construct a sequence (θ n ) n≥1 as in Definition 2.7. By Definition 3.1 and compactness, there is some n φ such that for any Morley sequence (a i ) i<ω in p over M , and any b ∈ U y , either φ(x; b) ∈ p and |{i < ω : ¬φ(a i ; b)}| ≤ n φ , or ¬φ(x; b) ∈ p and |{i < ω : φ(a i ; b)}| ≤ n φ (see [19, Proposition 3.2] 
Then
. It is straightforward to verify that θ ni (x 1 , . . . , x ni ) satisfies ( †).
(iii) ⇒ (ii). Assume (iii). Fix a Morley sequence (a i ) i<ω in p over M , and some φ(x; b) ∈ p. Let I = {i < ω : U |= φ(a i )}. By (iii), we may choose n sufficiently large and an L(M )-formula θ(x 1 , . . . , x n ) ∈ p (n) such that, for anȳ a ′ |= θ(x), |p(φ(x)) − Avā′(φ(x; b))| < 1. Note, in particular, that θ(a i1 , . . . , a in ) holds for any i 1 < . . . < i n < ω. We now have |ω\I| < n since, if not, then there are i 1 < . . . < i n < ω such that ¬φ(a ij ; b) holds for all 1 ≤ j ≤ n, and so p(φ(x; b)) − Av (ai 1 ,...,ai n ) (φ(x; b)) = 1, contradicting the choice of n and θ.
The previous proposition can be taken as evidence that frequency interpretation measures provide a compatible generalization of the standard notion of generic stability for types to the class of all measures.
For types in arbitrary theories, generic stability is a strengthening of stationarity. In order to make this precise, we recall some definitions.
In [19] , Hrushovski and Pillay give an example of a type p ∈ S x (U) in an NIP (in fact, C-minimal) theory such that p is weakly stationary over some M ≺ U, but not stationary over M . On the other hand, if T is simple then stationarity and weak stationarity are the same by transitivity of nonforking. Proposition 1] . Part (b) is due to Pillay, and the proof is given in [16] . See also [1, Fact 1.9].
Remark 3.6. Given Proposition 3.2, a natural question is whether either conclusion of Fact 3.5 holds for finitely approximated types. So we point out this is not the case. In particular, let T be the theory of the generic triangle-free graph, and let p ∈ S 1 (U) be the unique type containing ¬E(x, b) for all b ∈ U. By the characterization of forking from [8] , p is not weakly stationary over any M ≺ U, and the condition in Fact 3.5(b) fails for any M ≺ U. However, we will show in Section 5.2 that p is finitely approximated.
In NIP theories, if p ∈ S x (U) is stationary over M ≺ U then it is generically stable over M (see [19, Proposition 3.2] or [31, Theorem 7.6]), and so stationarity characterizes generic stability. Our next result uses work of Chernikov and Kaplan from [5] to prove an analogous characterization for NTP 2 theories. Call a sequence (a i ) i<ω from U strictly invariant over M ≺ U if, for all i < ω, there is a global Minvariant type p such that p extends tp(a i /M a <i ) and B | ⌣M a for any B ⊇ M a <i and a |= p| B . Given a model M ≺ U, we will say that "forking equals dividing over M " if any L(U)-formula that forks over M also divides over M . Proof. This will be obtained directly from [5, Proposition 3.7] , and so we will follow the terminology of that paper. In particular, | ⌣ is a standard pre-independence relation satisfying finite character. Moreover, by assumption, M is an extension base for nonforking, and forking implies quasi-dividing over M . Altogether, all of the hypotheses of [5, Proposition 3.7] are satisfied and so we obtain q ∈ S x (U) such that q extends p| M , q does not fork over M , and if B ⊇ M and a |= q| B then B | ⌣M a. By weak stationarity of p over M , we have p = q. Note also that p is M -invariant since it is weakly stationary over M . Therefore p itself witnesses that any Morley sequence in p over M is strictly invariant over M , and we have part (a). For part (b), if b is a tuple from U such that a | ⌣M b, then a |= p| Mb by weak stationarity, and so b | ⌣M a. We also note that if T is simple, then p ∈ S x (U) is generically stable over M ≺ U if and only if it is (weakly) stationary over M . Moreover, p ∈ S x (U) is stationary over some M ≺ U if and only if it has a unique nonforking extension to any larger model. (The right-to-left direction follows from local character and independent amalgamation for forking in simple theories; see, e.g., [4, Proposition 17.3] .)
It would be interesting to pursue a generalization of Theorem 3.8 involving frequency interpretation measures in NTP 2 theories. However, this would likely require a better understanding of the general theory of Keisler measures outside of NIP theories, which is still fairly underdeveloped.
dfs-trivial theories
We call a global Keisler measure is dfs if it is definable and finitely satisfiable in some small model. (we call this measure the localization of µ at X).
Note that a type p ∈ S x (U) is trivial if and only if it is realized in U. 
We first argue that S is countable (and so Borel definable in particular).
If S is uncountable, then there is some infinite S 0 ⊆ S and n ≥ 2 such that n(b) = n for all b ∈ S 0 . So if Y ⊆ S 0 has size n, then µ(Y ) = b∈Y µ(x = b) > 1, which is a contradiction.
Let ν = b∈S µ(x = b)δ b . We will show µ = ν. First, suppose X ⊆ U x is Borel definable and X ∩ S = ∅. Then we claim µ(X) = 0. If not, then let µ 0 ∈ M x (U) be the localization of µ at X. Then µ 0 ∈ Ω, and so there is some b ∈ U x such that µ 0 (x = b) > 0, which contradicts X ∩ S = ∅. Now, given A ∈ Def x (U), we have µ(A) = µ(A\S) + µ(A ∩ S) = µ(A ∩ S) = ν(A) as desired.
For the rest of this section, we assume T is one-sorted. . Proof. Fix n ≥ 1 and suppose that every measure in M dfs n (U) is trivial. Suppose µ ∈ M dfs n+1 (U), and let µ 0 ∈ M n (U) be the projection of µ to the first n variables, i.e., µ 0 (φ(x 1 , . . . , x n )) = µ(φ(x 1 , . . . , x n ) ∧ x n+1 = x n+1 ). Note that µ 0 ∈ M dfs n (U), and thus is trivial by assumption. Fix a countable set I ⊂ U n and a function r : I → (0, 1] such that µ 0 = i∈I r i δ i . Fix i ∈ I, and let ν i ∈ M 1 (U) be such that
. , x n ) = i). Then ν i ∈ M dfs 1 (U) for all i ∈ I, and so we have ν i = ∞ j=0 s i j δ a i j for some sequences (a i j ) ∞ j=0 from U and (s i j ) ∞ j=0 from [0, 1]. Now we claim that
and so µ is trivial. Letx = (x 1 , . . . , x n , x n+1 ) and, for i ∈ I, define the formula σ i (x) := ((x 1 , . . . , x n ) = i) ∧ (x n+1 = x n+1 ). Then µ(σ i (x)) = r i for any i ∈ I. Since i∈I r i = 1, it follows that for any L(U)-formula φ(x 1 , . . . , x n , x n+1 ), we have If T is NIP then T is dfs-nontrivial. This is a standard construction, which we briefly recall (see also, e.g., [29, Example 7.2] ). Assume T is NIP, and let (a i ) i∈[0,1] be a non-constant indiscernible sequence in U. Define µ ∈ M 1 (U) so that µ(φ(x)) is the Lebesgue measure of {i ∈ [0, 1] : U |= φ(a i )}. Since T is NIP, it follows that µ is a well-defined nontrivial definable Keisler measure, and it is clearly finitely satisfiable in any M ≺ U containing (a i ) i∈[0,1] . It should be mentioned that not every NIP theory admits a nontrivial dfs type. For example, in distal theories (which are NIP), any such type must be algebraic. However, if T is stable then any non-algebraic global type is a nontrivial definable and dfs Keisler measure.
The next goal is to show that dfs-nontriviality is preserved under reducts. First, we make precise our use of the word "reduct". Let T 0 be a complete L 0 -theory in some one-sorted language L 0 of small cardinality (relative to U). Without loss of generality, we assume L 0 is relational. We say T 0 is a reduct of T if there is some finite F ⊂ U and, for each n-ary relation R ∈ L 0 , an L(U)-formula θ R (x 1 , . . . , x n ) (with |x i | = 1) such that (U\F ; (θ R ) R∈L0 ) |= T 0 . Proof. Fix a finite set F ⊂ U and L(U)-formulas (θ R ) R∈L0 such that if U 0 is the L 0 -structure (U\F ; (θ R ) R∈L0 ), then U 0 |= T 0 . We may add constants to T and assume that each θ R is over ∅, and F is definable by an L-formula χ(x) over ∅.
To show that T is dfs-trivial, it suffices by Propositions 4.3 and 4.5 to fix some µ ∈ M dfs 1 (U) and show that µ(x = b) > 0 for some b ∈ U. Toward a contradiction, suppose µ(x = b) = 0 for all b ∈ U. Let M ≺ U be such that µ is definable and finitely satisfiable over M . Then M 0 := M \F ≺ L0 U 0 , and U 0 is |M 0 | + -saturated as an L 0 -structure. Now let µ 0 be the restriction of µ to L 0 -formulas over U 0 . We show that µ 0 ∈ M dfs 1 (U 0 ), which contradicts the assumption that T 0 is dfs-trivial. In particular, we show µ 0 is definable (with respect to L 0 ) and finitely satisfiable over M 0 . Fix an L 0 -formula φ(x, y). Suppose b ∈ U y 0 is such that µ 0 (φ(x, b)) > 0. Note that µ(χ(x)) = 0 by assumption, and so µ(
Recall that the random graph is the Fraïssé limit of the class of finite graphs, and the random bipartite graph is the Fraïssé limit of the class of finite bipartite graphs. In order to obtain a Fraïssé class in the latter case, we work in the language L = {E, P, Q} where E is the edge relation and P, Q are predicates for the bipartition. Now suppose that µ(¬E(x, b)) = 1 for all b ∈ U. Note that µ(P (x) ∨ Q(x)) = 1 and so, without loss of generality, we may assume µ(P (x)) > 0. Let E 0 (x, y) be the formula ¬E(x, y) ∧ ((P (x) ∧ Q(y)) ∨ (P (y) ∧ Q(x))). Then E 0 (x, y), P (x), and Q(x) define a random bipartite graph on U. Moreover, if b ∈ Q(U) then µ(E 0 (x, b)) > 0. So we may apply the argument above to obtain a contradiction.
We now give several examples of theories which are dfs-trivial because they have one of the above theories as a reduct. Recall that, given r ≥ 2, an r-uniform hypergraph (or r-graph) is a set of vertices together with an irreflexive, symmetric r-ary relation R. For any fixed r ≥ 2, the class of finite r-graphs is a Fraïssé class, and we let T r be the theory of the Fraïssé limit. Given s > r, let K r s be the complete r-graph on s vertices. Then, for any fixed s > r, the class of finite K r s -free r-graphs is a Fraïssé class, and we let T r s be the theory of the Fraïssé limit. (2) Note that if r ≥ 3 and U |= T r s then the graph H constructed in (1) is K r s -free. So the same argument works to show that T 2 is a reduct of T r s . (3) Let T be the theory of a pseudofinite field K, and let p be a prime different from the characteristic of K. By a result of Duret [11] , T 2 is a reduct of T via the formula E(x, y) := ∃z(x + y = z p ) ∧ x = y.
(4) Let T be the theory of the random tournament (i.e., the Fraïssé limit of finite tournaments), and let U |= T . We show that the theory of the random bipartite graph is a reduct of T . Recall that a tournament is a directed graph in which every pair of vertices is joined by exactly one directed edge. Let R be the directed edge relation, and fix some a ∈ U. Noticeably absent from the previous corollary is T 2 s for s ≥ 3. We will see in Section 5.2 that these theories are not dfs-trivial.
Examples

5.1.
Parameterized equivalence relations. The purpose of this section is to develop an example of Adler, Casanovas, and Pillay [1] . Let L be a language with two sorts O and P (for "objects" and "parameters") and a ternary relation E z (x, y) on O × O × P (with x, y of sort O and z of sort P ). Let T feq2 be the incomplete theory asserting that for any z in P , E z (x, y) is an equivalence relation on O in which each class has size 2. Then T feq2 has a model completion, which we denote T * feq2 . This theory was defined in [1, Example 1.7], and can also be constructed as the generic variation of the theory T * eq2 of an equivalence relation with infinitely many classes of size 2. Generic variations were defined by Baudisch in [3] , although we have used an equivalent two-sorted version as in [6, Section 6.2] .
Note that T * eq2 has quantifier elimination and eliminates ∃ ∞ (in fact, this theory is complete and strongly minimal). It follows that T * feq2 is complete, model complete, and eliminates ∃ ∞ (see [ The classification of T * feq2 using dividing lines is the same as its counterpart T * feq . Recall that T * feq is the generic variation of the theory T * eq of an equivalence relation with infinitely many infinite classes (or, alternatively, the model completion of the theory T feq of a parameterized equivalence relation).
Theorem 5.1. T * feq2 is NSOP 1 but not simple. Proof. To show that T * feq2 is not simple we will in fact witness TP 2 (recall the result of Shelah that any NSOP 1 non-simple theory must have TP 2 and, as is often the case in such situations, a direct demonstration of TP 2 is cleaner).
Let {b i,j , c i : i, j < ω} ⊆ O(U) be a collection of pairwise distinct objects. Given i < ω and j < k < ω, the formula E x (b i,j , c i ) ∧ E x (b i,k , c i ) is inconsistent since all E x -classes have size 2. On the other hand, for any function σ : ω → ω, the type {E x (b i,σ(i) , c i ) : i < ω} is consistent since we can find a parameter a ∈ P (U) such that {b i,σ(i) , c i } is an E a -class for all i < ω. Altogether, we have shown that the formula φ(x; y 1 , y 2 ) := E x (y 1 , y 2 ) has TP 2 .
Finally, the fact that T * feq2 is NSOP 1 follows from an unpublished result of Ramsey that NSOP 1 is preserved by the generic variation construction from [3] (the analogous statement for NTP 1 was shown by Dobrowolski in [10] ).
Remark 5.2. In [6, Section 6.2], Chernikov and Ramsey consider the theories of Fraïssé limits in finite relational languages with strong amalgamation, and they show that generic variation preserves NSOP 1 in such cases. Note however that, while T * eq2 is the theory of a Fraïssé limit in a finite relational language, the associated Fraïssé class does not have strong amalgamation.
Despite the similarities between the definitions of T * feq2 and T * feq , and the dividing lines they satisfy, the behavior of generically stable types is different (recall that T * feq is dfs-trivial by Corollary 4.10). Remark 5.3. If U |= T * feq2 then any definable subset of O(U) is finite or cofinite (this is easily checked using quantifier elimination in the language with f named). [1] ). If U |= T * feq2 then there is a generically stable type p ∈ S 1 (U) such that p ⊗ p is not generically stable.
Proof. See [1, Example 1.7] . The type p is the unique type in S 1 (U) that contains O(x) and ¬E c (x, b) for all b ∈ O(U) and c ∈ P (U). By Remark 5.3, it is clear that p is generically stable, and it is shown in [1] that p ⊗ p is not generically stable.
Since the type p in the previous fact is not realized in U, we conclude that T * feq2 is not dfs-trivial. We also obtain a separation between generic stability and finite approximation for types (recall that these notions are equivalent in NIP theories).
Corollary 5.5. If U |= T * feq2 then there is a type q ∈ S 2 (U) that is finitely approximated but not generically stable (and thus not a frequency interpretation measure).
Proof. Let p ∈ S 1 (U) be the type from Given a finite graph G, let α s (G) denote the size of the largest subset of G which induces a K s−1 -free subgraph. Let R s (n) be the smallest integer N such that any graph G of size N either contains K s or satisfies α s (G) ≥ n.
Theorem 5.6 (Erdős & Rogers 1962 [14] ). R s (n) ≥ Ω(n 1+cs ) for some c s > 0. Thus there are K s -free graphs (G i ) ∞ i=0 such that |G i | → ∞ and α s (G i ) = o(|G i |). Remark 5.7. For s = 3, Theorem 5.6 was first proved by Erdős [12] in 1957, and it was eventually shown that R 3 (n) = Θ( n 2 log n ) (see [2] and [22] ). By quantifier elimination for T 2 s in the language L = {E}, there is a unique type in S 1 (U) containing ¬E(x, b) for all b ∈ U. We let p E denote this type. Note that p E is definable over ∅ and not realized in U.
Theorem 5.8. The type p E is finitely approximated, but is not generically stable.
Proof. Let (a i ) i<ω be a Morley sequence in p E . Then ¬E(a i , a j ) holds for all i, j < ω, and so there is b ∈ U such that E(a i , b) holds if and only if i is even. So p E is not generically stable. Now we show that p E is finitely approximated in M . Let φ(x;ȳ) be a formula in the language of graphs, withȳ = (y 1 , . . . , y m ). Without loss of generality, we may assume that some instance of φ(x;ȳ) is in p E (otherwise every instance of φ(x;ȳ) is in p E , and so we may apply the argument below to ¬φ(x;ȳ)).
By quantifier elimination, we may fix a quantifier-free formula ψ(ȳ), an integer
Since p E contains an instance of φ(x;ȳ), it follows that there is some t * ∈ [N ] such that C t * = ∅ = D t * , and so φ(x;b) ∈ p E for anyb ∈ U m such that U |= ψ(b). Fix ǫ > 0. We want to find n ≥ 1 andā = (a 1 , . . . , a n ) ∈ M n such that, for anyb ∈ U m ,
Let |A t * | = k and |B t * | = ℓ. By Theorem 5.6, we may choose n > 2ℓ ǫ and G = {a 1 , . . . , a n } ⊂ M such that α s (G) < ǫ 2k n. Fixb ∈ U m . If U |= ¬ψ(b) then φ(x;b) ∈ p and U |= ¬φ(a i ;b) for all i ∈ [n], so ( †) holds trivially. So we can assume U |= ψ(b), which implies that φ(x;b) ∈ p.
For j ∈ A t * , set X j = {i ∈ [n] : E(a i , b j )}, and note that {a i : i ∈ X j } induces a K s−1 -free subgraph of G (since U is K s -free). In particular |X j | < ǫ 2k n for all j ∈ A t * . Define the sets Y = {i ∈ [n] : a i = b j for some j ∈ B t * } and Z = {i ∈ [n] : ¬φ(a i ;b)}. Then we have Z ⊆ Y ∪ j∈At * X j , which implies
So ( †) holds, as desired.
Remark 5.9. From the proof of Theorem 5.8 we see that, given an L-formula φ(x;ȳ), there is a sequence (θ n (x 1 , . . . , x n )) ∞ n=1 of L-formulas (over ∅) such that, for any ǫ > 0, if n ≥ n ǫ,φ then |p E (φ(x;b)) − Avā(φ(x;b))| < ǫ for anyā |= θ n (x) andb ∈ Uȳ. In particular, let θ n (x 1 , . . . , x n ) describe the isomorphism type of the graph G chosen with α s (G) sufficiently small depending on ǫ and φ. Of course, since α s (G) is small, G must contain (many) edges, and so θ n (x) ∈ p (n) E . Next, we show that if U |= T 2 s then M dfs 1 (U) coincides with M fam 1 (U), and is the convex hull of p E and M tr 1 (U). So p E is essentially the only non-trivial dfs measure in one variable. We also observe that every frequency interpretation measure in one variable is trivial. 
Then X is an independent set, so there is c ∈ U\M such that E(m, c) for al m ∈ X. By the above, We have now seen that if s > r ≥ 3 then T r s is dfstrivial, while T 2 s is not dfs-trivial for any s > 2. The change in behavior from r = 2 to r ≥ 3 is reminiscent of a similar disparity at the level of dividing lines. In particular, T 2 is simple, but T 2 s is not simple for any s ≥ 3 (in fact, T 2 s has SOP 3 by Shelah [27] ). On the other hand, T r and T r s are both simple for any s > r ≥ 3 (this was shown by Hrushovski [17] ; see also [9, Section 7.1] ).
Despite the fact that T r s is dfs-trivial for s > r ≥ 3, we can find interesting behavior in these theories at the level of φ-types. First, let us recall some notions. Let T be a complete theory with monster model U, and fix an L-formula φ(x; y). We let S φ (U) be the space of complete φ-types over U. Given p ∈ S φ (U), we say: (1) p is definable if the set {b ∈ U y : φ(x; b) ∈ p} is definable (and thus, the same is true for any Boolean combination of φ(x; y i )); (2) p is finitely satisfiable in M ≺ U if any finite subset of p is realized in M ;
(3) p is finitely approximated if there is M ≺ U such that, for any formula ψ(x; z), which is a finite Boolean combination of φ(x; y i ), and any ǫ > 0, there are a 1 , . . . , a n ∈ M x such that, for any c ∈ U z , |p(ψ(x; c)) − Avā(ψ(x; c))| < ǫ. In the last definition, we view p as a {0, 1}-valued local Keisler measure on φformulas. Each of these notions extends naturally to the space of all local Keisler measures, analogous to Definition 2.1. See [15] for details.
In [15] , the second author proved a local version of the equivalence of (i) and (ii) in Theorem 2.8. Specifically, if φ(x; y) is NIP and µ is a local Keisler measure on φ-formulas, which is dfs (suitably defined), then µ is finitely approximated. We will show that the analogue of this fails for simple formulas. In fact, we will find a complete φ-type in a simple theory (specifically, T r s for s > r ≥ 3) that is dfs but is not finitely approximated. Before defining this type, we recall some results from graph theory. First, we state the following corollary of the Ramsey property for the class of finite K r s -free r-graphs. Theorem 5.11 (Nešetřil & Rödl 1979 [23, 24] ). Given s > r ≥ 2 and n ≥ 1, there is a finite K r s -free r-graph G such that any edge-coloring of G with n colors admits a monochromatic copy of K r s−1 . Next, we consider (vertex) colorings of weighted hypergraphs. In particular, given r ≥ 2, a weighted r-graph is a pair H = (V, w) where V is a finite vertex set and w :
. We say that an r-coloring χ splits σ ∈ [V ] r if χ(u) = χ(v) for all distinct u, v ∈ σ. The weight of an r-coloring χ, denoted w(χ), is the sum of w(σ) over all σ ∈ [V ] r such that χ splits σ. The next fact is due to Erdős and Kleitman [13] in the setting of unweighted hypergraphs. Therefore some r-coloring of H has weight at least r! r r w(V ). Now we fix s > r ≥ 3. Let M |= T r s be the Fraïssé limit of the class of finite K r s -free r-graphs, and let U ≻ M be a sufficiently saturated elementary extension. Let φ(x 1 , . . . , x r−1 ; y) be the formula ¬R(x 1 , . . . , x r−1 , y)∧ i =j x i = x j . We define p R ∈ S φ (U) to be the complete φ-type containing φ(x; b) for all b ∈ U.
Theorem 5.13. The φ-type p R is dfs, but not finitely approximated.
Proof. It is clear that p R is definable. We show that p R is finitely satisfiable in M . Fix b 1 , . . . , b n ∈ U. We want to find a 1 , . . . , a r−1 ∈ M such that ¬R(ā, b i ) holds for all i ∈ [n], and a i = a j for all distinct i, j ∈ [r − 1]. By Theorem 5.11, there is a finite K r−1 s -free (r − 1)-graph G = (W, E) such that any edge-coloring of G with n colors admits a monochromatic copy of K }] r ⊆ R, contradicting that U is K r s -free. So we may fix some σ ∈ [W ] r−1 \(C 1 ∪ . . . ∪ C n ). Let σ = {a 1 , . . . , a r−1 }. Then a 1 , . . . , a r−1 ∈ M , ¬R(ā, b i ) for all i ∈ [n], and a i = a j for all distinct i, j ∈ [r − 1], as desired.
To show that p R is not finitely approximated, we fixā 1 , . . . ,ā n ∈ U r−1 and find some b ∈ U such that |{t ∈ [n] : φ(ā t ; b)}| < (1 − ǫ r )n, where ǫ r = (r − 1) 1−r (r − 1)!. After re-indexing if necessary, we may assume there is some m ≤ n such that, given t ∈ [n], we have |{a t 1 , . . . , a Note that p R does not extend to a global dfs measure, since T r s is dfs-trivial and p R cannot be extended to a global trivial measure.
Remark 5.14. The main reason to use hypergraphs in the above arguments was to work in a simple theory. However, a similar situation could be constructed in the theory T 2 s for s ≥ 4. Specifically, let φ(x, y; z) be ¬(E(x, z) ∧ E(y, z)) ∧ x = y, and let p ∈ S φ (U) be the complete φ-type containing φ(x, y; b) for all b ∈ U. Then an argument similar to the r = 3 case of Theorem 5.13 shows that p is dfs, but not finitely approximated.
In light of all of the examples above, we make the following conjecture and ask some questions.
Conjecture 5.15. There is a theory T , and a Keisler measure µ ∈ M x (U) such that µ is dfs, but not finitely approximated.
Question 5. 16 . Is there a simple (or even NTP 2 ) theory T and a global Keisler measure µ ∈ M x (U) such that either µ is dfs but not finitely approximated, or µ is finitely approximated but not a frequency interpretation measure? Is there a type in a simple (or NTP 2 ) theory with either of these properties?
