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Abstract This paper is concerned with a special case of the generalized
minimum spanning tree problem. The problem is deﬁned on an undirected
graph, where the vertex set is partitioned into clusters, and non-negative costs
are associated with the edges. The problem is to ﬁnd a tree of minimum cost
containing at least one vertex in each cluster. We consider a geometric case of
the problem where the graph is complete, all vertices are situated in the plane,
and Euclidean distance deﬁnes the edge cost. We prove that the problem is
strongly NP-hard even in the case of a special structure of the clustering called
grid clustering. We construct an exact exponential time dynamic programming
algorithm and, based on this dynamic programming algorithm, we develop a
polynomial time approximation scheme for the problem with grid clustering.
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1 Introduction
Consider the generalized minimum spanning tree problem (GMST). Let G =
(V,E) be an undirected graph with vertex set V and edge set E ⊆ V ×V. Given
edge costs ce ∈ R+,e ∈ E, and a partition of the vertex set V into clusters
Vi,i ∈ K, the problem is to ﬁnd a tree of minimum cost containing at least
one vertex in each cluster. This problem is a generalization of the well known
minimal spanning tree problem (MST) where every vertex of the graph is a
cluster itself.
This article considers a geometric version of GMST with grid clustering.W e
assume that the graph is complete, and all n =| V| vertices are the points sit-
uated inside the k ×   planar integer grid. Further, we refer to the vertices of
G as points. The edge costs correspond to the Euclidean distance between the
points in the plane. We assume that all points belonging to the same grid cell
form a cluster, and k×  grid is the smallest integer grid containing all n points.
Without loss of generality we assume that k ≤  .
Applications. Applications for GMST are encountered in telecommunica-
tions where local subnetworks must be interconnected by a global network
containing a gateway from each subnetwork. For this inter-networking, a point
has to be chosen in each local network as a hub and the hub point must be
connected via transmission links such as optical ﬁber, e.g., Myung et al. (1995).
Literature overview. The GMST was introduced by Myung et al. (1995),
where the authors show that the problem is strongly NP-hard and there is no
polynomial time algorithm solving the problem with bounded worst-case ratio,
unless P = NP. Notice that there is a huge complexity jump from polynomi-
ally solvable MST, e.g., Garey and Johnson (1979), to constant inapproximable
GMST. Exact search methods and heuristics have been developed for GMST
(Feremans et al. (2003) for a survey, and Duin et al. (2004) and Pop (2004) for
thelatestreferenceaboutcomputationalresults).Somepositiveapproximation
results for the special cases of GMST are described in Pop et al. (2005) provid-
ing a polynomial time approximation algorithm with worst-case ratio bounded
by 2ρ if the cluster size is bounded by ρ. Geometric GMST instances with grid
clustering and with the same number of points in each cluster were widely used
to test methods implemented to solve GMST, e.g., Feremans (2001) and Pop
(2002).
Our results and organization of the paper. There are three main results in
thearticle.Firstly,weshowthattheproblemisstronglyNP-hardevenifallnon-
empty grid cells are connected and each grid cell contains at most two points.
Secondly, we construct an exponential time dynamic programming algorithm
that provides an optimal solution to the problem with connected non-empty
grid cells. Moreover, if one of the grid sizes, k or  , is bounded from above
by a constant, this dynamic programming algorithm runs in polynomial time.
Finally, using the dynamic programming algorithm we develop a polynomial
time approximation scheme (PTAS) for the case when all non-empty grid cells
are connected and the number of non-empty grid cells is superlinear in k and  .
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Fig. 1 Problem instance for k = 3,  = 5,ρ = 4, and n = 30
clustering is much easier to solve than GMST itself. In this sense, an extensive
usage of instances of the geometric GMST with grid clustering to test sophisti-
cated algorithms solving GMST is not adequate.
The remainder of the article is organized as follows. In Sect. 2 we show that
the problem at hands is strongly NP-hard. In Sect. 3 we introduce a dynamic
programming algorithmthatsolvestheprobleminpolynomial timewhen kor 
is bounded. In Sect. 4, we introduce a PTAS based on a dynamic programming
approach for the geometric GMST with grid clustering.
Notation. Since we have a very structured (grid) clustering, it is convenient
to use the following notation. We denote the union of cells in row r ∈{ 1,...,k}
of the grid by Rr and the union of cells in column t ∈{ 1,..., } of the grid by
Ct. We denote the cardinality of the maximal cluster by ρ. An example of the
problem instance is given in Fig. 1 for k = 3,  = 5,ρ = 4, and n = 30.
2 Complexity of the problem
Theorem 1 The geometric GMST is strongly NP-hard, even if we restrict to
instances in which all nonempty grid cells are connected and each grid cell con-
tains at most two points.
Proof We reduce from the problem exact cover by 3-sets (X3C): given a ground
set X ={ 1,2,...,n} with n = 3q and a collection C of three-element subsets
S1,S2,...,Sm of X, the problem is to determine if C contains an exact cover of
X, i.e., a subcollection C  ⊆ C such that every element of X occur in exactly
one member of C ? This problem is known to be NP-complete, e.g., Garey and
Johnson (1979).
First we describe the global structure of the instance of the geometric GMST
for which we only use the numbers m and n. Subsequently, we modify the
instance a little using the structure of the subsets S1,S2,...,Sm.
In Fig. 2a we sketched the instance for the case m = 3 and n = 2. Here, only
nonempty cells are shown. For each element of the ground set in X3C, there322 C. Feremans et al.
Fig. 2 a The global structure of an instance with m = 3a n dn = 2. b The two optimal structures
(trunks)
are 2m cells, shaded in Fig. 2a, which contain two points each. These points
are placed at the top and bottom of the cell, just a small positive distance from
the left or right boundary, as shown in the ﬁgure. Between any two rows cor-
responding to two elements there are ﬁve rows which we together call a block.
Additionally, there is a block of three rows above the row of the ﬁrst element
and a similar block below the n-th element. Points in blocks are either placed
at the center of the cell or in a corner. Notice, that all nonempty grid cells are
connected. We remark that the reduction would hold as well if we placed points
just a small enough distance away from the corner. We refer to the two dotted
lines in Fig. 2a as connecting edges since they connect two blocks. We will argue
that the sketched solution is optimal. Moreover, we will argue that any optimal
solution will have a similar structure.




we will assume that d is arbitrarily close to
√
2. Consider some optimal solution
TOPT.
Lemma 1 No edge in TOPT is longer than d.
Proof Assume there is a longer edge. Its removal will break the graph in two
components. It is easy to see that there exists a tree with the following proper-
ties: it connects all cells, it uses only points from TOPT, and it has no edge longer
than d. This tree must contain an edge which connects the two components.    
Next,weanalyzethepossiblestructureofanoptimalsolutionwithinthefour
cells in the upper left circle, shown in Fig. 2a. More precisely, we consider theGeometric generalized minimum spanning tree problem with grid clustering 323
(a) (b) (c) (d)
Fig. 3 The four possible structures in an optimal solution
subgraphinducedbythefourcellsandanyoptimalsolution.WeclaimthatFig.3
shows all possible (up to symmetry) subgraphs. Lemma 1 implies that no edge
from cells 2 or 3 can go to a cell other than one of the four depicted. Hence, the
induced graph has at least two and at most three edges. We further distinguish
between the case where the optimal solution picks the points in cells 1 and 4 in
opposite corners as shown in 3a and 3c, or at the same side as shown in 3b and
3d. Figure 3 shows the cheapest connections for each of the four distinguished
cases. Notice that the difference in length between 3a and 3c is exactly d and
the difference between 3b and 3d is close to d+
√
2−1 which is strictly greater
than d.
Lemma 2 Thesubgraphinducedbyanarbitraryoptimalsolutionandnonempty
cells of an arbitrary block is connected.
Proof For any possible set of points picked by the optimal solution there is a
treeT onthissetofpointsthatconnects allnonempty cellsintheblock andthat
has no edge longer than
√
2. Now assume that the subgraph is not connected.
The tree T must contain an edge that connects two components. Adding this
edge to the global solution creates a cycle in the graph that goes through at
least two components. Figure 2a shows that breaking the cycle in the right way
reduces the total cost by at least d>
√
2.    
Notice also that the total length of the edges in subgraph 3a is strictly smaller
than the length of 3b. Further, 3c is strictly smaller than 3d. Hence, the cost of
the optimal solution within the four cells is strictly smaller if the points in cells
1 and 4 are placed in opposite corners.
Now consider the ﬁve cells in the other (bottom right) circle on Fig. 2a. We
analyze the subgraph induced by the ﬁve cells and some arbitrary optimal solu-
tion. Lemma 1 together with Lemma 2 imply that the graph induced by these
cells and the optimal solution is connected. Figure 4 shows the optimal way to
connected the cells depending on whether the points in cells 5 and 6 are chosen
at the opposite sides (Fig. 4a), or at the same side (Fig. 4b). We conclude that
4a has the smallest total length and any other way to connect the cells is strictly
longer.
From the analysis above we conclude that the solution in Fig. 2a is indeed
optimal. Moreover, we conclude that any optimal solution has the following
structure: between every two consecutive blocks there is one edge of length d324 C. Feremans et al.
(a) (b)
Fig. 4 Two possible connections of cells 5 and 6
(the dotted edges). Further, the columns can take only two possible structures,
illustratedbythecontinuousanddottedlinesinFig.2b.Letuscallsuchstructure
in a column a trunk of the tree. Figure 2b shows the two possible trunks. Each
column of any optimal solution takes one of these structures. For simplicity we
refer to the two possible kinds of trunks as the red and the blue trunk.
Notice that the analysis we made so far applies as well if we make very small
changes to the instance. More precisely, we move points within a cell by a small
enough (strictly positive) distance, then any optimal solution will still have the
structure of Fig. 2 with the two possible trunks.
For any n ≥ 1l e tAn be the total cost of the edges in a trunk (corresponding
to the instance with n elements). Let  >0 be a small enough number. Notice
that we can move some points by a very small distance such that the following
holds:
• The cost of a red trunk remains An.
• The cost of a blue trunk is An + 2 .
• Connecting blocks in a red trunk costs d.
• The connection cost for a blue trunk is as follows. Connecting block i with
block i + 1 in column j costs d −   if i ∈ Sj and d otherwise.
Consider an optimal solution TOPT and let Z = c(TOPT) be its cost. Notice
thatanyoptimalsolutionhasthreeedgesoflengthonebetweentwoconsecutive
trunks in each block. For simplicity we ignore the total length, 3(m−1)(n+1),
of such edges. Hence, let Z  = Z−3(m−1)(n+1) and let Z 
j be the contribution
of column j, i.e., the cost of the red or blue trunk in the column plus the cost of
the connecting edges in that column. We simplify the cost further by deﬁning
Z   = Z  − mAn and Z  
j = Z 
j − An. For a connecting edge e in a column j we
deﬁne its averaged connecting cost as c(e) = Z  
j /kj, where kj is the number of
connecting edges in column j. We have Z   =
 
j Z  
j =
 
e∈E c(e), where E is
the set of all connecting edges in the tree.
Consider a column j with the following property: there is a connecting edge
between block i and i + 1 if and only if i ∈ Sj.Geometric generalized minimum spanning tree problem with grid clustering 325
If the blue trunk is used in this column, then the averaged connecting cost
c(e) for each of the three connecting edges e in this column is
c(e) = Z  
j /3 = (An + 2  − An + 3(d −  ))/3 = d −  /3.
In a similar way it can be shown that the averaged connecting cost c(e) is
at least d if the corresponding column contains at most two connecting edges.
Further, if a column j contains at least one connecting edge e that connects
block i with block i+1 while i / ∈ Sj, then the averaged connecting cost c(e) is at
least d −  /4.
We conclude that Z   =
 
e c(e) = n(d −  /3) if an exact cover exists. On
the other hand, if no cover exists then Z   ≥ (n − 1)(d −  /3) + d −  /4 =
n(d −  /3) +  /12.    
Notice that Theorem 1 matches the positive approximation results reported
in Sect. 4 since the number of nonempty cells in the instances of GMST
constructed in Theorem 1 is greater than k /3.
3 Dynamic programming algorithm
ForthespecialcaseofGMSTwhenkisboundedbyaconstantandallnonempty
grid cells are connected, we construct a dynamic programming algorithm that
solves the problem in polynomial time.
The following lemma is the key to our dynamic programming algorithm.
Actually, the lemma shows that an optimal solution of a geometric GMST with
grid clustering does not contain long edges. Dynamic programming can then
step by step construct a tree using only local information.
Lemma 3 Assume that all nonempty grid cells are connected, then an optimal
solution of a geometric GMST with grid clustering does not contain edges of
length greater than 2
√
2.
Proof Consider an arbitrary generalized minimum spanning tree TOPT.A s -
sume for contradiction that in TOPT there exists a long edge e = (v,u) of length
strictly greater than 2
√
2. Deletion of e from TOPT disconnects the tree into
two components T1 and T2. Moreover, v and u belong to different components,
say T1 and T2 respectively. Since all nonempty grid cells are connected, by
continuity there are two nonempty adjacent cells V1 and V2 and two points
v  ∈ V1 and u  ∈ V2 belonging to TOPT such that v  ∈ T1 and u  ∈ T2. Consider
a generalized spanning tree T  obtained from TOPT by deletion of edge e and
introduction of new edge e  = (v ,u ).






c(T ) = c(TOPT) − c(e) + c(e )<c(TOPT),
that contradicts the optimality of TOPT.    326 C. Feremans et al.
Now, we are ready to present the dynamic programming algorithm. Start-
ing from the left and moving to the right, in step t of the algorithm, t ∈
{1,2,...,  − 3}, we consider four consecutive columns Ct,Ct+1,Ct+2, and Ct+3
of the grid. Let St be a subset of V containing exactly one point from each non-
empty cell in Ct+1,Ct+2, and Ct+3. Clearly, |St|≤3k for any t ∈{ 1,...,  − 3}.
Let [M]3k×3k be a symmetric zero–one transitivity matrix, where by transitivity
we mean that if Mpq = 1 and Mqs = 1 then Mps = 1. Let us denote the set of all
such matrices by M.Am a t r i xM ∈ M represents the connectivity of points in
St by a path in the partial solution induced by the ﬁrst t+3 columns of the grid.
More precisely, let f(St,M), be a generalized minimum spanning forest on the
ﬁrst t + 3 columns provided that (1) in any nonempty cell of the ﬁrst t columns
there is a point connected (not necessarily adjacent) to some point in St and (2)
two points v and u in St are connected if and only if Mvu = 1.
By Lemma 3 any forest f(St,M) can be obtained as a forest f(St−1,M )
extended by a subset Tt of edges on the point set St−1 ∪ St. Moreover, given
a connectivity matrix M  ∈ M for set St−1, a connectivity matrix M ∈ M for
set St, and any subset Tt of edges on St−1 ∪ St, we can easily verify whether
connectivity M on St can be obtained by introducing edges Tt t oag r a p hw i t h
connectivity M  on St−1. If the combination of M  and Tt is consistent with M
we write M  ⊕ Tt = M. Now, the cost of forest f(St,M) can be found by the
following recurrent formula
c(f(St,M)) = min
















where 1 is the unit matrix from M (i.e., the 3k×3k matrix with all entries equal
to 1).
Let us estimate the running time of the dynamic programming algorithm. At
each step of the algorithm we calculate the values c(f(St,M)) for all possible
subsets St and all matrices M ∈ M. The number of subsets St is O(ρ3k) and the
number of matrices M is O(29k2
). Given a subset St and a matrix M, to calculate
the value c(f(St,M)) we again enumerate all possible sets St−1 and all possible
matricesM .InadditionweenumeratealledgesetsTt on4kpoints.Thenumber
ofsuchsetsisO(216k2
).GivenSt−1,M ,andTt,thecalculationofc(f(St−1,M ))+  
e∈Tt ce takesO(k2)time.Thus,thetotalrunningtimeofthedynamicprogram-
ming algorithm is O( ρ6k234k2
k2) which is polynomial if k is ﬁxed.
Notice that the algorithm can be speeded up if we take into account that the
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Theorem 2 The dynamic programming algorithm solves the geometric GMST
with connected nonempty grid cells in time O( ρ6k234k2
k2).    
4 Polynomial time approximation scheme
Throughout this section we assume that all nonempty grid cells are connected
and the number of nonempty cells is at least  f(k) where 1 ≤ f(k) ≤ k is an
increasing unbounded function, e.g., f(k) =  (k) or f(k) =  (logk). For exam-
ple, in the class of instances discussed in Sect. 2 the number of nonempty cells
is at least k /3 yielding f(k) =  (k). Based on the dynamic programming from
Sect. 3, we present a polynomial time approximation scheme for the geometric
GMST with connected nonempty grid cells. The idea of the algorithm is as
follows.
Given an accuracy parameter ε>0, deﬁne  =ε(f(k) − 1)/81
√
2 and
split the grid into equal slices:r o w sR1,...,R k/   form the ﬁrst slice, rows
R k/  +1,...,R2 k/   form the second one, etc. Further in the text without loss
of generality we assume that   is an integer number, otherwise we use    .
Notice that the number of rows in a slice is bounded by O(1/ε), and therefore,
in every slice for every connected set of nonempty grid cells we can ﬁnd the
generalized minimum spanning tree in polynomial time by dynamic program-
ming described in Sect. 3. Consider an obtained forest within a slice. Each tree
ofsuchaforestmustbeconnected totheupperortothebottomrowoftheslice
otherwise the set of nonempty cells is not connected. Therefore, to connect the
components of the forest it is sufﬁcient to add some edges only in the upper and
in the bottom rows of the slice. Doing this we obtain the generalized spanning
trees in slices. Finally, we connect the generalized spanning trees in slices by
pickinguptheshortestedgebetweenthetreesineachpairofneighboringslices.
Clearly, the resulting tree TAPPX is a generalized spanning tree. It remains to
show that the cost c(TAPPX) is only a factor of (1 + ε) far from the cost of the





Proof By deﬁnition TAPPX consists of   generalized spanning trees Ti,i ∈
{1,..., }, in slices and   − 1 link edges between these trees. The link edges






   
i=1
c(Ti).( 1 )328 C. Feremans et al.
Consider a generalized minimum spanning tree TOPT and an arbitrary slice
i ∈{ 1,..., } of the grid. Let Fi be the forest induced by TOPT in the slice i,s o
c(TOPT) ≥
   
i=1
c(Fi).( 2 )
Recall that by Lemma 3 in TOPT there are no edges of length greater than
2
√
2. Therefore, each component of Fi must be connected to at least one of
the upper three or one of the bottom three rows of the slice. Thus, to connect
the components of Fi it is sufﬁcient to add some edges only in the upper three
and in the bottom three rows of slice i. Since the longest distance in a cell is √
2, and we need at most 6  (two boundaries of the slice times three rows of  
cells each) of those distances to connect all components of Fi, we derive that
at cost of 6
√
2  we can transform Fi into a tree. On the other hand, Ti was
obtained from the generalized minimum spanning trees on the connected sets
of nonempty cells in slice i by adding the edges in the upper and bottom row
of the slice with total cost at most 2
√
2 . Since the total cost of the generalized
minimum spanning trees on the connected sets of nonempty cells is a lower
bound for the generalized minimum spanning tree on the slice, we have that for
any i ∈{ 1,..., } the following holds:
c(Fi) + 6
√
2  ≥ c(Ti) − 2
√
2 .( 3 )
Combining inequalities (1), (2), and (3), we derive
c(TAPPX) − c(TOPT) ≤ 2
√
2  +
   
i=1
c(Ti) −
   
i=1
c(Fi) ≤ (8  + 2)
√
2 .( 4 )
Now, to complete the performance guarantee analysis for PTAS we need a
lower bound on the optimal solution. Consider a 3×3 subgrid of the k×  grid
with nonempty center cell. Any connection of the subgrid center cell to the
boundary of the subgrid takes at least length 1. Since the number of nonempty
cells in the grid by assumption is at least  f(k), we can ﬁnd at least  f(k)/9
nonintersecting (or intersecting only on the boundaries) 3 × 3 subgrids with
nonempty center cells. Therefore, to connect the center cells of these  f(k)/9
subgrids we need at least length  f(k)/9 − 1.
Now, we are ready to estimate the relative ratio between the approximate




(8  + 2)9
√
2 






= ε,( 5 )
thatcompletestheproof.Weassume  ≥ 9else,anoptimalsolutioniscomputed
by complete enumeration.    Geometric generalized minimum spanning tree problem with grid clustering 329
5 Open questions and further research
Several related questions remain open. The most interesting one is whether
the geometric GMST problem admits a PTAS when restricted to the non inter-
secting square clusters of varying sizes. Another direction for further research
is to develop fast constant approximation algorithms for the geometric GMST
with grid clustering. Notice that the dynamic programming algorithm in Sect. 3
runs in time highly exponential in k, see Theorem 2. Therefore, it is unlikely
that a PTAS using such an algorithm as a subroutine has a practical meaning.
Fast constant approximations would nicely complement to the theoretic PTAS
presented in this article.
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