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1.1. Let us say that g(x) is a restoring function with associated period 
27rp-‘(or) if there is a neighborhood of x = 0 throughout which g(x) is con- 
tinuous, sgng(x) = sgn x, and the solution of the equation 
2 -kg(x) = 0 (k = dx/dt) (1.1.1) 
with the stationary values 01 > 0 and -a < 0 has the least period 2@(0r) 
for all 01 in 0 < 01 < 6 (6 > 0). 
It is a definite problem to find the set of all restoring functions with an 
associated period which is a given function of 0~. A particular case of this 
problem (that in which the associated period is independent of a) has been 
studied by Urabe [4] and completely solved by Levin and Shatz [l]. In this 
paper we give two representations of 25@(0r) from which we can draw in a 
very straightforward manner solutions to cases of the above problem including 
the solution given by Levin and Shatz to Urabe’s particular case. 
Our basic hypothesis on g(x) is 
g(x) is continuous and sgn g(x) = sgn x throughout an interval [ x 1 < 8. 
(1.1.2) 
Let x(t) be the solution of (1.1.1) with the stationary value t at t = 0. It is 
well known that x(t) is periodic in t for all .$ in an interval 0 < 1 .$I < A, < A, 
which may be part of a larger interval of 5 for which x(t) is periodic. It is also 
well known that when x(t) is periodic, which we now suppose, then x(t) 
has exactly two stationary values, one positive 01 > 0, say, and one negative 
-a < 0, say, where 
G(a) = G(-a), (1.1.3) 
where 
G(x) = J1”g(u) du; (1.1.4) 
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and furthermore if we suppose that (1.1.3) has been solved for n in the form 
a = U(N), then the least period of s(t) is 
2iTp-l(a) == 2 fY {2G(a) - 2G(u)}-‘l’ du (1.1.5) 
* -n(o) 
where the square root is taken positive. 
The general problem referred to above is, essentially, to solve the integral 
equation 
-’ f(fl) = 
J 
{2G(4 - 2G(u)}-li2 du (1.1.6) 
-nM 
wheref(a) is given, and G(ol) is the unknown function. This problem includes 
in an obvious sense Loud’s problem [2] on the set of restoring functions whose 
p(a) has only simple zeros and Obi’s problem [3] on the set of restoring 
functions whose p(a) has only isolated zeros. 
1.2. Our first representation for 2np-l(a) is 
T-r/+ = Z(a) - q-u), (1.2.1) 
where 
Z(a) = a jol {2G(cx) - ~G((Yu)}-~~~ du. (1.2.2) 
We obtain this by splitting the interval --a < u ,( (y. of integration in 
(1.1.5) into the intervals --a < u < 0 and 0 < u < 01 and then by performing 
obvious magnifications on u. 
One advantage of this representation (given in [3, Sect. 1.2(4”)]) of 277p-l(ar) 
is that we can operate under the sign of integration without the irritation of 
dealing with a variable limit of integration at which the integrand has an 
infinity. 
Note. If  g(x) is odd then u(a) =. CX. 
1.3. It follows from (1.2.1) with (1.2.2) that 
T = p(a) (2G(4)-“” (aJ(4 + aJ(-a)), 
where 
J(t) = jol (I - G(LJu)::G(E))-~/” du. 
Since J(t) > 1 (for all 1 5 / < A, < A), we have immediately the two results 
r2 >,~“(a) cc2/G(a) (1.3.1) 
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and 
if J(a) (31) is finite so are p”(a) CX~/G(O~) and its reciprocal. 
Certainly 
(1.3.2) 
J(t) (al) is finite near 5 = 0 if G(X) < .xg(x) near x = 0. (1.3.3) 
For if G(x) < xg(x) in ) x 1 < 6, then G(t u )/ u, as a function of u, is monotonic 
increasing in the set / [ ( < 6, 0 < u < 1; this gives G(t) - G(&) 3 
G(f) -- uG(t) from which we conclude that J(t) < si (1 - u)-l12 du = 2 in 
IEI <a. 
It follows from (1.3.2) and (1.3.3) (and L’Hospital’s theorem) that 
(1’) If G(x) < xg(x) near x = 0 and if p(cu)/~? + constant # 0 (a + 0) 
then g(c+‘“” + constant f  0 (a -+ 0) and ipso facto 272 + 1 > 0. 
It follows from (1.3.1) (and L’Hospital’s theorem) that 
(2’) If g(x) is Lipschitz continuous near x = 0 then a necessary condition 
for p(a) to be a constant independent of 01 is that g(x)/x + constant # 0 (x --f 0). 
Note. This result is our analog of a result of Urabe’s [4, Sect. 2, Lemma]. 
Our requirement that g(x) be Lipschitz continuous (the standard condition 
for the uniqueness of solutions of differential equations) is manifestly milder 
than Crabe’s requirement that g(zc) be continuously differentiable. 
Any one of the results (1”) and (2”) of this section suggests the following. 
(3”) I f  g(x) = X2n+%?n+l + gl(x), where h > 0 is a constant and 
gl(x) = o(x’)“T~) near x = 0 then (C,) the two roots xl , m, near x = 0 == 0 of 
the equation 
(2n + 2) G(s) = X2n+202n-2 (1.3.4) 
are of the form 
Xl = 0 + 4(@, x, = -e + c$(-cl), (1.3.5) 
where 4(e) and its derivative 4’(o) ure continuous near 0 = 0 and 4(e) = o(e), 
and (C,) ifg(x) is odd SO is 4(e). 
Proof. Equation (1.3.4) is 
X2n+ZX2n+2 _ h2?1+2,92n+2 = (zn + 2) G,&.), 
G,(x) = JO’ gl(u) du = o(x2nf2). 
This shows that it is even in 0 and is such that if A(0) is a solution near 0 = 0 
so is a(-0), and it is also such that it has exactly two solutions (in the real 
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domain understood) near s = 0 = 0 and one of the solutions is of the form 
m -~ 61 = u(0) where u(0) has a continuous derivative near f3 = 0 and 
u(f?) = o(0) near 0 = 0. 
The last result leads us directly to our second representation of 2+(01): 
THEOREM 1. (H,) Suppose that g(x) = X2n+2~2n+1 + gl(x), where X > 0 
is a constant and g1(x) = o(.9+1) near s = 0. Then (C,) the least period 2~-p-l 
of the periodic solution of equation (I. 1.1) with the stutionar? value a :b 0 at 
t=Ois 
27rf-l = 2(n + 1)12 h-fl-lh--n{~ +4*(h) + #*(-h):, (1.3.6) 
where 
h + $(h) == ai, (1.3.7) 
and 
.v = e + 4(e) (1.3.8) 
(where #(0) and 4’(e) = d$(e)/de are continuous near 0 = 0 and vanish at 
B = 0) is one of the two roots near x = 0 = 0 of the equation 
(2n + 2) G(x) = p~~+%!P+2; (1.3.9) 
0, = 2 \I(1 - p+2)-1;'&; 
‘0 
(1.3.10) 
and 
4*(h) = j’ (I - P+2)--lP &(he) de. 
0 
(1.3.11) 
(C,) The other stationary value of the periodic solution is 
-a = -h + 4(-h). (1.3.12) 
This theorem follows at once from (3”) when we perform on (1. I S) the 
change of variables u = 0 + #(e), noting, from (3”), that u = 01 when 0 = h, 
u = -a when 0 = -h and that (2n + 1) G(a) = A2n+2h2n+2. 
Equation (1.3.6) with its associates of Theorem 1 is our second representa- 
tion of 25+(a). 
2.1. Let us now apply our first representation (1.2.1): Since by 
(1.1.3) we have 
g(a) dol = -g(-a) da, 
it follows from (1.2.1) that 
__ = +.+yor) g@) I’ dlo + 1 444 dG-a) 1 
dz IA4 da g(-a) -da! ’ 
(2.1.1) 
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It follows from (1.2.2) that 
d&4 --- = 
J 
-I (H(a) - II( {2G(a) - ~G(w)}-~:” du 
da: ,, 
(2.1.2) 
where 
II(cc) = 2G(c4 - q(a). (2.1.3) 
The improper integral in (2.1.2) like that in (1.2.2) is convergent. This 
being so we conclude, as was stated in [3, Sect. 1.2(5”)] that dp(ol)/dol exists 
and is continuous throughout the interval 0 < a < A, < A in which the 
solution of (1.1.1) with the stationary value 01 > 0 is periodic in t. The 
following theorem is now immediate. 
THEOREM 2. (Hi) Suppose that the solution of (1.1.1) with the stationary 
value a > 0 is periodic in t for all 01 in 0 < 01 < Al < A and that its least 
period when expressed totally in terms of a is 2rrp-l(a). Then 
(C,) dp(a)/da exists and is continuous throughout 0 < 01 < A, . 
CC,) If 2GW - d ) x .r is monotonic increasing in 0 < x < A and mono- 
tonic decreasing in -A < x < 0 then dp(cx)/da < 0 throughout 0 < 01 < A, . 
(C,) If 2G(x) - xg(x) is monotonic decreasing in 0 < x < A and 
monotonic increasing in -A < x < 0 then dp(oc)/dol > 0 throughout 
0 < (II < A, . 
Proof. Conclusion (C,) is just formalizing the statement after (2.1.3). 
Conclusions (C,) and (C,) follow at once from Eqs. (2.1.2) and (2.1.3). 
Theorem 2 answers in a way the “problems” of Loud and of Obi mentioned 
at the end of Section 1.1 above. 
2.2. 
THEOREM 3. If  the function g(x) = dG(x)/d x is Lipschitz continuous near 
x = 0 or satisjies the relation G(x) < xg(x) near x = 0 then it is a restoring 
function with a constant associated period 2&l if and only if 
G - $A"(x - 4(2'/2@/2))2, (2.2.1) 
where d(u) is an even continuously differentiable function such that d(u) = O(U) 
near u = 0. 
Proof. By Section 1.3( 1”) and (2”), if g(x) satisfies the condition stated and 
has a constant associated period then g(x)/x + constant # 0 (x -+ 0), and so 
409/55/z-4 
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by Theorem 1 g(x) has a constant associated period 2nh-l if and only if 
(by (1.3.6) with (1.3.7) and (1.3.10)) 
2?Th-r = 2X-l{a + c+*(h) + 4*(-h)}, 
which means, by (1.3.1 l), that 4’(h) + $‘(--h) = 0, since 4’(O) = 0 and 
$‘(A) + $‘(--h) is even and continuous near h = 0. The theorem follows 
therefore from (1.3.8) and (1.3.9). 
The above theorem is in essence the theorem of Levin and Schatz [ 11, with 
the addition of the two alternative hypotheses that g(x) be Lipschitz continu- 
ous or satisfies the relation G(x) < xg(. ) + near x = 0 [see Note after Sect. 
1.3(2”) above]. The proof given by Levin and Schatz [l] of their theorem is 
more involved than ours. Their statement of their theorem, which is an 
improvement of a theorem of Urabe’s [4], contains a minor mistake-the 
assumption that the equation 2G(r) = X2 has, for all g(x), a solution X(s) 
near x == X = 0 such that sgn X(s) = sgn x. 
Another simple known deduction from Theorem 1 is 
THEOREM 4. If  g(x) is an odd restoring function with associated period 
2mV1 then g(x) = A% throughout a neighborhood of x = 0. 
For if g(x) is odd (see Sect. 1.3(2”), (C,)) so is C(0) and it follows as in the 
deduction of Theorem 3 that if g( .) 3 is as described in Theorem 4 then b(e) 
is both even and odd, that is, 4(e) = 0, and the result follows from (1.3.8) 
and (1.3.9). 
Levin and Schatz derived Theorem 4 from their theorem (Theorem 3 
above). 
2.3. We give just one more simple deduction from Theorem 1 just 
to illustrate its power as a tool: 
It follows from Theorem 1 that if under the conditions of Theorem 1 g(x) 
is such that 4(h) is even then the least period 2xp-l and the stationary values 
01 > 0 and --a < 0 of a period solution of (1.1 .l) are given by 
where 
2np-1 = 2(n + l)lP h-~~--lh-~~w~ , 
N = h +4(h), 
-a = -h + 4(h), 
(2n + 2) G(a) = h2n+2h2n+2. 
By taking $(h) = ch2 (c a constant) we obtain from what has just been 
written the result: 
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(1”) The function g(x) = (2~)-~“-l A2n+2{1 - (1 + ~cx)-~/~} (1 - 
(1 - 4cxyq2n, where the square roots are taken positive, is a restoring function 
with associated period 2(n + 1)li2 X-n-lh-nw, and corresponding associated 
stationary values 01 = h + ch2 > 0, -a = -h + ch2 < 0. 
By putting 4(h) = ch2 in Theorem 3 or by putting n = 0 in (1”) we obtain a 
set of restoring functions g(x) with the constant associated period 27rF. 
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