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Abstract
The main aim of this paper is to improve some results obtained by Mao [X. Mao, The LaSalle-
type theorems for stochastic functional differential equations, Nonlinear Stud. 7 (2000) 307–328].
Our new theorems give better results while conditions imposed are much weaker than in the paper
mentioned above. For example, we need only the local Lipschitz condition but neither the linear
growth condition nor the bounded moment condition on the solutions. To guarantee the existence
and uniqueness of the global solution to the underlying stochastic functional differential equation
(SFDE) under the weaker conditions imposed in this paper, we establish a generalised existence-
and-uniqueness theorem which covers a wider class of nonlinear SFDEs as demonstrated by the
examples discussed in this paper. Moreover, from our improved results follow some new criteria on
the stochastic asymptotic stability for SFDEs.
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In [15], Mao considered an n-dimensional stochastic functional differential equation
(SFDE)
dx(t) = f (xt , t) dt + g(xt , t) dB(t) (1.1)
on t  0 with initial data x0 = ξ ∈ CbF0([−τ,0];Rn). Here B(t) = (B1(t), . . . ,Bm(t))T is
an m-dimensional Brownian motion, both functionals
f :C
([−τ,0];Rn)× R+ → Rn and g :C([−τ,0];Rn)×R+ → Rn×m
are Borel measurable, while xt = {x(t + θ): −τ  θ  0} which is regarded as an
C([−τ,0];Rn)-valued stochastic process. Moreover, the notation CbF0([−τ,0];Rn) will
be defined in Section 2. Mao [15] imposed the following hypothesis.
Assumption 1.1. Both f and g satisfy the following conditions:
The local Lipschitz condition. For each k = 1,2, . . . , there is ck > 0 such that∣∣f (ϕ, t) − f (φ, t)∣∣∨ ∣∣g(ϕ, t) − g(φ, t)∣∣ ck‖ϕ − φ‖
for all t  0 and those ϕ,φ ∈ C([−τ,0];Rn) with ‖ϕ‖ ∨ ‖φ‖ k.
The linear growth condition. There is moreover c > 0 such that
∣∣f (ϕ, t)∣∣∨ ∣∣g(ϕ, t)∣∣ c
(
1 +
0∫
−τ
∣∣ϕ(θ)∣∣dθ
)
for all (ϕ, t) ∈ C([−τ,0];Rn) ×R+.
It is known (see, e.g., [13,16,17]) that under Assumption 1.1, Eq. (1.1) has a unique
continuous solution on t −τ , which is denoted by x(t; ξ) in this paper. The main result
in Mao [15] is the following (the notations used will be explained in Section 2):
Theorem 1.2. Let Assumption 1.1 hold. Assume that there are functions V ∈ C2,1(Rn ×
R+;R+), w1,w2 ∈ C(Rn;R+), γ ∈ L1(R+;R+) and η ∈W([−τ,0];R+) such that
lim|x|→∞
[
inf
0t<∞V (x, t)
]
= ∞, (1.2)
LV (ϕ, t) γ (t) − w1
(
ϕ(0)
)+
0∫
−τ
η(θ)w2
(
ϕ(θ)
)
dθ (1.3)
for all (ϕ, t) ∈ C([−τ,0];Rn) × R+ and
w1(x)w2(x) for all x ∈ Rn. (1.4)
Assume moreover that for each ξ ∈ Cb ([−τ,0];Rn), there is p > 2 such thatF0
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−τt<∞
E
∣∣x(t; ξ)∣∣p < ∞. (1.5)
Then Dw := {x ∈ Rn: w1(x) − w2(x) = 0} = ∅. Moreover, for any ξ ∈ CbF0([−τ,0];Rn),
lim
t→∞d
(
x(t; ξ),Dw
)= 0 a.s., (1.6)
where d(x,Dw) denotes the distance between x and Dw , namely d(x,Dw) = inf{|x − y|:
y ∈ Dw}. In other words, the solutions of Eq. (1.1) will asymptotically approach Dw with
probability one.
This is a stochastic version of the well-known LaSalle theorem (see, e.g., Hale and
Lunel [3] or LaSalle [8]). Although Theorem 1.2 can be applied to many nonlinear SFDEs
as demonstrated in Mao [15], condition (1.5) on the pth moment is restrictive, and it is in
fact not easy to verify this condition. The result will become much more powerful without
this condition. Moreover, many SFDEs do not obey the linear growth condition and hence
Theorem 1.2 cannot be applied to such SFDEs. We, therefore, wonder if the conclusions
of Theorem 1.2 still hold without the bounded pth moment condition (1.5) and the linear
growth condition?
The main aim of this paper is to give a very positive answer. We will show that Theo-
rem 1.2 still holds without condition (1.5) while the linear growth condition is replaced by
a much weaker one
sup
0t<∞
(∣∣f (0, t)∣∣∨ ∣∣g(0, t)∣∣)< ∞. (1.7)
Therefore, our new result cannot only be applied much more easily but also covers a much
wider class of SFDEs. Moreover, since our new result will be proved without the linear
growth condition, we will establish a new existence-and-uniqueness theorem of the solu-
tion to the SFDE (1.1) and the research in this direction has its own right.
2. The improved result
Throughout this paper, unless otherwise specified, the notations used in this paper
are the same as in Mao [15]. For the convenience of the reader we explain here. Let
(Ω,F , {Ft }t0,P ) be a complete probability space with a filtration {Ft }t0 satisfying
the usual conditions (i.e., it is increasing and right continuous while F0 contains all P -null
sets). Let B(t) = (B1(t), . . . ,Bm(t))T be an m-dimensional Brownian motion defined on
the probability space. Denote by | · | the Euclidean norm. If A is a matrix or vector, denote
its transpose by AT . If A is a matrix, denote by |A| its trace norm, i.e., |A| =√trace(AT A)
while denote by ‖A‖ its operator norm, i.e., ‖A‖ = sup{|Ax|: |x| = 1}. Let τ > 0 and
C([−τ,0];Rn) denote the family of all continuous Rn-valued functions ϕ on [−τ,0] with
norm ‖ϕ‖ = sup−τθ0 |ϕ(θ)|. Let CbF0([−τ,0];Rn) be the family of all F0-measurable
bounded C([−τ,0];Rn)-valued random variables ξ = {ξ(θ): −τ  θ  0}. Also denote by
W([−τ,0];R+) the family of all Borel measurable bounded nonnegative functions η(s)
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sometimes called weighting functions.
Let C2,1(Rn × R+;R+) denote the family of all nonnegative functions V (x, t) on
Rn ×R+ which are continuously twice differentiable in x and once in t . If V ∈ C2,1(Rn ×
R+;R+), define an operator LV from C([−τ,0];Rn) ×R+ to R by
LV (ϕ, t) = Vt
(
ϕ(0), t
)+ Vx(ϕ(0), t)f (ϕ, t)
+ 1
2
trace
[
gT (ϕ, t)Vxx
(
ϕ(0), t
)
g(ϕ, t)
]
,
where
Vt (x, t) = ∂V (x, t)
∂t
, Vx(x, t) =
(
∂V (x, t)
∂x1
, . . . ,
∂V (x, t)
∂xn
)
,
Vxx(x, t) =
(
∂2V (x, t)
∂xi∂xj
)
n×n
.
Let us emphasize that LV is a functional defined on C([−τ,0];Rn) × R+ while V is a
function defined on Rn ×R+.
Moreover, denote by L1(R+;R+) the family of all continuous functions γ :R+ → R+
such that
∫∞
0 γ (t) dt < ∞. Moreover, let C(Rn;R+) denote the family of all continuous
nonnegative functions defined on Rn.
Instead of Assumption 1.1 we shall impose the following much weaker one:
Assumption 2.1. The coefficients f and g obey the local Lipschitz condition as described
in Assumption 1.1. Moreover,
sup
0t<∞
(∣∣f (0, t)∣∣∨ ∣∣g(0, t)∣∣)< ∞. (2.1)
We can now state an improved result of Theorem 1.2.
Theorem 2.2. Let Assumption 2.1 holds. Assume that there are functions V ∈ C2,1(Rn ×
R+;R+), w1,w2 ∈ C(Rn;R+), γ ∈ L1(R+;R+) and η ∈W([−τ,0];R+) such that
lim|x|→∞
[
inf
0t<∞V (x, t)
]
= ∞, (2.2)
LV (ϕ, t) γ (t) − w1
(
ϕ(0)
)+
0∫
−τ
η(θ)w2
(
ϕ(θ)
)
dθ (2.3)
for all (ϕ, t) ∈ C([−τ,0];Rn) × R+ and
w1(x)w2(x) for all x ∈ Rn. (2.4)
We then have the following assertions:
(i) Given any initial data {x(θ): −τ  θ  0} = ξ ∈ CbF0([−τ,0];Rn), the SFDE (1.1)
has a unique global solution on t ∈ [−τ,∞), which is denoted by x(t; ξ).
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(iii) For any ξ ∈ CbF0([−τ,0];Rn), the solution of (1.1) has the properties that
∞∫
0
E
[
w1
(
x(t; ξ))− w2(x(t; ξ))]< ∞ a.s., (2.5)
lim sup
t→∞
V
(
x(t; ξ), t)< ∞ a.s. and (2.6)
lim
t→∞d
(
x(t; ξ),Dw
)= 0 a.s. (2.7)
Before we prove this improved result (to be done in Section 4), let us establish a gener-
alised existence-and-uniqueness theorem from which assertion (i) will follow.
3. Generalised existence-and-uniqueness theorems
We will see that Theorem 2.2 covers many SFDEs which do not obey the linear growth
condition. For example, consider a simple 1-dimensional SFDE
dx(t) = f (xt ) dt + g(xt ) dB(t), (3.1)
where B(t) is a scalar Brownian motion, f :C([−τ,0];R) → R is defined by
f (ϕ) = −2ϕ3(0) + ϕ(0)
τ
0∫
−τ
∣∣ϕ(s)∣∣2 ds,
and g :C([−τ,0];R) → R has the form
g(ϕ) = 1
τ
0∫
−τ
∣∣ϕ(s)∣∣2 ds.
Obviously, both f and g do not obey the linear growth condition in Assumption 1.1 al-
though they obey the local Lipschitz condition. To the best knowledge of the authors,
there is no existing result that shows the existence and uniqueness of the solution to the
SFDE (3.1). More generally, there is no existing result that implies assertion (i) of Theo-
rem 2.2. In this section we shall establish a generalised existence-and-uniqueness theorem
for SFDEs from which this required assertion follows immediately. To show this gener-
alised result, we need the concept of local solutions (see, e.g., [11,12]).
Definition 3.1. Set Ft = F0 for −τ  t  0 and let x(t), −τ  t < ρe be a continuous
Rn-valued Ft -adapted process. It is called a local strong solution of Eq. (1.1) with initial
data ξ ∈ CbF0([−τ,0];Rn) if x(t) = ξ(t) on −τ  t  0 and
x(t ∧ ρk) = ξ(0) +
t∧ρk∫
f (xs, s) ds +
t∧ρk∫
g(xs, s) dB(s), ∀t  0
0 0
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that ρk → ρe almost surely as k → ∞. If, moreover, lim supt→ρe |x(t)| = ∞ is satisfied
almost everywhere when ρe < ∞, it is called a maximal local strong solution and ρe is
called the explosion time. A maximal local strong solution x(t), −τ  t < ρe is said to be
unique if for any other maximal local strong solution x¯(t), −τ  t < ρ¯e, we have ρe = ρ¯e
and x(t) = x¯(t) for −τ  t < ρe almost surely.
Theorem 3.2. Under the local Lipschitz condition as described in Assumption 1.1,
the SFDE (1.1) has a unique maximal strong solution for any initial data x0 = ξ ∈
CbF0([−τ,0];Rn).
This theorem can be proved by the standard truncation technique (see, e.g., the proof of
Mao [12, Theorem 3.2.2, p. 95]) so the details are omitted.
Theorem 3.3. Assume that the coefficients f and g of the SFDE (1.1) obey the local Lip-
schitz condition as described in Assumption 1.1. Assume also that there are functions
V ∈ C2,1(Rn × R+;R+), κ ∈ C(Rn;R+) and η ∈W([−τ,0];R+) as well as a nonde-
creasing function K ∈ C(R+;R+) such that
lim|x|→∞
[
inf
0t<∞V (x, t)
]
= ∞, (3.2)
and
LV (ϕ, t)K(t)
[
1 + V (ϕ(0), t)+
0∫
−τ
V
(
ϕ(θ), t + θ)dθ
]
− κ(ϕ(0))+
0∫
−τ
η(θ)κ
(
ϕ(θ)
)
dθ (3.3)
for all (ϕ, t) ∈ C([−τ,0];Rn) × R+. Then Eq. (1.1) has a unique global solution on
[−τ,∞) for any initial data x0 = ξ ∈ CbF0([−τ,0];Rn).
Proof. Fix any initial data x0 = ξ ∈ CbF0([−τ,0];Rn). By Theorem 3.2, Eq. (1.1) has an
unique maximal local solution x(t) on t ∈ −τ, σ∞, where σ∞ is the explosion time. We
need to show that σ∞ = ∞ a.s. For any sufficiently large integer k (namely, k  ‖ξ‖ a.s.),
define the stopping time
τk = σ∞ ∧ inf
{
t ∈ 0, σ∞:
∣∣x(t)∣∣ k},
where, as usual, we set inf ∅ = ∞. Clearly, τk’s are increasing so they have the limit τ∞ =
limk→∞ τk . Obviously, τ∞  σ∞ a.s. For any sufficiently large k and t  0, the Itô formula
shows that
EV
(
x(t ∧ τk), t ∧ τk
)= EV (x(0),0)+ E
t∧τk∫
LV (xs, s) ds. (3.4)0
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t∧τk∫
0
LV (xs, s) ds  tK(t) + K(t)
t∧τk∫
0
(
V
(
x(s), s
)+
0∫
−τ
V
(
x(s + θ), s + θ)dθ
)
ds
−
t∧τk∫
0
κ
(
x(s)
)
ds +
t∧τk∫
0
0∫
−τ
η(θ)κ
(
x(s + θ))dθ ds. (3.5)
But
t∧τk∫
0
0∫
−τ
V x
(
(s + θ), s + θ)dθ ds
=
t∧τk∫
0
s∫
s−τ
V
(
x(r), r
)
dr ds =
t∧τk∫
−τ
( (r+τ)∧t∫
r∨0
ds
)
V
(
x(r), r
)
dr
 τ
t∧τk∫
−τ
V
(
x(r), r
)
dr = τ
0∫
−τ
V
(
ξ(θ), θ
)
dθ + τ
t∧τk∫
0
V
(
x(s), s
)
ds.
Similarly,
t∧τk∫
0
0∫
−τ
η(θ)κ
(
x(s + θ))dθ ds 
0∫
−τ
κ
(
ξ(θ), θ
)
dθ +
t∧τk∫
0
κ
(
x(s), s
)
ds.
Substituting these two inequalities into (3.5) and then taking the expectation, we obtain
that
E
t∧τk∫
0
LV (xs, s) ds  C1(t) + (1 + τ)K(t)E
t∧τk∫
0
V
(
x(s), s
)
ds, (3.6)
where
C1(t) = tK(t) + τK(t)
0∫
−τ
V
(
ξ(θ), θ
)
dθ + E
0∫
−τ
κ
(
ξ(θ), θ
)
dθ.
Putting (3.6) into (3.4) yields
EV
(
x(t ∧ τk), t ∧ τk
)
 C2(t) + (1 + τ)K(t)E
t∧τk∫
0
V
(
x(s), s
)
ds, (3.7)
where C2(t) = C1(t) + EV (ξ(0),0). Since the right-hand side of (3.7) is increasing in t ,
we must have
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0rt
EV
(
x(r ∧ τk), r ∧ τk
)
 C2(t) + (1 + τ)K(t)E
t∧τk∫
0
V
(
x(s), s
)
ds
 C2(t) + (1 + τ)K(t)E
t∫
0
V
(
x(s ∧ τk), s ∧ τk
)
ds
 C2(t) + (1 + τ)K(t)
t∫
0
[
sup
0rs
EV
(
x(r ∧ τk), r ∧ τk
)]
ds. (3.8)
The well-known Gronwall inequality yields
sup
0rt
EV
(
x(r ∧ τk), r ∧ τk
)
C2(t) + et(1+τ)K(t), ∀t  0.
Hence
EV
(
x(t ∧ τk), t ∧ τk
)
 C2(t)et (1+τ)K(t), ∀t  0. (3.9)
On the other hand, define μ :R+ → R+ by
μ(r) = inf|x|r, 0t∞V (x, t) for r  0.
Clearly, μ(|x(t)|) V (x(t), t) and, by condition (3.2),
lim
r→∞μ(r) = ∞.
It therefore follows from (3.9) that
C2(t)e
t (1+τ)K(t)  Eμ
(∣∣x(t ∧ τk)∣∣) μ(k)P(τk  t).
Letting k → ∞ and then t → ∞, we obtain that
P(τ∞ < ∞) = 0.
That is, τ∞ = ∞ a.s. We, therefore, must have that σ∞ = ∞ a.s. This completes the
proof. 
Let us now return to Eq. (3.1). Let V (x, t) = V (x) = x2 and compute that, for (ϕ, t) ∈
C([−τ,0];R) ×R+,
LV (ϕ, t) = −4∣∣ϕ(0)∣∣4 + 2 |ϕ(0)|2
τ
0∫
−τ
∣∣ϕ(θ)∣∣2 dθ + 1
τ 2
( 0∫
−τ
∣∣ϕ(θ)∣∣2 dθ
)2
.
But
2
|ϕ(0)|2
τ
0∫ ∣∣ϕ(θ)∣∣2 dθ  ∣∣ϕ(0)∣∣4 + 1
τ 2
( 0∫ ∣∣ϕ(θ)∣∣2 dθ
)2−τ −τ
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τ 2
( 0∫
−τ
∣∣ϕ(θ)∣∣2 dθ
)2
 1
τ
0∫
−τ
∣∣ϕ(θ)∣∣4 dθ.
We hence have
LV (ϕ, t)−3∣∣ϕ(0)∣∣4 + 1
τ
0∫
−τ
2
∣∣ϕ(θ)∣∣4 dθ. (3.10)
Applying Theorem 3.3 with K(t) ≡ 0, κ(x) = 3x and η(θ) = 1/τ , we see that Eq. (3.1)
has an unique global solution for any initial data ξ ∈ CbF0([−τ,0];R).
We can now begin to prove Theorem 2.2.
4. The proof of Theorem 2.2
The proof is rather technical so we divide it into five steps.
Step 1. Setting κ(x) = w1(x) and K(t) = max{γ (s): 0 s  t}, we see that (3.3) follows
from (2.3) and (2.4) whence all the conditions of Theorem 3.2 are satisfied. So the assertion
(i) of Theorem 2.2 must hold.
Step 2. Let us now fix any ξ and write the unique global solution x(t; ξ) = x(t) for
simplicity. In this step we will prove assertions (2.5) and (2.6). By Itô’s formula,
V
(
x(t), t
)= V (x(0),0)+
t∫
0
LV (xs, s) ds + M(t), ∀t  0, (4.1)
where
M(t) =
t∫
0
Vx
(
x(s), s
)
g(xs, s) dB(s),
which is a real-valued continuous local martingale with M(0) = 0 a.s. Write
t∫
0
LV (xs, s) ds =
t∫
0
γ (s) ds +
0∫
−τ
w2
(
ξ(θ)
)
dθ − U(t), (4.2)
where
U(t) =
0∫
−τ
w2
(
ξ(θ)
)
dθ +
t∫
0
[
γ (s) −LV (xs, s)
]
ds. (4.3)
Compute, by the assumptions,
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0∫
−τ
w2
(
ξ(θ)
)
dθ +
t∫
0
[
w1
(
x(s)
)−
0∫
−τ
η(θ)w2
(
x(s + θ))dθ
]
ds
=
0∫
−τ
w2
(
ξ(θ)
)
dθ +
t∫
0
w1
(
x(s)
)
ds −
t∫
0
[ s∫
s−τ
η(r − s)w2
(
x(r)
)
dr
]
ds
=
0∫
−τ
w2
(
ξ(θ)
)
dθ +
t∫
0
w1
(
x(s)
)
ds −
t∫
−τ
[ (r+τ)∧t∫
r∨0
η(r − s) ds
]
w2
(
x(r)
)
dr

0∫
−τ
w2
(
ξ(θ)
)
dθ +
t∫
0
w1
(
x(s)
)
ds −
t∫
−τ
[ r+τ∫
r
η(r − s) ds
]
w2
(
x(r)
)
dr
=
0∫
−τ
w2
(
ξ(θ)
)
dθ +
t∫
0
w1
(
x(s)
)
ds −
t∫
−τ
w2
(
x(r)
)
dr
=
t∫
0
[
w1
(
x(s)
)− w2(x(s))]ds  0. (4.4)
Substituting (4.2) and (4.4) into (4.1) yields
V
(
x(t), t
)
 V
(
x(0),0
)+
t∫
0
γ (s) ds +
0∫
−τ
w2
(
ξ(θ)
)
dθ
−
t∫
0
[
w1
(
x(s)
)− w2(x(s))]ds + M(t). (4.5)
Applying the nonnegative semimartingale convergence theorem (see [9, Theorem 7 p. 139]
or [14]), we immediately obtain
lim sup
t→∞
V
(
x(t), t
)
< ∞ a.s., (4.6)
which is the required assertion (2.6). Moreover, for any sufficient large integer k, define
the stopping time
ρk = inf
{
t  0:
∣∣x(t)∣∣ k}.
Clearly, ρk → ∞ almost surely as k → ∞. It follows from (4.5) that
0 V
(
x(0),0
)+
∞∫
γ (s) ds +
0∫
w2
(
ξ(θ)
)
dθ0 −τ
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0
[
w1
(
x(s)
)− w2(x(s))]ds + M(t ∧ ρk).
Taking the expectations on both sides yields
E
t∧ρk∫
0
[
w1
(
x(s)
)− w2(x(s))]ds  E
[
V
(
ξ(0),0
)+
0∫
−τ
w2
(
ξ(s)
)
ds
]
+
∞∫
0
γ (s) ds < ∞.
Letting k → ∞ gives
E
t∫
0
[
w1
(
x(s)
)− w2(x(s))]ds  E
[
V
(
ξ(0),0
)+
0∫
−τ
w2
(
ξ(s)
)
ds
]
+
∞∫
0
γ (s) ds < ∞. (4.7)
By the Fubini theorem (see [10, p. 136]), we can exchange the order of the expectation and
the integration in s and then let t → ∞ to obtain
∞∫
0
E
[
w1
(
x(s)
)− w2(x(s))]ds < ∞,
which is the required assertion (2.5).
Step 3. In this step we aim to prove
lim
t→∞w
(
x(t)
)= 0 a.s., (4.8)
where w = w1 − w2 ∈ C(Rn;R+). If this is false, then
P
{
lim sup
t→∞
w
(
x(t)
)
> 0
}
> 0.
Hence we can find a positive number ε > 0 such that
P(Ω1) 3ε, (4.9)
where
Ω1 =
{
lim sup
t→∞
w
(
x(t)
)
> 2ε
}
.
On the other hand, it is easy to observe from (4.6) and the continuity of both solution x(t)
and function V (x, t) that
sup V
(
x(t), t
)
< ∞ a.s.−τt<∞
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μ(r) = inf|x|r, 0t∞V (x, t) for r  0.
By condition (2.2),
lim
r→∞μ(r) = ∞.
Moreover, μ(|x(t)|) V (x(t), t) so
sup
−τt<∞
μ
(∣∣x(t)∣∣) sup
−τt<∞
V
(
x(t), t
)
< ∞ a.s.
We must therefore have
sup
−τt<∞
∣∣x(t)∣∣< ∞ a.s. (4.10)
Recalling the boundedness of the initial data we can then find a positive number h, which
depends on ε, sufficiently large for |ξ(θ)| < h for all −τ  θ  0 almost surely while
P(Ω2) 1 − ε, (4.11)
where
Ω2 =
{
sup
−τt<∞
∣∣x(t)∣∣< h}.
It is easy to see from (4.9) and (4.11) that
P(Ω1 ∩ Ω2) 2ε. (4.12)
Let us now define a sequence of stopping times:
τh = inf
{
t  0:
∣∣x(t)∣∣ h},
σ1 = inf
{
t  0: w
(
x(t)
)
 2ε
}
,
σ2i = inf
{
t  σ2i−1: w
(
x(t)
)
 ε
}
, i = 1,2, . . . ,
σ2i+1 = inf
{
t  σ2i : w
(
x(t)
)
 2ε
}
, i = 1,2, . . . .
Moreover, letting t → ∞ in (4.7), we obtain that
E
∞∫
0
w
(
x(s)
)
ds < ∞. (4.13)
This implies
∞∫
0
w
(
x(s)
)
ds < ∞ a.s. (4.14)
It then follows that
lim infw
(
x(t)
)= 0 a.s. (4.15)
t→∞
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τh(ω) = ∞ and σi(ω) < ∞ for ∀i  1, whenever ω ∈ Ω1 ∩ Ω2 (4.16)
and
σ2i < ∞ whenever σ2i−1 < ∞. (4.17)
Now, by Assumption 2.1, there is a Kh > 0 such that∣∣f (ϕ, t)∣∣∨ ∣∣g(ϕ, t)∣∣Kh (4.18)
for all t  0 and ϕ ∈ C([−τ,0];Rn) with ‖ϕ‖  h. Making use of this property as well
as the Hölder inequality and the Doob martingale inequality, we then compute that for any
T > 0,
E
[
I{τh∧σ2i−1<∞} sup
0tT
∣∣x(τh ∧ (σ2i−1 + t))− x(τh ∧ σ2i−1)∣∣2]
 2E
[
I{τh∧σ2i−1<∞} sup
0tT
∣∣∣∣∣
τh∧(σ2i−1+t)∫
τh∧σ2i−1
f (xs, s) ds
∣∣∣∣∣
2]
+ 2E
[
I{τh∧σ2i−1<∞} sup
0tT
∣∣∣∣∣
τh∧(σ2i−1+t)∫
τh∧σ2i−1
g(xs, s) dB(s)
∣∣∣∣∣
2]
 2TE
[
I{τh∧σ2i−1<∞}
τh∧(σ2i−1+T )∫
τh∧σ2i−1
∣∣f (xs, s)∣∣2 ds
]
+ 8E
[
I{τh∧σ2i−1<∞}
τh∧(σ2i−1+T )∫
τh∧σ2i−1
∣∣g(xs, s)∣∣2 ds
]
 2K2h(T + 4)T ,
where throughout this paper IA denotes the indicator function of set A. By the Chebyshev
inequality, we see that
P
(
{τh ∧ σ2i−1 < ∞} ∩
{
sup
0tT
∣∣x(τh ∧ (σ2i−1 + t))− x(τh ∧ σ2i−1)∣∣ δ})

2K2h(T + 4)T
δ2
holds for any δ > 0 (and any T > 0 of course). Consequently,
P
(
{σ2i−1 < ∞, τh = ∞} ∩
{
sup
0tT
∣∣x(σ2i−1 + t) − x(σ2i−1)∣∣ δ})
= P
(
{τh ∧ σ2i−1 < ∞, τh = ∞}
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{
sup
0tT
∣∣x(τh ∧ (σ2i−1 + t))− x(τh ∧ σ2i−1)∣∣ δ})
 P
(
{τh ∧ σ2i−1 < ∞} ∩
{
sup
0tT
∣∣x(τh ∧ (σ2i−1 + t))− x(τh ∧ σ2i−1)∣∣ δ})

2K2h(T + 4)T
δ2
.
Recalling (4.12) and (4.16), we have
P
({σ2i−1 < ∞, τh = ∞}) P(Ω1 ∩ Ω2) 2ε.
Compute, furthermore, that
P
(
{σ2i−1 < ∞, τh = ∞} ∩
{
sup
0tT
∣∣x(σ2i−1 + t) − x(σ2i−1)∣∣< δ})
= P({σ2i−1 < ∞, τh = ∞})
− P
(
{σ2i−1 < ∞, τh = ∞} ∩
{
sup
0tT
∣∣x(σ2i−1 + t) − x(σ2i−1)∣∣ δ})
 2ε − 2K
2
h(T + 4)T
δ2
. (4.19)
Let us now choose δ and T carefully. Since w(·) is continuous in Rn, it must be uni-
formly continuous in the closed ball S¯h = {x ∈ Rn: |x|  h}. We can therefore choose
δ = δ(ε) > 0 so small that∣∣w(x) − w(y)∣∣< ε, whenever |x − y| < δ, x, y ∈ S¯h. (4.20)
We, furthermore, choose T = T (ε, δ,h) > 0 sufficiently small for
2K2h(T + 4)T
δ2
< ε. (4.21)
It then follows from (4.19) that
P
(
{σ2i−1 < ∞, τh = ∞} ∩
{
sup
0tT
∣∣w(x(σ2i−1 + t))− w(x(σ2i−1))∣∣< ε})
 P
(
{σ2i−1 < ∞, τh = ∞} ∩
{
sup
0tT
∣∣x(σ2i−1 + t) − x(σ2i−1)∣∣< δ})
 ε. (4.22)
Set
Ω¯i =
{
sup
0tT
∣∣w(x(σ2i−1 + t))− w(x(σ2i−1))∣∣< ε}.
Noting that
σ2i (ω) − σ2i−1(ω) T if ω ∈ {σ2i−1 < ∞, τh = ∞} ∩ Ω¯i,
and using (4.17) and (4.22), we compute
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∞∫
0
w
(
x(t)
)
dt 
∞∑
i=1
E
[
I{σ2i−1<∞, σ2i<∞, τh=∞}
σ2i∫
σ2i−1
w
(
x(t)
)
dt
]
 ε
∞∑
i=1
E
[
I{σ2i−1<∞, τh=∞}(σ2i − σ2i−1)
]
 ε
∞∑
i=1
E
[
I{σ2i−1<∞, τh=∞}∩Ω¯i (σ2i − σ2i−1)
]
 εT
∞∑
i=1
P
({σ2i−1 < ∞, τh = ∞} ∩ Ω¯i)
 εT
∞∑
i=1
ε = ∞,
but this is in contradiction with (4.13). So (4.8) must hold.
Step 4. Let us now show Dw = ∅. Note from (4.8) and (4.10) that there is Ω0 ⊂ Ω with
P(Ω0) = 1 such that
lim
t→∞w
(
x(t,ω)
)= 0 and sup
0t<∞
∣∣x(t,ω)∣∣< ∞ for all ω ∈ Ω0. (4.23)
Choose any ω ∈ Ω0. Then {x(t,ω)}t0 is bounded in Rn so there must be an increasing
sequence {ti}i1 such that {x(ti ,ω)}i1 converges to some y ∈ Rn. Hence
w(y) = lim
i→∞w
(
x(ti ,ω)
)= 0,
which implies y ∈ Dw so Dw = ∅.
Step 5. Let us finally show assertion (2.7). It is sufficient to show
lim
t→∞d
(
x(t,ω),Dw
)= 0, ∀ω ∈ Ω0, (4.24)
since P(Ω0) = 1. If (4.24) is false, then there is some ω¯ ∈ Ω0 such that
lim sup
t→∞
d
(
x(t, ω¯),Dw
)
> 0,
whence there is a subsequence {x(ti , ω¯)}i1 of {x(t, ω¯)}t0 such that
d
(
x(ti , ω¯),Dw
)
 ε, ∀i  1,
for some ε > 0. Since {x(ti , ω¯)}i1 is bounded, we can find a subsequence {x(t¯i , ω¯)}i1
which converges to z. Clearly, z /∈ Dw so w(z) > 0. However, by (4.8),
w(z) = lim
i→∞w
(
x(t¯i , ω¯)
)= 0,
which contradicts to w(z) > 0. Hence (4.24) must hold. The proof is, therefore, complete.
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To see how our new Theorem 2.2 can be applied to the study of asymptotic stability
of SFDEs, let us return to Eq. (3.1). Recalling inequality (3.10) we see that conditions
(2.2)–(2.4) are all fulfilled if we set
V (x, t) = x2, w1(x) = 3x4, ω2(x) = 2x4, γ (t) ≡ 0, η(θ) = 1
τ
,
while we already knew that Eq. (3.1) obeys Assumption 2.1. We can therefore conclude by
Theorem 2.2 that for any initial data ξ ∈ CbF0([−τ,0];R), the solution of Eq. (3.1) has the
properties that
∞∫
0
E
∣∣x(t; ξ)∣∣4 < ∞ (5.1)
and
lim
t→∞x(t; ξ) = 0 a.s. (5.2)
In view of stochastic stability theory (see, e.g., [1,2,4–7]), we observe that (5.1) means that
(the trivial solution of) Eq. (3.1) is L4(Ω ×R+;R)-stable while (5.2) means that Eq. (3.1)
is almost surely asymptotically stable.
Generally, we can employ Theorem 2.2 to establish some useful criteria on asymptotic
stability. For this purpose, we need a few more notations. Let K denote the class of contin-
uous (strictly) increasing functions μ from R+ to R+ with μ(0) = 0. Let K∞ denote the
class of functions μ in K with μ(r) → ∞ as r → ∞. Functions in K and K∞ are called
class K and K∞ functions, respectively. If μ ∈ K, its inverse function is denoted by μ−1
with domain [0,μ(∞)).
Theorem 5.1. Let the assumptions of Theorem 2.2 hold. Let the initial data ξ ∈
CbF0([−τ,0];Rn) be arbitrary and denote by x(t; ξ) the solution of Eq. (1.1).
(i) If
w1(x) − w2(x) = 0 iff x = 0,
then
lim
t→∞x(t; ξ) = 0 a.s.
(ii) If there is a positive constant p and a convex function μ ∈K∞ such that
lim sup
h→0+
μ−1(h)
h
< ∞ (5.3)
and
w1(x) − w2(x) μ
(|x|p), ∀x ∈ Rn, (5.4)
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∞∫
0
E
∣∣x(t; ξ)∣∣p < ∞. (5.5)
Proof. Criterion (i) follows from assertion (2.7) of Theorem 2.2 straightforward. We,
therefore, need to prove criterion (ii). Write x(t; ξ) = x(t) again. We observe from (4.7)
that
E
t∫
0
[
w1
(
x(s)
)− w2(x(s))]ds  C, ∀t > 0,
where C is a positive number that depends on the initial data ξ . By the Fubini theorem and
condition (5.4), we have
t∫
0
Eμ
(∣∣x(s)∣∣p)ds C, ∀t  0.
Since μ is convex, we may apply the Jensen inequality to obtain
tμ
(
1
t
t∫
0
E
∣∣x(s)∣∣p ds
)
C, ∀t > 0.
This implies
t∫
0
E
∣∣x(s)∣∣p ds  tμ−1(C/t) = μ−1(C/t)
1/t
, ∀t > 0.
The required assertion (5.5) follows by letting t → ∞ and using condition (5.3). The proof
is therefore complete. 
Let us now show that Theorem 2.2 can also be use to handle the problem of partially
asymptotic stability. Let 1  nˆ  n and 1  i1 < i2 < · · · < inˆ  n be all integers. Let
xˆ = (xi1 , xi2, . . . , xinˆ ) be the partial coordinates of x, which can be regarded as in Rnˆ with
the norm |xˆ| =
√
x2i1 + · · · + x2inˆ .
Theorem 5.2. Let the assumptions of Theorem 2.2 hold. Let the initial data ξ ∈
CbF0([−τ,0];Rn) be arbitrary and denote by x(t; ξ) the solution of Eq. (1.1).
(i) If
w1(x) − w2(x) = 0 iff xˆ = 0,
then
lim
t→∞ xˆ(t; ξ) = 0 a.s.
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lim sup
h→0+
μ−1(h)
h
< ∞
and
w1(x) − w2(x) μ
(|xˆ|p), ∀x ∈ Rn,
then
∞∫
0
E
∣∣xˆ(t; ξ)∣∣p < ∞.
This theorem can be proved in the same way as Theorem 5.1 was proved.
6. Examples
Although we have discussed an example, namely the SFDE (3.1), in the previous sec-
tions, we shall discuss two more examples to illustrate our theory, furthermore. In these
examples we shall let τ = 1 and omit mentioning the initial data which are always assumed
to be in CbF0([−1,0];Rn) anyway. As before, we shall write x(t; ξ) = x(t) for simplicity.
Example 6.1. Let B(t) be a scalar Brownian motion. Consider a scalar stochastic func-
tional differential equation
dx(t) = [e−t − αx3(t)] sin2(x(t))dt
+ β
( 0∫
−1
x2(t + θ) sin(x(t + θ))dθ
)
dB(t), (6.1)
where 2α > β2 > 0. Clearly, this equation obeys Assumption 2.1. Let V (x, t) = x2. Then
the operator LV :C([−1,0];R) ×R+ → R has the form
LV (ϕ, t) = 2ϕ(0)[e−t − αϕ3(0)] sin2(ϕ(0))+ β2
( 0∫
−1
x2(θ) sin
(
x(θ)
)
dθ
)2
.
Let ε ∈ (0,2α − β2). By the elementary inequality
aub1−u  ua + (1 − u)b, u, v  0, u ∈ [0,1],
we compute
2ϕ(0)e−t = [εϕ4(0)]1/4[ε−1/324/3e−4t/3]3/4  ε
4
ϕ4(0) + 3
4
ε−1/324/3e−4t/3
 ε ϕ4(0) + 3ε−1/3e−4t/3.
4
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LV (ϕ, t) 3ε−1/3e−4t/3 −
(
2α − 1
4
ε
)
ϕ5(0) sin2
(
ϕ(0)
)
+ β2
0∫
−1
x4(θ) sin2
(
x(θ)
)
dθ.
Applying Theorem 2.2, we can conclude that the solution of Eq. (6.1) has the properties
that
lim sup
t→∞
∣∣x(t)∣∣2 < ∞ a.s. and lim
t→∞ d
(
x(t),Dw
)= 0 a.s.,
where Dw = {x ∈ R: x4 sin2(x) = 0} = {kπ : k = 0,±1,±2, . . .}. These imply that
lim
t→∞x(t) = ρπ a.s.,
where ρ is a random variable taking values in {0,±1,±2, . . .} and it may depend on the
initial data.
Example 6.2. Let B(t) be a scalar Brownian motion. Consider a 3-dimensional stochastic
functional differential equation
dx(t) = b(xt ) dt + g(xt , t) dB(t), (6.2)
where b :C([−1,0];R3) → R3 satisfies the local Lipschitz condition and obeys
2ϕT (0)b(ϕ)−2∣∣ϕ(0)∣∣2 +
0∫
−1
∣∣ϕ(θ)∣∣2 dθ, ∀ϕ ∈ C([−1,0];R3)
while g :C([−1,0];R3) ×R+ → R3 has the form
g(ϕ, t) =
⎡
⎢⎣
√
γ (t)∫ 0
−1([−1 ∨ ϕ1(θ)] ∧ 1) dθ∫ 0
−1 ϕ2(θ) dθ
⎤
⎥⎦
in which γ ∈ L1(R+;R+) is bounded. Clearly, b and g obey Assumption 2.1. Let
V (x, t) = |x|2. Then the operator LV has the form
LV (ϕ, t) = 2ϕT (0)b(ϕ(0))+ γ (t) +
( 0∫
−1
([−1 ∨ ϕ1(θ)]∧ 1)dθ
)2
+
( 0∫
−1
ϕ2(θ) dθ
)2
.
It is easy to estimate that
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0∫
−1
(∣∣ϕ(θ)∣∣2 + [ϕ21(θ) ∧ 1]+ ∣∣ϕ2(θ)∣∣2)dθ
= γ (t) − w1
(
ϕ(0)
)+
0∫
−1
w2
(
ϕ(θ)
)
dθ,
where
w1(x) = 2|x|2 and w2(x) = |x|2 +
(
x21 ∧ 1
)+ |x2|2 for x ∈ R3.
Clearly w1(x)w2(x). By Theorem 2.2, the solution of Eq. (6.2) has the property that
∞∫
0
E
[
w1
(
x(t)
)− w2(x(t))]< ∞, (6.3)
lim sup
t→∞
∣∣x(t)∣∣2 < ∞ a.s. (6.4)
and
lim
t→∞ d
(
x(t),Dw
)= 0 a.s., (6.5)
where Dw = {x ∈ R3: w1(x) − w2(x) = 0}. But (6.3) implies
∞∫
0
E
[(∣∣x1(t)∣∣2 − 1)∨ 0]< ∞ and
∞∫
0
E
[∣∣x3(t)∣∣2]< ∞. (6.6)
It is also easy to see that
Dw =
{
x ∈ R3: |x1| 1, x3 = 0
}
.
We, therefore, conclude from (6.4) and (6.5) that
lim sup
t→∞
∣∣x1(t)∣∣ 1, lim sup
t→∞
∣∣x2(t)∣∣< ∞, lim
t→∞x3(t) = 0 a.s. (6.7)
Acknowledgments
The initial work of this paper was formulated when X. Mao visited Huazhong University of Science and
Technology and Wuhan University of Science and Technology in China in the summer of 2004. The authors
thank the partial financial support of these two Chinese universities.
References
[1] L. Arnold, Stochastic Differential Equations: Theory and Applications, Wiley, 1972.
[2] A. Friedman, Stochastic Differential Equations and Their Applications, vol. 2, Academic Press, 1976.
[3] J.K. Hale, S.M.V. Lunel, Introduction to Functional Differential Equations, Springer, 1993.
154 Y. Shen et al. / J. Math. Anal. Appl. 318 (2006) 134–154[4] R.Z. Khas’minskii, Stochastic Stability of Differential Equations, Sijthoff & Noordhoff, 1981.
[5] H.J. Kushner, Stochastic Stability and Control, Academic Press, 1967.
[6] V.B. Kolmanovskii, A. Myshkis, Applied Theory of Functional Differential Equations, Kluwer Academic,
1992.
[7] G.S. Ladde, V. Lakshmikantham, Random Differential Inequalities, Academic Press, 1980.
[8] J.P. LaSalle, Stability theory of ordinary differential equations, J. Differential Equations 4 (1968) 57–65.
[9] R.Sh. Liptser, A.N. Shiryayev, Theory of Martingales, Kluwer Academic, 1989 (translation of the Russian
edition, Nauka, Moscow, 1986).
[10] M. Loève, Probability Theory, Van Nostrand, 1963.
[11] X. Mao, Stability of Stochastic Differential Equations with Respect to Semimartingales, Longman, 1991.
[12] X. Mao, Exponential Stability of Stochastic Differential Equations, Dekker, 1994.
[13] X. Mao, Stochastic Differential Equations and Applications, Horwood, 1997.
[14] X. Mao, Stochastic versions of the LaSalle theorem, J. Differential Equations 153 (1999) 175–195.
[15] X. Mao, The LaSalle-type theorems for stochastic functional differential equations, Nonlinear Stud. 7 (2000)
307–328.
[16] S.-E.A. Mohammed, Stochastic Functional Differential Equations, Longman, 1986.
[17] P.E. Protter, Stochastic Integration and Differential Equations, second ed., Springer, 2003.
