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Interpolators have found widespread applications in communication systems such as multimedia. In this paper, the interpolated
timing recovery employing raised cosine pulse for digital magnetic recording channel is investigated. This study indicates that
the raised cosine interpolator with rolloﬀ factor β between 0.4 and 0.6 is shown to have less aliasing eﬀect and achieve better
MSE performance than other interpolators such as the sinc, polynomial, and MMSE interpolators with similar computational
complexity. The superiority of the raised cosine interpolator over other interpolators is also demonstrated on the ME2PRIV
recording channel through computer simulations. The main advantage of the raised cosine interpolator is that it is potentially
simpler and can be fully digitally implemented.
1. Introduction
The digital filter applications to continuous-time and
discrete-time signals are possible because of the sampling
theorem. The sampling frequency might change from one
value to another employing a conversion referred to as
interpolators and decimators. These subsystems are applied
in communication systems applications such as multimedia.
The sampling theorem states that a continuous signal can be
perfectly recovered using an ideal lowpass filter provided that
the sampling rate is above the Nyquist rate for a bandlimited
channel; that is, the interpolation filter design can be
normally based on a sinc pulse [1]. However, the infinite-
length sinc interpolator is impossible to implement from the
application perspective. A truncated sinc interpolator always
results in severe errors.
Instead of the sinc interpolator, Erup et al. [2] sug-
gested employing polynomial interpolators (such as lin-
ear, parabolic, and cubic polynomials) to obtain the syn-
chronized samples from the A/D converter outputs. The
polynomial interpolator is simple but is only suitable for
high sampling rates. Kim et al. [3] suggested designing the
interpolator by minimizing the mean square error (MMSE)
that takes into account the background noise. The MMSE
interpolator is an optimal interpolator in the sense that
it minimizes the timing error, but it always suﬀers from
computational complexity. Based upon a finite-state Markov
model, Zeng et al. [4] proposed a Baum-Welch algorithm for
digital timing recovery.
In addition to the sinc pulse, there is an interpolation
pulse, called the raised cosine pulse that also satisfies the
first Nyquist criterion and can be applied to the design
of the interpolation filter. The truncated raised cosine
interpolator for timing recovery has been proposed in [5]
and shown its superiority over other interpolators such as
the sinc, polynomial, spline, andMMSE interpolators. In this
paper, an interpolated timing recovery method that uses the
raised cosine pulse for digital magnetic recording channel
is investigated. Simulation results indicate that the raised
cosine interpolator achieve the best performance in both
MSE and error performance than other interpolators such as
the sinc, polynomial, and MMSE interpolators with similar
computational complexity.
The interpolated timing recovery scheme is depicted in
Figure 1. As shown, in the partial response maximal like-
lihood (PRML) system [6], the digital magnetic recording
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channel is shaped as a partial response channel using a
PR equalizer. The maximum likelihood sequence detection
(MLSD) or Viterbi detection is used to recover sampled
data. The fully digital timing recovery scheme employs an
interpolation filter to obtain the synchronized sampled data
instead of the conventional PLL.
The rest of this paper is organized as follows. In Section 2,
the truncated raised cosine interpolator and its frequency
response are described. The aliasing eﬀect due to truncation
on several partial response recording channels is investigated.
The mean square error (MSE) performance of the raised
cosine interpolator and its computational complexity is
studied and compared with other interpolators. Section 3
demonstrates the superiority of the proposed interpolated
timing recovery over other interpolators through computer
simulations on the ME2PRIV recording channel. Conclu-
sions are provided in Section 4.
2. Raised Cosine Interpolator for
PRML Channels
Conventional timing recovery is performed on a symbol-by-
symbol basis with a phase locked loop (PLL) that employs the
voltage control oscillator (VCO) to adjust the sampling phase
at each sampling time. Gardner [7] first proposed a fully
digital timing recovery algorithm in which an A/D converter
is employed to sample the received signal at a fixed sampling
rate, using an interpolation filter to recover the synchronized
samples from the A/D converter outputs. A detector then
operates on these interpolated samples as they would in a
conventional PLL where the sampling rate is synchronized
to the symbol rate of the received signal.
In an all-digital interpolated timing recovery scheme, as
depicted in Figure 1, an A/D converter samples the received
signal r(t) using a fixed clock with period Ts. Neither its
frequency nor its phase is synchronized with the received
signal. An interpolation filter is then used to obtain the
desired samples for detection from unsynchronized input
samples. As shown, the output of the interpolation filter y(t)





where hI (t) represents the impulse response of the interpola-
tor. The synchronized sample y(kT) is obtained by sampling
y(t) at time t = kT, where T is the channel bit period and




r(mTs)hI (kT −mTs). (2)
Timing phase error was measured by the timing phase error
detector and filtered in the loop filter with output that drives
the calculator. As shown in Figure 2 [7], assume that the time
t = kT is located between [mkTs, (mk + 1)Ts], y(kT) can be
written as















where the basepoint index mk and the fractional interval μk






, μk = kT
Ts
−mk , n = mk −m.
(4)
Theoretically, the received signal r(t) can be perfectly
recovered by the interpolation filter using an infinite-length
sinc pulse (i.e., hI(t) = sin(πt/Ts)/(πt/Ts) = sin c(t/Ts))
if the sampling rate is above the Nyquist rate. However, it
is impossible to implement to use an infinite-length sinc
pulse in actual applications. The interpolation filter design
has been investigated in many papers [1–4, 7–15], including
using truncated sinc pulse [1] and polynomial functions
(linear, parabolic, and cubic functions) [2]. Although the
polynomial filters are simple, they are only suitable for high
sampling rates. In addition, Kim et al. [3] proposed using
MMSE (minimum mean square error) criterion to design
an interpolation filter in which the background noise has
been taken into account. The MMSE interpolation filter can
outperform other filters, but it suﬀers from computational
complexity.
Instead of the sinc pulse, a raised cosine pulse is proposed
in previous work [5] for use as an interpolation filter. The
raised cosine pulse also satisfies the first Nyquist criterion for
zero intersymbol interference (ISI). The impulse response of









with 0 ≤ β ≤ 1. Note that for β = 0 the raised cosine pulse is
exactly the sinc pulse. The frequency response HRC(w) of the





























where β is called the rolloﬀ factor.
2.1. Frequency Response of Truncated Raised Cosine Filters.
There are some commonly used windows to truncate the
raised cosine interpolator such as rectangular, triangular,
Blackman, Hamming, and Hanning windows. An intensive
study indicates that the symmetrical rectangular window is


















Figure 1: Interpolated timing recovery scheme.

















Figure 2: Resample y(kT).
the best way to truncate the raised cosine pulse. The impulse
response of the filter is given by


















Ts ≤ t ≤ M2 Ts,
0, otherwise .
(8)
It follows from the modulation or windowing property that
the frequency responseHI(w) of the interpolation filter using




HRC(θ)Wr(w − θ)dθ, (9)
with the Fourier transform of the windowWr(w) given by
Wr(w) = 2 sin(wMTs/2)
w
. (10)

































Figure 3: Peak amplitude of aliasing versus rolloﬀ factor for PRML
channel.
2.2. Aliasing Eﬀect on PRML Channels. Consider that the
bandlimited channel is a PRML recording channel [6] and
that the received signal r(t) is sampled at a rate of 2
samples/symbol (i.e., T/Ts = 2). Figure 3 shows the peak
amplitude of the aliasing introduced in the truncated raised
cosine (with truncation length M = 12Ts) interpolator
versus the rolloﬀ factor β for various PRML recording
channels (PRIV, E2PRIV, and ME2PRIV, with response given
by 1−D2, (1−D)(1+D)3 and 5+4D−3D2−4D3−2D4, resp.,
[16]). The result indicates that the truncated raised cosine
interpolator with rolloﬀ factor β between 0.4 and 0.6 achieves
good aliasing performance. The truncated raised cosine pulse
with rolloﬀ factor β = 0.5 is employed for further study.
Figure 4 displays the peak amplitude of the aliasing
introduced in sinc (β = 0) and raised cosine (β =
0.5) interpolators versus the truncation length for these
PRML recording channels. As shown, the raised cosine pulse
outperforms the sinc pulse and the aliasing eﬀect can be
significantly reduced when the truncation length of both
pulses increases. The case for the cubic pulse is also shown
4 EURASIP Journal on Advances in Signal Processing
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Figure 4: Peak amplitude of aliasing versus truncation length for
PRML channel.
in the figure for comparison. The results demonstrated
the superiority of the raised cosine interpolator over other
interpolators of the limited number of interpolators tested.
2.3. Mean Square Error (MSE) on PRML Channels. Assume






t − jT) +N(t), (11)
where {aj} ∈ {±1} represents the binary transmitted
sequence and N(t) is the background noise. For an ideal
PRIV channel, the isolated transition response has a nonzero
amplitude at sampling instants t = 0 and t = T. The NRZ bit
response g(t) is given by
g(t) = sin(πt/T)
πt/T
− sin[π(t − 2)/T]
π(t − 2)/T . (12)
The amplitude at sampling instants is +2, 0, or –2. The
receiver requires obtaining r(kT), but it is sampled at a
period Ts (probably with a time oﬀset μ normalized to Ts).
Therefore, the resample output of the interpolation filter is
given by




























× g(iT − (n + μk + μ
)
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N((mk − n)Ts) = NTHI.
(14)
To compare the interpolation filter performance, the mean
square error MSE(μ) between the ideal (synchronized)

































where RNN = E{NNT} is the autocorrelation matrix of the
background noise and p{ak = 1} = p{ak = −1} = 1/2.
For the MMSE interpolator [3] (i.e., ∂MSE(μ)/∂HI = 0),
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When the sinc and raised cosine interpolators are used, the
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As shown above, the MSE is a function of the time
oﬀset μ. The MSE performance comparison of these diﬀerent
interpolation filters is made under the assumptions of no
noise corruption (i.e., RNN = 0) and the PRIV recording
channel. Figure 5 depicts the MSE performance of the
interpolators as a function of the time oﬀset μ at a rate
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Figure 5: MSE versus time oﬀset μ forM = 4Ts.























Figure 6: MSE versus truncation length for time oﬀset μ = 0.5.
of 2 samples/symbol for truncation length M = 4Ts.
The MSE performance of the cubic interpolator [7] is also
shown in Figure 5 for comparison. As shown in Figure 5,
with the same truncation length, the interpolator using
the raised cosine pulse (with β = 0.5) outperforms the
cubic and sinc functions. The MMSE interpolator achieves
the best performance but with much more computational
complexity. Figure 6 shows the MSE performance of these
interpolators as a function of the truncation length for the
time oﬀset μ = 0.5. A similar MSE performance can be









Figure 7: Preliminary structure for raised cosine interpolator with
M = 4Ts.
2.4. Computational Complexity. In the interpolated timing
recovery, the synchronized output signal y (kT) is obtained
by computing the interpolant at time kT = (mk + μk)Ts
in which the fractional interval μk is evaluated using a
time phase estimator. The interpolant can be calculated
using two types of FIR filters. The first FIR filter stores
the impulse response hI from the interpolation filter in
a finite memory. In this type of implementation, the
fractional interval μk is quantized into P uniform intervals,
and each sample value from the fractional interval μk is
stored in a memory that requires MP words. For each
interpolation, each sample from the memory is loaded
into a transversal filter as the filter coeﬃcient. Both the
sinc and raised cosine interpolators can be implemented
is this kind of transversal filter. A preliminary structure
for raised cosine interpolator with M = 4Ts is shown in
Figure 7.
For the MMSE interpolator, it is impossible to store
the impulse response of the filter because its impulse
response is dependent upon the noise or the fractional
interval μk. Therefore the interpolant must be computed
directly online. In this type of implementation, all compu-
tations are performed online, and no memory for the filter
coeﬃcient or quantization is required. The computational
complexity is much higher than that of the sinc or raised
cosine filter. For polynomial interpolators such as linear,
parabolic, or cubic interpolators, the interpolation can
be accomplished by direct computation with a Farrow
structure [2], and the computational complexity is greatly
reduced.
Tables 1(a) and 1(b) shows the computational com-
plexities of interpolation filters that require computing
an interpolant. Note that since the sinc interpolator has
the same computational complexity as the raised cosine
interpolator, and its complexity is not shown in the table.
As displayed in this table, only (M − 1) multipliers are
required for the sinc or raised cosine interpolators with
truncation lengthM. The computational complexity is much
less than that of the MMSE interpolator. As can be seen
from Tables 1(a) and 1(b), the raised cosine interpolator
with truncation length M = 16Ts still has much less
computational complexity than the MMSE interpolator with
M = 4Ts. Although the computational complexity of the
MMSE interpolator can be improved by using a lookup table
to store precalculated coeﬃcients, its performance might be
degraded.
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Cubic Raised cosine 4Ts Raised cosine 8Ts Raised cosine 12Ts Raised cosine 16Ts Raised cosine 20Ts
Add/subtract 11 3 7 11 15 19




MMSE 4Ts MMSE 6Ts MMSE 8Ts MMSE 10Ts MMSE 12Ts
Add/subtract 102 370 910 1818 3190















4 tap raised cosine
4 tap MMSE
Figure 8: BER versus SNR for ME2PRIV channel with various in-
terpolation filters.
3. Performance on ME2PRML
Recording Channel
In this section, the error performance of the all-digital inter-
polated timing recovery is investigated through computer
simulations on a PRML recording channel [6].
In the PRML system, the digital recording channel is
shaped as a ME2PRIV partial response channel (i.e., 5 +
4D−3D2−4D3−2D4 channel) using a ME2PRIV equalizer,
and the maximum likelihood sequence detection (MLSD) or
Viterbi detection is used to recover sampled data. The fully
digital timing recovery scheme employs an interpolation
filter to obtain the synchronized sample instead of the
conventional PLL. In addition, a decision-directed phase
error detector described in [17] is employed to adjust the
time phase with the timing gradient












4 tap raised cosine
8 tap raised cosine
12 tap raised cosine
16 tap raised cosine
4 tap MMSE
10−7
Figure 9: BER versus SNR forME2PRIV channel with various trun-
cation lengths.
where ym = (yk−m+1, yk−m+2, . . . , yk) is the signal vector at
t = τ + kT containing the last m input samples, and gk is




g1(ak−m+1, . . . ,ak)
g2(ak−m+1, . . . ,ak)
...




where {ak} ∈ {±1}. The timing gradient Δτk is passed to
a second-order loop filter to eliminate time phase jitters. The
filtered timing gradientΔτ′k is then used to calculate the next
fractional interval μk+1 by
τk+1 = τk + αΔτ′k + ΔTk,
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where ΔTk is used to compensate for variations of the A/D
converter. The next fractional interval μk+1 is fed into the
interpolation filter to compute the next resample data y((k+
1)T).
For an ideal ME2PRIV channel, the isolated transition
response has a nonzero amplitude at sampling instants t = 0
and t = T, and the NRZ bit response g(t) is given by
g(t) = 5 sin(πt/T)
πt/T
+
4 sin[π(t − T)/T]
π(t − T)/T
− 3 sin[π(t − 2T)/T]
π(t − 2T)/T −
4 sin[π(t − 3T)/T]
π(t − 3T)/T
− 2 sin[π(t − 4T)/T]
π(t − 4T)/T .
(21)
The amplitude at sampling instants is −2, +14, +12, −6, or
−18. The receiver must obtaining (kT), but it is sampled
at a period Ts probably with a time oﬀset μ (normalized
to Ts). The resample output of the interpolation filter is
given by (13). The timing recovery control loop operates in
two separate modes: the acquisition mode, and the tracking
mode. In the acquisition mode the timing loop locks onto
a preamble data pattern that is given by the sequence
{. . . , 1, 1, 0, 0, 1, 1, 1, 0, 0, 1 . . .}. The recorded or transmitted
sequence becomes {. . . , +1,−1,−1,−1,+1,−1,+1,+1,+1,
−1, . . .} after the NRZI modulation, and the ideal out-
put amplitudes at sampling instants are {. . . ,−2,+14,+12,
−6,−18,−2,+14,+12,−6,−18, . . .}. To eliminate the hang-
up eﬀect, the estimate of transmitted symbol ak in the







∣∣ for y(kT) ≥ ηk,
0 for ηk = 0,
−∣∣ηk
∣∣ for y(kT) < ηk ,
(22)
with the variable decision threshold ηk given by
ηk = âk−1 + âk−2 + âk−3 + âk−4. (23)
In the tracking mode, the transmitted symbol estimate ak is





18 y(kT) > 16,
14 13 < y(kT) < 16,
±m ±m− 1 < y(kT) < ±m + 1,
−14 −16 < y(kT) < −13,
−18 y(kT) < −16.
(24)
The performance of the interpolated timing recovery
using interpolators mentioned previously is evaluated on the
PRML channel through computer simulations. The sampling
rate is 2 samples/symbol (T/Ts = 2). The input noise is
assumed to be the AWGN noise that is filtered by an ideal
ME2PRIV equalizer for a Lorentzian channel with recording
density S = 3 (S is defined as pw50/T, where pw50 is
the duration of the half amplitude of the isolated transition
response). During the simulations, the initial time phase was
assumed to be 0.8T, and a 140-bit preamble is used to lock
the time phase in the acquisition mode.
Figure 8 compares the performance of diﬀerent interpo-
lators for the time oﬀset μ = 0.5. The truncation length for all
interpolators is 4Ts. As shown, the 4-tap MMSE interpolator
outperforms other interpolators and has a 0.8∼2 dB gain
over the others. The raised cosine interpolator is superior
in error performance to both cubic and sinc interpolators.
The error performance was also simulated for raised cosine
interpolators with various truncation lengths for the time
oﬀset μ = 0.5, and the result is shown in Figure 9. The 16-tap
raised cosine interpolator has an improvement of 1.6 dB over
the 4-tap raised cosine interpolator, and it also outperforms
the 4-tap MMSE interpolator, as can be seen from Figure 9.
To better serve the system performance and computational
complexity requirement, we proposed a 12-tap raised cosine
interpolator for a PRML digital recording channel. This is
shown in both Figures 6 and 9.
4. Conclusion
In this paper, the interpolated timing recovery employing
raised cosine pulse for digital magnetic recording channel
is presented. The raised cosine interpolator was shown to
be superior to the other interpolators. The raised cosine
pulse with rolloﬀ factor β between 0.4 and 0.6 introduces
less aliasing eﬀect and achieves good MSE performance.
From the simulation results presented in this paper, when
the recording density is 3.0 with a ME2PRIV target, the
error performance for the raised cosine pulse interpolator
outperforms the other interpolators. Although the MMSE
interpolator can achieve very good performance, it always
suﬀers from excessive computational complexity. Based on
the analysis in this paper, a 12-tap raised cosine interpolator
is a superior choice compared to the other interpolators. Full
digital implementation is possible for a raised cosine pulse
used in a digital magnetic recording channel.
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