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Introduzione
Nell’ ultimo decennio sono stati fatti molti progressi nella creazione di
algoritmi che si applicano alla risoluzione di sistemi lineari con classi di ma-
trici strutturate, [3, 4, 15]; tali classi di matrici si incontrano in numerose
applicazioni, [16, 18] anche di natura molto diversa. Problemi multidimen-
sionali, che riguardano modelli del mondo reale relativi al piano o allo spazio,
conducono a matrici multilivello per le quali e` presente una struttura espri-
mibile in termini di blocchi. Nonostante il grande interesse applicativo e gli
sforzi teorici condotti da molti gruppi di ricerca, molte difficolta` e proble-
mi di carattere computazionale rimangono ancora aperti per le matrici con
struttura multilivello per le quali non e` ancora possibile raggiungere un gra-
do elevato di efficienza dei metodi risolutivi. Le matrici multilivello sono
matrici che hanno dimensioni particolarmente elevate, per cui la velocita`
dell’algoritmo diviene una questione di cruciale importanza.
In questa tesi ci proponiamo di studiare come dare un’approssimazione
ottima di una matrice con struttura multilivello in modo tale che questa
approssimazione sia espressa come somma di prodotti di Kronecker di op-
portune matrici. Tale rappresentazione e` detta rappresentazione tensoriale.
Molti lavori in letteratura riguardano le matrici di Toeplitz, esse hanno
elementi che dipendono dalla differenza dei loro indici, [16, 18, 19, 23]. Per
questa classe di matrici e` stato introdotto il concetto di rango di disloca-
mento e di rappresentazione di dislocamento, [2, 11, 14]. Nella tesi faremo
inoltre delle valutazioni circa la rappresentazione di dislocamento di una ma-
trice tipo-Toeplitz valutando le analogie tra questa rappresentazione e quella
tensoriale. Entrambi questi concetti si basano sulla decomposizione a valori
singolari e ci permettono di fornire un’approssimazione della matrice che sia
meglio condizionata e facilmente invertibile.
Per quanto riguarda l’approssimazione tensoriale di una matrice valutere-
mo in particolare il caso in cui la matrice data sia a due livelli con struttura
di Toeplitz. Questa classe di matrici trova un grande interesse in letteratura
per la sua importanza nelle applicazioni, [3, 4, 16, 19].
Nel primo capitolo elencheremo le notazioni e le definizioni che serviran-
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no in seguito. Descriveremo inoltre il concetto di matrici multilivello e di
decomposizione a valori singolari, definiremo l’operatore di dislocamento ∆
e mostreremo le sue proprieta` ed i concetti da esso risultanti, in particolar
modo porremo l’accento sul rango di dislocamento, sull’-rango di disloca-
mento e sulla rappresentazione ortogonale di dislocamento di una matrice
tipo-Toeplitz.
Nel secondo capitolo vedremo quale sia la metodologia usata per dare
un’approssimazione ottima di una matrice multilivello con struttura espressa
come somma di prodotti di Kronecker . In questo ambito porremo l’accento al
caso in cui la matrice data sia a due livelli, entrambi con struttura di Toeplitz.
Mostreremo inoltre due possibili applicazioni, vale a dire il miglioramento di
immagini bidimensionali e quello di immagini tridimensionali degradate.
Nel terzo capitolo presenteremo l’algoritmo di Newton per invertire una
matrice non singolare A. Il metodo di Newton genera una successione di
matrici Xj che, sotto opportune condizioni, converge ad A
−1. Studieremo in-
oltre tre possibili modifiche alle sue iterazioni. Una prima modifica riguarda
il metodo di Newton applicato per l’inversione di matrici di Toeplitz. Poiche`
l’inversa di una matrice di Toeplitz ha rango di dislocamento uguale a 2,
il metodo di Newton verra` modificato in modo che il valore ottenuto dopo
ciascun passo del metodo classico venga sostituito con la matrice piu` vicina
avente rango di dislocamento uguale a 2. Il metodo si estende in modo natu-
rale a matrici tipo-Toeplitz. La seconda modifica segue le stesse idee descritte
sopra, dove ad ogni passo si sostituisce il valore fornito dal metodo classico
con la matrice piu` vicina di rango tensoriale assegnato. In ultimo abbiamo
modificato l’iterazione di Newton tenendo conto sia del rango tensoriale sia
del rango di dislocamento di ogni approssimazione Xj+1, comprimendo per
ogni j ≥ 0 il rango tensoriale di Xj+1 e il rango di dislocamento dei suoi
fattori di Kronecker. Quest’ultimo metodo, che abbiamo chiamato metodo
di Newton ‘proiettato’, e` stato studiato sperimentalmente nella tesi. Infatti
abbiamo implementato in MATLAB l’iterazione cos`ı modificata e la abbiamo
applicata alla matrice del Laplaciano con vari valori di taglio. Dai risultati
di tale sperimentazione risulta che il metodo di Newton ‘proiettato’ fornisce
un’approssimazione dell’inversa con un errore residuo pari a quello che si
avrebbe troncando l’inversa esatta con gli stessi valori di taglio relativi al
rango tensoriale e al rango di dislocamento.
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Nel quarto capitolo sono presenti degli esperimenti numerici i cui risultati
sono la motivazione dell’idealizzazione e del funzionamento dell’algoritmo di
Newton ‘proiettato’.
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Capitolo 1
Strumenti
1.1 Notazioni e definizioni
Notazione 1 Dati m e n interi positivi denotiamo con Rm×n lo spazio delle
matrici m × n i cui elementi sono valori appartenenti ad R. Se A ∈ Rm×n,
denotiamo con ai,j = A(i, j) l’elemento di posto (i, j) in A. Se non esplici-
tamente specificato gli indici i e j sono tali che i ∈ {0, 1, · · · ,m − 1} e
j ∈ {0, 1, · · · , n− 1}.
Notazione 2 Sia n ∈ N e (α0, · · · , αn−1) ∈ Rn, allora denotiamo con A =
diag(α0, · · · , αn−1) la matrice di dimensione n × n tale che A(i, i) = αi e
A(i, j) = 0 ∀i 6= j.
Definizione 1 Sia ‖·‖v : Rn → R+ una norma vettoriale qualsiasi, allora si
puo` definire la norma matriciale indotta, ovvero la funzione ‖·‖ : Rm×n → R+
tale che ∀A ∈ Rm×n
‖A‖ = max
x ∈ Rn
‖x‖v = 1
‖Ax‖v.
Definizione 2 La norma euclidea definita dall’applicazione
‖ · ‖2 : Rm×n → R+,
e` tale che per ogni A ∈ Rm×n, si ha ‖A‖2 =
√
ρ(AAT ), dove ρ(AAT ) denota
il massimo degli autovalori di AAT .
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Ricordiamo che nel caso in cui A sia simmetrica definita positiva abbiamo
che
‖A‖2 =
√
ρ(AAT ) =
√
ρ(A2) =
√
ρ(A)2 = ρ(A)
Definizione 3 Definiamo la norma
‖ · ‖M : Rm×n → R+,
tale che per ogni A ∈ Rm×n, si ha ‖A‖M = max
i = 0, · · · ,m− 1,
j = 0, · · · , n− 1
|A(i, j)|.
Definizione 4 La norma di Frobenius e` definita dall’applicazione
‖ · ‖F : Rm×n → R+,
tale che ∀A ∈ Rm×n, si ha ‖A‖F =
√√√√m−1∑
i=0
n−1∑
j=0
a2i,j.
Definizione 5 Data una matrice A ∈ Rm×n e detti (σ1, · · · , σmin(m,n)) i suoi
valori singolari, che descriveremo nel paragrafo 1.3, la norma di Schatten e`
definita dall’applicazione
‖ · ‖(1) : Rm×n → R+,
tale che ‖A‖(1) =
min(m,n)∑
i=1
σi
Consideriamo ora un sistema lineare
Ax = b (1.1)
con x,b ∈ Cn e A ∈ Cn×n tale che det(A) 6= 0. Se a ‘piccoli’ errori nella
rappresentazione dei dati corrispondono ‘grandi’ errori nella soluzione, allora
il problema della risoluzione di (1.1) si dice mal condizionato, o mal posto;
se invece a piccoli errori nei dati corrispondono piccoli errori nella soluzione,
il problema si dice ben condizionato
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Teorema 1 [1] Siano δA ∈ Cn×n e δb ∈ Cn rispettivamente la matrice ed
il vettore delle perturbazioni sui dati del sistema (1.1) dove b 6= 0 e sia
‖ · ‖ una qualunque norma matriciale indotta. Se A e` non singolare e se
‖A−1‖‖δA‖ < 1, allora anche la matrice A + δA e` non singolare. Indicato
con x+ δx la soluzione del problema perturbato
(A+ δA)(x+ δx) = b+ δb,
risulta ‖δx‖
‖x‖ ≤
µ(A)
1− µ(A)‖δA‖‖A‖
(‖δA‖
‖A‖ +
‖δb‖
‖b‖
)
, (1.2)
dove µ(A) = ‖A‖‖A−1‖ e` detto numero di condizionamento della matrice A
rispetto alla norma ‖ · ‖.
Notiamo innanzitutto che, essendo 1 = ‖I‖ = ‖AA−1‖ ≤ ‖A‖‖A−1‖,
allora µ(A) ≥ 1; inoltre dato che
‖δx‖
‖x‖
rappresenta la perturbazione relativa indotta sul vettore x, dalla (1.2) risulta
che se µ(A) assume valori piccoli, allora piccole perturbazioni sui dati in-
ducono piccole perturbazioni sulla soluzione, quindi il problema e` ben posto
e la matrice si dice ben condizionata; se µ(A) assume valori grandi, allo-
ra piccole perturbazioni sui dati possono indurre grandi perturbazioni sulla
soluzione, in tal caso A e` detta mal condizionata.
Definizione 6 L’applicazione
⊗ : Rm1×n1 × Rm2×n2 → Rm1m2×n1n2 ,
tale che ⊗(A;B) = A⊗B, e` definita nel seguente modo
(A⊗B)(i1m2 + i2, j1n2 + j2) = ai1,j1bi2,j2
per i1 = 0, · · ·m1−1, i2 = 0, · · · ,m2−1, j1 = 0, · · ·n1−1 e j2 = 0, · · · , n2−1.
In altri termini la matrice A ⊗ B puo` essere partizionata a blocchi, quindi
risulta essere
A⊗B =

a0,0B a0,1B · · · a0,n1−1B
a1,0B a1,1B · · · a1,n1−1B
...
...
. . .
...
am1−1,0B am1−1,1B · · · am1−1,n1−1B
 ,
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A⊗ B viene anche detto prodotto di Kronecker, o prodotto tensoriale di A
e B
Esempio 1 Diamo ora un esempio di una matrice data dal prodotto di Kro-
necker tra la matrice identita` di dimensione m1×m1 e una matrice A m2×n2,
tale matrice ha dimensione m1m2 ×m1n2 con la seguente struttura
I ⊗ A =

A 0 · · · 0
0 A
. . .
...
...
. . . . . . 0
0 · · · 0 A

Definizione 7 I vettori m = (m1,m2) e n = (n1, n2) vengono detti vettori-
taglia di A⊗B; nel caso in cui A e B siano entrambe quadrate e di dimensioni
n1 × n1 e n2 × n2 allora A ⊗ B avra`, per semplicita` di notazione, un unico
vettore-taglia (n1, n2).
Diamo ora alcune proprieta` del prodotto di Kronecker.
A⊗ (B + C) = A⊗B + A⊗ C (se B e C hanno le stesse dimensioni)
(A+B)⊗ C = A⊗ C +B ⊗ C (se A e B hanno le stesse dimensioni)
(kA)⊗B = A⊗ (kB) = k(A⊗B) (per ogni costante k)
(A+B)⊗ C = A⊗ (B + C)
(A⊗B)−1 = A−1 ⊗B−1
(A⊗B)(C ⊗D) = AC ⊗BD
(A⊗B)T = AT ⊗BT
rk(A⊗B) = rk(A)rk(B)
Definizione 8 Definiamo la funzione vec : Rm×n → Rmn, tale che per ogni
A ∈ Rm×n si ha
vec(A) = [a0,0, a0,1, · · · , a0,m−1, · · · , am−1,n−1]T .
La funzione vec, applicata ad una matrice qualsiasi A, restituisce quindi un
vettore colonna le cui componenti sono gli elementi di A ordinati per riga.
Definizione 9 Definiamo la funzione vec′ : Rm×n → Rmn, tale che per ogni
A ∈ Rm×n si ha
vec′(A) = [a0,0, a1,0, · · · , am−1,0, · · · , am−1,n−1]T .
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La funzione vec′, applicata ad una matrice qualsiasi A, restituisce quindi un
vettore colonna le cui componenti sono gli elementi di A ordinati per colonna.
Prendiamo ora due vettori u ∈ Rm e v ∈ Rn, vogliamo vedere come poter
associare vec(uvT ) e vec′(uvT ) al prodotto tensoriale tra i due vettori.
vec(uvT ) = vec

 u0(v0 · · · vn−1)... ...
um−1(v0 · · · vn−1)

 =
= [u0v0, · · ·u0vn−1, · · · , um−1vn−1]T = u⊗ v.
vec′(uvT ) = vec′

 v0
 u0...
um−1
 · · · vn−1
 u0...
um−1


 =
= [v0u0, · · · v0um−1, · · · , vn−1um−1]T = v ⊗ u.
Inoltre date due matrici A ∈ Rn×n e B ∈ Rn×n si ha
vec′(AB) = (I ⊗ A)vec′(B)
= (BT ⊗ I)vec′(A)
dove I ∈ Rn×n e denota la matrice identita`.
Definizione 10 Una matrice T = [T (i, j)]i,j di dimensione m × n, si dice
di Toeplitz se T (i, j) dipende soltanto da i− j, quindi un generico elemento
di tale matrice viene identificato dal valore τi−j, per un opportuno vettore
[τ−n+1, · · · , τ0, · · · , τm−1].
Sostanzialmente una matrice di Toeplitz ha sulle diagonali il medesimo
elemento, diamo un esempio.
Esempio 2 Una matrice di Toeplitz T = [τi−j] = [T (i, j)]i,j di dimensione
n× n ha la seguente forma
T =

τ0 τ−1 · · · τ1−n
τ1 τ0
. . .
...
...
. . . . . . τ−1
τn−1 · · · τ1 τ0
 .
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Definizione 11 Una matrice C = [C(i, j)]i,j di dimensioni n × n si dice
circolante se C(i, j) dipende soltanto da (i − j) mod n, quindi un generico
elemento di tale matrice viene identificato dai valori γk, k = 0, 1, · · · , n−1,
tali che C(i, j) = γ(i−j) mod n
Esempio 3 Una matrice circolante C = [γ(i−j) mod n] = [C(i, j)]i,j di di-
mensione n× n ha la seguente forma
C =

γ0 γn−1 · · · γ1
γ1 γ0
. . .
...
...
. . . . . . γn−1
γn−1 · · · γ1 γ0
 .
1.2 Matrici multilivello
Come abbiamo precedentemente osservato, se (A ⊗ B)(i, j) = ai1,j1bi2,j2 , al-
lora i = i1m2 + i2 e j = j1n2 + j2. E` definita cioe` una corrispondenza
biunivoca da {0, 1, · · · ,m1m2 − 1} e {0, 1, · · · ,m1 − 1} × {0, 1, · · · ,m2 − 1}
mediante la relazione i ↔ (i1, i2). Analogamente cio` vale per gli insiemi
{0, 1, · · · , n1n2 − 1} e {0, 1, · · · , n1 − 1} × {0, 1, · · · , n2 − 1}. Cio` definisce
una struttura gerarchica a due livelli di A ⊗ B dove (i1, j1) indica il blocco
al quale appartengono gli elementi che hanno come fattore bi2,j2 .
Tale struttura puo` essere generalizzata.
Siano m = (m1, · · · ,mp) ∈ Np e n = (n1, · · · , np) ∈ Np e si ponga
M =
p∏
k=1
mk, N =
p∏
k=1
nk. (1.3)
Consideriamo la corrispondenza biunivoca tra gli insiemi {0, · · · ,M − 1} e
{0, 1, · · · ,m1− 1}× {0, 1, · · · ,m2− 1}× · · · × {0, 1, · · · ,mp− 1} definita da
i↔ i = (i1, · · · , ip) dove
i =
p∑
k=1
ik
p∏
l=k+1
ml, (1.4)
con
0 ≤ i ≤M − 1, 0 ≤ ik ≤ mk − 1, k = 1, · · · , p.
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In modo analogo definisco la corrispondenza biunivoca j ↔ j = (j1, · · · , jp)
sapendo che
j =
p∑
k=1
jk
p∏
l=k+1
nl (1.5)
con
0 ≤ j ≤ N − 1, 0 ≤ jk ≤ nk − 1, k = 1, · · · , p.
Ogni elemento aij dalla matrice A puo` essere quindi denotato con aij (o
A(i, j)), dove i = (i1, · · · , ip) e i = (j1, · · · , jp) evidenziando in tal modo una
struttura gerarchica a blocchi della matrice.
Esempio 4 Prendiamo una matrice A di dimensione m1m2 × n1n2 e poni-
amo p = 2, allora l’elemento a(i1,i2),(j1,j2) e` all’interno del blocco individuato
dagli indici i1, j1, nella posizione i2, j2 come mostrato nella figura 1.1 dove si
e` scelto m1 = n1 = 3
Figura 1.1: matrice a blocchi
Esempio 5 Rappresentiamo inoltre, in figura 1.2 una matrice A di dimen-
sioni m1m2m3 × n1n2n3 scegliendo m1 = n1 = 3 e m2 = n2 = 3. L’elemento
evidenziato dal puntino sara` quindi a(2,2,i3),(3,2,j3).
Definiamo i vettori di indici troncati ik = (i1, · · · , ik) e jk = (j1, · · · , jk) e
denotiamo con aik,jk il blocco di livello k, cioe` la sottomatrice di A i cui
elementi sono a(i1,··· ,ip),(j1,··· ,jp) al variare di ik+1, · · · , ip e jk+1, · · · , jp; quindi
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Figura 1.2: matrice a blocchi
con a(i1,··· ,ip)(j1,··· ,jp) si intende l’elemento nella posizione (ip, jp) all’interno del
blocco aip−1,jp−1 e cos`ı via fino ad individuare il blocco ai1,j1 di primo livello
della matrice A.
Definizione 12 Dati (m1, · · · ,mp) e (n1, · · · , np), una matrice
A = [A(i, j)]i,j = [A(i, j)]i,j
di dimensione M ×N , con M e N definiti da (1.3) e tale che i, j e i, j sono
in relazione mediante le espressioni (1.4), (1.5) e` detta matrice multilivello
a p livelli.
Dalla definizione deduciamo che una matrice siffatta puo` essere vista come
un blocco di livello 0 e consiste in m1×n1 blocchi ai1,j1 di livello uno, ma allo
stesso tempo puo` essere vista come una matrice costituita da m1m2 × n1n2
blocchi ai2,j2 di secondo livello; ogni blocco di livello k e` composto da mk+1×
nk+1 blocchi di livello k + 1. Nella tesi siamo interessati al caso M = N
e m = n. Comunque i risultati ottenuti sono facilmente adattabili al caso
generale.
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La tipologia delle matrici multilivello e` molto interessante nel caso in cui i
blocchi presentano una specifica struttura, ad esempio nel caso in cui A fosse
una matrice a p livelli con struttura di Toeplitz o circolante, ovvero se ogni
blocco di livello 0 ≤ k < p ha una struttura a blocchi di Toeplitz o circolante.
Definizione 13 A e` una matrice con struttura di Toeplitz a p livelli se
ai,j dipende soltanto da i− j, con i = (i1, · · · , ip) e j = (j1, · · · , jp), quin-
di un generico elemento aij viene identificato con il valore αi−j; per questo
scriviamo
A =
[
α(i−j)
]
i−j .
Definizione 14 Una matrice C a p livelli e` invece detta circolante se ai,j
dipende solo da
(i− j)(mod n) = ((i1 − j1)(mod n1), · · · , (ip − jp)(mod np)),
in questo caso scriviamo
C = [γ
(i−j)(mod n)]i−j.
Esempio 6 Diamo, qui di seguito, un esempio di matrice a blocchi di Toepliz
A e di matrice a blocchi circolante C entrambe nel caso in cui p = 2 e
n = (3, 2).
A =

α(0, 0) α(0,−1) α(−1, 0) α(−1,−1) α(−2, 0) α(−2,−1)
α(0, 1) α(0, 0) α(−1, 1) α(−1, 0) α(−2, 1) α(−2, 0)
α(1, 0) α(1,−1) α(0, 0) α(0,−1) α(−1, 0) α(−1,−1)
α(1, 1) α(1, 0) α(0, 1) α(0, 0) α(−1, 1) α(−1, 0)
α(2, 0) α(2,−1) α(1, 0) α(1,−1) α(0, 0) α(0,−1)
α(2, 1) α(2, 0) α(1, 1) α(1, 0) α(0, 1) α(0, 0)

C =

γ(0, 0) γ(0, 1) γ(2, 0) γ(2, 1) γ(1, 0) γ(1, 1)
γ(0, 1) γ(0, 0) γ(2, 1) γ(2, 0) γ(1, 1) γ(1, 0)
γ(1, 0) γ(1, 1) γ(0, 0) γ(0, 1) γ(2, 0) γ(2, 1)
γ(1, 1) γ(1, 0) γ(0, 1) γ(0, 0) γ(2, 1) γ(2, 0)
γ(2, 0) γ(2, 1) γ(1, 0) γ(1, 1) γ(0, 0) γ(0, 1)
γ(2, 1) γ(2, 0) γ(1, 1) γ(1, 0) γ(0, 1) γ(0, 0)

.
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Esempio 7 Definiamo ora con T l’insieme delle matrici tridiagonali di Toeplitz
simmetriche, allora un esempio di matrice T a 2 livelli tridiagonale di Toeplitz
simmetrica di dimensione 12× 12 con p = 2 e n = (3, 4), sara` della forma
T =

a b 0 0 c d 0 0 0 0 0 0
b a b 0 d c d 0 0 0 0 0
0 b a b 0 d c d 0 0 0 0
0 0 b a 0 0 d c 0 0 0 0
e f 0 0 a b 0 0 c d 0 0
f e f 0 b a b 0 d c d 0
0 f e f 0 b a b 0 d c d
0 0 f e 0 0 b a 0 0 d c
0 0 0 0 e f 0 0 a b 0 0
0 0 0 0 f e f 0 b a b 0
0 0 0 0 0 f e f 0 b a b
0 0 0 0 0 0 f e 0 0 b a

Sia n un intero positivo e si denoti con Sn un sottospazio proprio di
Rn×n. Ci riferiremo ad Sn come ad una classe di matrici con struttura,
o classe strutturata. Talvolta, come nel caso delle matrici tridiagonali di
Toeplitz, e` possibile definire la successione S = {Sn}n≥1 di sottospazi propri,
accomunati da una stessa proprieta`. Chiameremo ancora tale successione
classe strutturata.
Esempio 8 Le matrici tridiagonali simmetriche costituiscono un esempio di
classe strutturata S, l’elemento S3 e` dato da
S3 =

 a1 b1 0b1 a2 b2
0 b2 a3
 , a1, a2, a3, b1, b2 ∈ R

Definizione 15 Date due classi di matrici con struttura Snα ⊆ Rn×n, Smβ ⊆
Rm×m definiamo Snα ⊗ Smβ il sottospazio di Rmn×mn definito da:
A = [a(i1,i2)(j1,j2)] ∈ Snα ⊗ Smβ
se e soltanto se
A2i2,j2 ≡ [a(i1,i2)(j1,j2)]n−1i1j1=0 ∈ Snα ∀0 ≤ i2, j2 ≤ m− 1
16
eA1i1,j1 ≡ [a(i1,i2)(j1,j2)]m−1i2j2=0 ∈ Smβ ∀0 ≤ i1, j1 ≤ n− 1.
Definiamo inoltre Sα ⊗ Sβ come la successione al variare sia di n che di
m di Snα ⊗ Smβ e lo chiamiamo prodotto tensoriale delle classi strutturate Sα
e Sβ.
A questo punto viene spontaneo generalizzare nel caso in cui Sα sia una
successione di sottospazi Snα dati da matrici multilivello di vettore-taglia n.
In tal caso Sα⊗Sβ rappresenta la successione di sottospazi Snα⊗Smβ di matrici
multilivello di vettore-taglia (n,m), quindi si ha che
A = [a(i1,i2)(j1,j2)] ∈ Snα ⊗ Smβ
se e solo se
A2i2,j2 ≡ [a(i1,i2)(j1,j2)]i1j1∈In ∈ Snα ∀i2, j2
A1i1,j1 ≡ [a(i1,i2)(j1,j2)]i2j2∈Im ∈ Smβ ∀i1, j1.
Quindi date le classi strutturate Sα1 , · · · ,Sαp possiamo introdurre la nuova
classe
Sγ = Sα1 ⊗ · · · ⊗ Sαp
delle matrici strutturate multilivello. Il numero dei livelli di Sγ corrisponde
alla somma dei livelli delle classi che la compongono.
Chiamiamo T la classe delle matrici di Toeplitz, si deduce che T⊗T
rappresenta la classe delle matrici di Toeplitz a due livelli ed, in generale,
Tp = T⊗ · · · ⊗T︸ ︷︷ ︸
p volte
rappresenta la classe delle matrici di Toeplitz a p livelli. Si ha l’analogo per la
classe delle matrici circolantiC. Possiamo inoltre moltiplicare tensorialmente
matrici con strutture diverse tra loro, ad esempio una matrice appartenente
alla classe T⊗C e` nella sua struttura a blocchi una matrice di Toeplitz, ma
ogni blocco e` circolante, viceversa nel caso della classe strutturata C⊗T.
Consideriamo ora un altro approccio alla costruzione di matrici strut-
turate multilivello che si basa sulla nozione di prodotto tensoriale di Kro-
necker. Consideriamo le matrici
Ak = [akikjk ], 0 ≤ ik, jk ≤ nk − 1, k = 1, · · · , p
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e definiamo la matriceA = [aij] a p livelli che ha vettore-taglia n = (n1, · · · , np),
con elementi
aij = a
1
i1j1
a2i2j2 · · · apipjp .
Tale matrice e` data dal prodotto tensoriale di Kronecker di A1, · · · , Ap, cioe´
A = A1 ⊗ · · · ⊗ Ap.
.
Proprieta` 1 Se Ak ∈ Sαk , k = 1, · · · , p, allora
A1 ⊗ · · · ⊗ Ap ∈ Sα1 ⊗ · · · ⊗ Sαp .
Inoltre data una base Bk1 , · · · , Bksk di Sαk per k = 1, · · · , p, l’insieme
{B1i1 ⊗B2i2 ⊗ · · · ⊗Bpip , ij = 1, · · · , sj, j = 1, · · · , p}
costituisce una base di
Sα1 ⊗ · · · ⊗ Sαp .
1.3 Decomposizione a valori singolari
Per valutare se una matrice A sia singolare o mal condizionata esiste una
utile decomposizione detta decomposizione a valori singolari, (SVD), ed un
algoritmo efficiente per il suo calcolo. Vale il seguente risultato, [8].
Teorema 2 Data una matrice A reale di dimensione m× n esistono le ma-
trici U , Σ, V , con U e V ortogonali di dimensioni rispettivamente m×m e
n×n e Σ = (σi,j)i,j di dimensione m×n con σi,j ≥ 0 ed in particolare uguali
a zero per i 6= j, tali che
A = UΣV T .
Dette ui e vi le colonne di U e V , allora risulta
A =
min(m,n)∑
i=1
σi,iuiv
T
i .
Gli elementi σi,i, che indicheremo, per semplicita`, con σi, sono detti valori
singolari di A e vengono ordinati in modo non crescente, le colonne, ui e vi,
delle matrici U e V sono dette rispettivamente vettori singolari sinistri e
destri. Vale inoltre il seguente risultato,[1].
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Teorema 3 Sia A ∈ Rm×n e sia A = UΣV T una decomposizione a valori
singolari di A, dove
σ1 ≥ σ2 ≥ · · · ≥ σk > σk+1 = · · · = σp = 0 per p = min(m,n),
e sia r un intero positivo minore o uguale a k. Indicando con
Ar =
r∑
i=1
σiuiv
T
i
e con
S = {B ∈ Rm×n : rk(B) = r},
si ha
min
B∈S
‖A−B‖2 = ‖A− Ar‖2 = σr+1.
I valori singolari ci danno informazioni sia sul rango che sul numero di con-
dizionamento della matrice data, infatti il rango corrisponde alla cardinalita`
dell’insieme dei valori singolari non nulli e il numero di condizionamento in
norma euclidea e` uguale al rapporto tra il valore singolare massimo e quello
minimo, [8]. Cio` e` dovuto al fatto che se A e` una matrice di dimensione
n× n simmetrica, allora σi = |λi|, i = 1, · · · , n, dove i λi sono gli autovalori
di A ordinati in modo non crescente, e i vettori singolari sinistri e destri
coincidono rispettivamente con gli autovettori sinistri e destri della matrice
data.
1.4 Rango di dislocamento
I concetti di rango di dislocamento e di operatori di dislocamento forniscono
strumenti molto utili per lavorare con matrici di Toeplitz. Sono stati studiati
e analizzati vari tipi di operatori di dislocamento in letteratura [5, 6, 10, 12,
13, 14, 15], la maggior parte di essi vengono usati come strumenti per la
rappresentazione di determinati tipi di matrici e per la loro inversione.
Data una matrice X l’operatore ∆ : X → XZ − ZX, con Z = (zi,j)i,j
matrice triangolare inferiore tale che zi+1,i = 1 e zi,j = 0 per ogni i 6=
j + 1, e` detto operatore di dislocamento, il rango di ∆(X) e` detto rango di
dislocamento e si indica con drk(X). Chiameremo inoltre ∆(X) matrice di
dislocamento di X.
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Esempio 9 Supponiamo di avere una matrice X 4× 4 di Toeplitz, che sara`
della forma
X =

a b c d
e a b c
f e a b
g f e a
 ,
allora si ha che
∆(X) =

b c d 0
a b c 0
e a b 0
f e a 0
−

0 0 0 0
a b c d
e a b c
f e a b
 =

b c d 0
0 0 0 −d
0 0 0 −c
0 0 0 −b

Generalizzando l’esempio sopra si ha che se X e` di Toeplitz allora ∆(X)
ha elementi nulli ad esclusione di quelli sulla prima riga e sull’ultima colonna
per cui si ha che drk(X) = rk(∆(X)) ≤ 2. Se inoltre X e` triangolare
inferiore, allora ∆(X) = 0.
Diamo ora un elenco delle proprieta` di questo operatore.
(i) ∆(AB) = ∆(A)B + A∆(B),
(ii) ∆(A−1) = −A−1∆(A)A−1,
(iii) A = L(Ae1) +
∑d
i=1 L(ui)L(Zvi)
T se e solo se AZ −ZA =∑di=1 uivTi ,
(iv) A−1 = L(A−1e1)−
∑d
i=1 L(A
−1ui)L(ZA−1vi)T
se e solo se AZ − ZA =∑di=1 uivTi e det(A) 6= 0
dove L(x) =
∑n
i=1 xiZ
i−1 e` la matrice triangolare inferiore di Toeplitz avente
x nella prima colonna ed e1 e` il primo vettore della base canonica.
Dimostrazione:
(i) ∆(A)B + A∆(B) = (AZ − ZA)B + A(BZ − ZB) = AZB − ZAB +
ABZ − AZB = ABZ − ZAB = ∆(AB).
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(ii) −A−1∆(A)A−1 = −A−1(AZ−ZA)A−1 = −A−1(AZA−1−Z) = −ZA−1+
A−1Z = ∆(A−1).
(iii) scriviamo in una forma equivalente la formula ∆(A) =
∑d
i=1 uiv
T
i usan-
do la funzione vec′, avremo vec′(∆(A)) = (ZT ⊗ I − I ⊗Z)(vec′(A)) =∑d
i=1 vi⊗ui. Detto vec′(A) = (a0, · · · , an−1)T e denotando con vji la j-
esima componente del vettore vi, otterremo −Zaj + aj+1 =
∑d
i=1 v
j
iui,
per j = 0, · · · , n− 2 e −Zan−1 =
∑d
i=1 v
n−1
i ui, cio` implica che, suppo-
nendo di conoscere a0, si ha
a1 = Za0 +
∑d
i=1 v
0
i ui;
a2 = Z
2a0 +
∑d
i=1(v
0
iZui + v
1
i ui);
a3 = Z
3a0 +
∑d
i=1(v
0
iZ
2ui + v
1
iZui + v
2
i ui);
...
an−1 = Zn−1a0 +
∑d
i=1(v
0
iZ
n−2ui + · · ·+ vn−2i ui).
Indicando con 0 il vettore identicamente nullo, abbiamo quindi
A =
[
a0 Za0 · · · Zn−1a0
]
+
+
[
0
∑d
i=1 v
0
i ui · · ·
∑d
i=1(v
0
iZ
n−2ui + · · ·+ vn−2i ui)
]
=
= L(a0) +
d∑
i=1
[
0 v0i ui · · · v0iZn−2ui + · · ·+ vn−2i ui
]
=
= L(a0) +
+
d∑
i=1
[ ui Zui · · · Zn−2ui 0 ]

0 v0i v
1
i · · · vn−2i
0 0 v0i · · · vn−3i
...
...
. . .
. . .
...
0 0 · · · 0 v0i
0 0 · · · 0 0
 =
= L(a0) +
d∑
i=1
L(ui)L(Zvi)
T .
(iv) tale proprieta` discende dalle proprieta` (ii) e (iii).

Definizione 16 Una matrice An, di dimensioni n×n, che puo` essere scrit-
ta come somma di d prodotti di matrici triangolari inferiori e superiori di
Toeplitz e` detta di tipo-Toeplitz se d e` indipendente da n, ovvero se ogni
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matrice della successione (An)n ha rango di dislocamento uguale a d. La
sua rappresentazione in termini di matrici triangolari di Toeplitz e` detta
rappresentazione di dislocamento.
Sottolineamo inoltre che il rango di dislocamento si conserva con l’opera-
zione di inversione, ma non con l’addizione e la moltiplicazione tra matrici.
Definizione 17 Sia  > 0 e A una matrice n × n. Chiamiamo -rango di
dislocamento della matrice A il valore1
drk(A) = min‖E‖≤
rk(∆(A) + E)
dove con || · || si intende la norma euclidea.
Se d′ = drk(A) e se ∆(A) =
∑d′
i=1 uiv
T
i + E, con ‖E‖2 ≤ , si definisce
la matrice
A = L(Ae1) +
d′∑
i=1
L(ui)L(Zvi)
T
detta -rappresentazione di dislocamento di A, inoltre ui e vi per i = 1, · · · , d′
sono detti generatori di -dislocamento.
1.4.1 Principali proprieta` dell’ -rango di dislocamento
Sia
∆(A) = UΣV T =
d∑
i=1
σiuivi
T , con σ1 ≥ σ2 ≥ · · · > 0 (1.6)
una decomposizione a valori singolari di ∆(A), definiamo la rappresentazione
ortogonale di dislocamento di A mediante l’espressione
A = L(Ae1) +
d∑
i=1
σiL(ui)L(Zvi)
T ; (1.7)
la quadrupla (Ae1, U, σ, V ), con σ = (σ1, · · · , σd), e` detta generatore or-
togonale di dislocamento. Diamo qui una caratterizzazione dell’ -rango di
dislocamento in termini di decomposizione a valori singolari, [3, 4].
1Si puo` definire anche l’-rango di dislocamento relativo, che corrisponde a
rdrk(A) = min||E||≤||A||
rk(∆(A) + E)
in questa tesi consideriamo soltanto l’-rango di dislocamento in senso assoluto.
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Teorema 4 Sia ∆(A) = UΣV T un’SVD di ∆(A) e sia  > 0 tale che  < σ1.
Allora drk(A) = d
′ se e soltanto se σd′ >  ≥ σd′+1.
Dimostrazione: Per dimostrare il teorema e` sufficiente mostrare che
σd′+1 ≤  se e solo se drk(A) ≤ d′.
⇐: Siano ui e vi, i = 1, · · · , d l’i-esima colonna di U e di V , cioe`
∆(A) =
d′∑
i=1
uiσiv
T
i +
d∑
i=d′+1
uiσiv
T
i . (1.8)
Chiamiamo E =
∑d
i=d′+1 uiσiv
T
i , allora, per il teorema 3, si ha ||E||2 = σd′+1.
Quindi, se σd′+1 ≤ , abbiamo drk(A) ≤ rk(∆(A) + E) = d′.
⇒: se drk(A) = d′ allora esiste una matrice E, con ||E||2 ≤ , tale che
rk(∆(A) + E) = d′. Definiamo θd′ = min{X:rk(X)=d′} ||∆(A) − X||2; poiche`,
per quanto enunciato nel teorema (3), θd′ = σd′+1 e σd′+1 = ||∆(A) −∑d′
i=1 uiσiv
T
i ||2, allora σd′+1 = θd′ ≤ ||E||2.

In particolare, dato 0 <  < σ1 e l’ -generatore ortogonale di dislocamen-
to (Ae1, U, σ, V ) relativo adA, e` possibile calcolare una sua -rappresentazione
di dislocamento di rango d′, che e` della forma
A = L(Ae1) +
d′∑
i=1
L(ui)σiL(Zvi)
T ,
con d′ tale che σd′ >  > σd′+1.
Notiamo che la differenza tra rappresentazione ortogonale di A e una
sua -rappresentazione di dislocamento di rango d′ consiste nel fatto che,
mentre nella prima vengono presi in considerazione tutti i valori singolari
della decomposizione relativa alla matrice, nella seconda si considerano so-
lo i primi d′, cioe` quelli maggiori di , quindi chiameremo l’espressione A
rappresentazione approssimata ortogonale di dislocamento di A.
Introduciamo ora l’operatore disl(·) [2], definito a partire dai generatori
ortogonali di dislocamento.
disl((Ae1, U, σ, V )) = (Ae1, Uˆ , σˆ, Vˆ ),
σˆ = (σ1, · · · , σdˆ), Uˆ = [u1, · · · ,udˆ], Vˆ = [v1, · · · ,vdˆ] ∈ Rn×dˆ
σdˆ > σ1 ≥ σdˆ+1.
(1.9)
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Quindi avremo che
disl(A) = L(Ae1) +
dˆ∑
i=1
σiL(ui)L(Zvi)
T . (1.10)
Sostanzialmente tale espressione rappresenta un’ulteriore approssimazione
di A che prende in considerazione i primi dˆ valori singolari. La scelta del nu-
mero dei valori singolari, ovvero del parametro che stabilisce se un valore
singolare sia trascurabile o meno, questa volta pero` dipende anche da σ1,
oltre che da .
Ricapitolando abbiamo quindi due approssimazioni diA, le relative espres-
sioni sono identiche, vale a dire
L(Ae1) +
d∑
i=1
σiL(ui)L(Zvi)
T ,
e sono
• la rappresentazione approssimata ortogonale di dislocamento che
prende in considerazione i primi d valori singolari, tali che σd >  > σd+1
• il disl(A) che prende in considerazione i primi d valori singolari, tali che
σd > σ1 ≥ σd+1
1.4.2 Ulteriori formule di rappresentazione
Un diverso tipo di rappresentazione di dislocamento puo` talvolta ridurre
il costo degli algoritmi utilizzati per invertire la matrice data. In questo
paragrafo ne introduciamo una che si applica specie nel caso delle matrici di
Toeplitz ed e` stata gia` studiata in [6, 7, 9, 11, 20, 24].
Denotiamo con C+ e C− le matrici C+ = Z + e1eTn , C
− = Z − e1eTn e
poniamo C+(x) =
∑n
i=1 xi(C
+)i−1, C−(x) =
∑n
i=1 xi(C
−)i−1. Si osservi che
C+(x) e` la matrice circolante avente x come prima colonna, mentre C−(x) si
ottiene da C+(x) cambiando segno agli elementi della parte triangolare supe-
riore. C+(x) e C−(x) vengono dette rispettivamente matrice (+1)-circolante
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e matrice (−1)-circolante. Sappiamo inoltre che, [2]
C+(x) = Fdiag(y)FH ,
C−(x) = DFdiag(yˆ)FHD,
y = 1
n
FHx, yˆ = 1
n
FHDx,
F = (ω(i−1)(j−1))i,j=1,··· ,n, ω = cos(2pi/n) + i sin(2pi/n)
D = diag(1, θ, θ2, · · · , θn−1), θ = cos(pi/n) + i sin(pi/n),
dove con i, si intende l’unita` immaginaria, tale che i2 = −1. Introduciamo
ora gli operatori
∆+(A) = C+A− AC−
∆−(A) = C−A− AC+
tali che
∆+(A) = −∆(A) + e1eTnA+ Ae1eTn
∆−(A) = −∆(A)− e1eTnA− Ae1eTn .
(1.11)
Osserviamo che tali operatori sono invertibili in quanto si ha che
vec′(∆+(A)) = (I ⊗ C+ − (C−)T ⊗ I)vec′(A),
inoltre sappiamo che (I ⊗ C+ − (C−)T ⊗ I) e` non singolare, in quanto C+ e
C− hanno autovalori diversi.
Possiamo quindi enunciare il seguente risultato [2]
Teorema 5 Si ha che
∆+(A) =
∑d
i=1 uiv
T
i sse A =
1
2
∑d
i=1C
+(ui)C
−(Jvi),
∆−(A) =
∑d
i=1 uiv
T
i sse A = −12
∑d
i=1C
−(ui)C+(Jvi),
∆−(A−1) = −A−1∆+(A)A−1,
∆+(AB) = ∆+(A)B + A∆+(B)− 2Ae1eTnB,
∆−(AB) = ∆−(A)B + A∆−(B) + 2Ae1eTnB,
dove J e` la matrice di permutazione avente 1 sulla diagonale secondaria.
In particolare, se ∆+(A) =
∑d
i=1 uivi
T e det(A) 6= 0, si ha che A−1 =
1
2
∑d
i=1C
−(A−1ui)C+(JA−1vi)
Dimostrazione: poiche` gli operatori ∆+ e ∆− sono lineari e` sufficiente
dimostrare le prime due asserzioni per d = 1, inoltre tali operatori sono in-
vertibili quindi e` sufficiente dimostrare le implicazioniA = 1
2
C+(u)C−(Jv)⇒
∆+(A) = uvT e A = 1
2
C−(u)C+(Jv)⇒ ∆−(A) = uvT .
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Per A = 1
2
C+(u)C−(Jv) si ha che
∆+(A) = C+A− AC− =
=
1
2
(C+(uC+C−(Jv)− C+(u)C−C+(Jv)) =
= C+(u)e1e
T
nC
−(Jv) = uvT .
Per la seconda implicazione si opera in modo analogo.
Per quanto riguarda la terza proprieta` notiamo che −A−1∆+(A)A−1 =
−A−1(C+A− AC−)A−1 = −A−1C+ + C−A−1 = ∆−(A−1).
Le dimostrazioni della quarta e della quinta proprieta` sono analoghe,
quindi eseguiamo solo quella relativa alla quarta. Il secondo membro e` uguale
a (−∆(A)B + e1eTnAB + Ae1eTnB) + (−A∆(B) + Ae1eTnB + ABe1eTn ) −
2Ae1e
T
nB = −∆(AB) + e1eTnAB + ABe1eTn = ∆+(AB). 
Osserviamo che seA e` una matrice di Toeplitz si ha ∆+(A) = e1(u− v)TJ+
(u+ v)eT1 J , per u = Ae1, v = ZAen, cioe`, A =
1
2
(C+(u+ v) +C−(u− v)),
inoltre abbiamo la seguente formula di inversione, [11].
A−1 = −1
2
(C−(A−1e1)(I−C+(ω))+(I+C−(ω))C+(A−1e1)), ω = A−1ZAen.
Possiamo ora applicare i concetti di rappresentazione ortogonale di dis-
locamento e di -rango di dislocamento per formulare una nuova rappresen-
tazione che coinvolga l’uso degli operatori ∆+ e ∆−.
Il generatore ortogonale di dislocamento associato a ∆+, o a ∆−, e` definito
dalla terna (U, σ, V ) dove U e V sono tali che UΣV e` una decomposizione a
valori singolari di ∆+(A), o di ∆−(A), con Σ = diag(σ) = diag(σ1, · · · , σd).
Osserviamo inoltre che i ranghi di ∆(A), ∆+(A) e ∆−(A) differiscono al
massimo di 2 in quanto sia ∆+(A) che ∆−(A) sono combinazioni lineari di
∆(A) e di due matrici di rango minore o uguale a uno; dalle relazioni (1.11),
(1.6), (1.7) otteniamo la seguente formula di rappresentazione
A = 1
2
(∑d
i=1C
+(ui)C
−(Jvi) + C−(JATen) + C+(Ae1)
)
∆(A) = −∑di=1 uivTi .
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1.4.3 Proprieta` dell’operatore di dislocamento appli-
cato a matrici strutturate
Fino ad ora, tra le altre cose abbiamo visto una serie di possibili rappresen-
tazioni di matrici, esse possono essere effettuate indipendentemente dal tipo
di matrice data, daremo quindi ora un altro tipo di rappresentazione propria
delle matrici di Toeplitz.
Definizione 18 Una matrice A tale che AT = JAJ , con J matrice di per-
mutazione avente 1 sulla diagonale secondaria e 0 altrove, si dice persimme-
trica. Una matrice persimmetrica e` quindi una matrice simmetrica rispetto
alla diagonale secondaria.
Da tale definizione e` ovvio dedurre che una matrice A di Toeplitz, e`
persimmetrica e cio` implica il fatto che ∆(A)J sia antisimmetrica, ovvero
∆(A)J = −(∆(A)J)T . Proprio per le matrici antisimmetriche abbiamo il
seguente risultato, [2]:
Lemma 1 Sia A ∈ Rn×n tale che A = −AT e rk(A) = d. Allora d = 2h ed
esiste W ∈ Rn×d, D ∈ Rh×h, tali che WW T = Id, D = diag(d1, · · · , dh) e
A = W (D ⊗ S)W T con S =
[
0 1
−1 0
]
inoltre gli autovalori di A diversi da zero sono uguali a ±idj, con i che
rappresenta l’unita` immaginaria e |dj| = σ2j−1 = σ2j, j = 1, · · · , h, con
σ1, · · · , σd che sono i valori singolari di A.
Una delle consequenze di questo lemma e` il seguente teorema sulla rap-
presentazione di dislocamento di una matrice persimmetrica, [2].
Teorema 6 Se la matrice persimmetrica A ha rango di dislocamento d, al-
lora d = 2h ed esistono le matrici W ∈ Rn×d, D = Diag(d1, · · · , dh) ∈ Rn×n
tali che |d1| ≥ |d2| ≥ · · · ≥ |dh|,WW T = Id e
∆(A) =W (D ⊗ S)W TJ con S =
[
0 1
−1 0
]
.
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Inoltre,
A = L(a) +
h∑
i=1
di(L(w2i−1))(L(ZJw2i))T − (L(w2i))(L(ZJw2i−1))T
con a = Ae1 e wi = Wei.
A seguito di questo teorema possiamo inoltre affermare che lavorare con
matrici persimmetriche e` piu` conveniente, sia in termini di spazio di memoria
che riguardo il costo computazionale.
1.5 Proprieta` tensoriali e funzioni separabili
Denotiamo con C2pi l’insieme di tutte le funzioni complesse, continue e pe-
riodiche di periodo 2pi definite in [−1, 1]. Esse sono esprimibili in serie di
Fourier mediante l’espressione
F (u) =
∞∑
k=−∞
τke
ikpiu,
dove ∀k, i τk vengono detti coefficienti di Fourier ed il loro valore e` pari a
τk =
1
2
∫ 1
−1
F (u)e−ikpiudu, ∀k.
Tale serie converge se F ∈ L2([−1, 1]), ovvero se
∫ 1
−1 F
2(u)du <∞, [22].
Supponiamo ora che F (u) ∈ L1([−1, 1]), cioe`
∫ 1
−1 |F (u)|du < ∞, dato
che anche la funzione che ad ogni u associa il valore e−ikpiu appartiene a
L1([−1, 1]), allora per ogni k si ha che τk < ∞, come dimostrato in [22]. E`
quindi possibile definire la successione di matrici di Toeplitz {Tn}n al variare
delle dimensioni n × n, tali che Tn(i, j) = τi−j = τk; esse hanno la seguente
forma
Tn =

τ0 τ−1 · · · τ2−n τ1−n
τ1 τ0 τ−1 τ2−n
... τ1 τ0
. . .
...
τn−2
. . . . . . τ−1
τn−1 τn−2 · · · τ1 τ0
 .
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La funzione F e` detta funzione generatrice della successione delle matrici
di Toeplitz Tn.
Consideriamo ora una funzione F in p variabili, complessa, continua e
periodica di periodo 2pi in tutte le variabili, la sua serie di Fourier sara` della
forma
F (u1, · · · , up) =
∞∑
k1=−∞
· · ·
∞∑
kp=−∞
αk1,··· ,kpexp(ipi(k1u1 + · · ·+ kpup)),
con ui ∈ [−1, 1] ∀i = 1, · · · , p,
(1.12)
dove si e` indicato exp(t) = et, inoltre se F ∈ L1([−1, 1]p), allora essa sara`
la funzione generatrice della successione di matrici {Tn1n2···np}n1n2···np ∈ Tp
di dimensioni n1n2 · · ·np × n1n2 · · ·np, al variare dei valori degli ni, i =
1, · · · , p. Presa una matrice A appartenente a tale successione, essa sara`
della forma
A = [αi1−j1,··· ,ip−jp ]. (1.13)
Teorema 7 Supponiamo che A ∈ Tp sia generata da
F (u1, · · · , up) ∈ L1(Π), con Π = [−1, 1]p
come detto in (1.12) e (1.13). Se esiste una funzione che la approssima ed e`
della forma
Fr(u1, · · · , up) =
r∑
k=1
φ1k(u1) · · ·φpk(up)
allora A ammette un’approssimazione tensoriale tale che
Ar =
r∑
k=1
A1k ⊗ · · · ⊗ Apk
con la seguente stima di errore
||A− Ar||M ≤ 1
(2pi)p
||F − Fr||L1(Π)
e
1
N
||A− Ar||(1) ≤ 2
(2pi)p
||F − Fr||L1(Π)
dove N e` l’ordine di A.
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Cercheremo ora di mettere in relazione il numero di termini separabili
con l’accuratezza di approssimazione.
Dati due interi p e q poniamo n = pq e siano x1, · · · , xp e y1, · · · , yq
due partizioni uniformi dell’intervallo [0, 1] sugli assi y = 0 e x = 0 i cui
elementi distano rispettivamente 1/p e 1/q. Consideriamo inoltre la griglia
di nodi z1, · · · , zn in Ω = [0, 1]2 tale che zk = (xi, yj) per i = 1, · · · , p, j =
1, · · · , q, k = 1, · · ·n. Ordiniamo i zk in modo lessicografico, cioe` z1 =
(x1, y1), z2 = (x1, y2), · · · , zq = (x1, yq), z1+q = (x2, y1), · · · , zpq = (xp, yq).
Supponiamo che A sia associata ad una funzione f : Ω×Ω→ R tale che
ai,j = f(zi, zj), per i, j = 1, · · · , n
Possiamo supporre, senza perdere di generalita`, che f(zk, zk) = 0, supponi-
amo inoltre che f ∈ C∞(R).
Definizione 19 La funzione F ∈ C∞(R) in due variabili tale che
F (u, v) = f(z′, z), con u = x′ − x, v = y′ − y
si dice asintoticamente liscia se ∀m le sue derivate miste soddisfano la dis-
uguaglianza
|DmF | =
∣∣∣∣ δsδt(δu)s(δv)tF (u, v)
∣∣∣∣ ≤ cdmm!(u2 + v2)(g−m)/2
per ogni s, t non negativi tali che s + t = m, c, d > 0 e g costante reale
indipendente da s e t, sia inoltre per definizione F (0, 0) = 0.
Vediamo ora dove esattamente e` definita F . Consideriamo le due par-
tizioni
x1 < · · · < xp e y1 < · · · < yq
e il loro prodotto cartesiano z1, · · · , zn, tale che, essendo ordinato in modo
lessicografico, risulta
zi = (xk, yl), i = l + (k − 1)q,
1 ≤ i ≤ n, 1 ≤ k ≤ p, 1 ≤ l ≤ q, n = pq.
Ora, presi z′ = (x′, y′), z = (x, y) e posti u = x′− x, v = y′− y, allora, se
z′ 6= z, si ha
(u, v) ∈ Πh, con Πh = [−1, 1]2 \ (−h, h)2
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h = min
 min1≤k,k′≤p
k 6=k′
|xk − xk′|, min
1≤l,l′≤q
l 6=l′
|yl − yl′|

All’inizio avevamo visto che F , nel caso fosse in due variabili, era defini-
ta in Π = [−1, 1]2, pero` per provare l’esistenza delle approssimazioni per
funzioni asintoticamente lisce ci basta che esse siano definite solo su Πh.
Lemma 2 [23] Consideriamo F = F (u, v) per (u, v) ∈ D con
D =
⋃
1≤i≤s
Di, Di = [αi, βi]× [γi, δi].
Supponiamo inoltre che F abbia un’approssimazione separabile con un nu-
mero di termini pari a ri su Di, 1 ≤ i ≤ s. Allora F possiede un’approssi-
mazione separabile con un numero di somme pari a r = r1 + · · · + rs su
D.
Possiamo ora formulare il teorema principale per capire quali tipi di
funzioni sono approssimabili con funzioni separabili.
Teorema 8 [23] Sia F una funzione asintoticamente liscia definita se Πh e
sia 0 < h < 1. Allora esiste 0 ≤ γ ≤ 1 tale che, per ogni m = 1, 2, · · · la
funzione F ammette un’approssimazione separabile Fr in due variabili u, v
con r termini e con le seguenti proprieta`
r ≤ (c0 + c1 log h−1)m,
|F (u, v)− Fr(u, v)| ≤ c2γm(u2 + v2)g/2, (u, v) ∈ Πh,
dove c0, c1, c2 sono costanti dipendenti da γ ma non da m.
Dimostrazione: Prendiamo 0 < a < 1 ed un intero positivo s. Consi-
deriamo un ‘anello rettangolare’
R = [−(s+ 1)a, (s+ 1)a]2 \ (−sa, sa)2,
questo consiste in 4((s+ 1)2 − s2) quadrati di dimensioni a× a. Chiamiamo
D il quadrato centrato in (u0, v0)
Supponiamo che (u, v) ∈ D e chiamiamo ∆u = u−u0, ∆v = v−v0, allora
presa la serie di Taylor di F si definisca
Fm(u, v) =
m−1∑
k=0
1
k!
(
∆u
δ
δξ
+∆v
δ
δη
)k
F (ξ, η)
∣∣∣∣∣
ξ=u0,η=v0
.
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Usando la stima di Lagrange e la definizione di funzione asintoticamente
liscia, otteniamo
|F (u, v)− Fm(u, v)| ≤ (m+ 1)c d
m
(sa)m
(
a
2
)mµ(g) ≤ c(d
s
)mµ(g),
dove
µ(g) = max
u,v∈D
(u2 + v2)g/2.
Ora per semplicita` di notazione indichiamo con ρ l’espressione
√
u2 + v2
e osserviamo che (u, v) ∈ D implica che
as ≤ ρ ≤
√
2a(s+ 1).
Nel caso in cui g ≥ 0,
µ(g) ≤ (
√
2a(s+ 1))g ≤
(√
2(s+ 1)
s
)g
,
invece se g < 0, allora
µ(g) ≤ 1
(sa)|g|
≤ 1
ρ|g|
( ρ
sa
)|g|
≤
(√
2(s+ 1)
s
)|g|
.
Comunque in entrambi i casi si ha che
µ(g) ≤ c′ρg, con c′ =
(√
2(s+ 1)
s
)|g|
.
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Fino a questo punto s ha potuto essere qualsiasi ora la possiamo scegliere
opportunamente, quindi prendiamo s in modo tale che
γ ≡ d
s
< 1.
Mettendo insieme tutti questi risultati si ha che
|F (u, v)− Fm(u, v)| ≤ c2γmρg, con (u, v) ∈ D, c2 = cc′. (1.14)
Per completare la dimostrazione ora dobbiamo coprire tutto il dominio di
F , Πh, con una famiglia di quadrati di riferimento, tipo D, di diverse dimen-
sioni. Sappiamo che su ognuno di questi quadrati F ammette un’approssi-
mazione separabile con m termini e con stima di accuratezza definita dalla
formula (1.14). In realta` tali quadrati possono essere visti come quadrati di
riferimento di altri anelli rettangolari definiti da
a =
h
s
,
(
s+ 1
s
)
h
s
,
(
s+ 1
s
)2
h
s
, · · ·
Il numero di questi anelli rettangolari sufficiente a coprire Πh non e` maggiore
di k con
(1 + s−1)k−1
h
s
≤ 1,
da cui
k ≤ log h
−1 + log s
log(1 + s−1)
+ 1.
Quindi, poiche` ogni anello rettangolare e` formato da un numero di quadrati
di riferimento pari a
4((s+ 1)2 − s2) = 8s+ 4,
il numero totale, N , di essi e` tale che
N ≤ k(8s+ 4).
La stima della cardinalita` dei termini, r, si ha applicando a questo punto
il lemma 2. 
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Capitolo 2
Approssimazione tensoriale
Supponiamo che A sia una matrice di Toeplitz a due livelli e con vettore-taglia
n = (n1, n2), vorremmo approssimarla con una matrice data dalla somma di
prodotti di Kronecker della forma
Ar =
r∑
k=1
Uk ⊗ V k,
con Uk e V k di dimensioni rispettivamente n1 × n1 e n2 × n2 per ogni k =
1, · · · , r. Se Ar = A e r e` il piu` piccolo intero positivo affinche` cio` avvenga,
allora r e` detto rango tensoriale di A.
Denotiamo con
Vn(A) = [b(i1,j1)(i2,j2)] (2.1)
una matrice a due livelli di vettori-taglia (n1, n1) e (n2, n2) e di dimensioni
n21 × n22 definita dalla relazione
b(i1,j1)(i2,j2) = a(i1,i2)(j1,j2).
Cerchiamo di capire meglio come viene costruita tale matrice.
Dato che la matrice A sara` del tipo
A =

A0,0 A0,1 · · · A0,n1−1
A1,0 A1,1 · · · A1,n1−1
...
...
. . .
...
An1−1,0 An1−1,1 · · · An1−1,n1−1
 ,
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con Ai,j ∈ Rn2×n2 , allora Vn(A) avra` su ogni riga vec(Ai,j)T ordinati in questo
modo
Vn(A) =

vec(A0,0)
T
vec(A0,1)
T
...
vec(A0,n1−1)
T
vec(A1,0)
T
...
vec(An1−1,n1−1)
T

.
Vedremo ora qual e` il legame tra l’approssimazione Ar di A con somme
di prodotti tensoriali di Kronecker e Vn(Ar).
Supponiamo per un attimo che A, matrice a due livelli di dimensione
n1n2 × n1n2, abbia rango tensoriale uguale a 1, allora esistono P ∈ Rn1×n1 e
Q ∈ Rn2×n2 tali che
A = P ⊗Q =

p0,0Q p0,1Q · · · p0,n1−1Q
p1,0Q p1,1Q · · · p1,n1−1Q
...
...
. . .
...
pn1−1,0Q pn1−1,1Q · · · pn1−1,n1−1Q
 ,
allora si ha che
Vn(A) =

p0,0(q0,0 · · · q0,n2−1 q1,0 · · · q1,n2−1 · · · qn2−1,0 · · · qn2−1,n2−1)
p0,1(q0,0 · · · q0,n2−1 q1,0 · · · q1,n2−1 · · · qn2−1,0 · · · qn2−1,n2−1)
..
. · · ·
...
... · · ·
... · · ·
... · · ·
...
p0,n1−1(q0,0 · · · q0,n2−1 q1,0 · · · q1,n2−1 · · · qn2−1,0 · · · qn2−1,n2−1)
... · · ·
...
... · · ·
... · · ·
... · · ·
...
pn1−1,n1−1(q0,0 · · · q0,n2−1 q1,0 · · · q1,n2−1 · · · qn2−1,0 · · · qn2−1,n2−1)
 =
=

p0,0
p0,1
...
p0,n1−1
p1,0
...
pn1−1,n1−1

[
q0,0 q0,1 · · · q0,n2−1 q1,0 · · · qn2−1,n2−1
]
=
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= vec(P )vec(Q)T .
In generale, per la linearita` dell’applicazione Vn, si avra` quindi che Ar =∑r
k=1 Pk⊗Qk, con {P1, · · · , Pr} e {Q1, · · · , Qr} linearmente indipendenti, se
e solo se
Vn(A) =
r∑
k=1
vec(P k)vec(Qk)T .
Quindi il rango tensoriale di A e` uguale al rango di Vn(A), inoltre, per quanto
detto in [19], si ha
‖A− Ar‖F = ‖Vn(A)− Vn(Ar)‖F .
Definizione 20 Sia  > 0 e A =
∑r
k=1 U
k ⊗ V k con dimUk = n1 × n1 e
dimV k = n2 × n2. Chiamiamo -rango tensoriale di A il valore
min
‖E‖2≤
rk(V(n1,n2)(A) + E).
In modo analogo a come fatto per l’-rango di dislocamento possiamo
mettere in relazione i valori singolari di V(n1,n2)(A) con l’-rango tensoriale di
A.
Teorema 9 Sia  > 0 e A =
∑r
k=1 U
k⊗V k con dimUk = n1×n1 e dimV k =
n2 × n2 e sia
V(n1,n2)(A) = UΣV T =
r∑
i=1
σiuiv
T
i
e sia  > σ1. Allora l’-rango tensoriale di A e` r
′ se e soltanto se σ′r >  ≥
σr′+1.
Dimostrazione: Per dimostrare il teorema e` sufficiente mostrare che
σr′+1 ≤  se e soltanto se l’-rango tensoriale di A e` minore o uguale di r′.
⇒: scriviamo V(n1,n2)(A) nel seguente modo
V(n1,n2)(A) =
r′∑
i=1
σiuiv
T
i +
r∑
i=r′+1
σiuiv
T
i .
Chiamiamo la seconda sommatoria del secondo membro E, allora, per il teo-
rema 3, ‖E‖2 = σr′+1. Quindi, se σr′+1 ≤ , l’-rango tensoriale di A e` minore
o uguale al rango di V(n1,n2)(A) + E.
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⇐: se l’-rango tensoriale di A e` r′, allora ∃E con ‖E‖2 ≤ , tale che
rk(V(n1,n2)(A)+E) = r′. Chiamiamo λr′ = min{X : rk(X) = r′}‖V(n1,n2)(A)−
X‖2 e, per il teorema 3, si ha λr′ = σr′+1 e σr′+1 = ‖V(n1,n2)(A)−
∑r′
i=1 σiuiv
T
i ‖2,
allora σr′+1 = λr ≤ ‖E‖2. 
Per cercare di ottimizzare l’approssimazione tensoriale quello che ci pro-
poniamo di fare e` risolvere un problema di approssimazione ottima di rango
piu` basso tramite l’algoritmo per l’SVD; infatti una volta costruita la ma-
trice Vn(A), calcoliamo una sua decomposizione a valori singolari UΣV T e,
denotando con ukSV D e v
k
SV D la k-esima colonna rispettivamente di U e di V ,
si ha
Vn(A) ≈
r∑
k=1
σku
k(vk)T ,
dove r il numero dei valori singolari significativi. Per quanto osservato sopra√
σku
k
SV D e
√
σkv
k
SV D sono rispettivamente il vec(U
k) e il vec(V k), dove Uk
e V k sono le matrici tali che
Ar =
r∑
k=1
Uk ⊗ V k,
dim(Uk) = n1 × n1, dim(V k) = n2 × n2.
Quindi bastera` applicare l’applicazione inversa di vec a tali vettori e ot-
terremo un’approssimazione ottima di A espressa in termini di prodotti
tensoriali.
Il metodo appena descritto e` il metodo classico per ottenere l’approssi-
mazione tensoriale di A. Nel lavoro [19] Olshevsky, Oseledets e Tyrtyshnikov
hanno pero` ideato un raffinamento di tale metodo che permette di ottenere
gli stessi risultati, ma con un numero minore di operazioni.
Il punto chiave di questo metodo innovativo nasce dall’osservazione che
Vn(A) non ha un numero di elementi minore rispetto al numero di elementi
di A, ma nel caso in cui A ∈ T ⊗ T e` possibile prendere in considerazione
un’altra matrice che dipenda da Vn(A), ma di dimensioni piu` piccole.
Supponiamo A ∈ T ⊗ T, allora Vn(A) = [α(i1−j1)(i2−j2)] = [β(i1−i2)(j1−j2)]
ha elementi coincidenti ogni qualvolta che i1−j1 = µ e i2−j2 = ν e visto che
0 ≤ i1, j1 ≤ n1 − 1 e 0 ≤ i2, j2 ≤ n2 − 1, allora sappiamo che 1 − n1 ≤ µ ≤
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n1 − 1, 1− n2 ≤ ν ≤ n2 − 1. Questo ci suggerisce di considerare la matrice
W (A) = [αµ,ν ], 1− n1 ≤ µ ≤ n1 − 1, 1− n2 ≤ ν ≤ n2 − 1. (2.2)
Essa non e` altro che la matrice Vn(A) privata delle righe e delle colonne
ridondanti.
Esempio 10 Consideriamo la matrice A definita nell’esempio 6, allora
Vn(A) =

α(0, 0) α(0,−1) α(0, 1) α(0, 0)
α(−1, 0) α(−1,−1) α(−1, 1) α(−1, 0)
α(−2, 0) α(−2,−1) α(−2, 1) α(−2, 0)
α(1, 0) α(1,−1) α(1, 1) α(1, 0)
α(0, 0) α(0,−1) α(0, 1) α(0, 0)
α(−1, 0) α(−1,−1) α(−1, 1) α(−1, 0)
α(2, 0) α(2,−1) α(2, 1) α(2, 0)
α(1, 0) α(1,−1) α(1, 1) α(1, 0)
α(0, 0) α(0,−1) α(0, 1) α(0, 0)

.
Come si puo` ben notare la prima colonna e` uguale alla quarta, la quinta e la
nona riga sono uguali alla prima e la sesta, la settima e l’ottava riga sono
identiche rispettivamente alla seconda, terza e quarta riga, quindi W (A) sara`
fatta nel seguente modo
W (A) =

α(0, 0) α(0,−1) α(0, 1)
α(−1, 0) α(−1,−1) α(−1, 1)
α(−2, 0) α(−2,−1) α(−2, 1)
α(1, 0) α(1,−1) α(1, 1)
 .
Troveremo quindi un’approssimazioneW (Ar) di rango basso della matrice
(2.2), mediante la decomposizione a valori singolari. Infatti detta UΣV T
un’SVD di W (A) con Σ = Diag(σ1, · · · , σl), tale che σ1 ≥ · · · ≥ σl con-
sideriamo i primi r valori singolari non nulli, o non trascurabili, vale a
dire, per esempio, maggiori della precisione di macchina, 2−53 ≈ 10−16, e
le prime r colonne di U e V dette rispettivamente ukSV D e v
k
SV D e chamiamo
uk =
√
σku
k
SV D e v
k =
√
σkv
k
SV D; otteniamo l’approssimazione a rango basso
di W (A) ponendo
W (A) ≈ W (Ar) =
r∑
k=1
uk(vk)T ,
uk = [ukµ], 1− n1 ≤ µ ≤ n1 − 1, vk = [vkν ], 1− n2 ≤ ν ≤ n2 − 1.
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Ora e` possibile ultimare l’approssimazione di A, che denoteremo con Ar,
prendendo le matrici di Toeplitz
Uk = [φki1−j1 ] = [u
k
µ], 0 ≤ i1, j1 ≤ n1 − 1,
V k = [ϕki2−j2 ] = [v
k
ν ], 0 ≤ i2, j2 ≤ n2 − 1,
tali che
Uk(i1, j1) = φ
k
i1−j1 = u
k
µ, per µ = i1 − j1,
V k(i2, j2) = ϕ
k
i2−j2 = v
k
ν , per ν = i2 − j2;
quindi si definisce
A ≈ Ar =
r∑
k=1
Uk ⊗ V k.
Tale approssimazione rimane ottimale secondo una norma appropriata-
mente scelta nel sottospazio che noi consideriamo. Se A ∈ T ⊗ T, allora si
ha
‖A‖T⊗T ≡ ‖W (A)‖F ,
con W (A) definita mediante la (2.2); e` inoltre ovvio che Ar ∈ T ⊗ T e che
‖A− Ar‖T⊗T = ‖W (A)−W (Ar)‖F .
Diremo quindi che il rango tensoriale di Ar e l’-rango tensoriale di A
sono uguali a r e che l’approssimazione di A e` ottimale.
Cerchiamo ora di applicare tale procedimento al caso in cui la matrice
data non sia necessariamente appartenente a T ⊗ T, ma in generale A ∈
Sn11 ⊗ Sn22 .
Ogni matrice A ∈ Sn puo` essere definita mediante i parametri liberi,
ovvero i coefficienti che la esprimono come combinazione lineare di una base
di Sn. Chiaramente il numero dei parametri liberi e` uguale alla dimensione
di Sn.
Esempio 11 Data una matrice di Toeplitz A della forma
A =

α0 α−1 · · · α−n+1
α1 α0 · · · α−n+2
...
...
. . .
...
αn−1 αn−2 · · · α0
 ,
i parametri liberi sono gli elementi della prima riga e della prima colonna,
tali valori sono quelli che determinano tutti gli elementi di A. Avremo quindi
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W (A) = [α1−n, · · ·αn−1]. Da cio` si deduce facilmente che una matrice di
Toeplitz di dimensione n×n ha esattamente 2n−1 parametri liberi, notiamo
inoltre che tale valore corrisponde proprio alla dimensione dello spazio lineare
delle matrici di Toeplitz ad un livello.
Supponiamo che dimSn = p e indichiamo con Ξk = [ξki,j], k = 1, · · · , p
una base dello spazio lineare Sn, allora ogni elemento della matrice A e`
univocamente determinato dall’espressione
A(i, j) =
p∑
k=1
ξki,jωk,
dove ωk, k = 1, · · · , p sono i parametri liberi.
Denotiamo inoltre con W (A) il vettore colonna i cui elementi sono tali
parametri. Ovviamente A ↔ W (A) e` una bigezione, quindi si ha che A =
W−1(W (A)).
Denotiamo ora con AS la matrice di dimensioni n
2 × p, che chiameremo
matrice della struttura le cui colonne, che indichiamo con aSk , sono il vec
′(Ξk),
quindi si ha
vec′(A) = ASW (A).
Ora prendiamo A ∈ S1 ⊗ S2, con S1 e S2 due classi strutturate qualsiasi.
Supponiamo inoltre che A abbia vettore-taglia n = (n1, n2), allora si ha che
A ∈ Sn11 ⊗Sn22 ; denotiamo conW1 eW2 le bigezioni tra le matrici appartenenti
rispettivamente a Sn11 e S
n2
2 e i relativi vettori dei parametri liberi e prendiamo
le matrici della struttura dei due spazi lineari considerati,
AS1 = [a
S1
1 , · · · , aS1p ] p = dimSn11 ,
AS2 = [a
S2
1 , · · · , aS2q ] q = dimSn22 .
Poiche` aSik , i = 1, 2, k = 1, · · · , dimSnii sono vettori dati dalle matrici di
base dello spazio lineare Si prese colonna per colonna, allora si ha che
Sn11 = span{W−11 (aS11 ), · · · ,W−11 (aS1p )},
Sn22 = span{W−12 (aS21 ), · · · ,W−12 (aS2q )},
e, ovviamente,
Sn11 ⊗ Sn22 = span{W−11 (aS1k )⊗W−12 (aS2l ) k = 1, · · · , p, l = 1, · · · , q}.
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Per ogni A ∈ Sn11 ⊗Sn22 esiste una matrice dei parametri liberi di dimensione
p × q, che denoteremo con W (A), dove W = W1 ⊗ W2. Possiamo quindi
enunciare il teorema che ci permettera` di costrire Vn(A), ∀A ∈ Sn11 ⊗ Sn22 ,
[19].
Teorema 10 Sia A ∈ Sn11 ⊗ Sn22 , W1 e W2 le bigezioni dei parametri liberi
per Sn11 e S
n2
2 , e W = W1 ⊗W2. Allora Vn(A) e` determinata dalla formula
Vn(A) = AS1W (A)ATS2 .
Dimostrazione: Denotiamo con
W−11 (a
S1
k ) = [ξ
k
i1,j1
], W−11 (a
S2
l ) = [ς
l
i2,j2
].
Allora, se
A = [a(i1,i2)(j1,j2)] ∈ Sn11 ⊗ Sn22
e
W (A) = [ωk,l], 1 ≤ k ≤ p, 1 ≤ l ≤ q
vale
a(i1,i2)(j1,j2) =
p∑
k=1
ξki1,j1
q∑
l=1
ς li2,j2ωk,l =
p∑
k=1
q∑
l=1
ξki1,j1ς
l
i2,j2
ωk,l.
Tale formula corrisponde alla tesi. 
Ora cio` che ci rimane da fare e` costruire un’approssimazione a rango basso
di Vn(A); anche in questo caso applichiamo l’algoritmo per la decomposizione
a valori singolari alla matrice AS1W (A)A
T
S2
mediante la seguente procedura,
(1) calcolo della fattorizzazione QR delle matrici AS1 e AS2 , tale che
AS1 = Q1R1, AS2 = Q2R2;
(2) calcolo di una SVD della matrice R1W (A)R
T
2 , tale che
R1W (A)R
T
2 = UΣV
T .
(3) Allora l’SVD di Vn(A) sara` della forma
Vn(A) = (Q1U)Σ(Q2V )T .
Ora osserviamo che
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Teorema 11 Sia A ∈ Sn11 ⊗ Sn22 e supponiamo che
Ar =
r∑
k=1
Ak1 ⊗ Ak2
sia l’approssimazione ottima di A tale che
‖A− Ar‖F = min
Br
‖A−Br‖F
al variare delle matrici Br di rango tensoriale r. Allora A
k
1 ∈ Sn11 e Ak2 ∈ Sn22 .
Dimostrazione: sia
Ar =
r∑
k=1
Ak1 ⊗ Ak2, uk = vec′(Ak1), vk = vec′(Ak2),
se Ar e` l’approssimazione ottima di rango tensoriale r relativa ad A, allora∑r
k=1 u
k(vk)T e` l’approssimazione ottima di rango r relativa ad Vn(A). Da
cio` si deduce che i vettori uk e vk sono combinazioni lineari delle colonne,
rispettivamente, di Q1U e di Q2V , ma dato che Q1U = AS1(R
−1
1 U) e che
Q2V = AS2(R
−1
2 V ), allora u
k e vk sono combianzioni lineari delle colonne di
AS1 e di AS2 . Cio` dimostra che A
k
1 = W
−1
1 (u
k) ∈ S1 e Ak2 = W−12 (vk) ∈ S2.

Osservazione 1 Supponiamo che A ∈ Sn11 ⊗ Sn22 . Allora per ogni vettore
singolare sinistro u di Vn(A) si ha che W−11 (u) ∈ Sn11 , e ogni vettore singolare
destro v della medesima matrice e` tale che W−12 (v) ∈ Sn22
Se l’approssimazione a rango basso non e` ottimale allora i fattori del
prodotto di Kronecker potrebbero perdere ogni struttura. Fortunatamente i
metodi standard usati a tal fine sembrano mantenere la struttura dei fattori
di Kronecker.
Quando si esegue l’approssimazione a rango basso di Vn(A) si potrebbe
anche fare prima la fattorizzazione QR di W (A), tale che
W (A) ≈
r∑
k=1
uk(vk)T .
Allora la corrispondente approssimazione di Vn(A) e` data da
Vn(A) ≈
r∑
k=1
(AS1u
k)(AS2v
k)T .
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In questo caso pero` non e` detto che avremo un’approssimazione ottimale
con la norma di Frobenius, dato che le matrici ASi , i = 1, 2 potrebbero
essere arbitrarie, ma la struttura dei fattori di Kronecker viene preservata.
Infatti dal teorema 10 si deduce che rk(Vn(A)) ≤ rk(W (A)), inoltre
‖A− A˜r‖ ≤ ‖A− Ar‖‖AS1‖‖AS2‖,
cio` ci suggerisce che questa approssimazione e` quasi-ottimale.
2.1 Approccio di Nagy
Come visto precedentemente una matrice con sruttura X e` definita mediante
il vettore dei parametri liberi ed una matrice le cui colonne sono il risultato
della funzione vec′ applicata alle matrici che formano la base dello spazio
lineare a cui X appartiene. L’approccio usato da Nagy, descritto in [16]
prevede una metodologia di costruzione piu` semplice e immediata, anche se
limitata alle sole matrici di Toeplitz e multilivello con struttura di Toeplitz,
che consiste nel prendere un vettore, che poi risultera` essere il vettore dei
parametri liberi, e decidere quale elemento sara` l’elemento sulla digonale
della matrice di Toeplitz, o multilivello con struttura di Toeplitz, che si vuole
ottenere. A questo punto tale vettore sara` una delle colonne diX, posizionato
in modo opportuno, ed il resto degli elementi sono determinati mediante la
definizione di matrice di Toeplitz. Diamo un esempio,
Esempio 12 Consideriamo il vettore x = [x1, x2, x3, x4]
T e supponiamo che
la sua seconda componente sia l’elemento sulla diagonale della matrice di
Toeplitz X che si vuole ottenere; quindi X(2, 2) = x2, cio` implica che x sara`
la seconda colonna di X ed avremo
X = toep[x, 2] =

x2 x1 0 0
x3 x2 x1 0
x4 x3 x2 x1
0 x4 x3 x2

Con questo metodo e` inoltre possibile costruire una matrice di Toeplitz
a due livelli a partire da un unico vettore, vediamo come cio` puo` avvenire.
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Consideriamo la matrice
W =
 w1,1 w1,2 w1,3w2,1 w2,2 w2,3
w3,1 w3,2 w3,3
 ,
e denotiamo con t il vec′(W T ) = vec(W ). La matrice di Toeplitz, A, che
ne deriva si costruisce supponendo che, per esempio, w2,3 sia l’elemento sulla
diagonale, quindi t sara` una sua colonna posizionata in modo opportuno,
infatti dato che w2,3 e` il sesto elemento del vec(W ) e deve esser sulla diagonale
di A, allora A(6, 6) = w2,3, cio` implica che t costituira` la sesta colonna di A
e, per la definizione di matrice di Toeplitz a due livelli, si avra`
A = toep2[t, 2, 3] =

w2,3 w2,2 w2,1 w1,3 w1,2 w1,1 0 0 0
0 w2,3 w2,2 0 w1,3 w1,2 0 0 0
0 0 w2,3 0 0 w1,3 0 0 0
w3,3 w3,2 w3,1 w2,3 w2,2 w2,1 w1,3 w1,2 w1,1
0 w3,3 w3,2 0 w2,3 w2,2 0 w1,3 w1,2
0 0 w3,3 0 0 w2,3 0 0 w1,3
0 0 0 w3,3 w3,2 w3,1 w2,3 w2,2 w2,1
0 0 0 0 w3,3 w3,2 0 w2,3 w2,2
0 0 0 0 0 w3,3 0 0 w2,3

.
Notiamo che la matrice W non e` altro che la matrice dei parametri liberi
di A, in quanto i suoi elementi sono quelli che variano all’interno di A.
Quello che ora vorremmo fare e` prendere una matrice di Toeplitz a due
livelli, definita con il metodo detto sopra, e fornire una sua approssimazione
tensoriale.
Consideriamo la matrice A di dimensioni n × n con vettore-taglia n =
(n, n), essa sara` della forma
A =

A0,0 A0,1 · · · A0,n−1
A1,0 A1,1 · · · A1,n−1
...
...
. . .
...
An−1,0 An−1,1 · · · An−1,n−1
 ,
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costruiamo quindi la seguente matrice
A˜ =

vec′(A0,0)T
...
vec′(An−1,0)T
...
vec′(A0,n−1)T
...
vec′(An−1,n−1)T

,
come mostrato in [21] e in [25] si ha che
‖A−
r∑
k=1
Ak ⊗Bk‖F = ‖A˜−
r∑
k=1
(a˜k(b˜k)T )‖F ,
dove a˜k = vec′(Ak) e b˜k = vec′(Bk).
Quindi cio` che vorremmo fare e` trovare i vettori a˜k e b˜k. Per far cio`, come
gia` sappiamo, bastera` applicare l’algoritmo per l’SVD a A˜ in modo tale da
scrivere tale matrice nella forma UΣV T , prendere la sua approssimazione
tenendo in considerazione i valori singolari significativi e porre a˜k =
√
σku
k
e b˜k =
√
σkv
k, dove con uk e vk si intendono le colonne delle matrici U e V .
Nel caso in cui le matrici di Toeplitz di secondo livello siano definite con
questo approccio possiamo usare un altro procedimento che ottimizza i costi.
Teorema 12 [16] Sia A una matrice di Toeplitz di secondo livello di dimen-
sioni n2 × n2, costruita a partire da W e tale che wi,j sia l’elemento sulla
diagonale di A, siano Ak e Bk matrici di Toeplitz n× n, definiamo
1. ak e bk tali che Ak = toep[ak, i] e Bk = toep[bk, j];
2. A˜;
3. a˜k = vec′(Ak);
4. b˜k = vec′(Bk);
5. A1T = diag(
√
n− i+ 1,√n− i+ 2, · · · ,√n− 1,√n,√n− 1, · · · ,√i+ 1,√i);
6. A2T = diag(
√
n− j + 1,√n− j + 2, · · · ,√n− 1,√n,√n− 1, · · · ,√j + 1,√j);
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7. V˜n(A) = A1TWA2T.
Allora per r ≤ rk(W ),
‖A˜−
r∑
k=1
a˜k(b˜k)T‖F = ‖V˜n(A)−
r∑
k=1
(A2Ta
k)(A2Tb
k)T‖F .
Quindi il problema si riduce a trovare i vettori ak e bk che minimizzino
‖V˜n(A)−
∑r
k=1(A
1
Ta
k)(A2Tb
k)T‖F .
Il procedimento usato e` il seguente
• Definiamo i vettori
α1 = [
√
n− i+ 1,√n− i+ 2, · · · ,√n− 1,√n,√n− 1, · · · ,√i+ 1,
√
i]
e
α2 = [
√
n− j + 1,
√
n− j + 2, · · · ,√n− 1,√n,√n− 1, · · · ,
√
j + 1,
√
j];
• Calcoliamo V˜n(A) = (α1(α2)T )∗W e calcoliamo una sua SVD troncandola
ai primi r valori singolari significativi, tale che V˜n(A) =
∑r
k=1 σku
k(vk)T ,
dove con ∗ si intende la moltiplicazione elemento per elemento;
• Calcoliamo
ak = (
√
σku
k)/α1,
Ak = toep(ak, i),
bk = (
√
σkv
k)/α2,
Bk = toep(bk, j),
dove con / si intende la divisione elemento per elemento.
2.2 Applicazioni
Una possibile applicazione della teoria riguardo l’approssimazione con somme
di prodotti di Kronecker concerne il miglioramento delle immagini. Il piu`
delle volte il restauro di un’immagine e` modellato mediante il sistema lineare
g = Kf + e, (2.3)
dove sono note la matrice K e il vettore g che rappresenta l’immagina sfo-
cata, e l’obiettivo e` calcolare il vettore f che rappresenta l’immagine reale
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desiderata; il vettore e, che rappresenta l’errore, o rumore, puo` essere molto
piccolo, in tal caso si tende a ignorarlo risolvendo semplicemente il sistema
Kf = g.
Di solito la matrice K definita in (2.3) e` mal condizionata, quindi risulta
molto difficile dare un’approssimazione accurata di f invertendo semplice-
mente K. Si preferisce quindi avere un’approssimazione di K piu` stabile.
Formalmente il modello per il restauro delle immagini e` lo stesso sia per
immagini bidimensionali che per quelle tridimensionali, ma le tecniche usa-
te per regolarizzare la matrice K cambiano in quanto sono diverse le sue
proprieta` strutturali.
2.2.1 Miglioramento di immagini bidimensionali
Se lo sfocamento e` invariante nello spazio e le condizioni al bordo siano
nulle, allora K e` una matrice di Toeplitz a due livelli costruita a partire da
un matrice P detta funzione di espansione del punto, o PSF, (Point Spread
Function); il vec′(P T ) corrispondera` quindi ad una colonna di K e l’elemento
pi,j che determina la diagonale di tale matrice si trova esaminando il grafico
tridimensionale di P , in cui gli assi x e y contengono rispettivamente gli indici
i e j della matrice e il picco del grafico proiettato sul piano z = 0 restituisce
l’elemento cercato. Anzitutto ricordiamo che se la PSF puo` essere scritta
nella forma P = σuvT , cioe` ha rango 1, allora K risulta essere K = A⊗ B,
con A = toep[
√
σu, i] e B = toep[
√
σv, j]. In caso contrario adotteremo il
metodo descritto nel paragrafo precedente riguardo l’approccio Nagy, fino ad
arrivare ad avere
Kr =
r∑
k=1
Ak ⊗Bk.
Il sistema iniziale viene quindi trasformato nel sistema(
r∑
k=1
Ak ⊗Bk
)
f = g,
che puo` essere risolto applicando a Kr un opportuno algoritmo per l’inver-
sione delle matrici.
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2.2.2 Miglioramento di immagini tridimensionali
Supponiamo di avere un’immagine m×n×p tridimensionale, allora f sara` un
vettore di dimensione N = mnp e, per semplicita` di notazione senza perdere
di generalita`, supporremo che anche g e e sono vettori di lunghezza N e che
K sia una matrice N ×N .
Un possibile modo per dare un’approssimazione di K, che sia piu` stabile
di K stessa, consiste nell’applicarvi un algoritmo di regolarizzazione, cioe` un
serie di iterazioni che, se arrestate al momento giusto, forniscono K˜ ≈ K.
La matrice cos`ı ottenuta puo` essere invertita con accuratezza e moltiplicata
per g, cio` fornisce una buona approssimazione di f.
Iterazioni di regolarizzazione
Quello che vogliamo fare e` migliorare le immagini 3D usando un algoritmo
appartenente alla famiglia dei metodi iterativi che di solito in forma generale
sono definiti da
fj+1 = fj − αjMjrj
dove con rj = g−Kfj si denota il residuo ad ogni iterazione e fj e` l’approssi-
mazione di f .
Supponiamo che sia computazionalmente possibile fare la decomposizione
a valori singolari di K, quindi K = UΣV T , con U e V ortogonali e Σ =
diag(σ1, · · · , σN). Allora un approccio iniziale per calcolare f e` quello di
trovare la soluzione inversa,
finv = K
−1g = V Σ−1UTg =
N∑
i=1
uTi g
σi
vi = f +
N∑
i=1
uTi e
σi
vi,
dove con ui e vi si intendono, rispettivamente, le colonne di U e di V . Il
problema pero` sorge nel caso in cui abbiamo valori singolari molto piccoli,
infatti cio` amplificherebbe l’errore dato da
N∑
i=1
uTi e
σi
vi.
In tal caso quello che si fa e` applicare l’algoritmo di SVD con dei filtri, quindi
la soluzione filtrata sara` della forma
ffilt =
N∑
i=1
φi
uig
σi
vi,
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dove φi e` il filtro introdotto per limitare l’amplificazione dell’errore.
Un metodo di filtraggio possibile e` quello introdotto da Tikhonov secondo
il quale il filtro φi e` definito dall’espressione
φi =
σ2i
σ2i + τ
,
dove τ e` un valore reale positivo detto parametro di regolarizzazione.
Un’altra metodologia di filtraggio e` quella data dall’algoritmo per la
decomposizione a valori singolari troncata (TSVD), ovvero
φi =
{
1, se σi ≥ τ
0, se σi < τ
dove τ potrebbe anche essere un valore singolare specifico, σr. Il parametro
r e` detto indice di troncamento e la soluzione diviene
f =
r∑
i=1
uig
σi
vi.
Un’altra metodologia, per trovare f , in alternativa alla decomposizione
a valori singolari di K e` quella che permette di trovare una fattorizzazione
tensoriale della matrice.
Fattorizzazione di Kronecker
Supponiamo che la matrice K sia costruita a partire da una funzione di
espansione del punto, ovvero una matrice P , e ricordiamo che per le immagini
tridimensionali K e` multilivello a tre livelli. Il nostro scopo sara` quello di
descrivere un approccio che permetta di fattorizzare una matrice strutturata
e definita da un PSF mediante una somma di prodotti di Kronecker, nella
forma
K ≈
∑∑∑
Ak ⊗Bj ⊗ Ci
dove Ak, Bj, Ci hanno particolari proprieta`. Tale approccio e` stato esaminato
in [18].
Ricordiamo che dati due vettori u e v di dimensioni rispettivamente n×1
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e m× 1 il loro prodotto di Kronecker u⊗ v e` uguale a vec(uvt), infatti
u⊗ v =

u1
 v1...
vm

u2
 v1...
vm

...
...
un
 v1...
vm


= vec

 u1v1 u1v2 · · · u1vm... ... . . . ...
unv1 unv2 · · · unvm

 .
Il prodotto di Kronecker tra tre vettori a,b, c sara` quindi uguale alla fun-
zione vec applicata al prodotto di essi trasposti nelle tre direzioni principali
di uno spazio tridimensionale, ovvero in verticale, in orizzontale ed in profon-
dita`, definiamo l’operatore ◦ che generalizza questo tipo di moltiplicazione
tra vettori, quindi applicandolo al caso precedente avremo vec(uvT ) = vec(u◦
v) = u⊗ v.
Supponiamo ora di avere la matrice P di rango tensoriale 1, tale che
vec(P ) permette di costriure K, allora P sara` della forma
P = c ◦ b ◦ a,
dove a, b, c sono vettori di lunghezza rispettivamente m, n e p. Avremo
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quindi
vec(P ) = vec(c ◦ b ◦ a) =

a1

b1
 c1...
cp

...
bn
 c1...
cp


...
...
...
am

b1
 c1...
cp

...
bn
 c1...
cp



,
in particolare si ha che
(c ◦ b ◦ a)i,j,k = cibjak.
In questo caso la matriceK puo` essere rappresentata mediante il prodotto
di Kronecker K = A ⊗ B ⊗ C, dove A, B e C sono matrici strutturate, la
cui struttura dipende dalle condizioni al bordo e vengono costruite a partire
dai vettori a,b, c, nel caso specifico in cui le condizioni al bordo siano nulle
allora tutte e tre le matrici sono di Toeplitz.
Nel caso in cui P abbia rango tensoriale maggiore di 1 dobbiamo trovare
gli scalari δi,j,k e i vettori ui, vj e wk, per i = 1, · · · , r1, j = 1, · · · , r2 e
k = 1, · · · , r3, tali che
P =
r1∑
i=1
r2∑
j=1
r3∑
k=1
δi,j,kui ◦ vj ◦wk; (2.4)
tale tipo di decomposizione viene detta HOSVD, (high-order singular value
decomposition).
Una volta espressa P in questo modo si ha che
K ≈
∑
i
∑
j
∑
k
Ak ⊗Bj ⊗ Ci,
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dove Ak, Bj e Ci sono costruite a partire dai vettori ak = δ
1/3
i,j,kwk, bj = δ
1/3
i,j,kvj
e ci = δ
1/3
i,j,kui con la metodologia descritta nel paragrafo 2.1.
La decomposizione HOSVD di una matrice P a tre indici e` stata studiata
in [18, 17] e viene calcolata usando una funzione MATLAB detta unfold e
la sua inversa fold, vediamo come agisce la funzione unfold applicata a P .
Anzitutto P e` una matrice a tre indici, quindi la possiamo visualizzare in
questo modo
Figura 2.1: matrice P
Ora chiamiamo P(1) = unfold(P, 1), tale funzione restituisce la matrice
[P (:, 1, :)P (:, 2, :) · · ·P (:, n, :)] dove P (:, j, :) e` una generalizzazione, nel caso
di matrici a tre indici, del comando A(:, j) che fornisce la j-esima colonna di
una matrice A a due indici, in particolare si ha che P (:, 1, :) e` una rappre-
sentazione vettoriale della matrice sulla faccia sinistra del cubo in figura 2.1
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determinato da P , tale vettore ha dimensione mn× 1 ed ha questa forma
P (1, 1, 1)
P (2, 1, 1)
...
P (m, 1, 1)
P (1, 1, 2)
...
P (m, 1, 2)
P (1, 1, p)
...
P (m, 1, p)

,
quindi
P(1) =

P (1, 1, 1) P (1, 2, 1) P (1, 3, 1) · · · P (1, n, 1)
P (2, 1, 1) P (2, 2, 1) P (2, 3, 1) · · · P (2, n, 1)
...
...
...
. . .
...
P (m, 1, 1) P (m, 2, 1) P (m, 3, 1) · · · P (m,n, 1)
P (1, 1, 2) P (1, 2, 2) P (1, 3, 2) · · · P (1, n, 2)
...
...
...
. . .
...
P (m, 1, 2) P (m, 2, 2) P (m, 3, 2) · · · P (m,n, 2)
P (1, 1, p) P (1, 2, p) P (1, 3, p) · · · P (1, n, p)
...
...
...
. . .
...
P (m, 1, p) P (m, 2, p) P (m, 3, p) · · · P (m,n, p)

.
Ovviamente la funzione fold(unfold(P, 1)) restituisce P .
Possiamo quindi descrivere l’algoritmo HOSVD. ALGORITMO HOSVD:
1◦ PASSO Data la matrice P = [P (i, j, k)] con i = 1, · · · ,m, j = 1, · · · , n
e k = 1, · · · , p definiamo nella notazione di MATLAB
P(1) = unfold(P, 1) = [P (:, 1, :)P (:, 2, :) · · ·P (:, n, :)],
P(2) = unfold(P, 2) = [P (:, :, 1)
TP (:, :, 2)T · · ·P (:, :, p)T ],
P(3) = unfold(P, 3) = [P (1, :, :)
TP (2, :, :)T · · ·P (m, :, :)T ].
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2◦ PASSO Calcoliamo un’SVD di ogni matrice definita sopra,
P(1) = U∆(1)Q
T
(1),
P(2) = V∆(2)Q
T
(2),
P(3) = W∆(3)Q
T
(3),
dove U , V eW sono matrici ortogonali quadrate e le ∆(i) sono quadrate
e diagonali. Allora i vettori ui della (2.4) sono le colonne della matrice
U , ovvero i vettori singolari sinistri di P(1), analogamente i vettori vj
sono le colonne di V e wk quelle di W ;
3◦ PASSO Gli scalari δi,j,k sono gli elementi della matrice m× n× p
∆ = fold(UTP(1)(V ⊗W ), 1).
Notiamo che se P fosse una matrice m × n × 1, cioe` una matrice bidi-
mensionale allora l’HOSVD si ridurrebbe proprio all’SVD, infatti osserviamo
che
• P(1) = P , quindi i vettori singolari sinistri di P(1) sono quelli di P ;
• P(2) e` una matrice mn× 1, quindi W = 1;
• P(3) = P T , quindi i vettori singolari sinistri di P(3) sono quelli destri di
P ;
• ∆ = fold(UTP(1)(v ⊗ 1), 1) = UTPV , quindi P = U∆V T .
Ricapitolando, in principio abbiamo solo la PSF P , senza alcuna con-
dizione al bordo, ed in base alle sue proprieta` determiniamo l’elemento P (h, l, s)
sulla diagonale di K. In secondo luogo mediante l’algoritmo HOSVD troviamo
i vettori ak = (a
1
k, · · · , amk ), bj = (b1j , · · · , bnj ) e ci = (c1i , · · · , cpi ) tali che
P =
r1∑
i=1
r2∑
j=1
r3∑
k=1
ci ◦ bj ◦ ak;
quindi sappiamo che
P (h, l, s) =
r1∑
i=1
r2∑
j=1
r3∑
k=1
chi b
l
ja
s
k
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eK ≈
∑∑∑
Ak ⊗Bj ⊗ Ci,
dove Ak, Bj e Ci sono matrici di Toeplitz e vengono costruite rispettivamente
con i vettori ak, bj e ci e hanno come elemento sulla diagonale a
h
k, b
l
j e c
s
i .
Una volta ottenuta tale rappresentazione della matrice K possiamo in-
vertirla usando un algoritmo oppourtuno.
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Capitolo 3
Algoritmo di Newton
3.1 Iterazione di Newton generalizzata
L’algoritmo di Newton permette di invertire una matrice ed e` composto da
un certo numero di iterazioni le quali sono strutturate nel seguente modo,
Xj+1 = 2Xj −XjAXj, j = 0, 1, 2, · · ·
X0 = A
T (1/θ), θ = ‖AAT‖ (3.1)
con limj Xj = A
−1.
In realta` la condizione iniziale sara` X0 = I(1/θ) con θ ≥ ρ(A) per matrici
A simmetriche definite positive eX0 = A
T (1/θ) per tutte le altre matrici. Nel
prossimo paragrafo ne spiegheremo i motivi. Questo metodo e` stato studiato
da molti autori, una sua sintesi e` riportata in [6] e applicato alle matrici di
Toeplitz in [20].
Sia A una matrice non singolare, consideriamo la successione di matrici
generate da (3.1). Tale succesione che converge ad A−1, se detA 6= 0, formal-
mente si ottiene applicando l’iterazione di Newton xj+1 = xj − f(xj)/f ′(xj)
alla funzione f(X) = X−1 − A, possiamo inoltre vedere la (3.1) come un
caso particolare dell’iterazione di Newton generalizzata basata sulla seguente
metodologia
Xj+1 = A
−1(I − (I − AXj)m), m ≥ 2. (3.2)
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3.1.1 Convergenza
Denotiamo con Rj = I−AXj l’errore residuo al j-esimo passo dell’algoritmo;
dalla (3.2) si ha che Rj+1 = I − AXj+1 = I − I + (I − AXj)m = Rmj , cioe`
Rj = R
mj
0 .
Tale espressione ci da` molte informazioni sulla convergenza dell’iterazione di
Newton generalizzata.
Per matrici A simmetriche definite positive, con autovalori 0 < λ1 ≤ · · · ≤
λn = ρ(A), indichiamo con µ(A) il numero di condizionamento della matrice
in norma euclidea e poniamo X0 = (1/θ)I, θ ≥ ρ(A). Ricordiamo che
µ(A) = ‖A‖2‖A−1‖2 e che ‖A‖2 = ρ(A). Dato che l’inversa di una matrice
simmetrica e` ancora simmetrica e osservando che gli autovalori di A−1 sono
i reciproci di quelli di A, si ha ρ(A−1) = 1/λ1. Da cio` si deduce che µ(A) =
λn/λ1. Sappiamo inoltre che gli autovalori di R0 sono 1−λi/θ, i = 1, · · · , n
e sono compresi tra 0 e 1.
Notiamo che Rj e` simmetrica se lo e` A, quindi si ha che ‖Rj‖2 = (1 −
λ1/θ)
mj . Cio` implica che il metodo ha una convergenza doppiamente espo-
nenziale se 0 ≤ 1 − λ1/θ < 1, del resto pero` noi sappiamo che 1 − λ1/θ <
1 ≤ 1− 1/µ(A) < 1, quindi potremmo semplicemente scegliere θ = ‖A‖ per
ogni norma matriciale indotta ‖ · ‖, in quanto, per le proprieta` delle norme
matriciali indotte, si ha che ‖A‖ ≥ ρ(A).
Nel caso in cui A sia una matrice qualsiasi non singolare, allora sappiamo
che AAT e` simmetrica e definita positiva, allora bastera` porre X0 = (1/θ)A
T ,
con θ ≥ ρ(ATA) per garantire la convergenza doppiamente esponenziale, in
quanto si ha che R0 = I − (1/θ)AAT e` simmetrica definita positiva e i suoi
autovalori sono minori o uguali ad 1−µ1/θ, dove µ1 e` il piu` piccolo autovalore
di AAT .
Vediamo ora quante iterazioni sono necessarie per avere la convergenza
doppiamente esponenziale.
Sapendo che (1 − 1/x)x < 1/e < 1/2, osserviamo che dopo un numero
di iterazioni pari a k = dlogm(λ1/θ)e, si ha che ρ(Rk) ≤ 1/e < 1/2. Infatti
poiche`
(1− 1/x)x < 1/2
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la condizione ρ(Rk) = (1− λ1θ )m
k ≤ 1/2, riscritta come
[(
1− 1
θ/λ1
)θ/λ1]λ1θ mk
≤ 1
2
e` verificata se [
1
2
]λ1
θ
mk
≤ 1
2
,
essendo (
1− 1
θ/λ1
)λ1/θ
≤
(
1
2
)λ1/θ
.
Prendendo il logaritmo in entrambi i membri dell’espressione[
1
2
]λ1
θ
mk
≤ 1
2
,
otteniamo
mk
λ1
θ
log
1
2
≤ log 1
2
,
da cui
mk
λ1
θ
≥ 1⇔ mk ≥ θ
λ1
.
Dall’ultima disuguaglianza si ottiene che
k ≤ logm
θ
λ1
.
Essendo il numero di iterazioni un valore naturale, prenderemo l’approssi-
mazione per eccesso, a valori in Z, di logm θλ1 = dlogm θλ1 e. Quindi per avere
un errore residuo minore di un valore dato  e` sufficiente applicare l’iterazione
(3.2) per ν = dlogm(θ/λ1)e+logm log −1 passi, con θ tale che µ(A) ≤ λ1/θ. Il
primo termine nell’addizione precedente ci dice quanti sono i passi da fare per
avere una convergenza pura esponenziale doppia di ordine m, dove con tale
espressione si vuol significare che l’errore tende a zero come am
j
per a ≤ 1/2
e m > 1; il secondo termine ci fornisce l’informazione riguardo quanti passi
si debbono fare per avere un errore residuo limitato da .
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3.2 Iterazione di Newton e -rango di dislo-
camento
L’iterazione di Newton appena descritta, applicata a matrici qualsiasi, puo`
risultare talvolta molto costosa, poiche` ad ogni passo si ha un numero di
operazioni pari ad O(n3), pero`, applicata a matrici aventi una determina-
ta caratteristica che si conserva con l’operazione di inversione, tale metodo
risulta essere un ottimo strumento. Come detto in precedenza questo e` il
caso del rango di dislocamento.
Presenteremo quindi ora un approccio a questo metodo basato sul concet-
to di algoritmo adattativo e tale che ogni approssimazione Xj viene sostituita
con una matrice di rango di dislocamento dj, scegliendo dj in modo tale che
la norma della differenza tra la matrice A e quelle con rango di dislocamento
dj sia sufficientemente piccola per garantire la convergenza del metodo. Esso
e` stato studiato in [2].
Tale metodo viene detto adattativo in quanto il metodo si modifica a
seconda del tipo di input che si ha. Definiamo ora l’iterazione di Newton
modificata nel seguente modo
Yj = 2Xj −XjAXj (3.3)
Xj+1 = dislj(Yj)
dove A e` una matrice di Toeplitz con drk(A) = d, l’operatore di tronca-
mento dislj(·) e` definito in (1.9) e j viene stabilita a seconda delle diverse
strategie che si vogliono adottare; la piu` semplice consiste nell’attribuirle un
valore costante che approssima la radice quadrata della precisione di macchi-
na, ovvero j = 10
−8, ∀i. Si puo` comunque fare facilmente anche una
scelta dinamica delle j che garantisca la convergenza del metodo di Newton
modificato. Anzitutto pero` osserviamo che
∆(Yj) = 2∆(Xj)−∆(Xj)AXj −Xj∆(A)Xj −XjA∆(Xj),
∆−(Yj) = 2∆−(Xj)−∆−(Xj)AXj −Xj∆+(A)Xj −XjA∆−(Xj).
Da tali formule possiamo stimare il rango di dislocamento di Yj, infatti si ha
che
∆(Yj) = ∆(Xj)(2I − AXj)−Xj∆(A)Xj −XjA∆(Xj),
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il rango del primo e del terzo addendo e` minore o uguale del rango di ∆(Xj),
mentre il rango del secondo addendo e` minore o uguale di drk(A). Quindi,
detto d = drk(A), si ha che drk(Yj) ≤ d + 2drk(Xj), ovviamente si ha
l’analgo per il rango di ∆−(Yj). Per semplicita` di notazione nel resto di
questo paragrafo scriveremo X e Y anziche`, rispettivamente, Xj e Yj, inoltre
l’unica norma che considereremo e` quella euclidea, quindi scriveremo ‖ · ‖
anziche` ‖ · ‖2.
Quello che ora vorremmo fare e` calcolare una decomposizione a valori
singolari di ∆(Y ) sfruttando la fomula sopra enunciata.
Poniamo ∆(X) = UXDXV
T
X , o ∆
−(X) = UXDXV TX , con UX , VX ∈ Rn×d
che sono matrici ortogonali e ∆(A) = UADAV
T
A , o ∆
+(A) = UADAV
T
A , con
UX , VX ∈ Rn×d ortogonali, si ottene che
∆(Y ) = 2UXDXV
T
X − UXDXV TXAX −XUADAV TAX −XAUXDXV TX ,
possiamo riscrivere tale formula come prodotti di matrici
∆(Y ) = UYDY V
T
Y con
UY = [UX , XUA, XAUX ], VY = [VX , X
TATVX , X
TVA]
DY =
 2DX −DX 00 0 −DA
−DX 0 0
 . (3.4)
Fatta la fattorizzazione QR di UY e VY , tale che UY = Q1R1 e VY = Q2R2
con Qi e Ri, per i = 1, 2 matrici ortogonali, possiamo trovare un’SVD di
R1DYR
T
2 = UΣV
T , quindi la decomposizione di ∆(Y ) sara` data dall’espres-
sione
∆(Y ) = (Q1U)Σ((Q2V )
T ).
Calcoliamo quindi il rango di dislocamento di Xj+1 = disl(Y ) seguendo i
seguenti passi.
ALGORITMO 1: calcola il rango di dislocamento approssimato
di Y = 2X −XAX.
1. calcolo delle matrici UX , VY , DY di (3.4);
2. calcolo della fattorizzazioneQR di UY = Q1R1 e VY = Q2R2;
3. calcolo di un’SVD diR1DYR
T
2 = UΣV , ponendo Σˆ = Diag(σ1, · · · , σr),
dove r e` tale che i valori singolari di R1DYR
T
2 rispettino la
relazione σr+1 ≤ σ1 < σr;
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4. si pone UX = Q1Uˆ , VX = Q2Vˆ , DX = Σˆ, dove Uˆ e Vˆ sono
matrici composte rispettivamente dalle prime r colonne di
U e di V .
Nel terzo passo di tale algoritmo si calcola l’-rango di dislocamento di
Y , mentre notiamo che nel quarto passo viene determinato il generatore
ortogonale di dislocamento relativo a ∆−, ovvero la terna (Uˆ , Σˆ, Vˆ ). Tale
procedura puo` comunque essere estesa al calcolo del generatore ortogonale
di dislocamento relativo a ∆, calcolando anche la prima colonna di Xˆ, cioe`
2Xe1 −XAXe1, quindi si avra` il generatore (2Xe1 −XAXe1, Uˆ , Σˆ, Vˆ ).
Riguardo alla scelta della strategia da seguire per determinare la , noti-
amo anzitutto che vale il seguente
Teorema 13 [2] Sia A una matrice di dimensioni n×n e sia d′ = drk(A) ≤
drk(A) = d, sia A una rappresentazione di -dislocamento di A e siano
σ1, · · · , σd i valori singolari di ∆(A). Allora si ha che
‖A− A‖ ≤ n
d∑
i=d′+1
σi ≤ n(l − d′).
Dimostrazione: Sia ∆(A) = UΣV T , in base a quanto espresso nel teorema
4 ed in (1.8), si ha che ‖A − A‖ =
∑d
i=d′+1 σiL(ui)L(Zvi)
T , con ‖ui‖2 =
‖vi‖2 = 1, poiche` per ogni vettore u, ‖L(u)‖2 = ‖L(u)T‖2 e ‖L(u)‖2 ≤∑n
i=1 |ui|‖Zi‖ =
∑u
i=1 |ui| ≤
√
n‖u‖, allora si ha ‖A − A‖ ≤ n
∑d
i=d′+1 σi,
dato che |σi| ≤  per i = d′ + 1, · · · , d, in quanto d′ = drk(A), allora la
dimostrazione e` completata.

Inoltre ponendo DX = diag(σ1, · · · , σh), Y = 2X −XAX, V = disl(Y ) =
Y +E, RX = I−AX, RY = I−AY, RV = I−AV, si possono fare le seguenti
osservazioni
• drk(Y ) ≤ 2h+ d;
• RY = RmX ;
• ‖E‖ ≤ 2n∑2h+di=r+1 σi ≤ 2n(2h+ d− r)σ1, dove σr > σ1 ≥ σr+1;
• RV = RY − AE;
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• ‖RV ‖ ≤ ‖RmX‖+ ‖A‖2n(2h+ d− r).
Quindi ∀ > 0 esiste δ tale che per
 ≤ δ‖RmX‖/(‖A‖2n(2h+ d)σ1),
vale la disuguaglianza
‖RV ‖ ≤ ‖RmX‖(1 + δ), (3.5)
che sta alla base della dimostrazione del seguente teorema [2].
Teorema 14 Sia X0 tale che ‖X0‖ ≤ 1 − θ e poniamo j = θ/(4n(2hj +
d)σ
(j)
1 ‖A‖) con hj = drk(Xj), σ(j)1 = ρ(∆(Xj)) (σ(j)i = ρ(∆−(Xj))). Allora
per gli errori Rj = I −AXj della successione {Xj}j generati dall’ iterazione
di Newton modificata si ha che ‖Rj‖ ≤ (1− θ/2)mj .
Dimostrazione: Dalla (3.5) si ha che ‖Rj‖ ≤ ‖Rj+1‖m(1 + θ/2), quindi
otteniamo che ‖Rj‖ ≤ (1− θ)(1 + θ/2)mj ≤ (1− θ/2)mj . 
Per θ = 1/µ(A) si ha che  ≤ ‖Rj‖m/(4n(2hj + d)σ1µ(A)). Tale limite
garantisce quindi la convergenza qualsiasi sia la matrice di input, pero` puo`
far crescere troppo il rango di dislocamento nelle Xj intermedie, in quanto
e` noto che moltiplicando due matrici, una di rango di dislocamento d1 e
l’altra d2 la matrice risultante avra` rango di dislocamento minore o uguale a
d1 + d2. Una strategia piu` ragionevole e` quella di scegliere  a seconda del
tipo di matrice che si vuole invertire.
Diamo qui di seguito uno schema che rappresenta in cosa consiste l’algo-
ritmo di un’iterazione di Newton modificata in termini della sua rappresen-
tazione ortogonale di dislocamento rispetto all’operatore ∆−.
ALGORITMO 2: iterazione di Newton e -rango di dislocamento
• INPUT:
– gli interi n e d,
– il massimo numero di iterazioni MAXIT ,
– il limite dell’errore residuo ,
– il generatore ortogonale di dislocamento (UA, σA, VA)
di una matrice non singolare A ∈ Rn×n, con rango di
dislocamento d,
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– il generatore ortogonale di dislocamento (UX , σX , VX)
di una matrice X0 tale che AX0 sia definita positiva e
ρ(AX0) < 1,
– una strategia per la scelta del valore di troncamento i.
• OUTPUT: un’approssimazione X di A−1 tale che ‖I−AX‖ ≤
 data in termini del suo generatore ortogonale di disloca-
mento (UX , σX , VX)
• CALCOLO:
PASSO 0: porre i = 0 e X = X0;
PASSO 1: calcolare il valore di troncamento i;
PASSO 2: calcolare il generatore di dislocamento approssi-
mato (UY , σY , VY ) di Y = 2X −XAX mediante l’algo-
ritmo 1 con  = i e (UX , σX , VX) = (UY , σY , VY );
PASSO 3: calcolare ‖R‖ tale che R = I − AX; se ‖R‖ > 
e i ≤ MAXIT allora porre i = i+ 1 e tornare al passo
1;
PASSO 4: se i > MAXIT allora il programma restituisce
FAILURE, altrimenti se ‖R‖ ≤  allora viene dato il
generatore ortogonale di dislocamento di X.
3.3 Iterazione di Newton e somma di prodot-
ti di Kronecker
Studiamo ora il caso in cui la matrice da invertire, tramite l’algoritmo di
Newton, sia espressa come somme di prodotti di Kronecker e vediamo come
e` possibile modificare le relative iterazioni al fine di ridurre i costi.
Supponiamo di avere una matrice A di dimensioni n × n di basso rango
tensoriale, in tal caso non sappiamo se A−1 avra` lo stesso rango tensoriale
ma possiamo trovare una sua approssimazione di -rango tensoriale basso.
Per vedere come sia possibile farlo, osserviamo prima che ogni iterazione di
Newton
Xj+1 = 2Xj −XjAXj
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richiede due moltiplicazioni tra matrici e, ognuna di esse, nel caso in cui le
matrici siano qualsiasi, costa O(n3). Nel nostro caso pero` sia Xj che A sono
espresse in forma tensoriale, quindi notiamo che date due matrici n× n
M1 =
r1∑
k=1
Ak1 ⊗Bk1 e M2 =
r2∑
i=1
Ak2 ⊗Bk2
allora
M1M2 =
r1∑
k1=1
r2∑
k2=1
(Ak11 A
k2
2 )⊗ (Bk11 Bk22 ),
quindi in questo caso la complessita` del prodotto matrice per matrice diventa
O(r1r2n
3/2).
Il problema a questo punto e` che il rango tensoriale ad ogni passo iterativo
cresce, infatti, supponiamo che A abbia rango tensoriale r e che quello di Xj
sia h, allora avremo che
A =
r∑
k=1
Ak ⊗Bk, Xj =
h∑
k=1
W kj ⊗ Zkj .
Nel momento in cui moltiplichiamo la matrice A per Xj avremo
AXj = [(A
1 ⊗B1) + · · ·+ (Ar ×Br)] [(W 1j ⊗ Z1j ) + · · ·+ (W hj ⊗ Zhj )] =
(A1 ⊗B1)(W 1j ⊗ Z1j ) + (A1 ⊗B1)(W 2j ⊗ Z2j ) + · · ·+ (Ar ⊗Br)(W hj ⊗ Zhj ) =
(A1W 1j ⊗B1Z1j ) + (A1W 2j ⊗B1Z2j ) + · · ·+ (ArW hj ⊗BrZhj ).
Come possiamo notare tale espressione e` data dalla somma di rh prodotti
tensoriali. Cio` ci permette di dedurre che XjAXj avra` rango tensoriale mi-
nore o uguale a rh2, inoltre e` evidente che la somma di due matrici ha al
piu` come rango tensoriale la somma dei rispettivi ranghi tensoriali, quindi
ad ogni iterazione Xj+1 avra` rango tensoriale minore o uguale ad h+ h
2r.
Il nostro obiettivo e` quello di troncare tale risultato in modo tale che il
rango tensoriale risulti basso. Per far cio` chiameremo Yj la matrice determi-
nata dall’usuale iterazione di Newton ed Xj+1 il suo troncamento scelto in
modo tale che
‖Yj −Xj+1‖F ≤ ‖Yj‖F .
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La matriceXj+1 si costruisce mediante la procedura di ricompressione che
si puo` attuare mediante l’algoritmo per la decomposizione a valori singolari
applicata alla matrice Yj, quindi scriveremo Xj+1 = tens(Yj).
Data Yj =
∑l
k=1 S
k
j ⊗T kj con l ≤ h+rh2 e dim(Skj ) = n1, dim(T kj ) = n2
tale che n1n2 = n, costruiamo la matrice V(n1,n2)(Yj) e ne facciamo l’SVD
prendendo in considerazione solo i primi h vettori singolari sinistri e de-
stri e i primi h valori singolari, da essi costruiamo le nuove matrici W kj+1 e
Zkj+1, k = 1, · · · , h, come spiegato nel capitolo 2, e otterremo
Xj+1 =
h∑
k=1
W kj+1 ⊗ Zkj+1.
Descriviamo ora l’iterazione di Newton in cui ogni iterata viene proiettata
nell’insieme delle matrici a rango tensoriale assegnato.
Yj = 2Xj −XjAXj
Xj+1 = tens(Yj).
Come nel caso precedente termineremo le iterazioni quando l’errore residuo
I − AXj+1 sara` tale che ‖I − AXj+1‖2 ≤ .
L’unico punto che rimane da chiarire e` quale sia X0. Di solito, come
abbiamo visto precedentemente viene preso
X0 = θA
T ,
con θ ≤ λ21, in quanto si ha che
‖I − AXj‖2 < 1.
3.4 Iterazione di Newton ‘proiettata’
In questo paragrafo studieremo come e` possibile modificare l’iterazione di
Newton tenendo conto sia dell’-rango di dislocamento sia dell’-rango ten-
soriale dell’iterata.
L’obiettivo e` quello di dare un algoritmo che produca l’approssimazione
dell’inversa di una matrice a due livelli con rango tensoriale e rango di
dislocamento bassi.
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La motivazione di tali presupposti sta nel fatto che, come vedremo nel
quarto capitolo, l’inversa di una matrice del tipo
A =
r∑
k=1
Uk ⊗ V k, dimUk = n1 × n1, dimV k = n2 × n2 ∀i = 1, · · · r
con r piccolo, sotto opportune condizioni e` approssimabile con una matrice
P di basso rango tensoriale, il che vuol dire che A−1 ha -rango tensoriale
basso, inoltre anche l’-rango di dislocamento dei suoi fattori di Kronecker e`
piccolo.
Tale algoritmo si esplica nel seguente modo. Data una matrice A di rango
tensoriale r e tale che il massimo rango di dislocamento dei suoi fattori di
Kronecker sia d′, poniamo
X0 = (1/‖AAT‖2)AT ,
Yj = tens(2Xj −XjAXj) =
h∑
k=1
W˜ kj ⊗ Z˜kj ,
Xj+1 =
h∑
k=1
disl(W
k
j )⊗ disl(Zkj ) =
h∑
k=1
W kj+1 ⊗ Zkj+1,
Ogni iterata e` quindi espressa in forma di Kronecker, ma, supponendo
che il rango tensoriale di Xj sia h > r, essa ha rango tensoriale minore o
uguale di h + rh2. Inoltre i suoi fattori di Kronecker sono dati nella loro
rappresentazione ortogonale di dislocamento. Una volta calcolata 2Xj −
XjAXj, viene creata V(n1,n2)(2Xj−XjAXj) di dimensione n21×n22 e, tramite la
decomposizione a valori singolari, viene compresso il rango tensoriale fino a h.
In questo modo otteniamo una sua approssimazione, Yj, di rango tensoriale
basso data in termini di prodotti di Kronecker. Ora supponiamo che il rango
tensoriale dei fattori di Kronecker di Xj sia minore o uguale a d, per d ≥ d′,
allora ogni fattore di Kronecker di Yj ha rango di dislocamento minore o
uguale a 2d + d′, in quanto in ogni iterazione ci sono due prodotti tra tre
matrici due delle quali hanno rango di dislocamento d e una avente rango di
dislocamento d′.
A questo punto viene calcolata l’-rappresentazione ortogonale di dislo-
camento di tali fattori comprimendo il loro rango di dislocamento fino a d e
si ottiene Xj+1.
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Andiamo ora passo passo per capire come e` implementato tale algoritmo.
ITERAZIONE DI NEWTON ‘PROIETTATO’:
input • un intero h > r un intero d ≥ d′
• la rappresentazione di A = ∑rk=1 Uk ⊗ V k assegnata in termini
di r, dei generatori delle matrici di dislocamento di Uk e di V k e
delle loro prime colonne Uke1 e V
ke1,
• una limitazione superiore al rango di dislocamento dei fattori di
Kronecker di A che chiameremo d′;
• la rappresentazione di X = ∑hk=1W k ⊗ Zk assegnata in termini
di h, dei generatori delle matrici di dislocamento dei fattori di
Kronecker W k e Zk e delle loro prime colonne W ke1 e Z
ke1;
• una limitazione superiore al rango di dislocamento dei fattori di
Kronecker di X che chiameremo d;
output rappresentazione di Xˆ =
∑h
k=1 = Wˆ
k ⊗ Zˆk ottenuta dopo un passo
del metodo di Newton ‘proiettato’, assegnata in termini di h, dei gen-
eratori delle matrici di dislocamento dei fattori di Kronecker Wˆ k e Zˆk
e delle loro prime colonne Wˆ ke1 e Zˆ
ke1;
calcolo • scrivere 2X − XAX, sfruttando le proprieta` del prodotto tra
matrici espresse in forma di Kronecker, ottenendo una matrice di
rango tensoriale di al piu` h+h2r e i cui fattori di Kronecker hanno
rango di dislocamento di al piu` 2d+d′, ovvero la somma dei ranghi
di dislocamento delle matrici X, A, X,
• comprimere il rango tensoriale della matrice cos`ı ottenuta sino a
h con il metodo descritto nel paragrafo 3.3,
• comprimere sino a d il rango di dislocamento dei fattori di Kro-
necker W˜ k e Z˜k relativi a tens(2X −XAX), calcolando un’SVD
delle loro matrici di dislocamento e salvando solo i primi d valori
singolari con i relativi vettori singolari destri e sinistri.
Il problema di questo metodo e` il costo elevato che ha ogni iterazione,
infatti, nonostante riusciamo a risparmiare nella moltiplicazione tra matrici,
in quanto esse sono espresse come somme di prodotti di Kronecker, il costo
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dell’algoritmo per la decomposizione a valori singolari applicato ad una ma-
trice n× n e` O(n3), cioe` uguale a quello della moltiplicazione di due matrici
qualsiasi di dimensione n× n.
Tale algoritmo viene applicato al momento della compressione del rango
tensoriale, quando viene creata la matrice V(n1,n2)(A), che pero` ha un numero
di elementi pari a quello di A, ovvero la sua dimensione e` n21 × n22, mentre
quella di A e` n1n2×n1n2. Nel secondo capitolo avevamo visto che se A fosse
stata una matrice multilivello con struttura di Toeplitz per trovare la sua
rappresentazione in r somme di prodotti di Kronecker dovevamo risolvere
un problema di approssimazione a rango tensoriale basso, che poi veniva
trasformato in un problema per l’approssimazione a rango basso considerando
la matrice W (A), ottenuta eliminando le righe e le colonne ridondanti di
V(n1,n2)(A). Le dimensioni di W (A) sono quindi inferiori rispetto a quelle di
V(n1,n2)(A). Purtroppo nel caso dell’iterazione di Newton ‘proiettata’, anche
se la matrice di input fosse multilivello con struttura di Toeplitz, non possia-
mo applicare tale ragionamento perche` dovremmo avere la certezza che ad
ogni iterazione la nuova Xj+1 abbia la medesima struttura di A e questo non
e` possibile.
3.5 Esperimenti numerici
Abbiamo implementato l’algoritmo di Newton dato dalle iterzioni classiche e
gli algoritmi determinati dalle iterzioni di Newton modificate come descritto
nel paragrafo 3.3 e come descritto nel paragrafo 3.4. Ora ci proponiamo
di confrontare i grafici relativi ai residui di ogni iterazione di tali algoritmi
applicati alla matrice del Laplaciano discreto descritta in 4.2. In particolare
per ogni iterazione, di ogni algoritmo, abbiamo calcolato ‖I −XjA‖M , dove
con I si denota la matrice identita`, A e` la matrice del Laplaciano discreto
e Xj e` la j-esima iterata dell’algoritmo. Abbiamo creato un vettore le cui
componenti fossero tali valori e mediante MATLAB abbiamo rappresentato
tale vettore su un grafico bidimensionale usando il comando plot.
Nei grafici che rappresenteremo l’asse y = 0 ha la taratura lineare, mentre
l’asse x = 0 ha la taratura logaritmica ed il valore relativo ad ogni sua tacca
corrisponde all’esponente delle potenze di 10.
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In primo luogo rappresentiamo il vettore relativo ai residui delle prime 13
iterazioni di Newton applicate al Laplaciano discreto di dimensione 400×400.
Tale grafico compare in figura 3.1 e` mostra un andamento lineare sino
all’ordine di 10−5, dopo di che si nota che la convergenza e` esponenziale in
quanto il grafico va a 0 molto piu` velocemente, in particolare il massimo dei
valori assoluti del residuo relativo alla quattordicesima iterazione e` dell’ordine
di 10−15.
Figura 3.1: valori massimi dei residui delle iterate di Newton
Nelle figure 3.2 e 3.3 rappresentiamo il massimo dei valori assoluti dei
residui relativi ad ogni iterazione di Newton modificata come descritto nel
paragrafo 3.3 applicate al Laplaciano discreto di dimensioni 400× 400. Tali
grafici sono relativi alle iterate di Newton proiettate nell’insieme delle matrici
a rango tensoriale, rispettivamente, 6 e 10.
Come possiamo notare dai grafici, anche in questo caso si ha una con-
vergenza lineare fino all’ordine di 10−5 dopo di che la convergenza diventa
esponenziale. Evidenziamo pero`, che nel caso in cui proiettiamo le iterate di
Newton nell’insieme delle matrici a rango tensoriale 6, il valore ‖I −XjA‖M
si stabilizza dopo 12 iterazioni nell’ordine di 10−7. Se invece proiettiamo le
iterate nell’insieme delle matrici a rango tensoriale uguale a 10, allora dopo
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Figura 3.2: valori massimi dei residui delle iterate di Newton proiettate
nell’insieme delle matrici a rango tensoriale 6
Figura 3.3: valori massimi dei residui delle iterate di Newton proiettate
nell’insieme delle matrici a rango tensoriale 10
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13 iterazioni l’errore e` dell’ordine di 10−10, ma il residuo non si e` ancora
stabilizzato.
Mostriamo ora i grafici delle norme dei residui relativi alle iterate di New-
ton modificate come descritto nel paragrafo 3.4, prendendo in considerazioni
i casi in cui le iterate vengono proiettate nell’insieme delle matrici a rango
tensoriale 6 e con fattori di Kronecker di rango di dislocamento 6, 8 e 10.
Figura 3.4: proiezione nell’insieme delle matrici a rango tensoriale 6 con
fattori di Kronecker aventi drk uguale a 6
Come si puo` notare dalla figura 3.4 le norme dei residui si stabilizzano
dopo 11 iterazioni, inoltre si ha che ‖I − AX11‖M e` dell’ordine di 10−5.
Le figure 3.5 e 3.6 rappresentano i grafici relativi ai residui delle iterate
di Newton proiettate nell’insieme delle matrici a rango tensoriale 6 e aventi
fattori di Kronecker a rango di dislocamento, rispettivamente 8 e 10. Da
tali grafici si evince che il massimo valore assoluto dei residui si stabilizza, e
quindi il metodo converge, dopo 12 iterazioni ed e` dell’ordine di 10−7.
Mettiamo a confronto il grafico 3.2 con il grafico 3.6, tale confranto e`
riportato in figura 3.7, notiamo quindi che i due grafici sono molto simili.
Cio` ci permette di ipotizzare il fatto che se proiettiamo le iterate di Newton
modificate come descritto nel paragrafo 3.4 nell’insieme delle matrici di rango
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Figura 3.5: proiezione nell’insieme delle matrici a rango tensoriale 6 con
fattori di Kronecker aventi drk uguale a 8
Figura 3.6: proiezione nell’insieme delle matrici a rango tensoriale 6 con
fattori di Kronecker aventi drk uguale a 10
72
tensoriale uguale a 6 e aventi rango di dislocamento uguale a 10, allora l’errore
dovuto all’ultima proiezione e` piccolo.
Figura 3.7: confronto
Vediamo ora come si modificano i grafici relativi alle norme dei residui
nel caso in cui proiettiamo ogni iterata nell’insieme delle matrici aventi rango
tensoriale uguale a 10 e fattori di Kronecker con rango di dislocamento uguale
a 2, 6, 8 o 10.
Analiziamo in primo luogo il grafico riportato in figura 3.8 che prende in
considerazione il caso in cui la proiezione avviene nell’insieme delle matrici
a rango tensoriale uguale a 10 e con fattori di Kronecker aventi rango di
dislocamento uguale a 2. Notiamo che in questo caso il massimo dei i valori
assoluti dei residui si stabilizza dopo appena 11 iterazioni nell’ordine di 10−1.
Se portiamo il valore del rango di dislocamento dei fattori di Kronecker a 6
il grafico, riportato in figura 3.9, mostra che, nonostante anche in questo caso
si ha la convergenza dopo 11 iterazioni, le norme dei residui si stabilizzano
assumendo un valore nell’ordine di 10−5.
Dalla figura 3.10, relativa al caso in cui la proiezione avviene nell’insieme
delle matrici aventi rango tensoriale uguale a 10 e con fattori di Kronecker
aventi rango di dislocamento uguale a 8, si ha che la norma del residuo si
stabilizza dopo 12 iterazioni ed il suo valore e` sceso fino all’ordine di 10−7.
Se poi si osserva il grafico 3.11, relativo al caso in cui la proiezione avviene
nell’insieme delle matrici aventi rango tensoriale uguale a 10 e con fattori
di Kronecker aventi rango di dislocamento uguale a 10, si nota che dopo 13
iterazioni il valore della norma del residuo non si e` ancora stabilizzato, anche
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Figura 3.8: proiezione nell’insieme delle matrici a rango tensoriale 10 con
fattori di Kronecker aventi drk uguale a 2
Figura 3.9: proiezione nell’insieme delle matrici a rango tensoriale 10 con
fattori di Kronecker aventi drk uguale a 6
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Figura 3.10: proiezione nell’insieme delle matrici a rango tensoriale 10 con
fattori di Kronecker aventi drk uguale a 8
Figura 3.11: proiezione nell’insieme delle matrici a rango tensoriale 10 con
fattori di Kronecker aventi drk uguale a 10
75
se e` sceso sino all’ordine di 10−10 alla dodicesima iterazione. Inoltre, fino a
tale iterazione il suo andamento e` molto simile a quello relativo alle norme
delle iterazioni di Newton proiettate nell’insieme delle matrici a rango ten-
soriale uguale a 10. Questo ci permette di ipotizzare il fatto che la norma
‖ · ‖M della differenza tra l’approssimazione di A−1, ottenuta mediante la
proiezione delle iterate di Newton nell’insieme delle matrici aventi rango ten-
soriale uguale a 10, e quella ottenuta mediante la proiezione delle iterate di
Newton nell’insieme delle matrici aventi rango tensoriale uguale a 10 e con
fattori di Kronecker aventi rango di dislocamento uguale a 10 non e` grande.
Mostriamo il confronto tra i due grafici in figura 3.12
Figura 3.12: confronto
3.5.1 Congetture finali
Basandoci sui grafici mostrati viene naturale ipotizzare che il valore del re-
siduo su cui si stabilizza l’iterazione al variare dei paramentri di taglio del
rango tensoriale h e del rango di dislocamento d e` all’incirca lo stesso di quello
che si ottiene rappresentando la matrice inversa, ricomprimendola a rango
tensoriale h e troncando i suoi fattori di Kronecker a rango di dislocamento
d. Vediamo, tramite un diagramma, cosa signifi tutto questo.
A
Newton ‘proiettato’−→ B˜
↓
A−1
proiezione−→ Bˆ
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se
‖I − B˜A‖M ∼ δ,
allora si ha
‖I − BˆA‖M ∼ δ.
Questo vuol dire che il metodo di Newton ‘proiettato’ fornisce un’ap-
prossimazione dell’inversa proiettata.
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Capitolo 4
Sperimentazione numerica
In questo capitolo ci proponiamo di studiare alcune caratteristiche dell’in-
versa di determinate matrici. Abbiamo infatti costruito un algoritmo in
linguaggio MATLAB che prende in input matrici strutturate a due livelli, ne
calcola l’inversa e costruisce la sua rappresentazione di Kronecker valutando
quindi il suo -rango tensoriale e l’-rango di dislocamento dei fattori di Kro-
necker che la compongono. In questo modo possiamo mettere in relazione
tali valori con quelli relativi alla matrice iniziale. Vediamo nello specifico la
struttura di tale algoritmo.
input le matrici Ak e Bk di dimensioni n1 × n1 e n2 × n2, tali che A =∑r
k=1A
k ⊗Bk;
output il grafico bidimensionale dei valori singolari di V(n1,n2)(A−1) e i grafici
tridimensionali dei valori singolari delle matrici di dislocamento relative
ai fattori di Kronecker dell’approssimazione di A−1;
calcolo • viene calcolata direttamente A−1 usando l’algoritmo presente
nella libreria di MATLAB per invertire le matrici;
• viene costruita la matrice V(n1,n2)(A−1) e viene calcolata una sua
decomposizione a valori singolari;
V(n1,n2)(A−1) =
n1n2∑
k=1
σku
k
SV Dv
k
SV D;
• usiamo il comando plot per rappresentare i suoi valori singolari e
valutare quanti siano quelli significativi;
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• costruiamo le matrice Uk e V k applicando il comando reshape
a
√
σku
k
SV D e
√
σkv
k
SV D per k = 1, · · · , h dove h e` il numero dei
valori singolari significativi e tali che
A−1 ≈
h∑
k=1
Uk ⊗ V k;
• di ogni fattore viene calcolata la relativa matrice di dislocamento
e ne viene fatta l’SVD;
• a questo punto in un unico grafico raccogliamo la rappresentazione
dei valori singolari di ∆(Uk) per k = 1, · · · , h, esso quindi risultera`
essere tridimensionale;
• eseguiamo quindi lo stesso procedimento per le matrici ∆(V k).
L’asse y del primo grafico e` dato con taratuta logaritmica in base 10 e
l’asse z degli altri due grafici e` dato con taratura logaritmica in base e, tutti
gli altri assi sono in taratura lineare.
Notazione 3 Negli assi in taratura logaritmica in base 10 i valori accanto
alle varie tacche sono gli esponenti delle potenze di 10; negli assi in taratura
logaritmica in base e i valori accanto alle tacche sono gli esponenti delle
potenze di e.
Esaminiamo ora i risultati ottenuti
4.1 Esempio n◦1
Come input prendiamo la matrice A del Laplaciano discreto [1], definito come
somma di prodotti di Kroneker nel seguente modo: date le matrici
H =

2 −1 0 · · · · · · 0
−1 2 −1 0 · · · 0
0
. . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · 0 −1 2 −1
0 · · · · · · 0 −1 2

(4.1)
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eI =

1 0 · · · · · · 0
0 1 0 · · · 0
...
. . . . . . . . .
...
0 · · · 0 1 0
0 · · · · · · 0 1
 ,
entrambe di dimensioni n× n, il Laplaciano discreto e` dato da
A = H ⊗ I + I ⊗H (4.2)
Vediamo meglio qual e` la sua forma. Chiamiamo B la seguente matrice di
dimensioni n× n
B =

4 −1 0 · · · · · · 0
−1 4 −1 0 · · · 0
0
. . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · 0 −1 4 −1
0 · · · · · · 0 −1 4

,
denotiamo con 0 la matrice fatta di zeri di dimensioni n× n. Allora A sara`
della forma
A =

B −I 0 · · · · · · 0
−I B −I 0 · · · 0
0
. . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · 0 −I B −I
0 · · · · · · 0 −I B

.
Tale matrice e` detta matrice a due livelli con struttura a banda di Toeplitz
i cui blocchi sono a banda di Toeplitz e si denota con la sigla BTTB, e`
inoltre simmetrica e definita positiva. Il rango tensoriale di tale matrice e`
evidentemente 2; i ranghi di dislocamento di H e di I sono minori o uguali a
2, in quanto esse sono matrici di Toeplitz.
Abbiamo preso n = 20, per cui A risulta essere una matrice di dimensioni
400× 400.
Avendo visto che il grafico dei valori singolari di V(n,n)(A−1), riportato
in figura 4.1, scende rapidamente a 0 prendiamo  = 10−14, in questo caso
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Figura 4.1: valori singolari di V(n,n)(A−1)
l’-rango tensoriale di A−1 e` 40. Per questo motivo abbiamo preso in con-
siderazione solo i primi 40 fattori di Kronecker di A−1. Possiamo quindi
scrivere
A−1 ≈
40∑
k=1
Uk ⊗ V k.
Nel grafico 4.2 mostriamo l’andamento dei valori singolari delle matrici
di dislocamento di Uk per k = 1, · · · , 40. Non riporteremo quello relativo ai
∆(V k) per k = 1, · · · , 40 in quanto il suo andamento e` molto simile.
Notiamo dalla figura 4.2 che, proprio come era lecito aspettarsi dal teo-
rema 6, per ogni k i valori singolari di ∆(Uk) sono due a due uguali.
Quello che ora ci proponiamo di valutare e` il grafico dei valori singolari
delle matrici di dislocamento dei fattori di Kronecker sinistri relativi ad ogni
iterata di Newton Xj+1, quando tale valore viene trovato proiettando Yj =
2Xj−XjAXj nell’insieme delle matrici a rango tensoriale uguale a 40, avendo
quindi Xj+1 =
∑40
k=1W
k
j+1 ⊗ Zkj+1.
Come possiamo ben notare il grafico risultante dai valori 20 singolari re-
lativi alle 40 matrici di dislocamento dei fattori di Kronecker sinistri della
decima e della undicisima iterata risultano essere molto simili, in particolare
la zona rossa, gialla e celeste chiaro dei due grafici e` molto simile, quin-
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Figura 4.2: valori singolari dei ∆(Uk) relativi alla matrice A−1
Figura 4.3: valori singolari dei ∆(W k1 ) e dei ∆(W
k
2 )
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Figura 4.4: valori singolari dei ∆(W k3 ) e dei ∆(W
k
4 )
Figura 4.5: valori singolari dei ∆(W k5 ) e dei ∆(W
k
6 )
Figura 4.6: valori singolari dei ∆(W k7 ) e dei ∆(W
k
8 )
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Figura 4.7: valori singolari dei ∆(W k9 ) e dei ∆(W
k
10)
Figura 4.8: valori singolari dei ∆(W k11)
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di possiamo affermare che l’algoritmo di Newton applicato alla matrice del
Laplaciano di dimensioni 400 × 400 ‘comincia a convergere’ dopo 10 iter-
azioni, vale a dire che non si e` certi che la norma del risiduo e` minore di un
valore, , prestabilito molto piccolo (ad esempio  = 10−16), ma di sicuro tale
norma, iterazione per iterazione, comincia a stabilizzarsi tendendo a .
Cio` e` ulteriormente confermato dal fatto che la zona rossa, gialla e celeste
chiaro del grafico 4.2 e` molto simile a quella del grafico 4.8.
Il criterio per il quale si sceglie di prendere in considerazione soprattutto
la zona di colore rosso, giallo e celeste chiaro dipende dal fatto che dalla
zona blu in poi siamo sotto l’approssimazione della precisione di macchina
10−16 ≈ e−36.
4.2 Esempio n◦2
In questo secondo esperimento proviamo a cambiare la dominanza diagonale
della matrice H in modo tale che
A = K ⊗ I + I ⊗K,
con
K =

3 −1 0 · · · · · · 0
−1 3 −1 0 · · · 0
0
. . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · 0 −1 3 −1
0 · · · · · · 0 −1 3

di dimensioni n× n per n = 20. Allora, detta B la seguente matrice
B =

6 −1 0 · · · · · · 0
−1 6 −1 0 · · · 0
0
. . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · 0 −1 6 −1
0 · · · · · · 0 −1 6

,
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si ha
A =

B −I 0 · · · · · · 0
−I B −I 0 · · · 0
0
. . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · 0 −I B −I
0 · · · · · · 0 −I B

.
Anche in questo caso A e` una matrice BTTB, simmetrica e definita posi-
tiva, ha rango tensoriale uguale a 2 e i suoi fattori di Kronecker hanno rango
di dislocamento minore o uguale a 2.
Studiamo ora le caratteristiche di A−1. Il grafico dei valori singolari di
V(n,n)(A−1) e` mostrato in figura 4.9 e, posto  = 10−15, possiamo affermare
che l’-rango tensoriale di A−1 e` 40.
Figura 4.9: valori singolari di V(n,n)(A−1)
A questo punto viene spontaneo confrontare il valore della  di questo e-
sempio con quello precedente, notiamo infatti che affinche` l’-rango tensoriale
sia 40 per entrambe le matrici considerate, nel primo esempio abbiamo preso
 = 10−14, mentre in questo caso abbiamo potuto abbassarlo a 10−15.
86
Consideriamo quindi l’approssimazione di A−1
A−1 ≈
40∑
k=1
Uk ⊗ V k.
Possiamo ora tracciare il grafico dei valori singolari dei ∆(Uk) per k =
1, · · · , 40 mostrato in figura 4.9. Anche in questo caso non mostreremo il
grafico dei ∆(V k), in quanto ha lo stesso andamento di quello dei ∆(Uk) per
k = 1, · · · , 40.
Figura 4.10: valori singolari dei ∆(Uk) relativi ad A−1
Cerchiamo ora di mettere in relazione la dominanza diagonale con la
velocita` di convergenza. Nel primo esempio avevamo notato che la parte
rossa, gialla e celeste chiaro dei grafici tridimensionali si stabilizzava dopo
11 iterazioni. Vediamo ora cosa accade nei grafici che rappresentano i valori
singolari delle matrici di dislocamento dei primi 40 fattori di Kronecker sini-
stri delle iterate di Newton relative a questa nuova matrice A. Anche questa
volta chiameremo tali fattori W kj per k = 1, · · · , 40.
In questo caso notiamo che gia` alla settima iterazione il metodo sembra
‘cominciare a convergere’, in quanto la zona rossa, la zona gialla e quel-
la celeste chiaro della figura 4.16 sono molto simili a quelle della figura
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Figura 4.11: valori singolari dei ∆(W k1 )
Figura 4.12: valori singolari dei ∆(W k2 )
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Figura 4.13: valori singolari dei ∆(W k3 )
Figura 4.14: valori singolari dei ∆(W k4 )
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Figura 4.15: valori singolari dei ∆(W k5 )
Figura 4.16: valori singolari dei ∆(W k6 )
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Figura 4.17: valori singolari dei ∆(W k7 )
4.17. Possiamo quindi ipotizzare che aumentando la dominanza diagonale
del Laplaciano non solo diminuisce l’-rango tensoriale, ma si ha anche una
convergenza del metodo di Newton piu` veloce.
4.3 Esempio n◦3
Consideriamo la matrice di Toeplitz
S =

4 3 2 1
3 4 3
. . . . . .
2 3
. . . . . . . . . . . .
1
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . 1
. . . . . . . . . . . . 3 2
. . . . . . 3 4 3
1 2 3 4

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di dimensioni n×n con n = 20, dove gli elementi mancanti sono tutti uguali
a zero.
Consideriamo quindi la matrice
A = I ⊗ S + S ⊗ I.
Per come e` stata definita A, essa e` ancora una volta una matrice BTTB
ed ha rango tensoriale uguale a 2 e tutti i fattori di Kronecker hanno rango
di dislocamento minore o uguale a 2, in quanto sono matrici di Toeplitz.
Vediamo qual e` la sua struttura.
Consideriamo le matrici
B =

8 3 2 1
3 8 3
. . . . . .
2 3
. . . . . . . . . . . .
1
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . 1
. . . . . . . . . . . . 3 2
. . . . . . 3 8 3
1 2 3 8

,
Ci = iI =

i 0 0 0
0 i 0
. . . . . .
0 0
. . . . . . . . . . . .
0
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . 0
. . . . . . . . . . . . 0 0
. . . . . . 0 i 0
0 0 0 i

,
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per i = 1, 2, 3. Allora A sara` della forma
A =

B C3 C2 C1
C3 B C3
. . . . . .
C2 C3
. . . . . . . . . . . .
C1
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . C1
. . . . . . . . . . . . C3 C2
. . . . . . C3 B C2
C1 C2 C3 B

.
Notiamo che in questo caso non solo la matrice A non e` piu` dominante
diagonale, ma abbiamo anche ampliato la sua banda, infatti in H avevamo
tre diagonali diverse da zero, in questo caso invece ne abbiamo cinque. Come
negli altri due esempi pero` la matrice A e` simmetrica e definita positiva.
Vediamo a questo punto cosa accade al grafico dei valori singolari di
V(20,20)(A−1).
Figura 4.18: valori singolari di V(20,20)(A−1)
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Dalla figura 4.18 si deduce che, affinche` l’-rango tensoriale di A−1 sia
40, dobbiamo tornare a prendere  = 10−14, come nel caso del Laplaciano
discreto. Detta quindi
A−1 ≈
40∑
k=1
Uk ⊗ V k,
riportiamo in figura 4.19 il grafico dei valori singolari delle matrici di dislo-
camento delle Uk k = 1, · · · , 40.
Figura 4.19: valori singolari dei ∆(Uk) relativi ad A−1.
Come abbiamo fatto negli altri due esempi, mostriamo ora i grafici dei
valori singolari delle matrici di dislocamento dei fattori di Kronecker sinistri
W kj per k = 1, · · · , 40 relative alle iterate di Newton.
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Figura 4.20: valori singolari dei ∆(W k1 )
Figura 4.21: valori singolari dei ∆(W k2 )
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Figura 4.22: valori singolari dei ∆(W k3 )
Figura 4.23: valori singolari dei ∆(W k4 )
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Figura 4.24: valori singolari dei ∆(W k5 )
Figura 4.25: valori singolari dei ∆(W k6 )
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Figura 4.26: valori singolari dei ∆(W k7 )
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Alla luce di tali grafici i valori singolari non sembrano essere ancora sta-
bilizzati dopo sette iterazioni, infatti se noi confrontiamo la figura 4.19 con
la figura 4.26 notiamo che le rispettive zone rosse, gialle e celeste chiaro non
sono molto simili. Mostriamo il confronto in figura 4.27.
Figura 4.27: confronto
In realta` tali zone del grafico sembrano iniziare a stabilizzarsi alla undice-
sima iterazione, anche se, come mostrato in figura 4.28, non abbiamo ancora
la piena somiglianza tra i due grafici. Ricordiamo che il primo grafico e` quello
relativo alla undicesima iterata, mentre il secondo e` quello riportato in figura
4.19 relativo all’inversa di A.
Figura 4.28: confronto
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4.4 Conclusioni
Possiamo quindi ipotizzare che in presenza di dominanza diagonale l’itera-
zione di Newton, oltre a fornire una convergenza piu` veloce, produce anche
delle approssimazioni che possono essere rappresentate con ‘pochi’ prodotti
di Kronecker i cui fattori hanno -rango di dislocamento ‘piccolo’. Nel caso di
matrici con mancanza di dominanza diagonale, ma sempre definite positive,
la convergenza e` piu` lenta, per cui i valori singolari tendono a stabilizzarsi
piu` tardi, pero` il numero dei valori singolari non trascurabili (zona rossa,
gialla e celeste chiaro del grafico) rimane significativamente basso. Infatti
prendendo in considerazione i grafici mostrati nelle figure 4.2, 4.10 e 4.19
possiamo notare che, ponendo  ∼ 10−16 ≈ e−36, le Uk per k = 1, · · · , 40 di
tutti e tre gli esempi hanno -rango di dislocamento basso. In particolare si
ha
• l’-rango di dislocamento dei fattori di Kronecker sinistri relativi all’in-
versa della matrice A del primo esempio varia da 12 a 16;
• l’-rango di dislocamento dei fattori di Kronecker sinistri relativi all’in-
versa della matrice A del secondo esempio varia da 10 a 14;
• l’-rango di dislocamento dei fattori di Kronecker sinistri relativi all’in-
versa della matrice A del terzo esempio varia da 14 a 18.
Osserviamo inoltre che l’-rango di dislocamento dei ∆(W kj ), k = 1, · · · , 40
rimane minore o uguale di tali valori per ogni j e quello che si nota e` una
certa ‘monotonia crescente’ del grafico dei loro valori singolari, ovvero all’au-
mentare del numero di iterazioni il grafico cresce fino a stabilizzarsi divenendo
molto simile a quello associato ai ∆(Uk) k = 1, · · · , 40. Cio` lascia pensare
di poter dare una implementazione del metodo di Newton in cui ad ogni pas-
so si mantiene solo la parte significativa, (zona rossa, gialla e celeste chiaro),
delle matrici Xj, ‘proiettando’ ogni iterata nell’insieme delle matrici aventi
rango tensoriale basso e con fattori di Kronecker a rango di dislocamento
basso. Tale algoritmo e` stato trattato nel paragrafo 3.4.
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ringrazio le mie eterne amiche Claudia e Patrizia, noi in fondo siamo una
specie di ‘trio di fatto’. Ringrazio anche Luca, Rossella, Tiziana, Claudia,
Alessia, Riccardo, Manuela e Diego. C’e` un’altra persona a cui mi sento di
dire grazie, si chiama Emanuele, mi ha insegnato a combattere nonostante
le difficolta`, sono piu` di sette anni che lui lotta per la vita e io mi rendo
conto che questo non e` minimamente paragonabile al fatto di lottare per
una laurea, pero` rimane sempre e comunque un grande insegnamento, il suo
esempio mi ha resa piu` forte e piu` consapevole del valore dei miei sogni.
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Ringrazio il Prof. D.A. Bini che mi ha aiutata nella stesura di questa tesi
con tanta pazienza, umanita` e disponibilita`.
Non e` proprio possibile dimenticarsi di zia Donata, zio Massimo, Gloria
e Patrizio, grazie per i meravigliosi momenti vissuti insieme, grazie per la
vostra disponibilita` e per l’amore che ci avete dimostrato. Ringrazio anche
tutti gli altri che io chiamo zii, ma che non mi sono parenti per il loro aiuto e
sostegno. Per quanto riguarda Don Roberto ci sarebbe troppo da dire, quindi
provo a riassumere tutto con semplice, ma enorme ... GRAZIE...
In ultimo, ma ovviamente non per importanza, ringrazio tutta la mia
famiglia, specialmente i miei nonni e le mie nonne perche` non hanno fatto
mai mistero dell’orgoglio nei miei confronti, anzi... e mi sono stati veramente
tanto tanto vicini.
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