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THE LEADING COEFFICIENT OF THE L2-ALEXANDER TORSION
FATHI BEN ARIBI, STEFAN FRIEDL AND GERRIT HERRMANN
Abstract. We give upper and lower bounds on the leading coefficients of the L2-Alexander
torsions of a 3-manifold M in terms of hyperbolic volumes and of relative L2-torsions of
sutured manifolds obtained by cutting M along certain surfaces.
We prove that for numerous families of knot exteriors the lower and upper bounds
are equal, notably for exteriors of 2-bridge knots. In particular we compute the leading
coefficient explicitly for 2-bridge knots.
1. Introduction
We start out with introducing the following convention: throughout the paper we assume
that all manifolds are compact and oriented. Furthermore all 3-manifolds are understood
to be irreducible. By a hyperbolic 3-manifold we always mean a 3-manifold with empty or
toroidal boundary such that the interior admits a complete hyperbolic metric.
1.1. Introduction to the L2-Alexander torsion. Let N be a 3-manifold with empty or
toroidal boundary and let φ ∈ H1(N ;R). The L2-Alexander torsion τ (2)(N, φ) is a function
R>0 → R>0 that was introduced by Dubois, Lu¨ck and the second author [DFL16]. We will
recall the definition in Section 2. The L2-Alexander torsion of (N, φ) is well-defined up to
multiplication by a function of the form t 7→ tk for some k ∈ R. In the following, given
two functions f(t), g(t) : R>0 → R we write f(t)
.
= g(t) if there exists a k ∈ R such that
f(t) = tk · g(t) for all t ∈ R>0.
Perhaps the most interesting example is to consider a knot K ⊂ S3. We denote by
EK = S
3 \ νK the knot exterior, i.e. the complement of an open tubular neighborhood
of K. Furthermore we denote by φK ∈ H1(EK ;Z) ∼= Z a generator. The L2-Alexander
torsion τ (2)(K) := τ (2)(EK , φK) was initially introduced by Li-Zhang [LZ06] and has been
known under the name of L2-Alexander invariant (up to multiplication by a function of the
form t 7→ max{1, t}).
From the definition using L2-torsions the L2-Alexander torsion might appear to be a
rather mysterious invariant, but as is argued in [DFL15b], it can and should be viewed
as a sibling of the more familiar twisted Alexander polynomials [Wa94, FV10] and of the
higher-order Alexander polynomials [Co04].
Over the last few years the L2-Alexander torsion has been the focus of intensive research.
In the following theorem we summarize some of the key results regarding the L2-Alexander
torsion.
Theorem 1.1. Let N be a 3-manifold with empty or toroidal boundary and φ ∈ H1(N ;R).
The following statements hold:
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(1) The evaluation of τ (2)(N, φ) at t = 1 equals exp(vol(N)/6π), where the volume
vol(N) of N is defined as the sum of the volumes of the hyperbolic pieces in the
JSJ-decomposition of N .
(2) If N = N1 ⊔N2 is the disjoint union of two 3-manifolds, then
τ (2)(N, φ) = τ (2)(N1, φ|N1) · τ
(2)(N2, φ|N2).
(3) If N is obtained from a (possibly disconnected) 3-manifold M by gluing incompress-
ible boundary tori of M , then τ (2)(N, φ) = τ (2)(M,φ|M).
(4) The L2-Alexander torsion τ (2)(N, φ) : R>0 → R>0 takes values in R>0.
(5) The L2-Alexander torsion τ (2)(N, φ) : R>0 → R>0 is continuous.
(6) If φ is rational, i.e. if φ ∈ H1(N ;Q), then the L2-Alexander torsion is symmetric
in the sense that
τ (2)(N, φ)(t)
.
= τ (2)(N, φ)(t−1).
Here the first statement follows from the definitions and the work of Lu¨ck-Schick [Lu¨S99].
The second statement holds by definition. The proof of the third statement is basically
identical to the proof of [DFL16, Theorem 5.5]. The fourth statement was proved inde-
pendently by Liu [Liu17, Theorem 1.2] and Lu¨ck [Lu¨15, Theorem 7.5]. The fifth statement
was proved by Liu [Liu17, Theorem 1.2]. Finally the last statement, which is a relatively
straightforward consequence of Poincare´ Duality, was proved by Dubois, Lu¨ck and the
second author [DFL15a, Theorem 1.1].
Given (N, φ) as above it is interesting to study the behavior of the L2-Alexander torsion
τ(N, φ)(t) as t → ∞. To formulate the known results we need to recall the definition of
the Thurston norm of a connected 3-manifold N . Recall that for each φ ∈ H1(N ;Z) there
is a properly embedded surface Σ that represents φ, via the Poincare´ duality isomorphism
PD: H2(N, ∂N ;Z)→ H1(N ;Z). Following [Th86] we define the Thurston norm of a class
φ ∈ H1(N ;Z) as
xN (φ) := min
{
χ−(Σ) |Σ is a properly embedded surface with PD([Σ]) = φ
}
,
where given a surface Σ with components Σ1, . . . ,Σk we define its complexity as
χ−(Σ) :=
k∑
i=1
max{−χ(Σi), 0}.
Thurston [Th86] showed that xN is indeed a seminorm on H
1(N ;Z). It follows easily that
xN can be extended to a seminorm on H
1(N ;R) which we denote again by xN . Two natural
cases jump to mind:
(1) First of all, if K ⊂ S3 is a non-trivial knot, then a straightforward argument implies
that xEK (φK) = 2g(K) − 1, where g(K) denotes the minimal genus of a Seifert
surface of K.
(2) If φ ∈ H1(N ;Z) is a fibered class, which means that there exists a surface bundle
p : N → S1 such that p∗ = φ ∈ Hom(π1(N),Z) ∼= H1(N ;Z), then by [Th86,
Theorem 3] we have xN(φ) = χ−(F ), where F denotes the fiber of the surface
bundle.
Now we can formulate the following theorem which supplements Theorem 1.1.
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Theorem 1.2. Let N 6= S1×D2 be a connected 3-manifold with empty or toroidal boundary
and let φ ∈ H1(N ;R). The following statements hold:
(1) If N is a graph manifold, then τ (2)(N, φ)(t)
.
= max
{
1, txN (φ)
}
.
(2) If φ is an integral fibered class, then there exists a T > 1 such that
τ (2)(N, φ)(t)
.
=
{
txN (φ), if t > T,
1, if t < 1
T
.
In fact one can take T to be the entropy of the monodromy of the fibration.
(3) For any representative τ of τ (2)(N, φ) we have
lim
t→∞
ln(τ(t))
ln(t)
− lim
t→0+
ln(τ(t))
ln(t)
= xN(φ).
In particular both limits on the left hand side exist.
(4) There exists a C(N, φ) ∈ R>0 such that for any representative τ of τ (2)(N, φ) there
exists a k ∈ R with
lim
t→∞
C(N,φ) · tk
τ(t)
= 1.
We refer to C(N, φ) as the leading coefficient of τ (2)(N, φ). This invariant has the
following two properties:
(a) The leading coefficient C(N, φ) lies in the interval
[
1, evol(N)/6pi
]
.
(b) The function H1(N ;R)→ R given by φ 7→ C(N, φ) is upper semicontinuous.
The first statement was proved by the third author [Her16, Corollary 1.2], extending
earlier work of Dubois-Wegner [DW15] and the first author [BA16a]. The second statement
is proved in [DFL15a, Theorem 1.3]. The third statement was proved by Liu [Liu17,
Theorem 1.2]. For rational φ, i.e. for φ ∈ H1(N ;Q), the statement was independently
obtained by the second author and Lu¨ck [FL15, Theorem 0.1]. Finally the last statement
is again due to Liu [Liu17, Theorem 1.2]. Both proofs of the third statement relies in both
cases on the work of Agol [Ag08, Ag13], Przytycki-Wise [PW12] and Wise [Wi12]. Finally
we point out that Liu [Liu17, Chapter 9] shows that the function φ 7→ C(N, φ) is in general
not continuous.
1.2. The main results. In this paper we are mostly concerned with the following question.
Question 1.3. Given a connected 3-manifold N with empty or toroidal boundary and
φ ∈ H1(N ;Z), how can we express C(N, φ) in terms of the topology and geometry of N?
Before we can state our main theorem we need to introduce some notation. Let Σ be a
properly embedded surface in a 3-manifold N .
(1) We say that Σ is Thurston norm minimizing if xN ([Σ]) = χ−(Σ) and if no compo-
nent of Σ is a sphere, a disk, a compressible torus or a boundary parallel annulus.
If N 6= S1 ×D2, then it follows from standard arguments and from our hypothesis
that N is irreducible that any φ can be represented by a Thurston norm minimiz-
ing surface. Note that the empty surface is the unique Thurston norm minimizing
surface representing the trivial homology class.
(2) We denote by Σ× [−1, 1] a closed tubular neighborhood of Σ. Furthermore we write
N \\Σ := N \ Σ× (−1, 1) and we write Σ± := Σ× {±1}.
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(3) We denote by J (N) the set of JSJ-components of N .
The following theorem is proved in [Her18].
Theorem 1.4. Let N 6= S1×D2 be a connected 3-manifold with empty or toroidal boundary
and let Σ be a properly embedded surface in N . If Σ is Thurston norm minimizing in
N , then the L2-Betti numbers of the pair (N \\Σ,Σ−) vanish and the relative L2-torsion
τ (2)(N \\Σ,Σ−) ∈ R>0 is defined.
See Section 2 for a precise definition of the term τ (2)(N \\Σ,Σ−). The following is now
our main theorem.
Theorem 1.5. Let N be a connected 3-manifold with empty or toroidal boundary. Fur-
thermore let φ ∈ H1(N ;Z) and let Σ be a Thurston norm minimizing surface dual to φ.
Then the following two inequalities hold:∏
M ∈ J (N)
with φ|M = 0
evol(M)/6pi 6 C(N, φ) 6 τ (2)(N \\Σ,Σ−).
It is natural to ask for which cases the inequalities of Theorem 1.5 are in fact equalities.
In Section 5 we define the class of ahyperbolic surfaces. The precise definition is irrelevant
at the moment, but in Proposition 5.2 we show that for an ahyperbolic surface all three
terms in Theorem 1.5 are in fact equal to 1.
It turns out that all Thurston norm minimizing surfaces in a graph manifold are ahy-
perbolic. More interesting examples are given by Agol-Dunfield [AD15], who showed that
all 2-bridge knots admit an ahyperbolic surface. Since there exists a family of non-fibered
hyperbolic 2-bridge knots, namely the family of twist knots, we have the following corollary.
Corollary 5.4. There exist infinitely many non-fibered hyperbolic knots K in S3 such that
C(EK , φK) = 1.
At this point it is natural to wonder if 1 is the only possible value for the leading coeffi-
cient of a knot. We answer in the negative:
Corollary 6.6 There exist infinitely many prime knots K in S3 such that
C(EK , φK) > 1.
We construct such examples of knots in Section 6 as Whitehead doubles of hyperbolic
knots, and we can compute the exact value of the leading coefficient for these examples.
In particular the knots we provide to prove Corollary 6.6 are non-hyperbolic. We propose
the following conjecture.
Conjecture 1.6.
(1) There exists a hyperbolic 3-manifold N with empty or toroidal boundary and a class
φ ∈ H1(N ;Z) \ {0} such that C(N, φ) > 1.
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(2) For every 3-manifold N with empty or toroidal boundary and any class φ ∈ H1(N ;Z)
the second inequality of Theorem 1.5 is an equality, i.e. we conjecture that for any
Thurston norm minimizing surface Σ dual to φ we have
C(N, φ) = τ (2)(N \\Σ,Σ−).
A different way of formulating Conjecture 1.6 (1) is to say that we conjecture that the
first inequality of Theorem 1.5 is in general not an equality. Furthermore Conjecture 1.6
(2) says that we expect that the term on the right-hand side is independent of the choice
of Σ and that in fact the second inequality of Theorem 1.5 is an equality.
Note that Corollary 5.4 implies, perhaps somewhat disappointingly, that in general the
leading coefficient does not detect fiberedness of hyperbolic 3-manifolds. Nonetheless it is
an interesting question whether the L2-Alexander torsion detects fiberedness of hyperbolic
3-manifolds.
1.3. The L2-Alexander torsion and quantum invariants. The following conjecture
was formulated by Xiao-Song Lin [Lin05, p. 9] in 2005.
Conjecture 1.7. (Xiao-Song Lin 2005) Let K ⊂ S3 be a knot. For every N ∈ N we denote
by JK(N, x) ∈ Z[q±1] the normalized N-th colored Jones polynomial (We refer to [MM01]
and [Mur11] for the definition.) For every t ∈ C∗ the following equality holds:
(1) lim
N→∞
∣∣∣∣JK(N, exp(2piitN
))∣∣∣∣ 13N =˙ τ (2)(K)(t) ·max{1, |t|}.
Xiao-Song Lin adds the comment that “the final form of this conjecture is subject to modi-
fication”.
The motivation for the conjecture surely stems from the fact that for t = 1 the above
question is equivalent to the volume conjecture [MM01]. There are at least two reasons
why (1) cannot hold as stated:
(a) Morton and Traczyk [MT88] showed that colored Jones polynomials are invariant
under mutation. On the other hand τ (2)(K) is not invariant under mutation. This
can be seen as follows: by Theorem 1.2 the invariant τ (2)(K) detects the genus, but
the genus is not a mutation invariant. In fact the Conway knot and the Kinoshita-
Terasaka knot are mutants, but their genera are respectively 2 and 3.
(b) It follows from [GL05, Theorem 1] that for any knot K there exists an r > 0 such
that for any t ∈ (0, r) the left hand side of (1) converges to 1. Together with
Corollary 6.6 this implies that in general the equality in the above conjecture does
not hold.
We take the freedom to rephrase Lin’s question as follows:
Question 1.8. Is the L2-Alexander invariant τ (2)(K) determined by quantum invariants?
A rather speculative idea is that perhaps the results of Futer, Kalfagianni and Purcell
[FKP13] can be used to build a bridge between quantum invariants and the L2-Alexander
invariant.
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Organization. This paper is organized as follows. In Section 2 we recall the definitions of
the L2-torsion and of the L2-Alexander torsion. In Section 3 we apply Turaev’s algorithm on
embedded surfaces to compare relative L2-torsions. In Section 4 we prove the main Theorem
1.5. In Section 5 we introduce ahyperbolic surfaces and study their corresponding relative
L2-torsions. Finally in Section 6 we compute the leading coefficient for the Borromean
rings and prove Corollary 6.6.
Conventions. As mentioned in the beginning, throughout the paper, unless we say ex-
plicitly otherwise, we assume that all manifolds are compact and oriented. Furthermore all
3-manifolds are understood to be irreducible and all groups to be countable.
Acknowledgements. The first author was supported by the Swiss National Science Foun-
dation, subsidy 200021 162431, at the Universite´ de Gene`ve. The second and the third
author gratefully acknowledge the support provided by the SFB 1085 ‘Higher Invariants’
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2. Preliminaries
In this section, for the most part we follow [Lu¨02] and [DFL16]. We refer to these
references for more details.
2.1. The von Neumann dimension. Given a group G, the completion of the alge-
bra C[G] endowed with the scalar product
〈∑
g∈G λgg,
∑
g∈G µgg
〉
:=
∑
g∈G λgµg is the
Hilbert space
ℓ2(G) :=
{ ∑
g∈G
λgg
∣∣∣∣ λg ∈ C, ∑
g∈G
|λg|
2 <∞
}
of square-summable complex functions on G. We denote by B(ℓ2(G)) the algebra of oper-
ators on ℓ2(G) that are bounded with respect to the operator norm.
Given h ∈ G, we define the corresponding left- and right-multiplication operators Lh
and Rh in B(ℓ
2(G)) as extensions of the classical automorphisms of G (g 7→ hg) and
(g 7→ gh). One can extend the operators Rh C-linearly to an operator Rw : ℓ2(G)→ ℓ2(G)
for any w ∈ C[G]. Moreover, if ℓ2(G)n is endowed with its usual Hilbert space structure
and A = (ai,j) ∈Mp,q(C[G]) is a C[G]-valued p× q matrix, then the right multiplication by
RA :=
(
Rai,j
)
16i6p,16j6q
provides a bounded operator ℓ2(G)p → ℓ2(G)q. Note that here we consider the vectors of
ℓ2(G)p as row vectors and the “matrix operator” RA acts on the right; notably one gets
RAB = RB ◦RA. In most cases, when there is no danger of confusion, given A ∈Mp,q(C[G])
we denote by A also the corresponding operator, i.e. we just write A instead of RA.
The von Neumann algebra N (G) of the group G is the sub-algebra of B(ℓ2(G)) made up
of G-equivariant operators (i.e. operators that commute with all left multiplications Lh).
A finitely generated Hilbert N (G)-module consists of a Hilbert space V together with a
left G-action by isometries such that there exists a positive integer m and a G-equivariant
embedding ϕ of V into
⊕m
i=1 ℓ
2(G). A morphism of finitely generated Hilbert N (G)-modules
f : U → V is a linear bounded map which is G-equivariant.
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Denoting by e the neutral element of G, the von Neumann algebra of G is endowed with
the trace trN (G) : N (G)→ C, φ 7→ 〈φ(e), e〉 which extends to trN (G) : Mn,n(N (G))→ C by
summing up the traces of the diagonal elements.
Definition 2.1. The von Neumann dimension of a finitely generated Hilbert N (G)-module
V is defined as
dimN (G)(V ) := trN (G)
(
prϕ(V )
)
∈ R>0,
where prϕ(V ) :
⊕m
i=1 ℓ
2(G)→
⊕m
i=1 ℓ
2(G) is the orthogonal projection onto ϕ(V ).
By [Lu¨02, Chapter 1.1.3] the von Neumann dimension does not depend on the embedding
of V into the finite direct sum of copies of ℓ2(G).
2.2. The Fuglede-Kadison determinant. The spectral density F (f) : R>0 → R>0 of a
morphism f : U → V of finitely generated Hilbert N (G)-modules is defined as the map
that sends λ ∈ R>0 to
F (f)(λ) := sup{dimN (G)(L)|L ∈ L(f, λ)},
where L(f, λ) is the set of finitely generated Hilbert N (G)-submodules of U on which the
restriction of f has a norm smaller or equal to λ. Since F (f)(λ) is monotonous and right-
continuous it defines a measure dF (f) on the Borel set of R>0 that is uniquely determined
by the equation dF (f)((a, b]) = F (f)(b)− F (f)(a) for all a < b.
Definition 2.2. The Fuglede-Kadison determinant of f is defined by
detG(f) =
exp (
∫∞
0+ ln(λ) dF (f)(λ)) if
∫∞
0+ ln(λ) dF (f)(λ) > −∞,
0 otherwise.
Moreover, when
∫∞
0+ ln(λ) dF (f)(λ) > −∞, one says that f is of determinant class.
If A ∈Mn,n(C[G]) then we define the regular Fuglede-Kadison determinant of A by
detrG(A) =
detG(RA) if RA is injective and of determinant class,0 otherwise.
The following proposition lists some basic properties of the regular Fuglede-Kadison
determinant that will be used in later computations. The proposition follows easily from
the results in [Lu¨02, Section 3.2].
Proposition 2.1. Let G be a group, and n, p ∈ Z>0. Then:
(1) For all λ ∈ C, g ∈ G, one has detrG(λg) = |λ|.
(2) For all A,B ∈Mn,n(C[G]), one has det
r
G(AB) = det
r
G(A)det
r
G(B).
(3) For all A ∈Mn,n(C[G]), C ∈Mn,p(C[G]), D ∈Mp,p(C[G]), one has
detrG
(
A C
0 D
)
= detrG(A)det
r
G(D).
(4) Taking the transpose or permuting rows or columns leaves detrG unchanged.
(5) For any group inclusion i : H →֒ G, and any E ∈Mn,n(C[H ]), one has
detrG(i(E)) = det
r
H(E).
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(6) Let g ∈ G be an element of infinite order. Then for any t ∈ C we have
detrG(1− t · g) = max{1, |t|}.
The regular Fuglede-Kadison determinant sometimes behaves better than the usual
Fuglede-Kadison determinant. For example we will make use of the following fact recently
proven by Liu [Liu17, Lemma 3.1].
Lemma 2.2. Let Ak ∈Mn,n(C[G]), k ∈ N, be a sequence converging to some A ∈Mn,n(C[G])
in the norm topology, then
lim sup
k→∞
detrG(Ak) 6 det
r
G(A).
2.3. L2-torsions. A finite Hilbert N (G)-chain complex C∗ is a sequence of morphisms of
finitely generated Hilbert N (G)-modules
C∗ = 0→ Cn
∂n−→ Cn−1
∂n−1
−→ . . .
∂2−→ C1
∂1−→ C0 → 0
such that ∂p ◦ ∂p+1 = 0 for all p. The p-th L2-homology of such a chain complex C∗ is the
finitely generated Hilbert N (G)-module
H(2)p (C∗) := Ker(∂p)/Im(∂p+1)
obtained by quotienting by the closure of the image of ∂p+1. The p-th L
2-Betti number
of C∗ is defined as b
(2)
p (C∗) := dimN (G)(H
(2)
p (C∗)). A finite Hilbert N (G)-chain complex C∗
is weakly acyclic if its L2-homology is trivial (i.e. if all its L2-Betti numbers vanish) and of
determinant class if all the operators ∂p are of determinant class.
Definition 2.3. If C∗ is weakly acyclic and of determinant class, define its L
2-torsion by
τ (2)(C∗) :=
n∏
i=1
det G(∂i)
(−1)i ∈ R>0,
and set τ (2)(C∗) = 0 otherwise.
Let X be a compact connected CW-complex endowed with a base point z and let Y be
a CW-subcomplex of X. We write G = π1(X, z), we denote by p : X˜ → X the universal
cover of X and we write Y˜ = p−1(Y ). The natural left action of G = π1(X, z) on X˜ gives
rise to a left Z[G]-module structure on the cellular chain complex C∗
(
X˜, Y˜
)
. By picking
a lift of each cell of X \ Y to X˜ \ Y˜ we can view C∗
(
X˜, Y˜
)
as a based free Z[G]-chain
complex.
Now suppose we are given a homomorphism φ : G → R and some t > 0. We denote by
κ(G, φ, t) : Z[G] → R[G] the ring homomorphism g 7→ tφ(g)g. There is a right action of G
on ℓ2(G) given by a · g = Rκ(G,φ,t)(g)(a) where a ∈ ℓ2(G) and g ∈ G; this turns ℓ2(G) into a
right Z[G]-module. The N (G)-cellular chain complex of the pair (X, Y ) associated to (φ, t)
is the finite Hilbert N (G)-chain complex
C(2)∗ (X, Y, φ, t) := ℓ
2(G)⊗Z[G] C∗
(
X˜, Y˜
)
,
and the L2-homology of (X, Y ) associated to (φ, t), denoted H
(2)
∗ (X, Y, φ, t), is obtained
by taking the L2-homology of C
(2)
∗ (X, Y, φ, t).
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We define the L2-Alexander torsion of (X, Y, φ) at t > 0 to be
τ (2)(X, Y, φ)(t) :=

τ (2)
(
C
(2)
∗ (X, Y, φ, t)
)
, if C
(2)
∗ (X, Y, φ, t) is weakly acyclic and
of determinant class,
0, otherwise.
As is explained in [DFL16, Lemma 4.1] the function t 7→ τ (2)(X, Y, φ)(t), up to multiplica-
tion by a function of the form t 7→ tk for some fixed k ∈ R, does not depend on the choice
of the lift of the cells of X \ Y .
When Y = ∅, we write C(2)∗ (X, φ, t) instead of C
(2)
∗ (X, Y, φ, t) and τ (2)(X, φ) instead of
τ (2)(X, Y, φ).
When φ is the zero map, t becomes irrelevant and we write C
(2)
∗ (X, Y ) instead of
C
(2)
∗ (X, Y, φ, t) and τ (2)(X, Y ) instead of τ (2)(X, Y, φ). We call τ (2)(X, Y ) the relative L2-
torsion of (X, Y ) and τ (2)(X) = τ (2)(X, ∅) the L2-torsion of X.
Given a connected manifold M and a submanifold N we can use triangulations to view
the pair (M,N) as a pair of CW-complexes. (Recall that all manifolds are assumed to be
compact.) As is discussed in [Lu¨02, p. 160], the corresponding L2-torsions do not depend
on the choice of triangulation. Alternatively, if M is a 3-manifold one can also use that the
Whitehead group of π1(M) is trivial, see e.g. [AFW15, (C.36)].
We define the L2-torsion of a disconnected 3-manifold pair as the product of the L2-
torsions of the components.
The following lemma is proved for the case N = ∅ in [Lu¨02, Theorem 3.93]. The proofs
carry over without any changes to the relative case.
Lemma 2.3. Let (M,N) be a pair of manifolds such that M is connected and such that
π1(M) is residually finite. (Note that the fundamental group of any compact 3-manifold is
residually finite, see [Hem87, AFW15].)
(1) If M = N × [0, 1], then for any s ∈ [0, 1] we have τ (2)(M,N × {s}) = 1.
(2) Suppose that the L2-Betti numbers of (M,N) vanish. Let p : M˜ → M be a finite
covering. We write N˜ := p−1(N). Then the L2-Betti numbers of (M,N) also vanish
and we have
τ (2)
(
M˜, N˜
)
= τ (2)(M,N)[M˜ :M].
(3) If M is an S1-bundle over a manifold X, e.g. if M = S1×X for some manifold X,
then the L2-Betti numbers of M vanish and τ (2)(M) = 1.
(4) If the L2-Betti numbers of M and N vanish, e.g. if M and N are S1-bundles and
if π1(N)→ π1(M) is a monomorphism, then
τ (2)(M) = τ (2)(M,N) · τ (2)(N).
(5) Suppose that the L2-Betti numbers of (M,N) vanish. Furthermore suppose that
(M,N) = (X ∪ Y, C ∪D) where X and Y are submanifolds such that each compo-
nent of X ∩ Y is a submanifold of ∂X and ∂Y and the same holds for (M,X, Y )
replaced by (N,C,D). If for each component Z of X ∩ Y the L2-Betti numbers of
(Z,Z ∩N) vanish and if the induced maps π1(Z)→ π1(X) and π1(Z)→ π1(Y ) are
monomorphisms, then
τ (2)(M,N) = τ (2)(X,C) · τ (2)(Y,D) · τ (2)(X ∩ Y, C ∩D)−1.
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We make the following trivial observation which follows immediately from the definitions.
Lemma 2.4. Let N be a manifold.
(1) For any φ ∈ H1(N ;Z) we have τ (2)(N, φ)(t = 1) = τ (2)(N).
(2) If φ ∈ H1(N ;Z) is the zero class, then τ (2)(N, φ) is a constant map, in particular
τ (2)(N, φ)(t) = τ (2)(N) for all t ∈ R>0.
(3) For any φ ∈ H1(N ;Q) and any r ∈ Q we have τ (2)(N, rφ)(t) = τ (2)(N, φ)(tr).
We end this section with recalling the following lemma which allows one to calculate
the torsion for a chain complex of a 3-manifold. In this way it was first stated in [DFL16,
Lemma 3.2] but the ideas go back to [Tu01, Theorem 2.2].
Lemma 2.5. Let G be a group, j, k, l integers such that j < k and A,B,C matrices with
entries in C[G] of the respective sizes (k+ l− j)× l, k× (k+ l− j) and j× k. We consider
the complex
C∗ : 0 −→ ℓ
2(G)j
RC−→ ℓ2(G)k
RB−→ ℓ2(G)k+l−j
RA−→ ℓ2(G)l −→ 0.
Let L ⊂ {1, . . . , k + l − j} be a subset of size l and J ⊂ {1, . . . k} a subset of size j. We
write
A(L) := rows in A corresponding to L,
B(J, L) := result of deleting the columns of B corresponding to L
and deleting the rows corresponding to J,
C(J) := columns of C corresponding to J .
If detrG(A(L)) 6= 0 and det
r
G(C(J)) 6= 0, then
τ (2)(C∗) =
detrG(B(J))
detrG(C(J, L)) · det
r
G(A(L))
.
3. Turaev’s algorithm
Let N be a connected 3-manifold and let Σ be a Thurston norm minimizing surface. If
N \\Σ is disconnected, then this can lead to delicate base point issues. Turaev’s algorithm
(described in the following proof of Proposition 3.3) consists in modifying Σ into a surface
S, without changing the value of τ (2)(N \\Σ,Σ−) so that all components of N \\S but
possibly one are products. In the next chapter, where we prove the main result of this
paper, this result will be crucial in avoiding the aforementioned base point issues.
Let us first state a useful fact:
Proposition 3.1. Let N be a 3-manifold with empty or toroidal boundary.
(1) If Σ is Thurston norm minimizing (as a reminder, our notion of a Thurston norm
minimizing surface excludes in particular compressible tori), then every component
of Σ is π1-injective and every component of N \\Σ is π1-injective in N .
(2) Every JSJ-torus and every JSJ-component is π1-injective in N .
Proof. The fact that every component of a Thurston norm minimizing surface Σ is π1-
injective is a well-known consequence of the loop theorem, see e.g. [AFW15, (C.22)] for
details. The JSJ-tori are π1-injective by definition. Both of the remaining statements are
now an immediate consequence of [Se03, Section 5.2, Corollary 1]. 
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A weighted surface Ŝ in a closed 3-manifold N is a collection of pairs (Si, wi), i = 1, . . . , n,
where Si are disjoint connected surfaces in N and wi are positive integers. We denote the
union
⋃
Si by S
′.
Every weighted surface Ŝ defines a homology class
[
Ŝ
]
:=
∑n
i=1wi · [Si] ∈ H2(N). By
taking wi parallel copies of Si we get a properly embedded surface S such that [S] =
[
Ŝ
]
.
Conversely, every surface S in a closed 3-manifold N can be seen as a weighted surface
by giving every component the weight 1.
The first observation regarding L2-torsion, is the following lemma.
Lemma 3.2. Let Ŝ be a weighted surface in a closed connected 3-manifold N . We define
S and S ′ as above. Then S ′ is a Thurston norm minimizing surface if and only if S is a
Thurston norm minimizing surface. In this case we have
τ (2)(N \\S, S−) = τ
(2)(N \\S ′, S ′−)
Proof. The first assertion follows from [Th86, Corollary 2] and [Ga83, Theorem 5.5]. The
second one follows from Lemma 2.3 (1). 
The rest of this section is devoted to the proof of the following proposition, where we
adapted the proof of [Tu02, Lemma 1.2] to our setting.
Proposition 3.3. If Σ is a Thurston norm minimizing surface in a closed connected 3-
manifold N , then there is a weighted surface Ŝ in N such that (with S and S ′ defined as
above):
(1)
[
Ŝ
]
= [Σ] ∈ H2(N),
(2) S is Thurston norm minimizing,
(3) N \\S ′ is connected,
(4) τ (2)(N \\S, S−) = τ (2)(N \\S ′, S ′−) = τ
(2)(N \\Σ,Σ−).
In the proof of Proposition 3.3 we will need the following lemma.
Lemma 3.4. Let N be a closed 3-manifold. Furthermore let S and T be two Thurston
norm minimizing surfaces in N which do not intersect, i.e. with S ∩ T = ∅. This means
that S ∪ T is an embedded surface. If N \\(S ∪ T ) decomposes into two (not necessarily
connected) manifolds N1 and N2 such that ∂N1 = S−∪T+ and ∂N2 = T−∪S+ (as sketched
in Figure 1) then
τ (2)(N \\S, S−) = τ
(2)(N \\T, T−).
N2
T+T−
N2
S− S+
T+ T−
N1
Figure 1. Illustration of Lemma 3.4.
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Proof. Since N \\(S∪T ) decomposes into two manifolds N1 and N2 such that ∂N1 = S−∪T+
and ∂N2 = T− ∪ S+ we can consider the short exact sequence of chain complexes
0→ C(2)∗ (N1, S−)→ C
(2)
∗ (N \\S, S−)→ C
(2)
∗ (N \\S,N1)→ 0.
The inclusion defines a natural isomorphism C
(2)
∗ (N \\S,N1) = C
(2)
∗ (N2, T−) of chain com-
plexes. (The equality in the previous sentence follows from the fact that we work with
cellular chain complexes.) Note that the three chain complexes are weakly acyclic and of
determinant class by [Her18, Theorem 1.1] and our hypothesis that S and T are Thurston
norm minimizing. Then by the multiplicativity of the L2-torsion [Lu¨02, Theorem 3.35(1)]
one has
τ (2)(N1, S−) · τ
(2)(N2, T−) = τ
(2)(N \\S, S−).
One could also consider the short exact sequence of chain complexes
0→ C(2)∗ (N2, T−)→ C
(2)
∗ (N \\T, T−)→ C
(2)
∗ (N \\T,N2)→ 0.
Again we have a natural isomorphism C
(2)
∗ (N \\T,N2) = C
(2)
∗ (N1, S−) of chain complexes.
Thus, again by multiplicativity, we obtain
τ (2)(N1, S−) · τ
(2)(N2, T−) = τ
(2)(N \\T, T−).
Combining the above two equalities we obtain that τ (2)(N \\T, T−) = τ (2)(N \\S, S−). 
M0
C with weight 2
M1
weight 1
S ′
the weighted surface T̂
weight 4
weight 5
S ′
weight 3
S ′
the weighted surface Ŝ
weight 4
weight 5
Figure 2. Illustration of the proof of Proposition 3.3.
Proof of Proposition 3.3. Throughout the proof, given any weighted surface Ŝ in N we
write c
(
Ŝ
)
:= #π0(N \\S ′). Now let Σ be a Thurston norm minimizing surface. We need
to show that there is a weighted surface Ŝ with Properties (1) to (4). First we take Ŝ to be
the weighted surface obtained from Σ by assign to each component of Σ the weight 1. This
weighted surface satisfies Properties (1), (2) and (4). Clearly we only need to prove that
given any weighted surface Ŝ with Properties (1), (2) and (4) and c
(
Ŝ
)
> 1 there exists
another weighted surface T̂ with c
(
T̂
)
< c
(
Ŝ
)
that still satisfies Properties (1), (2) and
(4).
Let Ŝ = {(Si, wi)}i∈I be a weighted surface with Properties (1), (2) and (4) and with
c
(
Ŝ
)
> 1. Since N is connected and c
(
Ŝ
)
> 1 there exists a component C ⊂ S ′ such that
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C+ and C− lie in different components of N \\S ′. Let C be a component with minimal
weight among all such components. We denote by M0 and M1 the components of N \\S ′
containing C+ and C− respectively.
Note that the boundary ∂M1 comes with a decomposition into two oriented surfaces
R+ := S
′
+ ∩M1 and R− := S
′
− ∩M1. So as homology classes one gets the equality
[R+] = [R−] ∈ H2(N).(2)
Moreover, from the assumption that S is Thurston norm minimizing we obtain that
χ−(R+) = χ−(R−). (This can be seen as follows: the surfaces R+ and R− are homologous,
and if χ−(R−) < χ−(R+) then we could replace R+ by a parallel copy of R− to obtain a
surface of lower complexity.) Let w be the weight of C. We define a new weighted surface
in two steps. First as an intermediate step we consider the weighted surface {(Si, w˜i)}i∈I ,
where we have the same underlying surface but the weights change by
w˜i =
wi + w if Si+ ⊂ R+wi else.
Next we define the weighted surface T̂ := {(Si, w′i)}i∈I , where the weights are given by
w′i =
w˜i − w if Si− ⊂ R−w˜i else
and we add the convention that if w′i = 0 then Si := ∅. It may happen that Si− ⊂ R−
and Si+ ⊂ R+. But in this case we have by our definition wi = w′i. From Equation (2) we
obtain that
[
T̂
]
=
[
Ŝ
]
. Moreover, c
(
T̂
)
6 c
(
Ŝ
)
− 1 < c
(
Ŝ
)
since M0 and M1 lie in the
same component of N \\T ′ (see Figure 2) and T ′ is by construction a subsurface of S ′.
If we push T slightly in the −-direction, then we can make T and S disjoint. Then S
and T satisfy the condition in Lemma 3.4 (see Figure 2 for an illustration). Therefore we
have τ (2)(N \\T, T−) = τ
(2)(N \\S, S−). Hence the properties (1),(2) and (4) do not change
under the induction step, which proves the proposition. 
4. The proof of the main theorem 1.5
4.1. The first inequality in the main theorem 1.5. We start out with the following
definition.
Definition 4.1. Let N be a connected 3-manifold with empty or toroidal boundary and
let φ ∈ H1(N ;Z). We define
A(N, φ) :=
∏
M ∈ J (N)
with φ|M = 0
evol(M)/6pi.
The following lemma says that the first two terms in Theorem 1.5 are multiplicative with
respect to the JSJ-decomposition.
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Lemma 4.1. Let N be a connected 3-manifold with empty or toroidal boundary and let
φ ∈ H1(N ;Z). Then
A(N, φ) =
∏
M∈J (N)
A(M,φ|M) and C(N, φ) =
∏
M∈J (N)
C(M,φ|M).
Proof. The first equality is an immediate consequence of the definitions. The second equal-
ity follows from Theorem 1.1 (2) and (3). 
Next we consider Seifert fibered spaces and hyperbolic spaces separately. The following
lemma implies that the first inequality is an equality for a Seifert fibered space.
Lemma 4.2. Let N be a Seifert fibered 3-manifold and let φ ∈ H1(N ;Z). Then A(N, φ) = 1
and C(N, φ) = 1.
Proof. The first equality holds by definition, the second equality is proved in [Her16]. 
The following proposition is precisely the first inequality in Theorem 1.5 for hyperbolic
manifolds.
Proposition 4.3. Let N be a hyperbolic 3-manifold and let φ ∈ H1(N ;Z). Then we have
A(N, φ) 6 C(N, φ).
Proof. If φ = 0, then it follows from Lemma 2.4 (2) and Theorem 1.1 (1) that
A(N, φ) = evol(N)/6pi = C(N, φ).
Now suppose that φ 6= 0. Then by definition we have A(N, φ) = 1. Furthermore by
Theorem 1.2 (4a) we have C(N, φ) > 1. 
4.2. The second inequality in the main theorem 1.5. We now prove the second
inequality appearing in Theorem 1.5. Put differently, we prove the following proposition.
Proposition 4.4. Let N be a connected 3-manifold with empty or toroidal boundary. Fur-
thermore let φ ∈ H1(N ;Z) and Σ be a Thurston norm minimizing surface dual to φ. Then
C(N, φ) 6 τ (2)(N \\Σ,Σ−).
As the reader will notice, this proposition is technically by far the most involved piece
of our paper.
Proof. LetN be a connected 3-manifold with empty or toroidal boundary and φ ∈ H1(N ;Z).
Furthermore we let Σ be a Thurston norm minimizing surface dual to φ.
If φ = 0, then Σ is empty and it follows from Lemma 2.4 (2) and the definitions that
C(N, 0) = τ (2)(N) = τ (2)(N \\Σ,Σ−).
In the rest of the proof we assume φ to be non-zero. We pick a tubular neighborhood
Σ × [−1, 1] and we write M = N \ Σ × (−1, 1) and Σ± := Σ × {±1}. We denote by
p : N˜ → N the universal covering. For any subset X ⊂ N we write X˜ := p−1(X).
We split the proof in three parts. The first one deals with the case when N is closed and
M connected, and contains the core of the proof. In the second part we prove the desired
inequality for any surface in a closed manifold N . In the final part we extend the result to
N with toroidal boundary by a doubling argument. Note that the proof of Proposition 4.4
for knot exteriors does not use the second case.
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Step 1. N is closed and M = N \\Σ is connected.
We will first assume that N is closed and that M is connected. We start out with the
following claim.
Claim. We can find a CW-structure for N with the following properties:
(1) M = N \ Σ× (−1, 1) and Σ× [−1, 1] are subcomplexes,
(2) the CW-structure on Σ× [−1, 1] is a product structure,
(3) M has precisely one 3-cell β,
(4) there is exactly one 0-cell q in the interior M \ Σ× {±1},
(5) Σ has only one 0-cell pi in each component Σi,
(6) for each i there exist 1-cells ν±i going from q to p
±
i lying completely in M .
We sketch the proof of the claim. We pick a triangulation for M = N \ Σ × (−1, 1).
Since all triangulations on surfaces are equivalent after isotopies and subdivisions we can
find a triangulation for M such that the triangulations on the two copies Σ× {±1} in M
agree. We use this triangulation to view M as a CW-complex and we also equip Σ as a
CW-complex coming from the triangulation. Next we modify the CW-structure to also
obtain properties (3), (4), (5) and (6). We do so following an argument of McMullen, see
[McM02, Proof of Theorem 5.1]:
(a) First fuse all the 3-cells of M along a dual maximal tree to achieve (3).
(b) We pick a maximal tree in the 1-skeleton on M with the following properties:
(i) the tree connects all vertices in M \ Σ±,
(ii) the tree lies in M \ Σ±.
We collapse this tree to a single point q. Since any embedded tree in a 3-manifold has
a neighborhood that is a ball we see that the collapsed space is again homeomorphic
to M . But now we have a CW-structure that also satisfies (4) and (6).
(c) Finally for each component Σi of Σ we pick a maximal tree Ti in the 1-skeleton
of Σi that connects all vertices. We collapse Ti × [−1, 1]. Once again the quotient
space is homeomorphic to M and this time we have a CW-structure that has all
the desired properties.
This concludes the proof of the claim.
Next we choose names for the cells of Σ = Σ1 ⊔ . . .⊔Σl. More precisely, we denote by pi
the 0-cell of Σi, we write P = {pi}, we denote by E = {ei} the set of 1-cells and we denote
by F = {fi} the set of 2-cells of Σ. For clarity, we pick an order on E (resp. F) so that
the cells of Σ1 come first, then those of Σ2, etc. We write I = [−1, 1]. We equip Σ × I
with the product CW-structure with cells p±i , e
±
i , f
±
i on Σ × {±1} and the product cells
pi × I, ei × I, fi × I where i runs over the obvious index sets.
The CW-structure on M has 2l + 1 0-cells, namely q and the p±i . We have 1-cells ν
±
i .
Let M = {µi} (resp. S = {σi}) be the set of the other 1-cells (resp. the set of 2-cells) in
the interior of M . As a base point we use q and abbreviate Λ := Z[π1(N, q)]. We denote
by γi the element in π1(N, q) induced by the path given by concatenating ν
−
i , pi × I and
(ν+i )
−1 in this order. Note that with our orientation conventions we have φ(γi) = 1 for all
i = 1, . . . , l.
Using this cell decomposition and using appropriate lifts of the cells, the cellular chain
complex C∗
(
N˜
)
is of the form:
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C3
(
N˜
)
= Λ · β˜ ⊕
(
|F|⊕
i=1
Λ · f˜i × I
)
,
C2
(
N˜
)
=
(
|S|⊕
i=1
Λ · σ˜i
)
⊕
(
|F|⊕
i=1
Λ · f˜+i
)
⊕
(
|F|⊕
i=1
Λ · f˜−i
)
⊕
(
|E|⊕
i=1
Λ · e˜i × I
)
,
C1
(
N˜
)
=
(
l⊕
i=1
Λ · p˜i × I
)
⊕
(
l⊕
i=1
Λ · ν˜+i
)
⊕
(
l⊕
i=1
Λ · ν˜−i
)
⊕
(
|M|⊕
i=1
Λ · µ˜i
)
⊕
(
|E|⊕
i=1
Λ · e˜+i
)
⊕
(
|E|⊕
i=1
Λ · e˜−i
)
,
C0
(
N˜
)
=
(
l⊕
i=1
Λ · p˜+i
)
⊕
(
l⊕
i=1
Λ · p˜−i
)
⊕ Λ · q˜,
and such that, with respect to the above direct sum decomposition, the boundary matrices
are given as follows (the notation used in the matrices will be explained just below the
matrices):
∂N3 :=
( S˜ F˜+ F˜− E˜×I
β˜ A −1 1 0
F˜×I 0 d(γi) − id ∂2Σ × I
)
,
∂N2 :=

p˜i×I ν˜
+
i
ν˜−
i
M˜ E˜+ E˜−
S˜ 0 B+ B− C D+ D−
F˜+ 0 0 0 0 ∂2Σ,+ 0
F˜− 0 0 0 0 0 ∂2Σ,−
E˜×I ∂1Σ × I 0 0 0 −d(γi) id
,
∂N1 :=

p˜+i p˜
−
i q˜
p˜i×I d(γi) − id 0
ν˜+i id 0 −1
ν˜−i 0 id −1
M˜ E+ E− F
E˜+ ∂1Σ,+ 0 0
E˜− 0 ∂1Σ,− 0

.
It is perhaps worth recalling that we think of elements in Λk as row vectors and that we mul-
tiply by matrices from the right. Also let us clarify some notations. For each i = 1, . . . , l,
the pointed topological spaces (Σ+i , p
+
i ), (Σ
−
i , p
−
i ), (Σi×I, p
−
i ) are naturally homotopy equiv-
alent. We use these natural homotopy equivalences to identify their fundamental groups
and we denote this common fundamental group by π1(Σi). Now for each j = 0, 1, 2 the
symbols ∂jΣ+, ∂
j
Σ,−, ∂
j
Σ × I denote the boundary operators in the cellular chain complexes
of the universal covers and are written as the same block diagonal matrix with blocks over
Z[π1(Σ1)], . . . ,Z[π1(Σl)]. Since Σi is Thurston-norm minimizing we know from Proposi-
tion 3.1 that the inclusion of each component of Σi into M and N is π1-injective, and thus
by a slight abuse of notation we denote again by ∂jΣ+, ∂
j
Σ,−, ∂
j
Σ × I their inductions over
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Λ through π1(Σi) →֒ π1(N, p+). Similarly, A,B+, B−, C,D+, D−, E+, E−, F are matrices
over Z[π1(M, q)] ⊂ Λ that represent pieces of boundary operators of C∗
(
M˜
)
(the inclusion
π1(M, q) →֒ π1(N, q) comes from Proposition 3.1). Moreover, a 0, 1 or −1 in a box means
all coefficients of the box are equal to this number. Finally d(γi) means the diagonal matrix
with an appropriate number of γi-entries on the diagonal, where the number of γi-entries
is determined by the number of cells of P, E or F that lie in Σi.
By construction we have φ(γi) = 1 for all i and π1(M, q) ⊂ kerφ. Hence the boundary
matrices ∂
N,(2)
j (t) (j = 1, 2, 3) for the L
2-chain complex C
(2)
∗ (N, φ, t) are given by right
multiplications by the matrices ∂Nj where the d(γi) are simply changed to d(t · γi).
Using the same CW-structure for the pair (M,Σ−) and denoting Λ
′ := Z[π1(M, q)] we
obtain for the cellular chain complex C∗
(
M˜, Σ˜−
)
the decomposition
C3
(
M˜, Σ˜−
)
= Λ′ · β˜,
C2
(
M˜, Σ˜−
)
=
(
|S|⊕
i=1
Λ′ · σ˜i
)
⊕
(
|F|⊕
i=1
Λ′ · f˜+i
)
,
C1
(
M˜, Σ˜−
)
=
(
l⊕
i=1
Λ′ · ν˜+i
)
⊕
(
l⊕
i=1
Λ′ · ν˜−i
)
⊕
(
|M|⊕
i=1
Λ′ · µ˜i
)
⊕
(
|E|⊕
i=1
Λ′ · e˜+i
)
,
C0
(
M˜, Σ˜−
)
=
(
l⊕
i=1
Λ′ · p˜+i
)
⊕ Λ′ · q˜,
and with this direct sum decomposition the boundary matrices are given by
∂M3 :=
( S˜ F˜+
β˜ A −1
)
, ∂M2 :=
( ν˜+i ν˜−i M˜ E˜+
S˜ B+ B− C D+
F˜+ 0 0 0 ∂2Σ,+
)
, ∂M1 :=

p˜+i q˜
ν˜+i id −1
ν˜−i 0 −1
M˜ E+ F
E˜+ ∂1Σ,+ 0
.
Similarly as before, the boundary matrices ∂
M,(2)
j (j = 1, 2, 3) for the L
2-chain complex
C
(2)
∗ (M,Σ−) are given by right multiplications by the matrices ∂
M
j .
We write G′ = π1(M, p+). We apply Lemma 2.5 to the chain complex
C(2)∗ (M,Σ−) with J =
(
f˜+|F|
)
and L =
(
ν˜+1 , . . . , ν˜
+
l , ν˜
−
1
)
.
Together with Proposition 2.1 we obtain that
τ (2)(M,Σ−) = τ
(2)
(
C(2)∗ (M,Σ−)
)
=
detrG′
(
B−2,...,l C D
+
0 0 ∂+
)
detrG′
(
−1
)
detrG′
(
id −1
0 −1
) = detrG′
(
B−2,...,l C D
+
0 0 ∂+
)
,
where ∂+ is ∂2Σ,+ without its last row.
Similarly, we consider the pair (M,Σ+) and we compute
τ (2)(M,Σ+) = det
r
G′
(
B+1,...,l−1 C D
−
0 0 ∂−
)
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where ∂− is ∂2Σ,− without its first row.
We write G = π1(N, p+). Let
f(t) := τ (2)
(
C(2)∗ (N, φ, t)
)
denote the particular representative of the L2-Alexander torsion τ (2)(N, φ, t) computed from
the previous choices of cells and lifts.
Next we apply Lemma 2.5 to the chain complex
C(2)∗ (N, φ, t) with J =
{
f˜+|F|, F˜
−
}
and L =
(
p˜1 × I, . . . , p˜l × I, ν˜
+
1 , . . . , ν˜
+
l , ν˜
−
1
)
.
Together with Proposition 2.1 we obtain that
f(t) =
detrG
B
−
2,...,l C D
+ D−
0 0 ∂+ 0
0 0 −d(t · γi) id

detrG

−1 1 . . . 1
0
...
0 − id
t · γl
 det
r
G
d(t · γi) − id 0id 0 −1
0 1 0 . . . 0 −1

=
1
max {1, t}2
· detrG
B
−
2,...,l C D
+ D−
0 0 ∂+ 0
0 0 −d(t · γi) id
 = g(t)
max{1, t}2
,
where g(t) := detrG
B
−
2,...,l C D
+ D−
0 0 ∂+ 0
0 0 −d(t · γi) id
.
We know from Theorem 1.2 (4) that there exists a k ∈ R such that f(t) ∼t→0+ C(N, φ)tk
and f(t) ∼t→∞ C(N, φ) · tk+xN (φ). In the remainder of Step 1 we will prove that k = 0
and that C(N, φ) 6 τ (2)(M,Σ−). More precisely, we will prove successively the following
statements:
(a) the inequality k > 0,
(b) we prove that k = 0 implies C (N, φ) 6 τ (2)(M,Σ−),
(c) the inequality k 6 0.
First we prove (a) and (b). To do this, we take t = 1/n in f(t) ∼t→0+ C(N, φ)t
k, and we
obtain
C(N, φ)
nk
∼n→∞ f
(
1
n
)
= g
(
1
n
)
= detrG
B
−
2,...,l C D
+ D−
0 0 ∂+ 0
0 0 −d
(
1
n
· γi
)
id
 .
Since from Lemma 2.2 and Proposition 2.1 we have that
lim sup
n→∞
g
(
1
n
)
6 detrG
B
−
2,...,l C D
+ D−
0 0 ∂+ 0
0 0 0 id
 = detrG′
(
B−2,...,l C D
+
0 0 ∂+
)
= τ (2)(M,Σ−),
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then the previous asymptotics imply that lim supn→∞
C(N, φ)
nk
6 τ (2)(M,Σ−). Since
C(N, φ) > 0 and τ (2)(M,Σ−) < +∞, it follows that k > 0.
Furthermore the same inequality lim supn→∞
C(N, φ)
nk
6 τ (2)(M,Σ−) shows that if k = 0,
then we get the desired inequality C(N, φ) 6 τ (2)(M,Σ−).
Finally we prove (c), which concludes the proof of Step 1. We apply Lemma 2.5 to
C(2)∗ (N, φ, t) but now with J =
(
F˜+, f˜−1
)
and L =
(
p˜1 × I, . . . , p˜l × I, ν˜
+
l , ν˜
−
1 , . . . , ν˜
−
l
)
.
Together with Proposition 2.1 we obtain that
f(t) =
detrG
B
+
1,...,l−1 C D
+ D−
0 0 0 ∂−
0 0 −d(t · γi) id

detrG
d(t · γi) − id 00 . . . 0 1 0 −1
0 id −1
 detrG

−1 . . .− 1 1
−1
0
d(t · γi)
...
0

=
1
t|F|−1max{1, t}
· detrG
B
+
1,...,l−1 C D
+ D−
0 0 0 ∂−
0 0 −t · d(γi) id
 · 1
tl−1max{1, t}
=
1
tl+|F|−2max{1, t}2
· t|E| · detrG
B
+
1,...,l−1 C D
+ D−
0 0 0 ∂−
0 0 −d(γi) t−1 id

=
t−χ(Σ)
t−2max{1, t}2
· detrG
B
+
1,...,l−1 C D
+ D−
0 0 0 ∂−
0 0 −d(γi) t
−1 id
 = txN (φ) · h(t)
t−2max{1, t}2
,
where h(t) := detrG
B
+
1,...,l−1 C D
+ D−
0 0 0 ∂−
0 0 −d(γi) t−1 id
. Here note that the final two equalities
come from the fact that −|F|+ |E| − l = −χ(Σ) = xN (φ).
Since C(N, φ)tk+xN (φ) ∼t→∞ f(t) ∼t→∞ txN (φ)h(t), then C(N, φ)tk ∼t→∞ h(t).
As before, by taking t = n and using Lemma 2.2 and Proposition 2.1 we conclude that
lim sup
n→∞
h(n) 6 detrG
B
+
1,...,l−1 C D
+ D−
0 0 0 ∂−
0 0 −d(γi) 0
= detrG′
(
B+1,...,l−1 C D
−
0 0 ∂−
)
= τ (2)(M,Σ+),
thus lim supn→∞C(N, φ)n
k = lim supn→∞ h(n) 6 τ
(2)(M,Σ+). Since C(N, φ) > 0 and
τ (2)(M,Σ+) < +∞, it follows that k 6 0, which concludes the proof of Step 1.
Step 2. Surfaces in a closed N .
We let N be a closed 3-manifold and as before suppose we are given φ ∈ H1(N ;Z) and
a Thurston norm minimizing surface Σ dual to φ. Now we no longer assume that N \\Σ
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is connected. By Proposition 3.3 there exists a weighted surface Ŝ = {(Si, wi)}i=1,...,n in N
with
(1) the class
n∑
i=1
wi · [Si] ∈ H2(N) is dual to φ,
(2) we have −
n∑
i=1
wi · χ(Si) = xN (φ),
(3) if we set S ′ = ∪Si, then N \\S ′ is connected,
(4) τ (2)(N \\S ′, S ′−) = τ
(2)(N \\Σ,Σ−).
Thus it remains to prove the following claim.
Claim. We have C (N, φ) 6 τ (2)(N \\S ′, S ′−).
The proof of the claim is basically the same as the proof of Step 1, except that now,
perhaps somewhat confusingly, S ′ plays the role of the surface Σ of Step 1.
To calculate τ (2) (N, φ) (t), we use the same type of CW-complex structure for N as
in Step 1, starting from the decomposition N = (N \ S ′ × [−1, 1]) ∪ (S ′ × [−1, 1]). The
difference is that now we have φ(γi) = wi for all i, and wi is not necessarily equal to 1.
Then we obtain for the torsion τ (2) (N, φ) (t) a representative f(t) of the form
f(t) =
detrG
B
−
2,...,l C D
+ D−
0 0 ∂+ 0
0 0 −d(twiγi) id

detrG
d(t
wiγi) − id 0
id 0 −1
0 1 0 . . . 0 −1
 detrG

−1 1 . . . 1
0
...
0 − id
twl · γl

=
1
max {1, t}w1+wl
· detrG
B
−
2,...,l C D
+ D−
0 0 ∂+ 0
0 0 −d(twiγi) id
 =: g(t)
max{1, t}w1+wl
.
Here, analogously to the notation in Step 1 we denote by d(twiγi) the diagonal matrix with
an appropriate number of terms twiγi on the diagonal. Recall that there exists k ∈ R such
that f(t) ∼t→0+ C (N, φ) · t
k and f(t) ∼t→∞ C (N, φ) · tk+xN(φ). Like in Step 1 we will prove
in succession the following three statements:
(a) we have k > 0,
(b) k = 0 implies that C (N, φ) 6 τ (2)(N \\S ′, S ′−),
(c) we have k 6 0.
First we prove (a). With similar reasoning as in Step 1 we obtain
lim sup
n→∞
C (N, φ)
nk
= lim sup
n→∞
g
(
1
n
)
6 τ (2)(N \\S ′, S ′−).
By Lemma 3.2 and Theorem 1.4 we know that τ (2)(N \\S ′, S ′−) 6= 0. Thus we obtain that
k > 0.
Moreover from Lemma 3.2 we conclude that
lim sup
n→∞
C (N, φ)
nk
6 τ (2)(N \\S ′, S ′−),
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which in particular implies (b).
Finally it remains to prove (c). We will proceed mostly like in Step 1, but we need to
introduce some extra notation. Let Pi, Ei and Fi be the sets of 0,1 and 2-cells of Si. We
write
|P|w :=
l∑
i=1
wi · |Pi| =
l∑
i=1
wi, |E|w :=
l∑
i=1
wi · |Ei|, |F|w :=
l∑
i=1
wi · |Fi|.
With this convenient notation one has xN (φ) = −
n∑
i=1
wi · χ(Si) = −|F|w + |E|w − |P|w.
Now we compute f(t) the same way as in Step 1 and obtain:
f(t) =
detrG
B
+
1,...,l−1 C D
+ D−
0 0 0 ∂−
0 0 −d(twiγi) id

detrG

−1 . . .− 1 1
−1
0
d(twiγi)
...
0
· det
r
G
d(t
wiγi) − id 0
0 . . . 0 1 0 −1
0 id −1

=
1
t|F|w−w1 max{1, t}w1
· detrG
B
+
1,...,l−1 C D
+ D−
0 0 0 ∂−
0 0 d(twiγi) id
 · 1
tw1+...+wl−1 max{1, t}wl
=
1
t|P|w+|F|w−w1−wl max{1, t}w1+wl
· t|E|w · detrG
B
+
1,...,l−1 C D
+ D−
0 0 0 ∂−
0 0 −d(γi) d(t−wi)

=
t−χ(S)
t−w1−wl max{1, t}w1+wl
· detrG
B
+
1,...,l−1 C D
+ D−
0 0 0 ∂−
0 0 −d(γi) d(t−wi)

=:
txN (φ) · h(t)
t−w1−wl max{1, t}w1+wl
.
By the same reasoning as in Step 1 we have
lim sup
n→∞
C (N, φ)nk = lim sup
n→∞
h(n) 6 τ (2)(N \\S ′, S ′+),
and therefore k 6 0.
Step 3. The 3-manifold N has non-empty toroidal boundary.
Finally suppose that N is a 3-manifold with non-empty toroidal boundary. Furthermore
let φ ∈ H1(N ;Z) be non-zero and let Σ be a Thurston norm minimizing surface dual to φ.
Let N ′ be a copy of N and let Σ′ ⊂ N ′ be the copy of Σ. Let W := N ∪∂N=∂N ′ N ′ be the
double of N and let S := Σ ∪∂Σ=∂Σ′ Σ′ be the double of Σ. Furthermore let r : W → N
be the obvious retraction onto N . A short argument shows that S is dual to r∗φ. Since
Σ and Σ′ are Thurston norm minimizing it follows from a standard argument, see [EN85,
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Proposition 3.5], that S is also Thurston norm minimizing. Then
C(N, φ)2 = C(N, φ) · C (N ′, r∗(φ)) = C(W, r∗φ) 6 τ (2)(W \\S, S−)
= τ (2)(N \\Σ,Σ−) · τ (2)(N ′ \\Σ′,Σ′−) = τ
(2)(N \\Σ,Σ−)2.
Here the first equality follows from the fact that r restricts to a diffeomorphism N ′ → N .
The second equality follows from Theorem 1.1 (2) and (3). The inequality stems from the
inequality for closed manifolds that we had proved in the first two steps. The third equality
is a consequence of Lemma 2.3 (5) and the observation that the relative L2-torsion of the
intersection of the pairs (N \\Σ,Σ−) and (N ′ \\Σ′,Σ′−) is trivial. (This is a consequence of
Lemma 2.3 (3) and because each component of the intersection is given by tori, annuli or
circles.) Finally the last equality follows again from the observation that r restricts to a
diffeomorphism (N ′ \\Σ′,Σ′−)→ (N \\Σ,Σ−). 
4.3. Conclusion of the proof. Now we can finally complete the proof of Theorem 1.5.
Proof of Theorem 1.5. The first inequality in the theorem is a consequence of Lemma 4.1,
Lemma 4.2, and Proposition 4.3.
The second inequality in the theorem is exactly Proposition 4.4. 
5. Ahyperbolic surfaces
In this section we introduce the class of ahyperbolic surfaces. If Σ is ahyperbolic then we
show that τ (2)(N \\Σ,Σ−) = 1 and hence all terms in Theorem 1.5 are equal to 1. Before
we give the definition of ahyperbolic surfaces we recall the definition of a sutured manifold.
Definition 5.1. A sutured manifold is a quadruple (M,R+, R−, γ) whereM is a 3-manifold
with a partition of its boundary ∂M into two subsurfaces R+ and R− along their common
boundary γ (the components of γ are called the sutures). The surface R+ is oriented by
the outward-pointing normal and R− is oriented by the inward pointing one.
A sutured manifold (M,R+, R−, γ) is called taut if the surfaces R± are both taut, i.e.
R± do not contain any disc component and have minimal complexity among all surfaces
representing [R±] ∈ H2(M, γ).
Example 5.1. For a Thurston norm minimizing surface Σ in a 3-manifold N the manifold
N \\Σ is a taut sutured manifold with the sutured manifold structure
(N \\Σ,Σ+ ∪ ∂Σ × [0; 1],Σ− ∪ ∂Σ × [−1; 0], ∂Σ× {0}) .
Definition 5.2. We call a taut sutured manifold (M,R+, R−, γ) ahyperbolic if there is a
disjoint union C of properly embedded incompressible tori T1, . . . , Tn and annuli A1, . . . , Ak
in M with the following properties:
(1) each annulus component A in C touches R+ and R− and is not boundary parallel,
(2) each component M ′ of M \\C is, as a pair of spaces (M ′,M ′ ∩R−), homeomorphic
to one of the following three simple types:
(a) (N,F ) where N is a Seifert fibered space and F is a union of boundary tori
and of π1-injective annuli lying in the boundary,
(b) (V, C) where V is a solid torus and C is a collection of essential annuli in the
boundary of V (here essential means π1-injective in V ),
(c) (S × I, S × {−1}), where S is a surface with boundary.
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Definition 5.3. A Thurston norm minimizing surface Σ in a 3-manifold N with empty or
torodial boundary is called ahyperbolic if N \\Σ, viewed as a sutured manifold, is ahyper-
bolic.
Proposition 5.2. If (M,R+, R−, γ) is ahyperbolic, then
τ (2)(M,R−) = 1.
In particular if Σ in N is a ahyperbolic surface, then
τ (2)(N \\Σ,Σ−) = 1
Proof. This proposition follows from Lemma 2.3 in the following way. We first look at the
three pairs (a), (b) and (c) in the definition of ahyperbolic. For a pair (N,F ) of type (a) we
have τ (2)(N,F ) = 1 by Lemma 2.3 (2), (3) and (4) and the fact that every Seifert fibered
space is finitely covered by an S1-bundle [AFW15, Flowchart 1].
For a pair (V, C) of type (b) we have τ (2)(V, C) = 1 by Lemma 2.3 (3) and (4). For a
pair (S × I, S−) of type (c) we have τ (2)(S × I, S−) by Lemma 2.3 (1).
The proposition follows by decomposing (M,R+) along the annuli and tori of the defi-
nition of ahyperbolicity and successively applying Lemma 2.3 (5). All terms appearing on
the right in the equation of Lemma 2.3 (5) are equal to 1. Note that implicitly we used the
incompressibility of the annuli and tori, without explicitly mentioning it. 
In the remainder of this section we will give examples of ahyperbolic surfaces.
Proposition 5.3. Let N be a graph manifold, then every Thurston norm minimizing sur-
face Σ in N is ahyperbolic and hence
τ (2)(N \\Σ,Σ−) = 1.
Proof. First we assume that N is a Seifert fibered space. By [Ja80, Theorem VI.34] every
Thurston norm minimizing surface is one of the following:
(1) it is either a disjoint union of fibers of a fibration over S1 or
(2) it is a disjoint union of tori and annuli, each of which is saturated in the Seifert
fibration.
In the first case N \\Σ consists of products and hence are of type (c). In the other case
N \\Σ is of type (a). This proves the proposition for Seifert fibered spaces.
Now let N be a graph manifold. Let T be the collection of JSJ-tori. As shown in the
proof of [EN85, Proposition 3.5] we can assume that for any N ′ ∈ J (N) the intersection
Σ ∩ N ′ is a Thurston norm minimizing surface in N ′. Note that by definition of graph
manifolds every N ′ is Seifert fibered. The JSJ-tori in N give rise to a collection of annuli
and tori in N \\Σ satisfying the condition of Definition 5.2 so that the proposition follows
from the first case. 
In [AD15] Agol and Dunfield introduce the notation of a libroid knot. This is related to
our concept in the following way. If a knot K is libroid, then by definition, there exists an
n ∈ N such that n · φK ∈ H1(EK ;Z) is represented by a surface Σ which is ahyperbolic.
In [AD15, Section 6] it is proven that the class of libroid knots contains all 2-bridge
knots. We can now combine this fact with Theorem 1.5, Lemma 2.4 (3) and Proposition
5.2 to obtain:
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Corollary 5.4. There exist infinitely many non-fibered hyperbolic knots in S3 such that
C(EK , φK) = 1.
6. Examples from the Borromean rings
We now compute the leading coefficients for the Borromean rings, and as a consequence
for several infinite families of links as well.
Remark 6.1. Note that the Borromean rings of Figure 3 and the m-Whitehead links of
Figure 4 all have positive volume, and thus calculating their leading coefficients is a priori
nontrivial. One way among many to check that the aforementioned links have positive
volume is to remark that each one admits a Dehn filling that yields a twist knot with at
least 4 crossings; then recall that such a twist knot is not a torus knot (as can be seen
by looking at the Alexander polynomial), hence it is hyperbolic by [Men84, Corollary 2].
Finally use the fact due to Thurston that volume decreases under Dehn filling.
Proposition 6.2. Let B = B1 ∪ B2 ∪ B3 be the Borromean rings, EB = S
3 \ νB the
corresponding link exterior and let φ ∈ H1(EB;Z) ∼= Z3. If φ 6= 0 then C(EB, φ) = 1.
B3
B2
B1
a
b a−1ba
ba−1b−1a
c
Figure 3. The Borromean rings B = B1 ∪ B2 ∪B3
Proof. The group G of the link B admits the presentation 〈a, b, c|r, s〉 where a, b, c are
respective meridians of B1, B2, B3 and (with the notation [x, y] := xyx
−1y−1) the relators
are r = [a, [c, b−1]] and s = [b, [a, c−1]]. The previous group presentation can be obtained
with the Wirtinger process from the diagram in Figure 3, where the elements of G are drawn
with red dashed lines. Note that among the three relators r, s and [c, [b, a−1]], any one is
a consequence of the two others, and each represents the commutation relation between a
meridian and a longitude of a component Bi.
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Let us assume φ 6= 0. Then without loss of generality we can assume that φ(b) 6= 0 up
to reordering components, then that φ(b) < 0 up to changing orientations, and finally that
φ(b) = −1 up to multiplying φ by a positive rational number, which does not change the
value of C(EB, φ) by Lemma 2.4 (3). Denote α = φ(a) and γ = φ(c), two rational numbers.
The L2-Alexander torsion of (EB, φ) admits a representative of the form
τ (2)(EB, φ)(t) =
detG
(
(id−tγRc)tRcb−1c−1(t
αRa − id) id−Rac−1a−1c
(id−tRcb−1c−1)(t
αRa − id) (t
αRa − id)
1
tγ
Rac−1a−1
(
id−1
t
Rb
))
detG (tαRa − id)
= detG
(
(id−tγRc)tRcb−1c−1 id−Rac−1a−1c
id−tRcb−1c−1 (t
αRa − id)
1
tγ
Rac−1a−1
(
id−1
t
Rb
)) ,
where the first equality comes from Fox calculus and [BAC17, Proposition 3.3] and the
second one from elementary operations on matrices (right product on the first column), see
[Lu¨02, Section 3.2].
Let us denote At = (id−tγRc)(tRcb−1c−1), Bt = id−Rac−1a−1c, Ct = id−tRcb−1c−1 and
Dt = (t
αRa− id)
(
1
tγ
Rac−1a−1
) (
id−1
t
Rb
)
. It follows from properties of the Fuglede-Kadison
determinant (see for example [Lu¨02, Theorem 3.14]) that for all A,B,C,D ∈ N (G) such
that C is invertible, one has detG
(
A B
C D
)
= detG(C) detG(AC
−1D − B). If we fix t ∈
(0, 1), then Ct = id−tRcb−1c−1 is invertible with C
−1
t =
∑∞
n=0(tRcb−1c−1)
n. It follows that
τ (2)(EB, φ)(t) = max{1, t} · detG(AtC
−1
t Dt − Bt) from the above observation and from
Proposition 2.1 (6). Then St := AtC
−1
t Dt −Bt has the following form:
St = Rac−1a−1c − id+(id−t
γRc)
(
∞∑
n=1
(tRcb−1c−1)
n
)
(tαRa − id)
(
1
tγ
Rac−1a−1
)(
id−
1
t
Rb
)
.
Now remark that St = t
d (U0 +
∑∞
n=1 t
nUn) where the Un are in RZ[G], and the lowest
degree d ∈ Z satisfies d = min{0,min{0, α}+min{0, γ}−γ}. We claim that for all possible
values of α, γ, we have that U0 is injective and detG(U0) = 1.
To prove the claim, we first compute the different values of (d, U0) depending on the
values of α, γ:

α>0 α=0 α<0
γ>0 (−γ,Rac−1a−1) (−γ,Rac−1a−1 −Rbab−1c−1) (α− γ,−Rbab−1c−1)
γ=0 (0, Rac−1a−1 − id) (0, (Rbab−1 − id)(id−Rac−1a−1)) (α, (id−Rc−1)Rbab−1)
γ<0 (0,− id) (0, Rbab−1 − id) (α,Rbab−1)
.
As an example, we consider the case when γ = 0 and α > 0 in more details: we get d = 0
and from the expression of St, also
U0 = Rac−1a−1c − id+(id−Rc)Rcb−1c−1Rac−1a−1Rb
= Rac−1a−1c − id+Rbac−1a−1cb−1c−1 − Rbac−1a−1cb−1
= Rac−1a−1c − id+Rac−1a−1 − Rac−1a−1c = Rac−1a−1 − id,
where the third equality comes from the relation s = [b, [a, c−1]] in G.
Note that the second term U0 of each entry in the previous matrix is of one of the forms
±Rg,±(Rg− id)Rh or ±(Rg− id)(Rh− id) with g, h ∈ G not equal to the neutral element of
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G (this can be checked by the fact that they have non trivial abelianizations in Gab ∼= Z3),
and all these operators are injective with Fuglede-Kadison determinant 1 by Proposition
2.1 (6) and [Lu¨02, Section 3.2] (notably the fact that the Fuglede-Kadison determinant is
multiplicative on injective operators). This concludes the proof of the claim.
It now follows from the claim and the upper semi-continuity of the Fuglede-Kadison
determinant [Lu¨02, Section 3.7] that
(3) lim
t→0+
t−dτ (2)(EB, φ)(t) = lim
t→0+
t−d detG(St) 6 detG(U0) = 1.
We can now similarly study the asymptotical behavior of the same representative function
τ (2)(EB, φ)(t), as t→∞ this time. It follows from [Lu¨02, Section 3.2] that:
τ (2)(EB, φ)(t) = detG
(
(id−tγRc)tRcb−1c−1 id−Rac−1a−1c
id−tRcb−1c−1 (t
αRa − id)
1
tγ
Rac−1a−1
(
id−1
t
Rb
))
= t · detG
(
id−tγRc id−Rac−1a−1c
t−1Rcbc−1 − id (t
αRa − id)
1
tγ
Rac−1a−1
(
id−1
t
Rb
)) ,
and thus τ (2)(EB, φ)(t) = t detG(C
′
t) detG(S
′
t) where Bt, Dt are as before, A
′
t = id−t
γRc,
C ′t = t
−1Rcbc−1 − id and S
′
t = A
′
tC
′−1
t Dt − Bt. Similarly as before we remark that
S ′t = t
D
(
V0 +
∞∑
n=1
t−nVn
)
,
where D = max{0,max{0, α} + max{0, γ} − γ} is the highest degree, Vn ∈ RZ[G] for all
n > 0 and V0 is always injective with Fuglede-Kadison determinant 1. This last claim
is once again checked for every one of the nine distinct possibilities, summarised in the
following table of pairs (D, V0):

α>0 α=0 α<0
γ>0 (α,Ra) (0, Ra − id) (0,−Rac−1a−1c)
γ=0 (α, (Rc − id)Rac−1) (0, (Rac−1a−1 − id)(id−Ra)) (0, Rac−1a−1 − id)
γ<0 (α− γ,−Rac−1) (−γ, (Ra − id)Rac−1a−1) (−γ,Rac−1a−1)
.
Hence, by the upper semi-continuity of the Fuglede-Kadison determinant [Lu¨02, Section
3.7] and the fact that detG(C
′
t) = max{1, t
−1} ∼t→∞ 1, we have:
(4) lim
t→∞
t−1−Dτ (2)(EB, φ)(t) = lim
t→∞
t−D detG(S
′
t) 6 detG(V0) = 1.
It now follows from the fact that xEB(φ) = |α|+ |β|+ |γ| = 1 +D − d (see [Th86]), the
inequalities (3) and (4) and Theorem 1.2 (3)-(4) that C(EB, φ) 6 1. We conclude using
the fact that C(EB, φ) > 1 from [Liu17]. 
Remark 6.3. Recall that the Bing doubling B(K) of a knot K is obtained by gluing one
component of the Borromean rings B to the exterior of K (identifying a preferred longitude
of the component to a preferred meridian of K and vice-versa). Thus, it follows easily from
Proposition 6.2 and Theorem 1.1 (2) and (3) that given any knot K and any non-zero
φ ∈ H1(XB(K);Z) the leading coefficient of the corresponding L2-Alexander torsion equals
exp(vol(K)/6π).
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L2
L1
a′
b′
Figure 4. The 2-component m-Whitehead link Wm = L1 ∪ L2 (for m = 2)
Let us define the m-Whitehead link Wm as the result of a (1/m)-Dehn filling on one
component of B (with m > 1 and the 1-Whitehead link being the classical Whitehead
link), see Figure 4. Following Proposition 6.2 and [BA16b] we can compute the leading
coefficients for all m-Whitehead links:
Proposition 6.4. Let Wm be the 2-component m-Whitehead link, EWm = S
3 \ νWm the
corresponding link exterior and let φ ∈ H1(EWm;Z) ∼= Z
2. If φ 6= 0 then C(EWm , φ) = 1.
Proof. Let m > 1 and let φ ∈ H1(EWm;Z) \ {0}. We want to prove that C(EWm , φ) = 1.
In the remainder of the proof we will use several notations from Proposition 6.2 and its
proof.
Firstly, up to scaling φ and reordering the components of Wm (which does not change
its isotopy type) we can assume that φ sends any meridian of the second component of Wm
to −1. See Figure 4 for a drawing of Wm in the case m = 2.
Now consider thatWm is obtained by (1/m)-Dehn filling on the third component of B, as
in Figures 3 and 4, and let us call θm : π1(EB)։ π1 (EWm) the group epimorphism induced
by this Dehn filling. It follows that γ = (φ ◦ θm)(c) = 0. Moreover, it follows from the
previous paragraph that (φ ◦ θm)(b) = −1.
We state the following crucial claim.
Claim. Among the three possible operators U0 (respectively V0) listed in the proof of Propo-
sition 6.2 for γ = 0, neither becomes the zero operator under the epimorphism θm.
We will now prove the claim. Under the epimorphism θm, the three operators U0 (in the
case γ = 0) become right multiplications by the following elements of Z[π1(EWm)]:
θm(ac
−1a−1)− 1,
(
1− θm(ac
−1a−1)
) (
θm(ba
−1b−1)− 1
)
, θm(ba
−1b−1)
(
1− θm(c
−1)
)
,
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and the three operators V0 become right multiplications by the following elements:
θm(ac
−1) (θm(c)− 1) , (1− θm(a))
(
θm(ac
−1a−1)− 1
)
, θm(ac
−1a−1)− 1.
As in the proof of Proposition 6.2 it suffices to prove that a′ := θm(a) and c
′ := θm(c) are
non trivial in π1(EWm).
Denoting b′ := θm(b), it follows from the Dehn filling process and the van Kampen
theorem that c′ = [b′, a′−1]
−m
and that π1(EWm) is generated by a
′ and b′; indeed, as seen
in Figure 3, l := [b, a−1] is a longitude of B3, and (1/m)-Dehn filling on B3 induces a
quotient by the relation clm = 1 in fundamental groups.
Now, since a′ still represents a meridian in π1(EWm), it is non trivial. Moreover π1(EWm)
is non abelian (since the only 2-component link with abelian group is the Hopf link [Neu61]
which has different linking number fromWm), thus [b
′, a′−1] is not trivial, and since π1(EWm)
is torsion free, then c′ = [b′, a′−1]
−m
is not trivial either, which concludes the proof of the
claim.
We now recall that from [DFL16] one can define a more general L2-Alexander torsion
τ (2)(N, φ ◦ θ, θ)(t), associated to a 3-manifold N of fundamental group G, and two group
homomorphisms φ : Γ → Z and θ : G → Γ such that Γ is residually finite. The process is
mostly the same as in Section 2.3, except that the operators are over ℓ2(Γ) and are linear
combinations of Rθ(g) for g ∈ G (instead of ℓ
2(G) and Rg). Note that in our case, N will
be EB, π1 (EWm) is residually finite and will play the role of the aforementioned Γ, and θ
will be the θm defined at the beginning of the proof.
In the proof of the claim we established that θm(l) = [b
′, a′−1] is non trivial in the torsion
free group π1(EWm), thus it has infinite order. Hence we can use the Dehn surgery formula
for L2-Alexander torsions from [BA16b, Proposition 4.3] to conclude that
τ (2)(EWm , φ)(t) =˙
τ (2)(EB, φ ◦ θm, θm)(t)
max{1, t}|φ◦θm(l)|
= τ (2)(EB, φ ◦ θm, θm)(t),
where the first equality comes from [BA16b, Proposition 4.3 and Section 4.4] and the second
equality comes from the fact that θm(l) = [b
′, a′−1] is a commutator.
Recall that we want to prove that C(EWm, φ) = 1. It follows from the previous paragraph
that C(EWm , φ) is equal to the leading coefficient of τ
(2)(EB, φ ◦ θm, θm)(t). Thus it suffices
to prove that the leading coefficient of τ (2)(EB, φ ◦ θm, θm)(t) is equal to 1. Note that the
previous statement is a variation of Proposition 6.2, and we will prove it in a similar way.
We can extend Proposition 6.2 and the bulk of its proof to the L2-Alexander torsion
τ (2)(EB, φ ◦ θm, θm)(t) instead of τ (2)(EB, φ)(t), since all L2-torsions and limits are well
defined thanks to [BA16b, Proposition 4.3]. The only potential problem comes from the
operators U0 and V0, which might become zero under the epimorphism θm. Fortunately
this is not the case, thanks to the previous claim. 
In particular for m = 1, it follows from Theorem 1.1 (1), (2) and (3) and Lemma 2.4 (2)
that we can compute the leading coefficient of Whitehead doubles:
Proposition 6.5. Let K be a knot and W (K) its untwisted Whitehead double. Then
C(EW (K), φW (K)) = exp
(
vol(EK)
6π
)
.
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As an immediate consequence we obtain:
Corollary 6.6. There exist infinitely many non-fibered prime knots K in S3 such that
C(EK , φK) > 1.
One such example is W (41), the Whitehead double of the figure-eight knot.
In conclusion, let us recap in the following remark the class of links for which we can
compute the leading coefficient explicitly (at the time of writing).
Remark 6.7. We can explicitly compute all leading coefficients for the class of links con-
taining fibered knots, libroid knots (in particular 2-bridge knots), the Borromean rings
and all its Dehn fillings, and stable by connected sum, cablings, Bing doubling and any
m-Whitehead doubling.
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