A class of multivariate linear models under the longitudinal setting, in which unobserved heterogeneity may evolve over time, is introduced. A latent structure is considered to model heterogeneity, having a discrete support and following a first-order Markov chain. Heavy-tailed multivariate distributions are introduced to deal with outliers. Maximum likelihood estimation is performed to estimate parameters by using expectation-maximization and expectation-conditional-maximization algorithms. Notes on model identifiability and robustness are provided, along with all computational details needed to implement the proposal. Three applications on artificial and real data are illustrated. These focus on the potential effects of outliers on clustering and their identification.
Introduction
Hidden Markov regression models (HMRMs) are the state of the art in the analysis of time-dependent data. Since the seminal works of Goldfeld and Quandt (1973) and Hamilton (1990) , HMRMs have been used in a wide range of empirical applications such as ecology King, 2013 and Schliehe-Diecks et al., 2012) , environmetrics (Martinez-Zarzoso and Maruotti, 2013 , Ailliot et al., 2015 , medicine Lagona et al., 2014) , and more. The HMRM is the most suitable approach to deal with time-dependent data features as serial dependence, (time-varying) heterogeneity, and dependence of the response vector on several covariates. Its mathematical properties, based on a hidden Markov structure (see e.g. Zucchini and MacDonald, 2009) , render the HMRM approach appealing from a theoretical perspective as well. Indeed, mean, variance, and autocorrelations are available, the likelihood is straightforward to compute and its computation is linear in the number of observations.
To remark the importance of HMRMs in longitudinal data analysis, a book has been recently published by Bartolucci et al. (2013) , in which the HMRM approach is introduced and extensively discussed. Furthermore, few review papers discuss features of HMRMs under different settings (see, e.g., Maruotti, 2011 , Visser, 2011 . In the analysis of multivariate longitudinal data through HMRMs, the attention has been mainly focused on noncontinuous (Lagona et al., 2015 and Farcomeni, 2009) or mixed-support (Raffa and Dubin, 2015 and data, with few notable exceptions (see, e.g., . We want to contribute to this literature by considering longitudinal response vectors of continuous type. Under the HMRM framework, the benchmark natural model to cope with continuous response vectors is represented by the HMRM based on state-specific Gaussian distribution for the error term, simply referred to as Gaussian HMRM herein. However, real longitudinal data are often "contaminated" by outliers that affect the estimation of the parameters for the Gaussian HMRM.Accordingly, the detection of these outliers, and the development of robust methods of parameters estimation insensitive to their presence, is an important problem.
There is a wide literature on robust estimation of mixture regression models (see, e.g., Bai et al., 2016 , Bai et al., 2012 . Vermunt (2010) and Frühwirth-Schnatter (2011) provide excellent overviews of using finite mixture models in longitudinal research. To introduce robustness against outliers, Frühwirth-Schnatter and Kaufmann (2008) consider a multivariate t distribution and Juárez and Steel (2010) introduce a skew t distribution for the error term to capture conditional skewness. Wang (2013) and Wang et al. (2015) extend the aforementioned approaches in a mixed-effects regression framework. Between-and within-subject variations through subject-specific random effects and intra-subject errors can be modeled, as well as missingness and censoring can be easily dealt with in such a framework. There are not many papers dealing with robustness issues in HMRMs. In the univariate case, Maruotti (2014) considers a bi-square scale estimator, and Farcomeni (2012) introduces a quantile regression for longitudinal data based on latent Markov subject-specific parameters. Up to our knowledge, these are the only attempts to deal with outliers in HMRMs. Other approaches have been recently developed in a general time-dependent clustering framework for multivariate data (see e.g. Farcomeni and Greco, 2015 and Punzo and , ignoring the functional relationships between the response vector and covariates.
We propose two robust generalizations of the Gaussian HMRM obtained by replacing the conditional multivariate Gaussian distribution with two well-known multivariate symmetric heavy-tailed distributions: the t and the contaminated Gaussian. As it will be better explained in the following, the proposed HMRMs offer practical alternatives needed for mild outliers robustness (cf. Ritter, 2015, pp. 79-80) where the multivariate Gaussian distribution, often used as the reference distribution for the typical observations, as in the Gaussian HMRM, lacks sufficient fit. Such mild outliers document mainly the difficulty of the specification problem. In their presence the statistician is recommended to choose a model flexible enough to accommodate all data points, including the outliers.
A maximum likelihood approach is pursued to achieve parameters estimation. Expectation-maximization (EM) and expectation-conditional-maximization (ECM) algorithms are discussed in depth to allow non-experts to fit our models. Suggestions on the initialization strategies are provided, along with parameters interpretation and procedures to identify outliers. Artificial and real data examples are provided to highlight the usefulness and the potentials of the proposed approach. These examples address several research questions and provide evidence of the adequateness of robust HMRMs under a longitudinal setting.
The remind of the paper is as follow. In Section 2, we introduce the methodology, reviewing the basics of the HMRMs, and providing details on the multivariate t and multivariate contaminated Gaussian distributions. An important issue as identifiability of the proposed HMRMs is addressed in Section 3. Maximum likelihood estimation is discussed in Section 4. To give the opportunity to readers to apply our proposal, we provide further computational details and model features in Appendix A. A wide discussion on robustness is proposed in Section 5, along with practical guidance to identify outliers. Empirical applications on artificial and real data are provided in Section 6. Section 7 summarizes the key aspects of the proposal along with future possible extensions.
Methodology

Main assumptions and notation
Let {Y it ; i = 1, . . . , I, t = 1, . . . , T } denote sequences of multivariate real-valued longitudinal observations of dimension d Y recorded on I units and T times. Moreover, let {S it ; i = 1, . . . , I, t = 1, . . . , T } be a first-order Markov chain defined on the state space {1, . . . , k, . . . , K}. A hidden Markov model (HMM) is a particular kind of dependent mixture. It is a stochastic process consisting of two parts: the underlying unobserved process {S it }, fulfilling the Markov property, i.e.
Pr
( S it = s it | S i1 = s i1 , S i2 = s i2 , . .
. , S i(t−1) = s i(t−1)
and the state-dependent observation process {Y it } for which the conditional independence property holds, i.e.
where f (·) is a generic probability density function. The hidden Markov chain has K states with initial probabilities π ik = Pr (S i1 = k), k = 1, . . . , K, and transition probabilities
In (1), k refers to the current state, whereas j refers to the one previously visited; this convention will be used throughout the paper. In the following, for simplicity of explanation, we will consider π i,k| j = π k| j and π ik = π k , i = 1, . . . , I. Such an assumption can be easily relaxed to include covariates and/or unit-specific random effects as described in Maruotti and Rocci (2012) . Thus, we collect the initial probabilities in the K-dimensional vector π, whereas the time-homogeneous transition probabilities are collected in the K × K transition matrix Π. In many applied longitudinal studies, we also have sequences of (fixed) covariates {X it ; i = 1, . . . , I, t = 1, . . . , T }, with each X it being of dimension d X , that we would like to use to explain the sequences of response random vectors {Y it ; i = 1, . . . , I, t = 1, . . . , T }. In such a case, a valid alternative, in the HMM framework, is represented by hidden Markov regression models (HMRMs; see, e.g., Maruotti, 2014) . Here, in each latent state k, we are interested in modeling the conditional distribution
by assuming a functional, typically parametric, form for the expectation E (Y it | X it = x it , S it = k). In the following, for simplicity, we will consider the classical linear case
with β k being a vector of regression coefficients of dimension
Considered multivariate heavy-tailed distributions
The standard HMRM for multivariate continuous outcomes is based on the multivariate Gaussian distribution
where µ ( x it ; β k ) and Σ k denote the mean and the covariance matrix, respectively, and where
denotes the squared Mahalanobis distance between y it and µ ( x it ; β k ) , with covariance matrix Σ k . In symbols,
. As densities to be adopted for (2), we consider:
where µ ( x it ; β k ) and Σ k denote the mean and the scale matrix, respectively, while ν k denotes the degrees of freedom. In symbols,
• the multivariate contaminated Gaussian distribution
where µ (
is the mean, Σ k is the scale matrix, α k ∈ (0, 1) is the proportion of typical points in state k, and η k > 1 is an inflation parameter accounting for the degree of outlierness in state k. In symbols,
. Note that (6) approaches (4) as α k → 1 − and η k → 1 + .
These multivariate heavy-tailed conditional distributions give rise to two different HMRMs, respectively abbreviated as t-HMRM and CN-HMRM. The HMRM based on the multivariate Gaussian distribution in (4) will be abbreviated as N-HMRM hereafter. While N-HMRMs are well-consolidated in literature (see, e.g., for the multivariate case), both t-HMRMs and CN-HMRMs are new, up to our knowledge.
Identifiability
An important issue in dealing with the proposed HMRMs is to establish their identifiability. Identifiability is a necessary requirement, inter alia, for the usual asymptotic theory to hold for maximum likelihood (ML) estimation of the model parameters.
For HMMs, whose state-dependent distributions are assumed to belong to some parametric family, Leroux (1992) shows that identifiability up to label switching follows from identifiability of the marginal (finite) mixtures (see also Dannemann et al., 2014) . In our case, the marginal mixtures are mixtures of regression models (MRMs) of the form
where the basic conditions
are fulfilled. These two conditions prevent overfitting (a potential problem for identifiability first noted by Crawford, 1994 ) and identifiability problems which occur due to empty components where ϑ k cannot be uniquely determined and due to components with equal component parameter vectors where different values for π k are possible (see Frühwirth-Schnatter, 2006 , Chapter 1.3, for details). For a general enough class of MRMs, those based on component distributions belonging to the exponential family (the so-called mixtures of generalized linear models), Grün and Leisch (2008) give a sufficient condition for their identifiability (see Hennig, 2000 for some previous results). Roughly speaking, the fulfillment of this sufficient condition requires caution about three issues. Below, we give an intuitive explanation of these issues as well as the way they are handled in the sufficient condition by Grün and Leisch (2008) .
Issue 1. Identifiability of the finite mixtures of distributions obtained by (7) conditioning on x is essential.
Issue 2. Identifiability issues may arise if there are only a limited number of different covariate points. Such issues might occur in applications because the covariates are often categorical. Caution about these issues is formulated by constraining K to be lower than the minimum number of (d X − 1)-dimensional hyperplanes to cover the distinct covariates values.
Issue 3. The covariate matrix must be full column rank. Such a rank condition ensures that the regression coefficients can be uniquely determined given the linear predictor.
The sufficient condition in Grün and Leisch (2008) applies in our case. With respect to the first issue, and based on the distributions considered herein, sufficient conditions for identifiability of finite mixtures of multivariate t distributions are given in Holzmann et al. (2006) , while sufficient conditions for identifiability of finite mixtures of multivariate contaminated Gaussian distributions are given in . We further investigate identifiability issues by using the parametric bootstrap with random initialization. The Hartigans' DIP test for unimodality (Hartigan and Hartigan, 1985) is applied to check if the regression parameter estimates follow a unimodal distribution. This is done for the state-specific regression coefficients, in which rejecting the null hypothesis of unimodality implies that identifiability issues are present.
Maximum likelihood estimation
In order to perform ML estimation of the parameters for the proposed HMRMs on the basis of the sample {(
x it , y it ) ; i = 1, . . . , I, t = 1, . . . , T } , the need arises of computing
where ϑ corresponds to the set of all model parameters, 1 K denotes a vector of K ones, and f it denotes a K × K diagonal matrix having on the main diagonal the conditional densities f (
Finding the value of the parameters ϑ that maximizes the log-transformation of (8) under the constraints
. . , K, in addition to the constraints required by the parameters of the chosen multivariate heavy-tailed distributions, is not an easy problem since (8) is not available in an analytically convenient form. Efficient computation of (8) may be performed by exploiting a forward recursion described in the HMM literature (see, e.g., Zucchini and MacDonald, 2009) .
In this relatively general framework, when the multivariate t distribution is involved in the formulation of the model, an expectation-maximization (EM) algorithm (Baum et al., 1970 and Dempster et al., 1977) , which is a natural approach for ML estimation when data are incomplete, is described for fitting. When the multivariate contaminated Gaussian distribution is involved, an expectation-conditional maximization (ECM) algorithm (Meng and Rubin, 1993 ) is considered. Of course, ML estimation in this framework can be even carried out using a direct numerical maximization (Turner, 2008 and MacDonald, 2014) or a hybrid (Bulla and Berzel, 2008) algorithm. The EM/ECM algorithm tends to be preferred to its alternatives due to its robustness and ease of application in various scenarios, especially when the model parameters are constrained.
Sources of incompleteness and complete-data log-likelihood
To illustrate the algorithms, we need to specify the sources of incompleteness in our case: some of them depend on the considered multivariate heavy-tailed distribution while the others are common to both the models. The common source -the classical one in the use of HMMs and the unique one when the multivariate Gaussian distribution is considered for HMRMs -arises from the fact that we do not know the state membership and its evolution over time; this source of incompleteness is introduced in the formulation of the model via the definition of the unobserved state membership z it = (z it1 , . . . , z itk . . . , z itK ) ′ and the unobserved states transition
respectively, with
Based on this source of incompleteness, we can write the complete-data log-likelihood in the following way
where
with ϑ Y denoting the sets of all model parameters related to Y|x. The other sources of incompleteness are distribution-dependent and yield to different specifications for ℓ c 3 in (12); see Appendix A.1 for details.
EM and ECM algorithms
As said above, an EM algorithm is used for fitting the t-HMRM and an ECM algorithm is considered for fitting the CN-HMRM. The latter iterates between an E-step and two CM-steps, until convergence. The only difference from the EM algorithm is that each M-step is replaced by simpler CM-steps.
The E-step, on the (r + 1)th iteration of all these algorithms, requires the calculation of Q ( ϑ ) , the current conditional expectation of ℓ c ( ϑ ) given the observed data and the current estimates ϑ (r) of the parameters. As a part of this calculation, regardless from the considered distribution, we replace z itk and zz it jk with their conditional expectations, namely, z (r) itk and zz (r) it jk (for computational details, see Appendix A.2). The rest of the E-step depends on the adopted distribution and it will be detailed in the following. M and CM steps require the maximization of Q(ϑ) with respect to ϑ. As the three terms on the right-hand side of (9) have zero cross-derivatives, they can be maximized separately. In particular, the maximization of Q 1 (π) and Q 2 (Π) -expected counterparts of ℓ c 1 (π) in (10) and ℓ c 2 (Π) in (11) -with respect to π and Π, respectively, subject to the constraints on these parameters, yields
and π
regardless from the considered distribution and regardless from the type of maximization, direct (M-step) or conditional (CM-step). The updates of the remaining parameters ϑ Y depend on the considered distribution as well as on the type of maximization; these updates are detailed in the following.
Multivariate t distribution.
, then the E-step, on the (r + 1)th iteration, further requires the replacement of u itk with
Thus, by substituting z itk and u itk in (A.1), with z (r) itk and u
itk , respectively, we obtain Q 3 ( ϑ Y ) . The M-step, on the same iteration, requires the calculation of ϑ
Such a maximization yields
A closed form solution is not analytically available for the update ν
with respect to ν k , we note that ν
is a solution of the equation
where ψ (·) is the Digamma function. Operationally, the uniroot() function in the stats package for R (R Core Team, 2013) is used to numerically find the root of (16) over the interval
, with ν * Y > 2. In the analyses of Section 6, we fix ν * Y = 200.
Multivariate contaminated Gaussian distribution.
If
, where ϑ Y,1 = (β, Σ, α) and ϑ Y,2 = η. The E-step, on the (r + 1)th iteration, further requires the replacement of u itk with
The first CM-step, on the same iteration, requires the calculation of ϑ
. In particular, after some algebra, we obtain
The second CM-step, on the same iteration, requires the calculation of ϑ
. In particular, for each k = 1, . . . , K, we have to maximize
with respect to η k , under the constraint η k > 1. Operationally, as a closed form solution is not analytically available, the optimize() function in the stats package for R is used to perform a numerical search of the maximum of (20) over the interval
, with η * Y > 1. In the analyses of Section 6, we fix η * Y = 10, 000.
Notes about robustness and outliers detection
The N-HMRM constitutes a benchmark model. However, as said in Section 1, real longitudinal regression data are often "contaminated" by outliers that affect the estimation of the model parameters with particular interest, in the regression context, to the regression coefficients. Accordingly, the detection of these outliers, and the development of robust methods of parameters estimation insensitive to their presence, is an important problem.
Robust parameters estimation
In Sections 5.1.1 and 5.1.2 we illustrate how the use of multivariate t and contaminated Gaussian distributions, respectively, generates robust methods of parameters estimation insensitive to the presence of outliers.
Robust parameters estimation via the t-HMRM
Based on (14), the regression coefficients β
can be considered a weighted least squares estimate with weights depending on (13). These weights clearly decrease with increasing squared Mahalanobis distance (i.e., the squared standardized residuals) δ. Moreover, the degree of downweighting of outliers for β
itk . Therefore, the weights inside (14) reduce the effect of outliers in the estimation of β k , so providing a robust way to estimate β k , k = 1, . . . , K. In addition, from (15), the larger squared residuals δ also have smaller effects on Σ k , k = 1, . . . , K, due to the quantity in (13).
Robust parameters estimation via the CN-HMRM
Based on (18), the regression coefficients β
can be considered a weighted least squares estimate with weights depending on
Now, consider the update (17) for u
itk as a function of the squared Mahalanobis distance (i.e., the squared standardized residuals) δ; the updating function in (17) can be so written as
with δ ≥ 0. Due to the constraint η > 1, from the last expression of (22) it is straightforward to realize that g (δ; α, η) is a decreasing function of δ. Based on (22), formula (21) can be written as
From the last expression of (23), it easy to realize that w (δ; α, η) is an increasing function of g (δ; α, η); this also means that w (δ; α, η) is a decreasing function of δ. Therefore, the weights in (21) reduce the effect of outliers in the estimation of β k , so providing a robust way to estimate β k , k = 1, . . . , K. In addition, from (19), the larger squared residuals δ also have smaller effects on Σ k , k = 1, . . . , K, due to the weights in (21). See Little (1988) for a discussion on downweighting of outliers for the contaminated Gaussian distribution.
Outliers detection t-HMRMs
and CN-HMRMs can be also used as models for mild outliers detection according to the strategies illustrated in Sections 5.2.1 and 5.2.2, respectively.
Outliers detection via t-HMRMs
For t-HMRMs, an a posteriori procedure (i.e., a procedure taking place once the model is fitted) may be considered to detect mild outliers. Extending the idea illustrated by McLachlan and Peel (2000) , p. 232, for mixtures of multivariate t distributions, each observation ( x it , y it ) can be treated as an outlier if
is sufficiently large, where
denotes the maximum a posteriori probabilities (MAP) operator, beingẑ itk ,β k , andΣ k the values of z itk , β k , and Σ k , respectively, at convergence of the EM algorithm. To decide on how large the statistic (24) must be in order for ( x it , y it ) to be classified as outlier, we can compare it to the (1 − α) 100th percentile of the χ 2 distribution with d Y degrees of freedom, where the χ 2 distribution is used to approximate the distribution of δ (
Outliers detection via CN-HMRMs
Once the CN-HMRM is fitted to the observed longitudinal data, by means of maximum a posteriori probabilities, each observation (
can be first assigned to one of the K latent states and then classified as typical or outlier; thus, we have a model for simultaneous robust clustering and automatic detection of mild outliers in a longitudinal regression context. Note that, differently from the approach illustrated in Section 5.2.1, the approach to detect outliers based on the contaminated Gaussian distribution makes no additional distributional assumptions and is not based on subjective choices such as the percentile of the χ 2 distribution.
Automatic outliers detection. For CN-HMRMs, the classification of an observation
Step 1. determine its state of membership;
Step 2. establish if it is either typical or outlier in that state.
Letû it andẑ it denote, respectively, the expected values of u it and z it arising from the ECM algorithm, i.e.,û itk and z itk are the values of u itk and z itk , respectively, at convergence. We then considerû ith , where h is selected such that MAP (ẑ ith ) = 1. Although (1 −û ith ) provides the richest information about the probability that (
is an outlier in state h, the user could be interested in obtaining a classification of this observation as either typical or outlier. In such a case, (
is classified as outlier ifû ith < 0.5. Thus, once the observation has been classified in one of the K states, the approach reveals richer information about the role of that observation in that state. Note also that, the resulting information can be used to possibly eliminate the outliers if such an outcome is desired (Berkane and Bentler, 1988) ; in such a case, the remaining data may then be treated as effectively being distributed according to a N-HMRM, and the clustering results can be reported as usual.
The state assignment procedure, as well as the outlying observations detection, resembles the adoption of a zero-one loss function according to whether the reconstructed partition is perfect or not (see Peel, 2000, p. 33 and McLachlan, 1992, p. 416) . The assignments are taken to be the mode of the posterior probabilitieŝ z ith andû ith , respectively.
Constraints for outliers detection. When the CN-HMRM is used for outliers detection, (1 − α k ) represents the proportion of outliers in state k. As suggested by Punzo and McNicholas (2016, see also Punzo and , for these parameters one could require that in the kth state, k = 1, . . . , K, the proportion of outliers is at least equal to a pre-determined value α * . In this case, the optimize() function is also used for a numerical search of the maximum α (r+1) k , over the interval (α * , 1), of the function
In the analyses of Section 6, we use this approach to update α k and we take α * = 0.5. Note that, if desired, it is possible to fix α k a priori.
Illustrative examples
The aim of this section is to provide a detailed analysis of longitudinal data to highlight the most important features of the proposed HMRMs and to show how to interpret model parameters. This section can also be considered as a guidance that allows the readers to run their own similar analyses being aware of the effects of outliers in the data.
The choice of the starting values for EM-based algorithms constitutes an important issue (see, e.g., Biernacki et al., 2003 and . The EM/ECM algorithms described in Section 4.2, for fitting our HMRMs, are initialized by the solution provided by the corresponding MRMs by further considering (
as the starting value for Π-matrix, where I K is a K × K diagonal matrix and s is a suitable constant; in the analyses herein, we fix s = 9 as in Bartolucci and Farcomeni (2009) . In turn, MRMs are initialized according to the partition provided by the K-means method as implemented by the kmeans() function of the stats package for R.
Comparison between models is handled in terms of Bayesian information criterion (BIC; Schwarz, 1978) BIC = 2 log L − #par × log (I) and integrated complete likelihood (ICL; Biernacki et al., 2000) . As concerns the latter, in practice (see, e.g., Ingrassia et al., 2014 , Punzo, 2014 , and Subedi et al., 2013 , 2015 an approximate ICL is used, given by
The ICL essentially penalizes the BIC for estimated mean entropy. For the alternative use of likelihood-ratio tests for the selection of the best model, see .
Sensitivity study based on the blue crabs data
A first sensitivity study, based on an artificial longitudinal version of the very popular crab dataset of Campbell and Mahon (1974) , is here described to compare how outliers affect the N-HMRM and how them are instead handled by the t-HMRM and the CN-HMRM. Attention is focused on the sample of I = 100 blue crabs of the genus Leptograpsus, subdivided in two groups of equal size (π 1 = π 2 = 0.5). For each specimen, we consider two measurements (in millimeters), namely the rear width (RW), considered here as the covariate, and the length along the midline of the carapace (CL), considered as response variable. The ML estimates of the regression coefficients in the two groups are
) , Σ 1 = 2.377, and Σ 2 = 0.866.
By assuming a normal distribution for the covariates in each group, the ML estimates of the mean and the standard deviation are 11.718 and 2.090 in group 1, and 12.138 and 2.414 in group 2 (see Greselin et al., 2011 , Greselin and Punzo, 2013 , and Bagnato et al., 2014 . Based on these estimates, and further introducing a transition probabilities matrix
we randomly generate a longitudinal version of this dataset on T = 5 times, based on the N-HMRM with a normally distributed covariate in each state. The scatterplots of the generated data, for each t ∈ {1, . . . , 5}, are displayed in Figure 1 . Ten "perturbed" datasets are created by substituting the original value of CL for the first point at time 1 (highlighted by a bullet in Figure 1(a) ) with ten outliers shown in the first column of Table 1 . We directly fit N-HMRMs, t-HMRMs, and CN-HMRMs, with K = 2. For each of the three competing techniques, Table 1 reports the proportion of misallocated observations (misallocations error) for each perturbed data set. The CN-HMRM is systematically the most robust to these perturbations, with the misallocations error remaining fixed at 0.03 regardless of the particular value perturbed. This is especially in contrast to the N-HMRM where the misallocations error changes (and does not necessarily decrease) as the extent of the perturbation increases.
As concerns the fitted t-HMRMs, as expected, by recalling that the original value of CL for the first point at time 1 was 29.836, the weightû 11k assigned to the outlier by the t-HMRM decreases as the value of this point further departs from its true value. A similar reasoning holds for the estimated degrees of freedomν k ; this means that we need a conditional t distribution with heavier tails as the outlier departs from the bulk of its state of membership.
As concerns the fitted CN-HMRMs, we note that the probability to be a typical point for the outlier is practically null regardless of the particular value perturbed. As for the t-HMRM, the weight assigned to the outliers decreases as the value of this point further departs from its true value. Similarly, the estimated value of η k (in the state containing the outlier at time 1) increases as the value of this point further departs from its true value; in these terms, this parameter can be also meant as a sort of "degree of outlierness", i.e as a measure of how vertically different outliers are from the regression model of their state of membership. Finally, as it can be seen by the last column of Table 1 , the CN-HMRM always detects a single outlier, and it coincides with the perturbed point.
Sensitivity study based on pinus nigra data
A second study, based on an artificial longitudinal version of the Pinus nigra dataset analyzed in , is here described to evaluate the behavior of N-HMRMs, t-HMRMs, and CN-HMRMs in the presence of more than two states with outliers.
The complete data set is made of measurements of diameters (in millimeters) and heights (in meters) of 1089 trees in a cultivated forest of Pinus nigra located in the north of Palencia (Spain). Data were collected because searching for models to predict the "height" (trunk height without branches) in terms of the "diameter" (in the tree foot) is a classical problem in forestry and forest industry (see, e.g., Schreuder and Hafley, 1977) . The interest is due to the fact that, from heights and diameters of the trees, we can obtain several parameters that determine the development and characteristics of a forest, such as the timber volume, indexes of competition between trees, growth of the forest mass, sustainability of the forest, etc.. Relations height-diameter tend to be linear (directly or after logarithmic transformations) and can vary depending on species, age, soil richness or others forest characteristics. The diameter of a tree is very easy to measure without using sophisticated instruments, but the height is not so easy to measure without cutting down the tree. Therefore, the role of "height" and "diameter" as response and covariate, respectively, is clearly justified. suggests the presence of three (almost parallel) linear groups. As well-explained by , the factor that caused the different location of the three groups is related with the fact that pines were sampled in three zones of varying quality, age, and density. That is, feet belonging to the lower cluster are located in an area of poor quality soil with low concentration of nutrients, which implies that the trees have no potential for root development and, therefore, the development is lower in height. The central tendency is formed by feet located in an area where no silvicultural treatments have been made, so there is a high density of trees, and the competition among trees is very large. Proof of this is the existence of the so-called foot-dominated trees, that is feet having small diameters, due to a small growth. The upper linear cluster represents an area of good quality soil, characterized by flat land, with soil rich in nutrients and where silvicultural treatments have enabled the trees to be free of competition and expose themselves to light, which creates a greater growth in diameter and height. Because the true group-membership is not available, an N-MRM with 3 mixture components and assuming a Gaussian distribution for the diameter in each group (see, e.g., Ingrassia et al., 2015 , Ingrassia and Punzo, 2016 , is estimated on the data in Figure 2 
we randomly generate a longitudinal version of this dataset on T = 5 times, based on the N-HMRM with a normally distributed covariate in each state. Furthermore, nine observations at time 1 are randomly selected and substituted (perturbed) by nine observations extrapolated by the original dataset. The scatterplots of the generated data, for each t ∈ {1, . . . , 5}, are displayed in Figure 3 . The perturbed observations are denoted by black bullets in Figure 3 (a); we can easily note how these observations are split into one isolated point on the bottom right corner and one "group" of eight outliers on the top. On the artificial data in Figure 3 we fit the N-HMRM, the t-HMRM, and the CN-HMRM with K = 3 states. The scatterplots of the data, with labeling and regression lines from the fitted models, are shown in Figure 4 for the N-HMRM, Figure 5 for the t-HMRM, and Figure 6 for the CN-HMRM. While the regression line on the top from the t-HMRM and the CN-HMRM is not substantially affected by the group of outliers, the regression line on the top for the N-HMRM is dragged towards these points. Thus, the natural trend of the top state is biased by the presence of the group of outliers at time 1. As concerns the robust methods, the t-HMRM and the CN-HMRM provide similar results with the states being characterized by essentially parallel straight lines. Detected outliers from these models are also shown, via bullets colored based on their state of membership, in Figure 5 for the t-HMRM and in Figure 6 for the CN-HMRM. Note that, for the t-HMRM, we consider the 95th percentile of the χ 2 -distribution (cf. Section 5.2.1). In detail, over 350 · 5 = 1, 750 observations, there are 122 detected outliers by the t-HMRM and 9 by the CN-HMRM. Although both the models correctly identify the perturbed values as outliers, the detection rule for the t-HMRM, with the selected percentile, has an high false positive rate (proportion of typical points incorrectly classified as outliers) of 0.065. On the contrary, the detection rule for the CN-HMRM provides an optimal result: false positive rate equal to zero and true positive rate equal to one, being the true positive rate the proportion of outliers that are correctly identified as outliers. A further difference among these robust methods is in terms of state of membership of some of the detected true outliers: while all of them belong to the first state for the t-HMRM, they are split between the first and the second state for the CN-HMRM. This has implications for the estimated parameters. The estimated degrees of freedom for the t-HMRM are 2.973 (state 1), 17.470 (state 2), and 16.275 (state 3); the lowest value in correspondence of the first state highlights the need for heavier tails to accommodate for the presence of outliers in that state. The estimated proportions of typical points for the CN-HMRM are 0.987 (state 1), 0.987 (state 2), 0.999 (state 3), while the degrees of outlierness are 70.830 (state 1), 92.002 (state 2), and 4.020 (state 3); the outliers in the first two states have an impact on the lower values ofα 1 andα 2 and on the higher values ofη 1 andη 2 . Always for this model, the perturbed values have an estimated posterior probabilityû itk to be typical, in the state they are assigned, which ranges from 3.372 · 10 −51 to 2.092 · 10 −08 . The fact that these probabilities are all very close to zero, also underlines that these points will be severely downweighted in the estimation of the regression parameters (cf. Section 5.1.2).
Summarizing, the CN-HMRM is the best model among the fitted ones. This consideration is also corroborated in terms of BIC and ICL (cf. Table 2 ).
Real data
The HMRMs so far proposed will be illustrated on a subset of the data from a Mayo Clinic trial on patients with primary biliarycirrhosis (PBC) conducted in 1974 -1984 (Dickson et al., 1989 . Only I = 105 subjects with T = 5 longitudinal measurements are considered to avoid misleading inference due to the unbalancedness of the data. Seven response variables are recorded, corresponding to the natural logarithm of: serum bilirubin (mg/dl; lbili), serum albumin (mg/dl; lalbumin), alkaline phosphatase (U/liter; lalk.phos), serum cholesterol (mg/dl; lchol), serum glutamic-oxaloacetic transaminase (U/ml; lsgot), platelet count (lplatelet), and standardized blood clotting time (lprotime). Along with response variables, several covariates values at the baseline are recorded. In the following, we will focus on age, as it is available as a time-varying covariate, and gender only, which may help in the understanding of the evolution of subjects health status. Summary statistics over time are reported in Table 3 . From a clinical perspective, the evolution over time of laboratory values reflects the evolution of subject health status, which might be more important for reasonable classification than e.g. simply the last known measurement. Our approach exploits jointly the whole history of longitudinal measurements of all considered markers, clustering subjects into different health states time-by-time capturing their health evolution over time.
N-HMRM t-HMRM CN-HMRM
We first discuss the possibilities of characterization of the hidden states in more detail, i.e. health status that were found by our analysis. Then, we look at the most likely hidden state sequence for clustering subjects into those states. A major issue in medical applications is to find the proper number of states corresponding to certain health conditions. Accordingly, the number of states should be inferred from the data. Table 4 shows the values of the penalized likelihood criteria for the models with K = 1, . . . , 5 states. It shows that the multi-state models fit the data clearly better than a model with just a single state, i.e. heterogeneity arises in the data, for all the considered distributions. Among all the fitted models, the 3-state model with t conditional distributions is selected, with estimated state-specific degrees of freedom equal to 18.62, 4.77, and 27.73 for state 1, state 2, and state 3, respectively. In the following, we comment on estimated parameters of this preferred model. The first state is characterized by a remarkably lower baseline bilirubin, albumin, cholesterol, and alkaline phosphatase levels compared to other states. The second state collects subjects with the highest alkaline phosphatase and standardized blood clotting time, and the third one those with the highest baseline values for the remaining variables. As shown in Table 5 , the two covariates (age and gender) may or may not affect the observed levels, conditional to the health status. The algorithms described in Section 4.2 do not produce standard errors of the es- timates, because approximations based on the observed information matrix often require a very large sample size. A parametric bootstrap approach has been, thus, implemented to get uncertainty measures of the estimates. The standard errors reported in Table 5 are based on 500 bootstrap samples. From the clinical point of view, the first state exhibits more favorable values and is also the most probable at the first occasion, i.e. π = (0.70, 0.13, 0.17), with (bootstrapped) standard errors equal to 0.03, 0.04, and 0.05 respectively; hence, it clusters patients with a better prognosis compared to other states. A clinical implication is clearly derived for other states as well. By looking at the transition probabilities matrix 
where in parentheses we report (bootstrapped) standard errors, states 2 and 3 very rarely (π 1| j ≈ 0, j = 2, 3) communicate with state 1. This implies that once the health conditions get worsen, it is unlikely (almost impossible) to improve them again. The only chance is to move between states 2 and 3, i.e. between different bad conditions.
We argued that from a clinical perspective, the first state corresponds to patients with a better prognosis compared to the others. It is possible to confirm this conclusion since the information concerning the residual progression free survival time, defined as time till death due to liver complications or till liver transplantation, is available in the form of the classical right-censored data. We calculated Kaplan-Meier estimates of the survival probabilities based on data from patients classified in each state at the last observation. These are plotted as solid lines on Figure 7 . Indeed, the survival prognosis of state 1 is much better than that of states 2 and 3 with the estimated 10-year survival probability in state 1 of 0.98 compared to 0.63 in state 2 and to 0.50 in state 3. This illustration confirms that the hidden states have a physical meaning and reflect the progression free survival status.
Marginally, State 1 is visited 310 occasions, State 2 and State 3 collects 119 and 96 occasions, respectively. It is possible to quantify the uncertainty surrounding the obtained classification by looking at the posterior probabilities. : PBC data. Kaplan-Meier estimates of survival probability in each state (k = 1: black, k = 2: red; k = 3 green) created using the clustering procedure. Everybody classified using the estimated state according to the Viterbi algorithm at the fifth occasion.
To get a good and interpretable partition, we should have a lot of observations with posteriors close to zero or one. A peak at the posterior probability close to 1 indicates that a state is well separated from the others, while a mass in the middle of the unit interval indicates overlapping states. Accordingly, we want the distribution to be concentrated near the vertices (0,0), (0,1), and (1,0). In our simple example the components are well separated (see Figure 8 ). Thus, it is possible to classify a subject in one of the health status states with enough certainty at all the observed times. To complete the analysis, we look at outliers detection following the procedure described in Section 5.2. We recall that outliers are downweighted in the estimation steps (cf. Section 5.1.1), and this is an important aspect for the robust estimation of the parameters. By fixing α = 0.001, we obtain a partition between typical observations and outliers. Figure 9 provides evidence of the ability of the t-HMRM to identify outliers. Indeed, the clear outlier is recognized, as well as other atypical observations that are far from the bulk of the data.
At last, the DIP-test is applied to check if the state-specific regression parameter estimates follow a unimodal distribution. The critical value is 0.119. In Table 6 we report the test statistic values for all regression parameters. According to these results, we can be confident on the identification of state-specific regression parameters. 
Discussion
In this work we introduce two HMRMs, focusing on multivariate symmetric heavy-tailed distributions. In this setting, we consider the multivariate t and the multivariate contaminated Gaussian HMRMs to robustify HMRMs based on the multivariate Gaussian distribution. We provide all computational details needed to implement the proposed approaches and discuss parameters interpretation, in order to give guidance for the application of robust HMRMs. These models allow to account for several longitudinal data features (as time-varying heterogeneity) and, accordingly, can be used to model different types of real-world multivariate continuous data. Finite mixture of regression models, widely used in empirical applications to deal with heterogeneous populations, can be seen as a special case of our proposal. Furthermore, even simple linear regression models with pooled observations can be obtained in our framework by simply imposing K = 1. Of course, dealing with multivariate longitudinal data can be challenging for high-dimensional response vectors. Indeed, the number of parameters would be extremely high and results difficult to be interpreted. In these cases, we would suggest to simultaneously perform regression, clustering, and dimensionality reduction by imposing constraints upon decomposed state-specific covariance matrices. Furthermore, our approach implies conditional elliptically contoured distributions for each state which, under specific empirical settings, could be rather restrictive. This is justified by the fact that non-elliptical distributions can be approximated quite well by a mixture of several basic elliptical distributions like the Gaussian one Peel, 2000, p. 1 and Titterington et al., 1985, p. 24) . While this can be very helpful for modeling purposes, it can be misleading when dealing with clustering/classification applications since one state may be represented by more than one mixture component just because it has, in fact, a non-elliptical distribution. A first possible route to continue to use our approach also in the presence of conditional non-elliptical distributions for each state, consists in considering transformations so as to make the components as elliptical as possible (Schork and Schork, 1988 and Zhu and Melnykov, 2016) . Although such a treatment is very convenient to use, the achievement of joint ellipticity is rarely satisfied and the transformed variables become more difficult to be interpreted. Instead of applying transformations, we could extend our proposal by considering conditional skew distributions for each state, and this should be in line with the growing interest in proposing mixture models where the component distributions are skewed. Examples of existing approaches in this direction are: mixtures of skew-normal distributions (Lin, 2009 and Pyne et al., 2009) , mixtures of shifted asymmetric Laplace distributions (Franczak et al., 2014) , mixtures of multivariate skew-t distributions (see, e.g., Lin, 2010, and McLachlan, 2014) , mixtures of multivariate t distributions with the Box-Cox transformation (Lo and Gottardo, 2012) , mixtures of multivariate normal inverse Gaussian distributions (Karlis and Santourian, 2009) , and mixtures of generalized hyperbolic distributions (Browne and McNicholas, 2015) . For a recent enough survey about non-elliptical distributions in mixture modelling, see Lee and McLachlan (2013) .
In our proposal, we assume a parametric form for the (conditional) expected value of the response vector. This assumption can be easily relaxed in the proposed framework by introducing nonparametric functions of the covariates in the linear predictor. Covariates can be also included to model all other distributions-specific parameters, as scale, shape and covariance with minor efforts. The role of covariates can be further investigated by allowing for random covariates. However, as widely documented in the literature on univariate HMRMs, including random effects in this framework can be cumbersome and computationally prohibitive to deal with, when the number of random covariates increases. If
, a further source of incompleteness arises from the fact that a multivariate t random vector can be written as a multivariate normal vector whose covariance matrix is scaled by the reciprocal of a convenient Gamma random variable. In practice, for each observation ( x it , y it ) in state k, this source of incompleteness is denoted by U itk ∼ Gamma (ν k /2, ν k /2). This leads to write ℓ c 3 in (12) as follows
with β = ( β 1 , . . . , β K ) , Σ = (Σ 1 , . . . , Σ K ), ν = (ν 1 , . . . , ν K ), and ϑ Y = (β, Σ, ν).
Appendix A.1.2. Multivariate contaminated Gaussian distribution.
, a further source of incompleteness arises from the fact that for each observation ( x it , y it ) in state k we do not know if it is either typical or outlier. To denote this source of incompleteness, we use u it = (u it1 , . . . , u itk , . . . , u itK ) ′ , where u itk = 1 if ( x it , y it ) in state k is a typical vertical point and u itk = 0 if it is a bad vertical point. Thus, in the complete-data log-likelihood for the CN-HMRM, we can specify (12) as
with β = ( β 1 , . . . , β K ) , Σ = (Σ 1 , . . . , Σ K ), α = (α 1 , . . . , α K ), η = (η 1 , . . . , η K ), and ϑ Y = ( β, Σ, α, η ) .
Appendix A.2. Computational details
The quantities z (r) itk and zz (r) it jk can be computed recursively (Baum et al., 1970) . Let us define the forward probability
which represents the probability of seeing the partial sequence ending up in state k at time t, and the corresponding backward probability
The forward recursion is given by
and for t = 2, . . . , T we compute
As a by-product, the likelihood function (8) is given by
Similarly, it is possible to implement the following backward recursion τ iT k = 1, and for t = T − 1, . . . , 1 we have
The expected values of the quantities involved in the E-step can be computed as follows 
Appendix A.3. Path prediction A major issue of interest in a HMM framework is the prediction of the most likely hidden states (under the fitted model) to have given rise to the observations sequence. Local and global decoding can be investigated to solve the problem. A global decoding procedure maximizes the posterior probability Pr(S i1 = s i1 , . . . , S iT = s iT | y i1 , . . . , y iT , x i1 , . . . , x iT ) with respect to (s i1 , . . . , s iT ), i.e. identifies the most likely sequence of hidden states. To avoid inconsistent sequences and to account for the joint probability of the entire latent sequence, the Viterbi algorithm (Viterbi, 1967 ) is often employed. Let ρ it (s it ) = max s i1 ,...,s it Pr(s i1 , . . . , s it , y i1 , . . . , y it | x i1 , . . . , x it ), the algorithm performs the following steps 1. For k ∈ {1, 2, . . . , K}, compute ρ i1 (k) = π k f
2. For t = 2, . . . , T , k = 1, . . . , K, calculate
3. Find the optimal s iT = argmax k ρ iT (k).
4. For t = T − 1, T − 2, . . . , 1, determine s it by s it = argmax j ρ it ( j)π s i(t+1) | j .
In other words, the algorithm performs a forward recursion to compute the above quantities, and then it finds the most likely latent sequence with a backward recursion. All of the above quantities are computed on the basis of the ML parameter estimates.
