There is a growing need to accurately simulate physical systems whose evolution depends on the transport of subatomic particles. It has long been recognized that the huge computational demands of the transport problem mean that practical solution times will be obtained only by the efficient utilization of parallel processing. For example, since estimates place the time devoted to particle transport in multi-physics simulations at 50-80~o of total execution time, parallelizing deterministic particle transport calculations is an important problem in many applications targeted by the DOE's Accelerated Strategic Computing Initiative (ASCI). One common approach to deterministic particle transport calculations is the discrete-ordinates method, whose most time consuming step is the transport sweep which involves multiple sweeps through the spatial grid, Qne for each direction of particle travel. The efficient parallel implementation of the transport sweeps is the key to parallelizing the discrete-ordinates method.
INTRODUCTION
There is a growing need to accurately simulate physical systems whose evolutions depend on the transport of subatomic particles (such as neutrons, gammas, thermal radiation, and charged particles) coupled with other complex physics (such as hydrodynamics). For example, photons of optical and near-optical wavelengths havelong been used for remote sensing (e.g., in satellite imagery and lidar probing), and, more recently, have found increasing potential in important applications such as non-invasive medical diagnosis or detection of biological aerosols. Moreover, in many simulations, particle transport calculations consume the majority of the computational resources. For example, estimates place the time devoted to particle transport in multi-physics simulations at 50-80% of total execution time [2, 3] . It has long been recognized that the huge computational demands of the transport problem mean that practical solution times will be obtained only by the efficient utilization of parallel processing. Indeed, parallelizing deterministic particle transport calculations is recognized as an important problem in many applications targeted by the DOE's Accelerated Strategic Computing Initiative (ASCI).
One common approach to deterministic particle transport calculations is the discrete-ordinates method [5, 6] . This iterative method for solving the firstrorder form of the transport equation discretizes the energy variable E (using energy 'groups'), the angular directions f~ (using a quadrature set), and the spatial domain R (using a grid), and solves for the flux kI, of particles at each grid point r E R for each group g E E and each direction d E ~. Each iteration involves source formation, a transport sweep, and an acceleration step. In three dimensions, the number of unknowns needed to accurately characterize the transport solution can easily exceed 100,000 per particle species per spatial cell in each iteration. For example, a trilinear discontinuous finite-element spatial disc retization requires 8 unknowns per hexahedral cell, a standard S16 discrete-ordinates angular discretization has 288 unknowns, and a typical calculation might require 50 energy groups. This rather ordinary discretization leads to 8 × 288 × 50 = 115, 200 unknowns per cell per particle species per time step. ~ ~,
The most time consuming step of a discrete-ordinates computation is the transport sweep which involves a sweep of the spatial grid in each direction of particle travel (i.e., a sweep for each d E ~). In this paper, we concern ourselves with the particular, but important, case of orthogonal grids. In this case, there are on!y eight distinct sweep orderings in three dimensions, corresponding to the diagonal planes sweeping the grid from each of the corners. That is, if all directions in a given octant axe processed together, then eight distinct sweeps through the orthogonal spatial grid must be performed in each iteration. Although each such sweep is sequential in nature, all spatial cells on the diagonal sweep plane are independent and can be processed in parallel.
The efficient parallel implementation of the transport sweeps is the key to parallelizing the discrete-ordinates method. As the sweeps themselves must be performed in a particular order (dictated by the direction of particle travel), the main controllable parameter is the mapping of the spatial domain onto the processors, i.e., which spatial cells are assigned to which processors. Note that communication of data between dependent ceils assigned to the same processor will be quasifree. While it might appear that this is an instance of the standard domain decomposition problem (see, e.g., [4] ), this is not the case. For example, an ideal domain decomposition would partition an orthogonal grid into sub-domains that are as 'balanced' as possible in all dimensions (since this minimizes boundary area, which directly corresponds to the amount of inter-processor communication, see Figure 2 (c)). In contrast, the KBA algorithm [5] , which is commonly considered to be the best parallel discrete-ordinates method for orthogonal grids, partitions the grid into columns (which in fact maximizes boundary area, see Figure 2 (b)). Intuitively, the reason that classic domain decomposition methods do not work well on this problem is due to the directional dependencies of the sweeps, which are not considered by classic domain decomposition methods.
The key contribution of this paper is the first general model which can be used to predict the running time of transport sweeps in orthogonal grids for any regular mapping of the grid cells to processors. In paxticular,.our model accounts for machine-dependent parameters such as computation and communication/latency costs (assumed constant for all grid cells) and is parameterized by p, the number of processors, (ra, r~, h), the dimensions of the underlying spatial transport grid, and (~bm,~n,~bh), the dimensions of the coarse grid processor overlay (which determines the dimensions of the sub-domain assigned to each processor). Thus, our model, which accounts for machine dependent parameters •such as computation cost and communication latency, can be used to analyze and compare the effects of various spatial decompositions on the running time of the transport sweep.
Insight obtained from the model yields the following Contributions to the theory of optimal transport sweeps on orthogonal grids.
• Our model provides a theoretical basis which explains why, and under what circumstances, the column dec0mpositioa of the current standard KBA algorithm is superior to the 'balanced' decomposition obtained by classic domain dec~np0sition techniques.
• Our model enables us to identify a new decomposition which proves to be almost as good as, and sometimes superior to, the current standard KBA method. We call this new decomposition the Hybrid method because it incorporates positive aspects of both the KBA and the balanced decomposition.
• A more minor, but still potentially valuable, contribution of our work is to provide theoretical guidelines for selecting the 'block size' parameter for the sweep method (the number of cells a processor should process before communicating).
To our knowledge, this is the first general model for transport sweeps on orthogonal grids. Previous modeling efforts have all concentrated on specific methods of mapping the spatial domain to processors. For example, the KBA algorithm has been analyzed in several papers [1, 5] , and a general wavefront method (i.e., one processor per grid cell) is modeled in [2, 3] .
Outline of Paper. This paper is outlined as follows. In Section 2, we define parallel sweeps on regular grids for discrete-ordinates computations. We also introduce the three spatial decomposition methods analyzed throughout the paper: the KBA column decomposition, a Volumetric decomposition, and the Hybrid decomposition. In Sections 3-5 we develop the model for the three-dimensional spatial domain. In Section 6 we give theoretical results for our model. Section 7 summarizes our findings and discusses future work.
TRANSPORT SWEEPS
As mentioned in Section 1, the transport sweep is the most time consuming step of the discrete-ordinates method [5, 6] for performing deterministic particle transport calculations. The discrete-ordinates method for solving the fixstorder form of the transport equation discretizes the energy variable E (using energy 'groups'), the angular directions f~ (using a quadrature set), and the spatial domain R (using a grid), and solves for the flux • of particles at each grid point r E R for each group 9 E E and each direction d E f~.
During each iteration of the discrete-ordinates method, a sweep through the spatial grid is performed for each direction of particle travel (i.e., a sweep for each d E f~). A sweep of the grid begins in one of the eight corners, depending on the direction desired. Of course, in general, there may be as many sweeps as there axe directions in f~. However, for the orthogonal, or regular, grids considered in this paper, there are only eight unique sweep orderings, one for each octant of directions starting from a corner. That is, if all directions in a given octant axe processed together, then eight distinct sweeps through the spatial grid must be performed in each iteration. The sweep for a given octant progresses from the selected corner across the grid to the opposite corner following a diagonal trajectory (see The key factor determining the parallel efficiency of the sweeps is the mapping of the spatial domain onto the processors, that is, the assignment of the spatial cells to the processors. In this paper, we develop a model that can be used to analyze transport sweeps in regular grids for any 'regular' mapping of the grid cells to processors. While the theory is general, our analysis will concentrate on three different methods for performing this decomposition: the column decomposition of the KBA algorithm [5] (which is the current standard), a Volumetric method which uses a 'balanced' decomposition (obtained by classic domain decomposition techniques), and then a Hybrid approach that combines the first two methods. We have selected these three decompositions since they represent the two extreme cases (the KBA's columns vs. the Volumetric's balanced sub-domains) and an intermediate case (Hybrid).
Each method differs in the manner in which the underlying grid is partitioned among the available processors. We will use a simple planar grid in order to demonstrate the partitioning of each method. The three dimensional partitioning is a straight forward generalization of this case. Consider the m × n grid shown in Figure 2 Inter-processor communication will be required to communicate data from a 'downstream' cell on one processor to an adjacent 'upstream' cell on another processor, where which cells are upstream and downstream depends on the sweep direction. During a sw~p~ each processor will calculate one block of cells in its partition before it processes the next block in its partition and before the next processor can process its adjacent block. It is important to note that the time to process one block of cells is highly dependent on the method being used.
SWEEPS IN THREE DIMENSIONS
In this section, we develop our performance model for sweeps in three-dimensional m × n × h regular grids, where vn, n, and h are the height, width, and depth:of the grid, respectively. We first consider the ease of a single sweep through the spatial domain (one octant of directions only), and then extend our analysis to multiple simultaneous sweeps (all octants of directions).
For the purpose of our analysis, it is useful to define a function of coarse grid overlay structure based on the number of processors and the partitioning method used.
Here, ¢,~, ¢~, and Ch arethe height, width, and depth of the coarse grid overlay, respectively,~suchthat Crn x ¢,~ × Ch = pNote that ~ is not the number of cells each processor is assigned, but rather the overall dimensions of the coarse grid overlay. Also, while we only show three cases, we note that actually represents a family of ~/~ partitions corresponding to (¢m,¢,,¢h) = (i, ~¢/~, V/~), i = 1;2,..., ~/~. Now, in terms of ¢, each processor is allocated an m/¢m x n/¢,~ × h/¢h block of cells of the base grid.
A single sweep
For sweep algorithms which perform a single sweep on a regular rectangular grid, the completion time, T, is the sum of the times for each individual step or work quanta, tl.
i.~ l where k = block size (number of planes)
The upper limit of the summation is equal to the critical path length of the grid, as partitioned by each method. This is the number of steps required to complete a sweep of the underlying grid. Although the sweep does not proceed strictly as a series of 'bulk synchronous' [7] steps, the sum mation is still a valid approximation of completion time. The reason is that the limit of the summation represents a critical path of work quanta that must be computed in order to complete the sweep. Since the limit of the summation depends on ¢,, the critical path length will depend on the chosen spatial decomposition. Later, we will make the simplifying assumption that m / k + ~b,~ + th -2 ~ m / k + ¢, + ~h .
We allow for plane blocking by introducing a block size parameter, k. When k = 1, each processor's block partition will be equal to one plane of the base grid. Increasing k will allow a processor to calculate multiple planes of its subdomain before communicating. This can be quite advantageous since large messages can typically be sent as easily as small messages. Careful selection of k allows the processors to calculate more grid cells before communicating, thus minimizing the time spent communicating and consequently minimizing the completion time. Note that k has a natural upper limit of m/¢,~,.
The time to complete a step or work quanta is the time to do all locai computation plus the time to do all non-local communication for one block of cells in a processor's partition. The amount of local computation required is equal to the number of cells in a block times the amount of work required to compute one cell. The amount of non-local communication is the amount of time required to communicate between processors at the boundaries. Combining these two assumptions gives us an expression for tl. The work per base grid cell, w, is often referred to as the grind time in the transport literature. The grind time is the effective time to update a spatial and angle phase-space cell. Obviously, the amount of information communicated at each step depends on k. However, we allow a uniform cost for communication, regardless of the amount of information. This assumption is based on the observation that the startup time associated with sending a message often outweighs the transmission time. Also note that it must be the case that n _> Ca and h ~ th SO that the inequalities, n/¢, _> 1 and h/¢h > 1, hold. In other wbrds, the width and depth of a processor's partition must be at least one. 
Multiple simultaneous sweeps
Now we expand our analysis to include eight simultaneous sweeps through the grid, one for each octant of directions. The analysis is much the same as for a single sweep, however, an additional parameter must be included to account for the additional computation involved. Specifically, each processor will now be required to sequentially calculate every block in its partition through which a wavefront passes. In the single sweep case, there was only one wavefTont, so only one block in a processor's partition was processed at any given step. However, for d octants there can be as many as d blocks.
So, we introduce a new variable, 5, that corresponds to the number of blocks in a processor's partition that must be computed at each step. The time for each step is now n 6
t, = ~~ + L (6)
where Volumetric & Hybrid.
The meaning of 6 and the justifications for the values chosen for each method are explained in detail in section 5. At this point it is worth noting that 6 does not necessarily equal d. We also assume that we have non-blocking sends. After a processor computes one block, it may send results and immediately start the next block. If non-blocking sends are not available, the processor must wait for the communication and L must also be multiplied by 6 in Equation 6
Now, substituting this new expression for t~ into the summation and simplifying gives us a new expression for the completion time, T. 
DETERMINING THE BLOCK SIZE
The performance of any method can be tuned using the block size parameter, k. Specifically, we want to choose a k such that the completion time is minimized. The optimal value of k can easily be found by minimizing Equation 8 with respect to k.
, Of course, we are only interested in positive integer values of ko~t. Therefore, kop~ should be rounded and we must be content with an almost optimal value of k. Note that kop~ depends on the number of processors used. This means that ko~ can only be chosen once the number of processors to be used is known. Also, since ko~t depends on ¢, and Ch, as well as ~, ko~ will be highly dependent on the method used. However, as L/w increases (as communication becomes relatively more expensive), it becomes advantageous to choose a slightly larger value of k, i.e., to have fewer (larger) communications (recall our assumption that communication cost does not depend on message size). This is particularly advantageous when using a very large number of processors. of the second term will be much smaller than the magnitude of the first term. In this case, it will probably not be useful to choose a very large k. Figure 4 (a-c) confirms our suspicions.
DETERMINING DELTA
The ~ function represents the the number of distinct sweeps that must be computed on each processor during each step. We could arbitrarily set J equal to the number of distinct sweeps being computed, but that would not accurately reflect the situation. It is certainly not the case that every processor participates in each sweep at at every step. Therefore, we should derive an expression for 5 that accounts for the asymmetry of the sweeps.
The information in these figures follows logically from the equation for normalized completion time. For example, let us assume that L/w is large (communication is relatively more expensive than computation). In this situation, the magnitude of L/w will increase the contribution of the second term in Equation 8. In order to decrease the effect of L/w we deduce that it may be advantageous to increase k.
However, although increasing k will decrease the effect of the second term, it will also increase the contribution of the first term. So, although we may want to increase k, we will probably only increase k slightly. We see from Figure 4 (g-i) that this is indeed the case. In fact, the only time it seems profitable to choose a very large k is when ~b, and ~h are also very large, which also follows from Equation 8.
For another example, let us assume that L/w is small (communication is relatively inexpensive). Now, the magnitude
The exact value of ~ for any individual step can easily be determined by inspecting the grid. Foffa given step, ~ is precisely the maximum number of wavefronts crossing any processor's partition. We can use this method of inspection to calculate values of 5 for every step for each method. The results are displayed in Figure 3 .
It is clear from these figures that 6 follows a regular and predictable pattern. Most of the time is spent on the plateau representing the steady-state operation of the sweep. The values of ~ that we use above in Equation 6 are the steadystate values. The remainder of the time is spent in either pipeline fill or empty stages. It is worth noting that the amount of time spent in these stages is less for Volumetric and Hybrid than for KBA. Also note that, although Volumetric has a short startup time, it also has some difficulty k, eeping its pipeline full.
During steady-state operation, the J value for Volumetric and Hybrid is (generMly) half that of KBA. The reason for this is that both of these method,~ subdivide the grid horizontally as well as vertically, while KBA does not. Therefore, wavefronts crossing the top of the grid will not interfere with wavefronts crossing the bottom of the grid, and 5 can be at most half the total number of wavefronts. Alternatively, since KBA does not subdivide the grid horizontally, must be at least half the total number of waveftonts and is generally equal to the number of wavefronts.
THEORETICAL RESULTS
Normalized completion times and KBA relative ratios for a variety of scenarios are displayed in Figures 5 and 6 . Each method is plotted out until it can not use any more processors. After that point it is plotted using the maximum number of processors it can use. KBA can use up to n x h processors, Voltimetric can use up to n 2 x h processors, and Hybrid can use up to 2 x n x h processors. In each scenario, kopt is chosen individually for each number of processors using Equation 9. The k,~pt values displayed next to the method names in the legend are~ the largest values of ]~opt used by that method for any number of processors. We]ook first at a single sweep (for one octant of directions) and then at multipI, sweeps (one for each octant of directions). The general relationships between the methods are the same for rectangular grids as for square grids (if m > r~ = h). In general, increasing ra has a dampening effect on the behavior of the methods. This follows from Equation 8, a larger value of ra will decrease the effect of ~bn and k on T/ca. The values of bop, for rectangular grids will also be larger.
CONCLUSION
The methods we have analyzed represent a family of algorithms for three-dimensional sweeps. Given an input grid and a parallel computer system (i.e., number of processors and estimates of compntatioh and communication costs for each grid cell), one c~n select the best method for the given configuration. Furthermore, lone can minimize the completion time by selecting an optimal block size.
In general, KBA performs better in most situations. The Hybrid method performs almost as well as KBA in most situations and better when the number of processors is large. The number of processors required for Hybrid to out perform KBA decreases with increasing communication costs. The Volumetric method, which generally performs much worse than either KBA or Hybrid, would actually work well on a system with very high communication costs and a very large number of processors, such as a network of workstations.
We are currently working on obtaining experimental validations for our model. We are also working on ways of improving our results. In particular, we know that we can improve our modeling of the communication latency. Furthermore, given a reasonably accurate model, it may be possible to choose ~b to minimize T/oJ in a similar manner to kop,. This would enable us to determine the best partitioning method for a given input size and target machine. We are also interested in extending our model to irregular grids. 
