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Abstract
A problem of diffraction by an elongated body of revolution is stud-
ied. The incident wave falls along the axis. The wavelength is small
comparatively to the dimensions of the body. The parabolic equation
of the diffraction theory is used to describe the diffraction process. A
boundary integral equation is derived. The integral equation is solved
analytically and by iterations for diffraction by a cone.
1 Introduction
We consider a problem of diffraction by an obstacle having geometrical sizes
large comparatively to the wavelength. The body is assumed to be elongated,
i. e. the axial (longitudinal) size should be bigger than the radial (transversal)
size. The incident wave falls along the axial direction or closely to it. These
features enable one to make some simplifications to the otherwise general
diffraction problem and to solve this problem [1–4]. One can see that the
considered problem should have three small parameters (related to the wave-
length, transversal / longitudinal size, and the angle of incidence). These
small parameters and the relations between them are discussed in the paper.
Diffraction by elongated bodies attracts considerable attention of re-
searchers. Several different approaches can be marked. First, there is a
traditional asymptotic approach when the field is represented as rays. Within
this approach the creeping waves are generated in the Fock’s zones [5] and
then propagate along convex surfaces or detach from the surfaces [6]. Second,
there is an approach developed in [7–10]. The field is expanded as Fourier
series with respect to the rotational angle. A parabolic equation is solved or
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each Fourier component in the radial and axial variables. Third, for conical
obstacles (with not necessarily circular cross-section) one can apply meth-
ods which are specifically conical. They are based either on Smyshlyaev’s
formula [11, 12] or on Kontorovich-Lebedev integral representation [13, 14].
All these methods are mathematically complicated, and none of them is
physically clear. Here we are trying to develop a method that could admit a
simple physical interpretation. We take the parabolic equation of diffraction
theory (PETD) [15] as the governing equation. On its base we derive a
boundary integral equation similar to the Hong’s one [16]. This equation is
of Volterra type, so it can be solved by iterations.
The integral equation is derived in two forms. First, this is an equation,
whose kernel depends on four degrees of freedom: two coordinates of the
source and two coordinates of the receiver (both belong to the surface of
the obstacle). Such an equation can be written for any elongated body, not
necessarily for a body of revolution. Then, using the rotational symmetry, a
1D integral equations for each angular mode is derived. If the axial incidence
is considered, the consideration can be restricted to the equation for the
zeroth mode.
The integral equation can be solved analytically or numerically. Also it
is important that the equations belong to the Volterra class, so they can be
solved by iterations. We demonstrate the capabilities of the method on the
example of diffraction by a cone.
2 Problem formulation
2.1 Problem formulation for the Helmholtz equation
Consider a 3D space, in which the cylindrical coordinates (x, r, ϕ) are set.
The x direction is assumed to be longitudinal. We assume that all wave
processes are paraxial, i. e. the most part of angular spectrum is concentrated
near the positive x direction.
The Helmholtz equation(
∂2
∂x2
+∆⊥ + k
2
)
u˜(x, r, ϕ) = 0, (1)
∆⊥ ≡ 1
r
∂
∂r
r
∂
∂r
+
1
r2
∂2
∂ϕ2
is fulfilled in the space outside the scattering body. The time dependence is
assumed in the form e−iωt and is omitted henceforth. The body occupies the
domain r < f(x) having the rotational symmetry. The body surface r = f(x)
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will be denoted by Γ. The axis of the body can be compact (X1 ≤ x ≤ X2)
or half-infinite (X1 < x). An important example of the body is a cone:
r = αx, x > 0. (2)
The incident wave has form
u˜in = exp{ik(x cos θ + r cosϕ sin θ}, (3)
where θ is the angle of incidence. We assume that θ is small. Moreover, in
all examples we assume that θ = 0, i. e. the incidence is axial.
Total field u˜ is represented as follows:
u˜ = u˜in + u˜sc. (4)
Here u˜sc is the scattered field. The scattered field should satisfy the radiation
condition. We formulate the radiation condition in the form of the limiting
absorption principle. Namely, we assume that k has a small positive part.
Then the scattered part should decay as |x| → ∞ and r →∞.
Neumann boundary condition ∂u˜/∂n = 0 is fulfilled on the surface of the
body. Here n is the outward normal to the boundary.
If the body shape has conical points, the total field should satisfy Meixner’s
condition at these points. The restriction is that the “energy” combination
|∇u˜|2 + u˜2 should be locally integrable near the tip.
2.2 Parabolic formulation
The body of revolution is assumed to be elongated. We are planning to use
the parabolic equation, so most of the waves should be scattered on small
angles. It is not, however, simple to write down a general definition of an
elongated body.
The main example here is a cone (2), for which the angle α and the
incidence angle θ should be small comparatively to 1.
A formal asymptotic description of an elongated body can be found in [3].
Two curvatures of the shape are introduced at each point of the body, the
transversal one Kt = (f(x))
−1, and the longitudinal one, Kl = f˙(x) (here
and below, the dot denotes the derivative with respect to the argument).
The wavenumber k tends to infinity. The authors of [3] build an asymptotic
expansion of the field with respect to two large parameters:
M0 = (k/2Kl)
1/3 and Λ0 = kKt.
3
The expansion built in [3] is valid when the large parameters are linked via
the relation Λ0 =M
2−ν
0 , where 0 < ν < 2. This means that not only k →∞,
but also that the shape of the body evolves in the asymptotic process.
In [8] the case Λ0 = M
2
0 is studied. In this case one cannot describe the
field in the ray form and should consider the field not locally with respect to
ϕ.
Here we are not trying to build a full asymptotic expansion of the field.
Instead, we just control that the scattering process is paraxial, i. e. that the
angle of scattering is small. Three conditions should be valid:
— The angle of incidence should be small: θ ≪ 1.
— The slope of the surface should be small: f˙ ≪ 1.
— The angle of diffraction by a convex surface should be small: (f¨ /k)1/3 ≪
1.
The last expression can be commented. The longitudinal size of the Fock’s
zone is ∆x ∼ (f¨)−2/3k−1/3 [5]. The diffraction angle can be estimated as the
change of the surface slope on this size, i. e. as ∆xf¨ = (f¨/k)1/3.
Under the listed conditions, represent the field as
u˜(x, r, ϕ) = exp{ikx}u(x, r, ϕ), (5)
u is a slow function of x, as compared to the exponential factor. Traditionally,
u is called the attenuation function. Substituting (5) in (1) and neglecting
the term with the second x-derivative (see [17]), get an approximate equation
for u: (
∂
∂x
+
1
2ik
∆⊥
)
u = 0, (6)
This is the parabolic equation of the diffraction theory (PETD).
The incident wave (3) in the parabolic approximation looks as follows:
uin(x, r, ϕ) = exp
{
ik(θr cosϕ− xθ2/2)} . (7)
This expression takes into account that cos θ ≈ 1−θ2/2, sin θ ≈ θ. Moreover,
it is easy to check that (7) obeys (6).
In the case of axial incidence θ = 0, and
uin = 1. (8)
Neumann boundary condition takes the following form:
N [u](x, f(x), ϕ) = 0, N ≡ ∂u
∂r
− ikf˙ . (9)
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This boundary condition can be explained as follows. Consider the normal
derivative of the field u˜:
∂u˜
∂n
=
eikx√
1 + (f˙)2
(
∂u
∂r
− f˙ ∂u
∂x
− ikf˙u
)
.
Approximate
√
1 + (f˙)2 as 1 and omit the second term (it is smaller than the
third one). As the result get (9). A detailed procedure of derivation of this
boundary condition and a discussion of its properties can be found in [18].
Condition (9) can be rewritten in the following way:
N [usc](x, f(x), ϕ) = −N [uin](x, f(x), ϕ). (10)
The scattering problem for the parabolic equation has the nature quite
different from the Helmholtz one. This equation describes only waves trav-
eling in the positive direction. Thus, if there is no obstacle at x < X1, there
should be no scattered waves as well. Therefore, we should formulate the
initial condition
usc(x, r, ϕ) = 0 for x < X1. (11)
A radiation condition in the limiting absorption form would be as follows.
For k having a small positive imaginary part the scattered field should decay
as r →∞.
Finally, the problem should include a “Meixner’s” condition for the conical
points. The condition has the following form. The combination
|∇⊥u|2 + |u|2
should be integrable in any small domain of the space outside the scatterer.
Here ∇⊥ is the gradient in the plane normal to the x-axis. This is an analog
of the energy-like combination for the Helmholtz equation.
The “Meixner’s” condition provides uniqueness of the solution, however
the solution of the parabolic equation near the conical point is not close to
the solution of the Helmholtz equation. The zone in which the solutions are
different in the x-direction is about several wavelengths (i. e. ∼ k−1).
The parabolic equation studied in this paper is global , i. e. it is valid
everywhere outside the obstacle. This contrasts with the approach used by
authors of [3, 8], who use the parabolic equation only in a narrow boundary
layer near the surface of the obstacle. However, this difference is not impor-
tant since anyway only the field on the surface is needed to reconstruct the
directivity diagram.
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The main benefit of using the parabolic equation (comparatively to the
Helmholtz equation) is that the spatial scale of the wave process becomes of
order of the Fock’s zone, i. e. it becomes much bigger than the wavelength.
If, say, a numerical method is used to solve the problem, one should take
about 10 nodes per the size of the Fock’s zone rather than 10 points per a
wavelength, so the numerical procedure demands less resources.
3 Derivation of boundary integral equations
3.1 Green’s function and Green’s theorem for the parabolic
equation
Write down the Green’s function of the parabolic equation. Denote points of
the space by straight letters r = (x, r, ϕ). Let a point source be located at rs =
(xs, rs, ϕs). Introduce the Green’s function as a solution of an inhomogeneous
parabolic equation (
∂
∂x
+
1
2ik
∆⊥
)
g(r, rs) = δ(r− rs), (12)
where the operator in the left acts on the components of r, δ is the Dirac’s
delta-function. The solution should obey the initial condition, i. e. it should
be equal to zero if x < xs.
One can check directly that the Green’s function has the following form
for x > xs:
g(r, rs) =
k
2pii(x− xs) exp
{
ik
2
(∆r)2
x− xs
}
, (13)
∆r is the distance between the projections of r and rs onto the transversal
plane:
(∆r)2 = r2 + r2s − 2rrs cos(ϕ− ϕs).
An important property of the Green’s function is as follows. Let v be
a solution of the homogeneous parabolic equation (6) everywhere in the 3D
space, for example v can be equal to uin. Then for
r = (x, r, ϕ), r∗ = (x∗, r∗, ϕ∗), x∗ > x,
v(x∗, r∗, ϕ∗) =
2pi∫
0
∞∫
0
g(r∗, r)v(r)r dr dϕ (14)
(see [17]).
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Formulate Green’s theorem for the parabolic equation [19]. Let Ω be a fi-
nite connected domain with sectionally smooth boundary ∂Ω and an outward
normal vector n. Consider solutions v(x, y, z), w(x, y, z) of inhomogeneous
parabolic equations(
∂
∂x
+
1
2ik
∆⊥
)
v(x, r, ϕ) = q(x, r, ϕ), (15)
(
− ∂
∂x
+
1
2ik
∆⊥
)
w(x, r, ϕ) = h(x, r, ϕ), (16)
for some source functions q and h. Note that the second equation is the
adjoint one, i. e. it describes waves traveling in the negative x-direction.
Introduce vector functions
v(x, y, z) =
(
ßkv,
∂v
∂r
,
1
r
∂v
∂ϕ
)
, w(x, y, z) =
(
−ßkw, ∂w
∂r
,
1
r
∂w
∂ϕ
)
. (17)
Here the first element of the vector is the x component, the second is the r
component, and the third is the ϕ component. The following relation can be
derived using Gauss–Ostrogradsky theorem:∫
∂Ω
[(v · n)w − (w · n)v]dS = 2ik
∫
Ω
[qw − hv]dV. (18)
This is the Green’s theorem for the parabolic equation.
Note that there are two ways to obtain a solution of an adjoint equa-
tion (16) from the initial equation (15). One can either apply a complex
conjugation or reverse the x coordinate.
3.2 Boundary integral equation for the field
Apply Green’s theorem to the domain whose cross-section is shown in the
Fig. 1. The domain is bounded by the planes x = X, where X < X1, and
x = x∗ for some x∗ > X1, by a cylinder r = R (R is large; later on the limit
R→∞ is taken), and by the scatterer surface Γ (i. e. r = f(x)). Domain Ω
has the axial symmetry.
Let v in (15) be equal to usc. Obviously, q ≡ 0. Let w be equal to g(r∗, r).
Here r∗ is the source of the field, and it is fixed, while r = (x, r, ϕ). Note
that the source and the observation points are interchanged comparatively
to the definition (12). Thus, the function obeys the adjoint equation (16)
with h = δ(r− r∗).
Take the source point for w as
r∗ = (x∗ + ε, f(x∗ + ε), ϕ∗)
7
Wx
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x
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*
Figure 1: Domain for Green’s theorem
for arbitrary ϕ∗ and small ε. The source belongs to Γ, but it does not belong
to Ω. Thus, for the Green’s theorem h ≡ 0 inside Ω.
The right-hand side of (18) is equal to zero. The integral in the left can
be split into four integrals I1, I2, I3, I4, related, respectively to the surfaces
formed by x = X, x = x∗, r = R, and Γ. Integral I1 is equal to zero due
to the initial condition (11). Integral I3 turns to zero as R →∞ due to the
radiation condition. The conical point makes no problem for the integration
due to the Meixner’s condition and Cauchy—Bunyakovsky inequality. Thus,
(18) reads as
I2 + I4 = 0.
Consider integral I2. According to the structure of (18), it is equal to
I2 = 2ik
∞∫
f(x∗)
2pi∫
0
v(x∗, r, ϕ)w(x∗, r, ϕ)rdϕdr. (19)
Since w is the Green’s function with the source located near the plane x = x∗,
the integral can be simplified. A direct computation leads to
lim
R→∞
I2 = iku
sc(x∗, f(x∗), ϕ∗) +O(ε),
and
lim
ε→0
lim
R→∞
I2 = iku
sc(x∗, f(x∗), ϕ∗). (20)
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Now consider integral I4:
I4 =
∫
∂Ω∩Γ
1√
1 + (f˙)2
[
v
∂w
∂r
− w∂v
∂r
+ 2ikf˙vw
]
dS =
x∗∫
X1
2pi∫
0
f(x)
(
uscN¯ [w]− wN [usc]) |r=f(x)dϕdx,
where we introduced the operator
N¯ ≡ ∂
∂r
+ ikf˙ . (21)
According to (10),
I4 =
x∗∫
X1
2pi∫
0
f(x)
(
uscN¯ [w] + wN [uin]
) ∣∣∣
r=f(x)
dϕdx. (22)
Finally, (18) can be rewritten as
U sc(x∗, ϕ∗) =
i
k
2pi∫
0
x∗∫
X1
U sc(x, ϕ)N¯ [w](x, ϕ)f(x)dxdϕ+
i
k
2pi∫
0
x∗∫
X1
W (x, ϕ)N [U in](x, ϕ)f(x)dxdϕ, (23)
where the capital letters correspond to the values on the surface of the scat-
terer:
U sc(x, ϕ) ≡ usc(x, f(x), ϕ),
W (x, ϕ) ≡ w(x, f(x), ϕ),
N¯ [W ](x, ϕ) ≡ N¯ [w](x, f(x), ϕ),
N [W in](x, ϕ) ≡ N [uin](x, f(x), ϕ).
Equation (23) is an inhomogeneous boundary integral equation. Note
that function w(x, ϕ) depends on the variables x∗, ϕ∗ as on parameters. Thus,
N¯ [w] plays the role of the kernel of this equation.
Equation (23) can be simplified. For this, apply (18) to
v(r) = uin(r), w(r) = g(r∗, r)
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in Ω shown in Fig. 1. Also use relation (14). As the result, get the relation
U in(x∗, ϕ∗) =
i
k
2pi∫
0
x∗∫
X1
U in(x, ϕ)N¯ [W ](x, ϕ)f(x)dxdϕ−
i
k
2pi∫
0
x∗∫
X1
W (x, ϕ)N [U in](x, ϕ)f(x) dx dϕ+ 2U in(x∗, ϕ∗), (24)
where
U in(x, ϕ) ≡ uin(x, f(x), ϕ).
Finally, introduce the kernel function
K(x∗, ϕ∗, x, ϕ) ≡ if(x)
k
N¯ [W ](x, ϕ) =
if(x)
k
N¯ [g(r∗, ·)](x, ϕ) (25)
and rewrite (23) and (24) as a boundary integral equation for the total field
on the surface U = U in + U sc:
U(x∗, ϕ∗) =
2pi∫
0
x∗∫
X1
K(x∗, ϕ∗, x, ϕ)U(x, ϕ) dx dϕ+ 2U
in(x∗, ϕ∗). (26)
The explicit form of the kernel is as follows:
K(x∗, ϕ∗, x, ϕ) =
ikf(x)
2pi
[
f˙(x)
x∗ − x +
f(x)− f(x∗) cos(ϕ− ϕ∗)
(x∗ − x)2
]
×
exp
{
ik
2
f 2(x∗) + f
2(x)− 2f(x∗)f(x) cos(ϕ− ϕ∗)
x∗ − x
}
(27)
Note that equation (26) is an equation of Volterra type with respect to
variable x, and is of difference kernel type with respect to the variable ϕ.
Both features are of great importance for our consideration.
Integral equations derived here are close to those obtained in [16] in ray
coordinates.
3.3 Boundary integral equation for the angular modes
Use the rotational symmetry of the geometry of the problem. Let the inci-
dent field and the total field (both taken on the surface of the scatterer) be
represented as the Fourier series:
U in(x, ϕ) =
∞∑
n=−∞
U inn (x)e
inϕ, U(x, ϕ) =
∞∑
n=−∞
Un(x)e
inϕ. (28)
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One can see that functions Un(x) obey the following integral equations:
Un(x∗) =
x∗∫
X1
Kn(x∗, x)Un(x) dx+ 2U
in
n (x∗), (29)
where Kn are the Fourier components of the difference kernel
Kn(x) =
2pi∫
0
K(x∗, ϕ, x, 0)e
−inϕdϕ. (30)
Using (27), obtain an explicit expression for the kernels Kn(x∗, x):
Kn(x∗, x) =
ikr
(x∗ − x)2 exp
{
ik
2
r2
∗
+ r2
x∗ − x
}
×
[
(−i)n
(
r + (x∗ − x)f˙(x)
)
Jn
(
ikr∗r
x∗ − x
)
+ (−i)n+1r∗J˙n+1
(
ikr∗r
x∗ − x
)]
,
(31)
where r = f(x), r∗ = f(x∗), Jn is the Bessel functions of the first kind.
3.4 Reconstruction of the field outside the surface of
the scatterer
Since there exists Green’s theorem for the parabolic equation, one can build
formulae similar to those for Hemholtz equation. Let equations (29) be
solved, and let the total field be known on the surface of the obstacle. This
field is denoted by U(x, ϕ). Reconstruct the field everywhere outside the
obstacle.
Apply (18) to the fields
v(r) = u(r), w(r) = g(r∗, r), r∗ = (x∗, r∗, ϕ∗)
for r∗ > f(x). The domain for (18) is X1 − ε < x < x∗ + ε. Apply relation
(14). As the result, get
u(r∗) =
i
2k
2pi∫
0
x∗∫
X1
N¯ [g(r∗, r)]U(x, ϕ)f(x) dx dϕ+ u
in(r∗), (32)
where operator N¯ acts on the second argument of g, and r = (x, f(x), ϕ).
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Let the scatterer be local, i. e. occupy some domain X1 < x < X2,
r < f(x), X2 < x∗. According to (32), the scattered field is as follows:
usc(r∗) =
i
2k
2pi∫
0
X2∫
X1
N¯ [g(r∗, r)]U(x, ϕ)f(x) dx dϕ. (33)
Let be
r∗ = (L, Lθ∗, ϕ∗)
for fixed θ∗, ϕ∗, and large L. Expand the phase as power series
g(r∗, r) ≈ k
2piiL
exp
{
ikLθ2
∗
2
}
exp{ik(−θ∗r cos(ϕ∗ − ϕ) + xθ2∗/2)}
and transform (33) as
usc(L, θ∗L, ϕ∗) ≈ k
2piiL
exp
{
ikLθ2
2
}
T (θ∗, ϕ∗). (34)
Here T is the directivity (diffraction coefficient):
T (θ∗, ϕ∗) =
1
2
2pi∫
0
X2∫
X1
(θ∗ cos(ϕ− ϕ∗)− f˙(x))× (35)
exp{ik(−θ∗f(x) cos(ϕ∗ − ϕ) + xθ2/2)}U(x, ϕ)f(x) dx dϕ.
This integral can be found using the Fourier series representation of U (28):
T (θ∗, ϕ∗) =
(−i)n
2
∞∑
n=−∞
X2∫
X1
[
θ∗J˙n+1(kθ∗f(x))− f˙(x)Jn(kθ∗f(x))
]
× (36)
exp
{
ikxθ2
∗
/2
}
Un(x)f(x)dx.
The optical theorem can be formulated for this case [20, 21]:
∞∫
0
2pi∫
0
|usc(x, r, ϕ)|2rdrdϕ = −2Re[T (θ, 0)], (37)
for some x > X2.
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4 Diffraction by a cone for axial incidence
4.1 Boundary integral equations for the conical problem
Consider a cone located at x > 0, i. e. X1 = 0. The profile function is
a straight line (2) where α is the tangent of the angle between the axis of
the cone (the positive x-axis) and the generatrix of the cone. Assume that
α≪ 1. The vertex corresponds to the origin (see Fig. 2).
)arctan(a
x
r
0
j
uin
Figure 2: Geometry of the problem
The incident wave travels in the positive x-direction. The incident wave
has the simplest form (8). The total field is axially-symmetrical, i. e. only
the zeroth component is present in the series (28):
U(x, ϕ) = U0(x) ≡ U(x).
Using (29) and (31) obtain the integral equation
U(x∗) =
x∗∫
0
K0(x∗, x)U(x)dx+ 2. (38)
The kernel for the axially-symmetrical component of the field in the conical
case can be found from (31):
K0(x∗, x) =
ikα2x∗x
(x∗ − x)2 exp
{
ikα2
2
x2
∗
+ x2
x∗ − x
}
×
[
J0
(
kα2
x∗x
x∗ − x
)
+ iJ1
(
kα2
x∗x
x∗ − x
)]
. (39)
In what follows, we concentrate on solving (38).
4.2 Solution of the integral equation by Fourier method
Represent K0(x∗, x) as follows:
K0(x∗, x) = τ
2ζ(τ)ζ(τ∗)
−1G(τ − τ∗), τ = x−1, τ∗ = x−1∗ , (40)
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G(ξ) = ikα2ξ−2 exp
{
ikα2ξ−1
} [
J0
(
kξ−1α2
)
+ iJ1
(
kξ−1α2
)]
, (41)
ζ(τ) =
k
τ
exp
{−ikτ−1α2/2} , (42)
Introduce a new unknown function:
V (τ) = ζ(τ)U(1/τ). (43)
An integral equation for V has form
V (τ∗) =
∞∫
τ∗
G(τ − τ∗)V (τ)dτ + 2ζ(τ∗). (44)
One can see that this equation has a convolution form, and thus it can be
solved by Fourier method.
Namely, introduce the Fourier transform for any function p(τ) and its
inverse as follows:
p˜(λ) =
∞∫
−∞
p(τ)e−iλτdτ, p(τ) =
1
2pi
∞∫
−∞
p˜(λ)eiλτdλ. (45)
The equation (44) takes the following form in the Fourier domain:
V˜ (λ) = G˜(λ)V˜ (λ) + ζ˜(λ), (46)
where
G˜(λ) =
∞∫
0
G(τ)eiλτdτ.
After some algebra (see Appendix A) obtain the following solution:
U(x) =
i
2kx
exp
{
ikα2x
2
} ∞∫
0
J˙0(α
√
λ)H
(1)
0 (α
√
λ)
H˙
(1)
0 (α
√
λ)
exp
{
iλ
2kx
}
dλ+ 1. (47)
The integral in the right is, obviously, the field U sc on the surface of the cone,
and the unity is the incident field.
Using the reconstruction formula (33), one can obtain an expression for
the scattered field outside the cone:
usc(x, r) =
i
2kx
exp
{
ikα2x
2
} ∞∫
0
J˙0(α
√
λ)H
(1)
0 (
√
λr/x)
H˙
(1)
0 (α
√
λ)
exp
{
iλ
2kx
}
dλ.
(48)
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Formula (48) coincides with results [8, 12]. This is a bit surprising be-
cause these results (especially [12]) have been obtained using rather different
approaches.
Indeed, the possibility to represent the kernel of the integral equation in
the difference form has some roots in the mathematical nature of the problem.
Namely, the parabolic problem we formulated admits separation of variables.
This consideration is close to that of [8].
The separation of variables can be done in the coordinates (x, ρ, ϕ) with:
ρ = r/x. (49)
Also, introduce new field variable uˆ:
u(x, ρx, ϕ) = Ξ−1(x, ρ) uˆ(x, ρ, ϕ), Ξ(x, ρ) ≡ kx exp {−ikxρ2/2} . (50)
(note that ζ(1/x) = Ξ(x, α)).
Equation (6) takes the form:(
∂
∂x
+
1
2ikx2
(
1
ρ
∂
∂ρ
(
ρ
∂
∂ρ
)
+
1
ρ2
∂2
∂ϕ2
))
uˆ = 0. (51)
Boundary condition (9) is
∂uˆ
∂ρ
∣∣∣
ρ=α
= 0. (52)
The field uˆ can be represented as a sum of scattered and incident field:
uˆ = uˆsc + uˆin. A general form of solution uˆsc is as follows:
uˆsc =
∫
C(λ)H
(1)
0 (
√
λρ) exp
{
i
λ
2kx
}
dλ, (53)
for some unknown coefficient C(λ) and contour of integration. Here λ is the
separation constant.
Function C(λ) should be determined from the boundary condition (52).
The procedure is rather straightforward and it yields (48).
4.3 Elementary analysis of solution (47)
The first feature following from (47) (indeed, it can be derived from the
integral equation itself) is the self-similarity of the solution. The solution
u(x) depends on a single variable x and on two parameters α, k, but it can
be represented as follows:
U sc(x) =
i
y
eiy/2
∞∫
0
J˙0(κ)H
(1)
0 (κ)
H˙
(1)
0 (κ)
exp
{
iκ2
2y
}
κ dκ, y = kxα2. (54)
15
For large y this integral can be estimated by using the standard asymptotic
methods. Namely, the estimation consists of two terms: the stationary phase
term corresponding to κ = y (the estimation shows that it is equal to 1) and
the starting point term corresponding to small κ. The result is as follows:
U sc(x) = 1 + P
eiy/2
y
+ o(y−1), (55)
where
P ≡ i
∞∫
0
J˙0(κ)H
(1)
0 (κ)
H˙
(1)
0 (κ)
κ dκ.
These terms admit a clear physical interpretation. The stationary phase term
corresponds to the reflected wave. Since Neumann boundary conditions are
studied, the reflection coefficient is equal to 1. Another term corresponds to
the diffracted rays traveling along the surface of the cone. The amplitude
decays as x−1. The phase corresponds to a plane wave (in the parabolic
approximation) traveling at the “angle” α to the x-axis.
A more subtle analysis shows that
U sc(0) = 0. (56)
This relation, indeed, is imposed by the initial condition, but it is not easy
to be seen from the integral form of the solution.
4.4 Formula (48) and the structure of the penumbral
zone
There is a considerable amount of papers solving conical diffraction problems.
Here we reproduce some concepts from these papers.
On the elementary level of understanding the “ray structure” of the field
is shown in Fig. 3. In the case of the axial incidence the whole space outside
the cone is illuminated by the incident wave. There is a domain (a cone of
vertex angle equal to 2 arctan(α)) illuminated by the reflected rays. This
domain is called M2 in [11]. The domain not reached by the reflected rays is
called M1 there. In both domains there exists a spherical wave diffracted by
the tip of the cone. Usually, finding the directivity of this spherical wave is
the main target of the research. DomainM1 is usually called the “oasis” since
the Smyshlyaev’s formula for this domain [11] admits contour deformation
and can be used for efficient computation of the directivity.
In a narrow domain surrounding the boundary between domains M1 and
M2 there is a penumbra, since the boundary separates the zone illuminated
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Figure 3: Domains M1 and M2 for a cone
by the reflected rays and the zone not illuminated by them. It is well-known
(see for example [3,11,22,23]) that the field in this penumbra can be expressed
in terms of the parabolic cylinder function, namely
D−3/2(z) =
2√
pi
exp
{
−1
2
z2
} ∞∫
0
exp
{
−zs− 1
2
s2
}
s1/2ds. (57)
Here our aim is to obtain the similar expression from formula (48). Rewrite
(48) as follows:
usc(x, r) =
i
y
eiy/2
∞∫
0
J˙0(κ)
H˙
(1)
0 (κ)
H
(1)
0
( r
αx
κ
)
exp
{
iκ2
2y
}
κ dκ.
Again, an estimation of this integral for large y can be obtained by using
the stationary phase method. There are, generally, two terms, one corre-
sponding to the stationary phase point
κ =
(
2− r
αx
)
y
and another corresponding to the end point κ = 0. If these points are close
to each other, one should simplify the integral by taking the leading terms in
the Taylor series of the phase and by obtaining a “standard integral” peculiar
to the problem. One can see that the case
2− r
αx
≈ 0
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corresponds to the penumbral zone, and the standard integral in this case is
the parabolic cylinder function. The field in the penumbra can be written as
usc ≈ − ie
ipi/8
(kx)1/4
√
x
r
exp
{
i
kx
2
tan2 α− kxγ2
}
D−3/2
(√
kxγei3pi/4
)
, (58)
where γ = (2α− r/x). The result (58) is in agreement with results of works
[3, 11, 22, 23].
4.5 Numerical solution of the integral equation by iter-
ations
Equation (38) belongs to the Volterra type. Thus, it can be solved by itera-
tions. Namely,
U(x) =
∞∑
n=0
U (n)(x), (59)
U (0)(x) = 2U in(x) = 2, (60)
U (n+1)(x∗) =
x∗∫
0
K0(x∗, x)U
(n)(x) dx, n > 0. (61)
The terms of series can be calculated numerically. The results are shown
in Fig. 4. One can see that several terms (about 10) are enough to model
the field with a good accuracy.
4.6 Some speculations on the solution by iterations
In Subsection 4.3 we noticed that the solution depends only on the dimen-
sionless coordinate y = α2kx. For y ≫ 1 the representation (55) is valid.
Thus, there exists an important spatial scale xc = (kα
2)−1. This size can be
interpreted as follows. Take two points on the cone surface, with coordinates
(x1, ϕ = 0) and (x2, ϕ = 0). Let x2 be very large. Consider two geodesic
paths along the cone surface shown in Fig. 5, left. The first one, l1, is the
shortest way between the points, and second one, l2, makes one turn about
the axis of the cone.
Estimate the difference ∆l = l2 − l1. For this, draw the paths on the
sweep of the cone shown in Fig. 5, right. One can see that for large x2
∆l ≈ (1− cosψ)
√
1 + α2x1,
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Figure 4: Numerical calculation of the iteration series. Here y = α2kx
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Figure 5: To interpretation of xc
where ψ is the angle of the sweep:
ψ =
2piα√
1 + α2
One can see that ∆l ∼ x1α2. Thus, the domain x1 ≪ xc corresponds to the
case of ∆l much smaller than the wavelength, and x1 ≪ xc corresponds to
∆l much bigger than the wavelength.
One can say that for x ≫ xc diffraction process is angularly local (with
respect to a remote observation point), and for x < xc the process is not
angularly local. For a local process one can use a ray approach (similar
to that from [3]). For a non-local process one should better use the modal
approach from [8].
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The iterative approach to the integral equation has a possible interpre-
tation, as we think. As it is known, diffraction by a set of edges can be
represented in terms of the diffraction series or Schwarzschild’s series [24].
Each term corresponds to an act of diffraction. This approach usually pro-
vides an efficient solution although there are no physical “acts of diffraction”
(we should note that in [22] some physical interpretation for the acts of
diffraction is given). However, this approach has not been extended to the
Fock’s processes of diffraction by curved surfaces.
We can propose to consider the terms of the series (59) as the results of
successive acts of diffraction. In the previous work [18] we studied diffraction
by a parabola in a 2D space and found that the the number of terms necessary
to describe the diffraction process is of order of the size of the shadow zone
measured by the Fock’s scale ∆x ∼ (f ′′)−2/3k−1/3. I. e. when a creeping wave
passes a Fock’s zone size, it can be considered as a single diffraction act.
In the current paper we studied diffraction by a cone whose longitudinal
curvature is equal to zero. We found that several terms (about 10) are enough
to describe the wave field on the surface of the cone. This means that the
diffraction process happens locally within several xc from the tip of the cone,
and then there occurs only a ray propagation along the surface.
Some estimations of the kernel of the integral equation can be used to
understand where diffraction happens and how many terms are necessary to
describe the process.
5 Conclusions
The problem of diffraction by a slender body of rotation in a 3D space is
approximated by a parabolic formulation in Cartesian coordinates. Using the
Green’s formula, a boundary integral equation of Hong’s type [16] is derived
for the total field on the surface. For a thin cone and the axial incidence
the equation is solved analytically (by Fourier transform) and numerically
(by iterations). It is shown that several iterations are enough to describe the
field with high accuracy.
The work is supported by RSF grant 14-22-00042.
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A Derivation of the solution of equation (44)
Equation (44) takes form (46) in the Fourier domain. Let us find ζ˜(λ). It
follows from (42,45) that
ζ˜(λ) =
∞∫
−∞
2k
τ
exp
{−ikα2/(2τ)− iλτ} dτ. (62)
Using a well-known relation
exp
{
ia
τ
}
=
iτ
2
∞∫
0
J0(
√
at) exp
{
−iλ
2τ
4
}
tdt, (63)
one can obtain:
ζ˜(λ) = −4piikJ0
(√
2kα2λ
)
, λ > 0. (64)
ζ˜(λ) = 0, λ < 0. (65)
Function G˜(λ) can be calculated in a similar way:
G˜(λ) = 1 + J0(
√
2λkα2)H˙
(1)
0 (
√
2λkα2)ipi
√
2λkα2. (66)
Thus the solution of equation (44) is given by the following formula:
V˜ (τ) =
1
piα
∞∫
0
√
λ
H˙
(1)
0
(
α
√
λ
) exp{ iλ
2kx
}
dλ. (67)
Representation (47) follows from (67) (see [8]).
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