We consider the linear cocycle (T, A) induced by a measure preserving dynamical system T : X → X and a map A : X → SL(2, R). We address the dependence of the upper Lyapunov exponent of (T, A) on the dynamics T when the map A is kept fixed. We introduce explicit conditions on the cocycle that allow to perturb the dynamics, in the weak and uniform topologies, to make the exponent drop arbitrarily close to zero.
Introduction and statement of the results

Throughout this paper let G = SL(2, R).
Let (X, µ) be a finite-measure space, T : X → X be a µ-preserving map, and A : X → G be a measurable map. The pair (T, A) is called a cocycle. It exponent LE (A,T) drops to an arbitrarily small value or even to zero. Moreover, we want those conditions to be checkable, instead of appealing to Baire's theorem. Of course such conditions must exclude uniform hyperbolicity. With this in mind, we look for the weakest possible conditions that imply dichotomies between zero exponents and uniform hyperbolicity.
In the measurable situation, we shall define a condition over A, called richness, that guarantees the existence of maps T such that LE(A, T) = 0. In fact, we will prove (theorem 1) that if A is rich then the generic T ∈ Aut(X, µ) satisfies LE(A, T) = 0. The richness condition is explicit and involves only the measure ν = A * µ (see definition 1.3). It provides some "abundance" of matrices in the support of ν that makes it possible to find elliptic products, "mix directions", and make the exponents vanish after a perturbation of the dynamics.
Richness involves absolute continuity. So it turns out that for the richness condition to be checkable, we have to ask some differentiability of A. Since we are working in the measurable category, that restriction may be considered as a drawback. However, it is perhaps inevitable that some higher regularity must be asked from A. We conjecture indeed (see § 5.3) that there exists a map A : X → G (that assumes finitely many values only) such that the integrated exponent LE(A, T) is bounded from below by a constant λ 0 > 0 for all T ∈ Aut(X, µ), and nevertheless A assumes an elliptic value on a set of positive measure. Remark 1.2. Our problem of studying LE(A, T) as a function of T is parallel to the one addressed in [B] , where the map T on the base is fixed and the cocycle A is perturbed. The following results are obtained in [B] : For any ergodic T ∈ Aut(X, µ), there is a residual set R T ⊂ L ∞ (X, G) such that if A ∈ R T then either the cocycle (A, T) is uniformly hyperbolic or LE(A, T) = 0. If, in addition, X is a compact Hausdorff space and µ is a Borel measure then there exists a residual subset R ′ T ⊂ C 0 (X, G) with the same properties. (See also [BV] and [ArB] for extensions and related results.)
Let us say that a map A : X → G satisfies the measurable dichotomy if:
• either there is a constant λ > 1 such that A(x n ) · · · A(x 1 ) > λ n for every x 1 , . . . , x n ∈ X (in particular, for every T ∈ Aut(X, µ) the cocycle (A, T) is uniformly hyperbolic);
• or the set of T ∈ Aut(X, µ) for which LE(A, T) = 0 is residual in the weak topology.
Our next goal would be to express that "most" A's satisfy the measurable dichotomy. We are able to prove that fact if we restrict ourselves to C 1 maps A : X → G on some connected manifold X. In fact, we give a complete classification in that case (see theorem 2) that permits us to: 1) obtain the measurable dichotomy for an open and dense set of maps A (corollary 3), 2) describe precisely which maps do not satisfy the dichotomy and explicit all the possible behaviors of the Lyapunov exponents for these maps (proposition 3.7).
In this regard, we also show that if we consider only maps A that assume finitely many values, then "most" of them will satisfy dichotomy (see theorem 7). However, that case is unrelated to richness, and actually we lose any explicit condition for zero exponents.
In the continuous setting, we show that under certain conditions on the map A and also on the volume-preserving homeomorphism T, it is possible to perturb T and make the exponent drop or (under a stronger assumption) vanish. We obtain those results as consequences of the aforementioned measurable results. For that we use Alpern's technique [A2] of approximating measurable automorphisms by homeomorphisms.
At last, we obtain a dichotomy result concerning homeomorphisms. We say that a continuous map A : X → G satisfies the continuous dichotomy if for the generic T ∈ Homeo(X, µ):
• either the cocycle (A, T) is uniformly hyperbolic;
• or LE(A, T) = 0.
We prove that if X is a C r manifold (r ≥ 1) then the C r -generic map A satisfies the continuous dichotomy.
Next we give the precise statements.
The measurable case
To define richness we need first to introduce some notation. If ν is a measure in G and v ∈ P 1 , then the push-forwards of ν by the maps
are indicated by ν −1 and ν * v, respectively. If n ∈ N, the push-forward of ν n by the map (M 1 , . . . , M n ) ∈ G n → M n · · · M 1 ∈ G (i.e., the n-th convolution power) is indicated by ν * n . The richness property is studied in § 3.1, where the following criterium is obtained: Our main theorem is: Theorem 1. Let (X, µ) be a non-atomic Lebesgue space. Let A : X → G be a bounded measurable map such that the measure A * µ is rich. Then there is a residual set
The following is an informal outline of the proof. Richness implies the existence of products that send any chosen direction into any other. With a perturbation in the weak topology we can make most of the orbits periodic. Also, we do that perturbation so that a very small "rich part" of the space is kept invariant. Then another well chosen perturbation makes most of the orbits spend a few iterates in the rich region in such a way that expanded directions are sent into contracting directions. This forces the Lyapunov exponents to drop close to zero.
From theorem 1 and proposition 1.4, we obtain the following result: Theorem 2. Let X be a compact connected manifold (possibly 1-dimensional, possibly with boundary), and µ be a volume measure. Let A : X → G be a C 1 map. Then:
(ii) or LE(A, T) = 0 for the generic T ∈ Aut(X, µ).
It is easy to describe all the possible behaviors of the Lyapunov exponent under alternative (i) in the theorem -see § 3.3. In fact, for an open and dense set of maps A (i) implies uniform hyperbolicity for any dynamics, so we obtain the result mentioned in the abstract: Corollary 3. Let 1 ≤ r ≤ ∞ and let X be a compact connected C r -manifold. Then the set of A ∈ C r (X, G) that satisfy the measurable dichotomy is C r -open and dense.
We remark that L ∞ and C 0 versions of corollary 3 are also true: Proposition 1.5. Let (X, µ) be a non-atomic Lebesgue space. There exists a residual subset R ⊂ L ∞ (X, G) such that measurable dichotomy holds for every A ∈ R. If, in addition, X is compact Hausdorff and µ is a Borel measure then there exists a residual subset R ′ ⊂ C 0 (X, G) such that measurable dichotomy holds for every A ∈ R ′ .
The proposition follows from the results of [B] mentioned in remark 1.2, see appendix A.4 for details. Question 1.6. Can theorem 2 be extended in some form to non-connected manifolds? Does corollary 3 remain true if X is not connected?
The continuous case
Next we consider volume-preserving homeomorphisms as dynamics. As explained before, it is useful to assume differentiability of the map A.
So now we let X be a smooth compact connected manifold, possibly with boundary, of dimension d ≥ 2, and let µ be a smooth volume measure. Our main result in that setting is: Theorem 4. Let T ∈ Homeo(X, µ) and A ∈ C 1 (X, G). Assume there is a T-periodic point p = T n (p) such that:
• A is not locally constant at at least one of the points p, Tp, . . . , T n−1 p.
Then for every ε > 0 there existsT arbitrarily C 0 -close to T such that LE(A,T) < ε.
In fact, it is easy to strengthen theorem 4 by demanding only the existence of periodic pseudo-orbits with similar properties; see § 4.3.
Let us call a periodic point p of period n for an homeomorphism T : X → X persistent if for every ε > 0 there is δ > 0 such that ifT is an homeomorphism δ-C 0 -close to T thenT has a periodic pointp of period n which is ε-close to p. (For example, if p is an isolated fixed point of Poincaré-Lefschetz index different from 1 then p is persistent.) Theorem 4, together with a semicontinuity property (proposition A.2), implies:
Corollary 5. Let T ∈ Homeo(X, µ) and A ∈ C 1 (X, G). Assume that T has a persistent periodic point p = T n (p) such that:
• for some i = 0, 1, . . . , n − 1, the derivative DA(T i p) is non-zero.
Then there is a neighborhood U ⊂ Homeo(X, µ) of T and a residual subset R ⊂ U such that LE(A,T) = 0 for allT ∈ R.
Recall the definition of continuous dichotomy. The C 0 -generic map satisfies the continuous dichotomy -this follows easily from [B] and proposition A.6. Here we extend this result to higher topologies:
Our proof of the corollary 3 gives an effective way to decide whether a given map A : X → G satisfies the measurable dichotomy. That is not so for our proof of the continuous dichotomy theorem 6. Two related questions are: Question 1.7. Is there any analogue of theorem 2 for the continuous case? Question 1.8. In theorem 6, can we take an open and dense set, instead of a residual one?
The smooth case
If both T and A are assumed to have higher regularity, then dichotomy between uniform hyperbolicity and zero exponents is no longer true, whether A is fixed or T, as shown by these two examples:
Then the exponent is positive on an open and dense subset of C 1 (X, G), by results of Bonatti and Viana [BnV] .
Consider Schrödinger cocycles on the d-torus:
If V(θ) is a non-constant trigonometrical polynomial, and the dynamics in the base is restricted to real analytic maps in a neighborhood of the unit polydisc in C d , then Herman [He1] showed that there exists a positive lower bound on the exponent, provided λ is greater than some λ 0 .
In our setting, we can ask:
Question 1.9. Assume A : X → G is a C 1 map that assumes both elliptic and hyperbolic values. (A concrete interesting example is A = S V,λ given by (1) with V(θ) = cos θ 1 and λ ≫ 1.) When is it possible to find a volumepreserving C 1 map T : X → X such that LE(A, T) is exactly zero?
We mention here two results obtained by Herman proving abundance of zero exponents in the absence of uniform hyperbolicity for smooth cocycles above uniquely ergodic diffeomorphisms of the circle. (Here the exponents are computed above the unique invariant probability measure.) The results are based on Baire category arguments and the method used is to approximate the base dynamics by periodic maps and concentrate the measure on orbits above which the product of matrices are elliptic.
Define
where ρ( f ) denotes the rotation number of f . We consider maps A ∈ C ∞ 0 (T 1 , G), that is, smooth maps that are not homotopic to a constant matrix. Here the absence of uniform hyperbolicity is granted by the fact that the cocycle is not homotopic to identity.
The set of smooth maps that are homotopic to a constant matrix is denoted by C ∞ 0 (T 1 , G). Then: 
The discrete case
We return to the measurable case and consider this time the situation where A : X → G assumes a finite number of values. Such A cannot satisfy the richness condition, so the previous results do not apply. Nevertheless we can prove that measurable dichotomy holds generically.
Then we have:
Theorem 7. Let N ≥ 2 be an integer. There exists a residual set R ⊂ G N such that for every Σ ∈ R:
• either Σ is uniformly hyperbolic;
• or for every measurable map A : X → Σ which assumes every value in Σ on a set of positive measure, there is a residual set
Given an N-uple of matrices Σ = (A 1 , . . . , A N ), we also write Σ for the set {A 1 , . . . , A N }.
Structure of the paper
In section 2 we prove theorem 1. In section 3 we prove proposition 1.4 and then theorem 2. Section 4 deals with the continuous case and contains the proof of theorem 4. As already mentioned, in the proof of theorems 2 and 4, we employ theorem 1 and proposition 1.4. The proof of theorem 7 is given in section 5 and it is independent of the other results. In the appendix we present some technical results that are used throughout the paper.
Proof of theorem 1
In all this section, (X, µ) denotes a non-atomic Lebesgue space (not necessarily with µ(X) = 1).
The following are roughly the main steps of the proof:
• In § 2.1, we show that given A : (X, µ) → G, the existence of some dynamics T ∈ Aut(X, µ) for which LE(A, T) is small depends only on the push-forward measure A * µ in G. That is very useful, because it allows us to address the questions in Lebesgue spaces (X, µ) and maps A : (X, µ) → G that are convenient for our constructions.
• In § 2.2, we show that if a measure ν = A * µ is 1-rich then there exists T ∈ Aut(X, µ) for which LE(A, T) is small.
• In § 2.3, we collect abstract lemmas on perturbation of measures and maps. Then, in § 2.4, we relate the convolution measure ν * N that appears in the definition of richness with a dynamical construction.
• In § 2.5, we conclude the proof. We the result from § 2.4 to obtain an induced cocycle whose push-forward to G is a measure which is close to a 1-rich one. A specific argument of continuity is used to allow the use of the results of § 2.2 despite the fact that we are dealing with a measure that is only close to a 1-rich one.
Least exponent of order k
We begin introducing some notation: If A : (X, µ) → G is a bounded measurable map, k ∈ N, and T ∈ Aut(X, µ), let
Observe that by subadditivity of X log A k
The continuity property of Λ k states as follows: 
Proof. We take η = C −k+1 δ. The lemma follows from the facts below:
1. If x ≥ 1 and y > 0 then log(x + y) ≤ log x + y;
Remark 2.2. If A : X → G is measurable and bounded, and
In fact, we will prove in lemma 2.4 a stronger result: Λ k (A) depends only on the push-forward measure A * µ. To prove that, we will need lemma 2.3 below.
In what follows I denotes the unit interval [0, 1] and m denotes Lebesgue measure on I or (by abuse of notation) on the square I 2 .
Lemma 2.3. Let A : I 2 → G be measurable and bounded. Let π : I 2 → I be the projection on the first coordinate, and consider the map
The idea of the proof is to approximate π by something invertible and to use remark 2.2 and the continuity property from lemma 2.1.
Proof. It is clear that
Then the functions π and P n :
Indeed, given ε > 0, Lusin's theorem gives a compact set K ⊂ I such that A| K is continuous and m(K c ) < ε. If n is large enough then for every x, y ∈ K
By lemma 2.1, if n is sufficiently large then
. Since δ > 0 is arbitrary, the lemma follows. Now we can state and prove the:
Proof. We can assume that µ(X) = 1. By remark 2.2, we can assume that A and B are defined over (X, µ)
Based on lemma 2.4, we can introduce the following notation: If ν is a finite measure in G with bounded support, and k ∈ N, we write
where A : (X, µ) → G is some map, defined on some non-atomic Lebesgue space, such that A * µ = ν. (Notice the existence of such A.)
The map Λ k has the following convexity properties, whose easy proofs are left to the reader: Lemma 2.5. Let ν, ν ′ be finite measures in G, with bounded supports, and let t > 0. Then
An existence result
If ν is a finite measure on G with bounded support, we write
where · is some fixed operator norm. Proposition 2.6. Let C > 1, δ > 0, and σ be a 1-rich measure with σ ∞ ≤ C. Then there exists k ∈ N with the following properties: If ω is a measure in G such that |ω| ≤ 1 and ω ∞ ≤ C then
The proposition implies that given A : (X, µ) → G, such that ν = A * µ is 1-rich, there exists T ∈ Aut(X, µ) such that LE(A, T) is small. Indeed, take δ small. The measure σ = δν is 1-rich as well, so we can apply the proposition to ω = (1 − δ)ν.
The fact that k depends uniformly on ω, provided ω ∞ ≤ C, will be important in the proof of theorem 1.
For the reader's convenience, we will give an informal sketch of the proof:
• We first deal with the case where ω is a Dirac measure on some hyperbolic H ∈ G. We use 1-richness of σ and the abstract lemma A.4 to find products of length 2 that send the expanding direction of H exactly to the contracting one. Then we construct a dynamics so that orbits spend a long time in the (hyperbolic) ω-part of the space, then spend two iterates in the σ-part, then return to the ω-part. This makes Λ k (ω + σ) small for k large enough.
• To reduce the general case to the previous one, we (essentially) approximate a given ω by a linear combination of Dirac measures, and use lemmas 2.1 and 2.5.
Proof. Definition of k: Given C > 1 and δ > 0, there is ℓ 0 ∈ N with the following properties: If H, R ∈ G are matrices such that
• H is a hyperbolic matrix and moreover ρ(H) ≥ e δ/2 ;
• R(e u ) = e s , where e u and e s ∈ P 1 denote respectively the expanding and contracting eigendirections of H.
then the matrix RH ℓ is elliptic for every ℓ ≥ ℓ 0 . We leave to the reader to check this fact. Given the 1-rich measure σ with σ ∞ ≤ C, let κ > 0 be as in definition 1.3. Fix an integer ℓ ≥ max{ℓ 0 , 2/κ}.
We take k ′ ∈ N such that if E ∈ G is an elliptic matrix with E ≤ C ℓ+2 then
Finally, take k ∈ N such that
Let us verify that k has the stated properties.
First case:
We will first prove the proposition in the case where ω is a Dirac measure δ H on some H ∈ G, with H ≤ C. We will exhibit a Lebesgue space
H is elliptic or parabolic), we simply take T = id, and the claim follows.
So we assume H is a hyperbolic matrix, with ρ(H) ≥ e δ/2 . Let e u and e s ∈ P 1 be its expanding and contracting eigendirections, respectively. Since σ is 1-rich, we have
There are measures σ 1 , σ 2 ≤ σ such that κm = σ 1 * e u and κm = σ −1
By lemma A.4, there exists an isomorphism S such that the following diagram commutes a.e:
Define a convenient Lebesgue space to work on:
The measure µ on X restricted to I, resp. J i × I, is one, resp. two, dimensional Lebesgue measure. The map A :
We define T as being the identity on
and in the rest as
where the unspecified arrows are translations and the isomorphism U 2 is chosen so that T ℓ+2 | I 1 is identity. Note that I log A dµ ≤ |σ| log C. On the other hand, given p ∈ N, the product matrices along T of length p(ℓ + 2) above I 1 are of the form E(z) p where
General case: Now let ω be any measure satisfying the hypotheses of the proposition. Let I 1 = [0, |σ|), I 2 = [|σ|, |σ| + |ω|], and A :
Let η = η(k, C, |ω|δ/2) be given by lemma 2.1. Let B : I 2 → G be a simple function such that B ∞ ≤ C and A| I 2 −B 1 < η. Extend B to I 1 ∪ I 2 by taking B = A on I 1 . We can write
where H i ∈ G, t i ≥ 0 and
By lemma 2.5 and the case already considered,
Since A − B 1 < η, we obtain Λ k (A) < |ω|δ + |σ| log C. This proves the proposition.
Perturbing measures
In this subsection, we introduce a definition of closeness in the space of measures which is suitable to our purposes, and prove a couple of useful properties.
Definition 2.7. Let ν 1 , ν 2 be measures in G with bounded support and same mass |ν 1 | = |ν 2 | = a. Given η > 0, we say that ν 1 and ν 2 are η-close if there exist
We can define a distance d(ν 1 , ν 2 ) as the infimum of the η such that ν 1 and ν 2 are η-close in the sense above. That this is indeed a metric follows from the lemma below:
Proof. Without loss of generality we assume |ν| = 1, and moreover, (X, µ) = (I, m). By assumption, there are A 1 , A 2 :
By lemma A.4, there exists S ∈ Aut(I 2 , m) such that and A 1 • π • S = A • π a.e. Let P n : I 2 → I be as is the proof of lemma 2.3 and choose n ∈ N large enough so that
We will also need the following:
Proof. There is no loss of generality in assuming that |µ| = |ν| = 1. So we can also assume that (X, µ)
for any measurable Z ⊂ G.
Towers and convolutions
In this subsection we show that convolution measures can be approximately obtained in a dynamical way, in the following sense: Proof of theorem 1. Since we are working in the measurable category we can assume that X is the unit interval I and µ is the Lebesgue measure on it.
End of the proof
Suppose A : I → G is such that ν = A * m is rich. Due to proposition A.2, we only have to show that given T ∈ Aut(I, m) and δ > 0, there existsT ∈ Aut(I, m) arbitrarily close to T in the weak topology such that LE(A,T) < δ.
So let T and δ, and also an arbitrary ε > 0. By theorem 2.11, we can assume that T is a cyclic interval permutation and assume its rank M satisfies M ≥ 4/ε. Let N be such that ν * N is 1-rich.
Before going into the details of the proof let us sketch how we will obtain the perturbationT that will actually satisfy m[T T] < ε. The perturbation is done in two steps. In the first one, we will use richness of the measure ν to produce a map T 1 that is close to T and that has two cyclic towers: (1) a (big) cyclic tower of height M that fills most of the space and that comes from the original tower of T; (2) a (small) cyclic tower of height N such that the push forward of the measure on its base by the product of A's along its N levels is a measure close to a 1-rich one, namely σ/N, where σ = ε ′ ν * N and ε ′ is small. (Actually, there is a third invariant set that can be disregarded because it has small measure.)
Let W be the union of the basis of the big and the small tower. Then we consider the first return on the set W: we obtain a derived cocycle over W with identity for dynamics and a matrix mapÂ such thatÂ * (m| W ) contains a part that is close to σ/N.
Here we pass to the second step and perturb T 1 toT, keeping the two towers above W invariant but modifying the first return map to a map S so that the Lyapunov exponent LE(Â, S) of the derived cocycle becomes small (this is done by takingT equal to T 1 except on T −1 1 W with nevertheless
W has almost full measure, the latter implies smallness of LE(A,T). The mapT that we obtain is close to T 1 since we only modify the dynamics on T −1
1
W.
To understand how the map S is obtained, replace for a momentÂ * (m| W ) by a mapÃ such thatÃ * (m| W ) contains σ/N so that proposition 2.6 applies and identity on W can be replaced by a dynamics that reduces Λ k (Ã, S) close to zero (for some k that depends on σ/N). Now, the fact that k depends only on the 1-rich part of the measure and a careful choice of quantifiers allow to use the continuity of Λ k and derive the same conclusion forÂ instead of A. Now we give the exact proof.
Let C = A ∞ and
Let σ = ε ′ ν * N . We will use that the measure σ/N is 1-rich. Let k = k(σ/N, δ, C M ) be given by proposition 2.6, and let η = η(k, δ, C max{M,N} ) be given by lemma 2.1. Using lemma 2.10, we find F ∈ Aut(I, m) such that F N = id, and a set Z ⊂ I such that Z,. . . , (Y) ; this set is an F-tower of height N, and has small measure:
. This set has almost full measure:
It is also invariant by T (since T M = id) and we can write it as a T-tower of height M over I ∩ T T where I is any interval of the cyclic permutation T.
Consider a first perturbation of T:
Then T T and T F are two disjoint invariant towers for T 1 with heights M and N respectively, and basis I ∩ T T and Y respectively. We define T = T T ∪ T F , and
The first-return map of T 1 to W is the identity. The return-time function is n W (x) = M for x ∈ I ∩ T T and n W (x) = N for x ∈ Y. Hence we define on W the following map:Â
Because (A N F ) * (m| Y ) and σ/N are η-close, lemma 2.8 gives a mapÃ :
By proposition 2.6, since we took k = k(σ/N, δ, C M ), we get
Since Â −B 1 ≤ 2η, with η = η(k, δ, C max{M,N} ), we conclude by lemma 2.1,
This means that there exists an automorphism S : W → W such that Λ k (Â, S) < 3δ, and consequently LE(Â, S) < 3δ.
Finally, we defineT on I:
otherwise.
The set T = T T ∪ T F is still invariant byT, the return time to the set W is still the function n W as for T 1 and the products of matrices above W before the first return are still given byÂ. But the first return map to W byT is now S. Hence, by proposition A.1, we have LE(A| T ,T| T ) = LE (Â, S) .
We have
as required.
3 Applying theorem 1
Proof of the richness criterium
Before deriving any consequences of theorem 1, we have to prove proposition 1.4. Let us (temporarily) call a measure ν N-f-rich if there is κ > 0 such that ν * N * v ≥ κm for every v ∈ P 1 . We call ν f-rich if it is N-f-rich for some N.
The following lemma essentially reduces the problem of proving richness to a one-dimensional case:
Proof. Consider a (normal) tubular neighborhood (map) of the arc ξ:
We are going to show that for sufficiently small δ > 0 there exists κ > 0 such that
We push the euclidian metric in R d forward by the C 1 -diffeo Ξ, and without loss, assume that µ| U 2 1 is the Riemannian volume induced by that metric. In the new metric, we have ξ ′ (t) = 1.
For convenience of notation, let v, w ∈ P 1 be fixed. Let F : M → P 1 be given by
where σ is Riemannian (d − 1)-dimensional volume. Let α i be the angle between D δ i and the arc ξ. We have
| is by assumption bounded away from zero. All bounds are uniform in v and w, so we can find a small δ so that (2) holds.
In what follows, we denote:
Remark 3.2. For each T ∈ (−2, 2), the set of A ∈ G such that tr A = T consists on two G-conjugacy classes, namely
for a certain θ ∈ (0, π). (Note also that the set consists on a single GL(2, R)-conjugacy class.) If A and B are two elliptic matrices in the same G-conjugacy class then there exists an unique L of the form
such that B = LAL −1 .
Next we prove the following special case of proposition 1.4: 
. By continuity, the same alternative, say the first, occurs for all t ∈ [−2, 2]. Besides, we can choose
It is easy to see that if N is large enough then for any v ∈ P 1 ,
Next define
andξ : [−2, 2] → int M byξ(t) = (ξ(t), . . . , ξ(t)). Applying lemma 3.1 to these data, we obtain thatÂ * μ = (A * µ) * N is 1-f-rich, that is, A * µ is N-f-rich.
For the last part, we will need the following property about traces:
Lemma 3.4. Let A, B ∈ G be elliptic matrices that are conjugate via a matrix in
G. Then tr AB ≤ tr A 2 ,
with equality if and only if A = B.
The reader may check the lemma would be false had we assumed only that the elliptic matrices have the same trace.
Proof. Write B = LAL −1 , with L ∈ G. We can assume that A = R θ and L is given by (3). Of course, sin θ 0. Direct calculation gives
with equality if and only if a = 1 and b = 0.
Now we conclude the:
Proof of proposition 1.4. It clearly suffices to show that A * µ is f-rich. LetM,μ, andÂ be as in (4) with k in the place of N. Let alsop = (p 1 , . . . , p k ). By assumption,Â(p) is elliptic andÂ is not locally constant at p ∈M.
If trÂ is not locally constant atp inM then, by lemma 3.3,Â * μ = (A * µ) * k is f-rich, and therefore so is A * µ.
Assume then that trÂ is constant at a neighborhood ofp inM. By continuity, allÂ(x), withx close top, belong to a same G-conjugacy class (see remark 3.2). Consideř
Then trǍ is not locally constant atp ∈M. (Otherwise, by lemma 3.4,Â would be locally constant atp.) Applying lemma 3.3 toǍ we get that A * µ is 2k-f-rich.
Proof of theorem 2
We will need the following: Lemma 3.5. Let Σ ⊂ G be a compact connected set. Assume that there is no closed interval I P 1 such that A · I ⊂ I for every A ∈ Σ. Then there are A 1 , . . . , A n ∈ Σ such that A 1 · · · A n is elliptic.
Proof. We claim that there is n 0 ∈ N such that for all v, w ∈ P 1 , there exist
Indeed, fix any matrix A 0 ∈ Σ, and let v 0 ∈ P 1 be such that A 0 v 0 = v 0 . Let I n ⊂ P 1 be the set of directions A 1 · · · A n (v 0 ), with A i ∈ Σ. Since Σ is connected, each I n is an interval or the circle. Also, I n ⊂ I n+1 , because v 0 is invariant by a matrix in Σ. Let us see that I n 1 = P 1 for some n 1 . Assume the contrary, and let I = n I n . We have A(Ī) ⊂Ī for all A. Since we are assuming Σ has no invariant interval, we must haveĪ = P 1 . Therefore I = P 1 {z} for some z. By the same assumption, there must be A ∈ Σ such that A(z) z. Then A −1 (z) ∈ I and so there must exist A 1 , . . . , A n such that A 1 · · · A n (v 0 ) = A −1 (z). But this implies z ∈ I, a contradiction.
We have shown that there is n 1 such that for any w there is a product of length n 1 which sends v 0 to w. The same reasoning applied to the set Σ −1 (which does not have an invariant interval as well) gives that there is n 2 such that for any v there is a product of length n 2 sending v to v 0 . Let n 0 = n 1 + n 2 . The claim is proved.
Next we construct an elliptic product. Fix any A ∈ Σ, A id. If A is elliptic, we are done.
If A is hyperbolic, let e u and e s be its respectively expanding and contracting eigenvectors. Let B be a product such that B(e u ) ∈ Re s . Then a calculation shows that tr A n B → 0 as n → ∞, so there exists an elliptic product.
If A is parabolic then, relative to some basis {e 1 , e 2 },
Let B be a product such that Be 1 ∈ Re 2 . Write
Then |tr A n B| = |βcn + d| → ∞ as n → ∞. This shows that Σ has a hyperbolic product. Then we can repeat the previous reasoning and find an elliptic product.
Remark 3.6. We ignore how to extend lemma 3.5 to non-connected sets Σ, and that is why we are unable to answer question 1.6.
We are ready now to give the:
Proof of theorem 2. If the function A is constant then the first case holds if A is hyperbolic or parabolic, and the second case holds if A is elliptic. So we can assume A is not constant. Assume the first case does not hold. Applying lemma 3.5 to Σ = {A(x); x ∈ X}, we conclude that there is n ∈ N such that the function
assumes an elliptic value. This function is not constant and X n is connected, so proposition 1.4 applies and the exponent vanishes generically by theorem 1.
Addendum to theorem 2 and proof of corollary 3
We study how the Lyapunov exponent depends on T if the first alternative in theorem 2 holds. There are two initial possibilities: 
.3) ⇒ The set A(X) ⊂ G is uniformly hyperbolic (see definition 1.12), so (A, T) is uniformly hyperbolic for all T ∈ Aut(X, µ).
We omit the easy proof.
Proof of corollary 3.
For an open and dense set of A ∈ C r (X, G), (i) implies (i.2.3).
More consequences: the continuous case
In this section X will denote a C 1 -smooth compact connected manifold, possibly with boundary, of dimension d ≥ 2, nd µ will denote a smooth volume measure.
Notations and tools
Here we collect some results from the book [AP] that we will use in the proof of theorem 4.
Let d be a metric in the manifold X. The uniform topology on Homeo(X, µ) is determined by the metric d(T,T) = sup x∈X d(T(x),T(x)). If T orT (or both)
are not in Homeo(X, µ) but in Aut(X, µ) then the distance above should be considered with ess sup instead of sup.
In the proof of theorem 4, we will make a non-continuous perturbation of the given homeomorphism, and then perturb again to get a homeomorphism. For that last step we will need Alpern's [A2] volume-preserving version of Lusin theorem: 
Φ| int I d is a homeomorphism of the interior of I d onto its image;
For m ∈ N, consider the partition mod 0 of the cube I d into 2 dm cubes of size 2 −m . The images of those cubes by the Brown map Φ form a mod 0 partition of X. Let us indicate this partition by P m and call its elements cubes as well. An automorphism S ∈ Aut(X, µ) such that the image of a cube in P m is mod 0 a cube in P m will be called a generalized cube exchange map. If additionally the map Φ −1 SΦ sends cubes into cubes by translations of R d , we call S a cube exchange map.
A generalized cube exchange map induces a permutation of the set P m of cubes. We express the permutation as a product of disjoint cycles; corresponding to each cycle there is an S-invariant subset of M, that we call a cyclic tower.
An important perturbation result due to Lax [L] is the following: In fact, it was shown by Alpern [A1] that we can take P in Lax theorem with a single cycle tower. To show that he used the lemma below (which we will also employ with a slightly different purpose): 
Proof of theorem 4
The proof has three steps:
1. We take a fine partition P m of X and approximate the given T by a generalized cube exchange map S 4 . This approximation is taken with the following additional properties:
• S 4 equals T in the (periodic) T-orbit of p (above which there is the elliptic product) and is C 1 in a neighborhood of it; • S 4 has two cyclic cube towers, the smaller of them consisting of the n cubes that intersect the orbit of p.
2. Using theorem 1, we change S 4 in a set of small diameter to make the Lyapunov exponent vanish. The new map S 5 is still uniformly close to T.
3. Theorem 4.1 provides a homeomorphismT weakly close to S 4 , which by semicontinuity will have small exponent.
We precise now these three steps. Let T, A, and p be as in the statement, and let ε > 0. Let δ = δ(T, ε) be given by theorem 4.1. Let O(p) = {p, Tp, . . . , T n−1 p}. Without loss of generality, we assume that the minimum distance between different points in O(p) is greater than δ.
Let Φ be the Brown map given by theorem 4.2. We can assume that O(p) ∩ Φ(∂I d ) = ∅ and, moreover, that O(p) does not intersect the cube boundaries, for any of the partitions P m .
Step 1. Lax theorem 4.3 provides a cube exchange S 1 of rank m such that d(S 1 , T) < δ/10. We assume that the rank is high enough so the diameter of the cubes (in X) is less than δ/10. The partition into cubes is fixed from now on.
Let C i be the cube that contains T i p, for i ∈ Z n . Let H be the cube exchange that permutes each S 1 (C i ) with C i+1 , and fixes the other cubes. Let S 2 = H • S 1 ; then S 2 has a cyclic tower which contains O(p) and d(S 2 , S 1 ) < 3δ/10.
Next number all cubes from P M in such a way that consecutive cubes share a common face. Then delete the n cubes C i and monotonically renumber the remaining cubes, say as C ′ j . Since distinct C i cubes do not share a common face, we have that if |j − k| ≤ 2 then the diameter of C ′ j ∪ C ′ k is less than 3δ/10. Applying the combinatorial lemma 4.4, we find a cube exchange S 3 which is 3δ/10-close to S 2 , cyclically permutes the C ′ j cubes and still satisfies S 2 (
Since C i U i and C i+1 U i+1 are Lebesgue spaces with the same measure, we can extend each f i to a volume-preserving map C i → C i+1 . Changing S 3 inside the C i cubes according to those maps, 3 we obtain S 4 ∈ Aut(X, µ) with d(S 4 , T) < 8δ/10.
Step 2. The generalized cube exchange S 4 obtained above has two cyclic towers that cover all X. We select the cubes C i ∋ p and C ′ 1 as bases of those towers. We can assume that C 1 and C ′ 1 share a common face.
The measureÂ
is rich, by proposition 1.4. So theorem 1 yields a measurable dynamicsŨ :
By proposition A.1, we have LE(A, S
Step 3. By semicontinuity of the Lyapunov exponent (proposition A.2), there is a weak neighborhood W ⊂ Aut(X, µ) of S 5 such that LE(A, ·) < ε on W. Theorem 4.1 then gives someT ∈ W∩Homeo(X, µ) such that d(T, T) < ε. This concludes the proof.
Remark 4.5. Notice we haven't used the full strength of theorem 1, but the mere fact that if A * µ is rich then there exists some T ∈ Aut(X, µ) for which LE(A, T) is small.
Proof of theorem 6
It is interesting to mention that the following (apparently) stronger form of theorem 4 holds:
Theorem 8. Given T ∈ Homeo(X, µ) and ε > 0, there exists δ > 0 with the following properties: Let A ∈ C 1 (X, G) and assume there exists a periodic δ-pseudo-orbit (x 0 , . . . , x n−1 , x n = x 0 ) for T such that:
• A is not locally constant at at least one of the points x i .
Then there existsT ε-C 0 -close to T such that LE(A,T) is arbitrarily close to zero.
Theorem 8 is actually a corollary of theorem 4. Indeed, given a periodic δ-pseudo-orbit (x 0 , . . . , x n−1 , x n = x 0 ) for T, there exists a perturbationT of T such thatT(x i ) = x i+1 for i = 0, . . . , n − 1. (This follows from [AP, theorem 2.4 ], for instance.)
We are going to use the following result due to Avila. Recall R θ denotes the rotation of angle θ, and ρ(·) denotes spectral radius.
Lemma 4.6 (Lemma 2 from [Y]). For every n
where C > 0 is some constant.
Proof of theorem 6. By proposition A.6, it suffices to prove that the set of (A, T) such that either (A, T) is uniformly hyperbolic or LE(A, T) = 0 is generic in C r (X, G) × Homeo(X, µ). The uniformly hyperbolic cocycles (A, T) form an open set. Also, the function
is an upper semicontinuous function. So to prove the theorem, we have to show that if (A, T) is not uniformly hyperbolic then for every ε > 0 there existÃ C r -close to A andT C 0 -close to T such that LE(A, T) < ε. Fix ε > 0 and a cocycle (A, T) which is not uniformly hyperbolic. Making a C r -perturbation if necessary, we can assume that A is nowhere locally constant. Let δ > 0 be given by theorem 8. Because T preserves volume, there is some ℓ 0 ∈ N such that for every pair of points y, x ∈ X there exists a δ-pseudo-orbit (y 0 , y 1 , . . . , y ℓ ) for T, such that ℓ < ℓ 0 , y 0 = y, and y ℓ = x.
Since (A, T) isn't uniformly hyperbolic, there exist arbitrarily large n ∈ N and x ∈ M such that A n T (x) < (1 + δ) n . Fix n and x with n > ℓ 0 /δ.
By concatenation we obtain a δ-pseudo-orbit (x 0 , x 1 , . . . , x n+ℓ ) of length n + ℓ < n + ℓ 0 with x 0 = x n+ℓ = x and such that
According to lemma 4.6, there exists θ with |θ| < const.δ such that
is an elliptic matrix. So theorem 8 applies to the C r -perturbationÃ = AR θ of A, showing that there existT δ-C 0 -close to T such that LE(A, T) is as small as we want.
The discrete case. Questions
In this section we prove theorem 7 and, in § 5.3, we pose related problems.
Preparation
Uniformly hyperbolic sets, elliptic products. The set of Σ ∈ G N which are uniformly hyperbolic is open in G N , see [Y] . In fact, we will use the following result, which is indeed an immediate corollary of Avila's lemma 4.6:
Theorem 5.1 (Proposition 6 in [Y]).
There is an open and dense subset R 0 ⊂ G N such that if Σ ∈ R 0 then either Σ is uniformly hyperbolic or there is an elliptic matrix in the semigroup Σ generated by Σ.
Liouville pairs. Recall that ρ denotes the spectral radius. 
Notice that if H is not hyperbolic then, for any ψ, (R, H) is ψ-Liouville for every elliptic R.
Lemma 5.3. Given any ψ : N → N with lim n→∞ ψ(n) = ∞, let R be the set of (R, H) ∈ G 2 such that R is not elliptic or (R, H) is ψ-Liouville. Then R is a residual subset of G 2 .
Proof. Let G ell be the subset of G formed by elliptic matrices, and let L ⊂ G 2 be the set of ψ-Liouville pairs. We have L = m≥1,ε>0 U m,ε , where
Each U m,ε is open and we have to show it is dense in G ell × G. Given (R, H) ∈ G ell × G, with H hyperbolic, take a basis of R 2 such that we can write
Arbitrarily close to R, there is an elliptic matrixR such thatR n (1, 0) ∈ R(0, 1) for some n ≥ m, that we can choose satisfying 1 < e εψ(n) . Hencẽ
If n is chosen large enough we have
Monomials. Let N = {1, 2, . . . , N}. To every vector (k 1 , . . . , k ℓ ) ∈ N ℓ , ℓ ≥ 1, we can associate the monomial (map) F :
For each i ∈ N , let us write
that is, the number of appearances of the letter A i in the monomial F. Let us call two monomials F 1 , F 2 : G N → G independent if the vectors (m 1 (F 1 ) , . . . , m N (F 1 )) and (m 1 (F 2 ), . . . , m N (F 2 )) ∈ R N are non-collinear.
Proof. Let C ⊂ G N be the set of critical points of F. We will show that C has empty interior. That implies the lemma, because F restricted to the open dense set G N C is an open map.
The derivative of F at (id, . . . , id) is easily computed; it is:
Due to the independence assumption, DF(id, . . . , id) is surjective, that is, (id, . . . , id) C. Assume C has an interior point x. Consider a real-analytic path [0, 1] → G N from x to (id, . . . , id). Bearing in mind that C is the zero-set of some real-analytic function, we reach a contradiction.
Proof of theorem 7
In all the proof we fix the function ψ(n) = n. First we define the residual set R ⊂ G N for which we will prove the conclusion of the theorem. Given two independent monomials F 1 , F 2 :
By lemmas 5.3 and 5.4, R(F 1 , F 2 ) is a residual subset of G N . Take the intersection over all independent pairs F 1 , F 2 and call it R 1 . Finally, let R = R 0 ∩ R 1 , where R 0 is the set from theorem 5.1. ¿From now on fix some Σ ∈ R. If Σ is uniformly hyperbolic, there is nothing to do. In the other case, since Σ ∈ R 0 , there is a monomial F 1 such that R = F 1 (Σ) is elliptic. F 1 will be fixed from now on. By construction, (F 1 (Σ), F 2 (Σ)) is ψ-Liouville for every monomial F 2 which is independent from F 1 .
Let A : X → Σ be a measurable function such that every matrix in Σ is attained on a positive measure set of X. As usual, we assume X is the unit interval I. We can also suppose there is a partition I = I 1 ⊔ · · · ⊔ I N into intervals such that A| I i = A i , where Σ = (A 1 , . . . , A N ). Now let T : I → I be any given automorphism. We will explain how to perturb T in the weak topology to make the exponent small. By proposition A.2, this will conclude the proof.
Using theorem 2.11, we may begin with T equal to a cyclic interval permutation of some arbitrarily high rank M.
We will of course perturb T further, but will work only with automorphisms that are (not necessarily cyclic) interval permutations. In this regard, a sequence of disjoint intervals J i = T i (J 1 ), i = 0, . . . , ℓ − 1, is called a tower of height ℓ. The tower is said to be cyclic if in addition T ℓ (J 1 ) = J 1 . If moreover the map A : I → Σ is constant on each interval J i then we can talk about the product of matrices along the tower, that we denote by A(J M ) · · · A(J 1 ).
Since the rank M is high, most of the intervals j M , j+1 M , j = 0, 1, . . . , M−1, will be completely contained in one of the intervals I i (where A is constant). By changing T on a set of small measure, we may assume the collection of those "good" intervals is cyclically permuted by T. The union of the "bad" intervals is now an invariant set of small (less than N/M) measure, and so its contribution to the mean Lyapunov exponent is small. So, to simplify writing, we will assume that all intervals are good.
Among the intervals that are permuted by T, select some J 1 , . . . , J p such that A| J i = A k i . Since M can be chosen arbitrarily high compared to p, the measure of
J i is small. So, after another perturbation, we can assume that that the dynamics of T decomposes into two cyclic towers, the smaller of which is
Call this tower T 1 . The product of matrices along it is precisely the elliptic matrix F 1 (Σ).
Let T 2 be the other, bigger, tower. Consider the product of matrices along T 2 ; as a function of Σ that product is by definition a monomial F 2 (Σ). We may assume that F 1 and F 2 are independent monomials. In fact, via a small perturbation of T we can remove a single level of the bigger tower to make F 1 and F 2 independent. The removed interval becomes an invariant set of small measure and can be disregarded.
Hence, by definition of R, the pair (R, H) = (F 1 (Σ), F 2 (Σ)) is ψ-Liouville. That is, there is an integer n such that
The product along this new tower is R n . In the same way we decompose the T 2 tower in n towers that we unfold as above into a single tower along which the product of matrices will be H n . As sets, the two new towers are still the same T 1 and T 2 . By our construction, T 1 and T 2 have bases of the same size. So we can actually concatenate them one on top of the other to get a single cyclic tower along which the matrix product is H n R n . (This is done by composing on the left the dynamics with a map that permutes the bases of the towers.) Since almost all the space is covered by this tower, we deduce from (5) that the integrated Lyapunov exponent corresponding to the perturbed dynamics is small. This proves theorem 7. 
Some open questions
we have
Fixing some integer N ≥ 2, we can also ask whether the set of Σ ∈ G N that have the properties as in problem 5.5 has positive, or even full measure in the complement of the hyperbolicity locus in G N .
Remark 5.7. ¿From lemma 5.3 we see that even if the right hand side in (6) is replaced by any function φ(n) such that φ(n) → ∞ then the set of Σ ∈ G 2 that satisfy the conclusion of problem 5.6 is meager.
A Appendices
A.1 Derived cocycles
Given a set W ⊂ X of positive measure, we define the first return map T W : W → W by T W (x) = T n W (x) (x), where n W (x) = min{n ≥ 1; T n (x) ∈ W}. In fact, if T is ergodic then T = X mod 0 and the proposition is lemma 2.2 from [K] . It is easy to adapt that proof to the general case, using Kac's formula in the form:
A.2 Semicontinuity
It is well-known that: Since log A is integrable, there is δ 1 > 0 such that if Z ⊂ I has measure m(Z) < δ 1 then Z log A dm < ε. By Lusin's theorem, there exists a compact set K ⊂ I such that the functions A| K and T| K are continuous, and m (K c This shows upper semicontinuity.
LE(A, T) = inf
Remark A.3. For the semicontinuity of LE(·, T) in the L 1 -topology, see [ArB] . Proof of proposition 1.5. We will only prove the L ∞ statement, because the C 0 one is analogous. Note that if A ∈ L ∞ (X, G) then one should read the first alternative in the measurable dichotomy with "a.e. points" in place of "all points". By propositions A.2 and A.6, we only have to show that if the essential image of A ∈ L ∞ (X, G) is not an uniformly hyperbolic set (see definition 1.12) then for every T ∈ Aut(X, µ) there existÃ andT close to A and T in the L ∞ and weak topologies, respectively, such that LE(Ã,T) is small.
Fix such an A. Given T ∈ Aut(X, µ), the cocycle (A, T) is uniformly hyperbolic iff ∃c > 0, ∃λ > 1 s.t. A n T (x) ≥ cλ n ∀n ∈ N, a.e. x ∈ X.
(The proof is the same as in [Y, proposition 2] .) Therefore the set of T ∈ Aut(X, µ) such that (A, T) is not uniformly hyperbolic is a G δ set (in the weak topology). That set is also dense, by Baire and the assumption that the essential image of A is not an uniformly hyperbolic set. So given any automorphism T, we can find a weak perturbationT which is ergodic (see remark 1.1) and such that (A,T) is not uniformly hyperbolic. By a result from [B] (mentioned in remark 1.2), there existsÃ L ∞ -close to A such that LE(Ã,T) = 0.
