Increasingly available city data and advanced learning techniques have empowered people to improve the efficiency of our city functions. Among them, improving urban transportation efficiency is one of the most prominent topics. Recent studies have proposed to use reinforcement learning (RL) for traffic signal control. Different from traditional transportation approaches which rely heavily on prior knowledge, RL can learn directly from the feedback. However, without a careful model design, existing RL methods typically take a long time to converge and the learned models may fail to adapt to new scenarios. For example, a model trained well for morning traffic may not work for the afternoon traffic because the traffic flow could be reversed, resulting in very different state representation.
INTRODUCTION
Traffic congestion is one of the most severe urban issues today, which has resulted in tremendous economic cost and a waste of Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CIKM '19, November 3-7, 2019 people's time. Congestion is caused by many factors, such as overloaded traffic and bad design of road structures. Some factors may require more sophisticated policy or long-term planning. But one direct factor that could be potentially improved by today's big data and advanced learning technology is traffic signal control.
Nowadays, the most widely used traffic signal control systems such as SCATS [21] and SCOOT [17] are still based on manually designed traffic signal plans. These plans, however, are not adaptive enough to the dynamics of today's complex traffic flows.
Recently, reinforcement learning (RL) has emerged as a promising solution to traffic signal control in real-world scenarios [37] . Unlike previous methods which rely on manually designed plans or pre-defined traffic flow models, RL methods directly learn the policy by interacting with the environment. To this end, a typical approach is to model each intersection as an agent and the agent optimizes its reward (e.g., travel time) based on the feedback received from the environment after it takes an action (i.e., setting the traffic signals). These RL approaches have shown promising results under simple traffic signal control settings, i.e., an intersection with a small number of signal phases, such as 2 or 4.
With more complex scenarios, learning the optimal policy becomes substantially much more difficult. Consider a standard fourapproach intersection where each approach has left-turn, through and right-turn traffic. There will be 8 phases (i.e., combinations of different traffic movements) according to the traffic rules (see Section 3 for details). It turns out that it is much harder for the RL algorithm to deal with the 8-phase setting than the 2-phase setting. A close examination of the problem reveals that the difficulty is mainly due to the explosion of state space. In the 2-phase setting, there are only four through lanes. Assuming the state definition consists of the number of vehicles on each lane and current signal phase, and the vehicle capacity of a lane is n, the state space size of 2-phase control problem will be 2 × n 4 (enumerating the number of vehicles on each lane, under each phase). When all eight phases are considered, four extra left-turn lanes are added and the exploration space will increase to 8 × n 8 . Therefore, the key challenge becomes how to reduce the problem space and explore different scenarios more efficiently, so that the RL algorithm can find the optimal solution within a minimal number of trials.
Surprisingly, none of the existing studies has attempted to address this issue. In fact, current RL methods are all exploring "blindly", wasting time on repeated situations. It is known that the principle of deep Q-network (DQN) is to use deep neural networks to approximate the state-action value Q(s, a) and choose the action with the best value. Merely using convolution layers and fully-connected layers, previous RL methods [32, 38] regress the Q(s, a) value from the 8-lane input independently, i.e., since they have to try eight kinds of actions on each state, roughly (8 × n 8 ) × 8 samples will be needed for satisfactory approximation. But in fact, a considerable portion of state-action pairs are unnecessary to explore. Take Figure 1 for example. These two scenarios are approximately mirrored images (the traffic is flipped). Such a flipping is a common phenomenon when people commute from residential areas to commercial areas in the morning and travel the reverse way in the afternoon. Since such a flipping will result in a totally different state representation for existing methods, a RL agent which has learned the first case still cannot handle the second case. But based on the common sense, these two cases are almost identical and one would hope that the model learned from the first case can handle the second case or other similar cases. Furthermore, as shown in Figure 2 , given any particular state, one can generate seven other cases through rotation and flipping. An ideal RL model is thus expected to handle all eight cases even only one case is seen during training. Based on the observation above, we propose a novel model design called FRAP, which is invariant to symmetric operations like Flipping and Rotation and considers All Phase configurations. The key idea is that, instead of considering individual traffic movements, one should focus on the relation between different traffic movements. This idea is based on the intuitive principle of competition in traffic signal control: (1) larger traffic movement indicates a higher demand for green signal; and (2) when two traffic movements conflict, we should give the priority to the one with higher demand.
Inspired by this principle, FRAP first predicts the demand for each signal phase, and then models the competition between phases. Through the pair-wise phase competition modeling, FRAP can achieve invariance to symmetries in traffic signal control (e.g., flipping and rotation). By leveraging such invariance and enabling knowledge sharing across the symmetric states, FRAP successfully reduces the exploration space to 16 × n 4 samples from 64 × n 8 (see Section 4 for detailed analysis). Compared to existing RL-based methods, FRAP finds better policies and converges faster under complex scenarios. Note that, our model design is independent of recent advances in reinforcement learning techniques, including different algorithms like value-based methods [16] , and policy-based methods [26] , and network design or training tricks like Double DQN [33] , Dueling network [34] . Therefore, our method can be combined with these algorithms or tricks to achieve better performance. However, these are not the scope of this paper. Hence, to focus on validating the effectiveness of our design, we use a recent state-of-the-art Ape-X DQN [16] as a base for our model design.
In summary, the main contributions of this paper include:
• We propose a novel model design FRAP for RL-based traffic signal control. By capturing the competition relation between different signal phases, FRAP achieves invariance to symmetry properties, which in turn leads to better solutions for the difficult all-phase traffic signal control problem.
• We demonstrate that FRAP converges much faster than existing RL methods during the learning process through comprehensive experiments on real-world data.
• We further demonstrate the superior generalizability of FRAP.
Specifically, we show that FRAP can handle different road structures, different traffic flows, complex real-world phase settings, as well as a multi-intersection environment.
RELATED WORK
Traditional traffic signal control. Traffic signal control is a core research topic in the transportation field and existing methods can be generally categorized into four classes. Fixed-timed control [29] decides a traffic signal plan according to human prior knowledge and the signal timing does not change according to the real-time data.
Actuated methods [15, 24] define a set of rules and the traffic signal is triggered according to the pre-defined rules and real-time data. An example rule can be, to set the green signal for that traffic movement if the queue length is longer than a certain threshold.
Selection-based adaptive control methods first decide a set of traffic signal plans and choose the best one for the current traffic situation (e.g., traffic volume data received from loop sensors). This method is widely deployed in today's traffic signal control. Commonly used systems include SCATS [21] , RHODES [25] and SCOOT [17] .
All the methods mentioned above highly rely on human knowledge, as they require manually designed traffic signal plans or rules.
Optimization-based adaptive control approaches rely less on human knowledge and decide the traffic signal plans according to the observed data. These approaches typically formulate traffic signal control as an optimization problem under certain traffic flow models.
Session: Long -Urban Computing II To make the optimization problems tractable, strong assumptions about the model are often made. For example, a classical approach is to optimize travel time by assuming uniform arrival rate [29, 35] . The traffic signal plan including cycle length and phase ratio can then be calculated using a formula based on the traffic data. However, the model assumptions (e.g., uniform arrival rate [29, 35] ) are often too restricted and do not apply in the real world.
Learning for traffic signal control. Different from traditional methods, learning-based traffic signal control does not require predefined traffic signal plan or traffic flow models. In particular, RL methods directly learns from intersections with the world. In these methods, each intersection is an agent, state is the quantitative description of the traffic condition at that intersection, action is the traffic signal, and reward is a measure of transportation efficiency. Existing RL methods differ in terms of state description of the environment (e.g., image of vehicle positions [6, 18, 32, 38, 40] , queue length [1-3, 38, 40] , waiting time [7, 28, 38, 39, 41] ), action definition (e.g., change to next phase [7, 28, 32, 38] , setting a phase [1, 2, 8, 30] ), and reward design (e.g., queue length [6, 22, 32, 36] , delay [7, 12, 13, 32] ). In terms of algorithms, studies have utilized tabular methods (e.g., Q-learning [3, 12] ) for discrete state space and approximation methods [19, 38] , which can be further categorized into value based (e.g., deep Q-Network [19, 32, 38] ), policy based (e.g., policy gradient [27] ), and actor critic [4, 5, 9] .
However, to the best of our knowledge, none of these methods have shown satisfactory results in the complete 8-phase scenario for one single intersection due to the large exploration space. In this paper, we follow the universal principles of competition and invariance in traffic signal control to design a novel model for efficient exploration. Further, we adopt the distributed framework of Ape-X DQN [16] as our base framework, which is shown to achieve state-of-the-art performance in playing Atari games. But our model design can be adapted to other algorithmic frameworks including policy-based and actor-critic based RL methods.
PROBLEM DEFINITION 3.1 Preliminary
In this paper, we investigate the traffic signal control in both single and multi-intersection scenarios. To illustrate the definitions, we use the 4-approach intersection shown in Figure 3 as an example. But the concepts can be easily generalized to different intersection structures (e.g., different number of entering approaches).
• Entering approach: Each intersection has four entering approaches, named as North / South / West / East entering approach ('N', 'S', 'W', 'E' for short) respectively. In Figure 3 (a), we point out the North entering approach.
• Traffic movement: A traffic movement is defined as the traffic moving towards a certain direction, i.e., left turn, through, and right turn. In Figure 3 (a), we show that there are 8 traffic movements controlled by the signal (right-turn not included). Follow the traffic rules in most countries, right turn traffic can pass regardless of the signal, but it needs to yield on a red light. In addition, a traffic movement could occupy more than one lane but this does not affect our model design because a traffic signal controls a traffic movement instead of a lane. Here we do not consider the single-signal phase because, in an isolated intersection, it is always more efficient to use paired-signal phases. 1 Speaking of the relation between phase ( Figure 3 (e)), there are in total two categories: competing, and partial competing. Partial competing phases (e.g., 'A' and 'B') have one traffic movement in common, while competing phases do not. They should be treated differently in modeling (detailed in Section 4).
RL Environment
Driven by the idea of learning from the feedback, in this paper we propose a reinforcement learning approach to traffic signal control. In our problem, an agent can observe the traffic situation at an isolated intersection (Figure 3(a) ) and change the traffic signals accordingly. The goal of the agent is to learn a policy for operating the signals which optimizes travel time. This traffic signal control problem can be formulated as a Markov Decision Process
Problem 1. Given the state observations set S, action set A, the reward function R is a function of S × A → R, specifically,
The agent aims to learn a policy π (A t = a|S t = s), which determines the best action a to take given state s, so that the following total discounted return is maximized:
For traffic signal control, our RL agent is defined as follows:
• State: the number of vehicles f v i on each traffic movement i and current traffic signal phase (represented as one bit f s i for each traffic movement signal). Upper script v and s stand for vehicle and signal respectively.
• Action: to choose the phase for the next time interval.
• Reward: the average queue length of each traffic movement.
Note that, we use a relatively simple set of state features and reward function, for the reason that we focus on innovating the model design in this paper. Optimizing queue length has been proved to be equivalent to optimizing travel time (most widely accepted measurement in transportation) in [43] . In addition, the concise state design has also been shown effective [43] . Meanwhile, our method can easily incorporate more complex state features and rewards for performance boosts.
METHOD 4.1 Model Overview
We use Ape-X Deep Q-learning (DQN) to solve the RL problem. The network takes the state features on the traffic movements as input and predicts the score (i.e., Q value) for each action (i.e., phase) as described in the Bellman Equation [31] :
The action with the highest score will be selected for this step. We design a novel network called FRAP (which is invariant to symmetric operations like Flip and Rotation and considers All Phase configurations) based on two universal principles:
• Principle of competition: Larger traffic movement indicates higher demand for 'green' movement signal. When two signals conflict, priority should be given to the one with higher demand.
• Principle of invariance: Signal control should be invariant to symmetries such as rotation and flipping. This way, the learning for different traffic movements and phases can now occur at the same time by updating the same network module (i.e., parameters), which leads to more efficient use of the data samples and better performance.
The rest of this section is organized as follows. In Section 4.2, we give a brief overview of the state-of-the-art Ape-X DQN [16] framework, upon which our method is built. Then, we describe our network design in detail in Section 4.3. In Section 4.4, we further discuss some important properties of our model.
Algorithmic Framework
To improve the learning efficiency in large search space, we adopt the distributed framework Ape-X DQN [16] as our algorithmic framework. In Ape-X DQN, the standard deep reinforcement learning is decomposed into two parts: acting and learning. The acting part assigns multiple actors with different exploration policies to interact with an environment and to store the observed data in a replay memory. The learning part is responsible for sampling the training data in the replay memory to update the model. Most importantly, the two parts can run concurrently while keeping the speed of generating and consuming the training data almost equal. In short, benefiting from the high exploration and sampling efficiency, this framework can significantly boost the learning performance of reinforcement learning. For more details about Ape-X DQN, we refer interested readers to [16] .
Phase Invariant Signal Control Design
As we discussed before, training a RL agent for traffic signal control is highly challenging due to the large search space. For instance, for the four-approach intersection shown in Figure 3(a) , assuming there is only one lane on each traffic movement, the size of the state space will be 8 × n 8 , where n is the capacity of a lane. Thus, even with a small lane capacity (e.g., n = 10), DQN will require billions of data samples to learn the relation between state, action and reward. Further, intersections may vary in the geometry (e.g., 3, 4, or 5 entering approaches) and the signal setting (i.e., a different combination of traffic movement signals). It is very inefficient if a different agent needs to be learned for each different intersection.
To address these challenges, we design our model based on the two principles outlined in Section 4.1, so that it can learn more efficiently from data and also be easily adapted to different intersection structures. We divide the prediction of phase score (i.e., Q value) into three stages: phase demand modeling, phase pair representation, and phase pair competition. Figure 4 shows an overview of our method, and Figure 5 shows the detail network parameters settings. Next, we describe the design in detail.
Phase Demand
Modeling. In this stage, our goal is to obtain a representation of the demand for each signal phase. Recall that for any traffic movement i, i ∈ {1, . . . , 8}, its state includes the number of vehicles and the current signal phase. These features can be obtained directly from the simulator. We first take these two features, denoted as f v i and f s i respectively, as input, and pass them through a neural network of two fully-connected layers to generate a representation of the demand for 'green' signal on this traffic movement, d i .
Note that the two hidden layer vectors h v i , h s i are combined before passed through the output layer. Further, the learned parameters of the neural network are shared among all traffic movements.
Finally, we obtain the demand representation of any phase p by adding together the demands of the two non-conflicting traffic movement signals in p:
Phase Pair
Representation. By the principle of competition, the score (priority) of a phase depends on its competition with the other phases. Thus, for each phase p, we form phase pairs (p, q) where q is an opponent of p (i.e., q p). Given a pair (p, q) and their demands, our goal of this stage is therefore to obtain a representation of the competition between p and q. The pair demand embedding volume D (blue volume in Figure 4 ) is formed by first concatenating the demand representations of phases in a phase pair (i.e., [d(p), d(q)]), and then gathering the vectors of all phase pairs. For our 8-phase problem, the size of D is 8 × 7 × l 1 , where l 1 is the length of the demand embedding vector for a single pair.
Then, we further apply K convolutional layers with 1 × 1 filters on D and obtain the phase pair demand representation. The k-th layer can be written as Eq. (6), with
The choice of 1×1 filters follows the idea of extracting competing relationship in the phase pair by letting them interact with each other, which is verified in prior work [20] . 1 × 1 filter also enables the parameter sharing among different phase pairs. Because there is no explicit meaningful interaction between different phase pairs (e.g., 2, 3, 4, or more phase pairs), it is not useful to use larger filters. Figure 4 , but is detailed in Figure 5 . As illustrated in Figure 3 (e), a phase pair p and q can have two different relations: partial competing (light grey, e.g., phase A and B, which shares one traffic movement) and competing (dark grey, e.g., phase A and D, which totally conflict with each other). Once the phase pair is determined, our model will look up the phase competing matrix and map the relation to an embedding vector e(p, q). Putting together the embedding vectors of all the phase pairs forms the relation embedding volume E. Similar to the pair demand representation modeling, K convolutional layers with 1 × 1 filters are applied on E to obtain the pair relation masking. The k-th layer can be written as Eq. (7), with
Phase competition mask. For better understanding, this part is represented by the grey matrix in
H r 0 = E. H r k = ReLU(W r k · H r k −1 + b r k )(7)
Phase Pair Competition.
In this stage, our model takes the phase pair demand representation and phase competition mask as input and predicts the score (i.e., Q-value) of each phase considering its competition with other phases. Following the last stage, a phase competition representation H c can be obtained by an element-wise multiplication of the phase pair demand representation H d K and the phase competition mask
We then apply another convolutional layer with 1 × 1 filter to get the pairwise competition result matrix C, each row of which represents the relative priorities of a phase p over all its opponents. Mathematically, we have
Finally, the relative priorities of each phase p are added together to obtain the score of phase p. Our RL agent then chooses the phase with the highest score as its action.
Summary of FRAP network.
In summary, we give a detailed description of FRAP network in Figure 5 , which is consistent with the model design in Figure 4 . The network is mainly made up of embedding layers and convolution layers. In the convolution layers, the filter is a 1×1 convolution with a stride of 1. By default, we use 20 filters in each convolution layer, except the last one.
Discussions
Invariance of our model design. Throughout the above modeling process, no matter which phase p we are focusing on, we always have a symmetric view of its relationship with other phases. This enables FRAP to leverage the symmetry properties in traffic signal control and greatly reduce the exploration of samples. Specifically, assume that a maximum of n vehicles is allowed on each movement. Note that, the traffic movement signal could be either '1' (green) or '0' (red). As shown in Figure 4 , our network first obtains a representation for a phase from features of two traffic movements with 2 2 × n 2 possible combinations. Then two phases are paired together to compete and the model of phase competition is shared among all pairs. In this way, to regress Q values for all eight actions, the model is required to observe only (2 2 × n 2 ) × (2 2 × n 2 ) = 16 × n 4 samples, a significant decrease in comparison with 64 × n 8 as in DRL [32] and IntelliLight [38] . In Section 5, we further conduct extensive experiments to illustrate that FRAP converges faster and to better solutions, as the enhanced sample efficiency compensates for the explosion of state space.
Adaption to different environments. As we focus on the universal principles of phase competition and invariance throughout our model design, the FRAP model can be applied to different traffic conditions (i.e., small, medium and large traffic volumes), different traffic signal settings (e.g., 4-phase, 8-phase), and different road structures (e.g., 3-, 4-, and 5-approach intersections as shown in Figure 6 , and intersections with a variable number of lanes on each traffic movement). Further, FRAP can learn from one environment and transfer to another one with high accuracy without any additional training. We further illustrate this in the experiments.
Applications in multi-intersection environments. Though our discussion so far has been only focused on single intersections, FRAP makes fundamental contributions to city-wide traffic signal control, as a good learning model at single intersection is the base unit even in the scale of city-wide traffic signal control. In addition, we demonstrate that FRAP works well in the multi-intersection environment even without explicit coordination (see experiments).
EXPERIMENT 5.1 Experiment Settings
Following the tradition of the traffic signal control study [38] , we conduct experiments in a simulation platform CityFlow 3 , which is an open-source traffic simulator designed for large-scale traffic signal control [42] . The simulator takes traffic data as input, and a vehicle proceeds to its destination according to the simulation settings. The simulator can provide observations of the traffic situation to signal control methods and execute signal control actions. Similar to real world, a three-second yellow signal and a two-second all-red signal are set after each green signal.
In a traffic dataset, each vehicle is described as (o, t, d) , where o is origin location, t is time, and d is destination location. Locations o and d are both locations on the road network. Traffic data is taken as input for the simulator.
In a multi-intersection network setting, we use the real road network to define the network in the simulator. For a single intersection, unless otherwise specified, the road network is set to be a four-way intersection, with four 300-meter long road segments.
The code will be accessed on the authors' website.
Datasets
We use two private real-world datasets from Jinan and Hangzhou in China and one public dataset from Atlanta in the United States. Jinan. We collect data from our collaborators in Jinan from surveillance cameras near intersections. There are in total 7 intersections with relatively complete camera records for single intersection control. Each record in this dataset contains the camera location, the time when one vehicle arrived at the intersection, and the vehicle information. These records are recovered from the camera recordings by advanced computer techniques. We feed the vehicles to the intersections at their recorded arrival time in our experiments.
Hangzhou. This dataset is captured by surveillance cameras in Hangzhou from 04/01/2018 to 04/30/2018. There are in total 6 intersections with relatively complete camera records. These records are processed similarly as the Jinan data. Atlanta. This public dataset 4 is collected by eight video cameras from an arterial segment on Peachtree Street in Atlanta, GA, on November 8, 2006 . This vehicle trajectory dataset provides the precise location of each vehicle within the study area and five intersections in total are taken into consideration.
Methods for Comparison
To evaluate the effectiveness and efficiency of our model, we compare it with the following classic and state-of-the-art methods. We tune the parameters of each method separately and report the best performance obtained.
• Fixedtime [23] : Fixed-time control adopts a pre-determined cycle and phase time plan, which is widely used in the steady traffic flow. A grid search is conducted to find the best cycle.
• SOTL [11] : Self-Organizing Traffic Light Control is an approach which can adaptively regulate traffic lights based on a hand-tuned threshold on the number of waiting vehicles. • Formula: This method computes a reasonable cycle length of the traffic signal from the traffic condition, i.e., the preset volume for a uniform flow. Then the time assigned to each phase is decided by the traffic volume ratio.
• DRL [32] : This method leverages a DQN framework for traffic light control and takes as state an image depicting vehicles' positions on the road.
• IntelliLight [38] : This is another deep reinforcement learning method with a more elaborate network architecture. This is the state-of-the-art RL method and demonstrates good performance in 2-phase signal control.
• A2C [10] : This method adopts the state-of-the-art advantage actor-critic framework and utilizes waiting time and the number of vehicles to depict traffic states.
Parameter Settings
To train our models, some hyperparameters are tuned for best performance. We adopt an Adam optimizer with learning rate 1e-3. For each training round, 1000 transitions are sampled from memory and trained with batch size 20. Three actors run in parallel to implement the Ape-X DQN framework. For the time interval between two consecutive actions, we carry out a simple experiment and find model performance is not sensitive to this parameter. As shown in Figure 7 , travel time is not much affected by time interval. Therefore, we just set it to be 10s as suggested in a recent work [14] . 
Evaluation Metrics
Based on existing studies in traffic signal control, we choose a representative metric, travel time, for evaluation. This metric is defined as the average travel time that vehicles spend on approaching lanes (in seconds), which is the most frequently used measure to judge performance in the transportation field. Table 1 and 2 report the travel times achieved by all methods with the 8-phase setting. Note that Improvement is the percentage by which FRAP surpasses the best baseline. We can see clearly that our method significantly outperforms all other methods on all datasets. As expected, RL methods tend to perform better than conventional ones like Fixedtime as the ability to capture real-time information at the intersection enables RL methods to make more reasonable decisions. Among these RL approaches, our method stands out not only in terms of travel time, but also in terms of convergence speed. Figure 8 plots the convergence curves of RL methods and FRAP leads to the fastest convergence (we only show one case due to space limitations). It is because FRAP leverages the symmetry properties of traffic signal control and the Ape-X DQN framework to improve sampling efficiency. 
Overall Performance

Model Characteristics
Invariance to flipping & rotation.
Besides achieving faster travel time and convergence speed, FRAP has another advantage in its invariance to flipping and rotation. In the real world, it is common that people drive to work in a specific movement in the morning and go home in the opposite direction in the afternoon. Figure 9 shows an example of traffic flow flipping from intersection 4 in Jinan. It can be observed that the traffic volume of the west approach is much larger than that of the east approach at around 8 am. At 5 pm, the relation is reversed. Without using the symmetry properties of traffic signal control, previous RL methods have to re-train a model when the flow varies drastically (e.g., flipping and rotation). However, the FRAP model design guarantees that our method is less vulnerable to such extreme changes, meaning that the model will perform nearly the same under those traffic flows. Figure 10 shows FRAP's invariance to flipping and rotation. In this experiment, we directly take a model trained from the original traffic flow and test it on the flipped and rotated flows. We compare its performance with two re-trained models. From this figure, we can observe that our transferred model achieves almost identical travel time performance to the re-trained models, thus spares the extra training costs. 
Adaptation to different traffic volumes.
In this experiment, we illustrate another advantage of FRAP over other RL methods in its adaptability to traffic volume. Intuitively, if a model explores sufficient states when trained on a heavy traffic flow, it can adapt to those relatively light flows. However, due to the large state space, existing RL methods can hardly see enough samples for the transfer to different traffic flows. In the meantime, the FRAP model design takes advantage of the symmetry proporties of traffic signal control to improve data efficiency, which leads to better transferability.
In this experiment, we choose both FRAP and IntelliLight models trained from the intersection 2 in Jinan with the largest vehicle volume, and evaluate their performances on a relatively light flow from the intersection 1. In this case, both models have explored similar states and converged to the best values they can achieve for intersection 2. From Figure 11 , we can see that the transferred model of FRAP performs almost the same as the re-trained model, whereas there is a distinct gap between re-trained and transferred models of IntelliLight. This suggests that the proposed FRAP model design increases sampling efficiency significantly and facilitates adaptation to different traffic flows.
FRAP-retrain FRAP-transfer
IntelliLight-retrain IntelliLight-transfer Figure 11 : FRAP model design leads to higher data efficiency and better adaptation to different traffic volumes.
Flexibility of the 8-phase setting.
Due to transportation traditions, an intersection with the 4-phase setting (Phase A, D, E, and H) is also very common in the real world. Although the 4-phase setting is simple and efficient sometimes, it has a severe limitation in that the green time for through or left-turn signal is always the same in the two opposite approaches. This will exert negative effects on travel time when the volume is unbalanced in these two approaches, which occurs frequently on real roads. Meanwhile, the 8-phase setting allows vehicles from one approach to pass exclusively. In this experiment, we show that the 8-phase setting is more flexible than the 4-phase setting, that is, under the 8-phase setting, vehicles can pass faster and more reasonably. As shown in Figure 12 , when the vehicle volume is quite different on west and east approaches at the intersection 1 in Jinan, the policy learned under the 8-phase setting can adjust its green time accordingly, whereas the policy under 4-phase setting wastes a significant amount of time on the movement with light traffic(e.g., the east-through movement). Indeed, travel time is only 66.40s under the 8-phase setting, but increases to 81.97s under the 4-phase setting. Thus, the general 8-phase setting brings flexibility to traffic signal control as it adapts better to unbalanced traffic flows.
Experiment on Different Environments
Experiment on different intersection structures.
We also evaluate the performance of our method under different intersection structures (i.e., 3-, 4-, and 5-approach intersections). For this experiment, we synthesize one typical traffic flow for each structure based on the mean and variance of traffic flows in Jinan, China. We modify our model as follows. For the 3-approach intersection, we disable some neurons in our network to make it compatible with this structure. In addition, the input is modified with zero padding for nonexistent movements. For the 5-approach structure, we add another phase to the model, and then use the same process (i.e., phase demand modeling, phase pair embedding, and phase pair competition) as in Figure 4 to predict the Q-value of all phases.
Detailed results of different intersection structures are reported in Table 3 . We can see that FRAP performs consistently better than other methods and can be applied easily to all structures without major modification. 
Extension to a multi-intersection environment.
Compared with a single intersection, people sometimes concern more about the overall traffic light control for an area containing multiple intersections. A straightforward way to enable intelligent traffic light control in the multi-intersection environment is to assign an independent RL agent for each intersection. To validate the potential of our model in the multi-intersection environment, we select a 3 × 4, a 4 × 4, and a 1 × 5 grid of intersections in Jinan, Hangzhou, and Atlanta respectively. The Jinan and Hangzhou data are selected from regions with relatively rich data coverage. Necessary missing data filling in are done to preprocess the data. The performance of different methods is shown in Table 4 . We can see that FRAP stands out among all traffic signal control methods again in this setting. For further improvement, coordination of neighboring intersections can be considered as a promising direction for future work.
Interpretation of Learned Policies
To gain additional insight about what FRAP has learned, we choose one intersection and visualize the learned policy in the following way: for each hour between 8 am and 8 pm, the busiest time in a day, we calculate the green light time assigned to each movement according to the specific policy and then normalize it to obtain the green time percentage. In the meantime, we compute the ratio of vehicle volume on each movement for reference. As shown in Figure 13 , the green time ratio of FRAP synchronizes well with the percentage of traffic volume in each hour, while other baseline methods such as SOTL and DRL would allocate green light time to each movement more randomly and irregularly. Specifically, during the selected period, the vehicle volume of four left-turn movements is relatively light compared with that of four through ones. Thus, a good policy is expected to assign more green time to the through movements. Figure 13 shows that FRAP indeed divides the through and left-turn movements into two groups, whereas SOTL and DRL largely mix them together.
CONCLUSION
In this paper, inspired by the universal principles of competition and invariance, we propose a novel RL model FRAP for traffic signal control. We analyze the advantage of FRAP over other RL methods in sampling efficiency and carry out comprehensive experiments on three datasets. Results demonstrate that our method converges faster and achieves better performance than state-of-theart methods. Furthermore, we show the potential of our model in handling complex scenarios such as different intersection structures and multi-intersection environments. For future work, patterns of pedestrians and non-motorized vehicles need to be considered and a field study can be an important step for our model to get real-world feedback and for us to validate the proposed RL approach.
