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COMPLEX VALUED RAY–SINGER TORSION II
DAN BURGHELEA AND STEFAN HALLER
Abstract. In this paper we extend Witten–Helffer–Sjo¨strand theory
from selfadjoint Laplacians based on fiber wise Hermitian structures, to
non-selfadjoint Laplacians based on fiber wise non-degenerate symmetric
bilinear forms. As an application we verify, up to sign, the conjecture
about the comparison of the Milnor–Turaev torsion with the complex
valued analytic torsion, for odd dimensional manifolds. This is done
along the lines of Burghelea, Friedlander and Kappeler’s proof of the
Cheeger–Mu¨ller theorem.
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1. Introduction
Let (M,g) be a closed connected smooth Riemannian manifold of dimen-
sion n, and suppose E is a flat complex vector bundle over M , equipped
with a (not necessarily parallel) fiber wise non-degenerate symmetric bilin-
ear form b. The flat connection of E will be denoted by ∇E . Let Ω(M ;E)
denote the deRham complex of E-valued differential forms on M , and write
dE for the deRham differential.
The Riemannian metric g and the bilinear form b provide a fiber wise non-
degenerate symmetric bilinear form on the complex vector bundle Λ∗T ∗M⊗
E which will be denoted by bg. If volg denotes the volume density associated
with g, then
β(v,w) :=
∫
M
bg(v,w) volg v,w ∈ Ω(M ;E),
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defines a symmetric bilinear form on Ω(M ;E). Let d♯E,g,b denote the formal
transposed of dE with respect to β,
β(dEv,w) = β(v, d
♯
E,g,bw), v, w ∈ Ω(M ;E).
The Laplace–Beltrami operator
∆E,g,b := (dE + d
♯
E,g,b)
2 = dEd
♯
E,g,b + d
♯
E,g,bdE (1)
is not necessarily selfadjoint.
In [11] the following complex valued analogue of the square of the Ray–
Singer torsion [20] was introduced and studied:∏
q
(
det′(∆E,g,b,q)
)(−1)qq ∈ C× := C \ {0}. (2)
Here det′(∆E,g,b,q) ∈ C× denotes the zeta regularized product of all non-
vanishing eigen values of the Laplacian acting on Ωq(M ;E). In the definition
of the determinant one can use any non-zero Agmon angle, the resulting
det′(∆E,g,b,q) will be independent of this choice.
Let X be a Morse–Smale vector field1 on M , and write X for the set
of critical points, i.e. zeros of X. Denote by C(X;E) the associated Morse
complex. The fiber wise symmetric bilinear form b induces a non-degenerate
bilinear form bX on C(X;E). Recall that the integration homomorphism
IntE,X : Ω(M ;E)→ C(X;E) (3)
induces an isomorphism in cohomology, see [21]. Let Ωg,b(M ;E)(0) denote
the (generalized) zero eigen space of ∆E,g,b. Due to ellipticity of ∆E,g,b,
the space Ωg,b(M ;E)(0) is finite dimensional and consists of smooth forms
only. Since dE commutes with ∆E,g,b the zero eigen space Ωg,b(M ;E)(0)
is a subcomplex of Ω(M ;E). As ∆E,g,b fails to be selfadjoint, the differ-
ential on Ωg,b(M ;E)(0) will in general not vanish. However, the inclusion
Ωg,b(M ;E)(0) → Ω(M ;E) induces an isomorphism in cohomology. It fol-
lows that the restriction of (3) to Ωg,b(M ;E)(0) induces an isomorphism
in cohomology too. Because ∆E,g,b is symmetric with respect to β, the bi-
linear form β will restrict to a non-degenerate symmetric bilinear form on
Ωg,b(M ;E)(0). We thus have a quasi isomorphism between finite dimen-
sional complexes
IntX,E : Ωg,b(M ;E)(0) → Cb(X;E)
each of which is equipped with a non-degenerate symmetric bilinear form.
This permits to define the square of the relative torsion which we will denote
by
τ
(
Ωg,b(M ;E)(0)
IntX,E−−−−→ Cb(X;E)
)
∈ C×.
A more detailed discussion of these facts can be found in [11, Section 4].
1That is, with respect to some Riemannian metric, X is the negative gradient of a
Morse function, and satisfies the Smale transversality condition, i.e. stable and unstable
manifolds intersect transversally.
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Recall the Mathai–Quillen form, see [18] or [2, Section III],
Ψg ∈ Ωn−1(TM \M ;OM ),
and the Kamber–Tondeur form
ωE,b := −12 trE(b−1∇Eb) ∈ Ω1(M ;C). (4)
Note that ωE,b is closed since ∇E is flat, see [11, Section 2]. The integral∫
M\X
ωE,b ∧ (−X)∗Ψg
will in general not converge, but can easily be regularized, see [9, Section 2],
[10, Section 3] or [2, Section III]. Consider the non-vanishing complex num-
ber
SE,g,b,X := τ
(
Ωg,b(M ;E)(0)
IntX,E−−−−→ Cb(X;E)
)
·
∏
q
(
det′(∆E,g,b,q)
)(−1)qq · exp(−2∫
M\X
ωE,g ∧ (−X)∗Ψg
)
.
In [11] the following result, analogous to the anomaly formula for the classical
Ray–Singer torsion [2, Theorem 0.1], has been established.2
Theorem 1.1. The quantity SE,g,b,X is independent of the Morse–Smale
vector field X, independent of the Riemannian metric g and locally constant
in b. It thus depends on the flat bundle E and the homotopy class [b] of the
fiber wise non-degenerate bilinear form only, and will be denoted by SE,[b].
Remark 1.2. There is a conceptual interpretation of SE,[b] as the quotient
of two invariants, see [11, Section 5].
In analogy with a result of Cheeger [12, 13], Mu¨ller [19] and Bismut–Zhang
[2, Theorem 0.2], the following conjecture was raised in [11, Conjecture 5.1].
Conjecture 1.3. We have SE,[b] = 1 for every flat complex vector bundle
E and every fiber wise non-degenerate symmetric bilinear form b on E.
This conjecture has been verified in several non-trivial situations, see [4]
and [11, Section 5]. One purpose of this paper is to establish Conjecture 1.3
for odd dimensional manifolds, up to sign. More precisely, we will show
Theorem 1.4. Suppose M is odd dimensional. Then SE,[b] = ±1 for every
flat complex vector bundle E and every fiber wise non-degenerate symmetric
bilinear form b on E.3
2Strictly speaking, this was done for vanishing Euler–Poincare´ characteristics only.
However, with few additional elementary arguments Theorem 1.1 below can be proved
exactly as in [11, Section 6], the crucial analytic results [11, Proposition 6.1 and 6.2] have
been established without any restriction on the Euler–Poincare´ characteristics.
3In the appendix we show how one can remove the sign ambiguity by extending Witten–
Helffer–Sjo¨strand theory to generalized Morse functions, a project partially realized in [16].
One also note that an extension of the theorem above to compact manifolds with boundary
implies the result for closed even dimensional manifolds
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In fact we actually show that the strategy of proving the Cheeger–Mu¨ller
theorem presented in [5] works here too, almost identically. However, the
spectral properties of the Witten deformation of the Laplace operators asso-
ciated with a Riemannian metric and a non-degenerate symmetric bilinear
form can not benefit from the methods described in more details in [8], based
on selfadjointness. Fortunately, the key geometric consequences continue to
hold. The other purpose of this paper is to extend Witten–Helffer–Sjo¨strand
theory to this non-selfadjoint situation, which may be of independent inter-
est.
This paper is organized as follows. In section 2 we will extend Witten–
Helffer–Sjo¨strand theory [2, 3, 5, 7, 8, 14, 15] to this non-selfadjoint situation.
More precisely, we choose a Morse function f on M and fix a Riemannian
metric g which has a standard form near the critical points X of f . We
assume that the gradient vector field X := − gradg(f) satisfies the Smale
transversality condition. Finally, we assume that the bilinear form b is
parallel in a neighbourhood of X , with respect to ∇E. In view of Theo-
rem 1.1 these assumptions do not cause a loss of generality for the purpose
of computing SE,[b]. We then consider the family of Witten deformed flat
connections on E
∇Eu := ∇E + udf, u ≥ 0. (5)
Let us write Eu for the complex vector bundle E equipped with the flat
connection ∇E + udf . Since euf : (Eu, b) → (E, e−2uf b) is an isomorphism
of flat vector bundles with bilinear forms, it follows from Theorem 1.1 that
SEu,[b] is constant in u.
Let us introduce the large analytic torsion
τla,u :=
∏
q
(
detla(∆Eu,g,b,q)
)(−1)qq
(6)
where detla(∆E,g,b,q) denotes the zeta regularized product of eigen values
whose real part is larger than 1. In view of Proposition 2.18 below, τla,u
is analytic in u for sufficiently large u. Moreover, let us write Ωsm(M ;Eu)
for the sum of eigen spaces corresponding to eigen values with real part at
most 1. We refer to Ωsm(M ;Eu) as the small complex, see Proposition 2.18
below. This is a finite dimensional subcomplex of Ω(M ;Eu), β restricts to
a non-degenerate symmetric bilinear form βsm,u on Ωsm(M ;Eu), and the
restriction of (3) to Ωsm(M ;Eu) provides a quasi isomorphism
Intsm,u : Ωsm(M ;Eu)→ C(X;Eu). (7)
Let us write τ(Intsm,u) ∈ C× for the relative torsion of (7). It is not hard to
show, see [11, Proposition 5.10], that
SE,[b] = SEu,[b] = τ(Intsm,u) · τla,u · exp
(
−2
∫
M\X
ωEu,b ∧ (−X)∗Ψg
)
. (8)
The Witten–Helffer–Sjo¨strand estimates show that for sufficiently large u
the integration (7) is an isomorphism of complexes, and they provide an
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asymptotic comparison of the bilinear form βsm,u on Ωsm(M ;Eu) and the
bilinear form bX on C(X;Eu). The precise statement is contained in Theo-
rem 2.1 below. This result permits to compute the asymptotic expansion of
τ(Intsm,u) as u→∞, see Corollary 2.2. In view of (8) this yields a formula
for SE,[b] in terms of the free term of the asymptotic expansion of τla,u as
u→∞, see Corollary 2.3.
Unfortunately we are unable at this time to calculate directly this constant
term and check whether SE,[b] is one or not. However, in Section 3 we show
that for two systems (M,E, g, b, f) and (M˜ , E˜, g˜, b˜, f˜) with M and M˜ of the
same dimension, E and E˜ of the same rank, f and f˜ with the same number
of critical points in each index
log τla,u − log τ˜la,u
has an asymptotic expansion whose free term is computable as integral of
local quantities, see Theorem 3.6. This is done as in [5]; precisely, combining
the fact that the Witten deformation is elliptic with parameter away from
the critical points with a Mayer–Vietoris formula for the zeta regularized
determinants of elliptic operators, yields a result as formulated in Theo-
rem 3.6. Note that we have an unambiguously defined logarithm, given by
the formula:
log τla,u :=
∑
q
(−1)qq ∂
∂s
∣∣∣
s=0
∑
λ∈Spec∆u,q,Reλ>1
λ−s
Playing with its symmetry, as in [5], we derive that, for odd dimensional
manifolds,
S2E,[b] = S2E˜,[b˜].
We will then use this to give a proof of Theorem 1.4.
2. Witten–Helffer–Sjo¨strand theory
Let f be a Morse function on a closed connected smooth manifold M
of dimension n. Fix a Riemannian metric g on M so that the vector field
X := − gradg(f) satisfies the Smale transversality condition. Let X ⊆ M
denote the set of critical points of f , and denote by ind(x) ∈ {0, 1, . . . , n}
the Morse index of a critical point x ∈ X . For every critical point x ∈ X
we fix an open neighbourhood Ux of x and a diffeomorphisms (Morse chart)
ϕx = (ϕ
1
x, . . . , ϕ
n
x) : Ux → Rn so that ϕx(x) = 0 and
f = f(x)− 1
2
∑
i≤ind(x)
(ϕix)
2 +
1
2
∑
i>ind(x)
(ϕix)
2 (9)
in a neighbourhood of x. We will assume that every x ∈ X admits a neigh-
bourhood on which the Riemannian metric takes the form
g =
n∑
i=1
dϕix ⊗ dϕix. (10)
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Finally, we will assume that, in a neighbourhood of X , we have
∇Eb = 0. (11)
Recall the family of integration homomorphisms (7) associated with the
Witten deformed flat bundles Eu, see (5). For u > 0 let us introduce the
scaling isomorphism
ηu : C(X;Eu)→ C(X;Eu) (12)
defined by
ηu(w) :=
(π
u
)n/4−q/2
w, w ∈ Cq(X;Eu).
The aim of this section is to provide a proof of the following
Theorem 2.1. For sufficiently large u, the restriction of the integration
map
Intu,sm : Ωsm(M ;Eu)→ C(X;Eu) (13)
is an isomorphism of complexes. Moreover, there exists a constant ε > 0 so
that
(ηu Intu,sm)∗βu,sm = bX +O(e
−εu) as u→∞.
Theorem 2.1 generalizes the classical Witten–Helffer–Sjo¨strand theorem
for selfadjoint Laplacians, see [14], [15], [2], [3] and [8, Theorem 5.5], to
this non-selfadjoint situation. The proof of this result will be similar to
the one in [8]. A few additional arguments, however, are necessary since
the Laplacians ∆u := ∆Eu,g,b are not necessarily selfadjoint. A key step is
to establish a widening gap in the spectrum of ∆u, as u → ∞. A finite
number of eigen values will exponentially fast approach 0, while the real
part of the remaining will grow linearly with u. For the precise statement
see Proposition 2.18 below. This justifies the term small complex.
In order to spell out two corollaries let us introduce the notation
χ :=
∑
q
(−1)q dimCq(X;E) = χ(M) rank(E)
χ′ :=
∑
q
(−1)qq dimCq(X;E) =
∑
q
(−1)qq|Xq| rank(E)
where |Xq| denotes the number of critical points of index q.
Corollary 2.2. There exists a constant ε > 0 so that, as u→∞,
τ(Intu,sm) =
(π
u
)n
2
χ−χ′(
1 + O(e−εu)
)
.
Proof. In view of Theorem 2.1 the integration (13) is an isomorphism of
complexes, assuming u is sufficiently large. Hence, we have
τ(Intu,sm) = sdet
(
(bX )
−1
(
(Intu,sm)∗βu,sm
))
. (14)
COMPLEX VALUED RAY–SINGER TORSION II 7
Here the right hand side denotes the super determinant4 of the composition
C(X;Eu)
(Intu,sm)∗βu,sm−−−−−−−−−→ C(X;Eu)′ (bX )
−1
−−−−→ C(X;Eu)
and the non-degenerate bilinear forms are considered as isomorphisms be-
tween the vector space C(X;Eu) and its dual, C(X;Eu)
′. Note that as
isomorphisms C(X;Eu)→ C(X;Eu)′ we have
(Intu,sm)∗βu,sm =
(
(ηu Intu,sm)∗βu,sm
) ◦ η2u
From (14) we thus conclude
τ(Intu,sm) = sdet
(
(bX )
−1
(
(ηu Intu,sm)∗βu,sm
)) · (sdet ηu)2. (15)
From Theorem 2.1 we obtain a constant ε > 0 so that, as u→∞,
sdet
(
(bX )
−1
(
(ηu Intu,sm)∗βu,sm
))
= 1 + O(e−εu).
One readily checks:
(sdet ηu)
2 =
(π
u
)n
2
χ−χ′
Combining the latter two with (15) completes the proof of the corollary. 
Corollary 2.3. There exist (unique) constants a0 ∈ C×, a1, a2 ∈ C with
the following property. There exists a constant ε > 0 so that, as u→∞,
τla,u = a0 · ea1u · ua2 ·
(
1 + O(e−εu)
)
.
These constants are given by:
a0 = SE,[b] · π−(
n
2
χ−χ′) · exp
(
2
∫
M\X
ωE,b ∧ (−X)∗Ψg
)
a1 = 2 rank(E)
∫
M\X
df ∧ (−X)∗Ψg
a2 =
n
2χ− χ′
Proof. Combining Corollary 2.2 with (8) we obtain a constant ε > 0 so that
τla,u = SE,[b] ·
(u
π
)n
2
χ−χ′ ·exp
(
2
∫
M\X
ωEu,b∧(−X)∗Ψg
)
·(1+O(e−εu)) (16)
as u→∞. From ∇Eub = ∇Eb− 2udf ⊗ b, see (5), we obtain
b−1∇Eub = b−1∇Eb− 2udf ⊗ 1E (17)
4If ϕk : V
k → V k is a linear endomorphism of a graded vector space which preserves
the grading, then its super (or graded) determinant is given by sdet(ϕ) =
∏
k(detϕk)
(−1)k .
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Therefore, see (4), ωEu,b = ωE,b + u rank(E)df and thus∫
M\X
ωEu,b ∧ (−X)∗Ψg
=
∫
M\X
ωE,b ∧ (−X)∗Ψg + u rank(E)
∫
M\X
df ∧ (−X)∗Ψg.
Combining this with (16) the corollary follows. 
A formula for the Witten perturbed Laplacian. Recall that for every
critical point x ∈ X we have fixed a Morse chart
ϕx = (ϕ
1
x, . . . , ϕ
n
x) : Ux → Rn.
Choose ρ > 0 so that with
Bx := ϕ
−1
x
({z ∈ Rn | |z| < ρ}), x ∈ X ,
equations (9), (10) and (11) hold on Bx, for every critical point x ∈ X .
We assume ρ was chosen sufficiently small so that the closures of Bx are
mutually disjoint. It will be convenient to further assume, by choosing ρ
sufficiently small, that for all x, y ∈ X with ind(x) = ind(y), we have
W−x ∩By =
{
∅ if x 6= y
ϕ−1x (R
ind(x)) ∩Bx if x = y
(18)
This is possible in view of the Smale transversality property of X. HereW−x
denotes the unstable manifold of x. Set
B :=
⋃
x∈X
Bx. (19)
For each x ∈ X we introduce the smooth radial function
r2x : Bx → R, r2x :=
n∑
i=1
(ϕix)
2. (20)
Over Bx, x ∈ X , we decompose the cotangent bundle as
T ∗M |Bx = V −x ⊕ V +x ,
where the subbundle V −x ⊆ T ∗M |Bx is spanned by dϕix, 1 ≤ i ≤ ind(x), and
the subbundle V +x ⊆ T ∗M |Bx is spanned by dϕix, ind(x) < i ≤ n. Let us
write Λ := Λ∗T ∗M . We obtain an induced decomposition
Λ|Bx = Λ−x ⊗ Λ+x , where Λ±x := Λ∗V ±x .
Let us write
N±x ∈ Γ(end(Λ±x ))
for the grading operator acting by multiplication with q on ΛqV ±x . We
will denote the operators N−x ⊗ idΛ+x ⊗ idE and idΛ−x ⊗N+x ⊗ idE acting on
Λ⊗ E|Bx by N−x and N+x too.
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Lemma 2.4. There exists a zero order operator L ∈ Γ(end(Λ⊗E)) so that
for all u ≥ 0 we have
∆u = ∆0 + uL+ u
2|df |2.
For every critical point x ∈ X we have
L|Bx = 2
(
N+x + ind(x)−N−x
)− n,
and, for u ≥ 0,
∆u = ∆0 − un+ u2r2x + 2u
(
N+x + ind(x)−N−x
)
over Bx.
Proof. As in the selfadjoint situation this can be verified in coordinates, see
[15]. Alternatively, one can give a conceptual proof based on the observation,
see [2, Section IV], that the Laplacians ∆u are the squares of Dirac operators
associated to Clifford super connections on Λ⊗ E. 
Remark 2.5. Let x ∈ X be a critical point. Use the flat connection ∇E and
the (flat) Levi–Civita connection to identify Ω(Bx;E) = C
∞(Bx,Λ ⊗ Ex).
Then, via this identification, we have
∆0v = −
∑
i
∂2v
(∂ϕix)
2
, v ∈ C∞(Bx,Λ⊗Ex).
Compatible Hermitian structure. We will now introduce a Hermitian
structure on the vector bundle E. It is possible to choose such a Hermitian
structure to be compatible with the symmetric bilinear form. To this end
we start with
Lemma 2.6. There exists a fiber wise complex anti-linear involution v 7→ v¯
on E such that, for e1 and e2 in the same fiber of E, e1 6= 0, we have
b(e¯1, e¯2) = b(e1, e2) and b(e1, e¯1) > 0.
Moreover, this involution can be chosen to be parallel over B, see (19). That
is, for e ∈ E|B we have
∇E e¯−∇Ee = 0.
Proof. The fiber wise non-degenerate symmetric bilinear form b provides
a reduction of the structure group to Ok(C), where k = rank(E). The
natural inclusion Ok(R) → Ok(C) is a homotopy equivalence, hence the
structure group can be further reduced to Ok(R). Note that the subgroup
Ok(R) ⊆ Ok(C) consists of those matrices whose action on Ck commutes
with the standard complex conjugation on Ck. The existence of the desired
complex anti-linear involution on E follows immediately. 
We fix a complex conjugation as in Lemma 2.6. Then
〈e1, e2〉 := b(e1, e¯2) (21)
defines a fiber wise (positive definite) Hermitian structure on E. We will
write |e| for the associated fiber wise norm. Note that
b(e¯1, e¯2) = b(e1, e2), 〈e¯1, e¯2〉 = 〈e1, e2〉 and |e¯| = |e|. (22)
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Moreover, this Hermitian structure is parallel over B, with respect to ∇E.
Remark 2.7. Note that F := {e ∈ E | e¯ = e} is a real subbundle of E, and
that there is a canonical isomorphism F ⊗C = E. The restrictions of b and
〈·, ·〉 to F coincide, and define a (positive definite) Euclidean structure on F .
We can understand both, b and 〈·, ·〉, as complexifications of this Euclidean
inner product, once complexifying to a bilinear form and once complexifying
to a sesquilinear form.
The fiber wise Hermitian structure on E induces a Hermitian inner prod-
uct on the Morse complex C(X;Eu) in an obvious way. For a1, a2 ∈
C(X;Eu) we will denote this by 〈a1, a2〉X . Similarly we will write |a|X
for the associated norm, a ∈ C(X;Eu). Moreover, the fiber wise com-
plex conjugation on E induces a complex conjugation on C(X;Eu). For
a, a1, a2 ∈ C(X;Eu) we have, see (21) and (22),
〈a1, a2〉X = bX (a1, a¯2) (23)
as well as
bX (a¯1, a¯2) = bX (a1, a2), 〈a¯1, a¯2〉X = 〈a1, a2〉X and |a¯|X = |a|X . (24)
Using the Riemannian metric g, we obtain an induced fiber wise Hermitian
inner product on Λ∗T ∗M ⊗ E which will be denoted by 〈v,w〉g , v,w ∈
Ω(M ;Eu). Then
〈〈v,w〉〉 :=
∫
M
〈v,w〉g volg, v, w ∈ Ω(M ;Eu)
is a Hermitian inner product on Ω(M ;Eu). We will write ‖v‖ for the associ-
ated L2–norm, v ∈ Ω(M ;Eu). The complex conjugation induces a complex
conjugation on Ω(M ;Eu). For v,w ∈ Ω(M ;Eu) we clearly have, see (21)
and (22),
〈〈v,w〉〉 = β(v, w¯) (25)
as well as
β(v¯, w¯) = β(v,w), 〈〈v¯, w¯〉〉 = 〈〈v,w〉〉 and ‖v¯‖ = ‖v‖. (26)
From β(∆uv,w) = β(v,∆uw) we thus also obtain
〈〈∆uv,w〉〉 = 〈〈∆uw¯, v¯〉〉 = 〈〈v,∆uw¯〉〉, v, w ∈ Ω(M ;Eu). (27)
Remark 2.8. It follows from Lemma 2.4 that, over B, the Laplacian ∆u
commutes with the complex conjugation, that is
∆uw¯ = ∆uw, w ∈ Ω(M ;Eu), suppw ⊆ B.
From (27) we thus get
〈〈∆uv,w〉〉 = 〈〈v,∆uw〉〉, v, w ∈ Ω(M ;Eu), suppw ⊆ B.
It also follows from Lemma 2.4 that over B, the Laplacian ∆u coincides with
the selfadjoint Witten Laplacian associated to the compatible Hermitian
structure, see [2] or [8].
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Construction of approximate small eigen forms. In this section we
will construct as in [14], cf. also [8], finite dimensional subspaces Vu ⊆
Ω(M ;Eu) which approximate Ωsm(M ;Eu) as u→∞. The estimates in the
section show that ∆u has small norm on Vu and is large on the orthogonal
complement of Vu.
For a critical point x ∈ X and e ∈ Ex we let e˜ ∈ Γ(E|Bx) denote the
unique parallel section, i.e. ∇E e˜ = 0, satisfying e˜(x) = e. Moreover, we
introduce the differential form
Ω−x := dϕ
1
x ∧ · · · ∧ dϕind(x)x ∈ Ωind(x)(Bx;R).
Choose a smooth function σ : R → [0, 1] such that σ(t) = 1 for all t ≤ ρ/3
and σ(t) = 0 for all t ≥ 2ρ/3. For u ≥ 0, consider the smooth form, see
(20),
φu,e := (σ ◦ rx)e−ur2x/2Ω−x ⊗ e˜ ∈ Ω(Bx;Eu). (28)
Since φu,e has compact support contained in Bx, we can consider it as a
globally defined form, φu,e ∈ Ω(M ;Eu).
Definition 2.9. For u ≥ 0 we let Vu ⊆ Ω(M ;Eu) denote the finite dimen-
sional subspace spanned by the forms φu,e where x runs through X and e
runs through (a basis) of Ex.
Observation 2.10. The complex conjugation preserves Vu. The β- orthog-
onal complement of Vu coincides with its Hermitian orthogonal complement.
It will be denoted by V ⊥u ⊆ Ω(M ;Eu).
Proof. The first assertion is immediate from the definition of Vu and the
fact that the complex conjugation is parallel over B, see Lemma 2.6. The
second claim then follows from (25). 
For k ∈ N let ‖w‖Ck denote the (a fixed) Ck–norm of w ∈ Ω(M ;Eu). The
following estimates follow easily from the structure of ∆u in the neighbor-
hood of critical points, cf. Lemma 2.4 and Remark 2.5.
Lemma 2.11. There exist constants u1,k ≥ 1 and ε1,k > 0 so that for all
k ∈ N, u ≥ u1,k and v ∈ Vu we have
‖∆uv‖Ck ≤ e−ε1,ku‖v‖.
Proof. Let x ∈ X and e ∈ Ex. An elementary computation, see Remark 2.5,
shows
(∆0 − un+ u2r2x)e−ur
2
x/2Ω−x ⊗ e˜ = 0.
We conclude, see (28), that
supp
(
(∆0 − un+ u2r2x)φu,e
) ⊆ Rx,
where Rx := ϕ
−1
x
({z ∈ Rn | ρ/3 ≤ |z| ≤ 2ρ/3}). Note that there exist
constants Ck ≥ 0 and ε′ > 0 so that, for all u ≥ 0,∥∥(∆0 − un+ u2r2x)φu,e∥∥Ck ≤ Cke−ε′u|e|.
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Together with (N+x + ind(x) − N−x )Ω−x = 0 and the formula in Lemma 2.4
we see that, for all u ≥ 0,∥∥∆uφu,e∥∥Ck ≤ Cke−ε′u|e|. (29)
Clearly,
‖φu,e‖2 =
∫
Bx
(σ ◦ rx)2e−ur2x |e|2 volg =
∫
Rn
σ(|z|)2e−u|z|2dz|e|2,
and so there exist constants C ≥ 0 and ε′′ > 0 so that for all u ≥ 1∣∣∣‖φu,e‖ − (π/u)n/4|e|∣∣∣ ≤ Ce−ε′′u|e|.
Combining this with (29) we find constants uk ≥ 1 and ε1,k > 0 so that for
u ≥ uk, x ∈ X and e ∈ Ex we have∥∥∆uφu,e‖Ck ≤ e−ε1,ku‖φu,e‖.
The lemma now follows from the fact that for x1, x2 ∈ X , x1 6= x2, and
e1 ∈ Ex1 , e2 ∈ Ex2 the forms φu,e1 and φu,e2 have disjoint support. 
Lemma 2.12. There exist constants u2 ≥ 1 and ε2 > 0 so that for u ≥ u2,
v ∈ Vu and w ∈ Ω(M ;Eu) we have
|〈〈∆uv,w〉〉| ≤ e−ε2u‖v‖‖w‖ and |〈〈v,∆uw〉〉| ≤ e−ε2u‖v‖‖w‖.
Proof. The first statement follows immediately from the Cauchy–Schwarz
inequality and Lemma 2.11 for k = 0. To see the second inequality, recall
from Observation 2.10 that Vu is invariant under the complex conjugation.
Hence (27), the first statement and (26) imply
|〈〈v,∆uw〉〉| = |〈〈∆uv¯, w¯〉〉| ≤ e−ε2u‖v¯‖‖w¯‖ = e−ε2u‖v‖‖w‖. 
Introduce the smooth cut-off function, see (20) and (28),
χ : M → [0, 1], χ(y) :=
∑
x∈X
σ ◦ rx.
Note that χ = 1 in a neighbourhood of X and suppχ ⊆ B, see (19).
Lemma 2.13. There exist constants u′3 ≥ 1 and ε′3 > 0 so that for any
u ≥ u′3 and v′ ∈ V ⊥u we have
Re〈〈∆u(χv′), χv′〉〉 ≥ ε′3u‖χv′‖2. (30)
Proof. It suffices to establish the result in Rn and for the standard Witten
Laplacian only, see Remark 2.8. This is done in [8, Appendix A.2, equa-
tion (5.7)]. 
Lemma 2.14. There exist constants u′′3 ≥ 1 and ε′′3 > 0 so that for all
w ∈ Ω(M ;Eu) with suppw ⊆ {y ∈M | χ(y) 6= 1} we have
Re〈〈∆uw,w〉〉 ≥ ε′′3u2‖w‖2.
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Proof. Since ∆0 + ∆
∗
0 is a selfadjoint operator whose principal symbol is
positive definite it follows, see [22, Corollary 9.3], that ∆0 +∆
∗
0 is bounded
from below, i.e. there exists a constant C ≥ 0 so that for all w ∈ Ω(M ;Eu)
2Re〈〈∆0w,w〉〉 = 〈〈(∆0 +∆∗0)w,w〉〉 ≥ −C‖w‖2. (31)
Using the fact that on {y ∈M | χ(y) 6= 1} the function |df |2 is strictly pos-
itive, we conclude from Lemma 2.4 that there exists a constant ε > 0 so
that for sufficiently large u and all w ∈ Ω(M ;Eu) satisfying suppw ⊆
{y ∈M | χ(y) 6= 1} we have
Re〈〈∆u −∆0)w,w〉〉 ≥ εu2‖w‖2. (32)
Combining (31) and (32) the lemma follows easily. 
Lemma 2.15. There exist constants u′′′3 ≥ 1 and C ′′′3 ≥ 0 so that for any
u ≥ u′′′3 and w ∈ Ω(M ;Eu) we have
Re〈〈∆u(χw), (1 − χ)w〉〉 ≥ −C ′′′3 ‖w‖2. (33)
Proof. It suffices to show this inequality for w′ ∈ Ω(M ;Eu) with suppw′ ⊆
B. Indeed, choose a smooth cut-off function η : M → [0, 1] with supp η ⊆ B
and suppχ ⊆ {y ∈ M | η(y) = 1}. Consider w′ := ηw. Since ηχ = χ we
have ∆u(χw
′) = ∆u(χw), and since η = 1 on supp∆u(χw) we obtain
〈〈∆u(χw), (1 − χ)w〉〉 = 〈〈∆u(χw′), (1 − χ)w′〉〉.
Moreover, note that ‖w′‖ ≤ ‖w‖. Hence, if the desired inequality holds
for all w′ ∈ Ω(M ;Eu) with suppw′ ⊆ B, it will remain true for arbitrary
w ∈ Ω(M ;Eu) with the same constant C ′′′3 ≥ 0. In view of Remark 2.8 the
Laplacian ∆u coincides with the standard selfadjoint Witten Laplacian over
B. For the latter operator this estimate can be found in [8]. 
The above lemmas imply
Proposition 2.16. There exist constants u3 ≥ 1 and ε3 > 0 so that for all
u ≥ u3 and v′ ∈ V ⊥u we have
Re〈〈∆uv′, v′〉〉 ≥ ε3u‖v′‖2.
Proof. Suppose v′ ∈ V ⊥u and write v′ = v′1 + v′2 with v′1 := χv′ and v′2 :=
(1− χ)v′. In view of Remark 2.8 and since supp v′1 ⊆ B we have
〈〈∆uv′2, v′1〉〉 = 〈〈v′2,∆uv′1〉〉 = 〈〈∆uv′1, v′2〉〉.
Therefore Re〈〈∆uv′2, v′1〉〉 = Re〈〈∆uv′1, v′2〉〉 and thus
Re〈〈∆uv′, v′〉〉 = Re〈〈∆uv′1, v′1〉〉+ 2Re〈〈∆uv′1, v′2〉〉+Re〈〈∆uv′2, v′2〉〉. (34)
By Lemma 2.13 we have
Re〈〈∆uv′1, v′1〉〉 ≥ ε′3u‖v′1‖2, u ≥ u′3. (35)
Since supp v′2 ⊆ {y ∈M | χ 6= 1}, Lemma 2.14 implies
Re〈〈∆uv′2, v′2〉〉 ≥ ε′′3u2‖v′2‖2, u ≥ u′′3. (36)
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From Lemma 2.15 we get
Re〈〈∆uv′1, v′2〉〉 ≥ −C ′′′3 ‖v′‖2, u ≥ u′′′3 . (37)
Combining (34), (35), (36) and (37) we obtain
Re〈〈∆uv′, v′〉〉 ≥ ε′3u‖v′1‖2 + ε′′3u2‖v′2‖2 − C ′′′3 ‖v′‖2 (38)
for all u ≥ max{u′3, u′′3 , u′′′3 }. Note that adding ‖v′‖2 = ‖v′1‖2 + ‖v′2‖2 +
2Re〈〈v′1, v′2〉〉 and 0 ≤ ‖v′1 − v′2‖2 = ‖v′1‖2 + ‖v′2‖2 − 2Re〈〈v′1, v′2〉〉 yields
‖v′‖2 ≤ 2(‖v′1‖2 + ‖v′2‖2).
Combining this with (38) the statement of the proposition follows immedi-
ately. 
The spectral gap. The estimates in the preceding section permit to es-
tablish a widening gap in the spectrum of ∆u, as u → ∞. For the precise
statement see Proposition 2.18 below. This result is a generalization of a well
known “separation of the spectrum property” in the selfadjoint situation,
see for instance [8, Proposition 5.2]. We start with the following resolvent
estimate.
Lemma 2.17. There exist constants u4 ≥ 1 and ε4 > 0 so that for all
u ≥ u4, λ ∈ C and w ∈ Ω(M ;Eu) we have
min
{|λ| − e−ε4u, ε4u− Reλ}‖w‖ ≤ ‖(∆u − λ)w‖.
Proof. For u ≥ 0 let us write
πu : Ω(M ;Eu)→ Vu and π⊥u : Ω(M ;Eu)→ V ⊥u
for the orthogonal projections onto Vu and V
⊥
u , respectively. Let
∆u =
(
∆1,u ∆2,u
∆3,u ∆4,u
)
denote the decomposition of ∆u with respect to Ω(M ;Eu) = Vu⊕V ⊥u . More
precisely, we have:
∆1,u : Vu → Vu ∆1,u := πu∆u|Vu
∆2,u : V
⊥
u → Vu ∆2,u := πu∆u|V ⊥u
∆3,u : Vu → V ⊥u ∆3,u := π⊥u∆u|Vu
∆4,u : V
⊥
u → V ⊥u ∆4,u := π⊥u∆u|V ⊥u
Define operators
Au :=
( 0 0
0 ∆4,u
)
and Bu :=
(
∆1,u ∆2,u
∆3,u 0
)
.
Clearly, ∆u = Au +Bu. ¿From Lemma 2.12 we can see that for u ≥ u2 and
w ∈ Ω(M ;Eu) we have
‖Buw‖ ≤ 2e−ε2u‖w‖. (39)
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Indeed, using πuBuw = πu∆uw and π
⊥
u Buw = π
⊥
u∆u(πuw) we obtain:
‖Buw‖2 = 〈〈πuBuw, πuBuw〉〉+ 〈〈π⊥u Buw, π⊥u Buw〉〉
= 〈〈∆uw, πuBuw〉〉+ 〈〈∆u(πuw), π⊥u Buw〉〉
≤ e−ε2u‖w‖‖πuBuw‖+ e−ε2u‖πuw‖‖π⊥u Buw‖
≤ 2e−ε2u‖w‖‖Buw‖
From Proposition 2.16 and the Cauchy–Schwarz inequality we get
‖(∆4,u − λ)v′‖‖v′‖ ≥ |〈〈(∆4,u − λ)v′, v′〉〉| = |〈〈(∆u − λ)v′, v′〉〉|
≥ Re〈〈(∆u − λ)v′, v′〉〉 = Re〈〈∆uv′, v′〉〉 − Reλ‖v′‖2 ≥ (ε3u− Reλ)‖v′‖2
and thus
‖(∆4,u − λ)v′‖ ≥ (ε3u− Reλ)‖v′‖
for u ≥ u3, all λ ∈ C and v′ ∈ V ⊥u . We conclude that
‖(Au − λ)w‖ ≥ min{|λ|, ε3u− Reλ}‖w‖ (40)
for u ≥ u3, all λ ∈ C and w ∈ Ω(M ;Eu). Combining (39) and (40) we find
‖(∆u−λ)w‖ ≥ ‖(Au−λ)w‖−‖Buw‖ ≥
(
min{|λ|, ε3u−Reλ}−2e−ε2u
)‖w‖
for sufficiently large u, all λ ∈ C and w ∈ Ω(M ;Eu). The statement now
follows with an appropriate choice of ε4 and u4. 
Proposition 2.18. Let ε4 > 0 be the constant from Lemma 2.17. Then,
for sufficiently large u, we have
Spec(∆u) ⊆
{
λ ∈ C ∣∣ |λ| ≤ e−ε4u} ∪ {λ ∈ C ∣∣ Reλ ≥ ε4u}.
Proof. Suppose λ ∈ Spec(∆u). Then there exists w ∈ Ω(M ;Eu) with (∆u−
λ)w = 0 and ‖w‖ 6= 0. Assuming u is sufficiently large, see Lemma 2.17, we
conclude min
{|λ| − e−ε4u, ε4u− Reλ} ≤ 0, and the statement follows. 
Approximation of the small complex. We will now show that, as u→
∞, the subspace Vu ⊆ Ω(M ;Eu) approximates Ωsm(M ;Eu) well with respect
to every Ck–norm on Ω(M ;Eu). For the precise statements see Proposi-
tion 2.21 and Proposition 2.23 below. Recall that Ωsm(M ;Eu) denotes the
sum of eigen spaces of ∆u whose corresponding eigen values have real part
at most 1.
For s ∈ N and w ∈ Ω(M ;Eu) let ‖w‖s denote the (a fixed) Sobolev s-
norm. We continue to write ‖w‖ = ‖w‖0. We will start with the following
improvement of the resolvent estimate in Lemma 2.17.
Lemma 2.19. Let u4 ≥ 1 and ε4 > 0 be the constants from Lemma 2.17.
For every s ∈ N there exists a constant C4,s ≥ 0 so that for all u ≥ u4,
λ ∈ C and w ∈ Ω(M ;Eu) we have
min
{|λ| − e−ε4u, ε4u− Reλ}‖w‖s ≤ C4,s(u2 + |λ|)s‖(∆u − λ)w‖s. (41)
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Moreover, there exists a constant C˜4,2s ≥ 0 so that for all u ≥ u4, λ ∈ C
and ω ∈ Ω(M ;Eu) we even have
min
{|λ| − e−ε4u, ε4u− Reλ}‖w‖2s ≤ C˜4,2s(u2 + |λ|)s‖(∆u − λ)w‖2s. (42)
Proof. We will construct the constants C4,s ≥ 0 by induction on s. For
s = 0 the statement was proved in Lemma 2.17. The induction is based on
an argument that is used in the selfadjoint situation too, see [8, proof of
Proposition 5.4] or [2, proof of Theorem 8.8].
From the ellipticity of ∆0 we get constants C
′
s ≥ 0 so that for all w ∈
Ω(M ;Eu)
‖w‖s+1 ≤ ‖w‖s+2 ≤ C ′s
(‖∆0w‖s + ‖w‖s). (43)
From Lemma 2.4 we obtain constants C ′′s ≥ 0 such that for all u ≥ u4 and
w ∈ Ω(M ;Eu)
‖(∆u −∆0)w‖s ≤ C ′′s u2‖w‖s. (44)
Combining (43) and (44) we obtain constants C ′′′s ≥ 0 so that for all u ≥ u4,
λ ∈ C and w ∈ Ω(M ;Eu) we have
‖w‖s+1 ≤ C ′′′s
(
‖(∆u − λ)w‖s + (u2 + |λ|)‖w‖s
)
. (45)
By induction we may assume that there exists a constant C4,s ≥ 0 so that
(41) holds. Combining (41) with (45) and using min
{|λ| − e−ε4u, ε4u −
Reλ
} ≤ |λ| we find a constant C4,s+1 ≥ 0 so that for all u ≥ u4, λ ∈ C and
ω ∈ Ω(M ;Eu)
min
{|λ| − e−ε4u, ε4u− Reλ}‖w‖s+1 ≤ C4,s+1(u2 + |λ|)s+1‖(∆u − λ)w‖s
Now use ‖(∆u − λ)w‖s ≤ ‖(∆u − λ)w‖s+1 to complete the induction. The
proof of (42) is similar. 
Let Qu : Ω(M ;Eu)→ Ωsm(M ;Eu) denote the spectral projection.
Lemma 2.20. For every s ∈ N there exist constants u5,s ≥ 1 and ε5,s > 0
so that for all u ≥ u5,s and v ∈ Vu we have
‖Quv − v‖s ≤ e−ε5,su‖v‖.
Proof. By Proposition 2.18, for sufficiently large u, we have Spec(∆u)∩S1 =
∅ and hence Qu is given by the Riesz projector
Qu =
1
2πi
∫
S1
(λ−∆u)−1dλ.
Since (λ−∆u)−1 − λ−1 = λ−1(λ−∆u)−1∆u we obtain, for v ∈ Ω(M ;Eu),
Quv − v = 1
2πi
∫
S1
λ−1(λ−∆u)−1∆uv dλ. (46)
From Lemma 2.19 and Lemma 2.11 we easily infer the existence of constants
u5,s ≥ 1 and ε5,s > 0 so that for all s ∈ N, u ≥ u5,s, λ ∈ S1 and v ∈ Vu we
have
‖λ−1(λ−∆u)−1∆uv‖s ≤ e−ε5,su‖v‖.
The lemma now follows easily by combining this estimate with (46). 
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Proposition 2.21. There exist constants u6,k ≥ 1 and ε6,k > 0 so that for
k ∈ N, u ≥ u6,k and v ∈ Vu we have
‖Quv − v‖Ck ≤ e−ε6,ku‖v‖.
Proof. This follows from Lemma 2.20 and the Sobolev embedding theorem.

In the selfadjoint case the following estimate is an immediate consequence
of Proposition 2.18. In our situation we will have to use the resolvent esti-
mate from Lemma 2.19.
Lemma 2.22. For every s ∈ N there exist constants u7,s ≥ 1 and ε7,s > 0
so that for all u ≥ u7,s and all w ∈ Ωsm(M ;Eu) we have
‖∆uw‖s ≤ e−ε7,su‖w‖s.
Proof. Let ε4 > 0 be the constant from Lemma 2.17, and set ρu := 2e
−ε4u.
Assume u ≥ 0 is sufficiently large so that all eigen values with real part
at most 1 are contained in the interior of the circle ρuS
1 of radius ρu, see
Proposition 2.18. Then
∆uQu = Qu∆u =
1
2πi
∫
ρuS1
λ(λ−∆u)−1dλ. (47)
For λ ∈ ρuS1 and sufficiently large u, Lemma 2.19, see (41), provides the
estimate
‖λ(λ−∆u)−1w‖s ≤ 2C4,s(u2 + 2)s‖w‖s, w ∈ Ω(M ;Eu).
Combining this with (47) we obtain, for w ∈ Ω(M ;Eu),
‖∆uQuw‖s ≤ 2C4,s(u2 + 2)sρu‖w‖s.
Choosing ε7,s > 0 and u7,s ≥ 1 appropriately we get
‖∆uQuw‖s ≤ e−ε7,su‖w‖s
for all u ≥ u7,s and w ∈ Ω(M ;Eu). The statement follows immediately. 
Proposition 2.23. For sufficiently large u the restriction of the spectral
projection Qu : Vu → Ωsm(M ;Eu) is an isomorphism.
Proof. Recall that Ωsm(M ;Eu) is the image of the spectral projection Qu,
and that β(Quv,w) = β(v,Quw) for all v,w ∈ Ω(M ;Eu). Hence,
Ωsm(M ;Eu) ∩ (QuVu)⊥β = Ωsm(M ;Eu) ∩ V ⊥u . (48)
Here (QuVu)
⊥β denotes the β-orthogonal complement of QuVu, but see also
Observation 2.10. It follows from Proposition 2.16 and Lemma 2.22 that
Ωsm(M ;Eu)∩V ⊥u = 0 for sufficiently large u. Together with (48) this shows
that QuVu = Ωsm(M ;Eu), and therefore Qu : Vu → Ωsm(M ;Eu) is onto, for
sufficiently large u. The injectivity follows from Lemma 2.20 with s = 0. 
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The integration on the small complex. For the sake of notational sim-
plicity let us introduce the notation, u > 0,
Iu := ηuIntu|Vu : Vu → C(X;Eu)
Iu,sm := ηu Intu,sm : Ωsm(M ;Eu)→ C(X;Eu)
where ηu : C(X;Eu) → C(X;Eu) denotes the scaling isomorphism intro-
duced at the beginning of this section, see (12). Moreover, we will write
βu := β|Vu for the restriction of the bilinear form β to Vu, and we will con-
tinue to write βu,sm = β|Ωsm(M ;Eu) for the restriction of the bilinear form
β to Ωsm(M ;Eu). Recall that we write 〈·, ·〉X and | · |X for the Hermitian
inner product and its associated norm on C(X;Eu). Finally, we recall that
bX denotes the bilinear form on C(X;Eu), see (23).
Lemma 2.24. For sufficiently large u the mapping Iu : Vu → C(X;Eu)
is an isomorphism. Moreover, there exists a constant ε8 > 0 so that, as
u→∞,
(Iu)∗〈〈·, ·〉〉 = 〈·, ·〉X +O(e−ε8u) (49)
and
(Iu)∗βu = bX +O(e
−ε8u) (50)
Proof. We claim that there exist constants u8 ≥ 1 and ε8 > 0 so that for all
u ≥ u8 and v1, v2 ∈ Vu we have∣∣∣〈Iuv1, Iuv2〉X − 〈〈v1, v2〉〉∣∣∣ ≤ e−ε8u|Iuv1|X |Iuv2|X . (51)
If such estimate is established we immediately see that Iu : Vu → C(X;Eu)
is injective for u ≥ u8. Since Vu and C(X;Eu) obviously have the same
dimension, the first assertion of the lemma follows. ¿From (51) we obtain,
for u ≥ u8 and a1, a2 ∈ C(X;Eu),∣∣∣〈a1, a2〉X − 〈〈I−1u a1, I−1u a2〉〉∣∣∣ ≤ e−ε8u|a1|X |a2|X .
from which we infer (49). Combining the last equation with (23), (24),
(25) and using the fact that Iu : Vu → C(X;Eu) intertwines the complex
conjugations we also obtain, for a1, a2 ∈ C(X;Eu),∣∣∣bX (a1, a2)− βu(I−1u a1, I−1u a2)∣∣∣ ≤ e−ε8u|a1|X |a2|X
and thus (50).
It thus remains to establish the estimate (51). To do so, suppose x ∈ X
and set q := ind(x). For e1, e2 ∈ Ex we have, see (28),
〈〈φu,e1 , φu,e2〉〉 =
∫
Bx
(σ ◦ rx)2e−ur2x〈e1, e2〉 volg =
∫
Rn
σ(|z|)2e−u|z|2dz〈e1, e2〉
and thus there exist constants C ′ ≥ 0 and ε′ > 0 so that for all u ≥ 1 and
e1, e2 ∈ Ex ∣∣∣〈〈φu,e1 , φu,e2〉〉 − (π/u)n/2〈e1, e2〉∣∣∣ ≤ C ′e−uε′ |e1||e2| (52)
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Further, keeping (18), (5) and (9) in mind, we have for e1, e2 ∈ Ex,〈
Iuφu,e1 ,Iuφu,e2
〉
X
=
(
(π/u)n/4−q/2
∫
W−x ∩Bx
(σ ◦ rx)e−ur2x/2eu(f−f(x))Ω−x
)2
〈e1, e2〉
= (π/u)n/2−q
(∫
Rq
σ(|z|)e−u|z|2dz
)2
〈e1, e2〉
and hence there exist constants C ′′ ≥ 0 and ε′′ > 0 so that for all u ≥ 1 and
e1, e2 ∈ Ex∣∣∣〈Iuφu,e1 , Iuφu,e2〉X − (π/u)n/2〈e1, e2〉
∣∣∣ ≤ C ′′e−uε′′ |e1||e2|. (53)
Note that this estimate also implies, for e ∈ Ex and u ≥ 1(
(π/u)n/2 − C ′′e−uε′′
)
|e|2 ≤ |Iuφu,e|2X . (54)
Combining (52), (53) and (54) we find constants u8 ≥ 1 and ε8 > 0 so
that for all u ≥ u8, x ∈ X , and e1, e2 ∈ Ex we have∣∣∣〈Iuφu,e1 , Iuφu,e2〉X − 〈〈φu,e1 , φu,e2〉〉
∣∣∣ ≤ e−uε8 |Iuφu,e1 |X |Iuφu,e2 |X .
For x, y ∈ X , x 6= y, e1 ∈ Ex, e2 ∈ Ey we clearly have 〈Iuφu,e1 , Iuφu,e2〉 =
0 = 〈〈φu,e1 , φu,e2〉〉, see (18). The estimate (51) now follows easily, see Defi-
nition 2.9, and the proof is complete. 
Lemma 2.25. There exist constants u9 ≥ 1 and ε9 > 0 so that for all
u ≥ u9 and v ∈ Vu we have∣∣Iu,smQuv − Iuv∣∣X ≤ e−ε9u‖v‖.
Proof. There exists a constant C ≥ 0 so that for all u ≥ 0 and w ∈ Ω(M ;Eu)
| Intuw|X ≤ C‖w‖C0 .
To see this we use the compactification result for the unstable manifolds.
The uniformity in u is guaranteed by the relation Intuw = e
−uf Int0(e
ufw)
and the fact that the function euf restricted to an unstable manifold W−x
will attain its maximum at the critical point x ∈ X . The statement then
follows from Proposition 2.21 with k = 0. 
Lemma 2.26. There exist constant u10 ≥ 1 and ε10 > 0 so that for all
u ≥ u10 and v1, v2 ∈ Vu we have∣∣βu,sm(Quv1, Quv2)− βu(v1, v2)∣∣ ≤ e−ε10u‖v1‖‖v2‖.
Proof. From (25), (26) and the Cauchy–Schwarz inequality we obtain
|β(w1, w2)| ≤ ‖w1‖‖w2‖
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for all w1, w2 ∈ Ω(M ;Eu). Hence:∣∣β(Quw1,Quw2)− β(w1, w2)∣∣
≤ ∣∣β(Quw1 − w1, Quw2)∣∣+ ∣∣β(w1, Quw2 − w2)∣∣
≤ ‖Quw1 − w1‖‖Quw2‖+ ‖w1‖‖Quw2 − w2‖
≤ ‖Quw1 − w1‖
(‖Quw2 − w2‖+ ‖w2‖) + ‖w1‖‖Quw2 − w2‖
The statement thus follows from Lemma 2.20 with s = 0. 
We are now in the position to put the pieces together and provide a
Proof of Theorem 2.1. From (49) we obtain a constant C ′ ≥ 0 so that for
sufficiently large u and a ∈ C(X;Eu) we have
‖I−1u a‖ ≤ C ′|a|X . (55)
Combining this with Lemma 2.25 we obtain constant ε′ > 0 so that, as
u→∞,
Iu,smQuI
−1
u = idC(X;Eu)+O(e
−ε′u). (56)
Particularly, the mapping Iu,smQuI
−1
u : C(X;Eu)→ C(X;Eu) is an isomor-
phism, for sufficiently large u. Hence Iu,sm : Ωsm(M ;Eu)→ C(X;Eu) is an
isomorphism for sufficiently large u, see Proposition 2.23 and Lemma 2.24.
Since the scaling ηu is an isomorphism for all u > 0, we see that Intu,sm =
η−1u Iu,sm : Ωsm(M ;Eu)→ C(X;Eu) is an isomorphism too. This proves the
first claim of Theorem 2.1.
Next note that (55) and (56) provide a constant C ′′ ≥ 0 so that for
sufficiently large u and a ∈ C(X;Eu) we have
‖(Iu,smQu)−1a‖ ≤ C ′′|a|X . (57)
Combining this with Lemma 2.26 we find a constant ε′′ > 0 so that
(Iu,smQu)∗
(
Q∗uβu,sm − βu
)
= O(e−ε
′′u). (58)
From (56) and (50) we find a constant ε′′′ > 0 so that, as u→∞,
(Iu,smQu)∗βu = (Iu,smQuI
−1
u )∗(Iu)∗βu = bX +O(e
−ε′′′u). (59)
Clearly, (58) and (59) imply the existence of a constant ε > 0 so that, as
u→∞,
(Iu,sm)∗βu,sm = (Iu,smQu)∗(Q
∗
uβu,sm − βu) + (Iu,smQu)∗βu = bX +O(e−εu).
This completes the proof of Theorem 2.1. 
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A uniform estimate for the heat trace. The aim of this section is to
establish Theorem 2.27 below. This estimate generalizes [2, Theorem 7.7 and
Theorem 7.8] to the non-selfadjoint situation. Similar estimates can be found
in [5]. We will proceed in the spirit of [2], see also [1, Section 9].
Let Pu := 1 − Qu denote the spectral projection onto the sum of eigen
spaces whose corresponding eigen values have real part larger than 1. More-
over, for a trace class operator A, let ‖A‖tr := tr(A∗A) denote the trace
norm, see [22, Appendix A.3.4].
Theorem 2.27. There exist constants ε > 0 and u0 ≥ 1 with the following
property. For every p > n/2, p ∈ N, there exists a constant Cp ≥ 0 so that
for all t > 0 and u ≥ u0 we have
‖ exp(−t∆u)Pu‖tr ≤ Cpe−εtu
(up(p+1)+2
tp−1
+
u
tp
)
. (60)
The proof of Theorem 2.27 is based on estimates for the resolvent of
∆u which are uniform in u, see Proposition 2.28 and 2.31 below. Propo-
sition 2.28 is of very general nature, whereas Proposition 2.31 makes use
of the Witten–Helffer–Sjo¨strand estimates in an essential way. We fix an
angle 0 < θ < π/4. For an operator A and s1, s2 ∈ N we will write
‖A‖s1,s2 = supw 6=0 ‖Aw‖s2/‖w‖s1 , where ‖w‖s denotes the Sobolev s-norm
of w.
Proposition 2.28. For every p ∈ N there exists constants αp ≥ 0 and
C ′p ≥ 0 so that the following holds. If u ≥ 1, λ ∈ C, | arg λ| ≥ θ and
αpu
2 ≤ |λ| then λ /∈ Spec(∆u) and
‖(∆u − λ)−p‖0,2p ≤ C ′p.
For the proof of Proposition 2.28 we need the following two lemmas.
Lemma 2.29. For every s ∈ N there exists a constant C˜s ≥ 0 with the
following property. If u ≥ 1 and λ /∈ Spec(∆u) then
‖(∆u − λ)−1‖s,s+2 ≤ C˜s
(
1 + (|λ|+ u2)‖(∆u − λ)−1‖s,s
)
.
Proof. By ellipticity there exists a constant C¯s ≥ 0 so that for every w ∈
Ω(M ;Eu) we have:
‖w‖s+2 ≤ C¯s
(‖∆0w‖s + ‖w‖s)
= C¯s
(
‖(∆u − λ+ λ−∆u +∆0)(w)‖s + ‖w‖s
)
≤ C¯s
(
‖(∆u − λ)w‖s +
(
1 + |λ|+ ‖∆u −∆0‖s,s
)‖w‖s)
≤ C¯s
(
1 +
(
1 + |λ|+ ‖∆u −∆0‖s,s
)‖(∆u − λ)−1‖s,s)‖(∆u − λ)w‖s
Since ‖∆u −∆0‖s,s = O(u2) we find a constant C˜s ≥ 0 so that
‖w‖s+2 ≤ C˜s
(
1 + (|λ|+ u2)‖(∆u − λ)−1‖s,s
)
‖(∆u − λ)w‖s,
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and this implies the statement of the lemma. 
Lemma 2.30. For every s ∈ N there exist constants α˜s ≥ 0 and C˜ ′s ≥ 0
with the following property. For all u ≥ 1 and λ ∈ C with α˜su2 ≤ |λ| and
| arg λ| ≥ θ we have λ /∈ Spec(∆u) and
‖(∆u − λ)−1‖s,s ≤ C˜
′
s
|λ| .
Proof. In view of [22, Corollary 9.2] there exists constants R ≥ 0 and C˜ ′s > 0
so that the following holds. If |λ| ≥ R and | arg λ| ≥ θ then λ /∈ Spec(∆0)
and
‖(∆0 − λ)−1‖s,s ≤ C˜
′
s
2|λ| . (61)
Choose α˜s ≥ R such that for all u ≥ 1 we have
‖∆u −∆0‖s,s ≤ α˜s
C˜ ′s
u2. (62)
If u ≥ 1, α˜su2 ≤ |λ|, | arg λ| ≥ θ and ω ∈ Ω(M ;Eu), then combining (61)
and (62) we obtain
‖(∆u − λ)w‖s ≥ ‖(∆0 − λ)w‖s − ‖(∆u −∆0)w‖s
≥
(2|λ|
C˜ ′s
− α˜su
2
C˜ ′s
)
‖w‖s ≥ |λ|
C˜ ′s
‖w‖s
and the lemma follows. 
Proof of Proposition 2.28. For s ∈ N set C˜ ′′s := C˜s(1 + (1 + 1α˜s )C˜ ′s) where
C˜s, α˜s and C˜
′
s are the constants from Lemma 2.29 and 2.30. Then
‖(∆u − λ)−1‖s,s+2 ≤ C˜ ′′s
for all u ≥ 1, α˜su2 ≤ |λ| and | arg λ| ≥ θ. Set αp := max
{
α˜0, α˜2, ,˜ . . . , α˜2p−2
}
.
Then
‖(∆u − λ)−p‖0,2p ≤
p−1∏
s=0
‖(∆u − λ)−1‖2s,2s+2 ≤
p−1∏
s=0
C˜ ′′s
for all u ≥ 1, αpu2 ≤ |λ| and | arg λ| ≥ θ. The proposition now follows with
C ′p :=
∏p−1
s=0 C˜
′′
s . 
Let us introduce the notation:
Specsm(∆u) :=
{
λ ∈ Spec(∆u)
∣∣ Reλ ≤ 1}
Specla(∆u) :=
{
λ ∈ Spec(∆u)
∣∣ Reλ > 1}
Proposition 2.31. There exist constants ε > 0, u0 ≥ 1 and for every
p ∈ N a constant C ′′p ≥ 0 so that the following holds. If u ≥ u0 then (by
Proposition 2.18)
Specsm(∆u) ⊆
{
λ ∈ C ∣∣ Reλ < εu}, (63)
Specla(∆u) ⊆
{
λ ∈ C ∣∣ Reλ > 2εu}, (64)
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and for λ ∈ C with εu ≤ Reλ ≤ 2εu, we have
‖(∆u − λ)−p‖0,2p ≤ C ′′p (|λ|+ u2)p(p+1)/2.
Proof of Proposition 2.31. Set ε := ε4/4 where ε4 > 0 denotes the constant
in Proposition 2.18, and choose u0 ≥ 1 sufficiently large so that for u ≥ u0
(63) and (64) hold. In view of Lemma 2.19, see (42), we can increse u0 so
that for u ≥ u0, εu ≤ Reλ ≤ 2εu we have
‖(∆u − λ)−1‖2s,2s ≤ (u2 + |λ|)s, s = 0, 1, . . . , p− 1.
Then, using Lemma 2.29,
‖(∆u − λ)−1‖2s,2s+2 ≤ C˜2s
(
1 + (|λ|+ u2)s+1) ≤ 2C˜2s(|λ|+ u2)s+1
and we obtain
‖(∆u − λ)−p‖0,2p ≤
p−1∏
s=0
‖(∆u − λ)−1‖2s,2s+2 ≤ (|λ|+ u2)p(p+1)/2
p−1∏
s=0
2C˜2s.
The proposition thus follows with C ′′p :=
∏p−1
s=0 2C˜2s. 
We will now use Propositions 2.28 and 2.31 to provide a
Proof of Theorem 2.27. We are going to use the constants αp ≥ 0, C ′p ≥ 0,
ε > 0, u0 ≥ 1 and C ′′p ≥ 0 from Propositions 2.28 and 2.31. Increasing
αp, we may assume that αp ≥ ε. For u ≥ u0 we consider the contour5 Γu
parametrized by
λu : R→ C, λu(x) := εu+ εu|x| − αpu2xi.
Note that for u ≥ u0, t > 0 and x ∈ R we have
|e−tλu(x)| = e−εtue−εtu|x| and |λ′u(x)| ≤
√
2αpu
2. (65)
Observe that for |x| ≤ 1 we have εu ≤ Reλu(x) ≤ 2εu and |λu(x)| ≤ 3αpu2,
hence Proposition 2.31 tells that
‖(λu(x)−∆u)−p‖0,2p ≤ C ′′p (3αp + 1)up(p+1) (66)
for all |x| ≤ 1 and u ≥ u0. Moreover, if |x| ≥ 1 then αpu2 ≤ |λu(x)| and
| arg λu(x)| ≥ π/4 ≥ θ, hence Proposition 2.28 yields
‖(λu(x)−∆u)−p‖0,2p ≤ C ′p (67)
for all |x| ≥ 1 and u ≥ u0. Further we have:
exp(−t∆u)Pu = 1
2πi
∫
Γu
e−tλ(λ−∆u)−1 dλ
=
(p − 1)!
2πi
(−1)p−1
tp−1
∫
Γu
e−tλ(λ−∆u)−p dλ
=
(p − 1)!
2πi
(−1)p−1
tp−1
∫ ∞
−∞
e−tλu(x)
(
λu(x)−∆u
)−p
λ′u(x) dx
5The angular contour bisected by the positive real axis.
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Using (65) we thus get∥∥exp(−t∆u)Pu∥∥0,2p
≤
√
2αp(p− 1)!
2π
u2
tp−1
e−εtu
∫ ∞
−∞
e−εtu|x|‖(λu(x)−∆u)−p‖0,2p dx (68)
From (66) we obtain∫ 1
−1
e−εtu|x|‖(λu(x)−∆u)−p‖0,2p dx ≤ 2C ′′p (3αp + 1)up(p+1). (69)
From (67) we obtain∫
|x|≥1
e−εtu|x|‖(λu(x)−∆u)−p‖0,2p dx ≤
2C ′p
ε
1
tu
. (70)
Combining (68), (69) and (70) we find a constant C¯p ≥ 0 so that for all
u ≥ u0 and t > 0 we have
‖ exp(−t∆u)Pu‖0,2p ≤ C¯pe−εtu
(up(p+1)+2
tp−1
+
u
tp
)
. (71)
Choose λ0 /∈ Spec(∆0), i.e. ∆0 − λ0 is invertible. Then, see [22, Proposi-
tion A.3.7],
‖ exp(−t∆u)Pu‖tr ≤ ‖(∆0 − λ0)−p‖tr‖(∆0 − λ0)p‖2p,0‖ exp(−t∆u)Pu‖0,2p.
To complete the proof of Theorem 2.27 combine this with (71) and note that
(∆0 − λ0)−p is trace class since we assumed p > n/2. 
3. Asymptotic of the large torsion and the proof of
Theorem 1.4
Given the special role of the variable u in this section we will replace the
notation ∆q,u, τla,u etc. by ∆q(u), τla(u) etc.
We will consider functions t(u), u ∈ (0,∞) of the form
n∑
j=0
Aju
j +
n∑
j=0
Bju
j log u+ o(1), as u→∞,
and refer to A0 as the free term of t(u) and denote it by FT(t(u)). Note that
logπ τla(u) is by Corollary 2.3 such a function. The key result of this section
is Theorem 3.6 below whose proof, although the same as of Theorem B in
[5], is supported by estimates derived in Section 2. This theorem calculates
the free term
FT
(
logπ τla(u)− logπ τ˜la(u)
)
provided M and M˜ have the same dimension, E and E˜ the same rank, f
and f˜ the same number of critical points in each index.
Here τla(u) and τ˜la(u) denote the large torsions associated with two sys-
tems (M,E, g, b, f) and (M˜, E˜, g˜, b˜, f˜) as in Section 2 which satisfy (9), (10)
and (11).
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Asymptotic expansion of log det for elliptic with parameter. Sup-
pose E → M is a rank k complex vector bundle over (M,g) a smooth
Riemannian manifold of dimension n, D a second order elliptic operator
of Laplace–Beltrami type (cf. [5]) (i.e. the principal symbol σ(D)(ξ) =
−‖ξ‖2 id), L : E → E a bundle map and F : M → R a smooth function.
The operator D has always π as a principal angle.6 We denote also by L
resp. F the zero order (differential) operators defined by the bundle map L,
resp. the multiplication by F .
For any u ∈ [0,∞), let D(u) := DL,F (u) = D+ uL+ u2F . If F is strictly
positive then the family D(u) is elliptic with parameter in the sense of [22]
or [6].
We apply the considerations below to D = ∆ + ε where ∆ := ∆E,g,b,q is
the q–Laplacian associated with the flat connection ∇E, the non-degenerate
symmetric bilinear form b, and the Riemannian metric g as defined in Sec-
tion 1, and ε a positive real number. The smooth function F will be |df |2
where f : M → R is a smooth function on M and the endomorphism L
given by Lemma 2.4. In this case the family D(u) is elliptic with parameter
away from the set of critical points of f .
With respect to a coordinate chart U ⊆ M with coordinates x1, . . . , xn
and a trivialization, E|U = U ×Ck the symbol of the operator D is given by
σ(D)(x, ξ) = −‖ξ‖2 +
n∑
i=1
αi(x)ξ
i + β(x),
where ‖ξ‖2 =∑ gijξiξj, gij the Riemannian metric, αi(x), βi(x) are smooth
end(Cn)–valued functions. The operator D(u)|U is given by
D(u)|U = a2(x,D, u) + a1(x,D, u) + a0(x, u),
x = (x1, . . . , xn), D = (Dx1 , . . . ,Dxn), where a2−j(x, ξ, u) , ξ ∈ Rn, are
end(Ck)–valued smooth functions with the homogeneity property
a2−j(x, τξ, τu) = τ
2−ja2−j(x, ξ, u),
τ ∈ R. Precisely a2, a1, a0 are given by
a2(x, ξ, u) =− ‖ξ‖2 + u2F
a1(x, ξ, u) =uL(x) +
n∑
i
αi(x)ξ
i
a0(x, ξ, u) =ε+ β(x).
(72)
Suppose that F is strictly positive, hence D(u) is elliptic with parameter.
As in [6] we define inductively the functions r−2−j(x, ξ, u, µ), µ ∈ C, with
6In fact any angle θ 6= 0 is a principal angle, i.e. for any x and ξ 6= 0 the spectrum of
the finite dimensional linear map σ(D)(ξ, x) : Ex → Ex is disjoint from the ray of angle θ.
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values in end(Ck) by:
r−2(x, ξ, u, µ) := (µ − a2(x, ξ, u))−1
r−2−j(x, ξ, u, µ) := r−2(x, ξ, u, µ)
·
(
j−1∑
k=0
∑
|α|+l+k=j
1
α!∂
α
ξ a2−l(x, ξ, u, µ)D
α
x r−2−k(x, ξ, u, µ)
)
with α a multi index α = (i1, . . . , in). Clearly r−2−j is homogeneous of
degree (−2− j) in (ξ, u, µ1/2).
We also define the smooth complex valued function
aL,F (x) := − 1
(2π)n
∫
Rn
dξ
∫ ∞
0
dµ tr
(
r−2−n(x, ξ, 1,−µ)
)
(73)
and as in [5], page 352, equation (3.11) a simple calculation shows
aL,F (x) + a−L,F (x) = 0. (74)
Suppose M is closed and (E,D, F, L) as above. We can consider the
complex valued function log detπ D(u). The following result was established
in the appendix of [6], see also [17].
Theorem 3.1 ([6]). The functions aL,F (x) define a density on M
n. If
D(u) is invertible for u large enough then log detπ D(u) has an asymptotic
expansion of the form
n∑
j=0
Aju
j +
n∑
j=0
Bju
j log u+
∞∑
i=1
Ciu
−i, as u→∞, (75)
with A0 =
∫
M aL,H .
7 In particular log detπ D(u) is of the form
n∑
j=0
Aju
j +
n∑
j=0
Bju
j log u+ o(1) as u→∞ (76)
(The result proved in [6] is formulated under more general hypotheses
and with stronger conclusions). The result can be extended to compact
manifolds with boundaries and Dirichlet boundary condition and leads to
the following relative version of Theorem 3.1 stated under more restrictive
hypotheses (satisfied in our situation).
Theorem 3.2 ([5]). Suppose (Ei,Di, Li, Fi), i = 1, 2, are two systems as
above. Suppose that there exist compact sets Ki ⊆ Mi and open neighbor-
hoods Ui of of Ki so that:
1) Fi|M\Ki are strictly positive, and
2) there exists the diffeomorphisms ϕ : U1 → U2, ϕ˜ : E1|U1 → E2|U2 bun-
dle isomorphism above ϕ which intertwines
(E1|U1 ,D1, L1|U1 , F1|U1) with (E2|U2 ,D2, L2|U2 , F2|U2).
7Actually all terms Aj and Bj are integrals on M of densities explicitly computable in
each chart in terms of the symbol of D(u).
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Let Vi compact domains with smooth boundaries, Ki ⊆ Vi \ ∂Vi ⊆ Vi ⊆ Ui
with ϕ(V1) = V2. If Di(u) are invertible for u large enough then
log detπD1(u)− log detπD2(u)
has an asymptotic expansion of the form (75) with
A0 =
∫
M1\V1
aL1,F1 −
∫
M2\V2
aL2,F2
A relative result for the asymptotic expansion of the large torsion.
Let (M,E, g, b, f) be consisting of a closed smooth manifoldM , complex flat
bundle E, Riemannian metric g, non-degenerate symmetric bilinear form b
and Morse function f . We will refer to such collection (M,E, g, b, f) as a
“system” provided (9), (10), (11) hold, and to a collection of neighborhoods
Bq;j of the critical points xq;j ∈ X fq as ρ-admissible neighborhoods if they
have disjoint closures and are the source of Morse charts ϕxq;j of radius ρ so
that on them (9), (10) and (11) hold. Clearly such neighborhoods exists for
ρ small enough.
We define B′q;j := ϕxq;j(Dρ/2), where Dr denotes the disc of radius r in
R
n centered at 0.
Given a collection of ρ–admissible neighborhoods Bq;j introduce the man-
ifolds
MI :=M \ ∪q,jB′q;j; MII := ∪q,jB′q;j,
where B′q;j is defined as in the above definition. Both manifoldsMI andMII
have the same boundary, given by a disjoint union of spheres of dimension
n− 1.
Fix ε > 0 and consider the operator ∆q(u) + ε. If u is large enough, in
view of Proposition 2.18 ∆q(u)+ε has π as an Agmon angle and is invertible.
Its symbol with respect to arbitrary coordinates (ϕ,ψ) of (M,E →M) is of
the form
a2(x, ξ) + u
2‖∇f‖2 + a1(x, ξ) + uL(x) + ε
where ai : B3α × Rd → end(Λq(Rd) ⊗ CN ), i = 1, 2, are homogeneous of
degree i in ξ, where ‖∇f‖2 : B3α → R is given by
‖∇f‖2 =
∑
1≤i,j≤d
gij
∂f
∂xi
∂f
∂xj
and L : B2α → end(Λq(Rd)⊗ CN ).
Therefore, away from the critical points of f , this operator is elliptic with
parameter and away from the critical points we can consider the densities
aL,H associated with (∆q(u)+ ε); they will be denoted here by a
q(f, ε, x) :=
aq(b, g, f, ε, x). As in [5] we can establish the following intermediary results:
Proposition 3.3. Assume that the systems (M,E, b, g, f) and (M˜, E˜, b˜, g˜, f˜)
satisfy dimM = dim M˜ = n, ♯Xq(f) = ♯Xq(f˜), 0 ≤ q ≤ n, and rankE =
rank E˜. Choose ρ > 0 so that we have ρ–admissible neighborhoods of critical
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points for both systems. Denote by ∆q(u) resp. ∆˜q(u) the Witten Laplacians
associated with the two systems. Then, for any ε > 0,
log detπ(∆q(u) + ε)− log detπ(∆˜q(u) + ε)
has an asymptotic expansion of the form (75) for u → ∞ whose free term
equals
aq(f, f˜ , ε) =
∫
MI
aq(f, ε, x)−
∫
M˜I
aq(f˜ , ε, x˜).
For any ε > 0 introduce
A(f, u, ε) :=
1
2
d∑
q=0
(−1)q+1q log det(∆q(u) + ε), (77)
which can be written as A(f, u, ε) = Asm(f, u, ε) +Ala(f, u, ε) with
Asm/la(f, u, ε) :=
1
2
d∑
q=0
(−1)q+1q log detπ
(
∆sm/la,q(u) + ε
)
and ∆sm/la,q(u) := ∆q(u)|Ωq
sm/la
(M ;Eu). Clearly Ala(f, u, ε = 0) = log τf,la(u).
Proposition 3.4. With the assumptions in Proposition 3.3, for any ε >
0 the quantities A(f, u, ε) − A(f˜ , u, ε) and Ala(f, u, ε) − Ala(f˜ , u, ε) have
asymptotic expansions of the form (75) for u → ∞ which are identical. In
particular
FT
(
A(f, u, ε) −A(f˜ , u, ε)) = FT(Ala(f, u, ε)−Ala(f˜ , u, ε)).
Proposition 3.5. With the assumptions in Proposition 3.4:
(i) The limit
lim
ε→0
FT
(
Ala(f, u, ε)−Ala(f˜ , u, ε)
)
(78)
exists and is equal to FT
(
log τf,la(u)− log τf˜ ,la(u)
)
.
(ii) This limit is given by
a(f, f˜) =
∫
MI
∑
q
(−1)qqaq(f, ε = 0, x)−
∫
M˜I
∑
q
(−1)qqaq(f˜ , ε = 0, x˜),
( ρ the same for both manifolds and small enough) with aq(f, ε, x) and
aq(f˜ , ε, x˜) the densities considered above.
Combining the above propositions and (74) we have
Theorem 3.6. Assume that the systems (Mn, E, b, g, f) and (M˜n, E˜, b˜, g˜, f˜)
satisfy ♯Xq(f) = ♯Xq(f˜), 0 ≤ q ≤ n, and rankE = rank E˜. Then
FT
(
log τla(u)− log τ˜la(u)
)
has an asymptotic expansion of the form (75) whose free term is
a(f, f˜) =
∫
MI
∑
q
(−1)qqaq0(f, ε = 0, x)−
∫
M˜I
∑
q
(−1)qqa0(f˜ , ε = 0, x˜)
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with aq(f, ε, x) and aq(f˜ , ε, x˜) the densities considered in Proposition 3.3
above.
(iii) When dimM = n is odd we have
a(f, f˜) + a(n− f, n− f˜) = 0.
Proposition 3.3 is similar to Proposition 3.1 in [5] (but for non-selfadjoint
Witten Laplacians) so the proof is the same. It is actually a straightforward
consequence of the Theorem 3.2 above.
The proof of Proposition 3.4 goes as follows. As the eigenvalues of the
operator ∆sm,q(u) tend exponentially fast to 0 as u→∞ in view of Propo-
sition 2.18
logπ det(∆q,sm(u) + ε) = mq log ε+O
(
1
ε
αe−βu
)
for some positive constants α, β, and therefore, Asm(f, u, ε)−Asm(f˜ , u, ε) is
exponentially small as u→∞. Therefore for any ε > 0,
A(f, u, ε)−A(f˜ , u, ε)
and
Ala(f, u, ε)−Ala(f˜ , u, ε)
have asymptotic expansions of the form (75) for u→∞ which are identical.
q.e.d.
Proposition 3.5 is more elaborated and the remaining of the subsection
elaborate on this proof.
Proof of Proposition 3.5. To check (i) we verify that the function H(u, ε),
defined for ε > 0 and u sufficiently large by
H(u, ε) := Ala(f, u, ε)−Ala(f˜ , u, ε) + log τla(u)− log τ˜la(u)
is of the form
H(u, ε) =
T∑
k=1
εkfk(u) + g(u, ε), (79)
where g(u, ε) = O(u−1+δ) uniformly in ε. The statement of Proposition 3.5
can be deduced from this formula as follows: Recall that for ε > 0, H(u, ε)
has an asymptotic expansion for u → ∞ because Ala(f, u, ε) − Ala(f˜ , u, ε)
and log τla(u) and log τ˜la(u) have, the first by Theorem 3.6 the last two by
Corollary 2.3. As g(u, ε) = O(u−1+δ) uniformly in ε we conclude that for
any ε > 0,
∑T
k=1 ε
kfk(u) has an asymptotic expansion for u→∞. By taking
T different values 0 < ε1 < · · · < εT for ε and using that the Vandermonde
determinant is nonzero
det

 ε1 ... εT1... ...
εd ... ε
T
d

 6= 0
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we conclude that for any 1 ≤ k ≤ T , fk(u) has an asymptotic expansion for
u→∞ and that for any ε > 0
FT(H(u, ε)) =
d∑
k=1
εk FT(fk(u)).
Hence limε→0 FT(H(u, ε)) exists and limε→0FT(H(u, ε)) = 0. It remains to
prove (79).
Recall that if
θq,la(u, µ) := tr(e
−µ∆q(u)Pu)
and
ζq,la(u, ε, s) :=
1
Γ(s)
∫ ∞
0
µs−1θq,la(u, µ)e
−εµdµ (80)
then
log detπ(∆q,la(u) + ε) =
d
ds
∣∣∣
s=0
ζq,la(u, ε, s). (81)
We have the estimate
Lemma 3.7. There exists a constant C1, C2, β,> 0, 0 < δ < 1, and integer
T ≥ n so that
(i) for u large enough and 0 ≤ µ ≤ u−1+δ
θq(u, µ) ≤ C1µ−T (82)
(ii) for u large enough, and µ ≥ u−1+δ
θq(u, µ) ≤ C2e−βuµ. (83)
Proof. Note that Theorem 2.27 implies that there exists an integer N ≥ n
and the constants C ′, β > 0 so that for u large enough
|θ(u, µ)| ≤ C ′e−γuµuN/µn
with γ > 0. Choose 0 < δ < 1, (for example δ = 1/2).
Suppose µ ≤ u−1+δ. This implies µu1−δ ≤ 1; and supposing u large
enough we have µ ≤ 1/2.
As µ ≤ uδ−1, hence uN ≤ µ−N/(1−δ), we get
|θ(u, µ)| ≤ C ′e−γµu/un+N/(1−δ) ≤ C ′e/uT ,
where T > n+N/(1 − δ). This establishes (i).
Suppose µ ≥ u−1+δ. This implies µ−n ≤ un(1−δ) and therefore
e−γ/2 µuuN/µn ≤ e−γ/2 uδuN+n(1−δ).
Clearly for u large enough we have
e−γ/2 u
δ
uN+n−δ ≤ 1
since δ > 0. Take C2 = C
′, β = γ/2 and (ii) is verified. 
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To establish (79) we decompose the function ζq,la(u, ε, s) into two parts
ζIq,la(u, ε, s) =
1
Γ(s)
∫ ∞
u−1+δ
µs−1θq(u, µ)e
−εµdµ (84)
and
ζIIq,la(u, ε, s) =
1
Γ(s)
∫ u−1+δ
0
µs−1θq(u, µ)e
−εµdµ. (85)
First let us consider
ζIq,la(u, ε, s) − ζIq,la(u, ε = 0, s) =
1
Γ(s)
∫ ∞
u−1+δ
µsθq(u, µ)
e−εµ − 1
µ
dµ
Note that
ζIq,la(u, ε, s)− ζIq,la(u, ε = 0, s)
is by Lemma 3.7(ii) an entire function of s and so is 1/Γ(s).
Clearly, 1Γ(s)
∣∣
s=0
= 0, dds
∣∣
s=0
1
Γ(s) = 1 and 1 − e−εµ ≤ εµ. Therefore by
Lemma 3.7 we have∣∣∣∣∣ dds
∣∣∣
s=0
(
ζIq,la(u, ε, s) − ζIq,la(u, ε = 0, s)
)∣∣∣∣∣
=
∣∣∣∫ ∞
u−1+δ
θq(u, µ)
e−εµ − 1
µ
dµ
∣∣∣ ≤ εC2
∫ ∞
u−1+δ
e−βuµdµ =
εC2
βu
e−βu
δ
.
Concerning the term
d
ds
∣∣∣
s=0
(
ζIIq,la(u, ε, s) − ζIIq,la(u, ε = 0, s)
)
,
expand (e−εµ − 1)/µ
(e−εµ − 1)/µ =
T∑
k=1
(−1)k
k!
εkµk−1 + εT+1µde(ε, µ)
where the error term is given by
e(ε, µ) =
(
∞∑
k=T+1
(−1)k
k!
εkµk−1
)
/εT+1µT .
Note that according to Lemma 3.7(i) we have µT θq(u, µ) ≤ C1.
Therefore ∫ u−1+δ
0
µsθq(u, µ)ε
d+1µT e(ε, µ)dµ
is a meromorphic function of s, with s = 0 a regular point and, for sufficiently
large u we have∣∣∣∣∣ dds
∣∣∣
s=0
(
1
Γ(s)
∫ u−1+δ
0
µsθq(u, µ)ε
T+1µT e(ε, µ)dµ
)∣∣∣∣∣ ≤ εT+1C1u−1+δ
with C1 is independent of u and ε, 0 ≤ ε ≤ 1.
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Finally, recall that θq(u, µ) admits an expansion for µ→ 0+ of the form
θq(u, µ) =
T∑
j=0
Cj(u)µ
(j−d)/2 + θ′q(u, µ)
where θ′q(u, µ) is continuous in µ ≥ 0. Therefore, for 1 ≤ k ≤ T ,
1
Γ(s)
∫ u−1+δ
0
µsθq(u, µ)
(−1)k
k!
εkµk−1dµ
is analytic with respect to s at s = 0 and
T∑
k=1
d
ds
∣∣∣
s=0
(
1
Γ(s)
∫ u−1+δ
0
µsθq(u, µ)
(−1)k
k!
εkµk−1dµ
)
is of the form
∑T
k=1 ε
kfk(u). This establishes (79). Part (ii) follows from
Proposition 3.3 and part (iii) from (74). 
Proof of Theorem 1.4. In this section we want to check that S2E,[b] = 1.
Consider a system (M,E, g, b, f). Clearly (M,E, g, b,−f) is also a system
and denote by τ+la (u) resp τ
−
la (u) the large torsion for the first resp. of the
second. Similarly we write τ(Int+sm,u) resp. τ(Int
−
sm,u) for the relative torsion
of (13) in Section 1 when applied to the first resp. second system.
Suppose now we have two systems (M,E, g, b, f) and (M˜, E˜, g˜, b˜, f˜), and
suppose that f and f˜ have the same number of critical points in each in-
dex. Since dimM = n is odd we have (−X)∗Ψg = −X∗Ψg, and therefore
Corollary 2.3 yields
S2E,[b]/S
2
E˜,[b˜]
=
τ+la (u) · τ−la (u)
τ˜+la (u) · τ˜−la (u)
· eβu · (1 +O(e−εu)) (86)
with a real number β. We know that the left side of (86) is constant and
logπ
τ+la (u) · τ−la (u)
τ˜+la (u) · τ˜−la (u)
has an asymptotic expansion whose free part is by Theorem 3.6 equal to 0.
This implies that
S2E,[b]/S2E˜,[b˜] = 1.
We choose M˜ to be the sphere, E˜ the trivial flat bundle of the same
rank as E and b˜ the canonical symmetric bilinear form. We note that since
dimM = n is odd, one can always provide a Morse function f˜ on M˜ :=
SdimM with the same number of critical points as f in each index. Since
S2
E˜,[b˜]
= 1 we conclude that S2E,[b] = 1. q.e.d.
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4. Appendix; Remarks on the proof of Conjecture 1.3
It is likely that in Theorem 1.4 one can replace ±1 by 1. For this purpose
notice that for each Morse function f one can produce a square root S′E,[b],f
of SE[b] and by the same arguments as in the proof of Theorem 1.4 one can
show that
S′E,[b],f · S′E,[b],−f = 1.
Clearly, if we show that S′E,[b],f is independent of f, then SE,[b] = 1.
To define a square root of SE,[b] we use the formulas (7) and (8). We
need two additional data: a Morse–Smale vector field X and an orientation
of the total space of the mapping cone complex associated with the quasi
isomorphism Intsm,u : Ωsm(M ;Eu) → C(X;Eu). The orientation provides
a square root of τ(Intsm,u). Both τla,u and exp
(−2 ∫M\X ωEu,b ∧ (−X)∗Ψg)
have an unambiguous square root. We can choose X = − gradg f in which
case Intsm,u is an isomorphism for u large enough and a canonical orientation
is implicit in the construction of the mapping cone. The product of these
square roots give our desired square root.
It is possible to show that this construction extends to generalized Morse
functions. Recall that by a result of H. Chaltin [16] any two Morse func-
tions f1 and f2 can be joined by a homotopy ft with ft Morse function
for all t ∈ [1, 2] but t1, t2, . . . , tk, and generalized Morse function for t =
t1, t2, . . . , tk. One can even arrange that each generalized Morse function
has only one birth/death or death/birth critical point. Then the indepen-
dence of S′(E, [b], f) of the Morse function f follows for from the continuity
in t of S′E,[b],ft for a homotopy of the type provided by Chatlin result.
Recall that a generalized Morse function is a smooth function whose crit-
ical points are either non-degenerate or are birth-death/death-birth critical
points, cf. [16]. For each q, let mq be the number of non-degenerate critical
points of index q and m′q the number of degenerate (birth/death) critical
points of index q. It was established in [16] that for u large the spectrum
of ∆Eu,g,b,q decomposes in three disjoint parts Specsm,u, Specmla,u, Specvla,u,
called small spectrum, moderately large spectrum and and very large spec-
trum. The small spectrum Specsm,u consists of (rankE) ·mq complex num-
bers converging exponentially fast to 0, Specsm,u consists of 2(rankE) ·m′q
complex numbers whose both real part and absolute value are converging to
∞ but not faster than Cu2/3 and Specvla,u, the rest of the spectrum, con-
sists of complex numbers whose real part is converging to∞ faster than C ′u,
with C,C ′ some constants. Actually this was established for a flat vector
bundle equipped with a Hermitian structure but we expect the statements
hold true for a non-degenerate symmetric bilinear form also.
To define the square root of SE,[b] for such generalized Morse function
one can use instead of Ωsm(M ;Eu) and Ωla(M ;Eu) either Ωsm(M ;Eu) and
Ωmla(M ;Eu)⊕Ωvla(M ;Eu) or Ωsm(M ;Eu)⊕Ωmla(M ;Eu) and Ωvla(M ;Eu).
One can choose conveniently a Morse–Smale vector field, for example a
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vector field which away from the degenerate critical points is gradient like
for the generalized Morse function; in this case canonical orientations exist
for the mapping cone of the corresponding integration morphisms in both
cases. The square roots obtained by either choice are the same.
While the continuity at t′ when ft′ is a Morse function is straightforward
at t′ when ft′ is generalized Morse function is more subtle. It is easier to
check this continuity when there is only one birth/death or dearth/birth
critical point and this can be done separately from left and from right using
the two possible definitions of the square root.
An extension of the result SE,[b] = 1 to smooth odd dimensional manifolds
with boundary combined with a product formula for SE,b, (like the product
formula for for analytic or combinatorial torsion,) will imply the result for
even dimensional manifolds as well. The details of the above remarks will
be presented in a forthcoming paper.
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