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a b s t r a c t
In the rectangle packing problem we are given a set R of rectangles with positive profits
and the goal is to pack a subset of R into a unit size square bin [0, 1] × [0, 1] so that the
total profit of the rectangles that are packed is maximized. We present algorithms that for
any value  > 0 find a subset R′ ⊆ R of rectangles of total profit at least (1− )OPT , where
OPT is the profit of an optimum solution, and pack them (either without rotations or with
90◦ rotations) into the augmented bin [0, 1] × [0, 1+ ].
This algorithm can be used to design asymptotic polynomial time approximation
schemes (APTAS) for the strip packing problem without and with 90◦ rotations. The
additive constant in the approximation ratios of both algorithms is 1, thus improving on
the additive term in the approximation ratios of the algorithm by Kenyon and Rémila (for
the problem without rotations) and Jansen and van Stee (for the problem with rotations),
both of which have a much larger additive constant O(1/ε2), ε > 0.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Recently, there has been a lot of interest in two and three-dimensional packing problems, like strip packing [1–4], two-
dimensional bin packing [5–9], rectangle packing [10,1,11–14], and three-dimensional strip packing [15,16]. These problems
play an important role in diverse applications like cutting stock, VLSI layout, image processing, internet advertisement, and
multiprocessor scheduling. In this paper, we study the strip packing problem and the problem of packing rectangles with
profits into a rectangular bin. Let R = {R1, . . . , Rn} be a set of n rectangles; each rectangle Ri has width wi ∈ (0, a], length
`i ∈ (0, b] and profit pi ∈ R+. The rectangle-packing problem is to pack a maximum profit subset R′ ⊆ R of rectangles into
a unit size square bin B, [0, 1] × [0, 1]. When packing the rectangles we only allow orthogonal packings; this means that
the rectangles must not overlap and their sides must be parallel to the sides of the bin. In the strip packing problem the goal
is to pack all the rectangles R into a strip of unit width and minimum length. We consider two variants of these problems:
without rotations (the rectangles cannot be rotated) and with 90◦ rotations (the rectangles can be rotated 90◦ before they
are packed).
The rectangle packing problem (with andwithout rotations) is known to be strongly NP-hard even for the restricted case
of packing squareswith unit profits [17]. The one-dimensional version of the problem is equivalent to the knapsack problem.
The knapsack problem isweaklyNP-hard, and several fully polynomial time approximation schemes (FPTAS) for it have been
designed [18]. In contrast, since our problem is strongly NP-hard it has no FPTAS unless P=NP. Baker et al. [10] presented in
1983 a (4/3)-approximation algorithm to pack squareswith unit profits into a rectangular bin. In 2004 Jansen and Zhang [14]
designed a polynomial time approximation scheme (PTAS) for packing squares with unit profits in a rectangular bin and a
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(2+)-approximation algorithm for packing rectangleswith arbitrary profits [13], for any  > 0. Recently, Fishkin et al. [12]
proposed an algorithm for the so-called rectangle packing problem with resource augmentation, that packs a subset of
rectangles with profit at least (1− )OPT into an augmented square bin [0, 1+ ] × [0, 1+ ], where OPT is the maximum
profit of any subset of rectangles that can be packed into a unit size square bin. For the rectangle packing problem restricted
to squares, the best known algorithm [19] has performance ratio 54 + , for any  > 0.
The strip packing problem (without and with rotations) is also strongly NP-hard [20]. The currently best approximation
algorithms for the strip packing problem without rotations have absolute performance ratio 2 [3,4] and asymptotic
performance ratio 1+ , for any  > 0 [2]. For strip packing with rotations the best approximation algorithm has absolute
performance ratio 2 [4] and asymptotic performance ratio 1 + , for any  > 0 [21]. The asymptotic fully polynomial
time approximation schemes (AFPTAS) by Kenyon and Rémila [2] and Jansen and van Stee [21] compute, respectively, a
strip packing without rotations and with 90◦ rotations of total length at most (1 + )OPT + O(1/2) for any  > 0. Both
algorithms run in time polynomial in n and 1/.
The first main result presented in this paper is the following:
Theorem 1.1. Let R = {R1, . . . , Rn} be a set of rectangles with lengths `i ≤ 1, widths wi ≤ 1 and profits pi ∈ R+. For every
constant value  > 0, there are polynomial time algorithms that select and pack a subset R′ ⊆ R of rectangles (without rotations
and with 90◦ rotations) into an augmented rectangular bin [0, 1]× [0, 1+ ]. The profit of R′ is at least (1− )OPT , where OPT
is the maximum profit of any subset of rectangles that can be packed into a unit size square bin [0, 1] × [0, 1].
A remarkable feature of the algorithms presented in this paper for the rectangle packing problem is that they only need
to augment the length of the bin, while its width does not need to be changed. We consider this result to be an important
step towards the solution of 2-dimensional packing problemswithout resource augmentation. Not being allowed to increase
the width of the bin poses some challenging technical problems, as we need to select a set of rectangles of nearly optimum
profit and whose widths are not larger than the widths of the rectangles in an optimum solution. Furthermore, we need
to be able to find a packing for these rectangles without constraining their possible positions across the bin. Two key ideas
used to address these issues are: First, the discovery that all wide-short rectangles in a near optimum solution can be packed
into a constant number of rectangular ‘‘containers’’; these containers have the interesting property that they all have the
same length and only a small number of different possible widths. Second, a transformation of a special case of the rectangle
packing problem into a scheduling problem of parallel tasks on a constant number of machines.
A related result was recently obtained by Bansal and Sviridenko [6] for two dimensional bin packing. Here, the problem
is to pack a set of rectangles into the minimum number of unit size square bins. They designed an algorithm that packs the
rectangles into OPT + O(1) bins of size [0, 1] × [0, 1+ ], for any value  > 0, where OPT is the minimum number of unit
size square bins needed to pack the rectangles. The algorithm in [6] rounds up the widths and lengths of large rectangles in
a similar fashion as in [2]. This rounding causes, both an increase in the length of the bins, and an increase in the number of
bins needed to pack the augmented rectangles. For our rectangle packing problem we cannot round the width and length
of the large rectangles as this would require us to increase both dimensions of the bin.
Using our rectangle packing algorithm, we obtain the following result for the strip packing problem without rotations
and with 90◦ rotations.
Theorem 1.2. There are asymptotic polynomial time approximation schemes (APTAS) for the strip packing problem without
rotations and with 90◦ rotations that produce solutions of length at most (1 + )OPTSP + 1, where OPTSP is the value of an
optimum solution for each problem.
The additive constant 1 in the lengths of the solutions produced by our algorithms is very small and independent of 1/.
Therefore, it greatly improves on the additive constant O(1/2) of the approximation schemes by Kenyon and Rémila [2]
and Jansen and van Stee [21]. Clearly, this is obtained at the expense of a higher running time. A similar situation happened
with the bin packing problem (that is a special case of strip packing with rectangles of unit length): Fernandez de la Vega
and Lueker [22] found a linear time algorithm that computes a solution using (1 + )OPT + 1 bins and later Karp and
Karmarkar [23] designed an algorithm that uses only OPT + O(log2 OPT ) bins, but it has a much higher running time.
We also show that the strip packing problemwith 90◦ rotations for instances with optimum value OPTSP ≥ 1 has a PTAS.
Theorem 1.3. There is a polynomial time approximation scheme (PTAS) for the strip packing problem with 90◦ rotations on
instances with optimum value OPTSP ≥ 1.
Concerning inapproximability, it has been shown in [24] that there is no approximation algorithm for the strip packing
problemwithout rotations with an absolute approximation ratio smaller than 3/2 unless P=NP. In this paper we show that
the same inapproximability bound also applies to the problem with 90◦ rotations.
1.1. Overview of the algorithm and organization of the paper
In Sections 2–6 we describe our algorithm for the rectangle packing problem without rotations. The algorithm for the
problem with rotations is explained in Section 6.4. Finally, our algorithms for the strip packing problem are presented in
Section 7. As the rectangle packing algorithm is rather complicated, we first present an overview of the algorithm.
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The first main contribution of this work is a proof that there is a near optimal solution for the rectangle packing problem
that has a simple structure. This is a crucial fact, as our approximation algorithm only builds packings that have this same
simple structure. This proofmakes use of some ideas (partitioning the set of rectangles, creating a gap in the sizes of different
rectangle partitions, rounding the dimensions and positions of some of the rectangles, shifting rectangles to simplify the
structure of the packing) the that have been used previously for other packing and scheduling problems [25,22,2,26].
We first consider an optimum solution S∗ for the rectangle packing problem. This solution undergoes three changes,
described in detail in Section 2. First, the set of rectanglesR∗ in this solution is partitioned by length into long,medium length,
and short rectangles, and bywidth into wide, mediumwidth, and narrow rectangles. This partitioning is made in such away
that the medium rectangles have small profit. Such rectangles are discarded, thus, loosing a small fraction of the total profit
(but this creates a gap between the dimensions of the rectangles in the remaining partitions that will allow our algorithm to
deal with each one of these groups independently). Second, the long rectangles have their lengths and horizontal positions
rounded up. (This reduces the number of different possible packing that our algorithm needs to consider.) Third, most of the
short-wide rectangles are packed into a constant number of rectangular regions, called containers, of fixed length. There is
only a small number of possible widths for these containers (this will allow our algorithm to build containers of the same
dimensions as those in the near-optimum solution), and the short-wide rectangles not packed in them have very small
profit, so they are discarded.
In Sections 3–5 our rectangle packing algorithm is described. In Section 3 we indicate how to select the rectangles that
will be packed in the bin. As mentioned already, the algorithm only considers packings with the simple structure detailed in
Section 2. Since the long rectangles have had their lengths rounded, there is only a constant number of different lengths for
them. For each possible length `i, the algorithm needs to determine the total width of the rectangles of length `i that will
be packed. This step is described in Section 3.1. Then, a knapsack algorithm is used to select the actual set of long rectangles
that will be placed in the bin.
As for the short rectangles, we use an algorithm for packing rectangles with large resources described in [11] to select
(and actually pack) the short rectangles that will be placed in the containers. The remaining space in the bin, that will not be
used by long rectangles or containers, will be used to pack short-narrow rectangles; a knapsack algorithm is used to select
these rectangles, as described in Section 3.2.
Once a set of rectangles has been selected, the next step is to compute a packing for them. First, our algorithm determines
the positions where the long rectangles and the containers will be placed in the bin. This is done by solving a linear program
that gives the positions for the containers and yields a fractional packing for the long rectangles. The linear program is
described in Section 4.
The fractional packing for the long rectangles is transformed into a feasible packing by using a simple greedy procedure.
This transformation requires the removal of a small set of long rectangles of low profit. Finally, the short, narrow rectangles
are packed in the bin byusing the First Fit DecreasingWidth algorithm, as described in Section 5. The analysis of the algorithm
is presented in Section 6.
2. Existence of near-optimum packings with simple structure
The first step in the design of our rectangle packing algorithm is to show that there are near-optimum solutions with a
simple structure, as described in Corollary 2.1. This fact greatly reduces the size of the search space for the problem, as our
algorithm only needs to consider feasible solutions with that structure. Later we show how to explore the search space to
find a solution of near optimum value in polynomial time.
2.1. Partitioning the set of rectangles
Let
′ = min{1/2, /4}, (1)
where  is the desired precision for the solution. We assume that 1/′ is integral and a multiple of 2, otherwise we can
simply round ′ down to the largest value of the form 1/(2a) ≤ ′, for a integer. Consider an optimum solution S∗ for the
rectangle packing problem. Let R∗ be the subset of rectangles selected by this optimum solution, and let the total profit of
this solution be OPT =∑Ri∈R∗ pi.
Let σ1 = ′ and σk = (σk−1)1+9/σ 2k−1 for all integers k ≥ 2. For each k ≥ 2, we define the following sets of rectangles:
R∗k = {Ri ∈ R∗ | wi ∈ (σk, σk−1] or `i ∈ (σk, σk−1]}.
Each rectangle Ri belongs to at most two of these sets, so∑
k≥2
∑
Ri∈R∗k
pi ≤ 2OPT . (2)
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Hence, there must be an index τ ∈ {2, . . . , 4/′ + 1} such that profit(R∗τ ) ≤ (′/2)OPT , where profit(R∗τ ) =
∑
Ri∈R∗τ pi. To
see this, note that if such an index τ does not exist, then
∑4/′+1
k=2 profit(R
∗
k ) >
4
′
′
2 OPT = 2OPT , contradicting (2). Let
δ = στ and s = 9/δ2 + 1. (3)
Weuse these values δ and s to partition the set of rectangles in three groups according to their lengths:L = {Ri ∈ R | `i >
δ},H = {Ri ∈ R | `i ≤ δs}, andM` = {Ri ∈ R | `i ∈ (δs, δ]}. Then, we consider the widths of the rectangles and partition
them into three additional groups:W = {Ri ∈ R | wi > δ}, N = {Ri ∈ R | wi ≤ δs}, andMw = {Ri ∈ R | wi ∈ (δs, δ]}.
Observe that a rectangle belongs to exactly two of the above groups. The rectangles inL,H ,W , andN are called long, short,
wide, and narrow, respectively (thus, there are long-wide, long-narrow, short-wide, and short-narrow rectangles). We also
defineL∗ = L ∩ R∗,H∗ = H ∩ R∗,M∗` =M` ∩ R∗,W∗ = W ∩ R∗,N ∗ = N ∩ R∗, andM∗w =Mw ∩ R∗.
Since δ = στ and δs = στ+1, then M∗` = {Ri ∈ R∗ | `i ∈ (στ+1, στ ]}, M∗w = {Ri ∈ R∗ | wi ∈ (στ+1, στ ]}, and
M∗` ∪ M∗w = R∗τ . Therefore, we deem these rectangles as non-important as their total profit is at most (′/2)OPT . Let
us discard the rectangles inM∗` ∪M∗w from the optimum solution, creating a gap, (στ+1, στ ], between the lengths of the
rectangles inL∗ andH∗, and between the widths of the rectangles inW∗ andN ∗. This separation between the setsL∗ and
H∗, andW∗ and N ∗ is critical as it will allow us to deal independently with rectangles from different groups, as we show
below.
Note that even when an optimum subset R∗ of rectangles is not known, we can still assume that the value of τ is known.
This is because there is only a constant number, 4/′, of possible values for τ . Thus, in our algorithm we simply try all these
values (increasing the time complexity of the algorithm by only a constant factor); among all the solutions computed with
these different values for τ , the algorithm chooses one with maximum profit.
2.2. Rounding the lengths of the long rectangles
We round up the length of each long rectangle Ri ∈ R∗ to the nearest multiple of δ2. Then, we set the origin of a Cartesian
system of coordinates at the left-bottom corner of the bin. In the optimum solution S∗ we shift the rectangles horizontally
to the right until all the long rectangles have their corners placed at points (x, y) where the x coordinates are multiples of
δ2 (see Fig. 1).
Since each long rectangle has length at least δ, the two above transformations increase the length of the packing by at
most 1
δ
(2δ2) = 2δ. Accordingly, let us increase the length of the bin B to 1 + 2δ. This rounding and shifting limits the set
of possible lengths for the long rectangles in R∗ and the set of possible positions for their left sides in an optimum packing,
while increasing the length of the bin by only a slight amount. These facts will aid us in selecting and packing a subset of
long rectangles to produce a near-optimum solution for our problem.
2.3. Containers for short rectangles
Let us draw vertical lines across the bin B spaced by δ2 (since the length of each long rectangle is a multiple of δ2, the
left and right sides of a long rectangle lie along two of these lines). These lines split the bin into a set of at most (1+ 2δ)/δ2
vertical strips, that we call slots. A container C is defined as the rectangular region in a slot whose upper boundary is either
the lower side of a long rectangle or the upper side of the bin, and whose lower boundary is either the upper side of a long
rectangle or the lower side of the bin (see Fig. 1).
Consider a container c in the optimum solution S∗ as shown in Fig. 1. Note that the two vertical sides of a containermight
be crossed by short rectangles. We can remove these rectangles through a shifting technique that decreases the total profit
of the rectangles packed in c by only a small amount. To do this, let us first allocate all small rectangles crossing the border
between two containers c and c ′ to the container that appears on the right. Then, we divide c into vertical strips spaced
by a distance 3δs. The number of these strips is δ2/(3δs) > 1/(4′). Therefore, there must be a strip s′ for which the total
profit of the short rectangles completely contained in the strip is at most 
′
4 OPT (c), where OPT (c) is the total profit of the
rectangles assigned to c in the optimum solution S∗. Let us remove all short rectangles completely contained in s′, creating
in c an empty vertical gap of length at least δs. Now, we can move all small rectangles crossing the left boundary of c to this
empty gap (see Fig. 1).
By performing the above process over all containers we loose profit at most 
′
4 OPT , but now no short rectangle crosses
the boundary of a container. Let S∗c be the set of rectangles that remain in container c.
For the sequel, we only consider containers storing at least one short-wide rectangle inside them. Notice that any solution
for the rectangle packing problem has a constant number O(1/δ3) of such containers, since each container has length δ2,
width at least δ and, therefore, area at least δ3.
Consider one such container C storing at least one short-wide rectangle in the optimum solution S∗. Let us momentarily
forget about the short-narrow rectangles in C . Now, compute the distance from the bottom side of each short-wide rectangle
in C to the bottom of C , and then sort the rectangles in non-decreasing order of these distances. Take the rectangles in
this order and shift them down until they touch either the bottom of C or the top of another rectangle. After shifting the
rectangles, we get a new feasible packing for them (see Fig. 2). Let wmax(C) be the width of this new packing, i.e., all the
314 K. Jansen, R. Solis-Oba / Discrete Optimization 6 (2009) 310–323
Fig. 1. Shifting the rectangles and discarding short rectangles crossing slot boundaries. Long rectangles appear in darker shade.
a b
Fig. 2. (a) A container C . R1 , R2 , R3 , R4 , R5 , and R6 are short-wide rectangles. (b) The container after shifting down the short-wide rectangles.
rectangles are contained in the bottom part of C up to width wmax(C). Note that wmax(C) is the sum of the widths of a
constant number, at most 1/δ, of short-wide rectangles.
We now consider again all rectangles S∗C as they were originally packed in C and, then, round the width of C down to
the nearest value of the formwmax(C)+ iδs, where i is an integer value. By doing this some of the rectangles from S∗C might
not fit in C anymore. In order to ensure that all these rectangles still fit, we need to increase the length of C . The following
results show that the length of the container only needs to be increased by a small amount.
Lemma 2.1 (From [2]). For any value  > 0, a set R of rectangles, each of length andwidth atmost 1, can be packed in polynomial
time in a strip of unit width and length at most area(R)(1+ )+ (4(2+ 2)2/2 + 1)∆, where area(R) is the total area of the
rectangles in R and∆ is the maximum length of the rectangles of width smaller than .
Lemma 2.2. The rectangles in S∗C can be packed in a container C ′ of width w′ and length δ2 + 2δ4, where w′ is the width of C
rounded down to the nearest value of the formwmax(C)+ iδs, for an integer value i ≤ n.
Proof. Note that by the way in whichwmax(C)was defined, all short-wide rectangles in S∗C fit in the modified container C ′.
Therefore, we can pack all the rectangles from S∗C in C ′ as follows. First we multiply by 1/w′ the width and length of each
rectangle in S∗C . We do the same thing with the dimensions of C ′, so that C ′ has unit width. Then, by Lemma 2.1 with  = δ2,
the scaled rectangles can be packed in a strip of unit width and length at most
area(S)(1+ δ2)+
(
4(2+ δ2)2
δ2
+ 1
)
δs/w′ = area(S)(1+ δ2)+ 16+ 17δ
2 + 4δ4
δ2
δs/w′
< area(S)(1+ δ2)+ 17δs−2/w′, as ′ ≤ 1/2 and so δ ≤ (1/2)36,
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where area(S) is the total area of the scaled rectangles, which is at most (w′+ δs)δ2/(w′)2. By re-scaling the rectangles back
to their original sizes, the width of the strip reduces tow′ and its length is
(w′ + δs)δ2(1+ δ2)
w′
+ 17δs−2 ≤ δ2 + δ4 + δs+1(1+ δ2)+ 17δs−2, sincew′ ≥ δ
< δ2 + 2δ4, since δ ≤ (1/2)36 and so, s ≥ 9× 236. 
By Lemma 2.2 every container C storing short-wide rectangles can be replaced by a container C ′ of length atmost δ2+2δ4
and whose width is of the form wmax(C) + iδs. By using the same shifting technique described above we can decrease the
length of C ′ down to δ2 while discarding only a subset of rectangles of very small profit: We split the container C ′ into strips
of length 4δ4, obtaining b(δ2+ 2δ4)/(4δ4)c = 1/(4δ2) strips of length 4δ4 and one strip of length at most 4δ4. If a rectangle
packed inside C ′ crosses the boundary between strips, we assign the rectangle to the strip that appears on the right. The
other rectangles are assigned to the strip that completely contains them. There is at least one strip whose rectangles have
profit at most 4δ2OPT (C). If we eliminate this strip from C ′ we create a gap of length at least 4δ4 − 2δs > 2δ4 inside C ′.
Therefore, the remaining rectangles fit into the original container C of length δ2. Note that if we do this on all containers, we
loose in total profit of value at most 4δ2OPT ≤ (′/4)OPT .
Corollary 2.1. There is a set R+ of rectangles of total profit at least (1−′)OPT and a packing S+ for them in a bin of width 1 and
length at most 1+ 2δ such that
• every long rectangle in R+ has its length rounded up to the nearest multiple of δ2 and it is positioned so that its left side is at
a position x that is a multiple of δ2, and
• each container C storing at least one short-wide rectangle has length δ2 and widthwmax(C)+ iδs, wherewmax(C) is the sum
of the widths of at most 1/δ short-wide rectangles and i ≤ n is a non-negative integer value.
3. Rectangle selection
Our algorithm for the rectangle packing problem only considers packings with the structure described in Corollary 2.1.
Among all the packings produced, the algorithm selects one with highest profit. We describe in this section the first step of
the algorithm: How to select the set of rectangles that is going to be packed in the bin. In subsequent sections we show how
to actually pack the selected rectangles in the bin.
As described in Section 2.1, our algorithm tries all possible values {2, 3, . . . , 4/′ + 1} for τ . Let us consider one of these
values for τ and define the sets L, M`, H , W , Mw , and N as described above. Let us assume that for this choice of τ ,
profit(M` ∪Mw) ≤ (′/2)OPT . The rectangles inM` ∪Mw are ignored, so our algorithm only needs to deal with 3 disjoint
classes of rectangles: long (L), short-wide (H ∩W ), and short-narrow (H ∩N ).
3.1. Selecting long rectangles
To describe our selection of long rectangles, let us first assume that we know an optimum solution S∗ for the rectangle
packing problem. Let R∗ be the set of rectangles selected by this optimum solution. Since the number of long rectangles
in R∗ could be very large, we cannot simply enumerate all subsets of long rectangles from R to find the set R∗ ∩ L of long
rectangles in the optimum solution. Instead, we show below how to select a set of long rectangles of nearly the same profit
and area as the long rectangles in R∗.
We round up the length of each long rectangle to the nearest multiple of δ2 as described in Section 2.2. For any constant
valueK > 0, let L∗K be the set formed by theK long rectangles in R∗ of largest profit. The reason for introducing this parameter
K will become apparent later when we analyze the packing produced by the algorithm for the selected set of rectangles. Let
L¯∗K = (R∗ ∩L) \ L∗K be the remaining long rectangles in R∗, and let L¯∗Ki be the subset of L¯∗K formed by rectangles of length iδ2,
for each i = 1/δ, 1/δ + 1, . . . , 1/δ2. For each set L¯∗Ki, letw(L¯∗Ki) be the total width of the rectangles in it.
For any constant value K , the set L∗K is, of course, not known. However, since L
∗
K contains only a constant number K of
rectangles, our algorithm can construct in polynomial time all O(nK ) subsets of K long rectangles from R; clearly, one of
these sets must be equal to L∗K . For each possible selection of L
∗
K , we can find good approximations for the valuesw(L¯
∗
Ki) and
for the corresponding sets L¯∗Ki as follows.
• If set L¯∗Ki has at most 1/δ4 rectangles, then our algorithmwill simply try all O(n1/δ4) different subsets of at most 1/δ4 long
rectangles of length iδ2. One of these sets will be L¯∗Ki.• If L¯∗Ki has more than 1/δ4 rectangles, the algorithm first considers all subsets of Rwith 1/δ4 rectangles of length iδ2. One
of these subsets will coincide with the set S∗Ki of 1/δ4 widest rectangles in L¯
∗
Ki. Take a rectangle R
∗
` ∈ S∗Ki with lowest profit
(such a profit is at most δ4 profit(L¯∗Ki)) and use as approximations for w(L¯
∗
Ki) all values of the form $ + kw(R∗`), where
$ = ∑R∗j ∈S∗Kiw(R∗j ), k ∈ {0, . . . , n − 1/δ4}, and w(R∗j ) is the width of rectangle R∗j . Note that w(L¯∗Ki) must be in the
interval [$ + xw(R∗`),$ + (x+ 1)w(R∗`)] for some integer 0 ≤ x ≤ n− δ−4. If we remove R∗` from L¯∗Ki, the total width
of the rectangles in L¯∗Ki would be at most$ + xw(R∗`) and their profit would be at least (1− δ4)profit(L¯∗Ki).
316 K. Jansen, R. Solis-Oba / Discrete Optimization 6 (2009) 310–323
Corollary 3.1. For each i = 1/δ, 1/δ + 1, . . . , 1/δ2, we can find in polynomial time a set Λi of O(n1/δ4+1) values of the form
$ + xw`, where$ is the sum of widths of the rectangles in a set S ⊆ R of at most 1/δ4 rectangles of length iδ2,w` is the width
of a rectangle R` ∈ S of minimum profit, and x ∈ {0, 1, . . . , n− 1/δ4}. This set Λi is such that there is a value$ ∗ + x∗w` ∈ Λi
such that $ ∗ + x∗w` < w(L¯∗Ki) ≤ $ ∗ + (x∗ + 1)w`, andw` is the width of a rectangle of profit at most δ4 profit (L¯∗Ki).
For each L¯∗Ki, set Λi contains O(n1/δ
4+1) possible bounds for its width w(L¯∗Ki). Our algorithm will try all these bounds,
and since there are fewer than 1/δ2 sets L¯∗Ki, the total number of possible bounds that the algorithm needs to try is
O((n1+1/δ4)1/δ2), which is polynomial in n. Note that by Corollary 3.1, among these bounds there is a set {b∗1, b∗2, . . . ,
b∗
1/δ2−1/δ+1} of them such that for each i = 1/δ, 1/δ+!, . . . , 1/δ2, b∗i = $ ∗ + x∗i w∗i ≤ w(L¯∗Ki) ≤ $ + (x∗i + 1)w∗i .
For each possible bound bi for w(L¯∗Ki) the algorithm needs to select a subset of rectangles of width at most bi and high
profit to pack in our solution. To do this selection we use Lawler’s polynomial time approximation scheme for the knapsack
problem, [18], using the set of rectangles of length iδ2 as input: the desired precision used in Lawler’s algorithm is δ, the
width of each rectangle is used as its size, and bi is the capacity of the knapsack.
By Corollary 3.1, among all O(n1/δ
4+1) sets selected by our algorithm, at least one of them must have profit at least
(1 − δ)(1 − δ4)profit(L¯∗Ki) and total width no larger than w(L¯∗Ki). Therefore, among the rectangle selections made by our
algorithm for all sets L¯∗Ki, one of them will include rectangles of total profit at least (1 − δ)(1 − δ4)
∑1/δ2
i=1 profit(L¯
∗
Ki) ≥
(1− 2δ)∑1/δ2i=1 profit(L¯∗Ki).
We note that in total, our algorithm must select O(nK+(1+1/δ4)/δ2) different sets of long rectangles.
3.2. Selecting short-wide and short-narrow rectangles
Let C+sw be the set of containers in the near optimal solution S+ (as described in Corollary 2.1) that store short-wide
rectangles. By Corollary 2.1, |C+sw| ≤ 1/δ3 and each container C ∈ C+sw has length δ2 and width of the form wmax(C) + iδs,
where wmax(C) is the sum of widths of at most 1/δ short-wide rectangles and i ≤ n is an integer value. Therefore, the
number of different possible widths for containers in C+sw is O(n1/δ+1), which is polynomial in n.
Since we do not know the set C+sw , our algorithm will build packings with 0, 1, 2, . . . , δ−3 containers, and for each
container the algorithm will try all O(n1/δ+1) possible widths. Clearly, one of these sets of containers must be identical
to C+sw . Consider such a choice of containers along with a selection SL of long rectangles, as described in the previous section,
such that (a) the profit of SL is at least (1− ) times the profit of the long rectangles selected in S+ and (b) the total width
of the long rectangles of length iδ2 in SL is no larger than the total width of the corresponding long rectangles in S+, for all
i = 1/δ, 1/δ + 1, . . . , 1/δ2.
Let Asn be the area of the bin of width 1 and length 1 + 2δ minus the area of the rectangles in SL and minus the area of
the containers in C+sw . Note that Asn is no smaller than the total area of the short-narrow rectangles packed by S+ outside
the containers from C+sw . We choose a set of short-narrow rectangles to pack outside C+sw by using again Lawler’s algorithm
[18], with precision , and using the area of each rectangle as its size and Asn as the capacity of the knapsack. The profit of
this set of rectangles is at least (1− ) times the profit of short-narrow rectangles packed by S+ outside C+sw .
The next step is to choose short-wide and short-narrow rectangles to be packed inside the containers in C+sw . To do this
we use the algorithm of Fishkin et al. from [11] for packing problem with large resources; this algorithm can select and
pack a near-optimum profit set of rectangles into a container of length at least 1/(′)3 times the length of any rectangle. In
our case, to be able to use this algorithm, we require the length, δ2, of each container C ∈ C+sw to be at least δs/(′)3. Since
′ ≤ 1/2, then δ ≤ (1/2)36 and s ≥ 9× 236; therefore, δ2 ≥ δs/(1/2)3 ≥ δs/(′)3, as required.
The algorithm in [11] was designed to pack rectangles in a single container, but a straightforward extension allows it to
consider a constant number of containers. The total profit of the short rectangles selected by Lawler’s algorithm and by the
algorithm in [11] is at least (1− ′) times the total profit of the short rectangles selected by S+.
Note that in total, our algorithm will select O(n(1+1/δ)/δ3) different sets of containers and short rectangles.
4. Positioning long rectangles and containers
Asdescribed in Section 3.2, our algorithmwill selectO(nK+(1+1/δ4)/δ2+(1+1/δ)/δ3)different sets of containers and rectangles
that it will try to pack in the bin. Let L be one of these sets of rectangles and let C be the chosen set of containers. In order to
try to find a valid packing for L we first need to determine the positions where the rectangles will be packed in the bin. To
this end, let us split the bin into vertical slots of length δ2.
Let C ∈ C be one of the containers selected by our algorithm and let SC be the set of short-wide and short-narrow
rectangles that our algorithm packed in C , as described in Section 3.2. Let us remove from L all the rectangles in SC and
replace them with a single new rectangle RC of the same width and length as C . The same is done for all containers in C , so
now L contains only long rectangles, rectangles replacing containers of C, and short-narrow rectangles.
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Fig. 3. Packing for a set of rectangles and containers, and the induced snapshots.
It is interesting to mention that the problem of packing the rectangles from L in the bin can be viewed as a scheduling
problem: Each slot corresponds to a machine and every rectangle is a job. A long rectangle of length iδ2 is a job that requires
the use of i consecutivemachines. A container fromC represents a job that needs onemachine, and any set of short rectangles
of total length at most δ2 corresponds to a set of jobs that can be simultaneously processed by one machine. The processing
time of each job is equal to the width of the corresponding rectangle. The goal is to minimize the makespan.
Todetermine thepositionswhere long rectangles and containerswill be packed,wewill first compute a fractional packing
for them. In this packing, we ensure that all containers and a large set of long rectangles of high profit are not split by the
fractional packing. This is a crucial property of our algorithm, as we show below that we can find a fractional packing for L
that splits only a small number of low profit rectangles; discarding these rectangles yields a valid packingwhile only slightly
affecting the profit of the solution.
We use a linear program to construct the fractional packing. To understand this linear program we first need to define
some concepts. Let L′ ⊆ L be the set formed by all rectangles corresponding to the containers of C and the K long rectangles
of highest profit in L. A slot assignment for L′ is a mapping f : L′ → 2M , whereM = {1, . . . , (1+ 2δ)/δ2} is the set of slots,
such that for each rectangle Rj ∈ L′, f (Rj) is a consecutive set of γj slots, where γjδ2 is the length of Rj. Note that since the
number, (1 + 2δ)/δ2, of slots is constant, the number of different mappings f is constant, at most ((1 + 2δ)/δ2)|L′|. The
algorithm considers all these mappings, and for each one of them it tries to compute a packing for L that is consistent with
themapping. If no packing is found, then the set L is discarded and a different set of rectangles is selected as described above.
At the end, the packing with the largest profit is finally selected by our algorithm.
Consider a packing S for L′ according to a slot assignment f . Let us imagine a horizontal line that moves from the bottom
to the top of the bin sweeping the packing S. A snapshot is any set of rectangles from L′ that is simultaneously intersected
by this line (see Fig. 3). Every rectangle Rj ∈ L′ appears in a sequence of consecutive snapshots SHOT (αj), . . . , SHOT (βj),
where SHOT (αj) is the first snapshot and SHOT (βj) is the last snapshot that contains Rj. Here, we index the snapshots from
the bottom to the top of the bin as shown in Fig. 3. For example, in Fig. 3, R2 appears in snapshots 2 and 3, so α2 = 2 and
β2 = 3.
Partition the rectangles in L \ L′ into two groups: Lsn containing the short-narrow rectangles, and Llo containing the long
rectangles. Let m′(i) be the set of slots occupied by the rectangles from L′ in snapshot SHOT (i). Then, M \ m′(i) is the set
of free slots inside snapshot SHOT (i) that can be used to pack the rectangles in Lsn ∪ Llo. Let F be the family formed by all
possible subsets of slots.
For each possible set F ∈ F of free slots let us define a configuration (SN,Π) as a tuple where SN is a subset of F andΠ
is a partition of F \ SN into sets of consecutive slots. Let cF ,i, i = 1, . . . , nF , denote all possible configurations for F , and let nF
be the number of these configurations. Given a configuration cF ,i = (SNF ,i,ΠF ,i), the first set SNF ,i of slots will be reserved
to pack rectangles from Lsn; every subset of slots F ′ ∈ ΠF ,i of cardinality `will be reserved for packing long rectangles from
Llo of length `δ2. Let nF ,i(`) be the number of subsets of cardinality ` inΠF ,i.
To pack the sets of rectangles Lsn and Llo, we first use a linear program to assign them to slots. To describe this linear
program, we need a variable xF ,i for each configuration cF ,i, denoting the total width of the snapshots where the free slots
are allocated according to cF ,i. Hence, the area reserved by a configuration cF ,i to pack short-narrow rectangles is |SNF ,i|δ2xF ,i.
LetWi(Llo) be the total width of the long rectangles of length iδ2 in Llo, for all i = 1/δ, . . . , 1/δ2, and let Asn be the total
area of the short-narrow rectangles in Lsn. Since |L′| ≤ K + δ−3, the maximum number of snapshots in any packing for L′ is
at most g = 2(K + δ−3).
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Fig. 4. Packing long rectangles and short narrow rectangles into the snapshots. R1, R2, R3 ∈ L′; C1 and C2 are containers from C+sw .
For each rectangle Ri ∈ L′ we try all possible values αi, βi for the first and last snapshots where Ri can be packed. Since
L′ has only a constant number (at most K + δ−3) of rectangles then there is only a constant number (at most g2(K+δ−3)) of
different possible assignments of starting and ending snapshots for the rectangles in L′.
Let f be a slot assignment for L′ and let α, β be assignments of starting and ending snapshots for the rectangles in L′.
We use the following linear program to allocate rectangles to slots and snapshots. In the linear program, variable ti is the
sum of widths of the first i snapshots; variable eF is the total width of the snapshots where the set of slots not occupied by
rectangles from L′ is F .
LP(f , α, β) : t0 = 0, tg ≤ 1
ti ≥ ti−1 i = 1, . . . , g
tβj − tαj−1 = wj ∀Rj ∈ L′∑
i:F=M\m′(i)
(ti − ti−1) = eF ∀F ∈ F
nF∑
i=1
xF ,i ≤ eF ∀F ∈ F∑
F∈F
nF∑
i=1
nF ,i(`)xF ,i ≥ W`(Llo) ` = 1, . . . , |M|∑
F∈F
nF∑
i=1
|SNF ,i|δ2xF ,i ≥ Asn
xF ,i ≥ 0 ∀F ∈ F , i = 1, . . . , nF .
The first three constraints ensure that the rectangles from L′ are completely packed in the bin. The next three constraints
guarantee that all long rectangles are (fractionally) allocated to empty space not occupied by L′. The seventh constraint
makes sure that the remaining space in the bin is at least as large as the total area of the short-narrow rectangles selected
for packing.
If LP(f , α, β) has no feasible solution, then we discard the slot and snapshot assignments f , α, and β .
5. Generating a packing
Let (t∗, e∗, x∗) be a feasible solution for the above linear program. Now we show how to transform this solution into
a valid packing for the rectangles (for an illustration of a valid packing see Fig. 4). For simplicity, let us remove from this
solution all snapshots [t∗i , t∗i+1) of zero width, i.e. the snapshots for which t∗i = t∗i+1. Let g∗ be the number of remaining
snapshots. Furthermore, without loss of generality wemay assume that all the configurations in which the set F of free slots
is F = M appear in the last snapshot [t∗g∗−1, t∗g∗); otherwise, we can simply shift these configurations there.
5.1. Packing the long rectangles
Each rectangle Ri ∈ L′ is placed in the snapshots f (Ri) so that its bottom is at distance t∗αi−1 from the bottom of the bin.
Notice that no rectangle from L′ is split. To pack the other long rectangles Llo, consider one by one the snapshots [t∗a , t∗a+1),
starting with [t∗0 = 0, t∗1 ). For each snapshot [t∗a , t∗a+1), m′(a + 1) is the set of slots used by the rectangles in L′. For this
snapshot, we consider all the configurations cF ,i with xF ,i > 0 corresponding to the set of free slots F = M \ m′(a + 1),
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ordered so that all configurations cF ,i = (SN,Π)with the same set SN appear in consecutive positions. This will ensure that
a contiguous block of |SN| slots will be available inside the snapshot to process short-narrow rectangles.
Let R` = {R`,1, . . . , R`,n`} ⊆ Llo be the set of long rectangles of length `δ2, for every ` = 1, . . . , 1/δ2. Let y∗a+1 be the
width of snapshot [t∗a , t∗a+1). Take the first configuration cF ,i = (SNF ,i,ΠF ,i) in the above ordering, for which x∗F ,i > 0. Then,
select for each set X ∈ ΠF ,i the first not-yet (completely) packed rectangle R`,j ∈ R` with ` = |X |. This rectangle is packed
inside snapshot [t∗a , t∗a+1) in the set of slots X . This can be done, since X is a consecutive set {x, x+ 1, . . . , x+ `− 1} of slots.
Additional rectangles R`,j+1, R`,j+2, . . . are packed in the slots X inside snapshot [t∗a , t∗a+1) until either the total width of the
selected rectangles is at least y∗ = min(x∗F ,i, y∗a+1), or all rectangles in R` are packed. If the total width of the rectangles
selected is larger than y∗, then the last selected rectangle is split so that the width of the rectangles is exactly y∗.
The above process is repeated for all sets X ∈ ΠF ,i. If x∗F ,i < y∗a+1, we set y∗a+1 ← y∗a+1 − x∗F ,i; then we consider the next
configuration cF ,i′ with xF ,i′ > 0 and pack long rectangles as described above. Otherwise, we set x∗F ,i ← x∗F ,i − y∗a+1 and then
continue packing according to configuration cF ,i in the next snapshot [t∗a+1, t∗a+2).
5.2. Packing the short-narrow rectangles
After (fractionally) packing the long rectangles Llo, the next step is to place the small-narrow rectangles Lsn in the empty
spaces remaining in the bin. Note that all configurations cF ,i with the same first component SNF ,i within an interval [t∗a , t∗a+1)
leave a reserved area of total width |SNF ,i|δ2 for packing short-narrow rectangles. This reserved area gets split by L′ and Llo
into atmost |M|/2+1 rectangular blocks B1, B2, . . . , Bk. In each blockwepack a subset of short-narrow rectangles as follows.
In those blocks Bj of width b < 4δs−1 it might not be possible to pack any short-narrow rectangles. Thus, our algorithm
will not pack anything there. In the next section we bound the total loss in profit incurred by the algorithm by leaving these
blocks empty.
Let Bj have length dδ2 and width b ≥ 4δs−1. Take short-narrow rectangles off Lsn an put them in a set S until their total
area is at least dδ2b. Since each short-narrow rectangle has area at most δ2s, then the total area of S is AREA(S) < dδ2b+ δ2s.
We use the First Fit Decreasing Width (FFDW) algorithm [1] to pack the rectangles of S into block Bj. The following result
from [1] can be used to determine how many rectangles from S the FFDW algorithm can pack in Bj.
Lemma 5.1 ([1]). Let S ′ be a set of rectangles, each of length andwidth atmost∆. FFDWcan pack these rectangles in a rectangular
bin of length 1 and width FFDW (S ′) ≤ AREA(S ′)(1+∆)+∆.
Since all rectangles in S have width and length at most δs, FFDW can pack S into a bin of length dδ2 and width at most
AREA(S)(1 + δs)/(dδ2) + δs = (dδ2b + δ2s)(1 + δs)/(dδ2) + δs ≤ b + 3δs. In other words, if we use FFDW to pack S into
block Bj, then a subset of rectangles of total area at most 3δs × dδ2 might not fit in it. Note that the total profit of these
unpacked rectangles could be large; therefore, we need to modify our packing algorithm to ensure that our solution has a
large profit. First, we use FFDW to pack all the rectangles of S into a block of length dδ2 and width b+ 3δs. Then, divide the
block into horizontal strips of width 4δs. This partitions S into at least 1/δ disjoint groups (in this partition, if a rectangle
from S intersects the top side of a strip, then we consider that it belongs to the strip that is above). One of these groups
must have profit at most δ× profit(S). This low profit group is removed from the packing, so the remaining rectangles fit in
block Bj.
5.3. The complete algorithm
Algorithm RectanglePacking (R, )
Input: Set R of rectangles and precision 
Output: A packing for a subset of rectangles of profit (1− )OPT in a bin of unit width and length 1+ .
1. set ′ ← /4 and round down to largest value 1/2a ≤ ′ for a integer.
2. Repeat Steps 3–12 for each value τ ∈ {2, . . . , 4/′ + 1}.
3. Set δ← στ , where στ is as defined in Section 2.1 and set |M| ← 1+2δδ2 . Then, increase the length of the bin to 1+ 2δ.
4. Partition R into setsL,M`,H ,N ,Mw , andW , and discard all rectangles inM` ∪Mw .
5. Round up the length of every long rectangle to the nearest multiple of δ2.
6. Repeat Steps 7–12 for each value K ∈ {1, 2, . . . , (2|M|)|M|+d1/′e+3}.
7. Repeat Steps 8–12 for each selection LK of long rectangles as described in Section 3.1 (that has at least one feasible
packing into the augmented bin of width 1 and length 1+ 2δ).
8. Repeat steps 9–12 for each possible choice C+sw of containers and their widths, as described in Section 3.2.
9. Select a subset of short-narrow rectangles to pack outside the containers ofC+sw , as described in Section 3.2.
10. Use the algorithm in [11] to select and pack a subset of short rectangles in each container of C+sw .
11. Solve the linear programs LP(f , α, β) for each possible slot assignment f and snapshot assignments α, β
for the containers of C+sw and LK .
12. If LP(f , α, β) has a solution, then pack the long rectangles as described in Section 5.1, and then pack the
short-narrow rectangles as described in Section 5.2.
13. Output the packing found of largest profit.
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6. Analysis of the algorithm
6.1. Split long rectangles
The number of configurations (SN,Π) is at most (2|M|)|M|, since there are 2|M| different subsets SN of M and there are
BM ≤ |M||M| different partitions Π of M , where BM is the Mth Bell number [27]. Observe that the algorithm described in
the previous sectionmight not produce a valid packing for the long rectangles in Llo since a subset, SPLIT, of these rectangles
might have been split into several pieces. Let us remove all the rectangles in SPLIT from the bin, thus obtaining a valid
packing. Now, we need to ensure that the profit lost by doing this is small. To determine the profit of SPLIT, let us first bound
the number of rectangles in it.
There are two cases when a long rectangle might be split: (1) inside a snapshot, when the packing algorithm changes
from one configuration to another one, and (2) at the end of a snapshot. Since there are at most (2|M|)|M| configurations,
and when changing from a configuration cF ,i = (SNF ,i,ΠF ,i) to a different configuration cF ,i′ no more than |M| rectangles
can be split (as ΠF ,i has fewer than |M| subsets), then case (1) causes at most (2|M|)|M|+1 long rectangles to be split.
Case (2) causes at most g∗(|M| − 1) ≤ 2(K + δ−3)(|M| − 1) long rectangles to be split. Therefore, SPLIT has size at most
(2|M|)|M|+1 + 2(K + δ−3)(|M| − 1) ≤ (2|M|)|M|+4 + 2K(|M| − 1). To bound the total profit lost by the removal of these
rectangles, we use the following result.
Lemma 6.1 ([28]). Let p1 ≥ p2 ≥ · · · ≥ pm be a sequence of positive numbers. Let c = 2(|M| − 1) and d = (2|M|)|M|+4. If
m > (d1/′ed + 1)(c + 1)d1/′e, then there is a constant K , 1 ≤ K ≤ (2|M|)|M|+d1/′e+3, such that pK+1 + · · · + pK+cK+d ≤
′
∑m
i=1 pi.
We use this result as follows. If n ≤ (d1/′ed+ 1)(c + 1)d1/′e then we set K = n, and hence there will not be any split
rectangles. However, if n > (d1/′ed + 1)(c + 1)d1/′e, then for each possible value 1 ≤ K ≤ (2|M|)|M|+d1/′e+3 let LK be
the set of long rectangles selected by our algorithm as described in Section 3.1 and let p1 ≥ p2 ≥ · · · ≥ pK be the profits
of these rectangles. By Lemma 6.1, for one of these values K , pK+1 + · · · + pK+(2|M|)|M|+4+2K(|M|−1) ≤ ′
∑K
i=1 pi. With this
choice of K , profit(SPLIT)≤ ′profit(LK ).
Notice that the rectangles in LK can be packed in an augmented bin of length 1 + 2δ; this is because we consider only
sets LK with a feasible packing. Therefore, LK can be partitioned into 3 disjoint subsets, each of which can be packed in a unit
size square bin (to see this, draw a vertical line through the middle of the bin; this partitions the rectangles into three sets:
the rectangles to the left of the line, the rectangles intersected by the line, and the rectangles to the right of the line). Hence,
profit(LK ) ≤ 3OPT , and profit(SPLIT ) ≤ ′ × profit(LK ) ≤ 3′OPT .
6.2. Unpacked short-narrow rectangles
Short-narrow rectangles were packed in the blocks Bi as described in Section 5.2, but our algorithm does not pack
anything in those blocks Bi that have width smaller than 4δs−1. To bound the total space wasted by the algorithm in these
blocks, let us first bound the total number of such blocks.
In the solution of LP(f , α, β) each snapshot could have up to |M|/2+1 ≤ |M| different blocks reserved for short-narrow
rectangles. Thus, there are at most g∗|M| ≤ 2(K + δ−3)|M| such blocks. However, when packing long rectangles in the
snapshots, we can create up to |M|/2+ 1 ≤ |M| additional blocks when changing from a configuration cF ,i = (SNF ,i,ΠF ,i)
to another configuration cF ,i′ = (SNF ,i′ ,ΠF ,i′)with SNF ,i 6= SNF ,i′ . Since for each set F ∈ F of free slots there are at most 2|M|
different first components for the configurations cF ,i, then at most 2|M|2|M||M| = 22|M||M| additional blocks can be created.
Therefore, in total there are at most (2K + 2δ−3 + 22|M|)|M| blocks for packing short-narrow rectangles.
The total area of blocks of width smaller than 4δs−1 and, thus, the total area wasted by the algorithm in these blocks is
then smaller than 4δs−1(2K+2δ−3+22|M|)|M|. Using the above bound for K , this area is at most 4δs−1[2(2|M|)|M|+d1/′e+3+
2δ−3 + 22|M|]|M| ≤ 4(4/δ2)4/δ2δs−1, where the last inequality follows from the definition of δ. Furthermore, (4/δ2)4/δ2 =
(2/δ)8/δ
2
< (1/δ)9/δ
2−2 since δ ≤ (1/2)10. Hence, the total area is at most
4(1/δ)9/δ
2−2δs−1 = 4δs−1−(9/δ2)+2 = 4δs−9/δ2+1 ≤ δs−9/δ2 ≤ δ, as s = 9/δ2 + 1.
This means that short-narrow rectangles of total area at most δ might not be packed by the algorithm. These rectangles
can be packed to the right of the bin using the FFDW algorithm. This increases the length of the bin by at most δ + δs < 2δ.
The total length of the bin is, then, at most 1+ 4δ.
6.3. Rectangle packing without rotations
Here, we prove Theorem 1.1 for packing rectangles without rotations. Algorithm RectanglePacking produces a large
number of packings, the best of which is finally selected by the algorithm. Consider this largest profit packing and the
iteration of the algorithm in which it is computed. In Step 7 of the algorithm a set LK of long rectangles of total profit at
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least (1 − 2δ)p+L is selected, where p+L is the profit of the long rectangles in a near-optimum solution S+ as described in
Corollary 2.1. In Step 10 the algorithm selects and packs in the containers a set of short rectangles of profit at least (1−′)p+C ,
where p+C is the total profit of the short rectangles packed in containers in S+. In Step 9 a set of short-narrow rectangles of
profit at least p+sn is chosen, where p+sn is the total profit of the short-narrow rectangles in S+ packed outside containers.
In Step 12 the long rectangles selected in Step 7 are packed in the bin and a subset of profit at most ′p+L is discarded.
Therefore, the total profit of the rectangles that are packed in the augmented bin [0, 1]× [0, 1+4δ] is at least (1−2δ)p+L +
(1− ′)p+C + p+sn − ′p+L − δp+sn ≥ (1− 3′)(p+L + p+C + p+sn) = (1− 3′)profit(S+) ≥ (1− 4′)OPT = (1− )OPT , where
OPT is the profit of an optimum solution.
The complexity of the algorithm is O(n(4/δ
2)5/δ
2
), where δ = O(1), as defined in (3).
6.4. Rectangle packing with 90◦ rotations
Now, let us consider the case where 90◦ rotations are allowed. Note that Corollary 2.1 is still valid, assuming that the
rectangles have been oriented as in an optimum solution S∗. However, the selection process described in Section 3 is more
complicated as now we need to determine the orientation for the rectangles.
In Sections 3.1 and 3.2 we used a knapsack algorithm (as the algorithm in [11] uses also a knapsack algorithm to select
thewide rectangles to pack in a container) to select the sets of long andwide rectangles to be packed in the bin. Now, instead
of a knapsack algorithm we use a multiple choice knapsack algorithm [18] to select these rectangles. In the multiple choice
knapsack problem we are given a set of items ij grouped into disjoint classes Nk. Each item ij has a profit pj and a weight
wj and the goal is to select a maximum profit set of items of total weight at most a given value K , such that at most one
item from each class is selected. For our rectangle selection problem the set of items corresponds to the set R of rectangles.
For each rectangle Rj we create a class Nj consisting of 2 items: Rj and Rj rotated 90◦. The PTAS in [18] can choose a set of
rectangles of nearly maximum total profit and bounded area, and it can also decide whether each selected rectangle must
be rotated or not.
In Section 3.1 we need to select the set of at most 1/δ4 widest rectangles in each set L¯∗Ki. We can do this by enumeration
as we did in the case without rotations, but now for each rectangle Ri we consider two cases: when it is rotated and when
it is not rotated.
For the short-narrow rectangles the situation is easier. Since we use an area argument to pack these rectangles (see
Sections 3.2 and 5.2), a rotation of these rectangles is not necessary. Once the rectangles to be packed and their orientations
have been selected, they are packed in the bin as described in Sections 4 and 5. This proves Theorem 1.1 for the case with
rotations.
7. Strip packing problem
7.1. APTAS for strip packing without rotations
Our algorithm for the rectangle packing problem can be used to design an asymptotic PTAS for the strip packing problem
without rotations. The best known algorithm for this problem, by Kenyon and Rémila [2], produces a solution of length at
most (1 + )OPTSP + O(1/2) for any  > 0, where OPTSP is the length of an optimum solution. Our algorithm achieves a
better additive constant by producing a solution of length at most (1 + )OPTSP + 1, but at the expense of a much higher
running time. Our algorithm for strip packing works as follows. Let R be the set of rectangles that needs to be packed in the
strip.
1. Use the algorithm of Steinberg [4] to pack R in a strip of length v ≤ 2OPTSP . Hence, v/2 ≤ OPTSP ≤ v. Set ε′ ← /5.
2. Consider all values v′ = v/2, (1 + ε′)v/2, (1 + 2ε′)v/2, . . . , v. Note that one of these values v∗ is such that OPTSP ≤
v∗ ≤ (1+ ε′)OPTSP . For each value v′ we scale the lengths of the rectangles by multiplying them by 1/v′ and define the
profit of each rectangle as its area; then, we use our rectangle packing algorithm to pack a subset of scaled rectangles
into a bin of unit width and length.
Observe that when v′ = v∗ there is a way of packing all scaled rectangles into an augmented bin and, thus, by
Theorem 1.1 for this value of v′ our algorithmmust be able to pack in the binmost of the rectangles; the scaled rectangles
that our algorithm cannot pack have total area at most ε′.
3. Find v∗, the smallest value v′ such that in the packing produced by our algorithm the total area of the set S of un-packed
(scaled) rectangles is at most .
4. Use the algorithm of Steinberg to pack S in a strip of width 1 and length at most  + 1/v∗.
5. In the packing produced in Step 2 for v′ = v∗, scale the rectangles back to their original lengths and append to this
packing the packing created in Step 4.
The total length of the packing produced is at most v∗(1+2ε′+1/v∗) = (1+2ε′)v∗+1 ≤ (1+ε′)(1+2ε′)OPTSP +1 ≤
(1+5ε′)OPTSP +1 = (1+)OPTSP +1, for ε′ ≤ 1. The running time of this algorithm is dominated by our rectangle packing
algorithm. This proves Theorem 1.2 for strip packing without rotations.
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7.2. APTAS and PTAS for strip packing with 90◦ rotations
We give now an approximation scheme for the strip packing problem with rotations. The previously best known
algorithm for this problem, by Jansen and van Stee [21], produces a solution of value at most (1 + )OPTSP + O(1/2)
for any  > 0, where OPTSP is the length of an optimum solution. As before, we assume that each rectangle has width
and length at most 1. First we use the Next Fit Decreasing Width (NFDW) algorithm to obtain a strip packing of length
v ≤ 2 Area(R) + maxRi∈Rmin(`i, wi) ≤ 3OPTSP . Note that v/3 ≤ OPTSP ≤ v. We set ε′ = (/4)2 and consider all values
v′ = v/3, v/3(1+ ε′), v/3(1+ ε′)2, . . . , v. For one of these values v∗ we have OPTSP ≤ v∗ ≤ (1+ ε′)OPTSP .
For each value v′ we construct a bin of unit width and length v′. Note that our rectangle packing algorithm works with
minormodifications also on bins that do not have unit length. Again when v′ = v∗ our algorithm packs almost all rectangles
into an augmentedbin ofwidth 1 and lengthv∗(1+ε′); only a subset S of total area atmostv∗ε′ is not packed. ThenuseNFDW
to pack S in a strip of width 1 and length at most 2ε′v∗ + min(1, v∗) (if v∗ < 1 then the additive term is the length of the
largest rectangle). The total length of the solution is atmost v∗(1+3ε′)+min(1, v∗) ≤ (1+ε′)(1+3ε′)OPTSP+min(1, v∗) ≤
(1+ 4ε′+ 3ε′2)OPTSP +min(1, v∗) ≤ (1+ 7ε′)OPTSP +min(1, (1+ ε′)OPTSP) ≤ (1+ )OPTSP + 1. This proves Theorem 1.2
for the strip packing problem with 90◦ rotations.
Now let us consider the interesting case where the optimum value OPTSP ≥ 1. Here the above set S of rectangles
can be packed into a strip of width 1 and length 2ε′v∗ + (ε′)1/2v∗. Note that for each rectangle in S the scaled length
or width is at most (ε′)1/2. Since we can rotate these rectangles (of length and width is at most 1), the original length
is at most (ε′)1/2v∗ or the width is at most (ε′)1/2 ≤ (ε′)1/2OPTSP ≤ (ε′)1/2v∗. This gives a total length of at most
v∗(1+ 3ε′ + (ε′)1/2) ≤ (1+ ε′)(1+ 3ε′ + (ε′)1/2)OPTSP ≤ (1+ 5ε′ + (ε′)1/2)OPTSP ≤ (1+ (8/9))OPTSP ≤ (1+ )OPTSP .
This proves our Theorem 1.3.
Notice that a similar result holds when OPTSP ≥ c and c > 0 is a constant. However, for the general case it is not possible
to design a PTAS unless P= NP:
Lemma 7.1. There is no approximation algorithm fsaor the strip packing problemwith 90◦ rotationswith absolute approximation
ratio smaller than 3/2 unless P = NP.
Proof. To prove the lemma we show that if there exists an algorithm for strip packing with 90◦ rotations with absolute
approximation ratio smaller than 3/2, then that algorithm could be used to solve the partition problem. In the partition
problem we are given a set S = {s1, s2, . . . , sn} of n > 1 positive integer values and the goal is to decide whether there is
a subset S ′ ⊂ S such that∑si∈S′ si = B, where B = 12∑si∈S si. Without loss of generality we might assume that si ≤ B,
for all i = 1, 2, . . . , n. Consider an instance S of the partition problem. For this instance we generate the following set
R = {R1, R2, . . . , Rn} of rectangles, where rectangle Ri has width si/B and length ` = min{sj/(8B2) | sj ∈ S}. Since si ≥ 1,
for all i = 1, 2, . . . , n, then ` ≥ 1/(8B2) and ` ≤ B/(8B2) = 1/(8B) < 1/B ≤ min{sj/B | sj ∈ S}; hence, the length of each
rectangle is smaller than its width.
Assume first that there is a solution for the instance S of the partition problem, i.e. there is a subset S ′ ⊂ S such that∑
si∈S′ si =
∑
si∈S\S′ si = B. In this case the rectangles in R can be packed (without having to rotate them) in a strip of unit
width and length 2`, as all rectangles corresponding to the elements in S ′ can be packed at the bottom of the strip, while
the remaining rectangles can be packed on top of them.
On the other hand, if there is no solution for the instance S of the partition problem, then the rectangles must be packed
in a strip of length at least 3`. To see this, observe that if at least one rectangle Ri is rotated by 90◦, then a strip of length
at least si/B ≥ 1/B > (3si)/(8B2) ≥ 3` would be needed to pack the rectangles. If no rectangle is rotated and there is no
solution for the partition problem, then the best packing must have length 3`. Hence, an algorithm for the strip packing
problem with 90◦ rotations with approximation ratio smaller than 3/2 must be always able to decide whether there is a
solution for any instance of the partition problem. 
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