Abstract: Group intelligence algorithms have been widely used in support vector machine (SVM) parameter optimization due to their obvious characteristics of strong parallel processing ability, fast optimization, and global optimization. However, few studies have made optimization performance comparisons of different group intelligence algorithms on SVMs, especially in terms of their application to hyperspectral remote sensing classification. In this paper, we compare the optimization performance of three different group intelligence algorithms that were run on a SVM in terms of five aspects by using three hyperspectral images (one each of the Indian Pines, University of Pavia, and Salinas): the stability to parameter settings, convergence rate, feature selection ability, sample size, and classification accuracy. Particle swarm optimization (PSO), genetic algorithms (GAs), and artificial bee colony (ABC) algorithms are the three group intelligence algorithms. Our results showed the influence of these three optimization algorithms on the C-parameter optimization of the SVM was less than their influence on the σ-parameter. The convergence rate, the number of selected features, and the accuracy of the three group intelligence algorithms were statistically significant different at the p = 0.01 level. The GA algorithm could compress more than 70% of the original data and it was the least affected by sample size. GA-SVM had the highest average overall accuracy (91.77%), followed by ABC-SVM (88.73%), and PSO-SVM (86.65%). Especially, in complex scenes (e.g., the Indian Pines image), GA-SVM showed the highest classification accuracy (87.34%, which was 8.23% higher than ABC-SVM and 16.42% higher than PSO-SVM) and the best stability (the standard deviation of its classification accuracy was 0.82%, which was 5.54% lower than ABC-SVM, and 21.63% lower than PSO-SVM). Therefore, when compared with the ABC and PSO algorithms, the GA had more advantages in terms of feature band selection, small sample size classification, and classification accuracy.
Introduction
A support vector machine (SVM) is a supervised nonparametric statistical learning technique that was first presented by Vapnik [1] . A SVM aims to find a hyperplane that separates the considered dataset into a discrete predefined number of classes, and it has the characteristics of strong self-adaptability, high generalization, and limited requirements on the training sample sizes. SVMs have achieved great success in the classification of remote sensing images, and they are widely 2 of 20 used in mapping different land cover types, such as forests [2, 3] , urban scenes [4] [5] [6] , crops [7] [8] [9] , wetlands [10] , etc.
Training sample size [11] [12] [13] , training sample quality [14, 15] , data dimension [16] [17] [18] , input features [8, [19] [20] [21] , parameter assignment issues (i.e., regularization and kernel parameters) [22, 23] , and so on are the factors that impact SVM classification. Among these factors, parameter assignment issues are related to the algorithm itself, while all other factors influence the classifiers rather than just the SVM. Previous studies pointed out that the selection of a SVM's key parameters can significantly affect classification prediction accuracy and the general capability of a given SVM model [24] . Therefore, the development of SVM parameter optimization methods has become a hot research field.
Traditional SVM parameter optimization methods include experimental methods [12] , grid methods [9, 25] , and the gradient descent method [26, 27] . However, these algorithms have various problems (such as large time consumption, low efficiency, and low precision), which limits their ability to meet application requirements. Group intelligence (GI) algorithms have the obvious characteristics of strong parallel processing ability, fast optimization, and global optimization; as such, they have been widely used in SVM parameter optimization. The most popular GI algorithms include ant colony optimization (ACO) [28] , genetic algorithms (GAs) [29] , particle swarm optimization (PSO) [30] , artificial bee colony (ABC) algorithms [31, 32] , and so on. Previous studies have all pointed that GI algorithms can improve the prediction and classification accuracy of SVMs [33, 34] .
In recent years, a lot of work has been done regarding using SVMs to classify objects in hyperspectral remote sensing imagery. Hyperspectral remote sensing imaging can provide a wealth of information due to its high spectral resolution, where each pixel provides a near-continuous spectrum. It has the great potential of precisely distinguishing targets, providing a more refined classification than multi-spectral imaging. However, the Hughes phenomenon [35] , where a large number of bands with narrow intervals lead to high correlation between adjacent bands and redundant information, which interferes with classification is a major issue that affects high spectral dimensions. Therefore, many studies tried to reduce the number bands of hyperspectral remote sensing imagery, but with little loss of information to address this "dimensionality disaster" [17, 36, 37] . Using GI algorithms to search for the optimal combination of bands is one state-of-the art approach towards dimension reduction [38] . Moreover, positive results of feature selection when using GIs in SVM classification were also obtained [29, [39] [40] [41] .
In short, the use of GI algorithms can simultaneously achieve the feature selection of hyperspectral data and SVM parameter optimization, as well as improving the classification accuracy of hyperspectral images that are based on SVMs. However, few studies have made optimization performance comparisons of different GI algorithms on a SVM [34] , especially in hyperspectral remote sensing classification. As such, in this paper we compare the optimization performance of three GI algorithms (including a GA, PSO, and an ABC algorithm) on a SVM in terms of five aspects using three popular used hyperspectral datasets: the stability to parameter settings, convergence rate, feature selection ability, sample size, and classification accuracy. The improved versions of these three GI algorithms are not considered in this paper, because the most popular algorithms in the application are still in the traditional version and there are too many improved versions of the three algorithms to compare them in one paper. This work provides reference for selecting the optimal SVM parameter optimization method.
Method

Artificial Bee Colony Algorithm
Karaboga [42] proposed the ABC algorithm in 2005. This swarm-intelligence optimization algorithm can be used to imitate the behavior of a bee colony searching for high quality nectar near the hive. In the ABC algorithm, the nectar is a potential solution in the hyperspace of the problem Remote Sens. 2019, 11, 734 3 of 20 to be solved, and a fitness function measures the quality of the nectar, where the greater the fitness, the better the solution. The bee colony contains three types of bees: employed bees, unemployed bees, and scouts. The employed bees and unemployed bees will transform as scouts when the quantity of their nectars is low. The optimization process is based on two basic behavioral models of the colony (attracting bees to the solution with the highest fitness and abandoning the solution with lowest fitness). The procedure of the ABC algorithm is given, as follows.
Step 1. Randomly generate N e potential solutions for initialization in the D-dimensional hyperspace, S .
Step 2. Employed bees find new solutions, v, near their old solutions, x, according to v
k , where k ∈ {1, 2, . . . , N e } and k = i, and k and j are generated randomly. The parameter v j i is the new value of the j-th parameter for the i-th employed bee. ϕ is a random number in the interval [−1,1], and v∈ S.
Step 3. Each unemployed bee chooses an employed bee according to P(
, where P(x i ) is the probability of the i-th employed bee being selected by the unemployed bees and f it(x m ) is the fitness of the m-th employed bee.
Step 4. If the solutions of the employed or unemployed bees are not optimized after limit iterations, they will abandon their solutions and they'll become scouts to generate new solutions (same as step 1). This procedure can make bee colony avoid falling into a local optimum.
Step 5. An iteration is terminated if the number of iteration reaches the pre-determined maximum number of iterations, MaxCycle. Otherwise, return to step two.
Genetic Algorithm
A GA is an intelligent algorithm that was proposed by Professor Holland in 1975 [43] . This method was inspired by Darwin's biological evolution theory, and it searches for optimal solutions by simulating the natural selection mechanism of biological evolution in the real world. In GAs, the potential solution of the problem needs to be encoded as the chromosome that contains the parameters that needs to be optimized (the solution vector), and a parameter in a chromosome is called as a gene. The quality of chromosomes (potential solutions) is calculated through a fitness function. The chromosomes with higher fitness have higher probability to remain in the next generation. In the encoding process, the hyperspace is converted into a search space applicable to the genetic algorithm, and an initial population (a subset of potential solutions) is generated. Subsequently, the parents' population generates offspring (a new generation of solutions) through crossover and mutation operations. In crossover, the parents' chromosomes exchange some of their genes to generate new generation. After crossover, the genes of new generation may occasionally be altered in mutation. The crossover and mutation are the main operators of genetic algorithm, which can provide more alternate chromosomes (solutions) in successive populations. A selection operation is used to retain the solution with the highest fitness. Evolution from generation to generation then occurs, which allows for the algorithm to search for the optimal solution to the problem. The procedure of the GA is given, as follows.
Step 1. Code the parameters of the problem to be solved.
Step 2. Randomly generate the initial population, X(0). Each chromosome represents a potential solution, whose dimension is D.
Step 3. Estimate the fitness value of each chromosome in the population according to a fitness function.
Step 4. Perform the genetic operations including crossover, mutations, selection etc.
Step 5. The iteration is terminated if the number of iteration reaches the pre-determined maximum number of iterations, MaxCycle. Otherwise, return to step two.
Particle Swarm Optimization
PSO is an evolutionary algorithm that was developed by scholars Kennedy et al. [44] , which originated as a simulation of a bird flock, where each bird is considered as a "particle" (a potential Remote Sens. 2019, 11, 734 4 of 20 solution). Each particle learns from its own and the other companion particles flying experience for finding the optimal solution. Each particle has three characteristics: velocity, position, and fitness (measurement quality). What is more, each particle has a memory of its previous best position. In the particle, the velocity determines the direction of a particle's movement and the position is the current position (the combination of optimization parameters). A fitness function calculates the fitness, which represents the quality of the particle (solution). The higher the fitness, the better the particle. The core mechanisms of the particle swarm algorithm are velocity and position update. In Each iteration, the velocities of particles are updated in hyperspace according to experience of their own best position and the optimal particle (step 5). Subsequently, the positions of particles are adjusted according to the new velocities and its own previous positions (step 6). These two mechanisms mean that each move of particles is deeply influenced by its current position, its previous experience, and the knowledge of the whole swarm. Accordingly, after constant adjustment during the iterative process, the optimal solution is searched for in the hyperspace. The procedure of the PSO algorithm is given, as follows.
Step 1. Randomly generate an initial particle swarm of size N.
Step 2. Set the velocity vectors, v i , and position vectors, x i , of each particle (i ∈ {1, 2, . . . , N}), and measure the fitness of each particle in the population. 
Step 7. The iteration is terminated if the number of iteration reaches the pre-determined maximum number of iterations, MaxCycle. Otherwise, go to step three.
SVM Optimized with the GI Algorithms
Because previous studies reported that a Gaussian kernel usually outperforms other kernels in SVM classifiers [23] , in this study, we also used Gaussian kernels in our SVM. Figure 1 shows the classification of hyperspectral images with the SVM that was optimized with the GI algorithms. The optimization target of the three algorithms is to select the optimal parameters (C, σ) and feature subset. Therefore, a potential solution, X i , is the combination of the parameters of the SVM classifier and the selection probability in each band, as shown in Figure 1 . The first two parameters represent the penalty parameter, C, and the SVM's Radial Basis Function (RBF) kernel parameter, σ, where the range can be customized according to the data. The remaining parameters are the selection probability in each band, where nb represents the total number of bands in the data and b i is the selection probability of the i-th band, in the range [0,1]. We introduced a fitness function to measure the quality of the potential solutions: Equation (1) measures the fitness of the combination of selected bands and SVM optimization parameters, where ω is a weight in the range [0,1], and is the i-th band mask. If ≤ 0.5, then we set = 0, i.e., the i-th band is removed; otherwise, = 1, and the i-th band is preserved. Acc is calculated by using the three-fold cross-validation accuracy of the training samples to avoid over-fitting [45] . Here, to better understand, we take 5% of the training samples as an example to explain our method for calculating Acc. Firstly, we randomly selected 5% of the pixels from the origin hyperspectral data as training samples and the remaining 95% as validation samples. The training samples were used to calculate Acc. The validation samples were used to validate the classification accuracy of SVM that was optimized by GI algorithms. The training samples and validation samples are independent. Secondly, we further divided the training dataset (5% of the whole dataset) into three subsets (subset1, subset2, and subset3) and each subset was selected as the testing set in sequence with the remaining two subsets comprising the new training set. Thus, the training and testing samples are also independent during each classification testing process. The accuracy of each testing subset was calculated and Acc was the average accuracy of three tests. Actually, we compared the three, five, and 10-fold cross-validation accuracy of the training samples and found that the classification accuracy is, overall, not sensitive to the number of fold of cross validation (results are not shown in this paper). Therefore, in order to balance the computational load, we finally chose the three-fold cross validation. From Equation (1), the classification accuracy will be improved and fewer bands will be selected for better fitness.
Once the form of and are set, ABC (GA, PSO)-SVM classification can be obtained by following the steps in Sections 2.1-2.3. The SVM classification process that was based on the three optimization algorithms is shown in Figure 2 . Equation (1) measures the fitness of the combination of selected bands and SVM optimization parameters, where ω is a weight in the range [0,1], and B i is the i-th band mask. If b i ≤ 0.5, then we set B i = 0, i.e., the i-th band is removed; otherwise, B i = 1, and the i-th band is preserved. Acc is calculated by using the three-fold cross-validation accuracy of the training samples to avoid over-fitting [45] . Here, to better understand, we take 5% of the training samples as an example to explain our method for calculating Acc. Firstly, we randomly selected 5% of the pixels from the origin hyperspectral data as training samples and the remaining 95% as validation samples. The training samples were used to calculate Acc. The validation samples were used to validate the classification accuracy of SVM that was optimized by GI algorithms. The training samples and validation samples are independent. Secondly, we further divided the training dataset (5% of the whole dataset) into three subsets (subset1, subset2, and subset3) and each subset was selected as the testing set in sequence with the remaining two subsets comprising the new training set. Thus, the training and testing samples are also independent during each classification testing process. The accuracy of each testing subset was calculated and Acc was the average accuracy of three tests. Actually, we compared the three, five, and 10-fold cross-validation accuracy of the training samples and found that the classification accuracy is, overall, not sensitive to the number of fold of cross validation (results are not shown in this paper). Therefore, in order to balance the computational load, we finally chose the three-fold cross validation. From Equation (1), the classification accuracy will be improved and fewer bands will be selected for better fitness.
Once the form of X i and f itness are set, ABC (GA, PSO)-SVM classification can be obtained by following the steps in Sections 2.1-2.3. The SVM classification process that was based on the three optimization algorithms is shown in Figure 2 
Data and Experiments
Data
Our tests were performed on three hyperspectral images: the University of Pavia image, Indian Pines image, and Salinas image, which represent the city, complicated farmland, and simple farmland, respectively. The images were downloaded from Purdue University's MultiSpec website (ftp://ftp.ecn.purdue.edu/biehl/MultiSpec/) and their details are as follows.
University of Pavia Image
The University of Pavia image was acquired by the ROSIS sensor over Pavia, northern Italy. The image included 103 bands with 610 × 340 pixels at 1.3 m spatial resolution per pixel. The ground truth image contained nine classes. Figure 3 shows a color composite image of the University of Pavia and the corresponding ground truth data. 
Data and Experiments
Data
Our tests were performed on three hyperspectral images: the University of Pavia image, Indian Pines image, and Salinas image, which represent the city, complicated farmland, and simple farmland, respectively. The images were downloaded from Purdue University's MultiSpec website (ftp://ftp.ecn.purdue.edu/biehl/MultiSpec/) and their details are as follows. 
Indian Pines Image
The AVIRIS Indian Pines dataset are comprised of a hyperspectral image that was obtained with the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) and a ground truth image. The AVIRIS Indian Pines image was acquired on 12 June 1992 over the northern part of Indiana, USA. After removing noise and moisture absorption bands (104-108, 150-163, 220) during preprocessing, the final dataset were comprised of 145 × 145 pixels and 200 bands. Figure 4a shows the optimized linear stretch of a sample band of the AVIRIS Indian Pines image and Figure 4b shows the ground truth image, which includes 16 classes in the study area. 
Salinas Image
The Salinas image was obtained with the AVIRIS sensor over the Salinas Valley, California. The viewed area is comprised of 512 lines × 217 samples. The image includes 224 band and we removed 20 water absorption bands (108-112, 154-167, 224). The scene was only available as "at-sensor" radiance data and the ground truth image contained 16 classes. Figure 5 shows a sample band and ground truth images. 
Indian Pines Image
Salinas Image
Experiment Design
To assess the impact of the training data size on the different GI algorithms, we separately applied the ABC-SVM, GA-SVM, and PSO-SVM pixel-wise classifiers to classify the pre-processed hyperspectral images while using training samples of varying sizes. Specifically, the three GI algorithms were trained using 5%, 10%, 15%, 20%, and 25% of the pixels from the overall dataset. We set the range of 0-25% sample size and the interval of 5% for of two reasons. Firstly, in practical applications, the number of high-quality training samples is often insufficient. Previous studies have pointed out that one advantage of SVM algorithm is to solve the problem of small sample size [46] , which is also a reason why the SVM classifier is so popular. Therefore, the influence of sample size on classification algorithm is concerned with the difference of small sample size, not the difference of large sample size. A maximum sample rate is 20% in the reference [11] and 30% in the reference [47] . In comprehensive reference to above research [11, 47] , we set a maximum sample size of 25% of the original data set in this study. Secondly, an excessive sampling interval may lead to the loss of detailed accuracy change information. On the one hand, too small sampling interval will increase the computational complexity, on the other hand, the difference of accuracy may be very small. At the sampling interval of 0-25%, we eventually chose a 5% sampling interval to balance the computational complexity and the possible classification accuracy.
Stratified random sampling by class was used to collect independent training data sets. In each sample interval, an equal-sample-rate sampling method was used to randomly select a fixed percentage of pixels from each class as training samples. Each training set of a given size was used to train a classification ten times in order to avoid extreme situation. For each classification operation, we set the ranges of C, σ, and the band selection probability to [1, 150] , [0.1,1000], and [0,1], respectively. The computer that was employed had an i7-4790 processor running 64-bit Windows 10, and the proposed method was implemented in Matlab 2015b. The SVM was based on libSVM [48] . The parameters C and σ, the number of bands that were selected to participate in the classification (NB), the number of iterations (NI) were recorded. The overall accuracy (OA) of each classification was estimated in terms of the ground truth image and the mean, median, and standard deviation of OA were calculated. We then made comparisons of C, σ, NI, NB, and OA among ABC-SVM, GA-SVM, and PSO-SVM by using a variance analysis. 
Stratified random sampling by class was used to collect independent training data sets. In each sample interval, an equal-sample-rate sampling method was used to randomly select a fixed percentage of pixels from each class as training samples. Each training set of a given size was used to train a classification ten times in order to avoid extreme situation. For each classification operation, we set the ranges of C, σ, and the band selection probability to [1, 150] , [0.1,1000], and [0,1], respectively. The computer that was employed had an i7-4790 processor running 64-bit Windows 10, and the proposed method was implemented in Matlab 2015b. The SVM was based on libSVM [48] . The parameters C and σ, the number of bands that were selected to participate in the classification (NB), the number of iterations (NI) were recorded. The overall accuracy (OA) of each classification was estimated in terms of the ground truth image and the mean, median, and standard deviation of OA were calculated. We then made comparisons of C, σ, NI, NB, and OA among ABC-SVM, GA-SVM, and PSO-SVM by using a variance analysis. Tables 1-3 summarize the mean and standard deviation of the parameters C, σ, NI, NB, and OA of the SVM classifier that was optimized with three GI algorithms for different sample sizes (ranging from 5% to 25%, with 5% intervals). Figure 6 shows classification maps of the three hyperspectral remote sensing images when using the SVM classifier that was optimized with the three GI algorithms for a sample size of 25%. For Pavia University, the dataset provided in Table 1 , and for the same training sample dataset, the parameters C and σ optimized by the three GI algorithms were different. Moreover, for a given optimization algorithm, the parameters C and σ that were obtained by the 10 classification experiments were also different. As a whole, the standard deviation (SD) of the two parameters that were obtained from the PSO optimization is the lowest, while the SDs of the C(σ) parameters are 50.01 (14.06) and 11.27 (0.68) lower than those that were obtained with the ABC algorithm and the GA, respectively. The average NI used by the PSO algorithm is the smallest (15.54 and 33.28 smaller than those that were used by the ABC algorithm and the GA, respectively), and the average NB used by the GA is the smallest (25.32 and 30.92 lower than the ABC and PSO algorithms, respectively). The accuracies of the three algorithms are all quite similar. The PSO algorithm has the highest average accuracy, followed by the GA and the ABC algorithm. The PSO algorithm is 0.83% and 1.07% higher than the GA and ABC algorithm, respectively. Gravel has the most serious misclassification among the various types of objects. Some of the "Gravel" pixels are wrongly classified as "Bricks" (shown in rectangular boxes in the classification maps of Figure 6a-c) . Misclassifications also occurred for "Bare Soil" in the center of the image and "Meadows" in the lower part of the classification maps.
Results
Classification Results of the Three Hyperspectral Remote Sensing Datasets
Next, for the Indian Pines dataset (Table 2 ), similar to the Pavia University dataset, the parameters C and σ of the three GI algorithms are different for the same training sample dataset, and they also differ in the 10 classification experiments for a given fixed size training sample dataset and optimization algorithm. The order of NI of the three algorithms from high to low is GA (93.34), ABC (55.48), and PSO (43.88); while the order of NB from high to low is ABC (95.36), PSO (84.54), and GA (55.00). Unlike the Pavia University dataset, the SDs of the two parameters that were obtained by the PSO algorithm are the highest. The average OA of the three algorithms is obviously different, where in order from high to low is GA, AB, and PSO. It is found that GA is 8.23% and 16.43% more accurate than the ABC and PSO algorithms, respectively. The OA of the three optimization algorithms on the Indian Pines dataset is significantly lower than that on the other two datasets. The classification maps (Figure 6d-f) show considerable salt-and-pepper noise. The rectangular box on the map indicates the most obvious difference between the three algorithms. The commission errors of Soybean-clean is more serious in ABC-SVM than in the other two algorithms, in which more Soybean-clean pixels are wrongly identified as 'Corn' or 'Corn-notill'.
Finally, the Salinas dataset (Table 3 ) was similar to the Pavia University and Indian Pines datasets, where the parameters C and σ of the three GI algorithms are different for the same training sample dataset, and they also differ in the 10 classifications experiments for a given fixed size training sample dataset and a given optimization algorithm. The NI and NB values from the PSO and ABC algorithms are close, and they both greatly differ with that obtained with the GA. The order of NI values from high to low is GA (93.48), ABC (56.78), and PSO (54.80); while the NB values from high to low are PSO (106.14), ABC (99.92), and GA (49.74). In terms of classification accuracy, similar to the Pavia University dataset, the accuracies of the three classification algorithms are not obviously different, which from high to low are PSO (94.40%), GA (94.17%), and ABC (93.50%). "Grapes" and "Vinyard_untrained" are the most easily confused among the different kinds of ground objects (as shown in the rectangular boxes in Figure 6g -i).
GI Algorithm Performance Comparison
For the three datasets, the homogeneity-of-variance tests were performed on the optimized parameters C and σ of the three GI algorithms, the number of bands selected, the number of iterations, and the classification accuracy (the results of different sample sizes are analyzed together in a given GI algorithm, therefore N = 50). If the variance was homogeneous, we performed a one-way ANOVA analysis and least significant difference (LSD) post hoc multiple comparisons (N = 150) while using the classification method as the factor, and C, σ, NI, NB, and OA as the dependents. Otherwise, we performed Welch' ANOVA analysis and Games-Howell post hoc multiple comparisons. Figure 7 shows the difference between the optimization results of the different classification methods. There was no statistically significant difference (at the p = 0.05 level) in the C parameters between the Pavia University and the Indian Pines data, but there was a statistically significant Figure 7 shows the difference between the optimization results of the different classification methods. There was no statistically significant difference (at the p = 0.05 level) in the C parameters between the Pavia University and the Indian Pines data, but there was a statistically significant difference in the Salinas data. The LSD comparisons show that the C parameters optimized with the ABC algorithm for the Salinas data are significantly different from those that were optimized by the PSO and GA algorithms at the p = 0.01 and p = 0.05 levels, respectively (Figure 7a ). The σ parameters obtained by the three optimization algorithms are significantly different (at the p = 0.01 level). The σ parameters obtained by PSO are significantly larger than those obtained from the ABC and GA optimizations (see Tables 1-3 , and Figure 7b) . The larger the σ parameters are, the easier it is to be over-fitted, which results in a reduction of classification accuracy.
The NIs of the three optimization algorithms were significantly different (at the p = 0.01 level). Overall, the number of iterations that were used by the GA was greater than that of the ABC and PSO algorithms (Figure 7c) . The average numbers of iterations taken by the GA, ABC, and PSO algorithms in the 150 classification experiments of the three datasets were 93, 62, and 53, respectively.
The NB values that were selected by the three optimization algorithms were significantly different (at the p = 0.01 level). Generally, the number of bands selected by the algorithms was GA < PSO < ABC (Figure 7d) . The average numbers of bands that were selected by the GA, PSO, and ABC algorithms in the 150 classification experiments on the three datasets were 40, 78, and 79, respectively. For the three datasets, the compression rates of between the ABC, GA, and PSO algorithms are 38-49%, 14-28%, and 42-52%, respectively; so, the GA has the strongest band compression ability.
The accuracy of the three optimization algorithms was also significantly different (at the p = 0.01 level). Overall, the GA had the highest average OA (91.77%), while the ABC algorithm had the second largest (88.73%), and the PSO algorithm had the lowest (86.65%) in all classification experiments. The classification accuracies of the three optimization algorithms for the Indian Pines dataset are obviously lower than those that were obtained for the other two datasets. The overall classification accuracy for the Pavia University, Indian Pines, and Salinas datasets was 94.00%, 79.12%, and 94.02% on average.
The Impact of Sample Size on GI Algorithms' Performance
We carried out homogeneity-of-variance tests on parameters C and σ, NI, NB, and OA for the three kinds of GI algorithms and different sample sizes. If the variance was homogeneous, then we further performed a one-way ANOVA analysis (N = 50) using the sample size as the factor, and C, σ, NI, NB, and OA as the dependents. Otherwise, we performed Welch's ANOVA analysis (N = 50). Figure 8 shows the effect of sample size on the optimization of each GI algorithm. Generally speaking, the sample size has no significant effect on the parameters C, NI and NB (Figure 8a,c,d ). When the three hyperspectral datasets were classified by GA-SVM for the different sample sizes, the difference of the optimized parameters σ passed the test at the p = 0.01 significance level ( Figure 8b) ; that is, when the parameters were optimized by the GA, the sample sizes had significant impact on the results of the σ parameter optimization. For the Salinas data, the σ parameters that were obtained by the three GI algorithms were significantly different at the p = 0.01 level. There is no significant difference in the classification accuracy of the Indian Pines dataset by PSO-SVM for the different sample sizes. However, the difference in the accuracy of other datasets that were classified by the three GI algorithms for different sample sizes all passed the significance test at the p = 0.01 level, which shows that the sample sizes generally have significant influence on the classification accuracy of the three GI algorithms.
In addition, for a given optimization algorithm, the classification accuracy increased with an increase of sample size (Figure 8e ). For the three datasets, the classification accuracy of the Indian Pines dataset was significantly lower than that of the other two datasets (the significance of OA difference passed the p = 0.01 level test, which is not shown in Figure 8 ). In summary, the sample size has little effect on the feature selection, convergence speed, and parameter C of the GI algorithms, but it does have a significant effect on the final classification accuracy. The influence of sample size on parameter σ varies among the different datasets and different GI algorithms. In addition, for a given optimization algorithm, the classification accuracy increased with an increase of sample size (Figure 8e ). For the three datasets, the classification accuracy of the Indian Pines dataset was significantly lower than that of the other two datasets (the significance of OA difference passed the p = 0.01 level test, which is not shown in Figure 8 ). In summary, the sample size has little effect on the feature selection, convergence speed, and parameter C of the GI (1, 2, 3, 4 , and 5 refer to sampling ratios of 5%, 10%, 15%, 20%, and 25%, respectively).
Discussion
The performances of the three optimization algorithms (GA, ABC, PSO) on the different datasets are different. For example, for the Salinas dataset, the OAs of the GA and the PSO methods are not significantly different. For the Pavia University dataset, the OAs of the ABC and GA methods are not significantly different. For the Indian Pines dataset, the OAs of the ABC and PSO methods are not significantly different (Figure 7e ). The average OAs of these three datasets are 94.02%, 94.00%, and 79.12%, respectively, and the average classification accuracy of the Indian Pines datasets was about 15% lower than that of the other two images (Tables 1-3 ). This may be because the band dimension of the Indian Pines data is the highest. There are 16 land types in the Indian Pines data, which are mainly agricultural land. The land types of Indian Pines are more complex and confusing than those of Salinas and Pavia University. For the Indian Pines dataset, the GA had the highest classification accuracy (the average classification accuracy was 87.34%, 8.23% higher than the ABC algorithm, and 16.42% higher than the PSO algorithm) and the best stability (the SD of the classification accuracy was 0.82%, which was 5.54% lower than that obtained with the ABC algorithm, and 21.63% lower than that obtained with the PSO algorithm; see Table 2 ). In addition, from the analysis that is given in Section 4, we can see that the data compression ability of the GA algorithm is the strongest among the three optimization algorithms, where its compression capacity is more than 70%. It has been pointed out that the number of bands in the considered hyperspectral images affects the classification accuracies of SVMs. Selecting the appropriate feature bands before classifying hyperspectral images is helpful in addressing the problem of dimensionality disaster and improving the classification accuracy [17] . Therefore, the GA algorithm is preferred for hyperspectral image classification, especially for complex research scenes. The classification accuracy for the same sample size is also related to the quality of the sample [11, 14] , the spectral separability of the target objects [49, 50] , and the number of characteristic bands that are involved in the classification [17] .
Sample size has a significant impact on the optimization results of the three optimization algorithms. On the whole, the larger the sample size, the higher the average classification accuracy. In contrast, there is no relationship between the stability of the classification accuracy and the sample size (for example, for the Indian Pines dataset, PSO-SVM has a greater change in accuracy for different sample sizes, as shown in Figure 8e ). Therefore, in the actual classification process, it is suggested to increase the number of samples, especially the number of effective samples. For SVM classification, valid samples are the support vector samples [14] . If the total number of samples increases, but the number of valid samples does not increase, then the classification accuracy might not be improved. Samples of support vectors are usually located at the edge of the spectral feature space of different classes, so the spectral feature space of the object type in the study area is analyzed before classification, and useful boundary samples for constructing the optimal segmentation hyperplane can be found to increase the number of effective samples [11] . In the case of a certain number of samples, when compared with multi-spectral remote sensing data, hyperspectral data has a high dimension and strong correlation between bands. It is easy to suggest that the classification accuracy is reduced due to insufficient sample size (e.g., the Hughes effect). This problem easily manifests in the case of small sample sizes. Reducing the number of feature bands [17] and improving the number of labeled samples by combining semi-supervised classification [51] can also improve the classification accuracy.
In our study, for the small sample sizes (e.g., 5% of the total sample size considered in this paper), the accuracy of the three classification methods is quite similar. The average classification accuracy of the ABC, GA, and PSO algorithms for the Pavia University dataset is 91.31%, 92.52%, and 92.99%, respectively, while the average classification accuracy of these GIs on the Salinas dataset is 91.67%, 93%, and 93.14%, respectively. For complex research scenes, the accuracy of the three classification methods greatly varies. The average classification accuracy of the ABC, GA, and PSO algorithms for the Indian Pines dataset is 65.72%, 81.90%, and 70.80%, respectively. With an increase of sample size, the accuracy increase of ABC-SVM is the most obvious. For example, when the sample size increased from 5% to 25%, the average classification accuracy of ABC-SVM improved by about 20% (65.72% to 85.95%), the average classification accuracy of GA-SVM improved by about 9% (81.90% to 90.78%), while the average classification accuracy of the SVM decreased by about 5% (70.80% to 65.89%). Therefore, while considering the influence of sample size on the optimization algorithm, the GA is recommended, especially in the case of small sample sizes.
For the SVM, C is the penalty coefficient, that is, the tolerance of error, where the higher the tolerance of error, the more likely over-fitting will occur; otherwise, the smaller C is, the more likely that under-fitting with occur. The smaller σ is, the larger the curvature of the decision boundary is, and the easier it is that over fitting happens, and vice versa. Similar decision boundaries can be obtained while using different combinations of C and σ [23] . In our study, the three optimization algorithms have less influence on the parameter C than on the parameter σ (Figure 7a,b and Figure 8a,b) . Therefore, in this paper, the OA values are different when using the three GI algorithms to optimize the SVM when classifying a given hyperspectral image with the same training data; the difference may be more, because the three optimization algorithms have significant differences in the parameter σ optimization. The reason that the three optimization algorithms have less influence on the parameter C optimization that is done by the SVM than on the parameter σ may be that the interval of the parameter C in this paper is [1, 150] , which is smaller than the interval of the parameter σ [0.1,1000]. Therefore, improving the stability of classification accuracy and shortening the time of data processing by setting reasonable C and σ parameters intervals, and making the search intervals as small as possible, which allow the GI algorithms to more easily determine the optimal parameters is helpful [52] . Table 4 shows an example that verifies the effect of the initial range of σ on the optimization results of the three GI algorithms. In this example, we made a comparison test in which the training sample size and the range of C parameter were same, but the range of σ parameter was set to [0.1,300] and [300,600], respectively. Specifically, in all tests, the training sample size was 25% and the range of C parameter was set to [1, 150] . Overall, the σ parameter with range of [0.1,300] has higher classification accuracy than the σ parameter with range of [300,600], especially for the Pine dataset. 
Conclusions
In this paper, we used three GI algorithms (GA, and the PSO and ABC algorithms) to optimize a SVM and classify three hyperspectral images of the University of Pavia, Indian Pines, and Salinas while using training samples of varying sizes. Based on the classification results, we compared the optimization performance of the three GI algorithms on the SVM in five aspects: the stability to parameter settings, convergence rate, feature selection ability, sample size, and classification accuracy. Our results show:
(1) The influence of the three optimization algorithms on the C-parameter optimization of the SVM is less than that on the σ-parameter. The convergence rate, the significant difference, the number of selected features, and the accuracy of three GI algorithms are statistically significantly different (at the p = 0.01 level). The number of features that were selected by the ABC, GA, and PSO algorithms is 38-49%, 14-28%, and 42-52% of the original data bands, respectively. The GA has the strongest feature-selection ability, and it can compress more than 70% of the original data. In addition, the average overall accuracy of GA-SVM on three images was the highest (91.77%), followed by ABC-SVM (88.73%) and PSO-SVM (86.65%). Moreover, the classification accuracies of the three optimization algorithms for the Indian Pines datasets were significantly lower than those of the other two datasets.
(2) Sample size has a significant impact on the optimization results of the three optimization algorithms. Generally speaking, the larger the sample size, the higher the average classification accuracy. For small sample sizes (e.g., 5% of the total sample size considered in this paper), from the numerical point of view, the accuracies of the three classification methods for simple research area (University of Pavia and Salinas images) are similar; however, for complex scenes (Indian Pines Image), they are very different. Of the three optimization algorithms, the sample size has the greatest impact on the accuracy of the ABC-SVM optimization algorithm, followed by PSO-SVM and GA-SVM.
In summary, the data dimension, complexity of the study area, and sample size all affect the optimization performance of the three optimization algorithms. When compared with the ABC and PSO algorithms, the GA has more advantages in terms of feature band selection, small sample size classification, and classification accuracy.
