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A Biologically Inspired Analog IC for Visual 
Collision Detection
R eid  R. H arrison, M ember, IE E E
Abstract—We have designed and tested a single-chip analog 
VLSI sensor that detects imminent collisions by measuring ra­
dially expanding optic flow. The design of the chip is based on a 
model proposed to explain leg-extension behavior in flies during 
landing approaches. We evaluated a detailed version of this model 
in simulation using a library of 50 test movies taken through a 
fisheye lens. The algorithm was evaluated on its ability to distin­
guish movies ending in collisions from movies in which no collision 
occurred. This biologically inspired algorithm is capable of 94% 
correct performance in this task using an ultra-low-resolution 
(132-pixel) image as input. A new elementary motion detector 
(EMD) circuit was developed to measure optic flow on a CMOS 
focal-plane sensor. This EMD circuit models the bandpass nature 
of large monopolar cells (LMCs) immediately postsynaptic to 
photoreceptors in the fly visual system as well as a saturating 
multiplication operation proposed for Reichart-type motion de­
tectors. A 16 x  16 array of two-dimensional motion detectors 
was fabricated in a standard 0.5-/im CMOS process. The chip 
consumes 140 /zW of power from a 5 V supply. With the addition 
of wide-angle optics, the sensor is able to detect collisions 100-400 
ms before impact in complex, real-world scenes.
Index Terms—CMOS imager, collision detection, Gilbert multi­
plier, insect vision, neuromorphic systems, optic flow, smart sensor.
I. In t r o d u c t io n
t  1 1 HE VISUAL detection of imminent collisions is an ability
1  possessed by animals ranging from insects [I]—[3] to birds 
[4] to humans. The speed with which rapidly approaching ob­
jects are detected suggests that the neural circuitry responsible 
for this sense is hardwired and operates beneath “high-level cog­
nition” as a type of visual reflex. An algorithm providing this ca­
pability would be valuable in the design of autonomous robots 
using vision for navigation, and could also have applications in 
the area of automobile safety. In embedded applications such as 
these, the collision-detection algorithm must be instantiated as a 
small, low-power sensor capable of visually sensing a dynamic 
scene and ultimately producing a timely warning signal that can 
be used for collision avoidance.
Collision-detection algorithms have been implemented 
on robotic platforms using a traditional charged-couple de­
vice (CCD) imager and CPU to perform the sensing and 
real-time computation. Duchon and colleagues implemented 
an optic-flow-based collision-detection algorithm on a large
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mobile robot with a powerful CPU that successfully navigated 
through a large laboratory using only a wide-angle video 
camera [5]. Blanchard and Verschure implemented Rind’s 
collision-detection algorithm on a small tabletop robot using 
three remote Pentium II PC’s (two 450 and one 333 MHz) to 
perform the real-time image processing [6], [7]. More recently, 
this a variant of this algorithm was used in preliminary ex­
periments to guide an autonomous blimp, again using remote 
image processing on a PC [8].
Starting with the pioneering work of Mead in the 1980s [9], 
researchers have developed custom VLSI implementations of 
visual processing algorithms in the hopes of creating smaller, 
micropower sensors. In 1994, Abbott and colleagues presented 
an analog CMOS chip with 60 photodetectors and differentia­
tors to perform edge enhancement [10]. A method for using 
the chip as a collision detector was presented, but explicit tests 
were not performed. As the chip had only a single one-dimen­
sional (I-D) array of photodiodes, limited performance in gen­
eral scenes would be expected. In 1996, Indiveri and colleagues 
presented an analog CMOS “time-to contact” chip [II], [12]. 
The chip used two concentric rings of 12 photodetectors each to 
create a ring containing 12 radially oriented motion detectors. 
The chip successfully produced estimates of collision times for 
high-contrast concentric rings that repeatedly triggered the mo­
tion detectors. The algorithm was not evaluated on real-word 
scenes. Also in 1996, Ancona and colleages proposed a system 
built with two custom VLSI chips—a CMOS image sensor and 
a digital ASIC—and a microcontroller with additional RAM 
chips [13]. This multi-chip system used the same algorithm as 
in [11], which used sparse sampling of the image to compute 
image velocity about a contour.
Our goal in this work was to develop a hardware implemen­
tation of a visual collision-detection algorithm in the form of a 
single-chip “smart sensor” consuming less than one milliwatt of 
power. Unlike previous silicon implementations, our chip was 
designed to integrate information from every pixel in a dense 
two-dimensional (2-D) imager array in the hope that this ap­
proach will yield a more robust sensor. In the pursuit of robust­
ness we also evaluated our algorithm using a library of movies 
recorded in complex, real-world scenes.
In this paper, we first present the biologically inspired algo­
rithm that was used in both simulation and silicon. We next de­
scribe how the algorithm was evaluated and refined in simula­
tion using a library of movies. Then we present the implemen­
tation of the algorithm in a standard CMOS VLSI process. Fi­
nally, we show experimental results from this single-chip visual 
sensor.
1057-7122/$20.00 © 2005 IEEE
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!!ig. 1. D iagram  o f collision detection  a lgorithm . The responses o f radially 
oriented m otion detectors are integrated in space and tim e, and com pared against 
a fixed threshold.
II. M o t io n  D h t h c t o r  M o d h l s  
A. Models o f  Collision Detection in Animals
While several models have been proposed to explain collision 
detection [1 ]—[3], [14], some involve relatively high-level con­
cepts such as identifying an approaching object in a dynamic 
image and measuring its size (e.g., [2]). The model proposed 
by Borst and Bahde in 1988 to explain the landing behavior of 
flies [1] is particularly amenable to low-level hardware imple­
mentation. As flies approach a large stationary object, they ex­
tend their legs to a landing position a few hundred milliseconds 
before contact. The response is visually mediated, and the leg 
extension timing relative to contact time varies depending on 
the visual structure of the landing site. Highly patterned objects 
with many high-contrast edges elicit earlier landing responses 
than visually sparse objects having large featureless regions.
The model developed by Borst and Bahde to explain this be­
havior employs a radially oriented array of motion detectors 
centered in the direction of flight (see Fig. 1). As the animal 
approaches a static object, an expansive optic flow field is pro­
duced on the retina. A wide angle field of view is useful since 
optic flow in the direction of flight will be zero. The response of 
this radial array of motion detectors is summed and then passed 
through a leaky integrator (a low-pass filter). If this response 
exceeds a fixed threshold, an imminent collision is detected and 
the animal can take evasive action or prepare for a landing. This 
expansive optic flow model has recently been used to explain 
landing and collision avoidance responses in the fruit fly [3]. 
All optic-flow-based collision detection algorithms require an 
initial processing stage that estimates motion in an image.
R. Motion Detector Architecture
Motion detection mechanisms in flies have been studied for 
nearly 50 years, starling with the so-called Reichardt model of 
motion detection proposed in 1956 [15]. Much experimental 
work has reinforced the validity of this delay-and-correlate el­
ementary motion detector (EMD) and expanded the original 
model to an elaborated version shown in Fig. 2 [16]—[18]. As 
shown in this figure, two adjacent photoreceptors convert light 
intensity into an electrical signal. After photoreception in the 
retina, the mean light intensity needs to be subtracted. Elimi­
nating the potentially large dc light level—which contains no 
motion information—makes better use of the limited-dynamic - 
range channels that follow. This dc level elimination is accom­
plished in the large monopolar cells (LMCs), which are directly 
postsynaptic to photoreceptors in the fly.
!!ig. 2. Hlaborated de lay-and-correla te  HMD.
Suppressing dc illumination and enhancing ac components 
of photoreceptor signals is a common theme in many biolog­
ical visual systems. LMCs in the fly exhibit transient biphasic 
impulse responses approximately 40-200 ms in duration [19], 
[20]. In the frequency domain, this can be seen as a bandpass 
filtering operation that attenuates dc signals while amplifying 
signals in the 2-40 Hz range [20], [21]. In the lateral geniculate 
nucleus of cats, “lagged” and “nonlagged” cells exhibit transient 
biphasic impulse responses 200-300 ms in duration and act as 
bandpass filters amplifying signals in the 1-10 Hz range [22], 
(Of course, the large-signal behaviors of these cells show sig­
nificant nonlinearity. Nevertheless, the cells suppress dc signals 
and pass ac signals within their bandwidth, so they act as band­
pass filters for small signals.) This filtering has recently been 
explained in terms of temporal decorrelation, and can be seen 
as way of removing redundant information from the photore­
ceptor signal before further processing [20], [23].
After this “transient enhancement,” or temporal decorrela­
tion, the signals are delayed using the phase lag of a low-pass 
filter. While not a true time delay, the low-pass filter matches 
data from animal experiments and makes the Reichardt EMD 
equivalent to a simplified version of the oriented spatiotem- 
poral energy filter proposed by Adelson and Bergen [24] with 
no explicit spatial filtering. Before correlating the adjacent 
delayed and nondelayed signals, a saturating static nonlinearity 
is applied to each channel. Without such a nonlinearity, the 
delay-and-correlate EMD exhibits a quadratic dependence on 
image contrast. In fly tangential neurons, motion responses 
show a quadratic dependence only at very low contrasts, then 
quickly become largely independent of image contrast for con­
trasts above 30%. Egelhaaf and Borst proposed the presence of 
this nonlinearity in the biological EMD to explain this contrast 
independence [25]. Functionally, it is necessary to prevent 
high-contrast edges from dominating the summed output of the 
EMD array.
After correlation, opponent subtraction produces a strong 
directionally selective signal that is taken as the output of the 
EMD. Unlike algorithms that find and track features in an 
image, the delay-and-correlate EMD does not measure true 
image velocity independent of the spatial structure of the image. 
However, recent work has shown that for natural scenes, these
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Fig. 3. Polar coordinate system used for all tisheye lens images.
Reichardt EMDs give reliable estimates of image velocity [26]. 
This reliability is improved by the addition of LMC bandpass 
filters and saturating nonlinearities. Experiments using earlier 
versions of silicon EMDs have demonstrated the ability of 
delay-and-correlate motion detectors to work reliably at very 
low signal-to-noise ratios [27].
III. S im u l a t io n  E x p e r im e n t s
A. Collection o f  Dataset
Toward the goal of developing a collision detection algorithm 
that works robustly in the presence of complex scenes, we com­
piled a database of real-world movies that were used to eval­
uate algorithm performance. We took digital movies using a dig­
ital camera (Nikon Coolpix 995) capable of capturing 70 high- 
quality (low compression) 320 x 240 JPEG images at a rate 
of 30 frames/second. We used a fisheye lens converter (Nikon 
FC-E8) to capture a complete 180° visual hemifield in front of 
the camera.
The fisheye lens mapped the forward visual hemifield onto 
a circle 240 pixels in diameter on the image plane (see Fig. 3). 
An object directly in front of the camera mapped to the center of 
this circular' image. We defined this direction as zero elevation 
angle. An object directly above the camera (e.g., on the ceiling) 
mapped to the top of the circle. We defined this direction as 90° 
elevation, 0° azimuth. An object directly below the camera (e.g., 
on the floor) mapped to the bottom of the circle and was defined 
to be 90° elevation, 180° azimuth. Using this polar' coordinate 
system, an object at the same height as the camera but lying to 
the left of center in its field of view would have an azimuth of 
+90° and an elevation of perhaps 45°.
The camera was mounted on a small custom-built motorized 
vehicle which could be moved in controlled trajectories across 
the floor of our laboratory. The camera was oriented so that the 
lens faced forward. The center of the lens was 11 cm above 
the floor, and was placed forward so that the vehicle itself was 
not visible in the fisheye field of view. The vehicle moved at a 
constant velocity of 31 cm/s.
We collected 50 movies of two types: “crash” and “no 
crash.” The 25 “crash” movies ended with the camera colliding 
with a fixed object: a wall, a book, a table leg, or some other 
object commonly encountered in a university lab. (To protect 
the fisheye lens, these movies were taken backward, with 
the camera first touching the obstacle and then the vehicle 
backing away. The frames were later reversed.) The 25 “no
crash” movies were taken in situations where the camera never 
collided with an obstacle. For example, the camera was driven 
under tables, across open areas of floor, or other noncollision 
trajectories. In two of the 25 “no crash” movies, the vehicle 
was modified to turn in place instead of move forward. While 
all movies were recorded in our 8.2 m x 7.9 m lab, we made an 
effort to change the location and direction of trajectory in all 
50 movies, and to include challenging collision detection situa­
tions, such as approaching bare walls. Note that the wall-floor 
and wall-ceiling boundaries were visible in the fisheye lens up 
to the point of collision. A typical “wide-angle” lens having a 
field of view of perhaps ±35° cannot see these important visual 
cues once it is within a certain distance of the wall.
As mentioned above, each raw movie consisted of 70 frames. 
Because the camera could not be synchronized precisely with 
vehicle motion, there were typically a few “wasted” frames in 
each image taken before the vehicle began moving. Each movie 
was analyzed to determine the onset of vehicle motion, and the 
excess frames were discarded. To maintain a uniform length 
for all 50 movies, we chose to trim each movie to 60 frames, 
which represented two seconds of motion and 62 cm of distance 
traveled.
We converted the color images to grayscale and reduced the 
resolution to polar-oriented pixels each subtending 1° of eleva­
tion angle and 1.4°-2.8° azimuth angle. (Pixels in a polar image 
become smaller toward the center of the image, so we periodi­
cally reduced the number of pixels in each concentric “ring” to 
maintain a reasonable pixel size and thus approximate the uni­
form pixel layout in typical imager arrays.) Fig. 4(a) shows one 
image from a “crash” movie where the camera is approaching 
two filing cabinets. The image consists of 9000 pixels covering 
a full 180° view.
Using this dataset, we simulated the collision detection algo­
rithm from Fig. 1 in MATLAB using a time step equivalent to 
the frame time of 1/30 second. We implemented the LMC filter 
from Fig. 2 using an FIR filter with coefficients of —0.5, +1, 
and —0.5 to give a biphasic response to a step change in light 
intensity with a similar time course to biological LMCs. This is 
roughly equivalent to a continuous-time bandpass filter having 
a center frequency of 15 Hz and a quality factor Q around two. 
We used a first-order HR filter to implement the low-pass filter in 
the EMD ( t  =  25 ms, which corresponds closely to biological 
data from insects [18]) and the leaky integrator (also a low-pass 
filter) at the output ( r  =  150 ms). The saturating nonlinearity 
was implemented as a tanh function. EMDs were arranged ra­
dially between adjacent pixels.
B. Initial Simulation Results
Fig. 4 shows the various stages of processing in our algorithm 
for one frame from a “crash” movie. Fig. 4(a) shows the image 
taken by the camera after conversion to grayscale and polar pix- 
elization. This represents the photoreceptor input to the EMD 
array. Fig. 4(b) shows the output of the LMC bandpass filter 
stage after the saturating nonlinearity. The edges of the filing 
cabinets, which are expanding in the field of view, are clearly en­
hanced by the LMC units. Fig. 4(c) shows the output of the delay 
(low-pass filter) stage after the saturating nonlinearity. Because 
the low-pass filter time constant is on the order of the frame
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(a) (b)
time to contact [seconds]
Fig. 4. Images from various levels of motion processing for a typical collision 
movie, (a) Photoreceptor. (b) LMC. (c) Delay, (d) Radial EMD opponent output. 
( e) Response after spatial summation and leaky integrator.
rate, the differences between Fig. 4(b) and (c) are subtle. Fig. 
4(d) shows the opponent output of the radially oriented EMDs, 
where white represents a positive response and black represents 
a negative response. While more light pixels are present than 
dark pixels, it is clear that individual EMDs sampled at one in­
stant in time are rather unreliable motion sensors, as has been 
observed in biological models [26], [28],
Fig. 4(e) shows the output of the collision detector after sum­
ming the EMD responses over the entire visual field and passing 
this signal through a leaky integrator. The response builds to 
a peak around 400 ms before contact with the obstacle, and 
then the response dies away before collision. Clearly, a simple 
threshold operation could be used to produce a warning several 
hundred milliseconds before collision.
Fig. 5 summarizes the performance of the collision detection 
algorithm on the 50-movie test set. Fig. 5(a) shows the superim­
posed algorithm responses for all 25 “crash” movies, and Fig. 
5(b) shows the responses for all 25 “no crash” movies. Since
the purpose of the algorithm is to distinguish between immi­
nent collisions and noncollision situations, we would like to set 
a threshold level that would be exceeded by every “crash” movie 
and not be reached by any “no crash” movie. As Fig. 5(c) il­
lustrates, this ideal situation is impossible to obtain given the 
performance of our algorithm. There is no threshold level that 
results in zero false positives (reporting an imminent crash in a 
“no crash” situation) and zero false negatives (failing to detect 
an imminent collision). The data in Fig. 5(c) illustrate that the 
performance of the algorithm may be optimized by setting the 
threshold value to 17; this results in one false positive and three 
false negatives out of 50 trials, for a total of 92% correct.
We evaluated this data using the receiver operating charac­
teristic (ROC) concept [29], An ROC plot is a parametric plot 
of false positive rate versus false negative rate where the varied 
parameter is the detection threshold. Fig. 5(d) shows the ROC 
plot for the simulation data. The area underneath the ROC curve 
represents an estimate of the upper limit of the probability that 
the algorithm will make a correct decision. Note that a perfect 
collision detector would have an ROC curve that followed the 
left and upper edge of the square (encompassing an area of 1.0, 
or 100%), while a system behaving randomly would have an 
ROC curve of a straight line from the bottom-left corner to the 
upper-right corner of the square (encompassing an area of 0.5, 
or 50%). The area under the ROC curve (AROc) in Fig. 5(d) is
0.984; note that this value is overly optimistic when compared 
to the 92% correct detection rate observed in Fig. 5(c). In our 
simulations, ^4roc correlated well with observed performance 
so we used this single value to rate the overall performance of 
our algorithm in the 50-movie dataset. Algorithm performance 
was observed to be relatively insensitive to EMD parameters.
The simulation paradigm presented here allowed us to easily 
test alternative models for possible hardware implementation. 
For example, eliminating the saturating nonlinearities shown in 
Fig. 2 reduced ^4roc  from 0.984 to 0.954 due to the increased 
contrast dependence. However, strengthening the nonlinearity 
so that a binarization of the signal was performed before corre­
lation also decreased Aroc (to 0.962), indicating that an analog 
signal should be preserved.
C. Results With Reduced Field-of-View and Image Resolution
We observed that some of the “no crash” movies were 
triggering false positives when the camera moved past a nearby 
object, which produced outward optic flow in the periphery of 
the image. To improve performance, we limited the field of view 
from ±90° to ±60° to limit the effect of this optic flow caused 
by objects not in the vehicle’s path. This improved Aroc 
to 0.994 while using a 5160-pixel image. With an efficient 
hardware implementation as the ultimate goal, we also reduced 
the overall resolution of the image as much as possible. Fig. 
6(a) shows the image size and resolution used in the previous 
simulations, and is identical to Fig. 4(a). Fig. 6(b) shows the 
reduced image size and resolution used in the second simulation. 
The field of view was limited to an elevation of 60°, and 
the pixels were reduced to an elevation of 5° and an azimuth 
ranging from 11° to 22°. This resulted in an image containing 
only 132 pixels.
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Fig. 5. Results of collision detection algorithm applied to all 50 movies at full resolution, (a) Output of collision detector for all 25 “crash" movies, (b) Output 
of collision detector for all 25 “no crash" movies, (c) False positives and false negatives as detection threshold is varied, (d) ROC curve. The area under the ROC 
curve is 0.984.
Fig. 6. (a) Image size used for initial simulations (9000 pixels). The field of 
view is 180°. (b) Reduced image used for later simulations (132 pixels). Tlie 
field of view is 120°.
The simulation results using these angle-limited, reduced-res- 
olution images are shown in Fig. 7. Note that Fig. 7 has the same 
format as Fig. 5. The algorithm performs with /Lroc =  0.989 
across the entire dataset of 50 movies. While lower than the 
^4roc =  0.994 achieved using a 120° field of view at full reso­
lution, the algorithm performs surprisingly well considering the 
coarse images used. The best observed performance occurred 
with a threshold of 0.0029 [see Fig. 7(c)], giving two false pos­
itives and one false negative for a total of 94% correct. Further 
reduction of image resolution and/or field of view significantly 
lowered performance.
IV. I n t e g r a t e d  C ir c u it  I m p l e m e n t a t io n
Our positive simulation results using 132-pixel images sug­
gested that this collision detection algorithm was particularly 
amenable to implementation as a focal-plane analog VLSI smart 
sensor. Adding analog computation to an imaging chip typi­
cally results in large pixel size and a low fill factor. While this 
trade-off is undesirable for most image-recording applications, 
it can produce compact, low-power sensors suitable for used in 
small, power-limited autonomous systems [12], [27], [30],
A. Photoreceptor and LMC Circuit Design
We adapted the EMD shown in Fig. 2 to a small, low-power 
CMOS integrated circuit. Fig. 8 shows a schematic of the pho­
toreceptor and LMC bandpass filter. A 35 /j,m x 35 /xm well- 
substrate photodiode with diode-connected pMOS load oper­
ating in subthreshold converts the diode photocurrent into a 
voltage Vphoto that is a logarithmic function of light intensity. 
The speed of this simple photoreceptor circuit is proportional to 
light intensity, so it is unsuitable for use in extremely low light 
levels. In dim environments, an active photoreceptor such as the 
type presented in [31] would be preferred. A pMOS source fol­
lower biased by I sf = 700 pA buffers this signal so that the
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Fig. 7. Results of collision detection algorithm applied to all 50 movies at reduced resolution and field of view (132 pixels, ±00°). ( a) Output of collision detector 
for all 25 “crash” movies, (b) Output of collision detector for all 25 “no crash” movies, (c) False positives and false negatives as detection threshold is varied, (d) 
ROC curve. The area under the ROC curve is 0.989.
equations using K irchhoff s current law, setting Vr ef  =  0 for 
convenience




From these two equations, the transfer function of the LMC cir­
cuit can be derived
Fig. 8. Schematic of photoreceptor/LMC circuit. Detail of operational 
transconductance amplifier (OTA) shown in inset.
input capacitance of the LMC circuit does not load the photore­
ceptor. The time constant of the source follower is much shorter 
than the time constant of the LMC bandpass filter following it 
and thus does not significantly alter the time course of the pho­
toreceptor signals.
The LMC bandpass filter consists of two operational 
transconductance amplifiers (OTAs) and three capacitors. The 
OTAs in the circuit are implemented with pMOS differential 
pairs using diode-connected transistors for source degenera­
tion for extended linear range (see inset. Fig. 8) [32]. From 
the schematic shown in Fig. 8, we can write the following









n  = Pt0 (6)
( 7 )
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Fig. 9. Schematic of delay-and-correlate circuit. OTA-based gm -C  filters are used as low-pass filters. Subthreshold CMOS Gilbert multipliers are used for 
correlation.
The output signal ^lm c is centered around Vr e f > a dc voltage 
which was set to 1.0 V. We sized the capacitors in our circuit to 
give A =  20 and K  =  5 (with C  =  70 fF). The transconduc­
tance of the lower OTA was set by adjusting its bias current Ib
9n
Ib
(/s +  1) 2 Ut
(8)
where n is the weak inversion slope (typically between 0.6 and 
0.9) and Ut  is the thermal voltage k T / q  (approximately 26 mV 
at room temperature) [32]. We set the bias current in the upper 
OTA five times smaller to achieve N  =  5.
As we see from (3), the LMC circuit acts as an ac-coupled 
bandpass filter centered at / i  =  1 / 27tti , with a quality factor 
Q set to 2.5 by capacitor and current ratios. The circuit also has 
a zero at f3f\, but since (3 =  25 in our circuit, the zero takes 
effect outside that passband and thus has little practical effect 
on the filter. We used a bias current of Ib =  35 pA in the lower 
OTA and 7 pA in the upper OTA to center the passband near 
20 Hz, which was chosen because it lies in the range of LMC 
response measured in the fly. The LMC circuit presented here 
allows the designer to adjust the center frequency and Q factor 
to selectively amplify frequencies present in moving images.
B. Delay-and-Correlate Circuit Design
The LMC circuits from each photoreceptor pass their signals 
to the the delay-and-correlate circuit shown in Fig. 9. The delay 
is implemented as a first-order low-pass filter. The OTAs in this 
circuit used two diode-connected transistors in series for ex­




tively large bias transistors for this circuit (W / L — 4.8 /zm/2.4 
^m in a 0.5-^m process) to improve cross-chip matching.
We implemented the correlation function using a CMOS 
Gilbert multiplier operating in subthreshold [9], [33]. The 
output currents of the multipliers in Fig. 9 can be expressed as
^out L+ ^out L -





^ o u t  R-\- ^ o u t  R —
x tan h
2Ut




We used Cxpf =  700 fF and set tlpf to around 25 ms, which is 
in the range of biological motion detectors. This required a bias 
current of 9 pA for each OTA. Since current sources suffer from 
mismatch, particularly in subthreshold operation, we used rela-
For small differential input voltages, tanh(a?) «  x and the cir­
cuit acts as a linear multiplier. As the input signals grow larger, 
the tanh nonlinearity dominates and the circuit acts more like 
a digital exclusive-or gate. We use this inherent circuit nonlin­
earity as the desired saturating nonlinearity in our EMD model 
(see Fig. 2). The previous LMC circuit provides sufficient gain 
to ensure that we are usually operating well outside the linear 
range of the multipliers.
Traditional CMOS Gilbert multipliers require that the dc level 
of the upper differential input be shifted relative to the dc level of 
the lower differential input. This is required to keep all transis­
tors in saturation. To avoid the cost in chip area, power consump­
tion, and mismatch associated with level shifters, we introduce 
a novel circuit modification that allows both the upper and lower 
differential inputs to operate at the same dc level. As shown in 
Fig. 10, we lower the well potential of the lower pMOS transis­
tors from Fdd to a dc voltage Vw • This lowered well voltage
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V si ~  V s2 >  4UT -
V\y  < Vy)B 1 — tv
Fig. 10. Schematic of CMOS Gilbert multipliers used for correlation. By 
applying a well voltage Vw  less than the supply voltage Vdd, inputs having 
identical common-mode levels may be applied to the circuit while keeping all 
transistors in saturation.
causes the sources of these transistors to operate at a lower po­
tential, which keeps the upper transistors in saturation. The fol­
lowing detailed analysis of this circuit reveals acceptable levels 
for the well voltage Vw-
The schematic in Fig. 10 shows a CMOS Gilbert multiplier 
biased with a dc current / .  This circuit has common-mode input 
voltages Vicm  and Vzcm  to its upper and lower differential 
pairs, respectively. The upper transistors have source voltages 
of V si and have their wells connected to Vdd- The lower tran­
sistors have source voltages of V s2 and have their wells con­
nected to Vw- Assuming all devices operate in weak inversion, 
the following expressions can be written for transistors in the 
upper and lower differential pairs:
1 T W
2 = I° T exp  
I  T w
i  = I ° T exp
where / 0 is the subthreshold current extrapolated to zero 
gate-to-source voltage [9], and W /L  is the width-to-length 
ratio of each transistor. For the upper transistors to remain in 
saturation, they must maintain drain-to-source voltages at least 
four times greater than the thermal voltage
Fig. 11. (a) Photograph of collision detector chip. The chip measures 2.24 
mm x 2.24 mm. The 17 x 17 array of photoreceptors is visible as breaks in the 
metal light shield, (b) EMD pattern on chip. Ultra-wide-angle optics gave the 
chip a field of view ranging from ±52° to ±74°.
solving for V s2 as a function of I  and V2CM provides a lower 
bound on Vw
V  > V  +  Ut  1 1
K I q '
(16)
(14)
Combining (12)-(14) with the condition that the two differential 
inputs have the same common-mode level (i.e., Vicm =  V2cm ), 
we can derive an upper bound for Vw  to keep the upper transis­
tors in saturation
(15)
We cannot set Vw  arbitrarily low, however. We must maintain a 
well voltage greater than the source voltage V s2 to prevent the 
source-well junction from becoming forward biased and acti­
vating the parasitic source-well-substrate pnp transistor inherent 
in each pMOS transistor. Setting the condition Vw > V s2 and
Here, we assume a worst case situation in which all of the bias 
current I  is momentarily flowing through a single lower tran­
sistor, perhaps in response to a large differential input signal. 
For typical values of lo =  10-19 A, k — 0.8, UT =  26 mV, 
and 1 = 1  nA, we find that Vw  must be set no higher than 
Vdd ~  0.43 V and no lower than V2cm  +  0.75 V. We use 
Vdd =  5 V, Vicm =  V2CM =  1 V, and Vw  =  2.5 V in our 
circuit.
In modern submicrometer CMOS processes, it is sometimes 
possible for the circuit designer to select the threshold voltage 
of each transistor from two or three possible levels. If this option 
is available, it becomes much easier to build a Gilbert multiplier 
that allows Vicm to equal V2CM • One would simply build the top 
differential pair with large-Vt devices, and the lower differential 
pairs with small-Vt devices. In this case all wells are tied to Vd d , 
and there is no risk of activating parasitic bipolar devices.
The output of the Gilbert multiplier is a differential current. 
The signals from the left and right correlators are easily sub­
tracted by summing their currents appropriately (see Fig. 9). 
Similarly, current summation on two global wires is used to sum 
the motion signals over the entire EMD array.
V. In t e g r a t e d  C ir c u it  E x p e r im e n t s
We fabricated a 16 x 16 EMD array in a 0.5-^m  2-poly, 
3-metal standard CMOS process. The 2.24 mm x 2.24 mm 
die contained a 17 x 17 array of “pixels,” each measuring 100 
^m  x 100 ^m  [see Fig. 11(a)]. The top metal layer was used to 
shield the circuitry from light, and all nMOS transistors were 
completely surrounded by n-wells to absorb stray minority car­
riers [31]. Each pixel contained a photoreceptor, LMC circuit, 
low-pass “delay” filter, and four correlators. These correlators 
were used to implement two independent EMDs: a vertical 
motion detector connected to the pixel below and a horizontal 
motion detector connected to the pixel to the right. The output 
signals from a subset of the EMDs representing radial outward 
motion were connected to two global wires, giving a differential 
current signal that was taken off chip on two pins.
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Fig. 12. Measurement of LMC circuit performance, (a) Step response of LMC 
circuit, (b) Frequency tuning of LMC circuit.
Fig. 13. (a) Chip response to approaching dark square (5 =  6.4 cm) 
approaching at v =  17 cm/s. (b) Chip response for dark square (s =  6.4 cm) 
approaching at five different velocities: 12 cm/s, 14 cm/s, 17 cm/s, 19 cm/s, 
and 24 cm/s. Shadow artifacts (d < 3 cm) have been removed.
Fig. 11(b) shows the EMDs that were summed to produce 
the global radial motion signal. Diagonally oriented EMDs were 
derived from the sum of a horizontal and a vertical EMD. The 
center 4 x 4  pixels were ignored, as motion near the center of 
the field of view is typically very small in collision situations. 
We used custom-built ultra-wide-angle optics to give the chip 
a field of view ranging from ±52° at the sides to ±74° at the 
comers. The simulations presented in Section III showed that 
a field of view of at least ±60° was necessary for reasonable 
performance using this algorithm.
Before testing the array, we characterized an individual 
LMC circuit that was configured to have a voltage input %>hoto 
provided externally using a function generator. We provided a
1.4 Hz, 100 mVpp square wave and observed the LMC circuit 
output [see Fig. 12(a)]. The LMC circuit exhibits a transient 
oscillatory step response similar to its biological counterpart. 
Using a spectrum analyzer, we measured the transfer function 
of the circuit [see Fig. 12(b)]. The LMC circuit acts as a 
bandpass filter centered at 19 Hz, with a measured Q of 2.3.
The entire collision detector chip consumed 140 ^W  of 
power. Most of this was consumed by peripheral biasing 
circuits; the 17 x 17 pixel array used only 5.2 /xW (18 nW 
per pixel). To test the complete collision detection chip, we 
implemented the leaky integrator and comparator from Fig. 1 
using off-chip components. In future implementations, these 
circuits could be built on chip using little power.
We were unable to test the chip using the recorded movies 
(see Section III) due to noise feedthrough from the ~70 Hz re­
fresh rate of monitors. Instead, we tested the chip by moving 
a black square with a width of 12.8  cm toward the lens at var­
ious speeds. In keeping with notation from [2], we denote object 
size by the half-width s =  6.4 cm. Fig. 13(a) shows the mea­
sured response of the chip when the black square approaches 
at a velocity v of 17 cm/s. The response peaks approximately 
230 ms before contact, then rises again during the last 150 ms. 
Careful observation of the experiment revealed that the lens cast 
a shadow on the target at distances of less than 3 cm. As the 
target approached the lens this shadow expanded, yielding an 
additional expanding visual stimulus. To eliminate this artifact, 
we truncated the data for distances less than 3 cm from contact. 
Fig. 13(b) shows experiments performed with velocities ranging 
from 12 cm/s (peaking sooner) to 24 cm/s (peaking later).
We also mounted two collision detector chips on a small 
robotic platform (see Fig. 14). The two sensors looked slightly 
to the left and right of the nominal direction of travel. If an
Fig. 14. Collision avoidance robot with two collision detector chips. Custom 
ultra-wide-angle optics are mounted over the chips, which are mounted in 40-pin 
DIP packages.
imminent collision was detected on the left, the robot would 
stop and turn to the right. If an imminent collision was detected 
on the right, the robot would stop and turn to the left. This 
simple implementation of the model presented in [3] was able 
to navigate through a cluttered laboratory with few collisions. A 
video of this robot is available at http://www.ece.utah.edu/~har- 
rison/robot/.
VI. S u m m a r y  a n d  C o n c l u s io n s
As shown in Figs. 5(a), 7(a), and 13, the time course of the 
collision detector output signal has a distinct shape, peaking be­
fore collision and then collapsing. This is similar to the activity 
patterns observed in LGMD neuron in locusts [2] and 77 neurons 
in pigeons [4] during collisions. While more complex models 
positing the measurement of true image velocity and object size 
have been used to explain this peculiar time course [2 ], we ob­
serve that a simple model integrating the output of a radial EMD 
array gives qualitatively similar responses.
In both the locust and the pigeon, the time at which the response 
peaks (relative to the time of collision) is observed to be a linear 
function of s /v ,  where 5 is the radius of the object the observer 
is colliding with and v is the approach velocity. As shown in Fig.
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Fig. 15. Peak time versus size-to-velocity ratio in silicon collision detector. 
Data is taken from Fig. 13(b).
15, the data from our silicon system also exhibits a linear relation­
ship between time of response peak and s /v .  We observed similar 
results in simulations using synthetic images of an approaching 
black disc on a white background (data not shown).
Furthermore, we observed that the slope of this line, while rel­
atively insensitive to the EMD parameters, is strongly affected 
by the field of view used by the algorithm. Using this empirical 
relationship (data not shown), we observed that the timing of rj 
neurons in pigeons [4] corresponded to a receptive field 6 .6° in 
diameter and the timing of the LGMD neuron in three species of 
locusts [2] corresponded to receptive fields between 38° and 48° 
in diameter using the algorithm shown in Fig. 1. Additional neu- 
rophy siological studies are needed to determine if receptive fields 
of these sizes are actually present in the visual systems of these 
animals.
We have demonstrated that this model of collision detection 
can be implemented in a small, single-chip sensor dissipating 
only 140 /zW of power. Digital implementations of this algo­
rithm would result in easier programmability at the likely ex­
pense of greater power consumption. By recording a library of 
“crash” and “no crash” real-world movies, we were able to eval­
uate and refine the collision-detection algorithm before the chip 
was designed. This approach likely saved us several design-fab- 
ricate-test cycles and also increased the robustness of the re­
sulting sensor. While the algorithm was quantitatively evaluated 
in simulation using complex scenes, the chip was quantitatively 
evaluated using only high-contrast squares. We were unable to 
test the chip using the recorded movies due to noise feedthrough 
from the ~70 Hz refresh rate of monitors. However, qualita­
tive tests using two chips mounted on a small robotic platform 
demonstrated a high degree of robustness in the sensors as the 
robot wandered through a cluttered room. More extensive and 
quantitative testing of the chip on mobile platforms will better 
characterize its performance.
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