Abstract. We study a random field obtained by counting the number of balls containing each point, when overlapping balls are thrown at random according to a Poisson random measure. We are particularly interested in the local asymptotical self-similarity (lass) properties of the field, as well as the action of X-ray transforms. We exhibit two different lass properties when considering the asymptotic either in law or on the second order moment and prove a relationship between the lass behavior of the field and the lass behavior of its X-ray transform. These results can be exploited to modelize and analyze granular media, images or connections network.
Introduction
The purpose of this paper is the study of a random field obtained by throwing overlapping balls. Such a field is particularly well-adapted for modeling situations resulting from the addition or superposition of many small events. One can think for instance to 3D granular or more generally porous media, to heterogeneous or perturbed images, or even to communication network. Actually we consider a collection of balls in R d (d ≥ 1), with different radii, which may overlap. Centers and radii are chosen at random according to a Poisson random measure on R d × R + . The field under study is built up on R d as the number of balls containing each point. For d = 3 it can be interpreted as a mass density: the more one point is covered by balls, the highest is the mass density at this point. For d = 2, the field can be interpreted as the discretized gray level of each pixel in a black and white picture. For d = 1 one can imagine through the obtained process a counter, which delivers at each time the number of active connections in the network. In that case, the individual connections or calls are modeled by 'half-ball-', instead of ball-, intervals given by their starting time and duration.
To perform the analysis of the field, we follow two ways. On one way (case d ≥ 2), the action of an X-ray transform on the field is exploited -this transform is the mathematical interpretation for a radiographic process-. On the other way (valid for any d ≥ 1), self-similarity properties are explored. More precisely we focus on a parameter, which is supposed to contain tangible information on the structure of the media, the local asymptotical self-similar index, lass index in short, and roughly defined at each point x 0 as the critical exponent H > 0 such that "the field X(x 0 + λ.) − X(x 0 ) λ H converges to something = 0 as λ ց 0 "
where X is the field describing the media.
Our main results can be summarized in the following points: 1-the lass index takes two different values when considering the above asymptotic either 'in law' or 'on the second order moment'; 2-there are explicit formulae that link the lass indices of a field and the lass indices of the X-ray transform of it; 3-when anisotropy is introduced in the model, it can be recovered through the lass indices following specific devices.
The origin of this paper has to be found in two inspiration sources. One for the model, the other one for the analysis method.
Concerning the model, the 'micropulses' introduced by R. Ciosek-Georges and B. Mandelbrot [6] are actually responsible for the name 'microballs'. The micropulses, as well as our microballs -at least when they are isotropic-, are determined by their center ξ and their radius r where the pair (ξ, r) is obtained via a Poisson random measure on R d × R + with intensity dν(ξ, r) = Cr −θ+d drdξ for some positive θ. In [6] , a random field is associated with the sum of heights of infinitesimal pulses and homogenization type results are obtained. The idea appeared eighty years ago, in 1925, when S.D. Wicksell [18] introduced a first model, the famous corpuscles, made of random 3D spheres defined as above. The aim of his study was a stereological question: how to get information about the numbers of spheres starting from the observation of a section of the media? Since then, this kind of model has been extensively deepened and extended. We address to [17] or [16] for many examples of random models based on Poisson point process. They all belong to 'germ-grain' model: the centers are the germs, usually uniformly distributed in R d , and the grains have a specific shape depending on the media under study. Here we choose spheres with varying radii given by a power law. As far as we know, if considering the balls associated to a Poisson random measure on R d × R + through the pair (center, radius) is not a new idea, the field obtained by counting the numbers of balls covering each point has never been studied for himself. Moreover, in the case d ≥ 2, we allow anisotropy in our model by choosing an anisotropic intensity measure. The centers of the balls are still uniformly distributed in R d but the distribution of the radius of the balls whose center is situated along a line depends on the direction of the line. A one dimensional (d = 1) germ-grain model can also be relevant for modeling communication networks: the germs stand for the starting time of the individual ON periods (calls) and the grains stand for the duration. The inter-arrival times are uniformly distributed on the time axis and the call durations are still given by a power law. Although these elements are very close to those considered by S. Cohen and M. Taqqu in [8] , the counting process that we build up differs from their Poissonized Telecom process. The former provides the number of calls at each time meanwhile the later is a mixed moving average that sums the height of connections.
Concerning the method of analysis, it is inspired from the methods created for Gaussian fields. More specifically we turn to [5] , where anisotropic Gaussian fields are analyzed by performing X-ray transforms and evaluating lass indices. The main tool is the notion of local asymptotic self-similarity. Introduced in [3] in a Gaussian context, this notion has been extended to non Gaussian context (see [7] , [12] or [4] where a general presentation is performed for fields with stationary increments). The lass index can also be related to other parameters of interest as roughness index [2] or Hausdorff dimension [1] . In the area of networking as well the notion of selfsimilarity, at small or large scales, is a fundamental one and it is highly connected to long-range dependence. All these notions are well adapted to isotropic fields. But since the fields we are working with are eventually anisotropic, we need one more tool: the X-ray transform will bring directional information on the media. The associated techniques developed in [5] in a Gaussian context are still valuable in the Poisson context. The paper is organized as follows. The microball model, i.e. the field that counts the number of balls covering each point, is introduced in Section 2 after some recalls on Poisson point processes. Section 3 is devoted to the self-similarity properties: the different notions of local asymptotic self-similarity are made precise and a first main theorem concerning the microball model, Theorem 3.1, is proved. An homogenization result is also established. In Section 4, we introduce the X-ray transform of the microball model and state the second main theorem, namely Theorem 4.4.
2. The microball model 2.1. Poisson point process. We recall here some well-known facts about Poisson point process and introduce some usual notations. For more details on the subject, we refer to [15] or [17] .
Let (E, ν) be a Polish space with ν a σ-finite measure and let N be a Poisson random measure on E with intensity measure ν.
Campbell's Theorem (see for instance [17] Lemma 5.3.1) claims that, for any function ϕ in L 1 (E, dν), the integral
is pathwise well defined for almost all ω, the random variable ϕdN is integrable and
Moreover, if ϕ belongs to L 2 (E, dν) then the random variable ϕdN is square integrable and
Denoting by N = N − ν the compensated Poisson measure, the map
appears as an isometric map for the L 2 -norms. By density, the integral
is then defined as a limit in L 2 (Ω), for any function ϕ in L 2 (E, dν). The random variable ϕd N is square integrable, E ϕd N = 0 and
Finally, the characteristic function of ϕd N is given by
2.2. The microball model. We now work with E = R d × R + as a state space for the Poisson point process. Each pair (ξ, r) in R d × R + is associated with B(ξ, r), the open ball in R d with center ξ and radius r. The 'points' (ξ, r) are chosen at random according to the following prescription: centers ξ are distributed uniformly (Lebesgue measure) in R d and radii r are given by a power law in (0, 1). The exponent of the power law can either be constant (isotropic case) or depending on the direction of ξ (anisotropic case). Precisely we consider intensity measures on R d × R + with special shapes ν m and ν h prescribed below. Let us define for m > 0, the isotropic intensity measure ν m on
For h a continuous function on the sphere
where we extend h to an homogeneous function of degree 0 on R d
{0}.
Intuitively, we look at the randomly chosen B(ξ, r) as small aggregated grains constituting an heterogeneous media (case d = 3) or a noisy image (case d = 2). The allowed overlappings have to be interpreted as regions of the media where the mass intensity is higher or as areas of the picture where elementary grains overlap. So, for each x in R d (d = 3 or 2) we are naturally interested in the number of balls B(ξ, r) that contain the point x. When the centers and radii of balls are given by a Poisson random measure N h with intensity ν h , this random variable is described by the integral -if exists-
Let us also specify the intuitive scenario we have in mind for the one dimensional case (d = 1). We look at the 'half-ball'-intervals [ξ, ξ + r) as the ON period of a single call. The pairs (ξ, r) are randomly chosen by a Poisson random measure N m with intensity ν m defined by (1) (note that in dimension one, the word 'isotropic' makes no sense). The periods when two or more users are calling simultanously are described by the interval overlappings. Then the number of connected users at time x is equal to the one dimensional integral -if exists-
We will not distinguish anymore the special case d = 1, since the integrand 1 [ξ,ξ+r) behaves like 1 B(ξ,r) and the homogeneous function h of degree 0 is necessarily constant in this case. So from now on, let us denote for x, ξ in
Denoting by m the minimum of h, the following inequalities are clear:
) and allows to state the following definition.
Definition 2.1. Let h be a continuous function on the sphere S d−1 = x ∈ R d ; |x| = 1 such that min h > 0 and let N h be a Poisson random measure with intensity ν h . We call microball model with directional index h the field defined on R d as
Let us remark that the continuity assumption on h can be weaken. It is used for sake of simplicity.
Proposition 2.2. If the directional index h is constant, then
• the microball model is isotropic, i.e. for every rotation R centered at 0 in
• the microball model is stationary, i.e. for all
= stands for the equality of the finite dimensional distributions.
Proof. Let us suppose that h is constant equal to some positive m and choose
n , and thus
Since ϕ(Rx, ξ, r) equals ϕ(x, R −1 ξ, r) and ν m is rotation invariant with respect to ξ,
This proves that X is isotropic. Stationarity follows from similar computations starting from E exp i n j=1 t j X(x 0 + x j ) and using the fact that ϕ(. + x 0 , ξ, r) = ϕ(., ξ − x 0 , r).
Let us remark that it is sufficient to consider the case n = 1 in the above computations. We will do it hereafter.
Most of the properties of the microball model X that we will study in the sequel deal with the local behavior of X. So let us compute the increments of X and state a useful lemma about it. In what follows we write for x and
where
Moreover, for all Borelian set E in R d with positive measure, if
Proof. First statement: let x ∈ R d . For x = 0, ψ(0, .) vanishes, so we can assume that x = 0. Note that
Hence,
On one hand, since m > 0, the function |ξ| −d+2m is locally integrable. On the other hand, for |ξ| ≥ 4|x|, one can find C > 0 such that
Then, since m <
Moreover, in this case, by rotation invariance and homogeneity, there exists a constant C(m) > 0 such that
Second statement: note that for all
and hence, for all Borelian set E in R d ,
Let us suppose that we can find an open nonempty ball
and proved to be negative on B. Thus, I m E does not vanish on B. Let us remark that, by (3), the microball model X satisfies, for x,
where m = min h. Then, the field X is mean square continuous.
Moreover in the isotropic case, by the correlation theory of stationary random fields (see [19] for example), there exists a finite positive Radon measure σ such that
Computing the inverse Fourier transform we obtain that σ is absolutely continuous with respect to the Lebesgue measure. The spectral density of the isotropic model is given by
where J d/2 is the Bessel function (see [14] p. 406 for example). Let us recall that
and
Hence, the previous spectral density has a power law behavior.
3. Self-similarity 3.1. Local asymptotic self-similarities. In this section, we will focus on selfsimilarity. The usual self-similarity property requires a scale invariance valid for all scales. This is quite restrictive, and we will deal with self-similarity properties that are fulfilled 'at small scales' only. One of them is the local asymptotic self-similarity property, introduced in [3] . Although it is denoted there as the lass property, we will call it fdd-lass for reasons that become clear afterwards. We recall it now.
converge to the finite dimensional distributions of a non vanishing field as λ → 0 + . The limit field is called tangent field at point x 0 (see [9] ).
When one deals with real data, it is almost impossible to see whether such a limit is satisfied for the finite dimensional distributions. Therefore, we introduce another asymptotic self-similarity property, only concerned with the second order moments. We call it cov-lass and define it by the following.
Let
converges to a non vanishing covariance function as λ → 0 + . By analogy with the fdd situation, the limit covariance will be called tangent covariance at point x 0 .
Note that the above self-similarity properties are equivalent (with the same value for the H parameter) when tested on centered Gaussian processes. But note also that none of them implies the other one in a general setting. We will test both properties on the microball model.
We introduce a weaker notion of self-similarity at small scales. It will be used when the above limits do not exit but a critical index (see [5] ) is still observed. More precisely we say that X admits H as critical fdd-lass index at point x 0 if
→ means the convergence of the finite dimensional distributions. By analogy, a definition for the critical cov-lass index at point x 0 can be written out.
Note that if H cov is the critical cov-lass index for X at point x 0 , then for all α < H cov the covariance function of
converges to 0 as λ → 0 + and then, its finite dimensional distributions also. Thus, the critical fddlass index for X at point x 0 satisfies H f dd ≥ H cov .
Clearly, when X is fdd-(or cov-) locally asymptotically self-similar of index H at point x 0 , then X admits H as critical fdd-(or cov-) lass index at point x 0 . In what follows, we will omit the word 'critical' when referring to those indices.
3.2. The lass Theorem. We now state a theorem including all those notions of local asymptotical self-similarity. In order to make it clear, the several situations are presented in an array. • Let m ∈ (0, 1/2) and let X m be the isotropic microball model with index m. The following local asymptotical self-similarity properties for X m at any point x 0 ∈ R d are valid.
x 0 cov-lass at x 0 fdd-lass at x 0 any x 0 lass-index = m lass-index = +∞ tangent cov = cov of fBm
• Let h be a continuous function on S d−1 such that 0 < m := min h < 1/2, and let X be the microball model with directional index h. The following local asymptotical self-similarity properties for X at point x 0 are valid.
x 0 assumption on h cov-lass at x 0 fdd-lass at x 0 x 0 = 0 meas({h = m}) > 0 lass-index=m lass-index=2m tangent cov = γ m tangent field = Z m x 0 = 0 meas({h = m}) = 0 lass-index=m lass-index=2m not cov-lass not fdd-lass
How to read the arrays? The first (resp. first two) column(s) is (resp. are) devoted to the assumptions, whereas the two next ones are devoted to the conclusions. Precisely, the first column deals with the point x 0 where the increments are evaluated. In the isotropic case, X m is stationary and therefore the behavior of X m around x 0 does not depend on x 0 . In the anisotropic case, two values of x 0 are distinguished with two different behaviors: x 0 = 0 and x 0 = 0.
The second column (anisotropic case) contains the required assumptions on h. In the case x 0 = 0, we distinguish two situations: either the Lebesgue measure of the set where the minimum of h is reached is zero, or not. In the case x 0 = 0, h is assumed to be β-Lipschitz on the sphere, with β in (0, 1].
The third (respectively, fourth) column states the result concerning the covariance (respectively, the finite-dimensional distributions) local asymptotic self-similarity. When the field X is cov-lass (respectively, fdd-lass), the value of the lass index is given as well as the tangent covariance (respectively, tangent field). When the field is not cov-lass (respectively, not fdd-lass) but admits a critical cov-lass index (respectively, fdd-lass index), the value of the lass index is given.
Before proceeding to the proof, let us comment this statement. First note that the lass-indices are not the same when considering either the covariance or the finite dimensional distributions. This situation totally differs from the Gaussian case.
In the one dimension, only the first array makes sense. It describes the small scale behavior of the number of active connections in a communication network: the covariance is locally asymptotically self similar and behaves like a fractional Brownian motion covariance, meanwhile no local asymptotical self similarity in law has to be expected. More generally, the same is observed in the multi-dimensional isotropic case. Actually the cov-lass behavior is a consequence of the power law behavior of the spectral density: this point of view is detailed in [4] section 2.2.2.
In the anisotropic case, the role played by x 0 has to be pointed out. The lass indices describing the behavior around a point x 0 = 0 depend only on h(x 0 ). On the opposite, when one looks at the behavior around x 0 = 0, then all the directions are concerned and the lass indices depend on the minimum m of the directional index h.
Nevertheless note that for x 0 = 0 there always exists a cov-lass index and a fdd-lass index and that the later always equals the double of the former. This multiplicative factor is characteristic of the Poisson structure as proved by the following exercise. 
Moreover when h is not constant and {h = m} has positive measure, the tangent field at 0 is deterministic and not zero, hence does not have stationary increments. This is worth to be noticed and linked to a result by Falconer [9] , which states that at almost all points the tangent field -if it exists-must have stationary increments. Hence the point x 0 = 0 appears as an 'exceptional point' (see [13] for other examples of exceptional points).
Proof. Anisotropic case. Let us suppose first that h is not constant. As it is more simple to deal with, the isotropic case will be examined later on.
1. Let us first be concerned with the covariance self-similarity property, as described in the third column of the array. We compute the covariance of the increments at point x 0 . For H in (0, 1) and
By the isometry property
and by a change of variable, it is also equal to (4)
1-a. We look at the case x 0 = 0 and assume that {ξ ∈ R d \ {0}; h(ξ) = m} has positive measure. Thus, using Lemma 2.3, Lebesgue's Theorem gives that Γ m λ (0, x, x ′ ) tends to
which does not vanish by assumption.
1-b.
We are still concerned with the case x 0 = 0 but assume now that {ξ ∈ R d \ {0}; h(ξ) = m} has measure 0. According to (4) the covariance Γ H λ (0, x, x ′ ) tends to 0 for H ≤ m. On the other hand, for H = m + 2ǫ with ǫ > 0 and for λ in (0, 1),
where {ξ ∈ R d \ {0}; h(ξ) < m + ǫ} has positive measure. So the above quantity tends to infinity when λ tends to 0 + . Hence the exponent m is proved to be the critical cov-lass index for X at x 0 = 0, although X is not cov-lass at x 0 = 0. 1-c. Let us consider now the local behavior around x 0 = 0. We assume that h(x 0 ) < 1/2 and that h is β-Lipschitz on the sphere with 0 < β ≤ 1. We will first establish that
and then prove that Γ h(x 0 ) is the covariance of a fractional Brownian motion with Hurst index h(x 0 ).
Since h(x 0 ) < 1/2, Lemma 2.3 indicates that the function ψ(x, .) belongs to
. By Cauchy-Schwarz Inequality, in order to prove (5), it is enough to prove that the difference I(λ), given by
tends to 0 as λ goes to 0 + . Let us remark that, with the β-Lipschitz assumption on h, for x 0 = 0, one can find C(x 0 ) > 0 such that
Then, for some positive p and q ∈ (0, 1) to be fixed hereafter, when λ p+1 < λr < 1 and λ|ξ| < λ 1−q , one can find C > 0 such that
for λ small enough. Without loss of generality, we can assume β < 1 − 2h(x 0 ). In this case, we will prove that, for λ small enough compared to x,
with C(x) > 0. We split the integral into
. By (7), the same kind of arguments as in Lemma 2.3 yields to
Else, for ξ ∈ B(0, λ −q ) c or r ∈ (0, λ p ), we use the following inequality
which holds since h(x 0 + λξ) ≥ m and λr ≤ 1. Then, on one hand,
On the other hand, for λ ≤ (4(1 + |x|)) −1/q ,
Finally, it is sufficient to choose p and q such that
This concludes for the proof of the convergence of Γ
. It remains to show that Γ h(x 0 ) is the covariance of a -up to a constant-fractional Brownian motion with Hurst index h(x 0 ). A straightforward computation gives
This allows to write Γ
2. We prove now the finite dimensional distributions property, as described in the fourth column of the array. For sake of simplicity, we will only consider the limit in distribution of
One moment thinking can convince the reader that the next computation can be performed with a random vector (
instead of the single random variable
where Φ(H, λ, x 0 , x, t) is given by
A change of variable yields
Lemma 2.3 allows us to split the integral into Φ = Φ 1 +(Φ−Φ 1 ), where Φ 1 (H, λ, x 0 , x, t) is equal to
Then,
We notice that
The second term Φ 2 := Φ − Φ 1 is given by
We will now concentrate on this term.
2-a. Let us consider the case x 0 = 0 and assume that {ξ; h(ξ) = m} has a positive measure. For H = 2m, Lemma 2.3 again gives
Hence the finite dimensional distributions of λ −2m (X(λ.) − X(0)) converge to the finite dimensional distributions of the almost deterministic field Z m given by
By Lemma 2.3, Z m does not vanish since {ξ; h(ξ) = m} contains a ball by continuity and anisotropy of h.
2-b.
In the case x 0 = 0 and {ξ; h(ξ) = m} is of measure 0, for H ≤ 2m, from below, Φ 2 (H, λ, 0, x, t) tends to 0. On the other hand, for H ∈ (2m, 1) and H < 2 max h, we have to prove that there exists at least one x in R d such that Φ 2 (H, λ, 0, x, t) does not tend to 0. First, let us remark that, for all x ∈ R d , Φ 2 (H, λ, 0, x, t) may be written as
Thus it is sufficient to consider
The function f (., ξ) is smooth on R d {ξ} and its Laplacian, given by
is negative. Then, approximating the Laplacian by the second order increments, one can find C ∈ (0, 1 2 ) such that, whenever |x − ξ| = 0 and δ ≤ C|x − ξ|,
Let us take H such that 2m < H < 2 max h and H < 1 and note that the sets {ξ; H ≤ 2h(ξ)} and {ξ; H > 2h(ξ)} have positive measure. Then, by continuity of h, there exists a nonempty open ball B ⊂ {ξ; H > 2h(ξ)}. For every x ∈ R d we introduceΦ
. By Lebesgue's Theorem, the second term tends to 0 with λ. Ab absurdo, let us suppose thatΦ λ (x) tends to 0 with λ for every x in R d . Then for all x ∈ R d and all δ ∈ R,
For x in B, and δ such that B x, δ C ⊂ B, according to (10),
Then (11) implies that {ξ; 2h(ξ) ≤ H} has measure zero, which is in contradiction with the assumption H > 2m.
The case x 0 = 0 is complete.
2-c. Let x 0 = 0. We then prove that the critical fdd-lass index of X h at x 0 is ≥ min (1, β +2h(x 0 ) ). Without loss of generality, we can assume that β +2h(x 0 ) ≤ 1. For H < β + 2h(x 0 ), we will establish that Φ 2 (H, λ, x 0 , x, t) tends to 0 when λ → 0 + . Recall that, by definition (9), Φ 2 (H, λ, x 0 , x, t) is equal to
According to the β-Lipschitz assumption on h, for λ small enough compared to x, by (8), since |ψ| = ψ 2 ,
The proof is complete.
Isotropic case. By stationarity, the cov-lass part is nothing but the general case where x 0 = 0 and h is constant equal to m. For the fdd-lass part, it is sufficient to remark that Φ 2 is zero.
3.3.
Homogenization. There are different ways to consider self-similarity at small scales, depending on which part of the signal the scaling acts. Instead of performing a scaling on the increments lag, as it is performed in Section 3.1, we act on the radius of the balls as follows. Suppose we zoom and consider the balls B(ξ, r/ε) instead of the balls B(ξ, r), where the (ξ, r) are randomly chosen by the Poisson random measure N h , and we let ε go to 0. Denoting by X ε the associated field
we look for a normalization term n(ε) such that n(ε)X ε converge in distribution to a non degenerate field. Note that the field X ε can also be considered as a microball model (see Definition 2.1) associated with a Poisson measure with intensity
Actually this procedure is nothing but homogenization. The value of the normalization term and the limit field are specified in the following proposition. Note that our homogenization result, in the isotropic case, is close to the thermodynamical limit investigated in [6] . The same limit field is observed, namely a fractional Brownian motion.
Proposition 3.3. Let h be a continuous function on S d−1 such that 0 < m := min h < 1/2 and the set {ξ; h(ξ) = m} has positive measure. Let us define for all ε > 0 the field X ε by (12) . Then for any x 0 in R d , as ε goes to 0, the finite dimensional distributions of
If h is constant equal to m, then γ m,x 0 is equal to the covariance function γ m given in Theorem 3.1 and G m,x 0 is, up to a constant, a fractional Brownian motion with index m.
Proof. We proceed as for the proof of Theorem 3.1. For H > 0, we write
The term inside the brace behaves like − t 2 2 ε 2H ψ(x, ξ, r) 2 and then, for
Let us remark that the covariance function of ε
X-Ray Transform
A motivation for the previous sections was to model and describe heterogeneous media. In this section we are interested in analyzing this media through X-ray images.
Following the usual denomination (see [14] for instance), for a direction α in S d−1 , the X-ray transform in the direction α of any function f in L 1 (R d ) is given by R f (y + pα)dp , y ∈< α > ⊥ .
Our purpose is to define in the same way the X-ray transform of a microball model X. Unfortunately, the realizations
We will then work with the windowed X-ray transform associated with a fixed window ρ. We assume that ρ is continuous on R and rapidly decreasing, ie such that,
, we call windowed X-ray transform of f in the direction α the map
Let us denote by π α ⊥ the orthogonal projection on < α > ⊥ and write ξ = π α ⊥ (ξ)+tα.
The following proposition allows us to call P α X the windowed X-ray transform of X in the direction α, since it is proved to be equal in L 2 (Ω) to the windowed integral of X along the direction α. Proposition 4.1. Let ρ be a continuous window that satisfies (13) . Let X be a microball model on R d and let α be a fixed direction in S d−1 . For n and K in N and y in < α > ⊥ , we denote
Then, for all y 1 , y 2 , . . . ,
when n and K tend to infinity.
Proof. For y in < α > ⊥ , n in N and K ∈ N, by linearity
By the isometry property, it is sufficient to remark that, when n and K tend to infinity, the function
We will again focus on self-similarity properties. A crucial point is the computation and the estimation of the increments of P α X. We deal with it now. For y and y ′ in < α > ⊥ ,
where G ρ (y, ξ, r) = R ψ(y, ξ − pα, r)ρ(p)dp .
Note that the above integral is well defined for any bounded map ρ. In the special case where ρ ≡ 1, we denote G instead of G 1 and for y, γ in < α > ⊥ and r in R + , one line computation gives
+ . The next lemma provides upper-bounds for the integral of G(y, .).
Furthermore there exists a positive constant C such that for all r > 0,
Proof. For m in (0, 1/2), y in < α > ⊥ and λ > 0, on one hand
Hence (15) holds. On the other hand, a change of variable gives, for y = 0 and r > 0, |y| 2
The next lemma provides an upper bound for the last quantity, which leads to (16) .
Lemma 4.3. Let n ∈ N * . There exists C > 0 such that for all e in S n−1 and all r > 0,
Proof. For n = 1, we have to prove that there exists a constant C such that, for r > 0,
This is an easy consequence of the fact that the function that we integrate is bounded by 4r for x ∈ [r − 1, r + 1], and by 16r
In the general case (n > 1) we write
Finally, we can change the constant C such that
Since m ∈ (0, 1/2), inequalities (15) and (16) conclude for the proof.
We now state the main result of this section. The following theorem describes the small scale self-similarity of P α X, through the 'cov-lass' and 'fdd-lass' properties as introduced in Section 3.1. For α in S d−1 and y 0 orthogonal to α, we note m(α, y 0 ) the minimum of h on the linear subspace generated by α and y 0 .
The following local asymptotical self-similarity properties for P α X at point y 0 are valid. assumption on h cov-lass and fdd-lass at point y 0 lass-index=m(α, y 0 ) + 1/2 meas({t ∈ R * ; h(y 0 + tα) = m(α, y 0 )}) > 0 tangent cov = cov of fBm tangent field = fBm lass-index=m(α, y 0 ) + 1/2 meas({t ∈ R * ; h(y 0 + tα) = m(α, y 0 )}) = 0 not cov-lass not fdd-lass
Note that m(α, 0) = h(α) and we are in the first case.
A comparison between the asymptotic self-similarity behavior of the microball model X, given by Theorem 3.1, and of its X-ray transform P α X, given by the Theorem 4.4, may be done.
At the opposite of Theorem 3.1, the same index appears here for the covariance self-similarity or for the fdd self-similarity. Note that it depends both on the direction α and the point y 0 where the increments are evaluated.
The two theorems differ on another point. The anisotropy of the model, which is given by the directional index h, is explicitly involved in the local behavior of P α X around 0, whereas only the infimum of h was considered in the local behavior of X around 0. As a consequence, the directional index h of a microball model can be identified through an X-ray analysis of the model.
Finally, let us point out that the tangent field of the X-ray transform, when it exists, is Gaussian, even is a fractional Brownian motion, whereas the tangent field of the microball model was deterministic. This justifies, from a mthematical point of view, modeling radiographic images by fBm, even when the media under study is far from being of this type (see [10] for an experimental point of view).
Proof. 1-We begin with the proof of the covariance result. Let us denote by Γ G ρ (λy, ξ, r)G ρ (λy ′ , ξ, r) r −d−1+2h(ξ+y 0 ) dξdr .
Writing any ξ ∈ R d as ξ = γ + tα with γ ∈< α > ⊥ and t ∈ R and performing a change of variable (translation-dilation) in the integral that defines G ρ , we obtain with ρ(t + λ.) denoting the window p → ρ(t + λp). Note that for r ∈ R + , t ∈ R and y, γ ∈< α > ⊥ , G ρ(t+λ.) (y, γ, r) λ→0 + −→ G(y, γ, r)ρ(t) , and, by assumption (13) , for N in N, one can find C N > 0 such that G ρ(t+λ.) (y, γ, r) ≤ C N (1 + |t|) −N R |ψ(y, ξ − pα, r)| dp
−N |G(y, γ, r)| .
We write (λr) 2h(λγ+tα+y 0 ) as (λr) 2h(λγ+tα+y 0 )−2h(tα+y 0 ) × (λr) 2h(tα+y 0 )−2m(α,y 0 ) × (λr) 2m(α,y 0 ) .
The first factor tends to 1 by continuity of h and the second one tends to 1 h(y 0 +tα)=m(α,y 0 ) . We use similar arguments as those used for the part 1-c of the proof of If {t ∈ R; h(y 0 + tα) = m(α, y 0 )} has positive measure, then we have finished with the proof. Otherwise, we conclude in the same way as in part 1-b of Theorem 3.1.
2-Let us turn now to the fdd-lass property at point y 0 . We restrict the computation to the one-dimensional distribution. For any y in < α > ⊥ , t in R and H in (0, 1), we write E exp itλ −H (P α X(y 0 + λy) − P α X(y 0 )) = exp Φ(H, λ, y 0 , y, t)
where Φ(H, λ, y 0 , y, t) is given by Consequently we can argue in the same way as in the covariance part of the proof to get, for H = m(α, y 0 ) + 1/2, Φ(H, λ, y 0 , y, t)
2 R 1 h(y 0 +pα)=m(α,y 0 ) ρ(p) 2 dp Γ m(α,y 0 )+1/2 (y, y), which concludes the proof.
Conclusion
We propose a non Gaussian field, which can be used to modelize connections networks or porous media with self-similarity at small scales. The rich structure of Poisson point process allowed us to reach this goal and also to perform explicit computations as in the Gaussian case. In order to keep the model as intuitive as possible, we did not try to produce more general fields. The Poisson structure can obviously be exploited further on by considering more general integrators with respect to the Poisson measure. Replacing the indicator function 1 B(ξ,r) in Definition 2.1 by a more general one will, for instance, give the possibility to modelize granular media with non spherical grains. Another model for porous media can also be built up from a collection of random spheres which correspond no more to grains, but to pores or bubbles. By this way, one will get a {0, 1}-valued field and leave linear context.
