Abstract: In this study, an efficient approach for detecting zero-quantised discrete cosine transform (DCT) coefficients for video coding is developed. Compared with conventional detection methods of zero-quantised DCT coefficients used in H.264/AVC, the proposed algorithm has two major features. First, a new classification of patterns for DCT, quantisation, inverse quantisation and inverse discrete cosine transform processes is proposed. By taking a zigzag scanning order into the classification, the quantised DCT coefficients can be coded efficiently. Second, the thresholds for detecting zero-quantised DCT coefficients are determined by combining the Gaussian distribution with a theoretical analysis of the DCT and quantisation in H.264/AVC. Experimental results show that the proposed algorithm achieves an average timesaving of more than 40% compared with the algorithm in reference software JM12.2 of H.264/AVC. When compared with other algorithms in the literature, it also gives the best performance in terms of both rate-distortion and time saving.
Introduction
To save the computation used in discrete cosine transform (DCT), quantisation (Q), inverse quantisation (IQ) and inverse discrete cosine transform (IDCT), various detection algorithms to look for zero-quantised DCT (ZQDCT) coefficients before DCT computation for video coding [1] have been proposed recently. These approaches can be broadly grouped into two categories: lossless detection [2, 3] and lossy detection [4] [5] [6] . Algorithms of the lossless approach detect ZQDCT coefficients without leading to RD performance degradation, and they mainly rely on the features and characteristics of DCT and quantisation processes. Typically, Moon and Kim [3] proposed a sufficient condition to detect ZQDCT coefficients for the 4 × 4 integer DCT used in H.264/AVC [1] . This method can save 11-36% computation without video-quality degradation based on the experimental results in [3] . However, some researchers found that a further saving could be made if a slight loss in video quality is allowed. It is meaningful for real-time applications. As a consequence, the lossy detection method was developed. It is obvious that the lossy detection method is to detect as early as possible ZQDCT coefficients at the expense of a slight degradation of video quality. The related contributions can be seen in papers [4] [5] [6] . For example, the Gaussian distribution was applied to study the integer DCT coefficients in [4] , and subsequently an early detection of ZQDCT coefficients was proposed by making use of five types of DCT, Q, IQ and IDCT implementations. A good example of the use of ZQDCT coefficients can be found in [7] , which proposes an efficient mode decision algorithm for high bitrate coding based on zero-blocks.
To further reduce the encoding time spent on DCT, Q, IQ and IDCT processes, we present a new detection method of ZQDCT coefficients in this paper. The proposed algorithm adopts a new classification of patterns for DCT, Q, IQ and IDCT processes. The new classification is based on the zigzag scanning order of DCT coefficients. This arrangement codes the quantised DCT coefficients efficiently compared with the method in [4] . Furthermore, the Gaussian distribution of DCT coefficients combined with a theoretical analysis for integer transform and quantisation in H.264/AVC is used to determine the thresholds for detecting ZQDCT coefficients. Experimental results show that substantial timesaving can be achieved with similar or even better rate distortion performance compared with the original algorithm in reference software JM12.2 of H.264/AVC. When compared with other algorithms [3, 4] , the proposed algorithm also shows the best performance.
The rest of the paper is organised as follows. First, DCT and quantisation techniques adopted in H.264/AVC are introduced and a review of two previous detection methods is presented in Section 2. Second, a new detection algorithm of ZQDCT coefficients is proposed in Section 3. Subsequently, experimental results are shown in Section 4. Finally, a conclusion is drawn in Section 5.
Analysis of two typical detection methods used in H.264/AVC
Note that H.264/AVC mainly makes use of integer transforms [1] . This avoids floating-point number operations and eliminates the mismatch problem between the encoding and decoding processes. For a 4 × 4 residual block, X, the DCT used in H.264/AVC is
where Y is the output array, the symbol ⊗ indicates that each element W uv in W is multiplied by the element
. A is the integer transform kernel [1] . Different from floating-point DCT, only W is computed during the DCT process. Matrix E f in (1) is incorporated into the quantisation process. The quantised DCT coefficient Z uv is thus implemented as follows [1] 
where
The symbol '≫' in (2) indicates a binary shift right and qbits = 15 + floor(QP/6). In reference software [8] , f is 1/3 for intra residual blocks and 1/6 for inter residual blocks. Qstep denotes the quantisation step size, which can be formed if the quantisation parameter QP [1] is known. Tables 1 and 2 list the relationship between SAD and the corresponding patterns of DCT, Q, IQ and IDCT for the methods in [3, 4] . Note that the DCT coefficient at a grey position is non-zero, which requires computation. In these two tables, thresholds TNMK 00 and TNWK 00 are block dependent as suggested in [3, 4] , respectively.
Observing Tables 1 and 2 , we can see that there are some differences, which might hint at important factors for formulating an efficient detection algorithm of ZQDCT coefficients. First, four modes are available in [3] , whereas five modes are available in [4] . Second, the patterns of DCT, Q, IQ and IDCT in the two methods are also different. Note that when the SAD/Qstep is small, such as M1 in Table 1 , it may belong to M1 or M2 in Table 2 . According to Table 1 , four different DCT coefficients corresponding to a low frequency and three high frequencies need to be calculated. However, according to Table 2 , the DC coefficient (M1) or 2 × 2 DCT coefficients (M2) with low frequencies are computed. From the experimental results in [4] , we know that the method in [4] can detect more ZQDCT coefficients by bringing in a slight video-quality degradation compared with the method in [3] , and hence reduce the encoding time of DCT, Q, IQ and IDCT processes.
Based on the two observations, we propose a new detection method to save further time spent on DCT, Q, IQ and IDCT processes. The details are illustrated in Section 3. Table 1 Relationship between SAD and pattern for DCT, Q, IQ and IDCT in [3] Mode Condition (Inter) Pattern for DCT, Q, IQ and IDCT 
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where s 2 f denotes the variance of an input 4 × 4 residual block for DCT operation.
Let ρ be the one-step correlation coefficient, in the horizontal or vertical direction [4] [5] [6] , of R which is the correlation matrix [9] . The one-step correlation coefficient (ρ) is a local parameter, which reflects the characteristics of an input video sequence. For different kinds of input video sequences, we can obtain different ρ values. The threshold obtained by adjusting the value of ρ simply means that this detection method is adjusted to represent one kind of video sequence with the values of ρ equal to the adjusted ρ in a better manner. After further simulation, we have found that the proposed algorithm can give a good performance in terms of rate distortion cost and time saving, when ρ is set to 0.4 for the tested video sequences as shown in Table 5 . 
Equation (5) shows that the variance of each DCT coefficient is proportional to the variance of pixels in the 4 × 4 residual block for frame coding. Along the zigzag scanning order, the variance decreases gradually. This theoretically confirms the observed characteristics mentioned above. Based on the observed characteristics, we propose a new scheme as shown in Fig. 3 to classify the patterns for DCT, A, IQ and IDCT to efficiently detect ZQDCT coefficients. As shown in Fig. 3 , the patterns are classified according to the zigzag scanning order in Fig. 2b . This classification makes more zeros concentrate in high frequency not distributing in the middle part compared with the method in [4] . As a result, the scanned QDCT coefficients can be coded efficiently.
In total, eight modes, as shown in Fig. 3 , are available according to the number of diagonal lines in a 4 × 4 block. However, we note that most of the DCT coefficients with higher frequencies are usually quantised to zero for the purpose of efficient compression. Moreover, more details of the classification may require more time to determine which mode should be used; however, the detailed classification contributes very little to computational saving. As a result, we adopt four thresholds from T(0), T(1), T(2) and T(3) to detect five patterns of DCT, Q, IQ and IDCT processes as shown in Table 3 .
Note that the above analysis mainly focuses on the detection of ZQDCT coefficients in frame MBs. For the detection of ZQDCT coefficients in field MBs, two major modifications may be required. First, it requires for setting the one-step correlation coefficient ρ in matrix R of (4). Note that ρ represents the one-step correlation coefficient in the vertical or horizontal direction. Usually, the vertical-direction and the horizontal-direction correlation coefficients are set to the same value for ZQDCT coefficient detection in frame MBs, such as in [4] [5] . However, they should be different in field MBs since the coded MBs involve interlacing. Second, we have to modify the classification of the patterns for DCT, Q, IQ and IDCT. If field MBs are used, the field scan in [8] is used for efficient compression based on H.264/AVC. In such a case, the patterns for DCT, Q, IQ and IDCT should be changed corresponding to the field scan for efficient detection and compression. In other words, the patterns for DCT, Q, IQ and IDCT should be specified according to the scan mode for efficient compression.
Determination of thresholds for the proposed algorithm
Since DCT coefficients can be modelled as a Gaussian distribution [11] , the DCT coefficient Y(u, v) can be quantised to zero with a probability of 99.73% as given in [4] when (6) is satisfied.
Observing from [3, 4] , we note that σ f can be approximated as a linear function of SAD. Hence, we assume that σ f = k · SAD. Substitute it into (4), we can have σ Y (u, v). Substitute σ Y (u, v) into (6), we have
Therefore the threshold of our algorithm is
From [3] , we can note that when SAD is smaller than the 3.3333*Qstep, the DC coefficient in (2) is not required to be computed theoretically. This condition is used to compute k in (8) by letting T_WS(0,0) = 3.3333*Qstep. As a result, k can be represented as
By substituting (9) into (8), we obtain
As a result, four thresholds T_WS(0,0), T_WS(1,0), T_WS (2,0) and T_WS(3,0) corresponding to the thresholds from T(0) to T(3) in Table 3 are adopted to detect five patterns of the DCT, Q, IQ and IDCT processes.
Experimental results
The proposed algorithm has been implemented in reference software JM 12.2 [8] of H.264/AVC for performance evaluation in terms of rate-distortion and encoding time.
The test was based on the high profile of H.264/AVC standard. The prediction structure was IPPP .... A number of video sequences were used for this work as shown in Table 4 . A total of 150 frames were encoded for each sequence. The QP values were set at 22, 27, 32 and 37 for intra-frame coding, whereas 23, 28, 33 and 38 were used for inter frame.
Since the DCT and quantisation processes take up about 16% of the total computations in a digital signal processor based on the H.264/AVC standard [12] , it is always desirable to reduce the computation. It is common that quite a lot of DCT coefficients are quantised to zero, especially for low bitrate coding. In such a case, it can save much computation if we directly compare the SAD that is obtained in the process of motion estimation with our determined threshold. To evaluate the efficiency of the proposed algorithm in terms of the percentage of computation saved during the implementation of the 
www.ietdl.org integer DCT, quantisation, IQ and inverse DCT processes, the numbers of addition (ADD), subtraction (SUB), multiplication (MUL) and shift (SFT) operations are considered. Table 4 lists the saving of these four operations when QP is 28. Compared with the algorithms in [3, 4] , the proposed algorithm can save much computation in terms of the four operations for all tested video sequences as shown in Table 4 . The saving in computation of the software encoder implies a reduction in power consumption of the hardware encoder, which is also in line with the concept of green computation advocated recently. Besides the analysis of computational complexity, Table  5 gives the timing results on realising various algorithms. An Intel i7950 system with a clock rate of 3.06 GHz and 12 GB main memory was used. In this table, the average time spent on DCT, Q, IQ and IDCT based on [8] is listed in the column 'Time (ms)' for the four QP values (23, 28, 33 and 38). On an average, the above four processes usually take up about 4% of the whole encoding time based on our statistics using the JM12.2 platform [8] . The percentages of time saving (ΔTIME) based on different detection methods for the above four processes are also shown in Table 5 . From this table, we can see that our algorithm can save much time when compared with [3] or [4] . Table 6 summarises the experimental results achieved by the proposed and the previous detection algorithms [3, 4] in terms of ΔPSNR Q3
and ΔBR, which are calculated based on the method in [13] . Since the algorithm in [3] is a lossless detection method, there is no loss in terms of rate distortion performance. However, the performance in time saving is limited as shown in Table 5 . The algorithm in [4] can save more time compared with the method in [3] by a slight degradation in rate distortion performance. In contrast, our algorithm outperforms the algorithms in [3, 4] in terms of three measurements as shown in Tables 5 and 6 . From these two tables, we can see that the proposed algorithm saves more than 40% encoding time on average spending on DCT, Q, IQ and IDCT processes, whereas the rate-distortion performance of our algorithm is almost the same as that in [8] . Sometimes, it is even better than that in [8] , such as the sequence of Monitor. Note that the PSNR increases 0.012 dB with a decrease of 0.345% in bitrate. This is because of the fact that our algorithm adopts an efficient classification of patterns for DCT, Q, IQ and IDCT processes. This classification codes the quantised DCT coefficients efficiently when compared with the method in [4] . On the other hand, the determination of thresholds for detecting ZQDCT coefficients plays an important role in the time saving of DCT, Q, IQ and IDCT processes. In a practical application, the proposed algorithm can be used to combine with any fast motion estimation or inter-mode decision algorithm, such as those in [14] [15] [16] [17] , which allows achieving a faster and quality video coding with, for example, the IPPP structure.
Conclusion
In this paper, a new algorithm is presented to detect ZQDCT coefficients for inter-residual block. By adopting a new classification of patterns for DCT, Q, IQ and IDCT processes, the quantised DCT coefficients can be coded efficiently. Furthermore, the required thresholds for detecting ZQDCT coefficients are determined by combining the Gaussian distribution with a theoretical analysis of DCT and quantisation in H.264/AVC. This strategy contributes to more time saving in DCT, Q, IQ and IDCT processes. The experimental results show that the proposed algorithm not only achieves significant time saving for DCT, Q, IQ and IDCT processes, but also shows a better rate-distortion performance than the methods in [3, 4] . It is a possible direction for real-time application.
We would also like to stress that although the algorithm is proposed based on the 4 × 4 integer DCT, it can also be applied to other forms of DCT, such as floating-point DCT and DCT with a larger size, by a slight modification of the algorithm.
