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ABSTRACT 
 
 In order to study the processes of implicit learning in speech production, research 
participants were exposed to sequences of nonsense syllables which obeyed artificial phonotactic 
constraints. For example, /f/ showed up only at the beginning of syllables for some participants 
(whereas in English, it appears both at the beginning and end of syllables). Participants spoke 
sequences of these nonsense syllables quickly in time with a metronome. Learning was measured 
by investigating the patterns of phonological speech errors they produced. Learning occurred 
very rapidly in the first block; participants' slips involving the experimentally-constrained 
phonemes nearly always obeyed the experimental position constraints (i.e. if the participant said 
an /f/ in error, it nearly always showed up at the beginning of a syllable). One third of the way 
through the experiment, the constraints were reversed, so that for example, /f/ now only showed 
at the end of syllables. Participants were much slower to learn the reversed constraint, consistent 
with a pattern of unlearning the initial constraint. Two-thirds of the way through the experiment, 
the constraint was reversed again, to the original rule (e.g. /f/ is an onset only). Results for the 
second reversal were mixed, with some subjects learning the reversed rule and others failing to 
learn it. Results appeared to be most consistent overall with a purely associative account of 
phonotactic learning; learning the reversed rule appeared to require unlearning the initial rule, 
and re-learning the initial rule appeared to require unlearning the reversed rule. This is contrasted 
with the reversal shift effect observed in discrimination learning tasks, in which repeated 
reversals of a rule lead to increasingly rapid learning. Overall, the results are consistent with a 
view of the speech production system as continually adapting to the changing distribution of 
sound patterns produced. The results are compared to a computer simulation of the task using an 
artificial neural network model. 
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INTRODUCTION 
Every language has a set of rules that govern where in a word or syllable each speech 
sound can occur. "Fing" [fIŋ] is not an English word, but most speakers would agree that there's 
no reason it couldn't be. But "ngif" [ŋIf] doesn't seem like it could be an English word, because 
beginning a word with [ŋ] violates the phonotactic rules of English1. 
 While the vast majority of speakers would not be able to state the phonotactic rules of 
English, they nonetheless have some implicit knowledge of those rules; that is, phonotactic 
biases are internally represented but not accessible to awareness, and those biases are acquired 
implicitly through performing the tasks of listening and speaking. This implicit knowledge is 
reflected in the pattern of phonological errors that speakers produce. For example, errors made 
by English speakers almost never place [ŋ] at the beginning of a word. This tendency for 
phonological slips to obey a language's phonotactic rules is known as the phonotactic regularity 
effect (Fromkin, 1971; Wells, 1951). 
 Implicit knowledge of the phonotactic patterns of one's native language is acquired very 
early (see e.g. Jusczyk, Friederici, Wessels, Svenkerud, & Jusczyk, 1993; Jusczyk, Luce, & 
Charles-Luce, 1994), but there is also evidence that phonotactic biases remain malleable 
throughout life (Dell, Reed, Adams, & Meyer, 2000; Onishi, Chambers, & Fisher, 2002; 
Goldrick, 2004; Taylor & Houghton, 2005; Warker & Dell, 2006; Warker, 2013). Spending just 
an hour producing syllables that obey a new phonotactic rule can cause speech errors to follow 
the new rule. Dell et al. (2000) had participants produce sequences of nonsense CVC syllables in 
which the phoneme [f] appeared only in onset position, and [s] appeared only in coda position 
                                                          
1 While I will be referring to phonotactic "rules", I am not making the claim that phonotactics are mentally 
represented as propositional rules. Rather, phonotactics could be represented as a system of biases of varying 
strengths to place certain phonemes in certain syllable positions (see Warker & Dell, 2006 for a connectionist 
model of this idea). 
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(e.g. "hes feng neg kem"). In English, [f] and [s] can both appear in both onset and coda 
positions (e.g. "face" [feIs] and "safe" [seIf]). Within a 1-hour session, participants' errors 
involving [f] and [s] maintained their constrained syllable positions 98% of the time; for 
comparison, errors involving unconstrained phonemes maintained their syllable positions only 
68% of the time. For example, the sequence "hes feng neg kem" was much more likely to slip to 
"fes feng neg kem" than to "hef feng neg kem". The learning of these new phonotactic rules 
appears to be entirely implicit; the effect is equally robust whether participants are informed 
about the rules or not. 
The tendency for errors to very quickly reflect new phonotactic constraints shows that 
phonotactic knowledge is malleable. But it remains unclear whether the malleability observed in 
the artificial phonotactic learning paradigm reflects the normal operation of a speech production 
system that is constantly changing its phonotactic biases, or rather that the malleability reflects 
an atypical and possibly strategic adaption to an unusual task. If the system is already set up to 
adjust its phonotactic biases, the learning exhibited in the artificial phonotactic learning 
paradigm could be characterized as pure associative learning. Associative learning consists of 
increasing or decreasing the strength of associations between two existing mental representations 
(see Schwartz & Reisberg, 1991 for a review); associative learning is the usual explanation for 
conditioning. In terms of the speech production system, it is reasonable to suppose that 
phonotactic constraints, like [f] appearing only as an onset, can be represented as an association 
between the representation of [f] and the representation of syllable onset. The strength of this 
association is gradually built up as one experiences [f]s as onsets. In an experiment in which [f] 
occurs only as an onset, associative learning might consist of gradually increasing the strength of 
the association of [f] to onset position and decreasing it to coda position . If speakers are 
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constantly changing their phonotactic biases through their own productions, simply producing 
syllables that follow a new rule will cause changes in their phonotactic biases. These changes in 
biases would then affect errors and hence, saying a series of words starting with "f" would lead a 
speaker to be more likely to erroneously produce an [f] in an onset than a coda position. In other 
words, if the structures are already in place for speakers to learn new phonotactic rules, then 
learning a new pattern is simply a matter of increasing or decreasing the strengths of 
associations.  
Wickelgren (1979) distinguished between horizontal associative learning, in which the 
connections between existing representations are strengthened or weakened, and vertical 
associative learning, in which existing representations are "chunked" together by associating a 
new node with the existing representations. The associative hypothesis above assumes that all of 
the necessary representations are already in place and therefore horizontal associative learning is 
taking place. However, it's possible that learning a new phonotactic bias requires something 
more complex than what is proposed under the (horizontal) associative hypothesis. What I call 
the scaffold hypothesis asserts that learning new phonotactic distributions entails discovering 
something new. This new discovery could be as simple as the recognition that the distributions 
have changed. Or it could involve the construction of new representations; for example, a 
representation of the context that the experiment is taking place in. A specific example of 
scaffolding is found in models of implicit learning that allow the learner to modify their attention 
to the dimensions of stimuli. Kruschke (1996; Nosofsky, 1984) proposed that learning a concept 
consisted of learning to pay attention to particular dimensions of stimuli, in addition to learning 
what values of those dimensions are associated with particular concepts. Perhaps to learn a new 
phonotactic distribution in the experiments of Dell et al. (2000), a learner must first learn to 
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attend to the consonant positions in the CVC stimuli because these are the positions where the 
syllables vary. After the first step of directing attention to these positions, subsequent changes in 
the restricted rule would be easier to learn.  
 In order to distinguish between the associative and scaffolding accounts, a phonotactic 
learning experiment was run in which the phonotactic rules were changed partway through the 
experiment. Using a version of Dell et al.'s paradigm, participants experienced 32 trials in which 
two previously-unrestricted phonemes were restricted to onset or coda position (e.g. [f] is only an 
onset and [s] is only a coda). Then, the rule was reversed for 32 trials (e.g. [f] is only a coda and 
[s] is only an onset). Finally, the participants experienced 32 trials with the original rule (e.g. [f] 
is only an onset and [s] is only a coda). 
 If learning in this paradigm is purely associative, I predict that learning the reversed rule 
in the second block will take longer than learning the initial rule. At the start of the experiment, 
the participants should on average not be biased to place the manipulated phonemes in either 
onset or coda position2. Over the course of the first block, they will learn a bias to place the 
manipulated phonemes in the positions in which they appear. When they begin the second block, 
if learning is purely associative, they will need to first unlearn those biases before they can learn 
the reverse rule. In other words, one can think of a consonant's positional bias as a point on a line 
that runs from strong onset bias to strong coda bias. Associative learning consists of moving 
back and forth along that line. The only way to reverse the bias is to first go back through the 
zero point, so learning the reversed rule will necessarily take longer than learning the initial rule. 
By analogy, the associative hypothesis says that learning a new positional bias for the 
constrained consonants in the experiment is like taking a road trip. Imagine you start in Chicago 
                                                          
2 Individual phonemes might have some degree of bias, but the counterbalancing of restricted syllable position in 
the experiment should remove this effect. Goldrick and Larson (2004) report that both /f/ and /s/ are biased to 
occur in onset position (83% of /f/s and 67% of /s/s occur in onset position in the CELEX corpus). 
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and want to visit both New York and San Francisco. The first leg of your journey will 
necessarily be shorter than the second; whichever city you visit first, you will have to drive back 
through Chicago before you can get to the other. 
 If instead the implicit learning in this paradigm requires some kind of scaffolding, 
learning the reversed rule may be faster than learning the initial rule.  The learning that occurred 
for the first 32 trials scaffolds, or prepares the way for, the learning that occurs over the next 32 
trials. Once the scaffold is in place, whether that scaffold is an adjustment of attention weights or 
a representation of a new context, it does not need to be re-learned after the reversal. Instead, 
only the associations between phonemes and syllable positions need to be adjusted. On this 
account, much of the initial learning consists of recognizing that the position of the consonants in 
the syllable is the key thing about this strange task. So, you learn to ignore the vowel or the 
particular order of the syllables and instead concentrate on which consonants go before the vowel 
and which go after the vowel. After learning to pay attention to these dimensions, you can then 
take note of the fact that [f] is an always an onset. After the rule shifts, you don’t have to relearn 
what to pay attention to because you are already paying attention to the right properties of the 
task. By analogy, the scaffolding hypothesis would say that learning a new phonotactic bias is 
like planning a road trip when you don't have a car. Before you can travel to your first 
destination, you need to acquire a car. Once you have a car, traveling to any destination becomes 
much faster. 
The idea of using the speed of reversal learning to examine whether the learning process 
is purely associative or involves scaffolding has a long history in psychology. In one classic 
example, rats are trained to choose between two doors, each with a different visual pattern. One 
of the two visual patterns signals that the door will swing open and allow access to a food 
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reward. After the first mapping of visual pattern to reward has been learned, the rule is switched. 
The rats consistently learn the reversed rule faster than the initial rule, and continue to reach 
criterion faster with repeated reversals (see e.g. Gonzalez, Berger, & Bitterman, 1966). This 
effect has been observed in humans, non-human primates, rats, and even fish (see Walker, 1987). 
In another demonstration of this effect, Kruschke (1996) trained human participants to categorize 
images of train cars into two categories. Partway through the experiment, the mapping of train 
cars to category responses was switched. Learning the shifted categories was significantly faster 
than learning the initial categories.  All of these results support the scaffolding hypothesis. The 
learning of the first rule somehow paved the way for the learning of the reversed rule, either by 
showing the learners which dimensions to pay attention to or by otherwise building mental 
representations that are useful for both rules.  
Rule reversal has been previously tested in the speech-error phonotactic learning 
paradigm by Taylor and Houghton (2005). Their experiments used the same general design and 
materials as Dell et al. (2000). As in Dell et al., two phonemes that are unconstrained in English 
were constrained to appear only in syllable onset or coda position (e.g. [f] was always an onset 
and [s] was always a coda). In their fifth experiment, the rule was reversed halfway through the 
fourth block of trials (e.g. [f] began to appear only in coda position and [s] began to appear only 
in onset position). The results showed that participants were able to learn the reversed rule 
quickly. In the first 9 trials after the reversal, there was a "period of confusion" during which 
they observed 12 constraint violating errors. But over the rest of the reversed rule trials, there 
was only one constraint violating error. Taylor and Houghton did not explicitly compare the rate 
of learning before and after the reversal, so it is difficult to say whether learning was purely 
associative or involved scaffolding; although the spike in illegal errors immediately after the 
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switch seems consistent with the associative view. In the current experiment, I set out to more 
closely examine the time course of learning in the phonotactic learning task. 
The current experiment tested the associative and scaffolding hypotheses by reversing the 
mapping between restricted phoneme and syllable position twice during the session. The critical 
dependent variable was the proportion of errors that maintained syllable position. Our syllable 
sequences included phonemes that are constrained in the phonotactics of English ([h, ŋ]) and 
phonemes that can appear in either onset or coda position in English ([m, n, k, g, f, s]). The 
distribution of phonemes in each participant's list was manipulated such that in the first block, 
one language-unrestricted phoneme appeared only in onset position (e.g., [f] is always an onset) 
and one language-unrestricted phoneme appeared only in coda position (e.g., [s] is always a 
coda). After the first 32 trials, the rule was reversed (e.g., [f] was now always a coda and [s] was 
now always an onset). After 32 additional trials, the rule was reversed again. 
Each sequence consisted of 4 CVC syllables where the vowel was always [ɛ] (written as 
"e"). All phonemes from the set [m, n, k, g, f, s, h, ŋ] appeared in each sequence. The tendency 
for phoneme movement errors to maintain their syllable positions was compared across the three 
types of constrained phonemes: language-constrained ([h, ŋ]), experimentally-constrained (e.g. 
[f,s]), and unconstrained (e.g. [m, n, k, g]). The tendency for unconstrained phonemes to 
maintain their syllable position within each sequence serves as a baseline level of position-
maintaining bias. In Dell et al.'s experiment (2000), errors involving the unconstrained phonemes 
maintained their intended syllable position 68% of the time. 
If the associative hypothesis is true, I expect to see that participants will learn the rule 
quickly in block 1 and more slowly in blocks 2 and 3. If the scaffolding hypothesis is true, I 
expect to find that participants learn the rule more slowly in block 1 than in blocks 2 and 3. 
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Additionally, given the reversal shift finding that subsequent reversals are learned more and 
more quickly, participants should learn the rule even more quickly in block 3 than in block 2. 
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METHOD 
Participants  
12 students from the University of Illinois at Urbana-Champaign were paid $10 for 
participating in one 50-minute session. Participants were recruited using the Psychology 
department's paid subject pool website. Participation was limited to individuals who learned 
English before the age of 5 in order to increase the likelihood that participants would begin the 
experiment with a native-like representation of English phonotactics. Participants were randomly 
assigned to receive a list where the constrained phonemes were [f] and [s], [k] and [g], or [m] 
and [n], with half receiving the first phoneme constrained to onset position and the second 
phoneme constrained to coda position, and the other half receiving the opposite constraint. 
 
Materials  
On each trial, a sequence of 4 CVC syllables appeared on the computer screen (e.g. "hes 
feng neg kem"). The vowels were all "e" (with the intended pronunciation of /ɛ/). The 8 
consonant slots were filled in with "f", "s", "m", "n", "k", "g", "h", and "ng". Every sequence 
contained every possible consonant. In accordance with English phonotactics, "h" was 
constrained to only appear in syllable onset position, while "ng" was constrained to only appear 
in syllable coda position. In addition, two phonemes were artificially constrained so that one 
appeared only in onset position and the other appeared only in coda position. For each trial, the 
constrained consonants were placed in a random legal position and the unconstrained consonants 
were placed in any remaining random position.  
Each participant was randomly assigned to one pair of experimentally-constrained 
consonants: "f" and "s", "k" and "g", or "m" and "n". Participants experienced 96 trials in total, 
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broken down into 3 blocks of 32 trials. In the first block, one of the experimentally-constrained 
consonants appeared only in onset position and the other appeared only in coda position. In the 
second block, this constraint was reversed. In the third block, this constraint was reversed again 
so that it once again matched the block 1 constraint. The block boundaries were not announced 
to the participants. They were given a break halfway through the experiment, after trial 48, which 
occurs in the middle of block 2. 
So for example, in the "f"/"s" condition, "f" would appear only at syllable onset and "s" 
would appear only at syllable coda in block 1. In block 2, "f" would appear only at syllable coda 
and "s" would appear only at syllable onset. In block 3, "f" would again appear only at syllable 
onset and "s" would appear only at syllable coda. A list of constrained phonemes by participant 
number appears in Table 1. 
Trial lists were randomly generated using a JavaScript program written by Jill Warker. 
 
Procedure  
The experimental script was written in Matlab using the Psychophysics Toolbox 
(Brainard, 1997; Kleiner, Brainard, & Pelli, 2007). Participants were first instructed in the 
procedure through practice trials with the words "cat dog house car" in place of the nonsense 
CVCs used in the actual experiment.  
To start each trial, the participant pressed the space bar. A sequence of 4 syllables 
appeared on the computer screen. The computer then played four tones for 50 milliseconds each 
at a rate of 1 beat per second through loudspeakers. The fourth tone in the sequence was at a 
higher frequency than the others (1500 Hz for the fourth tone and 1000 Hz for the others) to 
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signal to the participant to begin speaking on the next tone. The participant then spoke the four 
words on the screen in time with 4 more tones at 1 beat per second.  
Immediately after the sequence was read at the slow rate, the computer then played 4 
tones at a faster rate of 2.53 beats per second. The fourth tone was once again at a higher 
frequency to signal to the participant to begin speaking. The participant then produced the on-
screen sequence 3 times in a row, without breaks, at 2.53 beats per second. In total, each trial 
consisted of four repetitions of the on-screen sequence: once at a rate of 1 beat per second, and 3 
times at a rate of 2.53 beats per second. 
Participants were recorded using a Shure headset microphone plugged into an ART tube 
microphone pre-amplifier that was plugged into the computer's 1/8 inch audio jack. The 
experimental script recorded each trial in .wav format at a sampling frequency of 44,100 Hz. 
A research assistant was in the room with the participants while the experiment was 
conducted. This research assistant was instructed to make sure the participants understood the 
task on the practice trials, correct pronunciations, and make note of trials on which the 
participant made an error3. 
 
Coding of errors 
Errors on the three fast repetitions of each trial were coded by NA. The initial reading at 
1 beat per second was treated as practice and was not coded. Additionally, a second coder (EH) 
who was blind to the constrained-phoneme condition coded a randomly selected subset of 300 
trials. Both coders were provided with the on-screen syllable sequence for each trial and coded 
                                                          
3 In the initial round of speech error coding, only the trials on which the research assistant marked that an error 
had occurred were coded (by EH). After a second coder (NA) listened to recordings of all trials and coded speech 
errors, the initial selection method was found to be overly conservative and the coding of all recordings was used 
instead. 
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all consonants that differed from the target sequence (both omissions and slips). Vowel errors 
were very rare and were not coded. In cases where a participant made a correction, only the 
initial error was counted. 
 Across all productions in the 300 trials, the two coders agreed on the identity of the 
phoneme produced 96.264% of the time. However, this is inflated by the low error rate overall. 
Looking just at cases where the first coder identified an error, the second coder agreed that there 
was an error 61.714% of the time. This low agreement rate reflects the fact that the second coder 
was more conservative overall, identifying only 364 errors in the 300 trial subset. The first coder 
identified 525 errors in the subset. Looking at just cases where the second coder identified an 
error, the first coder agreed that there was an error 89.011% of the time. In cases where both 
coders agreed there was an error, they agreed on the identity of the phoneme produced (or 
marked that the phoneme was omitted) 91.358% of the time. 
 The low rate of agreement is a potential problem if there is a systematic difference in the 
overall error pattern. Appendix A shows where the first and second coders identified that an 
experimental constraint violating error had occurred. The same overall pattern of errors is 
apparent, suggesting no systematic bias on the part of the primary coder. The secondary coder's 
conservativeness shows up most strongly in a bias against recording errors producing sounds 
outside the experimental set. This can be seen in Table 2 below, which shows the number of 
errors reported by each coder, broken down by the phoneme recorded. 
One likely explanation for the difference in conservativeness between the coders is the 
primary coder's training in phonological transcription. Another possible factor is that the 
secondary coder heard the subset of trials in a random order, with all participant's recordings 
intermixed, making it more difficult to adjust to each speaker's individual idiolect. 
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The primary coder's coding was used for all results reported below. 
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RESULTS 
Participants made a total of 2061 consonant errors (including both omissions and 
commissions) out of a total of 27,648 consonants produced (96 trials * 3 fast repetitions per trial 
* 8 consonants per sequence * 12 participants), giving an overall error percentage of 7.45%. Of 
these 2061 consonant errors, 1426 (69.19%, or 5.16% of the total number of consonants) 
involved the movement of a consonant in the target sequence. In the rest of the consonant errors, 
either the consonant was omitted, or a phoneme from outside the target sequence was produced. 
Only errors in which phonemes moved within a target utterance are informative for our 
hypotheses; errors of omission and errors which produced phonemes from outside the target 
sequence were thus not included in any analyses. 
Of the 1426 consonant movement errors in the experiment, 1171 (82.12%) of the 
consonants showed up in the same syllable position as in the target sequence, but in the wrong 
syllable. These syllable-position-maintaining errors will be referred to as "legal" errors. In the 
other 255 (17.88%) consonant movement errors, the erroneous consonant showed up in a 
different syllable position than in the target sequence. These syllable-position-changing errors 
will be referred to as "illegal" errors. For example, if the target sequence included the syllable 
"hen", and the participant instead produced "nen", the onset-position "n" would be counted as an 
illegal error. Legality was determined by reference to the phoneme's syllable position on each 
trial. For the experimentally-constrained phonemes, this was consistent across trials within a 
block, while for unconstrained phonemes, a phoneme's legal syllable position varied from trial to 
trial. For language-constrained phonemes, legality was consistent across all trials in the 
experiment. 
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Overall, the language-constrained phonemes /ng/ and /h/ were produced erroneously 431 
times. All of these errors were legal. This is unsurprising given the robustness of the phonotactic 
regularity effect. The unconstrained phonemes were produced erroneously 684 times. Of these, 
500 were legal errors (73.10%), while 184 were illegal. The experimentally-constrained 
phonemes were produced erroneously 311 times. Of these, 239 (76.85%) were legal, while 72 
were illegal. 
The primary question concerns the proportion of errors involving experimentally-
constrained phonemes that maintained syllable position. See Table 3 for a summary of all errors 
by phoneme constraint status. Overall, constrained-phoneme slips in the first block maintained 
syllable position at a higher rate than unconstrained-phoneme slips (89% legal vs. 69% legal). In 
the second block (first reversal), constrained-phoneme slips were less likely to maintain syllable 
position than unconstrained-phoneme slips (67% legal vs. 74% legal). In the third block (second 
reversal), constrained-phoneme slips were again less likely to maintain syllable position than 
unconstrained-phoneme slips (73% legal vs. 78% legal). These results clearly show that the first-
block rule was learned, that is, it affected the speech errors. However, there was some difficulty 
in then learning the reversed rule in block 2, and in relearning the original rule in block 3. 
To examine the rate with which the rules were learned, the errors were broken down by 
the block quarter they occurred in (i.e. first 8 trials of the 32 trial block, second 8 trials, etc.). The 
proportion of legal errors decreases dramatically at the start of block 2, but steadily climbs over 
the course of the block (see Figure 1). The proportion of legal errors is relatively flat for both 
blocks 1 and 3. 
 
Mixed-effects model 
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In order to determine whether the changes in legality proportion over the course of each 
block are significantly different from each other, the corpus of 995 experimentally-restricted and 
unrestricted consonant movement errors observed in the experiment was analyzed using a mixed-
effects logistic regression model (Baayen, 2008)4. 
The model results confirm that legal errors were less likely on block 2 than block 1 for 
constrained phonemes; there is a significant interaction between block number and phoneme 
constraint status for the comparison of block 1 and block 2 (Beta = -3.46453, Std. Error = 
1.15001, z = -3.013, p = 0.00259). Additionally, the model shows that constrained phoneme 
legality increased more sharply across block 2 than block 1; there is a significant 3-way 
interaction between block number, block position, and phoneme constraint status (Beta = 
1.14598, Std. Error = 0.50004, z = 2.292, p = 0.02192). No other fixed effects were significant 
predictors of legality (all p values greater than 0.1). See Table 5 for full model output. 
Since the legality proportion for unconstrained phonemes was mostly unaffected by the 
rule reversal manipulation (see Table 3), a second logistic regression model was run using only 
the corpus of 311 constrained-phoneme errors5. 
                                                          
4 The dependent variable was slip legality, i.e. whether the slipped consonant maintained its syllable position 
(legal) or not (illegal). The fixed effects included in the model were block number (1,2,3), block position (1st 
quarter, 2nd quarter, 3rd quarter, 4th quarter), and phoneme constraint status (experimentally constrained or 
unconstrained). Block number and constraint status were nominal variables, while block position was treated as a 
continuous predictor. Block number was contrast coded so that the comparisons of block 1 vs. block 2 and block 1 
vs. block 3 could be tested. The model also included random slopes by subject.  
 
The model did not converge when including random intercepts by subject, so they were excluded from the model. 
Barr, Levy, Scheepers, & Tily (2013) state that "when maximal LMEMs fail to converge, dropping within-unit 
random intercepts or random correlations are both viable options for simplifying the random effects structure", 
although it is slightly anti-conservative to do so. 
 
5 As in the previous model, the dependent variable was error legality (legal vs. illegal). The fixed effects were block 
position (1st quarter, 2nd quarter, 3rd quarter, 4th quarter); coded as a continuous variable) and block number (1,2,3; 
coded as a nominal variable with contrast coding to compare 1 vs. 2 and 1 vs. 3). The model also included random 
slopes and intercepts by subject. The model was set up to look for an interaction between block number and block 
position. 
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Overall, the likelihood of a constrained phoneme error being legal increased as each 
block went on (Beta = 0.3187, Std. Error = 0.1585, z = 2.010, p = 0.04438). This was mostly 
driven by block 2. Errors were more likely to be legal in block 1 than in block 2 (Beta = -3.9554, 
Std. Error = 1.2341, z = -3.205, p = 0.00135). Errors were no more likely to be legal in block 1 
than in block 3 (Beta = 1.1422, Std. Error = 1.0754, z = 1.062, p = 0.28817). The likelihood of an 
error being legal increases with increasing block position in block 2 but not in block 1 (see 
Figure 1) (Beta = 1.4762, Std. Error = 0.4756, z = 3.104, p = 0.00191). There was also a slight 
decrease in the likelihood of an error being legal in block 3 when compared to block 1 (Beta = -
0.8912, Std. Error = 0.3823, z = -2.331, p = 0.01975) (see the legality proportions for constrained 
phonemes in Table 3). 
In summary, these models confirm that learning is slower in block 2 than in block 1, 
suggesting that participants are unlearning the initial rule. However, block 3 is not slower than 
block 1, which seems to point to some savings or else failure to learn the reversed rule. With the 
following analysis, I attempt to evaluate how each individual participant's learning unfolded over 
time. 
 
Trials to criterion 
 In the current paradigm, a speaker's bias to place a phoneme in either a legal position or 
an illegal position can be visualized as a one-dimensional random walk. Over the course of the 
experiment, every time an individual makes a legal error, that is evidence that they are exhibiting 
a bias toward legal errors; conversely, every time an individual makes an illegal error, that is 
evidence against a bias to make legal errors (and equivalently, it is evidence toward a bias to 
make illegal errors since consonants only appear in 1 of 2 syllable positions in the experiment). 
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This evidence accumulates with each error a participant makes. If a participant has no legality 
bias, their accumulated total of legal errors minus illegal errors should remain close to zero. To 
the extent that a participant is biased, the accumulated error total should tend to move them 
farther away from zero.  
In order to operationalize whether a participant has learned a bias toward making legal 
errors, we can set a threshold for the accumulated count of legal errors minus illegal errors; 
crossing the threshold implies that enough evidence has accumulated to say that the participant 
has learned the bias. By looking at the number of trials required to reach the threshold value, it is 
possible to compare the overall bias in each block for each participant. Since the bias is assumed 
to be changing over the course of the block (given the overall change in error legality 
proportions; see Table 3), number of trials to criterion will reflect an unknown combination of 
initial bias and any learning that occurs within the block. Using this technique, it is not possible 
to tell exactly at what point in the block a bias has been learned, but it can tell us the point at 
which some threshold amount of evidence has accumulated that a bias has been learned. The 
overall accumulation of legality bias is shown in Figure 4. 
As a measure of differences in learning rate (or overall bias) between blocks, comparing 
the number of trials to criterion across blocks is only valid if it can be assumed that each 
participant's overall error rate is constant across blocks. In other words, if a participant simply 
makes more errors in one block than another, but has the same legality bias, the evidence will 
accumulate faster in the block with more errors. This assumption of constant error rate is not 
met; the number of constrained phoneme errors tended to increase over the course of the 
experiment. On average, each participant's error count increased by 0.7359 errors per block (s.d. 
= 1.7717). As a result of the tendency for more errors in later blocks, the number of trials to 
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reach a given criterion should tend to be smaller at later blocks. In order to correct for this 
difference between blocks, accumulated error counts were divided by the total number of errors 
per block. 
The accumulated legality bias was calculated by participant as follows. The total bias at 
each trial number i was defined as the count of legal errors on trials 1 through i, minus the count 
of illegal errors on trials 1 through i, divided by the total number of errors in the block. The bias 
was therefore bounded between -1 and 1, with 1 representing a complete bias toward legal errors 
(i.e. the participant made only legal errors on that block) and -1 representing a complete bias 
toward illegal errors. 
In order to compare each participant's rate of learning across blocks, it was necessary to 
have a measure that reflects when in a block each participant has learned the constraint. As 
explained above, it isn't possible to pinpoint when exactly learning has happened, but it is 
possible to determine the point at which there is some evidence that they have learned the 
constraint. I defined the learning point as that trial by which there was, relatively speaking, a 
large excess of legal slips of restricted consonants over illegal slips. Specifically, a bias of 0.3 
was arbitrarily selected as the threshold. Crossing that point means that the participant has made 
30% more legal errors than illegal errors. If the participant never reached the threshold, it is 
conservatively assumed that they will have reached it on the next trial (number of trials per block 
+ 1 = 33).6 
Overall, it took longest for participants to reach the threshold level of legality on block 2 
(see Figure 4). On block 1, participants reached criterion at a mean of 12.9167 trials (s.d. = 
6.8551). On block 2, participants reached criterion at a mean of 23.75 trials (s.d. = 12.7002). On 
                                                          
6 If participants were acquiring a bias to produce illegal errors, this assumption that they would have reached the 
threshold for the opposite bias on the next trial would not be valid. However, all random walks by participant had 
a positive slope; that is, no one was progressing toward a bias to produce illegal errors. 
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block 3, participants reached criterion at a mean of 16.8333 trials (s.d. = 13.0582). Participants 
took significantly longer to reach criterion in block 2 than on block 1 (t = -3.3269, p = 0.0067, df 
= 11, 2-tailed). There was no significant difference between the number of trials to criterion on 
blocks 1 and 3 (t = -1.0522, p = 0.3153, df = 11, 2-tailed) or on blocks 2 and 3 (t = 1.1800, p = 
0.2629, df = 11, 2-tailed).  
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DISCUSSION 
The overall pattern of error legality suggests that participants learn the new phonotactic 
rule quickly in the first block and more slowly in the second block. This pattern is consistent 
with the associative hypothesis. However, the fact that the third block does not show the same 
slow increase in legality proportion as the second block suggests that something else might be 
going on as well. One possibility is that since the rule in block 3 is the same as the initial rule, 
there are some savings from block 1. This would be consistent with the reversal shift effect from 
the animal discrimination learning literature, where repeated reversals lead to faster learning 
(Gonzalez et al., 1966). If learning of the phonotactic biases happens in a single dimension, there 
should be no savings unless the reversed rule was not fully learned (which might be true for 
some participants). Savings implies some form of scaffolding.  
Another possibility is that after the second reversal, participants somehow begin 
computing the phonotactic bias across the whole experiment. By the end of the second block, 
both constrained phonemes have appeared equally often in both syllable positions. That is, there 
have been 32 trials with the initial rule and 32 trials with the reversed rule. Perhaps after the 
second reversal, participants begin treating the constrained phonemes as if they are 
unconstrained. One piece of evidence for this latter explanation is the finding that when the 
legality proportion for unconstrained phonemes is used as a baseline and subtracted from the 
legality proportion for constrained phonemes, participants appear to be treating the constrained 
phonemes no differently from the unconstrained phonemes (see block 3 in Figure 3). However, it 
is not clear what would cause participants to begin considering the constrained phoneme bias 
across the entire experiment. 
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In the remainder of the paper, I develop a particular associative explanation of these 
results. In general terms, the associative hypothesis attributes the slower learning in block 2 to 
the need to unlearn the associations learned in block 1. This can be made concrete by using a 
connectionist model of the phonotactic learning task previously developed by Warker and Dell 
(2006). Connectionist models learn associatively. They strengthen and weaken connections 
between units that represent particular mental entities. The pattern of results obtained generally 
fits with the pattern of associative learning predicted by this model. 
 
Connectionist model  
Warker & Dell (2006) described a connectionist model meant to simulate the learning of 
new biases in the artificial phonotactic learning paradigm. This model was used to simulate the 
expected pattern of errors in the current experiment if learning is purely associative. 
A three-layer connectionist network was built using the tlearn software (Plunkett & 
Elman, 1997). The input layer consisted of 10 units representing the phonemes [m, n, k, g, f, s, h, 
ŋ, I, æ]7 and 98 units representing the possible English syllables that can be constructed from the 
set of 10 phonemes (the excluded syllables are those in which [h] is a coda and those in which 
[ŋ] is an onset). The output layer consisted of 30 units representing the placement of each of the 
10 possible phonemes in the 3 possible syllable positions of onset, vowel, and coda. There were 
20 hidden units. All input units were connected to all hidden units and all hidden units were 
connected to all output units. 
The model takes as input a syllable, as well as the phonemes that make up that syllable. It 
then outputs activation for each possible mappings between phoneme and syllable position. For 
                                                          
7 In the present experiment, the only vowel used was [ɛ]. In the model, both [I] and [æ] served as vowels with 
equal probability. In effect, this just doubled the number of legal syllables while leaving the phonotactic rules 
intact. 
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example, to simulate the model producing the syllable [hɪm], the input would be set so that the 
syllable [hɪm] is activated, along with the phonemes [h], [ɪ], and [m]. At the output layer, the 
model would be behaving correctly to the extent that the units representing [h] in onset position, 
[ɪ] in vowel position, and [m] in coda position were active. 
Units in the input layer were either on or off (1 or 0). Activation of each unit at the output 
and hidden layers was a logistic function of the sum of the activation of all units feeding into that 
unit times their connection weights. The model was trained using the back propagation algorithm 
(Rumelhart, Hinton, & Williams, 1986) with a learning rate of 0.1 and a momentum of 0.9. 
In order to simulate the initial phonotactic biases of a participant in the experiment, the 
model was first trained on the 98 legal syllables of English that it can produce. After setting the 
initial connection weights to random values less than 0.1, the model experienced 5000 sweeps 
through the 98 legal English syllables, with the syllables occurring in a random order for each 
sweep. After this initial training, the model was given one of two versions of the ABA 
experiment. In both versions, the initial block's training set consisted of all syllables that are legal 
to the phonotactics of English and follow the constraint that [f] can only appear in onset position 
and [s] can only appear in coda position. Additionally, it experienced no syllables that contained 
the same phoneme in onset and coda position (e.g. [fIf]). The vowels [I] and [æ] appeared with 
equal likelihood. In the second block, the rule was reversed so that the model experienced only 
experienced [s] in onset position and [f] in coda position. The training set in the third block was 
the same as in the first block. In the first simulation, each training block consisted of 40 sweeps 
through all of that block's legal syllables. In the second simulation, each training block consisted 
of 100 sweeps through all of that block's legal syllables. 
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The extent to which the model learned the artificial phonotactic constraints was measured 
by testing the model's output for all legal English syllables after every 10 sweeps in the 40-
sweep-block case and every 25 sweeps in the 100-sweep-block case. Overall bias toward placing 
the constrained phonemes in onset position or coda position was measured by looking at the 
average activation of the [f]-onset and [f]-coda output nodes across the whole test set. Bias was 
measured by subtracting the mean [f]-onset activation from the mean [f]-coda activation (see 
Figure 6, Figure 7). 
The overall pattern of bias shows that to the extent that the model learns that [f] is an 
onset, it must unlearn that bias before it can learn that [f] is a coda. In the 40-sweep block 
simulation, the initial rule was well learned. The reversed rule, however, was not learned; the 
number of training sweeps was only enough to unlearn the initial bias, but not enough to move 
into a bias toward [f] in coda position. Block 3 looks similar to block 1, as the model starts the 
third block in an unbiased state. 
In the 100-sweep block simulation, the initial rule is learned. With the additional training, 
the reversed rule is also learned. The third block looks more like the second block than the initial 
block; since the model begins with a bias, it must unlearn it before it can learn the opposite bias. 
 In connectionist terms, the associative and scaffolding hypotheses make different 
assumptions about the locations in weight space associated with the initial rule and the reversed 
rule, relative to the model's starting state. In both cases, the starting point is assumed to be a set 
of weights consistent with the phonotactic rules of English. If initial learning in the experiment 
requires moving into a new region in weight space where phonotactic biases can be learned for 
previously unbiased phonemes, initial learning should take longer than learning on subsequent 
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reversals (see Figure 8). This could be thought of as learning that it's possible for e.g. [f] to be 
restricted to onset position. 
 If the associative hypothesis is correct, the state of the unbiased system is already in the 
region of weight space where a phonotactic bias can be learned (see Figure 9).  A small number 
of trials can then move the state into either the Rule A region or the Rule B region. If the initial 
state lies somewhere in between the regions that represent having learned the two rules, learning 
the first rule should be fast, while learning the subsequent reversals should be slower than the 
initial learning, but not increasingly slower. In terms of the analogy used previously, the road trip 
begins in Chicago and then heads to New York; if you want to then visit another city West of 
Chicago, it will take longer than your initial trip, because you must pass through your starting 
point again. 
 
Conclusion 
The overall pattern of results is broadly consistent with the associative view of 
phonotactic learning as implemented in Warker and Dell's (2006) model presented above. The 
initial learning of new phonotactic constraints is fast, because the participants begin the 
experiment in an unbiased state. Learning the reversed rule is slow, because the participants must 
unlearn the bias they acquired in the first block. However, when the rule is reversed again, there 
is no slow unlearning; this is likely due to the fact that many participants did not acquire the 
reversed rule at all. In fact, using the criterion of 30% more legal than illegal errors in the block, 
only 5 out of 12 participants learned the reversed rule in block 2 (see Table 4). In this case, the 
pattern of results is most consistent with the 40-block sweep simulations (Figure 6), in which the 
learning in block 2 was only enough to bring the model back to an unbiased state, so the learning 
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in block 3 looked like block 1. Since the second rule was not learned, it didn't need to be 
unlearned. 
The fact that the current results lend support to a purely associative view of implicit 
learning in speech production is somewhat surprising, as the uniquely human aspects of language 
seem to depend on humans' greater cognitive capacities than other animals. But it appears that at 
least some aspects of language are learned associatively. 
However, there is reason to expect that the associative view of implicit learning will not 
be able to account for all phonotactic learning in the current paradigm. Many studies in this 
paradigm have looked at so-called "second order" phonotactic rules (Dell et al., 2000; Warker & 
Dell, 2006; Warker, 2013), in which the placement of e.g. [f] in onset or coda position depends 
on the identity of the vowel in the syllable. For example, the rule might be that [f] is always an 
onset if the vowel is [æ], but [f] is always a coda if the vowel is [I]. These types of rules are not 
learned in a single day of training; rather, they require a period of sleep consolidation (Gaskell, 
Warker, Lindsay, Frost, Guest, Snowdon, & Stackhouse, 2014). It seems that during this 
consolidation period, new chunks are being formed, as in Wickelgren's (1979) description of 
vertical associative learning. It might be that the connections formed in the consolidation period 
after one day of testing on second-order constraints will act as a scaffold, making subsequent 
reversals of the rule easier to learn than the initial rule. If learning the second order rule involves 
learning to pay attention to the fact that consonant position can depend on vowel identity, it 
certainly seems that scaffolding should occur. A 3-day reversal study with second order 
constraints is currently being run.  
When combined with the results of the current study, the results should provide a clearer 
picture of the roles of both pure associative learning and scaffolding in the acquisition and 
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adjustment of phonotactic biases, and give us a view into both the basic workings of the speech 
production system and general mechanisms of implicit learning and memory. 
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FIGURES AND TABLES 
 
Figure 1: Proportion of constrained phoneme slips legal to the current rule on each block 
 
 
 
Figure 2: Proportion of constrained phoneme slips consistent with their syllable positions in the 
initially-learned rule 
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Figure 3: Legality proportion for constrained phonemes relative to unconstrained phoneme 
baseline. Zero means that the constrained phonemes are no more likely to maintain syllable 
position than the unconstrained phonemes. 
 
33 
 
 
Figure 4: Accumulated proportion of constrained phoneme errors legal to the current rule on 
each block 
 
 
Figure 5: Architecture of the connectionist model of phonotactic learning from Warker & Dell 
(2006) 
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Figure 6: Mean [f]-onset bias across the test set of all legal English syllables the model can 
produce (40-sweep blocks) 
 
 
Figure 7: Mean [f]-onset bias across the test set of all legal English syllables the model can 
produce (100-sweep blocks) 
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Figure 8: Scaffolding hypothesis – slower learning on initial block than subsequent blocks 
 
 
Figure 9: Associative hypothesis – faster learning on initial block than subsequent blocks 
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Table 1: Constrained phonemes by participant 
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Table 2: Count of errors recorded by each coder 
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Table 3: Count of errors by block quarters 
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Table 4: Number of trials to reach criterion level of 30% bias toward legal rule 
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Table 5: Model output for three-way interaction between block position, block number, and 
constraint status 
Generalized linear mixed model fit by maximum likelihood (Laplace Approximation) ['glmerMod'] 
 Family: binomial  ( logit ) 
Formula: legal ~ block_num * block_quarters * constrained_phoneme + (1 | subj_num) 
   Data: slips 
Control: glmerControl(optimizer = "bobyqa") 
 
     AIC      BIC   logLik deviance df.resid  
  1104.5   1168.2   -539.3   1078.5      982  
 
Scaled residuals:  
    Min      1Q  Median      3Q     Max  
-3.2324 -0.6967  0.4895  0.5884  1.4354  
 
Random effects: 
 Groups   Name        Variance Std.Dev. 
 subj_num (Intercept) 0.1092   0.3305   
Number of obs: 995, groups:  subj_num, 12 
 
Fixed effects: 
                                               Estimate Std. Error z value Pr(>|z|)     
(Intercept)                                     1.06058    0.24180   4.386 1.15e-05 *** 
block_num1                                     -0.49716    0.63538  -0.782  0.43394     
block_num2                                      0.95364    0.64569   1.477  0.13969     
block_quarters                                  0.03753    0.08399   0.447  0.65502     
constrained_phoneme1                           -0.12808    0.42892  -0.299  0.76523     
block_num1:block_quarters                       0.20579    0.24313   0.846  0.39731     
block_num2:block_quarters                      -0.19534    0.25229  -0.774  0.43878     
block_num1:constrained_phoneme1                -3.46453    1.15001  -3.013  0.00259 **  
block_num2:constrained_phoneme1                 0.31685    1.13608   0.279  0.78033     
block_quarters:constrained_phoneme1             0.24405    0.17146   1.423  0.15464     
Table 5 (cont.) 
 
block_num1:block_quarters:constrained_phoneme1  1.14598    0.50004   2.292  0.02192 *   
block_num2:block_quarters:constrained_phoneme1 -0.60295    0.44503  -1.355  0.17546     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Correlation of Fixed Effects: 
            (Intr) blck_1 blck_2 blck_q cnst_1 bl_1:_ bl_2:_ b_1:_1 b_2:_1 bl_:_1 b_1:_: 
block_num1   0.055                                                                       
block_num2   0.130 -0.611                                                                
block_qrtrs -0.824 -0.057 -0.138                                                         
cnstrnd_ph1 -0.450 -0.042 -0.063  0.453                                                  
blck_nm1:b_ -0.045 -0.913  0.566  0.046  0.038                                           
blck_nm2:b_ -0.127  0.553 -0.903  0.176  0.060 -0.622                                    
blck_nm1:_1 -0.033 -0.548  0.335  0.031 -0.152  0.499 -0.303                             
blck_nm2:_1 -0.064  0.341 -0.563  0.075 -0.189 -0.315  0.508 -0.308                      
blck_qrt:_1  0.404  0.029  0.066 -0.487 -0.897 -0.023 -0.086  0.054  0.195               
blck_1:_:_1  0.012  0.444 -0.277 -0.016  0.047 -0.486  0.303 -0.887  0.297  0.074        
blck_2:_:_1  0.071 -0.310  0.509 -0.101  0.199  0.349 -0.564  0.332 -0.898 -0.243 -0.425 
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Table 6: Model output for test of interaction between block position and block number for 
constrained phoneme errors 
Generalized linear mixed model fit by maximum likelihood (Laplace Approximation) ['glmerMod'] 
 Family: binomial  ( logit ) 
Formula: legal ~ block_quarters * block_num + (1 + block_num | subj_num) 
   Data: slips.constr 
Control: glmerControl(optimizer = "bobyqa") 
 
     AIC      BIC   logLik deviance df.resid  
   314.6    359.5   -145.3    290.6      299  
 
Scaled residuals:  
    Min      1Q  Median      3Q     Max  
-3.4700  0.1122  0.3393  0.5473  1.7986  
 
Random effects: 
 Groups   Name        Variance Std.Dev. Corr        
 subj_num (Intercept) 0.7402   0.8604               
          block_num1  0.8951   0.9461    0.93       
          block_num2  0.3671   0.6059   -1.00 -0.94 
Number of obs: 311, groups:  subj_num, 12 
 
Fixed effects: 
                          Estimate Std. Error z value Pr(>|z|)    
(Intercept)                 1.0929     0.5013   2.180  0.02924 *  
block_quarters              0.3187     0.1585   2.010  0.04438 *  
block_num1                 -3.9554     1.2341  -3.205  0.00135 ** 
block_num2                  1.1422     1.0754   1.062  0.28817    
block_quarters:block_num1   1.4762     0.4756   3.104  0.00191 ** 
block_quarters:block_num2  -0.8912     0.3823  -2.331  0.01975 *  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Correlation of Fixed Effects: 
            (Intr) blck_q blck_1 blck_2 bl_:_1 
block_qrtrs -0.659                             
block_num1   0.008 -0.033                      
block_num2  -0.295  0.223 -0.133               
blck_qrt:_1 -0.032  0.185 -0.673  0.198        
blck_qrt:_2  0.244 -0.448  0.272 -0.734 -0.408 
 
 
 
