Abstract. In this paper, we propose a new relaxation method to study the pulsating traveling front for the one dimensional space and time periodic advection diffusion reaction equations. By introducing an additional parameter depending on time, the front position is confined around a fixed point, so that this method requires small computational domain. Moreover, the time evolution of this additional parameter gives the traveling velocity automatically, and the results of the original advection diffusion reaction equation can be recovered.
Introduction
In this paper, we propose a new relaxation method to study the pulsating traveling front for the one dimensional space and time periodic advection diffusion reaction equations. These equations have wide applications in various physical and biological models. For example, the premixed flame propagation in turbulent flows [32] , signal propagation along bistable transmission lines, biological invasion [25, 26] , and so on.
The space periodic advection diffusion reaction equation is Here the coefficients A(x),q(x) ∈ C 1+α (R) for a given α ∈ (0,1) are independent of time and periodically depend on space. Moreover, there exist some positive constants γ and Γ such that γ < A(x) < Γ. The reaction term f (x,u) : R × R → R is of class C α in x and locally in u [19] . When q(x) ≡ 0, f (x,u) = u(µ(x) − u) and A(x), µ(x) are piecewise constants, this is called a patch model, which models the biological invasion when the environment is composed by alternating favorable and less favorable patches [25] .
When the coefficients depend periodically on time instead of space, the general form of time periodic advection diffusion reaction equation is
with A(t + T ) = A(t), q(t + T ) = q(t), f (t + T,u) = f (t,u).
(
1.4)
A(t), q(t), and f (t,u) have similar regularity as in the space periodic equation, but with respect to time. The time periodic dependence reflects the effects of certain "seasonal" variations. When A(t) is a constant and f (t,u) is independent of time, the existence of pulsating front solutions has already been studied analytically in [17, 18] . The equations (1.1), (1.3) are, on the one hand, an extension of the homogeneous reaction diffusion equation
u : (x,t) → R for x,t ∈ R, (1.5) and, on the other hand, the simplest form of the scalar advection diffusion reaction equation with nonconstant coefficients. Equation (1.5) is used to describe the wave propagation for genetics, the invasion of species and many other phenomena in physics and biology. A lot of work in the literature investigate the behavior of (1.5), which exhibits traveling wave solutions [6, 7] . Recently the more general forms (1.1) and (1.3), which take into account heterogeneous environments, attract more and more effort. The tendency to diffuse, transport or birth and die may be different from place to place, or from time to time. Therefore the diffusion, advection, and reaction coefficients depend on space or time. Such models were first studied rigorously by probabilistic methods in [10, 11] . Later on, a generalized definition of traveling waves called pulsating traveling front was proposed for these periodic environment models [25, 26, 31, 32] , for which both the front shape and the traveling velocity change periodically in time. The first proof of pulsating traveling front is given by J. Xin in [31, 32] , and afterwards H. Berestycki, F. Hamel, J. Nolen, and J. Xin etc. have done a lot of work about the existence and stability of the pulsating traveling front [5, 18] . Previous numerical methods solve equation (1.1) or (1.3) directly, and let the fronts propagate. There are two difficulties about this approach: firstly, it may take a long time for u to converge to a pulsating traveling front, which requires a large computational domain for propagation; secondly, even after u has converged to a pulsating traveling front, the front velocity is not easy to find numerically. Either we let the front propagate for a long time and calculate the average velocity, or we find two successive time points that possess the same front shape, which is not a easy task when the front profiles change periodically but the profile differences are quite small or the period is small. In this paper, we propose a new relaxation method that can get rid of both difficulties: the front position is confined around a fixed point in the computational domain after some time, so that a much smaller computational domain is required; the front velocity can be found automatically during the calculation. Moreover, we can recover the solution of the original time evolution equation.
The traveling wave solution can be viewed as a pulsating traveling front with period being any positive constant. In [27] , a relaxation method for the traveling wave simulations is proposed. Take f [u] = u(1 − u) in (1.5) as an example; the key idea is to introduce an additional interior fixed point to get rid of the transit invariance. More precisely, we construct the traveling wave solution by first finding a specific σ B * and the corresponding v B * that satisfy
B * (x l ) = 1, v B * (x r ) = 0, v B * (0) = ǫ, ǫ ∈ (0,1), x l < 0, x r > 0, (1.6) and then passing to the limit x l → −∞, x r → +∞ [7] . Here the super script "B" indicates that we are considering the solution in a bounded domain. The introduction of ǫ not only provides us an additional parameter to adjust σ B * , but also avoids the translation invariance when x l,r → ±∞. In [27] , this additional condition v B * (0) = ǫ is imposed through an operator P : v B * → σ B * , which is not unique. Then, the solution of (1.6) is the steady state of Starting from an initial v B , we can decide σ B through P(v B ), and then by the time evolutionary equation we can calculate v B at the next time step, and also σ B at the next time step. If σ B converges to a constant and v B to a steady state when t → +∞, σ B * ,v B * in (1.6) are found, so is the traveling wave solution by letting x l,r → ±∞. This provides us a relaxation method for the traveling wave simulations. To achieve the convergence, different operators P are used for different signs of σ B * . The necessity of these different choices has been justified both analytically and numerically for the traveling wave simulations.
In this present paper, we are going to extend this relaxation method to the simulations of one dimensional pulsating traveling fronts. Formally, we construct a new parabolic system similar to (1.7), whereas the coefficients are no longer constant but periodic in space or time. If the solution of (1.1) or (1.3) converges to a pulsating traveling front as time goes on, we show that after some time, the solution (σ B ,v B ) of the new system changes periodically in time. The introduction of σ B can, on the one hand, confine the front position around a fixed point, so that it reduces the computational cost, and, on the other hand, give the periods of time and space, and the traveling velocity.
It is natural to assume that the coefficients A, q, and the reaction term f simultaneously depend on time and space. However, due to the degeneracy of the parabolic equation, the spatial-temporal periodic case introduces more difficulties about the definition of the pulsating fronts, the form of the limiting states, etc. Some recent efforts have attempted to understand this more general case [20, 21] , yet in this paper we focus ourselves on the space periodic equation (1.1) and time periodic equation (1.3) . This paper is organized as follows. Section 2 gives the definition of pulsating traveling front, explains the basic idea of the relaxation method and shows why this relaxation approach can capture and verify the pulsating traveling front. The details of the operator's choice, the boundary conditions, and discretizations are discussed in Sections 3 and 4, respectively for the space periodic equation (1.1) and time periodic equation (1.3) . In Section 5, we demonstrate the efficiency of our scheme by three numerical examples, two for the space periodic case and one for time periodic case. Finally, we conclude in Section 6.
Pulsating traveling front
In this paper, we are interested in a specific kind of solutions of (1.1) and (1.3) called pulsating traveling fronts. There are two equivalent definitions. Definition 2.1. A pulsating traveling front of speed c in one space dimension that connects p(x) (p(t)) to 0 is a solution u(x,t) that satisfies the following: u(x,t) → 0
Definition 2.2. [21]
A function u(x,t) is a pulsating traveling front of speed c that connects p(x) (p(t)) to 0 if it can be written as u(x,t) = φ(x − ct,x) (u(x,t) = φ(x − ct,t)), where φ(x − ct,x) (φ(x − ct,t)) is periodic of period L in its second variable. We ask the boundary conditions of φ to satisfy
The equivalence of the above two definitions can be easily seen from
Though the pulsating traveling front that connects p(x) (p(t)) to 0 does not exist for general choices of A, q, and f in (1.1) ((1.3)), it is found analytically for various cases [4, 28, 29, 30] . For the combustion reaction such that f (x,u) is Lipschitz continuous with respect to u and there exists θ ∈ (0,1) such that f (x,u) = 0 for u ∈ (0,θ);
f (x,u) > 0 for u ∈ (θ,1); f (x,1) = 0; f ′ (x,1) < 0, (2.1) and the positive nonlinear-reaction case such that
the existence of pulsating traveling front that connects u ≡ 1 to u ≡ 0 has already been shown for space periodic equation (1.1) in [2, 32] . The extension to the time periodic equation is proved in [9] . For both combustion and positive reaction, f does not change its sign, while when f changes its sign, the model can be used in population dynamics, in which the sign of f indicates that the environment can change from favorable to unfavorable. The bistable reaction is the most studied sign changing case, where the pulsating traveling fronts do not always exist [1, 33] . In order to simulate these generalized traveling fronts, similar to [27] , we introduce an additional function σ(t), whose effect is to capture the front velocity. We consider the system
for the space periodic case and
for the time periodic case. Here P is an operator on v that will be specified later. Comparing (1.1) and (2.3) ((1.3) and (2.4)), if u(x,t) is the solution of (1.1) ((1.3)), then
The crucial idea of our numerical scheme is based on the observation that, if (v(s,t),σ(t)) becomes periodic in time as time goes on, then u(x,t) converges to a pulsating traveling front. More precisely, we have Theorem 2.3. Let u(x,t) be the solution to (1.1) ((1.3) ) and let v(s,t) satisfy (2.3) ((2.4) ). Assume that v(s,t), σ(t) are periodic in t, i.e.
σ(τ )dτ,t) for t > T 0 and u(t) is a pulsating traveling front with
Proof. From (2.5) and the periodicity of v(s,t) in t, when t > T 0 ,
The periodicity of σ(t) gives that
σ(τ )dτ,t) indicates that u(x,t) converges to a pulsating traveling front with the space period and traveling velocity in (2.6).
Therefore, in the subsequent part of this paper, we are going to specify P to make (v(s,t),σ(t)) converge to a solution periodic in time.
Remark 2.4. According to [28, 29] , another definition for pulsating traveling fronts is that u(x,t) = U (x −c(t),t), where both the wave profile U (x,t) and wave speedc ′ (t) are almost periodic in t.
t 0 σ(τ )dτ plays the role ofc(t), so that ifc(t) is as in [28] , σ(t) is not necessarily unique for a pulsating traveling front, but the periods T , L, and velocity c are unique.
Remark 2.5. For the spatial-temporal periodic case such that
there are some difficulties about the definition of the pulsating traveling fronts. As pointed out in [18] , Definition 2.1 implies the existence of some p,q ∈ Z such that c = pL qT , which is not satisfactory. If we try to extend Definition 2.2, due to the degeneracy, we get only a weak form as in [21] . Therefore, it is not clear whether we obtain a pulsating traveling front or not, even if (v(s,t),σ(t)) becomes periodic in t as in Theorem 2.3.
Space periodic case
In this section, for the new system (2.3) of the space periodic equation, we explain the proper choices of P, the general boundary conditions, and discuss the detailed discretizations.
3.1. The new parabolic system. To illustrate the basic idea, we firstly focus ourselves on the combustion reaction (2.1) where the two steady states are known and the front velocity is positive. The numerical method itself can be extended to the cases with unknown steady state and negative front velocity.
On the whole real line, the boundary conditions of the original equation (1.1) with combustion reaction are
Therefore, due to (2.5), the boundary conditions for v are also v(−∞,t) = 1,
q(x)dx = 0, the algorithm on the whole real line for the combustion case is to solve
Here we have specified P and introduced a parameter ǫ ∈ (0,1), whose effect is to fix the front position. We emphasize that it is important to have A, q, and f in (3.2) depend on x instead of s, which allows one to recover u(x,t) from v(s,t) by (2.5).
Since only bounded domains can be used in numerical simulations, we truncate the computational domain by [s l ,s r ] with s l < 0, s r > 0. Then the problem becomes
Although s ∈ [s l ,s r ] is bounded in (3.3), x can be any value on the whole real line. From (1.2), we only need to define A(x), q(x), and f (x,v) for x ∈ [0,L] and then extend the values to R. Comparing (3.3) with (1.7), (1.8), the relaxation system for traveling wave solutions (1.7), (1.8) with combustion reaction is a special case of (3.3) when A, q, and f are uniform in x. The combustion case is the simplest one for two reasons. One reason is that the two steady states are known explicitly, and the other is that the traveling velocity is always positive when L 0 q(x)dx = 0 [1] . The two boundary conditions in (3.1) come from the steady state of (1.1) with combustion reaction whereas the specific choice of P(v B ) is due to the positivity of c. We will now explain the effect of ǫ and discuss the boundary conditions and operator P for more general reaction terms and traveling velocities.
The effect of ǫ In order to understand the effect of ǫ, here we give some formal explanations when f (x,u) = g(u) is of the combustion type and independent of x. We start from a pulsating traveling front and let it propagate. If u(x,t) is positive, monotonically decreasing in x and increasing in t, the front position at time t can be measured by the value of +∞ 0 u(x,t)dx. From (2.5), v(s,t) has a similar front profile as u(x,t). Therefore, if we want to show that the front position of v is confined in a certain interval, we can check whether the value of +∞ 0 v(s,t)ds has uniform upper and lower bounds for all t > 0.
By substituting the pulsating traveling front (Definition 2.2)
into the space periodic equation (1.1), we find the pulsating traveling front equation:
Proposition 1.1 in [32] gives the tail shape of φ(y,x) as follows. 
Starting from a pulsating traveling front in (1.1), the front profile u(x,t) for fixed t is the same as φ(y,x) for some given t. Thanks to (2.5), so is the front shape of v(s,t). Therefore, given t, when s > y θ + ct − t 0 σ(τ )dτ , the tail shape of v(s,t) is
2 is positive and satisfiesΦ(s + L) =Φ(s). The following theorem indicates that the front position of (3.2) is confined in a certain interval. Proof. By integrating the equation for v in (3.2) from 0 to +∞ and using the equation for σ(t), we obtain the mass conservation equation on [0,+∞) such that
We control v(0,t) by
v ds, then use (3.7) to find the uniform upper and lower bounds for +∞ 0 v(s,t)ds. The details are as follows.
SinceΦ(s) in (3.6) is periodic in s, it has uniform upper and lower bounds for all s. There exist C 0 , C 1 independent of t that satisfy
Therefore, the positivity of σ(t) and (3.7) give
Using Gronwall's inequality, we have the existence of an upper bound for +∞ 0 v(s,t)ds that is independent of t. Otherwise when s θ ≤ 0, the upper bound is
For the uniform lower bound, when s θ ≥ 0, due to the positivity of v(s,t) in s, we have
Then the positivity of σ(t) and (3.7) gives
We can use Gronwall's inequality again to get the uniform lower bound.
The boundary conditions
For general reaction terms, the pulsating front connects two steady states: one is 0 at +∞, and the other may remain not explicitly known.
If we define the steady state of (1.1) by p(y,x), which satisfies (3.4) with c = 0, then since y = x, p(y,x) only depends on x such that p(y,x) ≡p(x). When c = 0, (3.4) becomes
(3.10)
p(x) is the limiting state of u(x,t) when x → −∞ and satisfiesp(x + L) =p(x). Therefore, we can use a more general boundary condition u(
σ(τ )dτ , then from (2.5), we can find the boundary condition for v at s l that is equivalent to u(
The other boundary condition is v(s r ) = 0.
Remark 3.3. The steady state of (1.1) is defined by p(y,x), which satisfies (3.4) with c = 0. This is different from the usual definition ∂ t u = 0, although for both definitions the steady states are the same and satisfy (3.10). We use this statement because it is also consistent with the steady state definition for the time periodic case. We will see in Section 4 that the steady states of the time periodic advection diffusion reaction equation depend on time. The usual definition ∂ t u = 0 is no longer applicable.
The choices of P As we have claimed, the specific choice of P(v B ) in (3.3) is due to the positivity of c. Similar to the traveling wave simulations in [27] , we should choose different P for different signs of c such that
where
If c = 0, both P r and P l can be employed, which is similar to obtaining the steady state solution in the traveling wave simulations in [27] . If the sign of c is not known a priori, to achieve front position confinement, numerically we need to try both P r , P l . However, in most problems under consideration, it is not difficult to determine the sign of c by looking at the propagation direction of the original time evolution equation. This different choice of P for different sign of c is necessary. Though we are not able to prove rigorously the convergence of (2.3) to a periodic pattern in t (with P as in (3.11)), the necessity can be seen roughly by the discussion of the effect of ǫ. When we try to find the uniform upper and lower bounds for +∞ 0 v(s,t)ds, Gronwall's inequality is employed. If σ(t) < 0 in (3.9), we can no longer find a uniform upper bound, but a bound that is exponentially increasing in t. Therefore, the front position is not confined if we keep using (3.3) for σ(t) < 0.
By integrating the equation for v in (3.3) from s l to 0 and using σ(t) = P l (v B ), we obtain the following mass conservation equation on [s l ,0]:
Comparing with (3.7), we see that the sign in front of σ(t) is different. When σ(t) < 0, if we want to use an inequality similar to (3.9) to confine the front position by an upper bound of 0 s l v ds, (3.14) gives the correct sign after using Gronwall's inequality.
Moreover, notice that the traveling wave solution is a special case of the pulsating traveling front. In [27] , the authors have shown the necessity of different choices of P in the traveling wave simulations; subsequently, it is also necessary in the more general case discussed here.
In summary, we are going to solve the new parabolic system
with P(v B ) as in (3.11).
Scheme discretizations.
We use a uniform mesh such that
Let the time steps be n∆t, n = 0,1,···. Assuming that v Bn is known, we consider the discretizations of (3.3). To allow the space and time steps to be of the same order, as well as achieve stability and use a linear solver, we treat the diffusion term implicitly and reaction term explicitly, whereas two different discretizations are proposed for the advection term.
To maintain scheme stability even when discontinuous or sharp fronts occur, we have to use shock capturing methods for the addition term. However, even for the original advection diffusion reaction equation, the additional numerical diffusion introduced by the shock capturing methods will accelerate the front speeds. In our new system (3.3), this makes the error of x = s + t 0 σ(τ )dτ increase linearly with time. As time goes on, the linearly increasing error in x breaks down the convergence of σ B . On the other hand, a centered finite difference method for advection introduces no numerical diffusions in space but cannot treat discontinuous or sharp fronts. As discussed in [13] , since the advection term is linear, starting from smooth initial data and using small enough mesh size, an implicit centered finite difference method gives a positive, stable solution.
We will compare the results of the upwind method and the centered finite difference method to understand the influence of numerical diffusion. We present here the details of both discretizations.
Upwind method: When A(x) = 0 or |A(x)| is very small, discontinuities or sharp fronts can appear in the solutions. Thus we have to use shock capturing methods for the advection term. The simplest first order upwind method for (3.3) is
, and
with F j± 1 2 the numerical fluxes of some hyperbolic solver. Specifically, for the upwind finite difference method, F j± )) such that
If we multiply the equations for v 
If v Bn has no jump near 0 and
Assuming enough regularity, (3.18) is a discretization of (3.7).
Centered finite difference method: As in [3, 19] , the analysis of a pulsating traveling front is always carried out when |A(x)| > r > 0, i.e. when |A(x)| has a lower bound that is not negligible. In this case the solutions are always smooth and we can use implicit centered finite difference method: 
Assuming enough regularity, this is a consistent discretization of (3.7).
Remark 3.4. According to [13] , the centered finite difference method for ∂ t u + a∂ s u = d∂ ss u, such that
is positive when |a∆s/d| ≤ 2. Additionally, if fully implicit time discretization is employed, Von Neumann stability analysis gives unconditional stability. In our problem, the coefficients are no longer constants but depend on x, however, thanks to A(x) > γ and the smoothness of the solution, we can expect that the centered finite difference method is stable and non-oscillating when the mesh size is small enough.
Remark 3.5. Due to the numerical diffusion, the front position recovered from the upwind method will be ahead of the exact solution. This phenomenon has already been noticed in the simulations of the advection reaction equation [16] . The numerical diffusion increases the propagation speed. Some authors try to design well balanced schemes to avoid this problem. However, most of them can only balance the steady states [15, 23] . The strategy of designing well balanced schemes that can capture the correct front position at all times is out of the scope of this present paper. Though the front position is not correct when t becomes large, L 1 convergence of the front position is numerically observed. 
Formally, (4.1) is close to the space periodic system (3.15), and we can explain the effect of ǫ and the necessity of different choices of P in a similar way as for (3.15) . The boundary conditions for the time periodic case are simpler than the space periodic case.
Boundary conditions
In order to determine the boundary conditions for system (4.1), we have to find the two connected limiting states. We may assume that one of two limiting states is a positive steady state, defined as in Remark 3.3, while the other one is zero. In many cases under study, they are u(x) ≡ constant and u(x) ≡ 0. For the bistable reaction, [28, 29] considered a space-uniform steady state that changes periodically in time. We explain in the subsequent part that the steady state is also space-uniform for some other types of reaction.
The time periodic pulsating traveling front has the form
where φ(y,t) is periodic in t. Then by substituting φ(y,t) into (1.3), the pulsating traveling front equation is
When y → −∞, the limiting state p(y,t) > 0 satisfies
3)
The existence and uniqueness of a rigorously positive p(y,t) has been proved in [19] , under some regularity conditions for f (t,p) and when
Additionally, letp(t) > 0 be the solution to ∂ tp = f (t,p). Sincep(t) is periodic in t and homogeneous in y, p(y,t) =p(t) satisfies (4.3). We know from the uniqueness of positive solutions to (4.3) that p(y,t) =p(t) is the only possible limiting state.
We are not able to prove rigorously, for general f , that the solution of (4.3) is homogeneous in y. However, this is true for most applications under consideration. Therefore, numerically, we can use the following boundary conditions:
Details of the discretization.
As in Section 3.2, we compare two different space discretizations: one uses the upwind method for the advection term while the other uses the centered finite difference method. Let all the notations be the same as in Section 3.2. Then the schemes can be written as follows:
The upwind method:
with
The centered finite difference method:
= 0. (4.5) When γ < A(t) < Γ with γ, Γ two positive constants, according to Remark 3.4, we can use small enough ∆s to guarantee the stability and positivity of the centered finite difference method. Other higher order shock capturing methods can be employed when sharp fronts occur.
Numerical examples
In this section, to show the performance of the proposed scheme and illustrate its ability to find the front velocity, three numerical examples are presented: two for the space periodic case and one for the time periodic case.
We consider the time interval [0,t] and use the uniform time step ∆t = t/M with M some integer. If the solution of (1.1) or (1.3) converges to a pulsating traveling front, then L σ , T σ , and c σ in (2.6) should converge to constants. According to the choice of P in (3.11), different values of ǫ give different σ(t), whereas the periods T , L and front velocity c are determined by the original equation and not by the specific parameter that we use. This is because the time evolution of σ B (t) itself has no physical meaning, while its periods do. Therefore, although L, T , and c are found by σ(t) through (2.6) in our method, we have to numerically verify the independence of T , L, and c on ǫ.
Assume (v B (s,t),σ B (t)) has converged to a periodic pattern in t. and then extend them to the whole real line. The space period is L = 1 in this example. We consider the combustion reaction case: 
i) Comparison with direct time evolutionary simulation:
We have claimed in previous discussions that our scheme can recover u at the continuous level. Here we show that, at the discrete level, the u B that is recovered from the solution of (3. 
, which involve no interpolation. As shown in figure 5 .1, numerically, the front positions ofũ B and u B seem different for fixed t. The difference betweenũ B and u B increases with time. However, as we will see in ii), if we refine the mesh then the difference decreases to zero, which verifies thatũ B can be recovered from v B at the continuous level. These numerical front displacements are unavoidable for almost all advection diffusion reaction equation long time simulations. This is due to the numerical diffusion and can be reduced when using higher order methods and finer meshes. To control the front displacements is not the topic of this present paper, but we can see that the centered finite difference method with no numerical diffusion is more accurate than the upwind method. a) ii) The convergence with respect to space: We investigate the convergence with respect to space by comparing the upwind method (3.16) and centered finite difference method (3.19) .
From figures 5.2 and 5.3 for given ∆s, ∆t, we can see that σ(t) converges to a periodic patten, and the numerical T σ , L σ , and c σ converge to constants. Moreover, the constant to which L σ converges is close to 1, which is the same as the period of the coefficients.
Denote the numerical solutions of ∆s and ∆t by v significantly improves this displacement.
For the upwind method, although there are period variations in σ(t), we can find the space convergence for the constants to which L σ , T σ , and c σ converge. Additionally, at a fixed time, different ∆s give different front shapes, but u B (x j ,t) (recovered from v B (s j ,t)) exhibits first order convergence in the L 1 norm. In table 5.1, we compare the numerical results of different ∆x at a fixed time t = 4. The "exact" solution (v B ,σ B ) is given by a centered finite difference method with a very fine mesh ∆s = 1/800, ∆t = 1/5000. E up , E ct are the discrete L 1 norms of the difference between u B ∆s,∆t and the "exact" solution u B . The subscripts "up" and "ct" represent, respectively, the results of the upwind method and the centered finite difference method. More precisely, the discrete L 1 norm is
Here x i is as in (3.16) and (3.19) when calculating u B ∆s,∆t (x i ,t), while the values of u B (x i ,t) are obtained by linear interpolation of the "exact" solution at x i . We can see from table 5.1 and figure 5.4 , which displays the log-log plot of the errors in table 5.1, the first order convergence of the upwind method and second order convergence of the centered finite difference method. .16) iii) The convergence with respect to time: In figure 5 .5, the numerical results of ∆s = 1/800 and different ∆t are presented. For different ∆t, the σ B ∆s,∆t (t j ) are close to each other when t j is small, but away from each other when t j becomes big. Therefore, as for the spatial convergence, we consider the discrete L 1 norm of the difference between u B ∆s,∆t and u B . L σ , T σ , and c σ all converge to constants. For different ∆t, the constants to which c σ converges are displayed in table 5.2. Table 5 .2 demonstrates the first order convergence in time for both the traveling front u B and the front velocity c σ .
In figure 5 .5, the numerical results of the upwind method and the centered finite difference method seem identical. This is because our purpose here is to compare the effect of different time steps; small space steps are used and the numerical diffusion introduced by the two different space discretizations is small compared to the numerical diffusion introduced by the time discretization.
iv) The effect of ǫ: Since the original traveling front u and the traveling velocity c do not depend on ǫ, we test three different ǫ (ǫ = 0.01, 0.1, and 0.5) to verify this independence. The evolutions of σ B are presented in figure 5.6. For different ǫ, all σ B (t) become periodic as time goes on, but the profiles are different. σ(t) itself has no physical meaning and is not unique, nevertheless, the same L σ , T σ , and c σ can be obtained numerically. From figure 5 .7, at both times t = 1, t = 2, different ǫ provide almost the same u B , whether we arrive at the pulsating traveling front or not. Example 2: For the combustion reaction, the existence of pulsating front solutions has already been established by J.X. Xin [31, 32] . The numerical scheme we have developed here can be applied to more general reaction terms. It provides a tool for investigating the existence of pulsating front solutions. In this example, we investigate the bistable reaction. Let ξ,η ∈ (0,1) and let the coefficients periodically depend on x, such that
In [33] , the author illustrates the quenching phenomenon for a bistable nonlin-a) earity such that f (u) = u(1 − u)(u − η) with η ∈ (0,1/2). The quenching phenomenon indicates that the solutions are localized in space and there is no wave propagation. It depends on the degree of spatial inhomogeneity and can be observed by tuning the value of η [33] . The two steady states in [33] are uniform, while here we have a nonuniform limiting state. In [4] , the existence of a nonuniform limiting state p(x) and pulsating traveling front that connects p(x) to zero is proved for f (u) = u(κ(x) − u) with κ(x) periodic in x. We will investigate the existence of pulsating fronts and the a) quenching phenomenon for a bistable reaction-diffusion equation with nonuniform limiting states.
When "quenching" occurs, since the front stops at a certain position which is not necessarily near 0, we start from front-like initial data with front position near zero:
The numerical results of different η and ξ are displayed in figure 5.9. We can see that the bigger the variations of the coefficients from their mean states, i.e. the bigger ξ is in our case, then the smaller the absolute values of the traveling velocities are. Quenching occurs when η is close to 1/2 and the variations of A(x) from its mean states are big, even if the limiting states are not uniform. We observe numerically the existence of pulsating traveling fronts that connect a nonuniform limiting state to zero when η is away from 1/2. Moreover, the traveling velocity is negative when η is away from and bigger than 1/2, and positive when η is away from and less than 1/2. This is similar to the Allen-Cahn model [24] . The different results in the left and right figures in figure 5.9 illustrate the necessity of different choice of P. The column on the left hand side displays the numerical results of using P r . We see that when c is positive (case (a) η = 0.3) or when quenching occurs (case (b) η = 0.36), P r can confine the front position around zero, while when c is negative (case (c) η = 0.67), the front of v(s,t) moves to the left and σ(t) converges to zero. In the right hand side column of figure 5.9, the numerical results of using P l are shown. When c is negative or when quenching occurs, the front positions of v(s,t) are confined, while they move to the left when c is positive. In summary, when quenching occurs both P r and P l can be employed, while when c > 0, only P r can achieve the front confinement, and when c < 0, only P l can. Numerically, if the sign of c is not known a priori, we need to try both P r , P l , but in most problems under consideration, it is not difficult to determine the sign of c by looking at the propagation direction of the original time evolutionary equation.
The numerical results in figure 5 .10 show that when η = 0.67, ξ = 0.9, and the operator P l is employed, different ǫ provide almost the same u B . Similar to example 1, different ǫ give different σ(t), but the same L σ , T σ , and c σ . Moreover, when "quenching" occurs, σ(t) converges to 0 no matter which ǫ is used.
Example 3:
In this example we test the performance of our scheme for the time periodic advection diffusion reaction equation (1.3). Choose
Here f (t,u) is KPP type for which the pulsating traveling front is not unique [20] . However, if we use the boundary condition v(s r ) = 0, we expect to find the front with minimum velocity. This is true for the traveling wave simulations, since when f [u] = u(1 − u) in (1.6), the traveling wave solution with minimum velocity is found when passing to the limit x r,l → ±∞ [7] . For the more general time periodic equation (1.3), a pulsating traveling front can be found by setting v(s r ) = 0. To rigorously prove that this provides the minimum velocity pulsating traveling front, and the design of boundary conditions for other faster fronts, will be the subject of future work. The purpose of this paper is to show the performance of the numerical scheme. Letting α = 0 in (5.3), we will illustrate the scheme convergence and its independence with respect to ǫ, as well as verify that the solution of the original time evolutionary equation can be recovered. Then for different choices of α, we test the effect of advection and verify that the sign of c is a sufficient condition to determine which operator, P l or P r , to choose. Comparison with direct time evolutionary simulations: We can implement the direct time evolutionary simulations by letting σ Bn = 0 in (4.4) or (4.5) and using a larger computational domain. From figure 5 .12, we can see that, due to the numerical diffusion, the front position recovered from the solution of the upwind method (4.4) is different from theũ B that is obtained from direct time evolutionary simulation. However, when we refine the mesh, first order convergence can be found in its L 1 norm. The centered finite difference method introduces no numerical diffusion. Theũ B and u B recovered from v B are so close to each other that we can not distinguish between them. Here we use ∆s = 1/200, ∆t = 1/400, and ǫ = 0.5.
The independence of ǫ:
The numerical results of ǫ = 0.01, 0.1, and 0.5 using the upwind method are presented in figure 5.13. The centered finite difference method gives similar results. We can see that different ǫ give different v B (s,10) and σ B (t). Since the original (1.3) is independent of ǫ, at the discrete level, the u B recovered from v B should also be independent of ǫ. From figure 5.14, for given t, different ǫ give the same front position, and although the numerical errors depend on ǫ and increase linearly, they can be diminished by refining the mesh. For both values of α, σ(t) changes its sign during the time evolution. To have confinement of the front position, numerically, we have to use P r for α = −8 and P l for α = −10. This observation confirms that the determinant condition of choosing P l or P r is the sign of c, and not σ(t) itself.
Conclusion
In this paper, we propose a relaxation method for the simulations of pulsating traveling fronts which is applicable to space or time periodic advection diffusion reaction equations.
The pulsating traveling fronts are an extension of traveling waves, for which the front shapes and traveling velocities change periodically in time. The idea of this new method is to find both σ(t) and v(x − t 0 σ(τ )dτ,t) that are periodic in time, which can be achieved by solving (2.3) for the space periodic equation and (2.4) for the time periodic equation, with P chosen as in (3.11) .
This new method is an extension of the relaxation scheme proposed in [27] for one dimensional traveling wave simulations. It has several advantages. Firstly, only a small computational domain is required, which reduces the computational cost when the convergence to the pulsating front solution is slow; this advantage would be more important for high dimensional pulsating front simulations. Secondly, the front velocity can be found automatically, and is a crucial physical variable, but not easy to obtain in direct time evolutional simulations. Finally, we can recover the solution of the original time evolutional equation by u(x,t) = v(x − t 0 σ(τ )dτ ) = v(s,t). We show the implementation of our scheme to the combustion reaction with ignition temperature, the bistable reaction for the space periodic advection diffusion reaction equation, and the Fisher/KPP reaction for the time periodic advection diffusion equation. The numerical diffusion introduced by discretizing the advection term leads us to overestimate the propagation velocity, but the L 1 convergence of the front can be found when we refine the mesh. The front velocity c = L/T converges to a constant for pulsating front solutions. For the bistable reaction term, we can verify the quenching phenomena and existence of pulsating fronts that connect the nonuniform limiting state to zero. Since it is much easier to justify the periodic changes without propagation than with propagation, this scheme can be used as a tool for exploring and verifying the existence of pulsating traveling fronts and finding the front velocity.
Several interesting questions require more detailed analysis, for instance, whether the steady states of the time periodic advection diffusion reaction equation are always uniform in space and whether the pulsating traveling front we have found in Example 3 has the minimum velocity. Moreover, for the spatial-temporal periodic advection reaction diffusion equation, it is not clear whether we obtain a pulsating front or not, even if (v(s,t),σ(t)) becomes periodic in t. However, the purpose of this paper is to present an efficient numerical scheme for finding pulsating traveling fronts. All the above questions, as well as the higher dimensional extensions, will be the subject of future papers.
