Abstract-Use of a Gaussian Sum filter (GSF) to efficiently solve the initialisation problem in bearing-only simultaneous localisation and mapping (SLAM) is the main contribution of this paper. When information about the range is not available, the initial probability density function (pdf) of a landmark in the environment can not be represented using a Gaussian. The GSF is an attractive candidate for estimation in this scenario as it can deal with arbitrary pdfs represented as sets of Gaussians. However, the implementation of the GSF requires maintaining a bank of extended Kalman filters. The resulting computational complexity needs to be reduced by employing a minimum number of filters. In this work, the performance of each extended Kalman filter (EKF) in the GSF is evaluated using the sequential probability ratio test (SPRT). As such the number of members in the Gaussian sum can be reduced rapidly and the efficiency of the GSF can be significantly increased, providing a solution to the important problem of bearing-only SLAM. The effectiveness of the proposed approach is demonstrated by simulation and experiment conducted using a Pioneer mobile robot.
I. INTRODUCTION
In many mobile robot applications, for example, exploration, guidance, search and rescue, it is a fundamental requirement that the robot knows its location and orientation, i.e. pose. For deployment in unstructured or unknown environments, the robot also needs to build a map to be used in subsequent navigation. Therefore, one has to solve the simultaneous localisation and mapping (SLAM) problem. In order to perform SLAM, the robot predicts its pose by odometer measurements using a process model. The robot also makes other measurements to landmarks in the environment to correct the pose prediction error.
The stochastic mapping approach using an extended Kalman filter (EKF) [15] is widely adopted in solving the SLAM problem. A solution to SLAM based on an EKF was proposed in [5] where a radar was employed as a range-and-bearing sensor. However, when implementing the EKF with a bearing-only sensor, particular attentions have to be paid to the initialisation requirement. This occurs when the location of landmarks cannot be inferred from a single bearing measurement which is caused by a large uncertainty in the landmark range.
The EKF assumptions for linearizable system models and Gaussian noise characteristics can be relaxed by using a particle filter (PF). The particle filter operates by simulating a large number of samples (or particles) to represent an arbitrary probability density function (pdf) and propagates the particles through the non-linear system model. This technique was developed in [6] and a tutorial can be found in [2] . In particular, the particle filter was applied in [7] where a bearing-only measurement scenario was imposed. Besides its salient performance in non-linear/nonGaussian estimation, it computational complexity may be very demanding. Using particles to initialise an EKF based bearing-only SLAM was reported in [4] . However, the test for acceptance remains not specified.
Alternatively, a set of Gaussian pdf's may be used to represent an arbitrary pdf. The gives rise to the Gaussian sum filter (GSF) proposed in [16] and [1] . Using this filter, the burden in the number of samples used may be relaxed to some extent. If the pdf is really difficult to represent, one may resolve by using the recently proposed Gaussian sum particle filters [8] , however, the advantage from reducing the number of samples diminishes. Implementation of the GSF usually requires a bank of EKFs [3] . Trimming the number of EKFs were proposed in [13] and [9] , but hard decision thresholds were used in a heuristic manner and there was no considerations on the magnitude of decision error probabilities.
In order to alleviate the heuristic reasoning and to increase the decision confidence, we propose to incorporate the sequential probability ratio test (SPRT) in determining an acceptable small number of EKFs. The SPRT is basically a ratio test but with dual thresholds that allows for the decision to be delayed, and to make more tests, until a certain confidence level is reached. Applications of SPRT in target tracking were found in [10] and [14] where satisfactory results were reported. Other applications of SPRT were observed in fault detection using an EKF [11] and speaker identification with Gaussian mixtures [12] .
In this work, we implement the GSF for the bearingonly SLAM problem of a mobile robot deployed within an indoor environment with a bearing-only sensor. The major contribution is the enhanced efficiency in implementation for the bearing-only SLAM problem. A bank of EKFs will be initialised for landmarks at different hypothesised ranges. Each EKF operates independently but uses the same set of sensor measurements. The performances of the EKFs are evaluated from the likelihood values derived from measurement residuals or innovations. The SPRT is then applied to make decisions whether to keep the particular EKF or to remove it from the EKF bank. In the case of subsequent new observed landmarks, we re-generate a bank of EKFs and the initialisation and decision procedures are repeated.
The rest of the paper is arranged as follows. In section II, the bearing-only SLAM problem and the Bayesian estimation approach are briefly reviewed. The Gaussian sum filter is introduced in section III. In section IV, the sequential probability ratio test is presented. Implementation issues are discussed in section V. The effectiveness of our proposed approach is demonstrated in section VI and section VII concludes the paper.
II. BEARING-ONLY SLAM
The localisation of a mobile robot and the mapping of the environment has been an active research topic in robotics. The problem may be considered as solved when using a range-and-bearing sensor with the estimation based on an extended Kalman filter. However, in the case when using a bearing-only sensor, special treatments are still required.
A. System Description
The simultaneous localisation and mapping problem considered in this work can be formulated as follows. Let a mobile robot be deployed in its workspace with stationary landmarks scattered within the workspace. The location of the mobile robot is given by {x v (k), y v (k)} and its orientation is φ v (k) at time index k, together called the pose. The world co-ordinate frame is defined such that the origin coincides with the robot pose at k = 0. The robot is manoeuvred by a control u(k) = {v(k), γ(k)}, where v(k) is the speed and γ(k) is the turn-rate. The pose of the robot can be described by a process model as
where
T is the robot state and v(k) is the process noise characterised by N (0, Q).
A sensor is mounted on the robot and makes measurements to the landmarks according to a measurement model
T is the location of the i-th landmark, w(k) is the measurement noise characterised by N (0, R).
The overall system state is constructed from the robot and landmark states as
For the case of a bearing-only sensor considered in this work, the measurement contains the bearing to the landmark given by
A salient feature of bearing-only measurement is that the location of the landmark cannot be inferred by a single measurement. Furthermore, more than one landmark measurements are required to localise the robot.
B. Bayesian Estimation
If the robot pose and landmarks locations are put into a system state vector, the Bayesian estimation technique is commonly used. From this perspective, the system state is represented as a probability density function (pdf).
Let the a priori pdf of the state given by p(
The a posterior is obtained from
is a normalising constant and the measurements are given by
If the first a priori is a Gaussian as well as the process and measurement noises together with a linear system, one may use the Kalman filter (KF) to obtain an estimate of the states.
When the linearity conditions does not hold, an EKF may be used. The EKF employs the KF equations but linearize the system by a Taylor series where usually only the first order term is retained. The linearization is conducted as
where ∇f is the Jacobian evaluated at the estimates and hot(·) stands for the higher-order-terms and is a function of the difference between the true state and its estimate.
If the measurement provides only the bearing to the landmark, its location cannot be inferred directly. An initial estimation of the location may introduce large linearization error. Hence the EKF may fail to operate satisfactorily. The problem is mainly caused by the inadequacy in representing the state pdf.
The sample based PF is a promising alternative to the EKF in tackling the non-linearity/non-Gaussian characteristics. However, the computational complexity is a manifold of that of the EKF and the resultant implementation may be intractable. Another approach to handle the nonlinearity/non-Gaussian problem while maintaining computational efficiency is to use a Gaussian sum filter to be presented in the next section.
III. GAUSSIAN SUM FILTERING
Taking a stochastic point of view, the process and measurement models can be represented as pdf's. In the Gaussian sum filter (GSF) framework, a pdf is constructed from a sum of Gaussian pdf's, in general, as
where n g is the number of Gaussians used, α j is a weighting factor, x j and P j are the mean and covariance of an individual Gaussian.
The number of Gaussians used as well as the mean and covariance are chosen according to a specific problem, but the weighting factors should satisfy
Following the development in [1] , the GSF can be cast into the form of a bank of extended Kalman filters operating at their corresponding state spaces. We have (15) and
The intermediate variables arê
where Σ is the covariance representing the control uncertainty. The output of the bank of EKFs are finally aggregated to provide the estimation of the system states. At time k + 1, it is given byx = ng j=1 α jxj (25) Fig. 1 shows a conceptual illustration of the filter bank arrangement. The implementation complexity of the GSF clearly depends on the number of Gaussian pdf's used to represent the system states. In the SLAM problem, the physical existence of the robot and landmarks indicates that the final pdf should be a uni-modal Gaussian with a small covariance. This observation motivates our proposed method by gradually reducing the number of Gaussian pdf's used via a probability test to improve the efficiency of the resultant GSF. 
IV. SEQUENTIAL PROBABILITY RATIO TEST
The sequential probability ratio test (SPRT) is a decisionmaking technique that allows for the choice of a delayed decision in addition to the conventional acceptance and rejection decisions. Furthermore, the SPRT does not require a knowledge of the likelihood distribution to derive the decision thresholds. The ratio of the innovations from the EKFs is used as the test metric.
Given the null H 0 and alternative H 1 hypotheses and the thresholds A and B, the test proceeds as follows. At the k-th trial before the decision made at time t d , the null hypothesis is accepted if
and the alternative hypothesis is accepted if
otherwise, additional measurements to obtain ν j (k + 1) are required.
The relation between the thresholds and decision errors of false alarm α a and missed detection α b is given by
A. Likelihood Function
The GSF operates with a bank of EKFs in parallel. Let the j-th EKF produces the measurement residual ν j which is used as the likelihood function that reflects the performance of that particular EKF. Although this value can be used directly (in the sense of testing) we follow the widely used exponential function to make the decision to match the Gaussian sensor characteristic. We denote the likelihood function associated with the j-th EKF as
where d is the dimension of the innovation covariance S j and k = 0, 1. Although they share the common Gaussian form, but they will be differentiated by the different ν j .
When a particular EKF is operating close to the true state, the value of ν j will be small, thus giving a likelihood value close to unity. Using this likelihood function is also beneficial from adopting the by-product from the EKFs directly.
B. Test Against Multiple Alternatives
In cases where there are multiple alternatives such as estimates resulted from the bank of EKFs, there are several choices for the definition of the alternative hypothesis. In our SLAM problem with the Gaussian sum filter approach, we define the hypotheses as H 0 : a particular EKF truly estimates the system states H 1 : this EKF does not truly estimate the system states The alternative hypothesis may be defined in the following ways.
Average:
Maximum:
The averaging approach smooth out the likelihoods and produces a conservative decision. On the other hand, the maximum approach produces a higher sensitivity to the test. In the GSF case, the number of EKFs reduction will be accelerated with this definition of the alternative hypothesis.
V. IMPLEMENTATION
The SLAM problem may be considered as a nonconventional case in estimation. New landmarks will be observed during the operation of the GSF. That is, the systems states need to be expanded accordingly. Our objective to reduce the number of EKFs used also requires a specific implementation scheme.
A. Landmark Initialisation
Consider the case when no landmarks were observed, all EFKs operate with only the robot state. When landmark are firstly observed, the EKFs are initialised with the same bearing measurement. The initial location of the ith landmark (i = 1 · · ·) in the j-th EKF (j = 1 · · · n g ) is given by
where the θ i is the bearing measurement to the i-th landmark. The initialised range of the i-th landmark is obtained from
where R min , R max are minimum and maximum ranges determined by the workspace, rand(0, n g ) is an uniformly distributed random integer number in [0, n g ].
Hence, the absolute error between the true and initialised landmark range is bounded within (R max − R min )/2n g , the error in Taylor series linearization is also bounded.
The likelihoods are set for each EKF as
B. Removal of EKFs
Assume that the GSF is operating with the total number of EKFs. When a decision is made according to SPRT, one of the EKF will be deleted from the filter bank (the alternative hypothesis accepted). We re-normalise the remaining likelihoods of the rest EKFs. Their accumulated performances are thus retained. The re-normalised likelihood ratios are calculated from
where the superscripts (·) + , (·) − stands for pre-and post normalisation.
C. Adding Subsequent New Landmarks
When a new landmark is observed while the GSF is operating, it is incorporated into all the EKFs. There are two cases to be considered here whether the GSF is operating with the total number of EKFs or some of them have been removed.
1) Total number of EKFs:
Since the incorporation of new landmarks changes the constitution of the system state within individual EKFs, their likelihood functions will be violated. Hence, we simply reset all likelihoods among EKFs equally to 1/n g . In a certain sense, the decision process is considered as re-started.
2) Reduced number of EKFs: In this case, the best estimation at hand is the aggregation of estimations from the retained EKFs. We regenerate the full number of EKFs by copying the aggregated estimation to all EKFs and initialise using the measurement from the new landmark. The likelihoods are also reset to 1/n g .
D. Data Association
When landmarks are observed repeatedly, the measurements will be used to update individual EFKs. Since the measurements are obtained from the real robot and landmarks, data association is conducted using the aggregated state estimations. In this work, we will adopt the conventional Mahalanobis distance based nearest-neighbour validation given by [5] 
Note that the innovation and its covariance correspond to the aggregated system states.
VI. SIMULATION AND EXPERIMENT
Simulation and experiments are conducted to verify the effectiveness of our proposed approach. First, a simulation is performed in Matlab simulating an environment similar to that of the real-life workspace. Then an experiment is conducted using the Pioneer robot and a laser scanner with only the bearing measurements used. 
A. Simulation
The simulated mobile robot is driven in a default circular path. Landmarks are placed similar to the experiment. Fig.  2 shows the path traced by the robot and the landmarks estimation uncertainty ellipses. The dots are the true landmark locations and are found within the uncertainty ellipses. The robot pose estimation errors are depicted in Fig. 3 together with the corresponding 3σ error bounds (upper and lower traces). The results indicate that the estimation is consistent. Fig. 4 illustrates the landmark estimation errors. All estimations converge to small vicinities of the true locations. A trace of the number of EKFs used in the Gaussian sum filter is plotted in Fig. 5 . A reduction in the complexity is evident from the plot where the complexity reverts to that of a single EKF when the filter operates at the steady state.
B. Experiment
An experiment was conducted in our laboratory as an indoor workspace for the Pioneer mobile robot. A laser scanner is used as a bearing-only sensor with reflector strips as landmarks. Since the range-and-bearing SLAM is a relatively mature technique, it is used as a performance reference in our study. Fig. 6 , shows the robot path and Fig. 7 . The errors are within the 3σ uncertainty bounds. The landmark estimation errors are depicted in Fig. 8 and are also consistent. The trace on the number of EKFs employed during the estimation process is illustrated in Fig. 9 . The reduction in complexity is evident. It should be observed that the robot and landmark estimations do not indicate any abrupt changes while the number of EKFs is changed. This confirms that our filter management strategy is operating smoothly.
VII. CONCLUSION
A Gaussian sum filter is proposed to estimate the mobile robot pose and landmark locations in the simultaneous localisation and mapping problem using a bearing-only sensor. The implementation complexity, using a multiple of extended Kalman filters, is reduced by removing underperforming EKFs via the sequential probability ratio test. Simulation and experiment have shown that the proposed approach is effective and the estimation results are satisfactory. Further work may be directed to the derivation of 
