as a report --p value 1. Decide on a claim and an alternative claim. (Null hypothesis must have an "equal" in it.
Alternative hypothesis usually has the claim that will cause you to "spend money" or "change something" if you decide that it is true.) 2. Choose a test statistic to summarize the data, whose sampling distribution if the null hypothesis is true can be determined, and which depends on the parameter of interest. 3. Determine which values of the test statistic would support the alternative hypothesis. 4. Compute the p-value of the data: the probability of getting data at least as far from the null hypothesis as the data we got, in the direction of the alternative hypothesis, if the null hypothesis is true. (Often, a sketch of the sampling distribution of the test statistic, assuming the null hypothesis is true, with the data, and the area for the p-value shaded in, is useful.) 5. If the p-value is small, then the data provide strong evidence against the null hypothesis. If the p-value is not small, then the data do not provide strong evidence against the null hypothesis.
as a decision for a given significance level (using the p-value)
1 --4 as above, except that, before you look at the data, you choose a significance level, α 5. If the p-value is less than or equal to α , then reject the null hypothesis. Otherwise, do not reject the null hypothesis.
as a decision for a given significance level (using critical values) 1--3 as above, except that you also choose a significance level α . 4. Make a sketch of the sampling distribution of the test statistic, shading theα probability, thus indicating the rejection region. Find the values of the test statistic which are in the rejection region. The cut-off value(s) for that is the "critical value(s)". 5. Compute the value of the test statistic for the given data. Determine whether it is in the rejection region by comparing it with the critical value(s). That tells you whether or not to reject the null hypothesis.
Meaning and conclusion: Case 1: (If you reject the null hypothesis.) The data do provide significant evidence, at the 5% level, that the alternative hypothesis is true. Case 2: (If you do not reject the null hypothesis.) The data do not provide significant evidence, at the 5% level, that the alternative hypothesis is true.
Calculating the error probabilities for a hypothesis test (Elem Stat or Math Stat course)
1. Must be given the hypotheses, the test statistic (with its sampling distribution), the sample size, and are usually given the significance level. (The significance level is the probability of a Type I error. It's also called the size of the test.) Then find the critical value for the test statistic. After that, for any specific value in the alternative hypothesis, you can use this critical value to find the probability of a Type II error, or, alternatively, the power of the test. 4. If you're given the hypotheses, the test statistic (with its sampling distribution) and the desired size of the test and the desired power of the test against a specific value in the alternative hypothesis, you can compute the size sample needed to achieve this. (This is analogous to finding the sample size needed to get a 99% confidence interval that has a margin of error of a certain length.) (Math Stat or engineering stat)
Hypothesis Testing: Theoretical ideas (Math. Stat courses UT 378K, 384D)
