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CHPATER 1 
INTRODUCTION 
Consider the nonlinear parabolic partial differential equation 
ut  = Uxx — gix . ,u)  + uj '^u  +  asm{x) ,  a; € ft = (0,tt),< > 0, (1.1a) 
subject to the Dirichlet boundary and initial conditions 
u(0,t) = u{'K,t) = 0,< > 0;u(a:,0) = uo{x),x € Ù ,  (1.1b) 
where a E R, and u> € [0,2). For the sake of the present discussion, the function 
g in C^{Çl X R) can be thought of as 'cubic like'. The precise hypotheses on g will 
be given in Chapter 3. The question we address here is: What is the qualitative 
behavior of the solution u{x,t]Uo) for t large? Furthermore, to what extent does 
the asymptotic behavior depend on the initial state UQ. 
To address these questions we will need to consider certain special solutions of 
(1.1). These are the ones which are independent of time t and are called steady-
states of (1.1). The steady-states are also known as rest points or equilibrium 
solutions. These solutions satisfy the differential equation 
— g(3:, u) 4- 4- a sin(z) = 0, a; G ft, (1.2) 
and the zero Dirichlet boundary conditions u(0) = «(tt) = 0. 
Problem (1.2) has been used to model the vibrati®n of a spring-mass system 
with u and x standing for the displacement and time respectively. In this context 
the term g(x,u) -f- u>'^u in (1.2) represents the restoring force of the spring. The 
restoring force consists of a linear term and a nonlinear term g{x,u). The 
term asin(a;) in (1.2) represents the external force on the mass. Therefore we 
shall refer to g{x,u) and a sin(z) in (1.2) as the nonlinear term and the forcing 
term, respectively. In mechanics one is usually interested in harmonic (27r-periodic) 
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solutions of (1.2). However in this work we are interested primarily in solutions of 
the Dirichlet problem, and do not intend (2.1) to model a vibrating mass but rather 
to describe the steady-states of (1.1). 
The special case of (1.1a) with g { x , u )  = X u ^ , a  = 0, and = A was studied by 
Chafee and Infante[3] in 1974. They considered the problem 
together with the boundary and initial conditions (1.1b). They studied the partial 
differential equation (1.3) as an ordinary differential equation in Banach space with 
methods developed for dynamical sysyems by Hale[10] and others. This opened a 
new way of studying the stability properties of the steady-states of problems like 
(1.3). Because of their seminal work, problems analogous to (1.3) have come to be 
known as Chafee-Infante type problems. 
The steady-state problem associated with (1.3) is, 
with u(0) = u(7r) = 0. Note that (1.4) is autonomous. In [3] Chafee and Infante 
investigated the number of steady-states and their stablity properties as A varied 
in [0,oo). Their study was based on a phase plane analysis of (1.4), which was 
possible due to the autonomous nature of (1.4). Then Henry [11] took the analysis 
of (1.3) one step further by taking a global point of view. Borrowing ideas from the 
well established dynamical systems theory for ordinary differential equations, Henry 
showed there was a globally attracting set for the problem (1.3), which consisted 
of the steady-states and the connecting orbits between them. This set, called the 
global attractor, captures the long time behaviour of all solutions of (1.3). This 
shows how the term qualitative behavior has evolved over time, from its beginning 
in Lyapunov stability as was used in [3] to the present notion of the global attractor 
of a dynamical system as was used in[ll]. 
Ut = Uxx + A(w — u^),x 6 17,i > 0, (1.3) 
Uxx + A(u — u^) = 0,a; 6 17, (1.4) 
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In this dissertation we study the nonautonomous steady-state problem (1.2). 
This is done in Chapter 3 by using the alternative method proposed by Cesari[4] 
and Hale[8]. We prove results about the number of steady states and their stability 
properties as a, varies in R. This can be thought of as a global bifurcation analysis 
for (1.2) in the parameter a. Our method of study allows for x dependence in (1.2), 
it can be generalized to higher dimensions, and does not assume either the forcing 
term or the nonlinear term in (1.2) to be small. 
The special case of (1.2) in which g { x , u )  = is the classical sinusoidally forced 
Duffing equation. The Duffing equation has a long history and derives it's name from 
G.Duffing[5] who originally investigated it. Duffing studied the existence of periodic 
solutions for a small periodic forcing. Since then many authors have contributed 
to the study of this problem. For further references the reader should consult the 
book by Stoker[ll]. 
In most early works the forcing term and the nonlinearity are multiplied by a 
small parameter e. Using regular pertubation theory it can be shown[6] that for 
e sufficently small (1.2) has three small amplitude 27r-periodic solutions. More 
recently Hale and Rodriquez[7] generalized this result by allowing two small pa­
rameters, one for the forcing term and one for the nonlinearity, so that both terms 
were small but with independent measures of smallness. As we pointed out above, 
in our analysis we do not need to put a smallness restriction on either the forcing 
term or the nonlinearity term. We show that (1.2), in particular (1.4), with zero 
Dirichlet boundary conditions has 1, 2, or 3 solutions depending on the amplitude 
a of the forcing term. In this regard we mention a related result of Fucik[6]. In 
[6] Fucik showed that (1.2) with zero Dirichlet boundary conditions has infinitely 
many solutions if Iim|„|_»oo '/g(a;, u) = —oo. In this disssertation we are considering 
t h e  c a s e  I i m | u | _ o o  u g ( x , u )  =  d o .  
Problem (1.2) in higher dimensions with Uxx replaced by the Laplacian A and 
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a by 0 was studied by Berger [2] among others. In [2], using singularity theory 
Berger showed that with no forcing term and g(x,u) = , r(x) > 0,w E 
(<^1, Az) the Dirichlet problem for the n-dimensional version of (1.2) has exactly 
three solutions. In [16], Ruf studied (1.4) in higher dimensions with the right hand 
side of (1.4) replaced by an arbitrary forcing h. Ruf showed that, depending on A, 
(1.4) has 1, 2 or 3 solutions. However to carry out his analysis the parameter w 
needed to be restricted to a smaller interval than [0,2). Several ideas used in our 
work were motivated by these two papers. 
There are several methods that give lower and upper bounds for the number 
of solutions to (1.2). These include the monotone iteration methods, as found 
in Sattinger[17], and the fixed point methods, as found in Krasnoselkii[12]. An 
example of the use of these methods can be found in the work of Mellita Fiebig-
Wittmaacl:[19] on (1.2) with Neumann boudary conditions. In contrast to these 
methods lor estimating the number of solutions [2], [16], and our work give an 
exact count of the number of solutions of (1.2). 
The outline of our work is as follows. In Chapter 2 we study the class of problems 
(1.2) within an abstract framework. The basic idea of the alternative method is to 
reduce a problem in a Hilbert space H to an equivalent problem in a finite dimen­
sional subspacp X C H. The finite d'mensional space X in our analysis turns out to 
be the subspace spanned by the first few Fourier modes corresponding to the linear 
operator A = —together with the zero Dirichtlet boundary conditions. The 
reduction process is described more completely in Cesari[4] and Hale[8], and shows 
that the higher modes (sub-harmonics) of the solutions u of (1.2) are determined 
by the first few modes only. The number of modes needed to determine the higher 
modes is the dimension of X. 
There are two important mappings F : X —> X and u •. X —> H used in our 
analysis. These are introduced in Theorem 2 of Chapter 2. The map F plays a key 
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role in determining the number of steady-states. To make the analysis tractable we 
have chosen X to be of dimension 1. This condition restricts the parameter w in 
(1.1) to the interval [0,2). This specialisation to 1 dimension is done in section 2.4. 
I n  t h i s  c a s e  r ( a )  b e c o m e s  a  f u n c t i o n  f r o m  R  t o  R  a n d  u { a )  a  m a p p i n g  f r o m  R  t o  H  
(see figures [3] and [11]). It is also shown that u(a) satisfies (1.2) with a replaced 
b y  y J ^ T ( a ) .  T h e  b a s i c  p r o g r a m  i s :  g i v e n  a  w e  f i n d  t h e  a  i n t e r c e p t s  o f  =  T { a ) ;  
then u { a )  for each intercept a is a solution of (1.2) (e.g see fig[ll]). Since all solutions 
of (1.2) are obtained this way the number of intercepts is identical to the number of 
solutions of (1.2). Thus a complete description of F comprises most of our analysis. 
In section 2.5 we look at the counterpart of (1.1) as an abstract differential 
equation in H. That is we consider 
+ Au + F{u) = (1.5) 
with initial condition u(0) = uo E H, where <f)i is the eigenfunction corresponding 
to the smallest eigenvalue of A. Denote the unique solution of (1.5) by u{t; UQ). We 
show that the family of majipings {T(t) : i > 0} from (£>(^2), | to itself, 
defined by T{t)uo = u{t-,iio), is a dynamical system under certain assumptions. We 
also showed that (i) T(t) is compact and Lipschitz continuous for t > 0, (ii) for any 
e > 0, the semi-orbit {T(t)uo : i > e} is precompact. We shall use these results in 
Chapter 5 to discuss the global dynamics of (1.1). 
In Chapter 3 we use the abstract theory developed in Chapter 2 to study (1.2). 
Here specific choices for the spaces and operators assumed in Chapter 2 are made. 
To accomodate the hypotheses made in Chapter 2 we impose certain conditions on 
the nonlinearity g. These are listed, as (A0)-(A6), at the beginning of Chapter 3. 
The whole of this chapter is centered around proving Theorem 1 which describes 
r completely. In section 3.3 we give some additional results on the number of odd 
27r-periodic solutions of (1.2). 
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In Chapter 4, a particular nonlinearity g  is chosen, g { x ^ u )  =| u  u ,  p  >  \ .  
With this choice for g we describe a numerical scheme used to compute F and u 
(see figures [3] and [11]). Chapter 4 concludes with a theorem on the asymptotic 
behaviour of r(a) and u{a) for | a | large(see figure[4]). 
Armed with a rich knowledge of the steady-states of (1.1), garnered from Chapter 
3, we tackle the dynamic problem (1.1) in Chapter 5. A steady-state ijj of (1.1) is 
said to be asymptoticaly stable if Hm(_»oo ^(^; ^ o) = V" for all initial conditions 
uq close to This definition of stability is of a local nature. A way of showing 
asymptotic stability is through the linear stability analysis of (1.1) about the stead-
state. Analysis by linearization allows only for the determination of the long-time 
behaviour of u(i;uo) for initial conditions uq nearby the steady-states. However 
the dynamical systems approach allows us to describe the long time behaviour of 
u{t\ UQ) for any uq- This provides a global view of (1.1). By constructing a Lyapunov 
function for (1.1) we show that > O}, defined in Chapter 3, is a gradient 
dynamical system by verifying the assumptions made there. We also prove that all 
solutions u(t;uo) of (1.1) approach a connected, compact and invariant set A. This 
set is the global attractor for (1.1). A complete description of A is also given. 
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CHAPTER 2 
THE ABSTRACT PROBLEM 
Let H be a Hilbert space with the inner product ( , ) and the corresponding 
n o r m  |  | .  L e t  A  b e  a  s e l f  a d j o i n t ,  c l o s e d ,  l i n e a r  o p e r a t o r  d e f i n e d  o n  D { A )  =  { u e H  :  
AueH}. We assume D(A) is dense in H. We suppose A has an orthonormal eigenbasis 
: n = 1,2,... } and the corresponding eigenvalues A„ that are arranged so that 
0 < Ai < A2 < ... . We also impose the condition A„ —> 00 as n 00 and that all 
the eigenvalues have finite multiplicities. The assumptions made on the eigenvalues 
make A~^ a compact linear operator defined on the whole of H and ||i4.~^|| < Ai~^. 
We can also define another inner product by < >= {Au,v), along with the 
corresponding norm | |i. We note that | ii |i> \/Â7 | u |. We define a closed linear 
operator ^2 by assigning eigenvalues A,i = for the corresponding eigenvectors for 
n  =  1 , 2 . . . .  W e  c o u l d  e x t e n d  A  t o  t h e  d o m a i n  o f  A 2  b y  ( A x , y )  =  ( A ^ x , A ^ y )  
f o r  x , y  i n  D ^ A ^ ) .  T h i s  e x t e n s i o n  o f  c o u r s e  d e f i n e s  A  a s  a n  o p e r a t o r  f r o m  D { A ^ )  
to its dual, D(A~2) = D(A 2 ) . We remark that 2 ), | |i ) is a Hilbert space. 
The interested reader could refer to Riesz and Nagy [15] for further details. Let F 
be a nonlinear operator defined on D{A^). We assume F has continuous Fretchet 
derivative. This is commonly denoted as F is from {D{A^ ), | |i) to (iï, | |). 
Our aim in this thesis is to study the number and the qualitative properties of 
solutions of 
A u  +  F { u )  =  g  (2.1) 
for g G H. We assume the following hypothesis on F : there n. fx E R such that 
(u — V, F(u) — F(v)) > -fx j u — V Vu, V e D{F). (2.2) 
We shall use a method developed by Cesari[4], Hale and others[8] which is similar 
to the well known Lyapunov-Schmidt reduction method. This method is called the 
alternative method[4]. It has been an effective tool in studying, for example, peri­
odic solutions of ordinary differential equations and solutions of elliptic boundary 
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value problems. The methods are similar in that solving the infinite dimensional 
problem (2.1) in H is reduced to studying an equivalent problem in a finite dimen­
sional space X, related to the linear operaor A. In the Lyapunov-Schmidt method 
X is chosen as the kernel of the linear operator A. But in the alternative method 
we have much more freedom to choose X; for example X can be chosen as the 
span{(?ii, <^2 • • • «An} for any integer n. 
Let us pick any n > 0. Let X=span{(?i>i, ... 4>n] and Y= span {4>nJri-,... Let 
P : H —>• X denote the projection operator onto X and set Q = I — P. We can 
decompose u E H into u = Pu + Qu = x + y where x = Pu E X and y = Qu E Y. 
We see that X and Y are A invariant subspaces of H, and that X is orthogonal to 
Y. In addition we make the following remarks which will be used later. 
Remark 1. (i) {y,Ay) > | y p for y e Y, 
(ii) I u p = | a: p + I J/ p, in particular ] z |<| u | and \ y \<\ u \, 
(Hi) \/ÂT I a; |<| X |i< ^/X^ |  x | and a /Vh  \ V \<\ V \I , 
(iv) I  u  | i >  VXi I  u I ,  
(v) {z, Qu) = (z, y) = (z,y + x) = (z, u) for z e Y .  
For the application we have in mind it is enough to consider the nonhomogeneous 
term gr E % in (2.1), instead of the more general g E H. Therefore we assume g G X. 
We can split the equation (2.1) into the following two equivalent equations 
Suppose we make the assumption that the equation (2.4) has a unique solution 
y = (T{X) for each x £ A', where <7 is a mapping from X to Y. We will presently 
see that the condition < A„+i is sufficient to make a well defined. We shall 
investigate the existence and some properties of a later. We state the reduction 
principle alluded to above in the following Lemma. 
Ax + PF{x + y) = g 
Ay + QF(x + y) = 0 
(2.3) 
(2.4) 
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Lemma 1. Assume that for each x E X, (2.4) has a unique solution y — cr(x). 
Let r : X —>• X be the mapping de£ned by r(a;) = Ax + PF{x + cr(x)) from the 
n - dimensional X to X. Then every solution u of (2.1), with g E X, is given by 
x + cr(x) for some x E X. And u{x) = x + a{x) for x Ç X is a solution of (2.1) for 
g = r(a:) 6 
Proof. Let u be a solution of (2.1). Set x = Pu and y = Qu. Projecting (2.1) along 
X and Y we get equations (2.3) and (2.4). The uniqueness assumption now gives 
y = a{x). Therefore u(x) = a; + a{x). To establish the second part of Lemma 1 pick 
an X in X. Let y = cr{x) and set w = a: + a{x). By adding equations (2.3) and (2.4) 
we see that u solves (2.1) for g = r(z). 
Remark 2. (i) For a given g in X, if g is not in the range of F then equation (2.1) 
has no solution. If g is in the range of F , let x G r~^(^) and u{x) = .x- + (7(x). Then 
u is a solution of (2.1) and the number of solutions of (2.1 ) equals the number of 
e l e m e n t s  i n  t h e  s e t  r ~ ^ { g ) .  
(ii) The study of solutions to (2.1) has now been reduced to studying the map F 
on the n-dimensional space X to itself. This is the reduction principle referred to 
above. Equation (2.4) is sometimes known as the auxilary equation or determining 
equation in the literature. 
2.1 Existence and Uniqueness of cr(x) for a Fixed x 6 X 
We shall use topological degree theory to show the existence of solutions of (2.4) 
for any x E X. The uniqueness of solutions of (2.4) will follow from an estimate of 
the difference of solutions. Assuming for each x E X there is a unique solution y of 
( 2 . 4 ) ,  w e  d e f i n e  < 7  :  X  — >  F  b y  a { x )  =  y .  
Theorem 1. Assume fj, < A„+i. Let x E X. Then Ay + QF(x + y) = 0 has a unique 
solution y = <7(a;) for each x E X. 
Proof .  First we will show the uniqueness of y or that a is well defined. Suppose 
there is more than one solution of (2.4). Let j/i,y2 be two of them. Set y  =  y \  —  y 2  
then y satisfies 
0 = A y  +  Q F ( x  4- 3 /2) — Q F ( x  +  y i  ) .  
Taking the inner product of the above with y gives 
0 = (3/, A y )  +  (y, Q F { x  +  î/2)  -  Q F ( x  +  yi ) )  
=  (y, ^ y )  +  i y ,  F ( x  +  y2 )  -  F { x  +  y i  ) )  
=  (y,^y) +  (y2 -  y u F { x  +  3/2) -  F { x  +  y i ) )  
^ An+i I y P — f j .  I y  
We set 
A = An+i — > 0. (2.6) 
With this notation we have A | ?/ p < 0 which in turn implies y = 0 or yi = y?. 
Hence the uniqueness of solutions follows. 
We now show the existence of solutions of (2.4) using degree theory arguments. 
Let = Y D Z)(.4 2 ) and T(r) : Y^ —> Y^ the mapping defined by T(r)y = 
y + TA~^QF{X + y), for r e [0,1]. We now show T{T) is a compact perturbation of 
the identity operator L Since A~^ is compact and QF(x+y) is continuous in y, for 
each fixed x in X, we see TA~^QF{x->ry) is compact. Let Q = {y £ Y^ : | y |i< 
be a closed ball of radius Ri in Y^ and r G [0,1]. We denote the boundary of Q, by 
dCi = {y E Y^ : I y |i= i?i} . Since T(r) is a compact pertubation of the identity 
the Leray-Schauder degree dey(T(r), 0,0) is defined as long as T{T)dQ. ^ 0 for all 
r E [0,1]. We note T(0) is the identity operator and therefore dey(T(0), 0, (1) = 1. 
By continuity of the degree for r 6 [0,1] we have 
de6f(T(T),0,0) = de^(r(l),0,n) = deg(r(0),0,0) = 1, 
as long as r(r)50 ^ 0. Since in this case c/e^(T(l), 0, 0) ^ 0 , T(l)y = 0 has a 
solution in Q; that is 
y + .4-^QF(a; + y) = 0 (2.6) 
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has a solution in Q .  Applying A to this equation shows A y  +  Q F ( x  +  y )  =  0  has a 
solution in Q. To complete the proof of the existence of solutions we need to verify 
We will show in the lemma below that the solutions of T ( r ) y  =  0 have an a priori 
bound \y \i< R2 independent of r. Thus we just need to pick R\ > R2 in order to 
satisfy (2.7). Thus we are done with the proof. 
Remark 3. ( i )  I f  ^  <  X i  t h e n  n  =  0  i s  e n o u g h  t o  g u a r a n t e e  ( 2 . 5 ) .  T h i s  m e a n s  
(2.1) has a unique sohition for every g in H. Since we are more interested in the 
multipUcity of solutions of (2.1 ) from now on we shall assume 
(ii) A solution ofT{l)y = O.is in the range of A ^ by (2.6). That is a{x) 6 D(A)r\Y. 
T h i s  a l s o  s h o w s  t h a t  u ( x )  =  x  +  < y { x )  G  D { A ) .  
r(r)c>n^O ,Vr € [0,1]. (2.7) 
/ i  >  Aj .  (2.8) 
Lemma 2. Let x Ç X. Let y E be a solution of Ay + TQF{x + y) = 0 i n  D { A ^  )  
and T G [0,1]. Then 
(2.9) 
where A = — ^ > 0 as defined in (2.5). 
Proof. We have 
0 = A y  +  r Q F { x  +  y ) .  
Taking the inner product of the above equation with y we find 
0 = (y, A ] ) )  + r(y, Q F ( x  + y ) )  
=  (y, A y )  + r(y, F { x  +  y ) )  
=  ( y >  ^ y )  +  T(y, F { x  +  y )  -  F { x ) )  + r(?/, F { x ) )  
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We use (2.2) and Remark l(i) to derive 
0 > (A„+i -  T i x ) \ y  \'^  -T \ y  || F { x )  |  
> (An+i — /^) I y P — I y II F{x) \ 
In the last step we used p > 0, implied by (2.8), and r 6 [0,1]. From this we find 
y ^ n+X 
where 
O x/K-n  I F ( x )  I R2 = ^ . 
We now estimate | y 11. We have 
-(y,.4y) = T { y , F { x  +  y )  -  F { x ) )  + r(y,F(x)) 
> -T j i  I y 1^ -r I y II F { x )  I, 
> I y P - I y II F{x) I, 
(y,-4y) < A' I y p + I y II F { x )  | ,  
I y 11 < ;i:2. 
2.2 Continuity and Differentiability of a 
We study the map a from X to (F\ | |i) for a nonlinear mapping F from 
(D{A2), I |i) to {H, I I). Since X is finite dimensional all norms are equivalent and 
hence we will use | |i on X. We shall show that a is (a) locally Lipschitz, (b) a 
mapping. 
Let us pick e € (0,1],Xi E X .  Pick an zg G X ,  such that | Xi — X2 |i< e. Let 
yi = (T(zi), y2 = o'(.x'2), ui = xi 4- cr(xi), U2 = Zg + (7(^2). From section 2.1 we 
know 
I I ^ \/An + l I I I I I _ I , x/Ân-n" I F{^j) I 
for j = 1 and 2. Let M \  =  sup ||F^^^(u)|| over the closed ball B { u i ] l )  =  { u  E  
D{A^ ) ; 1 u — ui li< 1}. We assume Mi < oo which may depend on ui. With the 
above notations we have the following 
\  F { u )  —  F { w )  \ <  M l  \  u  —  w  \ i  f o r  u , w  e  (2.10) 
I (a;i +2/i) - (Z2 + 2/1 ) |i = l X2 - xi |i< € < 1. (2.11) 
We will show that both <7(0:) and u { x )  =  x + a ( x )  are locally Lipschitz as mappings 
from (%, I |i) to | |i). By the definition of a we see yi,y2 satisfy 
Ayi + QF{ui) — 0 (2.12) 
+ QF{u 2 )  = 0 (2.13) 
Subtracting (2.12) from (2.13) gives 
0 = A{ z j 2  - y i )  + QF{x 2  + 2/2) - QF{xi + y i )  
Taking the inner product with 1/2 — yi and adding and subtracting Q F { x 2  + y i )  we 
find 
0 = ( 2 /2  -  y i , A ( y 2  -  i j i ) )  + ( 1 / 2  -  y u Q F { x 2  +1/2)  -  Q F ( x 2  + yi)) 
+  ( y 2  -  y i ,  Q F ( x 2  + y i  )  -  Q F { x i  +  y i  ) )  
=  ( y 2  -  y i , A ( T j 2  -  y i ) )  + (1/2 - y u F { x 2  + 2 /2) - F { x 2  + y i ) )  
+  ( 2 / 2  -  y i , F ( x 2  + y i } -  F { x i  +  y i ) )  
We use (2.2) and Remark 1 to get 
0 > A I 7/2 - 2/1 1^ + ( 2 /2 - y i , F { x 2  + yi ) - F { x i  + yi ). 
Now use the Cauchy-Schwartz inequality to get 
0 > A I y2 - yi P - I y2 - yi 11 F{xi + yi ) - F{x2 + yi ) | 
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By (2.10) and (2.11) we see X 2  + y i  G B { u i ]  1) and 
I + 2/i) - F{x2 + yi) |< Mi | X2 - xi |i . 
Putting these in the above equation gives 
0 > A I y2 — yi P —Ml I 3/2 — 2/1 \ \ x 2  — x i  |i, 
and consequently 
I Ml I 32 - Z] |l 
I 2/2 - Vl \< ^ , 
I U2 - Ui |<| y2 - yi I +-^ I ^2 - Xi |i< (-^ + ^ ) I Z2 - Zl |l . 
As in the proof of Lemma 2 we can establish the following 
I I ^ A Ml I X2 - xi 11 I 2/2 — Ï/1 |i< V A„+i — 
and 
1 ^2 — ui |i< (1 + \/A„+i-^) I Z2 — 3:1 |i . (2.14) 
So we have shown that both a { x )  and t i { x )  are locally Lipschitz as a mapping 
from (A", I |i) to (D(A&), | |i). 
We would like to introduce some more standard notations. We say e  E  H  that 
depends on e is 0(e), that is | e |i= 0(e) as e —> 0 if | e |i< Ce for some constant C 
and al l  e  in  a  neighbourhood of  zero .  We say e  that  depends  on e  i s  o(e)  as  e  0  ,  
and write | e |i= o(e) as e —> 0, if 
lim -—— = 0 (25 e —> 0. 
e  
To show cr is differentiable we look for a candidate by formally differentiating 
the equation Aa(x) + QF{x + (T{X)) = 0, z E X, which determÎ! es a. This gives 
Aa''^\x)h -f QF''^\x + a{x)){h + a^^^{x)li) = 0,.t and h G X. In fact this is what 
we will show in the next two Lemmas. 
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Lemma 3. Let x^h Ç. X. Set u = x + a{x). Then 
Arj + QF^^\u){h + y) = 0 in D(A^ ) (2.15) 
has unique solution y that depends hnearly on h and satisGes 
| V | <  ( 2 . 1 6 )  
Proof .  We claim 
( y , F ^ ^ \ u ) y )  > - n \ y  Vy G V K  (2.17) 
Let e E R.  Let us define e G H hy e = F(ui  + ey)  — F ( u i )  —  F ^ ^ \ u ) e y .  Since F is a 
m a p p i n g  w e  h a v e  |  e  | =  o ( e ) .  W e  f o r m  t h e  i n n e r  j a r o d u c t  o f  y  a n d  F ^ ^ \ u ) y  
i y , F ^ ^ \ u ) y )  = •^(y,F(^'(zi)ey) 
= -^(y,  F{u + ey)  -  F(u)  -  e) 
1 1 
— (ey, F{u + ey)  -  F{u))  (y, e) 
e 
> I y P I Î/ II e 
We have made use of Remark 1 in the above. Now by letting e 0 we establish 
(2.17). 
Suppose we have an a prior i  estimate for any solution y of 
y + TA~^ {QF^'^\u){h + y)} = 0, r e [0,1] (2.18) 
independent of r . Then we can use the same arguments as in Theorem 1 to establish 
existence of solutions to (2,15). We shall show that there is such an a priori estimate 
now. Applying A to (2.18) on the left we get 
0 = Ay + TQF^^\u){h + y) 
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Taking the inner product with y produces 
This gives 
0 = (y, A y )  + r(y, QF''^\u){h + y)) 
=  ( y ,  A x j )  + r(y, QF^^\u)y) + r(y, QF''^\u)h) 
=  ( y ,  A y )  +  r ( y ,  +  r ( y ,  F ^ ^ \ u ) h )  
> An+i I y  P -T/Lf I y P -r I y I ||F(^)(u)|| | h  |i 
> An+i I y |2 I y |2 _ I y I ||F(:)(«)|| I Il 
> A I y r - I y I I Il . 
. ,< (z,o, 
We observe that we made use of (2.17), /.i > 0 and r 6 [0,1] in the above. A similar 
argument as in Lemma 2 can be employed to arrive at 
I , , Ai7riif"'(")ii I h 11 
I ^ 11 — * 
This establishes the a priori estimates and concludes the proof of existence of 
solutions of (2.15). 
To conclude the proof it only remains to show that (2.15) has a unique solution 
f o r  f i x e d  x , h  E  X  .  S u p p o s e  ( 2 . 1 5 )  h a s  t w o  s o l u t i o n s  y i  a n d  y g .  T h e n  w  =  y 2  —  y \  
satisfies (2.15) with y replaced by w and h by 0. That is 
Aw 4- QF''^\u)w — 0. 
By the estimate (2.19) with h replaced by 0 we get | u; | < 0 and this gives yi = y2-
That is we have shown uniqueness and existence of the solution of (2.15). Linearity 
of the solution y on h follows from the linearity of A, F''^^{ii), and Q. 
Remark 4. (i) Let x,h E X. Then with the above notations we can write the 
earlier continuity results of cr in the order notation as follows : 
I a { x  +  h )  -  c r ( x )  |i= 0{\ /i |i), | u(x + h) - u{x) |i= 0(| h  |i), 
(ii) the unique solution y of (2.15) is in D(A) and | y |i= 0{\ h |i). 
( H i )  U s i n g  t h e  s a m e  a r g u m e n t s  u s e d  i n  t h e  p r o o f  L e m m a  3  i t  c a n  b e  s h o w n  t h a t  f o r  
any g in Y, 
Ay + QF''^\u)y = g 
has a unique solution y in . That is the mapping Ay + QF^^^(u) from Y^ to Y 
is invertible. Therefore we write the unique solution y of the above equation as 
We have all the machinery needed to show that a is differentiable and <7^^\x)h = 
y where y solves (2.15). We will do this in the next Lemma. 
Lemma 4. Let a : (%, | |i )  — >  { Y r \ D { A  2 ) ,  |  |i ) is the mapping deûned in Theorem 
1. Then for all x E A', a is differentiable and for h 6 a^^^{x)h = y, where y is the 
unique solution of (2.15) for the same x, h. 
Proof:. Let x,h E X. Let e E  D { A )  be defined by e = a { x  +  h )  —  a { x )  —  y ,  
where y is the unique solution of (2.15).To show cr is differentiable we need to show 
I e |i= o(| h |i). By the triangle inequality 
I e 11 <  \  ( r ( x  +  h )  -  c r ( x )  |i +  |  y |i .  
Together with the Remark above we get | e |i= 0 { \  h  |i). 
We note u { x  +  h )  =  { x  h )  +  a { x  +  h )  u ,  \ - h  +  a { x )  +  y  +  e  =  u { x )  +  h  +  e  +  y ,  by 
the definition of e. Now F : (D^{A), | |i) —> {H, | |) is differentiable at u{x) gives 
F{u(x + h)) = F{u{x)) + F^^Hu{x))(h + y + e) + f where | / |= o(| y + h + e |i). Now 
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we use the Remark above again which says | y |i= (9(| /i |i) and | e |i= 0(| h |i) to 
conclude that 
I / l==o(| A k). (2.20) 
Suppose we assume that 
e  | i <  ( 2 . 2 1 )  
Then (2.20) together with (2.21) gives the required e = o(| h |i). We prove (2.21) 
now. 
Using equations (2.12), (2.13) and (2.15) we see e = a{x -\-h) — cr(x) — y satisfies 
0  =  A e  +  Q [ F ( u { x  +  h ) )  -  F { u { x ) )  -  F ^ { u { x ) ) { h  +  j / ) ]  
Taking the inner product with e gives 
0 = (e, ^ e) + (e, 0F(i/(z + /i)) - 0F(u(z)) - QF(^)(t((a;))(!/ + A)) 
= (e, A e )  + (e, F { u { x )  +  h  +  i j  +  e )  -  F { u { x ) )  -  F ^ ^ \ u { x ) ) { y  +  h ) )  
=  ( e ,  A e )  +  ( e ,  F ^ ^ \ u ) ( h  +  y  +  e )  +  /  -  F ^ ^ \ u ( x ) ) ( y  +  h ) )  
-  ( e ,  A e )  + (e, F ^ ^ \ u ) e )  + (e, /) 
> A I e - I e II / I, 
which gives us 
e !<: (2.22) 
As we did in the proof of Lemma 2 we can show that (2.21) follows from (2.22). 
2.3 DifFerentiablity of F 
We come to the main theorem of this chapter. We plan to construct F from I's 
derivative F^^\ The following theorem establishes difierentiablity of F and gives us 
a formula for it in terms of cr and its derivative cr^^'. 
Theorem 2. Let x Ç. X,h E X and let cr(x) be the unique solution of Ay + QF{x + 
y) = 0. Set u(x) = x + cr(x). Let T : X X be the mapping de£ned by r(a;) — Ax+ 
P F { x - \ - a { x ) ) .  T h e n  T  i s  d i f f e r e n t i a b l e  a n d  T ^ ^ \ x ) h  =  A h  +  P F ^ ^ \ u ) { h  +  a ^ ^ \ x ) h ) .  
Proof. We know F is differentiable at u, and a is differentiable at x by Lemma 4. 
Using the chain rule and noting that A is a linear mapping from X to X , a finite 
d i m e s i o n a l  s p a c e ,  w e  c o n c l u d e  F  i s  d i f f e r e n t i a b l e  a n d  F ^ ^ ^ ( a : ) / i  =  A h  +  P F ^ ^ \ u ) ( h  +  
c r ^ ^ \ x ) h ) .  
We have provided an algorithm to find F(x) and F^^^(a;)/i for x , h  E  X .  We list 
the steps of the algorithm for convenience below. 
(i) For an a; G A' solve A y  +  Q F { x  + j/) = 0 to get ( T { X )  and set u { x )  =  z +  A { x ) .  
(ii) Compute F defined by F(:r) = .4;r + P F { u ( x ) ) .  
(iii) Pick an h  6 A'. Then a  is differentiable at x  and a ^ ^ \ x ) h  is the unique solution 
of Ay + QF'^^\u{x))(h + y) = 0. 
(iv) Finally F is differentiable and r ^ ^ \ x ) h  =  A h  +  P F ^ ^ \ u ) { h  +  a ^ ^ ^ { x ) h ) .  
We shall not follow the algorithm that is suggested above to find F, F^^^. Instead 
we derive equations satisfied by F,F^^^ from their properties. We discover for ex­
ample the connection between F'^' and the first eigenvalue of the linear operator 
/I + F^^^(u) as a consequence of Theorem 4 below. This is clearly not suggested by 
the clean algorithm we suggested earlier. 
Lemma 5. Let x , h  G A' and cr, F be as defined above. Let u : X —> D{A) be 
defined by u{x) = a; + a{x). Then 
(a) u{x) solves -
All + F(u) = F(z), P u  =  X .  (2.23) 
( b )  u  i s  d i f f e r e n t i a b l e  a n d  =  h  +  a ^ ^ \ x ) h .  
( c )  u ^ ^ \ x ) h  s o l v e s  
Aw + F' '^ \ I L {X ) ) I O  — r ' ' ^ \x)h ,  Piv  = h.  (2.24) 
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Proof. We see cr(x) solves 
A a { x )  +  Q F { u { x ) )  = 0 (2.25) 
by (i) above. The definition of F gives 
Ax + PF(u(a;)) = r(x). (2.26) 
Adding (2.25) and (2.26) proves (a). 
To prove (6) we only need to note that u is the sum of two differentible mapping 
I and <7. The proof of (c) follows the same line as the proof of (a) therefore it is 
omitted. 
We see that u(x),u^^^(x)h solve (2.23) and (2.24) respectively. We ask the ques­
tion if the converse of Lemma 5 is true? That is suppose we fix an x G X and try 
to vary g so that 
has a unique solution. Let us define what we mean by a solution of (2.27). Let 
X E X. Then we say the pair (U^g) is a solution of (2.27) if u € -D(A), g E X, and 
u,g satisfy (2.27). 
We know (2.27) has a solution when g  = r(.'c) and u  =  x  +  c r { x )  by the very 
definition of r(z) and u{x). This procedure is akin to solving an inverse problem 
in the sense we have an unknown g in (2.27). We can also think of (2.27) for fixed 
g E X and a; £ X as over determined equation. Then g = r(a;) could be thought 
of as the solvability condition or compatibility condition of (2.27). We answer the 
question asked in the jDrevious paragraph with an affirmative in the following two 
Theorems. Let x, h 6 X. Let u{x) = x + a(x). Consider the problem 
We say the pair { t u , g )  is a solution of (2.28) if (i) w  6 D { A ) ,  g  G A', (ii) l u ^ g  satisfy 
A u  +  F { u )  =  g ,  P u  = X  (2.27) 
Aiv + F^^\u{x))w = Pw = h. (2.28) 
(2.28). 
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Theorem 3. Let x Ç. X. Then (2.27) has a solution if and only if u = x + cr{x) 
and g = r(a;) with F, cr defined above. 
Proof. Suppose we assume (2.27) has a solution. Then we have u = Pu + Qu = 
x + Qu. Projecting (2.27) along Y we see AQu + F(x + Qu) = 0. By Theorem 1 
Qu = a{x). So we have u = x + cr(x). To show g = r(x) we project (2.27) along X 
to obtain g = Ax + PF{u{x)) = r(z). Lemma 5 shows that u = a; + a{x),g = r(a;) 
is a solution of (2.27). 
Theorem 4. Let x, h € X. Let u{x) = x + (7(a-). Then (2.28) has a unique solution 
if, and only if lu = u^^\x)h = Ii + a^^^x)h and g = T^^\x)h with r,a defined 
above. 
Proof. We omit the proof since it follows in the same way as Theorem 3 
We can also go on to jarove thorems for the higher derivatives of F similar to the 
above theorems. This is not done here because the notation gets too cumbersome. 
2.4 Reduction to a One Dimensional Problem 
In anticipation of the next Chapter, we would like to specialize the preceding 
analysis to the case where X is one dimensional. Thus we assume X is spanned 
by the first eigenvector of A, corresponding to the eigenvalue Aj. In order to 
have dim(X) = 1 we need to satisfy conditions (2.8) and (2.5) with n = 1. That is 
A = A2 — > 0 and for multii^licity of solutions of (2.1) we assumed Ai < fx. These 
two conditions imply that we need 
Ai < < Az (2.29) 
to have dim X = 1. 
We shall switch to a more convenient notation in tliib oection,slightly different 
from the general notations adopted previously. Let x G A', u £ H. Then x — a^ii 
w h e r e  a  E  R .  T h e  p r o j e c t i o n s  P  a n d  Q  n o w  b e c o m e  P u  =  { u ,  ( p i ) 4 > i ,  Q u  =  u  —  
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{u,(t>\)<t>\ respectively. Instead of a{x) we denote the unique solution v  G  D ( A )  of 
Av + QF{a(f)i + u) = 0 by v{a), and we set u{a) = + v(a). By the a priori 
estimate (2.12) for a{x) with n = 1 we have 
|.WI.<VÂTl«l (2.30) (A2 - f J . )  
We made use of | |i^ = {(l)\,A(j)\) = = \\ in deriving (2.30). 
Let us compute r(z) using this notation. 
r(.x') = Ax + PF{x + cr( x ) )  
= Aa(/)i + {F(u(a)), (j)i )(^i, 
=  a X i ( / ) i  +  ( F { u ( a ) ) ,  
-
where f :  R  R  i s  a ,  real function defined by 
f(a) = Aia + (F(u(a)), (jéi). (2.31) 
Using the Cauchy - Schwarz ineqality we get 
I r (o) 1= Ai I o I + I F(u(o)) I .  (2.32) 
The two r's are related by 
r(of^i) = <^ir(o). (2.33) 
Next we show that r^^^(.x')(?!>i = (a). Let e  £  R ,  h  =  e( j ) \  G X.  We have 
r(a;) = f(a)(/)i, r(a' + /i) = (f)iT{a-\-e) by (2.32). Let us simplify r^^\x)h, according 
to 
r(^)(z)A = r^^'(.T)eçii = er'^^(a;)(;6i. By the definition of r^^\x)h we have r(a; + 
h) = r(a:) + r(^)(z)/z + o(| h |). We can simplify this with the help of the previous 
observations to give 
(piT{a. + c) = çiiif (a) + er'^^(.x')(;ôi + o(e). 
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That is r is difFerentiable and 
r(^)Wi)<^i =  ^ ir '(a) (2.34) 
as claimed. 
We give an alternate interpretation of f (a) and F (a) by putting together The­
orem 3 , Theorem 4, (2.32), and (2.34). That is u = u(a),-j = T(a) are related as 
the unique solution of 
A u  +  F ( u )  =  ( u , ( / > i ) = a .  (2.35) 
And similarly w = u^(a),y = F (o) are related as the unique solution of 
Azu + F^^^(u(a))zu = J <^1, (ta,</>i) = l. (2.36) 
In particular by taking the inner product with of both sides of the first equation 
in (2.36) with w — and 7 = F (a) we get 
r (a) = Ai + (f(^)(u(a))u(')(a),.;^i). (2.37) 
Similarly by taking the inner product with to = u^^^(a) we get 
F (a) = ( u(^)(o),^u(^)(o) ) + (F(^)(u(o))u(^)(o),«(^)(a)). (2.38) 
We think of (2.37) and (2.38) as different formulas for f . We shall make use of 
(2.37), (2.38) in the next Chapter. Now we can see a connection between the first 
eigenvalue lyi(a) of A + F^^*(îi(a)) and F (a). That is by (2.38) and the defintion 
of 1/1(0) we see F (a) > ui(a) | u'^^(a) p . More connections of this sort shall be 
shown in the next Chapter. 
2.5 The Evolution Equation 
Consider the initial value problem defined by 
clu 
'~j~ -f- Au + F(u) — cx(f>\, ^ > 0, ci' £ i? (2.39 a) 
with initial condition 
u(0) = Wo e D(A&). (2.39 b) 
The regular existence theory for ordinary differential equations in Hilbert space 
[Henry] shows the local existence of a solution to (2.39) under the continuity as­
sumption previously made on F. That is, there exists a t{un) > 0 such that (2.39) 
h a s  a  u n i q u e  s o l u t u i o n  u { t \ U Q )  o n  t h e  i n t e r v a l  [ 0 ,  i ( w o ) ) -  L e t  T { t )  :  D { A ^ )  — »  D { A ^  )  
be defined by T{t)iio = u{t]uo) for t G [0,i(uo)). We shall establish that for every 
i > 0, 
(a) T { t )  is a compact ojDerator from D ( A ^ )  to £>(A^), 
(b) T { t )  is a locally Lipschitz map from D { A ^ )  to D Ç A ^ ) .  
If F { u )  = 0, Q' = 0 then the solution of (2.39) is given by e ~ ^ ^ u o  for i > 0 where 
the solution operator e~'"" : H H is defined by 
OO 
^ (2.41) 
We first need some estimates on e~^^. Using elementary calculus it is easy to show 
that 
for all a; > 0,/) > 0,6 > 0. (2.40) 
We will show that 
(i) for u e H, and i > 0, G D{A"'-) = {u £ H :\ |^= J2T=i <^t)^ 
< oo} for any m  >  0 , t  >  0 .  
Let m > 0,0 < 77 < ?ri and u  G D { A ^ ) .  Then by (2.40) 
CO 
k=l 
oo g/ \ 
",7 by (2.40) , 
kz=l 
oo . 
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That is 
e  u  \D{A" ' )<  C I  u  |£)(yin),i > 0 (2.42 a )  
for 0  <  n  <  m  where C = { This shows (i). It can also be shown that 
1 I u |£)(^m) for all ^ > 0. (2.42 b) 
Let u E H and t > 0. Integrating = —Ae~-^^u from 0 to i gives 
e~'^*u — u = — J* Ae~'^^uds. Therefore, if w G D(A^) for 0 < 6 < 1 then by 
(2.42 a) 
I  ( e " ^ '  -  l > i  | <  /  I  A e - ' ^ ' u  \ d s  <  [  
Jo Jo 
' A a  
"  \ D ( A )  D S  
' 0  '  J o  
That is 
I (e-^* - l)u |< (2.42 c) 
for 0 < 5 < l,i > 0 and xi. G D { A ^ ) .  Replacing u by A^v in (2.42 c) gives 
I  ( e - ^ '  -  1 ) ? ;  
Again replacing v  with e ~ ^ ^ u  in (2.42 d) where s  >  0 , u  E  H  and using (2.42 a) 
gives 
Ci^p~ 2 I ?/ I 
I (e-^' - ' (2.42 e) 
for 0 < 6 < 1,;8 > 0,< > 0, a > 0 and u € H. 
The variation of constants formula implies that u { t )  is implicitly defined by the 
integral equation 
r(()ïfo = "(<) = - / e-^('-'')[F(tz(6)) - (2.43) 
Jo 
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Recall that B { p )  = {w € D { A ' ^ )  :| u  |i< p ] .  We also assume that 
M{p) = sup{||F^^^(îi)|| :| u |i< /)} < oo. For convenience we make the following two 
assumptions regarding (2.39): 
(Al) ((«o) = oo for every uq G D{A^)^ 
(A2) for every p > 0 there exists r > 0 such that u { t ] u o )  E B { r )  for all U Q  E 
> 0. 
These assumptions will shown to be valid for the problems we will consider in the 
following chapters. Note that if (A2) is valid on [0,i(uo)) then it must be that 
t{uo) = oo. 
Let e  >  0 ,  p  >  0 .  We will show that T { t ) u o  £ D { A ^ )  for alH > e, (5 6 [j, l),uo G 
D{A^). The assumption (A2) implies that | F{u{t)) — a(j)i |< rM(r)+ | a |= Mi 
for all t > 0, tto 6 B{p). Using (2.42 a) in (2.43) shows that for t > e > 0,5 G [|, 1) 
and UQ E B{p) we have 
I T(i)»o I' + c [' 
t  ^  J o  ( t  —  s )  
g —  2  A l  (  «  p t  — s )  
I  ,  ] \ , r  I  
+ CMi (2.44) 
The second integral in (2.44) is convergent for 6 < 1. This shows for every e > 0 we 
have T(t)uo G D(A^) for t > e and 
I T { t ) u o  1d(.4«) = I A ^ T { t ) u o  | <  C  for all t  >  e  >  0 , 6  e  1), G D i A ^ ) .  (2.45) 
Lemma 5. Let 6 > Let X be a bounded set in D(A^). Then X is a precompact 
s e t  i n  D { A ^ ) .  
Proof. Let ,r„ G X. Then there exists an ?• > 0 such that | A^Xn |< r  for n > 1. 
By the assumptions made on .4 it is clear that .4^ is a compact operator from 
H  to H .  Therefore { A ^ X n  = A ^ ~ ^ A ^ X n  : M > 1} has a convergent subsequence in 
H. That is {xn : » > 1} has a convergent subsequence in D{A^). This proves the 
Lemma. 
The above Lemma and the estimate (2.45) prove the following two corollaries. 
Corollary 1. Let the assumptions (Al) and (A2) hold. Then for every t > 0, T(t) 
i s  à  c o m p a c t  o p e r a t o r  f r o m  D { A ^ )  t o  D { A ^  ) .  
Corollary 2. Let e > 0. Let the assumptions (Al) and (A2) hold. Then {T(t)uo : 
<  >  e }  i s  a  p r e c o m p a c t  s e t  i n  D ( A ^ ) .  
It can also be shown that 
(ii) T(0) = 1, 
(iii) T ( t ) T ( s ) u o  =  T { t  +  s ) u o  for alH > 0,3 > 0, 
(iv) for every u q  € D { A ^ ) , t  —> T ( t ) u Q  is a continuous map from [0,oo) to D { A i ) .  
We will show that for every < > 0, T(t) is a locally Lipschitz map from D{A^) to 
D { A ^ ) .  Let u o , v o  G B { p ) .  Then 
u(<; UQ )  -  u ( < ;  v o )  =  e ~ ^ ' ( u o  -  f o )  +  F G  e - ^ ( * ~ ^ ^ F ( u ( s ) )  -  F ( v ( s ) ) ] d s .  
Therefore 
I "(«) - "W li< I £""(«0 - "o) Il + y I - F(t,(s))] |i ds 
I  ( « .  -  . . )  I .  +  / '  
J o  ( (  -  5 ) 2  
< a —  I  ( « .  -  « . )  I .  + M ( r )  f  
J o  [ t  —  S ) ^  
This shows 
\ u { t )  -  v ( t )  \ i  < \ i i o  -  V o  \ i  + M { r )  f  1 "(•^) (2.46) 
J o  { t  —  S ) 2  
The generalised G r on wall inequality applied to (2.46) shows that 
I T { t ) u o  -  T { t ) v o  \ I <  L ( t , p )  I u o  - V Q  |i, for U O , v o  6  B { p ) ,  (2.47) 
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where p )  is defined by 
= e-'^i(e2M(r(p))VF (2.48) 
That is T { t )  is a locally Lipschitz map from D { A ^ )  to D { A ^ ) .  A family of 
continuous mappings > 0} that satisfies (ii), (iii) and (iv) is called a 
dynamical system on D { A ^ )  [Henry]. The discussion above can be put together to 
give the following Theorem. 
Theorem 4. Let p > 0. Assume (i) the unique solution T(t)uo of (2.39) exists 
for all t > 0 and for any initial value UQ G D{A^). Also assume (ii) there exists an 
r { p )  >  Q  s u c h  t h a t  T { t ) u ( i  6  B { r )  f o r t  >  0 , u o  £  B { p ) .  T h e n  ( a )  |  T ( t ) u Q — T ( t ) v o  | i <  
L(t, p) I (uo —VQ) |i for any ^ > 0 and UO,VO E B(p) where L{t, p) is given by (2.48), 
( b )  { T { t ) , t  >  0 }  i s  a  c o n t i n u o u s  d y n a m i c a l  s y s t e m  o n  D { A ^ ) .  
We make the following assumptions ; 
(A3) if u e D(^&) then F ( u )  6 D { A 2 ) ,  
(A4) for every r > 0 there is a k > 0 such that | u  K  for all u  G D { A ^ )  
I " IctAi)-
We will now show that : 
(v) for every u q  G D ( A 2 ) , t Q  > 0,i —> T { t ) u o  is in fact locally Holder continuous 
f r o m  [ i o , o o )  t o  D ( A 2 ) ,  
(vi) T(<)uo G D{A^) for jS < ^,t > to > 0. 
Let f>io>0,0<e<l and uq G DiA^). Then by (2.42) we have 
r 
u{t + e) - u{t) ={e -  l)e -  j  (e -  l)e ^ \ F { u { s ) )  -  a ( j ) i ] d s  
Jo 
-/  e-^('+'-")[F(«(a))-a,^i](Z6. (2.49) 
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Th^-refore 
I u ( t  + e) — u ( t )  |i< I (e — l)e '^'uq |i 
+ [ I {e-^' - - a<^i] |i ds 
Jo  
+ [ I e + e — s ) )  —  a ( j ) \ \  |i ds 
J o  
I  W o  I  C ' e ( e - i A i ( ( - a )  
J o  _ a ) K «  
r Ce~2^i^ 1 
+Mi / Y c?5 for 0 < 6 < -, 
J o  s  2 2 
^  J o  5 2 + ^  
+CMi 
J o  s  2 
by (2.42 e), (2.42 a) and (A2). The second integral in the previous step is convergent 
if 6 < ^ and the last integral is of order ei. That is 
I u { t  + e) — u { t )  |i< C e ^  for some C  when 0 < 6 < ^, and t  > t o  >  0 .  (2.50) 
We use (2.50) to show that u{ t )  G D{A^)  for /? < > 0. Let /? £ [1, |),t > 0. 
Let ^(5) = e~'^^'~''^[F(ii(s)) — a;(?iii],0 < s <t. Then 
=^^e-^('-')[F(w(a)) - F(i((())] + _ «,^1] 
=A^e-^('-')[F(u(a)) - f(u(^))] + A^-^^e-^('-'')[F(tf(^)) -
Integrating the the last equation from 0 to i and using the closedness of A  we 
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formally obtain 
A P  f  g ( s ) d s  =  /  A ^ g { s ) d s  
J o  J o  
=  f  A ' ^ e - ' ^ ^ ' - ' ^ [ F { u { s ) ) - F { u { t ) ) ] d s  
J o  
+  f  -  a ( f ) i ] d s  
J o  ,  d s  
J o  
- e-^')[F(u(<)) - a ( f > i ] .  
To show this is valid we must show the integrals on the right converge. First we 
show that JQ g{s)ds G D{A). By (2.42 a), (2.42 b), (2.42 d) and /? = 1 in the 
previous equation we have 
I f 9{s)ds \D(A>)< / I (^(4) - f ("('))] low.) 
J o  J o  
+ I (1 — e~^^)[F(u(t)) — a(f)i] |D(/I/3-I) 
< I - F(«(0)] |D(A,') 
J o  
+ I F { u { t ) )  —  a ( t > \  \ d ( a i ^ - ' ^ )  + I ^ "^'[-^("(0) — oc<t>\] |D(A''-I) 
- h  (' - ' ) "  
+  [1 +  I F { u { t ) )  -  a < f ) i  | d(A''-i) 
+ [l + e I F(u(i)) — 
_ ^ — A •( (  t  --  jt )  
SCCM(r) I 
+ [1 + e I F { u { t ) )  —  a ( j ) i  1d(/1''-i) (2.51) 
< C C M { r )  /  d s  +  2 M i  =  C g .  
JO ^ 
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for some S  € (0, |) and some constant Cg independent of t  by (2.50). This shows 
that JQ g{s)ds 6 D{A). For /? > 1 we use (2.51) together with the assumptions (A3) 
and (A4) to get 
p t  _  f o o  zAii 
I /  9{s)<is |£)(YI/3)< C C M { r )  /  d s  +  2 { K  + A I ^  \  O C  \ )  —  CS (2.52) 
J o  J o  ^  
where 0 E (1, |),5 G (0, |) such that {3 — 8 < 1. Note that and C3 is independent 
of t. This shows that JQ gis) G D{A^). By (2.42 a) 
(2.43) gives u { t )  =  —  J Q f f ( s ) d s  and the above results show that T ( t ) u o  6  
D ( A ^ )  and 
-. \ i  tp 
I T ( t ) u o  |/5(.4*3)< C3 H —(2.53) 
for /3 G (1) |) and i > to > 0- We have the following Lemma. The proof of this 
Lemma follows in the same way as Lemma 5. 
Lemma 6. Let U Q  E  D ( A ^ )  a n d  t o  >  0. Then {T(t)uo : t > <0} is a precompact 
s e t  i n  D { A ) .  
CHAPTER 3 
SINUSOIDALLY FORCED DUFFING EQUATION 
Consider the nonlinear boundary value problem 
—Uxx + g(x,u) — oj'^u = a sin(a;), a; € = (0, tt) (3.1a) 
subject to the Dirichlet boundary conditions 
u(0) = U ( T : )  = 0, (3.1b) 
where a  £  R  and w E [1,2). In this Chapter we use the abstract theory devoloped 
in Chapter 2 to study the number and qualitative behaviour of solutions of (3.1) 
as a varies in R. The choice (j = corresponds to the well known DufRng[5] 
equation for a soft spring. We shall develop our analysis for (3.1), which could 
be thought of as a generalised Buffing's equation. For notational convenience set 
/(a;, u) = g{x, U) — LO'^U. The assumptions on g{x, u) are formulated bearing in mind 
t h a t  g  b e h a v e s  l i k e  i n  t h e  a b s e n c e  o f  x  d e p e n d e n c e .  A s s u m e  t h e  f o l l o w i n g  o n  g  :  
( A O )  g  i s  a  f u n c t i o n  f r o m  Q  x  R  t o  R ^  
(Al) g ( x , 0 )  =  g u { x , 0 )  = 0 for x  €  Q ,  
(A2) uguu{ x , u )  >0 for w ^ 0 and x  6 
(A3) u g x { x ,  u )  >  0 and g { x ,  i i )  =  g [ i r  —  x ,  u ) ,  for x  6 [0, y], w 7^ 0, 
(A4) For each x  in fZ there are ui(.'r) > 0, «2(3;) < 0 such that f { x , u )  > 0 if and 
only if u e [ît2(x),0] U [ui(a;), 00). Also there is a Umax > 0 independent of x such 
that I Uj{x) |< Umax for all x G [0,7r],j = 1,2. 
(A5) there are a  >  —  1 ,  K  • .  Q ,  R  such that | g ( x , u )  |> ct | « | for | u  | >  K { x ) ,  
for each x £ ÇI with K(x)sm(x)dx < 00. 
(A6) For every e > 0 there is p > 0 such that | g { x ,  u )  —  u j ' ^ u  |> 2e | u | for all x € ^ 
a n d  \ u \ >  p .  
Remark 1. It is emphasized that the above assumptions on g do not permit the 
case g — for ^ 0. We can interpret the above assumptions on g as 
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requiring that 
(i) g is a truly nonlinear function in u, 
(ii) g = o(u) as u —> 0, 
( H i )  g  i s  c o n v e x  f o r  u > 0 and concave for u < 0. 
Using elmentaxy cadculus we can deduce the following properties of g which we 
shall need later : 
g u { x , u )  > 0 f o r  u  ^  0, (3.2) 
(u —  u)(gf(z, u )  —  g { x ,  v ) )  >  0 for u , v  E  R  a n d  x  6 fZ, (3.3) 
lim g { x , u )  = ±oo, f o r  x  G Q, (3.4) 
u—*±00 
0 < ^—- < g u i x ,  u )  f o r  x  E f), w ^ 0. (3.5) 
In order to apply the abstract theory devoloped in Chapter 2 we make the fol­
lowing choices for their counterparts in Chapter 2. 
(i) ÇI = (0,7r),fi = [0,7r], 
(ii) H  =  L ~ { Q )  =  { /  ;  P d x  <  oo} with the usual inner product (/,</) = 
JT /(:c)g(a;)(fi, 
(iii) The linear operator A on H is defined by A u  = — U x x  for u  G  D { A )  =  {u 6 
L'^{Çl) : Ux is absolutely continuous, Uxx E X^(0),ti(0) = U{-K) = 0} 
(iv) The nonlinear Nemyckii[6] ojserator F is defined by F { u ) { x )  =  f ( x , u { x ) ) o n  
D(f) C D(A^) = {'U E H : II is absolutely continuous, Ux G H,u(0) = u(7r) = 0}. 
We identify various function spaces and the norms defined in Chapter 2. The 
I  I  i s  t h e  u s u a l  L ' ^  n o r m ,  |  u  | i  =  |  U x  | ,  D ( A ^ )  =  ' ^ ( f Z )  =  - D ( v 4 . )  =  
The T'F'"'^(i]) spaces are the regular Sobolev 
s paces[l]. The extension of A from D{A) to D{A^) is given by 
{ A u , v )  = { u x . V x ) ,  Vu,?; e D(/l2). (3.6) 
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It was observed in section 2.2 Remark 3 that any solution of (3.1) is in D { A ) .  
We sketch the arguments that this solution is in fact twice difFerentiable, i.e. is in 
C^. For a detailed proof of this see [6]. We list the two main steps in the proof: 
step 2 : show U x x  = f { x ,  u )  —  a  sin(z). 
Note that the right hand sides of the equations in steps 1 and 2 are well defined 
for u G D{A) and is continuous in x. In fact step 2 is just the Fundamental Theorem 
of Calculus. Similarly it could be shown (see [6]) by a bootstrap argument that u is 
two times more differentiable than / is differentiable. In our case we assumed / is 
which imphes u is atleast C"'. A C" solution of (3.1) is called a classical solution. 
We continue with our identification and verification of the various assumptions 
made in Chapter 2. It is easy to see that A is a linear selfadjoint operator with 
eigevalues A» = and the corresponding orthonormal eigenfunctions (j)n{x) = 
Let us compute { F { u )  —  F { v ) , u — v )  which is needed to identify ^ in the hypothesis 
(2.2) made in Chapter 2. 
step 1 : for u  E D { A )  show Ux{ x )  = /o^(/(s, «(^s)) — a sin(5))c/5+ constant, 
{ F { u )  ~  F { v ) , u  —  v )  v { x ) )  
TT 
[ g ( x , u { x ) )  -  g ( x , v ( x ) ) ] { u ( x )  -  v ( x ) ) ) d x  
Jo 
2  I  i 2  
— W M — U 
With the help of (3.3) we therefore have 
( F ( u )  —  F ( v ) ,  u  —  v )  >  — u ?  I  u  —  u  p  .  (3.7) 
We see that the i^lace of /i in Chapter 2 is now taken by by comparing (3.7) 
and (2.2). It was noted in the previous chapter (compare 2.28) that in order to have 
both a one dimensional X and to have a possibility of multiple solutions for (3.1), 
needs to satisfy Ai < < Ag. This explains the restriction on w in (3.1). That 
is 
1 < w < 2 (3.8) 
is needed to reduce the problem to an equivalent one dimensional problem. 
We now verify that F  i s  from (D(yl&), | |i) to ( H , \  |). Let u ^ h  E  D ^ A ^ ) .  It 
is shown that F is differentiable at u and 
F ' ' ^ \ u ) h { x )  =  f u { x , u { x ) ) h { x ) ,  (3.9a) 
||f">(a)||<|«lnrt, (3.9b) 
where ||.|| is the usual norm on the space of linear operators from D { A ^ )  to H .  
Let I h |i= and | u |i= Then /i(.r) = hx{s)ds,x E f), and an appli­
cation of the Cauchy-Schwarz inequality gives | h{x) |< e and | u{x) |< M. Let 
Ml = msLx{fu{x,u);x G [0,7r], u G [-M,M},Mix = max{fx(x,u);x € [0,7r],u G 
[—M, M}. Let Mg = max {| fuu{x,u) |: x G [0,7r],u G [—M — e,M + e]}. Note that 
both Ml and Mg are non-decreasing functions of M. By Taylor's Theorem we have 
f { x ,  u  +  h )  =  / ( . T ,  u )  - F  f u { x ,  u ) h  - f -  ^ f u u i x ,  u  +  6 h ) h ' ^  
for some 6 G (0,1). Using the definitions of e, we get 
\  f { x , u  +  h )  -  f { x , u )  -  f u { x , u ) h  \  <  (3.10) 
for x  G [0,7r],tf G [—Mi, Mi], and h  G [—e, e]. Evaluating (3.10) at .t G fi we get 
I f { x , u { x )  -F h { x ) )  -  f { x , u i x ) )  -  f u { x , u { x ) ) h { x )  |< (3.11) 
for X  Ç .  Ç Î .  Squaring and integrating (3.11) from 0 to tt we have 
I F(i/  + A) -  F(2,) -  F(^)(w)A |"< (3.12) 
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where F ^ ^ \ u } h { x )  =  f u ( x , u ( x ) ) h ( x )  is given by (3.9). (3.12) shows that F  is 
and is given by (3.9a). With the help of (3.9 a) and the definition of Mj we 
have 
I F ^ ^ \ u ) h  p= f  [ f u i x , u { x ) ) h { x ) ] ' ^ d x  <  e ^ M f n .  
J o  
That is I F ^ ^ \ u ) h  |< eMiy^for u , h  E  D { A ^ )  with | h  |i= and | u  |i= 
Therefore ||jP(^^(u)|| < Mitt for u G D{A^) with | u |i= This proves (3.9b). 
Now the monotonicity of M\ in M and (3.9b) show that for any M > 0 we have 
||i^(^)(u)|| < Mitt < oo for u e B{-^) where B{p) = {w E D{A^) :| u |i< p). This 
verifies the assumption made in Chapter 2 sections 2.3 and 2.5. 
We now compute | F(ii) |i . If « G then 
I F ( u )  h '  =  I ^[^(")(a:)] I d x  =  [/...(a;, u(a:)) + f u [ x , u { x ) ) u . : , { x ) ] ^ d x  
<2 / [Mi^^ + < 27rMi/ + 2M^ | u 
J o  
<27rMi,^ + 2M7 . 
tt 
That is I F { u )  C { M )  for all u  E  D { A ^ )  such that | u |i < Let 8  G (0, |). 
Then u  G D { A ^ )  implies i t  G D { A ^ )  and | u  Ai'^ |  u  . The last two 
results verify the assumptions: 
(A3) if w G D { A ^ i )  then F { u )  G D { A ^ ) ,  
(A4) for every ?' > 0 there is a k  > 0 such that | u  K  for all u  G D { A ^ )  
with I u  r. made in Chapter 2 section 2.6. 
We use the same notations introduced in section 2.5. For convenience some of 
them are repeated here. Identify x = a^i G X with a. Denote the unique solution 
a(acpi) G D{A) of 
- V x x  +  f { x ,  a ( j ) i  +  v )  -  (/(x, a(f>i + u), h )(}>\ = 0 (3.13) 
by v { a ) .  Set u [ a )  —  a ( j ) i  +  v [ a ) .  We also drop the bar from F as defined in (2.31). 
That is r is now to be understood as the function from R to R defined by r(a) = 
A i a +  ( / ( . ,  w ( a ) ) ,  ). Superscripts are used to to denote differentiation with respect 
to a. We write u{a) as u(x; a) when we think of it as a function of z; a can be 
thought as a parameter. 
We show that v ( a )  is symmetric about x = y. By the assumption (A3) / is 
symmetric about x = j for each fixed u. Clearly <pi is symmetric about x = ^. 
This shows v(Tr — x\ a) is also a solution of (3.13). Since v(x] a) is the unique solution 
of (3.13) we get v{n — z; a) = v(x; a). Thus : 
v { a ) , i i { a )  are symmetric about x  =  ^ .  (3.14) 
With the help of (2.35) and (2.36) of Chai^ter 2 we have the following : 
(i) The pair u  =  ' u ( a ) , j  =  r( a )  is the unique solution of 
[2 
- U x x  +  f { x ,  u )  =  j t p i  -  \/-7sin(.x-),.x- G Q, (3.15) 
V TT 
subject to u(0) = u(7r) = 0, { u ,  ( p i )  =  a .  
(ii) The pair w  =  t/^)(a), -y =  F ( a )  is the unique solution of 
-Wri +  /u( a ; , u ( a ) ) w  = 7  ( p i , x  6 0, (3.16) 
subject to w ( 0 )  =  w { 7 t )  = 0, { l u ,  ^ i )  = 1. 
It can also be shown that w  =  = F (a) is the unique solution of 
- W x x  +  f u i x , u { a ) ) w  + = 7 E O, (3.17) 
subject to w{0) = w(7r) = 0, {lu, ( 1^) = 0. 
Taking the inner i^roduct of (3.15) with we find 
F(a) = a + (/(.,it(a)),0i). (3.18) 
Similarly taking the inner product of (3.16) with w  —  we find 
F (a) = (1/^^(0), .4t/,'^'(a)) + { f u i - ,  u { a ) ) u ' ' ^ \ a ) ,  (3.19) 
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, By taking the inner product of (3.17) with w = and subtracting the inner 
product of (3.16) with w = shows that 
r"(a) =(Au(., u(o))(u(^)(o))^, M(^)(a)) 
=iguu{-,u(a)){u^^\a)f,u^^\a)). (3.20) 
Remark 2. By Lemma 1 of Chapter 2 we see by comparing (3.1 ) with (3.15) that 
t h e  s o l u t i o n s  o f  ( 3 . 1 )  a n d  ( 3 . 2 )  a r e  g i v e n  b y  u { a ) ,  w h e r e  a  G  r ~ ^ ( i y ^ £ i ) .  
With all the preamble out of the way we state our main theorm . The proof of 
this will be broken up into several small Lemmas. The remainder of this Chapter 
is devoted to this task. 
Theorem 1. Let 1 < w < 2, F be defined by (3.18). Then 
( i )  r(0) = O,hma^±oo r(a) = ±oo. 
(ii) there are âi > 0, 02 < 0 such that F is strictly increasing on (—oo, ôg) U (âi, oo) 
and stricly decreasing on (02,âi). 
The following important corollary which lists all the possibilities for solutions of 
(3.1) for various values of a as an immediate consequence of Theorem 1, and the 
equivalence between (3.1) and (3.15) noted in the Remark 2 above. 
Corollary 1. Let ai,ci2 have the same meaning as in Theorem 1. Let aj = 
for j = 1,2. Then (3.1) has 
( i )  e x a c t l y  3  s o l u t i o n s  f o r  a  6  ( « i ,  a g ) ,  
(ii) exactly 2 solutions for a — cii and a — «2, 
( H i )  a  u n i q u e  s o l u t i o n  f o r  a  £ (—oo, cti) and a G (0:2,00). 
Proo f .  By Theorem 1 it is easy to see that y^r(a) = a  has exactly 3, 2, and 1 
solutuion for a in («i, 0.2), {«i, ckg}, and (-co, cti) U («2, 00) respectively. Now the 
result follows from Remark 2. 
In the course of the proof of the Theorem 1 a more complete characterisation 
of the solutions of (3.1) than the one given by Corollary 1 is found. We state this 
result as Theorem 2 below. 
Theorem 2. Let aj for j = 1,2 be as in Corollary 1. Then (3.1) 
(i) has a unique negative solution for a 6 (—oo,ai), 
(ii) has a positive and a negative solution for a = oti, 
( H i )  h a s  o n e  n e g a t i v e  a n d  t w o  p o s i t i v e  s o l u t i o n s  f o r  a  6 (o;i,0), 
(iv) has one negative and one positive and a trivial solution for a = 0, 
( v )  h a s  t w o  n e g a t i v e  a n d  o n e  p o s i t i v e  s o l u t i o n s  f o r  a  G (0, «2)1 
(vi) has one positive and one negative solution for a = org, 
(vii) has a unique positive solution for a E (ckg, 00). 
First we show some connections between the first eigenvalue of the linear opera­
tors A+ + fui-, and the functions r(a), F (a) respectively. We shall 
do this in the next section. 
3.1 The Spectrum of .4 + and A  +  /„( . , i i (a)) .  
Let a  E  R .  Let u  = = F(a) be the unique solution of (3.15). Let the 
eigenvalues of .4, .4+ , .4 + /^(., u { a ) )  be \ j ,  for j = 1, 2 . . .  respectively. 
It is noted again that u { a )  E  D { A ^ )  =  G :  u  is absolutely continuous, 
U x  G L ^^\Q ,),u ( 0 )  = u { 7 r )  = 0} = (fZ). The reader is reminded that f ( x , u )  =  
g{x,u) — so that the assumptions (A0)-(A6) made at the beginning of this 
Chapter insure both /„(., î/(a)) are bounded in Ù. The regular Sturm-
Liouville theory shows that the first eigenfunctions of the linear operators A  +  
+ /«(•» "(«)) of one sign. The eigenvalues for j = 1,2... 
depend on a .  This is not explicitly mentioned in the following analysis. 
Lemma 1. With the notation above we have \ j  — < uj < /./j, j = 1,2... . 
Proo f .  Let G be a subspace of D{A^  ) of codimension j — 1, and Gi  =  {w  Ç.  G  :  
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I w  1= 1}. For v j  in G \  let 
I { w )  =  ( w ,  A w )  —  w ^ ( w ,  w ) ,  J i { w )  =  ^ ) '  =  ( f i f u C - ,  u { a ) w ,  l o ) .  
By (3.5) we have 
I ( w )  <  I ( w )  +  Ji(iy) <  I ( w )  +  J 2 { w ) .  (3.21) 
Taking infimum of (3.21) over all w in Gi gives 
JgGi - JgGi [^(^) + (3.22) 
Now taking supremum of (3.22) over all j  —  1  codimensional subsjDaces G  of D { A ^  ) 
implies 
sup inf J(io) < sup inf [Z( w) + Ji(w)l < sup inf [J(io) + Ji(ty)] (3.23) 
Then by the extremum characterisation of the eigenvalues Aj, Vj [15] shows 
Aj — LO' < Vj < {Ij. 
This proves the Lemma. 
Remark 3. (i^ /i2 > 1^2 > 4 — > 0 hy the assumption (3.8). That is the second 
eigenvalue of both linear operators is positive for all a E R. Hence only the ûrst 
eigenvalues may be nonpositive for some a E R. 
(ii) The first eigenfunctions of the linear operators A + and A + /„(., u{a)) 
are of one sign. 
( H i )  B y  t h e  uniqueness of solutions the slope of the eigenfunctions cannot be zero 
at the boundary of ÇI. 
( i v )  / i j  >  1 / 1  f o l l o w s  a s  a  s p e c i a l  c a s e  o f  t h e  a b o v e  L e m m a .  
3.2 The Proof of Theorem 1 
We spend the remainder of this chapter proving Therem 1. The proof shall be 
broken up into several Lemmas. We are ready to state our next Lemma which 
shows a connection between r(a) and i/{a). 
Lemma 2. Suppose there are numbers oi > 0, og < 0 such that r(ai ) = 0, r(a2) = 
0. Then 
(i) 1^1 (ai) = 0,u(ai) > 0,Ui(0;ai) > 0, oi) < 0, 
(iij 1/1(02) = 0,^(02) < 0,Ur(0;a2) < 0, Wr(7r; 02) > 0. 
Proof. The pair { u { a i  ), 0) is the unique solution of (3.15). That is u = u ( a i  ) satisfies 
f ( x  u  )  
^  X X  "i" y(^ )^ ) X X  ^ ~ 0  ^ X  Ç Ç Î ^  
u 
?i(0) = u(7r) = 0, (w, (;6i ) = Qi > 0. Since (w, <;6i) = ai > 0, u is not identically zero 
in f2. Now this says 0 is in the spectrum of A + and the corresponding 
eigenfunction is u { a i ) .  But then the Remarks 3(i) and 3(ii) after Lemma 1 give 
z/i(oi) = 0,u(ai) > 0. u{a\) > 0 and Remark 3(iii) shows Ux{0-,ai) > 0,ïii(7r;ai) < 
0. The loroof of part (ii) is so similar to part (i) that it is not repeated. 
Lemma 3. Let a Ç: R. (i) F (a) = 0 if and only if 1.11(a) = 0. 
(ii) If F (a) = 0 then > 0,Ux^'(0;a) > 0,ui^^(7r;a) < 0. 
Proof. The proof F ( a )  =  0 implies / J . i ( a )  =  0 follows from arguments similar to the 
ones used in the proof of Lemma 2. To show fii = 0 implies F'(a) = 0, let Wi be 
an eigenfunction corresponding to 1.11(a). By the regular Sturm-Liouville theory the 
first eigenfunction is always of one sign in Q,. Therefore without loss of generality 
we can assume wi > 0. By the defintions of wi,ii^^\a) they satisfy 
Aiui + fu(x,u(a))wi = ^ i(a)wi, (3.24) 
A u ^ ^ \ a )  + f u ( x , u ( a ) ) u ^ ^ \ a )  = F ( a ) ( f > i .  (3.25) 
Taking the inner product of (3.24) with tx^^^(a) and subtracting the inner product 
of (3.25) with wi we find 
r'(a) = "•'"''r""'!''""' (3.26) 
Now/il (a) = 0 gives F (a) = 0. The proof of'ti^^^(a) > 0 follows from (u'^^(a), ç!)i ) = 
1 and the Remark 3(ii). The results about the slopes follow from Remark 3(iii). 
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Remark 4. (i) u(x) = 0 ,  \/x E Q, is a solution of (3.15) for a = 0,7 = 0 by (A2). 
That is 
r(0) =0,u(0) = 0. (3.27) 
(ii) It can also be shown that for a = 0,w = = 1 — is a sloution of (3.16). 
Therefore 
r'(0) = l-w\u(^)(0) = (^i. (3.28) 
Lemma 4. Let a E R. If T (a) > 0 and > 0 then (i) > 0, (ii) 
Uz^^(0;a) > 0,ui^(?;a) < 0. 
Proof. Suppose (i) is not true. Then has a local minimum zero at some 
^ £ Ù. The pair w = = F (a) is the unique solution of (3.16). Evaluating 
(3.16) at gives a contradiction to the assumed local minimum zero at 
To show (ii) rewrite (3.16) as —w^-x + ^ u(., u(a))w = 7 çi»! -f Note the left 
hand side of this equation is non negative by the hypothesis, and gu{-i %(o)) > 0 by 
(3.2). By the hypothesis w/^^(a) > 0,w has a local minimum zero at the boundary 
dO, of fZ. An application of the boundary minimum principle [Protter-Weinberger] 
now shows (ii). 
Lemma 5. Let a £ R. Then we have the following: 
(i) IfT (a) > 0 then > 0, 
(ii) r (a) > 0 if and only if > 0, 
( H i )  r (a) < 0 if and only if < 0. 
Proof. Let ,4+ = {a : F (a) > 0}. Proving (i) is equivalent to showing that u(^)(o) > 
0 in each component of A"''. Let (ao,ai) be a component of .4"^ D [0,oo). The 
proof for the components .1 PI (—oo,0] is similar. By continuity F (ao) = 0. Let 
P = {a e (flo, «1 ) : > 0,a) > 0, ui^\7r; a) < 0, for all a E [oq, â]}. Let 
a* = suj)P. By Lemma 3(ii) u'^'(ao) > 0, «i-^\0;ao) > 0, oq) < 0. Therefore 
there exists a <5 > 0 such that ui^^(0;a) > < 0 for a £ [ao,ao + 6]. It 
is claimed that > 0,a € [ao,ao + Suppose this is not true then there 
is an a e (ao,ao + <5) such that u^^\a) > 0. Then Lemma 4(i) proves the claim. 
This implies a* is well defined and a* > oq + 6. If a* < ai the we claim that 
> 0,u\^\0-,a*) > 0,ui^\7r;a*) < 0. If any one of these claims is false then 
it contradicts the definition of a*. With the claim, an application of Lemma 4 gives 
> 0,ui^^(0;a*) > 0, ui-^^(7r; a*) < 0. As at ao there exists an e > 0 at a* 
such that a* -\- e £ P. This contradicts the definition of a* and proves (i). 
To show (ii), let l u  >  0  be the eigenfunction corresponding to n \ { a ) .  Then by 
(3.26) together with the part (i), F (a) > 0 implies > 0. We remind the reader 
that we cannot use (3.26) to show iii{a) > 0 implies F (a) > 0 for we do not know 
if iS^\a) > 0. But by (3.19) 
F (a) = (u(^^(a),^u(^)(o)) + (/„(., u(a))w^^^(a), u^^^(a)) 
=  ( u ( ^ ) ( a ) ,  [ A  +  / „ ( . ,  u ( a ) ) ] u ( ^ ^ ( a ) )  
> fJ.1 I u(^)(o) P> /il. 
In the last step { u ^ { a ) ,  ( ^ i )  =  1  and /ii > 0 were used. This implies F (a) > 0. 
By Lemma 3(i) F (a) = 0 if and only if ^i(a) = 0. This together with (ii) proves 
(Hi). 
We now study the unique solutions of 
M r z  +  =  ( j { x ,  u )  + M  sin(.'r), x  G  Q . ,  M  >  0 ,  (3.29) 
for various initial values. The main idea in all of the proofs is to use an integral rep­
resentation which defines the solution implicitly and then use tlie special properties 
of g. The integral representation of the solution is obtained by the variation of con-
s t c u i t s  f o r m u l a .  I t  f o l l o w s  f r o m  ( 3 . 1 5 )  t h a t  u { a )  s a t i f i e s  ( 3 . 2 9 )  w i t h  M  =  — J ^ V { a ) .  
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Lemma 6. Let XO € [0, F] , j 3  >  0 .  L e t  XI ) { X \ X Q , ^ )  h e  t h e  u n i q u e  s o l u t i o n  o f  ( 3 . 2 9 )  
such that IP(XO-,XO,/3) = 0, IPXIXO] XQ,/3) = /?. Then ^ (a;; XQ,^) > 0, Va; E (a;o,a;o + f]. 
Proof. Let us write instead of xl;{x; XQ, ^). Let G{x) = g{x,ip{x)) + M s'm{x). 
The variation of constants formula gives 
V'(a;) = + 1 r sin(w(z - (3.30) 
t p x { x )  = / 3  c o s u ! { x  —  X o )  +  f  c o s { u j { x  —  (3.31) 
J Xq 
Now G(xo) = fif(a;,0) + Msin(xo) = Msin(xo) > 0 and G''(xo) = 5fj;(xo,0) + 
M cos(a'o) > 0, with at least one of these being a strict inequality. Therefore there 
is a 6 > 0 such that G{x) > 0 for x G {XQ, XQ + 6). Putting this in (3.30) shows that 
ip{x) > 0 for x 6 (XQ,XQ + 6). Let x = sup{.T € {xo,n) ; ip{x) > 0 on (zo,a;)}. Then 
it is clear that x > xq + 6. We claim that x > xq + Suppose the claim is not true. 
Then (i) x G {xo,xo + (ii) tp{x) > 0 on (To,f), {iu)ip{x) = 0, by the definition 
of X. We show that TPI^) > 0 which contradicts (iii) and hence proves the claim. 
(i)-(ii) imply that sinw(z — .ro) > 0, G{x) > 0, for x E {xo,x}. Evaluating the right 
hand side of (3.30) at x shows that tpix) > 0. The use of 1 < w < 2 proves the 
Lemma. 
Lemma 7. Let xi G (^ + f,7r]. Then ipx < 0 for x G (a^i — ). In particular 
ipx{^;xi,0) < 0. 
Proof. Using the methods of proof of the previous Lemma, it is easy to show that 
il>(x) > 0 for X G [a-i , zi ), and ^/'x(.x') < 0 for x G [xi — - ^ ^ X I ) .  (3.32) 
w 2w 
Let X = inf{zo G (zi — zi) : < 0 on (a;o,a;i)}. Then by (3.32) x < Xi — 
We claim that x = xi — Suppose the claim is not true. That is 
X  G { x i  — — , x x  — -—]. (3.33) U,' lu) 
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Then using (3.32) we show that 
^i(a;) < 0 for X G [ï ,x], for some ^ > 0, (3.34) 
w 
which contradicts the definiton of x. 
Let e G [0, j] so that x < '2x — xi + ^  For convenience write 
O  =  X i  , A  =  x  , E  =  x , B = : 2 x  —  x i  H  ,  D  =  x  ( -  - — ,  C  =  x i .  
W W U U) U! 2u> 
(3.35) 
By (3.33) there exixst a 6 G (0, j] such that O < A for e E [0,6^]. It is useful to 
collect the following facts : 
(i) D is the mid point of B and C, 
(ii) 0<yl<.S<B<D<C, 
(iii) cos w(( — .4) decreases from 1 to 0 as increases from A to D, 
(iv) cosw(i^ — .4) is odd about D, 
(v) G{^) is a non increasing function on C] by (A3). 
Now (3.31) with /? = 0 gives 
V'r(A) = -/ cos(w(^-A))G(^)(f^ = -(% + y), (3.36) 
J A 
where 
% = / cos(w(^-A))G(^)(Z^, y= /'^cos(w(^-.4))G(a(Z^. 
J  A  J B  
It is now easy to see that A' > 0 with the help of (iii). We shall also show that 
F > 0. Let us simplify Y. 
y = / cos(w(^-.4))G(^)d^+ / cos(w(^-yl))G(Oc^^. (3.37) 
JB JD 
A change of variable in the second integral of (3.37) together with (iv) gives 
y = / cos(w(( - .4))G(()(Z( - cos(w(^ - ;4))G(B + C - ()c;& 
J B  J B  
= / cos(w(( - .4)){G(0 - G(B + C - ()}(/(. 
J  B  
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Therefore F > 0 by (iii) and (v). Putting this in (3.36) shows V'i(-^) < 0. Varying 
e from 0 to 6 gives (3.34) . Now x < xi — ^ and 1 < w < 2 proves the Lemma. 
Lemma 8. Let A>Q. Let $(a;; v4) be the unique solution of (3.29) which satisfies 
# ( y ;yl) = A and $i.(f;-4) = 0. Let T{A) = inf{x 6 (f,7r] : $(x" vl) = 0}. Set 
T ( A )  = oo if it is not defined by the previous definition. Then T(A) has the 
following properties : 
( i )  T { A )  >  J  +  ^  f o r  A  >  0 ,  
(ij) T(0)$((Z,;r], 
Ciii; if A > 0 and T(;4) < 7r tJien $^(r(A), A) ^ 0, 
(iv) IfT{Ai) € (f,7r) then there exists an A2 G (0, Ai ) such that T{A2) = TT. 
Proo f .  Let us write fl>(x) instead of <&(.!•; A) .  Let H{x)  =  g{x ,  $(z)) + M sin(a;). By 
the variation of constants formula we can write 
As in the Proof of Lemma 7 we find that A) cannot have a zero in (f, f + 
for A > 0. This shows (i). 
Lemma 6 shows that <#(z; 0) ^ 0 for a; G (f, f + Together with 1 < w < 2 
this proves (ii). 
We prove (iii) by contradiction. Suppose $j;(T(.4), v4) = 0. (ii) shows that T{A)  G 
(f + 7r). By uniqueness i/.'{-'iT(A),^x{T{A),A)) = #(.; .4). And by Lemma 7 , 
0 = $i(j; A.) = •0i'(f ; î^(-4.), 0) < 0. This is a contradiction. 
Let A 2  — inf {.4 6 (0,.4i) : T{ A )  < n  for all A  6 [A, Ai]}. Then A 2  < A i  by an 
application of the Implicit Function Theorem with the help of (iii). We claim that 
.42 has the desired properties. That is T{A2) = tt. First if T{A) < tt then using 
sin(w(z - (3.38) 
) + / cos(w(z - i ) )H{ i )d^ .  (3.39) 
the Implicit Function Theorem again contradicts the definition of Ag. Therefore it 
is enough to show that T{A2) < oo. 
Let An G (A2,Ai) such that lim An = ^42 as n —> oo. Now we know that T{An) < 
TT for n = 1,2,... therefore there is a convergent subsequence of T{An)- Without 
loss of genrality we can assume that limA„ = A2,limT(A„) = T < tt as n —> cx). 
By an application of the maximum principle together with (A5) we have 
$(x; A n )  < M  for all x  € [ ^ , T { A n ) ]  for n = 1, 2,... (3.40) 
where M = max{u„iai., Ai} is independent of n. That is the solutions are in the 
box Bi = [0, tt] x [0, M] for all 77 = 1,2... as long as they are nonnegative. In fact 
we can assume without loss of generality that 
(5(x-;.42) > 0,.T G (3.41) 
For otherwise $(a;; /I2 ) = 0 for some x  in [y, T] and hence T { A 2 )  < tt < 00. We 
shall now show that (3.41) leads to a contradiction. 
The contradiction is obtained by the use of continuous dependence of solutions 
$(.x-; i4) of (3.29) on the initial value A. We can control the slope of $(x;yl„) for 
X E [y, T(yla)] independent of n. That is 
I ^ x { x - , A n )  |< C \ x  e  [ ^ , T [ A n ) ]  for ?Î = 1, 2 . . .  (3.42) 
for some constant C  independent of n  by putting together (3.39) and (3.40). Let e  =  
|inf{$(a;; A2) : x Ç [y,r]}. Then by (3.41) e > 0. Now by continuous dependence 
on initial conditions of the solutions of (3.29), there is a 6 > 0 such that 
I $(z; .4) — .49) |< e for | .4 — .4? |< S , x  G f]. (3.43) 
Since lim.4» = A 2  a s  7 2  —> c o  we can pick an N  such that | A n  — A 2  |< ^ for all 
n > N. With the help of (3.43) we have 
I $(,r; .4,J ) — $(.%'; .4) |< e for all n  >  N , x  G f]. 
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That is 
$(T; A n ) >  ^  for all n >  N .  (3.44) 
Now (3.44) together with (3.41) implies that 
T(^A.n) ^ T — for all n ^ N. 
o 
(3.45) 
But then this contradicts that limT(A„) — T as n oo. 
Lemma 9. Let an,n > 1 be such that: (i)u(a„) > 0, (ii) lim„_+oo «n = oo. Then 
lim„_oo r(a„) = co. 
Proof. For n > I let An = {x € Q : ii{x; cin) > Ji.'(a-')}-
Let X  =  g { x , u ( x ;  a n ) ) 4 ' i ( x ) d x .  Then with the help of the hypothesis (A5) we 
have 
Let Y  = g { x , u ( x ; a n ) ) < p i { x ) d x .  Then F > 0 by (i), ((/(., îi(a„)), (/i>i) =  X  +  Y .  
r(a„) = (1—a'^)a„ +(</(., u(a,i)), 01 ) by (3.18). This together with (3.46) and (A5) 
shows that r(a„) > (a + 1 — w^)an — û' JQ K{x)<f)\{x)dx. Letting n —+ oo proves the 
Theorem 3. ( i )  I f  a  >  0,r(a) < 0 then u{a) > 0. (ii) If a < 0,r(a) > 0 then 
u{a) < 0. 
Proof. We prove (i). The proof of (ii) proceeds in the same way. To show u(a) 
is iDositive on (0,7r) it is enough to show that u{a) is positive on (0, f] because of 
/  ( j { x , u { x ; a n } ) < i > i { x ) d x  >  a  /  
J A r ,  J  A  
a / •u{x; an)4>i{x)dx — a / •u(x 
Jn J At 
> a  u { x ;  a n ) ( l > i i x ) d x  —  a  K { x ) ( f ) i { x ) d x  
(3.46) 
Lemma. 
the symmetry of u ( a ) .  It is easy to prove (i) when Ui(0;a) > 0. We have u ( x - , a )  =  
il){x-,0,Ux{a-,Q)), so that u(x-,a) > 0 for x G (0, j] by Lemma 6 with M = —•|r(a). 
To conclude the proof of (i) we show that the assumption Ui(0; a) < 0 leads to a 
contradiction. {u{a),(f)i) > 0 implies u{a) has at least one positive bump in (0,7r). 
The symmetry of u(a) together with the Lemma 6 shows that it has exactly one 
such bump. That is {a)u(j]a) > 0,{b)ux{^;a) = 0, (c)uj;(7r; a) < 0, (rf)u(7r; a) = 
0, (e)u(a) changes sign only once in (f, tt]. 
Let A i  = then A i  > 0 by (a) above. It is easy to see u { x ; a )  =  
$(x;^i),V>T e [0,7r] and T ( A i )  G (f,7r). By Lemma 8 (iv) there is an A 2  G (0,j4i) 
such that T{A2) = tt. 
Now we are ready to prove the contradiction to «i.(0;a) < 0. Let w { x )  =  
.4i ) — A2 ), x 6 [f, tt]. Then w saisfies 
where «(x) = ^. )) - -4.)), (3,47) 
Let us collect the following facts ;(i)0>Oby(3.3), 
(ii) u;(^) = Ai) - Ag) = .4i - ^2 > 0, 
(iii) - $(T(.4i);;42) = 0 - 0(r(Ai); Ag) < 0, 
(iv) W { T T )  = 0. 
It follows from (ii) and (iii) that there is a zero of w  in { j , T { A i ) ) .  This and (iv) 
above shows that the distance between two zeros of u), a solution of (3.47), is smaller 
than y. We shall presently get a contradiction to this. The Sturm comparison 
Theorem for (3.47) and —Uxx + w-u = 0 shows that the distance between two zeros 
of w are at least ^ > 7. The last inequality follows from 1 < u; < 2. 
We now give another proof of Theorem 3 which does not use the Sturm compar­
ison theorem. 
Proo f  o f  Theorem,  3 .  Let .4" — {a  ^  R  \  r(a) < 0} PI (0,oo). Let (oo, oi ) be a 
c o m p o n e n t  o f  . 4 " .  T h e n  b y  c o n t i n u i t y  r ( a o )  =  0 .  B y  L e m m a  2 ( i )  v ' i ( a o )  =  0 , u { a o )  >  
0,Ux(0; Co) > 0,Ui(7r; ao) < 0. And fii{ao) > 0 by Remark 3(iv). Now by Lemma 3 
and Lemma 5(i) u^^\ao) > 0, ûq) > 0, Ux^^(7r; ao) < 0 
Since ul^^(0;ao) > 0, oo) < 0 there is a ^ > 0 such that Ui^^(0;a) > 
0, Ux^^(7r; a) < 0 for a E [ao, ao + ^ ]. This shows that there exists an e > 0 such that 
u^^)(a) > 0 for a 6 [«o, «o + e]- This in turn impHes u{a) > 0 for a 6 [«o, oq + e]. Let 
a* = sup{a G (ao,ai) : u(a) > 0 for a G [ao,â]}. By the above aruments a* > ao + e. 
We claim that a* = ai. Suppose this is not true; then a* < ai. By continuity 
u(a*) > 0. By Lemma 6 u(a*) > 0. This imphes Ux(0; a*) > 0,Ui(7r;a*) < 0. If 
either of these is not true then by Lemma 7 Ux{j',a*) ^ 0. This contradicts the 
symmetry of u{a*). Therefore u{a*) > 0,?ix(0;a*) > 0, and Ux(7r;a*) < 0. As at cq 
there is an e such that u{a) > 0 for a G [a*, a* + e]. This contradicts the definition 
of a*. This prove Theorem 3(i). The proof of Theorem 3(ii) proceeds the same way. 
As indicated in Theorem 1 the aim is to fully characterise the function F for 
u) G [1,2). This is done by finding F . 
Theorem 4. If U J  = 1 then (i) F'(a) > 0 for a 7^ 0, (ii) lima^±ooF(a) = ±00. 
P r o o f .  It was already observed in (3.27) and (3.28) that F(0) = 0, F (0) = 1 — = 
0,u(0) = 0, and u^^^(O) = (f>i. Since 0) > 0,Ux^'(7r;0) < 0 there is a 6 > 0 
such that a )  >  0, U 'X \-K \ a) < 0 for a  G [0, This shows that there exists an 
e > 0 such that u^^^(a) > 0 for a  G [0, e]. This in turn implies u { a )  > 0 for a  G [0, e ] .  
Let a* = sup{a > 0 ; u'^^(a) > 0,F (a) > 0 for a G [0,â]}. By the above aruments 
a* > e. Then by continuity u{a*) > 0, i/^)(a*) > 0,F (a*) = 0. But Lemma 2(i) 
shows u(^)(o*) > 0. Now by (3.20), F (a*) = (^^„„(a;, u(a*))(u^^^(a*))^, u^^'(a*)) > 
0. This in turn implies F (a) > 0 for a G [a*, a* +• e]. Therefore a* = 00. That is 
F (a) > 0 for a > 0. The i^roof of F (a) > 0 for a < 0 proceeds in the same wazy. It 
can also be shown that aF (a) >0 for a ^ 0. This shows lima-,±oo F(a) = ±00. 
Proposition 1. Let 1 < w < 2. Then there exists an a% > 0, a? < 0 with the 
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following properties : 
(i) r(ai) = 0, r (a) > 0 for a > ai and u(a) > 0, F (a) > 0 for a > a^. 
(ii) T{a2) — 0,r'(a) > 0 for o < og and u{a) < 0,r"(a) < 0 for o < og. 
Proof. r(0) = 0,r'(0) = 1 —< 0 by (3.27) and (3.28). And 1 < w < 2 shows that 
there is a 6 > 0 such that r(a) < 0 for a 6 (0,6]. We prove the existence of ci by 
contradiction. Suppose there is no positive a such that r(a) = 0, then r(a) < 0 for 
a > 0. Then by Theorem 3 u(a) > 0 for a > 0. Lemma 9 impUes Hma_»co r(a) = oo. 
This contradicts the earher conclusion that r(a) < 0 for a > 0. The existence of «2 
is proved in a similar manner. 
By Lemma 2 1^1(01) = 0, w(ai) > 0. Remark 3(iv) gives /ii(a) > vi{a) = 0. By 
Lemmas 3 and 5, /.ii(a) > 0 implies F (oi) > 0 and tt(ai) > 0. Then (3.20) gives 
F (ai) > 0 which in turn implies F (a) for all a G [ai,cn + 6) for some S > 0. 
Let a* = sup{a > ai : F (a) > 0 for a G [ai,à]}. Then a* is well defined as an 
extended real number and a* > ai + 6. We claim that a* = 00. Suppose not; then 
F (a*) == 0 by continuity, F (a) > 0 for a G (ai,a*]. By Lemma 5(i) u^^\a) > 0 
for a G [ai,a*]. This implies that xi{a*) > 0 together with u'^^(a*) > 0 and (3.20) 
shows that F (a*) > 0. This contradiction proves (i). The proof of (ii) proceeds the 
same way. 
We have the following Lemma 10 which constitutes a part of our main Theorem 
as a consequence of the above proposition. 
Lemma 10. There are only 3 zeros 02 < 0, 0, and ai > 0 of F. 
Proof. Without loss of generality we can assume ai is the smallest of the positve 
zeros of F. Suppose there is a zero 03 > of F with the property F(a) > 0,Va E 
[01,03]. We show that this leads to a contradiction. 
The definition «1,03 imiDlies F has a local maximum at some â E (01,03). This 
implies F (à) < 0. But then Proposition 1 gives F (à) > 0 contradicting the pre­
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vious statement. The proof that 02 is the only negative zero of F follows the same 
way. 
Remark 5. ( i )  C o m b i n i n g  T h e o r e m  3 ,  P r o p o s i t i o n  1 ,  a n d  L e m m a  1 0  s h o w s  t h a t  
u ( a )  >  0  f o r  a  >  0  a n d  u ( a )  <  0  f o r  a  <  0 .  
(ii) By Lemma 9 and Lemma 10 
lim r(a) = ±00. 
a—>±00 
Lemma 11. Let 1 < w < 2. Then (i) F has only two zeros ài > 0 and 0.2 < 0, 
(ii) F (a) > 0 for a G (—00,02) U (âi,oo), 
( H i )  F (a) < 0 for a  6  ( 0 2 , â i ) .  
Proof. F(ai) = 0 by Proposition 1, F(0) = 0 by (3.27). Therefore there is Sj € 
(0,Oi) a zero of F by the Mean Vakie Theorem . We shall show that there are 
no more. Now by Lemma 3 F (âj) = 0 im%)lies u^^^(âi) > 0. We see F (ôi ) — 
{guu{;u(ài))u^^\âi), by (3.20). The assumption (A3), u(^)(âi) > 0 and 
Remark 5(i) together give F"(âi) > 0. That is âj G (0, oi) with F'(âi) = 0 implies 
F (âi ) > 0. This tells us that there cannot be any other zeros of F in (0, aj ). That is 
F (a) > 0 for a G (0, fli ). Proposition 1 shows F'(a) > 0 for a G (ai, 00), F"(ai ) > 0. 
These two facts imply F (cij) > 0. Similarly it can be shown that there is only one 
negative zero 02 of F . This proves (i). (3.28) shows F (0) < 0. This together with 
the first part proves (ii) and (iii). 
Proof of Theorem 1. The proof follows from Lemma 11 and Remark 5. 
Proof of Theorem 2. The proof follows from Lemma 11, Remark 2, Proposition 
1, and Remark 5. 
3.3 Periodic Solutions 
In this section we study the odd '2tc— periodic solutions of 
—Uxx + < j { u )  — ^ ~ u  = a sin(x), x  G R  (3.48) 
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where a E JZ,w E [1,2) and g an odd function of u. 
Note that (3.48) is (3.1a) with g { x , u )  replaced by g { u ) .  Let a  G r ~ ^ ( a ^ y ^ ) .  
Define U{x\a) = u{x-,a) for x G [0, tt], Î7(a;; a) = —U{2TT — x) for x G [vr, 27r]. That 
is extend u{a) as an odd function about tt. Now extend U{x;a) as a 27r-periodic 
function of x to R. 
Remark 6. ( i )  S u p p o s e  ( 3 . 4 8 )  h a s  a  p e r i o d i c  s o l u t i o n  o f  l e a s t  p e r i o d  T .  T h e n  t h e  
left hand side of (3.48) is T periodic and is equal to sin(z) which is periodic with the 
least period 'ITT. Therefore T must be an integer multiple of2i:. That is all periodic 
solutions of (3.48) have a least period greater than or equal to 'ITT. 
It is easy to see that U { x ; a )  is an odd 27r periodic solution of (3.48). We claim 
that all odd 27r-periodic solutions of (3.48) are given this way. That is if U is 
an odd 27r-i3eriodic solution of (3.48) then U restricted to [0, tt] is ii{a) for some 
a€r-"(avf)-
Let U { x )  be an odd 27r-periodic solution of (3.48). For U { x )  restricted to [0, tt] 
to be a solution of (3.1) we only need to show that 
[/(TT) = 0. (3.49) 
Define V by 
y(.T) = -[7(2? - .f). (3.50) 
It is easy to show that both U and V solve (3.48) and satisfy (7(0) = 1/(0) = 
0,l7i(0) = Vi:(0). Hence uniqueness of solutions of (3.48), subject to same initial 
conditions, implies U{x) = V{x),x G R. In particular y(7r) = [/(tt). But by (3.51) 
V{n) = —U{Tr). The last two facts giv. (3.50). That is all odd 27r-i3eriodic solutions 
of (3.48) are given by U{x\a) where a = G Therefore we have 
proved the follwing Theorem. 
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Theorem 3. All odd 'In-periodic solutions of (3.48) are given by U(x;a) where 
We can also state a Theorem similar to Corollary 1 characterising the least 
number of odd 27r periodic solutions of (3.48). 
Theorem 4. Let ai,a2 have the same meaning as in Theorem 1. Let aj = 
^/JT{aj) for j = 1,2. Then (3.48) has 
( i )  a t l e a s t  3  2 - K - p e r i o d i c  s o l u t i o n s  f o r  a  G  ( o i , « 2 ) ,  
(ii) atleast 2 2ir-periodic solutions for a — oix and a = ag, 
( H i )  a t l e a s t  o n e  ' Z n - p e r i o d i c  s o l u t i o n  f o r  a  G (—00, qi) and a € (cv2, 00). 
CHAPTER 4 
ASYMPTOTIC AND NUMERICAL RESULTS 
4.1 Asymptotic Results 
This Chapter is divided into two sections. In section 1 we derive the asymptotic 
behaviours of u(a) and r(a) as a —±oo for a paricular choice of the nonlinearity 
g{.,u) in (3.1a). In section 2 a numerical scheme that can be used to solve the 
b o u n d a r y  v a l u e  p r o b l e m  i s  p r e s e n t e d .  W e  c h o o s e  g { u )  =  |  u  >  0 , p  >  
Set f ( u )  =  g { u )  —  1 < w < 2. It can be verified that g { u )  satisfies all the 
assumptions (A0)-(A6) made in Chapter 3. Let us collect some results obtained 
and notations used in Chapter 3 that are needed here: 
(i) Q ,  = (0,7r),<6i(z) = ^ s m { x ) , x  G fi, (/,</) = ^ f ( x ) g { x ) d x ,  
(ii) for a  6 R , v { a )  is the unique solution of 
-Vxx 4- /(a<^i + v )  -  { f { a ( t > i  + u), <^i)<6i = 0, (4.1) 
subject to u(0) = V { T C )  =  0. 
(iii) v { a ) , u { a )  =  a c f t i  +  v { a )  are symmetric about a; = f and they are in H q  fl . 
(iv) For a  Ç .  R  the pair u  =  u { a ) , ^  =  r(a) is the unique solution of 
-Uxx + /(•«) = l(f>i = y^7sin(a-) (4.2) 
subject to u ( 0 )  = u { 7 r )  = 0, { u ,  ( p i )  =  a .  
(v) Since f ( u )  is an odd function of u  it can be shown that 
v { — a )  =  — v { a } , u { — a )  =  — u { a ) .  (4.3) 
(vi) r(a) = a + { f { u ( a ) ) ,  ( p i  ) = (1 - u j ^ ) a  + 77(^(0) | u { a )  ( f > i )  by (3.18). 
(vii) u ( a )  >  0 for a > 0 by Remark 5(i) of Chapter 3. 
Now (v) and (vi) shows that r(—a) = — T Ç a ) .  That is u(a),r(a) are odd in a .  
Therefore we can assume a to be positive and the absolute value sign in (vi) is not 
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necessary for a > 0. In other words for a > 0, 
r(a) = (1 - w^)a + (4.4) 
The following notations are introduced for convenience: 
(viii) write (?/») for ' i p ( x ) d x ,  
(ix) a non trivial function 7 is of order a'", r > 0 as a —+ 00 if 
I 7(«) |< C ' L  + C*2a'" for A  >  0 ,  
for some positive constants C'i,C*2 which are independent of a. This is written as 
I 7 1= 0(a'') as a —> 00. 
( x )  We write | î/ |, | |i, | u  |oo for | u  I |z,2(n), I " iL^(n) respectively. 
We find a lower bound for F by an aj^plication of the Holder's inequality. That 
is 
0 < a = (u(o), <^i) =1 (u(o),<^i) |< (u(a)^^+Vi)^^(<;^i)^^- (4.5) 
Note that u(a) > 0 for a > 0 was used in deriving the above estimate. Therefore 
(u(a)"^+\ <^1) > (4.6) 
Now (4.4) and (4.6) yield 
r(o) > 7(a) = (1 - w")a + ?7(.^i)-V+:. y) 
Next we try to find the orders of | u ( a )  | and r(a) as a —> 00. The estimate (2.30) 
for ti(a) gives 
I. (4.8.) 
With the heli3 of the form of / (4.8) can be simplified as 
l4o)|i<Ci+C2a-^+\ (4.9) 
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for some positive constants Ci, C2. Now an application of Cauchy- Schwarz ineqality 
gives I u(a) |oo< v^(^i Without loss of genarality we shall use the same 
constants Ci, Cg. That is 
I «(O) |oo< Ci (4.10) 
From our numerical experiments done for the special case of p = 1 it was discov­
ered that in fact 
I  " (a)  |oo< Ci  +  C20.  (4.11)  
We shall establish (4.11) which is an improvement over (4.10). The numerical 
evidence leads us to the scaled variable 17(a) defined by aU{a) = u{a). By looking 
at (4.2) it is easy to see that U G ffj satisfies 
= [(1 - w^) + (4.12a) 
(I7,,^i) = l. (4.12b) 
Multiplying by U on both sides of (4.12) and integrating over Q gives 
([//) + = w^((7") + (1 - w") + (4.13) 
Both (W^) and (j)i) can be estimated in terms of ([/^;'+^) with the help of 
Young's inequality. That is given e > 0 there is a positive constant A independent 
of a such that 
Putting these in (4.13) implies 
(C/z^) + 77(/^''([/^''+^)[l - e - + (1 _ W^) + (4.16) 
Now by choosing e small enough and letting a —> oo in (4.15), it is easy to see that 
= 0(1), (C/z^) = 0(6%^"), as a ->00. (4.16) 
Differenting (4.12a) with respect to x  gives 
-C/zzz + 77a"'(2p + l)[T"P[;z - = [(1 - w^) + ,^i)]^i„ (4.17) 
Multiplying (4.17) by Ux and integrating over shows 
([/zz") + (2p + l),;o"P([/"^(7^) = w=:(Z72) + [(i _ w^) + (4_ig) 
Now using (4.14) and (4.16) yields 
([/^''[T^) = 0(1),((7^^^) = O(a^P) as a oo. (4.19) 
Taking the first parts of (4.16) and (4.19) shows that (7^+^ G H q  with | {7''+^ |i = 
0(1) as a —> DO. This implies that 
I U  |oo= 0(1), as a —> oo (4.20) 
by Cauchy-Scwarz inequality. Hence by the Ascoli-Arzela Theorem, for every se­
quence {an} such that Hm„_oo O/i = oo, there is a subsequence {oru-} with 
hm U^'^^(ank) = uniformly on Q. (4.21) 
K — O O  
We note that Uoo > 0 and U{an^ ) converges uniformly to Uoo in We shall 
use the uniform convergence to justify the interchange of the limit and integration 
ojaerations in our subsequent analysis without mention. We shall now find Uoo-
Let i/) G C^. Multiplying (4.12a) by 0 and integrating over Q gives 
-(:;,^zz) + 7?a"''(Z7""+\^)-w"([/,!/,) = [(l-w") + 77o"P([/"P+\f^i)](^i,V') (4.22) 
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Dividing by and letting a —)• oo through the subsequence {0^^} in (4.22) shows 
(4'ui>)M e C^. (4.23) 
In arriving at (4.23) we made use of (4.21) and (4.20). This impHes 
Uoo{x)  =  C[<i} i {x) ] '^^ ,x e  0-,  (4.24) 
for some constant C > 0. By letting a —> oo through the subsequence } in 
(4.12b) implies 
{Uoo,<Pi) — 1. (4.25) 
(4.24) and (4.25) gives 1 = C{(j}i ^p+i'). That is 
C  =  2^+n~ (4.26) 
(«Pi ) 
Thus Ucx> does not depend on the choice of the subsequence of {ctn} and we can see 
that 
lim U { a )  =  U o o ,  (4.27) 
a—*oo 
where Uoo is given by (4.24) and (4.26). That is | U{a) |oo= 0(1) which is the same 
as (4.11). Using (4.9) in (4.4) impHes 
r(G)<Ci + C2o"^+\ 
In the order notation (4.9), (4.11), and the above are | u ( a )  |i= 0(a^''+^), |  u ( a )  |oo= 
0(a) and | r(a) |= as a —» oo respectively. Therefore we have proved the 
following Theorem. 
Theorem 1. Let a > 0,(f>i{x) = sm{x),x Ç = [0,7r]. Then the unique 
solution u = u{a),j — r(a) of (4.2) satisûes : 
( i )  u { — a )  =  — i i { a ) , r { — a )  =  — T { a ) ,  
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(ii) 7(a) < r(a)  < Cl + where 7(a) is  defined by (4.7), 
( H i )  I  n ( a )  |oo< Ci + C2 I  a  I ,  where Ci,  C2 are some positive constants independent 
of a. 
(iv) 
I 
2p + l  
lim — = U o o { x ) , x  e n, where Uoo{x) = 
and the convergence is uniform in Q.. 
4.2 Numerical Results 
In this section our aim is to find n { a )  and r(a) numerically for a > 0. Let 
(l)m(x) = sm{mx),m = 1,2... , z G (1. We solve (4.1) for the special case 
g{u) = u^. That is for a given a, we solve for the unique solution u = u(a) and 
7 = r(a) of 
—Uxx + = j(^i = Y —7sin(x),77 > 0,1 < w < 2,a; e f2, (4.28) 
subject to u(0) = u ( 7 r )  = 0, (ti, </>i ) = a .  
We truncate the Fourier series of u(a) after N modes. That is 
N 
î i { a )  —  a ( j ) i  +  ^  a j ( f ) j .  (4.29) 
j=i 
is an approxmation to u { a ) .  Multiplying (4.28) by (/!>^, 1  <  m  <  N  and integrating 
over Q, gives 
(m^ - Lo-)am + ,(l>m) = 0,m = 2,3,... TV (4.30) 
and 
T { a )  =  [ 1  ~  u ) ' ^ ) a  +  m = 1. (4.31) 
The nonlinear sysytem of (A'' — 1) equations (4.30) in # — 1 variables «2, «3, • • • , o/v 
is solved by Newton's method. Let ai = a, Fni(ai, <^2, 03, • •. , ayv) = (m^ —a;^)am + 
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ri(u^, (t>Tn)i m = 1,2,... , TV. Let us use the notataion â = («i, 02,... , a^) to repre­
sent the vector ô £ and à = (02,... , oyv) to represent the corresponding vector 
à 6 R^~^. To determine à we need to solve 
F m  = ( j ^ m )  = 0, m  =  2 , 3 , . . .  N .  (4.32) 
We shall also use F i j  instead of The ( N  —  1) by { N  —  1) Jacobian matrix 
{Fij},j, z = 2,3,... ,N for the system (4.30) is represented by F . 
We recast the equations (4.30) and (4.31) in the following vector notation. That 
is (4.30) and (4.31) become 
F { a )  =  Ô, (4.33) 
and 
r(a) = F i ( a ) .  (4.34) 
We need the Jacobian matrix of F to implement the Newton's algorithm to solve 
(4.33). Differentiating (4.30) with respect to a, gives 
Fm,i = { m -  - + 3rj{ir(i) i ,  <^m), i = 1, 2,... , N .  (4.35) 
Observe that the Jacobian matrix is symmetric. This easily follows from the sym­
metry of the inner product and (4.32). 
Now we give the main steps of the Newton's algorithm. 
Step 1 : Given ai = a we pick an initial &o to form our initial guess ÔQ. 
Step 2 ; Evaluate F { c i o ) , F  («o). 
Stei3 3 : Solve the linear system of equations F (ao);ï = F{ Â O ) .  Then set àj = Ù Q  — X .  
Check if I âi — âo |< tolerance. If the answer is yes then an accepia-ble approximate 
solution of (4.33) is a = ài. If the answer is no then we set âo = and go back to 
Step 2. 
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In evaluating F and F' in Step 2 we need to compute 4>m) for a 
given â where û is given by (4.29). Let us compute 
N N 
(û ,4'm) — ^ ^  ^ ] 1m (4.36) 
where 7^^' = {(l>i<j>j(l>k<f>m)- Note that is symmetric with respect to all of it's 
indices. A simple calculation now leads to 
« • • =  Eè-Eè J J K  _ 
mG.4-|- "" mgv4_ 
where A+ = {z +  j  —  k ,  i  +  k  —  j , j  +  k  —  i } , A -  — {i —  j  —  k , j  —  k  —  i ,  k  —  i  —  i } .  A  
word of explanation is needed concernig the notation .4+ and A~. Even when two 
elements are same they are counted twice. For example to compute we need 
A"*" = {1,1,1},^" = { —1,—1,—1}. Therefore ^ for m = 1 and zero for 
m ^  1. 
The computation of 
N 
Y M A J U K  
j,k=l 
proceeds the same way. Once we have the solution à of (4.33) for a given a > 0, the 
relations (4.29) and (4.34) are used to find w(a) and r(a) respectively. 
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CHAPTER 5 
THE DYNAMIC PROBLEM 
Consider the nonlinear parabolic initial value problem 
Ut = «IX — g(z, u) + + a sin(a:), x G 12 = (0, tt), ^  > 0 (5.1a) 
subject to the Dirichlet boundary conditions 
tf(0,i)  =  u { 7 r , t )  =  0 , t  >  0;u(x,0) = uo(a;) ,  z  6 0 (5.1b) 
where a  E  R  and w E [1,2). 
Denote the unique solution of (5.1) 1)y u ( x , t - , u o )  on it's maximal interval of 
existence [0,t(«o)). When the solution is considered as a profile over Q, evolving in 
time we will write u(t, uo) or u(t) for short. A function ip defined on Q is called a 
rest point of (5.1) if 
—V'xx + V") — = a sin(a;), x Ç. Çl = (0, tt) (5.2a) 
and satisfies the Dirichlet boundary conditions 
,/,(0) = = 0. (6.2b) 
Rest points are also called steady states, equlibrium solutions or stationary solu­
tions. Let E be the set of rest points of (5.1). The rest point ^ is said to be stable 
if for every e > 0 there exists a 6 > 0 such that for any uo such that | uq — V* |< ^ we 
have I u{t,uo) — \< e for all t > 0. The rest point ^ is said to be asymptotically 
stable if is stable and there exists a.n 77 > 0 such that for any \ uq — xjj |< 77 we 
have u{t,Uo) —> •0 as f > 00. 
In this chapter we will show that every solution u { t )  approaches one of the rest 
points. Of course the rest point that is approached by a solution of (5.1) may de­
pend on the initial condition t/.o. In any event solutions of (5.1), for various initial 
conditions U Q , approach any set that contains the set of rest points E .  Among these 
we will choose a set that is compact and more robust the rest. By robustness we 
mean that the set is stable under small pertubations in the system (5.1a). This set 
will be called the global attractor for (5.1). The definition of the global attractor 
shall be given later. One of the properties of the global attractor is that all so­
lutions of (5.1) enter a neighborhood of it as the transients die down. Therefore 
understanding the dynamics on the global attractor allows one to determine the 
long time behavior of the system. If the dimension of the global attractor is small 
then the infinite dimensional i^roblem can be approximated by a finite dimensional 
problem, for large time. A nice discussion of the desirability of determinig the global 
atttractor can be found in the introduction of Hale[10]. 
Chafee and Infante[3] studied the existence and stability properties of the rest 
points of (5.1) for the sjjecial case a = 0,g{x,u) = Xu^ and A > 0. Their study of 
the number of rest points was based on a phase plane analysis of (5.2). A phase 
plane analysis was possible thanks to the independence of x in this case, so that 
that the steady state problem was autonomous. In Chapter 3 we were able to break 
free of this restriction but had to be content with another restriction on w, w < 2. 
Let T { t )  : iirj(^) be the mapping defined by T { t ) u o  =  n { t - , u o ) .  We 
will show that t ( u o )  = oo and that u { t )  is bounded uniformly in time. That is the 
solution of (5.1), •U{x, t; UQ) exists and is bounded for all time i > 0. This is done by 
constructing a Lyapunov function V such that V is nonincreasing along any positive 
semi-orbit. 
Let F { x , u )  =  J ^ [ g { x , s )  — u j ' ^ s  — asin(x)](i.s. Define V  :  H q  — ^ R h y  
Let e  € (0,1). Then there is an p  >  0  such that | g { x , i i )  — u ' ^ t i  |> 2e | ti | for 
I îf |> /3, x € by the assumption (AG) of Chapter 3. This implies that there is an 
(5.3) 
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M f  > 0 such that F { x ,  u )  >  e u ^  —  a u  sin(a;) — for all a: 6 0, u G R. This can be 
further simplified as F{x, u) > for all x Q. R and = 7r[J^ +Me]. 
Putting this in (5.3) gives 
Thus V  is bounded from below on H I { Ç L ) .  We now show that V { T { t )uQ) is a non-
increasing function of time by showing that it's derivative is nonpositive. 
In arriving at (5.5), (5.1a) and (5.1b) were used. (5.5) implies that V { u { t ) )  <  ^ (tto) 
for t > 0. Therefore | | u{t) |f +f | u{t) —N^ < V(u{t)) < y(wo). This in turn 
shows that | u{t) |j< 2{y(uo) + and | u{t) |^< ^{V(UQ) + Ng} for t > 0. The 
important thing is that the bound does not depend on t and hence t(uo) = oo. 
Therefore we have proved the following Lemma. 
Lemma 1. Let U Q  E B{p) = {u E H Q { Ç I )  : |  u | i<  p } .  T h e n  t h e  u n i q u e  s o l u t i o n  
u(t,uo) of (5.1) exists for all t > 0 and u((, Uo) € B(r) for t > 0, where r depends 
on p. 
Remark 1. Corollary 1 of section 2.6 of Chapter 2 shows that for t > 0,T{t) is a 
compact opertor from to itself . 
W) > 5  I-A i ;  +  J  I iS  I ' - JV, .  (5.4) 
± V ( T ( t ) u , ) = ± V ( u i t ) )  
I U T I T )  1^ . (5.5) 
• 66 
Remark 2. Corollciry 2 section 2.6 shows that for e > 0,uo G we have 
{T(t)uo,t > e} precompact In 
Now the study of the longtime behavior of u ( t ,  U Q )  makes sense in light of Lemma 
1. In order to study this we define various concepts that capture some of the 
behaviour of u{t,uo) for t large. A mapping 7 : Jî —> A is called a complete orbit 
through a if 7(0) = a and T(t)'y(s) — ,7(3 + t) for s G R,t > 0. Similarly the 
positive orbit through a, is 7 restricted to non-negative real numbers. A 
set A in is invariant if 7(a) C A for all a E A and A is positively invariant 
if 7"^ (a) C .4 for all a E A. For ?/> 6 define the unstable manifold of by 
= {uo G HQ : T{T}ÏIO is defined for all i < 0 and T{T)UQ —+ t/» as i —> —00}. 
It is easy to show that {tp} C T'F"(-0) and that the unstable manifold is invariant. 
Define the w-limit set of UQ by u'(uo) = {u G : there is TN —+ 00 such that 
lim„_oo = îi}. In a similar manner the a-limit set of U Q  is defined as 
o c ( u o )  =  { u  E  H q  :  there is > —00 such that Hmn__oo = u}. Trivially 
w(^) = {•0} = o:{ ip)  for ip  E E.  Also note that the a-limit set, w-limit set capture 
the behavior of the solution at —oo,4-co respectively. Hence the first and last of 
the Greek alphabet. It can be shown that for uq G Ho(^) we have 
u{uq) = r\r>oC\osuve{ T ( t ) u o  : t > T } .  (5.6) 
By Remark 2 it easily follows from (5.6) that uj(uo) is compact. 
For sets .4, B in we say A attracts B if for every e > 0 there is a M > 0 such 
that T{t)B is in the e neighborhood of A for all t > M. If a set A attracts every 
bounded subset of Hq{Q,) then A is called an attracting set. 
Definition 1. A set A is called a global attractor if A is (i) an attracting set, (ii) 
an invariant set, (Hi) a compact set, and (iv) maximal with respect to (ii), and (Hi). 
We shall need the following Theorem from Henry[ll]. 
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Theorem 4.3.3. Let T{t) be a continuous semigroup in I I q (Q ). Suppose uo G 
HQ(ÇI) and {T(^)uo : i > io > 0} lies in a compact set in Then UJ(UQ) is 
nonempty, compact, invariant, connected, and dist(T(t)uo,ijj(uo)) = Q as t oo. 
With the definitions out of the way we are ready to describe the global attarctor 
for T{t). Remark 2 and Theorem 4.3.3 show that uj{uo) is nonempty, compact, 
invariant, connected and T{t)uo —> u){uo) as i —> oo. Therefore the global attractor 
for T{t) must contain u>{uo) for every uq G We will now characterise the 
sets u)(uo) in more detail. It can be shown, with the help of (5.4) and (5.5) that : 
(i) V  is bounded below by — N ^ ,  
(ii) V { u o )  —> +00 as | u q  |i—> +oo, 
(iii) V ( T { t ) u o )  is non-increasing in t  for each «o G and 
(iv) if V{T{t) U Q )  = V{'I L Q ) for all f > 0 then U Q  is a rest point. 
A function V that satisfies the properties (i), (ii), (iii) and (iv) is called a Lyapunov 
f u n c t i n  f o r  T { t )  [ 1 0 ] .  L a S a l l e ' s  i n v a r i a n c e  p r i n c i p l e [ 1 3 ]  s h o w s  t h a t  V ( T ( t ) u )  =  
V i u ) , t  >  0 ,  f o r  a l l  u  G  w ( z i o ) .  S i m i l a r l y  V ( T { t ) u )  =  V { u ) , t  >  0 ,  f o r  a l l  u  G  a ( u o ) .  
Thus by (iv) oj(uo) C E. We showed in Chapter 3 that E has a maximum of three 
and a minimum of one member depending on a. So the connectedness of a;(uo) and 
that it is a subset of E imply that w(wo) is a singleton. That is all solutions of (5.1) 
approach a single rest point of (5.1) as t —> oo. The rest point approached may 
depend on the initial condition UQ. Therefore we have proved the following Lemma. 
Lemma 2. Let E be the set of rest points of (5.1). Let uo G Jfo(rZ). Then w(uo) = 
for some ijj E E and a{tio) = 0 for some (f) E E. 
Remark 3. It is an easy con.sequence of Lemma 2 that limi^c>oT(t)uo = ?/> for 
some Tp £ E. 
The set E is invariant. It is compact since it contains a maximum of 3 elements. 
Therefore the global attractor contains E. But E may not be maximal since A = 
U^g£7W"(î/') contains E and satisfies (i), (ii), and (iii) of the Definition 1. Of course 
if = {ijj} for all ^ g ^ then ^4 = If we can prove that A is maximal with 
respect to the propoerties (ii) and (iii) then we will have verified that A is the global 
attractor. 
Let B be a large ball containing E. Let K = uj( B )  = { T P  : there are Un € 
B and > oo such that lim„_»co r(i„)un = tp}- Remark 2 and arguments similar 
to those used to verify Theorem 4.3.3 show that K is nonempty, compact, invariant, 
connected and T{t)B —> K as i ^ oo. Note that E C K. It can also be shown that 
K is attracts B. Therefore K satisfies the properties (i), (ii), and (iii). We show 
that K is the global attractor by showing it is maximal with respect to (ii) and(iii). 
Suppose B is compact and invariant. We show that B C K. Let b E B,tn oo. 
S i n c e  B  i s  i n v a r i a n t ,  T { t ) b  i s  d e f i n e d  f o r  e d l  t  £  R  a n d  T ( t ) b  G  B .  C o m j ^ a c t n e s s  o f  B  
implies that limT{—tn)b exist through a subsequence. Without loss of generality we 
a s s u m e  H m r ( — ^ n ) ^  =  6 i  G  a ( u o ) .  B y  L e m m a  2 ,  b i  £  E .  T h i s  s h o w s  t h a t  T { — i n ) b  
is in B for n sufficently large. Therefore b = Hm„_»oo T'(i„)T(—^„)6 which impHes 
b G K by definition. Therefore B C K. Thus K is the global attractor. 
Next we show that .4 = K .  Let X L Q  G A .  Then a(%o) is non empty and a { u o )  G E .  
As in the argument above UQ G A'. Thus A C K. Now we show that K C A. Let 
ijj G K- Again compactness and invariance of K shows that «(V*) is defined and 
a(V') G E. That is G >i. This comjDletes the proof of A = K. Therefore the global 
attaractor is A = U^e£;t'^"('0)-
A rest i^oint i p  G  E  i s  called hyperbolic if the eigenvalues of D T { t ) ( ' t p )  are disjoint 
from the unit circle centered at the origin in the complex plane. This is equivalent 
to the eigenvalues oî L = — + 9u{-, i/;) — w^, together with the Dirichlet boundary 
conditions, being disjoint from the imaginary axis in the complex plane. Since the 
operator L is self adjoint this is the same as saying 0 is not an eigenvalue of L. Let 
a = yjJQ •ip{x)s'm{x)dx and let be the smallest eigenvalue of L. Then by 
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Lemma 11 of Chapter 3 F (a) < 0 if and only if a £ (02, âi). We also established:(i) 
E = {u(a) : a G (ii) that only the smallest eigenvalue /ii(a) can be 
nonpositive by Remark 3 of Chapter 3, (iii) F ( a )  and / ^ i ( a )  are of the same sign. 
Therefore if a 7^ J = 1, 2 then all the rest points of (5.1) are hyperbolic, 
and /ii(a) < 0 if and only if a G (Ô2,âi) see fig[ll]. It was also observed that the 
d i m e n s i o n  o f  t h e  e i g e n s p a c e  c o r r e s p o n d i n g  t o  i J . \ { a )  i s  o n e .  I t  i s  k n o w n  t h a t  i f  u { a )  
is hyperbolic then the tangent space at u{a) to the unstable manifold W"(u(a)) is 
spanned by the eigenfunctions corresponding to the negative eigenvalues of L. By 
the above comments the dimension of this tangent space is one if a 6 (02,âi) and 
zero otherwise. That is the dimension of W^(u{a)) is one if a 6 (â2,âi) and zero 
otherwise. 
Theorem 1. Let ci\, ci2 be as defined in Lemma 1 1  of Chapter 3 .  Let aj = yj ^ R ( À J  ) 
for j = 1, 2. 
( i ) I f  a  <  a i  o r  a  >  a 2  t h e n  t h e r e  i s  a  u n i q u e  s t e a d y - s t a t e  u ( a ) ,  w h e r e  a  i s  d e t e r ­
m i n e d  b y  F f a )  =  a n d  t h e  g l o b a l  a t t r a c t o r  A  =  { u ( a ) } .  
(ii) If ai < a < a2 then A = T'F"(f/(a3)) U {«(«i), ^ (ag)} ^vith Uj determined by 
r(oj) = a/jcv for j = 1,2,3 with «2 < 03 < «i-
We study the unstable manifold W^(u{a3)) in greater detail. We say that the 
r e s t  laoint (J) connects to a rest point •0 if there exists a UQ such that T{T)UQ exists 
for alH 6 i? and 
lim T { t ) u o  =  and lim T ( t ) u o  =  ( j ) .  
t—-CO t—'—00 
In this case the orbit { T { t ) u Q  :  t  Ç .  R }  i s  called a connecting orbit from (j) to ij). 
We will show that there are connecting orbits from «(03) to ^(02) and from u{az) 
to u{a\). These connecting orbits make up the unstable manifold. This is done by 
showing that {T(t) : i > 0} is stricly monotone. That is T{t)uQ > T(t)vQ if uq ^ Uo 
a n d  i L o  ^  v q .  T h e  n o t a t i o n  u  >  v { u  >  v )  m e a n s  u { x )  >  v { x ) { u { x )  >  v ( x ) )  f o r  x  E  
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Lemma 3. Suppose ui,u2 G E are such that ui ^ «2. Then either ui < U2 or 
U 2  < U I .  
Proof. Let w = ui —112- Then lu satisfies 
W x x  +  =  a { x ) w ,  a: € = (0, tt). 
U I  —  U 2  
By (3.2) of Chapter 3 a ( x )  >  0. Then Sturm comparison theory shows that w  is of 
one sign on an interval of length greater than J > f • Now using the symmetry of 
ui and U2 proves the Lemma. 
Let u q ,v q  g H o i ^ )  such that u q  > v q  and u q  ^ uo- Set w ( t )  =  [ T { t ) u o  —  
T{t)vo]e~'*'^K Then w{t} satisfies 
lot = iDxx - ^ ^ ^ (0, tt), !t > 0 (5.6 a) 
i (tJWo — i { t j V Q  
and the Dirichlet boundary conditions 
ty(0, t )  = tt)(7r, ^) = 0, i > 0; w { x ,  0) = u o i x )  —  v o ( x ) ,  x  E fZ. (5.6b) 
By (3.2) of Chapter 3 > 0 for all a; G > 0. Then the 
minimum principle for linear parabolic equations[19] shows that w { x , t )  >  0 for 
X E > 0. That is 
U Q  > V Q  and U Q  ^ V Q  implies T { t ) u o  >  T { t ) v o  for t  >  0 .  (5.7) 
A dynamical described by a semi-group { T { t )  : f > 0} that satisfies (5.7) is called a 
strictly monotone dynamical system. 
Theorem 2. Let ai,û'2 be as deûned in Theorem 1. Let a G [0:1,0:2]. Let aj G 
T for j = 1,2,3 be arranged such that a2 < as < ai. Then 
( i )  u { a 2 )  <  u [ a - i )  <  « ( a ,  ) .  
(ii) If u(a3) < U Q  <  u ( a i )  a n d  U Q  ^ «(03), wq ^ "(«i) (:hen u{as) < T(t)uo < 
u { a i ) , t  >  0. 
(in) If u(a2) < uq < «(03) and uq ^ u{a3),uo ^ "(03) then u{a2) < T{t)uo < 
1/(03), < > 0. 
Proof. 02 < 0 and oi > 0 imply «(og) < 0 < u{ai) by Remark 5 of Chapter 
3. Lemma 3 shows that u{ai),u{a2), and ^(03) are ordered. This together with 
<32 < ^3 < oi proves (i). Parts (ii) and (iii) follow from the strict monotonicity of 
T{t) for ^ > 0. 
Let Wo G W^{u{a3)) and uq 7^ ^(03). Then a(uo) = ^(03). This shows uq is not 
in B and V(u(a3)) > V('Uo). Therefore 10(110) ^ ^(03). Without loss of generality 
w e  a s s u m e  t h a t  u > ( u o )  =  u ( a i ) .  
By the comments preceding Theorem 1 /.iiius) < 0. Let the eigenvector corre-
sjDoding to j-L\{a:i) be tui. Since Wi is of one sign, without loss of generality we 
shall assume w\ > 0. Let T{t)uo — if(03) = i]Wi + v such that (u,wi) = 0. The 
subspace spanned by is the tangent space of W^(u(a3)) at ^(03). This implies 
hmt__oo ^ = 0. This in turn shows that 
hm °D ( A ^ )  —  H q { Q , ) .  (5.8) 
t * — 00  'Cj 
But by Lemma 6 of Chapter 2 section 2.6 it follows that in fact the convergence is in 
D(A) = That is T{t)uo approaches «(03) either from below or from 
above. If we take the plus sign in (5.8) then there is M > 0 such that T{t)uQ > «(os). 
This together with T{t) is strictly monotone and hm(_oo T{t)iio = u{ai) show that 
0(03) < T(t)uQ < •u(ai) for all i G In particular it gives another proof of Lemma 
3 that «(03) < u(ai) without the help of Sturm comparison theory. 
Therefore we have estabhshed that is T { t ) u o  is a connecting orbit from «(03) to 
u(ai ). If there were no connecting orbit from 11(02) to 11(03) then the global attractor 
is = B\Ju(a2 ) where B = u(a3)[j{T(t)uo : t 6 T(t)uo is a connecting orbit from 
11(03) to ii(«i)} U 'u(ai). This contradicts the connectedness of .4. This shows that 
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there is a connecting orbit T { t ) v o  from u ( a 2 )  to «(03). In fact A  is path connected 
b y  T ( t ) u o  a n d  T { t ) v o  a n d  A  =  ^ ( 0 3 )  U  { T ( t ) v o  :  ^  G  i 2 }  U  « ( 0 3 )  U  { T ( t ) u o  :  t  E  R } .  
Therefore we have proved that the global attractor A given by i4 = PF"(u(a3)) U 
{u(ai),u(a2)} in Theorem 1 is path connected and lies between ^(02) and u(ai). 
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Figure 1: Graph of F given by (4.4) with g { u )  =  and u; = 1.5 . 
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Figure 2: Graphs of solutions of (1.2) with g { u )  —  = 1.5 and a  as in Figure 1. 
Figure 3: Graphs of F given by (4.4) and 7 given by (4.7) with g { u )  =  and w = 1.5 
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Figure 4: Graphs of given by (4.24) and ^ with a = 40,p(it) = and w = 1.5 . 
