A theoretical interpretation of the dHvA experiments on Cu Kondo alloys is given. It is based on the Friedel-Anderson model for the electronic structure of transition-metal impurities .in Cu, and is capable of explaining in a consistent way the experimental data on the exchange splitting and the spin scattering anisotropy as well as the shift of the neck frequency due to the impurities, which have been measured recently by Coleridge et al. and Alles et al. Some previous theories are critically examined in this connection. § I. Introduction
§ I. Introduction
The de Haas-van Alphen (dHvA) effect has played an important role in our understanding of electronic states .in pure metals: (1) The frequency of the dHvA oscillation directly gives extremal cross sections of the Fermi surface of pure metals so that it is very useful to determine the Fermi surface of metals. 1 > (2) The cyclotron mass, which is often enhanced by the electron phonon interaction, is derived from the temperature dependence of the dHvA amplitude. Therefore it is helpful to study the electron-phonon coupling in metals. 2 > In addition the dHvA experiments on dilute alloys provide us information on the electronic structure of impurities. 3 > For instance, the change of the dHvA frequency and the Dingle temperature due to impurities are related. to electronic structure of doped impurities. They are often analyzed in terms of the rigid band model 4 > or by using the electronic lifetime on the Fermi surface calculated in the first Born approximation in the scattering potential. For nontransition-metal impurities this type of analysis usually works quite well so that the situation seems rather simple. On the other hand some peculiar results have been obtained for dilute alloys of Zn, Cu and Al containing transition-metal impurities.
In a typical Kondo alloy ZnMn it has been observed 6 l that the Dingle temperature proportional to the inverse of the electronic lifetime depends on the temperature logarithmically, which is believed due to the Kondo effect. The dHvA experiment on AlMn 6 > is also very interesting. It has revealed the socalled localized-spin-fluctu ation effect in this system as observed in the change of the effe.ctive cyclotron mass and the Dingle temperature. However nothing has been studied more thoroughly than Cu alloys., for which the first big step was the observation of a beat of the dHvA amplitude m CuCr by Coleridge and Templeton/> Later systematic measurements have been made on other Cu alloys .containing Mn, Fe, Co and Ni. 8 >-10 > Let us review briefly what Coleri'dge et al. have found, using a simple-minded expression for the dHvA effect.
It is well-know"n 11 > that Cr, Mn and Fe -in Cu have local moments, while Ni in Cu is nonmagnetic. Although the situation of Co in Cu is not clear, a single impurity of Co in a Cu host metal is believed nonmagnetic. 12 > To fix our idea let us suppose the dHvA experiment on a dilute CuMn alloy. Mn impurities can affect the dHvA effect in several ways: 1) They cause a shift of the dHvA frequency .JF. 2) They make the lifetime of the cyclotron motion finite. Consequently they introduce a Dingle temperature Tn 11 for conduction electrons-with spin (J. (J is the component of the electron spin along the direction of the magnetic field (i.e., z-axis). Since a local moment of Mn has a negative g-factor, it will align along the negative z-axis in the magnetic field. Then we have no reason to expect that Tnt is always equal to Tnt· 3) Local moments of Mn aligned by the external magnetic field give rise to spin-dependent shift of Landau levels of conduction electrons through the interaction between them. These three effects may be incorporated into the expression for the first harmonic of the dHvA oscillation in the following way: 
where F 0, r, hwc * and C are the dHvA frequency of pure Cu, a phase constant, the cyclotron frequency and a constant respectively. Re denotes the real part.
It is assumed in Eq. (1·1) for simplicity that 2n 2 kT/hwc * ~ 1. Equation (1·1) can be rewritten in the form The main purpose of this paper is to explain those results in a consistent way. That is to say, we will give an explanation of the dHvA effect of Cu alloys containing those iron-group impurities on the basis of a simple but basic picture for the electronic structure of the transition-metal impurities. For this purpose, needless to say, an expression for the dHvA oscillation must be derived from a first principle without relying upon such a phenomenological expression as (1·1). Before discussing our main subject we will examine some previous theories for the cTHvA effect in Kondo alloys from the following reasons.
(
Soon after the report by Coleridge and Templeton 7 l Miwa, Ando and the author 13 l and Simpson and Paton 14 l published independently theories of the Kondo effect on the dHvA effect, which they thought might be related to the _experiment on CuCr. 7 l These two theories look the same, but actually they are slightly different from each other. The difference seems to us important to discuss the experiments on Cu alloys. Therefore we will' examine it carefully. (2) References 13) and 14) are based on the perturbation calculation for the s-d Hamiltonian. But the Kondo temperatures are distributed in Cu alloys (from"' I0-2°K (Mn) to ~10 4°K , if we define TK for Ni) so widely that some considerations without relying upon the perturbation calculation must be useful. It is another purpose of this paper to present a calculation in this direction. This paper is arranged as follows. Section 2 is devoted to a derivation of the basic formula for the dHvA oscillation. Some considerations based on the s-d
Hamiltonian will be made in § 3. In the first half of this section we will perform a perturbation calculation and compare it with the previous ones, and in the second half a discussions based on Yosida and Yoshimori's theory 15 l of the ground state will be presented. In § 4, which is the main part of this paper, we will , give an interpretation of the dHvA effect of Cu alloys. 7 l-lO) Some remarks will be given in § 5. 
. The de Haas-van Alphen oscillation in dilute alloys
There have been several theoretical· investigatio ns of the dHvA effect in dilute alloys. Dingle 10 > was the first who has showed that the :finite lifetime of the cyclotron motion dut to impurity scattering gives rise to an effect quite analogous to the increase of the temperature . Another early work is Heine's rigid-band theory'> which deals with the shift of the dHvA frequency due to impurities. Later Brailsford17> discussed both effects for weak scattering impurities, and recently Soven 18 > has extended Brailsford's theory to the case where the doped impurities may have a r~sonance near the Fermi level.
It should be noted that all the theories mentioned above are based on the implicit assumption that the impurities are nonmagneti c, which is not the case for Cr, Mn and Fe in Cu. Furthermor e as shown in the experiment,8 > the effect of impurities, say, on a neck orbit is not the same as on a belly orbit. Therefore we need a theory of the dHvA effect for a metal with a general Fermi surface. It is the purpose of this section to present a theory in the direction. We follow the approach19>• 20 > previously applied to studies of the effect of the electronphonon interaction on the dHvA effect.
Our starting point is a relation for the thermodyna mic potential 
where ea is the energy spectrum of conduction electrons of a pure host metal in a uniform field. Za11 (w + i(J) is the self-energy part, which Is proportiona l to the concentratio n of impurities c for dilute alloys:
with the t-matrix taalf (w + i(J) of the forward scattering of an electron with the energy (1) from the state a to a.
Within the quasiclassic al approximati on the eigenstates are determined by 21 !Jose=-I; I;
where () (x) = 1 for x>O, = 0 for x<O. 
where Wn = (2n + 1) nkT (n: integer). The above expression 1s our final result in this sectio.n.
Some comments· on the formula (2 ·11) may be useful for later discussions. 
(A) Perturbation theory for the t-matrix
The evaluation of the t-matrix by the perturbation expansion in J. can be easily carried out. We have actually calcula~ed it up to third order in J with the aid of Abrikosov's quasifermion technique. 27 > Since this type of calculation is well known, we just show . the results where (3 · 4a) (3·7) The first condition v = 0 is rather severe, as we pointed out ·previously the Schrieffer-W olff transformatio n shows that v = 0 for the "half-filled" case (I Eal =Ea+ U), but for the "more-than-h alf" v is finite and' negative. This observation reminds us of the experimental facts, which suggest that· for Cr in Cu the d-shell is nearly half-filled, and Mn, ·Fe and Co have "mol'e-than-h alf"-filled dshells.
(1) At low enough temperatures the resistivity due to ·cr in Cu is larger than Fe, Co and Ni, and is presumably the largest among the iron~group elements.
This will be discussed in detail in § 4.
(2) The anomaly of the thermoele.ctri~ power (TEP) in CuCr 28 > is fairly small compared with that of AuFe, AuCo and CuFe,' 9 > which shows large negative TEP anomalies. Incidentally Au V 29 > shows a positive TEP. The relevance of this fact to the dH v A experiments has previously been pointed out by Coleridge et al. 8 > Remember also that theories 30 > by Kondo, Suh1 and Wong, and Fischer based on the Hamiltonian (3 ·1) have already found a negative TEP for v<O, and a positive one for v>O.
The experimental facts reviewed above and our observation that only the case with v = 0 gives zero spin scattering anisotropy (JT n = 0) are in good accord and lead us to conclude that v::::::O (i.e., having a half-filled d-shell) for Cr and v<O (i.e., more-than-ha lf) for Mn, Fe, Co and Ni. In order to discuss quanti- Carrying out the .integration in (3 · 4a)"" (3 · 4c) explicitly we obtain
Here we have kept the terms only up to 2nd order of J and have omitted the 3rd order terms for simplicity. The function g (z) is defined by the use. of the di-gamma function ¢ (z) as
Equation (3 ·lOa) is-just the same as what we. used in Ref. 13 ). As we pointed-out there -the second term in the pare~thesis gives Kondo's logarithmic enhancement factor. Of course, our results (3 ·lOa) 'and (3 ·lOb) satisfy the symmetry , (3 · 6) . In this c_onnection we emphasize the difference of the results between Refs. 13) and 14) . Starting from the model Hamiltonian with no potential scattering and the density of-states (3 · 7) Simpson and Paton obtained for the t-matrix an expression*> which is against the symmetry (3 · 6). As a con-*> Simpson and Paton say that they obtained-their seH-energy part by the decoupling method of the Green's function: 8D We have also calculated carefully the self-energy part up to second order by that method, and got the same results as (3·4a) _and (3·4b). Moreover we point out that Alles and Higgins 1 0> has already noticed through their analysis of experimental data that something is wrong about Simpson and Paton's theory. sequence they predicted a finite spin scattering anisotropy (() in their notation) for v=O.
To conclude this subsection we emphasize the importance of the number of The .behavior of tq (iO+) is however expected to be suggestive of that of tq we need.
We assume that the impurity with S = 1/4 has a small potential scattering, and that a magnetic field is applied. Then according to the Yosida-Yoshimor i theory tq (iO+) at zero temperature can be obtained in this way : 15 > i) The total localized charge Z, which is absent for v = 0 and is related to the 
where naa (nfla) is the localized charge of; conduction electrons with spin (J for the impurity with spin-up (down) respectively; arid' (S,) is the magnitude of the impurity spin at a given magnetic field ap.d zero temperature, which is quenched ·completely when the. magnetic field is absent. -~ ±(S,) plays the role of the weight factor. ii) According to Anderson's theorem 88 l on the orthogonality between wave functions corresponding to different localized charges,
and (3·13) .
are obtained~ iii}· The spin polarization (6,) localized around, the impurity is related to (S,) by
Here the effect of the potential scattering on J is neglected, for it is assumed to :be· small. The. left-hand side ·is expressed as (6,)=Hnat-na!) (!+(S,))
iv} . Friedel's sum rule determines phase"shifts . by naa'= (1/n) Oaa and npa= {1/ n)ofllf, .:and. the phase-shifts give the t-matrix at the Fermi energy as
Th.e observed t-matrix tJ-hi (iO+) are expressed in terms of taa and tpa as
t.J+va (iO+) = (! + (S,)) taa (iO+) +' (!-(S,)) taa (iO+).
The relations (3 ·13) ""'' (3 ·17) leads after some manipulation to · 
Im (t.rt (iO+) + t,.(iO+)) =-~cos' (n(S,)), -'
1!Po and the others vanish. Here (S,) at T=0°K is now given by 14) . We believe his results, the last relations of Eqs. (2) and (4) in his paper, are not relevant to the dHvA effect. § 4. Interpretation :of experiments using the
Friedel-Anderson model
It is widely accepted 11 l that the-transition-metal impurities m such a simple metal as AI, Cu, etc., form a resonance d-state (virtual bound state) . 84 > It was first proposed by Friedel and was later formulated by Anderson in a mathematically convenient form. An ab initio calculation of dilute CuNi alloy 87 l has also confirmed this picture. Therefore we will make an analysis of the dHvA experiments7J-lOJ on Cu-transition-metal alloys using the Friedel-Anderson model. 
Notice that these relations are exactly the same as (3 ·18) except for the anisotropy factor aorb, the degree of degeneracy 5 and the factor (1 + tJ p0).
Note also that in (3 ·18) Z is defined as Z = 0 for the "half-filled" case in contrast to Za. Incidentally the physical reason for the factor (1 +tJp0) is that the, magnetic moment of the d-orbital in the Anderson model is decreased due to the s-d mixing just by the factor tJ ao, when the mixing is small. This is easily -confirmed by the Schrieffer-Wolff transformation. 26 ) The phase-shifts (or Za and S) are determined from the resistivity data a,t sufficiently low temperature (T «:_T K) and at room temperature with the following assumptions.
(1) The resistivity due to transition-metal impurities is dominated by the phasec shifts of the d-wave. Therefore we ignore other phase-shifts such as s-and Pwaves for simplicity. {2) Since at sufficiently low temperatures (T «:_T K) the spin of transition metals in Cu is believed to be quenched completely by the Kondo effect, we assume that for T1;.TK the phase shifts at the Fermi energy are equal to those corresponding to the nonmagnetic solution (i.e., S = 0). Moreover it is assumed that the resistivity at room temperature corresponds to the phase shifts for the unrestricted Hartree-Fock solution. That is to say, if the impurity is magnetic ·(nonmagnetic), we identify the magnetic (nonmagnetic) solution with the electronic state of the impurity at room temperature.*l (3) We assume that Cr in Cu corresponds to the half-filled d-shell. This seems to us a good assumption, judging from the fact that it has a small thermoelectric power anomaly, the largest resistivity at low temperatures among iron-group elements in Cu and a negligibly small spin scattering anisotropy. 8 l Table I summarizes the resistivity data at low temperature LIR (O) and at Table I . room temperature LIR (300), from which we can determine S at room temperature and Zd with the assumptions (1)'"" (3). In fact, using ( 4 · 7), we easily obtain
*> We have chosen the resistivity at room temperature just for convenience. When T K of the impurity is of the order of room temperature, this type of analysis might bring some ambiguity. CuCo is the only alloy that may correspond to this case. But T K for a single yo impurity is so high compared with ttBH and kT that we assume for simplicity it is nonmagnetic. First of all the observation of spin-splitting zero m CuCr instead of spinsplitting minimum, which means spin scattering anisotropy is -negligibly ·small, is consistent to our assumption Zd = 5,. which gives from ( 4 · 8d) Im (.l:;(iO+) -..r.uo+))=O.
Remembering that under the condition of T ~ 1 °K and H~50 kG the local moment o£, Cr should be close to the bare value, let us assume that the value of S in Table I of Mn in Cu is so low that we can safely assume that Mn exhibits the bare moment given in Tab1e I With a rough estimation of aorb for the neck (rjJ = 17°) orbit, aneck(¢=t7•>rv0.5, our theoretical prediction is twice as small as the experimental data.
(ii) As for the ratio of the exchange splitting to the spin scattering anisotropy, howeve'r, the theory predicts
which is in excellent agreement with the experimental results. In fact the data in three experiments give ASex!rc.JT nrv2, This is encouraging, because accord-ing to our theory the ratio should be independent of the chosen orbit and the concentratio n.
(iii) Although we do not exactly know the value of aorb, it may be a good estimation that aneck(<P= 14•6o)l abelly(.p= 1ao)"'0.5. Then our theory predicts immediately for a given concentratio n Hex (neck(¢= 14.6°)) I H;x(belly (¢ = 13°)) :::::::0.5, LJT n (neck(¢= 14.6°)) I LJT n (belly(¢= 13°)) :::::::0.5 .
This result is confirmed by two experimenta l data on the same sample, with the concentratio n "'4 ppm. Notice that our theoretical prediction is based on a very few "arbitrary" parameters. A weak point of the theory is, however, that it has used the lowtemperature resistivity of ·cuMn estimated by an interpolatio n from the data on CuCr and CuFe.
(C) The exchange splitting and spin scattering anisotropy in CuFe 8 >' 10 
>
In the case of CuFe with TK=25°K 41 ) the condition kTK}>h(J)c*, kT is satisfied for H<50 kG and T=1,...,..,2°K. Therefore the situation here is completely different from that in CuCr and CuMn. The spin of Fe is nearly quenched by the Kondo effect, and a small amount is induced by the applied field. Therefore, when we use (4·8), we should rather use the amount <S)ind induced by the field instead of the value in Table I . The induced moment is estimated as <S)ind::::::S./ 1BH, kTK
where the value in Table I is used for S. From ( 4 · 8b) and ( 4 · 8d) we obtain
Here we have made the expansion of sin ( (2n/5) <S)ind), for the argument is small.
Substituting (4·12) and the value of Zd in Table I we find
(eV).
Two independent experiments8 >• 10 > on CuFe are summarized m Table IV (a) and (b). As was pointed out by Alles and Higgins, 10 > some impurity clustering effect may be involved in both data. In fact, ac.cording to the theory the values again that the self-energy part relevant to the dHvA experiment may b~ replaced by that at the Fermi energy, Of course in· that :case we have to pay much attention. By using the Fermi energy .of the free electron of Cu p0 (.=1t~kF~/2ni) and ·the neck radius kN (Srreck= rrkN 3 ) we find for Ni which has been read from (1) The study of the electronic structure of Cu-transition-m etal alloys by the dHvA effect was initiated by Coleridge. and Templeton and has proved to give detailed information on the interaction between conduction electrons and the doped impurities. We believe it quite interesting to extend this typE:!. of e?'pe;t:imep,t_ :t~ otl:i.~r ~lloys.
(2) We have giv:~n an interpretation of the data using the Friedel-Anderson model. We emphasize a,gain that the theory contains a very few "arbitrary" parameters and that we have used the experimental data as much as posible to estimate the magnitude. of parameters. This theory seems to be able to explain in a consistent way all. the avapable data on Cu alloys. Incidentally our model is in its spirit analogous to a phenomenology of the Kondo effect recently proposed by Nagasawa 43 l and Souletie. 44 l (3) One will be able to improve this theory by taking into account the phaseshifts Qf s-and P-waves and by using some appropriate ab initio calculation of the electronic structure of Cu-transition-me.tal alldys. (4) We have used experimental data on the resistivity to determine the phaseshift at the fenni energy. Some errors may be involved in the experimental values we chose; which would brin~. some alternations into our results. We hope, however, the essential points will remain correct. (5) · It' is iiri ·interesting problem to apply this type of analysis to other systems such as Au-transition-:n;tetal alloys. Such an experiment would give another chance. to check the theory .. In' thi~. conneotion we call attention to the new and powerful technique recently· developed· by Alles et al./ 0 ) which we hope will give other useful data in this• field. (6) FinallY,_ we emphasizt< that it is quite important to. take into account the 5-fold =degenefacy of the ~e~onance d-sfate • to give-a ·quantitative explanation of experimental data. Notice th,atColeridge -et, al. 8 l have reached the same conclusion before. It was also pointed out previously 45 l in cOnnection with· the decrease of the superconducting transition te~pe~aturelJi 'ZnMn. ' In fact, if we had used a single orbital model for. the ~nalysis: of th.e dBvA effect, we would have obtained a terrible result which predicts too small values, for the exchange splitting, spin scatter-ing anisotropy and ' the fte'quency ''shift" compared with the experimental data.
