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MATHEMATICS 
HINREICHENDE BEDINGUNGEN FUR ANALYTISCHE, 
HARMONISCHE UND SUBHARMONISCHE FUNKTIONEN. II 
VON 
J. RIDDER UND L. R. J. WESTERMANN 
(Communicated at the meeting of Januarv 28, 1961) 
Anwendung willktirlicher Koordinatensysteme. 
§ 8. Definition. In der euklidischen Ebene R<2> sei xOy ein recht-
winkliges, positiv orientiertes Koordinatensystem. Einer in R<2> liegenden 
rektifizierbaren Kurve O[x=cp(t), y='tjJ(t) mit a~t~b] (cp und 'tjJ stetig in 
den Punkten von [a, b] und von beschrankter Variation tiber [a, b]) sei 
als Richtungssinn der Sinn von zunehmendem t gegeben. Langs 0 seien 
P(x, y) und Q(x, y) stetige Funktionen des Parameters t. Dann laBt sich 
das Linienintegral 
fc(a->-b) P dx+Q dy 
als Summe von zwei Stieltjes-Integralen: 
b b 
f P[cp(t), 'tjJ(t)] dcp(t) + f Q[cp(t), 'tjJ(t)] d'tjJ(t) 
a a 
betrachten. 
Bei einer analogen Verabredung bei Durchlaufung von 0 in entgegen-
gesetztem Sinne wird 
f C(a--+b) P dx+ Q dy+ fc<b-+a) P dx+ Q dy= 0 
sein. 
Allgemeines Theorem. 0 sei eine geschlossene rektifizierbare 
Jordan-Kurve in R<2>. Wenn die Funktionen P(x, y) and Q(x, y) in dem 
von 0 begrenzten abgeschlossenen Bereich B reell und stetig sind, und 
die im offenen Bereiche B definierte Funktion f(x, y) tiber B Lebesgue-
integrierbar ist, und wenn daneben ftir jedes abgeschlossene, im offenen 
Bereiche liegende Parallelogramm 1, mit den Seiten parallel zu den 
Achsen eines im allgemeinen schiefwinkligen, positiv orientierten, fest 
gewahlten Koordinatensystems XOY, und mit Rand R, 
Sf1 f(x, y) da~fR P dx+Q dy 12) 
12) P und Q sind nun langs 0 stetige Funktionen des 0 definierenden Parameters t. 
-di:J- ist das Flachenelement in R(2). 
18 Series A 
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ist, dann ist auch 
SSE f(x, y) da~fc P dx+Q dy; 
iiber R und 0 soil dabei in positivem Sinne integriert werden. 
Beweis. Dieser folgt durch Anwendung der hier folgenden drei Hilfs-
satze. 
Hilfssatz l. Unter den Bedingungen des allgemeinen Theorems ist 
if c P dxi ~ i(.llf -m) · A(O), 
mit A(O)=Lange von 0, M =Maximum von P auf 0, m=Minimum von 
P auf 0 13). 
Hilfssatz 2. Ist 0 eine (offene oder geschlossene) rektifizierbare 
Jordan-Kurve in R<2l, und, bei h> 0, O(h) die Menge der Punkte mit 
Abstand zu O~h, so ist O(h) eine abgeschlossene Menge mit dem (Lebes-
gueschen) MaB 
m[O(h)]~nh2+2h·A(O) 14). 
Hilfssatz 3. Unter den Bedingungen des allgemeinen Theorems 
laBt R<2 l sich, bei a> 0, iiberdecken durch die abgeschlossen gedachten 
Maschen (1) eines Gitters, welche paarweise keine inneren Punkte gemein 
haben, und dabei Rauten sind, mit Seitenlange a, liegend auf Geraden 
X=mo, Y=no (m und n=O,± 1,± 2, ... ),parallel zu den Achsen des 
Systems XOY. Nun ist B Summe von endlich vielen, nicht iibereinander 
greifenden, abgeschlossenen Bereichen B1, B?;,' ... , Bn, deren jeder eine 
positiv orientierte Randkurve R1 hat (j = l, ... , n), und welche dabei 
folgende Eigenschaften haben: 
a. ein Teil der Bereiche (BJ) sind Maschen des Gitters; 
b. jeder weitere Bereich 131 hat eine rektifizierbare Randkurve R1, 
welche teilweise aus zu 0 gehorenden Bogen, teilweise aus auf Geraden 
X =mo, Y =no (m, n ganz) liegenden Liniensegmenten besteht; 
c. jeder Bereich 131 ist Teilbereich einer abgeschlossenen Raute mit 
Seiten parallel zur X- und Y-Achse und Seitenlange 2o; 
d. die positiv orientierten Rander 0 und Ri geniigen der Bedingung: 
O=R1 +R2+ ... +Rn; 
e. die Anzahl n der Bereiche 131, welche Punkte mit 0 gemeinsam 
haben, ist ~ 2 ( si~ () + l) · ( l + A~O)), wobei () (mit 0 < () < n) der Winkel 
zwischen positiver X- und positiver Y-Achse 15). 
13) Siebe [11], S. 285 (Th. 10.40). 
14) Siebe [11], S. 285 (Th. 10.41). 
Hi) Der Beweis verlauft in analoger Weise wie der von Theorem 10.42 in [11], 
S. 287-289. Fiir die Ableitung des allgemeinen Theorems aus den drei Hilfssatzen 
vergleiche auch [11], S. 289-292 (Beweis von Th. 10.43). 
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Bemerkung. Das allgemeine Theorem behalt seine Gultigkeit bei 
einem beschrankten Bereiche, dessen positiv orientierter Rand aus endlich 
vielen rektifizierbaren paarweise fremden Jordan-Kurven aufgebaut ist. 
§ 9. Sat z A. Der beschrankte Bereich B (in R (2)) sei von endlich 
vielen rektifizierbaren paarweise fremden J ordan-K urven C1, C2, ... , C m 
berandet (C positiv orientierter Gesamtrand) ; neben dem positiv orientierten, 
rechtwinkligen Koordinatensystem xOy sei XOY ein im allgemeinen schief-
--+ 
winkliges, gleich orientiertes Koordinatensystem. V (x, y) sei ein im abge-
schlossenen Bereich B definierter Vektor, mit stetigen Komponenten P(x, y), 
--+ 
Q(x, y) parallel z·ur x- bzw. y-Achse; der adjungierte Vektor ~ (x, y) mit 
den Komponenten ~(x, y) = Q(x, y) und :D(x, y) = - P(x, y) parallel zur 
x- bzw. y-Achse soll die Komponenten ~x (x, y) und :O,y (x, y) parallel zur 
X- bzw. Y-Achse haben. 
Gibt es nun in den Punkten von B-E, wobei E eine abzahlbare Teilmenge 
von B, endliche extreme Derivierte von ~x (X, Y) und von :O,y (X, Y) nach 
X und nach Y 16), und gibt es eine uber B nach Lebesgue integrierbare 
Funktion f(x, y), fur die in fast allen Punkten von B 
< b~x o:O,y f(x, y) = bX + oY 
ist, so ist auch 
(lOa) ffs f(x, y) da~fc P dx+Q dy. 
Der Satz ist eine unmittelbare Folge des allgemeinen Theorems (mit 
Bemerkung) und des nachfolgenden Hilfssatzes 5. 
Hilfssatz 4. XOY sei wie in Satz A; (3 (mit 0<(3<n) sei der Winkel 
von positiver X- und positiver Y-Achse. 1 sei ein Parallelogramm mit 
den Seiten parallel zur X- und Y-Achse; dabei sei fur jeden Punkt 
(X, Y) E1: X1~X~X2 ; Y1~Y~Y2. Fur eine in 1 stetige Funktion 
w(X, Y) und eine abgeschlossene Teilmenge F von 1 soli es eine positive 
Konstante M geben derart daB a us (X, Y) E F, (X+ h, Y) E 1, (X, Y + k) E 1 
immer folgt 
jw(X+h, Y)-w(X, Y)j~M-jhj, 
und 
jw(X, Y+k)-w(X, Y)j~M-jkj. 
16) Dann existieren in fast allen Punkten von B endliche Ableitungen °0~ 
oQy 
und oY. 
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parallelogramm von 1, mit Seiten parallel zur X- und Y-Achse, das F 
enthiUt. Dann ist 
fx'o [w(X Y20)-w(X Y10)] dX- Jfp- -_- ~ -.- · m(l -F), I o ow da I 5M -x, ' ' o Y sm (3 sm (3 
und 
H'o [w(X20 Y)-w(X10, Y)] dY- Jfp- -.- ~ -.- ·m(I -F); I o ow da I 5M -• ' oX sm (3 sm (3 
dabei deutet m das Lebesguesche FlachenmaB, da das Flachenelement in 
ow ow R<2> an, und sind die Integrale im Sinne von Lebesgue. oX und 0 y 
existieren in fast allen Punkten von F 17). 
Hilfssatz 5. Unter den Bedingungen von Satz A ist fur jedes abge-
schlossene, in B liegende Parallelogramm 1, mit den Seiten parallel zur 
X- und Y-Achse, und positiv orientiertem Rand R, 
(lOb) 
Beweis. ex sei der Winkel von positiver x- zur positiven X-Achse (bei 
Drehung in positivem Sinne, also O~ex<2n), (3 der zwischen positiver X-
und positiver Y-Achse (also 0<(3<n). Dann ist (wie in§ 1) fiir die Koordi-
naten x, y und X, Y eines Punktes von R<2>: 
(lla) x=X cos ex+ Y cos (ex+,B), y=X sin ex+ Y sin (ex+,B), 
_, -+ 
und analog fur die Komponentenpaare '.13, Q und '.lSx, Qy des Vektors m: 
(llb) '.15='.15x cos ex+Qy cos (ex+,B), :D='.lSx sin ex+Qy sin (ex+,B). 
Auch folgt nun mit (lla) und ( 11 b), und '.13(x, y) = Q(x, y), Q(x, y) = - P(x, y) l JR P dx+ Q dy= JR P[dX ·cos ex+dY ·cos (ex+ (3)] + Q[dX ·sin ex +dY · ·sin (ex+f3)] (l 2) = JR [P cos ex+ Q sin ex] dX + [P cos (ex+ (3) + Q sin (ex+ (3)] dY 
=sin (3 fR-QY dX +'.lSx dY. 
Nehmen wir nun die Existenz eines Parallelogramms 1 (mit Seiten 
parallel zur X- und Y-Achse) in B·an, fiir das (lOb) nicht gilt. Wegen (12) 
ist dann fur dieses 1 : 
(13) Jf1 f(x, y) da>sin (3 fR-QY dX +'.lSx dY = JR P dx+Q dy. 
Die Teilmenge S von B der Punkte, welche in einer jeden Umgebung 
abgeschlossene Parallelogramme, mit Seiten parallel zur X- und Y-Achse, 
haben, fiir die es eine Relation wie (13) gibt, ist dann nicht leer; S ist in B 
17) Der Beweis liisst sich konstruieren nach Analogie eines Beweises in [2], 
s. 10-12. 
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abgeschlossen, und hat dabei keine isolierten Punkteo Betrachten wir ein 
Parallelogramm U in B, mit Seiten parallel zur X- und Y-Achse, das in 
seinem Innern Punkte von S enthiiJt, und fiigen wir U OS alle Haufungs-
punkte hinzu, welche auf dem Ran de von U liegen; die so entstandene 
Menge F ist perfekto 
F m(m= l, 2, ooo) sei die Teilmenge von F, in deren Punkten (X, Y) 
man hat: 
(14) 
i~x(X, Y +h)-~x(X, Y)l ~moihi l 
i~x(X+h, Y)-~x(X, Y)l~molhl bei lhl~ .!_
0 
I:Cw(X, Y+h)-(h(X, Y)i~moihi m 
I:Cw(X+h, Y)-Qy(X, Y)i~moihi 
00 
Fm ist abgeschlossen, und F= _L Fm+E°Fo Nach einem Baireschen 
m~l 
Satz IS) gibt es ein Strick II von F, das ganz zu einer der Mengen (F m) 
gehorto Ist diese Menge Fv, so gilt fiir ihre Punkte (14) mit Y anstatt mo 
Es sei lo~ U ein Parallelogramm mit X1~X ~X2; Y1~ Y ~ Y2, looii =1=0, 
und Diameter< 1/Yo Ist io = [X1o~x~x2o; Y10~Y~Y20] das kleinste 
Teilparallelogramm von 10 , mit Seiten parallel zur X- und Y-Achse, 
das I 0 o II enthalt, so folgt mit Hilfssatz 4: 
In:: [Qy(X, Y2°)- Qy(X, Yl0)] dX- Jii,oli ():; dX dYI ~ s~::fJ om(lo-II) 
und 
Addition liefert 
oder 
I 0 [i:l~x ()Qy] I -smfJofR(i,l-QydX+~xdY-Jfi.on i:lX + ()Y da ~lOMom(Io-II), 
18) Der Bairesohe Satz lautet: Wird (in R(2l) eine perfekte Menge F uberdeokt 
duroh abzahlbar viele abgesohlossene Mengen (Fm) und eine abzahlbare Menge E, 
so gibt es ein Stuck II von F, das ganz zu einer der Mengen (Fm) gehort; dabei 
ist ein Stuck von F, definiert duroh ein offenes lntervall i, die Teilmenge ioF ver-
mehrt mit ihren auf dem Rande von i liegenden Haufungspunkteno In allgemeinerer 
Fassung lautet der Satz: Ein vollstandiger metrisoher Raum ist von der zweiten 
-Kategorie (also nioht Summe von abzahlbar vielen nirgends diohten Teilmengen)o 
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wobei R(io) der positiv orientierte Rand von i0 . Mit (12) und den Bedin-
gungen fiir f(x, y) in Satz A folgt: 
(15) fR(i,l P dx+ Q dy~Jf:i..n f(x, y) da-lOM ·m(lo -ll). 
Fur endlich viele Parallelogramme, mit Seiten parallel zur X- und Y-
Achse, welche das Komplement von io in bezug auf ] 0 bilden, ist (lOb) 
erflillt. Dadurch folgt mit (15): 
(16) fR<i,l P dx+ Q dy~ffi,.n+<i,-i,> f(x, y) da-lOM ·m(Jo-ll). 
tt-malige Halbierung der Seiten von lo liefert (2-")2 kongruente Teil-
parallelogramme (10 <•>), fur deren jedes, welches im Innern Punkte von 
ll enthalt, eine Relation wie (16), und fur die iibrigen eine Relation wie 
(lOb) gilt. Addition liefert aus diesen Relationen: 
(17) 
( fR1i,> P dx+Q dy ~ 
' 12-"l' 1 J J ::§': <i.'"'·rr+<i.'•'-''"',/(x, y) dcr-IOM ·m[ .~: 10 <•> ·ll]; 
die (ev. entarteten oder sogar fehlenden) Parallelogramme i0 <•> stehen in 
demselben Verhaltnis zumzugehorigenl0 <•> wie oben io zu lo; in der letzten 
Summe (_2') in (17) deutet das Akzent an, daB nur tiber diejenigen ] 0<•> 
summiert wird, welche Punkte von ll in ihrem Innern enthalten. 
Jeder Punkt von Io, welcher nicht zu ll gehort, wird flir geniigend 
(21')' 
groBes fl, und dann auch flir aile groBeren tt-Werte, auBerhalb _2' 10 <•> 
- n-1 
12-"l' 
liegen. Also ist lim m[ .2' ] 0<•>] =m(ll). Wegen der Totalstetigkeit des 
p,----::;.oo n=l 
Integrals von f(x, y) folgt dadurch a us ( 17): 
fR<i,> P dx+Q dy~ffi. f(x, y) da. 
Diese Relation laBt sich analog ableiten flir jedes Teilparallelogramm 
von ] 0, mit Seiten parallel zur X- und Y-Achse, das Punkte von ll in 
seinem Innern enthalt, wahrend sie ebenfalls fur die weiteren Teilparallelo-
gramme dieser Art von lo gilt. Dies widerspricht jedoch der Annahme 
lo·ll=/=0. 
§ 10. Folgerung aus dem allgemeinen Theorem (§ 8). Ist 
der beschrankte Bereich B von endlich vielen rektifizierbaren paarweise 
fremden Jordan-Kurven (01, ... ,On) berandet (0 positiv orientierter 
Gesamtrand), so hat B ein endliches Lebesguesches MaB m(B), mit 
2 m(B) = fc x dy-y dx. 
Beweis 19). Nimmt man im allgemeinen Theorem (mit Bemerkung) 
f(x, y) - 2 in B, P(x, y) - -y und Q(x, y) x in B, so ist flir jedes 
19) Vergleiche auch [12], S. 209 (Fussn. 5). 
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abgeschlossene Intervall 1 (Seiten parallel zu Ox und Oy bei xOy recht-
winklig, positiv orientiert) in B: 
III 2 da oder 2 m(l) = IR(rJ x dy-y dx, 
bei R(l) positiv orientiert. Also ist: 
2 m( B) =If B 2 da;;;;; I c x dy - y dx, 
und 
-2 m(B)= fJB-2 da;;;;;Ic-x dy+y dx. 
§ 10bis. Folgerungen aus Satz A. 
Folgerung 1. Ersetzt man in Satz A die Bedingungen fiir f(x, y) 
durch: 00~ + 007 ist Lebesgue-integrierbar iiber B, so folgt 
(18) [o~x oQy] fiB oX+ oY da=IcPdx+Qdy. 
Fallen auBerdem xOy und XOY zusammen, so liWt (18) sich schreiben: 
fiB[~~-~~] da=IcPdx+Qdy. 
S hl o~x oOy . i" 11 P k B . oQ oP . £ owo oX + oY =0 m .last a en un ten von 'Wle ox= oy m ast 
allen Punkten von B liefert 
IcP dx+Q dy=O 20). 
Folgerung 2. Der Bereich B mit Rand 0, und die Koordinaten-
systeme xOy, XOY seien wie in Satz A; auch X10Y1 sei ein im allgemeinen 
schiefwinkliges, positiv orientiertes Koordinatensystem. f(z) oder f(x + iy) = 
= u(x, y) + iv(x, y) sei stetig in B; (x, y), (X, Y), (X1, Y1) seien die Koordi-
natenpaare eines Punktes in bezug auf die drei Koordinatensysteme; der 
...... 
Vektor m<ll(x, y) mit Komponenten -v(x, y), -u(x, y) langs X- bzw. y-Achse 
- mage die Komponenten p(X, Y), q(X, Y) langs X- bzw. Y-Achse haben, 
...... 
wahrend fur den Vektor m<2l(x, y) mit Komponenten u(x, y), -v(x, y) langs 
x- bzw. y-Achse die Komponenten in bezug auf das (X10Y1)-System 
P1(X1, Y1), q1(X1, Y1) sein sollen. 
In den Punkten von B-E, wobei E abzahlbar, seien die extremen Derivier-
ten von p und q nach X und nach Y, und die von PI und q1 nach X1 und 
20) Diese Relation gilt dann auch fiir jeden abgeschlossenen Teilbereich von B, 
welche in gleicher Weise berandet ist wie B. In einem einfach zusammenhangenden 
Bereich ist Pdx + Qdy dann ein totales Differential. 
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nach Y1 endlich 21). In fast allen Punkten von B sei 
(19) ap aq ap1 aq1 oX+ oY = 0 und oX1 + oY1 = O. 
Dann ist 
Jc f(z) dz=O, 
und f(z) ist analytisch in B. 
Beweis. Da 
Jc f(z) dz= Jc u dx-v dy+i fc v dx+u dy 
ist, folgt mit (19) bei zweimaliger Anwendung von Satz A (oder von 
Folgerung 1) 
J c f(z) dz = 0; 
da dieselbe Relation fiir jedes abgeschlossene Intervall m B gilt, ist f 
auBerdem analytisch in B. 
Spezialfall 2a. Fallen xOy (rechtwinklig), XOY und X10Y1 zu-
sammen, so geht die Bedingung (19) iiber in: in fast allen Punkten von B ist 
au ov au ov 
ox= au und oy -ax· 
Beweis. Denn nun ist 
p(X, Y) = -v(x, y), q(X, Y) = -u(x, y), 
und 
Der Spezialfall ist eine Zusammenfassung des bekannten Looman-
Menchoffschen Satzes und des Cauchyschen Integralsatzes fiir analytische 
Funktionen bei allgemeinen Randbedingungen. 
Spezialfall 2b. Fallen XOY und X 10Y1 zusammen, und haben £X 
und f3 die gleiche Bedeutung wie im Beweise von Hilfssatz 5, so geht 
Bedingung ( 19) ii ber in : 
o(u+iv) o(u+iv) 
b(Xei"') = o(Y·ei<,,+Pl)' {20) 
d.h. in fast allen Punkten von B ist die Ableitung von f(z) parallel zur X-
Achse gleich der parallel zur Y-Achse 22). 
21) Formeln wie (3) und (4) (aus Teil I) zeigen, daB es auf dasselbe hinauskommt 
in den Punkten von B - E Endlichkeit der extremen Derivierten von u, v nach 
X und Y, und der extremen Derivierten von u, v nach X1 und Y1 vorauszusetzen. 
22 ) Nach FuJ3n. 21 kiinnen den Bedingungen iiber extreme Derivierte nun 
folgende Form gegeben werden: in den Punkten von B - E sind die extremen 
Derivierten von u und v nach X und Y endlich. 
Beweis. 
(21) 
(22) 
und 
(23) 
(24) 
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Bei zusammenfallenden X 0 Y und X 10 Y 1 ist 
1 . 
p(X, Y) = -:--(3 [ -v(x, y) · sm (ex+f3)+u(x, y) ·cos (ex+/3)], 
Sill . 
q(X, Y) = ~(3 [v ·sin ex-u ·cos ex], Sill -
p1(X, Y) = ~(3 [u ·sin (ex+f3)+v ·cos (ex+f3)], Sill 
q1(X, Y) = ~(3 [ -u ·sin ex-v ·cos ex]. Sill 
Mit ( 19) und ( 21) bis ( 24) findet man in fast allen Punk ten von B: 
ou ou ov . ov ou . ov 
oX= oY cos f3+ oY sill f3, oX=- oY sill /3-+- oYcos f3, 
was wieder 1iefert 
o(u+iv)- -i/3 o(u+iv) 
oX - e oY . ' 
oder (20). Umgekehrt fo1gt nun auch in fast allen Punkten von B (19) 
aus (20). 
Fo1gerung 3. Der Bereich B mit Rand 0, xOy und XOY seien wie 
in Satz A. u(x, y) sei eine in B nach x und nach y stetig differenzierbare 
. ou ou 
Funktion, wobei die Ab1mtungen ox' oy auf 0 Grenzwerte haben 
11 ~ ) . . B d V k . K ou ou . so en. io() (x, y se~ m er e tor mtt omponenten -ox' - oy tn 
bezuf auf xOy, und mit Komponenten p(X, Y) und q(X, Y) in bezug auf XOY. 
In den Punkten von B-E, wobei die Menge E abzahlbar, seien die extremen 
Derivierten von p(X, Y) und q(X, Y) nach X und nach Y endlich, wahrend 
in fast allen Punkten von B 
(24) op(X, Y) oq(X, Y) _ 0 
ox + oY -
sei. Dann ist 
ou ou fc- dx-- dy=O, 
oy ox 
und u(x, y) ist harmonisch in B fur die Veranderlichen x, y. 
Der Beweis fo1gt mit Satz A, bei P(x, y) ~;, Q(x, y) - - ~: , 
f(x, y) 0, und dem Ana1ogon des Moreraschen Satzes bei harmonischen 
Funktionen. 
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Spezialfall 3a. Wird in Folgerung 3 auch XOY als rechtwinklig 
angenommen, so ist in den Punkten von B 
(X Y) = _ ou(X, Y) (X Y) = _ ou(X, Y) 23) 
P ' oX 'q ' oY ' 
und geht fur fast alle Punkte von B die Bedingung (24) uber in 
_ o2u(X, Y) _ o2u(X, Y) = 0 
oxz oY2 · 
Folgerung 4. Die Bedingungen sind die gleichen wie in Folgerung 3 
mit Ausnahme der letzten; diese sei ersetzt durch: in fast allen Punkten 
von B ist 
(25) 
Dann ist 
op(X, Y) oq(X, Y) 0 
oX + oY ~ · 
ou ou Ic - dx- - dy :o;: 0 
oy ox - ' 
und ist u(x, y) subharmonisch in B fur die Veranderlichen x, y. 
Der Beweis folgt mit Satz A, bei P(x, y) - ~;, Q(x, y) == - ~: , 
f(x, y) - 0, und einem von Saks herriihrenden Analogon des Moreraschen 
Satzes bei subharmonischen Funktionen B). 
Spezialfall 4a. Wird in Folgerung 4 XO!, als rechtwinklig ange-
nommen, so ist in den Punkten von B wieder 
(X Y) = _ ou(X, Y) (X Y) = _ ou(X, Y) 
P ' ox 'q ' oY ' 
und geht fur fast alle Punkte von B die Bedingung (25) uber in 
_ o2u(X, Y) _ o2u(X, Y) < 0 
oxz oYz = · 
Erneute Anwendung von Satzen von Baire und Besicovitch-
Saks-Zygmund. 
§ 11. Sat z A b is. Satz A behalt seine Gultigkeit unter den heiden 
Annahmen: a. die Funktion f(x, y) ist in B (integrierbar und) nach unten 
beschrankt bei Vernachlassigung einer Teilmenge vom Ma[J Null; (J. die 
00 
Ausnahmemenge E ist allgemeiner eine Summe ,2 En, mit jeder Menge En 
n~l 
von endlichem linearen Ma[J und abgeschlossen in B. 
Dies folgt unmittelbar aus dem allgemeinen Theorem, mit Bemerkung 
(in § 8), und dem 
23) Vergleiche Teil I, (6a) bis (6d). 
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Hilfssatz 5bis. Unter den gleichen Anderungen wie in Satz A 
behalt auch Hilfssatz 5 seine Giiltigkeit. 
Beweis. Wiederholung der Betrachtungen im Anfang des Beweises 
von Hilfssatz 5 fiihrt zu den durch (14) charakterisierten Mengen (F m). 
Fiir die dort eingefiihrte Menge F gibt es nun die Darstellung: 
00 00 
F= ~ Fm+ ~ En·F; 
F m und En· F sind abgeschlossen. Nach dem Baireschen Satz 18) gibt 
es ein Stuck II von F, das ganz zu einer der Mengen (F m) oder einer der 
Mengen (En· F) gehOrt. 
Im ersten Fall fiihrt Fortsetzung der Betrachtungen des zitierten 
Beweises zu einem Widerspruch. 
Im zweiten Fall sei io < U ( U wie im Beweise von Hilfssatz 5) ein 
Intervall mit x1~x~x2 ; Y1~y~yz, io·II=!=O. In geniigend kleiner Um-
gebung eines Punktes von i 0 - II gibt es keine Punkte von II, und ist 
dadurch, nach Satz A, fiir jedes Intervall i (also mit Seiten parallel zur 
x- und y-Achse) in einer solchen Umgebung 
(26) <l>(i)- fR<i> P dx+Q dy~Ifi f(x, y) da, 
wobei R(i) positiv orientierter Rand von i. Da f(x, y) in B nach unten 
beschrankt ist bei Vernachlassigung einer Menge vom MaB Null, folgt 
aus (26) in jedem Punkte von i 0 -II: D-<1>=1= -oo. AuBerdem liefert (26) 
in fast allen Punkten von io-II: D-<J>~f(x, y). 
Der erste Hilfssatz in Teil I, § 7, angewandt auf - <!>, zeigt, daB fiir 
jedes Intervall i C io 
(27) fR<t> P dx + Q dy <l>(i) ~fit f(x, y) da 
ist. Nach dem allgemeinen Theorem (von § 8) gilt (27) nun auch fiir jedes 
abgeschlossene Parallelogramm in i 0 mit Seiten parallel zu den Achsen 
OX und OY. Wir gelangen, wegen io·II=!=O, zu einem Widerspruch 24). 
Ersetzt man in den zugehorigen Beweisen von § I Obis die Anwendung 
von Satz A durch die von Satz Abis, so laBt sich zeigen, daf3 in den 
Folgerungen 2, 2a, 2b, 3, 3a, 4, 4a die Ausnahmemenge E allgemeiner ale 
00 
eine Summe ~ En angenommen werden darf mit jeder Menge En von end-
n=l 
lie hem linearen M af3e und abgeschlossen im betrachteten Bereich B. 
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