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Предговор
Ова докторска дисертациjа представља обjедињавање у целину резултата коjи
су добиjени, с jедне стране, у вишегодишњем раду под менторство др Синише
Jешића и она се односе на постоjање и jединственост непокретних и заjедничких
непокретних тачака за пресликавања са нелинеарним контрактивним условом, коjи
се доводе у везу са различитим облицима ограничености скупова на просторима
са недетерминистичким растоjањем. У њоj су изложени и резултати у вези са
постоjањем и jединственошћу заjедничких непокретних тачака слабо комутативна
и компатибилна пресликавања (различитог типа) са нелинеарним контрактивним
условом. Поред наведеног, посебно место у дисертациjи заузима питање конвек-
сности, као и питања скуповне и тополошке карактеризациjе комплетности и ком-
пактности простора са недетерминистичким растоjањем. Ти резултати доводе се у
везу са постоjењем непокретних и заjедничких непокретних тачака неекспанзивних
пресликавања, при нелинеарним условима неекспанзивности. Хипотеза од коjе се
полази jе да се конвексна структура, коjа jе на метричким просторима дефинисана
у раду [99], може пренети на просторе са недетерминистичким растоjањем, као и
ставови коjи у вези са тим важе. У овоj дисертациjи су сви добиjени резултати у
сарадњи са др Синишом Jешићем обjедињени у целину. Они чине другу главу овог
рада. Jедан од тих резултата публикован jе у часопису Fixed Point Theory (рад
[63]), док се остали (радови [64], [65] и [66]) налазе на рецензиjи у часописима са
SCI листе.
С друге стране, у овоj дисертациjи се налазе резултати коjи су добиjени у
сарадњи са проф. др Драганом Ђурчићем, коме сам годинама био асистент на
Техничком факултету у Чачку. Ови резултати су у вези са питањем узаjамног
односа генералисаног инверза, слабе асимптотске релациjе еквиваленциjе и jаке
асимптотске релациjе еквиваленциjе у одређеним класама функциjа коjе се про-
учаваjу у Караматиноj теориjи правилне променљивости. Заправо, полазећи од
поjмова правилне променљивости, генералисаног инверза, слабе и jаке релациjе
еквиваленциjе, као и става А коjи jе у jедном свом облику доказан у раду [9],
доказуjу се теореме коjе представљаjу jедну од потпуних карактеризациjа одређе-
них функционалних класа. Резултати добиjени у сарадњи са професором Драганом
Ђурчићем, коjи чине трећу главу ове дисертациjе, публиковани су у часопису
Lithuanian Mathematical Journal (радови [37] и [38]).
Ова дисертациjа се састоjи из три главе. У првоj глави jе дат преглед основних
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резултата из теориjе непокретне и заjедничке непокретне тачке на метричким про-
сторима, коjи су били мотивациjа за добиjање дела оригиналних резултата. С jедне
стране, полазећи од чувеног Банахов став о непокретноj тачки из 1922. године
указано jе на нека његова уопштења на метричким просторима. Од посебног инте-
реса, са становишта неких резултата добиjених у овоj дисертациjи, jесу нелинеарни
контрактивни услови чиjе jе испитивање на метричким просторима иницирано у
радовима [88] и [14]. С друге стране, jедан део оригиналних резултата се односи
на нелинеарнa неекспанзивна пресликавања. Први резултати, коjи су се поjавили
шесдесетих година прошлог века и коjи су у вези са неекспанзивним пресликава-
њима и постоjањем непокретне тачке за њих, могу се наћи у радовима [16], [50]
и [74]. Такође, поред одређивање непокретне тачке, од интереса jе и одређивање
заjедничке непокретне тачке за два или више пресликавања. За метричке просторе
оно jе иницирано у раду [67]. Jедан део оригиналних резултата се односи на
постоjање и jединственост заjедничке непокретне тачке за два, односно четири
пресликавања под одређеним (додатним) условима и представља уопштење по-
менутог рада [67]. У току протеклих децениjа, добиjе су многе генерализациjе
свих претходно поменутих резултата, како на метричким просторима, тако и на
просторима са богатиjом структуром, коjи своjом аксиоматиком обухватаjу ме-
тричке просторе. У том смислу се, у посебним поглављима прве главе, посвећуjе
посебна пажња вероватносним, фази метричким, као и L -фази метричким просто-
рима. Сви резултати коjи су изнети у овоj дисертациjи, а у вези су са непокретном
и заjедничком непокретном тачком, добиjени су на овим просторима. Посебно
(последње) поглавље у првоj глави посвећено jе генералисаном инверзу и класама
правилно променљивих функциjа и оно jе у вези са резултатима коjи су дати у
трећоj глави.
Друга глава се састоjи од jедног уводног поглавља и jош три поглавља у
коjима су изнети оригинални научни резултати. У поглављу 2.2 су дати резултати
коjи се односе на постоjање заjедничке непокретне тачке за четири пресликавања
(jедан пар су компатибилна, а други слабо компабилна пресликавања), за коjа важи
нелинеарни контрактивни услов дефинисан помоћу функциjе ϕ коjа задовољава
услов ϕ(t) < t на L -фази метричким просторима. У посебном одељку овог по-
главља дат и одговараjући аналогон добиjеном резултату на вероватносним Мен-
геровим просторима. Поглавље 2.3 чине ставови коjи се односе на постоjање и
jединствености како непокретне тачке, тако и заjедничке непокретне тачке за два
компатибилна пресликавања коjа задовољаваjу нелинеарни генералисани контрак-
тивни услов на вероватносним Менгеровим просторима. Ови резултати прошируjу
резултате коjи су доказани у раду [26], где jе уведен поjам генералисане кон-
тракциjе линеарног типа на вероватносним Менгеровим просторима. Коначно, у
поглављу 2.4, коjи се састоjи од три одељка, се, наjпре, уводе поjмови стриктно
конвексне и нормалне структуре на вероватносним Менгеровим просторима. С
jедне стране, коришћењем поjма стриктне конвексности показуjе се постоjање и
jединственост непокретне тачке за пресликавања са ширим кодоменом, коjи задо-
вољаваjу нелинеарни контрактивни услов. С друге стране, део резултата из овог
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поглавља се односи на постоjање непокретне тачке неекспанзивних пресликавања
на стриктно конвексним Менгеровим просторима. У доказу овог резултата користи
се jедан од еквивалената Аксиоме избора – Зорнова лема.
Трећа глава се састоjи од два поглавља оригиналних резултата, као и уводног
поглавља. У поглављу 3.2 се бавимо односом између слабе асимптотске релациjе
еквиваленциjе и генералисаног инверза у класи A чиjи су елементи све неопадаjуће
и неограничене функциjе коjе су дефинисане на интервалу [a,∞), где jе a > 0.
Главни резултати изнети у овом поглављу биће ставови коjима се даjе jедна од
потпуна карактеризациjа функционалне класе ORV ∩ A, где jе ORV класа свих
O–правилно променљивих функциjа у смислу Карамате. У поглављу 3.3 ћемо
за претходно поменуту класу A, као главне резултате, дати jедну од потпуних
карактеризациjа функционалне класе R∞ ∩ A, где jе R∞ класа рапидно промен-
љивих функциjа у смислу де Хана. Такође, у овоj глави, биће дата и jедна од
карактеризациjа функционалне класе PI∗ ∩ A.
∗
∗ ∗
Овом приликом, на првом месту, желим да се захвалим ментору др Синиши
Jешићу коjи ме jе увео у теориjом непокретне тачке и несебично делио своjе велико
математичко знање са мном. Захваљуjем му се и на многоброjним саветима коjи су
ми били од велике користи приликом писања ове дисертациjе. Велику захвалност
дугуjем и проф. др Драгану Ђурчићу коjи ми jе непрекидно пружао пуну подршку,
велику помоћ и своjе велико математичко знање. Свакако, захвалност дугуjем
проф. др Малиши Жижовићу мом ментору на магистарским студиjама, коjи ме
jе увео у теориjу фази математике. Познавање ове теориjе много ми jе помогло
приликом добиjања многих резултата представљених у овоj дисертациjи. Овим
путем се захваљуjем и члановима комисиjе др Деjану Боjовићу и др Мариjи Станић
на стручним саветима приликом израде ове дисертациjе. На краjу, захвалио бих
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Глава 1
Основне дефинициjе и резултати
1.1 Увод
Апстрактни концепт метричког простора као скупа за чиjа jе свака два еле-
мента одређено растоjање уведен jе почетком 20. века као природна генерализаци-
jа разних простора проучаваних у математичкоj анализи. Наиме, Фреше1jе 1906.
године у раду [45] увео поjам растоjања на произвољном скупу, описао особине
функциjе растоjања и на таj начин засновао аксиоматику метричких простора.
Тиме jе омогућено прoучавање више посебних случаjева истог феномена и обухва-
тање на први поглед различитих теориjа у jедну, а да jе притом уведена jединстве-
на терминологиjа и нотациjа. Теориjа метричких простора обjединила jе резултате
класичне математичке анализе везане за непрекидност, конвергенциjу и разне осо-
бине простора, као што су повезаност, компактност и др. Ова теориjа jе, такође,
убрзала даљи развоj математичке анализе ка функционалноj анализи, у коjоj тачке
простора нису више само броjеви или n-торке броjева, већ и бесконачни низови
броjева или функциjе. Даљи развоj функционалне анализе и других математич-
ких дисциплина у коjима су уочени феномени слични непрекидности и конверген-
циjи (теориjа парциjалних уређења, теориjа скупова, логика) довео jе до тога да се
уместо метричких простора посматраjу jош апстрактниjи простори. Тако се дошло
до теориjе тополошких простора коjа данас преставља наjшири оквир у коме се
изучава феномен непрекидности и сродни феномени.
Tеориjа непокретне тачке бави се испитивањем постоjања, за непразан скуп
X и пресликавање f : X → X, решења jедначине f(x) = x, тj. постоjањем непо-
кретне тачке за пресликавање f. Jасно jе да се решавањe многих jедначина, као
и система jедначина може интерпретирати као решавање одговараjућег проблема
непокретне тачке. Даље, на решавање jедначина своде се многи математички про-
блеми и задаци и то не само на алгебарске jедначине и системе jедначина него и на
диференциjалне, интегралне, диференцне, функционалне, скуповне и многе друге
jедначине. У многим таквим ситуациjа потребно jе знати да ли нека jедначина
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има решење или не и постоjање њеног решења се утврђуjе тзв. егзистенциjал-
ним теоремама. Тако на пример, теорема Болцано2–Кошиjа3 за реалну функциjу
f jедне реалне променљиве x коjа jе непрекидна на затвореном интервалу [a, b]
и за коjу важи f(a) · f(b) < 0 гарантуjе постоjање бар jедног решења jедначине
f(x) = 0 унутар посматраног интервала4. Овакве егзистенциjалне теореме се често
формулишу и као теореме о егзистенциjи непокретне тачке за неку функциjу. Ако
претходно поменуту jедначину f(x) = 0 запишемо у облику λ · f(x) + x = x, где jе
λ > 0 и означаваjући да jе F (x) = λ · f(x) + x, добиjамо jедначину F (x) = x. Ако
изаберемо λ тако да се све вредности реалне функциjе F налазе унутар интервала
[a, b], тада jедначину F (x) = x можемо посматрати на следећи начин: реална
функциjа F пресликава тачку (реалан броj) x из интервала [a, b] у тачку y = F (x)
из истог интервала коjа се у општем случаjу не мора поклапати са тачком x.
Ипак, ако jе тачка x0 решење jедначине F (x) = x, тада се она пресликава у саму
себе тj. она jе непокретна тачка. Иста тачка jе решење и jедначине f(x) = 0.
Стога, теорема коjа говори о постоjању решења jедначине F (x) = x може се
представити на следећи начин: ако jе F : [a, b] → [a, b] непрекидна функциjа, тада
она има бар jедну непокретну тачку5. Како jе функциjа F произвољна непрекидна
функциjа, посматрана особина постоjања непокретне тачке се, заправо, односи на
сам затворени интервал и не зависи од избора непрекидне функциjе F . Поред
већ поменуте примене за решавање jедначина и система jедначина наjразличитиjег
типа, теориjа непокретне тачке се примењуjе и за решавање разних проблема у
вези са конвергенциjом и апроксимациjом, решавању проблема из теориjе игара,
минимакс теориjе, у формирању нових нумеричких метода. Поред математике,
значаjна jе примена ове теориjе у физици, посебно у области квантне физике
честице коjа jе у вези са теориjом струна и ε∞ теориjом (видети нпр. радове [40]–
[43]), затим у економиjи и др.
Генерално посматрано, основна теориjска истраживања у вези са проблемом
непокретне тачке, као и примене ове теориjе, у зависности од структуралног „тере-
нa“ на коме се испитуjу и методолошког приступа, преламаjу се кроз наjразли-
читиjе и међусобно удаљене математичке области. Иако jе у широком спектру
посматрања самог проблема непокретне тачке произашао велики броj резултата,
jасно се оцртаваjу два фундаментална и полазна резултата у вези са овим пробле-
мом и она су везана, хронолошки гледано, за имена Брауерa6 и Банахa7. На сваки
од ових ставова надовезало се много уопштења, аналогона, допуна, инверзиjа, итд.
Први велики и фундаментални резултат из теориjе непокретне тачке доказао
jе 1905. године холандски математичар Брауер. Он jе доказао да свако непрекид-
2Bernard Bolzano (1781–1848), чешки математичар италиjанског порекла.
3Augustin Louis Caushy (1789–1857), француски математичар.
4У случаjу да jе посматрана функциjа и монотона на посматраном интервалу, тада постоjи
тачно jедне решење посматране jедначине.
5Ово jе jеднодимензионални случаj Брауерове теореме о коjоj ће бити речи у наставку.
6Luitzen Egbertus Jan Brouwer (1881–1966), холандски математичар.
7Stefan Banach (1892–1945), пољски математичар.
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но пресликавање коначно димензионалног симплекса еуклидског простора у самог
себе има бар jедну непокретну тачку.
Други велики резултат из теориjе непокретне тачке доказао jе Банах 1922.
године у раду [10] и он jе у вези са контрактивним операторима. Банахов принцип
контракциjе jе резултат коjи jе отворио читава нова поглавља и нове математичке
теориjе. Базиран jе на техници коjа jе позната као метод сукцесивних апроксима-
циjа, чиjу jе апстрактну верзиjу увео Лиувил8. Међутим, систематско коришћење
овог метода припада Пикару9 коjи jе први пут ову методу применио у раду [87] из
1890. године, тако да се често оваj метод назива његовим именом.
Потребно jе истаћи да jе теорема Брауерa представник тополошке теориjе
непокретне тачке, док jе теорема Банахa представник метричке теориjе непокрет-
не тачке. Jасну разлику између ове две теориjе jе тешко поставити, jер генерално
гледаjући теориjа непокретне тачке jе грана топологиjе, али са друге стране утицаj
фунционалне и нелинеарне анализе jе толико велики да се може посматрати и као
део математичке анализе.
На краjу овог уводног дела поменимо jош резултат Тарског10 из 1955. године
коjи jе представљао фундаментални резултат за почетак развоjа теориjе непокретне
тачке на уређеним скуповима.
1.2 Банахов став о непокретноj тачки и нека његова
уопштења
С обзиром на то да ће у овоj дисертациjи бити изложени ставови коjи уопшта-
ваjу и прошируjу Банахов став о непокретноj тачки на просторе са недетерми-
нистичком метриком у овом поглављу ћемо детаљниjе говорити, како о самом
ставу, тако и о његовим уопштењима коjи су нам били основна мотивациjа за
неке од добиjених резултата. Све ставове коjе ћемо изложити у овом поглављу
наводимо без доказа, jер ће они бити последице оригиналних резултата коjи су
изложени у радови [63] и [66] и коjи ће бити изнети у другоj глави овог рада
и коjи их уопштаваjу на просторе са недетерминистичком метриком. У даљем
тексту ћемо сматрати да су поjмови коjи карактеришу метричке просторе, попут
непрекидности, ограничености, конвергенциjе, комплетности и др. опште познати,
па их нећемо посебно наводити и дефинисати.
Дефинициjа 1.2.1. Нека jе (X, d) метрички простор. Пресликавање T : X → X
се назива:
1) Липшицовим11 пресликавањем ако постоjи L > 0 такво да jе d(Tx, Ty) ≤
8Joseph Liouville (1809–1882), француски математичар.
9Charles Émile Picard (1856–1941), француски математичар.
10Alfred Tarski (1901–1983), пољско–амерички математичар.
11Rudolf Otto Sigmund Lipschitz (1832–1903), немачки математичар.
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L · d(x, y), за свако x, y ∈ X;
2) (стриктна) контракциjа ако jе T Липшицово пресликавање и L ∈ [0, 1);
3) неекспанзивно ако jе T Липшицово пресликавање и L = 1;
4) контрактивно ако jе d(Tx, Ty) < d(x, y), за свако x, y ∈ X, x 6= y.
Следећи став jе од фундаменталног значаjа у метричкоj теориjи непокретне
тачке.
Став 1.2.1 (Банахов принцип контракциjе). Нека jе (X, d) комплетан метри-
чки простор и нека jе пресликавање T : X → X контракциjа, тj. нека постоjи
q ∈ [0, 1) таквo да важи
(1.1) d(Tx, Ty) ≤ q · d(x, y),
за свако x, y ∈ X. Тада:
1) пресликавање T има jединствену фиксну тачку x∗;
2) Пикарова итерациjа придружена уз T , тj., низ {xn}∞n=0 дефинисан са
xn = T (xn−1) = T
n(x0), n = 1, 2, . . .
конвергира ка x∗, за било коjу почетну произвољно изабрану тачку x0 ∈ X;
3) конвергенциjа jе униформна ако jе простор X ограничен;









· d(xn−1, xn), n = 0, 1, 2, . . .
5) брзина конвергенциjе jе дата са d(xn, x∗) ≤ q · d(xn−1, x∗) ≤ qn · d(x0, x∗).
Познатo jе да су у метричком просторуX следећи искази еквивалентни: сваки
Кошиjев низ у X jе конвергентан; пресек сваког опадаjућег низа непразних затво-
рених скупова у X, чиjи низ диjаметар тежи нули, jесте jедночлан скуп; сваки
низ ограничене вариjациjе у X jе конвергентан; за сваку контракциjу f : S → S
затвореног непразног скупа S од X следи да постоjи тачка x ∈ S са своjством x =
f(x). Ове констатациjе даjу више идеjа како се може Банахов принцип контракциjе
доказати.
Природно питање коjе се одмах намеће за Банахов принцип контракциjе jесте
да ли jе за неко Липшицово пресликавање могуће само за мало ослабити услов кон-
тракциjе, а и даље добиjати да постоjи његова непокретна тачка. У ширем смислу
одговор jе не и то ћемо показати следећим примером.
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Пример 1.2.1 ([75]). Посматраjмо комплетан метрички простор свих непре-
кидних функциjа C[0, 1] и посматраjмо затворен потпростор M од C[0, 1] коjи
се састоjи од пресликавања f ∈ C[0, 1] за коjе jе f(1) = 1. Како jе M затворен
потпростор комплетног метричког простора, имамо да jе M сам за себе компле-
тан. Дефинишимо, сада, пресликавање T : M →M , на следећи начин:
T (f)(t) = t · f(t), t ∈ [0, 1].
Ако пресликавања f, g ∈M , тада важи |T (f)−T (g)| ∈ C[0, 1], па према познатом
ставу из анализе |T (f) − T (g)| постиже максималну вредност за неку тачку
t0 ∈ [0, 1]. Тада имамо:
d
(




∣∣T (f)(t)− T (g)(t)∣∣ = t0∣∣f(t0)− g(t0)∣∣ ≤ d(f, g).
С друге стране, ако f 6= g, тада jе f(t) 6= g(t) за неко t ∈ [0, 1] и тада имамо
f(1) = g(1) = 1, што значи да jе t0 < 1. Стога, имамо:
(1.2) d
(
T (f), T (g)
)
< d(f, g),
за свака два пресликавања f, g ∈M и f 6= g.
Ако сада претпоставимо T (f) = f за неко пресликавање f ∈M , имамо да за
свако t ∈ [0, 1], важи f(t) = t · f(t). Из претходног следи да jе f(t) = 0 за свако
t ∈ [0, 1). С друге стране, важи f(1) = 1. Ово jе у контрадикциjи са чињеницом
да jе f непрекидно пресликавање, па пресликавање T нема непокретних тачака у
M .
С обзиром на то да услов (1.2), сходно дефинициjи 1.2.1, представља кон-
трактивно пресликавање, видимо да се Банахов принцип контракциjе не може
проширити на ову, незнатно општиjу класу пресликавања од (стриктних) кон-
тракциjа.
Из претходно примера се jасно види да ослабљивање особина контракциjе ниjе
довољно да би се омогућило постоjање непокретне тачке. Jедна од могућности за
превазилажење овог проблема jесте да се ослабљивање особина контракциjе врши,
истовремено, са давањем простору у коме радимо, довољно богате структуре да
би се компензовала ова релаксациjа услова коjи важе за контракциjу. У случаjу
контрактивних пресликавања захтева се да простор у коме се ради буде компактан,
како би постоjала jединствена непокретна тачка за таква пресликавања.
У многим случаjевима услов (1.1) ниjе задовољен на целом простору X, већ
само локално. Код локалне верзиjе Банаховог принципа контракциjе услов (1.1) за
неко пресликавање T важи само на отвореноj лопти B коjу пресликава у комплетан
метрички простор X.
Став 1.2.2 (Локални Банахов принцип). Нека jе (X, d) комплетан метрички
простор и скуп B(x0, R) = {x ∈ X | d(x, x0) < R} отворена лопта. Нека jе
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пресликавање T : B(x0, R) → X контракциjа са константом контрактивности
q ∈ [0, 1), таква да важи d(Tx0, x0) < (1 − q) · R. Тада пресликавање T има
jединствену непокретну тачку.
У наставку ћемо говорити о проширењима Банаховog принципa контракциjе,
као основним резултатима на коjима ћемо заснивати даље истраживање у овом
раду. Jедан од наjважниjих начина за проширивање Банаховog принципa кон-
тракциjе jесте замена услова (строге) контрактивности, сличним, али слабиjим
условом:




, x, y ∈ X,
где jе ϕ : R+ → R+ одређена функциjа, коjу називамо нелинеарни контрактивни
услов и коjа чува одређене особине контракциjе.
Историjски гледано први значаjан резултат коjи jе извршио проширење Ба-
наховoг принципa контракциjе у овом правцу био jе резултат Ракоча12 дат у раду
[88] из 1962. године.
Став 1.2.3 ([88]). Нека jе (X, d) комплетан метрички простор, пресликавање g :











тада пресликавање g има jединствену непокретну тачку.
Резултат коjи jе био много општиjи од претходно поменутог, добиjен jе од
стране Боjдa13 и Вонгa14 у раду [14] 1969. године. Пре него што дамо формулациjу
овог резултата, наjпре, ћемо дефинисати поjмове горње семинепрекидног преслика-
вањa у тачки и горње семинепрекидног пресликавањa на скупу.
Дефинициjа 1.2.2. За пресликавање ψ : A → R (A ⊆ R) кажемо да jе горње




Ако jе пресликавање горње семинепрекидно у свим тачкама скупа, називамо га
горње семинепрекидно пресликавање на том скупу.
Став 1.2.4 ([14]). Нека jе (X, d) комплетан метрички простор, пресликавање g :
X → X и ψ : [0,∞) → [0,∞) горње семинепрекидно пресликавање коjе испуњава










12E. Rakotch, израелски математичар.
13D. W. Boyd, амерички математичар.
14J. S. W. Wong, амерички математичар.
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тада пресликавање g има jединствену непокретну тачку.
Напоменимо да су Боjд и Вонг, у раду [14], такође, показали да ако jе простор
X метрички конвексан, да се тада претпоставка о горњоj семинепрекидности за
пресликавање ψ може изоставити.
1.3 Заjедничка непокретна тачка за два
пресликавања
У овом поглављу даjемо резултат Џангкa15 дат у раду [67] из 1976. године коjи
jе иницирао испитивање постоjања заjедничке непокретне тачке за два преслика-
вања, за коjи ћемо у овом раду дати одређена проширења.
Став 1.3.1 ([67]). Нека jе (X, d) комплетан метрички простор и нека су f, g :
X → X комутативна пресликавања за коjа важи да jе g(X) ⊆ f(X) и нека jе
пресликавање f непрекидно. Ако постоjи константа k ∈ (0, 1) таква да за све










тада пресликавања f и g имаjу заjедничку непокретну тачку.
У овом раду ће бити презентовано више резултата коjи се односе на постоjање
заjедничке непокретне тачке пресликавања на просторима са недетерминистичком
метриком. Jедан део резултата се односи на заjедничку непокретну тачку за четири
пресликавања коjи задовољаваjу поменути нелинеарни контрактивни услов и то
у случаjевима уопштавања комутативности пресликавања на L -фази метричким
просторима, коjи су публиковани у раду [63]. Оваква пресликавања представљаjу
ширу класу од комутативних пресликавања и овде ће бити посматрани на недетер-
министичким просторима. У раду ће бити посматрана компатибилна пресликава-
ња коjа су за метричке просторе уведена од стране Џангкa у раду [68] и Мишре16
у раду [83], као генерализациjе компатибилности у различитим облицима17. С
друге стране, Сеса18 jе у раду [96] увео поjам слабе комутативности, a Пант19 jе
у раду [85] увео поjам R-слабе комутативности за пресликавања дефинисана на
метричким просторима. Свакако, с обзиром на то да се ради о недерминистичким
просторима добиjени резултати ће подразумевати фазификациjу поменутих поjмо-
ва.
Други део резултата се односи на заjедничку непокретну тачку за два пресли-
15Gerald Jungck, амерички математичар.
16S. N. Mishra, индиjски математичар.
17На пример, 2005. године Синг и остали су у раду [98] су увели поjам слабе компатибилности.
18Salvator Sessa, италиjански математичар.
19R. P. Pant, индиjски математичар.
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кавања и у вези jе са неекспанзивним пресликавањима коjа задовољаваjу поменути
нелинеарни контрактивни услов, о коjима говоримо у наставку.
1.4 Непокретне тачке неекспанзивних
пресликавања
У дефинициjи 1.2.1 ове главе смо већ увели неекспанзивна пресликавања.
Иако ова пресликавања представљаjу природно проширење контракциjа, у општем
случаjу она не мораjу имати непокретне тачке. Штавише, њихово проучавање
захтева познавање техника коjе, поред метричких, укључуjу подjеднако и геоме-
триjске и тополошке поставке и технике. У последњих педесет година добиjен jе
велики броj резултата о егзистенциjи непокретне тачке за неекспанзивна преслика-
вања како на детерминистичким, тако и на недетерминистичким просторима.
У овоj дисертациjи ћемо се бавити односом између нормалних, конвексних
и строго конвексних структура и постоjања непокретне тачке за неекспанзивна
пресликавања на недетерминистичким просторима са оваквим структурама. Ре-
зултати коjи су добиjени и коjи су изложени у раду [65], представљаjу уопштењe
теореме Брауерa коjу даjемо у наставку.
Став 1.4.1 ([16]). Ако jе K ограничен, затворен и конвексан подскуп униформно
конвексног Банаховог простора X и ако jе T : K → K неекспанзивно пресликавање
(тj. ако важи ||T (x)−T (y)|| ≤ ||x−y|| за све x, y ∈ K), тада пресликавање T има
непокретну тачку.
Историjски гледано прве теореме о егзистенциjи непокретне тачке за неекс-
панзивна пресликавања су независно jедни од других доказали 1965. године Брo-
удер20 у раду [16], Гeде21 у раду [50] и Кирк22 у раду [74]23. Од стране Такахашиjа24
jе у раду [99] из 1970. године уведена нормална структура25 као карактеризаци-
jа скупова у метричким просторима чиме jе отворен нови правац у проучавању
неекспанзивних пресликавања у теориjи непокретне тачке. Такође, у раду [99] jе
дат и jедан став коjи jе уопштио резултате Броудера, односно Кирка, изложене
у раду [16], односно [74]. С обзиром на то да jе он од интереса за наша даља
истраживања даћемо његову формулациjу. Наjпре, рецимо да jе Такахаши посмат-
рао метричке просторе са конвексном структуром таквoм да постоjи пресликавање
W : X ×X × [0, 1] → X (тj. W (x, y; θ) коjе jе дефинисано за све парове x, y ∈ X и
20Felix Е. Browder, амерички математичар.
21D. Göhde, немачки математичар.
22William Kirk, амерички математичар.
23Теорема коjу jе доказао Кирк jе општиjег облика од теорема датих у радовима [16] и [50].
24Wataru Takakashi, jапански математичар.
25О овом поjму ће бити више речи у наредном поглављу.
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θ ∈ [0, 1] са вредностима у X), тако да оно задовољава услов
d
(
u,W (x, y; θ)
)
≤ θd(u, x) + (1− θ)d(u, y)
за свако u ∈ X. Такав простор X се назива конвексним метричким просторoм.
Класа оваквих метричких простора укључуjе нормиране линеарне просторе, као
и метричке просторе хиперболичког типа. На пример, Банахов простор и сваки
од његових конвексних потпростора су конвексни метрички простори. Међутим,
Фрешеов простор не мора обавезно бити и конвексан метрички простор.
За конвексан метрички простор X кажемо да има особину (C) ако сваки
опадаjући низ затворених конвексних подскупова од X има непразан пресек. Сада
можемо дати формулациjу претходно поменутог става.
Став 1.4.2 ([99]). Ако jе (X, d) конвексан метрички простор коjи задовољава осо-
бину (C). Нека jе K непразан, ограничен и затворен конвексан подскуп простора
X коjи има нормалну структуру. Свако пресликавање T : K → K има барем jедну
непокретну тачку.
Интересантно jе уочити да претходно изнети став указуjе на постоjање, али
не и на jединственост непокретне тачке неког пресликавање T .
1.5 Вероватносни Менгерови простори
Као што jе већ на почетку ове главе речено, француски математичар Фреше jе
у раду [45] увео поjам растоjања на произвољном скупу, описао особине функциjе
растоjања и тако засновао аксиоматику метричких простора. Овако апстрактно
уведени математички обjекат нашао jе велику примену у изучавању математичких,
физичких и других научних проблема у коjима се поjављуjе поjам „растоjања“.
Обjекти коjи се на оваj начин могу изучавати jесу нпр. тачке, функциjе, скупови и
др. Ипак, у многим случаjевима у коjима се теориjа метричких простора користи,
додељивање jединственог реалног ненегативног броjа сваком пару елемената неког
скупа ниjе довољно како би се посматрана поjава или проблем описали. На пример,
приликом вршења експеримента у коме се мере одређене дужине, где такав броj
представља растоjање између две посматране тачке, често резултат екперимента
ниjе последица jедног мерења, већ представља, рецимо, аритметичку средину сери-
jе таквих мерења. У оваквим и многим сличним ситуациjама погодниjе jе концепт
растоjања посматрати вероватносно (статистички), него као величину тачно одре-
ђену jедним ненегативним реалним броjем. Прецизниjе речено, уместо да сваком
пару елемената p и q неког скупа придружуjемо броj – растоjање d(p, q) – можемо
таквом пару елемената придружити функциjу расподеле Fp,q и за неки позитиван
броj x интерпретирати вредност Fp,q(x) као вероватноћу да растоjање између еле-
мената p и q буде мање од x. На овакав начин, Менгер26 jе у раду [80] из 1942.
26Karl Menger, аустриjски математичар.
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године дефинисао вероватносне метричке просторе. Тако дату дефинициjу веро-
ватносних метричких простора он jе модификовао 1951. године у раду [81] и на таj
начин отклонио неке недостатке првобитне дефинициjе због коjих jе био критикован
од стране математичара тог периода27. У наставку, наjпре, даjемо дефинициjу
функциjе расподеле, а затим и дефинициjу ових простора, као и њихове основне
особине.
Дефинициjа 1.5.1. a) Функциjу f : R → R називамо функциjом расподеле ако
испуњава следеће услове:
(R-1) Из t1 ≤ t2 следи да jе f(t1) ≤ f(t2), за све t1, t2 ∈ R,
(R-2) limt→−∞ f(t) = 0,
(R-3) limt→∞ f(t) = 1,
(R-4) limt→t− f(x) = f(t).
Назив функциjа расподеле потиче из теориjе вероватноће пошто су особине
од (R-1) до (R-4) карактеристичне за функциjу расподеле случаjних промен-
љивих. Фамилиjу овако дефинисаних функциjа расподеле означаваћемо са S.
б) Вероватносни метрички простор (скраћено ћемо га означавати са PM28-про-
стор) jе пар (X,F), где jе X непразан скуп, а F : X ×X → S пресликавање
коjе тачки (x, y) ∈ X ×X придружуjе функциjу расподеле, у ознаци Fx,y коjа
има следеће особине:
(V-1) Fx,y(t) = 1 за све t > 0 ако и само ако x = y,
(V-2) Fx,y(0) = 0,
(V-3) Fx,y(t) = Fy,x(t),
(V-4) Из Fx,y(t1) = 1 и Fy,z(t2) = 1 следи да jе Fx,z(t1 + t2) = 1 за све x, y, z ∈ X
и све t1, t2 ∈ R.
Вредност Fx,y(t) може се интерпретирати као вероватноћа да jе растоjање тачака
x и y мање од t. Због (V-2) и особина (R-1), (R-2) и (R-4) следи да jе за свако t ≤ 0
испуњено да jе Fx,y(t) = 0. Лако се уочава да jе услов (V-1) еквивалентан услову:




0, t ≤ 0,
1, t > 0.
Можемо уочити да се сваки метрички простор (X, d) може интерпретирати као
jедан PM-простор, ако за произвољне тачке x и y скупа X дефинишемо функциjу





27O овоме се више може погледати, на пример, у раду [106].
28скраћено од probabilistic metric.
29Oliver Heaviside (1850–1925), енглески математичар и физичар.
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Дефинициjа 1.5.2. a) Бинарна операциjа T : [0, 1] × [0, 1] → [0, 1] се назива
непрекидна t-норма ако функциjа T задовољава следеће услове:
(T-1) T (a, 1) = a за свако a ∈ [0, 1], као и T (0, 0) = 0,
(T-2) T (a, b) = T (b, a),
(T-3) T (a, b) ≤ T (c, d) за све a ≤ c и b ≤ d, и a, b, c, d ∈ [0, 1],
(T-4) T
(




a, T (b, c)
)
.
б) Троjка (X,F , T ), где jе (X,F) вероватносни простор, а T jедна t-норма коjа
испуњава Менгерову неjеднакост:





за све x, y, z ∈ X и све t1, t2 ≥ 0, назива се вероватносни Менгеров простор
(убудуће ћемо га краће звати Менгеров PM-простор).
Примери t-норми су T (a, b) = min{a, b} и T (a, b) = ab. Могуће jе t-норме дефини-
сати и рекурзивно са T 1 = T и
T n(x1, . . . , xn+1) = T
(
T n−1(x1, . . . , xn), xn+1
)
,
за n ≥ 2 и xi ∈ [0, 1] за свако i ∈ {1, . . . , n+ 1}.
Напомена 1.5.1 ([94]). Сваки метрички простор jе Менгеров PM-простор. Нека
jе (X, d) метрички простор и T (a, b) = min{a, b} непрекидна t-норма. Дефиниши-




за све x, y ∈ X и t > 0. Троjка (X,F , T ) jе jедан Менгеров
PM-простор индукован метриком d.
У наставку даjемо неке теореме, дефинициje и лемe у вези са PM-просторима
коjе ће бити од интереса за даљи рад.
Дефинициjа 1.5.3. Нека jе (X,F , T ) Менгеров PM-простор.
(1) За низ {xn} из X се каже да конвергира ка x из X ако, за свако ε > 0 и
λ > 0, постоjи природан броj N, такав да важи Fxn,x(ε) > 1 − λ, кад год jе
n ≥ N.
(2) За низ {xn} из X се каже да jе Кошиjев низ ако, за свако ε > 0 и λ > 0,
постоjи природан броj N, такав да важи Fxn,xm(ε) > 1−λ, кадгод су n,m ≥ N.
(3) За Менгеров PM-простор се каже да jе комплетан ако сваки Кошиjев низ из
X конвергира ка некоj тачки из X.
У Менгеровом PM-простору (X,F , T ) се (ε, λ)-топологиjа (видети нпр. рад
[93]) уводи преко фамилиjе околина Nx тачке x ∈ X дате са:
Nx = {Nx(ε, λ) : ε > 0, λ ∈ (0, 1)},
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где jе
Nx(ε, λ) = {y ∈ X : Fx,y(ε) > 1− λ}.
Поменута (ε, λ)-топологиjа jе Хаусдорфова топологиjа30. За функциjу f , у овако
уведеноj топологиjи, кажемо да jе непрекидна у тачки x0 ∈ X ако и само ако за
сваки низ xn коjи конергира ка x0 важи да f(xn) → f(x0).
Следећа лема jе доказана од стране Швеjцера31 и Склара32 у раду [93].
Лема 1.5.1. Нека jе (X,F , T ) Менгеров PM-простор. Тада jе функциjа F доње
полунепрекидна за свако фиксирано t > 0, тj. за свако фиксирано t > 0 и свака два





Дефинициjа 1.5.4. Нека jе (X,F , T ) Менгеров PM-простор и скуп A ⊆ X. Зат-
ворење скупа A jе наjмањи затворен скуп коjи садржи A и означавамо га са A.
Имаjући на уму Хаусдорфову топологиjу и дефинициjу конвергентних низова
даjемо следећу напомену.
Напомена 1.5.2. Елемент x ∈ A ако и само постоjи низ {xn} из A такав да
xn → x, када n→∞.
У наставку даjемо дефинициjу вероватносне ограничености коjу jе увео Шер-
вуд33 у раду [97]. Оваj поjам ћемо користити у неким од оригиналних резултата
коjи ће бити изложени у овом раду.
Дефинициjа 1.5.5. Нека jе (X,F , T ) Менгеров PM-простор и скуп A ⊆ X. Веро-














Ако постоjи λ ∈ (0, 1) такво да jе δA = 1 − λ, скуп A ћемо звати вероватносно
полуограничен. Ако jе δA = 1 скуп A ћемо називати вероватносно ограничен.
30Felix Hausdorff (1868–1942), немачки математичар.
31Berthold Schweizer, немачко–амерички математичар.
32Abe Sklar, амерички математичар.
33Howard Sherwood, амерички математичар.
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Лема 1.5.2. Нека jе (X,F , T ) Менгеров PM-простор. Скуп A ⊆ X jе вероватносно
ограничен ако и само ако за свако λ ∈ (0, 1) постоjи t > 0 такво да jе Fx,y(t) > 1−λ,
за све x, y ∈ A.
Доказ. Тврђење следи из дефинициjе supA и inf A за непразне скупове. 
Напомена 1.5.3. Ниjе тешко уочити да jе сваки метрички ограничен скуп и
вероватносно ограничен скуп ако се посматра у индукованом PM-простору.
Наредни став коjи ће бити битан за доказе неких резултата презентованих у
овом раду, доказан jе од стране Шервуда у раду [97].
Став 1.5.1 ([97]). Нека jе (X,F , T ) Менгеров PM-простор и {Fn}n∈N низ уметну-
тих непразних, затворених подскупова од X, такав да jе δFn → ε0, када n → ∞.
Тада постоjи тачно jедна тачка x0 ∈ Fn, за свако n ∈ N.
Лако jе показати да важи следећа лема.
Лема 1.5.3. Нека jе (X,F , T ) Менгеров PM-простор. Нека jе {Fn}n∈N низ умет-
нутих непразних, затворених подскупова од X. Низ {Fn}n∈N има вероватносни
диjаметар нула, тj. за свако λ ∈ (0, 1) и свако t > 0 постоjи n0 ∈ N такво да jе
Fx,y(t) > 1− λ за све x, y ∈ Fn0 , ако и само ако δFn → ε0, када n→∞.
1.6 Фази метрички простори
Поред интерпретациjе вредности Fx,y(t), дате у претходном поглављу, посма-
трану вредност jе могуће интерпретирати као степен блискости тачака x, y ∈ X у
односу на вредност параметра t. У том случаjу аксиоме (R-3) и (V-2) нису неопходне
у аксиоматици овако засноване интерпретациjе недетерминистичког растоjања. На-
име, ако параметар t означава тренутак у коме посматрамо степен блискости тачака
x и y, тада у почетку процеса, тj. у тренутку t = 0, блискост не мора бити 0, односно
њихово растоjање не мора бити ∞. Штавише, тачке се у почетном тренутку могу
поклапати. Оваква интерпретациjа недерминистичке метрике доводи до поjма фа-
зи метричких простора, чиjа jе аксиоматика ослобођена неких од аксиома коjе
учествуjу у дефинициjи вероватносних метричких простора. Прву дефинициjу
фази метричких простора дали су Калева34 и Сеикала35 у раду [69]. Еквивалент
њиховоj аксиоматици дали су Крамосил36 и Михалек37 у раду [76] и таква ак-
сиоматика фази метричких простора постаjе веома прихваћена од великог броjа
34Osmo Kaleva, фински математичар.
35Seppo Seikkala, фински математичар.
36Ivan Kramosil, чешки математичар.
37Jǐri Michlek, чешки математичар.
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математичара и физичара. Даљу измену претходне аксиоматике врше Георг38 и
Верамани39 у раду [48], ослобађаjући аксиоматику од аксиоме (Fm-1k) (коjа jе дата
у наставку) и у истом раду дефинишу Хаусдорфову топологиjу на фази метричким
просторима. Данас се изучаваjу фази метрички простори у смислу обе дефинициjе,
те ћемо их у наставку обе навести.
Дефинициjа 1.6.1 ([92]). Бинарну операциjу ∗ : [0, 1] × [0, 1] → [0, 1] називамо




тополошки моноид са jединицом тако да
jе a ∗ b ≤ c ∗ d за све a, b, c, d ∈ [0, 1] за коjе jе a ≤ c и b ≤ d.
Дефинициjа 1.6.2 ([107]). Функциjа A : X → [0, 1] назива се фази скуп.
Дефинициjа 1.6.3 ([76]). Троjку (X,M, ∗) где jе X произвољан скуп, ∗ непрекидна
T -норма, а M фази скуп на X2 × [0,∞) коjи испуњава услове:
(Fm-1k) M(x, y, 0) = 0,
(Fm-2k) M(x, y, t) = 1 за све t > 0 ако и само ако jе x = y,
(Fm-3k) M(x, y, t) = M(y, x, t),
(Fm-4k) M(x, y, t) ∗M(y, z, s) ≤M(x, z, t+ s) за све x, y, z ∈ X и t, s > 0,
(Fm-5k) M(x, y, ·) : (0,∞) → [0, 1] jе непрекидна са леве стране;
називамо фази метричким простором у смислу Крамосила и Михалека, а функци-
jу M називамо фази метриком.
Дефинициjа 1.6.4 ([48]). Троjку (X,M, ∗) где jе X произвољан скуп, ∗ непрекидна
T -норма, а M фази скуп на X2 × [0,∞) коjи испуњава услове:
(Fm-1v) M(x, y, t) > 0,
(Fm-2v) M(x, y, t) = 1 за свако t > 0 ако и само ако jе x = y,
(Fm-3v) M(x, y, t) = M(y, x, t),
(Fm-4v) M(x, y, t) ∗M(y, z, s) ≤M(x, z, t+ s) за све x, y, z ∈ X и t, s > 0,
(Fm-5v) M(x, y, ·) : (0,∞) → [0, 1] jе непрекидна.
називамо фази метричким простором у смислу Георгa и Вераманиjа, а функциjу
M називамо фази метриком.
Уочимо да дефинициjа 1.6.3 ослобађа аксиоматику фази метричких просто-
ра само од аксиоме (R-3) у односу на аксиоматику Менгерових PM-простора, док
дефинициjа 1.6.4 ослобађа аксиоматику и од аксиоме (R-2), што jе добро баш због
интерпретациjе вредности вероватносне и фази метрике, o чему jе већ било речи.
38A. George, индиjски математичар.
39P. Veeramani, индиjски математичар.
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Пример 1.6.1 ([48]). Сваки метрички простор (X, d) jе фази метрички простор
у смислу обе дефинициjе фази метрике. Ниjе тешко проверити да функциjа
M(x, y, t) =
ktn
ktn +m · d(x, y)
за k,m, n ∈ R+ испуњава све услове фази метрике, при чему jе T -норма уведена
помоћу a ∗ b = a · b. Такав фази метрички простор називамо фази метрички
простор индукован метриком d. Специjално, у случаjу када jе k = m = n = 1
T -норму jе могуће увести помоћу T (a, b) = min{a, b}.
Пример 1.6.2 ([48]). Нека jе X = [a, b] ⊂ R+ и нека jе a ∗ b = ab. Тада jе фази
метрику могуће увести на следећи начин:




, x ≤ y,
y
x
, y ≤ x.
Уочимо да овако дефинисана метрика испуњава аксиоме дефинициjе 1.6.4, али не
и дефинициjе 1.6.3.
У раду [51] Грабиец40 jе доказао следећу лему.
Лема 1.6.1. Нека jе (X,M, ∗) фази метрички простор. Тада jе M(x, y, ·) неопа-
даjућа функциjа за све x, y ∈ X.
Доказ. Претпоставимо да за t, s ∈ [0, 1], при чему jе t < s, важи да jе M(x, y, t) >
M(x, y, s). Тада, због (Fm-4k), односно (Fm-4v) и чињенице да jе M(y, y, s− t) = 1
важи да jе
M(x, y, t) > M(x, y, s) > M(x, y, t) ∗M(y, y, s− t) = M(x, y, t),
што jе контрадикциjа. Дакле, M(x, y, t) ≤M(x, y, s). 
Ниjе тешко уочити да претходна лема важи без обзира о коjоj дефиници-
jи фази метричких простора jе реч, jер се у њеном доказу користе аксиоме коjе
учествуjу у обе дефинициjе.
Дефинициjа 1.6.5 ([48], [51]). За низ {xn} у фази метричком простору (X,M, ∗)
кажемо да конвергира ка тачки x ∈ X ако и само ако за свако ε > 0 и свако t > 0
постоjи n0 ∈ N тако да jе M(xn, x, t) > 1 − ε за свако n > n0, односно ако jе
limn→∞M(xn, x, t) = 1 за свако t > 0. У том случаjу пишемо да jе limn→∞ xn = x.
40Mariusz Grabiec, пољски математичар.
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У раду [48] Георг и Верамани уводе Хаусдорфову топологиjу на фази метрич-
ким просторима. Такође, ова топологиjа задовољава прву аксиому преброjивости,
односно постоjи преброjива база околина сваке тачке фази метричког простора.
Дефинициjа 1.6.6. Нека jе (X,M, ∗) фази метрички простор. Отворену куглу,
у ознаци B(x, r, t) са цетром у тачки x ∈ X, полупречника r ∈ (0, 1) у односу на
параметар t > 0 дефинишемо помоћу
B(x, r, t) = {y ∈ X |M(x, y, t) > 1− r},
а топологиjу уводимо околински са
τ =
{
A ⊂ X | x ∈ A ако и само ако постоjе t > 0 и r ∈ (0, 1),
тако да jе B(x, r, t) ⊂ A
}
.
Дефинициjа 1.6.7. Нека jе (X,M, ∗) фази метрички простор. Функциjа f : X →
X jе непрекидна у тачки x0 ∈ X ако и само ако за сваки низ {xn}, такав да
xn → x0, када n→∞, важи да f(xn) → f(x0) када n→∞.
Природно се поставља питање да ли jе фази метрика непрекидна функциjа
по прве две координате. Свакако да одговор на то питање зависи од тога коjу од
наведених дефинициjа фази метричког простора разматрамо и он, првенствено,
зависи од тога да ли jе фази метрика непрекидна или само непрекидна са леве
стране по трећоj координати. Одговор на постављено питање дат jе у наредне три
леме.
Лема 1.6.2. Нека jе (X,M, ∗) фази метрички простор, у смислу било коjе од
дефинициjе 1.6.3 или дефинициjе 1.6.4 и нека jе limn→∞ xn = x и limn→∞ yn = y.
Тада за свако t > 0 важи да jе
M(x, y, t−) ≤ lim inf
n→∞
M(xn, yn, t) ≤ lim sup
n→∞
M(xn, ynt) ≤M(x, y, t+).
Доказ. За произвољно, довољно мало ε > 0 из (Fm-4k) (или (Fm-4v)) следи да
важе следеће неjеднакости:
M(xn, yn, t) > M(xn, x,
1
2




M(x, y, t+ ε) > M(x, xn,
1
2




Узимаjући у првоj од датих неjеднакости lim inf, а у другоj lim sup, када n → ∞,
добиjамо да важи
M(x, y, t− ε) ≤ lim inf
n→∞
M(xn, ynt) ≤ lim sup
n→∞
M(xn, yn, t) ≤M(x, y, t+ ε).
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Пуштаjући да jе ε→ 0 следи тврђење леме. 
Лема 1.6.3. Нека jе (X,M, ∗) фази метрички простор, у смислу дефинициjе 1.6.4.
и нека jе limn→∞ xn = x и limn→∞ yn = y. Тада за свако фиксирано t > 0 важи
lim
n→∞
M(xn, yn, t) = M(x, y, t),
односно функциjа M(x, y, t) jе непрекидна за свако фиксирано t > 0.
Доказ. Тврђење ове леме следи из претходне леме и чињенице да jе функциjа
M(x, y, ·) непрекидна по трећоj координати, ако се посматра фази метрички прос-
тор у смислу дефинициjе 1.6.4. 
Лема 1.6.4. Нека jе (X,M, ∗) фази метрички простор, у смислу дефинициjе 1.6.3
и нека jе limn→∞ xn = x и limn→∞ yn = y. Тада за свако фиксирано t > 0 важи
lim inf
n→∞
M(xn, yn, t) = M(x, y, t),
односно, функциjа M(x, y, t) jе доње семинепрекидна функциjа за свако фиксирано
t > 0.
Доказ. Нека jе ε > 0 произвољно. Доказаћемо да важе следеће две квантифика-
торске формуле:
(I) (∀ε > 0)(∃n0 ∈ N) n > n0 ⇒M(xn, yn, t) > M(x, y, t)− ε,
(II) (∀ε > 0)(∃n0 ∈ N) n > n0 ⇒M(xn, yn, t) < M(x, y, t) + ε,
одакле ће следити тврђење леме.
(I) Нека jе t > 0 фиксирано и ε > 0 довољно мали произвољан броj. Како
jе M(x, y, ·) непрекидна функциjа са леве стране у тачки t, тада постоjи ξ
(0 < 2ξ < x) тако да важи
M(x, y, t)−M(x, y, t− 2ξ) < ε
3
.
Означимо M(x, y, t − 2ξ) := a. Како jе ∗ непрекидна T -норма и важи да jе




)∗s > a− 2ε
3
.
Како низови {xn} и {yn} конвергираjу ка x и y тим редом, када n → ∞,
тада постоjи n0 ∈ N тако да jе за свако n > n0 испуњено M(x, xn, ξ) > s и
M(y, yn, ξ) > s.
На основу неjеднакости троугла и чињенице да jе фази метрика неопадаjућа
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функциjа имамо да jе за свако n > n0 испуњено
M(xn, yn, t) ≥M(xn, y, t− ξ) ∗M(y, yn, ξ),
≥
(
M(x, y, t− 2ξ) ∗M(x, xn, ξ)
)
∗M(y, yn, ξ)






> M(x, y, t)− ε.
(II) Доказ овог дела добиjа се аналогним закључивањем, при чему се практично
врши замена у запису доказа дела (I) и то x са xn и y са yn и обрнуто. Тада
добиjамо да постоjи n0 ∈ N тако да jе за свако n > n0 испуњено
M(x, y, t) > M(xn, yn, t)− ε,
што jе еквивалентно услову (II). Овим jе доказ завршен. 
Постоjе два концепта комплетности на фази метричким просторима, коjе ћемо
навести у следећим дефинициjама.
Дефинициjа 1.6.8 ([51]). За низ {xn} у фази метричком простору (X,M, ∗)
кажемо да jе G-Кошиjев ако и само ако jе limn→∞M(xn+p, xn, t) = 1, за свако
t > 0 и свако p ∈ N. Фази метрички простор називамо G-комплетним ако сваки
G-Кошиjев низ тог простора конвергира ка некоj тачки тог простора.
Дефинициjа 1.6.9 ([48]). За низ {xn} у фази метричком простору (X,M, ∗)
кажемо да jе Кошиjев ако и само ако за свако ε > 0 и свако t > 0 постоjи n0 ∈ N
тако да jе M(xn, xm, t) > 1− ε за све n,m > n0. Фази метрички простор називамо
комплетним ако сваки Кошиjев низ тог простора конвергира ка некоj тачки тог
простора.
Веома jе битно истаћи да претходне две дефинициjе нису увек еквивалентне.
Заправо, оне су еквивалентне (видети радове [104] и [105]) само у следећим случа-
jевима:
1. када jе скуп X над коjим дефинишемо фази метрику наjвише преброjив, или
2. у случаjу када гранична вредност из дефинициjе 1.6.8 постоjи униформно по
параметру p ∈ N.
Такође, уочимо да jе G-комплетност слабиjа од комплетности дате у дефини-
циjи 1.6.9, пошто из G-комплетности простора следи и његова комплетност, jер jе
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сваки Кошиjев низ и G-Кошиjев. Наиме, да би простор био G-комплетан захтева
се да jедна шира класа низова испуњава услов конвергентности. Обрнуто не мора
да важи, што илуструjе следећи пример. Наиме, у следећем примеру се показуjе
да скуп свих реалних броjева R са стандардном метриком d(x, y) = |x− y|, за коjи
знамо да jе комплетан, ниjе G-комплетан.
Пример 1.6.3 ([104]). Уведимо на скупу R фази метрику помоћу




за све x, y ∈ R и свако t > 0 и узмимо да jе T -norma a ∗ b = min{a, b}. Лако се
показуjе да jе простор (R,M, ∗) комплетан. С друге стране, уочимо низ










за коjи знамо да ниjе конвергентан. Имамо да jе за свако фиксирано p ∈ N
испуњено да
M(xn, xn+p, t) = H
(











за свако t > 0, када n → ∞. Закључуjемо да jе оваj низ G-Кошиjev, одакле следи
да R ниjе G-комплетан, пошто посматрани низ не конвергира.
1.7 L -фази метрички простори
У овом поглављу ћемо дати дефинициjу L -фази метричких простора, коjу
су као генерализациjу фази метричких простора увели 2006. године Садати41 и
остали у раду [101].
Дефинициjа 1.7.1 ([101]). Нека jе L = (L,≤L) комплетна мрежа и U непразан
скуп коjи ћемо назвати универзум. L -фази скуп A на U се дефинише као пре-
сликавање A : U → L, где за сваки елемент u ∈ U , A (u) представља степен (у
L) за коjи u задовољава A . Такође, дефинишимо 0L = inf L и 1L = supL.
Дефинициjа 1.7.2 ([101]). Троугаона норма на L jе пресликавање T : L2 → L
коjе задовољава, за све x, y, z, x1, y1 ∈ L, следеће услове:
(i) T (x, 1L ) = x,







T (x, y), z
)
,
(iv) x ≤L x1 и y ≤L y1 ⇒ T (x, y) ≤L T (x1, y1).
41Reza Saadati, ирански математичар.
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Троугаона норма T може се, такође, дефинисати рекурзивно као (n+1)-арна
операциjа, n ∈ N, на следећи начин: T 1 = T и
(1.3) T n(x1, . . . , xn+1) = T
(
T n−1(x1, . . . , xn), xn+1
)
,
за n ≥ 2 и x1, . . . , xn+1 ∈ L.
Дефинициjа 1.7.3 ([101]). Троjка (X,M ,T ) се назива L -фази метрички прос-
тор ако jе X произвољан (непразан) скуп, T jе непрекидна троугаона норма на
L и M jе L -фази скуп на X2 × (0,∞) коjи задовољава, за све x, y, z ∈ X и све
t, s ∈ (0,∞), следеће услове:
(Lf-1) M (x, y, t) >L 0L ;
(Lf-2) M (x, y, t) = 1L за свако t > 0 ако и само ако jе x = y;
(Lf-3) M (x, y, t) = M (y, x, t);
(Lf-4) T (M (x, y, t),M (y, z, s)) ≤L M (x, z, t+ s);
(Lf-5) M (x, y, ·) : (0,∞) → L jе непрекидна.
У овом случаjу M се назива L -фази метрика.
Напомена 1.7.1 ([101]). Сваки фази метрички простор jе jедан L -фази метри-
чки простор.
Дефинициjа 1.7.4 ([1]). Нека jе (X,M ,T ) jедан L -фази метрички простор. За
M се каже да jе непрекидна на X2 × (0,∞) ако
lim
n→∞
M (xn, yn, tn) = M (x, y, t)
кад год низ {(xn, yn, tn)} из X2 × (0,∞) конвергира ка (x, y, t) ∈ X2 × (0,∞), када
n→∞.
Лема 1.7.1 ([1]). Нека jе (X,M ,T ) jедан L -фази метрички простор. Тада jе M
непрекидна функциjа на X2 × (0,∞).
Резултати коjи ће у другоj глави овог рада бити изложени, посматраћемо на
L -фази метричким просторима коjи задовољаваjу услов
(1.4) M (x, y, 0) = 0L за x 6= y.
Дефинициjа 1.7.5 ([101]). Негациjа на L jе произвољно (строго) опадаjуће пре-





= x, за свако x ∈ L, тада се N назива инволутивна негациjа. Негациjа
Ns на ([0, 1],≤) дефинисана са Ns(x) = 1−x, за свако x ∈ [0, 1], назива се стандардна
негациjа на ([0, 1],≤).
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Посматраћемо троугаону норму T коjа задовољава услов да за свако µ ∈
L \ {0L , 1L } и произвољно n ∈ N, n ≥ 2, постоjи λ ∈ L \ {0L , 1L } такво да jе
(1.5) T n−1
(
N (λ), . . . ,N (λ)
)
>L N (µ).
Напомена 1.7.2 ([55], [101]). Услов (1.5) важи за сваку непрекидну троугаону
норму T и за сваку инволутивну негациjу N на L \ (0L , 1L },≤L) (следи из
теореме о средњоj вредности). Такође, све троугаоне норме h-типа са стандард-
ном негациjом задовољаваjу услов (1.5).
Дефинициjа 1.7.6 ([101]). Низ {xn} из L -фази метричког простора (X,M ,T )
се назива Кошиjев низ ако за свако ε ∈ L \ {0L , 1L } и t > 0, постоjи n0 ∈ N такво
да за све m ≥ n ≥ n0 (или n ≥ m ≥ n0) важи
M (xm, xn, t) > N (ε).
Низ {xn} jе конвергентан у L -фази метричком простору (X,M ,T ), при чему jе
limn→∞ xn = x, x ∈ X, ако M (xn, x, t) → 1L , када n → ∞, за свако t > 0. За L -
фази метрички простор се каже да jе комплетан ако и само ако jе сваки Кошиjев
низ конвергентан.
Напоменимо да дефинициjа конвергенциjе и дефинициjа Кошиjевог низа на
L -фази метрички просторима зависи од избора негациjе N . Због тога jе потребно
истаћи да се претпоставља да jе простор (X,M ,T ) комплетан у односу на посма-
трану негациjу N .
Следећа дефинициjа и лема на L F -строго ограниченим скуповима jе дата од
стране Jешића42 и Бабачеве43 у раду [61].
Дефинициjа 1.7.7 ([61]). Нека jе (X,M ,T ) L -фази метрички простор и A ⊆ X.








Ако jе δA = 1L тада кажемо да jе скуп A jе L F -строго ограничен.
Лема 1.7.2 ([61]). Скуп A ⊆ X jе L F -строго ограничен ако и само ако за про-
извољну негациjу N (λ) и свако λ ∈ L \ {0L , 1L } постоjи t > 0 такво да важи
M (x, y, t) > N (λ) за све x, y ∈ A.
Доказ. Нека jе A ⊆ X L F -строго ограничен скуп. Тврђење леме тривиjално
следи за произвољну негациjу N (λ) ∈ [0L , 1L ] из дефинициjе за inf и за sup скупа.
42Синиша Jешић, српски математичар.
43Наташа Бабачев, српска математичарка.
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Обрнуто, како за произвољну негациjу N (λ), и свако λ ∈ L\{0L , 1L } постоjи
t > 0 такво да jе M (x, y, t) > N (λ) за све x, y ∈ A, тада претходно и важи за сваку
произвољну инволутивну негациjу. Ако jе N (λ) инволутивна негациjа, тада за
свако λ ∈ L \ {0L , 1L } постоjи µ = N (λ) такво да jе N (µ) = λ. Ово значи да jе
supµ∈L N (µ) = supλ∈L λ = 1L , чиме jе лема доказана. 
У раду [49] Георг и Верамани су увели концепт L -фази диjаметра нула за
колекциjу скупова на L -фази метричким просторима.
Дефинициjа 1.7.8. Нека jе (X,M ,T ) L -фази метрички простор. За колекциjу
{Fn}n∈N се каже да има L -фази диjаметар нула ако за свако r ∈ L \ {0L , 1L } и
свако t > 0 постоjи n0 ∈ N такво да jе M (x, y, t) >L N (r) за све x, y ∈ Fn0 .
Став 1.7.1. Нека jе (X,M ,T ) комплетан L -фази метрички простор. Тада
свака непразна колекциjа, уметнутих, затворених скупова {Fn}n∈N са L -фази
диjаметаром нула има непразан пресек. Штавише, елемент x ∈
⋂
n∈N Fn jе jе-
динствен.
Доказ. Нека jе (X,M ,T ) комплетан L -фази метрички простор и нека jе {Fn}n∈N
колекциjа непразних, уметнутих, затворених скупова са L -фази диjаметром нула.
Нека jе, такође, xn ∈ Fn произвољна тачка за свако n ∈ N. Доказаћемо да jе низ
{xn} Кошиjев. Да бисмо ово ово доказали претпоставићемо да r ∈ L \ {0L , 1L }
и да jе t > 0 произвољно. Како {Fn} има L -фази диjаметар нула, следи да
постоjи n0 ∈ N такво да jе M (x, y, t) >L N (r) за све x, y ∈ X. Како jе Fn низ
уметнутих елемената, имамо да M (xn, xm, t) >L N (r) за све n,m ≥ n0, тj. низ
{xn} jе Кошиjев. Како jе посматрани простор комплетан, следи да постоjи x ∈ X
такво да jе xn → x. Како jе x ∈ Fn за свако n, следи да jе x ∈
⋂
n∈N Fn.
Сада ћемо доказати да jе x ∈
⋂
n∈N Fn jединствен елемент коjи припада овом
пресеку. Претпоставимо да постоjи y ∈
⋂
n∈N Fn, x 6= y. Како низ {Fn} има L -
фази диjаметар нула, за произвољно t > 0 следи да jе M (x, y, t) >L N ( 1n), за свако
n ∈ N. Пуштаjући да n→∞, добиjамо да jе M (x, y, t) = 1L , тj. x = y. 
1.8 Инверзи и класе правилно променљивих
функциjа
Многи проблеми из математичке анализе и њених промена (нпр. у теориjи
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где f(t) →∞ и g(t) →∞, када t→∞ и где су f (−1) и g(−1) одређене „инверзне“ фун-
кциjе и a, b ∈ [0,∞]. Овакав проблем jе проучаван од стране Ђурчића44 и Торгаше-
ва45 у раду [33] у случаjу да су функциjе f (−1) и g(−1) инверзи или генералисани
инверзи, одговараjућих функциjа, као и од стране Булдигина46 и осталих у радо-
вима [18] и [21], у случаjу да су функциjе f (−1) и g(−1) инверзи, квазиинверзи или
асимптотски квазиинверзи, одговараjућих функциjа.
Нека jе
A = {f : [a,∞) → (0,∞)(a > 0) | f jе неопадаjућа и неограничена функциjа}.
У овом раду ћемо се бавити генералисаним инверзом функциjе коjа припада класи
A и његову дефинициjу даjемо у наставку.
Дефинициjа 1.8.1 ([13]). За неку функциjу f ∈ A, функциjа
f←(x) = inf{y ≥ a | f(y) > x},
за x ≥ f(a) назива се њеним генералисаним инверзом.
Ако jе функциjа f ∈ A непрекидна и строго растућа, тада важи f←(x) =
f−1(x), за x ≥ f(a). Поред тога, важи да f← ∈ A, ако f ∈ A. За било коjу
непрекидну функциjу са десне стране g ∈ A, постоjи функциjа f ∈ A (f(x) =
g←(x), x ≥ g(a)) таква да jе g = f←.
Такође, важно питање jе да ли функциjа f коjа задовољава одређене особине
и њен генералисани инверз f← (или инверз функциjе у неком другом смислу)
припадаjу истоj класи функциjа коjе се проучаваjу у Караматиноj47 теориjи пра-
вилне променљивости или неких њених проширења (о коjима ће бити речи кас-
ниjе). Другим речима, поставља се питање коjе особине треба доделити функциjи
f , тако да се добиjу одређене карактеризациjе у том смислу. Наjjедноставниjи
случаj jе када jе функциjа f непрекидна, строго растућа и припада класи правилно
променљивих функциjа са позитивним индексом променљивости, о коjоj ће бити
речи касниjе у овом одељку. Познато jе да тада инверзна функциjа f−1, функциjе
f, припада тоj истоj класи. Више о овоме се може видети у радовима [6], [35], [21]
и др.
У овом раду (у трећоj глави) бавићемо се питањем узаjамног односа генера-
лисаног инверза, слабе асимптотске релациjе еквиваленциjе и jаке асимптотске
релациjе еквиваленциjе у одређеним класама функциjа коjе се проучаваjу у Кара-
матиноj теориjи правилне променљивости. Стога, у наставку, уводимо одговараjуће
поjмове.
44Драган Ђурчић, српски математичар.
45Александар Торгашев, српски математичар.
46Valerii V. Buldygin, украjински математичар.
47Jован Карамата (1903–1967), академик, српски математичар.
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За неку функциjу f ∈ A, дефинишимо скуп
{f} = {g ∈ A | f(x)  g(x), x→∞},
где ознака f(x)  g(x), када x → ∞, представља слабу асимптотску релациjу
еквиваленциjе, коjа се уводи на следећи начин:









(о овоме видети нпр. у [13]).
С друге стране, за неку функциjу f ∈ A, дефинишимо скуп
[f ]∼ = {g ∈ A | f(x) ∼ g(x), x→∞}.
где ознака f(x) ∼ g(x), када x → ∞, представља jаку асимптотску релациjу
еквиваленциjе, коjа се уводи на следећи начин:





У трећоj глави дисертациjе биће дата проширења следећег става коjи jе моди-
фикована комбинациjа неких резултата из рада [9] (такође видети рад [13, страна
190, 14 (ii), (iii)]. Стога га у наставку наводимо.
Став A. Нека су функциjе f, g ∈ A и претпоставимо да jе f правилно променљива
функциjа чиjи jе индекс променљивости ρ > 0. У том случаjу важи:
(a) ако функциjа g ∈ [f ]∼, тада g← ∈ [f←]∼;
(б) ако функциjа g← ∈ [f←]∼, тада g ∈ [f ]∼.
На краjу овог одељка даћемо преглед класа правилно променљивих функци-
jа, у коjима су добиjени резултати у трећоj глави. Напоменимо да када будемо
користили термин „мерљивости“ сматраћемо да се ради о „мерљивости у Лебего-
вом48 смислу“.
За мерљиву функциjу f : [a,∞) → (0,∞) (a > 0), увешћемо следеће две
функциjе:




<∞ (l > 0)
и




> 0 (l > 0).
48Henri Lèon Lebesgue (1875–1942), француски математичар.
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Тауберов49 услов генерисан условом (1.6) или (1.7) jе веома важан услов конверген-
циjе у теориjи Тауберових теорема (видети радове [6] и [53]), као и у асимптотскоj
анализи уопште (видети рад [13]). Функциjа kf (l) (l > 0) задата условом (1.6)
назива се индексном функциjом функциjе f , док се функциjа kf (l) (l > 0) задата
условом (1.7) назива помоћном индексном функциjом функциjе f .
1.8.1 Класа RV
Карамата jе у свом раду [70] из 1930. године увео поjам правилне променљи-
вости и доказао неке од фундаменталних ставова у вези са правилном променљи-
вошћу функциjа (о овоме видети и Караматин рад [71]). Ови резултати, заjедно са
касниjим проширењима и генерализациjама, показали су се плодотворним за рад
у многим областима математике (о овоме се може видети у [95], као и у [13]).
Мерљива функциjа f : [a,∞) → (0,∞) (a > 0) се назива правилно променљи-
вом ако за њу важи
kf (l) = kf (l) = χ(l) ∈ (0,∞),
за свако l > 0. Класа свих оваквих функциjа се означава са RV (од скраћенице
за regularly varying). За било коjу правилно променљиву функциjу f важи да jе
χ(l) = lρ, l > 0, за неки реалан броj ρ, коjи се назива индексом функциjе f . Класа
RV jе наjважниjи обjекат у Караматиноj теориjи правилне променљивости (о овоме
се више може видети нпр. у [95]) и њеним применама (видети, такође, радове [31],
[13] и [89]).
Случаj када jе ρ = 0 одговара тзв. споро променљивим функциjама (о овоме
се више може видети у раду [36]). Класа свих оваквих функциjа се означава са SV
(од скраћенице за slowly varying). Од интереса jе поменути и класу свих правилно
промељивих функциjа за коjу jе индекс променљивости ρ позитиван.






за свако l > 1. Овакве функциjе се називаjу рапидно променљивим функциjама, а
класу свих таквих функциjа означавамо са R∞.
1.8.2 Класа ORV
Након поменутог рада Карамате из 1930. године многе генерализациjе поjма
правилне променљивости су се поjавиле у литератури. Jедну од генерализаци-
jа дао jе Авакумовић50 у раду [6], коjу су даље истраживали Карамата у раду
49Alfred Tauber (1866–1942), словачки математичар.
50Воjислав Г. Авакумовића (1919–1990), академик, српски математичар.
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[72], Фелер51 у раду [44], као и Аљанчић52 и Аранђеловић53 у раду [3]. Класа
функциjа коjа jе проучавана од стране поменутих, као и многих других аутора, у
литератури jе позната jе као класа O–правилно променљивих функциjа или ORV
класа функциjа дефинисаних на интервалу [a,∞), (a > 0).
Мерљива функциjа f : [a,∞) → (0,∞) (a > 0) нaзива се O–правилно промен-
љива функциjа ако за њу важи
kf (l) <∞,
за свако l > 0. Ова класа jе веома важан поjам у асимптотскоj анализи54 (видети
нпр. [13] и [95]).
1.8.3 Класа PI
Ако мерљива функциjа f : [a,∞) → (0,∞) (a > 0) задовољава услов
(1.8) kf (l0) > 1
за неко l0 > 1, тада кажемо да jе она позитивно растућа (енг. positively increasing),
тако да се класа свих оваквих функциjа означава са PI. Напоменимо да су услов
(1.8) користили многи аутори и о томе се може видети у радовима [12], [18] и [21].
Мерљива функциjа f : [a,∞) → (0,∞) (a > 0) припада класи PI∗ ако постоjи
λ0 ≥ 1 такво да jе
kf (λ) > 1
за свако λ > λ0. Класа PI∗, на коjоj су добиjени неки од резултата из треће главе, jе
поткласа класе PI. У случаjу да jе λ0 = 1 добиjамо класу ARV 55(видети рад [36]),
коjа jе веома битна права поткласа класе PI∗. Класа PI∗ садржи, такође, као праву
поткласу, класу правилно променљивих функциjа чиjи jе индекс променљивости ρ
позитиван, као и класу рапидно променљивих функциjа, у ознаци R∞, чиjи jе де
Ханов56 индекс ∞ (видети о овоме рад [52]), али не садржи ниjедну функциjу из
класе споро променљивих функциjа, коjа се означава са SV (видети рад [13], као и
[95]). Више о поменутим класама може се наћи у радовима [19], [22], [23], [32], [37]
и [79].
Функциjа f ∈ ARV се назива рапидно променљивом (у смислу де Хана) са
индексом променљивости ∞ (тj. она припада класи R∞), ако je kf (λ) = ∞, за
свако λ > 1 (видети радове [13], [31] и [52]).
Приметимо, на краjу да jе класа A ∩ PI∗ jеднака класи A ∩ PI.
51William Feller, хрватско–амерички математичар.
52Слободан Аљанчић (1922–1993), српски математичар.
53Драгољуб Аранђеловић (1942–2008), српски математичар.
54На пример, у квалитативноj анализи дивергентних процеса. У вези са тим видети нпр. радове
[3] и [13].
55слово “A” у ознаци класе ARV асоцира на В. Авакумовића (видети његове радове [5], [7] и
[8]).
56Laurens de Haan, холандски математичар.
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Глава 2
Непокретне тачке за пресликавања




У овоj глави биће разматране непокретне и заjедничке непокретне тачке за
пресликавања са нелинеарним контрактивним условом, коjи се доводе у везу са
различитим облицима ограничености скупова на просторима са недетерминистич-
ким растоjањем. Такође, разматраће се за слабо комутативна или компатибилна
пресликавања (различитог типа), коjа задовољаваjу нелинеарни контрактивни ус-
лов, постоjање заjедничке непокретне тачке. Хипотеза од коjе се полази jе да
се квалитетном карактеризациjом домена пресликавања, могу релаксирати услови
нелинеарне контрактивности, а да се добиjе податак о постоjању или непостоjању
непокретне тачке пресликавања.
Поред наведеног, у овоj глави, посебно место ће заузети питање конвексно-
сти, као и питања скуповне и тополошке карактеризациjе комплетности и ком-
пактности простора са недетерминистичким растоjањем. Ти резултати доводе се у
везу са постоjењем непокретних и заjедничких непокретних тачака неекспанзивних
пресликавања, при нелинеарним контрактивним условом коjи важи за њих. Хи-
потеза од коjе се полази у овом случаjу jе да се конвексна структура, коjу jе на
метричким просторима дефинисао Такахаши у раду [99], може пренети на просторе
са недетерминистичким растоjањем, као и ставови коjи у вези са тим важе.
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Глава 2. Непокретне тачке за пресликавања са нелинеарним условом
дефинисана на просторима са недетерминистичком метриком
2.2 Заjедничка непокретна тачка за пресликавања
дефинисана на L -фази метричком простору
У научноj литератури постоjи велики броj радова коjи се баве проблемати-
ком непокретне и заjедничке непокретне тачке за пресликавања дефинисана на
недетерминистичким просторима. Међутим, већина тих резултата, с jедне стране
укључуjе услове са различитим ограничењима, понекад и веома рестриктивним. С
друге стране, многи резултати добиjени на овим просторима коjи задовољаваjу
такве услове су аналогни резултатима за пресликавања коjа су дефинисана на
метричким просторима, чак и са истом техником доказивања. (Видети, на пример,
радове [24], [98] и [103]).
У овом поглављу биће презентовани резултати о постоjању заjедничке непо-
кретне тачке за пресликавања за коjа важи нелинеарни контрактивни услов дефи-
нисан помоћу функциjе ϕ коjа задовољава услов ϕ(t) < t. Нелинеарни контрактив-
ни услов разматран jе, наjпре, од стране Боjда и Вонга у раду [14] и Панта у раду
[85] за пресликавања дефинисана на метричким просторима, од стране Михета1 у
раду [82] за пресликавања дефинисана на фази метричким просторима и од стране
Jешића и осталих у раду [62], као и О’ Регана2 и осталих у раду [84] за пресликавања
дефинисана на вероватносним просторима, као и у многим другим радовима.
Теорема о заjедничкоj непокретноj тачки за два пресликавања са нелинеарним
контрактивним условом дефинисана на интуиционистичким и L -фази метричким
просторима jе доказана од стране Jешића и Бабачеве у раду [61]. С друге стране,
Садати и остали у раду [101], као и Адиби3 и остали у раду [1] доказали су теорему о
постоjању заjедничке фиксне тачке за два пресликавања коjа задовољаваjу линерни
контрактивни услов и коjа су дефинисана на L -фази метричким просторима.
Резултати коjи ће бити дати у овом одељку и коjи су публиковани у коауторству
у раду [63], представљаjу проширење и побољшање већине претходно поменутих
радова, а такође они прошируjу и одговараjуће резултате са метричких простора
на L -фази метричке просторе.
У теориjи непокретне тачке веома важну улогу играjу генерализациjе комута-
тивности. Поjам компатибилног пресликавања уведен jе од стране Џангкa у раду
[68], као и Мишре у раду [83]. Постоjе многе генерализациjе компатибилности.
Недавно су Синг4 и остали увели поjам слабе комутативности у раду [98]. Ми ћемо
фазификовати ове дефинициjе.
Дефинициjа 2.2.1 ([63]). Нека jе (X,M ,T ) L -фази метрички простор и нека
су S и T пресликавања таква да S, T : X → X. Кажемо да су пресликавања S и T
1Dorel Miheţ, румунски математичар.
2Donal O’Regan, ирски математичар.
3Hadi Adibi, ирански математичар.
4Bani Singh, индиjски математичар.
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M (STxn, TSxn, t) = 1L ,





Txn = z ∈ X.
Дефинициjа 2.2.2 ([63]). Нека jе (X,M ,T ) L -фази метрички простор и нека
су S и T пресликавања таква да S, T : X → X. Кажемо да су пресликавања S и T
слабо компатибилна ако Sz = Tz, за неко z ∈ X, имплицира да jе STz = TSz.
Лако се уочава да jе класа компатибилних пресликавања шира од класе кому-
тативних пресликавања, jер jе сваки пар комутативних пресликавања и компатиби-
лан, али обрнуто не мора да важи (видети нпр. рад [98]). Примери компатибилних
и слабо компатибилних пресликавања могу се наћи у радовима [67], [83] и [98].
Сваки пар компатибилних пресликавања jе слабо компатибилан, што показу-
jемо у следећоj напомени. Обрнуто у општем случаjу не мора да важи.
Напомена 2.2.1 ([63]). Нека су S и T компатибилна пресликавања на L -фази
метричком простору (X,M ,T ). Тада jе следеће тврђење тачно.
Ако jе Sz = Tz, за неко z ∈ X, тада важи STz = TSz.
Тачност овог тврђења директнo следи из дефинициjе 2.2.1 узимаjући да jе xn = z
за свако n ∈ N и за неку тачку z ∈ X. 
Наредне две леме ћемо користити у доказу главног резултата, тако да, наjпре,
њих наводимо и доказуjемо. У доказу главног резултата ћемо користити и напо-
мену 2.2.1.
Лема 2.2.1 ([63]). Нека jе (X,M ,T ) L -фази метрички простор коjи задовољава
услов (1.4). Тада jе ϕ : (0,∞) → (0,∞) непрекидно, неопадаjуће пресликавање
такво да ϕ(t) < t важи за свако t > 0. Тада следећи важи следеће тврђење.
Ако за све x, y ∈ X имамо M (x, y, ϕ(t)) ≥L M (x, y, t), за свако t > 0, тада jе
x = y.
Доказ. Ако претпоставимо да jе
M (x, y, ϕ(t)) ≥L M (x, y, t), x 6= y,
тада из овог услова, применом Принципа математичке индукциjе следи да jе
M (x, y, ϕn(t)) ≥L M (x, y, t).
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Пуштаjући да n→∞, добиjамо да jе
M (x, y, t) = 0L
за свако t > 0, што jе контрадикциjа са аксиомом (Lf-2) тj. имамо да jе x = y. 
Лема 2.2.2 ([63]). Нека jе (X,M ,T ) L -фази метрички простор са непрекидном
троугаоном нормом T . Нека су S и T компатибилна пресликавања таква да S, T :
X → X и нека {Sxn} и {Txn} конвергираjу ка некоj тачки z ∈ X, када n→∞, за




Доказ. Нека jе µ ∈ L \ {0L , 1L } и t > 0 произвољно. Из непрекидности троугаоне
норме T следи да услов (1.5) важи и да за n = 2 имамо да за инволутивну негациjу






























Из непрекидности пресликавања S имамо да важи



















Пуштаjући да µ→ 0 добиjамо да jе
lim
n→∞
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Сада смо у могућности да докажемо главни резултат коjи се односи на заjед-
ничку непокретну тачку за четири пресликавања и коjи jе у коауторству публико-
ван у раду [63].
Став 2.2.1 ([63]). Нека jе (X,M ,T ) L -фази метрички простор коjи jе компле-
тан у односу на посматрану негациjу N и задовољава услов (1.4). Нека су прес-
ликавања A,B, S и T таква да важи A,B, S, T : X → X и да су скупови A(X) и
B(X) L F -строго ограничени. Нека су, такође, следећи услови испуњени:
(a) A(X) ⊆ T (X), B(X) ⊆ S(X),
(б) jедно од пресликавања A или S jе непрекидно,
(в) пар {A, S} jе компатибилан, а пар {B, T} jе слабо компатибилан,
(г) постоjи непрекидна, неопадаjућа функциjа ϕ : (0,∞) → (0,∞), коjа за-






≥L M (Sx, Ty, t),
за свако t > 0 и све x, y ∈ X.
Тада пресликавања A,B, S и T имаjу jединствену заjедничку непокретну
тачку.
Доказ. Нека jе x0 ∈ X произвољно изабарана тачка. Из (а) следи да постоjи
x1 ∈ X такво да jе A(x0) = T (x1) и за такву тачку x1 постоjи x2 ∈ X такво да jе
B(x1) = S(x2). Применом Принципа математичке индукциjе можемо конструисати
низ {zn} на следећи начин:
(2.3)
{
z2n−1 = Tx2n−1 = Ax2n−2,
z2n = Sx2n = Bx2n−1.
Посматраjмо низ уметнутих непразних, затворених скупова дефинисаних са
Fn = {zn, zn+1, . . .}, n ∈ N.
Доказаћемо, сада, да фамилиjа {Fn}n∈N има L -фази диjаметар нула.
Нека jе µ ∈ L \ {0L , 1L } и нека jе t > 0 произвољни. Из Fk ⊆ A(X) ∪ B(X)
следи да jе Fk L F -строго ограничен скуп за произвољно k ∈ N. То значи да постоjи
t0 > 0 такво да jе
(2.4) M (x, y, t0) >L N (µ)
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следи да постоjи m ∈ N такво да jе
ϕm(t0) < t.
Нека jе n = m+k и нека су x, y ∈ Fn произвољни. Тада постоjе низови {zn(i)}, {zn(j)}
у Fn, (n(i), n(j) ≥ n, i, j ∈ N) такви да jе
lim
i→∞
zn(i) = x и lim
j→∞
zn(j) = y.
Сада можемо разликовати следећа два случаjа.
Случаj 1. Претпоставимо да jе n(i) ∈ 2N− 1 и n(j) ∈ 2N или обрнуто, за довољно
велико i, j ∈ N тj. zn(i) = Axn(i)−1 и zn(j) = Bxn(j)−1.

















= M (zn(i)−1, zn(j)−1, t).











Како jе ϕm(t0) < t и како jе функциjа M (x, y, ·) неопадаjућа на L, из последњих




































за n(i) ∈ 2N− 1, n(j) ∈ 2N, или обрнуто.
Случаj 2. Претпоставимо да су n(i), n(j) ∈ 2N− 1 и нека jе n(l) ≥ n произвољан
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Такође, постоjи ε > 0 такво да jе
M
(







Имаjући у виду да jе limn→∞ ϕn(t0) = 0, можемо изабрати m0 ∈ N, тако важи
ϕm0(t0) < ε и нека jе n1 = max{m,m0}. Тада имамо
M
(




Axn(j)−1, Bxn(l)−1, t− ε
)
.
Из услова (2.8) имамо ϕn1(t0) ≤ t и из чињенице да jе M (x, y, ·) неопадаjућа










































(2.10) M (zn(i), zn(j), t) ≥L N (µ),
за n(i), n(j) ∈ 2N − 1. На сличан начин можемо показати да услов (2.10) важи за
n(i), n(j) ∈ 2N.









за све i, j ∈ N. Пуштаjући да i, j →∞, и примењуjући лему 1.7.1 добиjамо да важи
M (x, y, t) > N (µ) за све x, y ∈ Fn тj. колекциjа {Fn}n∈N има L -фази диjаметар
нула.
Примењуjући став 1.7.1 закључуjемо да ова колекциjа има непразан пресек,
коjи се састоjи од тачно jедне тачке z. Како колекциjа {Fn}n∈N има L -фази диjаме-
тар нула и z ∈ Fn за свако n ∈ N, тада за свако µ ∈ L \ {0L , 1L } и свако t > 0
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Из дефинициjе низова {Ax2n−2}, {Sx2n}, {Bx2n−1} и {T2n−1} следи да сваки од ових
низова тежи ка z.
Доказаћемо да jе z заjедничка непокретна тачка пресликавања A,B, S и T.























≥L M (Sz, z, t).





≥L M (Sz, Tx2n−1, t)





≥L M (Sz, z, t)
= M (z, z, t)
= 1L .
Ово, даље, значи да jе Az = z. Како jе A(X) ⊆ T (X), тада постоjи тачка u ∈ X,









≥L M (Sz, Tu, t)
= M (z, z, t)
= 1L ,
што значи да jе Bu = z. Из слабе компатибилности за пар {B, T} следи да jе





≥L M (Sx2n, T z, t).
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Пуштаjући да n → ∞ и из леме 2.2.1, добиjамо да jе Bz = z. На таj начин смо
доказали да jе тачка z заjедничка непокретна тачка за пресликавања A,B, S и T.
Претпоставимо, сада, да jе пресликавање A непрекидно. Тада jе
M (AAx2n, Az, t) >L N (µ).
Из компатибилности пара {A, S} и из леме 2.2.2 следи да jе
M (SAx2n, Az, t) >L N (µ).





≥L M (SAx2n, Tx2n−1, t).





≥L M (Az, z, t).
Из леме 2.2.1 следи да jе Az = z. Како jе A(X) ⊆ T (X), постоjи тачка v ∈ X таква









≥L M (SAx2n, T v, t).









≥L M (Az, Tv, t)
= M (z, z, t)
= 1L ,
што значи да jе z = Bv. Како jе пар {B, T} слабо компатибилан добиjамо Tz =





≥L M (Sx2n, T z, t).





≥L M (z, Tz, t)
= M (z, Bz, t),
што, даље, значи да jе z = Bz = Tz. Како jе B(X) ⊆ S(X), постоjи тачка w ∈ X









≥L M (Sw, Tz, t)
= M (Sw,Bz, t)
= M (z, z, t)
= 1L ,
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тj. Aw = z. Како jе пар {A, S} компатибилан и z = Aw = Sw, из напомене 2.2.1
добиjамо да важи Az = ASw = SAw = Sz. На оваj начин смо доказали да jе z
заjедничка непокретна тачка за пресликавања A,B, S и T.
На краjу, покажимо да jе z jедиствена заjедничка непокретна тачка. Прет-










≥L M (Sz, Ty, t)
= M (z, y, t).
Коначно, из леме 2.2.1 следи да jе z = y. 
Пример 2.2.1 ([63]). Нека jе (X,M ,T ) L -фази метрички простор индукован
метриком
d(x, y) = |x− y| на X = [0,+∞) ⊂ R,
тj.
M (x, y, t) =
t
t+ |x− y|










, x ∈ [0, 1],
0, x > 1,
Tx =
{
2x, x ∈ [0, 1],




t/(1 + t), t ∈ (0, 1],
t/2, t ≥ 1.
Доказаћемо да су сви услови става 2.2.1 задовољени. Уочимо, наjпре, A(X) =
[0, 1) ⊂ [0, 2] = T (X) и B(X) = [0, 1
2
) ⊂ [0,+∞) = S(X). Скупови A(X) и B(X) су
метрички ограничени, тj. они су L F -строго ограничени као подскупови L -фази















пресликавања A и S нису комутативна. Сада ћемо доказати да су она компати-
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Како
2x2











































Докажимо, сада, да су пресликавања B и T слабо компатибилна. Ако jе


























из дефинициjе 2.2.2 jе задовољен.
Доказаћемо у наставку да jе и услов (2.2) задовољен. Приметимо да за све
x, y ∈ X имамо да jе
1
(1 + x)(1 + y)
≤ 1.
Посматраћемо два случаjа.
Случаj 1. Посматраћемо случаj када jе 0 < t ≤ 1. Приметимо да jе у овом
случаjу 1 + t ≤ 2.















S(x), T (y), t
)
.
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в) Ако jе x ∈ [0, 1] и y > 1 доказ се своди на б). Ако jе x > 1 и y ∈ [0, 1] доказ
се своди на а).
Случаj 2. Сада посматрамо случаj t ≥ 1.















S(x), T (y), t
)
.















S(x), T (y), t
)
.
ђ) Ако jе x ∈ [0, 1] и y > 1 доказ се своди на д). Ако jе x > 1 и y ∈ [0, 1] доказ
се своди на г).
Из свега претходног закључуjемо да jе услов (2.2) задовољен. Како функциjа ϕ(t)
задовољава све услове става 2.2.1 добиjамо да сва пресликавања имаjу jединствену
заjедничку фиксну тачку. Лако jе уочити да jе тa тачка x = 0.
Показаћемо, сада, да се многи резултати коjи су добиjени за непоктретне и
заjедничке непокретне тачке на L -фази метричким просторима могу представити
као последице претходно доказаног става. Jешић и Бабачева су у раду [61] доказали
следећи став.
Став 2.2.2. Нека jе (X,M ,T ) комплетан L -фази метрички простор и нека
(X,M ,T ) има особину (1.4). Нека су, даље, пресликавања f, g : X → X, R-слабо
комутативна пресликавања, таква да jе пресликавање g непрекидно пресликавање,










за неку непрекидну, неопадаjућу функциjу ϕ : (0,∞) → (0,∞), коjа задовољава
услов ϕ(t) < t, за свако t > 0.
Тада пресликавања f и g имаjу заjедничку непокретну тачку.
У овом ставу доказано jе постоjање заjедничке непокретне тачке за два R-
слабо комутативна пресликавања. У наставку, наjпре, даjемо дефинициjу ових
пресликавања.
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Дефинициjа 2.2.3. Нека jе (X,M ,T ) L -фази метрички простор и нека су пре-
сликавања f и g таква да важи f, g : X → X. Пресликавања f и g се називаjу


















за свако t > 0 и свако x ∈ X.
Познато jе да ако су два пресликавања f, g : X → X, R–слабо комутативна
пресликавања, тада су она и компатибилна пресликавања, а у напомени 2.2.1 смо
нагласили да су компатибилна пресликавања, слабо компатибилна. Обрнуто, у
општем случаjу не важи. Дакле, ако у ставу 2.2.1 ставимо jе пресликавање A = B
и пресликавање S = T, очигледно добиjамо да jе став 2.2.2 његова последица. У
раду [61], Jешић и Бабачева су показали, такође, да су последице става 2.2.2, под
одређеним условима и резултат коjи су добили Садати и остали у раду [101], као и
резултат Џангка у раду [67].
2.2.1 Аналогон на Менгеровим вероватносним просторима
Како су структуре L -фази метричких простора и PM-простора веома слич-
не, овде ћемо дати верзиjу претходно изнетог става 2.2.1 за пресликавања коjа
су дефинисана на Менгеровим PM-просторима. У наставку даjемо само тврђење
става jер jе његов доказ веома сличан доказу става 2.2.1.
Став 2.2.3. Нека jе (X,F , T ) комплетан Менгеров PM-простор. Нека су пресли-
кавања A,B, S и T таква да jе A,B, S, T : X → X, при чему су A(X) и B(X)
вероватносно ограничени скупови и нека важе следећи услови:
(a) A(X) ⊆ T (X), B(X) ⊆ S(X),
(б) jедно од пресликавања A или S jе непрекидно,
(в) пар {A, S} jе компатибилан, а пар {B, T} jе слабо компатибилан,
(г) постоjи непрекидна, неопадаjућа функциjа ϕ : (0,∞) → (0,∞), коjа задо-
вољава ϕ(t) < t за свако t > 0, а пресликавања A,B, S и T задовољаваjу услов
(2.11) FAx,By(ϕ(t)) ≥ FSx,Ty(t),
за свако t > 0 и све x, y ∈ X.
Тада пресликавања A,B, S и T имаjу jединствену заjедничку фиксну тачку.
На краjу овог одељка истакнимо да се многи резултати у вези са егзистенциjом
и jединственошћу непокретне тачке и заjедничке непокретне тачке могу доказати
применом претходне теореме, слично као и у случаjу L -фази метричких простора.
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На пример, последица претходне теореме jе верзиjа Банахове теореме за контра-
ктивна пресликавања на Менгеровим PM-просторима, коjе jе доказана у раду [94].
2.3 Заjедничке непокретне тачке пресликавања са
нелинеaрним генерализованим контрактивним
условом дефинисана на Менгеровим
вероватносним просторима
У овом поглављу ћемо доказати ставове о jединствености непокретне, као и
заjедничке непокретне тачке за два компатибилна пресликавања коjа задовоља-
ваjу нелинеарни генералисани контрактивни услов и они су део коауторског рада
[66]. Ови резултати прошируjу резултате Ћирића коjи су доказани у раду [26].
У том раду он jе увео поjам генералисане контракциjе линеарног типа на PM-
просторима и доказао теорему о jединствености непокретне тачке за генералисану
контракциjу f дефинисану на f -орбиталном комплетном Менгеровом PM-простору
са непрекидном t-нормом T коjа задовољава услов T (a, a) ≥ a, за свако a ∈ [0, 1].
У наставку, наjпре, даjемо дефинициjу f -орбитално комплетног простора, као и
дефинициjу генерализоване контракциjе за PM-просторе.
Дефинициjа 2.3.1 ([25]). Нека jе пресликавање f : X → X. Простор X се назива
f -орбитално комплетним ако сваки низ {fnix, i ∈ N}, x ∈ X, kojи je Кошиjев има
граничну вредност у X.
Напоменимо да ако jе простор X комплетан простор, тада jе он и f -орби-
тално комплетан, за било коjе пресликавање f : X → X. С друге стране, ако
простор ниjе комплетан, тада он може бити орбитално комплетан у односу на неко
пресликавање, док за неко друго пресликавање не мора.
Дефинициjа 2.3.2 ([26]). За пресликавање f из PM-простора (X,F) кажемо да
jе генерализована контракциjа ако и само ако постоjи константа q, 0 < q < 1,
таква да за све u, v ∈ X и свако x > 0 важи услов
Ffu,fv(qx) ≥ min
{
Fu,v(x), Fu,fu(x), Fv,fv(x), Fu,fv(2x), Fv,fu(2x)
}
Сада ћемо навести поменути резултат Ћирића5 из рада [26].
Став 2.3.1 ([26]). Нека jе (X,F , T ) Менгеров PM-простор са непрекидном t-нор-
мом T, коjи задовољава услов T (x, x) ≥ x, за свако x ∈ [0, 1]. Ako je пресликавање
5Љубомир Ћирић, српски математичар.
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f : X → X генерализована контракциjа на X и X jе f -орбитално комплетан, тада
пресликавање f има jединствену непокретну тачку v ∈ X и limn→∞ T nu = v, за
свако u ∈ X.
Главни резултат коjи ћемо дати у овом одељку односиће се на постоjање
заjедничке непокретне тачке за два компатибилна пресликавања, тако да, наjпре,
даjемо дефинициjу компатибилних пресликавања на Менгеровим PM-просторима,
битну напомену коjу ћемо користити у доказу главног резултата, као и пример коjи
илуструjе ту напомену.
Дефинициjа 2.3.3 ([83]). Нека jе (X,F , T ) Менгеров PM-простор и нека су f и










gxn = z ∈ X.
Напомена 2.3.1. Нека су f и g два компатибилна пресликавања на Менгеровом
PM-простору (X,F , T ). Тада jе следеће тврђење тачно.
Ако jе fz = gz, за неко z ∈ X, тада важи fgz = gfz.
Тачност овог тврђења директнo следи из дефинициjе 2.3.3 узимаjући да jе xn = z
за свако n ∈ N и за неку тачку z ∈ X.
Као што jе то раниjе речено компатибилна пресликавања представљаjу про-
ширење класе комутативних пресликавања, али су ужа класа пресликавања од
слабо компабилних пресликавања, што тврди и претходна напомена. У наставку
илуструjемо претходну напомену, следећим примером коjи jе дат у раду [98], за
случаj Менгерових PM-просторa.
Пример 2.3.1. Нека jе (X, d) метрички простор, при чему jе X = [0, 2] и (X,F , T )
индукован Менгеров PM-простор тако што за произвољне тачке x и y скупа X
дефинишемо функциjу расподеле помоћу Fx,y(t) = H
(
t − d(x, y)
)
, за свако t > 0.




2− x, x ∈ [0, 1),
2, x ∈ [1, 2], Sx =
{
x, x ∈ [0, 1),
2, x ∈ [1, 2].
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FAxn,1(t) = H(t) = 1,













FASxn,SAxn(t) = H(t− 1) 6= 1.
за свако t > 0. Одавде закључуjемо да пресликавања A и S нису компатибилна. С
друге стране, за било коjе x ∈ [1, 2] важи да jе Ax = Sx = 2 и ASx = A(2) = 2 =
S(2) = SAx, одакле добиjамо да су ова пресликавања слабо компабилна.
Сада ћемо дати став коjи представља проширење става 2.3.1 у коме ћемо
увести генералисану контракциjу нелинеарног типа на PM-просторима и за коjу
t-норма T задовољава услов T (a, b) ≥ min{a, b} (познато jе да jе min jедина t-норма
коjа задовољава услов T (a, a) ≥ a, за свако a ∈ [0, 1]).
Став 2.3.2. Нека jе (X,F , T ) Менгеров PM-простор са непрекидном t-нормом T
коjа задовољава услов T (a, b) ≥ min{a, b}, за све a, b ∈ [0, 1]. Нека jе ϕ : (0,∞) →
(0,∞) непрекидна, неопадаjућа функциjа коjа задовољава услов ϕ(t) < t, за свако
t > 0 и нека jе f : X → X непрекидно пресликавање такво да jе f(X) вероватносно







Fx,y(t), Fx,fx(t), Fy,fy(t), Fx,fy(2t), Fy,fx(2t)
}
.
Ако jе простор X f -орбитално комплетан тада пресликавање f има jединствену
непокретну тачку z ∈ X.
Претходно изнети став нећемо доказити, jер ће он бити директна последица
наредног става, коjим се резултат Ћирића из рада [26] даље прошируjе. Наjпре,
наводимо и доказуjемо леме коjа ће се користити у доказу наредног става. Ове
леме ће, такође, бити коришћене и у доказима оригиналних резултата коjи ће бити
изнети у наредним поглављима ове главе.
Лема 2.3.1 ([61]). Нека jе ϕ : (0,∞) → (0,∞) непрекидна, неопадаjућа функциjа




где ϕn(t) означава n-ту итерациjу од ϕ.
Доказ. За произвољно t > 0, из особина да jе ϕ(t) < t и да jе ϕ jе неопадаjућа
функциjа, на основу Принципа математичке индукциjе имамо да jе ϕn(t) < ϕn−1(t)
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Доказаћемо да jе c = 0. Претпоставимо супротно, тj. да jе c > 0. Из непрекидности









= ϕ(c) < c,
што jе контрадикциjа. Дакле, важи limn→∞ ϕn(t) = 0.
Лема 2.3.2 ([62]). Нека jе (X,F , T ) Менгеров PM-простор. Нека jе ϕ : (0,∞) →
(0,∞) непрекидна, неопадаjућа функциjа коjа задовољава услов ϕ(t) < t за свако
t > 0. Важи следеће тврђење.




≥ Fx,y(t), за свако t > 0, тада jе x = y.












Узимаjући lim inf, када n → ∞, добиjамо да jе Fx,y(t) = 0, за свако t > 0, што jе у
контрадикциjи са чињеницом supt>0 Fx,y(t) = 1. 
Став 2.3.3 ([66]). Нека jе (X,F , T ) Менгеров PM-простор са непрекидном t-нор-
мом T коjа задовољава услов T (a, b) ≥ min{a, b}, за свако a, b ∈ [0, 1]. Нека jе
ϕ : (0,∞) → (0,∞) непрекидна, неопадаjућа функциjа коjа задовољава услов ϕ(t) <
t, за свако t > 0 и нека су f, g : X → X компатибилна пресликавања, за коjе
важи g(X) ⊆ f(X), при чему jе пресликавање g непрекидно пресликавање и g(X)







Ffx,fy(t), Ffx,gx(t), Ffy,gy(t), Ffx,gy(2t), Ffy,gx(2t)
}
.
Ако jе простор X g-орбитално комплетан, тада пресликавања f и g имаjу jедин-
ствену заjедничку непокретну тачку z ∈ X.
Доказ. Наjпре, приметимо да за све x, y ∈ X и свако t > 0, из особине t-норме и
услова (2.13) наредне неjеднакости важе:
Fgx,gy(ϕ(t)) ≥ min
{
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за све x, y ∈ X и свако t > 0. Заиста, ако би вредност Fgx,gy(t) била минимум
вредности коjе се налазе на десноj страни неjеднакости (2.14), тада бисмо имали




≥ Fgx,gy(t) и на основу леме 2.3.2 имали





= 1, за свако t > 0, па би неjеднакост (2.13) била тривиjално
задовољена. Из последњег закључуjемо да Fgx,gy(t) можемо изоставити из неjедна-
кости (2.14). На оваj начин je показано да се неjеднакост (2.14), заправо, своди на
неjеднакост (2.15).
Сада, нека jе x0 ∈ X произвољна тачка. Из g(X) ⊆ f(X) следи да постоjи
тачка x1 ∈ X таква да jе g(x0) = f(x1). Дакле, низ {xn} може бити изабран тако
да важи g(xn−1) = f(xn), n ∈ N.
Посматраjмо скупове Gn = {xn, xn+1, . . .} и Fn = Gn, n ∈ N. Нека су p, q ∈ N0













Приметимо да тачке gxn+p, gxn+q ∈ Gn, а како jе Gn ⊂ Gn−1, тада сви елементи
на десноj страни претходне неjеднакости тj. тачке gxn+p−1, gxn+q−1, gxn+p, gxn+q
припадаjу скупу Gn−1. Неjеднакост (2.16) важи за произвољне броjеве p, q ∈ N0, тj.
она важи за свака два елемента из скупа Gn. Из претходног, ако узимамо инфимум
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за свако t > 0.
Нека jе r ∈ (0, 1) и t > 0 произвољно и нека jе k ∈ N. Из Gk ⊆ g(X) следи да
jе Gk вероватносно ограничен скуп тj. постоjи t0 > 0 и r1 ∈ (0, 1), r > r1, такво да
jе
Fx,y(t0) > 1− r1,
за свако x, y ∈ Gk. Узимаjући инфимум по x, y ∈ Gk у претходноj неjеднакости
добиjамо да важи
δGk(t0) ≥ 1− r1.
Примењуjући лему 2.3.1 следи да постоjи броj m ∈ N такав да ϕm(t0) < t. Нека
jе n = m + k и нека су x, y ∈ Gn произвољне тачке. Са друге стране, применом











≥ δGn−m(t0) = δGk(t0) ≥ 1− r1,
тj. важи
δGn(t) ≥ 1− r1.
Из претходног добиjамо да важи
Fx,y(t) ≥ 1− r1.
за све x, y ∈ Gn. Сада, нека су x, y ∈ Gn = Fn произвољне тачке. Тада постоjе
низови {xn(i)}, {xn(j)} из Gn (i, j ∈ N) такви да jе
lim
i→∞
xn(i) = x и lim
j→∞
xn(j) = y.
Из претходне неjеднакости имамо да за све i, j ∈ N важи да jе
Fxn(i),xn(j)(t) ≥ 1− r1.
Узимаjући lim inf, када i, j →∞ имамо да jе
Fx,y(t) ≥ 1− r1,
за све x, y ∈ Fn тj.
(2.20) Fx,y(t) > 1− r.
за све x, y ∈ Fn. На оваj начин смо доказали да фамилиjа {Fn}n∈N има вероватносни
диjаметар нула.
Примењуjући лему 1.5.3 и став 1.5.1 закључуjемо да ова фамилиjа има не-
празан пресек, коjи се састоjи од тачно jедне тачке z. Како фамилиjа {Fn}n∈N има
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вероватносни диjаметар нула и z ∈ Fn, за свако n ∈ N, тада за свако r ∈ (0, 1) и
свако t > 0 постоjи n0 ∈ N, такви да за свако n ≥ n0 важи
Fgxn,z(t) > 1− r.
Из последњег следи да за свако r ∈ (0, 1) важи
lim inf
n→∞
Fgxn,z(t) > 1− r.





































Узимаjући lim inf, када n → ∞, у претходноj неjеднакости, из непрекидности














за свако t > 0. Из леме 2.3.2 следи да jе gz = z.
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Како jе g(X) ⊆ f(X), постоjи z1 ∈ X такво да jе f(z1) = g(z) = z. Из










Узимаjући lim inf, када n → ∞, у претходноj неjеднакости, из непрекидности










за свако t > 0, тj. g(z1) = z. Како jе f(z1) = g(z1) = z, из напомене 2.3.1 и
чињенице да jе gz1 = z = gz следи да jе fz = fgz1 = gfz1 = gz = z, тj. z jе
заjедничка непокретна тачка пресликавања f и g.
Покажимо да jе z jединствена заjедничка непокретна тачка. Нека jе y ∈ X
jош jедна заjедничка непокретна тачка за пресликавања f и g. Из неjеднакости






















Примењуjући лему 2.3.2 добиjамо да jе y = z, тj. z jе jединствена заjедничка непо-
кретна тачка за пресликавања f и g. 
2.4 Непокретне тачке пресликавања дефинисаних
на стриктно конвексним Менгеровим
вероватносним просторима
Поjам PM-простора (вероватносних простора), као генерализациjу метричких
простора, увео jе Менгер у раду [80] 1942. године. Он jе, као што jе раниjе већ
речено, растоjање између две тачке p и q, у ознаци d(p, q), коjе се у метричким
просторима представља ненегативним броjем, у случаjу PM-простора представио
функциjом расподеле, у ознацу Fpq. Наиме, вредност Fpq(x), за реалан броj x,
представља вероватноћу да jе растоjање између тачака p и q мање од x. Вероват-
носна генерализациjа метричких простора jе од посебног значаjа у истраживањима
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у квантноj физици, посебно у вези са теориjом струна и ε(∞) теориjом (видети нпр.
радове [39], [40] и [42]). Одатле jе произашло велико интересовање, како матема-
тичара, тако и физичара за ову област, тако да jе у последњих неколико децениjа
публиковано неколико хиљада научних радова у вези са овом темом и то не само
у вези са PM-просторима, већ и у вези са фази метричким и L -фази метричким
просторима, као и интуиционистичким фази метричким просторима.
Хронолошки гледано, даља испитивања особина PM-простора, коjа су уве-
дена од стране Менгера, могу се наћи у радовима [92] и [93], аутора Швеjцера и
Склара коjи су проучавали особине ових простора. Они су се бавили топологиjом,
конвергенциjом низова, непрекидношћу пресликавања на овим просторима, дефи-
нисали су поjам комплетности PM-простора и др. Први резултат из теориjе не-
покретне тачке на овим просторима добили су Сехгал6 и остали у раду [94]. У
наставку даjемо, наjпре, дефинициjу контракциjе на PM-просторима, а након тога
и поменути резултат.
Дефинициjа 2.4.1. Нека jе (X,F) PM-простор и нека f : X → X. За преслика-
вање f кажемо да jе контракциjа ако важи
Ffp,fq(kx) ≥ Fp,q(x),
за неко k ∈ (0, 1), све p, q ∈ X и свако x ∈ R.
Став 2.4.1 ([94]). Нека jе (X,F , Tmin) комплетан Менгеров PM-простор и нека jе
пресликавање f : X → X jедна контракциjа. Тада постоjи jединствена непокре-
тна тачка за пресликавање f.
Напоменимо да оваj став важи само у случаjу када jе T (a, b) = min{a, b}.
2.4.1 Конвексна, нормална и стриктно конвексна структура
Поjам нормалне структуре увели су 1948. године Бродски7 и остали у раду
[15]. Такахаши jе у раду [99] из 1970. године дефинисао поjмове конвексне и
нормалне структуре за скупове на метричким просторима и генерелизовао неке
важне теореме о непокретноj тачки, коjе су претходно биле дефинисане за Банахове
просторе. Хаџић8 jе 1987. године у раду [54] увела поjам конвексне структуре за
скупове на Менгеровим PM-просторима и доказала jедну теорему о непокретноj
тачки за пресликавања у PM-просторима са конвексном структуром. Недавно jе
Jешић у раду [60] дефинисао конвексне, стриктно конвексне и нормалне структуре
на интуиционистичким фази метричким просторима и доказао постоjање непокре-
тне тачке за широку класу неекспанзивних пресликавања на стриктно конвексним
интуиционистичким фази метричким просторима.
6V. M. Sehgal, индиjско–амерички математичар.
7Mikhail Samoilovich Brodskii, руски математичар.
8Олга Хаџић, академик, српска математичарка.
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У овом одељку ћемо дефинисати поjам стриктно конвексне и нормалне ст-
руктуре на Менгеровим PM-просторима, следећи горе поменуте резултате до коjих
су дошли Такахаши, Хаџић и Jешић и коjи представља део резултата изложених у
радовима [64] и [65]. У том смислу, наjпре, даjемо дефинициjе конвексних струк-
тура, као и стриктно конвексних структура у смислу Такахашиjа на класичним
метричким просторима.
Дефинициjа 2.4.2 ([99]). Нека jе (X, d) метрички простор. Кажемо да метрич-
ки простор поседуjе Такахашиjеву конвексну структуру ако постоjи функциjа W :
X ×X × [0, 1] → X коjа задовољава услов
d
(
z,W (x, y, θ)
)
≤ θd(z, x) + (1− θ) · d(z, y),
за све x, y, z ∈ X и произвољно θ ∈ [0, 1]. Метрички простор (X, d) са Такахашиjе-
вом конвексном структуром се назива конвексним метричким простором.
Дефинициjа 2.4.3 ([99]). Конвексан метрички простор (X, d) на коме jе задата
Такахашиjева конвексна структура W (x, y, θ) називамо стриктно конвексним ако
за све x, y ∈ X и свако θ ∈ [0, 1] постоjи jединствен елемент u ∈ X такав да важи
d(u, y) = θ · d(x, y) и d(x, u) = (1− θ) · d(x, y).
У истом раду [99], Такахаши jе доказао и следећи став, коjи jе од интереса за
наш даљи рад.
Став 2.4.2. Нека jе (X, d) стриктно конвексан метрички простор са конвексном
структуром W (x, y, θ). Тада за све x, y ∈ X и свако θ ∈ [0, 1] важи:
(I) u = W (x, y, θ) за u из претходне дефинициjе;
(II) W (x, y, 0) = y и W (x, y, 1) = x.
Хаџић jе у раду [54] извршила генерализациjу Такахашиjеве дефинициjе кон-
вексних структура на Менгерове PM-просторе.
Дефинициjа 2.4.4. Нека jе (X,F , T ) Менгеров PM-простор. Пресликавање S :
X ×X × [0, 1] → X се назива конвексна структура на X ако за све (x, y) ∈ X ×X
важи S(x, y, 0) = y, S(x, y, 1) = x и













за све x, y, z ∈ X, θ ∈ (0, 1) и t > 0.
Лако jе уочити да сваки метрички простор (X, d) са конвексном структуром S
може бити посматран као Менгеров PM-простор (X,F , Tmin) (придружен Менгеров
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PM-простор) са истом функциjом S. Нетривиjални пример Менгеровог PM-про-
стора са конвексном структуром може се видети у раду [54]. Менгеров PM-простор
(X,F , T ) са конвексном структором, назива се конвексан Менгеров PM-простор.
Дефинициjа 2.4.5. Нека jе (X,F , T ) Менгеров PM-простор са конвексном струк-
туром S(x, y, θ). Подскуп A ⊆ X се назива конвексним скупом ако за све x, y ∈ A
и θ ∈ [0, 1] важи S(x, y, θ) ∈ A.
Дефинициjа 2.4.6. Конвексан Менгеров PM-простор (X,F , T ) са конвексном ст-
руктуром S : X×X×[0, 1] → X назива се стриктно конвексним ако, за произвољне













за свако t > 0.
Лема 2.4.1. Нека jе (X,F , T ) Менгеров PM-простор са конвексном структуром
S(x, y, θ). Претпоставимо да за свако θ ∈ (0, 1), свако t > 0 и све x, y, z ∈ X важи





Ако постоjи z ∈ X такво да jе





задовољено, за свако t > 0, тада jе
S(x, y, θ) ∈ {x, y}.
Доказ. Претпоставимо да услов (2.24) важи за неко z ∈ X и свако t > 0. Како
услов (2.23) важи, имамо да jе θ = 0 или θ = 1 и стога имамо да jе S(x, y, 0) = y
или S(x, y, 1) = x, чиме jе ова лема доказана. 
Лема 2.4.2. Нека jе (X,F , T ) стриктно конвексан Менгеров PM-простор са кон-
вексном структуром S(x, y, θ). Тада за произвољно x, y ∈ X, x 6= y, постоjи θ ∈
(0, 1) такво да jе
S(x, y, θ) 6∈ {x, y}.
Доказ. Претпоставимо да важи да jе S(x, y, θ) ∈ {x, y}, за свако θ ∈ [0, 1]. Из
услова (2.22) имамо да jе Fx,y(t) = 1, за свако t > 0, што значи да jе x = y. Овим jе
лема доказана. 
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2.4.2 Непокретне тачке пресликавања са ширим кодоменом
У конвексним просторима, често се jављаjу случаjеви када jе посматрана
функциjа f функциjа за коjу вaжи f : C → X, где jе C непразан затворени подскуп,
простора X. Асад9 и Кирк су 1972. године у раду [4] први пут посматрали овакве
функциjе на метричком простору (X, d). Наиме, они су доказали да jе довољан
услов коjи гарантуjе постоjање непокретне тачке за пресликавање f : C → X, где
jе C непразан затворени подскуп простора X, коjе задовољава Банахов принцип
контракциjе d(fx, fy) ≤ λd(x, y), за свако x, y ∈ C и λ ∈ (0, 1), услов f(∂C) ⊆ C,
где jе ∂C граница непразног затвореног скупа C, при чему jе простор X метрички
конвексан простор у смислу Менгера (тj. важи за све x, y ∈ X, за коjе jе x 6= y,
да постоjи z ∈ X (x 6= z 6= y), такво да jе d(x, z) + d(z, y) = d(x, y)). Посматрање
овакве шире класе пресликавања, од пресликавања типа f : C → C, где jе C ⊆ X,
игра веома важну улогу у теориjи непокретне тачке, као и њеним применама.
Напоменимо и то да jе посматрање услова f(∂C) ⊆ C у оваквим случаjевима
пожељниjе од услова f(C) ⊆ C коjи jе мање рестриктиван, због одређених примена
у нумеричкоj математици. Током наредних децениjа доказано jе много генерали-
зациjа поменуте теореме (о овoме се може више видети, нпр. у радовима [27], [28],
[30], [46], [47], [56], [57] и [90]).
У овом одељку биће дат jедан став за пресликавања претходно поменутог
облика, коjа задовољаваjу нелинеарни контрактивни услов (у смислу Боjда и Вон-
га), за стриктно конвексне Менгерове PM-просторе и коjи представља део резултата
датих у раду [64]. У доказу овог става користићемо тополошке методе за каракте-
ризациjу простора са недетерминистичком метриком. Последица тако датог става
биће вероватносно уопштење резултата до коjих су дошли Асад и Кирк у раду
[4]. За доказ наредног става, користићемо лему 2.3.2, као и лему 2.3.1 коjе су већ
уведене и доказане у поглављу 2.3.
Сада ћемо навести и доказати следећи оригинални резултат коjи чини део
коауторског рада [64].
Став 2.4.3 ([64]). Нека jе (X,F , T ) стриктно конвексан, комплетан Менгеров
PM-простор, коjи задовољава услов (2.23) и нека jе f : C → X пресликавање за






за све x, y ∈ C и за неку непрекидну, неопадаjућу функциjу ϕ : (0,+∞) → (0,+∞),
коjа задовољава ϕ(t) < t, за све t > 0, где jе C непразан, конвексан, затворен и
ограничен подскуп од X. Претпоставимо да пресликавање f задовољава додатни
услов
(2.26) f(∂C) ⊆ C.
Тада пресликавање f има jединствену непокретну тачку у скупу C.
9Nadim A. Assad, палестински математичар.
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Доказ. Нека jе x ∈ ∂C произвољна тачка. Сада ћемо дефинисати низ {xn} на
следећи начин. Нека jе x0 = x. Како x ∈ ∂C, на основу услова (2.30), имамо да
jе fx0 ∈ C. Нека jе x1 = fx0. Узмимо, сада, да jе y2 = fx1. Ако y2 ∈ C, тада jе
x2 = y2, а ако y2 6∈ C тада изаберимо x2 ∈ ∂C тако да jе x2 = S(x1, y2, λ), λ ∈ (0, 1).
Настављаjући формирање низа {xn} на оваj начин, добиjамо да за сваки његов
члан важи:
(2.27)
xn = fxn−1, ако fxn−1 ∈ C,
xn = S(xn−1, fxn−1, λ), λ ∈ (0, 1) ако fxn−1 6∈ C.
Из другог дела услова (2.27), закључуjемо, да важи xn−1 = fxn−2.
Посматраjмо уметнути низ непразних затворених скупова коjи су дефинисани
на следећи начин:
Fn = {xn, xn+1, . . .}, n ∈ N.
Доказаћемо да фамилиjа овако дефинисаних скупова {Fn}n∈N има вероватносни
диjаметар нула. У том смислу, нека jе r ∈ (0, 1) и t > 0 произвољно. Из Fk ⊆ f(C)
следи да jе Fk вероватносно ограничен скуп за произвољно k ∈ N. Ово значи да
постоjи t0 > 0 такво да jе
(2.28) Fx,y(t0) > 1− r,
за све x, y ∈ Fk.




одакле закључуjемо да постоjи m ∈ N такво да jе ϕm(t0) < t. Нека jе n = m + k и
нека су x, y ∈ Fn произвољне тачке. Тада постоjе низови {xn(i)}, {xn(j)} из Fn, где
су (n(i), n(j) ≥ n, i, j ∈ N) такви да jе
lim
i→∞
xn(i) = x и lim
j→∞
xn(j) = y.
Да бисмо доказали да фамилиjа {Fn}n∈N има вероватносни диjаметар нула, сходно
конструкциjи низа {xn} датог условом (2.27), размотрићемо следећа три случаjа:
Случаj 1. xn(i) = fxn(i−1) и xn(j) = fxn(j−1);




, за λ ∈ (0, 1);








, за λ ∈ (0, 1).
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Како су {xn(i−m)}, {xn(j−m)} низови из Fk из услова (2.28) имамо да jе
Fxn(i−m),xn(j−m)(t0) > 1− r,
за све i, j ∈ N. Коначно, из претходне неjеднакости и из услова (2.29) закључуjемо
да jе
Fxn(i),xn(j)(t0) > 1− r,
за све i, j ∈ N. Пуштаjући да i, j →∞, и примењуjући лему 1.7.1 добиjамо да jе
Fx,y(t) > 1− r,
за све x, y ∈ Fn тj. добиjамо да фамилиjа скупова {Fn}n∈N има вероватносни диjаме-
тар нула.
Случаj 2. Ако xn(i) = fxn(i−1) и xn(j) = S(xn(j−1), fxn(j−1), λ), за λ ∈ (0, 1) тада из
























































Ако jе претходно задовољено тада се случаj 2 своди на случаj 1.






и ако jе он задовољен, тада постоjе низови {xn(i)}, {xn(j−1)} из Fn (n(i) ≥ n, n(j −
1) ≥ n, n, i ∈ N, j = 2, 3, . . .) такви да jе
lim
i→∞
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Сада jе jасно и да се оваj подслучаj случаjа 2, такође, своди на случаj 1.
Случаj 3. Ако xn(i) = S(xn(i−1), fxn(i−1), λ) и xn(j) = S(xn(j−1), fxn(j−1), λ), за λ ∈
























































Очигледно, да из претходног видимо да случаj 3 има четири подслучаjа, али за три
од њих смо већ показали да се своде на случаj 1. Стога ћемо посматрати jедино







Тада постоjе следећа два низа {xn(i−1)}, {xn(j−1)} из Fn, за (n(i− 1) ≥ n, n(j − 1) ≥
n, n ∈ N, i, j = 2, 3, . . .) такви да jе
lim
i→∞
xn(i−1) = x и lim
j→∞
xn(j−1) = y.
Сада jе очигледно да се оваj подслучаj случаjа 3, такође, своди на случаj 1.
Како смо доказали да фамилиjа скупова {Fn}n∈N има вероватносни диjаметар
нула за све могуће случаjеве, примењуjући став 1.5.3 закључуjемо да ова фамилиjа
има непразан пресек, коjи се састоjи од тачно jедне тачке z тj. z ∈ Fn за свако
n ∈ N. Тада, за свако r ∈ (0, 1) и свако t > 0, постоjи n0 ∈ N, такво да, за свако
n ≥ n0, важи
Fxn,z(t0) > 1− r.
Из последње неjеднакости, следи да, за свако r ∈ (0, 1), важи
lim
n→∞
Fxn,z(t) > 1− r.
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Како jе скуп C затворен скуп, важи да z ∈ C. Докажимо да jе тачка z непокретна












Примењуjући лему 2.3.2 добиjамо да jе fz = z.
Докажимо, сада, да jе тачка z jединствена непокретна тачка за пресликавање
f . У ту сврху претпоставимо да постоjи jош jедна непокретна тачка пресликавања












за свако t > 0. Коначно, примењуjући лему 2.3.2 следи да jе z = u. Овим jе доказ
завршен. 
Пример 2.4.1 ([64]). Нека jе (X,F , T ) Менгеров PM-простор са конвексном ст-
руктуром S(x, y, λ) = λx + (1 − λ)y коjа jе индукована метриком d(x, y) = |x − y|
на X = (−∞,+∞) коjа jе дата у напомени 1.5.1. Оваj простор jе стриктно
конвексан у смислу дефинициjе 2.4.6. Како jе,
d
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d(x, z), d(y, z)
}
задовољено за свако λ ∈ (0, 1) имамо
FS(x,y,θ),z(t) = H
(
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, 0 < t ≤ 1,
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, t ≥ 1,























∈ C тj. услов f(∂C) ⊆ C jе задовољен.
Приметимо да jе |x2 − y2| ≤ |x − y| тj. |x + y| ≤ 1 за све x, y ∈ C. Сада ћемо
размотрити две могућности.































задовољено за све x, y ∈ C.































задовољено за све x, y ∈ C.
Скуп C jе, свакако, непразан, затворен и ограничен. Даље, како jе скуп
f(C) метрички ограничен у смислу напомене 1.5.3 он jе и вероватносно ограничен.
Како су сви услови става 2.4.3 испуњени добиjамо да функциjа f има jединствену
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2.4.3 Непокретне тачке неекспанзивних пресликавања
Као што смо већ рекли први резултат у вези са непокретном тачком на PM-
просторима добиjен jе од стране Сехгала и осталих у раду [94]. Прво експлицитно
проучавање особина непокретне тачке за неекспанзивна пресликавања применом
опште теориjе скуповне конвесности може се наћи у раду Пеноа10 [86]. Даље, Хаџић
jе 1987. године у раду [54] дефинисала конвексну структуру за скупове на PM-
просторима и у том раду jе доказала став о непокретноj тачки за пресликавања
дефинисана на PM-просторима са конвексном структуром.
У овом одељку ћемо користећи дефинициjу 2.4.6 стриктно конвексних струк-
тура на Менгеровим PM-просторима доказати постоjање заjедничке непокретне
тачке за два неекспанзивна пресликавања. У доказу главног резултата користићемо
тополошке особине за карактеризациjу Менгерових PM-простора. Као последица
главног резултата, даћемо вероватносни облик Броудеровог резултата из рада [16].
У наставку даjемо дефинициjе, као и леме и ставове (са доказима) коjи су део
оригиналних резултата из коауторског рада [65].
Дефинициjа 2.4.7 ([65]). Нека jе (X,F , T ) Менгеров PM-простор, r ∈ (0, 1), t > 0
и x ∈ X. Скуп
Nx[ε, λ] = {y ∈ X | Fx,y(ε) ≥ 1− λ}
се назива затвореном (ε, λ)-околином тачке x ∈ X.









за неке α1, . . . , αn ∈ Λ и за сваку колекциjу {Uα | α ∈ Λ} отворених скупова Uα ⊂ X.
Лема 2.4.3 ([65]). Нека jе (X,F , T ) Менгеров PM-простор и нека jе K ⊆ X.
Тада, jе K компактан скуп ако и само ако за сваку колекциjу затворених скупова
{Fα}α∈Λ таквих да jе Fα ⊆ K важи
⋂
α∈Λ
Fα = ∅ =⇒
n⋂
i=1
Fαi = ∅ за неке α1, . . . , αn ∈ Λ.
Доказ. Доказ следи из дефинициjе 2.4.8 и де Морганових закона. 
Став 2.4.4 ([65]). Сваки компактан подскуп A Менгеровог PM-простора (X,F , T )
jе вероватносно полуограничен.
10Jean-Paul Penot, француски математичар.
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Доказ. Нека jе скуп A компактан подскуп Менгеровог PM-простора X. Фиксираj-
мо ε > 0 и λ ∈ (0, 1). Сада ћемо посматрати jедан (ε, λ)-покривач {Nx(ε, λ) | x ∈ A}.





Нека су x, y ∈ A. Тада постоjи i ∈ {1, . . . , n} такво да jе x ∈ Nxi(ε, λ) и постоjи
j ∈ {1, . . . , n} такво да y ∈ Nxj(ε, λ). На таj начин добиjамо да jе
Fx,xi(ε) > 1− λ и Fy,xj(ε) > 1− λ.
Сада, нека jе m = min{Fxi,xj(ε) | 1 ≤ i, j ≤ n}. Очигледно jе m > 0 и имамо
Fx,y(ε) ≥ T
(
Fx,xi(ε), Fxi,xj(ε), Fxj ,y(ε)
)
≥ T (1− λ, 1− λ,m) > 1− δ,
за неко 0 < δ < 1. Ако узмемо ε1 = 3ε имамо
Fx,y(ε1) > 1− δ
за све x, y ∈ A. Стога добиjамо да jе A вероватносно полуограничен скуп. 
Напомена 2.4.1 ([65]). У Менгеровом PM-простору сваки компактан скуп jе
затворен и ограничен.
У наставку ћемо дефинисати поjам диjаметралне тачке на Менгеровим PM-
просторима.






за свако t > 0.
Лема 2.4.4 ([65]). Нека jе (X,F , T ) Менгеров PM-простор и нека jе {Kα} за α ∈ ∆
фамилиjа конвексних подскупова X. Тада jе пресек скупова K = ∩α∈∆Kα конвексан
скуп.
Доказ. Ако x, y ∈ K, тада x, y ∈ Kα за свако α ∈ ∆. Следи да jе S(x, y, θ) ∈ Kα за
свако α ∈ ∆, тj. S(x, y, θ) ∈ K, што значи да jе скуп K конвексан. 
Дефинициjа 2.4.10 ([65]). Менгеров PM-простор (X,F , T ) поседуjе конвексну
структуру ако за сваки затворен, вероватносно полуограничен и конвексан скуп
Y ⊂ X, коjи се састоjи од наjмање две различите тачке, постоjи тачка x ∈ Y





Fx,y(ε) > δY (t0).
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Очигледно компактни и конвексни скупови у конвексном метричком простору
поседуjу нормалну структуру (видети рад [99]).
Дефинициjа 2.4.11 ([65]). Нека jе (X,F , T ) конвексан Менгеров PM-простор и
Y ⊆ X. Затворен конвексни омотач од Y, у ознаци conv(Y ), jе пресек свих затво-
рених, конвексних скупова коjи садрже Y.
Лако jе видети да скуп conv(Y ) постоjи, jер jе колекциjа затворених и конвек-
сних скупова коjи садрже Y непразна, због чињенице да X припада тоj колекциjи.
Из леме 2.4.4 следи да jе оваj пресек конвексан скуп. Такође, оваj пресек jе и
затворен скуп, као пресек затворених скупова.
Дефинициjа 2.4.12 ([60]). Нека jе (X,F , T ) Менгеров PM-простор и нека jе f
пресликавање, такво да jе f : X → X. Кажемо да jе f неекспанзивно пресликава-
ње ако важи
(2.30) Ffx,fy(t) ≥ Fx,y(t)
за све x, y ∈ X и свако t > 0.
Лема 2.4.5 ([65]). Нека jе (X,F , T ) стриктно конвексан Менгеров PM-простор
са конвексном структуром S(x, y, θ) коjи задовољава услов (2.27) и нека jе K ⊆
X непразан, конвексан и компактан подскуп од X. Тада K поседуjе нормалну
структуру.
Доказ. Претпоставимо да K не поседуjе нормалну структуру. Тада постоjи
затворен, вероватносно полуограничен и конвексан подскуп Y ⊂ K, коjи садржи





Fx,y(ε) = δY (t)
за свако x ∈ Y. Како jе X стриктно конвексан и како jе услов (2.27) задовољен,
тада важе лема 2.4.1 и лема 2.4.2. Нека су x1 и x2 произвољне тачке из Y . Из леме
2.4.2 следи да постоjи θ0 ∈ (0, 1) тако да S(x1, x2, θ0) 6∈ {x1, x2}. Како jе Y конвексан
скуп, то jе S(x1, x2, θ0) ∈ Y. Скуп Y jе затворен подскуп компактног скупа K, тако
да jе Y компактан скуп. Како jе





непрекидна функциjа са леве стране на компактном скупу Y за произвољно t > 0,
тада постоjе x3, x4 ∈ Y такви да важи
sup
ε<t
Fx3,S(x1,x2,θ0)(ε) = δY (t).
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Из леме 2.4.1 и чињенице да jе Fx,y(·) неопадаjућа функциjа непрекидна са леве
стране имамо да jе
(2.31)

















Дакле, добили смо да jе δY (t) > δY (t) што представља контрадикциjу. Овим jе
лема доказана. 
Лема 2.4.6 ([65]). Нека jе (X,F , T ) конвексан Менгеров PM-простор са конвек-
сном структуром S(x, y, θ) коjа задовољава услов (2.27). Тада су затворене (ε, λ)-
околине Nx[ε, λ] конвексни скупови.
Доказ. Нека су a, b ∈ Nx[ε, λ] произвољне тачке. Ово повлачи да jе Fa,x(ε) ≥ 1− λ
и Fb,x(ε) ≥ 1− λ за свако ε > 0. Доказаћемо да важи
FS(a,b,θ),x(ε) ≥ 1− λ
за свако ε > 0, тj. да важи
S(a, b, θ) ∈ Nx[ε, λ].
Заиста за θ ∈ (0, 1), из услова (2.27) имамо да jе
FS(a,b,θ),x(ε) > min {Fa,x(ε), Fb,x(ε)} ≥ min{1− λ, 1− λ} = 1− λ.
За θ = 0 или θ = 1 следи да jе S(a, b, 0) = b и S(a, b, 1) = a, тако да jе у овом случаjу
S(a, b, θ) ∈ Nx[ε, λ]. 
Лема 2.4.7 (Зорнова лема11). Нека jе X непразан парциjално уређен скуп у коме
сваки ланац има доњу (горњу) границу. Тада X има минималан (максималан)
елемент.
Сада смо у могућности да докажемо оригинални резултат o егзистенциjи
заjедничке непокретне тачке за два пресликавања, коjи представља део рада [65].
Оваj резултат представља упоштење главног резултата Броудера из рада [16]. Та-
кође, оваj резултат представља вероватносно уопштење главног резултата коjи jе
добио Jешић у раду [60], за постоjање непокретне тачке за неекспанзивна пресли-
кавања на интуиционистичким фази метричким просторима.
11Max August Zorn (1906–1993), немачко–амерички математичар.
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Став 2.4.5 ([65]). Нека jе (X,F , T ) стриктно конвексан Менгеров PM-простор
са конвексном структуром S(x, y, θ) коjи задовољава услов (2.27) и нека jе K ⊆ X
непразан, конвексан и компактан подскуп од X. Нека су f и g пресликавања таква
да f, g : K → K, g(K) ∩K ⊆ f(K) и нека она за све x, y ∈ K, x 6= y и свако t > 0
задовољаваjу услов
(2.32) Ff(x),g(y)(t) ≥ Fx,y(t).
Тада, пресликавања f и g имаjу бар jедну заjедничку непокретну тачку K.
Доказ. Уочимо, наjпре, колекциjу Υ свих непразних затворених и конвексних
скупова Kα ⊆ K таквих да jе g(Kα) ∩ f(Kα) ⊆ Kα. Ова колекциjа jе непразна
зато што jе K ⊆ Υ. Заиста, скуп K jе затворен скуп, као компактан скуп у
Хаусдорфовом простору и он задовољава услов g(K)∩f(K) ⊆ K. Ако ову колекциjу
уредимо релациjом инклузиjе скупова, тада jе (Υ,⊆) парциjално уређен скуп. Нека
jе {Kα | α ∈ Λ} произвољан ланац из ове фамилиjе. Тада jе скуп ∩α∈ΛKα непразан,
затворен и конвексан подскуп од K, коjи jе доња граница овог ланца. Заиста, ако
претпоставимо да jе ∩α∈ΛKα = ∅, тада из леме 2.4.3 следи да постоjи коначна
потколекциjа Kα1 ⊇ . . . ⊇ Kαn ланца {Kα | α ∈ Λ} коjа jе дисjунктна, што jе
немогуће, с обзиром на то да за оваj пресек важи Kαn 6= ∅. Тада из Зорнове
леме 2.4.7 следи да постоjи минимални елемент K0 из колекциjе Υ такав да jе
g(K0) ∩ f(K0) ⊆ K0. Доказаћемо да се скуп K0 састоjи од jедне jедине тачке и
како важи g ∩ f : K0 → K0, ово значи да пресликавања g и f имаjу заjедничку
непокретну тачку.
Претпоставимо да се скуп K0 састоjи од наjмање две различите тачке. Из
леме 2.4.5 следи да скуп K поседуjе нормалну структуру. Из става 2.4.4 следи
да jе скуп K0 вероватносно полуограничен скуп. Како jе K0 затворен и конвексан






У даљем тексту, користићемо ознаку





Означимо са K1 затворен конвексан омотач скупа g(K0) ∩ f(K0). Како jе









⊆ conv(K0) = K0 = K0.
Дакле, K1 ⊆ K0. Одавде, даље, имамо
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тj. g(K1)∩f(K1) ⊆ K1. Ово значи да K1 ∈ Υ, а како jе скуп K0 минимални елемент
имамо да K1 = K0.














Скуп C jе непразан, jер x0 ∈ C. Заиста, из неjеднакости (2.33) имамо да jе
Fx0,y(t0) ≥ 1− ξ.
Из претходног, закључуjемо да тачка x0 припада Ny[ξ, t0] за свако y ∈ K0. Одавде
имамо да тачка x0 припада скупу C.
Доказаћемо да jе C = C1. Како важи g(K0) ∩ f(K0) ⊆ K0, имамо одмах да
важи C1 ⊇ C.
Показаћемо, сада, да важи и обрнуто тj. C1 ⊆ C. У ту сврху, доказаћемо да
z ∈ C1 имплицира z ∈ C. Како z ∈ C1, за произвољно y ∈ g(K0)∩ f(K0) важи да jе
Fy,z(t0) ≥ 1− ξ тj. y ∈ Nz[ξ, t0]. Обзиром да jе y произвољна тачка из g(K0)∩ f(K0)
имамо да jе
g(K0) ∩ f(K0) ⊆ Nz[ξ, t0].







Како jе K0 = K1, имамо да jе K0 ⊆ Nz[ξ, t0]. Из последњег имамо да за свако y ∈ K0
важи z ∈ Ny[ξ, t0], што значи да C1 ⊆ C. Дакле, доказали смо да jе C = C1.
Сада ћемо доказати да C ∈ Υ. Скуп C jе затворен, као пресек затворених
скупова. Из леме 2.4.4 и леме 2.4.6 имамо да jе скуп C конвексан. Докажимо да
jе g(C) ∩ f(C) ⊆ C. У ту сврху, нека jе z ∈ C и y ∈ g(K0) ∩ f(K0). Тада, постоjи
x ∈ K0 такво да y = f(x) и y = g(x). Примењуjући неjеднакост (2.32) за t = t0,
имамо да jе
Ff(z),y(t0) = Ff(z),g(x)(t0) ≥ Fz,x(t0) ≥ 1− ξ.
Ово значи да jе f(z) ∈ C1. Како jе z произвољна тачка из C, добиjамо да важи
f(C) ⊆ C1. Због C1 = C, имамо да jе f(C) ⊆ C.
С друге стране, важи
Fg(z),y(t0) = Fg(z),f(x)(t0) ≥ Fz,x(t0) ≥ 1− ξ.
То значи да jе g(z) ∈ C1. Како jе z произвољна тачка из C добиjамо да jе g(C) ⊆ C1
и због C1 = C, имамо да jе g(C) ⊆ C. Коначно, добиjамо g(C) ∩ f(C) ⊆ C.
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Како jе C ⊆ K0 и како jе K0 минимални елемент из колекциjе Υ, следи да jе
C = K0. Сада имамо да jе
δC(t0) ≥ 1− ξ > δK0(t0).
Ово jе контрадикциjа са C = K0, тj. претпоставка да скуп K0 садржи наjмање две
различите тачке jе погрешна, што значи да K0 садржи тачно jедну тачку коjа jе
заjедничка непокретна тачка пресликавања g и f. Овим jе доказ завршен. 
Сада ћемо дати вероватносну верзиjу главног резултата из рада [60] и пока-
заћемо да jе он последица претходно доказаног става.
Став 2.4.6. Нека jе (X,F , T ) стриктно конвексан Менгеров PM-простор са кон-
вексном структуром S(x, y, θ) коjа задовољава услов (2.27) и нека jе K ⊆ X непра-
зан, конвексан и компактан подксуп од X. Нека jе f неекспанзивно пресликавање,
такво да jе f : K → K. Тада пресликавање f има бар jедну непокретну тачку на
скупу K.
Ако у ставу 2.4.5 узмемо да jе g = f, имамо да jе пресликавање f такво да
f : K → K и у овом случаjу, из услова (2.32) и (2.33), добиjамо да jе пресликавање
f неекспанзивно на скупу K. Jасно jе да се, сада, став 2.4.6 своди на став 2.4.5.
За следећи резултат, коjи jе доказала Була у раду [17], С. Jешић jе у своj
докторскоj дисертациjи [59] показао да jе он последица става 2.4.6.
Став 2.4.7. Нека jе (X, d) стриктно конвексан метрички простор са конвексном
структуром W (x, y, θ) коjи за свако θ ∈ (0, 1) и x, y, z ∈ X испуњава услов
(2.34) d
(




d(z, x), d(z, y)
}
.
Нека jе K ⊆ X непразан, конвексан и компактан подксуп од X и нека jе f неекс-
панзивно пресликавање, такво да jе f : K → K. Тада пресликавање f има бар jедну
непокретну тачку на скупу K.
Пример простора коjи jе стриктно конвексан метрички простор и коjи задово-
љава услов (2.34) jесте простор Rn са стандардном еуклидском метриком и конвек-
сном структуром W (x, y, θ) = θx+ (1− θ)y.
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Глава 3
Генералисани инверз и асимптотскe
релациje еквиваленциjе
3.1 Увод
Као што jе већ речено у поглављу 1.8, у овоj глави ћемо извршити одређене
генерализациjе следећег става коjи jе модификована комбинациjа неких резултата
из рада [9] (такође видети [13, страна 190, 14 (ii), (iii)] ). Добиjени резултати коjи
ће овде бити изнети су публиковани у коауторству у радовима [37] и [38].
Став A. Нека су функциjе f, g ∈ A и претпоставимо да jе f правилно променљива
функциjа чиjи jе индекс променљивости ρ > 0. У том случаjу важи:
(a) ако g ∈ [f ]∼, онда g← ∈ [f←]∼;
(б) ако g← ∈ [f←]∼, онда g ∈ [f ]∼.
Нека проширења овог става могу се наћи у радовима [18], [33] и [36]. Такође,
неке модификациjе овог става су дате и у радовима [19] и [35], али jе у њима
посматрана другачиjа асимптотска релациjа, у процесу инвертовања функциjа, у
односу на ону коjа ће бити посматрана у овом раду.
Jедно проширење става А за слабу асимптотску релациjу еквиваленциjе за
непрекидне и строго растуће функциjе из класе A доказано jе у раду [34]. У
наредном одељку ми ћемо доказати ставове коjи прошируjу претходно поменуте
резултате и коjима се потпуно утврђуjе однос између слабе асимптотске релациjе
еквиваленциjе и генералисаног инверза у функционалноj класи A.
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3.2 Генералисани инверз и слаба асимптотска
релациjа еквиваленциjе
Како jе већ речено у уводу ове главе, у овом поглављу ћемо се бавити односом
између слабе асимптотске релациjе еквиваленциjе и генералисаног инверза у класи
A чиjи су елементи све неопадаjуће и неограничене функциjе коjе су дефинисане
на интервалу [a,∞), где jе a > 0. Главни резултат у овом одељку биће став коjим
се даjе потпуна карактеризациjа функционалне класе ORV ∩A, где jе ORV класа
свих O–правилно променљивих функциjа (у смислу Карамате).
Став 3.2.1 ([37]). Нека функциjе f, g ∈ A и функциjа f← ∈ ORV . Ако додатно
важи да g ∈ {f}, тада g← ∈ {f←}.
Доказ. Ако функциjе f, g ∈ A и важи да f← ∈ ORV , као и g ∈ {f}, тада постоjе
константе m,M ∈ R+ (m ≤M) такве да важи
(3.1) m ≤ g(x)
f(x)
≤M,
за x ≥ x0, па имамо да jе
g(x) ≤Mf(x),
















за x ≥ x0. Из неjеднакости (3.1), такође, имамо
g(x) ≥ mf(x),
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тj. добиjамо да jе g← ∈ {f←}. 
Пример 3.2.1. У општем случаjу, ако g← ∈ {f←}, тада не мора обавезно да важи
да g ∈ {f}. На пример, за функциjу f(x) = ex, x ≥ 1 и функциjу g(x) = 1
2
ex, x ≥ 1,
важи да g 6∈ {f}.
Став 3.2.2 ([37]). Нека су f, g ∈ A. Ако g← ∈ {f←} за сваку функциjу g ∈ {f},
тада важи f← ∈ ORV (g← ∈ {ORV }).
Доказ. Нека jе f ∈ A и нека за свако g ∈ A важи g← ∈ {f←}, када jе g ∈ {f}.
За произвољно и фиксирано λ > 0, посматраjмо функциjу g1(x) = λf(x), за x ≥ a.
Тада jе очигледно g1 ∈ {f}, одакле, на основу претпоставке става важи g←1 ∈ {f←}.
Како, даље, важи






за x ≥ λa, имамо









Дакле, важи f← ∈ ORV .
Даље, како на основу претпоставке става важи да g← ∈ {f←}, за свако g ∈ {f},




≤ h(x) ≤ A(g) <∞,
за свако x ≥ f(a). Стога, важи
kg←(λ) ≤ kf←(λ) · A2(g) <∞,
за λ > 0, тj. доказали смо да jе g← ∈ ORV . 
Да бисмо доказали наредни став, наjпре, ћемо доказати следећу лему.
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Лема 3.2.1 ([37]). Нека функциjа f ∈ PI∗. Тада постоjи неко λ0 ≥ 1 и наjмање
jедна функциjа c(λ) > 1 за свако λ > λ0, коjа зависи од функциjе f , тако да важи
limλ→∞ c(λ) = ∞ и f(λx) ≥ c(λ) · f(x) за свако x ≥ x0(λ) > 0.
Доказ. Нека jе









(kf (λ) + 1),
за такво λ. Тада c(λ) > 1, за λ > λ0.
Даље, нека jе λ1 > λ0 ≥ 1. Ако λ ∈ [λn1 , λn+11 ) и n ≥ 2 добиjамо

































Наредна два става имаjу своje аналогонe у случаjу када се посматра асимптот-
ски квазиинверз уместо генералисаног инверза, што jе показано раду [23, Став 4.1
и Став 4.2].
Став 3.2.3 ([37]). Нека функциjа f ∈ A. Тада f ∈ PI∗ ако и само ако f← ∈ ORV .
Доказ. Наjпре, претпоставимо да f ∈ A ∩ PI∗. Тада, за неко λ0 ≥ 1 и за свако
λ > λ0, важи
f(λx) ≥ c(λ)f(x),
за x ≥ x0 = x0(λ), где jе
c(λ) = cf (λ) > 1,
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На таj начин добиjамо f← ∈ ORV .
Претпоставимо сада обрнуто, тj. да важи f← ∈ ORV ∩ A. Тада, на основу











= kf←(2) ≥ 1.





≤ kf←(2) + ε = M(ε),















































≥ 2 > 1.
Како jе функциjа kf (s) неопадаjућа за s > 0, имамо да за њу важи
kf (λ) > 1,
за λ > M2(ε) > 1, одакле, добиjамо да f ∈ PI∗ ∩ A. 
Из претходног става закључуjемо да важи следећа последица.
Последица 3.2.1 ([37]). Нека f ∈ A. Тада f, f← ∈ ORV ако и само ако f ∈
ORV ∩ PI∗ (f← ∈ ORV ∩ PI∗).
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Став 3.2.4 ([37]). Нека f ∈ A. Тада f ∈ ORV ако и само ако f← ∈ PI∗.












= kf (2) ≥ 1.





≤ kf (2) + ε = m(ε),












































за λ > m(ε) = λ0 ≥ 1, тако да jе f← ∈ PI∗.
Даље, претпоставимо да важи обрнуто, тj. да f← ∈ PI∗ ∩ A. Тада, за
произвољно λ0 ≥ 1 и свако λ > λ0 имамо
f←(λx) ≥ c(λ) · f←(x),
за свако x ≥ x0 = x0(λ), где jе
c(λ) = cf (λ) > 1,
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за фиксирано λ > λ0. Другим речима, добиjамо f ∈ ORV . 
Последица 3.2.2 ([37]). Нека f ∈ A. Тада f, f← ∈ PI∗ ако и само ако функциjа
f ∈ ORV ∩ PI∗ (f← ∈ ORV ∩ PI∗).
Став 3.2.5 ([37]). Нека f ∈ A ∩ ORV . Тада важи f(x)  (f←(x))←, када x → ∞,
тj. f ∈ {(f←)←}.































)←, када x→∞. 
Став 3.2.6 ([37]). Нека jе f ∈ A ∩ ORV и g ∈ A. Тада важи f(x)  g(x), када
x→∞, ако и само ако важи
(
f←(x)
)←  (g←(x))←, када x→∞.
Доказ. Претпоставимо, наjпре да f ∈ A ∩ ORV и g ∈ A. Ако важи f(x)  g(x),
када x → ∞, тада g ∈ ORV , тако да на основу става 3.2.5 имамо да важи f(x) (
f←(x)
)←, када x→∞, и g(x)  (g←(x))←, када x→∞. Стога, добиjамо да важи(
f←(x)
)←  (g←(x))←, када x→∞.
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x → ∞, jер важи f(x) 
(
f←(x)
)←, када x → ∞. Дакле, функциjа (g←(x))←
припада класи ORV ∩A, за x ≥ a, . На основу става 3.2.3 имамо да g← ∈ PI∗, док




)←, када x→∞, тако да важи f(x)  g(x), када x→∞. 
Став 3.2.7 ([37]). Важе следећа тврђења.
(a) Нека f, g ∈ A и f ∈ PI∗∩ORV . Тада jе g ∈ {f} ако и само ако g← ∈ {f←}.
(б) Нека jе f ∈ A и f 6∈ ORV ∩ PI∗. Тада постоjи функциjа g ∈ A таква да
g ∈ {f} и g← 6∈ {f←}, или постоjи функциjа g ∈ A таква да g← ∈ {f←} и g 6∈ {f}.
Доказ.
(a) Нека f, g ∈ A и f ∈ PI∗ ∩ORV .
Наjпре, претпоставимо да jе g ∈ {f}. Како jе f ∈ PI∗, на основу става 3.2.3
имамо да f← ∈ ORV , а на основу става 3.2.1 добиjамо да jе g← ∈ {f←}.
Обрнуто, претпоставимо да jе g← ∈ {f←}. Како jе f ∈ ORV , на основу
става 3.2.5 имамо да важи f(x) 
(
f←(x)
)←, када x → ∞. Стога, функциjа(
f←(x)




)←  (g←(x))←, када x → ∞ и на основу става 3.2.6 имамо да
важи f(x)  g(x), када x→∞. На оваj начин добиjамо да g ∈ {f}.
(б) Претпоставимо да f ∈ A \ (ORV ∩ PI∗). Посматраћемо следећа три случаjа.
(i) Нека jе f ∈ ORV \ ARV . Тада на основу последице 3.2.1, f← 6∈ ORV .
Даље, на основу става 3.2.2, постоjи функциjа g ∈ A тако да g ∈ {f} и
g← 6∈ {f←}.
(ii) Нека f 6∈ ORV ∪ PI∗. Тада на основу става 3.2.3 функциjа f← 6∈ ORV, а
на основу става 3.2.4 имамо да f← 6∈ PI∗, тако да, на основу става 3.2.2,
постоjи функциjа g ∈ A таква да g ∈ {f} и g← 6∈ {f←}.
(iii) Нека f ∈ PI∗ \ORV . Тада постоjи реалан броj p > 1, тако да важи




= ∞, λ ≥ p.
Посматраjмо, сада функциjу g(x) = f(px), за x ≥ a. Тада jе
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имамо да важи f←(x)  g←(x), када x → ∞, тако да постоjи функциjа
g ∈ A таква да g← ∈ {f←} и g 6∈ {f}. 
Нека jе a > 0. Функциjе f, g : [a,∞) → (0,∞) се називаjу узаjамно инверзно
слабо асимптотске у ∞, што означавамо са f(x) ∗g(x), када x → ∞, ако постоjи





≤ g(x) ≤ f(λx),
за свако x ≥ x0 (више о овоме видети нпр. у раду [9]).
Став 3.2.8 ([37]). Нека f, g ∈ A. Тада важи f←(x)  g←(x), када x → ∞ ако и
само ако важи f(x)
∗g(x), када x→∞.
Доказ. Претпоставимо, прво, да f, g ∈ A и да важи f(x) ∗g(x), када x→∞. Тада





≤ g(x) ≤ f(λx),

















за такве λ и x тj. важи
λf←(x) ≥ g←(x),
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па закључуjемо да g←(x)  f←(x), када x→∞.
Обрнуто, ако претпоставимо да су f, g ∈ A и f←(x)  g←(x), када x → ∞,



















































за неко λ > 1 и x ≥ x0. За t = x добиjамо да важи
g(t) ≤ f(λMt)
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≤ g(t) ≤ f(λMt).






≤ g(t) ≤ f(st),
за t ≥ t0(s). Одавде, коначно, добиjамо да f(x)
∗g(x), када x→∞. 
За доказ наредног става користићемо претходно доказану лему 3.2.1.
Став 3.2.9 ([37]). Нека f, g : [a,∞) → (0,∞), (a > 0) и нека jе f ∈ PI∗. Ако
g ∈ {f}, тада f(x) ∗g(x), када x→∞.
Доказ. Како jе f ∈ PI∗, тада на основу леме 3.2.1, постоjи функциjа c(λ) > 1, за
λ > λ0 ≥ 1, коjа зависи од функциjе f , таква да важи
f(λx) ≥ c(λ)f(x),










за свако x ≥ x1(M) = x1 > 0. Стога, за x ≥ max{x0, x1} имамо
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за λ ≥ λ′′, имамо да jе f(x
λ





≤ g(x) ≤ f(λx),
за λ ≥ max{λ′, λ′′} и x ≥ max{x0, x1, x2}, што значи да jе f(x)
∗ g(x), x→∞. 
Став 3.2.10 ([37]). Нека f, g : [a,∞) → (0,∞) (a > 0) и нека f ∈ ORV . Ако важи
f(x)
∗g(x), када x→∞, тада g ∈ {f}.










за свако λ > λ0 ≥ 1 и свако x ≥ x0 = x0(λ) ≥ a > 0. Стога, за λ > λ0 и зато што













≤ kf (λ) <∞,
што повлачи да важи f(x)  g(x), када x→∞, тj. g ∈ {f}. 
Из става 3.2.10 произилази следећа последица.
Последица 3.2.3 ([37]). Нека f, g : [a,∞) → (0,∞), (a > 0) и нека f ∈ ORV ∩PI∗.
Тада g ∈ {f} ако и само важи f(x) ∗g(x), када x→∞.
Уочимо да класа ORV ∩PI∗ садржи све правилно променљиве функциjе чиjи
jе индекс променљивости ρ > 0, као и функциjе из класе ERV (за дефинициjу
ове класе видети нпр. рад [13]), чиjи jе доњи индекс Матушевске позитиван (о
овоме видети нпр. рад [79]). Jош општиjе, ова класа садржи све функциjе из
класе IRV ∩ ARV (видети рад [36]). Такође, приметимо да ова класа не садржи
ниjедну споро променљиву Караматину функциjу и рапидно променљиву функциjу
у смислу де Хана (о овоме видети нпр. рад [52]).
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Пример 3.2.2 ([37]). Функциjа f(x) = (2 + sinx)x, x ≥ 1, задовољава услов
f ∈ (PI∗ ∩ORV ) \ (ARV ∩ IRV ).
Завршићемо ово поглавље следећим отвореним питањем.
Да ли jе класа ORV ∩ PI∗ наjвећа класа за коjу последица 3.2.3 остаjе на
снази?
3.3 Однос слабе асимптотске релациjе
еквиваленциjе и jаке асимптотске релациje
еквиваленциjе и генералисаног инверза
Као и у претходном поглављу посматраћемо класу A свих неопадаjућих и
неограничених функциjа, коjе су дефинисане на интервалу [a,∞), где jе a > 0.
Као главни резултата, у овом поглављу биће дата потпуна карактеризациjа функ-
ционалне класе R∞ ∩A, где jе R∞ класа рапидно променљивих функциjа. Такође,
биће дата и карактеризациjа функционалне класе PI∗ ∩ A.
У наредном ставу под (a) биће дато jедно проширење става А, посматрањем
слабиjег услова g ∈ {f} уместо услова g ∈ [f ]∼, док се у делу под (б) показуjе да jе
R∞ ∩ A максимална класа, за коjу део става под (a) важи.
Став 3.3.1 ([38]). Нека су f, g ∈ A.
(a) Ако f ∈ R∞ и важи g ∈ {f}, тада jе g← ∈ [f←]∼.
(б) Ако g← ∈ [f←]∼ за сваку функциjу g ∈ {f}, тада f ∈ R∞ ( g ∈ R∞).
Доказ.
(a) Из чињенице да f ∈ A ∩ R∞ и на основу резултата добиjеног у раду [13],
имамо да f← ∈ SV . Како g ∈ {f}, тада постоjи неки реалан броj m > 0 такав
да важи
g(x) ·m ≤ f(x),
за довољно велико x. Штавише, за исти таj броj m и довољно велико x важи
g←(x) ≥ f←(mx)











Глава 3. Генералисани инверз и асимптотскe релациje еквиваленциjе
С друге стране, постоjи реалан броj M > 0 такав да jе
f(x) ≤ g(x) ·M


























тако да g← ∈ [f←]∼.
(б) Нека jе сада f ∈ A и нека jе
g(x) = λ · f(x),
за x ≥ a, где jе λ фиксиран и произвољан позитиван броj. Тада, g ∈ A и
g ∈ {f}, тако да важи
g← ∈ [f←]∼.

















Даље, за свако α > 0 имамо да jе kf←(α) = 1, зато што jе λ фиксиран и
произвољан позитиван броj, одакле добиjамо да f← ∈ SV и f← ∈ A. На
основу резултата коjи су добиjени у раду [35] закључуjемо да jе f ∈ R∞. Ако,
сада, изаберемо произвољну функциjу g ∈ A такву да jе g ∈ {f}, тада постоjе
неко m > 0 и неко M > 0, такви да jе
f(x) = r(x) · g(x),
за x ≥ a, где jе r(x) функциjа дефинисана за x ≥ a, а услов m ≤ r(x) ≤M jе












за λ > 1, тj. g ∈ R∞. 
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У наредном ставу под (a) биће дато jедно проширење става А посматрањем
слабиjег услова g← ∈ {f←} уместо услова g← ∈ [f←]∼, док у делу под (б) показуjемо
да jе PI∗ ∩ A максимална класа за коjу део става под (a) важи.
Став 3.3.2 ([38]). Нека f, g ∈ A.
(a) Ако f ∈ PI∗ и g ∈ [f ]∼, тада jе g← ∈ {f←}.
(б) Ако g← ∈ {f←} за сваку функциjу g ∈ [f ]∼, тада f ∈ PI∗ (g ∈ PI∗).
Доказ.
(a) Доказ овог тврђења jе директна последица става 3.2.1 из рада [37]. Такође,
методологиjа доказивања овог дела става jе аналогна методологиjи коjа jе
коришћења за доказивање става 3.2.1 под (a).







за x ≥ a (где ћемо претпоставити да jе a > 1 без губитка општости). Тада
добиjамо да g1 ∈ [f ]∼ и да jе g1 строго растућа функциjа из A. Ово повлачи
да g←1 ∈ {f←} и да jе g←1 непрекидна функциjа из A. Стога, за сваку строго
растућу функциjу g ∈ A, за коjу jе g ∈ [g1]∼, добиjамо да g← ∈ {g←1 }. Стога,

































Нека jе, сада, α(x) непрекидна функциjа, за x ≥ a, таква да jе α(x) ≥ 1, за




за x ≥ a, где jе функциjа h(x) дефинисана на следећи начин
h(x) = x · α(x),
за x ≥ a. Уочимо да jе функциjа r(x) непрекидна, неопадаjућа и r(x) → ∞,
када x→∞. Такође, задовољена jе и следећа неjеднакост
r(x) ≥ α(x) · x,
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за x ≥ a. Сада ћемо доказати да jе r(x) ∼ x. Да бисмо ово доказали, узећемо
да jе ε > 0. Тада постоjи x1 = x1(ε) ≥ a таквo да jе
1 ≤ h(x)
x
< 1 + ε,




за свако x ≥ x2. Стога, за свако x ≥ x2 постоjи функциjа v(x) коjа узима


























< 1 + ε,






за x ≥ a (и без губитка општости претпоставимо да jе a > 1). Тада jе функциjа
r1 из класе A строго растућа и непрекидна, таква да jе r1(x) ∼ x. Одавде
имамо












































где jе Mr1◦g1 позитиван реалан броj коjи jе придружен композициjи преслика-
вања r1 ◦ g1 на исти начин, као што jе Mg придружен функциjи g. Користећи
















Сада ћемо претпоставити, да постоjе следећа два низа:
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(i) низ {λn} такав да jе λn ≥ 1 за свако n ∈ N, λn → 1, када n→∞, и
(ii) растући низ {xn} такав да jе xn ≥ a, за свако n ∈ N, xn → ∞, када
n→∞ и за коjи важи
lim
n→∞
g←1 (λn · xn)
g←1 (xn)
= ∞.
Посматраjмо функциjу α(x), за x ≥ a, такву да jе
α(xn) = λn,
за n ∈ N, где jе α(x) линеарна и непрекидна функциjа за x ∈ [xn, xn+1] и n ∈ N
и α(x) = λ1 за x ∈ [a, x1]. Ова функциjа α : [a,∞) → [1,∞) jе непрекидна














g←1 (λn · xn)
g←1 (xn)
= ∞.






















за свако x ≥ x0 и свако λ ∈ [1, 1 + δ]. Стога, за свако λ ∈ (0, 1 + δ] имамо
kg←1 (λ) ≤ A+ ε <∞.
С друге стране, из чињенице да функциjа g←1 припада класи A (и да jе нео-
падаjућа) имамо да jе
kg←1 (λ) <∞,
за свако λ > 0 (видети [95]). Коначно, добиjамо да важи g←1 ∈ ORV и ако
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за свако x ≥ a, имамо




за свако λ > 0 тj. добиjамо f ∈ PI∗. 
Аналогно претходном, можемо доказати да g ∈ PI∗ за свако g ∈ A такво да
g ∈ [f ]∼.
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[37] D. Djurčić, R. Nikolić, A. Torgašev, The weak asymptotic equivalence and the
generalized inverse, Lith. Math. J. 50(1) (2010), 34–42.
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[64] S. N. Ješić, R. M. Nikolić, N. Babačev, Fixed point theorem in strictly convex
Menger PM-spaces, рад послат у часопис са SCI листе.
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From Freschet’s definition of metric space in the early twentieth century, the var-
ious generalizations of metric spaces such as Menger spaces, fuzzy metric spaces, intu-
itionistic fuzzy metric spaces, L -fuzzy metric spaces and others, were obtained. On
the other hand, the fundamental theorem in the theory of fixed points in metric spaces
represents Banach contractive Principle. This theorem, which for some special cases has
already been considered by a Liouville, Picard and Goursat, in the past eight decades
till today, has found many important applications and has been generalized in many di-
rections. One of them is the introduction of nonlinear contractive condition by Rakotch
in 1962, and then by Boyd and Wong in 1969.
The field of research in this dissertation belongs to the nonlinear functional analy-
sis, and partly to the topology and applied mathematics. Since the basic structures
on which we conduct our research are the spaces with nondeterministic distances, the
obtained results have applications in modern scientific research in physics. In this dis-
sertation, the nonlinear contractive condition which is associated with different forms of
the boundness of sets in the spaces with nondeterministic distances, will be discussed. In
addition, we will be discussing the existence and uniqueness of fixed and common fixed
points, under conditions of weak commutativity and compatibility for different types
of mappings. The hypothesis of the proceeding is that with qualitatively characteriza-
tion for the domain of mapping, we can relax the conditions of nonlinear contraction
and thereby obtain information about the existence or absence of fixed points for this
mapping. A special place in this dissertation takes convexity and topological character-
ization of completeness and compactness of the spaces with nondeterministic distances.
These results are associated with the existence of fixed and common fixed points for
non-expansive mappings, with nonlinear contractive condition. The main question is
how the convex structure and the previously mentioned results, can be transferred to
the spaces with nondeterministic distances.
This dissertation, beside Preface and References with 107 items, consists of three
chapters:
1. Basic definitions and results;
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Summary
2. Fixed point theorems for mappings with nonlinear condition defined in spaces with
nondeterministic metrics;
3. Generalized inverse and the asymptotic equivalence relations.
In Chapter 1 a brief review of basic results from Fixed Point Theory in metric
spaces for contractions and for non-expansive mappings, which were motivations for
obtaining some of original results presented in this dissertation, are given. In the past
decades, many generalizations of these results have appeared, both in metric spaces,
and the spaces with richer structures, which include axiomatics of metric spaces. In
this regard, in particular sections of the first chapter, special attention is devoted to
probabilistic, fuzzy and L -fuzzy metric spaces. Special section is devoted to the classes
of regularly varying functions and to the generalized inverse.
In Chapter 2 original results for existence and uniqueness of fixed point and com-
mon fixed point for mappings with nonlinear condition, are given. Due to the nature
of these results, they are divided into three sections. The first section presents the
theorems for a common fixed point theorem for four mappings defined in L -fuzzy met-
ric spaces. The second result presents fixed and common fixed point theorems for a
compatible mappings which satisfies nonlinear generalized contractive type conditions.
These results improve previous results due to Ćirić in [26]. The third section presents
the results which are related to strictly convex Menger PM-spaces. On one side, us-
ing the notion of strict convexity indicates the existence and uniqueness of fixed points
for non-self mappings, which satisfy the nonlinear contractive condition. On the other
hand, some results in this section are related to the existence of fixed points for non-
expansive mappings in strictly convex Menger PM-spaces. In the proof of this result
the equivalent of Axiom of choice – Zorn’s lemma, is used.
Chapter 3 is devoted to the relationship between the weak asymptotic equivalence
relation and the generalized inverse in the class A of all non-decreasing and unbounded
functions, defined and positive on a half-axis [a,+∞) (a > 0). In the main theorem, we
prove a proper characterization of the functional class ORV ∩A, where ORV is the class
of all O–regularly varying functions (in the sense of Karamata). Also, in this chapter
we discuss the relationship between the weak and the strong asymptotic equivalence
relation and the generalized inverse in the class A. In the main theorem, we prove a
proper characterization of the functional class R∞ ∩ A, where R∞ is the class of all
rapidly varying functions. Also, a characterization of the functional class PI∗ ∩ A is
proved.
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theorems for four mappings defined on L-fuzzy metric spaces with nonlinear con-
tractive type condition, Fixed Point Theory, 10 No. 2 (2009), pp. 259-274.
M 22 (ИФ: 0,700);
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