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ENRICHED RIEMANN SPHERE, MORSE STABILITY
AND EQUI-SINGULARITY IN O2
TZEE-CHAR KUO AND LAURENTIU PAUNESCU
Abstract. The Enriched Riemann Sphere CP 1
∗
is CP 1 plus a set of infinitesimals, having
the Newton-Puiseux field F as coordinates. Complex Analysis is extended to the F-Analysis
(Newton-Puiseux Analysis). The classical Morse Stability Theorem is also extended; the
stability idea is used to formulate an equi-singular deformation theorem in C{x, y}(= O2).
A general principle we believe in is that the study of convergent power series in n + 1
variables is Global Analysis of polynomials in n variables.
In this paper this is illustrated in the case n = 1. Loosely speaking, the classical Morse
Stability Theorem, properly reformulated in §10, and the stability notion are “transplanted”
into Algebraic Curves, then applied to the classification problem of singularities.
In §1, the Riemann sphere CP 1 is “enriched” to CP 1∗ with “infinitesimals”, which are
irreducible curve-germs, and C to C∗. The Newton-Puiseux field F of convergent fractional
power series is used as coordinates, in terms of which several structures are defined.
In §2, the Cauchy Integral Theorem, Taylor expansions, critical points, stability, etc., are
generalized to F, as is the classical Morse Stability Theorem.
The notion of Morse stability for polynomials over F suggests a stronger definition for
“equi-singular deformation” in C2 (Compare [25]).
For example, in contemporary Algebraic Geometry, both deformations
Q(x, y, t) := x4 − t2x2y2 + y4, P (x, y, t) := x3 − y4 − 3t2xy2d, d ≥ 2, (0.1)
are regarded as equi-singular: the zero sets are topologically trivial (Milnor µ-constant).
As we shall see, however, Q is not equi-singular from our viewpoint. The hypothesis of the
Equi-singular Deformation Theorem in §3 is not satisfied. The associated family ξ4− t2ξ2+1
is not Morse stable (ξ = 0 splits into three critical points when t 6= 0).
On the other hand, P , the Pham family ([20]), is equi-singular in the sense of Defini-
tion 2.7, although the “polar” Px splits into x ± tyd. This is explained in Attention 8.2 and
Example 2.8. The associated family ξ3−1, being independent of t, is obviously Morse stable
in the sense of Definition 5.4. Our Equi-singular Deformation Theorem applies.
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When does a given family F (x, y, t), like Q, P above, admit a trivialization, and of what
kind? An answer is given in the Equi-singular Deformation Theorem in §3, using the notion
of Morse stability. (Similar results over R were announced in [15].)
The Truncation Theorem at the end of §3 asserts that f(x, y) can be equi-singularly
deformed into its “Puiseux root truncation” fˆroot(x, y). (We do not assume 0 is an isolated
singularity.) This theorem is closely related to results on sufficiency of jets, like Morse
Lemma, [1], [2], [5], [8], [11], [12], [18], [19], etc.. Compare also the classical book [9].
1. The Enriched Riemann Sphere
Take a holomorphic map-germ A : (C, 0) → (C2, 0), A(z) 6= 0 if z 6= 0. The image set-
germ, Im(A), or the geometric locus of A, has a well-defined tangent line T (A) at 0. We
call Im(A) an infinitesimal at T (A) ∈ CP 1. The set of infinitesimals is denoted by CP 1∗ .
The geometric locus of z 7→ (az, bz) is identified with [a : b] ∈ CP 1, hence CP 1 ⊂ CP 1∗ .
For instance, the curve-germ x2 − y3 = 0, being the geometric locus of z 7→ (z3, z2), is an
infinitesimal at [0 : 1]. It is “closer” to [0 : 1] than any [a : 1] is, a 6= 0, in the sense that its
contact order (defined below) with x = 0 is higher than that between x = ay and x = 0.
As in Projective Geometry, CP 1∗ is the union CP
1
∗ = C∗ ∪ C′∗, where
C∗ := {Im(A) | T (A) 6= [1 : 0]}, C′∗ := {Im(A) | T (A) 6= [0 : 1]}.
The classical Newton-Puiseux Theorem asserts that the field F of convergent fractional
power series in an indeterminate y is algebraically closed. ([6], [10], [21], [22], [23].)
Recall that a non-zero element of F is a (finite or infinite) convergent series
α : α(y) = a0y
n0/N + · · ·+ aiyni/N + · · · , n0 < n1 < · · · , (1.1)
where N ∈ Z+, ni ∈ Z, 0 6= ai ∈ C. The order of α is Oy(α) := n0/N , Oy(0) := +∞.
We can assume GCD(N, n0, n1, ...) = 1. In this paper we call mpuis(α) := N the Puiseux
multiplicity of α (for clarity). The conjugates of α are
α
(k)
conj(y) :=
∑
aiθ
kniyni/N , 0 ≤ k ≤ N − 1, θ := e2pi
√−1/N .
The following D is an integral domain with quotient field F and ideals M, M1:
D := {α ∈ F |Oy(α) ≥ 0}, M := {α |Oy(α) > 0}, M1 := {α |Oy(α) ≥ 1}.
Define |α| :=∑ 2−ni/N |ai|(1 + |ai|)−1. Then d(α, β) := |α− β| is a metric on D. If we fix
N , then limm→∞
∑
ai(m)y
ni/N = 0 iff each ai(m)→ 0 (point-wise convergence).
Given α ∈ M1, let A(z) := (α(zN), zN ). We then define α∗ := π∗(α) := Im(A), and use
π∗ : M1 → C∗, a many-to-one surjective mapping, as a coordinate system on C∗.
A coordinate system on C′∗ is π
′
∗ : M1 → C′∗, α∗ := π′∗(α) := Im(A), A(z) := (zN , α(zN)).
We furnish C∗ (resp.C′∗) with the quotient topology of π∗ (resp.π
′
∗). As for the transition
function in the overlap C∗ ∩ C′∗, take x = α(y), n0/N = 1, we then “solve y in terms of x”,
obtaining y = β(x) := b0x+ b1x
n′
1
/N ′ + · · · , where a0b0 = 1, each bi is a polynomial in finitely
many of (N
√
a0)
−1, a1/a0, a2/a0, .... Hence the topologies coincide in C∗ ∩ C′∗.
The quotient topology on CP 1∗ is well-defined.
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Let X , Y ⊂ Rn be germs of sub-analytic sets at 0, X ∩ Y = {0}, X 6= {0} 6= Y . Define
the contact order Cord(X, Y ) to be the smallest number L (the Lojasiewicz exponent) such
that d(x, y) ≥ a‖(x, y)‖L, where x ∈ X , y ∈ Y , ‖x‖ = ‖y‖, a > 0 constant ([4]).
In particular, for α∗, β∗ ∈ CP 1∗ , Cord(α∗, β∗) is defined; Cord(α∗, α∗) :=∞. Thus, in C∗,
Cord(α∗, β∗) = maxj{Oy(α− β(j)conj)} = maxk,j{Oy(α(k)conj − β(j)conj)}.
This is the contact order structure on CP 1∗ .
The Puiseux (characteristic) pairs of α ([24]), which describes the iterated torus knot of
the curve-germ α∗, is denoted by χpuis(α) or χpuis(α∗).
The Enriched Riemann Sphere is CP 1∗ furnished with the above structures, C∗ is the
enriched complex plane. (The Riemann-Zariski surface ([7], p.272) is much larger than CP 1∗ .
For example, x = y
√
2 defines a point in the former, but not in the latter.)
Convention 1.1. Throughout this paper, ǫ > 0 is a sufficiently small constant,
IR := {t ∈ R | |t| < ǫ}, IC := {t ∈ C | |t| < ǫ}, IF := {t ∈ D | |t| < ǫ}.
We say ϕ(w) is real analytic, w = u+
√−1 v ∈ C, if it is so as a function of (u, v) ∈ R2.
By “+ · · ·” we mean “plus higher order terms”.
2. The F-Analysis (Newton-Puiseux Analysis)
Given U ⊂ D, open, and φ : U → F. We say φ is Puiseux-Lojasiewicz bounded if every
α ∈ U has a neighbourhood N (α) with constants K(α), L(α) > 0, such that
mpuis(φ(ξ)) ≤ K(α)mpuis(ξ), Oy(φ(ξ)) ≥ −L(α), ξ ∈ N (α).
In this paper we only study functions which are Puiseux-Lojasiewicz bounded.
Definition 2.1. We say φ is differentiable at α ∈ U , with derivative φ′(α) ∈ F, if
φ ′(α) = lim[φ(α + δ)− φ(α)]/δ as δ → 0 (δ ∈ D).
If φ′(γ) = 0, γ is a critical point, with multiplicity
mcrit(γ) := max{k|φ(i)(γ) = 0, 1 ≤ i ≤ k}.
Cauchy’s Theorem. If φ ′(α) exists at every α ∈ U , then all derivatives φ(k)(α) exist,∮
z∈C
φ(µ)dµ = 0, φ(k)(α) =
k!
2π
√−1
∮
z∈C
φ(µ)
(µ− α)k+1 dµ, k ≥ 0, (2.1)
where µ := α+ zδ, δ ∈ D, dµ := δ dz, C a sufficiently small contour around 0 ∈ C.
Moreover, φ is F-analytic in the sense that if α + zδ ∈ U , |z| < r, z ∈ C, then
φ(α + zδ) = φ(α) + · · ·+ (1/k!)φ(k)(α)(zδ)k + · · · , |z| < r, (2.2)
where mpuis(φ
(k)(α)) ≤ K(α), a constant.
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From now on, we consider a given φ : M1 →M1, which extends to a differentiable function
U → D. Taking α, δ ∈M1, ξ := zδ, we have the “Taylor expansion” of φ at α:
φ(α + ξ) =
∑
αkξ
k, ξ ∈M1, αk := (1/k!)φ(k)(α) ∈ D. (2.3)
In this paper we always assume φ is mini-regular in ξ, say of order m, i.e.,
Oy(αm) = 0, Oy(αk) + k ≥ m for 0 ≤ k ≤ m− 1. (2.4)
Thus, by the Newton-Puiseux Theorem, φ has m roots in M1,
Z(φ) := {ζ ∈M1 | φ(ζ) = 0} := {ζ1, ..., ζd}, m =
∑
mi, (2.5)
where mi := m(ζi) is the multiplicity of ζi. Of course φ has m− 1 critical points in M1.
Definition 2.2. In M1, define µ ∼φ ν iff either µ = ν or else
Oy(µ− ν) > Oy(µ− ζi) = Oy(ν − ζi), 1 ≤ i ≤ d.
The equivalence class of µ is denoted by µφ. The height of µφ is
h(µφ) := max{Oy(µ− ζi) | 1 ≤ i ≤ d}.
The quotient space is M1,φ := M1/∼φ, with the contact order structure:
Cord(µφ, νφ) := Oy(µ− ν) if µφ 6= νφ; Cord(µφ, µφ) :=∞.
Let µφ(y) denote µ(y) with terms y
e deleted, e > h(µφ); µφ(y) depends only on µφ ∈M1,φ.
We call µφ(y) ∈M1 the canonical coordinate of µφ ∈M1,φ; µφ and µφ(y) are often identified.
The Puiseux pairs of µφ ∈M1,φ is χpuis(µφ) := χpuis(µφ(y)).
Example 2.3. . Take φ(ξ) := ξ2 − 2y3, µ(y) := y3/2 + y7/4. Then h(µφ) = 3/2, µφ(y) = y3/2,
χpuis(µ) = {3/2, 7/4}, χpuis(µφ) = {3/2}. (We also call µφ(y) the φ-truncation of µ(y).)
The tree-model of φ defined in [13] is our M1,φ without the structures. See §11.
Definition 2.4. In M1,φ define ξφ ∼bar ηφ iff either ξφ = ηφ, or else
h(ξφ) = h(ηφ) = Cord(ξφ, ηφ).
An equivalence class is called a bar (as in [13]). The bar space is the quotient
Bsp(M1,φ) := M1,φ/∼bar.
The bar containing ξφ is denoted by B(ξφ), having height h(B(ξφ)) := h(ξφ); Bh(φ) denotes
a bar of height h. The Lojasiewicz exponent of φ at ξ, or at ξφ, or on B(ξφ), is
Lφ(ξ) := L(ξφ) := L(B(ξφ)) := Oy(φ(ξ)). (2.6)
That (2.6) is well-defined is an easy consequence of the following:
φ(ξ) = unit ·
∏
(ξ − ζi)mi , Oy(φ(ξ)) =
∑
miOy(ξ − ζi).
An important special case is V := M1,id when φ = id : ξ 7→ ξ. Here Z(id) = {0}.
We call V the value space, and 0V := 0id the “zero” element.
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If µ(y) = uyh + · · · , u 6= 0, then µid is completely determined by the pair (u, h). Hence, if
h <∞, there is a unique bar of height h, Bh(id) = {(u, h) | u 6= 0}; this is a copy of C−{0}.
For h =∞, we have a singleton B∞(id) = {0V}.
Definition 2.5. The valuation function, val, also written as valφ for clarity, is
val := valφ : M1,φ → V, val(ξφ) := valφ(ξφ) := φ(ξ)id.
If φ′(γ) = 0, γ ∈ γφ, γφ is a critical point of valφ. The multiplicity, mcrit(γφ), is the total
number of such γ ∈ γφ.
The subspace C(valφ) of critical points is displayed as
C(valφ) := {γ1,φ, ..., γp,φ},
∑
mcrit(γj,φ) = m− 1. (2.7)
Example. Take φ(ξ) = ξ4(ξ − y)5, ε 6= 0, h > 1. Then valφ(εyh + · · · ) = (−ε4, 4h + 5),
valφ((1 + ε)y + · · · ) = (ε5(1 + ε)4, 9), valφ(0) = valφ(y) = 0V .
Definition 2.6. Let φ be as in (2.3), (2.4). Take
Φ(ξ, t) :=
∑
Ai(t)ξ
i ∈ F{ξ, t}, Φ(ξ, 0) = φ(ξ).
We call Φ(ξ, t) := φt(ξ) an F-analytic deformation of φ.
In this paper, we always assume Ai(t) ∈ D{t}, and Φ is mini-regular:
Oy(Ai(t)) + i ≥ m, 0 ≤ i ≤ m.
In M1 × IF, define (µ, t) ∼Φ (ν, t′) iff t = t′, µφt = νφt .
The quotient space is M1 ×Φ IF := M1 × IF/∼Φ, with valuation function
valΦ : M1 ×Φ IF → V, (ξφt, t) 7→ [φt(ξ)]id.
The subspace of critical points is
C(valΦ) := {(γφt, t) ∈M1 ×Φ IF| γφt ∈ C(valφt)}.
The bar space Bsp(M1 ×Φ IF) is similarly defined.
Definition 2.7. We say Φ is almost Morse stable if there exists a homeomorphism
τ : C(valφ)× IF → C(valΦ), (γφ, t) 7→ (τt(γφ), t), (2.8)
where L(τt(γφ)) = L(γφ).
We say Φ is Morse stable if, in addition, the following holds.
Given γφ, γ
′
φ ∈ C(valφ). If B(γφ) = B(γ′φ) and valφ(γφ) = valφ(γ′φ), then
valφt(τt(γφ)) = valφt(τt(γ
′
φ)), B(τt(γφ)) = B(τt(γ
′
φ)). (2.9)
Example 2.8. For P (x, y, t) in (0.1), Φ(ξ, t) := ξ3 − 3t2y2dξ − y4, valφt has a unique critical
point γφt = 0 in M1,φt , mcrit(γφt) = 2. With τt = id, Φ is Morse stable.
Attention: φt has two critical points ξ = ±tyd in M1, but valφt has only one in M1,φt.
On the other hand, Ψ(ξ, t) := ξ3 + ty3 − y4 is not almost Morse stable.
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Let V ×Loj Bsp(M1,φ) := {(v, B) | v ∈ V, L(v) = L(B)} ⊂ V × Bsp(M1, φ). We may call
this a “Lojasiewicz fiber product”. Define V ×Loj Bsp(M1 ×Φ IF) similarly.
The Morse Stability Theorem (Over F). Suppose Φ is Morse stable. Then there exist
t-level preserving homeomorphisms (deformations) DΦ, DV such that the diagram
M1,φ × IF
V alφ−−−−−−→ V ×Loj Bsp(M1,φ)× IFyDΦ yDV
M1 ×Φ IF
V alΦ−−−−−−→ V ×Loj Bsp(M1 ×Φ IF)
is commutative, where
V alφ(µφ, t) := (valφ(µφ), B(µφ), t), V alΦ(µφt, t) := (valφt(µφt), B(µφt), t).
The structures are preserved. That is, if DΦ(µφ, t) := (µφ,t, t), µφ,t ∈M1,φt, then
h(µφ,t) = h(µφ), χpuis(µφ,t) = χpuis(µφ), Cord(µφ,t, νφ,t) = Cord(µφ, νφ); (2.10)
and if we write DV(v, B, t) := (vt, Bt, t), then L(vt) = L(v), h(Bt) = h(B).
3. The Equi-singular Deformation Theorem
A real analytic map-germ ρ : ([0,∞), 0)→ (C2, 0) is called an analytic arc ([17]); we call
the image set-germ, Im(ρ), a geo-arc. The complexification of ρ is ρ
C
(z) := ρ(z), z ∈ C.
Given k ∈ Z+, define ρ(k)(s) := ρ(sk). Of course, Im(ρ(k)) = Im(ρ), the same geo-arc.
Let f(x, y) ∈ C{x, y} be given, mini-regular in x of order m, i.e.,
f(x, y) = Hm(x, y) +Hm+1(x, y) + · · · , Hm(1, 0) 6= 0.
Let φ(ξ) := f(ξ, y). In C∗, define α∗ ∼f β∗ iff either α∗ = β∗, or else
Cord(α∗, β∗) > Cord(α∗, ζ∗) = Cord(β∗, ζ∗) ∀ ζ ∈ Z(φ).
The equivalence class of α∗ is denoted by α∗/f . (If ζ ∈ Z(φ), ζ∗/f := {ζ∗}.)
Call αφ(y), and any one of the conjugates α
(k)
φ,conj(y), a canonical coordinate of α∗/f .
We say α∗/f , β∗/f are bar equivalent : α∗/f ∼bar β∗/f , if they have canonical coordinates
αφ, βφ respectively, such that αφ ∼bar βφ.
Example 3.1. Take f(x, y) := x2−2y3. The curve-germs x2−y3 = 0 and (x2−y3)2−xy5 = 0
are ∼f equivalent, hence define a same point in C∗/f , with canonical coordinates ±y3/2.
Definition 3.2. The valuation function on the quotient space C∗/f := C∗/∼f is
val∗/f : C∗/f → VZ, α∗/f 7→ [
N∏
k=1
φ(α
(k)
φ,conj(y))]id, N := mpuis(αφ),
where VZ := {0V} ∪ {(u, h)|u 6= 0, h ∈ Z+}, a subspace of V.
If φ′(γ) = 0, γ ∈ M1, γ∗/f is called a critical point of val∗/f , the multiplicity, mcrit(γ∗/f ),
is the total number of µ ∈M1, counting multiplicities, such that φ′(µ) = 0, µ∗/f = γ∗/f .
The subspace of critical points of val∗/f is denoted by C(val∗/f).
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In C∗/f , define height by h(α∗/f ) := h(αφ), and contact order by
Cord(α∗/f , β∗/f) := Cord(α∗, β∗) if α∗/f 6= β∗/f ; Cord(α∗/f , α∗/f ) :=∞.
The Puiseux pairs are χpuis(α∗/f ) := χpuis(αφ).
Let F (x, y, t) := Ft(x, y) :=
∑
i+j≥m cij(t)x
iyj ∈ C{x, y, t} be a given deformation of
f(x, y), i.e., F0(x, y) = f(x, y), Ft(0, 0) ≡ 0. In C∗ × IC define (α∗, t) ∼F (β∗, t′) iff t = t′
and α∗/Ft = β∗/Ft . The quotient space is C∗ ×F IC := C∗ × IC/∼F .
The Equi-singular Deformation Theorem. Suppose the deformation Φ(ξ, t) := F (ξ, y, t)
is almost Morse stable. Then there exists a t-level preserving homeomorphism
H : (C2 × IC, 0× IC)→ (C2 × IC, 0× IC), ((x, y), t) 7→ (Ht(x, y), t), (3.1)
which is real bi-analytic outside {0} × IC. The following hold.
(1) F (Ht(x, y), t) = f(x, y), t ∈ IC, i.e., F (x, y, t) is “trivialized” by H.
(2) There exists c > 0, c ≤ ‖Ht(x, y)‖/‖(x, y)‖ ≤ 1/c, t ∈ IC.
(3) If ρ(s) is an analytic arc, then Ht(ρ
(k)(s)) is real analytic in (s, t) (called a “geo-arc
wing”) for some k ∈ Z+. In particular, Ht is geo-arc analytic in the sense that it
carries geo-arcs to geo-arcs.
(4) Take α∗/f ∈ C∗/f , and any ρ such that Im(ρC) ∈ α∗/f . The geo-arc Im(Ht ◦ ρ) is
contained in a unique curve-germ, say δ∗ ∈ C∗. Then ηt(α∗/f ) := δ∗/Ft is independent
of the choice of ρ. Hence ηt : C∗/f → C∗/Ft is well-defined,
η∗ : C∗/f × IC → C∗ ×F IC, (α∗/f , t) 7→ (ηt(α∗/f ), t), (3.2)
is a homeomorphism, preserving height, contact order, and Puiseux pairs.
(5) If γ∗/f ∈ C(val∗/f ) then ηt(γ∗/f ) ∈ C(val∗/Ft), mcrit(γ∗/f ) = mcrit(ηt(γ∗/f)).
Assume Φ(ξ, t) is Morse stable. Take γ∗/f , γ′∗/f ∈ C(val∗/f ), γ∗/f ∼bar γ′∗/f . Then
val∗/f (γ∗/f) = val∗/f (γ
′
∗/f ) implies val∗/Ft(ηt(γ∗/f )) = val∗/Ft(ηt(γ
′
∗/f)), (3.3)
where ηt(γ∗/f) ∼bar ηt(γ′∗/f).
Now let us consider f(x, y), Z(φ) := {ζ1, ..., ζd} as in (2.5), mi := m(ζi),
f(x, y) = u(x, y) ·
d∏
i=1
(x− ζi(y))mi, u(0, 0) 6= 0.
Let ei := maxj 6=i{Oy(ζi − ζj)}. Let ζˆi(y) denote ζi(y) with all terms ye deleted, e > ei.
Definition 3.3. The Puiseux root truncation of f(x, y) is, by definition,
fˆroot(x, y) :=
{∏d
i=1(x− ζˆi(y))mi if d > 1,
(x− ζ1)m1 if d = 1.
Let Ri(y) := ζi(y)− ζˆi(y) (the remainder). Take u(x, y, t) (a deformation of unit),
u(0, 0, t) 6= 0, u(x, y, 0) = u(x, y), u(x, y, 1) = 1.
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The Puiseux root deformation of f(x, y) is, by definition,
Froot(x, y, t) := u(x, y, t) ·
∏d
i=1
[x− ζi(y) + tRi(y)]mi ∈ C{x, y, t}.
Note that fˆroot(x, y) ∈ C{x, y}, since it is invariant under the conjugations; if d > 1 then
fˆroot(x, y) is a polynomial. The following theorem is proved at the end of §9.
The Truncation Theorem. The Puiseux root deformation Froot(x, y, t) is Morse stable.
In particular, f(x, y) and fˆroot(x, y) are geo-arc analytically equivalent.
Example 3.4. For a weighted expansion f(x, y) := Wd(x, y) + · · · , if Wd is non-degenerate
then fˆroot(x, y) =Wd(x, y), f(x, y) is geo-arc analytically equivalent to its initial form.
Next, g(x, y) := (x2 − y4)2 − y10 + · · · has Puiseux roots x = ±y2 ± 1
2
y3 + · · · ,
gˆroot(x, y) = (x
2 − y4)2 − 1
4
y6[(x− y2)2 + (x+ y2)2] + 1
16
y12.
Note that gˆroot(x, y) is not obtained by deleting certain terms of g(x, y).
Remark 3.5. We call α∗/f an “f -blurred” infinitesimal : Points of C∗ equivalent under ∼f
are no longer distinguishable – “f -blurred”. The notion of blurring plays a vital role in this
paper. For example, the Pham deformations
Peven(x, y, t) = x
3 − y4 + 3txy2d, Podd(x, y, t) = x3 − y4 + 3txy2d+1,
where d ≥ 2, are regarded by some experts as substantially different, since the polars are
very different when t 6= 0. To us, however, there is only one critical point – a “blurred polar”
– in either case, of multiplicity 2. (Compare Attention 8.2). The above theorem applies.
Remark 3.6. The above (3.3) says that the family {val∗/Ft} on the spaces {C∗/Ft} is Morse
stable, the deformation of the critical points being given by ηt. Hence, as in the classical
case, we can construct a trivialization of the family, like (Dt, dt), in § 10.
However, we are not saying that this trivialization coincides with η∗. We believe it would
be too good (too strong) for this to be true.
4. Proof Of Cauchy’s Theorem
Let δ ∈ D be given, and fixed. As φ is Puiseux-Lojasiewicz bounded, we can write
yLφ(α+ zδ) =
∞∑
i=0
cδ,i(z)y
ni/K , 0 < K ≤ n0 < · · · ,
where L, K are constants, |z| sufficiently small.
Take an increment ∆z and compute the derivative. We find
yLφ′(α + zδ) =
1
δ
∑
c′δ,i(z)y
ni/K . (4.1)
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In particular, c′δ,i(z) exists, cδ,i(z) is holomorphic,
cδ,i(0) =
1
2π
√−1
∮
z∈C
cδ,i(z)
z
dz, φ(α) =
1
2π
√−1
∮
z∈C
φ(µ)
µ− α dµ,
where µ := α + zδ. Then, as in Complex Analysis, (2.1) follows.
Next we show (2.2). Take δ = 1 in (4.1), and then set z = 0. We have
yLφ′(α+ z) =
∑
c′1,i(z)y
ni/K , c′1,i(0) =
1
δ
c′δ,i(0).
Applying the same argument to higher derivatives, we have
c
(k)
1,i (0) = δ
−kc(k)δ,i (0), k ≥ 1.
Hence,
yLφ(α+ zδ) =
∑
i
∑
k
1
k!
c
(k)
δ,i (0)z
kyni/K =
∑
k
1
k!
φ(k)(α) · (zδ)k.
Take δ = yh, h ∈ Q+. If mpuis(φ(k)(α)) were unbounded, then mpuis(φ(α+ cyh)) =∞ for
generic c, a contradiction. This completes the proof.
Corollary 4.1. Suppose φ : U → D is F-analytic, 0 ∈ U , φ(0) = 0. Then there exist a
holomorphic germ f(x, y) and N ∈ Z+ such that φ(ξ) = f(ξ, y1/N), ξ ∈M.
Proof. Take α = 0, S := supk{mpuis(φ(k)(0))}, N := S!. All φ(k)(0)(yN) in (2.2) are integral
power series of y, f(x, y) :=
∑
(1/k!)φ(k)(0)(yN)xk is holomorphic 0, f(0, 0) = 0. 
5. Newton Polygon At An Infinitesimal
Given φ and α. For a term αkξ
k 6= 0 in (2.3), plot a “Newton dot” at (k, q) in the (u, v)-
plane, q := Oy(αk). Consider the convex hull generated by {(ai+u, bi+ v) | u, v ≥ 0}, (ai, bi)
the Newton dots. The boundary NP(φ, α) is the Newton Polygon of φ at α. (See [14].)
In the case φ(ξ, y) := f(ξ, y), f(x, y) ∈ C{x, y}, we clearly have NP(φ, α) = NP(φ, α(k)conj).
Hence NP(φ, α∗) := NP(φ, α(k)conj) is well-defined. This is the Newton Polygon of φ at α∗.
ConsiderNP(φ, α). The edges and angles are Ei := Ei(α), θi := θEi , respectively, θi−1 < θi,
0 ≤ i ≤ l. The first edge E0 is horizontal, the last edge El is vertical. Denote the right
vertex of Ei by Vi := (mi, qi), and the straight line prolonging Ei by L(Ei).
The vertical edge El is not important. We call Etop := El−1 the top Newton edge. The left
vertex of El−1 is (ml, ql), which is the last, and the highest, vertex of NP(φ, α).
Take Ei, i ≤ l − 1. A dot (k, q) ∈ Ei represents a term ckyqξk of (2.3). Let
WEi(ξ, y) :=
∑
cky
qξk, PEi(z) :=
∑
ckz
k ∈ C[z],
sum taken over (k, q) ∈ Ei. We call PEi(z) the associated polynomial of Ei.
The height, or co-slope, of Ei is
h(Ei) := tan θi, 0 ≤ i ≤ l − 1; h(El) := tan θl =∞. (5.1)
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The Lojasiewicz exponent on Ei is
L(Ei) := qi +mi tan θi, 0 ≤ i ≤ l − 1; L(El) :=∞.
Example 5.1. (Fig.1,2) Take α = 0. For φ1(ξ) := ξ
3 + 2yξ2 + y4, tan θ1 = 1, tan θtop = 3/2,
PE1(z) = z
3 + 2z2, Ptop(z) = 2z
2 + 1. For φ2(ξ) := ξ
3 + 2yξ2, Ptop(z) = z
3 + 2z2, E2 = El.
E1
E2
E0
E3
θ2
θ1
Figure 1. NP(φ1, 0)
E0
E1
E2
θ1
Figure 2. NP(φ2, 0)
Notation 5.2. Suppose NP(φ, α), NP(φ, β) have a common edge Ek(α) = Ek(β).
We write Ek(α) ≡ Ek(β) if they have the same Newton dots, each represents a same
monomial term of φ. We write NP(φ, α) ≡ NP(φ, β) if this is true for every edge.
Observe that if α 6∈ Z(φ), then ml = 0, and
h(El−1) = max{O(α− ζi)}, ζi ∈ Z(φ).
If α ∼φ β, then O(α− β) > h(El−1), and hence NP(φ, α) ≡ NP(φ, β). Thus, PEi(αφ)(z),
NP(φ, αφ), Ei(αφ), etc., are all well -defined (independent of the choice of α ∈ αφ).
(Similarly, NP(f, α∗/f ) := NP(φ, αφ) is also well-defined.)
Theorem 5.3. Take an edge Ei of NP(φ, αφ), 1 ≤ i ≤ l − 1. Take a critical point c of
the associated polynomial PEi(z), with multiplicity mcrit(c). Then there are exactly mcrit(c)
critical points of φ in M1, counting multiplicities, of the form
µ(y) = αˆφ(y) + [cy
tan θi + · · · ], (5.2)
where αˆφ is αφ(y) with all terms y
e (if any) deleted, e > tan θi.
Take µφ ∈ C(valφ), µφ 6= αφ. There exist a unique Ei and a unique critical point c 6= 0 of
PEi(z) such that µ(y) has the form (5.2).
According to Convention 1.1, we can also write (5.2) as
µ(y) = αφ(y) + [cy
tan θi + · · · ].
Theorem 5.3 is known ([13], see also [14]). We use it several times in this paper.
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The Fundamental Lemma. Suppose Φ is almost Morse stable. Then
NP(φ, γφ) = NP(φt, τt(γφ)), χpuis(τt(γφ)) = χpuis(γφ), (5.3)
where γφ ∈ C(valφ) with deformation τt(γφ) ∈ C(valφt), as in (2.8).
The canonical coordinate τt(γφ)(y) of τt(γφ) is an F-analytic function of t ∈ IF. For each
Ei, i ≤ l − 1, the family {PEi(τt(γφ))(z)} is almost Morse stable, as defined below.
Moreover, if Φ is Morse stable, then so is the family {PEi(τt(γφ))(z)}.
Definition 5.4. Given a polynomial p(z) and a deformation
pt(x) := a0(t)x
n + · · ·+ an(t) ∈ K{t}[x], p0(z) = p(z), a(t) 6= 0,
where K := R, C, or F, t ∈ IK.
A critical point c0 ∈ K of p0(x) is stable if it admits a continuous deformation ct ∈ K such
that p′t(ct) = 0 and mcrit(ct) = mcrit(c0). (The deformation is then necessarily unique.)
Consider the following conditions (where (3) is for Algebraic Geometry):
(1) Every critical point of p0(x) is stable.
(2) If c0, c
′
0 are critical points of p0(x) and p0(c0) = p0(c
′
0), then pt(ct) = pt(c
′
t).
(3) If p0(c0) = p
′
0(c0) = 0, i.e., c0 is a multiple root of p0(z), then pt(ct) = 0.
We say {pt} is almost Morse stable if (1), (3) hold, and Morse stable if (2) also holds.
Example 5.5. Take K = R. For pt(x) = x
2(x2 + t2) ∈ R[x], 0 is a critical point of p0 which
splits into three critical points in C, one remains in R. Thus 0 admits a unique continuous
deformation ct ≡ 0 in R. But mcrit(ct) is not constant, 0 is unstable.
Proof. We use the “edging forward argument” to prove (5.3). The Tschirnhausen transfor-
mation is applied recursively along the edges of NP(φt, γφ) (“edging forward”) in order to
“clear” all dots of φt lying below NP(φ, γφ). If ml > 0, all dots to the left of the vertical
edge El are also cleared. The details are as follows.
Consider NP(φ, γφ). The edges are denoted by Ei. The right vertex of Ei is (mi, qi).
Let us first compare NP(φ, γφ) with NP(φt, γφ). Write
φt(γφ + ξ) = φ(γφ + ξ) + Pt(γφ + ξ), P0(γφ + ξ) ≡ 0.
The (non-zero) terms of Pt are represented by dots. Some may lie below NP(φ, γφ).
Suppose we already know that Pt(γφ+ ξ) has no dot below the lines L(Ej), 0 ≤ j ≤ k−1.
We can then clear the dots under the line L(Ek) as follows.
The left vertex of Ek−1 represents a term ayqkξmk of φ(γφ+ξ), which, with a Tschirnhausen
transformation, can “swallow” all dots of Pt of the form (mk − 1, q), q ∈ Q+.
This means the following. There exists βt(y) ∈M1, F-analytic in t, such that
(1) Oy(βt(y)) ≥ tan θk−1, β0(y) = 0;
(2) The coefficient of ξmk−1 in the Taylor expansion of φ(γφ+βt+ ξ) is independent of t.
Indeed, γφ + ξ 7→ γφ + ξ + βt is the unique translation (Tschirnhausen transformation)
which has the above two properties. (Attention: No dot of φ(γφ + ξ) has been swallowed in
the process. In this way, we have β0 = 0. This property is important.)
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Now, consider NP(φt, βt + γφ). Because of (1), Ej(γφ) ≡ Ej(γφ + βt), j ≤ k − 2, (we use
Notation 5.2,) and Pt still has no dot below the line L(Ej), j ≤ k − 1.
Let E ′k−1, E
′
k,..., denote the remaining edges of NP(φt, βt + γφ). By (1), θEk−1 = θE′k−1.
Next we show Ek−1 = E ′k−1. Let V
′
j := (m
′
j , q
′
j) denote the right vertex of E
′
j.
Suppose E ′k−1 6= Ek−1. Then m′k ≤ mk − 2. We shall derive a contradiction.
For generic t ∈ C, 0 is a root of PE′
k−1
(z) of multiplicity m′k (m
′
k ≥ 0), but when t = 0,
the multiplicity is mk. Hence, by an elementary argument, there exists a(t) such that
d
dz
PE′
k−1
(a(t)) = 0, PE′
k−1
(a(t)) 6= 0, lim
t→0
a(t) = 0.
Thus, by Theorem 5.3, φt has a critical point of the form
Γt(y) := [βt(y) + γφ(y)] + [a(t)y
e + · · · ], e := tan θEk−1 .
Hence h(Γt,φt) = tan θEk−1 , Lφt(Γt,φt) = qk +mk tan θEk−1 , both are independent of t.
Take µφ ∈ C(valφ), µφ 6= γφ. Then take Ei, c 6= 0, for µφ as in (5.2) with γφ replacing αφ.
We say µφ is of the lower kind if i ≤ k − 1, and of the higher kind if i ≥ k.
If µφ = γφ, we say µφ is of the higher kind.
Take ε, sufficiently small. The ε-neighborhood Nε(γφ) of γφ clearly does not contain any
µφ of the lower kind. On the other hand, if |t| is sufficiently small, then, by continuity,
Γt,φt ∈ Nε(γφ). Hence Γt,φt 6= τt(µφ) for any µφ of the lower kind.
If µφ is of the higher kind, then L(µφ) = L(τt(µφ)) > L(Γt,φt). Hence Γt,φt 6= τt(µφ) for
any µφ of the higher kind either. Thus we must have E
′
k−1 = Ek−1.
Next we show θE′
k
= θEk . Suppose θE′k < θEk . Then m
′
k+1 ≤ mk−2, and there would exist
a(t) as above. Using the same argument we again arrive at a contradiction.
Hence the Tschirnhausen transformation ξ 7→ ξ + βt clears all dots of Pt below L(Ek).
A recursive application of the Tschirnhausen transformations, beginning with k = 1, clears
all dots of Pt below NP(φ, γφ).
Let ξ 7→ ξ +Bt denote their composition. We then compare the polygons:
NP(0) := NP(φ, γφ), NP(1) := NP(φt, γφ +Bt), NP(2) := NP(φt, τt(γφ)).
We have just proved NP(0) = NP(1). Next we show NP(1) = NP(2).
We can assume Bt = 0. This can be achieved by the substitution ξ → ξ +Bt(y).
Let us write P
(1)
top (z) := P
(0)
top (z) +Qt(z), Q0(z) ≡ 0, where 0 is a critical point of P (0)top (z).
As t varies away from 0, this critical point cannot split into two or more critical points of
P
(1)
top (z). For if it did, the homeomorphism τt cannot exist.
Hence 0 admits a unique continuous deformation ct, c0 = 0, which is a critical point of
P
(1)
top (z), mcrit(ct) = mpuis(c0). It follows that ct is a simple root of the equation
dm
dzm
P
(1)
top (z) = 0, m := mcrit(c0),
and
τt(γφ)(y) = γφ(y) + cty
e, e := tan θ
(1)
top.
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It follows that ct, τt(γφ)(y) are F-analytic. (The Implicit Function Theorem holds in F.)
Let the Taylor expansion of φt at γφ be
∑
k,q cqk(t)y
qξk. Then that at τt(γφ) is∑
ckq(t)y
q[ξ + cty
e]k =
∑
ckq(t)[y
qξk + · · · ], c0 = 0. (5.4)
Consider E
(1)
i , i ≤ l − 2. Since e > tan θi, the terms in “+ · · ·” are represented by dots
lying strictly above all E
(1)
i . Hence E
(1)
i ≡ E(2)i , i ≤ l − 2. (See Notation 5.2.)
Now we show E
(1)
top = E
(2)
top. (But not E
(1)
top ≡ E(2)top.)
First suppose P
(0)
top (0) 6= 0. The left vertex of E(0)top = E(1)top lies on the vertical coordinate
axis. Hence P
(1)
top (0) 6= 0, P (1)top (ct) 6= 0 (|t| small). But P (2)top (0) = P (1)top (ct), hence E(1)top = E(2)top.
Suppose P
(0)
top (0) = 0, i.e., 0 is a multiple root. As NP(0) = NP(1), we must have
ct ≡ 0, mcrit(ct) = ml = mpuis(τt(γφ)).
Hence E
(1)
top = E
(2)
top, and NP(1) = NP(2).
It is easy to see that χpuis(αφ) can be expressed in terms of the co-slopes of the edges of
NP(φ, αφ). It follows that χpuis(τt(γφ)) = χpuis(γφ). This completes the proof of (5.3).
Now assume Φ is Morse stable. We show {PEi(τt(γφ))(z)} is Morse stable.
Take a critical point c of PEi(γφ)(z). Take µ as in (5.2). Consider µφ, NP(φ, µφ), etc..
Note that PEi(γφ)(z + c) = PEi(µφ)(z) (differ merely by a translation).
First, if PEi(γφ)(c) 6= 0, then PEi(µφ)(0) 6= 0. Hence Ei(µφ) has its left vertex on the vertical
axis, 0 being a critical point of PEi(µφ)(z). Then, as in the argument for γφ, 0 admits a unique
continuous deformation which is a critical point of PEi(τt(µφ)(z) with constant multiplicity.
This says that c is a stable critical point of PEi(τt(γφ))(z).
Suppose PEi(γφ)(c) = 0, say of multiplicity k. Then 0 is a root of PEi(µφ)(z), also of
multiplicity k. Since NP(φ, µφ) = NP(φt, τt(µφ)), 0 is obviously stable. Hence so is c.
Now we show (2) in Definition 5.4. Let us write pt(z) := PEi(τt(γφ))(z). Let c 6= c ′ be
critical points of p0(z). Take µ, µ
′ for Ei, c and c ′ respectively, µφ, µ′φ ∈ C(valφ).
First, suppose p0(c) = p0(c
′) 6= 0. In this case,
h(µφ) = h(µ
′
φ) = O(µφ − µ′φ) = tan θEi .
Hence B(µφ) = B(µ
′
φ), valφ(µφ) = valφ(µ
′
φ). Then, by (2.9), valφt(τt(µφ)) = valφt(τt(µ
′
φ)).
That is, (pt(ct), tan θEi) = (pt(c
′
t), tan θEi) ∈ V. In particular, pt(ct) = pt(c ′t).
Suppose p0(c) = p0(c
′) = 0. Then c, c ′ are multiple roots of p0, and, as shown before,
their deformations remain multiple roots of pt, pt(ct) = pt(c
′
t) = 0.
By the same argument, if Φ is almost Morse stable then so are the families {PEi(τt(γφ))}. 
Corollary 5.6. Let Z(Φ) := {(ζt, t)) | ζt ∈ Z(φt)}. There exists a bijection
D : Z(φ)× IF → Z(Φ), (ζ, t) 7→ (ζt, t), ζ0 = ζ,
where t 7→ ζt is F-analytic; the Newton Polygon NP(φt, ζt) is independent of t.
Take ζ, ζ ′ ∈ Z(φ), γφ ∈ C(valφ). Then Oy(ζt − ζ ′t), Oy(ζt − τt(γφ)) are independent of t.
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Proof. If ζ is a multiple root, ζ = γφ, then ζt = τt(γφ) is the deformation.
Otherwise, we choose γφ ∈ C(valφ) such that
O(ζ − γφ) ≥ O(ζ − µφ), ∀µφ ∈ C(valφ). (5.5)
We then have h(γφ) = O(ζ − γφ), and
ζ(y) = γφ(y) + [by
h(γφ) + · · · ], PE(γφ)(b) = 0 6= P ′E(γφ)(b).
(If P ′E(γφ)(b) = 0, then there would exist µφ which fails (5.5).) Using the Implicit Function
Theorem we can find ζt, which is F-analytic, and O(ζt − τt(γφ)) is constant.
Given ζ ′. Take γ′φ as in (5.5). Then O(τt(γφ)− τt(γ′φ)) is constant, so is O(ζt − ζ ′t). 
6. Relations Between Bars And Edges
Take a bar B, h(B) < ∞. Take β ∈ βφ ∈ B. Define ζB(y) to be β(y) with all terms ye
deleted, e ≥ h(B). Clearly, ζB(y) depends only on B, not on the choices of β, βφ.
Take an indeterminate z, and write
φ(ζB(y) + zy
h(B), y) := PB(z)y
L(B) + · · · , PB(z) 6≡ 0, (6.1)
where L(B) was defined in (2.6). We call PB(z) the associated polynomial of B.
Let Z(PB) denote the zero set of PB(z). Using the canonical coordinates, we can identify
B with C− Z(PB). Hence B¯, the metric space completion of B, is a copy of C; and
valφ(ζB(y) + zy
h(B)) = (PB(z), L(B)) ∈ V, z 6∈ Z(PB).
Take α ∈M1. If α(y) = ζB(y) + ayh(B) + · · · , a ∈ C, we say B¯ is a support of α; a is the
B¯-coordinate of α, and also of αφ. Observe that αφ ∈ B iff a 6∈ Z(PB).
Notation 6.1. Write α ⊥ B¯ if α is supported by B¯; Supp(α) := {B¯ | α ⊥ B¯}.
Let α be given. We now define NPext(φ, α) by adding “vertex edges” to NP(φ, α).
Take a vertex Vi = (mi, qi) of NP(φ, α), mi ≥ 1, representing a term cyqiξmi in (2.3),
where c 6= 0. Take h ∈ Q+, tan θi−1 < h < tan θi. Let
E(h) := (Vi, h), PE(h)(z) := cz
mi . (6.2)
We call E(h) a vertex edge and PE(h)(z) the associated polynomial. The height, or co-slope,
of E(h) is, by definition, h(E(h)) := h.
Let NPext(φ, α) denote the edges {E0, ..., El−1} of NP(φ, α) plus the vertex edges.
Convention 6.2. For an edge E of NP(φ, α), h := h(E) <∞, we also write E as E(h).
Now we define
ι : Supp(α)→ NPext(φ, α), B¯ 7→ ι(B¯),
where ι(B¯) is the unique edge of height (co-slope) h(ι(B¯)) = h(B). This is a bijection.
Take B¯ ∈ Supp(α), h := h(B). Let c be the largest constant such that NP(φ, α) is
bounded below by the line L(h) : u + v/h = c. Let i be the smallest integer such that
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h ≤ tan θEi . If h = tan θEi, all dots on Ei lie on L(h). If h < tan θEi, Vi is the only vertex
lying on L(h). In either case, we define ι(B¯) := E(h). See Fig.4, §11.
The corresponding associated polynomials differ merely by a translation:
PB(z) = Pι(B¯)(z − a), a the B¯-coordinate of α. (6.3)
7. Proof Of The Morse Stability Theorem over F
Give B, h(B) <∞. Take ζ ∈ Z(φ), ζ ⊥ B¯. Let ζt be the deformation of ζ in Corollary 5.6.
Define Bt to be the unique bar such that h(Bt) = h(B), ζt ⊥ B¯t.
If ζ ′ ∈ Z(φ) and ζ ′ ⊥ B¯, then Oy(ζt − ζ ′t) = Oy(ζ − ζ ′) ≥ h(B). Hence Supp(ζt), Supp(ζ ′t)
have the same set of bars of height ≤ h(B).
It follows that Bt is well-defined (independent of the choice of ζ),
Dbar : Bsp(M1,φ)× IF → Bsp(M1 ×Φ IF), (B, t) 7→ (Bt, t),
is a homeomorphism, h(Bt) = h(B).
Lemma 7.1. The family {PBt(z)} is Morse stable (in the sense of Definition 5.4).
Proof. In NP(φ, ζ), the left vertex of Etop is (ml, ql), ml ≥ 1, where ml is the multiplicity of
ζ (as a root of φ). Therefore Ptop(0) = 0, degPtop(z) ≥ 2, Ptop(z) is not a monomial.
Hence there exists c, P ′top(c) = 0 6= Ptop(c). By Theorem 5.3, there exists γφ ∈ C(valφ),
whose B¯-coordinate is c, B := ι−1(Etop). Then c has a deformation ct, c0 = c,
τt(γφ)(y) = ζB(y) + cty
h(B), NP(φ, γφ) = NP(φt, τt(γφ)).
Let us compare the edge Ei(ζt) of NP(φt, ζt) with Ei(τt(γφ)) of NP(φt, τt(γφ)).
If i ≤ l − 2, then we clearly have Ei(ζt) ≡ Ei(τt(γφ)). Hence PEi(ζt)(z) = PEi(τt(γφ))(z).
By the Fundamental Lemma, {PEi(τt(γφ))(z)} is Morse stable. Hence if B¯′ ∈ Supp(ζ) and
h(B′) < tan θtop, then {PB′t(z)} is Morse stable.
As for the top edges Etop(ζt), Etop(τt(γφ)), their associated polynomials differ merely by a
translation z 7→ z + ct − at, where at is the B¯-coordinate of ζt. The stability of the latter
implies that of the former.
Finally, if h(B′′) > tan θtop, then PB′′t (z) is a monomial, hence Morse stable. 
Take B ∈ Bsp(M1,φ), and deformation Bt. Recall that B¯ = B¯t = C. Applying the classical
Morse Stability Theorem (§10) to {PBt}, we have homeomorphisms Dt, dt such that
B¯
PB−−−−−−→ CyDt ydt
B¯t
PBt−−−−−−→ C
is commutative, where Dt preserves the critical points and zeros (dt(0) = 0).
Given αφ ∈ B, with B¯-coordinate a. Take αφ,t ∈ Bt whose B¯t-coordinate is Dt(a):
αφ(y) = ζB(y) + ay
h(B), αφ,t(y) = ζBt(y) +Dt(a)y
h(B).
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Thus, we have a homeomorphism:
DΦ : M1,φ × IF → M1 ×Φ IF, (αφ, t) 7→ (αφ,t, t).
Next, take (u, L) ∈ V, B ∈ Bsp(M1,φ), L = L(B) (<∞). We define
DV((u, L), B, t)) := ((dt(u), L), Bt, t).
If h(B) =∞, then B = {ζ}, ζ ∈ Z(φ). We define
DV(0V , {ζ}, t) := (0V , {ζt}, t).
We then have DV ◦ V alφ = V alΦ ◦ DΦ.
It remains to show that DΦ, DV preserve the structures.
Take µφ. Take ζ ∈ Z(φ) such that h(µφ) = O(µφ − ζ). Then
h(µφ) = O(µφ − ζ) = O(µφ,t − ζt) = h(µφ,t).
Next, χpuis(µφ) and χpuis(µφ,t) can be expressed in terms of the co-slopes of the edges of
NP(φ, ζ) = NP(φt, ζt). Hence χpuis(µφ) = χpuis(µφ,t).
As for the contact order, first suppose µφ ∼bar νφ. Then there exists ζ ∈ Z(φ),
h(µφ) = h(νφ) = O(µφ − ζ) = O(νφ − ζ),
which remain valid when the parameter t is added. Hence Cord(µφ, νφ) = Cord(µφ,t, νφ,t).
Now suppose B(µφ) 6= B(νφ). Take ζ ⊥ B¯(µφ), ζ ′ ⊥ B¯(νφ). Then
Cord(µφ, νφ) = O(ζ − ζ ′) = O(ζt − ζ ′t) = Cord(µφ,t, νφ,t).
8. The Trivialization Vector Field
When a coordinate system (z1, ..., zn) of C
n is chosen, we use { ∂
∂z1
, ..., ∂
∂zn
} to denote the
standard orthonormal basis, with hermitian product
<
∑
ai
∂
∂zi
,
∑
bi
∂
∂zi
>=
∑
aib¯i (b¯i the complex conjugate of bi).
For a holomorphic function h(z1, ..., zn), the gradient of h ([17], p.33) is
Grad h :=
∑ ∂h
∂zi
∂
∂zi
.
Let f(x, y), F (x, y, t), φt, Φ, be as in §3. To prove the Equi-singular Deformation Theorem,
we use a vector field ~F(x, y, t) which is defined in two steps, following Ehresmann’s idea ([16]),
where (x, y, t) ∈ N , N a sufficiently small neighborhood of {0} × IC in C2 × IC.
Step One. Take γφ ∈ C(valφ), with deformation γ(y, t) := τt(γφ)(y) as in (2.8). In this
step we assume γ(y, t) is a holomorphic function in (y, t), γ(0, t) ≡ 0.
The curve-germ defined by x = γ(y, t) is smooth, t ∈ IC.
We define ~Fγ(x, y, t) as follows. The coordinate transformation
D : (x, y, t) 7→ (xγ , yγ, tγ) := (x− γ(y, t), y, t)
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is holomorphic, D−1 transforms F (x, y, t) to
F (γ)(xγ , yγ, tγ) := F (xγ + γ(yγ, tγ), yγ, tγ). (8.1)
Convention 8.1. We shall use Fxγ , Fyγ , Ftγ to denote the partial derivatives of F
(γ). The
notations are simpler, but cause no confusion.
Now, consider the vector field
~V (xγ , yγ, tγ) := −A(xγ , yγ, tγ)xγ ∂
∂xγ
−B(xγ , yγ, tγ)yγ ∂
∂yγ
+
∂
∂tγ
,
where
A :=
x¯γF¯xγFtγ
|xγFxγ |2 + |yγFyγ |2
, B :=
y¯γ F¯yγFtγ
|xγFxγ |2 + |yγFyγ |2
, (8.2)
and, by the Chain Rule,
∂
∂xγ
=
∂
∂x
,
∂
∂yγ
=
∂
∂y
+
∂γ
∂y
∂
∂x
,
∂
∂tγ
=
∂
∂t
+
∂γ
∂t
∂
∂x
. (8.3)
The coefficients A, B are chosen so that < ~V ,Grad F >= 0. Hence ~V is tangent to the
level surfaces F = const. (Here GradF := F¯xγ
∂
∂xγ
+ F¯yγ
∂
∂yγ
+ F¯tγ
∂
∂tγ
.)
We have not defined ~V when xγFxγ = yγFyγ = 0. This we shall do in §9.
Using (8.3) we can express ~V as a vector field in the (x, y, t)-space:
~Fγ(x, y, t) := (dD)−1(~V ), (8.4)
which is tangent to F = const. Each trajectory (integral curve) lies on a single level surface.
When xγ = 0, the ∂/∂xγ component of ~V vanishes, hence the flow generated by ~V carries
the yγ-axis to itself (but not necessarily point-wise fixed). The flow generated by ~Fγ, in the
(x, y, t)-space, carries the curve-germ π∗(γ(y, 0)) to π∗(γ(y, t)) at time t.
Step Two. We are to define ~F(x, y, t). Take γj,φ ∈ C(valφ) in (2.7). Take the deformation
τt(γj,φ) in (2.8). Write the canonical coordinate simply as
γj(y, t) := τt(γj,φ)(y), 1 ≤ j ≤ p. (8.5)
Take an integer N divisible by every mpuis(γj,φ), for instance, N :=
∏
j mpuis(γj,φ).
Consider the substitution map
SXY : (X, Y, T ) 7→ (x, y, t) := (X, Y N , T ), (8.6)
and the coordinate transformation
Xj := X − Γj(Y, T ), Yj := Y, Tj := T,
where Γj(Y, T ) := γj(Y
N , T ) is holomorphic. Like (8.1), we write
F (j)(Xj , Yj, Tj) := F (Xj + Γj, Y
N
j , Tj), 1 ≤ j ≤ p.
Of course Xj = 0 is smooth, and is mapped by SXY to π∗(γj,φ), 1 ≤ j ≤ p. (The latter
may not be mutually distinct: if γ1,φ(y), γ2,φ(y) are conjugates, then π∗(γ1,φ) = π∗(γ2,φ).)
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Therefore, for each j, ~FΓj(X, Y, T ) is defined as in (8.4), being the vector field
~Vj(Xj, Yj, Tj) := −Aj(Xj , Yj, Tj)Xj ∂
∂Xj
−Bj(Xj , Yj, Tj)Yj ∂
∂Yj
+
∂
∂Tj
expressed in terms of (X, Y, T ), where, as in (8.2), with Convention 8.1,
Aj :=
X¯jF¯XjFTj
|XjFXj |2 + |YjFYj |2
, Bj :=
Y¯jF¯YjFTj
|XjFXj |2 + |YjFYj |2
.
Let us write Xˆk := X1 · · ·Xk−1 ·Xk+1 · · ·Xp, and, for (X, Y ) 6= (0, 0), define
Pk := |Xˆk|
2
|Xˆ1|2 + · · ·+ |Xˆp|2
, 1 ≤ k ≤ p. (8.7)
We call {Pk} a partition of unity, for we have∑
Pk = 1, Pk = 1 when Xk = 0, Pk = 0 when Xj = 0, j 6= k. (8.8)
The Pk’s are real analytic at every (X, Y ) 6= (0, 0) in the sense of Convention 1.1.
Now we use the Pk’s to “patch up” the vectors ~FΓj :
~v(X, Y, T ) := P1~V1 + · · ·+ Pp~Vp (all expressed in X, Y, T ), (8.9)
and, using the differential dSXY of the substitution map SXY , define
~F(x, y, t) := dSXY (~v). (8.10)
We must show ~F is well-defined, since SXY is a many-to-one mapping.
Let θ := e2pi
√−1/N . A conjugation y1/N 7→ θjy1/N permutes the γk’s, the Xk’s and the Pk’s.
Hence ~v(X, Y, T ) is invariant under these conjugations. It follows that ~F is well-defined.
We shall show, in §9, that ~F can be extended continuously throughoutN , so that ~F(x, y, t)
is well-defined in N , tangent to F = const. Because of (8.8), the flow generated by ~F carries
the curve-germ π∗(γj(y, 0)) to π∗(γj(y, t)) at time t, 1 ≤ j ≤ p.
Attention 8.2. It is important to point out what the above does not say.
Take γj,φ. Of course there exists γj(y) := γj,φ(y)+ · · · such that Fx(γj(y), y, 0) = 0. Hence
Fx(x, y, 0) = 0 on the curve-germ ∆:= π∗(γj(y)); ∆ is called a “polar” of F (x, y, 0).
Note that Cord(∆, π∗(γj,φ)) > Oy(γj,φ), and, in general, ∆ 6= π∗(γj,φ). Following the flow,
∆ reaches ∆t at time t. The above does not say ∆t is necessarily a polar of F (x, y, t).
For example, the Pham family P (x, y, t) in (0.1) has only one polar when t = 0, but two
polars when t 6= 0. We have no idea whether the polar at t = 0 will flow to one of the
two polars, or more likely to neither. In the blurred space C∗/Pt , however, there is a unique
critical point for each t ∈ IC; they constitute a single orbit of {ηt}.
A critical point is an equivalence class in C∗ containing at least one polar. We see the
critical point at all time t, but cannot keep track of the polars. (This is like the Arakawa in
Japan, a river which flows by Saitama University. We see the river bed, but cannot predict
the position of the flow, whence, literally, the name “Arakawa”–Wild River.)
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9. Proof of the Equi-singular Deformation Theorem
Recall that F is mini-regular in x. In a sector |y| ≤ ǫ|x|, the behavior of F is dominated
by xm, m := O(F ). Hence there is nothing to worry about in this sector.
We shall henceforth restrict our attention to a sector |x| < K|y|, K sufficiently large.
Notation 9.1. In this section we write g . h if g ≤ Ch, C > 0 a constant; g ≈ h means
g . h . g; and g ≪ h means g/h→ 0.
Next we show how ~v in (8.9) and ~F in (8.10) generate homeomorphisms.
The following is a parameterized version of the Proposition in [18], p.347.
Lemma 9.2. For F (j)(Xj, Yj, Tj) := F (Xj + Γj(Yj, Tj), Y
N
j , Tj), we have
|FTj | . |XjFXj |+ |YjFYj |, (Xj, Yj, Tj) ∈ S−1XY (N ), (9.1)
where 1 ≤ j ≤ p, N as in §8. (We use Convention (8.1): FXj := F (j)Xj , etc..)
We can extend Aj, Bj real analytically to S
−1
XY (N )− {0} × IC, where they are bounded.
Define ~F(0, 0, t) := ∂
∂t
. Then ~F is continuous on N ,
‖ ~F(x, y, t)− ∂/∂t‖ . |x|+ |y|, (x, y, t) ∈ N , (9.2)
and ~F is real analytic in N − {0} × IC.
It follows that a trajectory of ~F , with initial point outside IC, will never reach IC.
The flow generated by ~F carries π∗(γj,φ) to π∗(τt(γj,φ)), 1 ≤ j ≤ p.
Proof. We use the Curve Selection Lemma to prove (9.1). Let ρ(s) be a given analytic arc.
It suffices to show that (9.1) holds along ρ. We can assume ρ(0) = 0.
Take ε′ > 0, sufficiently small. For each pair Γk,Γs (in §8), let dks := OY (Γk − Γs).
Define a horn neighborhood of Γk of order dks by
Hdks(Γk) := {(X, Y, T ) | |X − Γk(Y, T )| < ε′|Y |dks}. (9.3)
This is a sub-analytic set, hence either Im(ρ)− {0} ⊂ Hdks(Γk) or Im(ρ) ∩Hdks(Γk) = ∅.
Let us first consider the case where Im(ρ) − {0} is contained in at least one of the horn
neighborhoods. In this case, by permuting the indices, if necessary, we can assume Hd12(Γ1)
is the smallest horn neighborhood containing Im(ρ)− {0}.
We then work in the coordinate system (X1, Y1, T1), writing ρ(s) = (X1(s), Y1(s), T1(s)).
Let ρpi(x) := (X1(s), Y1(s)). We show (9.1) holds on the surface Im(ρpi)× IC.
Let us write
F (1)(X1, Y1, T1) := F
(1)
0 (X1, Y1) + P (X1, Y1, T1), P (X1, Y1, 0) ≡ 0. (9.4)
By the Fundamental Lemma, NP(F (1), 0) = NP(F (1)0 , 0), all dots of P (X1, Y1, T1) lie on
or above this polygon. (Newton Polygon at 0 is Newton Polygon in the usual sense.)
Convention 9.3. Consider the vertex Vl = (ml, ql). Suppose ml = 0 and h > tan θtop. In
this section, we call the pair E(h) := (Vl, h) also a vertex edge, with co-slope h.
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First, suppose Im(ρ) is not contained in X1 = 0. We write the coordinate of ρpi,C as
ρpi(Y1) := rY
h
1 + · · · , r 6= 0, d12 ≤ h <∞. (9.5)
And let E := E(h) denote the unique (possibly vertex) edge with co-slope h.
We first prove (9.1) for j = 1.
Assume E := E(h) is a proper edge (i.e., not a vertex edge).
In the first place we must have P ′E(r) 6= 0. For if P ′E(r) = 0, then, by Theorem 5.3, there
would exist Γj , j ≥ 2, of the form Γj = rY h1 + · · · . Then Hd12(Γ1) would not be the smallest
horn neighbourhood containing Im(ρ), a contradiction.
Now we collect the monomial terms of F (1) along E:
W (X1, Y1, T1) :=
∑
apq(t)X
p
1Y
q
1 , (p, q) ∈ E, (9.6)
which is a weighted form, W (z, 1, t) = PE(z).
Take u 6= 0. Let t be fixed. By Euler’s Theorem, X1− uY h1 is a common factor of X1WX1
and Y1WY1 iff (X1 − uY h1 )2 divides W (X1, Y1, T1), i.e., PE(u) = P ′E(u) = 0.
Hence, if (PE(r), P
′
E(r)) 6= (0, 0), then, along ρpi,
OY1(|X1WX1 |+ |Y1WY1|) = OY1(|X1FX1 |+ |Y1FY1 |) = qE +mEh,
where (m
E
, q
E
) is any dot on E. It follows that
L|X1FX1 |+|Y1FY1 |(ρpi) = qE +mEh. (9.7)
All dots of FT1 lie on or above the line L(E), OY1(FT1) ≥ qE +mEh, proving (9.1).
If E = (Vk, h) is a vertex edge, then |Y1FY1 | ≈ |r|mk |Y1|qk+mkh & |FT1 |. Again (9.1) holds.
Next we prove (9.1) for the case j ≥ 2. The coordinate systems are related by
Xj = X1 − δj(Y1, T1), Yj = Y1, Tj = T1, (9.8)
where δj := Γj − Γ1 (δ1 ≡ 0). Let us write
δj(Y1, T1) := cj(T1)Y
O(δj)
1 + · · · , cj(0) 6= 0, 2 ≤ j ≤ p. (9.9)
Note that
|Y1 ∂δj
∂Y1
| ≈ |δj |, | ∂δj
∂T1
| . |δj |,
and, by the Chain Rule,
XjFXj = (X1 − δj)FX1 , YjFYj = Y1FY1 + Y1
∂δj
∂Y1
FX1 , FTj = FT1 +
∂δj
∂T1
FX1 . (9.10)
Now, if h ≥ O(δj), then, along ρpi, |X1 − δj | ≈ |δj |. Hence (9.1) follows from
|XjFXj |+ |YjFYj | ≈ |δjFX1 |+ |Y1FY1 |, |FTj | . |FT1 |+ |δjFX1 |,
and (9.1) when j = 1.
Suppose h < O(δj). Then |X1 − δj | ≈ |X1| along ρpi. Again we have (9.1).
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Suppose Im(ρ) is contained in X1 = 0. In this case F is divisible by X
ml
1 , FT1 is divisible
by Xk1 , k ≥ ml. Again, we have (9.1).
It remains to consider the case where no horn neighborhood contains Im(ρ) − {0}. We
again write ρpi as (9.5) where now h < djk ∀ j, k. The same argument proves (9.1).
Next we show how Aj, Bj can be extended across S
−1
XY (N )− {0} × IC.
Lemma 9.4. The zero set of the denominator of Aj, Bj is
{(X, Y, T )|XjFXj = YjFYj = 0} =
{⋃{Xk = 0 |X2k divides F},
{0} if no such Xk exists.
Proof. Recall that we work in the sector |x| < K|y|, hence Y 6= 0.
Suppose Xj = FYj = 0. In NP(F (j),Γj), which is independent of Tj, we must have ml ≥ 2.
Hence F is divisible by X2j .
Let ρ(s) be an analytic arc along which FXj = FYj = 0. Then FX = FY = 0 along ρ. As
before, we choose X1, define ρpi, F0(X1, Y1), etc., as in (9.4), and then
∂F
(1)
0
∂X1
=
∂F
(1)
0
∂Y1
= 0 along ρpi.
Hence Im(ρpi,C) must be X1 = 0 (T1 = 0), X
2
1 divides F0, hence also F . 
We can now complete the proof of Lemma 9.2.
The real meromorphic functions Aj , Bj are bounded, by (9.1). Hence, if n is the largest
integer such that Xnk divides both XjFXj and YjFYj , then X
n
k must also divides FTj .
It follows that Aj , Bj are defined and real analytic on S
−1
XY (N )− {0} × IC.
Hence ~F(x, y, t), with ~F(0, 0, t) := ∂
∂t
, is continuous in N , satisfying (9.2), and is real
analytic in N − {0} × IC.
Finally, PkXk = 0 along every Xj = 0. Hence ~F carries π∗(γj,φ) to π∗(τt(γi,φ)). 
Now, using a well-known argument ([12]), (9.2) implies that ~F generates a homeomorphism
H having properties (3.1), (1) and (2) in the Equi-singular Deformation Theorem.
Next we prove (3). Let ρ(s) = (x(s), y(s)) be a given analytic arc in the (x, y)-plane.
Consider ρ(N)(s) := (x(sN), y(sN)). This arc can be lifted by SXY to an analytic arc
ρ
XY
(s) := (X(s), Y (s)), SXY ◦ ρXY = ρ(N),
where Y (s) is an integral power series in s obtained by solving Y N = y(sN). (Of course,
there are N liftings of ρ(N) to the (X, Y )-space; in general, however, we cannot lift ρ.)
Let us write Γj := Γj(Y, 0). By permuting the indices, if necessary, we can assume
h := Cord(Im(ρXY,C), Im(Γ1)) = · · · = Cord(Im(ρXY,C), Im(Γr))
> Cord(Im(ρXY,C), Im(Γr+i)), 0 < i ≤ p− r,
(9.11)
where 1 ≤ r ≤ p, h/N = Cord(Im(ρC), π∗(γj,φ)), 1 ≤ j ≤ r.
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There are now three cases to consider : (a) h/N ≤ h(γ1,φ), h <∞, (b) h(γ1,φ) < h/N <∞,
and (c) h =∞, that is, Im(ρ
C
) = π∗(γ1,φ).
Case (c) is easy: Im(ρ
XY,C
) is the Y1-axis, along which ~v = ~V1 is analytic, whence (3).
Consider case (a). Let E := E(h) be the unique edge in NPext(F (1)0 , 0) of co-slope h. ( Of
course, E can be a vertex edge (Ve, h). In this case me > 0, PE(z) is a monomial.)
As before, we work in the coordinate system (X1, Y1, T1).
Take a coordinate of Im(ρ
XY,C
),
ρ
XY
(Y1) := uρY
h
1 + · · · , uρ 6= 0.
A coordinate of Im(ρ
C
) is
ρ(y) = γ1,φ(y) + [uρy
h/N + · · · ].
As before, P ′E(uρ) 6= 0. (Same argument: otherwise, (9.11) would fail.)
Now, let us first assume that h is an integer, so that the substitution map
Suv : (u, v, t) 7→ (X1, Y1, T1) := (uvh, v, t),
is holomorphic, where
X1
∂
∂X1
= u
∂
∂u
, Y1
∂
∂Y1
= −h u ∂
∂u
+ v
∂
∂v
,
∂
∂T1
=
∂
∂t
. (9.12)
We then define
~U(u, v, t) := (dSuv)
−1(~v).
Question 9.5. At which (u, v, t) is ~U well-defined and real analytic?
To answer this, we need a careful analysis of the denominator of Aj , Bj:
Dj := |XjFXj |2 + |YjFYj |2, 1 ≤ j ≤ p,
and also that of Pk, when the substitution Suv is made.
Lemma 9.6. Let L(E) := q
E
+m
E
h, (m
E
, q
E
) ∈ E. Then
Dj(uv
h, v, t) = Cj(u, t)v
2L(E) + · · · , 1 ≤ j ≤ r, (9.13)
where Cj(u, t) is a polynomial in u, u¯, coefficients in t.
For u 6= 0, Cj(u, t) = 0 iff PE(u) = P ′E(u) = 0. For any u, P ′E(u) 6= 0 implies Cj(u, t) 6= 0.
(The coefficients of PE(u) are functions of t. To say PE(u) = P
′
E(u) = 0 means that when
t is fixed, u is a multiple root of PE(z).)
Proof. Consider the weighted form W (X1, Y1, T1) in (9.6). Let
w1(z, t) := WX1(z, 1, t), w2(z, t) := WY1(z, 1, t).
Take j, 1 ≤ j ≤ r. By (9.11), O(δj) ≥ h, δj being defined in (9.8). Let us write
cˆj(t) :=
{
cj(t) if O(δj) = h,
0 if O(δj) > h,
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where cj(t) is defined in (9.9). We claim that (9.13) holds if we take
Cj(u, t) := |(u− cˆj(t))w1(u, t)|2 + |w2(u, t) + hcˆj(t)w1(u, t)|2,
which is of course a polynomial in u, u¯. Indeed, we have, as before,
Dj = |(X1 − δj)FX1 |2 + |Y1FY1 + Y1
∂δj
∂Y1
FX1 |2, (9.14)
whence the leading term of Dj(uv
h, v, t) is the above Cj(u, t).
The cˆi(t)’s are roots of w1(z, t) = P
′
E(z). Hence Cj(u, t) = 0 iff w1(u, t) = w2(u, t) = 0.
For u 6= 0, w1 = w2 = 0 iff (X1 − uY h1 )2 divides W (X1, Y1, T1), i.e., PE(u) = P ′E(u) = 0.
But we already know P ′E(0) = 0. Hence P
′
E(u) 6= 0 implies u 6= 0, Cj(u, t) 6= 0. 
Lemma 9.7. For r < j ≤ p, we have
Dj(uv
h, v, t) = (1 + h2)|cj(t)w1(u, t)|2 v2[L(E)−h+Oy(δj)] + · · · . (9.15)
Hence if P ′E(u) 6= 0, then Ov(Dj(uvh, v, t)) = 2[L(E)− h+Oy(δj)].
If PE(u) 6= 0, then Ov(Dj(uvh, v, t)) ≤ 2L(E).
Proof. If j > r, then h > O(δj) and hence
uvh − δj = −cj(t)vO(δj) + · · · , cj(0) 6= 0.
Then, as can be observed from (9.14), the leading term of Dj is that of (9.15).
Next note that
Dj ≈ |δjFX1 |2 + |vFY1 + v
∂δj
∂Y1
FX1 |2 ≈ |δjFX1 |2 + |vFY1|2 ≥ |vFY1|2,
and that Ov(vFY1(uv
r, v, t)) = L(E) if PE(u) 6= 0. This completes the proof. 
The Newton dots of FTj lie on or above the line L(E), hence the above lemmas imply that
Aj ◦ Suv, Bj ◦ Suv are real analytic at (u, v, t) if P ′E(u) 6= 0, 1 ≤ j ≤ p.
Lemma 9.8. The denominator DP := |Xˆ1|2 + · · ·+ |Xˆp|2 of Pk has the form
DP(uvh, v, t) = c(u, t)v2e + · · · , e := (r − 1)h+ Σj>rO(δj), (9.16)
where c(u, t) is a polynomial in u, u¯.
If (PE(u), P
′
E(u)) 6= (0, 0) then c(u, t) 6= 0.
Proof. For 1 ≤ j ≤ r, let us write
µj(u, t) := u− cˆj(t), µˆj(u, t) := µ1 · · ·µj−1 · µj+1 · · ·µr.
We can compute the Xˆk’s, 1 ≤ k ≤ p, using the formula
uvh − δk =
{
(u− cˆk(t))vh + · · · , if 1 ≤ k ≤ r,
−ck(t)vO(δk) + · · · , if r < k ≤ p,
where ck(0) 6= 0 for r < k ≤ p. For example,
Xˆ1 = [(−1)p−rcr+1(t) · · · cp(t)](u− cˆ2(t)) · · · (u− cˆr(t))ve + · · · ,
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where e is defined in (9.16). The equations for the other Xˆk’s are similar.
Then (9.16) holds when we take
c(u, t) := |cr+1(t) · · · cp(t)|2 ·
r∑
j=1
|µˆj(u, t)|2.
If c(u, t) = 0, then all µˆj = 0, and there exist i, j, 1 ≤ i < j ≤ r, u = cˆi(t) = cˆj(t). This
implies, in particular, that P ′E(u) = 0.
We claim this also implies PE(u) = 0. Indeed, cˆi(t) = cˆj(t) implies O(γi,φ − γj,φ) > h/N .
If PE(u) 6= 0, then h/N = h(γi,φ) = h(γj,φ), hence γi,φ = γj,φ, a contradiction. 
The Pk’s are bounded. Hence Pk ◦Suv are real analytic at (u, t) if (PE(u), P ′E(u)) 6= (0, 0).
Let N ′ be an open neighborhood of the u-axis such that (u, v) ∈ N ′ implies (uvr, v) ∈ N .
Answer to Question 9.5: Take (u0, v0, t0) ∈ N ′ × IC. If (u0, t0) is not a root of P ′E(u),
then ~U(u, v, t) is defined and real analytic in a neighborhood of (u0, v0, t0).
Lemma 9.9. Given j, 1 ≤ j ≤ r. For (u, t) near (cˆj(t), t),
|~U(u, v, t)− ∂
∂t
| . |u− cˆj(t)|+ |v|. (9.17)
Moreover, ~U(u, 0, t) is tangent to the u-coordinate space, and
|~U(u, 0, t)− ∂
∂t
| . |u− cˆj(t)|. (9.18)
Proof. Let us first assume j = 1, where cˆ1(t) ≡ 0. The notations are simpler.
First, by (9.12),
(dSuv)
−1(P1~V1) = −P1A1u ∂
∂u
− P1B1(−hu ∂
∂u
+ v
∂
∂v
) + P1 ∂
∂t
,
where P1A1, P1B1 are bounded.
For k, 2 ≤ k ≤ p, the identity
PkXk ∂
∂Xk
= {P1/2k P1/21 Xk|Xk|−1}|X1|
∂
∂X1
,
and the Chain Rule (9.12) give
(dSuv)
−1(Pk~Vk) = A˜u ∂
∂u
+ B˜v
∂
∂v
+
∂
∂t
,
where A˜, B˜ are bounded.
Hence (9.17) is true for j = 1.
Now assume 1 < j ≤ r. This case is actually the same as the case j = 1. For in (9.11),
the roles of Γ1 and Γj are interchangeable. When Γj replaces Γ1, the leading coefficient ck(t)
of δk in (9.9) is replaced by ck(t)− cj(t). The same argument completes the proof of (9.17).
The ∂
∂v
component vanishes when v = 0. Hence ~U(u, 0, t) is tangent to the u-space. 
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We are now ready to complete the proof of (3) in the case (a).
Recall that Im(Γ1) is the vertical axis X1 = 0, and ρXY,C is defined by X1 = uρY
h
1 + · · · ,
which lifts to ρuv : u = uρ + · · · .
We know P ′E(uρ) 6= 0. Hence the arc ρuv lies in the domain where ~U is analytic. The
flow carries ρuv to an analytic arc, at least for a sufficiently short time. Hence the flow of ~v
carries ρ
XY
to an analytic arc, at least for a short time. (Keep |v| small, arcs short.)
This is actually so for all t ∈ IC, not just for a short time. Indeed, using Lemma 9.9, a
well-known argument shows that a point on ρuv, following the flow, will never reach a point
where ~U is not analytic, whence the trajectory is defined for all t.
The initial point (uρ, 0, 0) of ρuv remains in the u-coordinate space for all time, because
~U is tangent to the u-space. By (9.18), it will never reach cˆj(t).
Hence, downstairs, the geo-arc Im(ρ) is carried by the flow of ~F real analytically, sweeping
out a “geo-arc wing”. This completes the proof of (3) in the case (a) when h ∈ Z+.
Suppose h := N1/M1 6∈ Z+. We can make a further substitution Y1 7→ Y M11 . The vector
field lifts, retaining the same form, h is magnified to N1. The same argument applies.
Finally, consider case (b). This can be treated as a special case of (a), as follows.
InNP(φ, γ1,φ), Etop has left vertex Vl = (0, ql), since h(γ1,φ) <∞. We may call E := (Vl, h)
an “artificial vertex edge”, of co-slope h, with Lojasiewicz exponent L(E) := ql.
Let Vl represent the term cy
ql, c 6= 0. The associated polynomial is PE(z) := c.
The above argument for the case (a) can then be repeated. It is actually easier. The
lemmas remain true for the artificial vertex edge E, where now PE(u) = c 6= 0.
This completes the proof of (3).
We then use the same idea to prove (4).
Take α∗/f ∈ C∗/f and a canonical coordinate αφ(y). We can assume
h(αφ) = Oy(αφ − ζ1) ≥ Oy(αφ − ζi), Oy(αφ − γ1,φ) ≥ Oy(αφ − γj,φ), (9.19)
where ζi ∈ Z(φ), γj,φ ∈ C(valφ).
We now repeat the argument in (3) to show ηt(α∗/f) is well-defined. Let us write
αφ(y) := ζ1(y) + [u0y
h(αφ) + · · · ], u0 6= 0, (9.20)
where α∗/f is completely determined by u0. (Terms in “+ · · ·” play no role.)
Here we have assumed that h(αφ) <∞. (If αφ = ζ1, we can apply Corollary 5.6.)
Take an analytic arc ρ such that π∗(ρC) ∈ α∗/f . As in (3), we lift ρ to ρXY , and analyze
how ρ
XY
is being carried by ~v(X, Y, T ) in (8.9).
This time we use the coordinate system:
Xζ := X − ζ1(Y N , T ), Yζ := Y, Tζ := T, (y := Y N),
where N is divisible by mpuis(αφ) and mpuis(ζi).
The substitution (Xζ , Yζ) := (uv
h, v), h := Nh(αφ), lifts ρXY to an analytic arc ρuv in the
(u, v)-space whose initial point is (u0, 0).
As in (3), ~v is lifted to ~U ; ρuv lies in the domain where ~U is real analytic.
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Hence, following the flow of ~U for time t, ρuv reaches an analytic arc, denoted by ρuv,t,
with initial point (ut, 0, t), where ut is real analytic in t.
An important observation is that (u0, 0), and hence also (ut, 0, t), depend only on α∗/f ,
not on the choice of ρ. It follows that ηt(α∗/f ) is well-defined.
(Note. Even if ρ, µ have the same complexification, Im(ρ
C
) = Im(µ
C
), the above argument
does not prove that the geo-arcs Im(ηt ◦ ρ), Im(ηt ◦ µ) lie on a same curve-germ.
It merely shows that the curve-germs containing Im(ηt ◦ ρ) and Im(ηt ◦ µ) are equivalent
under ∼Ft . This is the “Arakawa phenomenon”: only the blurred point is well-defined.)
To complete the proof of (4), we need to know how to obtain NP(f, αφ) from NP(f, ζ1).
If h(αφ) =∞, the two polygons are identical.
Assume h(αφ) < ∞ (u0 6= 0) in (9.20). Let {(m1, q1), ..., (ml, ql)} denote the vertices of
NP(f, ζ1), where, of course, ml ≥ 1.
Take k (k ≤ l) such that tan θk−1 ≤ h(αφ) < tan θk.
Let (0, q′) be the left vertex of the edge E(h(αφ)). (If tan θk−1 < h(αφ) < tan θk, then
E(h(αφ)) is a vertex edge.) The vertices of NP(f, αφ) are{
(m1, q1), ... , (mk−1, qk−1), (0, q′), if tan θk−1 = h(αφ),
(m1, q1), ..., (ml, ql), (0, q
′), if tan θk−1 < h(αφ).
We can also obtain NP(Ft, ηt(α∗/f )) from NP(Ft, ζ1,t) in the same way, since ut 6= 0.
By Corollary 5.6, we knowNP(Ft, ζ1,t) = NP(f, ζ1). HenceNP(Ft, ηt(α∗/f )) = NP(f, αφ).
It follows that h(ηt(α∗/f )), χpuis(ηt(α∗/t)) are constants.
It remains to consider the contact order. From what we have proved,
Cord(α∗/f , π∗(ζi)) = Cord(ηt(α∗/f), π∗(ζi,t)), ζi ∈ Z(φ).
And, by Corollary 9.20,
Cord(π∗(ζi,t), π∗(ζj,t)) = Cord(π∗(ζi), π∗(ζj)), ζi, ζj ∈ Z(φ).
The same holds for β∗/f . It follows that Cord(ηt(α∗/f ), ηt(β∗/f )) is independent of t. This
completes the proof of (4).
The vector field ~F is defined in such a way that (5) is true.
Finally, suppose Φ is Morse stable. Then (3.3) is a consequence of (2.9). This completes
the proof of the Equi-singular Deformation Theorem.
To prove the Truncation Theorem, note that NP(f, αφ) and NP(u · f, αφ) have the same
Newton dots, where u(0, 0) 6= 0. (The dots in the interior of the polygons may be different.)
The monomial terms of NP(u · f, αφ) are those of NP(f, αφ) multiplied by the same
constant u(0, 0). Hence the critical points C(valφ) is unchanged when f is multiplied by a
unit, Froot is obviously Morse stable. Now apply the Equi-singular Deformation Theorem.
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10. Appendix 1. The Stability Theorem
The Classical Morse Stability Theorem. A Morse stable family {pt(x)}, as in Defini-
tion 5.4, K = R, C, or F, admits a real-analytic trivialization. That is to say, there exist
t-level preserving, real-analytic, homeomorphisms (deformations) D and d, such that
K× IK
g−−−−−−→ K× IKyD yd
K× IK
G−−−−−−→ K× IK
is commutative, where d(0, t) = (0, t), g(x, t) := (p0(x), t), G(x, t) := (pt(x), t).
(In the case K = C, moduli can appear, we cannot ask D, d to be holomorphic.)
Proof. The critical value set of G is, by definition,
Vcrit(G) := {(vt, t) ∈ K× IK | ∃ ct ∈ K, p′t(ct) = 0, vt = pt(ct)},
and π : Vcrit(G)→ IK is a fibration, {0}×IK is either disjoint from, or contained in, Vcrit(G).
Let us first consider the case K = R, which exposes the main ideas. Take a vector field
~v(x, t) := a(x, t)
∂
∂x
+
∂
∂t
, a(x, t) analytic,
which is defined on, and tangent to, Vcrit(G) ∪ ({0} × IR).
Then, using Cartan’s Theorem B, or the Lagrange Interpolation Formula, we can extend
a(x, t) to a real analytic function defined for (x, t) ∈ R× IR.
In other words, ~v(x, t) is now defined and real analytic on R× IR, tangent to Vcrit(G) and
{0} × IR. Integrating this vector field gives an analytic deformation
d : R× IR → R× IR, (x, t) 7→ (xt, t),
such that d(Vcrit(g)) = Vcrit(G), and {0} × IR is fixed.
Using d as an identification, we assume Vcrit(g) = Vcrit(G) (“straightening up” Vcrit(G)).
Take c ∈ C(p0), p0(c) := v. Then c admits a unique continuous deformation ct in C(pt),
pt(ct) = v, c0 = c. As mcrit(ct) is constant, ct is necessarily real analytic. Hence
pt(x)− v = unit · (x− ct)mcrit(c)+1, (x, t) near (ct, t), (10.1)
Then ∂
∂t
lifts to a unique real analytic vector field in R× IR which generates D.
For the case K = C, we still have d, which is (merely) real analytic, and also (10.1), where
ct is holomorphic in t. Thus
∂
∂t
admits a local real analytic lifting. By Cartan’s Theorem B,
a real analytic global lifting exists. This completes the proof. 
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11. Appendix 2. Tree Models
The tree-model ([13]) is best explained by an example. Take φ(ξ) = (ξ2−y3)2−4ξy5. The
Puiseux roots are
ζi(y) = ±y3/2 ± y7/4 + · · · , 1 ≤ i ≤ 4.
The tree-model is shown in Fig. 3. Tracing upward from the tree root to a tip along solid
line segments amounts to identifying a Puiseux root.
There are three bars, of height 3/2, 7/4, 7/4 respectively. Each is indicated by a horizontal
line segment (whence the name); the associated polynomial has at least two distinct roots.
At these heights, the ζi’s split away from each other. Bars without this property are not
indicated ; they correspond to the vertex edges, Fig. 4.
The three critical points (polars) γj are indicated by dashed lines; their positions relative
to the ζi are justified by Theorem 5.3, exposing the contact orders.
The Newton Polygon NP(φ, ζi) is shown in Fig. 4. The dotted segments e1, e2, e3 indicate
vertex edges, where
h(e1) < 3/2 < h(e2) < 7/4 < h(e3) <∞.
ζ1 ζ3 ζ2 ζ4
7
4
7
4
h = 3
2
γ1
γ2 γ3
Figure 3. Tree Model M1,φ
E0
E1
E2
E3
e1
e2
e3
Figure 4. NP(φ, ζi)
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