ABSTRACT Unsupervised band selection plays an increasingly important role in a hyperspectral image (HSI) classification because of inadequate labeling samples. However, how to select more representative, less redundant, and informative band is an open problem. Recently, a fast density-peak-based clustering (FDPC) algorithm has been proposed. The FDPC chooses the cluster center through the local density and the intracluster distance of each point and ranks each point through a certain rule. For HSI band selection, the FDPC has the following problems. First, when calculating the local density of bands, the difference between bands is not considered, so the local density cannot better characterize the band distribution. Second, the ranking rule in FDPC is more inclined to select bands with larger density and intracluster distance values. However, some boundary bands with abundant information and low redundancy cannot be found. This paper proposes a local potential-based clustering algorithm for unsupervised hyperspectral band selection (LPC). The LPC algorithm improves the FDPC algorithm in three aspects of band selection. First, the local potential of each band is calculated according to the similarity of between bands, and the larger similarity has a greater effect on the local potential. The local potential can better characterize the band distribution. Second, the LPC proposes a weighted ranking rule, which integrates the three factors of local potential, intracluster distance and standard deviation to guide the algorithm to select more discriminative bands. In particular, some boundary bands with abundant information and low redundancy can be found. Finally, an effective method is designed to automatically select the appropriate number of bands. The experimental results on three real hyperspectral data sets demonstrate that the proposed method outperforms the other state-of-the-art methods.
I. INTRODUCTION
Hyperspectral image (HSI) can be applied to many aspects, such as biological analysis [1] , medical imaging [2] , geological mapping [3] , scene recognition [4] , especially in the coastal environment in recent years. Although HSI contains rich spectral information, it is difficult to obtain enough training samples in practice, which often leads to the ''curse of dimensionality''. In addition, the neighboring bands of HSI are of high correlation, which means that only a few bands play a critical role. This will increase the computational complexity and, affect the following classification
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process [5] . Therefore, dimensionality reduction (DR) is necessary for HSI classification preprocessing, which can reduce computational complexity and retain useful information of classification [6] , [7] .
There are two typical methods for the DR, which are feature extraction [8] - [10] , and feature selection [11] - [14] . Feature extraction mainly transforms the high-dimensionality feature into low-dimensionality feature through projection, such as principal component analysis [15] , Fisher's linear discriminant analysis [16] , the maximum noise fraction [17] etc. Although these methods can produce satisfying results, some crucial information is distorted due to the destruction of band correlation in the HSI data transforming process, resulting in the loss of the physical meaning and interpretation of HSI. Hyperspectral band selection is a feature selection technique that automatically removes the highly correlated bands and selects the most informative and distinctive HSI bands to represent the whole image. Compared with the feature extraction, feature selection can preserve the physical characteristics of the original image meanwhile reduce the dimensionality [18] , [12] .
Band selection can be divided into three aspects which are supervised, unsupervised, and semisupervised according to whether the marked sample is used or how many quantity of marked sample is used. Supervised band selection often uses the label information to measure the similarity between any two bands based on some criteria and optimization strategies [19] , [20] . Unsupervised band selection usually does not require label samples or prior information, but refers to some criteria to select representative bands. These criteria contain band-clustering-based criteria [21] , clustering method [22] , [23] , ranking method [24] , etc. Semisupervised band selection make use of both labeled samples and the large quantity of unlabeled samples to select bands. Although semisupervised band selection can solve the problem of insufficient labeled samples to some extent, the selected bands may be unstable because different training samples may show different characteristics [25] , [26] .
In general, unsupervised band selection (UBS) is more likely to be used. This paper mainly focuses on the UBS methods on the HSI classification application, which contain the ranking-based method and clustering-based method. Various UBS methods have been proposed to support the process of HSI band selection. The K-centers algorithm is a popular method in the UBS [27] . However, because the initial clustering centers in the K-centers algorithm are randomly selected, the selected clustering centers are unstable and the calculation amount will be greatly increased. Density-based spatial clustering of applications with noise (DBSCAN) can discover clusters of any arbitrary shape and size in databases containing even noise and outliers [28] , [29] . Compared with K-centers, this algorithm can find the any shape and size clusters. Dual-clustering-based band selection by context analysis (DCCA) considers the context information of HSI [30] . In this method, spectral information and spatial information are combined to measure the similarity between neighboring pixels, and a joint framework is used to select more representative bands. Multigraph determinantal point process (MDPP) can discover the diverse band subset from a graph [12] . In graph, each node represents band in HSI and each edge means the relationship between bands. MDPP is helpful for searching the most important band in diverse bands.
Recently, a fast density-peak-based clustering (FDPC) algorithm has been proposed based on unsupervised method. The FDPC algorithm chooses the cluster centers by investigating the local density and the intracluster distance of each point [31] . Although FDPC can be used for unsupervised band selection, it is difficult to select more representative bands for the following reasons. On the one hand, when calculating the local density, we take a certain band as the center of the circle and the distance threshold as the radius. FDPC only counts the number of bands whose distance from the center is less than the radius, and does not take into account the difference of bands falling into the circle. The calculation of the local density in FDPC is essentially a ''hard calculation''. The difference of the distance from the center should have different contribution to the local density of the center band. For example, the smaller distance should has greater effect on the local density. Therefore, the local density of bands cannot better characterize the band distribution. In addition, the setting of threshold has great influence on the calculation of local density, while the appropriate threshold is difficult to be selected. Finally, the ranking rule in FDPC is more inclined to select bands with larger density and intracluster distance values. However, some boundary bands with abundant information and low redundancy cannot be found.
To address these issues, LPC algorithm has been proposed in this paper. Firstly, the local potential of each band is considered rather than the local density in LPC. The local potential of each band is calculated according to the similarity of between bands, and the larger similarity has greater effect on the local potential. The calculation of the local potential is essentially a ''soft calculation''. Therefore, the local potential can better characterize the band distribution. Furthermore, the local potential of each band is calculated by the hyperbolic tangent function, which avoids the impact of parameter selection. Thirdly, an effective weighted ranking rule is designed. The rule integrates with the local potential, the intracluster distance and the standard deviation of each band. Furthermore, these three factors are normalized in the same dimension. The rule can select more discriminative bands by integrating with these three factors. In particular, some boundary bands with abundant information and low redundancy can be found. Finally, an effective method of automatic band number selection is proposed to select the appropriate number of representative bands. The method considers the number of cluster centers from 3 to all, and remains the results of other bands allocation when the number of cluster centers is different. At the same time, mean and standard deviation are used as indicators to select the appropriate number of representative bands. The local potential and weighted ranking criteria make LPC algorithm more suitable for HSI clustering.
Compared with the existing band selection methods, LPC has three main contributions. First of all, a ''soft calculation'' method called the local potential is adopted, so LPC fully takes into account the differences between bands and can better characterize the band distribution. Secondly, different from the existing band selection methods, LPC not only obtains more identification bands, but also obtains some boundary bands with abundant information and low redundancy. Thirdly, the mean and standard deviation are used as indicators to select the appropriate number of representative bands. Table 1 summarizes the main notations used this paper. The rest of this paper is organized as follows. Section II describes the detail of the FDPC. Section III gives a detailed description of the proposed LPC. Section IV shows the results of classification accuracy on the three data sets to show the performance of all methods. Finally the conclusion is given in Section V.
II. FDPC ALGRITHM
Generally, a hyperspectral image can be denoted as B = [b 1 , b 2 , . . . , b l ] ∈ m×l , where b i ∈ m is the ith spectral band withmpixels. l is the total number of spectral bands, which is almost dozens or even hundreds.
FDPC algorithm is based on the assumption that the local density of the clustering center is larger and the distance between the clustering center and the point with higher local density is farther (Rodriguez and Laio 2014). For each band b i , FDPC considers two factors, one is the local density ρ i and the other is the distance δ i from bands of higher density. The local density ρ i is defined as:
where d c is the cutoff distance and is used to keep a region for each band and χ (x) is denoted as:
where D ij denotes the dissimilarity between band b i and band b j , and D ij is calculated by the Euclidean measure.
Likewise, δ i is measured by computing the minimum distance between band b i and any other bands of higher density:
while the local density of the band is the largest, the distance is defined as:
Note that δ i is much larger than the typical nearest neighbor distance only for points that are global maximum in the local density. Hence the bands with highest ρ and relatively higher δ are considered as the clustering centers, and each remaining band is assigned to the clustering center as its nearest neighbor of higher density, which can be denoted as:
where C is the set of clustering center. For convenience, the two factors can be multiplied to get the following score:
The bands can be arranged in descending order by γ , and the front bands are selected as the clustering center. In addition, d c is often chosen to make the average number of neighbors around 1 to 2% of the total number of bands in the data set.
III. LPC ALGORITHM
FDPC adopt a ''hard calculation'' method to calculate the local density of each band. This method does not take into account the differences between bands and therefore cannot better characterize the band distribution. The setting of the threshold has a great influence on the calculation of local density. However, it is difficult for FDPC to select a appropriate threshold. In addition, the ranking rule in FDPC is more inclined to select bands with larger density and intracluster distance values. However, some boundary bands with abundant information and low redundancy cannot be found. In view of the above problems, the LPC algorithm is proposed, which is composed of the following three aspects.
A. THE LOCAL POTENTIAL
Motivated by the recent work in Fitch et al. [32] on robust correlation-based translation estimation, we use the cosine measure instead of the Euclidean measure to calculate the dissimilarity between bands. The cosine dissimilarity between band b i and band b j can be defined as follows:
where b i (c) and b j (c) are the cth dimension vector b i and b j , D is dissimilarity matrix.
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We can assume that Z j is expressed by the following equation:
Equation (10) 
So the dissimilarity between each band by the cosine metric can be calculated. As noted in Fitch et al., (9) is equivalent to Andrews' M-Estimate. The cosine metric is nonlinear and robust, and is less sensitive to outliers than l 2 -norm (i.e. Euclidean form) defined in the data space by limiting the effects of noisy features on the distance in the range [-1,1]. With increasing α, the effect of large distances possibly caused by outliers is reduced. In general, α represents the frequency of the cosine and is optimized to suppress the values caused by outliers.
FDPC algorithm does not take into account the differences between bands. The local density of bands cannot well describe the band distribution. In order to solve this problem, we introduce the concept of the local potential. The local potential p i of ith band is defined as
where (1/D) 2 is the similarity matrix between bands. The local potential is actually a hyperbolic tangent function. This function can smooth the similarity value better, and the larger similarity between bands has greater effect on the local potential. Therefore, the local potential can better describe the band distribution.
We conduct the experiments on Indian Pines data set to demonstrate the benefits of the local potential. The training sizes of these experiments are ten samples per class. LPC algorithm adopts local potential, while FDPC adopts local density. LPC and FDPC adopt the same ranking rule. In this case, we can more fairly evaluate the local density and local potential. After ranking each band through the score from high to low, we select the bands which have higher score. The band selection analysis results of FDPC are shown in Fig. 1 (a) and Fig. 1 (b) , where 12 bands are selected. The relationship of the local density ρ and the distance δ is showed in Fig. 1 (a) , and the local density ρ and the distance δ are normalized in [0,1]. These colored bands are centrally distributed in the lower right region. From the equation (2) and equation (5), the function of calculating the local density of each band is discrete function, which cannot describe well the bands of the degree of intensity around the cluster center. As can be seen in Fig. 1 (a) , ρ has more weight than δ. The man reason is that ρ is accumulated discretely within the threshold d c , which makes the change of ρ too drastic. Therefore bands with larger ρ are more likely to be selected. For example, a band with larger ρ and relatively smaller δ is more likely to be selected than one with larger δ and relatively smaller ρ. Because the band value of δ is smaller, the band may be closer to the selected cluster, FDPC algorithm may select redundant bands. The distribution of selected bands is showed in Fig. 1 (b) . As can be seen in Fig. 1 (b) , the distribution of the color band is very uneven, and many bands are overlapping. This means that some selected bands are redundant.
In comparison, Fig. 2 (a) and (b) show the band selection analysis of LPC. Fig. 2 (a) shows the relationship between these two factors of each band. The colored points indicate the selected clustering centers by the LPC. Because the local potential p obtained by the hyperbolic tangent function is a continuous function, different values of p can characterize the closeness degree between bands. However, the discrete function for calculating the local density in FDPC treats all bands in threshold d c equally. In fact these bands in threshold d c have different similarity with ith band. So the local potential is more effective and reasonable to evaluate the distribution of bands. The hyperbolic tangent function makes the value of p is in [0,1] and it decreases the weight of local potential p in the γ i = p i × δ i compared with the weight of local density ρ in ranking rule γ i = p i × δ i . So after selecting the much larger p and larger δ, it will prefer to select the relatively larger δ and relatively smaller p. For example, after selecting bands which numbered 116, 152, 47, the remaining bands are mostly distributed in the left region and it will select numbered 65, 25, 7, because these bands have relatively larger δ. As can be seen in Fig. 2 (a) , some clustering centers with relatively larger value of δ and smaller value of p can also be found in the small regions. The distribution of all bands is displayed in Fig. 2 (b) . As can be seen in Fig. 2 (b) , some clustering centers are colored and are distributed evenly. These clustering centers such as band numbered 25, 27, 7 are found in a small region. Therefore, compared with the local density, some more representative bands can be selected through the local potential.
B. WEIGHTED RANKING RULE
In order to select more discriminant bands, an effective weighted ranking rule is designed in LPC algorithm. The rule integrates with the local potential p, the intracluster distance δ and the standard deviation V of each band. The standard deviation V i is defined as
where i represents ith band. And the ranking rule is defined as
where
It can evaluate the ranking order of each band through γ i . We also conduct the experiment on Indian Pines data set to demonstrate the benefits of the weighted ranking rule. The training sizes of these experiments are ten samples per class. In the experiment, LPC algorithm adopts local potential p and the weighted ranking rule γ i = α i + β i . The band selection analysis results of LPC are shown in Fig. 3 . As can be seen in Fig. 2 and Fig. 3 , LPC achieves different performances according to different ranking rules. Compared with the ranking rule γ i = p i ×δ i , the weighted ranking rule γ i = α i +β i can obtain more discriminant bands. As can be seen in Fig. 3(b) , numbered 47, 65, 12 etc are all discriminant bands. These discriminant bands usually have relatively larger local potential and standard deviation as well as relatively larger distances and standard deviation. In particular, some boundary bands with abundant information and low redundancy can also be found. As can be seen in Fig. 3(b) , numbered 72, 7, 32, 34 are all boundary bands. These boundary bands usually have larger standard deviation, relatively smaller local potential and distance. Although these boundary bands have smaller local potential and distance, their standard deviations are so large that they can play a positive role in classification. However, as can be seen in Fig. 2(b) , the ranking rule γ i = p i × δ i cannot find boundary bands.
The pseudocode of the LPC algorithm can be outlined in Algorithm 1. It can be generalized in five steps. First, the local potential p of each band is calculated by the hyperbolic tangent function, and then the results are sorted by descending order. Second, the distance δ between each band and any other bands with a higher local potential is calculated. Third, p, δ, V are standardized so that they are in a same range, meanwhile, γ is sorted by descending order. Fourth, k bands are selected according to the order. Finally, the remaining bands are assigned to the selected bands.
C. AUTOMATICALLY SELECTING THE APPROPRIATE NUMBER OF BANDS
Although a descending sequence of bands can be obtained through the weighted ranking rule, it is necessary to select an appropriate number of bands to represent the entire hyperspectral image. So in this paper, we propose an algorithm to automatically select the appropriate number of bands (ASB). The pseudocode of the proposed algorithm is outlined in Algorithm 2. The method considers the number of cluster centers from 3 to all, and remains the results of other bands allocation when the number of cluster centers is different. At the same time, mean and standard deviation are used as indicators to select the appropriate number of representative bands.
In order to facilitate the following description, some notations are introduced. Let's introduce the matrix N . The rows of the matrix N denote the number of clustering centers. The cols of the matrix N denote the clustering centers. N (k, j) denotes the number of bands belonging to the jth clustering center when the number of clustering centers is set to k. Let x denotes the average threshold of the number of bands in all clustering centers. When the number of clustering centers is set to k, letx(k) denotes the average of the number of bands in all clustering centers, and let s(k) denotes the standard deviation of the number of bands in all clustering centers. Ifx(n) is greater than x and s(n) = min(s(3), . . . , S(L)), the appropriate number of bands τ is assigned to n. The selected bands set CI can be calculated according to CI = C(N (τ, 1 : τ )).
In addition to ASB, we can also directly select the number of bands (DSB). For the descending sequence of bands, ASP automatically selects τ bands, while DSP directly selects the first τ bands. To verify that ASB is more effective than DSB.
In order to validate the method of automatically selecting proper number of bands is more effective than directly selecting according to the ranking order. We choose ten percentage samples per class in Indian Pines Data Set. In this data set, the method of automatically selecting proper number of bands chooses 25 bands, so the number of selected bands for j =1 to k do 8:
end for 10:x(k) =mean(N (k,1:k)); 11: s(k) =std(N (k,1:k)); 12: end for ranges from 5 to 25 is experimented. We use the LPC and FDPC algorithm to rank the bands and then use the method of automatically selecting proper number of bands (ASB), the method of directly selecting bands (DSB) according to the ranking order respectively. In ASB, when the number of selected band is 5 and 10, it means ASB selects top five and ten relatively in automatically selecting 25 bands. And in DSB, it means DSB selects the top five and ten in the ranking order.
The result is showed in Fig. 4 and it illustrates the automatically selecting bands is more effective than directly selecting bands according to the ranking order when the number of bands is the same. This method is applied to the LPC and FDPC algorithm and it improves the classification accuracy. So this method of automatically selecting bands can choose the proper number of bands to represent the whole HSI and it is more reasonable than directly selecting bands for HSI band selection.
Finally, from the algorithm 1 and algorithm 2, we can find computational time of the proposed algorithm contains three parts. Firstly, the similarity matrix is calculated, and the complexity is O(ml), where m denote that the hyperspectral image has m pixels and l bands respectively. Secondly, the cluster centers are selected and this part contains the ranking scores of each band and the retained bands assignment, the complexity is approximately O(l 2 ). Finally, the mean and standard deviation on the strategy of band selection are calculated and the complexity is O(l). It can clearly show that the calculation time of LPC clustering process is irrelevant with the number of pixels in the hyperspectral image, so it is efficient to solve the larger data set.
D. ADVANTAGE OF LPC
In order to validate the effective of LPC algorithm, we take the Indian Pines Data Set as an example to do the next experiment and choose ten percentage samples per class. About the classification algorithms, we consider the two widely used classifiers, they are support vector machine (SVM) and k-nearest neighborhood (KNN).
1) THE CORRELATION OF SELECTED BANDS BY LPC ALGORITHM
Through the LPC algorithm, we can get the priority of all bands and we select bands which have higher score. The correlation of selected bands is defined as:
where k is the number of selected bands and C is the set of selected band. 
TABLE 2. Land cover classes and numbers of samples in the Indian
Pines data set.
The number of selected bands ranges from 10 to 50 and the result is displayed in Fig. 5 , it shows the correlation of selected bands by the LPC is lower than FDPC algorithm, illustrating the LPC algorithm can select the more representative bands and these bands have lower redundancy. In other words, through the local potential and weighted ranking criterion, the LPC algorithm can find the bands with relatively independent. When the number of selected bands is between 30 and 50, the changing of curve in LPC is smooth and it also proves the stability of LPC algorithm.
2) THE DISCRIMINATION OF SELECTED BANDS BY LPC ALGORITHM
After getting the selected bands, we can validate the discrimination of these bands through the classification accuracy. The result is displayed in Fig. 6 and it shows the accuracy of LPC is higher than FDPC. When the number of selected bands is 5, the advantage of LPC is not great. But increasing the number of selected bands, the LPC is higher than FDPC about nine percentage point in SVM. It illustrates these selected bands have higher discriminative and their information is useful for the classification, they also can represent well the whole HSI.
From the validation of correlation and discrimination of selected band, it shows the LPC algorithm can find bands with high representative, lower redundancy and abundant information and this algorithm is more suitable for HSI band selection.
IV. EXPERIMENTAL RESULTS

A. DATA DESCRIPTION AND EXPERIMENTAL SETTINGS
Three data sets were used in our study to evaluate the proposed method. They are Indian Pines [33] , Salinas [34] , and Pavia University [35] . The descriptions are as follows. The first data set was collected by AVIRIS in 1992 over the Indian Pines test site in northwestern Indiana. This commonly used data set consists of 224 bands with spatial size of 145 × 145 pixels in each band, the spatial resolution of the data is 20 m per pixel, and the ground-truth classes are 16. Because of water absorption and noise, some bands have a negative influence on classification, so we remove some useless bands from the raw data which are number of 1-3, 103-112, 148-165 and 217-224, and 185 bands are remained. Fig. 7 shows the false-color image and the ground-truth map, and the samples are listed in Table 2 .
The second data set was collected by AVIRIS. This commonly used data set consists of 224 bands with spatial size of 512 × 217 pixels in each band, the spatial resolution of the data is 3.7 m per pixel, the classes are 16, and 20 noisy bands are removed which are band 108-112, 154-167, so there are 204 bands remained in the data set for the experiment. Fig. 8 shows the false-color image and the ground-truth map, and the samples are listed in Table 3 . The third data set was collected by the Reflective Optics System Imaging Spectrometer optical sensor over the university of Pavia, which consists of 115 spectral bands and 9 classes, with spatial size of 610 × 340 pixels and the spatial resolution is 1.3 m pixel. After removing the noisy bands, it remains 103 bands to do the next experiment. Fig. 9 shows the false-color image and the ground-truth map, and the samples are listed in Table 4 .
To evaluate the performance of the proposed LPC, we apply the selected bands to hyperspectral classification, and compare with the other seven popular methods that have been proposed, which include the E-FDPC, FDPC, Kcenters, DBSCAN, MDPP, DCCA and PCA. The FDPC and LPC use the same ASB method to select a certain number of bands.
About the classification algorithms, we consider the two widely used classifiers, they are support vector machine (SVM) and k-nearest neighborhood (KNN). In SVM, the kernel function is set as a radial basis function, and the other optimal parameters are determined by tenfold cross validation. In KNN, the number of nearest neighbors is set as 1, and the distance metric is set as the cosine distance.
B. EXPERIMENTAL RESULTS AND ANALYSIS 1) PERFORMANCES FOR DIFFERENT NUMBERS OF SELECTED BANDS
We randomly selected 10 percentage samples per class on the Indian Pine data set to form the training set for experiments. We randomly selected 50 samples per class on the Salinas data set and the Pavia University data set to form legend AllBands. The overall accuracy (OA) and kappa coefficient are adopted to evaluate the results of classification.
The classification results on the Indian Pine data set, on the Salinas data set and the Pavia University data set are shown in Fig.10, Fig.11 and Fig.12 respectively. As can be seen in Fig.10 , LPC achieves the most stable and accurate results compared with the other seven methods. As the number of selected bands increases, the classification accuracy values of the LPC, FDPC, E-FDPC, DBSCAN, k-centers, MDPP, DCAA, PCA methods are close to each other. However, LPC is still superior to the other 7 methods, which means that LPC is an effective option for band selection.
As can be seen in Fig.11 , LPC also achieves the most stable and accurate results compared with the other seven methods. When the number of selected bands is greater than 15 for the SVM and 20 for KNN, LPC achieves better results than AllBands. So LPC is effective for hyperspectral band selection. As can be seen from Fig.12 , LPC has obvious advantages compared with the other seven methods. Furthermore, when the number of selected bands is greater than 12 for the SVM and 13 for KNN, LPC achieves better results than AllBands. Therefore, the effectiveness of the proposed LPC approach for hyperspectral band can be proved.
According to the ASB strategy, the appropriate number of selected bands on the Indian Pine data set, on the Salinas data set and the Pavia University data set is 25, 15 and 14 respectively. As shown in Fig.10, Fig.11 and Fig.12 , when the number of bands is greater than the appropriate band number, the accuracy of LPC is not greatly improved, indicating the effectiveness of ASB strategy.
2) PERFORMANCES FOR THE DIFFERENT SAMPLE SIZES AND APPROPRIATE BAND NUMBERS
In this section, we evaluated the impact of different sample sizes on the evaluation indicators when selecting the appropriate number of selected bands. The random sampling percentage for each category ranges from 5% to 75% on the Indian Pine data set. The number of random samples for each class varies from 10 to 100 on the Salinas data set and the Pavia University data set. The appropriate number of selected bands is set to the band number of all algorithms on three data sets. The appropriate number of selected bands on the Indian Pine data set, on the Salinas data set and the Pavia University data set is 25, 15 and 14 respectively. The selected bands of the seven methods are listed in Table 5 .
The classification results on the Indian Pine data set, on the Salinas data set and the Pavia University data set are shown in Fig.13, Fig.14 and Fig.15 respectively. As can be seen in Fig.13, Fig.14 and Fig.15 , with the increase of the number of training samples, the accuracy values improve. In all cases, the performance of LPC is better than the other band selection methods, which proves the effectiveness of the proposed method.
From the results of experiments in three hyperspectral data sets, in most cases, whether it chooses a different number of bands or a different number of samples, the LPC has a better performance than other competitors. Because the LPC VOLUME 7, 2019 contains more effective potential based clustering criterion and ranking rule. These advantages make LPC algorithm can select band with low redundancy, high representation and abundant information. Furthermore, the method of automatically selecting proper number of band thinks over the all bands from the global perspective and can choose the proper number of bands. These contributed aspects make the LPC more suitable for the classification of the HSI.
3) PERFORMANCES FOR THE SAME SAMPLE SIZES AND APPROPRIATE BAND NUMBERS Tables 6-8 list the detailed results of the evaluation indicators when selecting the same training sample size and the appropriate number of selected bands. The corresponding classification maps on the Indian Pine data set, on the Salinas data set and the Pavia University data set are showed in Fig.16 , Fig.17 and Fig.18 respectively. The classifier adopts SVM. The random sampling percentage for each category is 10% on the Indian Pine data set. The number of random samples for each class is 50 on the Salinas data set and the Pavia University data set. From the numerical results, we can conclude that LPC gains better classification accuracy than other band selection methods on three data sets. Though the results do not reach the best at each class, the accuracies well above 90% in almost all the classes.
V. CONCLISIONS
In this paper, a local potential-based clustering algorithm for unsupervised Hyperspectral band selection is proposed. LPC characterizes the influence of bands according to the local potential. When calculating the local potential of each band, the difference between bands is fully considered, so the local potential can better describe the distribution of bands.
By integrating the factors of local potential, intracluster distance and standard deviation, a more reasonable weighted ranking standard is designed. Therefore, LPC algorithm can find not only more discriminative bands, but also some boundary bands with abundant information and low redundancy. In addition, a method of automatic band number selection is designed to select the appropriate number of representative bands. In this method, the mean and standard deviation are used as indicators.
The experimental results with three data sets indicate the superiority of LPC. Compared with the K-centers, DBSCAN, FDPC, E-FDPC, DCCA, MDPP and PCA methods, LPC has better performance. In the future work, we will use the semisupervised method to solve the problem of band selection. Compared with the unsupervised method, semisupervised method can use a small number of mark samples, which can improve the classification accuracy of Hyperspectral images. 
