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Abstract
The temperature control is one of the prominently used control in many process indus-
tries. Moreover, localized control of this system might be a problem, specifically for
high temperature situations. A communication network can be used that replaces the
localized control by remote control. Thus, a temperature control system with a wireless
network in the feedback loop is studied to investigate its various issues. The network is
introduced for sending temperature sensor signals to the controller. The advantages of
using wireless network over erstwhile technologies are it eliminates the unnecessary wiring
and hence simplifies the system. However, with these advantages, drawbacks like packet
losses, time-delays, data packet disorder, etc. also follows which degrades the system
performance. The major applications of this technology include industrial automation,
building automation, intelligent vehicles, remote surgery.
This thesis focuses on development of both direct output feedback and observer based
output feedback control algorithms for control of the above temperature control systems
with network. A variable gain-type controller is used to improve performance of the
system in uncertain delay situation. In a variable gain controller, the gain varies in
accordance with delay values at that particular sampling interval. To estimate these delay
values, time-delay estimators based on error-comparison and gradient descent methods
are designed. Using the knowledge of estimated delay values, the gain of the controller
is chosen. Simulation studies were pursued using MATLAB to verify the efficacy of the
proposed controllers and estimators by considering appropriate model of the temperature
control plant. The experimental studies using LabVIEW are also performed to validate
the performance of the plant with the developed controllers and estimators.
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Chapter 1
Introduction
1.1 Overview
Controller
Plant
Network (Wireless, LAN)
Time-delay and packet loss
d(k)
u(k)
y(k)
Actuator Sensor
REMOTE PLANT
dca
dsc
Figure 1.1: Networked Control System
A temperature control system is one of the most widely available control system in an
industry. Blast furnace, different pipelines, boilers, etc. are various systems found in an
industry that require precise temperature control. While controlling systems that deal
with such high temperatures, the controllers need to be installed remotely from the plant
area and the communication between plant and the controller is carried out via networks.
This technique in which a communication network is used to complete the control loops is
called as Networked Control Systems (NCS) as shown in Figure 1.1. Here, the output y(k)
of the remote plant and the input from the controller u(k) is sent to the controller and the
1
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actuator of the plant respectively via network. Both y(k) and u(k) during communication
suffers time delay and packet loss dsc and dca respectively.
This technique has been considered as a potential area of research in recent years due
to increase in its applications in different fields. For example, Figure 1.2 shows automation
of a building so as to control its room temperature from some remote locations. This can
be achieved using networks as communication medium. The output of the temperature
sensor is transmitted to the remote controller via wireless network and the controller
output is sent to the air conditioner via another network. Similarly, in manufacturing
plants the high temperatures of blast furnaces, pipelines etc can be controlled remotely by
sending sensors output to the controller and control signals to the control valves through
network. Tx and Rx denotes transmitter and receiver.
Air Conditioner
ROOM
Temperature Sensor
Tx Rx
Controller
Network
Network
Temperature
Figure 1.2: Building automation using networked control systems
This technique can also be used in designing and controlling of intelligent vehicles like
Unmanned Aerial Vehicle (UAV), intelligent aircrafts etc. as shown in Figure 1.3. An
unmanned aerial vehicle is an aircraft with no pilot on board. Hence, it can be used
for surveillance of inaccessible areas, regions with harsh climatic conditions, for spying
purposes, in defence applications etc.. Such intelligent vehicles require controlling from
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some ground station. The figure shows the realization of controller which can be achieved
by sending the sensor data (altitude, orientation, velocity etc.) of UAV to the controller
and sending the control signals from the ground controller station to the UAV actuators
via network.
Tx Rx
Control Room
Network
NetworkTx
Rx
UAV
Figure 1.3: UAV control using networked control systems
This technique has simplified the installation of such systems by reducing wiring and
hence enhancing the system maintenance and fault detection capability. Also, such sim-
plification has made it easy to control them via remote and distributed control. These
advantages of the technique have revolutionized its application sectors. NCS is a tech-
nique that helps in remote controlling of a plant via network. But the technique also
comes with certain drawbacks like packet losses, time-delays etc. which may not seem
harmful in case of simple applications but pose a threat to critical ones like temperature
control of a chemical plant, control of UAV etc.. The communication through a network
takes place by wrapping up the data to be sent in the form of packets. Time-delay is time
required for travelling of these packets via the network from one point to another. Sim-
ilarly, packet loss happens when these packets are lost due to high packet reception rate
of routers than the sending rate. The packets are also considered to be lost if they arrive
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after the packet that has been sent after them. Figure 1.4 shows round-trip delay suffered
by signals. The actual plant output y(kT ) is sent at tsc instant via network and received
at tcs instant, hence, a time delay dsc is suffered by the plant output while arriving at
the controller. This output is processed for computing the control input, thus, dc is the
controller computation time. dca is the delay suffered by the control signal u(kT ), sent
at tce instant to the actuator. Hence, the total delay occurred is d. These impediments
when introduced into the system, degrades the performance of the plant, and thus, paves
the way for future research.
y(kT ) y(kT − dsc)
Output Signal
Control Signal
time
time
u(kT ) u(kT − dca)
tsc tsc trstce
Actual Output Delayed Output by dsc
Control input
w.r.t.y(kT )
Delayed control
T
kT (k + 1)T
dsc dcadc
d
input by dca
Figure 1.4: Timing diagram showing round-trip time-delay
1.2 A Brief Review on Networked Control System (NCS)
NCS has been extensively studied from the past few decades [1, 2, 3, 4]. Several survey
papers have been published so far discussing different works and progresses in this inter-
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discipline area. In [5], a survey on NCS is conducted discussing about architectures of
NCSs, effects of packet losses and time-delays etc.. They also discussed various state
estimation techniques like reduced computation estimation, estimation for multi-sensor
plants, with local computation etc.. Here, stability of NCS and controller design to deal
with packet losses and time-delays is also discussed. Various control methodologies for
NCS are studied in [4]. They have also taken into account various NCS configuration for
this study.
The available literature have used various techniques to compensate the effects of
network in an NCS. In [6], a static, dynamic and observer based H∞ controllers have
been designed to control linear discrete time systems. An iterative LMI (Linear Matrix
Inequality) approach is used in [7] to compute controller gains whereas [8] has used dy-
namic output feedback based event triggered controller. Same output feedback approach
is used in [9] to deal with random delays modeled by Markov chain and in [10] modeled
by discrete-time switched system. The stabilisation of NCS is also studied in [7, 8, 9, 10].
[11] and [12] used different PID (Proportional Integral Derivative)controllers whereas [13]
used Smith predictor to stabilize systems with time-delays.
Besides the above non-predictive controller, predictive controller is widely used to
counter the uncertain delay and packet losses. In [14], the delays in the feedback channel
is handled by employing a networked predictive control system with an observer based
output-feedback controller. In [15] the same technique is used to deal with time-delays
in both the forward as well as feedback channels. In [16] and [17], both network induced
delays and packet losses are dealt using predictive compensation and Model Predictive
Control (MPC) respectively. Also if consecutive packet loss is bounded, the input to state
stability for NCS is guaranteed in [18].
However, in these works, a constant gain is used to deal with time-varying delays.
In [19], the above predictive control method is upgraded by considering variable gains
in the controller for uncertain delays. An observer based output feedback approach is
used to design controller gain. Variable gain controller signifies that the gains of the
controller varies according to the delay values at that sampling interval. Similar variable
gain approach is used in [20], but for a state feedback controller. Moreover, here the
packet dropouts are considered to follow Markov process, thus transforming the closed
loop system into a Markov system. This variable gain approach is also used in [21], to
guarantee stability and robustness of the plant under random data loss situation. To
enhance robustness, Particle Swarm Optimization (PSO) based technique is also used.
However, to implement these controllers explicit online information on the delay values is
required. In the above literature, time-triggered protocols are used for delay measurements
which incorporates separate hardware interface devices. To eliminate these additional
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hardware devices a delay estimator may be used.
In the following works, delay estimators for NCSs have been designed using various
techniques. In [22] and [23], Smith predictor is used to estimate delays for continuous
processes by making time-delay involved with the predictor track the plant time-delay.
Here the delay values are estimated using gradient descent method. In [24], leaky bucket
algorithm is used for off-line estimation of network delays. Adaptive Smith predictor and
robust control are used in [25] to nullify the effects of time-delays and packet losses. In [26],
analysis of the networked control system from both network and control point of view has
been done. Here, both estimation and compensation of delay is carried out to improve the
performance of the system. In [27], a non-probabilistic nature of the data and burstiness
constraints applied on the data stream in the network is used for obtaining bounds on
delay. Also for the parameters of a state space model with time-delay, an estimator is
designed in [28]. These estimators though estimate the delay values, do not assure its
convergence. Whereas, in [29] and [30], the convergence of estimated delay is achieved
as well as the effect of delay is compensated using generalized predictive controller and
multi-step regressive prediction respectively.
It may be noted that all the above works have considered different configurations [4] of
NCS as per their own requirement and problem formulation. In these configurations, the
plant output y(k) is sent by the sensors to the remote controller and the control input u(k)
is sent to the actuator. Different networks like LAN (Local Area Network), wireless, etc.
can be considered for communication between the control loops. On the basis of number of
network channels the configurations can be divided into single channel or double channel
NCS as shown in Figure 1.5 and Figure 1.6 respectively. In single channel configuration,
the same channel forms the part of either feedback loop or forward loop or both feedback
and forward loop. Thus, uniform network characteristics like time-delays, packet losses
etc. are experienced. But in case of double channel network two different networks form
the part of control loop. Hence, the network characteristic also varies. All these are
general configurations of NCS which can be modified into hierarchical configuration in
which in conjunction with the main controller, the plant also has a remote controller of
its own as shown in Figure 1.7. The presence of remote controller with the plant ensures
better system stability. In all the above mentioned configurations, the output is directly
used as a feedback. But in some cases, when plant states are observable, an observer based
output-feedback is used for controller design as shown in Figure 1.8a [19] and Figure 1.8b.
The former estimates states xˆ(k) using observer and send the states data to the controller
via network whereas the latter sends the plant output via network and use this delayed
output to estimate states xˆ(k).
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Controller
Plant
u(k)
y(k)
Actuator Sensor
REMOTE PLANT
Network
(a) Network in feedback loop
Controller
Plant
Network
u(k)
y(k)
Actuator Sensor
REMOTE PLANT
(b) Network in forward loop
Controller
Plant
Network
u(k)
y(k)
Actuator Sensor
REMOTE PLANT
(c) Single network for both the loops
Figure 1.5: Single channel general NCS configuration
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Controller
Plant
Network1
u(k)
y(k)
Actuator Sensor
REMOTE PLANT
dca
dsc
Network2
Figure 1.6: Double channel general NCS configuration
Controller
Plant
Network
u(k)
y(k)
Actuator Sensor
REMOTE PLANT
Remote
Controller
Main
Figure 1.7: Hierarchical NCS configuration
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(a) Observer before the network
Controller
Plant
Network1
u(k)
y(k)
Actuator Sensor
REMOTE PLANT
dca
dsc
Network2
Observer
xˆ(k)
(b) Observer after the network
Figure 1.8: Observer based NCS configuration
1.3 Objectives of the Thesis
In literature, Time-Triggered Protocols (TTP), (TTP networks are often operated as sep-
arate networks with separate hardware interface devices and separate, but coordinated
configurations) are used for delay measurements. If an estimator of delay and an adaptive
control gain using the estimated delay information is designed, then employment of sep-
arate hardware interface devices can be avoided. Based on this motivation the objectives
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of thesis were formed as:
• To develop a wireless network based temperature control system.
• To develop delay-estimation algorithms for avoiding the use of delay information
and evaluating its performance.
• To study the performance of variable gain output-feedback controller using esti-
mated delay information.
• To study the performance of fixed gain and variable gain state-feedback controller
using estimated delay information.
1.4 Organisation of the Thesis
The thesis has been organised as follows:
• The present chapter (Chapter 1) gives an introduction of a Networked Control
System (NCS) and the literature studied.
• Chapter 2 deals with development of experimental setup for a networked tempera-
ture control system. Here, network forms part of the feedback loop. The wireless
sensor network modules constitute the network whose detrimental issues are studied
and controlled via different controllers.
• Chapter 3 gives simulation and experimental study of the plant with output feedback
controller. Here, the output feedback controller has variable gains which varies
in accordance with delay values. These delay values are estimated using error-
comparison and gradient descent method based estimators. The performance of
these estimators with controller is studied.
• Chapter 4 studies the design of fixed and variable gain observer based output-
feedback controller. A full state Luenberger observer is designed to estimate states
of the plant which forms the control input. The performance of this controller with
both the estimators is studied in this chapter. The performance of fixed and variable
gain controller is also compared via both simulation and experimental studies.
• Chapter 5 describes contributions of the thesis and the future scope of the present
work.
Chapter 2
Development of Networked
Temperature Control System
2.1 Introduction
Temperature
Control Plant
DAQ
(NI PCI-6221)
Wireless Sensor
Network (NI WSN-9791)
Wireless Sensor
Network (NI WSN-3202)
Controller
u(k) y(k)
TxRx
Figure 2.1: Block diagram of NCS setup
For development of NCS setup, the configuration shown in Figure 2.4 is used. In
this configuration, computer (controller) sends control input to the plant via a Data
Acquisition (DAQ) card. Here, network forms a part of the feedback loop which is used
to transmit plant output to the controller i.e. the measured temperature output of the
oven is sent to the Wireless Sensor Network (WSN) node 3202, which transmits it to WSN
9791 gateway. Thus, WSN node 3202 and WSN gateway 9791 forms the network. Further,
WSN gateway 9791 returns the output to the same computer. A detailed description of
all these components mentioned here is presented in the following sections.
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2.2 The Temperature Control Plant
2.2.1 Description
The temperature control of blast furnace, boilers, etc is one of the most widely available
control system in an industry. These systems are critical and require precise temperature
control. The equipment used for experimental study of such systems is a laboratory based
setup manufactured by Techno Instruments, shown in Figure 2.2. This setup forms the
temperature control system of an electric oven plant [31]. The setup has a controller
section providing simple PID controlling which can be connected to the oven via driver
for temperature control. The temperature of the oven is converted into electrical signals
via solid state temperature sensor with a sensitivity of 10mV/◦C. The setup also has a
Liquid Crystal Display (LCD) for indicating the oven temperature in degree Celsius.
Figure 2.2: Temperature control plant laboratory setup
2.2.2 Modelling
The lumped model of this thermal system in terms of its thermal resistance and thermal
capacitance, is based on the heat transfer from the heater coil to the oven and from the
oven to the atmosphere. Since the transfer of heat from the oven to the atmosphere
takes place not just from its thermal resistance but from every part of the oven, the
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lumped model is just an approximation of this complex system. Also, the rise in oven’s
temperature is attributed to the energy input whereas falling of oven’s temperature takes
place only through heat loss. This also makes the system uncontrollable and unpredictable
during cooling. For system that deals with small range of temperature, the heat transfer
by radiation is neglected. Thus, for conductive and convective heat transfer
Θ = ζ∆Temp (2.1)
where Θ is the rate of heat flow in Joule/sec, ∆Temp is the temperature difference in
◦C, ζ is a constant. The thermal resistance analogous to its electrical counterpart may
be defined as:
R =
∆Temp
Θ
=
1
ζ
. (2.2)
Similarly, thermal capacitance is defined as:
C =
Θ
d(∆Temp)/dt
. (2.3)
From (2.2), considering zero initial condition, one can write
Θ = C
d(Temp)
dt
+
Temp
R
. (2.4)
Taking Laplace transform, the transfer function may be obtained as
Temp
Θ(s)
=
R
1 + sCR
. (2.5)
Since, temperature rise in response to the energy input is not instantaneous, a transporta-
tion lag term exp(−sT1) is to be included into the transfer function. Also, taking R = Kt
and RC = T2, with Kt being the gain and T2 being the time-constant, one can write
Temp
Θ(s)
=
Ktexp(−sT1)
1 + T2s
. (2.6)
The transfer function (2.6) is a first order one of the temperature control plant. The
parameters of this plant can be obtained using system identification toolbox of MATLAB
[32].
System Identification toolbox for identifying oven parameters: The system iden-
tification toolbox is used to estimate and analyze both linear and non-linear plant models.
• The oven plant was made to run on an input signal of 0.5 V and the temperature
changes are recorded every 15 seconds till the temperature gets constant i.e. the
system reaches steady-state. This input and output data is recorded and stored in
workspace of MATLAB.
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• To launch system identification toolbox type “ident” on the command window.
• This toolbox provides the facility to import time-domain data from the workspace.
Since, the samples were taken every 15 seconds, the sampling time was specified to
be 15 seconds.
• Once the working data is imported, they can be used to estimate plant model after
choosing a type from the list provided by the estimate pallet. Since, temperature
control is a first order process, hence a process model with a single pole is selected
for estimation.
• After the model is obtained, its validity can be checked using validation pallet. For
example- when ‘Model Output’ is selected, it gives the graph of measured as well
as simulated output with the best fit percentage.
The continuous-time model obtained after identification is
G(s) =
Temp
Θ(s)
=
0.5749exp−2s
s + 0.003526
(2.7)
Since, the controller design will be carried out in discrete-domain, the discrete-time coun-
terpart of (2.7) for a sampling interval of 1 seconds is obtained as:
G(z) =
0.5739
z3 − 0.9965z2
(2.8)
This discrete-time model can be represented in the observable canonical form as
x(k + 1) = Ax(k) +Bu(k), y(k) = Cx(k), (2.9)
where A =


0 0 0
1 0 0
0 1 0.9965

 , B =


0.5739
0
0

 , C = [0 0 1].
When a sampling time of 2 seconds is considered, the discrete time model may be
derived as
G(z) =
1.1458
z2 − 0.993z
(2.10)
The corresponding observable canonical form representation is as:
x(k + 1) = Ax(k) +Bu(k), y(k) = Cx(k), (2.11)
where A =
[
0 0
1 0.9930
]
, B =
[
1.1458
0
]
, C =
[
0 1
]
. Figure 2.3 shows the compari-
son of measured and simulated open loop response of the plant. The best fit percentage
was found to be 93.43, which concludes that the plant model is quite appropriately iden-
tified.
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Figure 2.3: Open loop response of identified model of temperature control plant
ARX Model of Plant
An ARX model is identified by using interpolation technique to get temperature values
every 2 seconds. The ARX111 model for 1 second sample delay and 2 seconds of sampling
time is obtained as:
(1.118z−1)y(k) = (1− 0.9932z−1)u(k) + e(k), (2.12)
where e(k) is the error signal. The figure 2.4 shows the discrete process model and ARX
model responses alongwith experimental response. Responses of both the identified mod-
els satisfactorily match the experimental open-loop response of plant. However, we use
the discretized model of the continuous-time identified model throughout the remianing
of this work.
16 CHAPTER 2. DEVELOPMENT OF NETWORKED TEMPERATURE CONTROL SYSTEM
0 500 1000 1500 2000 2500 3000 3500 400030
40
50
60
70
80
90
Time (Seconds)
O
pe
n−
Lo
op
 P
la
nt
 R
es
po
ns
e
 
 
Process Model
ARX Model
Experimental
Figure 2.4: Open loop response of Process and ARX models
2.3 Development of NCS Experimental Setup
Temperature
Control Plant
DAQ
(NI PCI-6221)
Wireless Sensor
Network (NI WSN-9791)
Wireless Sensor
Network (NI WSN-3202)
Controller
u(k) y(k)
TxRx
Figure 2.5: Schematic diagram of networked control systems
The network communication interface developed for experimental analysis is as shown in
Figure 2.5. The various components used to form this NCS configuration are as follows:
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• Data Acquisition card (DAQ) (See Figure 2.6): NI PCI 6221 [33] acts as an interface
between external devices and computer. It provides both analog and digital input
as well as output, counters/timers, frequency generator, phase-locked loop, external
digital trigger channels. It has a maximum sampling rate of 740KS/s per channel.
Both analog input and analog output have a resolution of 16 bits.
Figure 2.6: Data Acquisition card
• Shielded I/O Connector Block (NI SCB-68) (See Figure 2.7): The National Instru-
ments (NI) make SCB-68 has a 68 screw terminal to connect to NI DAQ card which
is connected to the computer. External signals are sent as well as received at the
sockets present on SCB-68. It is a signal conditioning element that allows signal
filtering or attenuation in case of signals that are noisy.
Figure 2.7: Shielded I/O Connector Block (NI SCB-68)
• Wireless Sensor Network Gateway 9791 (See Figure 2.8): The NI WSN system
comprises of two kinds of devices: gateways and nodes. Gateways [34] act as net-
work coordinator and takes care of message buffering, node authentication, and
bridging between 802.15.4 wireless network and wired Ethernet network. In the
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developed experimental setup, it acts as an interface between distributed WSN
measurement nodes and controller. It communicates with the nodes through 2.4
GHz, IEEE 802.15.4 radio and has a 10/100 Mb/s Ethernet port for connection
to the LabVIEW-based controller. The 802.15.4 radio of each NI WSN device aids
communication of measurement data at low-power across a large network of devices.
This wireless network has a data rate of 250 kbits/s and frequency bandwidth of
2400 MHz to 2483.5 MHz.
Figure 2.8: Wireless Sensor Network gateway 9791
• Wireless Sensor Network Node 3202 (See Figure 2.9): Nodes [35] mainly function as
end nodes within the network which not only collect data and control DIO channels,
but can also be programmed to act as routers that relays data from other nodes
back to the gateway and Host PC. It also helps to acquire analog signals from
external devices and sends them to WSN gateway 9791 wirelessly. It has 4 16-bit
analog input channel to acquire input ranging from ±0.5V to ±10V and has an
ADC resolution of 16 bits. The absolute accuracy of ±0.5V channel is 7 µV and
that of ±10V is 137 µV. It also has 4 Digital I/O channels to handle 5-30V voltage
range and a 12V, 20mA sensor power output. It has a minimum sampling interval
of 1s.
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Figure 2.9: Wireless Sensor Network node 3202
• LabVIEW: It [36] is the application software used to run the control in the NCS
setup. It is a platform that provides facilities of generating, acquiring, processing
signals so as to control a system. It has in-built blocks for various functions as well
as supports program code generation. Every LabVIEW file has Block Diagram and
Front Panel Window. The Block Diagram window is used for graphical program-
ming whereas Front panel window is used to see the output. There are three type
of terminals- constant and control are used for input whereas indicator serves as
output. Before using LabVIEW to take measurements, the NI WSN devices must
be configured using NI-MAX.
Configuring and using NI-WSN:
– Launch NI-MAX and expand Remote Systems to detect NI-WSN 9791 gateway
connected to the computer.
– Click NI-WSN 9791 and then click Add Nodes to add NI-WSN Node 3202.
– Open a new project in LabVIEW and right click the project name to New>>Targets
and Devices.
– Select WSN Gateway from Existing target and device to add NI-WSN 9791 to
the Project Explorer window.
– Expand node 3202 of gateway 9791, to drag I/O variable as indicator to the
block diagram window of any file to acquire or send signals.
– Control Design and Simulation Module: This module in LabVIEW has
blocks for various functions required to control any plant. The state observer,
discrete and continuous state space models, delay blocks, gains are the various
functions used in this work.
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– MathScript RT Module: This module helps to use .m files of MATLAB in
LabVIEW. It provides platform to develop program codes in MATLAB and
running the same in LabVIEW.
Figure 2.10: The temperature control setup with network in the feedback loop
• The setup: A picture of the complete experimental setup is shown in Figure 2.10. It
shows that the input to the temperature control plant is sent via DAQ card whereas
the output from the plant is sent to the controller via WSN modules.
2.4 Network Delay Measurement
DAQ
(NI PCI-6221)
Wireless Sensor
Network (NI WSN-9791)
Wireless Sensor
Network (NI WSN-3202)
Computer
TxRx
r(k)
Figure 2.11: Block diagram for round-trip delay measurement
To estimate the maximum delay occurring in the network the setup shown in Figure
2.11 is used. A combination of sine waves of different frequencies r(k), 90 degree apart
2.4. NETWORK DELAY MEASUREMENT 21
in phase is sent via DAQ card to the WSN node 3202, which after passing through the
network is received at the same computer. Figure 2.12 shows the LabVIEW model in
which a DAQ Assistant block is used to send combination of sinusoidal signal to DAQ
card. The output of WSN gateway is received through AIO indicator.
Figure 2.12: LabView Diagram for sending and receiving signals
When a sampling time of 1 second is considered, the maximum delay occurring in the
network was found to be 6 seconds. The sent (Black) and received (Red) signals in this
case is shown in Figure 2.13.
For the study of packet loss, the sent and the received signal for each sampling time of
1 second is retrieved as shown in the Table 2.1.The table includes sent and received data
with small quantization error from Figure 2.13 within the range of 42nd to 54th seconds.
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Taking the delay of 6 seconds into account we can say, that the data 3.09 sent at the 43rd
second should be received at the 49th second. But the data value received at 49th second
is 3.38, which is far more than the sent value. Also from Figure 2.13 we can see that the
data is not updated at the 49th second. Hence, this sent packet of 43rd second is lost.
Similarly the data sent at 45th second is lost. However, the number of such lost packets
over minutes of running is found to be small. Such a low packet loss is due to the slow
communication and might be higher if faster communication is sought.
Sent signal Received signal
Time-stamp Signal value Time-stamp Signal value
00:15:42 2.77 00:15:42 1.67
00:15:43 3.09 00:15:43 1.64
00:15:44 3.39 00:15:44 1.69
00:15:45 3.62 00:15:45 1.91
00:15:46 3.78 00:15:46 2.1
00:15:47 3.84 00:15:47 2.39
00:15:48 3.81 00:15:48 2.72
00:15:49 3.68 00:15:49 3.38
00:15:50 3.47 00:15:50 3.34
00:15:51 3.21 00:15:51 3.74
00:15:52 2.91 00:15:52 3.8
00:15:53 2.61 00:15:53 3.75
00:15:54 2.34 00:15:54 3.76
00:15:55 2.13 00:15:55 3.63
00:15:56 1.99 00:15:56 3.43
00:15:57 1.95 00:15:57 3.16
00:15:58 2.01 00:15:58 2.85
00:15:59 2.15 00:15:59 2.56
00:15:60 2.38 00:15:60 2.28
Table 2.1: Observation of packet loss
The sent (black) and the received (red) signals are as shown in Figure 2.14. It is seen
that the received signal is delayed by 13.195 seconds. Also the signal suffers packet loss
as well as uncertain time-delays. The received signal in Figure 2.16 seems distorted at the
edges when compared to the sent signal. This blue region shows the duration of packet
loss. Moreover, in case of time-delay, as shown in Figure 2.15, the received signal is not
updated for around 0.1 second. Since, occurrence of this delay is random, it is termed as
uncertain time-delay. Thus, maximum delay occurring in the network is obtained as 14
seconds.
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2.5 Chapter Summary
This chapter focuses on detailed description of the temperature control plant, and the
various other components required to form the NCS setup. The mathematical modeling
of oven plant is also presented and the validity of the model is discussed based on the
best fit percentage of measured and simulated output of the plant. In the last section,
the procedure for measurement of the maximum delay in the network is presented in
detail with all the relevant figures. The initial tests shows that the maximum delay of the
network, which includes time-delay, packet loss and uncertain time-delay, is 7.

Chapter 3
Output Feedback Controller with Delay
Estimator
3.1 Introduction
This chapter takes into account an output feedback controller for dealing with the network
issues like packet losses and time-delays. As per the available literature, [37] presented
some sufficient conditions to control a discrete-time LTI (Linear Time Invariant) system
using a scaling LMI approach to static output feedback controller. Whereas, in [38], a
robust output feedback controller is designed to deal with the time-varying uncertainties
for both continuous and discrete time linear systems. In [39], the output feedback H∞
controller is employed to compensate for network induced time-delays, packet losses, ran-
dom packet losses, for a non-linear networked control systems whereas in [40] the same
controller is use to deal with time-varying delays and obtain stochastic stability of Marko-
vian jump systems. In [41] a predictive output feedback approach is used to deal with
random network delays. Hence, in this chapter an output feedback approach is used for
the controller design. Due to network in the feedback loop, a delayed plant output forms
the control signal, which is required to achieve control of NCS. Moreover, the controller
gains are chosen according to the delay occurring in the network. Hence, it is clearly
evident that control signal is constituted using delay information d(k). This informa-
tion on delay can either be deduced using time-triggered protocols as in [19] or can be
estimated. Estimating the delay values is more preferred over time-triggered protocols
because the latter requires additional hardware interface devices. Hence, in this chapter
an Error-Comparison and Gradient Descent method based estimator is also designed.
The chapter focuses on output feedback closed loop control of the oven plant. It also
deals with designing of Error-Comparison and Gradient Descent method based estima-
29
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tor whose performance is demonstrated by simulation as well as experimental results.
The non-divergence of the latter is also discussed. The simulations are done using MAT-
LAB/SIMULINK and the real time experimentation results are obtained using LabVIEW.
3.2 Output-Feedback Controller
3.2.1 System description
Delay Estimator
Controller
Temperature
Control Plant
Network (Wireless, LAN)
dˆ(k)
Time-delay and packet loss
d(k)
y(k − d(k))
u(k) y(k)
Figure 3.1: Schematic diagram of NCS for output feedback control
The NCS including the controller configuration is shown in Figure 3.1. In this, the
output of the plant y(k) is sent via network to the controller and the delay estimator. The
delay estimator uses the delayed output to estimate the delay values dˆ(k). These delay
values are required to choose the controller gain. This controller gain and the delayed
output is used by the controller to form the control input u(k) of the plant. Since, the
communication considers fixed sampling intervals of either 1 second or 2 seconds, time-
driven controller is used throughout this work.
The discrete-time plant for this NCS configuration is chosen as:
x(k + 1) = Ax(k) +Bu(k), y(k) = Cx(k), (3.1)
where x(k) ∈ Rn is the state vector; u(k) ∈ Rm is the control input to the plant; y(k) ∈ Rp
is the plant output; A, B and C are constant matrices of suitable dimensions. d(k),
0 ≤ d(k) ≤ N , is the random time-delays induced by the network in the feedback chan-
nel, which possibly includes the packet losses. Due to the presence of network in the
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feedback loop, a delayed output of the plant is available for designing the control gains.
PI (Proportional Integral) controller is one of the most widely used controllers in indus-
tries. The reason being its simplicity of design and easy tuning ([11], [12]). Hence, the PI
controller is considered in this work. For implementation, the digital PI velocity algorithm
([42]) is considered as:
u(k) =
Ko
1− z−1
[
(1− z1) +
T
2Ti
(1 + z−1)
]
y(k − d(k)), (3.2)
= u(k − 1) +Ko(1 + Ti)y(k − d(k)) +Ko(1− Ti)y(k − d(k)− 1),
= u(k − 1) + v(k), (3.3)
where Ti is the integral time constant and
v(k) = Kd(k)y¯(k). (3.4)
where Kd(k) =
[
Ko(1 + Ti) Ko(1− Ti)
]
and y¯(k) =
[
y(k − d(k))
y(k − d(k)− 1)
]
. This control
input is used for the plant, that yields the closed loop dynamics as:
x¯(k + 1) = A¯x¯(k) + B¯v(k), y¯(k) = C¯d(k)x¯(k), (3.5)
where x¯(k) =
[
xT (k) . . . xT (k − d(k)− 1) uT (k)
]T
, A¯ =


A 0n×(N+1)n B
I(N+1)n 0(N+1)n×n 0(N+1)n×m
0m×(N+1)n 0m×n Im×m

,
B¯ =
[
0(N+2)n×m
Im×m
]
, C¯d(k) =
[
0p×(d(k))n C 0p×((N+1−d(k))n)+1
0p×(d(k)+1)n C 0p×((N−d(k))n)+1
]
. Here, matrix C¯d(k) de-
pends on the delay values. When the disturbance w(k) is introduced in the noisy mea-
surement in the output, the closed loop system of (3.5) can be rewritten as
x¯(k + 1) = A¯x¯(k) + B¯v(k) + E¯w(k), y¯(k) = C¯d(k)x¯(k) + H¯w(k), (3.6)
where, E¯ =
[
E
0(n(d(k)+1))+m×v
]
, H¯ =
[
H
0p×v
]
, with E and H as system matrices of appro-
priate dimensions. The closed loop dynamics in (3.22), can be written in the augmented
form as: [
x¯(k + 1)
y¯(k)
]
= (Aˆ + BˆKˆCˆ)
[
x¯(k)
w(k)
]
, (3.7)
where, Aˆ =
[
A¯ E
C¯ F
]
, Bˆ =
[
B¯
D
]
, Cˆ =
[
C¯ H
]
, Kˆ = Kd(k) with D = 0 is system matrix
of appropriate dimension.
Now, the objective is to design the output feedback controller gain Kd(k). The values
of controller gain is chosen according to the delay values d(k) and these delay values are
estimated using proposed estimators.
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3.2.2 Controller design
To design an output feedback controller (3.4) so as to meet H∞ performance of the closed-
loop system (3.7), the controller design in [6] is followed. For comprehensiveness, the result
of [6] is detailed next.
An H∞ controller interpreted in terms of induced l2 norm as:
+∞∑
k=0
y(k)Ty(k)
+∞∑
k=0
w(k)Tw(k)
< γ2. (3.8)
This implies that the system (3.7) satisfies an H∞ performance of γ, if the following is
satisfied.
− y(k)Ty(k) + γ2w(k)Tw(k) > 0, (3.9)
Based on the above definition the following is the result of [6].
Theorem 3.2.1. [6] For closed loop system (3.7) and γ > 0 with known µ and η, if there
exist appropriate dimension matrix Pˆ , G, V , U and J , such that

Ξ11 (GAˆ+ BˆV Cˆ)
T (BˆT BˆV Cˆ)T 0
∗ Ξ22 + J 0 0
∗ ∗ −µBˆT BˆU − µUT (BˆT Bˆ)
T
(GBˆ − BˆU)T
∗ ∗ ∗ − J
µ2

 < 0, (3.10)
then, the H∞ performance γ is guaranteed, where Ξ22 = −ηG − ηG
T + η2
[
Pˆ 0
∗ I
]
and
controller gain matrix Kˆ = U−1V
Proof. Define a Lyapunov function as
V (k) = x¯(k)T Pˆ x¯(k), (3.11)
where Pˆ is a positive definite symmetric matrix. Correspondingly,
∆V = v(k + 1)− v(k)
= x¯(k + 1)T Pˆ x¯(k + 1)− x¯(k)T Pˆ x¯(k) + y(k)Ty(k)− y(k)Ty(k)
+ γ2w(k)Tw(k)− γ2w(k)Tw(k). (3.12)
Using(3.7), one can write (3.12) as:
∆V (k) =
[
x¯(k)T
w(k)T
]T (
(Aˆ + BˆKˆCˆ)T
[
Pˆ 0
0 I
]
(Aˆ+ BˆKˆCˆ)−
[
−Pˆ 0
∗ −γ2I
])[
x¯(k)
w(k)
]
− y(k)Ty(k) + γ2w(k)Tw(k). (3.13)
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Let (
(Aˆ+ BˆKˆCˆ)T
[
Pˆ 0
0 I
]
(Aˆ+ BˆKˆCˆ)−
[
−Pˆ 0
∗ −γ2I
])
< 0, (3.14)
then from (3.13) one can write
∆V (k) < −y(k)T y(k) + γ2w(k)Tw(k) (3.15)
Following this, one can write
+∞∑
k=0
∆V (k) <
+∞∑
k=0
(−y(k)Ty(k) + γ2w(k)Tw(k)) (3.16)
This leads to
V (∞)− V (0) <
+∞∑
k=0
(−y(k)Ty(k) + γ2w(k)Tw(k)) (3.17)
Considering zero initial condition, V (0) = 0 and by definition of Pˆ , V (∞) > 0. Therefore,
+∞∑
k=0
(−y(k)Ty(k) + γ2w(k)Tw(k)) > 0. (3.18)
Then the system satisfies H∞ performance of γ as per (3.9). Taking Schur complement
of (3.14), we can write that, for the closed loop system (3.7) and γ > 0, if there exist
appropriate dimension matrix Pˆ and Kˆ such that

Ξ11 (Aˆ+ BˆKˆCˆ)
T
∗ −
[
Pˆ 0
0 I
]
−1

 < 0,Ξ11 =
[
−Pˆ 0
∗ −γ2I
]
, (3.19)
then the H∞ performance γ is guaranteed. Pre- and post-multiplying (3.19) by
[
I 0
∗ G
]
and its transpose, respectively the inequality can be written as,

Ξ11 (GAˆ+GBˆKˆCˆ)
T
∗ −G
[
Pˆ 0
0 I
]
−1
GT

 < 0 (3.20)
Also for a scalar η, note that −(V1 − ηQ)Q
−1
1 (V1 − ηQ1)
T ≤ 0 implies that ηV1 + ηV
T
1 −
η2Q1≤V1Q
−1
1 V
T
1 , Thus from (3.20) one has,[
Ξ11 (GAˆ +GBˆKˆCˆ)
T
∗ Ξ22
]
< 0. (3.21)
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The above equation can also be written as:[
Ξ11 (GAˆ+ BˆV Cˆ)
∗ Ξ22
]
+
[
0 0
GBˆKˆCˆ − BˆV Cˆ 0
]
+
[
0 (GBˆKˆCˆ − BˆV Cˆ)T
0 0
]
< 0. (3.22)
Taking Kˆ = U−1V , from (3.22) one can obtain,[
Ξ11 ∗
GAˆ+ BˆV Cˆ Ξ22
]
+
[
0
I
]
(GBˆ − BˆU)U−1V Cˆ
[
I 0
]
+ (U−1V Cˆ
[
I 0
]
)
T
(GBˆ − BˆU)
T
[
0
I
]T
< 0 (3.23)
If there exist appropriate dimension matrices X , Y and J > 0, then
XY + Y TXT ≤ XJXT + Y TJ−1Y (3.24)
holds and we have[
Ξ11 ∗
GAˆ+ BˆV Cˆ Ξ22
]
+
[
0
I
]
J
[
0
I
]T
+ (U−1V Cˆ
[
I 0
]
)
T
(GBˆ − BˆU)
T
J−1(GBˆ − BˆU)U−1V Cˆ
[
I 0
]
< 0.
(3.25)
The above equation can also be written as:[
Ξ11 ∗
GAˆ+ BˆV Cˆ Ξ22 + J
]
+ (U−1V Cˆ
[
I 0
]
)
T
(GBˆ − BˆU)
T
J−1(GBˆ − BˆU)U−1V Cˆ
[
I 0
]
< 0
(3.26)
If the following LMI [
T1 (L1N1)
T
∗ −µL1 − µL1
T + µ2P1
]
< 0, (3.27)
where T1, P1, L1 and N1 are appropriate dimension matrices and µ is a scalar exist, then
we have
T1 +N1
TP1N1 < 0. (3.28)
Hence, with T1 =
[
Ξ11 ∗
GAˆ+ BˆV Cˆ Ξ22 + J
]
, L1 = Bˆ
T BˆU , N = U−1V Cˆ
[
I 0
]
and Pˆ =
(GBˆ − BˆU)
T
J−1(GBˆ − BˆU), one can write,

[
Ξ11 ∗
GAˆ+ BˆV Cˆ Ξ22 + J
]
∗
BˆT BˆV Cˆ
[
I 0
]
Λ

 < 0 (3.29)
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where Λ = −µBˆT BˆU − µUT (BˆT Bˆ)
T
+ µ2(GBˆ − BˆU)
T
J−1(GBˆ − BˆU). The equation
(3.29) is the Schur complement of the inequality (3.10). For feasible solution of this
inequality, Pˆ > 0, J > 0 and G and U are non-singular.
Hence, after solving this LMI for matrix variables, gain values are given by
Kd(k) = U
−1V (3.30)
These gain values are used for implementing the output-feedback controller and a partic-
ular gain value is selected based on the the delay information at that moment.
Let dˆ(k) be the estimated delay at an instant. In the NCS configuration shown in
Figure 3.1, a delay estimator is used to estimate dˆ(k). This information on dˆ(k) is used
to choose the gain of the controller. Hence, the control signal can be modified as:
v(k) = Kdˆ(k)y¯(k), (3.31)
The gain values are chosen based on the values of dˆ(k) and these delay values are estimated
using algorithms presented in next section.
3.3 Delay Estimators
Once controller gain values are obtained, one may try to estimate the delay values online to
make use of the variable controller gains. For a particular gain value a system can tolerate
certain maximum amount of delay. In [43], a concept of jitter margin is introduced which
is used to determine the maximum time-varying delay tolerance of the system. Also, [44]
deals with stability and performance of such systems. This section describes two delay
estimators used for the purpose and also computes the jitter margin for the specified
controller gain. These are presented next.
3.3.1 Error-comparison method based delay estimator
To estimate dˆ(k), an error-comparison method based estimator is designed. At a particular
instant let the dynamics of the plant considered in (3.1), for d(k) delay in the network be
written as:
y(k − d(k)) = Cx(k − d(k)). (3.32)
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The output-estimator can be written for different values of d(k), 0 ≤ d(k) ≤ N in the
form of following equations:
yˆ(k) = Cxˆ(k),
yˆ(k − 1) = Cxˆ(k − 1),
...
yˆ(k −N) = Cxˆ(k −N). (3.33)
The delayed output of the plant (3.32) is directly compared with each value of estimated
output (3.33). Hence, the estimated delay can be given by
dˆ(k) = i for min
i∈[0...N ]
||y(k − d(k))− yˆ(k − i)|| (3.34)
This dˆ(k) value is used for multiple gain-valued controller implementation that uses
delay in the network at a specific instant. But, as the amount of delay increases, the
design of this estimator gets complex. Next, we consider another estimator based on well
known adaptation algorithm.
3.3.2 Gradient descent method based delay estimator
In this section, to estimate dˆ(k), a Gradient Descent method based estimator is designed.
To incorporate this method, regressor form of plant (3.1) is considered. The dynamics of
the plant (3.1) can also be represented as:
α(z−1)y(k) = z−d(k−1)β(z−1)u(k) (3.35)
where, α(z−1) = 1−a1(k−1)z
−1− . . .−an(k−1)z
−n β(z−1) = b0(k−1)+ b1(k−1)z
−1+
. . . + bm(k − 1)z
−n where, ai and bj with i = 1, . . . , n and j = 0, . . . , m are time-varying
parameters of the plant. Considering known plant parameters, the output of the estimator
for the next instant can be estimated using last estimated delay value, and this output
can be defined as:
α(z−1)yˆ(k) = z−dˆ(k−1)β(z−1)u(k) (3.36)
The error between the plant (3.35) and the estimated output (3.36) is
e(k) = y(k)− yˆ(k) (3.37)
= u(k)[
β(z−1)
α(z−1)
z−d(k−1) −
β(z−1)
α(z−1)
z−dˆ(k−1)]
Now, the cost function is defined as
Jd =
1
2
k∑
i=1
eT (i)e(i) (3.38)
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To estimate the delay values, one may invoke gradient descent method [29] as follows:
dˆ(k) = dˆ(k − 1)− λ
∂Jd(k)
∂dˆ(k − 1)
, (3.39)
where λ ∈ [0, 1] is the learning rate. Using second order approximation as ln(z) ≈
−1.5 + 2z−1 − 0.5z−2, one can write from (3.37) and (3.38):
∂Jd(k)
∂dˆ(k − 1)
= −e(k)T (
β(z−1)
α(z−1)
z−dˆ(k−1)
(−1.5 + 2z−1 − 0.5z−2)u(k))
= −e(k)T yˆ(k)(−1.5 + 2z−1 − 0.5z−2)
= −e(k)T∆yˆ(k), (3.40)
where ∆yˆ(k) = [−1.5yˆ(k) + 2yˆ(k − 1)− 0.5yˆ(k − 2)]. Then from (3.39), one can write:
dˆ(k) = dˆ(k − 1) + λe(k)T∆yˆ(k) (3.41)
Note that, dˆ(k) should take integer values for discrete-time implementation. However,
the second term in (3.41) may yield decimal values, which requires further approximation.
We use rounding off this term as:
dˆ(k) = dˆ(k − 1) + ⌊λe(k)T∆yˆ(k)⌉. (3.42)
Next, since the network induced delays are time-varying and non-zero in nature, the above
estimator may diverge on a long run. A modification to ensure that dˆ(k) remains bounded
could be by considering a decaying term in the estimator. With this modification, (3.42)
can be written as:
dˆ(k) = dˆ(k − 1)− ǫd + ⌊λe(k)
T∆yˆ(k)⌉, (3.43)
where ǫd ≥ 1 is an integer. This estimator is used in this work with the choice ǫd = 1.
Note that, since the round-off error is always less than one the choice of ǫd = 1 is sufficient
to ensure the bounding effect provided the third term in the RHS of (3.43) is bounded.
Since the Round of Error (RE) satisfies −1 ≤ RE ≤ 1, (3.43) can also be written as:
dˆ(k) = dˆ(k − 1)− ǫ¯d + λ(k)e(k)
T∆yˆ(k), (3.44)
Therefore, dˆ(k) remains bounded, if e(k) and ∆yˆ(k) are bounded.
3.3.3 Jitter margin calculation
Jitter margin is defined as the maximum variable delay a system can tolerate before it
gets unstable. For the discrete-time plant transfer function (2.8) and the PI controller
C(z) =
Ko
1− z−1
[
(1− z1) +
T
2Ti
(1 + z−1)
]
, (3.45)
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the jitter margin Nmax as described in [44], is given by∣∣∣∣ G(z)C(z)1 + G(z)C(z)
∣∣∣∣ < 1Nmax|z − 1| , (3.46)
For calculating the jitter margin, the frequency plot of L.H.S of (3.46) is drawn. Also
frequency plot of R.H.S for different values of Nmax is drawn and checked for the condition
in (3.46). The maximum value of Nmax satisfying (3.46), gives the jitter margin. Thus,
using the above equation jitter margin is calculated and the results are presented in the
next section.
3.4 Simulation and Experimental Results
For simulation and experimental results, the same temperature control plant as described
in chapter 2 is used for study. At first, the performance of output-feedback controller is
studied with error-comparison method based estimator and then with gradient descent
method based estimator.
3.4.1 For sampling time of 1 second
Plant model
The discrete-time model used in this case (2.9) for both experimental and simulation
studies is as described:
x(k + 1) = Ax(k) +Bu(k), y(k) = Cx(k), (3.47)
where A =


0 0 0
1 0 0
0 1 0.9965

 , B =


0.5739
0
0

 , C = [0 0 1].
Control gains
Considering sampling time as 1 second, the gain values for N = 7, η = −4, µ = −1 and
γ = 1e6 are obtained solving the LMI (3.10) as:
Ki =
[
−0.1478 0.1459
]
,
[
−0.1251 0.1232
]
,[
−0.1121 0.1102
]
,
[
−0.1008 0.0990
]
,[
−0.0937 0.0921
]
,
[
−0.0872 0.0857
]
,[
−0.0831 0.0817
]
,
[
−0.0776 0.0763
]
for i = 0, . . ., 7 respectively.
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Simulation result
Performance of Error-comparison method based delay estimator: When the sampling time
of 1 second and the corresponding gain values are taken into account, the response of the
plant settles at 350 seconds as shown in Figure 3.2. The response has an initial negative
course. Due to the delay in the network, the initial conditions are sent as feedback. These
initial conditions are less than the reference input, which makes the error signal negative
and gives the output a negative course.
The control input is shown in Figure 3.3. Due to the negative error values, the ini-
tial control signal is also too small. Figure 3.4 shows the estimated delay values. The
maximum delay estimated is of 7 seconds and the delay values are estimated during both
transient and steady state.
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Figure 3.2: Simulation response of the closed loop system
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Figure 3.3: Control input for the system during simulation
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Figure 3.4: Delay estimated by the estimator during simulation
Performance of Gradient descent method based delay estimator: Using gradient descent
estimator, when the sampling time of 1 second and the corresponding gain values are
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Figure 3.5: Simulation response of the closed loop system
taken into account, the response of the plant settles at 315 seconds as shown in Figure 3.5.
The control input is shown in Figure 3.6 and Figure 3.7 shows the estimated delay values.
The delay values are estimated during transient response as the error between actual
and estimated output goes to zero during steady state. The maximum delay estimated
using gradient descent method based estimator is of 3 seconds.
Jitter Margin: The jitter margin is calculated using relation (3.46). The solid graph gives
the frequency plot of L.H.S. whereas, the dotted one gives the frequency plot of R.H.S of
(3.46) respectively. For Nmax = 25, the condition (3.46) is satisfied. If the value of Nmax
is increased further, the condition is no longer satisfied. Note that, this value is quite
large than the network delay of 7.
Experimental result
Performance of Error-comparison method based delay estimator: The experimental response
of the plant has a settling time around 300 seconds as shown in Figure 3.9. The control
input for the same is shown in Figure 3.10 and Figure 3.11 shows the estimated delay
values.
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Figure 3.6: Control input for the system during simulation
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Figure 3.7: Delay estimated by the estimator during simulation
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Figure 3.8: Frequency plot showing stability bound with maximum delay
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Figure 3.9: Experimental response of the closed loop system
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Figure 3.10: Control input of the plant during experiment
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Figure 3.11: Delay estimated by the estimator during experiment
Performance of Gradient descent method based delay estimator: The experimental response
of the plant for λ = 0.01, settles around 220 seconds as shown in Figure 3.12. The control
input for the same is shown in Figure 3.13 and Figure 3.14 shows the estimated delay
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values. The response of the plant during experiment closely matches the simulation one.
The initial response has abrupt changes due to the change in control input. This high
control input is due to the larger initial delay.
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Figure 3.12: Experimental response of the closed loop system
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Figure 3.13: Control input of the plant during experiment
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Figure 3.14: Delay estimated by the estimator during experiment
3.4.2 For sampling time of 2 second
Plant Model
The discrete-time model for a sampling time of 2 seconds (2.11) is obtained as:
x(k + 1) = Ax(k) +Bu(k), y(k) = Cx(k), (3.48)
where A =
[
0 0
1 0.9930
]
, B =
[
1.1458
0
]
, C =
[
0 1
]
.
Control gains
The variable output feedback gains corresponding to different delays i.e. N = 7 and
sampling time= 2 seconds are obtained solving the LMI (3.10) for η = −4, µ = −1 and
γ = 1e6:
Ki =
[
−0.1318 0.1297
]
,
[
−0.1083 0.1065
]
,[
−0.0918 0.0901
]
,
[
−0.0817 0.0800
]
,[
−0.0727 0.0714
]
,
[
−0.0680 0.0666
]
,[
−0.0587 0.0578
]
,
[
−0.0555 0.0544
]
for i = 0, . . ., 7 respectively.
Gains for another set of data values i.e. η = −2, µ = −10, γ = 1e6 and sampling
time=2 seconds are also calculated so as to study their effects with respect to output
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response.
Ki =
[
−0.1526 0.1437
]
,
[
−0.0855 0.0803
]
,[
−0.0555 0.0527
]
,
[
−0.0390 0.0371
]
,[
−0.0273 0.0261
]
,
[
−0.0271 0.0250
]
,[
−0.0160 0.0152
]
,
[
−0.0136 0.0129
]
for i = 0, . . ., 7 respectively.
Simulation result
Performance of controller with known delay values: Figure 3.15, shows the system response
to a reference input of 70 degree Celsius. The simulation response of plant when controller
chooses gain values according to the actual delay values settles around 786 seconds. The
gain values considered here are corresponding to η = −4, µ = −1.
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Figure 3.15: Simulation response with known delay values
Performance of Error-comparison method based delay estimator: The gain values for 2 sec-
onds sampling time, η = −4, µ = −1, are used to study the performance of the plant as
well as estimator during simulation as well as experiment. Figure 3.16 shows the response
of the plant during simulation. The response has a settling time of 610 seconds.
The control input of the plant during simulation is shown in Figure 3.17 and the
estimated delay values using Error-Comparison Method based approach is shown in Fig-
ure 3.18. The response has an initial undershoot due to larger initial delay. Moreover, to
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prevent any damage the limit of control input for the temperature control plant is kept
between ±1V.
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Figure 3.16: Simulation response of the closed loop system
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Figure 3.17: Control input for the system during simulation
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Figure 3.18: Delay estimated by the estimator during simulation
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Figure 3.19: Simulation response of system for η = −2, µ = −10
When the gains corresponding to second set of data values i.e. η = −2, µ = −10,
γ = 1e6 and sampling time=2 seconds are taken into account the output response is as
shown in Figure 3.19. The response settles around 696 seconds, which is a larger selling
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time as compared to settling time of above response for η = −4, µ = −1. Also it has
a peak overshoot of 41.1 degrees. Hence, for further analysis the gains corresponding to
η = −4, µ = −1 are considered as using them gives a response that settles fast and has
no overshoot.
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Figure 3.20: Simulation response of the closed loop system
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Figure 3.21: Control input for the system during simulation
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Performance of Gradient descent method based delay estimator: The control gain values
for sampling time of 2 seconds are used to study the performance of the plant as well
as estimator during simulation as well as experiment. Figure 3.20 shows the response
of the plant during simulation. The response has a settling time of 535 seconds. The
control input of the plant during simulation is shown in Figure 3.21 and the estimated
delay values using Gradient Descent Method based approach is shown in Figure 3.22. The
maximum delay estimated in this case is of 1 second. Also, to prevent any damage to
temperature control plant, control input is kept within the range of ±1V.
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Figure 3.22: Delay estimated by the estimator during simulation
Experimental result
Performance of Error-comparison method based delay estimator: The response of the plant
during experiment with 2 seconds sampling time, has a settling time of 488 seconds which
is shown in Figure 3.23. Figure 3.24 shows the corresponding control input and Figure 3.25
shows the estimated delay during experiment. the simulated and experimental response
closely match each other. The effect of delay can be seen on the initial response as it rises
after few seconds.
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Figure 3.23: Experimental response of the closed loop system
0 100 200 300 400 500 600 7000.35
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
Time (Seconds)
C
on
tr
ol
 In
pu
t (
Vo
lta
ge
)
 
 
Experimental
Simulation
Figure 3.24: Control input of the plant during experiment
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Figure 3.25: Delay estimated by the estimator during experiment
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Figure 3.26: Experimental response of the closed loop system
Performance of Gradient descent method based delay estimator: The response of the plant
during experiment with 2 seconds sampling time, λ = 0.05 and using gradient descent
method based estimator, has a settling time of 558 seconds which is shown in Figure 3.26.
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The response during simulation and experiment match each other closely. Here also, the
effect of delay can be seen on the initial response. Figure 3.27 shows the corresponding
control input and Figure 3.28 shows the estimated delay during experiment. For experi-
mental results also, the delay values are estimated only during the transient response.
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Figure 3.27: Control input of the plant during experiment
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Figure 3.28: Delay estimated by the estimator during experiment
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3.4.3 Comparison between the proposed estimators
The plant output response taking into account 1 second sampling time and the gradi-
ent descent method based estimator settles around 300 seconds whereas that of error-
comparison method based estimator settles around 220 seconds. For a sampling time of 2
seconds the settling time is 488 seconds and 558 seconds respectively. This difference may
be attributed to the different sampling-time for both the cases. With smaller sampling
time the response improves, as the control input gets updated more frequently. Also from
the estimated delay values it is evident that the gradient descent method based estimator
though guarantees the non-divergence of delays, estimates delay only for the transient
period. Since, during steady state the error between the actual and estimated output re-
duces to zero. But the error-comparison method based estimator estimates delay for both
transient and steady-state though its complexity increases with increasing delay values.
3.5 Chapter Summary
A detailed description of output feedback closed loop controller design is presented. For
implementing the controller, delay information is required. Hence, an error-comparison
and gradient descent method based delay estimators are designed. Simulation and experi-
mental studies are carried out to demonstrate the validity of the designed estimator. From
the simulation and experimental results, it is evident that the error-comparison estimator
estimates delay values for both transient and steady-state response. Since, during steady
state the error between the plant and the estimated output goes to zero, the gradient
descent estimator though guarantees the non-divergence, estimates delay values only for
transient response. The maximum tolerable delay or the jitter margin is of 25 seconds.
The response of the output feedback controller in terms of settling time though large,
is improved as the sampling time is reduced because the controller gets updated more
often.

Chapter 4
Observer Based Output-Feedback
Controller with Delay Estimator
4.1 Introduction
Designing of a closed loop control for the plant (2.11), may require different feedback
control like direct output-feedback, observer based output-feedback, state-feedback etc..
As per the available literature, [45] has used a state feedback control approach to deal
with long delays which are basically stochastic delay being transformed into deterministic
delay by using proper quantities of buffer. In [46], the stabilization problem of NCS has
been investigated using the same state feedback approach. Authors of [47] and [48] used
the same approach with an observer to deal with bounded delays but the former extended
it for packet losses also. In [49], an observer based H∞ controller has been designed to
deal with network induced uncertain time-delays and packet losses. In all these works, the
stability of the systems is discussed. Similar to the above works, design of a closed-loop
control for the plant (2.11) using observer based output-feedback approach is discussed
in this chapter. The controller is modified to be a predictive controller. Moreover, while
dealing with time-varying delays of the network, fixed as well as an adaptive gain strategy
is employed. In case of adaptive gain, the gain varies in accordance with the delay
occurring at that very instant. To obtain these delay values both error-comparison [28]
and gradient descent method [29] based estimators are used. Also observer based output-
feedback controller with estimators is employed to evaluate performance of the plant.
The chapter deals with designing of a fixed as well as variable gain observer based
output-feedback controller for dealing with uncertain delays introduced by the network.
Also performance of error-comparison and gradient descent method based estimator with
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observer based output-feedback controller is evaluated. The simulations are done us-
ing MATLAB/SIMULINK and the real time experimentation results are obtained using
LabVIEW.
4.2 Observer based Output-Feedback Controller Design
4.2.1 Problem definition
Delay Estimator
State Observer
Controller
Temperature
Control Plant
Network (Wireless, LAN)
dˆ(k)
xˆ(k)
Time-delay and packet loss
d(k)
yˆ(k)
y(k − d(k))
u(k) y(k)
Figure 4.1: Schematic diagram of NCS for observer based output feedback control
The NCS with the controller configuration is considered in Figure 4.1. In this figure
the delayed output of the plant due to network is used by the delay estimator to estimate
the delay values. The same output is used by the observer to estimate the states of the
plant. The delay value and the state information is used by the controller to calculate
the control input. Time-driven control is used for the analysis. A discrete-time plant for
this NCS configuration is considered as:
x(k + 1) = Ax(k) +Bu(k), y(k) = Cx(k), (4.1)
where x(k) ∈ Rn is the state vector; u(k) ∈ Rm is the control input to the plant; y(k) ∈ Rp
is the plant output; A, B and C are constant matrices of suitable dimensions. d(k),
0 ≤ d(k) ≤ N is the random time-delays induced by the network in the feedback channel,
which possibly includes the packet losses. For NCS configuration as shown in Figure 4.1,
predictive control is used to predict the states of the plant for the current instant using the
delayed output. A predictive controller for an NCS configuration has been considered in
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[14] for network in feedback channel, whereas the same but for network in both feedback
and forward channel in [15] and [19]. In [16], the technique is used to deal with time-
delays and packet losses simultaneously. In such schemes, an observer is used to estimate
the states from the delayed plant output, having its configuration as:
xˆ(k + 1) = Axˆ(k) +Bu(k) + L(y(k − d(k))− Cxˆ(k)),
yˆ(k) = Cxˆ(k), d(k) = 0, 1, ....., N, (4.2)
where xˆ(k) ∈ Rn is the model state vector; u(k) ∈ Rm is the control input; and L be the
observer gain.
In a variable gain observer based output-feedback controller, the gain varies in ac-
cordance with the time-delays. Thus, such a controller is found to be more effective as
compared to its fixed gain counterpart. Further, variable gain can be chosen using the
information on d(k). Hence, the controller is considered:
u(k) = Kd(k)xˆ(k), (4.3)
where, Kd(k) ∈ R
m×n is the controller gain which varies according to delay values d(k).
The fixed gain observer based output-feedback controller is a special case of (4.3), i.e.,
u(k) = Kxˆ(k), (4.4)
Therefore, the observer (4.2) and the plant dynamics (4.1) can be written as:
xˆ(k + 1) = (A+BKd(k) − LC)xˆ(k) + LCx(k − d(k)), (4.5)
x(k + 1) = Ax(k) +BKd(k)xˆ(k), (4.6)
respectively. The overall system can be written using (4.5) and (4.6) as:
x¯(k + 1) = Λd(k)x¯(k), d(k) = 0, 1, ....., N, (4.7)
where
x¯(k) = [x(k)T , x(k − 1)T . . . x(k − d(k))T
x(k − d(k)− 1)T . . . x(k −N)T xˆ(k)T ]T
and
Λd(k) = A˜ +B1Kd(k)I˜ − I˜
′LCI˜ + I˜ ′LCId(k)
where, A˜ =


A 0n×(N+1)n
INn 0Nn×2n
0n×(N+1)n A

; B1 =


B
0Nn×m
B

;
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I˜ =
[
0n×(N+1)n In
]
Id(k) =
[
0n×(d(k))n In 0n×(N+1−d(k))n
]
. Here, the matrix Id(k) depends on the delay in the
network. Let dˆ(k) be the estimated delay at an instant. In the NCS configuration shown
in Figure 4.1, a delay estimator is used to estimate dˆ(k). And this information on dˆ(k)
is used to choose the gain of the controller. Accordingly, the control signal (4.4) can be
modified as:
u(k) = Kdˆ(k)xˆ(k). (4.8)
The system description (4.5) and (4.6) can be modified accordingly.
The objective is to design the controller gain Kd(k) using an observer based output
feedback approach. This gain value is chosen in accordance with the delay values d(k),
which is estimated using the proposed estimator.
4.2.2 Controller design
The result below may be used for obtaining Kd(k) that satisfies guaranteed cost perfor-
mance of the NCS as in [19].
Lemma 1. [19] For system (4.7), if there exist an appropriate dimension matrix P sat-
isfying
ΛTd(k)PΛd(k) − P + Q¯+ R¯ < 0 (4.9)
then the performance index
Jc =
+∞∑
k=0
(x(k)TQx(k) + u(k)TRu(k)) (4.10)
satisfies
Jc < x¯(0)
TP x¯(0), (4.11)
where, Q and R are chosen positive definite weighted matrices and Q¯ =
[
Q 0n×(N+1)n
0n×(N+2)n
]
.
Proof. To guarantee the cost of the plant, we define a Lyapunov function as:
V (k) = x¯(k)TP x¯(k), (4.12)
where P is a positive definite symmetric matrix. Hence, the energy change of the system
using (4.12) is:
∆V = x¯(k)T (ΛTd(k)PΛd(k) − P + Q¯ + R¯)x¯(k)− x¯(k)
T (Q¯ + R¯)x¯(k) (4.13)
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Satisfying (4.9), from (4.13) one obtains:
∆V < −x¯(k)T (Q¯+ R¯)x¯(k) (4.14)
Moreover, from (4.14),
V (∞)− V (0) < −Jc
As V (∞)→ 0:
Jc < x¯(0)
TP x¯(0)
One may now solve (4.9) for obtaining the controller gain(s) for different delay values.
In this regard, note that, (4.9) is not an LMI since multiplication of P and controller
gains Kd(k) are involved in it. We follow the iterative algorithm of [19] for solving (4.9) as
described next. By choosing R¯ = I˜TKTd(k)RKd(k)I˜, the inequalities in (4.9) are converted
into matrix inequalities which can be written as:


−P + Q¯ ΛTd(k) I˜
TKd(k)
T
∗ −P−1 0
∗ ∗ −R−1

 < 0 (4.15)
Putting the value of Λd(k), (4.15) becomes:


−P + Q¯ (A˜+B1Kd(k)I˜ − I˜
′LCI˜ + I˜ ′LCId(k))
T
I˜TKd(k)
T
∗ −P−1 0
∗ ∗ −R−1

 < 0 (4.16)
Due the presence of P−1, (4.16) is a non-linear problem. Substituting P−1 by W , (4.16)
can be written in the form of a Linear Matrix Inequality (LMI):


−P + Q¯ (A˜+B1Kd(k)I˜ − I˜
′LCI˜ + I˜ ′LCId(k))
T
I˜TKd(k)
T
∗ −W 0
∗ ∗ −R−1

 < 0 (4.17)
The cone complementary linearization algorithm [50] is used to convert the non-convex
optimization problem to LMI based minimization problem. The obtained trace minimiza-
tion subjected to (4.18), will drive the inequality to its boundary condition i.e. P =W−1.
The algorithm for solving the values of Kd(k), L and P for a particular value of γ is pre-
sented as follows:
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Algorithm 1 Controller Design Algorithm
minimize trace(PW );
subject to satisfying (4.17),
[
P I
I W
]
≥ 0, (4.18)
[
−γ x¯(0)T
x¯(0) −W
]
< 0 (4.19)
The optimal values of Kd(k) and L can be obtained by iteratively reducing the value of γ
using the following steps:
Algorithm 2 Optimal Controller Design Algorithm
Step-1 Large initial value of γ is taken and for that value a feasible solution for the (1)
is obtained.
Step-2 If feasible solution occurs, for l = 0, the following LMI problem is solved:
minimize
trace(PlW + PWl) (4.20)
subject to (4.17)-(4.19) LMIs, for a defined number of iterations. The above trace
minimization including previous and present values of P and W, will drive the
inequality (4.18) to the boundary condition P = W−1.
Step-3 If (4.16) is satisfied, after decreasing γ goto Step-2. If LMI conditions (4.17)-
(4.19) are not fulfilled then exit, else put l = l + 1, Pl+1 = P , Wl+1 = W and again
solve the LMI problem (4.20).
The values of gain Kd(k) is chosen based on the value of estimated delay dˆ(k). For
estimating these delay values, the proposed delay estimators in chapter 3 are used.
4.3 Results and Discussion
In this section, the performance of the plant as well as of the proposed estimators is
evaluated by simulation as well as experimental results taking into account the observer
based output-feedback controller for the temperature control plant described in Chapter
2. To achieve guaranteed cost control, the value of weight matrices of cost function is
chosen as Q = 0.1I, R = 0.1I.
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4.3.1 For sampling time of 1 second
Plant model
The discrete-time model used in this case (2.9) for both experimental and simulation
studies is as described:
x(k + 1) = Ax(k) +Bu(k), y(k) = Cx(k), (4.21)
where A =


0 0 0
1 0 0
0 1 0.9965

 , B =


0.5739
0
0

 , C = [0 0 1].
Control gains
The variable gains values for N=7 and sampling time of 1 second, are
Ki =
[
−0.2096 −0.1528 −0.1271
]
,
[
−0.2114 −0.1533 −0.1255
]
,[
−0.2085 −0.1521 −0.1232
]
,
[
−0.2051 −0.1493 −0.1205
]
,[
−0.2010 −0.1451 −0.1173
]
,
[
−0.1963 −0.1392 −0.1134
]
,[
−0.1933 −0.1346 −0.1095
]
,
[
−0.1938 −0.1369 −0.1067
]
for i = 0, . . ., 7 respec-
tively and the observer gain is obtained as: L =
[
−0.0157 −0.0430 0.4678
]T
.
By choosing a constant gain K in (4.4) instead of the variable Kd(k), in the Control Design
Algorithm in Section IV, the value of fixed gain is obtained as: K =
[
−0.2229 −0.1551 −0.1098
]
and the corresponding observer gain is Ls =
[
−0.0101 −0.03405 0.4057
]T
. Next, the
above gain values are used to study performance of the plant by simulation. We use
random function in MATLAB to generate random delay situation.
Simulation results
Performance of Error-comparison method based delay estimator: The simulated response
of the plant for fixed and variable gain settles around 88 and 58 seconds respectively as
shown in Figure 4.2. The actual and estimated delay values are shown in Figure 4.3.
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Figure 4.2: Simulation response of temperature control plant
The response with variable gain controller settles faster because the gains adapt ac-
cording to the delay values.
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Figure 4.3: Actual and estimated delay values
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Performance of gradient descent method based delay estimator: When using gradient de-
scent method for delay estimation, the plant response for fixed and variable gain settles
around 95 and 85 seconds respectively as shown in Figure 4.4.
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Figure 4.4: Simulation response of the closed loop system
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Figure 4.5: Actual and estimated delay values for simulation case
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The actual and estimated delay values are shown in Figure 4.5. The response for
variable gain controller here also settles faster due to the change in gains in accordance
with the delay values.
Experimental results
Performance of Error-comparison method based delay estimator: The temperature control
plant is designed for heating of the oven. For 1 second sampling time, the response of
plant using corresponding fixed gain has a settling time of 132 seconds and peak overshoot
of 0.6 degrees as shown in Figure 4.6.
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Figure 4.6: Experimental and simulation response for fixed gain
The response of the plant for variable gain, has a settling time of 114 seconds and
peak overshoot of 0.6 degrees as shown in Figure 4.7. The corresponding control input is
shown in Figure 4.8 and Figure 4.9 shows the estimated delay values.
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Figure 4.7: Experimental and simulation response for variable gain
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Figure 4.8: Experimental control input for fixed and variable gain
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Figure 4.9: Delay estimated by the estimator during experiment
Performance of gradient descent method based delay estimator: The response of the plant
for variable gain with λ = 0.9, using gradient descent method based estimator, has a
settling time of 120 seconds and peak overshoot of 1 degree as shown in Figure 4.10.
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Figure 4.10: Experimental and simulation response for variable gain
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The corresponding control input is shown in Figure 4.11 and Figure 4.12 shows the
estimated delay values.
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Figure 4.11: Experimental control input for fixed and variable gain
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Figure 4.12: Delay estimated by the estimator during experiment
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4.3.2 For sampling time of 2 seconds
Plant model
The discrete-time model in this case (2.11) is obtained as:
x(k + 1) = Ax(k) +Bu(k), y(k) = Cx(k), (4.22)
where A =
[
0 0
1 0.9930
]
, B =
[
1.1458
0
]
, C =
[
0 1
]
.
Control gains
The variable gains corresponding to chosen Q, R, Sampling time=2seconds and for N=7
are obtained using the algorithm in section 3.2:
Ki =
[
−0.1105 −0.0726
]
,
[
−0.1092 −0.0714
]
,[
−0.1066 −0.0699
]
,
[
−0.1040 −0.0680
]
,[
−0.1010 −0.0656
]
,
[
−0.0974 −0.0623
]
,[
−0.0937 −0.0581
]
,
[
−0.0922 −0.0549
]
for i = 0, . . ., 7 respectively and the observer
gain is obtained as: L =
[
−0.0036 0.3332
]T
.
The value of fixed gain using the same Q and R is obtained as: K =
[
−0.09434 −0.0534
]
and the corresponding observer gain is Ls =
[
0.0011 0.3414
]T
.
Simulation results
Performance of fixed and variable gain controller with known delay values: Figure 4.13 shows
the simulation response of plant with 2 seconds sampling time, when variable gain con-
troller chooses gain values according to the actual delay occurring in the network. This
response settles at 92 and 144 seconds for variable and fixed gain respectively.
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Figure 4.13: Simulation response with known delay values
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Figure 4.14: Simulation response of temperature control plant
Performance of error-comparison method based delay estimator: The simulation result for
response of the plant for fixed gain and variable gain observer based output-feedback
controller with the delay estimator is shown in Figure 4.14. The response of the plant
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settles around 60 seconds for variable gain controller whereas around 100 seconds for fixed
gain controller. Thus, the response for variable gain controller with estimator settles 40
seconds faster as compared to the fixed gain one. The response as shown in Figure 4.14
does not have any overshoot but as the delay value increases, the system suffers slight
overshoot of 0.2 degrees. The estimated and actual values of delay for d(k), 0 ≤ d(k) ≤ 7
is shown in Figure 4.15. The correlation coefficient, to know the similarity between
actual and estimated values of delay signals is calculated to be 0.2041. The value of the
coefficients being positive demonstrates similarity between the signals to some extent.
The performance measure as per equation (4.10) for fixed and variable gain is shown in
Table 4.1.
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Figure 4.15: Actual and estimated delay values
Performance of gradient descent method based delay estimator: Considering 2 second sam-
pling time, the simulation response of the plant for variable as well as for fixed gain
controller, with the delay estimator used in variable gain case, is shown in Figure 4.16.
The response of plant with variable gain and fixed gain controller settles around 72 and
108 seconds respectively. The actual and estimated values of delay for d(k), 0 ≤ d(k) ≤ 7
is shown in Figure 4.17. The performance index as per (4.10) for fixed and variable gain
with different values of λ = 0.7, 0.8, 0.9 is shown in Table 4.2. From the cost function
values it is evident that increase in λ values show slight improvement in cost function.
Whereas, this improvement is considerable when cost function values of fixed gain and
variable gain are compared.
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Figure 4.16: Simulation response of the closed loop system
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Figure 4.17: Actual and estimated delay values for simulation case
Experimental results
Performance of error-comparison method based delay estimator: The simulation and exper-
imental result for response of temperature control plant for fixed gain controller is shown
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in Figure 4.18 and for variable gain controller is shown in Figure 4.19.
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Figure 4.18: Experimental and simulation response for fixed gain
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Figure 4.19: Experimental and simulation response for variable gain
A peak-overshoot of 0.1 degree and 0.2 degree respectively for fixed and variable gain
is observed. The response for fixed gain settles in 230 seconds whereas for variable gain
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in 170 seconds after some cycles. The control input of fixed and variable gain controller
is shown in Figure 4.20. The values of delay estimated during the experiment are shown
in Figure 4.21. The cost function values are presented in Table 4.1.
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Figure 4.20: Experimental control input for fixed and variable gain
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Figure 4.21: Delay estimated by the estimator during experiment
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COST FUNCTION Simulation result Experimental Result
Fixed Gain 1412 1432
Variable Gain 810 1230
Table 4.1: Cost Functions for error-comparison estimator
Performance of gradient descent method based delay estimator: The experimental with
simulation response of temperature control plant for fixed gain controller is displayed
in Figure 4.22. In Figure 4.23, the response for variable gain controller with estimator
considering different values of λ = 0.7, 0.9 is shown. The response of the system with
fixed gain controller settles at 170 seconds whereas for variable gain controller settles at
150 seconds. The estimated delay values for different λ during the experiment are shown
in Figure 4.25. For λ = 0.9, the maximum delay estimated is of 2 seconds, whereas, for
λ = 0.7, the maximum estimated delay value is of 1 second. The delay values are estimated
only during transient response, because the error between actual and estimated output
goes to zero. Figure 4.24 shows the control input of fixed and variable gain controller.
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Figure 4.22: Experimental and simulation response for fixed gain case
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Figure 4.23: Experimental response for variable gain case with different λ values
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Figure 4.24: Experimental control input for the system with fixed and variable gains
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Figure 4.25: Delay estimated by the estimator during experiment
COST FUNCTION Simulation result Experimental Result
Fixed Gain 34.3 70.63
Variable Gain λ = 0.8 23.15 λ = 0.7 50.5
λ = 0.8 50
λ = 0.9 45
Table 4.2: Cost Functions for gradient descent estimator
4.3.3 Comparison between the proposed estimators
From the simulation and experimental results we deduce that the error-comparison method
based estimator estimates delay for both transient and steady state response but gets
complex as the delay value increases. Gradient descent method based estimator estimates
delay during transient response since the error between the actual and estimated output
reduces to zero but, it guarantees the non-divergence of delays. From the plant output
response for both 1 second and 2 seconds sampling time, it is evident that the response
of variable gain controller together with the delay estimator settles faster as compared to
the fixed gain controller response. The plant response using variable gain controller for 1
second sampling time for error based and gradient descent estimators settles around 114
seconds and 120 seconds respectively. For 2 seconds sampling time, the settling time is
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170 seconds and 150 seconds respectively. Due to faster controller updation, with reduced
sampling time, an improved response is obtained in case of 1 second sampling time.
4.4 Chapter Summary
In this chapter, the performance of plant with fixed and variable observer based output-
feedback controller together with estimators is presented. An Error-Comparison method
and Gradient Descent method based delay estimators are used for estimating delay values.
Also, Simulation and experimental studies are carried out to demonstrate the validity of
designed estimators for different sampling times of 1 and 2 seconds. From the simulation
and experimental results it is evident that the variable gain controller using estimated
delay values shows improved response in comparison to the fixed gain controller. Also
gradient descent method based estimator guarantees non-divergence of delays. Moreover,
in Gradient Descent approach, for larger values of λ, the cost function slightly improves.
Also for both simulation and experimental results the cost function of the plant shows con-
siderable improvement for variable gain controller as compared to fixed gain controller.

Chapter 5
Conclusions, Contributions and Future
Work
5.1 Conclusions
The thesis considers network issues like packet loss and time-delays for the network present
in the feedback loop. Here, the effect of these impediments is studied when the plant
output gets delayed while it is communicated to the controller. This delayed output is
used by the delay estimator to estimate the delay occurring at that sampling interval.
The estimated delay value is used by the controller for selecting the controller gain. The
delayed output is also used by the controller either directly or in the form of states
estimated by the observer to form the control input for the plant.
This NCS configuration is implemented by considering a widely used control system of
any process industry i.e. a temperature control plant. A laboratory setup for the same is
considered for simulation and experimental studies. The Wireless Sensor Network (WSN)
modules comprising of WSN node 3202 nad WSN gateway 9791 forms the wireless network
of the feedback loop. LabVIEW is used as a platform for controller design.
Two types of controllers are designed namely direct output feedback controller and
observer based output feedback controller. For both of these controllers a variable gain
approach is used i.e. the gain varies according to the estimated delay values. For estimat-
ing these delay values an error-comparison and a gradient descent method is used. Both
these methods estimates delay on an online basis.
The conclusions drawn from the simulation and experimental results are the proposed
error-comparison method based estimator provides estimated delay values for both tran-
sient and steady state. But the gradient descent method based estimator provides esti-
mated delay values only during the transient response. This is because the error between
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the plant and estimated output is reduced to zero during steady state and the latter ap-
proach is based on error adaptation mechanism. But it guarantees non-divergence of delay
values. Design of output-feedback controller is less computationally involved as compared
to observer based output-feedback controller since observer design is not required. But
the settling time for output feedback controller is high. The response of observer based
output-feedback controller has lesser settling time as compared to output-feedback con-
troller. Moreover, variable gain observer based output-feedback controller with estimated
value of delay information gives better response as compared to the fixed gain controller.
The response of the plant settles faster as the sampling time is reduced. For larger val-
ues of λ, the cost function slightly improves when using gradient descent method based
estimator. Also for both simulation and experimental results the cost function of the
plant shows considerable improvement for variable gain observer based output-feedback
controller as compared to fixed gain controller.
5.2 Contributions
The thesis has the following contributions:
• An experimental setup of networked temperature control system is developed: A
closed loop system of temperature control plant with network in the feedback loop
is developed. The maximum round-trip delay is measured. This setup is used to
study the effects of network.
• Two types of estimators are designed:
– Error-comparison method: In this method actual and estimated output of the
plant is compared to estimate delay values.
– Gradient-Descent method: This method estimates delay values and guarantees
their non-divergence.
• The performance of output-feedback controller is studied for both simulation and
experimental case.
• The performance of observer based output-feedback controller is studied for both
simulation and experimental case: The direct and observer based output-feedback
controller with both the estimators is developed to deal with network issues.
5.3. SUGGESTIONS FOR FUTURE WORK 83
5.3 Suggestions for Future Work
• The future work may include development of more accurate estimators based on
other methods of estimation like maximum likelihood estimation, adaptive least
mean square filter (LMS) etc.
• This thesis takes into account the delay effects of network present only in the feed-
back channel. This can be extended to study the effects of delay in both forward
and feedback channels.
• Since, the network delay in the cases studied was quite high i.e. 14 seconds. Hence,
a slow plant involving transportation lag was taken for experimental and simulation
study. Thus for future work, the performance of the controllers and the estimators
can be studied for plants not involving the transportation lag terms i.e. plants
that respond fast to the applied input like critical chemical plants, unmanned aerial
vehicle etc.. Since, these plants are more likely to destabilize in the presence of
delays.
• Also the decaying factor is arbitrarily chosen while designing gradient descent method
based estimator. Algorithms can be developed to update this factor adaptively.
• For the experiments carried out, it is observed that there is no saturation in the
actuator or in the control data communication section. However, in situation, this
issue may arise. Study of the effect of wind-up or limiting value of actuator output
during experiments may be carried out in future.
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