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Abstract
This thesis describes atomic physics experiments performed using a micro-
fabricated photonic waveguide chip: a device that enables the interaction of
cold atoms with an array of 12 microscopic light beams emitted by optical
waveguides, inside a microscopic trench that has been cut into the chip,
across all of the waveguides. The chip uses standard cold-atom control
techniques along with readily available photonics technologies to provide an
integrated atomic physics device that is not ‘scalable’ so much as already
scaled.
We describe experiments where atoms are driven into the trench using
magneto-optical traps and magnetic traps. In the latter case, the large,
homogeneous magnetic ﬁeld that is present during the atom-light interaction
allows us to observe polarization-dependent eﬀects in absorption signals
from the trench.
Vacuum diﬃculties have limited the eﬃciency of rf-driven evaporative
cooling in our magnetic trap to 0.4 (with a ﬁnal phase-space density of
2× 10−5). To circumvent this issue, we have developed a novel evaporative
cooling process, in which a dimple potential, comprised of an optical trap
and a magnetic trap, is used to perform cycles of isentropic trap deforma-
tion and selective atom removal. Using this cooling process increases our
evaporative cooling eﬃciency to 1.2. Various other cooling strategies that
involve the dimple are also investigated. Using the dimple, we achieve a
phase-space density of 0.04.
Having cooled the cloud using the dimple, we move it into the trench and
measure absorption signals of 50%, much larger than those achieved previ-
ously. We investigate the possibility of producing microscopic optical dipole
traps in the trench by sending red-detuned light through the waveguides,
and show results of preliminary experiments looking at light shifts.
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1. Introduction
1.1. Atom chips
Atom chip research eﬀectively began with the proposal of microfabricated
particle mirrors that could reﬂect atomic or molecular beams. The ﬁrst
such mirror was demonstrated by Roach et al. in 1995, who observed cooled
rubidium atoms reﬂecting oﬀ the periodic magnetic structure generated by
recording sinusoidal signals onto a magnetic audio-tape[1]. Similar results
were achieved in subsequent experiments with permanent periodic magnetic
structures by Sidorov et al.[2], Hughes et al.[3] and Lau et al.[4].
The use of miniaturized permanent magnetic structures to trap and ma-
nipulate cold atoms was investigated by Vuletic et al. in 1998[5]. While
the ﬁeld provided by a permanent structure can be altered to an extent by
changing the bias ﬁelds, much greater ﬂexibility can be achieved by replac-
ing the permanent magnets with current carriers. This was demonstrated in
1998 by Forta´gh, Grossman, Zimmermann and Ha¨nsch, who used two adja-
cent wires of diﬀerent thicknesses to generate a long and thin region of low
magnetic ﬁeld, which was then able to capture and conﬁne cold atoms that
had been released from a nearby free-space magnetic trap[6]. Mu¨ller et al.
demonstrated that the magnetic ﬁeld from a pair of current-carrying wires
could be used to a form an ‘atom waveguide’, which guided cold atoms along
a curved path[7]. Similar techniques were investigated by Denschlag et al.,
who have examined the possibility of guiding atoms in high-ﬁeld-seeking
states[8].
In 1999 Reichel et al. realized the ﬁrst true ‘atom chip’ (although the
term was not coined until a similar experiment in 2000[9]), trapping atoms
using microfabricated conductors on a substrate surface, with the addition
of a reﬂective silver coating to allow for a mirror MOT from which atoms
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are loaded into the magnetic trap[10]. The mirror MOT conﬁguration helps
to avoid problems with optical access.
The magnetic traps that can be produced with atom chips can be gen-
erated with very high trapping frequencies due to the proximity of the trap
centre to the conductors. High frequency traps can produce high interatomic
elastic collision rates in trapped atom clouds, allowing for rapid, high ef-
ﬁciency evaporative cooling, which can be used to cool a trapped atom
cloud to degeneracy[11, 12]. This makes atom chips ideal for experiments
with Bose-Einstein condensates (BECs). Condensates produced using atom
chips were achieved in 2001 by the groups of Ott et al.[13] and Ha¨nsel et
al.[14], followed by the groups of Schmiedmayer[15], Zimmermann[16] and
Hinds[17, 18]. Aubin et al. succeeded in loading a degenerate Fermi gas of
40K atoms into an atom chip magnetic trap, by sympathetic cooling with
ultra-cold 87Rb atoms[19].
More generally, atom chips can be used to develop integrated, scalable
cold atom systems that have a varety of potential applications, such as
miniaturized atom interferometers[20, 21] and devices for quantum infor-
mation processing[22, 23]. There is also growing interest in the intersection
of cryogenics with atom chips, with several groups using atom traps with
integrated superconducting wires[24], which oﬀer the prospect of extremely
low noise environments and, potentially, coupled systems of BECs and su-
perconducting loops[25].
1.1.1. Photonic atom chips
Cavities on chips
An important feature for any cold atom experiment is a sensitive atom de-
tection system. We can further miniaturize atom chip systems, and make
them more self-contained, by integrating such detectors onto the chip. In
fact, miniaturizing the detectors can dramatically increase their sensitivity;
as shown in [26], microfabricated optical cavities can allow for single-atom
detection in the cavity mode, either by a measurable increase in the absorp-
tion of resonant light or by a measurable phase shift of oﬀ-resonant light. To
investigate this, Eriksson et al.[27, 28] constructed an array of optical micro-
cavities, formed by the plane tip of an optical ﬁbre (coated for reﬂectivity)
and 100 μm-diameter concave micromirrors. The micromirrors consisted
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of hollows that had been etched into a silicon substrate and then covered
with a 100 nm layer of gold to give a reﬂective surface. By dropping a cold
atom cloud through the cavity, the system was capable of detecting less
than one atom, on average[29, 30]. The authors note that the cavity does
not need to have a particularly high ﬁnesse if the beam waist is suﬃciently
small, as corroborated in a similar experiment by Haase et al.[31]. Other
groups have demonstrated atom detection via ﬂuorescence measurements in
microcavities[32], and optical atom traps in microcavities[33].
Microscopic beams
Although the enhanced atom-light coupling in cavities naturally provides
sensitive detection, we can build atom detectors that forgo the cavity en-
tirely, and rely solely on a small beam size. The eﬀectiveness of small beams
of resonant light to perform measurements on atom clouds can be shown
using some simple physics. If a beam of initial power P0 is directed through
an atomic sample, the power of the beam a distance l into the sample is
given by the Beers-Lambert law;
P = P0 exp(−αl), (1.1)
where α is the absorption coeﬃcient of the atomic sample, given by
α = nσabs, (1.2)
where n is the number density of the atoms and σabs is their absorption cross
section. If the light is resonant with an atomic electric-dipole transition of
wavelength λ and its intensity is much less than the saturation intensity of
the transition, σabs can be as much as
σabs =
3λ2
2π
. (1.3)
Assuming the light ﬁeld and atomic density are uniform in space n = Na/V ,
where Na is the number of atoms and V is the mode volume of the beam,
equal to lA where A is the cross-sectional area of the beam. We therefore
have
α = Na
σabs
A
, (1.4)
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indicating large α can be obtained with relatively small Na when A ≈ σabs.
As a result, if the absorption of a microscopic beam can be accurately
measured through a sample of atoms, the number of atoms in the mode can
be determined very precisely, even down to very low numbers.
Eriksson et al.[27] discusses a potential detector that makes use of this
eﬀect. Two ﬁbres are positioned inside V-grooves on a chip, facing each
other. The ﬁbres taper a few hundred micrometers from their tips, giving
a curved surface at the tip that focuses light leaving the ﬁbre to a waist
of 2.8 μm. This setup should give absorption signals of around 5% when a
single rubidium atom is in the beam. Two facing optical ﬁbres attached to
an atom chip were used by Quinto-Su et al. to send a 31 μm-waist beam
through a cloud of cold caesium atoms[34], measuring the linewidth of the Cs
D2 line at diﬀerent laser intensities. Tey et al. have demonstrated a single
trapped atom producing a 13% absorption signal, using a laser focused to
a waist of around 860 nm[35]. Several groups have investigated the use of
ﬁbres attached to chips to perform local measurements of the ﬂuorescence
emitted by a cold atom cloud[36, 37, 38, 39] — in some cases experimentally
demonstrating single-atom sensitivity.
In general, these ﬁbre chips are not as easily scalable as the microcavity
structures, due to the ﬁne alignment needed to get ﬁbre-to-ﬁbre coupling
and the diﬃculties encountered in attaching ﬁbres to chips[38].
1.2. Our waveguide chip
Our photonic chip, detailed in the next chapter, is the ﬁrst device to use
an array of microfabricated optical waveguides to both deliver microscopic
light beams to cold clouds of rubidium-87 atoms and receive light from the
atoms, creating an array of potential interaction regions, or ‘atom-photon
junctions’. These junctions allow for the investigation and exploitation of
the aforementioned beneﬁts of using microscopic beams. The beams that
propagate in the waveguides have a 1/e2 intensity radius of 2.2 μm, giving
them a mode area of comparable size to the atomic absorption cross section
of the D2 line of rubidium-87, which following equation (1.3) is around
0.3 μm2, given the 780 nm transition wavelength. Therefore the expression
Naσabs/A from equation (1.4) evaluates to 0.02Na for this system, suggesting
that we should be able to obtain around 2% absorption when a single atom
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is in the beam mode.
We measure this absorption by cutting a microscopic trench, 16 μmwide,
through all 12 waveguides. Light coupled into one of the waveguides will be
emitted as a 2.2 μm-waist beam into the trench. This beam then crosses
the trench and couples into the corresponding waveguide on the opposite
side of the trench with 85% eﬃciency. We can therefore place atoms in the
beam mode by moving trapped clouds into the trench.
The use of microfabricated waveguides written into the chip allows for
far more scalability in our photonic chip than is feasible with the ﬁbre chips
discussed above. This makes it ideal for potential applications in quantum
information processing[40].
1.3. Evaporative Cooling strategies
Preparing a cloud of rubidium atoms to interact with the microscopic beams
on our chip requires cooling the cloud to temperatures the order of 1 μK.
The 10−9 mbar vacuum pressure of our chamber means we cannot cool the
cloud eﬃciently using standard evaporative cooling processes (such as rf-
driven evaporation in a magnetic trap), so we have developed an alternative
cooling strategy based on the addition of an optical ‘dimple’ trap to our
magnetic trap.
Dimple potentials have been investigated by several other groups. Fol-
lowing the 1996 work of Pinkse et al.[41], in 1998 Wolfgang Ketterle’s group
demonstrated a way to cross the BEC transition in a reversible manner, by
adiabatically deforming their trapping potential to include a small dimple
region of lower potential[42]. This was shown to lead to a local increase in
phase space density (to an arbitrarily large degree, in principle) and with
an appropriate dimple depth could produce a condensate. The trap defor-
mation was achieved by overlapping an attractive optical dipole trap with a
magnetic trap. Garrett et al. have used a similar setup to produce a BEC in
a dimple without evaporative cooling, permitting study of non-equilibrium
condensate formation dynamics[43].
Basic single-beam optical dipole traps are not ideal for eﬃcient evap-
orative cooling, as decreasing the trap depth by ramping down the beam
power entails decreasing the collision rate of the trap. Several groups have
implemented dimple potentials as a means to circumvent this issue. In
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Innsbruck, Weber et al. have used a dimple to create a cesium BEC[44, 45],
starting with a large atomic reservoir in a weakly conﬁning crossed-beam
trap. Following some evaporative cooling down to around 1 μK (aided by
exploitation of a Feshbach resonance to increase the scattering length), the
trap was then intersected with a tightly focussed beam, creating a smaller
cigar-shaped dimple potential. The dimple beam was ramped on over sev-
eral seconds to ensure an adiabatic trap deformation, and captured around
10% of the atoms, increasing the phase space density by a factor of 10. The
loading of the dimple trap signiﬁcantly increases the collision rate, allowing
the remaining atoms to be eﬃciently evaporatively cooled.
Similar all-optical techniques have been used by Beauﬁls et al. to create
a chromium BEC[46], and by Jacob et al. to create a sodium BEC[47].
Jacob et al. note that a relatively short evaporative cooling process ap-
plied to their atomic reservoir rapidly loaded almost all of the atoms into
the dimple. Following the work of the Innsbruck group, Ma et al. have
investigated evaporative cooling dynamics for cesium in all-optical dimple
potentials using a numerical simulation [48, 49].
Dimple potentials have also been implemented in magnetic traps on
atom-chips. Proukakis et al. have suggested and modelled a chip with a Z
wire structure (as on our experiment) with an additional nano-fabricated
‘dimple wire’ crossing the central strut of the Z in the centre[50]. The mag-
netic ﬁeld produced by current through the dimple wire can generate a deep,
attractive dimple potential inside the Z wire potential. This potential could
then be used to examine the growth dynamics for 1-D quasicondensates,
with potential applications for atom lasers and atom interferometers. The
authors also suggest creating an on-chip dimple using the electrostatic forces
generated by an electrode of similar dimensions to the dimple wire placed
close to the Z wire. They brieﬂy consider the creation of such a dimple with
a dipole trap, noting the danger posed by the scatter of trapping light oﬀ
the chip surface, which has the potential to distort the trap.
Using a wire structure similar to that suggested in [50], Horikoshi et al.
have developed an atom chip based method for fast BEC production[51].
One signiﬁcant beneﬁt of using an all-magnetic approach is that rf evapo-
ration can be used throughout, allowing eﬃcient three-dimensional evapo-
ration inside and outside the dimple. The very high densities produced in
the dimple region do however result in high three-body collision loss rates
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towards the end of the evaporation ramp - mitigated here by relaxation of
the trapping potential. The authors speciﬁcally note that the high rate of
evaporative cooling in their technique lessens the need for ultra-high vac-
uum.
Lin et al. have demonstrated production of a rubidium BEC using a
combination of optical and magnetic traps[52], loading a quadrupole mag-
netic trap and ramping on an optical dipole trap (slightly oﬀset from the
trap centre) once the atoms in the magnetic trap are cool enough for Ma-
jorana spin ﬂips to become a signiﬁcant source of atom loss. As the atoms
adiabatically load from the linear quadrupole trap into the harmonic dipole
trap, the phase space density increases. Once the atoms have been loaded
into the dipole trap, the magnetic ﬁelds are ramped down to zero and the
remaining atoms are cooled in the now purely optical trap.
Comparat et al. have presented a theoretical study of evaporative cool-
ing using a dimple, focussing on the dimple potential being added to the
system non-adiabatically[53]. This results in heating as the atoms rether-
malize into the dimple, but the authors argue that the heating rate is only
marginally higher compared to that brought about by an adiabatically in-
troduced dimple, and that the non-adiabatic regime is ultimately preferable
as the loading occurs faster. The authors ﬁnd that small and deep dimple
potentials are good for maximising loaded atom number and phase space
density, and a characteristic loading time for the dimple is derived based
on the probability of an atom losing suﬃcient energy through collisions to
be captured by the dimple. This time is typically a few collision lifetimes
of the atoms in the reservoir. The authors suggest a strategy for evapo-
rative cooling of cesium with a dimple potential, although their strategy
focuses on methods to avoid issues with cesium cooling1 that are generally
not encountered with rubidium.
1.4. Content of this Thesis
When I started work on the waveguide chip experiment in October 2010,
the waveguide chip had been installed in a vacuum chamber, and absorption
1Such as excessive two-body and three-body losses, which the authors suggest can be
mitigated by ramping the size of the dimple potential. Weber et al. avoided these
issues by trapping atoms in the absolute ground state (F = 3,mF = +3), which
eliminates 2-body inelastic decay.
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signals had been measured that indicated the presence of 87Rb atoms inside
the trench. These signals were produced by moving an atom cloud held in
a magneto-optical trap into the chip. This work has been covered by the
theses of Matthias Kohnen[54] and Manuel Succo[55].
Chapter 2 of this thesis gives details of our waveguide chip and its fab-
rication, along with a description of the copper substructure that enables
magnetic trapping near the chip and a brief look at waveguide physics.
Chapter 3 covers the rest of the experimental apparatus; the laser setup,
characterisation of the magnetic ﬁelds generated by the copper substruc-
ture, and the vacuum setup. Our attempts to improve our vacuum pressure
are also covered in this chapter. Chapter 4 covers the initial experiments
in moving atoms into the trench, ﬁrstly with atoms from a magneto-optical
trap, and then with atoms from a magnetic trap. Chapter 5 describes our
attempts to eﬃciently cool trapped atom clouds, initially with rf radiation
and then by the introduction of an opto-magnetic dimple potential. Chap-
ter 6 returns the focus to the trench and waveguides, introducing the cold
clouds obtained with the dimple potential into the trench, and looking at
the possibility of generating in-trench optical dipole forces using red-detuned
light in the waveguides.
1.5. Coordinate System
As the work in this thesis centers around the waveguide chip, it makes sense
to use a coordinate system based on the structure of the chip. Figure 1.1
shows a simpliﬁed diagram of the chip. We deﬁne the z axis as being parallel
to the long axis of the trench. The x axis is parallel to the waveguides at
the trench, and the y axis is normal to the chip surface. The chip is oriented
horizontally, so that gravity acts only in y. This coordinate system is used
throughout the thesis.
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Figure 1.1.: A simpliﬁed diagram of the central region of our waveguide chip,
showing the coordinate system used throughout this thesis.
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2. The Waveguide Chip
This chapter covers the design and fabrication of the waveguide chip, and
the subchip structures attached to it. Some basic waveguide physics is also
discussed and the intensity distribution of the fundamental mode in our
waveguides is determined.
2.1. Design and Construction
The waveguide chip consists of a 3 cm× 3 cm silicon substrate, 500 μm thick,
with a 22 μm layer of silica deposited on top using ﬂame hydrolysis. 10 μm
beneath the surface of the silica, 12 optical waveguides have been written by
doping regions of the silica with germanium and boron, providing a 0.75%
higher refractive index than the surrounding silica, which has a refractive
index of 1.47.
A diagram showing the position of the waveguides on the chip is shown
in Figure 2.1. The waveguides have a centre-centre separation of 10 μm
at the trench and have a square 4μm × 4μm cross section, and fan out
towards the edges of the chip to allow for optical ﬁbres to be connected
to each waveguide using a V-groove structure. On top of the silica layer
there is a coating consisting of a 50 nm thick layer of chromium (needed
for bonding) and a 100 nm thick layer of gold, providing a reﬂective surface
layer. The photonics for the waveguide chip were manufactured at the
Centre for Integrated Photonics (CIP) in Ipswich, UK.
At the centre of the chip, a trench has been cut into the surface using
deep reactive ion etching. The trench is 22 μm deep, 16 μm across and
500 μm long, oriented perpendicular to the waveguides so that all 12 are
intersected. Light coupled into the waveguides on one side of the chip must
therefore propagate across the trench before it can be collected by the optical
ﬁbres connected to the other side of the chip.
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Figure 2.1.: A simpliﬁed diagram of the waveguide chip. Optical ﬁbres (gold)
couple light into the waveguides (red), which get closer together as they approach
the trench. Diagram taken from [55].
Cold atom clouds moved into this trench can therefore be measured and
manipulated by microscopic light beams entering and exiting the trench via
the waveguides. To achieve this, we need to be able to produce cold atom
clouds and have some means of moving them precisely into the trench. To
achieve this, the waveguide chip is supplemented by a ‘subchip’ just below
the silicon substrate. Figure 2.2 shows an exploded diagram of the full chip
setup as it is installed in the vacuum chamber.
The subchip is a collection of millimeter-scale shaped copper wires that,
given the appropriate current conﬁgurations, are able to generate tunable
magnetic trapping potentials close to the surface of the photonic chip, suit-
able for moving clouds into the trench. The thickness of the silicon substrate
sets a minimum separation between trap centre and wire structure, with
the result that high currents must be used if trap frequencies the order of
100 Hz are to be obtained in the vicinity of the trench. To prevent the re-
sistive heat dissipated in the wires from posing a threat to the glue securing
the V-grooves in place, we ﬁx the wires to a layer of Shapal which is in turn
ﬁxed to a large copper heatsink, using thermally conductive Epotek H74
epoxy adhesive. The Shapal layer provides electrical insulation between the
wires and the rest of the setup. The subchip wires also have large cross
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Figure 2.2.: An exploded diagram of the full chip setup mounted inside the
vacuum chamber, showing, from top to bottom: the waveguide chip, the subchip
wire structure (used to generate magnetic trapping ﬁelds near the chip), two
ribbon wires (which, carrying the same current, generate a mostly uniform ﬁeld
near the centre of the waveguide chip), a layer of Shapal for electrical insulation,
a U-shaped plate (used to generate a quadrupole ﬁeld near the chip, which we use
for magneto-optical trapping) and the copper heatsink. Diagram taken from [54].
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sectional areas to reduce resistance. There is also a U-shaped plate ﬁxed
to the heatsink, which is used to generate a quadrupole ﬁeld near the chip
for a magneto-optical trap. Further details of the subchip structure and
magnetic trapping in general are provided in Chapter 3.
2.2. Propagation of Light in Optical Waveguides
The physics of waveguide operation can be described by considering the
wave equation of an electromagnetic wave propagating through a medium;
∇2E(r, t)− n
2(r)
c2
∂2E(r, t)
∂t2
= 0, (2.1)
where E(r, t) is the electric ﬁeld strength and n(r) is the refractive index
of the medium. As the magnetic ﬁeld strength is governed by the same
wave equation, only the electric ﬁeld will be considered here for simplicity
- the magnetic ﬁeld can be derived from the electric ﬁeld using ∇×E(r) =
−∂B(r)∂t . In the steady state the time dependence of the ﬁeld can be separated
out such that E(r, t) = E(r)eiωt, reducing equation (2.1) to the Helmholtz
equation
∇2E(r) + k2n2(r)E(r) = 0, (2.2)
where k = ω/c is the wave number of the radiation. If the radiation propa-
gates in x, E(r) can be written
E(r) = E(y, z)eikxx, (2.3)
so that
∇2E(y, z) + (k2n2(y, z)− k2x)E(y, z) = 0. (2.4)
As stated, a waveguide can be constructed by increasing the refractive index
n(y, z) inside a thin channel. However, the mathematics of the system
can be greatly simpliﬁed by reducing the channel waveguide to a ‘slab’
waveguide, where the refractive index varies in only one dimension. Setting
this dimension to y and taking the wave to be polarised in z so that E = Ez,
and denoting the refractive indices inside and outside the waveguide by nI
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and nO respectively gives equations for E inside and outside:
d2
dy2
E(y) + (k2n2I − k2x)E(y) = 0 for |y| ≤
d
2
(2.5)
d2
dy2
E(y) + (k2n2O − k2x)E(y) = 0 for |y| >
d
2
(2.6)
where d is the width of the waveguide. For the solutions to be physical the
ﬁeld must vary sinusoidally inside the waveguide channel and exponentially
decay outside. This is why the refractive index inside the waveguide must
be greater - for a sinusoidal solution kn must be greater than kx, and for
an exponential solution kn must be less than kx. Therefore, nI must be
greater than nO. Setting α
2 = k2x − k2n2O and β2 = k2n2I − k2x, the solutions
to equations (2.5) and (2.6) can be written
E(y) = A cos(βy) +B sin(βy) for |y| ≤ d
2
(2.7)
E(y) = Ce−α|y| for |y| > d
2
(2.8)
where A, B and C are constants. As the refractive index layers are symmet-
ric in y, the solutions for E(y) must be either symmetric or antisymmetric.
Examining ﬁrst the symmetric modes whereB = 0, the solutions will be con-
tinuous in values and derivatives only if A cos(βd/2) = C exp(−αd/2) and
Aβ sin(βd/2) = Cα exp(−αd/2). Combining these two expressions gives
α = β tan(βd/2), (2.9)
and substituting for kx in the deﬁnitions of α and β gives
α =
√
k2(n2I − n2O)− β2. (2.10)
As a result, β can only take discrete values, determined by the transcen-
dental equation
β tan(βd/2) =
√
k2(n2I − n2O)− β2. (2.11)
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A similar line of reasoning gives the equivalent for the antisymmetric modes;
−β cot(βd/2) =
√
k2(n2I − n2O)− β2. (2.12)
The right hand sides of equations (2.11) and (2.12) show that for conﬁned
modes β cannot exceed k
√
n2I − n2O - at this point the solutions for α be-
come complex and the waveguide enters a ‘radiation mode’ where total
internal reﬂection no longer works and the wave is not conﬁned. This sets
an upper limit on the number of modes that can be supported by the waveg-
uide. The number of symmetric modes can be determined by noting that
β tan(βd/2) increases monotonically with β, therefore each zero crossing
point corresponds to one intersection with
√
k2(n2I − n2O)− β2. Zero cross-
ings in tan(βd/2) occur with a period of 2π/d, therefore the upper bound
to the number of symmetric solutions Ns is given by
Ns ≤ 1 +
k
√
n2I − n2O
2π/d
= 1 +
d
λ
√
n2I − n2O. (2.13)
The ﬁrst zero crossing of −β cot(βd/2) occurs at β = π/d, so the upper
bound to the number of antisymmetric solutions Na is given by
Na ≤ 1 +
k
√
n2I − n2O − π/d
2π/d
=
1
2
+
d
λ
√
n2I − n2O. (2.14)
Equation (2.14) shows that if dλ
√
n2I − n2O < 12 the waveguide does not
support any antisymmetric modes. However, following equation (2.13) the
waveguide must always support at least one symmetric mode, in the form
of the fundamental mode.
For the waveguides used in this experiment, d is 4 μm, nO is 1.47, λ
is 780 nm and nI is 0.75% larger than nO. Plugging these numbers into
the equations given above suggests that the waveguide supports two modes,
one symmetric and one antisymmetric. The values of α and β for the fun-
damental mode can be found by numerically solving equation 2.12, giving
1.4×106 m−1 and 5.9×105 m−1 respectively. Using these values in equations
(2.7) and (2.8) gives the intensity distribution (equal to 	0c|E|2) shown in
red in Figure 2.3b.
The slab model is attractively straightforward, but we can obtain a
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slightly more accurate picture by considering the problem in 2 dimensions
and solving equation 2.4 numerically. This can be done by expanding the
electric ﬁeld into a Fourier series, using the modiﬁed Fourier decomposition
method demonstrated by Hewlett and Ladouceur[56]. This method allows
us to accurately account for boundary conditions at inﬁnity by mapping the
inﬁnite z − y plane onto the unit square, using the transformation
z = az tan
[
π
(
u− 1
2
)]
, (2.15)
with some constant az and a similar transformation for y and v. Plugging a
series expansion in terms of u and v into equation 2.4 turns the diﬀerential
equation into an eigenvalue problem, which can be solved using standard
techniques[57]. The intensity proﬁle of the fundamental waveguide mode
found using the modiﬁed Fourier decomposition method is shown in Figure
2.3a, and compared with the slab model results and a Gaussian ﬁt in Figure
2.3b. The intensity proﬁle of the mode closely resembles a Gaussian proﬁle
with a 1/e2 radius of 2.17 μm.
The intensity proﬁle has been measured experimentally[54], using a CCD
camera to measure the proﬁle of the beam that exits the waveguide in
the far-ﬁeld and extrapolating back to ﬁnd the shape of the proﬁle in the
waveguide. These measurements suggest a 1/e2 radius of 2.2 ± 0.1 μm, in
agreement with the results from the calculations.
Modelling the waveguide mode as a Gaussian beam allows for simpler
calculations of quantities such as the transmission across the trench after the
beam has exited a waveguide, which can be determined by ﬁnding the mode
overlap at the opposite waveguide after the beam has propagated through
the 16 μm gap. The curvature of the wave front must be taken into account
in this calculation, which ultimately suggests a transmission of 85%.
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Figure 2.3.: (a) The intensity proﬁle of the fundamental waveguide mode as
found using the modiﬁed Fourier decomposition method. (b) The intensity proﬁle
in z (at y = 0) as found using the slab model (red) and the modiﬁed Fourier
decomposition method (black). A Gaussian ﬁt (blue) to the MFDM intensity
proﬁle has a 1/e2 radius of 2.17 μm.
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3. Experimental Setup
This chapter covers the experimental apparatus we use to generate cold
atom clouds to interact with the waveguide chip. The basic principles of
magneto-optical trapping are covered, followed by a description of the laser
setup we use to generate magneto-optical traps near the chip. We then
describe magnetic trapping on the chip, the vacuum setup, and our attempts
to improve the pressure in our main vacuum chamber. Figure 3.1 shows a
sketch of our experimental apparatus.
3.1. Magneto-Optical Trapping
The ﬁrst stage of any experiment involving the waveguide chip is to capture
a cloud of cold atoms in a magneto-optical trap (MOT). The atom species
we use is rubidium-87, chosen for its simple energy level structure and the
availability of laser diodes that have output wavelengths close to its D2 line,
around 780 nm.
Typically, free-space MOTs rely on 3 orthogonal pairs of counterprop-
agating, frequency-stabilised laser beams, intersecting at the central min-
imum of a quadrupole magnetic ﬁeld. If the polarization of the beams is
correctly conﬁgured, the light will drive transitions between the Zeeman
states of atoms depending on their velocity and position relative to the in-
tersection, conﬁning and cooling them. The ‘U-MOT’ used in the waveguide
chip experiment uses the reﬂective surface of the chip to reduce the required
number of beam pairs to 2[58, 59, 15]. A quadrupole ﬁeld is generated by
passing a current of about 80 A through a U-shaped plate in the subchip,
and adding a homogeneous bias ﬁeld of about 17 G in the X direction, gen-
erated using a pair of Helmholtz coils external to the vacuum chamber. A
diagram of our U-MOT is shown in Figure 3.2a.
The U-MOT is itself loaded with pre-cooled atoms from a low-velocity
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Figure 3.1.: A sketch of our experimental apparatus (as of October 2010)
showing the vacuum chamber setup and the path of the cooling light and imaging
light. The waveguide chip is mounted inside the main chamber, where we produce
a magneto-optical trap (MOT) which captures atoms from a low-velocity intense
source (LVIS). The LVIS is a second MOT with a hole in one of the mirrors so
that a beam of cold atoms is pushed through into the main chamber.
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Figure 3.2.: (a) A cross-sectional diagram of our rubidium-87 U-MOT. The
cooling and repump beams (red) intersect at the zero point of the magnetic ﬁeld
(black arrows) generated by the U plate and bias ﬁelds to produce a combined
cooling and trapping force on the atoms (yellow). (b) Energy level diagram for
the D2 transition (5
2S1/2 → 52P3/2) of rubidium-87. The red arrow shows the
cooling Fg = 2 → Fe = 3 transition addressed using the reference and tapered
ampliﬁer lasers, with several possible decays shown in blue. The cooling lasers
can also drive the Fg = 2 → Fe = 2 transition, so we also need to use a repump
laser, which drives the Fg = 1 → Fe = 2 transition shown in green.
intense source (LVIS), in the form of a free-space MOT with a higher cap-
ture velocity that collects atoms emitted by alkali metal dispensers which
have been subjected to resistive heating. The LVIS and dispensers are in a
vacuum chamber separate to that of the U-MOT, connected by a small hole
in one of the LVIS mirrors that allows transversely cold atoms to move from
LVIS to U-MOT. With 3-7 A running through the dispensers and around
100 mW of total LVIS light power and 35 mW of total MOT light power,
we load around 7× 107 atoms into the U-MOT over 2 s of loading time, at
a temperature of about 100 μK.
The lasers used to generate the two MOTs must therefore have a high
enough output power while remaining stabilised close to atomic transition
frequencies of the atoms being trapped. We use transitions in the hyperﬁne
structure of the D2 transition of rubidium-87, using Fg = 2 → Fe = 3 as
our cooling transition. The energy level structure of the D2 line is shown in
Figure 3.2b.
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3.2. Laser Setup
This section describes the laser system used to produce a MOT and perform
absorption imaging on the atoms, both in the trench and in the region close
to the chip.
3.2.1. Cooling light
A schematic diagram of our laser setup is shown in Figure 3.3. To generate
light stabilised at the frequency of the cooling transition, we use a home
made extended cavity diode laser (ECDL)[60, 61] designed in Littrow con-
ﬁguration to bring the linewidth below 1 MHz, suﬃciently small compared
to the natural 6 MHz linewidth of the transition. This laser is locked to the
cooling transition using polarization spectroscopy[62] and a standard lock-
ing circuit, and is then used to provide a reference for the cooling frequency.
The Reference Laser is used in conjunction with a commercial Toptica
TA100 module, consisting of an ‘DL100’ ECDL with an output power of
around 30 mW at a diode current of 90 mA, which is then ampliﬁed using a
tapered ampliﬁer chip driven at 2 A to give a ﬁnal output power of around
400 mW. A ‘monitor’ beam is split oﬀ from the ECDL and split into two
beams, one used for frequency monitoring via saturated absorption spec-
troscopy and the second overlapped with light from the reference laser. The
beat between the two laser frequencies is detected on a RF photodiode and
its frequency is compared to that of a tunable, local oscillator controlled
by an external voltage. By altering this external voltage we can therefore
control the diﬀerence in frequency between the lasers. Using a side-of-ﬁlter
technique[63] we lock the TA100 frequency to about 80 MHz higher than
the cooling transition frequency. The TA100 frequency is then shifted down
towards the transition using an AOM. This system allows us to tune the
laser frequency to the cooling frequency ±40 MHz. The frequency-stabilised
400 mW beam from the TA100 is split into 300 mW and 100 mW beams
for the LVIS and MOT respectively. These beams are both passed through
acousto-optic modulators to permit fast switching and then injected into
single-mode, polarisation maintaining ﬁbres which bring the light to the vac-
uum chamber, where they are further split into counterpropagating pairs.
Injecting the light into ﬁbres serves to improve the beam quality, as well
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Figure 3.3.: Diagram of the laser setup for this experiment.
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as decoupling the alignment of the TA100 output beam from that of the
beams in the chamber. The shape of the beam before it is injected into the
ﬁbre is crucial to eﬃcient injection, and is very sensitive to the alignment
of the DL100 beam into the ampliﬁer crystal. The alignment that produces
the optimal beam shape does not coincide with the alignment that produces
the highest overall TA100 output power, meaning a ﬁne balance must be
achieved between beam shape and power to ensure a high power is injected
into the ﬁbre.
3.2.2. Repump Light
As shown in Figure 3.2b, the cooling transition is not closed, as atoms can
decay to the Fg = 1 state through inadvertent excitation of the Fg = 2 →
Fe = 2 transition, removing them from the cooling cycle and ultimately
losing them from the MOT. This necessitates the addition of a second set of
‘repump’ beams resonant with the Fg = 1 → Fe = 2 transition which pump
atoms back into the cooling cycle if they escape. The repump light is gen-
erated by two ECDLs in a master-slave conﬁguration. Using polarization
spectroscopy, the master laser is locked to the Fg = 1 → Fe = 0, 1 crossover
transition, about 80 MHz above the repump transition, and is aligned di-
rectly into the slave laser diode (which is run at around 80 mA) to produce
a beam of suﬃcient power. The slave laser light is then shifted down to
the repump frequency using an AOM, before being injected into a ﬁbre and
ﬁnally split up into two beams of about 2 mW, which are overlapped with
both MOT and LVIS beams at their ﬁbre outputs.
3.2.3. Detection Light and Optical Pumping Light
To perform absorption imaging of atoms in the chamber and the trench,
the unshifted zero order light from the LVIS beam’s AOM is directed into
another AOM which shifts it to the atomic resonance. This beam is then
split into three beams, each of which is attenuated using a neutral density
ﬁlter before being coupled into an optical ﬁbre. One of these ﬁbres is used to
bring light to the optical ﬁbres connected to the waveguide chip. Two bring
light to the vacuum chamber, where they are expanded. One is directed
through the vacuum chamber, oriented horizontally along the Z direction
parallel to the chip surface. Upon leaving the vacuum chamber the beam
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is directed into a CCD camera. The other imaging beam is directed up at
the chip in the X-Y plane, 45 degrees from the horizontal. After reﬂecting
oﬀ the chip surface this beam is also measured using a CCD camera. By
comparing the transmission measured on the CCD between two pulses, one
with atoms trapped (or just released) and one 0.25 s after their release, we
can map the optical density of the cloud and hence determine the number
and distribution of atoms.
Optical pumping light is used to pump atoms into the Fg = 2, mF = +2
Zeeman state suitable for magnetic trapping, through repeated cycles of σ+
excitation and spontaneous decay. We achieve this using a homogeneous
‘director’ magnetic ﬁeld and circularly polarised light resonant with the
Fg = 2 → Fe = 2 transition. The light is split oﬀ from the reference
laser beam and directed through a double pass AOM to shift the frequency
down by 246 MHz, at which point it is 20 MHz to the blue of the pumping
transition (the blue detuning is necessary because of the Zeeman shift caused
by the director ﬁeld). The light is then injected into the ﬁbre that carries the
Z axis imaging light, overlapping the two beams as they enter the chamber.
3.3. Magnetic trapping
Magnetic traps conﬁne atoms by making use of the Zeeman shift, caused
by the interaction between an external magnetic ﬁeld B(r) and the coupled
magnetic moments of the atom’s nucleus and electrons, giving rise to an
interaction potential Uint:
Uint(r) = −μ ·B(r), (3.1)
where μ is the magnetic moment of the atom. Following this, an atom in
hyperﬁne state |F,mF〉 has its energy level EF shifted such that:
EF(r) = EF,|B|=0 + gFμBmF|B(r)|, (3.2)
where gF is the Lande´ g-factor and μB is the Bohr magneton. As a result,
the atom is subject to a force F;
F(r) = −gFμBmF∇|B(r)|. (3.3)
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Atoms with positive values of gFmF are therefore attracted to regions of
low |B|, and atoms with negative gFmF are attracted to high |B|. However,
static local maxima in |B| are impossible in free space regions where there
are no electric currents, due to Earnshaw’s Theorem[64]. Magnetic trapping
is therefore exclusively achieved using ‘low-ﬁeld-seeking’ atoms, with posi-
tive gFmF. The sign of the Lande´ g-factor gF is determined by the hyperﬁne
state of the atom, and the sign of the z component of the spin mF can be
set by optical pumping.
It is worth noting that equation (3.2) only holds when the Zeeman shift
is small compared to the hyperﬁne splitting - in a strong magnetic ﬁeld the
coupling between the electronic and nuclear angular momentum is disrupted
and the energy shift is no longer linear in |B(r)|. For the experiments
covered in this thesis, however, the weak-ﬁeld approximation of the shift is
suﬃcient.
There is a general problem encountered by all traps using a magnetic
ﬁeld minimum with low-ﬁeld-seeking atoms. If there is a region where |B|
is suﬃciently small, the centre-of-mass oscillation frequency of the trap be-
comes comparable to the frequency at which the atom’s magnetic moments
precess about the direction of the magnetic ﬁeld. In this situation the so-
called ‘adiabatic approximation’ is violated, as the magnetic dipole is no
longer aligned with the local ﬁeld at all times. This allows the atom to
undergo a Majorana spin-ﬂip from a low-ﬁeld-seeking state to a high-ﬁeld-
seeking state, resulting in its ejection from the trap. As a result, all magnetic
trap experiments must either ensure that no regions of suﬃciently low |B|
are present, or take steps to ensure that no atom can reach the region of
low |B| (this can be achieved by ‘plugging’ the low-|B| region with a blue-
detuned laser beam that repulses the atoms[11], or by rapidly moving the
trap so that the atoms experience a time-averaged potential with no points
of zero |B|[65]).
3.3.1. Two Magnetic Trap Geometries
The simplest form of magnetic trap is the quadrupole trap, which can be
generated by a pair of Helmholtz coils with opposing currents. The ﬁeld of
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a quadrupole in the vicinity of the trap minimum is given by
B = B′
⎛
⎜⎝
x
y
−2z
⎞
⎟⎠ , (3.4)
where B′ is the magnetic ﬁeld gradient along the x and y axes (the gradient
along z must be -2B′ to satisfy ∇ · B = 0), and the z axis coincides with
the axis of the two coils and therefore constitutes an axis of cylindrical
symmetry. Following this, the magnitude of the ﬁeld varies as
|B|2 = (x2 + y2 + 4z2)1/2 . (3.5)
As a result the quadrupole trap is susceptible to Majorana spin ﬂip losses,
as |B| = 0 at the centre of the trap.
The Ioﬀe trap is a static trap conﬁguration that does not have a |B| = 0
point. The standard macroscopic Ioﬀe trap uses two Helmholtz coils with
parallel currents, along with four current-carriers arranged symmetrically
around the axis of the coils, each carrying a current opposing that of its
nearest two neighbours[66]. A diagram of the currents used in the Ioﬀe
trap is shown in Figure 3.4. This conﬁguration generates a cylindrically
symmetric ﬁeld, which near the centre of the trap is given by
B = B0
⎛
⎜⎝
1
0
0
⎞
⎟⎠+B′
⎛
⎜⎝
0
−y
z
⎞
⎟⎠+ B′′
2
⎛
⎜⎝
x2 − 12
(
y2 + z2
)
−xy
−xz
⎞
⎟⎠ , (3.6)
where x is the axis of the coils and B0 is a bias ﬁeld. For x 
√
B0
B′ and y,
z  B0B′ the magnitude can be approximated by
|B| ≈ B0 + B
′′
2
x2 +
1
2
(
B′2
B0
− B
′′
2
)
r2, (3.7)
where r2 = y2 + z2. The trap provides radial as well as axial harmonic
conﬁnement, and |B| is always greater than or equal to B0, avoiding any
point of zero ﬁeld in the trap.
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Figure 3.4.: A diagram of the currents needed to produce a Ioﬀe trap.
3.3.2. Microfabricated Magnetic Trapping Structures
Both quadrupole and Ioﬀe traps can be generated using planar wire layouts.
The underlying principles of wire traps can be illustrated by considering the
trap created by a single thin wire and a bias ﬁeld. The ﬁeld due to a wire
oriented along the z axis is given by
B =
μ0I
2π
1
x2 + y2
⎛
⎜⎝
−y
x
0
⎞
⎟⎠ . (3.8)
A local minimum in |B| can be created if a uniform bias ﬁeld is projected
perpendicular to the wire such that
B =
μ0I
2π
1
x2 + y2
⎛
⎜⎝
−y
x
0
⎞
⎟⎠+Bbias
⎛
⎜⎝
1
0
0
⎞
⎟⎠ . (3.9)
This has a point of zero ﬁeld, which can be removed by adding a ﬁeld Bz
oriented in the z axis. The magnitude of the ﬁeld is then given by
|B|2 = μ0I
2π
1
x2 + y2
⎛
⎝(2π (x2 + y2)Bbias
μ0I
− y
)2
+ x2
⎞
⎠+B2z . (3.10)
This has a minimum in the xy plane at x = 0, y = μ0I/2πBbias. This is
eﬀectively the potential used by Ha¨nsch et al.[6] in their early wire trap
experiment — a thicker wire generated a relatively uniform bias ﬁeld across
the ﬁeld of a thinner wire, with axial conﬁnement provided by a pair of
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coils. The resulting trap was found to be mostly cylindrically symmetric
and resembled a Ioﬀe trap.
Alternatively, axial conﬁnement can be integrated into the structure by
bending the wire into a ‘U’ or ‘Z’ shape. These layouts are shown in Figure
3.5a. In both U and Z conﬁgurations axial conﬁnement is provided by the
wires positioned at the ends of the central wire. The symmetric U conﬁg-
uration generates a quadrupole ﬁeld above the chip, centered on the axis
of symmetry between the two end wires which generate opposing magnetic
ﬁelds, as used for our MOT. The Z conﬁguration generates a Ioﬀe trap, with
a non-zero trap bottom at the centre due to the contribution from the two
parallel end wires. The ﬁelds generated by the two trap conﬁgurations are
shown in Figures 3.5b and 3.5c.
Equation (3.8) demonstrates one of the most signiﬁcant advantages of
atom chips over macroscopic trapping systems. The magnitude of the mag-
netic ﬁeld of a single thin wire is given by |B| = μ0I/2πr where r2 = x2+y2,
so the gradient varies as r−2 and the curvature varies as r−3. This is how
wire traps allow extremely high trap frequencies - as the bias ﬁeld is in-
creased relative to the wire ﬁeld, and the trap centre approaches the wire,
both the gradient and curvature grow rapidly.
While the trap’s proximity to the wire allows high trap frequencies it
does introduce a potential problem - the shape of the trap is now strongly
dependent on the direction and magnitude of the current in the wire. In
practice, the wire can contain small defects[67, 68] (often due to the fabri-
cation process), which can cause undesirable deviations in the direction of
current ﬂow. The contributions to the wire’s magnetic ﬁeld caused by these
deviations average out at larger distances but can introduce ‘corrugation’
into the potential when the trap is close to the wire[69]. This can cause the
cloud to fragment, causing atom losses and preventing realization of some
of the more elusive objects studied on atom chips, such as Tonks-Girardeau
gases[70]. To prevent this, Trebbia et al. have employed a system remi-
niscent of the TOP trap[65], where rapid modulation of the wire current
generates a time-averaged potential which can average out defects[71].
Following equation (3.8), the maximum conﬁnement and trap-to-wire
distance that can be achieved is dependent on the maximum current. This
introduces a potential limitation of atom chips — at high currents excessive
resistive heating can occur, heating up the wires and the surrounding com-
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Figure 3.5.: (a) Wire layouts for the U and Z magnetic trap structures. In each
case the trap is generated above the wire (in the +y direction). (b) and (c) show
the shapes of the magnetic traps created with the U and Z wires respectively. In
both cases the central strut of the wire lies on the z axis and is carrying a current
of 50A, and |Bbias| = 50 Gauss. For the Z wire |Bz| = 1 Gauss, raising the trap
bottom so there is no point of zero ﬁeld and Majorana spin ﬂips can be avoided.
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ponents of the atom chip with potentially damaging results. The danger is
exacerbated by the possibility of ‘runaway’ heating if the current exceeds
a certain critical value - the resistivity of the wire increases with temper-
ature, leading to more resistive heating and ultimately an exponential rise
in temperature. As a result, the wires must either only be used at safely
low currents, or be placed in thermal contact with a heatsink large enough
to dissipate the heat faster than it can build up. The dangers of heating
provide another reason to ensure the wire is fabricated to high quality and
installed correctly - if there are defects in the wire or in its thermal contact
with the heatsink, the wire will heat at that point faster than elsewhere and
thus damage will occur at currents far below the predicted safe upper limit.
3.3.3. Magnetic Trapping on the Waveguide chip
Trap Structure
To ﬁt a cylindrical cloud of trapped atoms into the trench of the waveguide
chip, the wire structure includes a Z-shaped wire with the central strut
parallel to the trench. With a pair of straight wires just beneath the main
wire structure capable of generating a relatively uniform bias ﬁeld near the
chip, a Ioﬀe shape trap can be generated in the vicinity of the trench.
As stated in Chapter 2, high currents must be used to obtain trapping
frequencies the order of 100 Hz near the trench. Running a current of
approximately 50 A through both the bias and Z wires produces a trap
around 0.5 mm above the trench (1 mm above the Z wire). By applying a
bias ﬁeld parallel to the long axis of the trap we can control the trap bottom
and radial frequency of the trap — with a 17 G ﬁeld the trap has a central
ﬁeld of about 7 G, with a depth of a few millikelvin and a radial frequency
of about 170 Hz. The large cross sectional areas of the wires mean that
the width of the wire is comparable to the trap-wire separation, meaning
that models of the magnetic ﬁeld that approximate the wires to be inﬁnitely
thin give inaccurate results. More accurate results can be obtained using
a ‘ﬁlament model’ where large wires are approximated by sets of inﬁnitely
thin wires, or by using ﬁnite element analysis.
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Experimental Observations
Once the U-MOT has been loaded with around 7 ×107 atoms, the centre of
the quadrupole ﬁeld is shifted by ramping the bias ﬁelds over about 200 ms
to move the MOT to the position of the magnetic trap. By shifting the
frequency of the MOT light by 30 MHz to the red for 4 ms the cloud is
cooled to about 50 μK, at which point the MOT ﬁelds are switched oﬀ and
the atoms are subjected to optical pumping to drive them into the low-ﬁeld
seeking mF = +2 substate. With a director ﬁeld of 11 G oriented in the
z direction, we ﬁnd optimal optical pumping occurs with a 0.2 mW pulse
of Fg = 2 → Fe = 2 light that lasts for 2 ms, at which point the magnetic
trap ﬁelds are switched on. Longer pulses of optical pumping light result in
higher numbers of atoms being pumped, but this must be balanced against
atom loss as the untrapped atoms move away from the capture volume of
the magnetic trap.
This procedure results in around 2.5 ×107 atoms being captured by the
magnetic trap. Subsequent thermalization of the atoms causes some to es-
cape from the trap, reducing the number to 1.7 ×107 by around 1.3 s. Once
the trap has thermalised, the cloud has a temperature of 100 μK, as de-
termined by measuring time-of-ﬂight expansion. Background gas collisions
then act as the dominant loss mechanism, giving the trap a pressure-limited
lifetime of 5.0 s. The eﬀects of these two loss mechanisms are shown in Fig-
ure 3.6.
3.4. Vacuum Setup and Diﬃculties
Cold matter experiments generally use evaporative cooling techniques to
eﬃciently cool atom clouds. These techniques involve selective removal of
the atoms in the cloud with the highest energy, typically by truncating the
trap at a certain energy level, reducing the average energy of the cloud.
If the cloud is then given suﬃcient time for each atom to undergo a few
elastic interatomic collisions, the energy will be redistributed according to
the equilibrium Boltzmann distribution of the potential, increasing the frac-
tion in the lowest energy levels and decreasing the fraction in the highest
energy levels. Therefore, by reducing the truncation level slowly enough
to allow the cloud to stay close to the equilibrium energy distribution, the
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Figure 3.6.: The number of atoms held in the magnetic trap (black) as a
function of hold time with exponential decay curves ﬁt to the various loss rates
due to rethermalization (red and blue) and background gas collisions (green).
phase-space density of the cloud can be substantially increased.
However, the increase in phase space density is counteracted by the
exponential decay in atom number resulting from the background gas col-
lisions mentioned in Section 3.3.3. If the background loss rate is too high
relative to the interatomic collision rate, the truncation level cannot be low-
ered slowly enough to keep the highest energy levels depopulated without
signiﬁcant atom loss occurring across all energy levels. This serves to re-
duce the maximum eﬃciency of the process. The interatomic collision rate
of our magnetic trap as described in Section 3.3.3 is comparable to the
background loss rate, meaning that we cannot achieve eﬃcient evaporative
cooling using the current setup. As the background loss rate is proportional
to the pressure inside the vacuum chamber, if the pressure can be reduced
we would expect to see a slower background loss rate and thus a higher
maximum eﬃciency for our evaporative cooling process. The pressure in
our chamber is 1.7 × 10−9 Torr as measured using a nude Bayard-Alpert
gauge, much higher than the pressures achieved in other cold atom experi-
ments using vacuum equipment similar to ours. Further details of our work
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on evaporative cooling for this experiment are given in Chapter 5.
3.4.1. Improving the Vacuum
When I joined the experiment in 2010, the main chamber and the LVIS
chamber were both pumped by ion pumps, which have eﬀective in-chamber
pumping rates (taking into account the limited conductance of the connect-
ing pipes) of around 2.4 l/s for N2, which should be capable of pumping the
6.3 litre system to pressures well below 10−9 Torr. The fact that the pressure
remains above 10−9 Torr indicates that either there is a small leak in the
system, or one of the components of the internal setup has a high outgassing
rate. As the system was leak-checked when assembled the outgassing possi-
bility was examined ﬁrst, with several possible causes identiﬁed; the coating
of the optical ﬁbres connected to the chip, the H74 glue used to hold the
chip components together and the Epotek OG116 glue on the V-grooves
used to couple the optical ﬁbres to the waveguides.
To investigate these candidates we assembled a ‘test chamber’, separate
from the main experiment’s vacuum system. The test chamber consists of
an empty, windowless stainless steel vacuum chamber, similar in size and
shape to the one used in the main experiment. The chamber is connected
to a 40 l/s ion pump (through a pipe of conductance similar to the one in
the main chamber) and an ion gauge, and sealed oﬀ from atmosphere with
a valve. A schematic diagram of the setup is shown in Figure 3.7a.
When the valve is opened the system can be pre-pumped by a Ley-
bold TW70H turbomolecular pump with a pumping speed of 60 l/s, with a
roughing line provided by a Leybold DiVac 2.5VT diaphragm oil-free pump.
The pressure at the inlet ﬂange of the turbo pump is monitored with a cold
cathode gauge. Once the chamber had been assembled it was baked at
around 100◦C for 5 days, reaching a pressure of 7 ×10−10 Torr 3 days after
the baking was turned oﬀ. Higher temperatures would be preferable and
would shorten the necessary baking time and probably ultimately result in
a better vacuum. However, the baking temperature was chosen to resem-
ble that used for the main experiment’s chamber, which has its maximum
temperature limited by the glass transition temperature of the glue used
to couple the optical ﬁbres into the chip waveguides. Following baking the
chamber was vented on nitrogen and opened, and a 24 m-long optical ﬁbre
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was placed inside in order to test the outgassing rate of the ﬁbre coating.
This had a surface area of 188cm2, around 10 times the area of the coating
present in the main experiment’s vacuum chamber. Then the chamber was
baked and pumped down again, and a pressure rise test was performed.
This consisted of switching oﬀ the ion pump and measuring the increase in
pressure on the ion gauge as a function of time. This process was repeated
for a sample of 5.6 g of H74 glue, glued between 6 copper plates to try to
replicate the conditions in the main chamber, and then for 2 V-groove sets
with ﬁbres glued in (but with the ﬁbre lengths extending out of the grooves
cut oﬀ). The pressure increase rate dPdt was modelled using
V
dP
dt
=
∑
i
Qi exp
(
− t
τi
)
+Qleaks, (3.11)
where V is the test chamber volume, τi is the equilibration time constant
of the outgassing from material i and Qi is the initial gas load from that
material. The gas load due to leaks is constant, whereas those of the other
sources are eventually balanced out by surface readsorption. Equation 3.11
solves to
P (t) = P0 +
∑
i
Qiτi
V
[
1− exp
(
− t
τi
)]
+
Qleak
V
t, (3.12)
where P0 is the initial pressure. The gas loads Qi are given in Torr.l/s. The
gas load from outgassing for the ﬁbre coating qﬁbre is deﬁned as outgassing
rate per surface area, such that qﬁbre =
Qﬁbre
A where A is the surface area.
The gas load from the H74 glue is deﬁned as outgassing rate per unit mass,
such that qglue =
Qglue
mglue
where mglue is the mass of the glue. For comparison,
pressure rise tests were also performed for an empty chamber and the main
experiment chamber. Equation 3.12 was ﬁtted to the ﬁve pressure rise
curves, as shown in Figure 3.7b. Values for the various qi were inferred from
the ﬁts; qﬁbre was found to be (2.4±0.3)×10−11 Torr.l.s−1.cm−2 and qglue was
found to be (5.7± 0.1)× 10−10 Torr.l.s−1.g−1. The outgassing per V-groove
was measured to be 4.1± 0.1)× 10−10 Torr.l.s−1. Using these qi values with
the quantities in the main chamber to estimate the outgassing rate
∑
Qi in
the main chamber gives a total rate of 3.2 ×10−9 Torr.l.s−1, lower than the
measured value of 4.7 ×10−9 Torr.l.s−1. The main experiment may have a
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Figure 3.7.: (a) The experimental setup used to investigate the outgassing of the
various chip components. (b) Pressure rise test results as measured with an ion
gauge along with ﬁts for the main experimental chamber (yellow) and the test
chamber containing ﬁbres (black), glue (blue), V-grooves (red) and nothing
(green).
higher gas load because of the repeated heating of the setup — during a
typical experiment the Z and bias wires will carry 50A, which over a series
of experiments can heat the system to around 40◦C. The higher pressure
may also indicate the presence of a leak. However, a thorough leak test of
the system using helium did not reveal any.
If the glue and ﬁbres are the source of the high pressure, the gas load
in the system is likely to be composed primarily of organic molecules. The
addition of a cold ﬁnger to the system should help reduce the pressure, as
cold ﬁngers have been shown to be eﬀective at removing high-mass particles
from vacuum systems. A preliminary test of a cold ﬁnger on the test vac-
uum chamber (now empty) reduced the pressure from 2.3×10−9 to 7×10−10
Torr. Unfortunately, the cold ﬁnger had little eﬀect on the pressure of the
main chamber, reducing the pressure by only 10−10 Torr. A non-evaporable
getter pump has also been installed on the system, but again without any
signiﬁcant eﬀect on the pressure.
To learn more about the high pressure the gas contents of the main
vacuum system were examined using a residual gas analyser (RGA). The
RGA was installed as part of a hose system with a turbo pump, connected
to the valve that seals oﬀ the main chamber. The mass spectrum of the
baked hose system outside the valve showed signiﬁcant partial pressures
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of H2, H2O, N2 and CO2, at an overall pressure of 10
−7 Torr. Once the
valve was opened and the RGA could detect gases from the main chamber,
an overall reduction in pressure by a factor of 2 was observed in the hose
system. No additional peaks were detected, but the H2O peak reduced
less than would be expected given the proportional volumes of the sealed
and open systems. This suggests some water is present in the system, and
this may be contributing to the gas load. This suggests the temperature
at which the system was baked was not high enough - unlike most vacuum
setups the temperature had to be limited to around 100◦C to prevent the
OG116 glue on the V-grooves from losing viscosity and disrupting the ﬁbre
coupling. To compensate for the lower temperature the system is baked for
two weeks, but this may not have been long enough. Attempts to further
bake the system by leaving the chip at 60◦C every weekend for 2 months
did not show any eﬀect on the pressure, however.
To improve the chamber pressure it may be necessary to redesign the
chip, with a design that maintains heat conduction between the components
while minimising the amount of glue required. It may also help to strip the
coatings from the ﬁbres inside the vacuum chamber.
43
4. Experiments in the Trench
Chapter 3 describes the various ways in which we can prepare cold atom
clouds near the chip, using MOTs or magnetic traps. To get atoms to
interact with the waveguides written in the silica, we need to move them
into the trench situated in the centre of the chip. This chapter discusses the
introduction of detection light into the trench, the experimental procedures
that produced the ﬁrst in-trench absorption using atoms from a MOT, and
subsequent experiments using atoms from a magnetic trap.
4.1. Sending detection light through the chip
Section 3.2 describes our laser setup. The light to be used in the waveguides
is split oﬀ from the LVIS MOT light and sent through an AOM that allows
us to tune its frequency, and a mechanical shutter. It is then coupled into a
ﬁbre that delivers the light close to the main vacuum chamber, where it is
emitted from the ﬁbre and split into three using 50:50 beamsplitters. Each
of the three beams can then be attenuated as needed using neutral density
ﬁlters, before being coupled into a ﬁbre which has been spliced1 to a ﬁbre
connected to the chip. The detection light is split into three to allow us to
easily change which chip ﬁbre it enters — currently, we can only use one
ﬁbre at a time, so when performing experiments we block the light from
entering the other two.
These ﬁbres enter the vacuum chamber via Teﬂon ferrules (similar to
those used in [72]) and are then coupled to the waveguides using V-groove
assemblies glued to the side of the chip. Details on the alignment of the
V-groove assemblies and early waveguide tests are given in [54].
The total transmission across the chip varies by ﬁbre and ranges from
1Using an arc fusion splicer.
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1–6.5%, signiﬁcantly lower than expected given that on test chips the trans-
mission was around 35%. In practice, it was found that part of the subchip
prevents the V-groove assembly on one side of the chip from optimal align-
ment, so we believe that most of the loss occurs at this interface.
The microscopic size of the detection beams inside the trench poses
a problem, because high-intensity resonant light can saturate an atomic
transition, causing a drop in absorption. For the |F = 2,mF = +2〉 →
|F = 3,mF = +3〉 transition that we use for detection, the saturation in-
tensity Isat = 1.67 mW/cm
2. Since the spot size of the beam is expected
to be 2.2 μm, this corresponds to a power of about 120 pW. To avoid a
signiﬁcant drop in absorption we aim for intensities around 0.1Isat, so we
need to have about 12 pW in the trench. Assuming that the drop in trans-
mission is relatively constant across the chip assembly, around 3 pW at the
ﬁbre output should correspond to 12 pW in the trench. We attenuate to
this power using neutral density ﬁlters.
Powers the order of picowatts are diﬃcult to measure using a standard
photodiode, so we measure the light exiting the chip with a single-photon
avalanche photodiode (APD). Powers of 3 pW correspond to photon count
rates of about 12/μs, which will be reﬂected as 10/μs on the APD given
the dead time of 32 ns. When the detection light is not on, we measure a
count rate of around 0.01/μs. To get a zero-light count rate this low, we
had to block out as much ambient light as possible, which entailed covering
the seams of the APD case with black tape and covering the entire device
with matte black cloth.
4.2. Absorption signals from a MOT
The ﬁrst signals of atoms entering the trench were achieved using the U-
MOT. After 2 s of loading, the MOT contains around 7×107 atoms around
3 mm from the chip. By ramping down the current in the U plate we can
move the trap centre into the chip.
The exact position of the trench can be found by sending non-attenuated
detection light through the waveguides2. Some of the light scatters out of
the trench, making it visible on the CCD camera we use to measure the 45◦
imaging beam (see Section 3.2.3). We steer the MOT cloud towards the
2With the APD switched oﬀ to prevent damage.
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trench in the x and z directions by adjusting the bias ﬁelds during the U
plate ramp, measuring how the cloud moves using the 45◦ imaging system.
The MOT light and trap currents are switched oﬀ as the cloud approaches
the trench, with the momentum of the atoms carrying them upwards into
the trench.
Atoms in the trench were detected by coupling the detection light into
the 5th waveguide, near the centre of the trench, and opening the detection
light shutter around 30 ms before the cloud hits the chip and measuring the
transmitted power on the APD as a function of time. As the cloud reaches
the chip we measure a small (< 1%) drop in transmission, indicating that
some of the light is being scattered by atoms in the trench. This drop in
transmission is shown in Figure 4.1a. The drop lasts for about 1 ms, and
is only visible against the intensity noise after the signal has been averaged
around 20 times. By measuring the maximum absorption in a signal as
a function of various ramp parameters we can increase the absorption to
around 1.2%.
Aside from the position of the cloud, the most important parameter was
the speed of the ramp, as shown in Figure 4.1b. Faster ramps produce much
larger signals than slower ones, suggesting that slow ramps allow too many
atoms to hit the room temperature chip surface, causing them to be ejected
from the trap.
4.2.1. Absorption Analysis Algorithm
Graphs of in-trench absorption such as Figure 4.1b have been produced
using an analysis algorithm that can be used to automatically obtain the
magnitude of the absorption from APD traces, such as the one shown in
Figure 4.1a. This algorithm checks that the trace was measured correctly,
then corrects the count rate to account for the APD dead time (32 ns) using
the formula
Corrected count rate =
R
1−R× (32 ns) , (4.1)
where R is the uncorrected count rate. The trace is then smoothed using the
Hann window function[73] — traces with lower signal-to-noise ratios require
more smoothing (i.e. larger windows) to give accurate results. The absorp-
tion is then determined by ﬁnding the time of lowest count rate (within a
user-deﬁned ‘signal region’), and comparing this count rate with the back-
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Figure 4.1.: (a) The drop in transmission across the chip we observe as the MOT
cloud hits the trench, as measured on the APD. Atoms from the cloud enter the
trench at around 30 ms, absorbing some of the detection light. There is a second
drop at 35 ms that is caused by a mechanical shutter on the experiment closing,
not the presence of atoms in the trench. This graph shows the average of results
from about 50 separate experiments. (b) The absorption as a function of cloud
movement speed. Slower entry speeds result in more atoms hitting the room
temperature chip surface instead of entering the trench, ejecting them from the
trap and reducing the overall absorption.
ground count rate, which we obtain by repeating the same experimental
procedure, except with the initial MOT loading disabled.
This algorithm will, in the absence of a genuine absorption signal, return
an absorption magnitude proportional to the noise on the signal, which itself
is proportional to the square root of the number of averages taken, hence the
0.2% ‘background’ absorption visible on Figure 4.1b. The magnitude of a
genuine absorption signal is returned accurately, however — there is no need
to subtract the background absorption. When scanning over a parameter
(such as ramp speed) we randomise the order of experiments to account
for slow drifts in experimental conditions, and for particularly long scans
we periodically use absorption imaging to check that the MOT number is
stable throughout. This algorithm is used for all of the in-trench absorption
measurements described in this thesis.
4.2.2. Interpreting absorption measurements
We can interpret these results by assuming the atom density is homogeneous
in the trench (this is reasonable, as the MOT cloud is much larger than the
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trench), in which case the absorption A in the trench is given by
A = 1− exp (−nσwT) , (4.2)
where n is the atom number density, σ is the absorption cross section and
wT is the width of the trench.
Using the measured absorption of 1.2% in equation (4.2) suggests the
number density in the trench is around 5 × 10−3 /μm3 (or 5 × 1015 /m3),
which is similar to the central number density we measure in the MOT cloud
prior to trench entry using absorption imaging. Changing between the three
waveguides connected to ﬁbres shows no measurable variation in absorption,
suggesting the assumption of a homogeneous number distribution in the
cloud is valid, as shown in [74].
We can use the measured number density to estimate the number of
atoms that interact with the light. In general, if an atom cloud with a num-
ber distribution n(x, y, z) is hit by a beam with an intensity proﬁle I(x, y, z),
the number of atoms that interact with the beam could be reasonably de-
ﬁned as
Na =
1
I0
∫ +∞
−∞
∫ +∞
−∞
∫ +∞
−∞
I(x, y, z)n(x, y, z)dx dy dz. (4.3)
where I0 is the peak intensity of the beam. If n(x, y, z) is homogeneous, and
we assume the beam is gaussian and does not diverge much as it propagates
across the trench, equation (4.3) evaluates to
Na =
1
I0
∫ wT
0
dx
∫ +∞
−∞
dy
∫ +∞
−∞
dz I(x, y, z) n dx dy dz
= πw20wTn,
where w0 is the beam waist, 2.2 μm. Since n = 5×10−3 /μm3, we ﬁnd that
Na = 1.1. The waveguide system is therefore sensitive enough to detect one
atom in the beam mode, on average.
We use the atoms in the trench to check that the intensity of the detec-
tion light is suﬃciently low compared to Isat, by measuring the absorption
as a function of input light power. These measurements are shown in Figure
4.2. Further details of these early experiments on MOT clouds in the trench
are given in [74] and [54].
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Figure 4.2.: Measuring the eﬀect of increasing the power of the detection light on
the in-trench absorption. As the power increases the absorption decreases, as the
Fg = 2 → Fe = 3 transition that we use for detection becomes saturated. The
curve A01+P/Psat is ﬁtted to the data, where A0 is the absorption in the absence of
saturation (≈ 1%) and Psat = 60± 21 pW corresponds to the power measured at
the detector when the intensity in the trench is equal to Isat.
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Figure 4.3.: Sequence of absorption images taken using the 45◦ imaging system
showing the movement of the magnetic trap as it is moved into the trench over
7 ms. The trench is not visible but it is close to the top of each image. The
reﬂective chip surface above the waveguides is not quite ﬂat, so there is a
(diagonal) line of distortion across each image. Each image shows a 1.5 mm ×
0.8 mm area.
4.3. Absorption signals from a magnetic trap
We have also measured absorption signals using atoms from the magnetic
trap. Loading the magnetic trap from the MOT cloud results in a cloud of
1.7×107 atoms at a temperature of 100 μK held about 1 mm from the chip.
We can move the trap centre up towards the chip by increasing the current
in the bias wires and decreasing the current in the Z wire. The trap needs
to be moved in x to reach the trench, which we achieve by adjusting the y
bias ﬁeld — this moves the trap centre in a circular path around the Z wire
in the x − y plane. Some absorption images of the magnetic trap as it is
moved to the trench are shown in Figure 4.3. The images are taken with the
ramp that produces the largest absorption signals. We see that this ramp
moves the trap so fast that a large proportion of the atoms are left behind.
As with the MOT cloud, we introduce the detection light 30 ms before
the ramp ends and hold it on for 80 ms. After some adjustment of the ramp
we observed a drop in transmission, achieving 9% absorption following some
optimization, as shown in Figure 4.4. 9% absorption implies that 4.4 atoms
are entering the beam mode, on average. The speed of the ramp was again
crucial, with absorption only visible using ramps that move the trap very
fast. With such a hot cloud we expect very few atoms to have low enough
energy to stay in the central region of the trap, so the entry ramp has to
be shorter than the oscillation period of the trap. This prevents atoms near
the trap centre from moving too much and hitting the walls before entering
the waveguide mode.
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Figure 4.4.: The drop in transmission across the chip we observe as the
magnetically trapped cloud hits the trench, as measured on the APD. Atoms
from the cloud enter the trench at around 30 ms. In this case we see two
transmission drops due to atoms entering the trench — evidently, the rapid
movement of the magnetic trap has disrupted the cloud in such a way that a
small part of it enters the trench 2 ms after the rest. This graph shows the
average of results from about 30 separate experiments.
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We expect a central number density in the magnetic trap of around
0.03 /μm3, suggesting we should be able to achieve absorption signals of
14%. The ﬁrst image in Figure 4.3 shows that the trap is oﬀset from the
trench in z before the ramp, which is presumably why we only observe 9%.
4.3.1. Polarization Dependence
During the initial experiments using the magnetic trap we noticed a slow
drift (taking place over several hours) in the measured absorption. Mea-
surements looking at the absorption over a range of frequencies showed that
the absorption spectrum as a whole was changing shape over time, as shown
in Figure 4.5.
This is most likely a result of the detection light polarization in the ﬁbres
(which are not polarization-maintaining) drifting over time, combined with
the presence of a magnetic ﬁeld during measurement. When the atoms from
the magnetic trap enter the trench, the trapping ﬁelds are switched oﬀ, but
there is a homogeneous 14 G ﬁeld oriented in the y direction that cannot
be switched oﬀ quickly (due to the inductance of the y bias coils). The
presence of the ﬁeld means that the magnetic substates of the atoms are no
longer degenerate, and can be addressed by diﬀerent polarizations of light.
Light with linear polarization parallel to the direction of the magnetic
ﬁeld will cause the atoms to undergo π transitions, where the projection
of angular momentum mF is unchanged. Light that is circularly polarised
(and light that has a linear polarization which is not parallel to the magnetic
ﬁeld) will drive σ+ and σ− transitions in the atoms, in which mF is changed
by +1 and −1 respectively. The change in the shape of the spectrum is
therefore likely to result from the appearance and disappearance of the π
and σ+,− absorption peaks as the light polarization drifts.
This idea is supported if we combine all the data from Figure 4.5, which
gives the spectrum shown in Figure 4.6. Two separate peaks are clearly
visible 9±1 MHz and 20±1 MHz higher than the zero ﬁeld resonance. These
shifts correspond roughly to the shifts we would expect for π (μBB/3h =
7 MHz) and σ+ (μBB/h = 21 MHz) transitions, where B is the magnetic
ﬁeld (14 G) and μB is the Bohr magneton. The σ− peak is expected at
−μBB/3h = −7 MHz, but the matrix element for this transition is 15 times
smaller than for the σ+, so the peak is barely visible. The σ+ and the π
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Figure 4.5.: Absorption spectra obtained using the magnetic trap over a total
time of 2.5 hours, demonstrating the change in spectrum shape over this time.
Each graph shows data taken over successive 30 minute blocks.
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Figure 4.6.: Absorption spectrum obtained by incorporating all the data taken
for Figure 4.5 into one graph, eﬀectively integrating the spectrum over a range of
polarizations. Absorption peaks due to the light addressing the σ+ and the π
transitions are clearly visible, and there is a small bump where we expect the σ−
peak. The positions of the peaks suggest the magnetic ﬁeld is around 14 G, as
expected.
peaks have FWHMs of 10 ± 1 MHz and 12 ± 2 MHz respectively, higher
than the expected width of 6 MHz. This disparity is most likely the result
of Doppler broadening, as the cloud is heated substantially by its rapid
movement into the chip.
We can stabilise the detection light polarization to an extent by taping
the ﬁbres to metal surface of the optics table, keeping them still and sta-
bilising their temperature, which slows the polarization drift substantially.
Additionally, we have placed a linear polarizer and a λ/4 waveplate in front
of the ﬁbre coupler, allowing us to tune the polarization manually. By ad-
justing the waveplate we ﬁnd we can shift between the π and σ+,− spectra
at will. We are therefore conﬁdent that we have a correct understanding
of the physical processes behind the changing spectra obtained using the
magnetic trap.
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5. Cooling using a Hybrid Dimple
Potential
The magnitude of the in-trench absorption signals obtained from the atom
cloud in the magnetic trap has been limited by the number density of the
cloud. Increasing the density by just adiabatically compressing the trap to
the 1 kHz trap in the trench is not an option; the compression will increase
the cloud’s temperature to 325 μK, so that only one atom in 105 will have
low enough energy to remain held in the trench without hitting the walls. To
ensure that the cloud is suﬃciently cold to ﬁt in the trench, the temperature
in the 1 kHz trap needs to be the order of 1 μK. Boosting the magnitude
of our absorption signals will therefore require some evaporative cooling of
the cloud. This chapter describes our eﬀorts to cool the cloud eﬃciently
enough to increase the number density.
5.1. Evaporative Cooling in the Magnetic Trap
Evaporative cooling is a commonly used technique in cold atom physics
experiments. By removing high energy atoms from a trapped cloud and
allowing the remaining atoms to rethermalize we can increase the population
of lower energy states. This section covers the theory underlying evaporative
cooling and our attempts to apply it to atom clouds held in our magnetic
trap.
5.1.1. Theory
The dynamics of the evaporative cooling process can be examined by consid-
ering the general case of atoms conﬁned in a spherical harmonic potential.
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For a trapping potential U(r) we can deﬁne the density of states ρ(	) as
ρ(	) =
1
h3
∫ ∫
δ
(
	− U(r)− p
2
2m
)
d3p d3r, (5.1)
where ρ(	)d	 is equal to the number of single-particle eigenstates in the
trapping potential with energies between 	 and 	+ d	.
If we integrate this expression over all momenta, we obtain
ρ(	) =
2π(2m)
3
2
h3
∫
U(r)≤
d3r
√
	− U(r). (5.2)
For a spherical harmonic trap where U(r) = 12k|r|2 this evaluates to
ρ(	) =
(m
k
) 3
2 	2
23
. (5.3)
Taking the ‘ergodic approximation’ — that is, the number distribution
P of the atoms is dependent only on energy[75], we can write
P (	) ∝ ρ(	)e−/kBT , (5.4)
where T is the temperature. We therefore see that
P (	) = A	2e−/kBT . (5.5)
where A is a normalisation constant.
The removal of atoms with the highest energy can be modelled by trun-
cating this distribution above a certain energy Eevap (as shown in Figure
5.1a). Assuming the cloud has rethermalised after each atom has had an av-
erage of four collisions[75], the rethermalization rate can be taken as γel/4,
and the rate at which atoms are evaporated from the trap can be determined
as
dN
dt
=
[
−γel
4
∫∞
η P (	)d	∫∞
0 P (	)d	
− 1
τloss
]
N =
[
−γel
4
Γ(3, η)
2!
− 1
τloss
]
N (5.6)
where η is the ‘truncation parameter’, equal to
Eevap
kBT
, Γ(x, η) is the incom-
plete gamma function1 and τloss is the time constant for atom loss due to
1Given by Γ (x, η) =
∫∞
η
tx−1e−tdt
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Figure 5.1.: (a) A truncated Boltzmann distribution, representing the number
distribution of atoms as a function of energy in a 3D harmonic trap. In this case
the distribution has been truncated so that the atoms with energies higher than
6kBT are removed. (b) Evaporation trajectories for a spherical trap with fT =
300 Hz, τloss = 10 s, Nt=0 = 10
7 and Tt=0 = 0.1 mK for three values of η. The
dashed line indicates the PSD required for Bose-Einstein condensation. The η =
5 and η = 7 trajectories reach this PSD (although only η = 7 undergoes runaway
evaporation) while the η = 8 trajectory is too slow to make up for the rate of the
loss processes.
collisions with background gas species and from inelastic collisions from
within the trapped cloud. The energy loss rate is given by
dE
dt
=
[
−γel
4
∫∞
η 	P (	)d	∫∞
0 	P (	)d	
− 1
τloss
]
E =
[
−γel
4
Γ(4, η)
3!
− 1
τloss
]
E, (5.7)
and by using the relation E = 3NkBT we obtain:
dT
dt
=
[
−γel
4
(
Γ(4, η)
3!
− Γ(3, η)
2!
)]
T. (5.8)
The collision rate γel is proportional to σelf
3
TN/T (where fT is the trap
frequency)2, therefore equations (5.6) and (5.8) are coupled. The elastic
collision cross section σel can be approximated as 8πa
2 for temperatures
much lower than 350 μK3, where a is the s-wave scattering length[76]. If the
2For a cylindrically symmetric trap, the trap frequency fT must be separated into radial
(fr) and axial (fz) frequencies by f
3
T → f2r fz
3The full expression for σel is 8πa
2/(1+ k2dBa
2) where kdB =
√
2πh/
√
mkBT is the wave
number of the atomic wavefunction. Therefore, when T  h2/2πa2mkB ≈ 350 μK,
σel can be approximated by 8πa
2.
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evaporation proceeds with a constant truncation parameter (and therefore
a decreasing energy cutoﬀ), analytic solutions exist for N and T . These
solutions can be combined to give an expression for the phase space density
of the cloud, equal to n(r)λ3dB where n(r) is the number density of the cloud
and λdB is the spatial extent of the atom wave packet, which is a function
of temperature. We are most interested in the phase space density at the
centre of the cloud, so throughout this chapter and the rest of the thesis,
‘phase space density’ refers to n0λ
3
dB, where n0 is the number density at the
centre.
The solution for phase space density is plotted for three diﬀerent values
of η in Figure 5.1b. The plot for η = 7 exhibits positive curvature through-
out, indicating the cloud undergoing ‘runaway evaporation’ — the cloud
cools down in such a way that the collision rate increases throughout the
process, increasing the rethermalization rate of the atom cloud and thus
greatly improving the eﬃciency of the evaporation process. Although the
η = 5 process reaches the required phase density faster, it does not un-
dergo runaway evaporation as the collision rate decreases throughout, and
so the number of atoms remaining at the transition point is much lower
than those remaining with the η = 7 process. The optimal value of η is
ultimately dependent on the parameters of the experiment in question.
In magnetic traps the energy-selective truncation is typically achieved by
applying radio-frequency (rf) radiation to the trap, slightly detuned from the
frequency required to ﬂip the spin of the atom being trapped. Only atoms
with suﬃcient energy will be able to reach the magnetic ﬁeld required to
Zeeman shift their energy levels into resonance with the radiation, leading
to them transitioning into a high-ﬁeld seeking state and subsequently being
ejected from the trap.
In optical traps no spatially-dependent Zeeman shift is present, so the
same technique cannot be used. Instead, evaporation is typically performed
by reducing the power of the trapping beams to reduce the trap depth.
Unfortunately, this also reduces the trap frequency, and with it the collision
rate γel, leading to a signiﬁcantly reduced evaporation eﬃciency and making
runaway evaporation signiﬁcantly more diﬃcult to achieve. In 2008 Hung et
al. demonstrated that by adding a magnetic ﬁeld gradient to an optical trap,
the trapping potential could be ‘tilted’ to introduce an energy truncation
without the trap frequency reduction caused by intensity reduction, and
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thereby achieved runaway evaporation[77]. However, this method required
spin polarizing the atoms in the trap, removing the possibility of using this
with spin mixtures. Another method that avoids this disadvantage has been
demonstrated by Cle´ment et al., who used a misaligned crossed-beam trap
conﬁguration to similar eﬀect[78]. In this case a second, wider beam was
added to reduce the potential in one direction, decoupling the trap depth
from its frequency and thus avoiding the collision rate reduction.
5.1.2. Evaporating in our magnetic trap
Starting from a magnetic trap containing 1.7×107 atoms at 160 μK, a small
increase in collision rate can be obtained by increasing the radial trap fre-
quency. Higher radial frequencies can be obtained by moving the centre of
the trap closer to the chip, achieved by increasing the current in the bias
wires or decreasing the current in the Z wire. Higher frequencies at the
centre of the trap can be achieved by decreasing the minimum ﬁeld of the
trap (or trap bottom) by decreasing the bias ﬁeld in the Z direction, as
the ﬁeld at the trap bottom is oriented almost parallel to the central strut
of the Z wire. There is a limit to how far the trap bottom can be reduced
before spin ﬂip loss starts to occur; we ﬁnd no loss occurs as long as the trap
bottom is kept above 1 G. Additionally, decreasing the trap bottom shrinks
the harmonic region of the trap, causing atoms to explore linear regions,
which serves to lower the eﬀective frequency. The radial size of the cloud
also sets a minimum distance from trap to chip.
The highest radial trap frequency we are able to achieve from our start-
ing cloud is 420 Hz. This was achieved by moving the trap closer to the
chip, so that it was only 280 μm from the surface (compared to an initial
distance of 850 μm), and by increasing the Z bias ﬁeld from 15.6 G to 18 G
(which required the addition of two more coils to the setup).
If the trap frequency is increased slowly enough, the change will be adi-
abatic, and the phase space density of the cloud will be conserved. For
a cloud at thermal equilibrium in a cylindrical harmonic trap with radial
frequency fr and axial frequency fz, the phase space density n0λ
3
dB is pro-
portional to f2r fzT
−3 where T is the cloud temperature. Therefore, if we
adiabatically change the frequencies of the trap, the temperature should
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change according to
Tf = Ti
(
f2r,ffz,f
f2r,ifz,i
)1/3
, (5.9)
where Tf and Ti are the ﬁnal and initial temperatures of the cloud respec-
tively, and fr,f and fr,i are the ﬁnal and initial radial trap frequencies respec-
tively, with similar notation for the axial frequencies. For our compression,
where fr changes from 170 Hz to 420 Hz, we expect the temperature to
increase by a factor of (420/170)2/3, giving around 290 μK.
To ensure that our compression is adiabatic, we have measured the num-
ber of atoms remaining and width of the cloud (8 ms after being released
from the trap) as a function of compression ramp time, both in the com-
pressed trap and following a subsequent decompression phase where the
trap is restored to its initial position with the same ramp time as the com-
pression. The width results are shown in Figure 5.2. Short ramp times
clearly cause an increase in width as well as a loss in number, indicating the
compression is performed too rapidly, causing heating and ejecting atoms
from the trap. To prevent this, a compression time of 25 ms was chosen.
We observe the temperature rising to 280± 10 μK during the compres-
sion, in line with what we expect from equation 5.9. This compression
should increase the collision rate at the centre of the trap from 9 s−1 to
20 s−1. The phase space density remains constant at around 3×10−7.
We selectively remove atoms by sending an oscillating rf current through
the Z wire using a function generator. The minimum ﬁeld of the magnetic
trap can be determined by ﬁnding the frequency that removes all of the
atoms in the trap when applied for a few seconds. The number of atoms
remaining in the magnetic trap after it has been subjected to a pulse of
constant frequency is shown for a range of frequencies in Figure 5.3. The
shape of the curve at energies above the trap bottom results from the energy
distribution of the trap given in equation 5.5, as the remaining proportion
of atoms at a frequency fRF is given by
1−
∫∞
ERF
P (	)d	∫∞
0 P (	)d	
= 1− e−βERF(2 + 2β−1ERF + β−2E2RF) (5.10)
where β = 1/kBT and ERF = h(fRF− fTB) where fTB is the frequency cor-
responding to the trap bottom. The dependence of the distribution on tem-
60
Figure 5.2.: The 1/e width of the magnetic trap cloud as measured 8 ms after
the trap ﬁelds have been switched oﬀ, as released from the compressed (blue) and
decompressed (red) traps. For shorter compression times the width is higher,
indicating that the cloud has been heated and therefore the compression is
non-adiabatic.
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Figure 5.3.: Experimental results showing the number of atoms remaining
following a 3 s pulse of rf radiation for a range of radiation frequencies (black).
The initial number of atoms was around 20×106. The data are ﬁtted to the curve
given by equation 5.10 (blue), which suggests the temperature is around
52± 1 μK. Time-of-ﬂight expansion measurements of the same cloud suggest the
temperature is 50± 2 μK.
perature provides a second method of ﬁnding the temperature of a trapped
cloud, by performing rf spectroscopy and ﬁtting the curve to Equation 5.10.
This temperature measurement technique has been described previously by
Martin et al.[79].
We have developed a ﬂexible system within our control software that
enables easy creation and manipulation of piecewise evaporation ramps,
allowing each stage of the ramp to be individually optimised. Using this
system, we followed a procedure of introducing a new ramp, ﬁxing its ﬁnal
frequency and holding this frequency for a short time following the ramp
(thus ﬁxing the temperature it is expected to cool to) and then adjusting
the ramp speed and rf power to maximise the number of atoms remaining,
thereby maximising the PSD at that temperature before moving on to the
next ramp. Towards the end of the ramp when the optical density of the
cloud becomes very low, time-of-ﬂight measurements of the temperature
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become infeasible4 so using the rf spectroscopy method was necessary.
The highest phase space density we were able to achieve was 2 × 10−5,
with a cloud of 104 atoms at a temperature of 5 μK — temperatures lower
than this were unachievable without signiﬁcant drops in number density.
The evaporation eﬃciency5 of this process is therefore around 0.4. A tem-
perature of 5 μK in the 420 Hz trap suggests that following adiabatic com-
pression into the trench the temperature would reach around 8 μK, in which
case around one atom in four would be cold enough to avoid hitting the walls.
Additionally, the number density of the cloud in the trench would be lower
than that of the cloud used for the signals shown in Chapter 4 by a factor
of 4. If the cloud is allowed to thermalize in the trench the density would
reduce even further by a factor of around 2. Experiments looking for signals
of atoms in the trench using this cloud showed no measured absorption.
5.2. Evaporating in a Hybrid Opto-Magnetic
Potential
Evaporation in the purely magnetic trap is clearly not eﬃcient enough if
we want to boost the number density of our cloud inside the trench. Other
groups have found that adding a tightly conﬁning dimple to their trapping
potential can boost evaporation eﬃciency. This section discusses our work
on introducing a dimple to our magnetic trap to form an opto-magnetic
‘hybrid’ trapping potential and the results of a number of approaches using
this hybrid potential to improve our evaporation process.
5.2.1. Our Hybrid Trap
We follow the approaches of Lin et al.[52] and Garrett et al.[43]6, generating
a dimple by intersecting the centre of our cylindrical magnetic trap with an
intense, tightly focussed laser beam with a wavelength to the red of the
rubidium D1 and D2 transitions and directed perpendicular to the long
axis of the trap.
4As the optical density of the cloud when imaged along the long axis of the trap varies as
(ω−1R +τ)
−3/2, where τ is the time of ﬂight and ωR is the radial angular trap frequency.
5Deﬁned as log(Df/Di)
log(Ni/Nf )
whereDf(Di) and Nf(Ni) are the ﬁnal (initial) phase space density
and number of atoms respectively.
6As discussed in Section 1.3
63
Figure 5.4.: The implementation of the hybrid trap on our experiment. (a)
shows the path of the dimple beam from laser to atom cloud. (b) shows the path
of the beam inside our vacuum chamber.
5.2.2. Experimental setup
Design
The laser used to generate the dimple is a commercial Innolight Corona
laser. Using a diode-pumped solid state ampliﬁer the laser emits a 1030 nm
beam with an output power of 8 W at its maximum safe current of 6.1 A.
To prevent the laser from heating up during operation without using a fan
we have attached it to an aluminium heatsink. We have installed a λ/2
waveplate immediately in front of the output of the laser, followed by a thin
ﬁlm polariser oriented at 56◦ to the beam path, as shown in Figure 5.4. By
adjusting the waveplate we can therefore redirect around 98% of the laser
power into a beam dump.
Characterisation
The current of the laser can be modulated using an inbuilt system con-
trolled by a voltage input, which we can control using our computer control
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software. The speed of this modulation was measured using a photodiode.
When the laser current is increased above the threshold current at 1.3A to a
set value, the power rises with a 1/e rise time of 60μs. When switching from
0W to 4W, the power overshoots 4W in 60μs before stabilising in around
50μs. When switching to powers over 5W, the laser reaches 5W in 60μs and
then increases up to full power over several milliseconds. These issues ap-
pear to be mitigated by ramping the control voltage over a few milliseconds
instead of stepping it. When the voltage is stepped down from any value to
below threshold the power decreases with a 1/e fall time of 46μs.
The manufacturers of the laser quoted a 1/e2 beam waist of 1.25mm,
with an M2 of less than 1.3. We have installed a 2.5X beam expander after
the polariser, which gives a beam waist of 3.46 mm as measured using a knife
edge and translation stage. Using a 300 mm focal length lens to focus the
beam after it has been expanded and performing knife-edge measurements
of the spot size at several points along the path of the beam shows that the
M2 value is actually about 1.1, and that the waist using this lens is 26.5 μm.
This beam waist is smaller than the 50 μm waist we were aiming for.
Due to concerns that a small waist will inhibit atoms loading into the trap,
we will start oﬀ using a lens with a focal length of 500mm instead of 300mm
to ensure the waist is around 50 μm.
Damage Tests
The magnetic trap we focus the laser onto is positioned 0.5 mm below the
chip, and the laser must miss the V-groove assemblies on either side of the
chip that extend 1 mm below it. This restricts the minimum angle between
chip and beam to 2◦, and in practice the angle we use is 10◦. As a result,
the beam hits the chip several millimetres past its focus. To determine if
this can damage the chip, we performed tests using chips from previous
experiments.
Firstly, we tested the beam on a chip with a gold surface identical to
that of the chip currently in use. The beam was aligned onto the chip
(outside vacuum) at an angle of 32◦ and focussed using a 300 mm lens on a
translation stage. The scatter from the laser spot on the chip was observed
using a CCD camera identical to the one we use to image atoms in the
vacuum, and we minimised the size of this spot with the lens translation
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stage to ﬁnd the exact position of the focus. With the laser focussed on the
chip at 7.3 W (giving a spot size of 26.5 μm and an intensity of 340 kWcm−2
at the chip according to the knife edge measurements performed earlier), no
eﬀect is visible for around 1s, at which point the shape of the spot changes
suddenly and dramatically, scattering a lot more light and continuing to
change shape in bursts for a few more seconds. Additionally, a small glowing
point is visible on the chip with the naked eye7 once the change starts.
This change also aﬀects the proﬁle of the beam after it is reﬂected from
the surface, changing it from a Guassian shape to resemble an Airy pat-
tern, suggesting the laser is damaging the gold surface over a circular area.
Focussing the laser on the chip and stepping up the power every 3 minutes
shows the ﬁrst visible damage occurring at 5.3 W after 40s of exposure.
Moving the focus to 3 mm in front of the chip (giving a spot size of 43.5 μm
and an intensity of 126 kWcm−2) still damages the surface, except the dam-
age occurs after 30 s of exposure. Moving the focus to 4 mm away (giving
a spot size of 53.1 μm and an intensity of 84 kWcm−2) damages the chip in
around 3.5 minutes, and moving it to 6 mm (giving a spot size of 74.0 μm
and an intensity of 43.6 kWcm−2) shows no damage after 10 minutes of ex-
posure. Each measurement required some refocussing, as moving the spot
across the chip to an undamaged location also moves it slightly away from
the focus.
Following the damage tests we examined the chip using a microscope;
Figure 5.5 shows several marks produced in a series of preliminary tests.
The marks appear as elliptical rings with a dark centre, possibly indicating
that the laser damage has removed the gold surface to expose the silica
underneath. Tests were also performed with the chip positioned at a more
grazing angle to the beam, at 13◦. At this angle no burning was observed
at the focus at 7.3 W.
To examine the eﬀects of the laser hitting the silica, we subsequently
performed damage tests on a chip similar to ours but with the gold surface
(and the chromium beneath) removed using aqua regia. Focussing the laser
onto the silica at 7.5 W for around 1s produces an increase in scattering
like that observed on the gold, although with the silica the increase is not
as abrupt, occurring over several seconds. Moving the focus away from the
chip and repeating the test showed damage still occurring when the focus
7Through safety goggles, of course.
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Figure 5.5.: Microscope image of the chip surface following preliminary damage tests.
In these tests the laser was not refocussed after each run, and it can be clearly seen
moving in and out of focus as it moves across the chip.
was 20 mm away, with the increase in scattering still starting after only a
few seconds.
Examining the chip with a magnifying glass showed damage marks in
the form of solid ellipses, which appear to be around 500 μm in diameter
(larger than the laser spot). The marks did not appear to be cavities in the
surface but instead areas of diﬀerent refractive index. Since the waveguides
in the chip are only 10 microns below the surface, this damage poses a
signiﬁcant danger to their operation.
The results of these tests show that we will need to take precautions to
avoid damaging the gold directly above the waveguides, as this inevitably
entails damaging the silica below. As it will only take a small misalignment
of the beam to place its point of impact on the chip within 6 mm of its
focus, we rotate the beam about the y axis to prevent it from heating the
gold above the waveguides. Additionally, due to the low damage threshold
of the silica it is essential to ensure that the dimple laser does not enter the
trench at high power and damage the waveguide facets.
5.3. First Dipole Trap Signals
With the beam directed into the chamber, the next challenge was to align
it with the magnetic trap. The lens used to focus the beam was mounted
on two translation stages to permit ﬁne adjustment of the alignment on two
axes (chosen to be the x and y axes - the two axes in which the magnetic trap
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Figure 5.6.: Absorption image of one of the ﬁrst MOT-loaded dipole traps
produced using the dimple beam. The long horizontal cloud comes from the
optical dipole trap. The clouds visible on the left and right of the dipole trap are
the remnants of the MOT and its reﬂection respectively.
has its smallest dimensions). The beam path through the chamber could
be roughly determined by looking at the position of the infrared scatter
where the beam reﬂects oﬀ the chip, and the orientation of the beam as it
passes out of the chamber. However, this does not provide anywhere near
the precision needed to align the beam (which has a waist of 50 μm) with
the compressed magnetic trap (which is around 600 μm long and 100 μm
in diameter). To get a more precise idea of where the beam is, we aligned
the beam roughly so that its focus lay just below the centre of the chip and
then used the MOT to load the dipole trap at the beam focus in order to
determine its exact position. Unlike the magnetic trap, the MOT can be
moved around a large volume simply by ramping the magnetic ﬁelds after it
has been loaded, allowing us to explore the entire region in which the beam
focus lies.
After moving the MOT to the desired position, we tested for the pres-
ence of the optical dipole trap by switching oﬀ the MOT, then immediately
switching on the dimple beam. The beam is held on for around 30 ms to
give time for the MOT atoms that were not captured to fall away, so as not
to obscure the atoms held in the dipole trap. It is then switched oﬀ and the
atoms are imaged after 0.1 ms time-of-ﬂight. One such image is shown in
Figure 5.6. The path of the beam could be precisely determined from such
images, along with the position of the beam focus and the axial trapping
frequency (discussed further in Section 5.3.2).
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5.3.1. Loading the Dimple from the Magnetic Trap
Loading from the compressed trap
Using images of MOT-loaded dipole traps, we were able to align the dimple
beam with the centre of the compressed magnetic trap to within about
10 μm (limited by the resolution of the CCD camera used to take absorption
images).
Unlike with the MOT, simply switching oﬀ the magnetic trap and im-
mediately switching on the dipole trap did not trap enough atoms to see,
presumably because the magnetically trapped cloud is much hotter than
the MOT cloud (280 μK compared to 40 μK) and has fewer atoms (2× 107
compared to 7 × 107). Overlapping the two traps for several seconds simi-
larly did not show any loading taking place. Only when some evaporation
was performed on the cloud (cooling it to around 50 μK in 3 s) with the
dimple beam held on throughout did the dimple clearly load, with higher
beam powers trapping more atoms, as shown in Figure 5.7.
To ﬁne-tune the alignment of the dimple beam, we maximised the pro-
portion of atoms loaded into the dimple (following an evaporation ramp
that cooled the cloud to around 110 μK) by varying the lens position and
the angle of the mirror that reﬂects the beam into the vacuum chamber.
Less precise alignment was necessary along the long z axis of the magnetic
trap and could therefore be achieved by simply examining absoprtion im-
ages of the hybrid trap. Figure 5.8 shows three such absorption images,
taken in situ (i.e. both the optical trap and the magnetic trap were still
present during imaging), from a hybrid trap with around 30% of the atoms
loaded into the dimple. The Zeeman and Stark eﬀects shift the resonant
frequencies of the atoms, allowing some mapping of the shape of the hybrid
potential, similar to that demonstrated by Brantut et al. in [80]. The part
of the cloud with high resonant absorption frequencies occupies a region
that is roughly 50 μm by 50 μm, around the spot size of the dimple beam.
The highest frequencies at which atoms were visible were around 18 MHz
above the free space resonance frequency.
Another potential method for optimising beam alignment involves max-
imising the increase in cloud temperature when the dimple beam is switched
on - an eﬀect that can be magniﬁed by rapidly ﬂashing the beam on and
oﬀ at a frequency proportional to the axial trap frequency. While some
69
Figure 5.7.: The optical densities from absorption images taken perpendicular to
the long axis of the magnetic trap, integrated over the transverse axis of the
magnetic trap and averaged four times for ten diﬀerent dimple beam powers. To
make the signal from the dipole trap clearer the magnetic trap was switched oﬀ
5 ms before switching oﬀ the dimple beam, and the image was taken 0.5 ms after
switching oﬀ the dimple beam. The remnants of the magnetic trap constitute a
broad Gaussian distribution, and the atoms loaded into the dimple can be seen
producing a much narrower peak (with a σ of 150 μm) at the centre of the
Gaussian.
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Figure 5.8.: In situ absorption images of a hybrid trap with loaded dimple at
three diﬀerent imaging light frequencies, here stated relative to ν0, the free space
resonant frequency of the Fg = 2 → Fe = 3 transition. The dimple was formed
within the compressed magnetic trap, so the trapping frequencies of the magnetic
conﬁnement here are 420× 420× 30 Hz. Atoms in the dimple region have their
resonant frequencies shifted by the Stark eﬀect, rendering them transparent to
the frequencies used to image the atoms in the purely magnetic regions of the
trap (which are themselves shifted by the Zeeman eﬀect), and vice versa.
measurements of this type appeared to show a maximum in temperature
increase at certain lens positions, the results were ultimately too noisy to
be of much use.
With the beam position aligned as closely as possible to the centre of the
magnetic trap and a rf ramp optimised for loading, the maximum number
of atoms we could load into the dimple was around 105. The number in
the dimple can be found by simply switching oﬀ the magnetic trap while
holding the dimple beam on. After around 20 ms all the untrapped atoms
will have fallen away, leaving only those held by the dimple. These exhibit
damped breathing oscillations around the beam focus.
Modelling Clouds in the Hybrid Trap at Thermal Equilibrium
To improve our understanding of the dimple loading process, it is useful
to consider the thermal equilibrium state of an atom cloud conﬁned in the
combined trap system. The total hybrid trap potential UD can be written
as
UD (x, y, z) = UMT (x, y, z) + UODT (x, y, z) , (5.11)
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where UODT is the optical dipole trap potential and UMT is the magnetic
trap potential. The magnetic trap is assumed to be perfectly harmonic, so
that
UMT (x, y, z) =
mRb
2
(
ω2r
(
x2 + y2
)
+ ω2zz
2
)
. (5.12)
UODT is given by
UODT (x, y, z) = − 1
2	0c
Re (α) I (x, y, z) , (5.13)
where α is the complex polarizability. For now, we can approximate α
by integrating the equation of motion for an electron undergoing driven
oscillation in an electric ﬁeld8, giving
α =
e2
me
1
ω20 − ω2 − iωΓ
. (5.14)
where Γ is the linewidth of the transition, e is the electron charge and me
the mass of the electron. Using this expression in equation 5.13 gives
UODT (x, y, z) = −3πc
2
2ω30
(
Γ
ω0 − ω +
Γ
ω0 + ω
)
(I (x, y, z)− I0) (5.15)
where ω0 is the angular frequency of the rubidium D2 transition, ω is the
angular frequency of the trapping light, and I0 is the peak intensity of
the trapping light beam. I (x, y, z) is the intensity of the trapping light.
Assuming a Gaussian beam directed along x,
I (x, y, z) = I0
(
w0
w (x)
)2
exp
[
−2
(
y2 + z2
)
w2 (x)
]
, (5.16)
and
I0 =
2P
πw20
(5.17)
where P is the total beam power and w0 is the beam waist. w (x) is the
spot size of the beam, given by
w (x) = w0
√
1 +
(
x
xR
)2
, (5.18)
8A more detailed treatment of polarizability is given in Section 6.4.4.
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where the Rayleigh range of the beam xR = πw
2
0/λ and λ is the wavelength.
We can obtain expressions for the trap frequency in dimension r of the
optical trap9 by performing a series expansion of UODT and comparing the
r2 term to the standard harmonic trap expression U = 12mω
2r2. Using this
approach we ﬁnd the radial frequency (in y and z) to be
fr =
√
Re (α)P
mπ3w04	0c
, (5.19)
while the axial frequency (in x) is given by
fx =
√
Re (α)P
2mπ3w20x
2
R	0c
. (5.20)
The trap depth is given by Re (α) I0/(2	0c) = Re (α)P/(πw0
2	0c).
If the cloud is at thermal equilibrium, the number density distribution
n (x, y, z) is given by the Boltzmann distribution such that
n (x, y, z) = n0 e
−UD(x,y,z)/kBT , (5.21)
where T is the temperature and n0 is the peak density, given by
n0 = N
(∫ ∞
−∞
dx
∫ ∞
−∞
dy
∫ ∞
−∞
dz e−UD(x,y,z)/kBT
)−1
, (5.22)
thus normalising Equation (5.21). We evaluate Equation (5.22) numerically
using the Python package scipy.integrate.tplquad, choosing appropri-
ate (empirically determined) bounds for x, y and z.
Given the normalised density distribution n (x, y, z) we can calculate the
expectation value of a quantity Q (x, y, z) per atom directly:
〈Q〉 = 1
N
∫ ∞
−∞
dx
∫ ∞
−∞
dy
∫ ∞
−∞
dz n (x, y, z)Q (x, y, z) . (5.23)
We have used this method to calculate the elastic collision rate10 and heating
9The trap is not harmonic, of course, so these frequencies are only valid at the centre of
the trap.
10Given by Γcoll = n (x, y, z)σelv¯rel where σel is the elastic scattering cross section (given
in Equation (5.29)) and v¯rel is the average relative velocity, given by
√
2vrms =√
6kBT/mRb.
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Figure 5.9.: Results from the thermal equilibrium model demonstrating the
importance of (a) a small beam waist and (b) a cold cloud for high dimple
populations. The temperature of the trap in (a) is 50 μK and the beam waist in
(b) is 30 μm. The magnetic trap frequencies for both sets of calculations are
120 Hz radially and 30 Hz axially.
rate due to spontaneous emission11 in the hybrid trap. The number of
atoms loaded into the dimple can also be ascertained, by integrating over
the density of atoms with potential energy less than 3πc
2
2ω30
(
Γ
ω0−ω +
Γ
ω0+ω
)
I0.
This model does not quite match the results obtained so far with the
dimple in the compressed magnetic trap, suggesting that either the system
is not reaching thermal equilibrium over the time we can observe it (before
most of the atoms are lost to background gas collisions) or the alignment is
not optimal. However, we can still draw some general conclusions from the
results. It is clear that a tighter beam waist results in a higher proportion of
atoms being loaded. Additionally, the model shows that the temperature of
the cloud before the traps are overlapped is of crucial importance in loading
the dimple, with cold clouds loading a far greater proportion of their atoms
into the dimple than hot clouds. These eﬀects are shown in Figure 5.9.
Loading from a decompressed trap
Following the results of the thermal equilibrium model, the experimental
procedure was altered so that after loading the magnetic trap from the
MOT, the Z bias ﬁeld is ramped up adiabatically, decreasing the radial trap
frequency and cooling the cloud. The dimple beam was realigned so that the
11Given by G (x, y, z) × Erec/kB where Erec is the recoil energy and G (x, y, z) is the
photon scattering rate, equal to (0c)
−1Im (α) I (x, y, z).
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focus now intersected this decompressed trap rather than the compressed
trap close to the chip surface. Additionally, the beam waist was reduced
by replacing the 500 mm focal length lens with a 250 mm lens, the shortest
focal length possible given the dimensions of our vacuum chamber. The
alignment was much less sensitive with the decompressed trap due to the
larger cloud size. Brief experiments that looked at loading the tighter dipole
trap from the MOT showed trapped atoms remaining held for 600 ms —
much longer than with the 500 mm lens, which were not visible for longer
than 100 ms.
Using this new procedure, rf cooling was no longer necessary; just over-
lapping the two traps and leaving some time for the atoms to rethermalize
was enough to load a substantial number into the dimple. Figure 5.10 shows
that the dimple population increases rapidly at ﬁrst as rethermalization oc-
curs, followed by a slower decay once the rethermalization rate drops below
the background loss rate. Similar behaviour was observed by Soﬁkitis et
al.[81].
Decreasing the trap frequency to cool the trap also entails reducing
the collision rate of the trap, which increases the rethermalization time,
thereby reducing the maximum number of atoms that can be loaded into
the dimple. The need for a tradeoﬀ between collision rate and temperature
suggests there is an optimal radial frequency for loading. Figure 5.11 shows
the number loaded into the dimple after 3 s of overlap time for a range of
magnetic trap radial frequencies, with a clear maximum occurring at around
120 Hz, where the magnetically trapped cloud has a temperature of 85 μK
and a collision rate of about 3 s−1. This radial frequency is achieved by
decreasing the Z bias ﬁeld by 13 G over 50 ms, after the magnetic trap has
been loaded.
The results are compared with results from thermal equilibrium model,
which agree at higher frequencies but diﬀer dramatically at lower frequen-
cies, suggesting that here the trap is not reaching thermal equilibrium in the
3 s of overlap time. It is therefore unsurprising that the optimal frequency is
close to the point at which experiment and theory diverge, where the overlap
time is only just long enough to let the cloud get close to thermal equilib-
rium. These measurements were performed for a range of overlap times; the
global optimum is at 3 s overlap time and 120 Hz radial frequency.
Using the decompressed trap we were able to load around 106 atoms
75
Figure 5.10.: Experimental results showing the dimple loading via
rethermalization. No rf was applied, the magnetic trap and dipole trap were
simply overlapped and the number in the dimple was measured 20 ms after
releasing the magnetic trap. The data are ﬁtted to the equation
N (t) = N0
(
1− e−t/τRT) e−t/τloss where N0 is the thermal equilibrium dimple
population, τRT is the rethermalization time and τloss is the trap lifetime. For this
ﬁt τRT = 1.1± 0.1 s and τloss = 5.1± 0.2 s.
Figure 5.11.: Experimental results showing the number of atoms loaded into the
dimple after 3 s of trap overlap for various radial trap frequencies, compared with
results from the thermal equilibrium model (black line). The temperature of the
cloud at each trap frequency is also shown (dashed line).
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Figure 5.12.: Results of a measurement of the axial frequency of the dipole trap
with a beam power of 8 W. The data are ﬁtted to the curve
A sin (2πft) exp (−t/τ) where A = 0.3 mm, f = 14.8 Hz and τ = 0.147 s.
into the dimple, a factor of 10 more than we achieved using the compressed
trap.
5.3.2. Dipole Trap Characterisation
The axial frequency of the dipole trap can be determined by simply imaging
the atom cloud held in the beam once it has been loaded from a MOT or
magnetic trap positioned slightly away from the beam focus, and measuring
how the centre of the cloud moves over time. The cloud centre oscillates
around the beam focus at a frequency of 14.8 Hz with a decaying amplitude
as dephasing occurs, as shown in Figure 5.12.
We were unable to observe oscillations in the transverse direction, prob-
ably due to their high frequency and small amplitude. However, the trans-
verse frequency could be measured by oscillating the beam power once the
trap was loaded, and measuring the heating rate as a function of oscillation
frequency. Oscillating the beam power at twice the frequency of the trap
should produce the highest heating rate[82].
With the beam propagating horizontally, we also expect a peak in the
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heating rate when the beam power is oscillated at the trap frequency, arising
from the dependence of the trap centre’s position on beam power; if the
beam power is increased the optical force opposes the downwards force from
gravity more, so the trap centre moves upwards (in y), and as the power
is decreased the trap centre moves down. Oscillating the power therefore
oscillates the trap’s position in y, which will heat the cloud if performed at
the trap’s radial frequency.
Due to control software limitations we were unable to oscillate the power
at frequencies above 2.5 kHz — frequencies around this cutoﬀ value were
measured as the beam power approached 3 W. However, measurements at
powers between 0.5 W and 2.5 W show clear peaks in heating rate. Despite
expecting peaks at both the trap frequency and twice the trap frequency,
we only observe one peak experimentally, indicating that one of the heating
processes described above is much stronger than the other. Comparing
the peak positions with predicted results (using equation (5.19)) suggests
that the movement of the trap centre is the dominant eﬀect, so the visible
peaks are at the trap frequency. We expect the frequency to vary as the
square root of the beam power, and by ﬁtting a curve to these points and
extrapolating, we ﬁnd the expected frequency at 8 W to be 3.7 kHz. The
results of these measurements are shown in Figure 5.13.
The axial and transverse frequency measurements suggest a beam waist
of about 33 μm (using equations (5.19) and (5.20)), larger than expected,
given the initial waist of 3.46 mm and the 250 mm focal length lens. This
waist corresponds to an M2 value of around 1.4 instead of 1.0, suggesting
the beam is being somewhat distorted as it enters the chamber, possibly by
the vacuum chamber window.
5.4. Cooling in the Hybrid Trap
A number of cooling strategies are possible once the dimple has been loaded.
This section compares four strategies we have investigated.
5.4.1. All-Optical Cooling
The most straightforward strategy is to adiabatically switch oﬀ the magnetic
trap, leaving only the atoms loaded into the dimple and then cooling these
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Figure 5.13.: Measuring the radial frequency of the dipole trap. (a) The width of
the cloud (which is proportional to its temperature) 8 ms after the trap has been
switched oﬀ. Prior to switching oﬀ the beam power was oscillated by ±0.1 W for
500 ms. The measurement here was performed for a 1 W trap. A lorentzian curve
(blue) is ﬁt to the data , with a FWHM of 180 MHz. (b) Several trap frequency
measurements for diﬀerent beam powers. The frequencies ﬁt a square root curve
(dashed line) which suggests the frequency at 8 W is 3.7 kHz.
atoms by carefully reducing the beam power, using the reduction in trap
depth to truncate the energy distribution, as described in Section 5.1.1.
With around 106 atoms in the dimple, ramping down the currents in the
bias and Z wires causes atoms held in the magnetic trap to fall away, leaving
the atoms in the dimple at a temperature of around 100 μK. However, the
number in the dimple also rapidly decreases following the switch oﬀ of the
magnetic trap; in only 500 ms, the number has reduced to 5×105. This is
the result of the reduction in trap depth — the magnetic trap has a depth
of a few mK, whereas the dipole trap’s depth at 8 W is only 500 μK, only
5 times greater than the temperature of the cloud. This leads to rapid loss
and some cooling.
The dipole trap’s eﬀective depth is 500 μK because of the eﬀect of grav-
ity; to avoid the V-groove structures and intersect the magnetic trap, the
beam is oriented at 10◦ to the horizontal. This means that a force of
m g sin (10◦) acts along its axis, directed towards the lower end, reduc-
ing the trap depth (at this end) from around 750 μK to around 500 μK at
8 W12. The variation of the depth of the dipole trap with power for a num-
12The eﬀect of gravity on the potential also shifted the centre of the atom cloud held in
the dipole trap away from the focus. This had to be taken into account earlier, when
the beam was aligned with the magnetic trap.
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Figure 5.14.: Results obtained from a simple Gaussian beam model showing (a)
the depth of our dipole trap with power and (b) the axial trap frequency with
power. The calculations were performed for ﬁve angles between the beam and the
horizontal axis; 0◦ (red), 10◦ (blue), 20◦ (green), 30◦ (black) and 40◦ (magenta).
With an angle of 90◦ the beam will only form a trap when its power is greater
than 6 W.
ber of beam angles relative to the horizontal axis is shown in Figure 5.14a.
The eﬀective axial trap frequency is also reduced by gravity, as shown in
Figure 5.14b.
The current imaging system probes the chamber perpendicular to the
direction of the beam, so an atom cloud held in the dipole trap will not
be imaged along its long axis as with the magnetic trap, meaning optical
densities are around 0.5 after 0.5 ms time-of-ﬂight, signiﬁcantly lower than
those achievable with the magnetic trap (which once loaded has an optical
density of around 4.5 after 3 ms time-of-ﬂight). The low optical density
means that time-of-ﬂight temperature measurements are diﬃcult to perform
(and the rf spectroscopy method is unavailable for a purely optical trap).
This combined with the initial dramatic atom loss makes optimizing an
evaporation process using just the dipole trap very diﬃcult. Evaporating
entails removing more atoms from the trap as well as decompressing the
cloud, reducing the optical density even further. The coldest temperature
achieved using this all-optical method was about 50 μK, beyond which the
optical density was too low to produce reliable images. An additional draw-
back of this method if used as part of a larger experiment involving use of
the trench is that the cloud would have to be loaded back into the magnetic
trap once cooled, likely resulting in heating and requiring movement of the
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beam focus during the experiment.
5.4.2. Cooling using Isentropic Trap Deformation
Relating Phase Space Density to Trap Shape
As mentioned in Section 5.4.1 the temperature of the cloud in the dimple
is about 100 μK, about the same temperature as the magnetically trapped
cloud. With 106 atoms in the trap, this corresponds to a phase space density
of around 1.5×10−4, signiﬁcantly higher than the phase space density of the
cloud before the dimple is loaded (3× 10−7).
This increase in phase space density occurs as a result of the change in
shape of the trapping potential, as ﬁrst discussed by Ketterle and Pritchard[83].
Pinkse et al. have shown that interatomic collisions are essential if such
changes are to aﬀect phase space density[84].
We can quantify the shape of a trapping potential by introducing a
‘deformation parameter’ γ, which is related to the total energy E of a cloud
of N trapped atoms;
E = NkBT
(
γ +
3
2
)
. (5.24)
where T is the temperature of the cloud. Rearranging equation (5.24), we
see that γ represents the mean potential energy per particle in units of the
thermal energy. Its value depends on the shape of the trapping potential
and is a global property of the system.
If we deﬁne an eﬀective volume Ve for the system so that Ve = n0/N
where n0 is the peak density of the cloud, we can also write γ as
γ =
T
Ve
∂Ve
∂T
. (5.25)
Crucially, we can relate the phase space density n0λ
3
dB to γ;
n0λ
3
dB = exp
(
γ +
5
2
− S
NkB
)
, (5.26)
where S is the entropy of the cloud. This suggests that if γ can be increased
without increasing S or decreasing N that much, we can increase n0λ
3
dB.
Speciﬁcally, if γ− SNkB can be increased by δ, n0λ3dB will increase by a factor
of exp (δ). The derivation of this relationship along with a more detailed
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introduction to the deformation parameter are given in Appendix A.
To avoid large increases in S we need to ensure that our changes to
the system are slow enough to be adiabatic and reversible (i.e. isentropic).
Changes to trapping potentials are generally adiabatic if they are performed
over a time greater than the oscillation period of the trap τosc[85] — this
ensures the change does not drive transitions between bound states. For
the change to be reversible we need to ensure that the system stays close to
thermal equilibrium throughout the change, so there is another time scale
that must be taken into account; the rethermalization time, τRT. If the
change is performed over a time much greater than τRT then the system
should remain at thermal equilibrium throughout, without an increase in
entropy. The rethermalization time is a few times the collisional lifetime:
τRT ≈ 4τel. The constant of proportionality is not exact, and diﬀerent
studies on evaporative cooling suggest values in the range 2 - 4[86, 87, 75,
88, 89].
Calculating the Deformation Parameter for a Given Trap
For a given single particle trapping potential U(r), γ can be found by cal-
culating the mean potential energy, so that
γ =
∫
d3r [U(r)− U0] e−[U(r)−U0]/kBT
kBT
∫
d3r e−[U(r)−U0]/kBT
, (5.27)
where U0 is the minimum of the trapping potential.
For power law traps this integral can be calculated analytically; for a
harmonic trap γ is 3/2, and independent of temperature13. In the case of
our hybrid trap γ can only be calculated numerically, and it is a function of
temperature, beam power, beam waist and magnetic trap frequencies. For
a magnetic trap with fr = 120 Hz,fz = 30 Hz at a temperature of 100 μK
with an 8 W beam with a 33 μm waist, γ is about 8.5.
Trap Deformation in Practice
These results suggest that if the dimple can be introduced isentropically,
the phase space density should increase by a factor of exp (8.5− 1.5) =
exp (7) ≈ 103. However, using the loading procedure described in Section
13A more general result is that for a power law potential of power m, γ = 3/m
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5.3.1 we obtain a factor of about 500. The discrepancy between the expected
value and the experimental value is mostly the result of atom loss during
loading, as well as a contribution from the rapid switch-on of the dimple
beam — we would expect a higher ﬁnal phase space density if the beam
power could be ramped up slowly, but the high pressure in our vacuum
chamber prevents this.
The part of the atom cloud that remains in the purely magnetic regions
of the trap loses atoms throughout the loading process, while staying at the
same temperature. As a result, the value of n (r)λ3dB is much lower in these
regions than in the dimple. To retain only the atoms in the dimple it would
be useful to have a way of removing the magnetically trapped cloud while
avoiding the gravity-related atom loss that occurs in the purely optical trap,
as described in Section 5.4.1. We ﬁnd that ramping down only the Z wire
current by about 20 A over 50 ms moves the magnetic trap away from the
dimple beam and towards the atom chip, causing all the atoms not conﬁned
by the dimple to collide with the room temperature chip surface, ejecting
them from the trap. As the magnetic trap centre does not move too far from
the beam focus, some magnetic conﬁnement is maintained along the beam
axis, preventing gravity from forcing atoms out of the trap. Following this,
the Z wire current is ramped back up over the next 50 ms to its original
value of 50 A to restore full conﬁnement along the x axis of the dimple
beam. If this process is performed slowly enough, the atom population
contained in the dimple is almost entirely unaﬀected, experiencing only a
slight isentropic axial relaxation along the x axis followed by an isentropic
compression. During this ‘puriﬁcation’ process there is negligible atom loss
from inside the dimple.
Following the removal of the atoms outside the dimple, the remaining
106 atoms inside the dimple experience a quasi-harmonic potential, and
depending on their temperature, γ now ranges from 1.5-2.0 — at 100 μK γ
is about 1.8. As we need the atoms to be in a purely magnetic trap in order
to bring them into the trench, the dimple has to now be removed while
maintaining (or ideally increasing) the phase space density. Isentropically
ramping down the dimple from 8 W to 0 W over 2 s so that only the
magnetic trap remains results in the cloud cooling to 10 μK with around
6× 105 atoms remaining, with a phase space density of 2× 10−5, consistent
with the drop in γ and atom loss over the 2 s. This phase space density
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is about the same as the highest we were able to achieve with evaporative
cooling in the purely magnetic trap. We can, however, obtain increases in
γ as the dimple power is reduced to 0 W, increasing the ﬁnal phase space
density.
Assuming the dimple beam power ramp is isentropic, we can look at
how the value of γ changes throughout the ramp to 0 W using equation
(5.27); the results are shown in Figure 5.15. γ increases during the ﬁrst
stage of the ramp as atoms repopulate the magnetic regions of the trap,
reaching a value of 4 once the beam power is around 2.5 W, where around
60% of atoms remain in the dimple. γ subsequently decreases to 1.5 as the
beam power reaches 0 W and the trap returns to a harmonic shape. We
can therefore obtain an increase in ﬁnal phase space density by repeating
the puriﬁcation process when the beam power reaches 2.5 W; this reduces
γ back to 1.8, while preserving the increased phase space density at the
centre of the trap. γ can then be raised again by continuing the reduction
in dimple beam power, allowing the process to be repeated with successive
increases in phase space density.
There are a few drawbacks to this approach. In practice the procedure
eventually reaches a limit when the dimple power is suﬃciently low that the
movement of the centre of the magnetic trap during the puriﬁcation process
begins to overcome the conﬁnement by the dimple, resulting in the removal
of some of the atoms from the dimple instead of just the higher energy
magnetically trapped atoms. At beam powers less than 0.45 W the dimple
conﬁnement is completely overcome by the magnetic force, and all atoms are
removed from the system. We therefore observe a decrease in eﬃciency as
the procedure continues, eventually reaching zero eﬃciency once the dimple
power is less than 0.45 W.
There are also diminishing returns in the value of γ that is achievable
by dimple power reduction. The initial loading of the dimple raises γ to
around 8.5, but as the cloud cools and the dimple conﬁnement reduces, the
size of the magnetically trapped cloud approaches the size of the cloud in
the dimple. This leads to a better mode-matching between the two regions
and thus a lower value of γ. Equation (5.27) suggests this can be mitigated
somewhat by decreasing the beam waist (which would require rebuilding the
dimple setup with a zoom lens) or by decompressing the magnetic trap to
expand the cloud (by decreasing the trap frequencies). Decompressing the
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Figure 5.15.: Values of γ determined by numerically evaluating equation (5.27)
for a range of dimple beam powers in the puriﬁed trap. The values of γ at 8 W
and 0 W are around 3/2, reﬂecting the harmonicity of the populated regions of
the trap at these powers. At intermediate powers, atoms populate both the
dimple region and the magnetic region, resulting in a higher value of γ.
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magnetic trap does not have a large eﬀect, however, as the trap is also cooled
by the decompression, partially counteracting the expansion. In addition to
the reduction in maximum γ, the need for the beam ramps to be isentropic
sets a limit on how fast the procedure can be performed, which is signiﬁcant
given the high rate of atom loss in our vacuum chamber.
We have developed a sequence of dimple power ramps and puriﬁcations
using semi-analytical results from equation (5.27) and a Monte Carlo simu-
lation (described in Section 5.5). This sequence uses 4 puriﬁcations in total,
which are performed at dimple powers of 8 W, 3 W, 1 W and 0.7 W. De-
spite the constraints described above, this gives a ﬁnal phase space density
of 1.5 × 10−4 with 105 atoms remaining at a temperature of 3 μK. This
phase space density is a factor of 10 higher than the highest we were able
to achieve with evaporative cooling in the purely magnetic trap, and has
10 times more atoms remaining, potentially allowing for further evaporative
cooling. The overall evaporation eﬃciency of this procedure up to this point
is about 1.2 (where the initial state is taken as the initial magnetic trap be-
fore the loading of the dimple, so Ninitial = 2× 107 and Dinitial = 3× 10−7).
This is a factor of three times higher than the eﬃciency of 0.4 achieved with
the rf-driven evaporative cooling described in Section 5.1.2.
5.4.3. Cooling the Cloud in the Hybrid Trap using rf Radiation
If the hybrid trap is puriﬁed after loading, all the atoms occupy the dimple
region, and the cloud has a cigar shape where the light beam provides tight
radial conﬁnement with a trap frequency of 3.7 kHz and the magnetic trap
provides 120 Hz axial conﬁnement. The presence of magnetic conﬁnement
means that rf radiation could be used to cool the trap — if radiation of the
right frequency is applied, atoms at a certain magnetic ﬁeld strength can
be coupled to untrapped states and thus be ejected along the long axis of
the optical trap.
For the hybrid potential, the eﬀect of the rf radiation is not as straight-
forward as it is in a purely magnetic trap. The shape of our purely magnetic
potential without the dimple present is shown in Figure 5.16a. Figure 5.16b
shows how the potential experienced by the atoms changes if rf radiation is
applied; in the dressed atom picture, above a certain magnetic potential the
sign of the magnetic force changes, so that atoms that reach this potential
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escape from the system. The contour of magnetic potential at which atoms
escape is also a contour of the trapping potential.
The shape of the hybrid potential, with both magnetic and optical traps
present, is shown in Figure 5.16c. The presence of the optical trap means
that the contours of magnetic potential are not also contours of the trapping
potential. If we apply rf radiation, the magnetic component of the trap
changes shape (as in Figure 5.16b) but the optical trap is unaﬀected, so the
total potential takes the shape shown in Figure 5.16d.
As mentioned above, following loading and puriﬁcation, all the atoms
occupy the central dimple region. As a result, the magnetic potential that
is addressed by the rf can only be reached by atoms that reach the ends of
the dimple region — the rf radiation does not eject atoms from the sides of
the dimple. This makes our evaporation process one-dimensional, so that
only the longitudinal motion of the atoms determines their escape from the
trap. This limits the evaporation rate and therefore limits the evaporative
cooling eﬃciency, as discussed by Surkov et al.[90] and Pinkse et al.[91].
Additionally, the mismatch between the escape contour and the trapping
contours means the rf knife loses its selectivity - atoms with a range of
potential energies are ejected from the trap. If we use a rf knife that ejects
atoms at potential energy ERF from the purely magnetic trapped cloud,
the same knife applied to the puriﬁed hybrid trap will eject atoms at all
potential energies between ERF and ERF+UD where UD is the depth of the
dimple potential14. This lack of selectivity also reduces our eﬃciency.
We ﬁnd that the optimal procedure is to ramp down both the rf fre-
quency and the dimple beam power simultaneously, such that ERF is always
roughly equal to UD. This ensures that only atoms with enough energy
to escape the dimple region are removed from the system. This way, we
maintain a high interatomic collision rate while removing only the hottest
atoms, resulting in eﬃcient cooling and an increase in phase space density.
This procedure resembles the typical evaporative cooling process used on
all-optical systems (achieved by relaxation of the optical trap, allowing the
escape of hot atoms) with the magnetic trap providing additional conﬁne-
14This expression assumes that the Rayleigh length of the beam is signiﬁcantly larger
than the radial size of the magnetic trap, so that the depth of the dimple potential is
relatively constant across the trap. For our system the Rayleigh length is 3.3 mm —
signiﬁcantly larger than the largest magnetically trapped cloud used in our experiment,
which has a 1/e size of around 0.1 mm.
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Figure 5.16.: 2D slice through the centre of the purely magnetic and hybrid potentials,
when dressed with rf radiation (right) and with no rf radiation present (left). Lighter
areas represent areas of higher potential energy. In (b) atoms need energy greater than
ERF to escape the system in any direction. In (d), the energy required to escape the
system is ERF +UD along the contour of the magnetic trap, where UD is the depth of the
dimple. Along the axis of the dimple beam, the energy required is lowered to just ERF.
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ment along the axis of the beam, and atom ejection boosted by the eﬀects
of rf radiation.
Optimising this procedure (using piecewise simultaneous ramps of both
rf radiation frequency and dimple power) following the initial loading and
puriﬁcation and continuing it until the dimple power reaches 0 W results
in 1 × 105 atoms remaining in the purely magnetic trap at a temperature
of 5 μK, with a phase space density of around 5 × 10−4. Following the
initial puriﬁcation, the magnetic trap is compressed back to its original trap
frequency of 170 Hz, so this ﬁnal phase space density is higher than the 1.5×
10−4 achieved in Section 5.4.2 (where the frequency was 120 Hz throughout)
despite the slightly higher temperature of 5 μK vs 3 μK. Simulations of this
evaporation sequence show that γ remains at a relatively constant value
of 2.0 throughout, implying the phase space density increase is primarily
a result of the rf radiation ejecting atoms, rather than the changing shape
of the trap. The evolution of atom number and temperature is shown in
Figure 5.17. The selectivity of the rf knife increases as the power of the
dimple beam decreases, resulting in an increase in evaporation eﬃciency.
The overall eﬃciency of this procedure is 1.4.
5.4.4. Cooling the Cloud by oﬀsetting the Traps.
Hung et al.[77] have demonstrated that an atom cloud in an optical trap
can be eﬃciently cooled by ‘tilting’ the trap by superimposing a magnetic
ﬁeld gradient across the trap, lowering the trap depth at one side of the trap
allowing energy truncation without the need for relaxation of the conﬁne-
ment. Clement et al. have developed a similar method using a misaligned
crossed-beam trap conﬁguration[78].
We can achieve something similar on our experiment. Once the hybrid
trap has been loaded and puriﬁed, we can increase the Z wire current to 80 A
to shift the centre of the magnetic trap away from the chip, introducing a
magnetic ﬁeld gradient across the dimple while maintaining some magnetic
conﬁnement along the axis of the beam, as shown in Figure 5.18. As the
Z wire current is increased the depth of the dimple decreases on the side
further from the chip, and atoms with suﬃciently high energy escape the
dimple and fall into the magnetic trap. We apply a constant frequency rf
knife resonant with the bottom of the magnetic trap, so that atoms which
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Figure 5.17.: Experimental results showing the evolution of atom number and cloud
temperature during the optimised rf and dimple power evaporation ramp. The initial
drop in temperature is due to the magnetic trap being decompressed over 0.14 s, where
the radial frequency is reduced from 170 Hz to 120 Hz. Following the trap puriﬁcation,
the radial frequency is increased back to 170 Hz over 0.2 s to boost the collision rate,
hence the rise in temperature at 3 s.
Figure 5.18.: (a) The oﬀset-trap conﬁguration that we use to ‘tilt’ the dimple trap.
(b) The shape of the potential along the y direction once the traps are oﬀset. The shape
of the magnetic potential alone is shown with a dashed line. rf radiation resonant with
the bottom of the magnetic trap is applied to remove atoms that escape the dimple from
the system. Gravity is ignored for this diagram.
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escape from the dimple are eventually removed from the system entirely.
The gradient can only be increased so far, as we cannot increase the Z
wire current above 80 A due to heating concerns, as discussed in Chapter
3. Further evaporation can be achieved by reducing the dimple power (as
always, this has the additional undesirable eﬀect of lowering the collision
rate). The dimple power cannot go lower than around 0.5 W with the Z wire
at 80 A, as the gradient at that point completely overcomes the trapping
potential and all the atoms are lost.
Optimization of the gradient introduction process and subsequent dim-
ple relaxation shows this to be the most eﬃcient of all cooling strategies
discussed so far, eventually producing a magnetically trapped cloud of 104
atoms at a temperature of only 0.3 μK, corresponding to a phase space
density of around 4×10−2. This is higher than was achievable in the purely
magnetic trap by a factor of 2000, and represents an overall evaporation
eﬃciency of 1.6. The success of this strategy is presumably due to the evap-
oration acting out of the side of the dimple. This is still one-dimensional, but
the trap frequency in this direction is very high, so that atoms with enough
energy to escape will do so very quickly. Experimental results showing the
ﬁnal temperature of the cloud are shown in Figure 5.19.
5.5. A Monte Carlo Simulation of the Hybrid Trap
Loading and cooling the hybrid trap typically involves non-equilibrium pro-
cesses, so the thermal equilibrium models discussed in sections 5.1.1 and
5.3.1 can miss some important details. Some additional insight into the
system’s dynamics can be obtained using a Monte Carlo simulation. We
have written a Monte Carlo simulation that can simulate general systems of
trapped atoms, modelling the atoms as particles moving classically under
the inﬂuence of the trapping potential, with interactions between the atoms
as elastic hard sphere collisions.
The magnetic trap in our experiment can be modelled to good approxi-
mation by an inﬁnitely deep 3-dimensional harmonic trap. The optical trap
is modelled using the Gaussian beam equations given in Section 5.3.1. The
Monte Carlo simulation begins by generating a set of particles in the mag-
netic trap with a Boltzmann distribution of positions and velocities. To save
on computing time and memory we follow the approach of Ma et al.[48],
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Figure 5.19.: Experimental results showing the ﬁnal cloud temperature achieved with
the trap-tilting method, as measured by time-of-ﬂight expansion. The data are ﬁtted to
the curve
√
kBT
m
τ2 + σ0 (dashed) where T is the temperature, τ is the time of ﬂight and
σ0 is the size of cloud prior to expansion. The ﬁt suggests T = 0.28 μK and σ0 =
44 μm. rf spectroscopy measurements of the temperature give the same result.
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where groups of N atoms are represented by around 4000 ‘macro-atoms’
with scattering cross sections N times greater than the single atom elastic
scattering cross section σel. The program then iterates over the following
steps until the set end time has been reached.
1. A cuboidal volume around the trap is deﬁned and divided into around
107 3-dimensional cells of equal volume. To avoid the computationally
intensive task of comparing every particle’s position with the position
of every other, we consider collisions only between particles that oc-
cupy the same cell. As the cloud shrinks and (typically) becomes
increasingly dense throughout the evaporation process, the number
of cells is held constant while the total size of the cuboid is reduced
according to
Cuboid extent in dimension i = 10× 1/e radius of cloud in dimension i
= 10
√
kBT
m
1
ωi
where kB is the Boltzmann constant, T is the temperature of the
cloud (inferred here from the average velocity of the particles), m is
the atomic mass and ωi is the angular trap frequency in dimension i.
2. Once the particles have been grouped into cells, collision probabilities
are determined for each cell that contains more than one particle. If
each particle represents N atoms, the probability of a collision occur-
ring in a cell of volume V containing Np particles in a time dt is given
by
Probability of collision = NNpσ¯elv¯rel
dt
V
. (5.28)
where v¯rel is the average relative velocity of atoms in the cell, given by√
6kBT
m and σ¯el is the average scattering cross section for the atoms in
the cell, given by
σ¯el =
8πa2Rb
1 + k¯2dBa
2
Rb
. (5.29)
where aRb is the s-wave scattering length for rubidium-87 (around
5.6 nm). k¯dB is the average relative de Broglie wavelength for the cell,
given by
k¯dB =
mv¯rel,COM

, (5.30)
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Figure 5.20.: The hard spheres collision model. The angles φ and θ are randomly
selected from a uniform distribution and deﬁne the point on the sphere where the
particles collide. The collision imparts a velocity of +vc to one particle and −vc
to the other.
where v¯rel,COM is the average velocity of the atoms in the cell relative
to their centre of mass. We only model one collision per cell per time
step, so the size of the cells is chosen to ensure that the probability of
two collisions occurring is low.
3. The cells in which collisions occur are selected according to the proba-
bilities calculated in step 2. In each collision cell two random particles
are chosen to collide. This simulation models collisions as hard sphere
collisions with randomly selected impact parameters, as shown in Fig-
ure 5.20.
If the velocities of the particles before the collision are v1 and v2,
conservation of momentum requires that the ﬁnal velocities are v1 +
krˆrel and v2 − krˆrel where k is a constant and rˆrel = r2−r1√
r21+r
2
2−2r1·r2
.
Following conservation of energy:
1
2
mv21 +
1
2
mv22 =
1
2
m(v1 + krˆrel)
2 +
1
2
m(v2 − krˆrel)2 (5.31)
v21 + v
2
2 = v
2
1 + 2kv1 · rˆrel + k2 + v22 − 2kv2 · rˆrel + k2 (5.32)
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k = vrel · rˆrel. (5.33)
Therefore, the ﬁnal velocities after the collision are given by
v1 → v1 + (vrel · rˆrel)rˆrel (5.34)
v2 → v2 − (vrel · rˆrel)rˆrel. (5.35)
The point of impact is deﬁned with two angular spherical coordinates,
θ and φ, such that
rˆrel = sin(θ) cos(φ)eˆx + sin(θ) sin(φ)eˆy + cos(θ)eˆz (5.36)
and to ensure a randomised impact parameter θ and φ are set to values
between 0 and π, randomly selected from a uniform distribution.
4. Once the velocity changes due to collisions have been calculated, the
Python package scipy.integrate.odeint15 is used to integrate the
diﬀerential equations governing the particles’ motion due to the mag-
netic and optical forces. This integration does not include collisions
between particles, and to mitigate the loss of accuracy caused by this
omission the time integrated over is set to 0.001τel, where τel is the elas-
tic collision lifetime of the atom cloud. This can be obtained directly
from the simulation as it progresses, or if that is not an option it can
be estimated by assuming the atom cloud has a Maxwell-Boltzmann
distribution in a harmonic trap, in which case it is given by
τel =
1
γel
=
1
navgv¯relσ¯el
=
kB√
6mπ3/2f2r fzσ¯el
T
NNp
, (5.37)
where navg is the average density of the atom cloud and f
2
r fz is the
product of the frequencies of the trap in each dimension.
5. The next step simulates rf-driven evaporation. Particles with mag-
netic potential energies above a given cutoﬀ energy are removed from
the population. We can vary this cutoﬀ energy with time to simu-
late an evaporative cooling ramp. As this removes particles from the
simulation, precision is maintained by ‘splitting’ the particles in two
15odeint solves a system of ordinary diﬀerential equations using LSODA from the FOR-
TRAN library odepack.
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every time their number drops to half the initial number. Both of the
particles produced by a split have the same position and velocity as
their parent particle, essentially remaining one particle until one of
them is separated from the other by a collision. Correspondingly, the
number of atoms represented by each particle is halved. If the num-
ber of atoms represented by each particle reaches a value less than or
equal to 1, the halving process is stopped.
6. The ﬁnal step of the simulation deals with the possibility of back-
ground collisions. As the number of atoms lost during one time step
due to such collisions is typically much less than the number of atoms
represented by one particle, this step is performed not by removing
whole particles but rather by decreasing the number of atoms repre-
sented by each particle by a factor of 1 − exp(−dt/τloss), where dt is
the duration of the time step and τloss is the trap lifetime.
5.5.1. Simulation results
Using the simple example of atoms conﬁned in a harmonic trap with no
dimple, we optimised the size of the cells and the integration time to ensure
simulation behaviour matched the expected collision rate of the cloud. Fol-
lowing this optimization, the simulation reﬂects experimental results very
well. Figure 5.21 compares simulation results with experimental results for
the rf evaporation detailed in Section 5.4.3. The simulation allows us to
infer the behaviour of quantities that are diﬃcult or impossible to directly
measure in experiments, such as the phase space density, collision rate, γ
and so on.
As stated in Section 5.2.2, there were concerns that small waist sizes
of the dimple beam would inhibit loading of the dimple, as in order to be
loaded an atom must undergo a collision while in the light beam, which
is increasingly unlikely the smaller the waist. However, the probability of
such a collision successfully loading the atom is proportional to the dimple
depth, which is itself proportional to the (beam waist)−2. This suggests
there is an optimal beam waist. The thermal equilibrium model only takes
into account the trap depth and neglects loading dynamics, so it suggests
that the smaller the beam waist, the more atoms will be rethermalize into
it. Results from the Monte Carlo simulation are shown in Figure 5.22, and
96
Figure 5.21.: Comparison of simulation (blue) and experimental results (black),
using the ramp found in Section 5.4.3. The evolution of the peak phase space
density in the simulation is also shown.
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give the full picture. Dimple beams with large waists reach their maximum
population quickly, but this maximum population is not very large. Beams
with small waists take longer to load, but appear to have higher maximum
populations (in the absence of background loss). The optimal beam waist
where these eﬀects balance (given a trap lifetime of 5 s) is around 30 μm,
which fortunately coincides with the smallest beam waist achievable on our
experiment.
The evaporation strategy discussed in 5.4.2 uses ramps in dimple power
and trap puriﬁcations to gain successive increases in phase-space density.
The phase-space density and γ are crucial quantities in this strategy, but
are not directly measurable. The simulation can demonstrate how these
quantities evolve. Although γ is deﬁned at thermal equilibrium, equation
(A.13) can be rewritten to give γ = 32
U
K , where
U
K is the ratio of potential en-
ergy to kinetic energy of the cloud. This quantity is deﬁned oﬀ-equilibrium
and can be easily obtained from the simulation. Figure 5.23 shows how
eﬀective the strategy could be in an idealised lossless environment, where
we can ensure the trap changes are isentropic.
Equation (5.2) cannot be solved analytically to give the density of states
ρ (	) for a hybrid trap, but we can use the simulation to see how the energy
distribution P (	) changes as the dimple loads. The purely harmonic trap
distribution shown in Figure 5.1a changes to a bimodal distribution, shown
in Figure 5.24, reﬂecting the proportion of atoms in the purely magnetic
regions of the trap and those trapped in the dimple.
5.6. Summary
The addition of the dimple beam has hugely improved our evaporative cool-
ing eﬃciency. Using rf-driven evaporative cooling in the purely magnetic
trap, we could only achieve an eﬃciency of 0.4. With the dimple, we can
achieve eﬃciencies up to 1.6. Using the trap-tilting method described in
Section 5.4.4, we have a cloud of 104 atoms at a temperature of 0.3 μK in a
170 Hz purely magnetic trap. In the introduction to this chapter, we stated
that we need the cloud in the trench to have a temperature of around 1 μK
in a 1 kHz trap if it is to ﬁt inside the trench. If the 0.3 μK cloud in the
170 Hz trap can be compressed adiabatically to a 1 kHz trap, we would
expect its temperature to rise to 1.0 μK (using the adiabatic compression
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Figure 5.22.: (a) Results from the Monte Carlo simulation showing the
maximum number of atoms that can be loaded into the dimple by
rethermalization for a variety of dimple waists. The beam power was kept
constant at 8 W, and the magnetic trap had 2× 107 atoms at 100 μK, with a
radial frequency of 120 Hz and an axial frequency of 30 Hz. (b) Diﬀerent beam
waists showed the maximum dimple population occurring at diﬀerent times —
larger waists reached the maximum population earlier than smaller waists.
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Figure 5.23.: Simulation results showing the evolution of γ and the phase-space
density of the atom cloud in the hybrid trap during a procedure of initial dimple
loading followed by beam power decrease and repeated puriﬁcations. The
phase-space density clearly increases as exp (γ), and the maximum achievable γ
decreases as the cloud cools. Background gas collisions have been disabled in this
simulation.
Figure 5.24.: The energy distribution of the atom cloud held in a 120 Hz
magnetic trap and loaded 8 W dimple, once the traps have been overlapped for
3 s. The temperature of the atom cloud is about 100 K at this point.
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equations given in Section 5.1.2), which is ideal.
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6. Experiments with a Cold Cloud in
the Trench
After using the trap-tilting evaporation strategy detailed in Section 5.4.4,
we end up with a cloud at 0.3 μK with 104 atoms in the 170 Hz magnetic
trap, 1 mm below the chip. This chapter details our eﬀorts to adiabatically
transport the cloud to the chip, the expected behaviour of the cloud in the
trench, measurements of the cloud in the trench using the waveguides, and
the potential use of the waveguides to exert optical-dipole forces on atoms
in the trench.
6.1. Moving the cloud towards the trench
6.1.1. Required currents
An absorption image of the cloud in the 170 × 170 × 30 Hz trap after it
has been cooled with the trap-tilting strategy is shown in Figure 6.1. The
cloud is around 1 mm from the trench in the y direction. As mentioned
in Chapter 4, the trench is not directly below the Z-wire, it is oﬀset in x
by about 210 μm and in z by about 200 μm. This oﬀset was not an issue
when using the non-cooled cloud, as the cloud’s size in x and z meant that
the trap centre did not need to be perfectly aligned with the trench to get
atoms inside. The colder cloud is much smaller, however, and using the
same sequence of current ramps means a very small number of the atoms
will enter the trench. Aligning the cloud with the trench requires a much
larger bias ﬁeld in the y direction to move the cloud in x, and a ﬁeld gradient
in z to move the cloud in z.
Producing a larger y bias ﬁeld required a new current controller and
power supply. The gradient required in z is too large to produce by adding
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Figure 6.1.: Absorption image taken using the 45◦ imaging system showing the
cloud (and its reﬂection, on the right) after it has been cooled and moved close to
the chip, using the same current ramps as used to generate absorption signals in
Chapter 4, adjusted slightly to keep the cloud slightly below the chip surface so it
remains visible. The positions of the waveguide array and the trench are shown.
The cloud is signiﬁcantly oﬀset from the trench in x and z. The image shows a
460 μm × 380 μm area.
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Figure 6.2.: (a) Diagram of our subchip structure showing the location of the
end wires (grey) relative to the Z wire (dark grey). (b) Results from our magnetic
ﬁeld simulation showing the expected number distribution of a 10 μK
magnetically trapped cloud in the x− z plane with current only in the Z wire and
bias wires (top), and including diﬀering currents of 35 A and 65 A in the end
wires (bottom). With the end wires active the trap centre is shifted in the x and
z directions, the trap axis rotates around the y axis, and the axial trapping
frequency is reduced.
a pair of anti-Helmholtz coils to the experiment, but can be produced by
sending diﬀerent currents through the end wires in the subchip; two wires
on either side of the Z-wire that are perpendicular to the central Z strut, as
shown in Figure 6.2a.
Running currents in the end wires also rotates the trap around the y
axis, and reduces the trap bottom and axial trapping frequency. These
quantities are dependent on the mean current through the wires, while the
translation of the trap centre in z is dependent on the diﬀerence in current.
As in Chapter 4 we move the cloud close to the trench in y by increasing
the bias wire current to 80 A and decreasing the Z wire current to 40 A.
This leaves the trap centre about 10 μm below the chip surface. Then,
by comparing absorption images of the compressed cloud with the position
of the trench we ﬁnd end wire currents of 35 A and 65 A move the trap
in z to just below the trench, with a y bias ﬁeld of 1.9 A to achieve the
necessary movement in x. According to our model of the magnetic ﬁelds,
at these currents the axial frequency of the trap has decreased to 15 Hz
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and the trap axis has rotated by around 0.1 rad, which we believe makes it
parallel to the trench (the initial trap is not parallel, due to the magnetic
ﬁeld contributions from the arms of the Z wire). The exact rotation and
position of the trap relative to the trench cannot be determined from the
45◦ imaging, as the shape of the trench is not resolvable. According to the
model, the transverse trap frequency at these currents is about 700 Hz.
6.1.2. Moving the Cloud with minimal Heating
Cooling the magnetically trapped cloud to 0.3 μK and ramping the initial
magnetic trap currents to these values over 0.5 s results in a cloud near
the trench at a temperature of 65 μK, as measured using RF spectroscopy,
indicating that some aspect of the ramp has heated the cloud substantially.
RF measurements of temperature1 were used here because the low optical
densities and close proximity to the chip prevented accurate time-of-ﬂight
measurements. Since we were imaging the cloud while it was held in the
trap, the inhomogeneous Zeeman shift makes determining the total atom
number diﬃcult. We therefore ﬁnd the temperature by ﬁtting equation
(5.10) to the central optical density of the cloud as measured in situ — a
quantity that is proportional to the total atom number.
Following some investigation we observed the temperature of the cloud
rising rapidly as the transverse trap frequency reached 200 Hz, suggesting
current noise at this frequency in one of the current controllers or power
supplies. Keeping the trap at 200 Hz and imaging it after various hold
times showed rapid expansion in the y direction (and eventually complete
loss as atoms are thrown out of the trap), suggesting that the ﬁeld with
the noise is oriented in the x direction, narrowing possibilities down to the
bias wire supply, the Z wire supply, or the x bias supply. The x bias turned
out to be the culprit; a small x bias ﬁeld was held on throughout the ramp,
and switching this oﬀ beforehand removed the current noise and therefore
removed the parametric heating.
With the parametric heating ﬁxed, we again measured the energy dis-
tribution of the compressed cloud by performing RF spectroscopy, applying
the radiation for 1 s. However, this time we obtained results that devi-
ated from the expected shape (given by equation (5.10)). These results are
1As described in Section 5.1.2.
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Figure 6.3.: Results of an RF spectroscopy measurement of the cooled cloud
after it has been compressed and moved close to the chip by ramping the bias, Z
and end wire currents (black). The results deviate from the expression given by
equation (5.10); here, all the atoms are ejected from the trap over a range of
radiation frequencies. This suggests that the cloud is not at thermal equilibrium,
and atoms with a range of initial energies are reaching the magnetic potential
where spin ﬂips are induced. This behaviour was found to be caused by the
compression ramps setting oﬀ a centre-of-mass oscillation in the trap. After this
problem was ﬁxed, the measurement was repeated and the results followed the
expected shape (blue).
shown in Figure 6.3. Unlike previous measurements, here the entire atom
cloud is lost over a range of frequencies from 1.8 MHz to around 3.0 MHz,
instead of only at the frequency corresponding to the minimum ﬁeld in the
trap. This behaviour has two plausible explanations; either the cloud is
being continuously heated, or is undergoing centre-of-mass oscillations in
the trap.
We can use some simple considerations to explain why heating or os-
cillations would have this eﬀect on the spectroscopy signal. Firstly, if the
cloud is being continuously heated at a rate γt and the rf radiation is applied
for a time t, atoms with energy E will be heated to E + kBγtt during the
measurement, and if this brings them above a magnetic potential of hfRF
they will be lost from the trap. We would therefore expect there to be no
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atoms remaining for all frequencies
fTB ≤ fRF ≤ fTB + kB
h
γtt. (6.1)
The experimental results show that total atom loss occurs over a frequency
range of 1.2 MHz when the radiation is applied for 1 s, which suggests that
γt = 57 μK/s.
In any case, the time dependence in equation (6.1) allows us to make
a direct test, since applying the RF radiation for longer durations should
increase the cloud loss frequency range if the cloud is being continuously
heated. Measurement showed that the frequency range did not change with
duration, implying that the cloud is not being continuously heated.
If the cloud is undergoing centre-of-mass oscillations of amplitude A
then, on average, atoms with energy E relative to the cloud’s centre of mass
will have an energy E + 12m (ωA)
2 relative to the trap centre, where ω is
the angular frequency of the trap. The atom can therefore explore higher
potentials than if there were no oscillation, being lost from the trap if it
reaches a magnetic potential of hfRF. We would therefore expect most of
the cloud to be lost when the radiation frequency
fTB ≤ fRF ≤ fTB + 1
2h
m (ωA)2 . (6.2)
The 1.2 MHz frequency range obsered in experiment suggests thatA ≈ 14 μm.
Observing the oscillation with absorption imaging was diﬃcult given the
cloud’s proximity to the chip and low atom number. Some image sequences
appeared to show signs of oscillation in the x axis, but the signals have
too much noise to draw a deﬁnitive conclusion. Nonetheless, if the cloud is
oscillating in the compressed trap it is presumably receiving a kick at some
point in the ramp that sets oﬀ the oscillation.
Measuring the current ramps used for the y bias ﬁeld and in each end
wire showed no sudden changes except for a small jump in the ramp used in
one of the end wires — correcting this did not remove the oscillation. The
problem was ﬁnally ﬁxed by changing the shape of our ramps from linear to
a curved shape (deﬁned by the tanh function); this smooths out the time
diﬀerential of the ramp, which appears to remove the oscillation, as the RF
spectroscopy signal obtained from the compressed cloud now ﬁts the model.
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Figure 6.4.: Results from RF spectroscopy of the compressed cloud just below the
trench once the sources of heating during the compression ramp were removed.
The data are ﬁtted to equation (5.10), suggesting a temperature of about 2 μK.
This signal is shown in Figure 6.4. The shape of the signal suggests the
cloud’s temperature is now about 2 μK, which in a 700 × 700 × 15 Hz
trap with 104 atoms remaining suggests a phase space density of about
10−3. This is lower than the uncompressed cloud by a factor of about 40,
showing that the compression is clearly still not adiabatic. However, the
low temperature means the 1/e radius of the cloud should now be around
3.1 μm, small enough to ﬁt in the trench without signiﬁcant loss.
6.2. Trench absorption signals from the cold cloud
The ﬁnal movement of the cloud into the trench was performed by ramping
down the Z wire current by 2 A over 2 ms, which moves the trap centre
by about 30 μm. We again measure absorption by sending light through
the waveguides that we expect to be resonant with atoms in the centre
of the magnetic trap. When the cooled cloud enters the trench, we mea-
sure absorption of around 50%, 5 times larger than was achieved using the
non-cooled cloud. The drop in transmission is shown in Figure 6.5a. Us-
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Figure 6.5.: (a) Signal of in-trench absorption observed on the APD as the
cooled cloud was moved into the trench. The signal lasts for about 600 μs and
has a magnitude of around 50%, suggesting the cloud has a number density of
0.15 /μm3 in the beam mode. The graph shows the averaged results from 3
experimental runs. (b) The variation in the depth of the dip as the y bias ﬁeld is
changed prior to trench entry, moving the cloud in x. No averaging was
performed for these measurements.
ing the simple model described in Chapter 4 that assumes a homogeneous
atom number density n inside the trench, the 50% absorption implies n =
1.5×1017/m3, close to the expected peak density of the cloud, 4× 1017/m3.
The number of atoms in the mode is then πw20wtn = 36. Despite the 1/e
diameter of the cloud being similar to the spot size of the beam, taking the
spatial variation of the number density into account in these calculations
does not signiﬁcantly change the results2.
Figure 6.5b shows the variation of the absorption as the y bias ﬁeld is
changed (altering the cloud’s position in x) prior to entry. We know from
experiment that changing the y bias current by 0.1 A moves the cloud in
x by around 12 μm, which explains why the absorption is only visible in a
range of about 0.15 A. The size of the absorption signal is now large enough
that it can be observed in the results of a single experimental run, unlike
the signals from the MOT and magnetic traps, which required at least 10
averages to be clearly visible against the noise.
2If the cloud had a diameter less than about 1 μm, we would expect the absorption to
drop, despite the high density, as more of the beam would miss the cloud completely
as it crosses the trench.
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Figure 6.6.: The variation of the in-trench absorption with detection light
detuning, for the 2 μK cloud. A lorentzian curve has been ﬁt to the data (blue).
The linewidth of the transition is the same as it is outside the trench, as expected.
Figure 6.6 shows the in-trench absorption spectrum of the cold cloud.
Polarization-dependent eﬀects such as those described in Section 4.3.1 are
not visible in this case, as the magnetic ﬁelds present during entry are much
smaller, around 1.7 G (in Section 4.3.1 the ﬁeld was 14 G).
6.3. Attempts to hold the cloud in the trench
With a temperature of 2 μK the cloud has a 1/e radius of 3.1 μm and a
1/e length of around 150 μm. Simulation results showing the evolution of
atom number with duration once the cloud is inside the trench are shown
in Figure 6.7. Assuming the cloud is positioned in the exact centre of the
trench, we expect around 70% of the atoms to have energies low enough to
avoid hitting the walls.
We therefore expect to be able to move the cloud slowly into the trench
and hold it there without signiﬁcant loss, measuring continuous absorption
in the trench until the cloud is completely destroyed by photon scattering.
However, attempts so far have not shown any signals that last longer than
0.6 ms. Figure 6.8 shows how the absorption signal decays with time after
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Figure 6.7.: Simulation results showing the evolution of total atom number in
the trench over time for cloud temperatures of 1 μK (black), 2 μK (blue), 3 μK
(green), 4 μK (red) and 5 μK (magenta). These results were obtained from the
Monte Carlo simulation detailed in Chapter 5, modiﬁed to include the shape of
the trench and so that particles that move into the trench walls are removed from
the system. The simulation was started with the cloud already inside the trench,
so atoms in the outer regions of the cloud are instantly lost, followed by further
loss over a time scale the order of the trap’s transverse oscillation period, and
then more gradually over the trap’s axial oscillation period. The clouds with
initial temperatures higher than 2 μK were cooled by the loss, all eventually
reaching 2.5 μK.
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Figure 6.8.: Looking at the variation of absorption as the cold cloud enters the
trench. The absorption is shown as a proportion of its maximum value, about
50%. The movement of the trap is the same as was used for the measurement in
Figure 6.5a but was measured on the APD using smaller 10 μs time bins. As each
time bin now contains fewer photon counts the signal-to-noise ratio is lower —
the graph shows the averaged results of 15 experimental runs.
the cloud enters the trench. This graph was taken using the same current
ramps as were used to obtain the results of Figure 6.5a, but with the photon
counts on the APD grouped into smaller time bins (10 μs instead of 50 μs)
to allow for better time resolution.
This section examines potential reasons why we were not able to hold
the cloud in the trench.
6.3.1. Speed of Trench Entry and Adiabatic Movement
The ramp used to generate the absorption signals shown in Figure 6.5
changed the current in the Z wire by 2 A, which we expect to move the
trap centre by 30 μm. Given the ramp time of 2 ms, this corresponds to a
trap centre movement speed of 15 mm/s. The mean speed of the atoms in a
2 μK cloud is 20 mm/s, implying the kinetic energy introduced to the cloud
by the movement of the trap is similar in magnitude to the kinetic energy
of the atoms. We therefore expect the ramp to kick oﬀ oscillations in the y
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Figure 6.9.: Simulation results showing the amplitude of the oscillations of the
centre of mass of a 2 μK cloud held in a 700× 700× 15 Hz trap, after the trap
centre has been moved 30 μm over a range of times.
axis, heating the cloud and possibly causing the cloud to hit the top of the
trench. Figure 6.9 shows simulation results demonstrating how the centre
of mass of a 2 μK cloud oscillates in y after it has been moved 30 μm using
a range of movement speeds.
If we want to hold the cloud in the trench, we will have to use slower
ramps, moving the trap centre into the trench over times the order of 10 ms.
However, in practice, using slower ramps only seems to drastically reduce the
absorption measured in the trench. Only fast ramps work well, suggesting
that some other eﬀect is rapidly removing atoms from the trap before they
enter the waveguide mode.
6.3.2. Cloud Position and Orientation
The small x dimensions of both cloud (6 microns wide) and trench (16
microns wide) mean that positioning the cloud correctly in x is crucial if
we want to get a large proportion of the atoms inside as the cloud is moved
upwards into the trench. If the cloud is being held in the trench, an oﬀ-centre
x position lowers the magnetic trap potential at the trench wall, meaning
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a lower proportion of atoms will remain trapped after half an oscillation
period — for our 700 Hz trap this is about 0.7 ms, similar to the duration
of our measured absorption signal. As shown in Figure 6.5b, we can tune
the x position of the cloud by altering the y-bias ﬁeld, but varying this does
not seem to produce longer-lasting absorption signals.
If the cloud is oﬀset from the centre of the trench in z, then atoms will
hit one of the ends of the trench after half an axial oscillation period, which
is 30 ms assuming the trap frequency is 15 Hz. The loss we observe occurs
much faster than this, so it is unlikely that a z oﬀset is the source of the
problem. If the cloud is centered in the trench but not parallel in the x− z
plane, atoms can be lost at either end of the trap as atoms hit the sides of
the trench, so we would expect loss over a quarter of the trap oscillation
period, again much slower than the loss rate we observe. Nonetheless, we
have performed an extensive scan over the two end wire currents (which
control the trap position in z and the angle of the trap axis) to try and
increase the cloud’s lifetime in the trench, compensating for the end wire
eﬀect on the trap’s x position using the y-bias ﬁeld. The magnitude of the
absorption varied slightly as the cloud moved in z, but no increases in the
cloud’s in-trench lifetime were observed.
6.3.3. Cloud size
If the trap frequency is lower than the expected 700 Hz or the cloud tem-
perature is higher than the 2 μK we measure using RF spectroscopy, then
atoms can escape on either side of the trap, so we would expect to lose
atoms over a quarter of a transverse oscillation — around 0.35 ms.
We can measure the oscillation frequency of the atoms in the magnetic
trap using the same technique we used to measure their frequency in the
optical trap, as described in Section 5.3.2. For the magnetic trap just out-
side the trench we induce resonant excitations by oscillating the current in
the Z-wire by ±0.2 A. The cloud’s maximum optical density in the x − y
plane is plotted in Figure 6.10 as a function of the Z-wire current oscillation
frequency. If the cloud has been heated, the optical density decreases. The
strongest decrease is around 650 Hz, implying that this is the oscillation
frequency of the trap. This is slightly lower than the expected frequency of
700 Hz, but not enough to explain the loss we observe.
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Figure 6.10.: Experimental results showing the optical density of the 2 μK cloud
just outside the trench after the position of the trap centre has been oscillated in
the y direction. When the oscillation frequency is close to the trap frequency the
cloud is heated, causing a drop in its optical density. A lorentzian curve (blue)
with a FWHM of 84 Hz is ﬁtted to the data.
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6.3.4. Eﬀects of Photon Scattering
There is a possibility that the resonant light used to obtain the absorption
signals is destroying the atom sample, as the atoms spontaneously emitting
photons receive a momentum kick, which may heat them enough to eject
them from the trap or cause them to collide with the walls of the trench.
An atom absorbing and re-emitting a photon receives a momentum kick
of  (k1 + k2) where k1 and k2 are the wave numbers of the absorbed and
re-emitted photons respectively. If the emission is spontaneous k2 is ori-
ented randomly, so assuming many photons are scattered we can ignore its
contribution and consider only the contribution from the absorbed photon.
For 780 nm light |k| ≈ 1.6 eV/c. In our trench the light propagates in
the +X direction, so we can approximate the eﬀect of continuous photon
scattering with a constant acceleration γs|k|/m, where γs is the scattering
rate, which on resonance is Γ2
I
Isat
where Γ is the transition linewidth.
Considering the simple case of an atom initially at rest in the centre of
the trench and in the centre of the beam mode (with the power set so that
I/Isat = 0.1), we would expect repeated photon scattering to push it 8 μm
into the trench wall in a time
twall =
√
2m(8 μm)
γs|k| = 95 μs. (6.3)
The timescale implies 95 μs × γs ≈ 29 photons have been scattered, and
the ﬁnal velocity as the atom hits the wall is around 0.17 ms−1. The random
nature of the emission adds an uncertainty of ±10 μs to the timescale.
In practice we have a distribution of atom positions and velocities in
the beam mode, which means the absorption signal is not abruptly lost at
95 μs but instead over a period of time. Considering a cloud with an atom
distribution in X given by
f(x) = A exp
[
−(x− x0)
2
σ2x
]
, (6.4)
where A is a normalisation constant, x0 is the centre of the cloud and σx is
the 1/e radius of the cloud in X, we can determine the distribution of wall
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Figure 6.11.: (a) Results from a simple model showing the time taken for atoms
in the trench to be lost when illuminated with resonant light from a waveguide at
an intensity of 0.1Isat. The distribution of loss times are shown for a cloud of
atoms at 2 μK. (b) The time evolution of the absorption signal we would expect if
photon scattering is the cause of the loss. The signal is shown as a proportion of
its initial value.
collision times;
f(twall) = Btwall exp
[
−(x0 − wT + at
2
wall)
2
σ2x
]
, (6.5)
where B is a normalisation constant, wT is the width of the trench and
a is the constant acceleration due to photon absorption — the eﬀects of
spontaneous emission are ignored here. If we take into account the cloud’s
velocity distribution in addition to the position distribution, along with the
magnetic trap forces and the intensity distribution of the light beam, f(twall)
is no longer analytic but can be found numerically. These results are shown
in Figure 6.11. If photon scattering is causing atom loss, the atom number
would decrease over time as
N0
(
1−
∫ t
0
f(twall)dt
)
, (6.6)
as shown in Figure 6.11b.
We would therefore expect a drop in the number of atoms in the waveg-
uide mode over this time scale, unless atoms just outside the waveguide
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mode are reﬁlling it faster than they can be lost. Assuming the waveguide
mode is positioned at the centre of the trap, we expect the average atom
speed here to be
√
3kBT/m, which at 2 μK is 24 mm/s, meaning an atom
2.1 μm outside the waveguide mode can travel to its centre in around 88 μs.
These theoretical considerations suggest that atoms can reﬁll the waveg-
uide mode faster than it can be emptied by photon scattering. In experi-
ment, the loss we observe occurs over 600 μs (as seen in Figure 6.8) rather
than around 150 μs (as in Figure 6.11), suggesting that photon scattering
is not responsible for the lack of a persistent absorption signal.
We can also test this by incorporating photon scattering into the Monte
Carlo simulation described in Section 5.5. Starting with a cold cloud al-
ready held in the trench, and measuring the number of atoms in the waveg-
uide mode, there is an initial drop in number when the waveguide light is
switched on, but soon the rate at which atoms are driven into the trench
wall equalises with the rate at which atoms enter the waveguide mode, lead-
ing to a constant number in the mode that is about half the initial number.
These results support the idea that photon scattering is not the reason that
the absorption signal is being lost.
We can test this behaviour experimentally. Instead of switching the
waveguide light on a few milliseconds before the cloud enters the trench
and then leaving it on throughout the entry, we can use just one short-pulse
of light once the cloud has already entered. If this pulse is signiﬁcantly
shorter than the 100 μs loss time, the eﬀect of photon scattering on the
atom number in the mode will be negligible. By performing a series of
experiments, each with a short pulse at a diﬀerent time, we can measure
how the number of atoms in the trench changes over time with minimal
eﬀect on the atoms themselves.
Absorption signals measured using a sequence of short-pulse measure-
ments are compared with the signal measured using a single continuous
measurement in Figure 6.13. Both techniques give the same results for the
variation in absorption as the atoms enter the trench, proving that photon
scattering during the continuous measurement is not the cause of the loss
observed in experiment.
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Figure 6.12.: Simulation results showing the evolution of atom number in the
waveguide mode after the light is switched on. An initial rapid loss occurs over
around 150 μs as atoms in the mode are driven into the trench wall, but
subsequently the loss rate drops equalises with the rate at which other atoms ﬁll
the mode, giving a stable number (until the total trap population drops
signiﬁcantly).
119
Figure 6.13.: Experimental results showing the change in cross-trench
transmission as the 2 μK cloud enters the trench, as measured using an
experimental run in which the detection light that stays on throughout (blue).
These results are compared to results from a series of experimental runs (black),
each one using one 50 μs pulse of light at various times, 150 μs apart.
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6.3.5. Conclusions
None of the explanations in this section above can account for the loss
rate we observe in experiment. There is a fundamental diﬃculty in experi-
mentally diagnosing the problem; atom clouds inside the trench cannot be
imaged using CCD cameras — the only way we can examine them is by
measuring waveguide light absorption. With only the magnitude and dura-
tion of the signal to work with, it is very diﬃcult to diﬀerentiate between
various loss mechanisms.
One way of obtaining further information about the cloud’s behaviour
in the trench would be to perform absorption measurements of the same
experimental sequence using all twelve waveguides, instead of just one. This
would show us the cloud’s density distribution in z, along the length of the
trench, which may shed light on the loss mechanism. At the time of writing
this experiment has yet to be performed.
6.4. In-Trench Dipole Forces
Despite the lack of a persistent absorption signal, the large number of atoms
in the waveguide mode could still prove useful for other experiments in
the trench. One possibility is the use of oﬀ-resonant light sent through
the waveguide being used to exert dipole forces on atoms, potentially even
trapping them. The sensitivity of the in-trench absorption measurements
means that we should be able to measure a persistent absorption signal even
if only one atom (out of the 36 in the mode) is trapped.
6.4.1. Concept
Generating a trapping potential in the trench can be achieved by sending
oﬀ-resonant light into a pair of facing waveguides. For trench widths below
19 μm (ours is 16 μm), two non-interfering beams emitted from the waveg-
uides into the trench will create an intensity maximum in the centre of the
trench, as shown in Figure 6.14a.
Red-detuned light will therefore create a trap minimum in the centre
of our trench. The loose conﬁnement along the axis of the beam (in the
X direction) means the depth of the trap is limited by the presence of the
trench walls — much higher conﬁnement in this axis can be achieved if the
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beams can be made to interfere, by ensuring they have the same frequency
and polarization. The interference pattern results in a 1-dimensional lattice
potential, as shown in Figure 6.14b.
We use light with a wavelength of 805 nm, to the red of the rubidium D2
transition. Two non-interfering 1 mW beams emerging from each waveguide
with an initial spot size of 2.1 μmwill generate a trap kB×18 μK deep (atoms
hotter than 18 μK will collide with the trench walls), with trap frequencies
fy = fz = 22 kHz, fx = 1 kHz. If we can ensure the beams have the
same polarization in the trench, they will interfere, creating a stack of 50
pancake-shaped traps, which near the centre of the trench have a depth of
kB × 530 μK and trap frequencies fy = fz = 31 kHz, fx = 395 kHz.
In either case, the trap depths are much greater than the thermal energy
of the 2 μK cloud, suggesting they should be capable of trapping multiple
atoms. Given that we are currently unable to hold the cloud steady in the
trench, the only available strategy for loading an in-trench dipole trap is
a quick trench entry, with the trapping light switched on at the time we
expect the highest number of atoms to be in the mode volume. Modelling
this process using the Monte Carlo simulation suggests that we should be
able to capture around 25 atoms using a pair of non-interfering 1 mW beams.
6.4.2. Implementation
A Thorlabs diode laser is used to generate the 805 nm trapping light. The
laser has a maximum power of 140 mW, and using the current controller
we can switch it on to full power in around 2 μs. Figure 6.15 shows the
apparatus. We are still only using one waveguide; the same waveguide used
throughout this chapter, which is near the centre of the trench, but now we
are coupling trapping light into it in both directions.
Combining and splitting the 780 nm and 805 nm light requires two
dichroic mirrors that reﬂect 780 nm light and transmit 805 nm light. We
use Semrock longpass edge ﬁlters3, which have a stated extinction ratio of
10−7. The 805 nm trapping light is much more intense than the 780 nm
detection light, so even the small amount reﬂected from the ﬁlter is enough
to damage the APD. We therefore have to add another ﬁlter before the
APD to ﬁlter out any remaining 805 nm light. Another threat to the APD
3Speciﬁcally, Semrock LP02-785RU-25 ﬁlters.
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Figure 6.14.: (a) The intensity distribution along the beam axis produced when
two counter-propagating, non-interfering beams enter the trench from waveguides
on opposite sides of the trench, for four diﬀerent trench widths. For widths less
than 19 μm there is only one intensity maximum, at the centre of the trench. (b)
Comparison of the trapping potentials generated by counter-propagating pairs of
non-interfering (top) and interfering (bottom) red-detuned waveguide beams. The
trench width here is 16 μm and the light wavelength is 805 nm. When using
non-interfering beams, the small variation in intensity across the trench greatly
limits the trap depth along the beam axis - hot atoms will hit the walls and be
ejected from the trap.
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Figure 6.15.: The experimental setup used to inject trapping light and detection
light into the chip waveguides.
is posed by spontaneous emission from the 805 nm laser — we ﬁnd that
enough 780 nm light is emitted to damage the APD, so we have to use a
fourth ﬁlter immediately outside the laser aperture to remove all but the
desired 805 nm light. We stabilise the polarization of the detection light by
reﬂecting it oﬀ a polarizing beamsplitter.
We can couple at most 40% of the 805 nm light into a single mode ﬁbre,
as the beam’s proﬁle as it leaves the laser is quite distorted — attempts
to improve the coupling eﬃciency by reshaping the beam with anamorphic
prisms were unsuccessful. Once the light is coupled into ﬁbres we measure
the total transmission across the chip to be 0.4% in both directions, lower
than the transmission of 780 nm light. Assuming the loss rate is uniform
across the system we would expect around 6% of the input power to reach
the trench. If the total 140 mW out of the laser is split into two 70 mW
beams which are then coupled into ﬁbres to give 30 mW entering the chip,
this suggests 1.9 mW is entering the trench from either side, which we
believe is enough to trap atoms. In reality, the loss from laser to trench will
be diﬀerent for each side, so balancing the powers at the trench will require
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experimental optimization — we cannot rely on the powers as measured
before the light enters the chip. For now we can roughly balance the powers
by examining the amount of light scattered out of the trench for each beam.
In this conﬁguration we measure a count rate of 1.1 /μs on the APD, and
this count rate does not vary much as the power balance is adjusted. We
label the two ﬁbre couplers that we use to inject light into the chip ﬁbres
as FC A and FC B, as shown in Figure 6.15; FC A collects detection light
and 805 nm light, while FC B just collects 805 nm light.
6.4.3. Producing Interference in the Trench
As stated above, we expect greater conﬁnement if the two light beams in
the trench interfere, which requires that they have the same polarization. A
schematic of how the light polarization changes through the system is shown
in Figure 6.16. The polarizing beamsplitter used to adjust the power balance
splits the light into vertical and horizontal polarizations, which we write in
vector form as z and y respectively. We can then control the polarization of
the z light before it is injected into FC A using a λ/4 waveplate and a λ/2
waveplate. We can describe the change in polarization from the waveplates
with a matrix Wˆ. Passing through the chip and both ﬁbres will again
change the polarization, and we describe this change with a second matrix
Cˆ. Thus the light from FC A will have a polarization CˆWˆz after leaving the
chip. This light then leaves FC B and returns to the polarizing beamsplitter,
where a component CˆWˆz · z is reﬂected into a photodiode PD1.
Light injected into FC B will experience the inverse of these polariza-
tion changes, so that when it returns to the beamsplitter, a component
Wˆ
−1
Cˆ
−1
y · y is transmitted and hits PD1. Thus the total light power
hitting PD1 is proportional to
Wˆ
−1
Cˆ
−1
y · y+ CˆWˆz · z. (6.7)
We expect the polarization of the two beams in the chip to be the same
if
Wˆz = Cˆ
−1
y, (6.8)
which means that
CˆWˆz = y (6.9)
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Figure 6.16.: Diagram of how the polarization of the 805 nm light changes
through the system. The polarizing beamsplitter splits the light from the laser
into two beams of orthogonal polarizations, z and y. The matrix Cˆ represents the
eﬀect on these polarizations caused by the chip, and the eﬀect from the λ/4 and
λ/2 waveplates is represented by a second matrix Wˆ.
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and
Wˆ
−1
Cˆ
−1
y = z. (6.10)
In this case, expression (6.7) is equal to z · y + y · z = 0. Therefore
minimising the light power at PD1 by changing Wˆ should mean the two
beams in the trench have the same polarization, and should generate an
interference pattern.
As mentioned in Section 4.3.1 the ﬁbres are not polarization-maintaining,
but after attaching them to a heatsink the polarization appears stable over
a timescale of a few hours. We can continuously measure the power at PD1
while performing experiments and manually adjust Wˆ to keep it low.
6.4.4. Light Shifts in the Trench
A good way to measure the optical dipole trapping potential is through the
frequency shift of the resonance transition. We calculate the connection
between these following the approach of Steck[92].
We can describe the eﬀect of an electric ﬁeld E on an atom’s energy
levels using perturbation theory - the perturbation operator here is
V = −E · d, (6.11)
where d is the electric dipole moment of the atom.
Assuming the electric ﬁeld has a polarization unit vector  and is monochro-
matic with an angular frequency of ω, we write it as
E(r, t) = 
(
E(r)e−iωt + E∗(r)eiωt
)
. (6.12)
The AC Stark shift of the ground state of a two level atom is then
ΔEg =
|〈g|E · d |e〉|2
(ω + ω0)
− |〈g|E · d |e〉|
2
(ω − ω0)
= −2ω0 |〈g|E · d |e〉|
2
(ω20 − ω2)
= −2ω0 |〈g|  · d |e〉|
2 |E(r)|2
(ω20 − ω2)
.
where ω0 is equal to (Ee − Eg)/.
We can extend this to an atom with more than two energy levels by
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summing over all the other states of the system;
ΔEg = −
∑
e
2ω0 |〈g|  · d |e〉|2 |E(r)|2
(ω20 − ω2)
. (6.13)
This can be rewritten as ΔEg = −α(ω) |E(r)|2 where α(ω) here is the
Kramers-Heisenberg polarizability for |g〉;
α(ω) =
∑
e
2ω0 |〈g|  · d |e〉|2
(ω20 − ω2)
. (6.14)
We can write d and  in terms of their angular momentum components
about some quantisation axis, so that  · d = ∑q 	qdq. Incorporating this
into equation (6.14) gives
α(ω) =
∑
q
	q
∑
e
2ω0 |〈g| dq |e〉|2
(ω20 − ω2)
. (6.15)
The states involved in equation (6.14) can be labelled in terms of their
quantum numbers4, such that |g〉 → |n S L J I FmF〉 and |e〉 → |n′S′L′J ′I ′F ′m′F〉.
We therefore need to calculate the matrix elements
〈n S L J I F mF| dq
∣∣n′S′L′J ′I ′F ′m′F〉 . (6.16)
We can simplify using the Wigner-Eckart theorem[93] to separate equa-
tion (6.16) into two factors; a reduced matrix element
(2F + 1)−1/2 〈n S L J I F | dq
∣∣n′S′L′J ′I ′F ′〉 , (6.17)
and the Clebsch-Gordon coeﬃcient 〈F ′1m′Fq |FmF〉, which can be calcu-
lated using Wigner-3j symbols[93]. We can simplify further, removing I
and F from the reduced matrix element, to arrive at an expression in terms
of the matrix element 〈n S L J | dq |n′S′L′J ′〉, the values of which have been
calculated for rubidium by Safranova et al.[94]. Details of these simpliﬁca-
tions are given in Appendix B.
4The quantum numbers used here are; the principal quantum number n, the electron spin
S, the electron orbital angular momentum L, the total angular momentum J = L+S,
the nuclear spin I, the total atomic angular momentum F = J+ I, and the projection
of F onto some quantisation axis mF.
128
Figure 6.17.: The AC Stark shift in the cycling transition
|F = 2,mF = +2〉 → |F = 3,mF = +3〉 for a range of wavelengths of trapping
light, for π-polarised light and light with equal components of σ+ and σ−. The
805 nm wavelength of the in-trench trapping light is marked with a dashed line.
Using these simpliﬁcations we can evaluate equation (6.13) for the ground
and excited states of the cycling transition; in terms of |n S L J I F mF〉
these are
∣∣5, 12 , 0, 12 , 32 , 2, 2〉 and ∣∣5, 12 , 1, 32 , 32 , 3, 3〉 respectively. The total
shift in the transition frequency for a range of light wavelengths is shown in
Figure 6.17, for π-polarised light and for light with equal components of σ+
and σ− polarizations. For 805 nm light, we ﬁnd the shifts for these polar-
izations are 35.3 MHz/(GW m−2) and 47.5 MHz/(GW m−2) respectively.
The potential experienced by the atoms is dependent only on the shift of
the ground state, which we calculate to be -1.69 mK/(GW m−2) × kB for
both polarizations. Two 1 mW, non-interfering beams counterpropagating
in the trench will have a peak intensity of 0.13 GW m−2 at the centre of
the trench, so the shift here is -220 μK ×kB.
Using these calculations we can also determine the AC Stark shift for
the π-polarised 1030 nm light used for the dimple trap, obtaining a value
of 5.68 MHz/(GW m−2), which at the beam’s maximum intensity corre-
sponds to a shift of 11.6 MHz. This is in good agreement with experimental
measurements.
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6.4.5. Expected Absorption Spectra in the Trench
Knowing the light shift in the trench, we can predict the shape of the ab-
sorption spectra we expect when we send detection light and trapping light
through the same pair of waveguides. Assuming the detection light inten-
sity is much lower than the saturation intensity, the absorption cross section
σabs changes with the detuning Δ as
σabs(Δ) =
Γ2
4 σ0
Γ2
4 +Δ
2
(6.18)
where σ0 is the cross section on resonance and Γ is the cycling transition
linewidth, 2π × 6 MHz. Δ here is ω′ − ω where ω′ is the angular frequency
of the transition and ω is the angular frequency of the detection light. To
account for the eﬀect of the 805 nm light we write ω′ in terms of the intensity
of the 805 nm light It(x, y, z) as ω0 + 2π [fshiftIt(x, y, z)], where ω0 is the
angular frequency of the unshifted transition and fshift is the light shift per
unit intensity as determined in the previous section.
σabs is therefore a function of It(x, y, z) and the detection light frequency
ω. The total absorption coeﬃcient is a(x, y, z) = n(x, y, z)σabs(It(x, y, z))
where n(x, y, z) is the atom number density. We can use this to work out
the absorption across the trench. If a beam of detection light is emitted
by a waveguide at x = 0 with an initial Gaussian proﬁle of I(0)(y, z) and
propagates in the +x direction, the proﬁle a distance x′ from the waveguide
is given by
I(x′)(y, z) = I(0)(y, z) exp
[
−
∫ x′
0
a(x, y, z)dx
]
. (6.19)
The proportion of the light that reaches the waveguide on the other side of
the trench is then ∫ +∞
−∞
∫ +∞
−∞ I(wT) dy dz∫ +∞
−∞
∫ +∞
−∞ I(0) dy dz
(6.20)
where wT is the width of the trench. We are ignoring the divergence of
the beam and the mode-matching between beam and waveguide here. We
make the assumption that the atom density n(x, y, z) is not aﬀected by the
presence of the 805 nm light, and is determined only by the shape of the
magnetic trap. We have evaluated equation (6.19) numerically for a range
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Figure 6.18.: The expected spectra for in-trench absorption measurements with
no 805 nm light present (solid), and with two non-interfering 805 nm beams
(dashed), and with two interfering beams (dotted). In both cases the 805 nm
light is π-polarised and each beam has a power of 1 mW. The atom cloud density
is chosen so that around 20 atoms are in the beam mode. We are ignoring the
Zeeman shifts due to the presence of the magnetic trap for these calculations.
of detection light frequencies, for non-interfering and interfering 805 nm
beams, as shown in Figure 6.18. As illustrated in Figure 6.14 the range of
intensities across the trap is much greater when the beams interfere, and as
a result the absorption spectrum is broader than it is with non-interfering
beams, and is clearly asymmetric. The asymmetry is due to there being
more atoms in the low-intensity outer regions of the beam and the nodes of
interference pattern than in the high intensity anti-nodes of the interference
pattern.
We can therefore hope to determine whether the 805 nm beams are
interfering in the trench or not by looking at the shape of the measured
absorption spectrum.
6.4.6. Experimental results
We measure the in-trench Stark-shifted absorption spectrum by switching
on the 805 nm light before the atoms enter the trench. A typical APD
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Figure 6.19.: Experimental results showing how the count rate measured by the
APD (black) changes during the procedure used to obtain Stark-shifted
absorption spectra from clouds in the trench. The 805 nm light is switched on
shortly before atoms enter the trench and held on for 10 ms. Some 805 nm light
reaches the APD despite the presence of a dichroic mirror and a ﬁlter, increasing
the count rate by around 100 kcps.
signal obtained using this experimental procedure is shown in Figure 6.19.
The shape of the APD signal required the analysis algorithm described in
Section 4.2.1 to be modiﬁed, so that it was capable of taking into account
the period of higher count rate that was measured while the 805 nm light
was on.
In Figure 6.20a the measured in-trench absorption spectrum for atoms
with no trapping light present is compared with the spectra when 805 nm
light enters the trench from each side. Measuring the light shift for light
coming from each side allows us to experimentally check that the beam
powers are balanced in the trench (in Figure 6.20a they are clearly not
balanced). Once we have the powers balanced, we send both beams into
the trench and attempt to generate interference in the trench by adjusting
the waveplates (labelled Wˆ in Section 6.4.3) before the light is coupled into
FC A to ensure that the light at PD1 is minimum.
An absorption spectrum with the light in this conﬁguration is shown in
Figure 6.20b in red. Comparing these spectra to the expected spectra, it
appears that either the beams each have a power of 2.0 mW in the trench
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and are π-polarised, or that each has a power of 1.5 mW and both are cir-
cularly polarised. Adjusting the polarization of both 805 nm beams while
maintaining a low power at PD1 and retaking the spectra gives a smaller
shift (shown in blue in Figure 6.20b), which suggests that we have moved
from circular polarization to π-polarization, and the power is 1.5 mW. How-
ever, the shape of both spectra suggests the beams are not interfering in
either case. If we adjust Wˆ so that the power at PD1 is maximised instead
of minimised, there is no clear change in the shape of the spectra.
We can also adjust the polarization of the detection light before it enters
FC A, but this only has a small eﬀect on the absorption spectrum. In both
light-shifted spectra and unshifted spectra, changing the polarization of the
detection light moves the peak by about 2 MHz. As discussed in Chapter 4,
if a magnetic ﬁeld is present during the in-trench absorption measurement,
then altering the light polarization allows us to select between σ+, σ− and π
transitions. The minimum ﬁeld of the trap here is about 1.7 G, which would
separate the π and σ+ transitions by 2 MHz, so the apparent movement of
the peak is presumably actually the disappearance of the π peak and the
appearance of the σ+ peak (and vice versa). The σ− peak was not visible
in the spectrum obtained using circularly polarised detection light.
We have as yet not managed to generate an absorption spectrum that
clearly indicates in-trench interference. The slow polarization drift com-
bined with the long time needed to generate clear absorption spectra (around
30 minutes) makes it diﬃcult to perform measurements repeatably, and as
with the attempts to stabilise the trapped cloud in the trench, we are again
limited in the information we can obtain about the behaviour of atoms and
light inside the trench.
Despite the lack of the asymmetric spectrum we expected for interfer-
ing trap beams, we have attempted to trap atoms using the 805 nm light,
maximising the light shift and then changing the experimental procedure
so that the 805 nm light switches on at the time of maximum in-trench
absorption. If we have 1.5 mW of non-interfering light entering the trench
from each side, we expect a trap depth of 26.6 μK ×kB, which should be
able to capture several atoms from the 2 μK cloud as it enters the trench.
We have not yet been able to measure a persistent absorption signal from
these eﬀorts. This may be the result of too much heating as the cloud enters
the trench, or could be due to the same loss mechanism that we were unable
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Figure 6.20.: Experimental results showing the absorption spectra obtained
using 780 nm detection light and 805 nm light in the trench. (a) shows the
spectrum in the absence of 805 nm light (black) and with 805 nm light entering
FC A (red) and entering FC B (blue). The shaded area around the lines
represents the standard error on the absorption. We can compare the shift caused
by light from each ﬁbre to balance the powers in the trench — by comparison
with our light shift calculations, it appears that the FC A light is about 0.6 mW
more powerful than the FC B light in this case. (b) shows the same unshifted
spectrum as in (a) (black), compared with spectra with light entering both FC A
and FC B simultaneously (red and blue). For both of these spectra we expect the
beams to have the same polarization as each other; we believe that for one
spectrum this polarization is linear (blue) while for the other it is circular (red).
Neither spectrum has the asymmetric shape expected for interfering beams.
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to identify in Section 6.3. We have used short-pulse measurements to check
for optically trapped atoms to rule out the possibility of photon scattering
destroying the trapped cloud. There is a possibility that the 2 μs switch-on
of the 805 nm light is too slow, given the high oscillation frequencies of the
trap it produces.
The spectra predicted in Section 6.4.5 do not apply for optically trapped
atoms, which we expect to occupy only high-intensity regions of the trap,
giving a narrower spectrum centered at a higher frequency shift. The exact
spectrum is dependent on temperature; for a cloud at 100 μK in the 1 mW
lattice trap we expect the absorption to peak at a frequency 20 MHz above
the free space resonance.
Time constraints have prevented further experimental investigation into
in-trench trapping. Using an 805 nm laser with a higher maximum power
would remove the possibility that the trap is simply not deep enough, and
passing the light through an AOM could allow for a much shorter switch-on
time. Additionally, if the magnetically trapped cloud could be held stable in
the trench, we could try loading the optical trap in a more controlled fashion,
removing a potential source of error. The logical next step towards opti-
cally trapping atoms would therefore be performing the multiple-waveguide
measurement described in Section 6.3.5.
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7. Conclusions and Outlook
This thesis has covered signiﬁcant progress in the waveguide chip experi-
ment. The addition of the dimple beam to the experiment has allowed us to
evaporatively cool atom clouds with much better eﬃciency than was previ-
ously achievable. Purely rf-driven evaporation in our magnetic trap gave a
maximum achievable phase space density of around 2× 10−5, but using the
dimple we achieved 4×10−2, achieving an increase in evaporation eﬃciency
by a factor of 4 without having to break vacuum. Using a higher power laser
for our dimple beam would allow for even higher phase space densities, po-
tentially enabling the creation of a BEC. Rebuilding the chip using much
less glue could also give a lower vacuum pressure in the chamber, which will
allow for more eﬃcient cooling.
The dimple cooling process has enabled much higher atom densities
inside the trench; we now observe absorption signals of 50%, compared to
earlier experiments which measured signals of 1% and 8% for the MOT and
magnetically trapped clouds respectively. The 50% absorption signals are
visible in the results of only one run of the experiment, in contrast to the
earlier signals, which required many sets of results to be averaged together
before the absorption signals could be discerned from the noise.
The higher densities allow for the prospect of optical trapping in the
trench. By measuring light shifts in atoms in the trench we can, to an extent,
characterise the trapping light as it crosses the trench. The magnitude of the
light shift suggests that enough light is present in the trench for trapping
to occur — if the cloud’s movement into the trench can be slowed down
without signiﬁcant atom loss occurring, the interaction between the atoms
and the optical dipole potential will be more straightforward, and optical
trapping would presumably not be far oﬀ. Chances of successfully trapping
could be improved if a trapping laser with a higher power is used. Currently,
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we achieve 1.5 mW of 805 nm light in the trench, which is enough power to
trap atoms according to theory and simulation, but not by a large margin.
If optical trapping using one pair of waveguides is feasible, it would be a
simple matter to couple the trapping light into other waveguides, potentially
resulting in an array of 12 microscopic optical traps, each containing a small
number of atoms. This has potential applications in quantum information
processing[40]. A Rydberg excitation in one microtrap can block excita-
tions in the adjacent microtrap, 10 μm away, via the Rydberg blockade[95].
Blockade ranges of 10 μm have been have already been demonstrated ex-
perimentally, using principle quantum numbers n ≈ 100[96]. This blockade
interaction means the optical traps could be used to form a two-qubit quan-
tum gate[97].
Some interesting experiments are also possible if cavities can be inte-
grated into the waveguide setup. Recent experiments have demonstrated
‘photon blockade’ occurring in an optical microcavity containing a single
atom[98], where excitation of the atom-cavity system by one photon blocks
the transmission of a second photon, leading to antibunching in the trans-
mission through the cavity. Shi et al. have shown that the same eﬀect could
be observed in a cavity coupled to a waveguide[99], with the cavity either
oﬀ to the side of the waveguide or directly in the path of the waveguide,
forming a gap similar in size to our trench. Turning our gap into a cavity by
making the waveguide facets reﬂective would be diﬃcult using our current
fabrication process, although one group has managed to build a waveguide-
with-gap setup into a microcavity by adding dielectric mirrors to the outer
ends of the waveguides[100, 101].
If a cold cloud can be held in the trench for an extended period of time,
there is the potential to implement a feedback system. If the parameters
of the cloud in the trench can be obtained in real-time, using multiple-
waveguide measurements (this could be achieved using the non-destructive
detection system described in [102]), then we can implement a feedback loop
that adjusts the trap parameters based on this data. The introduction of
a feedback loop to a quantum system opens up a variety of experimental
possibilities, such as feedback cooling (as demonstrated for a single atom
by Kubanek et al.[103]) and realisation of non-trivial quantum states[104].
For BECs, Szigeti et al. have shown that feedback can be used to drive a
BEC towards a stable spatial mode, which can help to reduce noise in the
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system[105].
Our work on the waveguide chip device clearly shows the scientiﬁc poten-
tial for devices that bring together photonic technologies and techniques in
atomic physics, not just in quantum information processing but in quantum
physics as a whole.
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sity maximum, at the centre of the trench. (b) Comparison of the
trapping potentials generated by counter-propagating pairs of non-
interfering (top) and interfering (bottom) red-detuned waveguide
beams. The trench width here is 16 μm and the light wavelength
is 805 nm. When using non-interfering beams, the small variation
in intensity across the trench greatly limits the trap depth along
the beam axis - hot atoms will hit the walls and be ejected from
the trap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.15. The experimental setup used to inject trapping light and detection
light into the chip waveguides. . . . . . . . . . . . . . . . . . . . 124
6.16. Diagram of how the polarization of the 805 nm light changes through
the system. The polarizing beamsplitter splits the light from the
laser into two beams of orthogonal polarizations, z and y. The
matrix Cˆ represents the eﬀect on these polarizations caused by the
chip, and the eﬀect from the λ/4 and λ/2 waveplates is represented
by a second matrix Wˆ. . . . . . . . . . . . . . . . . . . . . . . . 126
6.17. The AC Stark shift in the cycling transition |F = 2,mF = +2〉 →
|F = 3,mF = +3〉 for a range of wavelengths of trapping light, for
π-polarised light and light with equal components of σ+ and σ−.
The 805 nm wavelength of the in-trench trapping light is marked
with a dashed line. . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.18. The expected spectra for in-trench absorption measurements with
no 805 nm light present (solid), and with two non-interfering 805 nm
beams (dashed), and with two interfering beams (dotted). In both
cases the 805 nm light is π-polarised and each beam has a power of
1 mW. The atom cloud density is chosen so that around 20 atoms
are in the beam mode. We are ignoring the Zeeman shifts due to
the presence of the magnetic trap for these calculations. . . . . . . 131
150
6.19. Experimental results showing how the count rate measured by the
APD (black) changes during the procedure used to obtain Stark-
shifted absorption spectra from clouds in the trench. The 805 nm
light is switched on shortly before atoms enter the trench and held
on for 10 ms. Some 805 nm light reaches the APD despite the
presence of a dichroic mirror and a ﬁlter, increasing the count rate
by around 100 kcps. . . . . . . . . . . . . . . . . . . . . . . . . 132
6.20. Experimental results showing the absorption spectra obtained us-
ing 780 nm detection light and 805 nm light in the trench. (a)
shows the spectrum in the absence of 805 nm light (black) and
with 805 nm light entering FC A (red) and entering FC B (blue).
The shaded area around the lines represents the standard error on
the absorption. We can compare the shift caused by light from
each ﬁbre to balance the powers in the trench — by comparison
with our light shift calculations, it appears that the FC A light
is about 0.6 mW more powerful than the FC B light in this case.
(b) shows the same unshifted spectrum as in (a) (black), compared
with spectra with light entering both FC A and FC B simulta-
neously (red and blue). For both of these spectra we expect the
beams to have the same polarization as each other; we believe that
for one spectrum this polarization is linear (blue) while for the
other it is circular (red). Neither spectrum has the asymmetric
shape expected for interfering beams. . . . . . . . . . . . . . . . 134
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A. Linking Trap Shape to Phase
Space Density
To understand the link between the deformation parameter and phase space
density, it is useful to start with some general thermodynamic expressions.
For a system of trapped atoms, the total number of atoms N is given by
N =
∫
ρ (	) f (	) d	, (A.1)
where ρ (	) is the density of states, given in Section 5.1.1 as
ρ(	) =
2π(2m)
3
2
h3
∫
U(r)≤
d3r
√
	− U(r), (A.2)
and f (	) is the population distribution which, in the absence of quantum
eﬀects, is given by
f (	) = z exp (−	/kBT ) , (A.3)
where z is the fugacity. Evaluating the integral for N gives
N =
z
λ3dB
∫
exp
(
−U (r)
kBT
)
d3r, (A.4)
where λdB is deﬁned as
λdB =
h√
2πmkBT
. (A.5)
Comparing this expression with equation (5.21) shows that the fugacity z
reduces to n0λ
3
dB for systems where quantum eﬀects are negligible[106].
The single particle partition function Z1 for a trapped ideal gas is given
by
Z1 =
1
h3
∫
exp
(
−U (r) + p
2/2m
kBT
)
d3p d3r. (A.6)
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Evaluating the momentum integral gives
Z1 =
1
λ3dB
∫
exp
(
−U (r)
kBT
)
d3r, (A.7)
which by comparison to equation (A.4) demonstrates that
n0λ
3
dB = N/Z1. (A.8)
The internal energy of a gas at equilibrium is given by
E =
∫
	ρ (	) f (	) d	, (A.9)
which using the expressions given above can be rewritten as
E = NkBT
2 1
Z1
∂Z1
∂T
. (A.10)
It is useful here to deﬁne an eﬀective volume Ve, such that
Ve = N/n0, (A.11)
which can be rewritten as
Ve = Z1λ
3
dB, (A.12)
using equation (A.8). Using this deﬁnition, we can write
1
Z1
∂Z1
∂T
=
1
Ve
∂Ve
∂T
+ λ3dB
∂
∂T
(
1
λ3dB
)
=
1
Ve
∂Ve
∂T
+ λ3dB
∂
∂T
(
(2πmkBT )
3/2
λ3dB
)
=
1
Ve
∂Ve
∂T
+
3
2T
,
so that the expression for energy becomes
E = NkBT
(
T
Ve
∂Ve
∂T
+
3
2
)
. (A.13)
This expression depends on the quantity TVe
∂Ve
∂T . We refer to this as the
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deformation parameter γ, so that
γ =
T
Ve
∂Ve
∂T
. (A.14)
We can relate the phase space density to the value of γ using the
Helmholtz free energy of the system F , given by
F = E − TS. (A.15)
F can be written in terms of the partition function by using Gibb’s expres-
sion for the entropy S of a system;
S = −kB
∑
i
Pi logPi. (A.16)
Pi is the probability of ﬁnding the system in state i, which can be related
to the partition function Z using
Pi = ni/N = exp (−Ei/kBT ) /Z, (A.17)
so that
S =
(∑
i
PiEi/T + kB
∑
i
Pi logZ
)
. (A.18)
As
∑
i PiEi is just the internal energy E, and
∑
i Pi = 1;
S =
E
T
+ kB logZ. (A.19)
Using this expression in equation (A.15) gives
F = E − T
(
E
T
+ kB logZ
)
, (A.20)
which reduces down to
F = −kBT logZ. (A.21)
Rewriting this in terms of the single particle partition function gives
F = −kBT log
(
ZN1
N !
)
. (A.22)
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Using the expression for internal energy in equation (A.13) and the def-
inition of γ we can therefore write
NkBT
(
γ +
3
2
)
− TS = −kBT log
(
ZN1
N !
)
. (A.23)
Stirling’s approximation can be used to simplify;
N
(
γ +
3
2
)
− S
kB
= −N log (Z1) +N log (N)−N, (A.24)
ﬁnally giving
Z1 = N exp
(
S
NkB
− γ − 5
2
)
. (A.25)
As the phase space density n0λ
3
dB = N/Z1, we can write
n0λ
3
dB = exp
(
γ +
5
2
− S
NkB
)
. (A.26)
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B. Simplifying the Light Shift
Calculation
The light shift calculations discussed in Section 6.4.4 hinge on the calcula-
tion of the matrix element
M = 〈n S L J I F mF| dq
∣∣n′S′L′J ′I ′F ′m′F〉 . (B.1)
This appendix covers the simpliﬁcations we perform to enable this calcula-
tion.
The Wigner-Eckart theorem states that for a tensor operator of order k
T(k)[93],
〈τ J m| |T(k)| ∣∣τ ′J ′m′〉 = (−1)2k√
2J + 1
〈τ J | |T(k)| ∣∣τ ′J ′〉 〈J ′k m′q|Jm〉. (B.2)
For our calculation k is equal to 1, as the electric dipole operator is a vector
operator. Applying this to the matrix element we wish to simplify:
〈n S L J I F mF| dq
∣∣n′S′L′J ′I ′F ′m′F〉 =
1√
2F + 1
〈n S L J I F | dq
∣∣n′S′L′J ′I ′F ′〉 〈F ′1m′Fq|F mF〉. (B.3)
We can write the Clebsch-Gordon coeﬃcient 〈F ′1m′Fq|F mF〉 in terms of a
Wigner-3j symbol (in the square brackets);
〈F ′1m′Fq|F mF〉 = (−1)(F
′−1+mF)√2F + 1
[
F ′ 1 F
mF q −mF
]
, (B.4)
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giving
〈n S L J I F mF| dq
∣∣n′S′L′J ′I ′F ′m′F〉 =
(−1)(F ′−1+mF) 〈n S L J I F | dq
∣∣n′S′L′J ′I ′F ′〉
[
F ′ 1 F
mF q −mF
]
. (B.5)
Since we do not excite the nucleus, I = I ′, so we can separate out the nu-
clear angular momentum I from the reduced matrix element 〈n S L J I F | dq |n′S′L′J ′I ′F ′〉
by making use of a second theorem[107];
〈γ j1 j2 J | |T(k)| |γ′j′1j′2J ′〉 =
(−1)(j1+j′2+J+k)
√
(2J + 1)(2J ′ + 1)
{
j1 J j
′
2
J ′ j′1 k
}
× 〈γ j1| |T(k)|
∣∣γ′j′1〉 ,
(B.6)
where the curly brackets indicate Wigner-6j symbols. Substituting γ →
nLS, j1 → J , j2 → I and J → F ;
〈n S L J I F | dq
∣∣n′S′L′J ′I ′F ′〉 =
(−1)(J+I+F+1)
√
(2F + 1)(2F ′ + 1)
{
J F I
J J ′ 1
}
×〈n L S J | dq
∣∣n′L′S′J ′〉 .
(B.7)
Thus an expression initially in terms of 〈n S L J I F mF| dq |n′S′L′J ′I ′F ′m′F〉
is simpliﬁed to an expression in terms of 〈n L S J | dq |n′L′S′J ′〉, the values
of which are tabulated for rubidium-87[94]. All other coeﬃcients in the ﬁnal
expression can be calculated easily1.
1With Mathematica.
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