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THE RIESZ CAPACITY IN METRIC SPACES
JUHO NUUTINEN AND PILAR SILVESTRE
Abstract. We study a capacity theory based on a definition of
a Riesz potential in metric spaces with a doubling measure. In
this general setting, we study the basic properties of the Riesz ca-
pacity, including monotonicity, countable subadditivity and several
convergence results. We define a modified version of the Hausdorff
measure and provide lower bound and upper bound estimates for
the capacity in terms of the modified Hausdorff content.
1. Introduction
In this paper, we study a theory of capacity based on a metric version
of the Riesz potential in the setting of a general metric space (X, d)
equipped with a doubling measure µ. We define a related Hausdorff
measure and study the connections between the Riesz capacity and
the Hausdorff measure. With our definitions and results, we extend
the classical Riesz capacity theory from the Euclidean space, with the
Lebesgue measure, to the setting of a general metric measure space.
In Rn, the capacity theory for the Riesz potential can be found for
example in [2], [3], [29] and [30]. During the past twenty years, different
capacities have been studied in metric measure spaces for example in
[5], [15], [17], [19], [21], [22], [23], [24] and [25]. Also, a part of the
theory for Riesz capacity follows from general results in [12] and [32].
Here, we formulate the theory explicitly and state the results to keep
the paper self-contained.
We define a metric version of the Riesz potential of order γ, where
0 < γ < 1, as
Iγf(x) =
∫
X
f(y)
µ (B(x, d(x, y)))1−γ
dµ(y).
One can find a similar definition for the Riesz potential in the works
of Kairema and Sjo¨din (see [20], [31] and [32]). In the definition, there
appears only the measure of balls in the Riesz kernel. Another defini-
tion for a metric version of the Riesz potential is such that it also has
the distance function as a part of the kernel. This version of the Riesz
potential can be found for example in [16], [18] and [26]. Also, other
Riesz potentials and fractional integral operators have been studied in
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the metric setting for example in [13], [14] and [27]. We emphasize
that, throughout the paper, we do not assume any type of (Ahlfors)
Q-regularity on the measure µ that would give uniform lower bounds
or upper bounds for the measure of balls in terms of the radii. In
this generality, our definition of the Riesz potential, with no distance
function as a part of the kernel, works better.
In Section 3, we define a metric version of the Riesz capacity Cγ,p and
show that it satisfies the basic properties of capacity. These properties
include monotonicity, countable subadditivity and several convergence
results. In particular, we show that the Riesz capacity is a Fatou
capacity. This lower semicontinuity property of capacity is an analogue
of Fatou’s lemma. We also study the capacitability of sets and show
that the Riesz capacity is a so called Choquet capacity. This means
that the capacity of a Borel set can be obtained by approximating with
compact sets from the inside and open sets from the outside. We finish
the section by briefly studying the dual Riesz capacity.
In the beginning of Section 4, we prove an upper bound estimate for
the capacity of balls in terms of the measure µ. This result leads us to
define a modified version of the standard Hausdorff content. The main
results of the section are lower bound and upper bound estimates for
the Riesz capacity in terms of this modified Hausdorff content. Similar
results have been studied by Sjo¨din in [31]. Here, we give direct proofs
to results that apply not only for compact sets. In particular, we do
not need to use Frostman’s lemma to obtain the results.
Acknowledgements. We would like to thank Professor Juha Kin-
nunen for proposing this project. We would also like to thank Juha
Lehrba¨ck and Heli Tuominen for useful discussions and comments on
the manuscript.
2. Notation and preliminaries
2.1. Riesz potential. We assume that X = (X, d, µ) is a locally com-
pact metric measure space equipped with a metric d and a Borel reg-
ular, doubling outer measure µ. The doubling property means that
there is a fixed constant cd ≥ 1, called the doubling constant of µ, such
that
(2.1) µ(B(x, 2r)) ≤ cdµ(B(x, r))
for every ball B(x, r) = {y ∈ X : d(y, x) < r}. We also assume that the
measure of each open ball is positive and finite. The doubling condition
implies that
(2.2)
µ(B(y, r))
µ(B(x,R))
≥ C
( r
R
)Q
for every 0 < r ≤ R and y ∈ B(x,R) for some C > 0 and Q > 0
that only depend on cd. In fact, we may take Q = log2 cd and C = c
−2
d
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(see [5]). In addition, we assume that spheres are of measure zero, i.e.
(2.3) µ ({y ∈ X : d(x, y) = r}) = 0,
for x ∈ X and B(x, r). This assumption is needed for the Riesz po-
tential, defined below, to satisfy lower semicontinuity properties (see
Remark 3.3) that are required for the capacity theory.
Definition 2.1. Let 0 < γ < 1. The Riesz potential of order γ of a
measurable function f is
(2.4) Iγf(x) =
∫
X
f(y)
µ (B(x, d(x, y)))1−γ
dµ(y).
Remark 2.2. (i) To be precise, we would need to define the kernel
separately for the cases x 6= y and x = y. However, we assume our
space X to be such that µ vanishes on sets which consist of a single
point. Then the domain of integration X \ {x} can be replaced by
X (see [20]). Since we have a doubling metric measure space, this is
equivalent to the condition that there are no isolated points in our
space X .
(ii) In the Euclidean space, with the n-dimensional Lebesgue measure,
we have, with the notation α = γn ∈ (0, n), the usual Riesz potential
Iαf(x) =
∫
Rn
f(y)
|x− y|n−α
dy
of order α on Rn (up to a dimensional constant).
Another way to define a Riesz potential in a metric space, as in [16]
and [18], is
(2.5) I˜γf(x) =
∫
X
f(y)d(x, y)γ
µ (B(x, d(x, y)))
dµ(y).
If the measure µ is (Ahlfors) Q-regular, that is, there exists a constant
C > 1 such that
(2.6) C−1rQ ≤ µ(B(x, r)) ≤ CrQ
for every x ∈ X and 0 < r < diam(X), then Iγf and I˜γQf are compa-
rable in the sense that there exists a constant C ≥ 1 such that
C−1Iγf ≤ I˜γQf ≤ CIγf.
In the next sections, we do not assume the (Ahlfors) Q-regularity
or any other estimates that would give uniform lower bounds or upper
bounds for the measure of balls in terms of the radii. We assume only
the doubling property (2.1) and develop the theory of Riesz capacity
based on the definition (2.4) of the Riesz potential. In particular, this
definition works better for our purposes in Section 4, where we define
a modified version of the standard Hausdorff measure and prove two
results that relate the Riesz capacity and the Hausdorff measure.
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2.2. Function spaces and capacities. We have by Cavalieri’s prin-
ciple that Lp(X) = Lp(X, µ) is the space of all µ-measurable functions
f in X such that
‖f‖Lp(X) =
(∫ ∞
0
ptp−1µ({z ∈ X : |f(z)| > t})dt
)1/p
<∞,
which is a Banach space when 1 ≤ p <∞. The weak Lp-space Lp,∞(X)
is defined by the condition
‖f‖Lp,∞(X) := sup
t>0
tµ ({z ∈ X : |f(z)| > t})1/p <∞.
We denote by Lp+(X) the subset of L
p(X) of non-negative functions.
Definition 2.3. We define, on the family of µ-measurable subsets ofX ,
a capacity to be a non-negative set function C, which has the following
properties:
(a) C(∅) = 0,
(b) If A ⊂ B, then C(A) ≤ C(B),
(c) C (
⋃∞
i=1Ai) ≤
∑∞
i=1 C(Ai).
A capacity C is called a Fatou capacity if C(Ai) → C(A), whenever
A1 ⊂ A2 ⊂ · · · are subsets of X and A =
⋃∞
i=1Ai. We also say that a
property holds C-q.e. on X if it holds for all x ∈ X except those in a
set E with C(E) = 0.
The capacitary Lorentz spaces Lp,q(C), p, q > 0, are defined by the
condition
‖f‖Lp,q(C) :=
(
q
∫ ∞
0
tq−1C ({z ∈ X : |f(z)| > t})q/p dt
)1/q
<∞,
when q <∞, and in the case of q =∞ by
‖f‖Lp,∞(C) := sup
t>0
t C ({z ∈ X : |f(z)| > t})1/p <∞.
The space Lp,∞(C) is called the weak capacitary Lp-space. For the
general facts and properties of the capacitary Lorentz spaces, we refer
to [6], [7] and [8]. Throughout the paper, we denote the characteristic
function of a set E ⊂ X by χE . In general, C will denote a positive
constant whose value is not necessarily the same at each occurrence.
3. Riesz Capacity
Definition 3.1. Let 1 < p < ∞ and 0 < γ < 1. The Riesz (γ, p)-
capacity of a set E ⊂ X is the number
Cγ,p(E) = inf
f∈A(E)
||f ||pLp(X),
where
A(E) = {f ∈ Lp+(X) : Iγf ≥ 1 on E} .
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If A(E) = ∅, we set Cγ,p(E) =∞. Functions belonging to A(E) are
called admissible functions or test functions for E. From now on, we
always assume in this section that 1 < p <∞ and 0 < γ < 1.
In the Euclidean space, with the Lebesgue measure, one can find
the basic properties of the Riesz capacity for example in [2], [3], [29]
and [30]. In the metric case, assuming only the doubling property
from the Borel regular measure µ, we begin by showing that the Riesz
(γ, p)-capacity is an outer measure. This means that the Riesz capacity
satisfies the properties of Definition 2.3.
Theorem 3.2. The Riesz (γ, p)-capacity is an outer measure.
Proof. Clearly Cγ,p(∅) = 0, since 0 is an admissible function. The
definition of the capacity also implies monotonicity, since if E1 ⊂ E2,
then A(E2) ⊂ A(E1).
To prove the countable subadditivity, let {Ai}
∞
i=1 be a sequence of
sets in X and let A =
⋃∞
i=1Ai. We may assume that
∑∞
i=1 Cγ,p(Ai) <
∞. Then, Cγ,p(Ai) < ∞ for all i ∈ N. Let ǫ > 0, and for each i ∈ N,
let fi ∈ A(Ai) be such that
||fi||
p
Lp(X) < Cγ,p(Ai) + ǫ2
−i.
We define f(x) := sup
i∈N
fi(x). We have that f(x)
p ≤
∑∞
i=1 fi(x)
p, which
implies
||f ||pLp(X) ≤
∞∑
i=1
||fi||
p
Lp(X) ≤
∞∑
i=1
(
Cγ,p(Ai) + ǫ2
−i
)
=
∞∑
i=1
Cγ,p(Ai) + ǫ.
Moreover, we have that Iγf(x) ≥ Iγfi(x), since f(x) ≥ fi(x) for all
x ∈ X and i ∈ N. Let x ∈ A. Then there exists j ∈ N such that
x ∈ Aj and hence Iγf(x) ≥ Iγfj(x) ≥ 1. Thus f is an admissible
function for A =
⋃∞
i=1Ai. Now
Cγ,p
( ∞⋃
i=1
Ai
)
≤ ||f ||pLp(X) ≤
∞∑
i=1
Cγ,p(Ai) + ǫ,
and the claim follows by letting ǫ→ 0. 
Remark 3.3. The Riesz potential, as defined in (2.4), is lower semi-
continuous. For our purposes, it is enough to prove the lower semicon-
tinuity for functions f ∈ Lp+(X). Let x0 ∈ X . Then
Iγf(x0) =
∫
X
f(y)
µ (B(x0, d(x0, y)))
1−γ dµ(y).
We need to show that
Iγf(x0) ≤ lim inf
x→x0
Iγf(x),
when x→ x0. Let x ∈ X . Since for any y ∈ X
B(x, d(x, y)) ⊂ B(x0, d(x, y) + d(x0, x)),
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we have by the monotonicity of µ that
µ (B(x, d(x, y))) ≤ µ (B(x0, d(x, y) + d(x0, x))) .
The above inequality and equality (2.3) imply that
lim sup
x→x0
µ (B(x, d(x, y))) ≤ lim
x→x0
µ(B(x0, d(x, y) + d(x0, x)))
= µ (B(x0, d(x0, y))) .
Now, for any y ∈ X ,
f(y)
µ (B(x0, d(x0, y)))
1−γ ≤ lim infx→x0
f(y)
µ (B(x, d(x, y)))1−γ
and, by using Fatou’s lemma, we get
Iγf(x0) =
∫
X
f(y)
µ (B(x0, d(x0, y)))
1−γ dµ(y)
≤
∫
X
lim inf
x→x0
f(y)
µ (B(x, d(x, y)))1−γ
dµ(y)
≤ lim inf
x→x0
∫
X
f(y)
µ (B(x, d(x, y)))1−γ
dµ(y)
= lim inf
x→x0
Iγf(x).
In addition, we get the following lower semicontinuity property of
the Riesz potential as an operator
Iγf ≤ lim inf
i→∞
Iγfi,
when fi → f weakly in L
p
+(X). The weak convergence implies that
fiµ→ fµ converge weakly as measures with the vague topology of [12,
Section 1.1]. Also, because of equality (2.3) in the previous section,
we have that our Riesz kernel is continuous and hence lower semicon-
tinuous. The result then follows from [12, Lemma 2.2.1.b)] and [30,
Theorem 1.2. p.58].
Using the fact that the Riesz potential of a function f is lower semi-
continuous, we show that the Riesz capacity is an outer capacity. This
means that the capacity of a set E ⊂ X can be obtained by approxi-
mating with open sets from the outside.
Theorem 3.4. Cγ,p is an outer capacity, that is,
Cγ,p(E) = inf {Cγ,p(O) : O ⊃ E, O open} .
Proof. By the monotonicity, Cγ,p(E) ≤ inf {Cγ,p(O) : O ⊃ E, O open}.
To prove the inequality to the reverse direction, we may assume that
Cγ,p(E) < ∞. Let 0 < ǫ < 1 and let f ∈ L
p
+(X) be a function such
that Iγf ≥ 1 on E and
||f ||pLp(X) < Cγ,p(E) + ǫ.
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We define
fǫ :=
1
1− ǫ
f
and
G := {x ∈ X : Iγfǫ(x) > 1} .
Since Iγfǫ is lower semicontinuous, G is an open set. We also have that
fǫ(x) > f(x) for all x ∈ X , since 0 < ǫ < 1. Now, if x ∈ E, then
Iγf(x) ≥ 1 and hence Iγfǫ(x) > 1. Thus we have that x ∈ G and
E ⊂ G. Moreover, fǫ is admissible for Cγ,p(G) and
Cγ,p(G) ≤ ||fǫ||
p
Lp(X) =
( 1
1− ǫ
)p
||f ||pLp(X)
≤ Cγ,p(E)(1− ǫ)
−p + ǫ(1− ǫ)−p.
Since we have that inf {Cγ,p(O) : O ⊃ E, O open} ≤ Cγ,p(G), letting
ǫ→ 0 yields the inequality to the other direction. 
The next capacitary weak type lemma shows in particular that the
Riesz potential Iγf of a nonnegative L
p-function f belongs to the weak
capacitary Lp-space.
Lemma 3.5. If f ∈ Lp+(X), then the capacitary weak type estimate
Cγ,p ({x ∈ X : Iγf(x) > a}) ≤ a
−p||f ||pLp(X)
holds for each 0 < a < ∞. Moreover, Iγ is bounded from L
p
+(X) to
Lp,∞(Cγ,p).
Proof. Let f ∈ Lp+(X) and 0 < a <∞. We define
fa :=
f
a
and
F := {x ∈ X : Iγf(x) > a} .
Since Iγfa = Iγ
(
f
a
)
≥ 1 on F , fa is admissible for F and
Cγ,p(F ) ≤ ||fa||
p
Lp(X) = a
−p||f ||pLp(X).
Moreover, the capacitary weak type estimate implies that
‖Iγf‖Lp,∞(Cγ,p) = sup
t>0
t Cγ,p ({x ∈ X : Iγf(x) > t})
1/p ≤ ||f ||Lp(X),
and the second claim follows. 
We use the capacitary weak type estimate to prove the next theorem,
which in particular says that the Riesz potential of a function f ∈
L
p
+(X) is finite Cγ,p- q.e. It follows that Iγf , for f ∈ L
p(X), is well-
defined Cγ,p- q.e. and that the Riesz potential, as an operator, is linear
outside a set of capacity zero.
Theorem 3.6. Let E ⊂ X. Then Cγ,p(E) = 0 if and only if there
exists f ∈ Lp+(X) such that Iγf(x) =∞ for all x ∈ E.
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Proof. If Cγ,p(E) = 0, then for any integer j, we can find an admissible
function fj ∈ A(E) such that
||fj||
p
Lp(X) =
∫
X
fj(y)
pdµ(y) < 2−j.
Then the function f :=
∑∞
j=1 fj belongs to L
p(X) and
Iγf(x) =
∫
X
∑∞
j=1 fj(y)
µ (B(x, d(x, y)))1−γ
dµ(y) =
∞∑
j=1
Iγfj(x) =∞
for all x ∈ E, since Iγfj ≥ 1 on E for each j.
Conversely, if there exists a nonnegative function f ∈ Lp(X) such
that Iγf =∞ on E, then by the capacitary weak type estimate
Cγ,p(E) ≤ Cγ,p ({x ∈ X : Iγf(x) > a}) ≤ a
−p||f ||pLp(X)
for every a > 0. By letting a→∞, we see that Cγ,p(E) = 0. 
Corollary 3.7. Let f1, f2, f ∈ L
p(X). Then
Iγ(f1 + f2) = Iγ(f1) + Iγ(f2), Cγ,p-q.e.
and
Iγ(af) = aIγ(f), Cγ,p-q.e.,
where a is any finite constant.
Proof. If each term on the right side of the above equalities is finite at
a point x ∈ X , then the equalities hold at such point by the definition
of the Riesz potential. By Theorem 3.6, the sets where the equalities
can fail are of capacity zero. 
Next, we are going to prove several convergence results. We start by
defining the convergence of a sequence of functions in capacity.
Definition 3.8. We say that a sequence {fi} converges in capacity to
f , denoted fi → f in Cγ,p, if for every ǫ > 0
lim
i→∞
Cγ,p ({x ∈ X : |fi(x)− f(x)| > ǫ}) = 0.
We show that the Lp-convergence of functions implies that the corre-
sponding sequence of the Riesz potentials converges in capacity. Also,
for a subsequence, we have pointwise convergence except for a set of
capacity zero.
Theorem 3.9. Let {fi} ⊂ L
p
+(X) and f ∈ L
p
+(X). Each of following
statements is a consequence of the previous one.
(i) fi → f in L
p(X)
(ii) Iγfi → Iγf in Cγ,p
(iii) There exists a subsequence {fij} of {fi} such that
Iγfij → Iγf pointwise Cγ,p-q.e.
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Proof. We show first that (i) implies (ii). Let ǫ > 0. By Theorem
3.6, the potentials Iγfi and Iγf are finite Cγ,p-q.e. Then, we have by
Corollary 3.7 and by Lemma 3.5 that
Cγ,p ({x ∈ X : |Iγfi(x)− Iγf(x)| > ǫ}) ≤ ǫ
−p||fi − f ||
p
Lp(X),
which proves the claim.
Next, we assume that (ii) holds and show that it implies (iii). Let
ǫ = 2−j. Then, there exists a subsequence {fij} such that
Cγ,p
({
x ∈ X : |Iγ(fij )(x)− Iγf(x)| > 2
−j
})
< 2−j.
We use the notation Aj =
{
x ∈ X : |Iγ(fij )(x)− Iγf(x)| > 2
−j
}
. The
upper limit set
A =
∞⋂
k=1
∞⋃
j=k
Aj
has zero capacity, since
Cγ,p(A) ≤
∞∑
j=k
Cγ,p(Aj) ≤
∞∑
j=k
2−j
for all k. Now, if x ∈ X \ A then there exists k = k(x) such that
x ∈ X \ Aj for j ≥ k, that is
|Iγ(fij )(x)− Iγf(x)| ≤ 2
−j.
This implies that Iγ(fij)(x) → Iγf(x), as j → ∞, which proves the
claim.

By using the above theorem, we can strengthen the lower semiconti-
nuity property of Iγ from Remark 3.3, at least outside a set of capacity
zero.
Theorem 3.10. Let {fi} ⊂ L
p(X) and f ∈ Lp(X).
(i) If fi → f weakly in L
p(X), then
lim inf
i→∞
Iγfi ≤ Iγf ≤ lim sup
i→∞
Iγfi, Cγ,p-q.e.
(ii) If fi → f weakly in L
p
+(X), then
Iγf ≤ lim inf
i→∞
Iγfi everywhere
and
Iγf = lim inf
i→∞
Iγfi Cγ,p-q.e.
Proof. We prove first the claim (i). By the Banach-Saks Theorem (see
[4]), there exists a subsequence {f ′i} such that a sequence {gj}, where
gj = j
−1
j∑
i=1
f ′i ,
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converges to f in Lp(X). Then, by Theorem 3.9, there exists a subse-
quence {g′j} such that
Iγf = lim
j→∞
Iγg
′
j Cγ,p-q.e.
Then, the left inequality in (i) follows due to the fact that
Iγf = lim
j→∞
Iγg
′
j ≥ lim inf
i→∞
Iγf
′
i ≥ lim inf
i→∞
Iγfi Cγ,p-q.e.
The right inequality in (i) follows by replacing fi and f by −fi and −f
in the previous argument.
If fi → f weakly in L
p
+(X), then by the lower semicontinuity of Iγ(·)
(see Remark 3.3), we have that
Iγf ≤ lim inf
i→∞
Iγfi everywhere
and it follows by (i) that
Iγf = lim inf
i→∞
Iγfi Cγ,p-q.e.

We prove two more convergence results for the Riesz capacity. As a
corollary of Theorem 3.12, we get a lower semicontinuity property for
the capacity that is an analogue of Fatou’s lemma.
Theorem 3.11. If X ⊃ K1 ⊃ K2 · · · are compact sets and K =⋂∞
i=1Kj, then
lim
i→∞
Cγ,p(Ki) = Cγ,p(K).
Proof. Clearly, by the monotonicity, limj→∞ Cγ,p(Kj) ≥ Cγ,p(K). On
the other hand, let O be an open set containing K. By the compact-
ness of K, we have that Kj ⊂ O for all sufficiently large j. Then
limj→∞ Cγ,p(Kj) ≤ Cγ,p(O). Finally, since Cγ,p is an outer capacity by
Theorem 3.4,
lim
j→∞
Cγ,p(Kj) ≤ inf {Cγ,p(O) : O ⊃ K, O open} = Cγ,p(K).

Theorem 3.12. If A1 ⊂ A2 ⊂ · · · are subsets of X and A =
⋃∞
i=1Ai,
then
lim
i→∞
Cγ,p(Ai) = Cγ,p(A),
that is, the Riesz capacity Cγ,p is a Fatou capacity.
Proof. We may assume that limi→∞ Cγ,p(Ai) = l <∞. Let fi ≥ 0 be a
test function for Cγ,p(Ai) such that
‖fi‖
p
Lp(X) ≤ Cγ,p(Ai) +
1
i
.(3.1)
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Then, the sequence {fi} is bounded in L
p(X) and there exists a sub-
sequence {fij} that converges weakly to a function f ∈ L
p
+(X). By
Theorem 3.10 (ii), we have that
Iγf ≥ 1 on Ai Cγ,p-q.e.
and hence
Iγf ≥ 1 on A Cγ,p-q.e.
Let E be the subset of A, where the previous inequality holds. Then,
by (3.1) and the weak convergence of the functions
Cγ,p(A) = Cγ,p(E) ≤ ‖f‖
p
Lp(X) ≤ lim infj→∞
||fij ||
p
Lp(X) ≤ l,
from which the result follows. Here, we also used the the lower semi-
continuity of || · ||pp (see [3, Lemma 3.1.2. p.109]). 
Corollary 3.13. If {Ai}
∞
i=1 is a sequence of sets in X, then
Cγ,p(lim inf
i→∞
Ai) ≤ lim inf
i→∞
Cγ,p(Ai).
Proof. Let S := lim inf i→∞Ai =
⋃
j
⋂
k≥j Ak and Si :=
⋃i
j=1
⋂
k≥j Ak.
Then Si ⊂ Si+1 ⊂ · · · and S =
⋃∞
i=1 Si, and by Theorem 3.12,
Cγ,p(S) = lim
i→∞
Cγ,p(Si) ≤ lim inf
i→∞
Cγ,p(Ai).

The next definition extends the outer capacity property of Theorem
3.4 to the case where the Riesz capacity of a set E ⊂ X can also be
obtained by approximating with compact sets from the inside. By The-
orem 3.15, we have this inner capacity property for the Riesz capacity,
when considering analytic sets (for the definition of analytic sets, we
refer to e.g. [3], [9], [28]).
Definition 3.14. A set E ⊂ X is called Cγ,p-capacitable, if
Cγ,p(E) = sup{Cγ,p(K) : K ⊂ E, K compact}
= inf{Cγ,p(O) : O ⊃ E, O open}.
Capacitability has been studied in a very general context by Choquet
in [9]. Other references are [1], [2], [3], [11], [28] and [29], and the
references therein. Choquet’s capacitability theorem (see [3, pp.182–
184]) together with Theorems 3.11 and 3.12 give the next theorem,
which says that all analytic sets are Cγ,p-capacitable. In particular,
we have that all Borel sets are Cγ,p-capacitable, which means that the
Riesz capacity is a so called Choquet capacity.
Theorem 3.15. All analytic sets, and hence all Borel sets, are Cγ,p-
capacitable.
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For the following variational problem
min
{
‖f‖pLp(X) : f ∈ L
p(X), Iγf ≥ 1 Cγ,p-q.e. on A
}
,(3.2)
we call a solution f a Cγ,p-capacitary distribution of A and Iγf a Cγ,p-
capacitary potential of A.
Theorem 3.16. If Cγ,p(A) < ∞, then A has a unique Cγ,p-capacitary
distribution f for which f ∈ Lp+(X), ‖f‖
p
Lp(X) = Cγ,p(A) and∫
X
f(x)p−1g(x)dµ(x) ≥ 0
for all g ∈ Lp(X) such that
Iγg ≥ 0 Cγ,p-q.e. on A.
Proof. Using Clarkson’s inequality for Lp-norms, the theorem follows
as in [29, Theorem 9] due to previous results in the paper. 
Dual Riesz capacity. Let ν be a positive measure on X , 1 < p <∞
and A ∈ F , where F is the σ-algebra of sets which are ν-measurable
for all positive measures ν with finite total variation in X . The total
variation of any such ν in X is
‖ν‖ = ν(X) = sup
{
ν(A) : A ⊂ X, A is measurable
}
.
In the case of a measure of this type, we define
Iγν(x) =
∫
X
dν(y)
µ(B(x, d(x, y)))1−γ
,
and following [29] we introduce a capacity, which uses measures as test
elements
cγ,p(A) = sup
{
‖ν‖ : ν is a positive measure in X, ν(X \ A) = 0,
||ν|| <∞ and ‖Iγν‖Lp′ (X) ≤ 1
}
,
where 1
p
+ 1
p′
= 1.
With the same techniques as in [29, Theorem 12, Theorem 14] or [3,
pp. 114–117], we see that cγ,p is an inner capacity on F that satisfies
(3.3) cγ,p(A) = Cγ,p(A)
1/p.
Indeed, for the inequality cγ,p(A) ≤ Cγ,p(A)
1/p, let f ∈ A(A) and let ν
be a test measure for cγ,p(A). Then, by Ho¨lder’s inequality,
ν(A) ≤
∫
A
Iγf(x)dν(x) =
∫
X
∫
A
1
µ(B(x, d(x, y)))1−γ
dν(x)f(y)dµ(y)
≤
(∫
X
(∫
A
1
µ(B(x, d(x, y)))1−γ
dν(x)
)p′
dµ(y)
) 1
p′
(∫
X
f(y)pdµ(y)
)1
p
≤ ‖f‖Lp(X)‖Iγν‖Lp′ (X) ≤ ‖f‖Lp(X)
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and the inequality
cγ,p(A) ≤ Cγ,p(A)
1/p
follows by taking the infimum over admissible functions f and the
supremum over the test measures ν. In order to obtain the equality
(3.3), one can show that (see [3] or [29])
Cγ,p(K)
−1/p = sup
f
{
inf
x∈K
Iγf(x) : f ∈ L
p
+(X), ‖f‖Lp(X) ≤ 1
}
and
cγ,p(K) =
(
inf
‖ν‖=1
‖Iγν‖Lp′ (X)
)−1
=
(
inf
‖ν‖=1
sup
f∈Lp
+
(X)
|
∫
X
(Iγν)fdµ|
)−1
for compact sets K, where ν is a positive measure supported on K
and ‖f‖Lp(X) ≤ 1. Thus, as in [29, Theorem 14] or [3, Theorem 3.6.1,
p.115], the equality (3.3) follows with the use of the Minimax Theorem
(see [10]) and for general sets A by a capacitability argument.
4. Capacity estimates and Hausdorff measure
In this section, we define a Hausdorff measure based on the upper
bound estimate for the capacity of balls. We prove an upper bound
estimate for the capacity of a set E ⊂ X in terms of this modified
Hausdorff content. We also show that the Hausdorff content, satisfying
a condition placed by γp, is zero if the capacity of the set is zero. For
the latter result, we assume that our space X satisfies inequality (4.1)
which holds in connected spaces. Similar results for compact sets can
be found in [31, Theorem 2.2], where the assumption of connectedness
is replaced by a density condition that gives an inequality equivalent
to (4.1). In this section, we give direct and short proofs to results that
apply not only for compact sets. In particular, we do not need to use
a version of Frostman’s lemma in our proofs. Also, unlike in [31], we
do not assume our space to be complete. We start by showing that the
Riesz capacity of a ball is bounded from above by a constant times the
measure of the ball to the power 1− γp.
Lemma 4.1. Let 1 < p <∞ and 0 < γ < 1 be such that γp < 1. Then
Cγ,p (B(x, r)) ≤ C µ (B(x, r))
1−γp
.
Proof. Choose
g = c2 3Q(1−γ)
χB(x,r)
µ (B(x, r))γ
,
where c > 0 and Q > 0 are some constants, for which the inequality
(2.2) holds. For each z ∈ B(x, r), we have
Iγg(z) =
c2 3Q(1−γ)
µ (B(x, r))γ
∫
B(x,r)
1
µ (B(z, d(z, y)))1−γ
dµ(y).
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For each y ∈ B(x, r), we have that d(z, y) ≤ 2r, since z ∈ B(x, r). Now
µ (B(z, d(z, y))) ≤ µ (B(z, 2r)) ≤ µ (B(x, 3r)) ,
for each y ∈ B(x, r). Then
Iγg(z) ≥
c2 3Q(1−γ)
µ (B(x, r))γ
∫
B(x,r)
1
µ (B(x, 3r))1−γ
dµ(y)
= c2 3Q(1−γ) ·
µ (B(x, r))1−γ
µ (B(x, 3r))1−γ
≥ c2 3Q(1−γ) ·
1
c2
·
( r
3r
)Q(1−γ)
= 1 ,
where the last inequality follows by (2.2). Thus g is admissible and we
get the upper bound
Cγ,p (B(x, r)) ≤ ||g||
p
Lp(X)
= c2p 3Q(1−γ)p
µ (B(x, r))
µ (B(x, r))γp
= C µ (B(x, r))1−γp .

Lemma 4.1 leads us to define a modified version of the Hausdorff
measure that works in our generality. In this section, (and throughout
the paper) we do not assume the doubling measure µ to satisfy the
regularity (2.6) or any other estimates that would give uniform lower
bounds or upper bounds for the measure of balls in terms of the radii.
Recall that the usual definition for the λ-Hausdorff content of a set
E ⊂ X , for 0 < r ≤ ∞, is
Hλr (E) = inf
{ ∞∑
i=1
rλi : E ⊂
∞⋃
i=1
B(xi, ri), xi ∈ E, ri ≤ r
}
,
and the λ-Hausdorff measure of E is Hλ(E) = limr→0H
λ
r (E). The
Hausdorff dimension of E is the number
dim(E) = inf
{
λ > 0 : Hλ(E) = 0
}
.
Let 1 < p < ∞, 0 < γ < 1 and γp < 1. In our case, we define the
Hausdorff content of a set E ⊂ X , for 0 < r ≤ ∞, as
H˜γ,pr (E) = inf
{ ∞∑
i=1
µ(B(xi, ri))
1−γp : E ⊂
∞⋃
i=1
B(xi, ri), xi ∈ E, ri ≤ r
}
.
Then, the Hausdorff measure is
H˜γ,p(E) = lim
r→0
H˜γ,pr (E).
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Note that if the measure is Q-regular, then
H˜γ,pr ≈ H
Q(1−γp)
r .
In the next theorem, we show that the Riesz capacity of a set E ⊂ X
is bounded from above by a constant times the (modified) Hausdorff
content of the set E. In particular, this implies that compact sets with
positive capacity have positive Hausdorff measure (see [31, Theorem
2.2]).
Theorem 4.2. Let 1 < p < ∞ and 0 < γ < 1 be such that γp < 1.
Then Cγ,p(E) ≤ CH˜
γ,p
∞ (E) for each E ⊂ X, where C is the same
constant as in Lemma 4.1.
Proof. Suppose that H˜γ,p∞ (E) <∞, otherwise the claim is obvious. For
ǫ > 0, there is a countable covering {B(xi, ri)} of E such that
∞∑
i=1
µ(B(xi, ri))
1−γp < H˜γ,p∞ (E) + ǫ.
Now, by the monotonicity and Theorem 4.1
Cγ,p(E) ≤
∞∑
i=1
Cγ,p(B(xi, ri))
≤ C
∞∑
i=1
µ(B(xi, ri))
1−γp
< C(H˜γ,p∞ (E) + ǫ).
The claim follows by letting ǫ→ 0. 
For the proof of the next theorem, we need an opposite inequality to
(2.2) which is true in connected spaces. Indeed, if X is connected then
by [5, Corollary 3.8] there exist constants C > 0 and s > 0 such that
for all balls B(y, R) in X , all z ∈ B(y, R) and all 0 < r ≤ R,
(4.1)
µ(B(z, r))
µ(B(y, R))
≤ C
( r
R
)s
.
Note that inequality (4.1) given by the connectedness (or uniform per-
fectness) of the space X is equivalent to the density condition assumed
in [31]. The proof of the next theorem is direct and we do not need
to use Frostman’s lemma to obtain the result. In the Euclidean space,
with the Lebesgue measure, we use the notation α = γn and consider
the usual Riesz potential of order α from Remark 2.2 (ii). Our result
implies the classical result that if the Riesz capacity of a set E is zero,
then E has Hausdorff dimension at most n − αp, where αp < n (see
e.g. [30, Section 5.2, Theorem 2.3]).
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Theorem 4.3. Assume that X satisfies (4.1). Let 1 < p < ∞, 1 <
p˜ < ∞, 0 < γ < 1 and 0 < γ˜ < 1 be such that γp < 1, γ˜p˜ < 1 and
γ˜p˜ < γp. If Cγ,p(E) = 0, then H˜
γ˜,p˜
∞ (E) = 0.
Proof. In the following, we prove the result for bounded sets E ⊂ X .
If the set E is not bounded, then there exists bounded sets Ej such
that E =
⋃∞
j=1Ej . We then use the countable subadditivity of the
Hausdorff content, the monotonicity of the Riez capacity and the result
for bounded sets to obtain the result for unbounded sets E.
Let E ⊂ X be a bounded set. For ǫ > 0, there is an admissible
function f ≥ 0 such that
||f ||pLp(X) < ǫ.
For such a function f , at each point x ∈ E,
1 ≤
∫
X
f(y)
µ (B(x, d(x, y)))1−γ
dµ(y).
Let x0 ∈ E. We choose R0 > diam(E) large enough such that E ⊂
B(x0, R0) and that the integral below is more than one half. Notice
that we can always find such a radius R0 but the selection depends on
the set E. Define R = 2R0 and ri = 2
−iR, for i ∈ N. For each point
x ∈ E
1
2
≤
∫
B(x0,R0)
f(y)
µ (B(x, d(x, y)))1−γ
dµ(y)
≤
∫
B(x,R)
f(y)
µ (B(x, d(x, y)))1−γ
dµ(y)
and hence
1 ≤ 2
∫
B(x,R)
f(y)
µ (B(x, d(x, y)))1−γ
dµ(y)
= 2
∞∑
i=0
∫
B(x,ri)\B(x,ri+1)
f(y)
µ (B(x, d(x, y)))1−γ
dµ(y)
≤ 2
∞∑
i=0
∫
B(x,ri)\B(x,ri+1)
f(y)
µ (B(x, ri+1))
1−γ dµ(y)
≤ 2
∞∑
i=0
1
µ (B(x, ri+1))
1−γ
∫
B(x,ri)
f(y) dµ(y).
Using Ho¨lder’s inequality and the doubling condition, we get
1 ≤ C
∞∑
i=0
µ (B(x, ri))
γ−1+ p−1
p
(∫
B(x,ri)
f(y)p dµ(y)
)1/p
.
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Next, we use the fact that for any δ > 0 there is a constant C > 0 such
that
1 = C
∞∑
i=0
2−iδ = C
∞∑
i=0
(ri
R
)δ
.
Then, inequality (4.1) gives
C
∞∑
i=0
(
µ (B(x, ri))
µ(B(x0, R))
)δ/s
≤ C
∞∑
i=0
(ri
R
)δ
= 1.
Now, by putting the measure of the ball B(x0, R) as part of the con-
stant, we have that
C
∞∑
i=0
µ(B(x, ri))
δ/s ≤
∞∑
i=0
µ (B(x, ri))
γ−1+ p−1
p
(∫
B(x,ri)
f(y)p dµ(y)
)1/p
,
where the constant C depends on R. For δ > 0, there exists at least
one index ix ∈ N such that
µ (B(x, rix))
γ−1+ p−1
p
(∫
B(x,rix )
f(y)p dµ(y)
)1/p
≥ Cµ(B(x, rix))
δ/s
and, by raising both sides to the power p, we get∫
B(x,rix )
f(y)p dµ(y) ≥ Cµ(B(x, rix))
δp/s−(γ−1)p−p+1
= Cµ(B(x, rix))
δp/s−γp+1.
We choose
δ =
γp− γ˜p˜
p
· s,
which is positive, as γp > γ˜p˜. We obtain for each x ∈ E a ball
B(x, rix) = Bx such that
(4.2) µ(Bx)
1−γ˜p˜ ≤ C
∫
Bx
f(y)p dµ(y).
By using the basic 5r-covering theorem (see e.g. [18]), we obtain count-
ably many points xj ∈ E, such that the balls Bj = Bxj are pairwise
disjoint and E ⊂
⋃∞
j=1 5Bj. Using the estimate (4.2), the doubling
property of the measure µ and the pairwise disjointness of the balls Bj ,
we get
H˜γ˜,p˜∞ (E) ≤
∞∑
j=1
µ(5Bj)
1−γ˜p˜ ≤ C
∞∑
j=1
µ(Bj)
1−γ˜p˜
≤ C
∞∑
j=1
∫
Bj
f(y)p dµ(y) ≤ C
∫
X
f(y)p dµ(y)
= C ||f ||pLp(X) < C ǫ.
Letting ǫ→ 0 yields the claim. 
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We can see that in the metric space, with a doubling measure µ, the
Hausdorff content and the Hausdorff measure have the same null sets.
This relation has been studied in [22, Section 7] for slightly different
versions of the Hausdorff content and the Hausdorff measure. For our
definitions, the result of [22, Lemma 7.6] follows without any extra
assumptions. By the previous two theorems, we get as a corollary the
following result for arbitrary sets E.
Corollary 4.4. Let 1 < p <∞, 1 < p˜ <∞, 0 < γ < 1 and 0 < γ˜ < 1
be such that γp < 1, γ˜p˜ < 1 and γ˜p˜ < γp. Then
Cγ,p(E) > 0 implies that H˜
γ,p(E) > 0.
If we also assume our space X to be connected, then
H˜γ˜,p˜(E) > 0 implies that Cγ,p(E) > 0.
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