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The expression Networked Control Systems (NCSs) typically
refers to feedback control systems for which some of the sensors,
controllers, and actuators communicate with each other using a
shared communication network (see Fig. 1). The use of a multi-pur-
pose shared network reduces installation and maintenance costs
and adds ﬂexibility, as it permits the system reconﬁguration and/
or expansion with minimal additional infrastructure costs. In view
of this, NCSs are ﬁnding application in numerous areas that include
the automotive industry, the aviation industry, robotics, process
control, and building control, among others.
While NCSs are attractive from the perspective of cost of deploy-
ment and maintenance, they introduce signiﬁcant design chal-
lenges, because the traditional unity feedback loop that operates
in continuous time or at a ﬁxed sampling rate is not adequate when
sensor data arrives frommultiple sources, asynchronously, delayed,
and possibly corrupted. Consequently, NCSs have been the focus of
intense study in the last few years (Hespanha, Naghshtabrizi, & Xu,
2007; Tipsuwan & Chow, 2003; Zhang, Branicky, & Phillips, 2001).
This paper is focused on two aspects of NCSs that are responsi-
ble for important challenges in analyzing and designing NCSs and
that are prompting the development of new formal tools to study
these systems.1. In NCSs, the information that ﬂows between different elements
in the feedback loop (sensors, actuators, or controllers) is
carried in atomic units called packets; and the departure and
arrival of these packets causes instantaneous changes in the state
of the system. Moreover, the protocols used to process packets
often contains discrete or logic variables, which must be taken
into account in their analysis.
2. The shared network that supports the communication between
the different elements of a NCS introduces uncertainty that typ-
ically arises from other (unmodeled) systems that compete for
network resources as well as from stochasticity introduced
explicitly by the network protocols (e.g., random backoffs in
response to packet collisions).
The integration of continuous dynamics with discrete variables
(often boolean) requires the use of ‘‘hybrid’’ models for dynamical
systems, whose solutions should include ‘‘stochastic behavior’’ to
capture the uncertainty common in NCSs. These requirements
motivate the use of Stochastic Hybrid Systems (SHSs) as a natural
modeling formalism for NCSs.
The goal of this tutorial paper is twofold: First, we aim at famil-
iarizing the reader with SHSs as a modeling framework for NCSs.
Second, we want to introduce a few theoretical tools that we found
instrumental for the analysis and design of NCSs feedback
controllers and network protocols. We shall attempt to make the
presentation tutorial but rigorous, and incorporate in it a few
examples to illustrate the use of the models and tools.
Towards the above mentioned goals, Section 2 introduces the
concept of SHSs. We start with a deterministic hybrid model,
whose state has a component that evolves continuously and
another that is discrete in nature, changing through instantaneous
resets or impulses (Section 2.1). The key mechanism used here to
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Fig. 1. Networked Control System (NCS).
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places, which in the context of networked control systems, often
correspond to the times at which messages are sent or received
from the network. In the ﬁrst (and simpler) model considered,
denoted by Time-Triggered Stochastic Hybrid Systems (TTSHSs), the
reset times may causally depend on the hybrid system’s discrete
state, but are not allowed to depend on its continuous state (Sec-
tion 2.2). This restriction is removed in a second model for stochas-
tic hybrid systems, denoted by State-Driven Stochastic Hybrid
Systems (SDSHSs), where a (causal) dependence on the full state
is allowed (Section 2.3). For both models, we provide algorithms
to construct the sample paths for the SHSs. These algorithms
provide the basis for the formal analysis of these systems and
can also be used to generate Monte Carlo simulations for the SHSs.
In parallel with the introduction of formal models for SHSs, we
provide two examples that illustrate the use of SHSs to model net-
worked control systems. One example consists of a feedback loop
with multiple sensors that communicate with a controller through
a shared network (Example 1) and the other refers to the estima-
tion of the state of a system based on measurements received
through a packet-switched network (Example 2).
The formal tools presented here to analyze SHSs are focused on
establishing global existence of solution, stability, and on con-
structing bounds on the state of the system. There is a wide range
of stability notions applicable to SHSs (Teel, Subbaraman, &
Sferlazza, 2014) and we review some of the most commonly used
ones in Section 3. The stability notions considered can be classiﬁed
in two broad categories: bounds on the probability that the state of
the system ‘‘misbehaves’’ or bounds on the expected value of the
state.
The stability theory for linear TTSHSs is fairly well established
and simple necessary and sufﬁcient stability conditions are avail-
able. These conditions are presented in Section 4 for the case of a
single discrete state, but they have been generalized to multiple
discrete states (Antunes, Hespanha, & Silvestre, 2013a).
The key technical tools discussed in Section 5 for the formal
analysis of nonlinear TTSHS and SDSHS are based on the concepts
of extended generator and Lyapunov function. Essentially, the
extended generator of a SHS provides a formula (known as Dyn-
kin’s formula) that can be used to compute the instantaneous value
of the derivative of the expected value of a function V that depen-
des on the (continuous and discrete) state of the SHS; much like
the chain rule allows one to compute the time derivative of a func-
tion VðxÞ along solutions to a (deterministic) ODE of the form
_x ¼ f ðxÞ (Section 5.1). Section 5.3 provides several Lyapunov-based
conditions that can be used to establish global existence, stability,
and boundedness for SHSs. These conditions are expressed interms of algebraic inequalities on ‘‘candidate Lyapunov functions’’
that greatly resemble the conditions that appear in Lyapunov’s sta-
bility theorem for deterministic ODEs.
While the extended generator and Dynkin’s formula are power-
ful tools for the analysis of SHSs, their direct applicability requires
stringent assumptions, which often cannot be established indepen-
dently. A solution to this technical difﬁcult relies in considering a
‘‘stopped’’ process that matches the solution to the SHS until the
ﬁrst time it leaves a bounded set and gets ‘‘frozen’’ at the precise
time it leaves the set. Two key features make stopped processes
especially useful: (i) Dynkin’s formula holds for stopped processes
under very mild assumptions and (ii) the stopped process con-
verges to the state of the hybrid system as one enlarges the set out-
side which the process gets frozen. The use of stopped processes to
study SHSs is discussed in Section 5.2. While the main goal of this
paper is not to provide the full formal proofs behind the tools pre-
vented, we include in Section 5.4 the key steps behind the Lyapu-
nov-based proofs. Our goal is to provide the reader with the basic
tools needed to construct variations of the results presented here,
instead of attempting to provide a long (and somewhat boring) list
of all possible variations. However, the stability results presented
in Section 5.3 are self-contained in that using these results does
not require the discussion in Sections 5.2 and 5.4.
The present paper aims at being a tutorial on SHSs and not an
exhaustive literature survey on SHSs. For the latter, we refer the
reader to the excellent recent survey (Teel, Subbaramanet al., 2014).Notation
All random variables in this write-up are measurable on the
same probability space ðX;F ;PÞ. We denote random variables
and stochastic processes in boldface and, for short of notation,
we generally omit the dependence on the outcome x 2 X [as in
tk or NðtÞ, instead of tkðxÞ or Nðt;xÞ]. In expressions involving ran-
dom variable that require some quantiﬁcation on x, we use the
superscript wpo to denote universal quantiﬁcation with respect to
some subset of X with probability one [as in X ¼wpoZ to express that
9X 2 F such that PðXÞ ¼ 1 and XðxÞ ¼ YðxÞ;8x 2 X.] A time-
dependent function x : ½0; TÞ ! Rn; T 2 ð0;1 that is continuous
from the right and has well-deﬁned limits from the left for every
time t 2 ½0; TÞ is said to be cadlag (from French ‘‘continue à droite,
limite à gauche’’). For cadlag functions, we denote by ðÞ the left-
limit operator that maps x into the function x : ð0; TÞ ! Rn deﬁned
by xðtÞ :¼ lims#txðsÞ;8t 2 ð0; TÞ.2. Stochastic hybrid systems
Hybrid Systems (HSs) combine continuous-time dynamics with
discrete modes of operation. The states of such systems usually
have two distinct components: one that evolves continuously, typ-
ically according to a differential equation; and another one that is
discrete and changes through instantaneous resets or impulses.
The Stochastic Hybrid Systems (SHSs) considered here can be viewed
as HSs for which the resets are triggered by stochastic events,
much like transitions between states of a continuous-time Markov
chains. However, the rate at which resets occur is allowed to
depend on both the continuous and the discrete states of the SHS.
SHSs have been introduced in Hu, Lygeros, and Sastry (2000)
and further developed in Bujorianu and Lygeros (2006),
Cassandras and Lygeros (2006), Hespanha (2005), Hespanha
(2007), Teel (2013). Here, we consider a restricted form of SHSs
that are closely related to (and heavily inspired by) the Piece-
wise-Deterministic Markov Process (PDMPs) introduced by Davis
(1993) and, in fact, our SHSs can be viewed as a special case of
PDMPs and thus inherent many of the PDMPs properties. SHSs
Fig. 2. Deterministic Hybrid Systems (DHS).
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(Costa, Fragoso, & Todorov, 2013; Mariton, 1990) and to Switching
Difusions (SD) (Ghosh, Arapostathis, & Marcus, 1997; Yin & Zhu,
2000), which differ from our SHSs in that the emphasis in MJLSs
and SDs is in the change in dynamics at a set of event times and
not on the impulsive effects that are fundamental in many NCSs.
Nevertheless, MJLSs have been successfully used to study fairly
complex NCSs (Cervin & Lincoln, 2010). Also, in SDs, the solution
between discrete events is obtained from a stochastic differential
equation, instead of an ordinary differential equation; therefore
such systems exhibit randomness even without resets. The
reader is referred (Teel, Subbaraman et al., 2014) for a recent
comprehensive survey on SHSs that discusses the key differences
between these and related models that have appeared in the
literature.
In the remainder of this section, we ﬁrst introduce a simple
model for deterministic hybrid systems and then explore a few
mechanisms to introduce stochasticity into their solutions that
are particularly useful in the context of NCSs.2 One can formulate conditions that are sufﬁcient for the construction not to fail,
but since the emphasis of this paper is in stochastic hybrid systems, we do not pursue
that here.2.1. Deterministic hybrid systems
We consider hybrid systems (HS) whose continuous state xðtÞ,
t P 0 takes values in Rn and whose discrete state qðtÞ; t P 0 takes
value in a (typically) discrete state Q. When qðtÞ takes some value
q1 2 Q, we say that the HS is in mode q1 and when qðtÞ changes
from some q1 2 Q to another q2 2 Q, we say that the HS
transitioned from mode q1 to mode q2. A HS for which Q has a sin-
gle element (and therefore the system is always in the same mode)
is called an impulsive system (IS). In these hybrid systems, qðtÞ is
necessarily always equal to the only element of Q and therefore
we generally omit any reference to their discrete state.
The simple model of deterministic hybrid systems (DHSs) consid-
ered here requires three ingredients:
1. a family of (locally Lipschitz) vector ﬁelds ff q : Rn ! Rn; q 2 Qg
that deﬁnes the evolution of the continuous state xðtÞ in each
mode q 2 Q;
2. a family of reset maps f/‘ : Q Rn ! Q Rn; ‘ 2 Lg that
characterizes how the resets or impulses change the sys-
tem’s state; and
3. a family of guards fg‘ : Q Rn ! R; ‘ 2 Lg that deﬁnes when
resets or impulses take place.
The families of reset maps and guards are parameterized by the
same (typically ﬁnite) set L so that, for each ‘ 2 L, the guard g‘ is
associated with the reset map /‘.
Fig. 2 shows a graphical representation of a DHS. Each elipse
corresponds to a speciﬁc value of the discrete state in Q and is
labelled with the differential equation for the continuous statexðtÞ within the corresponding mode. The arrows are associated
with transitions between modes and each arrow corresponds to
an element of L (and therefore to a pair guard/reset map). The
guard condition g‘ðq; xÞ  0 appearing at the start of an arrow
indicates when the transition is triggered and the reset map
ðq; xÞ#/‘ðq; xÞ appearing at the end of the arrow speciﬁes how
the transition changes the system’s state.
To construct a solution to this DHS, starting at an initial
condition qð0Þ ¼ q0 2 Q; xð0Þ ¼ x0 2 Rn, we solve the differential
equation corresponding to the mode q0 until one of the guard
conditions becomes active (i.e., until one of the g‘ becomes positive
or zero). At that time, we reset the state according to the corre-
sponding reset map /‘ and proceed by solving the differential
equation corresponding to the new mode. This procedure can be
formalized as follows:
1. Set k ¼ 0; t0 ¼ 0.
2. Solve the initial-value problem zðtkÞ ¼ xðtkÞ, _z ¼ f qðtkÞðzÞ;8t P tk; and let ½tk; TÞ denote its maximum interval of
existence.
3. If any one of the g‘ qðtkÞ; zðtÞð Þ is non-negative at time tk or
two or more of the g‘ qðtkÞ; zðtÞð Þ became non-negative
simultaneously in the interval ðtk; TÞ, then this procedure
fails.2
4. If a single g‘ qðtkÞ; zðtÞð Þ; ‘ 2 L becomes non-negative in the
interval ðtk; TÞ, i.e.,
tkþ1 :¼ inf t 2 ðtk; TÞ : 9‘ 2 L; g‘ qðtkÞ; zðtÞð ÞP 0f g
belongs to the (open) interval ðtk; TÞ and 9‘k 2 L such that
g‘k qðtkÞ; zðtkþ1Þð ÞP 0; g‘ qðtkÞ; zðtkþ1Þð Þ < 0; 8‘–‘k;
then deﬁne the DHS state in the interval ½tk; tkþ1Þ to be
qðtÞ ¼ qðtkÞ; xðtÞ ¼ zðtÞ; 8t 2 ½tk; tkþ1Þ
and at the time tkþ1 to be
qðtkþ1Þ;xðtkþ1Þð Þ¼/‘k qðtkÞ;zðtkþ1Þð Þ ¼/‘k qðtkþ1Þ;xðtkþ1Þð Þ
 
ð1Þ
Increment the integer k and go back to 2.
5. If none of the g‘ qðtkÞ; zðtÞð Þ, ‘ 2 L becomes non-negative in
the interval ½tk; TÞ, then deﬁne the DHS state in the interval
½tk; TÞ to be
qðtÞ ¼ qðtkÞ; xðtÞ ¼ zðtÞ; 8t 2 ½tk; TÞ
and terminate.
Fig. 3. Time-Triggered Stochastic Hybrid System (TTSHS).
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to a maximal time Tmax that can be either equal to T if the construc-
tion terminate through 5 or supktk if it does not terminate. In this
and in all subsequent constructions of solutions to HSs the state
variables xðtÞ and qðtÞ are typically not continuous at the reset
times tk, but they are continuous from the right and have
well-deﬁned limits from the left. Signals of this type are called
cadlag (from French ‘‘continue à droite, limite à gauche’’).
Many models for DHSs have been proposed in the literature.
The one described here is a simpliﬁcation of previous models
and, most notably, lacks non-determinism, i.e., the ability to allow
solutions that may or may not reset when guards become active.
The construction outlined above leads to uniqueness of solution,
which somewhat simpliﬁes the introduction of stochasticity. How-
ever, non-determinism can be combined with stochasticity as
shown in Teel (2013).
2.2. Time-triggered stochastic hybrid systems
In the DHS’s considered in Section 2.1, the times tk at which the
state is reset according to (1) correspond to the times at which one
of the guards g‘ becomes non-negative. In Time-Triggered Stochastic
Hybrid Systems (TTSHS), these tk’s are random variables with the
property that the intervals hk :¼ tkþ1  tk;8k 2 Z0 between consec-
utive resets are independent random variables with a probability
distribution that may depend on the current mode. These hybrid
systems are also known as Stochastic Hybrid Systemswith Renewal
Transitions (Antunes, Hespanha, & Silvestre, 2012; Antunes et al.,
2013a) because the stochastic process NðTÞ that counts the number
of resets tk in the interval ð0; T is a renewal process.
The model of a TTSHS thus requires three ingredients:
1. a family of (locally Lipschitz) vector ﬁelds ff q : Rn ! Rn;
q 2 Qg that deﬁnes the evolution of the continuous state
xðtÞ in each mode q 2 Q;
2. a family of reset maps f/‘ : Q Rn ! Q Rn; ‘ 2 Lg that
characterizes how the resets or impulses change the
system’s state; and
3. a family of reset-time distributions fl‘q : ‘ 2 L; q 2 Qg that
deﬁnes when resets or impulses take place.
Also here, the families of reset maps and reset-time distribu-
tions are parameterized by the same (typically ﬁnite) set L so that,
for each ‘ 2 L, the reset-time distributions l‘q; q 2 Q are associated
with the reset map /‘.
Fig. 3 shows a graphical representation of a TTSHS: The key dif-
ference with respect to the DHS in Fig. 2 is that now the guard con-
ditions have been replaced by the random variables tk that
represent the reset times, which are determined by the reset-time
distributions l‘q; ‘ 2 L; q 2 Q.
To construct a solution to this TTSHS, starting at an initial con-
dition qð0Þ ¼ q0 2 Q;xð0Þ ¼ x0 2 Rn, we draw one random number
h‘0; ‘ 2 L for each reset-time distribution l‘qð0Þ, ‘ 2 L and solve thedifferential equation corresponding to the mode q0 for a time inter-
val equal to the smallest of the h‘0. When that interval elapses, we
reset the state according to the reset map /‘ corresponding to the
smallest h‘0 and proceed by solving the differential equation corre-
sponding to the new mode. Formally, the construction of the solu-
tion to a TTSHS is analogous to the construction described in
Section 2.1 for a DHS, but with the new (stochastic) mechanism
used to generate the reset times. Speciﬁcally, the steps 2–5 should
now be replaced by:
20. Solve the initial-value problem zðtkÞ ¼ xðtkÞ; _z ¼ f qðtkÞðzÞ;8t P tk; and let ½tk;TÞ denote its maximum interval of
existence.
30. Draw independent random numbers h‘k, ‘ 2 L with distribu-
tions l‘qðtkÞ. If any of the h
‘
k is equal to zero or more than one
of the h‘k is equal to hk :¼min‘2Lh‘k then this procedure fails.
Otherwise settkþ1 :¼ tk þ hk:
40. If tkþ1 2 ðtk;TÞ and a single h‘k is equal to hk, i.e., 9‘k 2 L such
thath‘kk ¼ hk; h‘k > hk; 8‘–‘k;
then deﬁne the TTSHS state in the interval ½tk; tkþ1Þ to be
qðtÞ ¼ qðtkÞ; xðtÞ ¼ zðtÞ; 8t 2 ½tk; tkþ1Þ ð2Þ
and at the time tkþ1 to beqðtkþ1Þ;xðtkþ1Þð Þ¼/‘k qðtkÞ;zðtkþ1Þð Þ ¼/‘k qðtkþ1Þ;xðtkþ1Þð Þ
 
ð3Þ
Increment the integer k and go back to 20.
50. If tkþ1 P T, then deﬁne the TTSHS state in the interval ½tk;TÞ
to beqðtÞ ¼ qðtkÞ; xðtÞ ¼ zðtÞ; 8t 2 ½tk;TÞ ð4Þ
and terminate.
Also here, the random times tk are called reset times and this
solution is deﬁned up to a maximal time Tmax that can be either
equal to T if the construction terminates through 50 or supktk if it
does not terminate.
The following assumptions can be used to make sure that this
construction does not fail in step 30 with probability 1; either
because we get an h‘k equal to zero or because more than one of
the h‘k is equal to hk :¼min‘2Lh‘k.
Assumption 1 (TTSHS Standing Assumptions). The following is
assumed for the TTSHSs considered throughout this paper:A1 The vector ﬁelds x#f qðxÞ; q 2 Q are locally Lipschitz.
A2 Pðh‘k ¼ 0Þ ¼ 0 for every ‘ 2 L; k 2 ZP0, i.e., none of the reset-
time distributions l‘q; ‘ 2 L; q 2 Q have a point mass at 0.
A3 Pðh‘1k ¼ h‘2k Þ ¼ 0 for every ‘1–‘2; k 2 ZP0, i.e., for every q 2 Q
and ‘1–‘2 the reset-time distributions l‘1q ;l‘2q cannot have
common point masses. hExample 1 (Estimation through a packet-switched network). Fig. 4
depicts a networked control system that could be modeled using
a TTSHS. It corresponds to a feedback conﬁguration in which the
process output vector y can be decomposed into two components
y1 and y2, each measured by a separate sensor. The two sensors
are located far from the controller and communicate with it
through a shared network.
processcontroller
shared
network sensor 2
sensor 1hold 1
hold 2
sampling
times
Fig. 4. Feedback control loop with two remote sensors that communicate with the
controller through a shared network in Example 1.
Fig. 5. Time-Triggered Stochastic Hybrid System (TTSHS) that models the net-
worked control system in Example 1.
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sampling the output and sending their measurements to the
controller. Speciﬁcally, the process output y is sampled at times
tk; k 2 ZP0 and sensor 1 sends the value of y1 at times tk with k odd
whereas sensor 2 sends the value of y2 at times tk with k even.
Between sampling times, the controller simply holds the values of
the measurements received. This leads to a discrepancy between
the value of the process output yðtÞ and the input to the controller
y^ðtÞ, at each time t. Assuming linear time-invariant (LTI) models for
the process and the controller of the form:
_xP ¼ APxP þ BPu; _xC ¼ ACxC þ B1 B2½ 
y^1
y^2
 
y1
y2
 
¼ C1
C2
 
xP ; u ¼ CCxC ;
the system dynamics can be written as
_x ¼ Ax; where x :¼
xP
xC
y^1
y^2
2
6664
3
7775; A :¼
AP BPCc 0 0
0 AC B1 B2
0 0 0 0
0 0 0 0
2
6664
3
7775; ð5Þ
in any interval ½tk; tkþ1Þ; k 2 ZP0 between sampling times; and at
each sampling time tk 2 Z1, we have
xðtkÞ :¼
Jodd x
ðtkÞ k odd
Jeven x
ðtkÞ k even;
(
Jodd :¼
I 0 0 0
0 I 0 0
C1 0 0 0
0 0 0 I
2
6666664
3
7777775
; Jeven :¼
I 0 0 0
0 I 0 0
0 0 I 0
C2 0 0 0
2
6666664
3
7777775
ð6Þ
which expresses the fact that xP and xC are continuous signals and,
at odd sampling times, y^1ðtkÞ is updated to the value of
y1ðtkÞ ¼ C1xPðtkÞ, whereas y^2ðtkÞ remains with the same value. The
roles are reversed at the even sampling times.
Typically, the sensors would take measurements in a periodic
fashion, e.g., with tkþ1  tk always equal to some (deterministic)
constant Ts. However, when data is sent through a shared network,
the sensors are unable to send data if the network is busy and may
need to wait until data can be transmitted. Assuming that, when
the shared network becomes available at time tk, the appropriate
sensor sends the current output y1ðtkÞ or y2ðtkÞ (depending on
wether k is odd or even, respectively), the interval hk :¼ tkþ1  tk
becomes a random variable due to the stochastic nature of the
external network trafﬁc and the network protocols. Note that in
the case considered here, one would expect the distribution of tk to
have support in the interval ½Ts;1Þ and a point mass at Ts with
weight equal to the probability that the network is available at
some ﬁxed point in time.This networked control system can be naturally modeled using
the TTSHS in Fig. 5. The system has two discrete states (modes)
that keep track of which sensor should send its data. Both modes
have the same vector ﬁeld (5), but different reset maps deﬁned by
the matrices Jodd and Jeven in (6). The reset maps
/1ðq; xÞ ¼ ð2; JoddxÞ; /2ðq; xÞ ¼ ð1; JevenxÞ;
are associated with the reset-time distributions l11ðÞ and l22ðÞ of
the intervals hk :¼ tkþ1  tk for k odd and even, respectively. This
model implicitly assumes that consecutive hk are statistically inde-
pendent, which means that the delay experienced by one sensor
before sending the measurement at time tk is independent of the
delay experienced by the other sensor before sending the measure-
ment at time tkþ1. This may not be very realistic since a large delay
could mean that the network is in a heavy-load condition and so
subsequent delays would likely be high. However, this modeling
problem could be avoided by considering more discrete modes.
E.g., one could imagine that the network has 2 (or more) ‘‘trafﬁc
modes’’ and switches stochastically between these modes: one
mode could correspond to low trafﬁc and another to high trafﬁc.
This would lead to a TTSHS with 4 discrete states: k even or odd
and, for each option, the two network states. Packet drops could
also be considered using an approach similar to that used in
Antunes et al. (2012, Section V). h2.3. State-Driven Stochastic Hybrid Systems
In the TTSHS model described in Section 2.2, the reset times tk
are random variables whose distributions do not depend on the
continuous state xðtÞ. This is not to say that the tk and xðtÞ are sta-
tistically independent, in fact, they typically are not. However,
while the reset time tk affects the construction of xðtÞ; t P tk; the
distribution of the next reset time tk > t is allowed to depend on
the current discrete state qðtÞ, but not on the current continuous
state xðtÞ. In State-Driven Stochastic Hybrid Systems (SDSHS) this is
not the case and the continuous state xðtÞ of a SDSHS can (causally)
affect the reset times by modulating the ‘‘instantaneous’’ probabil-
ity of resets.
The model of a SDSHS also requires three ingredients:
1. a family of (locally Lipschitz) vector ﬁelds ff q : Rn ! Rn; q 2 Qg
that deﬁnes the evolution of the continuous state xðtÞ in each
mode q 2 Q;
2. a family of reset maps f/‘ : Q Rn ! Q Rn; ‘ 2 Lg that charac-
terizes how the jumps or impulses change the system’s state;
and
3. a family of transition intensities fk‘ : Q Rn ! ½0;1Þ; ‘ 2 Lg that
deﬁnes when jumps or impulses take place.
Also here, the families of reset maps and transition intensities
are parameterized by the same (typically ﬁnite) set L so that, for
each ‘ 2 L, the transition intensity k‘ is associated with the reset
Fig. 6. State-Driven Stochastic Hybrid System (TTSHS).
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key difference with respect to the HS in Fig. 2 is that now the guard
conditions have been replaced by the transition intensities k‘ that
determine the ‘‘instantaneous’’ probability of a reset. Speciﬁcally,
given the SDSHS’s state qðtÞ;xðtÞ at a time t  0, the probability
that the state will be reset by /‘ during the ‘‘elementary’’ interval
ðt; t þ dt is given by k‘ qðtÞ;xðtÞð Þdt. More speciﬁcally,
P m resets by /‘ in ðt; t þ dt j qðtÞ;xðtÞð Þ
¼
1 k‘ qðtÞ;xðtÞð Þdt m ¼ 0;
k‘ qðtÞ;xðtÞð Þdt m ¼ 1;
0 m > 1;
8><
>: ðas dt # 0þÞ:
By an ‘‘elementary’’ time interval, we mean that these equalities
hold as the length of the interval dt converges to zero. One can also
think of k‘ qðtÞ;xðtÞð Þ as the ‘‘instantaneous’’ average number of
resets by /‘ per unit of time.
The construction of a solution to this SDSHS, starting at an initial
condition qð0Þ ¼ q0 2 Q; xð0Þ ¼ x0 2 Rn, is analogous to the one
described in Section 2.1 for a DHS, but with a new stochastic mech-
anism used to generate the reset times. Speciﬁcally, the steps 2–5
should now be replaced by:
200. Solve the initial-value problem zðtkÞ ¼ xðtkÞ; _z ¼ f qðtkÞðzÞ;8t P tk; and let ½tk;TÞ denote its maximum interval of
existence.
300. Draw independent random numbers h‘k, ‘ 2 L with standard
exponential distributions (unit mean and variance).
400. If one of the integralsm‘kðtÞ :¼
Z t
tk
k‘ qðtkÞ; zðsÞð Þds; 8t 2 ½tk; TÞ; ‘ 2 L ð7Þreaches h‘k; ‘ 2 L in the interval ðtk;TÞ, i.e., iftkþ1 :¼ inf t 2 ðtk;TÞ : 9‘ 2 L; m‘kðtÞP h‘k
n o3 If the state x remains inside a bounded set B, then A4 precludes the existence of
ﬁnite escape time. In addition, A6 precludes the reset times tk to have a ﬁnite
accumulation points. Indeed, to have tkþ1 ﬁnite, we must have
m‘kðtkþ1Þ ¼
Z tkþ1
tk
k‘ qðtkÞ; xðsÞð ÞdsP h‘k
for some ‘ 2 L. But if k‘ qðtkÞ;xðsÞð Þ is upper bounded by LO , this implies that
LOðtkþ1  tkÞP h‘k . Having a ﬁnite accumulation point for the tk would thus require
1
LO
X1
k¼0
h‘k 6
X1
k¼0
ðtkþ1  tkÞ <1 )
X1
k¼0
h‘k <1;
which is a zero probability event since the h‘k are i.i.d. random variables with stan-
dard exponential distributions.belongs to the (open) interval ðtk; TÞ and 9‘k 2 L such that
m‘kk ðtÞP h‘kk ; then deﬁne the SDSHS state in the interval
½tk; tkþ1 according to (2) and (3). Increment the integer k
and go back to 200.
500. Otherwise, deﬁne the SDSHS state in the interval ½tk;TÞ
according to (4) and terminate.
Here again, the random times tk are called reset times and this
solution is deﬁned up to a maximal time Tmax that can be either
equal to T if the construction terminate through 500 or supktk if it
does not terminate.
The following conditions can be used to make sure that this
construction succeeds with probability 1 and will be assumed
throughout this paper.Assumption 2 (SDSHS Standing Assumptions). The following is
assumed for the SDSHSs considered throughout this paper:
A4 The vector ﬁelds x#f qðxÞ; q 2 Q are locally Lipschitz.
A5 The transition intensity maps x#k‘ðq; xÞ; ‘ 2 L; q 2 Q are
continuous (or at least measurable).
A6 The transition intensities k‘ðq; xÞ, ‘ 2 L and the reset maps
/‘ðq; xÞ, ‘ 2 L are globally bounded in q and locally bounded
in x, in the sense that, for every bounded set B  Rn, there
exists constants LO; FO such thatk‘ðq; xÞ 6 LO; k/‘ðq; xÞk 6 FO;8q 2 Q; x 2 B: 
Assumption A4 makes sure that the initial-value problem in
step 200 has a (local) solution and A5 makes sure that the integrals
in (7) are well deﬁned. Assumption A6 is not required for the con-
struction of the solution, but it will be instrumental in establishing
global existence of solutions. Speciﬁcally, A6 together with A4
allow us to conclude that, if the state x remains inside a bounded
set, then Tmax ¼ 1. 3 Consequently, Tmax <1 must mean that, in
the interval ½0;TmaxÞ; xðtÞ leaves any bounded set.
Finally, note that under this construction, the h‘k, ‘ 2 L are all
positive with probability one and one does not have to worry about
tkþ1 in step 400 being equal to tk. The probability of multiple m‘k
reaching the h‘k simultaneously is also zero, so ‘k in 4
00 is well
deﬁned with probability one. In view of this, we do not need to
worry about this construction failing to produce cadlag signals
for x and q, which was a concern in the constructions in Sections
2.1 and 2.2.
Example 2 (Estimation through a packet-switched network). Fig. 7
depicts a scenario where one wants to construct a remote estimate
for the state of a process. This state is measured by sensors that
transmit their measurements to a remote location through a
packet-switched shared network. Our goal is to accurately recon-
struct the state of the process by sending a relatively small number
of messages through the network. Inspired by Åström and
Bernhardsson (2002), Cogill, Lall, and Hespanha (2010, chap. A
Constant Factor Approximation Algorithm for Event-Based
Sampling), Imer and Basar (2010), Xu and Hespanha (2006),
Yook, Tilbury, and Soparkar (2002), we propose a stochastic rule
to send data that increases the rate at which data is sent as the
state estimation error grows.
Fig. 7 shows the process to be an LTI system driven by a white
noise process of the form
_x ¼ Axþ b _w; x 2 Rn; ð8Þ
where w denotes a scalar Brownian motion process. However, in
this paper we want to focus our attention on SHSs whose dynamics
in each mode are given by Ordinary Differential Equations (ODEs)
and not by Stochastic Differential Equations (SDEs), since the for-
mer are somewhat simpler from a technical perspective. We will
thus employ the mathematical trick of approximating an SDE by a
random walk that can be easily modeled by an ODE with stochastic
Fig. 7. Estimation through a packet-switched network in Example 2.
Fig. 8. State-Driven Stochastic Hybrid System (SDSHS) that models the networked
control system depicted in Example 2.
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the limit  # 0þ of the solutions to a SDSHS with continuous
dynamics
_x ¼ Ax
and two reset maps
/1ðxÞ :¼ xþ
ﬃﬃﬃ

p
b; /2ðxÞ :¼ x
ﬃﬃﬃ

p
b; 8x 2 Rn; ð9Þ
both with the same transition intensities
k1ðxÞ ¼ k2ðxÞ :¼ 12 ; 8x 2 R
n:
It is often the case that this SDSHS model is close to the physical
mechanisms that are used to justify the idealized white noise pro-
cess. While the idealized white noise process is often mathemati-
cally very convenient, we shall see shortly that this non-idealized
noise process can still be simple to analyze.
The sensor/encoder in Fig. 7 samples the state of the system at
random times tk; k 2 ZP0 and sends the sampled states xðtkÞ to a
decoder that builds the remote estimate x^ of the true state x.
Between sample times, the decoder uses an open-loop state
estimator of the form
_^x ¼ Ax^; 8t 2 ½tk; tkþ1Þ;
and, whenever a sample xðtkÞ is received, it resets the estimate
x^ðtkÞ to the value received. We consider here a scenario where
the encoder generates the sample times tk stochastically in a
state-driven fashion. Speciﬁcally, we assume that these times
are generated by a SDSHS model with a transition intensity that
is a function of the state estimation error e :¼ x x^. This estima-
tion error is available to the encoder because it can locally repli-
cate the equations that the decoder uses to construct the estimate
x^ and it has direct access to the true state x. Making the genera-
tion of sampling times depend on the estimation error makes
intuitive sense since one would expect that when the state esti-
mation error at the decoder is very small, there is little gain in
sending a state measurement. However, when the error is large,
it is important to correct this error as fast as possible by sending
a measurement. We shall see later that this intuition is indeed
formally justiﬁable.
The error dynamics for the system described above can be
summarized as follows: Between ‘‘event’’ times, the error evolves
according to
_e ¼ Ae:
However, this dynamics is perturbed by two types of events:
jumps in x due to the noise process (9) that lead to resets of the
form
eðtkÞ ¼ /1 eðtkÞð Þ :¼ eðtkÞ þ
ﬃﬃﬃ

p
b; eðtkÞ ¼ /2 eðtkÞð Þ :
¼ eðtkÞ 
ﬃﬃﬃ

p
b;both with intensity 1=2; and resets of the estimate x^ due to the
update of the estimate that leads to resets of the form
eðtkÞ ¼ /3 eðtkÞð Þ :¼ 0; ð10Þ
with an intensity that typically depends on the current state esti-
mation error e. These error dynamics can thus be represented by
the SDSHS in Fig. 8. This system has a single discrete mode and
three reset maps, two to model the noise process and a third one
to model the sampling of the state.
The system depicted in Fig. 7 and consequently the model in
Fig. 8, make several restrictive simpliﬁcations: we assume full state
measurements for the encoder, measurement noise is ignored,
quantization of the messages sent by the encoder is ignored, and it
is assumed that the network does not introduce any delay. These
simpliﬁcations are not particularly critical for the analysis that will
follow and were made mostly for simplicity. From now let us
brieﬂy mention that if the encoder did not have access to the full
state or if there were measurement errors, the encoder could
incorporate a Kalman ﬁlter and send to the decoder, not the state
of the process, but the state of the Kalman ﬁlter which ‘‘optimally’’
encodes all the information available up to the current time.
Quantization of the values sent by the encoder essentially leads to
replacing the reset to zero of the estimation error in (10) by a reset
of the estimation error to the value of the quantization error.
Finally, one could model the network delays by adding an
additional state variable that keeps track of messages that are ‘‘in
route’’ from encoder to decoder and make a distinction between
events corresponding to the times at which the state is sampled
and the times at which the corresponding message arrives at the
decoder. h2.4. Time-Triggered Stochastic Hybrid Systems as State-Driven
Stochastic Hybrid Systems
While TTSHSs may seem to be fundamentally different from
SDSHS, TTSHSs can be emulated by appropriately constructed
SDSHSs when the reset-time distributions have probability density
functions, i.e., when there exist functions f ‘q : ½0;1Þ ! ½0;1Þ such
that
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Z
½0;h
l‘qðdsÞ ¼
Z h
0
f ‘qðsÞds; 8h 2 ½0; T‘qÞ; q 2 Q; ‘ 2 L;
where T‘q :¼ supfh 2 R : F‘qðhÞ < 1g 2 R [ f1g. In this case, we can
construct a SDSHS that emulates the TTSHS using the following
procedure: We start by augmenting the continuous state of the
TTSHS with a timer variable
sðtÞ ¼ t  tk; 8t P 0; ð11Þ
leading to a SDSHS with continuous state ðx; sÞ 2 Rn  R. The vector
ﬁeld for the state s is simply
_s ¼ 1;
and the SDSHS reset maps /‘ : Q Rn  R! Q Rn  R should
enforce a reset of s to 0 at each reset time tk, which leads precisely
to (11). The SDSHS should then have transitions intensities k‘ðq; x; sÞ
given by the hazard rate of the reset-time distribution l‘q:
k‘ðq; x; sÞ :¼
f ‘qðsÞ
1 F‘qðsÞ
; 8q 2 Q; x 2 Rn; s 2 ½0; T‘qÞ;
which essentially provides the probability that a random timer s
with distribution l‘q will ﬁre in an elementary interval ½s; sþ dsÞ,
given that it has not yet ﬁred at time s:
lim
ds!0
Pl‘q ðs 6 s < sþ ds j s > sÞ
ds
¼ f
‘
qðsÞ
1 F‘qðsÞ
:
To understand why this works, we go back to the construction
of the solution to the TTSHS in Section 2.2, in which the reset time
tkþ1 is determined by
tkþ1 ¼ tk þmin
‘2L
h‘k
where the h‘k are independent random variables with distributions
l‘qðtkÞ. Therefore, the (conditional) distribution of tkþ1 given tk and
qðtkÞ is determined by
P tkþ1 > T j tk;qðtkÞð Þ ¼ P h‘k > T  tk; 8‘ 2 L j tk;qðtkÞ
 
¼
Y
‘2L
Z
ðTtk ;1Þ
f ‘qðtkÞðsÞds: ð12Þ
In contrast, in a SDSHS the reset time tkþ1 is determined by
tkþ1 :¼ inf t 2 ½tk;TÞ : 9‘ 2 L;
Z t
tk
k‘ qðtkÞ; zðsÞð ÞdsP h‘k
( )
where zðsÞ denotes the solution of the continuous vector ﬁeld ini-
tialized at the value of the state at time tk, and the h
‘
k; ‘ 2 L are inde-
pendent random variables with standard exponential distributions.
Therefore, the (conditional) distribution of tkþ1 given tk;qðtkÞ; xðtkÞ
is now determined by
P tkþ1 > T j tk;qðtkÞ;xðtkÞð Þ
¼ P
Z T
tk
k‘ qðtkÞ; zðsÞð Þds < h‘k; 8‘ 2 L j tk;qðtkÞ;xðtkÞ
 !
¼
Y
‘2L
e

R T
tk
k‘ qðtkÞ;zðsÞð Þds
: ð13Þ
The above construction for the SDSHS guarantees that
k‘ qðtkÞ; zðtk þ sÞð Þ ¼
f ‘qðtkÞðsÞ
1 F‘qðtkÞðsÞ
; 8s 2 ½0; T‘qðtkÞÞ;
and therefore
Z T
tk
k‘ qðtkÞ; zðsÞð Þds ¼ 
Z Ttk
0
k‘ qðtkÞ; zðtk þ sÞð Þds
¼
Z Ttk
0
f ‘qðtkÞðsÞ
1 F‘qðtkÞðsÞ
ds
¼
Z Ttk
0
F‘qðtkÞðsÞ
0
1 F‘qðtkÞðsÞ
ds
¼ log 1 F‘qðtkÞðsÞ
 h iTtk
0
¼ log 1 F‘qðtkÞðTÞ
 
;
which shows a match between the two conditions (12) and (13)
that determine the resets of the TTSHS and the SDSHS, respectively.
This ability to represent TTSHS as SDSHS, enables one to com-
bine in the same SHS both time-triggered and state-driven resets.
However, this can only be done, as shown here, when the reset-
time distributions have probability density functions and therefore
do not have point masses.
3. Stability of SHSs
To characterize the stability of a stochastic process one may
pursue two alternative types of conditions: One is focused on
making sure that the probability that the stochastic process ‘‘mis-
behaves’’ is very small. Such notions are often called sample-path
stability notions because they address the behavior of individual
sample paths of the stochastic process. Alternatively, one may
focus ones attention on aggregate behavior and require that the
process ‘‘behaves’’ well on the average. Such notions are called
mean or aggregate notions of stability.
We start by considering sample path notions of stability that
attempt to parallel the key concepts behind Lyapunov stability
for deterministic systems. Sample-path stability notions are typi-
cally qualiﬁed by the sufﬁx ‘‘in probability.’’ A SHS (either time-
triggered or state-driven) with discrete state q : ½0;TmaxÞ ! Q and
continuous state x : ½0;TmaxÞ ! Rn is said to be
D1 (Lyapunov) stable in probability if it is globally deﬁned with
probability one, i.e., Tmax ¼wpo1 and, for every ;q > 0, there
exists a d > 0 such that, for every initial condition
qð0Þ ¼ q0 2 Q;xð0Þ ¼ x0 2 Rn,
kx0k 6 d ) P 9t 2 ½0;1Þ : kxðtÞk > qð Þ 6 ; ð14ÞD2 (Lyapunov) asymptotically stable in probability if it is
(Lyapunov) stable in probability and xðtÞ converges to zero
with probability one, i.e.,P lim
t!1
xðtÞ ¼ 0
 
¼ 1:Aggregate or mean notions of stability require the selection of
a non-negative function W : Q Rn ! ½0;1Þ and the SHS is
said to be
D3 mean-W stable if it is globally deﬁned with probability one,
i.e., Tmax ¼wpo1 and, for every initial condition qð0Þ ¼ q0 2
Q;xð0Þ ¼ x0 2 Rn,
E W qðtÞ;xðtÞð Þ½  <1; 8t P 0;D4 stochastically mean-W stable if it is globally deﬁned with
probability one, i.e., Tmax ¼wpo1 and, for every initial condi-
tion qð0Þ ¼ q0 2 Q; xð0Þ ¼ x0 2 Rn,Z 1
0
E W qðtÞ;xðtÞð Þ½ dt <1;
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probability one, i.e., Tmax ¼wpo1 and, for every initial condi-
tion qð0Þ ¼ q0 2 Q;xð0Þ ¼ x0 2 Rn,
lim
t!1
E W qðtÞ;xðtÞð Þ½  ¼ 0;D6 exponentially mean-W stable if it is globally deﬁned with
probability one, i.e., Tmax ¼wpo1 and there exist constants
c; k > 0 such that, for every initial condition qð0Þ ¼ q0 2 Q;
xð0Þ ¼ x0 2 Rn,
E W qðtÞ;xðtÞð Þ½  6 cektWðq0; x0Þ; 8t P 0:When the functionW is the squared Euclidean norm of the con-
tinuous state (i.e., Wðq; xÞ ¼ kxk2;8q 2 Q; x 2 Rn) we simply say
that the processes are mean-square stable, without reference to W.
4. Analysis of Time-Triggered SHSs
While the stability analysis of general SHSs is challenging, very
complete results appeared recently for the class of linear TTSHSs.
These are TTSHSs for which the vector ﬁelds and reset maps are
both linear functions of the state. To present these results, we
consider the simpler case of the impulsive system in Fig. 9, with
a single linear vector ﬁeld
_x ¼ Ax; ð15Þ
and a single linear reset map
/ðxÞ :¼ Jx; 8x 2 Rn ð16Þ
associated with a reset-time distribution l for the inter-reset inter-
vals hk :¼ tkþ1  tk.
To study the stability of the linear time-triggered impulsive
systems (TTSIS) in Fig. 9, it is convenient to deﬁne a (stochastic)
discrete-time system obtained by sampling the state x at the reset
times tk:
xk :¼ xðtkÞ; 8k 2 Z0: ð17Þ
The dynamics of this discrete-time system can be easily derived
and are given by
xkþ1 ¼ JeAðtkþ1tkÞxk ¼ JeAhkxk; 8k 2 Z0;
and therefore, for a given positive deﬁnite matrix P ¼ P0 > 0, we can
compute
E x0kþ1Pxkþ1 j xk
  ¼ xkE eA0hk J0PJeAhkh ixk; ð18Þ
where we used the fact that value of the state xk at time tk is
independent of the interval hk :¼ tkþ1  tk;8k 2 ZP0. Suppose now
that we can ﬁnd a positive deﬁnite matrix P for which
E eA
0hk J0PJeAhk
h i
¼
Z 1
0
eA
0hJ0PJeAhlðdhÞ 6 cP; ð19Þ
for some c 2 ð0;1Þ, where the expected value is taken with respect
to the random variable hk whose distribution is deﬁned by the
reset-time distribution l. In this case, we conclude from (18) and
(19) thatFig. 9. Linear Time-Triggered Stochastic Impulsive System.E x0kþ1Pxkþ1 j xk
 
6 cxkPxk:
Taking expected values on both sides of the above inequality, we
would then conclude that
E x0kþ1Pxkþ1
 
6 cE x0kPxk
 
;
from which it would be straightforward to show that E½kxkk2
converges (exponentially fast) to zero as k!1. It turns out that
the stability of the TTSIS does not always follow from this because
of the behavior of xðtÞ between reset times. In particular, problems
could arise if (i) A is unstable, and therefore xðtÞ tends to grow expo-
nentially between reset times; and (ii) the distribution of hk has
inﬁnite support, and therefore the interval between reset times
can be arbitrarily large (albeit with low probability). Nevertheless,
by adding appropriate conditions to address the inter-reset behav-
ior of x, we can express fairly simple necessary and sufﬁcient con-
dition for the stability of the TTSIS. It turns out that necessary and
sufﬁcient conditions for the stability of a TTSIS depend on the type
of stochastic stability considered, as expressed by the result below.
Theorem 1 (Stability of a Linear TTSIS (Antunes et al., 2012)). Con-
sider a TTSIS deﬁned by the vector ﬁeld (15), the reset map (16), and
the reset-time distribution l, for which Assumption 1 holds. Further
assume thatr
X
i
lðfbigÞ ðJeAbi Þ
0 ðJeAbi Þ
 !
<1; 9k> k	 :
Z 1
0
e2khlðdhÞ<1;
where rðMÞ denotes the spectral radius of the matrix M, the summa-
tion inside rðÞ is taken over any point masses bi of the reset-time dis-
tribution l, and k	 denotes the real part of the eigenvalue of A with
largest real part for which one of the corresponding generalized eigen-
vectors is not in the kernel of J, i.e.,
k	 :¼ max Re½k : ðA kIÞkx ¼ 0; Jx–0; k 2 Z1; x 2 Rn; k 2 C
n o
:P1 This system is stochastically mean-square stable (Deﬁnition D4
with squared norm W) if and only if there exists a positive def-
inite matrix P ¼ P0 > 0 such thatLðPÞ < P; LðPÞ :¼
Z 1
0
eA
0hJ0PJeAhlðdhÞ; ð20Þand Z 1
0
h2ðmReðAÞ1Þe2kReðAÞhrðhÞdh <1; ð21Þwhere kReðAÞ denotes the real part of the eigenvalue of A with largest
real part, mRe the dimension of the corresponding Jordan block, and
rðhÞ :¼ Pðhk > hÞ ¼
R
ðh;1Þ lðdhÞ denotes the survivor function of l.
P2 This system is asymptotically mean-square stable (Deﬁnition
D5 with squared norm W) if and only if there exists a positive
deﬁnite matrix P ¼ P0 > 0 such that (20) holds and
lim
h!1
h2ðmReðAÞ1Þe2kReðAÞhrðhÞ ¼ 0: ð22ÞP3 This system is exponentially mean-square stable (Deﬁnition D6
with squared norm W) if and only if there exists a positive
deﬁnite matrix P ¼ P0 > 0 such that (20) holds and there exist
constants c;a > 0 such thath2ðmReðAÞ1Þe2kReðAÞhrðhÞ 6 ceat ; 8h  0:  ð23Þ
We can see from Theorem 1 that the existence of the positive
deﬁnite matrix P ¼ P0 > 0 such that (20) holds is necessary for all
three types of stability. The reader can easily verify that
this condition is equivalent to the condition that we encountered
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converges to zero exponentially fast as k!1. However, we can
now see that, in general, this does not sufﬁce to prove stability.
The conditions (21)–(23) are needed to make sure that the state
remains ‘‘well-behaved’’ between reset times. It turns out that all
these three conditions hold trivially if the matrix A is Hurwitz or
if the distribution of the hk have ﬁnite support (i.e., if 9h > 0 such
that rðhÞ :¼ Pðhk > hÞ ¼ 0). For unstable matrices A and distribu-
tions with inﬁnite support, stability essentially depends on how
the rate of growth of eAt compares with the survival function rðhÞ
of the reset-time distribution l.
From a computational perspective, the condition (20) is a Linear
Matrix Inequality since the map P#LðPÞ is linear. The existence of
the matrix P can thus be easily veriﬁed numerically. This same con-
dition can also be veriﬁed by computing the spectral value of an
appropriately deﬁned matrix or through the evaluation of a
Nyquist contour (Antunes et al., 2012). The conditions (21)–(23)
are also easy to verify as they simply depend on the ‘‘least stable’’
eigenvalue of A.
While the sufﬁciency of the conditions in Theorem 1 is fairly
easy to establish based on the reasoning that we started to outline
above, their necessity requires a more sophisticated proof that can
be found in Antunes et al. (2012). In addition, the reader is referred
to Antunes, Hespanha, and Silvestre (2010) for results pertaining to
multiple resets and to Antunes, Hespanha, and Silvestre (2013b)
for multiple resets and multiple discrete modes. In these refer-
ences, the reader can also ﬁnd numerical examples illustrating
how these results can be used to analyze NCSs analogous to the
one described in Example 1.
5. Analysis of State-Driven SHSs
Lyapunov-based methods provide a very versatile set of tools
that can be used to establish the stability of (deterministic)
Ordinary Differential Equations (ODEs) like
_x ¼ f ðxÞ; x 2 Rn: ð24Þ
A key enabling tool for Lyapunov-based methods is the chain-rule
for taking derivative, which enable us to compute the time-deriva-
tive of a function along trajectories of the ODE. Speciﬁcally, given a
continuously differentiable function V : Rn ! R, we have that
dVðxðtÞÞ
dt
¼ dVðxðtÞÞ
dx
dxðtÞ
dt
¼ dVðxðtÞÞ
dx
f ðxðtÞÞ;
for t in any interval ½0; TÞ on which the solution to (24) is deﬁned
and continuously differentiable. This result enables one to conclude
that the algebraic condition
dVðxÞ
dx
f ðxÞ 6 0; 8x 2 Rn
sufﬁces to conclude that the time function t#VðxðtÞÞ is monotone
non-increasing along solutions to (24), even if one is unable to
explicitly compute such solutions. To extend this type of tools to
SDSHSs we need something like the chain rule for this type of SHSs.
Fortunately, such rule exists.
5.1. Extended generator
Consider the SDSHS deﬁned in Section 2.3. We deﬁne the
extended generator of this SDSHS to be the operator L that maps a
continuously differentiable function V : Q Rn ! R into another
function LV : Q Rn ! R according to the rule:
LVðq; xÞ :¼ dVðq; xÞ
dx
f qðxÞ þ
X
‘2L
k‘ðq; xÞ V /‘ðq; xÞð Þ  Vðq; xÞð Þ;
8q 2 Q; x 2 Rn:It turns out that, under appropriate assumptions, one can use the
extended generator to compute derivatives along solutions to the
SDSHS. In particular,
E V qðtÞ; xðtÞð Þ j qðsÞ; xðsÞ½  ¼wpoV qðsÞ;xðsÞð Þ
þ
Z t
s
E LV qðsÞ; xðsÞð Þ j qðsÞ; xðsÞ½ ds; 8t P sP 0; ð25Þ
where ¼wpo refers to the fact that this equality holds with probability
one. In the Markov processes’ literature, (25) is often known as
Dynkin’s formula. This formula allows us to conclude from the Fun-
damental Theorem of Calculus for Lebesgue Integrals (Folland,
1984, p. 102) that t#E V qðtÞ; xðtÞð Þ j qðsÞ;xðsÞ½  is absolutely contin-
uous and differentiable almost everywhere, with
dE V qðtÞ;xðtÞð Þ j qðsÞ;xðsÞ½ 
dt
¼wpo E LV qðtÞ;xðtÞð Þ j qðsÞ;xðsÞ½ ;
8t 2aev½s;1Þ; 8sP 0; ð26Þ
where the 2aev refers to the fact that the derivative may not exist on a
set of times t with zero measure. It is important to note that, even
though the sample paths of the stochastic process V qðtÞ;xðtÞð Þ are
typically discontinuous because of the resets, the expected value
of this stochastic process is not only continuous but, in fact, differ-
entiable almost everywhere. We shall refer to (25) as the differential
form of Dynkin’s formula.
Either form of the Dynkin’s formula (for s ¼ 0) allow us to con-
clude that an algebraic condition of the form
LVðq; xÞ 6 0; 8q 2 Q; x 2 Rn;
sufﬁces to establish that the time function t#E V qðtÞ;xðtÞð Þ½  is
upper bounded by Vðq0; x0Þ with probability one, which is the basis
to establish stability for SDSHSs, even if one is unable to explicitly
compute its solutions or the expectations that appear in (25) or
(26).
A technical but important issue in applying Dynkin’s formula is
whether or not (25) holds for a particular function V : Q Rn ! R.
The following result adapted from Davis (1993) provides sufﬁcient
conditions for the validity of Dynkin’s formulas.
Theorem 2. Consider the SDSHS deﬁned in Section 2.3 and a
continuously differentiable function V : Q Rn ! R. Suppose that
Assumption 2 holds and, in addition, the following conditions also
hold:A7 The differential equations _z ¼ f qðzÞ, q 2 Q all have globally
deﬁned solutions for every initial condition zð0Þ ¼ z0 2 Rn.
A8 For every initial condition qð0Þ ¼ q0 2 Q;xð0Þ ¼ x0 2 Rn, we
have thatE NðTÞ½  <1; 8T P 0 ð27Þ
where the (cadlag) stochastic process NðTÞ :¼ max k 2 ZP0 :f
tk 6 Tg counts the number of resets up to time T.
A9 For every initial condition qð0Þ ¼ q0 2 Q;xð0Þ ¼ x0 2 Rn, we
have thatE
XNðTÞ
k¼0
V /‘ðqðtkÞ;xðtkÞð ÞVðqðtkÞ;xðtkÞÞj j
" #
<1;8TP0: ð28ÞThen the SDSHS state z :¼ ðq;xÞ is a strong Markov process for which
(25) and (26) hold. h
One should clarify that Theorem 2 requires the left-hand sides
of (27) and (28) to be ﬁnite for every initial condition and every
ﬁnite T, but it does not require the existence of a uniform bound
over all initial conditions and times T.
We recall that a stochastic process zðtÞ 2 Rn, 8t 2 ½0;1Þ is called
a Markov process if, for every measurable set A  Rn,
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which means that the only information relevant to evaluating the
behavior of the process beyond tome s is zðsÞ. The same process
is a strong Markov process if (29) holds not just for deterministic
times t; s, but also for stochastic times t; s that are stopping times
for the natural ﬁltration of z. We recall that a random variable T
is a stopping time for the natural ﬁltration of z if, for every t P 0,
one can determine whether or not T 6 t by observing zðsÞ;8s 6 t.
We shall encounter examples of stopping times shortly.
While essential, Assumptions A8–A9 are often difﬁcult to verify
directly and can be violated by apparently innocuous SDSHSs. Con-
sider, e.g., a SDSHS with a single discrete mode and a scalar state
x 2 R that evolves according to _x ¼ 0 between transitions, a single
(non-globally Lipschitz) reset map /1ðxÞ :¼ xp;8x 2 R, and a con-
stant transition intensity k1ðxÞ :¼ l;8x 2 R for constants pP 1
and l > 0. Given a time instant t > 0, it is straightforward to con-
clude that xðtÞ ¼ xpNðtÞ0 and therefore
E xðtÞ½  ¼
X1
n¼0
xp
n
0 lnt
n
n!
elt :
It turns out that when x0 > 1 the above series does not converge for
any t > 0 and therefore (25) does not hold for any t > s :¼ 0. This
does not contradict Theorem 2 because Assumption A9 does not
hold. Problems may still arise when the reset maps are globally
Lipschitz. For example, considering instead the globally Lipschitz
reset map /1ðxÞ :¼ px;8x 2 R and a linear transition intensity
k1ðxÞ ¼ x;8x 2 R, it is possible to show that E½xðtÞ explodes in ﬁnite
time and therefore (25) only holds on a ﬁnite time interval. For this
system, neither A8 nor A9 holds.
5.2. Stopped processes
As mentioned above, a key challenge in using Dynkin’s formulas
to prove stability of a SDSHS is that often it is not easy to establish
that the assumptions of Theorem 2 hold. In particular, the differen-
tial equations may have ﬁnite escape time, which invalidates A7;
the number of resets in a ﬁnite interval could potentially be
unbounded, which would invalidate A8; or the summation in
(28) could be unbounded, which would invalidate A9. In fact, the
goal of proving stability of a SDSHS is often precisely to establish
that these types of ‘‘misbehavior’’ cannot occur. A technique that
can be used to overcome this challenge goes back at least 50 years
and consists of analyzing an auxiliar ‘‘stopped’’ process (see, e.g.,
Kushner, 1967), for which it is easier to establish the validity of
the Dynkin’s formula, and from which one can still conclude stabil-
ity of the SDSHS.
Given a set O  Q Rn, we deﬁne the O-stopping time to be the
ﬁrst time that the SDSHS’s state zðtÞ :¼ qðtÞ;xðtÞð Þ, t 2 ½0;TmaxÞ
leaves O. Speciﬁcally,
TO ¼
Tmax if zðtÞ 2 O;8t 2 ½0;TmaxÞ
inf t 2 ½0;TmaxÞ : zðtÞ R Of g otherwise:
	
ð30Þ
All stopping times considered in this paper are deﬁned using sets
O  Q Rn that are
A10 open in x in the sense that, for every q 2 Q;Oq :¼
fx 2 Rn : ðq; xÞ 2 Og  Rn is an open subset of Rn; and
A11 uniformly bounded in x in the sense that there exists a con-
stant CO such that kxk 6 CO;8ðq; xÞ 2 O.
Because the state z is right-continuous and q is piecewise con-
stant, A10 guarantees that the inﬁmum in the second branch of
(30) is actually a minimum and thereforezðtÞ 2wpoO; 8t 2 ½0;TOÞ; and zðtÞ R
wpo
O; 8t 2 ½TO;TmaxÞ;
where the right-hand side condition only makes sense when
TO < Tmax. Also, as discussed in Section 2.3, if the state x remains
inside a bounded set and Assumption 2 holds, then Tmax ¼ 1. There-
fore, for sets O satisfying A11, we must have PðTO ¼ Tmax;Tmax
<1Þ ¼ 0. Under these assumptions, we can deﬁne the O-stopped
processes to be the stochastic processes
xOðtÞ :¼
xðtÞ t 2 ½0;TOÞ
xðTOÞ t 2 ½TO;1Þ; TO < Tmax;
	
qOðtÞ :¼
qðtÞ t 2 ½0;TOÞ
qðTOÞ t 2 ½TO;1Þ; TO < Tmax;
	
:
Note that, because PðTO ¼ Tmax;Tmax <1Þ ¼ 0, we do not need to
consider the case t 2 ½TO;1Þ, with TO ¼ Tmax.
Aside from the technicalities mentioned above, which are
needed to make sure that the stopped processes are well-deﬁned,
the stopped processes ðqO;xOÞ are equal to the SDHSH state ðq;xÞ
until the ﬁrst time TO that the state exits O and remain constant
after that time.
5.2.1. Extended generator of the stopped processes
It turns out that the stopped process xO also satisﬁes Dynkin’s
formula, but for an extended generator that is zero outside O.
Speciﬁcally,
E V qOðtÞ;xOðtÞð Þ j qOðsÞ;xOðsÞ½  ¼wpoV qOðsÞ;xOðsÞð Þ
þ
Z t
s
E LOV qOðsÞ; xOðsÞð Þ j qOðsÞ;xOðsÞ½ ds; 8t P sP 0; ð31Þ
and
dE V qOðtÞ;xOðtÞð Þ j qOðsÞ;xOðsÞ½ 
dt
¼wpoE LOV qOðtÞ;xOðtÞð Þ j qOðsÞ;xOðsÞ½ ;
8t 2aev½s;1Þ; sP0; ð32Þ
where
LOVðq; xÞ :¼
LVðq; xÞ ðq; xÞ 2 O
0 ðq; xÞ R O:
	
ð33Þ
When A10–A11 hold, the assumptions needed for the validity of the
Dynkin’s formula (32) are much easier to verify than those in The-
orem 3, as noted in the following result also adapted from Davis
(1993):
Theorem 3. Consider the SDSHS deﬁned in Section 2.3, a set
O  Q Rn that satisﬁes A10–A11, the associated O-stopped pro-
cesses, and a continuously differentiable function V : Q Rn ! R. If
Assumption 2 holds, then zO :¼ ðqO;xOÞ is a strong Markov process for
which (31) and (32)hold. h5.2.2. Convergence of the stopped processes
The key technical result needed to use stopped processes to
draw conclusions on the state of the SDSHS is that, when the solu-
tion to the SHSDS exists globally (i.e., Tmax ¼wpo1), the stopped pro-
cesses qO and xO converge (pointwise in time) to the states q and x
of the SDSHS, as we enlarge the set O to cover the whole Q Rn.
This allows us to use Fatou’s Lemma to establish bounds on prob-
abilities or expected values involving the SDSHS state, from bounds
involving the stopped processes.
Lemma 1. Consider the SDSHS deﬁned in Section 2.3, a monotone
sequence of sets fO1  O2      Om    g that satisfy A10–A11
and for which
S1
m¼1Om ¼ Q Rn, and the associated Om-stopped
processes. If Assumption 2 holds and the solution to the SDSHS exists
globally with probability one [i.e., PðTmax ¼ 1Þ ¼ 1], then:
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m!1
qOm ðtÞ ¼ qðtÞ; limm!1xOm ðtÞ ¼ xðtÞ
 
¼ 1:P5 For every ﬁnite time t  0, constant c P 0, and non-negative
functions V ;Vm :QRn!½0;1Þ, such that Vmðq;xÞ¼Vðq;xÞ;
8ðq;xÞ 2Om;8m2Z1, we have thatVm qOm ðtÞ; xOm ðtÞ

 
is measurable
E Vm qOm ðtÞ;xOm ðtÞ

  
6 c; 8m 2 Z1
(
) V qðtÞ;xðtÞð Þ is measurable
E V qðtÞ;xðtÞð Þ½  6 c:
	 ð34Þand also thatR t
0 Vm qOm ðsÞ;xOm ðsÞ

 
ds is measurable
E
R t
0 Vm qOm ðsÞ;xOm ðsÞ

 
ds
h i
6 c; 8m 2 Z1
8<
:
)
R t
0 V qðsÞ; xðsÞð Þds is measurable
E
R t
0 V qðsÞ;xðsÞð Þds
h i
6 c:
8<
: 
ð35ÞProof of Lemma 1. Given an arbitrary ﬁnite time t  0,
t < Tmax ) sup
s6t
kxðsÞk < 1 ) 9m	 > 0; 8mP m	 : TOm > t
) lim
m!1
qOm ðtÞ ¼ qðtÞ; limm!1xOm ðtÞ ¼ xðtÞ:
Therefore
P lim
m!1
qOm ðtÞ ¼ qðtÞ; limm!1xOm ðtÞ ¼ xðtÞ
 
P PðTmax > tÞP PðTmax
¼ 1Þ ¼ 1;
from which Proposition P4 follows. To prove Proposition P5, we
ﬁrst use a similar argument to prove that
P lim
m!1
Vm qOm ðtÞ; xOm ðtÞ

  ¼ V qðtÞ;xðtÞð Þ  ¼ 1:
Since the Vm are non-negative, we can then use Fatou’s Lemma to
conclude that V qðtÞ;xðtÞð Þ is measurable and
E V qðtÞ;xðtÞð Þ½  6 lim inf
m!1
E Vm qOm ðtÞ;xOm ðtÞ

  
6 c;
from which (34) follows. A similar argument can be used to prove
(35). h5.3. Lyapunov-based analysis
We say that a function V : QX ! R is a candidate Lyapunov
function for the SDSHS deﬁned in Section 2.3 if it satisﬁes the fol-
lowing properties:
A12 For each ﬁxed q 2 Q, the function x#Vðq; xÞ is continuously
differentiable.
A13 V is non-negative in the sense that Vðq; xÞP 0;
8q 2 Q; x 2 Rn.
A14 V is radially unbounded in Rn in the sense that, 8m > 0, the
setOm :¼ fðq; xÞ 2 Q  Rn : Vðq; xÞ < mg ð36Þ
satisﬁes A11 (and also A10 because of A12).
The following result can be used to establish stability in proba-
bility and is adapted from Meyn and Tweedie (1993, Theorem 2.1,
p. 524), Kushner (1967, Theorem 1, p. 38) and Kushner (1967,
Theorem 2, p. 39).Theorem 4 (Stability of a SDSHS). Consider the SDSHS deﬁned in
Section 2.3 and an associated candidate Lyapunov function
V : Q Rn ! R.P6 If
LVðq; xÞ 6 qV ; 8q 2 Q; x 2 Rn ð37Þ
for some constant q  0 then, for every initial condition
qð0Þ ¼ q0 2 Q;xð0Þ ¼ x0 2 Rn, the solution to the SDSHS is
globally deﬁned with probability one, i.e., PðTmax ¼ 1Þ ¼ 1.
P7 If (37) holds with q ¼ 0, i.e.,
LVðq; xÞ 6 0; 8q 2 Q; x 2 Rn ð38Þ
then, for every m > 0 and every initial condition
qð0Þ ¼ q0 2 Q; xð0Þ ¼ x0 2 Rn,P 9t 2 ½0;1Þ : V qðtÞ;xðtÞð ÞP lð Þ 6
wpo Vðq0; x0Þ
l
; 8l 2 ð0;m:
ð39Þ
P8 If, in addition to (38), V is positive deﬁnite, in the sense
that there exist functions c1; c2 of class K such that
c1ðkxkÞ 6 Vðq; xÞ 6 c2ðkxkÞ; 8q 2 Q; x 2 Rn ð40Þ
then the SDSHS is stable in probability (Deﬁnition D1).
P9 If, in addition to (38) and (40), LV is negative deﬁnite, in the
sense that there exists a function a of class K such thatLVðq; xÞ 6 aðkxkÞ; 8q 2 Q; x 2 Rnthen the SDSHS is asymptotically stable in probability (Deﬁnition
D2). h
In view of (25) or (26), the condition (38) essentially means that
the expected value of V qðtÞ;xðtÞð Þ should decrease along solutions
to the SDSHS. This non-increase on the average would hold a-forti-
ori if we demanded that
dVðq;xÞ
dx
f qðxÞ6 0 and V /‘ðq;xÞð Þ6 Vðq;xÞ; 8‘ 2 L;q
2 Q; x 2 Rn; ð41Þ
where the left-hand side inequality essentially requires
V qðtÞ;xðtÞð Þ to decrease along the (deterministic) ﬂows of
_x ¼ f qðxÞ and the right-hand side inequality requires V qðtÞ;xðtÞð Þ
not to increase at each reset time. However, (38) is weaker than
(41) because, for (38) to hold the decrease only needs to occur
in expected value, which permits some sample paths to exhibit
strict increase on the value of V qðtÞ; xðtÞð Þ along ﬂows of
_x ¼ f qðxÞ and/or strict increase on the value of V qðtÞ; xðtkÞð Þ at
reset times.
The following results can be used to establish aggregate notions
of stability. It assumes that the solution to the SDSHS is globally
deﬁned, which could be established, e.g., using proposition P6 in
Theorem 4.
Theorem 5 (Mean stability of a SDSHS). Consider the SDSHS deﬁned
in Section 2.3, an associated candidate Lyapunov function
V : Q Rn ! R, and assume that the solution to the SDSHS is globally
deﬁned with probability one, i.e., PðTmax ¼ 1Þ ¼ 1.
P10 If (38) holds, then the SDSHS is mean-V stable (Deﬁnition D3)
and, for every initial condition qð0Þ ¼ q0 2 Q;xð0Þ ¼ x0 2 Rn,
E V qðtÞ; xðtÞð Þ½  6 Vðq0; x0Þ; 8t P 0:P10 IfLVðq; xÞ 6 Wðq; xÞ; 8q 2 Q; x 2 Rn;
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Wðq; xÞP 0;8q 2 Q; x 2 Rn, then the SDSHS is stochastic
mean-W stable (Deﬁnition D4) and, for every initial condition
qð0Þ ¼ q0 2 Q;xð0Þ ¼ x0 2 Rn,Z 1
0
E W qðtÞ; xðtÞð Þ½  6 Vðq0; x0Þ; 8t P 0: ð42ÞP11 IfLVðq; xÞ 6 qVðq; xÞ þ c; 8q 2 Q; x 2 Rn; ð43Þ
for constants c  0;q > 0, then the SDSHS is mean-V stable (Deﬁnition
D3) and, for every initial condition qð0Þ ¼ q0 2 Q;xð0Þ ¼ x0 2 Rn,E V qðtÞ;xðtÞð Þ½ 6 eqtVðq0;x0Þþ
c
q
ð1eqtÞ; 8tP0: ð44ÞIn case c ¼ 0, then the SDSHS is exponentially mean-V stable (Deﬁni-
tion D6).
P12 IfLVðq; xÞ 6 Wðq; xÞ þ c; 8q 2 Q; x 2 Rn;
for a constant c  0 and a function W : Q Rn ! R such that
Wðq; xÞP 0;8q 2 Q; x 2 Rn, then, for every initial condition
qð0Þ ¼ q0 2 Q;xð0Þ ¼ x0 2 Rn,lim
T!1
1
T
Z T
0
E W qðtÞ;xðtÞð Þ½ dt 6 cComputationally effective systematic procedures to ﬁnd
Lyapunov functions for SDSHSs are generally not known, but a
notable exception are the SDSHSs considered in Section 2.4 to
emulate linear TTSHSs. We saw in Section 2.4 that the TTSIS
deﬁned by the vector ﬁeld (15), the reset map (16), and a reset-
time distribution l for which there exists a probability density
function f, i.e.,
FðhÞ :¼
Z
½0;h
lðdsÞ ¼
Z h
0
f ðsÞds; 8h 2 ½0; TÞ; T :¼ supfh
2 R : FðhÞ < 1g 2 R [ f1g; ð45Þ
can be emulated by a SDSHS with continuous state ðx; sÞ 2 Rn  R; a
vector ﬁeld deﬁned by
_x ¼ Ax; _s ¼ 1; ð46Þ
and a single reset map / and transition intensity k deﬁned by
/ðx; sÞ :¼ ðJx;0Þ; kðsÞ :¼ f ðsÞ
1 FðsÞ ; 8x 2 R
n; s 2 ½0; TÞ: ð47ÞTheorem 6. Consider a TTSIS deﬁned by the vector ﬁeld (15), the
reset map (16), and a reset-time distribution l, for which
Assumption 1 holds. Further assume that the reset-time distribu-
tion l can be deﬁned by a probability density function, i.e., when
there exists a function f : ½0;1Þ ! ½0;1Þ such that (45) holds.
This system is uniformly exponentially mean-square stable (Def-
inition D6 with squared norm W) if and only if there exists a
positive deﬁnite matrix-valued function P : ½0;1Þ ! Rnn and
constants c1; c2 > 0 such that, for every positive deﬁnite matrices
S1; S2 2 Rn,c1I < PðsÞ < c2I; _PðsÞ ¼ S1  A0PðsÞ  PðsÞA kðsÞ J0Pð0ÞJ


PðsÞ þ S2Þ; 8s 2 ½0; TÞ:
In this case, Vðx; sÞ :¼ x0PðsÞx;8x 2 Rn; sP 0 is a candidate Lyapunov
function for which (43) holds with c ¼ 0 for the SDSHS deﬁned by (46)
and (47). hExample 2 (Estimation through a packet-switched network
(cont.)). As mentioned before, the error dynamics of the state esti-
mation error e for the networked control system considered in
Example 2 can be modeled by the (single-mode) SDSHS in Fig. 8,
whose extended generator is of the form
LVðeÞ : ¼ dVðeÞ
de
Aeþ kðeÞ Vð0Þ  VðeÞð Þ þ 1
2
V eþ ﬃﬃﬃp b
  VðeÞ
 
þ 1
2
V e ﬃﬃﬃp b
  VðeÞ
 ; 8e 2 Rn; ð48Þ
for a given function V : Rn ! R. The ﬁrst step in analyzing the
resulting SDSHS is to establish global existence of solution. To this
effect we consider a candidate Lyapunov function of the form
VglobalðeÞ :¼ kek2 þ c; 8e 2 Rn;
for some appropriately chosen constant cP 0. Applying the
extended generator (48) to Vglobal, leads to
LVglobalðeÞ ¼ e0 Aþ A0  kðeÞ

 
eþ b0b 6 rmax½Aþ A0kek2 þ b0b
¼ rmax½Aþ A0 VglobalðeÞ  c

 þ b0b 8e 2 Rn;
where rmax½Aþ A0 denotes the largest singular value of Aþ A0. Pick-
ing c :¼ b0b=rmax½Aþ A0, we conclude that LVglobalðeÞ 6 rmax½Aþ A0
VglobalðeÞ, 8e 2 Rn and we can use Proposition P6 in Theorem 4 to
conclude global existence of solution with probability one, regard-
less of our choice for the intensity kðeÞ.
To study mean stability of the SDSHS, we consider polynomial
candidate Lyapunov functions of the form
VaðeÞ :¼ ðe0PeÞa; 8e 2 Rn;
with aP 1. Applying now the extended generator (48) to Va, leads
to
LVaðeÞ¼aðe0PeÞa1e0 PAþA0P

 
ekðeÞðe0PeÞa
þððeþ
ﬃﬃﬃ

p
bÞ0Pðeþ ﬃﬃﬃp bÞÞaþððe ﬃﬃﬃp bÞ0Pðe ﬃﬃﬃp bÞÞa2ðe0PeÞa
2
; 8e2Rn
which can be written as
LVaðeÞ ¼ qVðeÞ þ cðeÞ; 8e 2 Rn
for any constant q > 0, provided that we deﬁne
cðeÞ¼aðe0PeÞa1e0 PAþA0PkðeÞq
a
P
 
e
þððeþ
ﬃﬃﬃ

p
bÞ0Pðeþ ﬃﬃﬃp bÞÞaþððe ﬃﬃﬃp bÞ0Pðe ﬃﬃﬃp bÞÞa2ðe0PeÞa
2
:
To check whether or not cðeÞ is bounded, we can use the fact that,
since P is positive deﬁnite, the dominante terms in cðeÞ as e!1
are the powers in ðe0PeÞa:
aðe0PeÞa1e0 PAþ A0P  kðeÞ  q
a
 
e
which is negative as long as
PAþ A0P  kðeÞ  q
a
P < 0:
In case kðeÞ is radially unbounded, this is always the case for sufﬁ-
ciently large e and we conclude that
LVaðeÞ 6 qVðeÞ þ cmax; 8e 2 Rn; cmax ¼ sup
e2Rn
cðeÞ <1:
Using Proposition P11 in Theorem 5 we conclude that if the inten-
sity kðeÞ is radially unbounded, the SDSHS is mean-Va stable and
consequently the 2a-moment of the error E½kek2a is bounded, for
every a  1.
In case kðeÞ eventually ‘‘saturates’’ for large e, i.e.,
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then mean-Va stability can be established if we can ﬁnd a positive
deﬁnite matrix P and a positive constant q for which
PAþ A0P  j q
a
P ¼ P A j q
2a
I
 
þ A j q
2a
I
 0
P < 0:
This turns out to be the case if and only if all the eigenvalues of A
have real part strictly less than j2a, i.e.,
kReðAÞ < j2a ;
where kReðAÞ denotes the real part of the eigenvalue of A with larg-
est real part. In case A has no eigenvalues with positive real part,
this condition always holds and we again can conclude that the
2a-moment of the error E½kek2a is bounded, for every a  1. How-
ever, if A has any eigenvalue with positive real part, the condition
above is equivalent to
a <
j
2kReðAÞ ;
which means that only some of the moments E½kek2a may be
bounded. h5.4. Martingales and Doob’s inequality
While providing complete proofs of the results summarized in
Section 5.3 is beyond the scope of this paper, it is worth describing
the key steps behind the Lyapunov-based analysis of SDSHSs, as
these may enable the reader to construct alternative results. These
proofs rely heavily on the concept of Martingale and the pioneering
results by Doob.
We recall that a stochastic process MðtÞ; t P 0 is called a super-
martingale for a ﬁltration fF t : t P 0g if
E½MðtÞ <1; 8t P 0; E½MðtÞ j F s 6
wpo
MðsÞ; 8t P sP 0:
Intuitively, this means that the current value of MðsÞ provides an
upper bound on future expectations of MðtÞ; t P s. Because a super-
martingale only decreases ‘‘on average’’, speciﬁc sample paths may
occasionally increase. However, the probability of a large increase
can be upper bounded through Doob’s martingale inequality
(Kushner, 1967, Section I-7.):
Lemma 2 (Doob’s martingale inequality). If MðtÞ; t P 0 is a non-
negative supermartingale for the ﬁltration fF t : t P 0g, then
P 9t 2 ½0;1Þ : MðtÞP lð Þ 6
wpo EMð0Þ½ 
l
; 8l > 0: 5.4.1. Proof of Theorem 4
In Lyapunov-based stability proofs, the supermartingales of
interest are of the form
MOm ðtÞ :¼ eqtV qOm ðtÞ; xOm ðtÞ

 
; 8t P 0; ð49Þ
with q  0 and sets Om of the form (36). To verify that this process
is a supermartingale under (37) in P6, we use (32) to conclude that
dEMOm ðtÞ j F s½ 
dt
¼ eqt dE V qOm ðtÞ;xOm ðtÞ

  j F s 
dt
qE V qOm ðtÞ;xOm ðtÞ

  j F s 
 
¼ eqtE LOmV qOm ðtÞ;xOm ðtÞ

 qV qOm ðtÞ;xOm ðtÞ
  j F s ; 8t 2aev½s;0Þ; 8sP0:
where fF t : t P 0g is the natural ﬁltration of the Markov process
zOm :¼ ðqOm ;xOm Þ. On the other hand, from (33) and (37), we con-
clude that
LOmVðq; xÞ 6 qVðq; xÞ; 8q 2 Q; x 2 Rnand therefore
dEMOm ðtÞ j F s½ 
dt
6 0; 8t 2aev½s;1Þ; 8sP 0;
which leads to
EMOm ðtÞ j F s½  6
wpo
MOm ðsÞ; 8t 2
aev½s;1Þ; 8sP 0;
and, in particular for s ¼ 0,
EMOm ðtÞ½  6
wpo
MOm ð0Þ ¼ Vðq0; x0Þ; 8t P 0; ð50Þ
conﬁrming that (49) is indeed a non-negative supermartingale. It
then follows from Doob’s martingale inequality that
P 9t2 ½0;1Þ : eqtV qOm ðtÞ;xOm ðtÞ

 
Pl

 
6
wpo Vðq0;x0Þ
l ; 8l>0: ð51Þ
To establish global existence of solution, we use the fact that we
cannot have Tmax < 1 if xðtÞ remains in a bounded set. From this
and the fact that the Lyapunov function is radially unbounded
(per A14), we conclude that for every sample path for which
Tmax <1, the Lyapunov function must take arbitrarily large values
in the (bounded) interval ½0;TmaxÞ, i.e.,
Tmax <1 ) 8m > 0; 9t 2 ½0;TmaxÞ;V qOm ðtÞ;xOm ðtÞ

 
P eqTmaxm
and therefore
PðTmax <1Þ
6 P 8m > 0; 9t 2 ½0;TmaxÞ;V qOm ðtÞ;xOm ðtÞ

 
P eqTmaxm

 
6 P 8m > 0; 9t 2 ½0;TmaxÞ;V qOm ðtÞ;xOm ðtÞ

 
P eqtm

 
6 P 8m > 0; 9t 2 ½0;1Þ;V qOm ðtÞ;xOm ðtÞ

 
P eqtm

 
¼ P
\
m>0
x 2 X : 9t 2 ½0;1Þ;V qOm ðtÞ;xOm ðtÞ

 
P eqtm
  !
¼ lim
m!1
P 9t 2 ½0;1Þ;V qOm ðtÞ;xOm ðtÞ

 
P eqtm

 
;
where we used the fact that for any inﬁnite sequence of measurable
sets E1 
 E2 
 E3 
   , we have that Pð\nP1EnÞ ¼ limn!1PðEnÞ. If we
now use (51) with l ¼ m, we conclude that
PðTmax <1Þ 6 lim
m!1
Vðq0; x0Þ
m
¼ 0; 8T 2 ½0;1Þ;
which means that the solution to the SDSHS must be globally
deﬁned with probability one, completing the proof of P6.
The proof of P7 follows from (51) with q ¼ 0, since the deﬁni-
tions of the set Om and the stopped processes allow us to conclude
that, for every l 6 m,
9t2 ½0;1Þ :V qðtÞ;xðtÞð ÞPl ) 9t2 ½0;1Þ :V qOm ðtÞ;xOm ðtÞ

 
Pl
and therefore, we can use (51) with q ¼ 0 to conclude that
P 9t 2 ½0;1Þ : V qðtÞ;xðtÞð ÞP lð Þ 6 P 9t 2 ½0;1Þ : V qOm ðtÞ; xOm ðtÞ

 

P lÞ 6
wpo Vðq0; x0Þ
l
;
which establishes P7.
The Proposition P8 is a direct consequence of (39), which can be
used to provide an explicit estimate on the state bound d, as a func-
tion of q;  in the deﬁnition in (14): for given ;q > 0, we simply
need to pick l; d > 0 sufﬁciently small so that
kxðtÞk > q ) V qðtÞ; xðtÞð ÞP l and kx0k 6 d ) Vðq0; x0Þl 6 :
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l :¼ c1ðqÞ and d < c12 ðlÞ. In this case, for every initial condition
qð0Þ ¼ q0 2 Q;xð0Þ ¼ x0 2 Rn with kx0k 6 d, we have that (14) holds.
We refer the reader to (Kushner, 1967, Theorem 2, p. 39) for the
proof of P9, which is somewhat more technical.
5.4.2. Proof of Theorem 5
The bounds on the expected values found in Theorem 5 are
obtained by ﬁrst using Dynkin’s inequality for stopped process
associated with sets Om of the form (36) and then making
m!1. Speciﬁcally, to establish P10 in Theorem 5, we use (50)
with q ¼ 0 to conclude that
E V qOm ðtÞ;xOm ðtÞ

  
6 Vðq0; x0Þ; 8t P 0:
The result then follows from Proposition P5 in Lemma 1 [with
Vm :¼ V ;8m and c :¼ Vðq0; x0Þ].
To prove Proposition P11 in Theorem 5, ﬁrst note that
LVðq;xÞ6Wðq;xÞ ) LOmVðq;xÞ6WOm ðq;xÞ :¼
Wðq;xÞ ðq;xÞ 2Om
0 ðq;xÞ ROm:
	
We therefore conclude from (31) in Theorem 3 that, 8t P s :¼ 0,
E V qOm ðtÞ;xOm ðtÞ

   ¼ Vðq0; x0Þ þ
Z t
0
E LOmV qOm ðsÞ;xOm ðsÞ

  
ds
6 Vðq0; x0Þ 
Z t
0
E WOm qOm ðsÞ; xOm ðsÞ

  
ds
and, consequently,Z t
0
E WOm qOm ðsÞ;xOm ðsÞ

  
ds 6 Vðq0; x0Þ; 8t  0:
We now use Proposition P5 in Lemma 1 [with Vm :¼WOm and
c :¼ Vðq0; x0Þ] to conclude thatZ t
0
E W qðsÞ;xðsÞð Þ½ ds 6 Vðq0; x0Þ; 8t  0;
from which (42) follows.
To prove Proposition P11 of Theorem 5, we can use an auxiliary
SDSHS obtained by augmenting the continuous state of our original
SDSHS with a time variable T that is initialize at Tð0Þ ¼ 0, that
ﬂows according to _T ¼ 1 and that is not affected by any of the
resets, which means that TðtÞ ¼wpo t;8t. The extended generator L
of this auxiliary system can be constructed from the extended gen-
erator L of the original system using
LVðq; x; TÞ :¼ LVðq; x; TÞ þ dVðq; x; TÞ
dT
; 8q 2 Q; x 2 Rn; T P 0;
where in applying the extended generator L of the original system
to Vðq; x; TÞ, we regard T as a constant parameter. If we now use
the original candidate Lyapunov function Vðq; xÞ to construct a
candidate Lyapunov function Vðq; x; TÞ for the auxiliary SDSHS as
follows
Vðq; x; TÞ :¼ eqTVðq; xÞ; 8q 2 Q; x 2 Rn; T 2 ½0;1Þ;
we conclude from (43) that
LVðq;x;TÞ :¼ eqT LVðq;xÞþqVðq;xÞð Þ6 eqTc; 8q2Q;x2Rn;T 2 ½0;1Þ:
Using (31) for the stopped processes of the auxiliar system associ-
ated with sets Om of the form (36) deﬁned using the new Lyapunov
function Vðq; x; TÞ, we conclude that
E V qOm ðtÞ;xðtÞOm ;TðtÞ

  
6 Vðq0; x0;0Þ þ
Z t
0
eqscds
¼ Vðq0; x0; 0Þ þ
c
q
ðeqt  1Þ; 8t P 0:We can then use Proposition P5 in Lemma 1 [with Vm :¼ V ;8m and
c :¼ Vðq0; x0;0Þ þ c=qðeqt  1Þ] to go back to the non-stopped
processes and conclude that
E V qðtÞ; xðtÞ;TðtÞð Þ  6 Vðq0; x0;0Þ þ cq ðeqt  1Þ 8t P 0;
from which (44) follows.
We refer the reader to Kushner, 1967, Theorem 6, p. 50 for the
proof of P12, which is a variation of the proofs discussed above.
6. Conclusions and open research directions
Stochastic hybrid systems provide an attractive tool to model
and analyze networked control systems in which network-induced
events (such as the departure and arrival of network packets)
introduce stochastic instantaneous changes in the systems’ states.
We presented several tools for the analysis of such systems and
illustrated their use in the context of a few simple examples.
While signiﬁcant progress has been made towards the analysis
of SHSs, several important problems remain open: The stability
results for linear TTSHS are fairly complete, but the study of TTSHS
with nonlinear vector ﬁelds or reset maps remains mostly open.
The analysis of SDSHS also presents several open problems; most
notably the development of systematic methods for the construc-
tion of Lyapunov functions, perhaps based on stochastic counter
parts of backstepping or similar procedures. A notable omission
in this paper is an explicit discussion on recurrence, i.e., the
property that the state of a stochastic system returns inﬁnitely
often to a particular subset of the state space with high probability.
This notion has proved to be useful in numerous contexts,
including the introduction of stochastic notions of input-to-state
stability (ISS) (Teel, Subbaraman et al., 2014; Teel, Hespanha, &
Subbaraman, 2014).
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