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Abstract
For any Shimura variety of Hodge type with hyperspecial level at a prime p and any auto-
morphic lisse sheaf on it, we prove a formula, conjectured by Kottwitz [Kot90], for the Lefschetz
number of an arbitrary Frobenius-twisted Hecke correspondence acting on the compactly sup-
ported étale cohomology and verify another conjecture of Kottwitz [Kot90] on stabilization of
that formula. The main ingredients of our proof of the formula are a recent work of Kisin [Kis17]
on Langlands-Rapoport conjecture and the theory of Galois gerbs developed by Langlands and
Rapoport [LR87]. Especially, we use the Galois gerb theory to establish an effectivity criterion of
Kottwitz triple, and mimic the arguments of Langlands and Rapoport of deriving the Kottwitz
formula from their conjectural description of the F¯p-point set of Shimura variety (Langlands-
Rapoport conjecture). We do not assume that the derived group is simply connected, and also
obtain partial results at (special) parahoric levels under some condition at p. For that, in the
first part of our work we extend the results of Langlands and Rapoport to such general cases.
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1 Introduction
1.1 Statement of the main results The main results of this work are the following two
descriptions of the Lefschetz numbers of Frobenius-twisted Hecke correspondences on the compactly
supported cohomology of Shimura varieties of Hodge type with hyperspecial level, which were
conjectured by Kottwitz [Kot90], (3.1) and Thm. 7.2. The first one is a consequence of the second
one.
Fix two distinct primes p, l of Q. Let (G,X) be a Shimura datum of Hodge type, Kp a hyperspe-
cial subgroup of G(Qp), Kp a (sufficiently small) compact open subgroup of G(A
p
f ); put K = KpK
p.
Let ShK(G,X) be (the canonical model over the reflex field E(G,X) of) the associated Shimura
variety, and FK a λ-adic lisse sheaf on it defined by a finite-dimensional algebraic representation ξ
of G over a number field L and choice of a place λ of L over l. For i ∈ N≥0, let H ic(ShK(G,X)Q,FK)
be the compactly supported cohomology of FK . Let ℘ be a prime of E = E(G,X) above p and
Φ ∈ Gal(Qp/E℘) be a geometric Frobenius for an embedding E℘ →֒ Qp. It is known [Kis10],
[Vas99] that ShK(G,X) has a canonical smooth integral model over the ring of integers OE℘ and
FK extends over it.
Theorem 1.1.1. Assume that the center Z(G) of G has same ranks over Q and R.1 For every fp
in the Hecke algebra H(G(Apf )/Kp), there exists m(fp) ∈ N, depending on fp, such that for each
m ≥ m(fp), the Lefschetz number of Φm × fp is given by∑
i
(−1)itr(Φm × fp|H ic(ShK(G,X)Q,FK)) =
∑
H∈Eell(G)
ι(G,H)STH1ell (f
H1),
where the right sum is over a set Eell(G) of representatives of the isomorphism classes of elliptic
endoscopic data of G with a choice of a z-pair (H1, ξ1) for each H ∈ Eell(G), and STH1ell (fH1) is the
1In this work, for Hodge-type (G,X), we always assume that G is the smallest algebraic Q-group such that every
h ∈ X factors through GR; then this assumption holds.
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elliptic part of the geometric side of the stable trace formula for a suitable function fH1 on H1(A),
ι(G,H) is a certain constant depending only on the pair (G,H).
Moreover, if the adjoint group Gad is Q-anisotropic or fp is the identity, we can take m(fp) to
be 1.
In particular, we obtain a formula for the local zeta functions of the same Shimura varieties. We
refer to Thm. 7.2.2 for explanation of the objects appearing here. We remark that this formula is the
first step in the Langlands’s program for establishing the celebrated conjecture that the Hasse-Weil
zeta function of an arbitrary Shimura variety is a product of automorphic L-functions. This formula
is deduced from the following formula, via the machinery of stabilization of the trace formula.
Theorem 1.1.2. For any fp in the Hecke algebra H(G(Apf )/Kp), there exists m(fp) ∈ N, depending
on fp, such that for each m ≥ m(fp), the Lefschetz number of Φm × fp is given by∑
i
(−1)itr(Φm × fp|H ic(ShK(G,X)Q,FK))(1.1.2.1)
=
∑
(γ0;γ,δ)
c(γ0; γ, δ) ·Oγ(fp) · TOδ(φp) · trξ(γ0),
where the sum is over a set of representatives (γ0; γ, δ) of all equivalence classes of stable Kottwitz
triples of level n having trivial Kottwitz invariant and c(γ0; γ, δ) is a certain constant (defined in
terms of Galois cohomology). Moreover, if Gad is Q-anisotropic or fp is the identity, we can take
m(fp) to be 1.
See Thm. 6.2.12 for a precise description of the terms involved and more details. We emphasize
that in both theorems, we do not assume that the derived group Gder of G is simply connected.
In such case that Gder = Gsc, Gsc being the simply connected cover of Gder, the expression on the
right-hand side of (1.1.2.1) equals the one in the Kottwitz’s conjecture [Kot90, (3.1)]. Regarding
this generality, we remark on two points. First, we take the sum only over certain Kottwitz triples
which we call stable (Def. 3.5.6). This notion of stableness has the same meaning as in the stable
conjugacy (e.g. every Kottwitz triple is stable in our sense if Gder = Gsc), so is a natural condition
in this context. But there is also some subtle point at p (cf. Remark 3.5.7 and § 3.5.8). Secondly,
the condition of “having trivial Kottwitz invariant ” should be also taken with a grain of salt: again
unless Gder = Gsc, Kottwitz invariant itself is not a notion well-defined by a (stable) Kottwitz triple
alone, although its vanishing is so (cf. § 3.5.14).
To have a complete picture of the Hasse-Weil zeta function (and for applications to construction
of Galois representations, cf. [SS13]), one also needs similar descriptions at bad reductions (cf.
[Rap05, §10], [Hai14, Conj.4.30, 4.31]). For that, we remark that we also obtain some partial results
towards Thm. 1.1.2 for (special) parahoric levels under the assumption that GQp is quasi-split and
is tamely ramified, and together with such results, the same methods proving the above theorems
(based on [Kot84b], [LR87]) should allow the wanted descriptions, once those results in [Kis17]
which were geometric ingredients in our arguments (and further some relevant results in harmonic
analysis) are also available for general parahoric levels.
1.2 Strategy of proof We begin with some general comments on our proofs. First, Thm.
1.1.1 is a consequence of the stabilization of the right-hand side of the identity (1.1.2.1), the key
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tools in this machinery being the endoscopic transfer conjectures which are now established by
Ngo, Waldspurger. Such stabilization was carried out by Kottwitz [Kot90, §4-§7], [Kot10] in the
case Gder = Gsc. We follow closely his arguments which however need occasionally modifications
due to our generality. Our main contribution is the proof of Thm. 1.1.2 and now we give a quick
overview of the historical origin of our strategy. After previous successes with examples (by Eichler,
Shimura, Kuga, Sato, and Ihara), a systematic approach to a formula for the Lefschetz number
in question (and its stabilization) was conceived by Langlands based on Lefschetz-Grothendieck
trace formula, and a set of ideas and techniques was developed by Langlands [Lan76], [Lan79]
and Kottwitz [Kot84b] (“Langlands-Kottwitz method”). Meanwhile, it was also realized that this
method itself needed some refinement. Then, Langlands and Rapoport [LR87] recast the problem by
developing the theory of Galois gerbs, modeled on the theory of Grothendieck motives. Its purpose
was to provide a general framework for formulating a conjectural description of the F¯p-point set of
Shimura variety which is precise enough to allow one to derive the Kottwitz formula from it.
Our proof of the Kottwitz formula (1.1.2.1) imitates these arguments of Langlands and Rapoport
of deriving the Kottwitz formula from their conjecture. As such, their theory of Galois gerbs is a
major ingredient in this work. Another essential ingredient is a recent work of Kisin [Kis17] on the
aforementioned conjecture of Langlands and Rapoport. Previously, Kottwitz [Kot92] proved the
formula (1.1.2.1) in PEL-type cases (of simple Lie type A or C) by a method which is based on the
Honda-Tate theory. This method however cannot be applied in general Hodge-type situations, and
indeed our proof is different from his proof in his PEL-type cases.
In the next, we give more detailed discussion of the idea of our proof. We begin by introducing
the work of Langlands and Rapoport [LR87].
1.2.1 Langlands-Rapoport conjecture The conjecture of Langlands and Rapoport, which
was stated in [LR87] and a significant progress towards which was recently made by Kisin [Kis17],
aims to give a group-theoretic description of the set of F¯p-points of the mod-p reduction of a Shimura
variety, as provided with Hecke operators and Frobenius automorphism.
Let (G,X) be a (general) Shimura datum and Kp ⊂ G(Apf ), Kp ⊂ G(Qp) compact open sub-
groups, and set K := Kp ×Kp ⊂ G(Af ). The original conjecture mainly concerned good reduction
cases, where Kp is hyperspecial, i.e. Kp = GZp(Zp) for a reductive Zp-group scheme with generic
fiber GQp . We also choose a place ℘ of the reflex field E(G,X) dividing p, and let O℘, κ(℘) denote
respectively the integer ring of the local field E(G,X)℘ and its residue field. Then, Langlands and
Rapoport conjectured that there exists an integral model SKp(G,X) of ShK(G,X) over O℘, for
which there is a bijection
(1.2.1.1) SKp(G,X)(F¯p)
∼→
⊔
[φ]
S(φ)
where
S(φ) = lim←−
Kp
Iφ(Q)\Xp(φ)×Xp(φ)/Kp.
To give an idea of what these objects look like, suppose that our Shimura variety ShKp(G,X) is
a moduli space of abelian varieties endowed with a certain prescribed set of additional structures
defined by G (called G-structure, for short), and that there exists an integral model whose reduction
affords a similar moduli description (at least over F¯p). Then, roughly speaking, each φ is supposed
to correspond to an isogeny class of abelian varieties with G-structure, and the set S(φ) is to
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parameterize the isomorphism classes in the corresponding isogeny class. More precisely, Xp(φ)
and Xp(φ) should correspond, repsectively, to the isogenies of p-power order and prime-to-p order
(say, leaving from a fixed member in the isogeny class φ) preserving G-structure, and Xp(φ) can be
also identified with a suitable affine Deligne-Lusztig variety X({µX}, b)Kp . The term Iφ(Q) is to
be the automorphism group of the isogeny class attached to φ, and thus acts naturally on Xp(φ)
and Xp(φ). Moreover, each of the sets S(φ) carries a compatible action of the group G(Apf ) and
the Frobenius automorphism Φ (which is an element of Gal(F¯p/κ(℘))), and the bijection (1.2.1.1)
should be compatible with these actions.
When it comes to the precise definition, the most tricky object is the parameter φ. Its precise
definition makes use of the language of Galois gerb: A Galois gerb is a gerb, in the sense of
Cohomologie non abélienne à la Giraud, on the étale site of a field (with choice of a neutralizing
object). This is motivated by the fact [Mil94] that there is a well-determined class of Shimura
varieties (i.e. Shimura varieties of abelian type) which, in characteristic zero, have a description
of their point sets similar to (1.2.1.1) with the parameter φ being an abelian motive (constructed
using absolute Hodge cycles). For F¯p-points, the parameter φ, called an admissible morphism,
is to represent “a motive over F¯p with G-structure”. A proper definition of such object involves
a Tannakian-theoretic description of the category of motives. But, the Tannakian category of
Grothendieck motives over F¯p, being non-neutral, is identified (after choice of a fiber functor) with
the representation category of a certain Galois gerb (“motivic Galois gerb”), not an affine group
scheme, and “a motive over F¯p with G-structure” should be a morphism from this motivic Galois
gerb to the neutral Galois gerb attached to G.
1.2.2 From Langlands-Rapoport conjecture to Kottwitz formula The conjectural
description (1.2.1.1) allows one to obtain a manageable description of the fixed point set of any Hecke
correspondence twisted by a Frobenius Φm, and eventually a purely group-theoretic formula for its
cardinality; in particular, it gives a formula for the cardinalities of the finite sets SK(G,X)(Fqm) =
[SK(G,X)(F¯p)]Φ
m=id for each finite extension Fqm of the base field Fq = κ(℘) whose knowledge
amounts to that of the local zeta function of SK(G,X)κ(℘).
Such deduction arguments were provided by Kottwitz [Kot84b] and Langlands-Rapoport [LR87].
Here, we sketch its basic idea in the trivial correspondence case (cf. [Mil92]). For simplicity, we
assume (only here) that the derived groupGder ofG is simply connected. By an elementary argument
[Kot84b, §1.4], one readily sees that for each admissible morphism φ, the corresponding fixed-point
set S(φ)Φ
m=Id breaks up further as a disjoint union of subsets S(φ, ǫ) indexed by (the equivalence
class of) a pair (φ, ǫ), where ǫ is an automorphism of φ which exists as an element of G(Q) and is
to be regarded as a Frobenius descent datum of φ:
SK(G,X)(Fqm)
∼→
⊔
[φ]
S(φ)Φ
m=id =
⊔
[φ,ǫ]
S(φ, ǫ)
Among such pairs (φ, ǫ), we are interested only in the pairs, called admissible, satisfying some natural
conditions that are necessary (but, not sufficient in general!) for the corresponding set S(φ, ǫ) to be
non-empty (Def. 3.6.1). Then, with any admissible pair (φ, ǫ), one can associate a triple of group
elements (Kottwitz triple)
(γ0; γ = (γl)l 6=p, δ) ∈ G(Q)×G(Apf )×G(Ln)
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satisfying certain compatibilities among themselves, where Ln is the unramified extension of Qp of
degree n = m[κ(℘) : Fp], and express the cardinality of the set S(φ, ǫ) in terms of it as
|S(φ, ǫ)| = vol(Gγ0(Q)\Gγ0(Af )) ·Oγ(fp) · TOδ(φp),
where Gγ0 is the centralizer subgroup of γ0 in G, Oγ(f
p) and TOδ(φp) are some orbital integral
and twisted orbital integral, respectively. Thus, the final formula for |SK(G,X)(Fqm)| (for any
sufficiently small Kp) takes the form of a sum, indexed by (the equivalence classes of) Kottwitz
triples, of a product of quantities that can be defined purely group theoretically:
(1.2.2.1) |SK(G,X)(Fqm)| =
∑
(γ0;γ,δ)
ι(γ0; γ, δ) · vol(Gγ0(Q)\Gγ0(Af )) ·Oγ(fp) · TOδ(φp),
where ι(γ0; γ, δ) is by definition the number of equivalence classes of admissible pairs giving rise to
a fixed Kottwitz triple (γ0; γ, δ).
With an explicit cohomological description for ι(γ0; γ, δ), this is the formula conjectured (and
proved in certain PEL-type cases [Kot92, (19.6)]) by Kottwitz [Kot90, (3.1)], except that here
the sum is only over the effective Kottwitz triples, namely those Kottwitz triples attached to
some admissible pair (φ, ǫ), while in the original formula, one takes all Kottwitz triples with
trivial Kottwitz invariant (it is known that every effective Kottwitz triple has trivial Kottwitz
invariant). We bring the reader’s attention to this usuage of the terminology effectivity and the
possible confusion that a Kottwitz triple (γ0; γ, δ) which is effective in this sense may not ap-
pear as a summation index “effectively” in the sum (1.2.2.1) (i.e. the corresponding summand
could be zero): one could also have defined ι(γ0; γ; δ) to be zero if is not effective, but then it
is not the definition ι(γ0; γ, δ) := | ker[ker1(Q, Gγ0) → ker1(Q, G)]| used by Kottwitz in his for-
mula (which is always non-zero). We note that to reconcile the formula (1.2.2.1) with the Kot-
twitz’s formula [Kot90, (3.1)], it suffices to establish the following effectivity criterion of Kot-
twitz triple: a Kottwitz triple with trivial Kottwitz invariant is effective (in the sense just de-
fined) if the corresponding summand Oγ(fp) · TOδ(φp) is non-zero (one also needs the fact that
ι(γ0; γ, δ) = | ker[ker1(Q, Gγ0)→ ker1(Q, G)]| which is however proved in [LR87, Satz 5.25]).
1.2.3 The works of Langlands and Rapoport [LR87] and of Kisin [Kis17] A
substantial part of the work [LR87] of Langlands and Rapoport is devoted to constructing all these
objects and establishing their basic properties, especially those facts that are needed to carry out
the deduction just sketched of the formula (1.2.2.1) from the (conjectural) description (1.2.1.1).
The only missing ingredient in completing this deduction arguments was the effectivity criterion
of Kottwitz triple stated above. In fact, Langlands and Rapoport also suggest one such effectivity
criterion (condition ∗(ǫ) in [LR87, Satz.5.21]), but fail to relate it to the more natural one of non-
vanishing of Oγ(fp) · TOδ(φp). In this work, we prove this effectivity criterion (Thm. 5.2.9) and
thereby (with a little more work allowing general Hecke correspondences) complete the arguments
of Langlands and Rapoport of deriving the Kottwitz formula from their conjecture.2 We emphasize
that our proof of the effectivity criterion (even though it could be formulated without the language
of Galois gerbs) uses the full force of the theory of Galois gerbs and admissible morphisms from
[LR87].
2In [Mil92], Milne uses this criterion which was at that time unjustified, for the same purpose of completing this
deduction arguments, cf. see Remark 6.1.8.
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On the other hand, recently Kisin [Kis17] obtained a description of SKp(G,X)(F¯p) quite similar
to (1.2.1.1). But, in his version of the description (1.2.1.1) (i.e. Theorem 0.3 of loc. cit.), the action
of the group Iφ(Q) on Xp(φ)×Xp(φ) (which is somewhat artificial) is not the natural one specified
in the original conjecture. An unfortunate consequence of this is that the deduction argument above
per se does not work for such imprecise description.3 In fact, in our proof of Kottwitz formula, we
do not use this weaker form (of Langlands-Rapoport conjecture) itself. Instead, we will just emulate
the Langlands-Rapoport arguments above. Fortunately, this is possible due to the “geometrical”
results of [Kis17] which are often quite strong (“geometrical” in the sense that it can be formulated
without using the language of Galois gerbs). Here, we mention one such result, [Kis17, Cor.2.2.5]
which we have dubbed “strong CM lifting theorem” to distinguish it from the usual CM lifting
theorem [Kis17, Thm.2.2.3] (which only says that every isogeny class I in a SV of Hodge type over
F¯p contains a point which lifts to a CM point).
1.3 Generalization of results of [LR87] The main results of [LR87] assume that the level
subgroup Kp is hyperspecial (so, in particular that GQp is unramified) and that the derived group
is simply connected. To extend the scope of our method of proof beyond these cases, our first
primary task in this article is to generalize their works to more general parahoric levels (so as
to allow possibly bad reductions) under the assumption that GQp is quasi-split and spits over a
tamely ramified extension of Qp (in fact, we will assume less than that, see Thm. 4.1.3 for a precise
condition), and also to remove the restriction on the derived group; some of our results will further
assume that Kp is special maximal parahoric. When one works with this general level subgroups,
the first notable change occurs in definitions, especially that of admissible morphism, where instead
of a single affine Deligne-Lusztig variety X({µX}, b)Kp which defined the set Xp(φ), one needs to
use a finite union of generalized affine Deligne-Lusztig varieties X(w, b)Kp :
X({µX}, b)Kp :=
⊔
w∈Adm
K˜p
({µX})
X(w, b)Kp
Here, Adm
K˜p
({µX}) is a certain subset of the double coset K˜p\G(k)/K˜p determined by the datum
(G,X). When Kp is hyperspecial, this specializes to the previous definition. Meanwhile, the
conjecture (1.2.1.1) itself was extended by Rapoport [Rap05] to cover general parahoric levels.
Secondly, to work beyond the restriction of simply-connected derived group, we use the definition
of admissible morphism generalized by Kisin for this purpose (cf. Def. 3.3.7, [Kis17, (3.3.6)]).
To keep statements short, we will call the following condition the Serre condition for the Shimura
datum (G,X)4 : the center Z(G) of G splits over a CM field and the weight homomorphism wX is
defined over Q. Note that this condition holds if the Shimura datum is of Hodge type.
Our main results in the first part are generalizations (sometimes, including improvements) of
the key properties of admissible morphisms and admissible pairs:
3In fact, this is an issue that has already been known for some time (namely, the kind of ambiguity as appearing in
the Kisin’s description becomes a problem when deriving a point-counting formula from it along the line of [Lan76],
[Kot84b]), and removing such ambiguity was one of the very motivations for Langlands and Rapoport introducing
their conjecture [LR87, p.116,line+15].
4to distinguish this from two other similar conditions: first, from the original Serre condition which is applied to
a Q-torus T endowed with a cocharacter µ ∈ X∗(T ) (cf. Lemma 3.3.1), and secondly from the condition that Z(G)
has the same ranks over Q and R (equiv. the anisotropic kernel of Z(G) remains anisotropic over R); if (G,X) is of
Hodge type and G is the Mumford-Tate group, it satisfies all these conditions.
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Theorem 1.3.1. Let p > 2 be a rational prime. Let (G,X) be a Shimura datum satisfying the
Serre condition. Assume that G is of classical Lie type, and that GQp is quasi-split and splits over
a tamely ramified extension of Qp. Let Kp be a parahoric subgroup of G(Qp). Then, we have the
followings.
(1) Any admissible morphism φ : P → GG is special, namely there exists a special Shimura
sub-datum (T, h) and g ∈ G(Q) such that Intg ◦ φ = i ◦ ψT,h, where i : GT → GG is the canonical
morphism of neutral Galois gerbs induced by the inclusion T →֒ G. If Kp is special maximal
parahoric, then every such morphism i◦ψT,h is admissible. Every admissible pair (φ, ǫ) is conjugate
to (i ◦ ψT,h, ǫ′ ∈ T (Q)) for a special Shimura sub-datum (T, h).
(2) Suppose that Kp is special maximal parahoric. For any γ0 ∈ G(Q) that is elliptic over R,
there exists an admissible pair (φ, γ0) if and only if there exists ǫ ∈ G(Q) stably conjugate to γ0
and satisfying condition ∗(ǫ) of § 3.5.3. If the latter condition holds, there exists a Kp-effective
admissible pair (φ, ǫ) with ǫ stably conjugate to γt0 for some t ∈ N.
The tame condition on GQp can be relaxed significantly (see Thm. 4.1.3 for a precise condition).
These statements (and their counterpart results in [LR87]) are found respectively in Theorem 4.1.3,
Lemma 3.3.10, 4.2.11 (for (1)) and Theorem 5.1.2 (for (2)). The statement (1) and the first claim
of (2) are generalizations of the same results in loc. cit., while the second claim of statement (2) is
new. We also remark that the condition ∗(ǫ) in (2) is our generalization of the original condition in
[LR87, Satz 5.21] of the same name ∗(ǫ), in our general set-up that the level subgroup is parahoric
and GQp is not necessarily unramified nor G
der is simply connected.
The statement (1) is a fundamental fact about admissible morphisms, and underlies the CM
lifting theorem [Kis17, Thm. 0.4] (in the hyperspecial level case) that every isogeny class in
SKp(G,X)(F¯p) contains a point that is the reduction of a special(=CM) point.
The following theorem is the first version of the aforementioned effectivity criterion of Kottwitz
triple which is established for the first time here (even in the original set-up of [LR87], cf. Remark
6.1.8).
Theorem 1.3.2. [Thm. 5.2.9] Under the same assumptions as in (2) of Thm. 1.3.1, for every
Kottwitz triple (γ0; (γl)l 6=p, δ) with trivial Kottwitz invariant (Def. 3.5.4), if X({µX}, δ)Kp 6= ∅, there
exists an admissible pair (φ, ǫ) giving rise to it. There exists an explicit cohomological expression
for the number of non-equivalent pairs (φ, ǫ) producing a given triple (γ0; (γl)l 6=p, δ).
This is one of the key ingredients in our proof of the Kottwitz formula as well as in the Langlands-
Rapoport’s arguments of deriving it from Langlands-Rapoport conjecture. There is also a similar,
second version of effectivity criterion of Kottwitz triple (Thm. 6.2.11) which will be needed in our
(unconditional) proof of Thm. 1.1.2.
1.3.3 Some further results and comments According to the discussion in § 1.2.2, Langlands-
Rapoport conjecture implies that to any Fpn-point (n being a multiple of [κ(℘) : Fp]), one should
be able to attach a Kottwitz triple (γ0; (γl)l 6=p, δ) of level n (i.e. with δ ∈ G(Ln)). For Hodge-type
Shimura varieties with hyperspecial level, this was done by Kisin [Kis17, Cor. 2.3.1].5 Then, the
formula (1.2.2.1) implies that only those triples whose corresponding summation term is non-zero
should be geometrically effective, i.e. arises from an Fpn-point (where n is the level of the triple).
5But for general parahoric Kp, without having control on the level, one can still attach a Kottwitz triple to any
point that is the reduction of a CM point (thus in this case the triple is well-defined only up to powers).
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Thus, a natural question arises whether such necessary condition for geometric effectivity is also
a sufficient condition. Closely related questions are which (R-elliptic) stably conjugacy classes in
G(Q) and which σ-conjugacy classes in G(Ln) are “effective” (i.e. can be the classes of the elements
γ0 and δ attached to some Fpn-point, respectively). This question for (the stable conjugacy class
of) an R-elliptic rational element γ0 ∈ G(Q) can be regarded as Honda-Tate theorem in the context
of Shimura varieties, while the question for δ is known as non-emptiness problem of Newton strata.
For hyperspecial level, the proof of Theorem 1.1.2 answers the first question affirmatively: the
natural necessary condition is also sufficient. We also answer the second question too. For that, we
consider Shimura varieties of Hodge type and fix an integral model SK over O℘ of the canonical
model ShK(G,X)E℘ with the extension property that every F -point of ShK(G,X) for a finite exten-
sion F of E℘ extends uniquely to SK over its local ring (for example, integral model constructed by
a suitable normalization); see [KP15] for a construction of such integral model in general parhoric
levels.
Corollary 1.3.4 (Cor. 6.2.13). Keep the assumptions of Theorem 1.3.1. a Kottwitz triple (γ0; γ, δ)
of level n with trivial Kottwitz invariant is geometrically effective in the sense that it arises from a
Fpn-valued point of S as (6.2.5.2) if and only if Oγ(fp) · TOδ(φp) is non-zero.
Theorem 1.3.5 (Thm. 4.2.13). Keep the assumptions of Theorem 1.3.1, and further assume that
GQp splits over a cyclic tame extension of Qp. Let Kp be a (not necessarily special) parahoric
subgroup of G(Qp) and put K = KpKp for a compact open subgroup Kp of G(A
p
f ).
(1) Then, for any [b] ∈ B(GQp , {µX}) (§ 2.1.4), there exists a special Shimura sub-datum (T, h ∈
Hom(S, TR)∩X) such that for any gf ∈ Kp, the reduction in SK⊗F¯p of the special point [h, gf ·K] ∈
ShK(G,X)(Q) has the F -isocrystal represented by [b].
(2) The reduction SK(G,X) ⊗ F¯p has non-empty ordinary locus if and only if ℘ has absolute
height one (i.e. E(G,X)℘ = Qp).
This theorem generalizes Theorem 4.3.1 and Corollary 4.3.2 of [Lee16] in the hyperspecial cases.
Next, we give some comments on possible generalizations of Thm. 1.1.1 and Thm. 1.1.2 for bad
reductions. In view of the recent works [KP15, Thm. 4.7.11] and [Zho17], it seems very likely that
our methods and results allow us to establish also the conjecture on the semisimple zeta function
([Rap05], [Hai14]) in special parahoric level case, when GQp is unramified and p ∤ |π1(Gder)|, and
as a result Thm. 1.1.1 (for which one might also need certain results on the endoscopic transfer
of stable Bernstein center, cf. [Hai14]). But, we can already use our partial results to extend the
scope of some previous results, for example, we can relax the ramification condition imposed on the
PEL datum in the main result of [Sch13].
Finally, we make some comments on the various assumptions appearing in this article. The
running assumption, which will be effective except in some general discussions, is that GQp is quasi-
split and splits over a tamely ramified extension of Qp (as mentioned above, for the latter condition,
in fact, we only need some less restrictive one: see Thm. 4.1.3 and Prop. A.0.1 for a precise
condition). Equally universal assumption, although it is not needed for the important Theorem
1.3.1, (1), is that Kp is special maximal parahoric. These two assumptions are somewhat forced on
us because we follow closely the original line of arguments [LR87] for our proofs. We however remark
that the two conditions that GQp splits over a tamely ramified extension and the level subgroup
is special maxima parahoric are imposed only via Lemma 4.2.4, or via Prop. A.0.1, where these
assumptions are of more techinical nature rather than of intrinsic nature (e.g. in their proofs, we
9
verify certain statements by case-by-case analysis, where the possible cases are restricted or reduce
substantially under such assumptions). It would be interesting to know if one can remove either of
these conditions in these statements.
We remark that our sign convention up to Section 6 is the same as that of Langlands-Rapoport
in [LR87]; so for example, it is opposite to that of Kisin in [Kis17]. In Section 7, we also need to fix
some more sign conventions, especially sign normalization of the local Langlands correspondence
for tori (see Footnote 38 for our choice).
This article is organized as follows. The second section is a preliminary discussion, devoted to
a review of some basic objects, including Kottwitz and Newton maps (defined for algebraic groups
over p-adic fields), parahoric groups (in the Bruhat-Tits theory), extended affine Weyl groups,
and {µ}-admissible set. In the third section, we attempt to give a self-contained overview of the
notions of Galois gerbs, the pseudo-motivic Galois gerb, admissible morphisms, Kottwitz triples,
and admissible pairs, following closely the original source [LR87]. At the same time, we generalize
these notions and establish their properties (notably, admissible morphism and Kottwitz triple)
beyond the original assumption that the group has simply connected derived group. We also give
a statement of the Langlands-Rapoport conjecture, as formulated by Rapoport [Rap05, §8] so as
to cover parahoric levels. Along the way, we extend results on special admissible morphisms to
(special maximal) parahoric levels, under the assumption that GQp is quasi-split. In Section 4, we
prove Theorem 1.3.1, (1) above, namely that every admissible morphism is conjugate to a special
admissible morphism (in our case of general parahoric level), as well as the fact that every admissible
pair is nested in a special Shimura datum. For some other potential applications in mind, we spilt
the proof into a few steps and formalize each of them into a separate proposition (incorporating
slight improvements). The results in this section are in large part translations of the original results,
except for generalizations to our setting and reorganization (with small improvements). However,
some of the generalizations, e.g. the proof of Lemma 4.2.4, are rather non-trivial. In Section 5, we
establish the first version of effectivity criterion of Kottwitz triple (Thm. 5.2.9). In Section 6, we
prove the Kottwitz formula, in two ways, one assuming validity of Langlands-Rapoport conjecture
(Thm. 6.1.7) and another one being unconditional (Thm. 6.2.12), which uses the second version of
effectivity criterion of Kottwitz triple (Thm. 6.2.11). In the last section, we stabilize the Kottwitz
formula, thereby proving Thm. 1.1.1.
In this work, a certain result in the Bruhat-Tits theory, whose hyperspecial case was already
used critically in the original work [LR87] (cf. [Lee16, Lem. A.0.4]), plays a key role. We provide
its proof in Appendix A. Also, generalizations to our setting (i.e. Gder 6= Gsc in general) of previous
arguments occur frequently throughout the entire work. For that, it is necessary to work with
abelianized cohomology groups which are cohomology groups of complexes of tori. In appendix B,
we collect basic facts about complexes of tori attached to connected reductive groups.
Acknowledgement A part of this work was supported by IBS-R003-D1. The author would
like to thank M. Rapoport and C.-L. Chai for their interests in this work and encouragement.
Notations
Throughout this paper, Q denotes the algebraic closure of Q inside C.
For a connected reductive group G over a field, we let Gsc be the universal covering of its derived
group Gder, and for a (linear algebraic) group G, Z(G), and Gad denote its center, and the adjoint
group G/Z(G), respectively.
For a group I and an I-module A, we let AI denote the quotient group of I-coinvariants:
AI = A/〈ia− a | i ∈ I, a ∈ A〉. For an element a ∈ A, we write a for the image of a in AI . In case
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of need for distinction, sometimes we write aA.
For a finitely generated abelian group A, we denote by Ators its subgroup of torsion elements.
For a locally compact abelian group A, we let X∗(A) := Homcont(A,C×) (continuous character
group) and AD := Homcont(A,S1) (Pontryagin dual). For a (commutative) algebraic group A over
a field F , X∗(A) := Homalg(Gm, A), X∗(A) := Homalg(A,Gm). So, for a diagonalizable C-group A,
we have π0(A)D = X∗(A)tors (with the embeddings Q/Z ⊂ R/Z = S1 ⊂ C× understood).
In this article, the german letter k denotes the completion of the maximal unramified extension
(in a fixed algebraic closure Qp) of Qp, and for n ∈ N Ln will denote Frac(W (Fpn)).
2 Preliminaries: Parahoric subgroups and µ-admissible set
2.1 Kottwitz maps and Newton map In this section, we briefly recall the definitions of
the Kottwitz maps and the Newton map. We refer to [Kot97], [Kot85], [RR96], and references
therein for further details.
2.1.1 The Kottwitz maps wG, vG, κG Let L be a complete discrete valued field with
algebraically closed residue field and set I := Gal(L/L). For any connected reductive group G over
L, Kottwitz [Kot97, §7] constructs a group homomorphism
wG : G(L)→ X∗(Z(Ĝ)I) = π1(G)I .
Here, Ĝ denotes the Langlands dual group of G, π1(G) = X∗(T )/Σα∈R∗Zα∨ is the fundamental
group of G (à la Borovoi) (i.e. the quotient of X∗(T ) for a maximal torus T over F of G by the
coroot lattice), and π1(G)I is the (quotient) group of coinvariants of the I-module π1(G). This
map wG is sometimes denoted by κ˜G, e.g. in [Rap05]. When Gder is simply connected (so that
π1(G) = X∗(G
ab) forGab = G/Gder), wG factors through Gab: wG = wGab◦pG, where pG : G→ Gab
is the natural projection [Kot97, 7.4].
There is also a homomorphism
vG : G(L)→ Hom(X∗(Z(Ĝ))I ,Z)
sending g ∈ G(L) to the homomorphism χ 7→ val(χ(g)) from X∗(Z(Ĝ))I = HomL(G,Gm) to Z,
where val is the usual valuation on L, normalized so that uniformizing elements have valuation 1. It
is clear from this definition that vG = vGab ◦ pG for any G (i.e. not necessarily having the property
Gder = Gsc).
There is the relation:
vG = qG ◦ wG,
where qG is the natural surjective map
qG : X
∗(Z(Ĝ)I) = X∗(Z(Ĝ))I → Hom(X∗(Z(Ĝ))I ,Z).
The kernel of qG is the torsion subgroup of X∗(Z(Ĝ))I , i.e. Hom(X∗(Z(Ĝ))I ,Z) ∼= π1(G)I/torsions;
in particular, qG is an isomorphism if the coinvariant group X∗(Z(Ĝ))I is free (e.g. the I-module
X∗(Z(Ĝ)) is trivial or more generally induced, i.e. has a Z-basis permuted by I).
For example, when G is a torus T , we have 〈χ,wT (t)〉 = val(χ(t)) for t ∈ T (L), χ ∈ X∗(T )I ,
where 〈 , 〉 is the canonical pairing between X∗(T )I and X∗(T )I .
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Now suppose that G is defined over a local field F , i.e. a finite extension of Qp (in a fixed
algebraic closure Qp). Let L
6 be the completion of the maximal unramified extension F ur of F in
Qp and let σ denote the Frobenius automorphism on L which fixes F and induces x 7→ xq on the
residue field of L (∼= F¯p), where the residue field of F is Fq. In this situation, the maps vGL , wGL
each induce notable maps.
First, as wGL (and vGL too) commutes with the action ofGal(F
ur/F ), by takingHo(Gal(F ur/F ),−)
on both sides of wGL , we obtain a homomorphism
λG : G(F )→ X∗(Z(Ĝ)I)〈σ〉,
where I ∼= Gal(F/F ur). This map is introduced in [Kot84b, §3] (cf. [Kot97, 7.7]) when G is
unramified over F (in which case the canonical action of I on Z(Ĝ) is trivial) and used in [LR87]
(with the same notation) under the additional assumption Gder = Gsc so that wGL = vGL . We
remark that in our general set-up that GQp is not necessarily unramified nor G
der = Gsc, to achieve
what λG did in [LR87], we use vG, or wG depending on the situation.
Next, let B(G) denote the set of σ-conjugacy classes:
B(G) := G(L)/
σ∼,
where two elements b1, b2 of G(L) are said to be σ-conjugate, denoted b1
σ∼ b2, if there exists
g ∈ G(L) such that b2 = gb1σ(g)−1. Then, wGL induces a map of sets
(2.1.1.1) κG : B(G)→ X∗(Z(Ĝ)ΓF ) = π1(G)ΓF : κG([b]) = wGL(b).
Here, for b ∈ G(L), [b] denotes its σ-conjugacy class, and for x ∈ π(G)I , x denotes its image under
the natural quotient map π(G)I → π(G)ΓF . For further details, see [Kot97, 7.5].
All these maps are functorial in G (i.e. for group homomorphisms).
2.1.2 The Newton map νG Let D denote the protorus lim←−Gm with the character group
Q = lim−→Z. For an algebraic group G over a p-adic local field F , we put
N (G) := (HomL(D, G)/Int(G(L)))σ
(the subset of σ-invariants in the set of G(L)-conjugacy classes of L-rational quasi-cocharacters into
GL). We will use the notation ν for the the conjugacy class of ν ∈ HomL(D, G).
For every b ∈ G(L), Kottwitz [Kot85, §4.3] constructs an element ν = νG(b) = νb ∈ HomL(D, G)7
uniquely characterized by the property that there are an integer s > 0, an element c ∈ G(L) and a
uniformizing element π of F such that:
(i) sν ∈ HomL(Gm, G).
(ii) Int(c) ◦ sν is defined over the fixed field of σs in L.
(iii) c · (bσ)s · c−1 = c · (sν)(π) · c−1 · σs.
6In this case that the residue field is F¯p, we will write k for L more often.
7We interchangeably write νG(b) or νb.
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In (iii), the product (and the equality as well) take place in the semi-direct product group G(L)⋊〈σ〉.
We call νb the Newton homomorphism attached to b ∈ G(L)
When G is a torus T , νb = av ◦ wTL(b), where av : X∗(T )I → X∗(T )ΓFQ is “the average map”
X∗(T )I → X∗(T )ΓF → X∗(T )ΓFQ sending µ (µ ∈ X∗(T )) to |ΓF ·µ|−1
∑
µ′∈ΓF ·µ
µ′ (cf. [RR96, Thm.
1.15, (iii)]). Hence, it follows that if T is split by a finite Galois extension K ⊃ F , for b ∈ T (L),
[K : F ]νb ∈ X∗(T ) and that 〈χ, νb〉 = val(χ(b)) (especially ∈ Z) for every F -rational character χ of
T .
The map b 7→ νb has the following properties.
(a) νσ(b) = σ(νb).
(b) gbσ(g)−1 7→ Int(g) ◦ ν, g ∈ G(L).
(c) νb = Int(b) ◦ σ(νb).
It follows from (b) and (c) that νG : G(L)→ HomL(D, G) gives rise to a map νG : B(G)→ N (G),
which we call the Newton map. This can be also regarded as a functor from the category of connected
reductive groups to the category of sets (endowed with partial orders defined as below):
ν : B(·)→ N (·) ; νG([b]) = νb, b ∈ [b].
2.1.3 For a connected reductive group G over an arbitrary (i.e. not necessarily p-adic) field F ,
let BR(G) = (X∗, R∗,X∗, R∗,∆) be the based root datum of G: we may take X∗ = X∗(T ),
X∗ = X∗(T ) for a maximal F -torus T of G and R∗ ⊂ X∗(T ), R∗ ⊂ X∗(T ) are respectively the roots
and the coroots for the pair (G,T ) with a choice of basis ∆ of R∗ (whose choice corresponds to
that of a Borel subgroup B ⊂ GF containing TF ). Let C ⊂ (X∗)Q denote the closed Weyl chamber
associated with the root base ∆. It comes with a canonical action of ΓF := Gal(F/F ) on C.
For a cocharacter µ ∈ HomF (Gm, G) lying in C, we set
µ := |ΓF · µ|−1
∑
µ′∈ΓF ·µ
µ′ ∈ C.
Here, the orbit ΓF · µ is obtained using the canonical Galois action on C. Once a Weyl chamber C
(equivalently, a Borel subgroup B or a root base∆) is chosen, µ depends only on the G(F )-conjugacy
class {µ} of µ.
Suppose that µ ∈ X∗(T ) ∩ C. As X∗(T ) = X∗(T̂ ) for the dual torus T̂ of T , regarded as a
character on T̂ , we can restrict µ to the subgroup Z(Ĝ)ΓF of T̂ , obtaining an element
(2.1.3.1) µ♮ ∈ X∗(Z(Ĝ)ΓF ) = π1(G)ΓF .
Again, µ♮ depends only on the G(F )-conjugacy class {µ} of µ. Alternatively, µ♮ equals the image
(sometimes, also denoted by µ) of µ ∈ X∗(T ) under the canonical map X∗(T )→ π1(G)ΓF .
2.1.4 The set B(G, {µ}) Again, let us return to a p-adic field F . We fix a closed Weyl
chamber C (equiv. a Borel subgroup B over F ). Suppose given a G(F )-conjugacy class {µ} of
cocharacters into GF . Let µ be the representative of {µ} in C; so we have µ = µ(G, {µ}) ∈ C and
µ♮ ∈ X∗(Z(Ĝ)ΓF ). We define a finite subset B(G, {µ}) of B(G) (cf. [Kot97, Sec.6], [Rap05, Sec.4]):
B(G, {µ}) :=
{
[b] ∈ B(G) | κG([b]) = µ♮, νG([b])  µ
}
,
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where  is the natural partial order on the closed Weyl chamber C defined by that ν  ν ′ if ν ′ − ν
is a nonnegative linear combination (with rational coefficients) of simple coroots in R∗(T ) [RR96],
Lemma 2.2). One knows [Kot97, 4.13] that the map
(ν, κ) : B(G)→ N (G)×X∗(Z(Ĝ)ΓF )
is injective, hence B(G, {µ}) can be identified with a subset of N (G).
2.2 Parahoric subgroups Our references here include [Rap05], [HR08], [HR10], in addition
to the original sources [BT72], [BT84], [Tit79].
2.2.1 Let G be a connected reductive group G over a strictly henselian discrete valued field L. Let
B(G,L) be the Bruhat-Tits building of G over L (cf. [Tit79], [BT72], [BT84]). Then, a parahoric
subgroup of G(k) is a subgroup of the form
Kf = Fix f ∩ ker wG
for a facet f of B(G,L). Here, Fix f denotes the subgroup of G(k) fixing f pointwise and wG is
the Kottwitz map (§ 2.1.1). When f is an alcove of B(G,L) (i.e. a maximal facet), the parahoric
subgroup is called an Iwahori subgroup. A special maximal parahoric subgroup of G(k) is the
parahoric subgroup attached to a special point in B(G,L). More precisely, choose a maximal split
torus A of G and let A(A,L) be the associated apartment; let A(Aad, L) be the apartment in
B(Gad, L) corresponding to the image Aad of A in Gad. Then, there exists a canonical simplicial
isomorphism [Tit79, 1.2]
A(A,L) ∼= A(Aad, L)×X∗(Z(G))ΓF ⊗ R.
Then, every special point in A(A,L) is of the form {v}×x for a unique special vertex v of A(Aad, L)
(in the sense of [Tit79, 1.9]) and some x ∈ X∗(Z(G))ΓF ⊗ R.
The original definition of pararhoic subgroups by Bruhat-Tits [BT84, 5.2.6], cf. [Tit79, 3.4]
uses group schemes. With every facet f of B(G,L) they associate a smooth group scheme Gf over
Spec(OL) with generic fiber G such that Gf (OL) = Fix f . Also, there exists an open subgroup
Go
f
with the same generic fiber G and the connected special fiber. Then, the parahoric subgroup
attached to f by Bruhat-Tits is Go
f
(OL). It is known [HR08, Prop.3] that they coincide:
Kf = Gof (OL).
Now suppose that G is defined over a local field F , as before given as a finite extension of Qp
in Qp. Again, L denotes the completion of the maximal unramified extension of F in Qp and let
σ be the Frobenius automorphism of L fixing F . Let B(G,L) (resp. B(G,F )) be the Bruhat-Tits
building of G over L (resp. over F ); as G is defined over F , B(G,L) carries an action of G(k)⋊ 〈σ〉
and B(G,F ) is identified with the set of fixed points of B(G,L) under 〈σ〉 [BT84, 5.1.25]. This
procedure of taking σ-fixed points f 7→ fσ gives a bijection from the set of σ-stable facets in B(G,L)
to the set of facets in B(G,F ).
A parahoric subgroup ofG(F ) is by definition Go
f
(OL)σ(:= Gof (OL)∩G(F )) for a σ-stable facet f of
B(G,L). A special maximal parahoric subgroup of G(F ) is Go
f
(OL)σ for a special point f ∈ B(G,F ).
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2.2.2 Extended affine Weyl group Let G be a connected reductive group over a complete
discrete valued field L with algebraically closed residue field. Let S be a maximal split L-torus of
G and T its centralizer; T is a maximal torus since GL is quasi-split by a well-known theorem of
Steinberg. Let N = NG(T ) be the normalizer of T . The extended affine Weyl group (or Iwahori
Weyl group) associated with S is the quotient group
W˜ := N(L)/T (L)1,
where T (L)1 is the kernel of the Kottwitz map wT : T (L)→ X∗(T )I . As wT is surjective, W˜ is an
extension of the relative Weyl group W0 := N(L)/T (L) by X∗(T )I :
(2.2.2.1) 0→ X∗(T )I → W˜ →W0 → 0.
The normal subgroup X∗(T )I is called the translation subgroup of W˜ , and any λ ∈ X∗(T )I , viewed
as an element in W˜ in this way, will be denoted by tλ (translation element).
This extension splits by choice of a special vertex v in the apartment corresponding to S, namely
if K = Kv ⊂ G(L) is the associated parahoric subgroup, the subgroup
W˜K := (N(L) ∩K)/T (L)1
of W˜ projects isomorphically to W0, and thus gives a splitting
W˜ = X∗(T )I ⋊ W˜K .
For two parahoric subgroups K and K ′ associated with facets in the apartment corresponding
to S, there exists an isomorphism
(2.2.2.2) K\G(L)/K ′ ∼= W˜K\W˜/W˜K ′ .
Let Ssc (resp. T sc, N sc) be the inverse image of S (resp. T , N) in the universal covering
Gsc of Gder; then, Ssc is a maximal split torus of Gsc and T sc (resp. N sc) is its centralizer (resp.
the normalizer). The natural map N sc(L) → N(L) induces an injection X∗(T sc)I →֒ X∗(T )I and
presents the extended affine Weyl group associated with (Gsc, Ssc)
Wa := N
sc(L)/T sc(L)1
as a normal subgroup of the extended affine Weyl group W˜ (attached to S) such that the translation
subgroup X∗(T )I maps onto the quotient W˜/Wa with kernel X∗(T sc)I :
(2.2.2.3) 0→Wa → W˜ → X∗(T )I/X∗(T sc)I → 0.
The quotient group X∗(T )I/X∗(T sc)I is identified in a natural way with π1(G)I [HR08, p.196]. The
group Wa can be also regarded as an affine Weyl group attached to some reduced root system (loc.
cit., p.195).8
8With (G,S), Tits [Tit79] define an affine root system Φaf in the affine space A under V := X∗(S)R, and a
homomorphism ν : W˜ → Aff(A), where Aff(A) is the group of affine transformations of A. When G is semi-simple,
the affine Weyl group of the reduced root system in question equals the Weyl group of Φaf , i.e. the group generated
by the reflections about the hyperplanes that are zero sets of affine functions in Φaf . When we choose a special vertex
v (so, identify the affine space A with V , and W0 with the stabilizer subgroup of v), there exists a reduced root
system vΣ in question having roots in V , and Wa ∼= ν(Wa) is isomorphic to the affine Weyl group Q
∨(vΣ)⋊W (vΣ).
15
This extension (2.2.2.3) also splits by choice of an alcove in the apartment A(S,L) of S. More
precisely, the extended affine Weyl group W˜ (resp. the affine Weyl group Wa) acts transitively
(resp. simply transitively) on the set of alcoves in A(S,L), hence when we choose a base alcove a
in A(S,L),
(2.2.2.4) W˜ =Wa ⋊ Ωa,
where Ωa is the normalizer of a; Ωa will be often identified with X∗(T )I/X∗(T sc)I .
Finally, suppose that there is an automorphism σ of L such that L is the strict henselization of
its fixed field L♮ and that G is defined over L♮. Then, we can find a L♮-torus S such that SL becomes
a maximal split L-torus, and a maximal L♮-torus T containing S; set N to be the normalizer of T .
Then σ acts on the extended Weyl group W˜ in an obvious way. Moreover, if Kv ⊂ G(L) is the
parahoric subgroup attached to a σ-stable facet v, then the subgroup W˜Kv is stable under σ. We
refer the reader to [HR08, Remark 9] for a “descent theory” in this situation.
2.2.3 The {µ}-admissible set As before, let G be a connected reductive group G over a
complete discrete valued field L with algebraically closed residue field. Let W = N(L)/T (L) be
the absolute Weyl group. Let {µ} be a G(L)-conjugacy class of cocharacters of G over L. We
use {µ} again to denote the corresponding W -orbit in X∗(T ). Let us choose a Borel subgroup B
over L containing T (which exists as G/L is automatically quasi-split), and let µB be the unique
representative of {µ} lying in the associated absolute closed Weyl chamber in X∗(T )R. Then, the
W0-orbit of the image µB of µB in X∗(T )I is well-determined, since any two Borel subgroups over
L containing T are conjugate under G(L). We denote this W0-orbit by Λ({µ}):
Λ({µ}) :=W0 · µB ⊂ X∗(T )I .
It is known [Rap05, Lem. 3.1] that the image of Λ({µ}) in the quotient group X∗(T )I/X∗(T sc)I
consists of a single element, which we denote by τ({µ}).
Let us now fix an alcove a in the apartment corresponding to S. This determines a Bruhat order
on the affine Weyl group Wa which further extends to the extended Weyl group W˜ = Wa ⋊ Ωa
(2.2.2.4), [KR00, §1]. Also, when K ⊂ G(k) is a parahoric subgroup associated with a facet of a, it
induces a Bruhat order on the double coset space W˜K\W˜/W˜K [KR00, §8]. We will denote all these
orders by ≤; this should not cause much confusion.
Definition 2.2.4. The {µ}-admissible subset of W˜ is
Adm({µ}) = {w ∈ W˜ | w ≤ tλ for some λ ∈ Λ({µ})},
and the {µ}-admissible subset of W˜K\W˜/W˜K is
AdmK({µ}) = {w ∈ W˜K\W˜/W˜K | w ≤ W˜KtλW˜K for some λ ∈ Λ({µ})}.
One knows [Rap05, (3.8)] that AdmK({µ}) is the image of Adm({µ}) under the natural map
W˜ → W˜K\W˜/W˜K .
Proposition 2.2.5. Suppose that G splits over L (thus S = T ) and K is a special maximal parahoric
subgroup. Then,
AdmK({µ}) = {ν ∈ X∗(S) ∩ C | ν
!≤ µ},
where µ denotes the representative in C of {µ}. If furthermore {µ} is minuscule, AdmK({µ})
consists of a single element, i.e. {µ} ∈ X∗(T )/W itself.
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Here, ν
!≤ µ means that µ− ν is a sum of simple coroots with non-negative integer coefficients.
See Prop. 3.11 and Cor. 3.12 of [Rap05] for a proof.
3 Pseudo-motivic Galois gerb and admissible morphisms
This section is devoted to a review of the theory of the pseudo-motivic Galois gerb and admissible
morphisms, as explained in [LR87]. In addition to this original source [LR87], we also refer readers
to [Mil92], [Kot92], [Rei97].
3.1 Galois gerbs We review the notion of Galois gerbs as used by Langlands-Rapoport in
[LR87, §2] (cf. [Bre94, §4], [Rap05, §8], [Rei97, Appendix B]).
Let k be a field of characteristic zero (which will be for us either a global or a local field) and
k an algebraic closure. For an affine group scheme G = SpecA over a Galois extension k′ ⊂ k
of k and σ ∈ Gal(k′/k), an automorphism κ of G(k′) is said to be σ-linear if there is a σ-linear
automorphism κ′ of the algebra A such that
κ′(f)(κ(g)) = σ(f(g)), f ∈ A, g ∈ G(k′).
The simplest example is given by the natural action of Gal(k′/k) on G(k′), when G is defined over
k. In this article, we will be concerned mainly with the following kind of Galois gerbs, which will
be called algebraic. For σ ∈ Gal(k′/k), let
σk′ : G(k
′)→ (σ∗G)(k′)
be the unique map for which f⊗1(σk′(g)) = σ(f(g)) holds for f ∈ A, g ∈ G(k′), where f⊗1 ∈ A⊗k′,σ
k′. Then, for any algebraic isomorphism θ of k′-group schemes from σ∗G to G, the automorphism
θ ◦ σk′ of G(k′) is σ-linear, since then one can take κ := θ ◦ σk′ and κ′(f) := (θ∗)−1(f ⊗ 1) (Here,
θ∗ : A
∼→ A ⊗k′,σ k′ denotes the associated map on the structure sheaf). We will call such σ-linear
automorphism of G(k′) algebraic. Hence, one can identify an algebraic σ-linear isomorphism κ(σ)
with an algebraic k′-isomorphism θ(σ) : σ∗(G)
∼→ G via κ(σ) = θ(σ) ◦ σk′ .
Definition 3.1.1. Let k′ ⊂ k be a Galois extension of k. A k′/k-Galois gerb is an extension of
topological groups
1 −→ G(k′) −→ G −→ Gal(k′/k) −→ 1,
where G is an affine smooth group scheme (i.e. a linear algebraic group) over k′ and G(k′) (resp.
Gal(k′/k)) has the discrete (resp. the Krull) topology, such that
(i) for every representative gσ ∈ G of σ ∈ Gal(k′/k), the automorphism κ(σ) : g 7→ gσgg−1σ of
G(k′) is algebraic σ-linear.
(ii) for some finite sub-extension k ⊂ K ⊂ k′, there exists a continuous section
Gal(k′/K) −→ G : σ 7→ gσ
which is a group homomorphism.
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In the presence of (i), condition (ii) means that the family {θ(σ) : σ∗(G) ∼→ G} of isomorphisms
associated with Int(gσ) is a k′/K-descent datum on G: the homomorphism property of (ii) gives
the cocycle condition of descent datum. Thus the section σ 7→ gσ (σ ∈ Gal(k′/K)) determines a
K-structure on G and accordingly an action of Gal(k′/K) on G(k′). This Galois action is nothing
other than θ(σ) ◦ σk′ ,9 namely, we have the relation
(3.1.1.1) gσgg
−1
σ = σ(g), σ ∈ Gal(k′/K),
where σ(g) is the just mentioned action of σ ∈ Gal(k′/K) on G(k′). In other words, the conditions
(i), (ii) imply that over some finite Galois extensionK ⊂ k′ of k, there exists a group-theoretic section
σ 7→ ρσ, via which the pull-back toGal(k′/K) ofG becomes a semi-direct productG(k′)⋊Gal(k′/K),
with the action of Gal(k′/K) on G(k′) (i.e. the conjugation action of Gal(k′/K) on G(k′) via the
section) being the natural Galois acton resulting from a K-structure on G.
We remark that our definition of Galois gerb is equivalent to that of affine smooth gerb10 on the
étale site Spec(k)ét equipped with a neutralizing object over Spec(K).11 For a detailed discussion of
this relation, we refer to [LR87, p.152-153], [Bre94, §4].
We call the group scheme G the kernel of G and write G = G∆. A morphism between k′/k-
Galois gerbs ϕ : G→ G′ is a continuous map of extensions which induces the identity on Gal(k′/k)
and an algebraic homomorphism on the kernel groups. Two morphisms φ1 and φ2 are said to be
conjugate if there exists g′ ∈ G′(k′) with φ2 = Int(g′) ◦ φ1. With every linear algebraic group G
over k, the semi-direct product gives a gerb
GG = G(k
′)⋊Gal(k′/k).
We call it the neutral gerb attached to G.
For two successive Galois extensions k ⊂ k′ ⊂ k′′ ⊂ k, any k′/k-Galois gerb G gives rise to a
k′′/k-Galois gerb G′, by first pulling-back the extension G by the surjection Gal(k′′/k)։ Gal(k′/k)
and then pushing-out via G(k′)→ G(k′′). In this situation, we will call G′ the inflation to k′′ of the
k′/k-Galois gerb G; this terminology will be justified when we relate Galois gerbs with commutative
kernels to Galois cohomology. We also call a k/k-Galois gerb, simply a Galois gerb over k. It
follows from definition that any Galois gerb over k is the inflation of a k′/k-Galois gerb for some
finite Galois extension k ⊂ k′ ⊂ k and that every morphism between k′/k-Galois gerbs induces a
morphism between their inflations to k′′ for any sub-extension k′′ ⊂ k.
For two morphisms of k′/k-Galois gerbs φ1, φ2 : G → G′, there exists a k-scheme Isom(φ1, φ2),
whose set of R-points, for a k-algebra R, is given by
(3.1.1.2) Isom(φ1, φ2)(R) = {g ∈ G′∆(k′ ⊗k R) | Int(g) ◦ φ1R = φ2R},
9Suppose that the K-structure is given by an isomorphism α : G0 ⊗K k
′ ∼→ G for an algebraic K-group G0.
Then, it gives rise to a descent isomorphism α ◦ σ∗(α−1) : σ∗(G)
∼
→ G and a Galois action σ(g) = α ◦ σ(α−1(g)) on
G(k′) = G0(k
′). Since the descent isomorphism was θ(σ), we have σ(g) = α ◦ σ∗(α−1)(σk′(g)) = θ(σ) ◦ σk′(g).
10in the sense of Giruad, or in the sense of the theory of Tannakian categories, namely, a stack in groupoids over
an étale site which is locally nonempty and locally connected, cf. [Mil92, Appendix], [DMOS82, Ch.II], [Bre94, 2.2].
11The category of such affine gerbs endowed with a distinguished neutralizing object is equivalent to the category
of affine Spec(K)/Spec(k)-groupoid schemes, acting transitively on Spec(K), [Mil92], Appendex, Prop. A.15). For
this reason, Milne insists to call Galois gerbs in our sense groupoids [Mil92], [Mil03]. But any two neutralizing local
objects become isomorphic over k, thus a gerb G (as a stack) is uniquely determined by its associated groupoid
(G, x ∈ Ob(G(k))), up to conjugation by an element of Aut(x) = G∆(k). Hopefully, this justifies our decision to stick
to the original terminology of Langlands-Rapoport.
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where φ1R and φ2R are the induced maps GR → G′R between the push-outs of G and G′ via
G∆(k′) → G∆(k′ ⊗k R) and the same map for G′. When φ1 = φ2, we denote this k-group scheme
by Iφ1 = Aut(φ1). For g ∈ G′(k′), one readily sees that Int(g) induces a k-isomorphism of k-groups
Iφ1
∼→ IInt(g)◦φ1 .
3.1.2 Galois gerbs defined by 2-cocyles with values in commutative affine group
schemes In our work (as well as in the work of Langlands-Rapoport), besides the neutral gerbs
attached to arbitrary algebraic groups, all the nontrivial Galois gerbs have as associated kernel
commutative affine group schemes (in fact, (pro-)tori) defined over base fields. In such cases, a
Galois gerb has an explicit description in terms of (continuous) 2-cocycles (in the usual sense) on
the absolute Galois group of the base field with values in the geometric points of given commutative
affine group scheme endowed with the natural Galois action.
Recall that for a group H and an H-module A (i.e. an abelian group with H-action), a normal-
ized12 2-cocyle (or “factor set”) (eh1,h2) on H with values in A gives rise to an extension of H by
A:
1→ A→ E p→ H → 1
with property
(3.1.2.1) e · a · e−1 = p(e)(a) (e ∈ E, a ∈ A),
where the right action of p(e) on A is the given one. Explicitly, E is generated by A and {eh}h∈H
(a 7→ 0, eh 7→ h giving the projection E → H) with relations
eh · a · e−1h = h(a) (a ∈ A,h ∈ H), eh1,h2 = eh1 · eh2 · e−1h1h2 , e1 = 1
(eh1,h2 ∈ Z2(H,A) guarantees the associativity of the resulting composition law). Two extensions E,
E′ ofH by A with property (3.1.2.1) are said to be isomorphic if there exists an isomorphism E
∼→ E′
which restricts to identity on A and also induces identity on H. Then, this construction gives a
bijection of pointed sets between H2(H,A) and the set of isomorphisms classes of group extensions of
H by A with the induced conjugation action of H on A being the given one. Here, the distinguished
points are the cohomology class of the trivial 2-cocycle and the semi-direct product, respectively.
For two isomorphic extensions E,E′ with property (3.1.2.1), we say that two isomorphisms f1, f2 :
E
∼→ E′ which induce identities on A and H are equivalent (or conjugate) if f2 = Inta ◦ f1 for
some a ∈ A, where Inta is the conjugation automorphism of E′. Then, there is a natural action of
H1(H,A) on the set of equivalence classes of isomorphisms from E to E′, which makes the latter
set into a torsor under H1(H,A).
Now, suppose that G is a separable commutative affine group scheme over k: then G is the
inverse limit of a strict system of commutative algebraic groups indexed by (N,≤) (cf. [Mil03, 2.6]).
If k′ ⊂ k is a Galois extension of k, G(k′) is endowed with the inverse limit topology (for algebraic
group Q, Q(k′) is given the discrete topology) and we get a continuous action of Gal(k′/k) on G(k′)
provided by the k-structure of G. Then, for any continuous 2-cocycle (eρ,τ ) ∈ Z2cts(Gal(k′/k), G(k′)),
the resulting extension
1→ G(k′)→ Ek′ → Gal(k′/k)→ 1
12i.e. eh,1 = e1,h = 1 for all h ∈ H .
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is a k′/k-Galois gerb. Indeed, condition (i) of Definition 3.1.1 is obvious, and for (ii), we note that
since G(k′) has discrete topology, any class in H2cts(Gal(k
′/k), G(k′)) lies in H2(Gal(K/k), G(K))
for a finite Galois extension K of k, so becomes trivial when restricted to Gal(k′/K). Furthermore,
by pulling-back along Gal(k/k) ։ Gal(k′/k) and push-out via G(k′) →֒ G(k), we obtain a Galois
gerb E over k
1→ G(k)→ E→ Gal(k/k)→ 1,
which we called the inflation of Ek′ to k. Now, one can verify that the corresponding cohomol-
ogy class in H2cts(Gal(k/k), G(k)) is indeed the image of (eρ,τ ) ∈ H2cts(Gal(k′/k), G(k′)) under the
inflation map H2cts(Gal(k
′/k), G(k′))→ H2cts(Gal(k/k), G(k)).
3.2 Pseudo-motivic Galois gerb
3.2.1 Local Galois gerbs Here, we define a Galois gerb Gv over Qv for each place v of Q.
For v 6= p,∞, we define Gv to be the trivial Galois gerb Gal(Qv/Qv):
1 → 1 → Gal(Qv/Qv) → Gal(Qv/Qv) → 1.
For v =∞, the cocycle (dρ,γ) ∈ Z2(Gal(C/R),C×)
d1,1 = d1,ι = dι,1 = 1, dι,ι = −1,
where Gal(C/R) = {1, ι}, represents the fundamental class in H2(Gal(C/R),C×) [Mil13]. We set
G∞ to be the (isomorphism class of) Galois gerb defined by this cocycle (or its cohomology class):
1 → C× → G∞ → Gal(C/R) → 1,
So, G∞ has generators C× and w = w(ι) (lift of ι) satisfying that
w(ι)2 = −1 ∈ C×, and wzw−1 = ι(z) = z (z ∈ C×).
For v = p also, for any finite Galois extension K of Qp in Qp, there is the fundamental class in
H2(Gal(K/Qp),K×) [Mil13]. For unramified extension Ln/Qp, it is represented by the cocycle: for
0 ≤ i, j < n,
(3.2.1.1) dσi,σj =
{
p−1 if i+ j ≥ n,
1 otherwise,
where σ ∈ Gal(Ln/Qp) is the arithmetic Frobenius.
We let GKp,K be the corresponding (isomorphism class of) K/Qp-Galois gerb and G
K
p the Galois
gerb over Qp obtained from GKp,K by inflation:
13
1 → K× → GKp,K → Gal(K/Qp) → 1
1 → K× _

→ π∗KGKp,K
OO

→ Gal(Qp/Qp)
πK
OOOO
→ 1
1 → Gm(Qp) → GKp → Gal(Qp/Qp) → 1.
13Note that our notations for these gerbs differ from those of [Kis17]: our GKp,K (resp. G
K
p ) is his G
K
p (resp. G˜
K
p ).
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Here, π∗KG
K
p,K is the pull-back of G
K
p,K along πK : Gal(Qp/Qp) ։ Gal(K/Qp), and G
K
p is the
push-out of π∗KG
K
p,K along K
× →֒ Gm(Qp).
For each K ⊂ K ′ ⊂ Qp (K ′ being a Galois extension of Qp containing K), there exists a
homomorphism
GK
′
p → GKp
which, on the kernel, is given by z 7→ z[K ′:K] [LR87, p.119], [Rei97, Remark B1.2]. By passing to
the inverse limit over K ⊃ Qp, we obtain a pro-Galois gerb Gp over Qp with kernel D = lim←−Gm (the
protorus over Qp with character group X∗(D) = Q).
For each Galois extension K ⊂ Qp of Qp, we make a choice of a normalized cocycle (dKτ1,τ2)
on Gal(K/Qp) with values in K× defining GKp,K, and fix a section τ 7→ sKτ to the projection
GKp,K → Gal(K/Qp) with property that
sKτ1s
K
τ2 = d
K
τ1,τ2s
K
τ1τ2 , s
K
1 = 1.
Since GKp is obtained from G
K
p,K by inflation, this gives rise to a section to G
K
p → Gal(Qp/Qp),
which we also denote by sK .14 By Hilbert 90, any such section sK is uniquely determined up to
conjugation by an element of K×.
3.2.2 Dieudonné gerb We also need an unramified version of the Galois gerbs GKp,K , Gp.
Let Qurp be the maximal unramified extension of Qp in Qp. For n ∈ N, we denote by Dn = DLn
the inflation to Qurp of the Ln/Qp-Galois gerb G
Ln
p,Ln
. As before, for every pair m|n, there exists a
homomorphism Dn → Dm which, on the kernel, is given by z 7→ zn/m (cf. [Rei97], Remark B1.2).
By passing to the inverse limit, we get a pro-Qurp /Qp-Galois gerb D over Qp with kernel D. We call
D the Dieudonné gerb. Obviously, the Galois gerb GLnp (resp. the pro-Galois gerb Gp) is (equivalent
to) the inflation to Qp of Dn (resp. D). Again, a choice of a section to G
Ln
p,Ln
→ Gal(Ln/Qp) made
above gives us a section to Dn → Gal(Qurp /Qp) which is again denoted by sLn .
3.2.3 Unramified morphisms For any (connected) reductive group H over Qp, there exists
a canonical map
clsH : HomQp/Qp(Gp,GH)→ B(H),
where B(H) is the set of σ-conjugacy classes of elements in H(k).
Let K ⊂ Qp be a finite Galois extension. Recall that we fixed a normalized cocycle (dKτ1,τ2) ∈
Z2(Gal(K/Qp),K×) defining GKp,K as well as a section s
K to the projection GKp,K → Gal(K/Qp)
with the property that sKτ1s
K
τ2 = d
K
τ1,τ2s
K
τ1τ2 and s
K
1 = 1; one uses the same notations for the induced
cocycle defining GKp and the induced section Gal(Qp/Qp)→ GKp . A morphism θ : GKp → GH is said
to be unramified (with respect to the chosen section sK) if θ(sKτ ) = 1⋊ τ for all τ ∈ Gal(Qp/Qurp ).
Note that if K is unramified and θ∆ : Gm,Qp → HQp is defined over Qurp , this definition does not
depend on the choice of the section sK . A morphism θ : Gp → GH is then said to be unramified if θ
factors through GKp for some finite Galois extension K of Qp such that the induced map G
K
p → GH
is unramified in the just defined sense.
14At the moment, we do not require that one can choose the sections τ 7→ sKτ in a compatible way for extensions
K ⊂ K′ ⊂ Qp, which will be however the case (cf. the proof of Theorem 3.2.10).
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For a connected reductive group H over Qp, we introduce the associated neutral Qurp /Qp-Galois
gerb by
GurH := H(Q
ur
p )⋊Gal(Q
ur
p /Qp).
Lemma 3.2.4. (1) For any morphism θur : D → GurH of Qurp /Qp-Galois gerbs, its inflation θur :
Gp → GH to Qp is an unramified morphism.
(2) For every morphism θ : Gp → GH of Qp/Qp-Galois gerbs, there is a morphism θur : D→ GurH
of Qurp /Qp-Galois gerbs whose inflation to Qp is conjugate to θ. More precisely, if θ factors through
GKp for a finite extension K of Qp, there is a morphism θ
ur : Dn → GurH with n = [K : Qp] whose
inflation to Qp is conjugate to θ.
(3) A morphism θur in (2) is determined uniquely up to conjugation by an element of H(Qurp ).
(4) For every unramified morphism θ : Gp → GH of Qp/Qp-Galois gerbs, the element b ∈ H(Qp)
defined by θ(sσ˜) = bσ˜ for an element σ˜ ∈ Gal(Qp/Qp) lifting σ lies in H(Qurp ) and moreover does
not depend on the choice of the lifting σ˜.
Proof. (1) Suppose that θur factors through Dn so that θur factors through GLnp . The Qp/Qp-
Galois gerb GLnp is obtained from Q
ur
p /Qp-Galois gerb Dn by pull-back along π : Gal(Qp/Qp) ։
Gal(Qurp /Qp), followed by push-out along Gm(Q
ur
p ) →֒ Gm(Qp). To show that θur is unramified, we
may consider the morphism π∗θur : π∗Dn → π∗GurH obtained by pull-back only, as the section to
GLnp ։ Gal(Qp/Qp) induced, via inflation, from a section to Dn ։ Gal(Q
ur
p /Qp) lands in (the image
in the push-out of) the pull-back π∗Dn. But, the pull-back π∗Dn is also obtained as the pull-back
of the Ln/Qp-Galois gerb G
Ln
p,Ln
along the surjection Gal(Qp/Qp)։ Gal(Ln/Qp), followed by push-
out along Gm(Ln) →֒ Gm(Qurp ). Then, as the section sLn : Gal(Qp/Qp) → GLnp is induced from a
section Gal(Ln/Qp)→ GLnp,Ln , we have sLnτ = 1 for all τ ∈ Gal(Qp/Ln). This proves the claim, since
by definition π∗Dn ⊂ Dn × Gal(Qp/Qp) and the pull-back π∗θur is defined on the second factor
Gal(Qp/Qp) as the identity.
(2) This is Lemma 2.1 of [LR87] (cf. first paragraph on p.167 of loc.cit). The second assertion
is shown in the proof of loc. cit.
(3) In general, for any two unramified morphisms θ, θ′ : Gp → GH , if θ′ = Int(gp) ◦ θ for some
gp ∈ H(Qp), then it must be that gp ∈ H(Qurp ), since for every τ ∈ Gal(Qp/Qurp ),
1⋊ τ = θ′(sKτ ) = gpθ(s
K
τ )g
−1
p = gp(1⋊ τ)g
−1
p = gpτ(g
−1
p ) · τ.
Here, K ⊂ Qp is some finite Galois extension of Qp for which both θ and θ′ factor through GKp .
(4) Let θur : D→ GurH be a morphism of Qurp /Qp-Galois gerbs whose inflation to Qp is conjugate
to θ. By the proof of (3), we have θ = gpθurg−1p for some gp ∈ H(Qurp ). So, if θur factors through
DLn for n ∈ N, θ(sLnσ˜ ) = gpθur(sLnσ˜ )g−1p = gpθur(sLnσ )g−1p ∈ H(Qurp ). Here, sLn denotes both the
section to DLn → Gal(Qurp /Qp) chosen before and the induced section to GLnp → Gal(Qp/Qp). The
second equality is easily seen to follow from the definition of the inflation θur of a morphism θur. If
(g′p, θ
ur′) is another pair with θ = g′pθur
′(g′p)
−1, then we have the equalities
gpθ
ur(sLnσ )g
−1
p = θ(s
Ln
σ˜ ) = g
′
pθ
ur′(sLnσ )(g
′
p)
−1,
so θ(sLnσ˜ ) = gpθ
ur(sLnσ )g
−1
p is independent of the choice of σ˜ as well as that of the pair (gp, θ
ur).
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Remark 3.2.5. (1) For a morphism θ : Gp → GH of Qp/Qp-Galois gerbs, if one chooses a morphism
θur as in (2) and θur(sσ) = bσ for b ∈ H(Qurp ), then by (3) the σ-conjugacy class of b in H(k) is
uniquely determined by θ. Also, any other choice s′σ of the section sσ gives the same σ-conjugacy
class, since s′σ = usσσ(u
−1) for some u ∈ O×L (cf. [LR87], second paragraph on p.167).
(2) Suppose that θ is itself unramified, and let b1 ∈ H(Qurp ) be defined by θ(sσ˜) = b1σ˜ for some
lift σ˜ ∈ Gal(Qp/Qp) of σ. Also, let b ∈ H(Qurp ) be defined as in (1) for some choice of θur : D→ GurH
(Qurp /Qp-Galois gerb morphism). Then (again by Lemma 3.2.4, (3)) the σ-conjugacy classes of b
and b1 are equal.
(3) In [Rei97, Remark B1.2], Reimann uses some specific sσ(n) ∈ Dn, namely there exists a
unique sσ(n) ∈ D such that for every n, the image of sσ(n)n in Dn is p−[1/n] ∈ Gm(Qurp ) ⊂ Dn (i.e.
equals p−1 if n = 1, or otherwise is 1) and maps to σ under D → Gal(Qurp /Qp). There exists a
compatible family of such elements {sσ(n)}; we denote by sσ the corresponding element of D (i.e.
the image of sσ under the natural map D→ Dn is sσ(n)).
Now, the map clsH in question is θ 7→ b(θ) ∈ B(H). Note that this map cls gives the same
element in B(H) for all morphisms Gp → GH lying in a single equivalence class.
Lemma 3.2.6. Let H be a connected reductive group over Qp and θ : D → GurH a morphism of
Qurp /Qp-Galois gerbs. Let b ∈ H(Qurp ) be defined by θ(sσ˜) = bσ˜ as in Lemma 3.2.4, (4). Suppose
that θ factors through DLn. Then, the Newton homomorphism νb attached to b ∈ H(Qurp ) (in the
sense of [Kot85], §4.3) is equal to the quasi-cocharcter
− 1
n
θ∆ ∈ HomQurp (D, G),
where θ∆ denotes the restriction of θ to the kernel Gm of DLn.
Proof. See Anmerkung on p.197 of [LR87].
3.2.7 The Weil-number protorus and the pseudo-motivic Galois gerb In [LR87],
Langlands and Rapoport work with two kinds of “motivic Galois gerbs”, the quasi-motivic Galois
gerb and the pseudo-motivic Galois gerb. The latter is the Galois gerb whose associated Tannakian
category is supposed to be, with a suitable choice of a Q-fibre functor, the Tannakian category of
Grothendieck motives over F¯p (loc. cit., §4). The former’s major role in loc. cit. is for formulation of
the conjecture for the most general Shimura varieties (beyond those satisfying the Serre condition).
Here, we will work mainly with the pseudo-motivic Galois gerb. According to [Rei97, Lem. B3.9],
this is harmless, at least when the Serre condition for (G,X) holds (i.e. Z(G) splits over a CM
field and the weight homomorphism wX is defined over Q), e.g. if the Shimura datum (G,X) is of
Hodge-type and G is the Mumford-Tate group of a generic element h ∈ X.
Since this Serre condition will be assumed largely in most of the statements and our use of the
quasi-motivic Galois gerb will be limited to formulation of certain definitions, here we discuss the
pseudo-motivc Galois gerb in detail and refer the readers to [Rei97, Appendix B] for the definition
of the quasi-motivic Galois gerb.
The pseudo-motivic Galois gerb is a Galois gerb over Q, which is also the projective limit of
Galois gerbs P(K,m) over Q, indexed by CM fields K ⊂ Q Galois over Q and m ∈ N. The kernel
P (K,m) ofP(K,m) is a torus over Q whose character group consists of certain Weil numbers. Here,
we give a brief review of their constructions. We begin with P (K,m). As before, we fix embeddings
Q →֒ Ql, for every place l of Q.
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Recall that for a power q of a rational prime p and an integer ν ∈ Z, a Weil q-number of weight
ν = ν(π) ∈ Z is an algebraic number π such that ρ(π)ρ(π) = qν for every embedding ρ : Q(π) →֒ C.
When K is a field containing π, then for every archimedean place v of K, one has
(3.2.7.1) |π|v = |
∏
σ∈Gal(Kv/Q∞)
σπ|∞ = q
1
2
[Kv:R]ν .
Here, |x + √−1y|v = x2 + y2 if Kv = C, while if Kv = R = Q∞, |x|v is the usual absolute value
|x|∞ on R (hence the first equality always holds for any π ∈ K).
Definition 3.2.8. Let K ⊂ Q be a CM-field which is finite, Galois over Q and m ∈ N.
(1) The group X(K,m) consists of the Weil q = pm-numbers π in K (for some weight ν = ν1(π))
with the following properties.
(a) For each prime v of K above p, there is ν2(π, v) ∈ Z with
|π|v = |
∏
σ∈Gal(Kv/Qp)
σπ|p = qν2(π,v).
(b) At all finite places outside p, π is a unit.
(2) Let X∗(K,m) be the quotient of X(K,m) (which is finitely generated by Dirichlet unit
theorem) by the finite group of roots of unity contained therein (so that X∗(K,m) is torsion free).
Let P (K,m) be the Q-torus whose character group X∗(P (K,m)) is X∗(K,m).
The point of condition (a), while the first equality is always true (for any π ∈ K), is that |π|v is
an integral power of q (which however may well depend on v). One also has
ν2(π, v) + ν2(π, v) = −[Kv : Qp]ν1(π),
since ππ = qν1 (K being a CM field, the complex conjugation · of K lies in the center of Gal(K/Q)).
If necessary, to avoid any misunderstandings, we write χπ for the character of P (K,m) which
corresponds to a Weil number π ∈ X(K,m). Recall that we fixed embeddings Q → Qp, Q → C.
Let K ⊂ Q be a Galois CM-field and v1, v2 the thereby determined archimedean and p-adic places
of K, respectively. Then, one can readily see that there exist cocharacters νK1 , ν
K
2 in X∗(K,m) =
X∗(P (K,m)) with following properties:
〈χπ, νK1 〉 = ν1(π),(3.2.8.1)
〈χπ, νK2 〉 = ν2(π, v2).
A priori, νK1 and ν
K
2 are defined over respectively Kv1 = C and Kv2 ⊂ Qp, but one readily sees
from their definition that they are defined over respectively Q and Qp. Furthermore, for K ⊂ K ′
and m|m′ (divisible), there exist maps of tori over Q
φK,K ′ : P (K
′,m)→ P (K,m), φm,m′ : P (K,m′)→ P (K,m)
induced by φ∗K,K ′(π) = π and φ
∗
m,m′(π) = π
m′/m for π ∈ X∗(K,m), and they satisfy that
φm,m′(ν
′
i) = νi and φK,K ′(ν
′
i) = [K
′
v′i
: Kvi ]νi [LR87, p.141]. Let P
K := lim←−m|m′ P (K,m). This
protorus over Q is in fact a torus [LR87, Lem. 3.8], with character group X∗(PK) = lim−→X
∗(K,m)
and which splits over K. Let νK1 ,ν
K
2 be the induced cocharacters of P
K .
The triple (PK , νK1 , ν
K
2 ) is characterized by a universal property:
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Lemma 3.2.9. (1) For every CM-field K ⊂ Q which is Galois over Q, (PK , νK1 , νK2 ) is an initial
object in the category of all triples (T, ν∞, νp) where T is a Q-torus which splits over K, and, ν∞
and νp are cocharacters of T defined over Q and Qp, respectively, and such that
trK/K0(νp) + [Kv2 : Qp]ν∞ = 0,
where K0 is the totally real subfield of K of index 2.
(2) There exists a set {δn} withm|n, n sufficiently large, of distinguished elements in P (K,m)(Q)
such that for every π ∈ X∗(K,m) = X∗(P (K,m)),
χπ(δn) = π
n
m ,
( nm should be divisible by the torsion order of X(K,m)) and that, when K ⊂ K ′ and m|m′ (divisible),
φm,m′(δn) = δn, φK,K ′(δn) = δn.
Moreover, the set {δkm | k ∈ Z} is Zariski-dense in P (K,m).
Proof. For (1), see [Rei97, B2.3]. For (2), if the subset {π1, · · · , πr} ⊂ X(K,m) forms a basis
of X∗(K,m) (up to torsions) with dual basis {π∨1 , · · · , π∨r } ⊂ X(K,m)∨ = X∗(P (K,m)), we set
δn :=
∑
π
n/m
i ⊗ π∨i ∈ Gm(Q) ⊗X∗(P (K,m)) = P (K,m)(Q), then it clearly satisfies the required
properties, cf. [LR87, p.142]. The last property is Lemma 5.5 of [LR87]; it is stated for a different
torus Q(K,m), but the proof carries over to P (K,m).
Set P := lim←−K P
K (protorus). It is equipped with two morphisms ν1 := lim←−K ν
K
1 : Gm → P
(defined over Q), ν2 := lim←−K ν
K
2 : D→ PQp (defined over Qp). Often, ν1 and ν2 are also denoted by
ν∞ and νp, respectively.
Theorem 3.2.10. (1) There exists a Galois gerb P over Q together with morphisms ζv : Gv → P(v)
for all places v of Q such that
(i) (P∆, ζ∆∞, ζ
∆
p ) = (PQ, (ν1)C, (ν2)Qp), the identifications being compatible with the Galois actions
of Gal(Q/Q), Gal(C/R), and Gal(Qp/Qp) respectively;
(ii) the morphisms ζv, for all v 6=∞, p, are induced by a section of P over Spec(Apf ⊗Apf A
p
f );
where Apf denotes the image of the map Q⊗Q Apf →
∏
l 6=∞,pQl.
(2) If (P′, (ζ ′v)) is another such system, there exists an isomorphism α : P→ P′ such that, for
all v, ζ ′v is isomorphic to α ◦ ζv, and any two α’s arising in this way are isomorphic.
(3) There is a surjective morphism π : Q→ P such that, for all l, ζPl is algebraically equivalent
to π ◦ ζQl [Rei97, Def. B1.1], where Q is the quasi-motivic Galois gerb [Rei97, Appendix B].
Proof. (1) and (2): In [LR87, §3], Langlands and Rapoport first define, for each CM Galois field
K, a Galois gerb PK with kernel PK which, for every place v of Q, is equipped with morphisms
ζv = ζ
Kw
v : G
Kw
v → PK(v) whose restrictions to the kernels are νKv for v =∞, p, where w is a place
of K above v. Then, they define P as the projective limit of PK ’s; this requires choosing a place
of Q above each place v of Q. The construction of PK is a direct consequence of their Satz 2.2,
but that of P is more delicate: for example, for a projective system of algebraic tori {Tn}n∈N over
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a field F , the natural map H2cts(F, lim←−Tn) → lim←−nH
2(F, Tn) is not bijective in general (cf. [Mil03,
Prop. 2.8]). A proper treatment of construction of P can be found in [Mil03], (see also the proof
of Theorem B 2.8 of [Rei97], where Reimann constructs the quasi-motivic Galois gerb Q, but the
whole arguments should carry over to P too, since all the relevant cohomological facts remain valid).
In more detail, for v = p,∞, let dKv be the image in H2(Qv, PK) of the fundamental class of the
field extension Kv/Qv under the map νKv , where Kv denotes (by abuse of notation) the completion
of K at the place induced by the embedding Q →֒ Qv (so, K∞ = C). Then, the Galois gerb PK
corresponds to a cohomology class in H2(Q, PK) with image
(0, dKp , d
K
∞) ∈ H2(A{p,∞}, PK)×H2(Qp, PK)×H2(Q∞, PK).
The same statement holds for P, too (cf. [Mil03, §4]). The work of Langland and Rapoport [LR87,
§3] and Milne [Mil03, (3.5b)] show that there exists a unique element in H2(Q, PK) with that
property. Then, by showing that the canonical maps
H2cts(Q, P )→ lim←−
K
H2(Q, PK), H1cts(Q, P )→ H1cts(A, P )
are isomorphisms [Mil03], Prop. 3.5, Prop. 3.10), Milne concludes the existence of P as required.
The statement (3) is proved in [Rei97], Theorem B 2.8.
Remark 3.2.11. (1) As was remarked in the proof, to construct ζv (for a place v of Q), we need
to choose a place w of K for each CM field K Galois over Q, in a compatible manner. From now
on, when we talk about the pair (P, (ζv)v), we will understand that such choice was already made.
Clearly, it is enough to fix embeddings Q →֒ Qv for all v’s.
(2) As was also pointed out in the proof, for every CM field K Galois over Q and each place v
of Q, by construction, ζv induces a morphism GKwp → PK(v) of Galois Qv-gerbs, where w is the
pre-chosen place of K above v (cf. [LR87, Satz 2.2]).
(3) The proof also establishes the existence of a (constinous) section to the projection P →
Gal(Q/Q). We fix one and denote it by ρ 7→ qρ.
3.3 The morphism ψT,µ and admissible morphisms We consider the Q-pro-torus R :=
lim←−LResL/Q(Gm,L) (L running through the set of all Galois extensions of Q inside Q). Its character
group X∗(R) is naturally identified with the set of all continuous maps f : Gal(Q/Q) → Z, where
the Galois action is given by ρ(f)(τ) = f(ρ−1τ), ∀ρ, τ ∈ Gal(Q/Q).
Lemma 3.3.1. (1) For any Q-torus T and every cocharacter µ of T , there exists a unique homo-
morphism ξ : R → T such that µ = ξ ◦ µ0, where µ0 ∈ X∗(R) is defined by 〈f, µ0〉 = f(id) ∈ Z for
f ∈ X∗(R).
Let ψ : Q→ GR be the morphism of Galois gerbs over Q in [Rei97, B.2.8]. We define
ψT,µ : Q→ GT
to be the composite of it and the morphism GR → GT induced by ξ : R→ T .
(2) ψT,µ factors through P if µ satisfies the Serre condition: if
(ρ− 1)(ι+ 1)µ = (ι+ 1)(ρ − 1)µ = 0, ∀ρ ∈ Gal(Q/Q)
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(e.g. if T splits over a CM-field and the weight µ · ι(µ) of µ is defined over Q). If furthermore a
CM field K Galois over Q splits T , ψT,µ factors through PK .
(3) The restriction ψ∆T,µ : Q
∆ = QQ → G∆T = TQ of ψT,µ to the kernels is defined over Q.
Proof. For (1) and (2), see [Rei97], Definition B 2.10 and Remark B 2.11. The last statement of (2)
follows from the very construction of ψT,µ in Satz 2.2, 2.3 of [LR87] (which is equivalent to that of
Reimann, [Rei97], at least when it factors through P).
For (3), it is enough to show that the morphism ψ∆ : Q∆ → G∆R is defined over Q. This
morphism is constructed explicitly on p.117 of [Rei97].
Let v a place of Q (mainly, one of p,∞), T a torus over Qv, and µ ∈ X∗(T ). Suppose that T
splits over a finite Galois extension F of Qv. Set
νF :=
∑
τ∈Gal(F/Qv)
τµ,
and let
1→ F× →WF/Qv → Gal(F/Qv)→ 1
be the Weil group extension of F/Qv (cf. [Tat79]); we fix a section sFρ to the projection WF/Qv →
Gal(F/Qv) so that dFρ,τ := sρρ(sτ )s
−1
ρτ is a cocycle defining WF/Qv .
Definition 3.3.2. We define ξFµ,F : WF/Qv → T (F )⋊Gal(F/Qv) by
ξFµ,F (z) = ν
F (z) (z ∈ F×),
ξFµ,F (s
F
ρ ) =
∏
τ∈Gal(F/Qv)
ρτµ(dFρ,τ )⋊ ρ.
One easily checks that ξFµ,F is a homomorphism (cf. [LR87, p.134], [Mil92], Lemma 3.30 -
Example 3.32). By obvious pull-back and push-out, one gets a morphism of Galois gerbs over Qv:
ξFµ : G
F
v → GT ,
(where for v 6= p,∞, we set GFv to be Gv = Gal(Qv/Qv)) and further, by passing to the projective
limit, a morphism of Galois gerbs over Qv:
ξµ : Gv → GT ,
which does not depend on the choice of a field F splitting T . These maps are independent, up to
conjugation by an element of T (Qv), of the choice of section sρ.
Lemma 3.3.3. (1) If v = p and F is unramified, ξµ is unramified (in the sense of § 3.2.3), and if
ξµ(sσ) = bµσ for bµ ∈ T (k), one has bµ = µ(p−1) in B(TQp).
(2) Suppose that T is a torus defined over Q, split over a finite Galois extension K of Q. For
each v =∞, p, let ξ±µ be the morphism defined above for (TQv , F = Kw,±µ). Then, ψT,µ(∞) ◦ ζ∞
is conjugate to ξµ, and ψT,µ(p) ◦ ζp is conjugate to ξ−µ. For v 6=∞, p, ψT,µ(∞) ◦ ζv is conjugate to
the canonical neutralization of GT (v).
Proof. (1) See Lemma 4.3 of [Mil92]. (2) This follows from the construction of ψT,µ and P(K,m),
cf. [LR87], Satz 2.3 and §3 (esp. (3.i)).
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3.3.4 Shimura data Let (G,X) be a Shimura datum. For a morphism h : S→ GR in X, the
associated Hodge cocharacter
µh : GmC → GC
is the composite of hC : SC → GC and the cocharacter of SC ∼= GmC × GmC corresponding to
the identity embedding C →֒ C. Let {µX} denote the G(C)-conjugacy class of cocharacters of GC
containing µh (for any h ∈ X). For a maximal torus T of GQ, we can consider {µX} as an element
of X∗(T )/W . Alternatively, when we fix a based root datum BR(G,T,B), c(G,X) has a unique
representative in the associated closed Weyl chamber C(T,B), hence will be also identified with
this representative:
{µX} ∈ C(T,B).
The reflex field E(G,X) of a Shimura datum (G,X) is the field of definition of c(G,X) ∈ CG(Q),
i.e. the fixed field of the stabilizer of c(G,X) in Gal(Q/Q); so the reflex field, which is a finite
extension of Q, is always a subfield of C. When T is a torus, the reflex field E(T, {h}) is just the
smallest subfield of Q ⊂ C over which the single morphism µh is defined.
For each j ∈ N, we denote by Lj the unramified extension of degree j of Qp in Qp, and by Qurp
the maximal unramified extension of Qp in Qp. We let L and σ denote the completion of Q
ur
p and
the absolute Frobenius on it, respectively.
3.3.5 Strictly monoidal categories G/G˜(k), GG/G˜ In order to have a satisfactory formal-
ism without the condition that the derived group is simply connected, Kisin [Kis17, (3.2)] introduced
certain strictly monoidal categories. Recall (cf. [Mil92, App. B]) that a crossed module is a group
homomorphism α : H˜ → H together with an action of H on H˜, denoted by hh˜ for h ∈ H, h˜ ∈ H˜,
which lifts the conjugation action on itself (i.e. α(hh˜) = hα(h˜)h−1 for h ∈ H, h˜ ∈ H˜) and such that
the induced action of H˜ on itself is also the conjugation action (i.e. α(g˜)h˜ = g˜h˜g˜−1 for g˜, h˜ ∈ H˜).
A crossed module H˜ → H gives rise to a strictly monoidal category H/H˜. Its underlying cat-
egory is the groupoid whose objects are the elements of H and whose morphisms are given by
Hom(h1, h2) = {h˜ ∈ H˜ | h2 = α(h˜)h1}; thus the set of morphisms is identified with the set H˜ ×H.
The monoidal structure ⊗ on this groupoid is given on the objects by the group multiplication on
H and on the set of morphisms H˜ ×H by the semi-direct product for the action of H on H˜:
(h˜1, h1)⊗ (h˜2, h2) := (h˜1h1 h˜2, h1h2).
We may regard any group H as the strictly monoidal category H = H/{1}.
For a strictly monoidal category C and a crossed module H/H˜, two functors φ1, φ2 : C → H/H˜
of strictly monoidal categories are said to be conjugate-isomorphic if φ1 is conjugate to another
functor that is isomorphic to φ2.
Let k be a field with an algebraic closure k, and G a connected reductive group over k. Here,
we will use the notation G˜ for the simply connected cover of Gder (which was denoted previously
by Gsc). Then, the commutator map [ , ] : G ×G → G factors through [ , ] : Gad ×Gad → G. In
particular, as Gad = G˜ad, we get a map [ , ] : Gad × Gad → G˜ [Del79, 2.0.2]. It follows that the
conjugation action of G˜ on itself extends to an action of G, and thus the natural map G˜→ G has a
canonical crossed module structure. We write G/G˜(k) for the resulting strictly monoidal category
G(k)/G˜(k), and GG/G˜ for the strictly monoidal category GG/G˜(k).
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3.3.6 Admissible morphisms Let (G,X) be a Shimura datum with reflex field E ⊂ C. We
fix an embedding Q →֒ Qv for every place v. Suppose given a parahoric subgroup Kp ⊂ G(Qp);
there exists a unique σ-stable parahoric subgroup K˜p of G(k) such that Kp = K˜p ∩G(Qp).
Fix h ∈ X. Then, there exists a homomorphism of C/R-Galois gerbs
ξ∞ : G∞ → GG(∞)
defined by ξ∞(z) = w
−1
h (z) = µh ·µh(z), z ∈ C× and ξ∞(w) = µh(−1)⋊ ι, where w = w(ι). Clearly,
its equivalence class depends only on X.
For v 6=∞, p, we have the canonical section ξv to GG(v)→ Gal(Qv/Qv):
ξv : Gv = Gal(Qv/Qv)→ GG(v) : ρ 7→ 1⋊ ρ.
For a cocharacter µ of G, we consider the composite of morphisms of strictly monoidal categories
µ
a˜b
: Gm(Q)
µ→ G(Q)→ G/G˜(Q).
For a cocharacter µ of G factoring through a maximal Q-torus T , the composite
ψµ
a˜b
: Q
i◦ψT,µ→ GG → GG/G˜.
(of morphisms of strictly monoidal categories) depends only on the G(Q) conjugacy class of µ;
One easily verifies that this is isomorphic to the morphism denoted by the same symbol in [Kis17,
(3.3.1)].
Definition 3.3.7. [LR87, p.166-168], [Kis17, (3.3.6)] A morphism φ : Q→ GG is called admissible
if
(1) The composite
φ
a˜b
: Q
φ→ GG → GG/G˜
is conjugate-isomorphic to the composite ψµ
a˜b
: Q
i◦ψµ→ GG → GG/G˜.
(2) For every place v 6= p (including ∞), the composite φ(v)◦ζv is conjugate to ξv (by an element
of G(Ql)).
(3) For some (equiv. any) b ∈ G(k) in the σ-conjugacy class cls(φ(p) ◦ ζp) ∈ B(G) (§ 3.2.3), the
following set (which is a union of affine Deligne-Lusztig varieties) X({µX}, b)Kp is non-empty:
X({µX}, b)Kp := {g ∈ G(k)/K˜p | invK˜p(g, bσ(g)) ∈ AdmK˜p({µX})}.
Here, Adm
K˜p
({µX}) is the {µX}-admissible subset (Def. 2.2.4) defined for the parahoric
subgroup K˜p ⊂ G(k) attached to Kp, and
inv
K˜p
: G(k)/K˜p ×G(k)/K˜p → K˜p\G(k)/K˜p ∼= W˜K˜p\W˜/W˜K˜p
is defined by (g1K˜p, g2K˜p) 7→ K˜pg−11 g2K˜p, cf. (2.2.2.2).
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Suppose that an admissible morphism φ : Q → GG factors through the pseudo-motivic Galois
gerb P. As G is an algebraic group, it further factors through P(K,m) for some CM field K Galois
over Q and m ∈ N.
Remark 3.3.8. This definition of admissible morphism is slightly different from the original def-
inition by Langlands and Rapoport [LR87, p.166], in that, instead of condition (1) here, which
was introduced by Kisin [Kis17, (3.3.6)], they require the equality pr ◦ φ = pr ◦ i ◦ ψT,µ, where
pr : GG → GGab is the natural map; so, these two conditions differ only when Gder is not simply
connected. The original condition however turns out to be adequate only in their set-up assuming
that Gder = Gsc. For example, Satz 5.3 of [LR87] shows that under that assumption on G, ev-
ery admissible morphism (in the original sense) is conjugate to a special admissible morphism (cf.
Lemma 3.3.10 below). But, they also give an example of G with Gder 6= Gsc ([LR87], §6, the first
example) for which this statement fails to be true (cf. [Mil92], Remark 4.20). In contrast, with the
new condition here, this property always holds (as shown by Kisin for hyperspecial levels, and by
Thm. 4.1.3 below for general parahoric levels when GQp is quasi-split).
The following lemma was proved by Langlands-Rapoport for unramified T (cf. [Mil92, 4.3]).
Lemma 3.3.9. Let T be a torus over Qp, split by a finite Galois extension K of Qp, say of degree n,
and µ ∈ X∗(T ). Let K1 be the composite in Qp of K and Ln, where Ln is the unramified extension
of Qp in Qp of degree n = [K : Qp]. Then, ξ
K1
µ factors through G
Ln
p : let ξ
Ln
µ : G
Ln
p → GT be the
resulting morphism. When ξ′p is an unramified conjugate of ξ
Ln
µ , we have
ξ′p(s
Ln
ρ ) = NK/K0(µ(π
−1))⋊ ρ,
up to conjugation by an element of T (Qurp ). Here, K0 = K ∩ Ln is the maximal subfield of K
unramified over Qp, π is a uniformizer of K, and ρ is any element in Gal(Qp/Qp) whose restriction
to Ln is the Frobenius automorphism σ.
Moreover, we have the equality in X∗(T )Gal(Qp/Qurp ):
wT (NK/K0(µ(π
−1))) = −µ,
where µ is the image of µ ∈ X∗(T ) in X∗(T )Gal(Qp/Qurp ).
Proof. Let dLnρ,τ denote the canonical fundamental 2-cocycle defined in (3.2.1.1) which represents the
fundamental class uLn/Qp = [1/n] ∈ H2(Ln/Qp) ∼= 1nZ/Z. Also, for each of F = K1 and Ln, fix a
section sFρ : Gal(F/Qp)→WF/Qp to 1→ F× →WF/Qp → Gal(F/Qp)→ 1 whose induced 2-cocycle
on Gal(F/Qp)
dFρ,τ := s
F
ρ ρ(s
F
τ )(s
F
ρτ )
−1 ∈ F×
represents the fundamental class uF/Qp ∈ H2(F/Qp) ∼= 1[F :Qp]Z/Z. In the case F = Ln, we
further require that such induced 2-cocycle is the canonical one. Thus there exists a function
b : Gal(K1/Qp)→ K×1 such that
(3.3.9.1) (dK1ρ,τ )
[K1:Ln] · ∂(b)ρ,τ = dLnρ|Ln ,τ |Ln ,
where ∂(b)ρ,τ := bρρ(bτ )b−1ρτ . In terms of these generators and the function bρ, we obtain a homo-
morphism pK1,Ln : G
K1
Qp
→ GLnQp defined by
z 7→ z[K1:K] (z ∈ Q×p ), sK1ρ 7→ b−1ρ sLnρ .
30
Then, the morphisms ξK1µ , ξ
Ln
µ ◦ pK1,Ln : GK1Qp → GT differ from each other by conjugation with an
element of T (Qp).
Recall that for (T, µ,K1), ξK1µ : Gp → GT is induced, via obvious pull-back and push-out, from
a map ξK1µ,K1 :WK1/Qp → T (K1)⋊Gal(K1/Qp): for a ∈ K×1 and ρ ∈ Gal(K1/Qp),
ξK1µ,K1 : a · sK1ρ 7→ νK1(a) · cK1ρ ⋊ ρ,
where νK1 = NK1/Qpµ ∈ HomQp(Gm, T ) and cK1ρ =
∏
τ1∈Gal(K1/Qp)(ρτ1µ)(d
K1
ρ,τ1). Now, for any
x ∈ T (Qp), if we define ψ′x : GLnp → GT by
z 7→ νK(z), sLnρ 7→ νK(bρ) · cK1ρ · x · ρ(x−1),
where νK = NK/Qpµ, then it is clear that ψ
′
x◦pK1,Ln = Int(x)◦ξK1µ . This proves the first claim. Since
ψ′x = Intx ◦ψ′1, the second statement will follow if there exists x ∈ T (Qp) such that ψ′x(sLnρ ) equals
NK/K0(µ(π
−1)) whenever ρ|Ln = σ. According to (the proof of) Lemma 4.2.10, this will follow if the
two elements νK(bρ) · cK1ρ , NK/K0(µ(π−1)) of T (Kur) have the same image under κTK : B(TK)
∼→
X∗(T )Gal(Qp/K), where K
ur is the maximal unramified extension of K in Qp with completion L
′
and B(TK) is the set of σ-conjugacy classes in T (L′) (with respect to the Frobenius automorphism
of L′/K). But, as κTK is induced from wTL′ : T (L
′) → X∗(T )Gal(L′/L′) = X∗(T ) (§ 2.1.1), in turn
it suffices to show equality of the images under wTL′ of c
K1
ρ · νK(bρ) and NK/K0(µ(π−1)) when
ρ|Qurp = σ.
Choose a set of representatives Γ1 ⊂ Gal(K1/Qp) for the family of left cosetsGal(K1/Qp)/Gal(K1/Ln)
(so that restriction to Ln gives a bijection Γ1
∼→ Gal(Ln/Qp)) and ρ ∈ Gal(K1/Qp) such that
ρ|Ln = σ. Then, we get∏
τ1∈Gal(K1/Qp)
(ρτ1µ)(Inf
K1
Ln
(dLn/Qp)ρ,τ1) =
∏
τ∈Γ1
∏
γ∈Gal(K1/Ln)
(ρτγµ)(InfK1Ln (d
Ln/Qp)ρ,τγ)
= ρ
∏
τ∈Gal(Ln/Qp)
(τ(NK1/Lnµ))(d
Ln
ρ|Ln ,τ
)
=
∏
0≤i≤n−1
(σi+1(NK1/Lnµ))(d
Ln
σ,σi
)
= (NK1/Lnµ)(p
−1) = (NK/K0µ)(p
−1).
Here, the last equality NK1/Lnµ = NK/K0µ (in X∗(T )) holds since µ is defined over K and restriction
to K is a bijection Gal(K1/Ln)
∼→ Gal(K/K0). Then, by taking
∏
τ∈Gal(K1/Qp)(ρτµ) on both sides
of (3.3.9.1), we obtain
(cK1ρ · νK(bρ))[K1:K] · ρ(f)f−1 = (NK/K0µ)(p−1),
where f =
∏
τ∈Gal(K1/Qp) τµ(bτ ). Now applying wTL′ to both sides, we get
[K1 : K]wTL′ (c
K1
ρ · νK(bρ)) = wTL′ ((NK/K0µ)(p−1))
(∗)
= [K : K0]wTL′ (NK/K0(µ(π
−1))).
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Due to the property [Kot97, (7.3.2)] of the map w, the equality (∗) is deduced from the following
stronger formula (comparing the images under wTL , instead of wTL′ ):
(3.3.9.2) wTL(NK/K0(µ)(p)) = [K : K0]wTL(NK/K0(µ(π))).
Here, NK/K0(µ) ∈ X∗(T )Gal(K/K0) so NK/K0(µ)(p) ∈ im(K×0 → T (K0)), while NK/K0(µ(π)) is
the image of µ(π) ∈ T (K) under the norm map T (K) → T (K0). To show this formula, by
functoriality for tori T endowed with a cocharacter µ, it is enough to prove this formula in the
universal case T = ResK/QpGm and µ = µK , the cocharacter of TK = (Gm)
⊕Hom(K,K) corresponding
to the identity embedding K →֒ K. Note that in this case wTL = vTL as X∗(T ) is an induced
Gal(K/Qp)-module (§ 2.1.1). For any extension E ⊃ K, Galois over Qp, there exists a canonical
isomorphism TE ∼= (Gm,E)⊕Hom(K,E) (product of copies of Gm,E, indexed by HomQp(K,E)) such
that τ ∈ Gal(E/Qp) acts on T (E) = (E×)⊕Hom(K,E) by τ(xρ)ρ∈Hom(K,E) = (τ(xρ))τ◦ρ. Then, µK =
(fρ)ρ ∈
∏
ρ∈Hom(K,K)X∗(Gm), where fρ = 1 ∈ X∗(Gm) = Z if ρ is the inclusion K →֒ E, and fρ = 0
otherwise. So, NK/K0(µK) is (fρ)ρ ∈
∏
ρX∗(Gm), where fρ = 1 if ρ|K0 is the inclusion K0 →֒ K,
and fρ = 0 otherwise, and similarly NK/K0(µK(π)) = (xρ)ρ, where xρ = ρ(π) if ρ|K0 = (K0 →֒ K),
and xρ = 1 otherwise. It follows that the element of T (K0)
NK/K0(µK)(p) ·NK/K0(µK(π))−[K:K0],
lies in the maximal compact subgroup of T (K0), which is nothing but ker(vTL)∩T (K0). This proves
the equation (3.3.9.2).
Finally, the equality wT (NK/K0(µ(π
−1))) = −µ in X∗(T )Gal(Qp/Qurp ) follows from commutativity
of diagram (7.3.1) of [Kot97]. This completes the proof.
Lemma 3.3.10. Suppose that GQp is quasi-split and Kp is a special maximal parahoric subgroup.
Then, for any special Shimura sub-datum (T, h : S → TR) satisfying the Serre condition (e.g. if
T splits over a CM field and the weight homomorphism wX := (µh · ι(µh))−1 is defined over Q),
the morphism i ◦ ψT,µh : P → GT →֒ GG (Lemma 3.3.1) is admissible, where i : GT → GG is the
canonical morphism defined by the inclusion i : T →֒ G.
Such admissible morphism i ◦ ψT,µh will be said to be special ; in our use of this notation, i will
be often spared its explanation (or sometimes will be even omitted). This fact was proved in [LR87,
Lem. 5.2] for hyperspecial Kp.
Proof. The only nontrivial condition in Def. 3.3.7 is (3). Let L be a finite Galois extension of Q
splitting T and v2 the place of L induced by the chosen embedding Q →֒ Qp. Put
νp := (ξ
Lv2
−µh
)∆ = −
∑
σ∈Gal(Lv2/Qp)
σµh (∈ HomQp(Gm, TQp)),
and let J be the centralizer in GQp of the image of νp. Then, J is a semi-standard Qp-Levi subgroup
of GQp (i.e. the centralizer of a Qp-split torus) which is also quasi-split as GQp is so (Lemma
4.2.3, (1)). Hence, according to Lemma 4.2.3, there exists g ∈ G(Qp) such that gJ(k)g−1 ∩ K˜p is a
special maximal parahoric subgroup of gJ(k)g−1, where K˜p ⊂ G(k) is the special maximal parahoric
subgroup associated with Kp: it is enough that for a maximal split Qp-torus S of GQp contained in
J , the apartment A(Intg(S),Qp) contains a special point in B(G,Qp) giving Kp. Set J ′ := Intg(J).
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Then, by Prop. A.0.1 (cf. Remark A.0.2), there exists an elliptic maximal Qp-torus T ′ of J ′ such
that T ′Qurp contains (equiv. is the centralizer of) a maximal Q
ur
p -split Q
ur
p -torus, say S
′
1, of J
′
Qurp
and
that the (unique) parahoric subgroup T ′(k)1 = ker wT ′
k
of T ′(k) is contained in J ′(k)∩ K˜p. Let µ′ be
the cocharacter of T ′ that is conjugate to Intg(µh) under J ′(Qp) and such that it lies in the closed
Weyl chamber of X∗(T ′) associated with a Borel subgroup of Gk (defined over k) containing T ′k .
Then, Intg ◦ ξ−µh = ξ−Intg(µh) and ξ−µ′ are equivalent as homomorphisms from Gp to GJ ′ .
This can be proved by the original argument in [LR87, Lem. 5.2]: the key fact is that the two
cocharacters of Intg(J), Intg(νp) ∈ X∗(Intg(TQp)), ν ′p ∈ X∗(T ′) are equal and factor through the
center of Intg(J):
(3.3.10.1) Intg(νp) := −
∑
σ∈Gal(Lv2/Qp)
σ(gµhg
−1) = ν ′p := −
∑
σ∈Gal(Lv2/Qp)
σµ′,
where L is taken to be large enough so that Lv2 splits T
′ (as well as T ). Indeed, they both map
into the center of Intg(J): this is clear for Intg(νp) as J = Cent(νp), while ν ′p maps into a split
Qp-subtorus of T ′, so into Z(J ′) (as T ′ is elliptic in J ′). So, their equality can be checked after
composing them with the natural projection J ′ → J ′ab = J ′/J ′der, but this is obvious since Intg(µh)
is conjugate to µ′ under J ′(Qp).
But, by Lemma 3.3.9 and commutativity of the diagram (7.3.1) of [Kot97], we see that for an
unramified conjugate ξ′p of ξ−µ′ : Gp → GT ′ under T ′(Qp), under the map invT ′(k)1 : T ′(k)/T ′(k)1 ×
T ′(k)/T ′(k)1 → T ′(k)/T ′(k)1 ∼= X∗(T ′)I (I := Gal(Qp/Qurp )), we have the relation
invT ′(k)1(1, ξ
′
p(sρ)) = µ
′,
where ρ ∈ Gal(Qp/Qp) is a lift of the Frobenius automorphism σ. Hence, as T ′(k)1 ⊂ K˜p,
inv
K˜p
(x0, ξ
′
p(sρ)x0) (x0 := 1 · K˜p) equals the image of tµ
′
in W˜Kp\W˜/W˜Kp ∼= X∗(T ′)I/W˜Kp . It
remains to show that W˜Kpt
µ′W˜Kp ∈ AdmK˜p({µX}).
For that, let W˜ = N(k)/T ′(k)1 denote the extended affine Weyl group, where N is the normalizer
of T ′ (note that T ′k contains a maximal split k-torus (S
′
1)k). By our choice of T
′ (and asKp is special),
W˜ is a semi-direct product X∗(T ′)I ⋊ W˜K˜p , where K˜p is the special maximal parahoric subgroup
of G(k) corresponding to Kp and W˜K˜p = (N(k) ∩Kp)/T ′(k)1 (which maps isomorphically onto the
relative Weyl group W0 = N(k)/T ′(k)). To fix a Bruhat order on W˜ , we choose a σ-stable alcove
a in the apartment A(S′1, k) containing a special point, say 0, corresponding to Kp. The choice
of a and 0 give the semi-direct product decomposition W˜ = Wa ⋊ Ωa, where Wa is the extended
affine Weyl group of (Gsc, T ′sc) and Ωa ⊂ W˜ is the normalizer of a, and a reduced root system 0Σ
(whose roots R(0Σ) are elements of X∗(S′)Q) such that Wa, as a subgroup of the group of affine
transformations of X∗(S′)R, equals the affine Weyl group Q∨(0Σ) ⋊W (0Σ), cf. § 2.2.2. Also, the
choice of a fixes a set of simple affine roots for Wa, in particular a set 0∆ of simple roots for 0Σ.
Then, as each root α of 0∆ is proportional to a relative root of (Gsc, S′sc) [Tit79, 1.7], we can
find a set ∆ ⊂ X∗(T ′) of simple roots for the root datum of (G,T ′) with the property that every
α ∈ 0∆ is the restriction of a multiple of some α˜ ∈ ∆. Let Ca ⊂ X∗(S′1)R and C ⊂ X∗(T ′)R be
the associated closed Weyl chambers. It follows that π(C) ⊂ Ca, where π is the natural surjection
X∗(T
′)R → (X∗(T ′)I)R = X∗(S′1)R. Now, let µ0 ∈ X∗(T ′) be the conjugate of µh lying in C (so
its image µ0 in (X∗(T ′)I)R lies in Ca). Then, it suffices to show that t
µ′ ≤ tµ0 in W˜ . But, as
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µ′ = wµ0 for some w ∈ N(Qp)/T ′(Qp) and µ0 ∈ C, we see that µ0 − µ′ =
∑
α˜∈∆ nα˜α˜
∨ ∈ X∗(T ′sc)
with nα˜ ∈ Z≥0 (cf. [RR96, 2.2]). Since for each α˜ ∈ ∆, we have π(α˜∨) ∈ Q≥0α∨ for some α ∈ 0∆,
tµ0 − tµ′ = π(µ0) − π(µ′) ∈ C∨a := {
∑
β∈0∆ cββ
∨ | cβ ∈ R≥0}. By [Ste05, Thm.4.10], this implies
the asserted inequality in W˜ .
3.4 Langlands-Rapoport conjeture In this subsection, we give a formulation of the Langlands-
Rapoport conjecture for parahoric levels, following Kisin [Kis17, (3.3)] and Rapoport [Rap05, §9].
For v 6= p,∞, set Xv(φ) := {gv ∈ G(Qv) | φ(v) ◦ ζv = Int(gv) ◦ ξv}, and
Xp(φ) :=
∏′
v 6=∞,p
Xv(φ),
where ′ denotes the restricted product of Xv(φ)’s as defined in the line 15-26 on p.168 of [LR87].
By condition (2) of Def. 3.3.7, Xp(φ) is non-empty (cf. [Rei97, B 3.6]), and is a right torsor under
G(Apf ).
To define the component at p, put Kp(Qurp ) := Gof (Zurp ) for the parahoric group scheme Gof over
Zurp attached to Kp (§ 2.2.1) and for b ∈ G(k), let K˜p · b · K˜p denote the invariant invK˜p(1, b). We
also recall that for θurg : D → GurGQp (a morphism of Q
ur
p |Qp-Galois gerbs), θurg denotes its inflation
to Qp, and sσ ∈ D is the lift of σ ∈ Gal(Qurp /Qp) chosen in (§ 3.2.3). Then, we set
Xp(φ) := {gKp(Qurp ) ∈ G(Qp)/Kp(Qurp ) | φ(p) ◦ ζp = Int(g) ◦ θurg for some θurg : D→ GurGQp s.t.
K˜p · bg · K˜p ∈ AdmK˜p({µX}), where θurg (sσ) = bgσ}.
This set is equipped with an action of a pr-Frobenius Φ (r := [κ(℘) : Fp]) defined by
(3.4.0.1) Φ(gKp(Q
ur
p )) := g ·Nrbg ·Kp(Qurp )
(this definition does not depend on the choice of a representative g in the coset gKp(Qurp ), as bgk =
k−1bgσ(k) for k ∈ G(Qurp )). To see that this action on G(Qp)/Kp(Qurp ) leaves Xp(φ) stable, we use
a more explicit description of the set Xp(φ). When we choose g0 ∈ G(Qp) with g0Kp(Qurp ) ∈ Xp(φ)
and use it as a reference point, we obtain a bijection
(3.4.0.2) Xp(φ)
∼→ X({µX}, bg0)Kp : hKp(Qurp ) 7→ g−10 hK˜p,
where bg0σ = θ
ur
g0(sσ) for θ
ur
g0 with φ(p)◦ζp = Int(g0)◦θurg0 . Indeed, for h ∈ G(Qp), if Inth−1◦φ(p)◦ζp =
Int(g−10 h)
−1 ◦ θurg0 is unramified, g := g−10 h ∈ G(Qurp ) (cf. proof of Lemma 3.2.4, (3)), and
bhσ = θ
ur
h (sσ) = Int(g
−1) ◦ θurg0(sσ) = g−1bg0σ(g)σ,
and by definition, gK˜p ∈ X({µX}, bg0)Kp if and only if K˜p · g−1bg0σ(g) · K˜p ∈ AdmK˜p({µX}).
So, h ∈ Xp(φ) if and only if g−10 hK˜p ∈ X({µX}, bg0)Kp . Then, each g0 ∈ G(Qp) such that
Int(g−10 ) ◦ φ(p) ◦ ζp is unramified, say inflation of θurg0 (Lemma 3.2.4) gives an absolute Frobenius
automorphism F = θurg0(sσ) acting on G(k) (sending g ∈ G(k) to bg0σ(g)). This also induces an
action on G(k)/K˜p as the facet in B(GL) defining K˜p is stable under σ, and we readily see that its
r-th iterate
(3.4.0.3) Φ = F r : g 7→ (bg0σ)r(g) = bg0σ(bg0) · · · σr−1(bg0) · σr(g)
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is identified with the above Frobenius automorphism of Xp(φ) under (3.4.0.2). This Φ leaves
X({µX}, bg0)Kp stable, because (Φg)−1 · bg0 · σ(Φg) = σr(g−1bg0σ(g)) and AdmK˜p({µX}) is sta-
ble under the action of σr on W˜
K˜p
\W˜/W˜
K˜p
(as µ is defined over E℘). Note that there are natural
left (or right) actions of Z(Qp) on Xp(φ) and X({µX}, bg0)Kp compatible with the above bijection:
z ∈ Z(Qp) sends g ∈ X({µX}, bg0)Kp (resp. gKp(Qurp ) ∈ Xp(φ)) to zg (resp. to zgKp(Qurp )).
Obviously, Φ also commutes with the actions of Z(Qp).
Let
Iφ(Q) := {g ∈ G(Q) | Int(g) ◦ φ = φ}
(as the notation suggests, this is the Q-points of an algebraic Q-group IQ, cf. (4.1.2.1)). This group
naturally acts on Xp(φ) and Xp(φ) from the left and commutes with the (right) action of G(A
p
f ).
Finally, we define
S(φ) := lim←−
Kp
Iφ(Q)\(Xp(φ)/Kp)×Xp(φ),
where Kp runs through the compact open subgroups of G(Qp). This set is equipped with an action
of G(Apf )×Z(Qp) and a commuting action of Φ, and as such is determined, up to isomorphism, by
the equivalence class of φ.
We note that under the bijection (3.4.0.2) (provided by a choice of g0 ∈ G(Qp) with g0Kp(Qurp ) ∈
Xp(φ)), the action of Iφ(Q) transfers to X({µX}, bg0)Kp via the map
(3.4.0.4) Int(g−10 ) : Iφ(Q) = Aut(φ)→ Aut(θurg0) = {g ∈ G(Qurp )| Int(g) ◦ θurg0 = θurg0}
i.e. i ∈ Iφ(Q) sends gK˜p ∈ X({µX}, bg0)Kp to Int(g−10 )(i) · gK˜p.
Conjecture 3.4.1. [Langlands-Rapoport conjecture, 1987] Suppose that Kp ⊂ G(Qp) is a parahoric
subgroup. Then, there exists an integral model SKp(G,X) of ShKp(G,X) over OE℘ for which there
exists a bijection
SKp(G,X)(F¯p)
∼→
⊔
[φ]
S(φ)
compatible with the actions of Z(Qp) × G(Apf ) and Φ, where Φ acts on the left side as the r-th
(geometric) Frobenius. Here, φ runs through a set of representatives for the equivalence classes of
admissible morphisms Q→ GG.
Remark 3.4.2. (1) The original conjecture was made under the assumption that Gder is simply
connected (due to the expectation that only special admissible morphisms are to contribute to the
F¯p-points and the existence, when Gder 6= Gsc, of a non-special morphism that is admissible in the
original sense, cf. Remark 3.3.8).
(2) In [Rap05, Conj. 9.2], Rapoport gave another version of this conjecture, using a different
definition of admissible morphisms, where condition (3) of Def. 3.3.7 is replaced by the more
natural (from group-theoretical viewpoint) and a priori weaker condition (3’) that the σ-conjugacy
class clsGQp (φ(p)) of bφ lies in B(G, {µX}). Our theorem 4.2.13 together with Theorem A of [He15]
establishes equivalence of these two versions: previously, it was known that (3) ⇒ (3’).
3.5 Kottwitz triples and Kottwitz invariant Our main references for the material cov-
ered here are [LR87, p.182-183], [Kot90, §2], and [Kot92].
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3.5.1 Galois hypercohomology of crossed modules In order to extend the main results
of Langlands and Rapoport to the general case that Gder is not necessarily simply connected,
(especially, Satz 5.25 of [LR87], namely Theorem 5.2.9 here), we need to consider Galois cohomology
groups of crossed modules and (length-2) complexes of tori quasi-isomorphic to them (for example,
H1ab(Q, G) instead of the cohomology of the quotient G
ab := G/Gder). Here we give a (very) brief
review of the theory of Galois hypercohomology of crossed modules; for details, see [Bor98], [Lab99,
Ch.1]. For a connected reductive group H over a field k, we denote by
ρH : H
sc → H
the canonical map from the simply connected cover Hsc of Hder to H. Unless stated otherwise,
every bounded complex of groups considered in this paper will be concentrated in non-negative
homological degrees.
For a connected reductive group G over a field k (of characteristic zero), if T is a maximal
k-torus of G, the complex (ρ−1(T )→ T ) of k-tori, where ρ−1(T ) and T are placed in degree −1 and
0 respectively, is quasi-isomorphic to its sub-complex (ρ−1(Z(G)) = Z(Gsc) → Z(G)) (cf. [Bor98,
§2, §3]), hence, as an object in the derived category of complexes of commutative algebraic k-group
schemes, depends only on G. We denote it by Gab:
Gab := ρ
−1(T )→ T.
Then, following Borovoi [Bor98], we define the abelianized Galois cohomology group H iab(k,G) (i ∈
Z) of G to be the hypercohomology group of Gab(k¯) := (ρ−1(T )(k¯)→ T (k¯)), two-term complex of
discrete Gal(k¯/k)-modules:
H iab(k,G) := H
i(k,Gab).
For −1 ≤ i ≤ 1, this group is also equal to the cohomology (group)
Hi(k,Gsc
ρ→ G)
of the crossed module Gsc(k¯)
ρ→ G(k¯) of Gal(k¯/k)-groups (loc. cit. (3.3.2)): for a proof, see the
proof of the next lemma.
Lemma 3.5.2. Let H ⊂ G be a (not necessarily connected) k-subgroup containing a maximal k-
torus of G and (aτ )τ a cochain on Gal(k¯/k) valued in H whose coboundary aτ1τ1(aτ2)a
−1
τ1τ2 belongs
to Z(H)o. Then, for the (simultaneous) inner-twist ρ1 : H˜1 → H1 of the canonical map ρ : H˜ :=
ρ−1(H)→ H via the cocyle aadτ ∈ Z1(Q,Had) (the image of aτ in Had), there exists a natural exact
sequence
(3.5.2.1) H1(k, H˜1)
ρ1∗−→ H1(k,H1) ab1−→ H1ab(k,G).
Note that the condition on (the coboundary of) aτ allows us to twist H˜ via a
ad
τ . In the applica-
tions, H will be the centralizer of a semi-simple element of G(k).
Proof. The first map is the obvious one (induced by ρ1) and the second map is the composite of
the natural map
H1(k,H1)→ H1(k, H˜1 → H1)
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resulting from the map (1 → H1) → (H˜1 → H1) of crossed modules of k-groups, and the isomor-
phisms
H1(k, H˜1 → H1) ∼→ H1(k, Z˜(G)→ Z(G)) ∼→ H1(k,Gsc → G)
(Z˜(G) := ρ−1(Z(G)) = Z(Gsc)) resulting from the quasi-isomorphisms of crossed modules of k-
groups
(H˜1 → H1)← (Z˜(G)→ Z(G))→ (Gsc → G)
(cf. [Bor98], Lem. 2.4.1 and its proof: the key point is that H1 contains Z(G)). Now, the exactness
follows from [Bor98, Cor. 3.4.3].
3.5.3 Kottwitz triple A Kottwitz triple is a triple (γ0; γ = (γl)l 6=p, δ) of elements satisfying
certain conditions, where
(i) γ0 is a semi-simple element of G(Q) that is elliptic in G(R), defined up to conjugacy in G(Q);
(ii) for l 6= p, γl is a semi-simple element in G(Ql), defined up to conjugacy in G(Ql), which is
conjugate to γ0 in G(Ql);
(iii) δ is an element of G(Ln) (for some n), defined up to σ-conjugacy in G(k), such that the norm
Nnδ of δ is conjugate to γ0 under G(k¯), where Nnδ := δ · σ(δ) · · · σn−1(δ) ∈ G(Ln).
There are two conditions to be satisfied by such triple. To explain the first one, put Gγ0 :=
ZG(γ0) (centralizer of γ0 in G); if Gder is simply connected, this is a connected reductive group.
Then, for every place v of Q, we now construct an algebraic Qv-group H0(v) and an inner twisting
ψv : (Gγ0)Qv → H0(v)Qv
over Qv. First, for each finite place v 6= p of Q, set
H0(v) := ZGQv (γv).
For any gv ∈ G(Qv) with gvγ0g−1v = γv, the restriction of Int(gv) to (Gγ0)Qv gives us an inner
twisting ψv : (Gγ0)Qv → H0(v), which is well defined up to inner automorphism of Gγ0 . At v = p,
we define an algebraic Qp-group H0(p) to be the σ-centralizer of δ:
H0(p) := Gδθ := {x ∈ ResLn/Qp(GLn) | xδθ(x−1) = δ},
where θ is the Qp-automorphism of ResLn/Qp(GLn) induced by the restriction of σ to Ln. Then,
there exists an inner twisting ψp : (Gγ0)Qp → H0(p)Qp , which is canonical up to inner automorphism
of Gγ0 . For detailed discussion, we refer to § 3.5.8 and [Kot82, §5] (where θ and H(p) are denoted
respectively by s (on p. 801) and Isδ (on p. 802)). Finally, at the infinite place, we choose an
elliptic maximal torus TR of GR containing γ0 and h ∈ X ∩ Hom(S, TR). We twist Gγ0 using the
Cartan involution Int(h(i)) on Gγ0/Z(G), and get an inner twisting ψ∞ : (Gγ0)C → H0(∞)C. So,
H0(∞)/Z(G) is anisotropic over R.
Definition 3.5.4. A triple (γ0; (γl)l 6=p, δ) as in (i) - (iii) (with some n ∈ N) is called a Kottwitz
triple of level n if it further satisfies the following two conditions (iv), ∗(δ):
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(iv) There exists a triple (H0, ψ, (jv)) consisting of a Q-group H0, an inner twisting ψ : Gγ0 → H0
and for each place v of Q, an isomorphism jv : (H0)Qv → H0(v) over Qv, unramified almost
everywhere, such that jv ◦ ψ and ψv differ by an inner automorphism of Gγ0 over Qv.
∗(δ) the image of δ under the Kottwitz homomorphism κGQp : B(GQp) → π1(GQp)Γ(p) (§ 2.1.1) is
equal to µ♮ (defined in (2.1.3.1)).
Two triples (γ0; (γl)l 6=p, δ), (γ′0; (γ
′
l)l 6=p, δ
′) as in (§ 3.5.3) with δ, δ′ ∈ G(Ln) for (iii) are said to
be equivalent, if γ0 is G(Q)-conjugate to γ′0, γl is G(Ql)-conjugate to γ
′
l for each finite l 6= p, and
δ is σ-conjugate to δ′ in G(Ln) (i.e. there exists d ∈ G(Ln) such that δ′ = dδσ(d−1)). Clearly, for
two such equivalent triples, one of them is a Kottwitz triple of level n if and only if the other one
is so. Normally, we consider Kottwitz triples having level n = m[κ(℘) : Fp] for some m ≥ 1.
We will also consider the following condition:
∗(ǫ) Let H be the centralizer in GQp of the maximal Qp-split torus in the center of ZG(γ0)Qp .
Then, there exists a cocharacter of µ of H lying in the G(Qp)-conjugacy class {µX} such that
(3.5.4.1) wH(γ0) =
n∑
i=1
σi−1µ
for some n ∈ N, where wH : H(k)→ π1(H)I is the map from § 2.1.1 and µ denotes the image
of µ in π1(H)I (I = Gal(Qp/Q
ur
p )).
We refer to the number n appearing in ∗(ǫ) as the level of this condition (e.g., we will say that
the condition ∗(ǫ) holds for γ0 with level n).
Remark 3.5.5. 1) Note that H is a semi-standard Qp-Levi subgroup of GQp with its center contain-
ing the maximal Qp-split torus Aǫ in the center of ZG(γ0)Qp , hence NK/Qpµ, being a Qp-rational
cocharacter of the center of ZG(γ0)Qp , maps into Aǫ, thus a posteriori into the center of H.
2) As one can readily check, this condition generalizes the condition introduced by Langlands
and Rapoport [LR87, p.183] with the same name ∗(ǫ) in their set-up that the level subgroup is
hyperspecial and Gder = Gsc. However, in our formulation, even if GQp is unramified, we do not
(unlike [LR87]) require µ to be defined over Ln or even over an unramified extension of Qp.
When the derived group of G is not simply connected, a stable version of the notion of Kottwitz
triple is more relevant. Recall [Kot82, §3] that for a connected reductive group F over a perfect field
F , two rational elements x, y ∈ G(F ) are said to be stably conjugate if there exists g ∈ G(F¯ ) such
that gxg−1 = y and g−1τg ∈ Gos for all τ ∈ Gal(F¯ /F ), where s is the semi-simple part of x in its
Jordan decomposition. When we just refer to the relation gxg−1 = y for some g ∈ G(F¯ ), we will say
that x, y are F¯ -(or G(F¯ )-)conjugate or geometrically conjugate. By definition, a stable conjugacy
class in G(F ) is an equivalence class in G(F ) with respect to this stable conjugation relation.
Definition 3.5.6. A Kottwitz triple (γ0; γ = (γl)l 6=p, δ), say of level n ∈ N, is stable if it satisfies
the following conditions (in addition to (i) - (iv) and ∗(δ)):
(i′) γ0 ∈ G(Q) is defined up to stable conjugacy;
(ii′) for each l 6= p, γ0 is stably conjugate to γl;
(iii′) there exists c ∈ G(k) such that cγ0c−1 = Nnδ and b := c−1δσ(c) lies in I0(k) for I0 := Goγ0 (a
priori, one only has b ∈ Gγ0(k): δ−1cγ0c−1δ = σ(δ) · · · σn(δ) = σ(cγ0c−1) = σ(c)γ0σ(c−1));
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(iv′) Set I(v) := H(v)o for each place v. There exists a triple (I, ψ, (jv)) consisting of a Q-group I,
an inner twisting ψ : I0 → I and for each place v of Q, an isomorphism jv : (I)Qv → I(v) over
Qv, unramified almost everywhere, such that jv ◦ ψ and ψv differ by an inner automorphism
of I0 over Qv.
If Gder is simply connected, by Steinberg’s theorem (Gγ0 = I0), every Kottwitz triple is stable.
Remark 3.5.7. (1) It is easy to verify the following fact: let (γ0; γ, δ) be a stable Kottwitz triple of
level n. If γ′0 ∈ G(Q) is stably conjugate to γ0, γ is G(Apf )-conjugate to γ′, and δ′ is σ-conjugate to
δ in G(Ln), then (γ′0; γ
′, δ′) is also a stable Kottwitz triple (of same level). We say that two stable
Kottwitz triples (γ0; γ, δ), (γ′0; γ
′, δ′) are stably equivalent if they are equivalent as Kottwitz triples
and γ0, γ′0 are stably conjugate. A priori, two stable Kottwitz triples can be equivalent without
being stably equivalent (see, however, Prop. 5.2.7, (2)).
(2) By Hasse principle for H1(Q, Iad0 ), a Kottwitz triple satisfying (i
′) - (iii′) will also fulfill
condition (iv′) if some attached Kottwitz invariant (to be recalled below) is trivial [Kot90, p.172].
(3) The condition (iii′) should be distinguished from the following stronger condition:
(iii′′) there exists c ∈ G(Qurp ) (not just in G(k)) fulfilling the same condition as (iii′) (i.e. cγ0c−1 =
Nnδ and b := c−1δσ(c) ∈ I0(Qurp )).
The two conditions (iii′), (iii′′) are the same if Gγ0 = I0 (by Steinberg’s theorem H
1(Qurp , Gγ0) =
{1}), in particular when Gder = Gsc. In general, condition (iii′′) seems to be strictly stronger than
condition (iii′).
(4) As GQp is quasi-split, there exists a norm mapping N = Nn from G(Ln) to the set of stable
conjugacy classes in G(Qp) [Kot82, §5]: if Gder = Gsc, for any δ ∈ G(Ln), the G(Qp)-conjugacy
class of Nnδ, being defined over Qp, contains a rational element (i.e. lying in G(Qp)) by [Kot82,
Thm.4.1] and N (δ) is defined to be its stable (=geometric) conjugacy class. For general G, one uses
a z-extension to reduce to the former situation (see loc. cit. for a detailed argument). We claim
that the new condition (iii′′) is the same as that N (δ) is the stable conjugacy class of γ0 (in which
case, we say that γ0 is the stable norm of δ). Indeed, we first note that condition (iii′′) holds for a
rational element γ0 (and δ ∈ G(Ln)) if and only if it holds for any element of G(Qp) stably conjugate
to it. Also, it follows immediately from definition that there exists a representative γs ∈ G(Qp) of
the stable conjugacy class N (δ) for which (and δ) condition (iii′′) holds. In particular, we see that
the implication ⇐ holds. Conversely, if condition (iii′′) holds for γ0 and δ, γ0 is stably conjugate
to any (semi-simple) rational representative γs of N (δ): for any choice of c, cs ∈ G(Qurp ) satisfying
(iii′′) for γ0, γs respectively, we have γs = Int(c−1s c)(γ0) and
c−1csσ(c
−1
s c) = c
−1cs · b−1s c−1s δ · δ−1cb = Int(c−1cs)(bs) · b ∈ I0(Qurp ).
We remark that if δ satisfies the condition (iii′), say cγ0c−1 = Nnδ for c ∈ G(k), then there is found
in G(k) an element g such that γs = Int(g)(γ0) and g−1τ(g) ∈ I0 for every τ ∈WQp (i.e. g := c−1s c),
but it is not clear whether one can find such g from G(Qp) (here, we also demand that g
−1τ(g) ∈ I0
for every τ ∈ Γp), that is, whether γs and γ0 are stably conjugate in the usual sense; to distinguish
the two situations, we will say that γs and γ0 are w-stably conjugate if the former condition holds.
This difference in stable conjugacy relation (occurring only for p-adic fields) is harmless in that
the kind of results that we need and which were previously established based on the usual stable
conjugacy (typically, those of the next susubbsection) continue to hold for the w-stable conjugacy.
But one needs to be careful when applying some classical arguments involving stably conjugacy to
w-stably conjugacy.
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3.5.8 The sets C
(n)
p (γ0), D
(n)
p (γ0). For a (not necessarily connected) group H over a p-adic
local field F , we let B(H) denote the set of σ-conjugacy classes of elements in H(L) (see § 2.1.1 for
the notation L, σ). We write [b]H for the σ-conjugacy class of an element b ∈ H(L) (the subscript
H is inserted when we want to stress the group H).
Definition 3.5.9. For a semi-simple γ0 ∈ G(Qp) and n ∈ N,
C
(n)
p (γ0) denotes the set of σ-conjugacy classes in G(Ln) of elements δ ∈ G(Ln) satisfying
conditions (iii′) and ∗(δ) in Def. 3.5.4 and Def. 3.5.6.
D
(n)
p (γ0) denotes the subset of B(I0) consisting of σ-conjugacy classes [b = c−1δσ(c)]I0 arising
from pairs (δ; c) satisfying conditions (iii′) and ∗(δ).
Note that for any δ ∈ G(Ln) such that there exists c′ ∈ G(k) with Nnδ = c′γ0c′−1, the σ-
conjugacy class in B(Gγ0) of b
′ := c′−1δσ(c′) ∈ Gγ0(k) does not depend on the choice of such c′.
Thus, this gives a well-defined map C(n)p (γ0) → B(Gγ0) : [δ] 7→ [b = c−1δσ(c)]Gγ0 . In fact, this
map is injective. Indeed, suppose that there exist δi ∈ G(Ln) and ci ∈ G(k) (i = 1, 2) such that
ciγ0c
−1
i = Nnδi; set bi := c
−1
i δiσ(ci) ∈ Gγ0 as usual. If b2 = d−1b1σ(d) for some d ∈ Gγ0(k), then as
Nnbi = c
−1
i Nnδiσ
n(ci) = γ0 · c−1i σn(ci), we see that
γ0 · c−12 σn(c2) = d−1(γ0 · c−11 σn(c1))σn(d) = γ0 · (c1d)−1σn(c1d),
namely x := c1dc
−1
2 ∈ G(Ln) and δ2 = x−1δ1σ(x). In particular, C(n)p (γ0) is identified with the
subset of B(Gγ0) consisting of the σ-conjugacy classes [b = c
−1δσ(c)]Gγ0 arising from pairs (δ; c)
satisfying conditions (iii′) and ∗(δ). Hence, there exists a cartesian diagram
C
(n)
p (γ0)
  // B(Gγ0)
D
(n)
p (γ0)
  //
OOOO
B(I0),
OO
where the left vertical map is defined by [b]I0 7→ [b]Gγ0 (this is clearly surjective).
The main goal of this subsection is to give a cohomological description of the sets D(n)p (γ0),
C
(n)
p (γ0) (when GQp is quasi-split); see Prop. 3.5.13. For δ ∈ G(Ln), let S C (δ) denote the set of
the σ-conjugacy classes in G(Ln) of elements δ′ ∈ G(Ln) that are stably σ-conjugacte to it (stable
σ-conjugacy is to σ-conjugacy as stable conjugacy is to rational conjugacy, cf. [Kot82, §5]). This
set has a cohomological description:
(3.5.9.1) S C (δ) = im
(
ker[H1(Qp, G
o
δθ)→ H1(Qp, R)]→ ker[H1(Qp, Gδθ)→ H1(Qp, R)]
)
where R = ResLn/QpG [Kot82, p.806] (see also the discussion below). If δ satisfies condition (iii
′′)
of Remark 3.5.7 (for a fixed γ0 ∈ G(Qp)), it also parametrizes the σ-conjugacy classes of elements
δ′ ∈ G(Ln) satisfying the same condition (iii′′), because an element δ′ ∈ G(Ln) satisfies (iii′′) if
and only if its stable norm N (δ′) is equal to the stable conjugacy class of γ0 (Remark 3.5.7, (4)),
while two elements of G(Ln) have the same stable norms if and only if they are stably σ-conjugate
[Kot82, Prop.5.7]. So, when the two conditions (iii′), (iii′′) are the same (which occurs normally
when Gder = Gsc), our set C(n)p (γ0) becomes a subset of S C (δ) and this leads immediately to its
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simple cohomological description. It turns out (Prop. 3.5.13) that the same description is still
valid in the general case (even if the two conditions (iii′), (iii′′) are not necessarily equivalent).
However, our proof of it will be rather indirect: in that regards, note that one cannot appeal to
the same argument above, since it is not clear whether the σ-conjugacy classes in C(n)p (γ0) are
stably σ-conjugate in the usual sense (cf. Remark 3.5.7, (4)) while in the identification just cited
of stable σ-conjugacy in terms of stable norm one uses the usual definition of stable σ-conjugacy.
Instead, we first give a cohomological description for D(n)p (γ0) and use it to obtain the description
for C(n)p (γ0). In our next discussion, we follow [Kot82, §5] (but will use slightly different notations
and conventions). We begin with a review of some basic definitions.
Let E/F be a cyclic extension of degee n contained in F¯ (of characteristic zero), and let σ be
a generator of Gal(E/F ). Let G be a connected reductive group over F , and R := ResE/FGE the
Weil restriction of the base-change of G (this group was denoted by I in loc. cit.). There exists a
natural isomorphism RE
∼→ GE × · · ·GE , where the factors are ordered such that the i-th factor
corresponds to σi ∈ Gal(E/F ) (i = 1, · · · , l) (note the convention different from that of loc. cit.).
The element σ ∈ Gal(E/F ) determines an automorphism θ ∈ AutF (R), which on R(E) takes the
form
(x1, · · · , xn−1, xn) 7→ (x2, · · · , xn, x1)
Note that the composition
∆σ : G(E) = R(F )→ R(E) = G(E) × · · · ×G(E)
is given by
x 7→ (x, xσ, · · · , xσn−1).
We define an F -morphism N : R → R by Nx = x · xθ · · · xθn−1 ; clearly, one has N ◦∆σ = ∆σ ◦ N
on G(E) = R(F ) (N denotes the map Nn on G(E)).
For x ∈ G(E) = R(F ), the σ-centralizer of x is by definition the F -subgroup of R:
Gxθ = {g ∈ R : gxg−θ = x}.
(We sometimes write g−θ for θ(x−1)). If p : RE = GE × · · ·GE → GE denotes the projection onto
the factor indexed by the identity element of Gal(E/F ), by restriction p induces an isomorphism
(3.5.9.2) px : (Gxθ)E → (GE)Nx
(loc. cit., Lemma 5.4). Define G∗xθ to be the inverse image under the E-isomorphism px of the
subgroup G∗Nx of GNx. This is an F -subgroup of Gxθ (loc. cit., Lemma 5.5) which equals the
neutral component Goxθ of Gxθ if Nx is semi-simple, and equals Gxθ when G
der = Gsc.
Definition 3.5.10. (1) Two elements x, y of R(F¯ ) are F¯ -σ-conjugate if there exists g ∈ R(F¯ ) such
that y = gxg−θ.
(2) Two elements x, y of G(E) = R(F ) are stably σ-conjugate if there exists g ∈ R(F¯ ) such that
gxg−θ = y and g−1 · τg ∈ G∗xθ for all τ ∈ Γ := Gal(F¯ /F ).
For the next definition (of w-stable σ-conjugacy relation), we work in the following p-adic set-up:
Let k be an algebraically closed field of char. p > 0 and K = W (k)[1p ]. Suppose that F is a finite
extension of Qp in a fixed algebraic closure K¯ of K and let L be the composite of K and F in K¯.
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We also assume that E ⊂ L and use σ again to denote the Frobenius automorphism of L/F (as
well as its restriction to E).
(3) Two elements x, y of G(E) = R(F ) are w-stably σ-conjugate if there exists g ∈ R(L) such
that gxg−θ = y and g−1 · σg ∈ G∗xθ.
In the set-up of (3), when Nx is semi-simple, two elements x, y ∈ G(E) = R(F ) are stably
σ-conjugate if and only if there exists g ∈ R(F ur) such that gxg−θ = y and g−1 · σg ∈ G∗xθ, by
Steinberg’s theorem H1(F¯ /F ur, G∗xθ) = {1}. In particular, in this case, we have the implications:
stably σ-conjugacy ⇒ w-stably σ-conjugacy ⇒ F¯ -σ-conjugacy.15
Now, we give an explicit relation between the equations appearing in condition (iii) and in F¯ -
σ-conjugacy; this will provide another proof of the lemma. Let W (K¯/F ) be the Weil group, i.e.
the group of continuous automorphisms of K¯ which fix F pointwise and induce on the residue field
k an integral power of the Frobenius automorphism (cf. [Kot85, §1]); when k = F¯p, the restriction
homomorphism W (K¯/F )→ Gal(F¯ /F ) identifies W (K¯/F ) with the usual absolute Weil group WF
of F (loc. cit., (1.4)). There exists an exact sequence 1 → Gal(K¯/L) → W (K¯/F ) → 〈σ〉 → 1
which endows W (K¯/F ) with a natural topology such that the injection identify Gal(K¯/L) with an
open subgroup. For a connected reductive group G over F and b ∈ G(L), we define a cocyle bτ ∈
Z1(W (K¯/F ), G(K¯)) by bτ := Ni(τ)b, where i(τ) ∈ N is determined by τ |L = σi(τ): its cohomology
class is the image of [b] under the isomorphism B(G) = H1(〈σ〉, G(L)) ∼→ H1(W (K¯/F ), G(K¯)).
Lemma 3.5.11. Suppose given δ1, δ2 ∈ G(E), and let x := ∆σ(δ1), y := ∆σ(δ2) ∈ R(F ).
(1) If g0Nδ1g
−1
0 = Nδ2 for some g0 ∈ G(K¯), then for every τ ∈W (K¯/F ), one has
ατ := g
−1
0 ·Nlδ2 · τg0 ·Nlδ−11 ∈ GNδ1 ,
where l = l(τ) ∈ N is determined by τ |E = σl (0 ≤ l < n), and there exists g ∈ R(K¯) such that
gxg−θ = y, and pδ1(g
−1 · τg) = ατ ,
where pδ1 : (Gδ1θ)E → (GE)Nδ1 is the E-isomorphism (3.5.9.2). Moreover, if g0 lies in G(F¯ ) (resp.
in G(L)), then one can choose such g in R(F¯ ) (resp. in R(L)).
(2) Conversely, if gxg−θ = y for g ∈ R(K¯), then one has g0Nδ1g−10 = Nδ2, where g0 ∈ G(K¯) is
the image of g under the map Ξ(n) : R(K¯) = G(E⊗ K¯)→ G(K¯) induced by the canonical E-algebra
homomorphism E⊗ K¯ → K¯ : l⊗ x 7→ lx (so that Ξ(n)|R(E) = p); clearly, if g lies in R(F¯ ) (resp. in
R(L)), then g0 also lies G(F¯ ) (resp. in G(L)).
Proof. (1) The first claim is a formal check (by applying τ to both sides of g0Nδ1g
−1
0 = Nδ2). For
the second claim, we fix an element σ˜ ∈ W (K¯/F ) lifting σ. Since Nx = N∆σδ1 = ∆σ(Nδ1), we
have the relation in R(E) = G(E) × · · · ×G(E):
Ny = (Nδ2, · · · ,Nδσn−12 ) = f(Nδ1, · · · ,Nδσ
n−1
1 )f
−1 = fNxf−1
for f := (g0, gσ˜0 , · · · , gσ˜
n−1
0 ) (for a moment, we write g
τ for τ ∈ W (K¯/F ) instead of τg). Next, we
find h ∈ R(K¯) satisfying that
hxh−θ = y′ := f−1yf θ,
15The notion of w-stable σ-conjugacy is introduced here by the author, to bring attention to the subtle point in
the notion of σ-stable conjugacy, parallel to the difference in (ordinary) stable conjugacy discussed in Remark 3.5.7,
(4), rather than for some explicit use. The author does not know whether the first implication is an equivalence in
general.
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namely, that (h1, · · · , hn)(x1, · · · , xn)(h−12 , . . . , h−1n , h−11 ) = (y′1, · · · , y′n): the condition Nx = Ny′
holds (loc. cit., Lemma 5.2), and this guarantees that this system of equations in hi’s are consistent
and we may choose h1 arbitrarily. By putting h1 = 1, we obtain
hi+1 = (y
′
1 · · · y′i)−1(x1 · · · xi) = (y′i+1 · · · y′n)(xi+1 · · · xn)−1.
for i = 1, · · · , n−1. Hence, we have gxg−θ = y for g := fh ∈ R(K¯) and it is clear that if g0 ∈ G(E′)
for E′ = F¯ or L (so that y′, h ∈ R(E′) too), one also has g ∈ R(E′).
On the other hand, one checks that any τ ∈W (K¯/F ) acts on R(K¯) = G(K¯)× · · · ×G(K¯) by:
(3.5.11.1) (x1, · · · , xn) 7→ (τ(xn−l+1), · · · , τ(xn−l−1), τ(xn−l)),
where τ |E = σl with 0 ≤ l < n (“after applying τ , move each component l-times to the right"); we
set xn+1 := x1, yn+1 := y1. Hence, since y′i = f
−1
i yifi+1 for 1 ≤ i ≤ n (fn+1 := f1), it follows that
pδ1(g
−1 · τg) = (f1h1)−1τ(fn−l+1hn+l+1) = f−11 τ(fn−l+1(y′n−l+1 · · · y′n)(xn−l+1 · · · xn)−1)
= f−11 τ((yn−l+1 · · · yn)f1(xn−l+1 · · · xn)−1)
= f−11 τ(σ
n−l(δ2 · · · δσl−12 )f1σn−l(δ1 · · · δσ
l−1
1 )
−1)
= g−10 ·Nlδ2 · τ(g0) ·Nlδ−11
as was asserted. The last claim is clear from the construction.
(2) Apply N : R→ R followed by Ξ(n) : R(K¯)→ G(K¯) [Kot82, Lem.5.2].
From this lemma, we make an observation (which itself, however, will not be used in the rest of
this work):
Proposition 3.5.12. Suppose given (γ0, δ) ∈ G(Qp) × G(Ln) satisfying condition (iii′) of Def.
3.5.6. Then, an element δ′ ∈ G(Ln) satisfies condition (iii′) for the same γ0 if and only if δ and δ′
are w-stably σ-conjugate.
Next, we recall [Kot97, 4.13, 3.3-3.5] that for any connected reductive F -group H, the map
(3.5.12.1) κH × ν¯H : B(H)→ X∗(Z(Hˆ)Γp)×N (H)
is injective and for any b ∈ H(L), the image under κH of ν¯−1H (ν¯H([b])) is a torsor under H1(F, Jb),
where Jb = JHb is the F -group such that for any F -algebra R,
Jb(R) = {g ∈ G(L⊗R) | bσ(g) = gb}
(σ acting via its action on L): more explicitly, if
(3.5.12.2) Ξ : H(L⊗ K¯)→ H(K¯)
denotes the map induced by the canonical L-algebra homomorphism L⊗ K¯ → K¯ : l ⊗ x 7→ lx, the
cocycle bτ ∈ Z1(W,H(K¯)) (W :=W (K¯/F )) defined by b gives rise to a map
jb = j
H
b : Z
1(W,Jb(K¯))→ Z1(W,H(K¯)) : xτ 7→ Ξ(xτ ) · bτ ,
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which in turn induces an injection (again denoted by jb = jHb )
(3.5.12.3) jb = j
H
b : H
1(F, Jb) →֒ B(H) = H1(W,H)
whose image is jb(H1(F, Jb)) = ν¯
−1
H (ν¯H([b])) (cf. [Kot97, 3.3 - 3.5]).
Now, we assume that F ⊂ Qp is a p-adic local field. Then, for any connected reductive F -groups
I0 ⊂ G and a basic b ∈ I0(k), there exist canonical bijections
ker[H1(F, JI0b )→ H1(F, JGb )] = ker[H1(F, I0)→ H1(F,M)] = ker[H1(F, I0)→ H1(F,G)],
where for H = I0, G, JHb denotes the corresponding group Jb and M := ZG(ν) for ν := νI0(b). The
second equality follows from the fact that as M is a Levi-subgroup of G, the map H1(F,M) →
H1(F,G) is injective (cf. [Kot97, (4.13.3)]). To see the first equality, we choose h ∈ I0(L) and n ∈ N
satisfying Nn(b′) = ν(p)n for b′ := hbσ(h−1) [Kot85, (4.3)]. Then, the maps Int(h) : JHb
∼→ JHb′ are
F -isomorphisms and the inclusion JI0b′ →֒ JGb′ is a simultaneous inner-twist of the inclusion I0 →֒M ,
via the cochain b′τ ∈ C1(W, I0) defined by b′ which becomes cocycles in both Iad0 and Mad (more
precisely, as ν maps to Z(I0), the map Ξ : I0(k⊗ k¯)→ I0(k¯) (3.5.12.2) restricts to an isomorphism
Ξb′ : J
I0
b′ (k¯)
∼→ I0(k¯)
[Kot97, 3.4], which identifies JI0b′ with the inner twist of I0 via the cocycle in Z
1(F ur/F, Iad0 ) defined
by the image of b′ in Iad0 (F
ur)). In view of these, the first equality is due to the canonical bijection
H1(F,H) = H1(F,Hab) (for any connected reductive group H over arbitrary non-archimedean local
F ), which also implies that this equality is independent of the choice of a particular simultaneous
inner twist ((JI0b )Qp →֒ (JGb )Qp)
∼→ ((I0)Qp →֒MQp). The resulting injection
(3.5.12.4) jI0[b] : ker[H
1(F, I0)→ H1(F,G)] →֒ B(I0)
depends only on the σ-conjugacy class [b]I0 , not on the choice of its representative in I0(k) (which
justifies the notation jI0[b]).
Returning to the original set-up (where further F = Qp and W (k¯/Qp) =WQp), we know that:
(i) For any pair of elements (δ, c) ∈ G(Ln) × G(k) satisfying (iii′) of Def. 3.5.6, the associated
element b := c−1δσ(c) has Newton quasi-cocharacter νI0(b) =
1
nνI0(γ0) (Lemma 5.2.2, (2), cf.
[LR87, Lem. 5.15]). In particular, its σ-conjugacy class [b]I0 ∈ B(I0) is basic.
(ii) The functorial map Int(c−1) : G(k ⊗ R) ∼→ G(k ⊗ R) (for Qp-algebras R) restricts to a Qp-
isomorphism
Goδθ
∼→ JI0b ,
Indeed, one has γ0 = (bσ)n · c−1 ·σn · c (identity in G(k)⋊ 〈σ〉), which implies that an element
g ∈ G(k⊗R) commutes with γ0 and bσ if and only if cgc−1 does with δσ = c(bσ)c−1 and σn (σ
acts on G(k⊗R) via its action on k). The composite of this with Ξb : JI0b (k¯)
∼→ JI0b′ (k¯)
∼→ I0(k¯)
above
Goδθ(k¯)
∼→ JI0b (k¯)
∼→ I0(k¯)
equals the restriction to the neutral components of the composite isomorphism
(3.5.12.5) ψ := Int(c−1) ◦ pδ : (Gδθ)k ∼→ (Gk)Nδ ∼→ (Gγ0)k
which satisfies ψ · σψ−1 = Int(b).
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(iii) If the pair (δ, c) is required further to satisfy condition ∗(δ) of Def. 3.5.4, the resulting σ-
conjugacy class [b]G ∈ B(G) is a constant one depending only on γ0.
Therefore, with choice of a reference element b = g−1p δσ(gp) ∈ I0(k), there exist inclusions
(3.5.12.6) D(n)p (γ0) ⊂ jI0[b](ker[H1(Qp, I0)→ H1(Qp, G)]) ⊂ B(I0).
On the other hand, the natural diagram
(3.5.12.7) H1(Qp, Goδθ)
//
≃

H1(Qp, R)
H1(Qp, I0) // H1(Qp, G),
OO
is commutative, where the map H1(Qp, G) → H1(Qp, R) = H1(Ln, G) is the restriction map. To
see this, we replace these cohomology groups by the respective abelianized cohomology groups (Ap-
pendix B). Then, the isomorphism H1(Qp, (Goδθ)ab)
∼→ H1(Qp, (I0)ab) is induced by the restriction
of the inner twist Int(c−1) ◦ pδ (3.5.12.5) to the abelianization complexes (which is then a Qp-
isomorphism). Since pδ is the restriction of Ξ(n) : G(Ln⊗Qp)→ G(Qp) and Int(c) is the identity on
Gab = (Z(G
sc)→ Z(G)), we see that H1(Qp, (Goδθ)ab)
∼→ H1(Qp, Gab) is induced by the restriction
of Ξ(n) to the abelianization complexes. But the identification H1(Qp,ResLn/QpG)
∼→ H1(Ln, G)
(the Shapiro lemma) is also induced by Ξ(n), which proves the commutativity.
Proposition 3.5.13. Suppose given a semi-simple γ0 ∈ G(Qp) and (δ, c) ∈ G(Ln)×G(k) satisfying
conditions (iii′) and ∗(δ). Then, the inclusion (3.5.12.6) is an equality:
D(n)p (γ0) = j
I0
[b](ker[H
1(Qp, I0)→ H1(Qp, G)]).
Also, we have
C(n)p (γ0) = im
(
ker[H1(Qp, G
o
δθ)→ H1(Qp, G)]→ ker[H1(Qp, Gδθ)→ H1(Qp, R)]
)
.
Proof. Let D(n)p (γ0)′ be the subset of B(I0) consisting of σ-conjugacy classes [b = c−1δσ(c)]I0 arising
from the pairs (δ; c) satisfying condition (iii′) (but not necessarily ∗(δ)). Then, we claim that
D(n)p (γ0)
′ = jI0b (ker[H
1(Qp, G
o
δθ)→ H1(Qp, R)])
Clearly, this is the same as D(n)p (γ0)′ = j
I0
b (ker[H
1(Qp, Goδθ) → H1(WQp , R(k¯))]), which we now
show. The inclusion ⊂ follows from the facts that any b′ ∈ D(n)p (γ0)′ has the property νI0(b′) =
νI0(b), and that j
I0
b (H
1(Qp, J
I0
b )) = ν¯
−1
I0
(ν¯I0([b])).
Conversely, any β ∈ ker[H1(Qp, Goδθ)→ H1(Qp, R)] is of the form [g−1 · τg] for some g ∈ R(Qurp ).
Then, we have δ′ := gδg−θ ∈ R(Qp) and gNδg−1 = Nδ′ (in R(Qurp )). Hence, if g0 := Ξ(n)(g) for
the map Ξ(n) : R(Qurp ) → G(Qurp ) from Lemma 3.5.11, (2), we have Nδ′ = g0Nδg−10 (in G(Qurp )),
that is, c′γ0c′−1 = Nδ′ for c′ := g0c ∈ G(k). The inclusion ⊃ will be established, if we show that
b′ := c′−1δ′σ(c′) ∈ I0 and
jI0b (β) = [b
′
τ ]
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for the cocycle b′τ attached to b
′ (i.e. τ 7→ Nl(τ)b′, where l(τ) ∈ N is given by τ |Ln = σl(τ) with
0 ≤ l(τ) < n). If g = (g1, · · · , gn) in R(Qurp ) = G(Qurp ) × · · · × G(Qurp ) (then, g0 = Ξ(n)(g) = g1),
it follows from Nδ′ = g0Nδg
−1
0 that gi = (Ni−1δ
′)−1 · g1 · Ni−1δ, and thus, as pδ(τg) = τ(gn−l(τ)+1)
(3.5.11.1), one has
pδ(g
−1 · τg) = g−10 · Nl(τ)δ′ · τ(g0) · (Nl(τ)δ)−1 = c ·Nl(τ)b′ · (Nl(τ)b)−1 · c−1
for any τ ∈ W ; in particular, b′ ∈ I0. Then, since the map Ξ : Goδθ(k¯)
∼→ JI0b (k¯)
∼→ I0(k¯) equals
Int(c−1) ◦ pδ (3.5.12.5), we see that jI0b (g−1 · τg) = Ξb(g−1 · τg) · bτ = Nl(τ)b′.
From the injectivity of (3.5.12.1), it follows that an element [b′ = c′−1δ′σ(c′)]I0 of D
(n)
p (γ0)
′ lies in
the subset D(n)p (γ0) if (and only if) [b′] = [b] in B(G), namely if β ∈ ker[H1(Qp, JI0b )→ H1(Qp, JGb )]
when [b′]I0 = j
I0
[b](β) (so that [b
′]G = j
G
[b](β), as jb is functorial with respect to I0 → G). But, from
the commutative diagram (3.5.12.7), we see that any class in ker[H1(Qp, I0)→ H1(Qp, G)] already
lies in D(n)p (γ0)′, so the first statement follows. The second statement is a consequence of the first
statement.
3.5.14 Kottwitz invariant Here, we extend, to general groups, the definition of Kottwitz
invariant which was previously used (at least in the context of Shimura varieties, as in [Kot90, §2],
[Kot92, §5]) under the assumption Gder = Gsc. When Gder = Gsc, the notion of Kottwitz invariant
is well-defined by a Kottwitz triple only. For general groups, however, this is not the case any longer,
and we generalize the defintion such that it depends on some auxiliary choices as well as on stable
Kottwitz triple; in fact, as we will see, it seems better to regard Kottwitz invariant as being defined
on the set ker[H1(Af , I0) → H1(Af , G)]. Recall our convention for the notation X∗(A), X∗(A),
and AD: for a locally compact abelian group A, they denote the (co)character groups Hom(C×, A),
Hom(A,C×), and the Pontryagin dual group Hom(A,S1), respectively. Let Γ := Gal(Q/Q).
Let (γ0; γ, δ) be a stable Kottwitz triple and put I0 := Goγ0 , I˜0 := ρ
−1(I0) for the canonical
homomorphism ρ = ρG : Gsc → G. The exact sequence
1→ Z(Gˆ)→ Z(Iˆ0)→ Z( ˆ˜I0)→ 1
induces a homomorphism [Kot84a, Cor.2.3]
(3.5.14.1) ∂ : π0(Z(
ˆ˜I0)
Γ)→ H1(Q, Z(Gˆ)).
Let ker1(Q, Z(Gˆ)) denote the kernel of the localization map H1(Q, Z(Gˆ)) → ∏vH1(Qv, Z(Gˆ)).
Then we define K(I0/Q) by
K(I0/Q) := {a ∈ π0(Z( ˆ˜I)Γ) | ∂(a) ∈ ker1(Q, Z(Gˆ))}.
This is known to be a finite group. Since γ0 is elliptic, there is also an identification
K(I0/Q) =
(⋂
v
Z(Iˆ0)
ΓvZ(Gˆ)
)
/Z(Gˆ).
The Kottwitz invariant α(γ0; γ, δ; (gv)v) attached to the stable Kottwitz triple (γ0; γ, δ) and
certain auxiliary elements ((gl)l 6=p, gp) ∈ G(A¯pf )×G(k) is then a character of K(I0/Q). It is defined
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as a product over all places of Q of the restrictions to K(I0/Q) of some characters α˜v(γ0; γ, δ; (gv)v) ∈
X∗(Z(Iˆ0)
ΓvZ(Gˆ)):
α(γ0; γ, δ; (gv)v) =
∏
v
α˜v|⋂
v Z(Iˆ0)
ΓvZ(Gˆ)
(it factors through the quotient (
⋂
v Z(Iˆ0)
ΓvZ(Gˆ))/Z(Gˆ)). For each place v, α˜v is itself defined as
the unique extension α˜l(γ0; γl; gl) (l 6= p,∞), α˜p(γ0; δ; gp), α˜∞(γ0) of another character on Z(Iˆ0)Γv :
(3.5.14.2) αl(γ0; γl; gl) (l 6= p,∞), αp(γ0; δ; gp), α∞(γ0)
The restriction of α˜v to Z(Gˆ) is defined to be16
(3.5.14.3) α˜v|Z(Gˆ) =

−µ♮ if v =∞
µ♮ if v = p
trivial if v 6= p,∞.
(Such extension of αv ∈ X∗(Z(Iˆ0)ΓvZ(Gˆ)) will be possible, since αv’s have the same restrictions to
Z(Iˆ0)
Γv ∩Z(Gˆ) as these characters (3.5.14.3) on Z(Gˆ), as we will see now). Finally, the characters
αv ∈ X∗(Z(Iˆ0)Γv) (3.5.14.2) are defined as follows:
For each finite place l 6= p, we choose gl ∈ G(Ql) such that
(3.5.14.4) glγ0g
−1
l = γl, and g
−1
l τ(gl) ∈ I0(Ql) ∀τ ∈ Γl,
so that τ 7→ g−1l τ(gl) is a cocycle in Z1(Ql, I0). In view of the canonical isomorphism H1(Ql, I0)
∼→
π0(Z(Iˆ0)
Γl)D [Kot86, Thm.1.2], the corresponding cohomology class gives a character αl(γ0; γl; gl)
of Z(Iˆ0)Γl . We note that this class αl(γ0; γl; gl) lives in ker[H1(Ql, I0)→ H1(Ql, G)] and in general
depends on the choice of gl as well as on the pair (γ0, γl), while its image in H1(Ql, Gγ0) does not.
More precisely, it depends only on the left I0(Ql)-coset glI0(Ql). In [Lab99, p.41], the set of the
left I0(Ql)-cosets of such elements gl (i.e. g
−1
l τ(gl) ∈ I0(Ql),∀τ ∈ Γl) is denoted by H0(Ql, I0\G)
and the set ker[H1(Ql, I0)→ H1(Ql, G)] by D(I0, G;Ql),17 and αl(γ0; γl; gl) is the image of glI0(Ql)
under the natural surjective map
H0(Ql, I0\G)→ ker[H1(Ql, I0)→ H1(Ql, G)] : glI0(Ql) 7→ [g−1l τ(gl)].
Namely, the invariant αl(γ0;−;−) can be regarded as a such map. Also for η ∈ D(I0, G;Ql) :=
ker[H1(Ql, I0) → H1(Ql, G)], the fiber of η is identified with the set G(Ql)/Iη(Ql), where Iη =
xI0x
−1 (inner form of I0) for any x ∈ H0(Ql, I0\G) with image η.
On the other hand, the set ker[H1(Ql, Gγ0)→ H1(Ql, G)] classifies the G(Ql)-conjugacy classes
in the G(Ql)-conjugacy class of γ0 ∈ G(Ql), and its subset
(3.5.14.5) Cl(γ0) := im
(
ker[H1(Ql, I0)→ H1(Ql, G)]→ ker[H1(Ql, Gγ0)→ H1(Ql, G)]
)
classifies the G(Ql)-conjugacy classes in the stable conjugacy class of γ0 ∈ G(Ql). The invariant
αl(γ0; γl; gl) is then a lifting in ker[H1(Ql, I0)→ H1(Ql, G)] of the G(Ql)-conjugacy class of γl.
16The sign here is opposite to the sign used by Kottwitz in [Kot90], [Kot92].
17By definition [Bor98, 3.1.1], H0(Ql, I0\G) equals the hypercohomology set H0(Q, I0 → G) of the complex of
Q-groups I0 → G (I0 being located in degree -1, as always).
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For v = p, when we choose gp ∈ G(k) satisfying condition (iii′) of Def. 3.5.6 (with gp = c), the
element b := g−1p δσ(gp) ∈ I0(k) and its σ-conjugacy class [b]I0 in B(I0) in general depends on the
choice of gp as well as on the pair (γ0, δ) while its σ-conjugacy class in B(Gγ0) does not. We define
αp(γ0; δ; gp) to be the image of this class under the canonical map κI0 : B(I0)→ X∗(Z(Iˆ0)Γ(p)) (or,
its restriction B(I0)basic
∼→ X∗(Z(Iˆ0)Γ(p)) [Kot85, Prop.6.2]).
We have seen (Prop. 3.5.13) that with choice of a reference element [b]I0 inD
(n)
p (γ0) ⊂ B(I0)basic,
the map κI0 − κI0([b]) provides an identification
D(n)p (γ0) = ker[H
1(Qp, I0)→ H1(Qp, G)]
sending [b]I0 to the distinguished element of the target (whose inverse is given by j[b] (3.5.12.6)) and
that the set C(n)p (γ0) of σ-conjugacy classes of elements in G(Ln) satisfying conditions (iii′) and ∗(δ)
is identified with
(3.5.14.6) im
(
ker[H1(Qp, G
o
δθ)→ H1(Qp, G)]→ ker[H1(Qp, Gδθ)→ H1(Qp, R)]
)
.
Further, we can regard the invariant αp as being valued in ker[H1(Qp, Goδθ)→ H1(Qp, G)]; or, as in
the case l 6= p, one can also view αp as a map
H0(Qp, I0\G)→ D(I0, G;Qp).
For v = ∞, we define α∞(γ0) to be the image of µh in π1(I0)Γ(∞) ∼= X∗(Z(Iˆ0)Γ(∞)) for some
h ∈ X factoring through a maximal torus T of G containing γ0 and elliptic over R. This character
is independent of the choice of (T, h) [Kot90, Lem.5.1].
Since the image of αp in X∗(Z(Gˆ)Γ(p)) equals that of the σ-conjugacy class of b in B(GQp) under
κGQp , it is equal to µ
♮ by condition ∗(δ), which makes the construction of α˜v above possible. It also
follows that the product
∏
v α˜v is trivial on Z(Gˆ). Clearly, the Kottwitz invariant α(γ0; γ, δ; (gv)v)
is determined by the adelic class (αv(γ0; γ, δ; gv))v ∈ ker[H1(Af , I0) → H1(Af , G)] (once we fix
a reference σ-conjugacy class [b] = [g−1p δσ(gp)] ∈ B(I0)). Here and thereafter, to have uniform
notation for all v’s, we write αv(γ0; γ, δ; gv) and α˜v(γ0; γ, δ; gv), although for specific v, these depend
only on either γl (l 6= p) or δ.
Later, we will often use the expression “stable Kottwitz triple with trivial Kottwitz invariant".
By this, we will mean that for given stable Kottwitz triple (γ0; (γl)l 6=p, δ) there exist elements
(gv)v ∈ G(A¯pf )× G(k) satisfying conditions (3.5.14.4), (3.5.14.4) such that the associated Kottwitz
invariant α(γ0; γ, δ; (gv)v) vanishes.
3.6 Admissible pairs and associated Kottwitz triples Recall that every parahoric
subgroup Kp ⊂ G(Qp) is defined by a σ-stable facet a in the building B(G, k) which also gives
rise to a parahoric subgroup K˜p ⊂ G(k) with Kp = K˜p ∩ G(Qp). To formulate the definition of
admissible pair for general parahoric level, we need to consider the coset space G(k)/K˜p endowed
with the obvious action of the semi-direct product G(k) ⋊ 〈σ〉, instead of the Bruhat-Tits building
B(G, k) which was used in the hyperspecial level case; note that unless Kp is hyperspecial (in which
case K˜p equals the whole stabilizer Stab(0) ⊂ G(k)), G(k)/K˜p is not a subset of B(G, k) in any
natural manner.
Definition 3.6.1. [LR87, p.189] A pair (φ, ǫ) is called admissible (of level n = [κ(℘) : Fp]m) if
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(1) φ : Q→ GG is admissible in the sense of Def. 3.3.7.
(2) ǫ ∈ Iφ(Q)(= {g ∈ G(Q) | Int(g) ◦ φ = φ}).
(3) There are γ = (γ(v)) ∈ G(Apf ), y ∈ Xp(φ), and x in G(k)/K˜p such that
ǫy = yγ and ǫx = Φmx.
Comments on condition (3) are in order: the equation ǫx = Φmx requires actions of Iφ(Q) and
Φ on G(k)/K˜p. Such actions are specified by choice of u ∈ G(Qp) such that ξ′p := Int(u) ◦ ξp is
unramified (ξp := φ(p) ◦ ζp : Gp → GG(p)). First, as an automorphism of G(k)/K˜p, Φ acts by
left multiplication by Φb := (bσ)[κ(℘):Fp] when ξ′p(sσ˜) = bσ˜ for a (fixed) lifting σ˜ ∈ Gal(Qp/Qp) of
the Frobenius automorphism σ of Qurp (recall that τ 7→ sτ is the previously chosen section to the
projection Gp → Gal(Qp/Qp)). Moreover, the choice of u also fixes an action of Iφ(Q) on G(k)/K˜p
via the homomorphism
Int(u) : Iφ(Qp) = Aut(φ(p)) →֒ Aut(φ(p) ◦ ζp) ∼→ Aut(ξ′p) ⊂ G(Qurp ).
(one has Aut(ξ′p) ⊂ G(Qurp ), since ξ′p(sτ ) = 1⋊τ for every τ ∈ Gal(Qp/Qurp ), so that ǫ′τ = ǫ′ ·ξ′p(sτ ) =
ξ′p(sτ )·ǫ′ = τ(ǫ′)τ for all τ ∈ Gal(Qp/Qurp )). Then, by existence of x inG(k)/K˜p satisfying ǫx = Φmx,
we mean that for some (equiv. any) u ∈ G(Qp) such that Int(u) ◦ ξp is unramified, there exists x in
the coset space G(k)/K˜p satisfying that
(3.6.1.1) ǫ′x = (bσ)[κ(℘):Fp]mx,
where ǫ′ := uǫu−1 ∈ G(Qurp ). Here, to define F = bσ, instead of ξ′p, we could also have used a
Qurp /Qp-Galois gerb morphism θ
ur whose inflation to Qp is ξ
′
p: it does not change b (Lemma 3.2.4).
Remark 3.6.2. (1) Suppose that the anisotropic kernel of Z(G) (maximal anisotropic subtorus of
Z(G)) remains anisotropic over R (then Z(G)(Q) is discrete in Z(G)(Af )); take Kp to be small
enough so that Z(Q) ∩KpKp = {1} and also condition (1.3.7) of [Kot84b] holds.
Then, conjecture (3.4.1) leads to the following description of the finite sets SK(G,X)(Fqm) =
[SK(G,X)(F¯p)]Φ
m=id for each finite extension Fqm of Fq = κ(℘), where Φ := F r is the r = [κ(℘) :
Fp]-th relative Frobenius (cf. [Kot84b, 1.3-1.5], [Mil92, §5]): There exists a bijection (forming a
compatible family for varying Kp)
(3.6.2.1) SK(G,X)(Fqm)
∼→
⊔
(φ,ǫ)
S(φ, ǫ),
where S(φ, ǫ) = Iφ,ǫ(Q)\Xp(φ, ǫ)×Xp(φ, ǫ)Kp/Kp with
Iφ,ǫ := centralizer of ǫ in Iφ(Q),(3.6.2.2)
Xp(φ, ǫ)Kp := {xp ∈ Xp(φ) | ǫxp = xp mod Kp},
Xp(φ, ǫ) := {xp ∈ Xp(φ) | ǫxp = Φmxp}
≃ {xp ∈ X({µX}, b)Kp | ǫ′xp = (bσ)rmxp}.
In (3.6.2.1), (φ, ǫ) runs through a set of representatives for the conjugacy classes of pairs consisting
of an admissible morphism φ and an element ǫ ∈ Iφ(Q)(⊂ G(Q)). We emphasize that the second
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identification of Xp(φ, ǫ) requires choice of g0 ∈ G(Qp) with g0Kp(Qurp ) ∈ Xp(φ) (so that especially,
Int(g−10 ) ◦ φ(p) ◦ ζp is unramified), which also specifies an action of (bσ)r on X({µX}, b)Kp (for the
Frobenius Φ = bσ defined in (3.4.0.3)) as well as an action of ǫ ∈ Iφ(Q) via ǫ′ := Intg−10 (ǫ) (3.4.0.4),
cf. (3.6.1.1).
(2) According to this conjecture (3.6.2.1), an admissible pair (φ, ǫ) will contribute to the set
SK(G,X)(Fqm) if and only if in condition (3) one can find y ∈ Xp(φ)(⊂ G(A¯pf )) and a solution
x ∈ G(k)/K˜p to the equation ǫx = Φmx (i.e. to (3.6.1.1)), further satisfying that
(3.6.2.3) y−1ǫy ∈ Kp, and x ∈ X({µX}, b)Kp
Regarding this, we emphasize that in condition (3) of the definition of an admissible pair,
y ∈ Xp(φ) and x ∈ G(k)/K˜p are not demanded to satisfy this (seemingly natural) condition
(3.6.2.3).18. Indeed, Langlands and Rapoport made this point explicit: “Es wird übrigens nicht
verlangt, dass x in Xp liegt.” [LR87, p. 189, line +18]. We remark that the main function of this
notion of admissible pair is to attach a Kottwitz triple, but the usefulness of this definition comes
from its flexibility that x in (3.6.1.1) is not required to be found in X({µX}, b)Kp .
(3) We will call an admissible pair (φ, ǫ) Kp-effective, respectively Kp-effective if there exist
y ∈ Xp(φ), respectively x ∈ G(k)/K˜p with ǫx = Φmx, satisfying the conditions (3.6.2.3). Note that
if (φ, ǫ) is Kp-effective and ǫ ∈ G(Apf ), ǫ itself lies in a compact open subgroup of G(Apf ) (cf. proof
of Lemma 5.1.1, (2)).
Two admissible pairs (φ, ǫ), (φ′, ǫ′) are said to be equivalent (or conjugate) if there exists g ∈
G(Q) such that (φ′, ǫ′) = g(φ, ǫ)g−1.
3.6.3 Now, we explain how with any admissible pair (φ, ǫ), one can associate a Kottwitz triple
(γ0; γ := (γl)l 6=p, δ), cf. [LR87], p189.
First, we set γl := γ(l), i.e. γ = y−1ǫy ∈ G(Apf ) for some y ∈ Xp(φ). When we replace y by
yh, h ∈ G(Apf ), γ goes over to h−1γh, thus the G(Apf )-conjugacy class of γ is well-determined by
the pair (φ, ǫ). Also, one easily sees that if (φ′, ǫ′) = g(φ, ǫ)g−1 (g ∈ G(Q)), the corresponding
G(Apf )-conjugacy classes of (γ
′
l)l 6=p, (γl)l 6=p are the same, since y 7→ gy gives a bijection Xp(φ)
∼→
Xp(Intg ◦ φ).
Next, to find γ0, we use Lemma 4.2.11 below, which is a generalization of Lemma 5.23 of [LR87].
If an admissible pair (φ, ǫ) satisfies that φ = i ◦ ψT,µh and ǫ ∈ T (Q) for a special Shimura datum
(T, h), then we will say that it is nested 19 in (T, h) and that the (admissible) pair (i ◦ ψT,µh , ǫ)
is a special (admissible) pair. Hence, this lemma says that every admissible pair is conjugate to
an admissible pair that is nested (in particular, well-located) in a special Shimura sub-datum of
(G,X). Then, we define γ0 to be any (semi-simple) rational element of G that is G(Q)-conjugate
to ǫ and also lies in a maximal Q-torus T ′ of G that is elliptic at R, which we now know exists; note
that any such γ0 given by Lemma 4.2.11 is always semi-simple. By definition, this rational element
is well-defined up to G(Q)-conjugacy.
Finally, to define δ, we choose u ∈ G(Qp) such that Intu ◦ ξp (ξp := φ(p) ◦ ζp) is unramified.
When Intu ◦ ξp is the inflation of a morphism θur : D → GurGQp of Galois Q
ur
p /Qp-gerbs, we define
b ∈ G(Qurp ) by θur(sσ) = bσ, and put ǫ′ = uǫu−1 ∈ G(Qurp ).
18So, Definition 5.8 of [Mil92] is not correct, thus some proofs based on it in that work, especially the proof of Cor.
7.10, are incomplete; the first complete proof of (a substantial generalization of) that corollary is given in this work.
19This is our translation of the German word eingeschachtelt used by Langlands-Rapoport [LR87, p.190, line19].
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Lemma 3.6.4. (1) Let Ψ = bσn ∈ G(k)⋊ 〈σ〉 such that n 6= 0. Then, Ψ is conjugate under G(k) to
σn if and only if Ψ fixes some point in G(k)/K˜p.
(2) Let H be a quasi-split group over a p-adic field, either a local field F or the completion L
of its maximal unramified extension F ur in F . Then, the map vHL : H(k) → Hom(X∗(Z(Ĥ))I ,Z)
(§ 2.1.1) vanishes on any special maximal bounded subgroup of H(k) (not just on special parahoric
subgroups).
Proof. (1) This is Lemma 1.4.9 of [Kot84b] when xo is a hyperspecial point, and its proof continues
to work in our setup: note that the parahoric group scheme over Zurp attached to x
o has connected
special fiber, so the result of Greenberg [Gre63, Prop. 3] still applies.
(2) When H is unramified and F is a local field, this is (stated and) proved in Lemma 3.3
of [Kot84a] (where λH is the same as the restriction of wHL to H(F )). But one easily sees that
for general quasi-split H, the same argument works with the map vHL and any special maximal
bounded subgroup (instead of special parahoric subgroup). More explicitly, as the relation (3.3.4)
in loc. cit. continues to hold, one just needs to note (in the last step of the original argument) that
for a maximal split torus S of G whose apartment contains a given special point xo ∈ B(G,L) and
T = ZG(S), the subgroup T (k)0 := T (k)∩Fix(xo) equals ker(vT ) [HR08]; it is the maximal bounded
subgroup of T (k).
Lemma 3.6.5. There exists c ∈ G(k) such that δ := cbσ(c−1) lies in G(Ln) and that Nnδ and γ0
are conjugate under G(Qp).
Proof. By definition (cf. 3.6.1.1) and Lemma 3.6.4, there exists c ∈ G(k) such that
c(ǫ′−1Fn)c−1 = σn.
If we define δ ∈ G(k) by
δσ := cFc−1 = c(bσ)c−1,
i.e. δ = cbσ(c−1), then it follows (as shown on p. 291 of [Kot84b]) that δ ∈ G(Ln) and σn =
c(ǫ′−1Fn)c−1 = cǫ′−1c−1(δσ)n = (cǫ′−1c−1Nnδ)σ
n, i.e. Nnδ = cǫ′c−1, so that
(3.6.5.1) Nnδ = cǫ
′c−1 = (cu)ǫ(cu)−1 = (cug)γ0(cug)
−1,
where ǫ = gγ0g−1 for g ∈ G(Q). This implies that Nnδ and γ0 are conjugate under G(Qp).
Choose δ ∈ G(Ln) as in Lemma 3.6.5: its σ-conjugacy class in G(Ln) is uniquely determined
by the admissible pair (φ, ǫ). We will say that the admissible pair (φ, ǫ) gives rise to the triple
(γ0; (γl)l 6=p, δ) (or, the triple (γ0; (γl)l 6=p, δ) is attached to the pair (φ, ǫ)); then ǫ and γ0 are G(Q)-
conjugate, among others. Also note that by definition (cf. (§ 3.2.3)), the σ-conjugacy class cls(φ) ∈
B(GQp) attached to φ(p) (the pull-back of φ to Gal(Qp/Qp)) is [δ] ∈ B(GQp).
Remark 3.6.6. For γ0 ∈ G(Qp), let C(n)p (γ0)′ be the set of σ-conjugacy classes in G(Ln) of elements
δ ∈ G(Ln) for which there exists c′ ∈ G(k) with Nnδ = c′γ0c′−1 (i.e. it is the same set as C(n)p (γ0)
of Def. 3.5.9 except that we do not demand the condition ∗(δ)); then the map
C(n)p (γ0)
′ →֒ B(Gγ0) ; δ 7→ [b′] = [c′−1δσ(c′)]
is well-defined and injective (cf. § 3.5.8).
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Suppose that a pair (γ0, δ) ∈ G(Q) × G(Ln) arises from an admissible pair (φ, ǫ), that is, that
γ0 = Int(g)(ǫ) for some g ∈ G(Q), δ = cbσ(c−1) for some c ∈ G(k) and bσ = θur(sσ), where θur is a
Qurp /Qp-Galois gerb morphism whose inflation to Qp equals Int(u) ◦ ξp for some u ∈ G(Qp). Then,
in general, b′ := c′−1δσ(c′) defined by c′ ∈ G(k) with Nnδ = c′γ0c′−1 is different from b defined by
θur(sσ) = bσ (which thus depends on the choice of u).
But, if ǫ ∈ G(Q) and φ factors through GI0 ⊂ GG (for example, if (φ, ǫ) is well-located in a
maximal Q-torus T or if Gǫ is already connected), we can take γ0 = ǫ and also pick an element u
making Int(u) ◦ φ(p) ◦ ζp unramified (say, inflation of θur) from I0(Qp). With such choice of γ0 and
u, we have the equality
[b] = [b′] in B(Gγ0)
(these σ-conjugacy classes [b], [b′] in B(Gγ0) do not depend on the choices involved, i.e. choices of
any of u ∈ I0(Qp), c, c′ ∈ G(k)). In fact, we can choose c′ such that b′ := c′−1δσ(c′) equals b (as
elements in Gγ0(k)). Indeed, by construction (cf. proof of Lemma 3.6.5), we have δ = cbσ(c
−1) for
some c ∈ G(k) such that c(ǫ′−1(bσ)n)c−1 = σn (ǫ′ := uǫu−1 = ǫ), so that Nnδ = cǫ′c−1 = cγ0c−1
in (3.6.5.1). Then we can take c for c′, so that b′ = c−1δσ(c) = b. In particular, there exists a
representative in I0(k) of [b′] ∈ B(Gγ0).
It is immediate that equivalent admissible pairs give rise to equivalent Kottwitz triples. However,
non-equivalent admissible pairs can also give equivalent Kottwitz triples, and there is a cohomo-
logical expression for the number of non-equivalent admissible pairs giving rise to a given Kottwitz
triple (see Theorem 5.2.9).
Proposition 3.6.7. Every special admissible pair (φ, ǫ) of level n = [κ(℘) : Fp]m gives rise to a
stable Kottwitz triple (γ0; (γl)l 6=p, δ) of level n (Def. 3.5.4) for which there exist (gv)v ∈ G(A¯pf ) ×
G(k) satisfying (3.5.14.4), (3.5.14.4) such that the associated Kottwitz invariant α(γ0; γ, δ; (gv)v)
vanishes.
Recall that an admissible pair (φ, ǫ) is special if there exists a special Shimura sub-datum (T, h)
such that φ = ψT,µh and ǫ ∈ T (Q), and that every admissible pair is conjugate to a special one
(Lemma 4.2.11).
Proof. First, condition (i) of § 3.5.3 (and (i′) of Def. 3.5.6 as well) is clear. By Lemma 3.3.3, we
have (gv)v 6=p,∞ ∈ T (A¯pf ) ∩ Xp(φ) which implies that we may take γl to be γ0 ∈ T (Ql), thereby
establishing condition (ii′): note that condition (ii) itself just follows from condition (2) of Def.
3.3.7. Condition (iii) was proved in Lemma 3.6.5. For condition (iii′), we have seen in Remark 3.6.6
that one can find δ ∈ G(Ln) and c ∈ G(k) satisfying that cγ0c−1 = Nnδ and b := c−1δσ(c) ∈ T (k):
there exist u ∈ T (Qp) and c ∈ G(k) such that Int(u) ◦ φ(p) ◦ ζp is the inflation of a Qurp /Qp-Galois
gerb morhism θur and cγ−10 θ
ur(sσ)
nc−1 = σn, and one defines δ := cbσ(c−1) for bσ := θur(sσ). That
the condition ∗(δ) holds is a consequence of φ being admissible (specifically, condition (3) of Def.
3.3.7) in view of [He15, Thm. A]. Therefore, the triple (γ0; γ, δ) just defined is a stable Kottwitz
triple. Finally, it remains to verify vanishing of the Kottwitz invariant α(γ0; (γl)l 6=p, δ; (gv)v) for
suitable elements (gv)v ∈ G(A¯pf ) × G(k); as observed before [Kot90, p.172], this will also establish
condition (iv) (alternatively, we can take Iφ,ǫ for I in condition (iv), [Mil92, Lem6.10]). We take
gv = 1 for v = l 6= p and gp = c above. Then, we have αl = 1 for l 6= p, and αv’s for v = p,∞ are
±1 times the restrictions of the character of Tˆ defined by µh with different signs (Lemma 3.3.9),
from which the vanishing of α(γ0; (γl)l 6=p, δ; (gv)v) is obvious.
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4 Every admissible morphism is conjugate to a special admissible
morphism
We make some comments on various assumptions called upon in this section. First, there are two
running assumptions: (1) GQp is quasi-split, and (2) GQp splits over a tamely ramified extension of
Qp (more precisely, GscQp is a product
∏
iResFi/QpGi of simple groups each of which is the restriction
of scalars ResFi/QpGi of an absolutely simple group Gi over a field Fi such that Gi splits over
a tamely ramified extension of Fi): condition (2) is directly invoked only in Lemma 4.2.4 which
however is used in all the main results of this section. Secondly, the level subgroup can be arbitrary
parahoric subgroup (except in Thm. 4.2.13, (2)), and Gder is not assumed to be simply connected,
unlike in the original work [LR87]. Finally, every statement involving the pseudo-motivic Galois
gerb P (instead of the quasi-motivic Galois gerb Q) will (for safety) assume that the Serre condition
holds for the Shimura datum (G,X) (i.e. the center Z(G) splits over a CM field and the weight
homomorphism wX is defined over Q). Of course, in every statement we will make explicit the
assumptions that we impose.
4.1 Transfer of maximal tori and strategy of proof of Theorem 4.1.3
4.1.1 In the work of Langlands-Rapoport, a critical role is played by the notion of transfer (or
admissible embedding) of maximal torus. Recall [Kot84b, §9] that for a connected reductive group
G over a field F , if ψ : HF
∼→ GF is an inner-twisting and T is a maximal F -torus of H, an F -
embedding i : T → G is called admissible if it is of the form Intg ◦ψ|T for some g ∈ G(F ) (equiv. of
the form ψ ◦ Inth|T for some h ∈ H(F )). Whether an F -embedding i : T → G is admissible or not
depends only on the conjugacy class of the inner-twisting ψ. We will also say that T transfers to G
(with a conjugacy class of inner twistings ψ : HF
∼→ GF understood) if there exists an admissible
F -embedding T → G (with respect to the same conjugacy class of inner twistings). Usually, this
notion is considered when H is a quasi-split inner form of G, due to the well-known fact [PR94,
p.340] that every maximal torus in a reductive group transfers to its quasi-split inner form, but
here we do not necessarily restrict ourselves to such cases. In fact, we will consider more often the
identity inner twisting IdG : GF = GF , in which case if Intg : TF →֒ GF
=→ GF is an admissible
embedding, we will also let Intg denote both the Q-isomorphism T → Intg(T ) of Q-tori and the
induced morphism of Galois gerbs GT → GIntg(T ); of course the latter is also the restriction of Intg,
regarded as an automorphism of the Galois gerb GG, to GT .
4.1.2 We say that an admissible morphism φ : P → GG is well-located20 if φ(δn) ∈ G(Q) for all
sufficiently large n. Here, δn is the element in P (K,m)(Q) introduced in Lemma 3.2.9, (2) for any
P(K,m) which φ factors through: φ(δn) does not depend on the choice of such P(K,m) by the
compatibility property of δn (loc. cit.). More generally, for a Q-subgroup H of G, we will say that an
admissible morphism φ : P→ GG is well-located in H if φ(δn) ∈ H(Q) for all sufficiently large n and
φ factors through GH ⊂ GG; note the second additional requirement. For example, every special
admissible morphism i ◦ ψT,µh (for a special Shimura sub-datum (T, h)) is always well-located (in
T ). Indeed, δn ∈ P (K,m)(Q) (for sufficiently large n divisible by m) and the restriction of i ◦ψT,µh
to kernels is defined over Q [LR87, p.143, second paragraph].
20This is our translation of the German word günstig gelegen used by Langlands-Rapoport [LR87, p.190, line8].
53
Recall the Q-group scheme Iφ = Isom(φ, φ) (3.1.1.2). When φ : P → GG is well-located, this
group scheme is identified in a natural way with the inner twist via φ of the Q-group scheme
I := ZG(φ(δn)),
the centralizer Q-group of φ(δn) ∈ G(Q) for any sufficiently large n (I is connected and does not
depend on the choice of such n). More precisely, if φ(qρ) = gρ ⋊ ρ for the chosen section ρ 7→ qρ
to P → Gal(Q/Q) (Remark 3.2.11, (3)), the 1-cochain ρ 7→ gρ takes values in I(Q) and its image
in Iad(Q) is a cocycle (although the original cochain ρ 7→ gρ itself is not). The group Iφ is then
defined by its cohomology class in H1(Q, Iad); so, there exists an inner twisting Q-isomorphism
(4.1.2.1) ψ : IQ
∼→ (Iφ)Q,
under which
Iφ(Q) = {g ∈ I(Q) | gρρ(g)g−1ρ = g} = {g ∈ G(Q) | Int(g) ◦ φ = φ}.
We will also say that an admissible pair (φ, ǫ) is well-located if φ is a well-located admissible
morphism and ǫ ∈ Iφ(Q) lies in G(Q) (a priori, ǫ ∈ Iφ(Q) is only an element of G(Q) via Iφ(Q) ⊂
Iφ(Q) = I(Q) ⊂ G(Q)). If φ is well-located in H and ǫ ∈ Iφ(Q) ∩ H(Q) for a Q-subgroup H of
G, the admissible pair (φ, ǫ) will be said to be well-located in H. Clearly, any admissible pair (φ, ǫ)
nested in some special Shimura datum (T, h) is well-located (in T ).
We also note that for any admissible morphism φ mapping into GT for a maximal Q-torus T ,
the torus T is also a Q-subgroup of Iφ (so T (Q) ⊂ Iφ(Q) = {g ∈ G(Q) | Int(g) ◦ φ = φ}). Indeed,
suppose that φ : P→ GT factors through P(K,m) for a CM field K Galois over Q and m ∈ N. We
need to check that any ǫ ∈ T (Q) commutes with φ(δn) and φ(qρ) (for all n≫ 1 and ρ ∈ Gal(Q/Q)).
But, the first is obvious and for the second, in general, for x ∈ G(Q), we have
φ(qρ)xφ(qρ)
−1 = (gρρ)x(gρρ)
−1 = (gρρ)x(ρ
−1(g−1ρ )ρ
−1) = gρρ(x)g
−1
ρ · 1,
so that ǫ ∈ T (Q) and gρ ∈ T (Q) together imply that ǫ ∈ Iφ(Q).
Theorem 4.1.3. Assume that GQp is quasi-split, and that G
sc
Qp is a product
∏
iResFi/QpGi of simple
groups each of which is the restriction of scalars ResFi/QpGi of an absolutely simple group Gi over
a field Fi such that Gi splits over a tamely ramified extension of Fi. Let Kp be a parahoric subgroup
of G(Qp).
(1) Every admissible morphism φ : P → GG is conjugate to a special admissible morphism
i ◦ ψT,µh : P → GT →֒ GG (for some special Shimura sub-datum (T, h ∈ Hom(S, TR) ∩ X) and
i : GT → GG the canonical morphism defined by the inclusion i : T →֒ G).
(2) Let φ : P → GG be a well-located (i.e. φ(δn) ∈ G(Q) for all n ≫ 1) admissible morphism.
Then, for any maximal torus T of G, elliptic over R, such that
(i) φ(δn) ∈ T (Q) for a sufficiently large n (i.e. T ⊂ I := ZG(φ(δn))), and
(ii) TQp ⊂ IQp is elliptic,
φ is conjugate to a special admissible morphism ψT ′,µh′ , where T
′ = Intg′(T ) for some transfer of
maximal torus Intg′ : T →֒ G (g′ ∈ G(Q)) (with respect to the identity inner twisting, i.e. the
composite map TQ →֒ GQ
Intg′−→ GQ is defined over Q).
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(iii) If furthermore TQl ⊂ GQl is elliptic at some prime l 6= p and H1(Qp, T ) = 0,
we may find such transfer of maximal torus Intg′ : T →֒ G which is also conjugation by an element
of G(Qp) (i.e. Intg′ : TQp → GQp equals Inty for some y ∈ G(Qp)).
In the case where the level subgroup Kp is hyperspecial and Gder = Gsc, the first statement is
Satz 5.3 of [LR87]. The second statement is new; it was motivated by gaining control on special
admissible morphism (especially on the torus T ) that is conjugate to a given admissible morphism.
To establish these statements, we will adapt the arguments from the proof of loc. cit., which we
now review briefly. It can be divided into three steps:
I. The first step is to replace a given admissible morphism φ by its conjugate that is well-located
(i.e. when we denote the conjugate again by φ, we have φ(δn) ∈ G(Q)).
II. The second step is to show that there is a conjugate Intg ◦ φ : P → GG (g ∈ G(Q)) of φ in
step I which factors through GT for some maximal Q-torus T (of G) that is elliptic over R.
Again, let us denote this conjugate Intg ◦ φ by φ.
III. The final step is to find an admissible embedding Intg′ : T →֒ G (with respect to the identity
inner twisting id : GQ = GQ, g
′ ∈ I(Q)) such that Intg′ ◦ φ : P→ GIntg′(T ) becomes a special
admissible morphism.
We point out that while the first two steps will be established by arguments in Galois cohomology
which do not use level subgroups, we need to validate the third step for parahoric level subgroups
(see Lemma 4.2.4 below) and also that in the original argument (i.e. proof of [LR87], Satz 5.3),
the assumption Gder = Gsc was needed only in the third step. For the finer claim (2), it is also
necessary to strengthen the second step in addition to the third one. For that purpose (and some
other potential applications), we formalize (with some improvements incorporated) these steps into
two propositions respectively: Prop. 4.1.4, Prop. 4.1.5. We first introduce these propositions,
postponing their proofs to the next subsection.
Proposition 4.1.4. Let φ : P → GG be an admissible morphism and T a maximal Q-torus of G,
elliptic over R, having properties (i) and (ii) of Thm. 4.1.3, (2). Then, there exists g ∈ I(Q) such
that Intg ◦ φ maps P into GT (→֒ GG).
Notice that here we only modify φ (while keeping T ). This proposition can be regarded as a
souped-up version of the second step above, in the following sense. In the original second step (i.e.
[LR87], p. 176, from line 1 to -5), we are given an admissible morphism φ and want to find a
maximal Q-torus T such that some conjugate of φ maps into GT ⊂ GG. There, φ is considered
somewhat as given and one looks for T with this property. As such, the choice of T is restricted by
φ, namely, for arbitrary φ there is very little room of choice for such T . In our case, however, we
start with some fixed torus T and demand that a conjugate of φ factors through GT . It turns out
that this becomes possible if T satisfies properties (i) and (ii) of Thm. 4.1.3, (2).
Also we note that the new pair (Intg◦φ, T ) still enjoys properties (i) and (ii), since Intg◦φ(δn) =
gφ(δn)g
−1 = φ(δn) (as g ∈ I(Q)).
The next proposition is also an enhanced version of the third step above.
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Proposition 4.1.5. If an admissible morphism φ : P→ GG is well-located in a maximal Q-torus T
of G that is elliptic over R, there exists an admissible embedding of maximal torus Intg′|T : T →֒ G
such that Intg′ ◦ φ : P→ GT ′ is special, where T ′ := Intg′(T ) (Q-torus), i.e. Intg′ ◦ φ = ψT ′,µh′ for
some h′ ∈ X ∩Hom(S, T ′R).
If T further fulfills condition (iii) of Thm. 4.1.3, one can find such transfer of maximal torus
Intg′ (i.e. Intg′ ◦ φ becomes special admissible) which also satisfies that
• Intg′|T
Qp
: TQp →֒ GQp equals Inty|TQp : TQp →֒ GQp for some y ∈ G(Qp).
In particular, TQp and T
′
Qp are conjugate under G(Qp).
In the original case of hyperspecial Kp, the first statement of this proposition is established in
the course of proving Satz 5.3 (more precisely, in the part beginning from Lemma 5.11 until the
end of the proof of that theorem; this is also the only part in the proof of Satz 5.3 that requires
the assumption Gder = Gsc, cf. Footnote 23). On the other hand, we remark that the idea of
exploiting a transfer of maximal torus i : T
∼→ T ′ which becomes G(Qp)-conjugacy first appeared
in our previous work [Lee16, Thm. 4.1.1], and will find similar application here later.
Finally, we point out that the three properties (i) - (iii) of Theorem 4.1.3 remain intact under any
transfer of maximal torus. Indeed, an inner automorphism does not interfere with the center and a
transfer of maximal torus i : T → G also restricts to a Q-isomorphism i : Z(ZG(t)) ∼→ Z(ZG(i(t)))
for any t ∈ T (Q).
In the next subsection, we present the proofs of Prop. 4.1.4, 4.1.5, and Theorem 4.1.3.21
4.2 Proofs of Propositions 4.1.4, 4.1.5, and Theorem 4.1.3 Recall that we have fixed
a continuous section ρ 7→ qρ to the projection P։ Gal(Q/Q) (Remark 3.2.11, (3)).
Lemma 4.2.1. Let φ : P→ GG be a well-located admissible morphism. Let T be a maximal Q-torus
of I := ZG(φ(δn)) (n≫ 1) and ψ : IQ
∼→ (Iφ)Q the inner twisting (4.1.2.1).
If for some a ∈ G(Q), Inta−1 : TQ →֒ GQ induces a Q-rational map from T to Iφ, the latter
being regarded as a Q-subgroup of GQ via the inner twisting ψ, Inta ◦ φ factors through GT ⊂ GG.
f a ∈ I(Q), the converse also holds: if Inta ◦ φ factors through GT , ψ ◦ Inta−1|T : (T )Q →֒ IQ
∼→
(Iφ)Q is Q-rational (i.e. is a transfer of the maximal torus T ⊂ I into Iφ with respect to ψ).
In particular, a conjugate of φ maps into GT if T ⊂ I transfers to Iφ with respect to the inner
twisting IQ
∼→ (Iφ)Q (4.1.2.1).
Proof. As φ is well-located, φ(δn) ∈ Z(Iφ)(Q) and thus Inta ◦ φ(δn) ∈ T (Q). This is equivalent
to that (Inta ◦ φ)∆ maps P to T , as {δkn}k∈N is Zariski-dense in P (K,n) (for any suitable CM
field K) (Lemma 3.2.9, (2)). Next, via ψ we identify Iφ(Q) with I(Q) ⊂ G(Q) endowed with the
twisted Galois action g 7→ gρρ(g)g−1ρ , where g 7→ ρ(g) is the original Galois action on G(Q). Let
φ(qρ) = gρρ. Then, the condition means that
(4.2.1.1) gρρ(a
−1ta)g−1ρ = a
−1ρ(t)a
for all t ∈ T (Q), which is the same as that agρρ(a)−1 ∈ T (Q), as ZG(T ) = T . As aφa−1(qρ) =
agρρ(a)
−1ρ, this implies the assertion.
21The original arguments in [LR87] use the quasi-motivic Galois gerb Q (instead of the pseudo-motivic Galois gerb
P) whose definition is however wrong (cf. [Rei97, Appendix B]). Fortunately, the whole arguments remain valid with
Q replaced by P, as long as the (admissible) morphisms in question factor through P.
56
4.2.2 Proof of Proposition 4.1.4.
Proof. Let I = ZG(φ(δn)) and ψ : IQ
∼→ (Iφ)Q the inner twisting defined by φ (4.1.2.1); by our
assumption that φ(δn) ∈ T (Q), T is a Q-subgroup of I. So, by Lemma 4.2.1, it suffices to prove that
T transfers to Iφ (with respect to the conjugacy class of ψ). Since TQv is elliptic in IQv at a place v
(i.e. at v =∞, p), according to [LR87, Lem. 5.6] (in which G∗ does not need to be quasi-split; see
also the discussion in §9 of [Kot84a], particularly 9.4.1, 9.5), it suffices to check that T transfers to
Iφ everywhere locally (with respect to ψQv). At v = ∞, p, this already follows from the condition
that TQv is an elliptic torus of IQv [LR87, Lem. 5.8, 5.9]. At a finite place v 6= p, since φ ◦ ζv
is conjugate to the canonical trivialization ξv : Gv → GG(v) = G(Qv) ⋊ Gv (Def. 3.3.7, (2)), the
inner-twisting ψQl : IQv
∼→ (Iφ)Qv (via the chosen embedding Q →֒ Qv), after conjugation, descends
to an Qv-isomorphism
IQv
∼→ (Iφ)Qv .
As was explained after the statement of Theorem 4.1.3, Proposition 4.1.5 is a strengthening of
the third step in the proof of Satz 5.3 in [LR87]. The proof of this step in loc. cit. itself proceeds
in three steps: Lemma 5.11, Lemma 5.12, and the rest of the proof of Satz 5.3 (p.181, line 1-19 of
[LR87]). Again we will prove our proposition along the same line. First, we need some facts from
Bruhat-Tits theory.
Lemma 4.2.3. (1) Let G be a (connected) reductive group over a field F . Then, for any F -split
F -torus AM in G, its centralizer M := ZG(AM ) is an F -Levi subgroup of G (i.e. a Levi factor
defined over F of an F -parabolic subgroup of G). If G is quasi-split, then so is M .
From now on, we suppose that F is a complete discrete valued field with perfect residue field
(mainly, local fields or k = Frac(W (F¯p))), and G a connected reductive group over F . As before, let
M = ZG(AM ) for a split F -torus AM , and fix a maximal split F -torus S of G containing AM . Let
AG = AG(S,F ) and AM = AM (S,F ) denote respectively the apartments in the buildings B(G,F )
and B(M,F ) corresponding to S.
(2) Every affine root α of AG whose vector part a = v(α) ∈ Φ(G,S) is a root in Φ(M,S) is also
an affine root of AM .
(3) For any special maximal parahoric subgroup K of G(F ) associated with a special point in
AG, the intersection K ∩M(F ) is also a special maximal parahoric subgroup of M(F ).
Proof. (1) These are standard. For the first claim, see [BT65, Thm. 4.15]. The second claim is
easily seen. We use the fact that for a (connected) reductive group H over a field F , H is quasi-split
if and only if for a (equiv. any) maximal F -split torus of H, its centralizer in H is a (maximal)
torus.
Now, as any torus containing AM is a subgroup of M = ZG(AM ), so is any maximal F -split
torus of G containing AM ; choose one and call it S. As G is quasi-split, the centralizer T := ZG(S)
of S is a torus of G, thus is itself contained in M . Now, T is also the centralizer of S in M .
(2) This also follows readily from definition. First, we recall that the relative root datum
Φ(M,S) = (X∗(S), R∗(M),X
∗(S), R∗(M)) for (M,S) is a closed sub-datum of the root datum
Φ(G,S) = (X∗(S), R∗(G),X
∗(S), R∗(G)) defined by a subset I of the set ∆ = {a1, · · · , an} of
simple roots (for some ordering on R∗(G)) [BT65, Thm. 4.15]:
(4.2.3.1) R∗(M) = R∗(G) ∩
∑
ai∈I
Zai,
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and AM = (∩α∈I ker(α))o (the largest split F -torus in the center Z(M)). Next, for an affine function
α onA(S,F ) ∼= X∗(S)R (regarded as a common affine space without any apartment structure) whose
vector part belongs to Φ, let XGα be defined as in [Tit79, 1.4] with respect to G, i.e.
XGα = {u ∈ Uv(α)(F ) | u = 1 or α(v(α), u) ≥ α}.
Here, for a ∈ R∗(G,S), Ua refers to the associated root group. This an unipotent F -group, which
was denoted by FUa or U(a) in [BT65], 5.2.
22 When a ∈ R∗(M,S), as Ua ⊂ M for a ∈ R∗(M),
it follows from definition that this Ua is the same group as that defined regarding a as a root for
(M,S). Similarly, if v(α) ∈ R∗(M), the same is also true of the affine function α(v(α), u). In more
detail, its definition uses only the properties of root (group) datum (of type some root system) in
the sense of [BT72, 6.1]. For S and Ua (a ∈ R∗(G,S)) as above, there exist certain S-right cosets
{Ma}a∈R∗(G,S) such that the family of subgroups
{S, {Ua,Ma}a∈Φ(G,S)}
becomes a root group datum of type Φ(G,S) (in G) (in fact Ma is then a subset of the group
generated by {S,Ua, U−a}, cf. [BT72, (6.1.2), (9)]). In particular, the element m(u) (for each
u ∈ Ua(F )\{1}) appearing in [Tit79, 1.4] belongs to Ma and is determined solely by the root group
datum {S, {Ua,Ma}a∈Φ(G,S)} [BT72, (6.1.2), (2)]. But, as Φ(M,S) is (quasi-)closed in Φ(G,S) and
Ua ⊂ M for a ∈ R∗(M), the subset {T, {Uα,Mα}α∈Φ(M,S)} is also a root datum of type Φ(M,S)
(in G), cf. [BT72, 7.6]. Hence we can drop the superscript G in XGα without ambiguity. Now, we
recall the definition [Tit79, 1.6] that an affine function α is an affine root of G (relative to S and
F ) if Xα is not contained in Xα+ǫ · U2v(α) (= Xα+ǫ if 2v(α) /∈ Φ) for any strictly positive constant
ǫ. The claim in question is immediate from this definition and the above discussions.
(3) It is shown in [HR10, Lem. 4.1.1] that K ∩M(F ) is a parahoric subgroup of M(F ). So we
just have to show that it is special maximal parahoric. Using the special point 0 ∈ AG(S,F ), we
may embed B(M,F ) into B(G,F ) such that 0 lies in the image [BT72, 7.6.4], [BT84, 4.2.17-18].
Let A((Mder ∩ S)o, F ) be the apartment corresponding to the maximal split F -torus (Mder ∩ S)o
of Mder. As the affine hyperplanes in AM form a subset of those in AG, it is obvious that 0 is
contained in a unique facet aM
0
in AM , i.e. in
a
M
0
∼= X∗(Z(M))R × {v0}.
for some unique facet v0 in the apartment A((Mder∩S)o, F ) (recall thatM is the centralizer of a split
torus Z(M) which then must be the center). Now, we claim that v0 is a vertex of A((Mder∩S)o, F ).
Indeed, as 0 is a special point, we may identify the affine space AG with the vector space X∗(S)R (0
becoming the origin) so that the root hyperplanes {Hα}α∈R∗(G,S) are all affine hyperplanes. Clearly,
0 = ∩α∈R∗(G,S)Hα ∩X∗((Gder ∩ S)o)R. Let I ⊂ ∆ be the subset defining the root datum Φ(M,S)
as in (2); so, the center Z(M) is equasl to ∩α∈IHα (intersection of root hyperplanes in X∗(S)R).
But, by (2), {Hα}α∈I is also a subset of affine hyperplanes in the apartment AM of (M,S), and 0
is contained in the intersection of these linearly independent affine hyperplanes in A(M,S), whose
22In turn, this is the group that was denoted by G
∗(S)
(a)
(or G∗(a)) in loc. cit. 3.8. Namely, when we choose a
maximal F -torus T of GF containing S, it is the group generated by FUb (the “absolute” root group in GF defined
with respect to (GF , T )) for the absolute roots in R
∗(GF , T ) whose restriction to S belong to (a), the set of relative
roots in R∗(G,S) that are positive integer multiples of a.
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dimension is thus equal to rank rM of Z(M). Hence, 0 is contained in a facet of AM of dimension
at most rM , which implies that the facet v0 is of zero-dimension, i.e. a vertex in the building for
Mder.
Once we know that v0 is a vertex, the fact that it is a special vertex also follows readily from (2).
Indeed, by definition [Tit79, 1.9], we need to check that every root of a ∈ Φ(M,S) is the vector part
of an affine roof of (M,S) vanishing at v0(∈ AMder). We know that a also belongs to Φ(G,S), thus
since 0 is special, there exists an affine root α of (G,S) with vector part v(α) = a and vanishing at
0. But, by (2), such α is also an affine root of AM , and as such, it must vanish on the facet in AM
containing 0, i.e. on aM
0
∼= X∗(Z(M))R × {v0}.
Lemma 4.2.4. Assume that GQp is quasi-split and that G
sc
Qp is a product
∏
iResFi/QpGi of simple
groups each of which is the restriction of scalars ResFi/QpGi of an absolutely simple group Gi over
a field Fi such that Gi splits over a tamely ramified extension of Fi.
Let T1 ⊂ GQp be a maximal Qp-torus, split by a finite Galois extension K of Qp, b ∈ T1(k), and
{µ} a G(Qp)-conjugacy class of minuscule cocharacters of GQp. Let Kp be a (not necessarily special
maximal) parahoric subgroup of G(Qp).
If X({µ}, b)Kp 6= ∅, there exists µ ∈ X∗(T1) ∩ {µ} such that
(4.2.4.1) NK/Qpµ = [K : Qp]νb,
where νb ∈ X∗(T1)Q is the Newton homomorphism attached to b.
In particular, if φ is an admissible morphism well-located in a maximal Q-torus T of G that is
elliptic over R, there exists µ ∈ X∗(T ) ∩ {µX} such that φ and ψT,µ coincide on the kernel of P.
Here, i ◦ ψT,µ is not necessarily admissible, because µ may not be µh′ for some h′ ∈ X.
Proof. This is proved in Lemma 5.11 of [LR87] when Kp is a hyperspecial subgroup. We will adapt
its argument for general parahoric subgroups. We first show how the first statement implies the
second one. Since the kernel of the Galois gerb P is the projective limit of P (L,m)(Q), where L runs
through CM Galois extensions of Q and m ∈ N varies with respect to divisibility (cf. § 3.2.7), we
only need to show it after restricting φ and ψT,µ to P (L,m) (for all sufficiently large Galois CM field
L and m). Let L be a CM-field splitting T . Then, the Galois-gerb morphisms ψT,µ : P→ GT and
ζp : Gp → P(p) factor through PL and GLv2p , respectively (Lemma 3.3.1, (2) and Remark 3.2.11),
where as usual v2 denotes (by abuse of notation) the place of L induced by the fixed embedding
L →֒ Qp. Let ζLv2p : GLv2p → P(p) denote the induced morphism. Then, according to the definition
of ψT,µ (cf. [LR87], p. 143-144), when µ+ιµ is defined over Q, for sufficiently large m ∈ N, ψT,µ(δm)
is the unique element t in T (Q) such that for all λ ∈ X∗(T ), λ(t) is a Weil number and
|
∏
σ∈Gal(Lv2/Qp)
σλ(t)|p = q−〈λ,NLv2/Qpµ〉
holds with q = pm. Further, ψT,µ(p) ◦ ζp : GLv2p → GT (p) is conjugate to ξLv2−µ by an element of
T (Qp) (Lemma 3.3.3, (2)), where ξ
Lv2
−µ : G
Lv2
p → GT (p) is the morphism defined in Definition 3.3.2
for (TQp , µ, Lv2). On the other hand, by enlarging L if necessary, we may assume that φ also factors
through PL, and that there exists a Galois Qurp /Qp-gerb morphism ξ
′
p : Dl → GurTQp whose inflation
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to Qp is T (Qp)-conjugate to ξp = φ(p) ◦ ζp, where l := [Lv2 : Qp], (Lemma 3.2.4, (2), or Lemma
3.3.9). Then, for bσ := ξ′p(s
l
σ), we have
−[Lv2 : Qp]νb = νp := φ(p)∆ ◦ (ζLv2p )∆.
Next, recall (cf. § 3.2.7) that each character of P (L,m) is regarded as a Weil q = pm-number in L,
with the correspondence being realized in terms of δm by χ 7→ χ(δm) (Lemma 3.2.9, (2)), and that
for a Weil q-number π, χπ is the notation regarding it as a character of P (L,m). For λ ∈ X∗(T ),
writing λ ◦ φ∆(δm) as πλ for short (so that χπλ = λ ◦ φ∆), we see that
|
∏
σ∈Gal(Lv2/Qp)
σλ(φ∆(δm))|p = |
∏
σ∈Gal(Lv2/Qp)
σπλ|p
= q〈χπλ ,ν
Lv2
2 〉 = q〈λ◦φ
∆,(ζ
Lv2
p )
∆〉
= q〈λ,νp〉.
Here, the third equality is the property of ν
Lv2
2 = (ζ
Lv2
p )∆ (Def. 3.2.8, (3.2.8.1), cf. § 3.2.7). This
shows that the first statement implies the second claim.
Now, we establish the first statement. We remark that we will reduce the general parahoric
subgroup case to a situation involving only a special maximal parahoric subgroup.
Let T split1 be the maximal Qp-split subtorus of T1, M the centralizer of T
split
1 ; thus T1 ⊂M , and
M is a semi-standard Qp-Levi subgroup (Lemma 4.2.3, (1)). Below, there will be given a special
point 0 of the Bruhat-Tits building B(G, k). Then, one can find a Qp-torus S′ in M whose extension
toQurp becomes a maximalQ
ur
p -split torus ofMQurp , and aM(k)⋊Gal(Q
ur
p /Qp)-equivariant embedding
B(M, k) →֒ B(G, k) such that 0 lies in the image of the apartment AMk ⊂ B(M, k) corresponding to
S′. Note that the centralizer T ′ := ZGQp (S
′) is a maximal torus of GQp (thus, a maximal torus of
M as well), as Gk is quasi-split by a theorem of Steinberg.
We recall that for a facet fσ in B(GQp ,Qp), there exists a unique σ-stable facet f in B(GQp , k)
with f 〈σ〉 = fσ [BT84, 5.1.28]. Let Go
f
be the smooth Ok-group scheme canonically attached to f ,
so that it has connected geometric fibers and the elements of Go
f
(Ok) fixes f pointwise (cf. [BT84,
5.2]). Then,
Kf (k) := Gof (Ok), Kf (Qp) := Go0(Ok)σ
are the pararhoric groups associated with the facet f (or fσ) (cf. [HR08], Prop. 3).
Let AGQpk be the apartment corresponding to S′. By conjugation, we assume that the given σ-
stable facet f defining Kp (i.e. Kp = Kf (Qp)) lies in AGQpk . We fix a σ-stable alcove a in A
GQp
k whose
closure contains f , and let Ka(k) be the corresponding Iwahoric subgroup of G(k). The alcove a then
must contain some (not necessarily σ-stable) special point 0 in its closure. If K0(k) ⊂ G(k) denotes
the associated special maximal parahoric subgroup, we have the inclusion Ka(k) ⊂ K0(k) since 0 is
in the closure of a. Now, as both a and f are σ-stable, according to [He15, Thm.1.1], the condition
X({µ}, b)Kf (Qp) 6= ∅ implies that X({µ}, b)Ka(Qp) 6= ∅. Let µB be a dominant representative of
{µ}, where we choose the dominant Weyl chamber opposite to the unique Weyl chamber containing
the base alcove a with apex at the special vertex 0 (following the convention of [HR15]). Also,
recall (2.2.2.4) that the choice of a base alcove a presents the extended affine Weyl group W˜ as
the semidirect product Wa ⋊ Ωa of the affine Weyl group Wa (attached to S′) with the normalizer
subgroup Ωa ⊂ W˜ of a, thereby fixes a Bruhat order ≤ on W˜ as well.
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Let g1 ∈ G(k) be such that g1Ka(k) ∈ X({µX}, b)Ka(k), i.e. if
(4.2.4.2) invKa(k)(g1, bσ(g1)) = W˜Ka(k) · w1 · W˜Ka(k) (w1 ∈ W˜ ),
under the isomorphism Ka(k)\G(k)/Ka(k) ≃ W˜Ka(k)\W˜/W˜Ka(k), there exists µ′ ∈ X∗(T ′)∩W0 · µB
that
W˜Ka(k) · w1 · W˜Ka(k) ≤ W˜Ka(k) · tµ
′ · W˜Ka(k).(4.2.4.3)
Here, we used the notations from (§ 2.2.3); namely, µ′ is the image of µ′ in X∗(T ′)Γk , and for
λ ∈ X∗(T ′)Γk , tλ denotes the corresponding element of W˜ via X∗(T ′)Γk ∼= T ′(k)/T ′(k)1 ⊂ W˜ . Since
Ka(k) ⊂ K0(k), the same relations (4.2.4.2), (4.2.4.3) continue to hold with Ka(k) replaced by K0(k)
(see [Rap05, (3.5)] for (4.2.4.3)). Be warned that this does not mean that X({µ}, b)K0(k) 6= ∅: the
latter definition makes sense only when the point 0 is σ-stable.
Therefore, we are given a string of Qp-subgroups of GQp :
S′ ⊂ T ′ ⊂M ⊃ T1,
where
(a) M is a semi-standard Qp-Levi subgroup of GQp (i.e. M is the centralizer of a Qp-split torus
of GQp);
(b) S′ is a Qp-torus in M whose extension to Qurp becomes a maximal Q
ur
p -split torus of MQurp
(thus S′ is also such a torus for GQp);
(c) T ′ = ZGQp (S
′) (thus, a maximal torus of M and also of G);
(d) T1 is an elliptic maximal torus of M which νb factors through.
These satisfy the following properties: There exists a special point 0 of B(G, k) which lies in the
image of the apartment AMk ⊂ B(M, k) corresponding to S′, under a suitable embedding B(M, k) →֒
B(G, k). Also, the relations (4.2.4.2), (4.2.4.3) hold with Ka(k) replaced by K0(k) (for some g1, w1,
µ′ as in there). In this set up, we establish the existence of µ ∈ X∗(T1) ∩ {µ} satisfying (4.2.4.1).
We proceed in the following steps; we remark that in the first three steps, it is not necessary that
b ∈ T1(k), and it suffices that b ∈M(k).
(1) Let Q be a Qp-parabolic subgroup of GQp of which M is a Levi factor. Then, by Iwasawa
decomposition G(k) = Q(k)K0(k), we may assume g1 ∈ Q(k): this follows from the classical
Iwasawa decomposition G(k) = Q(k)Fix(0) [Tit79, 3.3.2] and that Fix(0) ⊂ T ′(k) · K0(k).
Indeed, Fix(0) ⊂ G(k) = K0(k)T ′(k)K0(k), so any g ∈ Fix(0) is written as k1tk2 with k1, k2 ∈
K0(k) and t ∈ T ′(k)∩Fix(0). But, as K0(k) is normal in Fix(0), we see that g ∈ T ′(k) ·K0(k).
When one writes g1 = nm with m ∈M(k) and n ∈ NQ(k) (NQ being the unipotent radical of
Q), one has that
g−11 bσ(g1) = m
−1bσ(m)n′,
where
n′ = σ(m)−1b−1n−1bσ(n)σ(m).
One readily checks that n′ ∈ N(k).
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(2) Define µ′′ ∈ X∗(T ′) by
m−1bσ(m) ∈ (K0(k) ∩M(k)) tµ′′ (K0(k) ∩M(k)),
using the Cartan decomposition for (M,K0(k)∩M(k)) (as K0(k)∩M(k) is a special maximal
parahoric subgroup of M(k), by Lemma 4.2.3, (3)). Note the equality:
wG(t
µ′′) = wG(m
−1bσ(m)) = wG(m
−1bσ(m)n′) = wG(w1) = wG(t
µ′),
where the last equality holds since by definition of the Bruhat order on W˜ = Wa ⋊ Ωa, w1
and tµ
′
have the same component in Ωa and wG(= wGk) is trivial on the image in GQp(k) of
GscQp(k) (G
sc
Qp being the universal covering of G
der
Qp ) [Kot97, 7.4]. It follows that the images of
µ′, µ′′ ∈ X∗(T ′) in π1(G)Γk are the same.
On the other hand, if k1, k2 ∈ K0(k) ∩ M(k) are such that m−1bσ(m) = k1tµ′′k2, then
m−1bσ(m)n′ = k1t
µ′′k2n
′ = k1t
µ′′n′′k2 for some n′′ ∈ N(k). Consequently, we see that
K0(k) t
µ′′ NQ(k) ∩K0(k)w1K0(k) 6= ∅.
By (4.2.4.3), this implies that with respect to the Bruhat order on W˜K0(k)\W˜/W˜K0(k),
W˜K0(k) · tµ
′′ · W˜K0(k) ≤ W˜K0(k) · tµ
′ · W˜K0(k).
Indeed, the argument of the proof of [HR10], Lemma 10.2 establishes the following fact: for
x, y ∈ W˜ , if K0(k)yNQ(k) ∩K0(k)xK0(k) 6= ∅, then y ≤ x′ for some x′ ∈ W˜K0(k) · x · W˜K0(k).
Also, if x ≤ y in the Bruhat order on W˜ , then W˜K0(k) · x · W˜K0(k) ≤ W˜K0(k) · y · W˜K0(k) [KR00,
8.3].
(3) By [Tit79, 1.7], with our choice of the special vertex 0, the affine space A(S′, k) is identified
with the real vector space V := X∗(S′)R = X∗(T ′)I ⊗ R (with the origin being 0), and
there exists a reduced root system 0Σ whose roots belong to X∗(S′sc)R and such that Wa is
isomorphic to its affine Weyl group
Wa ∼= Q∨(0Σ)⋊W (0Σ).
Also, the choice of the alcove a containing 0 determines a set Sa of simple affine roots on
A(S′, k), and W˜K0(k) ≃ W0 is the subgroup of Wa generated by the subset 0∆ consisting of
the simple affine roots whose corresponding affine hyperplanes pass through 0 (thus, 0∆ is a
set of simple roots for 0Σ).
Let µ′
0
, µ′′
0
denote the dominant representatives of W0 · µ′, W0 · µ′′ ⊂ X∗(T ′)I , where I =
Γk = Gal(k/k). Then, we claim that
µ′′
0
≤ µ′
0
.
for the dominance order on Q∨(0Σ) = X∗(T ′sc)I (determined by the choice of the alcove a);
in particular, µ′
0
− µ′′
0
is a linear combination of positive coroots in 0Σ with non-negative
integer coefficients [Ste05, Lem. 4.11].
Indeed, in this set-up of the Coxeter group Wa endowed with a set of generators Sa, the claim
follows from [Ste05] (more precisely, Prop. 1.1, Prop. 1.5, Prop. 1.8), applied with the choice
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θ = 0, noting the following two facts: First, for w = tν ∈ Wa with ν ∈ X∗(T sc)I , wθ is
identified with ν ∈ V . Secondly, W0tµ′′W0 ≤W0tµ′W0 if and only if w′′ ≤ w′, where w′′ (resp.
w′) is the (unique) element of minimal length in the coset W0tν
′′
W0 (resp. W0tν
′
W0) with
ν ′′ ∈ X∗(T sc)I being the component of µ′′ ∈ X∗(T )I(⊂ W˜ = Wa ⋊ Ωa) (resp. ν ′ ∈ X∗(T sc)I
being the component of µ′ ∈ X∗(T )I).
On the other hand, we claim that under our assumption on GQp ,
µ′′ ∈W · µ′
for the absolute Weyl group W of (G,T ′). Indeed, as this statement concerns only the differ-
ences w · µ′
0
− µ′′
0
(w ∈ W ) which always lie in X∗(T ′sc)I and the root system 0Σ which is
determined by GscQp , one can assume that G
sc
Qp = ResF/QpH for an absolutely simple, quasi-
split, semi-simple group H over a finite extension F of Qp which splits over a tamely ramified
extension of F . Then, since GscQurp =
∏
ι∈Hom(F0,Qurp )
ResF urι /Qurp HF urι where F0 is the maximal
subfield of F unramified over Qp and F urι := F ⊗F0,ι Qurp , and for a maximal torus T ur of
HF urι , we have
X∗(ResF urι /Qurp T
ur)I = X∗(T
ur)Gal(F¯ urι /F urι ),
we may reduce to HF ur for such H, where F ur is the maximal unramified extension (in F¯ )
of F , and thus further assume that H is absolutely simple, residually split, and splits over
a tamely ramified extension of F . We may exclude the split case which is trivial. Then,
according to the list of such groups provided in the proof of Prop. A.0.1, we are left with the
groups of type B -Cm, C -BCm, C -Bm.
In the first two cases, one can readily check (cf. [Tit79]) that each root β in 0Σ is also a
relative root for (HF ur, S′) (thus lifts to a root β˜ ∈ X∗(T ′) for (HF ur, T ′)), where S′ now
refers to a maximal F ur-split torus in HF ur and T ′ is its centralizer (a maximal torus of HF ur).
Hence as µ′ is a minuscule coweight for (G,T ′), for each root β in 0Σ, we have
|〈β, µ′〉| = | 1
[K ′ : Qurp ]
∑
τ∈Gal(K ′/Qurp )
〈β˜, τµ′〉| ≤ 1,
where K ′/Qurp is a finite Galois extension splitting T
′
Qurp
(as element of Q∨(0Σ)Q = X∗(S′)Q,
one has µ′ = 1[K ′/Qurp ]
∑
τ∈Gal(K ′/Qurp )
τµ′). As 〈β, µ′〉 ∈ Z, we see that µ′ ∈ Q∨(0Σ) is minuscule
for 0Σ, and thus µ′′
0
∈W0 · µ′0 by [Kot84b, Lem. 2.3.3], [RR96, Lem. 2.2].
In the remaining case (C -Bm), it is not true any longer that the roots of 0Σ are also relative
roots for (HF ur, S′): see below. But, we claim that one still has µ′′ ∈ W · µ′ (but, not
necessarily µ′′
0
∈ W0 · µ′0). In this case H is the universal covering of the special orthogonal
group SO attached to a non-degenerate orthogonal space of even dimension 2n + 2 over F
of Witt index n, as described in [Tit79, Example 1.16] whose notations we use: there exists
a maximal split torus S of SO with a basis {a1, · · · , an} of X∗(S) such that if a−i := −ai,
aij := ai + aj, the relative roots of H are
Φ = {aij | i, j ∈ I, j 6= ±i} ∪ {ai | i ∈ I},
where I = {±1, · · · ,±n}. As we assume that SO is ramified, the reduced root system 0Σ is
of type Cn with a set of simple roots {a1,−2, · · · , an−1,−n, 2an} (loc. cit.). Let {e1, · · · , en} ⊂
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X∗(S) be the dual basis of {a1, · · · , an} and T ⊂ SO the centralizer of S (maximal torus);
there exists a basis of X∗(T ) consisting of {e1, · · · , en, en+1} with the non-trivial element
Gal(E/F ) acting on en+1 by multiplication with −1, where E is the splitting field of H (which
we assume to be a ramified extension of F ). Also, we may assume S′sc = Ssc, T ′sc = T sc,
where Ssc = π−1(S), T sc = π−1(T ) for the surjection π : H → SO. Then as a lattice in
X∗(S
sc)Q = (X∗(T
sc)I)Q (I = Gal(F¯ /F
ur)), Q∨(0Σ) equals X∗(T sc)I , which, as a free Z-
module, is generated by {ei ± ej, 1 ≤ i 6= j ≤ n} and (the image in X∗(T sc)I of) en − en+1
(in the quotient X∗(T sc)I , ei − en+1 and ei + en+1 are the same): for each 1 ≤ i ≤ n − 1,
ei−ei+1 equals the coroot corresponding to the root ai,−i−1, and en−en+1 equals “the shortest
simple coroot” corresponding to 2an (as element of X∗(S)Q, ei − en+1 ∈ X∗(T sc)I is ei for
each 1 ≤ i ≤ n). To prove the claim, we may replace µ′ and µ′′ by their W0-orbits so that
µ′
0
= µ′ and µ′′
0
= µ′′. If µ′−µ′′ =∑ni=1 ci(ei− ei+1)+ cn+1(en+ en+1) (ci ∈ Z), its image in
Q∨(0Σ) = X∗(T
sc)I is
∑n−1
i=1 ci(ei−ei+1)+(cn+cn+1)(en−en+1), so ci ≥ 0 for 1 ≤ i ≤ n−1 and
cn+cn+1 ≥ 0 by assumption. Then replacing µ′′ by ν := µ′′+cn((en−en+1)−ι(en−en+1)) does
not change µ′′ and now µ′− ν lies in the dominant semigroup of the coroot lattice Q∨(SO, T ).
Since µ′ ∈ X∗(T ) is a minuscule cocharacter of (G,T ), it follows again ([Kot84b, Lem. 2.3.3],
[RR96, Lem. 2.2]) that µ′′ = ν ∈W · µ′.
Therefore, there exist w ∈W and µ1 ∈ 〈τx− x | τ ∈ Gal(k/k), x ∈ X∗(T ′)〉 such that
(4.2.4.4) µ′′ = wµ′ · µ1
(multiplicative notation).
(4) So far, we have not used T1 at all and in fact only used that b ∈ M . Now, we will use the
condition that b ∈ M(k) is basic and T1 is elliptic in M ; as will be clear below, it is not
even necessary that b ∈ T1(k). Let us put νp := [K : Qp]νb ∈ X∗(T1). For an (arbitrary, for
a moment) cocharacter µ ∈ X∗(T1), as NK/Qpµ and νp are both Qp-rational, the equation
(4.2.4.1) holds if and only if
(4.2.4.5) [K : Qp]〈χ, µ〉 = 〈χ, νp〉
for every Qp-rational character χ of T1, and for that matter, we may consider only the
cocharaters χ lying in the submodule mX∗(T1)Gal(Qp/Qp) ⊂ X∗(T1)Gal(Qp/Qp) for any fixed
m ∈ N. In the following, we take m := |π0(T1 ∩Mder)|.
Then, since T1 is elliptic in M , any χ ∈ mX∗(T1)Gal(Qp/Qp), vanishing on T1 ∩Mder, can be
regarded as a Qp-rational character χab of Mab = M/Mder ∼= T1/(T1 ∩Mder), thus also as
that of M (via the canonical projection p : M → Mab) such that 〈χ, µ〉 = 〈χab, p ◦ µ〉 (the
first pairing is defined for X∗(T1)×X∗(T1) and the second one for X∗(Mab)×X∗(Mab)). For
a cocharacter ν of M , we will often write 〈χab, ν〉 for 〈χab, p ◦ ν〉.
Now, as T1, T ′ are both maximal tori of M , there exists g ∈M(k) with T1 = gT ′g−1. Set
(4.2.4.6) µ := gw(µ′)g−1 ∈ X∗(T1) ∩W · {µ}
Then, as χ is Qp-rational, it holds that 〈χ, gµ1g−1〉 = 〈χab, p ◦ gµ1g−1〉 = 〈χab, p ◦ µ1〉 = 0,
thus
〈χ, µ〉 = 〈χab, p ◦ µ〉 = 〈χab, p ◦ gw(µ′)g−1 · gµ1g−1〉 = 〈χab, p ◦ µ′′〉.
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On the other hand, for any Qp-rational character λ of M , by definition of µ′′ we have
|λ(m−1bσ(m))| = p−〈λ,µ′′〉,
and by definition of νb [Kot85, (4.3)] there exists n ∈ N such that |λ(b · σ(b) · · · σn−1(b))| =
p−〈λ,nνb〉. Hence, we find that with l := n[K : Qp],
p−l〈λ,µ
′′〉 = |λ(m−1bσ(m) · · · σ−(l−1)(m)σl−1(b)σl(m))| = p−〈λ,nνp〉.
Thus by substituting λ = χab (for χ ∈ mX∗(T1)Gal(Qp/Qp)) and using that 〈χab, νp〉 = 〈χ, νp〉,
one obtains the equality (4.2.4.5).
This completes the proof.
Remark 4.2.5. In our proof, we have a maximal Qp-torus T ′ = ZGQp (S
′). In the proof of [LR87],
Lemma 5.11, there appears (on p. 177, line -5) a maximal torus of M which is also denoted by
T ′. The role of their T ′ is played by our S′, namely, being a maximal k-split torus, is to provide
apartments in B(GQp , k) and B(M, k) (i.e. whose underlying affine spaces are both X∗(T ′)R) which
share the given (hyper)special point. Meanwhile, our T ′k is the centralizer of a maximal k-split torus
S′k and enters into the proof as such, for example, via the Iwasawa and Cartan decompositions (cf.
[Tit79, 3.3.2]). On the other hand, in the original proof where GQp is unramified, the unramified
conditions (or words) show up for the simple reason that their T ′ is an unramified Qp-torus.
The next lemma is our strengthening of Lemma 5.12 of [LR87]. Its proof does not involve the
level subgroup Kp.
Lemma 4.2.6. Let φ, ψT,µ be as in Lemma 4.2.4. Then, there exists an admissible embedding of
maximal torus Intg′ : T →֒ G (g′ ∈ G(Q)) (with respect to the identity inner twisting GQ = GQ)
such that
(i) Intg′ ◦ φ equals ψT ′,µh′ on the kernel of P, for some h′ ∈ X∗(T ′) ∩X.
Moreover, if TQl is elliptic in GQl for some prime l 6= p, there exist g′ ∈ G(Q) and h′ ∈ X satisfying,
in addition to (i), that
(ii) there exists y ∈ G(Qp) such that (T ′Qp , µh′) = Inty(TQp , µ).
The first statement, i.e. existence of a transfer of maximal torus Intg′ : T →֒ G with the property
(i) is the assertion of Lemma 5.12 of [LR87] which we reproduce now, while the existence of such
element with the additional property (ii) (under the given assumption on TQl) is due to the author.
Proof. Let T sc denote the inverse image of T ∩ Gder under the isogeny Gsc → Gder; it is a
maximal torus of Gsc. Choose w ∈ NGsc(T sc)(C) such that µ = w(µh). We have the cocycle
α∞ ∈ Z1(Gal(C/R), Gsc(C)) defined by
α∞ι = w · ι(w−1).
One readily checks that this has values in T sc(C). Indeed, according to [She79, Prop. 2.2], the au-
tomorphism Int(w−1) of T scC is defined over R, so Int(w
−1)(ι(t)) = ι(Int(w−1)t) = Int(ι(w−1))(ι(t))
for all t ∈ T sc(C), i.e. ι(w)w−1 ∈ ZGsc(T sc)(C) = T sc(C), and so is wι(w−1) = ι(ι(w)w−1). Let
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φ, ψT,µ be as in Lemma 4.2.4. Then, according to Lemma 7.16 of [Lan83], one can find a global
cocycle α ∈ Z1(Q, T sc) mapping to α∞ ∈ H1(Q∞, T sc). If furthermore TQl is elliptic in GQl for
some prime l 6= p, we can choose α ∈ Z1(Q, T sc) mapping to α∞ ∈ H1(Q∞, T sc) and having trivial
image in H1(Qp, T sc), according to [Lee16, Lem. 4.1.2], which we now recall with its proof. It is a
variant of the original argument of [LR87, Lem. 5.12].
Lemma 4.2.7. [Lee16, Lem. 4.1.2] Let T be a maximal Q-torus of G which is elliptic at some
finite place l 6= p.
(1) The natural map (π1(T
sc)Γ(l))tors → (π1(T sc)Γ)tors is surjective.
(2) The diagonal map H1(Q, T sc)→ H1(R, T sc)⊕H1(Qp, T sc) is surjective.
Proof. (1) This map equals the composite:
(π1(T
sc)Γ(l))tors →֒ π1(T sc)Γ(l) ։ π1(T sc)Γ ։ (π1(T sc)Γ)tors,
where the last two maps are obviously surjective. Therefore, it is enough to show that π1(T sc)Γ(l)
is a torsion group. But, as T scQl is anisotropic, T̂
sc
Γ(l)
is a finite group, and so is π1(T sc)Γ(l) =
X∗(T̂ sc
Γ(l)
) = Hom(T̂ sc
Γ(l)
,C×).
(2) For every place v of Q, non-archimedean or not, there exists a canonical isomorphism [Kot84a,
(3.3.1)]
H1(Qv, T
sc)
∼→ π0(T̂ sc
Γv
)D = Hom(π0(T̂ sc
Γv
),Q/Z) ∼= X∗(T̂ scΓv)tors ∼= (X∗(T sc)Γv)tors,
and a short exact sequence [Kot86, Prop.2.6]
H1(Q, T sc)→ H1(Q, T sc(A)) = ⊕vH1(Qv, T sc) θ→ π0(Z(T̂ sc)Γ)D = (π1(T sc)Γ)tors,
where θ is the composite
⊕vH1(Qv, T sc) ∼→ ⊕vπ0(Z(T̂ sc)Γv )D → π0(Z(T̂ sc)Γ)D
(the second map is the direct sum of the maps considered in (1)). Let (γ∞, γp) ∈ H1(R, T sc) ⊕
H1(Qp, T sc). By (1), there exists a class γl ∈ H1(Ql, T sc) with
∑
v=l,∞,p θ(γ
v) = 0. Then, the
element (βv)v ∈ H1(Q, T sc(A)) such that βv = γv for v = l,∞, p and βv = 0 for v 6= l,∞, p goes to
zero in π0(Z(T̂ sc)Γ)D. By exactness of the sequence, we find a class γ in H1(Q, T sc) which maps to
the class (βv)v.
Now, by changing w (to another w′ ∈ NG(T )(C)) if necessary, we may further assume that
α∞ is equal (as cocycles) to the restriction of α to Gal(C/R). Then, since the restriction map
H1(Q, Gsc) → H1(Q∞, Gsc) is injective (the Hasse principle), α becomes trivial as a cohomology
class in Gsc(Q):
H1(Q∞, T sc) // H1(Q∞, Gsc) α∞ι = wι(w
−1) ✤ // 0
H1(Q, T sc) //
OO
H1(Q, Gsc)
?
OO
α
❴
OO
✤ // α′
?
OO
+3 α′ = 0
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In other words, there exists u ∈ Gsc(Q) such that
αρ = u
−1ρ(u),
for all ρ ∈ Gal(Q/Q). It then follows that Intu : (T )Q → GQ is an admissible embedding of maximal
torus with respect to the identity inner twisting of GQ (i.e. the homomorphism Intu and thus the
torus T ′ = Int(T ) as well are defined over Q). We also note that since the restriction of Intu to
Z(G) is the identity, T ′R is also elliptic in GR. Then, for φ
′ := Intu ◦ φ and µ′ := Intu(µ) ∈ X∗(T ′),
we have ψT ′,µ′ = Intu ◦ψT,µh = φ′ on the kernel P , by functoriality of the construction of ψT,µ with
respect to the pair (T, µ) [LR87, Satz 2.3]. Furthermore, since
u−1ι(u) = αι = α
∞
ι = wι(w
−1)
for ι ∈ Gal(C/R), one has that uw ∈ Gsc(R) and µ′ = Intu(µ) = µh′ for h′ := Int(uw)(h) ∈ X.
This establishes the first claim (existence of a transfer of maximal torus Intg′ : T →֒ G with the
property (i)).
Next, when we assume that TQl is elliptic for some l 6= p, by Lemma 4.2.7, we may choose
α ∈ Z1(Q, T sc) such that it maps to α∞ ∈ H1(Q∞, T sc) and to zero in H1(Qp, T sc). Then, by
repeating the argument above, we find u ∈ Gsc(Q) such that αρ = u−1ρ(u) for all ρ ∈ Gal(Q/Q).
As α|Gal/Qp/Qp) is trivial, there exists x ∈ T (Qp) such that xρ(x−1) = αρ = u−1ρ(u) for all ρ ∈
Gal(Qp/Qp), in other words. y := ux ∈ G(Qp). But, the homomorphism Intu : TQp → T ′Qp also
equals Intu = Inty; in particular, it is defined over Qp. This proves (ii) and finishes the proof of
Lemma 4.2.6.
4.2.8 Proof of Proposition 4.1.5. We proceed in parallel with the arguments on p.181, line
1-19 of [LR87]. By Lemma 4.2.4 and Lemma 4.2.6, after some transfer of tori (always with respect
to the identity inner twist IdG) whose restriction to the torus becomes a conjugation by an element
of G(Qp) when TQl is elliptic in GQl for some l 6= p, we may assume that φ coincide with i ◦ ψT,µh
on the kernel for some h ∈ X factoring through TR. If further H1(Qp, T ) = 0, the cocharacter µ
in Lemma 4.2.4 satisfies [b]TQp = µ under the isomorphism κTQp : B(TQp)
∼→ X∗(TQp)Gal(Qp/Qp), so
we may assume that φ(p) ◦ ζp is conjugate to i ◦ ψT,µh(p) ◦ ζp under T (Qp). Given this, one readily
checks that the map Gal(Q/Q)→ T (Q) : ρ 7→ bρ defined by
φ(qρ) = bρ · i ◦ ψT,µh(qρ)
is a cocycle, where ρ 7→ qρ is the chosen section to the projection P→ Gal(Q/Q) (Remark 3.2.11).
We claim that its image in H1(Q, G) under the natural map H1(Q, T ) → H1(Q, G) is trivial. As
before, a diagram helps to visualize the proof:
H1(Q∞, G′) 0
H1(Q∞, T )
*


77♦♦♦♦♦♦♦♦♦♦♦♦
// H1(Q∞, G) f(H1(Q∞, Gsc))?
_oo 0 = b∞ρ
.

==④④④④④④④④④④
✤ // 0
H1(Q, T ) //
OO
H1(Q, G)
OO
f(H1(Q, Gsc))? _oo
?
OO
bρ
❴
OO
✤ // b′ρ = 0
?
OO
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Here, G′ is the inner twist of GR by φ(∞) ◦ ζ∞ (i.e. by the cocycle ι 7→ hι ∈ Z1(Q∞, GadR ) with
φ(∞) ◦ ζ∞(w(ι)) = hιι) and f is the canonical homomorphism from the universal covering Gsc of
Gder to G (or the map induced on the cohomology sets). The restriction of [bρ] ∈ H1(Q, T ) to
R = Q∞ is trivial, since it maps to zero in H1(Q∞, G′) and that map is injective [LR87, Lem.
5.14]. According to Lemma 4.2.9 below, condition (1) of Def. 3.3.7 implies that the image b′ρ of bρ
under the map H1(Q, T )→ H1(Q, G) lies in the image of H1(Q, Gsc) in H1(Q, G). But, the Hasse
principle holds for such image according to [Bor98, Thm.5.12],23 so we deduce that b′ρ ∈ H1(Q, G)
is zero. If
bρ = vρ(v
−1), v ∈ Gsc(Q),
then, Intv−1 : TQ →֒ GQ is an admissible embedding of maximal torus (with respect to the identity
twisting GQ = GQ), i.e. the image T
′ := v−1Tv and the isomorphism Intv−1 : TQ →֒ T ′Q are all
defined over Q. One has to check that µ′ is µh′ for some h′ ∈ X. This can be seen as follows. Since
the cohomology class [bσ] ∈ H1(Q∞, T ) is trivial, there exists t∞ ∈ T (C) such that t−1∞ ι(t∞) = bι =
vι(v−1), which implies that t∞v ∈ G(R). Then,
µ′ = v−1µhv = (t∞v)
−1 · µh · (t∞v) = µh′
for h′ := (t∞v)−1 · h · (t∞v) ∈ X.
Finally, when H1(Qp, T ) = 0, there is x ∈ T (Qp) such that i ◦ ψT,µh(p) ◦ ζp = x(φ(p) ◦ ζp)x−1
(as Qp/Qp-Galois gerb morphisms Gp → GTQp ). But, as φ and i ◦ ψT,µh are the same on the kernel
P , the two Qp/Qp-Galois gerb morphisms
i ◦ ψT,µh(p), xφ(p)x−1 : P(p)→ GTQp
agree on the kernel PQp(Qp). It follows that i◦ψT,µh(p) and xφ(p)x−1 are equal on the whole P(p).
In other words, the restriction of bρ to Gal(Qp/Qp) is zero:
x−1ρ(x) = bρ = vρ(v
−1)
for all ρ ∈ Gal(Qp/Qp), and xv ∈ G(Qp). But, the homomorphism Intv−1 : TQp → T ′Qp also equals
Intv−1 = Int(xv)−1. It follows from this and the discussion in the beginning of the proof that if the
initial torus T satisfies that TQl ⊂ GQl is elliptic at some l 6= p, we may find a transfer of maximal
torus Intg′ : T →֒ G such that Intg′ ◦ φ is special admissible and that Intg′|TQp = Inty|TQp for some
y ∈ GQp . This completes the proof of Proposition 4.1.5. 
Lemma 4.2.9. Let I be a (not necessarily connected) Q-subgroup of G containing Z(G). Let
φ,ψ : P → GI be Galois gerb morphisms into the neutral Galois gerb of I such that φ∆ = ψ∆ and
maps into Z(I); thus, the cochain τ ∈ Gal(Q/Q) 7→ aτ ∈ I(Q) defined by ψ(qτ ) = aτφ(qτ ) becomes
a coccyle in Z1(Q, Iφ), where Iφ is the twist of I via φ.
23This result of Borovoi generalizes Lemma 5.13 of [LR87] (attributed to Deligne) which concerns the case when
Gder = Gsc. As remarked there [LR87, p.180, line5], this is also the only part in the proof of Satz 5.3 of loc. cit.
that uses the assumption that Gder = Gsc. Hence, thanks to that result of Borovoi and the generalized definition of
admissible morphisms (in terms of strict monoidal category GG/G˜), in Prop 4.1.5 here, thus Thm. 4.1.3 as well, that
assumption (Gder = Gsc) is unnecessary.
68
Then, the induced morphisms φ
a˜b
, ψ
a˜b
: P → GG/G˜ = GG/G˜ are conjugate-isomorphic if and
only if the cohomology class [aτ ] ∈ H1(Q, Iφ) lies in the image of the natural map H1(Q, I˜φ) →
H1(Q, Iφ), where I˜φ is the twist of I˜ := ρ−1(I) via φ (ρ : G˜→ G being the canonical morphism).24
If I is a maximal Q-torus of G (so that Iφ = I), the image of [aτ ] in H1(Q, G) lies in the image
of the canonical map H1(Q, G˜)→ H1(Q, G).
Proof. For g = z · g˜ ∈ G(Q) with z ∈ Z(G)(Q) and g˜ ∈ G˜(Q), (Int(g)◦ψ)
a˜b
and φ
a˜b
are isomorphic
if and only if (φ1)a˜b and φa˜b are so, where φ1 := Int(z) ◦ ψ. In the latter case, by definition, there
exists a family of elements {h˜x ∈ Mor(φ(x), φ1(x)) = G˜(Q)}x indexed by x ∈ P, such that
φ1(x) = ρ(h˜x)φ(x),
namely when we define ax ∈ Iφ(Q) = I(Q) by ψ(x) = axφ(x) for x ∈ P, one has
(4.2.9.1) ax · zx(z−1) = ρ(h˜x).
In particular, we have h˜x ∈ ρ−1(I) (by our assumption Z(G) ⊂ I). Here, x ∈ P acts on z ∈ Z(G)(Q)
via the projection π : P → Gal(Q/Q); as φ∆ = ψ∆, x 7→ ax factors through the projection
π : P→ Gal(Q/Q) (i.e. ax = ay when π(x) = π(y)) and induces the cocycle aτ ∈ Z1(Q, Iφ) in the
statement. We claim that in this situation, the cochain x 7→ h˜x on the group P valued in G˜(Q) is
a cocycle with respect to the action of P on G˜(Q) defined by conjugation via φ, i.e. with respect
to the action:
h˜ 7→ φ(x)h˜ := Int(gx)(σx(h˜)),
where φ(x) = gxσx ∈ I(Q)⋊Gal(Q/Q). This follows from the fact that the faimly {h˜x ∈ G˜(Q)}x∈P
is an isomorphism between strict monoidal functors. Indeed, for every x, y ∈ P, there are two
morphisms from φ(xy) to φ1(x)φ1(y) arising from the famly {h˜x}: one is h˜xy (via φ1(x)φ1(y) =
φ1(xy)) and the other one is h˜x · φ(x)h˜y:
φ1(x)φ1(y) = h˜xφ(x)h˜yφ(y) = h˜x
φ(x)h˜yφ(x)φ(y) = h˜x
φ(x)h˜yφ(xy).
That the family {h˜x} is an isomorphism between strict monoidal functors means the equality of
these two morphisms:
(4.2.9.2) h˜xy = h˜x · φ(x)h˜y.
In particular, as im(φ∆) ⊂ Z(I)(Q) and ρ(h˜y) ∈ I(Q), the restriction of h˜x to the torus P∆ = P (Q)
is an algebraic homomorphism P (Q)→ ρ−1(I)(Q), which in view of (4.2.9.1) further factors through
ker ρ, thus is trivial. Hence, it follows that the cochain τ 7→ h˜τ := h˜qτ is a cocycle in Z1(Q, I˜φ).
Then, the equation (4.2.9.1) in turn shows that the cohomology class [aτ ] ∈ H1(Q, Iφ) equals the
image of [h˜τ ] ∈ H1(Q, I˜φ) in H1(Q, Iφ).
Conversely, suppose that [aτ ] ∈ H1(Q, Iφ) lies in the image of the canonical map H1(Q, I˜φ) →
H1(Q, Iφ). Using the decomposition Iφ = Z(G) · ρ(I˜φ) (which holds as Z(G) ⊂ Iφ), we may find
z ∈ Z(G)(Q) and a normalized cocycle h˜τ ∈ Z1(Q, I˜φ) such that aτ · zτ(z−1) = ρ(h˜τ ) holds for
all τ ∈ Gal(Q/Q). If we extend aτ , h˜τ to cochains on P by setting ax := aπ(x), h˜x := h˜π(x) for
x ∈ P (which implies the relations (4.2.9.2) for x ∈ P (Q), y = qτ ), one easily checks that ax and h˜x
24Here, we use the redundant notation G˜ = Gsc.
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are cocylces in Z1(P, Iφ) and Z1(P, I˜φ), respectively. Then, the discussion above implies that the
relation (4.2.9.1), i.e. Int(z) ◦ ψ(x) = ρ(h˜x)φ(x) holds for all x ∈ P, which says that (Int(z) ◦ ψ)a˜b
and φ
a˜b
are isomorphic.
Next, if I is a maximal Q-torus, we have Iφ = I, and the conjugation action h˜ 7→ φ(x)h˜ of x ∈ P
on I˜(Q) becomes the usual Galois action via π. Namely, now τ 7→ h˜τ := h˜qτ is a cocycle in Z1(Q, I˜).
With these facts, the relation (4.2.9.1) gives the conclusion as before.
Lemma 4.2.10. Let T be a Qp-torus, and for i = 1, 2, θi : Gp → GT an unramified morphism of
Qp/Qp-Galois gerbs; let θ
ur
i : D → GurTQp be a morphism of Q
ur
p /Qp-Galois gerbs such that θi is the
inflation θuri of θ
ur
i . If cls(θ
ur
1 ) = cls(θ
ur
2 ) in B(TQp), then θ1 and θ2 are conjugate under T (Qp).
Proof. To ease the notations, we continue to use θi for such θuri . The condition implies that the
restrictions θ∆i of θi to the kernel D are equal, hence the two maps θi (i = 1, 2) are conjugate under
T (k). We will show that there exists xp ∈ T (Qurp ) with θ2 = Int(xp) ◦ θ1, i.e. such that
θ2(sτ ) = xpθ1(sτ )x
−1
p
for all τ ∈ Gal(Qurp /Qp). The map τ 7→ bτ : Gal(Qurp /Qp)→ T (Qurp ) defined by
θ2(sτ ) = bτθ1(sτ )
is a cocycle in Z1(Gal(Qurp /Qp), T (Q
ur
p )) with bσ = b2b
−1
1 = tpσ(t
−1
p ), where tp ∈ T (k) is such that
b2 = tpb1σ(t
−1
p ). Let 〈σ〉 be the infinite cyclic group 〈σ〉 generated by σ (endowed with discrete
topology). The surjections 〈σ〉։ Gal(Ln/Qp) (n ∈ N) combined with the inclusions T (Ln) →֒ T (k)
induce, via inflations, an injective map
H1(Gal(Qurp /Qp), T (Q
ur
p )) →֒ B(TQp) = H1(〈σ〉, T (k)).
As the image of our cohomology class [bτ ] ∈ H1(Gal(Qurp /Qp), T (Qurp )) under this map is [bσ] = [1],
the claim follows.
Proof of Theorem 4.1.3. (1) We follow the original proof of Satz 5.3, as explained after the
statement of Theorem 4.1.3.25 The first step is to replace given φ by a conjugate φ0 = Intg0◦φ (g0 ∈
G(Q)) of it whose restriction to the kernel φ∆0 : PQ → GQ is defined over Q (which amounts to that
φ0(δn) ∈ G(Q) for all sufficiently large n ∈ N, [LR87, Lem. 5.5]). This is Lemma 5.4 of [LR87].
This lemma is a statement just concerned with the restriction φ∆, whose proof only requires that
GQp is quasi-split and does not use the level subgroup at all.
The second step is to find a conjugate φ1 = Intg1 ◦ φ0 of φ0 (produced in the first step) that
factors through GT1 for some maximal Q-torus T1 (elliptic over R, as usual). As discussed before
(after statement of Prop. 4.1.4), this is shown on p. 176, from line 1 to -5 of loc. cit., and the
arguments given there again do not make any use of the level (hyperspecial) subgroup and thus
carries over to our situation. The basic idea is, in view of Lemma 4.2.1, to find a maximal torus T1
of I = ZG(φ0(δn)) that can transfer to Iφ. (An argument in similar style appears in the proof of
Prop. 4.1.4).
25If one wants, by using [Kis17, Lem. 3.7.7], one can also reduce the general case to the case where Gder = Gsc
(cf. proof of Thm. 3.7.8 of loc. cit.). However, we already established all the facts/lemmas required for our proof to
work without that assumption.
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The final step is to find a conjugate φ : P→ GT of φ1 : P→ GT1 which becomes a special ad-
missible morphism i◦ψT,µh (for some special Shimura sub-datum (T, h) and the canonical morphism
i : GT → GG defined by the inclusion i : T →֒ G). This is accomplished by successive admissible
embeddings of maximal tori. It begins with showing existence of µ1 ∈ X∗(T1) lying in the conjugacy
class {µh} such that φ1 : P→ GT1 coincides with ψT1,µ1 on the kernel of P. In the original proof,
this is done in Lemma 5.11 which is also the only place in the proof of Satz 5.3 where the level sub-
group is involved in an explicit manner (through non-emptiness of the set Xp(φ) ≃ X({µX}, b)Kp).
But, it continues to hold, as Lemma 4.2.4 here, for general parahoric subgroup Kp with the general
definition of X({µX}, b)Kp . After this, one performs two admissible embeddings. First, we need to
find an admissible embedding of maximal torus Intg2 : T1 →֒ G such that Intg2 ◦φ1 equals a special
admissible morphism ψT2,µh2 again just on the kernel of P (here T2 = Intg2(T1) and (T2, h2) is a
special Shimura sub-datum); note the difference from the previous step where µ1 did not need to be
µh for some h ∈ X. In loc. cit., this is shown in Lemma 5.12 whose argument we adapted to prove
Lemma 4.2.6 here (which also refines the original lemma a bit). Let φ2 := Intg2 ◦ φ1 : P → GT2
be the admissible morphism just obtained. Then, one looks for the last admissible embedding of
maximal torus Int(g3) : T2 →֒ G making finally Int(g3) ◦ φ2 : P→ GIntg3(T2) special admissible. In
loc. cit., this is carried out from after Lemma 5.12 to the rest of the proof of Satz 5.3; this part of
the argument was adapted to prove Prop. 4.1.5 here. Now, we see that
(T, φ) := (Intg3(T2), Int(g3) ◦ φ2) = (Int(
3∏
i=2
gi)(T1), Int(
3∏
i=0
gi) ◦ φ)
is a special admissible morphism which is a conjugate of φ.
(2) This is proved by the same argument from (1) with applying Prop. 4.1.4 in the second step
and then Prop. 4.1.5 in the third step. Note that as explained before, the three properties (i) - (iii)
continue to hold under any transfer of maximal torus. 
Lemma 4.2.11. Retain the assumptions of Theorem 4.1.3. For any pair (φ, ǫ) consisting of an
admissible morphism φ and ǫ ∈ Iφ(Q), there exists an equivalent pair (φ′, ǫ′) = Int(g)(φ, ǫ) (g ∈
G(Q)) and a special Shimura sub-datum (T ′, h′), such that (φ′, ǫ′) is nested in (T ′, h′) (§ 3.6.3).
In the original setting of [LR87] (i.e. Kp is hyperspeiclal and Gder = Gsc), this is their Lemma
5.23, where however Langlands and Rapoport assume that (φ, ǫ) is admissible. As we will see, this
assumption is not necessary and their proof works in our situation without essential change. Most
importantly, the level subgroup Kp enters the proof only through Lemma 5.11 of loc. cit. which is
generalized by our Lemma 4.2.4.
Proof. By Lemma 4.2.1, it suffices to show that for any maximal Q-torus T of Iφ containing ǫ (i.e.
ǫ ∈ T (Q) ⊂ Iφ(Q)), there exists g ∈ G(Q) such that the composite map
GQ
Intg← GQ ⊃ IQ
ψ−1← (Iφ)Q ←֓ TQ
is defined over Q, where ψ : IQ
∼→ (Iφ)Q is the inner twisting (4.1.2.1): Indeed, then T1 := Intg(T )
is a Q-subgroup of ZG(Intg(ǫ)) ⊂ G, and φ1 := Intg ◦ φ maps into GT1 by Lemma 4.2.1 (applied to
(g, T1) for the role of (a, T )), and so the admissible pair (Intg ◦φ, Intg(ǫ)) is well-located in Intg(T ).
Note that Intg(T )R is elliptic in GR since Z(G) is a Q-subgroup of Iφ and (Iφ/Z(G))R is anisotropic
71
[LR87, Lem. 5.1]. Therefore, we can apply Prop. 4.1.5 to (Intg ◦ φ, Intg(T )) and obtain a desired
pair (φ′ = ψT ′,µh′ , T
′) by an admissible embedding; as ǫ ∈ Intg(T )(Q), the image of ǫ under that
admissible embedding belongs to T ′(Q).
To find g ∈ G(Q) with the required property, we choose an element ǫ1 ∈ Iφ(Q) whose centralizer
in G is T (i.e. a strongly regular semi-simple element of G(Q) lying in T (Q) ⊂ Iφ(Q), so its
centralizer in IQ = (Iφ)Q is also T ). The conjugacy class of ǫ1 in I(Q) is rational, as I is an inner
form of Iφ. When one chooses an inner twist ψ0 : GQ → G∗Q with G∗ being quasi-split, by the same
reason, the conjugacy class of x := ψ0(ǫ1) in G∗(Q) is also rational. Then, since the centralizer
of x is connected, such conjugacy class contains a rational element by [Kot82], Thm. 4.7 (2) (the
obstruction to the existence of such a rational element lives in H2(Q, Cx), where Cx is the group of
connected components of ZG∗(x), cf. Lemma 4.5 of loc. cit.).26 Thus, we can find an inner twist
ψ1 : GQ → G∗Q such that ǫ∗1 := ψ1(ǫ1) ∈ G∗(Q); let T ∗ be the centralizer of ǫ∗1 in G∗ (a maximal
Q-torus of G∗).
Now, by the proof of [LR87, Lem. 5.23] (more precisely by the argument in the last paragraph
on p.190, where the only necessary condition is that GQp is quasi-split), there exists a transfer of
maximal torus Intg : T ∗ →֒ G with respect to the inner twist ψ−11 , namely the map
Intg ◦ ψ−11 |T ∗ : T ∗Q →֒ G∗Q
ψ−11→ GQ
Intg→ GQ
is defined over Q, and thus gǫ1g−1 ∈ G(Q). We claim that then the (a priori Q-rational) embedding
ϕ := Intg ◦ ψ−1|T
Q
: TQ →֒ (Iφ)Q
∼→ IQ →֒ GQ
Intg→ GQ
is in fact Q-rational. Indeed, as the centralizer T = ZIφ(ǫ1) is a maximal Q-torus, this Q-torus is
also the Q-subgroup of Iφ generated by ǫ1, and thus {ǫn1}n∈N are also Zariski dense in TQ (Lemma
4.2.12 below). So, for any ρ ∈ Gal(Q/Q), we have ρϕ = ϕ, as these maps coincide on {ǫn1}n∈N.
We record some useful elementary facts on the subgroup generated by a semi-simple element in
a reductive group.
Lemma 4.2.12. Let G be a reductive group G over a field k and ǫ ∈ G(k) a semi-simple element;
let S be the k-subgroup of G generated by ǫ.
(1) If ǫ′ := gǫg−1 ∈ G(k) for g ∈ G(k¯), the k-subgroup of G generated by ǫ′ equals Int(g)(S).
(2) For any field extension k′/k, the k′-subgroup of Gk′ generated by ǫ equals Sk′, and the
elements {ǫn}n∈N are Zariski dense in Sk′.
Proof. (1) As Gǫ = ZG(S), the map Int(g) : S → Int(g)(S) is a k-isomorphism of k-groups, and
thus Int(g)(S) is the k-subgroup of G generated by ǫ′. (2) This follows from the following easy
fact: if one takes a k-torus T ⊂ G containing ǫ, the k-subgroup S (of multiplicative type) of T
generated by ǫ is the kernel of the surjective homomorphism T → T ′ of k-tori, where T ′ is defined
by X∗(T ′) = {χ ∈ X∗(T ) | χ(ǫ) = 1}.
26In the original argument (i.e. proof of Lemma 5.23 of [LR87]), the authors simply appeal to a well-known theorem
of Steinberg (or its extension by Kottwitz [Kot82, Thm.4.4]), since they work under the assumption that Ider = Isc.
However, as we have just seen, this is unnecessary, and this allows us to remove that assumption in this lemma,
because, as we now see, all other parts of the proof (especially, Prop. 4.1.5) do not require that assumption.
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At this point, we give an application of the results obtained thus far, namely we establish non-
emptiness of Newton strata for general parahoric levels, under the condition that GQp is quasi-split.
To talk about the reduction of a Shimura variety at a prime, we need to choose an integral model,
i.e. a flat model SK over OE℘ with generic fiber being the canonical model ShK(G,X)E℘ . For the
following result, it is enough to fix an integral model over OE℘ having the extension property that
every F -point of ShK(G,X) for a finite extension F of E℘ extends uniquely to SK over its local
ring (for example, a normal integral model); see [KP15] for a construction of such integral model.
Theorem 4.2.13. Suppose that GQp is quasi-split and that G
sc
Qp is a product
∏
iResFi/QpGi of
simple groups each of which is the restriction of scalars ResFi/QpGi of an absolutely simple group
Gi over a field Fi such that Gi splits over a tamely ramified extension of Fi. Let Kp be a parahoric
subgroup of G(Qp) and K = KpKp for a compact open subgroup Kp of G(A
p
f ).
(1) Then, for any [b] ∈ B(GQp , {µX}) (§ 2.1.4), there exists a special Shimura sub-datum (T, h ∈
Hom(S, TR) ∩X) such that the Newton homomorphism νGQp ([b]) equals the G(k)-conjugacy class of
1
[Kv2 : Qp]
NKv2/Qpµh (∈ X∗(T )Q),
where Kv2 ⊂ Qp is any finite extension of Qp splitting T .
In particular, if (G,X) is of Hodge type, for gf ∈ G(Af ), the reduction in SK⊗ F¯p of the special
point [h, gf ·K] ∈ ShK(G,X)(Q) has the F -isocrystal represented by
NKv2/K0(µh(π)),
where K0 ⊂ Kv2 is the maximal unramified subextension and π is a uniformizer of Kv2 .
(2) Suppose that Kp is special maximal parahoric. Moreover, assume that G splits over a tamely
ramified cyclic extension of Qp and is of classical Lie type. Then, one can choose a special Shimura
datum (T, h ∈ Hom(S, TR) ∩X) as in (1) such that furthermore the unique parahoric subgroup of
T (Qp) is contained in Kp.
(3) Suppose that (G,X) is a Shimura datum of Hodge type. Then the reduction SK(G,X)⊗ F¯p
has non-empty ordinary locus if and only if ℘ has absolute height one (i.e. E(G,X)℘ = Qp).
Proof. (1) We follow the strategy of our proof of the corresponding result in the hyperspecial case
given in [Lee16], Thm. 4.1.1 and Thm. 4.3.1. Let [b] ∈ B(GQp , {µ}). Since GQp is quasi-split,
there exist a representative b ∈ G(k) of [b] and a maximal torus Tp of GQp such that the Newton
homomorphism νb : D → GQurp is Qp-rational and factors through Tp [Kot86, Prop. 6.2]. By the
argument of Step 1 in the proof of [Lee16], Thm. 4.1.1, we may further assume that Tp = (T0)Qp for
a maximal Q-torus T0 of G such that (T0)Qv ⊂ GQv is elliptic maximal for v =∞ and some prime
v = l 6= p. Then, Lemma 4.2.4 tells us that there exists µ′ ∈ X∗(T0) ∩ {µ} such that the relation
(4.2.4.1) holds in X∗(T0):
NKv2/Qpµ
′ = [Kv2 : Qp] νb,
where K is a finite Galois extension of Q splitting T0 and v2 is the place of K induced by the
pre-chosen embedding Q →֒ Qp (here, the sign is correct by Lemma 3.2.6). Next, by the argument
of Step 2 in loc. cit. (which corresponds to that of Lemma 4.2.6 here), we can find a transfer
of maximal torus Intu : T0 →֒ G such that Intu(µ′) = µh for some h ∈ X ∩ Hom(S, TR), where
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T = Intu(T0) (again, be wary of the sign difference from [Lee16]), and that Intu|(T0)Qp = Inty for
some y ∈ G(Qp). By the latter property, for (T, µh, Intu(b)) we still have the equality
NKv2/Qpµh = [Kv2 : Qp] νybσ(y)−1
(here, NKv2/Qp is taken on X∗(T )). This proves the first statement of (1). According to Lemma
3.3.9 and [RR96, Thm. 1.15], the element of T (k)
bT := NKv2/K0(µh(π))
has the Newton homomorphism νbT =
1
[Kv2 :Qp]
NKv2/Qpµh = νybσ(y)−1 . As κTQp (bT ) = µ
♮ ∈
X∗(T )Gal(Qp/Qp) and (ν, κ) : B(GQp) → N (GQp) × π1(G)Gal(Qp/Qp) is injective [Kot97, 4.13], we
see the equality of isocrystals [b] = [bT ] ∈ B(GQp). Given this, the second statement is proved in
the same fashion as in the hyperspecial case, using [Lee16, Lem. 3.24].
(2) Let (T1, h1) be a special Shimura sub-datum produced in (1). Thanks to our additional
assumptions and Prop. A.0.1, in its construction, we could have started with a maximal torus Tp
of GQp such that the unique parahoric subgroup of Tp(Qp) is contained in a G(Qp)-conjugate of
Kp. Then, also by the fine property of our methods (it uses only transfers of maximal tori which
become conjugacy by G(Qp)-elements), the torus T1 produced in (1) can be assumed to further
satisfy that the unique parahoric subgroup of T1(Qp) is contained in gpKpg−1p for some gp ∈ G(Qp).
As GQp splits over a cyclic extension of Qp, G(Q) is dense in G(Qp) by a theorem of Sansuc [San81,
Cor.3.5,(ii)], thus there exists g0 ∈ G(Q) ∩Kp · g−1p . Then, one easily checks that the new special
Shimura datum (T, h) := Int(g0)(T1, h1) satisfies the required properties.
(3) Again. the proof is the same as that in the hyperspecial case given in [Lee16, Cor. 4.3.2].
In more detail, as was observed in loc. cit., it suffices to construct a special Shimura sub-datum
(T, {h}) with the property that there exists a Qp-Borel subgroup B of GQp containing TQp such
that µh ∈ X∗(T ) lies in the closed Weyl chamber determined by (TQp , B). Indeed, then we have
E(T, h)p = E(G,X)℘, where p and ℘ denote respectively the places of each reflex field induced by
the given embedding Q →֒ Qp. We remark that this is the property (ii) found in the proof of loc.
cit., and for our conclusion one does not really need the property (i) from it. But, since GQp is
quasi-split, there exists a Borel subgroup B′ defined over Qp. Moreover, by the same argument as
was used in (1) (i.e. Step 1 in the proof of [Lee16, Thm. 4.1.1]), we may assume that B contains
T ′Qp for a maximal Q-torus T
′ of G such that T ′Qv ⊂ GQv is elliptic for v = ∞ and some prime
v = l 6= p. Let µ′ ∈ {µX}∩X∗(T ′) be the cocharacter lying in the closed Weyl chamber determined
by (T ′Qp , B
′). Then, the argument in (1) again produces a special Shimura sub-datum (T, {h}) such
that (T, µh) = Inty(T ′, µh′) for some y ∈ G(Qp), and (T, {h}) is the looked-for special Shimura
sub-datum. Note that as we do not need the property (i) in the original proof of [Lee16, Thm.
4.1.1], the condition in (2) on splitting of GQp is no longer necessary.
For more on the Newton stratification, we refer to the recent survey article [Vie15].
5 Admissible pairs and Kottwitz triples
We retain the same assumptions as in the previous section.
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5.1 Criterion for an R-elliptic rational element to arise from an admissible pair
Lemma 5.1.1. Let γ0 ∈ G(Q) be a semi-simple element.
(1) Suppose γ0 ∈ T (Q) for a maximal torus T ⊂ G. Then condition ∗(ǫ) in § 3.5.3 holds for γ0
if and only if it holds for γ′0 := Intg(γ0) for a transfer of maximal torus Intg : T →֒ G.
(2) If γ′0 := Intg(γ0) ∈ G(Q) for some g ∈ G(Q), for each place v of Q, the image of γ0 in
Gad(Ql) lies in a compact open subgroup of Gad(Ql) if and only if γ′0 is so.
Proof. (1) Let H be the centralizer of the maximal Qp-split torus in the center of (Gǫ)Qp and H
′
the similarly defined group for γ′0. Choose µ ∈ X∗(T ) ∩ {µX} which is conjugate under H to a
cocharacter satisfying condition ∗(ǫ). Let K be a finite Galois extension of Qp over which µ is
defined, K0 ⊂ K its maximal unramified sub-extension, and π a uniformizer of K. In view of the
equality
wH(NK/K0(µ(π))) = µ,
where µ is the image of µ in π1(H)Gal(Qp/Qp) (commutativity of diagram (7.3.1) of [Kot97]), condition
∗(ǫ) holds for γ0 if and only if
(5.1.1.1) γ0 ·NK/K0(µ(π))−1 ∈ ker(wH) ∩ T (k).
By the Steinberg’s theorem H1(Qurp , T ) = 0, we may find gp ∈ G(Qurp ) such that Int(g)|TQp =
Int(gp)|TQp . Hence, it follows from funtoriality (with respect to Int(gp) : H → H ′ := Int(gp)(H))
of the functor wH [Kot97, §7] that (5.1.1.1) holds if and only if the same condition holds for
(γ′0, T
′, µ′) = Int(gp)(γ0, T, µ).
(2) Let P and P ′ be the Q-subgroups of G generated by γ0, γ′0, respectively. Then, the Q-
isomorphism Intg : GQ
∼→ GQ restricts to a Q-isomorphism P
∼→ P ′, thus if the image of γ0
in Gad(Ql) lies in a compact open subgroup of Gad(Ql), then as it also lies in a compact open
subgroup of Q(Ql), where Q is the image of P in Gad, the same property holds for γ′0.
Theorem 5.1.2. Retain the same assumptions from Thm. 4.1.3. Also assume that G is of classical
Lie type. Let Kp be a special maximal parahoric subgroup of G(Qp) and γ0 an element of G(Q) that
is R-elliptic.
(1) If γ0 satisfies condition ∗(ǫ) of § 3.5.3, there exists a special admissible pair (φ, ǫ) (i.e. nested
in a special Shimura sub-datum) such that ǫ is stably conjugate to γ0 (in fact, ǫ is the image of γ0
under a transfer of a maximal torus T0 containing γ0). For some t ∈ N, the admissible pair (φ, γt0)
is also Kp-effective (cf. Remark 3.6.2).
Moreover, if H is the centralizer of the maximal Qp-split torus in the center of (Gǫ)Qp, the
following property holds:
(♥): there exist an unramified H(Qp)-conjugate ξ′p = Int(gp)◦ ξp (gp ∈ H(Qp)) of ξp := φ(p)◦ ζp
and x ∈ H(k) such that x(ǫ′−1 · ξ′p(sσ˜)n)x−1 = σ˜n, where ǫ′ := Int(gp)(ǫ) and σ˜ ∈ Gal(Qp/Qp) is
any fixed lifting of the Frobenius automorphism σ.
(2) If there exists δ ∈ G(Ln) (with [κ(℘) : Fp]|n) such that γ0 and Nn(δ) are G(k)-conjugate and
the set
(5.1.2.1) Yp(δ) :=
{
x ∈ G(k)/K˜p | σnx = x, invK˜p(x, δσx) ∈ AdmK˜p({µX})
}
is non-empty, condition ∗(ǫ) holds for the stable conjugacy class of γ0 with level n.
75
In the original set-up of [LR87], where Kp is hyperspecial and Gder = Gsc, statement (1)
is Satz 5.21 there (recall that in such case, condition ∗(ǫ) also recovers the original condition).
The statement (2) is due to us (even in the set-up of [LR87]). This is a key to the proof of
the aforementioned effectivity criterion of Kottwitz triple which was the missing ingredient in the
arguments in [LR87] deducing (the constant coefficient case of) the Kottwitz formula (Thm. 1.1.2)
from the Langlands-Rapoport conjecture (Conj. 3.4.1).
Before entering into the proof, we discuss an explicit expression of the Frobenius automorphism
Φ = Fn attached to a special admissible morphism. Let φ = i ◦ ψT,µh be a special admissible
morphism, where (T, h) is a special Shimura sub-datum and i : GT → GG is as usual the canonical
morphism induced by the inclusion T →֒ G. Put ξp := φ(p)◦ ζp; so ξp and ξ−µh are conjugate under
T (Qp) (and in particular, ξ
∆
p = ξ
∆
−µh
). Now assume the following condition:
(†) NK/Qpµh maps into the center of a semi-standard Qp-Levi subgroup H of GQp containing
TQp ,
where K is a finite Galois extension of Qp splitting T ; later, for H, we will take the centralizer
of the maximal Qp-split torus in the center of (Gǫ)Qp for some admissible pair (φ, ǫ) well-located
in T (cf. condition ∗(ǫ)). Next, suppose given an elliptic maximal Qp-torus T ′ of H. We choose
j ∈ H(Qp) with T ′ = Int(j)(TQp), and set
µ′ := Int(j)(µh) ∈ X∗(T ′).
We take K to be big enough so that K splits T ′ as well. Let π be a uniformizer of K and K0 the
maximal subfield of K unramified over Qp. If K1 is the composite of K and Ls with s = [K : Qp]
and ξK1−µ′ denotes the pull-back of ξ
K
−µ′ to G
K1
p , by Lemma 3.3.9, there exists tp ∈ T ′(Qp) such that
Int(tp)(ξ
K1
−µ′) is an unramified morphism mapping into GT ′ and as such also factors through G
Ls
p .
Moreover, we can choose tp further such that if ξ′p : G
Ls
p → GT ′ denotes the induced (unramified)
morphism of Galois Qp/Qp-gerbs,
(5.1.2.2) F = ξ′p(s
Ls
σ ) = NK/K0(µ
′(π))σ.
From now on, we write ξ−µh , ξ−µ′ for ξ
K
−µh
, ξK−µ′ , respectively. In this set-up, we have the following
facts:
Lemma 5.1.3. (1) The following two Qp-rational cocharacters of H are equal:
NK/Qpµ
′ = NK/Qpµh
We set ν ′p := −NK/Qpµ′ ∈ X∗(T ′)Gal(Qp/Qp).
(2) Let [K : K0] = eK , [K0 : Qp] = fK . For any j ∈ N divisible by [K : Qp] = eKfK , we have
F j = (p−ν
′
p · u0)
j
[K:Qp]σj
for some u0 ∈ T ′(Qp)1(:= ker(wT ′) ∩ T ′(Qp)). In particular, bj := F jσ−j ∈ T ′(Qp). Moreover, in
the case K = K0, if we take π = p, we have u0 = 1.
Proof. (1) This was already noted in the proof of Lemma 3.3.10: indeed, first we see that they both
map into the center of H: for NK/Qpµh, this is by our assumption on it, while ν
′
p = −NK/Qpµ′
maps into a Qp-split sub-torus of the elliptic maximal torus T ′ of H, so factors through the center
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Z(H). But, also their projections into Hab = H/Hder are the same, since µ′, µh are conjugate
under H(Qp). Clearly this proves the claim.
(2) Put u := πeKp−1 ∈ O×K and t′ := j/[K : Qp]. Using (5.1.2.2), we express F j in terms of ν ′p:
F j = (NK/K0(µ
′(π))σ)j = NK/Qp(µ
′(πeK ))t
′
σj
= (pNK/Qpµ
′ ·NK/Qp(µ′(u)))t
′
σj
= p−t
′ν′p · ut′0 σj
where u0 := NK/Qp(µ
′(u)). A priori, u0 ∈ T ′(Qp)0(= ker(vT ′)∩T ′(Qp)) (maximal compact subgroup
of T ′(Qp)), but in fact it belongs to T ′(Qp)1(= ker(wT ′) ∩ T ′(Qp)). To see that, by funtoriality for
tori T endowed with a cocharacter µ ∈ X∗(T ), we can take T ′ = ResK/QpGm and µ′ = µK , the
cocharacter of T ′K = G
Hom(K,K)
m corresponding to the identity embedding K →֒ K. But in this case,
X∗(T
′) is an induced Gal(K/Qp)-module, so wT ′ = vT ′ , and clearly u0 ∈ kervT ′ .
Now, let us prove Theorem 5.1.2.
Proof. To a large extent, we follow the original strategy, but using some of those facts that were
established in our general setting of (special maximal) parhoric level, especially Prop. A.0.1 and
Lemma 3.3.9.
(1) Suppose that γ0 ∈ G(Q) is R-elliptic and satisfies ∗(ǫ) of § 3.5.3. Set I0 := Goγ0 ; by the
well-known fact that every semisimple element in a connected reductive group lies in a maximal
torus, we have γ0 ∈ I0(Q).
First, we prove the existence of a maximal Q-torus T0 of I0 such that (T0)R is elliptic in GR
and (T0)Qp is elliptic in (I0)Qp . Indeed, we choose a maximal Q-torus T∞ of G that contains γ0 (so
T∞ ⊂ I0) and is elliptic in G over R (which exists as γ0 is elliptic over R). We also choose an elliptic
maximal Qp-torus Tp of (I0)Qp (which exists as (I0)Qp is reductive, [PR94, Thm.6.21]). Then, one
can deduce (cf. Step 1 of the proof of Thm. 4.1.1 of [Lee16]) that there exists a maximal Q–torus
T0 of I0 which is I0(Qv)-conjugate to Tv for each v =∞ and p.
Again, let H be the centralizer of the maximal Qp-split torus in the center of (Gγ0)Qp (so,
(Gγ0)Qp ⊂ H). Let µ0 be a cocharacter of T0 that is conjugate under H(Qp) to some µ satisfying
condition ∗(ǫ). Clearly, condition ∗(ǫ) still holds for µ0. Moreover, as (T0)Qp is elliptic in (I0)Qp ,
we see that when K is a finite Galois extension of Qp splitting T0, the following property (which
implies the condition (†)) holds:
(††) NK/Qp(µ0) (Qp-rational cocharacter of T0) maps into the center of I0, thus into the maximal
Qp-split torus of the center of H.
Then, with such (T0, µ0), one applies the argument of proof of Lemma 4.2.6 to find an admissible
embedding of maximal torus Intg0 : T0 →֒ G such that Int(g0)(µ0) = µh for some special Shimura
sub-datum (T := Int(g0)(T0), h). By Lemma 5.1.1, conditions ∗(ǫ) and (††) continue to hold for
(ǫ := Intg0(γ0), T, µh). Now, we check that the resulting pair
(φ, ǫ) := (i ◦ ψT,µh , Intg0(γ0) ∈ T (Q))
is admissible and also the pair (φ, ǫt) is Kp-effective admissible for some t ∈ N (Def. 3.6.1, Remark
3.6.2); as Int(g0) is a transfer of maximal torus, ǫ is stably conjugate to γ0. As we are working with
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special maximal parahoric Kp, by Lemma 3.3.10, φ = i ◦ ψT,µh is admissible.27 Since ǫ ∈ T (Q) and
φ factors through GT , condition (2) of Def. 3.6.1 holds, and as φ is special admissible, we have
T (A¯pf )∩Xp(φ) 6= ∅ by Lemma 3.3.3, so condition (3) at l 6= p is satisfied. So, it remains to establish
condition (3) at p (i.e. existence of x ∈ G(k)/K˜p with ǫx = Φmx).
Let us use H again to denote the centralizer of the maximal Qp-split torus in the center of
(Gǫ)Qp . As H is a semi-standard Qp-Levi subgroup of the quasi-split GQp , there exists g ∈ G(Qp)
such that H(Qp)∩ gKp is a special maximal parahoric subgroup of H(Qp) (Lemma 4.2.3, cf. proof
of Lemma 3.3.10). Then, we apply Prop. A.0.1 to H(Qp) ∩ gKp and choose an elliptic maximal
Qp-torus T ′ of H such that T ′Qurp contains (equiv. is the centralizer of) a maximal Q
ur
p -split Q
ur
p -torus
of HQurp and that the (unique) parahoric subgroup T
′(k)1 of T ′(k) is contained in T ′(k) ∩ gK˜p (as
usual, K˜p being the parahoric subgroup of G(k) corresponding to Kp); in fact, T ′(k)1 = T ′(k)∩ gK˜p.
Next, with this choice of T ′ ⊂ H, we let
K, µ′, ξ′p, · · ·
be defined as in the beginning of this discussion: recall that ξ′p is an unramified morphism from G
Ls
p
to GT ′ (s = [K : Qp]) which is conjugate to ξ−µ′ under T ′(Qp) and satisfies (5.1.2.2). Since the
property (†) holds, we have the equality NK/Qpµ′ = NK/Qpµh of Lemma 5.1.3, (1). This equality
then implies (see the proof of Lemma 3.3.10) that the two Galois Qp/Qp-gerb morphisms into GH ,
ξ−µh , ξ−µ′
are conjugate under H(Qp), thus so are ξp = φ(p)◦ζp and ξ−µ′ . Hence, there exists v ∈ H(Qp) such
that ξ′p = Int(v)(ξp). Set
ǫ′ := Int(v)(ǫ) ∈ H(Qurp ).
A priori, this is only an element of H(Qp), but since it commutes with an unramified morphism ξ
′
p,
it belongs to H(Qurp ). Given this, we can even find v
′ ∈ H(Qurp ) with ǫ′ = Int(v′)(ǫ): the neutral
component Tǫ (resp. Tǫ′) of the group (of multiplicative type) generated by ǫ (resp. by ǫ′) are tori,
and Tǫ′ = Int(v)(Tǫ). Hence, by the theorem of Steinberg (H1(Qurp , Tǫ) = 0), we can find t ∈ Tǫ(Qp)
such that v′ := vt ∈ H(Qurp ). As the last preparation, for each j ∈ N, let us define bj ∈ T ′(K0) by
(cf. (5.1.2.2))
bjσ
j := F j = (NK/K0(µ
′(π))σ)j .
We have bn =
∏n
i=1 σ
i(NK/K0(µ
′(π))). We will also write b for b1.
Now, since one has
(5.1.3.1) wH(NK/K0(µ
′(π))) = µ′.
(commutativity of diagram (7.3.1) of [Kot97]), condition ∗(ǫ) implies that
wH(ǫ) =
n∑
i=1
σi−1µ′ =
n∑
i=1
σi−1wH(NK/K0(µ
′(π))),
27In this proof, the assumption that GQp is tamely ramified is needed to invoke Lemma 4.2.6 and Prop. A.0.1 (the
latter via Lemma 3.3.10). Note that the latter proposition further requires GQp to be of classical Lie type.
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thus we have
[K : Qp]wH(ǫ) =
[K:Qp]∑
j=1
σj−1(
n∑
i=1
σi−1wH(NK/K0(µ
′(π))))
= nwH(
[K:Qp]∏
j=1
σj−1(NK/K0(µ
′(π))))
= wH(p
nNK/Qpµh).
Here, the first equality holds as ǫ ∈ H(Qp) (so σ(wH(ǫ)) = wH(ǫ)) and the next two equalities
follow from Lemma 5.1.3, (2):
∏[K:Qp]
j=1 σ
j−1(NK/K0(µ
′(π))) = NK/Qp(µ
′(pu)) ∈ T ′(Qp) (πeK = pu).
Let Zǫ := Z(Gǫ) and Zoǫ be the center ofGǫ and its neutral component, respectively. By property
(††), NK/Qpµh maps into Zoǫ , hence the equation above shows that the element of Zǫ(Qp):
k0 := ǫ
−[K:Qp] · pnNK/Qpµh
lies in ker(vH) ∩ Zǫ(Qp). We claim that for some a ∈ N,
(5.1.3.2) ka0 ∈ ker(vZoǫ ),
i.e. ka0 lies in the maximal compact subgroup of T (Qp). First, take a1 ∈ N with ǫa1 ∈ Zoǫ (Q), so
that ka10 ∈ Zoǫ (Qp). Let Aǫ and Bǫ be respectively the isotropic kernel and the anisotropic kernel
of Zoǫ . Then, there exists a2 ∈ N such that ka1a20 = x · y with x ∈ Aǫ(Qp) and y ∈ Bǫ(Qp). Since
vH = vHab ◦ pH for the quotient map pH : H → Hab,28 there are the implications:
vBǫ(y) = 0 ⇒ vHab(pH(y)) = 0 ⇒ vHab(pH(x)) = 0.
Then, since Aǫ ⊂ Z(H) and the natural map Z(H)→ Hab is an isogeny, it follows that vAǫ(x) = 0.
Therefore, a := a1a2 satisfies that ka0 ∈ ker(vZoǫ ); in particular, ka0 lies in a compact (thus bounded)
subgroup of T (Qp). We also note in passing that when Gder = Gsc (so that Hder = Hsc too), the
same argument establishes that ka0 ∈ ker(wZoǫ ) (since in such case wH = wHab ◦ pH).
Then, by (5.1.3.2) we see that for sufficiently large t divisible by a[K : Qp], the element kt ∈
H(Qurp ) defined by
ktσ
nt := (ǫ′−1Fn)t
= v′ǫ−tv′−1 · (p−ν′p · u0)
nt
[K:Qp]σnt
= v′(ǫ−[K:Qp] · pnNK/Qpµh)
t
[K:Qp] v′−1 · u
nt
[K:Qp]
0 σ
nt
= v′k
t
[K:Qp]
0 v
′−1 · (u0)
nt
[K:Qp]σnt
lies in any given neighborhood of 1 in H(k).29
28For this, we do not need to assume that Gder = Gsc.
29Hence, in the hyperspecial cases where one may assume u0 = 1, for sufficiently large t such that ν
′ := − nt
[K:Qp]
ν′p ∈
X∗(T
′) and kt ∈ K˜p, the decomposition
(ǫ′)t = pν
′
· k−1t
is a Cartan decomposition, as was asserted in [LR87, p.193, line 9]. Note that here the fact that NK/Qpµh maps into
the center of Gǫ is needed (to know that for some a ∈ N ka0 lies in a bounded subgroup of H(k)).
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In particular, for sufficiently large t, kt lies in the special maximal parahoric subgroup H(k)∩gK˜p
of H(k), which then implies existence of h ∈ H(k) ∩ gK˜p such that
(ǫ′−1Φm)t = hσtn(h−1)⋊ σtn.
by [Gre63, Prop.3]. We fix such t ∈ N. We see that ǫ′−tΦmt fixes hgxo = gxo (xo := 1 · K˜p, the
base point of G(k)/K˜p). Moreover, by Lemma 3.3.9 and commutativity of the diagram (7.3.1) of
[Kot97], we have
invT ′(k)1(T
′(k)1, FT
′(k)1) = µ
′.
Then, since g−1T ′(k)1g ⊂ K˜p, it follows (see the proof of Lemma 3.3.10) that
inv
K˜p
(gxo, Fgxo) = W˜Kp t
g−1µ′g W˜Kp ∈ AdmK˜p({µX})
(regarding g−1µ′g as a cocharacter of g−1T ′g). This proves that (φ, ǫt) is Kp-effective admissible.
Next, we show that there exists e ∈ H(k) such that
e−1(ǫ′)−1Φme = σn,
which will establish the admissibility of (φ, ǫ). We first claim that there exists c ∈ H(k) such that
c−1(ǫ′)−1Φmc ∈ ρ(Hsc(k)) × σn,
where ρ : Hsc → H is the canonical morphism. By Lemma 5.1.4 below, it suffices to show that
wH(ǫ
′−1bn) = 0 (recall that Φm = Fn = bnσn). By (5.1.2.2), bn =
∏n
i=1 σ
i−1(NK/K0(µ
′(π))) so
wH(bn) =
n∑
i=1
σi−1µ′ =
n∑
i=1
σi−1µh = wH(ǫ) = wH(ǫ
′)
(the first equality is (5.1.3.1)).
Next, we proceed as in the proof (on p. 193) of [LR87], Satz 5.21, to find d ∈ ρ(Hsc(k)) ∩ gK˜p
such that d−1c−1ǫ′−1Φmcd = σn. For that, when we pick k′ ∈ Hsc(k) mapping to c−1ǫ′−1bnσn(c)
(i.e. ρ(k′)σn = c−1(ǫ′−1Φm)c), by [Kot85, Prop. 5.4], it suffices to show that k′ is basic (in
B(Hsc)). By definition [Kot85, (4.3.3)], this is the same as the existence of d′ ∈ Hsc(k) with
(k′σn)t = d′(1⋊ σnt)d′−1 for some sufficiently large t. But, we have
c−1(ǫ′−1Φm)tc = c−1ktσ
nt(c)σnt = (c−1ktc)(c
−1σnt(c))σnt,
and for sufficiently large t ∈ N, both c−1ktc and c−1σtn(c) are contained in any neighborhood of
1 in H(k), in particular, in the special maximal parahoric subgroup H(k) ∩ gK˜p of H(k). Thus, if
k′t := k
′ · σn(k′) · · · σn(t−1)(k′) ∈ Hsc(k) (i.e. ρ(k′t)σnt = c−1(ǫ′−1Φm)tc), ρ(k′t) lies in the special
maximal parahoric subgroup Hder(k)∩ gK˜p of Hder(k). In view of the canonical equality of reduced
buildings B(Hsc, k) = B(Hder, k), this implies that k′t also lies in the stabilizer in Hsc(k) of the
corresponding special vertex, which is itself a special maximal parahoric subgroup of Hsc(k) (as
wHsc is trivial). Hence, again by [Gre63, Prop.3] there exists d′ ∈ Hsc(k) such that k′t = d′σnt(d′−1),
as required.
(2) Suppose that cγ0c−1 = Nn(δ) for c ∈ G(k); then, b := c−1δσ(c) ∈ ZGQp (γ0)(k); thus,
γ0, b ∈ H(k). As a matter of fact, the arguments coming next work in general for any semi-standard
Qp-Levi subgroup H of GQp containing γ0 and b.
We proceed in several steps:
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(i) First, we claim existence of c1 ∈ G(k) such that for δ′ := c1bσ(c−11 ), one has
(5.1.3.3) c1γ0c
−1
1 = Nn(δ
′),
and c−11 K˜p ∈ X({µX}, b)Kp , i.e.
(5.1.3.4) K˜p · δ′ · K˜p ∈ AdmK˜p({µX}).
Indeed, pick gK˜p ∈ Yp(δ). Then, as g−1σn(g) ∈ K˜p, by [Gre63, Prop.3], there exists k0 ∈ K˜p
with g−1σn(g) = k0σn(k
−1
0 ), i.e. d := (gk0)
−1 ∈ G(Ln). Clearly, c1 := dc satisfies the required
conditions:
K˜p · g−1δσ(g) · K˜p = K˜p · c1bσ(c−11 ) · K˜p.
We observe that δ′ = dδσ(d−1), i.e. δ′ is σ-conjugate to δ under G(Ln).
(ii) From this point, we adapt the argument of the proof of Lemma 4.2.4 (however, working with
H in place of M). We recall its set-up as we need it. First we choose a maximal Qp-split torus
in H and a maximal Qp-split torus S in GQp containing it; as H is the centralizer of a Qp-split
torus, we have S ⊂ H and S is also a maximal Qp-split torus in H. Then, we pick a Qp-torus
S′ of H whose extension to Qurp becomes a maximal Q
ur
p -split torus of HQurp containing SQurp ;
thus S′ is again such a torus for GQp and the centralizer T
′ := ZGQp (S
′) is a maximal torus
of both G and H:
S ⊂ S′ ⊂ T ′ = ZGQp (S′) ⊂ H.
As in the proof of Lemma 4.2.4, we may choose S′ such that the given special point 0 of
B(G, k) lies in the image of the apartment AHk ⊂ B(H, k) of S′ (regarding S′ as a maximal
k-split torus of H) under a suitable embedding B(H, k) →֒ B(G, k).
We also choose a Qp-parabolic subgroup Q of GQp of which H is a Levi factor; let NQ be the
unipotent radical of Q. Now, we claim that there exists m ∈ H(k) such that
(5.1.3.5) Nn(m
−1bσ(m))−1 ·m−1γ0m ∈ H(k) ∩ (K˜p ·NQ(k))
and that
(5.1.3.6) K˜p ·m−1bσ(m)n′ · K˜p ∈ AdmK˜p({µX})
for some n′ ∈ NQ(k). Indeed, using the Iwasawa decomposition as presented in Step (1) of
Lemma 4.2.4, we write
c−11 = nmk
with n ∈ NQ(k), m ∈ H(k), and k ∈ K˜p, so that
δ′ = c1bσ(c1)
−1 = k−1m−1n−1bσ(n)σ(m)σ(k)
= k−1m−1bσ(m)n′σ(k)
for n′ := σ(m)−1b−1n−1bσ(n)σ(m) (which belongs to NQ(k), as H normalizes NQ), and
(5.1.3.4) becomes
K˜p · δ′ · K˜p = K˜p ·m−1bσ(m)n′ · K˜p.
81
On the other hand, the left-hand side of (5.1.3.3) becomes
c1γ0c
−1
1 = k
−1m−1n−1γ0nmk = k
−1m−1γ0mn1k
for n1 := m−1γ
−1
0 n
−1γ0nm ∈ NQ(k), so that if b1 := m−1bσ(m) ∈ H(k), the right-hand side
of (5.1.3.3) becomes (again using that H normalizes NQ):
Nn(δ
′) = Nn(k
−1b1n
′σ(k))
= k−1 · b1n′ · σ(b1)σ(n′) · · · σn−1(b1)σn−1(n′) · σn(k)
= k−1Nn(b1)n2σ
n(k).
for some n2 ∈ NQ(k). Therefore, (5.1.3.3) becomes:
m−1γ0m · n1 · k = Nn(b1) · n2 · σn(k),
which reduces to:
Nn(b1)
−1 ·m−1γ0m · n3 = σn(k)k−1
for some n3 ∈ N(k) (i.e. n3 is defined by hn3 = σn(k)k−1 = n−12 h · n1 for h := Nn(b1)−1 ·
m−1γ0m ∈ H(k)), which establishes (5.1.3.5).
(iii) Next, we claim that
(5.1.3.7) wH(H(k) ∩ (K˜p ·NQ(k))) = 0.
For that, recalling that S′k is a maximal k-split torus of Gk such that T
′ = ZGQp (S
′) ⊂ H, we
choose a Borel subgroup B′ of Gk containing T ′k and NQ. Then, we pick a Borel subgroup
B of Hk containing T ′k and contained in B
′; let NB be its unipotent radical. Thanks to the
condition that H(k) ∩ K˜p is also a special maximal parahoric subgroup of H(k) (cf. Lemma
4.2.3), it is enough to show that
H(k) ∩ (K˜p ·NQ(k)) ⊆ (H(k) ∩ K˜p) ·NB(k).
Suppose given m = kn for some m ∈ H(k), k ∈ K˜p, and n ∈ NQ(k). Since H(k) ∩ K˜p
is a special maximal parahoric subgroup of H(k), we use the Iwasawa decomposition for
(H(k),H(k) ∩ K˜p, T ′, B), to write
m = k0tu
where k0 ∈ H(k) ∩ K˜p, t ∈ T ′(k), and u ∈ NB(k). So, we have k−10 k = t(un−1). Then, since
one has
B′(k) ∩ K˜p = (T ′(k) ∩ K˜p) · (NB′(k) ∩ K˜p)
[BT84], 5.2.4, applied to (G(k), K˜p, T ′k , B
′)), we must have t ∈ K˜p, un−1 ∈ K˜p.
(iv) Let µ′′ ∈ X∗(T ′) be the cocharacter defined in Step (2) of Lemma 4.2.4, i.e. defined by the
Cartan decomposition
m−1bσ(m) ∈ (K0(k) ∩H(k)) tµ′′ (K0(k) ∩H(k))
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for (m−1bσ(m),H,K0(k)∩H(k)) (K0(k) = K˜p). Then, recalling the cocharacter µ′ ∈ X∗(T ′)∩
{µX} (4.2.4.3), the argument of Step (3) of Lemma 4.2.4 (which uses condition (5.1.3.6))
established the relation (4.2.4.4)
µ′′ = wµ′ · µ1
for some w ∈ W and µ1 ∈ 〈τx − x | τ ∈ Gal(k/k), x ∈ X∗(T ′)〉; in particular, one has
wH(m
−1bσ(m)) = µ′′ = wµ′ in π1(H)Gal(k/k). Therefore, by (5.1.3.7) we have
wH(γ0) = wH(m
−1γ0m) = wH(Nn(m
−1bσ(m)))
=
n∑
i=1
σi−1wH(m
−1bσ(m)) =
n∑
i=1
σi−1wµ′.
As wµ′ ∈ X∗(T ′) ∩ {µX}, the lemma is proved.
This completes the proof of the theorem.
Lemma 5.1.4. Let H be a connected reductive group over Qp. For any element h ∈ H(k) with
wH(h) = 0, there exists c ∈ H(k) such that chσn(c−1) ∈ ρ(Hsc(k)), where ρ : Hsc → H is the
canonical homomorphism
Proof. Using the fact [Kot84b, (3.3.3)] that for any maximal k-split torus S of Hk and its centralizer
T , one has
H(k) = ρ(Hsc(k))T (k),
we write h = ρ(h′)t, where h′ ∈ Hsc(k) and t ∈ T (k). Since wH vanishes on ρ(Hsc(k)) (cf. diagrams
(7.4.1), (7.4.2) of [Kot97]), we have wH(t) = 0. When we put T sc := ρ−1(T ) (maximal torus of
Hsc), as X∗(T sc) is an induced module for I = Gal(k¯/k) [BT84, 4.4.16] so that one has
X∗(T )I/X∗(T
sc)I = π1(H)I
[HR08, p.196], and as wT sc is surjective, we can find t′ ∈ T sc(k) with wT (ρ(t′)t−1) = 0. Hence,
by [Gre63, Prop.3] there exists c ∈ T (k) with ρ(t′)t−1 = c−1σn(c), namely with cρ(t′)σn(c−1) = t.
Finally, as ρ(Hsc(k)) is a normal subgroup of H(k), this establishes the claim.
Remark 5.1.5. In [LR87], Satz 5.21, Langlands and Rapoport also claim that the converse of The-
orem 5.1.2, (1) holds (again when K˜p is hyperspecial and Gder = Gsc):
If (φ, ǫ) is an admissible pair and γ0 ∈ G(Qp) is stably conjugate to ǫ, then γ0 satisfies the
condition ∗(ǫ) [LR87, p.183].
We believe that this statement becomes true only under some additional assumption, for example
if the set
Xp(φ, ǫ) = {xp ∈ Xp(φ) | ǫxp = Φmxp}
is non-empty.
Indeed, this results from Theorem 5.1.2, (2) and the following observation (cf. [Kot84b, 1.4]):
(1) if we choose u ∈ G(Qp) with u−1Kp(Qurp ) ∈ Xp(φ) (so, ξ′p = Int(u) ◦φ(p) ◦ ζp is unramified),
say the inflation of a Qurp /Qp-Galois gerb morphism θ
ur : D→ GurGQp , Int(u) (3.4.0.2) gives a bijection
between Xp(φ, ǫ) and the set
(5.1.5.1) Xp(b, ǫ
′) := {x ∈ X({µX}, b)Kp | ǫ′x = (bσ)nx},
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where ǫ′ := uǫu−1 ∈ G(Qurp ) and bσ := F := θur(sσ); so, ǫ′ ∈ Jb(Qp) = {h ∈ G(k) | (bσ)h = h(bσ)}.
(2) For b ∈ G(k) and ǫ′ ∈ Jb(Qp), if the equation
(5.1.5.2) yǫ′−1(bσ)ny−1 = σn
has a solution y = c ∈ G(k), then δ := cbσ(c−1) belongs to G(Ln) and satisfies
(5.1.5.3) cǫ′c−1 = Nnδ,
and the mapping x 7→ cx gives a bijection
Xp(b, ǫ
′)→ Yp(δ).
Conversely, for a pair (ǫ′, δ) ∈ G(k) ×G(Ln) satisfying the relation (5.1.5.3) for some c ∈ G(k), we
have ǫ′ ∈ Jb(Qp) for b := c−1δσ(c) (since then δσ commutes with Nnδ), and the mapping x 7→ c−1x
gives a bijection Yp(δ)→ Xp(b, ǫ′).
5.2 Criterion for a Kottwitz triple to come from an admissible pair We continue
to work in the same set-up from the previous subsection.
Proposition 5.2.1. Let (φ, γ0) be an admissible pair, say of level n (cf. Def. 3.6.1). Suppose
that some conjugate of γ0 belongs to G(Q) and its image in Gad(A
p
f ) lies in a compact subgroup of
Gad(Apf ).
(1) For any sufficiently large k ∈ N divisible by n, the element φ(δk) · γ−
k
n
0 of G(Q) lies in the
center of G.
(2) Assume that the weight homomorphism wX = (µh · ι(µh))−1 (h ∈ X) is rational. If γ0 is a
Weil q = pn-element of weight −w = −wX , in the sense that for the Q-subgroup S (of multiplicative
type) generated by γ0 and any character χ of S, χ(γ0) ∈ Q is a Weil q = pn-number of weight
−〈χ,wX〉 ∈ Z in the usual sense, then γ
k
n
0 = φ(δk) for any sufficiently large k ∈ N divisible by n.
(3) If the anisotropic kernel of Z(G) remains anisotropic over R and γ0 ∈ G(Apf ) lies in a
compact subgroup of G(Apf ), then γ
k
n
0 = φ(δk) for any sufficiently large k ∈ N divisible by n. In
particular, (φ, γ0) is already well-located.
Proof. The first statement (1) is asserted in [LR87], p.194 (line -8) - p.195 (line 12) with a sketchy
proof. Here we will give a detailed proof. To show the proposition, we need a fact which was stated
in [LR87], p.195, line 5-9, but without an explanation:
Lemma 5.2.2. (1) Let φ : P → GG be an admissible morphism such that φ(δk) ∈ T (Q) for a
maximal Q-torus T of G and for all k ≫ 1. Let I := ZG(φ(δk)) (k ≫ 1) and b ∈ I(k) defined by an
unramified conjugate of ξp := φ(p) ◦ ζp : Gp → GI(p) under I(Qp) as in Lemma 3.2.4, (4). Then,
the Newton homomorphism νφ(δk) ∈ X∗(T )
GalQp
Q equals kνb ∈ Homk(D, I): νφ(δk) = kνb.
(2) Let ǫ ∈ G(Qp) be a semi-simple element and suppose that there exists δ ∈ G(Ln) such that
Nnδ = c
′ǫc′−1 for some c′ ∈ G(k); let I0 := Goǫ . If b′ := c′−1δσ(c′) ∈ Gǫ(k) belongs to I0, the two
Newton homomorphisms νǫ, νb′ ∈ Homk(D, I0) are related by: νǫ = nνb′. In particular, in this case
[b′]I0 ∈ B(I0) is basic [Kot85, (5.1)].
(3) For any admissible pair (φ, ǫ) well-located in a maximal Q-torus T of G, we have equality of
quasi-cocharacters of T : 1kνφ(δk) =
1
nνǫ (k ≫ 1).
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Proof. (1) Fix a CM field K Galois over Q and m ≫ 1 such that φ∆ factors through PK and
PK = P (K,m), and denote by (φK)∆ the resulting morphism P (K,m) → G. Then for every
λ ∈ X∗(T ), the Q-character λ ◦ (φK)∆ of P (K,m) is also a Weil pm-number π, in which case if we
write χπ := λ ◦ (φK)∆, we have χπ(δk) = π km for every k ∈ N divisible by m (cf. § 3.2.7). Next, let
w be the place of K induced by ιp. When we regard any λ ∈ X∗(TQp)GalQp as a Q-character of T
via the chosen embedding ιp : Q →֒ Qp, we have
|λ(φK(δk))|[Kw:Qp]p = |λ(φK(δk))|w = |χπ(δk)|w = |π|
k
m
w = p
kν2(π,w) = pk〈χπ,ν
K
2 〉 = pk〈λ,(ξ
Kw
p )
∆〉,
where (ξKwp )
∆ = (φK)∆Qp ◦ (ζKwp )∆ : (GKwp )∆ → P (K,m)Qp → IQp (by assumption, (ξKwp )∆ ∈
X∗(T )
GalQp ); note that here, λ can be considered as a Qp-character in the first three expressions,
while the 3rd equality makes sense only when χπ is a Q-character. This shows [Kot85, 2.8, 4.4] that
the Newton homomorphism νφ(δk) ∈ X∗(T )
GalQp
Q = HomQp(D, TQp) attached to φ(δk) ∈ T (Qp) is
− k[Kw:Qp](ξKwp )∆ = −kξ∆p .
On the other hand, let (ξKwp )
′ be an unramified conjugate of ξKwp under I(Qp). If (ξ
Kw
p )
′ factors
through Dn (for some n ∈ N), the Newton homomorphism νb attached to b is 1n(ξKwp )′−1|Gm (Lemma
3.2.6, cf. [LR87], Anmerkung). In our case, we may assume that n = [Kw : Qp], by Remark 3.2.11,
(2) and Lemma 3.2.4, (2). Since the restrictions of ξ′p and ξp to the kernel of Dn are the same, we
have νb = − 1[Kw:Qp](ξKwp )∆, which proves the claim.
(2) This is proved in Lemma 5.15 of [LR87]. We briefly sketch its arguments. First, we observe
that for any c′ ∈ G(k) and n′ ∈ N, cn′ := c′−1σn′(c′) belongs to Gǫ(k) and lies in any small
neighborhood of 1 in I0(k) as n′ becomes large (in fact, even becomes 1 if c′ ∈ G(Qurp )). Secondly,
if we choose a maximal Qp-torus T1 of GQp containing ǫ, then the Newton quasi-cocharacter νǫ of
ǫ ∈ T1(Qp) satisfies [Kot85, 4.4] that for every Qp-rational λ ∈ X∗(T1), one has
|λ(ǫ)|p = p−〈λ,νǫ〉.
It follows from this equation that ν1 := 1nνǫ ∈ X∗(T1)
GalQp
Q maps into the (connected) center of Gǫ
and that p−nν1ǫ ∈ T1(Qp) lies in the maximal compact subgroup of T1(Qp). Especially, (p−nν1ǫ)k
also lies in any small neighborhood of 1 in I0 if k becomes large. Therefore, according to [Gre63,
Prop. 3], for sufficiently large k ∈ N, there exists d ∈ I0(k) such that with n′ = nk,
ǫkcn′ = p
n′ν1d−1σn
′
(d).
Here, we used the fact that (I0)k admits a smooth Ok-integral model with connected special fiber
(e.g. parahoric group schemes, cf. [HR08]). Finally, from Nnδ = c′ǫc′−1, one easily checks that
(5.2.2.1) Nn′b
′ = ǫkcn′(= p
n′ν1d−1σn
′
(d)).
It follows from this equality and the definition [Kot85, 4.3] that when b′ ∈ I0(k), ν1 ∈ Homk(D, I0)
is the Newton homomorphism of b′.
(3) Clearly, we can choose the element b of (1) in T (k) (by using an unramified conjugate of
ξp under T (Qp); so, the Newton homomorphism νb is regarded to be attached to b ∈ T (k), i.e.
as an element of X∗(T )
GalQp
Q , and as such, for every s ≫ 1 there exists es ∈ ker(wT ) such that
Nsb = esp
sνb . Let b′ ∈ Gǫ(Qurp ) be defined by the admissible pair (φ, ǫ) as in (2), except that b′ does
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not necessarily lie in Goǫ (Q
ur
p ). Then, according to Remark 3.6.6, their σ-conjugacy classes in B(Gǫ)
are equal; in particular, if Gǫ is connected, the claim in question follows immediately from (1), (2),
as b′ is basic in Gǫ. Hence, in view of (5.2.2.1), for any k ≫ 1, there exists d′ ∈ Gǫ(k) such that
pn
′νben′ = Nn′b = p
kνǫ · d′−1σn′(d′)
holds in Gǫ(k) with n′ = nk. Since d′−1σn
′
(d′) belongs to T (k) (νǫ maps into the center of Goǫ ) and
lies in any neighborhood of 1 in Goǫ (k) for k ≫ 1, this is possible only when nνb = νǫ.
Proof of Proposition 5.2.1 continued. Clearly, all the statements remain intact under
any conjugation Int(g) (g ∈ G(Q)) with the property that Int(g)(γ0) ∈ G(Q), thus we may and
do assume (by Lemma 4.2.11) that (φ, γ0) is well-located in a maximal Q-torus T of G (which is
necessarily elliptic over R); in this case, the assumption says that γ0 lies in the (unique maximal)
compact subgroup of T/Z(G)(Apf ).
(1) As δkd = δdk , it is enough to show that for some k ∈ N (divisible by n), the image of φ(δk)·γ
− k
n
0
in Gad(Q) is a torsion element. For that, we use the fact that for any linear algebraic group G over
a number field F , G(F ) is discrete in G(AF ), so for any compact subgroup K ⊂ G(AF ), G(F ) ∩K
will be finite, particularly, a torsion group. We will check that for every place v of Q, the image of
φ(δk) · γ−
k
n
0 in T/Z(G)(Qv) lies in the maximal compact (open) subgroup of T/Z(G)(Qv). Recall
that for an F -torus T and any finite place v of F , the maximal compact subgroup H of T (Fv) equals⋂
χ∈X∗(T ), Fv−rational
ker(valv ◦ χ),
where valv is the (normalized) valuation on Fv. For every finite place l 6= p, the image of γ0 in
T/Z(G)(Ql) is a unit (i.e. lies in a compact subgroup) by assumption, and so is φ(δk) by definition
of δk (in fact, φ(δk) is itself a unit in T (Ql) for every l 6= p). As T/Z(G) is anisotropic over R,
the claim is trivial for the archimedean place. Hence, it suffices to show that for every Qp-rational
character χ of T/Z(G), |χ(φ(δk))|p = |χ(γ
k
n
0 )|p. In fact, we will show this for Qp-rational characters
χ of T . Choose a finite Galois CM-extension L of Q andm ∈ N such that φ factors through P(L,m).
Then, for all sufficiently large k ∈ N divisible by [L : Q]n and for any Qp-rational character χ of T ,
one has
|χ(φ(δk))|p = p−〈χ,νφ(δk)〉 = p−
k
n
〈χ,νγ0 〉 = |χ(γ0)|
k
n
p .
due to Lemma 5.2.2, (3) (for the second equality).
(2) The additional assumption tells us that |χ(φ(δk))|∞ = |χ(γ
k
n
0 )|∞ for every Q∞-rational
character χ of S, and also implies that γ0 ∈ G(Apf ) itself lies in a compact open subgroup of G(Apf ).
Hence, by the argument of (1), φ(δk) · γ−
k
n
0 ∈ G(Q) is a torsion element.
(3) It is well-known that the stated condition implies that for any maximal Q-torus T0 of G,
elliptic over R, T0(Q) is discrete in T0(Af ); this is the condition what Kisin called the Serre condition
for T0, [Kis17, (3.7.3)]. Then, again we resort to the argument of (1).
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Lemma 5.2.3. For any Q-group T of multiplicative type such that Q - rk(T ) = R - rk(T ), there exist
a positive integer s and elements π0, t ∈ T (Q) such that
(a) ǫs = π0t,
(b) π0 ∈ Kl for all l 6= p,
(c) t ∈ Kp,
where for each finite place v of Q, Kv denotes the maximal compact subgroup of T o(Qv). The pair
(π0, t) is uniquely determined by ǫ, up to taking simultaneous powers. In particular, the construction
of (π0, t; s) is functorial in (T, ǫ): f : (T, ǫ) → (T ′, ǫ′) is a morphism of pairs as above, f matches
the corresponding elements (π0, t), (π
′
0, t
′) (for the same s)
Clearly, if one wants, one may further assume that π0, t ∈ T o(Q).
Proof. (cf. [Kot92, Lem. 10.12]) The uniqueness up to taking simultaneous powers of a pair of
elements (π0, t) satisfying the properties (a) - (c) is an easy consequence of the property that
T (Q) is discrete in T (Af ) (implied by Q - rk(T ) = R - rk(T )). For existence, it follows from the
same property that the canonical map ϕ : T (Q) → X := ⊕v 6=∞(T (Qv)/Kv) has finite kernel and
cokernel, so if we consider the two elements (av)v, (bv)v ∈ X where av = 1, bv = ǫ mod Kv for
v 6= p, and av = ǫ mod Kp, bp = 1, then some (common) power (av)r, (bv)r are the images of
elements a, b of T (Q). As ǫr and ab have the same images under ϕ, some powers of them are equal:
ǫs = π0t where π0 := as/r, t := bs/r.
Proposition 5.2.4. Suppose that Q - rk(Z(G)) = R - rk(Z(G)). For an admissible pair (φ, ǫ), let T φǫ
denote the Q-subgroup (of multiplicative type) of Iφ generated by ǫ and (π
φ
0 , t
φ) elements of T φǫ (Q)
attached to (T φǫ , ǫ) by Lemma 5.2.3 (for some sφ ∈ N). Then the followings hold.
(1) For any field k ⊃ Q and g ∈ G(k¯) with Int(g)(ǫ) ∈ G(k), the elements Int(g)(πφ0 ), Int(g)(tφ)
belong to the k-subgroup of Gk generated by Int(g)(ǫ), and if k ⊂ Q, they are the elements (in
Intg(T φǫ (Q)) = T
φ′
ǫ′ (Q)) attached to (φ
′, ǫ′) := Int(g)(φ, ǫ) (for the same sφ ∈ N).
(2) Suppose that ǫ ∈ G(Q) and let TGǫ be the Q-subgroup of G generated by ǫ with associated
elements πG0 , t
G of TGǫ (Q) (for some s
G ∈ N). Then, as subsets of G(Q) (⊃ Iφ(Q)), we have
T φǫ (Q) = TGǫ (Q), and π
φ
0 = π
G
0 , t
φ = tG when sφ = sG; in this case, we simply write Tǫ, π0, t, s.
(3) For any sufficiently large k ∈ N, the pair (φ, (πφ0 )k) is also admissible. In particular, when
(φ, ǫ) is well-located, the map φ∆ : P → G factors through Tǫ.
Proof. We observe that when Q - rk(Z(G)) = R - rk(Z(G)), for any admissible pair (φ, ǫ), we also
have Q - rk(Tǫ) = R - rk(Tǫ), since (Iφ/Z(G))R is an R-subgroup of the compact inner form of GadR
defined by φ(∞) ◦ ζ∞.
Now, let (φ, ǫ) be an arbitrary admissible pair. From Lemma 4.2.12, we know the followings:
when ǫ′ := Intg(ǫ) ∈ G(k), Intg induces a k-isomorphism between the k-subgroups of Gk generated
by ǫ and ǫ′, and when k = Q, it also induces Q-isomorphisms between the Q-groups Tǫ ⊂ Iφ and
Tǫ′ ⊂ Iφ′ , where φ′ := Intg ◦ φ; this proves (1) by uniqueness up to powers of the pair (π0, t)
(Lemma 5.2.3). If (φ, ǫ) is also well-located, the Q-embedding (Tǫ)Q →֒ (Iφ)Q
∼→ IQ →֒ GQ (4.1.2.1)
induces a Q-isomorphism Tǫ
∼→ TGǫ . Therefore, if ǫ ∈ G(Q) and (φ′, ǫ′) := Intg(φ, ǫ) (g ∈ G(Q)) is
well-located, we have Q-isomorphisms
T φǫ
∼→ T φ′ǫ′ ∼= TGǫ′
∼→ TGǫ ,
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fixing the Zariski dense subset {ǫn}n∈Z (of both T φǫ (Q) and TGǫ (Q)), thus when both are regarded
as subgroups of G(Q), the induced map T φǫ (Q)
∼→ TGǫ (Q) is the identity. By uniqueness up to
powers of the pair (π0, t) (Lemma 5.2.3), this proves the claim of (2); in particular, π
φ
0 , t
φ (a priori,
elements of G(Q)) both lie in G(Q).
In view of this discussion, to prove statement (3), we may assume (by Lemma 4.2.11) that
(φ, ǫ) is nested in a maximal Q-torus T of G that is elliptic over R (i.e. φ = ψT,µh for some
h ∈ X∩Hom(S, TR) and ǫ ∈ T (Q)); thus, Tǫ is a Q-subgroup of T via the inner-twisting (Iφ)Q
∼→ IQ
(4.1.2.1). In this situation, we establish statement (3), assuming that t ∈ T (Qp)1 = T (Qp)∩ker(wT ),
which is allowed, as T (Qp)1 is a subgroup with finite index of the maximal compact subgroup of
T (Qp). We only need to check condition (c) of Def. 3.6.1. For v = l 6= p, φ(l) ◦ ζl is conjugate
under T (Ql) to the canonical neutralization ξl of GT (l) (Lemma 3.3.3), thus as ǫ ∈ T (Q), condition
(c) for v = l holds. At v = p, we choose u ∈ T (Qp) such that Int(u) ◦ φ(p) ◦ ζp is unramified,
say the inflation of a Qurp /Qp-Galois gerb morphism θ
ur : D → GurTQp , from which we obtain b ∈
T (Qurp ) by bσ = θ
ur(sσ). Since (φ, ǫ) is admissible, by Lemma 3.6.4, there exists c ∈ G(k) such
that c(ǫ−1 · (bσ)n)c−1 = σn, where n is the level of (φ, ǫ). Since t lies in the parahoric subgroup
T (Qp)1 of T (Qp), we can find tp ∈ T (k) such that t = t−1p σns(tp) [Gre63, Prop.3]. So, we have
(ctp)(π
−1
0 · (bσ)ns)(ctp)−1 = σn, as was asserted. Next, since for every k ≫ 1, (φ, πk0 ∈ G(Q)) is
also an admissible pair with πk0 lying in a compact subgroup of G(A
p
f ), we can apply Prop. 5.2.1
by the assumption Q - rk(Z(G)) = R - rk(Z(G)) to see that the image of φ∆ is generated by πk0 for
any sufficiently large k ∈ N.
5.2.5 For the next discussion, it is also necessary to use Tate hypercohomology groups Ĥi (i ∈ Z)
of (bounded) complexes of discrete G-modules for a finite group G: they are defined by means of
either the complete (standard) resolution of the trivial Z[G]-module Z or hypercochains in the usual
manner (cf. [Koy90, §1]).30 In this work, we will be only interested in the bounded complexes A•
of discrete G-modules whose positive terms are zero, in which case one has
Ĥi(G, A•) =
{
H0(G, A•)/NGH0(A•) if i = 0
Hi(G, A•) if i > 0,
where H0(A•) denotes the 0-th cohomology G-module of the complex A• and NG is the norm map
[Koy90, Prop.1.2].
For a diagonalizable C-group D with (algebraic) action of a finite group G, the canonical sur-
jection and injection
(5.2.5.1) π0(D
G)։ Ĥ0(G,D) = Ĥ1(G,X∗(D)), Ĥ−1(G,X∗(D)) →֒ X∗(D)G,tors,
identify the canonical duality X∗(D)G,tors
∼→ π0(DG)D with the duality induced from the cup-
product pairing
Ĥ1(G,X∗(D))⊗ Ĥ−1(G,X∗(D))→ Ĥ0(G,Z) = 1|G|Z.
30For finite G, the Tate hypercohomology Ĥi(G,−) factors through the stable module category T (G) of the group
algebra Z[G], and as such equals the cohomological functor A• 7→ HomT (G)(Z,A
•[i]) on that triangulated category.
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For a field k, either global or local, we let
Ck :=
{
k× if k is local,
A×k /k
× if k is global.
(5.2.5.2)
For a number field F and a bounded complex of F -tori T • = (· · · → T i → · · · ) (concentrated in
non-positive degrees) and i ∈ Z, we define
Hi(AF /F, T
•) := Hi(F, T •(CF ))
= lim−→
E
Hi(E/F, T •(CE)),
where E runs through finite Galois extensions of F , T •(CF ) denotes the complex of discrete ΓF -
modules · · · → T i(AF )/T i(F )→ · · · and T •(CE) is defined similarly.
Lemma 5.2.6. (1) Let H be a (connected) reductive group over a field, either global or local, and
T a maximal k-torus of H; set T˜ := ρ−1H (T ). If k
′ is a finite Galois extension of k splitting T , the
two pairings are compatible:
π0(Z(Hˆ)
G)

⊗
π1(H)G,tors // Q/Z
Ĥ0(k′/k,X∗(Hab))
⊗
Ĥ1(k′/k,Hab(Ck′)) //
?
OO
Q/Z
,
where the bottom pairing is the local/global Tate-Nakayama pairings for the complex Hab = (T˜ → T )
(cf. [KS99, A.2.2]).31
Moreover, the two vertical maps are bijections if the extension k′/k has sufficiently large degree.
Proof. (1) First, we note that the bottom local/global Tate-Nakayama pairings are perfect pairings:
its proof can be easily reduced to the classical Tate-Nakayama duality for tori (cf. proof of (A.2.2)
of [KS99]). In view of the canonical maps (5.2.5.1), the existence of the vertical maps and the
compatibility of the pairings deduced from the canonical isomorphisms
Ĥ0(k′/k, Z(Hˆ))D = Ĥ−1(k′/k, Hˆab)
D
(a)
= Ĥ0(k′/k,X∗(T )→ X∗(T˜ ))D
(b)
= Ĥ1(k′/k,Hab(Ck′))
(c)
= Ĥ−1(k′/k, π1(H)),
where the equalities are as follows:
(a) For any two-term complex D−1 → D0 of diagonalizable C-groups with Gal(k′/k)-action, the
exponential sequence 0→ X∗(Di)→ Lie(Di)→ Di → 0 gives an isomorphism, for all i ∈ Z,
(5.2.6.1) Ĥi(k′/k,D−1 → D0) = Ĥi+1(k′/k,X∗(D−1)→ X∗(D0)),
31Recall that by our convention, in Hab = T˜ → T and X
∗(Hab) = X
∗(T )→ X∗(T˜ ), T and X∗(T˜ ) are both placed
in degree 0.
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(First, establish this for a single term complex using the cohomology long exact sequence of the
associated exponential sequence. Then, the general case follows from it by an appropriate application
of the five lemma).
(b) For a single term complex, this is the classical Tate-Nakayma duality (cf. [Mil13]). Then,
one uses the five lemma in an obvious way.
(c) Apply the five lemma to the isomorphisms from the long cohomology exact sequence attached
to the short exact sequence 0→ X∗(T˜ )→ X∗(T )→ π1(H)→ 0 to the long exact sequence
· · · → Ĥi(k′/k, T˜ (Ck′))→ Ĥi(k′/k, T (Ck′))→ Ĥi(k′/k,Hab(Ck′))→ Ĥi+1(k′/k, T˜ (Ck′))→ · · · ,
provided by cup-product with the fundamental class in H2(k′/k,Ck′), to see that the same cup-
product gives an isomorphism
Ĥi−1(k′/k, π1(H))
∼→ Ĥi+1(k′/k,Hab(Ck′)).
Finally, the two maps (5.2.5.1) become isomorphisms if the degree [k′ : k] is sufficiently large
[Mil92, Prop.B.4].
Proposition 5.2.7. Suppose that (G,X) is a Shimura datum of abelian type [Mil94].
(1) For any semi-simple element ǫ ∈ G(Q) with centralizer Gǫ, we have
(5.2.7.1) X∞,p(Q, π0(Gǫ)) := ker[H
1(Q, π0(Gǫ))→
∏
v 6=∞,p
H1(Qv, π0(Gǫ))] = 0.
(2) If two stable Kottwitz triples are (geometrically) equivalent, they are also stably equivalent.
Proof. (1) For a general connected reductive group G, the finite Q-group π0(Gǫ) = Gǫ/Goǫ is canon-
ically isomorphic to a subgroup Cǫ of ker(ρ)(⊂ Z(Gsc)) (for the canonical morphism ρ : Gsc →
Gder →֒ G) [Kot82, Lem. 4.5]. To prove the statement, we will use an explicit information on the
possible Q-groups for π0(Gǫ) when G comes from an abelian-type Shimura datum (G,X).
We first show that when Gsc =
∏
i∈I Gi is the decomposition into simple factors, there exist
subgroups Ui ⊂ Z(Gi) (i ∈ I) such that π0(Gǫ) =
∏
i∈I Ui. For this, we choose y ∈ Gsc and
z ∈ Z(G) be such that ǫ = ρ(y)z, and consider the map θ : Gǫ → ker(ρ) defined by θ(g) =
hyh−1y−1, where h ∈ Gsc is any element whose image in Gad is the same as that of g. Then
one knows (loc. cit.) that θ(g) is independent of the choice of y and h, and θ : Gǫ → ker(ρ)
is a homomorphism with ker(θ) = Goǫ . We have ρ
−1(Gǫ) = {h ∈ Gsc | hyhy−1 ∈ ker(ρ)} and
im(θ) = {hyhy−1 | h ∈ ρ−1(Gǫ)}. If Ci (i ∈ I) denotes the projection to Gi of ker(ρ), it is clear
that ρ−1(Gǫ) =
∏
i∈I{hi ∈ Gi | hiyihiy−1i ∈ Ci}, where yi ∈ Gi (i ∈ I) is the i-th component of y,
from which the claim follows.
Next, when Gsc =
∏
i∈I Gi as above, we have Z(G
sc) =
∏
i∈I ResFi/QZi, where Zi is the center
of some absolutely simple (simply-connected) group over a number field Fi; each Fi is a totally
real field as (G,X) is a Shimura datum [Del79]. For abelian-type Shimura datum (G,X), Satake
classified such Zi’s [Sat67, §5], [Sat80, Appendix] (cf. [Lee12, Prop.2.6]): if Z, F are Zi, Fi for some
i ∈ I,
(5.2.7.2) Z =

VE/F,N := {x ∈ E× | NE/F (x) = 1, xN = 1} if Gi is of Lie type A, D,
µ2 if Gi is of Lie type B, C,
µ2 × µ2, µ4, ResE/Fµ2 if Gi is of Lie type D,
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Here, in the first and the third cases, E/F is a quadratic extension (in the type A case, E/F is
a CM-field with its totally real subfield of index 2). One can readily check that any subgroup of
ResF/QZ (in particular, each Ui in π0(Gǫ) =
∏
i∈I Ui) is the Weil restriction to Q of either again
a group of the same kind in this list or µn (over a number field) for some n ∈ N. Then, to prove
(5.2.7.1), it suffices to establish the same statement for any such finite Q-group U . This follows
from the observation that for such U , there exists a finite place l 6= p of Q such that the map
H1(Q, U) → H1(Ql, U) is injective. Indeed, each such U equals ResK/QV , where K is a number
field and V is a finite K-group whose splitting field K ′ is abelian over K (more precisely, V is either
µn or µ2 × µ2 or VE/K,N in (5.2.7.2)). Hence, there exists a finite place v of K not dividing p that
remains prime in K ′ (by Cebotarev density theorem) so that H1(K,V )
∼→ H1(Kv , V ); or for µn,
one can appeal to the stronger fact [NSW08, Thm.9.1.9] (one applies the case (ii) with S being the
set of all places and T = S\{∞, p}, by noting that the “special case” there cannot occur in our
situation).
(2) Suppose that two stable Kottwitz triples (γ0; γ, δ), (γ′0; γ
′, δ′) are (geometrically) equivalent,
and choose g ∈ G(Q) such that γ′0 = gγ0g−1. Then the cohomology class in H1(Q, π0(Gγ0)) of the
cocycle g−1 · τg ∈ Z1(Q, Gγ0) lies in X∞,p(Q, π0(Gǫ)), so is trivial by (1), which amounts to saying
that g0 and g′0 are stably conjugate.
Lemma 5.2.8. Let G be a connected reductive group over a field k such that H1(k,H) = {1}
for every simply-connected semi-simple k-group H. Let ǫ, ǫ′ ∈ G(k) be elements which are stably
conjugate. Put I0 := G
o
ǫ and I
′
0 := G
o
ǫ′. If g ∈ G(k¯) satisfies that ǫ′ = Int(g)(ǫ) and g−1 · τg ∈
Z1(k, I0) for every τ ∈ Gal(k¯/k), Int(g) induces isomorphisms
H1(k, I0)
∼→ H1(k, I ′0), H1(k,Gǫ) ∼→ H1(k,Gǫ′).
Proof. Note that I0 and I ′0 are inner-twists of each other and Int(g) induces a k-isomorphism
π0(Gǫ)
∼→ π0(Gǫ′). In particular, we have an isomorphism (Z(Isc0 ) → Z(I0)) ∼→ (Z(I ′sc0 ) → Z(I ′0))
of crossed modules of algebraic groups. Considering the maps induced by Int(g) between the exact
sequence of Galois cohomology groups 1 = H1(k, Isc0 ) → H1(k, I0) → Hi(k, Z(Isc0 ) → Z(I0)) to its
analogue for ǫ′, we see that Int(g) gives an isomorphism (of abelian groups) H1(k, I0)
∼→ H1(k, I ′0).
Then, it is easy to deduce the second isomorphism by examining the maps induced by Int(g) between
the exact sequence
· · · → H0(k, π0(Gǫ))→ H1(k, I0)→ H1(k,Gǫ)→ H1(k, π0(Gǫ))
and its analogue for ǫ′.
Following Kisin [Kis17, (4.4)], we introduce some Galois cohomology notations. For a crossed
module of algebraic Q-groups H ′ → H, we set
(5.2.8.1) X∞(Q,H ′ → H) = ker [H1(Q,H ′ → H)→ H1(R,H ′ → H)] .
When H is a connected reductive Q-group, the natural map
X
∞(Q,H) := X∞(Q, {e} → H) → X∞(Q,Hsc → H)
is a bijection, thus X∞(Q,H) is an abelian group in a natural way. For a general Q-subgroup H of
G, we introduce a pointed set
X
∞
G (Q,H) := ker [X
∞(Q,H)→X∞(Q, G)] .
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If H is connected, by the above fact this is an abelian group. We also define X∞G (Q,H1) for an
inner-twist H1 of a connected reductive subgroup H of G as follows. Let I0 be a connected reductive
Q-subgroup of G and I1 an inner twist of I0. Then, we define
(5.2.8.2) X∞G (Q, I1) := ker
[
X
∞(Q, I1)
∼→X∞(Q, I0)→X∞(Q, G)
]
,
where the isomorphism X∞(Q, I1)
∼→X∞(Q, I0) arises from the canonical isomorphisms (see the
proof of Lemma 3.5.2, cf. [Kis17, Lem.4.4.3]):
X
∞(Q, I1)
∼→X∞(Q, I1ab) ∼→X∞(Q, I0ab) ∼→X∞(Q, I0)(5.2.8.3)
The first statement of the next theorem is the effectivity criterion of Kottwitz triple alluded
before.
Theorem 5.2.9. Keep the assumptions of Theorem 5.1.2. Let (γ0; γ = (γl)l 6=p, δ) be a stable
Kottwitz triple with trivial Kottwitz invariant. Suppose that one of the following two conditions
holds: (a) Z(G) has same ranks over Q and R, or (b) the weight homomorphism wX is rational and
γ0 is a Weil p
n-element of weight −wX , where n is the level of (γ0; (γl)l 6=p, δ) (cf. Prop. 5.2.1).
If Yp(δ) 6= ∅ (5.1.2.1), the Kottwitz triple (γ0; γ, δ) is effective, that is, there exists an admissible
pair (φ, ǫ) giving rise to it. In this case, the number i(γ0; γ, δ) of non-equivalent admissible pairs
giving rise to the triple (γ0; γ, δ) equals the cardinality of the set
XG(Q, Iφ,ǫ)
+ := im
[
X˜G(Q, Iφ,ǫ)
+ → H1(Q, Iφ,ǫ)
]
for any such admissible pair (φ, ǫ) (giving rise to the triple), where Iφ,ǫ denotes the centralizer of ǫ
in Iφ and X˜G(Q, Iφ,ǫ)+ := ker[X∞G (Q, I
o
φ,ǫ)→ H1(A, Iφ,ǫ)].
Recall that “having trivial Kottwitz invariant” is our shortened expression for the condition that
there exist elements (gv)v ∈ G(A¯pf )×G(k) satisfying conditions (3.5.14.4), (3.5.14.4) such that the
associated Kottwitz invariant α(γ0; γ, δ; (gv)v) vanishes.
Remark 5.2.10. (1) By this theorem, we see that the number |XG(Q, Iφ,ǫ)+|, being equal to i(γ0; γ, δ),
depends only on the effective Kottwitz triple (γ0; γ, δ), not on the choice of an admissible pair giv-
ing rise to it. When Gγ0 is connected so that Iφ,ǫ is also connected (see below for why), the set
XG(Q, Iφ,ǫ)+ is identical to the group denoted by XG(Q, Gγ0) in [Kis17] or to the set appearing in
[LR87, Lem. 5.24] if Gder = Gsc. For this set, one knows that it is a finite abelian group, depends
only on γ0, and remains invariant under inner twist of Gγ0 , but in the general case the author does
not know either of these facts for our set XG(Q, Iφ,ǫ)+ (except for finiteness which follows indirectly
from its appearance in the formula in Thm. 6.2.12).
(2) Compare this theorem with Satz 5.25 of [LR87] which asserts (in the case where the level is
hyperspecial and Gder = Gsc) that a Kottwitz triple with trivial Kottwitz invariant is effective if the
condition ∗(ǫ) holds. Our condition Yp(δ) 6= ∅ is more natural and is what one really needs. Indeed,
according to Remark 3.6.2 (and the discussion in the introduction), Langlands-Rapoport conjecture
implies that the cardinality of the set SK(Fqm) (for each m ∈ N) is a sum of certain quantities, the
sum being over all effective Kottwtiz triples (up to equivalence) with trivial Kottwitz invariant (or
over the Kottwitz triples satisfying condition ∗(ǫ) with trivial Kottwitz invariant if one resorts to
[LR87, Satz5.25]). But, since one easily sees that Yp(δ) 6= ∅ when the corresponding summand is
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non-zero, the effectivity criterion of Kottwitz triple (Theorem 5.2.9) tells us that in the summation
one may as well take simply all Kottwitz triples with trivial Kottwitz invariant (see Theorem 6.1.7
and its proof).
Proof. By Theorem 5.1.2, there exists an admissible pair (φ1, ǫ) that is nested in a special Shimura
sub-datum (T, h), i.e. φ1 = ψT,µh and ǫ ∈ T (Q) (and satisfies condition (♥)) and also such that ǫ is
stably conjugate to γ0; thus we may assume that γ0 = ǫ. Then, the restriction of φ1 to the kernel
of P is determined by ǫ alone, and its image im(φ∆1 ) lies in the center of Gǫ. Indeed, if Tǫ is the
Q-subgroup of G generated by ǫ ∈ G(Q) and (π0, t) are the elements of Tǫ(Q) determined by ǫ as
in Prop. 5.2.4 (for some s ∈ N), we have φ∆1 (δk) = πk/n0 ∈ Tǫ(Q) for any sufficiently large k (Prop.
5.2.1). Hence, one can twist Gǫ and Goǫ via φ1 (they are the inner twists of these groups by the
cocycle (gadρ )ρ ∈ Z1(Q, (Goǫ )ad), where φ(qρ) = gρρ and gadρ is the image of gρ in (Goǫ )ad. Clearly,
the resulting twist of Gǫ equals Iφ1,ǫ (recall that Iφ1 itself is the twist of Iφ∆1 := ZG(im(φ
∆
1 )) via φ1,
cf. (4.1.2.1)). We also see that if Gγ0 is connected, so is Iφ1,ǫ.
The next step in the proof is to modify φ1 using a suitable cocycle in Z1(Q, Iφ1,ǫ), to get a
new admissible morphism φ such that (φ, ǫ) becomes an admissible pair which produces the given
Kottwitz triple (γ0; (γl)l 6=p, δ). By construction, this modification (of an admissible morphism φ1
by a cocycle in Z1(Q, Iφ1,ǫ)) does not change the restriction of φ1 to the kernel; in particular, we
still have ǫ ∈ Aut(φ). Under the assumption Gder = Gsc, such modification was carried out in
the proof of Satz 5.25 in [LR87] and this part of that proof does not require any condition on the
level subgroup. In the next lemma, we provide its generalization that works without the restriction
Gder = Gsc.
Lemma 5.2.11. Let (φ1, ǫ) be a well-located admissible pair. Let I1 (resp. H1) be the twist of
I0 := G
o
ǫ (resp. of H0 := Gǫ) by φ1 (i.e. H1 = Iφ1,ǫ and I1 = I
o
φ1,ǫ
).
(1) For any cochain a = {aσ} on Gal(Q/Q) with values in H0(Q), the map φ : P→ GG defined
by φ|P = φ1|P and φ(qρ) = aρφ1(qρ) is a morphism of Galois gerbs over Q if and only if a is a
cocycle in Z1(Q,H1); in this case, we write φ = aφ1.
(2) For a ∈ Z1(Q, Iφ1), the morphism φ = aφ1 is admissible if and only if its cohomology class
[a] ∈ H1(Q, Iφ1) lies in
(5.2.11.1) X∞G (Q, Iφ1) := ker[X
∞(Q, Iφ1)
∼→X∞(Q, Iφ∆1 )→ H
1(Q, Gab)],
where Iφ∆1
:= ZG(im(φ
∆
1 )), the isomorphism X
∞(Q, Iφ1)
∼→X∞(Q, Iφ∆1 ) is (5.2.8.3) and the map
H1(Q, Iφ∆1 )→ H
1(Q, Gab) is (3.5.2.1).
If a ∈ Z1(Q,H1), the morphism φ = aφ1 is admissible if and only if the class [a] ∈ H1(Q,H1)
lies in the subset
(5.2.11.2) X∞G (Q,H1) := ker[H
1(Q,H1)→ H1ab(Q, G) ⊕H1(R, G′)],
where G′ is the inner form of GR defined by φ1(∞) ◦ ζ∞ (so (G′)ad is compact and (Iφ1)R is a
subgroup of G′ in a natural way). In this case, the pair (φ = aφ1, ǫ) is admissible if moreover the
localization a(p) ∈ Z1(Qp,H1) lies in Z1(Qp, I1) and property (♥) of Thm. 5.1.2 holds for (φ1, ǫ);
then the admissible pair (φ, ǫ) also enjoys the property (♥).
(3) For any a ∈ XG(Q,H1)+, the admissible pairs (φ1, ǫ), (aφ1, ǫ) have equivalent associated
Kottwitz triples.
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(4) If (ǫ; γ = (γl), δ) is a stable Kottwitz triple with trivial Kottwitz invariant, there exists a
cocycle a = {aσ} ∈ Z1(Q, I1) such that the pair (φ = aφ1, ǫ) is an admissible pair giving rise to
(ǫ, (γl), δ).
When H1 is connected (i.e. H1 = I1), as ker[H1(R, I1) → H1(R, G′)] = 0 [LR87, Lem. 5.14,
5.28], the set (5.2.11.2) becomes X∞G (Q, I1) (5.2.11.1), which is known to be an abelian group
[Kis17, 4.4.2].
Proof. (1) This is a straightforward verification: the cocycle condition (for the Q-structure of H1)
amounts to φ : P→ GG being a group homomorphism.
(2) This statement is Lemma 5.26 of [LR87] under the assumption Gder = Gsc (so that I0 = H0
and I1 = H1, and H1(Q, Gab) is used instead ofH1ab(Q, G) = H
1(Q, Gab)).32 We adapt its proof (on
p196, line -14, loc. cit.). Note that H1 is a Q-subgroup of Iφ1 (as both are twists of Gǫ ⊂ ZG(φ∆1 )
via φ1). Set I˜φ∆1 := ρ
−1(Iφ∆1
), where ρ : Gsc → G is the canonical morphism.
First, by Lemma 3.5.2 (applied to the twist I˜φ1 → Iφ1 of I˜φ∆1 → Iφ∆1 via φ1), the triviality of the
image of [a] in H1ab(Q, G) is the same as that [a] ∈ im(H1(Q, I˜φ1)→ H1(Q, Iφ1)) (and also the same
as that [a] ∈ im(H1(Q, H˜1) → H1(Q,H1)) if [a] ∈ H1(Q,H1)). By Lemma 4.2.9, this condition is
equivalent to the condition that φ
a˜b
is conjugate-isomorphic to ψµ
a˜b
, i.e. to condition (1) of Def.
3.3.7 for φ = aφ1.
Secondly, it is easy to see that φ(∞) ◦ ζ∞ is conjugate to ξ∞ if and only if the image of
[a] ∈ H1(R, Iφ1) in H1(R, G′) is trivial. We note that since Iφ1 is connected, the natural map
H1(R, Iφ1)→ H1(R, G′) is injective [LR87, Lem. 5.14, 5.28], [Kis17, Lem. 4.4.5].
Next, we show that for a ∈X∞G (Q, Iφ1), the morphism φ = aφ1 is already admissible: we have
to check the remaining conditions (2), (3) of Def. 3.3.7. We fix (gl)l 6=p ∈ Xp(φ1); then, for each
finite l 6= p, one has g−1l φ1(P (Ql))gl ∈ G(Ql) as g−1l φ1(P (Ql))gl commutes with g−1l φ1(qρ)gl = ρ
for all ρ ∈ Γl. Set Il := ZGQl (Int(g
−1
l ) ◦ φ∆1 ) ⊂ GQl . Then, as Iφ1 is the inner twist of Iφ∆1 by φ1
(i.e. for g ∈ Iφ1(Q) = Iφ∆1 (Q) and ρ ∈ Gal(Q/Q), ρ(g) = φ1(qρ)gφ1(qρ)
−1) and g−1l Iφ∆1 gl = Il is a
Ql-group, Int(g
−1
l ) induces a Ql-isomorphism from (Iφ1)Ql to the inner twist of Il via the canonical
trivialization Int(g−1l ) ◦ φ1(l) ◦ ζl = ξl, i.e. to Il itself. Since the image of [a] in H1ab(Q, G) is trivial
by assumption and H1(Ql, Gsc) = {1}, the localization of a(l) at l satisfies
[a(l)] ∈ ker[H1(Ql, Iφ1) ∼→ H1(Ql, Il)→ H1(Ql, G)].
Then, for any hl ∈ G(Ql) such that g−1l aτgl = hl · τh−1l ∈ Il for τ ∈ Γl, one has glhl ∈ Xp(φ).
Further, by a similar argument it is easy to see that when a ∈ Z1(Q,H1) (not just in Z1(Q, Iφ1)),
the pair (φ, ǫ ∈ Iφ(Q)) satisfies condition (3) of admissible pair for every finite place l 6= p (Def.
3.6.1).
At p, if H denotes the centralizer (in GQp) of the maximal Qp-split torus in the center of Gǫ
and ξp := φ1(p) ◦ ζp, then ξ∆p maps into the center of H by Prop. 5.2.4, (3), and thus we have
(5.2.11.3) (Gǫ)Qp ⊂ H ⊂ J := ZGQp (ξ∆p ).
32In fact, our statement is weaker than this lemma, where Langlands and Rapoport claim (loc. cit. p.197, line
+6) that the pair (φ = aφ1, ǫ) is admissible if and only if [a] ∈ X
∞
G (Q, I1) (i.e. they do not require our additional
condition). Unfortunately we could not verify their claim. But, our weaker claim as given is sufficient for our purpose.
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In particular, we can twist both H˜ := ρ−1(H) and J˜ := ρ−1(J) via ξp to obtain H˜ξp and J˜ξp . Then,
we claim that
H1(Qp, H˜ξp) = H
1(Qp, J˜ξp) = {1}.
Of course, since H˜ and J˜ are connected reductive groups over a p-adic local field, this is equivalent
to vanishing of H1(Qp, H˜) and H1(Qp, J˜). The latter is proved in the discussion proceeding Lemma
5.18 of [LR87] when Gder = Gsc, and the same argument works in our case, so we will just give
a sketch of the proof for H only. Let A be the connected center of H ∩ GderQp (a split Qp-torus)
and T ⊂ GderQp the centralizer of a maximal Qp-split torus of GderQp containing A. The simple roots
α1, · · · , αs of T in G can be divided into two sets, the roots α1, · · · , αr of T in H and the others
αr+1, · · · , αs. Let {ω1, · · · , ωs} be the corresponding fundamental weights which form a basis of
X∗(T˜ ) for T˜ = ρ−1(T ), and R ⊂ T˜ be the kernel of {ω1, · · · , ωr}. Note that R is an induced torus
since the basis {ωr+1, · · · , ωs} of X∗(R) is permuted under the canonical action of Gal(Qp/Qp)
which equals the naive action as GderQp is quasi-split. Now, the claim follows from the fact that H˜ is
the semi-direct product of a simply connected semi-simple group over Qp (i.e. Hsc) and R.
We can find f1p ∈ Xp(φ1)∩J(Qp) so that ξ′p := Int(f−11p )◦ξp is an unramified morphism. Indeed,
clearly it suffices to show this for any conjugate of ξp that is well-located. So we may assume that
φ1 is special admissible, in which case the claim is established in the proof of Lemma 3.3.10. Let J˜ξ′p
be the twist of J˜ by ξ′p. By the same argument as above, we have H
1(Qp, J˜ξ′p) = {1}. Therefore,
there exists hp ∈ J˜(Qp) such that for τ ∈ Gal(Qp/Qp),
(5.2.11.4) a′τ := f
−1
1p aτf1p = hp · ξ′p(sτ )h−1p ξ′p(sτ )−1.
(Here and in the rest of proof, we write hp for ρ(hp) when there is no danger of confusion). Then,
for fp := f1php, as φ(p) ◦ ζp = aξp, we have
Int(f−1p ) ◦ φ(p) ◦ ζp(sτ ) = ξ′p(sτ )h−1p ξ′p(sτ )−1hp · Int(h−1p ) ◦ ξ′p(sτ ) = ξ′p(sτ )
which shows that φ is an admissible morphism and fp ∈ Xp(φ). This proves the claims in (2) on
admissibility of φ = aφ1 in the two cases a ∈ Z1(Q, Iφ1), a ∈ Z1(Q,H1).
Now, we consider the case that a ∈ Z1(Q,H1) and its class in H1(Q,H1) lies in the subset
X
∞
G (Q,H1) (5.2.11.2). We furthermore assume that the localization a(p) ∈ Z1(Qp,H1) lies in
Z1(Qp, I1) and property (♥) of Thm. 5.1.2 holds for (φ1, ǫ). Then, since H1(Qurp , I1) = {1}, we
may assume (by replacing a(p) with a cohomologous one) that a(p) ∈ Z1(Qp, I1) is unramified, i.e.
aτ is induced from a normalized cocycle in Z1(Ln′ , I1) for some n′ ∈ N.
We choose f1p from H(Qp) such that ξ
′
p := Int(f
−1
1p ) ◦ ξp is an unramified morphism, and define
ξ′p, hp, fp ∈ H(Qp) by the same recipe as before from this f1p (using that H1(Qp, H˜ξp) = {1}); then,
since both ξ′p and a
′
τ are unramified, we must have hp ∈ H˜(Qurp ). Also, we set
ǫ′1 := Int(f
−1
1p )(ǫ), ǫ
′ := Int(f−1p )(ǫ) = Int(h
−1
p )(ǫ
′
1);
then, ǫ′1, ǫ
′ are elements of H(Qurp ) (as they centralize unramified morphisms of Qp/Qp-Galois gerbs)
which are conjugate under H(Qurp ). Then for any lifting σ˜ ∈ Gal(Qp/Qp) of the Frobenius auto-
morphism σ ∈ Gal(Qurp /Qp), by admissibility of (φ1, ǫ) there exists c1 ∈ H(k) such that
(5.2.11.5) c1(ǫ
′−1
1 ξ
′
p(sσ˜)
n)c−11 = σ˜
n
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(as ξ′p is unramified, it is the inflation of a Q
ur
p /Qp-Galois gerb morphism θ
ur and we have ξ′p(sσ˜) =
θur(sσ)). Let ξ′p(sσ˜)
n = bn ⋊ σ˜n with bn ∈ H(Qurp ). Then, it follows from the existence of c1 ∈ H(k)
satisfying (5.2.11.5) that wH(ǫ′1) = wH(bn). Since ǫ
′ is conjugate to ǫ′1 under H(k), we also have
wH(ǫ
′) = wH(bn). If we can show that for any neighborhood V of the identity in H(k), there exists
t ∈ N such that (ǫ′−1ξ′p(sσ˜)n)t ∈ V ⋊ σ˜nt, then, we can repeat the arguments of the proof of Thm.
5.1.2, (2), to conclude that (φ, ǫ) is an admissible pair which again enjoys the property (♥).
As a ∈ Z1(Qp,Hξp), for every τ ∈ Gal(Qp/Qp) and any n′ ∈ N, we have
(a′τξ
′
p(sτ ))
n′ = a′
τn′
ξ′p(sτ )
n′ ,
thus as both a′τ and ξ
′
p commute with ǫ
′
1 and as a
′
τ is unramified,
(ǫ′−1ξ′p(sσ˜)
n)t = h−1p ǫ
′−t
1 (hpξ
′
p(sσ˜)h
−1
p )
nthp = h
−1
p ǫ
′−t
1 (a
′
σ˜ξ
′
p(sσ˜))
nthp(5.2.11.6)
= h−1p a
′
σnt(ǫ
′−1
1 ξ
′
p(sσ˜)
n)thp.
So, for t ≫ 1 with a ∈ Z1(Lnt/Qp, I1), (ǫ′−1ξ′p(sσ˜)n)t = (c1hp)−1σnt(c1hp) lies in any given neigh-
borhood of the identity in H(k), as was required.
Proofs of (3) and (4). Under the assumption Gder = Gsc, this claim is established in the
proof of Satz 5.25 of [LR87] (more precisely, in the part from the third paragraph on p.195 to the end
of the proof). This argument again carries over to our general case if one works systematically with
I˜0, I˜1, and the abelianized cohomology groups H1ab(k,H(Ck)), instead of, respectively, I0 ∩Gder, its
twist via φ1, and the groups π0(Z(Ĥ)Gal(k¯/k))D (where H is some reductive group over a field k,
either global or local). As the original proof is quite sketchy and our general setting requires careful
modifications of the original arguments, again we give a detailed proof.
Let (γ0; γ, δ) be a stable Kottwitz triple such that there exist elements (gv)v ∈ G(A¯pf ) × G(k)
satisfying (3.5.14.4), (iii′) which gives trivial Kottwitz invariant, and that δ satisfies Yp(δ) 6= ∅.
First, we look for an admissible pair (φ, ǫ) giving rise to (γ0; γ, δ). By Thm. 5.1.2, after replacing γ0
by a rational element stably conjugate to it, we can find an admissible pair (φ1 = ψT,µh , γ0 ∈ T (Q))
that is nested in a special Shimura sub-datum (T, h) and satisfies the condition (♥) there. Then
there exists a stable Kottwitz triple (γ0; γ1, δ1) attached to this special admissible pair (φ1, γ0) such
that for every l 6= p, one may take γ1l := γ0 (as T (A¯pf ) ∩ Xp(φ1) 6= ∅). We will find a cocycle
a ∈ Z1(Q,H1) (in fact, in Z1(Q, I1)) such that (aφ1, γ0) becomes an admissible pair giving rise to
(γ0; γ, δ) as an attached stable Kottwitz triple. We note that since (φ1, γ0) has property (♥), the
pair (aφ1, γ0) will be admissible if [a] ∈ ker[H1(Q,H1)→ H1ab(Q, G) ⊕H1(R, G′)], by (2).
In the following, only assuming that (φ := aφ1, ǫ := γ0) is an admissible pair for a ∈ Z1(Q,H1),
we give an explicit description of an associated (stable) Kottwitz triple (γ′0; γ
′ = (γ′l)l 6=p, δ
′), in
terms of (γ0; γ1 = (γ1l)l 6=p, δ1) and [a] (cf. [LR87, Lem. 5.27]); statement (3) will follow from
this description. Moreover, we will see that if a ∈ Z1(Q, I1), there exists a stable Kottwitz triple
(γ′0; γ
′ = (γ′l)l 6=p, δ
′) attached to (φ = aψT,µh , ǫ ∈ T (Q)) such that γ′0 = ǫ(= γ0).
Recall (§ 3.5.14) that any stable Kottwitz triple (γ0; γ, δ) together with a choice of elements
(gv)v ∈ G(A¯pf )×G(k) satisfying (3.5.14.4), (3.5.14.4) gives rise to an adelic class
(αv(γ0; γ, δ; gv))v ∈
⊕
v
X∗(Z(Iˆ0)
Γv)
whose finite part (αv)v 6=∞ measures the difference between γ0 and (γ,Nnδ) (n being the level of the
triple).
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For l 6= p, it was shown in the proof of (2) that for any g1l ∈ Xl(φ1, ǫ), [g−11l aτg1l] ∈ H1(Ql, G)
is trivial and if one chooses hl ∈ G(Ql) such that
g−11l aτg1l = hl · τh−1l
for every τ ∈ Γl, one has g′l := g1lhl ∈ Xl(φ, ǫ), from which we obtain the l-components
γ1l := Int(g
−1
1l )(ǫ), γ
′
l := Int(g
′−1
l )(ǫ) ∈ G(Ql)
of some (not necessarily stable) Kottwitz triples attached to (φ1, ǫ) and (φ, ǫ) respectively. The
G(Ql)-conjugacy classes of γl and γ′l (in the geometric conjugacy classes of γ0) are determined by
the cohomology classes of the cocycles in Z1(Ql, Gγ0):
(5.2.11.7) g1l · τg−11l , g′l · τg′−1l = aτ · g1l · τg−11l .
(these cohomology classes in H1(Ql, Gγ0) do not depend on the choice of g1l and hl.)
Now, we consider the case that a(l) ∈ Z1(Ql, I1). If there exists g1l ∈ Xl(φ1, ǫ) further satisfying
that
g1l · τg−11l ∈ I0(Ql)
for every τ ∈ Γl, so that g′l · τg′−1l ∈ I0(Ql) as well (this will be the case, for example, if (φ1, ǫ) is
nested in a special Shimura sub-dtaum), as (I1)Ql is the inner twist of (I0)Ql via φ1(l) ◦ ζl(τ), i.e.
via the cocycle g1l · τg−11l ∈ Z1(Ql, I0), there exists a natural isomorphism
H1(Ql, I1) = H
1(Ql, (I1)ab)
∼→ H1(Ql, (I0)ab) = H1(Ql, I0).
Then the cohomology classes αl(γ0; γ1l; g1l), αl(γ0; γ′l ; g
′
l) in H
1(Ql, I0) = H1(Ql, (I0)ab) of the
cocyles g1l · τg−11l , g′l · τg′−1l satisfy the relation:
(5.2.11.8) αl(γ0; γ
′
l ; g
′
l) = αl(γ0; γ1l; g1l) + [a(l)] ∈ ker[H1(Ql, I0)→ H1(Ql, G)]
(Apply [Bor98], Lemma 3.15.1 to (I1)ab = ψ(I0)ab, ψ := g1l · τg−11l , ψ′ := a(l).)
At v = p, we first fix some choices. As in the proof of (2), we choose f1p ∈ H(Qp) such that
ξ′p := Int(f
−1
1p ) ◦ ξp is an unramified morphism, and let hp, fp = f1php ∈ H(Qp) be defined as
there. When ξ′p(sσ˜) = b⋊ sσ˜ for b ∈ H(k), by construction (of δ1), there exists x1 ∈ G(k) such that
x1(ǫ
′−1
1 ξ
′
p(sσ˜)
n)x−11 = σ˜
n and δ1 = x1bσ(x
−1
1 ); we set
c1p := x1f
−1
1p ∈ G(k¯),
so that c1pǫc
−1
1p = x1ǫ
′
1x
−1
1 = Nn(δ1).
Next, from this relation c1pǫc
−1
1p = Nn(δ1), we obtain a cocycle in Z
1(WQp , Gǫ(k¯)) (ǫ := γ0):
(5.2.11.9) bτ := c
−1
1p · Ni(τ)δ1 · τ c1p,
where WQp is the Weil group of Qp and i(τ) ∈ Z is defined by τ |Ln = σi(τ) (0 ≤ i(τ) < n). As
B(Gǫ) is naturally identified with H1(〈σ〉, Gǫ(k)), the inflation map induces an injection B(Gǫ) →֒
H1(WQp , Gǫ(k¯)) which becomes a bijection if Gǫ is connected [Kot85, §1].
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Similarly, since Int(f−1p ) ◦ φ(p) ◦ ζp = ξ′p, by construction of δ′ (as we are assuming that (φ, ǫ)
is admissible), there exists x′ ∈ G(k) such that x′(ǫ′−1ξ′p(sσ˜)n)x′−1 = σ˜n and δ′ = x′bσ(x′)−1. As
before, for c′p := x
′f−11p , we obtain a cocycle in Z
1(WQp , Gǫ(k¯))
(5.2.11.10) b′τ := c
′−1
p ·Ni(τ)δ′ · τc′p.
Then, since aτ ·f1pξ′p(sτ )f−11p = φ(p)◦ζp(sτ ) = fpξ′p(sτ )f−1p for any τ ∈WQp , there is the relation
(5.2.11.11) aτ · bτ = b′τ .
Now, suppose that a ∈ Z1(Q, I1) and that [a] ∈ X∞G (Q, I1); then, since (φ1, ǫ) satisfies the
condition (♥) of Thm. 5.1.2, we know that (φ = aφ1, ǫ) is also admissible. Because the admissible
pair (φ1, ǫ) is nested in a special Shimura sub-datum, we can find c1 ∈ G(k) satisfying (iii′), i.e.
such that
c1ǫc
−1
1 = Nnδ1, and b(ǫ; δ1; c1) := c
−1
1 δ1σ(c1) ∈ I0(k)
(Remark 3.6.6); this b(ǫ; δ1; c1) and its σ-conjugacy class [b(ǫ; δ1; c1)]I0 in B(I0) both depend on c1 as
well as on the pair (ǫ, δ1), while its σ-conjugacy class in Gǫ(k) does not. Also, the σ-conjugacy class
of δ1 in G(Ln) is completely determined by the σ-conjugacy class [b(ǫ; δ1; c1)] ∈ B(Gǫ). We see that
under the composite map B(I0) → B(Gǫ) →֒ H1(WQp , Gǫ(k¯)), the σ-conjugacy class [b(ǫ; δ1; c1)]I0
maps to the cohomology class [bτ ], since
b(ǫ; δ1; c1) = c
−1
1 δ1σ(c1) = y1 · bσ˜ · σ˜(y−11 ),
where y1 = c
−1
1 c1p ∈ Gǫ(k¯) and σ˜ is any lifting in WQp of σ. Then, similarly we can also find c′ such
that b(ǫ; δ′; c′) := c′−1δ′σ(c′) lies in I0(k). Indeed, if v ∈ Gǫ(k¯) is chosen such that vbτ τv−1 belongs
to I0(k¯) for every τ ∈WQp, so does vb′τ τv−1 by (5.2.11.11). Since H1(〈σ〉, I0(k)) ∼→ H1(WQp , I0(k¯)),
there exist c′ ∈ G(k¯) and b′ ∈ I0(k) such that c′−1 · Ni(τ)δ′ · τc′ = Ni(τ)b′ for every τ ∈ WQp , which
implies that c′ ∈ G(k) and b(ǫ; δ′; c′) := c′−1δ′σ(c′)(= b′) ∈ I0. In this case, it follows from Lemma
5.2.2, (2) and (5.2.11.11) that one has
(5.2.11.12) κI0(b(ǫ; δ
′; c′)) = κI0(b(ǫ; δ1; c1)) + a(p) and νI0(b(ǫ; δ
′; c′)) = νI0(b(ǫ; δ1; c1)).
In particular, we conclude that when a ∈ Z1(Q, I1), with the elements gl, g′l = g1lhl, δ1, c1, δ′, c′
chosen above, the triple
(γ0, γ
′ := (g′−1l ǫg
′
l)l, δ
′)
is a stable Kottwitz triple attached to (φ = aψT,µh , ǫ = γ0 ∈ T (Q)) which further satisfies the
relations (5.2.11.8), (5.2.11.12). Also, note that these two relations imply statement (3).
Before continuing with the discussion, we recall the fact (Appendix B) that the abelianization
complexes I0ab and I1ab of I0 and I1 are canonically isomorphic in the derived category of commu-
tative algebraic Q-group schemes (since they are both quasi-isomorphic to Z(Isc0 ) → Z(I0)), and
the same is true of I˜0ab and I˜1ab. Now, we set
(α(v) := αv(γ0; γ, δ; gv) · αv(γ0; γ1, δ1; g1v)−1)v ∈
⊕
v
H1(Qv, I0ab),
where (gv)v are some elements used to define αv(γ0; γ, δ; gv) for the given stable Kottwitz triple
(γ0; γ, δ) (their choice does not matter), and g1l, g1p := c1 are as described above. A priori, α(v) is
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an element of X∗(Z(Iˆ0)Γv), but one easily verifies that it belongs to the subgroup H1(Qv, I0ab) ⊂
X∗(Z(Iˆ0)
Γv)tors. Indeed, this is clear for v 6= p by definition: for every finite prime l 6= p, each αl
itself belongs to H1(Ql, I0) = H1(Ql, I0ab) = X∗(Z(Iˆ0)Γl)tors, and α∞ = 0. For v = p, according
to Lemma 5.2.2, (2), the Newton quasi-cocharacters νI0(b(γ0; δ; gp)), νI0(b(γ0; δ1; g1p)) ∈ N (I0) are
equal and do not depend on the choice of gp, g1p. We have seen (cf. [Kot97, 4.13, 3.5]) that the set
B(I0) is identified with a subset of X∗(Z(Iˆ0)Γv) ×N (I0) via κI0 × νI0 and the image under κI0 of
any fibre of νI0 is a torsor under X
∗(Z(Iˆ0)
Γp)tors = H1(Qp, I0ab). Clearly, the claim follows from
these facts; we also see that [α(p)] = κI0(b(γ0; δ; gp))− κI0(b(γ0; δ1; g1p)).
Therefore, in view of these discussions, to prove effectivity of the given stable Kottwitz triple
(γ0; γ, δ), it suffices to find a global class [a˜] ∈ H1(Q, I˜1) whose localizations [a˜(v)] go over to (α(v))
under the map ⊕fv := ⊕µv ◦ abv in the commutative diagram:
(5.2.11.13)
⊕
vH
1(Qv, I1) //
⊕
v H
1(Qv, I1ab) K(I1/Q)D
⊕
vH
1(Qv, I˜1)
OO
ab //
⊕fv
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦ ⊕
v H
1(Qv, I˜1ab)
µ=⊕vµv
OO
λ // H1(A/Q, I˜1ab)
ν
OOOO
⊕
v H
0(Qv, I˜1 → I1) ab //
OO
⊕
v H
0(Qv, Gab)
ξ
OO
// // im(λ ◦ ξ)?

OO
Here, the first two columns (consisting of adelic cohomology groups) are each a part of the cohomol-
ogy long exact sequence for the crossed module I˜1 → I1 [Bor98, (3.4.3.1)] and for the distinguished
triangle (B.0.0.1) attached to the morphism I˜1ab → I1ab; so, they are exact. The two horizontal
maps for H1 between these two columns are the abelianization maps for I1, I˜1, and the left lower
commutative diagram (containing the map ab) is induced from an obvious commutative diagram
of crossed modules (replace the complexes of tori I˜1ab[1], Gab by the quasi-isomorphic complexes
(I˜sc1 → I˜1)[1], I˜1 → I1); in particular, the map ab is an isomorphism. The map λ comes from the
long exact sequence for I˜1ab:
· · · −→ H1(Q, I˜1ab) −→ H1(A, I˜1ab) λ−→ H1(A/Q, I˜1ab) −→ H2(Q, I˜1ab) −→ · · · ,
and ν is the dual of the inclusion K(I1/F ) →֒ π0(Z( ˆ˜I1)Γ) under the identification H1(A/Q, I˜1ab) =
π0(Z(
ˆ˜I1)
Γ)D (Lemma 5.2.6). Since im[H1(Q, I˜1)→
⊕
vH
1(Qv, I˜1)] = ker(λ◦ab) [Bor98, Thm.5.16]
(cf. [Kot85, Prop.2.6]), hence it suffices to find an adelic cohomology class
[a˜(v)] ∈ ⊕vH1(Qv, I˜1)
such that α(v) = fv([a˜(v)]) for each v and λ ◦ ab([a˜(v)]) = 0. We find such class ([a˜(v)])v as
follows. We first note that (α(v)) lifts to an element α˜ = (α˜(v))v ∈
⊕
v H
1(Qv, I˜1ab). In view of the
cohomology exact sequence attached to the distinguished triangle (B.0.0.1), this amounts to van-
ishing of the image of (α(v))v in
⊕
v H
1(Qv, Gab)(⊂
⊕
vX
∗(Z(Gˆ)Γv )tors), which then follows from
the fact (3.5.14.3) that for any Kottwitz triple (ǫ; γ, δ), the image of the invariant αv(ǫ; γ, δ; gv) in
X∗(Z(Gˆ)Γv) is independent of the triple. Now, by assumption (of vanishing of Kottwitz invariants),
we have ν ◦ λ(α˜) = 0 in K(I1/Q)D. Hence, by Lemma 5.2.12 below (which asserts exactness of
the third column of (5.2.11.13)), we may further assume that (α˜(v))v ∈ ker(λ). Since the (local)
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abelianization map abv is surjective for every place v (even bijective for finite v) [Bor98, Thm.5.4],
we can find ([a˜(v)])v 6=∞ ∈
⊕
v 6=∞H
1(Qv, I˜1) mapping to (α˜(v))v 6=∞. For v =∞, we use the condi-
tion that α(∞) = 0, by which and the exactness of the vertical sequence for I˜1ab → I1ab, we find
an element α¯(∞) ∈ H0(R, I˜1ab → I1ab) mapping to α˜(∞). Then, using that ab is an isomorphism,
we define a˜(∞) to be the the image of α¯(∞) under the map H0(R, I˜1 → I1) → H1(R, I˜1). The
cohomology class ([a˜(v)])v thus found is the one that we are looking for.
Proof of Thm. 5.2.9 continued. It remains to prove the statement on i(γ0; γ, δ). Suppose
given two admissible pairs (φ1, ǫ1), (φ, ǫ) whose associated Kottwitz triples are equivalent. By
conjugation, we may assume that (φ1, ǫ1) is nested in a special Shimura sub-datum and ǫ = ǫ1 ∈
G(Q); so, as was explained in the beginning of this proof, one has φ∆ = φ∆1 and φ = aφ1 for a
cocycle aτ ∈ Z1(Q,H1) whose cohomology class lies in ker[H1(Q,H1) → H1ab(Q, G) ⊕H1(R, G′)],
by Lemma 5.2.11, (2).
We claim that for every finite place v, the localization [a(v)] ∈ H1(Qv,H1) is trivial. Indeed,
according to the previous discussion (cf. (5.2.11.7)), there exist (gl)l 6=p ∈ Xp(φ1, ǫ) and (hl)l 6=p ∈
G(A¯pf ) such that g
−1
l aτgl = hl · τh−1l for all l 6= p and τ ∈ Γl, thereby (g′l := glhl)l 6=p ∈ Xp(φ, ǫ)
as well. Also, γ1l = Int(g
−1
l )(ǫ), γ
′
l = Int(g
′−1
l )(ǫ) are the l-components of some Kottwitz triples
attached to (φ1, ǫ), (φ, ǫ). Since γ1l, γ′l are conjugate under G(Ql) by assumption, we may modify
hl (with right translation by an element of G(Ql)) so that Int(g
−1
l )(ǫ) = Int(g
′−1
l )(ǫ) and so xl :=
glh
−1
l g
−1
l ∈ Gǫ(Ql). Then, one easily checks that for every τ ∈ Γl,
aτ = x
−1
l · φ1(l) ◦ ζl(τ) · xl · φ1(l) ◦ ζl(τ)−1.
In particular, [a]H1 ∈ H1(Q,H1) maps to zero in H1(Qv, π0(H1)) for every v 6= p,∞, and thus by
Prop. 5.2.7, we may assume that a ∈ Z1(Q, I1) for I1 = Ho1 (note that as π0(Gǫ) is commutative
(proof of Prop. 5.2.7), it is isomorphic to its inner twist π0(H1)). At v = p, by standard recipe
(Subsec. (§ 3.6.3) and proof of Lemma 3.6.5), the admissible pairs (φ1, ǫ = γ0), (φ, ǫ = γ0) give rise
to δ1, δ′ ∈ G(Ln) such that (γ0; (γ1l)l, δ1), (γ0; (γ′l)l, δ′) are associated Kottwiz triples. We recall the
cocycles bτ (5.2.11.9), b′τ (5.2.11.10) in Z
1(WQp ,H0(k¯)) whose constructions involve δ1, δ
′, and some
other elements c1p, c′p ∈ G(k¯). Now, if δ1 and δ′ are σ-conjugate in G(Ln), say δ′ = dδ1σ(d−1), after
replacing x′ by d−1x′ (in the construction of δ′) and c′p by d
−1c′p, we may assume that δ
′ = δ1 and
c′pǫc
′−1
p = Nn(δ
′), and it follows that e := c−11p c
′
p ∈ H0(k¯) and
b′τ = e
−1 · bτ · τe (τ ∈WQp).
Hence, aτ = e−1·(bτ ·τe·b−1τ ) becomes trivial inH1(WQp ,H1(k¯)). But, [aτ ]H1 ∈ H1(Qp,H1) lies in the
subset H1(Qurp /Qp,H1) →֒ H1(Qp/Qp,H1) since [aτ ]I1 ∈ H1(Qp, I1) is so, by the Steinberg’s theo-
rem H1(Qurp , I1) = {1}. Hence, the cohomology class [aτ ] ∈ H1(Qp,H1) is trivial, since the inflation
maps for WQp ։ Gal(Ln′/Qp) for n
′ ∈ N induce an injection H1(Qurp /Qp,H1) →֒ H1(WQp ,H1(k¯)).
Also, [a(∞)]H1 ∈ ker[H1(Q,H1) → H1(R, G′)] implies that [a(∞)]I1 = 0 in H1(R, I1), since
(I1)R ⊂ G′ is connected so that ker[H1(Q, I1) → H1(R, G′)] = {1} [LR87, Lem. 5.14, 5.28] (or,
[Kis17, Lem.4.4.5]). Hence, one has
[a]I1 ∈ ker[X∞G (Q, I1)→
∏
v
H1(Qv,H1)],
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where v runs through all places of Q (including ∞). Finally, it follows from the previous discussion
that the subset of H1(Q, I1) consisting of [a]’s such that the admissible pairs (φ1, ǫ) and (aφ1, ǫ)
produce the same equivalence classes of Kottwitz triples is in bijection with
im[ker[X∞G (Q, I1)→
∏
v
H1(Qv,H1)]→ H1(Q,H1)]
i.e. with X∞G (Q,H1)
+.
Lemma 5.2.12. Let G be a connected reductive group over a number field F and I an F -Levi
subgroup of G.33 Set I˜ := ρ−1(I) for the canonical homomorphism ρ : Gsc → G, Γ := Gal(F/F ),
and Γv := Gal(F¯v/Fv) for any place v of F . The kernel of the natural map
(5.2.12.1) ν : H1(AF/F, I˜ab) = π0(Z(
ˆ˜I)Γ)D → K(I/F )D
equals the image of λ : H1(AF , I˜ab)→ H1(AF /F, I˜ab) of the kernel of
µ : H1(AF , I˜ab)→ H1(AF , Iab).
In other words, we have an equality
coker[H0(AF , Gab)→ H1(AF /F, I˜ab)] = K(I/F )D .
Remark 5.2.13. (1) It is easy to see that for a reductive H over F and for each place v of F , the map
H1(Fv ,H) → π0(Z(Hˆ)Γv )D that was constructed by Kottwitz in [Kot86, Thm.1.2] factors through
the abelianization map H1(Fv,H)→ H1(Fv,Hab) and the induced map
H1(Fv,Hab)→ π0(Z(Hˆ)Γv )D.
is a monomorphism (and an isomorphism for non-archimedean v), equal to the map in Lemma 5.2.6
(the point is that both monomorphisms are induced by Tate-Nakayama duality); this also equals
the monomorphism constructed by Borovoi [Bor98, Prop.4.1, 4.2]. If Hder = Hsc, this map for
archimedean v is also surjective, because then Hab is quasi-isomorphic to an F -torus whose dual
torus is Z(Hˆ) (i.e. Hab = H/Hder), so that Tate-Nakayama duality for tori applies.
(2) This lemma is mentioned, without proof, in Remarque on p.43 of [Lab99] (H1(AF /F, I˜ab) is
the same as H0
ab
(AF/F, I\G) := H0(AF /F, Iab → Gab) defined there, cf. [Lab99, Prop.1.8.1] and
(B.0.0.1)). Earlier, this was also observed in the proof of Thm. 6.6 of [Kot86] when Gder = Gsc, in
which case, according to (1), the maps λ, µ become the natural maps:
λ : ⊕vπ0(Z( ˆ˜I)Γv )D → π0(Z( ˆ˜I)Γ)D, µ : ⊕vπ0(Z( ˆ˜I)Γv )D → ⊕vπ0(Z(Iˆ)Γv)D
which are defined only in terms of Z( ˆ˜I), Z(Iˆ), and which are the definitions for these maps used in
[Kot86, Thm.6.6].34
33A better notation (for consistency) for such Q-subgroup of G will be I0, but here we used I to simplify notation.
34It is, however, not clear to the author whether the original version of the lemma stated in terms only of Z( ˆ˜I) and
Z(Iˆ) continues to hold beyond the case Gder = Gsc.
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Since we could not find a proof (in the general case) in literatures, we present a proof. In
our proof, we work systematically with the abelianized cohomology groups H1(k,Hab(Ck)) (for
H = I, I˜ , G) instead of π0(Z(Hˆ)Gal(k¯/k))D. Also, we use Galois (hyper)cohomology of complexes of
Q-tori of length 2, especially their Poitou-Tate-Nakayama local/global dualities, as expounded in
[Bor98], [Dem11], [KS99, Appendix A], [Lab99, Ch.1].
Proof. (of Lemma 5.2.12) We have two diagrams (the left diagram defines K(I/F ) by being cartesian
and the right one is its dual):
(5.2.13.1) π0(Z(
ˆ˜I)Γ)
∂ // H1(F,Z(Gˆ)) π0(Z(
ˆ˜I)Γ)D
ν

H1(F,Z(Gˆ))D
∂Doo
iD
K(I/F )
?
OO
// ker1(F,Z(Gˆ))
?
i
OO
K(I/F )D ker1(F,Z(Gˆ))Doo
,
from which we see the equality:
ker(ν) = im(∂D)(ker(iD)).
We need to describe the maps ∂D, iD in terms of the complexes Gab, I˜ab. For that, we recall some
facts.
For a connected reductive group G over a field k and a Levi k-subgroup I of G, the map (3.5.14.1)
∂ : π0(Z(
ˆ˜I)Γ)→ H1(F,Z(Gˆ))
is identified in a natural manner with the connecting homomorphism
Ĥ−1(k′/k, ˆ˜Iab)→ Ĥ0(k′/k, Gˆab),
in the long exact sequence of Tate-cohomology arising from the distinguished triangle (B.0.0.3),
where k′ is a finite Galois extension of k splitting T . Indeed, we recall [Kot84b, Lem. 2.2, Cor. 2.3]
that the given map is the connecting homomorphism Ext1Γ(X
∗(Z( ˆ˜I)),Z) → Ext2Γ(X∗(Z(Gˆ)),Z)
in the long exact sequence of the cohomology Ext•Γ(−,Z) for the exact sequence of Γ-modules:
0 → X∗(Z( ˆ˜I)) → X∗(Z(Iˆ)) → X∗(Z(Gˆ)) → 0. As was shown in loc. cit. (and using that
π0(D
Γ) = Ĥ0(Γ,D)), one has a functorial isomorphism ExtnΓ(X
∗(D),Z) = Ĥn−1(Γ,D) (n ≥ 1) for
any diagonalizable C-group D with Γ-action. Since Z( ˆ˜I)[1] = ˆ˜Iab, Z(Gˆ)[1] = Gˆab (B.0.0.2), the
claim follows.
For a connected reductive group H over F (number field), we jiH denote the injection (arising
from a suitable cohomology long exact sequence for Hab):
jiH : H
i(AF ,Hab)/H
i(F,Hab) →֒ Hi(AF /F,Hab).
Next, there exist natural isomorphisms [Kot84b, 11.2.2, 4.2.2], [KS99, D.2.C], [Bor98, Thm.5.13]
ker1(F,Z(Gˆ))D = ker1(F,G) = ker1(F,Gab),(5.2.13.2)
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where for i ≥ 0, we define (cf. [KS99, (C.1)], [Lab99, 1.4])
keri(F,Gab) := ker(H
i(F,Gab)→ H i(AF , Gab))
= ker(H i(F,Gab)→ ⊕vH i(Fv , Gab)) if i ≥ 1
(When i ≥ 1, there exists a canonical isomorphismH i(AF , Gab) = ⊕vH i(Fv, Gab), [Bor98, Lem.4.5],
[KS99, Lem. C.1.B], [Lab99, Prop.1.4.1]).
Lemma 5.2.14. There exists a commutative diagram induced by the global and local Tate-Nakayama
dualities:
ker1(F,Gab) // ker
2(F, I˜ab)
H1(F,Z(Gˆ))D
∂D //
iD
OOOO
π0(Z(
ˆ˜I)Γ)D
OOOO
H0(AF , Gab)/H0(F,Gab)
ξ¯ //
?
j0G
OO
H1(AF , I˜ab)/H1(F, I˜ab)
?
j1
I˜
OO
where ξ¯ is induced by the connecting homomorphism ξ : H0(AF , Gab) → H1(AF , I˜ab) in the long
exact sequence of cohomology attached to the distinguished triangle (B.0.0.1).
The two vertical sequences are short exact sequences.
Proof. In view of the discussion above and the isomorphism (5.2.6.1), ∂D equals the dual of the
obvious connecting homomorphism
Ĥ1(k′/k,X∗(Gab))
D −→ Ĥ0(k′/k,X∗(I˜ab))D,
Hence, the existence and exactness of each vertical sequence is easily deduced by reading the relevant
parts of the Poitou-Tate exact sequence for two-term complexes of tori [Dem11, Thm.6.1] (take
Cˆ = X∗(Hab) for H = I˜ , G in loc. cit.): to identify the upper diagram, use the identification
(5.2.13.2) and the fact [KS99, Lem. C.3.B, C.3.C]) that
ker1(F,Gab) = [ker
0(F, Gˆab)red]
D = [ker1(F,X∗(Gˆab))]
D.
The commutativity of the daigram follows from the compatibility of the global and local Tate-
Nakayama dualities.
Now, as im(ξ) = ker(µ), by Lemma 5.2.14 we see that
ker(ν) = im(∂D ◦ j0G) = im(ν ◦ ξ)
= im(ν)(ker µ)
as was asserted.
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6 Proofs of Kottwitz formula: Cardinality of fixed point set of
Frobenius-twisted Hecke correspondence
In this section, we present two proofs of the Kottwitz formula [Kot90, (3.1)], [Kot92, (19.6)]. The
first proof assumes the Langlands-Rapoport conjecture, i.e. Conjecture 3.4.1, and is merely a gen-
eralization, to arbitrary automorphic sheaves, of the arguments of [LR87] in the constant coefficient
case. The second proof is unconditional, relying heavily on the geometric results obtained by Kisin
[Kis17]. But we do not use his version of the Langlands-Rapoprt conjecture [Kis17, Thm.(0.3)]
which is too weak to invoke the first proof for, and instead we emulate the arguments of the first
proof. In both proofs, the effectivity criterion of Kottwitz triple (Thm. 5.2.9, Thm. 6.2.11) is
crucial.
The main part of the Kottwitz conjecture is concerned with obtaining a group-theoretic de-
scription of the cardinality of the fixed point set of a Hecke correspondence twisted by a Frobenius
automorphism acting on each subset of SK(F) indexed by an admissible morphism φ or on each
isogeny class. In [Kot84b, §1], Kottwitz discusses how one can arrive at such description from a
description of the mod-p-point set as provided by the Langlands-Rapoport conjecture (but at that
time his deduction was based on some earlier version of it suggested by Langlands [Lan76], [Lan79]).
This argument by Kottwitz was one of the motivations for the work [LR87] and will also serve as a
guide for our unconditional proof.
6.1 Proof of Kottwitz conjecture under Langlands-Rapoport conjecture Since in
this section we will work exclusively with the mod-℘ reductions of SKp and S := lim←−Hp SHp , we
denote these κ(℘)-schemes again by SKp and S . Any element g ∈ G(Apf ) gives rise to a Hecke
correspondence (from SKp to itself):
(6.1.0.1) SKp
p′1←− SKpg
p2−→ SKp.
where Kpg := Kp∩gKpg−1, the right-hand map p2 is the natural projection induced by the inclusion
Kpg ⊂ Kp and the left-hand map p′1 is the composite of the natural projection SKpg
p1→ SgKpg−1
(induced by the inclusion Kpg ⊂ gKpg−1) with the (right) action by g: SgKpg−1 ∼→ SKp ; we denote
by f this Hecke correspondence. We are interested in the fixed point set of the composition Φm ◦ f
of the morphism Φm and the correspondence f , namely the fixed point set of the correspondence:
(6.1.0.2) SKp
p′1←− SKpg
p′2=Φ
m◦p2−→ SKp.
By definition, a fixed point of this correspondence Φm ◦ f is a point in SKpg (F¯p) whose images in
SKp(F¯p) under p′1 and p
′
2 = Φ
m ◦ p2 coincide.
Now we assume that Langlands-Rapoport conjecture (Conj. 3.4.1) holds; we also assume that
(G,X) satisfies the Serre condition. Then, it is clear that for each admissible morphism φ, the
correspondences f , Φm ◦ f restrict to correspondences from SKp(φ) to itself:
SKp(φ)
p′1←− SKpg (φ)
p2,p′2−→ SKp(φ).
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where SKp(φ) = Iφ(Q)\[Xp(φ) × (Xp(φ)/Kp)] and SKpg (φ) is defined similarly. From now on, we
assume Kp to be small enough so that the following conditions hold:
(a) If ǫ ∈ Iφ(Q) and ǫx = xg for some x ∈ Xp(φ)/Kpg ×Xp(φ), then ǫ ∈ Z(Q)K := Z(Q) ∩K.
(6.1.0.3)
(b) Iderφ ∩K ∩ Z(G)(Q) = {1}.
This is possible by [Lan79, p.1171-1172] (cf. [Kot84b, 1.3.7, 1.3.8], [Mil92, Lem. 5.5]).
Under these conditions, an elementary argument ([Kot84b, §1.4], [Mil92, Lem. 5.3]) establishes
that the fixed point subset of Φm ◦ f acting on SKp(φ) decomposes into disjoint subsets:
SKp(φ)
p′1=p
′
2 =
⊔
ǫ
Iφ,ǫ(Q)\X(φ, ǫ)Kpg ,(6.1.0.4)
where the index ǫ runs through a set of representatives in Iφ(Q) for the conjugacy classes of
Iφ(Q)/Z(Q)K , Iφ,ǫ(Q) is the centralizer of ǫ in Iφ(Q) (we regard Iφ,ǫ as an algebraic Q-subgroup of
Iφ), and
X(φ, ǫ)Kpg := { x ∈ X(φ)/Kpg | ǫp′1(x) = Φmp2(x) } = Xp(φ, ǫ)× (Xp(φ, ǫ; g)/Kpg )
with
Xp(φ, ǫ) := { xp ∈ Xp(φ) | ǫxp = Φmxp },
Xp(φ, ǫ; g) := { xp ∈ Xp(φ) | ǫxpg = xp mod Kp },
where Φ is the Frobenius automorphism acting on Xp(φ) (3.4.0.1). When g = 1, this gives the
description in Remark 3.6.2 (with Xp(φ, ǫ) := Xp(φ, ǫ; 1)).
In particular, we see that if the set Iφ,ǫ(Q)\X(φ, ǫ)Kpg is non-empty for some ǫ ∈ Iφ(Q), the pair
(φ, ǫ) is an admissible pair in the sense of Def. 3.6.1. We want a description of the set Xp(φ, ǫ) in
terms of the (equivalence class of) Kottwitz triple attached to the pair (φ, ǫ).
We choose u ∈ G(Qp) such that ξ′p = Int(u)◦φ(p)◦ζp is unramified, say the inflation of a Qurp /Qp-
Galois gerb morphism θur : D→ GurGQp (for example, u ∈ G(Qp) with u
−1
Kp(Qurp ) ∈ Xp(φ)), which
then gives bσ = θur(sσ) ∈ G(Qurp )⋊〈σ〉 and ǫ′ := Int(u)(ǫ) ∈ G(Qurp ) via the embedding of Qp-groups
(6.1.0.5) Int(u) : (Iφ)Qp = Iφ(p) := Aut(φ(p)) →֒ Aut(φ(p) ◦ ζp) ∼→ Aut(ξ′p) = Aut(θur),
where for a morphism θ of k′/k-Galois gerbs (k′/k being a Galois extension), Aut(θ) is the k-
algebraic group defined in (3.1.1.2). Under this embedding, the Qp-group (Iφ)Qp is identified with
the centralizer of im(Int(u) ◦ φ(p)∆) in Aut(ξ′p), since im(φ(p)) is generated by im(φ(p) ◦ ζp) and
im(φ(p)∆). When u−1Kp(Qurp ) ∈ Xp(φ), multiplying by u gives an identification (3.4.0.2)
u : (Xp(φ),Φ)
∼→ (X({µX}, b)Kp , (bσ)r)
of sets with operator (see (3.4.0.1), (3.4.0.3)), where r = [κ(℘) : Fp]. The group Iφ(Qp) acts on
both sides in compatible manners with the Frobenius operators: the left action is the canonical
one and the right action is induced from this action via (6.1.0.5), so that this identification is
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Iφ(Qp)-equivariant for these actions. Under this identification, the equation ǫxp = Φmxp translates
to
ǫ′(uxp) = (bσ)
rm(uxp)
Note that since ǫ′ commutes with θur(sσ) = bσ, we then have (ǫ′)sxp = (bσ)rmsxp for any s ∈ N.
From the pair (ǫ′, b), by Lemma 3.6.5, we can find c ∈ G(k) such that
(6.1.0.6) c(ǫ′−1(bσ)m)c−1 = σn,
(n = rm) so that one has δ := cbσ(c−1) ∈ G(Ln) and Nnδ = cǫ′c−1.
We also choose v ∈ Xp(φ, ǫ; g) and set γ = (γl)l 6=p := vǫv−1 ∈ G(Apf ). Then, for any γ0 ∈ G(Q)
stably conjugate to ǫ ∈ G(Q), the triple
(γ0; γ, δ)
is a Kottwitz triple of level n = rm attached to (φ, ǫ) which has trivial Kottwitz invariant (§ 3.6.3,
Prop. 3.6.7).
The cardinality of the set Iφ,ǫ(Q)\X(φ, ǫ) will be expressed in terms of this triple (γ0; γ, δ) and
g (as a product of orbital and twisted-orbital integrals and a certain constant). This is explained in
[Kot84b, §1.5] (cf. [Kot92, §16]) in the case g = 1. We extend this argument to general g ∈ G(Apf )
in the style similar to that of [Kot92] in PEL-type cases.35
Let us use the following notation: for an algebraic group H over a field k (of characteristic
zero) and a subset S ⊂ H(k), HS denotes the simultaneous centralizer in H of the elements of S,
except for the notation Tǫ from Prop. 5.2.4 (subgroup generated by ǫ). For a place v of Q, let Iφ(v)
be the twist of the Qv-group IQv = ZGQv (φ(v)
∆) by φ(v) so that Iφ(v)(Qv) = Aut(φ(v)) = {gv ∈
G(Qv) | Int(gv) ◦ φ(v) = φ(v)}.
Lemma 6.1.1. Assume that Q - rk(Z(G)) = R - rk(Z(G)). Let (φ, ǫ) be an admissible pair and
(γ0; γ, δ) an associated Kottwitz triple.
(1) The Q-group Iφ,ǫ is an inner form of Gγ0 . Moreover, if (φ, ǫ) is well-located in a maximal
Q-torus T of G that is elliptic over R, there exists an inner twisting (Iφ,ǫ)Q
∼→ (Gγ0)Q that restricts
to the identity map of T and also induces an inner twisting (Ioφ,ǫ)Q
∼→ (Goγ0)Q.
(2) For any v−1l ∈ Xl(φ, ǫ), Int(vl) : (Iφ)Ql →֒ GQl induces an isomorphism of Ql-groups
Int(vl) : (Iφ,ǫ)Ql = Iφ(l),ǫ
∼→ Gγl ,
where γl := Int(vl)(ǫ) ∈ G(Ql) and Gγl is the centralizer of γl in GQl .
(3) For u ∈ G(Qp) (6.1.0.5) and c ∈ G(k) (Lemma 3.6.5) above, Int(cu) induces an isomorphism
of Qp-groups
(6.1.1.1) Int(cu) : (Iφ,ǫ)Qp = Iφ(p),ǫ
∼→ Gδσ ,
where Gδσ is the σ-centralizer of δ ∈ G(Ln) [Kot82, p.802] (Gδσ is a closed subgroup of ResLn/Qp(G)
such that Gδσ(Qp) = {y ∈ G(Ln) | y(δσ) = (δσ)y}, and one also has (Gδσ)Ln ≃ ZGLn (Nnδ)).
(4) For every place v of Q, we have a natural identification:
(Iφ,ǫ)Qv = Iφ(v),ǫ = Iφ(v)◦ζv ,ǫ.
35Kottwitz’s method in loc. cit. for general g uses the notion of virtual abelian variety over a finite field. This
terminology does not appear in our work, although one can say that the notion is working behind the scenes.
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Unlike the case Gder = Gsc, in general, the isomorphism class of Ioφ,ǫ as inner form of G
o
γ0
(i.e. a preimage in H1(Q, (Goγ0)
ad) of the corresponding class in H1(Q,Aut(Goγ0))) is not uniquely
determined by the LR-pair (φ, ǫ) or the associated Kottwitz triple.
Proof. Since for any g ∈ G(Q), Int(g) induces Q-isomorphisms
Iφ = Aut(φ)
∼→ Iφ′ = Aut(φ′), Iφ,ǫ ∼→ Iφ′,ǫ′
for φ′ := Int(g) ◦ φ and ǫ′ := Int(g)(ǫ), in all proofs, by admissible embeddings of maximal tori
(Lemma 4.2.11), we may and do assume that ǫ ∈ G(Q), in which case the inner twisting (Iφ)Q
∼→ IQ
(4.1.2.1) induces a Q-isomorphism T φǫ
∼→ TGǫ between their Q-subgroups generated by ǫ (Prop.
5.2.4, (2)); we simply write Tǫ for this group, and let (π0, t) be the elements of Tǫ(Q) (for some
s ∈ N) attached to (Tǫ, ǫ) by Lemma 5.2.3.
(1) To prove that Iφ,ǫ is an inner form of Gγ0 , it suffices to show that ZG(φ
∆, ǫ) (simultaneous
centralizer in G of the image of φ∆ and ǫ) equals Gǫ (as Iφ,ǫ and Gγ0 are respectively Q-inner forms
of ZG(φ∆, ǫ) and Gǫ). This follows from Prop. 5.2.4, according to which we have
ZG(φ
∆, ǫ) = ZG(π
k
0 , ǫ) = ZG(π
k
0 , Tǫ) = Gǫ.
When (φ, ǫ) is well-located in a maximal Q-torus T of G that is elliptic over R, since Iφ,ǫ is the inner-
twist of ZG(φ∆, ǫ) via φ, we see that there exists a T -equivariant inner twisting (Iφ,ǫ)Q
∼→ (Gγ0)Q
which also induces an inner twisting (Ioφ,ǫ)Q
∼→ (Goγ0)Q.
(2) According to Prop. 5.2.4, we know that Int(vl)(πk0 ) also lies in the Ql-subgroup of GQl
generated by Int(vl)(ǫ) (which equals Int(vl)(Tǫ)). Since vl ∈ Xl(φ), Int(vl) identifies (Iφ)Ql =
Aut(φ(l)) with the centralizer in GQl of the image of Int(vl) ◦ φ(l)∆, which in turn equals the
centralizer of Int(vl)(πk0 ) for any k ≫ 1 (by Prop. 5.2.1 and Lemma 4.2.12, (2)). So, under Int(vl),
(Iφ,ǫ)Ql is identified with the simultaneous centralizer in GQl of Int(vl)(π
k
0 ) and Int(vl)(ǫ), hence
with the centralizer of Int(vl)(ǫ) alone.
(3) Recall that under the embedding Int(u) : (Iφ)Qp →֒ Aut(ξ′p) (6.1.0.5), the Qp-group (Iφ)Qp is
identified with the centralizer of im(Int(u) ◦ φ(p)∆) in Aut(ξ′p). We put (ǫ′, π′0, t′) = Int(u)(ǫ, π0, t)
(elements of T ′ǫ := Int(u)(Tǫ)). Since the image of Int(u) ◦ φ(p)∆ is generated by π′k0 for any k ≫ 1
(by Prop. 5.2.1), Int(u) induces an isomorphism
Int(u) : (Iφ,ǫ)Qp
∼→ Aut(ξ′p)π′k0 ,ǫ′ .
Suppose that ξ′p is the inflation of a morphism of Q
ur
p /Qp-Galois gerbs, say θ
ur : D → GurGQp ; then,
Aut(ξ′p) = Aut(θ
ur). We also choose N ∈ N for which θur factors through DN = DLN and, as such,
is induced (by inflation to Qurp ) from a morphism D
LN
p,LN
→ G(LN )⋊Gal(LN/Qp) of LN/Qp-Galois
gerbs (cf. § 3.2.2). Then, as (θur)∆ = −Nνb for b = θur(sσ) and its Newton homomorphism νb
(Lemma 3.2.6), it follows from definition of DN that
Nνb ∈ HomLN (Gm, G), and NN (b) = (Nνb)(p).
Since (bσ)N = (Nνb)(p)σN , any g ∈ G(k), if it commutes with both bσ and im(νb), also must
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commute with σN . Hence, for any Qp-algebra R, we have
Aut(θur)(R) = {g ∈ ZG(Qurp ⊗R)(νb) | gbσ(g−1) = b}
= {g ∈ ZG(k⊗R)(νb) | gbσ(g−1) = b}
= Jb(R),
where Jb is the algebraic Qp-group whose set of R-points for any Qp-algebra R is given by Jb(R) :=
{g ∈ G(k⊗R) | g(bσ) = (bσ)g} (in the last equality we used the fact that νhbσ(h−1) = hνbh−1 for any
h ∈ G(k)). Therefore, it follows that Int(u) induces isomorphisms (Iφ)Qp ∼→ Aut(θur)π′k0 = (Jb)π′k0 ,
(Iφ,ǫ)Qp
∼→ Aut(θur)π′k0 ,ǫ′ = (Jb)π′k0 ,ǫ′ = (Jb)ǫ′ ,
for any sufficiently large k ∈ N, because the image of Int(u) ◦ φ(p)∆ (which also contains the image
of νb) is generated by π′k0 (k ≫ 1) (Prop. 5.2.1) and π′0 lies in the subgroup of Gk generated by ǫ′
(Prop. 5.2.4, Lemma 4.2.12).
Finally, as one has c(ǫ′−1(bσ)n)c−1 = σn (6.1.0.6), Int(c) induces an isomorphism
Int(c) : (Jb)ǫ′
∼→ Gδσ .
(4) As it is clear that (Iφ,ǫ)Qv = Iφ(v),ǫ, this is proved by the same argument as in (2):
Iφ(v),ǫ = Iφ(v)◦ζv ,πk0 ,ǫ
= Iφ(v)◦ζv ,ǫ.
For a stable Kottwitz triple (γ0; γ, δ) attached to an admissible pair (φ, ǫ), any cohomology class
inH1(Apf , I0)⊕B(I0)basic(∼= H1(Qp, I0)) defining a Kottwitz invariant gives a class inH1(Q, (Goγ0)ad)
which presents Ioφ,ǫ as an inner form of G
o
γ0 .
Lemma 6.1.2. Keep the assumption from Lemma 6.1.1.
(1) For a stable Kottwitz triple (γ0; γ, δ) of level n attached to an admissible pair (φ, ǫ), let us
choose (gl)l 6=p ∈ G(A¯pf ) and gp ∈ G(k) satisfying (3.5.14.4), (3.5.14.4), i.e. such that glγ0g−1l = γl
and g−1v · τgv ∈ I0(Qv) for v 6= p and τ ∈ Γv, while gpγ0g−1p = Nnδ and b := g−1p δσ(gp) ∈ I0.
Then, Ioφ,ǫ is an inner form of I0 := G
o
γ0 corresponding to the class β ∈ H1(Q, (I0)ad) whose
localizations are given by:
(6.1.2.1) β(v) =
{
[pr(g−1l · τgl)] if v = l 6= p
[pr(b)] if v = p
where pr : I0 → Iad0 is the canonical map, and [pr(b)] denotes the σ-conjugacy class of pr(b) ∈
(I0)
ad(k) which in fact lies in the subset H1(Qp, (I0)ad) since [b] ∈ B(I0) is basic (cf. Lemma 5.2.2,
[Kot85, 4.5]). Also, β(∞) is the (unique) class corresponding to the compact inner form of (I0)R. In
particular, as an inner form of Goγ0 , I
o
φ,ǫ is uniquely determined by the cosets G(Ql)gl and G(Ln)gp.
(2) When (φ, ǫ) is nested in a special Shimura sub-datum, there exists a choice of (gv)v ∈
G(A¯pf )×G(k) as in (1) such that the twisting (Ioφ,ǫ)Q
∼→ (Goγ0)Q in Lemma 6.1.1, (1) (which is the
twisting via φ, cf. (4.1.2.1)) fits the local descriptions (6.1.2.1).
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Proof. (1) Since (γ0; γ, δ) is a stable Kottwitz triple, there exist (gl)l 6=p and c ∈ G(k) as in the
statement. Then, for each l 6= p, we have an inner-twisting
(6.1.2.2) ϕl : (I0)Ql
Int(gl)−→ (Goγl)Ql
Int(v−1l )−→ (Ioφ,ǫ)Ql ,
where v−1l ∈ Xl(φ, ǫ) (Lemma 6.1.1). So, we have ϕ−1l · τϕl = Int(g−1l · τgl) for every τ ∈ Γl. At p,
there exists an inner-twisting
(6.1.2.3) ϕp : (I0)Qp
ψ−1p−→ (Goδσ)Qp
Int((cu)−1)−→ (Ioφ,ǫ)Qp ,
where u ∈ G(Qp) and c ∈ G(k) are as in Lemma 6.1.1, and ψp, which is a morphism (Goδσ)k
∼→ (I0)k
defined over k, is the composite of the two isomorphisms (defined over Ln and k)
(Goδσ)Ln
∼→ GoNnδ, Int(g−1p ) : (GoNnδ)k
∼→ (I0)k
[Kot82, Lem. 5.4]. One has
ψp · σψ−1p = Int(b).
Since [b] ∈ B(I0) is basic, by definition there exist n′ = nk (k ≫ 1) and d ∈ I0(k) such that
dNn′bσ
n′(d−1) = νb(p), thus gives a cocycle σ 7→ pr(dbσ(d−1)) ∈ Z1(Ln′/Qp, (I0)ad) whose class
maps to [pr(b)] ∈ B((I0)ad) = H1(WQp , (I0)ad(k¯)). Hence, we see that [pr(b)] defines the inner-
twisting (I0)Qurp
∼→ (Goδσ)Qurp above, which proves the claim for β(p).
Finally, note that these local data determine an inner form of I0 uniquely, by the Hasse principle
for connnected (semisimple) adjoint groups over number fields.
(2) Suppose that φ = ψT,µh , ǫ ∈ T (Q) for a special Shimura sub-datum (T, h). Recall (Remark
3.6.6) that in this case, γl = γ0 ∈ T (Q) for every l 6= p and δ = cbσ(c−1) for some c ∈ G(k)
and bσ = θur(sσ), where θur is a Qurp /Qp-Galois gerb morphism whose inflation to Qp equals an
unramified T (Qp)-conjugate of ξp = φ(p) ◦ ζp. So, b ∈ T (k), and we can take gl := 1 and gp := c.
On the other hand, since φ(l)◦ ζl is conjugate to the canonical trivialization ξl under T (Ql), we find
that the local cohomology class in H1(Qv, (I0)ad) representing the inner twist (Ioφ,ǫ)Qv
∼→ (I0)Qv is
trivial if v = l and equals [pr(b)] ∈ H1(Qurp /Qp, (I0)ad). This proves the claim.
Note that due to Hasse-principle on π0(Gγ0) (Prop. 5.2.7), we also see that Iφ,ǫ is the twist of
Gγ0 by (the image under H
1(Q, Goγ0)→ H1(Q, Gadγ0 ) of) the same cohomology class.
Lemma 6.1.3. Let (φ, ǫ) and (φ′, ǫ′) be two admissible pairs. If their associated Kottwitz triples
are equivalent, then the Q-groups Ioφ,ǫ, I
o
φ′,ǫ′ are isomorphic as inner forms of G
o
γ0 .
Proof. Let (γ0; γ, δ) and (γ′0; γ
′, δ′) be some stable Kottwitz triples attached to (φ, ǫ) and (φ′, ǫ′)
respectively such that the G(Apf )-conjugacy classes of γ, γ
′ and the σ-conjugacy classes δ, δ′ in
G(Ln) are the same; then, according to Prop. 5.2.7 they are stably conjugate and thus we may
assume that γ′0 = γ0. It follows from Lemma 6.1.2 that the isomorphism class of I
o
φ,ǫ as an inner twist
of I0 is determined by choice of elements gl and g0 as in Lemma 6.1.2 by means of the corresponding
local cohomology classes (6.1.2.1) in H1(Qv, (I0)ad). Then, since γ′ = hlγlh
−1
l and δ
′ = dδσ(d)−1
for some hl ∈ G(Ql) and d ∈ G(Ln), we may choose the elements (gv)v, (g′v)v in such a way that
those cohomology classes are the same, hence the claim follows.
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Let us fix (vl)l ∈
∏′
l 6=∞,pXl(φ); then, for almost all l 6= p, Int(vl) extends to an embedding of
reductive Zl-group schemes (Iφ)Zl →֒ GZl (cf. [LR87, p.168]). By taking the restricted product,
over the finite primes l 6= p, of Int(vl) : Iφ(Ql) = Aut(φ(l)) → Aut(ξl) = G(Ql), this also specify
isomorphisms
(6.1.3.1) Int(v) : Iφ(A
p
f )
∼→ G(Apf ), Iφ,ǫ(Apf )
∼→ G(Apf )γ ,
where G(Apf )γ denotes the centralizer of γ in G(A
p
f ).
Set Kq := G(Ln)∩ K˜p (q = pn). Define φp to be the characteristic function of the subset (union
of double cosets) of Kq\G(Ln)/Kq corresponding to the following set, cf. Definition 2.2.4:
(6.1.3.2) AdmKq({µ}) := {w ∈ Kq\G(Ln)/Kq | w ≤ W˜K˜ptλW˜K˜p for some λ ∈ Λ({µ})}.
Here, in the inequality, w also denotes its image in K˜p\G(k)/K˜p ≃ W˜K˜p\W˜/W˜K˜p (2.2.2.2) (W˜ is
the relative Weyl group of Gk and W˜K˜p = W˜ ∩ K˜p). Let dyp (resp. dyp) denote the Haar measure
on G(Ln) (resp. on G(A
p
f )) giving measure 1 on Kq (resp. on K
p). We also choose an (arbitrary,
for the moment) Haar measure dip (resp. dip) on Goδσ(Qp) (resp. on G
o
γ(A
p
f )) that gives rational
measure to compact open subgroups of Goδσ(Qp) (resp. of G
o
γ(A
p
f )). Then, we write dy¯p dy¯
p for the
quotient of dyp by dip and that of dyp by dip, respectively.
Lemma 6.1.4. Assume that Z(G) has same ranks over Q and R. We take Kp small enough so
that conditions of (6.1.0.3) hold and Z(G)(Q)∩K = {1}. Let (γ0; γ, δ) be a Kottwitz triple attached
to an admissible pair (φ, ǫ). Then, we have
|Iφ,ǫ(Q)\X(φ, ǫ)Kpg | =
vol(Ioφ,ǫ(Q)\Ioφ,ǫ(Af ))
[Iφ,ǫ(Q) : Ioφ,ǫ(Q)]
·Oγ(fp) · TOδ(φp),
where TOδ(φp) (twisted orbital integral) and Oγ(f
p) (orbital integral) are defined by:
TOδ(φp) =
∫
Goδσ(Qp)\G(Ln)
φp(y
−1
p δσ(yp))dy¯p,(6.1.4.1)
Oγ(f
p) =
∫
Goγ(A
p
f )\G(A
p
f )
fp((yp)−1γyp)dy¯p,
Here, fp is the characteristic function of Kpg−1Kp in G(Apf ), and the Haar measure dip on G
o
δσ(Qp)
(resp. dip on Goγ(A
p
f )) is obtained from a Haar measure on I
o
φ,ǫ(Qp) (resp. on I
o
φ,ǫ(A
p
f )) that gives
rational measures to compact open subgroups of Ioφ,ǫ(Qp) (resp. of I
o
φ,ǫ(A
p
f )) via the isomorphism
Int(cu) (6.1.1.1) (resp. via Int(v) (6.1.3.1)).
Proof. The argument given in [Kot84b, §1.4, §1.5] (cf. [Kot92, p.432]) works without change,
since the necessary isomorphisms (1.4.7), (1.4.8) in [Kot84b] follow from Lemma 6.1.1. Then, the
cardinality in question becomes the triple product
vol(Iφ,ǫ(Q)\Iφ,ǫ(Af )) ·
∫
Gγ(A
p
f )\G(A
p
f )
fp((yp)−1γyp)dy¯p ·
∫
Gδσ(Qp)\G(Ln)
φp(y
−1
p δσ(yp))dy¯p
(the quotient measures dy¯p, dy¯p being defined similarly). The statement follows from this.
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Lemma 6.1.5. For any admissible pair (φ, ǫ), the set X˜G(Q, Iφ,ǫ)+ := ker[X∞G (Q, I
o
φ,ǫ)→ H1(A, Iφ,ǫ)]
(cf. Thm. 5.2.9) is a finite set which depends only on the associated (equivalence class of) Kottwitz
triple (γ0; γ, δ). Its cardinality i(γ0; γ, δ) is given by
|X˜G(Q, Iφ,ǫ)+| = | ker[ker1(Q, I0)→ ker1(Q, G)]| · |D(γ0; γ, δ)|,
with I0 := G
o
γ0 as usual and
D(γ0; γ, δ) := im[X
∞
G (Q, I0)→ H1(Af , I0)] ∩ ker[H1(Af , Goγ,δ)→ H1(Af , Gγ,δ)],
where H1(Af , Goγ,δ) := ⊕lH1(Qv, Goγl)⊕H1(Qp, Goδσ) and H1(Af , Gγ,δ) is defined similarly.
The intersection in the definition of D(γ0; γ, δ) makes sense because there exist inner twists
(I0)Qv
∼→ (Goγv )Qv (v 6= p), (Goδσ)Qp (Lemma 6.1.1), thereby canonical identifications
H1(Af , I0) ∼= H1(Af , (I0)ab) ∼= H1(Af , (Goγ,δ)ab) ∼= H1(Af , Goγ,δ)
(the middle isomorphism is independent of the choice of the inner twists just mentioned).
Remark 6.1.6. When Iφ,ǫ is connected (e.g., if Gder = Gsc), one has |D(γ0; γ, δ)| = 1 and the
constant |X˜G(Q, Iφ,ǫ)+| depends only on the stable conjugacy class of γ0 (rather than on the whole
triple (γ0; γ, δ)). But, the author does not know the same property in the general case (for a non-
connected groupH, H1(Qv,H)may not be invariant under inner twists ofH). Also, we note that the
constant ker1(Q, I0) appears in [Kot92, Lem.17.2] with a similar interpretation (see the discussion
on p.441-442 of loc. cit. for the appearance of the constant | ker[ker1(Q, I0)→ ker1(Q, G)]|).
Proof. This set is equal to ker[X∞G (Q, I
o
φ,ǫ) → H1(Af , Iφ,ǫ)] (no ∞-component in the target). Ac-
cording to Lemma 6.1.1, the local groups (Iφ,ǫ)Qv (for all places v of Q) are determined by the
associated Kottwitz triple, and this implies by the Hasse principle for (Ioφ,ǫ)
ad that the same is also
true of the connected Q-group Ioφ,ǫ and the set X˜G(Q, Iφ,ǫ)
+. Moreover, the two Q-groups Ioφ,ǫ
and Iφ,ǫ are simultaneous inner twists of I0 = Goγ0 and Gγ0 via a single cochain in C
1(Q, I0) which
induces cocycles both in Gadγ0 and I
ad
γ0 . The map X
∞
G (Q, I
o
φ,ǫ)→ H1(Af , Iφ,ǫ) factors through
X
∞
G (Q, I
o
φ,ǫ)
j→ H1(Af , Ioφ,ǫ)→ H1(Af , Iφ,ǫ)
Hence, our set X˜G(Q, Iφ,ǫ)+ is the disjoint union of j−1(β)’s with β running through
(6.1.6.1) ker[H1(Af , I
o
φ,ǫ)→ H1(Af , Iφ,ǫ)] ∩ im(j).
The map j is identified, via abelianizations, withX∞G (Q, I0)→ H1(Af , I0) (recall that by definition,
X
∞
G (Q, I
o
φ,ǫ) = ker[X
∞(Q, Ioφ,ǫ)
∼= X∞(Q, I0) → X∞(Q, G)], where the isomorphism is given by
the isomorphism of the corresponding abelianized cohomology groups), hence it follows that the set
(6.1.6.1) is equal to D(γ0; γ, δ). We claim that for each β = j(α) ∈ D(γ0; γ, δ), there are bijections
j−1(β)
∼→ ker[H1(Q, Ioφ,ǫ)α ab
1−→ H1(Q, Gab)] ∼→ ker[ker1(Q, I0)→ ker1(Q, G)],
where H1(Q, Ioφ,ǫ)α denotes the subset of H
1(Q, Ioφ,ǫ) consisting of the elements having the same
image in H1(A, Ioφ,ǫ) as α and ab
1 is the composite map
ab
1 : H1(Q, Ioφ,ǫ)→ H1(Q, (Ioφ,ǫ)ab) = H1(Q, (I0)ab)→ H1(Q, Gab)
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(or its restriction X∞(Q, Ioφ,ǫ) = X
∞(Q, (Ioφ,ǫ)ab)→X∞(Q, Gab) = X∞(Q, G)). The first bijec-
tion is clear. The second bijection is a consequence of the existence of a bijection H1(Q, Ioφ,ǫ)α
∼→
ker[H1(Q, Ioa) → H1(A, Ioa)] commuting with the natural maps ab1 into H1(Q, Gab), where a is
any cocycle in H1(Q, Ioφ,ǫ) representing α and I
o
a is the inner twist of I
o
φ,ǫ via a: this in turn results
from [Ser02, Prop.35bis], the commutative diagram of Lemma 3.15.1 of [Bor98] combined with the
vanishing of α in H1(Q, Gab), and the well-known fact that for any connected reductive group H
over Q, the finite abelian group ker1(Q,H) is unchanged under inner twists. Note that the set
ker[H1(Af , Ioφ,ǫ) → H1(Af , Iφ,ǫ)], being the image of the finite set π0(Iφ,ǫ)(Af ) in H1(Af , Ioφ,ǫ), is
also finite, which implies the same property for D(γ0; γ, δ) and X˜G(Q, Iφ,ǫ)+. The formula for
|X˜G(Q, Iφ,ǫ)+| is immediate from this discussion.
Now, we assume that the level subgroup Kp is hyyperspecial and give an expression for the
number of fixed points of the correspondence Φm ◦ f (6.1.0.2), and, more generally, a weighted sum
over the same fixed point set with weight being given by the trace of that correspondence acting
on the stalk of some lisse sheaf. We briefly recall the set-up. For more details, see [Kot92, §6,
16]. We fix a rational prime l 6= p. Let ξ be a finite-dimensional representation of G on a vector
space W over a number field L, and let λ be a place of L lying above l. We consider the λ-adic
representation Wλ :=W ⊗L Lλ of G(Apf ) induced from the natural one of G(Ql) via the projection
G(Apf )→ G(Ql). Since Z(Q) is discrete in Z(Af ) by our assumption (Z(G) has same ranks over Q
and R), it gives rise to lisse sheaves FKp on the spaces SKp for varying Kp’s: the projective limit
S = lim←−Hp SHp is a Galois covering of SKp with Galois group K
p if Kp is small enough such that
K ∩Z(G)(Q) = {1} [Del79, 2.1.9-12], and we have FKp = S ×Wλ/Kp, where k = (kv) ∈ Kp acts
on Wλ via ξLλ(k
−1
l ). It is clear that there are canonical isomorphisms
·g : FgKpg−1 ∼→ (·g)∗FKp , p∗2FKp = FKpg , Φ : Φ∗FKp
∼→ FKp ,
where for any g ∈ G(Apf ), ·g denotes the right action SgKpg−1
∼→ SKp. Thus, the associated
correspondence Φm ◦ f (6.1.0.2) extends in a natural manner to the sheaf FKp . In particular, for
any fixed point x′ ∈ SKpg (F) of Φm ◦ f and x := p′1(x′) = p′2(x′) ∈ SKp(F), the correspondence
Φm ◦ f gives an automorphism of the stalk Fx (we write F , F ′ for FKp , FKpg ):
(6.1.6.2) Fx = (Φ
m)∗(F )p2(x′)
Φm−→ Fp2(x′) = (p∗2F )x′ = F ′x′
p∗1(·g)−→ (p′∗1 F )x′ = Fx.
We are interested in computing the sum:
(6.1.6.3) T (m, f) :=
∑
x′∈Fix
tr(Φm ◦ f ;Fx),
where Fix denotes the set of fixed points of Φm ◦ f .
Let AG denote the maximal Q-split torus in the center of G. In the next theorem, we return to an
arbitrary Shimura datum (G,X) of Hodge type and take G to be the smallest algebraic (connected
reductive) Q-group such that every h ∈ X factors through GR (i.e. G is the Mumford-Tate group
of a generic h ∈ X). In particular, (G,X) satisfies both the Serre condition and the condition that
Z(G) has same ranks over Q and R (thus, ZG(R)/AG(R) is also compact).
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Theorem 6.1.7. Keep the notation from the previous sections and the above discussion. We assume
that GQp is unramified, and (G,X) is of Hodge type. Fix a hyperspecial parahoric subgroup Kp and
take Kp to be sufficiently small such that conditions (a), (b) of (6.1.0.3) hold and K ∩ Z(G)(Q) =
{1}.
Suppose that Langlands-Rapoport conjecture, Conj. 3.4.1, holds for ShKp(G,X).
(1) We have the following expression for (6.1.6.3):
T (m, f) =
∑
(γ0;γ,δ)
c(γ0; γ, δ) ·Oγ(fp) · TOδ(φp) · trξ(γ0),
with
c(γ0; γ, δ) := i(γ0; γ, δ) · |π0(Gγ0)(Q)|−1 · τ(I0) · vol(AG(R)o\I0(∞)(R))−1
where I0 := G
o
γ0 , i(γ0; γ, δ) = |X˜G(Q, Iφ,ǫ)+| (Lemma 6.1.5), τ(I0) is the Tamagawa number of
I0, and I0(∞) is the (unique) inner form of (I0)R having compact adjoint group. Also, the sum
is over a set of representatives (γ0; γ, δ) of all equivalence classes of stable Kottwitz triples of level
n = m[κ(℘) : Fp] having trivial Kottwitz invariant.
(2) For any fp in the Hecke algebra H(G(Apf )/Kp), there exists m(fp) ∈ N, depending on fp,
such that for each m ≥ m(fp), we have∑
i
(−1)itr(Φm × fp|H ic(ShK(G,X)Q,FK))
=
∑
(γ0;γ,δ)
c(γ0; γ, δ) ·Oγ(fp) · TOδ(φp) · trξ(γ0)
where the sum is over a set of representatives (γ0; γ, δ) of all equivalence classes of stable Kottwitz
triples of level n = m[κ(℘) : Fp] having trivial Kottwitz invariant. If Gad is anisotropic or fp is the
identity, we can take m(fp) to be 1 (irrespective of fp).
We remind readers again that “having trivial Kottwitz invariant” means that there exist elements
(gv)v ∈ G(A¯pf )× G(k) satisfying conditions (3.5.14.4), (3.5.14.4) such that the associated Kottwitz
invariant α(γ0; γ, δ; (gv)v) vanishes, and the fact that for stable Kottwitz triples, stable equivalence
is the same as (geometric) equivalence (Prop. 5.2.7).
In the definition of c(γ0; γ, δ), the volume of (the quotient of) R-groups is defined with respect
to the unique Haar measure di∞ on I0(R) (or equivalently on I0(∞)(R) by transfer of measure)
such that the product of dip, dip, di∞ is the canonical measure on I0(A) that is used to define the
Tamagawa number τ(I0) (cf. [Lab01, §1.2]). Then, as ZG(R)/AG(R) is compact, one has
(6.1.7.1) vol(I0(Q)\I0(Af )) = τ(I0) · vol(AG(R)o\I0(R))−1.
Proof. We may assume that fp is the characteristic function of Kpg−1Kp of some g ∈ G(Apf ). For
an admissible morphism φ and a comact open subgroup Kp of G(Apf ), the fixed point subset
Fixφ := SKp(φ)
Φm◦f=Id = {x′ ∈ SKpg (φ) | p′1(x′) = p′2(x′)}
is a disjoint union ⊔ǫ∈Iφ(Q)Iφ,ǫ(Q)\X(φ, ǫ)Kpg (6.1.0.4). We claim that for any x′ ∈ Fixφ and x :=
p′1(x
′) = p′2(x
′) ∈ SKp(φ), there is an equality:
tr(Φm ◦ f ;Fx) = trξ(γ0),
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where γ0 is any element in G(Q) stably conjugate to the ǫ such that x′ ∈ Iφ,ǫ(Q)\X(φ, ǫ)Kpg . In
particular, this trace depends only on (the stable conjugacy class of) γ0, so on the (equivalence
class of) Kottwitz triples attached to the admissible pair (φ, ǫ). Indeed (cf. [Kot92, §16]), choose
xp ∈ Xp(φ, ǫ), xp ∈ Xp(φ, ǫ; g) such that x′ = [xp, xp] ∈ Iφ,ǫ(Q)\X(φ, ǫ)Kpg . It also gives a point
x˜ = [xp, x
p] of
S(φ) := Iφ(Q)\Xp(φ)×Xp(φ) = lim←−
Hp
(SHp(F) ∩ SHp(φ))
lying above x′, and ǫxpgk = xp for some k ∈ Kp. So, one has
Φm(x˜) = [Φmxp, x
p] = [xp, ǫ
−1xp] = x˜gk.
If we use this point Φm(x˜) of S(φ) to identify the stalk Fx with Wλ, we have β(w) = ξ(k−1g−1)w:
the automorphism (6.1.6.2) becomes
[Φm(x˜), w] 7→ [x˜, w] 7→ [x˜g, ξ(g−1)w] = [x˜gk, ξ(k−1g−1)w],
hence tr(Φm ◦ f ;Fx) = trξ(γ0) as k−1g−1 = (xp)−1ǫxp ∈ G(Apf ) is conjugate to γ0 under G(A¯pf ).
Now, we have the following successive equalities:
T (m, f) =
∑
φ
∑
x′∈Fixφ
tr(Φm ◦ f ;Fp′1(x′))(6.1.7.2)
=
∑
(φ,ǫ)
|Iφ,ǫ(Q)\X(φ, ǫ)Kpg | · trξ(γ0)
=
∑
(φ,ǫ)
vol(I0(Q)\I0(Af ))
[Iφ,ǫ(Q) : Ioφ,ǫ(Q)]
·Oγ(fp) · TOδ(φp) · trξ(γ0)
Here, in the first line, φ runs through a set of representatives for the equivalence classes of admissible
morphisms, so the first equality results from Langlands-Rapoport conjecture, Conj. 3.4.1. In the
second line, (φ, ǫ) runs through a set of representatives for the equivalence classes of admissible pairs.
We have just seen that if ǫ ∈ Iφ(Q) is such that x′ ∈ Fixφ belongs to the subset Iφ,ǫ(Q)\X(φ, ǫ)Kpg in
the decomposition (6.1.0.4), we have tr(Φm ◦ f ;Fp′1(x′)) = trξ(γ0) for any Kottwitz triple (γ0; γ, δ)
attached to the admissible pair (φ, ǫ), which gives the second equality. The third equality is Lemma
6.1.4.
Next, we rewrite the last expression of (6.1.7.2) using (equivalence classes of) effective Kot-
twitz triples as a new summation index. For each equivalence class of effective Kottwitz triple
(γ0; γ, δ), we fix a (well-located) admissible pair (φ1, ǫ1) giving rise to it. Then, the set of admissible
pairs producing the same equivalence class of Kottwitz triple is in bijection with XG(Q, Iφ1,ǫ1)
+ =
im
[
X˜G(Q, Iφ1,ǫ1)
+ → H1(Q, Iφ1,ǫ1)
]
. More explicitly, for each
[a] ∈ X˜G(Q, Iφ1,ǫ1)+ = ker
[
X
∞
G (Q, I
o
φ1,ǫ1)→ H1(A, Iφ1,ǫ1)
]
(class of a ∈ Z1(Q, Ioφ1,ǫ1)), the admissible pair corresponding to the image of [a] in H1(Q, Iφ1,ǫ1) is
the twist (φ := aφ1, ǫ1) (Lemma 5.2.11) and the associated groups Ioφ,ǫ1 , Iφ,ǫ1 are the (simultaneous)
inner twists of Ioφ1,ǫ1 and Iφ1,ǫ1 via a. Let us write I
o
a and Ia for these twists (of course, their
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isomorphism classes as Q-algebraic groups depend only on the cohomology class [a] ∈ H1(Q, Ioφ1,ǫ1)).
Then, the last line of (6.1.7.2) becomes the first line of the following identity:
T (m, f) =
∑
(γ0;γ,δ)
∑
[a]∈X˜G(Q,Iφ1,ǫ1 )
+
1
| ker[H1(Q, Ioa)→ H1(Q, Ia)]|
· vol(I
o
a(Q)\Ioa(Af ))
[Ia(Q) : Ioa(Q)]
(6.1.7.3)
·Oγ(fp) · TOδ(φp) · trξ(γ0)
=
∑
(γ0;γ,δ)
c1(γ0) · |π0(Gγ0)(Q)|−1 · i(γ0; γ, δ) ·Oγ(fp) · TOδ(φp) · trξ(γ0),
where c1(γ0) := τ(I0) · vol(AG(R)o\I0(∞)(R))−1.
Here, in the first line, the fist sum is over a set of representatives of the equivalence classes of
effective Kottwitz triples (γ0; γ, δ) and in the second sum [a] runs through the set X˜G(Q, Iφ,ǫ)+.
Two elements [a], [a′] of X˜G(Q, Iφ1,ǫ1)
+ give equivalent admissible pairs (aφ1, ǫ1), (a′φ1, ǫ1) if and
only if [a], [a′] map to the same element in H1(Q, Iφ1,ǫ1). So, to establish the first equality, we need
to prove that for each [a] ∈ X˜G(Q, Iφ1,ǫ1)+, the set of such elements in X˜G(Q, Iφ1,ǫ1)+ is in bijection
with ker[H1(Q, Ioa) → H1(Q, Ia)]; this will then also show that the latter set has the same size for
all the elements [a] in X˜G(Q, Iφ1,ǫ1)
+ that map to the same element in H1(Q, Iφ1,ǫ1). First, the
subset of H1(Q, Ioφ1,ǫ1) consisting of such elements is in bijection with ker[H
1(Q, Ioa) → H1(Q, Ia)]
[Ser02, Prop.35bis]. So, it suffices to show that if [a′] ∈ H1(Q, Ioφ1,ǫ1) has the same image in
H1(Q, Iφ1,ǫ1) as [a], then [a
′] ∈ X˜G(Q, Iφ1,ǫ1)+. Since (Iφ1)R is a subgroup of the inner form G′
of GR that has compact adjoint group, the map H1(R, Ioφ1,ǫ1) → H1(R, G′) is injective [Kis17,
4.4.5], which implies that [a′] ∈ X∞(Q, Ioφ1,ǫ1) = ker[H1(Q, Ioφ1,ǫ1) → H1(R, Ioφ1,ǫ1)]. Similarly, the
map X∞(Q, Ioφ1,ǫ1)
∼= X∞(Q, Goǫ1)→X∞(Q, G) factors through X∞(Q, Iφ1), which implies that
[a′] ∈X∞G (Q, Ioφ1,ǫ1).
For the second equality, we use the following two facts (E1), (E2):
(E1) There exists an equality of numbers:
| ker[H1(Q, Ioa)→ H1(Q, Ia)]| · [Ia(Q) : Ioa(Q)] = |π0(Gγ0)(Q)|.
Indeed, we recall [Ser02, 5.5] that for any (not-necessarily connected) reductive Q-group I (especially
for I = Iφ1,ǫ1), the exact sequence 1 → Io → I → π0(I) → 1 gives rise to a natural action
π0(I)(Q) on H1(Q, Io) which we normalize to be a left action and write c · α for c ∈ π0(I)(Q) and
α ∈ H1(Q, Io). One easily checks that for c ∈ π0(I)(Q) and [a] ∈ H1(Q, Io), c · [a] equals the image
of c under the composite map
π0(I)(Q) = π0(Ia)(Q)
∂a→ H1(Q, Ioa) ∼→ H1(Q, Io),
where ∂a is the obvious coboundary map attached to the inner twist Ia of I via a and the last
bijection is defined by [xτ ] 7→ [xτaτ ] (and thus sends the distinguished element to [aτ ]) [Ser02,
Prop.35bis.]. So, the stabilizer subgroup of [a] for the action of π0(I)(Q) on H1(Q, Io) is isomorphic
to ker(∂a) = Ia(Q)/Ioa(Q) and the orbit of [a] is in bijection with im(∂a) = ker[H
1(Q, Ioa) →
H1(Q, Ia)]. So, we obtain the equality
| ker[H1(Q, Ioa)→ H1(Q, Ia)]| · [Ia(Q) : Ioa(Q)] = |π0(I)(Q)|
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(In particular, this product quantity is independent of the inner twist of I by a cocycle in Z1(Q, Io).)
Our claim follows since Gγ0 = Ia for some cocyle a (with I = Iφ1,ǫ1) and π0(Iφ1,ǫ1) = π0(Gγ0).
(E2) Since for (φ, ǫ) := (aφ1, ǫ1), Ioφ,ǫ is an inner-twist I0 and the Tamagawa number is invariant
under inner twist, by (6.1.7.1) one has the equality:
vol(Ioφ,ǫ(Q)\Ioφ,ǫ(Af )) = τ(I0) · vol(AG(R)o\I0(∞)(R))−1.
Hence, the summand in the first line of (6.1.7.3) indexed by an admissible pair (φ, ǫ) and a
class [a] ∈ X˜G(Q, Iφ1,ǫ1)+ depends only on the associated (equivalence class of) Kottwitz triple
(γ0; γ, δ), and thus the second equality holds. In the expression of the second line, the index
(γ0; γ, δ) originally should run through a set of representatives of effective Kottwitz triples (i.e.
arising from an admissible pair, so having trivial Kottwitz invariant). But, according to Thm.
5.2.9, any Kottwitz triple (γ0; γ, δ) with trivial Kottwitz invariant is effective if its twisted-orbital
integral TOδ(φp) is non-zero: one easily checks (cf. [Kot84b, §1.4, §1.5]) that non-vanishing of
TOδ(φp) is equivalent to non-emptiness of the set Yp(δ) (5.1.2.1). Therefore, in this sum we may
as well take simply (a set of representatives of) all Kottwitz triples with trivial Kottwitz invariant.
This finishes the proof of (1).
(2) The first claim follows from (1) in view of the Deligne’s conjecture proved by Fujiwara [Fuj97],
[Var07]. When SK is proper or fp is the identity, we can simply invoke the Grothendieck-Lefschetz
fixed point formula for lisse sheaves. The properness holds if Gad is anisotropic since the valuative
criterion holds by [Lee12].
Remark 6.1.8. Milne [Mil92, Cor.7.10] claimed to have proved this theorem, in the original setting
(i.e when the level group K˜p is hyperspecial and Gder = Gsc). His proof is incomplete and flawed,
in two respects. First, as was mentioned before, he misquotes the definition of admissible pair
[LR87, p.189] (a pair (φ, ǫ) is admissible in his sense if and only if it is admissible in the original
sense and also Kp-effective in our sense, cf. Remark 3.6.2), so his statements in loc. cit. using
this terminology/notion require critical reading. Secondly and more seriously, in the proof of his
Corollary 7.10, he claims that if a Frobenius triple does not satisfy the condition of (7.5) then
it contributes zero to the sum on the right (a Frobenius triple in Milne’s work is the same as a
Kottwitz triple with trivial Kottwitz invariant). This non-trivial statement (which is simply an
effectivity criterion of Kottwitz triple) was never justified in loc. cit., nor elsewhere, until our proof
of Theorem 5.1.2 (which is also valid in a more general setting). Also, we remark that for general g,
one needs extra arguments, more than what Milne outlines based on [Kot84b] which was intended
mainly for g = 1 (or at best for those g’s lying in a compact open subgroup of G(Apf )).
6.2 Unconditional proof of Kottwitz conjecture In this subsection, we prove Kottwitz
conjecture for Shimura varieties of Hodge-type with hyperspecial level. The main ingredients are
as follows:
(I) Definition/description of isogeny classes (in terms of affine Deligne-Lusztig varieties) [Kis17,
Prop. 2.1.3] and their moduli interpretation (loc. cit. Prop. 1.4.15), and the resulting
description of SKp(G,X)(F¯p) as disjoint union of isogeny classes;
(SCM) Strong CM-lifting theorem (loc. cit. Cor. 2.2.5);
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(Tate) Generalization of the Tate’s theorem on endomorphisms of abelian varieties over finite fields
(loc. cit. Cor. 2.3.2);
(T) Twisting method of isogeny classes or CM points (loc. cit. Prop. 4.4.8, 4.4.13);
(E) Effectivity criterion of Kottwitz triples (Thm. 6.2.11).
Our arguments will run in parallel to those of Langlands and Rapoport in the previous subsec-
tion which derive Kottwitz conjecture from Langlands-Rapoport conjecture. For that, we have to
reformulate the above geometric results of Kisin into purely group-theoretic statements.
Definition 6.2.1. (1) For a Q-torus T and a connected reductive Q-group G with Q - rk(T ) =
Q - rk(G), a stable conjugacy class of Q-embeddings T →֒ G is, by definition, an equivalence class of
Q-embeddings T →֒ G with respect to stable conjugacy relation: two Q-embeddings iT , i′T : T →֒ G
are stably conjugate if and only if there exists g ∈ G(Q) such that i′T = Int(g) ◦ iT (in particular,
Int(g)|iT (T ) induces a transfer of maximal torus iT (T )
∼→ i′T (T )).
(2) For a Shimura datum (G,X), a stable conjugacy class of special Shimura sub-data (T, h) is,
by definition, an equivalence class of special Shimura sub-datum (T, h) with respect to the following
(stable conjugacy) equivalence relation: two special Shimura sub-data (T, h), (T ′, h′) are stably
conjugate if and only if there exist g ∈ G(Q) inducing a Q-isomorphism Int(g)|T : T ∼→ T ′ and
g∞ ∈ G(R) such that Int(g)|TR = Int(g∞)|TR and h′ = Int(g∞)(h).
We remind the reader that we have fixed an embedding Q →֒ Qp.
Theorem 6.2.2. [Kis17, Cor.1.4.13, Prop.2.1.3, Cor.2.2.5] As a set with action by 〈Φ〉×ZG(Qp)⋊
G(Apf ), SKp(F¯p) is a disjoint union of subsets S(I ), called isogeny classes, endowed with an action
by the same group:
(6.2.2.1) SKp(F¯p)
∼→
⊔
I
S(I ).
(1) For each isogeny class S(I ), there exist a connected reductive Q-group II , an element
b ∈ G(k), and embeddings of group schems (over Qp and Ql for every finite l 6= p)
ip : (II )Qp →֒ Jb, il : (II )Ql →֒ GQl
such that for almost all l 6= p, il extends to an embedding il : (II )Zl →֒ GZl between reductive
Zl-group schemes (II )Zl , GZl , and in terms of which, one has
S(I ) := II (Q)\[X({µX}, b)Kp ×G(Apf )].
Here, II acts on X({µX}, b)Kp × G(Apf ) diagonally via ip × ip, where ip denotes the restricted
product
∏′
l 6=p il, and Φ acts on S(I ) via its action on X({µX}, b)Kp by (bσ)r (r = [κ(℘) : Fp])
while g ∈ G(Apf ) acts on S(I ) via its right translation of G(Apf ).
(2) The Q-group II has the same Q-rank as G. There exists an embedding Z(G) ⊂ II such
that (II /Z(G))R is a subgroup of a compact inner form of G
ad
R .
(3) For every maximal Q-torus T ⊂ II , there exists a stable conjugacy class of Q-embeddings
iT : T →֒ G
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with the following properties:
For a choice of embedding iT , there exist a G(k)×G(Apf )-conjugate of the triple of (1), denoted
again by (b, ip, i
p), with b ∈ iT (T )(k), and h ∈ X ∩Hom(S, iT (T )R) such that
(i) the embeddings ip : II (Qp) →֒ Jb(Qp), ip : II (Apf ) →֒ G(Apf ) are T (Qp)×T (Apf)-equivariant:
(6.2.2.2) ip|T (Qp) = iT |T (Qp), ip|T (Apf ) = iT |T (Apf ),
(iT |T (Qp) factors through Jb(Qp) ⊂ G(k), as b ∈ iT (T )(k)) and that
(ii) the two elements [b], [b1] of B(iT (T )) are equal, where b1 is an element of iT (T )(Qurp ) defined
by any unramifed iT (T )(Qp)-conjugate of ψiT (T ),µh(p) ◦ ζp.
Moreover, the stable conjugacy class of Q-embeddings iT depends only on the II (Q)-conjugacy
class of the embedding T ⊂ II .
(4) For any special Shimura sub-datum (T, h) of (G,X), if I = IT,h is the isogeny class of
the reduction of the special point [h, 1] ∈ ShKp(G,X)(Q), there exists an II (Q)-conjugacy class of
Q-embeddings
jT,h : T →֒ II
with the following properties:
(iii) for any choice of jT,h in the conjugacy class, the associated (by the claim of (3)) stable
conjugacy class of Q-embeddings iT : T →֒ G contains the inclusion T ⊂ G.
(iv) for any maximal Q-torus T ⊂ II and any choice of iT : T →֒ G, the II (Q)-conjugacy class
of embeddings T
iT→ iT (T )
jiT (T ),h→֒ II obtained from (iT (T ), h) contains the inclusion T ⊂ II .
Moreover, the isogeny class IT,h and the conjugacy class of jT,h both depend only on the stable
conjugacy class of (T, h).
Remark 6.2.3. (1) The statement (3) needs some explanation. Note that for a triple (b, ip, ip) as in
(1) and any (gp, gp) ∈ G(k) ×G(Apf ), we obtain a new triple
(b′ := gpbσ(g
−1
p ), Int(gp) ◦ ip : (II )Qp →֒ Jb ∼→ Jb′ , Int(gp) ◦ ip),
which again satisfies (1): left multiplication by gp× gp induces a 〈Φ〉×ZG(Qp)⋊G(Apf )-equivariant
bijection
II (Q)\X({µX}, b)Kp ×G(Apf )
∼→ II (Q)\X({µX}, b′)Kp ×G(Apf ).
Furthermore, as will be evident from the proof, such new triple enjoys all the other properties. Two
such triples will be said to be equivalent : we will not distinguish them.
(2) We will say that a triple (b, ip, ip) in (1) is adapted to a given embedding iT if it satisfies
conditions (i) and (ii) of (3). For fixed iT , any two triples (b, ip, ip) adapted to iT (in fact, satisfying
just condition (i)) differ by conjugation by an element of iT (T )(k)× iT (T )(Apf ) (since rk(T ) = rk(G)
and T (Qp) is Zariski-dense in Tk) and thus for such triples the σ-conjugacy of b in B(iT (T )) does
not depend on the choice of the triple.
(3) In (3), we are not asserting that there exists a unique stable conjugacy class of Q-embeddings
T →֒ G satisfying the conditions.
Later, we will provide further information on the group II and the embeddings (ip, ip). But,
before moving on, we derive a first (primitive) description of the fixed point set of the Frobenius-
twsted Hecke correspondence Φm ◦ f (6.1.0.2) acting on an isogeny class S(I )Kp := S(I )/Kp ⊂
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SK(F¯p):
S(I )K
p′1←− S(I )Kg
p′2=Φ
m◦p2−→ S(I )K .
By the same (elementary) argument ([Kot84b, §1.4], [Mil92, Lem. 5.3]) which yielded the description
(6.1.0.4), under the same assumption on Kp, the fixed point set decomposes into disjoint subsets
(cf. [Kot84b, 1.4.3, 1.4.4]):
SK(I )
Φm◦f=Id =
⊔
ǫ
II ,ǫ(Q)\[Xp(I , ǫ)×Xp(I , ǫ, g)/Kpg ],(6.2.3.1)
where the index ǫ runs through a set of representatives in II (Q) for the conjugacy classes of
II (Q)/Z(Q)K , II ,ǫ is the centralizer of ǫ in II (regarded as an algebraic Q-subgroup of II ), and
Xp(I , ǫ) := { xp ∈ X({µX}, b)Kp | ip(ǫ)xp = (bσ)nxp },
Xp(I , ǫ, g) := { xp ∈ G(Apf ) | ip(ǫ)xpg = xp mod Kp }.
Proof. (of Thm. 6.2.2) For the proof, we use freely the notations of [Kis17]. In this proof, all
references will be to this work, unless stated otherwise. We first give a very brief review of some
results in loc. cit. that are necessary for the proof of the theorem.
(A) There exists a Z(p)-lattice VZ(p) of V and a set of tensors {sα}α on it which defines the
reductive closed Zp-subgroup scheme GZp of GQp giving the hyperspecial subgroup Kp (i.e. Kp =
GZp(Zp)) [Kis10, Prop.1.3.2]. Let π : A → SK be the universal abelian scheme over SK (for
sufficiently small Kp) and V = R1π∗Ω• the first relative de Rham chomology (algebraic vector
bundle). The tensors {sα}α give rise to horizontal sections {sα,B}α on the local system R1πan∗ (Z(p))
over ShK(G,X) (with πan denoting the analytification of π) and sections {sα,dR}α on V = R1π∗Ω•
which correspond to each other (for the same α) via the de Rham isomorphism over C [Kis17, 1.3.6].
(B) Suppose x ∈ SKp(k) for a finite extension k ⊂ F¯p of κ(℘). Let Ax be the underlying
abelian variety over k and x¯ the F¯p-point induced by x. Let H1ét(Ax¯/Ql) and H1cris(Ax/K0) be
respectively the l-adic étale and the cristalline cohomology groups of Ax¯ (for l 6= p) and Ax, where
K0 := W (k)[1/p] (⊂ Qp). We let Hét1 (Ax¯,Ql) := HomQl(H1ét(Ax¯/Ql),Ql) and Hcris1 (Ax/K0) :=
HomK0(H
1
cris(Ax/K0),K0) denote their linear dual (homology) groups. The latter group is equipped
with the Frobenius operator φ: φ(f)(v) := p−1 · σf(V v) for f ∈ Hcris1 and v ∈ H1cris, where V is the
Verschiebung on H1cris. Recall that the relative Frobenius morphism FrAx/k of Ax/k acts on these
homology spaces (Ql and K0-linearly) by the geometric p[k:Fp]-Frobenius Fr
−1
k in Gal(F¯p/k) and by
the inverse of φ[k:Fp], respectively.
Then, there exist tensors {sα,l,x}α on H1ét(Ax¯/Ql) (l 6= p) and tensors {sα,0,x}α on H1cris(Ax/K0)
which are Frobenius invariant (for the geometric Frobenius acting on H1ét(Ax¯/Ql) and the absolute
Frobenius automorphism acting on H1cris(Ax/K0)); for the construction of sα,l,x and sα,0,x, see
[Kis10, (2.2)] and [Kis17, Prop.1.3.9, 1.3.10] respectively. Also, there exist isomorphisms matching
the respective tensors for each α:
ηl : (V, {sα})⊗Ql ∼−→ (Hét1 (Ax¯,Ql), {sα,l,x}),
ηp : (V, {sα})⊗K0 ∼−→ (Hcris1 (Ax/K0), {sα,0,x}).
(6.2.3.2)
Most of the time, we are just contented with an isomorphism defined over Qurp (or even over k):
(6.2.3.3) ηurp : (V, {sα})⊗Qurp ∼−→ (Hcris1 (Ax/Qurp ), {sα,0,x}).
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For almost all l 6= p (in particular, such that GQl is unramified), we may assume that the following
conditions hold: there exist a Z(l)-lattice VZ(l) of V such that the tensors {sα}α live on it and
defines a reductive Zl-subgroup scheme GZl of GQl , and a similar statement holds true of the lattice
Hét1 (Ax¯,Zl) and the tensors {sα,l,x}. Further, for these Zl-structures, there exists an Zl-isomorphism
extending ηl; we denote it again by ηl.
(C) We define γl ∈ G(Ql) (l 6= p), γp ∈ G(K0) by
(6.2.3.4) γ−1v := Int(η
−1
v )(FrAx/k).
These elements γl, γp are well-defined up to conjugacy in G(Ql) and G(K0), respectively. We also
define δ ∈ GL(VK0) by
δ(1V ⊗ σ) := Int(η−1p )(φ),
so one has γp = Nnδ := δσ(δ) · · · σn−1(δ) (n = [K0 : Qp]).
Let k′ ⊂ F¯p be a finite extension of k. For each finite place l 6= p of Q, let Il/k′ be the centralizer
of γ[k
′:k]
l ∈ G(Ql) and define Ip/k′ to be the σ-centralizer Gδσ of δ in G(K ′0), where K ′0 := W [k′][1p ]
[Kot82, p.802]: Gδσ is a closed subgroup of ResK ′0/Qp(G) such that Gδσ(Qp) = {y ∈ G(K ′0) | y(δσ) =
(δσ)y}. One has (Gδσ)K ′0 ≃ ZGK′0 (Nnδ).
The increasing sequence of subgroups {Il/k′}k′⊂F¯p of GQl stabilizes to a subgroup Il, which also
equals the centralizer of γnl in GQl for (any) sufficiently large n ∈ N. By similar reasoning (cf.
[Kis17, (2.1.2)]), there exists a Qp-subgroup Ip of Jδ which equals Ip/k′ for all sufficiently large
k′ ⊂ F¯p. Write AutQ(Ax¯) for the automorphism group of Ax¯ in the isogeny category, and let
Ix ⊂ AutQ(Ax¯) denote the subgroup consisting of elements fixing all the tensors {sα,l,x}α (l 6= p),
{sα,0,x}α, regarded as an algebraic Q-subgroup of AutQ(Ax¯).
Theorem 6.2.4. [Kis17, Cor.2.3.2] For every finite place v of Q, the restriction of Int(ηv)−1 if
v 6= p or of Int(ηurp )−1 if v = p to (Ix)Qv induces an isomorphism
Int(ηv)
−1(v 6= p), Int(ηurp )−1 : (Ix)Qv ∼→ Iv.
Now, we enter into the proof of the theorem (Thm. 6.2.2). Recall the chosen embedding
σp : Qp →֒ C of E(G,X)-algebras.
(1) For each x ∈ SKp(F¯p), if x is defined over a finite field k ⊂ F¯p, any choice of isomorphisms
ηl (6.2.3.2), ηurp (6.2.3.3) gives an element b ∈ G(Qurp ) by Int(ηurp )(bσ) = F , and embeddings defined
over Ql and Qp
ix,l : (Ix)Ql →֒ GQl , ix,p : (Ix)Qp →֒ Jb.
Of course, different choice of ηp :=
∏′ ηl, ηurp gives rise to an equivalent triple (b, ipx := ∏′ ix,l, ix,p).
For almost all l 6= p, so that, among others, one can find a Zl-isomorphism ηl for the Zl-structures
explained above, ix,l extends to an embedding (Ix)Zl →֒ GZl of Zl-group schemes.
Then, there exists a 〈Φ〉 × ZG(Qp)⋊G(Apf )-equivariant map
ιx : X({µX}, b)Kp ×G(Apf )→ SKp(F¯p),
where 〈Φ〉 is the cyclic group generated by Φ [Kis17, Cor. 1.4.13]; the image of ιx is the isogeny
class containing x. This gives rise to the decomposition (6.2.2.1)⊔
x
Ix(Q)\[X({µX}, b)Kp ×G(Apf )]
∼→ SKp(F¯p),
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where x runs through a set of representatives of (i.e. points lying in) the isogeny classes [Kis17,
Prop. 2.1.3].
(2) The Q-group Ix has the same Q-rank as G [Kis17, Cor. 2.1.7].
(3) It is shown in the proof of [Kis17, Thm. 2.2.3] that for every maximal Q-torus T ⊂ Ix ⊂
AutQ(Ax¯), and for any choice of a cocharacter µT ∈ X∗(T ) satisfying the conditions of [Kis17,
Lem.2.2.2] (in particular, µX lies in the conjugacy class c(G,X)), there exists a point x′ in the
isogeny class of x which lifts to a K-valued point x˜′ of SKp for a finite extension K ⊂ Qp of K0
in such a way that the action of T on Ax′ (in the isogeny category) lifts to Ax˜′ and µ−1T induces
the Hodge filtration on H1cris(Ax′/K) ∼= H1dR(Ax˜′/K) (defined by Ax˜′). We choose one such µT and
denote x′ again by x, thereby assume that x itself is a point lifting to x˜. This implies that T is a
subgroup of G, via a choice of an isomorphism Q-vector spaces endowed with a set of tensors
(6.2.4.1) ηB : (H
B
1 (Aσp(x˜),Q), {sα,B,σp(x˜)}) ∼−→ (V, {sα})
and thus σp(x˜) is a special (=CM) point on ShKp(G,X)(Q); ηB is well-defined up to action of
G(Q) on V and is provided by the moduli interpretation of ShK(G,X)(C). That is, we obtain an
embedding and a special Shimura sub-datum
(6.2.4.2) iT : T →֒ G, h ∈ X ∩Hom(S, iT (T )R)
(such that σp(iT ◦ µT ) = µh).
For such embedding iT and h, we claim that there exist isomorphisms ηl (6.2.3.2), ηurp (6.2.3.3)
which are T -equivariant with respect to iT : T →֒ G and the action of T on Ax. By construc-
tion of iT via the choice of ηB (6.2.4.1), it suffices to find such T -equivariant isomorphisms with
(HB1 (Aσp(x˜),Q), {sα,B,σp(x˜)}) replacing (V, {sα}) (for the lifted action of T on Ax˜). For l 6= p, this
is clear since there exist canonical T -equivariant isomorphisms of Ql-vector spaces matching the
respective tensors:
ǫl : (H
ét
1 (Ax¯,Ql), {sα,l,x}) ∼−→ (Hét1 ((Ax˜)Qp ,Ql), {sα,l,x˜})
∼−→ (HB1 (Aσp(x˜),Q), {sα,B,σp(x˜)})⊗Ql.
(6.2.4.3)
(In fact, the tensors sα,l,x˜ are constructed by the second isomorphism, cf. [Kis10, (2.2)]). For p, we
also have canonical isomorphisms of C-vector spaces matching the respective tensors:
(Hcris1 (Ax/K), {sα,0,x})⊗σp C ∼−→ (HdR1 (Ax˜/K), {sα,dR,x˜})⊗σp C
∼−→ (HB1 (Aσp(x˜),Q), {sα,B,σp(x˜)})⊗ C.
(6.2.4.4)
Clearly, these isomorphisms are T -equivariant. For the fact that the first isomorphism matches
the respective tensors, see the proof of [Kis10, Prop.2.3.5] (cf. [Kis17, Prop.1.3.9]). This implies
that the functor which associates with a K0-algebra R the set of T -equivariant, tensor-matching,
R-linear isomorphisms Hcris1 (Ax/K0)⊗R ∼→ HB1 (Aσp(x˜),Q)⊗R is a K0-torsor under TK0 (use that
T (Q) is Zariski-dense in TK0 since T is unirational). So by Steinberg’s theorem H
1(Qurp , T ) = {1}
(cf. [Lee16, 3.2.2]), one can find a Qurp -isomorphism
(6.2.4.5) ǫp : (H
cris
1 (Ax/K0), {sα,0,x})⊗K0 Qurp ∼−→ (HB1 (Aσp(x˜),Q), {sα,B,σp(x˜)})⊗Qurp .
taking sα,dR,x˜ to sα,B,σp(x˜) for every α and intertwining the two T -actions.
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For such T -equivariant ηl, ηurp , the resulting embeddings ix,p : Ix(Qp) →֒ Jb(Qp), ipx : Ix(Apf ) →֒
G(Apf ) clearly satisfy (6.2.2.2), where b ∈ G(Qurp ) is given by that bσ is the absolute Frobenius
element acting on Hcris1 (Ax/Qurp ) via ηurp . Note that we have b ∈ iT (T )(Qurp ) because b com-
mutes with iT (T )(Qp), thus b ∈ ZG(Qurp )(iT (T )(Qp)) = iT (T )(Qurp ) (the equality holds since T
is unirational so that T (Qp) is Zariski dense in T ). Since Ax is the reduction of the CM point
[h, 1] ∈ ShKT (iT (T ), {h}) ∈ ShK(G,X) (for KT := iT (T )(Af ) ∩ K), property (ii) of (3) follows
from Lemma 3.3.3 and [Lee16, Lem.3.2.4].
Next, let jx : T ⊂ Ix be a maximal Q-torus and T ′ = Int(a)(T ) for a ∈ Ix(Q). Then, we claim
that for any µT ′ ∈ X∗(T ′) satisfying the conditions of [Kis17, Lem.2.2.2], if x˜′ and iT ′ : T ′ →֒ G are
the resulting CM-lifting of a suitable point x′ in the isogeny class of x and the embedding discussed
above (which is obtained by the construction of [Kis17, Thm.2.2.3], via an isomorphism (6.2.4.1)),
the two embeddings of T into G
iT ′ ◦ Int(a), iT : T →֒ G
are stably conjugate. It suffices to show that for any two quasi-isogenies θi : Ax → Axi (i = 1, 2)
respecting weak polarizations and matching the respective et´ale and crystalline tensors, and such
that xi lifts to a point x˜i in characteristic zero in a way that θi∗ : T
∼→ Ti ⊂ Ixi lifts to G via
an isomorphism (6.2.4.1), the resulting embeddings i1, i2 : T →֒ G are stably conjugate. Since the
isomorphisms induced by θ2 ◦ θ−11
(Hét1 (Ax¯1 ,Ql), {sα,l,x1}) ∼→ (Hét1 (Ax¯2 ,Ql), {sα,l,x2}), (Hcris1 (Ax1/k), {sα,0,x1}) ∼→ (Hcris1 (Ax2/k), {sα,0,x2})
are compatible with θ1∗, θ2∗, the functor, defined on the category of Q-algebras, of isomorphisms
HB1 (Aσp(x˜1),Q)
∼→ HB1 (Aσp(x˜2),Q) preserving the Betti tensors and compatible with i1, i2 is non-
empty, thus becomes a T -torsor by (2). In particular, it has a Q-valued point, which implies the
claim. This fact also implies that to obtain iT , we may use the embedding T ⊂ AutQ(Ay˜) for
any point y ∈ I which lifts to a special-point lifting y˜, regarding T as a subtorus of Iy via any
quasi-isogeny Ay → Ax.
Now, for each isogeny class I , we fix a F¯p-point x lying in it and define the group II to be Ix.
By choosing isomorphisms ηl (l 6= p) (6.2.3.2), ηurp (6.2.3.2) defined over k such that for almost all
l 6= p, ηl extends over Zl, we obtain an element b ∈ G(k) and embeddings ip := ipx : (Ix)Af →֒ GAf ,
ip := ix,p : (Ix)Qp →֒ Jb of group schemes over Apf and Qp. We have already shown statements (1) -
(3) for Ix.
For (4), if I is the isogeny class of the reduction x′ of the special point [h, 1] and x is the
prechosen point of I , the natural Q-embedding jx′ : T →֒ AutQ(Ax′) factors through the subgroup
Ix′ defined as above for x′. We define jT,h to be the composite T →֒ Ix′ ∼→ Ix for any isomorphism
Ix′
∼→ Ix induced by a choice of an isogeny Ax′ → Ax preserving the (étale and crystalline) tensors
and the weak polarizations. Clearly, the Ix(Q)-isogeny class of such embeddings does not depend
on the choice of the isogeny. In view of this construction, the properties of (4) are immediate. The
last property that the isogeny class IT,h depends only on the stable conjugacy class of (T, h) will
be established later in Prop. 6.2.10.
Definition 6.2.5. (cf. Def. 3.6.1) A pair (I , ǫ) consisting of an isogeny class I ⊂ SK(F¯p) and an
element ǫ of II (Q) is admissible of level n = m[κ(℘) : Fp] (m ∈ N) if for a triple (b ∈ G(k), ip, ip) in
Theorem 6.2.2, there exists xp ∈ G(k)/K˜p such that
ip(ǫ)xp = (bσ)
nxp
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(equiv. there exists x ∈ G(k) such that ip(ǫ)x⋊ σn = (b⋊ σ)nx, cf. Lemma 3.6.4). Two such pairs
(I , ǫ), (I ′, ǫ′) are said to be equivalent if I = I ′ and ǫ′ = Int(g)(ǫ) for some g ∈ II (Q).
Clearly, the admissibility condition in this definition does not depend on the choice of a repre-
sentative (b, ip) in its equivalence class.
We have the same name “admissible” for two different (but closely related) definitions: admissible
in the sense of Def. 3.6.1 for a pair (φ, ǫ) consisting of a Galois gerb morphism φ : P → GG and
an element ǫ ∈ Iφ(Q)(⊂ G(Q)), and admissible in the above sense for a pair (I , ǫ) consisting of
an isogeny class I and an element ǫ ∈ II (Q). To avoid confusion, we will use the words LR-pair,
LR-admissible in the former situation and the words K-pair, K-admissible in the latter situation.
Next, with any K-admissible K-pair (I , ǫ ∈ II (Q)), say, of level n = mr, we associate a
Kottwitz triple imitating the recipe for admissible LR-pairs. First, by Lemma 3.6.4 again, there
exists c ∈ G(k) such that
(6.2.5.1) c(ip(ǫ)
−1(b⋊ σ)n)c−1 = σn,
which implies that δ := cbσ(c−1) ∈ G(Ln) and Nnδ = cǫ′c−1; the σ-conjugacy class of δ in G(Ln)
depends only on the K-pair (I , ǫ) (i.e. depends on the choice of neither c or of a representative
(b, ip) in its equivalence class. We put γ = (γl)l 6=p := ip(ǫ); its G(A
p
f )-conjugacy class is also uniquely
attached to (I , ǫ). To define γ0 ∈ G(Q), we choose a maximal Q-torus T ⊂ II with ǫ ∈ T (Q),
and fix an embedding iT : T →֒ G and embeddings (ip, ip) accordingly as in Thm. 6.2.2 (especially,
satisfying condition (3)). Then, we obtain a triple of elements in G(Q)×G(Ln)×G(Apf )
(6.2.5.2) (γ0; γ, δ) := (iT (ǫ); i
p(ǫ), cbσ(c−1)),
where n is the level of (I , ǫ). We will show below that this triple is a stable Kottwitz-triple with
trivial Kottwitz invariant whose stable equivalence class depends only on the K-pair (I , ǫ) (in
particular, not depending on the choices of iT and T ); cf. § 3.5.3, § 3.5.14, § 3.6.3. For that end
and for our proof of Kottwitz conjecture coming later, the following simple observations are critical:
Lemma 6.2.6. (1) A K-pair (I , ǫ ∈ II (Q)) is K-admissible (i.e. admissible in the sense of Def.
6.2.5) if and only if for a (equiv. any) maximal Q-torus T of II containing ǫ, the special LR-pair
(ψiT (T ),µh , iT (ǫ)) is LR-admissible (i.e. admissible in the sense of Def. 3.6.1), where iT : T →֒ G,
h ∈ X ∩Hom(S, iT (T )R), and (b ∈ iT (T )(k), ip, ip) are as in Thm. 6.2.2.
In this case, the triple (γ0; δ, γ) := (iT (ǫ); cbσ(c
−1), ip(ǫ)) (6.2.5.2) is stably equivalent to the
stable Kottwitz triple attached to the special LR-pair (ψiT (T ),µh , iT (ǫ)) as constructed in Prop. 3.6.7.
Moreover, its stable equivalence class does not depend on the choice of c, iT , T . We denote its
equivalence class by κ(I , ǫ); we use similar notation κ(φ, ǫ) for an LR-admissible LR-pair (φ, ǫ).
(2) A special LR-pair (ψT,µh , ǫ ∈ T (Q)) is LR-admissible if and only if the K-pair (I , jT,h(ǫ)) is
K-admissible, where I ⊂ SKp(F¯p) is the isogeny class of the reduction of [h, 1] ∈ ShKp(G,X)(Q)
and jT,h : T →֒ II is any embedding in the II (Q)-conjugacy class attached to (T, h) in Thm. 6.2.2,
(4). In this case the two Kottwitz triples κ(ψT,µh , ǫ), κ(I , jT,h(ǫ)) are equivalent.
Proof. (1) Set φ := ψiT (T ),µh . Since one has iT (T )(A¯
p
f ) ∩ Xp(φ) 6= ∅ for any special admis-
sible morphism φ into GiT (T ) (Lemma 3.3.3), to check LR-admissibility for the special LR-pair
(ψiT (T ),µh , iT (ǫ)), we only need to consider condition (3) of Def. 3.6.1 at p. Let us choose some
unramified conjugate ξ′p := Int(u) ◦ ξp of ξp = φ(p) ◦ ζp : Gp → GiT (T )(p) under iT (T )(Qp),
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and let b′ ∈ T (k) be defined by b′σ = θur(sσ) when ξ′p is the inflation of a Qurp /Qp-Galois gerb
morphism θur. Then, since we have [b′] = [b] in B(iT (T )) and ip|T (Qp) = iT |T (Qp) (Thm. 6.2.2,
(3)), it is immediate that the equation Intu(iT (ǫ))x ⋊ σn(= iT (ǫ)x ⋊ σn) = (b′ ⋊ σ)nx has a so-
lution in G(k) (i.e. (φ, iT (ǫ)) is LR-admissible) if and only if ip(ǫ)x ⋊ σn = (b ⋊ σ)nx has one
(i.e. (I , ǫ) is K-admissible). In this case, if we choose d ∈ iT (T )(k) with b = db′σ(d−1), from
c(ip(ǫ)
−1(b ⋊ σ)n)c−1 = σn, we obtain cd(iT (ǫ)−1(b′ ⋊ σ)n)(cd)−1 = σn. Since (cd)b′σ(cd)−1 =
cbσ(c−1) =: δ and iT (T )(A¯
p
f ) ∩ Xp(ψiT (T ),µh) 6= ∅, it follows from definition (cf. § 3.6.3) that the
triple (iT (ǫ); iT (ǫ), δ) is a Kottwitz triple attached to the LR-admissible LR-pair (ψiT (T ),µh , iT (ǫ)). It
is easy to see that this is a stable Kottwitz triple with trivial Kottwitz invariant that was constructed
in Prop. 3.6.7 (Remark 3.6.6).
Next, we show that the stable equivalence class of (iT (ǫ); iT (ǫ), δ) does not depend on the
choices of iT and T . It suffices to show this independence for its (geometric) equivalence class,
because for stable Kottwitz triples (γ0; γ, δ), the G(Q)-conjugacy relation for γ0 is the same as the
stable conjugacy relation (Prop. 5.2.7). Since the G(Apf ) × G(k)-conjugacy class of (ip, (ip, bσ)) is
completely determined by the isogeny class I , the G(Ql)-conjugacy class of γ and the σ-conjugacy
class in G(Ln) of δ depends only on the K-pair (I , ǫ). By contrast, a priori the stable conjugacy
class of γ0 depends on the choice of T and iT . But, as γ0 = ip(ǫ), we find that the G(Q)-conjugacy
class of γ0 is also determined only by the K-pair (I , ǫ).
(2) This follows from (1), because the inclusion T ⊂ G lies in the distinguished stable conjugacy
class of embeddings T →֒ G attached to jT,h : T →֒ II as in Thm. 6.2.2, (3) (property (iv) of Thm.
6.2.2, (4)). Note that a (resp. stable) Kottwitz triple attached to an LR-admissible pair (φ, ǫ) that
is well-located (resp. nested) in a maximal Q-torus T of G remains (resp. stably) equivalent under
a transfer of maximal torus Int(g) : T →֒ G (g ∈ G(Q)).
Next, we proceed with our task of describing the fixed point set SKp(I )Φ
m◦f=Id towards the
ultimate goal of expressing its cardinality in terms of the triple (γ0; δ, γ) and g. First, we need an
analogue of Prop. 5.2.4.
Proposition 6.2.7. Assume that Q - rk(Z(G)) = R - rk(Z(G)). For any K-admissible K-pair (I , ǫ),
there exist s ∈ N and π0, t ∈ Tǫ(Q), where Tǫ is the subgroup (of multiplicative type) of II generated
by ǫ ∈ G(Q), satisfying the properties of Lemma 5.2.3: we have
(a) ǫs = π0t ; (b) π0 ∈ Kl for all l 6= p ; (c) t ∈ Kp,
for the maximal compact subgroup Kv of T
o
ǫ (Qv) (for each finite place v). Also, the K-pair (I , π
k
0 ) is
K-admissible for every k ≫ 1. The pair (π0, t) is uniquely determined by ǫ, up to taking simultaneous
powers.
Proof. Any Q-torus of II has the same ranks over Q and R by Thm. 6.2.2 and our assumption
on Z(G). Under that condition, the construction of π0, t ∈ Tǫ(Q) satisfying the properties (a) -
(c) of Lemma 5.2.3 uses only the Q-group structure of the Q-group Tǫ (of multiplicative type) and
ǫ. To see the second statement, we choose a maximal Q-torus T of II containing ǫ, and the data
iT : T →֒ G, h ∈ X ∩ Hom(S, iT (T )R), (b ∈ iT (T )(k), ip, ip) in Thm. 6.2.2. Then that (I , πk0 )
is K-admissible for all k ≫ 1 follows from LR-admissibility of (ψiT (T ),µh , iT (π0)k) which in turn is
implied by that of (ψiT (T ),µh , iT (ǫ)) (Lemma 6.2.6, Prop. 5.2.4).
For a group A, we consider the following equivalence relation ∼ among the set of pairs (a, n)
with a ∈ A, n ∈ N: (a, n) ∼ (a′, n′) if there exists N ∈ N such that an′N = (a′)nN . We define a
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germ of an element of A to be an equivalence class of pairs (a, n) for this equivalence relation. For
an algebraic group G over a field k (say, of characteristic zero) and a germ π of an element of G(k),
if (πn, n) is a representative of π, the Zariski closures in G of the subgroups generated by πen (e ∈ N)
form a decreasing sequence (with e’s being ordered multiplicatively) of subgroups, thus stabilizes to
a k-subgroup. It is then easy to see that this k-group depends only on the given germ π, not on the
choice of representative (πn, n); we call this subgroup of G the subgroup generated by the germ π.
Also we call the centralizer in G of this subgroup the centralizer (in G) of the germ π and denote
it by Gπ.
Theorem 6.2.8. [Kis17, Cor.2.3.2] Assume that Q - rk(Z(G)) = R - rk(Z(G)). Let I ⊂ SKp(F¯p)
be an isogeny class.
There exists a unique germ πI of an element in Z(II )(Q), called the germ of Frobenius endo-
morphism of I , with the following properties:
(a) There exist a representative ip : (II )Qp →֒ Jb of the G(k)-conjugacy class of Thm. 6.2.2 and
a representative (πN , N) of π = πI such that one has b ∈ G(LN ) and ip(πN ) = NN b;
(b) The embeddings il : (II )Ql →֒ GQl (l 6= p), ip : (II )Qp →֒ Jb of Thm. 6.2.2 induce
isomorphisms of group schemes
il : (II )Ql
∼→ Iil(π), ip : (II )Qp
∼→ Iip(π),
where Iil(π) and Iip(π) denote respectively the centralizer in GQl of the germ il(π) and the centralizer
in Jb of the germ ip(π). Also for almost all l 6= p, the Zl-embedding il : (II )Zl →֒ GZl of Thm.
6.2.2 induces an isomorphism (II )Zl
∼→ (GZl)il(π).
(c) For any representative (πn, n) of πI , the K-pair (I , π
k
n) is K-admissible for all k ≫ 1 and
πn lies in a compact subgroup of II (Ql) for every finite place l 6= p. For any K-admissible K-pair
(I , ǫ) of level n and each triple (π0, t ∈ Tǫ(Q); s ∈ N) attached to ǫ as in Prop. 6.2.7, (π0, ns)
represents the germ πI .
Proof. There is a natural candidate for πn (k ≫ 1), i.e. the pn-th relative Frobenius endomorphism
in Z(II )(Q) of the isogeny class I . The uniqueness (as a germ of element in Z(II )(Q)) will follow
from (c).
Property (b) is Thm. 6.2.4, i.e. Kisin’s generalization of the Tate’s theorem on the endomor-
phisms of abelian varieties over finite fields. We choose a point x in I defined over a finite field
Fq and via some K0 := W (Fq)[1/p]-linear isomorphism V ⊗ K0 ∼→ Hcris1 (Ax/K0) matching the
tensors sα, sα,0,x on both sides, we identify the Frobenius automorphism on H1cris(Ax/K0) with δσ
for δ ∈ G(K0). From this choice, we obtain a datum (b = δ, ip : (Iφ)Qp →֒ Jb) in Thm. 6.2.2; note
that in this case, we have
(6.2.8.1) ip(πN ) = NNδ
for any N ∈ N with Fq ⊂ FpN ; this establishes (a). Now, property (b) for l 6= p is immediate from
Thm. 6.2.4. In the p-adic case, loc. cit. says that for any N ≫ 1, ip identifies (II )Qp with the
σ-centralizer Gδσ(⊂ ResLN/Qp(G)) inside Jδ . But, since NNδ ⋊ σN = (δ ⋊ σ)N , for any Qp-algebra
R, an element g ∈ G(k ⊗Qp R) commutes simultaneously with δσ and σN if and only if it does so
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with δσ and NNδ = ip(πN ), thus one has
Gδσ(R) = {g ∈ G(LN ⊗Qp R) | δσ(g) = gδ}
= {g ∈ G(k⊗Qp R) | σNg = g, δσ(g) = gδ}
= Jδ,ip(πN )(R),
as was asserted. The second statement on the extension of il over Zl is clear, since for almost all
l 6= p, il(πN ) ∈ GZl(Zl) for all N ≫ 1 according to (c) below.
Next, for property (c), the K-admissibility of (I , πN ) (for N ≫ 1) follows from (a), since
for the choice of (b, ip) there, one has ip(πN )−1(b ⋊ σ)N = σN . Also, being a relative Frobenius
endomorphism, for every l 6= p, the eigenvalues of πN are all l-adic units, which implies that
the subgroup of Z(II )(Ql) generated by πN is bounded (thus, its closure is compact). The last
claim of (c) can be established by the argument of the proof of Prop. 5.2.1. Take a maximal Q-
torus T of II containing ǫ (which automatically also contains the germ π), and let iT : T →֒ G,
h ∈ X ∩ Hom(S, iT (T )R) be as in Thm. 6.2.2. By Lemma 6.2.6 and Prop. 6.2.7 , we know
that the LR-pair (φ := ψiT (T ),µh , iT (π
k
0 )) is LR-admissible of level nsk for all k ≫ 1, hence we
have πk0 = ψiT (T ),h(δnsk) (Prop. 5.2.1). If A/Fpnsk is the abelian variety over a finite field Fpnsk
for k ≫ 1 corresponding to the CM point [h, 1] ∈ ShKp(G,X)(Q), it follows from the theory of
complex multiplication (cf. [CCO14, A.2.5.7, A.2.5.8]) that ψiT (T ),h(δnsk) is the relative Frobenius
of A/Fpnsk , hence equals πnsk.
Lemma 6.2.9. Assume that Q - rk(Z(G)) = R - rk(Z(G)). Let (I , ǫ) be a K-admissible K-pair.
We fix a maximal Q-torus T of II containing ǫ, and also (iT , h), (b, ip, ip) as in Thm. 6.2.2. Let
(γ0; γ, δ) be an associated Kottwitz triple (6.2.5.2).
(1) The embedding ip : (II )Apf
→֒ GApf induces an isomorphism of A
p
f -group scheme
ip : (II ,ǫ)Apf
∼→ Gγ ,
where Gγ is the centralizer of γ in GApf
.
(2) If the couple (b, ip) of Thm. 6.2.2 is chosen such that b ∈ iT (T )(k), and we fix c ∈ G(k)
(6.2.5.1), the embedding Int(c) ◦ ip : (II )Qp →֒ Jb ∼→ Jδ induces an isomorphism of Qp-groups
(6.2.9.1) Int(c) ◦ ip : (II ,ǫ)Qp ∼→ Gδσ ,
where Gδσ(⊂ ResLn/Qp(G)) is the σ-centralizer of δ ∈ G(Ln).
(3) There exists an inner twisting (Io
I ,ǫ)Q
∼→ (Goγ0)Q that restricts to iT : T
∼→ iT (T ). It also
induces an inner twisting (II ,ǫ)Q
∼→ (Gγ0)Q.
As in the case of LR-admissible LR-pairs, the isomorphism class of Io
I ,ǫ as an inner form of G
o
γ0 is
not uniquely determined by the K-pair (I , ǫ) or the associated Kottwitz triple (unless Gder = Gsc).
Proof. (1) By Thm. 6.2.8 and Prop. 6.2.7 (plus Lemma 4.2.12), il induces isomorphisms (for any
k ≫ 1)
(II ,ǫ)Ql
∼→ ZGQl (il(πnsk), il(ǫ))
∼→ ZGQl (il(π
k
0 ), il(ǫ))
∼→ ZGQl (il(ǫ)),
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where (πnsk, nsk) is a representative of the germ πI and (s ∈ N, π0 ∈ Tǫ(Q)) are as in Prop. 6.2.7
(the groups in the middle denote the simultaneous centralizers of the elements inside the round
brackets).
(2) Again, as in the case l 6= p, it follows from Thm. 6.2.8 and Prop. 6.2.7 (plus Lemma 4.2.12)
that ip induces isomorphisms (for any k ≫ 1)
(6.2.9.2) (II ,ǫ)Qp
∼→ ZJb(ip(πnsk), ip(ǫ)) ∼→ ZJb(ip(πk0 ), ip(ǫ)) ∼→ ZJb(ip(ǫ)).
Then, as one has c(ip(ǫ)−1(bσ)n)c−1 = σn (6.2.5.1), Int(c) induces an isomorphism
Int(c) : ZJb(ip(ǫ))
∼→ Gδσ
(cf. proof of Lemma 6.1.1).
(3) An inner class of a connected reductive Q-group is determined by the canonical Galois action
on the Dynkin diagram which is given by a homomorphism Gal(Q/Q)→ Aut(X∗(T ))/NG(T ) acting
on a based root datum (X∗(T ),∆,X∗(T ),∆∨) for any maximal Q-torus T (∆ ⊂ X∗(T ) being a set
of simple roots, as usual). Hence, using that the Q-groups Io
I ,ǫ, G
o
γ0 share the same maximal Q-
torus T
∼→ iT (T ), it suffices to show that the two homomorphisms Gal(Q/Q)→ Aut(X∗(T ))/NG(T )
canonically attached to them are the same. By Chebotarev density theorem, it is enough to check
this locally for places in a set of Dirichlet density 1. For a place v, the equality of the restrictions
of the homomorphisms to Gal(Qv/Qv) follows from the existence of T -equivariant inner-twistings
(IoI ,ǫ)Qv
∼→ (Goγ0)Qv .
For finite v, such inner-twisting is provided by (1) and (2): for l 6= p, it suffices that γ0 and
γl are stably conjugate. For p, one uses the fact that there exists a T -equivariant inner-twisting
(Gδσ)K0
∼→ (GK0)γp , where K0 =W (k)[1/p] and γp = Nnδ ∈ iT (T )(K0) (cf. [Kot82, Lem.5.4]).
Next, we prove an analogue of Thm. 5.2.9. For that, adapting the idea of Kisin of twisting an
isogeny class I by cohomology classes in X∞G (Q, II ), we also twist arbitrary K-admissible K-pair
(I , ǫ ∈ II (Q)) by certain cohomology classes in
im[X∞G (Q, I
o
I ,ǫ)→ H1(Q, II ,ǫ)].
Here, the groups X∞G (Q, II ), X
∞
G (Q, I
o
I ,ǫ) are defined as follows. Recall πI , the germ of Frobenius
endomorphism attached to I (Lemma 6.2.8). Using any maximal Q-torus T ⊂ II and a fixed choice
of embedding iT : T →֒ G as in Thm. 6.2.2, we obtain a germ iT (πI ) of element in G(Q). Let
I0 ⊂ G be its centralizer. Then, the fact (Thm. 6.2.8) that II is an inner-form of I0 allows us to
define (as in (5.2.11.1))
X
∞
G (Q, II ) := ker
[
X
∞(Q, II )
∼→X∞(Q, I0)→X∞(Q, G)
]
,
where the first isomorphism is induced by any inner-twisting (II )Q
∼→ (I0)Q and the second map by
the inclusion I0 ⊂ G: this kernel is independent of all the choices made, especially of T , (cf. [Kis17,
(4.4.7)]). The group X∞G (Q, I
o
I ,ǫ) is defined similarly. As we will see, such twisting procedure
corresponds to twisting an admissible morphism φ : P → GG (resp. an LR-admissible LR-pair
(φ, ǫ)) by cohomology classes in X∞G (Q, Iφ) (resp. classes in XG(Q, Iφ,ǫ)
+) as explained in Lemma
5.2.11.
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Now, suppose given an isogeny class I and T ⊂ II a maximal Q-torus. We fix a Q-embedding
iT : T →֒ G and h ∈ X ∩ Hom(S, iT (T )R) as in Thm. 6.2.2. Let β˜ ∈ X∞(Q, T ) and assume that
the image of iT (β˜) ∈X∞(Q, iT (T )) in H1(Q, G) is trivial. Thus, there exists ω˜ ∈ G(Q) such that
the cochain τ 7→ ω˜−1 · τ ω˜ on Gal(Q/Q) belongs to Z1(Q, iT (T )) and as such one has
(6.2.9.3) [ω˜−1 · τ ω˜] = iT (β˜)
in H1(Q, iT (T )). Equivalently, Int(ω˜) : GQ
∼→ GQ gives a transfer of maximal torus iT (T ) →֒ G
whose base-change Int(ω˜)R : iT (T )R →֒ GR is induced from conjugation by an element in G(R).
Therefore, for such ω˜, the pair
(6.2.9.4) (iT (T )
β˜, hβ˜) := (Int(ω˜)(iT (T )), Int(ω˜)(h))
is another special Shimura sub-datum of (G,X), which is easily seen to depend only on (iT (T ), h)
and the cohomology class β˜ ∈X∞(Q, T ).
Proposition 6.2.10. (1) [Kis17, Prop.4.4.8] Let I be an isogeny class and β1, β2 ∈X∞G (Q, II ).
For each i = 1, 2, choose a maximal Q-torus Ti ⊂ II such that βi ∈ H1(Q, II ) is the image of some
β˜i ∈ H1(Q, Ti) (which exists by [Bor98, Thm.5.11]), and fix iTi : Ti →֒ G, hi ∈ X∩Hom(S, iTi(Ti)R),
and ω˜i ∈ G(Q) as above. Then, the isogeny classes Ii (i = 1, 2) of the reductions of [Int(ω˜i)(hi), 1]
are the same if and only if β1 = β2.
In particular, for any β ∈ X∞G (Q, II ), the corresponding isogeny class depends only on β (not
on the choices of auxiliary data T , β˜, iT , h, ω˜), and when we denote it by I
β , the assignment
β 7→ I β defines an inclusion of X∞G (Q, II ) into the set of isogeny classes in SKp(G,X)(F¯p).
(2) Let (I , ǫ) be a K-admissible K-pair. Then, for any β ∈ im[X∞G (Q, IoI ,ǫ) → H1(Q, II ,ǫ)],
there exists a K-pair (I β, ǫβ) with the following properties:
(i) as an isogeny class, I β is the twist of I by the image of β in X∞G (Q, II );
(ii) for any maximal Q-torus T of Io
I ,ǫ such that β is the image of some β˜ ∈ H1(Q, T ), the
II β(Q)-conjugacy class of ǫ
β contains
Int(ω˜)(iT (ǫ)) ∈ iT (T )β˜(Q),
where iT : T →֒ G and ω˜ are as before and Int(ω˜)(iT (ǫ)) is regarded as an element of II β (Q)
via any embedding j
iT (T )β˜ ,hβ˜
: iT (T )
β˜ →֒ II β in Thm. 6.2.2, (4).
Moreover, the assignment β 7→ (I β, ǫβ) gives a well-defined inclusion of im[X∞G (Q, IoI ,ǫ) →
H1(Q, II ,ǫ)] into the set of equivalence classes of K-pairs.
Proof. (1) As indicated in the statement, this is [Kis17, Prop.4.4.8].
(2) We use a moduli interpretation of I β (which was also the key ingredient of the proof of (1)).
For any β ∈ im[X∞G (Q, IoI ,ǫ) → H1(Q, II ,ǫ)], we can find a maximal Q-torus T of IoI ,ǫ such that
β is the image of some β˜ ∈ H1(Q, T ) [Bor98, Thm.5.11], which then must lie in X∞G (Q, T ) [Kis17,
4.4.5]. We fix iT : T →֒ G, ω˜ as in (1). If x ∈ I denotes the reduction of [h, 1], the reduction of
[Int(ω˜)(h), 1] is iω(x) in the notation of (4.4.7) of [Kis17]. Its underlying abelian variety Aiω(x) is
isomorphic to the twist APx of Ax by the T -torsor P corresponding to β˜ ∈ H1(Q, T ) (loc. cit. 4.1.6),
and there exists a natural Q-isogeny between the corresponding weakly polarized abelian varieties
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endowed with a set of (crystalline and étale) cycles (i.e. sα,0,x, sα,l,x (l 6= p) in the notation of the
proof of Thm. 6.2.2)
(6.2.10.1) θω˜ : APx ⊗Q Q ∼→ Ax ⊗Q Q,
which is unique up to T (Q)-conjugacy, once we fix an identification II (Q) = Ix(Q): in more detail,
such Q-isogeny is induced by a point of P(Q) (i.e. a homomorphism OP → Q) from a universal
isomorphism (in the isogeny category, cf. loc. cit. 4.1.6)
(6.2.10.2) APx ⊗Q OP ∼→ Ax ⊗Q OP .
Two points p1, p2 ∈ Hom(OP ,Q) differ by a point t ∈ T (Q) acting on OP , and it is easy to see that
then the resulting Q-isogenies APx ⊗Q Q ∼→ Ax ⊗Q Q differ by composition with t ∈ Ix(Q).
Now, when ǫ ∈ T (Q), it is obvious from the definition (loc. cit. 4.1.6) that ǫ gives an automor-
phism of the group functor represented by APx , namely a self-isogeny
ǫP ∈ AutQ(APx )
(as an element of AutQ(APx ), this still depends on P, i.e. on β˜) and in fact lies in Iiω(x)(Q) (loc.
cit. 4.1.6, and Lemma 4.1.5, 4.1.7). Also, the universal isomorphism (6.2.10.2) takes ǫP to ǫ, so for
any Q-isogeny θω˜ (6.2.10.1) one has
ǫP = Int(θ−1ω˜ )(ǫ).
Let Iiω(x),ǫ := ZIiω(x)(ǫ). We consider the Q-scheme Qǫ of isomorphisms
APx ∼−→ Ax,
compatible with the weak polarizations and which fix the crystalline and the etale tensors {sα,0,x},
{sα,l,x} (l 6= p) and further takes ǫP to ǫ. One readily sees (loc. cit., proof of Prop. 4.4.8) that
this is a II ,ǫ-torsor which admits a T -equivariant map P → Qǫ, hence is isomorphic to the II ,ǫ-
torsor associated with β ∈ H1(Q, II ,ǫ). This implies that the assignment β 7→ (I P , ǫP) gives
a well-defined inclusion of im[X∞G (Q, I
o
I ,ǫ) → H1(Q, II ,ǫ)] into the set of equivalence classes of
K-pairs, where P is the T -torsor corresponding to any choice of β˜ ∈ H1(Q, T ) mapping to β (for a
maximal Q-torus T of Ix,ǫ). In particular, the Iiω(x)(Q)-conjugacy class of ǫ
P depends only on β; we
let ǫβ denote any representative of the associated II β(Q)-conjugacy class (via some identification
II β = Iiω(x)) and write (I
β, ǫβ) for (I P , ǫP ).
Next, it remains to show the equality (up to II β (Q)-conjugacy):
jβ˜(iT (ǫ)
β˜) = ǫβ,
where iT (ǫ)β˜ := Int(ω˜)(iT (ǫ)) and jβ˜ := jiT (T )β˜ ,hβ˜ : iT (T )
β˜ →֒ II β is any member in its conjugacy
class of such embeddings in Thm. 6.2.2, (4). Recall that we have fixed identifications II = Ix,
II β = Iiω(x). Let us fix ω˜ ∈ G(Q) such that [ω˜−1 · τ ω˜] = β˜ in H1(Q, T ). This also fixes a canonical
Q-isogeny
θω˜ : APσp(x˜) ⊗Q Q
∼→ Aσp(x˜) ⊗Q Q
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which preserves the Betti tensors and is compatible with the weak polarizations; the twist APσp(x˜) is
the underlying abelian variety of the special point [hβ˜, 1] (hβ˜ = Int(ω˜)(h). By reduction, this gives
the Q-isogeny (6.2.10.1) (we use the same notation). The isogeny induces an inner-twisting
Int(θ−1ω˜ ) : AutQ(Aσp(x˜))Q
∼→ AutQ(APσp(x˜))Q, (Ix)Q
∼→ (Iiω(x))Q
whose corresponding cocycle (θω˜ · τθ−1ω˜ )τ ∈ Z1(Q,AutQ(Aσp(x˜))) equals (as cochains) ω˜−1 · τ ω˜ ∈
Z1(Q, iT (T )) = Z1(Q, T ) (loc. cit. Lemma 4.1.2). Hence, by restriction, Int(θ
−1
ω˜ ) induces a Q-
isomorphism T
∼→ T β˜ for some maximalQ-torus T β˜ ⊂ Iiω(x). The Hodge structure onHB1 (APσp(x˜),Q)
is given by hβ˜ = Int(ω˜)(h) via the isomorphism
HB1 (APσp(x˜),Q)
∼→ HB1 (Aσp(x˜),Q)P
ηPB
∼→ V P
ω˜
∼→ V,
where the first isomorphism is the canonical one induced by θω˜ (loc. cit. Lemma 4.1.7), and the
third one is the multiplication by ω˜ which identifies V P := (V ⊗ OP)T ⊂ VQ with V (cf. loc. cit.
proof of Prop. 4.2.6). Also, ηB : HB1 (Aσp(x˜),Q) ∼→ V is an isomorphism as in (6.2.4.1) which,
together with x˜ = [h, 1], defines the embedding iT : T →֒ G. Therefore, there exists an isomorphism
i
T β˜
: T β˜
∼→ iT (T )β˜ making a commutative diagram
(6.2.10.3) iT (T )
Int(ω˜)// iT (T )
β˜
T
iT
OO
Int(θ−1ω˜ )
// T β˜
i
Tβ˜
OO
By definition, iω(x) is the reduction of the special point [hβ˜, 1]. So, we see that the Q-embedding
i
T β˜
lies in the stable conjugacy class attached, by Thm. 6.2.2, to the maximal Q-torus T β˜ ⊂ Iiω(x).
Now, as ǫβ = Int(θ−1ω˜ )(ǫ), we have
iT (ǫ)
β˜ = i
T β˜
(ǫβ).
Then, since the II β (Q)-isogeny class of jiT (T )β˜ ,hβ˜ ◦ iT β˜ : T β˜ →֒ Iiω(x) contains the inclusion T β˜ ⊂
Iiω(x) (Thm. 6.2.2, (4)), the claim follows.
Theorem 6.2.11. Keep the previous notation. Let (γ0; γ, δ) be a stable Kottwitz triple with trivial
Kottwitz invariant. If Oγ(f
p) · TOδ(φp) 6= 0, then there exists a K-admissible pair (I , ǫ) giving
rise to (γ0; γ, δ), in which case the number of equivalence classes of such admissible pairs equals the
cardinality of the set
XG(Q, II ,ǫ)
+ := im[X∞G (Q, I
o
I ,ǫ)→ H1(Q, II ,ǫ)] ∩ ker1(Q, II ,ǫ).
We remind the readers again that “having trivial Kottwitz invariant” means that there exist
elements (gv)v ∈ G(A¯pf ) × G(k) satisfying conditions (3.5.14.4), (3.5.14.4) such that the associated
Kottwitz invariant α(γ0; γ, δ; (gv)v) vanishes. This is our second version of effectivity criterion of
Kottwitz triple.
130
Proof. In view of Lemma 6.2.6, the effectivity statement is a consequence of the effectivity statement
for LR-admissible LR-pairs (Thm. 5.2.9) and Lemma 4.2.11. More precisely, there exists an LR-
admissible LR-pair (φ, ǫ) giving rise to given (stable) Kottwitz triple (γ0; γ, δ) (Thm. 5.2.9). Then,
this LR-pair is conjugate to a special one (ψT,µh , ǫ ∈ T (Q)) for a special Shimura sub-datum (T, h)
(Lemma 4.2.11), which gives rise to a K-admissible K-pair (I , jT,h(ǫ)), where I is the isogeny class
of the reduction of the special point [h, 1] ∈ ShK(G,X)(Q) and jT,h : T →֒ II is any embedding as
given in Thm. 6.2.2, (4). The conclusion follows by Lemma 6.2.6.
Next, we prove the statement on the number of equivalence classes of K-admissible K-pairs
producing a given Kottwitz triple. Let (I , ǫ) be a K-admissible K-pair and β ∈ im[X∞G (Q, IoI ,ǫ)→
H1(Q, II ,ǫ)]. We can find a maximal Q-torus T ⊂ IoI ,ǫ and β˜ ∈X∞G (Q, T ) that maps to β [Bor98,
Thm.5.11], [Kis17, 4.4.5]. Fix iT : T →֒ G, h ∈ X ∩ Hom(S, iT (T )R), and ω˜ ∈ G(Q) as in Prop.
6.2.10 (cf. (6.2.9.3)). Let T1 := T β˜ ⊂ II β and iT1 : T1 →֒ G be as in (6.2.10.3); one has
Int(ω˜)(iT (T ), iT (ǫ)) = (iT1(T1), iT1(ǫ
β))
for some representative ǫβ ∈ II β (Q) in its II β (Q)-conjugacy class in Prop. 6.2.10. Also, h1 :=
hβ˜ = Int(ω˜)(h) ∈ X, and we have two special LR-pairs
(6.2.11.1) (φ := ψiT (T ),µh , iT (ǫ)), (φ1 := ψiT1 (T1),µh1 , iT1(ǫ
β)).
By Lemma 6.2.6, (1), LR-admissibility of the LR-pair (φ, iT (ǫ)) follows from K-admissibility of the
K-pair (I , ǫ).
By conjugating the LR-pair (φ1, iT1(ǫ
β)) back by Int(ω˜−1), we obtain another LR-pair
(φ′ := Int(ω˜−1) ◦ φ1, iT (ǫ))
which is also well-located in iT (T ) and shares the same Frobenius descent element iT (ǫ) as the
original LR-pair (φ, iT (ǫ)). One has
φ′(qρ) = ω˜
−1 · ρω˜ · φ(qρ)
for every ρ ∈ Gal(Q/Q) (ρ 7→ qρ is the chosen section to P ։ Gal(Q/Q)). Indeed, construction of
the morphism ψT,µ : P→ GT is functorial in the pairs (T, µ) [LR87, Satz.2.3], thus if φ′(qρ) = g′ρ⋊ρ
and φ(qρ) = gρ ⋊ ρ with g′ρ, gρ ∈ G(Q), we have g′ρ = Int(ω˜)(gρ) since Int(ω˜) : T ∼→ T ′ is Q-rational
and sends µ to µ′, which implies the claim. Therefore we see that the LR-pair (φ′, iT (ǫ)) is obtained
from the original LR-pair (φ, iT (ǫ)) by twisting with iT (β˜) ∈ im[X∞G (Q, T )
iT→ H1(Q, Iφ,iT (ǫ))] (cf.
Lemma 5.2.11). In particular, the special LR-pair (φ1, iT1(ǫ
β)) is LR-admissible if the image of β
in H1(Qp, Iφ,iT (ǫ)) vanishes.
Now, suppose further that β ∈ ker1(Q, II ,ǫ); then, we also have β ∈ ker1(Q, Iφ,iT (ǫ)), since one
already has β ∈ im[X∞G (Q, T )
iT→X∞G (Q, Iφ,iT (ǫ))] and there exists a T -equivariant Q-isomorphism
II ,ǫ
∼→ Iφ,iT (ǫ) (proof of [Kis17, Prop.4.4.13]). Since the special LR-pair (φ1, iT1(ǫβ)) is LR-
admissible, by Lemma 6.2.6, (2), the K-pair (I β, ǫβ) is also K-admissible and one has equivalences
of Kottwitz triples:
(6.2.11.2) k(I β, ǫβ) ∼ k(φ1, iT1(ǫβ)) ∼ k(φ′, iT (ǫ)), k(I , ǫ) ∼ k(φ, iT (ǫ)).
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Therefore, by Lemma 5.2.11, (3), one has k(I β, ǫβ) ∼ k(I , ǫ), and by Prop. 6.2.10, we obtain an
inclusion
XG(Q, II ,ǫ)
+ →֒ { K-admissible K-pairs }/ ∼ : β 7→ (I β, ǫβ)
such that the K-admissible K-pairs in the image have equivalent associated Kottwitz triples (with
trivial Kottwitz invariant) as (I , ǫ), where
XG(Q, II ,ǫ)
+ := im[X∞G (Q, I
o
I ,ǫ)→ H1(Q, II ,ǫ)] ∩ ker1(Q, II ,ǫ).
It remains to show that the image of this inclusion exhausts all the K-admissible K-pairs whose
associated Kottwitz triples are equivalent to that of (I , ǫ). Let (I ′, ǫ′) be such a K-admissible
K-pair whose associated Kottwitz triple (γ′0; γ
′, δ′) is conjugate to (γ0; γ, δ). By construction (cf.
Lemma 6.2.6), we may assume that the Kottwitz triple (γ0; γ, δ) is of the form (6.2.5.2) defined
by choice of a maximal torus T ⊂ II containing ǫ, and an accompanying choice of Q-embedding
iT : T →֒ G as in Thm. 6.2.2: one has γ0 = iT (ǫ), γ = γ0, and the Kottwitz triple is stable, among
others. Recall (Thm. 6.2.2) that iT is defined by a certain cocharacter µT of T which produces
a special point x˜ lifting some point x ∈ I corresponding to h ∈ X ∩ Hom(S, iT (T )R) such that
σp(iT ◦ µT ) = µh; we identify II = Ix. Moreover, we may take b ∈ iT (T )(k) to be defined by
bσ := θur(sσ), where θur : D → GuriT (T )Qp is a Q
ur
p /Qp-Galois gerb morphism whose inflation θ
ur
is
an unramified iT (T )(Qp)-conjugate of ψiT (T ),µh(p) ◦ ζp. The Kottwitz triple (γ′0; γ′, δ′) is similarly
defined. Let I0 = Goγ0 and I
′
0 = G
o
γ′0
be the connected centralizers of γ0 and γ′0 respectively.
We will construct inner twistings
ϕ : (IoI ,ǫ)Q
∼→ (I0)Q, ϕ′ : (IoI ′,ǫ′)Q
∼→ (I ′0)Q
and a Q-embedding
T →֒ IoI ′,ǫ′
such that ϕ|T = iT and i′T := ϕ′|TQ : TQ →֒ (I ′0)Q is Q-rational, and further
i′T = Int(g) ◦ iT
for some g ∈ G(Q). We proceed in three steps.
In the first step, by Lemma 6.2.9, the data (T, iT , b ∈ iT (T )(k)) determine an inner twisting
ϕ : IoI ,ǫ ⊗Q Q ∼→ I0 ⊗Q Q
that is T -equivariant with respect to T ⊂ Io
I ,ǫ and iT : T →֒ I0.
In the second step, we construct a Q-embedding T →֒ Io
I ′,ǫ′ with certain local properties. We
choose a point x′ ∈ I ′ and an identification II ′ = Ix′ . By construction, there exist a maximal
Q-torus T ′ of Ix′ containing ǫ′ and a Q-embedding iT ′ : T ′ →֒ G giving rise to (γ′0; γ′, δ′) by (6.2.5.2).
The equivalence of the Kottwiz triples attached to (I , ǫ), (I ′, ǫ′) implies the existence, for every
place v of Q, of “natural” local isomorphisms
ρv : (I
o
x,ǫ)Qv
∼→ (Iox′,ǫ′)Qv
taking ǫ to ǫ′, where Ix,ǫ and Ix′,ǫ′ are as usual the centralizers of ǫ and ǫ′ respectively. Indeed, let
π0 ∈ Tǫ(Q)(⊂ Ix(Q)) and π′0 ∈ Tǫ′(Q)(⊂ Ix′(Q)) be the elements as in Lemma 6.2.7. Then, for every
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finite place l 6= p, we have iT ′(π′0) = Int(hl)(iT (π0)) for every hl ∈ G(Ql) such that γ′l = Int(hl)(γl):
use functoriality of the construction of π0, π′0 (Lemma 5.2.3) and Lemma 4.2.12. Hence, there exists
an isomorphism of Ql-vector spaces endowed with k-Frobenius automorphism action ([k : Fp]≫ 1)
and Frobenius-invariant tensors
(6.2.11.3) (Hét1 (Ax¯,Ql),FrAx/k, {sα,l,x}) ∼−→ (Hét1 (Ax¯′ ,Ql),FrAx′/k, {sα,l,x′})
taking ǫ ∈ Ix to ǫ′ ∈ Ix′ , by existence of a iT (or iT ′)-equivariant isomorphism (6.2.3.2) for x
and x′. From this we obtain a desired Qv-isomorphism ρl by [Kis17, Cor.2.3.2] (i.e. Thm. 6.2.4
here). For an analogous statement at p, recall that δ = cbσ(c−1) ∈ G(Ln) for some c ∈ G(k)
such that c−1iT (ǫ)−1(bσ)nc = σn and δ′ = c′b′σ(c′−1) for a similar c′. Then, if δ′ = hpδσ(h−1p ) for
hp ∈ G(Ln), we have iT ′(ǫ′) = c′Nnδ′c′−1 = Int(c′hp)(Nnδ) = Int(h′p)(iT (ǫ)) and b′ = h′pbσ(h′−1p )
for h′p := c
′−1hpc ∈ G(k). Hence, there exists an isomorphism of isocrystals over F¯p endowed with
Frobenius-invariant tensors
(6.2.11.4) (Hcris1 (Ax/k), φ, {sα,0,x}) ∼−→ (Hcris1 (Ax′/k), φ′, {sα,0,x′})
taking ǫ to ǫ′, by existence of a iT (or iT ′)-equivariant isomorphism (6.2.3.3) for x and x′, and again
we obtain a desired Qp-isomorphism ρp by the isomorphism (Ix,ǫ)Qp
∼→ ZJb(ip(ǫ)) (6.2.9.2). At
infinity, the two groups (Iox,ǫ)R, (I
o
x′,ǫ′)R are both the unique (as inner classes) inner forms of I0
with compact adjoint group which gives a required ρ∞. The existence of these ρv’s implies (by
Chebotarev density theorem) that the canonical action of Gal(Q/Q) on the Dynkin diagrams of
Iox,ǫ, I
o
x′,ǫ′ are the same, i.e. there exists an inner-twist
ρ : (Iox,ǫ)Q
∼→ (Iox′,ǫ′)Q
whose base-change ρQv is conjugate to (ρv)Qv for every v. We have ρ(ǫ) = ǫ
′ as ρv has the same
property.36 Next, we show the existence of g′ ∈ Iox′,ǫ′(Q) such that the restriction of Int(g′) ◦ ρ to
TQ induces a Q-embedding T →֒ Iox′,ǫ′ , in other words, that the maximal torus T of Ix,ǫ transfers
to Iox′,ǫ′ with respect to the I
o
x′,ǫ′(Q)-conjugacy class of the inner twisting ρ. Since TR is elliptic in
(Ix,ǫ)R, according to [LR87, Lemma 5.6], this follows from the condition that for each place v of Q,
TQv transfers into (I
o
x′,ǫ′)Qv with respect to the conjugacy class of ρQv ([Kot84a, §9]): in more detail,
when there exist transfers locally everywhere, the obstruction to finding a global transfer of T in
Iox′,ǫ′ lies in ker
2(Q, T sc) (locally trivial elements in H2(Q, T sc)), where T sc is the inverse image of T
under the natural map (Iox′,ǫ′)
sc → Iox′,ǫ′ [Kot84a, 9.5].37 On the other hand, ker2(Q, T sc) vanishes
if T sc becomes anisotropic at one place (see the last part of the proof of Lemma 14.1 in [Kot92]).
Therefore, we have shown the existence of a Q-embedding T →֒ Iox′,ǫ′ such that for every place v of
Q, its base-change to Qv is induced from an isomorphism as in (6.2.11.3), (6.2.11.4), over Ql and
Qp.
In the final step, for the embedding T ⊂ Io
I ′,ǫ′ just constructed, the same cocharacter µh ∈ X∗(T )
still satisfies the conditions of [Kis17, Lem.2.2.2], thus determines a special point x˜′ lifting some
36In fact, using the argument of Lemma 6.1.3 one can show that the two Q-groups Iox,ǫ, I
o
x′,ǫ′ are isomorphic as
inner-twists of I0. But it is not clear whether such an isomorphism is conjugate over Qv to ρv as here which is induced
by an isomorphism of vectors spaces endowed with Frobenius action and tensors.
37To apply this discussion (and [LR87, Lemma 5.6] as well), one does not need the hypothesis (as was made in the
beginning of the same section §9) that the inner twisting in question is an inner twisting of a quasi-split group.
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point in I ′, denoted again by x′, thereby also an embedding
i′T : T →֒ G
(via a choice of an isomorphism (6.2.4.1)) and an element b′ ∈ i′T (T )(k) (cf. proof of Thm. 6.2.2).
The pair (i′T , b
′) gives a (new) stable Kottwitz triple attached to (I ′, ǫ′) (6.2.5.2), which is still
stably equivalent to (γ0; γ, δ), as they are (geometrically) equivalent (Prop. 5.2.7); by abuse of
notation, we continue to denote the new triple by (γ′0; γ
′, δ′). Again, by Lemma 6.2.9, the datum
(i′T , b
′ ∈ i′T (T )(k)) gives rise to an inner twisting
ϕ′ : IoI ′,ǫ′ ⊗Q Q ∼→ I ′0 ⊗Q Q
that is T -equivariant with respect to T →֒ Io
I ′,ǫ′ and i
′
T : T →֒ I ′0.
It remains to see that there exists g ∈ G(Q) such that
i′T = Int(g) ◦ iT .
Indeed, by the property of the embedding T →֒ Io
I ′,ǫ′ , there exists a Qp-isomorphism
(Hcris1 (Ax/Qp), {sα,0,x}, T ) ∼−→ (Hcris1 (Ax′/Qp), {sα,0,x′}, T )
which matches the tensors and is compatible with T -actions and the Frobenius automorphisms (for
k large enough, especially such that x and x′ are both defined over k). This implies, via the existence
of special points x˜, x˜′ lifting x, x′ (up to isogeny), the existence of a similar Q-morphism
(HB1 (Ax˜/Q), {sα,x˜}, T ) ∼−→ (HB1 (Ax˜′/Q), {sα,x˜′}, T )
which proves the claim.
Therefore, for every τ ∈ Gal(Q/Q), we have
β˜τ := i
−1
T (g
−1τ(g)) ∈ T (Q).
We denote by β˜ ∈ H1(Q, T ) its cohomology class. When h′ ∈ X ∩ Hom(S, i′T (T )R) is the ho-
momorphism defining x˜′ (i.e. σp(i′T ◦ µT ) = µh′), it follows from h′ = Int(g)(h) that the image
of iT (β˜) in H1(R,K∞) is trivial, where K∞ is the centralizer of h (compact-modulo-center in-
ner form of GR). Therefore, iT (β˜) belongs to the subgroup X∞G (Q, iT (T )) [Kis17, Lem. 4.4.5].
Moreover, we have I ′ = I β
′
, where β′ denotes the image of β˜ in X∞G (Q, II ) (via iT ): if
β˜ι = g
−1
∞ ι(g∞) for g∞ ∈ K∞(C)(= G(C)), I β
′
is the isogeny class of the reduction of the spe-
cial point [Int(gg−1∞ )(h), 1] ∈ ShKp(G,X)(Qp). Clearly, we have (I ′, ǫ′) = (I β, ǫβ), where β is the
image of β˜ in im[X∞G (Q, I
o
I ,ǫ)→ H1(Q, II ,ǫ)].
Now, the statement that the image β of β˜ in H1(Q, II ,ǫ) vanishes in
∏
v 6=∞H
1(Qv, II ,ǫ) follows
from the similar statement for the LR-pairs (6.2.11.1), i.e. Thm. 5.2.9, in view of the relations
(6.2.11.2). This completes the proof.
Theorem 6.2.12. Let (G,X) be a Shimura datum of Hodge type. Fix a hyperspecial subgroup Kp
and take Kp to be sufficiently small such that conditions (a), (b) of (6.1.0.3) hold and K∩Z(G)(Q) =
{1}.
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(1) We have the following expression for (6.1.6.3):
T (m, f) =
∑
(γ0;γ,δ)
c(γ0; γ, δ) ·Oγ(fp) · TOδ(φp) · trξ(γ0),
with
c(γ0; γ, δ) := i(γ0; γ, δ) · |π0(Gγ0)(Q)|−1 · τ(I0) · vol(AG(R)o\I0(∞)(R))−1
where I0 := G
o
γ0 , i(γ0; γ, δ) = |X˜G(Q, Iφ,ǫ)+| (Lemma 6.1.5), τ(I0) is the Tamagawa number of I0,
and I0(∞) is the (unique) inner form of (I0)R having compact adjoint group. Also, the sum is over
a set of representatives (γ0; γ, δ) of all (stable) equivalence classes of stable Kottwitz triples of level
n = m[κ(℘) : Fp] having trivial Kottwitz invariant.
(2) Then, for any fp in the Hecke algebra H(G(Apf )/Kp), there exists m(fp) ∈ N, depending on
fp, such that for each m ≥ m(fp), we have∑
i
(−1)itr(Φm × fp|H ic(ShK(G,X)Q,FK))(6.2.12.1)
=
∑
(γ0;γ,δ)
c(γ0; γ, δ) ·Oγ(fp) · TOδ(φp) · trξ(γ0),
where the sum is over a set of representatives (γ0; γ, δ) of all (stable) equivalence classes of stable
Kottwitz triples of level n having trivial Kottwitz invariant. If Gad is anisotropic or fp is the identity,
we can take m(fp) to be 1 (irrespective of fp).
Proof. Given the results established in this subsection, the proof is the same as that of Thm.
6.1.7.
The proof of this theorem also shows:
Corollary 6.2.13. Under the same assumption as Thm. 6.2.12, a Kottwitz triple (γ0; γ, δ) of level n
with trivial Kottwitz invariant is geometrically effective in the sense that it arises from a Fpn-valued
point of S if and only if TOδ(φp) is non-zero.
In particular, an R-elliptic stable conjugacy class of γ0 ∈ G(Q) arises from an Fpn-valued point
of S for some n ∈ N if and only if there exists δ ∈ G(Ln) such that γ0 is stably conjugate to Nnδ
and TOδ(φp) 6= 0.
7 Stabilization
In this section, we stabilize the right-hand side of the formula (6.2.12.1), namely express it as a
weighted sum, over the elliptic endoscopic data H of G, of the elliptic part of the geometric side
of the stable trace formula for a suitable function on an endoscopic group H1(A) for H. We follow
closely the arguments of Kottwitz [Kot90, §4, §7], [Kot10] who however worked out this process under
the assumption that Gder = Gsc. For the general case, we need to adapt some of his arguments,
borrowing necessary ingredients from [Lab04].
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7.1 Endoscopic transfer of (twisted) orbital integrals Let F be a local or global field
of characteristic zero with a fixed F¯ , Γ := Gal(F¯ /F ), and G a connected reductive group over F .
For L-group, we will use the Weil form: LG = Gˆ⋊WF . We recall ([LS87, (1.2)], [KS99, 2.1], [She08,
§5]) that an endoscopic datum of G is a tuple (H,H, s, ξ), where
(i) H is a quasi-split connected reductive group over F ,
(ii) H is a split extension of WF by Hˆ (complex dual group of H) such that the action of WF on
Hˆ given by any splitting coincides with an L-action of WF (defined by the F -structure of H)
up to conjugation under Hˆ,
(iii) s is a semi-simple element of Gˆ,
(iv) ξ : H → LG is an L-homomorphism such that (a) Int(s) ◦ ξ = aξ for a cocycle a ∈
Z1(WF , Z(Gˆ)) that is trivial if F is local, or is locally trivial if F is global, and that (b)
ξ|Hˆ is an isomorphism of Hˆ wth the connected component Gˆos of the centralizer of s on Gˆ.
An endoscopic datum (H,H, s, ξ) is said to be elliptic if ξ(Z(Hˆ)Γ)o ⊂ Z(Gˆ). An isomorphism
from (H,H, s, ξ) to (H ′,H′, s′, ξ′) is a conjugation by an element g ∈ Gˆ such that gξ(H)g−1 = ξ′(H′)
and gsg−1 = s′ modulo Z(Gˆ); it then induces an F -isomorphism H
∼→ H ′ dual to Int(g)−1 : Hˆ ′ ∼→ Hˆ
(such isomorphism is uniquely determined from Int(g)−1 by requiring it to preserve some chosen
F -splittings of H and H ′) [KS99, p.16]. We remind the readers that H is not necessarily an L-
group (although one can attach an L-action on Hˆ by requiring it to fix some given splitting of Hˆ).
This weakness is compensated by the notion of a z-pair ([KS99, 2.2], [She08, §5]). A z-pair for an
endoscopic datum (H,H, s, ξ) is a pair (H1, ξ1), where
(v) H1 is a z-extension of H [Kot82, §1], i.e. an extension 1→ Z1 → H1 → H → 1, where H1 is
a connected reductive group over F with Hder1 = H
sc
1 and Z1 is an induced central torus,
(vi) ξ1 is an embedding of extensions H → LH1 that extends the embedding Hˆ → Hˆ1
For an endoscopic datum (H,H, s, ξ) and a z-pair (H1, ξ1), let λH1 be the (quasi-)character on
Z1(AF )/Z1(F ) if F is global, or on Z1(F ) if F is local, corresponding (via Langlands correspondence
for tori38) to the L-homomorphism WF
c→ H → LH1 → LZ1, where c is a splitting of H → WF as
specified in the definition of endoscopic data (any two splittings define the same character).
For local F , let C∞c,λH1
(H1(F )) denote the space of complex-valued, smooth (i.e. C∞ if F is
archimedean, or locally constant if F is nonarchimedean) functions fH1 on H1(F ) whose supports
are compact modulo Z1(F ) and that satisfy fH1(zh) = λH1(z)
−1fH1(h) for all z ∈ Z1(F ) and
h ∈ H1(F ). For γH1 ∈ H1(F ) and fH1 ∈ C∞1 (H1(F )), we define the stable orbital integral of fH1
along the stable conjugacy class of γH1 by
SOγH1 (f
H1) :=
∑
γ′1
e(Iγ′1)a(γ
′
1)Oγ′1(f
H1),
Here, γ′1 runs through a set of representatives for the H1(F )-conjugacy classes of elements in H1(F )
inside the stable conjugacy class of γH1 , e(Iγ′1) is the sign attached to Iγ′1 := (H1)
o
γ′1
by Kottwitz
38Here, for the normalization for Langlands correspondence of tori, we use the Langlands’s original convention
which is opposite to that adopted in [KS99, p.116]. See [KS12, §4.2] for discussion on this issue.
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[Kot83],
(7.1.0.1) a(γ′1) := | ker[H1(F, Iγ′1)→ H1(F,Hγ′1)]|,
and Oγ′1 is the orbital integral
∫
Iγ′
1
(F )\H1(F )
fH1(x¯−1γx¯)dx¯ (6.1.4.1) with suitable choices of Haar
measures on H1(F ), Iγ′1(F ) being understood.
We fix an inner twist ψ : G
∼→ G∗ with quasi-split G∗. We recall ([Lan83] III.1, Diagram D,
[LS87, (1.3)]) that an admissible embedding of a maximal F -torus TH of H to G is a composite of
two F -isomorphisms
(7.1.0.2) TH
∼→ T∗ ∼→ T,
where TH
∼→ T∗ is an F -embedding into G∗ of G defined by a choice of Borel pairs (TH , BH),
(T∗, B∗) via the associated isomorphism Tˆ∗
∼→ TˆH (which is also called admissible) and the map
T
∼→ T∗ is of the form Int(x) ◦ψ (x ∈ G∗(F¯ )) (cf. [She82, (2.4)]); in this case, we say that T comes
from TH , and also say that a semi-simple element γH of H(F ) comes from or transfers to G(F ) if
γH = j
−1(γ) for an admissible embedding j : TH → T and some γ ∈ G(F ) with γ ∈ T (F ), in which
case γH is said to be a norm (or simply an image) of γ. A semi-simple element γH of H(F ), if it
transfers to G(F ), does to a unique stable conjugacy class.
We use the (global/local) Langlands-Shelstad transfer factors ∆ [LS87] (cf. [KS99], [KS12]): it is
a C-valued map defined on the set H(F )ss,(G,H) - reg×G(F )ss of pairs consisting of a (G,H)-regular
(in the sense of [Kot86, 3.1]), semi-simple element of H(F ) and a semi-simple element of G(F ). The
value ∆(γH , γ) depends only on the stable conjugacy class of γH and the G(F )-conjugacy class of
γ, and is zero unless γH is (G,H)-regular and is a norm of γ. The transfer factor is defined up to
a nonzero constant: one needs to choose a reference pair (γ′H , γ
′) ∈ H(F ) × G(F ), where γ′H is a
strongly G-regular element and is a norm of a strongly regular γ′, and what is canonically defined
is the relative transfer factor ∆(γH , γ; γ′H , γ
′). Then, assigning the complex number ∆(γ′H , γ
′)
arbitrarily, one sets
∆(γH , γ) := ∆(γ
′
H , γ
′) ·∆(γH , γ; γ′H , γ′).
For any z-pair (H1, ξ1), the definition of ∆ extends to H1(F )ss,(G,H1) - reg × G(F )ss (by definition,
an element γH1 ∈ H1(F ) is (G,H1)-regular if its image in H(F ) is (G,R)-regular). As a matter of
fact, for the definition of ∆ for an endoscopic datum (H,H, s, ξ) and a z-pair (H1, ξ1), in this work
we will use the one adopted by Kottwitz in [Kot90, p.178] which, in the case H1 = H, H = LH, is
the same as the original definition of [LS87] for the endoscopic datum (H,H, s−1, ξ), and also is the
one denoted by ∆′ in [KS12, (1.0.4), § 5.1].
For two algebraic groups H ⊂ G over a field F , we let D(H,G;F ) denote the set ker[H1(F,H)→
H1(F,G)]. When F is a number field and for R = AF , AF,f , we also use the notation D(H,G;R) :=
ker[H1(R,H)→ H1(R,G)].
Following [Kot92, §7], we construct a function fH1 on H1(A) with desired stable orbital integrals.
We assume thatH is unramified at p and there exists an (elliptic) maximal torus ofHR that transfers
to an elliptic maximal torus of GR; otherwise, we define fH1 to be 0. Under these conditions, fH1
will be a product of three functions fH1,p, fH1p , f
H1
∞ on H1(A
p
f ), H1(Qp), H1(R), respectively,
constructed now.
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7.1.1 Untwisted endoscopy: v 6= p,∞ We state the transfer conjecture and the fundamen-
tal lemma, which were conjectured by Langlands-Shelstad [LS87] and proved by Ngo [Ngo10] after
reduction steps of Waldspurger [Wal97], [Wal06] (see also the references therein for related works).
Theorem 7.1.2. For every f ∈ C∞c (G(F )), there exists an fH1 ∈ C∞c,λH1 (H1(F )) such that for any
(G,H1)-regular, semi-simple element γH1 of H1(F ), the stable orbital integral SO
H1(F )
γH1
(fH1) is zero
unless (the image in H(F ) of) γH1 transfers to G(F ), in which case
(7.1.2.1) SOH1(F )γH1 (f
H1) =
∑
α∈D(I0,G;F )
〈α˜, s〉∆(γH1 , γ0)e(Iγα)OG(F )γα (f),
where we fix an element γ0 of G(F ) whose norm is γH1 and set I0 := G
o
γ0 , and for each α ∈
D(I0, G;F ) := ker[H
1(F, I0)→ H1(F,G)], we choose an element γα of G(F ) whose G(F )-conjugacy
class (in the stable conjugacy class of γ0) corresponds to the image of α in H
1(F,Gγ0) under
(3.5.14.5), and denote by α˜ the lifting of α to X∗(Z(Iˆ0)
ΓZ(Gˆ)) whose restriction to Z(Gˆ) is trivial.
Moreover, when G, H, (H1, ξ1) are unramified in the sense of [Wal08, 4.4], there exist nor-
malizations of the transfer factor ∆ and the measures used in the definition of the (stable) orbital
integrals such that if f is the characteristic function 1K(O) on a hyperspecial subgroup K(O) of
G(F ), then we may take fH1 to be the function fK1,λH1 ∈ C∞c,λH1 (H1(F )) defined by
fK1,λH1 (x) :=
{
0 if x /∈ Z1(F )K1(O)
λH1(z)
−1 if x = zk with z ∈ Z1(F ), k ∈ K1(O)
,
where K1(O) is the hyperspecial subgroup of H1(F ) attached to K(O) as constructed in [Wal08,
4.1-4.4].
One says that the function fH1 is a transfer of f and the pair (f, fH1) has matching orbital
integrals.
Remark 7.1.3. (1) As the local conjecture for ∆ [Kot86, 5.6] holds [LS87, (4.2)], there exists a
relation (cf. [Kot90, p.169, line -9])
∆(γH1 , γα) = 〈α˜, s〉∆(γH1 , γ)
Hence, the right-hand side of (7.1.2.1) is also equal to∑
γ
∆(γH1 , γ)e(Iγ)a(γ)O
G(F )
γ (f),
where γ runs through a set of representatives for the semi-simple G(F )-conjugacy classes in G(F )
(whose norms are γH1): use the fact [Ser02, Prop.35bis] that for any α ∈ D(I0, G;F ), the set of β’s
in D(I0, G;F ) having the same image in H1(F,Gγ0) as α is in bijection with D(Iγα , Gγα ;F ).
(2) A priori, this theorem is proved for strongly G-regular elements γH1 of H1(F ) (cf. [Wal08,
4.8]). Then, the identity as well as the definitions of transfer factors extend to general (G,H1)-
regular elements γH1 , by the argument of proof of [LS90, Lemma 24.A]: this lemma in fact does
the same job for the case H = H1 under the assumption Gder = Gsc, and is based on the special
case of [Kot88, Prop.2] that H is a quasi-split inner form of G, but not necessarily Gder = Gsc.
Also essentially the same argument is repeated in [Kot10, Prop. A.3.14] for base change twisted
endoscopic transfer, assuming Gder = Gsc (one can combine the arguments of [Kot88, Prop.2] and
[Kot10, Prop. A.3.14] to directly obtain a proof in our general set-up).
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7.1.4 Base-change twisted endoscopy: v = p Here, we assume that G and the given
endoscopic datum (H,H, s, ξ) are both unramified in the sense of [Wal08, 4.4]. This implies that
H ∼→ LH and ξ, as an L-homomorphism LH → LG, is the identity on the inertia subgroup I of WF
(loc. cit., §5.1).
For each n ∈ N, we let Ln denote the unramified extension of F in F¯ with [Ln : F ] = n, and R :=
ResLn/FG. We recall the stable norm map N from the set of stable σ-conjugacy classes in G(Ln) =
R(F ) to the set of stable conjugacy classes in G(F ) ([Kot86, §5] and § 3.5.8). Suppose that γ0 ∈
G(F ) is the stable norm of some δ ∈ G(Ln). Then, for I0 := Goγ0 , any element of ker[H1(F, I0) →
H1(F,G)] (rather, its image in H1(F,Gδθ) via the canonical isomorphism H1(F, I0) = H1(F,Goδθ))
determines a unique σ-conjugacy class in G(Ln) that is stably σ-conjugate to δ, in view of the
cohomological description (3.5.9.1) of the set of such σ-conjugacy classes and the commutative
diagram (3.5.12.7). Moreover, if we fix c ∈ G(L) such that cγ0c−1 = Nnδ and b := c−1δσ(c) ∈ I0
(then, b ∈ I0(L) is basic), the composite of κG (2.1.1.1) and jI0[b] (3.5.12.4)
κG ◦ jI0[b] : ker[H1(F, I0)→ H1(F,G)]→ B(I0)→ B(G)→ X∗(Z(Gˆ)Γ)
is constant with image κG([b]) = κG([δ]) (cf. § 3.5.8).
Let θ be the F -automorphism of R induced by σ = σ|Ln . There exists a natural choice of an
embedding i : LG→ LR and an automorphism θˆ of Gˆ. Let s˜ be the element of Z, the centralizer of
i ◦ ξ(Hˆ) in Rˆ, defined in [Kot10, (A.1.3.1)], so that the composite i ◦ ξ : Hˆ → Gˆ → Rˆ identifies Hˆ
with the identity component of the θˆ-centralizer of s˜ in Rˆ. Further, let ξ˜ : H = LH → LR be the
allowed embedding defined by that ξ˜ = i ◦ ξ on Hˆ and ξ˜(σ˜) = s˜ · i ◦ ξ(σ˜) for any lift σ˜ ∈ WF of σ.
Then, the datum (H, s˜, ξ˜) is a twisted endoscopic datum of (R, θ).
We may assume that s ∈ Z(Hˆ)ΓZ(Gˆ), by condition (iv) of the definition: there exists z ∈ Z(Gˆ)
such that sz ∈ Z(Hˆ)ΓZ(Gˆ). For any (G,H)-regular, semi-simple element γH of H(F ) which
transfers to γ0 ∈ G(F ), if IH := HoγH , I0 := Goγ0 , one regards s as an element of Z(Iˆ0)ΓZ(Gˆ) via the
canonical Γ-equivariant homomorphisms Z(Hˆ) →֒ Z(IˆH) ∼→ Z(Iˆ0). In this base-change situation,
the twisted endoscopic transfer established by Waldspurger [Wal08] gives the following statement.
Theorem 7.1.5. Suppose given µ0 ∈ X∗(Z(Gˆ)Γ). For every f ∈ C∞c (G(Ln)) with the property that
the twisted orbital integral TO
G(F )
δ (f) is zero if κG([δ]) 6= µ0, there exists an fH1 ∈ C∞c,λH1(H1(F ))
such that for each (G,H1)-regular, semi-simple element γH1 of H1(F ) with image γH in H(F ), the
stable orbital integral SO
H1(F )
γH1
(fH1) is zero unless γH transfers to an element G(F ) which is a stable
norm of an element δ of G(Ln) with κ([δ]) = µ0, in which case, if we fix such an γ0 ∈ G(F ) (i.e.
γ0 is a transfer of γH and γ0 = N δ), we have
(7.1.5.1) SOH1(F )γH1 (f
H1) =
∑
α∈D(I0,G;F )
〈α˜, s〉∆(γH1 , γ0)e(Goδαθ)TO
G(F )
δα
(f),
where for each α ∈ D(I0, G;F ), we choose an element δα of G(Ln) whose stable σ-conjugacy class
corresponds to the image of α in H1(F,Gδθ) and α˜ is the lifting of j
I0
[b](α) ∈ B(I0)basic ∼= X∗(Z(Iˆ0)Γ)
to X∗(Z(Iˆ0)
ΓZ(Gˆ)) whose restriction to Z(Gˆ) is µ0.
In our application, for µ0 we will take the element µ♮ (2.1.3.1).
Remark 7.1.6. When γH1 is strongly G-regular, semi-simple and γ is strongly regular, the identity
(7.1.5.1) is just the transfer theorem [Wal08] for the base-change twisted endoscopic datum (H, s˜, ξ˜)
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introduced earlier. Indeed, first when Gγ (equiv. Gδθ) is connected, the right hand side of (7.1.5.1)
can be rewritten as the right hand side of:
(7.1.6.1) SOH1(F )γH1 (f
H1) =
∑
δ
〈α˜(γ0; δ), s〉∆(γH1 , γ0)e(Gδθ)TOG(F )δ (f),
where δ runs through a set of σ-conjugacy classes of elements in G(Ln) whose stable norm N δ is
γ0 ∈ G(F ) and such that the attached invariant α(γ0; δ) ∈ B(I0) maps to µ♮ under κG, and α˜(γ0; δ)
is the extension of α(γ0; δ) to X∗(Z(Iˆ0)ΓZ(Gˆ)) whose restriction to Z(Gˆ) is µ♮. Secondly, when γH1
is strongly G-regular, semi-simple and γ0 is strongly regular, one has the relation
∆(γH1 , δ) = 〈α˜(γ0; δ), s〉∆(γH1 , γ0),
between the twisted transfer factor ∆(γH1 , δ) and the standard transfer factor ∆(γH1 , γ0) [KS12,
Thm.5.6.2] (note that this result corrects the sign mistake in A.3.11.1 of [Kot10]). Then, assuming
that Gder = Gsc, Kottwitz extended this identity (7.1.6.1) to general (G,H)-regular semi-simple
elements γH of H(F ) [Kot10, Prop,A.3.14], using the arguments alluded to in (7.1.3) and [Kot10,
Prop.A.3.12]. We will see in the proof below that the same arguments continue to work for our
version (7.1.5.1). Note that the right hand side of (7.1.6.1) does not make sense in our situation
since the invariant α(γ0; δ) ∈ B(I0) is not well-defined by the pair (γ0; δ) unless Gγ is connected.
This is why we had to rewrite it as in (7.1.5.1).
Proof. We keep the notation and assumption of [Kot10, A.3.11]. We only need to consider the case
that γH transfers to γ0 ∈ G(F ) which is a stable norm of δ ∈ G(Ln) with κ([δ]) = µ0. We may
choose an elliptic maximal torus TH of IH = HoγH , an admissible embedding TH
∼→ T ⊂ G sending
γH to γ0, and an F -embedding k : T →֒ Goδθ (which exist since TH and T are elliptic in IH and I0,
respectively).
Then, there exists an open neighborhood U of 1 in T (F ) such that for all t ∈ U , ∆(γH1(t), γ0(t))
is constant whenever γH1(t) := t
nγH1 is strongly G-regular (semisimple) and γ0(t) := t
nγ0 ∈ T (F )
is strongly regular (semisimple) [LS87, 2.4]. We set δ(t) := k(t)δ (so, N δ(t) = γ0(t)). Also, for
strongly regular γ0(t) (whose centralizer is thus T ) and for α ∈ D(T,G;F ), the stable σ-conjugacy
class of δ(t)α := k(t)δα corresponds to α ∈ H1(F, T ) ∼→ H1(F,Gδ(t)θ). Hence, for t 6= 1 ∈ U
such that γ0(t) is strongly regular, the right hand side of (7.1.5.1) for γH1(t) and γ0(t) equals∑
α∈D(T,G;F )〈α˜, s〉∆(γH1 , γ0)TOG(F )δ(t)α (f). Clearly, the pairing 〈α˜, s〉 and δ(t)α alll depend only on
the image of α in D(I0, G;F ). Also, the map D(T,G;F )→ D(I0, G;F ) is surjective [Kot86, 10.2].
Therefore, the degree 0 part of its Shalika germ about 1 equals [Clo90, (7.6)]
|D(T, I0;F )| · (−1)q(I∗0 ) ·
∑
α∈D(I0,G;F )
〈α˜, s〉∆(γH1 , γ0)e(Goδαθ)TO
G(F )
δα
(f),
where I∗0 is a (common) quasi-split inner form of I0 and G
o
δαθ
and q(I∗0 ) is the F -rank of (I
∗
0 )
der. By
comparing this with the degree 0 part of the Shalika germ about 1 of the function t 7→ SOH1(F )γH1 (t)(f
H1),
we obtain the identity (7.1.5.1).
7.1.7 Stabilization at ∞ We fix an elliptic maximal torus T of GR; by assumption, there
exist an (elliptic) maximal torus TH of (H)R and an admissible embedding j0 : TH → T (defined
over R), and thus, the maximal split tori AHR , AGR in the centers of HR and GR are canonically
isomorphic.
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Theorem 7.1.8. [Kot92, (7.4)], [Mor10, Rem.6.2.2] There exists a function h∞ on H1(R), com-
pactly supported modulo ZH1(R)
o, such that for every semisimple element γH1 of H1(R), the stable
orbital integral SOγH1 (h∞) equals 0 unless γH1 is (G,H1)-regular and elliptic, in which case
SOγH1 (h∞) = 〈α˜∞(γ0), s〉 ·∆∞(γH1 , γ0) · e(I∞) · trξC(γ0) · vol(AGR(R)o\I0(∞)(R))−1,
where the terms on the right side are as follows (cf. [Kot90, p.182]): γ0 := j0(γH), I0(∞) is the
inner form of (I0)R := ZG(γ0)
o
R with anisotropic adjoint I0(∞)ad, and e(I∞) is the sign attached to
I∞ by Kottwitz [Kot83]. The element α˜∞(γ0) ∈ X∗(Z(Iˆ0)Γ(∞)Z(Gˆ)) is the extension of α∞(γ0) ∈
X∗(Z(Iˆ0)
Γ(∞)) (as defined in § 3.5.14) whose restriction to Z(Gˆ) is −µ0.
Proof. Basically, the arguments on p. 182–186 of [Kot90] carry over to our general setting without
essential change, and here we will be just contented with explanation of the necessary modifications
which mainly concern generalization (for (G,H,H1, ξ1)) of certain properties of the transfer factor
∆∞ (which were stated for (G,H) in loc. cit.): recall that in the Kottwitz’s set-up (i.e. Gder = Gsc),
the split extension H in the endoscopic datum is the L-group LH of H and one does not need a
z-pair (H1, ξ1) (i.e. H1 = H, ξ1 = id). To state the required generalization (and fix notations),
it seems unavoidable to repeat, in our setting, the discussion of Kottwitz in loc. cit. (see (a)- (e)
below). In the following discussion, as we will work exclusively with groups over R and their dual
groups, we will simply write G, H, H1 ... for their base-changes to R.
(a) We fix an R-splitting splGˆ = (T ,B, {Xα}) of Gˆ (as usual, (T ,B) is a (Borel) pair of Gˆ, {Xα∨}
is a collection of root vectors), and, assuming s ∈ T , take splHˆ = (T ,BHˆ = B∩ Hˆ, {Xα∨}) for an R-
splitting of Hˆ (α∨ runs through R(T , Hˆ)); this also determines an R-splitting splHˆ1 = (T1,BHˆ1 , · · · )
of Hˆ1 and an embedding LH → LH1. Also, when B denotes the set of Borel subgroups of GC
containing T and BH1 the similar set for (H1, TH1), for B ∈ B, let ιB denote one-half the sum of
B-positive roots of T in G and ∆B(−) the function on T (R) defined by
∆B(γ) =
∏
α>B0
(1− α(γ)−1),
with α running through the B-positive roots of T .
(b) To any B ∈ B (more precisely, to the associated based χ-data) and any R-splitting splGˆ of
Gˆ, Langlands and Shelstad [LS87, (2.6)] construct a canonical admissible embedding:
ηB :
LT → LG
which is is uniquely determined up to T -conjugacy. In more detail, ηB|Tˆ is the isomorphism Tˆ
∼→ T
determined by the chosen (Borel) pairs (T,B), (T ,B), the restriction of ηB to C× = WC ⊂ LT is
given by z 7→ (z/|z|)ιB , and ηB(τ) for τ ∈ Gal(C/R) ⊂ WR has a certain explicit description in
terms of the splitting splGˆ.
(c) Let J be the set of admissible isomorphisms j : TH → T (7.1.0.2); ΩG := Ω(T (C), G(C))
acts on J simply transitively [She79, Prop.2.2]. Then, any pair (j,B) ∈ J ×B determines unique
Borel subgroups BH ∈ BH , BH1 ∈ BH1 (in the usual manner via identifications of the associated
based root data), in which case we write (j,B) 7→ BH , BH1 . Any choice of pairs (T1,BHˆ1), (T1, BH1)
(in particular any choice of (j,B)) presents the (absolute) Weyl group ΩH1 = Ω(T1(C),H1(C)) as
a subgroup of ΩG. Given (j,B) ∈ J ×B, we can write any ω ∈ ΩG as ω = ωH1ω∗ uniquely, where
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ωH1 ∈ ΩH1 and ω∗ belongs to the set Ω∗ of ω ∈ ΩG such that (j, ω(B)) and (j,B) have the same
image under J ×B→ BH1 .
(d) For any elliptic L-parameter ϕ : WR → LG, we may assume (by conjugation under Gˆ)
that it factors through T and ϕ(z) = zΛz¯Λ′ (z ∈ C×) for a unique Λ,Λ′ ∈ X∗(T )C satisfying that
Λ− Λ′ ∈ X∗(T ) and 〈Λ, α∨〉 > 0 for all B-positive roots α∨. With this tuning, for any B ∈ B, we
obtain an L-parameter ϕB : WR → LT such that ϕ = ηB ◦ ϕB . Let
χB = χ(ϕ,B) ∈ Homcont(T (R),C×)
be the quasi-character on T (R) corresponding to ϕB by the Langlands correspondence for tori:
H1(WR, Tˆ ) = Homcont(T (R),C×).
For BH1 ∈ BH1 and an elliptic L-parameter ϕ :WR → LH1, we let ηBH1 and χBH1 be respectively
the admissible embedding LTH1 → LH1 and the associated quasi-character χBH1 of TH1(R) defined
as above for (TH1 , BH1). In fact, we are interested in the (elliptic) L-parameters for H1 with certain
properties. Indeed, let Φtemp(H1, λ1) denote the set of equivalence classes of tempered L-parameters
ϕH1 whose associated character on Z1(R) equals λH1 and Φtemp(G) the set of equivalence classes of
temped L-parameters of G. Then, the pair of embeddings ξ : H → LG, ξ1 : H → LH1 gives rise to
a map
(7.1.8.1) Φtemp(H1, λ1)→ Φtemp(G),
cf. [She10, §2] (When H1 = H and ξ1 = id, this map simply sends ϕH1 to the composite ξ ◦ ϕH1).
Any L-parameter ϕH1 ∈ Φtemp(H1, λ1) whose image in Φtemp(G) is elliptic is also elliptic.
(e) The (local) Langlands-Shelstad transfer factors [LR87] are determined only up to a constant
and their definition requires certain auxiliary choices, namely choices of a-data and χ-data (the
transfer factors themselves are independent of these choices). Given B ∈ B, for χ-data we will use
the based choice [She08, §9] defined by the corresponding positive system R(T,B) of roots, and for
a-data, we set
aα := i =: −a−α, ∀α ∈ R(T,B)
(recall that since T is elliptic, every root is imaginary so that aα must be purely imaginary). Then,
for any choice of (j,B) ∈ J × B, with the resulting choice of based χ-data and Borel subgroup
BH1 ∈ BH1 (i.e. (j,B) 7→ (BH1)), Kottwitz and Shelstad [KS99, p.38-40] construct a 1-cocycle in
Z1(WR,T1) or equivalently a quasi-character on T1(R)
aj,B ∈ Homcts(TH1(R),C×)
from the associated embeddings ξ, ξ1, ηB , and ηBH1 , which, in the case H1 = H and ξ1 = id (so,
ξ : H = LH → LG), is defined by ξ ◦ηBH ◦ jˆ = aj,B ·ηB (using that ξ ◦ηBH ◦ jˆ|Tˆ = ηB |Tˆ ). In [Kot90,
p.184] aj,B was denoted by χG,H . Here, in the general case, we follow the discussion of [She08, §10],
where ηB , ηBH1 , and aj,B are denoted by ξT , ξTH1 , and aT1 , respectively. Then, we claim that aj,B
satisfies the following property:
Suppose that ϕH1 is an elliptic L-parameter lying in Φtemp(H1, λ1) and ϕ is its image under
the map (7.1.8.1). Then, for every (strongly) G-regular elliptic γH1 ∈ TH1(R) which is an image of
γ ∈ T (R) (i.e. γH is the image of γ under some admissible embedding TH → T (7.1.0.2)) and any
ω = ω1ω∗ with ω1 ∈ ΩH1 and ω∗ ∈ Ω∗, one has
(7.1.8.2) aj,ω(B)(γH1 , γ) · χω1(B1)(γH1) = χω(B)(γ).
142
The left-hand side factors through TH1(R)/Z1(R) = TH(R) (as a function in γH1) and the comparison
is done through j : TH(R)
∼→ T (R). Note that (j, ω(B)) 7→ ω1(BH1) when (j,B) 7→ BH1 , so we
may reduce to the situation ω = ωH1 = ω∗ = id, in which case one just needs to check the obvious
relation among the corresponding Langlands parameters for the quasi-characters χBH1 , aj,B, χB .
Such verification can be found in [She08, §11], [She10, §7.b].
Now, it is not difficult to see that the original arguments of Kottwitz (especially, those on p.186
of [Kot90]) continue to work in our general setting if the following statement holds for the transfer
factor ∆∞: There exists a constant c (depending only on G, the endoscopic datum (H, · · · ) plus the
z-pair (H1, ξ1), and j, but not on B) such that for all (G,H1)-regular γH1 ∈ TH1(R) and γ = j1(γH1)
(j1 denoting the composite TH1 → TH
j→ T )
(7.1.8.3) ∆∞(γH1 , γ) = c · (−1)q(G)+q(H1) · aj,B(γ) ·∆B(γ−1) ·∆BH1 (γ
−1
H1
)−1.
As explained in [Kot90, p.186], by a continuity argument due to Shelstad, one only needs to establish
this equality for strongly G-regular γH1 ∈ TH1(R), so from now on we will assume that. Recall that
our transfer factor ∆∞ for the endoscopic datum (H,H, s, ξ) is equal to the transfer factor ∆LS∞
defined by Langlands and Shelstad for the endoscopic datum (H,H, s−1, ξ). We will establish the
identity (7.1.8.3) for ∆LS∞ and at the same time show that ∆∞(γH1 , γ) = C ·∆LS∞ (γH1 , γ) for some
non-zero constant C which depends only on the set of data {G, (H, · · · ), (H1, ξ1), j} above, but
neither on B nor on the strongly G-regular pair (γH1 , γ).
The (local) Langlands-Shelstad transfer factor ∆LS∞ [LS87], [LS90], [KS99] is a product of five
terms:
∆LS∞ = ∆I ·∆II ·∆III1 ·∆III2 ·∆IV ,
up to a constant. Recall that we need to fix a reference pair (γ′H1 , γ
′) for which we take any pair
such that γ′ = j1(γ′H1). The transfer factor ∆∞(γH1 , γ) is defined to be zero unless γH1 is an image
of γ ∈ G(R) under an admissible embedding TH ∼→ T ′ ⊂ G (not necessarily j even if T ′ = T ).
When we discuss the factors ∆• (• =∞, I, II, · · · ), we will not assume that γ = j1(γH1) (but, only
that γH1 ∈ TH1(R) and γ ∈ T (R)), and then will use that condition for ∆III1 when we establish
(7.1.8.3). More precisely, following Shelstad [She08, §8-§11], we will group together the (relative)
terms ∆II , ∆III2 , ∆IV and will verify that the right-hand side of (7.1.8.3) is a non-zero constant
multiple of their product ∆II+ := ∆II ·∆III2 ·∆IV (the constant depending only on the set of data
{G, (H, · · · ), (H1, ξ1), j} above, but not on B) and that the (relative) term ∆I also depends only
on the same set of data, but not on the pair (γH1 , γ), while ∆III1(γH1 , γ; γ
′
H1
, γ′) = 1 whenever
γ = j1(γH1), γ
′ = j1(γ
′
H1
).
First, we split ∆II into a product of ∆∗II(γH1 , γ) :=
∏
α χα(α(γ) − 1) and
∏
α χα(aα)
−1, where
in both products, α runs over the B-positive roots of (T,G) outside H1 [She08, p.232] (use that T
is elliptic in G). We note that the second product, which a priori depends on the choice of a-data
and based χ-data, so on B, equals (−i)1/2(dimG−dmH1). Also, from [She08, p.232, line+19], we have
∆∗II(γH1 , γ)∆IV (γH1 , γ) = (−1)1/2(dimG−dimH1)∆B(γ−1)∆BH1 (γ−1H1)−1.
Moreover, by definition [She08, §10-§11], we have
∆III2(γH1 , γ) = aj,B(γH1)
if γH1 is the image of γ (under some admissible embedding from TH into G). Therefore, we have
proved that the right-hand side of (7.1.8.3) is a constant multiple of ∆II+. It also follows from the
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discussion on p. 234-245 of [She08] that when we write ∆j,BII+ for ∆II+ defined for (j,B) ∈ J ×B,
for any ω ∈ ΩG, one has
∆
j,ω(B)
II+
= detω∗ ·∆j,BII+,
where detω∗ = det(ω∗;X∗(T )). It is also evident from the definition [LS87, (3.2)] that the term
∆I depends only on the admissible embedding j : TH → T , but not on B: strictly speaking,
the discussion in loc. cit. applies to the admissible embedding j∗ : TH
∼→ T∗ in (7.1.0.2) (which
is a part of the datum of admissible embedding j). In more detail, ∆I(γH1 , γ; γ
′
H1
, γ′) is the ra-
tio ∆I(γH1 , γ)∆I(γ
′
H1
, γ′)−1 with both terms being defined by the same recipe and ∆I(γH1 , γ) =
〈λ(T sc∗ ), sT∗〉, where both λ(T sc∗ ) ∈ H1(R, T sc∗ ) and sT∗ ∈ π0((Tˆ∗/Z(Gˆ))Γ∞) depend only on j∗
[LS87, (2.3.3) and p.241]. Finally, for the term ∆∗III1 (which is the only genuine relative term
∆III1(γH1 , γ; γ
′
H1
, γ′) in ∆∞(γH1 , γ; γ
′
H1
, γ′)), it follows from the discussion in [LS87, (3.4)] that
when γ = j1(γH1), γ
′ = j1(γ
′
H1
), the cohomology classes v(σ), v¯(σ) (thus, inv
(
γH1 ,γG
γ¯H1 ,γ¯G
)
as well)
there become trivial so that ∆III1(γH1 , γ; γ
′
H1
, γ′) = 1. Therefore, we see that the statement on the
identity (7.1.8.3) holds for the Langlands-Shelstad transfer factor ∆LS∞ . Furthermore, if we change s
to s−1 in the endoscopic datum, the only terms being affected are ∆I and ∆III1 : they both change
to their inverses. Hence, the two transfer factors ∆∞(γH1 , γ) and ∆
LS
∞ (γH1 , γ) are proportional.
39
This completes the proof.
7.2 Stabilization of Lefschetz number formula We recall the definition of the elliptic
part of the geometric side of the stable trace formula.
Let G be a connected reductive group over a number field F and Eell(G) a set of representatives
for the isomorphism classes of elliptic endoscopic data of G. For each H = (H,H, s, ξ) ∈ Eell(G), we
fix a z-pair (H1, ξ1). Recall the quasi-character λH1 on Z1(AF )/Z1(F ) for the central F -torus Z1 in
H1. Let C∞c,λH1
(H1(AF )) denote the space of C-valued smooth functions on H1(AF ) whose supports
are compact modulo Z1(AF ) and that satisfy fH1(zh) = λH1(z)
−1fH1(h) for all z ∈ Z1(AF ) and
h ∈ H1(AF ).
Definition 7.2.1. [Kot86, 9.2] Let H = (H,H, s, ξ) ∈ Eell(G) and (H1, ξ1) a z-pair of it.
(1) For a semi-simple element γH1 of H1(AF ) and f
H1 ∈ C∞c,λH1 (H1(AF )), we define the adelic
stable orbital integral of fH1 along the adelic stable conjugacy class of γH1 by
SOγH1 (f
H1) :=
∑
α
e(γα)Oγα(f
H1),
where α runs through D(I0,H1;AF ) = ker[H1(AF , I0) → H1(AF ,H1)] with I0 = (H1)oγH1 , γα
is an element of H1(AF ) whose H1(AF )-conjugacy class in the adelic stable conjugacy class of
γH1 ∈ H1(AF ) corresponds to α, and the number e(γα) =
∏
v e(Iα,v) is the Kottwitz sign with Iα,v
being the connected centralizer in H1,Fv of the v-component of γα. The adelic orbital integral is
defined with respect to the Tamagawa (or canonical) measure on H1(A) [Lab01].
39Our transfer factor ∆∞ is denoted by ∆
′ in [KS12, §5.1]. We see that this is indeed given by the definition
(1.0.4) of loc. cit., because, for standard endoscopy, one has ∆newI = ∆I , and also the normalization of Kottwitz and
Shelstad for the Langlands correspondence for tori (chosen in the appendix of loc. cit.) differs from ours by sign so
that the two ∆III1 ’s also differ by the same measure.
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(2) For fH1 ∈ C∞c,λH1 (H1(AF )), we define the elliptic part of the geometric side of the stable trace
formula for fH1 to be
(7.2.1.1) STH1ell (f
H1) := τ(H)
∑
γH∈Est(H)
|π0(HγH )(F )|−1SOγH1 (fH1),
where for each γH ∈ Est(H), a set of representatives for the elliptic semi-simple stable conjugacy
classes in H(F ), we fix an (elliptic) semisimple γH1 ∈ H1(F ) lifting γH (The stable orbital integral
SOγH1 (f
H1) depends only on γH , not on the choice of the lift γH1).
For H = (H,H, s, ξ) ∈ Eell(G), we write Aut(H) for its automorphism group and
Out(H) := Aut(H)/Had(Q)
for the outer automorphism group. We also put
tr(Φm × fp|Hc(ShK/Q,FK)) :=
∑
i
(−1)itr(Φm × fp|H ic(ShK(G,X)Q,FK)).
Theorem 7.2.2. With the same setup as Thm. 6.2.12, for every fp in the Hecke algebra H(G(Apf )/Kp),
there exists m(fp) ∈ N, depending on fp, with the following property: for each m ≥ m(fp), there
exists a function fH1 = fH1(m) ∈ C∞c,λH1 (H1(A)) such that one has
tr(Φm × fp|Hc(ShK/Q,FK)) =
∑
H∈Eell(G)
ι(G,H)STH1ell (f
H1),
where
ι(G,H) := τ(G)τ(H)−1|Out(H)|−1.
If Gad is Q-anisotropic or fp is the identity, we can take m(fp) to be 1.
Proof. We will rewrite the right hand expression of (6.2.12.1) as a similar sum with a different
index set (in certain cohomology groups). Let Est(G) be a set of representatives of stable conjugacy
classes of Q-elliptic semisimple elements in G(Q). First, we rearrange its summation index as
(7.2.2.1)
∑
γ0
∑
(γ,δ)
,
where in the first sum γ0 runs through the subset of R-elliptic elements in Est(G) and in the second
sum (γ, δ) runs through the set of elements (γ, δ) of
∏′ Cl(γ0) × C(n)p (γ0) with trivial Kottwitz
invariant, cf. (3.5.14.5), Def. 3.5.9, Prop. 3.5.13 (the restricted product
∏′ means that almost
all γl’s are the distinguished elements). Here and thereafter, γ and δ will also denote, by abuse
of notation, their G(Af )-conjugacy class and σ-conjugacy class in G(Ln) respectively. For each
γ0 ∈ Est(G), let us fix a reference element δ0 of C(n)p (γ0). With such choice of {δ0}Est(G), we will
lift the summation index (γ, δ) of (7.2.2.1) to the source of the surjective map
D(I0, G;Af ) = D(I0, G;A
p
f )⊕D(Goδθ, G;Qp)
i
δ0
∗−→
∏′
Cl(γ0)× C(n)p (γ0).
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which sends the distinguished element to (γ0, δ0). Recall that a Kottwitz triple (γ0; γ, δ) having
trivial Kottwitz invariant means that there exists (αp = (αl)6=p;αp) in the source of this map
iδ0∗ such that the product α =
∏
v α˜v (including the ∞-component α˜∞) of their extensions α˜v ∈
X∗(Z(Iˆ0)
ΓvZ(Gˆ)) (3.5.14.3) is trivial as a character of K(I0/Q) =
(⋂
v Z(Iˆ0)
ΓvZ(Gˆ)
)
/Z(Gˆ). This
suggests to take the second summation of (7.2.2.1) over the subset D(I0, G;Af )1 of D(I0, G;Af )
consisting of the elements whose Kottwitz invariant is trivial, by taking into account the cardinality
of the subset
D(γ0;α
p, αp) := {(xp, xp) ∈ D(I0, G;Af )1 | iδ0∗ (xp, xp) = iδ0∗ (αp, αp)}.
If we fix (αp, αp) ∈ D(I0, G;Af )1, an element of (xp, xp) ∈ D(I0, G;Af ) also has trivial Kottwitz
invariant if and only if their difference (αp − xp, αp − xp, 0) (trivial component at ∞) lies in the
kernel of the canonical map
D(I0, G;A)→ E(I0, G;A)→ K(I0/Q)D,
where E(I0, G;A) := ker[H1(A, (I0)ab)→ H1(A, Gab)] and the second map comes from the canon-
ical isomorphism
K(I0/Q)
D = coker[H0(A, Gab)→ H1(A/Q, (I˜0)ab)]
(Lemma 5.2.12, cf. [Lab99, Remarque on p.43]: note that H0
ab
(A/Q, I0\G) = H1(A/Q, (I˜0)ab)).
Hence, if (γ, δ) := i∗(αp, αp), we have an identification
D(γ0;α
p, αp) ≃ ker[D(I0, G;A)→ H1(Apf , Gγ0)⊕H1(Qp, Gδθ)⊕H1(R, I0)⊕ K(I0/Q)D]
=im[ker[H1(Q, I0)→ H1(Apf , Gγ0)⊕H1(Qp, Gδθ)⊕H1(R, I0)⊕H1(Q, G)]→ H1(A, I0)]
=im
[
ker[X∞G (Q, G
o
α)→ H1(A, Gα)]→ H1(A, Goα)
]
∼=D(γ0; γ, δ) (Lemma 6.1.5),
where Gα is the inner twist of Gγ0 determined by α = (αv); one has Gαl ≃ Gγl , Gαp ≃ Gδθ , and
X
∞
G (Q, I0) = X
∞
G (Q, G
o
α). Also, in the second equality, we used the exactness of the sequence
[Lab99, Cor.1.8.6]
H1(Q, I0)→ H1(A, I0)→ K(I0/Q)D.
Therefore, by Thm. 6.2.12, Lemma 6.1.5 and the formula (6.1.7.1), we have the equalities
tr(Φm × fp|Hc(ShK/Q,FK)
=
∑
γ0
τ(I0)
vol · |π0(Gγ0)(Q)|
∑
(αp,αp)∈
D(I0,G;Af )1
i(γ0; γ, δ)
|D(γ0;αp, αp)| ·Oγ(f
p) · TOδ(φp) · trξ(γ0)
=
∑
γ0
τ(I0)
vol · |π0(Gγ0)(Q)|
∑
(αp,αp)∈
D(I0,G;Af )1
| ker[ker1(I0)→ ker1(G)]| ·Oγ(fp) · TOδ(φp) · trξ(γ0),
where vol := vol(AG(R)o\I0(R)) (recall that φp is the characteristic function of the set (6.1.3.2), cf.
Lemma 6.1.4).
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Let us write Oαp(fp) for Oγ(fp) when γ = i∗(αp), and similarly for TOαp(φp). Then, using the
relation [Kot86, p.395]
τ(I0) · | ker[ker1(I0)→ ker1(G)]| = τ(G) · |K(I0/Q)|,
and a standard argument (from Fourier analysis on finite groups K(I0/Q)), we see that the last line
equals the first line expression of the next:
tr(Φm × fp|Hc(ShK/Q,FK))
(7.2.2.2)
(a)
= τ(G)
∑
γ0
|π0(Gγ0)(Q)|−1 ·
trξ(γ0)
vol
·
∑
(αv)v
∑
κ∈K(I0/Q)
∏
v
〈αv, κ〉e(Iαv ) ·Oαp(fp) · TOαp(φp)
(b)
= τ(G)
∑
γ0
|π0(Gγ0)(Q)|−1 ·
trξ(γ0)
vol
·
∑
κ∈K(I0/Q)
∏
v
∑
αv
〈αv, κ〉e(Iαv ) ·Oαp(fp) · TOαp(φp)
= τ(G)
∑
γ0
|π0(Gγ0)(Q)|−1 ·
∑
κ∈K(I0/Q)
[(
trξ(γ0)
vol
〈α∞, κ〉e(Iα∞)
)
·
∏
v 6=p,∞
(∑
αv
〈αv , κ〉e(Iαv )Oαp(fp)
)
·
(∑
αp
〈αp, κ〉e(Iαp)TOαp(φp)
)]
= τ(G)
∑
(γ0 ,κ)
|π0(Gγ0)(Q)|−1 · Oκγ0(f),
where we write Oκγ0(f) for the summand that is indexed by (γ0, κ) and appears inside the bracket
[−], i.e. ( trξ(γ0)vol 〈α∞, κ〉e(Iα∞)) ·
∏
v 6=p,∞(
∑
αv
〈αv, κ〉e(Iαv )Oαp(fp)) · (
∑
αp
〈αp, κ〉e(Iαp )TOαp(φp)).
In (a) the first sum is over the subset of R-elliptic elements in Est(G), and in the second
summation index (αv)v, α∞ is fixed to be the element α∞(γ0) defined by γ0 in § 3.5.14, while
(αp, αp) runs through the entire set D(I0, G;Af ). Also, e(Iαv ) is the Kottwitz sign of the inner
twist Iαv of I0 via αv (cf. [Kot86]): by definition of α∞(γ0), Iα∞ is the inner form of (I0)R that is
compact modulo the center. Here we used the fact that
∏
e(Iαv ) = 1 when the family {Iαv}v of
local groups comes from a global group. The equality (b) comes from rearranging the summations
and the product. This is possible since there are only finitely many non-zero terms in the summand
for any given summation index (γ0, κ), cf. [Kot86, §7, §8].
Next, we rewrite the last expression of (7.2.2.2) using the new index set that comprises pairs
((H,H, s, ξ), γH ) of an elliptic endoscopic datum and a (G,H)-regular semisimple element of H(Q).
For any such pair ((H,H, s, ξ), γH ), we write
(7.2.2.3) ((H,H, s, ξ), γH )→ (γ0, κ)
if γH transfers to an element γ0 of G(Q) and there exists z ∈ Z(Gˆ) such that sz ∈
⋂
v Z(Iˆ0)
ΓvZ(Gˆ)
(via Z(Hˆ) →֒ Z(IˆH) ∼→ Z(Iˆ0)) and κ is its image in K(I0/Q) =
(⋂
v Z(Iˆ0)
ΓvZ(Gˆ)
)
/Z(Gˆ): recall
that γ0 is determined up to stable conjugacy (cf. [Kot86, 6.8]).
Following Labesse (cf. [Lab04, §IV.3]), we call two pairs (γ0, κ) ∈ Est(G)×K(I0/Q) and (γ′0, κ′) ∈
Est(G) × K(I ′0/Q) equivalent (or isomorphic) if there exists g ∈ G(Q) such that (a) gγ0g−1 = γ′0
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and g−1 · τg ∈ I0 for all τ ∈ Γ, and that (b) κ, κ′ correspond under the isomorphism Int(g)D :
K(I ′0/Q)
∼→ K(I0/Q) (under the condition (a), Int(g) induces a quasi-isomorphism I0ab ∼→ I ′0ab of
complexes of Q-groups and we have K(I0/Q) = H0(A/Q, I0ab → Gab)D, cf. Remark 5.2.13). In
this case, for any maximal Q-tori T ⊂ I0, T ′ ⊂ I ′0, one can even find g ∈ G(Q) such that
(7.2.2.4) Int(g)(T ) = T ′, Int(g)(γ0) = γ
′
0, and g
−1 · τg ∈ I0 for all τ ∈ Γ
(The triples (T, γ0, κ), (T ′, γ′0, κ
′) are admissible triples which are equivalent, in the sense of [Lab04,
p.519].) Indeed, choose g1 ∈ G(Q) such that Int(g1)(γ0) = γ′0, g−11 · τg1 ∈ I0 for all τ ∈ Γ.
Then, as T and Int(g−11 )(T
′) are maximal tori of I0, there exists g0 ∈ I0(Q) with Int(g0)(T ) =
Int(g−11 )(T
′); then, g := g1g0 ∈ G(Q) fulfills the conditions. Also, note that if Gγ0 = I0, (γ0, κ)
can be equivalent to (γ0, κ′) only if κ = κ′, because such automorphism Int(g)D of K(I0/Q) then
must be the identity (thus, one has no use for this notion when Gder = Gder). We also define two
pairs (H, γH) ∈ Eell(G) × H(Q), (H ′, γH′) ∈ Eell(G) × H ′(Q) to be equivalent (or isomorphic) if
there exists an isomorphism H
∼→ H ′ matching the stable conjugacy classes of γH and γH′ . The
association (7.2.2.3) preserves the equivalence relations on both sides.
For H = (H,H, s, ξ) ∈ Eell(G) and a semisimple γH ∈ H(Q), let Aut(H, γH) and Out(H, γH)
denote respectively the subgroup of Aut(H) of elements sending γH into a stable conjugate of
itself and the quotient of Aut(H, γH) by the subgroup of inner automorphisms. Then, we have an
equality:
(7.2.2.5) |Out(H)| = m(H, γH)|Out(H, γH)|,
where m(H, γH) is the number of the stable conjugacy classes in H(Q) in the orbit of γH under
Aut(H).
The following lemma is proved in [Lab04, §IV.3] in the greater generality of twisted endoscopy
and also generalizes Lemma 9.7 of [Kot86] which assumes that Gder = Gsc. We present Labesse’s
proof in our simple setting of standard endoscopy which then benefits from economy of notation
and preparatory discussion.
Lemma 7.2.3. (1) For every (γ0, κ) ∈ Est(G)×K(I0/Q), there exists a pair (H = (H,H, s, ξ), γH )
of an elliptic endoscopic datum and a (G,H)-regular, semisimple element such that (H, γH) →
(γ0, κ).
(2) Suppose that (H, γH)→ (γ0, κ) and (H ′, γH′)→ (γ′0, κ′). If (γ0, κ) and (γ′0, κ′) are equivalent,
so are (H, γH) and (H
′, γH′).
(3) If n(γ0, κ) denotes the number of elements κ
′ ∈ K(I0/Q) such that (γ0, κ′) is equivalent to
(γ0, κ), we have equalities
|π0(Gγ0)(Q)| = n(γ0, κ) · |Out(H, γH)| · |π0(HγH )(Q)|
= n(γ0, κ) · |Out(H)| ·m(H, γH)−1 · |π0(HγH )(Q)|.
Proof. (1) This is [Kot86, Lemma 9.7], where G is assumed to be quasi-split, but recall that every
maximal Q-torus of G transfers to its quasi-split inner form.
(2) This is [Lab04, Prop. IV.3.4]. This is also proved in [Kot86, Lemma 9.7] under the as-
sumption Gder = Gsc, but the same proof can be adapted for the general case in the following way.
By definition, there exist an admissible embedding j : TH
∼→ T ⊂ G (of maximal tori) sending
γH ∈ TH(Q) to γ0 ∈ T (Q) and a similar one j′ : TH′ ∼→ T ′ ⊂ G. Choose g ∈ G(Q) satisfying
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the conditions (7.2.2.4). Then, one can show (as in the proof of [Kot86, Lemma 9.7]) that there
exists a Q-isomorphism α0 : H → H ′ extending j′−1 ◦ Int(g) ◦ j : TH ∼→ TH′ and there exists
h ∈ H ′(Q) such that α := Int(h) ◦ α0 is a Q-isomorphism. Now, if we identify T and T ′ with TH
and TH′ via j and j′ respectively, since the composite Int(h) ◦ Int(g) : TH ∼→ TH′ ∼→ α(TH )
is Q-rational, it follows that g−1(h−1 · τh)τg ∈ TH(Q) for every τ ∈ Γ, which implies that
h−1 · τh ∈ IH′(Q) for all τ ∈ Γ: more precisely, j and j′ can be extended to Q-isomorphisms
J : IH := (HγH )
o ∼→ I0, J ′ : IH′ := (H ′γH′ )o
∼→ I ′0 (which are inner twists), and α0 can be
constructed extending J ′−1 ◦ Int(g) ◦ J : IH ∼→ I0 ∼→ I ′0 ∼→ IH′ , cf. [Kot86, §3.1]. Then,
“g−1(h−1 · τh)τg” = α−10 (h−1 · τh) · J−1(g−1 · τg). Therefore, α(γH) = Int(h)(γH′) and γH′ are
stably conjugate.
(3) This is [Lab04, Prop. IV.3.5]. If NormGγ0 (T ) and NormHγH (TH) denote the normalizer
Q-group schemes, it is known [Bri15, Lemma2.4] that T = CentGoγ0 (T ) = (NormGγ0 (T ))
o and there
exists an exact sequence of Q-group schemes
1→ Ω(T, I0)→ Ω(T,Gγ0)→ π0(Gγ0)→ 1,
where Ω(T, I0) := NormI0(T )/T and Ω(T,Gγ0) := NormGγ0 (T )/T are the quotient (Weyl) group
schemes. Let us identify the Weyl group scheme Ω(TH ,H) with a subgroup scheme of Ω(T,G) via j.
Then, (via the same identification) Ω(TH , IH) = Ω(T, I0) as Q-schemes. Indeed, they are isomorphic
over Q, and in fact there exists an inner twist J : IH
∼→ I0 which extends the Q-isomorphism
j : TH
∼→ T . Hence, we may find a cochain in C1(Q, TH) whose image in Z1(Q, TH/Z(IH)) gives
such inner twist, and it follows that the induced map α : Ω(TH , IH)
∼→ Ω(T, I) is Q-rational.
Now, the group π0(Gγ0)(Q) acts on K(I0/Q) in a natural manner: if we fix a maximal Q-
torus T ⊂ G containing γ0, we have seen above that any ω ∈ Ω(T,Gγ0)(Q) whose image ω¯ ∈
π0(Gγ0)(Q) lies in π0(Gγ0)(Q) acts on K(I0/Q). As Ω(T, I0)(Q) acts trivially, this induces an action
of π0(Gγ0)(Q) on K(I0/Q). So, we obtain the equality
(7.2.3.1) |π0(Gγ0)(Q)| = n(γ0, κ) · |π0(Gγ0)(Q)κ|,
where π0(Gγ0)(Q)κ is the stabilizer subgroup of κ.
Next, we construct a group homomorphism
Aut(H, γH)→ π0(Gγ0)(Q),
whose kernel and image are Ω(TH , IH) = Ω(T, I0) and π0(Gγ0)(Q)κ, respectively. For any α ∈
Aut(H, γH), by the same construction of g in (7.2.2.4), we can find h ∈ H(Q) such that α0 :=
Int(h) ◦ α satisfies that α0(TH) = TH , α0(γH) = γH , and that aτ := h · τh−1 ∈ IH = (HγH )o for
all τ ∈ Γ; thus aτ ∈ NormIH (TH)(Q). Then, the restriction of α0 to TH is given by an element of
Ω(T,G)(Q), hence determines an element ωα ∈ Ω(T,Gγ0)(Q). We claim that the image ω¯α of ωα in
π0(Gγ0)(Q) lies in the subgroup π0(Gγ0)(Q). Indeed, let n ∈ NormGγ0 (T )(Q) be a representative of
ωα. So, Int(n)|T ◦ j = j ◦ (Int(h) ◦ α)|TH which implies that for any τ ∈ Γ, Int(bτ τn)|T = Int(n)|T ,
where bτ = J(aτ ) ∈ NomI0(T )(Q), and thus n−1bτ τn ∈ T , i.e. τn ≡ n mod NomI0(T )(Q),
proving the claim. One easily verifies that the map Aut(H, γH) → π0(Gγ0)(Q) sending α to ω¯α is
a homomorphism having the described kernel and image. Then, since the inner automorphisms in
Aut(H, γH) are induced by w ∈ Ω(TH ,HγH ) (whose image in π0(HγH )(Q) lies in π0(HγH )(Q)), we
have the relation
(7.2.3.2) |π0(Gγ0)(Q)κ| = |Out(H, γH)| · |π0(HγH )(Q)|.
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The two equations (7.2.3.1), (7.2.3.2) combined give the first equality of (2). The second equality
follows from it and (7.2.2.5).
Let fH1,p ∈ C∞c,λH1 (H1(A
p
f )) and f
H1
p ∈ C∞c,λH1 (H1(Qp)) be respectively the transfers of our
functions fp ∈ C∞c (G(Apf )) and φp ∈ C∞c (G(Qp)) given by Thm. 7.1.2 (for all v 6= p,∞) and Thm.
7.1.5, and let fH1∞ be the function as in Thm. 7.1.8. Put f
H1 := fH1,pfH1p f
H1
∞ ∈ C∞c,λH1 (H1(A)).
Then, we have that
(i) The global transfer factor ∆ =
∏
∆v can be normalized such that ∆(γH1 , γ0) is zero unless
γH1 transfers to γ0, in which case ∆(γH1 , γ0) = 1: this is the global hypothesis for transfer
factors which is verified in [LS87, §6.4].
(ii) SOγH1 (f
H1) = 0 unless γH1 is elliptic in H1(R) and transfers to G(Qv) for every place v of Q
(This is due to Thm. 7.1.2, Thm. 7.1.5, and Thm. 7.1.8 and since we assume that an (elliptic)
maximal torus of HR transfers to an elliptic maximal torus of GR). If such two conditions
hold, γH1 transfers to G(Q) ([Kot90], second paragraph on p.188).
It follows that for any pair (γ0, κ) ∈ Est(G) × K(I0/Q), if (H1, γH1) → (γ0, κ), by (i) (i.e.
∆(γH1 , γ0) = 1), we have
Oκγ0(f) = SO
H1
γH1
(fH1),
and since Oκγ0(f) depends only on the equivalence class of the pair (γ0, κ)), the last expression of
(7.2.2.2) is equal to∑
(γ0,κ)/∼
τ(G)n(γ0, κ)|π0(Gγ0)(Q)|−1Oκγ0(f)
(c)
=
∑
(H,γH )/∼
τ(G)|Out(H)|−1m(H, γH)|π0(HγH )(Q)|−1SOH1γH1 (f)
=
∑
H∈Eell(G)
ι(G,H)τ(H)
∑
γH∈Est(H)
|π0(HγH )(Q)|−1SOH1γH1 (f
H1) =
∑
H∈Eell(G)
ι(G,H)STH1ell (f
H1).
Here, in the first line, the summation index runs through a set of representatives of the equivalence
classes of pairs (γ0, κ) of an R-elliptic element in Est(G) and an element of the associated group
K(−/Q). In the second line, the summation index runs through a set of representatives of the
equivalence classes of pairs (H = (H,H, s, ξ), γH) ∈ Eell(G) × Est(H) and for each γH ∈ Est(H)
we choose an (elliptic) element γH1 ∈ H1(Q) mapping to γH . The equality (c) follows from (ii)
and Lemma 7.2.3, together with the facts that for any α ∈ Aut(H) and γ′H := α(γH), one has
|π0(Hγ′H )(Q)| = |π0(HγH )(Q)| and that γ0 is elliptic in G(R) if and only if γH is elliptic in H(R)
and some (elliptic) maximal torus of HR transfers to an elliptic maximal torus of GR.
This completes the proof.
A Existence of elliptic tori inside special maximal parahoric group
schemes
Proposition A.0.1. Let k be a local field with residue characteristic not equal to 2 and k the
completion of the maximal unramified extension kur in an algebraic closure k of k with respective
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rings of integers Ok and Ok. Let G be a connected reductive group over k of classical Lie type.
Assume that G is quasi-split and that Gsc is a product
∏
iResFi/QpGi of simple groups each of which
is the restriction of scalars ResFi/QpGi of an absolutely simple group Gi over a finite extension Fi
of k such that Gi splits over a tamely ramified extension of Fi.
Then, for any special parahoric subgroup K of G(k), there exists a maximal elliptic k-torus T of
G such that Tkur contains (equiv. is the centralizer of) a maximal (k
ur-)split kur-torus S1 of Gkur
and that the unique parahoric subgroup of T (k) is contained in K˜, the parahoric subgroup of G(k)
corresponding to K.
Remark A.0.2. (1) The unique parahoric subgroup of T (k) (resp. of T (k)) is T (k)1 := ker(wTL)
(resp. T (k)1 := ker(wTL) ∩ T (k)).
(2) With S1 and T as in the statement, the second property of T can be translated into a
statement about the Bruhat-Tits building: any special point v ∈ B(G, k) giving K (i.e. K =
StabG(k)(v) ∩ ker(wGk)) lies in the apartment A(S1, k) attached to S1. Indeed, S1(k)1 ⊂ K˜ if
and only if v ∈ A(S1, k). This is because A(S1, k) is the full fixed point set of the pararhoric
subgroup S1(k)1, which in turn is due to [Tit79, 3.6.1] since every relative root a of the root datum
(Gk, (S1)k), being a non-trivial character (of a split torus), satisfies that a(S1(k)1) * 1 + πF (i.e.
a¯(S1(k)1) 6= 1), as the residue field of Ok is infinite. But, S1(k)1 ⊂ K˜ if and only if T (k)1 ⊂ K˜,
since T (k) = ZGk(S1)(k) acts on A(S1, k) via wTk ⊗R : T (k)→ X∗(T )Gal(k/k) ⊗R = X∗(S1)R [Tit79,
1.2.(1)], so if S1(k)1 ⊂ K˜, T (k)1 fixes v(∈ A(S1, k)).
Proof. We reduce a general case to the case of absolutely almost-simple groups. First, under the
isomorphism
B(G, k) ≃ B(Gder, k)×X∗(A(G))R,
where A(G) is the maximal split F -torus in the center Z(G), a special point in A(G, k) corresponds
to (v, x) for a special vertex v in B(Gder) and a point x ∈ X∗(A(G))R. This implies that we
may assume that G is semisimple, and by the same reasoning further that G is simply-connected.
Then as G(= Gder) is a product of almost-simple groups of the same kind (by which we mean
quasi-split, tamely ramified, classical groups), we may also assume that G is almost-simple. Hence,
G = ResF/k(H) for an absolutely-(almost)simple, quasi-split, classical, tamely ramified, semi-simple
groupH over a finite extension F of k. The building B(G, k) (resp. B(G, k)) is canonically isomorphic
to B(H,F ) (resp. ∏σ∈Homk(F0,k) B(H,F ⊗F0,σ k)), where F0 is the maximal absolutely unramified
subextension of F ); this is true for any finite separable extension F of k [Tit79, 2.1]. This shows
that the claim for G follows from the claim for H. Let L and OL be the completion of the maximal
unramified extension F ur in an algebraic closure F of F and its ring of integers.
From this point, we prove the proposition case by case. We use the complete list of isomorphism
classes of quasi-split, tamely ramified, classical groups over local fields as provided in [Gro12], where
Gross gives a complete list of isomorphism classes of (not necessarily quasi-split or classical) tamely
ramified groups over local fields and it is fairly easy to determine the quasi-split, classical ones from
that list. There are totally ten such isomorphism classes, among which the first seven are unramified
ones (including four split ones).
Am (m ≥ 1): H = SLm (split group).
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2A′2m (m ≥ 2): Let E be the unramified quadratic extension of F and let W be a non-degenerate
Hermitian space of odd rank n = 2m+1 over E (its Witt-index must bem). ThenH = SU(W )
(non-split unramified group).
2A′2m−1 (m ≥ 2): Let E be the unramified quadratic extension of F and let W be a non-degenerate
Hermitian space of even rank n = 2m over E which contains an isotropic subspace of dimension
m. Then H = SU(W ) (non-split unramified group).
Bm (m ≥ 3): Let W be a non-degenerate orthogonal space of odd dimension 2m+1 over F which
contains an isotropic subspace of dimension n. Then H = Spin(W ) (split group).
Cm (m ≥ 2): Let W be a non-degenerate symplectic space of dimension 2m over F . Then
H = Sp(W ) (split group).
Dm (m ≥ 4): LetW be a non-degenerate orthogonal space of dimension 2m over F which contains
a (maximal) isotropic subspace of dimension m. Then, the center of the Clifford algebra is
the split étale quadratic extension E = F ⊕ F of F , and H = Spin(W ) is a split group.
2Dm (m ≥ 4): LetW be a non-degenerate orthogonal space of even dimension 2m over F where the
center of the Clifford algebra is the unramified quadratic extension E of F . ThenH = Spin(W )
(non-split unramified group).
B -Cm (m ≥ 3): Let E be a tamely ramified quadratic extension of F and let W be a non-degenerate
Hermitian space of even rank n = 2m over E which contains an isotropic subspace of dimension
m. Then H = SU(W ) (ramified group)
C -BCm (m ≥ 2): Let E be a tamely ramified quadratic extension of F and let W be a non-degenerate
Hermitian space of odd rank n = 2m+ 1 over E. Then H = SU(W ) (ramified group).
C -Bm (m ≥ 2): Let W be a non-degenerate orthogonal space of even dimension 2m over F where
the center of the Clifford algebra is a tamely ramified quadratic extension E of F . Then
H = Spin(W ) (ramified group).
Here, each heading is the name for the corresponding isomorphism class that is used in [Tit79],
tables 4.2 and 4.3.
Now, when the group is unramified and given special vertex is hyperspecial, the claim is known
[Lee16], Appendix 1.0.4). For convenience, we split these cases into three kinds. The first kind
consists of the split groups, thus, all special vertices are automatically hyperspecial: these are
Am, Bm, Cm, Dm. The second case is when there are two special vertices and both of them are
hyperspecial: they consist of 2A′2m−1,
2Dm. The remaining ones constitute the last case, i.e. there
is some non-hyperspecial, special vertex. So, we only need to take care of the last case:
2A′2m, B -Cm, C -BCm, and C -Bm.
Note that except for the last one, all these are (special) unitary groups.
(1) First, we treat the special unitary groups of even absolute rank (i.e. HF ≃ SU(2m + 1) for
an algebraic closure F of F ). We will reduce the proof in this case to the special unitary groups
of odd absolute rank. For a moment, we let E be an arbitrary quadratic extension of F with
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respective rings of integers OE , OF (we assume that the residue characteristic of OF is not 2). We
choose a uniformizer π of OE such that π + π = 0 for the non-trivial automorphism · of E/F . Let
(W,φ : W ×W → E) be a non-degenerate Hermitian space of dimension n = 2m+ 1 (m ≥ 1). As
is well-known, ψ has maximal Witt-index m, so there exists a Witt basis {e−m, · · · , em}, i.e. such
that
φ(ei, ej) = δi,−j , for −m ≤ i, j ≤ m.
For i = 0, · · · ,m, we define an OE-lattice in W :
Λi := spanOE{π−1e−m, · · · , π−1e−i−1, e−i, · · · , em}.
(here, Λm = spanOE{e−m, · · · , · · · , em}.)
Set H = SU(W,φ) (algebraic group over F ). Its (minimal) splitting field is E. For a non-empty
subset I of {0, · · · ,m}, we consider the subgroup of H(F )
PI := {g ∈ SU(W,φ) | gΛi ⊂ Λi, ∀i ∈ I}.
For each i = 0, · · · ,m, P{i} (stabilizer of a single lattice Λi) is also the stabilizer of a point vi of the
apartment A of a maximal F -split torus S of H, which in turn can be matched with the (i+ 1)-th
vertex of the local Dynkin diagram [Tit79, 1.15, 3.11].
From this correspondence and the information found in loc. cit. (1.15 (9), 4.3 in the unramified
case, and 1.15 (10), 4.2 in the ramified case), we deduce the following facts.
Every PI is a parahoric subgroup of SU(W,φ) and any parahoric subgroup of SU(W,φ) is conju-
gate to PI for a unique subset I. If E is unramified (i.e. of type
2A′2m), there are two special vertices,
one hyperspecial and one non-hyperspecial. The group P{0} (resp. P{m}) is the non-hyperspecial,
special (resp. the hyperspecial) parahoric subgroup. If E is ramified (i.e. of type C -BCm), there
are two special vertices, both non-hyperspecial, which correspond to I = {0} and I = {m}. The
corresponding parahoric subgroup P˜{i} of H(L) is
P˜{i} = {g ∈ SU(W,φ)(L) | gΛi ⊗OF OL ⊂ Λi ⊗OF OL}.
The statement on P˜{i} follows from the fact that the stabilizer OL-group scheme Gi of the vertex vi
(defined by Bruhat-Tits [Tit79, 3.4.1]) equals the OL-structure on HL induced by the lattice [Tit79,
3.11], and the characterization of parahoric groups given by Haines-Rapoport [PR08] (SU(W,φ)
being a simply-connnected semi-simple group, the Kottwitz homomorphism wSU(W,φ)L is trivial).
(a) The case 2A′
2m
: Suppose that E is unramified. Then, we only need to consider the non-
hyperspecial, special parahoric subgroup P{0}. The Hermitian space (W,φ) splits as the direct sum
of two Hermitian subspaces, that is, totally isotropic subspace and anisotriopic subspace:
(W,ψ) = (Wiso, φiso)⊕ (Wan, φan),
where
Wiso := 〈el | l 6= 0〉, Wan := E · e0,
and φiso = φ|Wiso and φan = φ|Wan . There is the corresponding lattice decomposition
Λ{0} = Λ
′
{0} ⊕ Λ′′{0},
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where Λ′{0} := spanOE{π−1e−m, · · · , π−1e−1, e1, · · · , em} and Λ′′{0} := OE · e0. Using this decompo-
sition, we reduce the construction of the torus looked for into construction of similar tori for the
groups SU(W•, ψ•) (• = iso, an). Let us write for short SU• and U• for SU(W•, ψ•) and U(W•, ψ•)
respectively (• = iso, an). Suppose that Tiso is an F -torus of SUiso with the property in question
and let Ziso be the (connected) center of Uiso (so that the subgroup Tiso · Ziso generated by the
two groups is a maximal torus of Uiso, among others). This center is isomorphic to the anisotpropic
F -torus E×, whose set of R-points, for an F -algebra R, is
E×c (R) := ker(NE/F : (E ⊗R)× → (F ⊗R)×).
This is also identified in a natural way with the group Uan. We claim that
T := S((Tiso · Ziso)×Uan) = (Tiso × {1}) · E×c ,
where S(−) means the intersection of the group inside the parenthesis (subgroup of U(W,φ)) with
SU(W,φ) and E×c is identified with S(Ziso × Uan) via x 7→ (x, x−2m), is a maximal torus of H =
SU(W,ψ) with the same required properties. First, clearly this is anisotropic, and TE is a split
maximal torus of HE. Next, we verify that T (L)1 maps into the parahoric subgroup P˜{0} of H(L).
By the description of P˜{0} above, we have to show that T (L)1 leaves stable Λ{0} ⊗OF OL. But,
T (L)1 = Tiso(L)1 · E×c (L)1, and E×c (L)1 acts on Λ′{0} ⊗ OL ⊕ Λ′′{0} ⊗ OL through the map x 7→
(x, x−2m) above. So, clearly it suffices to checks that E×c (L)1 leaves stable each rank-1 lattice
OL⊗OF (OE ·ei). But in the case E is unramified over F , we have the equality E×c (L)1 = {(x, x−1) ∈
O×L × O×L } under the isomorphism (E ⊗ L)× = L× × L×, thus leaves stable OL ⊗OF (OE · ei) =
(OL ⊕ OL) · ei. Next, the fact that Tiso(L)1 leaves stable Λ′{0} ⊗ OL will be one of the defining
properties of the torus Tiso. Indeed, SU(Wiso, ψiso) is a group of type 2A′2m−1 in the above list, and
the stabilizer P ′{0} of the lattice Λ
′
{0} is a hyperspecial subgroup of SU(Wiso, ψiso) (cf. [Tit79, 4.3]).
So, we already know that there exists an elliptic maximal F -torus Tiso of SUiso such that Tiso(L)1 is
contained in the parahoric subgroup P˜ ′{0} of SUiso(L) corresponding to P
′
{0} which is the stabilizer
in SUiso(L) of the lattice Λ′{0} ⊗OL. This finishes the proof in the case E is unramified over F .
(b) The case C -BCm: When E is ramified, there are two cases: I = {0} and I = {m}. Then,
the same strategy just used (i.e. for unramified unitary groups of odd absolute rank) works again,
reducing proof to the ramified unitary groups of odd absolute rank 2m − 1 (the type B -Cm),
which will be discussed next. We just note that in this case with the same notations as above,
the (minimal) splitting fields of H, SUiso, Ziso, and Uan are all E, and that (E
×
c )L is anisotropic,
so E×c (L) is its own parahoric subgroup and, being a subgroup of (OE ⊗OF OL)×, leaves stable
OL ⊗OF (OE · ei).
(2) Let E, W , and n be as in the previous description (1)-(b), except that the parity of n is
even (i fact, it can be arbitrary for a moment). Let OE and OF be the integer rings of E and F ,
respectively. We fix uniformizers πF , π = πE of OF and OE such that π2 = πF (so again π+π = 0).
Let φ :W ×W → E be a non-degenerate Hermitian form and put H = SU(W,φ). Again we assume
(forced by the quasi-split condition, in the even dimensional case) that ψ has maximal Witt-index,
namely when one writes n = 2m (or n = 2m+ 1), it is m. As E is ramified over F , the rank of H
is the same as that of HL.
Following [PR08], §4, we use a different indexing in the coming discussion. Choose a Witt basis
{e1, · · · , en} such that φ(ei, ej) = δi,n+1−j for 1 ≤ i, j ≤ n.
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Suppose that n = 2m. For i ∈ {1, · · · ,m− 2} ∪ {m}, we define an OE-lattice Λi:
Λi := spanOE{π−1e1, · · · , π−1ei, ei+1, · · · , en},
In the place of i = m− 1, we introduce a new lattice Λm′ defined by:
Λm′ := spanOE{π−1e1, · · · , π−1em−1, em, π−1em+1, em+2, · · · , en}.
Here, m′ is regarded as a symbol like other numbers.
Set H := SU(W,φ). For a non-empty subset I of {1, · · · ,m−2,m′,m}, the associated stabilizer
subgroup PI has the same definition as in the previous case.
When n = 2m, the group SU(W,φ) has the local Dynkin diagram B -Cm for m ≥ 3, and C -B2
for m = 2 (for m = 1, SU(W,ψ) ≃ SL2). Then, we have a similar statement [PR08], §4), namely
that
the subgroup PI is a parahoric subgroup of SU(W,φ) and any parahoric subgroup of SU(W,φ) is
conjugate to PI for a unique subset I, and the special maximal parahoric subgroups are P{m}, P{m′}.
The same description is true for the parahoric subgroup P˜I of SU(W,φ)(L) associated with PI .
(c) The case B -Cm: We have n = 2m. First, let us consider the case I = {m}. The Hermitian
space W is the direct sum of m hyperbolic subspaces
Hi := E〈ei, en+1−i〉 ⊂W (i = 1, · · · ,m).
Then, we claim that when we identify SU(Hi) with SU(Hi)× 1⊕j 6=iHj ⊂ SU(W,φ),
SU(Hi)(F ) ∩ P{m} = {g ∈ SU(Hi)(F ) | g(Hi ∩ Λ{m}) = Hi ∩ Λ{m}}
is a special maximal parahoric subgroup of SU(Hi)(F ) ≃ SL2(F ) (recall that there are two SL2(F )-
conjugacy classes of special parahoric subgroups of SL2(F ), which are however conjugate under
GL2(F )). This can be proved, e.g. using an explicit isomorphism between SU(Hi) ≃ SL2,F , one
such being
g =
(
a b
c d
)
7→
(
a π−1b
πc d
)
(check that when g(ei) = aei+ cen+1−i, g(en+1−i) = bei+ den+1−i, φ(gv, gw) = φ(v,w) implies that
a, d ∈ F×, b+ b = c + c = 0). But, there is another (rather indirect) way of seeing this. Let Si be
a maximal (F -)split F -subtorus of SU(Hi) (so that S :=
∏
i SI is a maximal (F -)split F -torus of
SU(W,φ), and also of U(W,φ)); Si is contained in a unique maximal torus Ti(= ZU(Hi)(Si)) ≃ E×
of U(Hi). The subgroup
Mi := U(Hi)×
∏
j 6=i
Tj
of U(W,φ), being the centralizer of {1}×∏j 6=i Sj, is an F -Levi subgroup of U(W,φ). For a subgroup
M of U(W,φ), let SM denote the intersection M ∩ SU(W,φ). Then, as {1} ×∏j 6=i Sj ⊂ SU(W ),
SMi is an F -Levi subgroup of SU(W ). Hence, by Lemma 4.2.3, (3), SMi(F ) ∩ P{m} is a special
maximal parahoric subgroup of Mi(F ). But, obviously one has that (as P{m} ⊂ SU(W )(F ))
SMi(F ) ∩ P{m} = (U(Hi)(F )×
∏
j 6=i
Tj(F )) ∩ P{m} = (U(Hi)(F ) ∩ P{m})×
∏
j 6=i
(Tj(F ) ∩ P{m}).
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So, each SU(Hi)(F )∩P{m} = U(Hi)(F )∩P{m} is a special maximal parahoric subgroup of SU(Hi)(F ) ≃
SL2(F ).
But, the two special vertices in the local Dynkin diagram of SL2,F are hyperspecial, hence we
know that there exists an anisotropic maximal torus S′i of SU(Hi), splitting over F
ur, such that the
unique parahoric subgroup S′1(L)1 of S
′
i(L) is contained in SU(Hi)(L) ∩ P˜{m}, i.e. leaves stable the
OE ⊗OF OL-lattice (Hi ∩ Λ{m})⊗OF OL = spanOE⊗OFOL{π
−iei, en+1−i} of Hi ⊗ L. Therefore, for
the center Zi ≃ E×c of U(Hi),
T ′i := S
′
i · Zi
is an anisotropic maximal torus of U(Hi), whose L-rank equals 1 and whose group of L-points
also leaves stable the OE ⊗OF OL-lattice (Hi ∩ Λ{m})OL , as Zi remains anisotropic over L and
Zi(L) = (OE ⊗OF OL)1. Finally, the torus T := (
∏
i T
′
i )∩SU(W,φ) is an anisotropic maximal torus
of SU(W,φ) with the same required property (its L-rank is m, equal to the L-rank of HL).
The case I = {m′} can be treated in a completely analogous way, once we switch the basis
vectors em and em+1; although such permutation does not lie in SU(W,ψ), obviously it is allowed
when applying the previous argument.
(d) We are left with the case C -Bm+1 (m ≥ 1). This is also similar to the above cases. Let E
be a (ramified) quadratic extension of F and W = F⊕m ⊕E ⊕ F⊕m, viewed as a vector space over
F . We consider the quadratic form on W expressed in terms of a basis {e−m, · · · , em} ∪ {e0} by
q(
∑
1≤|i|≤m
xiei + x0e0) =
m∑
i=1
x−ixi +NE/Fx0, (xi ∈ F, x0 ∈ E).
For i = 0, · · · ,m, we define a lattice Λi as before:
Λi := spanOF {π−1e−m, · · · , π−1e−i−1, e−i, · · · , eˇ0, · · · , em} ⊕ OEe0,
where eˇ0 means as usual that it is omitted from the list (so, Λ0 = π−1spanOF {e−m, · · · , e−1} ⊕
OEe0 ⊕ spanOF {e1, · · · , em}).
It is obvious that the claim at hand holds for the special orthogonal group SO(W, q) if and only
if it does so for the universal covering of SO(W, q), i.e. the spin group Spin(W, q). We will show that
for any special maximal parahoric subgroup K of SO(W, q), there exists an anisotropic maximal
F -torus T such that TL contains a maximal (L-)split L-torus of SO(W, q) and T (L)1 is contained
in K˜, the special parahoric subgroup of SO(W, q)(L) corresponding to K. Note that the L-rank of
H is m as E is ramified over F .
For a non-empty subset I of {0, · · · ,m}, let PI denote the stabilizer subgroup:
PI := {g ∈ SO(W, q)(F ) | gΛi ⊂ Λi, ∀i ∈ I}.
We know (deduced from [Tit79], 1.16, 4.2, cf. 3.12) that
the subgroup PI is a parahoric subgroup of SU(W,φ) and that any parahoric subgroup of SU(W,φ)
is conjugate to PI for a unique subset I, and that the special maximal parahoric subgroups are P{0}
and P{m}. The corresponding parahoric subgroup P˜{i} of H(L) is
P˜{i} = {g ∈ SO(W,φ)(L) | gΛi ⊗OF OL ⊂ Λi ⊗OF OL}.
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The idea used above for the ramified special unitary group of odd relative rank (i.e. of type
B -Cm) works here, too. Namely, the quadratic space W decomposes into the direct sum of maxi-
mally isotropic subspaces Wiso = F 〈ei | 1 ≤ |i| ≤ m〉 and the anisotropic subspace (E · e0,NE/F ).
Then, SO(Wiso) is a split group, so for each j = 0,m, the parahoric subgroup P{j} ∩ SO(Wiso)(F )
is a a hyperspecial subgroup. Hence, there exists an anisotropic maximal torus T ′j of SO(Wiso) of
L-rank m, such that T ′j(L)1 is contained in SO(Wiso)(L)∩ P˜{j}; the latter means that T ′j(L)1 leaves
stable the OL-lattice
(Wiso ∩ Λj)⊗OL
ofWiso⊗L. Now, it is easy to see that the anisotropic torus Tj := T ′j is a maximal torus of SO(W, q)
(which also has the L-rank m) with the same properties for Λj.
This completes the proof of the proposition.
B Complexes of tori attached to connected reductive groups.
Here we collect some general facts on certain complexes of tori attached to a connected reductive
group and its Levi subgroups.
For a connected reductive group H over a field k, we let ρH : Hsc → H denote the canonical
homomorphism (Hsc being the simply connected covering of Hder) and choosing a maximal k-torus
T of H, define a two-term complex of k-tori by
Hab := ρ
−1
H (T )→ T,
where ρ−1H (T ) and T are located in degree −1 and 0 respectively, i.e. Hab is the mapping cone of the
morphism ρ−1H (T ) → T in the abelian cateogry CGk of commutative algebraic k-group schemes.40
This complex of tori is also quasi-isomorphic to the crossed module Hsc → H (again with H
being placed at degree 0), and the corresponding object in the (bounded) derived category Db(CGk)
depends only on H.
Let G be a connected reductive group over a field k and I be a k-subgroup of G which is a
k¯-Levi subgroup. For I˜ = ρ−1G (I) (a connected reductive group), there exists a map i˜ : I
sc → I˜:
Isc
i˜ //
ρI
❅
❅❅
❅❅
❅❅
❅ I˜
  //
ρG

Gsc
ρG

I
i // G.
We choose a maximal k-torus T of I and set T1 := ρ
−1
G (T ), T2 := ρ
−1
I (T ); we have a commutative
diagram
T2
i˜ //
ρI   ❆
❆❆
❆❆
❆❆
❆
T1
ρG

T
The verification of the following facts are easy and thus are left to readers.
40Do not confuse this with the torus Hab := H/Hder; of course, they become quasi-isomorphic when Hder = Hsc.
If stated otherwise, every two-term complex will be concentrated in degree −1 and 0.
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(a) The complex T2 → T1 is quasi-isomorphic to the abelianization complex I˜ab : ρ−1I˜ (T1) → T1
attached to I˜ , where T1 is located at degree 0, and thus i : I →֒ G gives rise, in a canonical
manner, to a distinguished triangle (in Db(CGk)):
(B.0.0.1) I˜ab → Iab → Gab → I˜ab[1].
(b) For a two-term complex T• = T−1 → T0 of k-tori, let Tˆ• denote the complex of C-tori with
Γ-action:
Tˆ• := (Tˆ0 → Tˆ−1),
where Tˆ0 and Tˆ−1 are located in degree −1 and 0 respectively. Then, for any connected reduc-
tive group H and a maximal k-torus T of it, there exists an exact sequence of diagonalizable
C-groups with Γ-action
1→ Z(Hˆ)→ Tˆ → ˆ˜T → 1,
with T˜ := ρ−1H (T ) and Γ = Gal(k¯/k), i.e.
(B.0.0.2) Z(Hˆ)[1] = Hˆab.
(c) The distinguished triangle (B.0.0.1) gives rise, by taking complex dual, to a distinguished
triangle in the derived category Db(Γ-DGC) of diagonalizable C-groups with Γ-action:
Gˆab → Iˆab → ˆ˜Iab → Gˆab[1].(B.0.0.3)
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