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The elliptic Ding-Iohara-Miki algebra is an elliptic quantum group arising from the free
field realization of the elliptic Ruijsenaars operators. In this thesis, we will construct
the free field realization of the elliptic Ruijsenaars operators. To do this, we introduce
new boson generators of elliptic nature with suitably chosen commutation relations. The
well-definedness of boson operators are formulated via the series expansion in p, a formal
variable corresponding to the elliptic modulus. We investigate the commutation relations
among thus formulated boson operators and show that they satisfy an elliptic general-
ization of previously known ones of the Ding-Iohara-Miki algebra, namely the elliptic
Ding-Iohara-Miki algebra. By using our free field realization and the elliptic Feigin-
Odesskii algebra, consisting of multivariable elliptic functions, we construct two families
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Notations
In this thesis, we use the following symbols.
Z : the set of integers, Z≥0 := {0, 1, 2, · · · }, Z>0 := {1, 2, · · · },
Q : the field of rational numbers, C : the field of complex numbers,
C× := C \ {0}, Q(q, t) : the field of rational functions of q, t over Q,
F[[z]] : the ring of formal power series in z over a field F,
F((z)) : the field of formal Laurent series in z over a field F,
F[[z, z−1]] : the vector space of formal power series in z, z−1 over a field F.
A sequence λ = (λ1, · · ·, λN) ∈ (Z≥0)N is called a partition if λi≥λi+1, 1≤i≤N−1.
We denote the set of partitions by P . For a partition λ, we define ℓ(λ) := ♯{i |λi ̸= 0},
|λ| :=
∑ℓ(λ)
i=1 λi. The symbol ℓ(λ) is called the length of λ, and |λ| is called the size of λ.
We also set nλ(a), zλ (λ ∈ P) to be positive integers defined by








(1− xqn) (x ∈ C) (0.2)
and the theta function as
Θp(x) := (p; p)∞(x; p)∞(px
−1; p)∞ (x ∈ C×). (0.3)
We define the double infinite product as
(x; q, p)∞ :=
∏
m,n≥0
(1− xqmpn) (x ∈ C) (0.4)








The motivation of this thesis is to understand relations between quantum algebras and
quantum many-body systems, especially the elliptic Ruijsenaars system [Ruij]. In this
chapter we explain background and contents of this thesis.
1.1 Background
Relations between the conformal field theory and quantum many-body systems have been
studied for the last few decades. In studying such relations, symmetric functions [Mac]
have played important roles. Let us review the relation between the conformal field theory
and the Calogero-Sutherland model briefly. The Calogero-Sutherland model is a quantum
many-body system characterized by the following Hamiltonian:











sin2 π(qi − qj)
.
In 1995, Mimachi and Yamada [MY] showed that singular vectors of the Virasoro algebra
are essentially equal to the Jack symmetric functions labeled by rectangular Young dia-
grams, where the Jack symmetric functions are one parameter deformations of the Schur
symmetric functions. On the other hand, it was known that eigenstates of the Calogero-
Sutherland Hamiltonian are given by the Jack polynomials. In 1995, Awata-Matsuo-
Odake-Shiraishi [AMOS] constructed singular vectors of WN algebra which correspond
to the Jack symmetric functions labeled by any Young diagrams. This shows that the
Calogero-Sutherland model has the symmetry of the WN algebra as well as that of the
Virasoro algebra. Thus we state the Calogero-Sutherland model has been solved as well
as understood well by the theory of the Jack symmetric functions and the WN algebra.
There exists a q-deformed version of the above story. First it is well-known that there
are q-deformations of the Jack symmetric functions, called the Macdonald symmetric
functions [Mac]. Second there exists q-analog (or relativistic version) of the Calogero-
Sutherland model which is called the trigonometric Ruijsenaars model. This model is
solvable due to the theory of the Macdonald polynomials, because the trigonometric








Tq,xi (Tq,xf(x) := f(qx)),
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which characterizes the Macdonald polynomials. In 1995, Awata-Kubo-Odake-Shiraishi
[SKAO][AKOS] constructed q-analogs of the Virasoro algebra and the WN algebra whose
singular vectors correspond to the Macdonald symmetric functions. The situation can be
represented by the following picture:
q-Virasoro algebra, q-WN algebra
singular vector−−−−−−−−→ Macdonald symmetric functions
↑ q-deformation ↑ q-deformation
Virasoro algebra, WN algebra
singular vector−−−−−−−−→ Jack symmetric functions
Another important incident is the discovery of the Ding-Iohara-Miki algebra. The
Ding-Iohara-Miki algebra, which is one of the main features of this thesis, is a quan-
tum group which has to do with the free field realization of the Macdonald operator.
Here quantum group means an infinite-dimensional Hopf algebra. In 1997, Ding and
Iohara found a class of quantum groups as generalizations of the quantum affine alge-
bra Uq(ŝl2) [DI]. In 2007, Miki introduced a q-deformation of the W1+∞ algebra which
has a structure of Ding and Iohara’s algebra [Miki]. In 2009, Feigin-Hashizume-Hoshino-
Shiraishi-Yanagida [FHHSY] obtained a quantum group from the free field realization of
the Macdonald operator. It turned out that the obtained algebra was essentially the same
as Miki’s quantum group.
As the Hamiltonian of the trigonometric Ruijsenaars model [Ruij] is essentially the
same as the Macdonald operator, we can recognize that the trigonometric Ruijsenaars
model can be treated in terms of representations of the Ding-Iohara-Miki algebra. The
Ding-Iohara-Miki algebra has been also applied to the five-dimensional AGT conjecture
[AFKHSY], the refined topological vertex used in the topological string theory [AFS].
Recall that the trigonometric Ruijsenaars model is a trigonometric degeneration of the
elliptic Ruijsenaars model described by the following Hamiltonian:








where Θp(x) is the theta function defined in page 3. We call this operator the elliptic
Ruijsenaars operator. Then let us ask a question:
How can we obtain an elliptic analog of the Ding-Iohara-Miki algebra which
has connections to the elliptic Ruijsenaars model ?
This is our main motivation which is answered as follows.
Notice that the free field realization of the Macdonald operator is based on the form
of the kernel function for the operator (for more details, see Appendix). Komori-Noumi-
Shiraishi studied kernel functions for q-difference operators of Ruijsenaars type, as well
as that for the elliptic Ruijsenaars operator [KNS]. Hence it would be a natural expect
that the elliptic kernel function has important informations for the free field realization
of the elliptic Ruijsenaars operator. Actually, it tells us what kind of bosons are suitable.
Consequently, starting from the elliptic kernel function, the free field realization of the
elliptic Ruijsenaars operator was obtained, and an elliptic analog of the Ding-Iohara-Miki
algebra arose. We call thus obtained algebra the elliptic Ding-Iohara-Miki algebra [Sa1].
Another main result of this thesis is the construction of two families of commuting q-
difference operators which contain the elliptic Ruijsenaars operators. In 1997, Feigin and
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Odesskii introduced an algebra of multivariable elliptic functions. Here a multivariable
elliptic function means a meromorphic function f(x1, · · ·, xN) (N∈Z>0) in x1, · · ·, xN ∈ C×
which is doubly periodic with periods e2πi and p:
f(x1, · · · , e2πixi, · · · , xN) = f(x1, · · · , xN) (1 ≤ i ≤ N),
f(x1, · · · , pxi, · · · , xN) = f(x1, · · · , xN) (1 ≤ i ≤ N),
where p ∈ C× is the elliptic modulus parameter satisfying |p| < 1. In this thesis, we call the
algebra defined by Feigin and Odesskii the elliptic Feigin-Odesskii algebra. In [FHHSY],
Feigin-Hashizume-Hoshino-Shiraishi-Yanagida studied a trigonometric degeneration of the
elliptic Feigin-Odesskii algebra, and constructed two families of commuting q-difference
operators containing the Macdonald operators. Then the authors of [FHHSY] also made
an attempt to generalize their results to the elliptic case. Their attempt was based on the
idea of an elliptic deformation due to the quasi-Hopf twist [JKOS]. Here the quasi-Hopf
twist is an idea to construct elliptic quantum groups and their representations. By the
quasi-Hopf twist, the authors of [FHHSY] studied an elliptic analog of the Ding-Iohara-
Miki algebra and its representations. They also studied the free field realization of the
elliptic Ruijsenaars operator by the quasi-Hopf twist. However, as they have indicated in
[FHHSY], their method could not recover the kernel function for the elliptic Ruijsenaars
operator. Thus some problems on the construction of commuting operators by using the
elliptic Feigin-Odesskii algebra remained open.
Recall that our free field realization is based on the kernel function for the elliptic
Ruijsenaars operator. Hence it is plausible that the above problems can be solved by our
methods. In fact, our free field realization of the elliptic Ruijsenaars operators and the
elliptic Feigin-Odesskii algebra allow as to construct two families of commuting q-difference
operators including the elliptic Ruijsenaars operators, i.e. part of works due to Feigin-
Hashizume-Hoshino-Shiraishi-Yanagida can be extended to the elliptic case successfully
in this way [Sa2].
Elliptic Ruijsenaars operator
free field realization−−−−−−−−−−−−−−→ Elliptic Ding-Iohara-Miki algebraxelliptic deformation xelliptic deformation
Macdonald operator
free field realization−−−−−−−−−−−−−−−→ Ding-Iohara-Miki algebra
We give some comments on another motivation to study the elliptic case by the free
field realization. As we have reviewed briefly, the q-Virasoro algebra has been constructed
so that whose singular vectors are given by the Macdonald symmetric functions labeled
by rectangular Young diagrams. Then the singular vectors are constructed in terms of
the free field realization of the q-Virasoro algebra. As we will indicate in this thesis later,
there exists a simple rule to construct elliptic boson operators from boson operators in
the trigonometric theory. More on the idea of the elliptic deformation, see [Sa1]. Our
idea is to apply the rule of the elliptic deformation to the free field realization of the
q-Virasoro algebra. If the idea works well, an elliptic analog of the q-Virasoro algebra
would be obtained. Since singular vectors of the q-Virasoro algebra which correspond
to the Macdonald symmetric functions are made by the free field realization, it is quite
probable that a kind of elliptic analog of the Macdonald symmetric functions arise from
the free field realization of an elliptic analog of the q-Virasoro algebra. The researches
concerning with these material are in progress.
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1.2 Basic ideas
Let us explain the basic idea of the free field realization used in this thesis briefly. We use
the notation defined in page 3. Let b be a C-algebra of boson generated by {an}n∈Z\{0}
with the following relation.
[am, an] = mδm+n,0 (m,n ∈ Z \ {0}),
where the symbol δi,j (i, j ∈ Z) denotes Kronecker’s delta defined by
δi,j :=
1 (i = j),0 (i ̸= j).
Let |0⟩ be the vacuum vector satisfying an|0⟩ = 0 (n > 0). We define the boson Fock
space F as a left b-module:
F := spanC{a−λ|0⟩ |λ ∈ P},
where a−λ := a−λ1 · · · a−λℓ(λ) (λ ∈ P). We define the normal ordering : • : by
: aman ::=
{
aman (m < n),
anam (m ≥ n).
We define the set of boson operators by EndC(F)[[z, z−1]]. Let X(z), Y (w) be boson








Y [n]w−n ∈ EndC(F)[[w,w−1]].




X[m]Y [n]z−mw−n ∈ EndC(F)[[z, z−1, w, w−1]].
Let V (z) ∈ EndC(F)[[z, z−1]] be the boson operator defined by










We check the well-definedness of V (z). First V (z) can be rewritten as



























where we have used the notation aµ := aµ1 · · · aµℓ(µ) (µ ∈ P). If we expand the operator
V (z) as V (z) =
∑
n∈Z V [n]z







a−λaµ (n ∈ Z). (1.2)
By the condition an|0⟩ = 0 (n > 0), for any element of the boson Fock space |u⟩ we have
aµ|u⟩ = 0 if |µ| ≫ 0. Thus V [n]|u⟩ (|u⟩ ∈ F , n ∈ Z) is a finite sum of elements in F .




−n ∈ EndC(F)[[z, z−1]].
ByWick’s theorem, we can check that the operator V (z) satisfies the following relation.


















: V (z)V (w) : . (1.3)
We call expansions such as (1.3) operator product expansions (OPE for short). Then we









is an expansion of 1− w
z
because






Then we use the expression as





: V (z)V (w) :
instead of (1.3). We use such identification in this thesis.
In the following, let us consider an elliptic analog of the above story. Let p ∈ C be the
parameter satisfying |p| < 1. We define the p-infinite product by (x; p)∞ :=
∏
n≥0(1−xpn)




Θp(x) = 1− x.
This means that the theta function Θp(x) is an elliptic analog of 1 − x. In addition,























(|p| < |x| < 1). (1.4)
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Then we could have the following idea; if there exists a certain boson operator V (p; z)
satisfying
























: V (p; z)V (p;w) :,
it is natural to regard the boson operator V (p; z) as an elliptic analog of V (z).
The operator V (p; z) can be constructed in the following way. Let bC(p) be a C(p)-
algebra of bosons generated by {an}n∈Z\{0} and {an}n∈Z\{0} with the following relation.




[am, an] = 0 (m,n ∈ Z \ {0}).
We define the normal ordering : • : by
: aman ::=
{
aman (m < n),
anam (m ≥ n),
: aman ::=
{
aman (m < n),
anam (m ≥ n).
Then if we set the boson operator V (p; z) by























we obtain the following relation by a formal calculation:
























: V (p; z)V (p;w) : .
However, we could not claim the well-definedness of the operator V (p; z) if we regard p




contain infinite sums which can not be justified. To overcome this problem, we consider
in the following way. Let us regard p as a formal variable to make the boson operator
V (p; z) well-defined.
Definition 1.1 (Algebras of bosons bC((p)) and bC[[p]]). Let bC((p)) be the C((p))-algebra
of bosons generated by {an}n∈Z\{0} and {an}n∈Z\{0} with the following relations:




[am, an] = 0 (m,n ∈ Z \ {0}). (1.6)
Let bC[[p]] be the C[[p]]-subring of bC((p)) generated by {an}n∈Z\{0}, {anp|n|}n∈Z\{0}.
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Definition 1.2 (Boson Fock spaces F , F †). Let |0⟩ be the vacuum vector satisfying
the conditions an|0⟩ = an|0⟩ = 0 (n > 0). Define the boson Fock space F as a left











λµ∈C (d≥0, λ, µ∈P)
 .
Let ⟨0| be the dual vacuum vector satisfying the conditions ⟨0|an = ⟨0|an = 0 (n < 0).











λµ∈C (d≥0, λ, µ∈P)
 .





where zλ (λ ∈ P) is defined in page 3. Define a C[[p]]-bilinear form ⟨•|•⟩ : F †×F → C[[p]]
by the following condition.
⟨0|aλ1aλ2p|λ2|a−µ1a−µ2p|µ2||0⟩ = δλ1µ1δλ2µ2zλ1(p)zλ2(p)p|λ2| (λ1, µ1, λ2, µ2 ∈ P).
Here we remark that the boson operator V (p; z) only contains the generators of the
form am, anp
|n| (m,n ∈ Z \ {0}). Further such generators act on the boson Fock space F
as C[[p]]-linear operators because of the relations (1.6). By expanding the boson operator



































































Since aµ|u⟩ = 0 (|µ| ≫ 0) for any |u⟩ ∈ F , the terms such that m ≫ 0 in (1.9) act on
the boson Fock space F . By the conditions |κ| ≤ d+m, |µ| ≤ D − d+m− n in (1.9),
m in the summation (1.9) can not be so small. This implies that V (p)[n]|u⟩ ∈ F for any
|u⟩ ∈ F , i.e. V (p)[n] ∈ EndC[[p]](F). Thus we have
Proposition 1.4. The boson operator defined by























is well-defined as V (p; z) ∈ EndC[[p]](F)[[z, z−1]].


























(|x| < 1). (1.10)
By the expression of (1.10), we understand Θp(x)/(p; p)∞ ∈ Q((x))[[p]].
Proposition 1.5. The boson operator V (p; z) ∈ EndC[[p]](F)[[z, z−1]] satisfies
V (p; z)V (p;w) =
Θp(w/z)
(p; p)∞
: V (p; z)V (p;w) :, (1.11)
where Θp(w/z)/(p; p)∞ in (1.11) is regarded as an element of Q((w/z))[[p]].
Consequently, we obtain the boson operator V (p; z) ∈ EndC[[p]](F)[[z, z−1]] which is
an elliptic analog of the boson operator V (z). The most important thing is that the
well-definedness of the boson operator V (p; z) is guaranteed by the p-expansion.
We notice that there exists a correspondence between the trigonometric case and the
elliptic case as follows:




[am, an] = m(1− p|m|)δm+n,0,








































This means that we can define the elliptic boson operators from those of the trigonometric
case by the above procedure.
We give some comments on the correspondence between the above method and the
free field realization on the torus. In the conformal field theory on the torus, it is known
that some elliptic functions appear from correlation functions of field operators. Here we
prepare a toy model to explain how the method of the elliptic deformation works.
Elliptic correlation function via the trace. We will use terminologies on boson
operators defined in the first part of Section 1.2. Let b be the associative C-algebra
generated by {an}n∈Z\{0} with the following relation.
[am, an] = mδm+n,0 (m,n ∈ Z \ {0}).
The boson Fock space is defined by F = spanC{a−λ|0⟩ |λ ∈ P}. Define boson operators

























: aka−k+n : (n ∈ Z).
Then by Wick’s theorem, we can check that [L0, an] = −nan (n ∈ Z \ {0}).
Let p be a formal variable. For each element O ∈ EndC(F), we define the correlation






We remark that trF(p
L0) in the denominator of (1.12) is needed to normalize the correla-









where p(n) := ♯{λ ∈ P | |λ| = n} (n ≥ 0) denotes the number of partitions of size n.








⟨aman⟩pz−mw−n ∈ C[[p]][[z, z−1, w, w−1]].


















where we have used [am, a(w)]=mw
m (m∈Z \ {0}). Since trF(AB) = trF(BA), we have












= mwm + pm⟨ama(w)⟩p.




(m ∈ Z \ {0})






∈ C[[p]][[z, z−1, w, w−1]]. (1.13)
LetDx := x∂/∂x be the Euler derivative operator. The Eisenstein functions Ek(x) (k ≥ 1)
are defined by
Ek(x) := −Dkx log Θp(x) (x ∈ C×).
Then it can be checked that
E1(px) = E1(x) + 1, Ek(px) = Ek(x) (k ≥ 2).
Hence the Eisenstein functions Ek(x) (k ≥ 2) are elliptic functions in x ∈ C×. Then




























∈ Q[x, x−1][[p]] (|x| < 1).
Therefore the correlation function ⟨a(z)a(w)⟩p is written as
⟨a(z)a(w)⟩p = E2(w/z) ∈
w/z
(1− w/z)2
+Q[w/z, z/w][[p]] (|w/z| < 1).
Elliptic correlation function via the elliptic boson operators. We use the
notation in Definition 1.1, 1.2, 1.3. We regard p as a formal variable. Let bC[[p]] be
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the C[[p]]-subring of bC((p)) generated by {an}n∈Z\{0}, {anp|n|}n∈Z\{0}. We define boson
operators φ(p; z), a(p; z) ∈ EndC[[p]](F)[[z, z−1]] by






























We remark that the boson operators φ(p; z), a(p; z) are elliptic analogs of the boson
operators φ(z), a(z), respectively. Then the product a(p; z)a(p;w) is calculated as follows.

















We notice that the second term of (1.14) is exactly the same as the expansion of the
Eisenstein function E2(w/z). Thus we have
⟨0|a(p; z)a(p;w)|0⟩ = E2(w/z) ∈
w/z
(1− w/z)2
+Q[w/z, z/w][[p]] (|w/z| < 1). (1.15)
Summarizing the above, we get the following equality.
⟨a(z)a(w)⟩p = ⟨0|a(p; z)a(p;w)|0⟩ = E2(w/z). (1.16)
Therefore we may conclude that our method of elliptic deformation gives another for-
mulation of the free field realization on the torus. Then in the case of using the elliptic
boson operators, it is remarkable that the Eisenstein function E2(x) can be derived from
simple calculations due to Wick’s theorem. The above example tells us the usefulness of
the elliptic boson operators.
1.3 Main results
Here we summarize the main results of this thesis. Let q, t ∈ C× be parameters satisfying
|q| < 1, |t−1| < 1 and qatb ̸= 1 for any (a, b) ∈ Z2 \{(0, 0)}. The symbol K := Q(q1/4, t1/4)
denotes the set of rational functions of q1/4, t1/4 over Q. We regard p as a formal variable.
For a positive integer N ∈ Z>0, we define power sum polynomials by
pn(x1, · · ·, xN) :=
N∑
i=1
xni , (n ∈ Z>0), pλ(x1, · · ·, xN) :=
ℓ(λ)∏
i=1
pλi(x1, · · ·, xN) (λ ∈ P).
In the following, we fix the number of variables N∈Z>0 basically, and we use the short-
handed notation pλ(x) := pλ(x1, · · · , xN). We also define power sum polynomials which




x−ni (n ∈ Z>0), pλ(x) :=
ℓ(λ)∏
i=1
pλi(x) (λ ∈ P).
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λµ∈K (d≥0, λ, µ∈P)
 .
Let Tq,x be the q-shift operator defined by Tq,xf(x) := f(qx).
Definition 1.7 (Elliptic Ruijsenaars operator [Ruij]). The elliptic Ruijsenaars op-
erator HN(q, t, p) : ΛN(q, t, p) → ΛN(q, t, p) is defined by








Proposition 1.8. The elliptic Ruijsenaars operator HN(q, t, p) (N ∈ Z>0) is well-defined
as HN(q, t, p) ∈ EndK[[p]](ΛN(q, t, p)).
Definition 1.9 (Algebras of bosons BK((p)) and BK[[p]]). Let BK((p)) be the associative
K((p))-algebra generated by the generators {an}n∈Z\{0}, {an}n∈Z\{0} with the following
relations.
[am, an] = m
(1− q|m|)(1− p|m|)
1− t|m|




[am, an] = 0 (m,n ∈ Z \ {0}).
Let BK[[p]] be the K[[p]]-subring of BK((p)) generated by {an}n∈Z\{0}, {anp|n|}n∈Z\{0}.
We define the normal ordering : • : by
: aman ::=
{
aman (m < n),
anam (m ≥ n),
: aman ::=
{
aman (m < n),
anam (m ≥ n).
Definition 1.10 (Boson Fock spaces F , F †). Let |0⟩ be the vacuum vector satisfying









cdλµa−λa−µ|0⟩pd (∃nu ∈ Z)
∣∣∣∣∣∣∣∣ c
d
λµ ∈ K (d ≥ 0, λ, µ ∈ P)
 .
Let ⟨0| be the dual vacuum vector satisfying the conditions ⟨0|an = ⟨0|an = 0 (n < 0).








cdλµ⟨0|aλaµpd (∃nu ∈ Z)
∣∣∣∣∣∣∣∣ c
d
λµ ∈ K (d ≥ 0, λ, µ ∈ P)
 .
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Definition 1.11 (Boson operators η(p; z), ξ(p; z) and φ±(p; z)). Set γ := (qt−1)−1/2.
Define boson operators η(p; z), ξ(p; z) and φ±(p; z) ∈ EndK[[p]](F)[[z, z−1]] by










































φ+(p; z) :=: η(p; γ1/2z)ξ(p; γ−1/2z) :, φ−(p; z) :=: η(p; γ−1/2z)ξ(p; γ1/2z) : .
Definition 1.12 (Boson operators ϕ(p; z), ϕ†(p; z)). Let ϕ(p; z)∈EndK[[p]](F)[[z, z−1]]
and ϕ†(p; z)∈EndK[[p]](F †)[[z, z−1]] be boson operators defined as follows.






































For N ∈ Z>0, set ϕN(p; x) :=
∏N





†(p; xj). We use the
notation (η(p; z))±, (ξ(p; z))± as










































The symbol [f(z)]1 denotes the constant term of f(z) in z.
Theorem 1.13 (Free field realization of the elliptic Ruijsenaars operator [Sa1]).
(1) The elliptic Ruijsenaars operator HN(q, t, p) is reproduced by the operator η(p; z) as
follows. [








HN(q, t, p)ϕN(p; x)|0⟩.
(2) The elliptic Ruijsenaars operator HN(q
−1, t−1, p) is reproduced by the operator
ξ(p; z) as follows. [









Definition 1.14 (Elliptic Ding-Iohara-Miki algebra U(q, t, p) [Sa1]). Set the K[[p]]-
valued holomorphic functions f±(p; x) in x ∈ C× and the K[[p]]-valued meromorphic
function gp(x) in x ∈ C× as
f+(p;x) := Θp(qx)Θp(t
−1x)Θp(q





































and C be a central, invertible element. We impose the following relations:






















−(z/w)3f±(p;w/z)x±(p; z)x±(p;w) = f±(p; z/w)x±(p;w)x±(p; z),

























n∈Z[[x, x−1]] is the formal delta function. We define the elliptic Ding-





n∈Z and C with the above relations.
Theorem 1.15 (Free field realization of the elliptic Ding-Iohara-Miki algebra
U(q, t, p) [Sa1]). Let η(p; z), ξ(p; z), and φ±(p; z) be the boson operators defined in Defi-
nition 1.11. Then the map π : U(q, t, p) → EndK[[p]](F) defined by
C 7→ γ, x+(p; z) 7→ η(p; z), x−(p; z) 7→ ξ(p; z), ψ±(p; z) 7→ φ±(p; z)
gives a representation of the elliptic Ding-Iohara-Miki algebra U(q, t, p).
Definition 1.16 (Elliptic Feigin-Odesskii algebra A(p) [FO][FHHSY]). Define an
n-variable meromorphic function εn(q, p;x) (n ∈ Z>0) in x1, · · · , xn ∈ C× by














We define the action of the symmetric group SN of degree N on N -variable functions by
σ · (f(x1, · · · , xN)) := f(xσ(1), · · · , xσ(N)) (σ ∈ SN).
We define the symmetrizer as





σ · (f(x1, · · · , xN)).
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Define the star product ∗ between f(x1, · · · , xm) and g(x1, · · · , xn) as
(f ∗ g)(x1, · · · , xm+n) := Sym
[







Then we notice (f ∗ g) ∗ h = f ∗ (g ∗ h). For a partition λ, we set ελ(q, p;x) as
ελ(q, p;x) := (ελ1(q, p; •) ∗ · · · ∗ ελℓ(λ)(q, p; •))(x).
Set A0(p) := K[[p]], An(p) := spanK[[p]]{ελ(q, p; x) | |λ| = n} (n ≥ 1). The elliptic Feigin-
Odesskii algebra is defined by A(p) :=
⊕
n≥0 An(p) whose algebra structure is given by
the star product ∗.
Proposition 1.17 ([FO][FHHSY]). The elliptic Feigin-Odesskii algebra (A(p), ∗) is
unital, associative, and commutative.
We introduce zero mode generators a0 which satisfy the relation:
[an, a0] = [an, a0] = 0 (n ∈ Z \ {0}), (1.18)
where an, an (n∈Z\{0}) are generators in Definition 1.9. Let BK[[p]]⟨a0⟩ := BK[[p]]⊕K[[p]]a0
be the boson algebra over K[[p]] with the zero mode a0. For α ∈ K[[p]], let |α⟩ be the
vacuum vector satisfying an|α⟩ = an|α⟩ = 0 (n > 0) and a0|α⟩ = α|α⟩. Dually, let ⟨α|
be the dual vacuum vector satisfying ⟨α|an = ⟨α|an = 0 (n < 0) and ⟨α|a0 = α⟨α|. For
α ∈ K[[p]], we define the boson Fock space Fα as a left BK[[p]]⟨a0⟩-module and the dual








cdλµa−λa−µ|α⟩pd (∃nu ∈ Z)
∣∣∣∣∣∣∣∣ c
d









cdλµ⟨α|aλaµpd (∃nu ∈ Z)
∣∣∣∣∣∣∣∣ c
d
λµ ∈ K (d ≥ 0, λ, µ ∈ P)
 .
Definition 1.18 (Boson operators E(p; z), F (p; z)). Set η̃(p; z), ξ̃(p; z) by
η̃(p; z) := (η(p; z))−(η(p; p
−1z))+, ξ̃(p; z) := (ξ(p; z))−(ξ(p; p
−1z))+.
Define boson operators E(p; z), F (p; z) ∈
⊕
α∈K[[p]] EndK[[p]](Fα)[[z, z−1]] as follows:
E(p; z) := η(p; z)− η̃(p; z)t−a0 , F (p; z) := ξ(p; z)− ξ̃(p; z)ta0 . (1.19)
Definition 1.19. We define a K[[p]]-linear map Op : A(p) →
⊕
α∈K[[p]] EndK[[p]](Fα) as
follows. For f ∈ An(p), we define
Op(f) :=
[








Here [f(z1, · · · , zn)]1 denotes the constant term of f(z1, · · · , zn) in z1, · · · , zn. We extend
the map K[[p]]-linearly.
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Proposition 1.20. For any f , g ∈ A(p), we have Op(f ∗ g) = Op(f)Op(g).
Theorem 1.21 (Commutative family M(p) [Sa2]). Set M(p) := Op(A(p)). Then
this space is a commutative subalgebra of boson operators.
Definition 1.22. We define a K[[p]]-linear map O′p : A(p) →
⊕
α∈K[[p]] EndK[[p]](Fα) as







For f ∈ An(p), we define
O′p(f) :=
[








We extend the map K[[p]]-linearly.
Theorem 1.23 (Commutative family M′(p) [Sa2]). Set M′(p) := O′p(A(p)). Then
this space is a commutative subalgebra of boson operators.
Theorem 1.24 ([Sa2]). Commutative families M(p), M′(p) satisfy [M(p),M′(p)] = 0.
Corollary 1.25 ([Sa2]). Elements in M(p), M′(p) act on ϕN(p;x)|N⟩ as q-difference
operators in EndK[[p]](ΛN(q, t, p)) commuting with each other. By the free field realization
of the elliptic Ruijsenaars operator, these commuting q-difference operators also commute
with the elliptic Ruijsenaars operators HN(q, t, p), HN(q
−1, t−1, p).
Organization of this thesis
Chapter 2 is devoted to explain the algebra of boson and the boson operators which are
the main tools of this thesis.
In Chapter 3, we construct the free field realization of the elliptic Ruijsenaars operator
and explain how the elliptic Ding-Iohara-Miki algebra arises.
In Chapter 4, we reformulate Langmann’s results in [L1][L2] on the elliptic Calogero-
Sutherland model. We construct the free field realization of the elliptic analog of the
Jack operator, and derive the functional equations concerning with the elliptic Calogero-
Sutherland Hamiltonian.
In Chapter 5, we will construct two families of commuting q-difference operators con-
taining the elliptic Ruijsenaars operators. It is based on our free field realization of the
elliptic Ruijsenaars operator and the elliptic Feigin-Odesskii algebra.
In Chapter 6, we give perspectives on further problems and related topics involving
an elliptic analog of the Macdonald symmetric functions, an attempt to construct the
modular double of the Ding-Iohara-Miki algebra.
Chapter 7 is Appendix containing basic facts on the Macdonald symmetric functions,
an overview of results due to Feigin-Hashizume-Hoshino-Shiraishi-Yanagida [FHHSY].
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In this chapter, we introduce the algebras of bosons BK((p)), BK[[p]], some boson operators
which play important roles in this thesis. We verify their operator product expansions
(OPE for short).
2.1 Algebras of bosons BK((p)) and BK[[p]]
Let q, t ∈ C× be parameters satisfying the conditions |q| < 1, |t−1| < 1 and qatb ̸= 1 for
any (a, b) ∈ Z2 \ {(0, 0)}. Let p be a formal variable. Set K := Q(q1/4, t1/4).
Definition 2.1 (Algebras of bosons BK((p)), BK[[p]]). Let BK((p)) be the associative
K((p))-algebra generated by {an}n∈Z\{0}, {an}n∈Z\{0} with the following relations.
[am, an] = m
(1− q|m|)(1− p|m|)
1− t|m|




[am, an] = 0 (m,n ∈ Z \ {0}). (2.1)
Let BK[[p]] be the K[[p]]-subring of BK((p)) generated by {an}n∈Z\{0}, {anp|n|}n∈Z\{0}.
Remark 2.2. The defining relations in (2.1) is suitably chosen so that the kernel function
for the elliptic Ruijsenaars operator will be reproduced nicely (Proposition 3.9).
We define the normal ordering : • : by
: aman ::=
{
aman (m < n),
anam (m ≥ n),
: aman ::=
{
aman (m < n),
anam (m ≥ n).
2.2 Boson Fock spaces
We define two boson Fock spaces F , F † as a left, right BK[[p]]-module over K[[p]], respec-
tively.
Definition 2.3 (Boson Fock spaces F , F †). Let |0⟩ be the vacuum vector satisfying










cdλµa−λa−µ|0⟩pd (∃nu ∈ Z)
∣∣∣∣∣∣∣∣ c
d
λµ ∈ K (d ≥ 0, λ, µ ∈ P)
 .
Let ⟨0| be the dual vacuum vector satisfying the conditions ⟨0|an = ⟨0|an = 0 (n < 0).








cdλµ⟨0|aλaµpd (∃nu ∈ Z)
∣∣∣∣∣∣∣∣ c
d
λµ ∈ K (d ≥ 0, λ, µ ∈ P)
 .
Definition 2.4 (Bilinear form ⟨•|•⟩ : F † ×F → K[[p]]). Define zλ(q, t, p) by





(λ ∈ P), (2.2)
where zλ (λ ∈ P) is defined in page 3. The symbol ⟨•|•⟩ : F † × F → K[[p]] denotes the
K[[p]]-bilinear form defined by the following condition.
⟨0|aλ1aλ2p|λ2|a−µ1a−µ2p|µ2||0⟩
= δλ1µ1δλ2µ2zλ1(q, t, p)zλ2(q, t, p)(q
−1tp)|λ2| (λ1, µ1, λ2, µ2 ∈ P).
We notice that if ⟨u| ∈ pd1F †, |v⟩ ∈ pd2F , then ⟨u|v⟩ ∈ pd1+d2K[[p]].
2.3 Boson operators
We define boson operators as elements of EndK[[p]](F)[[z, z−1]] or EndK[[p]](F †)[[z, z−1]].
Definition 2.5 (Boson operators). A formal sum A(z) =
∑
n∈ZAnz
−n is called a boson







−n be boson operators. Then the com-





−mw−n ∈ EndK[[p]](F)[[z, z−1, w, w−1]].
Definition 2.6. Let A(z1, · · · , zN) be the boson operator of the form





1 · · · z
−nN
N ∈ EndK[[p]](F)[[zi, z
−1
i | 1 ≤ i ≤ N ]].
ThenA(z1, · · ·, zN) is called a boson operator-valued meromorphic function in z1, · · ·, zN∈C×
if for any ⟨u| ∈ F †, |v⟩ ∈ F , the matrix element ⟨u|A(z1, · · · , zN)|v⟩ can be analytically
continued to a meromorphic function in z1, · · · , zN ∈ C×.
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We introduce the boson operators η(p; z), ξ(p; z) and φ±(p; z) ∈ EndK[[p]](F)[[z, z−1]]
as follows.
Definition 2.7 (Boson operators η(p; z), ξ(p; z) and φ±(p; z)). Set γ := (qt−1)−1/2.
Define boson operators η(p; z), ξ(p; z) and φ±(p; z) ∈ EndK[[p]](F)[[z, z−1]] by










































φ+(p; z) :=: η(p; γ1/2z)ξ(p; γ−1/2z) :, φ−(p; z) :=: η(p; γ−1/2z)ξ(p; γ1/2z) : . (2.5)

























































































































For |u⟩ ∈ F , by the conditions an|u⟩ = 0 (n ≫ 1) and |κ| ≤ d+m, |ν| ≤ D − d+m− n
in (2.7), we have η(p)[n]|u⟩ ∈ F , i.e. η(p)[n] ∈ EndK[[p]](F). This shows that the operator
η(p; z) is well-defined as η(p; z) ∈ EndK[[p]](F)[[z, z−1]]. Well-definedness of other boson
operators are also shown in a similar way.
Remark 2.8. The boson operators η(p; z), ξ(p; z) play crucial roles in the free field
realization of the elliptic Ruijsenaars operator (Theorem 3.13, 3.14).
2.4 Operator product expansions
Here we investigate the operator product expansions among the boson operators η(p; z),
ξ(p; z) and φ±(p; z).
Theorem 2.9 (Relations among η(p; z), ξ(p; z) and φ±(p; z) [Sa1]). Set the K[[p]]-
valued holomorphic functions f±(p; x) in x ∈ C× and the K[[p]]-valued meromorphic func-
tion gp(x) in x ∈ C× as follows.
f+(p; x) := Θp(qx)Θp(t
−1x)Θp(q












Then the boson operators η(p; z), ξ(p; z) and φ±(p; z) satisfy the following relations.
































−(z/w)3f+(p;w/z)η(p; z)η(p;w) = f+(p; z/w)η(p;w)η(p; z), (2.13)























where δ(z) denotes the formal delta function defined by δ(z) :=
∑
n∈Z z
n ∈ Z[[z, z−1]].
These relations should be understood by means of the EndK[[p]](F)-valued meromorphic
functions in z, w ∈ C× except for (2.15).
Remark 2.10. Consider the expansion as η(p; z) =
∑
n∈Z η(p)[n]z
−n. Then the relation






{(γw)mφ+(p; γ1/2w)− (γ−1w)mφ−(p; γ−1/2w)}.
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: η(p; z)η(p;w) :,





: η(p; z)η(p;w) : (|w/z| < 1).
This means that for any ⟨u| ∈ F †, |v⟩ ∈ F , we have
⟨u|η(p; z)η(p;w)|v⟩ = Θp(w/z)Θp(qt
−1w/z)
Θp(qw/z)Θp(t−1w/z)
⟨u| : η(p; z)η(p;w) : |v⟩
in the region |w/z| < 1 as a relation between K[[p]]-valued meromorphic functions in z,









⇔ −(z/w)3f+(p;w/z)η(p; z)η(p;w) = f+(p; z/w)η(p;w)η(p; z)
as a relation of EndK[[p]](F)-valued meromorphic functions in z, w ∈ C×.



























































: ξ(p; z)ξ(p;w) :
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⇔ −(z/w)3f−(p;w/z)ξ(p; z)ξ(p;w) = f−(p; z/w)ξ(p;w)ξ(p; z).



















































By these expressions, the relation [φ±(p; z), φ±(p;w)]=0 is trivial. Here we can check that






























with the condition |x| < min{|q|, |q|−1, |t|, |t−1|, |qt−1|, |qt−1|−1} = |qt−1|. We can also
check gp(x
−1) = gp(x)


























































with |w/z| < min{|γ|, |γ|−1}|qt−1| = |γ|−3.
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with |w/z| < |γ|−5/2.






























































































































with |z/w| < |γ|−5/2.



























































: η(p; z)ξ(p;w) :





























































: η(p; z)ξ(p;w) :
28












































: η(p; z)ξ(p;w) :,
where integral contours C1, C2 are chosen by
C1 : |z| > |γw|, C2 : |z| < |γ−1w|.


















(γw)mφ+(p; γ1/2w)− (γ−1w)mφ−(p; γ−1/2w)
}
. (2.19)




In this chapter, we construct the free field realization of the elliptic Ruijsenaars operator
and define the elliptic Ding-Iohara-Miki algebra [Sa1].
3.1 Free field realization of the elliptic Ruijsenaars
operator
Assume that q, t ∈ C× satisfy |q| < 1, |t−1| < 1 and qatb /∈ 1 for any (a, b) ∈ Z2 \ {(0, 0)}.
Let p be a formal variable. Let K := Q(q1/4, t1/4) be the field of rational functions of q1/4,
t1/4. Let pn(x1, · · ·, xN) (n,N∈Z>0) be the power sum symmetric polynomials defined by
pn(x1, · · ·, xN) :=
N∑
i=1
xni (n ∈ Z>0), pλ(x1, · · ·, xN) :=
ℓ(λ)∏
i=1
pλi(x1, · · ·, xN) (λ ∈ P).
In the following, we use the shorthand notation pλ(x) := pλ(x1, · · · , xN) (λ ∈ P). We




x−ni (n ∈ Z>0), pλ(x) :=
ℓ(λ)∏
i=1
pλi(x) (λ ∈ P).
We define a subset of the space K[xi, x−1i | 1 ≤ i ≤ N ]SN [[p]] as follows.
Definition 3.1 (Space ΛN(q, t, p)). Define the K[[p]]-module ΛN(q, t, p) (N ∈ Z>0) as
the set of formal power series in p whose coefficients are elements in the space of symmetric












λµ∈K (d≥0, λ, µ∈P)
 .
Definition 3.2 (Elliptic Ruijsenaars operator [Ruij]). Let Tq,x be the q-shift operator
defined by Tq,xf(x) := f(qx). The elliptic Ruijsenaars operator HN(q, t, p) (N ∈ Z>0) is
defined by









Proposition 3.3. The elliptic Ruijsenaars operator HN(q, t, p) (N ∈ Z>0) is well-defined
as HN(q, t, p) ∈ EndK[[p]](ΛN(q, t, p)).
For the proof of Proposition 3.3, we need the following lemma. Define the K[[p]]-valued









































































Proof . (1) The proof of (3.1) is due to the Riemann relation of the theta function and
induction of N . For more details, see [KNS], or Appendix of [Sa1].


















n (n ∈ Z),
where the integral contour C is chosen as
C : |txi| < |z| (1 ≤ i ≤ N).






























































d (n ∈ Z). □
Proof of Proposition 3.3 . It is sufficient to show
HN(q, t, p)pm(x)pn(x)p
n ∈ ΛN(q, t, p).
Since Tq,xipm(x), Tq,xipn(x) are
Tq,xipm(x) = (q
m − 1)xmi + pm(x), Tq,xipn(x) = (q−n − 1)x−ni + pn(x),
the action of HN(q, t, p) on pm(x)pn(x)p
n is given by
HN(q, t, p)pm(x)pn(x)p
n




























i ∈ ΛN(q, t, p) (n ∈ Z).
This leads to that
HN(q, t, p)pm(x)pn(x)p
n ∈ ΛN(q, t, p)
and further
HN(q, t, p)f(x) ∈ ΛN(q, t, p) (f(x) ∈ ΛN(q, t, p)).
This shows Proposition 3.3. □
We employ the kernel function for the elliptic Ruijsenaars operator obtained by Komori-
Noumi-Shiraishi [KNS].
Definition 3.5 (Kernel function for the elliptic Ruijsenaars operator [KNS]).
Define the meromorphic function ΠMN(q, t, p)(x, y) (M,N ∈ Z>0) in x1, · · · , xM ∈ C×
and y1, · · · , yN ∈ C× as follows.








Proposition 3.6. Let the symbol HN(q, t, p)x (resp.HN(q, t, p)y) be the elliptic Ruijse-
naars operator acting on functions of x1, · · · , xN (resp. y1, · · · , yN). Then the following
relation holds.
HN(q, t, p)xΠNN(q, t, p)(x, y) = HN(q, t, p)yΠNN(q, t, p)(x, y). (3.4)
We refer [KNS], Theorem 2.1 (1) for the proof. We will show the generalized version
of the functional equation (3.4) in Theorem 3.16 later.
Proposition 3.7 (p-Expansion of ΠMN(q, t, p)(x, y)). Let ΠMN(q, t)(x, y) (M,N∈Z>0)
be the kernel function for the Macdonald operator defined by







Then the p-expansion of the kernel function ΠMN(q, t, p)(x, y) (M,N ∈ Z) is given by








where pλ(x)pµ(x) contains M-variables x1, · · · , xM and pλ(y)pµ(y) contains N -variables













































ΠMN(q, t, p)(x, y)















































is regarded as an element in the set of formal power series in p whose coefficients are in the
























Then we can reproduce the kernel function ΠMN(q, t, p)(x, y) as follows.
Definition 3.8 (Boson operators ϕ(p; z), ϕ†(p; z)). Let ϕ(p; z)∈EndK[[p]](F)[[z, z−1]]
and ϕ†(p; z)∈EndK[[p]](F †)[[z, z−1]] be boson operators defined as follows.






































































































This shows ϕ(p)[n] ∈ EndK[[p]](F), so that ϕ(p; z) ∈ EndK[[p]](F)[[z, z−1]]. We can check
the well-definedness of the operator ϕ†(p; z) similarly.
For a positive integerN ∈ Z>0, set ϕN(p; x) :=
∏N











i | 1 ≤ i ≤ N ]]SN .
Proposition 3.9. The kernel function ΠMN(q, t, p)(x, y) is reproduced from ϕ
†
M(p;x) and
ϕN(p; y) as follows.
⟨0|ϕ†M(p;x)ϕN(p; y)|0⟩ = ΠMN(q, t, p)(x, y), (3.6)
where |xiyj|<|t|−1 (1≤i≤M , 1≤j≤N). We understand that the relation (3.6) is an iden-
tity as formal power series in p with coefficients of rational functions in x1, · · · , xM ∈ C×
and y1, · · · , yN ∈ C×; that is, ΠMN(q, t, p)(x, y) in (3.6) is expanded as in the form (3.5).



















































: ϕ†(p; z)ϕ(p;w) :
with the condition |zw| < min{1, |t|−1} = |t|−1. This shows (3.6). □
Before proceeding to the free field realization of the elliptic Ruijsenaars operator,
we derive a relation between the theta function Θp(x) = (p; p)∞(x; p)∞(px
−1; p)∞ and
the delta function δ(x) :=
∑
n∈Z x
























































d, bλd := ♯





















































(p; p)∞(px; p)∞(px−1; p)∞
= δ(x)× 1




δ(x) ∈ Q[[x, x−1]][[p]].
Summarizing,



















By using operators η(p; z), ξ(p; z) defined in Definition 2.7, we can reproduce the ellip-
tic Ruijsenaars operator as follows. First recall that ϕN(p;x)|0⟩∈F [[xi, x−1i | 1≤i≤N ]]SN .








d (nu ∈ Z).
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Since ⟨0|aλaµϕN(p;x)|0⟩=pλ(x)pµ(x) (λ, µ∈P), the matrix element ⟨u|ϕN(p;x)|0⟩ defines








d ∈ ΛN(q, t, p).








d (nu ∈ Z),









s.t. ⟨u|ϕN(p; x)|0⟩ = u(x). Thus we obtain the correspondence F † ↔ ΛN(q, t, p) by
F † ∋ ⟨u| ↔ ⟨u|ϕN(p;x)|0⟩ = u(x) ∈ ΛN(q, t, p).
Remark 3.11. Here we remark that the correspondence is not isomorphism, because
power sum functions pλ(x), pλ(x) (λ ∈ P) are not linearly independent over K[[p]] if the
number of variables x1, · · · , xN is finite. In other words, the map as
F † ∋ ⟨u| 7→ ⟨u|ϕN(p;x)|0⟩ ∈ ΛN(q, t, p)
is well-defined, however the correspondence
ΛN(q, t, p) ∋ u(x) → ⟨u| ∈ F †
can not be a well-defined map.
We show that the actions of η(p; z), ξ(p; z) on F † can be rewritten to the actions of
elliptic Ruijsenaars operators HN(q, t, p), HN(q
−1, t−1, p) with respect to the correspon-
dence F † ↔ ΛN(q, t, p).
For the proof of the free field realization of the elliptic Ruijsenaars operator, we need
the following lemma. We use the notation as










































Lemma 3.12. (1) The operators η(p; z), ϕ(p; z) ∈ EndK[[p]](F)[[z, z−1]] satisfy the follow-
ing relations.
(η(p; tz))−ϕ(p; z) = ϕ(p; qz), ϕ





: η(p; z)ϕ(p;w) : (|w/z| < |t|−1). (3.10)
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(2) The operators ξ(p; z), ϕ(p; z) ∈ EndK[[p]](F)[[z, z−1]] satisfy the following relations.
(ξ(p; γz))−ϕ(p; z) = ϕ(p; q





: ξ(p; z)ϕ(p;w) : (|w/z| < |tγ|−1). (3.12)
Proof . The relation (3.9) follows from simple calculations. The relation (3.10) is shown



























: η(p; z)ϕ(p;w) :,
where we need |w/z| < min{1, |t|−1} = |t|−1. The relations (3.11), (3.12) are shown
similarly. □




f(z) denotes the constant term of f(z) in z.
Theorem 3.13 (Free field realization of the elliptic Ruijsenaars operator [Sa1]).
(1) The elliptic Ruijsenaars operator HN(q, t, p) is reproduced by the operator η(p; z) as
follows. [








HN(q, t, p)ϕN(p; x)|0⟩. (3.13)
(2) The elliptic Ruijsenaars operator HN(q
−1, t−1, p) is reproduced by the operator
ξ(p; z) as follows. [








−1, t−1, p)ϕN(p;x)|0⟩. (3.14)
Proof . Here we prove the formula (3.13). First we give an intuitive proof. By the






: η(p; z)ϕN(p;x) :,
where we need |xi/z| < |t|−1 (1 ≤ i ≤ N). From the partial fraction expansion formula























































Here we use the relation Θp(ax)/Θp(bx) = Θp(pa
−1x−1)/Θp(pb
−1x−1). Hence we have












By the relation (η(p; tz))−ϕ(p; z) = ϕ(p; qz), we have





HN(q, t, p)ϕN(p; x)|0⟩.
We give another proof without the delta function. We already have














with conditions |z/xi| < |t| (1 ≤ i ≤ N). Thus we have































where the integral contours C1, C2 are chosen as
C1 : |xi/z| < |t|−1 ⇔ |z| > |txi| (1 ≤ i ≤ N),
C2 : |z/xi| < |t| ⇔ |z| < |txi| (1 ≤ i ≤ N).
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Therefore the contour C1 − C2 encircles points z = txi (1 ≤ i ≤ N). By the partial
fraction expansion, we have


































HN(q, t, p)ϕN(p;x)|0⟩. □
There is also a dual version of Theorem 3.13. This can be shown in a similar way.
Theorem 3.14 (Dual version of Theorem 3.13). The operators η(p; z), ξ(p; z) repro-
duce the elliptic Ruijsenaars operators HN(q, t, p), HN(q
−1, t−1, p) as follows.
⟨0|ϕ†N(p;x)
[







HN(q, t, p)⟨0|ϕ†N(p; x), (3.15)
⟨0|ϕ†N(p; x)
[







−1, t−1, p)⟨0|ϕ†N(p;x). (3.16)
Remark 3.15. The free field realization of the elliptic Ruijsenaars operators means that
the maps
ϕN(p;x)|0⟩ : F † → ΛN(q, t, p), ⟨0|ϕ†(p; x) : F → ΛN(q, t, p)
play roles of intertwining operators between
•
[


















By using the free field realization of the elliptic Ruijsenaars operator, we obtain the
functional equation of the elliptic kernel function ΠMN(q, t, p)(x, y) as follows.
Theorem 3.16 (Functional equation of the kernel function ΠMN(q, t, p)(x, y) [Sa2]).
We define CMN(p;x, y) as
CMN(p;x, y) :=
⟨0|ϕ∗M(p; x) [(η(p; z))−(η(p; p−1z))+]1 ϕN(p; y)|0⟩

















where the integral contour C is chosen by
C : |z| < min{|x1|−1, · · · , |xM |−1, |y1|, · · · , |yN |}.
The function CMN(p; x, y) is an element in the set of formal power series in p with co-
efficients of Laurent polynomial in x1, · · · , xM and y1, · · · , yN over K. For the elliptic
Ruijsenaars operator and the kernel function ΠMN(q, t, p)(x, y), we have the following
functional equation.




CMN(p; x, y)ΠMN(q, t, p)(x, y). (3.18)
Here the symbol HM(q, t, p)x (resp.HN(q, t, p)y) denotes the elliptic Ruijsenaars operator
acting on functions of x1, · · · , xM (resp. y1, · · · , yN).
Proof . The proof is straightforward. Calculation of the matrix element
⟨0|ϕ†M(p;x) [η(p; z)]1 ϕN(p; y)|0⟩
in different two ways by Theorem 3.13, 3.14 leads to that





HM(q, t, p)xΠMN(q, t, p)(x, y) + t





HN(q, t, p)yΠMN(q, t, p)(x, y) + t
−NCMN(p; x, y)ΠMN(q, t, p)(x, y).
Therefore we obtain Theorem 3.16. □
Remark 3.17. (1) In the case M = N , the functional equation (3.18) recovers the result
due to Komori-Noumi-Shiraishi in Proposition 3.6.
(2) The trigonometric limit lim
p→0
CMN(p; x, y) is given by



























Hence by taking the limit p→ 0, the formula (3.18) reduces to the functional equation of
the kernel function for the Macdonald operator (7.22) in Appendix.
3.2 Elliptic Ding-Iohara-Miki algebra U(q, t, p)
The elliptic Ding-Iohara-Miki algebra is an elliptic analog of the Ding-Iohara-Miki algebra
introduced by the author [Sa1].
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Definition 3.18 (Elliptic Ding-Iohara-Miki algebra U(q, t, p) [Sa1]). Set the K[[p]]-
valued holomorphic functions f±(p; x) in x ∈ C× and the K[[p]]-valued meromorphic
function gp(x) in x ∈ C× as
f+(p;x) := Θp(qx)Θp(t
−1x)Θp(q



































and C be a central, invertible element. We impose the following defining relations:






















−(z/w)3f±(p;w/z)x±(p; z)x±(p;w) = f±(p; z/w)x±(p;w)x±(p; z),






















We define the elliptic Ding-Iohara-Miki algebra U(q, t, p) to be an associativeK[[p]]-algebra






n∈Z and C with the above relations.
Remark 3.19. (1) We give the meaning to the relations of the elliptic Ding-Iohara-Miki
algebra U(q, t, p) by the following way. For example, the relation
−(z/w)3f+(p;w/z)x+(p; z)x+(p;w) = f+(p; z/w)x+(p;w)x+(p; z) (3.20)
can be rewritten as follows. By Jacobi’s triple product formula as
















n (∃Nd ∈ Z>0).

































































[−a− n]x+d3 [a−m]. (3.23)
Then the relation (3.23) involves finite summation containing finite sums of generators.
Other relations can be rewritten in a similar way. Thus the elliptic Ding-Iohara-Miki
algebra U(q, t, p) is well-defined by means of the series expansion in p, z, w.
(2) Since p is formal variable, we can take the limit p → 0 of the elliptic Ding-
Iohara-Miki algebra U(q, t, p). By this limit U(q, t, p) degenerates to the (trigonometric)
Ding-Iohara-Miki algebra U(q, t).
(3) The elliptic Ding-Iohara-Miki algebra U(q, t, p) has a formal coproduct
∆ : U(q, t, p) → U(q, t, p)⊗ U(q, t, p)
defined as follows.




∆(x+(p; z)) := x+(p; z)⊗ 1 + ψ−(p;C1/2(1) z)⊗ x
+(p;C(1)z),
∆(x−(p; z)) := x−(p;C(2)z)⊗ ψ+(p;C1/2(2) z) + 1⊗ x
−(p; z), (3.24)
where C(1) := C ⊗ 1, C(2) := 1 ⊗ C. Then the coproduct (3.24) is defined in a formal
meaning, because (3.24) contains infinite sums. By formal calculations, we can check that
the coproduct preserves the defining relations (3.19).
3.3 Representations of U(q, t, p)
We have two representations of the elliptic Ding-Iohara-Miki algebra; the free field real-
ization and the level 0 representation.
First, Theorem 2.9 in Chapter 2 gives the following theorem.
Theorem 3.20 (Free field realization of the elliptic Ding-Iohara-Miki algebra
U(q, t, p) [Sa1]). Let η(p; z), ξ(p; z) and φ±(p; z) be the boson operators defined in Defi-
nition 2.7. Then the map π : U(q, t, p) → EndK[[p]](F) defined by
C 7→ γ, x+(p; z) 7→ η(p; z), x−(p; z) 7→ ξ(p; z), ψ±(p; z) 7→ φ±(p; z)
gives a representation of the elliptic Ding-Iohara-Miki algebra U(q, t, p). □
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Second, the level 0 representation of the elliptic Ding-Iohara-Miki algebra is defined as
a map πc : U(q, t, p) → EndK[[p]](K[[p]][x, x−1]) (c ∈ K[[p]]×). By generators of the elliptic
















Then x±(p; z) =
∑
n∈Z x




Theorem 3.21 (Level 0 representation of U(q, t, p)). Let x be an invertible indetermi-
nate. The map πc : U(q, t, p) → EndK[[p]](K[[p]][x, x−1]) (c ∈ K[[p]]×) defined below gives










































pntnxn · (n ∈ Z \ {0}). (3.25)
Here Tq±1,x stands for the q-difference operator and x
n· (n ∈ Z) stands for the multiplica-
tion operator: for f(x) ∈ K[[p]][x, x−1],
Tq±1,xf(x) := f(q
±1x), (xn · f)(x) := xnf(x) (n ∈ Z).
Remark 3.22. Since the representation space of πc : U(q, t, p) → EndK[[p]](K[[p]][x, x−1])

















By definition, we have
πc(x

















































±(p; z)) ∈ EndK[[p]](K[[p]][x, x−1])[[z, z−1]]. In fact we may substi-
tute z in πc(ψ













Basically, we may regard πc(ψ
±(p; z)) as K[[p]]-valued meromorphic functions in z ∈ C×
by analytic continuation. If z is a formal variable, we understand that πc(ψ
±(p; z)) are
given by the formula (3.28), (3.29).








































{πc(ψ+(p)[m+ n])− πc(ψ−(p)[m+ n])} (m,n ∈ Z). (3.35)
Proof of (3.30). By the definition, relations (3.30) are obvious.
Proof of (3.31). First we can check πc(x
+(p; z)), πc(ψ



























































where we should understand gp(w/z) as


















































































Hence we have (3.31).
















































































Thus we have (3.32).
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Since f+(p; q) = 0, we have
−(z/w)3f+(p;w/z)πc(x+(p; z))πc(x+(p;w)) = 0 = f+(p; z/w)πc(x+(p;w))πc(x+(p; z)).
The relation (3.34) is shown in a similar way, thus we omit the proof of (3.34).


































{πc(ψ+(p)[m+ n])− πc(ψ−(p)[m+ n])}. □
Remark 3.23. By taking the limit p → 0, the level 0 representation of the elliptic
Ding-Iohara-Miki algebra U(q, t, p) degenerates to the level 0 representation of the Ding-
Iohara-Miki algebra U(q, t) which has been introduced in [FHHSY].
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Chapter 4
On the elliptic Calogero-Sutherland
model
The elliptic Calogero-Sutherland model is a differential limit q → 1 of the elliptic Ruijse-
naars model. We show some results on the elliptic Calogero-Sutherland model such as the
free field realization of the elliptic Calogero-Sutherland Hamiltonian HCSN (β, p), functional
equation of the kernel function for HCSN (β, p). The main result is a reformulated formula
(4.40) of Langmann’s results [L1][L2].
4.1 Elliptic Calogero-Sutherland Hamiltonian
Let β ∈ C× be a complex parameter and K := Q(β) be the field of rational functions of
β over Q. We regard p as a formal variable. The symbol Dx := x∂/∂x denotes Euler
derivative operator. Define the Eisenstein functions Ek(x) (k ≥ 1) as the meromorphic
functions in x ∈ C× by
Ek(x) := −Dkx log Θp(x) (Θp(x) := (p; p)∞(x; p)∞(px−1; p)∞). (4.1)
By definition, we have Ek+1(x) = DxEk(x) (k ≥ 1). Then the Eisenstein functions have
the following periodicities as
E1(px) = E1(x) + 1, Ek(px) = Ek(x) (k ≥ 2).
Thus the Eisenstein functions Ek(x) (k ≥ 2) are elliptic functions in x ∈ C×. Since we






























The elliptic Calogero-Sutherland Hamiltonian HCSN (β, p) (N ∈ Z>0) is defined by
HCSN (β, p) :=
N∑
i=1
D2i − β(β − 1)
∑
1≤i̸=j≤N
E2(xi/xj) (Di := Dxi).






For the calculation of HCSN (β, p)∆N(β, p)(x)
1/2, we need the following lemma.







If xyz = 1, the following identity holds.
E1(x)E1(y) + E1(y)E1(z) + E1(z)E1(x) + E1(x) + E1(y) + E1(z)
= −Dp(logΘp(x) + logΘp(y) + logΘp(z))− 1− 3c1(p).
Lemma 4.1 follows from an identity concerning with the Weierstrass ζ-function. For
more details, see [L1][L2].
Proposition 4.2. (1) The elliptic Calogero-Sutherland Hamiltonian HCSN (β, p) and the
function ∆N(β, p)(x)
1/2 satisfy the following relation.
HCSN (β, p)∆N(β, p)(x)
1/2 =
{








(N3 −N)β2 +N(N − 1)(N − 2)β2c1(p).


















Then we have [





1/2 [HN(β, p)− 2NβDp + CN(β, p)] , (4.2)
where we regard ∆N(β, p)(x)
1/2 as a multiplication operator.
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Proof . (1) As a first step of the proof, we need
Di log∆N(β, p)(x), D
2
i log∆N(β, p)(x) (1 ≤ i ≤ N)
















In general we have
Dx log f(x) =
Dxf(x)
f(x)








and this shows that
D2xf(x) =
[
D2x log f(x) + (Dx log f(x))
2] f(x).






















Further the Eisenstein function E1(x) satisfies E1(x) + E1(x










i on ∆N(β, p)(x)














































































2 + E1(x)− 2Dp log Θp(x),
we can rewrite E1(x)
2 as E1(x)













Going back to (4.5), we have[
N∑
i=1




















Dp logΘp(xi/xj) ·∆N(β, p)(x)1/2. (4.6)
We remark that the operator in the left hand side of (4.6) is exactly the same as the














































(E1(xi/xj) + E1(xj/xk) + E1(xk/xi)) , (4.7)









































(2) In the following, we regard the function ∆N(β, p)(x)





1/2) + 2(Di∆N(β, p)(x)
1/2)Di +∆N(β, p)(x)
1/2D2i .
Hence we have the following.























Here we have (Dp∆N(β, p)(x)
1/2) = Dp∆N(β, p)(x)
1/2 − ∆N(β, p)(x)1/2Dp as a relation
among operators, hence
HCSN (β, p)∆N(β, p)(x)
1/2
= 2NβDp∆N(β, p)(x)















Thus we have [





1/2 [HN(β, p)− 2NβDp + CN(β, p)]




























which follow from the identity as E1(x) + E1(x
−1) = −1. □
Remark 4.3. (1) Define the K[[p]]-module ΛN(β, p) as a set of formal power series in p













λµ∈K (d≥0, λ, µ∈P)
 .
Then the operator HN(β, p) is well-defined as HN(β, p) ∈ EndK[[p]](ΛN(β, p)).










Then we can checkHN(β, p) −−→
p→0
HN(β), hence the operatorHN(β, p) is an elliptic analog
of the Jack operator HN(β).
(3) The elliptic Ruijsenaars operator HN(q, t, p) (N ∈ Z>0) is defined by









Set q = eℏ, t = qβ = eβℏ. Then the ℏ-expansion of HN(q, t, p) is given by





























Thus the elliptic analog of the Jack operator HN(β, p) is a differential limit of the elliptic
Ruijsenaars operator HN(q, t, p).
4.2 Free field realization of the operator HN(β, p)
In the following, we consider the free field realization of the elliptic analog of the Jack
operator HN(β, p).
Definition 4.4 (Algebras of bosons bK((p)) and bK[[p]]). Let bK((p)) be the associative
algebra over K((p)) generated by {an}n∈Z\{0}, {an}n∈Z\{0} with the following relations.
[am, an] = mβ




[am, an] = 0 (m,n ∈ Z \ {0}). (4.8)
Let bK[[p]] be the K[[p]]-subring of bK((p)) generated by {an}n∈Z\{0}, {anp|n|}n∈Z\{0}.
We define the normal ordering : • : by
: aman ::=
aman (m < n),anam (m ≥ n), : aman ::=
aman (m < n),anam (m ≥ n).
Definition 4.5 (Boson Fock spaces F , F †). Let |0⟩ be the vacuum vector satisfying









cdλµa−λa−µ|0⟩pd (∃nu ∈ Z)
∣∣∣∣∣∣∣∣ c
d
λµ ∈ K (d ≥ 0, λ, µ ∈ P)
 .
Let ⟨0| be the dual vacuum vector satisfying ⟨0|an = ⟨0|an = 0 (n < 0). Define the dual








cdλµ⟨0|aλaµpd (∃nu ∈ Z)
∣∣∣∣∣∣∣∣ c
d
λµ ∈ K (d ≥ 0, λ, µ ∈ P)
 .
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For a partition λ, set zλ(β, p) by





where zλ is defined in (0.1) in page 3. Define a K[[p]]-bilinear form ⟨•|•⟩ : F †×F → K[[p]]
by the following condition.
⟨0|aλ1aλ2p|λ2|a−µ1a−µ2p|µ2||0⟩ = δλ1µ1δλ2µ2zλ1(β, p)zλ2(β, p)p|λ2| (λ1, µ1, λ2, µ2 ∈ P).
Definition 4.6 (Boson operators ϕ(p; z), ϕ†(p; z)). Let ϕ(p; z) ∈ EndK[[p]](F)[[z, z−1]],
ϕ†(p; z) ∈ EndK[[p]](F †)[[z, z−1]] be boson operators defined by














































Set ϕN(p; x) :=
∏N





†(p;xj) (N ∈ Z>0).
Proposition 4.7 (Kernel function ΠMN(β, p)(x, y)). Define the meromorphic functions











(1) The p-expansion of ΠMN(β, p)(x, y) is given by





































(2) The function ΠMN(β, p)(x, y) is reproduced by the operators ϕ
†
M(p;x), ϕN(p; y) as
⟨0|ϕ†M(p; x)ϕN(p; y)|0⟩ = (p; p)
MNβ
∞ ΠMN(β, p)(x, y), (4.12)
where we need |xiyj| < 1 (1 ≤ i ≤M , 1 ≤ j ≤ N) and we understand that ΠMN(β, p)(x, y)
in (4.12) is written of the form (4.11).
55
Remark 4.8. It will be shown that the function ΠMN(β, p)(x, y) is the kernel function
for the operator HN(β, p). We will see the functional equation of ΠMN(β, p)(x, y) later.
Proof . (1) The p-expansion (4.11) follows from the limit q → 1 with the condition t = qβ
in the formula (3.5) in Chapter 3.

























































: ϕ†(p; z)ϕ(p;w) : (|zw| < 1).
This shows (4.10). □
Definition 4.9 (Boson operator a(p; z)). Let a(p; z) ∈ EndK[[p]](F)[[z, z−1]] be boson
operator defined by













We use the notation (a(p; z))± defined by













For the free field realization of the operator HN(β, p), we prepare the following lemma.
Lemma 4.10. The Eisenstein function E1(x) defined in (4.1) satisfies the following iden-
tity.
E1(a/z)E1(b/z)
= E1(b/a)E1(a/z)+E1(a/b)E1(b/z)+Dp logΘp(a/z)+Dp logΘp(b/z)+2c1(p), (4.13)
where a, b, z ∈ C×.
Proof . First the Eisenstein function E1(x) has the expansion as




















E1(x) = −1 (n ≥ 0).
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Then we can check that
E1(p
nx) = E1(x) + n (n ≥ 0),
E1(p




























and by using the expression of E1(x) as (4.14) again, we have
E1(a/z)E1(b/z)


























































= E1(b/a)E1(a/z) + E1(a/b)E1(b/z) +Dp log Θp(a/z) +Dp logΘp(b/z) + 2c1(p),
where we have used the formula as






Remark 4.11. Since lim
p→0
E1(x) = x/(1 − x), Lemma 4.10 is an elliptic analog of the














Proposition 4.12 (Free field realization of differential operators). (1) Recall that
ϕ(p; z), ϕ†(p; z) are defined in (4.9), (4.10). Then the action of the differential operator∑N
i=1Di is reproduced by[













(2) Let e(p; z) ∈ EndK[[p]](F)[[z, z−1]] be the boson operator defined by
e(p; z) := β2
{




−β(β−1)Dz(a(p; z))− · (a(p; z))+.
Set ẽ(p; z) ∈ EndK[[p]](F)[[z, z−1]] as






−β(β−1)Dz(a(p; z))− · (a(p; p−1z))+.
Then the operator HN(β, p) is reproduced by

















We also have the dual version of (4.17) as















We prepare the following lemma.
Lemma 4.13 (Relations between boson operators a(p; z), ϕ(p; z)). The boson oper-
ator a(p; z) ∈ EndK[[p]](F)[[z, z−1]] and the operator ϕ(p; z) ∈ EndK[[p]](F)[[z, z−1]] satisfy
the following relations.
Dzϕ(p; z) = β(a(p; z))−ϕ(p; z), (4.19)
a(p; z)ϕ(p;w) =: a(p; z)ϕ(p;w) : +E1(w/z)ϕ(p;w) (|w/z| < 1). (4.20)
Proof . The relation (4.19) follows from the definition of the operator ϕ(p; z) as







































= β(a(p; z))−ϕ(p; z).
The relation (4.20) is shown by Wick’s theorem as follows.
a(p; z)ϕ(p;w)








































=: a(p; z)ϕ(p;w) : +E1(w/z)ϕ(p;w) (|w/z| < 1). □
Proof of Proposition 4.12 . (1) Here we show the formula (4.15). By Lemma 4.13,











E1(pxi/z)(a(p; z))−ϕN(p; x)|0⟩ (|z/xi| < 1, 1 ≤ i ≤ N).
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Thus the action of [β(a(p; z))−(a(p; z))+−β(a(p; z))−(a(p; p−1z))+]1 on ϕN(p;x)|0⟩ is cal-
culated as follows.[




































where the integral contours C1, C2 are chosen as
C1 : |xi/z| < 1 (1 ≤ i ≤ N) ⇔ |z| > max{|x1|, · · · , |xN |}, (4.21)
C2 : |z/xi| < 1 (1 ≤ i ≤ N) ⇔ |z| < min{|x1|, · · · , |xN |}. (4.22)
Therefore the contour C1 − C2 encircles the points z = x1, · · · , xN . By definition of the




(a(p; z))−ϕN(p; x)|0⟩ = 0.
Hence we have [




















because of the partial fraction expansion of the Eisenstein function E1(x) as (4.14) and
the relation (4.20). The relation (4.16) is shown in a similar way.















E1(xi/z)E1(xj/z)(a(p; z))−ϕN(p;x)|0⟩ (|xi/z| < 1, 1 ≤ i ≤ N), (4.24)
− β(β − 1)Dz(a(p; z))− · (a(p; z))+ϕN(p;x)|0⟩
= −β(β − 1)
N∑
i=1















E1(pxi/z)E1(pxj/z)(a(p; z))−ϕN(p; x)|0⟩ (|z/xi| < 1, 1 ≤ i ≤ N), (4.27)
− β(β − 1)Dz(a(p; z))− · (a(p; p−1z))+ϕN(p; x)|0⟩
= −β(β − 1)
N∑
i=1
E1(pxi/z)Dz(a(p; z))−ϕN(p;x)|0⟩ (|z/xi| < 1, 1 ≤ i ≤ N). (4.28)
By the relations (4.23) ∼ (4.28), we have the following.





































E1(pxi/z)E1(pxj/z)(a(p; z))−ϕN(p; x)|0⟩, (4.29)
where the integral contours C1, C2 in (4.29) are chosen as (4.21), (4.22), respectively. In




Dz(a(p; z))−ϕN(p; x)|0⟩ = 0.
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The first term of (4.30) is rewritten as


























By the formula (4.13) in Lemma 4.10, we can proceed as


































where we have used the fact that Dp log Θp(xi/z) (1 ≤ i ≤ N) is holomorphic at z = xi.
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Finally we have








































The formula (4.18) can be proved in a similar way, thus we omit the proof of it. □
4.3 Functional equations of the kernel functions
By the relations (4.15) ∼ (4.18), we have




DxiΠMN(β, p)(x, y) =
N∑
j=1


















ΠMN(β, p)(x, y) = 0,
(4.32)
where the symbol HM(β, p)x (resp.HN(β, p)y) stands for the differential operator HM(β, p)
(resp.HN(β, p)) acting on functions in x1, · · · , xM (resp. y1, · · · , yN).
Proof . The formula (4.31) is shown by the calculation of the matrix element
⟨0|ϕ†M(p; x)
[




as the following way.
⟨0|ϕ†M(p;x)
[














Next we proceed to the proof of the formula (4.32). By (4.17), (4.18), we have




























































































−2(M −N)MNβ2c1(p) + 2(M −N)βDp
}
ΠMN(β, p)(x, y). (4.35)
From these relations, we get (4.32). Here we show (4.35). The rest relations (4.33), (4.34)

















E1(xiz)E1(pyj/z) · (p; p)MNβ∞ ΠMN(β, p)(x, y)










where the integral contour C in (4.36) is chosen as follows.
C : |xiz| < 1 (1 ≤ i ≤M), |z/yj| < 1 (1 ≤ j ≤ N).
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(|x| < 1). (4.37)
By the formula (4.37), we obtain (4.35). □
Remark 4.15. From the equations (4.31), (4.32), in the case M = N we have
HN(β, p)xΠNN(β, p)(x, y) = HN(β, p)yΠNN(β, p)(x, y).
Since we know Proposition 4.2 (2) as[





1/2 [HN(β, p)− 2NβDp + CN(β, p)]
as well as Proposition 4.14, we obtain the following functional equations concerning with
the elliptic Calogero-Sutherland Hamiltonian HCSN (β, p).
Theorem 4.16. Set FMN(β, p)(x, y) (M,N ∈ Z>0) by
FMN(β, p)(x, y) := ΠMN(β, p)(x, y)∆M(β, p)(x)
1/2∆N(β, p)(y)
1/2.
Then the function FMN(β, p)(x, y) satisfies the following functional equations.
M∑
i=1
DxiFMN(β, p)(x, y) =
N∑
j=1













FMN(β, p)(x, y) = 0, (4.39)
where the symbol HCSM (β, p)x (resp.H
CS
N (β, p)y) stands for the elliptic Calogero-Sutherland
Hamiltonian acting on functions of x1, · · · , xM (resp. y1, · · · , yN).
Remark 4.17. The functional equation (4.39) is essentially the same as the Langmann’s





In this chapter, we construct two commutative families of the elliptic Ruijsenaars operators
by using the free field realization of the elliptic Ruijsenaars operator and the elliptic Feigin-
Odesskii algebra [Sa2].
5.1 Elliptic Feigin-Odesskii algebra A(p)
In the following, let q, t ∈ C× be parameters satisfying |q| < 1, |t−1| < 1 and qatb ̸= 1 for
any (a, b) ∈ Z2 \ {(0, 0)}. Let K := Q(q1/4, t1/4) be the field of rational functions of q1/4,
t1/4 over Q. We regard p as a formal variable. The elliptic Feigin-Odesskii algebra is a
K[[p]]-algebra defined below.
Definition 5.1 (Elliptic Feigin-Odesskii algebra A(p) [FO][FHHSY]). For n ∈ Z>0,
define an n-variable meromorphic function εn(q, p; x) in x1, · · · , xn ∈ C× by














We define the action of the symmetric group SN of degree N on N -variable functions by
σ · (f(x1, · · · , xN)) := f(xσ(1), · · · , xσ(N)) (σ ∈ SN).
We define the symmetrizer as





σ · (f(x1, · · · , xN)).
Define the star product ∗ between f(x1, · · · , xm) and g(x1, · · · , xn) as
(f ∗ g)(x1, · · · , xm+n) := Sym
[









Then we have (f ∗ g) ∗ h = f ∗ (g ∗ h). For a partition λ, we set ελ(q, p;x) as
ελ(q, p;x) := (ελ1(q, p; •) ∗ · · · ∗ ελℓ(λ)(q, p; •))(x). (5.4)
Set A0(p) := K[[p]], An(p) := spanK[[p]]{ελ(q, p; x) | |λ| = n} (n ≥ 1). The elliptic Feigin-
Odesskii algebra is defined by A(p) :=
⊕
n≥0 An(p) whose algebra structure is given by
the star product ∗.
Then Feigin-Odesskii [FO] and Feigin-Hashizume-Hoshino-Shiraishi-Yanagida [FHHSY]
have shown the following.
Proposition 5.2 ([FO][FHHSY]). The elliptic Feigin-Odesskii algebra (A(p), ∗) is uni-
tal, associative, and commutative.
5.2 Commutative families M(p), M′(p)
For the construction of commuting q-difference operators, we need boson operators E(p; z)
and F (p; z) defined below. In the free field realization of the elliptic Ruijsenaars operators
HN(q, t, p) and HN(q
−1, t−1, p), we have used the following boson operators in Theorem
3.13, 3.14:
η(p; z)− t−N(η(p; z))−(η(p; p−1z))+, ξ(p; z)− tN(ξ(p; z))−(ξ(p; p−1z))+, (5.5)
where N ∈ Z>0 is the number of variables x1, · · · , xN in HN(q, t, p), HN(q−1, t−1, p).
Originally, boson operators η(p; z), ξ(p; z) have nothing to do with the number N , hence
it is natural to rewrite boson operators (5.5) in the form where the number N will not
explicitly appear.
First we introduce zero mode generators a0 which satisfy the following relation:
[an, a0] = [an, a0] = 0 (n ∈ Z \ {0}), (5.6)
where an, an (n∈Z\{0}) are generators in Definition 2.1. Let BK[[p]]⟨a0⟩ := BK[[p]]⊕K[[p]]a0
be the boson algebra over K[[p]] with the zero mode a0. For α ∈ K[[p]], let |α⟩ be the
vacuum vector satisfying an|α⟩ = an|α⟩ = 0 (n > 0) and a0|α⟩ = α|α⟩. Dually, let ⟨α|
be the dual vacuum vector satisfying ⟨α|an = ⟨α|an = 0 (n < 0) and ⟨α|a0 = α⟨α|. For
α ∈ K[[p]], we define the boson Fock space Fα as a left BK[[p]]⟨a0⟩-module and the dual








cdλµa−λa−µ|α⟩pd (∃nu ∈ Z)
∣∣∣∣∣∣∣∣ c
d









cdλµ⟨α|aλaµpd (∃nu ∈ Z)
∣∣∣∣∣∣∣∣ c
d
λµ ∈ K (d ≥ 0, λ, µ ∈ P)
 .
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Definition 5.3 (Boson operators E(p; z), F (p; z)). Set η̃(p; z), ξ̃(p; z) by
η̃(p; z) := (η(p; z))−(η(p; p
−1z))+, ξ̃(p; z) := (ξ(p; z))−(ξ(p; p
−1z))+.
Define boson operators E(p; z), F (p; z) ∈
⊕
α∈K[[p]] EndK[[p]](Fα)[[z, z−1]] as follows:
E(p; z) := η(p; z)− η̃(p; z)t−a0 , F (p; z) := ξ(p; z)− ξ̃(p; z)ta0 . (5.7)
By Theorem 3.13, 3.14, the elliptic Ruijsenaars operators HN(q, t, p), HN(q
−1, t−1, p)
(N∈Z>0) are reproduced by the operators E(p; z), F (p; z) as follows.




HN(q, t, p)ϕN(p; x)|N⟩,




−1, t−1, p)ϕN(p; x)|N⟩.
Proposition 5.4 ([Sa1]). (1) For boson operators E(p; z), F (p; z) we have









F (p;w)F (p; z), (5.9)
where gp(x) is the meromorphic function in x ∈ C× defined in Definition 3.18.
(2) The operators E(p; z), F (p; z) satisfy∮
dz
2πiz






(γw)n{φ+(p; γ1/2w)− φ+(p; γ1/2p−1w)} (n ∈ Z). (5.10)
Proof . (1) Here we will show (5.8). First we can check















Hence we have the following.
E(p; z)E(p;w) = (η(p; z)− η̃(p; z)t−a0)(η(p;w)− η̃(p;w)t−a0)





















: η(p; z)ξ(p;w) : (|z/w| < |γ|−1).
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Then we can check [η(p; z), ξ̃(p;w)] = 0, [η̃(p; z), ξ(p;w)] = 0. Thus we have∮
dz
2πiz




zn{[η(p; z), ξ(p;w)]− [η̃(p; z), ξ̃(p;w)]},













































: η̃(p; z)ξ̃(p;w) :,
where integral contours are chosen as
C1 : |z| < |γ|−1|w|, C2 : |z| > |γ||w|.









{−(γw)n : η̃(p; γw)ξ̃(p;w) : +(γ−1w)n : η̃(p; γ−1w)ξ̃(p;w) :}.
Then we have








This shows (5.10). □
Remark 5.5. From the relation (5.10), we have the commutativity of constant terms of
E(p; z) and F (p; z) as [[E(p; z)]1, [F (p;w)]1] = 0. Since












the commutativity [[E(p; z)]1, [F (p;w)]1] = 0 shows that the elliptic Ruijsenaars operators
HN(q, t, p) and HN(q
−1, t−1, p) also commute with each other in ΛN(q, t, p).
69







Due to the relations (5.8), (5.9), the operator-valued functions as∏
1≤i<j≤N
ωp(xi, xj)
−1E(p; x1) · · ·E(p;xN),∏
1≤i<j≤N
ω′p(xi, xj)
−1F (p;x1) · · ·F (p; xN)
are symmetric in x1, · · · , xN .
Definition 5.6. We define a K[[p]]-linear map Op : A(p) →
⊕
α∈K[[p]] EndK[[p]](Fα) as
follows. For f ∈ An(p), we define
Op(f) :=
[








Here [f(z1, · · · , zn)]1 denotes the constant term of f(z1, · · · , zn) in z1, · · · , zn. We extend
the map K[[p]]-linearly.
Proposition 5.7. For any f , g ∈ A(p), we have Op(f ∗ g) = Op(f)Op(g).
Proof . It is sufficient to show Op(f ∗ g) = Op(f)Op(g) (f ∈ Am(p), g ∈ An(p)). First
we have



















Then we can check that
• Since constant terms are invariant under the action of the symmetric group, we have
[Sym(F (x1, · · · , xN))]1 = [F (x1, · · · , xN)]1.
• For a symmetric function f(x1, · · · , xN) and an N -variable function g(x1, · · · , xN),
we have
σ(f(x1, · · · , xN)g(x1, · · · , xN)) = f(x1, · · · , xN)σ(g(x1, · · · , xN)) (σ ∈ SN).
This leads to that
Sym(f(x1, · · · , xN)g(x1, · · · , xN)) = f(x1, · · · , xN)Sym(g(x1, · · · , xN)).
70
Since the operator-valued function∏
1≤i<j≤N
ωp(xi, xj)
−1E(p; x1) · · ·E(p;xN)
is symmetric in x1, · · · , xN , we have




































−1E(p; x1) · · ·E(p;xm)








Theorem 5.8 (Commutative family M(p) [Sa2]). Set M(p) := Op(A(p)). Then this
space is a commutative subalgebra of boson operators.
Proof . This statement follows from the commutativity of A(p) and Proposition 5.7. For
f , g∈A(p), we haveOp(f∗g)=Op(f)Op(g) and also haveOp(f∗g)=Op(g∗f)=Op(g)Op(f).
This shows [Op(f),Op(g)] = 0. □
By the definition of the map Op, we have Op(ε1(q, p; z)) = [E(p; z)]1 ∈ M(p). Next
we introduce another commutative family M′(p) as follows.
Definition 5.9. We define a K[[p]]-linear map O′p : A(p) →
⊕
α∈K[[p]] EndK[[p]](Fα) as
follows. For f ∈ An(p), we define
O′p(f) :=
[








We extend the map K[[p]]-linearly.
Then we need the following lemma.
Lemma 5.10. Set another star product ∗′ as
(f ∗′ g)(x1, · · · , xm+n) := Sym
[









where f ∈ Am(p), g ∈ An(p). Then in the elliptic Feigin-Odesskii algebra A(p), we have
∗′ = ∗.
Proof . Since ωp(x, y) = ω
′
p(y, x), for f ∈ Am(p), g ∈ An(p) we have
(f ∗′ g)(x1, · · · , xm+n)
= Sym
[






















= (g ∗ f)(x1, · · · , xm+n)
= (f ∗ g)(x1, · · · , xm+n) (∵ A(p) is commutative with respect to ∗).
The above relation holds for any f ∈ Am(p), g ∈ An(p), thus we have ∗′ = ∗. □
From Lemma 5.10, we can check that O′p(f ∗ g) = O′p(f)O′p(g) (f, g ∈ A(p)). Then we
have the following theorem [Sa2].
Theorem 5.11 (Commutative family M′(p) [Sa2]). Set M′(p) := O′p(A(p)). Then
this space is a commutative subalgebra of boson operators.
By Definition 5.9, we have O′p(ε1(q, p; z)) = [F (p; z)]1 ∈ M′(p). It is important that
the commutative families M(p), M′(p) also commute with each other [Sa2].
Theorem 5.12 ([Sa2]). The commutative families M(p), M′(p) commute with each
other: [M(p),M′(p)] = 0.
Proof of Theorem 5.12. For the proof what we have to show is
[Op(εr(q, p; z)),O′p(εs(q, p;w))] = 0 (r, s ∈ Z>0).
By the definitions of Op and O′p, the operators Op(εr(q, p; z)), O′p(εs(q, p;w)) are the










−1F (p;w1) · · ·F (p;ws). (5.16)
Then their functional parts take the following forms.
(Functional part of (5.15)) := A(z1, · · · , zr)























We can check that both (5.17), (5.18) have a period p in z1, · · · , zr, w1, · · · , ws, respec-
tively. Then we have








E(p; z1) · · ·E(p; zi−1)
× [A(z1, · · · , zr)E(p; zi), F (p;w)]E(p; zi+1) · · ·E(p; zr)







E(p; z1) · · ·E(p; zi−1)
× A(z1, · · · ,
i-th︷︸︸︷
γw , · · · , zr)(φ+(p; γ1/2w)− φ+(p; γ1/2p−1w))E(p; zi+1) · · ·E(p; zr),
where the integral contours are chosen as
t−1zi/zj, q
−1tzi/zj ̸= 1 (1 ≤ i < j ≤ r).
Further we have








F (p;w1) · · ·F (p;wa−1)
× [Op(εr(q, p; z)), B(w1, · · · , ws)F (p;wa)]F (p;wa+1) · · ·F (p;ws)
where integral contours are chosen as
twi/wj, qt
−1wi/wj ̸= 1 (1 ≤ i < j ≤ s).
Since A(z1, · · · , zr), B(w1, · · · , ws) have a period p, we have∮
dwa
2πiwa
[Op(εr(q, p; z)), B(w1, · · · , ws)F (p;wa)] = 0 (1 ≤ a ≤ s).
This shows [Op(εr(q, p; z)),O′p(εs(q, p;w))] = 0. □
By the free field realization of the elliptic Ruijsenaars operator, we have the following.
Corollary 5.13 ([Sa2]). Elements in M(p), M′(p) act on ϕN(p;x)|N⟩ as q-difference
operators in EndK[[p]](ΛN(q, t, p)) commuting with each other, where ΛN(q, t, p) is the space
of functions of x1, · · · , xN defined in Definition 3.1. By the free field realization of the
elliptic Ruijsenaars operators, the commuting q-difference operators also commute with





In this chapter, we give perspectives concerning with the studies on an elliptic analog of
the Macdonald symmetric functions, modular double of the Ding-Iohara-Miki algebra.
6.1 An elliptic analog of the Macdonald symmetric
functions
The trigonometric Ruijsenaars model is solvable due to the theory of the Macdonald
polynomials. In the elliptic case, Ruijsenaars have shown Liouville integrability of the
elliptic Ruijsenaars model [Ruij]. Then we naturally have the following questions:
Is it possible to solve the elliptic Ruijsenaars model explicitly ? In other words,
how to construct an elliptic analog of the Macdonald symmetric functions ?
However, this problem is very difficult because of the emergence of the elliptic functions,
thus the problem remains open for these decades.
On the other hand, there are some interesting and important works due to Langmann
on the elliptic Calogero-Sutherland model [L1][L2][L3]. This model is a degeneration
of the elliptic Ruijsenaars model in the limit q → 1. In these papers, Langmann has
constructed the free field realization of the elliptic Calogero-Sutherland Hamiltonian and
the kernel function for the Hamiltonian, and has investigated an elliptic analog of the
Jack symmetric functions [L3]. He has also shown the functional equation of the kernel
function for the elliptic Calogero-Sutherland Hamiltonian. In the following, we will use
the notation defined in Chapter 4. In Chapter 3, we have already shown the following
functional equation involving the elliptic Ruijsenaars operator HN(q, t, p) (Theorem 3.16):




CMN(p;x, y)ΠMN(q, t, p)(x, y), (6.1)
where CMN(p;x, y) (M,N ∈ Z>0) is defined by














Then the functional equation (6.1) can be rewritten in the following way.
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Proposition 6.1. For N ∈ Z>0, let HRN(q, t, p) (N ∈ Z>0) be the q-difference operator
defined by





























Define the meromorphic function ∆N(q, t, p)(x) (N ∈ Z>0) in x1, · · · , xN ∈ C× by






Then the q-difference operator HRN(q, t, p) and the elliptic Ruijsenaars operator HN(q, t, p)
are related by the following relation.
HRN(q, t, p)∆N(q, t, p)(x)
1/2 = t
−N+1
2 ∆N(q, t, p)(x)
1/2HN(q, t, p).
Define FMN(q, t, p)(x, y) (M,N ∈ Z>0) by
FMN(q, t, p)(x, y) := ΠMN(q, t, p)(x, y)∆M(q, t, p)(x)
1/2∆N(q, t, p)(y)
1/2.
Then the q-difference operator HRN(q, t, p) and the function FMN(q, t, p)(x, y) satisfy the
following functional equation.






(p; p)3∞CMN(p; x, y)FMN(q, t, p)(x, y). (6.4)
Here the symbol HRM(q, t, p)x (resp.H
R
N(q, t, p)y) denotes the q-difference operator H
R
M(q, t, p)
(resp.HRN(q, t, p)) acting on functions of x1, · · · , xM (resp. y1, · · · , yN). □
In fact, the operator HRN(q, t, p) in (6.3) is essentially the same as the Hamiltonian
introduced by Ruijsenaars originally in [Ruij].
In Theorem 4.16, we have shown the functional equation involving the elliptic Calogero-












FMN(β, p)(x, y) = 0. (6.5)
Since the elliptic Ruijsenaars model is a q-deformation of the elliptic Calogero-Sutherland
model, the functional equation (6.4) is a q-analog of the relation (6.5). Then the relation
(6.5) contains the p-derivative Dp which generates infinitesimal deformation of the elliptic
modulus p. Therefore it is probable that the functional equation (6.4) can be
rewritten in terms of an operator which generates a kind of deformation of
the elliptic modulus p. If there exists such operator, it will be interesting as well as
useful to study more on the elliptic Ruijsenaars model. The reason is as follows.
From the functional equation (6.5), we have the following.
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FN1(β, p)(x, y), (6.6)
where the integral contour is chosen by
C : |y| < min{|x1|−1, · · · , |xN |−1}.
Then the function gN(β, p)(x) satisfies the following differential equation.{





CN(β, p)− 3N(N − 1)β2c1(p)
}
gN(β, p)(x). (6.7)
Proposition 6.2 means that the functional equation (6.7) tells us what is the most
simplest and non-trivial solution to the elliptic Calogero-Sutherland model with the de-
formation of the elliptic modulus Dp.
Similarly, in the q-difference case we have the following relation.
Proposition 6.3. Define the meromorphic function gN(q, t, p)(x) in x1, · · · , xN ∈ C× by





FN1(q, t, p)(x, y), (6.8)
where the integral contour C is chosen by
C : |y| < min{|x1|−1, · · · , |xN |−1}|t|−1.
Then the function gN(q, t, p)(x) satisfies the following functional equation.











CN1(p; x, y)FN1(q, t, p)(x, y). (6.9)
We already know that the relation (6.9) is a q-analog of the relation (6.7). By com-
paring (6.7) with (6.9), we may guess that the function gN(q, t, p)(x) is a kind
of solution to the elliptic Ruijsenaars model with a certain deformation of the
elliptic modulus p. Thus we need more study on the function CMN(p;x, y) defined in
(6.2) so that we understand what the functional equations (6.4), (6.9) mean.
6.2 Modular double of the Ding-Iohara-Miki algebra
We give some comments on the study of the modular double of the Ding-Iohara-Miki
algebra. In 1999, Faddeev [F] suggested the idea to unify quantum groups of the forms Uq
with parameter q = e2πiτ and Uq̃−1 with q̃ = e
−2πi/τ . In the paper [F], Faddeev introduced
the modular double of Uq(sl(2,R)) written as
Uqq̃−1(sl(2,R)) := Uq(sl(2,R))⊗ Uq̃−1(sl(2,R)). (6.10)
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Here the parameter q is written as q = eπib
2
with b2 ∈ R \ Q. Hence the parameter q is
on the unit circle |q| = 1. Let {E,F,K±1} and {Ẽ, F̃ , K̃±1} be two sets of generators
commuting with each other. The quantum group Uq(sl(2,R)) is an associative algebra
generated by E, F , and K±1 with the following relations:




The modular counterpart Uq̃−1(sl(2,R)) is generated by Ẽ, F̃ and K̃±1 with the following
relations:




Thus the modular double Uqq̃−1(sl(2,R)) consists of a pair of quantum groups Uq(sl(2,R))
and Uq̃−1(sl(2,R)) commuting with each other. To study more on the representation
theory of modular doubles of quantum groups, we need the knowledge of real analysis and
functional analysis. For more on the theory of modular doubles and related materials, see
Frenkel-Ip [FI], Ip [Ip], Bytsko-Teschner [BT], Nidaiev-Teschner [NT].
One of the most important thing for us is that the universal R operator for the modular
double Uqq̃−1(sl(2,R)) is written by the double sine function. Let ω1, ω2 ∈ C be parameters
satisfying Re(ω1) > 0, Re(ω2) > 0. The double sine function S(ω1, ω2;u) is defined by









The integral is well-defined in 0 < Re(u) < Re(ω1 + ω2). In the following, we use the
notation e(u) := e2πiu (u ∈ C). If e(ω1/ω2) satisfies |e(ω1/ω2)| < 1, S(ω1, ω2;u) has the




(u ∈ C). (6.14)
By the presentation (6.14), the double sine function S(ω1, ω2;u) is regarded as a modular
analog of the q-infinite product, because the representation (6.14) is written by q-infinite
products containing ω1/ω2 and its modular transformation −ω2/ω1. Then we remark that
the integral representation of S(ω1, ω2;u) (6.13) is valid if the parameter e(ω1/ω2) is on the
unit circle |e(ω1/ω2)| = 1. More on the double sine function, see Faddeev-Kashaev-Volkov
[FKV], Narukawa [Naru], Kurokawa [K].
Next let us consider whether there exists the modular double of the Ding-Iohara-Miki
algebra. Recall that the universal R operator for Uq(sl(2,C)) is written by the q-infinite
product (or q-exponential). On the other hand, the universal R operator for the modular
double of Uq(sl(2,R)) is written by the double sine function S(ω1, ω2;u). Thus we may





Second the Ding-Iohara-Miki algebra U(q, t) is discovered from the kernel function for the
Macdonald operator which has the form as








Hence we may consider the following substitution:












S(ω1, ω2;ui + vj + σ)
S(ω1, ω2;ui + vj)
(σ ∈ C). (6.15)
As we have done in this thesis, it is natural to define an algebra of bosons from the kernel
function (6.15). However, the integral representation of the double sine function (6.13) is
not suitable for the free field realization. Then we use Kurokawa’s result as follows.
Definition 6.4 (Kurokawa [K]). For x ∈ R, set ||x|| := min{|x − n| |n ∈ Z}. A real
number x ∈ R is called generic if x satisfies the condition lim
n→∞
||nx||1/n = 0.
Proposition 6.5 (Kurokawa [K]). Let ω1, ω2 ∈ R>0 be positive real parameters such
that ω1/ω2, ω2/ω1 are generic. Then the double sine function S(ω1, ω2;u) has the following
representation.






















Applying the formula (6.16) to the kernel function (6.15), we have





















with the conditions Im(ui + vj) > min{0,−Im(σ)} (1 ≤ i ≤ M , 1 ≤ j ≤ N). Therefore
we define the algebra of bosons as follows. Define the field k by
k := Q(e(ω1/4ω2), e(σ/4ω2), e(ω2/4ω1), e(σ/4ω1)).
Definition 6.6 (Algebra of bosons Bk). Let Bk be the associative algebra over k
generated by {an}n∈Z\{0}, {ãn}n∈Z\{0} with the following relations.
[am, an] = m
1−e(|m|σ/ω2)
1−e(|m|ω1/ω2)




[am, ãn] = 0 (m,n ∈ Z \ {0}).
We define the normal ordering : • : as usual:
: aman :=
{
aman (m < n),
anam (m ≥ n),
: ãmãn :=
{
ãmãn (m < n),
ãnãm (m ≥ n).
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Let |0⟩ be the vacuum vector satisfying an|0⟩ = ãn|0⟩ = 0 (n > 0). We define the
boson Fock space F by
F := spank{a−λã−µ|0⟩ |λ, µ ∈ P}.
Similar to the free field realization of the (trigonometric) Ding-Iohara-Miki algebra in
Appendix, we can proceed as follows. Set κ := −(ω1 − σ)/2, κ̃ := −(ω2 − σ)/2.
Definition 6.7 (Boson operators). (1) Define the boson operators











































(2) Define the boson operators











































By Wick’s theorem we have
Theorem 6.8. (1) Let f±(u) be the polynomials in e(u/ω2) ∈ C× and g(u) be the mero-
morphic function in e(u/ω2) ∈ C× defined by
f+(u) := (1− e((u+ ω1)/ω2))(1− e((u− σ)/ω2))(1− e((u− ω1 + σ)/ω2)),
f−(u) := (1− e((u− ω1)/ω2))(1− e((u+ σ)/ω2))(1− e((u+ ω1 − σ)/ω2)),
g(u) = f+(u)/f−(u).
Then the boson operators η(u), ξ(u), φ±(u) ∈ Endk(F)[[e(u/ω2), e(−u/ω2)]] satisfy the
following relations.
[φ±(u), φ±(v)] = 0, φ+(u)φ−(v) =
g(κ+ v − u)





























− e((u− v)/3ω2)f+(v − u)η(u)η(v) = f+(u− v)η(v)η(u), (6.28)





























n∈Z e(nu/ω2) is the ω2-periodic delta function.
(2) Let f̃±(u) be the polynomials in e(u/ω1) ∈ C× and g̃(u) be the meromorphic
function in e(u/ω1) ∈ C× defined by
f̃+(u) := (1− e((u+ ω2)/ω1))(1− e((u− σ)/ω1))(1− e((u− ω2 + σ)/ω1)),
f̃−(u) := (1− e((u− ω2)/ω1))(1− e((u+ σ)/ω1))(1− e((u+ ω2 − σ)/ω1)),
g̃(u) = f̃+(u)/f̃−(u).
Then the boson operators η̃(u), ξ̃(u), φ̃±(u) ∈ Endk(F)[[e(u/ω1), e(−u/ω1)]] satisfy the
following relations.
[φ̃±(u), φ̃±(v)] = 0, φ̃+(u)φ̃−(v) =
g̃(κ̃+ v − u)




























− e((u− v)/3ω1)f̃+(v − u)η̃(u)η̃(v) = f̃+(u− v)η̃(v)η̃(u), (6.36)






























n∈Z e(nu/ω1) is the ω1-periodic delta function.
Theorem 6.8 means that the boson operators η(u), ξ(u), φ±(u) give the free field
realization of the Ding-Iohara-Miki algebra U(e(ω1/ω2), e(σ/ω2)), and the boson oper-
ators η̃(u), ξ̃(u), φ̃±(u) give the free field realization of the Ding-Iohara-Miki algebra
U(e(ω2/ω1), e(σ/ω1)), respectively. By definition, these two representations commute
with each other. As we have assumed, the parameters e(ω1/ω2), e(ω2/ω1) are on the
unit circle: |e(ω1/ω2)| = |e(ω2/ω1)| = 1. Thus we may regard these representations as the
free field realization of the modular double of the Ding-Iohara-Miki algebra as
U(ω1, ω2, σ) := U(e(ω1/ω2), e(σ/ω2))⊗ U(e(ω2/ω1), e(σ/ω1)).
Seemingly, it seems that the above story has nothing to do with the elliptic theory side.
However, we notice that the kernel function ΠMN(ω1, ω2, σ)(u, v) in (6.15) has the origin
in the elliptic theory side as follows. For ω1, ω2 ∈ C satisfying Im(ω1) > 0, Im(ω2) > 0,
let Γell(ω1, ω2;u) be the elliptic gamma function written by additive variables as
Γell(ω1, ω2;u) :=
(e(ω1 + ω2 − u); e(ω1), e(ω2))∞
(e(u); e(ω1), e(ω2))∞
(u ∈ C). (6.39)
We need the formula of the modular transformation of the elliptic gamma function
Γell(ω1, ω2;u) due to Felder-Varchenko [FV], Narukawa [Naru].
Proposition 6.9 (Modular property of the elliptic gamma function Γell(ω1, ω2;u)
[FV][Naru]). For ω1, ω2 ∈ C satisfying Im(ω1) > 0, Im(ω2) > 0, assume Im(ω1/ω2) > 0.
Then the elliptic gamma function Γell(ω1, ω2;u) satisfies the following identity.








































































By Proposition 6.9, we find that the scaling limit defined below of the elliptic gamma
function Γell(ω1, ω2;u) is given by the double sine function S(ω1, ω2;u).
Proposition 6.10 (Scaling limit of the elliptic gamma function Γell(ω1, ω2;u)). Let
ω1, ω2 ∈ C be complex parameters satisfying Im(ω1) > 0, Im(ω2) > 0. Then the elliptic
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Recall that the kernel function for the elliptic Ruijsenaars operator ΠMN(q, t, p)(x, y)
defined in (3.3) is written by the elliptic gamma function. Thus we may conclude that the
kernel function (6.15) is the degeneration arising from the scaling limit of ΠMN(q, t, p)(x, y)
with the identification of parameters as q = e(ω1), p = e(ω2), t = e(σ). Summarizing
the above, it is probable that the representations of the modular double of the Ding-
Iohara-Miki algebra have connections to the ones of the elliptic Ding-Iohara-Miki algebra.
Furthermore, it may be possible that there exist commuting two representa-
tions of the elliptic Ding-Iohara-Miki algebras. In other words, perhaps there exists
a kind of modular double-like structure in the elliptic theory side. The author is studying
the modular property of the level 0 representations of the elliptic Ding-Iohara-Miki algebra
defined in Theorem 3.21. The author guess that the modular transformed level 0 rep-
resentation of U(e(ω1), e(σ), e(ω2)) and that of U(e(ω2), e(σ), e(ω1)) commute with each
other. As related materials, we refer to the papers due to Spiridonov [Spi2], Derkachov-
Spiridonov [DS], Chicherin-Derkachov-Spiridonov [CDS] on the elliptic modular double.
The elliptic modular double is defined by a pair of Sklyanin algebras commuting with each
other. It is shown that the elliptic modular double degenerates to the modular double of
Uq(sl(2,R)) (6.10) by a special limit. For more details, see also Spiridonov [Spi1].
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Chapter 7
Appendix : trigonometric case
This Appendix is devoted to give an overview on the Macdonald symmetric functions and
results due to Feigin-Hashizume-Hoshino-Shiraishi-Yanagida [FHHSY].
7.1 Macdonald symmetric functions
In this section, we collect some notations of symmetric polynomials and symmetric func-
tions [Mac]. Let q, t ∈ C× be parameters satisfying |q| < 1, t /∈ {roots of unity}. We
denote the symmetric group of degree N by SN and also denote the set of N -variables
symmetric polynomials over Q(q, t) by
ΛN(q, t) := Q(q, t)[x1, · · · , xN ]SN .
If a sequence λ = (λ1, · · · , λN) ∈ (Z≥0)N satisfies the condition λi≥λi+1 (1≤∀i≤N − 1),
λ is called a partition. We denote the set of partitions by P . For a partition λ, define
ℓ(λ) := ♯{i |λi ̸= 0}, |λ| :=
∑ℓ(λ)
i=1 λi. The symbol ℓ(λ) is called the length of λ, and the
symbol |λ| is called the size of λ.
For α = (α1, · · · , αN) ∈ (Z≥0)N , we set xα := xα11 · · · x
αN
N . For a partition λ, we define
the monomial symmetric polynomial mλ(x) as follows:
mλ(x) :=
∑
α : α is a permutation of λ
xα.




i (n ∈ Z>0)
be the power sum and for a partition λ, we define pλ(x) :=
∏ℓ(λ)
i=1 pλi(x).
Let ρN+1N : ΛN+1(q, t) → ΛN(q, t) be the homomorphism defined by
(ρN+1N f)(x1, · · · , xN) := f(x1, · · · , xN , 0) (f ∈ ΛN+1(q, t)).
Let us define the ring of symmetric functions Λ(q, t) as the projective limit defined by
{ρN+1N }N≥1:
Λ(q, t) := lim
←−
ΛN(q, t).
It is known that {pλ(x)}λ∈P form a basis of Λ(q, t). We define nλ(a) := ♯{i |λi = a} and











Then we define an inner product ⟨ , ⟩q,t as follows:
⟨pλ(x), pµ(x)⟩q,t = δλµzλ(q, t). (7.1)
We define the kernel function Π(q, t)(x, y) as follows:










pλ(x)pλ(y) = Π(q, t)(x, y).
Remark 7.1. Assume that uλ(x), vλ(x) (λ ∈ P) are homogeneous symmetric functions
whose degrees are |λ|, and {uλ(x)}λ∈P and {vλ(x)}λ∈P form a basis of Λ(q, t) respectively.
Then the following holds:
{uλ(x)}λ∈P and {vλ(x)}λ∈P are dual basis under the inner product ⟨ , ⟩q,t.
⇔{uλ(x)}λ∈P and {vλ(x)}λ∈P satisfy the relation
∑
λ∈P
uλ(x)vλ(y) = Π(q, t)(x, y).
Due to this fact, the form of the inner product ⟨ , ⟩q,t is determined by the form of the
kernel function Π(q, t)(x, y).
The Macdonald symmetric functions are q-analog of the Schur symmetric functions
and the Jack symmetric functions. The existence of the Macdonald symmetric functions
due to Macdonald is stated as follows [Mac]. We define the order in P as follows:
λ ≥ µ⇔ |λ| = |µ| and for all i, λ1 + · · ·+ λi ≥ µ1 + · · ·+ µi.
Theorem 7.2 (Existence theorem of the Macdonald symmetric functions [Mac]).
For each partition λ, a symmetric function Pλ(x) ∈ Λ(q, t) satisfying the following condi-
tions uniquely exists.
(1) Pλ(x) = mλ(x) +
∑
µ<λ
uλµmµ(x) (uλµ ∈ Q(q, t)), (7.3)
(2) λ ̸= µ⇒ ⟨Pλ(x), Pµ(x)⟩q,t = 0. (7.4)
Remark 7.3. Set ⟨λ⟩q,t := ⟨Pλ(x), Pλ(x)⟩q,t. Then the Macdonald symmetric functions




Pλ(x)Pλ(y) = Π(q, t)(x, y).
This means that {Pλ(x)}λ∈P form a basis of Λ(q, t).
For the Macdonald symmetric function Pλ(x), we define the N -variable symmetric
polynomial Pλ(x1, · · · , xN) ∈ ΛN(q, t) as
Pλ(x1, · · · , xN) := Pλ(x1, · · · , xN , 0, 0, · · · ) (ℓ(λ) ≤ N).
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We call {Pλ(x1, · · · , xN) |λ ∈ P s.t. ℓ(λ) ≤ N} the N -variables Macdonald polynomials.
We set the q-shift operator by
Tq,xif(x1, · · · , xN) := f(x1, · · · , qxi, · · · , xN) (1 ≤ i ≤ N)









Proposition 7.4. The Macdonald polynomial Pλ(x1, · · ·, xN) (ℓ(λ) ≤ N) is an eigen
function of the Macdonald operator:




7.2 Free field realization of the Macdonald operator
Here we summarize some results on the trigonometric case due to Feigin-Hashizume-
Hoshino-Shiraishi-Yanagida [FHHSY]. Let q, t ∈ C× be complex parameters satisfying
|q| < 1, |t−1| < 1 and qatb ̸= 1 for any (a, b) ∈ Z2 \ {(0, 0)}. Let K := Q(q1/4, t1/4) be the
field of rational functions of q1/4, t1/4.
Proposition 7.5 (Kernel function for the Macdonald operator [Mac]). Define the
function ΠMN(q, t)(x, y) (M,N ∈ Z>0) as follows.







Let the symbol HN(q, t)x (resp.HN(q, t)y) be the Macdonald operator acting on functions
of x1, · · · , xN (resp. y1, · · · , yN). Then the Macdonald operator HN(q, t) and the function
ΠMN(q, t)(x, y) satisfy the following relation.
HN(q, t)xΠNN(q, t)(x, y) = HN(q, t)yΠNN(q, t)(x, y). (7.8)
For the free field realization of the Macdonald operator, let us consider to rewrite the
kernel function ΠMN(q, t)(x, y) as the following form:














where we assume |xiyj| < |y|−1 (1 ≤ i ≤M , 1 ≤ j ≤ N).
Next we define the associative K-algebra BK to be generated by {an}n∈Z\{0} and the
following relation:
[am, an] = m
1− q|m|
1− t|m|
δm+n,0 (m,n ∈ Z \ {0}). (7.9)
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We set the normal ordering : • : as
: aman :=
{
aman (m < n),
anam (m ≥ n).
Let |0⟩ be the vacuum vector which satisfies an|0⟩ = 0 (n > 0). For a partition λ, we set
a−λ := a−λ1 · · · a−λℓ(λ) and define the boson Fock space F as the left BK-module:
F := spanK{a−λ|0⟩ |λ ∈ P}.
Let ⟨0| be the dual vacuum vector which satisfies the condition ⟨0|an = 0 (n < 0) and
define the dual boson Fock space F † as the right BK-module:
F † := spanK{⟨0|aλ |λ ∈ P} (aλ := aλ1 · · · aλℓ(λ)).
For a partition λ, we define symbols nλ(a), zλ and zλ(q, t) by
nλ(a) := ♯{i |λi = a}, zλ :=
∏
a≥1






Let us define a bilinear form ⟨•|•⟩ : F † ×F → K by the following condition.
⟨0|aλa−µ|0⟩ = δλµzλ(q, t) (λ, µ ∈ P).
The defining relation (7.9) is chosen for the following proposition.
Proposition 7.6 (Reproduction of the kernel function ΠMN(q, t)(x, y)). Let us



























†(xj) (N ∈ Z>0). Then the
kernel function ΠMN(q, t)(x, y) is reproduced from the operators ϕ
†
M(x) and ϕN(y) as
⟨0|ϕ†M(x)ϕN(y)|0⟩ = ΠMN(q, t)(x, y). (7.11)
with the conditions |xiyj| < |t|−1 (1 ≤ i ≤M , 1 ≤ j ≤ N).









































Then η(z) satisfies the following.






: η(z)η(w) : (|w/z| < 1). (7.14)








: (γ := (qt−1)−1/2). (7.15)
Then ξ(z) satisfies the following.
i) (ξ(γz))−ϕ(z) = ϕ(q





: ξ(z)ξ(w) : (|w/z| < |qt−1|). (7.17)




f(z) denotes the constant term of f(z) in z.
Proposition 7.9 (Free field realization of the Macdonald operator [FHHSY]).
(1) The operator η(z) reproduces the Macdonald operator HN(q, t) as follows.
[η(z)]1ϕN(x)|0⟩ = t−N{(t− 1)HN(q, t) + 1}ϕN(x)|0⟩. (7.18)
(2) The operator ξ(z) reproduces the Macdonald operator HN(q
−1, t−1) as follows.
[ξ(z)]1ϕN(x)|0⟩ = tN{(t−1 − 1)HN(q−1, t−1) + 1}ϕN(x)|0⟩. (7.19)
Remark 7.10. Recall that the form of the defining relation of boson (7.9) is determined
by the kernel function ΠMN(q, t)(x, y). Therefore we can understand that the free field
realization of the Macdonald operator is based on the kernel function ΠMN(q, t)(x, y).
Proposition 7.11 (Dual version of Proposition 7.9). (1) The operator η(z) repro-
duces the Macdonald operator HN(q, t) as follows.
⟨0|ϕ†N(x)[η(z)]1 = t
−N{(t− 1)HN(q, t) + 1}⟨0|ϕ†N(x). (7.20)
(2) The operator ξ(z) reproduces the Macdonald operator HN(q
−1, t−1) as follows.
⟨0|ϕ†N(x)[ξ(z)]1 = t
N{(t−1 − 1)HN(q−1, t−1) + 1}⟨0|ϕ†N(x). (7.21)
By the free field realization of the Macdonald operator, we can show the functional
equation of the kernel function ΠMN(q, t)(x, y).
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Proposition 7.12 (Functional equation of the kernel function). The Macdonald
operator HN(q, t) and the kernel function ΠMN(q, t)(x, y) satisfy the following functional
equation.
{HM(q, t)x − tM−NHN(q, t)y}ΠMN(q, t)(x, y) =
1− tM−N
1− t
ΠMN(q, t)(x, y). (7.22)
Here HM(q, t)x (resp.HN(q, t)y) denotes the Macdonald operator acting on functions of
x1, · · · , xM (resp. y1, · · · , yN).
Remark 7.13. In [KNS], Komori-Noumi-Shiraishi give another proof by using identities
of functions without the free field realization.
7.3 Ding-Iohara-Miki algebra U(q, t)
Definition 7.14 (Ding-Iohara-Miki algebra U(q, t) [Miki][FHHSY]). Let f±(x) be
the polynomials in x ∈ C× and g(x) be the meromorphic function in x ∈ C× defined by





(1− qx)(1− t−1x)(1− q−1tx)
(1− q−1x)(1− tx)(1− qt−1x)
.











be currents satisfying the relations:









































We define the Ding-Iohara-Miki algebra U(q, t) to be an associative K-algebra generated
by {x±n }n∈Z, {ψ±n }±n≥0, and C with the above relations.
Remark 7.15. The Ding-Iohara-Miki algebra has a formal coproduct
∆ : U(q, t) → U(q, t)⊗ U(q, t)
defined as follows [FHHSY]:




∆(x+(z)) := x+(z)⊗ 1 + ψ−(C1/2(1) z)⊗ x
+(C(1)z),
∆(x−(z)) := x−(C(2)z)⊗ ψ+(C1/2(2) z) + 1⊗ x
−(z). (7.24)
Here we define C(1) := C ⊗ 1, C(2) := 1⊗ C.
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Proposition 7.16 (Free field realization of the Ding-Iohara-Miki algebra U(q, t)
[FHHSY]). Define operators φ±(z) ∈ EndK(F)[[z, z−1]] as follows:
φ+(z) :=: η(γ1/2z)ξ(γ−1/2z) :, φ−(z) :=: η(γ−1/2z)ξ(γ1/2z) : . (7.25)
Then the map
C 7→ γ, x+(z) 7→ η(z), x−(z) 7→ ξ(z), ψ±(z) 7→ φ±(z)
gives a representation of the Ding-Iohara-Miki algebra U(q, t).
Remark 7.17. The relations of the Ding-Iohara-Miki algebra are represented by using
generators {x±n }n∈Z, {ψ±n }±n≥0 as follows.
[ψ±m, ψ
±














































































2 ψ+m+n − C
−m+n
2 ψ−m+n) (m,n ∈ Z),
where La, Ra (0 ≤ a ≤ 6) and A±a , B±a , C±a , D±a , Pa, Qa (0 ≤ a ≤ 3) are defined by
L0 = L6 := 1, L1 = L5 := −(q−1+t+qt−1)C − (q+t−1+q−1t)C−1,
L2 = L4 := (q+t
−1+q−1t)C2 + (q+t−1+q−1t)(q−1+t+qt−1) + (q−1+t+qt−1)C−2,
L3 := −C3 − (q+t−1+q−1t)2C − (q−1+t+qt−1)2C−1 − C−3,
Ra := La|C→C−1 ,
A+0 := 1, A
+
1 := −(q+t−1+q−1t)C−1/2, A+2 := (q−1+t+qt−1)C−1, A+3 := −C−3/2,
A−0 := 1, A
−
1 := −(q−1+t+qt−1)C1/2, A−2 := (q+t−1+q−1t)C, A−3 := −C3/2,
B±a := A
±
a |q→q−1, t→t−1 ,
C+0 := 1, C
+
1 := −(q+t−1+q−1t)C1/2, C+2 := (q−1+t+qt−1)C, C+3 := −C3/2,
C−0 := 1, C
−
1 := −(q−1+t+qt−1)C−1/2, C−2 := (q+t−1+q−1t)C−1, C−3 := −C−3/2,
D±a := C
±
a |q→q−1, t→t−1 ,
P1 := 1, P1 := −(q+t−1+q−1t), P2 := q−1+t+qt−1, P3 := −1,
Qa := Pa|q→q−1, t→t−1 .
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7.4 Trigonometric Feigin-Odesskii algebra A
Let q, t ∈ C× be complex parameters satisfying |q| < 1, |t|−1 < 1 and qatb ̸= 1 for any
(a, b) ∈ Z2 \ {(0, 0)}. Set K := Q(q1/4, t1/4).
Definition 7.18 (Trigonometric Feigin-Odesskii algebra A [FHHSY]). Let εn(q; x)




(xa − qxb)(xa − q−1xb)
(xa − xb)2
. (7.26)
We also define a meromorphic function ω(x, y) in x, y ∈ C as
ω(x, y) :=
(x− q−1y)(x− ty)(x− qt−1y)
(x− y)3
. (7.27)
For an m-variable function f(x1, · · · , xm) and an n-variable function g(x1, · · · , xn), we
define the star product ∗ as follows.
(f ∗ g)(x1, · · · , xm+n) := Sym
[








Then we can check (f ∗ g) ∗ h = f ∗ (g ∗ h). For a partition λ, we define ελ(q;x) as
ελ(q;x) := (ελ1(q; •) ∗ · · · ∗ ελℓ(λ)(q; •))(x). (7.29)
Set A0 := K, An := spanK{ελ(q;x) | |λ| = n} (n ≥ 1). The trigonometric Feigin-
Odesskii algebra is defined by A :=
⊕
n≥0 An whose algebra structure is given by the star
product ∗.
Proposition 7.19 ([FHHSY]). The trigonometric Feigin-Odesskii algebra (A, ∗) is uni-
tal, associative, and commutative.
7.5 Commutative families M, M′
Definition 7.20 (Map O). Define a linear map O : A → EndK(F) as
O(f) :=
[




−1η(z1) · · · η(zn)
]
1
(f ∈ An). (7.30)
Here [f(z1, · · · , zn)]1 denotes the constant term of f(z1, · · · , zn) in z1, · · · , zn, and we
extend the map O linearly.
Proposition 7.21. For any f , g ∈ A, we have O(f ∗ g) = O(f)O(g).
Corollary 7.22 (Commutative family M [FHHSY]). Set M := O(A). The space
M consists of operators commuting with each other: [O(f),O(g)] = 0 (f, g ∈ A).
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Definition 7.23 (Map O′). Set a meromorphic function ω′(x, y) in x, y ∈ C as follows.
ω′(x, y) :=
(x− qy)(x− t−1y)(x− q−1ty)
(x− y)3
. (7.31)
Define a linear map O′ : A → EndK(F) as
O′(f) :=
[




−1ξ(z1) · · · ξ(zn)
]
1
(f ∈ An). (7.32)
We extend the map O′ linearly.
Lemma 7.24. Define another star product ∗′ as follows:
(f ∗′ g)(x1, · · · , xm+n) := Sym
[







In the trigonometric Feigin-Odesskii algebra A, we have ∗′ = ∗.
We can check that O′(f ∗ g) = O′(f)O′(g) (f, g ∈ A). Then we have the following
corollary.
Corollary 7.25 (Commutative family M′ [FHHSY]). Set M′ := O′(A). The space
M′ consists of operators commuting with each other.
From the relation [[η(z)]1, [ξ(w)]1] = 0, we have the following proposition.
Proposition 7.26 ([FHHSY]). The commutative families M, M′ satisfy [M,M′] = 0.
Remark 7.27. Recall that the Macdonald operator HN(q, t) acts on the space of N -
variable symmetric polynomials ΛN(q, t) = Q(q, t)[x1, · · · , xN ]SN . It is well-known that
the space of symmetric functions Λ(q, t) = lim
←−
ΛN(q, t) is isomorphic to the boson Fock
space F = spanK{a−λ|0⟩ |λ ∈ P} defined in Section 7.2. In addition, it is known that
the projective limit of the Macdonald operator is essentially the same as the operator
[η(z)]1. By recalling the above construction, we can naturally identify the spaces M, M′
with subsets of commuting q-difference operators acting on the space Λ(q, t). In fact,
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