We introduce a certain class of bi-type Galton-Watson trees with edge lengths. We prove that, after an adequate rescaling, the weighted height function of a forest of such trees converges in law to the reflected Brownian motion. In a second time, we deduce under mild conditions an invariance principle for multitype Galton-Watson trees with infinitely many types, thus extending a result of G. Miermont in [12] on multitype Galton-Watson trees.
Part I
Leafed Galton-Watson trees with edge lengths 1 Introduction
Definitions and notation
We consider a random tree the vertices of which may be of type 0 or 1 and the edges of which have random lengths. Types 0 and 1 are such that a vertex may have a progeny only if its type is 1. More precisely, our process will consist in a triplet (T, e, ℓ) where for all x in the tree T, e(x) is the type of x and ℓ(x) is a non-negative number representing the length of the edge joining x with its parent. Let ζ be a probability measure on n≥0 ({0; 1} × R + ) n ; we call ζ the offspring distribution. We construct (T, e, ℓ) by induction as follows :
• Initialisation
Generation 0 of T is only made up of the root, denoted by ρ, such that e(ρ) = 1 and ℓ(ρ) = 0.
• Induction For any n ≥ 1, if generation n − 1 is empty, then generation n is empty. Otherwise, each vertex of generation n − 1 such that e(x) = 1 gives progeny according to ζ, independently of other vertices, thus forming generation n. Vertices y of generation n − 1 such that e(y) = 0 give no progeny.
We call (T, e, ℓ) a leafed Galton-Watson tree with edge lengths. Notice that the subset of vertices of type 1 has the law of a Galton-Watson tree : we denote it by T 1 , and we let ζ 1 be its reproduction law (which includes the information on ℓ). Likewise, we can define a leafed Galton-Watson forest with edge lengths (F, e, ℓ) as a sequence of i.i.d. leafed Galton-Watson trees with edge lengths ; we denote by F 1 the subset of vertices of type 1 of F.
We will code trees and forests using Neveu's notation Neveu's notation [13] , that is vertices of T or F are elements of U := n≥1 N n ∪{ρ} the set of all possible vertices. Moreover, following this notation, the roots of the trees composing the forest are denoted by 1, 2, . . ., so ρ / ∈ F. For any vertices x, y in the tree T, we let
• |x| be the generation of x (the root ρ being at generation 0),
• x 0 , x 1 , . . . , x |x| be the ancestors of x at generation 0, 1, 2, . . . , |x|,
• Ω(x) be the set of its brothers (that is y = x in T having the same parent),
• ν(x) be its number of children in T, and ν the generic law of the number of children,
• ν 1 (x) be its number of children of type 1 in T (that is its number of children in T 1 ), and ν 1 the generic law of the number of children of type 1,
• ← x be its parent,
• x ⊢ y if x is a strict ancestor of y, that is if it exists z ∈ U \ {∅} such that y = x.z,
• x ≺ y if x is lexicographically smaller than y,
• u(0) = ρ, u(1), u(2), . . . be the vertices of T ordered lexicographically,
• u 1 (0) = ρ, u 1 (1), u 1 (2), . . . be the vertices of T of type 1 ordered lexicographically (i.e. they are the vertices of T 1 ordered lexicographically).
Notice that this notation is naturally extensible to F, with the convention that roots in F are at generation 0, and that the first root of the first tree composing if is denoted by u(1) (so there is no u(0)).
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Main theorem
We let µ := E |x|=1,e(x)=1
ℓ(x) be the mean of the sum of lengths of edges issued from vertices of type 1, which is finite thanks to (H 2 1 ). For each vertex x ∈ F we define its height h(x) as :
ℓ(x k ).
We denote by H 1 the height process of F 1 , and we define H ℓ the weighted depth-first exploration process of F as : (1.1) ∀n ∈ N, H 1 (n) := |u 1 (n)| and H ℓ (n) := h(u(n)).
Notice that one difference between H 1 and H ℓ is that in H 1 , ℓ has no influence, whereas in H ℓ it does. As explained in [6] , these processes characterise (F, ℓ) (information on ℓ is easily recovered from H ℓ ) and F 1 .
In [6] , T. Duquesne and J.-F. Le Gall establish the convergence in law of the height function of critical Galton-Watson forests with finite variance to the reflected Brownian motion. This theorem was extended by G. Miermont in [12] to critical multitype Galton-Watson trees with finitely many types, under optimal conditions. As for Galton-Watson trees with edge lengths, R. Durrett, H. Kesten and E. Waymire determined among others in [5] the asymptotic distribution of the maximal weighted height of a Galton-Watson tree conditioned on total progeny, when edge lengths are i.i.d. Then, M. Ossiander, E. Waymire and Q. Zhang proved in [14] the convergence in law of the weighted height function of critical Galton-Watson trees conditioned on total progeny to the Brownian excursion. Notice that G. Miermont's theorem cannot simply be applied here to get rid of the 2-type constraint. Indeed, in our case, it is not possible for a vertex of type 0 to have a descendant of type 1 (the mean matrix is not irreducible). Our first result is the following : Theorem 1. Let (F, e, h) be a leafed Galton-Watson forest with edge lengths, with offspring distribution ζ satisfying hypothesis (H). Then, the following convergence in law holds for the Skorokhod topology on the space D(R + , R) of càdlàg functions :
where B is a standard Brownian motion.
Notice that this result implies the convergence in law of F properly rescaled towards the Brownian forest for the Gromov-Hausdorff topology (see Lemma 2.4 of [9] ). The convergence of the marginal distribution of the second component is Theorem 1.8 of [9] . Inspired by the proof of Theorem 1 (i) in [12] , we will show that we can get H 1 close to H ℓ for the Skorokhod topology on càdlàg functions, after an adequate scaling. This scaling will take place in two components here :
• One of a factor µ on the amplitude of H 1 ; we will show in Proposition 2 that this is what it takes to get H 1 "vertically close" to H ℓ .
• The other one of a factor m −1 "in time" to "slow down" the depth-first exploration process on F 1 , in order it to follow that on F. Indeed, unlike H ℓ , H 1 does not visit vertices of type 0, which makes it go faster. We will show in Proposition 3 that m −1 is the right pace.
This theorem will have an important application in the second part of the paper as, by linking the height process of multitype Galton-Watson trees to the depth-first exploration process of a leafed Galton-Watson tree, we will be able to prove an invariance principle for the multitype Galton-Watson tree. Moreover, leafed Galton-Watson trees will find another application in an upcoming paper [1] as we will show how the study of a λ-biased random walk on a Galton-Watson tree can be reduced to that of the height process of a leafed Galton-Watson forest. A natural corollary to this theorem is the following : Corollary 1. Assume that we are in the setting of Theorem 1.
(i) For all n ∈ N, let Γ n be the index of the tree to which u(n) belongs. Then the following convergence in law holds jointly with that of Theorem 1 :
, where (L 0 t ) t≥0 is the local time of B the Brownian motion of Theorem 1.
(ii) Let h max (T) = max x∈T h(x) be the weighted height of the tree T. Then,
2 Proof of Theorem 1
Preliminaries
Most of the time, we will work on trees composing F (generically denoted by T). A very useful tool when working on such trees is the many-to-one lemma, which we introduce now.
Change of measure on T 1
Let us introduce (W 1 n ) n∈N the additive martingale, where for all n ∈ N :
Hypothesis (H c ) and the branching property ensure that (W 1 n ) n∈N is a martingale. For all n ∈ N, denoting by F 1 n the σ-algebra generated by {(x, ℓ(x)) : x ∈ T 1 , |x| ≤ n}, the Kolmogorov extension theorem ensures that there exists a probability measure P on n∈N F 1 n such that
Now recall that ζ 1 is the law of the progeny on n≥0 R n + of vertices in T 1 . Let us considerζ 1 the probability law with Radon-Nykodim derivative x∈T 1 ,|x|=1 1 with respect to ζ 1 . Notice that almost surely the progeny induced byζ 1 is non-empty. We construct a new process denoted by ( T 1 , ℓ, (w k ) k∈N ) as follows :
• Initialisation Generation 0 of T is only made up of the root, denoted by ρ, such that e(ρ) = 1 and ℓ(ρ) = 0. We set w 0 = ρ. The vertex w 0 has progeny according toζ 1 .
• Induction Inductively at each generation n ≥ 1, among children of w n−1 is uniformly chosen a vertex, denoted by w n . The vertex w n has progeny according toζ 1 . Independently, other vertices of generation n give a progeny according to ζ 1 .
Notice that the construction of T is such that the (ℓ(w k )) k≥1 are i.i.d. random variables. The following proposition makes the connection between this process ( T, ℓ) and P.
A consequence of this proposition is the many-to-one lemma, which can be shown by induction :
→ R be a measurable function, and X n a F 1 n -measurable random variable. Then,
Notice that applying this lemma, we can re-write hypothesis (H 
Estimates on critical Galton-Watson forests
Recall that T 1 and F 1 are critical Galton-Watson tree and forest ; we will need estimates on such processes. The following lemma will allow us to control the shape of F 1 :
Lemma 2. Remember that F 1 is a critical Galton-Watson forest with finite variance, and that we denote by u 1 (1), ..., u 1 (n), ... its vertices taken in the lexicographic order. Let Γ 1 n := u 1 (n) 0 be the index of the tree in F 1 to which the n th vertex of F 1 belongs. Then, for all ε > 0, we have for M > 0, M ′ > 0 and n ∈ N large enough,
Proof. This comes from Corollary 2.5.1 of [6] . Indeed, according to it,
for M large enough, L 0 1 being the local time at level 0 at time 1 of a standard Brownian motion. Moreover,
′ large enough, where (B t ) 0≤t≤1 is a standard Brownian motion. The union bound concludes the proof.
Vertical scaling
In a way, ϕ is the function of re-indexation from F to F 1 . We introduce the following proposition, which will let us release the constraint of random heights : Proposition 2. Let (F, e, ℓ) be a leafed Galton-Watson forest with edge lengths satisfying hypothesis (H). Then,
Proof. First of all, let us show that
According to the definition of ϕ, for all i ∈ N,
since any u(i) of type 0 for 1 ≤ i ≤ n is the child of a u(j) for 0 ≤ j ≤ n − 1. Applying the union bound, we get
the last sum tending to 0 as n tends to infinity, according to hypothesis (H 2 0 ), thus yielding (2.1). Now, noticing that for all i ∈ N, ϕ(i) ≤ i, it suffices to show that
and to combine it with (2.1) to conclude the proof of the proposition. To this end, we will use a method employed in the proof that appears in Section 3 of [5] , which is built in 3 steps -but we will have to adjust some parts. We emphasise that until the end of the proof, all considered vertices are in T 1 or F 1 , and that the lexicographical order u 1 is also taken in T 1 or F 1 . The first step is to show that :
where (s n ) n∈N is any sequence of real numbers such that
(such a sequence exists thanks to condition (H 2 1 )). According to Lemma 2, for any ε > 0, and then M, M ′ , n large enough,
Discussing on which tree u 1 (i) belongs to and on its generation we get :
where we used the many-to-one lemma (Lemma 1) between lines 1 and 2 and then used the second property of (s n ) n∈N . This proves (2.3). Now, for all n ∈ N, we let v n := n 3/8 . The second step of our proof is to show that :
Once again, using Lemma 2, for M, M ′ and then n large enough, (2.4) is smaller than
and once again distributing vertices in the different trees to which they belong, trees that we split into generations, the latter sum is smaller than
To sum up, we can consider now that for n large enough, on every path in F 1 there is at most one x such that ℓ(x) > v n , and that for that x, necessarily, ℓ(x) < s n . More precisely, we let for all n ∈ N,
and we can write using (2.3) and (2.4) : (2.5)
2 ), the triangle inequality yields that
for n large enough, and thus we just have to show that (2.6)
and to use (2.5) to get (2.2). This will be the last step of our proof. Actually, once again using Lemma 2, and then applying the many-to-one lemma (Lemma 1),
Let us focus on the general term in the sum, for any
Now, we have for all r ∈ 2; 8 ,
where we used the triangle inequality in the inequality, and then the fact that ℓ (n) ≤ v n .
, and then cutting the integral at y = 1 we get
where c(r) is a suitable constant. Thus we can write
where between lines 1 and 2 we used the fact that E ℓ (n) (w j ) − E ℓ (n) (w 1 ) = 0. Now we just have to regroup common patterns on i 1 , . . . , i k and we get that
where we used the fact that k ≤ M √ n in the last inequality, and where c is a suitable constant.
Applying Markov's inequality yields
and when using this in (2.7), we finally get that
which proves (2.6).
Horizontal scaling
In the previous subsection, we showed that the renormalised height function of a leafed GaltonWatson forest with edge lengths is "vertically close" to the height process of F 1 a simple GaltonWatson forest. Now, we want to prove the "horizontal version".
Proposition 3. The function (ϕ(⌊ns⌋)/n) s>0 converges in probability to (m −1 s) s>0 as n tends to infinity, for the topology of uniform convergence over compact sets.
Proof. Let, for n ∈ N, ψ(n) := #{x ∈ F : x ≺ u 1 (n)} : somehow, ψ can be seen as the inverse function of ϕ. Just as in the proof of Proposition 6 in [12] , notice that we have for all n ∈ N
, that is ψ(n) is the sum of the number of children of each vertex lexicographically smaller than u 1 (n), minus the children which come lexicographically after u 1 (n).
We want to show that for all ε > 0,
Indeed, suppose (2.8) is proved, then applying the weak law of large numbers to
and noticing that for all n ∈ N, ψ(ϕ(n)) = n, this implies
Now remember that we want to establish the convergence of (ϕ(⌊ns⌋)/n) s≥0 for the uniform topology over compact sets ; so for all M > 0, let ε > 0,
Now, since s → ϕ(⌊ns⌋)/n and s → m −1 s are non-decreasing functions with modulus of continuity smaller or equal to 1, for all 0 ≤ k ≤ ⌈M/ε⌉,
Hence,
where the last convergence is obtained using the fact that each member of the sum tends to 0 as n tends to infinity, by (2.9) . This would conclude the proof of the proposition. So let us prove (2.8). First of all, we have obviously
However, for all k ∈ N, it is necessary that u
and therefore
Two other things :
Then, by the union bound,
and therefore we have for all ε ′ > 0, for n large enough,
• Moreover according to our estimate on Galton-Watson forests in Lemma 2, we notice that for all ε ′ > 0, for M and n large enough,
. The sequence (S k ) k∈N is the Lukasiewicz path of F 1 , a centred random walk with finite variance, see part 1.1 of [9] . Then we have that for all k ∈ N,
Hence, we can write
Thus,
be the stopping times at which record high are achieved, we have
Applying Markov's strong property to stopping times τ 1 , . . . , τ ⌊M √ n⌋ , we obtain
= mE
Proceeding as in Section 2 of [2], we have
where U − is the renewal measure corresponding to the weak descending ladders heights of (S n ) n≥1 . The renewal theorem (see p. 360 in [7] ) ensures us that there exists a constant c ′ > 0 such that
, which is what we wanted in equation (2.10).
Conclusion of the proof of Theorem 1 and Corollary 1
To conclude the proof of Theorem 1, we just have to put the convergence of
together with Propositions 2 and 3 to get the convergence of s → H ℓ (⌊ns⌋)/n 1/2 .
Proof of Theorem 1. Recall that the forest F 1 is a non-trivial critical Galton-Watson forest with finite variance. Then,
for the Skorokhod topology on the space D(R + , R) (this is Theorem 1.8 of [9] for example). Now, composing s → H 1 (⌊ns⌋) with s → ϕ(⌊ns⌋)/n, Proposition 3 ensures that
for the Skorokhod topology on D(R + , R), a convergence that holds jointly with that of (2.11). As explained in Section 2.6 of [12] , this can be seen exhibiting a probability space where both convergences of s → n −1/2 H 1 (⌊ns⌋) and of s → ϕ(⌊ns⌋)/n hold almost surely (the existence of such a space is guaranteed by Skorokhod's representation theorem). In such a space, the convergence of their composition will hold almost surely, and therefore in distribution. Finally, Proposition 2 yields
for the topology of the convergence over compact sets, thus completing the proof of the theorem.
Proof of Corollary 1. (i) The proof is similar to that of Theorem 1 (ii) of [12] . Denote by Γ 1 n the index of the tree in F 1 to which u 1 (n) belongs. The definition of ϕ allows us to write for all n ∈ N, s ≥ 0, Γ ⌊ns⌋ = Γ 1 ⌊ϕ(ns)⌋ . Proposition 3 and then Corollary 2.5.1 of [6] allow us to conclude the proof.
(ii) The proof of Corollary 1 of [12] can be applied here, using Theorem 1 and Corollary 1 (i).
Part II

Scaling limit of multitype Galton-Watson trees with infinitely many types
We introduce a more classic process, the multitype Galton-Watson tree. Multitype GaltonWatson trees are trees to each vertex of which a type is associated. They are built in a way such that the progeny of each vertex is independent to that of other vertices, but such that the law of the progeny depends on the type of the vertex. Usually, they are studied in the case where the set of possible types is finite, mainly because of the importance of the mean matrix, which has to be of finite-dimension if one wants to apply the Perron-Frobenius theorem to it, and thus characterise the behaviour of the tree. However, under good conditions on the mean matrix, it is possible in the case where the set of types is countable to obtain the same tools than in the finite-case (see chapter 6 of [15] ). In [12] , G. Miermont established the convergence in law of the height process of a multitype Galton-Watson forest with finitely many types. Our objective is to get this result when the set of types is countable, under mild conditions. To this end, we will link the height process of the multitype Galton-Watson forest to that of a leafed Galton-Watson tree with edge lengths, using a tree-reduction method inspired from Section 2.3 of [12] .
Introduction and definitions
Let X be a countable set (to which we will refer as the set of types), and ζ = (ζ i ) i∈X a family of laws taking its values in X (N) (the set of sequences of X with finite support). A realisation of a random variable Z of law ζ i , where i ∈ X , gives the make-up of the progeny of a vertex of type i in this way :
• The length of Z (denoted by |Z|) is the number of children of the vertex.
• The list of types forming Z gives the list of the types of each of the |Z| children ; if the latter is (1, 2, 1) for example, then it means that the first child is of type 1, the second of type 2 and the third of type 1.
We consider in this part (T, e) a multitype Galton-Watson tree with offspring distribution ζ (for any x ∈ T, e(x) ∈ X denotes the type of x), that is (T, e) is built by induction as follows :
• Initialisation Generation 0 of T is only made up of the root, denoted by ρ, of a certain type i 0 ∈ X .
• Induction For any n ≥ 1, if generation n − 1 is empty, then generation n is empty. Otherwise, for any i ∈ X , each vertex of type i of generation n − 1 gives progeny according to ζ i , the total progeny thus forming generation n.
We denote by P i 0 the probability law under which the root of T has type i 0 , and E i 0 the associated expectation. We also let F be a multitype Galton-Watson forest with offspring distribution ζ, that is a collection of i.i.d. multitype Galton-Watson trees with offspring distribution ζ. For any i ∈ X , we let P i be the probability under which all the trees composing F have a root of type i, and E i the associated expectation.
Hypotheses on the "first moment" of the process
We will use the general notation introduced in Part I ; moreover we let for all j ∈ X and for all x ∈ T, ν j (x) be the number of children of type j of x. We let M = (m i,j ) i,j∈X be the mean matrix of our process, where for all i, j ∈ X ,
that is m i,j is the mean number of children of type j of a vertex of type i. A first natural condition on M is that all iterate coefficients are finite, that is
We also suppose that M is irreducible, that is for all i, j ∈ X there exists k ∈ N * such that m
This operator M is crucial, since in many cases it determines whether the tree may survive or not. In the case where X is finite, the latter conditions allow us to apply the Perron-Frobenius theorem to M, and then the only necessary condition to hope to get a scaling limit theorem on the multitype Galton-Watson forest would be that the maximum eigenvalue of M is 1. This would yield the existence of the left and right eigenvectors associated to 1, which are of paramount importance in the study of the behaviour of the tree. In the general case, in order to be in conditions comparable to the case where X is finite, we make the following hypotheses on M :
M is irreducible with finite iterate coefficients, and there exist (a i ) i∈X ∈ R * + X a left eigenvector of M associated to eigenvalue 1 and (b i ) i∈X ∈ R * + X a right eigenvector of M associated to eigenvalue 1, such that i∈X a i < ∞, i∈X a i b i < ∞, and renormalised so that i∈X a i = 1 and i∈X a i b i = 1. Note that if these two vectors exist, then they are unique up to a constant (Theorem 6.4 of [15] ). This hypothesis may seem less natural than in the finite case. However, denoting by R the common convergence radius of M defined in chapter 6.1 in [15] (p. 200), also called the convergence parameter, then Theorem 6.4 in [15] guarantees that hypothesis H M implies that R = 1 (a condition that matches that of the finite case), and that M is 1-positive (in the sense of definition 6.2). On the other hand, according to Theorem 6.2 in [15] , a condition such that R = 1 would guarantee the existence of unique positive left and right eigenvectors of M. Hence, compared to the finite case, the only extra-condition is the finiteness of the two sums.
"Second moment" of the process
We set for all i ∈ X , Q i = (Q i j,k ) j,k∈X where for all j, k ∈ X ,
and we make the following hypotheses :
This constant squared, η 2 , will turn out to be the equivalent of the variance in the monotypecase ; thus it clearly has to be finite if we want to get results.
Statement of the main theorem
There is no surprise in the statement of the theorem, since it has to be coherent with that of G. Miermont in [12] , even though it requires a few more hypotheses (which are still always satisfied in the case where X is finite, see the appendix for the following hypothesis). Let i ∈ X , we set
In the appendix, we will give a stronger but simpler hypothesis implying (H i R ) for any i. We now state our theorem. Theorem 2. Let (F, e) be a multitype Galton-Watson tree such that hypotheses (H M ), (H Q ) and (H i 0 R ) are satisfied for a certain i 0 ∈ X . Then, under P i 0 , the following convergence in law holds for the Skorokhod topology on the space D(R + , R) of càdlàg functions :
Together with this theorem stands the analogue of Corollary 1.
Corollary 2. Assume that we are in the setting of Theorem 2.
(i) For all n ∈ N, let Γ n be the index of the tree to which u(n) belongs. Then, under P i 0 , the following convergence in law holds jointly with that of Theorem 2 :
, where (L 0 t ) t≥0 is the local time of B the Brownian motion of Theorem 2.
(ii) Let h max (T) = max x∈T |x| be the height of the tree T. Then, For all n ∈ N, we let F n be the sigma-algebra generated by the (x, e(x)) for x ∈ T, |x| ≤ n. Then for all i 0 ∈ X , (
) is a P i 0 -martingale for the filtration (F n ) n∈N . Indeed, for all n ∈ N, W n is obviously F n -measurable, has a finite first moment as (b i ) i∈X is an M-right eigenvector. Moreover,
where we used the branching property between lines 2 and 3, and then the fact that (b i ) i∈X is an M-right eigenvector. Finally,
Kolmogorov's extension theorem then guarantees that there exists a probability measure P i 0 on n∈N F n such that for all n ∈ N,
to which we associate the expectation E i 0 .
Let us introduce a new process on marked trees with spine. Let ζ = ( ζ i ) i∈X be the probability law of Radon-Nykodim derivative x∈T,|x|=1 b e(x) with respect to ζ. We construct ( T, e, (w n ) n∈N ) as follows :
• Initialisation Generation 0 of T is only made up of the root ρ of given type i 0 . We set w 0 = ρ. The root ρ gives progeny according toζ i 0 .
• Induction Inductively at each generation n ≥ 1 a vertex is chosen among children x of w n−1 , each with probability b e(x) / ← y =w n−1 b e(y) . We denote this vertex by w n . The vertex w n has progeny according toζ e(wn) . Other vertices x of generation n have progeny according to ζ e(x) .
Just as in Subsection 2.1.1, the following proposition links ( T, e) and P i 0 :
Proposition 4. [8]
(i) Under P i 0 the multitype Galton-Watson tree (T, e) is distributed as ( T, e).
(ii) For all |x| = n,
iii) The process (φ k ) k∈N := (e(w k )) k∈N is a Markov chain taking its values in X with initial state i 0 , and with transition probabilities denoted by (p i,j ) i,j∈X where for all i, j ∈ X ,
Notice that the Markov chain (φ k ) k∈N admits an invariant measure (π i ) i∈X where for all i ∈ X
This yields the multitype many-to-one lemma :
Lemma 3. For all n ∈ N * , g : X n → R + a measurable function, X n a F n -measurable random function,
This lemma will be of great use, since thanks to it the study of certain quantities of the multitype Galton-Watson tree can be reduced to that of a simple Markov chain.
Reduction of multitype trees
For the rest of the paper, we set a certain i 0 ∈ X . In this subsection, we will introduce a method to construct (T, e, ℓ) a leafed Galton-Watson tree with edge lengths the associated depth-first exploration process of which is equal to the height process of T. To this end, let us define the notion of optional line of a given type. Definition 1. Let j ∈ X and x ∈ T.
• We denote by B j x the set of vertices descending from x in T having no ancestor of type j since x. Formally, B j x = {y ∈ T : x ⊢ y and e(z) = j ∀z ∈ T such that x ⊢ z ⊢ y}.
• We denote by L j x the set of vertices of type j descending from x in T and having no ancestor of type j since x. Formally, L j x = {y ∈ T : x ⊢ y, e(y) = j, e(z) = j ∀z ∈ T such that x ⊢ z ⊢ y}. We say that L j x is the optional line of type j stemming from x. This notion of optional line was first defined in [3] . Somehow, L j x is the "top layer" of B Of course, this notation can be extended to forests. Under P i 0 , the construction of (T, e, ℓ) is carried out inductively as follows :
• Initialisation Take, in the lexicographical order, the vertices y ∈ T such that y ∈ B i 0 ρ . Following their lexicographical ordering, to each y ∈ T among these vertices we associate a vertex y i 0 to the first generation of T, setting e(y i 0 ) = 1 if e(y) = i 0 (that is if y ∈ L i 0 ), e(y i 0 ) = 0 otherwise. Moreover, to each of these vertices y i 0 ∈ T we associate ℓ(y i 0 ) its edge length, set as ℓ(y i 0 ) = |y|.
• Induction For any n ≥ 2, if generation n − 1 is empty then generation n is empty. Otherwise, for each x i 0 ∈ T of the n − 1 th generation such that e(x i 0 ) = 1, take in the lexicographical order the vertices y ∈ T such that y ∈ B i 0 x . Proceeding in the lexicographical order, to each y ∈ T of these vertices, we associate a vertex y i 0 , thus forming the progeny of x i 0 , setting e(y i 0 ) = 1 if e(x) = i 0 and e(y j ) = 0 otherwise (that is if
x ). Then, to each of these vertices y i 0 ∈ T, we set ℓ(y i 0 ) = |y| − |x|.
Vertice of type i 0
The set B i 0 ρ Figure 3 : Example of a T, and of the tree T resulting from it.
Constructing T from T therefore consists in untangling the "bushes" B i 0
x stemming from vertices x ∈ T such that e(x) = i 0 ,, so that all vertices are in the same generation, however keeping their lexicographical ordering, and keeping in ℓ the information on their initial generation in the tree T. Of course, the construction of T can be extended to forests F as F, by applying the transformation process to each component tree. The whole purpose of this transformation lies in the following proposition. Proposition 5. Under P i 0 , the marked tree (T, e, ℓ) is a leafed Galton-Watson tree with edge lengths. Moreover, denoting by H ℓ the depth-first exploration process introduced in (1.1) associated to it, we have ∀n ∈ N, H ℓ (n) = |u T (n)|, where u T (n) is the n th vertex of T for the lexicographic order.
Proof. The branching property in T guarantees that the progeny of each vertex in T have same law, and then by construction (T, e, ℓ) is a leafed Galton-Watson tree with edge lengths. The equality of depth-first exploration processes also naturally stems from the construction.
To show Theorem 2, it suffices to prove that F satisfies the hypotheses introduced in the first part ; that is we want to prove :
It is obvious that under P i 0 conditions denoted by (H R ). Our proof here will be pretty different from that of G. Miermont in [12] . Indeed, in the latter, the author used an inductive method on the total number of types, method which obviously cannot be used in our case. However, using change of measure techniques, we will be able to get the same results.
Proof of Proposition 6 : Hypothesis (H 1 )
For all j ∈ X and x ∈ F of T, we set :
x is the number of vertices "between" x and L j x , L j x included. If x = ρ, we will simply write B j . We want to prove that F satisfies hypothesis (H 1 ), which in our case boils down to prove the following proposition :
x are i.i.d. for x ∈ F such that e(x) = i 0 and have a finite first moment ; more precisely :
Proof. As explained previously in the construction of T, the fact that (B i 0
x ) x∈F,e(x)=i 0 are i.i.d. comes from the branching property. For any j ∈ X , we denote bŷ τ j := inf{k ≥ 1 : φ k = j} the first non-null hitting time of state j by (φ k ) k∈N . Let us show that B j x admits a finite first moment for any x ∈ F and j ∈ X ; let i, j ∈ X , the many-to-one lemma (Lemma 3) yields
which yields in the case where
which concludes the proof. In the second inequality, we used a classic result on the mean time spent in a given state during a Markovian excursion, and then in the following one we used the fact that for all k ∈ X , π k = a k b k , and that k∈X a k = 1. 
Proof of Proposition 6 : Hypotheses (H c ) and (H
Proof. First, let us focus on the first moment of the cardinal of an L j stemming from a root of type i ∈ X ; using the many-to-one lemma we get
where between the last two lines we used the fact that (φ k ) k∈N is positive recurrent. So in the case where i = j = i 0 this yields the first equality of (4.1). Now, recalling that we have set for any j ∈ Xτ j = inf{k ≥ 1 : φ k = j}, let us compute the second moment of the number of vertices forming the first generation of type j. Discussing on the generation to which vertices of L j belong, we get
For k ≥ 1, let us focus on the general term of the sum. When conditioning on F k , it can be written as
Let us apply the many-to-one lemma (Lemma 3) at generation k to this expectation, with the
Summing over k ≥ 1, as (φ k ) k≥0 is recurrent we finally get a simpler expression of the second moment :
Now, computing this last quantity will require a decomposition more subtle. Under the biased law P, L j is made up of wτ j the first vertex of the spine (w k ) k∈N being of type j, together with the sets L j x for any brother x of the spine below wτ j . That is,
after this decomposition along the spine. Conditioning with respect to σ((w k ) k∈N , (Ω(w k )) k∈N ) and using the fact that
, this last expectation is equal to
where we used the branching property on each w k for 0 ≤ k ≤τ j − 1. Discussing on the type of w k in the inner expectation, this can be written as
Let us clarify the term E l |x|=1 b e(x) − b φ 1 for any l ∈ X . Noticing that under P l ,
as explained in the construction of T, and that
is the invariant measure for φ. We used Lemma 3 between lines 2 and 3.
•
by Proposition 8.
by Proposition 7.
Plugging this into (4.5), and using the fact that for all n ∈ N H ℓ (n) = |u F (n)| (as precised in Proposition 5), we finally get
which is what we wanted to prove Theorem 2. The proof of Corollary 2 is now the same than that of Corollary 1.
An application of Theorem 2 to random laminations
In [4] , N. Curien and Y. Peres study certain aspects of the random laminations of the disk, and this study is reduced to that of a multitype Galton-Watson tree T with types taking values in 4; +∞ . Vertices x of type m ≥ 4 give progeny the following way : choose m ′ ∈ 0; m uniformly at random, and if m ′ ≥ 3 then x has a child of type 1 + m ′ , if m ′ ≤ m − 3 then x has a child of type 1 + m − m ′ (note that if these two conditions are satisfied x gives birth to two children). We propose an alternative proof of Theorem 1.1 of [4] , simply applying Theorem 2.
Theorem 3. Under P 4 , population at generation n denoted by Z n is such that
Moreover, the probability that Z n = 0 is such that Following conditions of Subsection 3.1, we are looking for a left eigenvector (a n ) n≥4 and a right eigenvector (b n ) n≥4 such that for n ≥ 4 :
(1 − 1 n + 2 )b n − b n+1 + 2 n + 2 b n+2 = 0 and 2 n + 1 a n − a n+1 + a n+2 = 0.
A computation indicates that these equations are satisfied by (b n ) n≥4 = ( 2 e 2 − 1 (n − 2)) n≥4 and (a n ) n≥4 = ( 2 n−3 (n − 3) (n − 1)! ) n≥4 , vectors which satisfy n≥4 a n = 1 and n≥4 a n b n = 1. Thus, the multitype Galton-Watson tree T here satisfies hypothesis (H M ). Moreover, a computation gives for i, j, k ≥ 4,
which yields η 2 = 16 5(e 2 − 1) 2 < ∞, and so (H Q ) is also satisfied. We now want our tree to satisfy (H alt R ) (introduced in the appendix); the transition probabilities of the resulting Markov chain (φ n ) n≥4 are given by p i,j = 2(j − 2) (i − 2)(i + 1) 1 {4≤j≤i+1}
for i, j ≥ 4. Let us set for all n ≥ 4 V (n) = β n for a any β > 1. We notice that (φ n ) n≥4 satisfies condition (A.1) with (V (n)) n≥4 dominating ( 1 bn ) n≥4 for n large enough. Thus the tree T satisfies hypothesis (H alt R ). Anyway, we get, applying Lemma 3,
The Markov chain (φ n ) n≥4 having (π n ) n≥4 = ( 2 e 2 −1 2 n−3 (n−3)(n−2) (n−1)! ) n≥4 for invariant measure, the ergodic theorem yields 
A Appendix
Conditions (H i 0 R ) may seem artificial and not convenient to check. In this appendix, we propose a more practical hypothesis. We recall the statement of hypothesis (H the function V being such that for all x ∈ X \ C,
A Markov chain satisfying condition (A.1) is said to be geometric ergodic. Notice that any Markov chain on a finite space will satisfy such a condition. The notion of geometric ergodicity is well discussed in Chapter 15 of [11] . 
so if this last quantity is finite, then the first condition is satisfied. Notice also that, using Lemma 3 again, the second condition of (H Now, notice that hypothesis (H alt R ) is such that our Markov chain satisfies condition (V 4) of [11] (see p.376). Theorem 15.2.6 of [11] then ensures that {i 0 } is V -geometrically regular (in the sense defined p. 373 of [11] ). In other words, there exists r > 0 such that
and since 1 b.
≤ V (.), this ensures (A.3) and finiteness of (A.2).
