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$f$ : $R^{n}arrow R$ $g\equiv\nabla f$
$x_{k+1}=x_{k}+\alpha_{k}d_{k}$ (1.1)
$x_{k}$






$g_{k}\equiv g(x_{k})$ $\beta_{k}$ $CG$
$CG$ $\beta_{k}$
Hestenes-Stiefel($HS$), Fletcher-Reeves($FR$), Polak-Ribiere($PR$),
Dai-Yuan($DY$), Conjugate Descent( $CD$), Liu-Storey( $LS$) :
$\beta_{k}^{HS}=\frac{g_{k}^{T}y_{k-1}}{d_{k-1}^{\Gamma}y_{k-1}}, \beta_{k}^{FR}=\frac{\Vert g_{k}||^{2}}{\Vert g_{k-1}\Vert^{2}}, \beta_{k}^{PR}=\frac{g_{k}^{T}y_{k-1}}{||g_{k-1}\Vert^{2}},$
(1.3)
$\beta_{k}^{DY}=\frac{||g_{k}||^{2}}{d_{k-1}^{T}y_{k-1}}, \beta_{k}^{CD}=\frac{||g_{k}||^{2}}{-g_{k-1}^{T}d_{k-1}}, \beta_{k}^{LS}=\frac{g_{k}^{T}y_{k-1}}{-g_{k-1}^{T}d_{k-1}}.$













Zhang, Zhou and Li $FR$ [12], 3 $PR$ [13],
3 $HS$ [14] Cheng [1] $PR$
Narushima, Yabe and Ford [9] 4 3 $CG$ ( $3TCG$
) :
$d_{k}=\{\begin{array}{ll}-g_{k} k=0,-g_{k}+\beta_{k}(g_{k}^{T\dagger}p_{k})\{(g_{k}^{T}p_{k})d_{k-1}-(g_{k}^{T}d_{k-1})p_{k}\} k\geq 1.\end{array}$ (1.4)
$p_{k}\in R^{n}$ $\dagger$
$a^{\uparrow}=\{\begin{array}{ll}\frac{1}{a} if a\neq 0,0 if a=0.\end{array}$
(1.4) $g_{k}^{T}$ $g_{k}^{T}d_{k}=$
$-\Vert g_{k}\Vert^{2}$ (1.4) $\overline{c}=1$
$3TCG$ $\Vert g_{k}||^{2}$ $-1$
$3TCG$ $\Vert g_{k}\Vert^{2}$
2
3TCG (1.4) 3 ( G3TCG )
:
$d_{k}=\{\begin{array}{ll}-g_{k} if k=0 or |g_{k}^{T}p_{k}|\leq\theta\Vert g_{k}\Vert\Vert p_{k}\Vert,-g_{k}+\beta_{k}d_{k-1}+\eta_{k}p_{k} otherwise.\end{array}$ (2.1)
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Step 4 $x_{k+1}$ (1.1)




1 $\mathcal{L}=\{x|f(x)\leq f(x_{0})\}$ $\mathcal{N}$
$f$ $g$
G3TCG
Property A $G3TCG$ $k$ $\Vert g_{k}\Vert\geq\epsilon$
$\epsilon$ $b>1$ $\xi>0$ $k$
$|\beta_{k}|\leq b$
$\Vert s_{k-1}\Vert\leq\xi \Rightarrow |\beta_{k}|\leq\frac{1}{4\mu^{4}b}$
$G3TCG$ Property $A$ $s_{k-1}=$
$x_{k}-x_{k-1},$ $\mu=(1+\overline{\gamma}_{2})/\theta$




$\beta_{k}\geq\frac{-1}{\Vert d_{k-1}\Vert\min\{\overline{\nu},\Vert g_{k-1}\Vert\}}\equiv v_{k}$ . (3.1)
(3.1) $\beta_{k}$
$\beta_{k}^{+}=\max\{\zeta_{k}, \beta_{k}\} ( \zeta_{k}\in[\nu_{k}, 0])$ (3.2)
(3.1) G3TCG
Property A $\beta_{k}^{+}$ Property A
G3TCG
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1 1 $\{x_{k}\}$ $G3TCG$





















((1.3) ) $HS,$ $PR,$ $LS$ , 4
: Dai-Liao ( $DL$) [2], Hager-Zhang ( $HZ$ ) [5], Yu-Guan-Li (DPR) [10], Zhang
(DLS) [11] $DL,$ $HZ$ , DPR, DLS :
$\beta_{k}^{DL} = \frac{g_{k}^{T}(y_{k-1}-ts_{k-1})}{d_{k-1}^{T}y_{k-1}}$ , (3.3)
$\beta_{k}^{HZ} = \beta_{k}^{HS}-\frac{\phi\Vert y_{k}||^{2}}{((t_{k-1}^{T}y_{k-1})^{2}}g_{k}^{T}d_{k-1}$, (3.4)
$\beta_{k}^{DPR} = \beta_{k}^{PR}-\frac{\phi||y_{k}||^{2}}{||g_{k-1}||^{4}}g_{k}^{T}d_{k-1}$ , (3.5)
$\beta_{k}^{DLS} =\beta_{k}^{LS}-\frac{\phi||y_{k}||^{2}}{(-g_{k-1}^{T}d_{k-1})^{2}}g_{k}^{T}d_{k-1}$ . (3.6)
$t\geq 0,$ $\phi>1/4$ 1 7
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2 $\{x_{k}\}$ (3.2) $G3TCG$





CUTEr [4] 167 1
$\frac{ 1:\overline{7}^{-}\wedge\triangleright\ovalbox{\tt\small REJECT}_{P}7\ovalbox{\tt\small REJECT}}{CodenCodenCodenCode}$
$\overline{3PK30}$DENSCHNA2GROWTHLS3 $PALMER5C$ $6n$AIRCRFTB 8 DENSCHNB 2GULF 3 $PALMER6C$ 8
AKIVA 2 DENSCHNC 2HAIRY 2 $PALMER7C$ 8
ALLINIT 4DENSCHND 3HATFLDD 3 $PALMER8C$ 8
ALLINITU 4DENSCHNE 3HATFLDE 3PENALTYI 1000
ARGLINA 200 DENSCHNF 2HATFLDFL 3PENALTYI 10000
ARGLINB 200 DIXMAANA 9000 $HEART6LS$ 6 PENALTY2 200
ARGLINC 200 DIXMAANB 9000 HEARTSLS 8 PENALTY3 100
ARWHEAD 5000 DIXMAANC 9000 HELIX 3PFITILS 3
BARD 3DIXMAAND 9000 HIELOW 3PFIT$2LS$ 3
BDEXP 5000 DIXMAANE 9000 HILBERTA 100 $PFIT3LS$ 3
BDQRTIC 5000 DIXMAANF 9000 HILBERTB 100 $PFIT4LS$ 3
BEALE 2DIXMAANG 9000 HIMMELBB 2 POWELLSG 20000
BIGGS3 6DIXMAANH 9000 HIMMELBF 4 POWER 20000
BIGGS5 6DIXMAANI 9000 HIMMELBG 2 QUARTC 10000
BIGGS6 6DIXMAANJ 9000 HIMMELBH 2ROSENBR 2
BIGGSBI 5000 DIXMAANK 3000 HUMPS 2 $S30S$ 2
BOX 7500 DIXMAANL 9000 JENSMP 2SBRYBND 5000
BOX2 3 DIXON$3DQ$ 10000 KOWOSB 4 SCHMVETT 5000
BOX3 3 DJTL 2 LIARWHD 10000 SENSORS 100
BQPGABIM 50 DQDRTIC 5000 LOGHAIRY 2 SINEVAL 2
BQPGASIM 50 DQRTIC 5000 MANCINO 100 SINQUAD 10000
BHKMCC 2EDENSCH 10000 MARATOSB 2SISSER 2
BROWNAL 500 EG2 1000 MEXHAT 2SPARSINE 5000
BROWNBS 2 EIGENALS 930 MODBEALE 10000 SPARSQUR 10000
BROWNDEN 4 EIGENBLS 930 MOREBV 5000 SROSENBR 10000
$BROYDN7D$ 5000 EIGENCLS 462 MOREBV 10000 STRATEC 10
BROYDN$7D$ 10000 ENGVALI 10000 MSQRTALS 1024 TESTQUAD 5000
BRYBND 10000 ENGVAL2 3 MSQRTBLS 1024 TOINTGSS 10000
CAMEL6 2ERRINROS 50 NONCVXU2 5000 TOINTPSP 50
CHAINWOO 4000 EXPFIT 2NONDIA 10000 TOINTQOR 50
CHAINWOO 10000 EXTROSNB 1000 NONDQUAR 5000 TQUARTIC 10000
CHEBYQAD 100 EXTROSNB 10000 NONDQUAR 10000 TRIDIA 10000
CHNROSNB 50 FLETCHCR 1000 NONSCOMP 5000 VARDIM 200
CLIFF 2FLETCHCR 10000 OSBORNEA 5 VAREIGVL 5000
COSINE 10000 FMINSRF2 5625 OSBORNEB 11 VIBRBEAM 8
CRAGGLVY 50 FMINSURF 5625 OSCIPATH 10000 WATSON 31
CUBE 2FREUROTH 5000 PALMERIC S WOODS 4000
CURLY10 10000 GENHUMPS 5000 PALMERID 7 WOODS 10000
CURLY20 10000 GENROSE 500 $PALMER2C$ 8 YFITU 3
CURLY30 5000 GENROSE 5000 $PALMER3C$ 8 ZANGWIL2 2
DECONVU 61 GENROSE 10000 $PALMER4C$ 8
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$G3TCG$ (2.1) $p_{k}$ $\gamma_{k}$
$p_{k}=g_{k}$ $p_{k}=y_{k-1}$ $p_{k}=g_{k}$
1” $p_{k}=y_{k-1}$ 2”





$0)$ $g_{k}^{T}d_{k}=-\Vert g_{k}\Vert^{2}$ $g_{k}^{T}d_{k-1}arrow 0$ $\gamma_{k}arrow 1$
$\hat{\gamma}_{k}$
:
$\hat{\gamma}_{k}^{(i)}=1-\overline{\gamma}\frac{|\beta_{k}g_{k}^{T}d_{k-1}|}{||g_{k}\Vert\Vert d_{k-1}||}, \hat{\gamma}_{k}^{(2)}=1+\overline{\gamma}\frac{|\beta_{k}g_{k}^{T}d_{k-1}|}{||g_{k}\Vert\Vert d_{k-1}||},$
$\hat{\gamma}_{k}^{(3)}=1-\overline{\gamma}\frac{\beta_{k}g_{k}^{T}d_{k-1}}{\Vert g_{k}\Vert\Vert d_{k-1}\Vert}, \hat{\gamma}_{k}^{(4)}=1+\overline{\gamma}\frac{\beta_{k}g_{k}^{T}d_{k-1}}{\Vert g_{k}\Vert\Vert d_{k-1}\Vert},$
$\hat{\gamma}_{k}^{(5)}=1-\overline{\gamma}|\beta_{k}g_{k}^{T}d_{k-1}|, \hat{\gamma}_{k}^{(6)}=1+\overline{\gamma}|\beta_{k}g_{k}^{T}d_{k-1}|,$
$\hat{\gamma}_{k}^{(7)}=1-\overline{\gamma}\beta_{k}g_{k}^{T}d_{k-1}, \hat{\gamma}_{k}^{(8)}=1+\overline{\gamma}\beta_{k}g_{k}^{T}d_{k-1},$
$\hat{\gamma}_{k}^{(9)}=1-\overline{\gamma}\frac{|g_{k}^{T}d_{k-1}|}{\Vert g_{k}\Vert\Vert d_{k-1}\Vert}, \hat{\gamma}_{k}^{(10)}=1+\overline{\gamma}\frac{|g_{k}^{T}d_{k-1}|}{\Vert g_{k}\Vert\Vert d_{k-1}\Vert},$








$\theta=10^{-12},$ $\zeta_{k}=v_{k},$ $\nu=0.01,\overline{\gamma}_{1}=0.1,\overline{\gamma}_{2}=100,\overline{\gamma}=0.8,$ $t=1,$ $\phi=2$
$\Vert g_{k}\Vert_{\infty}\leq 10^{-6}$
500( )






16 $\hat{\gamma}_{k}$ 2 $\Vert g_{k}\Vert\Vert d_{k-1}\Vert$
$( 5- 8, 13-16 \hat{\gamma}_{k})$
2-5
GHSI, GHS2, GPRI, GPR2
2 GHSI $\gamma_{k}=1$ $\hat{\gamma}_{k}^{(1)},$
$\hat{\gamma}_{k}^{(10)},$ $\hat{\gamma}_{k}^{(11)}$ 3-5 GHS2 $\hat{\gamma}_{k}^{(1)}$
$\hat{\gamma}_{k}^{(11)}$ , GPRI $\hat{\gamma}_{k}^{(1)},$ $\hat{\gamma}_{k}^{(3)},$ $\hat{\gamma}_{k}^{(4)},$ $\hat{\gamma}_{k}^{(10)}$ , GHS2 $\hat{\gamma}_{k}^{(10)}$
2 $\hat{\gamma}_{k}^{(11)}$
6 $=$ 7
$p_{k}=y_{k-1}$ 6 7 GHSI, GHZI, GDLI,
GHS2, GPR2, GDPR2 8 6 7
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