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NEAR-SELECTION THEOREMS FOR C-SPACES
VALENTIN GUTEV
Abstract. Haver’s near-selection theorem deals with approximate selections
of Hausdorff continuous CE-valued mappings defined on σ-compact metrizable
C-spaces. In the present paper, we extend this theorem to all paracompact
C-spaces. The technique developed to achieve this generalisation is based on
oriented simplicial complexes. This approach makes not only a considerable
simplification in the proof but is also successful in generalising the special case
of compact metric C-spaces to all paracompact finite C-spaces.
1. Introduction
A space X has property C, or is a C-space, if for any sequence {Un : n < ω} of
open covers of X there exists a sequence {Vn : n < ω} of pairwise disjoint families
of open subsets ofX such that each Vn refines Un and
⋃
n<ω Vn is a cover ofX . The
C-space property was originally defined byW. Haver [9] for compact metric spaces,
subsequently Addis and Gresham [1] reformulated Haver’s definition for arbitrary
spaces. It should be remarked that a C-space is paracompact if and only if it
is countably paracompact and normal, see e.g. [6, Proposition 1.3]. Every finite-
dimensional paracompact space, as well as every countable-dimensional metrizable
space, is a C-space [1], but there exists a compact metric C-space which is not
countable-dimensional [17].
For spaces (sets) X and Y , we write ϕ : X Y to designate that ϕ is a set-
valued (or multi-valued) mapping from X to the nonempty subsets of Y . For a
metric space (Y, ρ) and ε > 0, we will use Oε(y) for the open ε-ball centred at
a point y ∈ Y ; and Oε(S) =
⋃
q∈S Oε(q), whenever S ⊂ Y . In these terms, a
set-valued mapping ϕ : X Y is ρ-continuous (or Hausdorff continuous) if for
every ε > 0, each point x ∈ X has a neighbourhood V such that
(1.1) ϕ(x) ⊂ Oε(ϕ(p)) and ϕ(p) ⊂ Oε(ϕ(x)), for every p ∈ V .
A map f : X → Y is an ε-selection for a mapping ϕ : X Y if f(x) ∈ Oε (ϕ(x)),
for every x ∈ X . More generally, for a function ε : X → (0,+∞), we say that
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f : X → Y is an ε-selection for ϕ if f(x) ∈ Oε(x) (ϕ(x)), for every x ∈ X . Finally,
following Haver [10], a subset S ⊂ Y is called CE if for every ε > 0 there exists
δ > 0 such that Oδ(S) is contractible in Oε(S). The following theorem was proved
by Haver in [10, Theorem 1].
Theorem 1.1 ([10]). Let (Y, ρ) be a metric space and X =
⋃
n<ωXn be a metriz-
able space with each Xn being a compact C-space. Then each ρ-continuous CE-
valued mapping ϕ : X Y has a continuous ε-selection, for every continuous
function ε : X → (0, 1].
By a simplicial complex we mean a collection Σ of nonempty finite subsets of
a set S such that τ ∈ Σ, whenever ∅ 6= τ ⊂ σ ∈ Σ. The set
⋃
Σ is the vertex set
of Σ, while each element of Σ is called a simplex. The k-skeleton Σk of Σ (k ≥ 0)
is the simplicial complex Σk = {σ ∈ Σ : Card(σ) ≤ k + 1}, where Card(σ) is the
cardinality of σ. In the sequel, for simplicity, we will identify the vertex set of Σ
with its 0-skeleton Σ0.
The vertex set Σ0 of a simplicial complex Σ can be embedded as a linearly
independent subset of some linear normed space. Then to any simplex σ ∈ Σ
we may associate the geometric simplex |σ| which is the convex hull of σ. The
geometric realisation of Σ is the set |Σ| =
⋃
{|σ| : σ ∈ Σ}. As a topological space,
we will always consider |Σ| endowed with the Whitehead topology [22, 23]. This
is the topology in which a subset U ⊂ |Σ| is open if and only if U ∩ |σ| is open in
|σ|, for every σ ∈ Σ. The following special case of Theorem 1.1 was obtained by
Haver in [9, Proposition 3].
Theorem 1.2 ([9]). Let X be a compact metric C-space, (Y, ρ) be a metric space
and ϕ : X Y be a ρ-continuous mapping such that for every x ∈ X and ε > 0,
there exists δ > 0 with the property that for every finite simplicial complex Σ,
every continuous map g : |Σ| → Oδ(ϕ(x)) is null-homotopic in Oε(ϕ(x)). Then
ϕ has a continuous ε-selection, for every ε > 0.
In the present paper, we show that Theorem 1.1 is valid for all paracompact
C-spaces, while Theorem 1.2 — for all paracompact finite C-spaces. In fact, both
these generalisations are obtained with an almost identical proof. Namely, in
the next section, we consider an abstract embedding relation S ֒
∗
−→ T of subsets
S ⊂ T ⊂ Y of a space Y . The only requirement we place on this relation is
to be monotone in the sense that A ⊂ S ֒
∗
−→ T ⊂ B implies A ֒
∗
−→ B. In this
general setting, for a metric space (Y, ρ), we consider uniformly UV ∗ subsets
defined by “Oδ(S) ֒
∗
−→ Oε(S)”, i.e. precisely as the properties of the values of ϕ
in Theorems 1.1 and 1.2, but now using the relation ֒
∗
−→. Next, we show that any
ρ-continuous mapping ϕ : X Y with uniformly UV ∗-values, admits a special
sequences {Un : n < ω} of open covers of X approximating the values of ϕ,
see Theorem 2.1. This is essentially the only place where ρ-continuity of ϕ is
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used. Section 3 contains two constructions of continuous maps from the geometric
realisation of oriented simplicial complexes, see Theorems 3.1 and 3.4. Finally,
in Section 4, we apply Theorem 3.1 to nerves of covers to obtain with ease our
generalisation of Theorem 1.1 (see Theorem 4.1). The same approach, but now
using Theorem 3.4, gives the generalisation of Theorem 1.2 (see Theorem 5.2).
The last section of the paper contains two applications of these theorems dealing
with near-selections for Hausdorff continuous mappings whose values are absolute
retracts, see Corollaries 6.1 and 6.4.
2. Monotone Embedding Relations
Let S ֒
∗
−→ T be an embedding relation defined on subsets S, T ⊂ Y of a space
Y . In this, we will always assume that S ⊂ T , so that the relation ֒
∗
−→ places some
extra properties on the inclusion S ⊂ T . Such a relation will be called monotone
if A ⊂ S ֒
∗
−→ T ⊂ B implies A ֒
∗
−→ B. Various examples of monotone embedding
relations will be given in the next sections. In fact, several UV -properties can
be expressed in these terms by saying that a subset S ⊂ Y is UV ∗ if every
neighbourhood U of S contains a neighbourhood V of S such that V ֒
∗
−→ U .
In what follows, all covers are assumed to be of nonempty sets. Also, in all
statements in this section, (Y, ρ) is a fixed metric space and ֒
∗
−→ is a monotone
embedding relation on the subsets of Y . In this general setting, we shall say that
a subset S ⊂ Y is uniformly UV ∗ if for every ε > 0 there exists δ = δ(ε) > 0 such
that Oδ(S) ֒
∗
−→ Oε(S). Clearly, we may always pick δ such that δ(ε) ≤ ε, which is
in good accord with the requirement that Oδ(S) ⊂ Oε(S).
The main goal of this section is the following approximative representation of
ρ-continuous mappings with uniformly UV ∗-values.
Theorem 2.1. Let X be a paracompact space and ϕ : X Y be a ρ-continuous
mapping such that each ϕ(x), x ∈ X, is uniformly UV ∗. Then for every continu-
ous function ε : X → (0,+∞) there exists a sequence Un, n < ω, of open covers
of X and mappings Φn,Ψn : Un Y such that for every U ∈ Un,
(i) Φn(U) ֒
∗
−→ Ψn(U) ⊂ Oε(p)(ϕ(p)), whenever p ∈ U ;
(ii) Ψk(V ) ⊂ Φn(U), whenever k > n and V ∈ Uk with V ∩ U 6= ∅.
To prepare for the proof, we proceed with several observations.
Proposition 2.2. Let ε : X → (0,+∞) be a continuous function on a space X.
Then there exists an open cover V of X and a function δ : V → (0,+∞) such
that δ(V ) ≤ ε(p), for every p ∈ V ∈ V .
Proof. Since ε is continuous, each point x ∈ X is contained in an open set Vx such
that ε(p) > ε(x)
2
= δx, for every p ∈ Vx. Take V = {Vx : x ∈ X}, and for each
V ∈ V set δ(V ) = δx, where δx corresponds to some x ∈ X with V = Vx. 
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Let F (Y ) be the collection of all nonempty closed subsets of Y . A natural
topology on F (Y ) is the Hausdorff one τH(ρ) generated by the Hausdorff distance
H(ρ) associated to ρ. Recall that the Hausdorff distance is defined by
H(ρ)(S, T ) = inf
{
ε > 0 : S ⊂ Oε(T ) and T ⊂ Oε(S)
}
(2.1)
= sup {ρ(S, y) + ρ(y, T ) : y ∈ S ∪ T} , S, T ∈ F (Y ).
The Hausdorff topology τH(ρ) is always metrizable even though the distance H(ρ)
may assume infinite values. Moreover, given any nonempty set S ⊂ Y , we have
that ρ(y, S) = ρ
(
y, S
)
, for every y ∈ Y . So, we may consider H(ρ)(S, T ) defined
on all nonempty subsets of Y . Then, according to (1.1) and (2.1), a mapping
ϕ : X Y is ρ-continuous if and only if it is continuous with respect to H(ρ) as
a usual map, namely if for every ε > 0, each point x ∈ X is contained in an open
set V such that H(ρ)(ϕ(p), ϕ(x)) < ε for every p ∈ V .
Proposition 2.3. Let ϕ : X Y be a ρ-continuous mapping on a space X, and
x ∈ X be such that ϕ(x) is uniformly UV ∗. Then for every ε > 0 there exists
δx ∈ (0, ε) and an open set Ux ⊂ X containing x such that for every p, q ∈ Ux,
H(ρ)(ϕ(p), ϕ(q)) <
δx
2
and Oδx(ϕ(p)) ֒
∗
−→ Oε(ϕ(p)).
Proof. Take δx ∈
(
0, ε
4
)
with O2δx(ϕ(x)) ֒
∗
−→ O ε
2
(ϕ(x)), and set
Ux =
{
p ∈ X : H(ρ)(ϕ(p), ϕ(x)) <
δx
4
}
.
Then Ux is an open set such that H(ρ)(ϕ(p), ϕ(q)) <
δx
2
, for every p, q ∈ Ux.
Moreover, p ∈ Ux implies Oδx(ϕ(p)) ֒
∗
−→ Oε(ϕ(p)) because ֒
∗
−→ is monotone and
Oδx(ϕ(p)) ⊂ O2δx(ϕ(x)) ֒
∗
−→ O ε
2
(ϕ(x)) ⊂ Oε(ϕ(p)). 
Proposition 2.4. Let X be a paracompact space and ϕ : X Y be a ρ-continuous
mapping such that each ϕ(x), x ∈ X, is uniformly UV ∗. Suppose that U1 is a
locally finite open cover of X and δ1 : U1 → (0,+∞). Then there exists an
open locally finite refinement U2 of U1 and functions δ2, ε2 : U2 → (0,+∞) with
δ2 ≤ ε2, such that
(i) Oδ2(U)(ϕ(p)) ֒
∗
−→ Oε2(U)(ϕ(p)), for every p ∈ U ∈ U2,
(ii) H(ρ)(ϕ(p), ϕ(q)) < δ2(U)
2
, for every p, q ∈ U ∈ U2,
(iii) ε2(U2) ≤
δ1(U1)
3
, whenever Ui ∈ Ui, i = 1, 2, with U1 ∩ U2 6= ∅.
Proof. Since U1 is locally finite, the paracompact space X has a locally finite open
cover V such that each family U V1 =
{
U ∈ U1 : U ∩ V 6= ∅
}
, V ∈ V , is finite.
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For convenience, set
(2.2) ε(V ) = min
U∈U V1
δ1(U)
3
> 0, whenever V ∈ V .
Then by Proposition 2.3, for each V ∈ V there exists an open and locally finite
in V cover WV of the paracompact space V and a map δV : WV → (0, ε(V )) such
that WV refines U
V
1 and for every p, q ∈ W ∈ WV ,
(2.3) H(ρ)(ϕ(p), ϕ(q)) <
δV (W )
2
and OδV (W )(ϕ(p)) ֒
∗
−→ Oε(V )(ϕ(p)).
Finally, we can take U2 = {W ∩ V : W ∈ WV and V ∈ V }, which is a locally
finite open cover of X because so is V and each WV , V ∈ V , is locally finite in V .
To define the required maps δ2, ε2 : U2 → (0,+∞), for each U ∈ U2 fix elements
λ(U) ∈ V and µ(U) ∈ Wλ(U) with U = µ(U) ∩ λ(U), and set
(2.4) δ2(U) = δλ(U)(µ(U)) and ε2(U) = ε(λ(U)), U ∈ U2.
If U1 ∩ U2 6= ∅ for some Ui ∈ Ui, i = 1, 2, then U1 ∩ λ(U2) 6= ∅ and, therefore,
U1 ∈ U
λ(U2)
1 . According to (2.2), we get that ε2(U2) = ε(λ(U2)) ≤
δ1(U1)
3
. The
rest of the properties are evident from (2.3) and (2.4). The proof is complete. 
We are now ready for the proof of Theorem 2.1.
Proof of Theorem 2.1. Let ϕ and ε be as in this theorem. Since X is a paracom-
pact space, by Proposition 2.2, it has an open locally finite cover V and a function
δ : V → (0,+∞) such that
(2.5) δ(V ) ≤ ε(p), for every p ∈ V ∈ V .
Hence, by Proposition 2.4 (applied with U1 = V and δ1 = δ), X has an open
locally finite cover U0 which refines V , and maps δ0, ε0 : U0 → (0,+∞) with
δ0 ≤ ε0, such that for every p, q ∈ U ∈ U0,
(2.6)


Oδ0(U)(ϕ(p)) ֒
∗
−→ Oε0(U)(ϕ(p)),
H(ρ)(ϕ(p), ϕ(q)) < δ0(U)
2
,
ε0(U) ≤
ε(p)
2
.
To see the last property in (2.6), take p ∈ U ∈ U0 and V ∈ V with U ⊂ V . Then
by (2.5) and Proposition 2.4, ε0(U) ≤
δ(V )
3
≤ ε(p)
3
≤ ε(p)
2
.
Using Proposition 2.4, the construction can be carried on by induction. Thus,
there exists a sequence Un, n < ω, of locally finite open covers of X and functions
δn, εn : Un → (0,+∞) with δn ≤ εn, such that each Un+1 refines Un and the
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following properties hold for each p, q ∈ U ∈ Un:
(2.7)


Oδn(U)(ϕ(p)) ֒
∗
−→ Oεn(U)(ϕ(p)),
H(ρ)(ϕ(p), ϕ(q)) < δn(U)
2
,
εn+1(V ) ≤
δn(U)
3
, whenever V ∈ Un+1 with V ∩ U 6= ∅.
To finish the proof, for each n < ω take a map πn : Un → X with πn(U) ∈ U ,
U ∈ Un. Next, define Φn,Ψn : Un Y by
(2.8) Φn(U) = Oδn(U)(ϕ(πn(U))) and Ψn(U) = Oεn(U)(ϕ(πn(U))), U ∈ Un.
To see (ii), take k > n, U ∈ Un and Vk ∈ Uk with Vk ∩ U 6= ∅. Since each
Ui+1 refines Ui, i < ω, there are elements Vi ∈ Ui, n + 1 ≤ i < k, such that
Vi+1 ⊂ Vi for every n + 1 ≤ i < k. Take a point q ∈ Vk ∩ U ⊂ Vn+1 ∩ U . Since
πk(Vk), q ∈ Vn+1 and q, πn(U) ∈ U , it follows from (2.7) that
H(ρ)(ϕ(πk(Vk)),ϕ(πn(U))) ≤
≤ H(ρ)(ϕ(πk(Vk)), ϕ(q)) +H(ρ)(ϕ(q), ϕ(πn(U)))
<
δn+1(Vn+1)
2
+
δn(U)
2
≤
1
2
δn(U)
3
+
δn(U)
2
=
2δn(U)
3
.
For the same reason, εk(Vk) ≤ · · · ≤ εn+1(Vn+1) ≤
δn(U)
3
. Accordingly,
Ψk(Vk) = Oεk(Vk)(ϕ(πk(Vk))) ⊂ O δn(U)
3
(ϕ(πk(Vk)))
⊂ O δn(U)
3
+ 2δn(U)
3
(ϕ(πn(U))) = Φn(U).
Finally, we show that (i) holds as well. The “֒
∗
−→”-embedding property in (i)
is evident from (2.7) and (2.8). As for the inclusion Ψn(U) ⊂ Oε(p)(ϕ(p)), where
p ∈ U ∈ Un, it follows from the special case of n = 0. Indeed, for n > 0, take
U0 ∈ U0 with U ⊂ U0, which is possible because Un refines U0. Then according
to (ii), Ψn(U) ⊂ Φ0(U0) because U ∩ U0 6= ∅. Thus, by (2.6) and (2.8), we also
have that
Ψn(U) ⊂ Φ0(U0) = Oδ0(U0)(ϕ(π0(U0)))
⊂ O2δ0(U0)(ϕ(p)) ⊂ O2ε0(U0)(ϕ(p)) ⊂ Oε(p)(ϕ(p)). 
3. Oriented Simplicial Complexes
As stated in the Introduction, we identify the vertices of a simplicial complex Σ
with its 0-skeleton Σ0. A simplicial complex Σ is called oriented if there exists a
partial order ≤ on its vertex set Σ0 such that each simplex of Σ is linearly ordered
with respect to ≤.
The present section deals with two constructions of continuous maps on ori-
ented simplicial complexes. In the first construction, for a space Y and subsets
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S ⊂ T ⊂ Y , we write S ֒
∞
−→ T if S is contractible in T . Moreover, for mappings
Φ,Ψ : Z Y , we will use Φ ֒
∞
−→ Ψ to express that Φ(z) ֒
∞
−→ Ψ(z), for every z ∈ Z.
Theorem 3.1. Let Σ be an oriented simplicial complex with respect to some partial
order ≤ on Σ0, and Φ,Ψ : Σ0 Y be mappings into a space Y such that Φ ֒
∞
−→ Ψ
and Ψ(v) ⊂ Φ(u), whenever u, v ∈ Σ0 with u < v. Then there exists a continuous
map h : |Σ| → Y such that
(3.1) h(|σ|) ⊂ Ψ(min σ), for every σ ∈ Σ.
The proof of Theorem 3.1 is based on the following considerations. The cone
Z ∗ v over a space Z with a vertex v is the quotient space of Z× [0, 1] obtained by
identifying all points of Z×{1} into a single point v. The following representation
of Z ∗ v will play an important role in our proof.
(3.2) Z ∗ v =
{
tv + (1− t)z : z ∈ Z and t ∈ [0, 1]
}
.
This representation is unique for each point q ∈ Z ∗ v with q 6= v, and is in good
accord with the fact that |σ| = |τ | ∗ v, whenever σ is an abstract simplex, v ∈ σ
and τ = σ \ {v} 6= ∅ is the face opposite to the vertex v. Finally, for a space T
and S ⊂ T , let us recall that a homotopy H : S × [0, 1]→ T is a contraction of S
into a point p ∈ T if
(3.3) H(y, 0) = y and H(y, 1) = p, for every y ∈ S.
Proposition 3.2. Let H : S × [0, 1]→ T be a contraction of a subset S ⊂ T into
a point p ∈ T of a space T . Then for a space Z, each continuous map g : Z → S
can be extended to a continuous map h : Z ∗ v → T such that
(3.4) h
(
tv + (1− t)z
)
= H(g(z), t), for every z ∈ Z and t ∈ [0, 1].
Proof. Define h : Z∗v→ T as in (3.4), which is possible because H(g(z), 1) = p for
every z ∈ Z, see (3.2) and (3.3). This h is as required because H(g(z), 0) = g(z),
for every z ∈ Z. 
We apply the above construction to show the special case of Theorem 3.1 in
the setting of an oriented simplex σ by a linear order ≤ on its vertices. For
convenience, such a simplex will be denoted by (σ,≤).
Proposition 3.3. Let (σ,≤) be an oriented simplex and Φ,Ψ : σ Y be mappings
into a space Y such that Φ ֒
∞
−→ Ψ and Ψ(v) ⊂ Φ(u), for every u, v ∈ σ with u < v.
For every v ∈ σ, fix a contraction Hv : Φ(v) × [0, 1] → Ψ(v) into some point
pv ∈ Ψ(v). Then there exists a unique continuous map h : |σ| → Y such that
(i) h(v) = pv, v ∈ σ,
(ii) h
(
tv + (1 − t)z
)
= Hv(h(z), t), z ∈ |τ | and t ∈ [0, 1], whenever τ ⊂ σ is a
face and v ∈ σ with v < u for every u ∈ τ .
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Proof. Suppose that σ = {v0, . . . , vn+1}, where v0 < v1 < · · · < vn+1, and consider
the maximal chain τn+1 ⊂ τn ⊂ · · · ⊂ τ0 = σ of faces of σ defined by τn+1 = {vn+1}
and τk = τk+1 ∪ {vk}, k ≤ n. We will construct the required map h : |σ| → Y
inductively on the faces |τk|, k ≤ n+1, of this chain. To this end, set Sk = Φ(vk),
Tk = Ψ(vk), Hk = Hvk and pk = pvk , k ≤ n+1. Next, define hn+1 : |τn+1| → Tn+1
by hn+1(vn+1) = pn+1. Since |τn| = |τn+1| ∗ vn and Tn+1 = Ψ(vn+1) ⊂ Φ(vn) = Sn,
by Proposition 3.2, hn+1 has a continuous extension hn : |τn| → Tn such that
hn
(
tvn + (1− t)z
)
= Hn(hn+1(z), t)
= Hn(hn(z), t), z ∈ |τn+1| and t ∈ [0, 1].
It is also evident that hn(vn) = Hn(pn+1, 1) = pn. The construction can be carried
on by a finite induction to get a continuous map h = h0 : |τ0| = |σ| → T0 satisfying
(i) and such that for every 0 ≤ k ≤ n,
(3.5) h
(
tvk + (1− t)z
)
= Hk(h(z), t), z ∈ |τk+1| and t ∈ [0, 1].
This h is as required. Indeed, take any continuous map g : |σ| → Y satisfying
(i) and (3.5). Then g(vn+1) = h(vn+1) and by (3.5), we get that g ↾ |τn| = h ↾ |τn|.
Inductively, this implies that g = g ↾ |τ0| = h ↾ |τ0| = h.
To see finally that (ii) is equivalent to (3.5), take a face τ ⊂ σ and a vertex
v ∈ σ with v < u, for every u ∈ τ . Then v = vk for some 0 ≤ k ≤ n, and τ ⊂ τk+1.
If z ∈ |τ | ⊂ |τk+1| and t ∈ [0, 1], it follows from (3.5) that
h
(
tv + (1− t)z
)
= h
(
tvk + (1− t)z
)
= Hk(h(z), t) = Hv(h(z), t). 
Proof of Theorem 3.1. Let Σ be an oriented simplicial complex with respect to
some partial order ≤ on Σ0, and Φ,Ψ : Σ0 Y be as in Theorem 3.1. For
each vertex v ∈ Σ0, fix a contraction Hv : Φ(v) × [0, 1] → Ψ(v) into some point
pv ∈ Ψ(v). Since each simplex σ ∈ Σ is oriented with respect to ≤, by Propo-
sition 3.3 applied with Φ ↾σ, Ψ ↾σ and the fixed contractions Hv, v ∈ σ, there
exists a unique continuous map hσ : |σ| → Y satisfying both properties (i) and
(ii) in that proposition. Suppose that σ1, σ2 ∈ Σ are simplices which have a com-
mon face τ = σ1 ∩ σ2. Then the linear order ≤ on τ is the same in each one of
the oriented simplices (σi,≤), i = 1, 2. Hence, by Proposition 3.3, we get that
hσ1 ↾ |τ | = hτ = hσ2 ↾ |τ |. Accordingly, we may define a map h : |Σ| → Y by
h ↾ |σ| = hσ, σ ∈ Σ. This map h is as required. Indeed, it is continuous be-
cause so is each hσ, σ ∈ Σ. To see that h also has the property in (3.1), take a
simplex σ ∈ Σ, and set v = min σ. If σ = {v}, then by (i) of Proposition 3.3,
h(|σ|) = h(v) = hσ(v) = pv ∈ Ψ(v). Otherwise, if τ = σ \{v} 6= ∅, it follows from
(ii) of Proposition 3.3 that for every z ∈ |τ | and t ∈ [0, 1],
h
(
tv + (1− t)z
)
= hσ
(
tv + (1− t)z
)
= Hv(hσ(z), t) ∈ Ψ(v).
Accordingly, h(|σ|) ⊂ Ψ(v) because |σ| = |τ | ∗ v. 
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Recall that the k-skeleton Σk, k ≥ 0, of a simplicial complex Σ is the simplicial
subcomplex Σk = {σ ∈ Σ : Card(σ) ≤ k + 1}. A simplicial complex Σ is called
finite-dimensional if Σ = Σk for some k ≥ 0, and we say that Σ is k-dimensional
if k ≥ 0 is the smallest integer with this property, i.e. for which Σ = Σk. If Σ
is an (n + 1)-dimensional simplicial complex which is oriented with respect to
some partial order ≤ on Σ0, then we may consider the chain of subcomplexes
Σn+1 ⊂ Σn ⊂ · · · ⊂ Σ0 = Σ defined by
(3.6)
{
Σk = (Σk)
n+1−k, and
min σ /∈ (Σk+1)
0, whenever σ ∈ Σk \ Σk+1.
Namely, let V0 be the minimal elements of Σ
0, i.e. V0 consists of all v ∈ Σ
0
such that v = u whenever u ∈ Σ0 with u ≤ v. Next, let V1 be the minimal
elements of Σ0 \ V0. Thus, inductively, for each k ≤ n, we may define the set
Vk+1 which consists of the minimal elements of Σ
0 \ (V0 ∪ · · · ∪ Vk). Since Σ is
(n + 1)-dimensional, each simplex of Σ has at most n + 2 elements. Therefore,
Σ0 = V0 ∪ · · · ∪ Vn+1 and we may now define the required subcomplexes by
(3.7) Σk = {σ ∈ Σ : σ ⊂ Vk ∪ · · · ∪ Vn+1} , k ≤ n+ 1.
Our second construction deals with finite-dimensional oriented simplicial com-
plexes by relaxing the requirement in Theorem 3.1 that Φ ֒
∞
−→ Ψ. To this end, for
a space Y and S ⊂ T ⊂ Y , we will write that S ֒
ω
−→ T if for each finite-dimensional
simplicial complex Σ, any continuous map g : |Σ| → S is null-homotopic in T .
Just like before, for mappings Φ,Ψ : Z Y , we will use Φ ֒
ω
−→ Ψ to designate that
Φ(z) ֒
ω
−→ Ψ(z), for every z ∈ Z.
For a simplicial complex Σ and a point v with v /∈ |Σ|, the cone on Σ with a
vertex v, is the simplicial complex defined by
(3.8) Σ ∗ v = Σ ∪ {σ ∪ {v} : σ ∈ Σ} ∪ {v}.
According to (3.2), |Σ ∗ v| is the cone |Σ| ∗ v over the geometric realisation |Σ| of
Σ. Moreover, for a space T and S ⊂ T , we have that S ֒
ω
−→ T iff for each finite-
dimensional simplicial complex Σ and v /∈ |Σ|, any continuous map g : |Σ| → S
can be extended to a continuous map h : |Σ| ∗ v→ T on the cone |Σ| ∗ v = |Σ ∗ v|,
compare with Proposition 3.2. Thus, we also have the following theorem.
Theorem 3.4. Let Σ be a finite-dimensional simplicial complex which is oriented
with respect to some partial order ≤ on Σ0, and Φ,Ψ : Σ0 Y be mappings into
a space Y such that Φ ֒
ω
−→ Ψ and Ψ(v) ⊂ Φ(u), whenever u, v ∈ Σ0 with u < v.
Then there exists a continuous map h : |Σ| → Y such that
(3.9) h(|σ|) ⊂ Ψ(min σ), for every σ ∈ Σ.
10 VALENTIN GUTEV
Proof. Suppose that Σ is (n+ 1)-dimensional, and consider the chain of subcom-
plexes Σn+1 ⊂ Σn ⊂ · · · ⊂ Σ0 = Σ with the properties in (3.6), see also (3.7). We
are going to construct continuous maps hk : |Σk| → Y , k ≤ n+ 1, satisfying (3.9)
and such that each hk is an extension of hk+1. Then we can take h = h0 because
Σ0 = Σ. To this end, using that Σn+1 = (Σn+1)
0 is 0-dimensional, we may define
hn+1 : Σn+1 → Y by hn+1(v) ∈ Ψ(v), for every v ∈ Σn+1. Evidently, this hn+1
satisfies (3.9) with respect to any singleton (simplex) of Σn+1.
Suppose that hk+1 :
∣∣Σk+1∣∣ → Y is a continuous map satisfying (3.9), and let
us show how to extend it to a continuous map hk :
∣∣Σk∣∣ → Y preserving this
property. So, take any vertex v ∈ Σ0 with {v} ∈ Σk \Σk+1, and consider the cone
Ωv ∗ v ⊂ Σk associated to the subcomplex Ωv =
{
σ ∈ Σk+1 : σ ∪ {v} ∈ Σk
}
, see
(3.8). If Ωv = ∅, then Ωv ∗ v is the singleton {v}, and we define hv : |Ωv ∗ v| → Y
by hv(v) ∈ Ψ(v). Suppose that Ωv 6= ∅, and take any simplex σ ∈ Ωv ⊂ Σk+1.
According to (3.6), v < min σ and, therefore, Ψ(min σ) ⊂ Φ(v). Since hk+1
satisfies (3.9), this implies that hk+1(|σ|) ⊂ Φ(v). Thus, hk+1(|Ωv|) ⊂ Φ(v) and
using that Φ(v) ֒
ω
−→ Ψ(v), there exists a continuous extension hv : |Ωv ∗ v| → Ψ(v)
of hk+1 ↾ |Ωv|. Evidently, hv satisfies (3.9) with respect to the simplicial complex
Ωv ∗ v. Finally, we may define the required continuous extension hk : |Σk| → Y of
hk+1 by letting hk ↾ |Σk+1| = hk+1 and hk ↾ |Ωv ∗ v| = hv, for every vertex v ∈ Σ
0
with {v} ∈ Σk \ Σk+1. 
Remark 3.5. The embedding relation ֒
ω
−→ in Theorem 3.4 was used only with
subcomplexes of Σ. Hence, this theorem remains valid if the property “Φ ֒
ω
−→ Ψ”
is relaxed to the one that for each simplicial subcomplex Ω ⊂ Σ and v ∈ Σ0, any
continuous map g : |Ω| → Φ(v) is null-homotopic in Ψ(v).
4. Approximate Selections and C-spaces
If a paracompact space is a countable union of closed C-subspaces, then it is
itself a C-space [8, Theorem 4.1], see also [1, Theorem 2.7]. Accordingly, the space
X in Theorem 1.1 is a C-space. In this section, we show that Theorem 1.1 remains
valid for all paracompact C-spaces. It is based on the relation “S ֒
∞
−→ T” defined in
the previous section, which is clearly a monotone embedding relation. In its terms,
a subset S of a metric space (Y, ρ) is CE iff it is uniformly UV ∞ (see Section 2),
namely if for every ε > 0 there exists δ ∈ (0, ε] such that Oδ(S) ֒
∞
−→ Oε(S).
Theorem 4.1. Let X be a paracompact C-space, (Y, ρ) be a metric space and
ϕ : X Y be a ρ-continuous mapping such that each ϕ(x), x ∈ X, is uni-
formly UV ∞. Then ϕ has a continuous ε-selection, for every continuous function
ε : X → (0,+∞).
Proof. For a continuous function ε : X → (0,+∞), take open covers Un, n < ω,
of X and mappings Φn,Ψn : Un Y as those in Theorem 2.1 (applied with the
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relation ֒
∞
−→ and the function ε). Then, since X is a C-space, there exists a
sequence Vn, n < ω, of pairwise disjoint families of nonempty open subsets of
X such that each Vn, n < ω, refines Un, and V =
⋃
n<ω Vn is a cover for X .
Moreover, we assume that the families Vn, n < ω, have no common elements.
Let N (V ) be the nerve of V , i.e. the simplicial complex defined by
(4.1) N (V ) =
{
σ ⊂ V : σ is finite and
⋂
σ 6= ∅
}
.
Then there exists a natural orientation of N (V ) generated by the families Vn,
n < ω. Namely, define a partial order ≤ on V by V < W , whenever V ∈ Vn and
W ∈ Vk are such that V ∩W 6= ∅ and n < k. Evidently, by (4.1), this partial
order makes N (V ) an oriented simplicial complex.
Since each Vn refines Un, there are maps rn : Vn → Un, n < ω, such that
V ⊂ rn(V ), for every V ∈ Vn. We may now define mappings Φ,Ψ : V  Y by
Φ ↾Vn = Φn ◦ rn and Ψ ↾Vn = Ψn ◦ rn, n < ω. According to Theorem 2.1 and the
definition of the partial order ≤ on V , for every V ∈ V we have that
(4.2)
{
Φ(V ) ֒
∞
−→ Ψ(V ) ⊂ Oε(p)(ϕ(p)), whenever p ∈ V , and
Ψ(V ) ⊂ Φ(U), whenever U ∈ V with U < V and U ∩ V 6= ∅.
Thus, by Theorem 3.1, there exists a continuous map h :
∣∣N (V )∣∣→ Y satisfying
(3.1) with respect to this orientation of N (V ). Finally, since X is paracompact,
the cover V has a canonical map g : X → |N (V )|. In other words, see [7,
Proposition 2.5], g is a continuous map such that g(x) ∈ |ΣV (x)|, x ∈ X , where
ΣV (x) =
{
σ ∈ N (V ) : x ∈
⋂
σ
}
. The composite map f = h ◦ g
|N (V )|
X Y
h
g
ϕ
is now a continuous ε-selection for ϕ. Indeed, take x ∈ X and a simplex σ ∈ ΣV (x)
with g(x) ∈ |σ|. Then x ∈ min σ and by (3.1) and (4.2),
f(x) = h(g(x)) ∈ h(|σ|) ⊂ Ψ(min σ) ⊂ Oε(x)(ϕ(x)). 
5. Approximate Selections and Finite C-spaces
Finite C-spaces were defined by Borst [2] for separable metrizable spaces, sub-
sequently the definition was extended by Valov [21] for arbitrary spaces. For
simplicity, we will consider these spaces in the realm of normal spaces. In this set-
ting, a (normal) space X is called a finite C-space if for any sequence {Un : n < ω}
of finite open covers of X there exists a finite sequence {Vn : n ≤ k} of pairwise
disjoint open families in X such that each Vn refines Un and
⋃
n≤k Vn is a cover of
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X . The following characterisation of paracompact finite C-spaces was obtained
Valov in [21, Theorem 2.4], it brings the defining property of these spaces closer
to that of paracompact C-spaces.
Theorem 5.1 ([21]). A paracompact space X is a finite C-space if and only if
for any sequence {Un : n < ω} of open covers of X there exists a finite sequence
{Vn : n ≤ k} of discrete open families in X such that each Vn refines Un and⋃
n≤k Vn is a cover of X.
Regarding the proper place of finite C-spaces, it was shown by Valov in [21,
Proposition 2.2] that a space X is a finite C-space if and only if its Cˇech-Stone
compactification βX is a C-space. Accordingly, each compact C-space is a finite
C-space. On the other hand, there are C-spaces whose Cˇech-Stone compactifica-
tion is not a C-space, see e.g. [13, Remark 3.7].
In this section, we extend Theorem 1.2 to all paracompact finite C-spaces. It
is based on the relation “S ֒
ω
−→ T” defined in Section 3, which is another example
of a monotone embedding relation. In terms of this relation, we shall say that a
subset S of a metric space (Y, ρ) is uniformly UV ω if for each ε > 0 there exists
δ ∈ (0, ε] such that Oδ(S) ֒
ω
−→ Oε(S).
Theorem 5.2. Let X be a paracompact finite C-space, (Y, ρ) be a metric space
and ϕ : X Y be a ρ-continuous mapping such that each ϕ(x), x ∈ X, is uni-
formly UV ω. Then ϕ has a continuous ε-selection, for every continuous function
ε : X → (0,+∞).
Proof. We proceed as in the proof of Theorem 4.1, but now using Theorem 3.4
instead of Theorem 3.1. Namely, for a continuous function ε : X → (0,+∞),
take open covers Un, n < ω, of X and mappings Φn,Ψn : Un Y as those in
Theorem 2.1 (applied with the embedding relation ֒
ω
−→ and the function ε). Since
X is a paracompact finite C-space, by Theorem 5.1, there exists a finite sequence
Vn, n ≤ k, of discrete families of nonempty open subsets of X such that each Vn,
n ≤ k, refines Un, and V =
⋃
n≤k Vn is a cover for X . Next, precisely as in the
proof of Theorem 4.1, we define a partial order on V and mappings Φ,Ψ : V  Y
such that for every V ∈ V ,
(5.1)
{
Φ(V ) ֒
ω
−→ Ψ(V ) ⊂ Oε(p)(ϕ(p)), whenever p ∈ V , and
Ψ(V ) ⊂ Φ(U), whenever U ∈ V with U < V and U ∩ V 6= ∅.
Thus, by Theorem 3.4, there exists a continuous map h : |N (V )| → Y satisfying
(3.9) with respect to the oriented simplicial complex N (V ).
We may now finish the proof precisely as before. Namely, since X is paracom-
pact, the cover V admits a continuous map g : X → |N (V )| such that g(x) ∈ |σx|,
x ∈ X , where σx = {V ∈ V : x ∈ V } ∈ N (V ), see [4]. Then the composite map
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f = h ◦ g is a continuous ε-selection for ϕ. Indeed, x ∈ min σx and by (3.9) and
(5.1), we get that f(x) = h(g(x)) ∈ h(|σx|) ⊂ Ψ(min σx) ⊂ Oε(x)(ϕ(x)). 
Remark 5.3. For an infinite cardinal τ , we shall say that a subset S of a metric
space (Y, ρ) is uniformly τ -UV ω if for each ε > 0 there exists δ ∈ (0, ε] such
that for every finite-dimensional simplicial complex Σ with Card(Σ0) < τ , every
continuous map g : |Σ| → Oδ(S) is null-homotopic in Oε(S). Also, let us recall
that the degree of compactness of space X is the least infinite cardinal κ(X) such
that every open cover of X has an open refinement of cardinality less than κ(X),
see [3]. Using the same proof, Theorem 5.2 remains valid if each ϕ(x), x ∈ X ,
is only assumed to be uniformly κ(X)-UV ω. Indeed, if Vn, n ≤ k, are as in that
proof, then Card(V ) < κ(X) because each family Vn, n ≤ k, is discrete. Hence,
according to Remark 3.5, we can still apply Theorem 4.1 to get a continuous map
h : |N (V )| → Y satisfying (3.9) with respect to the oriented simplicial complex
N (V ). Having already the map h, we can finish the proof precisely as before.
One benefit of this refined version of Theorem 5.2 is that it implies Theorem 1.2.
Namely, for a compact space X and a metric space (Y, ρ), a mapping ϕ : X Y
has uniformly κ(X)-UV ω-values precisely when its values are as in Theorem 1.2.
6. Approximate Selections and Absolute Retracts
Here, by an A(N)R we mean a metrizable space which is an Absolute (Neighbour-
hood) Retract for the metrizable spaces. A closed subset Y ⊂ E of a metric space
(E, ρ) is a uniform neighbourhood retract of E if to every ε > 0 there corresponds
η(ε) > 0 such that there exists a retraction r : Oη(+∞)(Y ) =
⋃
ε>0Oη(ε)(Y ) → Y
with ρ(z, r(z)) < ε, whenever z ∈ Oη(ε)(Y ). If one can take η(+∞) = +∞ (so
that the domain of r is always E), then Y is called a uniform retract of E. A
metric space (Y, ρ) is called a uniform A(N)R if it is a uniform (neighbourhood)
retract of any metric space containing (Y, ρ) isometrically as a closed subset. Uni-
form ANR’s and AR’s were considered by Torun´czyk [19, 20] and Michael [16], see
also Dugundji [5]. It should be remarked that these uniform retracts are slightly
different from those considered by Isbell [11, 12]. We now have the following
application of Theorem 4.1.
Corollary 6.1. Let X be a paracompact C-space, (Y, ρ) be a metric space which
is a uniform ANR, and ϕ : X → F (Y ) be a ρ-continuous mapping such that each
ϕ(x), x ∈ X, is a uniform retract of Y . Then ϕ has a continuous ε-selection, for
every continuous function ε : X → (0,+∞).
Proof. According to Theorem 4.1, it suffices to show that each ϕ(x), x ∈ X , is
uniformly UV ∞. To this end, take a point p ∈ X , and let r : Oη(+∞)(ϕ(p))→ ϕ(p)
be the corresponding retraction, where η(ε) is as in the definition of a uniform
retract for this subset ϕ(p) ⊂ Y . Moreover, since (Y, ρ) is a uniform ANR, to each
ε > 0 there exists γ(ε) > 0 such that any two γ(ε)-close continuous maps from
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an arbitrary space to Y are ε-homotopic, see e.g. [18, Theorem 6.8.6]. Finally, set
δ(ε) = η(γ(ε)), and let us show that this works. So, let g = r ↾Oδ(ε)(ϕ(p)) and
f : Oδ(ε)(ϕ(p))→ Oδ(ε)(ϕ(p)) be the identity of Oδ(ε)(ϕ(p)). Since δ(ε) = η(γ(ε)),
we have that ρ(f(z), g(z)) = ρ(z, r(z)) < γ(ε), for every z ∈ Oδ(ε)(ϕ(p)). Hence, f
and g are γ(ε)-close and by the choice of γ(ε), they are also ε-homotopic. On the
other hand, ϕ(p) is contractible being an AR, see [5, Theorem 12.4]. Therefore,
g is null-homotopic in ϕ(p). Thus, the map f , i.e. the identity of Oε(ϕ(p)), is
null-homotopic as well. 
In case the domain of ϕ is a paracompact finite C-space, we may relax both
properties that each ϕ(x), x ∈ X , is a uniform ANR and a contractible set (being
an AR). In fact, the contractibility can be also relaxed in Corollary 6.1. Namely,
for a subset S ⊂ T of a space T and k ≥ 0, we write that S ֒
k
−→ T if every
continuous map of the k-sphere in S can be extended to a continuous map of the
(k + 1)-ball in T . A space S is called aspherical, or Cω, if S ֒
k
−→ S, for every
k ≥ 0. The following property describing aspherical spaces follows easily from the
defining relation that S ֒
k
−→ S, for all k ≥ 0.
Proposition 6.2. A space S is Cω if and only if for every simplicial complex Σ,
each continuous map g : |Σ| → S is null-homotopic.
The importance of aspherical spaces is that a metrizable space is an AR iff it
is an aspherical ANR, [5, Theorem 12.4].
Evidently, a compact metric space is a uniform A(N)R iff it is an A(N)R.
Following Lefschetz [14], a compact metric space (Y, ρ) is called LC∗ if for every
ε > 0 there exists η(ε) > 0 such that if Σ is a finite simplicial complex and
K ⊂ Σ is a subcomplex containing the vertex set Σ0, then every continuous map
g : |K| → Y with diam(g(|K ∩ σ|)) < η(ε) for every σ ∈ Σ, can be extended
to a continuous map f : |Σ| → Y such that diam(f(|σ|)) < ε, σ ∈ Σ. It was
shown by Lefschetz [14, Theorem 6.6] that a compact metric space (Y, ρ) is a
(uniform) ANR if and only if it is LC∗, while (Y, ρ) is an AR iff it is both LC∗
and Cω. In [16, Theorem 7.1], Michael extended this characterisation to arbitrary
uniform ANR’s by showing that a metric space (Y, ρ) is a uniform ANR if and
only if it has the above Lefschetz property for arbitrary simplicial complexes
Σ rather than finite. Here, we are interested in another extension of the LC∗
property to arbitrary subsets of metric spaces. Namely, we shall say that a subset
S ⊂ Y of a metric space (Y, ρ) is uniformly LC∗ if for every ε > 0 there exists
η(ε) > 0 such that if Σ is a finite-dimensional simplicial complex and K ⊂ Σ is a
subcomplex containing the vertex set Σ0, then each continuous map g : |K| → S
with diam(g(|K ∩ σ|)) < η(ε) for every σ ∈ Σ, can be extended to a continuous
map f : |Σ| → S such that diam(f(|σ|)) < ε, σ ∈ Σ. The following property of
uniformly LC∗ sets was essentially established by Michael in [15, Lemma 11.1].
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Proposition 6.3. Let S ⊂ Y be a uniformly LC∗ subset of a metric space (Y, ρ).
Then for every ε > 0 there exists γ(ε) > 0 such that if Z is a finite-dimensional
paracompact space and g : Z → Oγ(ε)(S) is a continuous map, then there exists a
continuous map h : Z → S such that h(z) ∈ Oε(g(z)), for every z ∈ Z.
Proof. We repeat the proof of [15, Lemma 11.1]. Namely, let γ(ε) = 1
4
η
(
2ε
3
)
, where
η(ε) ≤ ε is as in the definition of uniformly LC∗ of S. Take a finite-dimensional
paracompact space Z and a continuous map g : Z → Oγ(ε)(S). Then there exists
a locally finite open cover U of Z such that its nerve N (U ) is finite-dimensional
(see [4, Theorem 3.5]) and diam(g(U)) < γ(ε), for every U ∈ U . Next, identifying
the 0-skeleton of N (U ) with U , define a (continuous) map ℓ : U → S such that
ℓ(U) ∈ Oγ(ε)(g(U)), for every U ∈ U . Hence, we also have that
(6.1) ρ(ℓ(U), g(z)) < 2γ(ε) ≤
ε
3
, for every z ∈ U ∈ U .
Thus, for U, V ∈ U with U ∩ V 6= ∅, we get that ρ(ℓ(U), ℓ(V )) < 4γ(ε) = η
(
2ε
3
)
.
Since N (U ) is finite-dimensional and η
(
2ε
3
)
is as in the definition of uniformly
LC∗ of S, the map ℓ can be extended to a continuous map f : |N (U )| → S such
that diam(f(|σ|)) < 2ε
3
, for every σ ∈ N (U ). Finally, let π : Z → |N (U )| be a
canonical map and h : Z → S be the composite map h = f ◦ π. If z ∈ Z, then
z ∈
⋂
σ for some σ ∈ N (U ). Take any U ∈ σ ⊂ |σ|. Since π(z), U ∈ |σ| and
f(U) = ℓ(U), it follows from (6.1) that
ρ(h(z), g(z)) ≤ ρ(f(π(z)), f(U)) + ρ(ℓ(U), g(z)) <
2ε
3
+
ε
3
= ε. 
We may now apply Theorem 5.2 to get the following further consequence.
Corollary 6.4. Let (Y, ρ) be a metric space which is a uniform ANR, X be a
paracompact finite C-space and ϕ : X Y be a ρ-continuous mapping such that
each ϕ(x), x ∈ X, is both Cω and uniformly LC∗. Then ϕ has a continuous
ε-selection, for every continuous function ε : X → (0,+∞).
Proof. According to Theorem 5.2, it suffices to show that each ϕ(x), x ∈ X , is
uniformly UV ω. To this end, take a point p ∈ X , and let γ(ε) be as in Proposi-
tion 6.3. Since (Y, ρ) is a uniform ANR, as in the proof of Corollary 6.1, to each
ε > 0 there exists η(ε) > 0 such that any two η(ε)-close continuous maps from
an arbitrary space to Y are ε-homotopic. Finally, take δ(ε) = γ(η(ε)), and let us
show that this works. So, let g : |Σ| → Oδ(ε)(ϕ(p)) be a continuous map for some
finite-dimensional simplicial complex Σ. Then by Proposition 6.3, there exists
a continuous map h : |Σ| → ϕ(p) such that ρ(h(z), g(z)) < η(ε), for all z ∈ |Σ|.
Accordingly, g and h are η(ε)-close and by the choice of η(ε), the maps g and
h are ε-homotopic. On the other hand, by Proposition 6.2, h : |Σ| → ϕ(p) is
null-homotopic in ϕ(p) because ϕ(p) is aspherical. This implies that g is null-
homotopic in Oε(ϕ(p)), which shows that ϕ(p) is uniformly UV
ω. 
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