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Abstract
This work is a contribution to the classification of Teichmu¨ller curves in the moduli
space M2 of Riemann surfaces of genus 2. While the classification of primitive Te-
ichmu¨ller curves in M2 is complete, the classification of the imprimitive curves, which
is related to branched torus covers and square-tiled surfaces, remains open.
Conjecturally, the classification is completed as follows. Let Wd2 [n] ⊂ M2 be the
1-dimensional subvariety consisting of those X ∈ M2 that admit a primitive degree d
holomorphic map pi : X → E to an elliptic curve E, branched over torsion points of
order n. It is known that every imprimitive Teichmu¨ller curve in M2 is a component
of some Wd2 [n]. The parity conjecture states that (with minor exceptions) Wd2 [n] has
two components when n is odd, and one when n is even. In particular, the number of
components of Wd2 [n] does not depend on d.
In this work we establish the parity conjecture in the following three cases: (1) for
all n when d = 2, 3, 4, 5; (2) when d and n are prime and n > (d3 − d)/4; and (3) when
d is prime and n > Cd, where Cd is an implicit constant that depends on d.
In the course of the proof we will see that the modular curve X(d) = H
/
Γ(d) is itself
a square-tiled surface equipped with a natural action of SL2Z. The parity conjecture is
equivalent to the classification of the finite orbits of this action. It is also closely related
to the following illumination conjecture: light sources at the cusps of the modular curve
illuminate all of X(d), except possibly some vertices of the square-tiling. Our results
show that the illumination conjecture is true for d ≤ 5.
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1 Introduction
This work is a contribution to the classification of Teichmu¨ller curves in the moduli space
M2 of Riemann surfaces of genus 2.
It is known (see [McM06]) that a primitive Teichmu¨ller curve in M2 is uniquely de-
termined by two invariants: its discriminant D and, when D ≡ 1mod 8, a spin invari-
ant  ∈ Z/2Z. Conjecturally, an imprimitive Teichmu¨ller curve inM2 is uniquely determined
by three integers: its degree d, its torsion n and, when n is odd, a spin invariant . Our main
result (Theorem 1.2) establishes this conjecture in infinitely many cases.
In this introduction we will make this discussion more precise by introducing the parity
conjecture (Conjecture 1.1). This conjecture can be expressed in several different ways:
(I) in terms of algebraic curves Wd2 [n] ⊂M2;
(II) in terms of a natural square-tiling on the modular curve X(d);
(III) in terms of illumination of finite subsets Ad2 [n] ⊂ X(d) by the cusps of X(d);
(IV) in terms of combinatorics of tilings of a surface of genus 2 by squares; and
(V) in terms of topological covers of a torus branched over a single point.
Each of these perspectives will be discussed in turn below. While the parity conjecture
and our main result are most easily stated using perspective (I), our proofs, to be sketched
below, use perspectives (II) and (III). Perspective (IV) relates the conjecture to combinatorics
and translation surfaces, while perspective (V) allows to formulate it using only basic notions
of topology.
We conclude with a survey of the previous research on the topic and pictures of natural
square-tilings of the modular curves X(d) for d = 2, 3, 4 and 5.
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I. Elliptic covers. The first perspective gives the most succinct way of formulating the
parity conjecture and our main result.
Let X be a Riemann surface of genus 2 and E an elliptic curve. Elliptic cover is a ramified
cover pi : X → E, where X ∈M2 and E is an elliptic curve. We call an elliptic cover primitive
if the induced map pi∗ : H1(X,Z)→ H1(E,Z) is a surjection.
For each pair of integers (d, n), where d > 1 and n ≥ 1, consider the following locus inM2:
Wd2 [n] =
{
X ∈M2
∣∣∣∣∣ ∃ a primitive degree d elliptic cover pi : X → E, with critical pointsx1 6= x2 ∈ X such that pi(x1) − pi(x2) has order n in Jac(E)
}
.
Each Wd2 [n] is a possibly reducible algebraic curve immersed inM2. It is known that the loci
W22 [1], W32 [1] are empty, and W42 [1], W52 [1] are irreducible. The main conjecture states that:
Conjecture 1.1 (Parity conjecture). Provided (d, n) 6= (2, 1), (3, 1), (4, 1) and (5, 1):
Wd2 [n] is irreducible when n is even, and consists of two irreducible components when n is odd.
The main result of this work establishes the parity conjecture in infinitely many cases:
Theorem 1.2. The parity conjecture holds for all (d, n) such that:
(i) d = 2, 3, 4, 5; or
(ii) d and n are prime and n > (d3 − d)/4; or
(iii) d is prime and n > Cd, where Cd is a constant that depends on d.
Proof of Theorem 1.2 occupies §8–§12.
Teichmu¨ller curves. The study of the parity conjecture is motivated by the following appli-
cation. LetMg be the moduli space of Riemann surfaces of genus g and define ΩMg →Mg
to be the bundle of pairs (X,ω), where ω 6= 0 is a holomorphic 1-form on a Riemann surface
X ∈ Mg. The absolute periods of ω will be denoted by Per(X,ω) =
{∫
γ
ω | γ ∈ H1(X,Z)
}
.
There is a natural GL+2R action on ΩMg that satisfies:
Per(A · (X,ω)) = A · Per(X,ω).
Let SL(X,ω) ⊂ SL2R denote the stabilizer of (X,ω) under this action. If the stabilizer is a
lattice in SL2R, then the image of the projection map GL+2R ·(X,ω) →Mg is an immersed
algebraic curve V ∼= H
/
SL(X,ω)→Mg. This immersion is an isometry with respect to the
hyperbolic metric on V and the Teichmu¨ller metric on Mg and we refer to its image as the
Teichmu¨ller curve in Mg generated by (X,ω).
Classification in genus 2. Define a quadratic order OD ∼= Z[x]/(x2 + bx + c), where
D = b2−4c. For any D ≥ 5 with D ≡ 0, 1mod 4, the Weierstrass curve is the following locus
in M2:
WD =
{
X ∈M2
∣∣∣∣∣ Jac(X) admits a real multiplication by ODwith an eigenform with a double zero
}
.
3
Every irreducible component of WD is a Teichmu¨ller curve. It is know that, when D 6= 9 and
D ≡ 1mod 8, WD consists of two irreducible components W 0D and W 1D distinguished by the
spin invariant  (see [McM05a]). It is also known that, when n is odd, Wd2 [n] has at least 2
components W 0d2 [n] and W 1d2 [n] distinguished by a slight generalization of the spin invariant
 (see §3). As we will see in §2, the parity conjecture suffices to complete the classification
of Teichmu¨ller curves in M2:
Theorem 1.3. The parity conjecture implies that the Teichmu¨ller curves in M2 are given
by:
(1) WD, where D ≥ 5 and D ≡ 0, 4 or 5mod 8 or D = 9;
(2) W D, where D ≥ 17, D ≡ 1mod 8 and  = 0 or 1;
(3) W42 [1], W52 [1] and Wd2 [n], where n is even;
(4) W d2 [n], where d · n > 5, n is odd and  = 0 or 1; and
(5) the decagon curve generated by dx
y
on y2 = x6 − x.
The contribution of this work is to address the curves (3) and (4). They consist of
imprimitive Teichmu¨ller curves. We will discuss this in more details in §2.
II. Modular curves. The second perspective relates the parity conjecture to a natural
square-tiling of the modular curve:
X(d) = (H ∪Q ∪∞)/Γ(d).
Absolute period leaf Ad2. Let E0 = C/Z[i] be the square torus. The quadratic differential
dz2 on C descends to E0 and the space (E0, |dz|2) is isometric to a unit square with opposite
sides identified. Let:
A◦d2 =
{
(X,ω) ∈ ΩM2
∣∣∣∣∣Per(X,ω) = Z[i] and
∫
X
|ω|2 = d
}
.
The absolute period leaf Ad2 is a smooth irreducible algebraic curve obtained as a completion
of the locus A◦d2 ⊂ ΩM2.
Isomorphism with X(d). The modular curve X(d) parametrizes elliptic curves E with a
choice of suitable basis for the d-torsion points E[d]. In §5 we will show that there exists
a natural isomorphism i : Ad2 ∼−→ X(d), such that Jac(X) is isogenous to E0 × E, where
E = i(X,ω). In particular, X also admits a degree d map to E. The isomorphism i depends
on the choice of an isomorphism (Z/dZ)2 ∼= E0[d]. We fix this choice once and for all and
obtain an isomorphism that we denote by Ad2 ∼= X(d).
Square-tiling of X(d). Denote zeroes of ω by z1 and z2 and let:
ρ =
∫ z2
z1
ω
be a (multivalued) holomorphic function on A◦d2 . The holomorphic quadratic differential q˜ =
dρ2 on A◦d2 extends to a meromorphic quadratic differential q on Ad2 . For any (X,ω) ∈ A◦d2
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there exists a primitive degree d covering map pi : X → E0 defined up to translation on E0,
such that pi∗(dz) = ω. The locus A◦d2 is preserved by the action of SL2Z ⊂ SL2R on ΩM2
and the SL2Z action on A◦d2 extends to the action on Ad2 ∼= X(d). Because
∫z2
z1
ω =
∫pi(x2)
pi(z1)
dz,
the metric space (X(d), |q|) naturally decomposes as a union of unit squares compatible with
this SL2Z action (§4). We refer to this decomposition as the square-tiling of the modular
curve X(d).
The square-tilings of the modular curves X(2), X(3), X(4) and X(5) are illustrated in
Figures 2, 3, 4 and 5.
In §6 we will explain how to generate the square-tilings of the modular curves in general
and give some of their geometric properties.
Reduction to SL2Z action on X(d). Points of Ad2 ∼= X(d) whose stabilizer is a lattice
fall into one of the following finite subsets:
Ad2 [n] =
(X,ω) ∈ Ad2
∣∣∣∣∣∣∣∣
integration of ω defines pi : X → E0,
whose critical points x1 6= x2 ∈ X satisfy:
pi(x1) − pi(x2) has order n in Jac(E0)
 .
We will show that Ad2 [n] is the subset of primitive n-rational points of the squares in the
tiling of X(d) (§4). The action of SL2Z preserves Ad2 [n] ⊂ X(d). The parity conjecture can
be reformulated in terms of this action. In §2 we will show:
Theorem 1.4. The number of irreducible components of Wd2 [n] is equal to the number of
SL2Z orbits in Ad2 [n] ⊂ X(d).
We will use Theorem 1.4 and results of §6 to give a proof of the main result for d = 2
(see §8) and for all (d, n), such that d and n are prime and n > (d3 − d)/4 (see §9).
In §5 we will also see that the quadratic differential (X(d), q) has no translation auto-
morphisms and its GL+2R orbit projection to Mg, where g is the genus of X(d), is a point.
III. Illumination. The third perspective relates the parity conjecture to illumination on
the modular curve X(d).
We say that a point A ∈ X(d) illuminates a point B ∈ X(d) if there is a geodesic segment
in metric |q| that connects A to B and does not pass through singularities of the metric. The
illumination conjecture states that:
Conjecture 1.5 (Illumination conjecture). Light sources at the cusps of the modular curve
illuminate all of X(d) except possibly for some of the vertices of the square-tiling.
One can easily verify that all of the X(2), X(3) and X(4) are illuminated by their cusps
(red points) by looking at Figures 2, 3 and 4. However establishing the illumination conjecture
for X(5) (Figure 5) requires more work (see §11). In fact, we will show that there is a vertex
of the square-tiling of X(5) that is not illuminated by the cusps.
It turns out that the parity conjecture is strongly related to the illumination conjecture.
In §10 we will show that the parity conjecture implies the illumination conjecture, using
general results on illumination on translation surfaces ([LMW16]) and the fact that the set
of illuminated points is SL2Z invariant. As for the converse, we will prove:
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Theorem 1.6. Let d be prime. Then, if the illumination conjecture holds for d, the parity
conjecture holds for all (d, n) with n > 1.
We will use Theorem 1.6 together with general results on illumination to prove the main
result for all (d, n), where d is prime and n > Cd (see §10). We will establish the illumination
conjecture for d = 3, 4 and 5 and use Theorem 1.6 to prove the main result for d = 3, 5
(see §11). The proof for d = 4 (see §12) is quite different in nature and will use the existence
of the branched cover X(4)→ X(3) that respects the square-tilings.
IV. Square-tiled surfaces. The parity conjecture is also related to the ways of tiling a
topological surface of genus 2 with squares, where only 4 or 8 corners of the squares come
together at a vertex.
Let Σ2 be a topological surface of genus 2. Preimages of the square under a suitable
covering map pi : X → E0 give a tiling of Σ2 by N = d · n squares that we will call a
type (d, n) square-tiling. The SL2Z action on 1-forms obtained by pulling back dz via such
covering maps gives an SL2Z action on the square-tilings. In §2 we will show:
Theorem 1.7. The number of irreducible components of Wd2 [n] is equal to the number of
type (d, n) square-tilings of Σ2 up to the action of SL2Z.
The type (2, 2) square-tilings of Σ2 and their SL2Z orbits are illustrated in Figure 1. One
can easily verify that exactly 8 corners of the squares come together at each vertex of these
tilings.
R
S R
S
RS
Figure 1: The SL2Z action on type (2, 2) square-tilings of a topological surface of genus 2
presented by its generators S =
(
1 1
0 1
)
and R =
(
0 −1
1 0
)
.
The number of all reduced tilings (that do not admit a tiling by bigger squares) of Σ2 by
N squares is given by (see [EMS03] and [KM17]):
(N − 2)(4N − 3)
12
·
∣∣∣PSL2(Z/NZ)∣∣∣+∑
d | N
d6=N
(d− 1)d
3N
·
∣∣∣PSL2(Z/dZ)∣∣∣ · ∣∣∣ SL2(Z/Nd Z)∣∣∣.
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The parity conjecture would imply that the formula is significantly simpler if one considers
the tilings up to SL2Z action:∣∣∣∣∣∣
{
reduced tilings of
Σ2 by N squares
}/
SL2Z
∣∣∣∣∣∣ =
∑
n | N
n is odd
2 +
∑
n | N
n is even
1, for N > 5.
When n is odd, let td,n, be the number of square-tiled surfaces of type (d, n) and spin .
The formula for td,n, was proved for odd d and conjectured for even d in [KM17]. In §6 we
obtain this formula for any d and n > 1:
Theorem 1.8. For an arbitrary d and n > 1, the number of square-tiled surfaces of type
(d, n) and spin  is:
td,n,0 =
d− 1
12n
· |PSL2(Z/dZ)| · |SL2(Z/nZ)| ,
td,n,1 =
d− 1
4n
· |PSL2(Z/dZ)| · |SL2(Z/nZ)| .
V. Topological torus covers. The final perspective is related to the Hurwitz theory of
branched covers of a torus. It gives a way to formulate the parity conjecture in purely
topological terms.
Let Σg be a closed, oriented topological surface of genus g and pi : Σ2 → Σ1 a topological
cover with two ramification points over a single branch point. Two covers pi1, pi2 : Σ2 → Σ1
are topologically equivalent if there are orientation-preserving homeomorphisms f1 : Σ1 → Σ1
and f2 : Σ2 → Σ2, such that pi2 ◦ f2 = f1 ◦ pi1. A cover pi : Σ2 → Σ1 is called type (d, n) cover
if it factors through:
Σg
d−→ Σ1 n−→ Σ1,
where Σ1 n−→ Σ1 is a cover of tori of degree n and Σg d−→ Σ1 is a primitive cover of degree d
branched over two distinct points unless n = 1. In §2 we will show:
Theorem 1.9. The number of irreducible components of Wd2 [n] is equal to the number of
topological classes of type (d, n) covers pi : Σ2 → Σ1.
Questions about topological classes of branched covers have a long history dating back to
Hurwitz. He used representation theory of symmetric groups to treat the topological classes
of branched covers of the sphere.
Previous results in genus 2. We now move to the references. Primitive Teichmu¨ller
curves in M2 were classified by McMullen in a series of works [McM05a], [McM05b] and
[McM06]. In [McM06] it was shown that every primitive Teichmu¨ller curve in M2 is an
irreducible component of WD or the decagon curve and in [McM05a] it was shown that the
Weierstrass curve WD has 1 or 2 components depending on the values of Dmod 8. The
irreducible components of WD are primitive Teichmu¨ller curves if and only if D 6= d2. The
components of Wd2 for prime d were also classified in [HL06] using square-tiled surfaces.
The Euler characteristic of WD was computed by Bainbridge in [Bai07]. In [Muk14]
Mukamel computed the number of elliptic points of WD. The foliations of Hilbert modular
surfaces XD for a general D are discussed in [McM07b]. The geometry and dynamics of the
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absolute period leaves AD in the case D 6= d2 were studied in [McM14]. Our work extends
these results to the case D = d2. The major difference between these two cases is that
AD ∼= H, when D 6= d2, and Ad2 ∼= X(d). For more on real multiplication and Hilbert
modular surfaces see [McM03] and [McM07a]. For another perspective see [Cal04].
Previous work on the parity conjecture. The study of the square-tiling of Ad2 was
initiated by Schmoll in [Sch05]. The connection to the modular curves was established in
[Kan03]. The parity conjecture has been proved for d = 2 and arbitrary n in [HWZ], and
investigated using a computer program by Delecroix and Lelie`vre. Another approach to the
conjecture is presented in [KM17].
Related research. Work [EO01] relates the number of square-tiled surfaces to quasi-
modular forms and volumes of moduli spaces. An algebro-geometric approach to Teichmu¨ller
curves generated by square-tiled surfaces is given in [Mo¨l05], [Che10] and [KM17].
The cylinder coordinates presented in [EMS03] are used in this work to study the square-
tiling of Ad2 . For the most recent results on illumination on translation surfaces see [HST08]
and [LMW16].
Background references. For expositions on GL+2R action on ΩMg see [MT02], [Zor06],
[FM14] and [Wri15]. For a survey on square-tiled surfaces see [Zmi11].
The first examples of primitive Teichmu¨ller curves were given by [Vee89] and came from
the study of billiards in rational polygons. Further references on primitive Teichmu¨ller curves
in higher genera are [Mo¨l08], [MMW17], [EFW17].
The theory of topological classes of branched covers of the sphere starts with works
[Lu¨r71] (1871), [Cle73] (1873) and [Hur91] (1891). More general results for generic covers
of any topological closed surfaces are obtained in [GK87] (1987). However the case of non-
generic covers is widely unexplored. Some results on topological classes of non-generic covers
of the sphere can be found in [Pro88].
Pictures of square-tilings of X(d). We conclude by giving pictures of the square-tilings
of all modular curves X(d) of genus 0: X(2), X(3), X(4) and X(5).
The singularities of the flat metric |q| are simple zeroes of q (black points) and simple
poles of q (white and red points). We describe identifications of the edges of the squares in
terms of horizontal and vertical intervals joining the singularities. The ones that are labeled
with numbers and strokes are identified via parallel translations. The adjacent ones that are
labeled with arrows are identified via rotations by pi.
The cusps of X(d) are labeled with red points. In particular, one can easily verify that
X(2), X(3), X(4) and X(5) have 3, 4, 6 and 12 cusps respectively.
Figure 2: The square-tiling of the modular curve X(2) ∼= A4.
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1 2
1 2
Figure 3: The square-tiling of the modular curve X(3) ∼= A9.
1 2
1 2
3 4 5
3 4 5
6 7 8 9
6 7 8 9
Figure 4: The square-tiling of the modular curve X(4) ∼= A16.
Given the complexity of the square-tiling of X(5), we prefer not to use arrows and strokes
as labels, instead we describe the missing identifications as follows. The vertical edges of each
horizontal rectangle are identified via parallel translation. The horizontal edges that are are
labeled with letters and the adjacent horizontal line segments that start at a pole (white or
red) and end at a singularity (black, white or red) are identified via rotations by pi.
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1 2
1 2
3 4 5
3 4 5
6 7 8 9
6 7 8 9
a b c d e f g h i j
10 11
10 11
12 13 14 15 16 17
12 13 14 15 16 17
e d c b a j i h g f
Figure 5: The square-tiling of the modular curve X(5) ∼= A25.
Appendices. The remaining cases of the parity conjecture are open. In Appendix A we
review some counts of elliptic covers and give bounds on the number of irreducible components
of Wd2 [n] that works for all d and n (see Corollary A.2).
In Appendix B we will also give a simpler geometric description of the square-tilings of
X(d) for every prime d and explain the pagoda structure of the modular curves that arise in
this case. In particular, we will show (see Corollary B.7):
Theorem 1.10. For every prime d, the modular curve X(d) carries an embedded trivalent
graph, well-defined up to the action of Aut(X(d)), whose complement is a union of d−1
2
disks.
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2 Background and equivalence of conjectures
In this section we give some background on Abelian differentials and establish the equivalence
of different approaches to the parity conjecture mentioned in the introduction. In particular
we will define Teichmu¨ller curves, square-tiled surfaces, type (d, n) covers, and type (d, n)
elliptic differentials. We will show:
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Theorem 2.1. For any (d, n), where d > 1 and n ≥ 1, the following finite sets are in
bijection:
(a) irreducible components of Wd2 [n];
(b) SL2Z orbits in Ad2 [n];
(c) SL2Z orbits of type (d, n) square-tiled surfaces;
(d) topological classes of type (d, n) covers of a torus; and
(e) GL+2R invariant loci of type (d, n) elliptic differentials ΩWd2 [n].
Teichmu¨ller curves. Let Mg be the moduli space of Riemann surfaces of genus g. A Te-
ichmu¨ller curve is an isometric immersion f : V →Mg with respect to the hyperbolic metric
on an algebraic curve V and the Teichmu¨ller metric onMg. Any pair (X, q), where q 6= 0 is
a holomorphic quadratic differential on a Riemann surface X, generates a complex geodesic
f˜ : H → Mg. When Stab(f˜) = {A ∈ Isom(H) ∼= PSL2(R) | f˜(Aτ) = f˜(τ) for all τ ∈ H} is
a lattice in PSL2(R), the complex geodesic f˜ descends under the quotient by Stab(f˜) to a
Teichmu¨ller curve in Mg.
We are going to focus on Tiechmu¨ller curves generated by quadratic differentials of the
form (X, q) = (X,ω2), where ω is a holomorphic 1-form on X. Note however that the
following discussion can be generalized for any quadratic differential.
Abelian differentials. Let X ∈Mg be a Riemann surface of genus g and let Ω(X) denote
the space of holomorphic 1-forms on X. Let ω ∈ Ω(X) be a non-zero holomorphic 1-form
on X. A pair (X,ω) is called an Abelian differential. The set of zeroes of ω is called the set
of conical points or singularities and will be denoted by Z(ω). Any geodesic segment in the
singular flat metric |ω|2 that starts and ends at singularities is called a saddle connection.
For any Abelian differential (X,ω) the integration of ω produces a translation structure,
an atlas of complex charts on X \ Z(ω) with parallel translations z 7→ z + c as transition
functions. A neighborhood of a conical point possesses a singular flat structure obtained by
pulling back flat metric on a disk via the map z 7→ zk. Abelian differentials are also called
translation surfaces. The total space ΩMg of the bundle ΩMg →Mg is called the moduli
space of translation surfaces or the moduli space of Abelian differentials.
Any positive integer partition κ = (k1, . . . , kn) of 2g − 2 defines a stratum of the moduli
space of Abelian differentials:
ΩMg(κ) = {(X,ω) |X ∈Mg, Z(ω) = k1p1 + ...+ knpn, where pi are distinct points of X} .
For example, ΩM2 consists of two strata ΩM2(1, 1) and ΩM2(2).
The period map map Per(X,ω) : H1(X,Z(ω),Z) → C is defined by Per(X,ω)(γ) = ∫γ ω.
The period map is a local homeomorphism on each stratum ΩMg(κ). The relative periods
of (X,ω) is the following subset of C:
RPer(X,ω) =
{∫
γ
ω
∣∣∣∣∣ γ ∈ H1(X, (ω),Z)
}
.
Abelian differentials can be presented as polygons in R2 ∼= C with pairs of equal parallel
sides identified by translations. The set Z(ω) is then contained in the set of vertices of the
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polygon. The sides of the polygon are saddle connections and, if viewed as vectors in C,
belong to RPer(X,ω).
GL+2R action. A natural GL+2R-action on R2 ∼= C induces an action on the relative periods
and hence on ΩMg(κ) ⊂ ΩMg. By the results of [EMM15] and [Fil16] the projections
of the GL+2R-orbit closures in ΩMg to Mg are algebraic subvarieties. In particular, the
Teichmu¨ller curve generated by a quadratic differential (X,ω2) is a projection of a closed
orbit GL+2R ·(X,ω) to Mg.
Figure 6: Action of a matrix on an Abelian differential.
We will denote the stabilizer of (X,ω) under the action of GL+2R by SL(X,ω). The
stabilizer SL(X,ω) is a subgroup of SL2R, and for Teichmu¨ller curves SL(X,ω) ⊂ SL2R is a
lattice.
Teichmu¨ller curves in M2. Here we review the results on the classification of Teichmu¨ller
curves in M2. First, we define the following loci in M2 (see [McM06]):
WD =
{
X ∈M2
∣∣∣∣∣ Jac(X) admits a real multiplication by OD, andX carries an eigenform ω with a double zero
}
,
Wd2 [n] =
X ∈M2
∣∣∣∣∣∣∣∣
∃ a primitive degree d elliptic cover pi : X → E for some
E ∈M1, whose ramification points x1 6= x2 ∈ X
satisfy: pi(x1) − pi(x2) has order n in Jac(E)
.
It follows from the results of [McM06] that every Teichmu¨ller curve inM2 is an irreducible
component of one of the following algebraic curves:
(1) WD, where D ≥ 5 and D ≡ 0, 4 or 5mod 8 or D = 9;
(2) W D, where D ≥ 17, D ≡ 1mod 8 and  = 0 or 1;
(3) W42 [1], W52 [1] and Wd2 [n], where n is even;
(4) W d2 [n], where d · n > 5, n is odd and  = 0 or 1 is the spin invariant (see §3); and
(5) the decagon curve generated by dx
y
on y2 = x6 − x.
From [McM05a] (Theorem 1.1) it is known that the algebraic curves from (1) and (2)
are irreducible. The decagon curve (5) is a single Teichmu¨ller curve. The irreducible com-
ponents of (3) Wd2 [n] and (4) W d2 [n] are unknown. The parity conjecture would imply that
these algebraic curves are irreducible. Therefore the parity conjecture would complete the
classification of Teichmu¨ller curves in M2.
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Primitive and imprimitive Teichmu¨ller curves. A 1-form (X,ω) is called geometrically
primitive when it is not pulled back from a lower genus Riemann surface. A Teichmu¨ller
curve is primitive if it is generated by a geometrically primitive form.
The primitive Teichmu¨ller curves inM2 are the decagon curve and the irreducible compo-
nents of WD, when D 6= d2 (see [McM06]). Hence the classification of primitive Teichmu¨ller
curves in M2 is complete.
Every imprimitive Teichmu¨ller curve in M2 is generated by a 1-form that is pulled back
from an elliptic curve and therefore it is an irreducible component of Wd2 or Wd2 [n]. In
particular, Wd2 consists of X ∈ M2 that admit a primitive degree d elliptic cover with a
single critical point. It follows from [McM05a] (Theorem 1.1) that Wd2 has two irreducible
components when d is odd, and one when d is even. The remaining open cases of the
classification of imprimitive Teichmu¨ller curves in M2 are the irreducible components of
Wd2 [n].
Remark 2.2. Note that our notation is slightly different from [McM06], where D is assumed
to be non-square. The Weierstrass curves WD are also denoted by WD[1] in [McM06]. They
arise from the 1-forms with a single zero, unlike Wd2 [1] from above, which arise from the
1-forms with two simple zeroes.
Elliptic differentials. An elliptic cover pi : X → E is called primitive if the induced map
pi∗ : H1(X,Z) → H1(E,Z) is surjective. For any X ∈ Wd2 [n] there exists a primitive degree
d elliptic cover pi : X → E defined up to translation automorphism of E, such that its
ramification points x1 6= x2 ∈ X satisfy pi(x1) − pi(x2) has order n in Jac(E). An Abelian
differential (X,ω) is called a type (d, n) elliptic differential if X ∈ Wd2 [n] and ω = pi∗(dz)
for some holomorphic 1-form dz on E ∈M1. The locus of type (d, n) elliptic differentials in
ΩM2 will be denoted by:
ΩWd2 [n] =
{
(X,ω) ∈ ΩM2
∣∣∣ X ∈ Wd2 [n] and ω = pi∗(dz) for some dz ∈ Ω(E)} .
The locus ΩWd2 [n] is a closed GL+2R invariant two-dimensional complex subvariety of ΩM2.
The irreducible components of Wd2 [n] are the projections of the topological connected com-
ponents of ΩWd2 [n] ⊂ ΩM2 to M2.
Square-tiled surfaces. Here we discuss a particular class of Abelian differentials in M2
that generate all the imprimitive Teichmu¨ller curves in M2.
A square-tiled surface is an Abelian differential (X,ω) whose relative periods RPer(ω)
belong to Z[i]. A square-tiled surface is called reduced if RPer(X,ω) = Z[i] and primitive if
the absolute periods Per(X,ω) = Z[i]. Note that a primitive square-tiled surface is necessarily
reduced, but not the other way around (see Figure 7).
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(a) (b) (c)
Figure 7: Examples of square-tiled surfaces that are: (a) primitive, (b) reduced but not
primitive, and (c) not reduced.
Recall that E0 = C/Z[i] is the square torus and 1-from dz on C descends to E0. Given a
square-tiled surface (X,ω) there is a unique cover pi : X → E0 branched over the origin such
that ω = pi∗dz. A square-tiled surface (X,ω) is primitive if and only if the corresponding
cover pi : X → E0 is primitive, and a square-tiled surface is reduced if and only if pi : X → E0
does not factor through another cover branched over a single point.
The metric |dz|2 from E0 pulls back to the metric |ω|2 that gives a tiling of X by unit
squares with matching sides. A square-tiled surface can be thought of as a number of unit
squares in R2 with opposite sides identified by parallel translations. Note that square-tiled
surfaces with two simple zeroes are in one-to-one correspondence with the isotopy classes of
tilings of a topological surface of genus 2 with squares, discussed in the introduction.
For any pair of integers (d, n), where d > 1 and n ≥ 1, define the set of type (d, n)
square-tiled surfaces ST(d, n) as:{
(X,ω) ∈ ΩM2(1, 1)
∣∣∣∣∣Per(ω) ⊂ RPer(ω) = Z[i] has index n and
∫
X
|ω|2 = d · n
}
.
We will also denote the set of primitive square-tiled surfaces in ΩM2(2) by ST(d, 0). The
group SL(E0, dz) = SL2Z acts on the set of square-tiled surfaces and preserves ST(d, n).
The SL2Z action on the square-tiled surface of genus 2 made out of 4 tiles is illustrated in
Figure 8.
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Figure 8: The square-tiled surfaces of genus 2 made out of 4 tiles of (1) type (2, 2); (2) type
(4, 1); and (3) type (4, 0) together with the SL2Z action on them presented by its generators
S =
(
1 1
0 1
)
and R =
(
0 −1
1 0
)
.
Cover factorization. A primitive elliptic cover is primitive if and only if it does not factor
through another cover. Given a reduced square-tiled surface (X,ω) ∈ ST(d, n) with n ≥ 1
the integration of ω defines a unique degree d · n covering map to the square torus branched
over the origin. This cover uniquely factors through a primitive degree d elliptic cover and
an isogeny of elliptic curves of degree n:
(X,ω)
d−→ (E ′, η) n−→ (E0, dz). (2.1)
We will call d the degree and n the torsion of a reduced square-tiled surface. We summarize
the discussion above in the following proposition:
Proposition 2.3. Any reduced square-tiled surface (X,ω) ∈ ΩM(1, 1) belongs to ST(d, n)
for some d > 1 and n ≥ 1.
Proof. Let (X,ω) ∈ ΩM(1, 1) be any reduced square-tiled surface. The integration of ω
defines a unique covering map pi : X → E0 branched over the origin. This cover uniquely
factors through a primitive degree d elliptic cover and an isogeny of elliptic curves of degree
n, for some d and n:
(X,ω)
d−→ (E ′, η) n−→ (E0, dz). (2.2)
Since (X,ω) is reduced, RPer(X,ω) = Z[i]. The degree d cover is primitive, therefore
Per(X,ω) = Per(E ′, η). The degree n map is an isogeny of elliptic curves, hence Per(E ′, η)
is an index n sublattice of Per(E0, dz) = Z[i]. This implies that (X,ω) ∈ ST(d, n).
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In particular this implies that any primitive square-tiled surfaces (X,ω) ∈ ΩM(1, 1)
belongs to ST(d, 1) for some d > 1.
The set Ad2 [n]. Next we discuss a subset of points of the absolute period leaf Ad2 that will
be define in §4 and used for the proof of the main result.
Let (X,ω) ∈ ΩM2 be an Abelian differential pulled back from the square torus (E0 =
C/Z[i], dz) via a primitive elliptic cover pi : X d−→ E0 of degree d. Define the following finite
subset of such Abelian differentials:
Ad2 [n] =
(X,ω) ∈ ΩM2
∣∣∣∣∣∣∣∣
∃ a primitive cover pi : X d−→ E0 such that
ω = pi∗dz andthe critical points x1 6= x2 ∈ X satisfy:
pi(x1) − pi(x2) has order n in Jac(E0)
 .
The subgroup SL2Z ⊂ GL+2R preserves the set Ad2 [n].
Topological branched covers. Let pi : Σg → Σh be a topological branched covering
between two closed connected surfaces of genera g and h. Similarly to the case of elliptic
covers, such cover is called primitive, if the induced map pi∗ : H1(Σg,Z) → H1(Σh,Z) is
surjective. Two primitive covers pi1, pi2 : Σg → Σh are topologically equivalent if there are
orientation-preserving homeomorphisms f1 : Σh → Σh and f2 : Σg → Σg, such that the
following diagram commutes:
Σg Σg
Σh Σh.
pi1
f2
pi2
f1
(2.3)
A cover is called generic (or simply branched) if every fiber contains at least d− 1 points,
where d is the degree of the cover. Since the works of Lu¨roth ([Lu¨r71], 1871), Clebsch ([Cle73],
1873) and Hurwitz ([Hur91], 1891) it was known that classes of topological equivalence of
generic primitive covers of the 2-sphere are classified by their degree. Later Gabai and Kazez
([GK87], 1987) showed that this is true if one replaces sphere with any closed surfaces.
However the case of non-generic covers is widely unexplored. Some results on topological
classes of non-generic covers of the sphere can be found in [Pro88].
This work is related to the case of covers of the 2-torus branched over a single point
with ramification profile (2, 2, 1, . . . , 1). One can verify by Riemann-Hurwitz formula that
such covers exist in any degree and the genus of the covering space is always 2. A cover
pi : Σ2 → Σ1 branched over a single point is called reduced if does not factor through another
cover branched over a single point. Every reduced cover pi : Σ2 → Σ1 uniquely factors as:
Σ2
d−→ Σ1 n−→ Σ1,
where Σ2 d−→ Σ1 is a primitive cover of degree d. In this case a cover pi : Σ2 → Σ1 is called a
type (d, n) cover.
We are now ready to give a proof of Theorem 2.1.
Proof of Theorem 2.1. (a) ⇐⇒ (e): The GL+2R orbits of type (d, n) elliptic differentials are
the loci ΩWd2 [n]. The projections of topological components of ΩWd2 [n] are the Teichmu¨ller
curves in Wd2 [n].
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(b) ⇐⇒ (e): Let (X,ω) ∈ Ad2 [n]. The integration of ω defines a cover pi : X → E0
branched over z1, z2 ∈ E0 satisfying z1−z2 has order n in Jac(E0). Therefore (X,ω) is a type
(d, n) elliptic differential and generates a GL+2R ·(X,ω) from (b). On the other hand every
GL+2R orbit of a type (d, n) elliptic differential contains an element of Ad2 [n] since GL+2R acts
surjectively on ΩM1. Since SL(X,ω) ⊂ SL2Z two Abelian differentials (X,ω), (X ′, ω ′) ∈
Ad2 [n] are in the same GL+2R orbit if and only if they differ by an element of SL2Z.
(c) ⇐⇒ (e): Let (X,ω) be a type (d, n) square-tiled surface. Note that the cover
(X,ω)
d−→ (E ′, η) from (2.1) is branched over two points z1 and z2 ∈ E ′ satisfying z1− z2 has
order n in Jac(E ′), since z1 and z2 are sent to a single point via E ′ → E. Therefore (X,ω)
is a type (d, n) elliptic differential and generates a GL+2R orbit from (e). This GL+2R orbit
does not depend on a representative of SL2Z ·(X,ω) since SL2Z ⊂ GL+2R.
This association is surjective. Indeed, consider a type (d, n) elliptic differential (X,ω)
admitting a translation cover (X,ω) → (E, η) for some E ∈ M1 with ramification points
x1 6= x2 ∈ X satisfying pi(x1)−pi(x2) has order n in Jac(E). Set x1 to be an origin of E, then
points x1 and x2 generate a subgroup Z/nZ in E. Quotienting by this subgroup we obtain:
(X,ω)
d−→ (E, η) n−→ (E ′, η ′),
where X pi
′−→ E ′ is a cover branched over a single point. Choose a matrix A ∈ GL+2R that
sends (E ′, η ′) to (E0, dz). Then (X ′, ω ′) = A · (X,ω) belongs to ST(d, n) since it admits a
factorization of covers as in (2.1):
(X ′, ω ′) = A · (X,ω) d−→ A · (E, η) n−→ A · (E ′, η ′) = (E0, dz),
where degree d cover is primitive.
This association is also injective. Indeed, if two Abelian differentials (X,ω), (X ′, ω ′) ∈
ST(d, n) satisfy (X ′, ω ′) = A · (X,ω) for some A ∈ GL+2R, then A induces a bijection
RPer(ω) = Z[i] → RPer(ω ′) = Z[i] and hence A ∈ SL2Z. Thus (X,ω) and (X ′, ω ′) belong
to the same SL2Z orbit.
(d) ⇐⇒ (e): Start with any cover pi : Σ2 → Σ1 from (d). Mark the branch point on Σ1
and endorse Σ1,1 with complex structure E0 and a holomorphic 1-form dz. Pulling it back
to Σ2 via pi : Σ2 → Σ1 one obtains (X,ω) ∈ ST(d, n). Note that action of A ∈ SL2Z yields a
commutative diagram:
(X,ω) A · (X,ω)
(E0, dz) (E0, dz).
pi1
f ′A
pi2
fA
Forgetting an extra data of complex structures and 1-forms gives a diagram (2.3). The flat
metric on E0 is defined by |dz|2. The SL2Z acts on (E0, |dz|2) by affine automorphisms fA
in this metric. Forgetting the complex structure and the 1-form one obtains the action of
Mod1,1 ∼= SL2Z on Σ1,1. Therefore two reduced covers are of the same type if and only if the
corresponding elements of ST(d, n) are in the same SL2Z orbit. This implies the bijection.
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3 The spin invariant
In this section we introduce the spin invariant , that distinguishes the components ofΩWd2 [n]
when n is odd. Spin is valued in Z/2Z and depends on the number of integer Weierstrass
points. It gives a lower bound on the number of SL2Z orbits in ST(d, n). The goal of the
future sections is to show that degree, torsion and spin give the full set of invariants in
infinitely many cases.
Spin invariant is a generalization of the integer Weierstrass points invariant presented in
[HL06] 4.2 in the case of square-tiled surfaces (X,ω) ∈ ΩM2(2). In that case it is defined
as the number of Weierstrass points of X that get mapped to the branch point under the
covering map pi. We will show:
Theorem 3.1. Let (X,ω) ∈ ΩWd2 [n] and let the cover pi : X → E, obtained by integration
of ω, be branched over z1, z2 ∈ E. A Weierstrass point Wi is called integer if pi(Wi) − z1 =
z2 − pi(Wi) ∈ Jac(E)[n]. Then:
(i) the number of integer Weierstrass points is:
IWP(X,ω) =
{
dmod 2 or (dmod 2) + 2, when n is odd
0, when n is even;
(3.1)
(ii) IWP is a locally constant function on ΩWd2 [n], that is globally constant when n is even,
and takes two values when n is odd.
For odd n we will define the spin invariant of (X,ω) ∈ ΩWd2 [n] as:
(X,ω) =
{
0, when IWP(X,ω) = 3 or 0
1, when IWP(X,ω) = 1 or 2.
The corresponding components of ΩWd2 [n] will be denoted by ΩW 0d2 [n] and ΩW 1d2 [n].
Weierstrass points. Every genus 2 algebraic curve X is hyperelliptic, i.e. admits a degree
2 map to P1 ramified at 6 points W1,W2,W3,W4,W5,W6 on X, called Weierstrass points.
The following lemma will be used in the proof of Theorem 3.1:
Lemma 3.2. Let pi : X → E be a cover branched over z1, z2 ∈ E, for some X ∈ M2 and
E ∈M1. Then:
(i) {pi(W1), pi(W2), pi(W3), pi(W4), pi(W5), pi(W6)} is a subset of four points {P0, P1, P2, P3} ⊂
E, such that Pi − Pj ∈ Jac(E)[2] for any i, j; and
(ii) z1−Pi = Pi−z2 in Jac(E), or equivalently the branch points are symmetric with respect
to Pi.
Proof. (i) A Weierstrass point Wi is characterized by the fact that it admits a holomorphic
1-form on X vanishing to the order two at Wi. Then 2Wi = K ∈ Pic(X), where K is a
canonical divisor and Pic(X) is a group of divisors up to linear equivalence. The Jacobian
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Jac(X) ⊂ Pic(X) is a subgroup of degree 0 divisors on X. The covering map pi induces a
map pi∗ : Jac(X)→ Jac(E). Suppose pi maps Wi to Pi and Wj to Pj. Then:
2Wi − 2Wj = K −K = 0 ∈ Jac(X) =⇒ 2(Pi − Pj) = pi∗(2Wi − 2Wj) = 0 ∈ Jac(E),
which implies Pi − Pj ∈ Jac(E)[2].
(ii) Let x1 6= x2 be ramification points of pi. Then x1 + x2 = K, since for any non-zero
holomorphic 1-form η on E, 1-form ω = pi∗(η) has simple zeroes at x1 and x2. Therefore:
z1 + z2 = pi∗(x1 + x2) = pi∗(K) = pi∗(2Wi) = 2Pi in Pic(E),
which implies z1 − Pi = Pi − z2.
Weierstrass profile. Let Ni = |{Wj | pi(Wj) = Pi}|, then (N0, N1, N2, N3) is a partition of 6
called a Weierstrass profile of pi : X → E.
Proposition 3.3. Let X ∈ M2, E ∈ M1 and pi : X → E be a primitive branched cover of
degree d. The Weierstrass profile of pi is:
(N0, N1, N2, N3) =
{
(3, 1, 1, 1), when d is odd
(0, 2, 2, 2), when d is even.
(3.2)
Compare to Lemma 2.2 in [FK09]. The algebro-geometric proof of Proposition 3.3 can
be found in Section 1 and 5 of [Kuh88].
Proof of Theorem 3.1. Let us first show that when n is even, none of the Pi satisfy Pi− z1 ∈
Jac(E)[n]. Suppose some Pi does, then n(Pi − z1) = 0. From Lemma 3.2 (ii) we know that
z2 − Pi = Pi − z1, which implies 2(Pi − z1) = z2 − z1. Now n(Pi − z1) = n22(Pi − z1) =
n
2
(z2 − z1) = 0 ∈ Jac(E), which contradicts with the fact that z2 − z1 has order n in Jac(E)
(see the definition of ΩWd2 [n]).
For odd n we will first show that the set {n(Pi − z1) | i = 0, 1, 2, 3} is equal to Jac(E)[2].
Clearly n(Pi − z1) ∈ Jac(E)[2] since 2n(Pi − z1) = n(z2 − z1) = 0. It remains to show that
all n(Pi − p) are different. Suppose n(Pi − p) = n(Pj − p), then n(Pi − Pj) = 0, which
implies that Pi = Pj, because n is odd and 2(Pi − Pj) = 0 from Lemma 3.2 (i). Therefore
{n(Pi − z1)} = Jac(E)[2]. Then there is a unique point Pi, for which Pi − z1 ∈ Jac(E)[n],
and the value of the Weierstrass profile on that point is the value of IWP. Together with
Proposition 3.3 it finishes the proof of (i).
For (ii) note that IWP(X,ω) is a continuous and discreet function, hence it is an invariant
of any topological connected component of ΩWd2 [n]. In the end of this section we show
that both values of the invariant are achieved, when n is odd, by giving examples of the
corresponding (X,ω). This ends the proof.
Normalized cover. Proposition 3.3 implies that for any primitive genus 2 cover pi : X → E
there is a unique point P0 ∈ E with a distinguished value in the Weierstrass profile. A choice
of the origin of E fixes an isomorphism E ∼= C/Z[τ ] for some τ ∈ H. A primitive genus 2
cover pi : X → C/Z[τ ] is called normalized if P0 is the origin. Under this choice we have:
Pi ∈ E[2] and z1 = −z2,
where z1 and z2 ∈ E ∼= C/Z[τ ] are the branch points of pi. This convention gives a convenient
way of computing the spin invariant:
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Proposition 3.4. For odd n, let (X,ω) ∈ Wd2 [n] and let the cover pi : X → E, obtained by
integration of ω, be a normalized cover branched over ±z. Then:
(X,ω) =
{
0, when nz = 0
1, otherwise.
(3.3)
Proof. Assume (X,ω) = 0 and note that it happens if and only if the image of integer
Weierstrass points is P0. By definition Wi is integer if z − pi(Wi) = z − P0 = z ∈ Jac(E)[n],
hence nz = 0. Clearly if (X,ω) = 1, then pi(Wi) ∈ E[2]∗ and z − pi(Wi) /∈ Jac(E)[n].
Examples. We conclude by providing examples for each of the values of the spin invariant
, when n is odd. In Figure 9 one can see Abelian differentials from Ad2 [n] (d is odd in figure
(1) and even in figure (2)) together with covering maps to the square torus. The horizontal
sides of these surfaces are identified to the opposite ones directly below or above and the
vertical sides – to the opposite ones directly on the left or right. Note that the punctured
lines split each surface into four rectangles. The hyperelliptic involution is given by rotating
by pi of each of these rectangles around its centers. The Weierstrass points and their images
are labeled with crosses.
The surface in figure (1) has odd number of squares and its  = kmod 2. Indeed, note
that the red cross is the distinguished point P0 with 3 Weierstrass points in its fiber. Then
P0 − z =
k
2n
∈ C/Z[i], where z is one of the branch points. Therefore n(P0 − z) = 0 ⇐⇒
k ≡ 0mod 2.
The surface in figure (2) has even number of squares and its  = k + 1mod 2. Indeed,
note that the black cross is the distinguished point P0 with no Weierstrass points in its fiber.
Then P0 − z = n−k2n ∈ C/Z[i], where z is one of the branch points. Therefore n(P0 − z) =
0 ⇐⇒ k ≡ 1mod 2.
P0
P0
k
n
k
n
k
n
k
n
. . .. . .
. . .. . .
(1)
(2)
Figure 9: Examples of (X,ω) ∈ Wd2 [n], when n is odd, with (1) (X,ω) = kmod 2, when d
is odd, and (2) (X,ω) = kmod 2, when d is even.
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4 The absolute period leaf
In §2 we showed that the number of irreducible components of Wd2 [n] is equal to the number
of SL2Z orbits of points Ad2 [n] on the absolute period leaf Ad2 . In this section we will present:
• the absolute period leaf Ad2 ;
• the relative period map ρ : Ad2 → P1;
• the discriminant map δ : Ad2 → P1;
• the meromorphic quadratic differential q on Ad2 that gives a square-tiling of Ad2 ; and
• a natural SL2Z action on Ad2 respects the square-tiling.
We summarize this in the following theorem:
Theorem 4.1. For any d > 1, the absolute period leaf Ad2 admits a meromorphic quadratic
differential q with the following properties:
(i) the flat metric |q| defines a square-tiling of Ad2; and
(ii) there is a natural SL2Z action on Ad2 compatible with this square-tiling. This action is
an extension of the natural SL2Z ⊂ GL+2R action on A◦d2 ⊂ ΩM2.
We will show relation between the vertices of the squares, the zeros and poles of q and
the boundary points of Ad2 . We will give a geometric description of the corresponding
Abelian differentials. In particular, we will define square-tiled surfaces with separating and
non-separating nodes and will show:
Theorem 4.2. For any d > 1, the set of the singularities of (Ad2 , q) is a subset of the vertices
of the square-tiling of Ad2. The vertices are regular points of q, simple zeroes of q or simple
poles of q. They correspond to:
(i) (regular points) primitive d-square-tiled surfaces in ΩM2(1, 1);
(ii) (simple zeroes) primitive d-square-tiled surfaces in ΩM2(2); and
(iii) (simple poles) genus 2 d-square-tiled surfaces with separating and non-separating nodes.
The set of the boundary points of A◦d2 is the set of simple poles of q.
We then will define the set P[n] of primitive n-torsion points of the pillowcase P and
show that Ad2 [n] is the set of primitive n-rational points of the squares of Ad2 :
Theorem 4.3. For any d > 1 and n > 1, Ad2 [n] is the preimage of P[n] under the discrim-
inant map δ.
When n > 1 is odd, Ad2 [n] consists of two SL2Z invariant subsets of Ad2 [n] distinguished
by the spin . We will interpret these subsets in terms of the square-tiling on Ad2 and use it
to show:
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Theorem 4.4. For any d > 1 and odd n > 1, let td,n, be the number of square-tiled surfaces
of type (d, n) and spin . Then:
td,n, = (2+ 1) · d− 1
12n
· |PSL2(Z/dZ)| · |SL2(Z/nZ)| .
Absolute period leaf. Recall that:
A◦d2 =
{
(X,ω) ∈ ΩM2
∣∣∣∣∣Per(ω) = Z[i] and
∫
X
|ω|2 = d
}
.
This set is also referred to as a rel leaf or a modular fiber. The locus A◦d2 ⊂ ΩM2 is a complex
1-dimensional subvariety that parametrizes a family of Abelian differentials with varying
relative periods but fixed absolute periods. We define its completion following [McM14].
Let Mg be the Deligne-Mumford compactification of the moduli space Mg by stable
curves. A stable form on X ∈ Mg is a non-zero meromorphic 1-form on X, which is holo-
morphic on the smooth locus and has at worst simple poles with opposite residues at the
nodes of X. Then ΩMg will denote the moduli space of stable forms of genus g. The absolute
period leaf Ad2 is the completion A◦d2 in ΩM2.
Let P (ω) denote the set of simple poles of a stable form ω. Then the periods of a stable
form are defined as Per(X,ω) =
{∫
γ
ω | γ ∈ H1(X \ P (ω),Z)
}
. Then one obtains:
Proposition 4.5. The completion of A◦d2 in ΩM2 is:
Ad2 =
{
(X,ω) ∈ ΩM2
∣∣∣∣∣Per(X,ω) = Z[i] and
∫
X
|ω|2 = d
}
.
Proof. Let (X,ω) be a stable form in Ad2 . It has no poles, since
∫
X
|ω|2 = d is finite. Hence
its periods are Per(X,ω) =
{∫
γ
ω | γ ∈ H1(X,Z)
}
. Every curve γ ⊂ X can be obtained as a
limit of curves γt ⊂ Xt, where (Xt, ωt) ∈ A◦d2 , therefore Per(X,ω) = Z[i].
On the other hand for any stable form (X,ω) with Per(X,ω) = Z[i] and
∫
X
|ω|2 = d, the
neighborhood of the node of X can be replaced with a neighborhood of two saddle connections
st and s ′t between two simple zeroes, such that t =
∫
st
ωt = −
∫
s ′t
ωt. The resulting Abelian
differentials belong to A◦d2 and converge to (X,ω) as t→ 0. Therefore (X,ω) ∈ Ad2 and this
finishes the proof.
Relative period map ρ. For any (X,ω) ∈ Ad2 the integration of ω defines a degree d map
to C/Per(X,ω) = E0. If X is smooth this map is a branched cover, and if X is singular the
induced map from the normalization of X to E0 is a covering map. In the first case, let z1
and z2 denote the critical values of this map, and in the latter case let z1 = z2 denote the
image of the node of X under this map.
Let ι : C → C be an involution given by ι(z) = −z. Define the relative period map
ρ : Ad2 → ι\C/Z[i] ∼= P1 by setting:
ρ(X,ω) = ±
∫ z2
z1
ω.
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This is a well-defined continuous map. Indeed, it depends neither on the choice of the path
between z1 and z2 nor on the ordering of the critical values, since it is valued in the quotient
of C by Z[i] = Per(X,ω) and ι. The continuity follows from that fact that as (Xt, ωt)Ad2
approaches the boundary there is a relative period
∫z2(t)
z1(t)
ωt → 0 (see proof of Proposition 4.5).
The quadratic differential dz2 on C descends to ι\C/Z[i]. Define the holomorphic quadratic
differential q = ρ∗dz2 on Ad2 . As we will see later the singular flat metric given by |q| de-
fines the square-tiling of Ad2 . But first we give another perspective on Ad2 and q using the
discriminant map to the pillowcase.
Pillowcase. Now define:
P = ι\C/2Z[i] ∼= P1.
The quadratic differential dz2 on C descends to P, and P equipped with this quadratic
differential is called the pillowcase. In the singular flat metric |dz|2 the pillowcase is isometric
to two unit squares put together and sewn along the edges (see Figure 10). This quadratic
differential has four simple poles at points that we denote by Qi and refer to them as the
vertices of the pillowcase.
Q0 Q1 Q0 Q0 Q1
=
Q2 Q3 Q2 Q2 Q3
Figure 10: The pillowcase P. Folding the left picture along the middle vertical line and
zipping up the edges one obtains a shape on the right that reminds of a pillowcase.
The involution ι : C→ C descends to ιE0 : E0 → E0 that fixes the 2-torsion points of E0.
There is a map η : E0 → P given by:
zmodZ[i] 7→ ±2zmod 2Z[i],
and the following diagram commutes:
C C
E0 = C/Z[i] ι\C/2Z[i] = P.
piE0
×2
piP
η
(4.1)
The map η : E0 → P has degree 2, it is ramified at the 2-torsion points of E0 and branched
over the vertices of the pillowcase Qi’s. Note that η∗dz2 = 4dz2 and the area of the pillowcase
is 2.
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Discriminant map δ. For any (X,ω) ∈ Ad2 the integration of ω gives a map pi : X → E0 =
C/Z[i] well-defined up to translation. Recall from §3 that if (X,ω) is smooth, requiring a
distinguished image of the Weierstrass points P0 to be the origin in E0 one obtains a unique
normalized cover pi branched over z and −z. For a stable form (X,ω) on the boundary of
ΩM2, the map is normalized when the node is mapped to the origin z = 0 on E0. For
convenience we will keep calling such map for a singular curve X a normalized cover and
z = 0 will be called a branch point. Define a discriminant map δ : Ad2 → P ∼= P1 as a unique
holomorhpic map such that for any (X,ω) ∈ Ad2 :
δ(X,ω) = η(z) = ±2z ∈ P.
Note that although we cannot distinguish between the branch points z and −z ∈ E0 ∼= C/Z[i],
the map δ is well-defined since η(z) = η(−z). Compare this definition to the one from Section
3 of [Kan06].
The discriminant map δ : Ad2 → P is a local homeomorphism as long as the branch
points z and −z stay distinct. These points collide exactly when z ∈ E0[2]. In particular δ is
branched over the vertices of the pillowcase and maps the boundary Ad2 \A◦d2 to the vertices
of the pillowcase.
Square-tiling of Ad2. We summarize the discussion above and prove Theorem 4.1. Let
(X,ω) ∈ Ad2 and let pi : X → E0 be a normalized cover branched over ±z. The maps ρ and
δ are given by:
ρ(X,ω) = ±2z ∈ ι\C/Z[i] and δ(X,ω) = ±2z ∈ ι\C/2Z[i].
These maps are related by the following diagram:
Ad2 Ad2
ι\C/2Z[i] ι\C/Z[i],
δ
Id
ρ
σ
(4.2)
where σ : ±zmod 2Z[i] 7→ ±zmodZ[i]. Note that σ is a degree 4 rational map and dz2 on
ι\C/Z[i] pulls back to dz2 on ι\C/2Z[i] via σ, and therefore:
q = δ∗(dz2) = ρ∗(dz2).
Proof of Theorem 4.1. (i) The quadratic differential q is a pullback of dz2 from P via δ :
Ad2 → P. The metric |dz2| on the pillowcase P defines a tiling by two unit squares. The pull
back of this metric to Ad2 is |q| and gives a square-tiling of Ad2 . Note that (Ad2 , q) is not a
translation surface and the identifications of the edges of the squares can be rotations by pi.
(ii) Since SL2Z ⊂ GL+2R action preserves Z[i], it acts on Ad2 by homeomorphisms. The
local coordinate on Ad2 defined by q is given by a branch point ±z on E0 and SL2Z action
on it is affine. Hence SL2Z acts by affine automorphisms on (Ad2 , q) and respects the square-
tiling.
Note that although ρ and δ give the same quadratic differentials, they give different square-
tilings. The tiling defined by the pullback of |dz2| on ι\C/Z[i] via ρ consists of the squares
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whose sides have lengths 1/2 and the tiling defined by the pullback of |dz2| on ι\C/2Z[i] via δ
consists of the unit squares. The former tiling has 4 times more squares and can be obtained
from the latter by subdivision of each unit square into 4 squares whose sides have lengths
1/2. We prefer to use the latter square-tiling given by the discriminant map δ in order to
avoid having extra vertices of the tiling.
Vertices of the square-tiling and boundary points of Ad2. The preimages of the
vertices Qi of the pillowcase P under the discriminant map δ are the vertices of the square-
tiling of Ad2 . In this subsection we give a geometric interpretation of the vertices of Ad2 , in
particular the boundary points Ad2 \A◦d2 .
Consider a small linear segment s : (0, ε) → P of angle θ with a limit s(t) → Qi as
t → 0 for some vertex Qi. Choose its lift s˜ : (0, ε) → Ad2 . Degeneration of the family
pit : Xt → E0 along this segment corresponds to colliding the branch points zt and −zt along
a linear segment in the direction θ on E0, i.e. in such a way that 2zt = ±t(cos θ + i sin θ).
There are two scenarios of what can happen to (Xt, ωt) as t→ 0: (1) two conical singularities
stay different, or (2) two conical singularities collide.
In the case (1), one obtains an Abelian differential (X0, ω0) that is a primitive square-tiled
surface in ΩM2(1, 1). The subset of such square-tiled surfaces in Ad2 will be denoted by
Ad2 [1] ⊂ Ad2 .
In the case (2) there is a subset of saddle connections joining two singularities of (Xt, ωt)
that are being contracted, while the absolute periods stay fixed. Next we analyze the possi-
bilities for contracting saddle connections joining distinct singularities.
There are at most two such saddle connections in a fixed irrational direction θ, since the
conical singularities have total angle 4pi each. The union of two saddle connections on (X,ω)
cannot be a contractible curve, otherwise they would bound a flat disk with a boundary
consisting of two parallel saddle connections. Therefore there are exactly three possibilities
for the set of contracting saddle connections to be (see Figure 11):
(2a) a single saddle connection; or
(2b) union of two saddle connections that is a separating closed curve on X; or
(2c) union of two saddle connections that is a non-separating closed curve on X.
Figure 11: Three types of contracting curves: (2a) a single red saddle connection; (2b) a
union of two red saddle connections (a separating closed curve); and (2c) a union of red and
blue saddle connections (a non-separating closed curve).
Contracting them we obtain respectively:
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(2a) a primitive degree d cover pi0 : X0 → E0 branched over the origin with a single ramifi-
cation of order 3; or
(2b) two elliptic curves E1 and E2 joined at a node p, together with a pair of unbranched
covers pi1 : E1 → E0 and pi2 : E2 → E0, satisfying:
• deg(pi1) + deg(pi2) = d;
• pi1(p) = pi2(p); and
• pi1 and pi2 do not simultaneously factor through a non-trivial cover pi ′ : E ′ → E0;
or
(2c) an elliptic curve E with two points identified points x1, x2 ∈ E, together with an
unbranched cover pi : E → E0, satisfying:
• deg(pi) = d;
• pi(x1) = pi(x2); and
• pi does not factor through a cover pi ′ : E → E ′, such that pi ′(x1) = pi ′(x2).
Note that the covers in the case (2a) correspond to primitive d-square-tiled surface in
ΩM2(2). The subset of such square-tiled surfaces in Ad2 will be denoted by Ad2 [0] ⊂ Ad2 .
In the case (2b) the pullback of |dz2| from E0 gives a square-tiling of a nodal curve with
a separating node. We will call it a square-tiled surface with a separating node. Similarly,
in the case (2c) the pullback of |dz2| from E0 gives a square-tiling of a nodal curve with
a non-separating node. We will call it a square-tiled surface with a non-separating node.
The subsets of Ad2 corresponding to the square-tiled surfaces with a separating node and a
non-separating node will be denoted by Ps(d) ⊂ Ad2 and Pns(d) ⊂ Ad2 respectively.
Proposition 4.6. For any d > 1 and any vertex z of the square-tiling of Ad2, one of the
following holds:
(i) z ∈ Ad2 [1] and the local degree of δ at z is 2; or
(ii) z ∈ Ad2 [0] and the local degree of δ at z is 3; or
(iii) z ∈ Ps(d) ∪ Pns(d) and δ is a local homeomorphism at z.
Proof. (i) The vertex z is a square-tiled surface (X,ω) with two simple zeroes. There are only
two ways to deform (X,ω) keeping its absolute periods in Z[i] and making relative periods to
belong to ±t+Z[i] for some t ∈ R (see Figure 12). Thus locally δ has degree 2 at z ∈ Ad2 [1].
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Figure 12: (1) Neighborhoods of simple zeroes of an Abelian differential; (2)-(3) two ways
to move simple zeroes in a horizontal direction.
(ii) The vertex z is a square-tiled surface (X,ω) with a double zero. The double zero of
(X,ω) has three prongs with slope 0. There are three ways to split this double zero into two
simple zeroes (see Figure 13). Thus δ locally has degree 3 at Ad2 [0].
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Figure 13: (1) A neighborhood of a double zero of an Abelian differential; and (2)-(4) three
ways to split the double zero creating slits in horizontal direction and identify them to obtain
a genus 2 surface.
(iii) A neighborhood of the node O of a square-tiled surface with a node is isomorphic
to two disks glued at a point. There is a single way of producing slits at the node O and
identifying them to obtain a smooth genus 2 surface (see Figure 14). In other words, for a
square-tiled surface with a separating node there is a unique way to produce a horizontal slit
of a given length on each of the tori. For square-tiled surface with a non-separating node
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there is a unique way to create a pair of horizontal slits and then identify them to obtain a
genus 2 surface. Thus δ is a local homeomorphism at Ps(d) ∪ Pns(d).
O
O
O
O
1
1
2
2
1
1
a
b
2
2
b
a
(1) (2)
Figure 14: (1) A neighborhood of a node; and (2) a unique way to create slits in horizontal
direction at the node and identify them to obtain a genus 2 surface.
Proof of Theorem 4.2. Because dz2 has simple poles at Qi’s and δ is a local homeomorphism
away from Qi’s, the proof follows from Proposition 4.6.
The subset Ad2 [n]. Define the set of primitive n-rational points of C as follows:
1
n
Z[i]∗ =
{
a
n
+ i
b
n
∈ C
∣∣∣∣∣ gcd(a, b, n) = 1
}
.
Note that 1
n
Z[i]∗ is invariant under Z[i] translations and under ι : z 7→ −z. Then the set of
primitive n-torsions of E0 is:
E0[n]
∗ =
1
n
Z[i]∗/Z[i].
Analogously we define the set of primitive n-torsions of P = ι\C/2Z[i] as:
P[n] = ι\ 1
n
Z[i]∗/2Z[i] ⊂ P.
Proof of Theorem 4.3. Let (X,ω) ∈ Ad2 and let pi : X → E0 be a corresponding normalized
cover branched over z1 = z and z2 = −z. For n > 1 we can rewrite the definition of Ad2 [n]
as:
Ad2 [n] = {(X,ω) ∈ Ad2 |z1 − z2 ∈ E0[n]∗} .
Recall that δ(X,ω) = η(z), where η : E0 → P is given by zmodZ[i] → ±2zmod 2Z[i]
(see diagram (4.1)). Then:
δ(X,ω) = η(z) = ±2z ∈ P[n] ⇐⇒ 2z ∈ 1
n
Z[i]∗ ⇐⇒
⇐⇒ z1 − z2 = 2z = a+ ib
n
, gcd(a, b, n) = 1 ⇐⇒ z1 − z2 ∈ E0[n]∗.
Spin invariant and Ad2 [n]. We conclude by interpreting the spin invariant in terms of the
square-tiling of Ad2 and proving Theorem 4.4.
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For odd n the spin invariant distinguishes two SL2Z invariant subsets of Ad2 [n]:
A0d2 [n] = {(X,ω) ∈ Ad2 [n] | (X,ω) = 0} ,
A1d2 [n] = {(X,ω) ∈ Ad2 [n] | (X,ω) = 1} .
Define the following subsets:
P[n]0 =
{
a+ ib
n
∈ P[n]
∣∣∣∣∣ a ≡ b ≡ 0mod 2
}
, P[n]1 = P[n] \P[n]0.
Proposition 4.7. For any d > 1 and odd n > 1 we have:
A0d2 [n] = δ−1 (P[n]0) and A1d2 [n] = δ−1 (P[n]1) .
Proof. Recall from Proposition 3.4 that (X,ω) = 0 if and only if nz = 0, where z = a+ ib
2n
and −z are the branch points for some a, b ∈ Z with gcd(a, b, n) = 1. Clearly nz = 0 if and
only if a ≡ b ≡ 0mod 2 and then:
δ(pi) = η(z) = 2z =
a+ ib
n
∈ P[n]0.
Therefore A0d2 [n] = δ−1 (P[n]0) and, similarly, A1d2 [n] = δ−1 (P[n]1).
Proposition 4.8.
∣∣∣ Ad2 [n]1 ∣∣∣ = 3 · ∣∣∣ Ad2 [n]0 ∣∣∣.
Proof. By Proposition 4.7 it suffices to show that |P[n]1| = 3 · |P[n]0|, since δ is unramified
at Ad2 [n]. We start with the case, when n is prime. Note that when 1 ≤ l ≤ n − 1 and l is
odd, all the points
(
k
n
, l
n
)
∈ P[n] belong to P[n]1, and when 1 ≤ l ≤ n− 1 and l is even, half
of the points
(
k
n
, l
n
)
∈ P[n] belong to P[n]1 and half to P[n]0. Thus when 1 ≤ l ≤ n − 1,
there are 3 times more points in P[n]1 than in P[n]0. It remains to consider the points on
the horizontal edges of the pillowcase, i.e. l = 0 and l = n. When l = 0 there are n−1
2
points
in P[n]1 and n−1
2
points in P[n]0, whereas when l = n there are n − 1 points in P[n]1 and
none in P[n]0, and the ratio of the points in two invariant subsets is again 3. That finishes
the proof when n is prime.
When n is not prime
(
k
n
, l
n
)
∈ P[n] satisfies gcd(k, l, n) = 1. Therefore we have to
throw away the subsets Dr =
{(
k
n
, l
n
)
∈ P[n]
∣∣∣ gcd(k, l, n) = r, where r|n}. Following the
inclusion-exclusion procedure one can observe that the ratio of |P[n]1| and |P[n]0| remains
3.
Proof of Theorem 4.4. Proposition 4.8 implies that td,n, = |Ad2 [n]| = 2+14 |Ad2 [n]|. On the
other hand from Theorem 4.3 we know that:
|Ad2 [n]| = deg δ · |P[n]| ,
and:
|P[n]| = 2 · |E0[n]∗| = 2 |SL2Z : Γ1(n)| = 2
n
· |SL2(Z/nZ)| = 2n2
∏
q|n
(1−
1
q2
).
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The degree of δ is computed in [EMS03] (Remark after Lemma 4.9) or in [Kan06] (equation
(31) and Corollary 30):
deg δ = (d− 1)
6
· |PSL2(Z/dZ)| .
Therefore we obtain:
td,n, = (2+ 1) · d− 1
12n
· |PSL2(Z/dZ)| · |SL2(Z/nZ)| .
5 Modular curves
In this section we will show that the absolute period leaf Ad2 is isomorphic to the modular
curve X(d), and the isomorphism is canonical up to the automorphisms of X(d). Therefore
every modular curve X(d) comes equipped with a quadratic differential q that defines a
square-tiling on it. In particular we will discuss the relation between the cusps of Y (d) ⊂ X(d)
and the poles of q. We then will compare symmetries of X(d) as an algebraic curve and as a
flat surface with metric given by |q|. We will also show that (X(d), q) provide examples of two
interesting phenomena: they are flat surfaces with Veech group PSL2Z and no translation
automorphisms; and they are quadratic differentials whose GL+2R orbit projects to a point
in Mg.
We begging by reviewing the following result:
Theorem 5.1 ([Kuh88], [Kan03]). For any choice of isomorphism f0 : (Z/dZ)2 ∼= E0[d]
respecting the Weil pairing there is a natural isomorphism if0 : Ad2 → X(d), such that for
any (X,ω) ∈ A◦d2:
if0(X,ω) = (E, f), where Jac(X) ∼ E0 × E.
Isomorphism with the modular curve. Recall that the modular curve is a Riemann
surface Y (d) = H
/
Γ(d), where:
Γ(d) =
{(
a b
c d
)
∈ SL2Z
∣∣∣∣∣ a, d ≡ 1 and b, c ≡ 0mod d
}
.
The modular curve Y (d) parametrizes equivalence classes of pairs (E, f), where E ∈M1 and
f : (Z/dZ)2 ∼= E[d] is an isomorphism that respects the Weil pairing. Its compactification is
X(d) = (H ∪Q ∪∞)/Γ(d). The group of automorphisms Aut(X(d)) of X(d) is isomorphic
to PSL(2,Z/dZ) = PSL(2,Z)/(Γ(d)/ ± Id). For any g ∈ PSL(2,Z/dZ) the composition of
g with f : (Z/dZ)2 ∼= E[d] defines an automorphism of X(d). In particular, Theorem 5.1
implies:
Corollary 5.2. The isomorphism between Ad2 and X(d) is canonical up to composition with
elements of Aut(X(d)).
We say that two abelian varieties A and B are isogenous is there exists a finite subgroup
Γ ⊂ A such that A
/
Γ ∼= B. We now sketch a proof of Theorem 5.1 (see [Kuh88] and [Kan03]
for the details):
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Proof of Theorem 5.1. Let (X,ω) ∈ A◦d2 . The integration of ω defines a unique degree d
normalized cover pi : X → E0 = C/Z[i]. It induces two maps of Jacobians: pi∗ : Jac(X) →
Jac(E0) ∼= E0 by push forward of degree 0 divisors, and pi∗ : Jac(E0) ∼= E0 → Jac(X) by their
pull back. Note that the isomorphism Jac(E0) ∼= E0 is well-defined, since E0 comes with a
choice of origin. The kernel of pi∗ is a 1-dimensional subvariety of Jac(X). It is connected,
since pi is a primitive cover. Therefore ker(pi∗) = E for some E ∈ M1, and we obtain two
exact sequences of maps:
0→ E φ−→ Jac(X) pi∗−→ E0 → 0,
0→ E0 pi∗−→ Jac(X) φ∗−→ E → 0.
Note that the maps φ and φ∗ are induced by a degree d branched cover pi ′ : X → E obtained
in the following way. Let u : X → Jac(X) be the Abel-Jacobi map, then pi ′ = φ∗◦u : X → E.
Define the map pi∗ − φ : E0 × E → Jac(X), by (pi∗ − φ)(x, y) = pi∗(x) − φ(y). It defines
another exact sequence of maps:
0→ K → E0 × E → Jac(X)→ 0,
where K = ker(pi∗ − φ). Then K = pi∗(E0) ∩ φ(E) = pi∗(E0) ∩ ker(pi∗) = pi∗(ker(pi∗ ◦ pi∗)) =
pi∗(E0[d]) and for the same reason K = φ(E[d]). Since pi∗ and φ are injective, this gives an
isomorphism Ψ : E0[d] ∼= E[d] that reverses the Weil pairing and K = ΓΨ is a graph of this
isomorphism in E0 × E. Then f = Ψ ◦ f0 and if0(X,ω) = (E, f), which clearly satisfies
Jac(X) ∼ E0 × E.
This construction can be inverted on the open subset of points (E, f) ∈ X(d) for which
the abelian variety E0 × E
/
Γf◦f−10 is a Jacobian of some Riemann surface X ∈M2.
This birational morphism extends to an isomorphism if0 : Ad2 → X(d) that only depends
on the choice of f0 : E0[d] ∼= (Z/dZ)2.
Cusps of Y (d) and poles of q. We now show that some of the simple poles of q on Ad2
are cusps of Y (d) ⊂ X(d).
Theorem 5.3. The set of cusps of the modular curve X(d) ∼= Ad2 is a subset of simple poles
of q corresponding to stable curves with a non-separating node.
Proof. Let A2 be the moduli space of principally polarized Abelian varieties of dimension 2.
The Jacobian map j :M2 → A2 is given by j(X) = Jac(X). It embeds A◦d2 into A2. The
closure of its image j(A◦d2) is an algebraic curve isomorphic to a non-compactified modular
curve:
Y (d) = H
/
Γ(d).
The boundary j(A◦d2)\j(A◦d2) consists of products of elliptic curves E0×E for some E ∈M1.
Recall from Theorem 4.2 that the boundary points of A◦d2 ⊂ Ad2 are poles of q and they
have two types: the ones supported on stable curves with a separating node and the ones
supported on stable curves with a non-separating node. The first type has compact Jacobian
and corresponds to the boundary locus of j(A◦d2) in A2. The second type has non-compact
Jacobian and corresponds to the cusps of Y (d).
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The subset Pns(d) ⊂ Ad2 corresponding to the square-tiled surfaces with a non-separating
node will be referred to as the set of cusp poles of q, and the subset Ps(d) ⊂ Ad2 corresponding
to the square-tiled surfaces with a separating node will be referred to as the set of non-cusp
poles of q.
Symmetries of (X(d), q). Let Mg,n be the moduli space of Riemann surfaces of genus g
with n marked points. Then let QMg,n → Mg,n define the bundle of pairs (X, η), where
η 6= 0 is a meromorphic quadratic differential on X ∈ Mg with n simple poles located
at n marked points. Similarly to the case of ΩMg, there is an action of GL+2R / ± Id on
QMg,n. The stabilizer of (X, η) under this action is denoted by PSL(X, η) ⊂ PSL(2,R). Let
Aff+(X, η) denote the group of affine automorphisms in the metric |η|.
Theorem 5.4. For any d > 1 we have: Aff+(X(d), q) ∼= PSL(X(d), q) ∼= PSL2Z and
Aut(X(d)) ∩ Aff+(X(d), q) ∼= Z/2Z.
In particular there are no automorphisms of X(d) that preserve q, and the only affine
automorphism of (X(d), q) that acts by an automorphism of X(d) has order 2. For example,
the modular curve X(2) has a group of symmetries of a regular tetrahedron, however the
only symmetry that persists on the level of the square-tiling of X(2) (see Figure 2) is given
by rotating each square by ±pi/2 and switching their places.
Proof. In §7 we will show that Ad2 contains a unique embedded open horizontal cylinder of
circumference 2 and height 1 and one of its boundaries contains a single cusp. It follows
that this cylinder, and hence all of Ad2 , must be fixed by any holomorphic automorphism
that preserves q. Together with Theorem 4.1 it implies that Aff+(X(d), q) ∼= PSL(X(d), q) ∼=
PSL2Z
The only non-trivial elements of PSL(X(d), q) that act holomorphically on C are rotations
by ±pi/2, therefore Aut(X(d)) ∩ Aff+(X(d), q) ∼= Z/2Z.
Teichmu¨ller point. Unlike for holomorphic 1-forms, for meromorphic quadratic differentials
the projection of an orbit GL+2R ·(X, η) ⊂ QMg,n to Mg can be a single point.
For any E ∼= C/Z[τ ] ∈ M1, where τ ∈ H, one can define an absolute period leaf Ad2(E)
as:
Ad2(E) =
{
(X,ω) ∈ ΩM2
∣∣∣∣∣Per(ω) = Z[τ ] and
∫
X
|ω|2 = d · Im τ
}
.
Defining the discriminant map in the same way as for E0 one obtains a quadratic differentials
qE on Ad2(E), which gives a tiling of Ad2(E) by parallelograms of the shape 〈1, τ〉. Clearly:(
1 Re τ
0 Im τ
)
· (Ad2 , q) = (Ad2(E), qE).
Note also that Theorem 5.1 does not rely on any special properties of E0 and works as well
for any choice of E ∈ M1 and an isomorphism of torsion fE : (Z/dZ)2 ∼= E[d] that respects
the Weil pairing. This implies Ad2(E) ∼= X(d) and therefore:
Theorem 5.5. The projection of the orbit GL+2R ·(X(d), q) ⊂ QMg,n to Mg, where g is the
genus of X(d), is a point.
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6 The square-tilings of the modular curves
In this section we describe the procedure that can be used to construct the square-tiling of
the modular curve X(d) defined in the previous sections for any d > 1. The squares of the
tiling of X(d) form maximal horizontal strips of various heights and widths. We call such
strip a horizontal cylinder of X(d), since its vertical edges are identified. We will enumerate
horizontal cylinders of X(d) and find their dimensions:
Theorem 6.1. For any d > 1 the square-tiling of the modular curve X(d) naturally decom-
poses into a union of horizontal cylinders, that consists of squares and for which the following
conditions hold:
(i) (enumeration) The set of horizontal cylinders is in bijection with the set of unordered
pairs of triples {(w1, s1, T1), (w2, s2, T2)} ∈ Sym2N3, satisfying the following conditions:
• (area) s1w1 + s2w2 = d,
• (twist) 0 ≤ T1, T2 < gcd(w1, w2),
• (primitivity) gcd(s1, s2) = 1 and gcd(T1s2 − T2s1, w1, w2) = 1;
(ii) (dimensions) The height of the cylinder C = {(w1, s1, T1), (w2, s2, T2)} is
HC = min(s1, s2), its circumference is WC = lcm(w1, w2, w1 + w2).
We will use the decomposition into horizontal cylinders to define cylinder coordinates and
Euclidean coordinates on X(d). We will conclude by discussing the square-tilings of X(d) for
d = 2, 3, 4, 5 presented in the introduction.
Horizontal foliation. According to Theorem 5.1 there is an isomorphism X(d) ∼= Ad2 .
We will carry out the description of the square-tiling in terms of Ad2 and meromorphic
differential q that defines the square-tiling of Ad2 (see §4 for definitions). The kernel of
the harmonic 1-form Im(±√q) defines a singular foliation of Ad2 that we call the horizontal
foliation of Ad2 . Every non-singular leaf of the horizontal foliation is closed. Any maximal
open connected subset of Ad2 that is a union of non-singular closed leaves of the horizontal
foliation is called a horizontal cylinder. Every non-singular closed leaf belongs to some
horizontal cylinder. Therefore removing the singular leaves from Ad2 we obtain a finite
disjoint union of horizontal cylinders. We say that Ad2 naturally decomposes into horizontal
cylinders. We begin by presenting the combinatorial approach to the study of primitive genus
2 covers of the square torus introduced in [EMS03] and by defining cylinder and Euclidean
coordinates of (X,ω) ∈ Ad2 .
Cylinder decomposition of (X,ω). An Abelian differential (X,ω) ∈ Ad2 with Z(ω) =
{x1, x2} is called generic, if none of the relative periods
∫x2
x1
ω are purely real. In terms of the
horizontal foliation defined by Imω this simply means that no horizontal leaf contains both
singularies x1 and x2. Therefore singular horizontal leaves of a generic (X,ω) start and end
at the same singularity. Then a generic (X,ω) ∈ Ad2 naturally decomposes into a disjoint
union of horizontal cylinders Cj, whose boundaries are formed by singular leaves γi. The
total angle around each of the two singularities of (X,ω) is 4pi, hence they have four prongs
in horizontal directions and the union of loops γi on X is topologically a pair of figure eights.
The only possibility for this cylinder decomposition is (X,ω) = C1 ∪ C2 ∪ C3, where the
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circumference of one of the cylinders is the sum of the circumferences of the other two (see
Figure 15). We review a proof of the following result:
Proposition 6.2 ([EMS03]). Let d > 1 be any integer. Consider an Abelian differen-
tial (X,ω) obtained as three horizontal cylinders of circumferences w1, w2, w3 ∈ R, heights
h1, h2, h3 ∈ R with boundaries identified by the twists t1, t2, t3 ∈ R, where ti ∈ [0, wi), as in
Figure 15. Then (X,ω) belongs to Ad2 and generic if and only if the following conditions
hold:
• (circumference) w1 + w2 = w3;
• (area) w1(h1 + h3) + w2(h2 + h3) = d;
• (generic) h1, h2, h3 > 0;
• (integral periods) w1, w2, h1 + h3, h2 + h3, t1 − t3, t2 − t3 ∈ Z; and
• (primitivity) gcd(h1 + h3, h2 + h3) = 1 = gcd((t1 − t3)(h2 + h3) − (t2 − t3)(h1 +
h3), w1, w2)) = 1.
t1 t2
t3
s1
s2
h1
h3
h2
w1 w2
w1+w2
α1 α2
β1
β2
Figure 15: The 3-cylinder decomposition of (X,ω).
Proof of Proposition 6.2. The circumference condition comes from the discussion above. Since
(X,ω) is a degree d cover of an area 1 torus, its area is d = w1h1 + w2h2 + w3h3 =
w1(h1 + h3) + w2(h2 + h3). The heights are positive if and only if the singularities are
not on the same horizontal leaf.
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Primitivity is equivalent to checking that the absolute periods of (X,ω) generate Z[i].
Choose a symplectic basis α1, β1, α2, β2 ∈ H1(X,Z) (see Figure 15). The integration of ω
along these cycles gives respectively:
w1, (t3 − t1) + i(h1 + h3), w2, (t3 − t2) + i(h2 + h3).
For (X,ω) to be in Ad2 the real and imaginary parts of the absolute periods must be integers,
which justifies the integral periods condition. For the primitivity condition, first note that the
imaginary parts h1+h3 and h2+h3 must span 1 over Z, which is equivalent to gcd(h1+h3, h2+
h3) = 1. Secondly, note that R∩spanZ(
∫
β1
ω,
∫
β2
ω) = ((t1−t3)(h2+h3)−(t2−t3)(h1+h3))·Z
and, since the real parts must span 1, we have:
gcd((t1 − t3)(h2 + h3) − (t2 − t3)(h1 + h3), w1, w2)) = 1.
Cylinder coordinates on Ad2. We say that a vector (w1, s1, w2, s2, t1, t2, t3, h) ∈ N4 × R4
is admissible if the numbers w1, w2, h1 = s1 − h, h2 = s2 − h, h3 = h, t1, t2 and t3 satisfy the
conditions of Proposition 6.2. We define the cylinder coordinates of a generic (X,ω) ∈ Ad2
to be an equivalence class of admissible vectors:
(w1, s1, w2, s2, t1, t2, t3, h) ∼ (w2, s2, w1, s1, t2, t1, t3, h) ∈ N4 × R4. (6.1)
We impose an equivalence relation on vectors, because there is no consistent way to order
the narrower cylinders.
Since generic (X,ω) are dense in Ad2 , the cylinder coordinates extend to all of Ad2 by
continuity, however this extension is not globally injective.
Horizontal cylinders of Ad2. Let Cyl(Ad2) denote the set of horizontal cylinders of Ad2 .
We give a proof of Theorem 6.1, that enumerates the horizontal cylinders and gives their
dimensions, below.
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t1 t2
t3
t1 + t t2 + t
t3 + t
Figure 16: Varying relative periods of (X,ω) by a horizontal vector t ∈ C.
Proof of Theorem 6.1. We first give a proof for prime d, in particular we have gcd(w1, w2) =
1. Generic covers correspond to points in the interior of the cylinders and (i) follows from
Proposition 6.2 by setting si = hi+h3. It is clear that h3 can vary between 0 and min(s1, s2)
while leaving a cover generic, hence HC = min(s1, s2). A pair of nearby points of Ad2 that
differ by a small horizontal vector t ∈ C corresponds to a pair of Abelian differentials whose
relative periods differ by t. Varying the relative periods of (X,ω) by t ∈ R changes the twists
(t1, t2, t3) to (t1 + t, t2 + t, t3 + t) ∈ R/w1R × R/w2R × R/(w1 + w2)R and leaves all other
parameters fixed (see Figure 16). The points on the vertical edges of the squares in the tiling
of Ad2 have integral twist. Varying the relative periods of such points by t = 1 moves us to the
next square in the horizontal direction. The element (1, 1, 1) ∈ Z/w1Z×Z/w2Z×Z/(w1+w2)Z
generates the whole group and has order w1w2(w1 + w2), which shows (ii) for prime d.
When d is not prime, the area and primitivity conditions still follow from Proposition 6.2.
The only difference from the case of prime d is that the element (1, 1, 1) ∈ Z/w1Z×Z/w2Z×
Z/(w1 + w2)Z does not generate the whole group, when gcd(w1, w2) 6= 1. The order of
(1, 1, 1) is lcm(w1, w2, w1 + w2), therefore WC = lcm(w1, w2, w1 + w2). The element (1, 1, 1)
acts Z/w1Z × Z/w2Z × Z/(w1 + w2)Z and every equivalence class under this action has a
unique representative (T1, T2, 0), such that 0 ≤ T1, T2 < gcd(w1, w2), which justifies the twist
condition and completes the enumeration of horizontal cylinders of Ad2 .
Remark 6.3. If d is prime, then we have gcd(w1, w2) = 1. Therefore the set Cyl(Ad2) is in
bijection with the set of unordered pairs {(w1, s1), (w2, s2)} ∈ Sym2N2, satisfying:
• s1w1 + s2w2 = d; and
• gcd(s1, s2) = 1.
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The integers w1, s1, w2, s2 can be ordered in such a way that w1 < w2 if s1 = s2 = 1, and
s1 < s2 otherwise. We will denote the corresponding horizontal cylinder by an ordered 4-tuple
(w1, s1, w2, s2).
Euclidean coordinates on Ad2. Note that the interiors C◦ of the cylinders C ∈ Cyl(Ad2)
consist of generic (X,ω) ∈ Ad2 . Let (X,ω) ∈ C◦ have cylinder coordinates (w1, s1, w2, s2, t1, t2, t3, h).
Then its Euclidean coordinates are (x, y) ∈ R/WCR× (0,HC) such that:
t1 = x%w1, t2 = x%w2, t3 = x%(w1 + w2), y = h, (6.2)
where a%b = b ·{a
b
}
, or the distance from a to the largest integer multiple of b that does not
exceed a.
Note that these coordinates give isometry between the union of the interiors of all cylinders
of Ad2 and: ⊔
C∈Cyl(Ad2 )
R/WCR× (0,HC)
in the flat metric |q|. For each cylinder C its Euclidean coordinates also extend to its boundary
by continuity, however this extension is not globally injective on C.
Construction of the square-tiling of Ad2. We now describe an algorithm that can be
used to construct the square-tiling of Ad2 for any d > 1. In Appendix B, for any prime d, we
give a more uniform and efficient way of constructing the square-tiling of Ad2 that reveals
the pagoda structure of Ad2 ∼= X(d).
The center of each square in the square-tiling of Ad2 corresponds to a generic Abelian
differential (X,ω) ∈ Ad2 with cylinder coordinates (w1, s1, w2, s2, t1, t2, t3, h), such that ti −
1
2
, h − 1
2
∈ Z for all i = 1, 2, 3. We draw a square for each equivalence class of such an
admissible vector. It remains to describe the identifications of the side of these squares.
In the discussion above we have obtained that the square-tiling of Ad2 is given by hori-
zontal cylinders C ∈ Cyl(Ad2) with widths WC and heights HC (see Theorem 6.1). We first
interpret that result in terms of the identification between the side of the squares.
The vertical sides are identified in the following way. The right side of the square with the
center at (w1, s1, w2, s2, t1, t2, t3, h) is identified to the left side of the square with the center
at (w1, s1, w2, s2, (t1 + 1)%w1, (t2 + 1)%w2, (t3 + 1)%(w1 + w2), h) by a parallel translation.
The horizontal sides within a single horizontal cylinder of Ad2 are identified as fol-
lows. The bottom side of the square with the center at (w1, s1, w2, s2, t1, t2, t3, h) with
1/2 ≤ h < min(s1, s2) − 1/2 is identified to the top side of the square with the center
at (w1, s1, w2, s2, t1, t2, t3, h+ 1) by a parallel translation.
It remains to understand the identifications of the boundaries of the horizontal cylinders of
Ad2 . In other words we need to describe the identifications among (1) the bottom sides of the
squares with the centers at (w1, s1, w2, s2, t1, t2, t3,min(s1, s2) − 1/2) and (2) top sides of the
squares with the centers at (w1, s1, w2, s2, t1, t2, t3, 1/2). For this we find limits of the Abelian
differentials (Xh, ωh) given by (w1, s1, w2, s2, t1, t2, t3, h) as h → min(s1, s2) in the case (1),
and h→ 0 in the case (2). Informally we have to look at the 3-cylinder decompositions (see
Figure 15) and vertically zip down the white singularity in the case (1), and zip it up in the
case (2). For an example of zipping see Figure 17. We then obtain a collection of non-generic
Abelian differentials in Ad2 that correspond to the centers of the edges on the boundaries
of horizontal cylinders of Ad2 . This collection splits into pairs of equal Abelian differentials.
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Each pair determines the edges that must be identified. If the Abelian differentials in a pair
were obtained by zipping in different directions, the corresponding edges are identified by
a parallel translation. If the Abelian differentials in a pair were obtained by zipping in the
same direction, the corresponding edges are identified by a rotation by pi.
t3
t2t1
t3
t2t1
t3
t2t1
(1) (2) (3)
Figure 17: (1) Zipping up and (3) zipping down a singularity in (2) the 3-cylinder decompo-
sition of a generic (X,ω) ∈ Ad2 .
Examples. One can verify that following these instructions one obtains the square-tilings
of A4, A9, A16 and A25 as in Figures 2, 3, 4 and 5.
Remark 6.4. Note that the horizontal cylinders on all our pictures are oriented in such a
way that Euclidean coordinate x increases left-to-right and Euclidean coordinate y increases
top-to-bottom.
We describe the square-tiling of A4 in detail in §8. For the association between the
vertices of the squares of A9 (see Figure 18) and the corresponding square-tiled surfaces see
Figure 19. From this point on the identifications of the unlabeled vertical sides will always
be determined by parallel translations by horizontal vectors. The picture of A9 can also be
found in [Sch05].
38
D G D
A B A
E B A F A B E
H C I C J C H
Figure 18: The square-tiling of X(3) ∼= A9. The sides identified by rotation by pi are labeled
with arrows, the sides labeled with numbers are identified by parallel translations. The points
A,B,C are the zeroes of q, the points D,E, F are the non-cusp poles of q and the points
G,H, I, J are the cusp poles of q.
A B C
E
F
D
H
I
J
G
Figure 19: The square-tilings corresponding to the vertices of A9: A,B,C are square-tiled
surfaces in ΩM2(2); D,E, F are square-tiled surfaces with separating nodes; G,H, I, J are
square-tiled surfaces with non-separating nodes. The vertical sides are identified by horizontal
parallel translations.
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7 Lighthouses and eaves
In this section we describe a class of horizontal cylinders of Ad2 , called lighthouses, for each
d > 1, and another class of horizontal cylinders of Ad2 , called eaves, for each prime d. We
give some properties of the SL2Z action on these cylinders, that will be used in the proof of
the main result. We will show:
Theorem 7.1. For any prime d and 1 ≤ k ≤ (d − 1)/2, the matrix R =
(
0 −1
1 0
)
∈ SL2Z
acts on the lighthouse Lk ⊂ Ad2 as follows:
• the left k squares of the lighthouse Lk are rotated by −pi/2 and sent to the right k
squares of the eave Ek ⊂ Ad2; and
• the right k squares of the lighthouse Lk ⊂ Ad2 are rotated by pi/2 and sent to the left k
squares of the eave Ek ⊂ Ad2.
Theorem 7.2. For any prime d and 1 ≤ k ≤ (d − 1)/2, the matrix S =
(
1 −1
0 1
)
∈ SL2Z
acts on the eave Ek ⊂ Ad2 as follows. Let (x, y) be the Euclidean coordinates of a point in
Ek, then:
S : (x, y) 7→ (x+ y + Tk · d, y) ∈ Ek,
where 0 ≤ Tk < k(d− k) is uniquely determined by Tk · d ≡ −1mod k(d− k).
Lighthouses. The cylinder C = {(w1, s1, T1), (w2, s2, T2)} is called a lighthouse if w1 = w2 =
1. Let φ(d) be an Euler’s totient function, which returns the number of integers from 1 to d
that are coprime with d. For every d > 1, the absolute period leaf Ad2 has exactly φ(d)/2
lighthouses. They will be denoted by:
Lk = {(1, k, 0), (1, d− k, 0)},
where 1 ≤ k ≤ (d − 1)/2 and gcd(k, d) = 1. In this case T1 = T2 = 0 and the pair of triples
is ordered, hence we can write Lk = (1, k, 1, d− k) instead.
The lighthouse Lk = (1, k, 1, d− k) is a horizontal cylinder of height k and circumference
2 (see Figure 20). Its top boundary consists of a cusp pole, non-cusp pole and two edges
between them, which are identified by a rotation by pi. Its bottom boundary consists of two
zeroes and two edges between them.
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kA B A
C D C
Figure 20: The lighthouse Lk = (1, k, 1, d − k) ⊂ Ad2 . Red points are the cusp poles of q,
white points are the non-cusp poles of q, black points are the zeroes of q. In this specific
example k = 5 and d = 11.
To see that, note that the vertices A,B,C,D on Figure 20 correspond to the square-tilings
on Figure 21. Since A and B are simple poles, the total angle around each of them has to
be pi. This forces the adjacent edges to be “folded”, i.e. identified by pi rotation. In general,
this applies to any horizontal line segment between a pole and any other singularity.
A B C D
d− k
k
d− k
k
Figure 21: Square-tilings corresponding to the vertices on the boundaries of the lighthouse
Lk ⊂ Ad2 . In this specific example k = 5 and d = 11.
Eaves. Let d be any prime number. Recall from Remark 6.3 that in this case every horizontal
cylinder C ∈ Cyl(Ad2) corresponds to a vector (w1, s1, w2, s2), where s1 < s2 if w1 = w2 = 1,
and w1 < w2 otherwise. The cylinder C = (w1, s1, w2, s2) is called an eave if s1 = s2 = 1. For
every prime d, the absolute period leaf Ad2 has exactly φ(d)/2 = (d− 1)/2 eaves. They will
be denoted by:
Ek = (k, 1, d− k, 1),
where 1 ≤ k ≤ (d− 1)/2.
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The eave Ek = (k, 1, d−k, 1) is a horizontal cylinder of height 1 and circumference k(d−k)d
(see Figure 22). Its bottom boundary has d cusp poles at every point with the Euclidean
coordinates (i · k(d− k), 1), where 0 ≤ i < d. Its top boundary has k(d− k) non-cusp poles
at every point with the Euclidean coordinates (j · d, 0), where 0 ≤ j < k(d− k).
B1 B2 B3 B4 B5 B6 B1
A1 A2 A3 A4 A5 A1
d
k(d− k)
k
Figure 22: The eave Ek = (k, 1, d − k, 1) ⊂ Ad2 . Red points are the cusp poles of q, white
points are the non-cusp poles of q, black points are the zeroes of q. In this specific example
k = 2 and d = 5.
To see that, note that the vertices Ai, Bj on Figure 22 correspond to the square-tilings
on Figure 23. Note that the twists depend on i and j, however we do not specify them on
the picture.
Ai Bj
d− k k d− k k
Figure 23: Square-tilings corresponding to the vertices on the boundaries of the eave Ek ⊂
Ad2 . In this specific example k = 2 and d = 5.
Note that the data of the eave boundaries described above is not complete. For example,
it is missing the positions of the zeroes of q. However this data will suffice to give the proof of
the main result. For any prime d, we will give a full and detailed description of all boundaries
of the horizontal cylinders of Ad2 (including the ones that are neither lighthouses, nor eaves)
and their identifications in Appendix B.
Action of SL2Z. The group SL2Z is generated by two matrices:
S =
(
1 −1
0 1
)
and R =
(
0 −1
1 0
)
.
The essential part of the proofs of the main result is analyzing how R and S act on the
subsets Ad2 [n]. Below we describe properties of the action of R and S on lighthouses and
eaves that will be sufficient to understand the SL2Z orbits in Ad2 [n].
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Rotation of lighthouses. We now show how lighthouses and eaves are related by pi/2
rotation.
Proof of Theorem 7.1. The proof follows from the structures of eaves and lighthouses (see
Figure 20 and 22) and the following observation: the cusp pole with cylinder coordinates
(1, k, 1, d− k, 0, 0, 1) ∈ Lk ⊂ Ad2 is sent to the cusp pole with cylinder coordinates (k, 1, d−
k, 1, 0, 0, 0) ∈ Ek ⊂ Ad2 via rotation by pi/2 (see Figure 24).
PL PE
Figure 24: The rotation sends the cusp pole PL in the lighthouse Lk ⊂ Ad2 to the cusp pole
PE in the eave Ek ⊂ Ad2 . In this specific example k = 3 and d = 7.
Unipotent action on eaves. We denote the unipotent subgroup of SL2Z by:
U =
{(
1 n
0 1
) ∣∣∣∣∣ n ∈ Z
}
⊂ SL2Z .
It is generated by the matrix S =
(
1 −1
0 1
)
.
The point of the eave Ek with the Euclidean coordinates (0, 0) is the non-cusp pole of Ek
with cylinder coordinates (k, 1, d−k, 1, 0, 0, 0), which is the leftmost white point on Figure 22.
Recall from Remark 6.4 that in Euclidean coordinates (x, y): x is a standard horizontal axes
and y is a vertical axes pointing downwards.
Proof of Theorem 7.2. First note that S preserves horizontal cylinders, and in particular Ek.
Let (0, y) ∈ Ek ⊂ Ad2 be a point on the leftmost vertical edge v of Ek. This edge connects a
cusp A1 and a non-cusp pole B1 in Ek (see Figure 22). Since SL2Z preserves the sets of cusps
and non-cusp poles of Ad2 , the matrix S has to send v to an interval of slope −1 between
a cusp S(A1) and a non-cusp pole S(B1) in Ek. Then from the structure of the eave (see
Figure 22), S(B1) has flat coordinates (Tk · d, 0) for some 0 ≤ Tk < k(d − k). Because of
the slope −1 condition, the flat coordinates of S(A1) have to be (Tk · d+ 1, 1). Therefore we
obtain Tk · d+ 1 ≡ 0mod k(d− k), which is equivalent to Tk · d ≡ −1mod k(d− k).
It remains to notice that S shifts points on the same horizontal line by the same amount
and therefore we obtain:
S : (x, y) 7→ (x+ y + Tk · d, y) .
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8 Proof for d = 2
In this section we present a square-tiling of (A4, q) and give proof of the parity conjecture in
the case when d = 2. We will show:
Proposition 8.1. The discriminant map δ : A4 → P is an isomorphism. For any integer
n > 1, the action of SL2Z on:
A4[n] =
{(
k
n
,
l
n
)
∈ A4 ∼= P
∣∣∣∣∣ gcd(k, l, n) = 1, 0 ≤ k ≤ 2n, 0 ≤ l ≤ n
}
is transitive, when n is even, and has two orbits:
A4[n]0 =
{(
k
n
,
l
n
)
∈ A4[n]
∣∣∣∣∣ k ≡ l ≡ 0mod 2
}
,
A4[n]1 =
{(
k
n
,
l
n
)
∈ A4[n]
∣∣∣∣∣ k or l ≡ 1mod 2
}
,
when n is odd.
(A4, q) is a pillowcase. Given any two points z1, z2 on the square torus E0, there are exactly
four degree 2 covers of genus 2 (necessarily primitive, because the degree is prime) branched
over z1 and z2. To show this we analyze an example using monodromies of covers.
Let pi : X → E0 be a degree d cover branched over z1 and z2. Choose a point x0 ∈
E0 \ {z1, z2} and fix a labeling of the fiber over x0 by numbers from 1 through d. Lifting
a loop representative of an element of the fundamental group of E0 gives a permutation
of points in the fiber and hence an element of Sd. The corresponding representation ρ :
pi1(E0 \ {z1, z2}, x0)→ Sd is called a monodromy of the cover pi.
For example, let z1 = 0, z2 = in . Let h be a horizontal and v a vertical loops on E0 with
endpoints at the center x0 = 12 +
i
2
, γ1 and γ2 be small loops around z1 and z2 with endpoints
at x0. Fix a labeling of the fiber over x0 by numbers 1 and 2 and let sh, sv, s1, s2 ∈ S2 be
the images of h, v, γ1, γ2 under the monodromy representation. Because the cover is simply
branched over z1 and z2 we have s1 = s2 = (12) ∈ S2. Any choice of sh, sv ∈ S2 produces a
desired cover, and there are four of them (see Figure 25).
There are also four images of the covers ramified over z1 = 0, z2 = in under δ on the
pillowcase: (0, 1
n
), (0, n−1
n
), (1, 1
n
) and (1, n−1
n
) ∈ P = ι\C/2Z[i]. Therefore deg(δ) = 1 and
(A4, q) ∼= (P, dz2).
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X0 : sh = id, sv = id X1 : sh = id, sv = (12)
X2 : sh = (12), sv = id X3 : sh = (12), sv = (12)
Figure 25: Four degree 2 covers of a genus 2 surface over E0 branched over two given points
and their monodromies.
Compare this result to Theorem 6.1, according to which (A4, q) has only one cylinder given
by (w1, s1, w2, s2) = (1, 1, 1, 1) with height min(s1, s2) = 1 and circumference is w1w2(w1 +
w2) = 2.
Singular covers. Denote the vertices of A4 by Q0, Q1, Q2, Q3. It is easy to exhaust all
singular covers: one square-tiled surface with a separating node and three with non-separating
nodes (see Figure 26).
Figure 26: The square-tiled surface Q0 with a separating node and the square-tiled surfaces
Q1, Q2, Q3 with non-separating nodes.
Figure 27: Sliding.
By horizontally varying the relative period t in the exam-
ple in Figure 27, one obtains Q1 as t → 0 and Q0 as t → 1.
This produces a family of points Qt, 0 ≤ t ≤ 1 on A4 that lie
on the horizontal edge joining Q0 and Q1. The same idea ap-
plies for the vertical edges and as a result it becomes clear how
Q0, Q1, Q2, Q3 are positioned on the pillowcase (see Figure 28):
Q0 is on the same horizontal line with Q1 and strictly above
Q2, which leaves only one possibility for the position of Q3. We
label the unique non-cusp pole (corresponding to Q0) with a
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white point. The three cusps poles of X(2) (corresponding to
Q1, Q2, Q3) are labeled with red points. The four covers from
Figure 25 are represented by the points labeled X0, X1, X2, X3
in Figure 28.
Q0 Q1
Q2 Q3
Q0
Q2
X0 X1
X2 X3
X0
X2
Figure 28: The square-tiling of X(2) ∼= A4.
The only cylinder of (A4, q) is at the same time a lighthouse and an eave. Indeed, it is a
lighthouse, since w1 = w2 = 1 and its top boundary consists of a cusp, a non-cusp pole and
two edges identified by rotation. It is an eave, since s1 = s2 = 1 and both vertices of the
bottom are cusp poles. This is the only case when lighthouse and eave coincide.
Locating A4[n]. The results of Theorem 4.3 and Proposition 4.7 are illustrated in Figure 29
for n = 5. The parity conjecture states that all green points belong to one SL2Z orbit and
all blue points belong to another. Showing that will finish the proof of Proposition 8.1.
Q0 = (0, 0) Q1 = (1, 0)
Q2 = (0, 1) Q3 = (1, 1)
x
y
Figure 29: The set A4[5] consists two SL2Z orbits: A04[5] (green) and A14[5] (blue).
SL2Z action. We will now describe the action of SL2Z on A4[n] and give a proof of Propo-
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sition 8.1. Recall that the group SL2Z is generated by two matrices:
S =
(
1 −1
0 1
)
and R =
(
0 −1
1 0
)
.
The vertex Q0 is stabilized by SL2Z, since it is a unique non-cusp pole. It makes sense
to set Q0 to be the origin. Recall that we define Euclidean coordinates so that x-axes points
to the right and y-axes points downward (see Figure 29).
The rotation R acts by permuting the squares, while rotating the left one by −pi/2 and
the right one by pi/2. The shear S acts simply by shearing the whole picture followed by a
suitable cut-and-paste, which can be written in Euclidean coordinates as:
S :
(
a
n
,
b
n
)
7→ (a
n
+
b
n
,
b
n
)
. (8.1)
Compare this to Theorem 7.2.
Proof of Proposition 8.1. Since SL2Z acts transitively on E0[n]∗, it suffices to show that the
points
X0 =
(
0,
1
n
)
, X1 =
(
1,
1
n
)
, X2 =
(
0,
n− 1
n
)
, X3 =
(
1,
n− 1
n
)
are connected by the elements of SL2Z. For any n > 1 we obtain:
Sn : X0 =
(
0,
1
n
)
7→ (1, 1
n
)
= X1,
X1 =
(
1,
1
n
)
R7−→ (2n− 1
n
, 1
)
=
(
1
n
, 1
)
S7−→ (n+ 1
n
, 1
)
R7−→ (1, n− 1
n
)
= X3.
For any even n we have:
Sn : X2 =
(
0,
n− 1
n
)
7→ (n− 1, n− 1
n
)
=
(
1,
n− 1
n
)
= X3.
It follows that for any even n there a single SL2Z orbit that coincides with A4[n], and from
Proposition 4.7 for any odd n > 1 there are exactly two orbits A04[n] and A14[n] distinguished
by the spin invariant.
Remark 8.2. One can use a similar approach to prove the conjecture for d = 3: construct A9
using gluing instructions from §6 and analyze the action of R and S on A9[n]. However we
will use a more powerful result about the illumination (see §10), which will imply the main
result for d = 3 and 5.
9 Proof for d, n prime and n > (d3 − d)/4
In this section we give a proof of the parity conjecture for prime d, n and n > (d3− d)/4. We
will show:
Theorem 9.1. For any prime d and any prime n > (d3 − d)/4, the set Ad2 [n] consists of
two SL2Z orbits A0d2 [n] and A1d2 [n].
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The proof for d = 2 was given in §8. For any prime d > 2 and any prime n > (d3 − d)/4
the strategy consists of two steps:
1. Show that every orbit in Ad2 [n] has a representative in every square.
2. Show that all points of Ad2 [n] in the interior of the lighthouse L1 = (1, 1, 1, d − 1) fall
into 2 orbits.
These clearly implies the conjecture. Start with any z ∈ Ad2 [n]. The step (1) implies
that there exists A ∈ SL2Z such that A(x) is in L1. The step (2) then implies that A(x),
and hence x, belongs to one of the two orbits. We proceed to give proofs of the two steps.
Step 1. Consider a point z ∈ Ad2 [n] inside a cylinder C = (w1, s1, w2, s2) with the Euclidean
coordinates
(
a
n
,
b
n
)
with gcd(b, n) = 1. From Theorem 7.2 it follows that the shortest
distance s between the points in the orbit U · z is:
s =
1
n
· gcd(b+ TC(w1 +w2)n,w1w2(w1 +w2)n) = 1
n
· gcd(b+ TC(w1 +w2)n,w1w2(w1 +w2)),
since n is prime and gcd(b, n) = 1. The maximal circumference w1w2(w1 + w2) over all
cylinders is achieved for an eave with the circumference k(d − k)d, where k = d−1
2
, and
therefore:
w1w2(w1 + w2) ≤ d− 1
2
· d+ 1
2
· d = d
3 − d
4
,
which is less than n by the assumption. It implies that:
n · s = gcd(b+ TC(w1 + w2)n,w1w2(w1 + w2)) ≤ w1w2(w1 + w2) ≤ d
3 − d
4
< n.
Therefore s < 1, as long as gcd(b, n) = 1.
Now consider an arbitrary point x ∈ Ad2 [n]. Because SL2Z action on E0[n]∗ is transitive
it can be sent into the interior of a square in Ad2 . Any point that lies in the interior of the
squares and has Euclidean coordinates
(
a
n
, b
n
)
satisfies gcd(b, n) = 1, since n is prime. We
can now use the above observation: by applying a suitable power k of S it can be sent into
the interior of the next square to the right, and similarly, by applying R ◦ Sk ◦ R−1, where
R =
(
0 −1
1 0
)
, it can be sent to the next square above. This implies that x can be sent into
interior of any square, which finishes the proof of the step 1.
Step 2. For the lighthouse L1 = (w1, s1, w2, s2) = (1, 1, 1, d − 1), which consists of two
squares, we obtain as in (8.1):
S :
(
a
n
,
b
n
)
7→ (a
n
+
b
n
,
b
n
)
.
Then the number of U -orbits of points (x, b
n
) ∈ Ad2 [n] ∩ L1, where 1 ≤ b ≤ n− 1 is:
gcd(b, 2n) = gcd(b, 2),
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since n is prime. For each 1 ≤ i ≤ (n− 1)/2 define the following U -orbits:
N1(2i− 1) =
{(
a
n
,
b
n
)
∈ Ad2 [n] ∩ L1
∣∣∣∣∣ b = 2i− 1 ≡ 1mod 2
}
,
N1(2i) =
{(
a
n
,
b
n
)
∈ Ad2 [n] ∩ L1
∣∣∣∣∣ b = 2i ≡ 0mod 2 and a ≡ 0mod 2
}
, (9.1)
N0(2i) =
{(
a
n
,
b
n
)
∈ Ad2 [n] ∩ L1
∣∣∣∣∣ b = 2i ≡ 0mod 2 and a ≡ 1mod 2
}
.
It remains to show that:
(a) all N1(2i− 1) and N1(2i) belong to the same SL2Z orbit; and
(b) all N0(2i) belong to another SL2Z orbit.
From Theorem 7.1 we have that R sends the non-cusp pole O with cylinder coordinates
(w1, s1, w2, s2, t1, t2, t3, h3) = (1, 1, 1, d− 1, 0, 0, 0, 0) to the non-cusp pole R(O) with cylinder
coordinates (1, 1, d − 1, 1, 0, 0, 0, 0) that lies on the top of the eave E1. The lighthouse L1
itself is sent to two squares R(L1) of that eave E1 that are adjacent to R(O). For each
1 ≤ i ≤ (n− 1)/2 the sets N1(2i− 1), N1(2i) and N0(2i) are sent by R to:{(
± b
n
,
a
n
)
∈ Ad2 [n] ∩R(L)
∣∣∣∣∣ b = 2i− 1 ≡ 1mod 2
}
,{(
± b
n
,
a
n
)
∈ Ad2 [n] ∩R(L)
∣∣∣∣∣ b = 2i ≡ 0mod 2 and a ≡ 0mod 2
}
,{(
± b
n
,
a
n
)
∈ Ad2 [n] ∩R(L)
∣∣∣∣∣ b = 2i ≡ 0mod 2 and a ≡ 1mod 2
}
.
To show (a) and (b) it suffices to prove that there exists:
(A) an even a such that all points
(
x, a
n
)
∈ Ad2 [n] ∩R(L) form a single U -orbit; and
(B) an odd a such that all points
(
x, a
n
)
∈ Ad2 [n] ∩R(L) form two U -orbits.
Theorem 7.2 implies that, for 1 ≤ a ≤ n− 1, the number ν of such U -orbits is:
ν = gcd(a+ nd · T1, w1w2(w1 + w2)n) = gcd(a+ nd · T1, w1w2(w1 + w2)) =
= gcd(a+ nd · T1, (d− 1)d) = gcd(a+ nd · T1, d− 1) · gcd(a, d),
where T1 ∼= −1mod(d− 1). Hence the number of orbits is:
ν = gcd(a− dn, d− 1) · gcd(a, d) = gcd(a− n, d− 1) · gcd(a, d).
To show (A) let a = n− d. It is even and satisfies 1 ≤ a ≤ n− 1 and:
ν = gcd(−d, d− 1) · gcd(n− d, d) = gcd(d, d− 1) · gcd(n, d) = 1.
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This completes the proof of (A). To show (B) let a = 2k+ 1, where 0 ≤ k < (n− 1)/2. Then
we have:
ν = gcd(2k + 1− n, d− 1) · gcd(2k + 1, d) = 2 · gcd(k + (1− n)/2, (d− 1)/2) · gcd(2k + 1, d).
When k ranges from 0 to (d− 1)/2 < (n− 1)/2, then gcd(2k+ 1, d) = 1 since d is prime, and
k + (1− n)/2 runs through all possible remainders modulo (d− 1)/2 including 1, as long as
d ≥ 3. This proves (B) and hence completes the proof of Theorem 9.1.
10 Everything is illuminated
Illumination problem asks whether all of the translation surface is illuminated by a given
point. We say that a point x ∈ Ad2 is illuminated by a subset S ⊂ Ad2 if there exists a
geodesic segment of (Ad2 , q) that starts at some y ∈ S, ends at x and does not pass through
singularities. We formulate a conjecture:
Conjecture 10.1 (Illumination conjecture). Light sources at the cusps of the modular curve
illuminate all of X(d) except possibly for some of the vertices of the square-tiling.
We then show that it implies the parity conjecture for prime d and n > 1:
Theorem 10.2 (Illumination conjecture implies parity conjecture). Assume d is prime and
n > 1. If every x ∈ Ad2 [n] is illuminated by the set of the cusp poles Pns(d) then Ad2 [n]
consists of a single SL2Z orbit when n is even and two SL2Z orbits when n is odd.
In this section we will prove Theorem 10.2 and use it to prove the main result for any
prime d and all sufficiently large n. In §11 we will establish the illumination conjecture for
d = 3, 4 and 5 and use it together with Theorem 10.2 to prove the parity conjecture for
d = 3 and 5.
Background on illumination problem. The illumination problem goes back to Roger
Penrose (1958) and George Tokarsky (1995) who constructed the first examples of rooms with
mirror walls (on which light reflects) that are not illuminated by a light source at some point
of the room. Penrose’s example uses walls in a shape of ellipse and has open subsets that
are not illuminated. Tokarsky’s example is polygonal, however there is only one point that
is not illuminated. Recent works [HST08] and [LMW16] used the GL+2R action on ΩMg to
further investigate this question. In particular, it was shown that for any translation surface
and a light source on it the set of points that are not illuminated is finite. Thus we obtain a
corollary of Theorem 10.2:
Corollary 10.3. For any prime d the parity conjecture is true for n > Cd, where Cd is some
constant that depends on d.
Parity implies illumination. It is also known that the set of points unilluminated by
a vertex of a square-tiled surface is a subset of n-rational points of the squares for some
n. If parity conjecture is true, then Proposition 4.7 implies that every SL2Z orbit Ad2 [n]
has a representative in each square of Ad2 . Since illumination is SL2Z invariant property, it
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implies that every point in Ad2 [n] is illuminated by cusp. Therefore, the parity conjecture
(Conjecture 1.1) implies the illumination conjecture (Conjecture 10.1) for all d and n > 1.
The proof of the converse statement is harder and will extensively use the structure of
the square-tiling of Ad2 for prime d. Note that we only show that the illumination conjecture
implies the parity conjecture for n > 1. It is not known if the same applies for n = 1 and
our methods do not extend to this case.
Idea of proof of Theorem 10.2. We will break the proof into the following three steps.
We call a subset S ⊂ Ad2 [n] an SL2Z-subset if any two points in S are connected by an
element of SL2Z.
I. We will first show, using illumination conjecture, that any point of Ad2 [n] can be sent
via SL2Z to a point in some lighthouse.
II. Then, in any given lighthouse L, we will describe U -orbits of the points in Ad2 [n] ∩ L
and use U action on the eaves to connect these orbits into one or two SL2Z-subsets.
III. Finally, we will use U and R action on the eaves to show that for any two lighthouses
Li and Lj these subsets are connected by SL2Z.
We begin by analyzing unipotent orbits in the eave cylinders and proving a lemma that
will be used in the proof of Theorem 10.2.
Unipotent orbits in eaves. Let Ek be the eave (k, 1, d − k, 1). Recall form Theorem 7.2
that for any
(
a
n
, b
n
)
∈ Ad2 [n] ∩ Ek:
S :
(
a
n
,
b
n
)
7→ (a
n
+
b
n
+ Tk · d, b
n
)
,
where Tk · d ≡ −1mod k(d− k). For any given 1 ≤ b ≤ n− 1 denote the number of U -orbits
of points
(
a
n
, b
n
)
∈ Ad2 [n] ∩ Ek by νk(b). When gcd(b, n) = 1:
νk(b) = gcd(b+ TCdn, k(d− k)dn) = gcd(b+ TCdn, k(d− k)d) =
= gcd(b+ TCdn, k(d− k)) · gcd(b+ TCdn, d).
Note that the last equality used the primality of d. We obtain a formula:
νk(b) = gcd(b− n, k(d− k)) · gcd(b, d), whenever gcd(b, n) = 1. (10.1)
Lemma 10.4. Assume d > 2 is prime and n > 1.
(1) There exists an integer 1 ≤ s1 ≤ n− 1 such that gcd(s1, n) = 1 and νk(s1) = 1.
(2) If n 6= d+2 is odd, then there exists an odd integer 1 ≤ s2 ≤ n−1 such that gcd(s2, n) =
1 and νk(s2) = 2.
(3) Assume n = d + 2. As long as (d, k) 6= (7, 3) or (19, 4), there exists an odd integer
1 ≤ s3 ≤ n− 1 such that gcd(s3, n) = 1 and νk(s3) = 2.
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Proof. We will use formula (10.1) for the proof.
(1) If n 6≡ 1mod d setting s1 = n− 1 we obtain:
gcd(s1, n) = 1 and νk(s1) = gcd(1, k(d− k)) · gcd(n− 1, d) = 1,
and if n ≡ 1mod d setting s1 = n− d (note that 1 ≤ s1 ≤ n− 1 since n ≥ d+ 1) we obtain:
gcd(s1, n) = 1 and νk(s1) = gcd(d, k(d− k)) · gcd(n− d, d) = 1.
(2) If n 6≡ 2mod d setting s2 = n− 2 we obtain:
gcd(s2, n) = 1 and νk(s2) = gcd(2, k(d− k)) · gcd(n− 2, d) = 2.
If n ≡ 2mod d and n 6= d+ 2 then n ≥ 2d+ 2. Thus s2 = n− 2d satisfies 1 ≤ s2 ≤ n− 1 and
we obtain:
gcd(s2, n) = 1 and νk(s2) = gcd(2d, k(d− k)) · gcd(n− 2d, d) = 2.
Note that s2 is odd in both cases.
(3) When n = d+ 2:
ν1(1) = gcd(d+ 1, d− 1) gcd(1, d) = 2, ν2(3) = gcd(d− 1, 2(d− 2)) gcd(3, d) = 2,
since k > 1 implies d > 3. If k > 2 then we change the unknown variable s3 to t = n−s32 .
Then if t is integer and if 2 ≤ t ≤ n−1
2
then s3 is odd and 1 ≤ s3 ≤ n−4 = d−2. In particular
gcd(s3, d) = 1, since d is prime. In addition if:
gcd
(
t,
k(d− k)
2
)
= gcd(t, n) = 1, (10.2)
then:
gcd(s3, n) = 1 and νk(s3) = gcd(n− s3, k(d− k)) gcd(s3, d) = 2 gcd
(
t,
k(d− k)
2
)
= 2.
Let pi(x) be the number of primes less than x and µ(x) be the number of prime factors of
x. We are going to show that there exists a prime 2 ≤ t ≤ n−1
2
satisfying (10.2) and the
corresponding s3 = n− 2t will satisfy part (3) of the lemma. We will do so by showing:
pi
(
n− 1
2
)
≥ µ(n) + µ
(
k(d− k)
2
)
,
for large d, and running a program for small d, which shows that the only exceptions are
(d, k) = (7, 3) or (19, 4).
Note that µ(x) ≤ log2(x) and pi(x) ≥
x
log(x) + 2 for x ≥ 55 (see [Ros41]). Let x0 =
d+1
2
,
then we have:
pi
(
n− 1
2
)
= pi
(
d+ 1
2
)
≥ x0log(x0) + 2.
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Because k(d−k)
2
≤ (d−1)(d+1)
8
we obtain:
µ(n)+µ
(
k(d− k)
2
)
≤ log2(d+2)+log2
(
(d− 1)(d+ 1)
8
)
= log
(
(d− 1)(d+ 1)(d+ 2)
8
)
/ log(2).
Because (d− 1)(d+ 2) ≤ (d+ 1)2 for positive d we have:
µ(n) + µ
(
k(d− k)
2
)
≤ 3log(2) log(x0).
If d > 800 then x0 > 400 and:
3
log(2) log(x0) <
x0
log(x0) + 2
.
Therefore there exists a prime 2 ≤ t ≤ n−1
2
satisfying (10.2).
For d < 800 we run a computer program that finds a required t for any prime d and
arbitrary 1 ≤ k ≤ d−1
2
, such that (d, k) 6= (7, 3) or (19, 4) (these cases are analyzed separately
below). This finishes the proof of the lemma.
Step I: into a lighthouse. Recall from §4 and §5 that Pns(d) ⊂ Ad2 is the set of cusp
poles, points of Ad2 corresponding to the square-tiled surfaces with a non-separating node.
Recall that Lk denotes the lighthouse cylinder (w1 = 1, s1 = k, w2 = 1, s2 = d− k).
Proposition 10.5 (I. Into a lighthouse). Assume d > 2 is prime and Ad2 [n] is illuminated
by Pns(d). Then every SL2Z orbit in Ad2 [n] has a representative
(
1, b
n
)
∈ Lk ∩ Ad2 [n] for
some b ∈ Z with gcd(b, n) = 1.
Proof. Take any x ∈ Ad2 [n] and a straight line segment s that connects it to some y ∈ Pns(d).
Then
∫
s
±√q ∈ 1
n
Z[i]∗, the set of primitive n-rational points of C. Choose a matrix A ∈ SL2Z
that sends it to a purely real number b
n
for some b ∈ Z. Then A · s is a horizontal segment
connecting a cusp pole A · y ∈ Pns(d) to a point A · x ∈ Ad2 [n]. Note that such line segments
can only be found (1) on the bottom boundary of an eave or (2) on the top boundary of a
lighthouse.
(1) Assume first A · x lies on the bottom boundary of E = (k, 1, d− k, 1) for some k. The
unipotent subgroup U acts transitively on the cusp poles of Ek and hence an appropriate
power i of S sends A · y to an cusp pole (k, 1, d − k, 1, 0, 0, 0) and (Si ◦ A) · x is joined to it
by a horizontal line. Rotating this pole by pi/2 we obtain an cusp pole (1, k, 1, d− k, 1, 1, 0),
which belongs to the lighthouse Lk. Therefore:
(R ◦ Si ◦ A) · x =
(
1,
b
n
)
∈ Lk.
Note that
(
1, b
n
)
=
(
n
n
, b
n
)
is a primitive n-rational point of a square and therefore gcd(n, b, n) =
gcd(b, n) = 1. This finishes the proof in case (1).
(2) Now assume A · x lies on the top boundary of some lighthouse L. Rotating it by pi/2
one obtains a point (R ◦ A) · x = (0, b
n
) on a vertical edge of some eave cylinder Ek = (w1 =
k, s1 = 1, w2 = d− k, s2 = 1). Since gcd(b, n) = 1 from (10.1) we obtain:
νk(b) = gcd(b− n, k(d− k)) · gcd(b, d).
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Assume first that gcd(b, d) = 1. Then νk(b)
∣∣∣k(d− k) and for a suitable power i of S:
(Si ◦R ◦ A) · x =
(
k(d− k),
b
n
)
∈ Ek.
It is a point, which lies directly above the cusp pole with cylinder coordinates:
(w1 = k, s1 = 1, w2 = d− k, s2 = 1, t1 = 0, t2 = 0, t3 = k(d− k)%d) ∈ Ek,
and Euclidean coordinates:
(k(d− k), 1) ∈ Ek.
The rotation by pi/2 sends this cusp pole to some other cusp pole on the bottom boundary of
some eave cylinder E ′ and hence (R ◦ Si ◦R ◦A) · x belongs a horizontal segment that starts
at the cusp pole on the bottom boundary of the eave E ′, which brings us back to case (1).
It remains to treat the case (2) when gcd(b, d) 6= 1 or equivalently b = rd for some
r ∈ Z. In that case (R ◦ A) · x = (0, b
n
) = (0, rd
n
) belongs to a vertical edge of Ek. Let s be
a line segment contained in Ek that connects (R ◦ A) · x = (0, rdn ) ∈ Ek and the cusp pole
(k(d− k), 1) ∈ Ek. Let v be given by:
v =
∫
s
±√q = ±
(
k(d− k)n
n
+ i · n− rd
n
)
∈ 1
n
Z[i]∗.
Note that v is a gcd(k(d − k)n, n − rd) multiple of a primitive element in 1
n
Z[i]/Z[i]. Also
note that 1 = gcd(b, n) = gcd(rd, n) =⇒ gcd(d, n) = 1 and hence:
d - gcd(k(d− k)n, n− rd).
Therefore for any matrix A ′ ∈ SL2Z that sends z to a purely real number the following holds:
A ′ · z = b ′
n
i, where d - b ′ ∈ Z. Therefore gcd(b ′, d) = 1 and it brings us either to the case (1)
or the case (2), which were discussed above.
Step II: within a lighthouse. For the next proposition we introduce notation similar to
the one of (9.1). Let k be any integer such that 1 ≤ k ≤ (d − 1)/2. For even n and any
integer 1 ≤ b ≤ kn− 1 such that gcd(b, n) = 1 (in particular b is odd) define a set:
Nk(b) =
{(
a
n
,
b
n
)
∈ Ad2 [n] ∩ Lk
∣∣∣∣∣ 0 ≤ a ≤ 2n
}
.
For odd n > 1 and any integer 1 ≤ b ≤ kn− 1 such that gcd(b, n) = 1 define sets:
N1k (b) =

{(
a
n
, b
n
)
∈ Ad2 [n] ∩ Lk
∣∣∣ 0 ≤ a ≤ 2n} when b is odd
{(
a
n
, b
n
)
∈ Ad2 [n] ∩ Lk
∣∣∣ 0 ≤ a ≤ 2n, a ≡ 0mod 2} when b is even
N0k (b) =
{(
a
n
,
b
n
)
∈ Ad2 [n] ∩ Lk
∣∣∣∣∣ 0 ≤ a ≤ 2n, a ≡ 1mod 2
}
when b is even.
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Proposition 10.6 (II. Within a lighthouse). Assume d > 2 is prime and n > 1. Let k be
any integer satisfying 1 ≤ k ≤ (d − 1)/2. Let us call integer b admissible if 1 ≤ b ≤ kn − 1
and gcd(b, n) = 1. Then for Nk(b), N k(b) ⊂ Ad2 [n] defined above the following holds:
(1) When n is even, the union of Nk(b) over all admissible b belongs to a single SL2Z orbit.
(2) When n is odd, the union of all N1k (b) over all admissible b belongs to a single SL2Z
orbit.
(3) When n is odd, the union of all N0k (b) over all admissible b belongs to a single SL2Z
orbit.
Proof. For the lighthouse Lk = (w1 = 1, s1 = k, w2 = 1, s2 = d − k), similarly to (8.1) we
have:
S :
(
a
n
,
b
n
)
7→ (a
n
+
b
n
,
b
n
)
,
and the number of U -orbits of points
(
a
n
, b
n
)
∈ Ad2 [n] ∩ Lk, where 1 ≤ b ≤ kn − 1 and
gcd(b, n) = 1:
gcd(b, 2n) = gcd(b, 2).
It implies that each of the sets Nk(b), N1k (b) and N0k (b) is itself a single U -orbit. Indeed: (1)
when n is even, b has to be odd since gcd(b, n) = 1 and then gcd(b, 2) = 1; (2) when n > 1
and b are both odd, gcd(b, 2) = 1; (3) when n > 1 is odd and b is even, gcd(b, 2) = 2.
It remains to show that the union of Nk(b) or N k(b) over all b belongs to a single SL2Z
orbit. Rotation R sends the lighthouse Lk to 2k squares R(Lk) of the eave cylinder Lk that
are adjacent to the non-cusp pole (w1 = k, s1 = 1, w2 = d − k, s2 = 1, t1 = 0, t2 = 0, t3 = 0).
The images of the above subsets are the following SL2Z subsets. For even n:
R(Nk(b)) =
{(
± b
n
,
a
n
)
∈ Ad2 [n] ∩ Ek
∣∣∣∣∣ 0 ≤ a ≤ n
}
,
and for odd n > 1:
R(N1k (b)) =

{(
± b
n
, a
n
)
∈ Ad2 [n] ∩ Ek
∣∣∣ 0 ≤ a ≤ n} when b ≡ 1mod 2
{(
± b
n
, a
n
)
∈ Ad2 [n] ∩ Ek
∣∣∣ 0 ≤ a ≤ n, a is even} when b ≡ 0mod 2
R(N0k (b)) =
{(
± b
n
,
a
n
)
∈ Ad2 [n] ∩ Ek
∣∣∣∣∣ 0 ≤ a ≤ n, a is odd
}
when b ≡ 0mod 2.
Lemma 10.4 (1) implies that for any n > 1 there is an (necessarily even) integer 1 ≤ s1 ≤ n−1,
such that gcd(s1, n) = 1 and all points:(
± b
n
,
s1
n
)
∈ Ad2 [n] ∩ Ek
belong to the same U -orbit. In particular, that proves (a) when n is even and (b) when n is
odd. It remains shows that R(N0k (b)) are all in one orbit when n is odd.
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If n is odd and (d, k) 6= (7, 3) or (19, 4), Lemma 10.4 (2) and (3) imply that there exists
an odd integer 1 ≤ s2 ≤ n− 1, such that gcd(s2, n) = 1 and all points:{(
± b
n
,
s2
n
)
∈ Ad2 [n] ∩ Ek
∣∣∣∣∣ b ≡ 1mod 2
}
belongs to the same U -orbit.
It remains to analyze the cases (d, k) = (7, 3) and (19, 4). We start with (d, k) = (7, 3).
Note that n = 9 and νk(b) = gcd(9− b, 12) gcd(b, 7). Then we have:
νk(1) = 4 and νk(7) = 14.
Note that νk(1) = 4 implies that all (x, 1) with even x fall into two unipotent orbits generated
by (2, 1) and (4, 1). It suffices to show that (2, 1) ∈ R(N0k (2)) and (4, 1) ∈ R(N0k (4)) are in the
same SL2Z orbit. Note that (2, 1) is in the same unipotent orbit with (18, 1) ∈ R(N0k (18)),
which is in the same SL2Z subset R(N0k (18)) with (18, 7). Next (18, 7) and (4, 7) are in the
same unipotent orbit, since νk(7) = 14. And finally (4, 7) and (4, 1) are in the same SL2Z
subset R(N0k (4)), which finishes the proof for (d, k) = (7, 3).
For (d, k) = (19, 4), note that n = 21 and νk(b) = gcd(21 − b, 60) gcd(b, 19). Then we
have:
νk(5) = 4 and νk(11) = 10.
Similarly all (x, 5) with even x fall into two unipotent orbits generated by (2, 5) and (4, 5).
Note that (2, 5) is in the same unipotent orbit with (14, 5), since νk(5) = 4. Points (14, 5)
and (14, 11) are in the same SL2Z subset R(N0k (14)). Next (14, 11) and (4, 11) are in the
same unipotent orbit, since νk(11) = 10. And finally (4, 11) and (4, 1) are in the same SL2Z
subset R(N0k (4)), which finishes the proof for (d, k) = (19, 4).
Proposition 10.7 (III. Between lighthouses). Assume d > 2 is prime and n > 1. Let us
call an integer b admissible if 1 ≤ b ≤ kn − 1 and gcd(b, n) = 1. Let Nk(b), N k(b) ⊂ Ad2 [n]
be as above.
(a) When n is even, the union of Nk(b) over all admissible b and 1 ≤ k ≤ (d−1)/2 belongs
to a single SL2Z orbit Ad2 [n].
(b) When n is odd, the union of all N1k (b) over all admissible b and 1 ≤ k ≤ (d − 1)/2
belongs to a single SL2Z orbit A1d2 [n].
(c) When n is odd, the union of all N0k (b) over all admissible b and 1 ≤ k ≤ (d − 1)/2
belongs to a single SL2Z orbit A0d2 [n].
Proof. Note that in the course of the proof of Proposition 10.6 we showed that every eave
cylinder Ek contains a horizontal line Hk ⊂ Ek that satisfies:
all points Hk ∩ Ad2 [n] belong to the same SL2Z orbit,
and a horizontal line hk ⊂ Ek that satisfies:
all points hk ∩ Ad2 [n] belong to two SL2Z orbits
depending on the parity of their x-coordinate.
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Therefore to show that each of the unions of Nk(b), N1k (b) or N0k (b) over all k is in a single
SL2Z orbit it suffices to show that for any k:
R(Ek) ∩ E1 6= ∅. (10.3)
d 1 2 3 d−r d−r+1 d−1
r r+1 r+2 r+3 d 1 r − 1
. . .
. . .
. . .
. . .
O1
O2
Figure 30: A square-tiled surface with a non-separating node corresponding to the pole
(r(d− 1), 1) ∈ E1.
Fix any integer 1 < k ≤ (d − 1)/2, we will show that for some 1 < r < d the cusp pole
Xr ∈ E1 with cylinder coordinates (r(d− 1), 1) (see Figure 30) satisfies R(Xr) ∈ Ek. Note
that a vertical line from point O1 ends up in point O2 after passing through exactly k squares
if and only if 1 + rk ≡ d − kmod d, which is equivalent to rk ≡ d − k − 1mod d that has a
solution r for any k since d is prime. Then R(Xr) ∈ Ek, which finishes the proof of (10.3).
Assuming these propositions the proof of Theorem 10.2 is straightforward:
Proof of Theorem 10.2. Pick any point x ∈ Ad2 [n]. According to Proposition 10.5 it can be
sent on a vertical edge in some lighthouse L, which belongs to one of the subsets Nk(b), N k(b).
By Proposition 10.6 the union of all of the Nk(b), N k(b) in each lighthouse Lk forms one or
two SL2Z subsets depending on parity of n. Finally, by Proposition 10.7 the union of all
Nk(b), N

k(b) for all lighthouses forms one or two SL2Z subsets depending on parity of n.
Since any point x ∈ Ad2 [n] can be sent into them, they generate the whole Ad2 [n], which
implies the parity conjecture.
Computing the spin invariant one can show that Nk(b), N1k (b) and N0k (b) generate Ad2 [n],
A1d2 [n] and A0d2 [n] respectively.
11 Proof for d = 3 and 5
In this section we will establish the illumination conjecture for d = 3, 4 and 5 and use it
together with Theorem 10.2 to prove the parity conjecture for d = 3 and 5.
Theorem 11.1. (i) All of X(2), X(3) and X(4) are illuminated by their cusps.
(ii) The set of cusps of X(5) illuminates all of X(5) except for the non-cusp pole P corre-
sponding to 2E0 = C[i]/2Z[i] joined with E0 at a point.
Clearly, all of X(2) ∼= A4 is illuminated by its cusps. We continue with the next cases.
The proof of Theorem 11.1 will be given by analyzing the pictures of the square-tilings of
X(3), X(4) and X(5).
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Square-tiling of X(3) ∼= A9. It is evident from Figure 3 that all of A9 is illuminated by
the cusp poles (red points). Therefore Theorem 10.2 implies that
∣∣∣A9[n]/ SL2Z∣∣∣ is 1 when n
is even and 2 when n > 1 is odd. Note that A9[1] is empty. We illustrate the case A9[5], as
an example of two SL2Z orbits, in Figure 31.
1 1
2 3
4 2 5 5 3 4
6 7 7 8 8 6
Figure 31: The SL2Z orbits of A9[5]: A09[5] (green points) and A19[5] (blue points).
Square-tiling of X(4) ∼= A16. We presented the square-tiling of A16 in Figure 4. Here
we will establish the illumination conjecture for it. Note that the interiors of the cylinders
C1, C3, C4 (see Figure 32) are illuminated since they contain cusp poles. The closures of these
cylinders are also illuminated.
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1 2
1 2
3 4 5
3 4 5
6 7 8 9
6 7 8 9
C1
C2
C3
C4
Figure 32: Illumination of X(4) ∼= A16.
For the cylinder C2 note that its red, green and blue regions are illuminated by the cusps
of C3 through the saddle connections 3, 4 and 5 respectively, which finishes the proof of the
illumination conjecture for A16.
Square-tiling of X(5) ∼= A25. Again using gluing instructions one obtains the square-tiling
of A25 as in the figure below. Note that the labels are slightly different: we do not put
labels on the saddle connections that contain poles (red and white points) as they are always
identified to the adjacent ones via rotations by pi; the saddle connection labeled with numbers
are identified via parallel translations and the ones labeled with small letters are identified
via rotations.
Note that the interiors of the cylinders C1, C4, C5, C7 (see Figure 33) are illuminated since
they contain cusp poles.
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1 21 2
3 4 53 4 5
6 7 8 96 7 8 9
a b c d e f g h i j
10 11k k10 11
12 13 14 15 16 1712 13 14 15 16 17
e d c b a j i h g f
P P
C1
C2
C3
C4
C5
C6
C7
Figure 33: Illumination of X(5) ∼= A25.
Now let us show that the cylinders C2 and C3 are illuminated. For C3 note that its green,
red, yellow and blue regions are illuminated by the cusps of C4 through the saddle connections
6, 7, 8 and 9 respectively. For C2 note that its green red and blue edges are illuminated by
the cusps of C4 through the saddle connections 6 and then 3, 7 and then 4, 9 and then 5
respectively. In particular, the saddle connections 1, 2, 3, 4, 5, 6, 7, 8 and 9 are illuminated.
Now we will show that the interior of C6 is illuminated except may be for its non-cusp
pole P . First note that the pink region is illuminated by the cusp of C5. Secondly, note
that the unipotent subgroup fixes P and thus it fixes the top boundary of C6. Therefore,
the unipotent orbit of the pink square in C6 contains the interior of C6. Since illumination is
SL2Z invariant property, the interior of C6 is illuminated.
Finally, we discuss the illumination of the remaining edges on the boundaries of the
cylinders. Edges 10, 11, 12, 13, 14, 15, 16 and 17 are illuminated by the cusps of C5 and
C7. To see the illumination of the edges a, b, c, d, e, f, g, h, i and j one might show that i
and j are illuminated by the cusp of C1 through the saddle connections 2, then 5 and then 9.
Since illumination is an SL2Z invariant property and since the unipotent orbit of the edge i
consists of the edges a, c, e and g, and the unipotent orbit of the edge j consists of the edges
b, d, f, and h, they are all illuminated.
Now we obtained that all of A25 is illuminated except for may be edge k. Note that P
is a wedge sum of to square tori of area 4 and 1, thus it is fixed by the whole SL2Z. Again,
since illumination is SL2Z invariant property, sending k to an edge with a non-zero slope we
obtain that all of A25 is illuminated except for may be the non-cusp pole P.
In fact it is possible to show that P is not illuminated by the cusp poles. If there was a
line segment connecting P to a cusp pole, one could send it via a matrix from SL2Z to a line
segment that connects P to some cusp pole vertically, which is clearly impossible.
Proof for d = 3 and 5. Theorem 10.2 together with the illumination results for A9 and
A25 imply the main result (Theorem 1.2) for d = 3 and d = 5 and arbitrary n.
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12 Proof for d = 4
In this section we will give proof of the main result for d = 4. This proof is quite different
in nature from the proofs of the other cases. We will show that there is a degree 3 branched
covering map f : A16 → A9 that respects the square-tilings. Using this map and the main
result for d = 3 (see §11) we will reduce the problem to the study of the SL2Z orbits of just
three points in a single fiber of f .
Covers and symmetric groups. There is a well-known connection between elliptic covers
and symmetric groups. We review this connection below.
Let Sd be the symmetric group on d elements. Let X ∈ M2 and pi : X → E0 be a
primitive degree d cover of the square torus with two critical points. One can associate to it
a pair of permutations (sh, sv) ∈ Sd × Sd, where sh is the monodromy of the horizontal loop
on E0 and sv is the monodromy of the vertical loop on E0, satisfying the following properties:
• sh, sv generate a transitive subgroup of Sd; and
• [sh, sv] has a cyclic type (2,2).
(12.1)
Conversely, any pair (sh, sv) ∈ Sd × Sd satisfying the above conditions determines a
primitive degree d cover pi : X → E0 branched over two points.
Construction of the map f . The existence of the covering map f : A16 → A9 relies on
the surjective homomorphism φ : S4 → S3.
Consider Klein four-subgroup K = {(12)(34), (13)(24), (14)(23)} ⊂ S4. The quotient
S4/K is isomorphic to S3. We will denote the quotient homomorphism by φ : S4 → S3.
Let (X,ω) ∈ A16 be any non-vertex of the square-tiling on A16. It defines a unique
normalized degree 4 cover pi : X → E0. Let pi be branched over ±z. The corresponding pair
of permutations (sh, sv) ∈ S4×S4 that satisfies (12.1). Then the pair (φ(sh), φ(sv)) ∈ S3×S3
also satisfies (12.1). There is a unique normalized degree 3 cover pi ′ : X ′ → E0 branched over
±z corresponding to the pair of permutations (φ(sh), φ(sv)). We then define f : A16 → A9
to be a unique branched cover such that for any (X,ω) with two simple zeroes:
f(X,ω) = (X ′, ω ′),
where ω ′ = pi ′∗(dz).
The map f respects the square-tiling, since both covers pi : X → E0 and pi ′ : X ′ → E0
are normalized and branched over ±z. The covering map f : A16 → A9 on the level of the
square-tilings of A16 and A9 is illustrated in Figure 34. The top and bottom cylinders of A16
are respectively a 1-fold and a 2-fold covers of the top cylinder of A9. Similarly, the other
two cylinders of A16 are a 1-fold and a 2-fold covers of the bottom cylinder of A9. Each
square of A9 is labelled by the same letter as its preimages under f . The orientation of the
letters determines whether the squares of A16 are mapped to A9 by parallel translations or
by pi rotations.
2+2 =3 4. Another way of making this construction comes from an elementary fact that the
set of 4 elements can be split into two subsets of 2 elements each in 3 different ways. Starting
with a degree 4 cover over the torus with two simple ramifications, one can replace each fiber
with the three way of splitting it into pairs. That produces a degree 3 cover over the torus
with two simple ramifications. One can show that this construction can be completed to give
the same covering map f : A16 → A9 as above.
61
1 2
1 2
3 4 5
3 4 5
6 7 8 9
6 7 8 9
B A
F G H C D E
x1
B A B A
x2 x3
H G F E D C H G F E D C
f
10 11
10 11
A B
C D E F G H
x
Figure 34: The degree 3 branched covering map f : X(4)→ X(3) sends squares to squares.
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Proof for d = 4. The set A16[1] consists of the non-singular vertices of the tiling of
X(4) ∼= A16. One can verify from the picture of the square-tiling (see Figure 34) that all
points of A16[1] lie in a single SL2Z orbit.
Let n > 1 be any integer. For any integer 1 ≤ a ≤ n − 1, let xa/n ∈ A9 be a point
on the left edge of the square A that is distance a/n away from the white vertex of A (see
Figure 34). According to the proof of Theorem 1.2 for d = 3, every SL2Z orbit in A9[n]
contains a representative x1/n when n is even, and a representative x1/n or x2/n when n is
odd. Therefore any point in A16[n] can be sent by a suitable matrix from SL2Z into f−1(x1/n)
when n is even, and into f−1(x1/n) ∪ f−1(x2/n) when n is odd.
Let x = xa/n for some a = 1 or 2, and f−1(x) = {x1, x2, x3} (see Figure 34). It suffices to
show that for any such x the points x1, x2, x3 belong to the same SL2Z orbit.
Recall that S =
(
1 −1
0 1
)
. Then:
S2n : x2 7→ x3, when a = 1, and Sn : x2 7→ x3, when a = 2.
The image of the top two squares A and B of A16 under the rotation by ±pi/2 are the
two outermost squares C and H in the cylinder of length 12. The images of their bottoms
under S2 are the bottoms of the innermost squares C and H. In its turn, the images of these
squares under the rotation by ±pi/2 are the innermost squares A and B in the cylinder of
length 4. Using this one can verify:
R ◦ S2 ◦R : x1 7→ x2.
Therefore all x1, x2, x3 belong to the same SL2Z orbit and A16[n] consists of two SL2Z orbits
when n > 1 is odd and a single orbit otherwise.
Although this proof hints on the possibility of reducing the case of composite d to prime d,
unfortunately, the only surjective homomorphisms of symmetric groups Sd → Sk are given by
sign homomorphisms Sd → S2 and the above homomorphism S4 → S3. One can verify that
a similar construction of the branched covering map for the sign homomorphism Sd → S2
gives the discriminant map δ : Ad2 → A22 ∼= P.
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A Counts of elliptic covers
In this appendix we review some counts related to the genus 2 torus covers and give an upper
bound on the number of irreducible components of Wd2 [n] that does not depend on n.
Recall that congruence subgroup is a subgroup of SL2Z defined as follows:
Γ(d) =
{(
a b
c d
)
∈ SL2Z
∣∣∣∣∣ a, d ≡ 1 and b, c ≡ 0mod d
}
.
The index of Γ(d)/±Id in PSL(2,Z) = SL2Z /±Id is:
|PSL2(Z/dZ)| =

6 for d = 2,
d3
2
·
∏
p|d
p prime
(1−
1
p2
) for d ≥ 3. (A.1)
Also recall the formula of the index of Γ(d) in SL2Z:
|SL2(Z/dZ)| = d3 ·
∏
p|d
p prime
(1−
1
p2
) for all d.
The following theorem summarizes some results on elliptic covers in genus 2, in particular
the ones related to the counts of square-tiled surfaces, which can be found in [Kan06] and
[EMS03]:
Theorem A.1. The counts related to elliptic covers given in Table 1 hold for any integers
d > 1 and n > 1.
Below we give more details on each count and references for proofs.
1. Here deg δ is the degree of the discriminant map δ : Ad2 → P (see §4). The formula for
deg δ can be found in [Kan06] (equation (31) and Corollary 30). It also follows from the count
of primitive degree d covers of the square torus branched over two given points in [EMS03]
(remark after Lemma 4.9). The number of such covers is deg ρ = deg(σ ◦ δ) = 4 deg δ (see
diagram (4.2)).
2. Here g(Ad2) denotes the genus of a Riemann surfaceAd2 . In Theorem 5.1 we established
an isomorphism Ad2 ∼= X(d). The genus of X(d) is a classical result from the theory of
modular curves and can be found in [Shi71] (equation (1.6.4)).
3. In §5 we showed that all of the cusps of Y (d) ⊂ X(d) ∼= Ad2 are simple poles of
q. Recall that Pns(d) denotes the subset of simple poles of the quadratic differential q on
Ad2 ∼= X(d) that are cusps of the modular curve Y (d). These points correspond to the genus
2 d-square-tiled surfaces with a non-separating node (see §4). The formula for |Pns(d)| can
be found in [Kan06] (equation (27)). Note that the formula |Pns(d)| agrees with the classical
formula for the number of cusps of Y (d).
4. Recall that Ps(d) denotes the subset of simple poles of the quadratic differential q on
Ad2 that are not cusps. These points of Ad2 correpond to the genus 2 d-square-tilied surfaces
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1 deg δ (d− 1)
6
· |PSL2(Z/dZ)|
2 g(Ad2) d− 6
12d
· |PSL2(Z/dZ)|+ 1
3 |Pns(d)|
1
d
· |PSL2(Z/dZ)|
4 |Ps(d)|
5d− 6
12d
· |PSL2(Z/dZ)|
5 |Ad2 [0]| 3(d− 2)
4d
· |PSL2(Z/dZ)|
6 |A
0
d2 [0]| ,
d is odd
3(d− 3)
8d
· |PSL2(Z/dZ)|
7 |A
1
d2 [0]| ,
d is odd
3(d− 1)
8d
· |PSL2(Z/dZ)|
8 |Ad2 [1]| (d− 2)(d− 3)
3d
· |PSL2(Z/dZ)|
9 |Ad2 [n]| d− 1
3n
· |PSL2(Z/dZ)| · |SL2(Z/nZ)|
10 |A
0
d2 [n]| ,
n is odd
d− 1
12n
· |PSL2(Z/dZ)| · |SL2(Z/nZ)|
11 |A
1
d2 [n]| ,
n is odd
d− 1
4n
· |PSL2(Z/dZ)| · |SL2(Z/nZ)|
Table 1: The counts related to elliptic covers of genus 2.
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with a separating node (see §4). The formula for |Ps(d)| can be found in [Kan06] (equation
(27)).
5. Here Ad2 [0] denotes the set of primitive d-square-tiled surfaces in ΩM2(2). This set
is in bijection with the set of primitive degree d covers of E0 branched over the origin with a
single ramification point of order 3 (see §2). The formula for Ad2 [0] can be found in [EMS03]
(remark after Lemma 4.11).
Recall from Theorem 4.2 that Ad2 [0] ⊂ Ad2 is also the set of simple zeroes of q. It is
known that for any Riemann surface X, the difference of the number of simple zeroes of a
meromorphic quadratic differential on X is equal to 4g− 4, where g is the genus of X. Using
the results of 2-5 one can verify that:
|Ad2 [0]|− |Pns(d)|− |Ps(d)| = 4 · g(Ad2) − 4.
6 and 7. In the case of odd d > 3, Ad2 [0] consists of two SL2Z orbits A0d2 [0] and A1d2 [0]
distinguished by an analogue of the spin invariant. The formulas for A0d2 [0] and A1d2 [0] are
given in [LR06] (Theorem 1).
8. Here Ad2 [1] denotes the set of primitive d-square-tiled surfaces in ΩM2(1, 1). This set
is in bijection with the set of primitive degree d covers of E0 branched over the origin with
two ramification points of order 2 (see §2). The formula for Ad2 [1] can be found in [Zmi11]
(equation (3.11)).
Recall from Proposition 4.6 that δ is has ramifications of order 3 at Ad2 [0] and ramifica-
tions of order 2 at Ad2 [1]. Using the results of 1, 2, 5 and 8 one can verify that Riemann-
Hurwitz formula for the map δ : Ad2 → P ∼= P1:
2− 2g(Ad2) = 2 deg δ − 2 |Ad2 [0]|− |Ad2 [1]| .
9. Here Ad2 [n] denotes the set primitive n-rational points of the squares in the tiling of
Ad2 . This set is in bijection with the set of primitive degree d covers of E0 branched over
the origin and a torsion point of order n. The formula for |Ad2 [n]| can be found in [Kan06]
(Theorem 3).
10 and 11. In the case of odd n > 1, Ad2 [n] consists of two SL2Z orbits A0d2 [n] and A1d2 [n]
distinguished by the spin invariant . These formulas are obtained in Theorem 4.4. For even
d they can also be found in [KM17] (Theorem 1.1).
Theorem A.2. For any d and n > 1 we have:
∣∣∣Ad2 [n]/SL2Z∣∣∣ ≤ 2(d− 1)
3
· |PSL2(Z/dZ)| .
Proof. The group SL2Z acts transitively on the set of primitive n-torsion points of E0. There-
fore every point (X,ω) ∈ Ad2 [n] can taken via SL2Z to an Abelian differential (X ′, ω ′),
such that X admits a primitive degree d cover of E0 simply branched over the origin and
z = i
n
modZ[i]. Using the formula for the number of primitive degree d covers of E0 simply
branched over two given points obtained in [EMS03] (remark after Lemma 4.9), we have:
∣∣∣Ad2 [n]/SL2Z∣∣∣ ≤ 2(d− 1)
3
· |PSL2(Z/dZ)| .
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B The pagoda structure of the modular curves
In this appendix we present the pagoda structure of the modular curve X(d) that arises for
prime d. In particular we will give a simpler and more uniform geometric construction of the
square-tiling of X(d) ∼= Ad2 for any prime d (compare to §6). We will conclude by presenting
pictures of the pagoda structures of X(d) for d = 7, 11, 13 and 17 (see Figure 47, 48, 49 and
50).
Throughout this section we will assume d is prime, however analogous results must hold
for any d > 1. We will follow the plan below:
1. Describe the pagoda structure of X(d) ∼= Ad2 .
2. Determine the types of singularities on the boundaries of the cylinders of Ad2 .
3. Determine the identifications between these boundaries.
The proofs of the main results of this appendix are postponed till the last subsection.
Horizontal cylinders of Ad2. We begin by reviewing the enumeration of the horizontal
cylinders of (Ad2 , q) (Theorem 6.1) for prime d (Remark 6.3):
Proposition B.1. For any prime d the absolute period leaf (Ad2 , q) naturally decomposes
into a union of horizontal cylinders, whose boundaries are unions of saddle connections, and
for which the following conditions hold:
(i) (enumeration) The set of horizontal cylinders Cyl(Ad2) is in bijection with the set of
unordered pairs {(w1, s1), (w2, s2)} ∈ Sym2N2, satisfying the following conditions:
• (area) s1w1 + s2w2 = d; and
• (primitivity) gcd(s1, s2) = 1.
(ii) (dimensions) The height of the cylinder C = {(w1, s1), (w2, s2)} is HC = min(s1, s2),
its circumference is WC = w1w2(w1 + w2).
The integers w1, s1, w2, s2 can ordered in such a way that w1 < w2 if s1 = s2 = 1, and
s1 < s2 otherwise. In this case we will denote the corresponding horizontal cylinder by
(w1, s1, w2, s2). We distinguish three types of horizontal cylinders C = (w1, s1, w2, s2) of Ad2 :
• (lighthouse) w1 = w2 = 1;
• (body) s1 < s2, w1 6= w2; and
• (eave) s1 = s2 = 1.
Pagoda structure. When d > 2 is prime, the modular curve X(d) has a pagoda structure,
a natural decomposition of X(d) into topological disks, called stories. Each story is a union
of a particular subset of the squares of the tiling of Ad2 ∼= X(d). Each story consists of layers
of horizontal cylinders that are stacked upon each other in descending order starting from
the longest one (eave) at the bottom and with the most narrow one (lighthouse) at the top.
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The bottoms of the eaves, are linked among each other. All other edges are folded with the
adjacent ones. Below we make this description more precise.
When d > 2 is prime, the set of horizontal cylinders Cyl(Ad2) is a disjoint union of d−12
ordered subsets:
S(i) =
{C(i)1 , C(i)2 , . . . , C(i)ni } , for every i = 1, . . . , d− 12 ,
called stories of the pagoda, satisfying the following properties:
1. Each story Si = ⋃C∈S(i) C is homeomorphic to a disk.
2. The circumferences of the cylinders in each story S(i) are strictly decreasing:
WC(i)
k+1
< WC(i)
k
, for each 1 ≤ k < ni.
3. The heights of the cylinders in each story S(i) are non-decreasing:
HC(i)
k+1
≥ HC(i)
k
, for each 1 ≤ k < ni.
4. Each story S(i) starts with the eave C(i)1 = (ki, 1, d− ki, 1), for some 1 ≤ ki ≤ (d− 1)/2,
and ends with the lighthouse C(i)ni = (1, i, 1, d − i). All other cylinders C(i)j ∈ S(i), for
1 < j < ni are body.
5. Every non-eave cylinder C(i)k in the story S(i) is determined by the previous one using a
simple operation analogous to Euclidean algorithm:
C(i)k−1 = {(w1, s1), (w2, s2)}, where w1 < w2 =⇒ C(i)k = {(w1 + w2, s1), (w2, s2 − s1)} .
Conversely, every non-lighthouse cylinder C(i)k in the story S(i) is determined by the
next one:
C(i)k+1 = {(w1, s1), (w2, s2)}, where s1 < s2 =⇒ C(i)k = {(w1 + w2, s1), (w2, s2 − s1)} .
6. The cylinders C(i)j and C(i)j+1, for 1 ≤ j < ni, are adjacent: the edges of the top boundary
of C(i)j ∈ S(i) are only identified via folds with each other or by translation to the edges
of the bottom boundary of C(i)j+1. Informally, each story looks like a pyramid.
7. The edges of the top boundary of a lighthouse are only identified via a fold with each
other.
8. The edges of the bottom boundaries of all eaves are only identified with each other via
folds and translations.
This section is dedicated to the proof of the following statement:
Theorem B.2. For every prime d > 2, the square-tiling of the absolute period leaf Ad2 has
a pagoda structure, i.e. decomposes into d−1
2
stories Si, satisfying the properties 1-8 above.
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Example: pagoda structure of A25. The square-tiling of the absolute period leaf A25 ∼=
X(5) was presented in the introduction and reproduced below (see Figure 35). It has two
stories S(1) and S(2). The story S(1) consists of four cylinders and S(2) consists of three
cylinders:
(1, 1, 1, 4) with W = 2 and H = 1 (1, 2, 1, 3) with W = 2 and H = 2
(2, 1, 1, 3) with W = 6 and H = 1 (1, 1, 2, 2) with W = 6 and H = 1
(3, 1, 1, 2) with W = 12 and H = 1 (2, 1, 3, 1) with W = 30 and H = 1
(1, 1, 4, 1) with W = 20 and H = 1
To see that S(1) and S(2) are homeomorphic to disks, compare Figure 35 to Figure 36.
The idea of this topological presentation of the pagoda structure was communicated to the
author by Matt Bainbridge, who called this structure a “belt of onions”. Both stories in
this example are homeomorphic to disks. Two disks S(1) and S(2) are docked along their
boundaries formed by the edges a, b, c, d, e, f, g, h, i and j. This agrees with the fact that the
modular curve X(5) has genus 0.
1 2
1 2
3 4 5
3 4 5
6 7 8 9
6 7 8 9
a b c d e f g h i j
10 11
10 11
12 13 14 15 16 17
12 13 14 15 16 17
e d c b a j i h g f
Figure 35: The pagoda structure of X(5) ∼= A25.
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S(1)
S(2)
a b c d e
fghij
a b c d
ef
ghij
Figure 36: The onion structure of X(5) ∼= A25.
The presence of the pagoda structure for any prime d will be evident from the description
of the identifications between boundaries of the cylinders that we will carry out below. One
can notice that in Figure 5 the identifications between the boundaries of the adjacent cylinders
are given by simply labeling the horizontal segments that start and end in the zeroes of q
(black points) with numbers left-to-right. We will generalize this pattern for any prime d.
Location of singularities. We now turn to identifying the types of vertices of the square-
tiling of Ad2 at the boundaries of horizontal cylinders, when d is prime. A cylinder C =
(w1, s1, w2, s2) of Ad2 has two boundary components of length WC = w1w2(w1 + w2). The
origin of C = (w1, s1, w2, s2) has the Euclidean coordinates (0, 0) (see (6.2)) and the cylinder
coordinates (w1, s1, w2, s2, t1 = 0, t2 = 0, t3 = 0, h3 = 0) (see (6.1)). The set of points with the
Euclidean coordinates (x, 0) will be called top of C and the set of points with the Euclidean
coordinates (x,min(s1, s2)) will be called bottom.
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Recall from Theorem 4.1 and Theorem 5.3 that vertices of the square tiling of Ad2 can
be zeroes, non-cusp poles, cusp poles or regular points of q.
Proposition B.3. Let a vertex of the square on the boundary of a cylinder C = (w1, s1, w2, s2) ⊂
Ad2 have the Euclidean coordinates (x, y), where y = 0 (top) or y = s1 (bottom). Then:
• Lighthouse:
The boundaries of the lighthouse have length 2. The top boundary has:
– a non-cusp pole at x = 0; and
– a cusp pole at x = 1.
The bottom boundary has two zeroes at x = 0 and x = 1.
• Body:
The top boundary of a body cylinder has:
– zeroes at x ≡ w1 modw1 + w2 and at x ≡ w2 modw1 + w2;
– non-cusp poles at x ≡ 0modw1 + w2; and
– regular points everywhere else.
The bottom boundary of a body cylinder has:
– zeroes at the positions x ≡ 0modw1; and
– regular points everywhere else.
• Eave:
The top boundary of an eave has the same structure as a top of a body cylinder.
The bottom boundary of an eave cylinder has:
– cusp poles at x ≡ 0modw1w2;
– zeroes at t ≡ 0modw1, t 6≡ 0modw1w2 and at t ≡ 0modw2, t 6≡ 0modw1w2; and
– regular points everywhere else.
The above cases are illustrated in Figure 37.
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(1)
(2)
0 w1 2w1 3w1 4w1
w1 + w2 w1w1 w2
w1 + w2
w1w2
w1 w1 w2
(3)
w1 2w1 4w1 5w1 7w1 8w1 10w1 11w1 13w1 14w1w2 3w2 5w2 7w2 9w2w1w2 2w1w2 3w1w2 4w1w2 5w1w2
Figure 37: The singularities at the boundaries of (1) a lighthouse, (2) a body cylinder, and
(3) an eave. The cusp are labeled red, the non-cusp poles – white and zeroes – black. In these
particular examples: (1) (w1, s1, w2, s2) = (1, 5, 1, 6), (2) {(w1, s1), (w2, s2)} = {(3, 3), (1, 4)},
and (3) (w1, s1, w2, s2) = (2, 1, 3, 1).
Gluing instructions within a story. We now give instructions of how to identify the
edges on the boundaries of the cylinders of Ad2 within each story, i.e except for the bottom
edges of the eaves.
Note that every horizontal edge on a saddle connection that starts at a pole of q is
identified to another such edge by rotation by pi around that pole. Therefore it remains to
only understand the identifications of the edges that belong to saddle connections between
two zeroes of q. Proposition B.3 implies that there are no poles on the bottom boundaries of
non-eave cylinders. The following proposition gives gluing instructions between the bottom
edges of non-eave cylinders and the top edges of non-lighthouse cylinders of Ad2 :
Proposition B.4. Let A be a point on the bottom of the cylinder C = {(w1, s1), (w2, s2)} with
the Euclidean coordinates (x, s2), where:
s1 > s2,
x = qw2 + r,
q ∈ Z, 0 ≤ q < w1(w1 + w2),
r ∈ R, 0 < r < w2.
Then point A is identified with a point on the top of the cylinder C ′ = {(w ′1, s ′1), (w ′2, s ′2)} with
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the Euclidean coordinates (x ′, 0), where:
w ′1 = w1,
w ′2 = w1 + w2,
s ′1 = s1 − s2,
s ′2 = s2,
x ′ = q(2w1 + w2) + w1 + r.
Any other point on the top of a non-lighthouse cylinder belongs to a saddle connection
that starts at a pole and is identified with its image under rotation by pi around that pole.
This in particular implies that the bottom edges of every cylinder {(w1, s1), (w2, s2)} with
s1 < s2 are only identified with the top edges of the cylinder {(w1+w2, s1), (w2, s2−s1)}, and
the top edges of every cylinder {(w1, s1), (w2, s2)} with w1 < w2 are only identified with each
other or the top edges of the cylinder {(w1 + w2, s1), (w2, s2 − s1)}. This, together with the
observation that the top two edges of every lighthouse are identified with each other (see §7)
and Theorem 6.1, implies the properties 2-8 of the pagoda structure.
Another implication of Proposition B.4 is a simple way to describe the identifications of
the horizontal edges on saddle connections between zeroes of q by giving them the following
labeling. Label all the edges on the bottom of a non-eave cylinder C = {(w1, s1), (w2, s2)} with
s1 > s2 with numbers from 1 to w1w2(w1 + w2) left-to-right starting from the vertex with
the Euclidean coordinates (0, s2). Now similarly label all the edges on saddle connections
that start and end at zeroes of q and lie on the top of a non-lighthouse cylinder C ′ =
{(w1, s1 − s2), (w1 + w2, s2)} with numbers from 1 to w1w2(w1 + w2) left-to-right. The edges
with matching labels are identified.
From this perspective it is easy to see that after folding the saddle connections which start
at poles of q the boundaries of the cylinders become circles formed by saddles connection
between zeroes. The cylinders are then docked to each other along this circles. It follows
that each story is homeomorphic to a sphere with boundaries formed by saddle connections
on the eave. We next show that the boundary is in fact a single circle.
Gluing instructions between stories. We now give instructions of how to identify the
remaining edges, the ones lying on the bottom boundaries of the eave cylinders of Ad2 . As a
consequence, we obtain that each story is homeomorphic to a disk.
Proposition B.5. Let A be a non-singular point on the bottom of the eave cylinder C =
{(w1, 1), (w2, 1)} with the cylinder coordinates (w1, 1, w2, 1, t1, t2, t3, 1), where w1 < w2 and
ti /∈ Z. Then point A is identified with a point on the bottom of the eave cylinder C ′ =
{(w ′1, s
′
1), (w
′
2, s
′
2)} with the cylinder coordinates (w ′1, 1, w ′2, 1, t ′1, t ′2, t ′3, 1), where:
w ′1 = w1 − t1 + t2,
w ′2 = w2 + t1 − t2,
t ′1 = (w1 − t1)%(w1 − t1 + t2),
t ′2 = (w2 − t2)%(w2 + t1 − t2),
t ′3 = (t3 − t1 − t2)%d.
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One can see that a point (w1, 1, w2, 1, t1, t2, t3, 1) is identified to a point on the same eave
if and only if t1 = t2 = t for some 0 < t < w1. From Proposition B.3 it follows that such point
belongs to the horizontal saddle connection that starts at the pole (w1, 1, w2, 1, 0, 0, (t3−t)%d).
Folding the parts of the bottom boundary of an eave that belong to the saddle connections
adjacent to simple poles of q one obtains that the boundary of an eave is formed by the edges
that are not identified to each other. From the observations above and at the end of the
previous subsection we obtain:
Corollary B.6. Every story Si of the pagoda is homeomorphic to a disk.
Corollary B.7. For every prime d, the modular curve X(d) carries an embedded trivalent
graph, well-defined up to the action of Aut(X(d)), whose complement is a union of d−1
2
disks.
Proof. Due to the Corollary 5.2 the isomorphism between Ad2 and X(d) is well-defined up
to the action of Aut(X(d)). After the choice of isomorphism, the graph is defined by taking
a union of all saddle connections on the bottoms of all eaves of (Ad2 , q) that connect simple
zeroes of q. By Corollary B.6 and the complement is a union of d−1
2
disks.
Degenerations of 3-cylinder decompostions. Below we present proofs of Proposi-
tion B.3, Proposition B.4 and Proposition B.5. The proofs are based on analyzing the
degenerations of the 3-cylinder decomposition of a generic (X,ω) ∈ C ⊂ Ad2 as we approach
a boundary of a cylinder C in vertical directions.
Recall from §6 that points in the interiors of the horizontal cylinders of Ad2 correspond
to Abelian differentials that admit a 3-cylinder decomposition (see Figure 15). We start by
reviewing the 3-cylinder decomposition and defining the 2-cylinder decompositions of Abelian
differentials corresponding to the points on the boundaries of the horizontal cylinders of Ad2 ,
except for the bottom boundaries of the eaves.
A generic Abelian differential (X,ω) in Ad2 admits a decomposition into 3 horizontal
cylinders C1, C2 and C3 of circumferences w1, w2 and w1 + w2 and heights h1, h2 and h3
respectively. There is a unique way to represent this decomposition as a polygon as follows.
Each cylinder is represented by a parallelogram, whose vertices are singularities and edges are
saddle connections, with non-horizontal edges identified by parallel translations. First, the
parallelogram C3 must be on top of parallelograms C1 and C2. Second, order the cylinders
C1 and C2, such that w1 ≤ w2 and if w1 = w2 then s1 < s2, and put C1 on the left from
C2. It remains to define the non-horizontal sides of the parallelograms and identifications of
their horizontal sides.
Let us denote the top boundary of a cylinder C by C+ and the bottom boundary by C−.
The boundaries of Ci are closed curves, they are oriented such that their periods are positive
real numbers. They also satisfy:
C+3 = C
−
1 ∪ C−2 and C−3 = C+1 ∪ C+2 .
For i = 1 or 2, there is a unique saddle connection ci that starts at the left end of C+i , ends
at the left end of C−i and satisfies:
0 ≤ Re
(∫
ci
ω
)
< wi.
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For C3, there is a unique saddle connection c3 that starts at the left end of C+1 ⊂ C−3 , ends
at the left end of C−i ⊂ C+3 and satisfies:
0 ≤ Re
(∫
c3
ω
)
< w1 + w2.
For i = 1, 2 or 3, we define the non-horizontal sides of the parallelogram Ci to be given by
the vector
∫
ci
ω ∈ C. Then the twist parameters t1, t2, t3, satisfying:
0 ≤ t1 < w1, 0 ≤ t2 < w2, 0 ≤ t3 < w1 + w2, (B.1)
are simply given by Re
(∫
ci
ω
)
.
Similarly, any Abelian differential (X,ω) in Ad2 with two simple zeroes that admits a
decomposition into 2 cylinders C1 and C2 can be uniquely represented as a polygon in the
plane as follows. There are two types of 2-cylinder decompositions we have to distinguish:
we will call them a 2-cylinder decomposition of type 1 (see Figure 38) and a 2-cylinder
decomposition of type 2 (see Figure 39). For i = 1 or 2, denote the circumferences of C1, C2
by W (i)1 ,W (i)2 and the heights by H(i)1 , H(i)2 . We order the cylinders such that W (i)1 ≤ W (i)2
and if W (i)1 = W (i)2 then H(i)1 < H(i)2 . The twist parameters T (1)1 , T (1)2 , T (1)3 of the type 1
decomposition satisfy:
0 ≤ T (1)1 < W (1)1
0 ≤ T (1)2 < W (1)2
0 ≤ T (1)3 ≤ W (1)1 ,
and the twist parameters T (2)1 , T (2)2 , T (2)3 of the type 2 decomposition satisfy:
0 ≤ T (2)1 < W (2)1
0 ≤ T (2)2 ≤ W (2)2 −W (2)1
0 ≤ T (2)3 < W (2)2 .
The vector (W1, H1,W2, H2, T (i)1 , T (i)2 , T (i)3 ) is called the cylinder coordinates of the 2-cylinder
decomposition of type i, for i = 1 or 2. Note that in certain cases of equalities in the
inequalities above, the 2-cylinder decomposition is not an Abelian differential anymore, but
a square-tiled surface with a node.
Now take any generic (X,ω) ∈ C = {(w1, s1), (w2, s2)} ⊂ Ad2 , where w1 < w2 with non-
integer twist parameters t1, t2, t3 /∈ Z, satisfying (B.1). We will describe how coordinates
change after we zip up or zip down a singularity. For zipping down we will assume s1 6= s2,
the case s1 = s2 = 1 will be treated later. There are three cases to consider: (1) 0 < t3 < w1
(see Figure 40.1); (2) w1 < t3 < w2 (see Figure 41.1); and (3) w2 < t3 < w1 + w2 (see
Figure 42.1). For the Abelian differentials obtained by moving the white singularity upwards
see Figure 40.2, Figure 41.2 and Figure 42.2. For the Abelian differentials obtained by moving
it downwards see Figure 40.3, Figure 41.3 and Figure 42.3.
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T3
T1
T2
Figure 38: Twist parameters of the 2-
cylinder decomposition of type 1.
T2T1
T3
Figure 39: Twist parameters of the 2-
cylinder decomposition of type 2.
t3
t2t1
t3
t2t1
t3
t2t1
(1) (2) (3)
Figure 40: (1) An Abelian differential (X,ω) ∈ Ad2 with 0 < t3 < w1. (2) Zipping up and
(3) zipping down of its white singularity.
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t2t1 t2
t3
t1 t2
t3
t1
t3
(1) (2) (3)
Figure 41: (1) An Abelian differential (X,ω) ∈ Ad2 with w1 < t3 < w2. (2) Zipping up and
(3) zipping down of its white singularity.
t3
t1 t2
t3
t1 t2
t3
t1 t2
(1) (2) (3)
Figure 42: (1) An Abelian differential (X,ω) ∈ Ad2 with w2 < t3 < w1 + w2. (2) Zipping up
and (3) zipping down of its white singularity.
We first find expression of the cylinder coordinates of zipping down. Let (X,ω) be a
generic ∈ C = {(w1, s1), (w2, s2)} ⊂ Ad2 , where s1 < s2 with half-integer twist parameters
t1, t2, t3 ∈ R \ Z, satisfying (B.1). Moving the singularity downwards in all three cases we
obtain 2-cylinder decompositions with cylinder coordinates satisfying (see Figures 43.2, 44.2
and 45.2):
W (2)1 = w1 H
(2)
1 = s2 − s1 0 < T
(2)
1 = t1 < w1
W (2)2 = w1 + w2 H
(2)
2 = s2 0 < T
(2)
2 = t2 < w2
0 < T (2)3 = t3 < w1 + w2.
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Now we find expression of the cylinder coordinates of zipping up. Let (X,ω) be a generic
∈ C = {(w1, s1), (w2, s2)} ⊂ Ad2 , where w1 < w2 with half-integer twist parameters t1, t2, t3 ∈
R\Z, satisfying (B.1). Moving the singularity upwards we obtain a 2-cylinder decomposition
with cylinder coordinates satisfying, in the case (1) 0 < t3 < w1 (see Figure 43.1):
W (1)1 = w1 H
(1)
1 = s1 0 < T
(1)
1 = t1 < w1
W (1)2 = w2 H
(1)
2 = s2 0 < T
(1)
2 = (w2 − t2 + t3)%w2 < w2
0 < T (1)3 = t3 < w1,
in the case (2) w1 < t3 < w2 (see Figure 44.1):
W (2)1 = w1 H
(2)
1 = s1 0 < T
(2)
1 = t1 < w1
W (2)2 = w2 H
(2)
2 = s2 0 < T
(2)
2 = t3 − w1 < w2 − w1
0 < T (2)3 = (2t3 − t2 − w1)%w2 < w2,
and in the case (3) w2 < t3 < w1 + w2 (see Figure 45.1):
W (1)1 = w1 H
(1)
1 = s1 0 < T
(1)
1 = (w1 + w2 + t1 − t3)%w1 < w1
W (1)2 = w2 H
(1)
2 = s2 0 < T
(1)
2 = (t3 − t1 − w1)%w2 < w2
0 < T (1)3 = w1 + w2 − t3 < w1.
t2 = T2
t2
t3 = T3
t1 = T1
t3 = T3
t1 = T1
T2
(1) (2)
Figure 43: The twist coordinates of the 2-cylinder decompositions of Abelian differentials in
(1) Figure 40.2 and (2) Figure 40.3.
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(1) (2)
t2 = T2
t1 = T1
t1 = T1
t3 = T3
t3
t2
T3
T2
Figure 44: The twist coordinates of the 2-cylinder decompositions of Abelian differentials in
(1) Figure 41.2 and (2) Figure 41.3.
t3
t2
t1 t1 = T1 t2 = T2
t3 = T3
T2
T3
T1
(1) (2)
Figure 45: The twist coordinates of the 2-cylinder decompositions of Abelian differentials in
(1) Figure 42.2 and (2) Figure 42.3.
From this one can easily verify Proposition B.3, Proposition B.4:
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Proof of Proposition B.3. A vertex of the square-tiling of Ad2 that corresponds to the 2-
cylinder decomposition of type 1 is:
• a non-cusp pole of q, whenever T (1)3 = 0;
• a zero of q, whenever T (1)3 = W (1)1 ; and
• a regular point of q otherwise.
Similarly, a vertex of the square-tiling that corresponds to the 2-cylinder decomposition
of type 2 is:
• a zero of q, whenever T (2)2 = 0 or W (2)2 −W (2)1 ; and
• a regular point of q otherwise.
For zipping up we have W (1)1 = w1, W (2)2 −W (2)1 = w2, T (1)3 = t3 or w1 + w2 − t3 and
T (2)2 = t3−w1. It follows that: a vertex with Euclidean coordinates (x, 0) is a non-cusp pole of
q, whenever x ≡ t3 ≡ 0modw1+w2, a zero of q, whenever x ≡ t3 ≡ w1 or w2 modw1+w2, and
a regular point of q otherwise; and a vertex with Euclidean coordinates (x, 0) is a non-cusp
pole of q.
For zipping down we have T (2)2 = t2. Recall that s2 < s1 in this case. It follows that a
vertex with the Euclidean coordinates (x, s2) is a zero of q, wheneverx ≡ t2 ≡ 0modw2, and
a regular point of q otherwise.
Proof of Proposition B.4. Assume that points (x, s2) and (x ′, 0) are obtained by vertical
degenerations of 3-cylinder decompositions with twists t1, t2, t3 and t ′1, t ′2, t ′3 respectively. Note
that
t ′3 = x
′%(w ′1 + w ′2) = (q(2w1 + w2) + w1 + r)%(2w1 + w2) = w1 + r,
and hence it satisfies w ′1 < t ′3 < w ′2. Therefore both (x, s2) and (x ′, 0) have 2-cylinder
decompositions of type 2.
According to the formulas above the twist coordinates T1, T2, T3 of the 2-cylinder decom-
position of (x, s2) are:
T1 = t1 = (qw2 + r)%w1
T2 = t2 = (qw2 + r)%w2 = r%w2 = r
T3 = t3 = (qw2 + r)%(w1 + w2).
Similarly, for the twist coordinates T ′1 , T ′2 , T ′3 of the 2-cylinder decomposition of (x ′, s2), we
obtain:
T ′1 = t
′
1 = (q(2w1 + w2) + w1 + r)%w ′1 = (qw2 + r)%w1 = T1
T ′2 = t
′
3 − w
′
1 = w1 + r − w1 = r = T2
T ′3 = (2t
′
3 − t
′
2 − w
′
1)%w ′2 = (2w1 + 2r − (q(2w1 + w2) + w1 + r) − w1)%(w1 + w2) =
= (qw2 + r)%(w1 + w2) = T3.
Therefore the points (x, s2) and (x ′, 0) are identified.
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Now we prove Proposition B.5 by investigating the zipping down process for the case
s1 = s2 = 1.
Proof of Proposition B.5. Consider a generic Abelian differnetial (X,ω) ∈ Ad2 with the cylin-
der coordinates (w1, 1, w2, 1, t1, t2, t3, 1) with ti /∈ Z (see Figure 46.1). Zipping down the white
singularity produces a 1-cylinder Abelian differential (see Figure 46.2).
t1 t2
t3
w1 − t1 t2 w2 − t2 t1
t ′3
t1 w1 − t1 t2 w2 − t2
t3
(1) (2) (3)
Figure 46: (1) An Abelian differential (X,ω) ∈ Ad2 with s1 = s2 = 1, (2) zipping down of its
white singularity, and (3) its second splitting into two tori.
An Abelian differential obtained in this way comes with a choice of a splitting into two
tori C/Λ1#
I
C/Λ2, where Λ1 = w1Z⊕(t3−t1+i)Z, Λ2 = w2Z⊕(t3−t2+i)Z and I = t3+i. For
background on splitting, or connected sum of 1-forms see, for example, Section 7 of [McM07a].
There is another splitting for the same 1-cylinder Abelian differential (see Figure 46.3) into
two tori C/Λ ′1#
I ′
C/Λ ′2, where Λ ′1 = (w1 − t1 + t2)Z ⊕ (t3 − t1 + i)Z, Λ ′2 = (w2 + t1 − t2)Z ⊕
(t3 − t2 + i)Z and I ′ = t3 − t1 − t2 + i. This splitting can be obtained from zipping down a
generic (X ′, ω ′) ∈ Ad2 given by the cylinder coordinates (w ′1, 1, w ′2, 1, t ′1, t ′2, t ′3, 1), where:
w ′1 = w1 − t1 + t2
w ′2 = w2 + t1 − t2
t ′1 = (−t2)%(w1 − t1 + t2) = (w1 − t1)%(w1 − t1 + t2)
t ′2 = (−t1)%(w2 + t1 − t2) = (w2 − t2)%(w2 + t1 − t2)
t ′3 = t3 − t1 − t2.
Therefore the two points (w1, 1, w2, 1, t1, t2, t3, 1) and (w ′1, 1, w ′2, 1, t ′1, t ′2, t ′3, 1) are identified
since they represent the same 1-cylinder Abelian differential.
Pictures of the pagoda structures of X(d). We conclude by presenting pictures of the
pagoda structures of X(d) for d = 7, 11, 13 and 17 (see Figure 47, 48, 49 and 50). When
viewed on a computer, the pictures can be zoomed in to see the structures of the boundaries:
the red points are the cusps of X(d), the white points are the remaining simple poles of q and
the black points are the simple zeroes of q. The identifications of the boundaries of the strips
within each story of the pagoda should be clear from the pictures and the gluing instructions
(see Propositions B.4 and B.5) described in this section.
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Figure 47: The pagoda structure of X(7).
Figure 48: The pagoda structure of X(11).
Figure 49: The pagoda structure of X(13).
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Figure 50: The pagoda structure of X(17).
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