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This manuscript is devoted to the nonlinear dynamics
of particulate assemblages in metastable liquids,
caused by various dynamical laws of crystal growth
and nucleation kinetics. First of all, we compare the
quasi-steady-state and unsteady-state growth rates of
spherical crystals in supercooled and supersaturated
liquids. It is demonstrated that the unsteady-state
rates transform to the steady-state ones in a limiting
case of fine particles. We show that the real
crystals evolve slowly in a more actual case of
unsteady-state growth laws. Various growth rates
of particles are tested against experimental data
in metastable liquids. It is demonstrated that the
unsteady-state rates describe the nonlinear behaviour
of experimental curves with increasing the growth
time or supersaturation. Taking this into account,
the crystal-size distribution function and metastability
degree are analytically found and compared with
experimental data on crystallization in inorganic and
organic solutions. It is significant that the distribution
function is shifted to smaller sizes of particles if we
are dealing with the unsteady-state growth rates. In
addition, a complete analytical solution constructed in
a parametric form is simplified in the case of small
fluctuations in particle growth rates. In this case,
a desupercooling/desupersaturation law is derived
in an explicit form. Special attention is devoted to
the biomedical applications for insulin and protein
crystallization.
This article is part of the theme issue ‘Patterns in soft
and biological matters’.






The mechanisms of nucleation and crystal growth in metastable liquids (supercooled melts or
supersaturated solutions) completely determine the dynamics of a polydisperse ensemble of
particles and aggregates, as well as the evolution of the metastability degree (supercooling or
supersaturation) [1–10]. As this takes place, crystal growth rates differ during various stages
of the phase transformation processes. So, for example, crystals intensively and independently
evolve at the intermediate stage when the system metastability changes from its initial value
to a certain small value [11,12]. At the concluding stage, the growth of each particle influences
the evolution of neighbouring crystals so that Ostwald ripening, coagulation and fragmentation
processes are capable of occurring [13–17]. Let us especially note that such processes as
external electromagnetic fields [18], buoyancy forces [19], polymerization [9,20] and withdrawal
mechanisms of product crystals from a crystallizer [21–24] may essentially change the dynamics
of particulate assemblages in a metastable liquid as well.
This article is concerned with the growth rates of spherical crystals at the intermediate stage of
phase transformations in supercooled melts and supersaturated solutions. In these systems, the
steady-state laws (2.9) of crystal growth are often used, resulting from the solution of the steady-
state thermal conductivity and/or diffusion equations (see, for details, §2). Another approach is
to apply purely empirical laws of growth, when the rate of evolution of the interphase boundary
of a spherical crystal is proportional to the arbitrary power of supercooling/supersaturation
[12,25,26]. Moreover, this power should be found experimentally for each specific process of
crystal growth in a metastable liquid. Note that both of these approaches are not strict and do not
give an answer about the transient behaviour of nuclei. Such behaviour, in particular, is important
when considering particle fluctuations during initial stages of desupercooling/desupersaturation
in a metastable liquid. Below we discuss the behaviour of unsteady-state growth rates, compare
them with experimental data as well as with the approximate quasi-steady-state growth theory.
A complete analytical solution for the evolution of a dispersed particulate assemblage is also
constructed and compared with various experiments.
2. Quasi-steady-state growth of spherical crystals
Let us first pay attention to the steady-state growth laws of spherical crystals in single-component
and binary systems induced by the corresponding supercooling or supersaturation. We will
also assume that the growth of each crystal occurs independently of the growth of other
particles and that during its growth the crystal does not change the temperature and/or solute
concentration far from it. What is more, we assume in this section that the temperature and/or
solute concentration field around the growing crystal is described by the steady-state thermal
conductivity and/or diffusion equations. This approximation means that temperature and/or
solute concentration changes with time are completely determined by the evolution of the
solid/liquid interface. Let us especially emphasize that this hypothesis, traditionally used for the
simplicity of solving the Stefan-type problem with an unknown moving boundary, is generally
incorrect (see, for more details, §3). For the convenience of presenting the theory, we consider
separately the models of steady-state growth in one-component and binary supercooled melts,
and supersaturated solutions.
(a) Evolution of spherical crystals in one-component melts
Growth of a spherical crystal of radius R in a supercooled single-component liquid releases the
latent heat LV of phase transition on its surface R(t), which evolves with time t. This process
changes the thermal field T in the liquid phase around the growing crystal (at r > R(t), where
r is the spherical coordinate), which is conveniently described in a spherical coordinate system
using the steady-state thermal conductivity equation. It should be especially highlighted that the





interface r = R(t) is completely removed to the colder liquid surrounding the growing crystal.
By this is meant that the thermal flux λl∂T/∂r as well as the temperature difference T∗ − T at
r = R(t) determine the crystal growth rate V(t) = dR/dt. Here λl and T∗ designate the thermal
conductivity coefficient in liquid and the phase transition temperature of a single-component
melt. The temperature field Tl far from the growing crystal (at r  R(t)) is assumed known. All of














= β∗ (T∗ − T) , r = R(t)




Here β∗ stands for the kinetic coefficient.
The solution to the problem (2.1) determines the temperature distribution around the spherical
crystal and its growth rate as















where T is the melt supercooling, and qT = LV/λl. Note that the growth rate (2.2) derived from
the steady-state thermal conductivity equation increases with increasing supercooling T and
decreases with increasing crystal radius R(t).
(b) Evolution of spherical crystals in binary melts
Let us now consider the case of crystal growth in a binary melt with allowance for the steady-
state approximations for the temperature and solute concentration fields. In this case, the
phase transition temperature Tp depends on the solute concentration C in accordance with the
corresponding phase diagram. For the sake of simplicity, we use here the liquidus line equation
representing a linear combination between Tp and C of the form Tp(C) = T∗ − mC, where T∗ and m
stand for the phase transition temperature for a one-component melt (with C = 0) and the slope of
liquidus line. In addition to the heat flux, the motion of the phase transition boundary r = R(t) is
determined by impurity fluxes (displaced into the liquid phase and absorbed by the solid phase).
Moreover, the far-field temperature Tl and solute concentration Cl are regarded as known. The




























, r = R(t)




where k0 and Dl represent the equilibrium partition coefficient and the diffusion coefficient.



















Our estimates for metallic alloys show that typically A  1 for R  10−3 − 10−2 m (see also
[27–34]). If this is really the case, we have from (2.4) the linear dependence for T̄ ≈ T∗ − Tl − mCl =
T. Let us especially underline that T represents the melt supercooling for a binary system. It
means that now T differs from supercooling determined in the previous subsection. Keeping





with T = T∗ − Tl − mCl. (2.5)
Note that the growth rates (2.2) and (2.5) found for one-component and binary melts formally
coincide for Cl = 0.
(c) Evolution of spherical crystals in solutions
We now turn to the problem of growth of a spherical crystal in a supersaturated solution. As
before, we use in this subsection the steady-state approximation for the solute concentration
field. The solute concentration flux Dl∂C/∂r as well as the concentration difference C − Cp at
r = R(t) determine the crystal growth rate V(t) = dR/dt. Here Cp designates the concentration at
saturation. In addition, the solute concentration Cl far from the crystal is regarded as known.

















, r = R(t)




The first equation (2.6) can be easily integrated. Substituting the result of integration into the
boundary conditions at r = R(t) and r  R(t), one can obtain the equation for V = dR/dt. As the
crystal growth rate V in the steady-state approximation is considered to be slow, one can neglect
the quadratic term (the term proportional to V2) and arrive at the following expressions for the
solute impurity around the evolving crystal and its growth rate:















where C represents the system supersaturation, and qC = Cp(k0 − 1)/Dl. As is easily seen from
(2.7), the growth rate V(t) decreases with decreasing the liquid supersaturation C and increasing
the crystal radius R(t).
(d) Some generalizing features
An important point of crystal growth in metastable liquids [one-component and binary
supercooled melts (sm) or supersaturated solutions (ss)] is a similar form of all growth rates (2.2),



















Note that expression (2.9) describes the growth rate of spherical crystals in metastable liquids
with allowance for the steady-state approximations of the thermal conductivity and/or diffusion
equations.
The next important conclusion follows from (2.9) in the case of so-called kinetic mode
characterizing the growth of fine crystals when R  1/(β∗q). In this limiting case, the growth rate
depends only on the metastability degree  (supercooling or supersaturation). In the opposite
case of diffusionally controlled mode R  1/(β∗q) (when the growth of crystals is completely
characterized by the rate of heat or mass removal), the growth rate is directly proportional to
the metastability degree  and inversely proportional to the current value of crystal radius R(t).









, diffusionally controlled mode
. (2.10)
It is significant that the growth rate (2.9) can be integrated to express the evolutionary
dependence for the crystal radius R(t). If we are dealing with a more general case when the












where R(ν) = R∗, R∗ is the critical radius of nucleating particle, and ν is the time moment of its
nucleation.
3. Unsteady-state growth of spherical crystals
Generally speaking, the temperature and/or solute concentration field in the liquid phase
around the growing spherical crystal is not steady-state. This means that for a more accurate
description of the crystal growth process it is necessary to solve the partial differential equations
for thermal and/or mass transport in the liquid phase that surrounds the particle. From a
mathematical point of view, such a solution will lead to a different growth law (different from the
aforementioned formulae (2.2), (2.5), (2.7) or (2.9)). From a physical point of view, this will change
the dependencies (2.2), (2.5), (2.7) of the crystal growth rate on supercooling/supersaturation,
particle radius and time. So, for example, there is a large number of experimental data [11,35–38]
demonstrating that the crystal growth rate increases much faster than a linear function with
increasing supercooling. For the sake of convenience, below we consider separately the models
of unsteady-state growth in one-component and binary supercooled melts, and supersaturated
solutions.
(a) Growth rate in one-component melts
Let us introduce the radius Re of equivalent sphere where an individual crystal evolves with time.
We assume that other crystals are randomly distributed in the metastable melt and grow inside
their own equivalent spheres. In addition, growing particles do not interact and form the face-



























Here a represents the thermal diffusivity of liquid. The model (3.1) containing partial





model was solved in [39] by means of the method of differential series. Keeping in mind two
main contributions (see, for details, [39]), one can write out the crystal radius R(t) and growth


















where T = T∗ − Tl is the melt supercooling for a one-component system. An important point is
that expressions (3.2) do not depend on an arbitrary value of the radius Re of equivalent sphere.
Expressing t from the first line of formula (3.2) and substituting the result into its second line,
one can eliminate an explicit dependence on the growth time t and find the growth rate in terms





1 − 2β∗qTR. (3.3)
A very important point is that the unsteady-state growth rate (3.3) contains expression (2.2) as













In other words, the growth rate (2.2) deduced in the case of steady-state temperature
distribution around the growing particle follows from a generalized growth rate (3.3) in the
limiting case of fine crystals, i.e. if R  1/(β∗qT). By this is meant that when crystals evolve and
become large enough, frequently used approximation (2.2) becomes incorrect.
(b) Growth rate in binary melts
Let us now pay attention to the case of binary melt crystallization when the thermal and
solute concentration fields in the liquid phase are described by means of unsteady-state transfer
equations. As before, we suppose that the growth rate of an individual crystal is determined by
the thermal and solute diffusion fluxes as well as by the difference of surface and phase transition
temperatures. The temperature Tl and solute concentration Cl far from the crystal are considered














































where, as before, Tp(C) = T∗ − mC.
This coupled thermo-solutal moving-boundary problem with nonlinear boundary conditions
was solved in paper [40] using the methods of differential series and Laplace–Carson integral






















where T = T∗ − Tl − mCl is the supercooling of a binary melt,
P = 1 + m(1 − k0)Cl
qTDl
,
and Cl is the solute concentration far from the crystal. An important point is that solutions
(3.5) transform to solutions (3.2) in the limiting case of a pure melt (if Cl = 0 and P = 1). Now





1 − 2β∗qTPR. (3.6)
Note that expressions (3.3) and (3.6) coincide at P = 1 (Cl = 0).
In the limiting case of fine crystals R  1/(β∗qTP), and for P ≈ 1, the unsteady-state growth law









where T is determined for a binary melt.
(c) Growth rate in solutions
Now we consider the problem of crystal growth in a supersaturated solution with allowance for
unsteady-state distribution of solute concentration in the liquid phase. Arguing by analogy with






























The solution of the moving-boundary problem (3.7) was constructed in paper [41] using the



















where C = Cl − Cp. We note that relations (3.2) and (3.8) are formally analogous to each other,
with substitutions of T by C and qT by qC. Therefore, the growth rate in solutions expressed





1 − 2β∗qCR. (3.9)










(d) Analysis of growth rates and comparison with experiments
First, let us generalize the unsteady-state dynamical laws obtained in §3a–c. For this, we use the
metastability degree  introduced in expression (2.8) and consider a more general case when




































Figure 1. (a) Relative growth rate U = V/(β∗) versus crystal radius R at qT = 3.6 × 107 K s m−2 [40] and various kinetic
coefficientsβ∗ = 10−4 m K−1 s−1 (1),β∗ = 10−5 m K−1 s−1 (2), andβ∗ = 10−6 m K−1 s−1 (3). The solid and dashed curves
are plotted on the basis of growth rates (3.12) and (2.9), respectively. (b) Relative growth rate U as a function of crystal radius
R (m) and kinetic coefficientβ∗ (m K−1 s−1). (Online version in colour.)
second lines of dynamical laws (3.2), (3.5) and (3.8) determining the radius of evolving crystals





























β∗(t) (1 − χ1t(t)) , (t) = T∗ − Tl(t), single-component melts
β∗(t) (1 − χ2t(t)) , (t) = T∗ − Tl(t) − mCl(t), binary melts
β∗(t) (1 − χ3t(t)) , (t) = Cl(t) − Cp, solutions
(3.11)
where
χ1 = β2∗qT, χ2 = β2∗qTP, χ3 = β2∗qC.








1 − 2κ1R, (t) = T∗ − Tl(t), single-component melts
β∗(t)
√
1 − 2κ2R, (t) = T∗ − Tl(t) − mCl(t), binary melts
β∗(t)
√
1 − 2κ3R, (t) = Cl(t) − Cp, solutions
(3.12)
where
κ1 = β∗qT, κ2 = β∗qTP, κ3 = β∗qC.
Note that expressions (3.11) and (3.12) determine the same growth rate by means of different
dynamical variables.
Figures 1 and 2 illustrate the dynamical dependencies of the growth rate on the crystal
radius and metastability degree. It is important to note that unsteady-state growth rate (3.12)
essentially differs from its quasi-steady-state analogue (2.9) (compare the solid and dashed lines
in figures 1a and 2a). In addition, such a discrepancy increases with increasing the radius of
growing crystals, kinetic coefficient and metastability degree. Therefore, expression (2.9) for the












































Figure 2. (a) Dimensionless growth rate V1 = V/(β∗qTa) versus dimensionless crystal radius R1 = κiR (i = 1, 2, 3) at various
dimensionless metastability degree1 = /(qTa):1 = 0.2 (1), 1 = 0.5 (2), and 1 = 0.8 (3). The solid and dashed
curves are plotted on the basis of growth rates (3.12) and (2.9), respectively. (b) Dimensionless growth rate V1 as a function of
























Figure 3. Comparison of the theoretical growth radius (3.10) shown by the solid lines with experimental data [42]
shown by symbols on potash alum crystal growth:  = 0.077 kmol (kg H2O)−1, β∗ = 0.019 cm kg H2O min−1 kmol−1 (1),
 = 0.062 kmol (kg H2O)−1, β∗ = 0.015 cm kg H2O min−1 kmol−1 (2),  = 0.054 kmol (kg H2O)−1, β∗ = 0.0125 cm kg
H2O min−1 kmol−1 (3), andχ3 = 0.17 kg H2O min−1 kmol−1. (Online version in colour.)
(supercooling/supersaturation) and small kinetic coefficient. Figures 1b and 2b show that the
growth rate increases with increasing the metastability degree and with decreasing the radius
of crystals.
Figure 3 demonstrates nonlinear dynamics of crystal radius R(t) calculated accordingly to
(3.10) and experimental data [42] on crystal growth of potassium aluminium sulphate 12H2O
(potash alum) at various supersaturations. Note that the factor in parentheses of expression (3.10)
describes the deviation of the shown dependencies from linear functions at large growth time t.
To compare the growth rate (3.11) with experiments [36] on nucleation and evolution of
potassium sulphate crystals in a fluidized bed crystallizer, let us introduce the total mass M of
solid particles as M = ρsNυ, where υ stands for the volume of a single particle, N represents their
total number and ρs is the density of the growing phase. Assuming that all growing particles have
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Figure 4. Comparison of the theoretical growth rate (3.13) shown by solid lines with experimental data [36] shown by symbols
on potassium sulphate crystals evolving in a fluidized bed crystallizer for dense and lean beds: panel (a)χ3 = 0.05 h−1 []−1,
γ = 0.115 g h−1 cm−2 []−1 (dense bed) and χ3 = 0.055 h−1 []−1, γ = 0.08 g h−1 cm−2 []−1 (lean bed); panel (b)




























Figure 5. Comparison of the theoretical growth rate (3.14) shown by the solid line with experimental data [43] shown by
symbols on citric acid monohydrate crystals evolving in a liquid fluidized bed: κ3 = 180 m−1, γ = 6 kg of water h−1 m−2.
(Online version in colour.)
dM/dt = 4πρsNR2dR/dt (here dR/dt is determined by formula (3.11)). Now designating through
Rg = (4πR2N)−1dM/dt the relative mass gain, we have
Rg = γ (1 − χ3t) , γ = ρsβ∗. (3.13)
This expression derived on the basis of the third line of dynamical law (3.11) is used to compare
the unsteady-state growth rate with experimental data. To do this, we used the desupersaturation
curve measured by Garside, Gaska and Mullin in [36]. This curve allowed us to find the function
t(), which is required to calculate the explicit dependence Rg() shown in figure 4.
Expression (3.13) can be rewritten in terms of the growth rate (3.12) as
Rg = γ
√
1 − 2κ3R. (3.14)
This growth law is compared in figure 5 with experimental data [43] on citric acid
monohydrate crystal growth in a liquid fluidized bed (experimental data on growth rate Rg,





A good agreement between theory and experiment confirms the applicability of non-stationary
dynamic laws (3.11) and (3.12) for crystal growth rates.
4. Nonlinear dynamics of particulate assemblages in metastable liquids
In this section, we consider how the nonlinear growth rates (3.12) influence the nonlinear
behaviour of particulate assemblages in metastable liquids. A complete analytical solution of
the nonlinear integro-differential model that describes the evolution of system metastability and
crystal-radius distribution function is constructed and analysed.
(a) Governing equations
Let us formulate a generalized set of governing equations, initial and boundary conditions
assuming that the metastability degree  (supercooling or supersaturation) is determined for
one-component melts or solutions by means of expression (2.8). The set of kinetic and balance















, r > r∗, t > 0
and (t) = 0 − b0
∫∞
r∗




where the radial coordinate is designated through r, the growth rate accordingly to (3.12) is given
by V = dr/dt = β∗(t)
√
1 − 2κr, r∗ represents the radius of critical crystals that are capable of
further growth (if the radius of the crystals is less than critical, they dissolve), 0 is the initial















Here ρm and Cm are the density and specific heat of the metastable liquid, LV and Cp designate
the latent heat parameter and concentration at saturation. The coefficient D̃ of mutual Brownian
diffusion defines the rate of fluctuations of growing crystals. For simplicity of analysis, we assume
that D̃ is proportional to the growth rate [46–48], i.e.
D̃ = d1V = d1β∗(t)
√
1 − 2κr, (4.3)
where d1 is a pertinent factor.
Suppose that at the initial time, the liquid was instantly supercooled/supersaturated and its
degree of metastability was 0. Suppose also that there were no crystals in the liquid phase at the
initial moment of time. If this is really the case, the initial conditions take the form
(0) = 0, f (r, 0) = 0. (4.4)
Also, we consider the natural case that the metastable system does not contain infinitely large
crystals, i.e.
f (r, t) = 0, r → ∞. (4.5)
The nucleation rate I() describes the flux of newly born crystals that overcome the nucleation
barrier. The corresponding boundary condition reads as
Vf (r∗, t) − D̃(r∗, t)∂f
∂r


























Figure 6. Comparison of the nucleation rate (4.7) shown by the solid line (Meirs kinetics) with experimental data [50] shown
by symbols on nucleation of lysozyme crystals: I∗ = 10−11 cm−3 s−1, [−p], p= 6.18. (Online version in colour.)
Note that the nucleation rate depends on the mechanism of nucleation kinetics and takes


























where p and I∗ represent constants different for supercooled melts (sm) and supersaturated
solutions (ss) as well as for the Meirs and WVFZ kinetics (see, for example, [49]). Figure 6
compares the nucleation rate determined according to the Meirs kinetics with experiments on
homogeneous nucleation of lysozyme crystals. As is easy to see, the theory is in good agreement
with experimental data.
(b) A complete analytical solution
For the sake of simplicity, we further consider that the radius r∗ of a critical crystal is zero.
Introducing the dimensionless coordinate s = r/l0, time τ = t/t0 and metastability degree w =
/0 so that l0/t0 = β∗0 (the space and time scales l0 and t0 are given below), we have the








1 − 2κl0s. (4.8)
Integrating this equation and keeping in mind that s = 0 at τ = τ∗, where τ∗ is the time of
nucleation of a growing particle, we arrive at












Now to rewrite the model equations (4.1)–(4.7) in dimensionless form, let us choose the
following designations
F(s, x) = l40f (r, t), x(τ ) =
∫ τ
0
g0(τ1) dτ1, u0 = d1l0




















, s > 0, x > 0
and w(x) = 1 − b
∫∞
0




w(0) = 1, F(s, 0) = 0, x = 0,
F(s, x) = 0, s → ∞
and F(0, x) − u0 ∂F
∂s



























Note that expressions (4.12) determine the Meirs and WVFZ nucleation kinetics, respectively.
The method for solving the problem (4.10)–(4.12) is described in papers [44,45,51]. Using the
theory developed in these works, let us write down the final result in the form
































































Here the first two lines of expression (4.13) determine the dimensionless distribution function














































An important point is that the left-hand side of expression (4.13) for w can be integrated in an
explicit form if we are dealing with the case of Meirs kinetic mechanism. The result reads as
w(x) =
{[
(2 − p)H(x) + 1]1/(2−p) , p 
= 2
exp [H(x)] , p = 2
Meirs kinetics. (4.15)
Let us especially highlight that expressions (4.13) represent the analytical solution in a























































Figure 7. (a) The particle-size distribution function F versus the size of crystals s and modified time x. (b) The dimensionless
metastability degreew anddimensionless timeτ as functionsof themodified time x. Themodel parameters used in calculations
are [49]: LV = 7 × 109 J m−3, ρm = 7 × 103 kg m−3, Cm = 840 J kg−1 K−1, 0 = 300 K, I0 = 109 m−3 s−1, β∗ = 2 ×
10−6 m s−1 K−1,λl = 63 J m−1 K−1 s−1, u0 = 10−2, p= 6. (Online version in colour.)
(c) Approximate solution for slow fluctuations in crystal growth rates
It is significant that a complete analytical solution (4.13)–(4.15) can be substantially simplified in
the case of unessential random fluctuations in particle growth rates (when the last term in the
kinetic equation (4.1) for the particle-size distribution function does not play an important role).
In this case, the problem contains the small parameter u0. Taking this into account, we get from
(4.14) and (4.15) the following approximate expressions (κl0  1):
h(x) ≈ x3, H(x) ≈ −bx
3
3
, u0  1. (4.16)
Now combining (4.15) and (4.16), we come to a simplified formula for the metastability degree















, p = 2, u0  1
Meirs kinetics. (4.17)
Changing the variable of integration in expression (4.13) for τ (x) as dx1 = (dx1/dw1) dw1 and










, u0  1, Meirs kinetics, (4.18)
where x1(w1) is defined by expression (4.17).
This dynamical law determines a direct dependence between the metastability degree w
(supercooling or supersaturation) and dimensional time τ in terms of the inverse function
τ (w). Thus, the approximate approach under consideration enables us to eliminate a parametric
dependence of our solution on the modified time x.
(d) Behaviour of solutions
Figure 7 demonstrates the parametric solution (4.13) for the Meirs nucleation kinetics. As is easily




























































Figure 8. (a) The particle-size distribution function F versus the size of crystals s at various times τ . (b) The dimensionless
metastability degree w as a function of time τ . The model parameters used in calculations correspond to figure 7. The dashed
curves illustrate our solution (4.13)with allowance for the nonlinear growth law V = β∗
√
1 − 2κ r (see, expressions (3.12)).

























Figure 9. Comparison of the metastability degree (4.18) shown by the solid line (Meirs kinetics) with experimental data [52]
(filled symbols) for various initial supersaturations and with experimental data [36] (open circles): b= 4, p= 1.3, κ = 0.
(Online version in colour.)
time x. This maximum point moves to larger s with increasing x (or with increasing dimensionless
time τ ). As this takes place, the metastability degree w reduces with time as a result of the crystal
growth process. What is more, the dimensionless time increases with increasing parameter x.
Eliminating parameter x by means of the dependence τ (x), our solution (4.13) can be
represented in terms of real time τ instead of modified time x. This solution is shown in figure 8
with the help of dashed and solid lines. The distribution function represents a bell-shaped
curve that decreases with increasing the real time τ . As this takes place, this function shifts
to larger sizes s of crystals (compare the dashed and solid lines at τ = 1 and τ = 2) due to the
desupercooling/desupersaturation process (w decreases) and, as a consequence, due to the almost
absent nucleation of new particles. The number of larger particles herewith increases as a result
of the crystal growth process (since the distribution function moves to the right).
An important role of nonlinear growth rates (3.12) is clearly seen in figure 8 by comparing the
dashed and solid curves. Indeed, we also demonstrate here our solution (4.13) calculated using






























Figure 10. Comparisonof themetastability degree (4.18) shownby the solid line (Meirs kinetics)with experimental data [53,54]
shown by symbols on crystallization of bovine and porcine insulin from solution: b= 0.02, p= 2.3, κ = 0 (bovine insulin),
and b= 0.08, p= 1.9, κ = 0 (porcine insulin). (Online version in colour.)
to slower growth rates V (in comparison with the linear law Vlin = β∗), their corresponding
metastability degree (dashed curve) lies above the solid curve (shown for Vlin). As this takes place,
the distribution function (dashed line) is shifted to the left side in comparison with F for Vlin (solid
line) and its maximum lies above. This means that the actual metastable liquid contains smaller
solid particles than the liquid where the crystals are modelled using the linear law Vlin = β∗.
Figures 9 and 10 compare our analytical solution (4.18) with experiments on crystal growth in
citric acid and potassium sulphate solutions [36,52] as well as in solutions for bovine and porcine
insulin [53,54]. Here the solid and dashed lines demonstrate the desupersaturation law (4.18) and
symbols illustrate the aforementioned experimental results. Note that good agreement between
the theory and experiments confirms the validity of dynamical theory developed in §4c.
5. Summary and conclusion
The present paper analyses the quasi-steady-state and unsteady-state growth laws for spherical
crystals evolving in supercooled and supersaturated liquids. We summarize the corresponding
mathematical models and represent their solutions in terms of dynamical dependencies for crystal
radius and its growth rate. Comparing the steady- and unsteady-state laws we conclude that the
corresponding dependencies substantially differ from each other with increasing the radius of
evolving particles, supercooling/supersaturation and kinetic coefficient. An important point of
unsteady-state dynamic laws (3.10)–(3.12) is that they describe nonlinear non-stationary growth
curves for crystal radii and their growth rates known from numerous experimental data. What
is more, the unsteady-state growth theory presented in §3 contains the quasi-steady-state theory
(§2) as a limiting case of fine crystals growing in a metastable liquid.
Next, we formulate the model for evolution of a polydisperse ensemble of crystals in
supercooled or supersaturated systems with allowance for the unsteady-state growth law
(3.12), which, in turn, changes the kinetic equation for the crystal-size distribution function
and the boundary condition for the flux of particles that overcame the nucleation barrier and
became capable of further growth. As this takes place, the metastability degree (supercooling
or supersaturation) also changes through the balance equation that depends on the distribution
function. A complete solution of this model is constructed in a parametric form for arbitrary
nucleation rates. The obtained analytical solution demonstrates that the crystal-size distribution
function represents a bell-shaped curve which is shifted to the direction of smaller particle
sizes if we are dealing with a more actual case of unsteady-state crystal growth rates. In other





growth rates. A particular case of Meirs nucleation kinetics is considered in more detail. An
approximate analytical solution found for the case of small random fluctuations in the growth
rates of crystals allows us to express an explicit evolutionary law for the metastability degree
that describes desupercooling or desupersaturation of a metastable liquid. We also demonstrate
that the obtained dynamical dependence for metastability reduction well describes numerous
experimental data on crystal growth in citric acid and potassium sulphate solutions [36,52] as
well as in solutions for bovine and porcine insulin [53,54].
As a final note, let us especially highlight that nucleation and crystal growth in metastable
liquids can be complicated by directional growth of dendrite-like structures in the presence of
temperature and solute concentration gradients. In this case, the phase transition occurs with
a mushy layer that divides pure solid and liquid material. This layer filled with evolving solid
structures in a metastable liquid moves with a time-dependent growth velocity. Therefore, for
a more accurate description of the mushy layer dynamics in materials science [55–58] and
geophysics [59–63] it is important to develop its theory with allowance for the present analysis
where nucleation and growth of solid phase particles occur in an unsteady-state manner.
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