In this study, we suggest an explanation for the low growth rates of real housing prices in Canada and Germany in comparison to other OECD countries over the period . We show that the long-run development of housing markets is determined by real disposable percapita income, the real long-term interest rate, population growth, and urbanization. The differential development of real housing prices in Canada and Germany is attributed to the fundamentals in these two countries. Canada and Germany are characterized by relatively low average growth rates of real disposable income and relatively high interest rates, resulting in depressed housing prices over a long period of time. Institutional structure accentuates these tendencies. Given the importance of housing wealth for private consumption, our paper aims at drawing the attention of policymakers to the necessity of preventing not only overheating but also overcooling of the housing market that entails lower economic growth rate.
Introduction
The last few years have seen a very fast increase in housing prices in many countries. In countries such as Ireland, Spain, the UK, and the USA, the growth rates of housing prices were so high that it raised fears about emerging speculative bubbles. The worries were reinforced by the recent US sub-prime mortgage crisis, which has led to plunging property prices and a slowdown in the US economy. It is feared that the "US scenario" may repeat itself in other countries with booming housing prices. However, these discussions neglect another group of countries, where real house prices have been stagnating and even decreasing over the last decades.
The diverging house price 1 development among OECD countries is illustrated in Figure 1, which shows real house price (nominal house prices net of consumer price inflation) dynamics in 14 OECD countries in 1975 14 OECD countries in -2004 . The countries are classified in four groups: a) countries with falling house prices (Germany and Canada -upper left panel); b) countries with stagnating house prices (Japan and Switzerland -upper right panel); c) countries with medium house price growth rates (Belgium, Finland, France, Italy, Sweden, and the USA -lower left panel), and d) countries with extremely high house price growth rates (Ireland, the Netherlands, Spain, and the UK -lower right panel). As can be seen, over the last 30 years, real house prices in Germany and Canada experienced almost uninterrupted decline. Japanese and Swiss house prices grew up to the late 1980s or early 1990s and then started to decrease. In Switzerland a decade later, this decline turned into an upswing, whereas in Japan real house prices continued to fall. In contrast, real house prices of other countries in our sample followed an upward trend, sometimes interrupted for short periods of time.
Until now little attention has been paid to the adverse effects of stagnating or falling house prices. Virtually all discussions have been concentrated upon the dangerous consequences of bursting speculative bubbles in the housing market. Nevertheless, we believe that it is imperative to consider also the dire consequences of prolonged periods of stagnating or even falling housing prices. We will argue below that the economic development in countries with stagnating or falling house prices may have been set on a lower equilibrium growth path. In doing so, our paper aims at drawing the attention of policymakers and academics to the necessity of preventing not only overheating but also overcooling of the housing market.
The negative consequences of overcooling of the housing market on economic activity are to a large extent the opposite of the consequences of overheating of the housing market. On the one hand, an excessive growth in property values typically leads to excessive private spending -fuelled by the wealth effect (Campbell/Cocco 2007 , Carrol et al. 2006 , Figure 1 Classification of countries according to real house price growth rate (house price indices divided by CPI, 100 ¼ 1975 CPI, 100 ¼ ), 1975 CPI, 100 ¼ -2004 Slačá lek 2006, Case et al. 2005 ) -which is also accompanied by excessive borrowing due to the increased value of collateral. Therefore, deceasing housing prices tend to induce consumers to lower their current spending due to consumption smoothing, since their life-cycle income is negatively affected (Muellbauer 2008 ). In addition, consumers' demand for loans is negatively affected by falling housing market wealth, thus further depressing consumption. See Iacoviello (2004) for a theoretical model relating changes in housing prices to consumption fluctuations via their amplifying effects on borrowing capacity. On the other hand, similarly to the situation when firms tend to overinvest during a booming housing market, decreasing house prices lead to declining profitability of property relative to construction costs, and hence to lowering firms' Tobin's q of residential investment. Moreover, via the reduced value of collateral, decreasing house prices also depress aggregate business investment (Goodhart/Hofmann 2008) . Taken together, both effects can be strengthened by the effect of house prices on banks' balance sheets, leading to a decrease in credit supply and a negative accelerator effect (Chen 2001 ). An additional concern about the downward adjustment of house prices comes from historical record, indicating that when it happens the associated drop (in real terms) might be large and it generally takes a protracted period of time before a reversion of the trend takes place (Girouard et al. 2006 ). This would have implications for the conduct of monetary policy (see, e.g., Iacoviello/Minetti 2008) . For example, Bernanke and Gertler (1995) argue that in the aftermath of a monetary tightening, housing investment accounts for a large part of the decline in aggregate demand.
We point out that the magnitude of the effects of positive and negative changes in housing wealth needs not to be the same. This can be traced to mounting empirical evidence on the asymmetric response of households to positive and negative property price changes. For example, (Engelhardt 1996) , using the Panel Study of Income Dynamics (PSID) reports that households, which experienced house price depreciation, tend to reduce their consumption, whereas those experiencing real gains do not change their spending and saving habits. Genesove and Mayer (2001) report an asymmetry in behavioral response of home sellers to rises and falls of house prices. Case et al. (2005) , based on macroeconomic data for US states, report that increases in housing market wealth tend to positively influence consumption, whereas no significant effect on consumption is detected from declines in housing market wealth.
Our paper contributes to a small body of literature, which analyzes determinants of housing prices based on a panel of countries or regions. The following studies investigate determinants of housing prices using international data: Almeida et al. (2006) , Annett (2005) , É gert and Mihaljek (2007), Terrones and Otrok (2004) , whereas determinants of housing prices in US states have been addressed in Malpezzi (1999) , Gallin (2006) , Zemcik (2007, 2009) and Holly et al. (2007) . Terrones and Otrok (2004) , Almeida et al. (2006) , and Annett (2005) estimate pooled panel-data models, in which all slope parameters are restricted to be the same across countries. É gert and Mihaljek (2007) and Holly et al. (2007) employ mean group estimators based on the averages of the individual estimates for each country. However, the mean group estimators applied by É gert and Mihaljek (2007) and Holly et al. (2007) do not take into account the fact that some parameters may be identical across countries or regions. There is also a number of studies such as Malpezzi (1999) , Gallin (2006) , Holly et al. (2007) , and Zemcik (2007, 2009) , applying panel co-integration tests to housing markets in the USA. It is, however, interesting to observe that these studies arrive at somewhat controversial conclusions regarding the existence of a stationary relationship between house price and a set of fundametals. The conclusion of the existence of a stationary house-price-to-income ratio reached in Malpezzi (1999) was subsequently reverted by Gallin (2006) , who uses panel co-integration tests suggested in Pedroni (1999 Pedroni ( , 2004 and Maddala and Wu (1999) . Gallin (2006) finds no evidence of co-integration between house prices, income, and population in a similar panel. However, Holly et al. (2007) further reverse the negative conclusion of Gallin (2006) , applying a different approach to testing for co-integration based on the mean group and pooled regressions allowing for unobserved common factors. Zemcik (2007, 2009) , who also apply panel co-integration tests of Pedroni (1999 Pedroni ( , 2004 , report no evidence of co-integration between house prices in the USA and set of fundamentals (rents, consumer price index, personal income, and wealth). In this paper, we apply the pooled mean group (PMG) estimator of Pesaran et al. (1999) to a panel of 14 OECD countries. To the best of our knowledge, this is the first time the pooled mean group estimator is used to analyze the determinants of housing prices. This estimator imposes equal long-run parameters and allows for country-specific intercepts and different short-run parameters as well as error term variances. It can thus be considered as an intermediate case between the pooled and mean group estimators, since it involves both pooling and averaging. The PMG estimator is also different from that of Pedroni (1999 Pedroni ( , 2004 , which only allows for heterogenous long-run parameters. The assumption of common long-run parameters can be considered as a rather restrictive one. However, it seems warranted, given that our analysis includes a relatively homogeneous group of industrialized countries and that allowing for country-specific fixed effects and short-run parameters captures all the relevant heterogeneity across countries. The paper is structured as follows. In section 2, we describe the standard housing price determinants suggested in the literature as well as the data, which we use in this study. In section 3 our methodology is presented and estimation and specification tests' results are discussed. Section 4 provides an interpretation of our econometric results. Section 5 concludes.
Data
House price dynamics are determined by the interaction of demand and supply for housing (HM Treasury 2003) . On the one hand, the demand for housing is typically determined by a mixture of economic (the expected change in house prices, household income, the interest rate, financial wealth, and availability of credit), demographic (population growth, urbanization, household size), and institutional factors (financial and taxation system). One would expect that all above mentioned economic factors but the interest rate positively affect house prices. The same applies to the demographic factors, as they tend to put pressure on the existing housing stock and hence drive the price up. Clearly, institutional factors that facilitate and/or encourage acquiring real estate would also typically be associated with house price increases. On the other hand, the supply of housing depends on the profitability of the construction industry, which is determined by the existing housing stock, house prices and construction costs (the price of land, wages, and material costs). See Girouard et al. (2006) for an excellent survey of the current literature on the determinants of house prices. Based on theoretical considerations as well as the brief literature review above, we select the following explanatory variables for modeling house prices. They include real disposable income per capita and the real long-term interest rate, which are singled out in Girouard et al. (2006) as being the most important factors for house price development. The latter variable deserves special attention. In our study, the nominal long-term interest rate is deflated using the housing price index and not the consumer price index (CPI) as in Annett (2005), for example. In doing so, we implicitly assume that the expected rate of house price appreciation is equal to the current one. Furthermore, our definition of the real interest rate is based on the considerations of a household, which makes a decision about buying a housing asset. It compares the income it can earn on a bank deposit with "capital gains" stemming from changes in housing prices. The long-term interest rate is chosen because buying a house or an apartment is a long-term investment. We also include demographic variables: population growth and urbanization degree. Finally, institutional factors such as taxation policies, financial systems, etc, are important. However, institutional factors are very difficult to measure and, if we are not considering economies in transition (see É gert/Mihaljek 2007), they tend to change only slowly. We approximate the influence of institutional factors by country-specific fixed effects in our empirical model. Data on housing prices were obtained from the macroeconomic model of the National Institute of Economic and Social Research (NIGEM) 2 , which is based on a data set collected by the Bank for International Settlements (BIS). BIS collects price indices not only from national central banks and statistical offices, but also from commercial sources. The house price indices differ in terms of assessment bases and types of dwellings. National indices are mostly calculated based on regional data, which include purchase prices from newly built houses as well as from secondary market transactions. For a detailed description of the BIS data set on house prices, see Englund und Ioannides (1997) .
Our data set constitutes an unbalanced panel of 14 OECD countries 3 (Belgium (BE), Canada (CA), Finland (FI), France (FR), Germany (DE), Ireland (IE), Italy (IT), Japan (JA), the Netherlands (NL), Spain (ES), Sweden (SE), Switzerland (CH), the United Kingdom (UK), and the United States of America (US)) and covers the period 1974-2005. The data sources and transformations of the variables used in this study are described in Table 1.
Descriptive statistics of the variables are presented in Table 2 . As noted above, the countries in our sample display a heterogeneous pattern of house price dynamics. On the one hand, we have countries like Canada and Germany, where the average growth rate of real house prices was negative, and, on the other hand, we have countries like Ireland, the United Kingdom, Spain, and the Netherlands which display an average growth rate of more than 3 % per year. Countries with higher growth rate of real house prices tend to be associated with higher volatility. A simple comparison of growth rates of real house prices and real per-capita disposable income reveals a positive statistical association between these two variables, as implied by the economic theory, yielding a correlation of about 0.5. One also observes heterogeneous developments of the real long-term interest rate. Its importance for explaining developments in house prices is revealed by a very high correlation of about À 0.94 between the average growth rate of real house prices and the average real long-term interest rate observed during the investigation period. The two demographic variables -population growth and the degree of urbanization -are evolving much slower and are much less volatile variables, which justifies the use of a cross-sectional dimension in evaluating the effects of those variables on house prices. The most rapid average population growth was observed in Canada, the USA, and Ireland. At the same time, countries like Belgium, Germany, Italy, and the UK experienced low average growth rates of population. Also with respect to the urbanization degree, the countries differ a lot. Countries like Belgium, Finland, France, Italy, and Sweden experienced comparatively lower average growth rates in urbanization, which undoubtedly due to already high proportions of urban population in 1975. Higher growth rates in urbanization are witnessed by the countries like Ireland, Japan, the Netherlands, and Switzerland, i.e., countries that are characterized by a comparatively lower share of urban population in 1975.
3 Estimation and testing 3.1 Model specification We employ the pooled mean group (PMG) estimator suggested in Pesaran et al. (1999) to our data. The model specification in the error-correction form is as follows: The column reports the standard deviations of the yearly growth rates of the variables. The column reports the standard deviations of the real long-term interest rates.
d
The effect of unification on the population growth rates has been accounted for.
where common values are imposed on the long-run coefficients h 1 ; h 2 ; h 3 , and h 4 . At the same time short-run coefficients c ih ; w 1 ij ; w 2 ij , and w 3 ij , the error-correction coefficients f i , as well as the intercepts h i0 are allowed to be group-specific. The zero-mean disturbances e it are independently and identically distributed across i and t, with the group-specific variance r 2 i > 0. The following variables appear in the equation above: RHP it is the real house price (nominal house price net of consumer price inflation); RDI it is the real disposable income per capita; RLIR it is the real long-term interest rate (nominal interest rate minus growth rate of house prices); POP it is the population growth rate, and URB it is the urbanization degree. The error-correction model above can be derived from the following Autoregressive Distributed Lag model, ARDLðp; q; q; q; qÞ:
Notice that in order to avoid the simultaneity problem, the real long-term interest rate in equation (2) is taken with a lag. This is done in order to evade the appearance of the contemporaneous values of the variable lnðHPÞ on both sides of the estimated equation. To see this, recall that the dependent variable on the left-hand side is defined as RHP it ¼ lnðHP it Þ À lnðCPI it Þ, whereas the real long-term interest rate is defined as Table 1 for data definitions.
Non-stationarity and co-integration
In this subsection, we address important issues when dealing with persistent time series. First, we discuss testing the order of integration of the variables in panel data, while allowing for cross-sectional dependence. Second, we will test for co-integration in our model.
In the panel data literature, a number of panel unit-root tests have been suggested: Maddala and Wu (1999), Hadri (2000) , Levin et al. (2002) , Im et al. (2003) inter alia. However, as pointed out by Strauss and Yigit (2003) and Jö nsson (2005), these tests are based on the rather restrictive assumption of cross-sectional independence, which in reality is very likely to be violated, given economic, political, cultural, and other linkages between different economies. As a consequence, these panel unit-root tests have poor size properties and low power in the presence of cross-sectional dependence.
In our paper, in order to circumvent the problem of cross-sectional dependence when testing for unit roots, we proceed in two steps. First, we apply a cross-sectional dependence (CD) test suggested in Pesaran (2004) , where the null hypothesis is that cross-sectional dependence is absent in the data. This test is simple to implement, since it is based on the average of the pairwise correlations of the OLS residuals obtained from the individual regressions in the panel. The CD test statistic has a standard normal limiting distribution. In the second step, depending on the outcome of the CD test, we employ either tests that are based on the assumption of no cross-sectional dependence or the tests suggested in Moon and Perron (2004) and Pesaran (2007) that are robust to the presence of cross-sectional dependence. In the sequel, we apply the panel unit-root tests of Pesaran (2007) and Moon and Perron (2004) that are designed to tackle cross-sectional dependence in the time series. The former test is based on the individual ADF regressions augmented with cross-section averages (henceforth, CADF) in order to filter out cross-sectional dependence in the regression residuals. Since this test is a direct generalization of the panel unit-root test of Im et al. (2003) , the corresponding test statistics is referred to as a cross section IPS (CIPS) and is based on the simple average of the individual CADF t-ratios, e t t i :
The latter test explicitly models the cross-sectional dependence in the data by allowing for up to m common factors in the panel, which are estimated using the principal component analysis. The test statistic t b * has a limiting standard normal distribution as both N ! 1 and T ! 1, and N=T ! 0. Tables 4 and 5 present the results of Pesaran (2007) and Moon and Perron (2004) panel unit-root tests allowing for cross-sectional dependence. We apply these tests both to the levels and to the first differences of the time series. It is seen that the test outcomes are somewhat sensitive to the specified lag augmentation p of the individual CADF tests in the case of the Pesaran (2007) test and to the number of factors m in the case of the Moon and Perron (2004) test. Testing the order of integration of the first differences of the variables uniformly leads to the conclusion that they are stationary according to the Moon and Perron (2004) test, whereas the conclusion based on the test of Pesaran (2007) varies with the length of lag augmentation p in the auxilliary unit-root test regressions. Testing the order of integration of the levels of the variables largely leads to the conclusion that real house price RHP it and real per-capita disposable income RDI it are I(1) variables, whereas the real interest rate RLIR it and the degree of urbanization URB it are I(0). Somewhat surprisingly, the panel unit root tests indicate that the population growth POP it is an I(1) variable. This, however, would imply that the growth rate of population could increase without an upper boundary -a feature generally characterizing unit root processes -which seems to be at odds with the common perception of a slowly evolving population, especially in our sample of 14 industrialized countries. The likely reason for such an outcome is an unmodelled in our univariate analysis structural break in the population growth rate variable. Indeed, as noted in OECD (2007: 12) , in the second half of our sample period, i.e., " [b] etween 1990 and 2005, population growth rates for all Pesaran (2007) . The 10 %, 5 %, and 1 % critical values are À 2.66, À 2.76, and À 2.96 with an intercept and a linear trend and À 2.14, À 2.25, and À 2.45 with an intercept. '*', '**', and '***' denote statistical significance at the 10 %, 5 %, and 1 % Moon and Perron (2004) computed for a given number of factors m ¼ 1; 2; 3; 4. Under the null, the t b * statistic tends to a standard normal distribution as T; N ! 1 and N=T ! 0. The one-sided 10 %, 5 %, and 1 % critical values are À 1.282, À 1.645, and À 2.327, respectively. '*', '**', and '***' denote statistical significance at the 10 %, 5 %, and 1 % levels, respectively.
OECD countries averaged a little over 0.6 % per year, half the rate observed in the 1960s and 1970s'". Therefore, in the following we will treat the population growth rate variable as an I(0) variable that underwent a structural break during the period under scrutiny (for spurious non-rejection of the unit root hypothesis in time series that undergo structural breaks see, Perron, 1989) . Provided that some of our variables appear to be non-stationary, it is necessary to address the issue of the existence of co-integration in order to rule out the possibility of spurious regression. Unfortunately, to the best of our knowledge, there is no direct test for cointegration that can be applied to the PMG model (1). Instead we test for panel co-integration among the following I(1) variables: real house prices RHP it and real per-capita disposable income RDI it , using the test suggested in Pedroni (1999 Pedroni ( , 2004 . Testing for co-integration between these two variables is similar to the exercise carried out in Holly et al. (2007) for house prices in US states. Holly et al. (2007) also provide a theoretical model justifying the existence of co-integration between these two variables. Pedroni (1999) suggests seven residual-based statistics for testing the null hypothesis of no co-integration. However, based on the evidence from Monte Carlo experiments, Pedroni (2004) suggests the use of the group ADF t-statistic, which displays superior finite sample properties compared to the remaining six statistics. In addition, Wagner and Hlouskova (2009) show that the group ADF t-statistic is least affected by deviations from the model assumption, typically encountered in panel data studies, such as the presence of an I(2) component, short-run cross-sectional correlation or cross-unit co-integration. The panel co-integration test results are reported in Table 6 . In the bivariate model, we are able to reject the null hypothesis of no co-integration at the 5 % significance level in the model without a linear deterministic trend and at the 1 % with a linear deterministic trend. Observe that in order to account for the influence of common shocks we included time dummies in the test regression. In the next section, we proceed with the estimation of the model parameters, maintaining the assumption of the existence of co-integration between real house prices RHP it and real per-capita disposable income RDI it in the sample of 14 OECD countries.
Estimation results
Given the fact that we have annual time series with a maximum length of 32 observations, we impose the maximum lag lengths p ¼ q ¼ 2 in our benchmark ARDL model. The estimation results reported below are based on the group-specific optimal lag lengths selected by minimizing the Akaike information criterion for every cross section. Our subsequent analysis of the residuals shows that such a lag augmentation structure is sufficient to remove autocorrelation from the residuals of the model. The estimation results are presented in Table 7 . Here we focus only on the long-run parameters, the adjustment coefficients of the error correction term, the half-life of shocks, which measures the time necessary for a deviation from long-run equilibrium to be halved (half-life= lnð0:5Þ lnð1þu i Þ ), and measures of goodness of fit of our empirical regressions. First, notice that the point estimate of long-run elasticity of real house prices with respect to income is very close to unity and, according to the reported standard error, is also insignificantly different from that value. This finding is consistent with the theoretical considerations in Holly et al. (2007) . The effect of the real long-term interest rate on real house prices is found to be significantly negative, as it measures foregone returns on alternative assets compared to returns on housing. Furthermore, the other two explanatory variables population growth and the degree of urbanization, as expected, positively influence real house prices. Second, the heterogeneous estimates of the adjustment coefficient f i are negative for all countries and are significantly different from zero at the 5 % level in 11 and at the 1 % level in 9 out of 14 cases. This finding strongly supports the results of the panel co-in- tegration tests presented above on the existence of a co-integration relationship (augmented with the I(0) variables) that forms our error-correction mechanism. The reported negative signs of the adjustment coefficients suggest that correction of disequilibria indeed takes place, albeit its adjustment speed varies from country to country. As seen, for most countries the disequilibrium is half-corrected in less than ten years. However, there are exceptions like Japan and Switzerland, where reported adjustment coefficients are very close to zero and statistically insignificant from zero. This has to be traced to the burst of house price bubbles observed in both countries around 1990. Third, our model is able to explain up to 80 % of the variation in the real house prices. The adjusted R 2 values vary from 0.255 for Italy to 0.839 for the UK.
Robustness check
All in all, the estimation results presented above point out that our long-run parameter estimates are sensible and, moreover, adjustment towards long-run equilibrium takes place in every country. In this subsection, we check the robustness of our results by estimating the parameters of the dynamic panel data model using the same specification as above, but omitting one country at a time. The results of this exercise are displayed in Figures 2 and 3 , where the boxplot of the adjustment coefficient values is presented as well as of the long-run parameter estimates.
In Figure 2 we observe that the adjustment coefficients do not vary much regardless of which country is omitted from our sample, with the exception of perhaps France, for which the interquartile range seems somewhat smaller and more skewed towards zero than for the rest of the countries. Nevertheless, the robustness of our results is supported by the fact that all estimated adjustment coefficients calculated for all combinations of countries have a negative sign with the median fluctuating around À 0.1. The results of a similar exercise concerning the long-run parameter estimates are reported in Figure 3 . Also there we observe a remarkable stability of estimates, with one exception. In the panel that excludes France, the estimated coefficient on the real interest rate is almost twice as large as those reported when any other country is omitted. At the same time, omission of France results in a somewhat lower estimate of the real income effect. However, it is still statistically insignificantly different from unity, based on the reported 95 % confidence interval. As regarding the other two variables -population growth and urbanization -omitting France from the panel has little impact. Thus, the overall picture is that both the adjustment coefficients and the long-run coefficients display robustness with respect to omitting a single country and the outcome with France omitted could be safely seen as a separate incident. This implies that our main estimation results reported in Table 7 are not due to some outlying observations associated with a particular country. In this section, we address the main question of this paper: What drives real housing prices down? In particular, we concentrate on two countries (Canada and Germany) with falling real housing prices, which are in a sharp contrast to most countries in our sample.
As our estimation results in section 3 show, the following economic and demographic factors determine the long-run development of real housing prices: real disposable income, the real long-term interest rate, population growth, and urbanization. While real disposable income, population growth, and urbanization exert a positive impact on housing price dynamics, the real long-term interest rate dampens the growth of real housing prices. In addition, the long-run coefficient on real disposable income is close to unity, which implies that in the long run real housing prices move in line with real income. Our results are thus in agreement with the implications of the theory (see Holly et al. 2007) . In this respect our study differs from those of Annett (2005) and É gert and Mihaljek (2007), who report estimates of the long-run income elasticity considerably lower than unity. At the same time, our results are close to those obtained by Almeida et al. (2006) and Holly et al. (2007) . Furthermore, our model implies that the long-run influence of fundamentals on real housing prices is very similar across different countries. Therefore, the question arises why in some countries real housing prices continue to fall for a protracted period of time, whereas in other countries the housing market is booming. A deeper analysis of fundamentals is necessary to answer this question. A closer look at the figure reveals that Canada and Germany are similar in many respects. These countries show low growth rates of real disposable income per capita and the highest real long-run interest rates. Both countries are characterized by relatively low growth rates of urbanization. The only respect in which Canada and Germany differ is in population growth: Canada is the country with the fastest population growth, whereas Germany ranks near the bottom of the country list. One can safely conclude that it is the fundamentals that curb Canadian and German housing markets and make them different from housing markets of other countries.
The main limitation of the current study is that it exclusively addressed the influence of economic and demographic factors on housing markets. Influence of institutional factors, the importance of which cannot be overstated, was not taken directly into account due to the fact that institutional arrangements are difficult to measure and they tend to change slowly over time. Following standard practice in the panel data literature, their influence was indirectly captured by fixed effects as well as via country-specific short-run coefficients, which are allowed to in our modeling approach. ECB (2003) provides a comprehensive analysis of the institutional characteristics of major European housing markets. The study shows that in general Germany is characterized by relatively stricter taxation policy, discouraging speculation with real estate, less controlled rental markets and less subsidized home-ownership, such that the share of rented dwellings stayed well above 50 %, while it dropped considerably in most other European countries over the period 1980 -2000 (see ECB 2003 . In addition, Germany remains one of the countries with the highest degree of housing market regulation, according to SVR (2006) .
Similarly, one can conclude that particular conditions in the Canadian financial system have also contributed to stagnating housing prices over most of the period examined in this study, except for the last few years when the Canadian housing market began its modest recovery. Even if certain restrictions on banks with respect to their mortgage financing were abolished in 1967 (Girouard/Bloendal 2001) , the lending behavior of banks remained conservative: "The mortgage credit culture in Canada is rather conservative, with a large majority of mortgages at fixed interest rates and a preference for mortgage terms of five years. Interest bearing term instruments sold to savers remain the primary source of funding for mortgage loans, which subsequently remain largely on the balance sheet of lenders" (see Traclet 2005: 1).
Conclusion
In this study, we suggest the following explanation for the weak development in Canadian and German real housing prices in comparison to other industrialized countries. Our econometric analysis shows that the general long-run development of the housing markets in these countries is determined by such factors as real disposable income per capita, the real long-term interest rate as well as by population growth and urbanization.
The differential development of real housing prices in Canada and Germany can be attributed to the specific values of the fundamentals in these two countries. Canada and Germany are characterized by relatively low average growth rates of real disposable in- Figure 4 Housing market fundamentals in 14 selected OECD countries, 1975 OECD countries, -2004 come and relatively high interest rates, resulting in depressed housing prices over a long period of time. Institutional structure accentuates these tendencies. Given the importance of housing wealth for private consumption, our paper aims at drawing the attention of policymakers to the necessity of preventing not only overheating but also overcooling of the housing market, which entails lower economic growth rate.
