The study of genetic architecture of complex traits has been dramatically influenced by implementing genome-wide analytical approaches during recent years. Of particular interest are genomic prediction strategies which make use of genomic information for predicting phenotypic responses instead of detecting trait-associated loci. In this work, we present the results of a simulation study to improve our understanding of the statistical properties of estimation of genetic variance components of complex traits, and of additive, dominance, and genetic effects through best linear unbiased prediction methodology. Simulated dense marker information was used to construct genomic additive and dominance matrices, and multiple alternative pedigree-and marker-based models were compared to determine if including a dominance term into the analysis may improve the genetic analysis of complex traits. Our results showed that a model containing a pedigree-or marker-based additive relationship matrix along with a pedigree-based dominance matrix provided the best partitioning of genetic variance into its components, especially when some degree of true dominance effects was expected to exist. Also, we noted that the use of a marker-based additive relationship matrix along with a pedigree-based dominance matrix had the best performance in terms of accuracy of correlations between true and estimated additive, dominance, and genetic effects.
especially because of its ability in dealing with complex and unbalanced datasets which are often observed when several generations of related individuals are analyzed (Kruuk 2004; Thompson 2008; Wilson et al. 2010 ). The animal model incorporates relationship information into a linear mixed model (LMM) to partition the phenotypic variance of the trait of interest into its genetic and nongenetic components, and to estimate additive effects (i.e., estimated breeding values, EBVs) of individuals under investigation (Henderson 1984; Mrode 1996; Wilson et al. 2010) . The method of estimating these effects is sometimes known as pedigree-based best linear unbiased prediction or P-BLUP (Henderson 1976; Thompson 2008 ) since the genetic co-ancestry information (i.e., numerator relationship matrix) has traditionally been calculated based on the expected coefficient of relationship between any pair of individuals (Falconer and Mackay 1996; Mrode 1996; Hayes et al. 2009 ).
An equivalent implementation exists that integrates the molecular information into the animal model to estimate genetic parameters of interest by the method of genomic best linear unbiased prediction (G-BLUP) (VanRaden 2008) . Here, dense genome-wide marker data is used to estimate a realized relationship matrix based on the observed proportion of the alleles that each pair of individuals share (Habier et al. 2007; Yang et al. 2010; Powell et al. 2010; Vitezica et al. 2013) . Through estimating the real proportion of identical-by-descent (IBD) alleles, G-BLUP is able to take into account variations in expected IBD values arising from Mendelian sampling during gametogenesis (Guo 1996; Hayes et al. 2009 ). G-BLUP methodology is closely related to classic genomic selection (GS; Meuwissen et al. 2001) , where genotyping data is used to predict genetic merit of individuals by estimating a large number of marker effects and combining them as a linear predictive model. The particular case of GS where marker effects are assumed to be normally distributed and to have equal contribution to the total genetic variance ( σ G 2 ) (i.e., each of M markers explaining σ G 2 /M of the genetic variance) is mathematically equivalent to G-BLUP (Habier et al. 2007; Hayes et al. 2009; Goddard 2009 ). Such assumptions may look unrealistic and contradictory to studies which have shown the quantitative trait locus (QTL) effects underlying complex phenotypes follow a more skewed distribution (such as Gamma distribution; Hayes and Goddard 2001) with most of QTLs having small effects and a few of them having large effects (Goddard 2009; Piepho 2009 ). However, a number of studies have concluded that the results from G-BLUP are comparable to the ones obtained through Bayesian GS methods (VanRaden et al. 2009; Ostersen et al. 2011 ). This might be justified as, based on the central limit theorem, the sums of estimated QTL effects will be approximately normally distributed regardless of the real distribution of these effects (Piepho 2009 ). An important advantage of G-BLUP, in contrast to Bayesian GS, arises from its flexibility of fully exploiting the framework of LMM to deal with messy data, for example, when a combination of pedigreeand molecular-based information is available (i.e., all individuals have phenotypic data but not all have been genotyped) (Meuwissen and Goddard 1999; Goddard 2009; Aguilar et al. 2010; Christensen and Lund 2010) . Also, it is straightforward to extend the LMM to more complex applications such as spatial, multi-environment trials and multivariate analyses, which are computationally difficult to implement within the classic GS framework. Therefore, G-BLUP has received increasing attention over the past few years as it is analytically and computationally easy to implement (Su et al. 2012) .
Since genomic prediction methodology employs both linkage disequilibrium (LD) and relationship information for estimating parameters of interest (Habier et al. 2007) , it can outperform P-BLUP whenever the study design ensures that genotyped markers are in LD with causal loci that influence the phenotypic variation of trait under investigation (Beaulieu et al. 2014) . The superior performance of genomic prediction methodology has been corroborated by several studies comparing the accuracy and reliability of parameter estimates obtained from marker-based analyses with those estimated by pedigree-based analyses (e.g., Nejati-Javaremi et al. 1997; Villanueva et al. 2005; VanRaden 2008; Hayes et al. 2009; Crossa et al. 2010) .
However, despite the widespread use of LMM methodology for genetic analysis of complex traits, most studies have often focused on the estimation of additive genetic and environmental effects. Hence, nonadditive genetic effects, that is, dominance effects and epistasis, are often ignored. Some reasons for this has been the lack of identifiability due to inappropriate design or mating structures, inaccurate pedigree information, or incomplete specification of the model (e.g., due to lack of power to estimate some effects) (Tenesa and Haley 2013) . For example, due to operational or biological constraints it is often expensive to generate large full-sib families or clonally propagated samples, which are required to properly estimate dominance or epistatic effects (Baltunis et al. 2009; Muñoz et al. 2014) .
On the other hand, there is much empirical evidence pointing at allelic interactions at the level of genes as an important mechanism which may contribute to developing biological processes in various species (Whitlock et al. 1995; Moore 2003; Hemani et al. 2013 ). This empirical evidence makes nonadditive effects indispensable to be taken into account when genetic architecture of complex traits is studied.
Optimal partitioning of total genetic variance into its additive and nonadditive components is feasible if these terms are orthogonal (Cockerham 1954; Kempthorne 1954; Gianola and de los Campos 2008; Hill 2010 ), a provision which may not exist unless standard quantitative genetics assumptions such as random mating, and lack of mutation, selection and LD generally apply (Gianola and de los Campos 2008; Hill 2010) . Ignoring nonadditive genetic variance components will therefore result in obtaining confounded estimates of additive genetic variance and heritability (Muñoz et al. 2014) . On the other hand, there might be statistical advantages of estimating all genetic effects simultaneously within the same LMM. For example, a number of studies have suggested that, if additive and nonadditive terms are considered together, G-BLUP analyses may yield higher statistical power for partitioning genetic variance into its components, and consequently result in more precise estimation of additive and nonadditive effects (Su et al. 2012; Vitezica et al. 2013; Muñoz et al. 2014 ). In addition, having good estimates of non-additive effects, in case they exist, may help to obtain more precise predictions of phenotypic responses. For instance, family or clonal information can be used to define more efficient strategies which maximize genetic gain in artificial selection programs (Vitezica et al. 2013) . However, there is limited information about the properties of this approach at the present, and more research is required to determine if the findings from the empirical studies, which are commonly limited to particular traits and species, can be generalized to a wider range of conditions, traits and species. This is critical to justify the use of the method and to provide more clear recommendations and strategies.
In this study, we investigated if including the dominance relationship matrix into the genetic analysis of complex traits may improve partitioning of variance components, and therefore yield more accurate estimates of heritability and genetic merits. To this end, simulated dense marker information was used to construct genomic additive and dominance matrices, and multiple alternative P-BLUP and G-BLUP models, each obtained by a particular combination of additive and dominance relationship matrices, were compared over a set of various conditions such as different sample sizes, heritability values, and dominance ratios of the trait under investigation.
Materials and Methods

Population Simulations
A base population was constructed from a random set of 10 000 individuals each with a diploid genome consisting of 5 chromosomes, each of 1 Morgan in length. It was assumed that 1100 polymorphic variants (1000 markers and 100 QTLs) were distributed across each chromosome randomly and equidistantly. Each variant was assumed to have only 2 alleles. The base population was mated and evolved for 1000 generations. Mutation rates for marker and QTL loci were considered 2.5 × 10 −3 and 2.5 × 10 −5 per locus at each generation, respectively (the same as those in Meuwissen et al. 2001) . Taking into account the Haldane's Poisson process model (Haldane 1919; Browning 2000) , cross-over rate for each pair of homologues chromosomes during each meiosis event was simulated from a Poisson distribution with mean equal to the length of the chromosome in Morgan unit. Each pair of nonsister chromatids was considered equally likely to exchange genomic material and the cross-over positions were assigned randomly, ignoring interference. From the entire set of population obtained after 1000 generations, 20 subsets, each containing 200 individuals (100 males and 100 females), were randomly selected for further analysis. The following process was repeated for each of the 20 subpopulations: the 200 randomly selected individuals were considered as the G1 population, and these were mated to give rise to G2 population. The mating process was performed using a circular diallel mating design (White et al. 2007 ) in which each male was mated with 3 females and vice versa to generate a total of 300 full-sib families. Each family was assumed to have 10 offspring, resulting in a total of 3000 individuals that constitute the G2 population.
Phenotypic values were assigned to G2 individuals as the summation of population mean, which for simplicity was considered to be equal to 100, additive genetic effects, dominance genetic effects, and residual error. The process of assigning phenotypic values depended on specific assumptions regarding narrow-sense heritability (h 2 ) of the trait under investigation as well as the proportion of dominance to additive variance components (d 2 /h 2 ). Here, 9 alternative genetic scenarios were considered with the combination of h
Genetic additive effects were assigned to 500 QTL loci across the 5 simulated chromosomes with values originating from a Gamma distribution with shape parameter of 0.4, as had been suggested by previous studies on distribution of additive effects Meuwissen et al. 2001) . The scale parameter was adjusted accordingly (β = 11.545) to obtain a total additive genetic variance, across all loci, of one (i.e., σ a 2 = 1) under each of the aforementioned scenarios. Dominance effects were assigned to the same QTL loci assuming a normal distribution following Bennewitz and Meuwissen (2010) . Under each scenario, dominance and residual error variances had to be adjusted to take into account the corresponding h 2 and d 2 values. Relevant information regarding these 9 scenarios has been summarized in Table 1 .
Relationship Matrices
Four numerator relationship matrices, indicating the expected and observed genetic co-ancestry of individuals, were constructed for each of the 20 simulated G2 populations. These matrices were later incorporated into the statistical analyses.
Both a pedigree-based additive (A) and dominance (D) relationship matrices were constructed according to Schaeffer et al. (1989) and Mrode (1996) . These matrices contain the expected relationship coefficients uniquely based on pedigree information. In addition, a genomic (i.e., marker-based) additive numerator relationship matrix (A G ) was calculated following the formula described by Yang et al. (2010) , using genotypic information from the entire set of 5000 simulated marker loci. The resulting A G matrix contains the observed IBD proportions for each pair of individual.
where a Gjk is the marker-based additive relationship coefficient of individuals j and k, M is the total number of markers, g ij and g ik are the numeric value of genotypes of individuals j and k at marker i, respectively (e.g., 0 if genotype is AA, 1 if genotype is AB, and 2 if genotype is BB), and p i is the frequency of allele with numeric value of 1 at marker i. Similarly, a genomic dominance relationship matrix (D G ) was obtained from genotypic information across 5000 simulated markers, based on the following formula described by Vitezica et al. (2013) :
where H is an N (number of individuals) by M (number of markers) matrix of genotypes in which the original genotypic values (g ij ) have been converted to new ones as:
Alternative, another genomic dominance relationship matrix ( D G * ) was also obtained using the method described by Su et al. (2012): 
and σ e 2 refer to narrow-sense heritability, dominance ratio, and additive, dominance, and error variances, respectively, used to assign additive and dominance effects as well as residual errors under each scenario.
where H is an N by M matrix of genotypes in which the original genotypic values (g ij ) have been converted to:
Genetic Analysis
For each of the 20 simulated G2 populations and under each of the 9 alternative genetic scenarios listed in Table 1 , 6 alternative LMMs were fitted using the expected or observed relationship matrices described above. The general structure of the LMM used for analyses is as follows:
where y is the vector of responses (i.e., phenotypic values), 1 is a vector of ones, µ is the population mean of the trait under investigation, Z 1 is the incidence matrix for additive effects, a ~ MVN(0, G 1 ) is the vector of random additive effects, Z 2 is the incidence matrix for dominance effects, d ~ MVN(0, G 2 ) is the vector of random dominance effects, and e ~ MVN(0, σ e 2 I) is the vector of independent and identically distributed residual errors. G 1 is the variance-covariance matrix of additive effects corresponding to either G 1 = σ a 2 A or G 1 = σ a 2 A G , where A and A G are pedigree-based and marker-based additive numerator relationship matrices, respectively, and σ a 2 is the additive variance. G 2 is the variance-covariance matrix of dominance effects calculated as either
where D is pedigree-based dominance relationship matrix, and D G or D G * are the 2 marker-based dominance relationship matrices explained above, and σ d 2 is the dominance variance. Also, I is an N-by-N (number of individuals) identity matrix and σ e 2 is the error variance. The 6 evaluated models are: M1-using only pedigree-based additive relationship matrix (A), M2-using only marker-based additive relationship matrix (A G ), M3-using both pedigree-based additive and dominance relationship matrices (A + D), M4-using marker-based additive and pedigree-based dominance relationship matrices (A G + D), M5 and M5*-using both marker-based additive and dominance relationship matrices (A G + D G and A G + D G * ).
In order to evaluate the influence of sample size on the accuracy of estimated parameters of interest, for each subset and for each of the 9 genetic scenarios, the 6 aforementioned models were fitted under 2 fitting plans. The first one (Plan 1) made use of the whole phenotypic and genotyping data (called full dataset in following sections) available for the entire set of G2 population (3000 individuals). Hence, all available information was used to fit the LMMs and to estimate parameters of interest. For the second case (Plan 2), only half of the offspring per family were considered as training set (called partial dataset in following sections), for which both phenotypic and genotyping information was used to fit LMMs. The other half of the offspring was treated as validating set, where only their genotyping information was assumed available, and genetic predictions for these individuals were obtained based on the previously fitted LMMs which were trained on a partial dataset.
All variance components for the LMMs were estimated using the restricted maximum likelihood (REML) method (Patterson and Thompson 1971) , and were then used for obtaining estimates of the best linear unbiased predictors (BLUP) for additive and dominance random effects. Based on the estimated REML variance components, narrow-sense heritability (h 2 ) and dominance ratio (d 2 ) were estimated as were also obtained and compared, where g = a + d and ˆˆĝ a d = + . All procedures related to simulating populations under investigation, and constructing relationship matrices were performed using applications developed by the authors using MATLAB package (The MathWorks, Inc. 2015) , and fitting of LMMs and obtaining predictions were implemented using stand-alone ASReml v3.0 and ASReml-R package (Butler et al. 2007; Gilmour et al. 2009; R Core Team 2014) .
Data Archiving
In fulfillment of data archiving guidelines (Baker 2013) , the simulated datasets, used for this study, are deposited in Dryad.
Results
Heritability of 0.4: Variance Components Estimates
Plan 1-Analysis of Full Datasets
Under each assumed heritability and dominance scenario (Table 1) , phenotypic and genotypic information from the entire set of 3000 individuals were used to estimate genetic parameters of interest through fitting different LMMs. The results corresponding to variance components estimates, averaged over 20 simulated full datasets under investigation, have been summarized in Table 2 . 
Plan 2-Analysis of Partial Datasets
For partial datasets, half of the offspring in each family were treated as a training set to fit LMMs of interest. Table 3 summarizes the variance components estimates averaged over 20 simulated partial datasets. As is seen in Table 3 , in general results obtained from analyzing partial datasets showed similar trends as were observed in full datasets. 
Other Results
The results presented before (scenarios 1-3) corresponded to a moderate heritability of 0.4, which is often found in many quantitative traits. The results for heritability values of 0.1 and 0.2 are summarized in the supplementary information with their corresponding variance components estimates, and correlations between true and estimated additive, dominance, and genetic values (scenarios 4-9). These results, in general, followed the same trends which were observed when heritability of the trait was assumed to be 0.4 with, as expected, smaller correlations but relatively similar ranking of models (Supplementary File S1 and Supplementary Tables S1-S6) .
Additionally, models A G + D G and A G + D G * that considered the 2 different genomic dominance relationship matrices (D G and D G * ) consistently showed similar performances with negligible differences in terms of estimating additive and dominance variance components, and additive, dominance, or genetic values correlations between true and estimated effects. This similarity occurred across all heritability values, scenarios, and plans under consideration (Tables 2-4 and  Supplementary Tables S1-S6 ).
Discussion
The availability of genome-scale genotyping information has widely influenced the study of genotype-phenotype relationship in complex traits. In addition to genome-wide association studies (GWAS) which aim at detecting more trait-associated variants, genome-wide prediction strategies have shown promising performance in predicting phenotypic responses in various fields of study (Lee et al. 2008) . Especially, predicting additive genetic effects using genomic information has been widely investigated in various species and under different test conditions such as the number and density of markers, sample size, effective size of population, and heritability of traits of interest (Beaulieu et al. 2014) .
In recent years capturing nonadditive genetic effects, using genomic instead of pedigree-based approaches, has been the main objective of a number of studies. For example, Su et al. (2012) reported that 5.6% and 9.5% of the phenotypic variance of average daily gain of Danish Duroc pigs was due to dominance and epistatic variances, respectively. They also noticed that the estimates of h 2 decreased from 0.397 for a pure additive model to 0.357 for a full model containing both additive and nonadditive terms (Su et al. 2012) . In another study, Muñoz et al. (2014) , through genetic analysis of height in a clonal population of Pinus taeda, reported that inclusion of non-additive effects into the linear model provided more precise estimates of variance components. In their study, purely additive and additive + dominance marker-based models resulted in h 2 values of 0.347 and 0.199 for the trait under investigation, respectively. Based on the latter model, they estimated that around 39% of the total genetic variance of the trait under investigation was due to the dominance variance. In their study, when epistatic terms were included, h 2 was further reduced. In addition, they also noticed that equivalent pedigree-based models were not able to completely capture epistatic effects and underestimated the dominance variance by approximately 50% (Muñoz et al. 2014) .
Although empirical studies have emphasized the value of genomic relationship matrices for disentangling additive and nonadditive variance components of complex traits, the extent of the bias or lack of precision of the estimates obtained from pedigree-or marker-based approaches is not obvious since true additive and dominance effects are often unknown. This bias is expected, as heritability values and dominance ratios are often estimated with low precision and large amounts of confounding effects (e.g., due to poor crossing design). Simulations, on the other hand, present a more clear evaluation of the properties of the estimations under diverse scenarios. The results presented in this study helped improve our understanding of the statistical properties of genetic variance components ( σ a 2 and σ d 2 ) estimates and additive, dominance, and genetic values correlations. These results, which were obtained by using simulated dense-marker data with density of around 10 markers/centimorgan to compare prediction accuracies of marker-based and pedigree-based methods over a set of various conditions, highlights the importance of including dominance effects in the genetics analysis of complex traits.
In most of the cases, as expected, additive effects were better estimated than dominance effects. This is a result that is commonly reported, as estimation of dominance effects requires better mating designs and a more balanced data structure. Models A and A G , when true dominance effects existed, resulted in biased estimation of additive variance component, which was more prominent when dominance variances were of larger magnitude. This bias was larger for model A probably due to the lower level of information that A matrix provides compared to A G matrix. However, in cases in which the true dominance effects were zero, model A had better performance compared to model A G . Model A + D, in general, resulted in less biased estimates of the additive variance component, and also dominance variance component when the amount of true d 2 was smaller. However, as d 2 increased, model A G + D estimated dominance variance components more accurately. Model A G + D G provided downwardly biased estimates of dominance variance which was more prominent when true d 2 was larger, possibly as the result of confounding between additive and dominance terms. This confounding occurs as the same molecular information is used for both A G and D G matrices; hence, they are nonorthogonal matrices. In summary, it is recommended that in cases in which the true dominance effects are expected to be negligible fitting model A can be the best option. However, if true dominance variance is expected to be moderate to large, models A + D and A G + D perform better in terms of disentangling additive and dominance effects. This should be performed even if dominance effects are of no interest, as there will be an improvement on the estimation of additive effects.
In terms of correlations between true and estimated additive, dominance, and genetic effects, the models containing genomic relationship matrices (i.e., models A G , A G + D, and A G + D G ), in general, had better performance than the pedigree-based models (i.e., models A and A + D). This was observed across different test conditions such as low or moderate heritability values, different magnitude of dominance variance, and small or large sample sizes. When the true dominance effects were zero, including dominance relationship matrix into models did not change additive and genetic values correlations. However, in cases in which the true dominance effects were nonzero, model A G + D, in general, resulted in higher genetic values correlations across different test conditions. On the validation dataset, we found that the use of model A G + D was still appropriate. Model A G + D G had slightly lower performance compared to model A G + D in terms of estimating dominance values correlations. Again, this might be the result of lack of orthogonality between additive and dominance matrices (A G and D, against A G and D G matrices).
Including the dominance matrices into models did not change additive values correlations when true dominance effects were nonzero. This may raise the question regarding whether dominance effects should be modeled if only additive effects/correlations are of interest? As mentioned above, ignoring dominance effects, when they exist, results in biased estimates of the variance components, h 2 and d 2 values particularly when such effects are large. Consequently, the estimated additive and genetic values, and consequently genetic gains, would most likely be biased as well. Note that since optimal disentangling of additive and nonadditive components requires the existence of ideal conditions, such as random mating, lack of mutation, and lack of selection pressure (Gianola and de los Campos 2008; Hill 2010) , it is always expected to have some degree of confounding of additive effects by nonadditive effects in real datasets. However, the degree of confounding will be lower in the case of models incorporating dominance matrices. Also, having full relationship information over multiple generations may help to decrease the confounding effects. Therefore, despite the fact that this study did not reveal any significant changes in additive values correlation after including dominance matrices, fitting models containing such matrices is always recommended even if dominance effects are of little or no interest.
Also worthy of mention is that, in the case of nonzero true dominance effects, models A and A G had greater values of corr ( ) g, ĝ than corr ( ) a,â , although they did not estimate dominance effects. This might be due to the fact that EBVs are estimated as a function of both additive and dominance effects (i.e., additive effects plus a portion of dominance effects) at loci under consideration (Falconer and Mackay 1996; Vitezica et al. 2013) .
Taken together, it is recommended that if having less biased estimation of additive, and some estimation of dominance, and total genetic effects is needed, the use of a marker-based additive relationship matrix (A G ) along with a pedigree-based dominance matrix (D) provides the best results, regardless of the proportion of dominance variance. If the estimation of total genetic effects (g = a + d) is of main interest, the quality of these predictions will depend on both additive and dominance effects, and poor estimation of dominance effects will have detrimental consequences (see Table 4 , Supplementary Tables S3 and S6 for more details).
As expected, if only half of the data were used as training dataset (i.e., 1500 individuals) the estimated additive and genetic values correlations were, in general, lower than when full datasets (i.e., 3000 individuals) was used (up to 0.021, 0.051, and 0.070 smaller for h 2 = 0.4, h 2 = 0.2, and h 2 = 0.1 respectively, for pedigree-based models (i.e., models A and A + D), and up to 0.041, 0.062, and 0.082 smaller for h 2 = 0.4, h 2 = 0.2, and h 2 = 0.1, respectively, for marker-based models). Dominance values correlations were mostly up to 0.015 smaller when partial datasets were used and the magnitude of decrease in correlations was greater with higher h 2 values. These findings are in line with results from other studies which have emphasized that large family size (e.g., >100 individuals per family) or large training dataset increase the accuracy of predictions (Hayes et al. 2009; Grattapaglia and Resende 2011) . This is in part due to improvement of the estimation of true relationship between individuals (Beaulieu et al. 2014) . Also, once models, fitted over the small training datasets of 1500 individuals, were evaluated over validating datasets all additive, dominance, and genetic values correlations, as expected, were lower in the validating datasets compared to partial datasets. The decrease in prediction accuracies in the validating dataset can be more prominent if subjects in training and validating sets are less genetically related. This might be an important issue when studying natural populations especially if short-range LD is not considerable and marker effects are family specific (Beaulieu et al. 2014) .
The performance of the 2 alternative forms of genomic dominance relationship matrices (D G and D G * ) were also evaluated in the present study. A model containing additive and D G dominance relationship matrices is comparable to a model containing traditional pedigree-based relationship matrices in that it results in EBVs and dominance deviations, which are in line with statistical definition of additive and dominance effects. However, a model containing additive and D G * dominance relationship matrices will result in pure additive and dominance effects, which reflect a more biological definition of such effects (Vitezica et al. 2013) . Vitezica et al. (2013) suggested that when D G * is included in the model, variance components estimates would be biased compared to a model which contains D G . However, in our study, using D G or D G * relationship matrices in any of the evaluated models and conditions provided equivalent results in terms of the magnitude of estimated variance components and predicted correlations. Although the 2 matrices did not result in significant differences; however, tailoring the choice of genomic dominance matrix to the objectives of the studies is recommended because estimated effects from the models incorporating D G or D G * have different interpretations. For example, in cases where estimating EBVs is the main interest, then model A G + D G would have more straightforward interpretation than model A G + D G * . In fact, since the former model results in EBVs and dominance deviations, the resulting variance components will have the same interpretation as the ones estimated by a traditional pedigree-based approach. On the other hand, including D G * instead of D G will result in pure additive and dominance effects which may lead to under-estimation of the additive variance and over-estimation of the dominance variance. The differences in variance components, estimated by the 2 models, become more prominent as the true dominance variance of the trait under consideration gets larger, or the allele frequencies of marker loci becomes more extreme (Vitezica et al. 2013) .
Finally, note that in empirical studies it is difficult to obtain estimation of dominance effects or dominance ratio with reasonable precision, due to limitations on the studies. For this reason, most researches decide to ignore nonadditive effects in their studies. However, the results from the present study indicate that even when dominance is relatively small and of no interest for the analyst, its incorporation into the model can be critical to improve the precision of estimation of genetic parameters of interest such as variance components, h 2 as well as additive and genetic values correlations.
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