We consider the structured stochastic convex program: min E[f (x, ξ)] + E[g(y, ξ)] such that Ax + By = b. To exploit problem structure and allow for developing distributed schemes, we propose a stochastic inexact ADMM (SI-ADMM) framework where subproblems are solved inexactly via stochastic approximation schemes. Based on this framework, we prove the following: (i) under suitable assumptions on the number of samples utilized in each iteration, the proposed SI-ADMM produces a sequence that converges to the unique solution almost surely; (ii) If the number of gradient steps (samples) utilized for solving the subproblems in each iteration increases at a geometric rate, the mean-squared error diminishes to zero at a prescribed geometric rate; (iii) We derive an overall complexity in terms of gradient steps (or equivalently samples) and note that it is consistent with the canonical level of O(1/ ). Preliminary applications of the scheme on LASSO and distributed regression suggest that the scheme performs well compared to its competitors.
I. INTRODUCTION
Over the last decade, structured optimization problems have been addressed via a subclass of Lagrangian schemes, namely the alternating direction method of multipliers (ADMM) [7] , [6] . Such schemes have grown immensely popular, particularly in resolving a host of structured machine learning and image processing problems such as image recovery [1] , robust PCA [11] , low-rank representation [12] (cf. [4] for a comprehensive review.) Typically, ADMM is applied towards structured deterministic convex optimization problems of the form: 
We consider a stochastic generalization leading to a structured stochastic convex program:
where ξ :
and
(Ω, F, P) denotes the probability space. Furthermore, we assume thatf (·, ξ) andg(·, ξ) are convex in (·) for every ξ ∈ Ξ, X = R n , Y = R m .
A popular approach for the solution of (SOpt) arises from employing Monte-Carlo sampling schemes, such as sample-average approximation [20] and stochastic approximation schemes [19] , [14] , [26] , [10] . We also note that the recent work by Pasupathy et al. [17] considers sequential sampling concerns, an issue that assumes relevance in this paper.
Motivation. There has been significant effort in extending the applicability of ADMM to multiblock and nonconvex regimes [24] [8] but far less exists on contending with expectation-valued objectives. Motivated by this glaring lacuna as well as the following benefits: (1) ADMM schemes display strong theoretical properties and computational performance in the resolution of structured constrained optimization problems (see Boyd et al. [4] ); (2) this avenue allows for problem structure to be exploited via distributed computation, this research considers addressing (SOpt) by adapting existing ADMM architecture to stochastic setting.
Stochastic generalizations. Prior work [23] , [15] focused on the following problem:
a problem that arises when minimizing the regularized expected risk metric [22] , [15] , where θ 1 (x) E[θ 1 (x, ξ)] denotes the expected loss function and θ 2 (y) represents the regularizer. Wang and Banerjee [23] suggested an online ADMM (or OADMM), where E ξ [θ 1 (x, ξ)] is substituted by the sampled function θ 1 (x, ξ k ) to compute the x update at the kth iterate. Ouyang et al. [15] proposed an inexact variant of OADMM and showed that the convergence rates in terms of sub-optimality plus infeasibility are O(1/ √ T ) (convex θ 1 (x)) and O(log(T )/T ) (strongly convex θ 1 (x)), respectively, where T denotes the iteration index (cf. [3] for a slightly improved rate). When θ 1 (x) is smooth, a stochastic average ADMM (SA-ADMM) [28] displays a rate of O(1/T ) with low per-iteration complexity.
To reduce storage and maintain low per-iteration complexity, a stochastic variance reduced gradient method is integrated with ADMM [27] while an accelerated variant (ASVRG-ADMM) [13] we show that the sequence of iterates converges almost surely to the unique solution of the problem.
(iii). Geometric rate of convergence: When the number of gradient steps (samples) increases at a geometric rate, the mean-squared error diminishes to zero at a prescribed geometric rate. Moreover, a canonical overall gradient step (sample) complexity is demonstrated. Table I compares our scheme (SI-ADMM) with SADM0 [15] and SADM1 [3] under differing assumptions on f and g for problem (1) . Note that SI-ADMM can accommodate expectation-valued g and provides optimal rate and iteration complexity statements.
Outline. The remainder of the paper is organized into four sections. In Section II, we review the linear rate statement for deterministic ADMM, derive the optimal rate for SA for an unconstrained problem, and formally define the stochastic inexact ADMM scheme. In section III, the asymptotic convergence and rate statements are developed, and preliminary numerics are presented in section IV.
We conclude with a short summary in Section V.
Notation: λ max (M ) and λ min (M ) denote the largest and smallest eigenvalue of matrix M , respectively. Given z ∈ R n , M ∈ S n , z 
II. A STOCHASTIC ADMM SCHEME
In section II-A, we review a convergence statement for a deterministic ADMM scheme. We then derive a rate statement for unconstrained stochastic optimization in Section II-B. In Section II-C, we present a stochastic inexact ADMM (SI-ADMM) scheme that requires resolving unconstrained problems at each step. Finally, we derive error bounds and iteration complexity statements in Section II-D.
A. A Deterministic Generalized ADMM Scheme
A generalized ADMM scheme (Algorithm 1) that can resolve (SOpt) was suggested in [5] . Suppose the augmented Lagrangian function L A (x, y, λ) is defined as
where f (x) E[f (x, ξ)] and g(y) E[g(y, ξ)], both of which are convex due to the assumption of (SOpt). Moreover, we make the following assumptions, all of which are necessary for global linear Algorithm 1 g-ADMM: Generalized ADMM scheme (0) Choose matrices P, Q and let k = 0; Given x 0 , y 0 , λ 0 , ρ > 0, γ > 0;
(1) Let x k+1 , y k+1 , λ k+1 be given by the following:
convergence property of the sequence of iterates produced by Algorithm 1. Of these, the first pertains to the existence of a KKT point to the original optimization problem:
The second assumption imposes convexity and Lipschitzian assumptions about f and g where using the notation ∇ x f or ∇ y g implies that either f or g is differentiable.
Assumption 2. ρ is a positive scalar. Q andP P + ρA T A are symmetric and positive semidefinite matrices. Additionally, one of the following holds:
is strongly convex and ∇ x f (x) is Lipschitz continuous in x on R n . A has full row rank.
Additionally, B has full column rank whenever Q 0.
(b): f (x) and g(y) are strongly convex in x on R n and in y on R m , respectively. Furthermore,
is a Lipschitz continuous function in x on R n and A has full row rank.
Lipschitz continuous in y on R m and B has full column rank.
The functions f (x) and g(y) are strongly convex in x on R n and in y on R m , respectively.
Furthermore, ∇ x f (x) and ∇ y g(y) are Lipschitz continuous in x on R n and in y on R m , respectively.
The third assumption ensures that Algorithm 1 generates a bounded sequence.
Assumption 3. Either one of the following holds: (i):P 0, Q 0; and (ii):P 0, Q = 0, B has full column rank.
Next we review the main result presented in [5] .
Theorem 1 (Theorem 3.1, 3.2 [5] ). Suppose Assumptions 1, 2 and 3 hold. In addition, suppose γ satisfies one of following: (i) P = 0 and (2 − γ)P (γ − 1)ρA T A; and (ii) P = 0 and γ = 1. Then there exists u * , so that u k − u * G → 0 as k → ∞. Furthermore, there exists δ > 0 such that
where
denotes one of KKT points of (SOpt), and
Note that if Q andP are chosen to be positive definite, then • G reduces to a norm, rather than a semi-norm. The choice of δ is examined in the next Corollary:
Corollary 2 (Cor 3.1 [5] ). Suppose Assumption 1, 2, 3 hold. In particular, assumption 2(a) holds.
Furthermore, suppose P = 0, γ = 1, µ f and L f denote the convexity and Lipschitz constant of f and ∇ x f , respectively. Then, (i). If Q = 0, the sequence {u k } of Algorithm 1 satisfies (4) with δ = 2
(ii). If g is strongly convex, and Q 0, then (4) is satisfied with δ = min{δ 0 , 2σ g / Q } where
, and σ g denotes the strong convexity constant of g.
Proof. (i).
See corollary 3.6 [5] .
(ii). From inequality (3.21) [5] :
and inequality (3.23) [5] :
we have that:
We define y exact (•), x exact (•), and λ exact (•) as the update maps in each iteration such that y k+1
Furthermore, the map Γ * is defined as follows: 
is over a general measure space, the ADMM scheme is not practically implementable since the x and y updates require exact solutions of stochastic optimization problems. This motivates an implementable stochastic generalization of this scheme. We conclude this subsection by restating the supermartingale convergence lemma that allows for deriving a.s. convergence of the sequence.
Lemma 1 (Lemma 10, pg. 49 [18] ). Let {ν k } be a sequence of nonnegative random variables, where E[ν 0 ] < ∞, and let {u k } and {µ k } be deterministic scalar sequences such that:
Then ν k → 0 almost surely as k → ∞.
B. SA for unconstrained stochastic convex programs
Before proceeding to the stochastic generalization, we derive a formal rate statement when employing stochastic approximation on unconstrained stochastic convex programs under relatively weaker assumptions on the variance of gradients. Specifically, consider the stochastic program:
(Ω, F, P) denotes the probability space. A stochastic approximation (SA) for solving (uncon-SP) is defined next.
where Π X (u) denotes the projection of u on the set X and γ k > 0 denotes the steplength. Naturally, when X R n , there is no projection required. Suppose the history is captured by F k
We make the following assumptions on F andF .
Assumption 4.
(1.) F (x) is c−strongly convex and diferentiable with L−Lipschitz continuous gradients.
(2.) There exists an oracle that produces a conditionally unbiased sample
satisfies a quadratic growth property, i.e., there exist scalars
Under this assumption, we may derive the following.
Proposition 3. Suppose Assumption 4 holds and x * denotes the unique optimal solution of (uncon-SP).
Suppose {x k } k≥1 denotes the sequence generated by (SA). Then the following hold.
(i).
If r is any positive number, then the following holds for all k ≥ 1:
(ii). If {γ k } is a non-summable but square summable positive sequence, then {x k } → x * a.s. as
Proof. (i). By definition of x k+1 from (SA), we have that
Taking expectations conditioned on F k on both sides, we have that for any r > 0
where ∇F (x * ) = 0 implies the second inequality, the strong convexity of F and the Lipschitz continuity of ∇F , together with the quadratic growth rate of the conditional second moment of w k lead to the third inequality, while for all a, b and r > 0,the fourth inequality follows from
(ii). By Lemma 1, (6) guarantees a.s. convergence of { x k − x * 2 } if {γ k } is non-summable but square summable.
If we take unconditional expectations on both sides of (6) and define e k as e k E[
Next, we derive the rate statement for e k from (8).
Theorem 4. Suppose the steplength is taken as γ k = γ/k, then given γ > 1 2c
, let K
and Q(γ, K) max
Proof. We proceed to prove the result inductively. When k = K, (9) holds trivially. Suppose (9) holds at arbitrary k ≥ K, then by (8),
where the second to last inequality is a result of
Remark: To explicitly bound e K using e 1 , we may derive a bound for all k as follows: Suppose
By a suitable choice of steplength sequence {γ k }, we may guarantee that a k > 0 for all k ≥ 1, allowing for constructing a general inequality for e k+1 given by the following for k ≥ 2.
We may then show that e K ≤ ae 1 + bC, where a
The tuple (a, b) is denoted as (a x , b x ) (or (a y , b y )) when applying this result to the x−update (or y-update) in later sections. We further note that this result holds a.s. if we replace e k withē k
C. SI-ADMM: A stochastic inexact ADMM Scheme
Since x exact and y exact updates in Algorithm 1 necessitate exact solutions impossible to obtain in stochastic regimes, we propose a stochastic inexact extension of the generalized ADMM scheme. In this framework, the sequence of iterates generated by the scheme are random variables and require taking a finite (but) increasing number of (stochastic) gradient steps. To formally define this stochastic ADMM scheme, we denote the history of the process as follows. First,
} where the union is taken with the previous history F k and the samples generated for the y−update. Similarly,
k+1 − 1 and T y k+1 − 1 denote the number of samples generated within the x and y updates to ensure meeting suitable error criterion. The stochastic inexact ADMM scheme (SI-ADMM) is defined in Algorithm 2, wherẽ
y k+1 and x k+1 are inexact solutions to updates (y exact ) and (x exact ) in Algorithm 1, respectively, obtained through standard stochastic approximation schemes. Therefore,
is also inexact. In fact, we may define a map Γ k (u), akin to the map Γ * (u) specified in (5),
where y s−inex k Algorithm 2 SI-ADMM: A stoch. inexact ADMM scheme (0) Choose Q and P , k = 0, choose the sequences {T y k+1 , T x k+1 } k≥0 as number of samples generated for (12) and (13) 
y k+1 := y k,T y k+1
(13)
(2) k := k + 1; If k < K, return to (1); else STOP.
map. Its image depends on both the input (x, y, λ) and samples ξ Remark: Assumption 1, 5 and 6 are sufficient to claim that there exists a unique triple (x * , y * , λ * ) = u * that satisfies the KKT conditions:
Since f and g are strongly convex, (SOpt) has a unique primal optimal solution. Furthermore, since the KKT conditions are necessary and sufficient, they admit a unique solution tuple (x * , y * ). Since We assume the following on ∇ xf (x, ξ x ) and ∇ yg (y, ξ y ).
Assumption 7.
There exist two oracles such that for any x ∈ R n , y ∈ R m , the first generates a sample ∇ xf (x, ξ x ) and the second generates a sample
Supppose γ y and γ x denote the constants in steplength taken in each gradient step during update (12) and (13), respectively. Suppose c y and c x denote the strong convexity constants of L A (x, y, λ) +
x − z 2 P in terms of y (uniformly in x) and x (uniformly in y), respectively, where z ∈ R n can be taken as any vector. Similarly, suppose L y and L x denote the
x, respectively, where z ∈ R n again can be taken as any vector. Note that c y , c x , L y , L x are assumed to be independent of x, y, λ and z. From definitions (10), (11), the following equations hold:
In fact, ∇ xL1 (x, y, λ, ξ x ) + P (x − z 1 ) and ∇ yL2 (x, y, λ, ξ y ) + Q(y − z 2 ) are the stochastic gradients utilized in the inexact updates (13), (12) of Algorithm 2, respectively, where z 1 and z 2 are taken as the iterates x, y of last iteration. Next, we derive bounds for updates (12) and (13) by recalling that both involve solving unconstrained stochastic approximation problems, where
are defined as follows:
Lemma 2. Suppose Assumption 5 and 7 hold. If C
R > 0, then the following holds a.s. for all k ≥ 0 for updates (12) and (13) .
a.s., and a y , b y , a x , b x are discussed in remark after Th. 4.
Proof. Omitted (Direct application of Th. 4 to (12)- (13)).
, then we define the following constants required in the next result.
2 ), and
Lemma 3. Suppose the assumptions of Theorem 1 hold (especially, Assumption 3(i) holds) and Assumptions 5,6,7 hold. Let η ∈ (0, 1) and
Proof. See Appendix for proof.
We now refine this result for the setting where g is deterministic and the y update can be obtained 
≥ K x , the following holds for all k ≥ 0:
R is any positive number that is consistent with the one in definition of M x , M y , C (17), (18) and (19) . Then,
where the third inequality follows from a + b 2 ≤ 2 a 2 + 2 b 2 , and the fourth inequality is a result form the definition of G-norm as well as (4). Furthermore,
where the second inequality is based on (4), the third inequality is due to the property of matrix norm, and the fourth inequality comes from the bound for E[ x k+1 − x * k+1
Remark: This result will be used in later section of numerical experiments.
III. CONVERGENCE AND RATE ANALYSIS
In this section, we examine the convergence of the (random) sequence {u k } generated by (SI-ADMM), both from an asymptotic and a rate standpoint, based on the choice of the sequences 
where Γ k (•) is defined in (15) . Based on the supermartingale convergence lemma (Lemma 1), we obtain a.s. convergence if {T 
< ∞, and
Proof. We utilize (24) from Lemma 3 and Lemma 1 to prove this result. Let R 0,k ≡ R 0 , ∀k ≥ 0, in (24) . We begin by rewriting (24) as follows:
. By assumption, T
for any fixed R 0 . Since (27) holds for any R 0 , fix R 0 > 0 such that
the shifted recursion can be stated:
Lemma 1, the proof is completed. In fact,
(obtained by taking expectations on both sides of (27)
Next, we consider the case when T y k+1 and T x k+1 increase geometrically and prove that the order of the overall iteration (in terms of gradient steps) is comparable to that obtained in the canonical regime. Note that this iteration complexity is exactly the same as the overall complexity in terms of sampled gradients. Then the following statements hold:
. Then the overall iteration (sample) complexity is O(1/ ).
Proof. (i). Let
R 0,k ≡ R 0 , ∀k ≥ 0 in Lemma 3(ii), where R 0 is chosen such that a 1+1/R 0 1+δ < 1.
Then from Lemma 3(ii), we have that
. Then by taking expectations on both sides of the above supermartingale inequality, and by iterative substitution, we have:
∀k ≥ 2. The coefficient for r 0 can be reformulated as:
where α
, the first inequality follows from the fact that geometric mean is less than arithmetic mean, while the last inequality holds because of the following sequence of inequalities
then the second term in (28) can be bounded as follows:
. Let τ max{a, η}, and q ∈ (τ, 1). Then as a result, (28) becomes:
We know that kτ k ≤ D(q)q k [2] , implying that r k converges to 0 geometrically.
(ii). Choose R 0 such that a < η, and let η = La, where L > 1. Through (29), we have that ∀k ≥ 2:
In Algorithm SI-ADMM, suppose the mean-squared error r k ≤ for ∀k ≥ K. Through inequality (30), an upper boundK for this K can be obtained:
Since the overall iteration (sample) complexity N ( ) is a summation of iteration (sample) complexity in each major iteration, we have the following sequence of inequalities:
Remark: Note that this matches standard SA, where to solve a stochastic optimization to -accuracy
IV. NUMERICAL EXPERIMENTS
In this section, we compare SI-ADMM with other algorithms on two test problems: (i) LASSO with expectation-valued loss; and (ii) Distributed regression.
A. LASSO.
Consider the following problem:
where x ∈ R n , (l, s) : Ξ → R n × R, and (Ξ, F, P) denotes the probability space. In subsequent discussions, we denote l(ξ), s(ξ) as l, s for simplicity. Then (LASSO) can be reformulated as an (SOpt) with one part of objective being stochastic and the other deterministic:
We compare the behavior of SI-ADMM with stochastic ADMM [15] . In particular, we rely on 
. Therefore, the optimal solution x * and the optimal objective F * can be obtained by deterministic algorithms. Weutilize the proximal gradient algorithm [16] where the
and is given by L = 2λ max (Σ).
We terminate the scheme when x k − x k−1 < 1e−15.
Implementation of SADM0 [15]:
The stochastic ADMM (referred to as SADM0) utilizes the following steps:
where (l k , s k ) denote the samples generated at iteration k + 1, η k = 1e3 × √ k, x 0 = 0, y 0 = 0, λ 0 = 0, and the soft-thresholding operator S α (·) is defined as:
Implementation of SI-ADMM: The simplified version contains following updates in each iteration:
(Inexact x-update)
whereL 1 is defined in (10) . Values for parameters are taken or computed as follows, based on Lemma 2, Corollary 2 and property of augmented Lagrangian function L A (x, y, λ):
. We derive v
Therefore, v 
The following lemma shows we may compute E[(ll T − Σ) 2 ] in closed form where the eig function in Matlab is employed to compute its eigenvalues.
Proof. The proof involves basic calculations and utilization of Isserlis Theorem [9] to calculate 4th-order moments. Details are omitted.
Implementation of SADM1 [3]:
In recent work, Azadi and Sra [3] prove a (faster) rate of convergence of O(1/T ) in terms of sub-optimality and infeasibility for the stochastic ADMM scheme applied on strongly convex risk functions by utilizing an alternate form of averaging (referred to as SADM1). In applying SADM1 to (31), the following steps are taken in iteration k + 1.
(x -average)
(A1.) Insights from comparing with SADM0: We compare stochastic ADMM and SI-ADMM in Table II , where each scheme uses the same samples by fixing the seed in the random number generator and x * 1 , x * 2 denote the solutions given by SI-ADMM and SADM0, respectively. As seen from Table II , for the same sample size and dimension, the performances of SI-ADMM and SADM0 vary given different values of ρ. When ρ is small, SI-ADMM may outperform SADM0 given enough data (highlighted in blue). Meanwhile, SI-ADMM generally requires less time than SADM0 for the same number of samples. After all, SADM0 needs to compute an x-update, a y-update and a λ-update every time when it draws one sample for gradient evaluation, while SI-ADMM just needs to do a gradient step. ρ Sample Time1(s) Time2(s) experimental settings, we add an averaging step to SADM0, defined as follows in the (k+1)th iteration:
, where µ = 2λ min (Σ) denotes the strong convexity constant. During the implementation of SADM1, we take x 0 = 0, y 0 = 0, and λ 0 = 0 as initial values for iterates. We generate 10 replications for each algorithm starting from the same initial point to calculate the empirical error of iterate. Specifically, we calculate empirical mean error of iterate as follows: for SI-ADMM at iteration k, suppose the 10 realizations of iterate x k are x k,1 , . . . , x k,10 . Then we use
. Likewise, we estimate empirical mean error of iterate atx k for SADM0 and SADM1. The upper plot in Figure 1 displays the trajectories of empirical mean error of iterate when n = 10, ρ = 10, while the lower plot in Figure 1 is generated when ρ is raised to 50. The x-axis denotes the number of samples (l k , s k ) drawn from the pre-specified distributions. The theoretical upper bound of E[ x k − x * 2 ] of SI-ADMM is calculated based on Corollary 5. In particular, we take expectation on both sides of (25) , replace T x k+1 with T /η k , and obtain the following inequality:
where C 
σ ii + 1) according to (34), and
based on Remark of Theorem 4. Last, we set R = 1. The values of the other parameters are already specified during the implementation of SI-ADMM. Noting that
is calculated through dividing the righthand side of (35) by ρ.
] is approximated by sample average calculated by the algorithm and
From Figure 1 , we may draw similar conclusions with those drawn from Table II . When ρ is smaller, the performance of SI-ADMM is generally better. As seen from Figure 1 (Left), at the outset, SI-ADMM converges faster than the other two and is comparable to SADM1 when the sample size is large. Fig. 1 . SIADM vs. SADM0 vs. SADM1. ρ = 10, n = 10 (Left) and ρ = 50, n = 10 (Right). SIADM represents SI-ADMM.
B. Distributed Regression
Next, we aim to solve (SOpt) in a distributed fashion While one agent may obtain noise-corrupted sampled gradients off , the other has access to noise-corrupted sampled gradients ofg.
Problem description: Consider (SOpt). Specifically, the experiment is designed as follows:
. Denote Σ = (σ ij ) ij , and A = (a ij ) ij . Let
, 50], i = 1, . . . , n then β 2 is defined as follows:
Then let β 1 = A −1 β 2 . The optimal solution z * (x * ; y * ) = (β 1 ; β 2 ) and objective function value F * equals to 2σ 2 s since f and g are given by f (x) = (x − β 1 )
s and (β 1 ; β 2 ) satisfies the constraint Ax − y = 0. These closed-form expressions may be derived similar to that in Section IV-A. This experiment fits well in the setting where two agents want to estimate the true value β 1 and β 2 , respectively, given appropriate sample inputs and outputs. Furthermore, they know β 1 and β 2 are related through β 2 = Aβ 1 , and this relation can be enforced through the constraint: Ax−y = 0. Moreover, they prefer not to share the data by computing the loss function locally. On this problem, we compare SI-ADMM with a distributed stochastic approximation (DSA) algorithm.
Implementation of SI-ADMM: SI-ADMM contains the following updates in iteration k + 1:
(Inexact y-update)
whereL 1 andL 2 are defined in (10) and (11) . Values for parameters are taken or computed as follows, based on Corollary 2, Lemma 2, and property of augmented Lagrangian L A (x, y, λ):
We run the outer loop for K = 100 iterations and set ρ = 20. We derive v 
Theoretical bounds: The theoretical bounds for E[ u k+1 −u * 2 G ] are developed based on Lemma 3(ii), where we have:
In order to calculate the letter C constants, values of a few additional parameters including a x , b x , a y , 
Meanwhile, v
. These formulas are derived in the same fashion as in Section IV-A. Computation of E[(l 1 l
can be referred to Lemma 5. For all computations that involve R, set R = 1.
] is estimated by sample average obtained through running the algorithm 10 times. At last, we set
T, η is the same in SI-ADMM implementation.
Implementation of DSA:
The distributed SA is a simple modification of standard SA where the gradient step for either x or y can be computed locally, and we employ a projection onto a compact ball containing the solution to improve performance. In particular, it contains the following steps in
where (l k,x , s k,x ) and (l k,y , s k,y ) are samples of (l 1 , s 1 ) and (l 2 , s 2 ) taken at iteration k, respectively.
Note that x-update and y-update can be computed by each agent and the projections could be finished via a center or by each agent if they exchangex k+1 ,ỹ k+1 . During the implementation, we take µ = σ = 2λ min (Σ) as the strongly convex constants, x 0 = 0, y 0 = 0 as initial points. The final step requires projection onto a compact ball Z {z :
to the performance of the distributed SA. In fact, it reflects how confident one is about the location of (x * ; y * ).
Comparison between SI-ADMM and DSA: Trajectories of error of iterates with respect to sample batch number are shown in the following figures. Note that a batch of samples contains two pairs of data points: (l k,x , s k,x ), (l k,y , s k,y ). During the implementation, 10 trajectories are generated for each algorithm, and we approximate the expectation E[ x k − x * 2 + y k − y * 2 ] by sample average. Figure 2 compares the performance of DSA against SI-ADMM. ρ = 20 and Γ is chosen as 50, 5000, and 500000. z k = (x k ; y k ), z * = (x * ; y * ). Performance of DSA improves when Γ decreases, implying estimation of (x * ; y * ) becomes more accurate before running the algorithm (impossible in practice).
Specifically, SI-ADMM (ρ = 20) is worse than DSA when Γ = 50, and better when Γ ≥ 5000. The
for SI-ADMM is also shown in Figure 2 . Meanwhile, Table III displays more information of the comparison. We can see that SI-ADMM takes less time and generates better solutions given the same sample size when Γ is relatively large. Moreover, if there is no projection onto the compact ball Z, DSA produces poor results.
V. CONCLUDING REMARKS
ADMM schemes have proved to be remarkably useful in solving a broad collection of structured optimization problems. Yet, much remains to be understood about how such schemes can be extended The algorithms are terminate when prescribed number of sample batches are drawn;z is the updated pair (x,ȳ). F (z) = f (x) + g(ȳ).
Expectation is approximated by sample average (10 runs). Time is for a single run; SIADM-20: SI-ADMM with ρ = 20; DSA-Γ:
DSA with parameter Γ; DSA-PF: DSA without projection on a compact set.
to stochastic regimes. Motivated by the gaps in schemes for contending with general structured stochastic convex problems, we develop an implementable stochastic inexact ADMM (SI-ADMM) scheme based on solving the subproblems (inexactly) by stochastic approximation. We provide almost sure convergence statements and rate guarantees for the iterates generated by this scheme under suitable assumptions on the inexactness sequence. Furthermore, the overall iteration complexity is shown to be consistent with the canonical result for stochastic approximation. Preliminary numerical studies are conducted and suggest that SI-ADMM compares well to its competitors. We believe this is an important first step in contending with problems complicated by nonconvexity, uncertainty, and nonsmoothness in structured regimes.
VI. APPENDIX
Proof of Lemma 3.
Proof. (i.) To derive inequality (24), we need to derive bounds on the following terms: E[ y k+1 − y * k+1 .
(ii). Substitute T y k+1 and T x k+1 with T /η k in (24) , and the result follows.
