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The dipper eﬀect for contrast discrimination provides strong evidence that the underlying neural response is accelerating at low
contrasts and saturating at high contrasts. The contrast–response functions of V1 neurons do have this sigmoidal shape, but indi-
vidual neurons do not generally have a dynamic range wide enough to account for the dipper eﬀect. This paper presents a Bayesian
model of neurons in monkey V1, whose contrast–response function is described by a modiﬁed Naka–Rushton with multiplicative
noise. It is shown that a model of groups of twelve or more neurons gives a reasonable explanation of the psychophysical data of two
observers, but there is a large systematic error which is apparently due to the shape of the distribution of the monkeys sensitivity
parameter, c50. A further model provides a better ﬁt to the data by sacriﬁcing strict adherence to V1 neuronal parameters and,
instead using an arbitrary bimodal c50 distribution, perhaps reﬂecting diﬀerences between M- and P-cells.
 2005 Elsevier Ltd. All rights reserved.
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The so-called ‘‘dipper function’’ is the well-docu-
mented result for psychophysical contrast discrimina-
tion: the threshold for detecting a contrast increment
on a low-contrast pedestal (or mask) drops below the
absolute detection threshold (facilitation eﬀect), while
high-contrast pedestals cause threshold elevation (mask-
ing eﬀect); the graph of threshold increment contrast
versus mask contrast is dipper shaped on double loga-
rithmic axes (Bradley & Ohzawa, 1986; Campbell &
Kulikowski, 1966; Foley, 1994; Itti, Koch, & Braun,
2000; Legge & Foley, 1980; Nachmias & Sansbury,
1974; Tolhurst & Barﬁeld, 1978). The facilitatory dip
at very low masking contrasts is said to be due to a pos-
itively accelerating, ‘‘non-linear contrast transducer0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2005.06.022
* Corresponding author. Tel.: +44 1223 333 889; fax: +44 1223 333
840.
E-mail address: djt12@cam.ac.uk (D.J. Tolhurst).function’’ (Nachmias & Sansbury, 1974), roughly equiv-
alent to ‘‘subthreshold summation’’ (Campbell &
Kulikowski, 1966; Tolhurst & Barﬁeld, 1978). The We-
ber–Fechner like masking at higher masking contrasts
has generally been attributed to a compressive nonlinear-
ity at high contrasts (Gorea & Sagi, 2001; Legge & Foley,
1980; Nachmias & Kocher, 1970). This is illustrated
schematically in Fig. 1, which shows the contrast–re-
sponse function of the transducer of Legge and Foley
(1980). While the transducer is accelerating at low con-
trasts, little diﬀerence in input contrast (DC) is required
to give a criterion diﬀerence in response (DR), i.e., the
discrimination threshold is minimal. As the curve decel-
erates at high contrasts, DC increases for a ﬁxed DR,
leading to higher thresholds. Note that the low-contrast
acceleration of the sigmoidal function is almost equiva-
lent to a hard threshold in an otherwise-linear function.
fMRI studies have suggested that human contrast
discrimination and the dipper function are compatible
with the way in which the amplitude of the BOLD signal
Fig. 1. The proposed non-linear transducer function (Legge & Foley,
1980). Response (arbitrary units) is plotted against contrast. Horizon-
tal dotted lines mark oﬀ sections of ﬁxed DR (hypothesised criterion
for discrimination response) and the corresponding vertical dotted
lines show how DC (contrast for threshold discrimination) varies with
contrast level: DC ﬁrst decreases as contrast increases from zero, then
shows a large increase at high contrasts. This gives a dipping contrast
discrimination curve. Note that the transducer has a wide dynamic
range, since contrast is plotted on a linear axis.
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mary visual cortex, V1 (Boynton, Demb, Glover, & Hee-
ger, 1999; Heeger, Huk, Geisler, & Albrecht, 2000; Ress
& Heeger, 2003). It is indeed true that the contrast–re-
sponse functions of individual V1 neurons are sigmoi-
dal, with positive acceleration at low contrasts and
compression or saturation at high contrasts (Albrecht
& Hamilton, 1982; Tolhurst, Movshon, & Thompson,
1981; Tolhurst, Movshon, & Dean, 1983). However, Itti
et al. (2000) point out that the response variance or
‘‘noise’’ of V1 neurons increases with increasing contrast
(Dean, 1981; Tolhurst et al., 1981, 1983; Vogels, Spi-
leers, & Orban, 1989; Wiener, Oram, Liu, & Richmond,
2001), a phenomenon shown psychophysically by Kon-
tsevich, Chen, and Tyler (2002). Increased noise at high
contrast must increase the discrimination threshold,
even if the transducer function were linear. Thus, a
neurophysiological explanation of the dipper should
not rely solely on considering how response amplitude
depends upon contrast.
Furthermore, although individual V1 neurons do
have sigmoidal response functions, these are not of the
correct form to explain contrast discrimination over
the wide range of visible contrasts, since any one neuron
generally has limited dynamic range (Albrecht & Ham-
ilton, 1982; Tolhurst et al., 1981, 1983). However, diﬀer-
ent neurons have their dynamic ranges in diﬀerent parts
of the visible contrast range. Heeger et al. (2000) noted
that the fMRI BOLD signal was similar to the summed
responses of many V1 neurons, covering diﬀerent partsof the overall range. Thus, a neurophysiological model
of human contrast discrimination must account for
three features of neuronal responses: (i) each neuron
has a sigmoidal response function, (ii) the dynamic
range of most neurons is narrow and the overall contrast
range is covered by a population of neurons with diﬀer-
ent dynamic ranges, (iii) response variance increases
with increasing mean response.
In this paper, we develop a model of V1 encoding
that encompasses these features (Chirimuuta, Clatwor-
thy, & Tolhurst, 2003; Clatworthy, Chirimuuta, Laurit-
zen, & Tolhurst, 2003). It seems natural to employ a
Bayesian approach, since this formalism allows one to
optimally infer the value of a stimulus property when
the link between stimulus and response is confounded
by noise (Geisler & Albrecht, 1995, 1997), and it easily
accommodates the need to model a population of neu-
rons which have multiplicative noise. This is not to im-
ply that the brain actually performs the Bayesian
calculations; other decision rules are possible. The use-
fulness of the Bayesian framework is that it allows one
to calculate what an ideal system might know, given
the noisy information incoming from the sensory
periphery (e.g., Rao, Olshausen, & Lewicki, 2002).
To simulate the contrast discrimination experiment,
the model proceeds by ﬁrst estimating the contrasts of
the two stimulus intervals, then choosing the interval
with the larger identiﬁed contrast. According to Bayes
theorem (Eq. (1)), accurate contrast identiﬁcation can
be achieved if one infers that the contrast presented is
the one for which the probability of contrast given re-
sponse (the posterior probability, P(cjr)) is maximum,
where,
P ðcjrÞ ¼ P ðrjcÞ  P ðcÞ
PðrÞ ð1Þ
P(rjc), the probability of response given contrast, is
known as the likelihood distribution. P(c) is known as
the prior distribution and P(r) is a normalising term.
Here, we model psychophysical contrast discrimina-
tion experiments (the ‘‘dipper’’). The accompanying pa-
per (Chirimuuta & Tolhurst, 2005) applies the same
modelling to psychophysical contrast identiﬁcation.
Some of this work has been reported brieﬂy (Chirimuu-
ta, Clatworthy, & Tolhurst, 2002).2. Methods
2.1. Psychophysical methods
2.1.1. Apparatus and stimuli
Grey-level stimuli were presented on a SONY 19 in.
colour monitor driven by a VSG 2/4 graphics card
(Cambridge Research Systems). Observers sat in a dimly
lit room at a distance of 2.28 m from the screen, which
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was binocular, with free ﬁxation. The screen had a
space-averaged mean luminance of 44 cd m2, bright en-
ough to be in the photopic range.
The stimuli were vertical, 2.67 c deg1 sinusoidal
gratings and Gabor patches. These were all calculated
as 256 · 256 pixels (where pixel size was 1.44 minutes
of arc), represented to 256 grey levels, giving a maximal
image size of 24 cm · 24 cm (6 deg · 6 deg at the viewing
distance). The VSG 2/4 had ‘‘pseudo-15-bit’’ control of
pixel luminance (Pelli & Zhang, 1991); this allowed cor-
rection of ﬁrst-order luminance nonlinearities in the dis-
play while still allowing even the lowest contrast stimuli
to be displayed with 256 grey levels. Each stimulus con-
trast was achieved by mapping the pixel value (8 bits)
into a look-up table that had 256 values chosen from
a palette of 215. The gratings had a Gaussian-weighted
edge so that a there was no sharp border which might
cue discrimination; this resulted in reduction in the size
of the visible image by approximately the width of two
cycles of the sinusoid (where the full-sized grating con-
tains 16 cycles of the sinusoid). The Gabor patches
had a spread of 16 pixels (0.38 deg), and the Gaussian
envelope was calculated as
weightðx; yÞ ¼ exp  ðx
2 þ y2Þ
2 spread2
 
. ð2Þ
Michelson contrast of a grating is deﬁned
conventionally:
c ¼ Lmax  Lmin
Lmax þ Lmin ; ð3Þ
where Lmax and Lmin are the brightest and darkest pixels
in a sinusoidal grating. It is convenient to refer to con-
trast as ‘‘dB attenuation from the maximum contrast
of 1.0’’:
dB ¼ 20 log10ðcÞ. ð4Þ
The task in these experiments was to discriminate a
mask stimulus from a composite mask-and-test stimulus,
i.e., to detect the test in the presence of a mask stimulus.
In these experiments, the only cue which diﬀerentiates
the stimuli is their contrast (the mask-plus-test compos-
ite will have a higher contrast than the mask). Two stim-
ulus combinations were used: both mask and test were
Gabor patches or both were full-sized gratings.
The mask and test stimuli were presented on alternate
frames of the display and, since the display had a frame
rate of 120 Hz, the alternation of mask and test led to
perceptual fusion at an eﬀective frame rate of 60 Hz
for each. The advantage of using alternate frames was
that the mask and test stimuli would have separate
look-up tables, giving both stimuli the maximum grey-
level resolution. A low-contrast test stimulus could still
be speciﬁed to 8 bits of high precision, even in the pres-
ence of a high-contrast mask. When the mask stimuluswas presented alone without an added test stimulus, it
was alternated with a blank screen at mean luminance.
This frame alternation resulted in a halving of the eﬀec-
tive contrast of the stimuli, so that the actual contrasts
presented were half of the values reported in the text
and ﬁgures.
2.1.2. Observers
Observers were GT and MC, both females in their
mid-twenties with normal or corrected to normal vision.
GT was naı¨ve to the purpose of the experiments,
whereas MC is one of the authors.
2.1.3. Protocol
The discrimination experiments used a modiﬁed two
alternative forced choice (2AFC) procedure. Stimuli were
presented sequentially in groups of three presentations
(a trial), with a stimulus presentation time of 100 ms
and an inter-stimulus interval of 120 ms, where stimulus
onset and oﬀset had a square-wave temporal envelope.
The observer knew that the second stimulus of the trial
was always the mask stimulus alone. The mask–test
composite could be either the ﬁrst or the third stimulus
presented in the trial. The remaining interval would
present the mask alone. The observer had to decide
which interval (1 or 3) diﬀered from the reference (inter-
val 2) and make an appropriate response on the comput-
er keyboard, receiving aural feedback. This three
interval procedure was developed for use in other exper-
iments, not reported here, in which mask and test have
diﬀerent spatial waveforms and the observer may con-
fuse the appearance of the mask and mask–test compos-
ite (e.g., Tolhurst & Barﬁeld, 1978). This is not a
problem in the basic contrast discrimination experiment
presented here, but the use of three intervals was re-
tained, since it makes no diﬀerence to the psychophysi-
cal measurement.
The response to each trial was logged directly on the
PC. An experimental session would measure thresholds
for eight diﬀerent values of mask contrast, spanning the
range from 0% to 100% in 10 dB steps, using eight inter-
leaved staircases. All the stimuli in an experimental ses-
sion would have the same geometry (e.g., all might be
Gabor tests on Gabor masks). Trials for the diﬀerent
mask contrasts were presented at random until each
had been presented ﬁve times. Then, the contrast of
the test stimulus was adjusted for each of the eight stair-
cases for the next block of ﬁve trials. If the observer cor-
rectly chose the interval containing the test ﬁve times out
of ﬁve, the test contrast was reduced for the next trials
by 1–3 dB (where step-size decreased as the experiment
proceeded). If the observer responded correctly four
times out of ﬁve, the test contrast was considered to
be at threshold and left unaltered; otherwise the contrast
was increased by 1–3 dB. A complete experiment con-
sisted of 20 blocks (100 trials) for each mask contrast.
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from the extreme values of 0% and 100% contrast, the
masking contrasts were diﬀerent, being interleaved be-
tween the initial 10 dB steps.
At the end of the experiment, for each masking
condition, the test contrast versus percentage correct
data (i.e., the psychometric functions) were ﬁtted
by an error function (i.e., a curve of the form
erf((contrast_dB  threshold_dB)/slope), constrained
to asymptotes of 50% and 98% correct), using a maxi-
mum likelihood algorithm. The slope and position
(threshold parameter) of the function were adjusted
to give best ﬁt to the experimental data. The discrimina-
tion threshold was taken by interpolation as the 74%
correct point of the ﬁtted function. Results presented
are the means of the threshold, estimated over 100 or
200 trials, of both of the observers averaged together.
2.2. Modelling methods
Our Bayesian model of contrast coding by popula-
tions of V1 neurons has been described in detail before
(Chirimuuta et al., 2003; Clatworthy et al., 2003). It
has three stages:
1. Simulating noisy neuronal responses. This stage uses
the Naka–Rushton equation, with multiplicative
Poisson noise (but variance twice the mean), to simu-
late each V1 neurons contrast–response function.
Parameters of the Naka–Rushton curves take values
measured electrophysiologically in macaque V1.
2. Building the contingency table. By simulating the
noisy contrast–responses for a large number of trials,
one can estimate the distribution P(cjr), the probabil-
ity of any particular contrast having been presented,
given the particular response of a neuron or a group
of neurons.
3. Simulating the discrimination experiment. For a large
number of trials, the model uses this contingency
table to estimate, from the noisy neuronal responses
on each trial, the contrast presented in each of a pair
of stimulus intervals. The model adjusts the diﬀerence
between the pair of contrasts until it correctly identi-
ﬁes the higher contrast interval on 75% of the trials.
2.2.1. Simulating noisy neuronal responses
The Naka–Rushton (Eq. (5), Naka & Rushton, 1966)
has been used to ﬁt the contrast–response data of neu-
rons in cat and monkey V1 (Albrecht & Hamilton,
1982; Gardner, Anzai, Ohzawa, & Freeman, 1999; Li,
Peterson, & Freeman, 2003; Sclar, Maunsell, & Lennie,
1990; Tolhurst & Heeger, 1997).
R ¼ Rmax c
q
cq50 þ cq
; ð5Þwhere R is mean neuronal response in spikes per stimu-
lus trial, averaged across many trials. Rmax is the maxi-
mum mean response. c is stimulus contrast (as deﬁned
by Eq. (2) above). q is an exponent which determines
the steepness of the curve and it takes values around 2
on average for real V1 neurons (Albrecht & Hamilton,
1982; Sclar et al., 1990). c50 is the semi-saturation con-
trast (the contrast at which the neuron attains half its
maximum spike rate) and this determines the position
of the response curve along the x-axis (the contrast axis).
The Naka–Rushton function is elegant, but we shall
show that it can give rise to predictions that may not al-
ways be credible, because response (or the probability of
a response) never reaches zero until the contrast is zero.
In some models, therefore, we have introduced a ‘‘hard
threshold’’ (compare Barlow, Kaushal, Hawken, &
Parker, 1987): response was set to zero if R turned out
to be less than 1–2% of Rmax, while, at high contrasts,
R was not allowed to rise above 96–99% of Rmax. The
hard threshold was implemented by subtracting 1–2%
from each calculated R value, and then setting all nega-
tive values to zero. These abrupt high- and low-contrast
cut-oﬀs produced a function with very nearly the same
shape as the standard Naka–Rushton, but without the
smooth S curves at the top and bottom. Simulations were
run with and without the hard threshold. Tolhurst and
Heeger (1997) showed that it may be almost impossible
to determine from the V1 data if the neurons have a hard
threshold, since the Naka–Rushton function is an excel-
lent ﬁt to the empirical contrast–response curves, even
at very low response levels,whether or not they really have
the hard threshold. Therefore, ourmodel oﬀers ameans of
testing the adequacy of the standard Naka–Rushton: if
the psychophysical data are better ﬁt by the model which
uses the non-standard Naka–Rushton (i.e., with a hard
threshold), there is a reason to believe that the standard
equation may be empirically inadequate.
Equation (5) gives a deterministic relationship be-
tween contrast and mean response, R, for a model neu-
ron. However, the responses of V1 neurons are subject
to considerable variability or ‘‘noise’’. It has been found
that the variance of response increases with increasing
mean response level; i.e., the noise is multiplicative
(Dean, 1981; Geisler & Albrecht, 1997; Itti et al., 2000;
Tolhurst et al., 1981, 1983; Vogels et al., 1989; Wiener
et al., 2001). The response distribution is similar to a
Poisson distribution, except that variance is roughly
twice the mean response, within the range found by
Vogels et al. (1989) and Geisler and Albrecht (1997) in
the monkey visual cortex. In the Poisson distribution
(Eq. (6)), variance is equal to the mean:
P ðxÞ ¼ e
l  lx
x!
; ð6Þ
where x is an integer and l is the mean response for the
contrast in question, calculated according to Eq. (5).
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son random process (Eq. (7)) which uses the ﬁrst noisy
response, x, as its mean. This gives the probability
P(rjc) of the ﬁnal response, r, of the neuron on one trial,
given a particular contrast, c:
P ðrjcÞ ¼
X
x
P ðxÞ e
xxr
r!
 
ð7Þ
r is an integer, an integral number of ‘‘spikes’’ per stim-
ulus presentation. Fig. 2 is an example of a model con-
trast–response function, showing the mean response and
square root of response variance. The curve is sigmoidal
and relatively steep since the exponent, q, is at two. c50 is
0.1, the most usual value in monkey V1 as shown in
Fig. 2B, the distribution of values recorded from maca-
que monkey V1 by Ringach (personal communication;
see Ringach, Hawken, & Shapley, 1997 for methods).Fig. 2. (A) Typical contrast–response functions of the model. Model
neuron has an Rmax of 10, q of 2 and c50 of 0.1; there was no response
threshold. Continuous line is the mean of Naka–Rushton equation;
error bars show the square root of the response variance. (B) Histogram
of c50 values of 219 neurons in macaque V1 (D.L. Ringach, personal
communication).2.2.2. Building the contingency table
To model contrast discrimination, it is necessary to
know P(cjr), the probability that a given contrast, c,
has been presented given the responses, r, of a set of n
neurons. The contingency table between contrast and re-
sponse is built up by repeatedly simulating noisy neuro-
nal responses, and is the a posteriori probability
distribution of an ensemble of neurons that allows the
model to estimate the value of a stimulus contrast from
a noisy neuronal response. P(rjc) is calculated from
Eqs. (5)–(7) for each of a neurons possible instanta-
neous responses (taken to be from zero to four times
Rmax), for each of 311 contrasts from 0.001 to 1.26 in
equal logarithmic steps of 0.01 log units (i.e., extending
slightly past the physical contrast range for a pure
sinusoid, though contrast >1 can exist e.g., as the funda-
mental of a square wave). The likelihood distribution
can be summed across contrasts to give P(r), which is
the divisor of the Bayes equation (Eq. (1)):
P ðrÞ ¼
X
c
P ðrjcÞ. ð8Þ
Bayesian statistics provide a framework for making
inferences from noisy signals. If the relationship between
contrast and response is non-deterministic, a good strat-
egy for inferring the contrast of the stimulus that elicited
a response is to infer that the contrast presented was that
contrast for which the probability of its occurrence,
given the response, was maximum. This is the maximum
a posteriori rule: the probability of a contrast having
occurred, given a particular response, P(cjr) is calculated
from P(rjc) and P(r) according to Bayes theorem
(Eq. (1) in Section 1; see e.g., Mamassian, Landy, &
Maloney, 2002 and Lee & Mumford, 2003; for use of
this rule in other vision models). Since the simulations
involve a set of model neurons, each with slightly
diﬀerent contrast–response function, their individual
contingency tables must be combined so that one knows
the overall maximum a posteriori, P(cjr), where r is the
set of responses of the diﬀerent neurons. The individual
likelihood distributions for the diﬀerent model neurons
are multiplied together, and divided by the joint P(r)
normalising term:
P ðcjrÞ ¼
Q
nPðrijcÞ
PðrÞ ¼
Q
nP ðrijcÞQ
nP ðriÞ
; ð9Þ
where ri is the set of n individual responses, and P(rijc) is
the likelihood distribution of the ith neuron. This
equation does not have an explicit prior term; instead,
P(c) is taken to be a ﬂat distribution which makes the
prior term irrelevant, so that the posterior distribution
is equivalent to the likelihood distribution. Chirimuuta
et al. (2003) found that a prior derived from the frequen-
cy of occurrence of diﬀerent contrasts in natural scenes
made little diﬀerence to their measure of information
transmission in this model.
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be simply to sum the action potentials of individual
model neurons on each trial and not estimate individ-
ual likelihood distributions (Boynton et al., 1999;
Heeger et al., 2000; Shadlen, Britten, Newsome, &
Movshon, 1996). Such a rule ignores information
conveyed by the diﬀerential ﬁring rates of the neurons.
The eﬀects of the diﬀerent types of pooling rules are
discussed by Clatworthy et al. (2003) in the context
of a Bayesian model of contrast identiﬁcation. Preli-
minary simulations of the discrimination experiment
showed that this alternative pooling rule made no qual-
itative diﬀerence to the model predictions, its use being
equivalent to a decrease in neuronal ﬁring rate, and so
was not investigated further.
2.2.3. Simulating the contrast discrimination experiment
To simulate a discrimination experiment, one must
ﬁrst choose the number (n) and the parameters of the
model neurons that will perform the task. In some sim-
ulations, only one model neuron was used, and the ef-
fects of changing its parameters (Rmax, c50, q and hard
threshold) were investigated.
In other simulations, a set of neurons was used, the
choice of parameters giving three diﬀerent types of
model for ﬁtting the psychophysical data. Two of these
models included data from a set of Naka–Rushton ﬁts
of 219 V1 neurons provided by Ringach (personal
communication). The data collection Methodology is
given by Ringach et al. (1997). In the ﬁrst model, the
model neurons each have diﬀerent c50 values randomly
selected from the distribution of monkey c50s (see
Fig. 2B) to give a representative sample of these data.
Rmax varies in order to ﬁt the data but stays the same
for all neurons in the set, while q is ﬁxed at 2 for all
model neurons. Note that when q = 2, R is a function
of contrast energy (Heeger, 1992b), and the equation
with an exponent of 2 has been shown to have theoret-
ical interest, as it maximises the information transmis-
sion rate of the neuron, given limited coding resources
(Gottschalk, 2002).
In the second type of model, c50 is again sampled
from the distribution of c50s recorded in the monkey,
but now q and Rmax can also vary amongst the neurons
in the set. The motivation for this model was that we
found that the monkey data provided by D.L. Ringach
showed some correlation between c50 and q (correlation
coeﬃcient = 0.177), such that the cluster of neurons
with high c50s (see Fig. 2B) tended to have a low q. If
this were not the case, these neurons would never show
any response because, with a c50 beyond the physical
range of contrasts, the contrast–response functions
curve must be shallow if the neuron is to begin respond-
ing to any stimuli. Similarly, if the high c50 neuron is to
give a sensible response to high contrast that is compa-
rable with the other neurons, its Rmax parameter must behigher, because it will only respond at a fraction of this
hypothetical Rmax to any real stimulus. In the light of
the correlation observed in the monkey data, therefore,
we related q for the set of model neurons to c50 in the
following way:
q ¼ 3 log 10ðc50Þ
2
. ð10Þ
such that q = 2 for the lowest c50 neurons falling to
q = 1 for the highest c50 neurons in the set, although
some real neurons had values outside this range. Like-
wise, the modelled Rmax was ﬁxed so that all neurons
would give the same mean response at 100% contrast
(R100):
Rmax ¼ R100ðcq50 þ 1Þ ð11Þ
The third type of model allowed Rmax and c50 to be
absolutely free parameters. Thus, adherence to the true
V1 distribution of c50 was sacriﬁced, and the set of
c50s was no longer sampled from the empirical distribu-
tion, but was selected arbitrarily to give the best possible
ﬁt to the psychophysical data. Rmax also varied freely for
the diﬀerent neurons of the set, while q was ﬁxed at 2 for
all neurons, and the threshold parameter could be varied
to improve the ﬁt, but was ﬁxed at the same value for all
neurons in the set.
The parameters of the models were adjusted by trial
and error to give the best ﬁt to the experimental data
of the basic contrast discrimination experiments. The
number of neurons (n) would be ﬁxed, since Rmax and
n trade oﬀ (see Section 3); choice of n included the choice
of which c50 values were used. Then, values of Rmax and
q, for instance, could be sought by fairly systematic cov-
erage of the parameter space. An automatic optimisa-
tion algorithm was not used, since each iteration of
the procedure would require complete recalculation of
the contingency tables and simulation of complete
experimental staircases at 14 pedestal contrasts; the var-
iability in the outputs of model staircases at each itera-
tion of the procedure introduced discontinuities in the
function relating changes in the parameters to ﬁt to
the psychophysical data, incompatible with the use of
these algorithms. Once the neuronal parameters had
been chosen, the P(cjr) contingency table for that neu-
ron or set of neurons was calculated as above.
The present model makes no explicit reference to
stimulus size: the only modelled parameter of the Gabor
patch or full-sized grating is their contrast. However, if
the experimental results for two diﬀerent stimulus con-
ﬁgurations needed a diﬀerent number of neurons in
the best-ﬁtting model, one could argue whether an in-
crease in the number of model neurons might reﬂect
an increase in the stimulus size (see Section 4).
With a given model and response–contrast contingen-
cy table, the simulation took a set of the 14 mask con-
trast values that were used in the psychophysical
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values at estimated threshold levels. These contrasts
were halved, just as the psychophysical contrasts were
eﬀectively halved by being displayed on alternating
frames. The model generated 10,000 pairs of noisy
responses to each mask and mask–test pair, using Eqs.
(5)–(7) to calculate the response to a stimulus of the
masking contrast and to a stimulus whose contrast
was the sum of the mask and the test. The contrast of
each of the paired stimuli was inferred from the contin-
gency table. A model staircase adjusted the test contrast
until the higher contrast in the pair was correctly in-
ferred on 75% ± 0.6% of a set of 10,000 trials. The good-
ness of a given models ﬁt to a set of experimental results
was quantiﬁed as the mean-squared-error (mse) between
the 14 data points and model predictions:
mse ¼
P14
i¼1ðyi  yi
_ Þ2
14
. ð12Þ2.2.4. Modelling the psychometric function
We also used the Bayesian model to simulate the psy-
chometric function for contrast detection and discrimi-
nation. The models simply calculated the percentage
correct identiﬁcation of the interval containing the
non-zero contrast (detection) or the contrast-increment
(discrimination) over 10,000 trials, as a function of test
contrast. The modelled psychometric functions were
then ﬁtted with the Weibull function (Robson & Gra-
ham, 1981):
Percentage correct¼ 100 1 0.5exp  c
a
 b  
; ð13Þ
where c is the contrast of the test stimulus in the
detection experiment, a is the contrast at which the
observer correctly identiﬁes the 2AFC interval on
81.6% of trials, and b indicates the slope of the func-
tion. The main purpose of the simulations was to see
how changing model parameters aﬀected the steepness
of the slope (b), which is about 3–4 in psychophysical
detection experiments (e.g., Robson & Graham, 1981)
but is less than 2 for single V1 neurons (Tolhurst
et al., 1983).3. Results
3.1. Psychophysical results
The psychophysical results conﬁrmed the well-known
dipper eﬀect for both observers, and for both stimulus
conditions (Gabor mask and test, and grating mask
and test). The data are plotted in Figs. 7–9, along with
the model predictions, and these results will be discussed
further in comparison with the model results (see
below).3.2. Single-neuron simulations
Single-neuron simulations were carried out in order
to see clearly the eﬀects of changing the diﬀerent param-
eters of the Naka–Rushton (Eq. (5)) on contrast dis-
crimination. Fig. 3 presents the results of these
simulations, plotting test threshold against mask con-
trast. The model curve is not smooth because model
thresholds were only ever simulated at the 14 mask con-
trast values used in the psychophysical experiment, in
5 dB steps apart along the x-axis. The ﬁrst thing to no-
tice is that this model does generate a dipper function,
with all model predictions showing facilitation and
masking, except for the case when the Naka–Rushton
exponent, q, takes the low value of 1.
Fig. 3A shows the eﬀects of changing Rmax, the max-
imum mean ﬁring rate, where ﬁring rate is taken to be
the number of action potentials per stimulus interval.
The ﬁgure shows that increasing Rmax steadily decreases
the discrimination thresholds; that is, the model per-
forms better if its single neuron is able to produce more
action potentials per interval. The shape of the dipper
does not change much, except that the dip gets deeper
as Rmax increases (though it is still not particularly deep
in comparison with the psychophysical ﬁndings of Figs.
7–9). This improved performance is to be expected in the
light of the ﬁnding of Clatworthy et al. (2003) that accu-
racy, their measure of the models performance in an
identiﬁcation task, was also improved by increasing
Rmax. We have previously argued that typical V1 values
of Rmax are likely to be at the lower end of the range
shown in Fig. 3A (Clatworthy et al., 2003).
In Fig. 3B, Rmax is ﬁxed at 10 while c50 takes four val-
ues from 0.01 to 0.60, within the range of values record-
ed in monkey V1. c50, the contrast at which the neuron
achieves half its maximum ﬁring rate, is the parameter
that determines the sensitivity of the model neuron to
low contrasts and the value of the higher contrast to
which it will begin to give a saturating response, in other
words, determining the contrast range over which the
neuron gives a diﬀerential response. Increasing c50 shifts
the model discrimination function upwards and right-
wards: only the neuron with the lowest c50 is sensitive
to the smallest contrast diﬀerences but it soon saturates,
with threshold rising vertically at a lower contrast than
for any of the other neurons, since the dynamic range
is the same, whatever the value of c50.
Fig. 3C compares pairs of neurons with the same
Rmax and c50, with and without a 2% ‘‘hard threshold’’
in the response function. The plot shows two pairs of re-
sults, one pair has an Rmax of 10, the other of 50. In both
cases, the absolute detection thresholds of the neuron
with the response threshold are the higher. But these
neurons now show a considerably stronger facilitation
eﬀect so that their lowest discrimination thresholds drop
well below those of the other neuron. At high contrasts
Fig. 3. Results of the single-neuron model, showing the eﬀects of changing diﬀerent contrast–response function parameters. Predicted threshold
increment contrast is plotted against mask contrast. (A) Rmax takes diﬀerent values between 50 and 5; q = 2, c50 = 0.121, no response threshold.
(B) c50 takes four diﬀerent values between 0.01 and 0.60; q = 2, Rmax = 10, no response threshold. (C) Comparing results with and without response
threshold; Rmax = 10 or 50, q = 2, c50 = 0.121. (D) q at 1, 2 or 3; Rmax = 10, c50 = 0.121, no response threshold.
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indistinguishable. The eﬀect must occur because the neu-
rons with a hard threshold will, for the set of stimulus
contrast just under their detection thresholds, only need
a tiny contrast increment to go from an unresponsive
state to one of high responsivity, thus generating very
low discrimination thresholds (Barlow et al., 1987;
Tolhurst & Barﬁeld, 1978).
As noted above, all of the single-neuron predictions
showed facilitation except for the case in which q = 1.
This result is shown in Fig. 3D. Nachmias and Sansbury
(1974) ﬁrst hypothesised that it is the acceleration of a
channels contrast–response function that is responsible
for the facilitation eﬀect (see Fig. 1, Section 1). When
q = 1, the contrast–response function of the neuron does
not accelerate, being nearly linear at low contrasts, and,as to be expected from the hypothesis, does not give a
dipper. Increasing q from 2 to 3 (i.e., making the con-
trast–response function more strongly accelerating)
gives an even deeper facilitation result. One may note
that the strong facilitation of the psychophysical trans-
ducer function (Legge & Foley, 1980; see Fig. 1) is
achieved by a steep exponent between 2 and 3.
Before discussing the multiple-neuron simulations,
the characteristic shape of the single-neuron dipper
should be noted. All of the dippers in Fig. 3 show an al-
most vertical rise at moderate to high contrasts. This is
due to the limited dynamic range of a single neuron
(Albrecht & Hamilton, 1982; Tolhurst et al., 1981,
1983). A single neuron with a steep contrast–response
function (q around 2) only gives a diﬀerential response
over a limited contrast range before saturation. It
Fig. 4. Results of multiple-neuron model (A) compared with single-
neuron model (B), showing the equivalence of the models if ‘‘total
number of action potentials’’ (i.e., Rmax · number of neurons) is the
same. In all models, c50 = 0.121, q = 2, and there was no response
threshold.
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be due to the responses of any such single neuron, since
no psychophysical dippers have been reported to have
this shape.
Although the single-neuron models do show facilita-
tion and masking, the results do not resemble the psycho-
physical dipper (Fig. 7). Simulations of multiple neurons
were therefore run in order to see if a pool of diﬀerent neu-
rons, responsive over diﬀerent portions of the contrast
range, would give more realistic-looking results.
3.2.1. Simulations of multiple neurons
Fig. 4 presents the results of includingmore neurons in
the simulation without changing the values of c50. Clat-
worthy et al. (2003) reported that increasing the number
of neurons in their model had exactly the same eﬀect as
increasing Rmax, as long as the model neurons all had
the same c50. Performance would be identical if the total
number of action potentials (i.e., Rmax times the number
of cells) were the same in both cases. The results here
are in agreement with this ﬁnding. Simulations were run
with sets of two, three and ﬁve neurons, with an Rmax of
5 or 10. Fig. 4 compares these simulations with the corre-
sponding single-neuron simulations with Rmax at 10, 15,
25 and 50. The resulting dippers are very nearly identical.
Fig. 3B above showed that a low c50 neuron is only
able to discriminate low contrasts, and a high c50 neuron
is only able to discriminate high contrasts. From this, it
is reasonable to conclude that the psychophysical dip-
per, which shows that humans can discriminate con-
trasts over a wide range, reﬂects the operation of a
group of neurons with a range of diﬀerent c50 values.
In order to test this idea, simulations were run with
groups of neurons with c50s sampled from the data of
Ringach (Fig. 2B, personal communication; Ringach
et al., 1997) measured in monkey V1.
As expected, simulation with the ‘‘realistic’’ c50 distri-
bution produced dippers which no longer shot up verti-
cally at high mask contrasts. This can be seen in Fig. 5
which plots the results of populations of 8, 16 and 36
neurons sampled from the monkey c50 distribution, with
all neurons having the same q of 2, and Rmax of 10, and a
2% response threshold. One sees a similar eﬀect of
changing the number of neurons as presented in Fig. 4
above, giving a set of almost parallel graphs, even
though the extra neurons added to the model will have
diﬀerent interleaved c50 values. The model with the most
neurons has the lowest thresholds and has the deepest
dip. Notice also that this 36-cell model is also the one
with the most gradual slope at high contrasts, because
of the inclusion of more high c50 neurons.
Fig. 3C showed that a 2% hard response threshold
produced a deeper dip than the single-neuron model
without the threshold. Fig. 6 shows that the magnitude
of the eﬀect increases if the threshold is raised in the
multiple-neuron model as well.3.2.2. Fitting the model to psychophysical data
This section assesses the ﬁt of the model to the psy-
chophysical data. Since there is such a clear trade-oﬀ be-
tween Rmax and n (see Fig. 4), neither of these
parameters can be ﬁxed by comparison with experimen-
tal data: an appropriately low detection threshold, for
example, could be achieved by increasing eitherRmax or
n. In order to ﬁt the data, the parameters of the model
were adjusted by trial-and-error until a ﬁt was achieved
that was both reasonable looking and had the lowest
mse (Eq. (12)).
The data to be ﬁt (Fig. 7) were the thresholds of the
two observers, MC and GT averaged together (error
bars show standard error of the mean); the two diﬀerent
stimulus conditions were ﬁt separately, i.e., small Gabor
patch stimuli, or large grating stimuli. For all of the
model types used, it was found that a good ﬁt—in
Fig. 5. Results of multiple-neuron ‘‘monkey model’’, for populations
of 8, 16 and 36 cells. Rmax = 10 and q = 2. c50 is sampled from the
distribution of values measured by Ringach (personal communica-
tion). Model neurons have a 2% response threshold.
Fig. 6. The eﬀects of changing the ‘‘height’’ of the response threshold
in the monkey model. Threshold takes values of 0%, 2%, 4% and 6%.
Rmax = 10 and q = 2 and n = 18. c50 is sampled from the distribution
of values measured by Ringach (personal communication).
Fig. 7. Mean experimental results of observers (± standard error of
the mean) and best-ﬁtting basic monkey model predictions (small
markers). Experimental stimuli were 2.67 c deg1 vertical gratings or
Gabor patches. 0% contrast mask is plotted as 70 dB. (A) Both mask
and test were Gabor patches. Mean of two observers, GT and MC.
Best-ﬁtting monkey model parameters: n = 12; Rmax = 8; q = 2;
threshold = 2%; mse = 16.84. Total action potential count at 100%
contrast = 80. (B) Both mask and test were gratings. Mean of two
observers, GT and MC. Best-ﬁtting monkey model parameters: n = 22;
Rmax = 30; q = 2; threshold = 1%; mse = 79.93. Total action potential
count at 100% contrast = 549. Threshold test contrast is plotted
against mask contrast in dB. Note that these contrast values are double
the values actually presented to the observer or to the model.
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achieved if the model neurons had a hard response
threshold of 1% or 2%. The parameters to be adjusted
depended on the particular model type. For the ﬁrst
model, a simple monkey model, c50 was sampled from
the data set provided by Ringach (personal communica-
tion), while diﬀerent values of n were tried. For each val-
ue of n, Rmax was varied freely, although it was the same
for all of the model neurons in the set, and q was ﬁxed at
2. Fig. 7 shows this models ﬁts to the Gabor patch (A)
and grating (B) data.
The better ﬁt is achieved for the experiment in which
both mask and test are Gabor patches (part (A),mse = 16.84) as opposed to the gratings experiment
(part (B), mse = 79.93). However, in both cases the
model shows a systematic error whereby the ﬁts are
good for the lowest contrast masks, up until the mini-
mum of the dip. At that point, the psychophysical data
rise sharply until the few highest contrasts, where the
slope of the graph ﬂattens oﬀ. The model dipper, on
the other hand, rises gradually out of the dip, and has
a steeper slope at the highest contrasts, the opposite
pattern to the psychophysical dipper. The pattern of
Fig. 8. Mean experimental results of observers (± standard error of
the mean) and best-ﬁtting elaborated monkey model predictions (small
markers). Experimental stimuli were 2.67 c deg1 vertical gratings or
Gabor patches. 0% contrast mask is plotted as 70 dB. (A) Both mask
and test were Gabor patches. Mean of two observers, GT and MC.
Best-ﬁtting monkey model parameters: n = 12; R100 = 8; q = 2;
threshold = 2%; mse = 13.94. (B) Both mask and test were gratings.
Mean of two observers, GT and MC. Best-ﬁtting monkey model
parameters: n = 22; R100 = 25; q = 2; threshold = 1%; mse = 76.89.
Threshold test contrast is plotted against mask contrast in dB.
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trasts) can be discerned also in the experiments of Boyn-
ton et al. (1999), Bradley and Ohzawa (1986) Foley
(1994), Itti et al. (2000), and Meese (2004). It should
be noted that, although this simplistic model of V1 re-
sponse pooling from a population of neurons has pro-
duced only a moderate ﬁt, it is a far better than any ﬁt
that could be achieved with almost all single-neuron
models (Figs. 3 and 4).
In order to try to address this obvious discrepancy,
less simplistic monkey models were developed, in which,
again, c50 is sampled from the neurophysiological data
set, but Rmax and q are not constrained to be the same
for all neurons. Instead, they correlate with the c50 of
the model neurons in the set so that a high c50 neuron
will have a low q and high Rmax so that its contribution
to the model will be boosted (Eqs. (10) and (11)). It was
thought that the increased eﬀectiveness of the high c50
neurons would give the model dipper a shallower slope
at high contrasts, more like the psychophysical one.
The correlation between q and c50 was observed in the
data set, and the correlation between c50, q and Rmax
is necessary if these neurons are to have any signiﬁcant
response within the physical contrast range (see
Fig. 2B).
R100, the mean ﬁring rate of all neurons at 100% con-
trast, n and the value of the threshold, were adjusted to
give the best ﬁts to the psychophysical data. Fig. 8 plots
the elaborated model ﬁts with the data, again for the
mean of MC and GTs thresholds for the Gabor patch
(A) and gratings (B) experiment. There is a slight
improvement in the mse for both experiments (Gabor
patches mse = 13.94 as opposed to 16.84 for the ﬁrst
model, gratings mse = 76.89 as opposed to 79.93), but
the large systematic error is still apparent at masking
contrasts higher than the minimum of the dip. The
new model has improved the ﬁt by bringing thresholds
down for the highest mask contrasts. But the model dip-
pers slope is also now shallower at the few mask con-
trasts just after the dip, which is actually contrary to
the pattern of the psychophysical data.
In the case of both of the models discussed so far, the
high mse values for the gratings experiment, and the er-
ror in the Gabor experiment, appear to be due to the
inability of the model to match the sharp rise in thresh-
olds between the middle- and high-contrast range. Per-
haps the ﬁts could be improved by reducing the
number of middle c50 neurons, while keeping those with
the highest c50 so that thresholds level oﬀ at high con-
trasts. Note also that the model does not predict the
high-contrast curvature of the psychophysical dippers,
where the threshold values ﬂatten oﬀ at the very highest
mask contrasts. This pattern is not thought to be a pecu-
liarity to these two observers, or due to an error in the
experimental set-up (e.g., monitor luminance saturation
at the highest contrasts) since, as mentioned above, itcan also be seen in the results of Boynton et al. (1999),
Bradley and Ohzawa (1986), Foley (1994), Itti et al.
(2000), and Meese (2004); though these authors do not
generally comment on it.
Thus, the third model no longer samples c50s from
the physiological data set, but uses an arbitrary c50 dis-
tribution which need no longer peak at the mid-contrast
range, and might even be bimodal. q is ﬁxed at 2 as in
the ﬁrst model, and the threshold at 2%. Rmax, however,
is allowed to vary between the diﬀerent neurons of the
set, which is equivalent to changing the number of neu-
rons with a particular c50 (see Fig. 4 above; in eﬀect,
Fig. 9. Mean experimental results of observers (± standard error of
the mean) and best-ﬁtting model predictions, using optimal distribu-
tion of c50 and Rmax. Experimental stimuli were 2.67 c deg
1 vertical
gratings or Gabor patches. 0% contrast mask is plotted as 70 dB.
(A) Both mask and test were Gabor patches. Mean of two observers,
GT and MC. Best-ﬁtting model parameters: n = 8; c50= {0.08, 0.09,
0.1, 0.5, 0.7, 1, 3, 6}; Rmax = {12, 6, 12, 6, 6, 12, 20, 90}; q = 2;
threshold = 2%; mse = 2.53. Total action potential count at 100%
contrast = 47. (B) Both mask and test were gratings. Mean of two
observers, GT and MC. Best-ﬁtting model parameters: n = 5; c50=
{0.05, 0.07, 1, 3, 6}; Rmax = {60, 24, 30, 90, 90}; q = 2; threshold = 2%;
mse = 11.99. Total action potential count at 100% contrast = 115.
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way of changing the shape of the c50 distribution was
simply more convenient, and more eﬃcient, than chang-
ing the number itself, though the choice of a small num-
ber of c50 values and larger Rmax values may make the
model dipper functions less smooth with masking
contrast.
Fig. 9 plots the ﬁts of the third model with the psy-
chophysical data. For both experiment types, mse is
very much reduced (Gabor experiment, mse = 2.53;
gratings experiment, mse = 11.99), as one would expect
from the eﬀective increase in the number of degrees of
freedom in the more arbitrary choices of c50 and Rmax.
There is no longer the systematic error of the model dip-
per greatly undershooting the psychophysical thresholds
just after the minimum, and overshooting at the highest
contrasts. This ﬁt is achieved by using a ‘‘U-shaped’’ c50
distribution (see legend to Fig. 9) which, in a reversal of
the physiological distribution, peaks at the highest and
lowest values and has few or no neurons at c50 = 0.1,
the peak of the physiological distribution! We will con-
sider a possible justiﬁcation for this apparently arbitrary
choice of c50 values in Section 4.
Finally, note that there is some consistency between
all three models in the ﬁt parameters used for the gratings
versus the Gabors experiments. In all cases, the product
of n and Rmax (or the sum of the R100 values for Fig. 9)
is 4–6 times higher for the grating-on-grating results than
for the Gabor-on-Gabor results (see legends to Figs. 7
and 9). These models cannot explicitly simulate the diﬀer-
ent sized stimuli used in the experiments (gratings versus
Gabor test patches); instead, they ﬁt the data-sets of the
diﬀerent experiments in exactly the same way, regardless
of stimulus size used, using ‘‘contrast’’ as the only exper-
imental variable. However, the best-ﬁtting product of n
and Rmax parameter values can be interpreted as reﬂect-
ing the eﬀects of changing stimulus size. Depending on
the model, the total number of spikes evoked by a stim-
ulus of 100% contrast ranged from 47 to 549, the smaller
values being for Gabor patches.
3.2.3. The model psychometric function
Detection experiments (i.e., mask contrast of zero)
were simulated and the psychometric functions generat-
ed by the models were ﬁtted with the Weibull function
(Eq. (13)). The focus of interest was the b parameter,
which describes the steepness of the function. Tolhurst
et al. (1983) observed that, while psychophysical or
behavioural psychometric functions are steep (having a
b typically around 3–4 at detection), the response prob-
ability (‘‘neurometric’’) functions of single V1 neurons
are shallower (with a b around 2) and so cannot, alone,
account for the psychophysical result. Tolhurst et al.
proposed ‘‘probability multiplication’’, whereby detec-
tion would be possible only if, say, four neurons were
active together.b was determined for the psychometric functions of
single model neurons, or for populations of up to 23
neurons, with c50 sampled from the distribution of V1
values (Fig. 2b), with an Rmax of 10 and q of 2, with
and without a 2% response threshold (i.e., similar to
the models of Fig. 7). It was found that the populations
without threshold always had a shallow psychometric
function with a b under 2 (1.75–1.99, increasing slightly
with number of neurons). If the Naka–Rushton had an
added hard response threshold, however, the single
M. Chirimuuta, D.J. Tolhurst / Vision Research 45 (2005) 2943–2959 2955neuron had a steeper psychometric function (b = 2.25),
and b rose steadily up to 4.20 for the populations of neu-
rons. Similarly, the b of a single neuron was found to in-
crease with Rmax only if the neuron had the hard
threshold. With such a threshold, increasing Rmax from
5 to 50 caused b to increase from 2.2 to 3.5, whereas b
remained under 2 if the neuron had no threshold. Thus,
the steepness of the psychophysical psychometric func-
tion for contrast detection can only be simulated if the
model neurons have a hard threshold, consistent with
the ﬁnding that only simulations which include the re-
sponse threshold give a dipper deep enough to match
the psychophysical data.
We also simulated psychometric functions for con-
trast discrimination, plotting percentage correct in the
simulations against the magnitude of the contrast incre-
ment. With parameters like those used to ﬁt Figs. 9A
and 7A, we found b values of 3.36 and 2.86 for detec-
tion, respectively; both models predicted lower values
of b for contrast discrimination experiments. For in-
stance, predicted b fell to a minimum of 0.97 (Fig. 9A
settings) and to 1.07 (Fig. 7A settings) at a mask con-
trast of 0.1, just higher than the dip, and b remained
close to 1 for all of the higher masking contrasts. In
sum, the predictions of both the physiological monkey
model and the non-physiological model are compatible
with the experimental psychophysical ﬁndings of Bird,
Henning, and Wichmann (2002), who showed shallower
psychometric functions for contrast discrimination com-
pared to detection.4. Discussion
The results presented in this paper have shown that
models of V1 neuronal responses which use Bayesian
inference to discriminate two contrast intervals can, in-
deed, account for the dipping shape of the psychophys-
ical result. However, the models which used a
straightforward physiological distribution of the sensi-
tivity parameter, c50, produced a systematic error in
the ﬁts to the psychophysical data, in that the slope of
the dipper at highest contrasts was predicted to be much
steeper than for any of the experimental data sets. A
model which used an apparently non-physiological c50
distribution gave a more satisfactory ﬁt to the data. It
is interesting to ask what can be concluded from these
ﬁndings about the neural basis of contrast discrimina-
tion, given the number of assumptions and simpliﬁca-
tions made in the development of the model.
We assume that it is processing in V1 which is exclu-
sively responsible for setting the psychophysical thresh-
olds, and that macaque V1 is a good model of human
primary visual cortex. The latter assumption is support-
ed by reports of dipper functions in a behavioural study
in monkeys, very similar to the human ones (Kiper &Kiorpes, 1994), and by studies of contrast sensitivity in
macaques and humans (De Valois, Morgan, & Snodder-
ly, 1974). The failure of the models using the overall c50
distribution from V1, in comparison to the model using
a non-physiological distribution, may be evidence
against the former assumption, and may instead suggest
that some extrastriate area, which has a diﬀerent distri-
bution of neuronal contrast sensitivities, is a key area for
contrast discrimination, at least at high contrasts. How-
ever, there is some good evidence for this assumption,
coming from the fMRI studies of Boynton et al.
(1999) and Ress and Heeger (2003) which showed that
the BOLD signal in early visual areas seems to predict
psychophysical performance in a contrast discrimina-
tion task and a detection task, respectively. Still, the nat-
ure of the relationship between the BOLD signal and
neural activity is not known, and this bears on the ques-
tion of how one should model the activity of popula-
tions of neurons. Heeger et al. (2000) analysed a large
body of human fMRI data and monkey electrophysio-
logical data on contrast–responses in V1, and showed
that the fMRI responses were proportional to the aver-
age neuronal ﬁring rates at each contrast. Boynton
et al.s (1999) model for predicting dipper functions
from fMRI data used the average BOLD signal across
the responding voxels. We shall return to discussion of
this model later. On the other hand, the Bayesian pool-
ing rule used in our models incorporates information
about the diﬀerential ﬁring rates of individual neurons
which is lost in a simple average, but we have assumed
that the only information available for decision making
is the integral number of action potentials generated by
a neuron during a stimulus presentation; it may be that
the temporal pattern of activity during a stimulus pre-
sentation might convey extra information (e.g., Reich,
Mechler, & Victor, 2001).
For the models which took c50 values from the distri-
bution recorded in monkey visual cortex, the best ﬁts to
the psychophysical data were achieved by small sets of
12–22 model neurons, with Rmax ranging from 8 to 30.
A single-neuron model could not ﬁt the data because
one neuron alone, with its limited dynamic range, was
not able to give low enough discrimination thresholds
over the entire contrast range. However, it cannot be
concluded that, for example, only 12–22 neurons in
the observers brain were contributing to psychophysical
performance, and that they were ﬁring at a rate of Rmax
since the eﬀects of increasing n and increasing Rmax are
equivalent in this model. Furthermore, the estimates of n
could be too small if there were signiﬁcant correlations
in the response noise of diﬀerent neurons (see Shadlen
et al., 1996).
A trend shown by all three of the models was that the
best-ﬁtting product of n and Rmax for the experiment in
which both mask and test were large gratings was higher
than for the experiments using Gabor patches. The
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predictions, especially at low contrasts and may reﬂect
the fact that a large stimulus will stimulate a greater
number of neurons, with spatial probability summation
giving increased sensitivity (Robson & Graham, 1981).
An important ﬁnding was that an acceptable ﬁt, with
model dippers as deep as the experimental ones, could
only be achieved if the model neurons had a hard re-
sponse threshold. This concurs with the argument of
Barlow et al. (1987) that the dipper eﬀect can be ex-
plained as the result of response thresholds. Experimen-
tally-measured contrast–response functions of real
neurons are ﬁt equally well by smoothly accelerating
Naka–Rushton curves and those with a hard threshold
(Tolhurst & Heeger, 1997), and so one cannot decide be-
tween the two descriptions simply by looking at con-
trast–response functions measured in extracellular
recording experiments. To discount or prove a hard
threshold would require presentation of thousands of
repetitions of low-contrast stimuli in an extremely stable
recording situation. Nevertheless, there is some physio-
logical evidence, from the intracellular recordings of
Carandini and Ferster (2000), that neurons in cat pri-
mary visual cortex do have a hard threshold, and these
authors argue that its purpose is to sharpen the neurons
orientation tuning. The hard threshold was also needed
for the model to produce psychometric functions for
contrast detection that are as steep as human psycho-
physical ones. The Naka–Rushton equation is very con-
venient, and it results from elegant modelling
(Gottschalk, 2002; Heeger, 1992a); however, in some
minute details (that may be diﬃcult to measure) it
may be crucially inadequate.
The ﬁrst model (the simple monkey model) took a set
of model neurons with c50s varying according to a phys-
iological distribution measured by Ringach (personal
communication), and with Rmax and q ﬁxed at the same
values for all neurons. Real neurons, however, vary
quite considerably in the shapes and amplitudes of their
response contrast curves (Albrecht & Hamilton, 1982;
Geisler & Albrecht, 1997) and the data from which the
c50 distribution was drawn showed some correlation be-
tween c50 and the steepness of the contrast–response
function. Therefore, it is not surprising that the simplest
model of monkey cortex should prove inadequate over
some of the contrast range. Still, a second monkey mod-
el, which did include such a correlation, did not perform
substantially better than the ﬁrst.
The third model, which did not use the macaque V1
c50 distribution, did not produce the error of the ﬁrst
two, having a shallow enough slope at the highest con-
trasts, and a steeper rise out of the dip. This improved
ﬁt was achieved by minimising the number of neurons
with intermediate c50 around 0.1, which is actually the
most common value in the physiological distribution!
Since, as mentioned above, the macaque V1 is oftenassumed to be a good animal model of human primary
visual cortex, it needs to be considered whether or not
the failure of the more physiological models is evidence
against this assumption. In fact, although Boynton et al.
(1999) do show an impressive ﬁt of BOLD fMRI data to
the supposed non-linear transducer which describes the
contrast discrimination dipper, there are systematic er-
rors in their ﬁts too, most especially for the observer
illustrated in their Fig. 3.
One thing to be noted is that the monkey distribution
(see Fig. 2B) does have a cluster of neurons with c50 > 1.
Our artiﬁcial c50 distribution of the third model has a rel-
atively higher proportion of neurons with c50 > 1, and it
is the responses of these model neurons which bring
down the steepness of the dipper slope at the highest con-
trasts. It may be the case that this is consistent with the
physiology, if it is the cluster of insensitive neurons,
and not the more numerous neurons with c50  0.1, that
is responsible for the computations underlying the dis-
crimination of gratings in the visible contrast range.
A reason for thinking that this might be so is in con-
sidering the anatomical separation between ‘‘M’’ and
‘‘P’’ neurons which is well-recognised subcortically
(Kaplan & Shapley, 1986; Sclar et al., 1990), but is more
controversial in striate and extrastriate cortex. M-cells
have high contrast sensitivity and high temporal-fre-
quency sensitivity and are thought to be the major
source of input for the dorsal stream for motion process-
ing. P-cells, on the other hand, have low luminance con-
trast sensitivity but sensitivity to chromatic contrast,
and are thought to be the source of input to the ventral
stream for form processing (Livingstone & Hubel, 1988).
Perhaps, the bimodality of c50 that we were obliged to
impose on our model reﬂects the input from the two
populations of LGN cells; the mean c50 of M-cells is
0.11 and for P-cells is 0.50 (Sclar et al., 1990). Perhaps,
the unimodal distribution in V1 as a whole (e.g., Fig. 2b)
results from the summing of many displaced bimodal
distributions from diﬀerent retinal eccentricities
(1–6 deg, as measured by Ringach (personal communi-
cation), Ringach et al., 1997), diﬀerent monkeys, or even
for diﬀerent optimal spatial frequencies. M- and P-cells
might underlie ‘‘transient’’ and ‘‘sustained’’ channels de-
scribed psychophysically (Kulikowski & Tolhurst, 1973;
Tolhurst, 1973), and it is interesting that the rising phase
of the contrast discrimination function is steeper with
stimuli that favour the transient system (Boynton & Fo-
ley, 1999; Hess & Snowden, 1992; Lehky, 1985). This is
consistent with our data which show an initial steep rise
at low or medium masking contrasts where M-cells
would predominate and a shallower portion at high
masking contrasts where P-cells would predominate.
However, it has been suggested that the M- and P-cell
streams converge considerably in V1 (Hawken, Parker,
& Lund, 1988). A recent study (Vidyasagar, Kulikowski,
Lipnicki, & Dreher, 2002) found that in all layers of V1
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convergence of M and P input, with others showing
either M or P characteristics. It is not unfeasible that
the discrimination task at high contrasts involving, as
it does, the processing of the form of static gratings, is
a task mediated by neurons in the cortex which have
mostly P-cell input and therefore high c50.
An alternative explanation for the bias towards high
c50 neurons required to ﬁt the psychophysical data is
that, at high mask contrasts, adaptation (contrast gain
control) reduces the sensitivity of neurons, eﬀectively
increasing their c50. Contrast gain control or ‘‘normal-
isation’’ was studied in macaque V1 by Carandini, Hee-
ger, and Movshon (1997), and it is thought that the
compressive part of neurons contrast–response func-
tions is, in fact, due to the gain-control mechanism (Hee-
ger, 1992a). By analogy with light adaptation, it is
possible that contrast gain control may shift the dynam-
ic range of a neuron to a new contrast range, allowing it
to discriminate in that range. However, if one considers
the time course of gain-control mechanisms, it does not
seem likely that this can reconcile the neurophysiology
to the c50 shift required to ﬁt the psychophysical data.
In the psychophysical experiment, stimulus intervals
lasted just 100 ms. This is not necessarily less than the
time in which it is possible for gain-control mechanisms
to become eﬀective, for Albrecht, Geisler, Frazor, and
Crane (2002) report a fast gain-control mechanism in
monkey V1 which is operational within 10 ms of stimu-
lus onset. These authors diﬀerentiate this from the slow
gain-control mechanism that takes eﬀect over seconds,
as reported by Albrecht, Farrar, and Hamilton (1984),
Bonds (1991) and Ohzawa, Sclar, and Freeman (1985),
amongst others. They argue that it is only the latter that
may be useful for contrast discrimination, whereas the
fast mechanism would only add greater uncertainty
about changes in stimulus contrast occurring at the
timescale of the psychophysical stimuli, but is instead
useful for discrimination along other stimulus dimen-
sions, such as orientation, spatial position, and spatial
frequency. In sum, the sort of contrast adaptation that
would desensitise neurons to high-contrast masks and
therefore shift the c50 distribution to the right, as sug-
gested by the third models ﬁts, is too slow to have been
in operation in the psychophysical paradigm. In our
experiments, as in the neurophysiology ones, high and
low contrast would have been randomly interleaved so
that the adaptational state would relate to the whole
gamut of contrasts.5. Conclusions
Our model of contrast discrimination has tried to
incorporate three features of V1 physiology: the sigmoi-
dal contrast–response functions of individual neuronseach covering limited dynamic range, the multiplicative
noise in the responses, and the diﬀerences in dynamic
range location (c50) of diﬀerent neurons. Sampling the
neuronal parameters for pools of neurons exactly as
reported for V1 produced model dipper functions which
were of approximately the correct form, and certainly
much better than could be modelled with single neurons.
However, a good ﬁt to the psychophysical data required
sacriﬁce of the true distribution of c50 in V1. The origins
and signiﬁcance of the systematic failures of the simple
model (and of Boynton et al.s (1999) comparison of
fMRI and psychophysical data) require more investiga-
tion. It is intriguing that the distribution of c50 in V1
may be optimal for encoding the contrasts in natural
scenes (Chirimuuta et al., 2003; Clatworthy et al.,
2003) even though it does not immediately explain
human contrast discrimination.
We have considered greater physiological detail than
developed by previous analyses that have sought to
understand the neural basis of the dipper function. An
important ﬁnding has been that the well-known and ele-
gant Naka–Rushton equation (Eq. (5)) is a poor basis
for modelling contrast coding by V1, unless a small
‘‘hard threshold’’ is incorporated. Gorea and Sagi
(2001) used a signal-detection-theory analysis of a novel
masking experiment to infer that masking is due to a
decelerating transducer function with additive noise.
Kontsevich et al. (2002), on the other hand, argue that
the eﬀect is due to multiplicative noise in an accelerating
channel. As it happens, our model integrates both expla-
nations, showing how a neural system which saturates at
high contrasts, and has multiplicative noise, will show
masking eﬀects. The classic models of Legge and Foley
(1980) and Foley (1994) are empirical; they employ an
abstract, ‘‘black-box’’ picture of the visual system and
do not address the problem of how contrast is encoded
neurally. The whole is modelled as if it were just a single
neuron with a broad, non-linear transducer function
and with additive response noise. In fact, this is essential-
ly the same as the interpretation given to the fMRI
BOLD signal by Boynton et al. (1999) and Heeger
et al. (2000), essentially the ‘‘superneuron’’ of Shadlen
et al. (1996). This summed neuronal signal is a good ba-
sis for predicting the dipper function, even without the
additions of our model, i.e., distinguishing neuronal
responses from each other and multiplicative noise. A
Bayesian pooling rule retains information about diﬀer-
ential neural ﬁring rates, and should be the more eﬃcient
theoretically, but it is not known if such an operation
takes place in brain. Clatworthy et al. (2003) showed that
the Bayesian and the simple-summing pooling rules give
qualitatively similar results, the performance of the
Bayesian pooling rule just being a scaled up version of
the others. As regards the form of the noise: perhaps,
some additive noise later in the decision process masks
the multiplicative noise seen so obviously in V1 neurons.
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1980) and the ‘‘superneuron model’’ (Boynton et al.,
1999) both provide explanations for the psychophysical
dipper function. What, then, is the advantage of our
Bayesian model of individual V1 neurons? By seeing in-
side the ‘‘black-box’’, we may gain insights into how the
dipper function might change under diﬀerent circum-
stances, for instance when mask and test take diﬀerent
orientations or spatial frequencies, or when the mask
is more complex than a single grating (Chirimuuta &
Tolhurst, 2004; Foley, 1994). The most important of
our ﬁndings is that the form of the dipper (not just its
location on the contrast axes) depends upon neuronal
ﬁring rates. For instance, if a masking stimulus were
to reduce Rmax of the detecting neurons (e.g., by non-
speciﬁc suppression, Heeger, 1992a), this would not sim-
ply result in a rise in threshold; it would also result in a
decrease in the depth of the dipper. Foley (1994) report-
ed masking experiments with compound gratings that
did produce results with shallower dips (a result not pre-
dicted by Legge & Foley (1980)), and he explained this
with a psychophysical model involving non-speciﬁc sup-
pression of the test channel by the mask channel. Our
present modelling gives a clear intuition for this, and it
raises the likelihood that the form of the dipper could
change in diﬀerent ways, for instance if some masking
condition changed Rmax of neurons with low c50 diﬀer-
ently from neurons with high c50.
Our simulations have also given a clue as to how
many action potentials are generated in a population
of neurons when high-contrast stimuli are presented;
within the time interval during which a perceptual deci-
sion is made, the number of action potentials may be as
few as 45, rising to a few hundreds (see legends to Figs. 7
and 9). These numbers (with their associated high vari-
ance) must pose limits on the precision with which pop-
ulations of neurons encode visual information more
generally (e.g., Tolhurst, Bulstrode, & Willmore, 2004).Acknowledgments
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