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Molecular electronics attracts more and more attention of scientists in recent years, 
because of its potential in high-integration density, low cost and low power 
consumption compared with the classical silicon technology. Molecular electronic 
devices are the basic elements of molecular electronics. Understanding electron 
transport in molecular devices is an extremely important but very challenge research 
topic, which will play a crucial role in designing real devices in nanoscale in the 
future. However, experiments with real molecular device specimens are very difficult 
and complex. Modeling and simulation could provide an alternative method to 
explore electron transport of molecular devices. 
To study electron transport characteristics of two-terminal molecular electronic 
devices which are the fundamental structures to design multi-terminal molecular 
electronic systems, an ab initio method based on density functional theory (DFT) 
combined with non-equilibrium Green’s function (NEGF) is developed. DFT is a 
successful ab initio method to study an isolated or periodic system. To study 
molecular electronic device which is essentially an open molecular system, DFT must 
be extended. NEGF can provide a good way to extend DFT for open molecular 
systems under non-equilibrium conditions. DFT and NEGF form a complementary 
set of simulation methods to study molecular electronic devices. The DFT-NEGF 
method has been implemented with FORTRAN 90 and the code has run on the 
supercomputer IBM P690. The method and simulation code are validated by 
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comparing the numerical results with experimental results and published simulation 
results.  
Benzene is a typical organic molecule. Benzene based molecular electronic 
devices have been studied by the developed DFT-NEGF method and the effects of 
electrode materials and terminal groups on the electron transport have also been 
investigated. When benzene molecule is connected by metallic electrodes, electrons 
from electrode are delocalized to the molecule and the HOMO-LUMO gap of the 
molecular device decreases. Current through the molecular device can be observed 
with bias voltage. Electrode materials only affect the amplitude of electron transport 
but the properties of a benzene based molecular device are not changed. For metal 
gold and aluminum electrodes, benzene molecule coupling to aluminum electrodes 
presents a better electron transport property. This is because the p-electrons in 
aluminum atoms have better coupling with benzene molecule via π-electron than the 
s-electron in gold atoms. Terminal group plays important roles not only in chemisorbs 
between molecule and electrodes, which make organic molecules easier to be 
attached to metal electrodes, but also in electron transport through the metal-
molecule-metal junctions. The system with terminal group S and CN presents better 
electron transport properties than the system without terminal group does. 
Developed DFT-NEGF method can be used to study the electron transport of any 
single molecule with two electrodes and can be easily updated to simulate the 
electronic properties of three-terminal molecular devices such as molecular transistors. 
This method provides an effective approach to explore electron transport of molecular 
devices with external bias and to understand the physics and transport mechanism of 
Summary 
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molecular devices, which will play a crucial role in designing real devices in 





e  proton charge 
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Chapter 1  
Introduction 
 
1.1 The End of Roadmap 
During past three decades, advancement of semiconductor technology has been 
marked by the continuous shrinking of the silicon-based microchips. Solid state and 
silicon based devices follow one of the most famous axioms i.e. Moore’s Law. It 
relates that the number of transistors that can be fabricated on a silicon integrated 
circuit – and therefore the computing speed of such a circuit – is doubling every 18 to 
24 months. The law has been certified by the reality of technical development, for 
example, the soul of computers – Intel CPU (Figure 1.1). After following this 
remarkable law for more than three decades, solid state microelectronics has 
advanced to the points at which engineers can now put on a sliver of silicon of just a 
few square centimetres more than 100 million transistors, with key features 
measuring 0.13 micron [1]. 
Regular doubling means exponential growth. Exponential growth, however, also 
means that the fundamental physical limits of microelectronics are approaching 
rapidly. No one expects conventional silicon based microelectronics to continue 
following Moore’s Law forever. The miniaturization of the devices found in 
integrated circuits under current technics is predicted by the semiconductor 
technology roadmap to reach atomic dimension in 2012 [2].  
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Figure 1.1 Moore’s law and technical data of Intel CPU  
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As the device size continues to shrink, several important technological issues are 
raised [3]: 
Firstly, the issue comes from manufacturing process. The standard lithographic 
technique used to produce devices with sub-100-nm features involves etching a 
pattern onto silicon using ultraviolet light sources (193 nm). The final features are 
formed by the use of dry-etching techniques. However, future nanoscale devices will 
require structures smaller than the wavelength of the light used. More seriously, the 
dry-etching technique can lead to significant surface and subsurface damage, 
resulting in poor electronic and optical properties [4].  
Secondly, a more fundamental limit to the miniaturization of silicon devices is 
involved in the gate oxide and channel length [3]. As an example, consider a typical 
silicon device: metal-oxide-semiconductor field effect transistor (MOSFET). The 
channel length is ~ 0.1µm and the gate oxide thickness is 2-3 nm today. Further 
decreasing in the thickness of gate oxide would result in large leakage current, easy 
electric breakdown and texture degradation during device operation. Further 
shrinking in the channel length would induce a significant direct tunnelling current 
between source and drain. The tunnelling current is not controlled by the gate voltage.  
In addition, increases in integration density and operation speed will meet 
obstacles such as heat dissipation, electromigration, RC delay and signal integrity. 
These difficulties could be resolved based on different technologies. Among all of 
the potential technologies, molecular electronics attracts more and more attention of 
scientists in recent years, because of its properties of high-integration density, low 
cost and low power consumption compared with the classical silicon technology. 
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1.2 Molecular Electronics 
Instead of the traditional top-down approach of fabricating semiconductor devices, 
molecular electronics starts with individual atoms or molecules and builds up a device 
with desired functionality from bottom up [5, 6]. This idea was originally proposed in 
1959 by Richard Feynman in his lecture “There is plenty of room at the bottom” [7]. 
However, the real take-off of molecular electronic research and technological 
exploitation started at about a decade ago. 
The interest in molecular electronics was revived in the 1990s, due to the 
advancement of new synthetic methods such as self-assembly and new techniques for 
manipulating the materials at atomic level using scanning probe microscopy [5]. 
Many molecules have been studied in recent years as possible candidates for 
molecular electronics, including n-alkane chains, conjugated organic molecules, DNA 
molecules, fullerrnes, carbon nanotubes, etc [9, 11, 12, 14]. 
Molecular electronic devices, the basic elements of molecular electronics, are 
built with individual molecules and are to serve for information processing purposes. 
They can theoretically provide an ultimate limit for the scaling down of 
microelectronic devices. As a result, molecular electronic systems built with 
molecular electronic devices could be miniaturized continuously. The first step to the 
success of molecular electronics is design of various molecular electronic devices. 
Understanding electron transport in molecular devices is an extremely important 
but very challenge research topic [16], which will play a crucial role in designing real 
devices in nanoscale in the future. Physicists have done several electron transport 
experiments in atomic scale systems [8, 10, 11, 13, 14, 15] recently to probe quantum 
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transport through truly atomic scale systems. However, because of the nanometer 
scales of molecule devices, the experiments with real specimen are very difficult and 
complex, sometimes impossible. Till now, a thorough understanding of electron 
transport mechanisms of such devices has not yet been achieved.  
Modeling and simulation could provide an alternative method to explore electron 
transport of molecular devices. It is based on theoretical study and uses numerical 
calculation to obtain the electronic properties of the devices. Modeling and simulation 
could avoid the difficulty of fabrication in nanoscale and repeatability problem in 
molecular experiments. However, to fully understand the electron transport 
mechanism of the device, exact modeling and simulation method is needed.  
 
1.3 Ab Initio Methods for Molecular Electronic Device Simulation 
Until 40 years ago, many researchers computed the thermodynamic properties of 
interacting, bulk condensed-matter systems with analytical approximation-methods. 
These analytical methods were valid only in weakly interacting systems. Since then, 
classical molecular dynamics (MD), a new kind of approximation method – more 
accurate numerical computation of the properties of a finite system, has become a 
common approach to study interacting condensed-matter systems. Classical MD 
refers commonly to the situation where the motion of atoms is treated in approximate 
finite difference equations of Newtonian mechanics. 
In recent years, several quantum MD methods have been used to compute the 
interaction between atoms at each time step with quantum mechanical calculations 
within the Born-Oppenheimer approximation, such as Car-Parrinello MD method, 
Chapter 1 Introduction                                                                    
 6
tight-binding MD (TBMD) method, etc. An ab initio method is a quantum MD 
method to solve complex quantum many-body Schrödinger equations with numerical 
algorithms [18]. Compared with TBMD method, the ab initio MD method is less 
efficient, but it provides a more accurate description of quantum mechanical behavior 
of materials properties for isolated or periodic molecular systems.  
Density functional theory (DFT) is a most successful and widely used ab initio 
method to study an isolated or periodic system. DFT is based on the fact that the 
ground state total energy is a functional of the system’s electron density. 
A molecular electronic device is an open molecular system and cannot be directly 
dealt with ab initio methods such as DFT. The molecular electronic device can be 
considered as a single molecule or multi-molecules contacted with metal electrodes. 
The electrodes are generally treated as electron reservoirs and semi-infinite bulk 
structures. To model and simulate such an open system, DFT must be extended.  
 
1.4 Overview 
This thesis will focus on the development of a simulation method based on ab 
initio density functional theory (DFT) combined with non-equilibrium Green’s 
function (NEGF) to study electron transport of two-terminal molecular electronic 
devices or metal-molecule-metal open systems, which are the fundamental structures 
to design multi-terminal molecular electronic devices, circuits, and systems. We are 
interested in the electron transport property in molecular electronic devices under 
non-equilibrium conditions. Conventional DFT alone cannot reach our request. The 
non-equilibrium Green’s functions (NEGF) provide a suitable method for calculating 
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open systems under non-equilibrium conditions with DFT. DFT and NEGF form a 
complementary set of simulation methods to study molecular electronic devices. The 
method is expected to be implemented with FORTRAN 90 and the code will run on 
the supercomputer IBM P690. 
The organization of the thesis is as follows. In Chapter 2, we will discuss density 
functional theory which is a fundamental method for isolated or periodic molecular 
systems simulation. In Chapter 3, we will describe the theory and implementation of 
non-equilibrium Green’s function. It can be used to extend DFT for our open 
molecular device analysis. In Chapter 4, we will describe our device modeling and 
implementation with computational methods in detail. The modeling method and 
code verification will be conducted in Chapter 5. In Chapter 6, we will show the 
preliminary simulation results of benzene based two-terminal molecular devices using 
our developed ab initio method. Electrode material effects and terminal group effects 
will also be explored. Chapter 7 will give a short summary and future suggestion.  
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Chapter 2 
Density Functional Theory 
 
Density Functional Theory (DFT) is one of the most popular and successful 
quantum mechanical approaches to the many-body electronic structure calculations of 
molecular and condensed matter systems [19, 20, 21, 22, 23]. Within the framework 
of DFT, the practically unsolvable many-body problem of interacting electrons is 
reduced to a solvable problem of a single electron moving in an averaged effective 
force field. This effective force field can be represented by a potential energy being 
created by all the other electrons as well as the atomic nuclei. DFT is motivated by 
the Hohenberg-Kohn theorem [19], described in Section 2.1, which proves that the 
total energy, including exchange and correlation, of an electron gas is a unique 
functional of the electron density. The minimum value of the total-energy functional 
is the ground-state energy of the system, and the density that yields this minimum 
value is the exact single-particle ground-state density. The Kohn-Sham equations [20], 
in Section 2.2, show how it is possible, formally, to replace the many-electron 
problem by an exactly equivalent set of self-consistent one-electron equations. The 
Hohenberg-Kohn theorem provides some motivation for using approximate methods 
to describe the exchange-correlation energy EXC as a function of the electron density. 
The simplest method of describing the EXC is to use the local-density approximation 
(LDA), discussed in Section 2.3. The Pseudopotential approximation, described in 
Section 2.4, removes the core electrons and by replacing them and the strong ionic 
potential by a weaker pseudopotential that acts on a set of pseudo wave functions 
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rather than the true valence wave functions. The basis set, introduced in Section 2.5, 
represents wavefunctions with a set of basis functions to solve Kohn-Sham equations 
numerically. The density matrix, introduced in Section 2.6, uniquely determines 
ground state energy, which allows representing the effects of the particle-particle 
interaction in an indirect form. The boundary condition for an open system, discussed 
in Section 2.7, is the central to molecular systems study. 
 
2.1 Hohenberg-Kohn Theorem – DFT basis 
The basis for DFT is the Hohenberg-Kohn theorem which formally demonstrates 
the sufficiency of the density as a variational object [19]. In Hohenberg and Kohn’s 
classic theorem they established that there is a one-one correspondence between non-
degenerate ground-state densities ρ  and potential ( )rv .  
This can be proven as follows through variational theorem. For an interacting 
system of electrons, the Hamiltonian of the form 
















1    (2.1) 
is completely determined by the external potential ( )rv . The first Hohenberg and 
Kohn theorem [19] states that, for non-degenerate ground states, the external 
potential ( )rv  is determined, to within an additive constant, by the electron density 
( )rρ . We begin by noting that an external potential ( )rv  defines a mapping ρ→v . 
Let us now assume that there exist two external potentials v , 'v  with corresponding 
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Hamiltonians H , 'H , and non-degenerate ground-state wavefunctions Ψ , 'Ψ  which 
yield the same density ρ . Then from the variational theorem, we may write 
'' ΨΨ<ΨΨ HH       (2.2) 
( ) ( )∫∫ −+ΨΨ>−+ΨΨ vvdrHvvdrH '''' ρρ           (2.3) 
By comparison (2.2) and (2.3) clearly constitute a contradiction, and consequently we 
conclude that there cannot exist two different external potentials v , 'v  corresponding 
to the same ρ . This defines our mapping ρ→v , and thus the one-to-one mapping 
ρ↔v is constructed.  
It immediately follows that we can determine the electronic Hamiltonian H 
corresponding to the ground-state density ρ , and thus all properties associated with 
the eigenfunctions of the Hamiltonian are in principle determined from ρ . We would 
also expect that the evolution of any wavefunction Ψ  by the Hamiltonian H, as 
described by the time-dependent Schrödinger equation, is also determined by ρ , and 
therein lies the basis for the time-dependent formulation of DFT.  
The electron density entails a great reduction of information from the 
wavefunction; consequently its use as a fundamental variable in a theory is attractive. 
However, the relative simplicity of the density alone cannot be regarded as the 
essential attraction of the theory. For example, are there not other simple variables 
which may yield a description of the Hamiltonian and hence the system? The number 
of particles and the external potential ( )rv  determine H; similarly any everywhere 
infinitely differentiable density is determined by a closed density fragment [24]! Thus 
the advance afforded by DFT does not lie in the simplification of the variational 
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quantity alone. The situation is very similar to that found in the theory of data 
compression: we must consider the ease with which we can extract useful information, 
both qualitative and quantitative, from our compressed quantity, the density. 
Fortunately, the change of view that the density entails, is sufficiently intricate to be 
useful both in qualitative theories of bonding, and in quantitative computation.  
How can we use the density in a variational calculation of the energy? Let us look 
at Hohenberg-Kohn functional [ ]ρE  
[ ] [ ] ∫+= vdrFE ρρρ      (2.4) 
[ ] ( )Ψ→Ψ+Ψ= ρρ VTF     (2.5) 
It can be seen that if we consider only ground-state densities that are in one-one 
correspondence with external potentials (through the Hohenberg-Kohn map), so-
called v-representable densities, the above functional [ ]ρE  has a minimum at 0ρρ = , 
the ground-state density corresponding to ( )rv . 
However, the constraint that a density should be v-representable is non-trivial, and 
thus the Hohenberg-Kohn functional is not really in a form suitable for computation. 
What we wish is to construct a functional defined over a larger domain of densities 
that agrees with the Hohenberg-Kohn functional over the domain of v-representable 
densities.  
A particularly simple and powerful construction was introduced by Levy and Lieb 
[25, 26], the so-called constrained minimization 
[ ] Ψ+Ψ= →Ψ VTF ρρ min              (2.6) 
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where ( )ρF  is now defined for all N-representable ρ . In fact, all positive well-
behaved densities satisfy this criterion, and thus the functional as defined above, is 
suitable for variational use. 
 
2.2 Kohn-Sham Equations – DFT applications 
Many applications of DFT are based on the Kohn-Sham equations which are 
derived from the Hohenberg-Kohn theorem. The functional ( )ρF  from Section 2.1 
invites the natural partitioning into two components 
[ ] [ ] [ ]ρρρ VTF +=     (2.7) 
with [ ] ( )Ψ→ΨΨ= ρρ TT , [ ] ( )Ψ→ΨΨ= ρρ VV . However the direct 
construction of [ ]ρT  and [ ]ρV  is immensely difficult. Let us therefore delay this task, 
and consider a reference system where the structure of these functionals is less 
complex. For the kinetic energy, we now introduce the Kohn-Sham reference system 
[20], which is the basis of all modern implementations of DFT.  
Consider a system of non-interacting particles in some external potential. The 
ground-state of such a system is a Slater determinant of orbitals iφ , with the density 
∑= i i 22 φρ . Now imagine adjusting the external potential to some vs such that the 
ground-state density becomes the specified density 'ρ . This non-interacting system, 
with external potential vs, is known as the Kohn-Sham reference system for the 
density 'ρ .  
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⎛ →∇−= ∑i siis vT ρφφρ 2212 . As in the previous section, this may be 
specified more generally through 
[ ] ΨΨ= →Ψ TTs ρρ min        (2.8) 
The hope is that this non-interacting kinetic energy [ ]ρsT , which is relatively easy to 
obtain in practice, forms a good approximation to [ ]ρT .  
In the Kohn-Sham formulation of DFT [19, 20, 21, 27], the energy is separated 
into three parts, 
[ ] [ ] [ ] [ ]ρρρρ XCs EJTF ++=           (2.9) 
Where, sT  is the kinetic energy and J  is the Coulombic energy. We can see that the 
classical component of the Coulombic interaction has now been separated out, and 
thus all extraneous many-body effects and kinetic energy contributions are now 
contained in the exchange-correlation energy [ ]ρXCE .  
We can obtain some formal understanding of [ ]ρXCE , as follows. Define a 
temporary functional 
[ ] [ ]ρλλρ ρλ JVTG −Ψ+Ψ= →Ψmin  
Then clearly,  
[ ] [ ]ρρ 0GTs =  
[ ] [ ] [ ] [ ]∫ ∂∂=−= 1001 λρλρρρ λGdGGEXC  
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Let us denote the ground-state wavefunction associated with ρ  as λΨ . We now write 
down the adiabatic connection formula for the exchange-correlation energy,  
[ ] ( ) ( )∫ ∫∫ −= 1122112110 , rrrhrdrdrdEXC λρλρ          (2.10) 
where h  is hole function, defined as ( ) ( ) ( ) ( )( )212121 ,2
1, rrhrrrr −= ρρρ . Since the 
pair-correlation function ( )21 , rrρ  represents the probability of finding a particle at r2 
given a particle at r1, it is easy to see that h represents a hole of “depletion of charge”, 
carried by an electron at r1 as it moves. Consequently, we can see that the exchange-
correlation energy is given by the Coulombic interaction between the density and the 
hole function, averaged over the coupling strength λ . 
We now return to our discussion of the Kohn-Sham reference system. What is the 
nature of the effective potential XCv ? Of particular interest is the effective potential 
that yields the ground-state density 0ρ  of the interacting system. Let us assume 
differentiability of [ ]ρE . Then minimization yields the ground-state density as a 
solution of the Euler equation 
[ ]( ) 0
0
=− ∫ ρρµρδρδ rdE     (2.11) 
For the Kohn-Sham reference system, we have 
[ ]( ) 0
0
=−+ ∫∫ ρρµρρδρδ drvdrT sss    (2.12) 
Consequently, we obtain the reference system for the ground-state density when 
sρρ =0 , through 
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[ ] [ ]( )ρρδρ
δµµ sss TEv −+=+    (2.13) 
We note that there is some freedom in the choice of sµ ; if as usual, we equate 
sµµ = , it follows that the reference system potential that yields the ground-state 











        (2.14) 
where exchange-correlation potential is defined as 
δρδ XCXC Ev =     (2.15) 
So far we have explored the formal properties of the Kohn-Sham reference system, 
which defines a functional [ ]ρsT . Such a functional would be of no use, however, if it 
did not lend itself to variational calculation. We observe that direct minimization 
requires knowledge of the functional derivative δρδ sT , which is not easily obtained. 
However, if we write the minimization in the constrained search formulation 
[ ] [ ]⎥⎦⎤⎢⎣⎡ +++ΨΨ ∫→Ψ ρρρρρ XCDD EvdrJTDminmin       (2.16) 
we can see that is equivalent to minimize an auxiliary orbital functional 
[ ] [ ][ ]ρρρ XCDD EvdrJT
D
+++ΨΨ ∫Ψmin           (2.17) 
Introducing orthonormality constraints and the Lagrange multiplier matrix ε , we 
minimize with respect to the orbitals Di Ψ∈φ , yielding the canonical Kohn-Sham 
equations 




1          (2.18) 
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The interacting problem has thus been reduced to a set of non-interacting Schrödinger 
equations. It is emphasized that exact knowledge of the functional [ ]ρXCE  would 
yield the exact ground state energy. However, the exact functional [ ]ρXCE  is not 
known and one must use approximate form (see Section 2.3). It is also noted that the 
Kohn-Sham Hamiltonian in Eq. (2.18) depends on the solutions { }iφ  through the 
density. The KS-equations are thus a non-linear self-consistent eigenvalue problem 
which will require much computational effort to solve [16]. 
 
2.3 Exchange-correlation Functional 
The Hohenberg-Kohn theorem provides some motivation for using approximate 
methods to describe the exchange-correlation energy as a function of the electron 
density.  
The simplest method of describing the exchange-correlation energy of an 
electronic system is to use the local-density approximation (LDA) [20], and this 
approximation is almost universally used in total-energy pseudopotential calculations. 
In the local-density approximation the exchange-correlation energy of an electronic 
system is constructed by assuming that the exchange-correlation energy per electron 
at a point r in the electron gas, ( )rXCε , is equal to the exchange-correlation energy 
per electron in a homogeneous electron gas that has the same density as the electron 
gas at point r. Thus 
( )[ ] ( ) ( ) rdrrrE XCXC 3ρερ ∫=    (2.19a) 
and 














∂=        (2.19b) 
with 
( ) ( )[ ]rr XCXC ρεε hom=     (2.19c) 
The local-density approximation assumes that the exchange-correlation energy 
functional is purely local. Several parametrizations exist for the exchange-correlation 
energy of a homogeneous electron gas [20, 28, 29, 30, 31], all of which lead to total-
energy results that are very similar. These parametrizations use interpolation formulas 
to link exact results for the exchange-correlation energy of high-density electron 
gases and calculations of the exchange-correlation energy of intermediate and low-
density electron gases. 
The local-density approximation, in principle, ignores corrections to the 
exchange-correlation energy at a point r due to nearby inhomogeneities in the 
electron density. Considering the inexact nature of the approximation, it is remarkable 
that calculations performed using the LDA have been so successful. Recent work has 
shown that this success can be partially attributed to the fact that the local-density 
approximation gives the correct sum rule for the exchange-correlation hole [32, 33, 
34]. A number of attempts to improve the LDA, for instance by using gradient 
expansions, have not shown much improvement over results obtained using the 
simple LDA. One of the reasons why these “improvements” to the LDA do so poorly 
is that they do not obey the sum rule for the exchange-correlation hole. Methods that 
do enforce the sum rule appear to offer a consistent improvement over the LDA [35, 
36]. 
Chapter 2 Density Functional Theory                                                                    
 18
The LDA appears to give a single well-defined global minimum for the energy of 
a non-spin-polarized system of electrons in a fixed ionic potential. Therefore any 
energy minimization scheme will locate the global energy minimum of the electronic 
system. For magnetic materials, however, one would expect to have more than one 
local minimum in the electronic energy. If the energy functional for the electronic 
system had many local minima, it would be extremely costly to perform total-energy 
calculations because the global energy minimum could only be located by sampling 
the energy functional over a large region of phase space. 
 
2.4 Pseudopotential Approximation 
Once the exchange-correlation functional has been chosen, the system is defined 
up to an external potential ( )rVext . In ab initio analysis, one important component of 
the external potential is generated by the nuclear cores. These potentials are singular 
near the cores and some care must be taken when solving the Kohn-Sham equations, 
particularly when using a real-space basis. 
It is well known that most physical properties of solids are dependent on the 
valence electrons to a much greater degree than that of the tightly bound core 
electrons. It is for this reason that the pseudopotential approximation is introduced. 
This approximation uses this fact to remove the core electrons and the strong nuclear 
potential and replace them with a weaker pseudopotential which acts on a set of 
pseudo wavefunctions rather than the true valence wavefunctions. In fact, the 
pseudopotential can be optimized so that, in practice, it is even weaker than the frozen 
core potential [41].  
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The schematic diagram in Figure 2.1 shows these quantities. The valence 
wavefunctions oscillate rapidly in the region occupied by the core electrons because 
of the strong ionic potential. These oscillations maintain the orthogonality between 
the core and valence electrons. The pseudopotential is constructed in such a way that 
there are no radial nodes in the pseudo wavefunction in the core region and that the 
pseudo wavefunctions and pseudopotential are identical to the all electron 
wavefunction and potential outside a radius cut-off rc. This condition has to be 
carefully checked for as it is possible for the pseudopotential to introduce new non-
physical states (so called ghost states) into the calculation.  
The pseudopotential is also constructed such that the scattering properties of the 
pseudo wavefunctions are identical to the scattering properties of the ion and core 
electrons. In general, this will be different for each angular momentum component of 
the valence wavefunction, therefore the pseudopotential will be angular momentum 
dependent. Pseudopotentials with angular momentum dependence are called non-
local pseudopotentials.  
The usual methods of pseudopotential generation firstly determine the all electron 














Ψ  is the wavefunction for the all-electron (AE) atomic system with angular 
momentum component l. The resulting valence eigenvalues are substituted back into 
the Schrödinger equation but with a parameterized pseudo wavefunction function of 
the form [41] 






Figure 2.1 An illustration of the full all-electron (AE) 
wavefunction and electronic potential (solid lines) plotted against 
distance, r, from the atomic nucleus. The corresponding pseudo 
wavefunction and potential is plotted (dashed lines). Outside a 
given radius rc, the all electron and pseudo electron values are 
identical.  










Here, lj  are spherical Bessel functions. The coefficients iα  are the parameters fitted 
to the conditions listed below. In general the pseudo wavefunction is expanded in 
three or four spherical Bessel functions. The pseudopotential is then constructed by 
directly inverting the Kohn-Sham equation with the pseudo wavefunction
lPS
Ψ .  
Pseudopotential is not unique, therefore several methods of generation also exist. 
However they must obey several criteria. These are:  
1. The core charge produced by the pseudo wavefunctions must be the same as 
that produced by the atomic wavefunctions. This ensures that the pseudo atom 
produces the same scattering properties as the ionic core. 
2. Pseudo-electron eigenvalues must be the same as the valence eigenvalues 
obtained from the atomic wavefunctions.  
3. Pseudo wavefunctions must be continuous at the core radius as well as its first 
and second derivative and also be non-oscillatory.  
4. On inversion of the all electron Schrödinger equation for the atom, excited 
states may also be included in the calculation. 
 
2.5 Basis Set 
To solve the Kohn-Sham equations numerically, beside the appropriate exchange-
correlation potential and pseudopotential, we must employ a set of basis functions in 
order to efficiently represent the electronic wavefunctions. Speed and accuracy are 
the most two important factors determine the choice of basis. Currently, the popular 
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Bloch’s theorem states that in a periodic solid each electronic wave function can 
be written as the product of a cell-periodic part and a wave like part. The cell-periodic 
part of the wave function can be expanded using a basis set consisting of a discrete set 
of plane waves whose wave vectors are reciprocal lattice vectors of the crystal. 
Therefore each electronic wavefunction can be written as a sum of plane waves [42]. 
( ) ( )[ ]∑ ⋅+= +
G
Gkii rGkicr exp,ψ     (2.20) 
In principle, an infinite plane-wave basis set is required to expand the electronic wave 
functions. However, the coefficients Gkic +,  for the plane waves with small kinetic 
energy ( ) 22 2 Gkm +h  are typically more important than those with large kinetic 
energy. Thus the PW basis set can be truncated to include only plane wave that have 
kinetic energies less than some particular cutoff energy. Introduction of a specific 
cutoff cutoffkk <  to the discrete PW basis set produces a finite basis set.  
PW methods are quite simple to implement and the convergence of the 
calculations can be controlled with a single parameter, the plane-wave cut-off. The 
PW basis is also independent of atomic positions, which is very important convenient 
for the coding. However, PW basis method has important drawback that is its 
inefficiency as regards basis size. 
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Atomic Orbitals Basis 
As the improvement in computer hardware and software allow the simulation of 
molecules and materials with an increasing number of atoms N, the use of so-called 
order-N algorithms, in which the computer time and memory scales linearly with the 
simulated system size, becomes increasingly important. Different from the 
inefficiency of PW basis method for large basis size, linear combinations of atomic 
orbitals (LCAO) methods are much more efficient as regards the size of the required 
basis. This is a very important advantage for calculations for large systems [43].  
The atomic orbitals we use are slightly excited pseudo-atomic orbitals (PAO) [43, 
44, 45]. The PAO are the valence-electron orbitals of the neutral ground-state atom 
within the pseudopotential approximation and within the LDA. The use of PAO in 
covalent materials has been tested previously for ten different materials [45]. They 
were found to give a simple yet reliable and accurate picture of the total energies and 
electronic states in these systems. With PAO, each electronic wavefunction cab be 
extended in terms of the atomic orbitals { }µφ : 
( ) ( )∑ −=
µ
µµ φψ IPAOii Rrcr       (2.21) 










µν ε          (2.22) 
where, 
( ) ( )
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With a predetermined radius cr ,  
( ) 0| == crrPAO rφ  
all of the atomic orbitals vanish outside this distance and H, S are represented by 
small matrices. 
 
2.6 Density Matrix 
The density matrix within DFT can be written as: 
( ) ( ) ( )∑ ∗=
i
iii rrfrr
'', ψψρ          (2.23) 
where iψ  is a Kohn-Sham eigenfunction, and fi is the occupancy of that eigenfunction. 
The key observation which underpins ( )NO  DFT is that DFT can be formulated in 
terms of ( )', rrρ , and that the ground state can be found by minimizing the total 
energy, Etot, with respect to ( )', rrρ  subject to the condition that ( )', rrρ  is 
idempotent [46]. Idempotency means that ρρρ =⋅ , which is equivalent to the 
eigenvalues of ρ (which are the occupation numbers fi) being either zero or one. This 
is a crucial property for the density matrix, as it is ensures that the density matrix is a 
projector - it is the operator which projects onto the space of occupied states.  
Another important property of the density matrix is that it decays as the separation 
between points increases: 
( ) ∞→−→ '' 0, rrasrrρ        (2.24) 
The fundamental reason for this decay is the loss of quantum phase coherence 
between distant points. The net result is that the local environment is all that is 
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important in determining ( )', rrρ , and thus the amount of information contained in ρ  
is proportional to N. This decay property of the density matrix can be used to make 
the amount of information in the system strictly linear with the system size by 
imposing a constraint, and setting the density matrix to zero beyond a cutoff: 
( ) cRrrrr >−= '' ,0,ρ          (2.25) 
where Rc is cut-off radius. Solving for the energy with this constraint imposed, and 
that of idempotency, will lead to an upper bound on the ground state energy; as Rc is 
increased, it will converge to the true ground state. Clearly there is a balance to be 
struck between accuracy, which increases as Rc is increased, and the complexity of 
the computational problem also increases with Rc.  
This exact formulation cannot be followed for practical methods, as ρ is 
dependent on two vector positions. With LCAO basis is introduced, it can be written 
in the form: 
( ) ( ) ( )∑=
µν
νµµν φφρρ rrrr ',        (2.26) 
which is equivalent to requiring that ρ only have a finite number of non-zero 
eigenvalues. Where νµ,  run over all the atomic basis orbitals µφ , and the matrix µνρ  
is the density matrix in the basis set of { }µφ . 
 
2.7 DFT for Open Molecular Systems  
Conventional DFT calculations deal with strictly close systems such as isolated 
molecules or periodic systems. In particular, it cannot be directly used to study 
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systems with different electrodes or systems under finite external bias [16]. While 
certain system situations can be mimicked using periodic boundary conditions and 
supercell geometries, these approaches are limited by the periodic boundary 
conditions used to solve the Kohn-Sham equations.  
 
 
Figure 2.2 Atomic structure of a two-terminal molecular 
system. A two-terminal molecular system can be described in 
terms of central region c, left region l, which is part of left 
electrode extending to −∞=z  and right region r, which is part of 
right electrode extending to +∞=z . The active molecular device 
region is region c+l+r. 
 
For an open system, illustrated in Figure 2.2, the left and right parts can be 
different electrodes and this system cannot be dealt with as a period system. However, 
it is well known that the Kohn-Sham potential a few layers inside the molecule-
electrode contacting surface are very close to the bulk Kohn-Sham potential. 
Therefore, the screening approximation can be used, which forms a natural boundary 
condition for open system: 
( ) ( ) Seffbulkeffsurface zzzVzV == ,     (2.27) 
where Sz  is sufficiently far enough inside the electrode that the Kohn-Sham potential 
resembles the bulk Kohn-Sham potential. 
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This approximation can be used to study our open molecular systems. The system 
can be subdivided into a central region c, left region l, which is part of left electrode 
extending to −∞=z , and right region r, which is part of right electrode extending to 
+∞=z . The atomic structure and effective potential in the left and right regions are 
identical to those of the equivalent bulk system. The above treatment can reduce an 
open system problem to a problem on a finite active device region, which includes 
central region c and left region l and right region r. That is, in order to solve Kohn-
Sham equations self-consistently, only the effective potential inside the active device 
region need to be updated. How to reduce an open system problem to a finite system 
problem will be discussed in Chapter 3. 
 
2.8 Summary 
The set of approximations introduced in this chapter form the core of density 
functional theory technique. Starting from the central motivating theorems of DFT, 
including the Hohenberg-Kohn theorem and the Kohn-Sham equations, we 
introduced the LDA and pseudopotential approximation. With all of these 
approximations, the Kohn-Sham equation can be solved numerically be employing an 
appropriate basis set. In order to use the Kohn-Sham in open system, the screening 
approximation and neutral boundary are used, which will be discussed in detail in 
Chapter 3 and Chapter 4. 
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Chapter 3 
Non-equilibrium Green’s Functions Method 
 
Density functional theory (DFT) methods are limited in two aspects: (i) the 
geometry of a system is restricted to either finite or periodic, and (ii) the system must 
be in equilibrium condition [47]. What we want to study in our work is the electron 
transport property in molecular electronic systems under non-equilibrium condition. 
Therefore only conventional DFT itself cannot reach our objective. The non-
equilibrium Green’s functions (NEGF) provide a suitable method for calculating the 
density matrix for systems under non-equilibrium condition. The non-equilibrium 
Green's functions theory was formulated by Kadanoff and Baym [48] and by Keldysh 
[49], was elaborated by Langreth [50], and is described in the text by Mahan [51]. 
The problems and promise of applying this approach to electron systems has been 
discussed by Jauho [52]. We begin from the Green’s functions definition, discussed in 
Section 3.1, which show the basic definitions of some important functions for NEGF 
theory. In Section 3.2, two most important equations in non-equilibrium Green’s 
functions theory are discussed: the Dyson equation, which provides the link between 
interested system and Green’s functions; Keldysh-Kadanoff-Baym equation, which 
gives a rigorous theoretical basis for describing quantum transport through non-
equilibrium molecular systems at an atomistic level. DFT-NEGF for open system 
approach, introduced in Section 3.3, is an application scenario to use NEGF theory 
together with ab initio DFT theory. 
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3.1 Green’s Functions Definition 
For systems out of equilibrium, the Green’s function approach can be developed 
following the same procedure as the equilibrium case, by defining the contour-
ordered Green’s function [49, 50, 53, 54]. 
( ) ( ) ( )[ ]'' 11,1 †HHC rTiG ψψ−≡     (3.1) 
where the contour C starts and ends at 0t ; it runs along the real axis and passes 
through 1t  and 
'
1t  once and just once (Figure 3.1); and the notation ( ) ( )11 ,1 tr≡ .  
 
Figure 3.1 Contour C 
 
The contour-ordered Green’s function plays an analogous role in non-equilibrium 
theory as the causal Green’s function plays in equilibrium theory [54]: it possesses a 
perturbation expansion based on Wick’s theorem. However, since the time-labels lie 
on the contour with two branches, one must keep track of which branch is in question. 
With two time-labels, which can be located on either of the two branches of the 




































   (3.2) 
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Where, CG  is called casual, or time-ordered Green’s function, 
( ) ( ) ( )[ ]


















the greater function >G , 
( ) ( ) ( )'' 111,1 †HHiG ψψ−=> , 
the lesser function <G , 
( ) ( ) ( )111,1 '' HHiG ψψ †+=< , 
and the antitime-ordered Green function ~
C
G , 
( ) ( ) ( )[ ]






















Since >< +=+ GGGG
C
C ~ , there are only three linearly independent functions. For 
our calculation the most suitable functions are the functions <>,G , and the advanced 
and retarded Green’s functions defined as 
( ) ( ) ( ) ( )[ ]















   (3.3a) 
( ) ( ) ( ) ( )[ ]















   (3.3b) 
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3.2 Non-equilibrium Green’s Function Formalism 
Dyson Equation 
Many systems of interest can be regarded as only slightly different from a 
relatively simple system or as a combination of systems that are individually simple. 
The great virtue of the Green’s function approach is that it permits us to exploit this 
relative simplicity, both calculationally and conceptually. The theoretical construct 
that provides the link between the system of interest and the related simple system is 
the Dyson equation.  
With all the definition in last section, we can derive Dyson equation, the most 
important equation for the Green’s functions application in non-equilibrium and 
equilibrium systems. The contour-ordered Green’s function Eq. (3.1) has the same 
perturbation expansion as the corresponding equilibrium time-ordered Green’s 
function and it has the Dyson equation in the form: 
( ) ( ) ( ) ( ) ( )




















  (3.4) 
where the non-equilibrium term in the Hamiltonian is represented by external 
potential V and the interactions are contained in the self-energy ( )GΣ  which can be 
obtained systematically from many-body perturbation theory following the same 
procedure as their equilibrium counterpart [54]. 
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Keldysh-Kadanoff-Baym Equation 
Take the differential form of the Dyson equation (3.4), we obtain Keldysh-
Kadanoff-Baym (KKB) equation: 
( ) ( )
























  (3.5) 
For convenience, in what follows, we use a notation where a product of two terms is 
interpreted as a matrix product in the internal variables (space, time, etc.). We can 













0      (3.6) 
Applying Langreth theorem 














0 ,    (3.7) 
For steady state, the Green’s functions depend only on the time difference 'tt − , 
which we can transform to energy through Fourier transform. The resulting equations 
of motion (EOM) of the non-equilibrium Green’s function are the KKB equation [48, 
49] 
( ) ( )



















   (3.8) 
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and 
( ) ( )



















or its equivalent integral formulation 
( ) ( )











= ∫ ∫    (3.10) 
For molecular scale systems, the problem is to determine the state of the interacting 
electron system under the potential of the given atomic nuclei. As discussed in last 
chapter, the term describing the electron interactions can be separated into the 
Coulomb part and the exchange-correlation part, consequently, the Keldysh-
Kadanoff-Baym equation has the following form: 
( )
( ) ( ) ( ) ( )
( ) ( )







































  (3.11) 
 
3.3 DFT-NEGF for Open Molecular Electronic Systems 
We begin with a single-particle Hamiltonian H in the Schrödinger equation that 
must be solved in DFT, 
µµµ ψεψ =H      (3.12) 
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As we know, the solutions of above wavefunction can be approximated by an 
expansion in a finite set of local atomic orbital basis functions ( ){ }riφ , 







φψ µµ     (3.13) 
Symbol ≅  is used in Eq. (3.2) in order to indicate that the above expansion is exact 
only for a basis set that is complete. The expansion coefficients icµ  indicate a 
transformation, but not a unitary transformation, because the functions ( ){ }riφ  possess 
no special normalization or orthogonality properties. The defining property of the 
expansion coefficients icµ  is their ability to diagonalize both the overlap matrix ijS , 
and the Hamiltonian matrix ijH  [55]. That is, 
µννµ δ=∑ ∗
ij
jiji cSc        (3.14) 
where ijS  is the overlap matrix 




jiji cHc        (3.16) 
where, 







drrVrrdH jiij φρφ ''23 2
1   (3.17) 
The retarded Green’s function RG  is related to ( )rµψ  through the spectral 
representation 
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' ;,    (3.18) 
where  
δδ iEE += +→+ 0lim . 
Substituting Eq. (3.13) into Eq. (3.18), the retarded Green’s function can be written in 
terms of basis function ( ){ }riφ  
( ) ( ) ( )


























   (3.19) 
where 






EG jiRij  
It is straightforward to prove that ( )EG Rij  satisfies the following matrix equation: 
( ) ( ) ij
k
R
kjikik EGHSE δ=−∑ +     (3.20) 
The above equation is an infinite matrix equation involving orbitals for an open 
system. We wish to solve the problem with finite structure. As the active device 
region shown in Figure 2.2, the Green’s function can be calculated in this finite 
device region and the effect of the semi-infinite metallic electrodes can be represented 
by self-energy. Therefore, (Eq. 3.20) becomes 











   (3.21) 
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where RL,Σ  is the self-energy matrix representing the effects from left and right semi-
infinite electrodes; τ  is coupling matrix; and g is surface Green’s function. The detail 
calculational procedure of self-energy will be discussed in Chapter 4.  
 
3.4 Summary 
The set of formula introduced in this chapter are the foundation of non-
equilibrium Green’s functions theory. Starting from the basic definition of Green’s 
functions, including four types of Green’s functions: time-ordered; greater; lesser 
and antitime-ordered Green’s functions, we introduced the Dyson equation and 
Keldysh-Kadanoff-Baym equation, which are theoretical basis for describing 
quantum transport in nanoscale system with Green’s functions. DFT-NEGF method 
links all of these equations to the single-particle Schrödinger equation, which permit 
us to use NEGF in our ab initio calculation. The detail computational implementation 
method will be discussed Chapter 4. 
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Chapter 4 
Device Modeling and Computational Methods 
 
In this chapter, the molecular device modeling and the detailed computational 
methods will be presented. The device can be characterized as a molecule connected 
to semi-infinite electrodes that are treated as non-interacting electron reservoirs. The 
computational methods are based on the non-equilibrium Greens’ function (NEGF) 
formalism of quantum transport [54] and the density functional theory (DFT) of 
electronic structure [56]. The local density approximation (LDA) of DFT with atomic 
obitals basis set is adopted.  
The DFT-NEGF formalism has proved to be a powerful and formally rigorous 
approach to study quantum transport phenomena in nanoscale structures. The 
formalism is fairly complete, and it has been applied widely to study quantum 
mechanical transport phenomena in mesoscopic systems. For molecular scale systems, 
the problem is to calculate the Green’s function of the interacting electron system 
under the potential of the given configuration of atomic nuclei and external fields.  
 
4.1 Device Modeling 
For our molecular devices study, we focus on two-terminal molecular electronic 
devices as shown in Figure 4.1. The devices consist of a molecule sandwiched 
between two semi-infinite electrodes. We can consider the left electrode (L) as an 
anode and right electrode (R) as a cathode. A bias voltage can be applied between the  











Figure 4.1 Model of a two-terminal molecular device with a 
molecule coupled to two semi-infinite left and right electrodes. The 
whole device region calculated is in the outside dashed square 
(L+C+R): the central region (C) includes molecule and a few 
surface atoms of left and right electrodes; the (L) and (R) regions 
are parts of electrodes near the central region (C). 
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anode and cathode, and the electron transport through can be simulated in the 
molecular device. 
The simulation of the two-terminal molecular electronic device can be restricted 
within a finite molecular device region as shown in Figure 4.1. This is greatly 
facilitated by recognizing the fact that the charge and potential perturbation induced 
by the adsorption of the molecule extends over only a finite region into the electrodes, 
practically the region enclosing the surface atoms close to the molecule. The charge 
and potential distribution beyond this region are the same as those of the bulk 
electrodes without the molecules. By expanding the wavefunction in terms of the 
finite set of LCAO, the NEGF approach allows us to take full advantage of this 
spatial locality by separating the device into the “extended molecule” region, which 
includes the molecule and the surface atoms perturbed by the molecule, and two finite 
electrode regions L(R). As a result, the study of the two-terminal molecular device 
can be treated in 3 steps: (i) electrode calculation; (ii) active molecular device 
calculation which includes the effects from semi-infinite electrodes; (iii) electronic 
observables calculation. 
 
4.2 Semi-infinite Electrode Calculations 
The atoms in L(R) region (Fig. 4.1) are the parts of the left (right) semi-infinite 
electrodes. We assume the L(R) region is far from the molecule by taking enough 
surface thickness. The Hamiltonian and density matrices in L(R) regions are 
converged to the bulk electrode values. Thus the Hamiltonian, density, and overlap 
matrices of the device only differ from bulk electrode values in the “extended 
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molecule” region. In order to obtain both matrices for left and right semi-infinite 
electrodes, we only need to do a separate bulk structure calculation. In the calculation, 
the electrodes are considered as periodic bulk structures and the number of atoms in 
its unit cell is same as that in L or R region. SIESTA [65, 66] self-consistent method 
is used for the calculation. In this method, the Kohn-Sham equation is solved by self-
consistent method; the effect of the core electrons is described by soft norm-
conserving pseudopotentials [67]; and the electronic structure of the valence electrons 
is expanded in a basis set of numerical atomic orbitals with finite range [44].  
The objective of the calculation is to obtain the Hamiltonian and overlap matrices 
of electrodes. As showed in Figure 4.2, the first step in solving Kohn-Sham equation 
is to choose an initial density matrix 0D  and decide overlap matrix S from the 
geometric structure of electrode. The Hamiltonian matrix [ ]0DAH =  is obtained 
from solving Poisson equation. And, the output density matrix [ ]SHBD ,1 =  is a 
functional of the input Hamiltonian matrix H and overlap matrix S. The exact 
relationship between 1D  and { }SH ,  depends on the boundary conditions of the 
electrode. When output density matrix 1D  and input density matrix 0D  reach self-
consistent, the Hamiltonian and overlap matrices needed are obtained.  
 




Figure 4.2 Flowchart of SIESTA self-consistent method used 
for semi-infinite electrode calculations 
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4.2.1 Hamiltonian and Overlap matrices of 1-D electrodes 
As shown in Figure 4.3 (a), 1-D electrode structure has chain-like atoms repeated 
to ±∞=z . Because semi-infinite electrode is considered as a period system, we only 
need to calculate one unit cell. Supposing that one unit cell here contains m layers, 
which are atoms in a set of planes perpendicular to z axis. And, because of 1-D chain 
structure, there is only one atom in each layer. The Hamiltonian matrix H and overlap 























































    (4.2) 
Where, iiH , iiS  are the Hamiltonian and overlap sub-matrices for layer i. ijH  and 
jiH  are the interaction Hamiltonian matrices between two layers. Because the 
structure is periodic, the atom in each layer is equivalent. That means 
mmHHH === K2211 , and mmHHH ,12312 −=== K ; the same is also applied to S. 













   (4.3) 







Figure 4.3 Semi-infinite electrodes: (a) 1-D chain electrode (b) 
3-D electrode 
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4.2.2 Hamiltonian and Overlap matrices of 3-D electrodes 
As shown in Figure 4.3 (b), a 3-D electrode structure consists of m atoms in each 
layer and the layers are repeated to ±∞=z . Similarly as 1-D structure, only one unit 
cell is needed to be calculated. For instance, if the unit cell contains n layers, the unit 

































































































   (4.5) 
The whole Hamiltonian matrix can be divided into nn×  sub-matrixes. The n sub-
matrixes on diagonal are the Hamiltonian matrix for each layer and other sub-
matrixes are the Hamiltonian matrix for the interaction between any two layers. 
Because all of the atoms in each layer are equivalent, we can generate the whole 
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matrix through the information of only one atom in each layer. The electrode can be 












                                           (4.6)  
The matrixes above are Hamiltonian and overlap matrixes for atom l/2, the central 
atom among l atoms and also the central atom in the central layer. The central atom is 
chosen for the convenience of calculation. In fact, the H and S for any atom can be 
selected. With these two matrixes, based on symmetry character, we can reproduce all 
of other sub-matrixes.  
 
4.3 Active Molecular Device Calculations 
After the semi-infinite electrodes calculation is completed, we can begin to 
calculate the molecular device within finite active device region with DFT and non-
equilibrium Green’s function. The flowchart of the molecular device calculation is 
shown in Figure 4.4. The calculation includes mainly 3 parts: (i) initialization of 
Hamiltonian matrix and overlap matrix; and self-energy calculation to obtain the 
effect of atoms in semi-infinite electrodes outside the active device region; (ii) density 
matrix calculation, to calculate electron density distribution in the active device 
region based on existed Hamiltonian matrix, overlap matrix and self-energy; and (iii) 
Poisson equation calculation, to obtain potential distribution in the device region from 
density matrix. The potential will be used to construct new Hamiltonian matrix. In the 
following, we will demonstrate every part of this process.  
Chapter 4 Device Modeling and Computational Methods                         
 46
 
Figure 4.4 Flowchart of DFT and NEGF self-consistent 
calculation for molecular electronic device 
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4.3.1 Self-energy Calculation 
Once we have Hamiltonian for isolated bulk electrodes, the next step is to obtain 
self-energy matrices RL,Σ  which describe the coupling of atoms in L and R regions to 
the remaining part of the semi-infinite electrodes. The self-energy matrices are 
written in terms of the electrode-surface coupling matrices RL,τ  and the surface 
Green’s functions RLg ,  as 
†
RLRLRLRL g ,,,, ττ=Σ                                                 (4.7)  
The geometry of the bonding surface determines the coupling matrices and the 
surface Green’s functions. 
 
4.3.1.1 Surface Green’s Function 
The surface Green’s function of a 1-D semi-infinite electrode obeys the recursive 
equation [58] involving the on-site and coupling matrices α and β (Figure 4.5), 
†ββα gg −=−1                                                   (4.8) 
For 3-D electrodes, the additional complication is that we have an infinite 2-D cross-
section (Figure 4.5), but once we transform all of the quantities for the in-plane 
coordinates through Fourier transform, we can get several 1-D chains in k-space, one 
for each k, and each chain adds up independently.  
So accordingly, in-plane and out-of-plane Hamiltonian matrices ( aH  and bH ) 
should be transformed through Fourier transform only in the x-y coordinate direction. 
The difference in z coordinate between the two layers will not enter in the phases of 
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the Fourier transforms, but rather, directly through the coupling matrix bH  (for 
instance, if you bring the planes closer, the phases of Fourier transform will not 
change, but the coupling matrix bH  will increase). The phases of Fourier transform 





Figure 4.5 Device coupled to a semi-infinite electrode (top: 1-
D electrode, bottom: 3-D electrode) 
 
The 2-D Fourier transform consists of in-plane Fourier component Eq. (4.9) and out-
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     (4.10) 
Where, for Eq. (4.9), m is an arbitrary atom, and n involves a sum over m and all its 
nearest in-plane neighbor atoms; for Eq. (4.10), n involves a sum over all nearest out-
of-plane neighbor atoms of m. The surface Green’s function in k space is obtained by 
iteratively solving equation 
†
kkkkk gg vvvvv ββα −=−1           (4.11) 











1        (4.12)  
Where, N is the number of k points. The surface Green’s function matrices so 
obtained are independent of the molecular under consideration and depend only on 
the material and geometry of the electrodes. 
Again, we use the examples in Section 4.1 to show surface Green’s function 
calculation. For 1-D chain electrode, with the row Hamiltonian and overlap matrices 
(Eq. 4.3) saved, the components of in-plane and out-of-plane Fourier transform can 
be easily obtained. 
 
( ) ( )
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( ) ( )


































  (4.14) 
For 3-D electrode, the components of in-plane and out-of-plane Fourier transform can 
be obtained based on row matrices (Eq. 4.6). 
( ) ( )




































                  (4.15) 
( ) ( ) ( )






















































      (4.16) 
With the k space Hamiltonian and overlap matrices, k space surface Green’s function 
can be obtained for both 1-D and 3-D conditions. Naturally, real-space surface 
Green’s function is then obtained through anti-Fourier Transform (Eq. 4.12). 
 
4.3.1.2 Coupling Matrix 
Coupling matrix is the matrix describing the interaction between atoms in L(R) 
regions and atoms in the remaining part of the semi-infinite electrodes. This matrix 
can be obtained from device or bulk electrodes Hamiltonian matrix during the process 
of device Green’s function calculation. Based on the molecular device model (Figure 
4.1) used, the whole device Hamiltonian matrix has the following structure 

































    (4.17) 
Where, Lτ  is coupling matrix between left electrode LH  and left surface LSH ; Rτ  is 
coupling matrix between right electrode RH  and right surface RSH ; and 
†
RL,τ  are 
their complex conjugates.  
In Eq. 4.17, the surface Hamiltonian LSH  and RSH  are actually parts of bulk 
electrodes, same as LH  and RH . The only difference is that LSH  or RSH  is adjacent 
to molecule and affected by molecule. If enough surface atoms are included in central 
part, LH  and RH  are far away enough from the central molecule. The effect from the 
molecule can be ignored. The coupling matrices Lτ  and Rτ  are only concerned with 
the geometry of the bonding between electrode atoms and surface atoms. The 
characteristic of this bonding is not changed during the self-consistent calculation 
after the molecular device structure was defined.  
  
4.2.2 Density Matrix Calculation 
After obtained electrode Hamiltonian and self-energy matrices, we can begin to 


























      (4.18) 
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Where, LH , RH , and CH  are the Hamiltonian matrices in the L, R and C region 
(Figure 4.1), respectively, and LV  ( RV ) is the interaction between the L (R), and C 
region. Self-energy LΣ and RΣ  describe the coupling of L and R to the remaining part 
of the semi-infinite electrodes. LH  and RH  in the device Hamiltonian matrix are 
assumed to be converged to the bulk values along with the density matrix. This 
assumption is tenable only if a enough large fraction of the electrodes is included in C 
region (so the L and R regions are positioned further away from the surfaces in Figure 
4.1). Therefore, the Hamiltonian matrices in these tow parts will not change in self-
consistent device Green’s function calculation and are fix on the values obtained from 
the calculation of the separate bulk electrode systems. The remaining parts of the 
Hamiltonian depend on the non-equilibrium electron density and are determined 
through a self-consistent procedure. With Eq. (3.20), the device Green’s function is 
defined as the inverse of ( )HzS −  and density matrix can be obtained through 
( )∫ <−= EiGdE )(1πρ      (4.19) 
( ) ( ) ( )[ ] ( )










    (4.20) 
Where ρ is density matrix; RG and AG  are retarded and advanced Green’s functions 
respectively; ( )µ−Ef  is Fermi distribution function; and ( )RLΓ is imaginary part of 
self-energy which is  
( ) ( ) ( )( ) 2/† RLRLRL i Σ−Σ=Γ  
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Note the (Eq. 4.20), when there is no bias voltage added on device, (notice: the 
RL µµ ,  here is the original Fermi level of electrode plus with the voltage bias), the 
Fermi function has the relation 
( ) ( )RL EfEf µµ −=−  
The chemical potentials of left and right electrodes are equal. And, we can reduce (Eq. 
4.20) to a simple form which is only relevant to retarded Green’s function  
   ( ) ( )[ ] ( )µ−−=< EfEGiEG RIm2             (4.21) 
The density matrix calculation equation can be split into two parts 
( )




















i    (4.22) 
( )⎥⎦⎤⎢⎣⎡ −−= ∫ ∞− min )(Im2 µ µπρ EfEdEGeq     (4.23) 




µπρ EiGdEneq                     (4.24) 
Where, ( )rl µµµ ,minmin ≡  and ( )rl µµµ ,maxmax ≡ . The first part (Eq. 4.23) is 
equilibrium part of density matrix and the second part (Eq. 4.24) is non-equilibrium 
part of density matrix. 
 
4.3.2.1 Gaussian Quadrature Method 
The integrals of equilibrium part (Eq. 4.23) and non-equilibrium part (Eq. 4.24) 
are both calculated using Gaussian Quadrature method. The simplest form of 
Gaussian Quadrature is based on the use of an optimally chosen polynomial to 
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approximate the integrand f(x) over the interval [-1, +1]. The details of the 
determination of this polynomial, meaning determination of the coefficients of x in 
this polynomial, are beyond the scope of this presentation. The simplest form uses a 
uniform weighting over the interval, and the particular points at which to evaluate f(x) 
are the roots of a particular class of polynomials, the Legendre polynomials, over the 
interval. It can be shown that the best estimate of the integral is then:  






ii xfwdxxf        (4.25) 
Where xi is a designated evaluation point, and wi is the weight of that point in the sum. 
If n is the number of points at which the function f(x) is evaluated, the resulting value 
of the integral is of the same accuracy as a simple polynomial method (such as 
Simpson's Rule) of about twice the degree (ie. of degree 2n). Thus the carefully 
designed choice of function evaluation points in the Gauss-Legendre form results in 
the same accuracy at about half the number of function evaluations, and thus at about 
half the computing effort. 
We want to compute general integral ( )∫= ba xfI  by means of Gauss-Legendre 
(GL) quadrature. This assumes that we have the GL quadrature points xi and weights 
wi available for some interval (α toβ ). Thus, we connect our integral of interest to an 
equivalent GL integral via 















−= bauabx . 
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For the case of 1−=α  and 1=β , then 
( ) ( ) ( ) ( ) duabuabfabdxxfb
a ∫∫ − ⎥⎦⎤⎢⎣⎡
++−−→ 1
1 222
  (4.27) 
or, 












  (4.28) 
 
4.3.2.2 Equilibrium Density Matrix 
For the equilibrium part, all poles of the retarded Green’s function G(E) are lying 
on the real axis and the function is analytic otherwise. Therefore, instead of doing the 
integral in (Eq. 4.23), we consider the contour in the complex plane defined for a 
given finite temperature. The integral contour should enclose the real energy axis 
from the energy of the lowest occupied state up to the Fermi energy. There are many 
choices for the contour and the one we used is shown in Figure 4.6. 
As shown in graph, the closed contour beginning with line segment L, followed 
by the dashed segment C, and running along the real axis from ( )δiE +min  to 
( )δiEF +  where minE  is the lowest energy point in integral, and below the lowest 
eigenvalue. The energy values on the FE  line are the poles of Fermi function 
( )µ−Ef  and they are ( ) kTnizn π12 += . According to the residue theorem, 
( ) ( ) ( ) ( )∑∫∫ −−−=− +∞−
nz
nLC
zGikTzfzGdzEfEdEG πµµµ 2)(min  (4.29) 
This integral equation can be solved with Gaussian Quadrature method. 
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Figure 4.6 The contour for Green’s function integral 
 
In segment C, we actually use semicircle line in calculation for convenient, 
because the shape of the contour will not affect the result of the integral. We use N 
points in the range ( )π,0  to approximately calculate. Because we choose long enough 
L (20kT), the Fermi function ( ) 1≅− µEf  for the value points on contour. We do 
some change in equation, 
( )
( ) ( ) ( ) ( )
















  (4.30) 
In segment L, we just use N points in the range ( )FF EkTE ,20−  to approximate this 
integral.  
( ) ( ) ( ) ( ) ( )∑∫ −=− N
j
L
jfjGjwzfzGdz µµ   (4.31) 
 
4.3.2.3 Non-equilibrium Density Matrix 
For the non-equilibrium part (Eq. 4.24), the equation ( ) ( )RL EfEf µµ −=−  is 
not satisfied, and the density matrix must be calculated using (Eq. 4.20). Because 
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( )EG A  is non-analytic above the real axis while ( )EG R  is non-analytic below the 
real axis, ( )EG<  is only analytic along the real axis. It is therefore impossible to use a 
contour integral and thus the non-equilibrium density matrix must be calculated along 
the real axis directly. 






The integration is performed on real axis from ( )RL µµµ ,minmin =  to 
( )RL µµµ ,maxmax = . Gaussian Quadrature method is used to solve this integral. 
 
4.3.3 Poisson Equation Solver 
The Hamiltonian matrix [ ]ρAH =  is constructed with the DFT effective potential 
( )[ ]rV eff ρ . The effective potential consists of three parts: a pseudopotential psV , the 
exchange correlation potential XCV , and the Hartree potential HV . For psV  norm 
conserving Troullier-Martins pseudopotentials were used [67]. For XCV  local density 
approximation (LDA) was used. 
The Hartree potential is a nonlocal function of the electron density, and it is 
obtained by solving the Poisson equation with suitable boundary conditions: 
( ) ( )rrVH πρ42 =∇      (4.32) 
For our device model, the electrostatic potential in the L and R regions are determined 
from the separate bulk electrodes calculation, and shifted relative to each other by the 
bias voltage V. We solve the Poisson’s equation with the fast Fourier transform (FFT) 
technique. What should be noted is that the potential at the L-C and C-R boundaries 
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reproduces the bulk values, which is the neutral boundary condition we discussed in 
Chapter 2. 
( )
( ) ( )
( )























    (4.33) 
For a given bias voltage V, the L and R electrode electrostatic potentials need to be 
shifted by V/2 and –V/2, respectively, and HV  will therefore have a discontinuity at 
the boundary in the beginning of the self-consistent calculation. This discontinuity 
has no effect in the calculation, because the Hamiltonian matrix elements inside the 
L-C-R region are unaffected with the finite range of the LCAO, and the Hamiltonian 
matrix elements outside the L-C-R region are replaced by bulk values. This 
discontinuity is smoothed during the calculation and disappears in the end. 
 
 
Figure 4.7 The effective potential of whole device region 
 
Chapter 4 Device Modeling and Computational Methods                         
 59
The Hartree potential of the device region is now decomposed as 






zVrrV φ       (4.34) 
where ( )rφ  is the periodic solution of the Poisson’s equation obtained using FFT; zL  
is the length of device in z coordinate. The potential used is shown in Figure 4.7. 
 
4.4 Electron Observables Calculations 
What we are interested about the molecular devices are their electronic 
characteristics. To do so, we need to obtain some electron observables, particularly I-
V curve, transmission coefficient and density of states, to analyze the molecular 
electronic devices. 
 
4.4.1 I-V Characteristics 
To obtain the terminal currents, we need a quantity that will tell us the rate at 
which electrons are lost from the system into the electrodes or due to various 
scattering processes. The divergence of the current density: ( )E;rJ⋅∇  represents 
such a quantity, since it tells us the rate at which particles are lost from the 
surrounding volume [61]. The current density J from the wavefunction Ψ  in one 
electrode is given by [62] 
     









2    (4.35) 
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Then we have 
( ) [ ] [ ]















  (4.36) 
and replace ( ) ( )'rr *ΨΨ  with ( ) π2/;, EG 'rr<  to obtain 




eEi CChπ   (4.37) 
Define a current operator 
( ) [ ]HGHG
h
ieEIop
<< −≡ , 
whose diagonal elements are equal to the divergence of the current density: 
( ) ( )EEIop ,; rJrr, ⋅∇=  
Therefore, 
( ) ( ) ( )












Also, we can get the final form [63, 64]: 
[ ] ( ) ( )[ ]∫ −−−×ΓΓ= RLARRL EfEfGGTrdEheI µµ2   (4.39) 
 
4.4.2 Transmission Coefficient 
Transmission coefficient ( )ET  represents the total transmission from one 
electrode to another at energy E. 
( ) ( ) ( ) ( ) ( )[ ]EGEEGETrET ARRL ΓΓ=     (4.40) 
And, conductance coefficient is defined with transmission coefficient 
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       (4.41) 
 
4.4.3 Density of States 
Density of states (DOS) ( )En  represents the number of allowed states in the 
energy band E. 
( ) [ ]{ }SGTrEn RImag1π−=     (4.42) 
After the self-consistency of density matrix is achieved, the last density matrix ρ  
and the corresponding Hamiltonian matrix H and overlap matrix S can be obtained. 
With Gaussian quadrature method, N energy points are picked between energy level 
( )RLE µµ ,minmin = and ( )RLE µµ ,maxmax = . For each of these energy points, 
Green’s function ( )EG  is recalculated based on obtained Hamiltonian and overlap 
matrices. Through this calculation, I-V characteristics, transmission coefficient and 
DOS for every energy level E can be obtained. 
 
4.5 Summary 
In this chapter, we presented the detail of our device modeling and 
ccomputational method. The whole calculational process is divided into three parts: 
separate bulk electrodes calculation using conventional Kohn-Sham equations, self-
consistent device calculation using DFT and NEGF, and electron observables 
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calculation. SIESTA approach is used in first part of calculation, which has been 
tested in a wide variety of systems. Our discussion is therefore concentrated on the 
second part of calculation, including self-energy calculation, device Green’s functions 
integral, density matrix calculation, and Poisson equation solving. At last, 
computational formula of some important electron quantities about the electron 
transport characteristics of molecular electronic devices are discussed. 
 
Chapter 5 Modeling Method and Code Verification 
 63
Chapter 5 
Modeling Method and Code Verification 
 
To validate the DFT-NEGF method discussed in previous chapter, two molecular 
device structures: toy model and short carbon chains coupled to aluminum electrodes 
are used for electron transport study. As the electron transport of toy model has been 
calculated by other scientists and the transport characteristic of short carbon chains 
have already been published, we can verify our DFT-NEGF method and simulation 
code through comparing our simulation results of these two molecular device 
structures with those of other scientists.  
Noted that, for ab initio method, certain simulation environment parameters need 
to be pre-selected, such as cut-off energy, pseudopotential, basis set, etc. There could 
be some difference in these parameters selected between our simulation and other 
scientists’. For this reason, only the qualitatively comparing rather than quantitatively 
is meaningful. 
 
5.1 Electron Transmission through Toy model 
5.1.1 Device Structure 
The toy model we use is a simple molecular device structure, one carbon atom (C) 
and one hydrogen atom (H) coupled to aluminum (Al) electrodes (Figure 5.1). 
Although, this molecular structure has no much meaning in application, it was often  












Figure 5.1 Toy model (AlCH): one carbon atom and one 
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used to verify simulation model and computational methods. Here, we will calculate 
transmission coefficient, density of states, and I-V characteristics of this structure, 
and compare our results with those of TranSIESTA [73, 74], the only commercial 
software for nanoscale electronic system simulation. 
For the structure of this toy model, we use same geometric structure as those used 
in TranSIESTA calculation. The distance between the central atoms (C and H) and 
the edge of aluminum electrode is fixed at 1.8Å; the distance between two central 
atoms is 1 Å; and the distance between any two adjacent aluminum atoms are 2.8Å. 
 
5.1.2 Results and Analysis 
Figure 5.2 shows the transmission coefficient calculated by our method and 
TranSIESTA and Figure 5.3 shows the density of states calculated by our method and 
TranSIESTA. As shown in these figures, we can see that transmission coefficient and 
density of states of the toy model obtained from two different simulation methods are 
similar. Moreover, we calculate the terminal current of this model under different bias 
voltage and the I-V curve is shown in Figure 5.4. As we can see, the current increases 
linearly with small bias voltage ( )eVV 5.0<  based on our results and the increasing 
speed becomes slow gradually with the increasing of bias voltage. The “I-V” 
characteristic is also similar to that calculated by TranSIESTA. 








Figure 5.2 Transmission coefficient of toy model (AlCH) 
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5.2 Electron Transmission through short carbon chain 
5.2.1 Device Structure 
The linear atomic chains made of carbon atoms are well known chemical species 
usually referred to as “cumulenes” [68]. These structures have long been regarded as 
ideal one-dimensional molecular wires, and chains of up to 20 carbon atoms have 
been attached to metal atoms in experiments [69]. Lang and Avouris [68, 70] have 
studied the conductance of carbon-atom chains with their first-principles calculations 
and have found the conductance does not decreases with increasing atomic wire 
length, but it oscillates as a function of the wire length. 
In our calculation, the carbon-atom chains containing 3, 4, 5, 6 carbon atoms have 
been studied. As shown in Figure 5.5, the short carbon-atom chain with 4 carbon 
atoms is placed between two Al electrodes. The distance between the carbon atoms 
are taken to be equal, and fixed at 1.3225Å, which is the distance found for such 
chains by Raghavachari and Binkley [71].  
In the study of Lang and Avouris, the distance of 1.3225Å between carbon atoms 
was also used. In the meantime, they fixed the distance between the end atoms and 
the edge of Al electrodes d at 0.7406Å; this value is based on the results of a low-














Figure 5.5 Molecular wire structure of carbon-atom chain 
attached to aluminum electrodes 
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5.2.2 Results and Analysis 
The triangle line in Figure 5.6 shows that the conductance of short carbon-atom 
chain oscillates as a function of the wire length, with odd-number carbon atom wires 
(3C, 5C, 7C) showing a higher conductance than even-number wires (4C, 6C). With 
the same geometric structure, we obtained similar results (square line in Figure 5.6). 
As shown in figure, the “odd-even rule” is observed and the value of conductance for 
each type of the carbon-atom chain only has a little difference from that obtained by 
Lang and Avouris. 
These small differences probably came from the different basis set and 
pseudopotential used in the calculation. It may also come from certain computational 
approximation, such as cut-off energy. For these reason, these minor difference can 
be accepted. 
Moreover, we have calculated the conductance as a function of separation 
distance d. In Figure 5.7, the conductance of carbon-atom chains is plotted as a 
function of separation distance. The conductance oscillates as a function of the 
separation distance, and almost reverse wave shapes can be observed for odd and 
even length chains. When carbon chain is closed to the Al electrodes, for example 1a0 
(a0 = 0.7406Å) the conductance of even length chain is about 1.0~1.2G0, which is 
lower than the conductance of odd length chain, 1.5~1.9G0; when carbon chain is a 
little far away from the Al electrodes, for example 2.5a0, the conductance of even 
length chain is about 1.6~1.9G0, which is higher than the conductance of odd length 
chain, 0.6~0.8G0. These results are also consistent with other scientists’ results [68, 
70]. 







Figure 5.6 Conductance of carbon-atom chain: (triangle) Lang 














Figure 5.7 Conductance of carbon-atom chains (3C, 4C, 5C, 
6C) under different separation distance d (a0 = 0.7406Å) 
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5.3 Summary 
The objective of this chapter is to verify the correctness and functionality of our 
computational methods. A toy model was studied at first, and the results were 
compared with those gotten from TranSIESTA. The short carbon-atom chains were 
studied in succession, and their results were compared with those already published 
by Lang and Avouris. The electron characteristics of structures obtained from our 
calculation are consistent with those from others. The minor differences between our 
simulation results and other scientists’ may come from basis set and pseudopotential 
for Hamiltonian calculation, and cut-off energy chosen for complex contours integral, 
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Chapter 6 
Electron Transport of Two-terminal Molecular Devices 
 
In this chapter, we will use our developed DFT-NEGF simulation method to study 
the electron transport characteristics of benzene based two-terminal molecular 
devices. Benzene was chosen because of its importance to molecular electronics. 
Benzene based molecules are typical organic molecules. Organic molecules are very 
promising candidates for molecular electronics because of their attractive features, 
such as the quantum mechanical nature of electron conduction, possibilities of 
structural modifications, and low cost and ease in synthesis. In addition, organic 
molecules offer the possibility of “self-assembly”, a property that is critically 
important for fabricating molecular electronic devices. Therefore, the study about 
benzene based molecular devices is very valuable. 
 
6.1 Transmission through Benzene Coupling to Two Gold Electrodes 
6.1.1 Device Structure 
In the simulation with the benzene molecule, two gold electrodes are connected to 
the molecule from its left and right sides (Au-benzene-Au). The electronic structure 
and geometry of this device were obtained through optimization by DFT calculations. 
As shown in Figure 6.1, the distance between gold electrode and the benzene 
molecule, d0, is 1.60Å; and the distance between two adjacent gold atoms, d1, is 
2.80Å. 











Figure 6.1 Benzene molecule coupled to gold electrodes. 
Å60.10 =d and Å80.21 =d  are relaxed distances by DFT method.  
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6.1.2 Results and Analysis 
Figure 6.2 shows zero bias transmission coefficient of the Au-benzene-Au system. 
Fermi level fE  is shifted to the 0eV point in the figure for convenience. The main 
features of the transmission spectrum of this system are continuous spectrum and two 
broad resonances around the Fermi level.  
Highest Occupied Molecular Orbital (HOMO), which is the first peak below fE  
in Figure 6.2, is the highest energy molecular orbital that contains an electron. 
Lowest Unoccupied Molecular Orbital (LUMO), which is the first peak above  fE  in 
Figure 6.2, is the lowest energy molecular orbital of a molecule that does not contain 
an electron. HOMO and LUMO are very important in molecular electronics. HOMO 
is similar to the top of valence band and LUMO is similar to the bottom of conduction 
band in semiconductor electronics. HOMO and LUMO are the first levels to be 
reached by electrons from the electrodes as a bias voltage is applied. Therefore, the 
positions and shapes of HOMO and LUMO determine the electron transport 
characteristics of molecular devices at low bias voltages.  
For the Au-benzene-Au system (Figure 6.2), HOMO peak is about 0.70eV below 














Figure 6.2 Transmission coefficients of benzene molecule 
coupled to two gold electrodes under zero bias voltage 








Figure 6.3 Density of states of benzene molecule coupled to 
two gold electrodes under zero bias voltage 
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Density of states of this system is shown in Figure 6.3. Comparing with Figure 
6.2, the transmission coefficient and density of states of this system are strongly 
correlated, especially in the location of their peaks. 
Benzene molecule presents a large HOMO-LUMO gap ( eV9.4≈ ). It should 
behave like an insulator at room temperature. However, when benzene molecule is 
connected by metallic electrodes such as gold, electrons from electrode are 
delocalized to the molecule and the HOMO-LUMO gap decreases. Benzene molecule 
becomes conducting through the LUMO and HOMO of the isolated molecule, which 
are now partially occupied. Therefore, with bias voltages, current through this 
molecular device can be obtained.  
Figure 6.4 shows I-V characteristics of this molecular device. The current at a 
given bias voltage V is the integral of the transmission coefficient in an energy range 
of eV centered at fE , it is strongly associated with the transmission spectrum 
behavior. Figure 6.4 shows I-V characteristics of this molecular device in the bias 
range from -2.0V to 2.0V. The threshold for conduction directly depends on the 
energy separation from the conducting molecular orbitals to the fE , while the initial 
slope in the I-V curve depends on the delocalized nature of these orbitals. The more 
delocalized the orbital, the higher the slope of its I-V curve. From Figure 6.2, HOMO 
and LUMO locate at around 0.7eV and 0.6eV respectively. Because the energy 
separation of HOMO- fE  and energy separation of fE -LUMO are almost same, the 
transmission of this system are dominated by HOMO and LUMO together at low bias 
voltages.  
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When bias increases to 0.6V, transmission starts to take place partially through 
LUMO. When bias increases to 0.7V, transmission starts to take place partially 
through HOMO. The HOMO and LUMO can be fully accessible for conduction at 
1.0V bias voltage. As a result, the slope of I-V curve increases from 0.6V bias to 1.0V 
as shown in Figure 6.4. When bias increases above 1.0V, the magnitude of 
transmission spectrum through HOMO, LUMO, and nearby orbitals decreases. These 
result that the slope of I-V curve decreases and the current increases slower. 







Figure 6.4 I-V characteristics of benzene molecule coupling to 
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6.2 Electrode Material Effects on the Electron Transport 
6.2.1 Device Structure 
To study the effects of electrode material on the electron transport, two aluminum 
electrodes are used to replace gold electrodes. Figure 6.5 shows the electronic 
structure and geometry of Al-benzene-Al device. Since aluminum atom and gold 
atom have similar atomic radius, same geometric structure as Au-benzene-Au system 
is directly used in Al-benzene-Al system. It could be some other geometric structures 
for Al-benzene-Al systems. However, here we limit our study to the same Au-H 
structure to easily compare the simulation results. As shown in Figure 6.5, the 
distance between aluminum electrode and the benzene molecule, d0, is 1.60Å; and 
the distance between two adjacent aluminum atoms, d1, is 2.80Å. 
 
 
Figure 6.5 Benzene molecule coupled to two aluminum 
electrodes. Å60.10 =d and Å80.21 =d  are same as in Figure 6.1. 
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6.2.2 Results and Analysis 
Figure 6.6 shows the transmission coefficient of Al-benzene-Al system under 
zero bias voltage. The transmission coefficient of Au-benzene-Au system is also 
shown again for easy reference. For Al-benzene-Al system, HOMO peak is about 
0.25eV below the Fermi level fE  and LUMO peak is about 0.45eV above fE . 
HOMO-LUMO gap is 0.25+0.45=0.70eV. It is clear that the HOMO-LUMO gap of 
Al-benzene-Al system is much smaller than that of Au-benzene-Au system (1.3eV). 
The smaller gap leads better conduction of Al-benzene-Al system compared with Au-
benzene-Au system.  
Figure 6.7 shows the density of states of this system. Again, the transmission 
coefficient and density of states are strongly correlated, especially in the location of 
their peaks. 
Figure 6.8 shows I-V curve of Al-benzene-Al system. When bias voltage is below 
0.25V, the transmission is dominated by the HOMO. When bias voltage increases to 
0.45V, LUMO begins to contribute to conduction. The HOMO and LUMO can be 
fully accessible for conduction at 0.75V bias voltage. As a result, the current increases 
almost linearly below 0.75V. When bias increases above 0.75V, the magnitude of 
transmission spectrum through HOMO, LUMO, and nearby orbitals decreases. These 
result that the slope of I-V curve decreases and lead to slower increasing current. 
Figure 6.8 also shows I-V curve of Au-benzene-Au system for reference. We 
noticed that the slope of I-V curve for Al-benzene-Al system at low voltages (≤ 0.5eV) 
is much higher than Au-benzene-Au system. This can be explained base on the 
HOMO and LUMO positions of two systems. For Au-benzene-Au system, HOMO 
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and LUMO locate at around 0.7eV and 0.6eV respectively. The HOMO- fE  
separation and fE -LUMO separation of Au-benzene-Au are both larger than those of 
Al-benzene-Al. Because of the smaller energy separations of Al-benzene-Al system, 
the HOMO and LUMO can begin to contribute to electron conduction with lower bias 
voltage (0.45eV) compared with Au-benzene-Au system (0.7eV). Therefore, the 
current through Al-benzene-Al system increases faster than current through Au-
benzene-Au system at low bias voltage. 
The amounts of currents through Al-benzene-Al are also larger than those through 
Au-benzene-Au. This is because the absolute values of transmission coefficient of Al-
benzene-Al system are much greater than those of Au-benzene-Au around Fermi 
level, as shown in Figure 6.6. 
Why Al-benzene-Al molecular device system presents a better electron transport 
property than Au-benzene-Au system? This may be explained through the different 
characteristics of aluminum atom and gold atom. For benzene molecule, the states 
near fE  are mainly contributed by π-electrons. Gold is a noble metal and gold atoms 
have only one s-electron available for transport. The s-electron does not couple well 
with π-electron of the benzene molecule. In contrast to noble metals, aluminum atoms 
have p-electrons, which are well coupled with π-electron of the benzene molecule. As 
a result, aluminum presents a strong chemical contact with benzene molecules. 
Moreover, central molecule itself rather than electrode material determines the 
shape of I-V curve, but the nature of individual atom at the molecule-electrode 
contact region has great effects on the absolute magnitude of the current. Although, 
the obtaining current from Al-benzene-Al molecular device is larger than that from 
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Au-benzene-Au molecular device, we obtained similar shapes of I-V curves from two 
different molecular devices, These results are in agreement with results of some 
theoretical studies [77, 78, 79] and experiments [10, 80]. 







Figure 6.6 Transmission coefficients of benzene molecule 
coupled to aluminum electrodes (dark) and gold electrodes (gray) 













Figure 6.7 Density of states of benzene molecule coupled to 
aluminum electrodes (dark) and gold electrodes (gray) under zero 
bias voltage 







Figure 6.8 I-V characteristics of benzene molecule coupling to 
aluminum electrodes (dark) and benzene molecule coupling to 
gold electrodes (gray) 
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6.3 Terminal Group Effects on the Electron Transport 
As most recent experimental work on molecular electronics shows that organic 
molecules are not easy to be attached to metal electrodes unless through some 
appropriate terminal groups with self-assembly scheme [76], we therefore want to 
look into the terminal group effects on electron transport property of benzene 
molecular device. 
 
6.3.1 Device Structure 
Benzene based molecular devices with two terminal groups, S and CN, are 
studied. The electronic structures and geometries of these two devices are obtained 
through optimization by DFT calculations. As shown in Figure 6.9(a), the distance 
between gold electrode and the atom of terminal group S, d0, is 1.87Å; and the 
distance between two adjacent gold atoms, d1, is 2.80Å. As shown in Figure 6.9(b), 
the distance between gold electrode and the atom of terminal group CN, d0, is 1.54Å; 
and the distance between two adjacent gold atoms, d1, is 2.80Å. 
 
 











Figure 6.9 Benzene molecular devices with (a) terminal group 
S. Å87.10 =d and Å80.21 =d  are relaxed distances by DFT 
method; (b) terminal group CN. Å54.10 =d and Å80.21 =d  are 
relaxed distances by DFT method. 
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6.3.2 Results and Analysis 
Figure 6.10 shows the transmission coefficients of benzene based molecular 
device system with terminal group S (S-system) under zero bias voltage. The 
transmission coefficient of Au-benzene-Au system is also shown again for easy 
reference. From the figure, for S-system, the HOMO peak is about 0.75eV below the 
Fermi level fE  and the LUMO peak is about 0.25eV above fE . HOMO-LUMO gap 
is 0.75+0.25=1.0eV and smaller than that of Au-benzene-Au system (1.3eV). The 
smaller HOMO-LUMO gap means that benzene molecular device with terminal 
group S has a better electron transport property than Au-benzene-Au system. For S-
system, because of the smaller fE -LUMO separation (0.25eV) compared with the 
HOMO- fE  separation (0.75eV), the transmission is dominated by LUMO at low bias 
voltage. When bias voltage is above 0.75V, both HOMO and LUMO contribute to the 
conduction. The HOMO and LUMO can be fully accessible for conduction at 1.0V 
bias voltage. When bias voltage increases above 1.0V, the magnitude of transmission 
spectrum through HOMO, LUMO, and nearby orbitals starts to decrease. 
Figure 6.11 shows the transmission coefficients of benzene molecular device 
systems with terminal group CN and terminal group S. For CN-system, HOMO peak 
is about 0.56eV below the Fermi level fE  and LUMO peak is about 0.2eV above fE . 
HOMO-LUMO gap is eV76.02.056.0 =+ . Same as S-system, because of the smaller 
fE -LUMO separation (0.2eV) of CN-system compared with the HOMO- fE  
separation (0.56eV), the transmission is dominated by LUMO at low bias voltage. 
Also, the smaller HOMO-LUMO gap (0.76eV) of CN-system demonstrates that CN-
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system has a better electron transport property than S-system (1.0eV). For CN-system, 
when bias voltage is above 0.5V, both HOMO and LUMO contribute to the 
conduction. The HOMO and LUMO can be fully accessible for conduction at about 
1.0V bias voltage. When bias voltage increases above 1.0V, the magnitude of 
transmission spectrum through HOMO, LUMO, and nearby orbitals starts to decrease. 
Figure 6.12 shows the I-V characteristics of CN-system, S-system and Au-
benzene-Au system. I-V curves of CN-system and S-system have higher slopes than 
that of Au-benzene-Au system and the current amount of CN-system and S-system 
are also larger. This can be explained by the characteristics obtained from 
transmission coefficients of these systems: CN-system and S-system have smaller 
HOMO-LUMO gap and larger magnitude of transmission spectrum at low bias 
voltage than those of Au-benzene-Au system. 
For CN-system and S-system, at low bias voltage, the I-V curve slope of CN-
system is higher than that of S-system and the current amount of CN-system is also 
larger than S-system. This is because the fE -LUMO separation of CN-system is 
much smaller than S-system. Moreover, the LUMO peak of CN-system is higher than 
S-system. As the electron transports of these two systems are both LUMO-
domination at low bias voltage, the smaller separation and higher LUMO peak make 
the conduction of CN-system better than S-system. 
In conclusion, among CN-system, S-system and Au-benzene-Au system, CN-
system has the best electron transport property and this result is in agreement with 
Xue and Ratner [81].  







Figure 6.10 Transmission coefficients of benzene molecular 
device with terminal group S (dark), and Au-benzene-Au (gray) 
under zero bias voltage 







Figure 6.11 Transmission coefficient of benzene molecular 
device with terminal group CN (dark) and terminal group S (gray) 
under zero bias voltage 







Figure 6.12 I-V characteristics of benzene molecular device 
with terminal group CN and S; and I-V characteristic of Au-
benzene-Au 
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6.4 Summary 
In this chapter, the electron transport properties of benzene based two-terminal 
molecular devices were studied.  
The characteristic of benzene molecule has been changed when it is bonded to the 
metallic electrodes. Electrons from electrode are delocalized to the molecule and the 
HOMO-LUMO gap of benzene molecular device decreases. Benzene molecule 
becomes conducting through the partially occupied LUMO and HOMO. The 
transmission spectrum of benzene molecule becomes broaden and continuous. With 
bias voltages, current through two metallic electrodes can be obtained.  
Electrode material effects on benzene based two-terminal molecular devices have 
been studied by replacing gold electrodes with aluminum electrodes. Compared with 
gold electrodes, benzene molecule coupling to aluminum electrodes presents a better 
electron transport property. This is because the p-electrons in aluminum atoms have 
better coupling with π-electron in the benzene molecule than s-electron in gold atoms. 
Our study also shows that using different electrode materials can only change the 
amplitude of electron transport but the properties of a benzene based molecular 
device are not changed. 
Terminal group effects on benzene based two-terminal molecular devices were 
also studied. With terminal group CN or S, benzene based molecular devices present 
better electron transport properties than Au-benzene-Au system. With terminal group 
CN, the electron transport property of the device is best, because CN-system has 
smaller HOMO-LUMO gap and higher LUMO peak than S-system. Our study shows 
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the electron transport property of benzene based two-terminal molecular devices can 
be adjusted through changing terminal groups. 
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Chapter 7 
Conclusions and Future Work 
 
7.1 Findings 
We have developed an ab initio method to study the electron transport 
characteristics of two-terminal molecular electronic devices and studied several 
benzene based two-terminal molecular electronic devices using this method. Our 
method is based on density functional theory (DFT) and non-equilibrium Green’s 
function (NEGF). The method has been implemented with FORTRAN 90 and the 
code has run on the supercomputer IBM P690 in Institute of High Performance 
Computing (IHPC). 
Density functional theory is successful for isolated or periodic molecular systems. 
However, it cannot be directly used to calculate a molecular electronic device which 
is essentially an open molecular system. 
Non-equilibrium Green’s function can provide a good way to extend DFT for 
open molecular systems under non-equilibrium conditions. The theoretical basis for 
describing quantum transport in molecular electronic device with Green’s functions is 
Dyson equation and Keldysh-Kadanoff-Baym equations. 
Based on DFT and NEGF, an ab initio method is developed to model and 
simulate two-terminal molecular electronic devices. The device is divided into three 
parts: left electrode, right electrode, and central active device region which includes 
the molecule and some of electrode atoms. DFT self-consistent calculation is 
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confined in the central active device region. The effects of semi-infinite left or right 
electrode are taken into account by self-energy which is handled by NEGF. The 
implementation of the method includes following three parts: 
1) Separate bulk electrodes calculation. In the calculation, the electrodes are 
considered as periodic bulk structures and calculated with DFT. The objective 
of the calculation is to obtain the Hamiltonian and overlap matrices of 
electrodes. 
2) Self-consistent device calculation. Device calculation is implemented within 
finite active device region with DFT and non-equilibrium Green’s function. 
The calculation includes: (i) initialization of Hamiltonian matrix and overlap 
matrix; and self-energy calculation, to obtain the effects of atoms in semi-
infinite electrodes outside the active device region; (ii) density matrix 
calculation, to calculate electron density distribution in the active device 
region based on Hamiltonian matrix, overlap matrix and self-energy through 
contour integral; and (iii) Poisson equation calculation, to obtain potential 
distribution in the device region from density matrix. The potential will be 
used to construct new Hamiltonian matrix. Step (ii) and (iii) will be iterated 
until the density distribution is converged.  
3) Electron observables calculation. Once the density distribution convergence 
is reached, electron observables, including I-V characteristics, transmission 
coefficients, and density of states, are calculated. These observables can be 
used to study the electronic characteristics of molecular electronic devices. 
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To verify our DFT-NEGF method and simulation code, two molecular device 
structures were used for electron transport study. One is a toy model, Al-C-H-Al. we 
obtained similar results as from software package TranSIESTA. The other is a short 
carbon chain, Al-Cn-Al. We observed the “odd-even rules” which is consistent with 
the published results by Lang and Avouris. 
With the DFT-NEGF method, we studied the electron transport of benzene based 
two-terminal molecular electronic devices, and explored the effects of electrode 
materials and terminal groups on the electron transport. Preliminary results were 
obtained as following: 
• Electron transport through Benzene coupling to gold electrodes (Au-
benzene-Au). The characteristics of Au-benzene-Au system are different 
from those of benzene molecule. When benzene molecule is connected by 
gold electrodes, the transmission spectrum of benzene molecule becomes 
broaden and continuous, and HOMO-LUMO gap of benzene molecule 
decreases from 4.9eV to 1.3eV. Electrons can inject from one electrode to 
benzene molecule and transfer to another electrode under external bias. 
Current through the molecular device can be observed with bias voltages. 
• Electrode material effects on electron transport. Metal gold and aluminum 
have been used as electrodes. Compared with gold electrodes, benzene 
molecule coupling to aluminum electrodes presents a better electron transport 
property. This is because the p-electrons in aluminum atoms have better 
coupling with benzene molecule via π-electron than the s-electron in gold 
atoms. Our study shows that material of electrode will affect the magnitude of 
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I-V curves but not the shapes of I-V curves. These results are agreement with 
experimental results and published simulation results. 
• Terminal group effects on the electron transport. Terminal groups S and 
CN with gold electrodes have been studied. New systems were constructed by 
replacing the two hydrogen atoms of benzene molecule, which are connected 
to gold electrodes, with S or CN terminal group. The system with terminal 
group S presents a better electron transport property than Au-benzene-Au 
system and the system with terminal group CN shows best electron transport 
property among these three systems. Our study shows that terminal group 
plays important roles not only in chemisorbs between molecule and electrodes 
but also in electron transport through the metal-molecule-metal junctions.  
 
7.2 Future Work 
The work for this thesis is part of a three-year funding project. There is still a lot 
of work to be done. Here are some immediate improvements for simulation method: 
• 3-D atomic electrodes. In this thesis, the metal electrodes have been modeled 
with simplified 1-D structure. 3-D model should be used to get more accurate 
simulation results. To implement the 3-D model, electrode calculation, self-
energy calculation and active device self-consistent calculation need to be 
modified. The formulas and implementation procedures for these tasks have 
been discussed in this thesis. This work has been started. 
• Computational speed. Current computational speed of simulation is not fast 
enough. This mainly comes from the density matrix integral part. The contour 
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integral method still needs to be improved to enhance the computational 
efficiency. 
• Parallel version. Current simulation code is written with FORTRAN 90 and 
running on the supercomputer IBM P690. The code is serial version and it can 
be easily rewritten into parallel version in the future. The rewritten code can 
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