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 I
摘要 
代价敏感学习是近几年数据挖据领域的一个热门研究方向。基于代价敏感
学习的分类算法的目标是进行分类时使得样例的误分类代价、属性检测代价等
多种代价因素的总和最少。决策树作为一种经典的分类算法，其模型具有较好
的可理解性、程序运行时较低的时间和空间复杂度、分类时较高的准确率等优
点。正是由于决策树的诸多优点，近些年来不少学者尝试将决策树分类算法应
用于代价敏感学习问题中。 
现有的代价敏感决策树可以分为两类，一类是建立单一决策树模型来解决
代价敏感分类问题，如 EG2、PM、MinCost 等；另一类是通过集成学习的方式
来对样本进行代价敏感分类，如 MetaCost、AdaBoost 等。第一类算法的优点是
执行效率非常高，而且具有较好的可理解性。第二类算法的优点是对样例进行
分类时往往能得到更少的总代价，或者更高的分类准确度，但是这类算法执行
时的时间和空间复杂度较第一类算法却高出了许多。这两类算法有一个共同的
缺点，就是没有考虑到在分类过程中样例的某个属性的取值为离群值，或者连
续型属性离散化过程中存在模糊性的情况对分类结果造成的糟糕的影响。 
针对现有的第一类算法的特点，本文提出了相关的改进方法：（1）针对二
分类和多类问题，本文分别提出了一种基于评分策略的代价敏感决策树，记为
SECSDT 和 SECSDT_MC。该算法在模型建立阶段充分考虑了代价因素和分类
准确度因素之间的关系，分别对这两类因素进行评分来选择分裂属性。（2）在
分类阶段，利用置信区间来识别样例中某属性的取值是否为离群值，或者离散
化过程中可能出现模糊性的情况，然后利用多条决策路径进行分类的方式来得
到最终的分类结果。（3）针对模型建立阶段中内部节点为选择合适的分裂属性
而进行各种计算，造成建立模型的效率低下的问题，本文提出了相应的多线程
版本的代价敏感决策树算法。实验结果表明，本文所提出的算法相比于已有的
典型的代价敏感决策树算法具有更好的性能。 
 
关键词： 决策树; 代价; 置信区间; 评分
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Abstract 
Cost-sensitive learning is a hot research in the field of data mining in recent 
years. The target of classification algorithm based on cost-sensitive learning is to 
obtain the least of the sum of misclassification-cost, attributes-test-cost and other 
cost factors. Decision tree is a kind of classic classification algorithm, and it has 
the advantages of good comprehensibility, low time and space complexity, high 
classification accuracy and so on. As to so many advantages of decision tree, 
many researcher try to apply it to solve the cost-sensitive learning problems. 
Existing cost-sensitive decision tree can be divided into two categories. The 
first kind is to create a single decision-tree model to solve the problem of 
cost-sensitive classification, such as EG2, PM, MinCost, etc. The other is 
combining multiple decision tree models to a new hybrid model, such as 
MetaCost, AdaBoost, etc. The first kind algorithm has the advantage of high 
execution efficiency and good comprehensibility. The other can obtain lesser total 
cost and higher classification accuracy than the first one, but it needs more time 
and space to produce the final decision tree model. These two kinds of algorithms 
have a common shortcoming, they both do not consider that some attribute value 
may be outliers or ambiguity exists in the process of continuous attributes 
discretization, and these can make bade effects on the classification results. 
In view of the characteristics of the first kind of cost-sensitive decision tree 
algorithm, this thesis puts forward the relevant improving methods: (1) In the 
stage of establishing decision tree model under the condition of binary class and 
multiple class, this thesis puts forward the corresponding algorithm based on 
score-evaluation method. This algorithm fully considers the relationship of cost 
factors and classification accuracy, and then rate respectively for these two types 
of factors to select the most appropriate splitting attribute. (2) In the 
classification phase after establishing the cost-sensitive decision tree model, we 
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IV 
use the confidence interval to identify whether some attribute values are the 
outliers or ambiguity, and then choose more decision paths to get the final 
classification result. (3) It is inefficient in the stage of establishing the decision 
tree model, because it needs to do much various calculations in the internal nodes 
as to select the appropriate split attribute. This thesis also puts forward the 
corresponding algorithm of multiple-thread version. The experimental results 
show that the presented algorithms have better performance compared with the 
exiting typical cost-sensitive decision tree algorithm. 
 
Key Words: Decision Tree; Cost; Confidence Interval; Score-evaluation
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第一章 绪论 
1.1 研究背景与意义 
决策树[1-3]是数据挖掘领域中的一种经典的分类算法。由于该算法相比于神
经网络、贝叶斯等其它分类器在程序运行方面具有较少的时间和空间复杂度，构
建出的模型易于理解，符合人类的逻辑思维，而且利用决策树构建的分类模型具
有较高的分类准确度，因而被广泛用来解决各种分类问题。代价敏感学习作为数
据挖掘领域 10 大最具挑战的问题之一，近几年来也备受关注[4]。 
现有的决策树算法（例如 SPRINT[5]、SLIQ[6]、C4.5[7]）旨在尽可能获得最
好的分类准确度，因此，在决策树构建过程中分裂属性的选择主要依托于基尼系
数、信息熵、模糊规则等信息理论的方法。在模型构建阶段，这必然使得决策树
的叶子节点倾向于将样例标记为训练集中样例数量较多的类别。这种模型并不适
用于医疗诊断[8]、欺诈检测[9]、软件质量检测[10]、图像识别[11]等现实问题中，因
为在现实分类问题中，常常涉及到多种代价因素（如误分类代价、属性检测代价
等）[12]。例如在医疗诊断问题中，健康的人数往往大于患病的人数，然而将健
康的人误诊断为患病的人造成的后果一般就是多花费了一些没必要的医疗费用，
但是如果将患病的人误诊断为健康的人从而导致错过了应有的治疗，这种误诊造
成的后果就不堪设想了，不是用金钱能够衡量的；又如在信用贷款问题中，将巨
额金钱贷款给一个无法偿还的人造成的损失，远远大于拒绝将该金钱贷款给一个
完全有能力偿还的人造成的损失。 
基于决策树算法高效、准确度高、易于理解等优点，许多学者开始研究适用
于代价敏感学习问题的决策树算法，在决策树构建过程中充分考虑问题涉及到的
多种代价，例如上述医疗诊断领域中，将健康的人误分类为患者的代价、将患者
误分类为健康的人的代价、诊断过程中检测各项数据需要付出的代价（例如血液
检测、CT、B 超的费用）等。代价敏感决策树模型的目标就是在保证满足一定
分类准确度的条件下，使得多种代价因素（包括类别的误分类代价，样例属性的
检测代价等）的总和最小。 
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为了进一步提高分类准确度或减少分类总代价，不少学者提出遗传算法或者
通过集成学习即组合多个决策树模型等方法来获得一种准确度更高、分类总代价
更少的分类器，但是这些方式增加了计算的时间和空间复杂度，特别是随着属性
维度的增加，计算的复杂度随之增加[13]。因此，根本的方法还是构建出一种能
保证较高分类准确度的条件下，又能产生较少的分类总代价的决策树模型。本文
提出的算法的代价因素主要指属性的检测代价和样例类别的误分类代价。 
1.2 国内外研究现状 
Kim 等人[14]通过理论分析和实验等方式证明了，代价敏感学习方法相比于
非代价敏感学习方法能产生更少的分类总代价。目前，有关代价敏感决策树算法
的研究主要有：（1）基于贪心方法建立单一的代价敏感决策树模型，例如 EG2[15]、
PM[16-17]、MinCost[18]等；（2）利用非贪心的方法（遗传算法、boost 等）来建立
多个决策树模型，然后对这些决策树模型的分类结果进行加权求和等方式来获得
最终的分类结果，例如 MetaCost[19]、ICET[20]、TATA[21]、AdaBoost[22]等。 
基于贪心方法建立单一的代价敏感决策树模型最大的优点就是计算复杂度
低，效率高。这种类型的代价敏感决策树建立的关键点在于决策树模型中内部节
点上分裂属性的选择方法，可以大致分为： 
（1）使用基于信息理论（如信息熵、基尼系数、模糊集和隶属函数等）的
方法选择分裂属性，如 C4.5[6]； 
（2）综合考虑属性检测代价和基于信息理论的函数，如 EG2[15]； 
（3）综合考虑误分类代价和属性检测代价，如 MinCost[18]； 
（4）综合考虑误分类代价、属性检测代价和基于信息理论的函数，如
PM[16-17]。 
事实上，构建性能较好的代价敏感决策树，本质上是使用最少的属性检测代
价来尽可能地对样例进行准确分类，从而产生最少的误分类代价。Jan 等人[23]在
论文中提出分类过程中分类准确度和分类总代价（误分类代价和属性检测代价的
总和）这两方面往往不能同时得到最优解，因此这类算法的核心思想就是如何在
满足较好的分类准确度的条件下，使得分类总代价尽可能的低。上述算法都是通
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