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RÉSUMÉ 
L'utilisation du langage Java dans plusieurs environnements (web, systèmes embarqués, 
systèmes mobiles, etc.) a élevé considérablement le niveau d'exigence envers ce langage, ce qui 
a amené les chercheurs et les développeurs à s'intéresser au système de sécurité de la Machine 
Virtuelle Java (MVJ) qui repose principalement sur le vèrificateur du code octet 
Dans ce mémoire, nous expliquons le fonctionnement du vérificateur Java, son rôle, les 
différentes techniques proposées pour son impiémentation et un algorithme que nous proposons 
comme alternative sérieuse aux autres vérificateurs qui existent déjà. Nous .nous intéresserons 
plus particulièrement à l'effet des sous-routines sur le bon typage des instructions. 
Nous présentons aussi une nouvelle approche de vérification cie la synchronisation en nous 
basant sur l'analyse de Rot de données et en identifiant les références qui pointent vers le même 
objet. 
Mots clés: Machine Virtuelle Java, Code octet, Vérificateur, Synchronisation, Java, 
ClassLoader, Instructions, Treillis, Analyse de flot de données, Fonctions cie transfert, Point 
fixe. 
INTRODUCTION 
Avec une importante utilisation du langage Java dans plusieurs systèmes informatiques, 
il est essentiel d'assurer le bon fonctionnement des systèmes qui utilisent cette technologie, 
leur intègrité, leur confidentialité et leur sécuritè. Le langage Java est un langage orienté ob.iet 
fortement typé, il se distingue par plusieurs caractéristiques comme le ramasseur de miettes 
(Gar-bage collector), les exceptions, l'implémentation de plusieurs interfaces et la possibilité de 
synchroniser des objets ou des méthodes. Comme indiqué dans la figure 0.1, un fichier Java est 
compilé par la commande j avac qui génère le fichier . class qui peut être interprété par la 
machine virtuelle Java (MVJ) indépendamment de la plateforme utilisée. 
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FIGURE 0.1 Portabilité du fichier .class 
Cette caractéristique fait de Java un langage portable et idéal pour les systèmes mobiles 
et les applications web (applets, services web). Ceci conditionne ces environnements à exécuter 
le code octet en ignorant sa provenance et sa source; par conséquent, ils ne peuvent ni savoir 
ce qu'il peut réaliser, ni ses vrais effets avant qu'il soit exécuté. À cette étape intervient le 
vérificateur du code octet Java qui a pour objectif d'assurer l'intégrité et la sécurité du système 
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qui exécute un fichier . class. Tel que montré dans la figure 0.2, après le chargement de la 
classe par la MYJ, le vérificateur s'assure que le fichier. class est bien valide. 
1 1c:e::l:::~ 
~ 
Vérificateur du 1 
code octet 
1 
FIGURE 0.2 Portabilité du fichier .class 
Le vérificateur est une composante importante dans l'architecture de sécurité de la MYJ. 
Son rôle est de simuler J'exécution du fichier. class et de prévoir toutes infractions des consignes 
de sécurité. Le vérificateur s'assure que le format du fichier . class est conforme à la syntaxe 
décrite dans les spécifications de la MYJ [LY99] et que le code octet de chaque méthode contenu 
dans le fichier . class ne met en péril ni l'intégrité de la MYJ, ni le système d'exécution. 
De nombreuses recherches ont été effectuées sur le vérificateur du code octet Java. La 
plupart de ces travaux s'intéressent à la formalisation du système de vérification mais ils ne 
présentent ni preuve de validité en présence des sous-routines, ni modélisation complète des 
fonctions de transfert. 
L'approche de Sun décrit d'une manière informelle les spécifications du vérificateur du 
code octet !LY99, Section 4.9.6] qui est formalisé dans plusieurs études comme celles de Stata 
[SA99], Qian [Qia9g], Starck [RSBOIIISS03] et Freund [FM03]. Leurs approches se basent sur 
l'idée du calcul de l'ensemble des variables locales qui ne sont pas utilisées par la sous-routine. La 
difficulté à déterminer les instructions d'une sous-routine et la preuve de monotonie des fonctions 
de transfert a compliqué considérablement la présentation d'une formalisation complète. 
Ce mémoire a pour but la réalisation d'un vérificateur du code octet efficace, muni d'une 
preuve formelle simple et valide en se basant sur une analyse de flot de données avec des fonctions 
de transfert monotones et distributives. Notre objectif consiste aussi à présenter une approche 
capable d'assurer d'une part le bon typage des instructions, d'autre part le bon fonctionnement 
de la synchronisation. 
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Les contributions apportées dans ce mémoire se résument comme suit; 
•	 Présentation d'une preuve formelle complète du bon fonctionnement du vérificateur de 
type en se basant sur la théorie des ensembles et en traitant les sous-routines; 
•	 Conception d'une nouvelle méthode formelle de vérification de la synchronisation au 
niveau du code octet Java en présence des sous-routines; 
•	 Présentation d'une preuve mathématique simple basée sur la théorie des ensembles; 
•	 Implémentation des contraintes de chargement dans la machine virtuelle SableVM. 
Nous signalons que les contributions suivantes sont le fruit d'un travail d'équipe avec 
M. Mathieu Corbeil: 
•	 L'implémentation des contraintes de chargement. 
•	 L'identification de la structure de données nécessaire (<<frames secondaires») comme 
piste de solution pour la vérification des types. 
Nous nous sommes basés sur ce travail préliminaire pour identifier les étapes nécessaires 
de l'algorithme de vérification des types et pour présenter une preuve formelle de validité du 
vérificateur de types en présence de sous-routines. 
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Le reste du mémoire est structuré de la façon suivante: 
•	 Le premier chapitre présente les notions mathématiques fondamentales pour la compré­
hension des algorithmes et propriétés utilisés pour valider les preuves formelles. Nous 
présentons la notion de treillis et une introduction à l'analyse de flot de données; 
•	 Le deuxième chapitre expose une description de l'architecture de la machine virtuelle 
Java ainsi que la place qu'occupe le vérificateur dans cette architecture; 
•	 Le troisième chapitre se concentre sur le fonctionnement du chargeur de classes (Class­
Loader) et le rôle qu'il joue pour renforcer la sécurité de la MVJ; 
•	 Le quatrième chapitre se consacre à la présentation de notre vérificateur du code octet. 
Nous expliquons la problématique des sous-routines, notre algorithme de vérification et 
la preuve de sa validité; 
•	 Le cinquième chapitre est dédié à la présentation de notre méthode de vérification de 
la synchronisation au niveau du code octet. Nous expliquons la problématique des vé­
rificateurs actuels avec la synchronisation, ensuite nous présentons notre algorithme de 
vérification de la synchronisation et la preuve de validité; 
•	 Le sixième chapitre présente un cert.ain nombre de travaux effectués autour du vérifi­
cateur du code octet et de la vérification de la synchronisation; 
•	 Nous terminons avec une conclusion. 
Chapitre 1 
NOTIONS MATHÉMATIQUES 
Ce chapitre est un rappel et une présentation des théories et propriétés concernant l'ana­
lyse du flot de données utilisées dans ce document. Dans la première section, nous présentons 
les notions de relation d'ordre partiel et de treillis. Dans la deuxième section, nous présentons 
la notion du graphe de contrôle et le théorème du point fixe. Toutes les définitions et théorèmes 
sont extraits des documents écrits par Pottier [PotOO] et Jensen [Jen06]. 
1.1 Ordre partiel et treillis
 
Définition 1 (Relation d'ordre). Une relation d'ordre ç; sur E est une relation d'ordre partiel
 
si elle est "
 
- Réflexive,' \:Jx E E : x ç; x;
 
- Anti-symétrique " \:Jx,y E E x ç; y et y ç; x =? X = y; 
- Transitive,' \:Jx,y,z E E x ç; y et y ç; z =?h ç; z. 
Définition 2 (Borne supérieure et borne inférieure). La borne supérieure de deux éléments, a 
et b, d'un ordre partiel, notée aU b, est le plus petit élément tel que " 
a ç; a U b et b ç; a U b 
De la même façon, la borne inférieure, an b, est le plus grand élément tel que,' 
6 
a n b ç a et a n b ç b 
Définition 3 (Treillis). Un treillis est un ensemble E muni d'une relation d'ordre partiel, gé­
néralement notée ç, tel que: 
-n existe un plus petit élément noté ..1 et un plus grand élément noté T 
- Pour tout élément a et b dans E, an b et aU b appartiennent à E. 
Lemme 4. Le produit de deux treillis El et E2 est un treillis muni de la relation d'ordre 
suivante: 
1.2 Analyse de fiat de données 
L'analyse de flot de données est un environnement d'analyse de programmes qui permet 
d'associer une propriété à chaque point du code. Si l'ensemble de ces propriétés constitue un 
treillis complet, alors toute suite croissante est convergente. 
Ce type d'analyse se base sur une représentation du code sous forme d'un graphe dont 
chaque noeud représente une instruction, ce que l'on nomme graphe de contrôle (Control Flow 
Graph, CFG). Chaque noeud peut avoir plusieurs propriétés à l'entrée, ce que l'on note souvent 
par in, et une seule à la sortie que l'on note out. Chaque instruction a une fonction associée que 
l'on nomme fonction de transfert et qui modélise l'effet de l'instruction sur le in pour déterminer 
le out. 
Dans un CFG l'ensemble des successeurs immédiats d'un noeud n est noté par succ(n), de la 
même façon, l'ensemble des prédécesseurs immédiats de n est noté par pred(n). 
Définition 5 (Ffonction monotone). Une fonction f est monotone si et seulement si : 
a ç b =? f(a) ç f(b) 
Définition 6 (Fonction distributive). Une fonction f est distributive si et seulement si : 
f(a n b) = f(a) n f(b) 
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Théorème 7 (Point fixe). une fonction monotone f sur un treillis possède un plus petit point 
fixe, qui est la limite de la suite rU-), où 1.- est le plut petit élément du treillis. Si f est distribu­
tive alors ce minimum est unique. 
La condition de monotonie signifie qu'une meilleure information à l'entrée d'une instruc­
tion doit donner une meilleure information à la sortie. 
Exemple: 
Dans cet exemple nous présentons l'exemple d'un treillis, et de la fonction constante avec sa
 
preuve de monotonie et de distributivité.
 
Soit T un ensemble composé de trois éléments a, b et c :
 
T = {a,b,c} 
Alors, l'ensemble E, ensemble des sous-ensembles de T muni des relations d'union, d'inter­
section, d'inclusion et de J'ensemble vide 0 est un treillis: 
E = {0,{a}, {b},{c},{a,b},{b,c},{a,c},{a,b,c}} 
Soit f la fonction constante définie sur E comme suit: 
f(x) = x 
La fonction f est une fonction monotone et distributive. En effet, soient x et y deux éléments
 
de E tel que x ç y.
 
Or: f(x) = x et f(y) = y (*)
 
Alors:
 
f(x) ç f(y) 
D'où la monotonie de la fonction f. 
D'autre part, par définition de la fonction f on a : f (x U y) = x U y 
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En utilisant la même équation (*), nous avons: 
f(x U y) = f(x) U f(y) 
D'où la distributivité de la fonction f. 
En plus, chaque élément de E est un point fixe de cette fonction. Son plus petit point fixe 
est l'ensemble vide 0 et son plus grand point fixe est l'élément {a,b,c}. 
1.3 L'algorithme d'analyse de flot de données 
L'algorithme d'analyse de flot de données consiste à insérer le noeud d'entrée du graphe 
dans une liste de travail, et tant que cette liste n'est pas vide, on en retire un noeud ne et on 
recalcule sa propriété de sortie, si celle-ci a cru, alors on ajoute tous les successeurs de ne à la 
liste de travail en vérifiant qu'ils n'existent pas déjà. 
L : Liste de travail
 
A1 Ensemble pour marquer les noeuds visités
 
ne Noeud courant
 
fn 
c 
: La fonction de transfert associée au noeud ne 
Ajouter la première instruction dans L 
Tant que L t- 0 
ne := défiler L 
in(ne) = UpEpred{nc)out(p) 
out(nc) = fnc(in(ne)) 
ajouter ne dans A1 
Pour tout s successeur de ne : 
si s ~ M alors ajouter s dans L 
Fin Tant que. 
Pour plus de détails veuillez voir les documents de Pottier [PotOO] et Appel [App02]. 
Chapitre II 
ARCHITECTURE DE LA MACHINE VIRTUELLE JAVA 
Ce chapitre présente la machine virtuelle Java, son fonctionnement et son architecture de 
sécurité. Dans la première section nous élaborons une description du fichier .class et du code 
octet Java. Nous enchaînons ensuite avec une deuxième section qui explique les composantes 
principales de la machine virtuelle Java et nous terminons avec la description de son architecture 
et du rôle du vérificateur du code octet. 
2.1 Le fichier .class 
Le fichier .class est un code binaire appelé code octet (bytecode) qui est souvent produit 
par le compilateur lors de l'utilisation de la commande javac ou édité par des éditeurs spéciaux 
comme Jasmine [MB97]. 
Ce code n'est exécuté sur aucune machine, mais plutôt interprété par une machine virtuelle 
Java. Chaque instruction du code octet est lue, décodée, puis traduite en langage machine. Pour 
cette raison, l'exécutable Java est compilé une fois et exécuté sur différentes plateformes (PC, 
Linux, Mac), ce qui assure la portabilité du fichier .class (compile once, run anywhere). 
Nous présentons dans ce qui suit la figure 2.1 qui décrit le format du fichier .class, où u2 
représente deux octets et u4 quatre octets [LY99, Section 4.1]. 
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ClassFile { 
u'l magic; 
u2 minor version; 
u2 major_version; 
u2 constant_pool_count; 
cp_info constant_pool[constant pool count-l]; 
u2 access_flags; 
u2 this class; 
u2 super_class; 
u2 interfaces count; 
u2 interfaces[interfaces_count]; 
u2 fields_count; 
field_info fields[fields_count]; 
u2 methods count; 
method info methods[methods count]; 
u2 attributes count; 
attribute info attributes[attributes_count]; 
FIGURE 2.1 Structure d'un fichier .class 
Nous nous intéressons plus particulièrement au tableau methods qui contient toutes les 
méthodes de la classe, qui sont enregistrées dans une structure du type method_info, dont la 
description est dans la figure 2.2: 
method_info { 
u2 access_flags; 
u2 name_index; 
u2 descriptor_index; 
u2 ettributes count; 
attribute info attributes[attributes_count]; 
FIGURE 2.2 Structure de method_info 
2.2 Architecture de sécurité 
La compilation d'un fichier Java peut produire plusieurs fichiers .class. Une application 
Java peut être exécutée soit sur un navigateur Web à travers des applets, soit dans des JDK 
(Java Development Kit), soit dans un environnement d'exécution comme JRE (Java Runtime 
Environnement) . 
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La MVJ débute son exécution par le chargement (loading) de la classe contenant la mé­
thode main, cela en utilisant le chargeur de classes (bootstrap Loader), ou bien un chargeur de 
classes défini par l'utilisateur. Ensuite, elle aborde la deuxième étape qui consiste à faire la liai­
son des liens qui se déroule elle-même en quatre étapes: 
- La vérification : Elle consiste en la vérification des contraintes statiques et structurelles 
et la validation du format du fichier .class. Dans cette étape, nous proposons une analyse de 
fiot de données pour vérifier les contraintes structurelles. On trouvera dans la section qui suit 
une description plus détaillée de ces contraintes. 
- La préparation: Elle consiste en la création des champs statiques de la classe, en initia­
lisant leurs valeurs par défaut. 
- La résolution : Elle permet de transformer les références symboliques qui sont stockées 
dans le tableau des constantes (Constantpool) et qui peuvent causer d'autres chargements de 
classes, 
- Le contrôle d'accès: Il consiste en la vérification des permissions et des droits d'accès 
à d'autres champs, méthodes ou classes. 
Une fois que la liaison des liens s'est bien déroulée, l'initialisation prend place dans le 
processus d'exécution, qui consiste en l'initialisation des champs statiques, et en l'invocation des 
initialiseurs statiques (séquence d'instructions suivant la déclaration des champs, délimitée par 
des accolades et précédée par le mot static ). 
2.3 Contraintes de vérification 
La machine virtuelle Java impose certaines règles pour s'assurer que le fichier .class est 
bien valide. Ces règles sont sous forme de contraintes statiques pour valider le format du fichier 
.class et sous forme de contraintes structurelles pour valider la syntaxe du code octet ([LY99, 
Section 4.8]). 
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2.3.1 Contraintes statiques 
À part le fait que le fichier .class doit respecter le format défini par la figure 2.1, d'autres 
contraintes statiques sont imposées sur le code octet de la méthode: 
- La longueur du tableau de code doit être comprise entre 1 et 65563; 
- Le code (opcade) de la première instruction doit commencer à l'entrée 0 du tableau; 
- Tout code d'instruction (opcode) non cité dans les spécifications entraîne l'échec de la 
vérification; 
- L'index de chaque instruction, à l'exception de la dernière, est égal à la somme de l'index 
de l'instruction précédant et la longueur de ses opérandes; 
- L'index du dernier octet de la dernière instruction doit être égal à la longueur du code 
moins 1. 
Citons dans ce qui suit quelques exemples de contraintes statiques concernant les opérandes 
des instructions: 
- La destination de chaque instruction de branchement, comme if ou goto, doit être dans 
le tableau de code et doit être différente du opcode utilisé par l'instruction wide; 
- L'opérande de chaque instruction getfield, putfield, getstatic, et putstatic doit 
être une entrée valide dans le tableau des constantes; 
- L'instruction invokespecial est supposée invoquer seulement les méthodes d'initialisa­
tion <cinit>; 
- La dimension du tableau créée par l'instruction anewarray ne doit pas dépasser 255 j 
- L'opérande de chaque instruction ilaod, flaod, aload, istore, fstore, astore, iinc 
et ret doit être un entier positif inférieur au nombre maximum de variables locales utilisées par 
la méthode. 
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2.3.2 Contraintes structurelles 
Présentons d'abord dans la figure 2.3 l'attribut code ( [LY99, Section 4.7.3]) qui se trouve 
dans les attributs de la structure method_info et qui contient les instructions du code octet 
dans le tableau code [code_1engthJ. 
Code_attribute { 
u2 attribute name index; 
u4 attribute_Iength; 
u2 max stack; 
u2 max locals; 
u4 code_length; 
ul code [code_length) ; 
u2 exception_table_length; 
u2 start_pc; 
u2 end_pc; 
u2 handler_pc; 
u2 catch_type; 
exception_table[exception_table length); 
u2 attributes count; 
attribute_info attributes[attributes_count); 
FIGURE 2.3 Structure de l'attribut code 
- Chaque instruction doit comporter le bon nombre d'opérandes dans la pile. Par exemple, 
l'instruction iadd impose que la pile doit contenir au moins deux entiers au sommet; 
- Si une instruction est atteinte à travers plusieurs chemins avant son exécution, la pile 
doit avoir la même hauteur indépendamment du chemin d'exécution; 
- Aucune variable locale ne peut être accessible avant qu'elle ait une valeur assignée; 
- La hauteur de la pile d'opérande ne doit pas dépasser la hauteur maximale indiquée 
dans l'attribut code; 
- A n'importe quel point d'exécution, on ne peut pas dépiler plus de valeur que la pile 
contient; 
- Toute instruction invokespecia1 doit invoquer une méthode d'initialisation (le construc­
teur) de la classe courante ou bien de sa classe mère; 
- Lors de l'invocation d'une méthode d'initialisation, la pile doit contenir une instance 
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non initialisée à un endroit bien précis, souvent le sommet de la pile. De plus, cette méthode 
d'initialisation ne doit pas être invoquée sur une instance déjà initialisée; 
- On ne peut pas invoquer une instance de variable ou une méthode d'une instance qui 
n'est pas encore initialisée; 
- Lors d'un branchement arrière, ni la pile, ni les variables locales ne peuvent contenir une 
instance non initialisée. En plus, les variables locales ne peuvent pas contenir une instance non 
initialisée pour un code protégé par une exception; 
- Les arguments de chaque méthode invoquée doivent respecter la signature de la méthode 
invoquée; 
- L'instruction athrow doit lancer seulement une instance de la classe Throwable ou bien 
l'une de ses sous classes; 
- Le type ReturnAdress généré par les sous-routines et qui mémorise l'adresse de retour 
ne peut pas être chargé depuis une variable locale; 
- L'instruction qui suit jsr ou jsr_w doit être retournée par une seule instruction ret; 
- Les instructions j sr et j sr _w ne peuvent pas être utilisées pour un appel récursif d'une 
sous-routine; 
- Chaque instance du type returnAdress ne peut être utilisée qu'une et une seule fois. 
2.4 Conclusion 
Dans ce chapitre, nous avons présenté la structure du fichier. class et l'architecture de 
sécurité de la MVJ. En fait, la MVJ est un processeur virtuel qui a un jeu d'instructions propre. 
Afin qu'un fichier .class soit exécuté par la MVJ, il doit satisfaire deux types de contraintes : 
les contraintes statiques qui assurent la validité du format du fichier .class et les contraintes 
structurelles, dont le but est de vérifier la sémantique des instructions. 
Chapitre III 
RÈGLES POUR LE CHARGEMENT DE CLASSES 
Le langage Java permet de charger dynamiquement des composants logiciels dans une 
machine virtuelle. Ce chargement est réalisé par des chargeurs de classes qui jouent un rôle 
fondamental dans l'architecture de sécurité de la machine virtuelle Java. En effet, il faut s'assurer 
de maintenir une cohérence des types chargés dans la machine virtuelle dans un contexte de 
chargement dynamique avec plusieurs chargeurs de classes pouvant être implémentés par des 
tiers dont la confiance n'est pas établie. 
Ce chapitre explique le fonctionnement de la classe ClassLoader et notre implémenta­
tion de la vérification des contraintes de chargement décri dans la spécification de la machine 
virtuelle Java (section 5.3.4) et aussi par. Liang et Bracha [LB98]. La première section est 
dédiée à la présentation du problème du chargement des classes. La deuxième section présente 
notre solution. Dans la troisième section, nous présentons un certain nombre de travaux reliés. 
Finalement, nous clôturons avec une conclusion. 
3.1 Fonctionnement du chargeur de classes 
Le langage Java est remarquable par son processus de chargement de classes et supporte 
d'importantes fonctionnalités, comme par exemple le chargement paresseux. Il ne charge que les 
classes nécessaires, ce qui réduit l'utilisation de la mémoire. Un autre aspect important est l'ex­
tensibilité du chargement. En créant des classes qui héritent de la classe java .lang. ClassLoader, 
il implémente une politique personnalisée de chargement. 
Un chargeur de classe est une instance d'une sous-classe de la classe abstraite java. lang. ­
ClassLoader. Il charge le code octet d'une classe à partir d'un fichier .class et rend cette classe 
accessible à d'autres classes. Parmi ses méthodes les plus importantes, mentionons loadClassO 
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dont le principe de fonctionnement est schématisé dans la figure 3.1 et décrit comme suit: 
1- Il fait appel à la méthode f indLoadedClass 0 pour vérifier si la classe est déjà chargée;
 
2- Il demande de charger la classe par un chargeur parent (getParent 0) ;
 
3- S'il ne trouve pas un ClassLoader parent, il demande de charger la classe par le Bootstrap
 
ClassLoader;
 
4- En cas d'échec du chargement, il appelle la méthode findClassO pour charger la classe
 
localement ou dans le réseau;
 
5- En cas d'un nouvel échec, il lance une exception ClassNotFoundException.
 
NonAppel de la métho de Classe déjà ClassLoader Parent 
loaclClass chargée? estmJ11? 
Ouï Ouï 
Retoumerla Déléguer au 
Classe BootStrap ClassLoader 
Ouï Classe trouvée? 
Ouï 
Appel de la méthode NonClasse trouvée? finclClass 
Non 
Lancer l'exception
 
ClassNotfoundException
 
FIGURE 3.1 Principe de la méthode loadClass 
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Grâce aux chargeurs de classes, la MYJ peut gérer de multiples espaces de noms afin 
d'isoler les composants logiciels; ceux-ci peuvent contenir des classes portant le même nom mais 
considérées comme des types distincts par la MYJ. 
Les compilateurs produisent une représentation binaire du fichier source, le code octet, 
dans le format .class, normalement enregistré dans un fichier mais qui pourrait aussi être gardé 
soit en mémoire tampon, soit acheminé sur un réseau en utilisant les Applets, Servlets ou Ja­
vaBeans. La MYJ interprète le code octet, soit directement, soit en utilisant des techniques 
d'optimisation afin d'exécuter le code des méthodes des classes. 
Le langage Java est basé sur des APIs qui sont des classes systèmes situées dans le 
classpath et chargées lors du démarrage de la MYJ par le chargeur de classes Bootstrap. Pour 
préserver les classes systèmes, les chargeurs de classes (dérivés de java. lang. ClassLoader) 
utilisent le mécanisme de délégation. Quand une classe D demande le chargement d'une autre 
classe C, le chargeur de classes de D vérifie qu'il n'a pas déjà chargé C. Si ce n'est pas le cas, il 
délègue le chargement à son parent. Si cette requête est un échec, alors L tente un chargement 
direct (par l'appel de la méthode findClass 0 comme nous verrons par la suite). Comme le 
mécanisme de délégation est récursif, toute requête de chargement d'une classe système sera 
transmise jusqu'au chargeur de classes Bootstrap. 
3.2 Problématique 
Le problème de sécurité du chargement de classes peut avoir de graves conséquences, telles 
que l'interruption de la MYJ, l'accès à des données encapsulées ou privées, ou même la prise de 
contrôle de l'ordinateur hôte par un ordinateur distant. 
L'utilisation de plusieurs chargeurs de classes permet d'isoler les programmes qui s'exé­
cutent concurremment. Ceci permet aussi d'éviter certaines attaques. En effet, pour des raisons 
d'efficacité, les classes sont chargées par la MYJ de façon paresseuse, c'est-à-dire qu'elles seront 
chargées seulement lorsqu'on en a besoin. De plus, un chargeur de classes ne recharge jamais 
une classe qu'il connaît déjà. 
Nous présentons maintenant une faille classique dans le processus de sécurité du système 
de chargement [LB98]. Une attaque peut être effectuée de la façon suivante: 
On s'arrange pour faire charger par la MYJ le programme d'attaque avant le programme attaqué. 
Dans le programme d'attaque, on inclut des classes qui portent le même nom que les classes 
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sensibles du programme attaqué, mais en ajoutant des portes dérobées. Par exemple, on peut 
rendre une variable qui est sensible publique. Quand le programme attaqué est chargé, il utilisera 
les classes déjà chargées. Le programme d'attaque peut alors utiliser ses portes dérobées pour 
obtenir des informations sensibles, modifier le comportement du programme attaqué, etc. 
La figure 3.2 illustre la manière avec laquelle une incohérence de types peut être concep­
tualisée. Une ligne pleine indique une référence symbolique, un rectangle pointillé indique un 
espace de nom (Système, chargeur Ll et chargeur Lz) et la ligne double indique une incohérence 
de type. 
Imaginons un scénario où le ClassLoader L z est parent du ClassLoader L l . On force 
l'application à utiliser le ClassLoader L l pour charger une version trafiquée de la classe Spoofed 
avec un attribut public, ensuite on crée une instance c de la classe Spoofed. 
---------------------- --- ---- - --------- - ---- ------------------ - --------------, 
AFP MyI..oader 
MyLoeder LI ; MyLoader parent;
 
MyLoo:lerL2; St~p.th; ·,
 
,
·, 
· 
· 
--------------------------- --- - - - - -- -- - - -- - - ------------------------ - - --- - - - ~ 
L 1 App Delegat.dL2 
Spoofed c = new Delegated.m(); Spoof.d m(); 
l 1 Spoof.d Spcofed
-'Y 
privale inl x;Public int x', 
FIGURE 3.2 Schéma conceptuel d'une incohérence de types 
Lorsque c invoque la méthode mO de la classe Delegated qui retourne le type Spoofed, 
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le chargeur LI délègue le chargement des classes Spoofed et Delegeted au ClassLoader L 2 qui 
chargera la vraie version de la classe Spoofed avec un attribut privé. Ce qui permet à l'objet c 
d'accéder à l'attribut x de Spoofed car l'attribut privé a été converti en accès public. 
3.3 Solution 
Nous allons représenter le type classe en utilisant la notation < C, L d >L, , où C dénote 
le nom de la classe, Ld le ClassLoader qui a défini C (c'est-à-dire celui qui a chargé le code 
octet de la classe), et Li le ClassLoader qui a initié le chargement de la classe (c'est-à-dire celui 
qui a provoqué le chargement du code-octet de la classe). 
La solution que nous proposons repose sur l'article de Bracha [LB98]. L'idée principale 
est de créer pour chaque objet de type ClassLoader un ensemble dynamique qui mémorise les 
contraintes de chargement qui sont générées durant les phases de préparation et de résolution 
des classes. 
Nous avons trois types de contraintes: 
1- Lors de la préparation de chaque classe ou interface < C, LI > : Pour toute méthode 9 
(dont la signature est de la forme Ta g(TI, ... ,Tn )) redéfinie d'une super-classe < D,L2 > on 
génère les contraintes suivantes: 
Vi E {D, ... ,n} T/' = T/ z 
2- Lors de la résolution de chaque classe ou interface < C, LI > : Pour toute référence symbolique 
vers une méthode (dont la signature est de la forme Ta g(TI , ... ,Tn )) d'une classe < D, L 2 > on 
génère les contraintes suivantes: 
3- Lors de la résolution de chaque classe ou interface < C, L j > : Pour toute référence symbo­
lique vers un champ de type nommé T d'une classe < D, L2 > on génère les contraintes suivantes: 
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À chaque fois qu'on veut ajouter une contrainte à cet ensemble, on vérifie que toutes 
les classes qui sont déjà chargées par les Classloaders L] et L 2 vérifient bien cette nouvelle 
contrainte, sinon l'opération qui a lancé cette contrainte échoue. En appliquant cette solution 
à l'exemple de la classe Spoofed (Figure 3.2), lorsque on rajoute la contrainte Spoofeé 1 = 
Spoofed L2 , on doit s'assurer que les deux classes Spoofed chargée par L] et Spoofed chargée 
par L2 sont les mêmes. 
3.4 Conclusion 
Les contraintes de chargement constituent un élément important de la sécurité de bas ni­
veau de l'architecture du langage Java. L'implémentation de cette fonctionnalité dans la machine 
virtuelle permet de garantir une cohérence de types lors de l'interprétation du code octet. 
Nous avons présenté le concept de chargement dynamique des classes dans la MVJ, la 
vulnérabilité créée en présence de multiples chargeurs de classes et la manière avec laquelle la 
solution de Liang [LEgS] a été implémentée. 
Un autre intérêt de ce chapitre est la réutilisation du principe des contraintes de charge­
ment pour effectuer une vérification de type paresseuse. En effet, lors de la vérification d'une 
méthode m(A a), au lieu de provoquer le chargement de la classe A pour vérifier certaine 
contrainte C, on pourra mémoriser cette contrainte dans le chargeur de classes et la vérifier une 
fois que la classe A est chargée. 
Chapitre IV 
VÉRIFICATION DES TYPES 
Dans ce chapitre nous expliquons notre algorithme de vérification des types dans la MVJ. 
Afin de simplifier cet algorithme, nous l'avons décomposé en cinq étapes: 
1. Associer chaque instruction j sr à une instruction ret. 
2. Construire le graphe d'appel de sous-routines. 
3. Calculer le point fixe de chaque instruction ret. 
4. Calculer le point fixe de toute instruction. 
5. Finalement, effectuer la vérification des types. 
Ce chapitre se compose comme suit: La première section présente notre motivation, les 
raisons principales de nos choix et la problématique. Dans la deuxième section, nous présentons 
une description du vérificateur du code octet, son rôle et les cas qui compliquent sa réalisation. La 
troisième section, la plus importante, présente les cinq étapes de notre algorithme de vérification. 
Nous débutons par une vue globale de l'algorithme, suivi d'une description détaillée de chacune 
des étapes. Dans la quatrième section, nous présentons la preuve formelle du vérificateur, qui se 
base sur la preuve de monotonie et de distributivité des fonctions de transfert. 
22 
4.1 Motivation et problématique 
Comme expliqué dans le deuxième chapitre, le vérificateur du code octet est une im­
portante composante de la MVJ. Cette vérification est basée sur l'analyse du flot de données 
(DataFlowAnalysis DFA) qui propage les types dans le graphe de contrôle. Le vérificateur 
s'assure que les contraintes statiques et structurelles ne sont pas violées. La majorité des MVJ 
commerciales utilisent le vérificateur de Sun Microsystems. Par contre, plusieurs études, comme 
celle réalisée par Leroy [Ler03], ont démontré l'inefficacité de ce vérificateur et le rejet de certains 
codes Java valides principalement à cause des sous-routines, comme un des exemples cités dans 
l'étude réalisée par Stark [SS03] où le code octet généré par le JDK 1.3 ou lA est rejeté par 
la majorité des vérificateurs comme JDK 1.3, JDK lA, Netscape 4.73-4.76, Microsoft VM pour 
Java 5.0 et 5.5 ainsi que le vérificateur de Kimera [EB97]. Un de ces exemples est présenté dans 
la figure 4.1; celui-ci a été refusé lors de l'exécution par Java HotSpot version 1.6.0. 
class TestStark { 
void test (boolean b) { 
int i; 
try { i=l; } 
finally { if (b) i=2; } 
int j=i; 
} 
} 
java -verify TestStark 
Exception in thread "main" java.lang.VerifyError 
(class : TestStark, method : test signature 
(Z)V) Register 2 contains wrong type. 
FIGURE 4.1 Exemple de code Java refusé 
En plus de ce type de bogues, il y a aussi l'inefficacité de certains vérificateurs et l'absence 
d'une modélisation et d'une preuve formelle qui tient compte de la présence de sous-routines. 
Ces problématiques nous ont motivé à présenter un environnement simple et bien fondé qui 
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se base sur des théories d'analyse de flot de données bien définies, lesquelles reposent sur des 
relations d'ensembles classiques (U et Ç), ce qui nous permet d'obtenir des algorithmes efficaces 
qui restent polynomiaux dans le pire des cas. 
Afin d'émuler l'effet du code octet d'une méthode, le vérificateur se base sur une analyse 
de flot de données et un treillis dont chaque propriété représente un environnement d'exécution 
formé de deux unités liées: les variables locales et la pile. 
D'une part, les variables locales servent à mémoriser les types, afin qu'ils soient utilisés 
par les instructions du code octet. D'autre part, la pile est l'endroit où agissent ces instructions 
pour faire passer les paramètres ou pour récupérer le résultat. Les informations échangées entre 
la pile et les variables locales sont les types que nous allons définir ultérieurement. 
L'une des contraintes les plus importantes lors du processus de vérification est la vérifica­
tion du bon typage des instructions. D'un point de vue mathématique cela consiste à s'assurer 
que la fonction de transfert associée à chaque instruction reçoit les paramètres convenables. 
Par exemple, l'instruction iadd impose que la pile de l'environnement qu'elle reçoit en entrée 
contienne au moins deux éléments de type int sur la pile, comme dans l'exemple de la figure 4.2 
avec un environnement composé d'une pile qui contient deux entrées sa et SI initialisées par le 
type u qui indique qu'elles sont inutilisées, et une variable locale va initialisée par le type int. 
Lors de l'instruction iload 0 la pile contient le type int sur la pile dans les entrées sa et SI' Aprés 
la simulation de l'instruction iadd, le type int sur la pile à l'entrée SI est consommé et remplacé 
par le type u pour indiquer que l'entrée SI n'est plus utilisable. 
Sa SI va 
état initial u u int 
iconst 0 int u int 
iload 0 int int int 
iadd int u int 
istore 0 u u int 
return u u int 
FIGURE 4.2 Exemple de l'instruction iadd 
Nous présentons un autre exemple dans la figure 4.3 qui contient un appel à une méthode 
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test(String) à travers l'instruction invokestatic qui reçoit un type bien précis sur la pile, de la 
classe String. 
So SI Vo 
état initial u u int 
iload 1 int u int 
ifeq 0 L u u int 
newA A u int 
dup A A int 
invokespecial < init > A u int 
goto H A u int 
L: new B B u int 
dup B B int 
invokespecial < init > B u int 
goto H B u int 
H : invokestatic test(String)V A ou B u int 
return u u int 
FIGURE 4.3 Exemple de l'instruction invokestatic 
Dans ce dernier exemple, pour que ce code soit valide, nous devons vérifier que l'instruction 
invokestatic reçoive bien une valeur de la classe String. Dans ce cas, le vérificateur doit s'assurer 
que les deux classes A et B égales à la classe String ou héritent bien de celle-ci. 
Suite à ces exemples, nous constatons que la vraie problématique du vérificateur est l'ef­
ficacité de l'algorithme de calcul des types qui atteint chaque instruction. Parmi les difficultés 
qui compliquent considérablement cette tâche notons la présence de sous-routines. 
Une sous-routine est en réalité une séquence d'instructions qui commence à une adresse 
bien précise, que l'on va noter par S, et qui peut être appelée de n'importe quel endroit du code 
à travers l'instruction jsr S. Afin de retourner à l'instruction qui suit l'instruction jsr, l'adresse 
de retour est stockée dans une variable locale accédée par l'instruction ret qui est un des points 
de sortie de la sous-routine. 
D'autres points de sortie de la sous-routine peuvent être causés par la présence d'exception 
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ou simplement à l'aide des instructions de branchement comme gata ou if qui peuvent mener 
vers des chemins qui ne contiennent aucune instruction ret, comme le cas de l'exemple ci-dessous. 
Method void tryFinally(boolean b) 
0 aload 0 
1 jsr S 
2 return 
3 S : astore 1 
4 iload 2 
5 ifeq L 
6 ret 1 
7 L : invokevirtual 6 
8 goto 2 
FIGURE 4.4 Exemple d'une sous-routine 
La technique la plus utilisée pour déterminer les types propagés est la technique de la 
fusion des types qui est présentée en détails par l'article de Leroy [Ler03] et qui se base sur le 
calcul de la classe commune la plus proche dans la hiérarchie d'héritage en considérant le fait 
que, toute classe hérite de la classe Object. Par exemple, si A et B sont deux classes qui héritent 
directement de C alors leur fusion est C. La perte de précision, la présence des types de base 
comme int et float, la possibilité qu'une classe implémente plusieurs interfaces et la présence de 
tableaux d'objets, tout cela complique la construction d'un treillis complet et la modélisation 
des fonctions de transfert monotones et distributives. 
Le principe de notre approche est plus simple: nous gardons pour chaque instruction tous 
les types qui peuvent l'atteindre. Nous commençons par des ensembles singleton, enrichis au 
fur et à mesure que le DFA passe par les instructions. La figure 4.5 présente la simulation d'un 
code octet avec deux entrée dans la pile so, SI et une variable locale vo. Lors de la simulation 
de l'instruction invoksto.tic, l'entrée de la pile consommée So qui contient deux types possibles 
A et B. 
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So S1 Vo 
état ini tial {u} {u} {int} 
iload 1 {int} {u} {int} 
ifeq a L {u} {u} {int} 
new A {A} {u} {int} 
dup {A} {A} {int} 
invokespetial <init> {A} {u} {int} 
goto H {A} {} {int} 
L: new B {B} {u} {int} 
dup {B} {B} {int} 
invokespecial <init> {B} {u} {int} 
goto H {B} {u} {int} 
H : invokestatic test(String)V {A,B} {u} {int} 
return {u} {u} {int} 
FIGURE 4.5 Exemple de types 
Notre but est de construire pour chaque instruction le plus petit ensemble contenant 
tous les types qui peuvent atteindre cette instruction. Ce plus petit ensemble est le point fixe 
minimum de la fonction de transfert associée à cette instruction et que nous allons calculer à 
l'aide de l'analyse de fiot de données. Dans l'exemple ci-dessus, le plus petit ensemble qui atteint 
l'instruction invokestatic à l'entrée So est l'ensemble {A, B}. 
4.2 Vue cl 'ensemble 
Dans cette section nous donnons un aperçu du processus de vérification. Pour débuter, 
nous présentons les étapes nécessaires préalables à la vérification des contraintes statiques et 
structurelles. Ensuite, nous présentons les caractéristiques du graphe de contrôle utilisées pour 
notre analyse de flot de données. Puis, nous présentons l'analyse de flot de données, son treillis 
et ses propriétés. Nous terminons par un aperçu global du processus de vérification. 
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4.2.1 Étapes préliminaires 
Avant d'entamer la vérification des types d'instructions, le vérificateur s'assure qu'aucune 
des contraintes statiques mentionnées au deuxième chapitre n'est violée. 
Toutes ces vérifications sont effectuées lors de la lecture du fichier .class. A chaque fois 
que nous lisons un nombre d'octet attendu, nous nous assurons qu'il correspond bien au format 
décrit dans les spécifications de la MVJ. Par exemple, au début, nous lisons 4 octets et nous 
vérifions qu'ils correspondent bien au nombre magique OxCAFEBABE, et ainsi de suite. 
Dès que le fichier .class est bien lu et que toutes les contraintes statiques sont vérifiées, 
alors, pour chaque méthode de la classe, nous procédons à la vérification des contraintes struc­
turelles telle que cela est illustré à la figure 4.6. 
~ 
Fichier Lecture du fichier Extraction des 
.class .class méthodes 
Pour chaque méthode 
Vérification des Vérification de s 
~contraintes structurelles contraintes statiques 
FIGURE 4.6 Étapes préliminaires de vérification des types 
4.2.2 Le graphe de contrôle 
Le graphe de contrôle C, sur lequel sont basées toutes les analyses présentées dans ce 
document, est un couple C = (N, V), avec N l'ensemble de noeuds (instructions) du graphe et 
V l'ensemble des arêtes (N x N). Les noeuds du gTaphe correspondent aux instructions du code 
octet et les arêtes aux transitions directes possibles entre deux instructions. 
Le graphe est orienté et sa racine correspond à l'instruction dont l'offset est O. Il existe 
un chemin d'exécution entre la première instruction et n'importe quelle autre instruction de 
la méthode. Cette condition est vérifiée par la majorité du code octet compilé. Toutefois, du 
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code mort peut exister sans provoquer un échec de la vérification. Les spécifications de la MVJ 
n'imposent pas la détection du code mort. Toutefois, sa présence peut refléter un code octet 
incorrect, et influencer certains algorithmes qui se basent sur un parcours séquentiel des instruc­
tions. 
Afin de modéliser l'effet de chaque instruction, nous utilisons une famille de fonctions indexées 
par la hauteur de la pile et l'index des variables locales. Les instructions qui agissent seulement 
sur la pile, comme iadd, auront une famille de fonctions dont l'index est compris entre °et 
hmax - 1. Les instructions qui agissent seulement sur les variables locales, comme iinc, auront 
une famille de fonctions d'un seul index compris entre °et Emax - 1. Les autres instructions 
qui manipulent à la fois les variables locales et la pile auront une famille de fonctions indexées 
par deux paramètres qui indiquent respectivement la hauteur de la pile et l'index de la variable 
locale. 
Nous devons signaler que le graphe de contrôle est construit durant la première étape de 
notre algorithme, au fur et à mesure que les instructions sont rencontrées. 
0 iconsl_O 
1 iload 1 
2 iadd 
3 
4 
ifeq 6 
iconsl_1 c:=:> 
5 
6 
irelurn 
iconsl_2 3 
7 irelurn 4 ~ 5 
FIGURE 4.7 Exemple de graphe de contrôle 
Dans l'exemple de la figure 4.7, on a trois types de branchement: 
- Le successeur de l'instruction est l'instruction suivante, comme le cas des instructions 0, 1, 2, 
3 et 4; 
- Le successeur de l'instruction dépend d'une condition, comme c'est pour l'instruction 3 : si le 
sommet de la pile égal à zéro le successeur est l'instruction 6 sinon c'est l'instruction 4; 
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- L'instruction n'a aucun successeur puisque c'est une instruction de sortie du graphe, comme 
les instructions 5 et 7 (ireturn). 
Pour plus de détails sur la construction du graphe de contrôle du code octet Java, on peut 
se référer au travail de Zhao citedepartment-analyzing. 
4.2.3 Propriétés de l'analyse du fiot de données 
Dans cette section, nous présentons les propriétés de l'analyse de flot de données en nous 
basant sur les définitions décrites dans le livre d'Appel [App02]. 
Dans la suite de ce document, nous utilisons les notations suivantes: 
hmax : la hauteur maximale de la pile, 
emax : le nombre de variables locales, 
rmax : le nombre maximal de sous-routines, 
m = hmax + emax, 
Définition 8 (Frame). Un frame est une structure de données composée d'une pile de hauteur 
maximale hmax et de emax variables locales. Un frame contextuel est un frame qui sert 
principalement à garder les types qui atteignent une sous-routine et qui ne sont pas modifiés par 
celle-ci. 
La figure 4.8 présente un exemple d'un frame normal qui indique le contenu de chaque 
variable locale. 
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{u} Shm 
{u}	 {int, "oat {String} {u} SI 
{int} 50 
Variables locales 
La pile 
FIGURE 4.8 Exemple d'un frame normal 
Définition 9 (in et out). Le out d'une instruction est un frame résultat de la simulation de 
cette instruction sur son in. Le in est un frame résultat de l'union de tous les out des prédé­
cesseurs de cette instruction. 
Soit n un noeud quelconque, f sa fonction de transfert et pred(n) est l'ensemble des prédé­
cesseurs de n, alors: 
in[n] = UpEPred(n)out[p] 
out[n] = f(in[n]) 
Pour la première instruction, son in prend en compte les paramètres de la méthode en 
cours de vérification: ainsi, si la méthode est statique et ne reçoit aucun paramètre alors son in 
est initialisé par des {u} pour tous les emplacements de la pile et pour toutes les variable locales. 
in(O) = (so, vol 
Où: 
So = ({u}, ,{u}) 
Vo = ({u}, , {u}) 
Si la méthode reçoit p arguments (argl, ... , argp), alors in(O) est comme suit: 
80 = ({u}, ... , {u}) 
31 
VQ = ({argd, ... , {argp }, {u}, ... , {u} ) 
Pour toute autre instruction différente de la première, chaque emplacement de son out est 
initialisé par l'ensemble vide. Ainsi, lors du calcul du in d'un noeud, même si on va pas encore 
visité tous ses prédécesseurs, nous allons garder les types de noeuds qui sont déjà visités, comme 
dans l'exemple de la figure 4.9 : Supposons que la hauteur de la pile est 2 et que nous avons une 
seule variable locale : 
out(4) = ({ int}, {float}, {u}) 
out(8) = m, {}, {}) 
Alors: 
in(6) = out(8) U out (4) = ({ int}, {float} , {u}) 
FIGURE 4.9 Exemple d'un noeud avec deux prédécesseurs 
Dans la suite nous présentons tous les types générés ou manipulés par les instructions. 
4.2.4 Le treillis de base 
Soit T l'ensemble des types manipulés par les instructions de la méthode en cours de 
vérification, alors le treillis de base utilisé dans notre algorithme d'analyse du f10tde données est 
le suivant: 
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L o = (Eo, Ç) 
Chaque élément du treillis représente l'état de la pile et des variables locales pour une ins­
truction donnée dans le code: 
Eo = {(s, v) S E pow(T)hmax et v E pow(T)emax}1 
Et : 
Où Pow(T) est l'ensemble puissance de l'ensemble T. 
La relation d'ordre de ce treillis est la relation d'ordre entre séquences d'ensembles. Ainsi, 
(Sl, V2) ç (S2, V2) signifie que chaque composante Sli de SI est un sous ensemble de T qui 
est inclus dans S2i. 
Vi E {D, ... ,hmax} et \::/j E {D, ... ,emax} on a Sli ç S2i et V1j ç V2j 
Soit (s, v) un élément du treillis, alors: 
S = (so, , Shmax-1)
 
V = (vo, ,Vemax-I)
 
Chaque élément Si représente une composante de l'élément S au i-ème rang, ce qui représente 
une entrée de la pile à la hauteur i; de la même manière, Vj est une composante de l'élément v 
au j-ème rang qui représente dans ce cas le contenu de la variable locale dont l'indice est j. 
L'élément minimum ..1 de ce treillis est le couple (s1., v1.) où chaque composante de S1. et 
de V1. est l'ensemble vide. D'autre part, l'élément maximum T est le couple (ST,VT) où chaque 
composante de ST et de VT est l'ensemble T. De cette manière, nous pouvons constater grâce aux 
définitions et aux propriétés citées dans le premier chapitre que nous avons un treillis complet. 
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'Ix E Eo, =? (S-l,V-l) ç x 
Afin qu'une analyse du flot de données basée sur ce treillis parvienne à la meilleure solution, il 
suffit d'avoir des fonctions de transfert monotones et distributives. 
4.2.5 Les fonctions de transfert 
Soient x = (s, v) E Lo, 1 et h représentent respectivement l'index de la variable locale 
et la hauteur courante de la pile, S = (so"",Shmax-I), V = (vo, ... ,vemax+r), hmax la hauteur 
maximale de la pile, et emax le nombre de variables locales. Chaque fonction de transfert 
reçoit en paramètres un élément de Eo , comme indiqué dans le schéma de la figure 4.10. Nous 
présentons dans ce qui suit un exemple d'une fonction de transfert (Les autres fonctions sont 
présentées en annexe). 
Variables locales La pile Variables locales La pile 
FIGURE 4.10 Fonction de transfert 
4.2.5.1 Istore 
Nous définissons dans cette section la fonction istore qui dépile le sommet de la pile et le 
charge dans la variable locale 1 : 
istoreh,l(s,V) = (s',v') 
Où: 
si i f. h 
si i = h 
34 
si i =J 1 
si i = 1 
Cette fonction reçoit en entrée une pile s = (so, ... , Sh, ... , Shmax) et des variables locales 
v = (vo, ... ,vemax ), et en sortie la même pile, sauf pour l'emplacement à la hauteur h qui contient 
l'ensemble {u} ce qui signifie que cet emplacement n'est plus utilisé. Les variables locales quant 
à elles sont les mêmes sauf pour la variable locale d'indice VI qui contient l'ensemble des types 
qui était dans l'emplacement h de la pile, dans ce cas Sh. L'ensemble des fonctions de transfert 
est présenté à l'annexe A. 
4.2.6 Processus de vérification 
La plus grande difficulté rencontrée lors de cette étude fut la formalisation des fonctions 
de transfert, spécialement la fonction responsable de la propagation des types à l'instruction qui 
suit chaque j sr et la preuve de monotonie et de distributivité de cette fonction. Nous notons 
cette fonction de transfert par jsr Bis. Cette complexité est due principalement au fait que 
cette fonction dépend de deux variables: le in du j sr qui représente les types qui atteignent 
l'instruction j sr et le out du ret qui représente les types propagés par le ret associé à cette j sr. 
Autrement dit, cela est dû à la difficulté de déterminer les types qui survivent ou qui naissent 
durant la l'exécution de la sous-routine. 
Au début, notre approche consistait à modéliser la fonction de transfert j srBis avec 
deux variables injsr et outret., mais la difficulté de prouver sa monotonie, sa distributivité, et 
la non appartenance de cette fonction à la même famille que les autres fonctions de transfert, 
nous a poussé à fixer la deuxième variable qui est le outret. (troisième phase de l'algorithme), 
en effectuant une pré-analyse dont le but est d'analyser les sous-routines et savoir d'avance la 
forme des types qui vont atteindre l'instruction ret en parcourant seulement les instructions 
qui font partie de la sous-routine. 
Pour atteindre notre objectif et pour prendre en considération le cas des sous-routines 
imbriquées, nous devons connaître l'ordre d'appel entre les sous-routines. Pour cette raison, 
nous avons consacré une étape afin de construire le graphe d'appel de sous-routines (2ème étape 
de l'algorithme). Ainsi, nous connaissons les types propagés d'une sous-routine appelée à la sous­
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routine appelante. Avant de commencer l'analyse du graphe de contrôle pour calculer le graphe 
d'appel des sous-routines, nous devons déterminer toutes les instructions ret, leurs adresses de 
début et toutes les instructions j sr associées à chacune (première phase de l'algorithme). Une 
fois que nous avons le point fixe de chaque instruction ret, on peut déterminer les types qui 
seront propagés à chaque instruction qui suit une instruction j sr associée à une instruction ret. 
Par conséquent nous pouvons calculer le point fixe de chaque instruction. Dans la dernière étape, 
nous procédons à la vérification des types en nous assurant que chaque instruction a les bons 
types dans la pile et dans les variables locales. Toutes ces étapes sont illustrés par la figure 4.11. 
Identification des associations jsr lret 
Construction du graphe d'appel des sous-routiœ 
Calcul du point fixe de chaqœ instruction ret 
Calcul du point fixe de chaqœ instruction 
Vérification des types 
FIGURE 4.11 Les étapes de vérification des types 
Toutes ces étapes se basent sur le même graphe de contrôle. Par contre, les propriétés du 
graphe de contrôle de la première étape sont différentes des autres puisque l'analyse du flot de 
données est basée sur le produit du treillis, à la différence des autres étapes qui se basent sur un 
seul treillis. 
Dans les sections suivantes, nous expliquons les cinq étapes de notre algorithme en com­
mençant par la première étape: l'association de chaque adresse de début d'une sous-routine à 
une éventuelle instruction ret. 
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4.3 Algorithme de vérification 
4.3.1 Identification des associations jsr/ret 
Le but de cette étape est de déterminer les sous-routines qui existent, leurs adresses de 
début et les instructions ret qui leurs sont associées. 
Dans le but d'étudier l'influence de chaque sous-routine sur les types qui atteignent leurs 
adresses, nous associons à chaque adresse d'une sous-routine un frame contextuel. 
public static void methodeName(int i) 
0: jsr Y 
1: return 
Y: astore 0 
iload 2 
ifeq L 
jsr Z 
L : ret 0 
Z	 : astore 1 
ret 1 
FIGURE 4.12 Exemple de code qui contient deux sous-routines 
Dans l'exemple de la figure 4.12, en faisant un parcours du graphe de contrôle de ce code, 
nous pouvons constater qu'il y a deux adresses de sous-routines Y et Z, d'où le besoin de deux 
frames contextuels: le premier pour la sous-routine dont J'adresse est Y, et le second pour la 
sous-routine dont l'adresse est Z. 
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sa va VI V2 SA VA VI V2 
jsr @Y @Y ao al a2 @Y u u int 
Y: astore 0 u @Y al a2 u @Y u int 
iload 2 a2 @Y al a2 int @Y u int 
ifeq L u @Y al a2 u @Y u int 
L : ret 0 u u al a2 u u u int 
@Y/ret 0 
return u u u int u u u int 
jsr @Z @Z @Y al a2 @Z ao al a2 
Z : astore 1 u @Y @Z a2 u ao @Z a2 
ret 1 u @Y u a2 u ao u a2 
@Z/ret 1 
Lors de cette analyse, nous visitons chaque instruction une seule fois. Le fait qu'une sous­
routine ne peut être associée qu'à une seule instruction ret et que les spécifications de la MVJ 
[LY99] imposent que deux sous-routines ne peuvent pas avoir la même instruction ret et que 
l'instruction j sr ne peut pas être associée à deux instructions ret assure l'unicité de l'association 
entre l'adresse de début de la sous-routine et l'instruction ret. Il se peut aussi qu'il existe des 
instructions j sr qui n'ont aucune instruction ret associée et qui vont être considérées comme 
des simples instructions de branchement. 
Rappelons que l'instruction jsr empile l'adresse de l'instruction qu'elle la suit pour pou­
voir y revenir lors de la sortie de la sous-routine. Dans notre approche, et pour avoir une bonne 
trace de l'adresse d'une sous-routine, on empile l'adresse de la sous-routine que nous notons S. 
Dans l'exemple ci-dessus, nous avons deux adresses @Y et @Z. 
Description de l'algorithme 
Lors de la construction du graphe de contrôle, durant le traitement du noeud courant ne, 
si l'instruction est un j sr alors nous remplaçons toutes les entrées du frame contextuel de la 
sous-routine associée à ce j sr avec des valeurs abstraites qui mémorisent leurs contenus, sauf 
pour l'emplacement de la hauteur courante de la pile (qui contient l'adresse de la sous-routine) 
et les emplacements au-dessus de la hauteur courante. 
Si le noeud courant est une instruction ret, nous devons trouver dans la variable locale 
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de ce ret un seul élément qui est l'aùresse de la sous-routine associée à ce ret. Dans le cas 
contraire le code sera considéré comme invalide. 
Afin d'initialiser le in de la racine, nous prenons en considération les types reçus par la 
méthode en cours de vérification. En effet, si in = (s, v) et les paramètres de la méthodes sont 
t 1 , ... , t p où t i un élément de T pour tout i dans {l, ... , p}, alors: 
'di E {a, ... ,hmax -l} Si = {u} 
Si la méthode n'est pas statique, alors: 
'di E {l, ... , p} Vi-l = {ti} 
'di E {p, ... ,emax - 1} vi = {u} 
Sinon: 
Vo = {this} 
'di E {l, ... ,p} Vi = {t i } 
'diE {p + l, ... , emax} Vi = {u} 
Où this est la classe qui contient cette méthode en cours de vérification. 
4.3.1.1 Environnement 
L'environnement de cet algorithme contient un frame contextuel pour chaque sous­
routine. Pour connaître le nombre de frames secondaires, nous comptons le nombre d'adresses 
de branchement des instructions j sr durant la construction du graphe de contrôle. 
Afin d'associer chaque adresse à son ret, nous utilisons un frame contextuel pour chaque 
sous-routine, et ce dans le but de ne pas perdre les types non modifiés par la sous-routine. 
Nous initialisons tous les composants du frame de celle-ci par des valeurs abstraites sauf pour 
l'emplacement de l'adresse de cette sous-routine. Ainsi, nous détectons tout nouveau type généré 
par la sous-routine. 
Soient @ l'adresse de la sous-routine et h la hauteur courante de la pile. Alors, le in de la 
sous-routine est (s, v), où : 
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s = (13o, ... ,13h-l, @,,6h+ l , ... ,13hmaX-I) 
V = (ao, ... ,aemaX-I) 
Pour connaître l'instruction ret de cette sous-routine, lors du ret, nous devons trouver un 
ensemble singleton qui contient l'adresse d'une sous-routine. Dans le cas contraire le code sera 
rejeté. 
Le fait d'utiliser plusieurs frames engendre un treillis basé sur le produit de treillis L o : 
L = (E,u,n) 
Où: 
L = L o x x L o, rmax fois 
E = Eo x x Eo, rmax fois 
rmax est le nombre de sous-routines de la méthode en cours de vérification et Eo le treillis 
de base. Chaque instruction est simulée sur tous les frames et chaque frame correspond à une 
sous-routine détectée dans le code. 
Soit x un élément de E, alors la fonction de transfert ASTORE de E dans E est définie comme 
suit: 
Nous décrivons dans ce qui suit l'algorithme qui associe chaque instruction j sr à une instruction 
ret. 
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Algorithme 
L : liste de travail
 
AI ensemble pour marquer les noeuds visités
 
ne noeud courant
 
inc : fonction de transfert associée à l'instruction du noeud ne
 
in(ne), out(ne) : deux éléments de Eo x ... x Eo, rmax fois
 
Initialiser le in de la racine en fonction des paramètres de la méthode 
Ajouter la première instruction dans L 
Tant que L =1- 0
 
ne = défiler L
 
in(nc) = UpEPred(nc)out(p)
 
out(ne ) = inc(in(ne ))
 
traitement de ne
 
ajouter ne dans AI
 
Pour tout s successeur de ne
 
si s i AI alors 
ajouter S dans L 
aj outer l'arc ne -> S dans le graphe de contrôle 
Fin Tant que. 
Pour plus de détails sur la construction du graphe de contrôle et des successeurs veuillez 
vous référer à [Zha99]. 
Lors de cette étape, nous ne pouvons pas connaître l'ordre des appels entre les sous­
routines. En effet, nous ne pouvons pas savoir si une instruction j sr fait partie ou non d'une 
sous-routine tant que nous n'avons pas encore visité l'instruction ret de cette sous-routine. 
Pour cette raison, nous consacrons l'étape suivante à la construction du graphe d'appel des 
sous-routines. 
4.3.2 Construction du graphe d'appel des sous-routines 
L'objectif de cette phase est la construction du graphe d'appel des sous-routines en faisant 
un parcours par arrière du graphe de contrôle. Durant cet algorithme nous utilisons une liste de 
travail initialisée en enfilant toute les instructions ret rencontrées lors de la première phase. 
41 
sr SI 
SI 
Graphe d'appel 
de sous-routines 
FIGURE 4.13 Exemple d'un graphe d'appel de sous-routines 
La possibilité de se brancher sur une sous-routine et de sortir par une instruction de 
branchement comme goto ou if ou par une exception complique considérablement la construction 
du graphe d'appel des sous-routines. En utilisant un parcours normal, sur un chemin quelconque 
qui passe par le début d'une sous-routine, nous ne pouvons pas déterminer si une instruction 
fait partie ou non de cette sous-routine tant que nous n'avons pas visité le ret de cette sous­
routine. C'est pour cette raison que nous avons décidé de parcourir le graphe de flot de données 
à l'envers, c'est-à-dire, au lieu d'insérer le successeur comme dans le cas de la première analyse, 
nous insérons le prédécesseur, et pour un code valide nous sommes sûrs d'atteindre l'adresse de la 
sous-routine lors de ce parcours. Dans la figure 4.13, en remontant depuis le noeud correspondant 
à l'instruction ret 1, nous rencontrons le noeud jsr S2, ce qui indique qu'il y a un appel de la 
sous-routine d'adresse S] à la sous-routine d'adresse S2, par conséquent nous ajoutons l'arc 
S] ----> S2 au graphe d'appel des sous-routines. 
Dans l'exemple de la figure 4.14, en remontant de j'instruction ret], nous trouvons une ins­
truction j sr qui dans ce cas représente un branchement normal puisqu'il n'y a pas d'instruction 
ret reliée. Par conséquent, nous ne rajoutons pas un arc dans le graphe des sous-routines. 
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js[Slf-----~ 
FIGURE 4.14 Branchement invalide à une sous-routine 
Pour éviter ce cas, un arc d'appel entre deux sous-routines est ajouté si et seulement si 
on visite une instruction qui suit une instruction jsr et que l'adresse de cette sous-routine est 
reliée à une instruction ret. 
Lors du calcul des appels d'une sous-routine vers d'autres sous-routines, nous marquons 
toutes les instructions visitées ce qui nous donnera l'ensemble des instructions qui font partie 
de chaque sous-routine. 
Pour que l'algorithme visite une instruction qui ne fait pas partie de la sous-routine, un 
chemin doit être crée qui mènera à l'instruction ret sans empiler l'adresse de cette sous-routine 
dans la variable locale de cette instruction ret. Dans un tel cas, nous aurons une erreur de 
vérification. Comme le montre l'exemple de la figure 4.15, nous avons un branchement (Goto L) 
à l'intérieur de la sous-routine qui atteint le noeud ret 1 sans empiler l'adresse de la sous-routine 
dans la variable locale 1. 
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8
 
FIGURE 4.15 Exemple d'un branchement invalide à une sous-routine 
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L 
4.3.2.1 Algorithme 
Nous avons un seul frame à utiliser pour chaque Ret, seulement nous devons l'initialiser 
à chaque fois que l'on commence l'analyse. Soient: 
R Ensemble des instructions ret rencontrées durant la première phase. 
Liste de travail 
rete,@c : Instruction ret courante 
@e: Adresse de la sous-routine associée à rete,@c 
ne : Noeud courant 
n@ : Noeud début de la sous-routine courante 
M(rete): Liste d'instructions associée au rete 
Cs : Graphe des sous-routines 
SR: Ensemble de toutes les adresses des sous-routines 
nextjsr,@ : Instruction qui suit l'instruction jsr ~ 
ret@ : Instruction ret associée à la sous-routine dont l'adresse est @ 
no : Le noeud qui correspond à la première instruction. 
Tant que R of- 0 alors 
enlever rete,@c de R 
ajouter rete,@c dans la liste L 
Tant que L of- 0 alors
 
ne : enlever L
 
si ne = nextjsr,@ alors ajouter jsr dans L si jsr ri: M(rete,@J
 
sinon si ne = jsr@ alors ajouter l'arc (@,@e) dans C.
 
sinon si ne = no alors erreur
 
si ne of- @e alors pour tout p prédécessur de ne
 
si p ri: M(rete,@J alors ajouter p dans L 
ajouter p dans M(rete,@J 
Fin Tant que 
Fin Tant que 
V érification de la récursivité des sous-routines 
À la fin de cette étape, nous vérifions qu'il n'y a pas de cycles dans le graphe de sous-routines 
ce qui nous assure qu'il n'y a pas d'appels récursifs entre les sous-routines. Dans la figure 4.16, 
nous exposons le cas de deux sous-routines qui s'appellent mutuellement. 
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Jsr S]l----------.{ 
FIGURE 4.16 Exemple de deux sous-routines récursives 
4.3.3 Calcul du point fixe des sous-routines 
Cette phase a comme objectif le calcul du point fixe de chaque instruction ret en utilisant 
un seul frame et en commençant par les sous-routines les plus imbriquées, puisque l'ordre est 
important pour propager les bons types générés par les sous-routines. 
L'initialisation du in de l'adresse de chaque sous-routine se fait de la façon suivante: 
in(S) = (Ci, (3)
 
Ci = (Cio,···,Ciemax) et /3= (/3o, .. ·,/3h-l,@,/3h+l, .. ·,/3hmax)
 
Où : {CiihSiSemax désigne les variables locales, et {/3j hSjShmax les emplacements de la pile, et 
h la hauteur de la pile du in de l'adresse S. 
Nous sommes certains que le in du début de la sous-routine est le même dans tous les cas. 
Pour cette raison, nous avons restreint notre analyse seulement aux instructions qui font partie 
de la sous-routine et qui sont mémorisées lors de la deuxième étape. Cette analyse est initialisée 
par in(S) en enfilant dans la liste de travail uniquement les instructions qui font partie de la 
sous-routine jusqu'à ce que soit atteint le point fixe de l'instruction ret associée à S. 
Lors de la visite d'une instruction jsr associée à une instruction ret (figure 4.17), nous 
sommes certains que nous avons déjà calculé le out de ce ret, puisque nous ne pouvons pas 
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traiter une sous-routine avant de traiter toutes les sous-routines qu'elle appelle. Ce qui ne nous 
oblige pas à parcourir cette sous-routine appelée. 
L' instruction qui
 
suit Jsr S2
 
FIGURE 4.17 Appel entre deux sous-routines 
Dans le cas de la visite d'une instruction jsr qui n'est associée à aucun des ret détectés 
durant la première étape, elle sera traitée comme une simple instruction de branchement qui 
met une adresse sur la pile. 
Un des cas à traiter avec prudence est le cas où il y a un branchement à l'intérieur de 
la sous-routine vers un autre chemin qui ne mène pas au ret de cette sous-routine. Grâce à 
l'ensemble M(ret) calculé durant la deuxième étape et qui mémorise toutes les instructions qui 
font partie d'une sous-routine, nous pouvons éviter que notre analyse du fiot soit propagée aux 
autres instructions qui ne font pas partie de cette sous-routine. Pour cela, lors de l'analyse du 
fiot, il faut insérer dans la liste de travail seulement les instructions qui font partie du M(ret). 
4.3.3.1 L'instruction qui suit le jsr : JsrBis 
Lors de l'analyse du fiot de cette troisième étape, nous allons utiliser les mêmes fonctions 
de transfert dont le domaine de départ est Eo, et qui sont définies dans la section 4.2.5. 
Définissons dans ce qui suit la fonction de transfert qui propage les types générés par 
une sous-routine donnée à chaque instruction next qui suit chaque jsr qui se branche à cette 
sous-routine. 
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Remarque 10. Soit e un élément de Eü , alors tout composant ei de e peut être écrit sous la 
forme suivante : 
Où: 
hli ç {l, ... ,m}, et ti E Pow(T) - (aU,B) 
Définition 11 (Fonction jsrBis). Soient x = (s,v) et y = (s', v') E Lü, @ l'adresse associée à 
cette instruction et ri'offset de l'instruction Te t de cette sous-routine, tel que : 
Alors: 
jsrBis@,r(x) = (s', v') 
Où: 
\fi E {a, , hmax - l} s~ = ti U (UkEI, Sk) U (UkEJ, Vk) 
\fi E {a, ,emax - l} v; = ti U (UkEI, Sk) U (UkEJ, Vk) 
Nous présentons dans ce qui suit l'algorithme du calcul du point fixe de chaque instruction 
ret détectée durant la première étape. 
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4.3.3.2	 Algorithme 
En utilisant un algorithme de traitement de graphes, nous construisons une liste de travail 
ordonnée qui contient tous les noeuds du graphe des sous-routines de façon à ce que les noeuds 
les plus imbriqués soient traités en premier. 
Exemple:
 
Si le graphe des sous-routines est comme ci-dessus, alors: L = [53 ,52,54 , 5d
 
Soient 
R : l'ensemble des instructions ret rencontrées lors 
de la première phase. 
L : liste de travail 
@e : l'adresse de la sous-routine courante 
Cs: le graphe des sous-routines 
rete : le ret de la sous-routine courante 
Enfiler dans L les noeuds du graphe Cs dans l'ordre des plus imbriqués 
au moins imbriqués 
Tant que L f=- 0 alors 
défiler @e de L 
calculer_poinLfixe(@e) 
Fin Tant que 
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PROCÉDURE calculer_point_fixe(@e) : 
ne : noeud courant 
pred(ne) : ensemble des prédécesseurs du noeud ne 
@ : adresse d'une sous-routine 
fn 
c 
: fonction de transfert associée au noeud ne 
jsr@,ret : instruction jsr d'adresse @ et reliée à une instruction ret 
W(rete) : liste de travail 
Insérer le noeud de l'adresse de la sous-routine @e dans la liste W(rete). 
Initialiser le frame de @e 
Tant	 que W(rete) =1= 0 faire
 
ne : défiler W(rete)
 
old = out [ne]
 
in[ne] = UPEpred(nc ) out[p] 
Si ne est une instruction qui suit un jsr@,ret alors 
in [ne] = in[ne]U jsrBis(ret@)
 
out [ne] = fn 
c 
(in [ne])
 
Si old =1= out[nel alors
 
Pour	 tout successeur s de ne 
si s E M(rete) alors ajouter s dans W(rete) 
Fin Pour 
si ne est une instruction offset jsr@,ret alors 
ajouter l'instruction d'adresse offset+l dans W(rete)
 
Fin Tant que
 
4.3.4 Calcul du point fixe de toutes les instructions 
Cette phase consiste à calculer le point fixe de chaque instruction. Elle est basée sur une 
analyse normale du flot de données, qui se sert d'un seul frame et des mêmes fonctions de 
transfert que celles utilisées à l'étape du calcul du point fixe des instructions ret. Puisque le 
out de l'instruction ret est déjà calculé dans l'étape précédente, l'instruction offset jsr S a 
deux successeurs: l'adresse S et l'instruction qui suit dont l'offset est offset+l. D'autre part, 
l'instruction ret n'a aucun successeur dans cette analyse du flot. 
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4.3.4.1 Algorithme 
ne : noeud courant 
pred(ne) : ensemble des prédécesseurs du noeud ne 
@ adresse d'une sous-routine 
in, fonction de transfert associée au noeud ne 
jsr@,ret : instruction jsr d'adresse @ avec une instruction ret reliée 
L: liste de travail 
Ajouter la première instruction dans L 
Tant que L =f 0 
enlever ne de L 
old = out [ne] 
in = UpEpred(n,lout Cp] 
si ne est une instruction qui suit un jsr@,ret alors 
in = in UjsrBis(ret@) 
out [ne] = in, (in [ne]) 
si old =f out [ne] alors 
Pour tout successeur s de ne faire 
si s ~ L alors ajouter s dans L 
si ne est une instruction offset jsr@,ret alors 
si l'instruction offset+l n'existe pas dans la liste L alors 
ajouter l'instruction d'adresse offset+l dans L 
Fin Pour 
Fin Tant que 
4.3.5 Vérification 
Une fois que nous avons calculé le point fixe de chaque instruction, nous pouvons déter­
miner tous les types qui peuvent les atteindre. Ainsi, nous pouvons procéder à la vérification 
des contraintes structurelles définies dans le troisième chapitre. 
Pour atteindre notre but, nous parcourons séquentiellement les instructions, en ne visitant 
que les instructions vivantes et en vérifiant les points suivants: 
- Si l'instruction accède à la pile, il faut s'assurer de n'avoir que les bons types sur la pile; 
- Si on accède à une valeur dans une variable locale, il faut s'assurer que nous avons le bon type 
dans cette variable locale; 
- Nous vérifions aussi que les objets sont bien initialisés en les identifiant avant leur initialisation 
51 
par l'offset de l'instruction new. De cette façon on peut initilialser un objet ainsi que tous ses 
alias [LerOl, Section 4]. 
Il est à noter que certaines vérifications sont effectuées lors des étapes précédentes comme 
la récursivité des sous-routines qui est vérifiée durant la deuxième étape (construction du graphe 
des sous-routines), ou le débordement de la pile ou le dépilement d'une pile vide. Ces violations 
peuvent être détectées au niveau de l'étape du calcul du point fixe du ret (troisième étape), ou 
durant le calcul du point fixe de chaque instruction (quatrième étape). 
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4.4 Validité du DFA 
Aucun des travaux d'analyse du flot de données utilisés dans la réalisation du vérificateur 
Java ne propose de preuve de validité ou de preuve formelle de la monotonie ou de la distributivité 
des fonctions de transfert. Notre étude se base simplement sur des propriétés standards de la 
théorie des ensembles pour démontrer que toutes les fonctions de transfert sont monotones 
et distributives. Ces deux dernières conditions sont suffisantes pour atteindre un point fixe 
(monotonie) et pour obtenir le meilleur point fixe (distributivité). 
Les troisième et quatrième phases, qui permettent respectivement le calcul du point fixe 
de chaque instruction ret et le calcul du point fixe de toute instruction se basent sur une ana­
lyse du flot de données. Pour que ces deux analyses atteignent une meilleure solution, il suffit 
de montrer que les fonctions de transfert sont monotones et distributives. 
Notation:
 
Dans cette section, on note par U la relation d'union entre deux ensembles d'éléments quel­

conques.
 
Soient x et x' deux éléments de Lo, 1 et h représentant respectivement l'indice de la variable 
locale et la hauteur courante de la pile, tel que: 
x = ((so, ""Shmax-l), (vo, ,Vemax-l)) 
x' = ((s~, ... ,s~max-l)' (v~, ,V~max-l)) 
4.4.1 istore 
Monotonie: 
Soit: 
x ç x'
 
istore(x) = (y,z)
 
istore(x' ) = (y', Z')
 
Montrons que: 
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istore(x) ç istore(x') 
Par définition de la fonction istore, on a : 
si i i- h 
sinon 
{" si j i- l Zj = J 
Sh sinon 
Et : 
si i i- h, {,:y. 
, 
= {u} sinon 
si j i-l 
Zl = { vj
J , 
Sh sinon 
Or, pour tout (i,j) E {D, ... , hmax - I} et {D, ... , emax - I} : 
Si ç s; et Vj ç vj 
D'où: 
Yi ç y; et Zi ç Z; 
Cette fonction est monotone, puisque chaque composante de istore(x) est incluse dans istore(xl ). 
Distributivité: 
Montrons que: 
isLore(x U x') = isLore(x) U isLare(x') 
En effet, si i E {D, ... , hmax - I} et i i- h, autrement dit, si un emplacement de la pile est 
différent de la hauteur courante, alors: 
istore(x)i U istore(x')i = Si us; 
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D'autre part: 
istore(x U X')i = Si U s; 
D'où: 
istore(x u X')i = istore(x)i U istore(x')i 
sinon si j E {O, ... , emax - l} et j =f. 1, autrement dit, un emplacement d'une variable lo­
cale différent de la variable locale d'indice 1, alors: 
istore(x)j U istore(x')j = Vi uv; 
D'autre part: 
istore(x U X')i = Vi U V; 
Sinon si i = h, alors: 
istore(x)i U istore(x'h = {u} U{u} = {u} 
D'autre part: 
istore(x U X')h = {u} 
Sinon (j = 1), alors : 
istore(x)1 U istore(x')1 = Sh U s~ 
D'autre part: 
istore(x U x' )/ = Sh U s~ 
Dans tous les cas istore(x)i U istore(x')i = istore(x U X')i, d'où la fonction istorehl est bien 
distributive. 
4.4.2 jsrBis 
Dans cette section nous présentons la preuve de la monotonie et la distributivité de la 
fonction de transfert jsrBisret responsable du calcul du in de l'instruction nextj,sr,@, l'instruc­
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tion qui suit chaque j sr associée au ret. La figure 4.18 présente une abstraction du graphe de
 
flux et l'arc de l'instruction j srBis qui constitue une sortie de la sous-rou tine à travers l'ins­

truction ret.
 
Dans le but de différencier les types qui sont générés durant la sous-routine et les types qui
 
survivent durant celle-ci, nous notons le out du ret comme suit:
 
ret = (ret), ... ,retm ) 
Et : 
Où: 
{adkEI, : L'ensemble des types propagés par les variables locales du out du jsr et qui sont non
 
modifiables durant la sous-routine,
 
Ii : L'ensemble des indices des ai qui appartiennent à reti,
 
{,6dkEJ, : L'ensemble des types propagés par les emplacements de la pile du out du jsr et
 
qui sont non modifiables durant la sous-routine,
 
Ji : L'ensemble des indices des ,6j qui appartiennent à reti ,
 
Ti : Un sous-ensemble de T, qui contient les types générés lors de la sous-routine.
 
A=(S,V) 
jST S 
FIGURE 4.18 La fonction jsrBis 
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Soient x et y deux éléments du treillis L o, qui représentent respectivement le out du jsr 
et le in de l'instruction ret, tel que: 
x = (s,v)
 
y = (s', v') = (YI, ... ,Ym)
 
m = hmax + emax
 
Où: 
s = (so, , Shmax-I) 
V = (vo, ,Vemax-I) 
Alors, le in de l'instruction nextj.9r,@ est calculé comme suivant: 
jsrBisret(x) = Y 
Où: 
Monotonie: 
Soient x et x' deux éléments de L o tel que: 
x ç x' 
x = (s, v), x' = (s', v') 
Où: 
s = (SI, ... ,Shmax) 
v= (VI,""Vemax ) 
S' = (s~, ,S~lmax) 
VI == (v~, ,v~max) 
Montrons que: 
Y = jsrBisret(x) ç y' = jsrBisret(x' ) 
Démonstration. Par définition de la relation d'inclusion, on a : 
(s,v) ç (S',V') 
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s ç Si 
v ç Vi 
D'où.' Vk E {1, ... ,hmax}, et Vj E {1, ... ,emax}, on a: 
Par conséquent, pour tout i E {1, ... ,m}, Vk E {1, ... ,hma:r}, et Vj E {1, ... ,emax}, on a: 
Ti U Sk ç Ti U s~
 
Ti U Vj ç T; U vj
 
D'où, nous pouvons conclure que: 
Ti U (UjEli Vj) ç Ti U (UjEI, vj) (1)
 
Ti U (UkEJi Sk) ç Ti U (UkEJ, sU (2)
 
En faisant l'union des deux cotés des relations (1) et (2), on a : 
D'où: 
o 
Distributivité: 
Soient x et Xl deux éléments de Lü tel que: 
x = (s,v), :r l = (Si, Vi) 
Où: 
S= (SI"",Shmax) 
v = (VI, "',Vemax ) 
s' = (s~, , S~tmax) 
v' = (v~, ,V~mQ.x ) 
Montrons que : 
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jsrBisret(x U x') = jsrBisret(x) U jsrBisret(x' ) 
Démonstration. En effet, soit: 
xUx' = (s", v") 
Avec: 
s" = (SI us;, , Shmax U s;'ma~l,) 
v" = (VI U vi, ,Vemax U v:m.ax) 
Notons: 
jsrBisret(x) = y 
jsrBisret(x' ) = y' 
jsrBisret(x U x') = y" 
Alors: 
o 
4.5 Conclusion 
Dans ce chapitre, nous avons élaboré un vérificateur flexible capable de traiter les sous­
routines et de déterminer les types qui peuvent être propagés à l'instruction qui suit chaque 
instruction j sr qui appelle une sous-routine. 
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En décomposant le problème en plusieurs étapes, nous avons élaboré une preuve formelle 
de validité de cet algorithme de vérification des types dans la j\lIVJ. Cette preuve est basée sur 
une analyse de flot de données dont chaque fonction de transfert est monotone et distributive, 
ce qui nous assure d'atteindre un point fixe minimum unique pour chaque fonction de transfert 
et par conséquent, pour chaque instruction, le plus petit ensemble de types qui l'atteint. 
Chapitre V 
VÉRIFICATION DE LA SYNCHRONISATION 
Dans ce chapitre nous présentons l'algorithme qui a pour but d'assurer qu'aucune règle de 
synchronisation n'est violée dans une méthode. Dans la première section, nous présentons notre 
motivation et la problématique de la vérification de la synchronisation. Dans la deuxième section, 
nous donnons une vue globale de l'algorithme de vérification. Ensuite, dans la troisième section, 
nous présentons l'algorithme de vérification en détails. Au début de cette section, nous présentons 
une vue globale de l'algorithme, suivie d'une description du traitement des sous-routines. Dans 
la quatrième section, nous présentons les fonctions de transfert. Dans la cinquième section, nous 
présentons l'étape de vérification. 
5.1 Motivation et problématique 
Le langage Java est un langage qui supporte la programmation concurrente à travers 
l'utilisation de threads et des verrous. Le modificateur synchronized permet de synchroniser des 
méthodes et des blocs de codes. Lorsqu'une classe déclare une ou plusieurs zones synchronisées, 
un verrou mutex est créé par la machine virtuelle Java pour la classe ou pour son instance. Ce 
verrou doit être acquis par le thread pour accéder au code synchronisé. 
Dans la machine virtuelle Java, la synchronisation des blocs de code est gérée par les 
instructions monitorenter et monitorexit. Pour mieux protéger l'intégrité de la MYJ, le vérifi­
cateur doit s'assurer que les opérations de verrouillage ne mettent pas en danger la MYJ. 
Comme illustré dans l'exemple de la figure 5.1, la synchronisation d'une variable se produit en 
chargeant celle-ci sur la pile et en la verrouillant avec l'instruction monitor'enter. Avant de sortir 
du bloc synchronisé, la même variable stockée quelque part dans une variable locale est chargée 
sur la pile et un monitorexit est exécuté pour relâcher le verrou. Nous constatons aussi que 
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pour un code Java généré par un compilateur fiable, il y a toujours un bloc de code octet pour 
traiter les exceptions soulevées dans le bloc de code octet synchronisé pour relâcher le verrou 
avant de sortir de la méthode à travers l'instruction monitorexit. 
static void ~<java.1ang.String); 
Code: 
0: iconst_0 
1: istoreJelass Ve~~ou{ 
2: a1oad_0
 
statie void m(St~ing a){
 3 : dup4: astore--.2
 
int i~O; 5 : ~onitorenter
 Bloc synchronisé 6: iconstJ
synchronized(a) { '------:> 7: istoreJ 
i~l; 8: a1oad--.2javap -c Verrou 9: ~on itorexit 
10: goto 18 
13: astore_3 
14: a1oad--.2 
15: ~onitorexit 
16: a1oad_3 
17: athrow 
18: return 
ëxception table: 
fl'o~	 to target type 
6 10 13 any 
13 16 13 any 
FIGURE 5.1 Exemple d'un code synchronisé 
Dans l'exemple de la figure 5.2, nous avons remplacé l'instruction monitorexit par une 
simple instruction pop qui fait dépiler le sommet de la pile. Nous avons vérifié ce code octet avec 
le vérificateur du code octet Bcel du projet Apache sans que celui-ci soit capable de détecter 
cette erreur. Par contre, lors de j'exécution du code octet, nous avons eu une exception de type 
I11ega1MonitorStateException. 
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void ~(java.lang.St~ing); 
Code: 
0: iconst_0 
1 : isto~e--2 
2: aloadJ 
3: dup 
4: asto~e_3 
5: nonito~ente~ 
6: iconstJ 
7: isto~e--2 
B: aload_3 
19: pop 
10: goto 20 
13: asto~e 4 
15: aload_3 
1 i.i.: pop 
17: aload 4 
19: ath~ow 
20: ~etu~n 
Except ion table: 
f~on to ta~get type 
6 10 13 any
13 17 13 any 
FIGURE 5.2 Exemple d'un code mal synchronisé 
Notre but est de mettre en place un mécanisme intégré dans le vérificateur du code octet 
de la MYJ pour s'assurer qu'aucun code mal synchronisé ne puisse être exécuté par la MYJ. 
Dans le but de vérifier la bonne structure de la synchronisation dans un code octet Java, 
nous devons identifier toutes les instances et leur alias au niveau de chaque noeud du graphe 
de flot de données. Ainsi, lors du verrouillage d'une instance quelconque, nous pouvons localiser 
tous ses alias et, par conséquent, lors du déverrouillage d'une instance déjà verrouillée, nous 
pouvons modifier tous ses alias pour qu'ils deviennent déverrouillés. L'idée principale est donc 
de rassembler les indices de la pile et des variables locales qui contiennent la même instance. 
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public slatic void melhod(A a) 
Hauteur maximale de la pile: 3 
Nombre de variables locales: 2 
oaload_O JI Empiler l'instance 30 
1 astore_1 1/ Stocker le sommet de la pile dans 
/lIa variable locale 1 
1/ Empiler le contenu de variable locale 1 
1/ Dupliquer l'opérande sur le haut de la pile 
4 monitorenter 1/ Verrouiller l'instance ao 
5 newA Il Créer un objel de A: a. 
6 dup 1/ Dupliquer l'opérande sur le haut de la pile 
7 invokespecial 1/ Appeler son constructeur A. <init> 
8 aload_1 1/ Empiler le contenu de variable locale 1 
9 monilorexit JI Déverrouiller l'instance ao 
10relurn JI sortir de la méthode 
FIGURE 5.3 Exemple de monitorenter et monitorexit 
Dans l'exemple de la figure 5.3, lors de l'instruction 8 aload_l nous pouvons distinguer les 
instances verrouillées A(4) de celles qui ne le sont pas, même si elles représentent la même classe. 
les figures 5.4 et 5.5 expliquent le processus de verrouillage et déverrouillage d'une référence. 
So SI S2 Vo VI 
oaload 0 A u u A u 
l astore l u u u A A 
2 aload l A u u A A 
3 dup A A u A A 
4 monitorenter A(4) u u A(4) A(4) 
5newA A(4) A u A(4) A(4) 
6 dup A(4) A A A(4) A(4) 
7 invokespecial A(4) A u A(4) A(4) 
~ alaod l A(4) A A(4) A(4) A(4) 
9 monito.exit A A u A A 
10l'Bturn A A u A A 
So. SI. S2 . les emplacements de la pile 
Vo. VI . les variables locales 
FIGURE 5.4 Tableau d'alias 
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S 
2 va v, 
a. 
1 ao&1 ao8J11~ S 18 aload_1 q ao /Il Variables locales So 
Pile 
~: ~ 2 
Variables locales 19 monitorexit 1 q ttj3 
Pile 
q {1 ,2,3} contiennent ao déverrouillée 
FIGURE 5.5 Exemple d'alias 
Lors de cette vérification, nous supposons que la vérification de types a préalablement été 
effectuée. Nous utilisons aussi le résultat des algorithmes du chapitre de vérification des types, 
comme les relations entre jsr et ret et le graphe de sous-routines. 
En suivant la même logique que celle de la vérification des types, notre environnement se compose 
d'un frame de base qui représente les variables locales et une pile d'opérandes. 
5.2 Vue d'ensemble 
5.2.1 Étapes préliminaire 
En suivant la même logique que celle de la vérification des types, l'algorithme de vérifica­
tion de la synchronisation se déroule en trois étapes: 
1. Calcul du point fixe de chaque instruction ret; 
2. Calcul du point fixe de chaque instruction; 
3. Vérification de la synchronisation. 
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ldentifttation des associations jsr /rel 
CaIruI du point fixe de chaque inslrU<tlon ret 
Vérifll:ation da la synchronisation Vériflcation de la synchronisation 
Vérificalion des types Vérification de la synchronisation 
FIGURE 5.6 Les phases de la vérification de la synchronisation 
Les trois étapes présentées dans ce chapitre illustrées par la figure 5.6 s'exécutent après 
celles de la vérification des types. Le treillis et les fonctions de transfert sont modifiés pour 
modéliser l'effet de la synchronisation. 
Dans le but de définir les fonctions qui prennent en compte l'offset des instructions 
monitorenter et l'ordre dans lequel ces instructions sont effectuées, nous devons définir un 
ensemble de permutations de l'ensemble de ces offset. 
Définition 12 (Pile des instructions monitorenter). Soit 0 l'ensemble d'offset des instruc­
tions monitorenter, dont le cardinal est égal à d, et k un entier strictement positif inférieur ou 
égal à d. Nous notons par P(0, k) l'ensemble de k-tuples de toutes les combinaisons possibles 
d'éléments de 0 tel qu'il n'y aura pas de répétition dans le tuple. 
Exemple: 
Si l'ensemble des offset est 0 = {l, 2, 3} alors: 
P(O,2) = {(l, 2), (2, 1), (2,3), (3, 2), (1,3), (3, l)} 
P(O, 1) = {(l), (2), (3)} 
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P(O,ü) = 0 (ce qui représente le cas normal où il n'y a pas de verrous) 
Dans la suite, l'ensemble P défini ci-dessous, représente tous les tuples possibles des of fsets des 
instructions monitorenter : 
P = Ucard(O) P(O k)
k=O ' 
Où card(O) est la cardinalité de l'ensemble 0 (le nombre d'éléments de 0). 
5.2.2 Construction du treillis Lü 
Définition 13 (Instances abstraites et treillis). Les instances contenues dans la pile ou dans les 
variables locales sont réduites aux éléments suivants que nous appelons les instances abstraites: 
o: instance quelconque 
0[p] : instance verrouillée par une ou plusieurs instructions monitorenter dont la pile d'offset 
est pEP 
Si : valeur abstraite qui garde le contenu d'une entrée de la pile ou d'une variable locale du in 
de la sous-routine {1 ::; i ::; m, m = emax + hmax). 
Si [PI : valeur abstraite verrouillée par une ou plusieurs instructions monitorenter dont la pile 
d'of f set est pEP. 
Rappelons que le but de ce treillis est de déterminer pour chaque instruction les alias 
d'instances qui l'atteignent. Pour cette raison, l'ensemble Eo du treillis de base La est composé 
des éléments e de la forme: 
e={el, .. ·,ed, 1::; k::;m 
ej = (Nj : tj ) , 1::; j ::; k 
Où: 
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- {Nj}i::;j::;k est une partition de l'ensemble {I, ... ,m}; 
- ti est un ensemble singleton qui contient une instance abstraite; 
Alors Lo = (Eo, u, n, <;;;) est le treillis défini par l'ensemble Eo et les relations U (union), n 
(intersection) et <;;; (inclusion) définies dans les sections suivantes. 
Exemple d'un élément du treillis: 
Xl = {({l, 5} : 0), ({3} : 0[5,17]), ({ 4, 2} : 0[15])} 
Cet élément représente l'état d'un frame qui nous indique que les emplacements 1 et 5 ré­
fèrent à la même instance, et que les emplacements 4, 2 réfèrent à une instance verrouillée par 
une instruction monitorenter dont l'offset est 15 et que l'emplacement 3 réfère à une instance 
verrouillée par une deux instructions monitorenter dont leur offset est respectivement 5 et 17. 
Dans le but d'alléger la notation nous omettrons d'écrire les accolades des partitions: 
Xl = {(l, 5: 0), (3: 0[5,17]), (4, 2: 0[15])} 
Il est à noter que l'ordre dans lequel est effectué le verrouillage est important, ainsi (3 : 0[15,17]) 
est différent de (3 : 0[17,15]). 
Avant de présenter les définitions des relations du treillis, nous présentons une définition formelle 
d'un alias et autres définitions qui nous sont utiles.
 
Définition 14 (Alias). Un alias d'instance t est un élément de la forme (e : t) où e est un
 
ensemble de la forme {i,j} avec i et j désignant une entrée dans la pile ou l'emplacement d'une
 
variable locale et qui réfèrent à la même instance t.
 
Définition 15 (Regroupement d'alias). Un regroupement d'alias est un élément de la forme 
(N: t) où N est un sous-ensemble de {l, ... ,m}, tel que: 
\li,j ENi f=j =? (i,j: t) est un alias 
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Il faut bien noter que, par définition, nous avons l'égalité suivante:
 
{(3,4,5: 0)} = {(3,4: 0),(3,5: 0),(4,5: 0)}
 
Définition 16 (Regroupement d'alias d'un emplacement). Soient x un élément du treillis Lü 
et i l'indice d'une variable locale ou d'un emplacement dans la pile, alors N(x, i) est l'ensemble 
du regroupement d'alias auquel appartient i, et t(x , i) l'instance du type de l'emplacement i. 
Exemple: 
Soit x un élément du treillis tel que: 
x = {(1 : 0), (2,3: 0[16])} 
Alors: 
N(x,2) = N(x,3) = {2,3} et t(x, 2) = 0[16] 
Afin de mieux gérer la relation d'union et éviter des cas dans lesquels deux instances abstraites 
sont dans le même type d'un élément du treillis, nous introduisons l'élément T qui désigne le 
plus grand élément de l'ensemble {0, 0p , Si, Sip : pEP et i E O} et qui sera utile lors du calcul 
de l'union de deux emplacements qui proviennent de deux chemins différents et qui ont deux 
types différents, comme dans l'exemple suivant: 
(1 : SI) U (1 : S2) = (1 : T) 
(1 : S} [17]) U (1 : S} [18]) = (1 : T) 
Dans le but de garder la même logique que nous avons suivi durant la définition de la rela­
tion d'intersection et puisque les deux types 0[5] et SI sont différents leur union est l'élément T. 
(1 : 0[5]) U (1 : SI) = (1 : T) 
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Définition 17 (Relation entre les instances abstraites). L'intersection entre deux instances abs­
traites est notée par A, et leur union par V. Soient a et b deux instances abstraites, alors: 
a =1- b => a A b = 0 et a V b = T 
a:5b<=>aAb=a 
Définissons maintenant les relations du treillis de base L o. 
5.2.3 Les relations du treillis 
Le but de la relation d'intersection est de calculer tous les alias qui peuvent atteindre un 
point donné dans le graphe de contrôle. 
Définition 18 (Intersection). L'intersection de deux éléments Xl et X2 de La est l'élément 
généré à partir de l'intersection de tous les éléments de XI et X2 en respectant les conditions 
suivantes: 
Soit: 
Alors: 
Où n est la relation d'intersection normale entre deux ensembles d'éléments. 
Exemples: 
{(1,2: 0), (3,4: 0[15])} n {(l : 0), (2: 0), (3,4: 0[17])} = 
{(I : 0), (2: 0), (3,4: 0)} 
{(I: 0), (2: 0), (3,4: {sJ}[15])} n {(I: 0), (2: 0), (3,4: {sJ}[17])} = 
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{(l : 0), (2: 0), (3,4: 0)} 
Lors de l'intersection de ces deux éléments, nous perdons de l'information sur le monitorenter 
qui a verrouillé cette référence. Donc, nous gardons seulement l'information que c'est un alias. 
Définition 19 (Union). L'union entre deux éléments Xl et X2 est l'élément qui contient tous 
les alias de Xl et de X2. Ce résultat est atteint en faisant l'union entre les éléments qui ont un 
élément en commun entre leurs regroupements d'alias. 
Soient: 
X2 = {(Ml: fJ),···,(Mq : fq)}, où 1::; q::; m 
Alors: 
Xl UX2 = {(Ni U Mj : ti V fj) / Ni nMj f= 0}i,j 
Où n est la relation d'intersection normale entre deux ensembles d'éléments. 
Exemple: 
Soient x et y deux éléments du treillis tels que: 
X = {(l : 0),(2: 0),(3,4: 0)}, y = {(l: 0),(2,3: 0),(4: 0)} 
Alors: 
X Uy = (1: 0), (2,3,4: 0), (2,3: 0), (3,4: 0) 
Afin de garder la bonne partition de l'ensemble {l, ... ,m}, nous faisons l'union des ensembles
 
qui contiennent au moins un élément en commun:
 
Soient Wi,j et qi,j, tel que:
 
Wij = Ni U Mj et q;; = ti V fj 
Alors: 
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Alors: 
En continuant avec le même exemple: 
x U y = {(1 : 0), (2,3,4 : 0), (2,3 : 0), (3,4 : 0)} 
x Uy = {(1 : 0), (2,3,4: 0)} 
Une fois que l'on a bien défini les relations du treillis de base, l'unicité de la borne inférieure 
et de la borne supérieure de deux éléments XI et X2, découle respectivement de ['union et de
 
l'intersection des relations d'ensembles déjà bien définies.
 
Définition 20 (Inclusion). Soient XI et X2 deux éléments de La, alors:
 
Autrement dit: chaque alias dans X2 existe nécessairement dans XI. 
Exemple:
 
{(1,2: 0),(3: 0),(4: 0)} ç {(1,2: 0),(3,4: 0)}
 
{(1 : 0), (2: 0), (3: 0)} ç {(1, 2: 0), (3: 0)}
 
{(1,2: 0), (3: 0)} ç {(1, 2; 0[15]), (3: 0)} 
Remarque: 
Soient XI et X2 deux éléments de La, tels que: 
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Alors: 
Donc, si deux éléments de Lü ont les mêmes regroupements d'alias, alors ils sont égaux. Par 
conséquent, tout élément du treillis est identifié d'une manière unique par ses regroupements 
d'alias et ses instances. 
XI=X2 {o} ViE {1, ... ,m} N(XI,i)= N(X2,i) et t(x],i) = t(x2,i) 
Proposition 21. Soient Xl et X2 deux éléments du treillis tels que: 
Alors, pour tout emplacement i dans la pile ou toute variable locale, nous avons: 
N(XI,i) ç N(X2,i) 
t(XI, i) ::S t(X2, i) 
Où ç est la relation d'inclusion normale entre deux ensembles d'éléments. 
Démonstration. Soit k un élément de N(XI,i), alors l'ensemble {k,i} forme un alias dans XI' 
Par définition de la relation d'inclusion, cet ensemble doit être aussi un alias dans X2, et t(XI' i) /\ 
t(X2, i) = t(XI, i). Par conséquent k et i appartiennent au même regroupement d'alias. D'où 
nous pouvons conclure que: k E N(X2,i) et t(xI,i)::s t(x2,i). 
o 
Proposition 22. Soient Xl et X2 deux éléments du treillis, alors: 
N(XI n X2, i) = N(XI, i) n N(X2, i) 
t(XI n X2, i) = t(XI, i) /\ t(X2, i) 
Démonstration. Soient Xl et X2 deux éléments du treillis, alors: 
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Xl nX2 ç Xl
 
Xl n X2 ç X2
 
Grâce à la proposition 21, on trouve que: 
N(XI nX2,i) ç N(Xj,i) 
N(XI n X2, i) ç N(X2, i) 
D'où: 
Afin de montrer que : 
il suffit de montrer que: 
En effet, k E N(xj,i)nN(X2,i), alors: 
kEN(Xj,i) 
k E N(X2, i) 
D'où: 
(k, i) est un alias dans Xl et X2, et donc, par définition de la relation d'intersection, (k, i)
 
est un alias de Xj n X2·
 
D'où:
 
En conclusion :
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D'autre part, par définition de la relation d'intersection du treillis n, nous avons: 
o 
5.3 Algorithme de vérification 
5.3.1 Contraintes de vérification 
La syntaxe du langage Java impose que la synchronisation et le finally soient par bloc, 
et qu'on ne peut pas croiser le try - finally et le bloc synchronized comme le cas de l'exemple 
de la figure 5.7 
public void m(Stting al{ 
synchroni zad (a) { 
tty(inU~, 
!~ 
int j=2; 
FIGURE 5.7 Exemple d'un try-finally invalide 
D'autre part, pour un code octet généré par un compilateur fiable, chaque instance ver­
rouillée dans un bloc synchronisé doit être déverrouillée dans celui-ci avant de se brancher dans 
le bloc finally. Pour cette raison durant la vérification de la synchronisation nous imposons des 
contraintes pour simplifier notre analyse et le calcul du point fixe: 
- Chaque référence verrouillée dans une sous-routine doit être déverrouillée dans celle-ci; 
- Chaque référence verrouillée en dehors d'une sous-routine doit être déverrouillée en dehors 
de celle-ci, comme dans l'exemple de la figure 5.8; 
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- Lors du calcul du in de l'instruction next du jsr, il ne faut pas perdre un alias qui appa­
raît dans le in de l'instruction jsr et qui n'a pas été modifié par la sous-routine qui est associée 
à ce jsr ; 
- Il ne faut pas perdre un verrou lors du calcul du in d'une instruction quelconque. 
public static void m(java.lang.String);
Code: 
0: iconst_0 
1: istol'"eJ 
2: aIoad_1l -------, 
3: dup 
4: asto ..e-.2 Bloc synchronisé 5: monitorenterclass VeI:I:ouZ { 6: iconstj 
7: istoreJ 
pllblic static void m(Sttin~ al ( 8: aload-.2 
9: lI'Ionitorexit 
111: goto 18 
int i = 0; 13: astore_3 
14: aload-.2
 
try! 15: lI'Ionitorexit
 
16: aload_3
synchronized(a) { 17: ath..ow 
1:1; 18: js.. 32 
21: goto 38 
24: astore 4: 
26: js.. 32 
29: aload 4 
31: ath..owfinalIy{1 2;) 
32: astore 5 
34: icons t-.2 Sous-routine35: isto..ej 
36: ..et 5 
39: return 
Exception table: 
fro~ to target type 
6 111 13 any 
13 16 13 any 
2 21 24 any 
24 29 24 any 
FIGURE 5.8 Exemple d'une sous-routine synchronisée 
Pour réaliser ce genre d'analyse et de vérification, nous suivons la même approche que 
celle de la vérification des types; il suffit de modifier le treillis et les fonctions de transfert pour 
modéliser l'effet de la synchronisation sur l'analyse de flot de données. 
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5.3.2 Traitement des sous-routines 
Lors de l'initialisation du frame associé à la sous-routine, nous initialisons chaque em­
placement i par Si. L'emplacement à la hauteur courante contient l'adresse de retour de la 
sous-routine. 
Durant l'exécution de la sous-routine, si un verrou est relâché, son emplacement contient 
l'élément 0 au lieu d'un élément de S = {S1, ... , Shmax+emax} d'où, lors du calcul du in de l'ins­
truction jsrBis, nous nous apercevons qu'il y a une différence au niveau des verrous entre le in 
du jsr et le in du jsrBis. 
En suivant la même logique, nous pouvons détecter si un verrou est acquis lors d'une sous­
routine sans qu'il soit relâché, puisqu'il apparaît dans le out du ret sous forme d'un silPl' ce qui 
va engendrera l'échec de la vérification. 
Dans ce qui suit, nous présentons quelques exemples pour illustrer l'initialisation du frame 
de la sous-routine et le calcul du in de l'instruction qui suit l'instruction (jsr @), que nous no­
tons dans le reste du chapitre par nextjsr,@. 
Exemple: 
jsr @ : ({1, 2: 0), (3: 0), (4: 0)} 
@: {(I : S1), (2: 0)(3: S3), (4: S4)}, l'emplacement 2 contient l'adresse de la sous-routine 
astore 0: {(I : S1), (2: 0),10 : (3: 0), (4: S4)} 
Afin de propager la bonne information à l'instruction jsrBis nous ne devons perdre aucun 
alias apparaissant dans le in de l'instruction jsr et qui n'est pas modifié par la sous-routine. 
Exemple: 
jsr@: {(1,2: 0), (3: 0), (4: 0)} 
@: 
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ret: {(l : 0), (2: 0), (3; sd, (4; S2)} 
Alors: 
next jsr,@ {(l: 0),(2: 0),(3,4: 0)} 
L'autre aspect aussi important que le traitement des sous-routines est que, lors du calcul du 
in d'une instruction, il faut s'assurer de ne pas perdre un verrou, autrement dit tous les prédé­
cesseurs doivent avoir les mêmes piles de verrous. Notre façon de détecter ce genre d'infraction 
est d'imposer que les seules instructions dont les verrous de leur in est différent de celui du out 
sont les instructions monitorenter et monitorexit. 
La différence avec l'algorithme de vérification de types du chapitre précédent, est que 
nous manipulons les regroupements d'alias au lieu des types, ce qui nous aidera à différencier 
les instances qui sont verrouillées de celles qui ne le sont pas. 
5.4 Les fonctions de transfert 
Dans cette section nous présentons quelques fonctions de transfert comme astore, jsr et 
aload. Toute instruction qui ne gère pas les références comme iadd, ret, iload, ... a une fonction 
de transfert constante puisqu'elle ne peut pas modifier les relations d'alias qui existent dans 
l'environnement. 
5.4.1 Initialisation de l'environnement 
Soit M la méthode à vérifier et m = emax + hmax, alors le premier état de l'environne­
ment est initialisé comme suit: 
In(O) = {(1 : 0), (2: 0), ... , (m,0)} 
Définissons par la suite quelques fonctions de transfert qui sont les plus importantes pour notre 
étude avec la preuve de leur monotonie et distributivité. 
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5.4.2 Exemples de fonctions de transfert 
Soit x et y deux éléments du treillis La, tel que: 
5.4.2.1 Aload 
Rappelons que l'instruction aload charge le contenu de la variable locale sur la pile. C'est 
pour cette raison que le sommet de la pile à l'emplacement h et la variable locale 1sont des alias. 
Alors: 
aloadh,[(x) = y 
Où: 
. {N(X,I) U {hl siiEN(x,I)U{h}N(y,2) = 
N(x,i) sinon 
Et : 
si i E N(x,l) U {hlt(y, i) = {	 t(x,l) 
t(x, i) sinon 
Monotonie:
 
Soient Xl ç X2, et i E N(x],l) U {hl, alors grâce à la proposition 21, nous avons:
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Et : 
N(XI,i) ç;; N(X2,i) 
t(XI, i) ::S t(X2, i) 
D'où: 
N(XI,l) u {hl ç;; N(X2,l) u {hl 
Ainsi, nous pouvons conclure que: 
Distributivité: Soient Xl et X2 deux éléments du treillis, tel que: 
aloadh,l(xIl = YI 
aloadh,I(X2) = Y2 
aloadh,t(XI nX2) = Y 
Montrons dans ce qui suit que: 
Y = YI n Y2 
D'après la définition de la fonction aload nous avons: 
si i E N(XI,l) U {hl 
sinon 
si i E N(X2,l) U {hl 
sinon 
Alors: 
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[N(xI,I) U {hl] n [N(x2,1) U {hl] 
si i E [N(xI,I) U {hl] n [N(x2,1) U {hl] 
[N(xI,I) U {hl] n N(x2,1) 
siiE [N(xI,I)u{h}]isf [N(x2,I)u{h}] 
N(xI,I) n [N(x2,1) U {hl] 
siisf [N(xI,I)U{h}], iE IN(x2,I)u{h}] 
sinon 
Or, du fait que l'emplacement h est empilé toujours au-dessus des valeurs qui existent déjà 
dans la pile, il n'y a aucune relation d'alias qui dépend de h dans XI et X2. Pour cette raison 
nous avons: 
N(xI,I) n {hl = 0 et N(x2,1) n {hl = 0 
D'où: 
[N(xI,I) U {hl] n N(x2,1) = N(x],l) n N(x2,1) 
N(xI,I) n [N(x2,1) U {hl] = N(x],l) n N(x2,1) 
Par conséquent: 
[N(x], 1) LJ {hl] n [N(X2, 1) LJ {hl] 
si i E [N(xI,I) LJ {hl] n [N(x2,1) U {hl] 
N(xI,i)nN(X2,i) 
sinon 
D'autre part, grâce à la distributivité de la relation d'intersection ordinaire, pour tout ensemble 
A, B et H tel que: 
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A n H = 0 et B n H = 0 
Nous avons: 
(A U H) n (B U H) = (A n B) U H 
Or, puisque: 
N(xi,l) n {hl = 0 et N(xz, 1) n {hl = 0 
Alors: 
[N(XI,I) n N(xz,l)] U {hl si i E [N(XI' 1) n N(xz, 1)] U {hl
N(Yi,i) n N(yz,i) = { N(XI, i) n N(xz, i) sinon 
Or, d'après la proposition 22, nous avons: 
N(x], 1) n N(xz, 1) = N(x] n Xz, i) 
D'où: 
N(X] n xz,l) U {hl si i E N(x] nxz,l) U {hl
N(y],i) n N(yz,i) = { N(x] n Xz, i) sinon 
À partir de la définition de la fonction aload(xi n xz) nous déduisons que: 
N(y, i) = N(Yi, i) n N(yz, i), Vi 
Reste à prouver que: 
t(y, i) = t(Yl n Yz, i), Vi 
Or: 
t(Yi n Yz, i) = t(YI, i) 1\ t(yz, i), Vi 
D'autre part, par définition de la fonction aload, on a: 
t(.'E],I) si i E N(x],l) U {hl
t(y],i) = { t(xl,i) sinon 
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si i E N(xz,l) U {h} 
sinon 
Or, si i E N(XI,I) U {h} et i ~ N(xz, 1) U {h}, alors: 
Et, par définition: 
t(YI, i) /\ t(yz, i) = t(XI, 1) /\ t(xz, i) 
Puisque i et 1 appartiennent au même ensemble de regroupement d'alias dans Xl, alors: 
Et par conséquent : 
t(YI, i) /\ t(yz, i) = t(XI, i) /\ t(xz, i) 
En suivant le même raisonnement, nous pouvons prouver que: 
Par conséquent: 
si i E [N(XI,l) U {h}] n [N(xz,l) U {h}] 
sinon 
t(XI, 1) /\ t(xz, 1) siiE [N(x),I)nN(xz,I)]U{h}
t(YI, i) /\ t(yz, i) = { t(XI, i) /\ t(xz, i) sinon 
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t(XI n X2, /) si i E N(XI n X2,/) u {hl
tly" 1) Atly" 1) ~ { 
t(XI n X2, i) sinon 
D'où: 
t(Y1>i) /\ t(Y2,i) = t(y,i) 
Conclusion: 
5.4.2.2 Jsr 
Rappelons que pour le frame relié à l'instruction jsr, nous initialisons tous les emplace­
ments de la pile et des variables locales par les valeurs abstraites (Si) sauf l'emplacement qui 
représente celui de l'adresse de retour, en tenant compte des références verrouillées qui atteignent 
cette sous-routine, puisque nous devons porter attention au cas où elle sont déverrouillées durant 
l'exécution de la sous-routine. 
Alors: 
Où: 
N(y,i) = {il 
Et : 
s. si i =f h 
t(y, i) = 0' { sinon 
5.4.3 jsrBis 
Tout élément x de La est une union de deux ensembles : un ensemble concret que nous 
notons C(x) et dont les valeurs des emplacements sont 0, 0[p], et un ensemble complémentaire 
que nous appelons la partie abstraite et que nous notons par A(x) : 
x = C(x) U A(x) 
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Exemple: 
Soit: 
x = {(I : 0), (2: 0), (3, 5: Sl), (4: S2)} 
Alors: 
C(x) = {(I: 0), (2: 0)} et A(x) = {(3,5: sl),(4: S2)} 
Pour calculer la fonction de transfert de jsrBis, il faut tenir compte des aspects suivants: 
1. Elle doit maintenir la propriété d'alias de la sous-routine, autrement dit, toute nouvelle rela­
tion d'alias qui apparaît dans le out du ret doit être propagée à l'instruction qui suit le jsr. 
2. Maintenir les références verrouillées qui atteignent la sous-routine et qui ne sont pas mo­
difiées par celle-ci. 
Exemple: 
x = {(l, 2; 0[151)' (3: 0), (4: 0), (5: 0)} 
ret = {(I : 0), (2: 0), (3,5: sd, (4: S2)} 
Alors: 
jsrBisret(x) = {(I: 0),(2: 0),(3,4,5: 01151 )} 
Le calcul de la fonction jsrBis se base sur les actions suivantes: 
1. Déterminer J l'ensemble des indices des Sj (déterminés lors du calcul du point fixe de chaque 
instruction ret). 
2. Calculer les alias de J dans x : (x n {(J: T)}). 
3. Remplacer chaque j de J dans (x n {(J : T)}) par le regroupement d'alias de Sj en uti­
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lisant la fonction Fr. 
4. Calculer l'union de ce dernier résultat avec C(r). 
Dans l'exemple suivant: 
x = {(1, 2; 0[151), (3: 0), (4: 0), (5: 0)} 
ret = {(l: 0),(2: 0),(3,5: sl),(4: S2)} 
Nous avons: 
J = {l,2} 
Définissons maintenant la fonction Fr responsable de transformer les instances abstraites Si 
de r en fonction de x. 
Définition 23 (Fonction Fr). Soient r une instruction ret et x = {(Ni: t;)}; un élément de 
La tel que: 
Et Si et ti des instances abstraites. Alors Fr : La ---+ La est la fonction définie comme suit: 
Fr(x) = {Fr(Ni : ti)}i 
Et : 
Définition 24 (Fonction jsrBis). Soient x ELa, @ l'adresse de la sous-routine du jsr et r 
l'instruction ret associée, tels que: 
Alors: 
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jsrBis@,r(X) = y 
Où: 
y = C(r) U Fr(x n {(J : Tm 
Exemple: 
x = {(l, 2: t), (3: 0), (4: 0), (5: 0)} 
r = {(l : 0), (2: 0), (3, 5: SI)' (4: S2)} 
Alors: 
A(r) = {(3,5 : sd, (4: S2)} 
x n (J : T) = {(l, 2 : t), (3 : 0), (4 : 0), (5 : 0)} n {({l, 2} : T)} 
Xn (J: T) = {({l,2}: t)} 
D'où: 
Fr (l,2: t) = (3,5,4: t) (nous remplaçons 1 par 3 et 5, et 2 par 4) 
Et : 
jsrBisr(x) = {(l: 0),(2: 0),(3,4,5: t)} 
Afin de prouver la monotonie et la distributivité de la fonction jsrBis, il suffit de le prouver 
pour la fonction Fr. Lors de cette preuve nous utilisons quelques propriétés que nous présentons, 
ainsi que leurs preuves à la fin de cette section. 
Monotonie 
Soient Xl et X2 deux éléments de La, tel que Xl ç X2 et : 
Xl = {(Ni: ti)}iEl 
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Montrons que: 
Or, par définition de la fonction Fr, nous avons: 
Soit i E I, alors, par définition de la relation d'inclusion: 
3j E J tel que (Ni: t i ) ç (Mj : fj) 
Afin de simplifier la preuve, nous supposons que: 
Ni = (nI, n2 : t i ) 
M j = (ni,n2,m3: fj) 
Conclusion:
 
Pour tout i E I, 3j E J, tel que:
 
Par conséquent, la fonction Fr est bien monotone. 
Distributivité: 
Démonstration. Montrons dans ce qui suit que: 
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Nous aJlons développer les deux côtés de cette équation pour prouver qu'on atteint le même 
résultat. 
Par définition de la relation d'intersection n, on a : 
Soient: 
Alors: 
D'autre part: 
Or, grâce à la définition 16, nous avons: 
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D'où: 
Grâce à la définition 15, nous pouvons déduire que les deux côtés de l'équation de distribu­
tivité de la fonction Fr sont bien égaux. 
D 
Propriété 25. Pour toutes suites d'ensembles (Ni)iE/ et (Mj)jEJ, nous avons: 
Proposition 26. Soient r E La, Ni et M j deux regroupements d'alias quelconques, tel que: 
Ni={nj, ,np } 
Mi = {mj, ,mq } 
Alors: 
Démonstration. Soit k E Ni n M j , alors: 
N(r,Sk) E Uj::;a::;pN(r,snJ
 
N(r,sk) E Uj::;{3::;qN(r,sm~)
 
Par conséquent: 
Prouvons maintenant l'autre sens de la relation d'équivalence. 
Soit : 
Alors, il existe i et j, tel que N(r, sn,) = N(r, Sm,), ce qui entraine que Sni = Sm] et par 
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conséquent ni = mj. D'où: 
o 
Proposition 27. Vi, j E l, ... , m, tel que i i= j et r E Lo, alors: 
N(r, Si) n N(r, Sj) = 0 
Démonstration. Soient i et j, tel que i i= j. 
Supposons que: 
N(r, Si) n N(r, Sj) i= 0 
Alors il existe k E N(r, Si) n N(r, Sj), tel que: i i= k 
D'où: k E N(r, Si) et k E N(r, Sj) 
Ce qui entraine que Si = Sj et par conséquent i = j, ce qui est contradictoire. 
Donc: N(r,s;) nN(r,sj) = 0 o 
5.5 Vérification 
Une fois le calcul du point fixe atteint, nous devons effectuer certaines vérifications, pour 
nous assurer du bon fonctionnement de la synchronisation. Pour cela, nous devons vérifier les 
conditions suivantes: 
- Le out de chaque point de sortie du graphe (return ou athrow) ne contient aucun élément 
verrouillé; 
- L'ensemble des références verrouillées du in de toute instruction différente de monitorenter et 
monitorexit est égal à l'ensemble des références verrouillées de son out; 
- Chaque monitorexit est fait sur une référence verrouillée. 
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5.6 Conclusion 
Dans ce chapitre nous avons présenté un algorithme de vérification du mécanisme de la 
synchronisation dans la MVJ. 
Nous avons suivi la même approche que la vérification des types présentée dans le chapitre 
précédent: en décomposant le problème en plusieurs étapes nous avons déterminé d'abord le 
point fixe de toute instruction ret, ensuite, le point fixe de chaque instruction. Ce qui nous a 
permis de déterminer pour chaque instruction l'ensemble des instances qu'il atteint, ainsi que 
leur statut (verrouillées ou non) et les instructions monitorenter qu'elles ont verrouillées. Ce 
genre d'information nous a aidé à rendre le mécanisme de synchronisation vérifiable et le code 
octet plus sûr et plus fiable avant son exécution par la MVJ. 
Chapitre VI 
TRAVAUX RELIÉS 
Ce chapitre présente les travaux réalisés en relation avec le travail présenté dans ce mé-­
moire. Dans la première section nous présentons les articles et travaux les plus importants dans 
le domaine de la vérification du code octet Java. Dans la deuxième section nous présentons les 
travaux réalisés en relation avec la vérification de la synchronisation au niveau du code octet 
Java. 
6.1 Vérificateur du code octet 
Comme décrit dans les spécifications de la MVJ [LY99, Section 4.9.6], le principe du 
vérificateur du code octet Java consiste à calculer l'ensemble des variables locales non-utilisées 
par la sous-routine. Cette approche oblige à délimiter la structure des sous-routines et impose 
des contraintes supplémentaires comme le fait que toute instruction ret peut être associée qu'à 
une seule sous-routine. 
Dans le but de présenter une preuve formelle de validation du vérificateur, plusieurs 
chercheurs ont essayé de formaliser le vérificateur Java, comme Stata [SA99], Qian [Qia99], 
Starck [RSBOl]. Nous citons dans ce chapitre les travaux des approches les plus connues, dont 
la vérification de modèles et l'approche que nous avons adopté dans ce mémoire, l'analyse de 
flot de données. 
6.1.1 La vérification de modèles (Model checking) 
D'abord, donnons un aperçu de cette approche. D'après Clarke [ECOl], la vérification 
de model est une technique automatique pour vérifier des systèmes à état fini. Ces principaux 
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avantages sont la simulation et le test. Son but est de vérifier algorithmiquement si un modèle 
donné satisfait une spécification. 
Dans un travail pour présenter un vérificateur pour les cartes Java Smart, Posegga et 
Vogt [PV98] présentent une approche basée sur la vérification de modèles. Ils décrivent ensuite 
un algorithme qui prend le code octet pour une méthode et génère une formule de logique 
temporelle qui est valide si et seulement si le code octet est valide. Finalement, ils utilisent un 
outil existant de vérification de modéles pour déterminer la validité de la formule. 
6.1.2 Analyse de flot de données 
Qian [QiaOO] IQia99] présente une spécification formelle d'un sous-ensemble des instruc­
tions de la MVJ. Il présente des règles de types pour la majorité des instructions de la MVJ. 
En adoptant la même approche que celle de vérificateur de Sun, il calcule les variables locales 
modifiées par la sous-routine, et la fusion des types pour déterminer les types qui atteignent 
chaque instructions, ce qui rend la fonction de transfert de l'instruction ret non monotone. Son 
algorithme se base sur une analyse de flot de données et le théorème du calcul du point fixe 
pour des fonctions non monotones. Par contre, son algorithme rejette quelques types de code 
Java valides comme démontré par Coglio [Cog04]. 
Stata et Abadi [SA99] traitent les cas simples de sous-routines, en ignorant les cas où on peut 
sortir de la sous-routine par des instructions comme athrow ou goto. Leur approche est en 
continuité avec celle de Sun; ils se basent sur une analyse par étapes. Ds font un pré-calcul de 
l'ensemble des variables utilisées par chaque sous-routine et ensuite, ils utilisent ces informations 
dans les équations d'analyse de flot de données. 
Coglio [Cog04] propose une implémentation correcte de presque tous les aspects d'un vérifi­
cateur du code octet Java. Il considère le problème de la vérification comme un problème d'ana­
lyse de flots de données. Il en fournit une spécification et extrait le code correspondant grâce à 
l'outil SpecWare [JAOl] ce qui lui a permet de dériver les spécifications en langage Lisp ou C++. 
En utilisant Specware, Coglio, Goldberg et Qian ont analysé une grande partie du code oc­
tet Java. Qian [QiaOO] a prouvé la validité de son algorithme en utilisant une analyse de flot de 
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données pour valider des règles de vérification de types décrites dans un autre article [Qia99]. 
Ensuite, Coglio [CogOl] [Cog04] a fourni une solution au problème des sous-routines. En suivant 
les travaux de Posegga et Yogt [PY9S], Coglio se base sur une analyse de flot de données. Son 
algorithme n'accepte pas la fusion de types à l'entrée des sous-routines. Par contre, il garde tous 
les types de chaque variable locale durant l'analyse des sous-routines, ce qui rend son algorithme 
plus flexible et admet tous les types de classes qui sont rejetées par les autres vérificateur [FM99]. 
Stark [SS03] [RSBOl] se base sur l'idée du calcul de l'ensemble des variables locales qui ne sont 
pas utilisées par une sous-routine. La difficulté à déterminer la structure et les limites d'une 
sous-routine ainsi que les instructions qui en font partie ont compliqué considérablement la pré­
sentation d'une formalisation complète et la preuve de la monotonie des fonctions de transfert. 
Freund et Mitchell [FM03] [FM99] développent les règles de vérification de types pour la majo­
rité des instructions du code octet Java. Leur approche est moins restrictive. Ils ont aussi traité 
l'impact des exceptions sur les sous-routines. Par contre, leur approche rejette certains types de 
code [Cog04]. 
Hagiya et Tozawa [HT9S] utilisent une approche similaire à celle de Stata et Abadi [SA99], 
par contre ils utilisent un nouveau type, qu'ils ont noté par last(x), pour modéliser la variable 
locale n de l'appelant de la sous-routine. 
Leroy [LerOlI[Ler03] présente une bonne explication du problème des sous-routines et de leur 
impact sur l'implémentation du vérificateur de la MYJ. Il propose une analyse de flot de données 
se basant sur le principe de la fusion des types. 
O'Calahan [O'C99] propose une approche différente basée sur la continuation des types. Il as­
signe à chaque adresse de retour la pile et les variables locales attendues par l'instruction qui 
suit l'instruction jsr. Il propose des règles de vérification des types, mais son algorithme n'est 
pas efficace. 
Le projet Bali se base sur le théorème Isabelle/HOL. En suivant les travaux de Qian [Qia99], 
les chercheurs du projet Bali fournissent la spécification du vérificateur et la preuve de sa va­
lidité. Plus tard, ils définissent [NOPOO] un sous-ensemble de Java appelé /-LJava sur lequel ils 
formalisent le système de typage et la sémantique de ce langage. 
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6.2 Vérification de la synchronisation 
Concernant la vérification de la synchronisation, nous présentons les deux travaux les 
plus importants dans ce domaine, ceux de Bilgiardi-Laneve [BLOO] et Futoshi-Naoki [IK02]. Les 
deux travaux étendent le système de types de Stata-Abadi [SA99] pour modéliser l'effet de la 
synchronisation sur les objets. Le premier travail, celui de Bigliardi-Laneve [BLOO], propose un 
système restrictif. Ainsi, il peut rejeter un code valide comme dans les deux cas pésentés à la 
figure 6.1 et la figure 6.2 [IK02]. 
o aload 1 
1 dup 
2 monitorenter 
3 iload 2 
4 ifeq 7 
5 monitorexit 
6 return 
7 monitorexit 
8 return 
FIGURE 6.1 Exemple de code valide rejeté par le système de Bilgiardi-Laneve 
Dans l'exemple 6.1, leur système considère que l'instruction moniiorenier a deux instruc­
tions moniiorexii associées en tout temps, ce qui entraîne le rejet du code. 
o aload 1 
1 dup 
2 monitorenter 
3 alaod 2 
4 dup 
5 monitorenter 
6 swap 
7 monitorexit 
8 monitorexit 
9 return 
FIGURE 6.2 Exemple de sections synchronisées croisées 
L'exemple du code octet de la figure 6.2 est aussi rejeté puisque leur système n'admet pas 
que les sections synchronisées soient croisées. Il est difficile de trouver du code Java produit par 
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un compilateur fiable et produisont ce genre de structure. Par contre, certaines optimisations 
du code peuvent produire ce type de code. En appliquant ces deux exemples sur notre système 
de vérifications, nous constatons que notre algorithme de vérification de la synchronisation est 
assez flexible pour les vérifier sans les rejeter. 
Futoshi et Naoki [IKÜ2] poursuivent le travail de Bigliardi et Laneve, en couvrant la 
majorité des problèmes. Par contre, leur travail ne traite pas les sous-routines, ils présentent 
une formalisation complexe et, comme expliqué par les auteurs eux-mêmes, leur système peut 
rejeter certains types de code valide. 
CONCLUSION 
Les apports de ce mémoire tiennent en deux points. D'une part, ce mémoire apporte une 
preuve formelle et complète d'un processus de vérification du code octet au sein de la machine 
virtuelle Java (MYJ). D'autre part, nous fournissons une nouvelle approche de la vérification de 
la synchronisation dans la MYJ. 
6.3 Vérificateur de types du code octet Java 
Nous avons illustré l'importance du vérificateur du code octet au sein de l'architecture de 
la lVIYJ. Aussi, nous avons expliqué les principales contraintes que le vérificateur doit satisfaire 
pour respecter les spécifications de la MYJ, et la complexité engendrée par les sous-routines 
pour la vérification des types. 
Plusieurs approches ont été proposées pour mettre en place une preuve formelle du fonction­
nement du vérificateur des types. Notre choix de procéder par analyse de flot de données nous 
a aidé à fournir une preuve mathématique simple de la monotonie et de la distributivité des 
fonctions de transfert. 
Afin de construire un treillis simple et bien fondé, au lieu de la fusion de type comme pro­
posé dans plusieurs études [LerOl], la relation d'ordre de notre treillis est une simple union 
d'ensemble d'éléments de types: 
{typel} U {type2} = {typel, type2} 
Grâce à la définition de cette relation nous avons évité le problème de la fusion des tableaux 
et des interfaces. De plus, nous avons construit un treillis bien défini en bénéficiant de tous les 
théorèmes associés. 
Dans le but de contourner le problème de la non monotonie de la fonction de transfert as­
sociée à ['instruction ret, nous avons décomposé notre algorithme en plusieurs étapes, ce qui 
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nous a aidé à recueillir diverses informations que nous avons utilisées pour optimiser l'algorithme 
de la vérification de la synchronisation, comme le graphe d'appel de sous-routines et l'ensemble 
d'instructions qui font partie de chaque sous-routine. 
Graphe de Calcul du point 
Construction du graph sous-routine fixe de chaque Ret 
de contrôle et les 
relations jsr / ret 1 
Vérification des Calcul du point 
types fixe de toute instruction 
FIGURE 6.3 Les étapes de vérification des types 
Nous avons fourni une preuve formelle de la vérification des types en nous basant sur 
l'analyse de flot de données où chaque fonction de transfert est monotone et distributive, ce qui 
nous a assuré la construction du plus petit ensemble de types qui atteint chaque instruction, et 
ainsi d'obtenir une vérification précise et fiable. 
6.4 V érificateur de la synchronisation 
La présente spécification de Sun de la MVJ [LY99] ne contient aucune description de la 
vérification des verrous ni de contraintes sur les instructions moni torenter et monitorexi t lors 
du processus de vérification du code octet Java. De plus, si il y a un code corrompu au niveau 
de la gestion des verrous comme dans l'exemple de la figure 6.4, le vérificateur ne le rejettera 
pas et une erreur sera produite lors de l'exécution de ce code en lançant un IllegalMoni tor­
StateException ce qui peut causer l'instabilité la MVJ. 
o aload 0 
1 mon i torexi t 
2 return 
FIGURE 6.4 Exemple de code mal synchronisé 
Notre apport dans ce mémoire a consisté à améliorer le processus de vérification du code 
octet Java en intégrant aussi la vérification de la synchronisation. 
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Notre algorithme utilise le résultat des deux premières étapes réalisées lors de la véri­
fication des types: l'association j srfret et le graphe d'appel de sous-routines. Ensuite, pour 
garder la trace des instances de types qui sont verrouillées, nous avons utilisé le même algorithme 
que celui de la vérification des types mais en adaptant le treillis pour répondre aux nouvelles 
exigences. Notre abstraction fait ressortir les instances de types d'une manière simple, ce qui 
rend l'algorithme plus efficace que la vérification de types puisque le point fixe est atteint plus 
rapidement grâce à la manipulation d'un treillis plus petit que celui utilisé durant la vérification 
des types. 
Finalement, nous espérons que notre travail inspire d'autres projets pour améliorer la 
vérification du code octet Java et, par conséquent, rendre plus robuste cette riche et intéressante 
plateforme. 
Annexe A 
FONCTIONS DE TRANSFERT 
Soit C une classe et 1\1 une de ses méthodes à vérifier, alors les types manipulés par le 
vérificateur sont les suivants: 
Primitif = {int,float, ldouble, hdouble, llong, hlong} ;
 
ref(s) : référence de signature s;
 
Ref : l'ensemble de toutes les références;
 
D = l'ensemble des adresses de retour des sous-routines;
 
u = le type inutilisé;
 
New = {(ref(s),o)lref(s) est une référence engendrée par l'instruction
 
new et 0 son offset};
 
arrayRef(ref) = tableau de références de type ref;
 
arrayO f(t) = tableau de références de type t, où t est un type différent du type référence;
 
Array : l'ensemble des éléments de type arrayRef(ref) et ou de type arrayO f(t) ;
 
amultiNewArray(d, C) = l'ensemble de types, composé du tableau de dimension d de références
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de type C, de tous les tableaux de dimension inférieure à d et de type C;
 
Amul-tiNewArray : l'ensemble de tous les types générés par l'instruction amultiNewArray;
 
{J = {{Jo, ... ,{Jhamx-d : l'ensemble des variables qui représentent les types de la pile;
 
Ct = {Cto, ... , Ctemax-d : l'ensemble des variables qui représentent des variables locales;
 
La signature de la méthode à vérifier:
 
Signature = (M ethodName, returnType, argl, ... , argp ) 
Le corps de la méthode est représenté par une liste d'instructions de longueur codeLength,
 
et l'instruction à l'index offset est notée par instoffset.
 
D'où l'ensemble des types manipulés par le vérificateur pour une méthode M d'une classe C est
 
le suivant: 
T = {returnType,argl, ... ,argn}U 
{Tous les types qui sont référés dans le constant pool du fichier .class} 
U New U Array U AmultiNewArray U Signature U {J U Ct 
Dans cette annexe, nous utilisons les notations suivantes: 
h : la hauteur courante de la pile 
1 : l'index de la variable locale 
s = (so, ,Shmax) : la pile 
v = (vo, ,vmax ) : les variables locales 
ref : un élément de l'ensemble de références R. 
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aaload 
aaloadh(s, v) = (s', v) 
Où: 
S" = {int} 
Sh-1 = {arrayref(ref)} 
Alors: 
{u} si i = h 
s; = {ret} si i = h - 1 
{ 
Si sinon 
aastore 
aastore,,(s,v) = (s',v) 
Où: 
s" = {arrayref(ref)} 
S"-1 = {int} 
sh-2 = {ret} 
Alors: 
si i E {h, h - 1, h - 2} 
sinon 
aload 
aload",I(S,V) = (s',v) 
Alors: 
si i = h + 1 
sinon 
anewarray 
anewarraY",rej(S,v) = (s',v) 
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Alors; 
si i = h 
sinon 
astore 
Alors; 
Et : 
astareh,l(s, v) = (s', v') 
s; = { {u} 
Si 
si i = h 
sinon 
si i = l 
sinon 
athrow 
Alors: 
athrOWh(s,v) = (s',v) 
si i = 0 
sinon 
baload 
Où: 
Alors: 
baload,,(s,v) = (s',v) 
s,,={int} 
Sh-1 = {arrayref(reJ)} 
si i = h 
si i = h ­ 1 
sinon 
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bipush 
Où: 
checkcast 
getfield 
Où: 
getstatic 
Où: 
goto 
bipushh(S,V) = (SI,V) 
si i = h + 1S: = { {int} 
Si sinon 
checkcast(s, v) = (s, v) 
tE T 
si i = hS~ = { {t} 
Si sinon 
getstatich,t(S, v) = (s',v) 
tE T 
si i = h + 1
s:={{t} 
Si sinon 
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goto(s,v) = (s,v) 
iadd 
iadd,,(s, v) = (s',v) 
Où: 
si i = h 
si i = h - 1 
sinon 
if_ acmpeq 
if_acmpeq,,(s, v) = (s', v) 
Où: 
{{u} si i = h
 ,; ~ {u} si i = h - 1
 
Si sinon
 
iinc 
iinc(s, v) = (s, v) 
instanceof 
instanceof,,(s,v) = (s',v) 
Où: 
si i = h 
sinon 
invokeinterface 
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invokeinter faceh,count (s, v) = (s', v) 
Où:
 
count : est le nombre d'arguments de la méthode invoquée par cette instruction.
 
Alors: 
si h - count SiS h 
sinon 
invokestatic 
invokestatich,count (s, v) = (s', v) 
Où:
 
count est le nombre d'arguments de la méthode invoquée par cette instruction.
 
Alors: 
si h - count + 1 Si::; h 
sinon 
lookupswitch 
lookupswitchh,cuunt (s, v) = (s', v) 
Alors: 
si i = h 
sinon 
monitorenter 
monitorenterh(s,v) = (s',v) 
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Alors: 
monitorexit 
Alors: 
new 
Où: 
putfield 
Où: 
swap 
si i = h 
sinon 
monitorexith(S,V) = (s',v) 
si i = h 
sinon 
neWh,rej(S,v) = (S',V) 
si i = h 
sinon 
putfieldh(s, v) = (s', v) 
si i = h
,>{ {u} {u} si i = h - 1 
Si sinon 
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swaph(S,v) = (S',V) 
Où: 
Sh-l si i = h 
S; = Sh si i = h - 1 
{ 
Si sinon 
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