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CANONICAL BLOW-UPS OF GRASSMANN MANIFOLDS
HANLONG FANG
WITH AN APPENDIX BY KEXING CHEN
Abstract. We introduce certain canonical blow-ups Ts,p,n, as well as their distinct subman-
ifolds Ms,p,n, of Grassmann manifolds G(p, n) by partitioning the Plu¨cker coordinates with
respect to a parameter s. Various geometric aspects of Ts,p,n and Ms,p,n are studied, for in-
stance, the smoothness, the holomorphic symmetries, the (semi-)positivity of the anti-canonical
bundles, the existence of Ka¨hler-Einstein metrics, the functoriality, etc. In particular, we intro-
duce the notion of homeward compactification, of which Ts,p,n are examples, as a generalization
of the wonderful compactification. Lastly, a generalization of Ts,p,n according to vector-valued
parameters s is given, and open questions are raised.
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1. Introduction
Let G(p, n), 0 < p < n, be the Grassmann manifold consisting of complex p-planes in the
complex n-space. Each point x ∈ G(p, n) one to one corresponds to an equivalence class of p×n
non-degenerate matrices, where the equivalence relation is induced by the matrix multiplication
from the left by the elements of the general linear group GL(p,C). A matrix representative x˜
of x is a matrix in the corresponding equivalence class.
Define an index set Ip,n by
Ip,n :=
{
(i1, · · · , ip) ∈ Zp
∣∣1 ≤ ip < ip−1 < · · · < · · · < i1 ≤ n}. (1)
Denote by [· · · , zI , · · · ]I∈Ip,n the homogeneous coordinates for the complex projective space
CPNp,n where Np,n = n!p!(n−p)! − 1. For each index I = (i1, · · · , ip) ∈ Ip,n and a matrix represen-
tative x˜ of x ∈ G(p, n), denote by PI(x˜) the determinant of the submatrix of x˜ consisting of
the ith1 , · · · , ithp columns. The Plu¨cker embedding of G(p, n) into CPNp,n can be given by
e : G(p, n) −→ CPNp,n
x 7→ [· · · , PI(x˜), · · · ]I∈Ip,n
. (2)
This paper relies on the following interesting partition of the index set Ip,n. Fix an integer
s, and define index sets Iks,p,n, 0 ≤ k ≤ p, by
Iks,p,n :=
{
(i1, · · · , ip) ∈ Zp
∣∣1 ≤ ip < · · · < ik+1 ≤ s ; s+ 1 ≤ ik < ik−1 < · · · < i1 ≤ n}. (3)
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Then there is a partition
Ip,n =
p⊔
k=0
Iks,p,n . (4)
Consider the following linear subspace of CPNp,n for 0 ≤ k ≤ p,{
[· · · , zI , · · · ]I∈Ip,n ∈ CPNp,n
∣∣zI = 0 , ∀I /∈ Iks,p,n} . (5)
It is clear that the subspace (5) is isomorphic to the complex projective space CPNks,p,n where
Nks,p,n is the cardinal number of the set Iks,p,n minus 1; by a slight abuse of notation, we denote
(5) by CPNks,p,n and its homogeneous coordinates by [· · · , zI , · · · ]I∈Iks,p,n . Recall the following
projection (rational) map F ks by dropping the coordinates whose indices are not in Iks,p,n.
F ks : CP
Np,n 99K CPNks,p,n
[· · · , zI , · · · ]I∈Ip,n 799K [· · · , zI , · · · ]I∈Iks,p,n .
(6)
We make the convention that CPNks,p,n is a point and F ks is the trivial map when Nks,p,n = 0,−1.
Now we define a rational map
Ks,p,n := (e, f 0s , · · · , fps ) , (7)
where e is the Plu¨cker embedding in (2) and fks := F
k
s ◦ e for 0 ≤ k ≤ p . More precisely,
Ks,p,n : G(p, n) 99K CPNp,n × CPN0s,p,n × · · · × CPN
p
s,p,n
x 799K ([· · · , PI(x˜), · · · ]I∈Ip,n , [· · · , PI(x˜), · · · ]I∈I0s,p,n , · · · , [· · · , PI(x˜), · · · ]I∈Ips,p,n). (8)
Definition 1.1. Assume that 0 < p < n and 0 < s < n. Let Ts,p,n be the scheme-theoretic
closure of the birational image of G(p, n) under Ks,p,n in CPNp,n ×CPN0s,p,n × · · · ×CPN
p
s,p,n . We
call Ts,p,n the canonical blow-up of G(p, n) with respect to the parameter s.
Example 1.2. Denote by [x1, · · · , xs, y1, · · · , yn−s] the homogeneous coordinates for the pro-
jective space CPn−1. Then Ts,1,n is the blow-up of CPn−1 along the union of the disjoint linear
subspaces CPs−1 and CPn−s−1; Ks,1,n is given by
Ks,1,n([x1, · · · , xs, y1, · · · , yn−s]) = [x1, · · · , xs, y1, · · · , yn−s]× [x1, · · · , xs]× [y1, · · · , yn−s]. (9)
We have
Proposition 1.3. Ts,p,n is smooth.
Denote by Z(n,C) the center of the general linear group GL(n,C). Define a subgroup
GL(s,C)×GL(n− s,C) of GL(n,C) by
GL(s,C)×GL(n− s,C) :=
{(
g1 0
0 g2
)∣∣∣∣ g1 ∈ GL(s,C), g2 ∈ GL(n− s,C)} . (10)
It is clear that the quotient group GL(s,C)×GL(n− s,C)
/
Z(n,C) is a subgroup of the
projective linear group PGL(n,C).
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By a result of Chow ([C]), the holomorphic automorphism group of the Grassmannian G(p, n)
is PGL(n,C) when n 6= 2p, and PGL(n,C) o Z/2Z when n = 2p (the discrete symmetry is
given by the so-called dual map).
We determine the symmetry group of Ts,p,n as follows.
Proposition 1.4. The holomorphic automorphism group Aut(Ts,p,n) of Ts,p,n is
GL(s,C)×GL(n− s,C)
/
Z(n,C) , (11)
except for the following cases.
(A) (USD1 case). If n = 2s and s 6= p,
Aut(Ts,p,2s) =
(
GL(s,C)×GL(n− s,C)
/
Z(n,C)
)
o Z/2Z . (12)
(B) (DUAL2 case). If n = 2p and s 6= p,
Aut(Ts,p,2p) =
(
GL(s,C)×GL(n− s,C)
/
Z(n,C)
)
o Z/2Z . (13)
(C) (USD+DUAL3 case). If n = 2s = 2p and p ≥ 2,
Aut(Tp,p,2p) =
(
GL(s,C)×GL(n− s,C)
/
Z(n,C)
)
o Z/2Z o Z/2Z . (14)
(D) (Degenerate cases).
(a). T1,1,2 ∼= CP1 and Aut(T1,1,2) = PGL(2,C).
(b). For m ≥ 2, Tm,1,m+1 ∼= Tm,m,m+1 ∼= T1,1,m+1 ∼= T1,m,m+1; their holomorphic auto-
morphism groups are isomorphic to the following subgroup of PGL(n,C).{(
V η
0 1
)∣∣∣∣ V ∈ GL(n− 1,C) , η is a (n− 1)× 1 matrix} . (15)
We note that the geometry of Ts,p,n is largely encoded in a subvariety Ms,p,n. We next give
a definition ofMs,p,n when p ≤ s (see Definition 5.1 for the general case). First notice that the
inverse rational map K−1s,p,n : Ts,p,n 99K G(p, n) has a regular extension Rs,p,n : Ts,p,n → G(p, n)
(see Definition-Lemma 2.7). LetMs,p,n := R−1s,p,n(G(p, s)) be the scheme-theoretic inverse image
of G(p, s) under the holomorphic map Rs,p,n, where G(p, s) ⊂ G(p, n) is a sub-grassmannian
consisting of the points with the following matrix representatives.
x˜ =

∗ ∗ · · · ∗
∗ ∗ · · · ∗
...
...
. . .
...
∗ ∗ · · · ∗︸ ︷︷ ︸
s columns
0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0︸ ︷︷ ︸
(n−s) columns
 . (16)
We have that
1USD stands for a discrete symmetry which turns Ts,p,n upside down.
2DUAL stands for the discrete symmetry induced by the dual map of G(p, 2p).
3The two types of discrete symmetries in (A) and (B) coexist in (C).
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Proposition 1.5. Ms,p,n is smooth.
Proposition 1.6. The holomorphic automorphism group Aut(Ms,p,n) of Ms,p,n is
PGL(s,C)× PGL(n− s,C) , (17)
except for the following cases.
(A) (Usd4 case). If n = 2s and p 6= s,
Aut(Ms,p,2s) = (PGL(s,C)× PGL(n− s,C))o Z/2Z . (18)
(B) (Dual5 case). If n = 2p and p 6= s,
Aut(Ms,p,2p) = (PGL(s,C)× PGL(n− s,C))o Z/2Z . (19)
(C) (Usd+Dual6 case). If n = 2s = 2p and p ≥ 3,
Aut(Mp,p,2p) = (PGL(s,C)× PGL(n− s,C))o Z/2Z o Z/2Z . (20)
(D) (Degenerated cases).
(a). M1,1,2 is a point.
(b). M2,2,4 ∼= CP3 and Aut(M2,2,4) = PGL(4,C) .
Remark 1.7. The above discrete symmetries exist in a more general setting as the following
isomorphisms (see Definitions 2.11, 2.12, 5.15, and 5.17).
DUAL : Ts,p,n → Ts,n−p,n and USD : Ts,p,n → Tn−s,p,n ;
Dual :Ms,p,n →Ms,n−p,n and Usd :Ms,p,n →Mn−s,p,n . (21)
We can thus assume that 2p ≤ n ≤ 2s without loss of generality.
When s = p, the manifold Ms,p,n is isomorphic to a classical object studied in algebraic
geometry called the variety of complete collineations. Study ([Stu]), Severi ([Sev1, Sev2]), and
Van der Waerden ([Van]) studied the complete conics in P2 from the perspective of enumer-
ative geometry. Semple ([Se1, Se2]), Alguneid ([Al]), and Tyrrell ([Ty]) studied the complete
collineations in Pn of higher dimensions. Vainsencher ([Va]) established the smoothness and
proved that Mp,p,n is a wonderful variety in the sense of De Concini and Procesi ([DP]). The
holomorphic automorphism group of Mp,p,2p and the connected component of the identity ele-
ment of the holomorphic automorphism group ofMs,p,n follow from the general result of Brion
([Br6]) on wonderful varieties.
We show that Ms,p,n is a relative version of the variety of complete collineations.
Proposition 1.8. Ms,p,n has locally holomorphically trivial fibration structures as follows.
(A) If p < n−s and p < s,Ms,p,n is a fibration with the base G(p, s) and the fiberMp,p,n−s+p,
and a fibration with the base G(p, n− s) and the fiber Mp,p,s+p.
(B) If n−s < p < s,Ms,p,n is a fibration with the base G(p, s) and the fiberMn−s,n−s,n−s+p,
and a fibration with the base G(s+ p− n, s) and the fiber Mn−s,n−s,2n−s−p.
4Usd stands for a discrete symmetry induced by a symmetry turns Ts,p,n upside down.
5Dual stands for the discrete symmetry induced by the dual map of G(p, 2p).
6The two types of discrete symmetries in (A) and (B) coexist in (C).
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(C) If p = n− s < s, Ms,p,n is a fibration with the base G(p, s) and the fiber Mp,p,2p.
To have a better understanding of Ts,p,n and Ms,p,n, we briefly recall the notion of spherical
varieties, and in particular the wonderful compactification.
Definition 1.9. Let G be a connected reductive group. An irreducible normal G-variety X is
called spherical if a Borel subgroup of G has an open orbit on X.
Definition 1.10 (wonderful compactification). Let G be a connected reductive group and X
an irreducible algebraic G-variety. Then X is a wonderful variety if the following holds.
(A) X is smooth and complete.
(B) G has an open orbit in X whose complement is the union of m smooth prime divisors
Di, 1 ≤ i ≤ m, with normal crossing. We call each Di, 1 ≤ i ≤ m, a G-stable divisor of
X.
(C) The intersection of the divisors Di is nonempty. Each G-orbit one to one corresponds
to the variety XI defined by
XI :=
(⋂
i∈I
Di
)\
 ⋃
1≤j≤m
j/∈I
Dj
 , (22)
where I is a subset of {1, 2, · · · ,m}. Moreover, the closure of each G-orbit in X is
smooth.
If X0 is a G-invariant open subvariety of the wonderful variety X, we call X a wonderful
compactification of X0.
One can verify that Ts,p,n andMs,p,n are spherical GL(s,C)×GL(n− s,C)-varieties. More-
over, we prove
Proposition 1.11. Ms,p,n is a wonderful variety.
Proposition 1.12. The complement of the open GL(s,C) × GL(n − s,C)-orbit in Ts,p,n is a
simple normal crossing divisor consisting of 2r smooth, irreducible divisors as follows.
D−1 , D
−
2 , · · · , D−r , D+1 , D+2 , · · · , D+r . (23)
The following holds under a certain rearrangement of the indices of the above divisors.
(A) D−1 =Ms,p,n.
(B) Each GL(s,C)×GL(n−s,C)-orbit of Ts,p,n one to one corresponds to the quasi-projective
variety X(I−,I+) defined by
X(I−,I+) :=
( ⋂
i∈I−
D−i
⋂ ⋂
i∈I+
D+i
)\
 ⋃
1≤j≤r
j /∈I−
D−j
⋃ ⋃
1≤j≤r
j /∈I+
D+j
 , (24)
where I−, I+ are subsets of {1, 2, · · · , r} such that
min(I−) + min(I+) ≥ r + 2. (25)
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Here we make the convention that min(∅) = +∞. Moreover, the closure of each
GL(s,C)×GL(n− s,C)-orbit in Ts,p,n is smooth.
(C) There is a GL(s,C)×GL(n− s,C)-equivariant flat map Ps,p,n : Ts,p,n → D−1 such that
the following holds.
(a) Ps,p,n is a retraction, that is, the restriction of Ps,p,n on D−1 is the identity map.
(b) The restriction of Ps,p,n on D+1 is an isomorphism.
(c) Ps,p,n(D−i ) = Ps,p,n(D+r+2−i) for 2 ≤ i ≤ r.
(D) D−1 is a wonderful variety with the GL(s,C)×GL(n− s,C)-stable divisors Dˇ2, · · · , Dˇr,
where Dˇi := Ps,p,n(D−i ), 2 ≤ i ≤ r.
(E) When n = 2s or n = 2p there is a holormorphic automoprhism σ of Ts,p,n such that
σ ◦ σ is the identity map and σ(D±i ) = D∓i for 1 ≤ i ≤ r.
Remark 1.13. The generic fiber of Ps,p,n is a smooth rational curve of degree r with respect to
the Plu¨cker embedding of G(p, n). There is a moduli-interpretation of Ps,p,n : Ts,p,n →Ms,p,n
in the sense of Fujiki ([Fu]).
Remark 1.14. Kausz ([Ka]) constructed Tp,p,2p as the modular compactification of the reduc-
tive group GL(p,C), and observed Property (B) in Proposition 1.12. Rittatore ([Ri1, Ri2])
formulated and classified the toroidal embeddings of reductive groups.
Definition 1.15. We call the integer r in Proposition 1.12 the rank of Ts,p,n.
Remark 1.16. We can show that
r = min{s, n− s, p, n− p}. (26)
We make the convention that r is always referred to the above quantity in this paper.
We thus propose a generalization of the wonderful compactification as follows.
Definition 1.17 (homeward compactification). Let G be a connected reductive group and T
an irreducible algebraic G-variety. Then T is called a homeward variety if the following holds.
(A) T is smooth and complete.
(B) G has an open orbit in T whose complement is a simple normal crossing divisor. Denote
the irreducible components of the complement by D1, D2, · · · , Dl.
(C) Each G-orbit one to one corresponds to a quasi-projective variety XI , provided that XI
is non-empty, as follows.
XI =
(⋂
i∈I
Di
)\
 ⋃
1≤j≤l
j /∈I
Dj
 , (27)
where I is a subset of {1, 2, · · · , l}. The closure of each G-orbit in T is smooth.
(D) There is a subvariety M of T and a G-equivariant flat map P : T →M such that the
following holds.
(a) P is a retraction, that is, the restriction of P on M is the identity map.
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(b) M is a wonderful G-variety, and the set of the G-stable divisors is given by{P(Di) ∣∣ 1 ≤ i ≤ l } \ {M} . (28)
We call such M a home of T .
If T 0 is a G-invariant open subvariety of T , we call T a homeward compactification of T 0.
Definition 1.18 (homeward compactification on a roll). T is called a homeward variety on a
roll if T is a homeward variety with the following additional property.
(E) There is an automoprhism σ of T such that σ(M) 6=M where M is a home of T .
Remark 1.19. It is clear that wonderful varieties and Cartesion products of homeward varieties
are homeward, and that a Cartesion product of homeward varieties is a homeward variety on
a roll if one of its factor is a homeward variety on a roll.
Combining Propositions 1.4 and 1.12, we have that
Theorem 1.20. Ts,p,n is a homeward variety. Ts,p,n is a homeward variety on a roll if and only
if n = 2s or n = 2p.
Next, we consider the differential-geometric nature of Ts,p,n and Ms,p,n. Recall that a line
bundle L on a projective variety X of dimension n is called big if its highest self-intersection
number (Ln) is positive, and called numerical effective (or nef) if the intersection number (L·C)
is non-negative for any curve C on X.
We establish the (semi-)positivity of the anti-canonical bundles as follows.
Theorem 1.21. The anti-canonical bundle −KMs,p,n of Ms,p,n is ample.
Theorem 1.22. The anti-canonical bundle −KTs,p,n of Ts,p,n is big and numerical effective.
−KTs,p,n is ample if and only if the rank r ≤ 2.
Remark 1.23. The Fanoness of Mp,p,2p was first derived by De Concini and Procesi ([DP]).
Mabuchi ([Mab]) established a combinatorial criterion for the existence of Ka¨hler-Einstein
metrics on toric Fano manifolds in terms of the barycenter of the moment polytope. Delcroix
([De1, De2]) largely generalized it to spherical Fano manifolds. Applying Delcroix’s criterion,
we have
Proposition 1.24. There are Ka¨hler-Einstein metrics on a Fano manifold Ts,p,n (r = 1, 2), if
and only if n = 2s or n = 2p (or equivalently, Ts,p,n is a homeward compactification on a roll).
Proposition 1.25. There are Ka¨hler-Einstein metrics onMs,p,n if and only if there are Ka¨hler-
Einstein metrics on Mp,s,n.
Proposition 1.26. There are Ka¨hler-Einstein metrics onMs,p,n if |s+p−n|  r, |s−p|  r,
and there are Ka¨hler-Einstein metrics on Mr,r,2r.
We reduce the criterion forMs,p,n to check the positivity of certain integrals over a polytope
(see (437)). Based on the reduction, we verify for Ms,p,n of small ranks that
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Corollary 1.27. There are Ka¨hler-Einstein metrics on Mp,p,2p when p ≤ 5, and Ms,p,n when
r ≤ 2.
We make the following conjecture.
Conjecture 1.28. There are Ka¨hler-Einstein metrics on the manifolds Ms,p,n.
Remark 1.29. The results for M2,2,4, M3,3,6, and Ts,1,n are derived in [De2, De3]
In what follows, we generalize the rational map Ks,p,n in a natural way. Let s = (s1, · · · , st)
be an integer-valued vector such that t ≥ 2 and ∑tl=1 sl = n. Define an index set Ks by
Ks :=
{
(k1, · · · , kt) ∈ Zt 0 ≤ k1 ≤ s1, 0 ≤ k2 ≤ s2, · · · , 0 ≤ kt ≤ st and
t∑
i=1
ki = p
}
. (29)
Denote the elements of Ks by K0, K1, · · · , KLs where Ls is the cardinal number of Ks minus 1.
Define index sets IKs,p,n for K = (k1, · · · , kt) ∈ Ks by
IKs,p,n :=
(i1, · · · , ip) ∈ Zp
s1 + · · ·+ st−1 + 1 ≤ ikt < · · · < i1 ≤ s1 + s2 + · · ·+ st ;
s1 + · · ·+ st−2 + 1 ≤ ikt−1+kt < · · · < ikt+1 ≤ s1 + · · ·+ st−1 ;
...
1 ≤ ik1+···+kt−1+kt < · · · < ik2+···+kt+1 ≤ s1
 . (30)
Let NKs,p,n be the cardinal number of IKs,p,n minus 1. Similarly to (6), we can define a projection
(rational) map FKs from CP
Np,n to CPNKs,p,n by dropping the homogeneous coordinates whose
indices are not in IKs,p,n.
Define Ks,p,n :=
(
e, FK1s ◦ e, · · · , FKLss ◦ e
)
. More precisely,
Ks,p,n : G(p, n) 99K CPNp,n × CPN
K1
s,p,n × · · · × CPN
KLs
s,p,n
x 799K ([· · · , PI(x˜), · · · ]I∈Ip,n , [· · · , PI(x˜), · · · ]I∈IK1s,p,n , · · · , [· · · , PI(x˜), · · · ]I∈IKLss,p,n) . (31)
Definition 1.30. Denote by Ts,p,n the closure of the birational image of G(p, n) under Ks,p,n.
Notice that in general Ts,p,n is neither spherical nor smooth; its singularities are defined by
equations of a combinatorial nature (see Remark 9.3). We can define the subvarietyMs,p,n and
the holomorphic map Ps,p,n : Ts,p,n →Ms,p,n in a similar way, and would like to ask
Question 1.31. Is Ps,p,n a flat map?
Motivated by Sato ([S1, S2]), we end up the paper by constructing compatible embeddings
among Ts,p,n and Ms,p,n.
We now briefly describe the organization of the paper and the basic ideas for the proof. To
establish the smoothness, we generalize the Van der Waerden representation, which is essen-
tially Gaussian elimination, to give explicit coordinate charts for Ts,p,n. Through the general
theory of Bialynichi-Birula for algebraic C∗-actions on projective manifolds, we define subman-
ifolds Ms,p,n as the source of a natural C∗-action on Ts,p,n; various fibration structures and
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isomorphisms of Ms,p,n follow from an observation that the source and the sink of Ts,p,n are
isomorphic. Viewing Ms,p,n as a moduli space in the sense of Fujiki, we derive a natural flat
map Ps,p,n : Ts,p,n → Ms,p,n. The fundamental work of Brion on spherical varieties is an-
other main technical tool used extensively in this paper. We determine the cone of effective
divisors/curves of Ts,p,n and Ms,p,n. Combined with the fibration structures, the holomorphic
automorphism groups follow. The invariants in Brion’s theory can be computed conveniently in
the Van der Waerden representation. By Kleiman’s ampleness criterion, the (semi-)positivity
of the anti-canonical bundles is a consequence of the calculation of the intersection numbers.
The organization of the paper is as follows. In Section 2.1, we realize Ts,p,n as iterated blow-
ups of G(p, n). In Section 2.2, we introduce a group actions on Ts,p,n. In Section 2.3, we define
USD and DUAL isomorphisms of Ts,p,n. We generalize the Van der Waerden representation
and prove Propositions 1.3, 1.5 in Section 3. Section 4 is devoted to the theory of Bia lynicki-
Birula and its application to Ts,p,n. We define in Section 5.1 the subvarietyMs,p,n and the map
Ps,p,n : Ts,p,n →Ms,p,n; in Section 5.2, we introduce the Usd and Dual isomorphisms of Ms,p,n
and the fibration structures onMs,p,n; in Section 5.3, we prove Propositions 1.8, 1.11, 1.12 based
on the geometry of the foliation on Ts,p,n induced by the C∗-action. In Section 6.1, we investigate
the invariant divisors of Ts,p,n andMs,p,n and give a geometric interpretation; in Section 6.2, we
study T -invariant curves of Ts,p,n and compute the intersection numbers. Theorems 1.21, 1.22,
and Propositions 1.4, 1.6 are proved in Section 6.3 and Section 7 respectively. In Section 8, we
address the existence of Ka¨hler-Einstein metrics on Ts,p,n and Ms,p,n by proving Propositions
1.24, 1.25, 1.26. Sections 9, 10 are devoted to the study of the rational map Ks,p,n and the
functoriality of Ks,p,n respectively.
We attach five appendices to the paper. In Appendix A, we prove that the Van der Waerden
representation is a holomorphic atlas, and define the intermediate Van der Waerden represen-
tation. In Appendix B, we assign certain local coordinate charts for the projective bundles
associated with the source and the sink in G(p, n) which are helpful to understand the fibra-
tion structures of Ms,p,n and used in the proof of Lemma 7.9. In Appendix D.1, we classify
the induced automorphisms of the Picard group of Ts,p,n. In Appendix D.2, we determine the
automorphism of Ms,p,n under the assumption that the induced automorphisms of the Picard
group is the identiy; we give an alternative proof in Appendix D.3. We include certain numerical
calculations for Delcroix’s criterion in Appendix E.
Acknowledgement. The author appreciates greatly Prof. Huang for suggesting the topic. He
is very grateful to Kexing Chen for writing Appendix E, to Prof. Brion and Prof. Delcroix for
answering questions with patience, and to Shi Chen, Xiaocheng Li, Zhan Li, Xu Yang, and
Chuyu Zhou for helpful discussions. The author finally thanks Hyeyeong Kim and Yue Ni for
leading wonderful journeys in his life over the past few years.
2. Basic properties of Ts,p,n
2.1. Iterated blow-ups. In this subsection, we will realize Ts,p,n as iterated blow-ups of
G(p, n), and show that K−1s,p,n has a regular extension.
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Definition 2.1. For 0 ≤ k ≤ p, define a subscheme Sk ⊂ G(p, n) by
Sk :=
{
x ∈ G(p, n) ∣∣PI(x˜) = 0 ∀I ∈ Iks,p,n where x˜ is a matrix representative of x} . (32)
Denote by Sk ⊂ OG(p,n), 0 ≤ k ≤ p, the ideal sheaf of Sk.
The iterated blow-ups is defined by
Definition 2.2 (iterated blow-ups). Let σ be a permutation of {0, 1, · · · , p}. Let Y σ0 be the
blow-up of G(p, n) along Sσ(0); denote the blow-up map by g
σ
0 : Y
σ
0 → G(p, n). Inductively, for
0 ≤ i ≤ p − 1 define Y σi+1 to be the blow-up of Y σi along the scheme-theoretic inverse image
(gσ0 ◦ gσ1 ◦ · · · ◦ gσi )−1(Sσ(i+1)); denote the corresponding blow-up map by gσi+1 : Y σi+1 → Y σi .
Graphically, we have
Y σp Y
σ
p−1 · · · Y σ0 G(p, n)
(gσ0 ◦ · · · ◦ gσp−1)−1(Sσ(p)) · · · (gσ0 )−1(Sσ(1)) Sσ(0)
gσp g
σ
p−1 gσ1 g
σ
0
. (33)
We shall show that the construction of Y σp is independent of the choice of the permutation.
Lemma 2.3. Let σ1 and σ2 be permutations of {0, 1, · · · , p}. There exists a biholomorphic map
rσ1σ2 : Y
σ1
p → Y σ2p such that the following diagram commutes.
Y σ1p Y
σ2
p
G(p, n)
(g
σ1
0 ◦···◦g
σ1
p )
rσ1σ2
(g
σ2
0 ◦···◦g
σ2
p ) . (34)
The idea for the proof of Lemma 2.3 is to embed the iterated blow-ups into the blow-ups of
the ambient projective space CPNp,n defined as follows.
Let Lk, 0 ≤ k ≤ p, be the linear subspace of CPNp,n defined by
Lk :=
{
[· · · , zI , · · · ] ∈ CPNp,n
∣∣zI = 0, ∀I ∈ Iks,p,n}; (35)
or equivalently, Lk is the locus of indeterminacy of the projection F
k
s defined by (6).
For each permutation σ of {0, 1, · · · , p}, we can define iterated blow-ups of CPNp,n in the
same way as Definition 2.2. Let Y˜ σ0 be the blow-up of CP
Np,n along Lσ(0), and denote the
blow-up map by Gσ0 . Inductively, for 0 ≤ i ≤ p − 1 define Y˜ σi+1 to be the blow-up of Y˜ σi along
(Gσ0 ◦Gσ1 ◦ · · · ◦Gσi )−1(Lσ(i+1)), and denote the corresponding blow-up map by Gσi+1. Then we
have
Y˜ σp Y˜
σ
p−1 · · · Y˜ σ0 CPNp,n
(Gσ0 ◦ · · · ◦Gσp−1)−1(Lσ(p)) · · · (Gσ0 )−1(Lσ(1)) Lσ(0)
Gσp G
σ
p−1 Gσ1 G
σ
0
. (36)
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Lemma 2.4. Let σ1 and σ2 be permutations of {0, 1, · · · , p}. There exists a biholomorphic map
r˜σ1σ2 : Y˜
σ1
p → Y˜ σ2p such that the following diagram commutes.
Y˜ σ1p Y˜
σ2
p
CPNp,n
(G
σ1
0 ◦···◦G
σ1
p )
r˜σ1σ2
(G
σ2
0 ◦···◦G
σ2
p ) . (37)
Proof of Lemma 2.4. It is clear that there exists a unique, natural birational map r˜σ1σ2 :
Y˜ σ1p 99K Y˜ σ2p such that (37) commutes. Hence, it suffices to prove Lemma 2.4 locally.
We will give the Proj construction of the blow-ups in the follows. For each index I∗ ∈ Ip,n,
let AI∗ ⊂ CPNp,n be the affine open set defined by zI∗ 6= 0. Denote the structure ring of AI∗ by
C[· · · , xI , · · · ]I∈Ip,n , where xI := zIzI∗ is the inhomogeneous coordinate (we make the convention
that xI∗ = 1). Then,
(Gσ10 )
−1(AI∗) ∼= ProjC[· · · , xI , · · · ][· · · , tI , · · · ]I∈Iσ1(0)s,p,n
/(
xI′tI′′ − xI′′tI′
)
I′, I′′∈Iσ1(0)s,p,n
= SpecC[· · · , xI , · · · ]I /∈Iσ1(0)s,p,n × ProjC
[· · · , xI , · · · ]I∈Iσ1(0)s,p,n [· · · , tI , · · · ]I∈Iσ1(0)s,p,n(
xI′tI′′ − xI′′tI′
)
I′, I′′∈Iσ1(0)s,p,n
.
(38)
Notice that here we view C
[··· ,xI ,··· ]
I∈Iσ1(0)s,p,n
[··· ,tI ,··· ]
I∈Iσ1(0)s,p,n(
xI′ tI′′−xI′′ tI′
)
I′, I′′∈Iσ1(0)s,p,n
as a graded ring such that xI is of degree
zero and tI is of degree one.
Inductively, we can conclude that (Gσ10 ◦ · · · ◦Gσ1p )−1(AI∗) is isomorphic to
p∏
i=0
ProjC
[· · · , xI , · · · ]I∈Iσ1(i)s,p,n [· · · , tI , · · · ]I∈Iσ1(i)s,p,n(
xI′tI′′ − xI′′tI′
)
I′, I′′∈Iσ1(i)s,p,n
. (39)
By a similar argument, (Gσ20 ◦ · · · ◦Gσ2p )−1(AI∗) is isomorphic to
p∏
i=0
ProjC
[· · · , xI , · · · ]I∈Iσ2(i)s,p,n [· · · , tI , · · · ]I∈Iσ2(i)s,p,n(
xI′tI′′ − xI′′tI′
)
I′, I′′∈Iσ2(i)s,p,n
. (40)
It is clear that (39) and (40) are isomorphic naturally over CPNp,n .
We complete the proof of Lemma 2.4.
Lemma 2.5. For 0 ≤ k ≤ p, Y σk is the strict transformation of G(p, n) under the blow-up
Gσ0 ◦ · · · ◦Gσk : Y˜ σk → CPNp,n; or equivalently, there is a commutative diagram as follows.
Y σp Y
σ
p−1 · · · Y σ0 G(p, n)
Y˜ σp Y˜
σ
p−1 · · · Y˜ σ0 CPNp,n
gσp g
σ
p−1 gσ1 g
σ
0
e
Gσp G
σ
p−1 Gσ1 G
σ
0
. (41)
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Proof of Lemma 2.5. Recall the blow-up closure lemma as follows (see (22.2.5) in [V]).
Consider a fibered diagram
W Z
W˜ Z˜
, (42)
where W,Z, W˜ , Z˜ are projective schemes and the maps are closed embeddings. Then the strict
transformation of Z under the blow-up of Z˜ along W˜ is isomorphic to the blow-up of Z along
W .
We prove Lemma 2.5 by an induction on k. By definition Sk, 0 ≤ k ≤ p, is the scheme-
theoretic intersection of Lk and G(p, n). Then we have the following fibered diagram.
Sσ(0) G(p, n)
Lσ(0) CPNp,n
. (43)
Applying the blow-up closure lemma, we can derive the following commutative diagram and
thus complete the proof when k = 0.
Y σ0 G(p, n)
Y˜ σ0 CP
Np,n
. (44)
Suppose that Lemma 2.5 is true for k = m < p. Consider the case k = m+1. By assumption
we have the following commutative diagram.
(gσ0 ◦ · · · ◦ gσm)−1(Sσ(m+1)) Y σm G(p, n)
(Gσ0 ◦ · · · ◦Gσm)−1(Lσ(m+1)) Y˜ σm CPNp,n
gσ0 ◦···◦gσm
Gσ0 ◦···◦Gσm
. (45)
We will complete (45) and derive a fibered diagram as follows.
(gσ0 ◦ · · · ◦ gσm)−1(Sσ(m+1)) Y σm
(Gσ0 ◦ · · · ◦Gσm)−1(Lσ(m+1)) Y˜ σm
. (46)
It suffices to compute locally. Let A,A/I,B,C are the structure rings of CPNp,n , G(p, n), Y˜ σm, Y σm,
in certain affine subsets, respectively. Let a1, · · · , aNσ(m+1)s,p,n +1 be the elements of A corresponding
to zI , I ∈ Iσ(m+1)s,p,n , and pi(a1), · · · , pi(aNσ(m+1)s,p,n +1) the images of a1, · · · , aNσ(m+1)s,p,n +1 under the
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quotient map pi : A → A/I. Dual to (45) we have the following commutative diagram of
structure rings.
C
/(
h(pi(a1)), · · · , h
(
pi(a
N
σ(m+1)
s,p,n +1
)
))
C A/I
B
/(
h˜(a1), · · · , h˜(aNσ(m+1)s,p,n +1)
)
B A
h
ι
h˜
pi
. (47)
It is clear that there exists a natural map ι completing diagram (47), and, moreover,
C ⊗B B
/(
h˜(a1), · · · , h˜(aNσ(m+1)s,p,n +1)
)
= C
/(
h(pi(a1)), · · · , h
(
pi(a
N
σ(m+1)
s,p,n +1
)
))
. (48)
By applying the blow-up closure lemma to (46), we conclude Lemma 2.5 for k = m+ 1.
This completes the proof of Lemma 2.5.
Proof of Lemma 2.3. This is a direct consequence of Lemmas 2.4 and 2.5.
Next we will relate the iterated blow-up to the rational map Ks,p,n and the canonical blow-up
Ts,p,n. For convenience, we set σ to the identity permutation and omit the supscrit σ in the
following.
Lemma 2.6. There is an isomorphism ν : Yp → Ts,p,n such that the following diagram com-
mutes.
Yp Ts,p,n
G(p, n)
(g0◦···◦gp)
ν
K−1s,p,n . (49)
Proof of Lemma 2.6. Denote by Yk the blow-up of CPNp,n × CPN0s,p,n × · · · × CPN
k−1
s,p,n along
Lk × CPN0s,p,n × · · · × CPN
k−1
s,p,n and Gk the blow-up map for 0 ≤ k ≤ p. Define a rational map
Kk : CPNp,n × CPN0s,p,n × · · · × CPN
k−1
s,p,n 99K CPNp,n × CPN0s,p,n × · · · × CPNks,p,n by
Kk
(
[· · · , zI , · · · ]I∈Ip,n × [· · · , tI , · · · ]I∈I0s,p,n × · · · × [· · · , tI , · · · ]I∈Ik−1s,p,n
)
= [· · ·, zI , · · · ]I∈Ip,n × [· · · , tI , · · · ]I∈I0s,p,n × · · · × [· · · , tI , · · · ]I∈Ik−1s,p,n × [· · · , zI , · · · ]I∈Iks,p,n
; (50)
that is Kk :=
(
id
∣∣
CPNp,n , id
∣∣
CPN
0
s,p,n
, · · · , id∣∣
CPN
k−1
s,p,n
, F ks
)
. Denote by prk the projection map
prk : CPNp,n × CPN0s,p,n × · · · × CPNks,p,n → CPNp,n × CPN0s,p,n × · · · × CPN
k−1
s,p,n . (51)
Similarly to Lemma 2.5, to prove Lemma 2.6 it suffices to embed Yk into CPNp,n×CPN0s,p,n×
· · · × CPNks,p,n , 0 ≤ k ≤ p, such that Gk = prk
∣∣
Yk and (Kk ◦ Gk)(x) = x for a generic point
x ∈ Yk.
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We will prove by induction. By (38) Y0 is isomorphic to the subvariety of CPNp,n × CPN0s,p,n
defined by the ideal generated by
{
zI′tI′′ − zI′′tI′
}
I′, I′′∈I0s,p,n , where [· · · , tI , · · · ]I∈I0s,p,n and
[· · · , zI , · · · ]I∈Ip,n are the homogeneous coordinates for CPN
0
s,p,n and CPNp,n respectively. There-
fore, we can embed Y0 into CPNp,n×CPN0s,p,n by identifying it with the above subvariety. More-
over, by computing in an open set AI′0 ⊂ CPNp,n defined by zI′0 6= 0 where I ′0 = (p, p−1, · · · , 1),
it is clear that (K0 ◦ G0)(x) = x for a generic point x ∈ Y0.
Assume the induction hypothesis for k = m ≤ p − 1. Similar to the case k = 0, we can
embed Ym+1 into CPNp,n×CPN0s,p,n×· · ·×CPN
m+1
s,p,n . Let AI′m+1 ⊂ CPNp,n be an open set defined
by zI′m+1 6= 0, where I ′m+1 = (s + m + 1, s + m, · · · , s + m + 2 − p) ∈ Im+1s,p,n. Computing in the
scheme-theoretic inverse image of AI′k under the map (prm+1 ◦ prm ◦ · · · ◦ pr0), we can verify
that (Km+1 ◦ Gm+1)(x) = x for a generic point x ∈ Ym+1.
We complete the proof of Lemma 2.6.
Definition-Lemma 2.7. Denote by Rs,p,n : Ts,p,n → G(p, n) the regular extension of K−1s,p,n .
We call Rs,p,n : Ts,p,n → G(p, n) the canonical blow-up map or the canonical blow-up for short.
Proof of Definition-Lemma 2.7. By Lemma 2.6, we can embed the iterated blow-up Yp into
CPNp,n × CPN0s,p,n × · · · × CPNps,p,n . Then K−1s,p,n has a regular extension which is isomorphic to
the blow-up map (g0 ◦ · · · ◦ gp).
Remark 2.8. It is clear that Rs,p,n is induced by the projection of Ts,p,n to the first factor
CPNp,n of the ambient space CPNp,n × CPN0s,p,n × · · · × CPNps,p,n .
2.2. Extended group actions on Ts,p,n. In this subsection, we will lift certain group actions
from G(p, n) to Ts,p,n.
Recall that the general linear group GL(n,C) has a natural action on the Grassmannian
G(p, n) by the matrix multiplication from the right. The subgroup GL(s,C)×GL(n− s,C) in
(10) has an induced action on G(p, n); we denote it by δs,p,n.
We shall lift the above GL(s,C)×GL(n− s,C)-action to Ts,p,n in the following.
Recall that the PGL(n,C)-action of the Grassmannian G(p, n) is induced by the projective
linear transformation of the ambient complex projective space CPNp,n . Moreover, we can define
a linear representation ρ : GL(n,C) → GL(Np,n + 1,C) through the Plu¨cker coordinates PI
as follows. For each index I = (i1, · · · , ip) ∈ Ip,n denote by EI the p × n matrix such that
its submatrix consisting of the ith1 , · · · , ithp columns is the identity matrix, and that all other
columns are zero. Let (· · · , zI , · · · )I∈Ip,n be the coordinates for the complex Euclidean space
CNp,n+1; define vectors eI ∈ CNp,n+1 by zI = 1 and zI′ = 0 for all I ′ ∈ Ip,n and I ′ 6= I. Define
ρ(g)
(
(· · · , zI , · · · )Ip,n
)
:=
∑
I˜∈Ip,n
∑
I∈Ip,n
zI · PI˜ (EI · g)
 eI˜ . (52)
Here EI · g is the matrix multiplication.
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Denote by ρ˜ the restriction of ρ to the subgroup GL(s,C) × GL(n − s,C). Define linear
subspaces Mk, 0 ≤ k ≤ p, of CNp,n+1 as follows (see (5) as well).
Mk :=
{
(· · · , zI , · · · )I∈Ip,n ∈ CPNp,n
∣∣zI = 0 , ∀I /∈ Iks,p,n} . (53)
It is clear that ⊕pk=0Mk = CNp,n+1 and that Mk, 0 ≤ k ≤ p, are invariant subspaces of the
representation ρ˜. Then ρ˜ has a decomposition
ρ˜ = ρ0 + ρ1 + · · ·+ ρp , (54)
where ρk,0 ≤ k ≤ p, is a representation as follows.
ρk : GL(s,C)×GL(n− s,C)→ GL(Mk) ∼= GL(Nks,p,n + 1,C) . (55)
Lemma 2.9. There exists a unique GL(s,C) × GL(n − s,C)-action ∆s,p,n on Ts,p,n such that
the following diagram commutes for each element g ∈ GL(s,C)×GL(n− s,C).
Ts,p,n Ts,p,n
G(p, n) G(p, n)
∆s,p,n(g)
Rs,p,nRs,p,n
δs,p,n(g)
. (56)
Proof of Lemma 2.9. The uniqueness follows from the fact that Rs,p,n is a birational map.
To prove the existence, we define a GL(s,C) × GL(n − s,C)-action ∆̂s,p,n on the ambient
space G(p, n)× CPN0s,p,n × · · · × CPNps,p,n as follows. For each g ∈ GL(s,C)×GL(n− s,C),
∆̂s,p,n(g)
(
x, [· · · , tI , · · · ]I∈I0s,p,n , · · · , [· · · , tI , · · · ]I∈Ips,p,n
)
:=
(
δs,p,n(g)(x), ρ0(g)
(
[· · · , tI , · · · ]I∈I0s,p,n
)
, · · · , ρp(g)
(
[· · · , tI , · · · ]I∈Ips,p,n
))
.
(57)
Next, we will show that Ts,p,n is invarinat under ∆̂s,p,n. By the definition of ρk, we can verify
that for a generic x ∈ G(p, n)
Ks,p,n (δs,p,n(g)(x)) =
(
δs,p,n(g)(x), [· · · , PI(δs,p,n(g)(x)), · · · ]I∈I0s,p,n , · · · ,
[· · · , PI(δs,p,n(g)(x)), · · · ]I∈Ips,p,n
)
=
(
δs,p,n(g)(x), ρ0(g)([· · · , PI(x), · · · ]I∈I0s,p,n), · · · , ρp(g)([· · · , PI(x), · · · ]I∈Ips,p,n)
)
= ∆̂s,p,n(g) (Ks,p,n(x)) .
(58)
Therefore, ∆̂s,p,n(g) (Ts,p,n) = Ts,p,n for each g ∈ GL(s,C)×GL(n− s,C).
We complete the proof of Lemma 2.9 by defining ∆s,p,n := ∆̂s,p,n
∣∣
Ts,p,n .
Define an algebraic C∗-action ψs,p,n on G(p, n) by
ψs,p,n(λ) :=
(
Is×s 0
0 λ · I(n−s)×(n−s)
)
, λ ∈ C∗. (59)
By Lemma 2.9, we have a unique lifting of ψs,p,n from G(p, n) to Ts,p,n.
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Corollary 2.10. Let ψs,p,n be the C∗-action in (59). There is a unique equivariant C∗-action
Ψs,p,n on Ts,p,n such that the following diagram commutes for all λ ∈ C∗.
Ts,p,n Ts,p,n
G(p, n) G(p, n)
Ψs,p,n(λ)
Rs,p,nRs,p,n
ψs,p,n(λ)
. (60)
Proof of Lemma 2.10. Define an C∗-action Ψ̂s,p,n on G(p, n)× CPN0s,p,n × · · · × CPNms,p,n by
Ψ̂s,p,n(λ)
(
x, [· · · , tI , · · · ]I∈I0s,p,n , · · · , [· · · , tI , · · · ]I∈Ips,p,n
)
=
(
ψs,p,n(λ)(x), [· · · , tI , · · · ]I∈I0s,p,n , · · · , [· · · , tI , · · · ]I∈Ips,p,n
)
, λ ∈ C∗. (61)
We can complete the proof by setting Ψs,p,n := Ψ̂s,p,n
∣∣
Ts,p,n .
2.3. Isomorphisms among Ts,p,n. In this subsection, we will introduce certain isomorphisms
among Ts,p,n of various parameters.
Recall that every p-dimensional subspace W of an n-dimensional space V determines an
(n− p)-dimensional quotient space V/W of V . Taking the dual yields an inclusion of (V/W )∗
in V ∗; in terms of the Grassmannian, this gives a canonical isomorphism
∗ : Gr(p, V ) ∼= Gr(n− p, V ∗). (62)
In the following, we will extend (62) to an isomorphism between Ts,p,n and Ts,n−p,n. For
each point x ∈ Gr(p, V ) ∼= G(p, n), let x˜ be a matrix representative of x, and x˜∗ a matrix
representative of x∗, where x∗ ∈ Gr(n− p, V ∗) ∼= G(n− p, n) is the image of x under ∗. Then
by definition,
x˜ · (x˜∗)T = 0 , (63)
where
(
x˜∗
)T
is the transpose of the matrix x˜∗, 0 is the p× (n−p) zero matrix, and the product
is the matrix multiplication. Hence, in terms of matrix representatives, we can write (62)
explicitly as follows.
∗ : G(p, n) ∼= G(n− p, n)
x˜ 7→ x˜∗ , x˜ ·
(
x˜∗
)T
= 0 . (64)
For 0 ≤ k ≤ p and I = (i1, · · · , ip) ∈ Iks,p,n, define I∗ = (i∗1, · · · , i∗n−p) ∈ Is−ks,n−p,n such that{
i1, · · · , ip, i∗1, · · · , i∗n−p
}
= {1, 2, · · · , n} . (65)
Denote by
[· · · , zkI , · · · ]I∈Iks,p,n and [· · · , zs−kI∗ , · · · ]I∗∈Is−ks,n−p,n the homogeneous coordinates for
CPNks,p,n and CPN
s−k
s,n−p,n respectively. Define an isomorphism gk : CPN
k
s,p,n → CPNs−ks,n−p,n by[· · · , zs−kI∗ , · · · ]I∗∈Is−ks,n−p,n = gk ([· · · , zkI , · · · ]I∈Iks,p,n) = [ · · · , (−1)σ(I) · zkI ,↑
zI∗
· · · ]
I∗∈Is−ks,n−p,n
,
(66)
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where σ(I) is the signature of the following permutation.(
i1 i2 · · · ip i∗1 i∗2 · · · i∗n−p
1 2 · · · p p+ 1 p+ 2 · · · n
)
. (67)
Based on the above construction, we will define an isomorphism
D˜UAL : G(p, n)×CPN0s,p,n×· · ·×CPNps,p,n → G(n−p, n)×CPN0s,n−p,n×· · ·×CPNn−ps,n−p,n . (68)
Let a =
(
x, [· · · , z0I , · · · ]I∈I0s,p,n , · · · , [· · · , z
p
I , · · · ]I∈Ips,p,n
)
∈ G(p, n)×CPN0s,p,n×· · ·×CPNps,p,n be
an arbitrary point. We define the G(n−p, n)-component of D˜UAL(a) to be x∗ the image under
the dual map of the Grassmannian. Recall that when n− s < k ≤ n− p or 0 ≤ k < n− s− p,
Iks,n−p,n = ∅ and hence the projective space CPN
k
s,n−p,n consists of a single point ck by convention;
define the CPNks,n−p,n-component of D˜UAL(a) to be ck. Define the CPN
k
s,n−p,n-component of
D˜UAL(a) by [
· · · , zkI∗
(
D˜UAL(a)
)
, · · ·
]
I∗∈Iks,n−p,n
= gs−k
([· · · , zs−kI , · · · ]I∈Is−ks,p,n) , (69)
when max{0, n− s− p} ≤ k ≤ min{n− s, n− p}.
Definition-Lemma 2.11. The restriction of D˜UAL induces an isomorphism DUAL from Ts,p,n
to Ts,n−p,n such that the following diagram commutes.
Ts,p,n Ts,n−p,n
G(p, n) G(n− p, n)
DUAL
Rs,n−p,n
∗
Rs,p,n
. (70)
Proof of Lemma 2.11. It suffices to prove that the image of Ts,p,n under D˜UAL is contained
in Ts,n−p,n.
Consider the following open set of G(p, n),
U :=
{(
Ip×p A
)∣∣∣∣A is a p× (n− p) matrix} . (71)
Denote by U∗ the image of U under the dual map ∗. Then,
U∗ =
{(
−AT I(n−p)×(n−p)
)∣∣∣∣A is a p× (n− p) matrix} ; (72)
moreover, the dual map takes the following form in terms of the matrix representatives,(
Ip×p A
)∗
=
(
−AT I(n−p)×(n−p)
)
. (73)
Computing the images of U and U∗ under the birational maps Ks,p,n and Ks,n−p,n respectively,
we can conclude Lemma 2.11.
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In a similar way, we will introduce another isomorphism in the following. Let E = (eij) be
an n× n anti-diagonal matrix defined by
eij =
{
1 for j = n+ 1− i
0 for j 6= n+ 1− i . (74)
For 0 ≤ k ≤ p and I = (i1, · · · , ip) ∈ Iks,p,n, denote by index I∗ the following index
I∗ := (n+ 1− ip, n+ 1− ip−1, · · · , n+ 1− i2, n+ 1− i1) ∈ Ip−kn−s,p,n . (75)
Let [· · · , zkI , · · · ]I∈Iks,p,n and [· · · , zp−kI∗ , · · · ]I∗∈Ip−kn−s,p,n be the homogeneous coordinates for CP
Nks,p,n
and CPN
p−k
n−s,p,n respectively. For 0 ≤ k ≤ p, define an isomorphism gk : CPNks,p,n → CPN
p−k
n−s,p,n
by assigning zp−kI∗ = z
k
I . Then, we can define an isomorphism
U˜SD : G(p, n)× CPN0s,p,n × · · · × CPNps,p,n → G(p, n)× CPN0n−s,p,n × · · · × CPNpn−s,p,n (76)
as follows. Let a =
(
x, [· · · , z0I , · · · ]I∈I0s,p,n , · · · , [· · · , z
p
I , · · · ]I∈Ips,p,n
)
be an arbitrary point of
G(p, n)×CPN0s,p,n × · · · ×CPNps,p,n . Define the G(p, n)-component of U˜SD(a) to be E · x. When
s < k ≤ p or 0 ≤ k < s + p − n, we define the CPNkn−s,p,n-component of U˜SD(a) to be the
single point of CPNkn−s,p,n . When max{0, s+ p− n} ≤ k ≤ min{p, s}, we define the CPNkn−s,p,n-
component of U˜SD(a) by[
· · · , zkI∗
(
U˜SD(a)
)
, · · ·
]
I∗∈Ikn−s,p,n
= gp−k
([
· · · , zp−kI , · · ·
]
I∈Ip−ks,p,n
)
. (77)
Similarly, we have
Definition-Lemma 2.12. U˜SD induces an isomorphism USD : Ts,p,n → Tn−s,p,n such that the
following diagram commutes.
Ts,p,n Tn−s,p,n
G(p, n) G(p, n)
USD
Rn−s,p,n
E
Rs,p,n
. (78)
Remark 2.13. DUAL is an automorphism of Ts,p,2p and USD is an automorphism of Ts,p,2s.
3. Van der Waerden Representation
In this section, we will introduce the Van der Waerden representation for Ts,p,n and establish
the smoothness of Ts,p,n as an immediate corollary. It also lays the foundation for the later
sections as an efficient computational tool.
For convenience, we make the following conventions in the remainder of this paper. Firstly,
we denote by PI(x) the functions PI(x˜) by a slight abuse of notation (for they are only used in
such a way that the choice of matrix representatives is irrelevant); call PI the Plu¨cker coordinate
functions. Secondly, depending on the context we enumerate and compare the components of
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the homogeneous coordinates [· · · , zI , · · · ]I∈Iks,p,n in convenient orders without mentioning the
order explicitly each time.
By Remark 1.7, we may assume that 2p ≤ n ≤ 2s in this section.
3.1. Coordinate charts for R−1s,p,n(Up) when p = n − s ≤ s. To illustrate the idea of the
original Van der Waerden representation, we will address the case s = n− p separately in this
subsection.
Define an affine open subset Up ⊂ G(p, n) by
Up :=
{(
Z Ip×p
)∣∣∣∣ Z is a p× s matrix} . (79)
Equip it with holomorphic coordinates
Z :=

z11 z12 · · · z1s
z21 z22 · · · z2s
...
...
. . .
...
zp1 zp2 · · · zps
 . (80)
Define an index set Jp by
Jp :=
{(
i1 i2 · · · ip
j1 j2 · · · jp
)∣∣∣∣ (i1, i2, · · · , ip) is a permutation of (1, 2, · · · , p);1 ≤ jk ≤ s, 1 ≤ k ≤ p, and jk1 6= jk2 for k1 6= k2
}
. (81)
In the following, we will associate each index τ ∈ Jp with a quasi-projective subvariety Aτ(∼= Cp(n−p)) of CPNp,n × CPN0s,p,n × · · · × CPNps,p,n , and a holomorphic map Jτ : Cp(n−p) → Aτ
which is compatible with Rs,p,n.
Associate each τ =
(
i1 i2 · · · ip
j1 j2 · · · jp
)
∈ Jp with a complex Euclidean space Cp(n−p) equipped
with holomorphic coordinates
(−→
B 1, · · · ,−→B p
)
where
−→
B 1 :=
(
ai1j1 , ξ
(1)
i11
, ξ
(1)
i12
, · · · , ξ(1)i1(j1−1), ξ
(1)
i1(j1+1)
, · · · , ξ(1)i1s, ξ
(1)
1j1
, ξ
(1)
2j1
, · · · , ξ(1)(i1−1)j1 , ξ
(1)
(i1+1)j1
, · · · , ξ(1)pj1
)
−→
B 2 :=
(
ai2j2 , ξ
(2)
i21
, ξ
(2)
i22
, · · · , ξ(2)i2(j1−1), ξ̂
(2)
i2j1
, ξ
(2)
i2(j1+1)
, · · · , ξ(2)i2(j2−1), ξ̂
(2)
i2j2
, ξ
(2)
i2(j2+1)
, · · · , ξ(2)i2s,
· · · , ξ(2)1j2 , · · · , ξ
(2)
(i1−1)j2 , ξ̂
(2)
i1j2
, ξ
(2)
(i1+1)j2
, · · · , ξ(2)(i2−1)j2 , ξ̂
(2)
i2j2
, ξ
(2)
(i2+1)j2
, · · · , ξ(2)pj2
)
...
−→
B k :=
(
aikjk , ξ
(k)
ik1
, ξ
(k)
ik2
, · · · , ξ̂(k)ikj1 , · · · , ξ̂
(k)
ikj2
, · · · , ξ̂(k)ikjk , · · · , ξ
(k)
iks
,
ξ
(k)
1jk
, ξ
(k)
2jk
, · · · , ξ̂(k)i1jk , · · · , ξ̂
(k)
i2jk
, · · · , ξ̂(k)ikjk , · · · , ξ
(k)
pjk
)
∈ Cn+1−2k
(82)
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...
−→
B p :=
(
aipjp , ξ
(p)
ip1
, · · · , ξ̂(p)ipj1 , · · · , ξ̂(p)ipj2 , · · · , ξ̂(p)ipjp , · · · , ξ(p)ips
)
.
Define a holomorphic map Γτ : Cp(n−p) → Up by
Γτ
(−→
B 1, · · · ,−→B p
)
:=
 p∑
k=1
ΞTk · Ωk ·
k∏
t=1
aitjt Ip×p
 , (83)
where ΞTk is the transpose of the function-valued vector Ξk, and Ξk, Ωk are defined for 1 ≤ k ≤ p
as follows. Ξk :=
(
vk1 , · · · , vkp
)
where
vkt =
 ξ
(k)
tjk
t ∈ {1, 2, · · · , p}\{i1, i2, · · · , ik}
0 t ∈ {i1, i2, · · · , ik−1}
1 t = ik
; (84)
Ωk :=
(
wk1 , · · · , wks
)
where
wkt =
 ξ
(k)
ikt
t ∈ {1, 2, · · · , s}\{j1, j2, · · · , jk}
0 t ∈ {j1, j2, · · · , jk−1}
1 t = jk
. (85)
Define a rational map Jτ : Cp(n−p) 99K CPNp,n × CPN0s,p,n × · · · × CPNps,p,n by
Jτ := Ks,p,n ◦ Γτ , (86)
where Ks,p,n = (e, f 0s , · · · , fps ) is the rational map defined by (8).
Example 3.1. The above definition of Γτ is essentially the process of Gaussian elimination.
Let X = G(3, 6) and τ =
(
1 2 3
1 2 3
)
. The coordinates
(−→
B 1,
−→
B 2,
−→
B 3
)
of C9 are
−→
B 1 =
(
a11, ξ
(1)
12 , ξ
(1)
13 , ξ
(1)
21 , ξ
(1)
31
)
,
−→
B 2 =
(
a22, ξ
(2)
23 , ξ
(2)
32
)
,
−→
B 3 = (a33) . (87)
The holomorphic map Γτ : C9 → Up is given by Γτ
(−→
B 1,
−→
B 2,
−→
B 3
)
= a11 a11ξ
(1)
12 a11ξ
(1)
13
a11ξ
(1)
21 a11(ξ
(1)
21 ξ
(1)
12 + a22) a11(ξ
(1)
21 ξ
(1)
13 + a22ξ
(2)
23 )
a11ξ
(1)
31 a11(ξ
(1)
31 ξ
(1)
12 + a22ξ
(2)
32 ) a11(ξ
(1)
31 ξ
(1)
13 + a22(ξ
(2)
32 ξ
(2)
23 + a33)))
I3×3
 . (88)
We have the following key lemma for the Van der Waerden representation.
Lemma 3.2. The rational map Jτ defined by (86) is a holomorphic embedding of Cp(n−p).
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Proof of Lemma 3.2. One can show that different choices of τ can be related through the
GL(s,C)×GL(n− s,C)-action of Ts,p,n, which only results in different signs. Without loss of
generality, we can assume in the following that
τ =
(
p p− 1 · · · 1
s s− 1 · · · s− p+ 1
)
. (89)
We will split the proof into two parts. We first show that Jτ has a holomorphic extension
over Cp(n−p), and then the extension is injective.
Step 1. Since e ◦ Γτ is holomorphic on Cp(n−p), to prove that Jτ has a holomorphic extension
over Cp(n−p), it suffices to establish this for the rational maps fks ◦ Γτ : Cp(n−p) 99K CPN
k
s,p,n ,
0 ≤ k ≤ p.
When k = p it is trivial for CPN
p
s,p,n consists of a single point by convention.
When k = p− 1, (fp−1s ◦ Γτ )
(−→
B 1, · · · ,−→B p
)
takes the following form, in terms of the homo-
geneous coordinates for CPN
p−1
s,p,n .[
· · · , PI
(
Γτ
(−→
B 1, · · · ,−→B p
))
, · · ·
]
I∈Ip−1s,p,n
=
[
aps, apsξ
(1)
p(s−1), · · · , apsξ(1)p1 , (−1) · apsξ(1)(p−1)s, (−1) · aps
(
ξ
(1)
(p−1)sξ
(1)
p(s−1) + a(p−1)(s−1)
)
,
(−1) · aps
(
ξ
(1)
(p−1)sξ
(1)
p(s−2) + a(p−1)(s−1)ξ
(2)
(p−1)(s−2)
)
, · · · ,
...
(−1)k−1 · apsξ(1)(p+1−k)s, (−1)k−1 · aps
(
ξ
(1)
(p+1−k)sξ
(1)
p(s−1) + a(p−1)(s−1)ξ
(2)
(p+1−k)(s−1)
)
,
(−1)k−1 · aps
(
ξ
(1)
(p+1−k)sξ
(1)
p(s−2) + a2(s−1)
(
ξ
(2)
(p+1−k)(s−1)ξ
(2)
(p−1)(s−2) + a(p−2)(s−2)ξ
(3)
(p+1−k)(s−2)
))
,
...
(−1)p−1 · apsξ(1)1s , (−1)p−1 · aps
(
ξ
(1)
1s ξ
(1)
p(s−1) + a(p−1)(s−1)ξ
(2)
1(s−1)
)
, · · ·
]
=
[
1, ξ
(1)
p(s−1), · · · , ξ(1)p1 , (−1) · ξ(1)(p−1)s, (−1) ·
(
ξ
(1)
(p−1)sξ
(1)
p(s−1) + a(p−1)(s−1)
)
,
(−1) ·
(
ξ
(1)
(p−1)sξ
(1)
p(s−2) + a(p−1)(s−1)ξ
(2)
(p−1)(s−2)
)
, · · ·
...
(−1)k−1 · ξ(1)(p+1−k)s, (−1)k−1 ·
(
ξ
(1)
(p+1−k)sξ
(1)
p(s−1) + a(p−1)(s−1)ξ
(2)
(p+1−k)(s−1)
)
,
(−1)k−1 ·
(
ξ
(1)
(p+1−k)sξ
(1)
p(s−2) + a(p−1)(s−1)(ξ
(2)
(p+1−k)(s−1)ξ
(2)
(p−1)(s−2) + a(p−2)(s−2)ξ
(3)
(p+1−k)(s−2))
)
,
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...
(−1)p−1 · ξ(1)1s , (−1)p−1 ·
(
ξ
(1)
1s ξ
(1)
p(s−1) + a(p−1)(s−1)ξ
(2)
1(s−1)
)
, · · ·
]
.
(90)
It is clear that (90) gives a holomorphic map from Cp(n−p) to CPN
p−1
s,p,n which extends fp−1s ◦ Γτ .
In the following, we will establish the holomorphic extension for fks ◦ Γτ , 0 ≤ k ≤ p − 1, by
a similar argument.
We first introduce certain special indices Ik, I
∗
k , I
k
µν , I
k∗
µν ∈ Iks,p,n as follows. For 0 ≤ k ≤ p,
define
Ik := (s+ k, s+ k − 1, · · · , s− p+ k + 1) ; (91)
for 1 ≤ k ≤ p− 1, define
I∗k := (s+ k + 1, s+ k − 1, s+ k − 2, · · · , s− p+ k + 3, s− p+ k + 2, s− p+ k) ; (92)
for 0 ≤ k ≤ p, s− p+ k + 1 ≤ µ ≤ s, and 1 ≤ ν ≤ s− p+ k define
Ikµν := (s+ k, s+ k − 1, · · · , , µ̂, · · · , ν) ; (93)
for 0 ≤ k ≤ p, s+ 1 ≤ µ ≤ s+ k, and s+ k + 1 ≤ ν ≤ n define
Ik∗µν := (ν, s+ k, s+ k − 1, · · · , µ̂, · · · , s− p+ k + 1) . (94)
Claim I. For 0 ≤ k ≤ p,
PIk
(
Γτ
(−→
B 1, · · · ,−→B p
))
= (−1)k(p−k) ·
p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t) . (95)
Claim II. For each I ∈ Iks,p,n, 0 ≤ k ≤ p, there is a polynomial QI in variables (
−→
B 1, · · · ,−→B p)
such that
PI
(
Γτ
(−→
B 1, · · · ,−→B p
))
=
(
p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t)
)
·QI
(−→
B 1, · · · ,−→B p
)
. (96)
Proof of Claim I. For 1 ≤ i ≤ p−k, denote by ei the submatrix formed by the (s−p+k+1)th,
(s− p+ k + 2)th, · · · , (s− i+ 1)th columns and the (k + 1)th, (k + 2)th, · · · , (p+ 1− i)th rows
of the following p× s matrix.
p−k∑
j=i
(
ΞTj · Ωj ·
j∏
t=1
a(p+1−t)(s+1−t)
)
. (97)
It is clear that
PIk
(
Γτ
(−→
B 1, · · · ,−→B p
))
= (−1)k(p−k) · det e1 . (98)
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For 1 ≤ i ≤ p− k − 1, define a (p− k + 1− i)× (p− k + 1− i) matrix Ai by
Ai :=

1 0 · · · 0 −ξ(i)(k+1)(s+1−i)
0 1 · · · 0 −ξ(i)(k+2)(s+1−i)
...
...
. . .
...
...
0 0 · · · 1 −ξ(i)(p−i)(s+1−i)
0 0 · · · 0 1
 . (99)
Then,
det ei = det (Ai · ei) =
(
i∏
t=1
a(p+1−t)(s+1−t)
)
· det ei+1 , 1 ≤ i ≤ p− k − 1. (100)
Noticing that
ep−k =
p−k∏
t=1
a(p+1−t)(s+1−t) , (101)
we complete the proof of Claim I.
Proof of Claim II. Define a p× s matrix by
E := C1 + C2 + · · ·+ Cp (102)
where
Cm :=
(
m∏
t=1
a(p+1−t)(s+1−t)
)
· ΞTm · Ωm , 1 ≤ m ≤ p . (103)
One can show that PI
(
Γτ
(−→
B 1, · · · ,−→B p
))
is the determinant of a certain (p − k) × (p − k)
submatrix e of E; assume that e is formed by the αth1 , · · · , αthp−k columns and the βth1 , · · · , βthp−k
rows of E such that 1 ≤ α1 < · · · < αp−k ≤ s and 1 ≤ β1 < · · · < βp−k ≤ p.
For 1 ≤ m ≤ p, denote by Cem the submatrix of Cm formed by the βth1 , · · · , βthp−k rows.
Notice that Cem is a (p− k)× s matrix of rank 1 and that its entries are monomials divided by∏m
t=1 a(p+1−t)(s+1−t).
Write Cem =
(
η
(1)
m , · · · , η(s)m
)
as column vectors. Then,
det e =
p∑
m1=1
p∑
m2=1
· · ·
p∑
mp−k=1
det(η(α1)m1 , η
(α2)
m2
, · · · , η(αp−k)mp−k )
=
∑
1≤m1,m2, ··· ,mp−k≤p
m1,m2, ··· ,mp−k are distinct
det(η(α1)m1 , η
(α2)
m2
, · · · , η(αp−k)mp−k ) .
(104)
It is easy to verify that each term in the last line of (104) is a polynomial in
(−→
B 1, · · · ,−→B p
)
which is divided by
∏p−k
t=1 a
p−k+1−t
(p+1−t)(s+1−t).
We thus complete the proof of Claim II.
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By Claims I and II we can conclude that the rational map Jτ defined by (86) has a holomor-
phic extension over Cp(n−p). We denote the extension also by Jτ by a slight abuse of notation.
Step 2. To show that Jτ : Cp(n−p) → CPNp,n × CPN0s,p,n × · · · × CPNps,p,n is an embedding, we
make the following claims.
Claim III. For 0 ≤ k ≤ p− 1, µ = s− p+ k + 1, and 1 ≤ ν ≤ s− p+ k,
PIkµν
(
Γτ
(−→
B 1, · · · ,−→B p
))
= (−1)k(p−k) ·
(
p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t)
)
· ξ(p−k)(k+1)ν . (105)
Claim III′. For 1 ≤ k ≤ p− 1, s+ 1 ≤ µ ≤ s+ k, and ν = s+ k + 1,
PIk∗µν
(
Γτ
(−→
B 1, · · · ,−→B p
))
= (−1)k(p−k)+s+k+1−µ ·
(
p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t)
)
· ξ(p−k)(µ−s)(s−p+k+1) , (106)
PI∗k
(
Γτ
(−→
B 1, · · · ,−→B p
))
=(−1)k(p−k)+1
(
p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t)
)(
ak(s−p+k) + ξ
(p−k)
k(s−p+k+1)ξ
(p−k)
(k+1)(s−p+k)
)
.
(107)
Proof of Claims III, III′. We will sketch the proof for it is the same as in Claim I.
For the case Ikµν , we can proceed in the same way as in Claim I, and the only difference is
that in the last step (101) we have
(∏p−k
t=1 a(p+1−t)(s+1−t)
)
·ξ(p−k)(k+1)µ instead of
∏p−k
t=1 a(p+1−t)(s+1−t).
This concludes (105).
For the case Ik∗µν , let e1 be the submatrix of E (defined by (102)) formed by the (s − p +
k + 1)th, · · · , (s − 1)th, sth columns and the (ν − s)th, (k + 2)th, (k + 3)th, · · · , pth rows. Then
PIk∗µν
(
Γτ
(−→
B 1, · · · ,−→B p
))
= (−1)k(p−k)+s+k+1−ν · det e1. Compute the determinant inductively;
notice that in the last step (101) we have
(∏p−k
t=1 a(p+1−t)(s+1−t)
)
·ξ(p−k)(ν−s)(s−p+k+1). This completes
the proof of (106).
For the case I∗k , let e1 be the submatrix of E formed by the (s − p + k)th, (s − p + k +
2)th, (s − p + k + 3)th, · · · , sth columns and the kth, (k + 2)th, (k + 3)th, · · · , pth rows. Then
PI∗k = (−1)k(p−k)+1 · det e1. We can conclude (107) similarly by derive in the last step that(∏p−k
t=1 a(p+1−t)(s+1−t)
)
·
(
ak(s−p+k) + ξ
(p−k)
k(s−p+k+1) · ξ(p−k)(k+1)(s−p+k)
)
.
Applying Claims I, III, III′, we have the following expression for (fks ◦ Γτ )(
−→
B 1, · · · ,−→B p) in
terms of the homogeneous coordinates for CPNks,p,n . When 1 ≤ k ≤ p− 1,[
· · · , PI
(
Γτ (
−→
B 1, · · · ,−→B p)), · · · ]
I∈Iks,p,n
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=
[
(−1)k(p−k)
p−k∏
t
ap−k+1−t(p+1−t)(s+1−t), · · · , (−1)k(p−k)ξ
(p−k)
(k+1)(s−p+k)
p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t),
(−1)k(p−k)ξ(p−k)(k+1)(s−p+k−1)
p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t), · · · , (−1)k(p−k)ξ
(p−k)
(k+1)1
p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t),
· · ·
(−1)k(p−k)+1ξ(p−k)k(s−p+k+1)
p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t), · · · , (−1)k(p−k)+2ξ
(p−k)
(k−1)(s−p+k+1)
p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t), · · · ,
· · ·
(−1)k(p−k)+kξ(p−k)1(s−p+k+1)
p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t), · · · ,
(−1)k(p−k)+1
(
ak(s−p+k) + ξ
(p−k)
k(s−p+k+1) · ξ
(p−k)
(k+1)(s−p+k)
) p−k∏
t=1
ap−k+1−t(p+1−t)(s+1−t), · · ·
]
(108)
=
[
1, · · · , ξ(p−k)(k+1)(s−p+k), ξ(p−k)(k+1)(s−p+k−1), · · · , ξ(p−k)(k+1)1, · · · , (−1)ξ(p−k)k(s−p+k+1), · · · ,
(−1)2ξ(p−k)(k−1)(s−p+k+1), · · · , (−1)kξ(p−k)1(s−p+k+1), · · · ,−
(
ak(s−p+k) + ξ
(p−k)
k(s−p+k+1)ξ
(p−k)
(k+1)(s−p+k)
)
, · · ·
]
.
(109)
When k = 0 and s ≥ p+ 1,[
· · · , PI
(
Γτ
(−→
B 1, · · · ,−→B p
))
, · · ·
]
I∈I0s,p,n
=
[
1, · · · , ξ(p)1(s−p), ξ(p)1(s−p−1), · · · , ξ(p)11 , · · · ] . (110)
Moreover, recalling the coordinate z1s for Up defined by (80), we have that
zps
(
(e ◦ Γτ )
(−→
B 1, · · · ,−→B p
))
= aps . (111)
Then it is easy to verify that Jτ =
(
e ◦ Γτ , f 0s ◦ Γτ , · · · , fks ◦ Γτ , · · · , fps ◦ Γτ
)
is an embedding.
We complete the proof of Lemma 3.2.
Let Aτ , τ ∈ Jp, be the image of Cp(n−p) under the holomorphic map Jτ . By a slight abuse
of notation, we denote the inverse holomorphic map by (Jτ )−1 : Aτ → Cp(n−p). It is clear that
{(Aτ , (Jτ )−1)}τ∈Jp is a system of coordinate charts of R−1s,p,n(Up).
Definition 3.3. We call the above defined system of coordinate charts {(Aτ , (Jτ )−1)}τ∈Jp the
Van der Waerden representation of R−1s,p,n(Up).
Next, we will show that that the union of Aτ is R−1s,p,n(Up); hence the Van der Waerden
representation {(Aτ , (Jτ )−1)}τ∈Jp is a holomorphic atlas for R−1s,p,n(Up).
Lemma 3.4.
⋃
τ∈Jp A
τ = R−1s,p,n(Up).
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Proof of Lemma 3.4. See Appendix A.1.
We thus have the following corollary.
Corollary 3.5. R−1s,p,n(Up) is smooth.
3.2. Coordinate charts for R−1s,p,n(Ul). In this subsection, we will introduce the Van der
Waerden representation for R−1s,p,n(Ul) provided that p ≤ s. Here Ul, 0 ≤ l ≤ p, is an affine open
subset of G(p, n) defined by
Ul :=

(
Z
Y︸︷︷︸
s−p+l columns
0
I(p−l)×(p−l)
Il×l
0
X
W︸︷︷︸
(n−s−l) columns
)  (112)
and equipped with the following holomorphic coordinates.
Z :=
z11 · · · z1(s−p+l)... . . . ...
zl1 · · · zl(s−p+l)
 , X :=
x1(s+l+1) · · · x1n... . . . ...
xl(s+l+1) · · · xln
 , (113)
Y :=
y(l+1)1 · · · y(l+1)(s−p+l)... . . . ...
yp1 · · · yp(s−p+l)
 , W :=
w(l+1)(s+l+1) · · · w(l+1)n... . . . ...
wp(s+l+1) · · · wpn
 . (114)
Remark 3.6. We make the convention that, in the remainder of this paper, the open set Ul,
0 ≤ l ≤ p, is always referred to (112).
Remark 3.7. We make the convention that the matrices of dimension zero are omitted in
(112). For instance, when l = p and p = n− s, the definition of Up in (112) coincides with that
given in Section 3.1 by omitting the matrices W,X, Y and I(p−l)×(p−l). When l = 0 by omitting
matrices X,Z and Il×l in (112), we have
U0 :=
{(
Y Ip×p W
)∣∣∣∣ Y is a p× (s− p) matrix ;W is a p× (n− s) matrix} . (115)
Remark 3.8. We can adapt the Van der Waerden representation for R−1s,p,n(Ul), l = 0, p, either
from the general construction to be introduced in the following by the above convention, or
from that given in Section 3.1. For simplicity, we will not address it separately.
Remark 3.9. From the dynamic point of view, the Van der Waerden representation for
R−1s,p,n(Ul) when l = 0, p is different from that when 1 ≤ l ≤ p − 1. When l = 0, p, there
is one dilation parameter, while there are two when 1 ≤ l ≤ p− 1. In Section 4 we will discuss
this phenomenon in detail for the purpose of understanding the foliation structure on Ts,p,n.
In the following, we will construct the Van der Waerden representation for R−1s,p,n(Ul).
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For 0 ≤ l ≤ p, define an index set Jl by
Jl :=

(
i1 i2 · · · ip−l · · · ip
j1 j2 · · · jp−l · · · jp
) l + 1 ≤ ik ≤ p for 1 ≤ k ≤ p− l ;1 ≤ ik ≤ l for p− l + 1 ≤ k ≤ p ;
s+ l + 1 ≤ jk ≤ n for 1 ≤ k ≤ p− l ;
1 ≤ jk ≤ s− p+ l for p− l + 1 ≤ k ≤ p ;
ik1 6= ik2 and jk1 6= jk2 for k1 6= k2.
 . (116)
Associate each τ =
(
i1 i2 · · · ip
j1 j2 · · · jp
)
∈ Jl with a complex Euclidean space Cp(n−p) equipped
with holomorphic coordinates
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
)
defined as follows.
X˜ :=
x1(s+l+1) · · · x1n... . . . ...
xl(s+l+1) · · · xln
 and Y˜ :=
y(l+1)1 · · · y(l+1)(s−p+l)... . . . ...
yp1 · · · yp(s−p+l)
 ; (117)
for 1 ≤ k ≤ p− l,
−→
B k :=
(
bikjk , ξ
(k)
ik(s+l+1)
, ξ
(k)
ik(s+l+2)
, · · · , ξ̂(k)ikj1 , · · · , ξ̂
(k)
ikj2
, · · · , ξ̂(k)ikjk , · · · , ξ
(k)
ikn
,
ξ
(k)
(l+1)jk
, ξ
(k)
(l+2)jk
, · · · , ξ̂(k)i1jk , · · · , ξ̂
(k)
i2jk
, · · · , ξ̂(k)ikjk , · · · , ξ
(k)
pjk
)
;
(118)
for p− l + 1 ≤ k ≤ p,
−→
B k :=
(
aikjk , ξ
(k)
ik1
, ξ
(k)
ik2
, · · · , ̂ξ(k)ikjp−l+1 , · · · ,
̂
ξ
(k)
ikjp−l+2 , · · · , ξ̂
(k)
ikjk
, · · · , ξ(k)ik(s−p+l),
ξ
(k)
1jk
, ξ
(k)
2jk
, · · · , ̂ξ(k)ip−l+1jk , · · · ,
̂
ξ
(k)
ip−l+2jk , · · · , · · · , ξ̂
(k)
ikjk
, · · · , ξ(k)ljk
)
.
(119)
Define a holomorphic map Γτl : Cp(n−p) → Ul by
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
)
:=
p∑
k=p−l+1
(
k∏
t=p−l+1
aitjt
)
· ΞTk · Ωk 0l×(p−l) Il×l X˜
Y˜ I(p−l)×(p−l) 0(p−l)×l
p−l∑
k=1
(
k∏
t=1
bitjt
)
· ΞTk · Ωk
 . (120)
where Ξk and Ωk are defined as follows. For 1 ≤ k ≤ p− l, Ξk :=
(
vkl+1, · · · , vkp
)
where
vkt =
 ξ
(k)
tjk
t ∈ {l + 1, l + 2, · · · , p}\{i1, i2, · · · , ik}
0 t ∈ {i1, i2, · · · , ik−1}
1 t = ik
, (121)
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and Ωk :=
(
wks+l+1, · · · , wkn
)
where
wkt =
 ξ
(k)
ikt
t ∈ {s+ l + 1, s+ l + 2, · · · , n}\{j1, j2, · · · , jk}
0 t ∈ {j1, j2, · · · , jk−1}
1 t = jk
. (122)
For p− l + 1 ≤ k ≤ p, Ξk :=
(
vk1 , · · · , vkl
)
where
vkt =
 ξ
(k)
tjk
t ∈ {1, 2, · · · , l}\{ip−l+1, ip−l+2, · · · , ik}
0 t ∈ {ip−l+1, ip−l+2, · · · , ik−1}
1 t = ik
, (123)
and Ωk :=
(
wk1 , · · · , wks−p+l
)
where
wkt =
 ξ
(k)
ikt
t ∈ {1, 2, · · · , s− p+ l}\{jp−l+1, jp−l+2, · · · , jk}
0 t ∈ {jp−l+1, jp−l+2, · · · , jk−1}
1 t = jk
. (124)
We can define a rational map Jτl : Cp(n−p) 99K CPNp,n × CPN
0
s,p,n × · · · × CPNps,p,n by
Jτl := Ks,p,n ◦ Γτl . (125)
Example 3.10. Let X = G(4, 8), l = 2, and τ =
(
3 4 1 2
7 8 1 2
)
∈ J2. The holomorphic
coordinates
(
X˜, Y˜ ,
−→
B 1,
−→
B 2,
−→
B 3,
−→
B 4
)
of C16 are
X˜ = (x17, x18, x27, x28) , Y˜ = (y31, y32, y41, y42) ,
−→
B 1 =
(
b37, ξ
(1)
38 , ξ
(1)
47
)
,
−→
B 2 = (b48) , B
3 =
(
a11, ξ
(3)
12 , ξ
(3)
21
)
,
−→
B 4 = (a22) .
(126)
The holomorphic map Γτ2 : C16 → U2 is given by Γτ
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B 4
)
=
a11 a1 · ξ(3)12 0 0 1 0 x17 x18
a11 · ξ(3)21 a11 · (ξ(3)12 · ξ(3)21 + a22) 0 0 0 1 x27 x28
y31 y32 1 0 0 0 b37 b37 · ξ(1)38
y41 y42 0 1 0 0 b37 · ξ(1)47 b37 · (ξ(1)47 · ξ(1)38 + b48)
 . (127)
Similarly to Lemma 3.2, we have the following key lemma.
Lemma 3.11. The rational map Jτl defined by (125) is a holomorphic embedding of Cp(n−p).
Proof of Lemma 3.11. Without loss of generality, we can assume that
τ =
(
l + 1 l + 2 · · · p l l − 1 · · · 1
s+ l + 1 s+ l + 2 · · · s+ p s− p+ l s− p+ l − 1 · · · s− p+ 1
)
. (128)
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Claim I. Assume that 0 ≤ k ≤ p. Let Ik ∈ Iks,p,n be defined by (91). Then,
PIk
(
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
))
=

(−1)k(p−k) when k = l
(−1)k(p−k) ·
l−k∏
t=1
al−k+1−t(l+1−t)(s−p+l+1−t) when k < l
(−1)k(p−k) ·
k−l∏
t=1
bk−l+1−t(l+t)(s+l+t) when k > l
. (129)
Claim II. For each I ∈ Iks,p,n, 0 ≤ k ≤ p, there is a polynomial QI in variables
(
X˜, Y˜ ,
−→
B 1, · · · ,
−→
B p
)
such that
PI
(
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
))
= PIk
(
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
))
·QI
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
)
. (130)
Proof of Claims I, II. We can conclude Claim I in a similar way as Lemma 3.2 by applying
Gaussian elimination.
When k = l, Claim II holds trivially. We hence assume that k 6= l in the following. Define
E1 :=
p−l∑
k=1
(
k∏
t=1
bitjt
)
· ΞTk · Ωk and E2 :=
p∑
k=p−l+1
(
k∏
t=p−l+1
aitjt
)
· ΞTk · Ωk . (131)
It is easy to verify that PI , I ∈ Iks,p,n, can be expanded as
PI
(
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
))
=
∑
finitely many indices a
aa
(
X˜, Y˜
)
·Ha
(−→
B 1, · · · ,−→B p
)
(132)
such that the following holds.
(a). aa is a polynomial in variables X˜ and Y˜ .
(b). Ha
(−→
B 1, · · · ,−→B p
)
is a product of the determinants of a certain submatrix ea1 of E1 and
a certain submatrix ea2 of E2 .
(c). When k > l, ea1 is of rank at least k − l; when k < l, ea2 is of rank at least l − k.
Then by Gaussian elimination, we can prove (130) in the same way as Claim II in Lemma 3.2.
We complete the proof.
Applying Claims I and II, we can conclude that the rational map Jτl extends to a holomorphic
map from Cp(n−p) to CPNp,n × CPN0s,p,n × · · · × CPNps,p,n in the same way as Lemma 3.2.
Next we will show that Jτl is an embedding.
Claim III. For 0 ≤ k ≤ l − 1, µ = s − p + k + 1, and 1 ≤ ν ≤ s − p + k, let Ikµν ∈ Iks,p,n be
defined by (93). Then,
PIkµν
(
Γτl
(
X˜, Y˜ , · · · ,−→B p
))
= (−1)k(p−k)
(
l−k∏
t=1
al−k+1−t(l+1−t)(s−p+l+1−t)
)
ξ
(p−k)
(k+1)ν . (133)
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Claim III′. For 1 ≤ k ≤ l − 1, s + 1 ≤ µ ≤ s + k, and ν = s + k + 1, let Ik∗µν , I∗k ∈ Iks,p,n be
defined by (94) and (92) respectively. Then,
PIk∗µν
(
Γτl
(
X˜, Y˜ , · · · ,−→B p
))
= (−1)k(p−k)+s+k+1−µ
(
l−k∏
t=1
al−k+1−t(l+1−t)(s−p+l+1−t)
)
ξ
(p−k)
(µ−s)(s−p+k+1) , (134)
PI∗k
(
Γτl
(
X˜, Y˜ , · · · ,−→B p
))
= (−1)k(p−k)+1
(
l−k∏
t=1
al−k+1−t(l+1−t)(s−p+l+1−t)
)
·
(
ak(s−p+k) + ξ
(p−k)
(k+1)(s−p+k) · ξ(p−k)k(s−p+k+1)
)
.
(135)
Claim III′′. For l + 1 ≤ k ≤ p, µ = s+ k, and s+ k + 1 ≤ ν ≤ n,
PIk∗µν
(
Γτl
(
X˜, Y˜ , · · · ,−→B p
))
= (−1)k(p−k)
(
k−l∏
t=1
bk−l+1−t(l+t)(s+l+t)
)
ξ
(k−l)
kν . (136)
Claim III′′′. For l + 1 ≤ k ≤ p− 1, s− p+ k + 1 ≤ µ ≤ s, and ν = s− p+ k,
PIkµν
(
Γτl
(
X˜, Y˜ , · · · ,−→B p
))
= (−1)k(p−k)+µ−s+p−k
(
k−l∏
t=1
bk−l+1−t(l+t)(s+l+t)
)
ξ
(k−l)
(µ−s+p)(s+k) , (137)
PI∗k
(
Γτl
(
X˜, Y˜ , · · · ,−→B p
))
= (−1)k(p−k)+1
(
k−l∏
t=1
bk−l+1−t(l+t)(s+l+t)
)
·
(
b(k+1)(s+k+1) + ξ
(k−l)
k(s+k+1) · ξ(k−l)(k+1)(s+k)
)
.
(138)
Claim III′′′′. For k = l, s− p+ k + 1 ≤ µ ≤ s, and 1 ≤ ν ≤ s− p+ k,
PIkµν
(
Γτl
(
X˜, Y˜ , · · · ,−→B p
))
= (−1)k(p−k)+µ−s+p−ly(µ−s+p)ν . (139)
For k = l, s+ 1 ≤ µ ≤ s+ k, and s+ k + 1 ≤ ν ≤ n,
PIk∗µν
(
Γτl
(
X˜, Y˜ , · · · ,−→B p
))
= (−1)k(p−k)+µ−s−lx(µ−s)ν . (140)
Proof of Claims III, III′, III′′, III′′′, and III′′′′. The proof is the same as that of Claim III
in Lemma 3.2. We omit it here for simplicity.
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Thanks to (129), (133), (134), (136), (137), (138), we can write the rational map
(
fks ◦ Γτl
)
in terms of the homogeneous coordinates for CPNks,p,n as follows. When 1 ≤ k ≤ l − 1,[
· · · , PI
(
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
))
, · · ·
]
I∈Iks,p,n
=
[
1, · · · , ξ(p−k)(k+1)1, ξ(p−k)(k+1)2, · · · , ξ(p−k)(k+1)(s−p+k), · · · ,
· · · , (−1)k · ξ(p−k)1(s−p+k+1), (−1)k−1 · ξ(p−k)2(s−p+k+1), · · · , (−1) · ξ(p−k)k(s−p+k+1), · · · ,
· · · , (−1) ·
(
ak(s−p+k) + ξ
(p−k)
(k+1)(s−p+k) · ξ(p−k)k(s−p+k+1)
)
, · · ·
]
;
(141)
when k = l,[
· · · , PI
(
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
))
, · · · ]
I∈Iks,p,n
=
[
1, · · · ,−y(l+1)1, · · · ,−y(l+1)(s−p+l), (−1)2y(l+2)1, · · · , (−1)2y(l+2)(s−p+l), · · · , (−1)p−lyp1, · · · ,
(−1)p−lyp(s−p+l), · · · , (−1)l−1x1(s+l+1), · · · , (−1)l−1x1n, · · · , (−1)l−2x2(s+l+1), · · · ,
(−1)l−2x2n, · · · , (−1)0xl(s+l+1), · · · , (−1)0xln, · · ·
]
;
(142)
when l + 1 ≤ k ≤ p− 1,[
· · · , PI
(
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
))
, · · · ]
I∈Iks,p,n
=
[
1, · · · , ξ(k−l)k(s+k+1), ξ(k−l)k(s+k+2), · · · , ξ(k−l)kn , · · · ,
· · · , (−1) · ξ(k−l)(k+1)(s+k), (−1)2 · ξ(k−l)(k+2)(s+k), · · · , (−1)p−k · ξ(k−l)p(s+k), · · · ,
· · · , (−1) ·
(
b(k+1)(s+k+1) + ξ
(k−l)
k(s+k+1) · ξ(k−l)(k+1)(s+k)
)
, · · ·
]
.
(143)
When k = 0 and s ≥ p+ 1,[
· · · , PI
(
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
))
, · · ·
]
I∈Iks,p,n
=
[
1, · · · , ξ(p)11 , ξ(p)12 , · · · , ξ(p)1(s−p), · · ·
]
; (144)
when k = p and n− s ≥ p+ 1,[
· · · , PI
(
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
))
, · · ·
]
I∈Ips,p,n
=
[
1, · · · , ξ(p−l)p(s+p+1), ξ(p−l)p(s+p+2), · · · , ξ(p−l)pn , · · ·
]
.
(145)
CANONICAL BLOW-UPS OF GRASSMANN MANIFOLDS 33
Recalling the affine coordinates zl(s−p+l) and w(l+1)(s+l+1) for Ul in (113), we have that
zl(s−p+l)
(
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
))
= al(s−p+l) ,
w(l+1)(s+l+1)
(
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B p
))
= b(l+1)(s+l+1) .
(146)
Therefore, the holomorphic map Jτl = Ks,p,n ◦ Γτl is an embedding. This completes the proof
of Lemma 3.11.
Let Aτ , τ ∈ Jl, be the image of Cp(n−p) under the holomorphic map Jτl . By a slight abuse
of notation, we denote the inverse holomorphic map by (Jτl )
−1 : Aτ → Cp(n−p). It is clear that
{(Aτ , (Jτl )−1)}τ∈Jp is a system of coordinate charts of R−1s,p,n(Ul).
Definition 3.12. We call the above defined system of coordinate charts {(Aτ , (Jτl )−1)}τ∈Jl the
Van der Waerden representation of R−1s,p,n(Ul).
Similarly, we will show that the union of Aτ is R−1s,p,n(Ul); hence the Van der Waerden repre-
sentation {(Aτ , (Jτl )−1)}τ∈Jl is a holomorphic atlas for R−1s,p,n(Ul).
Lemma 3.13.
⋃
τ∈Jl A
τ = R−1s,p,n(Ul).
Proof of Lemma 3.13. See Appendix A.2.
3.3. The case n− s < p. In this subsection, we will introduce the Van der Waerden represen-
tation for R−1s,p,n(Ul) when n − s < p < s, where Ul, 0 ≤ l ≤ n − s, is an affine open subset of
G(p, n) defined by (112). Since the proof is the same as in Section 3.2, we omit it here.
For 0 ≤ l ≤ n− s, define an index set Jl by
(
i1 · · · in−s
j1 · · · jn−s
) (in−s−l+1, in−s−l+2, · · · , in−s) is a permutation of (1, 2, · · · , l) ;
(j1, · · · , jn−s−l) is a permutations of (s+ l + 1, s+ l + 2, · · · , n) ;
1 ≤ jt ≤ s− p+ l for n− s− l + 1 ≤ t ≤ n− s , jt1 6= jt2 for t1 6= t2 ;
l + 1 ≤ it ≤ p for 1 ≤ t ≤ n− s− l , it1 6= it2 for t1 6= t2
 . (147)
Associate each τ =
(
i1 i2 · · · in−s
j1 j2 · · · jn−s
)
∈ Jl with a complex Euclidean space Cp(n−p) equipped
with the holomorphic coordinates
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B n−s
)
defined as follows.
X˜ :=
x1(s+l+1) · · · x1n... . . . ...
xl(s+l+1) · · · xln
 and Y˜ :=
y(l+1)1 · · · y(l+1)(s−p+l)... . . . ...
yp1 · · · yp(s−p+l)
 ; (148)
for 1 ≤ k ≤ n− s− l,
−→
B k :=
(
aikjk , ξ
(k)
ik(s+l+1)
, ξ
(k)
ik(s+l+2)
, · · · , ξ̂(k)ikj1 , · · · , ξ̂
(k)
ikj2
, · · · , ξ̂(k)ikjk , · · · , ξ
(k)
ikn
,
ξ
(k)
(l+1)jk
, ξ
(k)
(l+2)jk
, · · · , ξ̂(k)i1jk , · · · , ξ̂
(k)
i2jk
, · · · , · · · , ξ̂(k)ikjk , · · · , ξ
(k)
pjk
)
;
(149)
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for n− s− l + 1 ≤ k ≤ n− s,
−→
B k :=
(
aikjk , ξ
(k)
ik1
, ξ
(k)
ik2
, · · · , ̂ξ(k)ikjn−s−l+1 , · · · ,
̂
ξ
(k)
ikjn−s−l+2 , · · · , ξ̂
(k)
ikjk
, · · · , ξ(k)ik(s−p+l),
ξ
(k)
1jk
, ξ
(k)
2jk
, · · · , ̂ξ(k)in−s−l+1jk , · · · ,
̂
ξ
(k)
in−s−l+2jk , · · · , · · · , ξ̂
(k)
ikjk
, · · · , ξ(k)ljk
)
.
(150)
Define a holomorphic map Γτl : Cp(n−p) → Ul by
Γτl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B n−s
)
:=
n−s∑
k=n−s−l+1
(
k∏
t=n−s−l+1
aitjt
)
· ΞTk · Ωk 0l×(p−l) Il×l X˜
Y˜ I(p−l)×(p−l) 0(p−l)×l
n−s−l∑
k=1
(
k∏
t=1
bitjt
)
· ΞTk · Ωk
 . (151)
where Ξk and Ωk are defined as follows. For 1 ≤ k ≤ n− s− l, Ξk :=
(
vkl+1, · · · , vkp
)
where
vkt =
 ξ
(k)
tjk
t ∈ {l + 1, l + 2, · · · , p}\{i1, i2, · · · , ik}
0 t ∈ {i1, i2, · · · , ik−1}
1 t = ik
, (152)
and Ωk :=
(
wks+l+1, · · · , wkn
)
where
wkt =
 ξ
(k)
ikt
t ∈ {s+ l + 1, s+ l + 2, · · · , n}\{j1, j2, · · · , jk}
0 t ∈ {j1, j2, · · · , jk−1}
1 t = jk
. (153)
For n− s− l + 1 ≤ k ≤ n− s, Ξk :=
(
vk1 , · · · , vkl
)
where
vkt =
 ξ
(k)
tjk
t ∈ {1, 2, · · · , l}\{in−s−l+1, in−s−l+2, · · · , ik}
0 t ∈ {in−s−l+1, in−s−l+2, · · · , ik−1}
1 t = ik
, (154)
and Ωk :=
(
wk1 , · · · , wks−p+l
)
where
wkt =
 ξ
(k)
ikt
t ∈ {1, 2, · · · , s− p+ l}\{jn−s−l+1, jn−s−l+2, · · · , jk}
0 t ∈ {jn−s−l+1, jn−s−l+2, · · · , jk−1}
1 t = jk
. (155)
We can define a holomorphic embedding Jτl : Cp(n−p) → CPNp,n ×CPN
0
s,p,n ×· · ·×CPNps,p,n by
Jτl := Ks,p,n ◦ Γτl . (156)
Let Aτ be the image of Cp(n−p) under Jτl . Moreover, we can show that {(Aτ , (Jτ )−1)}τ∈Jl is a
holomorphic atlas for R−1s,p,n(Ul), 0 ≤ l ≤ n− s, similarly to Section 3.2.
We end up this section by showing that Ts,p,n is smooth.
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Proof of Proposition 1.3. By Remark 1.7 we can assume that 2p ≤ n 6= 2s. Let S be the
set of the singular points of Ts,p,n. Suppose that S is non-empty. Since S is invariant under the
GL(s,C)×GL(n− s,C)-action, we can conclude that
S
⋂( r⋃
l=0
R−1s,p,n(Ul)
)
6= ∅ (157)
where r = min{p, n − s}. However, R−1s,p,n(Ul), 0 ≤ l ≤ r is smooth by the Van der Waerden
representation constructed in Sections 3.2, 3.3. This is a a contradiction.
We thus complete the proof of Proposition 1.3.
4. Foliation on Ts,p,n
In this section, we recall the Bia lynicki-Birula decomposition ([Bi]), and then study dynamic
behavior of the C∗-actions ψs,p,n and Ψs,p,n on G(p, n) and Ts,p,n respectively (see Section 2.2
for the definition of ψs,p,n and Ψs,p,n).
Without loss of generality, we may assume that 2p ≤ n ≤ 2s.
4.1. The Bia lynicki-Birula decomposition. Recall the following notation in [Bi]. Let V be
a C∗-module. Denote by V0 the C∗-submodule composed of all vectors v ∈ V such that λv = v
for λ ∈ C∗; denote by V + (resp. V −) the C∗-submodule spanned by all vectors v ∈ V such
that for λ ∈ C∗ the image of v under λ equals λmV , for some positive integer m (resp. negative
integer m). It follows from the above that then V = V 0 ⊕ V + ⊕ V −.
We state the Bia lynicki-Birula decomposition theorem over C as follows.
Theorem 4.1 ([Bi], Theorems 4.1, 4.2, 4.3). Let X be a complete smooth complex manifold
with an algebraic action of C∗. Denote by X C∗ the set of the fixed points of X under the C∗-
action; let X C∗ = ⋃rl=0(X C∗)l be the decomposition of X C∗ into connected components. Then,
there exists a unique locally closed C∗-invariant decomposition of X ,
X =
r⊔
l=0
(X+)l
(
resp. X =
r⊔
l=0
(X−)l
)
(158)
and morphisms γ+l : X+l → (X C
∗
)l (resp. γ
−
l : X−l → (X C
∗
)l), 0 ≤ l ≤ r, such that the following
holds.
(a). X+l and X−l are smooth complex manifolds. (X C
∗
)l is a closed complex submanifold of
X+l and X−l . X+l ∩ X−l = (X C
∗
)l.
(b). γ±l is a C∗-fibration over (X C
∗
)l such that γ
±
l
∣∣(X C∗)l is the identity and (X±l )C∗ =
(X C∗)l.
(c). For each a ∈ (X C∗)l, the tangent space Ta(X±l ) = Ta(X )0 ⊕ Ta(X )±, and the dimension
of the fibration γ±l equals dimTa(X )±.
We call X+l (resp. X−l ), 0 ≤ l ≤ r, a stable (resp. unstable) manifold of X with respect to the
C∗-action.
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Definition 4.2. We say that (X C∗)l has p positive directions (resp. n negative directions) if
there is a point a ∈ (X C∗)l such that dimTa(X )+ = p (resp. dimTa(X )− = n). The definition
is independent of the choice of the point a by Theorem 4.1.
Definition 4.3 ([BS]). We call X C∗l a source (resp. sink) if it has no negative direction (resp.
positive direction). By the Bia lynicki-Birula decomposition X has exact one source and one
sink.
Definition 4.4. Define a function Λ+ : X → X C∗ (resp. Λ− : X → X C∗) by
Λ+(x) = lim
t→0
t · x (resp. Λ−(x) = lim
t→∞
t · x). (159)
Call a component (X C∗)i lower than a component (X C∗)j if i 6= j and there is a point x ∈ X
such that
Λ+(x) ∈ (X C∗)i and Λ−(x) ∈ (X C∗)j ; (160)
write (X C∗)i < (X C∗)j.
In what follows, we will derive an explicit Bia lynicki-Birula decomposition for Grassmann
manifolds G(p, n). Define an integer r by
r = min {s, n− s, p, n− p} . (161)
For 0 ≤ l ≤ r, define subsets V(p−l,l), V+(p−l,l) and V−(p−l,l) of G(p, n) in matrix representatives by
V(p−l,l) :=
{(
0 X
Y 0
)∣∣∣∣ X is an l × (n− s) matrix of rank l ;Y is a (p− l)× s matrix of rank (p− l)} , (162)
and
V+(p−l,l) :=
{(
0 X
Y W
)∣∣∣∣ X is an l × (n− s) matrix of rank l ;Y is a (p− l)× s matrix of rank (p− l)} ,
V−(p−l,l) :=
{(
Z X
Y 0
)∣∣∣∣ X is an l × (n− s) matrix of rank l ;Y is a (p− l)× s matrix of rank (p− l)} . (163)
Lemma 4.5. Let ψs,p,n be the C∗-action on G(p, n) defined in Section 2.2. Then the connected
components of the set of the fixed points of G(p, n) under ψs,p,n are
V(p,0),V(p−1,1), · · · ,V(p−r,r) . (164)
The corresponding stable (resp. unstable) manifolds are
V+(p,0),V+(p−1,1), · · · ,V+(p−r,r) (resp. V−(p,0),V−(p−1,1), · · · ,V−(p−r,r) ) . (165)
Moreover, for 0 ≤ l ≤ r,
V+(p−l,l) \ V+(p−l,l) =
r⊔
k=l+1
V+(p−k,k) and V−(p−l,l) \ V−(p−l,l) =
l−1⊔
k=0
V−(p−k,k) , (166)
where V±(p−l,l) is the Zariski closure of V±(p−l,l).
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Proof of Lemma 4.5. For simplicity, we only prove for the case p ≤ n − s since the proof
when n− s < p is the same.
It is clear that the point of V(p−l,l), 0 ≤ l ≤ r, is fixed by ψs,p,n. In the following, we will
show that each fixed point x ∈ G(p, n) of ψs,p,n belongs a certain V(p−l,l).
Let x˜ be a matrix representative of x such that
x˜ =
(
Y˜ X˜
)
(167)
where Y˜ is a p× s matrix of rank p− l for a certain 0 ≤ l ≤ p.
If l = p, Y˜ is a zero matrix and hence x ∈ V(0,p). If l ≤ p − 1, by a certain GL(p,C)-action
from left we can assume that
x˜ =
(
0 X
Y W
)
(168)
where X is a l × (n − s) matrix of rank l and Y is a (p − l) × s matrix of rank p − l. Since
ψs,p,n(λ)·x = x for each λ ∈ C∗, we can conclude that W is a null matrix. Therefore x ∈ V(p−l,l).
We can verify that the submanifolds in (163) are the corresponding stable and unstable
manifolds of V(p−l,l) in the sense of Theorem 4.1, where the fibration is given by projecting W
and Z to null matrices.
Decomposing V(p−k,k) into Schubert cells, we can show that (166) holds.
We conclude Lemma 4.5.
Remark 4.6. The integer r defined in (161) coincides with the rank r of Ts,p,n defined in
Definition 1.15. We make the convention that in the remainder of the paper r is always taken
to be the rank of Ts,p,n.
Remark 4.7. According to Definition 4.3, V(p,0) is the source and V(p−r,r) is the sink. It is clear
that
V(p,0) < V(p−1,1) < · · · < V(p−l,l) < · · · < V(p−r+1,r−1) < V(p−r,r). (169)
Recall that the C∗-action ψs,p,n(λ), λ ∈ C∗, induces a family of biholomorphisms of G(p, n).
We can derive a holomorphic vector field es,p,n on G(p, n) by taking the differential of ψs,p,n(λ)
with respect to λ ∈ C∗ at λ = 1.
We have the following normal form of the vector field es,p,n near fixed points.
Lemma 4.8. For each a ∈ V(p−l,l), 0 ≤ l ≤ r, there is a holomorphic coordinate chart for a
certain neighborhood of a such that es,p,n takes the following form in the corresponding local
coordinates.
es,p,n = −
l∑
i=1
s−p+l∑
j=1
zij
∂
∂zij
+
p∑
i=l+1
n∑
j=s+l+1
wij
∂
∂wij
. (170)
Proof of Lemma 4.8. Without loss of generality, we can assume that a ∈ Ul where Ul
is defined by (112). It is clear that ψs,p,n(λ) takes the following form in terms of the local
coordinates defined in (113).
ψs,p,n(λ)
((
Z 0 Il×l X
Y I(p−l)×(p−l) 0 W
))
=
((
1
λ
· Z 0 Il×l X
Y I(p−l)×(p−l) 0 λ ·W
))
. (171)
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Taking the differential with respect to λ at λ = 1, we conclude Lemma 4.8.
Since the C∗-action Ψs,p,n(λ) induces a family of biholomorphisms of Ts,p,n as well, we can
define a vector field Es,p,n on Ts,p,n by taking the differential of Ψs,p,n(λ) at λ = 1.
We have the following explicit Bia lynicki-Birula decomposition for Ts,p,n.
Lemma 4.9. There are r + 1 connected components D(p−l,l), 0 ≤ l ≤ r, of the set of the fixed
points of Ts,p,n under the C∗-action Ψs,p,n, such that the following holds.
(a). Rs,p,n(D(p−l,l)) = (V(p−l,l)), 0 ≤ l ≤ r.
(b). D(p,0) and D(p−r,r) are smooth divisors of Ts,p,n. For 1 ≤ l ≤ r − 1, D(p−l,l) is a closed
complex manifold of codimension two in Ts,p,n.
(c). Denote the corresponding stable (resp. unstable) manifolds by D+(p−l,l) (resp. D−(p−l,l)).
Then for 0 ≤ l ≤ r,
D+(p−l,l) \D+(p−l,l) =
r⊔
k=l+1
D+(p−k,k) and D−(p−l,l) \D−(p−l,l) =
l−1⊔
k=0
D−(p−k,k) , (172)
(d). The vector field Es,p,n takes the following form near the fixed points.
(i) For each point a ∈ D(p,0), there is a holomorphic coordinate chart with coordinates
(b, · · · ), such that a = (0, 0, · · · , 0) and
Es,p,n = b
∂
∂b
. (173)
(ii) For each point a ∈ D(p−l,l), 1 ≤ l ≤ r − 1, there is a holomorphic coordinate chart
with coordinates (b, a, · · · ), such that a = (0, 0, · · · , 0) and
Es,p,n = −a ∂
∂a
+ b
∂
∂b
. (174)
(iii) For each point a ∈ D(p−r,r), there is a holomorphic coordinate chart with coordinates
(a, · · · ), such that a = (0, 0, · · · , 0) and
Es,p,n = −a ∂
∂a
. (175)
Proof of Lemma 4.9. For 0 ≤ l ≤ r, let {(Aτ , (Jτl )−1)}τ∈Jl be the Van der Waerden repre-
sentation of R−1s,p,n(Ul) where Ul ⊂ G(p, n) is defined by (112).
For each local coordinate chart (Aτ , (Jτl )
−1), τ ∈ Jl, the C∗-action Ψs,p,n(λ) takes the following
form, in terms of the holomorphic coordinates
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B r
)
defined by (117), (118),
(119) (or (148), (149), (150) when n− s < p). When 1 ≤ l ≤ r − 1,
Ψs,p,n(λ)
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B r
)
=
(
1
λ
· air−l+1jr−l+1 , λ · bi1j1 , ξ(1)i1(s+l+1), · · · , ξ̂
(1)
i1j1
, · · · , ξ(1)i1n,
ξ
(1)
(l+1)j1
, · · · , ξ̂(1)i1j1 , · · · , ξ(1)pj1 , ξ(r−l+1)ir−l+11 , · · · ,
̂
ξ
(p−l+1)
ir−l+1jr−l+1 , · · · , ξ
(r−l+1)
ir−l+1(s−p+l),
ξ
(r−l+1)
1jr−l+1 , · · · ,
̂
ξ
(r−l+1)
ir−l+1jr−l+1 , · · · , ξ
(r−l+1)
ljr−l+1 , X˜, Y˜ ,
−→
B 2, · · · ,−→B r−l,−→B r−l+2, · · · ,−→B r
)
.
(176)
CANONICAL BLOW-UPS OF GRASSMANN MANIFOLDS 39
That is, Ψs,p,n dilates air−l+1jr−l+1 and biij1 by
1
λ
and λ respectively. Similarly, when l = 0, Ψs,p,n
dilates biij1 by λ. When l = r, Ψs,p,n dilates air−l+1jr−l+1 by
1
λ
.
Applying the GL(s,C)×GL(n− s,C) of Ts,p,n, Lemma 4.9 follows similarly to Lemmas 4.5
and 4.8.
We introduce certain important divisors of Ts,p,n in the following.
Definition 4.10. For 1 ≤ k ≤ r, denote by D−k (resp. D+k ) the Zariski closure of the unstable
(resp. stable) manifold D−(p−k+1,k−1)
(
resp. D+(p−r+k−1,r−k+1)
)
of Ts,p,n.
Remark 4.11. It is clear that D−1 = D(p,0) and D+1 = D(p−r,r). We call D−1 and D+1 the source
and the sink respectively according to Definition 4.3.
Lemma 4.12. D+1 , D
+
2 , · · · , D+r , D−1 , D−2 , · · · , D−r are distinct smooth divisors of Ts,p,n. The
following divisor is simple normal crossing.
D+1 +D
+
2 + · · ·+D+r +D−1 +D−2 + · · ·+D−r . (177)
Proof of Lemma 4.12. Let (Aτ , (Jτl )
−1) be an arbitrary holomorphic coordinate chart in the
Van der Waerden representation where 0 ≤ l ≤ r and τ =
(
i1 i2 · · · ip−l · · · ip
j1 j2 · · · jp−l · · · jp
)
∈ Jl.
Combining Lemma 4.5 and Property (a) in Lemma 4.9, we can determine the stable and
unstable manifolds explicitly as follows.
D+k
⋂
Aτ = {aikjk = 0} when r − l + 1 ≤ k ≤ r ;D+k
⋂
Aτ = ∅ when 1 ≤ k ≤ r − l .
D−k
⋂
Aτ =
{
bik−ljk−l = 0
}
when l + 1 ≤ k ≤ r ;D−k
⋂
Aτ = ∅ , when 1 ≤ k ≤ l .
(178)
Applying the GL(s,C)×GL(n− s,C)-action of Ts,p,n, Lemma 4.12 follows.
4.2. Properties of the exceptional divisor. In this subsection we will relate the divisors
D±k to the exceptional divisor of the canonical blow-up Rs,p,n : Ts,p,n → G(p, n).
We characterize the center of Rs,p,n as follows. Let Sk ⊂ G(p, n) be the subscheme in Defi-
nition 2.1, and V±(p−k−1,k+1) the Zariski closure of V±(p−k−1,k+1) in G(p, n). Under the convention
that V+(p−r−1,r+1) = V−(p+1,−1) = ∅, we have that
Lemma 4.13. For 0 ≤ k ≤ r, Sk is the scheme-theoretic union of V+(p−k−1,k+1) and V−(p−k+1,k−1).
Proof of Lemma 4.13. It is clear that V+(p−k−1,k+1) and V−(p−k+1,k−1) are Schubert cycles.
Therefore, we can conclude by Theorem 1.4 in [BV] that the ideal sheaf of V+(p−k−1,k+1) in
G(p, n)
(
resp. V−(p−k+1,k−1) in G(p, n)
)
is generated by
PL+k :=
⋃
0≤j≤k
{
PI
∣∣I ∈ Ijs,p,n}
(
resp. PL−k :=
⋃
k≤j≤r
{
PI
∣∣I ∈ Ijs,p,n}
)
. (179)
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It is clear that V+(p−k−1,k+1) and V−(p−k+1,k−1) are disjoint. Then, to prove Lemma 4.13, it
suffices to show that the ideal sheaf Sk of Sk coincides with the ideal sheaf generated by PL+k
(resp. PL−k ) locally near V+(p−k−1,k+1)
(
resp.V−(p−k+1,k−1)
)
.
Let x ∈ V+(p−k−1,k+1) . By Lemma 4.5, there is an integer k + 1 ≤ l ≤ r such that x ∈ V+(p−l,l).
Since the variety V+(p−k−1,k+1) and the ideal sheaf Sj, 0 ≤ j ≤ r, are invariant under the
GL(s,C)×GL(n− s,C)-action of G(p, n), we may further assume that x ∈ Ul where
Ul =
{(
Z 0 Il×l X
Y I(p−l)×(p−l) 0 W
)}
. (180)
The restriction Sj
∣∣
Ul
, 0 ≤ j ≤ k, is an ideal of the coordinate ring of Ul. Applying the Laplace
expansion repeatedly, we can show that Sj
∣∣
Ul
, 0 ≤ j ≤ k, is generated by the (l − j)× (l − j)
minors of the matrix Z in (180). Then,
Sj
∣∣
Ul
⊂ Sk
∣∣
Ul
for 0 ≤ j ≤ k . (181)
The same result holds for V+(p−k+1,k−1). We thus conclude Lemma 4.13.
Lemma 4.14. Let E be the exceptional divisor of the canonical blow-up Rs,p,n : Ts,p,n → G(p, n).
When p < s and n− s 6= p,
E = D+1 +D
+
2 + · · ·+D+r +D−1 +D−2 + · · ·+D−r ; (182)
when n− s = p < s,
E = D+1 +D
+
2 + · · ·+D+r +D−1 +D−2 + · · ·+D−r−1 ; (183)
when n− s = p = s,
E = D+1 +D
+
2 + · · ·+D+r−1 +D−1 +D−2 + · · ·+D−r−1 . (184)
Proof of Lemma 4.14. By Lemma 4.13, the support of the center of the canonical blow-up
Rs,p,n is (
r⋃
k=1
V+(p−k,k)
)⋃(r−1⋃
k=0
V−(p−k,k)
)
. (185)
Therefore, by Property (a) in Lemma 4.9 we can show that the support of E is contained in(
r⋃
k=1
D+k
)⋃( r⋃
k=1
D−k
)
. (186)
In what follows, we will compute the multiplicity of E along D±l in certain holomorphic
coordinate charts. The proof is based on a case by case argument.
Case I (p < s and n − s 6= p). Recall the iterated blow-up in Definition 2.2 with the
permutation σ := σ0 defined by
σ0(k) =
{
k + 1 when 0 ≤ k ≤ p− 1
0 when k = p
. (187)
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Restricting (33) to U0, we have that
Y 0p Y
0
p−1 · · · Y 00 U0
(gσ00 ◦ · · · ◦ gσ0p−1)−1(Sσ0(p) ∩ U0) · · · (gσ00 )−1(Sσ0(1) ∩ U0) Sσ0(0) ∩ U0
gσ0p g
σ0
p−1 g
σ0
1 g
σ0
0
(188)
where for 0 ≤ i ≤ p,
Y 0i := Y
σ0
i ∩ (gσ00 ◦ · · · ◦ gσ0i )−1(U0) ⊂ G(p, n)× CPN
0
s,p,n × · · · × CPN is,p,n . (189)
It is clear that gσ0j is an isomorphism for r ≤ j ≤ p.
For 1 ≤ k ≤ r, define an affine quasi-projective variety d−k by
d−k :=
{(
Y Ip×p W
)∣∣∣∣ Y is a p× (s− p) matrix ;W is a p× (n− s) matrix of rank k − 1
}
. (190)
Then d−k is a dense open subset of V−(p−k+1,k−1). Moreover, by the Van der Waerden represen-
tation, we can show that R−1s,p,n(d
−
k ) = D
−
k where R
−1
s,p,n(d
−
k ) is the Zariski closure of the inverse
image of d−k .
By Lemma 4.13, V−(p,0) is the center of the blow-up gσ00 ; (gσ00 ◦ · · · ◦ gσ0i )−1
(
V−(p−i,i)
)
is the
center of the blow-up gσ0i for 1 ≤ i ≤ r − 1. Notice that (gσ00 ◦ · · · ◦ gσ0k−2)−1(d−k ) ∼= d−k for
2 ≤ k ≤ r. Therefore, (gσ00 ◦ · · · ◦ gσ0k−2)−1(d−k ) is the center of the blow-up gσ0k−1 in a certain
smaller open subset of U0. Since d
−
k is smooth, we can conclude that E has multiplicity 1 along
D−k for 1 ≤ k ≤ r.
Next we will compute the multiplicity of E along D+l . Let σp be a permutation such that
σp(j) = p− j for 0 ≤ j ≤ p; consider the following iterated blow-ups by restricting (33) to Up.
Y pp Y
p
p−1 · · · Y p0 Up
(g
σp
0 ◦ · · · ◦ gσpp−1)−1(S0 ∩ Up) · · · (gσp0 )−1(Sp−1 ∩ Up) Sp ∩ Up
g
σp
p g
σp
p−1 g
σp
1 g
σp
0
(191)
where for 0 ≤ i ≤ p,
Y pi := Y
σp
i ∩ (gσp0 ◦ · · · ◦ gσpi )−1(Up) ⊂ G(p, n)× CPN
p
s,p,n × · · · × CPNp−is,p,n . (192)
For 1 ≤ k ≤ r, define an affine quasi-projective variety d+k as follows. When r = p,
d+k :=
{(
Z Ip×p X
)∣∣∣∣ X is a p× (n− s− p) matrix ;Z is a p× s matrix of rank k − 1
}
; (193)
when r = n− s < p,
d+k :=
{(
Z
Y
0
I(p−r)×(p−r)
Ir×r
0
)∣∣∣∣ Y is a (p− r)× (n− p) matrix ;Z is a r × (n− p) matrix of rank k − 1
}
. (194)
Similarly, for 1 ≤ k ≤ r we can show that d+k is a dense open subset of V+(p−r+k−1,r−k+1) ;
R−1s,p,n(d
+
k ) = D
+
k ; (g
σp
0 ◦· · ·◦gσpk−1)−1(d+k ) is the center of the blow-up gσpk in a certain smaller open
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subset of Up; (g
σp
0 ◦ · · · ◦ gσpk−1)−1(d+k ) ∼= d+k is smooth. We can conclude that E has multiplicity
1 along D+k for 1 ≤ k ≤ r.
Case II (n−s = p < s). Notice that V−(p−r+1,r−1) is a divisor of G(p, n). Therefore, the blow-up
gσ0r : Y
0
r → Y 0r−1 in (188) is trivial, and E has multiplicity 0 along D−r .
Case III (n− s = p = s). E has multiplicity 0 along D+r and D−r for V−(p−r+1,r−1) and V+(p−1,1)
are divisors of G(p, n).
We conclude Lemma 4.14.
Remark 4.15. By Corollary A.6, one can show that the center of each intermediate blow-up
in (188) or (191) is a scheme-theoretic union of a smooth submanifold and a divisor (which can
be dropped).
Denote by OG(p,n)(1) the hyperplane line bundle on G(p, n). We have that
Lemma 4.16. The Picard group Pic(Ts,p,n) of Ts,p,n is a torsion free abelian group over Z.
When p < s and p 6= n− s, Pic(Ts,p,n) has a Z-basis{
(Rs,p,n)
∗ (OG(p,n)(1)) , D+1 , · · · , D+r , D−1 , · · · , D−r } ; (195)
when p = n− s < s, Pic(Ts,p,n) has a Z-basis{
(Rs,p,n)
∗ (OG(p,n)(1)) , D+1 , · · · , D+r , D−1 , · · · , D−r−1} ; (196)
when p = s = n− s, Pic(Ts,p,n) has a Z-basis{
(Rs,p,n)
∗ (OG(p,n)(1)) , D+1 , · · · , D+r−1, D−1 , · · · , D−r−1} . (197)
Proof of Lemma 4.16. First assume that p < s and p 6= n−s. Let Z ⊂ Ts,p,n be an irreducible
divisor. If Z is contained in the exceptional divisor of Rs,p,n, then Z is a Z-linear combination
of D±j , 1 ≤ j ≤ r, by Lemma 4.14. Otherwise, the image Rs,p,n(Z) is an irreducible divisor of
G(p, n); hence Rs,p,n(Z) = h · OG(p,n)(1) for a certain positive integer h. Pulling pack Rs,p,n(Z),
we can conclude by the smoothness of Ts,p,n and G(p, n) that
R−1s,p,n (Rs,p,n(Z)) = Z + a
+
r ·D+r +
r−1∑
i=1
(
a+i ·D+i + a−r−iD−r−i
)
+ a−r ·D−r (198)
where a+1 , a
+
2 , · · · , a+r , a−1 , a−2 , · · · , a−r are positive integers.
As a conclusion, the divisors in (195) generate Pic(Ts,p,n) over Z.
Next assume the following relation in Pic(Ts,p,n).
0 = h · (Rs,p,n)∗
(OG(p,n)(1))+ a+r ·D+r + r−1∑
i=1
(
a+i ·D+i + a−r−iD−r−i
)
+ a−r ·D−r . (199)
It is clear that h = 0. Then, there is a rational function f on Ts,p,n such that
(f) = a+r ·D+r +
r−1∑
i=1
(
a+i ·D+i + a−r−iD−r−i
)
+ a−r ·D−r , (200)
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where (f) is the associated principle divisor of f . Since Ts,p,n is birational to G(p, n), f induces
a rational function f˜ on G(p, n). Notice that f˜ is regular outside the center of the blow-up
Rs,p,n which is of codimension at lest two. Therefore, f˜ extends to a holomorphic function on
G(p, n) for G(p, n) is smooth. Then f˜ must be a constant function, and hence a±i = 0 for
1 ≤ i ≤ r.
We can complete the proof for other cases in the same way.
Denote by KTs,p,n be the canonical bundle of Ts,p,n. We express KTs,p,n in terms of the
exceptional divisor and (Rs,p,n)
∗(OG(p,n)(1)) as follows.
Lemma 4.17. When r = p (p ≤ n− s),
KTs,p,n = −n · (Rs,p,n)∗(OG(p,n)(1)) +
r∑
i=1
(
(p− i+ 1)(n− s− i+ 1)− 1) ·D−i
+
r∑
i=1
(
(p− i+ 1)(s− i+ 1)− 1) ·D+i . (201)
When r = n− s (n− s ≤ p),
KTs,p,n = −n · (Rs,p,n)∗(OG(p,n)(1)) +
r∑
i=1
(
(p− i+ 1)(n− s− i+ 1)− 1) ·D−i
+
r∑
i=1
(
(n− p− i+ 1)(n− s− i+ 1)− 1) ·D+i . (202)
Proof of Lemma 4.17. For simplicity, we only prove for the case p ≤ n− s.
Recall that the canonical bundle of G(p, n) is
KG(p,n) = −n · OG(p,n)(1). (203)
We can take a rational section α of KG(p,n) as follows. α is defined in on U0 by
α = 1 · (dy11 ∧ · · · ∧ dy1(s−p)) ∧ · · · ∧ (dyi1 ∧ · · · ∧ dyi(s−p)) ∧ · · · ∧ (dyp1 ∧ · · · ∧ dyp(s−p))
∧ (dw1(s+1) ∧ · · · ∧ dw1n) ∧ · · · ∧ (dwi(s+1) ∧ · · · ∧ dwin) ∧ · · · ∧ (dwp(s+1) ∧ · · · ∧ dwpn) (204)
where the holomorphic coordinates (yij) and (wij) are defined by (113). α is defined on Ur by
α =
−1
Hn
· (dz11 ∧ · · · ∧ dz1s) ∧ · · · ∧ (dzi1 ∧ · · · ∧ dzis) ∧ · · · ∧ (dzp1 ∧ · · · ∧ dzps)
∧ (dx1(s+p+1) ∧ · · · ∧ dx1n) ∧ · · · ∧ (dxi(s+p+1) ∧ · · · ∧ dxin) ∧ · · ·
∧ (dxp(s+p+1) ∧ · · · ∧ dxpn)
(205)
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where the holomorphic coordinates (zij) and (xij) are defined by (113), and H is a polynomial
defined by a determinant
H =
∣∣∣∣∣∣∣∣
z1(s−p+1) z1(s−p+1) · · · z1(s−p+1)
z2(s−p+1) z2(s−p+1) · · · z2(s−p+1)
...
...
. . .
...
zp(s−p+1) zp(s−p+1) · · · zp(s−p+1)
∣∣∣∣∣∣∣∣ . (206)
We note that H is just a holomorphic section of OG(p,n)(1).
To prove Lemma 4.17, it suffices to compute the pull back of α under the canonical blow-up
Rs,p,n in U0 and Ur, for Ts,p,n\
(
R−1s,p,n(U0)
⋃
R−1s,p,n(Ur)
)
is of codimension at least two in Ts,p,n.
Recall that Rs,p,n is given by the maps Γ
τ
0 and Γ
τ
r defined in (120), in terms of the local
holomorphic coordinates associated with the Van der Waerden representation of R−1s,p,n(U0) and
R−1s,p,n(Ur). Substitute (120) into (204) and (205), we can conclude Lemma 4.17.
Remark 4.18. We can prove Lemma 4.17 alternatively as follows. Recall that for a blow-up
Y of a smooth complex manifold X along a smooth submanifold Z ⊂ X, we have that
KY = f
∗(KX) + (c− 1)E (207)
where E is the exceptional divisor and c is the codimension of Z in X. Consider the blow-ups
(188) and (191) for U0 and Ur respectively. By Remark 4.15, we can conclude Lemma (4.17)
by applying (207) repeatedly.
We would like to give an interesting characterization of V−(p−k,k), 1 ≤ k ≤ p. This is inspired
by the beautiful work of Hwang (see [Hw]). For simplicity, let s = n − p and a a pint of Up
such that zij(a) = 0 for 1 ≤ i ≤ p and 1 ≤ j ≤ s, where zij are the holomorphic coordinates
defined by (80).
Lemma 4.19. Let 1 ≤ k ≤ p − 1. Denote by Cka the set of smooth rational curves of G(p, n)
which pass through a and are of degree k with respect to OG(p,n)(1). Then,⋃
γ∈Cka
γ = V−(p−k,k). (208)
Proof of Lemma 4.19. By taking special smooth rational curves of degree k (for instance,
certian integral curves associated with C∗-action ψs,p,n), it is easy to verify that⋃
γ∈Cka
γ ⊃ V+(k,p−k). (209)
We prove the other direction in the following. Take a smooth rational curve γ passing
through a with degree k. We can parametrize it by γ(t) := (zij(t))1≤i≤p, 1≤j≤s = t ·W (t) where
W (t) :=
(
fij(t)
gij(t)
)
1≤i≤p, 1≤j≤s
such that fij and gij are polynomials in t and that t · fij and gij are
coprime.
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For each I = (i1, · · · , ip−l, ip−l+1, · · · , ip) ∈ Ip−ls,p,n, 0 ≤ l ≤ p, we can conclude that
PI(γ(t)) = t
l · FI(t)
GI∗(t)
, (210)
where FI(t) and GI(t) are polynomials in t such that t
l · FI(t) and GI(t) are coprime.
To prove Lemma 4.19, it suffices to show that PI(γ(t)) ≡ 0 for each I ∈ Ip−ls,p,n and k+1 ≤ l ≤ p.
Suppose that PI(γ(t)) 6≡ 0 for a certain and I∗ ∈ Ip−l∗s,p,n where k + 1 ≤ l∗ ≤ p. Choose a generic
hyperplane H ∈ CPNp,n defined by ∑
I∈Ip,n
βI · zI = 0 . (211)
Substituting (210) into (211), we have that
0 =
p∑
l=0
tl
 ∑
I∈Ils,p,n
βI · FI(t)
GI(t)
 . (212)
Under the above assumption we can arrange βI , I ∈ Ip,n, such that (212) is reduced to a
polynomial equation of degree at least k + 1. It contradicts the fact that γ has degree k with
respect to OG(p,n)(1).
5. Basic properties of Ms,p,n
In this section, we define a special subvariety Ms,p,n of Ts,p,n, and then study its geomet-
ric properties such as the existence of the moduli maps, isomorphisms, fibration structures,
invariant divisors, etc.
We assume that 2p ≤ n ≤ 2s and let r be the rank of Ts,p,n.
5.1. The definition of Ms,p,n and the existence of the flat map Ps,p,n : Ts,p,n →Ms,p,n.
Definition 5.1. Define Ms,p,n to be the source of Ts,p,n associated with the C∗-action Ψs,p,n.
Remark 5.2. Ms,p,n = D(p,0) = D−1 . In the following, we will useMs,p,n and D−1 interchange-
ably to indicate different aspects.
Proof of Proposition 1.5. This follows from Lemma 4.9.
Next, we will construct a natural flat map Ps,p,n : Ts,p,n →Ms,p,n. Define a projection map
P : Ts,p,n → CPN0s,p,n × · · · × CPN
p
s,p,n to be the restriction to Ts,p,n of the following natural
projection of the ambient space.
P˜ : CPNp,n × CPN0s,p,n × · · · × CPNps,p,n −→ CPN0s,p,n × · · · × CPNps,p,n . (213)
Lemma 5.3. P induces an embedding of Ms,p,n into CPN0s,p,n × · · · × CPN
p
s,p,n.
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Proof of Lemma 5.3. First notice that the rational map f 0s is well-defined on the source
V(p,0) and f 0s
∣∣
V(p,0) : V(p,0) → CP
N0s,p,n is an embedding. This is due to the fact that V(p,0) is
isomorphic to a sub-grassmannian G(p, s) of G(p, n), and, moreover, the sutset of the Plu¨cker
coordinate functions {PI}I∈I0s,p,n of G(p, n) is the (full) set of the Plu¨cker coordinate functions
{PI}I∈Ip,s of G(p, s).
Then the projection ofMs,p,n to CPN0s,p,n×· · ·×CPN
p
s,p,n is injective. SinceMs,p,n is smooth,
Lemma 5.3 follows. .
Lemma 5.4. The image of Ts,p,n under P is the image of Ms,p,n under P.
Proof of Lemma 5.4. It suffices to show that there is an dense open subset U of Ts,p,n such
that P(U) ⊂ P (Ms,p,n).
Consider the open subset U0 of G(p, n) and the Van der Waerden representation of R
−1
s,p,n(U0).
Let (Aτ , (Jτ0 )
−1) be a holomorphic coordinate chart in the Van der Waerden representation
where τ =
(
1 2 · · · r
s+ 1 s+ 2 · · · s+ r
)
∈ J0. Let a be an arbitrary point of Aτ with the
holomorphic coordinates
(
Y˜ (a),
−→
B 1(a), · · · ,−→B r(a)
)
. By writing down the Pu¨cker coordinate
functions explicitly, we can show that the image of a under the projection P is the same as
P (aˇ) where aˇ is a point of Ms,p,n such that
a1(s+1)(aˇ) = 0
ξ
(1)
1j (aˇ) = ξ
(1)
1j (a) , s+ 2 ≤ j ≤ n, ξ(1)i(s+1)(aˇ) = ξ(1)i(s+1)(a) , 2 ≤ i ≤ p,
Y˜ (aˇ) = Y˜ (a),
−→
B l(aˇ) =
−→
B l(a) , 2 ≤ l ≤ r.
(214)
We thus conclude Lemma 5.4. .
Denote by
Pˇ :Ms,p,n → P (Ms,p,n) (215)
the induced isomorphism of Ms,p,n to its image P (Ms,p,n) under P. Denote by
(
Pˇ
)−1
the
inverse map.
Definition 5.5. Define a map Ps,p,n : Ts,p,n →Ms,p,n by
Ps,p,n :=
(
Pˇ
)−1 ◦P. (216)
We call Ps,p,n the moduli map.
It follows from definition that
Corollary 5.6. Ps,p,n : Ts,p,n →Ms,p,n is a retraction, that is, the restriction of Ps,p,n toMs,p,n
is the identity map.
Remark 5.7. There is a geometric way to visualize the map Ps,p,n as follows. For each point
a ∈ Ts,p,n we can flow it back to the source by Λ+ (defined by (159)) through a sequence
of adjacent integral curves associated with the C∗-action Ψs,p,n. It is well-defined since each
a ∈ Ts,p,n has a unique negative direction unless it is in the source.
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Remark 5.8. We give an explicit formula of the map Ps,p,n in local coordinate charts as
follows. For each index τ =
(
i1 i2 · · · ir
j1 j2 · · · jr
)
∈ Jl, 0 ≤ l ≤ r, consider the holomorphic chart
(Aτ , (Jτl )
−1) . Define a holomorphic map pl : Cp(n−p) → V(p,0) by
pl
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B r
)
=
(∑r
k=r−l+1 θ
T
k · Ωk 0l×(p−l) 0l×l 0l×(n−s−l)
Y˜ I(p−l)×(p−l) 0(p−l)×l 0(p−l)×(n−s−l)
)
, (217)
where for r − l + 1 ≤ k ≤ r,
θk =
(
0, · · · , 0, 1,
↑
(k−r+l)th
0, · · · , 0)
Ωk =
(
ξ
(k)
ik1
, ξ
(k)
ik2
, · · · , ξ(k)ik(j1−1), 0, ξ
(k)
ik(j1+1)
, · · · , ξ(k)ik(j2−1), 0, ξ
(k)
ik(j2+1)
, · · · ,
ξ
(k)
ik(jk−1−1), 0, ξ
(k)
ik(jk−1+1), · · · , ξ
(k)
ik(jk−1), 1, ξ
(k)
ik(jk+1)
, · · · , ξ(k)iks
)
.
(218)
Then Ps,p,n
∣∣
Aτ
= (pl, f
0
s ◦ Γτl , · · · , fps ◦ Γτl ).
Lemma 5.9. Ps,p,n : Ts,p,n →Ms,p,n is flat.
Proof of Lemma 5.9. Since Ts,p,n andMs,p,n are smooth, the following are equivalent by the
holomoprhic version of the miracle flatness theorem (see Corollary in Page 158 of [Fi]).
(a). Ps,p,n is flat.
(b). Ps,p,n is open.
(c). Each fiber of Ps,p,n : Ts,p,n →Ms,p,n is of pure dimension dim Ts,p,n − dimMs,p,n = 1.
SinceMs,p,n is smooth of dimension p(n−p)−1, then each fiber can be defined by p(n−p)−1
equations locally. Therefore, for each point a ∈ Ts,p,n the fiber P−1s,p,n (Ps,p,n (a)) is of dimension
at least 1 at a. Next, we will show that each fiber of Ps,p,n is of dimension at most 1.
Let aˇ be an arbitrary point of Ms,p,n. It suffices to compute the preimage P−1s,p,n (aˇ) in lo-
cal coordinate charts in the Van der Waerden representation of R−1s,p,n(Ul), 0 ≤ l ≤ r. For
each τ =
(
i1 i2 · · · ir
j1 j2 · · · jr
)
∈ Jl, let (Aτ , (Jτl )−1) be the associated local coordinate chart.
By computing explicitly the Plu¨cker coordinate functions in terms of the holomorphic coordi-
nates
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B r
)
, we can show that of each point b ∈ P−1s,p,n (aˇ) ∩ Aτ the following
holomorphic coordinates take the same values respectively.
48 HANLONG FANG
ξ
(1)
i1j
(b) = ξ
(1)
i1j
(aˇ) , j ∈ {s+ l + 1, s+ l + 2, · · · , n}\{j1},
ξ
(1)
ij1
(b) = ξ
(1)
ij1
(aˇ) , i ∈ {l + 1, l + 2, · · · , p}\{i1},
ξ
(r−l+1)
ir−l+1j (b) = ξ
(r−l+1)
ir−l+1j (aˇ) , j ∈ {1, 2, · · · , s− p+ l}\{jr−l+1},
ξ
(r−l+1)
ijr−l+1 (b) = ξ
(r−l+1)
ijr−l+1 (aˇ) , i ∈ {1, 2, · · · , l}\{ir−l+1},
X˜ (b) = X˜ (aˇ) ,
Y˜ (b) = Y˜ (aˇ) ,
−→
B l (b) =
−→
B l (aˇ) , 2 ≤ l ≤ r.
(219)
When l = 0 (resp. r), the remaining variable is ai1j1 (resp. birjr); then P−1s,p,n (aˇ) ∩ Aτ is of
dimension at most 1. When 1 ≤ l ≤ r − 1, the remaining variables are air−l+1jr−l+1 and bi1j1 .
Define an index I∗∗ ∈ Jl by
I∗∗ := (j1, s+l, s+l−1, · · · , ̂s+ ir−l+1, · · · , ̂s− p+ i1, · · · , s−p+l+2, s−p+l+1, jr−l+1) . (220)
Computing the Plu¨cker coordinate function PI∗∗ , we can show that each point b ∈ P−1s,p,n (aˇ)∩Aτ
satisfies the following equation.
air−l+1jr−l+1 (b) · bi1j1 (b) = C (aˇ) (221)
where C(aˇ) is a certain function depending on aˇ only. We thus conclude that P−1s,p,n (aˇ) ∩Aτ is
of dimension at most 1.
We complete the proof of Lemma 5.9.
Remark 5.10. Ps,p,n is a degeneration of smooth rational curves such that each fiber is a union
of rational curves by the geometric interpretation in Remark 5.7. Fujiki proved the existence of
a flat family parametrizing the integral curves (see [Fu] or [BS]). We construct Fujiki families
for Grassmannian manifolds in an explicitly way such that it desingularizes the foliation.
Remark 5.11. Figures 1 and 2 illustrate the degenerationg and the foliation on G(2, 4) and
G(3, 6) respectively. The red (resp. blue) arrows indicate the positive (resp. neagtive) direc-
tions. In Figure 1 a generic rational curve of degree 2 breaks into two rational curves of degree
1. In Figure 2 a generic rational curve of degree 3 breaks into a rational curves of degree 1 and
a rational curve of degree 2 in two ways, depending on whether the degree 1 curve is connected
to the source or the sink. Finally, it breaks into three raional curves of degree 1.
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Figure 1. The foliation on G(2, 4)
Figure 2. The foliation on G(3, 6)
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5.2. Isomporphisms and fibrations of Ms,p,n. In this subsection, we introduce an iso-
morphism Ls,p,n from the sink to the source. As a consequence, we can define two types of
isomorphisms ofMs,p,n induced from the USD and DUAL isomorphisms of Ts,p,n. We note that
the restriction of USD or DUAL itself is not an isomorphism ofMs,p,n. Another application of
Ls,p,n is to give different fibration structures on generic Ms,p,n.
Lemma 5.12. Ps,p,n induces an isomorphsim from D+1 to D−1 .
Proof of Lemma 5.12. Notice that Ps,p,n defines a holomorphic map Ps,p,n
∣∣
D+1
from D+1 to
D−1 . Similarly to Lemma 5.3, we can show that the rational map f
r
s is well-defined on the
sink V(p−r,r) and f rs
∣∣
V(p−r,r) : V(p−r,r) → G(p, n) is an embedding. Then the projection of D
+ to
CPN0s,p,n × · · · × CPNps,p,n is injective.
It is then easy to show that Ps,p,n
∣∣
D+1
is an isomorphism. We conclude Lemma 5.12.
Remark 5.13. Notice that D−1 is the source and D
+
1 is the sink, and that each point of Dp−k,k,
1 ≤ k ≤ r − 1, has one positive direction and one negative direction. Then geometrically it is
clear that Ps,p,n
∣∣
D+1
is a bijection.
Definition 5.14. Denote Ps,p,n
∣∣
D+1
by Ls,p,n : D+1 → D−1 and call it the flow isomorphism.
We can define isomorphisms as follows. (Recall that D−1 =Ms,p,n.)
Definition 5.15. Define an isomorphism Usd :Ms,p,n →Mn−s,p,n by
Usd := Ln−s,p,n ◦
(
USD
∣∣
Ms,p,n
)
, (222)
where
(
USD
∣∣
Ms,p,n
)
is the restriction of the map USD defined by (78).
Remark 5.16. Usd is an automorphism of Ms,p,2s.
By (73) we can show that the dual map from G(p, n) to G(n− p, n) maps the source V(p,0) of
G(p, n) to the sink V(p−r,r) of G(n− p, n). Hence the DUAL isomorphism defined in (70) maps
the source D−1 of Ts,p,n to the sink D+1 of Ts,n−p,n.
Definition 5.17. Define an isomorphism Dual :Ms,p,n →Ms,n−p,n by
Dual := Ls,n−p,n ◦
(
DUAL
∣∣
Ms,p,n
)
. (223)
Next we turn to the fibration structures on Ms,p,n. Recall the following realization of the
variety of complete collineations (see (5) of Example 2.10 in [Pez] when p = q).
Example 5.18. Let Mp×q be the set of all p × q complex matrices and P (Mp×q) the projec-
tivization of Mp×q; that is,
P (Mp×q) := (Mp×q/{0})
/
(aij) ∼ (λaij) , λ ∈ C∗. (224)
It is clear that P (Mp×q) is a GL(p,C) × GL(q,C)-variety under the left multiplication by the
group GL(p,C) and the right multiplication by the group GL(q,C). Define r := min {p, q}.
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Then P (Mp×q) has r GL(p,C) × GL(q,C)-orbits, whose closures Zr ⊃ Zr−1 ⊃ · · · ⊃ Z1
are given by the condition that Zi is the set of points corresponding to matrices of rank at
most i. Blowing up P (Mp×q) successively along the (strict transform of) Z1, · · · , Zr−1, we
obtain a smooth variety P˜ (Mp×q). By the Van der Waerden representation, we can show that
P˜ (Mp×q) ∼= Mp,p,p+q. In particular, when p = q, Mp,p,2p is the group compactification of
PGL(p,C).
Proof of Proposition 1.8. It is clear that the image of Ms,p,n under Rs,p,n is isomorphic
to G(p, s). Consider the Van der Waerden representation of R−1s,p,n(U0). By fixing variables
Y˜ , the holomorphic coordinate charts {(Aτ , (Jτ0 )−1)}τ∈J0 induce a holomorphic atlas of each
fiber of Rs,p,n
∣∣
Ms,p,n . Comparing the holomorphic atlas with that of the variety of complete
collineations in Example 5.18, we can conclude each fiber of Rs,p,n
∣∣
Ms,p,n is isomorphic to the
variety of complete collineations.
The other fibration structure can be derived by pulling back the fibration structures on
Mn−s,p,n by Usd.
We complete the proof of Propostion 1.8.
The fibration structures on Ms,p,n can be realized as blow-ups of projective bundles over
sub-grassmannians as follows. Denote by NV(p,0)/G(p,n) the normal bundle of the source V(p,0) in
G(p, n), and P(NV(p,0)/G(p,n)) its projectivization. Recall (188). By Theorem 4.1 and Lemma
4.13, (gσ00 )
−1(V(p,0)) ∼= P(NV(p,0)/G(p,n)); by a slight abuse of notation, we denote (gσ00 )−1(V(p,0)) by
P(NV(p,0)/G(p,n)). Then the following diagram commutes, where τ 1s,p,n :=
(
gσ01 ◦ · · · ◦ gσp
) ∣∣
Ms,p,n ,
F1s,p,n := Rs,p,n
∣∣
Ms,p,n , and κ
1
s,p,n := (g
σ0
0 )
∣∣
P(NV(p,0)/G(p,n))
.
Ms,p,n P(NV(p,0)/G(p,n))
G(p, s) ∼= V(p,0)
F1s,p,n
τ1s,p,n
κ1s,p,n . (225)
Similarly, we can realize another fibration structures by (191). Denote by NV(p−r,r)/G(p,n)
the normal bundle of the sink V(p−r,r) in G(p, n), and P(NV(p−r,r)/G(p,n)) its projectivization.
Define maps τ 2s,p,n :=
((
g
σp
1 ◦ · · · ◦ gσpp
) ∣∣
Ms,p,n
)
◦ L−1s,p,n, F2s,p,n :=
(
Rs,p,n
∣∣
Ms,p,n
)
◦ L−1s,p,n, and
κ2s,p,n :=
(
g
σp
0
) ∣∣
P(NV(p−r,r)/G(p,n))
. Then we have the following commutative diagram.
Ms,p,n P(NV(p−r,r)/G(p,n))
V(p−r,r)
F2s,p,n
τ2s,p,n
κ2s,p,n . (226)
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It is clear that fibers of F is,p,n, i = 1, 2, are isomorphic to the variety of complete collineations.
To determine the automorphism groups of Ms,p,n in Section 7, we further assign certain
convenient local coordinate charts for the projective bundles. The readers are referred to
Appendix B.
Remark 5.19. The group GL(s,C) × GL(n − s,C) acts naturally on P(NV(p,0)/G(p,n)) and
P(NV(p−r,r)/G(p,n)). We may write down the transition functions of local trivializations of the
projective bundles explicitly; it is given by the conjugate action of the transition functions of
the local trivializations of the base sub-grassmannians.
Remark 5.20. The two fibration structures onMs,p,n leads to the following interesting process:
blow up a projective bundle over G(p, s); then blow down the exceptional divisors to derive a
projective bundle over G(p, n− s) when p > n− s (or G(s+ p− n, s) when p < n− s).
5.3. The invariant divisors of Ms,p,n. For 2 ≤ i ≤ r, define
Dˇi := D
−
1 ∩D−i =Ms,p,n ∩D−i . (227)
It is clear that the above divisors are invariant under the natural GL(s,C)×GL(n−s,C)-action
of Ms,p,n induced from that of Ts,p,n. For convenience, we denote by Dˇ1 the restriction of the
line bundle D−1 to it self.
Remark 5.21. It is easy to show that Dˇi = Ps,p,n (Dp−i+1,i−1) for 2 ≤ i ≤ r (see Lemma 4.9
for the definition of Dp−i+1,i−1). In fact, Dˇi ∼= Dp−i+1,i−1.
Similarly to Lemmas 4.12 and 4.14, we have that
Lemma 5.22. Then Dˇ2, Dˇ3, · · · , Dˇr are distinct smooth divisors of Ms,p,n, and the following
divisor is simple normal crossing.
Dˇ2 + Dˇ3 + · · ·+ Dˇr . (228)
Proof of Lemma 5.22. It follows from a similar argument to Lemma 4.12 by applying the
Van der Waerden representation.
Let E be the exceptional divisor of the blow-up τ 1s,p,n : Ms,p,n → P(NV(p,0)/G(p,n)) defined in
(225). Then,
Lemma 5.23.
E =
{
Dˇ2 + Dˇ3 + · · ·+ Dˇr when n− s 6= p
Dˇ2 + Dˇ3 + · · ·+ Dˇr−1 when n− s = p . (229)
Proof of Lemma 5.23. The proof is similar to Lemma 4.14. We can apply the intermediate
Van der Waerden representation in Appendix A.2 to track the iterated blow-ups (188).
Proof of Proposition 1.11. It is easy to verify that the complement of the open GL(s,C)×
GL(n− s,C)-orbit of Ms,p,n is the union of Dˇ2, Dˇ3, · · · , Dˇr.
In the following, we will determine the GL(s,C) × GL(n − s,C)-orbits of Ms,p,n. Let
(Aτ , (Jτ0 )
−1) be a coordinate chart in the Van der Waerden representation of R−1s,p,n(U0) where
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τ =
(
i1 i2 · · · ir
j1 j2 · · · jr
)
∈ J0. Let aˇ be a point of Aτ ∩Ms,p,n with the holomorphic coordinates(
Y˜ (aˇ),
−→
B 1(aˇ), · · · ,−→B r(aˇ)
)
. Then bˇ ∈ Aτ ∩Ms,p,n is in the same GL(s,C)×GL(n− s,C)-orbit
of aˇ if and only if for 1 ≤ m ≤ r the following holds.
bimjm
(
bˇ
)
= 0⇐⇒ bimjm(aˇ) = 0 . (230)
Applying the GL(s,C)×GL(n− s,C)-action, we can verify Property (C) in Definition 1.10.
We complete the proof.
Proof of Proposition 1.12. Let a ∈ Ts,p,n be a point not contained in divisors D−1 , D−2 , · · · ,
D1r , D
+
1 , D
+
2 , · · · , D+r . Then Rs,p,n(a) ⊂ G(p, n) is contained in the stable manifold of the source
V(p,0) and the unstable manifold of the sink V(p−r,r). Then it is clear that a has an open dense
GL(s,C)×GL(n− s,C)-orbit in Ts,p,n. By Lemma 4.12, we can conclude that the complement
of the open GL(s,C) × GL(n − s,C)-orbit in Ts,p,n is a simple normal crossing divisor which
consists of 2r smooth, irreducible divisors D−1 , D
−
2 , · · · , D−r , D+1 , D+2 , · · · , D+r .
Let (Aτ , (Jτ0 )
−1) be a coordinate chart in the Van der Waerden representation of R−1s,p,n(Ul)
where 0 ≤ l ≤ r and τ =
(
i1 i2 · · · ir
j1 j2 · · · jr
)
∈ Jl. Similarly to Proposition 1.11, we can show
that a, b ∈ Aτ are in the same orbit if and only if for 1 ≤ m ≤ r − l,
bimjm (b) = 0⇐⇒ bimjm(a) = 0 , (231)
and for r − l + 1 ≤ m ≤ r,
aimjm (b) = 0⇐⇒ aimjm(a) = 0 . (232)
Then we can verify that GL(s,C)×GL(n− s,C)-orbit of Ts,p,n one to one corresponds to the
quasi-projective variety X(I−,I+) defined by (24). Moreover, the closure of each GL(s,C) ×
GL(n− s,C)-orbit is smooth.
It is clear that Ps,p,n : Ts,p,n → Ms,p,n = D−1 is a GL(s,C) × GL(n − s,C)-equivariant flat
map by Lemma 5.9. The restriction of Ps,p,n on D+1 is an isomorphism by Lemma 5.12; Ps,p,n
is a holomorphic retraction by Corollary 5.6.
Notice that the restriction of the C∗-action ψs,p,n onMs,p,n is the identity map. Then by the
Bia lynicki-Birula decomposition for Ts,p,n in Lemma 4.9, we can conclude that Ps,p,n(D−i ) =
Ps,p,n(D+r+2−i) for 2 ≤ i ≤ r.
By Proposition 1.11, D−1 =Ms,p,n is a wonderful GL(s,C)×GL(n−s,C)-variety with (r−1)
GL(s,C)×GL(n− s,C)-stable divisors Dˇ2, · · · , Dˇr.
For Ts,p,2p (resp. Ts,p,2s), take σ to be USD (resp. DUAL). Property (D) thus follows from
Lemmas 7.1, 7.2 (to be proved later in Section 7).
We complete the proof of Proposition 1.12.
For convenience, we introduce the following notation.
Definition 5.24. Denote by Rˇs,p,n the blow up map Rs,p,n
∣∣
Ms,p,n :Ms,p,n → V(p,0) in (225).
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Since the hyperplane bundle of V(p,0) ∼= G(p, s) is the restriction of the hyperplane bundle of
G(p, n), we denote by (Rˇs,p,n)
∗(OG(p,n)(1)) the restriction of the line bundle (Rs,p,n)∗(OG(p,n)(1))
to Ms,p,n.
Lemma 5.25. The Picard group Pic(Ms,p,n) of Ms,p,n is a torsion free abelian group over Z.
When p < s and p 6= n− s, Pic(Ms,p,n) has a Z-basis{
(Rˇs,p,n)
∗ (OG(p,n)(1)) , Dˇ1, Dˇ2, · · · , Dˇr} ; (233)
when p < s and p = n− s, Pic(Ms,p,n) has a Z-basis{
(Rˇs,p,n)
∗ (OG(p,n)(1)) , Dˇ1, Dˇ2, · · · , Dˇr−1} ; (234)
when p = s = n− s, Pic(Ms,p,n) has a Z-basis{
Dˇ1, Dˇ2, · · · , Dˇr−1
}
. (235)
Proof of Lemma 5.25. The proof is the same as in Lemma 4.16.
Denote by KMs,p,n the canonical bundle of Ms,p,n. We have the following canonical bundle
formula.
Lemma 5.26. Assume that p ≤ s. Then,
KMs,p,n =− n · (Rˇs,p,n)∗(OG(p,n)(1)) + p(n− s) · Dˇ1
+
r∑
i=2
(
(p− i+ 1)(n− s− i+ 1)− 1) · Dˇi . (236)
Proof of Lemma 5.26. Notice that D+i ∩ D−1 = ∅ for 1 ≤ i ≤ r. Lemma 5.26 follows form
Lemma 4.17 by the adjunction formula.
6. Invariant divisors and curves in Ts,p,n and Ms,p,n
In this section, we introduce invariant divisors and curves of Ts,p,n andMs,p,n with respect to
certain group actions. By computing the intersection numbers, we prove the (semi-)positivity
of the anti-canonical bundles of Ts,p,n and Ms,p,n.
In the following, we assume that 2p ≤ n ≤ 2s and let r be the rank of Ts,p,n.
6.1. The G-stable and B-stable divisors. For convenience, we denote by G the group
GL(s,C)×GL(n− s,C). Define a Borel subgroup B of G by
B :=
{(
g1 0
0 g2
)∣∣∣∣ g1 ∈ GL(s,C) is a lower triangular matrix ;g2 ∈ GL(n− s,C) is an upper triangular matrix
}
. (237)
Let T = T1 × T2 be a maximal torus of B defined by
T1 × T2 :=
{(
g1 0
0 g2
)∣∣∣∣ g1 ∈ GL(s,C) and g2 ∈ GL(n− s,C) are diagonal matrices} . (238)
It is clear that Ts,p,n is a spherical G-variety for B has an open orbit in Ts,p,n.
Definition 6.1. We call D−1 , D
−
2 , · · · , D−r , D+1 , D+2 , · · · , D+r the G-stable divisors of Ts,p,n.
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Let Ij be the index defined in (91), that is, Ij = (s+ j, s+ j − 1, · · · , s− p+ j + 1) ∈ Ijs,p,n.
For 0 ≤ j ≤ r, define divisors bj of G(p, n) by
bj :=
{
x ∈ G(p, n)∣∣PIj(x) = 0} . (239)
Notice that bj is biholomporphic to the infinity hyperplane section of G(p, n) which is the
closure of a complex Euclidean space; hence, bj is irreducible for 0 ≤ j ≤ r.
Definition 6.2. Define divisors Bj ⊂ Ts,p,n, 0 ≤ j ≤ r, to be the strict transformation of bj
under the canonical blow-up Rs,p,n. We call B0, B1, · · · ,Br the B-stable divisors of Ts,p,n.
It is easy to verify that Bj, 0 ≤ j ≤ r, is B-invariant and irreducible.
Lemma 6.3. Let D be an irreducible divisor of Ts,p,n. If D is G-invariant, then
D ∈ {D−1 , D−2 , · · · , D−r , D+1 , D+2 , · · · , D+r } . (240)
If D is B-invariant, then
D ∈ {D−1 , D−2 , · · · , D−r , D+1 , D+2 , · · · , D+r , B0, B1, · · · , Br} . (241)
Proof of Lemma 6.3. If D is G-invariant, (240) holds by Proposition 1.12.
Assume that D is B-invariant but D 6∈ {D−1 , · · · , D−r , D+1 , · · · , D+r , B0, · · · , Br}. Denote by
d the image of D under Rs,p,n. It is clear that d is a B-invariant divisor of G(p, n). Recall that
the exceptional divisor of Rs,p,n is contained in the union of the G-stable divisors by Lemma
4.14. Then PIj 6≡ 0 on d for 0 ≤ j ≤ r. We can verify that d contains a point a with a matrix
representative a˜ defined by
a˜ :=
(
0p×(s−p) Ip×p Ip×p 0p×(n−s−p)
)
when r = p (242)
or
a˜ :=
(
0r×(s−p)
0(p−r)×(s−p)
Ir×r
0(p−r)×r
0r×(p−r)
I(p−r)×(p−r)
Ir×r
0(p−r)×r
)
when r = n− s. (243)
Then a is in a dense open B-orbit of G(p, n), which is a contradiction.
We complete the proof of Lemma 6.3. .
Remark 6.4. When p = n − s, Br = D−r ; when p = s, B0 = D+r . The notion of B-stable
divisors in this paper differs slightly from that in the theory of spherical varieties. B0 (resp.
Br) is not a B-stable divisor when p = s (resp. p = n− s) therein.
We define the following convenient local coordinate charts to investigate the invariant divisors
in a quantitative way.
Definition 6.5. For 0 ≤ l ≤ r, let (Aτl , (Jτll )−1) be the local coordinate chart in the Van der
Waerden representation of R−1s,p,n(Ul) associated with the following index.
τl :=
(
1 + 1 l + 2 · · · r l l − 1 · · · 1
s+ l + 1 s+ l + 2 · · · s+ r s− p+ l s− p+ l − 1 · · · s− p+ 1
)
∈ Jl .
(244)
We call
(
Aτl , (Jτll )
−1) (or Aτl by a slight abuse of notation) the l-th main coordinate chart.
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Lemma 6.6. If Bj contains a non-empty G-orbit of Ts,p,n for a certain 0 ≤ j ≤ r, then j = r
and p = n− s, or j = 0 and p = s.
Proof of Lemma 6.6. By Proposition 1.12, for each G-invariant closed subvariety C of Ts,p,n
there is an integer 0 ≤ l ≤ r and a dense open subset c of C, such that c is contained in each
local coordinate chart in the Van der Waerden representation of R−1s,p,n(Ul). Therefore, there is
an integer 0 ≤ l ≤ r such that Bj ∩ Aτl 6= ∅ where
(
Aτl , (Jτll )
−1) is the l-th main coordinate
chart.
In terms of the holomorphic coordinates of
(
Aτl , (Jτll )
−1), the defining function of the total
transformation of bj takes the following form.
(Rs,p,n)
∗(PIj) =

1 if j = l
l∏
t=j+1
at−jt(s−p+t) if j ≤ l − 1
j∏
t=l+1
bj+1−tt(s+t) if j ≥ l + 1
. (245)
It is clear that Bj ∩ Aτl 6= ∅ if and only if Bj coincides with a certain G-invariant divisor.
We complete the proof of Lemma 6.6.
Brion ([Br5]) expressed the canonical bundles of spherical varieties in terms of G-invariant
and B-invariant divisors. We compute the coefficients therein for KTs,p,n explicitly as follows.
(When n = 2s = 2p it follows from [DP] and [Ri2].)
Lemma 6.7. When p < n− s ≤ s,
KTs,p,n = −(s− p+ 1) ·B0 − 2
p−1∑
j=1
Bj − (n− s− p+ 1) ·Bp −
p∑
i=1
D−i −
p∑
i=1
D+i ; (246)
when n− s = p < s,
KTs,p,n = −(s− p+ 1) ·B0 − 2
p−1∑
j=1
Bj −
p∑
i=1
D−i −
p∑
i=1
D+i ; (247)
when n− s < p < s (r = n− s),
KTs,p,n = −(s− p+ 1) ·B0 − 2
r−1∑
j=1
Bj − (p− r + 1) ·Br −
r∑
i=1
D−i −
r∑
i=1
D+i ; (248)
when n− s = p = s,
KTs,p,n = −2
p−1∑
j=1
Bj −
p∑
i=1
D−i −
p∑
i=1
D+i . (249)
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Proof of Lemma 6.7. Compute the defining functions of Bj in the 0-th and r-th main
coordinate charts. Then by (245) we can derive the following for 0 ≤ j ≤ r.
Bj = (Rs,p,n)
∗ (OG(p,n)(1))− r−j∑
i=1
(r − j + 1− i) ·D+i −
j∑
i=1
(j + 1− i) ·D−i . (250)
Notice that by Remark 6.4 if p = s (resp. p = n− s) we should modify (250) for B0 (resp. Br)
as follows. When p = s,
B0 = D
+
r = (Rs,p,n)
∗ (OG(p,n)(1))− r−1∑
i=1
(r + 1− i) ·D+i ; (251)
when p = n− s,
Br = D
−
r = (Rs,p,n)
∗ (OG(p,n)(1))− r−1∑
i=1
(r + 1− i) ·D−i . (252)
Combining with Lemma 4.17, we can conclude Lemma 6.7.
In the following, we give a geometric interpretation of the B-stable divisors. For 0 ≤ j ≤ p,
denote byHj the positive generator of the Picard group of CPN
j
s,p,n ; by a slight abuse of notation,
denote byHj its pullback to CPNp,n×CPN0s,p,n×· · ·×CPN
p
s,p,n under the corresponding projection.
Lemma 6.8. Let Hj
∣∣
Ts,p,n be the restriction of Hj to Ts,p,n. Then for 0 ≤ j ≤ r,
Hj
∣∣
Ts,p,n = R
∗
s,p,n(OG(p,n)(1))−
r−j∑
i=1
(r − i+ 1− j) ·D+i −
j∑
i=1
(j + 1− i) ·D−i . (253)
Proof of Lemma 6.8. For 0 ≤ j ≤ r, compute the Plu¨cker coordinate functions PI , I ∈ Ijs,p,n,
in the 0-th and r-th main coordinate charts. Then Lemma 6.8 follows from (129).
Recall that a line bundle L is called basepoint-free if the intersection of the zero sets of all
global sections of L is empty.
Lemma 6.9. The line bundle Bj is basepoint-free in the following cases.
(1) p 6= s, p 6= n− s and 0 ≤ j ≤ r.
(2) n− s = p < s and 0 ≤ j ≤ p− 1.
(3) n− s = p = s and 1 ≤ j ≤ p− 1.
Proof of Lemma 6.9. Recall that Hj
∣∣
Ts,p,n is a basepoint-free line bundle of Ts,p,n for 0 ≤ j ≤ p
provided it is nontrivial. Then Lemma 6.9 follows from (250), (251), (252), and Lemma 6.8.
For a sequence of integers aj, 0 ≤ j ≤ r, define a line bundle La0,··· ,ar by
La0,··· ,ar :=
r∑
j=0
aj ·Bj +R∗s,p,n(OG(p,n)(1)). (254)
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Lemma 6.10. La0,··· ,ar is ample in the following cases.
(a). p 6= n− s, p 6= s, and aj > 0 for 0 ≤ j ≤ r.
(b). p = n− s < s, ap = 0, and aj > 0 for 0 ≤ j ≤ p− 1.
(c). p = n− s = s, a0 = ap = 0, and aj > 0 for 1 ≤ j ≤ p− 1.
Proof of Lemma 6.10. Recall that
∑r
j=0Hj + R
∗
s,p,n(OG(p,n)(1)) is an ample line bundle on
CPNp,n ×CPN0s,p,n × · · ·×CPNps,p,n . Notice that H0 is trivial when p = n− s < s and H0 and Hr
are trivial when p = n− s = s. Then Lemma 6.10 follows from (250) and Lemma 6.8.
Remark 6.11. One can show that the complete linear series of Hj
∣∣
Ts,p,n on Ts,p,n is isomorphic
to CPN
j
s,p,n . This is due to the fact that for a grassmannian G(p, n) the complete linear series
of OG(p,n)(1) is generated by the Plu¨cker coordinate functions (see [Da]).
We can define invariant divisors ofMs,p,n in a similar way forMs,p,n is a spherical G-variety
with respect to B as well.
Definition 6.12. We call the divisors Dˇ2, Dˇ3, · · · , Dˇr defined by (227) the G-stable divisors
of Ms,p,n.
Definition 6.13. For 0 ≤ i ≤ r, define divisors Bˇi of Ms,p,n by
Bˇi := D
−
1 ∩Bi =Ms,p,n ∩Bi . (255)
We call Bˇi, 0 ≤ i ≤ r, the B-stable divisors of Ms,p,n.
Remark 6.14. Bˇ0 = D
−
1 ∩ B0 = ∅ is trivial when p = s; Bˇr = Dˇr when p = n − s. By a
slightly abuse of notation, we view Bˇ0 as a B-stable divisor even if p = s.
Lemma 6.15. Bj is an irreducible divisor if 1 ≤ j ≤ r, or j = 0 and p < s.
Proof of Lemma 6.15. When 1 ≤ j ≤ r, or j = 0 and p < s, we can conclude that
P−1s,p,n
(
Bˇj
)
= Bj . (256)
Then Lemma 6.15 follows from the fact that Bj is irreducible.
Similarly to Lemmas 6.3 and 6.6, we have that
Lemma 6.16. Let Dˇ be an irreducible divisor of Ms,p,n. If Dˇ is G-invariant, then
Dˇ ∈ {Dˇ2, Dˇ3, · · · , Dˇr} . (257)
If Dˇ is B-invariant, then
Dˇ ∈ {Dˇ2, Dˇ3, · · · , Dˇr, Bˇ0, Bˇ1, · · · , Bˇr} . (258)
Lemma 6.17. If Bˇj contains a non-empty G-orbit of Ms,p,n for a certain 0 ≤ j ≤ r, then
j = r and p = n− s.
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Notice that D+i ∩D−0 = ∅ for 1 ≤ i ≤ r. By restricting (250), (252) to Ms,p,n, we then have
Bˇi = (Rˇs,p,n)
∗(OG(p,n)(1))− i · Dˇ1 −
i∑
k=2
(i+ 1− k) · Dˇk , 0 ≤ i ≤ r ; (259)
when p = n− s, we modify (259) for Bˇr by
Bˇr = Dˇr = (Rˇs,p,n)
∗(OG(p,n)(1))− r · Dˇ1 −
r−1∑
k=2
(r + 1− k) · Dˇk . (260)
Similarly to Lemma 6.7, we have
Lemma 6.18. When p < n− s and p < s,
KMs,p,n = −(s− p+ 1) · Bˇ0 − 2
p−1∑
j=1
Bˇj − (n− s− p+ 1) · Bˇp −
p∑
i=2
Dˇi ; (261)
when n− s = p < s,
KMs,p,n = −(s− p+ 1) · Bˇ0 − 2
p−1∑
j=1
Bˇj −
p∑
i=2
Dˇi ; (262)
when n− s < p and p < s (r = n− s),
KMs,p,n = −(s− p+ 1) · Bˇ0 − 2
r−1∑
j=1
Bˇj − (p− r + 1) · Bˇr −
r∑
i=2
Dˇi ; (263)
when n− s = p = s,
KMs,p,n = −2
p−1∑
j=1
Bˇj −
p∑
i=2
Dˇi . (264)
Proof of Lemma 6.18. Lemma 6.18 follows from Lemma 6.7 by the adjunction formula.
6.2. T -invariant curves. In this subsection, we introduce T -invariant curves γl, ζ
l
j, ζ
l,k
u,v,
δlm1,m2 , ∆
l
m1,m2
of Ts,p,n with various parameters as the closures of certain affine lines in the
l-th main coordinate chart Aτl , 0 ≤ l ≤ r.
By the geometric interpretation of the B-invariant divisors given in Section 6.1, we compute
the degrees of the line bundles of Ts,p,n on such curves. Here we give a detailed proof for the
most important case γl, and leave the remainder to Appendix C.
As an immediate corollary, we can calculate the intersection numbers of such curves and the
canonical bundle KTs,p,n , which is used in the next subsection to establish the (semi-)positivity
of the anti-canonical bundles. Since the proof is routine, we omit it.
(0). Curves γl, 0 ≤ l ≤ r − 1.
60 HANLONG FANG
In terms of the local coordinates, we can define an affine line γ˚l : C→ Aτl , 0 ≤ l ≤ r − 1, as
follows. X˜ (˚γl(t)) and Y˜ (˚γl(t)) are zero matrices for each t ∈ C; −→B k (˚γl(t)) is a zero vector for
each t ∈ C and 2 ≤ k ≤ r ;
−→
B 1 (˚γl(t)) =
(
b(l+1)(s+l+1), ξ
(1)
(l+1)(s+l+2), ξ
(1)
(l+1)(s+l+3), · · · , ξ(1)(l+1)n,
ξ
(1)
(l+2)(s+l+1), ξ
(1)
(l+3)(s+l+1), · · · , ξ(1)p(s+l+1)
)
(˚γl(t)) = (t, 0, 0 · · · , 0) .
(265)
Define γl to be the closure of γ˚l in Ts,p,n.
Lemma 6.19. For 0 ≤ l ≤ r − 1,
γl ·R∗s,p,n((OG(p,n)(1)) = 1
γl ·D−i =
 1 i = l + 1−1 i = l + 2 and 1 ≤ i ≤ r0 otherwise
γl ·D+i =
 1 i = r − l−1 i = r − l + 1 and 1 ≤ i ≤ r0 otherwise
. (266)
Proof of Lemma 6.19. We view γl as a curve in CPNp,n × CPN0s,p,n × · · · × CPN
p
s,p,n .
By computing the corresponding Plu¨cker coordinate functions, it is easy to verify that the
projections of γl to the components of the ambient space satisfy the following properties.
(1) The projection of γl to CPNp,n is a line;
(2) The projection of γl to CPN
j
s,p,n is a point for 0 ≤ j ≤ p.
(267)
Therefore, we have
(1) γl ·R∗s,p,n((OG(p,n)(1)) = 1;
(2) γl ·Hj
∣∣
Ts,p,n = 0, 0 ≤ j ≤ p, where Hj
∣∣
Ts,p,n is the restriction of the positive
generator Hj of the Picard group of CPN
j
s,p,n .
(268)
Notice that γl is disjoint with the divisors
D−1 , D
−
2 , · · · , D−l , D+1 , D+2 , · · · , D+r−l−1 . (269)
Combined with Lemma 6.8, we can conclude Lemma 6.19 by solving linear equations.
Combining with Lemma 4.17, we can derive the following by a direct computation.
Lemma 6.20. When r = 1,
−KTs,p,n · γ0 = 2 . (270)
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When r ≥ 2,
−KTs,p,n · γl =

1 when l = 0
0 when 1 ≤ l ≤ r − 2
1 when l = r − 1
. (271)
(1). Curves ζ0j , ζ
0,k
u,v , δ
0
m1,m2
in R−1s,p,n
(V(p,0)).
For 2 ≤ j ≤ r, define an affine line ζ˚0j ⊂ Aτ0 in terms of the local coordinates as follows.
Y˜
(
ζ˚0j (t)
)
≡ −→0 ; −→B k
(
ζ˚0j (t)
)
≡ −→0 for 1 ≤ k ≤ r and k 6= j ;
−→
B j
(
ζ˚0j (t)
)
=
(
bj(s+j), ξ
(j)
j(s+j+1), ξ
(j)
j(s+j+2), · · · , ξ
(j)
jn , ξ
(j)
(j+1)(s+j), ξ
(j)
(j+2)(s+j), · · · , ξ
(j)
p(s+j)
)(
ζ˚j(t)
)
= (t, 0, 0 · · · , 0) .
(272)
Define ζ0j , 2 ≤ j ≤ r, to be the closure of ζ˚0j .
Lemma 6.21. For 2 ≤ j ≤ r,
ζ0j ·R∗s,p,n((OG(p,n)(1)) = 0
ζ0j ·D−i =

−1 i = j − 1
2 i = j
−1 i = j + 1 and 1 ≤ i ≤ r
0 otherwise
ζ0j ·D+i = 0 1 ≤ i ≤ r
. (273)
Lemma 6.22. For 2 ≤ j ≤ r,
−KTs,p,n · ζ0j =
 3 when j = r ≥ 22 when 2 ≤ j ≤ r − 1 . (274)
Assume that u = k and s+ k + 1 ≤ v ≤ n, or v = s+ k and k + 1 ≤ u ≤ p where 1 ≤ k ≤ r.
Define an affine line ζ˚0,ku,v ⊂ Aτ0 in terms of the local coordinates as follows. Y˜
(
ζ˚0,ku,v(t)
)
≡ −→0 ;
−→
Bm
(
ζ˚0,ku,v(t)
)
≡ −→0 for 1 ≤ m ≤ r and m 6= k ;
−→
B k
(
ζ˚0,ku,v(t)
)
=
(
bk(s+k), ξ
(k)
k(s+k+1), ξ
(k)
k(s+k+2), · · · , ξ
(k)
kn , ξ
(k)
(k+1)(s+k), · · · , ξ
(k)
p(s+k)
)(
ζ˚0,ku,v(t)
)
= (0, 0, · · · , 0, t,
↑
ξ
(k)
uv
0, · · · , 0 ) . (275)
Let ζ0,ku,v be the closure of ζ˚
0,k
u,v .
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Lemma 6.23. Assume that 1 ≤ k ≤ r. When u = k and v = s+ k + 1 ≤ n, or v = s+ k and
u = k + 1 ≤ p, 
ζ0,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζ0,ku,v ·D−i =

−1 i = k
2 i = k + 1 and 1 ≤ i ≤ r
−1 i = k + 2 and 1 ≤ i ≤ r
0 otherwise
ζ0,ku,v ·D+i = 0 1 ≤ i ≤ r
. (276)
When u = k and s+ k + 2 ≤ v ≤ n,

ζ0,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζ0,ku,v ·D−i =

−1 i = k
1 i = k + 1 and 1 ≤ i ≤ r
1 i = v − s and 1 ≤ i ≤ r
−1 i = v − s+ 1 and 1 ≤ i ≤ r
0 otherwise
ζ0,ku,v ·D+i = 0 1 ≤ i ≤ r
. (277)
When v = s+ k and k + 2 ≤ u ≤ p,

ζ0,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζ0,ku,v ·D−i =

−1 i = k
1 i = k + 1 and 1 ≤ i ≤ r
1 i = u and 1 ≤ i ≤ r
−1 i = u+ 1 and 1 ≤ i ≤ r
0 otherwise
ζ0,ku,v ·D+i = 0 1 ≤ i ≤ r
. (278)
Lemma 6.24. Assume that 1 ≤ k ≤ r. Then,
−KTs,p,n · ζ0,kk,v =

2(v − s− k) when s+ k + 1 ≤ v ≤ r + s− 1
2(r − k) + 1 when v = r + s and 1 ≤ k ≤ r − 1
n− s+ p− 2k + 1 when r + s+ 1 ≤ v ≤ n and 1 ≤ k ≤ r − 1
n− s+ p− 2r when r + s+ 1 ≤ v ≤ n and k = r
(279)
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and
−KTs,p,n · ζ0,ku,s+k =

2(u− k) when k + 1 ≤ u ≤ r − 1 and
2(r − k) + 1 when u = r and 1 ≤ k ≤ r − 1
n− s+ p− 2k + 1 when r + 1 ≤ u ≤ p and 1 ≤ k ≤ r − 1
n− s+ p− 2r when r + 1 ≤ u ≤ p and k = r
. (280)
When 1 ≤ m1 ≤ p and 1 ≤ m2 ≤ s−p, define an affine line δ˚0m1,m2 ⊂ Aτ0 in terms of the local
coordinates as follows. ym1(s−p+1−m2)
(
δ˚0m1,m2(t)
)
= t and the other variables are constantly
zero.
Let δ0m1,m2 be the closure of δ˚
0
m1,m2
.
Lemma 6.25. For 1 ≤ m1 ≤ p and 1 ≤ m2 ≤ s− p,
δ0m1,m2 ·R∗s,p,n((OG(p,n)(1)) = 1
δ0m1,m2 ·D−i =
 1 i = m1 and 1 ≤ i ≤ r−1 i = m1 + 1 and 1 ≤ i ≤ r0 otherwise
δ0m1,m2 ·D+i = 0 1 ≤ i ≤ r
. (281)
Lemma 6.26. For 1 ≤ m1 ≤ p and 1 ≤ m2 ≤ s− p,
−KTs,p,n · δ0m1,m2 =

2m1 + s− p− 1 when 1 ≤ m1 ≤ r − 1
2r + s− p when m1 = r
n when r + 1 ≤ m1 ≤ p
. (282)
(2). Curves ζ lj, ζ
l,k
u,v, δ
l
m1,m2
, ∆lm1,m2 in R
−1
s,p,n
(V(p−l,l)), 1 ≤ l ≤ r − 1.
Assume that 1 ≤ l ≤ r − 1.
For 2 ≤ j ≤ r − l, define an affine line ζ˚ lj ⊂ Aτl in terms of the local coordinates as follows.
X˜
(
ζ˚ lj(t)
)
≡ −→0 ; Y˜
(
ζ˚ lj(t)
)
≡ −→0 ; −→B k
(
ζ˚ lj(t)
)
≡ −→0 for 1 ≤ k ≤ r and k 6= j;
−→
B j
(
ζ˚ lj(t)
)
=
(
b(l+j)(s+l+j), ξ
(j)
(l+j)(s+l+j+1), ξ
(j)
(l+j)(s+l+j+2), · · · , ξ(j)(l+j)n,
ξ
(j)
(l+j+1)(s+l+j), ξ
(j)
(l+j+2)(s+l+j), · · · , ξ(j)p(s+l+j)
)(
ζ˚ lj(t)
)
= (t, 0, 0 · · · , 0) .
(283)
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For r−l+2 ≤ j ≤ r, define an affine line ζ˚ lj ⊂ Aτl as follows. X˜
(
ζ˚ lj(t)
)
≡ −→0 ; Y˜
(
ζ˚ lj(t)
)
≡ −→0 ;
−→
B k
(
ζ˚ lj(t)
)
≡ −→0 for 1 ≤ k ≤ r and k 6= j;
−→
B j
(
ζ˚ lj(t)
)
=
(
a(r+1−j)(s−p+r+1−j), ξ
(j)
(r+1−j)1, ξ
(j)
(r+1−j)2, · · · , ξ(j)(r+1−j)(s−p+r−j),
ξ
(j)
1(s−p+r+1−j), ξ
(j)
2(s−p+r+1−j), · · · , ξ(j)(r−j)(s−p+r+1−j)
)(
ζ˚ lj(t)
)
= (t, 0, 0 · · · , 0) .
(284)
Let ζ lj be the closure of ζ˚
l
j for 2 ≤ j ≤ r − l or r − l + 2 ≤ j ≤ r.
Lemma 6.27. For 2 ≤ j ≤ r − l,
ζ lj ·R∗s,p,n((OG(p,n)(1)) = 0
ζ lj ·D−i =

−1 i = l + j − 1
2 i = l + j
−1 i = l + j + 1 and 1 ≤ i ≤ r
0 otherwise
ζ lj ·D+i = 0 1 ≤ i ≤ r
. (285)
For r − l + 2 ≤ j ≤ r,
ζ lj ·R∗s,p,n((OG(p,n)(1)) = 0
ζ lj ·D−i = 0 1 ≤ i ≤ r
ζ lj ·D+i =

−1 i = j − 1
2 i = j
−1 i = j + 1 and 1 ≤ i ≤ r
0 otherwise
. (286)
Lemma 6.28. For 1 ≤ l ≤ r − 1,
−KTs,p,n · ζ lj =

2 when 2 ≤ j ≤ r − l − 1
3 when 2 ≤ j = r − l
2 when r − l + 2 ≤ j ≤ r − 1
3 when r − l + 2 ≤ j = r
. (287)
Assume that one of the following holds for integers k, u, v.
(a). 1 ≤ k ≤ r − l ; u = l + k and s+ l + k + 1 ≤ v ≤ n, or v = s+ l + k and
l + k + 1 ≤ u ≤ p.
(b). r − l + 1 ≤ k ≤ r ;u = r − k + 1 and 1 ≤ v ≤ s− p+ r − k, or
v = s− p+ r − k + 1 and 1 ≤ u ≤ r − k.
(288)
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Then we can define an affine line ζ˚ l,ku,v ⊂ Aτl in terms of the local coordinates as follows.
ξ
(k)
uv
(
ζ˚ l,ku,v(t)
)
= t and the other variables are constantly zero.
Let ζ l,ku,v be the closure of ζ˚
l,k
u,v.
Lemma 6.29. Assume that 1 ≤ k ≤ r − l. When u = l + k and v = s + l + k + 1 ≤ n, or
v = s+ l + k and u = l + k + 1 ≤ p,

ζ l,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζ l,ku,v ·D−i =

−1 i = l + k
2 i = l + k + 1 and 1 ≤ i ≤ r
−1 i = l + k + 2 and 1 ≤ i ≤ r
0 otherwise
ζ l,ku,v ·D+i = 0 1 ≤ i ≤ r
. (289)
When u = l + k and s+ l + k + 2 ≤ v ≤ n,

ζ l,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζ l,ku,v ·D−i =

−1 i = l + k
1 i = l + k + 1 and 1 ≤ i ≤ r
1 i = v − s and 1 ≤ i ≤ r
−1 i = v − s+ 1 and 1 ≤ i ≤ r
0 otherwise
ζ l,ku,v ·D+i = 0 1 ≤ i ≤ r
. (290)
When v = s+ l + k and l + k + 2 ≤ u ≤ p,

ζ l,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζ l,ku,v ·D−i =

−1 i = l + k
1 i = l + k + 1 and 1 ≤ i ≤ r
1 i = u and 1 ≤ i ≤ r
−1 i = u+ 1 and 1 ≤ i ≤ r
0 otherwise
ζ l,ku,v ·D+i = 0 1 ≤ i ≤ r
. (291)
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Lemma 6.30. Assume that r− l+ 1 ≤ k ≤ r. When u = r− k+ 1 and v = 1 ≤ s− p+ r− k,
or v = s− p+ r − k + 1 and u = r − k ≥ 1,
ζ l,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζ l,ku,v ·D−i = 0 1 ≤ i ≤ r
ζ l,ku,v ·D+i =

−1 i = k
2 i = k + 1 and 1 ≤ i ≤ r
−1 i = k + 2 and 1 ≤ i ≤ r
0 otherwise
. (292)
When u = r − k + 1 and 1 ≤ v ≤ s− p+ r − k − 1,
ζ l,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζ l,ku,v ·D−i = 0 1 ≤ i ≤ r
ζ l,ku,v ·D+i =

−1 i = k
1 i = k + 1 and 1 ≤ i ≤ r
1 i = s− p+ r + 1− v and 1 ≤ i ≤ r
−1 i = s− p+ r + 2− v and 1 ≤ i ≤ r
0 otherwise
. (293)
When v = s− p+ r − k + 1 and 1 ≤ u ≤ r − k − 1,
ζ l,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζ l,ku,v ·D−i = 0 1 ≤ i ≤ r
ζ l,ku,v ·D+i =

−1 i = k
1 i = k + 1 and 1 ≤ i ≤ r
1 i = r + 1− u and 1 ≤ i ≤ r
−1 i = r + 2− u and 1 ≤ i ≤ r
0 otherwise
. (294)
Lemma 6.31. Assume that 1 ≤ k ≤ r − l. Then,
−KTs,p,n · ζ l,kl+k,v =

2(v − s− l − k) when s+ l + k + 1 ≤ v ≤ r + s− 1
2(r − l − k) + 1 when v = r + s and k ≤ r − l − 1
n− s+ p− 2(l + k) + 1 when r + s+ 1 ≤ v ≤ n and k ≤ r − l − 1
n− s+ p− 2r when r + s+ 1 ≤ v ≤ n and k = r − l
(295)
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and
−KTs,p,n · ζ l,ku,s+l+k =

2(u− l − k) when l + k + 1 ≤ u ≤ r − 1
2(r − l − k) + 1 when u = r and k ≤ r − l − 1
n− s+ p− 2(l + k) + 1 when r + 1 ≤ u ≤ p and k ≤ r − l − 1
n− s+ p− 2r when r + 1 ≤ u ≤ p and k = r − l
. (296)
Lemma 6.32. Assume that r − l + 1 ≤ k ≤ r. Then,
−KTs,p,n · ζ l,kr−k+1,v =

2(s− p+ r − k + 1− v) when s− p+ 2 ≤ v ≤ s− p+ r − k
2(r − k) + 1 when v = s− p+ 1 and k ≤ r − 1
2(r − k) + s− p+ 1 when 1 ≤ v ≤ s− p and k ≤ r − 1
s− p when 1 ≤ v ≤ s− p and k = r
(297)
and
−KTs,p,n · ζ l,ku,s−k+r−p+1 =
 2(r − k + 1− u) when 2 ≤ u ≤ r − k2(r − k) + 1 when u = 1 and k ≤ r − 1 . (298)
For 1 ≤ m1 ≤ p − l and 1 ≤ m2 ≤ s − p + l, define an affine line δ˚lm1,m2 ⊂ Aτl as follows.
y(l+m1)(s−p+l+1−m2)
(
δ˚lm1,m2(t)
)
= t and the other variables are constantly zero.
Let δlm1,m2 be the closure of δ˚
l
m1,m2
.
Lemma 6.33. For 1 ≤ m1 ≤ p− l and 1 ≤ m2 ≤ s− p+ l,
δlm1,m2 ·R∗s,p,n((OG(p,n)(1)) = 1
δlm1,m2 ·D−i =
 1 i = l +m1 and 1 ≤ i ≤ r−1 i = l +m1 + 1 and 1 ≤ i ≤ r0 otherwise
δlm1,m2 ·D+i =
 1 i = r − l +m2 and 1 ≤ i ≤ r−1 i = r − l +m2 + 1 and 1 ≤ i ≤ r0 otherwise
. (299)
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Lemma 6.34. For 1 ≤ m1 ≤ p− l and 1 ≤ m2 ≤ s− p+ l,
−KTs,p,n ·δlm1,m2 =

2m1 + 2m2 − 2 when 1 ≤ m1 ≤ r − l − 1 and 1 ≤ m2 ≤ l − 1
2m1 + 2l − 1 when 1 ≤ m1 ≤ r − l − 1 and m2 = l
2m1 + 2l − 1 + s− p when 1 ≤ m1 ≤ r − l − 1 and m2 ≥ l + 1
2(r − l +m2)− 1 when m1 = r − l and 1 ≤ m2 ≤ l − 1
2r when m1 = r − l and m2 = l
2r + s− p when m1 = r − l and m2 ≥ l + 1
2(r − l +m2)− 1 + s+ p− n when m1 ≥ r − l + 1 and 1 ≤ m2 ≤ l − 1
n− s+ p when m1 ≥ r − l + 1 and m2 = l
n when m1 ≥ r − l + 1 and m2 ≥ l + 1
. (300)
For 1 ≤ m1 ≤ n − s − l and 1 ≤ m2 ≤ l, define an affine line ∆˚lm1,m2 ⊂ Aτl as follows.
x(l+1−m2)(s+l+m1)
(
∆˚lm1,m2(t)
)
= t and the other variables are constantly zero.
Let ∆lm1,m2 be the closure of ∆˚
l
m1,m2
.
Lemma 6.35. For 1 ≤ m1 ≤ n− s− l and 1 ≤ m2 ≤ l,
∆lm1,m2 ·R∗s,p,n((OG(p,n)(1)) = 1
∆lm1,m2 ·D−i =
 1 i = l +m1−1 i = l +m1 + 1 and 1 ≤ i ≤ r0 otherwise
∆lm1,m2 ·D+i =
 1 i = r − l +m2−1 i = r − l +m2 + 1 and 1 ≤ i ≤ r0 otherwise
. (301)
Lemma 6.36. For 1 ≤ m1 ≤ n− s− l and 1 ≤ m2 ≤ l,
−KTs,p,n ·∆lm1,m2 =

2m1 + 2m2 − 2 when 1 ≤ m1 ≤ r − l − 1 and 1 ≤ m2 ≤ l − 1
2m1 + 2l − 1 when 1 ≤ m1 ≤ r − l − 1 and m2 = l
2(r − l +m2)− 1 when m1 = r − l and 1 ≤ m2 ≤ l − 1
2r when m1 = r − l and m2 = l
2(r − l +m2)− 1 + n− s− p when m1 ≥ r − l + 1 and 1 ≤ m2 ≤ l − 1
n− s+ p when m1 ≥ r − l + 1 and m2 = l
. (302)
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(3). Curves ζrj , ζ
r,k
u,v, δ
r
m1,m2
, ∆rm1,m2 in R
−1
s,p,n
(V(p−r,r)).
For 2 ≤ j ≤ r, define an affine line ζ˚rj ⊂ Aτr as follows. a(r+1−j)(s−p+r+1−j)
(
ζ˚rj (t)
)
= t and
the other variables are constantly zero.
Let ζrj be the closure of ζ˚
r
j .
Lemma 6.37. For 2 ≤ j ≤ r,

ζrj ·R∗s,p,n((OG(p,n)(1)) = 0
ζrj ·D−i = 0 1 ≤ i ≤ r
ζrj ·D+i =

−1 i = j − 1
2 i = j and 1 ≤ i ≤ r
−1 i = j + 1 and 1 ≤ i ≤ r
0 otherwise
. (303)
Lemma 6.38. For 2 ≤ j ≤ r,
−KTs,p,n · ζrj =
 3 when 2 ≤ j = r2 when 2 ≤ j ≤ r − 1 . (304)
Assume that u = r − k + 1 and 1 ≤ v ≤ s − p + r − k, or v = s − p + r − k + 1 and
1 ≤ u ≤ r − k, where 1 ≤ k ≤ r. Define an affine line ζ˚r,ku,v ⊂ Aτr as follows. ξ(k)uv
(
ζ˚r,ku,v(t)
)
= t
and other variables are constantly zero.
Let ζr,ku,v be the closure of ζ˚
r,k
u,v.
Lemma 6.39. Assume that 1 ≤ k ≤ r. When u = r − k + 1 and v = s − p + r − k ≥ 1, or
v = s− p+ r − k + 1 and u = r − k ≥ 1,

ζr,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζr,ku,v ·D−i = 0 1 ≤ i ≤ r
ζr,ku,v ·D+i =

−1 i = k
2 i = k + 1 and 1 ≤ i ≤ r
−1 i = k + 2 and 1 ≤ i ≤ r
0 otherwise
. (305)
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When u = r − k + 1 and 1 ≤ v ≤ s− p+ r − k − 1,
ζr,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζr,ku,v ·D−i = 0 1 ≤ i ≤ r
ζr,ku,v ·D+i =

−1 i = k
1 i = k + 1 and 1 ≤ i ≤ r
1 i = s− p+ r + 1− v and 1 ≤ i ≤ r
−1 i = s− p+ r + 2− v and 1 ≤ i ≤ r
0 otherwise
. (306)
When v = s− p+ r − k + 1 and 1 ≤ u ≤ r − k − 1,
ζr,ku,v ·R∗s,p,n((OG(p,n)(1)) = 0
ζr,ku,v ·D−i = 0 1 ≤ i ≤ r
ζr,ku,v ·D+i =

−1 i = k
1 i = k + 1 and 1 ≤ i ≤ r
1 i = r + 1− u and 1 ≤ i ≤ r
−1 i = r + 2− u and 1 ≤ i ≤ r
0 otherwise
. (307)
Lemma 6.40. Assume that 1 ≤ k ≤ r. Then,
−KTs,p,n · ζr,kr−k+1,v =

2(s− p+ r − k + 1− v) when s− p+ 2 ≤ v ≤ s− p+ r − k
2r − 2k + 1 when v = s− p+ 1 and 1 ≤ k ≤ r − 1
2r − 2k + s− p+ 1 when 1 ≤ v ≤ s− p and 1 ≤ k ≤ r − 1
s− p when 1 ≤ v ≤ s− p and k = r
(308)
and
−KTs,p,n · ζr,ku,s−p+r−k+1 =
 2(r − k + 1− u) when 2 ≤ u ≤ r − k2r − 2k + 1 when u = 1 and 1 ≤ k ≤ r − 1 . (309)
When n− s < p, 1 ≤ m1 ≤ s+ p− n, and 1 ≤ m2 ≤ n− p, define an affine line δ˚rm1,m2 ⊂ Aτr
as follows. y(r+m1)(s−p+r+1−m2)
(
δ˚rm1,m2(t)
)
= t and other variables are constantly zero.
Let δrm1,m2 be the closure of δ˚
r
m1,m2
.
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Lemma 6.41. Assume that n− s < p, 1 ≤ m1 ≤ s+ p− n, and 1 ≤ m2 ≤ n− p. Then,
δrm1,m2 ·R∗s,p,n((OG(p,n)(1)) = 1
δrm1,m2 ·D−i = 0 1 ≤ i ≤ r
δrm1,m2 ·D+i =
 1 i = m2 and 1 ≤ i ≤ r−1 i = m2 + 1 and 1 ≤ i ≤ r0 otherwise
. (310)
Lemma 6.42. Assume that n− s < p. Then,
−KTs,p,n · δrm1,m2 =

2m2 + s+ p− n− 1 when 1 ≤ m2 ≤ r − 1
n− s+ p when m2 = r
n when r + 1 ≤ m2 ≤ n− p
. (311)
When p < n− s, 1 ≤ m1 ≤ n− s− r, and 1 ≤ m2 ≤ r, define an affine line ∆˚rm1,m2 ⊂ Aτl as
follows. x(r+1−m2)(s+r+m1)
(
∆˚rm1,m2(t)
)
= t and the other variables are constantly zero.
Let ∆rm1,m2 be the closure of ∆˚
r
m1,m2
.
Lemma 6.43. Assume that p < n− s, 1 ≤ m1 ≤ n− s− r and 1 ≤ m2 ≤ r. Then,
∆rm1,m2 ·R∗s,p,n((OG(p,n)(1)) = 1
∆rm1,m2 ·D−i = 0 1 ≤ i ≤ r
∆rm1,m2 ·D+i =
 1 i = m2 and 1 ≤ i ≤ r−1 i = m2 + 1 and 1 ≤ i ≤ r0 otherwise
. (312)
Lemma 6.44. Assume that p < n− s. Then,
−KTs,p,n ·∆rm1,m2 =
 2m2 + n− s− p− 1 when 1 ≤ m2 ≤ r − 1n− s+ p when m2 = r . (313)
6.3. (Semi-)positivity of the anti-canonical bundles. In this subsection, we will study
the (semi)-positivity of the anti-canonical bundles of Ts,p,n and Ms,p,n.
Recall the following notion of Chow groups. Let X be a smooth projective manifold over
C. An algebraic cycle on X means a finite linear combination of closed subvarieties of X with
integer coefficients. For a natural number i, the group Zi(X) of i-dimensional cycles (or i-cycles,
for short) on X is the free abelian group on the set of i-dimensional subvarieties of X. For a
variety W of dimension i + 1 and any rational function f on W which is not identically zero,
the divisor of f is the i-cycle
(f) =
∑
Z
ordZ(f)Z (314)
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where the sum runs over all i-dimensional subvarieties Z of W and the integer ordZ(f) denotes
the order of vanishing of f along Z. The group of i-cycles rationally equivalent to zero is the
subgroup of Zi(X) generated by the cycles (f) for all (i+ 1)-dimensional subvarieties W of X
and all nonzero rational functions f on W . The Chow group Ai(X) of i-dimensional cycles on
X is the quotient group of Zi(X) by the subgroup of cycles rationally equivalent to zero.
Brion characterized the Chow groups of spherical varieties as follows.
Lemma 6.45 ([Br3]). Let X be an irreducible, complete spherical variety of complex dimension
n. The cone of effective cycles in Ai(X)⊗ZQ is a polyhedral convex cone generated by the classes
of the closures of the B-orbits.
Proof of Theorem 1.22. Recall that by Kleiman’s criterion −KTs,p,n is ample if and only if
its has positive degree on every nonzero element of the closure of the cone of effective curves
in A1(X) ⊗Z Q. By Lemma 6.45, the closure of the cone of effective curves in A1(X) ⊗Z Q is
generated by finitely many irreducible curves which are the closures of the B-orbits. Therefore,
to prove Theorem 1.22, it suffices to show that the following holds.
(a) −KTs,p,n has non-negative degrees on all the irreducible curves of Ts,p,n which are the
closures of the B-orbits of the dimension 1. Moreover, it has strictly positive degrees
on such curves if and only if r ≤ 2.
(b) −KTs,p,n is big.
We assume that 2p ≤ n ≤ 2s, and split the proof into two steps. In the first step, we show
that the anti-canonical bundle −KTs,p,n is nef (or ample if r ≤ 2); in the second step, we show
that −KTs,p,n is big.
Step I (nef part). Recall that Ts,p,n is covered by the images of the open sets Aτ0 , Aτ1 , · · · ,
Aτr under the actions of the permutation matrices contained in GL(s,C)×GL(n− s,C). Here(
Aτl , (Jτll )
−1) is the l-th main coordinate chart defined in Definition 6.5; a permutation matrix
is a square matrix that has exactly one entry of 1 in each row and each column and 0s elsewhere.
Let γ be an irreducible curve of Ts,p,n which is the closure of a 1-dimensional B-orbit. Then
it is easy to verify that there is a permutation matrix g ∈ GL(s,C) × GL(n − s,C) and an
integer 0 ≤ l∗ ≤ r such that Aτ∗l contains an open subset of the image curve g(γ).
Let T be the maximal torus of B defined by (238). Let a be a generic point of g(γ). It is
clear that the image curve g(γ) is invariant under the T -action. Consider the local coordinates
of a with respect to the i∗-th main coordinate charts
(
Aτ
∗
l ,
(
Jτ
∗
l
)−1)
. We can show that only
one of the local coordinates of a is nonzero, for otherwise g(γ) is of dimension at least two.
Therefore, g(γ) coincides with one of the T -invariant curves γl, ζ
l
j, ζ
l,k
u,v, δ
l
m1,m2
,∆lm1,m2 defined
in Section 6.2.
Since KTs,p,n is invariant under the holomorphic automorphism of Ts,p,n, we have
−KTs,p,n · γ = −KTs,p,n · g(γ). (315)
Recall Lemmas 6.20, 6.22, 6.24, 6.26, 6.28, 6.31, 6.32 6.34, 6.36, 6.38, 6.40, 6.42, 6.44. Then,
we can conclude that −KTs,p,n · γ ≥ 0, and −KTs,p,n · γ = 0 if and only if g(γ) coincides with γl
for a certain 1 ≤ l ≤ r − 2.
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Therefore, we can conclude that −KTs,p,n is a numerical effective line bundle of Ts,p,n, and
−KTs,p,n is ample if and only if r ≤ 2.
Step II (big part). We assume that r ≥ 3. By Kodaira’s lemma, −KTs,p,n is a big line bundle
if it has a decomposition A+ E (as Q-divisors), with A ample and E effective.
First assume that p < n− s ≤ s. By (250) and Lemma 6.7, we have
−KTs,p,n = (s− p+ 1) ·B0 + 2
p−1∑
j=1
Bj + (n− s− p+ 1) ·Bp +
p∑
i=1
D−i +
p∑
i=1
D+i
=
(
s− p+ 1− 1
p
)
·B0 + 2
p−1∑
j=1
Bj + (n− s− p+ 1) ·Bp +
p∑
i=1
D−i
+
p∑
i=1
(
1− p+ 1− i
p
)
·D+i +
1
p
(
B0 +
p∑
i=1
(p+ 1− i) ·D+i
)
(316)
=
(
s− p+ 1− 1
p
)
·B0 + 2
p−1∑
j=1
Bj + (n− s− p+ 1) ·Bp + 1
p
· (Rs,p,n)∗
(OG(p,n)(1))
+
p∑
i=1
D−i +
p∑
i=1
(
1− p+ 1− i
p
)
·D+i .
By Lemma 6.10, we conclude that −KTs,p,n is big.
Similarly, when n− s = p < s,
−KTs,p,n =
(
s− p+ 1− 1
p
)
·B0 + 2
p−1∑
j=1
Bj +
1
p
· (Rs,p,n)∗
(OG(p,n)(1))
+
p∑
i=1
D−i +
p∑
i=1
(
1− p+ 1− i
p
)
·D+i ;
(317)
when n− s < p < s (r = n− s),
−KTs,p,n =
(
s− p+ 1− 1
r
)
·B0 + 2
r−1∑
j=1
Bj + (p− r + 1) ·Br + 1
r
· (Rs,p,n)∗
(OG(p,n)(1))
+
r∑
i=1
D−i +
r∑
i=1
(
1− r + 1− i
r
)
·D+i ;
(318)
when n− s = p = s,
−KTs,p,n = 2
p−1∑
j=1
Bj+
1
p
·(Rs,p,n)∗
(OG(p,n)(1))+ p∑
i=1
D−i +
p−1∑
i=1
(
1− p+ 1− i
p
)
·D+i +D+p . (319)
By Lemma 6.10, we conclude that −KTs,p,n is big as well.
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We complete the proof of Theorem 1.22.
Proof of Theorem 1.21. The proof is the same as in Theorem 1.22.
Recall that the effective cone of curves is generated by B-invariant curves by Lemma 6.45.
Let γˇ ⊂ Ms,p,n be an irreducible curve which is the closure of a 1-dimensional B-orbit. Then
there is a permutation matrix g ∈ GL(s,C) × GL(n − s,C) such that Aτ0 contains an open
subset of the image curve g(γˇ). We can further show that, g(γˇ) coincides with one of the
T -invariant curves ζ0j , ζ
0,k
u,v , δ
0
m1,m2
defined in Section 6.2.
Notice that for each curve γ ⊂Ms,p,n,
−KMs,p,n · γ =
(−KTs,p,n −D−1 ) · γ (320)
Then Theorem 1.21 follows from Lemmas 6.22, 6.24, 6.26 by Kleiman’s criterion.
Remark 6.46. Similarly, we can show that the line bundle −KTs,p,n +Hj
∣∣
Ts,p,n −D
−
1 on Ts,p,n
is nef and big for 0 ≤ j ≤ r. Then H1
(
Ts,p,n, Hj
∣∣
Ts,p,n −D
−
1
)
= 0 by Kawamata-Viehweg
vanishing theorem; hence the following natural map is surjective.
Γ
(
Ts,p,n, Hj
∣∣
Ts,p,n
)
→ Γ
(
Ms,p,n, Hj
∣∣
Ms,p,n
)
. (321)
By Remark 6.11, we can conclude that the complete linear series of Hj
∣∣
Ms,p,n on Ms,p,n is
isomorphic to CPN
j
s,p,n as well.
7. Symmetries of Ts,p,n and Ms,p,n
In this section, we will determine the holomorphic automorphisms of Ts,p,n and Ms,p,n. The
proof consists two technical parts. Firstly, we show that the induced automorphisms of the
Picard group consist of at most two elements; secondly, we complete the proof under the extra
assumption that the induced automorphism of the Picard group is the identity map. We note
that the former is easier for the case Ms,p,n and the latter is easier for the case Ts,p,n.
We will assume in this section that 2p ≤ n ≤ 2s.
7.1. Discrete symmetries. We compute in this subsection the isomorphisms of the Picard
groups induced by the following discrete automorphisms.
• The USD isomorphisms of Ts,p,2s; the DUAL isomorphisms of Ts,p,2p.
• The Usd isomorphisms of Ms,p,2s; the Dual isomorphisms of Ms,p,2p.
Lemma 7.1. Assume that 1 ≤ p ≤ s. The automorphism USD induces an automorphism of
the Picard group of Ts,p,2s as follows.
(USD)∗(D+i ) = D
−
i , 1 ≤ i ≤ r ;
(USD)∗(D−i ) = D
+
i , 1 ≤ i ≤ r ;
(USD)∗
(
(Rs,p,2s)
∗(OG(p,2s)(1))
)
= (Rs,p,2s)
∗(OG(p,2s)(1)) ;
(USD)∗ (Bi) = Br−i , 0 ≤ i ≤ r.
(322)
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Proof of Lemma 7.1. We have (USD)∗
(
(Rs,p,2s)
∗(OG(p,2s)(1))
)
= (Rs,p,2s)
∗(OG(p,2s)(1)) for
USD induces an automorphism of G(p, 2s). By (73) and the Van der Waerden representation,
we can conclude that USD interchanges D+i and D
−
i for 1 ≤ i ≤ r .
Lemma 7.2. Assume that 1 ≤ p ≤ s. The DUAL automorphism induces an automorphism of
the Picard group of Ts,p,2p as follows.
(DUAL)∗(D+i ) = D
−
i , 1 ≤ i ≤ r ;
(DUAL)∗(D−i ) = D
+
i , 1 ≤ i ≤ r ;
(DUAL)∗
(
(Rs,p,2p)
∗(OG(p,2p)(1))
)
= (Rs,p,2p)
∗(OG(p,2p)(1)) ;
(DUAL)∗ (Bi) = Br−i , 0 ≤ i ≤ r.
(323)
Proof of Lemma 7.2. The proof is the same as in Lemma 7.1.
We next turn to the corresponding actions on the Picard groups of Ms,p,n.
Lemma 7.3. Assume that 1 ≤ p < s. Then the automorphism Usd induces an automorphism
of the Picard group of Ms,p,2s as follows.
(Usd)∗(Dˇi) = Dˇr+2−i, 2 ≤ i ≤ r ;
(Usd)∗(Dˇ1) = −
r∑
i=1
Dˇi ;
(Usd)∗
(
(Rˇs,p,2s)
∗(OG(p,2s)(1))
)
= (Rˇs,p,2s)
∗(OG(p,2s)(1))−
r∑
i=1
(r + 1− i) · Dˇi ;
(Usd)∗
(
Bˇi
)
= Bˇr−i , 0 ≤ i ≤ r.
(324)
Proof of Lemma 7.3. Since USD(D−1 ∩ D−i ) = D+1 ∩ D+i and Ps,p,2s(D+i ) = Ps,p,2s(D−r+2−i)
for 2 ≤ i ≤ r, we conclude that
Ls,p,2s(D+1 ∩D+i ) = D−1 ∩D−r+2−i , 2 ≤ i ≤ r . (325)
Therefore, (Usd)∗(Dˇi) = Dˇr+2−i for 2 ≤ i ≤ r.
By (250) we have that
B0 = (Rs,p,2s)
∗(OG(p,2s)(1))−
r∑
i=1
(r + 1− i) ·D+i ;
Bp = (Rs,p,2s)
∗(OG(p,2s)(1))−
r∑
i=1
(r + 1− i) ·D−i ;
B1 = (Rs,p,2s)
∗(OG(p,2s)(1))−
r−1∑
i=1
(r − i) ·D+i −D−1 ;
Bp−1 = (Rs,p,2s)∗(OG(p,2s)(1))−D+1 −
r−1∑
i=1
(r − i) ·D−i .
(326)
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Notice that (Rs,p,2s)
∗(OG(p,2s)(1))
∣∣
D−1
= B0 ∩D−1 ; Ls,p,2s(B0 ∩D+1 ) = B0 ∩D−1 ; by Lemma 7.1
USD∗(B0) = Bp and (Rs,p,2s)∗(OG(p,2s)(1)) is invariant under USD . We thus conclude that
(Usd)∗
(
(Rˇs,p,2s)
∗(OG(p,2s)(1))
)
= (Usd)∗
(
B0
∣∣
D−1
)
=
(
USD
∣∣
Ms,p,2s
)∗ (
L∗s,p,2s
(
B0
∣∣
D−1
))
=
(
USD
∣∣
Ms,p,2s
)∗ (
B0
∣∣
D+1
)
= Bp
∣∣
D−1
= (Rˇs,p,2s)
∗(OG(p,2s)(1))−
r∑
i=1
(r + 1− i) · Dˇi .
(327)
Similarly, we have that
(Usd)∗
(
Bˇ1
)
=
(
USD
∣∣
Ms,p,2s
)∗ (
L∗s,p,2s
(
B1
∣∣
D−1
))
=
(
USD
∣∣
Ms,p,2s
)∗ (
B1
∣∣
D+1
)
= Bp−1
∣∣
D−1
= (Rˇs,p,2s)
∗(OG(p,2s)(1))−
r−1∑
i=1
(r − i) · Dˇi .
(328)
Therefore,
(Usd)∗
(
Dˇ1
)
= (Usd)∗
(
(Rˇs,p,2s)
∗(OG(p,2s)(1))− Bˇ1
)
= (Rˇs,p,2s)
∗(OG(p,2s)(1))−
r∑
i=1
(r + 1− i)Dˇi −
(
(Rˇs,p,2s)
∗(OG(p,2s)(1))−
r−1∑
i=1
(r − i)Dˇi
)
= −
r∑
i=1
Dˇi .
(329)
Substituting the above into (250), we can conclude that (Usd)∗
(
Bˇi
)
= (Bˇr−i) for 0 ≤ i ≤ r.
Lemma 7.4. Assume that 1 ≤ p < s. Then the automorphism Dual induces an automorphism
of the Picard group of Ms,p,2p as follows.
(Dual)∗(Dˇi) = Dˇr+2−i, 2 ≤ i ≤ r ;
(Dual)∗(Dˇ1) = −
r∑
i=1
Dˇi ;
(Dual)∗
(
(Rˇs,p,2p)
∗(OG(p,2p)(1))
)
= (Rˇs,p,2p)
∗(OG(p,2p)(1))−
r∑
i=1
(r + 1− i) · Dˇi ;
(Dual)∗
(
Bˇi
)
= Bˇr−i , 0 ≤ i ≤ r.
(330)
Proof of Lemma 7.4. For 0 ≤ j ≤ r define a divisor b˜j :=
{
x ∈ G(p, 2p)∣∣PIj(x) = 0} where
I˜j := (2p, 2p − 1, · · · , 2p − j + 1, 2p − s − j, 2p − s − j − 1, · · · , 1) ∈ Ijs,p,2p; let B˜j ⊂ Ts,p,2p be
the strict transformation of b˜j under the canonical blow-up Rs,p,2p.
It is easy to show by (73) that the image of Br−j under DUAL is B˜j for 0 ≤ j ≤ r. Moreover,
similarly to (250) we can derive the following for 0 ≤ j ≤ r.
B˜j = (Rs,p,2p)
∗(OG(p,2p)(1))−
r−j∑
i=1
(r − j + 1− i) ·D+i −
j∑
i=1
(j + 1− i) ·D−i = Bj . (331)
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Then the remainder of the proof is the same as in Lemma 7.3.
Recall that when n = 2p = 2s, (Rˇp,p,2p)
∗(OG(p,2p)(1)) and hence
∑r
i=1(r+1−i) ·Dˇi are trivial.
We can derive that
Lemma 7.5. Assume that p ≥ 1. The automorphisms Usd and Dual induce the following
automorphism of the Picard group of Mp,p,2p.
(Usd)∗(Dˇi) = (Dual)∗(Dˇi) = Dˇr+2−i, 2 ≤ i ≤ r ;
(Usd)∗(Dˇ1) = (Dual)∗(Dˇ1) = −
r∑
i=2
i− 1
r
· Dˇi ;
(Usd)∗
(
Bˇi
)
= (Dual)∗
(
Bˇi
)
= Bˇr−i , 1 ≤ i ≤ r − 1.
(332)
7.2. The automorphism groups of Ts,p,n. In this subsection, we determine the automor-
phism groups of Ts,p,n. We first prove the following.
Lemma 7.6. Let σ ∈ Aut(Ts,p,n). Denote by Σ the birational self-map of G(p, n) induced by
σ. If the induced automorphism σ∗ of the Picard group of Ts,p,n is the identity map, then Σ
extends to an automorphism of G(p, n).
Proof of Lemma 7.6. For convenience, we use the following notation to distinguish the source
and the target.
T 1s,p,n σ−−−→ T 2s,p,nyR1s,p,n yR2s,p,n
G1(p, n)
Σ999K G2(p, n)
. (333)
We claim that any connected curve E ⊂ T 1s,p,n which is contracted by R1s,p,n is also contracted
by R2s,p,n, that is, if the image R
1
s,p,n(E) is a point then so is the image R
2
s,p,n(σ(E)). Assume
the contrary. Calculating the intersection numbers, we have a contradiction as follows.
0 = OG1(p,n)(1) ·R1s,p,n(E)
= (R1s,p,n)
∗(OG1(p,n)(1)) · E
= (σ−1)∗
(
(R1s,p,n)
∗ (OG1(p,n)(1))) · σ(E)
= (R2s,p,n)
∗(OG2(p,n)(1)) · σ(E)
= OG2(p,n)(1) ·R2s,p,n (σ(E))
≥ 1 .
(334)
Here the second and the fifth equalities are by the push forward formula (see [Ful]); the third
equality is because σ is biholomorphic; the fourth equality is due to the assumption that σ∗ is
the identity map; the first equality and the last inequality are by the assumption that R1s,p,n(E)
is a point while R2s,p,n(σ(E)) is a curve.
We next prove that Σ extends to a holomorphic map from G1(p, n) to G2(p, n). It suffices
to prove that the map Σ is bounded near each point of G1(p, n). Take an arbitrary point
x ∈ G1(p, n). Recall that Ts,p,n can be locally realized as a sequence of blow-ups of G1(p, n) along
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smooth submanifolds (see Remark 4.15), and hence each intermediate blow-up has connected
fibers. We conclude that the fiber (R1s,p,n)
−1(x) is connected.
If (R2s,p,n ◦σ)
(
(R1s,p,n)
−1(x)
)
consists of more than one point, it must be of dimension at least
1 for fibers are connected. We can show that there is a curve E ⊂ (R1s,p,n)−1(x) such that
R2s,p,n (σ(E)) is a curve. This is a contradiction.
If the image (R2s,p,n◦σ)
(
(R1s,p,n)
−1(x)
)
consists of a single point, there is a neighborhood Ux of
x in G1(p, n) such that Σ(Ux) is contained in a small neighborhood of (R
2
s,p,n◦σ)
(
(R1s,p,n)
−1(x)
)
.
Then in certain local coordinate charts, we can write Σ as a bounded vector-valued rational
function which is bounded near x. We thus conclude Σ extend to a holomorphic map near x.
Hence, Σ extends to a holomorphic map from G1(p, n) to G2(p, n). Similarly, we can show
that the inverse Σ−1 has a holomorphic extension. As a conclusion, we conclude that Σ extends
to an automorphism of G(p, n).
The following lemma classifies the induced automorphisms of the Picard groups.
Lemma 7.7. Let σ be an automorphism of Ts,p,n and σ∗ the induced automorphism of the
Picard group. When n 6= 2s and n 6= 2p, σ∗ is the identity map. When n = 2s, σ∗ is the
identity map or (USD)∗. When n = 2p, σ∗ is the identity map or (DUAL)∗.
Proof of Lemma 7.7. See Appendix D.1.
Proof of Proposition 1.4. Without loss of generality, we may assume that 2p ≤ n ≤ 2s. We
prove Proposition 1.4 based on a case by case argument.
Case 1 (p = s = n− s = 1). T1,1,2 ∼= CP1 and hence the automorphism group is PGL(2,C).
Case 2 (p = n− s = 1 and s ≥ 2). Let σ be an automorphism of Ts,p,n. By Lemma 7.7, σ∗ is
the identity map. By Lemma 7.6, σ induces an automorphism Σ of G(p, n). Notice that each
irreducible component of the exceptional divisor is invarinat under σ. Therefore, Σ maps V+(0,1)
to V+(0,1).
Write Σ as a n× n matrix
Σ =
(
A B
C D
)
, (335)
where A, B, C, D are submatrices of sizes s × s, s × (n − s), (n − s) × s, (n − s) × (n − s)
respectively. If C is not a zero matrix, there is a point x ∈ V +(0,1) such that Σ(x) /∈ V +(0,1), which
is a contradiction. Therefore, C is a zero matrix and Σ ∈ P where P is defined by (15).
Case 3 (p = 1 and 2 ≤ n− s < s). Let σ be an automorphism of Ts,p,n. By Lemma 7.7, σ∗ is
the identity map. By Lemma 7.6, σ induces an automorphism Σ of G(p, n). Similarly to Case
2, Σ maps V+(0,1) to V+(0,1) and V−(1,0) to V−(1,0).
Recall that the automorphism group of G(p, n) is generated by PGL(n,C) when n 6= 2p.
Write Σ as (335). If Σ 6∈ GL(s,C)×GL(n− s,C), either C or B is not a zero matrix. If C is
not a zero matrix, there is a point x ∈ V +(0,1) such that Σ(x) /∈ V +(0,1); if B is not a zero matrix,
there is a point x ∈ V −(1,0) such that Σ(x) /∈ V −(1,0).
Therefore, Σ ∈ GL(s,C)×GL(n− s,C).
CANONICAL BLOW-UPS OF GRASSMANN MANIFOLDS 79
Case 4 (2 ≤ p and 2p < n < 2s). The proof is the same as in Case 3. Let σ be an
automorphism of Ts,p,n. By Lemma 7.7, σ∗ is the identity map. By Lemma 7.6, σ induces an
automorphism Σ of G(p, n).
Since r ≥ 2, we can conclude that Σ maps V+(p−r+1,r−1) to V+(p−r+1,r−1) and V−(p−1,1) to V−(p−1,1).
Write Σ as (335). If C is not a zero matrix, there is a point x ∈ V +(p−r+1,r−1) such that Σ(x) /∈
V +(p−r+1,r−1); if B is not a zero matrix, there is a point x ∈ V −(p−1,1) such that Σ(x) /∈ V −(p−1,1).
Therefore, σ ∈ GL(s,C)×GL(n− s,C).
Case 5 (1 ≤ p < s = n− s). Let σ be an automorphism of Ts,p,n. By Lemma 7.7, σ∗ is either
the identity map or the automrophism USD∗. By Lemma 7.6, either σ or USD ◦ σ induces an
automorphism Σ of G(p, n). Then Σ ∈ GL(s,C)×GL(n− s,C) similarly to Case 4.
Case 6 (2 ≤ p < s and n = 2p). Let σ be an automorphism of Ts,p,n. Recall that the
automorphism group of G(p, 2p) is generated by PGL(2p,C) and the dual automorphism ∗ (see
Section 2.3). By Lemma 7.7, σ∗ is either the identity map or the automrophism DUAL∗. By
Lemma 7.6, either σ or DUAL ◦ σ induces an automorphism Σ of G(p, n).
If Σ ∈ PGL(n,C), we can conclude that Σ ∈ GL(s,C)×GL(n− s,C) similarly to Case 4.
If Σ 6∈ PGL(n,C), we have that Σ˜ := Σ ◦ ∗ ∈ PGL(n,C) where ∗ takes the following form
(see (73)). ((
Ip×p X A
))∗
=
−XT−AT I(s−p)×(s−p)0 0I(2p−s)×(2p−s)
 . (336)
where X is an p× (s− p) matrix. Write Σ˜ as
Σ˜ =
(
A B
C D
)
(337)
where A, B, C, D are matrices of sizes s×s, s×(2p−s), (2p−s)×s, (2p−s)×(2p−s) respectively.
It is easy to verify that V−(p,0) is not invariant under Σ = Σ˜ ◦ ∗. This is a contradiction since D−1
is invariant under σ.
Case 7 (2 ≤ p = s = n− s). Let σ be an automorphism of Ts,p,n. By Lemma 7.7, σ∗ is either
the identity map or the automrophism USD∗. By Lemma 7.6, either σ or USD ◦ σ induces an
automorphism of G(p, 2p). If Σ ∈ PGL(n,C), then Σ ∈ GL(s,C)×GL(n− s,C) in the same
way as Case 4. Otherwise, USD◦DUAL◦σ ∈ GL(s,C)×GL(n−s,C) induces an automorphism
Σ˜ of G(p, 2p) which is contained in PGL(n,C). Hence Σ˜ ∈ GL(s,C) × GL(n − s,C) in the
same way as Case 4.
We complete the proof of Proposition 1.4.
7.3. The automorphism groups of Ms,p,n. In this subsection, we will determine the auto-
morphism groups of Ms,p,n.
Lemma 7.8. Assume that p 6= q are positive integers. Let σ be an automorphism of Mp,p,p+q
such that σ∗ is the identity map on the Picard group of Mp,p,(p+q). Then
σ ∈ PGL(p,C)× PGL(q,C). (338)
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Proof of Lemma 7.8. When p = 1 or q = 1, this is trivial for Mp,p,p+q is isomorphic to a
projective space.
Recall that Mp,p,p+q ∼= Mq,q,p+q ∼= P (Mp×q), where P˜ (Mp×q) is the variety of complete
collineations in Example 5.18. Without loss of generality, we can assume that 2 ≤ p < q.
Since σ∗ is the identity map on the Picard group ofMp,p,p+q, similarly to Lemma 7.6 we can
show that σ descends to an automorphism of P (Mp×q) as follows.
Mp,p,p+q σ−−−→ Mp,p,p+qyRp,p,p+q |Mp,p,p+q yRp,p,p+q |Mp,p,p+q
P (Mp×q)
Σ−−−→ P (Mp×q)
. (339)
Here P (Mp×q) ∼= CPpq−1 is the projectivization of the matrix group (see (224)). Moreover, we
can conclude that Σ preserves the ranks of the matrices in P (Mp×q) for the exceptional divisors
are σ-invariant.
It is clear that Σ ∈ PGL(pq,C). Hence, to prove Lemma 7.10 it suffices to show that
Σ ∈ GL(p,C)×GL(q,C) by viewing Σ as an element of GL(pq,C).
For 1 ≤ i ≤ p and 1 ≤ j ≤ q, denote by Eij the p× q matrix such that the (i, j)th entry is 1
and zero elsewhere. Write Σ as a linear transformation
Σ(Euv) =
p∑
i=1
q∑
j=1
aijuv · Eij, aijuv ∈ C , 1 ≤ u ≤ p , 1 ≤ v ≤ q. (340)
Since Σ maps a matrix of rank 1 to another matrix of rank 1, there are integers 1 ≤ i ≤ p
and 1 ≤ j ≤ q such that aij11 6= 0. Composing Σ with an element of GL(p,C) × GL(q,C),
we can assume that a1111 6= 0; indeed there is an element τ ∈ GL(p,C) × GL(q,C) such that
(τ ◦ Σ)(E11) = E11. By a slight abuse of notation, we use Σ for any composition τ ◦ Σ,
τ ∈ GL(p,C)×GL(q,C), in the following.
We claim that there are integers 2 ≤ i ≤ p and 2 ≤ j ≤ q such that aij22 6= 0. Assume the
contrary. Then there are integers 2 ≤ j ≤ q and 2 ≤ i ≤ p such that ai122 6= 0 and a1j22 6= 0, for
Σ(E11 + E22) has rank 2. However, this contradicts the fact that Σ(E22) has rank 1.
Composing Σ with a certain element of GL(p,C)×GL(q,C) we can derive that Σ(E11) = E11
and Σ(E22) = E22. Similarly, we may assume that Σ(Eii) = Eii for 1 ≤ i ≤ p.
Since E11 + λE12 (resp. E22 + λE12) is of rank 1 for λ ∈ C, we can show that
Σ(E12) =
p∑
i=1
ai112 ·Ei1 or
q∑
j=1
a1j12 ·E1j
(
resp. Σ(E12) =
p∑
i=1
ai212 · Ei1 or
q∑
j=1
a2j12 · E1j
)
. (341)
Then Σ(E12) = a
12
12 · E12 or a2112 · E21. We claim that Σ(E12) = a1212 · E12. Assume the contrary.
Then Σ(E1i) = a
i1
1i · Ei1 for 2 ≤ i ≤ p. Then regardless of the value of Σ(E1(p+1)), it violates
the assumption that the ranks are preserved under Σ.
By the same argument, we can assume that
(1) Σ(Eij) = a
ij
ij · Eij for 1 ≤ i ≤ p and 1 ≤ j ≤ q.
(2) aijij = 1 when i ≡ j (mod p).
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Composing an element of PGL(p,C) by the left action, we can fix a2121 = · · · ap1p1 = 1. Then
aijij = 1, 1 ≤ i ≤ p, 1 ≤ j ≤ q, for E11 + E1j + Ei1 + Eij has rank 1.
We conclude that Σ ∈ GL(p,C)×GL(q,C), and hence complete the proof of Lemma 7.8.
We generalize Lemma 7.8 as follows.
Lemma 7.9. Assume that 2p ≤ n ≤ 2s and 2 ≤ p < s. Let σ be an automorphism of Ms,p,n
such that σ∗ is the identity map on the Picard group ofMs,p,n. Then σ ∈ PGL(s,C)×PGL(n−
s,C).
Proof of Lemma 7.9. See Appendix D.2 (or Appendix D.3 for an alternative proof). .
Similarly to Lemma 7.7, we have
Lemma 7.10. Assume that 2p ≤ n ≤ 2s and 2 ≤ p < s. Let σ be an automorphism of Ms,p,n
and σ∗ the induced automorphism of the Picard group. When n 6= 2s and n 6= 2p, σ∗ is the
identity map. When n = 2s, σ∗ is the identity map or (Usd)∗. When n = 2p, σ∗ is the identity
map or (Dual)∗.
Proof of Lemma 7.10. Denote by Con(Ms,p,n) ⊂ An−1(Ms,p,n) ⊗Z Q the cone of effective
divisors of Ms,p,n. By Lemmas 6.16 and 6.45, Con(Ms,p,n) is generated by
{Dˇ2, Dˇ3, · · · , Dˇr, Bˇ0, Bˇ1, · · · , Bˇr} . (342)
Recalling (259), (260), we can determine G the set of extremal rays of Con(Ms,p,n) as follows.
When p 6= n− s and p < s,
G = {Dˇ2, Dˇ3, · · · , Dˇr, Bˇ0, Bˇr}; (343)
when n− s = p < s,
G = {Dˇ2, Dˇ3, · · · , Dˇr−1, Bˇ0, Bˇr}. (344)
Since σ∗ preserves Con(Ms,p,n), it induces a permutation of G.
We next prove Lemma 7.10 based on a case by case argument. For convenience, we denote
by H the divisor (Rˇs,p,n)
∗ (OG(p,n)(1)); also recall that 2p ≤ n ≤ 2s.
Case 1 (n − s = 1). Con(Ms,p,n) is generated by Bˇ0, Bˇ1. Recall that the canonical bundle
KMs,p,n is invariant under σ. Moreover, by (263) we have
KMs,p,n = − (n− p) Bˇ0 − pBˇ1 . (345)
If σ∗ is not the identity map, then n = 2p and σ∗ = (Dual)∗.
Case 2 (p < s, p 6= n−s, and n−s ≥ 2). It is clear that r ≥ 2, and Con(Ms,p,n) is generated
by Dˇ2, · · · , Dˇr, Bˇ0, Bˇr. By (236) we have that
KMs,p,n = −nBˇ0 +
p(n− s)
r
(
Bˇ0 − Bˇr −
r∑
k=2
(r + 1− k)Dˇk
)
+
r∑
i=2
(
(p− i+ 1)(n− s− i+ 1)− 1)Dˇi
=
r∑
i=2
(
(p− i+ 1)(n− s− i+ 1)− 1− p(n− s)(r + 1− i)
r
)
Dˇi −
(
n− p(n− s)
r
)
Bˇ0 − p(n− s)
r
Bˇr .
(346)
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We first assume that r = 2. If p = 2, then KMs,p,n = −2Dˇ2 − sBˇ0 − (n− s)Bˇr; if n− s = 2,
then KMs,p,n = −2Dˇ2 − (n− p)Bˇ0 − pBˇr. Then σ∗ is the identity map.
Let r ≥ 3 in the following. By (259) we have
σ∗(Dˇ1) =
1
r
σ∗(Bˇ0)− 1
r
σ∗(Bˇr)−
r∑
i=2
r + 1− i
r
σ∗(Dˇi) . (347)
Notice that, with respect to the basis
{
H, Dˇ2, · · · , Dˇr
}
, (347) has integer coefficients by Lemma
5.25. Checking the coefficient of H, we can conclude the following possibilities.
(a). σ∗ is the identity map.
(b). σ∗(Bˇ0) = Bˇr, σ∗(Bˇr) = Bˇ0.
(c). There is an integer 2 ≤ l ≤ r such that σ∗(Dˇl) = Bˇ0 and σ∗(Dˇr+2−l) = Bˇr.
(d). σ∗(Bˇ0) = Bˇ0 and σ∗(Dˇr) = Bˇr, or σ∗(Bˇ0) = Bˇr and σ∗(Dˇr) = Bˇ0.
(e). σ∗(Bˇr) = Bˇ0 and σ∗(Dˇ2) = Bˇr, or σ∗(Bˇr) = Bˇr and σ∗(Dˇ2) = Bˇ0.
For Case (b), by checking the coefficients of Dˇ2, · · · , Dˇr in (347) we can conclude that
σ∗(Dˇi) = Dˇr+2−i for 2 ≤ i ≤ r. By (346) we have n − p(n−s)r = p(n−s)r ; hence n = 2s and
σ∗ = (Usd)∗, or n = 2p and σ∗ = (Dual)∗.
For Case (c) checking the coefficient of Dˇ2 in (347), we can conclude that l = 2. By (346),
we can conclude that s = p which is a contradiction.
For Cases (d) and (e), we have p = n−s or p = s by (346) which contradicts the assumption.
Case 3 (p = n− s < s). If r = p = n− s = 2, Con(Ms,p,n) is generated by Bˇ0, Dˇ2. Then,
KMs,p,n = −s · Bˇ0 − 2 · Dˇr . (348)
If σ∗ is not the identity map, s = 2 = p. This contradicts our assumption that p < s.
Let r = p = n− s ≥ 3. Con(Ms,p,n) is generated by Bˇ0, Bˇr, Dˇ2, · · · , Dˇr−1. By (236) we have
that
KMs,p,n = −nBˇ0 + p
(
Bˇ0 − Bˇr −
r−1∑
k=2
(r + 1− k)Dˇk
)
+
r−1∑
i=2
(
(p− i+ 1)(p− i+ 1)− 1)Dˇi
= −
r−1∑
i=2
(
(p− i+ 1)(i− 1) + 1)Dˇi − (n− p) Bˇ0 − pBˇr .
(349)
By (259) and (260) we have
σ∗(Dˇ1) =
1
r
σ∗(Bˇ0)− 1
r
σ∗(Bˇr)−
r−1∑
i=2
r + 1− i
r
σ∗(Dˇi) . (350)
Checking the coefficient of H, we can conclude the following possibilities.
(a). σ∗ is the identity map.
(b). σ∗(Bˇ0) = Bˇr, σ∗(Bˇr) = Bˇ0.
(c). There is an integer 3 ≤ i ≤ r − 1 such that σ∗(Dˇi) = Bˇ0 and σ∗(Dˇr+2−i) = Bˇr.
(d). σ∗(Bˇr) = Bˇ0 and σ∗(Dˇ2) = Bˇr.
(e). σ∗(Bˇr) = Bˇr and σ∗(Dˇ2) = Bˇ0.
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For Case (b), by (349) we have n = 2p which is a contradiction.
For Case (c) checking the coefficient of Dˇ2 in (350), we can derive a contradiction.
For Cases (d) and (e), we have p = n− p by (349) which contradicts the assumption.
We thus complete the proof of Lemma 7.10.
Proof of Proposition 1.6. We prove Proposition 1.6 based on a case by case argument. Note
that 2p ≤ n ≤ 2s.
Case 1 (p = 1).
If p = s = 1 and n = 2, M1,1,2 is trivially a point.
If p = n− s = 1 and n ≥ 3, Ms,1,s+1 ∼= CPn−1 and Aut(Ms,1,s+1) = PGL(n− 1,C).
If p = 1, 2 ≤ n− s < s, Ms,1,2s ∼= CPs−1 × CPn−s−1 and
Aut(Ms,1,n) = PGL(s,C)× PGL(n− s,C). (351)
If p = 1, 2 ≤ n− s = s, Ms,1,n ∼= CPs−1 × CPs−1 and
Aut(Ms,1,2s) = PGL(s,C)× PGL(s,C)o Z/2Z. (352)
Case 2 (2 ≤ p, n 6= 2s and n 6= 2p). Let σ ∈ Aut(Ms,p,n). By Lemma 7.10, σ∗ is the identity
map on the Picard group of Ms,p,n. By By Lemma 7.9, we have that
σ ∈ PGL(s,C)× PGL(n− s,C) . (353)
Case 3 (2 ≤ p < s and n = 2s). Let σ ∈ Aut(Ms,p,n). By Lemma 7.10, σ∗ is either
the identity map or the automrophism (Usd)∗. By Lemma 7.9, either σ or Usd ◦ σ is in
PGL(s,C)× PGL(n− s,C). Then,
Aut(Ms,p,2s) = PGL(s,C)× PGL(n− s,C)o Z/2Z. (354)
Case 4 (2 ≤ p < s and n = 2p). Let σ ∈ Aut(Ms,p,n). By Lemma 7.10, σ∗ is either
the identity map or the automrophism (Dual)∗. By Lemma 7.9, either σ or Dual ◦ σ is in
PGL(s,C)× PGL(n− s,C). Then
Aut(Ms,p,2p) = PGL(s,C)× PGL(n− s,C)o Z/2Z. (355)
Case 5a (4 = 2p = 2s = n). M2,2,4 ∼= CP3, and hence Aut(M2,2,4) = PGL(4,C).
Case 5b (6 ≤ 2p = 2s = n). Brion [Br6] showed that
Aut(Mp,p,2p) = (PGL(p,C)× PGL(p,C))o Z/2Z o Z/2Z. (356)
We complete the proof of Proposition 1.6.
8. The existence of Ka¨hler-Einstein metrics
In this section, we will study the existence of Ka¨hler-Einstein metrics on Ts,p,n (r ≤ 2), and
Ms,p,n. The main tool is Delcroix’s criterion for spherical varieties [De1, De2]. Readers are
referred to the foundational work of [LV], [Kn], [Br1, Br5, Br6], [BPa], etc., on the general
theory of spherical varieties.
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8.1. The existence of Ka¨hler-Einstein metrics on Ts,p,n of rank r ≤ 2. According to
Theorem 1.22, Ts,p,n is Fano if and only if the rank r ≤ 2. In this subsection, we will investigate
the existence of Ka¨hler-Einstein metrics on Ts,p,n with r ≤ 2.
For convenience, we denote by G the group GL(s,C) × GL(n − s,C). Let T = T1 × T2 be
the maximal torus of B defined by (238). Define coordinates of T by
g1 =

u1
u2
. . .
us
 and g2 =

v1
v2
. . .
vn−s
 , (357)
where g1, g2 are elements of T1, T2 respectively, and u1, · · · , us, v1, · · · , vn−s ∈ C∗; we denote
the elements of T by
(
(u1, · · · , us), (v1, · · · , vn−s)
)
for simplicity.
Let X(T ) be the group of algebraic characters of T and Y(T ) the group of algebraic one
parameter subgroups of T . Then X(T ) ∼= Zn under the isomorphism
ν : Zn −→ X(T )(
(α1, · · · , αs), (β1, · · · , βn−s)
) 7→ να1, ··· , αs, β1, ··· , βn−s (358)
where να1, ··· , αs, β1, ··· , βn−s is a holomorphic map defined by
να1, ··· , αs, β1, ··· , βn−s : T −→ C∗(
(x1, · · · , xs), (y1, · · · , yn−s)
) 7→ ( s∏
i=1
xαii
)
·
(
n−s∏
j=1
y
βj
j
)
.
(359)
Similarly, Y(T ) ∼= Zn under the isomorphism
µ : Zn −→ Y(T )(
(m1, · · · ,ms), (l1, · · · , ln−s)
) 7→ µm1, ··· ,ms, l1, ··· , ln−s (360)
where µm1, ··· ,ms, l1, ··· , ln−s is a holomorphic map defined by
µm1, ··· ,ms, l1, ··· , ln−s : C∗ −→ T
t 7→ ((tm1 , · · · , tms), (tl1 , · · · , tln−s)) . (361)
There is a natural pairing 〈·, ·〉
〈·, ·〉 : X(T )×Y(T ) −→ Z(
(α1, · · · , αs), (β1, · · · , βn−s)
)× ((m1, · · · ,ms), (l1, · · · , ln−s)) 7→ s∑
i=1
αimi +
n−s∑
j=1
βjlj .
(362)
Let Φ ⊂ X(T ) be the root system of (G, T ) and Φ+ the positive roots determined by B. Let
M ⊂ X(T ) be the set of characters of B-semi-invariant functions in the function field K(O)
where O is the open and dense orbit of Ts,p,n under the action of G; denote by N := Hom(M,Z)
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its Z-dual. We can determine the structure of M and N as follows. Define a quasi projective
variety Z ⊂ G(p, n) in matrix representatives as follows. When p ≤ n− s (r = p),
Z :=

b˜ :=

0 · · · 0
0 · · · 0
. . .
0 · · · 0︸ ︷︷ ︸
(s−p) columns
1
1
. . .
1
b˜11
b˜22
. . .
b˜rr
0 · · · 0
0 · · · 0
. . .
0 · · · 0︸ ︷︷ ︸
(n−s−p) columns

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
b˜ii ∈ C∗,
1 ≤ i ≤ r

; (363)
when n− s < p (r = n− s),
Z :=

b˜ :=

0 · · · 0
0 · · · 0
...
. . .
...
0 · · · 0
0 · · · 0
...
. . .
...
0 · · · 0︸ ︷︷ ︸
(s−p) columns
1
1
. . .
1
1
. . .
1︸ ︷︷ ︸
p columns
b˜11
b˜22
. . .
b˜rr
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0︸ ︷︷ ︸
(n−s) columns

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
b˜ii ∈ C∗,
1 ≤ i ≤ r

.
(364)
It is clear that Ks,p,n is well-defined on Z. By a slight abuse of notation, we denote a point a˜
of Z by its coordinates (a˜11, · · · , a˜rr), and identify Z with its image Ks,p,n(Z) in Ts,p,n. Let U
be the unipotent radical of B; then the following is an open dense set in Ts,p,n.{
U · (Ks,p,n(z))∣∣U ∈ U and z ∈ Z}. (365)
Notice that each B-semi-invariant function f ∈ K(O) is U -invariant, and
f
(
b˜
)
= c ·
r∏
i=1
(
b˜ii
)λi
, b˜ = (˜b11, · · · , b˜rr) ∈ Z , (366)
where λ1, · · · , λr are integers. Let f1, f2, · · · , fr be B-semi-invariant functions such that
f1
(
b˜
)
=
(
b˜11
)
, fi
(
b˜
)
=
b˜ii
b˜(i−1)(i−1)
, 2 ≤ i ≤ r for b˜ = (˜b11, · · · , b˜rr) ∈ Z. (367)
According to (358), we can define a Z-basis {χ1, · · · , χr} of M⊂ X(T ) by
χ1 :=
(
(0, · · · , 0, 1,
↑
(s−p+1)th
0, · · · , 0), (−1,
↑
1st
0, · · · , 0)) ,
χi :=
(
(0, · · · , 0, −1,
↑
(s−p+i−1)th
1, 0, · · · , 0), (0, · · · , 0, 1,
↑
(i−1)th
− 1, 0, · · · , 0)) for 2 ≤ i ≤ r . (368)
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It is clear that fi, 1 ≤ i ≤ r, is a B-semi-invariant function of weight χi in the sense that
f(b−1(x)) = χi(b) · f(x), b ∈ B, x ∈ O.
We extend the basis {χ1, · · · , χr} of M to a basis B of X(T ) as follows.
B := {χ1, · · · , χr, 1, · · · , r, τ1, · · · , τs−p, κ1, · · · , κ|n−s−p|} . (369)
Here, when p ≤ n− s ≤ s,
i :=
(
(0, · · · , 0, 1,
↑
(s−p+i)th
0, · · · , 0), (0, · · · , 0, 1,
↑
ith
0, · · · , 0)) , 1 ≤ i ≤ r ,
τi :=
(
(0, · · · , 0, 1,
↑
ith
0, · · · , 0), (0, · · · , 0)) , 1 ≤ i ≤ s− p ,
κi =
(
(0, · · · , 0), (0, · · · , 0, 1,
↑
(p+i)th
0, · · · , 0)) , 1 ≤ i ≤ n− s− p ;
(370)
when n− s < p < s, i and τi are defined the same as above, and
κi :=
(
(0, · · · , 0, 1,
↑
(n−p+i)th
0, · · · , 0), (0, · · · , 0)) , 1 ≤ i ≤ s+ p− n .
(371)
Define a dual basis {γ1, · · · , γr, θ1, · · · , θr, ξ1, · · · , ξs−p, δ1, · · · , δ|n−s−p|} of Y(T ) as follows.
For 1 ≤ i ≤ r,
γi : X(T )→ Z ,
χi 7→ 1
{χ1, · · · , χr, 1, · · · , r, τ1, · · · , τs−p, κ1, · · · , κ|n−s−p|}\{χi} 7→ 0
; (372)
for 1 ≤ i ≤ r,
θi : X(T )→ Z ,
i 7→ 1
{χ1, · · · , χr, 1, · · · , r, τ1, · · · , τs−p, κ1, · · · , κ|n−s−p|}\{i} 7→ 0
; (373)
for 1 ≤ i ≤ s− p,
ξi : X(T )→ Z ,
τi 7→ 1
{χ1, · · · , χr, 1, · · · , r, τ1, · · · , τs−p, κ1, · · · , κ|n−s−p|}\{τi} 7→ 0
; (374)
for 1 ≤ i ≤ |n− s− p|,
δi : X(T )→ Z ,
κi 7→ 1
{χ1, · · · , χr, 1, · · · , r, τ1, · · · , τs−p, κ1, · · · , κ|n−s−p|}\{κi} 7→ 0
. (375)
In what follows, by a slight abuse notation, we also denote by γi, 1 ≤ i ≤ r, its image in N
under the natural quotient map pi : Y(T ) ⊗Z Q → N ⊗Z Q. We note that {γ1, · · · , γr} is the
dual basis of N to {χ1, · · · , χr} of M.
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The valuation cone V with respect to B can be defined as the set of the elements of the vector
space N ⊗Z Q induced by G-invariant valuations on the function field K(O). Define a map
ι : V → N ⊗Z Q such that 〈ι(ν), χi〉 := ν(fi), 1 ≤ i ≤ r; denote the valuations associated with
D−i and D
+
i by vD−i and vD
+
i
respectively. Similarly, we define a map ρ : {B0, · · · , Br} → N
such that
〈ρ(Bj), χi〉 = vBj(fi) , 1 ≤ i ≤ r , 0 ≤ j ≤ r , (376)
where vBj is the discrete valuation associated to Bj.
Lemma 8.1. For r ≥ 2,
ρ(Bj) =

−γ1 + γ2 j = 0
γj − 2γj+1 + γj+2 1 ≤ j ≤ r − 2
γr−1 − 2γr j = r − 1
γr j = r
; (377)
for r = 1,
ρ(Bj) =
{ −γ1 j = 0
γ1 j = 1
. (378)
Proof of Lemma 8.1. Checking on a certain open set near Z, we can conclude that
f1 =
R∗s,p,n (PI1)
R∗s,p,n (PI0)
and fk =
R∗s,p,n (PIk) ·R∗s,p,n
(
PIk−2
)
R∗s,p,n
(
PIk−1
) ·R∗s,p,n (PIk−1) for 2 ≤ k ≤ r, (379)
where PIk is the Plu¨cker coordinate function associated with the index Ik defined by (91).
Then by (250), (251) and (252), we can conclude that the principal divisors (fk) takes the
following form. (Notice that here the complicity is due to the fact that B0 = D
+
r when p = s
and Br = D
−
r when p = n− s.) When p < n− s ≤ s,
(f1) = B1 −B0 +D−1 −
r∑
i=1
D+i ;
(fk) = Bk − 2Bk−1 +Bk−2 +D−k +D+r+2−k for 2 ≤ k ≤ r .
(380)
When 1 = n− s = p < s,
(f1) = B1 −B0 −D+1 = −B0 +D−1 −D+1 ; (381)
when 2 ≤ n− s = p < s,
(f1) = B1 −B0 +D−1 −
r∑
i=1
D+i ,
(fk) = Bk − 2Bk−1 +Bk−2 +D−k +D+r+2−k for 2 ≤ k ≤ r − 1 ,
(fr) = Br − 2Br−1 +Br−2 +D+2 = D−r − 2Br−1 +Br−2 +D+2 .
(382)
When 1 = n− s = p = s,
(f1) = B1 −B0 = D−1 −D+1 ; (383)
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when 2 = n− s = p = s,
(f1) = B1 −B0 +D−1 −D+1 = B1 −D+2 +D−1 −D+1 ,
(f2) = B2 − 2B1 +B0 = D−2 − 2B1 +D+2 ;
(384)
when 3 ≤ n− s = p = s,
(f1) = B1 −B0 +D−1 −
r−1∑
i=1
D+i = B1 −D+r +D−1 −
r−1∑
i=1
D+i ,
(f2) = B2 − 2B1 +B0 +D−2 = B2 − 2B1 +D+r +D−2 ,
(fk) = Bk − 2Bk−1 +Bk−2 +D−k +D+r+2−k for 3 ≤ k ≤ r − 1 ,
(fr) = Br − 2Br−1 +Br−2 +D+2 = D−r − 2Br−1 +Br−2 +D+2 .
(385)
We complete the proof of Lemma 8.1.
We describe the valuation cone V by
Lemma 8.2. V ⊂ N ⊗Z Q is the cone generated by vD−1 , vD−2 , · · · , vD−r , vD+1 , vD+2 , · · · , vD+r
over Z. Moreover, vD+i and vD−i take the following from over the basis {γ1, · · · , γr} of N .
vD+1 = −γ1 and vD+i = −γ1 + γr+2−i for 2 ≤ i ≤ r ;
vD−i = γi , 1 ≤ i ≤ r .
(386)
Proof of Lemma 8.2. Let v ∈ V be an G-invariant discrete valuation. Then its center Zv
is a G-stable closed subvariety of Ts,p,n (see [Kn]). By Proposition 1.12, each G-stable closed
subvariety of Ts,p,n is a certain intersection of D−1 , D−2 , · · · , D−r , D+1 , D+2 , · · · , D+r . We assume
that
Zv :=
(
m−⋂
i=1
D−ki
)⋂(m+⋂
i=1
D+ji
)
, (387)
where 1 ≤ k1 < k2 < · · · < km− ≤ r and 1 ≤ j1 < j2 < · · · < jm+ ≤ r. Recalling Lemma 6.6
and the fact that D−1 + · · ·+D−r +D+1 + · · ·+D+r is a simple normal crossing divisor, we can
conclude by (380) that
v =
m−∑
i=1
vD−ki
+
m+∑
i=1
vD+ji
; (388)
(386) follows from (380) as well.
We complete the proof of Lemma 8.2.
Following [AB] we define a polytope QTs,p,n ⊂ N ⊗ Q as a convex hull of certain points as
follows. When p < n− s ≤ s (r = p),
QTs,p,n := conv
{
ρ(B0)
s− p+ 1 ,
ρ(B1)
2
, · · · , ρ(Bp−1)
2
,
ρ(Bp)
n− s− p+ 1 , vD−1 , · · · , vD−r , vD+1 , · · · , vD+r
}
;
(389)
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when n− s = p < s (r = p),
QTs,p,n := conv
{
ρ(B0)
s− p+ 1 ,
ρ(B1)
2
, · · · , ρ(Bp−1)
2
, vD−1 , · · · , vD−r , vD+1 , · · · , vD+r
}
; (390)
when n− s < p < s (r = n− s),
QTs,p,n := conv
{
ρ(B0)
s− p+ 1 ,
ρ(B1)
2
, · · · , ρ(Br−1)
2
,
ρ(Br)
p− r + 1 , vD−1 , · · · , vD−r , vD+1 , · · · , vD+r
}
;
(391)
when n− s = p = s (r = p),
QTs,p,n := conv
{
ρ(B1)
2
, · · · , ρ(Br−1)
2
, vD−1 , · · · , vD−r , vD+1 , · · · , vD+r
}
. (392)
Notice that the denominators of Bi in the above come from the coefficients of Bi in the canonical
bundle formulas in Lemma 6.7.
Denote by Q∗Ts,p,n the dual polytope to QTs,p,n ⊂ N ⊗Z Q, that is,
Q∗Ts,p,n :=
{
u ∈ (N ⊗Z Q)∗ =M⊗Z Q : 〈u, v〉 ≤ 1 for every v ∈ QTs,p,n
}
. (393)
Denote by ∆+Ts,p,n ⊂ X(T )⊗ZR the moment polytope of Ts,p,n with respect to B. By Proposition
3.3 in [Br2], we have that
∆+Ts,p,n = 2ρP +Q
∗
Ts,p,n . (394)
Here P is the stabilizer of the open orbit of B in Ts,p,n, and 2ρP is the weight of a B-semi-
invariant section of −KTs,p,n .
In what follows, we will compute the weight 2ρP explicitly in terms of the roots associated
with the unipotent radical of P . Recall that, when p ≤ n− s ≤ s (r = p),
P =


V1 0 0 0
W1 U1 0 0
0 0 U2 W2
0 0 0 V2

∣∣∣∣∣∣∣∣
V1 ∈ GL(s− p,C) , V2 ∈ GL(n− s− p,C) ;
U1 ∈ GL(p,C) is lower triangular ;
U2 ∈ GL(p,C) is upper triangular ;
W1 is a p× (s− p) matrix ;
W2 is a p× (n− s− p) matrix
 ; (395)
when n− s < p < s (r = n− s),
P =


V11 0 0 0
W11 U1 0 0
W12 W13 V12 0
0 0 0 U2

∣∣∣∣∣∣∣∣
V11 ∈ GL(s− p,C) , V12 ∈ GL(p− r,C) ;
U1 ∈ GL(r,C) is lower triangular ;
U2 ∈ GL(r,C) is upper triangular ;
W11,W12,W13 are matrices of sizes r × (s− p),
(p− r)× (s− p), (p− r)× r, respectively
 . (396)
The unipotent radical P u of P takes the following form. When p ≤ n− s,
P u =


I(s−p)×(s−p) 0 0 0
W1 U
u
1 0 0
0 0 Uu2 W2
0 0 0 I(n−s−p)×(n−s−p)

∣∣∣∣∣∣∣∣
Uu1 (resp. U
u
2 ) ∈ GL(p,C)
is lower (resp, upper) triangular
with diagonal entries 1
 ; (397)
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when n− s < p,
P u =


I(s−p)×(s−p) 0 0 0
W11 U
u
1 0 0
W12 W13 I(p−r)×(p−r) 0
0 0 0 Uu2

∣∣∣∣∣∣∣∣
Uu1 (resp. U
u
2 ) ∈ GL(r,C)
(is lower resp, upper) triangular
with diagonal entries 1
 . (398)
Then,
2ρP =
∑
α∈ΦPu
α , (399)
where ΦPu is the set of roots of P
u.
Lemma 8.3. When p ≤ n− s,
2ρP =
p∑
i=1
(
s− n
2
+ i− 1
)
(p+ 1− i) · χi +
(n
2
− p
) p∑
i=1
i − p
s−p∑
i=1
τi − p
n−s−p∑
i=1
κi ; (400)
when n− s ≤ p,
2ρP =
n−s∑
i=1
(n
2
− p+ i− 1
)
(n− s+ 1− i) · χi +
(n
2
− p
) n−s∑
i=1
i − p
s−p∑
i=1
τi + (n− p)
s+p−n∑
i=1
κi .
(401)
Proof of Lemma 8.3. According to (358) the simple roots of Φ+ are given by
ei :=
(
(0, · · · , 0, −1,
↑
(s−i)th
1, 0, · · · , 0), (0, 0, · · · , 0)) , 1 ≤ i ≤ s− 1 ,
e˜i :=
(
(0, 0, · · · , 0), (0, · · · , 1,
↑
ith
− 1, 0, · · · , 0)) , 1 ≤ i ≤ n− s− 1 . (402)
When r = p, ΦPu consists of the following roots.
eij :=
j−1∑
k=i
ek for all 1 ≤ i ≤ p and i+ 1 ≤ j ≤ s ;
e˜ij :=
j−1∑
k=i
e˜k for all 1 ≤ i ≤ p and i+ 1 ≤ j ≤ n− s .
(403)
When r = n− s, ΦPu consists of the following roots.
eij :=
j−1∑
k=i
ek for all 1 ≤ i ≤ p and max{i, s+ p− n}+ 1 ≤ j ≤ s ;
e˜ij :=
j−1∑
k=i
e˜k for all 1 ≤ i ≤ r − 1 and i+ 1 ≤ j ≤ r .
(404)
Then direct computation yields Lemma 8.3.
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Recall that the Duistermaat–Heckman measure can be given by∏
α∈ΦPu
κ(α, p) dp (405)
where κ is the Killing form and dp is the Lebesgue measure on X(T ) ⊗Z R. We denote by
barDH(∆
+
Ts,p,n) the barycenter of the polytope ∆
+
Ts,p,n with respect to the Duistermaat–Heckman
measure.
Lemma 8.4. Write
p =
r∑
i=1
xi · χi +
r∑
i=1
yi · i +
s−p∑
i=1
zi · τi +
|n−s−p|∑
i=1
wi · κi , xi, yi, zi, wi ∈ C . (406)
Make the convention that xr+1 = 0. Then up to a constant depending only on the dimension n,
the Duistermaat–Heckman measure takes the following form. When p ≤ n− s,
∏
α∈ΦPu
κ(α, p) dp =
( ∏
1≤i<j≤r
(
(xi+1 − xi) + yi − (xj+1 − xj)− yj
))
·
( ∏
1≤i<j≤r
(
(xi+1 − xi) + yj − (xj+1 − xj)− yi
)) ·( r∏
i=1
n−s−p∏
j=1
(
(xi+1 − xi) + yi − wj
))
·
(
r∏
i=1
s−p∏
j=1
(
yi − (xi+1 − xi)− zj
)) ·( r∏
i=1
dxi
)
·
(
r∏
i=1
dyi
)
·
(
s−p∏
i=1
dzi
)
·
(
n−s−p∏
i=1
dwi
)
.
(407)
When p ≥ n− s,
∏
α∈ΦPu
κ(α, p) dp =
( ∏
1≤i<j≤r
(
(xi+1 − xi) + yi − (xj+1 − xj)− yj
))
·
( ∏
1≤i<j≤r
(
(xi+1 − xi) + yj − (xj+1 − xj)− yi
)) ·( r∏
i=1
s+p−n∏
j=1
(
(xi+1 − xi)− yi + wj
))
·
(
r∏
i=1
s−p∏
j=1
(
yi − (xi+1 − xi)− zj
)) ·(s−p∏
i=1
s+p−n∏
j=1
(wj − zi)
)
·
(
r∏
i=1
dxi
)
·
(
r∏
i=1
dyi
)
·
(
s−p∏
i=1
dzi
)
·
(
s+p−n∏
i=1
dwi
)
.
(408)
Proof of Lemma 8.4. Notice that up to a constant, the Killing form on X(T ) is the Euclidean
metric with respect to the standard basis given by (358). Computation yields Lemma 8.4.
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Denote by pi−1(−V) ⊂ Y(T )⊗R the closure of the inverse image by pi of the opposite of the
valuation cone V . Then pi−1(−V) is the cone generated by{
−vD−1 , · · · ,−vD−r ,−vD+1 , · · · ,−vD+r ,±θ1, · · · ,±θr,±ξ1, · · · ,±ξs−p,±δ1, · · · ,±δ|n−s−p|
}
.
(409)
Denote by ΞTs,p,n ⊂ X(T )⊗ R the dual cone to pi−1(−V).
Recall the following criterion for the existence of Ka¨hler-Einstein metrics.
Theorem 8.5 ([De1, De2]). Let X be a complete, spherical Fano manifold. The following are
equivalent.
(1) There exists a Ka¨hler-Einstein metric on X.
(2) The barycenter barDH(X) is in the relative interior of the cone 2ρP + ΞX .
Proof of Proposition 1.24. The case when p = 1 has been studied in [De3]. There are
Ka¨hler-Einstein metrics on T +s,1,n if and only if n = 2s.
Assume that n− s = 1. It is easy to verify that ΞTn−1,p,n consists of the origin;
Q∗Tn−1,p,n =
{
x1 · χ1
∣∣ − 1 ≤ x1 ≤ 1} . (410)
By Lemma 8.3, we have that
2ρP =
(n
2
− p
)
χ1 +
(n
2
− p
)
1 − p
n−p−1∑
i=1
τi + (n− p)
p−1∑
i=1
κi ; (411)
hence by (394),
∆+Tn−1,p,n =
{(
x1 +
n
2
− p
)
χ1 +
(n
2
− p
)
1 − p
n−p−1∑
i=1
τi + (n− p)
p−1∑
i=1
κi
∣∣∣∣∣ − 1 ≤ x1 ≤ 1
}
.
(412)
Let x˜1 = x1+
n
2
−p. Then by Lemma 8.4, ρ (x˜1) dx˜1 the restriction of the Duistermaat–Heckman
measure on ∆+Tn−1,p,n takes the following form up to a constant.
ρ (x˜1) dx˜1 =
(n
2
− x˜1
)p−1 (n
2
+ x˜1
)n−p−1
dx˜1 . (413)
By Theorem 8.5, there are Ka¨hler-Einstein metrics on Tn−1,p,n if and only if barycenter
barDH(∆
+
Tn−1,p,n) = 2ρP , that is,
0 =
∫ n
2
−p+1
n
2
−p−1
(
x˜1 + p− n
2
)
· ρ (x˜1) dx˜1 =
∫ n
2
−p+1
n
2
−p−1
(
x˜1 + p− n
2
)(n
2
− x˜1
)p−1 (n
2
+ x˜1
)n−p−1
.
(414)
Notice that the above integral is exactly the one appearing in [De3]. Therefore, similarly to
[De3] we can conclude that there exists a Ka¨hler-Einstein metric on Tn−1,p,n if and only if
n = 2p.
Next we assume that 2 = p ≤ n− s. Similarly, we can show that
ΞTs,2,n =
{
(x1, x2) ∈ R2
∣∣x1 = 0 , x2 ≥ 0} , (415)
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and
2ρP =
2∑
i=1
(
s− n
2
+ i− 1
)
(3− i) · χi +
(n
2
− 2
) 2∑
i=1
i − 2
s−2∑
i=1
τi − 2
n−s−2∑
i=1
κi . (416)
The moment polytope ∆+Ts,2,n consists of the points A(x1, x2) with the following form
A(x1, x2) :=
(
x1 + 2
(
s− n
2
))
χ1 +
(
x2 +
(
s− n
2
+ 1
))
χ2
+
(n
2
− 2
)
(1 + 2)− 2
s−2∑
i=1
τi − 2
n−s−2∑
i=1
κi ,
(417)
where (x1, x2) is in the region ∆(∼= Q∗Ts,2,n) defined as follows.
∆ :=
{
(x1, x2) ∈ R2
∣∣ − 1 ≤ x1 ≤ 1 , x2 ≤ 1 , −x1 + x2 ≤ 1 , x1 − 2x2 ≤ 2} . (418)
ρ (x1, x2) dx1dx2 the restriction of the Duistermaat–Heckman measure on ∆
+
Ts,2,n takes the fol-
lowing form up to a constant.
ρ (x1, x2) dx1dx2 = (2x2 − x1 + 2)2(x2 − x1 + n− s+ 1)n−s−2(−x2 + n− s− 1)n−s−2
· (x1 − x2 + s− 1)s−2(x2 + s+ 1)s−2dx1dx2 .
(419)
By Theorem 8.5, there exists a Ka¨hler-Einstein metric on Ts,2,n if and only if barycenter
barDH(∆
+
Ts,2,n) = 2ρP , that is,
0 =
∫
∆
x1 · ρ (x1, x2) dx1dx2 and 0 <
∫
∆
x2 · ρ (x1, x2) dx1dx2 . (420)
By Lemma E.1 in Appendix E, this is equivalent to that n = 2s.
Similarly, when 2 = n− s ≤ p there exists a Ka¨hler-Einstein metric on Tn−2,p,n if and only if
0 =
∫
∆
x1 · ρ˜ (x1, x2) dx1dx2 and 0 <
∫
∆
x2 · ρ˜ (x1, x2) dx1dx2 . (421)
where
ρ˜ (x1, x2) dx1dx2 = (2x2 − x1 + 2)2(x2 − x1 + p+ 1)p−2(−x2 + p− 1)p−2
· (x1 − x2 + n− p− 1)n−p−2(x2 + n− p+ 1)n−p−2dx1dx2 .
(422)
Setting s = n − p and p = n − s in Lemma E.1, we can conclude that this is equivalent to
n = 2p.
We complete the proof of Proposition 1.24.
8.2. Numerical test for Ms,p,n. In this subsection, we will derive a numerical test forMs,p,n
in a similar way to Section 8.1.
Let Mˇ ⊂ X(T ) be the set of characters of B-semi-invariant functions in the function field
K(Oˇ) where Oˇ is the open G-orbit of Ms,p,n; denote by Nˇ := Hom(Mˇ,Z) its Z-dual. Then
{χ2, · · · , χr} (see (368)) is a Z-basis of Mˇ ⊂ X(T ). By a slight abuse of notation, we denote
by γi, 2 ≤ i ≤ r, its image in Nˇ ; then {γ2, · · · , γr} is the basis of Nˇ dual to {χ2, · · · , χr}.
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Let Vˇ ⊂ Nˇ ⊗Z Q be the valuation cone with respect to B on K(Oˇ). Denote by vDˇi , 2 ≤
i ≤ r, the valuations associated with Dˇi. Notice that for 2 ≤ i ≤ r the B-semi-invariant
function fi defined by (367) is regular at generic points of Ms,p,n; let fˇi := fi
∣∣
Ms,p,n be the
restriction of fi; fˇi is a B-semi-invariant of K(Oˇ) associated with the weight χi. Define a map
ρˇ :
{
Bˇ0, · · · , Bˇr
} → Nˇ such that 〈ρˇ(Bˇj), χi〉 = vBˇj(fˇi), 0 ≤ j ≤ r, 2 ≤ i ≤ r, where vBˇj is the
discrete valuation associated to Bˇj.
Similarly to Lemmas 8.1, 8.2, we have
Lemma 8.6. Vˇ is the cone generated by vDˇ2, vDˇ3, · · · , vDˇr over Z. Over the basis {γ2, · · · , γr},
vDˇi = γi , 2 ≤ i ≤ r . (423)
Moreover, when p < s,
ρˇ(Bˇj) = γj − 2γj+1 + γj+2 , 0 ≤ j ≤ r ; (424)
when p = s = n− s,
ρˇ(Bˇj) = γj − 2γj+1 + γj+2 , 1 ≤ j ≤ r . (425)
Here we use the convention that γi = 0 when i > r or i < 2.
Define a polytope QMs,p,n ⊂ Nˇ ⊗ZQ based on the canonical bundle formulas in Lemma 6.18
as follows. When p < n− s and p < s (r = p),
QMs,p,n := conv
{
ρˇ(Bˇ0)
s− p+ 1 ,
ρˇ(Bˇ1)
2
, · · · , ρˇ(Bˇp−1)
2
,
ρˇ(Bˇp)
n− s− p+ 1 , vDˇ2 , · · · , vDˇr
}
; (426)
when n− s = p < s (r = p),
QMs,p,n := conv
{
ρˇ(Bˇ0)
s− p+ 1 ,
ρˇ(Bˇ1)
2
, · · · , ρˇ(Bˇp−1)
2
, vDˇ2 , · · · , vDˇr
}
; (427)
when n− s < p and p < s (r = n− s),
QMs,p,n := conv
{
ρˇ(Bˇ0)
s− p+ 1 ,
ρˇ(Bˇ1)
2
, · · · , ρˇ(Bˇr−1)
2
,
ρˇ(Bˇr)
p− r + 1 , vDˇ2 , · · · , vDˇr
}
; (428)
when n− s = p = s (r = p),
QMs,p,n := conv
{
ρˇ(Bˇ1)
2
, · · · , ρˇ(Bˇp−1)
2
, vDˇ2 , · · · , vDˇr
}
. (429)
Denote by Q∗Ms,p,n the dual polytope to QMs,p,n ⊂ Nˇ ⊗ZQ. Denote by ∆+Ms,p,n ⊂ X(T )⊗Z R
the moment polytope of Ms,p,n with respect to B. Then,
∆+Ms,p,n = 2ρP +Q
∗
Ms,p,n , (430)
where 2ρP is the the weight of a B-semi-invariant section of the anti-canonical bundle ofMs,p,n
which is also given by (399).
We denote by barDH(∆
+) the barycenter of the polytope ∆+ with respect to the Duister-
maat–Heckman measure defined by (405).
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Let pˇi : Y(T )⊗Z Q→ Nˇ ⊗Z Q be the natural quotient map. pˇi−1(−Vˇ) is the cone generated
by {−vDˇ2 , · · · ,−vDˇr ,±γ1,±θ1, · · · ,±θr,±ξ1, · · · ,±ξs−p,±δ1, · · · ,±δ|n−s−p|} . (431)
Let ΞMs,p,n ⊂ X(T )⊗Z R be the dual cone to pˇi−1(−Vˇ).
Proof of Proposition 1.25. When r = 1, it is clear that each Ms,p,n is homogeneous, and
hence there are Ka¨hler-Einstein metrics by [Be]. Without loss of generality, we may assume
that 2p ≤ n ≤ 2s and r ≥ 2. Recall that Mp,s,n ∼=Mn−p,n−s,n. Hence, we may further assume
that r = n− s ≤ p.
It is clear that
ΞMs,p,n =
{
(x2, · · · , xr) ∈ Rr−1
∣∣xi ≥ 0 , 2 ≤ i ≤ r } ; (432)
2ρP =
n−s∑
i=1
(n
2
− p+ i− 1
)
(n− s+ 1− i) · χi +
(n
2
− p
) n−s∑
i=1
i − p
s−p∑
i=1
τi + (n− p)
s+p−n∑
i=1
κi . (433)
Similarly to Proposition 1.24, we can show that the moment polytope ∆+Ms,p,n consists of the
points A(x2, x3, · · · , xr) with the following form
A(x2, x3, · · · , xr) :=
n−s∑
i=2
(
xi +
(n
2
− p+ i− 1
)
(n− s+ 1− i)
)
· χi
+
(n
2
− p
)
(n− s) · χ1 +
(n
2
− p
) n−s∑
i=1
i − p
s−p∑
i=1
τi + (n− p)
s+p−n∑
i=1
κi ,
(434)
where (x2, x3, · · · , xr) is in the region ∆(∼= Q∗Ms,p,n) defined as follows.
∆ :=
{
(x2, · · · , xr) ∈ Rr−1
xi ≤ 1 for 2 ≤ i ≤ r ;
xj−1 − 2xj + xj+1 ≤ 2 for 2 ≤ j ≤ r with
the convention that x1 = xr+1 = 0
}
. (435)
By Lemma 8.4, ρ(x2, · · · , xr)dx2 · · · dxr the restriction of the Duistermaat–Heckman measure
on ∆+Ms,p,n takes the following form up to a constant.
ρ(x2, · · · , xr)dx2 · · · dxr = dx2 · · · dxr
( ∏
1≤i<j≤r
(
(xi+1 − xi)− (xj+1 − xj)− 2i+ 2j
))2
·
(
r∏
i=1
((xi+1 − xi) + n− s+ p− 2i+ 1)
)s+p−n( r∏
i=1
(s− p+ 2i− 1− (xi+1 − xi))
)s−p
(436)
By Theorem 8.5, there are Ka¨hler-Einstein metrics on Ms,p,n if and only if barycenter
barDH(∆
+
Ms,p,n) is in the relative interior of 2ρP + ΞMs,p,n , that is,∫
∆
xk · ρ(x2, · · · , xr)dx2 · · · dxr > 0 for 2 ≤ k ≤ r. (437)
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Similarly we have
ΞMn−p,n−s,n =
{
(x2, · · · , xr) ∈ Rr−1
∣∣xi ≥ 0 , 2 ≤ i ≤ r } . (438)
The corresponding 2ρP takes the form
2ρP =
n−s∑
i=1
(n
2
− p+ i− 1
)
(n− s+ 1− i) · χi +
(
s− n
2
) n−s∑
i=1
i − (n− s)
s−p∑
i=1
τi − (n− s)
s+p−n∑
i=1
κi ; (439)
The moment polytope ∆+Mn−p,n−s,n consists of the points A(x2, x3, · · · , xr) with the following
form
A(x2, x3, · · · , xr) :=
n−s∑
i=2
(
xi +
(n
2
− p+ i− 1
)
(n− s+ 1− i)
)
· χi
+
(n
2
− p
)
(n− s) · χ1 +
(
s− n
2
) n−s∑
i=1
i − (n− s)
s−p∑
i=1
τi − (n− s)
s+p−n∑
i=1
κi ,
(440)
where (x2, x3, · · · , xr) is in the region ∆(∼= Q∗Mn−p,n−s,n) defined by (435). By Lemma 8.4,
ρ˜(x2, · · · , xr)dx2 · · · dxr the restriction of the Duistermaat–Heckman measure on ∆+Mn−p,n−s,n
takes the following form up to a constant.
ρ˜(x2, · · · , xr)dx2 · · · dxr = dx2 · · · dxr
 ∏
1≤i<j≤r
(
(xi+1 − xi)− (xj+1 − xj)− 2i+ 2j
)2
·
(
r∏
i=1
((xi+1 − xi) + n− s+ p− 2i+ 1)
)s+p−n( r∏
i=1
(s− p+ 2i− 1− (xi+1 − xi))
)s−p (441)
By Theorem 8.5, there are Ka¨hler-Einstein metrics on Mn−p,n−s,n if and only if barycenter
barDH(∆
+
Mn−p,n−s,n) is in the relative interior of 2ρP + ΞMn−p,n−s,n , that is,∫
∆
xk · ρ˜(x2, · · · , xr)dx2 · · · dxr > 0 for 2 ≤ k ≤ r. (442)
Noticing that ρ˜(x2, · · · , xr) = ρ(x2, · · · , xr), we complete the proof of Proposition 1.25.
Proof of Proposition 1.26. Without loss of generality, we may assume that n− s ≤ p. Then
for fixed n− s, we have
lim
s−p→∞,s+p−n→∞
∫
∆
xk · ρ(x2, · · · , xr)dx2 · · · dxr∏r
i=1(n− s+ p− 2i+ 1)s+p−n(s− p+ 2i− 1)s−p
= lim
s−p→∞,s+p−n→∞
∫
∆
dx2 · · · dxr xk
( ∏
1≤i<j≤r
(
(xi+1 − xi)− (xj+1 − xj)− 2i+ 2j
))2
·
(
r∏
i=1
(
1 +
xi+1 − xi
n− s+ p− 2i+ 1
))s+p−n( r∏
i=1
(
1− xi+1 − xi
s− p+ 2i− 1
))s−p
(443)
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=
∫
∆
dx2 · · · dxr xk
( ∏
1≤i<j≤r
(
(xi+1 − xi)− (xj+1 − xj)− 2i+ 2j
))2
· lim
s−p→∞,s+p−n→∞
exp
{
r∑
i=1
(
s+ p− n
n− s+ p− 2i+ 1 −
s− p
s− p+ 2i− 1
)
(xi+1 − xi)
}
=
∫
∆
dx2 · · · dxr xk
( ∏
1≤i<j≤r
(
(xi+1 − xi)− (xj+1 − xj)− 2i+ 2j
))2
.
We conclude Proposition 1.26.
Proof of Corollary 1.27. There are Ka¨hler-Einstein metrics on M3,3,6 by [De2], and on
M4,4,8 and M5,5,10 by Lemma E.4 in Appendix E.
The cases r = 1 and r = 2 follow from [Be] and Lemma E.2 respectively.
9. Blow-ups with vector-valued parameters
Recall the rational map Ks,p,n defined by (31). Without loss of generality, we may assume
that s1 ≥ · · · ≥ st ≥ 1. Let r1, · · · , rm be positive integers such that
∑m
i=1 rm = t and that
s1 = s2 = · · · = sr1 > sr1+1 = · · · = sr1+r2 > · · · > sr1+···rm−1+1 = · · · = sr1+···rm . (444)
It is clear that the following group G acts on Ts,p,n.
G :=
(
(GL(s1,C)×GL(s2,C)× · · · ×GL(st,C))
/
Z(n,C)
)
o (Z/r1Z×· · ·×Z/rmZ) . (445)
We can introduce a (C∗)t-action on Ts,p,n similarly to the C∗-action Ψs,p,n on Ts,p,n. Here
(C∗)t = C∗ × · · · × C∗ is a high-dimensional torus.
It is clear that Ts,p,n can be constructed as iterated blow-ups in the same way as in Section
2.1.
Definition-Lemma 9.1. (Ks,p,n)−1 has a regular extension to Ts,p,n. Denote the blow-up by
Rs,p,n : Ts,p,n → G(p, n).
Lemma 9.2. Ts,3,9 is not smooth when s = (3, 3, 3).
Proof of Lemma 9.2. Denote by S(k1,k2,k3) the ideal sheaf of G(3, 9) associated with the index
set I(k1,k2,k3)s,3,9 where k1 + k2 + k3 = 3. Define an open set of G(3, 9) by
U0 :=
{(
I3×3 Y W
)∣∣∣∣ Y is a 3× 3 matrix ;W is a 3× 3 matrix} . (446)
We can blow up the ideals S(2,1,0), S(1,2,0), S(2,0,1), S(1,0,2), and derive the following local coordi-
nate chart similarly to the Van der Waerden representation.I3×3 3∑
k=1
ΞTk · Ωk ·
k∏
l=1
al
3∑
k=1
Ξ˜Tk · Ω˜k ·
k∏
l=1
bl
 , (447)
98 HANLONG FANG
where
Ξ1 =
(
1, ξ
(1)
24 , ξ
(1)
34
)
, Ξ2 =
(
0, 1, ξ
(2)
35
)
, Ξ3 = (0, 0, 1) ,
Ω1 =
(
1, ξ
(1)
15 , ξ
(1)
16
)
, Ω2 =
(
0, 1, ξ
(2)
26
)
, Ω3 = (0, 0, 1) ,
Ξ˜1 =
(
ξ
(1)
18 , 1, ξ
(1)
38
)
, Ξ2 =
(
1, 0, ξ
(2)
37
)
, Ξ3 = (0, 0, 1) ,
Ω˜1 =
(
ξ
(1)
27 , 1, ξ
(1)
29
)
, Ω2 =
(
1, 0, ξ
(2)
19
)
, Ω3 = (0, 0, 1) .
(448)
By a slight abuse of notation, we call the set of such local coordinate charts the partial Van
der Waerden representation. Denote the partial blow-up by τ : Y → G(3, 9).
Next we will compute the pullbacks of the ideal sheaves S(1,1,1),S(0,2,1), S(0,1,2) under τ . Notice
that, in terms of the local coordinates, they are given by the Plu¨cker coordinate functions
associated with the indices sets I(1,1,1)s,p,n , I
(0,2,1)
s,p,n , I
(0,1,2)
s,p,n of the following matrix.1 0 00 1 0
0 0 1
a1 0 0
0 a1a2 0
0 0 a1a2a3
b1b2 0 0
0 b1 0
0 0 b1b2b3
 , (449)
or equivalently, 1 0 00 1 0
0 0 1
1 0 0
0 a2 0
0 0 a2a3
b2 0 0
0 1 0
0 0 b2b3
 . (450)
Computation yields that in a neighborhood of the origin where all the local coordinates are close
to zero, the ideal sheaf S(1,1,1) is trivial, S(0,2,1) = (a2a3, a2b2b3), and S(0,1,2) = (b2b3, b2a2a3).
Then Ts,3,9 is locally isomorphic to
SpecC[a1, a2, · · · , ξ(k)ij , · · · ]× Spec
(
C[a2, a3, b2, b3, t, t˜ ](
a3t˜− b2b3, b3t− a2a3
)) . (451)
Then Ts,3,9 is not smooth by the Jacobi criterion.
Remark 9.3. As shown in Lemma 9.2, there is a partial parameterization similar to the Van
der Waerden representation such that the singularities are defined explicitly by the equations
of the following form.
v∏
i=1
xαii =
u∏
j=1
y
βj
j (452)
where xi, yj are certain local coordinates and αi, βj are positive integers.
Question 9.4. What is the structure of the singularities of Ts,p,n.
Similarly to Definition 5.1, we can defineMs,p,n. For simplicity, assume that si ≥ p for each
1 ≤ i ≤ t. Then we can defineMs,p,n by the preimage of the following sub-grassmannian Z1 of
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G(p, n) under the blow-up Rs,p,n.
Z1 :=
{(
Z 0 · · · 0
)∣∣∣∣ Z is a p× s1 nondegenerate matrix} . (453)
Similarly to Lemma 5.3, we can derive
Definition-Lemma 9.5. By projecting Ts,p,n to CPNp,n ×CPN
K1
s,p,n × · · · ×CPN
KLs
s,p,n , we have a
regular map
Ps,p,n : Ts,p,n →Ms,p,n . (454)
There are also various fibration structures on Ms,p,n by the following lemma.
Lemma 9.6. Assume that si ≥ p for each 1 ≤ i ≤ t. Define a sub-grassmannian Zl, 1 ≤ l ≤ t,
of G(p, n) by
Zl :=

(
0 · · · 0 Z 0 · · · 0
)∣∣∣∣ Z is a p× sl nondegenerate matrixconsisting of the (αl + 1)th · · · , (αl + sl)th
rows where αl = s1 + · · ·+ sl−1
 .
(455)
Denote Zl the preimage of Zl under the blow-up Rs,p,n. Then
Zl ∼=Ms,p,n . (456)
Proof of Lemma 9.6. Notice that Ps,p,n is an embedding restricted to Zl. Moreover,
Ps,p,n (Ts,p,n) = Ps,p,n (Zl) . (457)
Then Lemma 9.6 follows.
Example 9.7. The partial Van der Waerden representation in Lemma 9.2 gives local coordinate
charts for Ts,1,n. We can verify that Ps,1,n is smooth and flat. In fact, Ts,1,n is spherical.
Notice that the (C∗)t-action induces a foliation on Ts,p,n. The generic leaves are the generic
fibers of Ps,p,n which are isomorphic to CPt−1. The connected components of the set of the fixed
points under the (C∗)t-action one to one correspond to the elements of Ks; each component
is a Cartesion product of certain grassmannians. On the other hand, the foliation is more
complicated due to the lack of the sink-source interpretation. For a sub-action by one C∗
factor, there is a partial order on Ks according to Definition 4.4 as follows.
Definition 9.8. Let A = (i1, · · · , it) and B = (i∗1, · · · , i∗t ) be two indices in Ks. We say A < B
if and only if A 6= B and the following holds,
i1 ≥ i∗1,
i1 + i2 ≥ i∗1 + i∗2,
· · ·
i1 + i2 + · · ·+ it−1 ≥ i∗1 + i∗2 + · · ·+ i∗t−1.
(458)
By the partial Van der Waerden representation, we can show that locally Ts,p,n is a vector
bundle over Zl, 1 ≤ l ≤ t. We would like to know
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Question 9.9. Is there an analogue of the Bia lynicki-Birula decomposition associated with
algebraic (C∗)t-actions.
10. Functoriality
In this section, we study the functoriality of the canonical blow-ups.
For 0 ≤ p′ − p ≤ n′ − n, define an embedding between grassmannians G(p, n), G(p′, n′) by
e
(p,n)
(p′, n′) : G(p, n)→ G(p′, n′)
U 7→
(
0p×(p′−p) U 0p×(n′−n+p−p′)
I(p′−p)×(p′−p) 0(p′−p)×n 0(p′−p)×(n′−n+p−p′)
)
,
(459)
where U is a matrix representative of a point of G(p, n); define an embedding between the
general linear groups GL(n,C), GL(n′,C) by
E
(p,n)
(p′, n′) : GL(n,C)→ GL(n′,C)
g 7→
 I(p′−p)×(p′−p) 0(p′−p)×n 0(p′−p)×(n′−n+p−p′)0n×(p′−p) g 0n×(n′−n+p−p′)
0(n′−n+p−p′)×(p′−p) 0(n′−n+p−p′)×n I(n′−n+p−p′)×(n′−n+p−p′)
 . (460)
It is clear that there is an embedding es,p,ns+p′−p, p′, n′ : Ts,p,n → Ts+p′−p, p′, n′ , 0 ≤ p′ − p ≤ n′ − n,
such that the following diagram commutes and is compatible with the group actions.
Ts,p,n Ts+p′−p, p′, n′
G(p, n) G(p′, n′)
es,p,n
s+p′−p, p′, n′
Rs+p′−p, p′, n′Rs,p,n
e
(p,n)
(p′, n′)
. (461)
It is easy to verify that
Lemma 10.1. For 0 ≤ p′ − p ≤ n′ − n and 0 ≤ p′′ − p′ ≤ n′′ − n′,
es,p,ns+p′−p, p′, n′ ◦ es+p
′−p, p′, n′
s+p′′−p, p′′, n′′ = e
s,p,n
s+p′′−p, p′′, n′′ , (462)
Proof of Lemma 10.1. We can prove Lemma 10.1 by considering the corresponding rational
maps Ks,p,n, Ks+p′−p, p′, n′ , and Ks+p′′−p, p′′, n′′ .
Remark 10.2. The above construction can be view as a blow-up of the Sato Grassmannian
([S1, S2]).
Next we show that Ts,p,n can be embedded into Ms+1,p+1,n+2 (see [MT] for the case Tp,p,2p).
Define an embedding between grassmannians G(p, n) and G(p+ 1, n+ 2) by
h
(p,n)
(p+1,n+2) : G(p, n)→ G(p+ 1, n+ 2)
U 7→
(
0p×1 U 0p×1
1 01×n 1
)
.
(463)
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There is an embedding hs,p,ns+1,p+1,n+2 : Ts,p,n → Ts+1,p+1,n+2 such that the following diagram
commutes.
Ts,p,n Ts+1,p+1,n+2
G(p, n) G(p+ 1, n+ 2)
hs,p,ns+1,p+1,n+2
Rs+1,p+1,n+2Rs,p,n
h
(p,n)
(p+1,n+2)
. (464)
Define gs,p,ns+1,p+1,n+2 : Ts,p,n →Ms+1,p+1,n+2 by
gs,p,ns+1,p+1,n+2 := Ps+1,p+1,n+2 ◦ hs,p,ns+1,p+1,n+2 . (465)
It is easy to verify that
Lemma 10.3. gs+1,p+1,n+2s,p,n is an embedding.
Proof of Lemma 10.3. It follows from the properties of Ps+1,p+1,n+2.
Appendix A. Intermediate Van der Waerden representation
In this appendix, we consider the iterated blow-ups of certain orders and construct locally
the Van der Waerden type representation for each intermediate blow-up. As an application, we
prove Lemmas 3.4, 3.13.
A.1. A simple case. To illustrate the idea, in what follows, we construct the local Van der
Waerden representation over the open set Up ⊂ G(p, n) when p = n− s.
Define a permutation σp by
σp(k) = p− k, 0 ≤ k ≤ p. (466)
Restricting (33) to Up, we have that
Y pp Y
p
p−1 · · · Y p0 Up
(g
σp
0 ◦ · · · ◦ gσpp−1)−1(S0 ∩ Up) · · · (gσp0 )−1(Sp−1 ∩ Up) Sp ∩ Up
g
σp
p g
σp
p−1 g
σp
1 g
σp
0
(467)
where for 0 ≤ k ≤ p,
Y pk := Y
σ
k ∩ (gσp0 ◦ · · · ◦ gσpk )−1(Up) ⊂ G(p, n)× CPN
p
s,p,n × · · · × CPNp−ks,p,n . (468)
It is clear that Y pp
∼= R−1s,p,n(Up).
Next, we will define a system of holomorphic coordinate charts for Y pk , 0 ≤ k ≤ p.
Define index sets Jp,k, 0 ≤ k ≤ p, by
Jp,k :=
{(
i1 i2 · · · ik
j1 j2 · · · jk
)∣∣∣∣ 1 ≤ it ≤ p , 1 ≤ t ≤ k, and it1 6= it2 if t1 6= t2 ;1 ≤ jt ≤ s , 1 ≤ t ≤ k, and jt1 6= jt2 if t1 6= t2
}
. (469)
For each τ =
(
i1 i2 · · · ik
j1 j2 · · · jk
)
∈ Jp,k, 0 ≤ k ≤ p, we have unique integers i∗1, i∗2, · · · , i∗p−k and
j∗1 , j
∗
2 , · · · , j∗s−k such that the following holds.
(a). i∗1 < i
∗
2 < · · · < i∗p−k and j∗1 < j∗2 < · · · < j∗s−k .
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(b).
{
i1, · · · , ik, i∗1, · · · , i∗p−k
}
= {1, 2, · · · , p} and{j1, · · · , jk, j∗1 , · · · , j∗s−k} = {1, 2, · · · , s}.
Associate τ with a complex Euclidean space Cp(n−p) equipped with holomorphic coordinates(−→
B 1, · · · ,−→B k,−→B ∗k
)
where
−→
B j is defined by (82) for 1 ≤ j ≤ k, and
−→
B ∗k :=
(
x
(k+1)
i∗1j
∗
1
, x
(k+1)
i∗1j
∗
2
, · · · , x(k+1)i∗1j∗s−k , x
(k+1)
i∗2j
∗
1
, · · · , x(k+1)i∗2j∗s−k , · · · , x
(k+1)
i∗p−kj
∗
1
· · · , x(k+1)i∗p−kj∗s−k
)
∈ C(p−k)(s−k).
(470)
Define a holomorphic map Γτp,k : Cp(n−p) → Up by
Γτp,k
(−→
B 1, · · · ,−→B k,−→B ∗k
)
:=
C∗k + k∑
m=1
ΞTm · Ωm ·
m∏
t=1
aitjt Ip×p
 . (471)
Here Ξm, Ωm are defined by (84), (85) respectively; C
∗
p is a null matrix and C
∗
k , 0 ≤ k ≤ p− 1,
is defined by
C∗k =
k∏
t=1
aitjt ·

· · · 0 0 · · · 0 0 · · · 0 · · ·
· · · 0 x(k+1)i∗1j∗1 · · · x
(k+1)
i∗1j
∗
2
0 · · · x(k+1)i∗1j∗s−k · · ·
· · · 0 0 · · · 0 0 · · · 0 · · ·
· · · 0 x(k+1)i∗2j∗1 · · · x
(k+1)
i∗2j
∗
2
0 · · · x(k+1)i∗2j∗s−k · · ·
· · · 0 0 · · · 0 0 · · · 0 · · ·
. . .
...
...
. . .
...
...
. . .
...
. . .
· · · 0 0 · · · 0 0 · · · 0 · · ·
· · · 0 x(k+1)i∗p−kj∗1 · · · x
(k+1)
i∗p−kj
∗
2
0 · · · x(k+1)i∗p−kj∗s−k · · ·
· · · 0 0 · · · 0 0 · · · 0 · · ·

. (472)
Define a rational map Jτp,k : Cp(n−p) 99K CPNp,n × CPN
p
s,p,n × · · · × CPNp−ks,p,n by
Jτp,k :=
(
e, fps , f
p−1
s , · · · , fp−ks
) ◦ Γτp,k , 0 ≤ k ≤ p. (473)
It is clear that Jτp,p is isomorphic to the holomorphic embedding J
τ defined in (86) after re-
ordering the factors CPNks,p,n of the ambient space.
We can show that the rational map Jτp,k extends to a holomorphic embedding of Cp(n−p)
for each 0 ≤ k ≤ p and τ ∈ Jp,k, similarly Lemma 3.2. Denote by Aτk the image of Cp(n−p)
in CPNp,n × CPNps,p,n × · · · × CPNp−ks,p,n under the holomorphic map Jτp,k. By a slight abuse of
notation, let
(
Jτp,k
)−1
: Aτk → Cp(n−p) be the inverse of Jτp,k.
Definition A.1. For 0 ≤ k ≤ p, we call the above defined system of holomorphic coordinate
charts
{(
Aτk,
(
Jτp,k
)−1)}
τ∈Jp,k
the intermediate Van der Waerden representation of Y pk .
Proof of Lemma 3.4. It suffices to prove the following by induction on k.
Lemma A.2. For 0 ≤ k ≤ p,
{(
Aτk,
(
Jτp,k
)−1)}
τ∈Jp,k
is a holomorphic atlas for Y pk , or equiv-
alently,
⋃
τ∈Jp,k A
τ
k = Y
p
k .
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Proof of Lemma A.2. When k = 0, g
σp
0 is a biholomorpshim between Y
p
0 and Up, CP
Nps,p,n
consists a single point and fps is a constant map.
Step 1 (k = 1). Take an arbitrary point v0 ∈ Y p1 ⊂ CPNp,n×CPN
p
s,p,n×CPNp−1s,p,n . We will show
that v0 is in a certain coordinate chart A
τ
1 where τ ∈ Jp,1
We can choose a sequence of points {yi}∞i=1 ⊂ Up ⊂ G(p, n) such that the following holds.
(a). The inverse rational map (Γτp,1)
−1 : Up → Cp(n−p) is holomorphic on {yi}∞i=1 for each
τ ∈ Jp,1 .
(b). The rational map fp−1s is well-defined on {yi}∞i=1 .
(c).
(
e(yi), f
p
s (yi), f
p−1
s (yi)
)→ v0 , i→∞ .
Write fp−1s (yi), i ≥ 1, in terms of the homogeneous coordinates for CPN
p−1
s,p,n as
fp−1s (yi) =
[ · · · , PI(yi), · · · ]I∈Ip−1s,p,n . (474)
After taking a subsequence, we can assume that there is an index I∗ ∈ Ip−1s,p,n such that∣∣PI∗(yi)∣∣ = max{|PI(yi)| ∣∣I ∈ Ip−1s,p,n} ∀i ≥ 1. (475)
Then I∗ = (n, n− 1, · · · , î1, · · · , s+ 1, j1) where s+ 1 ≤ i1 ≤ n and 1 ≤ j1 ≤ s. Take an index
τ =
(
i1 − s
j1
)
∈ Jp,1.
In the following, we will prove that v0 ∈ Aτ1. Since Jτp,1 is defined on Cp(n−p), it suffices to
show that the set
{(
Γτp,1
)−1
(yi)
∣∣ i ≥ 1} is bounded in Cp(n−p).
In terms of the coordinates
(−→
B 1, · · · ,−→B k,−→B ∗k
)
, write (Γτp,1)
−1(yi) as
(Γτp,1)
−1(yi) =
(
ai1j1
(
(Γτp,1)
−1(yi)
)
, ξ
(1)
i11
(
(Γτp,1)
−1(yi)
)
, · · · , x(2)i∗1j∗1
(
(Γτp,1)
−1(yi)
)
, · · ·
)
, i ≥ 1. (476)
Similarly to Claims I, III, III′ in Lemma 3.2, we can show that for each variable ξ(1)αβ in (476)
there is an index I ∈ Ip−1s,p,n such that∣∣∣ξ(1)αβ ((Γτp,1)−1(yi))∣∣∣ =
∣∣PI(yi)∣∣∣∣PI∗(yi)∣∣ , i ≥ 1. (477)
Therefore, the following coordinates of (Γτp,1)
−1(yi) are uniformly bounded for i ≥ 1 thanks to
the choice of I∗.
ξ
(1)
i11
(
(Γτp,1)
−1(yi)
)
, ξ
(1)
i12
(
(Γτp,1)
−1(yi)
)
, · · · , ξ(1)i1(j1−1)
(
(Γτp,1)
−1(yi)
)
,
ξ
(1)
i1(j1+1)
(
(Γτp,1)
−1(yi)
)
, · · · , ξ(1)i1s
(
(Γτp,1)
−1(yi)
)
, ξ
(1)
1j1
(
(Γτp,1)
−1(yi)
)
, · · · ,
ξ
(1)
(i1−1)j1
(
(Γτp,1)
−1(yi)
)
, ξ
(1)
(i1+1)j1
(
(Γτp,1)
−1(yi)
)
, · · · , ξ(1)pj1
(
(Γτp,1)
−1(yi)
)
.

∞
i=1
. (478)
Notice that (g
σp
0 ◦gσp1 )(v0) ∈ Up and
(
e(yi), f
p
s (yi), f
p−1
s (yi)
)→ v0 , i→∞. Then the following
set is bounded {
zαβ(yi)
∣∣1 ≤ α ≤ p, 1 ≤ β ≤ s, and i ≥ 1} , (479)
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where zαβ is the coordinate for Up defined by (80). Since ai1j1
(
(Γτp,1)
−1(yi)
)
= zi1j1(yi), we can
conclude that the set
{
ai1j1
(
(Γτp,1)
−1(yi)
)}∞
i=1
is bounded.
By formula (471) we have that
x
(2)
i∗aj∗b
(
(Γτp,1)
−1(yi)
)
= zi∗aj∗b (yi)−ai1j1
(
(Γτp,1)
−1(yi)
)·ξ(1)i1j∗b ((Γτp,1)−1(yi))·ξ(1)i∗aj1 ((Γτp,1)−1(yi)) (480)
for 1 ≤ a ≤ p− 1 and 1 ≤ b ≤ s− 1. Then the following set is bounded{
x
(2)
i∗aj∗b
(
(Γτp,1)
−1(yi)
)∣∣∣ 1 ≤ a ≤ p− 1 , 1 ≤ b ≤ s− 1, and i ≥ 1} . (481)
As a conclusion,
{
(Γτp,1)
−1(yi)
}∞
i=1
is a bounded subset of Cp(n−p), and hence we complete the
proof of Lemma A.2 when k = 1.
Step 2 (k = m+ 1). Suppose that Lemma A.2 holds for all 1 ≤ k ≤ m < p and we will prove
it also holds for k = m + 1. If p = s and m = p − 1, then Y pp = Y pp−1 and Lemma A.2 holds
trivially. We assume that p < s, or p = s and m < p− 1 in the following.
Take an arbitrary point v0 ∈ Y pm+1 ⊂ CPNp,n ×CPN
p
s,p,n × · · · ×CPNp−m−1s,p,n . We will show that
v0 is in a certain coordinate chart A
κ
m+1 where κ ∈ Jp,m+1. Recalling (467), we can derive the
following commutative diagram.
Y pm+1 Y
p
m × CPN
p−m−1
s,p,n
Y pm
g
σp
m+1
. (482)
Denote by Π the projection of Y pm to its first factor CP
Np,n (or equivalently G(p, n)).
By induction hypothesis for k = m, there is an index τ =
(
i1 i2 · · · im
j1 j2 · · · jm
)
∈ Jp,m such
that g
σp
m+1(v0) ∈ Aτm. We can choose a sequence of points {yi}∞i=1 ⊂ Aτm such that the following
holds.
(a). The inverse rational map (g
σp
m+1)
−1 is well-defined (hence holomorphic) on {yi}∞i=1.
(b). (g
σp
m+1)
−1(yi)→ v0 , i→∞.
(c).
{
(g
σp
m+1)
−1(yi)
}∞
i=1
⊂ Aκm+1 for each κ ∈ Jp,m+1 (hence the holomorphic map (Jκp,m+1)−1
is well-defined on
{
(g
σp
m+1)
−1(yi)
}∞
i=1
).
Since limi→∞ yi = g
σp
m+1(v0) and v0 ∈ Aτm, it is clear that {(Jτp,m)−1(yi)}∞i=1 is a bounded
subset of Aτm. Therefore, the following set is bounded in Cp(n−p).{−→
B 1
(
(Jτp,m)
−1(yi)
)
, · · · ,−→B l ((Jτp,m)−1(yi)) ,−→B ∗m ((Jτp,m)−1(yi))}∞
i=1
, (483)
where
(−→
B 1, · · · ,−→Bm
)
and
−→
B ∗m are the holomorphic coordinates defined by (82) and (470)
respectively.
Notice that for each pair of integers (i∗, j∗) such that
i∗ ∈ {1, 2, · · · , p}\{i1, · · · , im} and j∗ ∈ {1, · · · , s}\ {j1, · · · , jm} , (484)
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we can associate it with a unique index Ii∗j∗ = (i
∗
1, · · · , i∗p−m−1, j∗1 , · · · , j∗m+1) ∈ Ip−m−1s,p,n such
that {
i∗1 − s, · · · , i∗p−m−1 − s, i∗, i1, · · · , im
}
= {1, · · · , p} ,{
j∗1 , · · · , j∗m+1
}
= {j1, · · · , jm, j∗} .
(485)
Similarly to Claims I, III and III′ in Lemma 3.2, we can show that∣∣PIi∗j∗ (Π(yi))∣∣ =
∣∣∣∣∣
m∏
t=1
am+2−titjt
(
(Jτp,m)
−1(yi)
)∣∣∣∣∣ · ∣∣∣x(m+1)i∗j∗ ((Jτp,m)−1(yi))∣∣∣ . (486)
By taking a subsequence of {yi}∞i=1 we can assume that there is a pair of integers (i∗, j∗)
satisfying (484) such that∣∣PIi∗j∗ (Π(yi))∣∣ = max{|PIi∗j∗ (Π(yi))|∣∣(i∗, j∗) satisfies (484)} ∀i ≥ 1. (487)
It is clear that
∣∣PIi∗j∗ (Π(yi))∣∣ > 0 for (gσpm+1)−1 is well-defined on {yi}∞i=1.
Take κ =
(
i1 i2 · · · im i∗
j1 j2 · · · jm j∗
)
∈ Jp,m+1 and consider the holomorphic coordinate chart(
Aκm+1, (J
κ
p,m+1)
−1). In the following, we will show that v0 ∈ Aκm+1. It suffices to prove that the
following set is bounded.{−→
B 1
(
(g
σp
m+1 ◦ Jκp,m+1)−1(yi)
)
, · · · ,−→Bm+1 ((gσpm+1 ◦ Jκp,m+1)−1(yi)) ,
−→
B ∗m+1
(
(g
σp
m+1 ◦ Jκp,m+1)−1(yi)
)}∞
i=1
,
(488)
where
(−→
B 1, · · · ,−→Bm+1,−→B ∗m+1
)
are defined by (82) and (470).
We compare the coordinates
(−→
B 1, · · · ,−→Bm+1,−→B ∗m+1
)
to
(−→
B 1, · · · ,−→Bm,−→B ∗m
)
. It is clear
that
ai∗j∗
(
(g
σp
m+1 ◦ Jκp,m+1)−1(yi)
)
= x
(m+1)
i∗j∗
(
(Jτp,m+1)
−1(yi)
)
; (489)
for each pair of integers (i′, j′) such that
i′ = i∗ and j′ ∈ {1, · · · , s}\{j1, · · · , jm, j∗}, (490)
or
i′ ∈ {1, · · · , p}\{i1, · · · , im, i∗} and j′ = j∗, (491)
we have ∣∣∣ξ(m+1)i′j′ ((gσpm+1 ◦ Jκp,m+1)−1(yi))∣∣∣ =
∣∣PIi′j′ (Π(yi))∣∣∣∣PIi∗j∗ (Π(yi))∣∣ , (492)
where Ii′j′ is defined by (485). Therefore, thanks to (487) and the fact that the coordinates(−→
B 1, · · · ,−→Bm,−→B ∗m
)
of the points (Jτp,m+1)
−1(yi) are uniformly bounded, we can conclude that{−→
Bm+1
(
(g
σp
m+1 ◦ Jκp,m+1)−1(yi)
)}∞
i=1
is bounded.
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Moreover, by (471) we have that
C∗m = C
∗
m+1 +
(
m∏
r=1
airjr
)
· ai∗j∗ · ΞTm+1 · Ωm+1 . (493)
It is easy to verify that
{−→
B ∗m+1
(
(g
σp
m+1 ◦ Jκp,m+1)−1(yi)
)}∞
i=1
is bounded.
We conclude Lemma A.2 when k = m+ 1.
By induction, the proof of Lemma A.2 is complete.
We complete the proof of Lemma 3.4.
Corollary A.3. Y pk is smooth for 0 ≤ k ≤ p.
A.2. General cases. In this subsection, we define the local Van der Waerden representation
in general. By Remark 1.7, we may assume that 2p ≤ n ≤ 2s (then either p ≤ n − s ≤ s or
n− s < p < s).
Define a parameter (rank) r by
r := min{p, n− s, n− p, s} . (494)
In the following, we will focus on the case when p ≤ n − s; the case n − s < p can be easily
derived by setting r = n− s.
For 0 ≤ l ≤ r, define a permutation σl by
σl(k) =
{
l + 1 + k when 0 ≤ k ≤ p− l − 1
p− k when p− l ≤ k ≤ p . (495)
Restricting (33) to Ul ⊂ G(p, n), we have that
Y lp Y
l
p−1 · · · Y l0 Ul
(gσl0 ◦ · · · ◦ gσlp−1)−1(Sσl(p) ∩ Ul) · · · (gσl0 )−1(Sσl(1) ∩ Ul) Sσl(0) ∩ Ul
g
σl
p g
σl
p−1 g
σl
1 g
σl
0
(496)
where for 0 ≤ k ≤ p,
Y lk := Y
σl
k ∩ (gσl0 ◦ · · · ◦ gσlk )−1(Ul) ⊂ G(p, n)× CPN
σl(0)
s,p,n × · · · × CPNσl(k)s,p,n . (497)
It is clear that Y lp
∼= R−1s,p,n(Ul). Moreover, Y lr−l ∼= Y lr−l+1 ∼= · · · ∼= Y lp−l for corresponding blow-up
maps gσlk , r − l + 1 ≤ k ≤ p− l, are the identity maps.
Next, we will define a system of holomorphic coordinate charts for Y lk , 0 ≤ k ≤ p.
For 0 ≤ k ≤ r − l − 1, define an index set Jl,k by
Jl,k :=
{(
i1 i2 · · · ik+1
j1 j2 · · · jk+1
)∣∣∣∣ l + 1 ≤ it ≤ p and it1 6= it2 if t1 6= t2 ;s+ l + 1 ≤ jt ≤ n and jt1 6= jt2 if t1 6= t2
}
. (498)
Each τ =
(
i1 i2 · · · ik+1
j1 j2 · · · jk+1
)
∈ Jl,k determines uniquely integers i∗1, i∗2, · · · , i∗p−l−k−1 and j∗1 , j∗2 ,
· · · , j∗n−s−l−k−1 such that the following holds.
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(a). i∗1 < i
∗
2 < · · · < i∗p−l−k−1 , j∗1 < j∗2 < · · · < j∗n−s−l−k−1 ;
(b).
{
i1, · · · , ik+1, i∗1, · · · , i∗p−l−k−1
}
= {l + 1, l + 2, · · · , p} ;
(c).
{
j1, · · · , jk+1, j∗1 , · · · , j∗n−s−l−k−1
}
= {s+ l + 1, s+ l + 2, · · · , n}.
Associate τ with a complex Euclidean space Cp(n−p) equipped with holomorphic coordinates(
X˜, Y˜ , M˜ ,
−→
B 1, · · · ,−→B k+1,−→B ∗k+1
)
as follows. X˜, Y˜ are defined by (117);
−→
B j is defined by (118)
for 1 ≤ j ≤ k + 1;
−→
B ∗k+1 :=
(
x
(k+2)
i∗1j
∗
1
, x
(k+2)
i∗1j
∗
2
, · · · , x(k+2)i∗1j∗n−s−l−k−1 , · · · , x
(k+2)
i∗2j
∗
1
, · · · , x(k+2)i∗2j∗n−s−l−k−1 , · · · ,
x
(k+2)
i∗p−l−k−1j
∗
1
, · · · , x(k+2)i∗p−l−k−1j∗n−s−l−k−1
) (499)
and
M˜ :=

m
(k+2)
11 m
(k+2)
12 · · · m(k+2)1(s−p+l)
m
(k+2)
21 m
(k+2)
22 · · · m(k+2)2(s−p+l)
...
...
. . .
...
m
(k+2)
l1 m
(k+2)
l2 · · · m(k+2)l(s−p+l)
 . (500)
Define a holomorphic map Γτl,k : Cp(n−p) → Ul, 0 ≤ k ≤ r − l − 1, by
Γτl,k
(
X˜, Y˜ , M˜ ,
−→
B 1, · · · ,−→B k+1,−→B ∗k+1
)
:=
M˜ 0l×(p−l) Il×l X˜
Y˜ I(p−l)×(p−l) 0(p−l)×l C∗k+1 +
k+1∑
m=1
(
m∏
t=1
bitjt
)
· ΞTm · Ωm
 .
(501)
Here Ξm, Ωm are defined by (121), (122) respectively; C
∗
k+1 is a (p − l) × (n − s − l) matrix
defined by
C∗k+1 =
(
k+1∏
t=1
bitjt
)
·

· · · 0 0 · · · 0 0 · · ·
· · · 0 x(k+2)i∗1j∗1 · · · x
(k+2)
i∗1j
∗
n−s−l−k−1
0 · · ·
· · · 0 0 · · · 0 0 · · ·
. . .
...
...
. . .
...
...
. . .
· · · 0 0 · · · 0 0 · · ·
· · · 0 x(k+2)i∗p−l−k−1j∗1 · · · x
(k+2)
i∗p−l−k−1j
∗
n−s−l−k−1
0 · · ·
· · · 0 0 · · · 0 0 · · ·

. (502)
Define a rational map Jτl,k : Cp(n−p) 99K CPNp,n × CPN
σl(0)
s,p,n × · · · × CPNσl(k)s,p,n by
Jτl,k :=
(
e, fσl(0)s , f
σl(1)
s , · · · , fσl(k)s
) ◦ Γτl,k , 0 ≤ k ≤ r − l − 1. (503)
Similarly to Lemma 3.11, we can show that Jτl,k is a holomorphic embedding of Cp(n−p) for each
τ ∈ Jl,k and 0 ≤ k ≤ r− l− 1. Denote by Aτk ⊂ CPNp,n ×CPN
σl(0)
s,p,n × · · ·×CPNσl(k)s,p,n be the image
of Cp(n−p) under Jτl,k.
We skip the indices r − l ≤ k ≤ p− l for Y lr−l ∼= Y lr−l+1 ∼= · · · ∼= Y lp−l.
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For p− l + 1 ≤ k ≤ p, define an index set Jl,k by
Jl,k :=

(
i1 i2 · · · ir−l · · · ik−p+r
j1 j2 · · · jr−l · · · jk−p+r
) l + 1 ≤ it ≤ p for 1 ≤ t ≤ r − l ,1 ≤ it ≤ l for r − l + 1 ≤ t ≤ k ,
s+ l + 1 ≤ jt ≤ n for 1 ≤ t ≤ r − l ,
1 ≤ jt ≤ s− p+ l for r − l + 1 ≤ t ≤ k ;
it1 6= it2 and jt1 6= jt2 for t1 6= t2
 . (504)
Each τ =
(
i1 i2 · · · ir−l · · · ik
j1 j2 · · · jr−l · · · jk
)
∈ Jl,k determines uniquely integers i∗1, i∗2, · · · , i∗p−k and
j∗1 , j
∗
2 , · · · , j∗s−k such that the following holds.
(a). i∗1 < i
∗
2 < · · · < i∗p−k , j∗1 < j∗2 < · · · < j∗s−k ;
(b).
{
ir−l+1, · · · , ik−p+r, i∗1, · · · , i∗p−k
}
= {1, 2, · · · , l} ;
(c).
{
jr−l+1, · · · , jk−p+r, j∗1 , · · · , j∗s−k
}
= {1, 2, · · · , s− p+ l} .
Associate τ with a complex Euclidean space Cp(n−p) equipped with holomorphic coordinates(
X˜, Y˜ ,
−→
B 1, · · · ,−→B k−p+r,−→B ∗k−p+r
)
where X˜, Y˜ ,
−→
B 1, · · · ,−→B k−p+r, and −→B ∗k−p+r are defined as fol-
lows. X˜, Y˜ are defined by (117); for 1 ≤ j ≤ r − l, −→B j is defined by (118); for r − l + 1 ≤ j ≤
k − p+ r, −→B j is defined by (119) when r = p and by (150) when r = n− s;
−→
B ∗k−p+r :=
(
x
(k−p+r+1)
i∗1j
∗
1
, x
(k−p+r+1)
i∗1j
∗
2
, · · · , x(k−p+r+1)i∗1j∗s−k , · · · , x
(k−p+r+1)
i∗2j
∗
1
, · · · , x(k−p+r+1)i∗2j∗s−k , · · · ,
· · · , x(k−p+r+1)i∗p−kj∗1 , · · · , x
(k−p+r+1)
i∗p−kj
∗
n−p−k
)
.
(505)
Define a holomorphic map Γτl,k : Cp(n−p) → Ul by
Γτl,k
(
X˜, Y˜ ,
−→
B 1, · · · ,−→B k−p+r,−→B ∗k−p+r
)
:=C
∗
k−p+r +
k−p+r∑
m=r−l+1
(
m∏
t=r−l+1
aitjt
)
· ΞTm · Ωm 0l×(p−l) Il×l X˜
Y˜ I(p−l)×(p−l) 0(p−l)×l
r−l∑
m=1
(
m∏
t=1
bitjt
)
· ΞTm · Ωm
 .
(506)
Here Ξm, Ωm are defined by (121), (122), (123), (124) when r = p and (152), (153), (154), (155)
when r = n− s;
C∗k−p+r =
(
k−p+r∏
t=p−l+1
aitjt
)
·

· · · 0 0 · · · 0 0 · · ·
· · · 0 x(k−p+r+1)i∗1j∗1 · · · x
(k−p+r+1)
i∗1j
∗
s−k
0 · · ·
. . .
...
...
. . .
...
...
. . .
· · · 0 x(k−p+r+1)i∗p−kj∗1 · · · x
(k−p+r+1)
i∗p−kj
∗
s−k
0 · · ·
· · · 0 0 · · · 0 0 · · ·
 . (507)
Define a rational map Jτl,k : Cp(n−p) → CPNp,n × CPN
σl(0)
s,p,n × · · · × CPNσl(k)s,p,n by
Jτl,k :=
(
e, fσl(0)s , f
σl(1)
s , · · · , fσl(k)s
) ◦ Γτl,k , p− l + 1 ≤ k ≤ p. (508)
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Similarly to Lemma 3.2, we can show that Jτl,k is a holomorphic embedding for τ ∈ Jl,k and
p− l + 1 ≤ k ≤ p. Let Aτk ⊂ CPNp,n × CPN
σl(0)
s,p,n × · · · × CPNσl(k)s,p,n be the image of Cp(n−p) under
Jτl,k. By a slight abuse of notation, let
(
Jτl,k
)−1
: Aτk → Cp(n−p) be the inverse of Jτl,k.
Definition A.4. For 0 ≤ l ≤ r, and 0 ≤ k ≤ r − l − 1 or p− l + 1 ≤ k ≤ p, we call the above
defined system of holomorphic coordinate charts
{(
Aτk,
(
Jτl,k
)−1)}
τ∈Jl,k
the intermediate Van
der Waerden representation of Y lk .
Proof of Lemma 3.13. It suffices to prove the following.
Lemma A.5. For 0 ≤ k ≤ r − l − 1 and p − l + 1 ≤ k ≤ p,
{(
Aτk,
(
Jτl,k
)−1)}
τ∈Jl,k
is a
holomorphic atlas for Y lk , or equivalently,
⋃
τ∈Jl,k A
τ
k = Y
l
k .
Proof of Lemma A.5. Similarly to Lemma A.2, we will prove by induction on k.
Step I (k = 0). Take an arbitrary point v0 ∈ Y l0 ⊂ Ul × CPN
σl(0)
s,p,n . We can choose a sequence
of points {yi}∞i=1 ⊂ Ul such that the following holds.
(a). The inverse rational map (Γτl,0)
−1 is holomorphic on {yi}∞i=1 for each τ ∈ Jl,0.
(b). The rational map f
σl(0)
s is well-defined on {yi}∞i=1 .
(c).
(
e(yi), f
σl(0)
s (yi)
)
→ v0 , i→∞.
Consider a subset I ⊂ Iσl(0)s,p,n which consists of the following indices,
I = (α, s+ l, s+ l − 1, · · · , s+ 1, · · · , β̂, · · · , s− p+ l + 1) (509)
where s+ l+ 1 ≤ α ≤ n and s− p+ l+ 1 ≤ β ≤ s. Since fσl(0)s is well-defined on {yi}∞i=1, after
taking a subsequence we can assume that there is an index I∗ ∈ I such that
|PI∗(yi)| = max
{|PI(yi)|∣∣I ∈ I} > 0, i ≥ 1. (510)
Write I∗ = (j1, s+ l, s+ l − 1, · · · , s+ 1, · · · , î1, · · · , s− p+ l + 1); take τ =
(
i1
j1
)
∈ Jl,0.
In what follows, we will prove that v0 ∈ Aτ0. It suffices to prove that
{
(Γτl,0)
−1(yi)
}∞
i=1
is
contained in a bounded subset of Cp(n−p).
Recall the following holomorphic coordinates of (Γτl,0)
−1(yi),
−→
B 1
(
(Γτl,0)
−1(yi)
)
=
(
ai1j1
(
(Γτl,0)
−1(yi)
)
, ξ
(1)
i1(s+l+1)
(
(Γτl,0)
−1(yi)
)
, ξ
(1)
i1(s+l+2)
(
(Γτl,0)
−1(yi)
)
,
· · · , ξ(1)i1(j1−1)
(
(Γτl,0)
−1(yi)
)
, ξ
(1)
i1(j1+1)
(
(Γτl,0)
−1(yi)
)
, · · · , ξ(1)i1n
(
(Γτl,0)
−1(yi)
)
,
ξ
(1)
(l+1)j1
(
(Γτl,0)
−1(yi)
)
, ξ
(1)
(l+2)j1
(
(Γτl,0)
−1(yi)
)
, · · · , ξ(1)(i1−1)j1
(
(Γτl,0)
−1(yi)
)
,
ξ
(1)
(i1+1)j1
(
(Γτl,0)
−1(yi)
)
, · · · , ξ(1)pj1
(
(Γτl,0)(yi)
))
.
(511)
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Then for each variable ξ
(1)
αβ in (511) there is an index I ∈ I such that∣∣∣ξ(1)αβ ((Γτl,0)−1(yi))∣∣∣ =
∣∣PI(yi)∣∣∣∣PI∗(yi)∣∣ . (512)
By the choice of I∗, it is clear that
{
ξ
(1)
αβ
(
(Γτl,0)
−1(yi)
)}∞
i=1
is bounded for each ξ
(1)
αβ in (511).
By (501), We can conclude that the remaining coordinates of (Γτl,0)
−1(yi) in Cp(n−p) are
uniformly bounded as well. We complete the proof of Lemma A.5 when k = 0.
Step II (k = m+ 1 ≤ r− l− 1). Suppose Lemma A.5 holds for all 0 ≤ k ≤ m < r− l− 1. We
proceed to prove it for k = m+ 1.
Take an arbitrary point v0 ∈ Y lm+1. Recalling (467), we derive the following commutative
diagram,
Y lm+1 Y
l
m × CPN
σl(m+1)
s,p,n
Y lm
g
σl
m+1
. (513)
Denote by Π the projection of Y lm+1 to its first factor CP
Np,n .
By induction hypothesis for k = m, we conclude that there is an index τ ∈ Jl,m such
that gσlm+1(v0) ∈ Aτm; write τ =
(
i1 i2 · · · im+1
j1 j2 · · · jm+1
)
. We can choose a sequence of points
{yi}∞i=1 ⊂ Aτm such that the following holds.
(a). The inverse rational maps (gσlm+1)
−1 is well-defined holomorphic on {yi}∞i=1.
(b). (gσlm+1)
−1(yi)→ v0 , i→∞.
(c). The inverse rational map (Jκl,m+1)
−1 is well-defined on {(gσlm+1)−1(yi)}∞i=1 for each κ ∈
Jl,m+1.
Since limi→∞ yi = g
σl
m+1(v0), {yi}∞i=1 is contained in a bounded subset of Aτm; in particular, the
coordinates X˜, Y˜ , M˜ ,
−→
B 1, · · · , −→Bm+1, −→B ∗m+1 of (Jτl,m)−1(yi) are uniformly bounded for i ≥ 1.
For each pair of integers (i∗, j∗) such that
i∗ ∈ {l + 1, l + 2, · · · , p} \ {i1, · · · , im+1} and j∗ ∈ {s+ l + 1, · · · , n} \ {j1, · · · , jm+1} , (514)
we can associate it with a unique index
Ii∗j∗ = (j
∗
1 , · · · , j∗m+2, s+ l, s+ l − 1, · · · , s+ 1, i∗1, · · · , i∗p−l−m−2) ∈ Iσ(m+1)s,p,n (515)
such that{
i∗1 + p− s, i∗2 + p− s, · · · , i∗p−l−m−2 + p− s, i∗, i1, · · · , im+1
}
= {l + 1, · · · , p} ,{
j∗1 , · · · , j∗m+2
}
= {j∗, j1, · · · , jm+1} .
(516)
Moreover, we have that∣∣PIi∗j∗ (Π(yi))∣∣ =
∣∣∣∣∣
m+1∏
t=1
am+3−titjt
(
(Jτl,m)
−1(yi)
)∣∣∣∣∣ · ∣∣∣x(m+2)i∗j∗ ((Jτl,m)−1(yi))∣∣∣ . (517)
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By taking a subsequence we can assume that there is a pair of integers (i∗, j∗) satisfying (514)
such that ∣∣PIi∗j∗ (Π(yi))∣∣ = max{|PIi′j′ (Π(yi))|∣∣(i′, j′) satisfies (514)} > 0, i ≥ 1. (518)
Take κ =
(
i1 i2 · · · im+1 i∗
j1 j2 · · · jm+1 j∗
)
∈ Jl,m+1 and consider the holomorphic map Jκl,m+1.
We will prove that v0 ∈ Aκm+1. It suffices to show that
{(
gσlm+1 ◦ Jκl,m+1
)−1
(yi)
}∞
i=1
is bounded
in Cp(n−p). Compare the coordinates
(−→
B 1, · · · ,−→Bm+1,−→B ∗m+1
)
with
(−→
B 1, · · · ,−→Bm+2,−→B ∗m+2
)
. It
is clear that
ai∗j∗
((
gσlm+1 ◦ Jκl,m+1
)−1
(yi)
)
= x
(m+2)
i∗j∗ ((yi)) ; (519)
hence
{
ai∗j∗
((
gσlm+1 ◦ Jκl,m+1
)−1
(yi)
)}∞
i=1
is bounded. Moreover,
∣∣∣ξ(m+2)αβ ((gσlm+1 ◦ Jκl,m+1)−1 (yi))∣∣∣ =
∣∣PIαβ(Π(yi))∣∣∣∣PIi∗j∗ (Π(yi))∣∣ ; (520)
hence,
{
ξ
(m+2)
αβ
((
gσlm+1 ◦ Jκl,m+1
)−1
(yi)
)}∞
i=1
is bounded by (518). Recalling (501), (502) we
have that
C∗m+1 = C
∗
m+2 +
(
m+1∏
r=1
airjr
)
· ai∗j∗ · ΞTm+2 · Ωm+2 . (521)
Then it is easy to verify that
{−→
B ∗m+2
((
gσlm+1 ◦ Jκl,m+1
)−1
(yi)
)}∞
i=1
is bounded.
Therefore, we proved that
⋃
τ∈Jl,k A
τ
k = Y
l
k when k = m+ 1.
Step III (k ≥ p− l). Suppose Lemma 3.13 holds for k ≤ r− l−1. Notice that Y lr−l ∼= Y lr−l+1 ∼=
· · · ∼= Y lp−l. We shall prove that Lemma 3.13 holds for p− l+ 1 ≤ k ≤ p. The proof is the same
as Steps I, II, we omit it here for simplicity.
By induction, we complete the proof of Lemma A.5.
We conclude Lemma 3.13.
Corollary A.6. Y lk is smooth for 0 ≤ k ≤ p and 0 ≤ l ≤ r.
Appendix B. Coordinate charts for the projective bundles
In the following, we define certain convenient local coordinate charts for the projective bun-
dles P(NV(p,0)/G(p,n)) and P(NV(p−r,r)/G(p,n)). These local coordinate charts will be used in Ap-
pendix D to prove the rigidity of the automorphism groups of Ms,p,n under the assumption
that the Picard groups are fixed.
First assume p < s. Define an open subset U of V(p,0) by
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U :=


x11 x12 · · · x1(s−p)
x21 x22 · · · x2(s−p)
...
...
. . .
...
xp1 xp2 · · · xp(s−p)︸ ︷︷ ︸
(s−p) columns
1
1
. . .
1︸ ︷︷ ︸
p columns
0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0︸ ︷︷ ︸
(n−s) columns

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
xuv ∈ C,
1 ≤ u ≤ p,
1 ≤ v ≤ s− p

. (522)
Locally, the normal bundle NV(p,0)/G(p,n) is a product of an open subset of V(p,0) and Cp(n−s);
equip the open subset UN ⊂ NV(p,0)/G(p,n) over U with the following local coordinates.(
(· · · , xuv, · · · ) 1≤u≤p
1≤v≤s−p
, (· · · , aij, · · · ) 1≤i≤p
s+1≤j≤n
)
=: (X,A) . (523)
We can identify UN with an open subset of G(p, n) by
M : UN → G(p, n)
(X,A) 7→ M(X,A)
(524)
where
M(X,A) :=

x11 x12 · · · x1(s−p)
x21 x22 · · · x2(s−p)
...
...
. . .
...
xp1 xp2 · · · xp(s−p)︸ ︷︷ ︸
(s−p) columns
1
1
. . .
1︸ ︷︷ ︸
p columns
a1(s+1) a1(s+2) · · · a1(n−1) a1n
a2(s+1) a2(s+2) · · · a2(n−1) a2n
...
...
. . .
...
...
ap(s+1) ap(s+2) · · · ap(n−1) apn︸ ︷︷ ︸
(n−s) columns
 .
(525)
It is clear the the above identification gives a natural birational map between the normal bundle
NV(p,0)/G(p,n) and the grassmannian G(p, n). Let U
P be the open subset of P(NV(p,0)/G(p,n)) over
U . Then UP is equipped with the following local coordinates.(
(· · · , xuv, · · · ) 1≤u≤p
1≤v≤s−p
, [· · · , aij, · · · ] 1≤i≤p
s+1≤j≤n
)
=: (X, [A ]) (526)
where [· · · , aij, · · · ]1≤i≤p, s+1≤j≤n are the homogeneous coordinates for the fiber CPp(n−s)−1.
More generally, for a sequence of integers 1 ≤ i1 < i2 < · · · < ip ≤ s, define an open subset
Ui1···ip of V(p,0) by
Ui1···ip :=


· · · x˜1(i1−1) 1 · · · x˜1(i2−1) 0 · · · x˜1(ip−1) 0 · · ·
· · · x˜2(i1−1) 0 · · · x˜1(i2−1) 1 · · · x˜2(ip−1) 0 · · ·
. . .
...
...
. . .
...
...
. . .
...
...
. . .
· · · x˜p(i1−1) 0 · · · x˜1(i2−1) 0 · · · x˜p(ip−1) 1 · · ·︸ ︷︷ ︸
s columns
0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0︸ ︷︷ ︸
(n−s) columns


. (527)
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Equip the open subset UNi1···ip ⊂ NV(p,0)/G(p,n) over Ui1···ip with local coordinates(
(· · · , x˜uv, · · · )1≤u≤p, 1≤v≤s
v 6=i1,··· ,ip
, (· · · , a˜ij, · · · )1≤i≤p, s+1≤j≤n
)
=: (X˜, A˜)i1···ip . (528)
Identify UNi1···ip with an open subset of G(p, n) by M
i1···ip : UNi1···ip → G(p, n) where
M(X˜,A˜)
i1···ip
:=

· · · x˜1(i1−1) 1 · · · x˜1(ip−1) 0 · · ·
· · · x˜2(i1−1) 0 · · · x˜2(ip−1) 0 · · ·
. . .
...
...
. . .
...
...
. . .
· · · x˜p(i1−1) 0 · · · x˜p(ip−1) 1 · · ·︸ ︷︷ ︸
s columns
a˜1(s+1) · · · a˜1n
a˜2(s+1) · · · a˜2n
...
. . .
...
a˜p(s+1) · · · a˜pn︸ ︷︷ ︸
(n−s) columns
 . (529)
Let UPi1···ip be the open subset of P(NV(p,0)/G(p,n)) over Ui1···ip equipped with local coordinates(
(· · · , x˜uv, · · · )1≤u≤p, 1≤v≤s
v 6=i1,··· ,ip
, [· · · , a˜ij, · · · ]1≤i≤p, s+1≤j≤n
)
=: (X˜,
[
A˜
]
)i1···ip , (530)
where [· · · , a˜ij, · · · ] are the homogeneous coordinates for the fiber.
It is easy to verify that (X, [A ]) and
(
X˜, [A˜ ]
)
i1···ip
represent the same point of P(NV(p,0)/G(p,n))
if and only if the matrices M(X,A) and M(X˜,A˜)
i1···ip
represent the same point of G(p, n) up to
the C∗-action ψs,p,n, that is, there exists a matrix W ∈ GL(p,C) and λ ∈ C∗ such that
M(X,A) = W ·M(X˜,A˜)
i1···ip
·
(
Is×s 0
0 λ · I(n−s)×(n−s)
)
. (531)
Similarly, we can assign local coordinate charts for P(NV(p−r,r)/G(p,n)) as follows.
Let n− s < p < s. Define an open subset Û of V(p−r,r) ∼= G(s+ p− n, s) by
Û :=


0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
x(n−s+1)1 x(n−s+1)2 · · · x(n−s+1)(n−p)
x(n−s+2)1 x(n−s+2)2 · · · x(n−s+2)(n−p)
...
...
. . .
...
xp1 xp2 · · · xp(n−p)︸ ︷︷ ︸
(n−p) columns
0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
1
1
. . .
1︸ ︷︷ ︸
(s+p−n) columns
1
1
. . .
1
0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0︸ ︷︷ ︸
(n−s) columns


. (532)
Equip the open subset ÛN ⊂ NV(p,0)/G(p,n) over U with local coordinates(
(· · · , xuv, · · · )n−s+1≤u≤p
1≤v≤n−p
, (· · · , aij, · · · )1≤i≤n−s
1≤j≤n−p
)
=: (X,A) . (533)
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Identify ÛN with an open subset of G(p, n) by M̂ : ÛN → G(p, n) where
M̂(X,A) :=

a11 a12 · · · a1(n−p)
a21 a22 · · · a2(n−p)
...
...
. . .
...
a(n−s)1 a(n−s)2 · · · a(n−s)(n−p)
x(n−s+1)1 x(n−s+1)2 · · · x(n−s+1)(n−p)
x(n−s+2)1 x(n−s+2)2 · · · x(n−s+2)(n−p)
...
...
. . .
...
xp1 xp2 · · · xp(n−p)︸ ︷︷ ︸
(n−p) columns
0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
1
1
. . .
1︸ ︷︷ ︸
(s+p−n) columns
1
1
. . .
1
0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0︸ ︷︷ ︸
(n−s) columns

. (534)
It is clear the the above identification gives a natural birational map between the normal bundle
NV(p−r,r)/G(p,n) and the grassmannian G(p, n). Let Û
P be the open subset of P(NV(p−r,r)/G(p,n))
over Û equipped with local coordinates
(
(· · · , xuv, · · · )n−s+1≤u≤p
1≤v≤n−p
, [· · · , aij, · · · ]1≤i≤n−s
1≤j≤n−p
)
=: (X, [A ]) , (535)
where [· · · , aij, · · · ]1≤i≤n−s, 1≤j≤n−p are the homogeneous coordinates for the fiber.
For a sequence of integers 1 ≤ i1 < i2 < · · · < is+p−n ≤ s, define Ûi1···is+p−n ⊂ V(p−r,r) by


· · · 0 0 · · · 0 0 · · · 0 0 · · ·
. . .
...
...
. . .
...
...
. . .
...
...
. . .
· · · 0 0 · · · 0 0 · · · 0 0 · · ·
· · · x˜(n−s+1)(i1−1) 1 · · · x˜(n−s+1)(i2−1) 0 · · · x˜(n−s+1)(is+p−n−1) 0 · · ·
· · · x˜(n−s+2)(i1−1) 0 · · · x˜(n−s+2)(i2−1) 1 · · · x˜(n−s+2)(is+p−n−1) 0 · · ·
. . .
...
...
. . .
...
...
. . .
...
...
. . .
· · · x˜p(i1−1) 0 · · · x˜1(i2−1) 0 · · · x˜p(is+p−n−1) 1 · · ·︸ ︷︷ ︸
s columns
1
. . .
1
0 · · · 0
0 · · · 0
...
. . .
...
0 · · · 0︸ ︷︷ ︸
(n−s) columns


.
(536)
Equip the open subset ÛNi1···is+p−n ⊂ NV(p−r,r)/G(p,n) over Ûi1···ip with local coordinates
(· · · , x˜uv, · · · ) n−s+1≤u≤p
1≤v≤s
v 6=i1,··· ,is+p−n
, (· · · , a˜ij, · · · ) 1≤i≤n−s
1≤j≤s
j 6=i1,··· ,is+p−n
 =: (X˜, A˜)i1···is+p−n . (537)
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Identify ÛNi1···is+p−n with an open subset of G(p, n) by M̂ : Û
N
i1···is+p−n → G(p, n) where
M̂
(X˜,A˜)i1···is+p−n
:=

· · · a1(i1−1) 0 · · · a1(is+p−n−1) 0 · · ·
· · · a2(i1−1) 0 · · · a2(is+p−n−1) 0 · · ·
. . .
...
...
. . .
...
...
. . .
· · · a(n−s)(i1−1) 0 · · · a(n−s)(is+p−n−1) 0 · · ·
· · · x˜(n−s+1)(i1−1) 1 · · · x˜(n−s+1)(is+p−n−1) 0 · · ·
· · · x˜(n−s+2)(i1−1) 0 · · · x˜(n−s+2)(is+p−n−1) 0 · · ·
. . .
...
...
. . .
...
...
. . .
· · · x˜p(i1−1) 0 · · · x˜p(is+p−n−1) 1 · · ·︸ ︷︷ ︸
s columns
1
1
. . .
1
0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0︸ ︷︷ ︸
(n−s) columns

.
(538)
Let ÛPi1···is+p−n be the open subset of P(NV(p−r,r)/G(p,n)) over Ûi1···is+p−n equipped with local coor-
dinates(· · · , x˜uv, · · · ) n−s+1≤u≤p
1≤v≤s
v 6=i1,··· ,is+p−n
, [· · · , a˜ij, · · · ] 1≤i≤n−s
1≤j≤s
j 6=i1,··· ,is+p−n
 =: (X˜, [A˜ ])i1···is+p−n . (539)
Similarly, (X, [A ]) and
(
X˜, [A˜ ]
)
i1···is+p−n
represent the same point of P(NV(p−r,r)/G(p,n)) if and
only if the matrices M̂(X,A) and M̂(X˜,A˜)
i1···is+p−n
represent the same point of G(p, n) up to the
C∗-action ψs,p,n, that is, there exists a matrix W ∈ GL(p,C) and λ ∈ C∗ such that
M̂(X,A) = W · M̂(X˜,A˜)
i1···is+p−n
·
(
Is×s 0
0 λ · I(n−s)×(n−s)
)
. (540)
Next assume that p < n− s ≤ s. Define Û ⊂ V(p−r,r) ∼= G(p, n− s) by
Û :=


0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0︸ ︷︷ ︸
s columns
1
1
. . .
1︸ ︷︷ ︸
p columns
x1(s+p+1) x1(s+p+2) · · · x1n
x2(s+p+1) x2(s+p+2) · · · x2n
...
...
. . .
...
xp(s+p+1) xp(s+p+2) · · · xpn︸ ︷︷ ︸
(n−s−p) columns


. (541)
Equip the open subset ÛN ⊂ NV(p−r,r)/G(p,n) over Û with local coordinates(
(· · · , xuv, · · · ) 1≤u≤p
s+p+1≤v≤n
, (· · · , aij, · · · )1≤i≤p
1≤j≤s
)
=: (X,A) . (542)
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Identify ÛN with an open subset of G(p, n) by M̂ : ÛN → G(p, n) where
M̂(X,A) :=

a11 a12 · · · a1(s−1) a1s
a21 a22 · · · a2(s−1) a2s
...
...
. . .
...
...
ap1 ap2 · · · ap(s−1) aps︸ ︷︷ ︸
s columns
1
1
. . .
1︸ ︷︷ ︸
p columns
x1(s+p+1) x1(s+p+2) · · · x1n
x2(s+p+1) x2(s+p+2) · · · x2n
...
...
. . .
...
xp(s+p+1) xp(s+p+2) · · · xpn︸ ︷︷ ︸
(n−s−p) columns
 .
(543)
It is clear the the above identification gives a birational map between NV(p−r,r)/G(p,n) and G(p, n).
Let ÛP be the open subset of P(NV(p−r,r)/G(p,n)) over U equipped with local coordinates(
(· · · , xuv, · · · ) 1≤u≤p
s+p+1≤v≤n
, [· · · , aij, · · · ]1≤i≤p
1≤j≤s
)
=: (X, [A ]) . (544)
For a sequence of integers s+ 1 ≤ i1 < · · · < ip ≤ n, define Ûi1···ip ⊂ V(p−r,r) by
Ûi1···ip :=


0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0︸ ︷︷ ︸
s columns
· · · x˜1(i1−1) 1 · · · x˜1(i2−1) 0 · · · x˜1(ip−1) 0 · · ·
· · · x˜2(i1−1) 0 · · · x˜1(i2−1) 1 · · · x˜2(ip−1) 0 · · ·
. . .
...
...
. . .
...
...
. . .
...
...
. . .
· · · x˜p(i1−1) 0 · · · x˜1(i2−1) 0 · · · x˜p(ip−1) 1 · · ·︸ ︷︷ ︸
(n−s) columns


.
(545)
Equip the open subset ÛNi1···ip ⊂ NV(p−r,r)/G(p,n) over Ûi1···ip with local coordinates(· · · , x˜uv, · · · ) 1≤u≤p
s+1≤v≤n
v 6=i1,··· ,ip
, (· · · , a˜ij, · · · )1≤i≤p
1≤j≤s
 =: (X˜, A˜)i1···ip . (546)
Identify ÛNi1···ip with an open subset of G(p, n) by M̂ : Û
N
i1···ip → G(p, n) where
M̂(X˜,A˜)
i1···ip
:=

a˜11 · · · a˜1s
a˜21 · · · a˜2s
...
. . .
...
a˜p1 · · · a˜ps︸ ︷︷ ︸
s columns
· · · x˜1(i1−1) 1 · · · x˜1(ip−1) 0 · · ·
· · · x˜2(i1−1) 0 · · · x˜2(ip−1) 0 · · ·
. . .
...
...
. . .
...
...
. . .
· · · x˜p(i1−1) 0 · · · x˜p(ip−1) 1 · · ·︸ ︷︷ ︸
(n−s) columns
 . (547)
Let ÛPi1···ip be the corresponding open subset of P(NV(p−r,r)/G(p,n)) with the following local coor-
dinates (· · · , x˜uv, · · · ) 1≤u≤p
s+1≤v≤n
v 6=i1,··· ,ip
, [· · · , a˜ij, · · · ]1≤i≤p
1≤j≤s
 =: (X˜, [A˜ ])i1···ip . (548)
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(X, [A ]) and
(
X˜, [A˜ ]
)
i1···ip
represent the same point of P(NV(p−r,r)/G(p,n)) if and only if the
matrices M̂(X,A) and M̂(X˜,A˜)
i1···ip
represent the same point of G(p, n) up to the C∗-action ψs,p,n.
Appendix C. Calculation of the intersection numbers
Proof of Lemma 6.21. The proof is the same as Lemma 6.19. It is easy to verify that
(1) the projection of ζ0j to CP
Np,n is a point ;
(2) the projection of ζ0j to CP
Nj−1s,p,n is a line ;
(3) the projection of ζ0j to CP
Nks,p,n is a point for 0 ≤ k ≤ p and k 6= j − 1.
(549)
Therefore,
(1) ζ0j ·R∗s,p,n((OG(p,n)(1)) = 0 ;
(2) ζ0j ·Hj−1
∣∣
Ts,p,n = 1 ;
(3) ζ0j ·Hk
∣∣
Ts,p,n = 0 for 0 ≤ k ≤ p and k 6= j − 1.
(550)
We can complete the proof of Lemma 6.21 by Lemma 6.8.
Proof of Lemma 6.23. The proof is the same as in Lemma 6.19. For simplicity, we will only
prove when u = k for the proof of the case v = s+ k is the same.
We can show that
(1) the projection of ζ0,kk,v to CP
Np,n is a point ;
(2) the projection of ζ0,kk,v to CP
Njs,p,n is a line for k ≤ j ≤ min {v − s− 1, r} ;
(3) the projection of ζ0,kk,v to CP
Njs,p,n is a point for 0 ≤ j ≤ k − 1 and
v − s ≤ j ≤ r.
(551)
Therefore,
(1) ζ0,kk,v ·R∗s,p,n((OG(p,n)(1)) = 0;
(2) ζ0,kk,v ·Hj
∣∣
Ts,p,n = 1 for k ≤ j ≤ min {v − s− 1, r};
(3) ζ0,kk,v ·Hj
∣∣
Ts,p,n = 0 for 0 ≤ j ≤ k − 1 and v − s ≤ j ≤ r.
(552)
We can complete the proof of Lemma 6.23 by Lemma 6.8.
Proof of Lemma 6.25. The proof is the same as in Lemma 6.19. We can show that
(1) the projection of δ0m1,m2 to CP
Np,n is a line ;
(2) the projection of δ0m1,m2 to CP
Njs,p,n is a line for 0 ≤ j ≤ min{m1 − 1, r} ;
(3) the projection of δ0m1,m2 to CP
Njs,p,n is a point for m1 ≤ j ≤ r.
(553)
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Therefore,
(1) δ0m1,m2 ·R∗s,p,n((OG(p,n)(1)) = 1 ;
(2) δ0m1,m2 ·Hj
∣∣
Ts,p,n = 1 for min{m1 − 1, r} ;
(3) δ0m1,m2 ·Hj
∣∣
Ts,p,n = 0 for m1 ≤ j ≤ r.
(554)
We can complete the proof of Lemma 6.25 by Lemma 6.8.
Proof of Lemma 6.27. The proof is the same as in Lemma 6.21.
For 2 ≤ j ≤ r − l, it is easy to verify
(1) the projection of ζ lj to CP
Np,n is a point ;
(2) the projection of ζ lj to CP
N l+j−1s,p,n is a line ;
(3) the projection of ζ lj to CP
Nks,p,n is a point for 0 ≤ k ≤ p and k 6= l + j − 1.
(555)
Therefore,
(1) ζ lj ·R∗s,p,n((OG(p,n)(1)) = 0 ;
(2) ζ lj ·Hl+j−1
∣∣
Ts,p,n = 1 ;
(3) ζ lj ·Hk
∣∣
Ts,p,n = 0 for 0 ≤ k ≤ p and k 6= l + j − 1.
(556)
Similarly, when r − l + 2 ≤ j ≤ r we have
(1) the projection of ζ lj to CP
Np,n is a point ;
(2) The projection of ζ lj to CP
Nr−j+1s,p,n is a line ;
(3). the projection of ζ lj to CP
Nks,p,n is a point for 0 ≤ k ≤ p and k 6= r − j + 1.
(557)
Therefore,
(1) ζ lj ·R∗s,p,n((OG(p,n)(1)) = 0 ;
(2) ζ lj ·Hr−j+1
∣∣
Ts,p,n = 1 ;
(3) ζ lj ·Hk
∣∣
Ts,p,n = 0 for 0 ≤ k ≤ p and k 6= r − j + 1.
(558)
Noticing that ζ lj is disjoint with D
−
1 , D
−
2 , · · · , D−l , D+1 , D+2 , · · · , D+r−l, we can conclude (285)
and (286) by Lemma 6.8. We complete the proof of Lemma 6.27.
Proof of Lemmas 6.29 and 6.30. The proof is the same as in Lemma 6.23.
First assume that 1 ≤ k ≤ r − l. For simplicity, we will only give the proof when u = l + k
for the proof of the case v = s+ l + k is the same. We can show
(1) the projection of ζ l,kl+k,v to CP
Np,n is a point ;
(2) the projection of ζ l,kl+k,v to CP
Njs,p,n is a line for l + k ≤ j ≤ min {v − s− 1, r} ;
(3) the projection of ζ l,kl+k,v to CP
Njs,p,n is a point for 0 ≤ j ≤ l + k − 1 and
v − s ≤ j ≤ r.
(559)
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Therefore,
(1) ζ l,kl+k,v ·R∗s,p,n((OG(p,n)(1)) = 0 ;
(2) ζ l,kl+k,v ·Hj
∣∣
Ts,p,n = 1 for l + k ≤ j ≤ min {v − s− 1, r} ;
(3) ζ l,kl+k,v ·Hj
∣∣
Ts,p,n = 0 for 0 ≤ j ≤ l + k − 1 and v − s ≤ j ≤ r.
(560)
When r − l + 1 ≤ k ≤ r, without loss of generality, we may assume that u = r − k + 1.
Similarly, we have
(1) the projection of ζ l,kr+1−k,v to CP
Np,n is a point ;
(2) the projection of ζ l,kr+1−k,v to CP
Njs,p,n is a line for max {v − s+ p, 0} ≤ j ≤ r − k ;
(3) the projection of ζ l,kr+1−k,v to CP
Njs,p,n is a point for 0 ≤ j ≤ v − s+ p− 1 and
r − k + 1 ≤ j ≤ r.
(561)
Therefore,
(1) ζ l,kr+1−k,v ·R∗s,p,n((OG(p,n)(1)) = 0 ;
(2) ζ l,kr+1−k,v ·Hj
∣∣
Ts,p,n = 1 for max {v − s+ p, 0} ≤ j ≤ r − k ;
(3) ζ l,kr+1−k,v ·Hj
∣∣
Ts,p,n = 0 for 0 ≤ j ≤ v − s+ p− 1 and r − k + 1 ≤ j ≤ r.
(562)
We can complete the proof of Lemmas 6.29 and 6.30 by Lemma 6.8.
Proof of Lemma 6.33. The proof is the same as in Lemma 6.25. We can show that
(1) the projection of δlm1,m2 to CP
Np,n is a line ;
(2) the projection of δlm1,m2 to CP
Njs,p,n is a line for l −m2 + 1 ≤ j ≤ l +m1 − 1 ;
(3) the projection of δlm1,m2 to CP
Njs,p,n is a point for 0 ≤ j ≤ l −m2 or
l +m1 ≤ j ≤ r.
(563)
Therefore,
(1) δlm1,m2 ·R∗s,p,n((OG(p,n)(1)) = 1 ;
(2) δlm1,m2 ·Hj
∣∣
Ts,p,n = 1 for l −m2 + 1 ≤ j ≤ l +m1 − 1 ;
(3) δlm1,m2 ·Hj
∣∣
Ts,p,n = 0 for 0 ≤ j ≤ l −m2 or l +m1 ≤ j ≤ r.
(564)
We can complete the proof of Lemma 6.33 by Lemma 6.8.
Proof of Lemma 6.35. The proof is the same as in Lemma 6.33. We can show that
(1) the projection of ∆lm1,m2 to CP
Np,n is a line ;
(2) the projection of ∆lm1,m2 to CP
Njs,p,n is a line for l −m2 + 1 ≤ j ≤ l +m1 − 1 ;
(3) the projection of ∆lm1,m2 to CP
Njs,p,n is a point for 0 ≤ j ≤ l −m2 or
l +m1 ≤ j ≤ r.
(565)
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Therefore,
(1) ∆lm1,m2 ·R∗s,p,n((OG(p,n)(1)) = 1 ;
(2) ∆lm1,m2 ·Hj
∣∣
Ts,p,n = 1 for l −m2 + 1 ≤ j ≤ l +m1 − 1.
(3). ∆lm1,m2 ·Hj
∣∣
Ts,p,n = 0 for 0 ≤ j ≤ l −m2 or l +m1 ≤ j ≤ r.
(566)
We can complete the proof of Lemma 6.33.
Proof of Lemma 6.37. The proof is the same as in Lemma 6.21. It is easy to verify that
(1) the projection of ζrj to CP
Np,n is a point ;
(2) the projection of ζrj to CP
Nr−j+1s,p,n is a line ;
(3) the projection of ζrj to CP
Nks,p,n is a point for 0 ≤ k ≤ p and k 6= r − j + 1.
(567)
Therefore,
(1) ζrj ·R∗s,p,n((OG(p,n)(1)) = 0 ;
(2) ζrj ·Hr−j+1
∣∣
Ts,p,n = 1 ;
(3) ζrj ·Hk
∣∣
Ts,p,n = 0 for 0 ≤ k ≤ p and k 6= r − j + 1.
(568)
Since ζrj is disjoint with D
−
1 , D
−
2 , · · · , D−r , we can complete the proof of Lemma 6.21 by Lemma
6.8.
Proof of Lemma 6.39. The proof is the same as in Lemmas 6.29 and 6.30.
Without loss of generality, we may assume that u = r − k + 1. Then,
(1) the projection of ζr,kk,v to CP
Np,n is a point ;
(2) the projection of ζr,kk,v to CP
Njs,p,n is a line for max {v − s+ p, 0} ≤ j ≤ r − k ;
(3) the projection of ζr,kk,v to CP
Njs,p,n is a point for 0 ≤ j ≤ v − s+ p− 1
or r − k + 1 ≤ j ≤ r.
(569)
Therefore,
(1) ζr,kk,v ·R∗s,p,n((OG(p,n)(1)) = 0 ;
(2) ζr,kk,v ·Hj
∣∣
Ts,p,n = 1 for max {v − s+ p, 0} ≤ j ≤ r − k ;
(3) ζr,kk,v ·Hj
∣∣
Ts,p,n = 0 for 0 ≤ j ≤ v − s+ p− 1 or r − k + 1 ≤ j ≤ r.
(570)
We can complete the proof of Lemma 6.39 by Lemma 6.8.
Proof of Lemma 6.41. The proof is the same as in Lemma 6.25. We can show that
(1). the projection of δrm1,m2 to CP
Np,n is a line ;
(2). the projection of δrm1,m2 to CP
Njs,p,n is a line for r −m2 + 1 ≤ j ≤ r ;
(3). the projection of δrm1,m2 to CP
Njs,p,n is a point for 0 ≤ j ≤ r −m2.
(571)
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Therefore,
(1) δrm1,m2 ·R∗s,p,n((OG(p,n)(1)) = 1 ;
(2) δrm1,m2 ·Hj
∣∣
Ts,p,n = 1 for r −m2 + 1 ≤ j ≤ r ;
(3) δrm1,m2 ·Hj
∣∣
Ts,p,n = 0 for 0 ≤ j ≤ r −m2.
(572)
We can complete the proof of Lemma 6.41 by Lemma 6.8.
Proof of Lemma 6.43. The proof is the same as in Lemma 6.41. We can show that
(1) the projection of ∆rm1,m2 to CP
Np,n is a line ;
(2) the projection of ∆rm1,m2 to CP
Njs,p,n is a line for r −m2 + 1 ≤ j ≤ r ;
(3) the projection of ∆rm1,m2 to CP
Njs,p,n is a point for 0 ≤ j ≤ r −m2.
(573)
Therefore,
(1) ∆rm1,m2 ·R∗s,p,n((OG(p,n)(1)) = 1 ;
(2) ∆rm1,m2 ·Hj
∣∣
Ts,p,n = 1 for r −m2 + 1 ≤ j ≤ r ;
(3) ∆rm1,m2 ·Hj
∣∣
Ts,p,n = 0 for 0 ≤ j ≤ r −m2.
(574)
We can complete the proof of Lemma 6.43.
Appendix D. Rigidity lemmas for the symmetry groups
D.1. Proof of Lemma 7.7. Denote by Con(Ts,p,n) ⊂ An−1(Ts,p,n) ⊗Z Q the cone of effective
divisors of Ts,p,n. By Lemmas 6.3 and 6.45, Con(Ts,p,n) is generated by{
B0, · · · , Br, D+1 , · · · , D+r , D−1 , · · · , D−r
}
. (575)
Recalling (250), (251), (252), we can determine G the set of extremal rays of Con(Ts,p,n) as
follows. When p 6= n− s and p < s,
G :=
{
B0, Br, D
+
1 , · · · , D+r , D−1 , · · · , D−r
}
; (576)
when n− s = p < s,
G :=
{
B0, Br, D
+
1 , · · · , D+r , D−1 , · · · , D−r−1
}
; (577)
when n− s = p = s,
G :=
{
B0, Br, D
+
1 , · · · , D+r−1, D−1 , · · · , D−r−1
}
. (578)
Since σ∗ preserves Con(Ts,p,n), it induces a permutation of G.
Next we prove Lemma 7.7 base on a case by case argument. For simplicity of notation, we
denote (Rs,p,n)
∗ (OG(p,n)(1)) by H in the following.
Case 1 (r ≥ 2, p 6= n− s and p < s). By (250) we have that
(Rs,p,n)
∗ (OG(p,n)(1)) = B0 + r∑
i=1
(r + 1− i) ·D+i = Br +
r∑
i=1
(r + 1− i) ·D−i ; (579)
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hence,
σ∗(B0) = σ∗(Br) +
r∑
i=1
(r + 1− i) · σ∗(D−i )−
r∑
i=1
(r + 1− i) · σ∗(D+i ) . (580)
By Lemma 4.16, it is clear that (580) has integer coefficients with respect to the basis of the
Picard group
{
H,D−1 , · · · , D−r , D+1 , · · · , D+r
}
.
If σ∗(B0) ∈
{
D−1 , · · · , D−r , D+1 , · · · , D+r
}
, we have the following possibilities, by checking the
coefficient of H in (580).
(A). For a certain 1 ≤ j ≤ r, σ∗(D−j ) = B0 and σ∗(D+j ) = Br.
(B). For a certain 1 ≤ j ≤ r, σ∗(D+j ) = B0 and σ∗(D−j ) = Br.
(C). σ∗(Br) = Br and σ∗(D+r ) = B0.
(D). σ∗(Br) = B0 and σ∗(D+r ) = Br.
For Case (A), the coefficient of D+1 is at most −r(r − j) in the following quantity,
r∑
i=1
(r + 1− i) · σ∗(D−i )−
r∑
i=1
(r + 1− i) · σ∗(D+i ) . (581)
Since r ≥ 2, we have j = r by (580). Then, by (580) again we have that
σ∗(D−r ) = B0 , σ
∗(D+r ) = Br , σ
∗(B0) = D−r , σ
∗(Br) = D+r ,
σ∗(D+j ) = D
−
j , σ
∗(D−j ) = D
+
j for 1 ≤ j ≤ r − 1 .
(582)
Since σ∗(KTs,p,n) = KTs,p,n , we conclude that n = 2s, and hence σ
∗ = (USD)∗.
For Case (B), in the same way as above, the only possibility is that
σ∗(D+r ) = B0 , σ
∗(D−r ) = Br , σ
∗(B0) = D+r , σ
∗(Br) = D−r ,
σ∗(D−j ) = D
−
j , σ
∗(D+j ) = D
+
j for 1 ≤ j ≤ r − 1 .
(583)
Notice that the coefficient of H in KTs,p,n is −n. When n − s < p, the coefficient of H in
σ∗(KTs,p,n) is −2r = −2(n− s) > −2p > −n; when p < n− s, the coefficient of H in σ∗(KTs,p,n)
is −2p > −s− (n− s) = −n. Both lead to a contradiction.
For Case (C), by (580) we can show that σ∗ permutes D+r and B0, and fixes all the other
divisors. Then the coefficient of H in σ∗(KTs,p,n) is s− p− n > −n which is a contradiction.
For Case (D), by (580) we have that
σ∗(Br) = B0 , σ∗(D+r ) = Br , σ
∗(D−r ) = D
+
r , σ
∗(B0) = D−r ,
σ∗(D+j ) = D
−
j , σ
∗(D−j ) = D
+
j for 1 ≤ j ≤ r − 1 .
(584)
It is easy to verify that σ∗(H) = H, and hence σ∗(KTs,p,n) 6= KTs,p,n . This is a contradiction.
Next, we assume that σ∗(B0) ∈ {B0, Br}. By checking the coefficient of H in (580), we have
the following possibilities.
(a). σ∗(B0) = Br and σ∗(D−r ) = B0.
(b). σ∗(B0) = Br and σ∗(Br) = B0.
(c). σ∗(B0) = B0 and σ∗(D−r ) = Br.
(d). σ∗(B0) = B0 and σ∗(Br) = Br.
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For Case (a), by (580) we can conclude that
σ∗(B0) = Br , σ∗(D−r ) = B0 , σ
∗(D+r ) = D
−
r , σ
∗(Br) = D+r ,
σ∗(D+j ) = D
−
j , σ
∗(D−j ) = D
+
j for 1 ≤ j ≤ r − 1 .
(585)
Then σ∗(H) = H, and hence σ∗(KTs,p,n) 6= KTs,p,n . This is a contradiction.
For Case (b), by (580) we can conclude that
σ∗(Br) = B0 , σ∗(B0) = Br , σ∗(D+j ) = D
−
j , σ
∗(D−j ) = D
+
j for 1 ≤ j ≤ r . (586)
Since σ∗(KTs,p,n) = KTs,p,n , we conclude that either n = 2p and σ
∗ = (DUAL)∗, or n = 2s and
σ∗ = (USD)∗.
For Case (c), by (580) we can show that σ∗ permutes D−r and Br, and fixes all the other
divisors. Since σ∗(KTs,p,n) = KTs,p,n , we have that p = n− s which contradicts the assumption.
For Case (d), by (580) we can show that σ∗ is the identity map.
Case 2 (r ≥ 2 and n− s = p < s). By (250) and (252) we have that
σ∗(B0) = σ∗(Br) +
r−1∑
i=1
(r + 1− i) · σ∗(D−i )−
r∑
i=1
(r + 1− i) · σ∗(D+i ) . (587)
If σ∗(B0) ∈
{
D−1 , · · · , D−r−1, D+1 , · · · , D+r
}
, we have the following possibilities by checking
the coefficients of H in (587).
(A). For a certain 1 ≤ j ≤ r − 1, σ∗(D−j ) = B0 and σ∗(D+j ) = Br.
(B). For a certain 1 ≤ j ≤ r − 1, σ∗(D+j ) = B0 and σ∗(D−j ) = Br.
(C). σ∗(Br) = Br and σ∗(D+r ) = B0.
(D). σ∗(Br) = B0 and σ∗(D+r ) = Br.
For Case (A), the coefficient of D+1 is at most −r(r − j) ≤ −r in the following quantity,
r−1∑
i=1
(r + 1− i) · σ∗(D−i )−
r∑
i=1
(r + 1− i) · σ∗(D+i ) . (588)
This leads to a contradiction.
For Case (B), the coefficient of D−1 is at most −r(r − j) ≤ −r in (588) which leads to a
contradiction.
For Case (C), by (587) we can show that σ∗ permutes D+r and B0, and fixes all the other
divisors. However, then σ∗(KTs,p,n)−KTs,p,n = (s− p)(B0 −D+r ) which is a contradiction.
For Case (D), we can derive a contradiction by computing the sum of coefficients in (587).
More precisely, write (587) over the basis
{
H,D−1 , · · · , D−r−1, D+1 , · · · , D+r
}
; the sum of the
coefficients on the left hand side is 1, but that of the right hand side is −1. This is impossible.
Next, we assume that σ∗(B0) ∈ {B0, Br}. Checking the coefficient of H in (587), we have
the following possibilities.
(a). σ∗(B0) = B0 and σ∗(Br) = Br.
(b). σ∗(B0) = Br and σ∗(Br) = B0.
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For Case (a), σ∗ is the identity map by (587).
For Case (b), we can derive a contradiction by computing the sum of coefficients in (587).
Case 3 (r ≥ 2 and n− s = p = s). By (251) and (252) we have that
σ∗(B0) = σ∗(Br) +
r−1∑
i=1
(r + 1− i) · σ∗(D−i )−
r−1∑
i=1
(r + 1− i) · σ∗(D+i ) . (589)
If σ∗(B0) ∈
{
D−1 , · · · , D−r−1, D+1 , · · · , D+r−1
}
, we have the following possibilities.
(A). For a certain 1 ≤ j ≤ r − 1, σ∗(D+j ) = Br and σ∗(D−j ) = B0.
(B). For a certain 1 ≤ j ≤ r − 1, σ∗(D−j ) = Br and σ∗(D+j ) = B0.
For Case (A), the coefficient of D+1 is at most −r(r − j) ≤ −r in the following quantity,
r−1∑
i=1
(r + 1− i) · σ∗(D+i )−
r∑
i=1
(r + 1− i) · σ∗(D−i ) . (590)
This leads to a contradiction.
For Case (B), the coefficient of D−1 is at most −r(r − j) ≤ −r in (590) which leads to a
contradiction.
If σ∗(B0) ∈ {B0, Br}, we have the following possibilities.
(a). σ∗(Br) = Br and σ∗(B0) = B0.
(b). σ∗(Br) = B0 and σ∗(B0) = Br.
For Case (a), σ∗ is the identity map by (589).
For Case (b), we can conclude that σ∗ = (USD)∗.
Case 4 (r = p = n− s = 1). If n = 2, Lemma 7.7 holds trivially.
When n ≥ 3, we have that B0 = H −D+1 , B1 = H, and that
KTs,p,n = −n ·H + (n− 2) ·D+1 = −n ·B0 − 2 ·D+1 . (591)
Hence, σ∗ is the identity map.
Case 5 (r = p = 1 and 2 ≤ n− s ≤ s). We have that B0 = H −D+1 , B1 = H −D−1 ; σ∗ is a
permutation of
{
B0, B1, D
+
1 , D
−
1
}
; KTs,p,n = −n ·H + (s− 1) ·D+1 + (n− s− 1) ·D−1 .
Notice that
KTs,p,n = −n · (B1 +D−1 ) + (s− 1) ·D+1 + (n− s− 1) ·D−1
= −n ·B1 + (s− 1) ·D+1 + (−s− 1) ·D−1 .
(592)
Since σ∗(KTs,p,n) = KTs,p,n , we can conclude that σ
∗ permutes B0 and B1. If σ∗(B0) = B0, then
σ∗ is the identity map. If σ∗(B0) = B1 , then n = 2s and σ∗ = (USD)∗.
Case 6 (r = n− s = 1 and 2 ≤ p < s). We have that B0 = H −D+1 , B1 = H −D−1 ; σ∗ is a
permutation of
{
B0, B1, D
+
1 , D
−
1
}
; KTs,p,n = −n ·H + (n− p− 1) ·D+1 + (p− 1) ·D−1 .
Notice that
KTs,p,n = −n · (B1 +D−1 ) + (n− p− 1) ·D+1 + (p− 1) ·D−1
= −n ·B0 + (n− p− 1) ·D+1 + (−n+ p− 1) ·D−1 ;
(593)
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Then σ∗ permutes B0 and B1. If σ∗(B0) = B0, then σ∗ is the identity map. If σ∗(B0) = B1 ,
then n = 2p and σ∗ = (DUAL)∗.
We complete the proof of Lemma 7.7.
D.2. Proof of Lemma 7.9. If p = n− s, Lemma 7.9 follows from Lemma 7.8. Without loss
of generality, we may assume that 2p ≤ n, p 6= n− s and 2 ≤ p < s in the following.
Recall the two fibration structures on Ms,p,n defined by (225) and (226). Since σ∗ is the
identity map on the Picard group ofMs,p,n, similarly to Lemma 7.6 we can derive the following.
(a) σ induces an automorphism Σ1 (resp. Σ2) of P(NV(p,0)/G(p,n)) (resp. P(NV(p−r,r)/G(p,n))).
(b) Σ1 (resp. Σ2) maps a fiber of κ1s,p,n (resp. κ
2
s,p,n) to another fiber; σ induces an auto-
morphism Σ̂1 (resp. Σ̂2) of the base V(p,0) (resp. V(p−r,r)).
Equivalently, we have the following commutative diagrams.
Ms,p,n σ−−−→ Ms,p,nyτ1s,p,n yτ1s,p,n
P(NV(p,0)/G(p,n))
Σ1−−−→ P(NV(p,0)/G(p,n))yκ1s,p,n yκ1s,p,n
V(p,0) Σ̂
1−−−→ V(p,0)
(594)
and
Ms,p,n σ−−−→ Ms,p,nyτ2s,p,n yτ2s,p,n
P(NV(p−r,r)/G(p,n))
Σ2−−−→ P(NV(p−r,r)/G(p,n))yκ2s,p,n yκ2s,p,n
V(p−r,r) Σ̂
2−−−→ V(p−r,r)
. (595)
By Proposition 1.8 and Example 5.18, we can conclude that each fiber of κ1s,p,n (resp. κ
2
s,p,n) is
isomorphic to P (Mp×(n−s)) (resp. P (Mp×s) when p < n−s or P (M(n−s)×(n−p)) when p > n−s);
each fiber of κ1s,p,n◦τ 1s,p,n (resp. κ2s,p,n◦τ 2s,p,n) is isomorphic to the variety of complete collineations
P˜ (Mp×(n−s)) ∼= Mp,p,n−s+p (resp. P˜ (Mp×s) ∼= Mp,p,s+p when p < n − s or P˜ (M(n−s)×(n−p)) ∼=
Mn−s,n−s,2n−s−p when p > n− s).
Since σ∗ is the identity map and hence the exceptional divisors are σ-invariant, Σ1 (resp.
Σ2) preserves the ranks of the matrices in P (Mp×(n−s)) (resp. P (Mp×s) when p < n − s or
P (M(n−s)×(n−p)) when p > n− s). Similarly to Lemma 7.8, we can derive the following.
(c). The restriction of Σ1 (resp. Σ2) to each fiber of κ1s,p,n (resp. κ
2
s,p,n) can be given by an
element of PGL(p,C)×PGL(n− s,C) (resp. PGL(p,C)×PGL(s,C) when p < n− s,
or PGL(n− s,C)× PGL(n− p,C) when p > n− s).
In the following, we will prove that σ ∈ PGL(s,C)× PGL(n− s,C) by checking Properties
(a), (b), (c) in the two fibration structures.
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Case 1 (2 ≤ p < n−s ≤ s and s 6= 2p). Recall that the automorphism group of V(p,0) ∼= G(p, s)
is PGL(s,C). Hence, there is an element η ∈ PGL(s,C) × PGL(n − s,C) such that the
composition η ◦ σ induces the identity map on the base V(p,0). Without loss of generality, we
may assume that Σ̂1 is the identity map.
Recall the local coordinate charts defined by (523), (542), (526), (544) in Appendix B for
the normal bundles NV(p,0)/G(p,n), NV(p−r,r)/G(p,n), and the projective bundles P(NV(p,0)/G(p,n)),
P(NV(p−r,r)/G(p,n)) respectively. Similarly to (523), we can equip the open set UN of NV(p,0)/G(p,n)
with local coordinates
W :=

w11 w12 · · · w1(s−p)
w21 w22 · · · w2(s−p)
· · · · · · · · · · · ·
wp1 wp2 · · · wp(s−p)
 , (X,Z) :=

x1(s+1) · · · x1(s+p) z1(s+p+1) · · · z1n
x2(s+1) · · · x2(s+p) z2(s+p+1) · · · z2n
· · · · · · · · · · · · · · · · · ·
xp(s+1) · · · xp(s+p) zp(s+p+1) · · · zpn
 ;
(596)
identify UN with an open set of G(p, n) by(
W, (X,Z)
) 7→ (W Ip×p X Z ) . (597)
Equip UP with local coordinates (W, [X,Z]) where UP is the corresponding open subset of
P(NV(p,0)/G(p,n)) and [X,Z] are the homogeneous coordinates such that for λ ∈ C∗
x1(s+1) · · · x1(s+p) z1(s+p+1) · · · z1n
x2(s+1) · · · x2(s+p) z2(s+p+1) · · · z2n
· · · · · · · · · · · ·
xp(s+1) · · · xp(s+p) zp(s+p+1) · · · zpn
 = λ ·

x1(s+1) · · · x1(s+p) z1(s+p+1) · · · z1n
x2(s+1) · · · x2(s+p) z2(s+p+1) · · · z2n
· · · · · · · · · · · · · · · · · ·
xp(s+1) · · · xp(s+p) zp(s+p+1) · · · zpn
 . (598)
Similarly to (542), we can equip the open set ÛN of NV(p−r,r)/G(p,n) with the local coordinates
(W˜ , X˜) :=

w˜11 · · · w˜1(s−p) x˜1(s−p+1) · · · x˜1s
w˜21 · · · w˜2(s−p) x˜2(s−p+1) · · · x˜2s
· · · · · · · · · · · · · · · · · ·
w˜p1 · · · w˜p(s−p) x˜p(s−p+1) · · · x˜ps
 , Z˜ :=

z˜1(s+p+1) · · · z˜1n
z˜2(s+p+1) · · · z˜2n
· · · · · · · · ·
z˜p(s+p+1) · · · z˜pn
 ; (599)
identify ÛN with an open set of G(p, n) by(
(W˜ , X˜), Z˜)
) 7→ (W˜ X˜ Ip×p Z˜ ) . (600)
Equip ÛP with the local coordinates ([W˜ , X˜], Z˜) where [W˜ , X˜] are the corresponding homoge-
neous coordinates.
In terms of the above local coordinates for UP , we can conclude by Property (c) the following.
For fixed W there are matrices h(W ) ∈ SL(p,C) and g(W ) ∈ SL(n− s,C) such that
Σ1
(
(W, [X,Z])
)
=
(
W, [h(W ) · (X,Z) · g(W )]) , (601)
where the product is the matrix multiplication. Since the choice of h(W ) and g(W ) is unique
up to a finite cover (for the natural maps SL(m,C) → PGL(m,C) are finite), locally we can
take h(W ) and g(W ) as matrix-valued holomorphic functions in the variables W . Moreover,
we can assume that h(W ) and g(W ) are well-defined on Cp(s−p) for which is simply connected.
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Notice that the isomorphism Ls,p,n defined in Definition 5.14 induces a birational map from
P(NV(p−r,r)/G(p,n)) to P(NV(p,0)/G(p,n)); by identifying the normal bundles with G(p, n) birationally,
there is a natural birational map Ls,p,n : NV(p−r,r)/G(p,n) 99K NV(p,0)/G(p,n) which induces Ls,p,n on
the projective bundles. We can write explicitly Ls,p,n in terms of the above local coordinates
as follows. Ls,p,n
((
(W˜ , X˜), Z˜
))
=
(
W, (X,Z)
)
where
(
(W˜ , X˜), Z˜
)
and
(
W, (X,Z)
)
represent
the same point in G(p, n) under the identifications (597) and (600); equivalently,
X˜ = X−1
W˜ = X−1 ·W
Z˜ = X−1 · Z
and

X = X˜−1
W = X˜−1 · W˜
Z = X˜−1 · Z˜
. (602)
Through Ls,p,n we can derive an explicit form of the automorphism Σ
2 of P(NV(p−r,r)/G(p,n))
in terms of h, g. In particular, Σ̂2 is given in matrix representatives by a right multiplication
by g, that is,
Σ̂2
((
Ip×p Z˜
))
=
(
Ip×p Z˜
)
· g
(
X˜−1 · W˜
)
. (603)
By Property (b) the automorphism Σ̂2 is independent of the variables X˜, W˜ ; hence, we can take
an element (Id, τ) ∈ PGL(s,C)×PGL(n− s,C) such that (Id, τ) ◦ σ induces the identity map
on the base V(p−r,r). Noticing that (Id, τ) induces the identity on the base V(p,0), without loss
of generality, we may assume that Σ̂1, Σ̂2 are both identity, and that g is the identity matrix.
Then Σ2 takes the following form in terms of the local coordinates
(
[W˜ , X˜], Z˜
)
.
Σ2
(
[W˜ , X˜], Z˜
)
=
([
X˜ · h−1 · X˜−1 · W˜ , X˜ · h−1
]
, Z˜
)
. (604)
It is clear that to prove Lemma 7.9, it suffices to show that h can be taken as the identity
matrix. Similarly by Property (c) we can find matrix-valued holomorphic functions E(Z˜) ∈
SL(p,C) and F (Z˜) ∈ SL(s,C) such that
E(Z˜) · [W˜ , X˜] · F (Z˜) = Σ2
(
[W˜ , X˜], Z˜
)
=
[
X˜ · h−1 · X˜−1 · W˜ , X˜ · h−1
]
. (605)
Claim. We can choose E(Z˜) and F (Z˜) as (matrix-valued) constant functions.
Proof of Claim. Write E and F in components as
E :=

e11 e12 · · · e1p
e21 e22 · · · e2p
· · · · · · · · · · · ·
ep1 ep2 · · · epp
 and F :=

f11 f12 · · · f1s
f21 f22 · · · f2s
· · · · · · · · · · · ·
fs1 fs2 · · · fss
 . (606)
For 1 ≤ i ≤ p and 1 ≤ j ≤ s, denote by Bij the (i, j)th entry of the matrix E(Z˜) · [W˜ , X˜] ·F (Z˜).
There are integers 1 ≤ c ≤ p and 1 ≤ d ≤ s such that e1c 6≡ 0 and fd1 6≡ 0. Since the right hand
side of (605) is independent of the variables Z˜, the following quotient is a rational function
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independent of Z˜ for each 1 ≤ a ≤ p and 1 ≤ b ≤ s.
Bab
B11
=
p∑
i=1
s−p∑
j=1
(
eai(Z˜)fjb(Z˜)
)
W˜ij +
p∑
i=1
s∑
j=s−p+1
(
eai(Z˜)fjb(Z˜)
)
X˜ij
p∑
i=1
s−p∑
j=1
(
e1i(Z˜)fj1(Z˜)
)
W˜ij +
p∑
i=1
s∑
j=s−p+1
(
e1i(Z˜)fj1(Z˜)
)
X˜ij
. (607)
We can show that(607) is not a constant function if a 6= 1 or b 6= 1 for the matrices E and F
are non-degenerate. Then we can conclude that the following quotient is a constant function.
eai(Z˜)fjb(Z˜)
e1c(Z˜)fd1(Z˜)
, 1 ≤ a, i ≤ p, 1 ≤ b, j ≤ s. (608)
Hence, there are constants αij (resp. βij) for 1 ≤ i, j ≤ p (resp. 1 ≤ i, j ≤ s) such that
eij(Z˜) = βij · e1c(Z˜)
(
resp. fij(Z˜) = αij · fd1(Z˜)
)
. (609)
We complete the proof of Claim.
We assume that E,F are constant matrices in the following. Write F in blocks as F =(
F11 F12
F21 F22
)
where F22 is p× p. Then (605) yields[
E ·
(
W˜ · F11 +X˜ · F21
)
, E ·
(
W˜ · F12 + X˜ · F22
)]
=
[
X˜ · h−1 · X˜−1 · W˜ , X˜ · h−1
]
, (610)
and hence(
E ·
(
W˜ · F12 + X˜ · F22
))−1 (
E ·
(
W˜ · F11 + X˜ · F21
))
=
(
X˜ · h−1
)−1 (
X˜ · h−1 · X˜−1 · W˜
)
, (611)
W˜ · F11 + X˜ · F21 = W˜ · F12 · X˜−1 · W˜ + X˜ · F22 · X˜−1 · W˜ . (612)
Since F is a constant matrix, (612) holds if only if F is a scalar, that is, F = λ · Is×s for
a certain λ ∈ C∗. Substituting it into (610) we conclude that E · X˜ = X˜ · h−1 and hence
E ·X−1 = X−1 · h−1. Since E is a constant matrix, we can conclude that h(W ) ≡ µ · Ip×p for
a certain µ ∈ C∗.
We conclude that σ ∈ PGL(s,C)× PGL(n− s,C).
Case 2 (2 ≤ p < n− s and s = 2p). Recall that the automorphism group of V(p,0) ∼= G(p, 2p)
is generated by PGL(2p,C) and the dual map (64). If Σ̂1 or Σ̂2 is the identity map, we can
prove similarly to Case 1.
Without loss of generality, we may assume that Σ̂1 is given by the dual map (64).
Take the local coordinate charts as in (596) and (599). By Property (c) we can choose
matrix-valued holomoprhic functions h(W ) ∈ SL(p,C) and g(W ) ∈ SL(n − s,C) such that
that
Σ1
(
(W, [X,Z])
)
=
(− (W−1)T , [h(W ) · (X,Z) · g(W )]) . (613)
Similarly to Case 1, we can verify that the induced automorphism Σ̂2 of V(p−r,r) is given by
Σ̂2
((
Ip×p Z˜
))
=
(
Ip×p Z˜
)
· g
(
X˜−1 · W˜
)
. (614)
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Then there is an an element (Id, τ) ∈ PGL(s,C)×PGL(n− s,C) such that (Id, τ) ◦ σ induces
the identity map on V(p−r,r).
Now we can repeat the argument in Case 1 by switching the places of Σ1 and Σ2 therein.
We thus conclude that σ ∈ PGL(s,C)× PGL(n− s,C).
Case 3 (2 ≤ p and n − s < p < s). The proof is similar to Case 1. First notice that
s 6= 2(s+ p− n) for 2p ≤ n. We may thus assume that σ induces the identity map on the base
V(p−r,r) ∼= G(s+ p− n, s).
Recall the local coordinate charts defined by (523), (532), (526), (535) in Appendix B for
the normal bundles NV(p,0)/G(p,n), NV(p−r,r)/G(p,n), and the projective bundles P(NV(p,0)/G(p,n)),
P(NV(p−r,r)/G(p,n)) respectively. Similarly to (523), we equip the open set UN of NV(p,0)/G(p,n)
with local coordinates
W1 :=

w11 w12 · · · w1(s−p)
w21 w22 · · · w2(s−p)
· · · · · · · · · · · ·
w(n−s)1 w(n−s)2 · · · w(n−s)(s−p)
 , W2 :=

w1(s+1) · · · w1n
w2(s+1) · · · w2n
· · · · · · · · ·
w(n−s)(s+1) · · · w(n−s)n
 , (615)
Z1 :=
z(n−s+1)1 z(n−s+1)2 · · · z(n−s+1)(s−p)z(n−s+2)1 z(n−s+2)2 · · · z(n−s+2)(s−p)· · · · · · · · · · · ·
zp1 zp2 · · · zp(s−p)
 , Z2 :=
z(n−s+1)(s+1) · · · z(n−s+1)nz(n−s+2)(s+1) · · · z(n−s+2)n· · · · · · · · ·
zp(s+1) · · · zpn
 ;
identify UN with an open set of G(p, n) by(
(W1,W2), (Z1, Z2)
) 7→ (W1 I(n−s)×(n−s) 0 W2
Z1 0 I(s+p−n)×(s+p−n) Z2
)
. (616)
Let UP be the corresponding open set of P(NV(p,0)/G(p,n)). Equip UP with the local coordinates(
W1, X1,
[
W2
Z2
])
where
[
W2
Z2
]
are the corresponding homogeneous coordinates.
Similarly to (532), we equip the open set ÛN of NV(p−r,r)/G(p,n) with local coordinates
W˜1 :=

w˜11 w˜12 · · · w˜1(s−p)
w˜21 w˜22 · · · w˜2(s−p)
· · · · · · · · · · · ·
w˜(n−s)1 w˜(n−s)2 · · · w˜(n−s)(s−p)
 , W˜2 :=

w˜1(s−p+1) · · · w˜1(n−p)
w˜2(s−p+1) · · · w˜2(n−p)
· · · · · · · · ·
w˜(n−s)(s−p+1) · · · w˜(n−s)(n−p)
 , (617)
Z˜1 :=
z(n−s+1)1 z˜(n−s+1)2 · · · z˜(n−s+1)(s−p)z(n−s+2)1 z˜(n−s+2)2 · · · z˜(n−s+2)(s−p)· · · · · · · · · · · ·
z˜p1 z˜p2 · · · z˜p(s−p)
 , Z˜2 :=
z˜(n−s+1)(s−p+1) · · · z˜(n−s+1)(n−p)z˜(n−s+2)(s−p+1) · · · z˜(n−s+2)(n−p)· · · · · · · · ·
z˜p(s−p+1) · · · z˜p(n−p)
 ;
identify ÛN with an open set of G(p, n) by
(
(W˜1, W˜2), (Z˜1, Z˜2)
) 7→ (W˜1 W˜2 0 I(n−s)×(n−s)
Z˜1 Z˜2 I(s+p−n)×(s+p−n) 0
)
. (618)
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Denote by
(
[W˜1, W˜2], (Z˜1, Z˜2)
)
the local coordinates of UP where UP is the corresponding open
set of P(NV(p−r,r)/G(p,n)) and [W˜1, W˜2] are the homogeneous coordinates.
By identifications (524), (534), there is a natural birational map Ls,p,n from NV(p−r,r)/G(p,n)
to NV(p,0)/G(p,n) such that it induces the birational map Ls,p,n on the projective bundles. In the
above local coordinate charts, Ls,p,n
((
(W˜1, W˜2), (Z˜1, Z˜2)
))
=
(
(W1,W2), (Z1, Z2)
)
where
W˜2 = W
−1
2
W˜1 = W
−1
2 ·W1
Z˜1 = Z1 − Z2 ·W−12 ·W1
Z˜2 = −Z2 ·W−12
and

W2 = W˜
−1
2
W1 = W˜
−1
2 · W˜1
Z1 = Z˜1 − Z˜2 · W˜−12 · W˜1
Z2 = −Z˜2 · W˜−12
. (619)
Similarly to Case 1, we can derive holomorphic functions E(Z˜1, Z˜2) ∈ SL(n − s,C) and
F (Z˜1, Z˜2) :=
(
F11 F12
F21 F22
)
∈ SL(n− p,C) such that
Σ2
((
[W˜1, W˜2], (Z˜1, Z˜2)
))
=
((
[E · (W˜1, W˜2) · F ], (Z˜1, Z˜2)
))
=
( [
E · (W˜1 · F11 + W˜2 · F21), E · (W˜1 · F12 + W˜2 · F22)
]
, (Z˜1, Z˜2)
)
.
(620)
Through Ls,p,n we can derive Σ̂
1 explicitly as follows.
Σ̂1
((
W1 I(n−s)×(n−s) 0
Z1 0 I(s+p−n)×(s+p−n)
))
=
(
G I(n−s)×(n−s) 0
K 0 I(s+p−n)×(s+p−n)
)
(621)
where
G := (W1 · F12 + F22)−1 · (W1 · F11 + F21) (622)
and
K : = Z1 − Z2 ·W−12 ·W1 + Z2 ·W−12 · (W1 · F12 + F22)−1 · (W1 · F11 + F21)
= Z1 − Z2 ·W−12 · (W1 −G) .
(623)
By Property (b) Σ̂1 is independent of the variables W2 and Z2; hence matrices G and K are
holomorphic functions in the variables W1 and Z1. We can thus conclude that G = W1 and
K = Z1. Substituting G = W1 into (622), we have that
(W1 · F12 + F22) ·W1 = (W1 · F11 + F21) , (624)
or equivalently,(
W˜−12 · W˜1 · F12(Z˜1, Z˜2) + F22(Z˜1, Z˜2)
)
·W˜−12 ·W˜1 =
(
W˜−12 · W˜1 · F11(Z˜1, Z˜2) + F21(Z˜1, Z˜2)
)
. (625)
Then it is easy to verify that F (Z˜1, Z˜2) ≡ λ(Z˜1, Z˜2)·I(n−p)×(n−p) where λ(Z˜1, Z˜2) is a holomorphic
scalar function.
Without loss of generality, we can assume that F (Z˜1, Z˜2) ≡ I(n−p)×(n−p). In what follows, we
will show that E(Z˜1, Z˜2) is a constant matrix.
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Computation yields that Σ1 acts on the fiber by[
W2
Z2
]
7→
[
W2 · E−1
Z2 · E−1
]
. (626)
Then E(Z˜1, Z˜2) = E
(
Z1 − Z2 ·W−12 ·W1,−Z2 ·W−12
)
is independent of W2 and Z2. Define
new matrix-valued variable L = (lij) := Z2 · W−12 ; then E(Z˜1, Z˜2) = E (Z1 − L ·W1,−L) is
independent of L.
Denote by eαβ(Z˜1, Z˜2) the (α, β)
th entry of E(Z˜1, Z˜2); denote the components of the variables
Z˜1, Z˜2, W1 by
(
(Z˜1)ij
)
, Z˜2 by
(
(Z˜2)ij
)
,
(
(W1)ij
)
respectively. Taking the partial derivatives
with respect to lij, we have that
−
n−s∑
l=1
∂eαβ(Z˜1, Z˜2)
∂(Z˜1)il
· (W1)jl −
∂eαβ(Z˜1, Z˜2)
∂(Z˜2)ij
≡ 0 , 1 ≤ α, β ≤ p. (627)
Then all partial derivatives of E vanish and hence it is a constant matrix-valued function.
Therefore, we conclude that σ ∈ PGL(s,C)× PGL(n− s,C).
As a conclusion, we complete the proof of Lemma 7.9.
D.3. An alternative proof of Lemma 7.9. We provide an alternative proof of Lemma 7.9
which is based on the semi-positivity of KTs,p,n and the Plu¨cker relations.
Let σ be an automorphism of Ms,p,n which induces the identity map on the Picard group.
By Remark 6.46, we can show that σ is induced by an automorphism of the ambient space
CPNp,n × CPN0s,p,n × · · · × CPNps,p,n .
Similarly to Lemma 7.6, σ induces an automorphism of P(NV(p,0)/G(p,n)) as follows.
Ms,p,n σ−−→ Ms,p,nyτ1s,p,n yτ1s,p,n
P(NV(p,0)/G(p,n))
Σ−−→ P(NV(p,0)/G(p,n))
i
↪−→ CPNp,n × CPN1s,p,n
. (628)
Moreover, Σ maps each fiber of κ1s,p,n : P(NV(p,0)/G(p,n)) → V(p,0) to another fiber; each fiber of
κ1s,p,n is isomorphic to P (Mp×(n−s)) and Σ preserves the ranks of the matrices in P (Mp×(n−s)).
Case 1 (2 ≤ p < s and s 6= 2p). We can assume that Σ preserves the fibers of κ1s,p,n by
composing σ with an element of PGL(s,C) × PGL(n − s,C). Then the following diagram
commutes.
P(NV(p,0)/G(p,n)) P(NV(p,0)/G(p,n))
CPNp,n × CPN1s,p,n CPNp,n × CPN1s,p,n
Σ
i i
(Id, τ)
(629)
where τ is an automorphism of CPN1s,p,n .
In the following, we will show that τ ∈ PGL(s,C)× PGL(n− s,C).
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Recall the local coordinates (X, [A ]) defined by (526) in Appendix B for the open subset UP
of P(NV(p,0)/G(p,n)). Then locally the embedding i can be given by
i ((X, [A ])) =
[ · · · , PI(M(X,A)), · · · ]I∈Ip,n × [ · · · , PI(M(X,A)), · · · ]I∈I1s,p,n (630)
where PI is the Plu¨cker coordinate function and M(X,A) is the matrix defined by (525).
To distinguish the source and target P(NV(p,0)/G(p,n)) in (629), we use the above notation for
the source and the following for the target. Denote by U˜P the open subset UP in the target;
denote the local coordinates of U˜P by
(· · · , yuv, · · · )1≤u≤p, 1≤v≤s × [· · · , bij, · · · ]1≤i≤p, s+1≤j≤n =: (Y, [B]) . (631)
Since τ is a projective linear transformation of CPN1s,p,n , we can write Σ in the above local
coordinates charts as follows.
yuv ((Y,B)) = xuv ((X, [A])) , 1 ≤ u ≤ p , 1 ≤ v ≤ s ,[· · · , PI′ (M(Y,[B])) , · · · ]I′∈I1s,p,n =
· · · , ∑
I∈I1s,p,n
CII′ · PI(M(X,A)), · · ·

I′∈I1s,p,n
,
(632)
where (Y, [B]) = Σ
(
(X, [A])
)
and CII′ ∈ C.
For simplicity, we introduce the following notation. I0 := (s, s − 1, · · · , s − p + 1). For
1 ≤ r ≤ p and 1 ≤ t ≤ s− p,
Irt := (s, s− 1, · · · , s− p+ r + 1, ̂s− p+ r, s− p+ r − 1 · · · , s− p+ 1, t) . (633)
For 1 ≤ r ≤ p and s+ 1 ≤ t ≤ n,
I∗rt := (t, s, s− 1, · · · , s− p+ r + 1, ̂s− p+ r, s− p+ r − 1, · · · , s− p+ 1) . (634)
For s− p+ 1 ≤ α1, α2 ≤ s and α1 6= α2, 1 ≤ β ≤ s− p and s+ 1 ≤ γ ≤ n,
Iα1α2βγ := (γ, s, s− 1, · · · , α1 + 1, α̂1, α1 − 1, · · · , α2 + 1, α̂2, α2 − 1, · · · , s− p+ 1, β) . (635)
Computation yields that
PI0(M(X,A)) = 1 , PIrt(M(X,A)) = (−1)r−1 · xrt , PI∗rt(M(X,A)) = (−1)p−r · art , (636)
and
PIα1α2βγ
(M(X,[A])) =
{
(−1)p+α1−α2 (x(α1−s+p)β · a(α2−s+p)γ − x(α2−s+p)β · a(α1−s+p)γ) if α1 > α2
(−1)p−1+α1−α2 (x(α1−s+p)β · a(α2−s+p)γ − x(α2−s+p)β · a(α1−s+p)γ) if α1 < α2 .
(637)
We make the following claim.
Claim. Let CII′ be the constants in (632). Assume that C
I
I∗ij
6= 0 for a certain index I ∈ I1s,p,n
and integers 1 ≤ i ≤ p, s+ 1 ≤ j ≤ n. Then I = I∗rt where 1 ≤ r ≤ p and s+ 1 ≤ t ≤ n.
Proof of Claim. Suppose that CI
∗
I∗ij
6= 0 for integers 1 ≤ i ≤ p, s + 1 ≤ j ≤ n, and an index
I∗ := (i1, · · · , ip) ∈ I1s,p,n\
{
I∗rt
∣∣1 ≤ r ≤ p, s+ 1 ≤ t ≤ n}. Then ip ≤ s − p. Take an integer
1 ≤ i′ ≤ p such that i′ 6∈ {i, i2 − s+ p, i3 − s+ p, · · · , ip−1 − s+ p}.
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Recall that the grassmannian G(p, n) is a subvariety of CPNp,n defined by the Plu¨cker rela-
tions. In particular, we have
P
I
(s−p+i′)(s−p+i)
ipj
· PI0 =
{
PIi′ip · PI∗ij − PIiip · PI∗i′j if i < i′
−
(
PIi′ip · PI∗ij − PIiip · PI∗i′j
)
if i > i′
. (638)
Since the image Σ(UP ) satisfies the same equation, substituting (632) into (2) we have that
∑
I∈I1s,p,n
CI
I
(s−p+i′)(s−p+i)
ipj
· PI(M(X,A)) = ±xi′ip ·
 ∑
I∈I1s,p,n
CII∗ijPI(M(X,A))

∓ xiip ·
 ∑
I∈I1s,p,n
CII∗
i′j
PI(M(X,A))
 .
(639)
Then the following equality holds as polynomials.
CI
∗
I∗ij
· xi′ipPI∗(M(X,A)) + xi′ip ·
 ∑
I∈I1s,p,n , I 6=I∗
CII∗ijPI(M(X,A))

= ±
∑
I∈I1s,p,n
CI
I
(s−p+i′)(s−p+i)
ipj
PI(M(X,A)) + xiip ·
 ∑
I∈I1s,p,n
CII∗
i′j
PI(M(X,A))
 .
(640)
Notice that the first term on the left hand side of (640) contains a nonzero monomial with a
factor x2i′ip ; however, there is no nonzero monomial with a factor x
2
i′ip on the right hand side.
This is a contradiction.
We complete the proof of Claim.
By Claim, we have that
bi′j′ (Σ(X, [A])) =
p∑
i=1
n∑
j=s+1
(−1)i−i′ · CI
∗
ij
I∗
i′j′
· aij , CI
∗
ij
I∗
i′j′
∈ C . (641)
Since Σ preserves the ranks of the matrices in P (Mp(n−s)), similarly to Lemma 7.8, we can show
that there is an element σl ∈ PGL(p,C) and an element σr ∈ PGL(n− s,C) such that
(bi′j′ (Σ(X, [A]))) = σl · (aij) · σr . (642)
Composed with a PGL(n− s,C)-action, we can assume that the automorphism Σ is given by
the left action σl.
We claim that bij (Σ(X, [A])) = C
I∗ij
I∗ij
· aij for each 1 ≤ i ≤ p, s+ 1 ≤ j ≤ n. Otherwise, there
are integers 1 ≤ i ≤ p, 1 ≤ i′ ≤ p, i 6= i′, s + 1 ≤ j ≤ n such that CI
∗
i′j
I∗ij
6= 0. However, then
P
I
(s−p+i)(s−p+i′)
(s−p)j
(Σ(X, [A])) contains a monomial with a factor ai′j · xi′(s−p) which can not be a
linear combination of PI(M(X,[A])). This is a contradiction.
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Similarly, we can conclude that C
I∗ij
I∗ij
= C
I∗
i′j
I∗
i′j
for 1 ≤ i, i′ ≤ p. Then σl is trivial.
We complete the proof of Lemma 7.9 when 2p 6= s.
Case 2 (2 ≤ p and s = 2p). Recall that the automorphism group of G(p, 2p) is generated by
PGL(2p,C) and the dual automorphism. Similarly to Case 2 in the first proof of Lemma 7.9
in Appendix D.1, we can show that Σ induces an automorphism of G(p, 2p) in PGL(2p,C).
Then the same argument in Case 1 applies here.
We complete the proof of Lemma 7.9.
Appendix E. Calculation for Delcroix’s criterion
by Kexing Chen
This appendix 7 provides certain detailed calculation for Delcroix’s criterion.
Lemma E.1. Assume that 2 ≤ n− s ≤ s < n. Then (419) holds if and only if n = 2s.
Proof of Lemma E.1. We make the following change of variables,
y1 = x1 , y2 = 2x2 − x1 + 2 . (643)
Then,
ρ (x1, x2) = y
2
2
(−y1 + y2
2
+ n− s
)n−s−2(−y1 − y2
2
+ n− s
)n−s−2
·
(
y1 − y2
2
+ s
)s−2(
y1 + y2
2
+ s
)s−2
=: η (y1, y2) ;
(644)
the corresponding domain is transformed to
Ω :=
{
(y1, y2) ∈ R2
∣∣ − 1 ≤ y1 ≤ 1 , y2 ≥ 0 , y2 ≤ 4 + y1 , y2 ≤ 4− y1 } . (645)
Hence, (419) is equivalent to that
0 =
∫
Ω
y1 · η (y1, y2) dy1dy2 , (646)
and that
0 <
∫
Ω
(y2 − 2) · η (y1, y2) dy1dy2 . (647)
Denote by Ω+ the following subdomain of Ω
Ω+ :=
{
(y1, y2) ∈ R2
∣∣ 0 ≤ y1 ≤ 1 , y2 ≥ 0 , y2 ≤ 4 + y1 , y2 ≤ 4− y1 } . (648)
Then (646) is equivalent to
0 =
∫
Ω+
y1y
2
2 ·
(
F 1s,n(y1, y2)− F 2s,n(y1, y2)
) · dy1dy2 , (649)
7Contact information for the author of this appendix: Kexing Chen: Shaoxing Vocational & Technical
College, 526 Shanyin Rd, Shaoxing, Zhejiang, China, 312010. Email: chenkx@sxvtc.com.
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where
F 1s,n(y1, y2) =
(−y1 + y2
2
+ n− s
)n−s−2(−y1 − y2
2
+ n− s
)n−s−2(
y1 − y2
2
+ s
)s−2(
y1 + y2
2
+ s
)s−2
,
F 2s,n(y1, y2) =
(
y1 + y2
2
+ n− s
)n−s−2(
y1 − y2
2
+ n− s
)n−s−2(−y1 − y2
2
+ s
)s−2(−y1 + y2
2
+ s
)s−2
.
(650)
Notice that F 1s,n(y1, y2) and F
2
s,n(y1, y2) are non-negative for s ≥ 2.
Computation yields that
∂
∂y1
{
log
{
F 1s,n(y1, y2)
F 2s,n(y1, y2)
}}
=
( −1
2
(n− s− 2)
n− s− 1
2
y1 +
1
2
y2
+
−1
2
(n− s− 2)
n− s− 1
2
y1 − 12y2
+
1
2
(s− 2)
s+ 1
2
y1 − 12y2
+
1
2
(s− 2)
s+ 1
2
y1 +
1
2
y2
)
−
( 1
2
(n− s− 2)
n− s+ 1
2
y1 +
1
2
y2
+
1
2
(n− s− 2)
n− s+ 1
2
y1 − 12y2
+
−1
2
(s− 2)
s− 1
2
y1 − 12y2
+
−1
2
(s− 2)
s− 1
2
y1 +
1
2
y2
)
≥ 0 , (y1, y2) ∈ Ω+.
(651)
Then the minimum of log
{
F 1s,n(y1,y2)
F 2s,n(y1,y2)
}
appears at y1 = 0. Plugging y1 = 0 into log
{
F 1s,n(y1,y2)
F 2s,n(y1,y2)
}
,
we can conclude that
F 1s,n(y1, y2)− F 2s,n(y1, y2) ≥ 0 , (y1, y2) ∈ Ω+. (652)
It is easy to verify that F 1s,n(y1, y2)− F 2s,n(y1, y2) ≡ 0 if and only if n = 2s.
Next we will verify that (647) holds when n = 2s. First notice that (647) is equivalent to
0 <
∫
Ω
(y2 − 2)y22
((−y1 + y2
2
+ s
)(−y1 − y2
2
+ s
)(
y1 − y2
2
+ s
)(
y1 + y2
2
+ s
))s−2
dy1dy2
= 2
∫
Ω+
(y2 − 2)y22
((−y1 + y2
2
+ s
)(−y1 − y2
2
+ s
)(
y1 − y2
2
+ s
)(
y1 + y2
2
+ s
))s−2
dy1dy2
= 2s4s−8
∫
Ω+
(y2 − 2)y22
(
1− 2y
2
1 + 2y
2
2
4s2
+
(y21 − y22)2
(4s2)2
)s−2
dy1dy2 .
(653)
In what follows, we will show that
0 <
∫
Ω+
(y2 − 2)y22
(
1− 2y
2
1 + 2y
2
2
4s2
+
(y21 − y22)2
(4s2)2
)s−2
dy1dy2 . (654)
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First notice that∫
Ω+
(y2 − 2)y22
(
1− 2y
2
1 + 2y
2
2
4s2
+
(y21 − y22)2
(4s2)2
)s−2
dy1dy2 =
∫
Ω+
(y2 − 2)y22 dy1dy2
+
∫
Ω+
(y2 − 2)y22
{(
1− 2y
2
1 + 2y
2
2
4s2
+
(y21 − y22)2
(4s2)2
)s−2
− 1
}
dy1dy2
≥
∫
Ω+
(y2 − 2)y22 dy1dy2 − sup
(y1,y2)∈Ω+
(
1− 2y
2
1 + 2y
2
2
4s2
+
(y21 − y22)2
(4s2)2
)s−2
− 1 ·
∫
Ω+
|y2 − 2|y22 dy1dy2
(655)
Calculation yields that∫
Ω+
(y2 − 2)y22 dy1dy2 =
593
60
and
∫
Ω+
|y2 − 2|y22 dy1dy2 =
251
20
. (656)
Recall the following inequality
(1− x) 1x−1 ≥ e−1 , 0 < x < 1; (657)
then for (y1, y2) ∈ Ω+,
1 ≥
(
1− 2y
2
1 + 2y
2
2
4s2
+
(y21 − y22)2
(4s2)2
)s−2
≥
(
1− 8
s2
)s−2
≥ e− 8(s−2)s2−8 . (658)
Therefore to prove (654) it suffices to show that
593
60
− e− 8(s−2)s2−8 − 1 251
20
≥ 0 , (659)
or equivalently
8(s− 2)
s2 − 8 ≤ log
(
753
160
)
. (660)
It is clear that when s ≥ 5 the above inequality holds.
For small s we compute the integral in (654) by Mathematica as follows. When s = 2∫
Ω+
(y2 − 2)y22
(
1− 2y
2
1 + 2y
2
2
4s2
+
(y21 − y22)2
(4s2)2
)s−2
dy1dy2 =
593
60
; (661)
when s = 3 ∫
Ω+
(y2 − 2)y22
(
1− 2y
2
1 + 2y
2
2
4s2
+
(y21 − y22)2
(4s2)2
)s−2
dy1dy2 =
43301123
9797760
; (662)
when s = 4∫
Ω+
(y2 − 2)y22
(
1− 2y
2
1 + 2y
2
2
4s2
+
(y21 − y22)2
(4s2)2
)s−2
dy1dy2 =
196456943526409
45343781683200
. (663)
We complete the proof of Lemma E.1.
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Lemma E.2. Assume that 2 ≤ n− s ≤ s < n. Then,∫ 1
−1
x(2x+ 2)2(n− s+ 1 + x)n−s−2(n− s− 1 + x)n−s−2(s+ 1 + x)s−2(s− 1− x)s−2 dx > 0 . (664)
Proof of Lemma E.2. The proof is the same as in Lemma E.1. Write∫ 1
−1
x(2x+ 2)2(n− s+ 1 + x)n−s−2(n− s− 1 + x)n−s−2(s+ 1 + x)s−2(s− 1− x)s−2 dx
= (n− s+ 1)n−s−2(n− s− 1)n−s−2(s+ 1)s−2(s− 1)s−2
·
∫ 1
−1
x(2x+ 2)2
(
1− 2x+ x
2
(n− s)2 − 1
)n−s−2(
1− 2x+ x
2
s2 − 1
)s−2
dx .
(665)
To prove Lemma E.2 it suffices to show that∫ 1
−1
x(2x+ 2)2
(
1− 2x+ x
2
(n− s)2 − 1
)n−s−2(
1− 2x+ x
2
s2 − 1
)s−2
dx > 0 . (666)
Notice that for −1 ≤ x ≤ 1,
e
−3
(n−s)2−4 ≤ 1− 2x+ x
2
(n− s)2 − 1 ≤ e
1
(n−s)2−1 , (667)
and
e
−3
s2−4 ≤ 1− 2x+ x
2
s2 − 1 ≤ e
1
s2−1 . (668)
Hence for −1 ≤ x ≤ 1,
e−
3
s+2
− 3
n−s+2 ≤
(
1− 2x+ x
2
(n− s)2 − 1
)n−s−2(
1− 2x+ x
2
s2 − 1
)s−2
≤ e s−2s2−1+ n−s−2(n−s)2−1 (669)
Then∫ 1
−1
x(2x+ 2)2
(
1− 2x+ x
2
(n− s)2 − 1
)n−s−2(
1− 2x+ x
2
s2 − 1
)s−2
dx
≥
∫ 1
−1
x(2x+ 2)2 dx−
(∫ 1
−1
|x|(2x+ 2)2 dx
)
· sup
{
1− e− 3s+2− 3n−s+2 , e
s−2
s2−1+
n−s−2
(n−s)2−1 − 1
}
.
(670)
Computation yields that∫ 1
−1
x(2x+ 2)2 =
16
3
and
∫ 1
−1
|x|(2x+ 2)2 dx = 6 . (671)
Hence, to guarantee the right hand side of (670) is strictly positive, it suffice to have
3
s+ 2
+
3
n− s+ 2 < log 9 , (672)
and
s− 2
s2 − 1 +
n− s− 2
(n− s)2 − 1 < log
(
17
9
)
. (673)
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By (671) Lemma E.2 holds when n − s = s = 2; when n − s ≥ 3 or n − s = 2 and s ≥ 3,
(672) and (673) hold.
We complete the proof of Lemma E.2.
By a change of variables yi = xi +
(
s− n
2
+ i− 1) (p + 1 − i) in (437), we can derive the
following.
Lemma E.3. Assume that 2 ≤ n − s ≤ p ≤ s (r = n − s). Let x1 =
(
n
2
− p) (n − s) and
xr+1 = 0. Define a polytope ∆ by
∆ =
{
(x2, · · · , xr) ∈ Rr−1 0 ≤ xi ≤ 1 +
(
n
2 − p+ i− 1
)
(n− s+ 1− i) for 2 ≤ i ≤ r ;
xj−1 − 2xj + xj+1 ≤ 0 for 2 ≤ j ≤ r
}
. (674)
Define a density function ρ(x2, · · · , xr) by
ρ :=
 ∏
1≤i<j≤r
((xi+1 − xi)− (xj+1 − xj))2
( r∏
i=1
(n
2
+ (xi+1 − xi)
)s+p−n (n
2
− (xi+1 − xi)
)s−p)
.
(675)
Then there exists a Ka¨hler-Einstein metric on Ms,p,n if and only if for 2 ≤ k ≤ r,∫
∆
(xk · ρ(x2, · · · , xr)) dx2dx3 · · · dxr∫
∆
ρ(x2, · · · , xr) dx2dx3 · · · dxr
>
(n
2
− p+ i− 1
)
(n− s+ 1− i) . (676)
Using software Mathematica, we have the following.
Lemma E.4. There exists a Ka¨hler-Einstein metric on Mp,p,2p if p = 4, 5.
Proof of Lemma E.4. When p = 4,
∆ =
{
(x2, x3, x4) ∈ R3 0 ≤ x2 ≤ 4, 0 ≤ x3 ≤ 5, and 0 ≤ x4 ≤ 4 ;−2x2 + x3 ≤ 0, x2 − 2x3 + x4 ≤ 0, and x3 − 2x4 ≤ 0
}
; (677)
ρ = (2x2 − x3)2(x2 − x4 + x3)2(x2 + x4)2(x2 − 2x3 + x4)2(x3 − x2 + x4)2(2x4 − x3)2 . (678)
Then, ∫
∆
ρ dx2dx3dx4 =
2243664235225939
567567000
≈ 3.95313× 106 ,∫
∆
(x2 · ρ) dx2dx3dx4 = 55382785289338434218971
4067390354227200
≈ 1.36163× 107 ,∫
∆
(x3 · ρ) dx2dx3dx4 = 5416920544038914803
305543145600
≈ 1.77288× 107 ,∫
∆
(x4 · ρ) dx2dx3dx4 = 55382785289338434218971
4067390354227200
≈ 1.36163× 107
(679)
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Then∫
∆
(x2 · ρ(x2, x3, x4)) dx2dx3dx4∫
∆
ρ(x2, x3, x4) dx2dx3dx4
=
∫
∆
(x4 · ρ(x2, x3, x4)) dx2dx3dx4∫
∆
ρ(x2, x3, x4) dx2dx3dx4
≈ 3.4 > 3 ,
∫
∆
(x3 · ρ(x2, x3, x4)) dx2dx3dx4∫
∆
ρ(x2, x3, x4) dx2dx3dx4
≈ 4.4 > 4 .
(680)
Therefore, there exists a Ka¨hler-Einstein metric on Mp,p,2p when p = 4 by (676).
When p = 5,
∆ =
{
(x2, x3, x4, x5) ∈ R4
0 ≤ x2 ≤ 5, 0 ≤ x3 ≤ 7, 0 ≤ x4 ≤ 7, and 0 ≤ x5 ≤ 5 ;
−2x2 + x3 ≤ 0, x2 − 2x3 + x4 ≤ 0,
x3 − 2x4 + x5 ≤ 0, and x4 − 2x5 ≤ 0
}
; (681)
ρ = (2x2 − x3)2(x2 + x3 − x4)2(x2 + x4 − x5)2(x2 − 2x3 + x4)2(x2 − 2x3 + x4)
· (x3 − x2 + x4 − x5)2(x3 − x2 + x5)2(x3 − 2x4 + x5)2(x4 − x3 + x5)2(2x5 − x4)2 .
(682)
Then,∫
∆
ρ dx2dx3dx4dx5 =
57336210099961579033706793911
74803289175014400
≈ 7.66493× 1011 ,∫
∆
(x2 · ρ) dx2dx3dx4dx5 = 1760441835266075955851497040448393302143609
521057531362788347090042880000
≈ 3.37859× 1012 ,∫
∆
(x3 · ρ) dx2dx3dx4dx5 = 2567995351960762288549954674509341582094471
521057531362788347090042880000
≈ 4.92843× 1012 ,∫
∆
(x4 · ρ) dx2dx3dx4dx5 = 2567995351960762288549954674509341582094471
521057531362788347090042880000
≈ 4.92843× 1012 ,∫
∆
(x5 · ρ) dx2dx3dx4dx5 = 1760441835266075955851497040448393302143609
521057531362788347090042880000
≈ 3.37859× 1012 ,
(683)
Then ∫
∆
(x2 · ρ) dx2dx3dx4dx5∫
∆
ρ(x2, x3, x4, x5) dx2dx3dx4
=
∫
∆
(x5 · ρ) dx2dx3dx4dx5∫
∆
ρ dx2dx3dx4dx5
≈ 4.4 > 4 ,
∫
∆
(x3 · ρ) dx2dx3dx4dx5∫
∆
ρ dx2dx3dx4
=
∫
∆
(x4 · ρ) dx2dx3dx4dx5∫
∆
ρ dx2dx3dx4dx5
≈ 6.4 > 6 .
(684)
Therefore, there are Ka¨hler-Einstein metric on Mp,p,2p when p = 5 by (676).
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We complete the proof of Lemma E.4.
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