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Abstract
We consider the stabilization of the transmission problem of Naghdi’s model by boundary feedbacks
where the model has a middle surface of any shape. The exponential decay rate for the problem is estab-
lished under some checkable geometric conditions on the middle surface.
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1. Introduction, statement of main results
In this paper, we are concerned with the stabilization of the transmission problem of Naghdi’s
model by boundary feedbacks. This issue has been studied for the wave equation and plates,
see Liu and Williams [13], Oquendo [15]. We shall mention a few works connected with the
elasticity system. The boundary feedback stabilization for the wave equation and plates has been
analyzed by many authors: Komornik [6], Lagnese [7], Lasiecka and Triggiani [10], Lions [12]
and many others. For thin shells, Chai et al. [1] and Chai [2] respectively considered the classical
shallow shell and Naghdi’s model in the version of Yao [16,18] where to view the middle surface
as a Riemannian manifold with the induced metric in R3. This idea has been used in dealing with
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[16,18], Chai and Yao [3]. By the same method, uniform stabilization of a shallow shell with
nonlinear boundary feedbacks has been studied by Lasiecka and Triggiani [9]. It is mentioned
that a spherical shell is considered by Lasiecka et al. [11], Triggiani [20], and a circular cylin-
drical shell by Chen et al. [4]. In the above cases the models are expressed in terms of special
coordinates and all the work takes place in those coordinates.
To the best of our knowledge, the transmission problem of thin shells have not been treated
yet. We shall study the asymptotic behavior of solutions of the transmission problem of Naghdi’s
model by the Riemannian geometry method. The shell is assumed to be clamped along a portion
of its boundary while velocity feedbacks are applied on the remainder of the boundary.
Our paper is organized as follows. In Section 1, we briefly introduce the model and our main
result. The existence, the uniqueness and the regularity of solutions to the problem are given in
Section 2. Because of the limit of the length of the paper, we omit the proofs of them. The proof
of our main result is given in Section 3.
For the notations and definitions used in this paper, we refer to Yao [16,17].
1.1. Model
Let us assume that the middle surface of the shell occupies a bounded region Ω of smooth
surface M inR3 with smooth boundary ∂Ω := Γ = S1 ∪S2. Let S0 with S0 ∩S1 = S0 ∩S2 = ∅ be
a smooth curve in M , which separates Ω into two domains, Ω1 and Ω2, such that S1 ⊂ Γ1 = ∂Ω1
and S2 ⊂ Γ2 = ∂Ω2. We shall suppose that the type of material in Ω1 is different with that in Ω2,
wherefore Young’s modulus and Poisson’s coefficient have a jump between these two regions.
The shell, a body in R3, is defined by
S = {p | p = x + zN(x), x ∈ Ω, −h/2 < z < h/2}, (1.1)
where h is the thickness of the shell, small.
In Naghdi’s model, displacement vector ζ(p) of point p ∈ S can be approximated as follows:
ζ(p) = ζ1(x)+ z  (x) (1.2)
(see Naghdi [14, (7.67)]) where ζ1(x) ∈ R3 for x ∈ Ω is the displacement vector of the middle
surface and (x) ∈ R3 for x ∈ Ω is the director displacement vector. We decompose vector ζ1
and  into sums
ζ1(x) = W1(x)+w1N(x) and  (x) = U(x)+w2N(x), (1.3)
where W1,U ∈X (Ω). For simplicity, let us make a change of variable by W2 = U + lW1Π . Then
Naghdi [14, (7.59) and (7.55)] yields the following tensor fields, directly defined on the middle
surface:

Υ (ζ ) = 12 (DW1 +D∗W1)+w1Π,
X (ζ ) = 12 (DW2 +D∗W2)+w2Π −
√
γ (lW1DΠ −w1c),
ϕ(ζ ) = 12Dw1 − lW1Π + 12√γ W2,
(1.4)
where Π and c are the second fundamental form and the third fundamental form of surface M ,
respectively and γ = h2/12.
Denote by η1 = (W11,W12,w11,w12) and η2 = (W21,W22,w21,w22) the displacement vec-
tors in Ω1 and Ω2, respectively.
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2∑
k=1
αkh
∫
Ωk
B0k(ηk, ηk) dx, (1.5)
where for ζ = (U1,U2, u1, u2),
B0k(ζ, ζ ) = 2
∣∣Υ (ζ )∣∣2 + 4∣∣ϕ(ζ )∣∣2 + 2βk(trΥ (ζ )+ u2)2
+ 2u22 + γ
[
2
∣∣X (ζ )∣∣2 + |Du2|2 + 2βk(trX (ζ ))2],
αk = Ek2(1 +µk) , βk =
µk
1 − 2µk , (1.6)
Ek and µk denote Young’s modulus and Poisson’s coefficient of the material, respectively,
k = 1,2.
By the “Principle of Virtual Work” and Green’s formula in Yao [18], it is easy to obtain the
following displacement equations for the transmission problem of Naghdi’s model.
Formula I. We assume that there are no external loads on the shell and that the shell is
clamped along a portion S1 of Γ and free on S2, where S1 ∪ S2 = Γ . After changing
(Wk1,
√
γWk2,wk1,
√
γwk2) to (Wk1,Wk2,wk1,wk2), we obtain the following boundary prob-
lem in unknown ηk = (Wk1,Wk2,wk1,wk2):

W ′′k1 − αk(∆kWk1 +Fk1(ηk)) = 0,
W ′′k2 − αk(∆kWk2 +Fk2(ηk)) = 0,
w′′k1 − αk(∆wk1 + fk1(ηk)) = 0,
w′′k2 − αk(∆wk2 + fk2(ηk)) = 0,
in Ωk × (0,∞), (1.7)
ηk(0) = η0k, η′k(0) = η1k, on Ωk, (1.8)
η1 = 0, S1 × (0,∞), (1.9){
B21(η2) = B22(η2) = 0,
〈ϕ(η2), n〉 = ∂w22∂n = 0,
on S2 × (0,∞), (1.10)
η1 = η2, on S0 × (0,∞), (1.11)

α1B11(η1) = α2B21(η2),
α1B12(η1) = α2B22(η2),
α1〈ϕ(η1), n〉 = α2〈ϕ(η2), n〉,
α1
∂w12
∂n
= α2 ∂w22∂n ,
on S0 × (0,∞), (1.12)
where ∆k = −[δd + 2(1 + βk)dδ] is an operator of Hodge–Laplace type, d the exterior differ-
ential, δ the formal adjoint of d , ∆ the Laplacian on Riemannian manifold M , Fkj (ηk), fkj (ηk)
lower order terms ( 1), n the unit normal along Γ and S0 in metric g pointing toward the
exterior of Ω and Ω1,{
Bk1(ζ ) = 2lnΥ (ζ )+ 2βk(trΥ (ζ )+ 1√γ u2)n,
Bk2(ζ ) = 2lnX (ζ )+ 2βk trX (ζ )n,
(1.13)
for ζ = (U1,U2, u1, u2), k, j = 1,2.
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Bk(η, ζ ) = 2
〈
Υ (η),Υ (ζ )
〉
T 2x
+ 2〈X (η),X (ζ )〉
T 2x
+ 4〈ϕ(η),ϕ(ζ )〉+ 2βk trX (η) trX (ζ )
+ 2
γ
w2u2 + 2βk
[
trΥ (η)+ 1√
γ
w2
][
trΥ (ζ )+ 1√
γ
u2
]
+ 〈Dw2,Du2〉, (1.14)
Bk(η, ζ ) =
∫
Ωk
Bk(η, ζ ) dx, (1.15)
and
Akη = −
(
∆kW1 +Fk1(η),∆kW2 +Fk2(η),∆w1 + fk1(η),∆w2 + fk2(η)
)
, (1.16)
for k = 1,2, η = (W1,W2,w1,w2), ζ = (U1,U2, u1, u2).
From Yao [18], we have the following formula for Naghdi’s model.
Formula II. Let bilinear Bk(·,·) be given by (1.15). For all η = (W1,W2,w1,w2), ζ = (U1,U2,
u1, u2) ∈ (H 1(Ωk,Λ))2 × (H 1(Ωk))2, we have
Bk(η, ζ ) = (Akη, ζ )(L2(Ωk,Λ))2×(L2(Ωk))2 +
∫
Γk
∂(Akη, ζ ) dΓ, (1.17)
where
∂(Akη, ζ ) =
〈
Bk1(η),U1
〉+ 〈Bk2(η),U2〉+ 2〈ϕ(η),n〉u1 + ∂w2
∂n
u2, (1.18)
for k = 1,2.
1.2. Boundary feedback stabilization
Consider the following boundary feedback control problem in unknown ηk = (Wk1,Wk2,
wk1,wk2):{
η′′k + αkAkηk = 0, in Ωk × (0,+∞),
ηk(0) = η0k, η′k(0) = η1k, on Ωk, k = 1,2,
(1.19)
η1 = 0 on S1 × (0,∞), (1.20)

B21(η2) = J1(η′2)n+J2(η′2)τ,
B22(η2) = J3(η′2)n+J4(η′2)τ,
2〈ϕ(η2), n〉 = J5(η′2),
∂w22
∂n
= J6(η′2),
on S2 × (0,∞), (1.21)
and 

η1 = η2,
α1B11(η1) = α2B21(η2),
α1B12(η1) = α2B22(η2),
α1〈ϕ(η1), n〉 = α2〈ϕ(η2), n〉,
α ∂w12 = α ∂w22 ,
on S0 × (0,∞), (1.22)1 ∂n 2 ∂n
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For simplicity, we set
ζ˘ = (〈U1, n〉, 〈U1, τ 〉, 〈U2, n〉, 〈U2, τ 〉, u1, u2) (1.23)
for any ζ = (U1,U2, u1, u2). In this paper, we shall consider feedback laws to be defined by
Ji (ζ ) = −ζ˘Gτi , i = 1,2, . . . ,6, (1.24)
where Gi = (gi1, gi2, gi3, gi4, gi5, gi6) for i = 1,2, . . . ,6. In the formula (1.24) the superscript
τ denotes a transpose, gij , i, j = 1,2, . . . ,6, are real L∞(S2) functions, and the matrix G =
(Gτ1,G
τ
2,G
τ
3,G
τ
4,G
τ
5,G
τ
6) satisfies
G is symmetric and positive semidefinite on S2. (1.25)
Set
α(x) = αk, β(x) = βk, η(x) = ηk, Bx(·,·) = Bk(·,·), Ax =Ak,
as x ∈ Ωk , for k = 1,2.
Define the total energy of the system (1.19)–(1.22) by
E(t) = 1
2
∫
Ω
(|η′|2 + α(x)Bx(η, η))dx, (1.26)
where
|ζ |2 = |U1|2 + |U2|2 + u21 + u22, for ζ = (U1,U2, u1, u2).
By Formula II and (1.19)–(1.22), we obtain
d
dt
E(t) = 1
2
d
dt
[ ∫
Ω
(|η′|2 + α(x)B(η,η))dx]
=
∫
Ω
〈
η′′ + α(x)Axη, η′
〉
dx +
∫
Γ
α(x)∂(Axη, η′) dΓ
=
∫
S2
α2∂
(A2η2, η′2)dΓ = −
∫
S2
α2η˘
′
2G
(
η˘′2
)τ
dΓ  0, (1.27)
so that the resulting closed-loop system under the feedback laws of (1.21) and (1.24) is dissipative
in the sense that E(t) is nonincreasing.
We now set up some geometric conditions on the middle surface of Naghdi’s model which are
necessary to get the energy decay.
Assumption (H.1). There exists a constant λ0  1 such that
λ0
2∑
k=1
∫
Ωk
a
(
S(W),S(W)
)
dx  ‖DW‖2
L2(Ω,T 2), ∀W ∈ H 1(Ω,Λ), (1.28)
where
S(W) = 1
2
(DW +D∗W), (1.29)
a(T1, T2) = 〈T1, T2〉T 2x + β(x) trT1 trT2, ∀T1, T2 ∈ T 2(Ω). (1.30)
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DV (X,X) = b(x)|X|2, X ∈ Mx, x ∈ Ω¯, (1.31)
where b is a function on Ω¯ . Set
a(x) = 1
2
〈DV,E〉T 2x , x ∈ Ω¯,
where E is the volume element of M . Moreover, suppose that b and a meet inequality
2 min
x∈Ω¯
b(x) > λ0(1 + 2β0)max
x∈Ω¯
∣∣a(x)∣∣, (1.32)
where β0 = max{β1, β2}.
Assumption (H.3). S¯1 = ∅ and 〈V,n〉 0 on S1.
Assumption (H.4). α1 = α2 and the following condition holds:
(a2 − α1)〈V,n〉 0 and (α2β2 − α1β1)〈V,n〉 0 on S0. (1.33)
Assumption (H.5). G ∈ C1(S2) is a positive definite matrix.
Remark 1.1. Assumptions (H.1)–(H.4) are geometric conditions on the middle surface of the
shell, while Assumption (H.5) is on the feedback. For a plate, Assumptions (H.1) and (H.2) hold
automatically. In this case, we set V = x − x0. For the general case, Assumptions (H.1) and (H.2)
can be verified by the geometry method, for example, see Yao [16,19].
We have the following result.
Theorem 1.1. Assume that Assumptions (H.1)–(H.5) hold. Let η be a solution of the system
(1.19)–(1.22). Then there are positive constants K and ω such that
E(t)Ke−ωtE(0), t  0, (1.34)
for η0 ∈ (H 1S1(Ω,Λ))2 × (H 1S1(Ω))2, η1 ∈ (L2(Ω,Λ))2 × (L2(Ω))2.
2. Existence, uniqueness, and properties of solutions
By the method of Chai [2], we can obtain the existence, uniqueness and regularity of solutions
to the system (1.19)–(1.22).
Set
H= (L2(Ω,Λ))2 × (L2(Ω))2, V = (H 1S1(Ω,Λ))2 × (H 1S1(Ω))2,
and
W = {η ∣∣ η ∈ V, ηk ∈ (H 2(Ωk,Λ))2 × (H 2(Ωk))2, k = 1,2;
η1 and η2 satisfy the condition (1.12) on S0
}
.
Theorem 2.1. Let Assumption (H.1) and (1.25) hold. The system (1.19)–(1.22) admits a unique
solution with
η ∈ C([0,∞);V), η′ ∈ C([0,∞);H). (2.1)
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η0 ∈W, η1 ∈ V and ∂(A2η02, ς)= −η˘1Gς˘τ on S2, ∀ς ∈ V, (2.2)
then
η ∈ C([0,∞);W ∩ V). (2.3)
3. Proof of main results
We assume that the initial data satisfy the assumption of Theorem 2.2 and therefore the solu-
tion η = (W1,W2,w1,w2) of the system (1.19)–(1.22) with initial (η0, η1) meets the regularity
of (2.3).
Let a vector field V be given to satisfy Assumption (H.2). Set
σ0 = max
x∈Ω¯
|V |, σ1 = min
x∈Ω¯
b(x)− 1
2
λ0(1 + 2β0)max
x∈Ω¯
∣∣a(x)∣∣, L(t) = ‖η‖2H,
QT = (0, T )×Ω, QT2 = (0, T )×Ω2, ΣT = (0, T )× Γ,
ΣTk = (0, T )× Sk, k = 0,1,2.
By the idea of Yao [18], it is easy to obtain the following result.
Theorem 3.1. Let Assumptions (H.1)–(H.2) hold and η = (W1,W2,w1,w2) solve the problem
η′′ + α(x)Axη = 0 (3.1)
such that all the terms on the right-hand side of the inequality (3.2) below are well defined. Given
T > 0. Then for any ε > 0 there is Cε > 0 independent of η such that
(σ1 − ε)
T∫
0
E(t) dt  SB|ΣT + SB|ΣT0 + σ0λ0
[
E(0)+E(T )]
+Cε
[
L(0)+L(T )+
T∫
0
L(t) dt
]
, (3.2)
where
SB|ΣT =
1
2
∫
ΣT
[|η′|2 − α(x)Bx(η, η)]〈V,n〉dΣ +
∫
ΣT
α(x)∂
(Axη,m(η)+ pη)dΣ, (3.3)
SB|ΣT0 =
∫
ΣT0
(
α1∂
(A1η1,m(η1))− α2∂(A2η2,m(η2)))dΣ
+ 1
2
∫
ΣT0
(
α2B2(η2, η2)− α1B1(η1, η1)
)〈V,n〉dΣ,
m(η) = (DVW1,DVW2,V (w1),V (w2)), p = b − σ1/2. (3.4)
Applying the results of Lasiecka and Triggiani [9], we have the following trace estimates.
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any T/2 > α > 0 and 1/2 > ε > 0, there is CT,α,ε > 0 such that
2∑
k=1
T−α∫
α
∫
S2
|DW2k|2 dΣ  CT,α,ε
∫
Σ2
|η′|2 dΣ +CT,α,ε
T∫
0
‖η‖2
H 1−ε(Ω2) dt. (3.5)
Remark 3.1. Lemma 3.1 is a counterpart of [9, Proposition 3.2.1], proved for the shallow shell
model. In the flat cases, similar sharp trace estimates have been obtained by Lasiecka [8] for the
von Karman problem and Horn [5] for the Lame’s system of elasticity.
Remark 3.2.
∫ T
0 ‖η‖2H 1−ε(Ω2) dt is the lower-order term with respect to the energy of the system.
In the following, we denote all the lower-order terms with respect to the energy by lot(η).
Proof of Lemma 3.1. For convenience, we here denote β2/(1 + β2) by µ which is different
from Poisson’s coefficient in Section 1. Then it is easy to check that 0 <µ< 1 and
∆2
2(1 + β2) = −
(
1 −µ
2
δd + dδ
)
, (3.6)
〈B21(η), n〉
2(1 + β2) −
β2w2
2(1 + β2)√γ = Υ (η)(n,n)+µΥ (η)(τ, τ ), (3.7)
and
1
2
〈
B21(η), τ
〉= Υ (η)(n, τ ). (3.8)
Moreover, W21 satisfies the following equation and feedbacks:
W ′′21 − 2α2(1 + β2)∆µW21 − α2F(η2) = 0 in Ω2 × (0,∞), (3.9)
and 

〈B21(η),n〉
2(1+β2) −
β2w2
2(1+β2)√γ =
J1(η′)
2(1+β2) −
β2w2
2(1+β2)√γ ,
1
2 〈B21(η), τ 〉 = 12J2(η′),
on S2 × (0,∞). (3.10)
Note that α2F(η2) is a first-order differential operator on η2, J1, J2 linear feedback operators
and
Υ (η) = 1
2
(DW1 +D∗W1)+w1Π.
So the material of [9, Section 3] can be used. After taking the same steps to prove [9, Proposi-
tion 3.2.1], we obtain that
T−α∫
α
∫
S2
|DW21|2 dΣ  CT,α,ε
∫
Σ2
|η′|2 dΣ +CT,α,ε
T∫
0
‖η‖2
H 1−ε(Ω2) dt. (3.11)
Similarly, noting that
X (η) = 1 (DW2 +D∗W2)+w2Π − √γ (lW1DΠ −w1c),2
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T−α∫
α
∫
S2
|DW22|2 dΣ  CT,α,ε
∫
Σ2
|η′|2 dΣ +CT,α,ε
T∫
0
‖η‖2
H 1−ε(Ω2) dt. (3.12)
Adding (3.11) and (3.12), we get (3.5). 
By the same idea as in [9, Section 3] and applying the result of Lasiecka and Triggiani [10],
we may get the following.
Lemma 3.2. Let T and 1/2 > ε > 0 be given. Suppose that u is a solution of the following
problem:

u ∈ L2([0, T ];H 1/2+ε(Ω)), u′ ∈ L2(ΣT2 ),
u′′ − α2∆u ∈ H−1/2(QT2 ),
∂u
∂n
∈ L2(ΣT2 ).
(3.13)
Then for T/2 > α > 0, there is CT,α,ε > 0 such that∥∥∥∥∂u∂τ
∥∥∥∥
2
L2([α,T−α];L2(S2))
 CT,α,ε
(
‖u′‖2
L2(ΣT2 )
+
∥∥∥∥∂u∂n
∥∥∥∥
2
L2(ΣT2 )
+ ‖u′′ − α2∆u‖2H−1/2(QT2 ) + ‖u‖
2
L2([0,T ];H 1/2+ε(Ω))
)
. (3.14)
Lemma 3.3. Let η be a solution of the system (1.19)–(1.22) with the regularity (2.3). Then for
any T/2 > α > 0 and 1/2 > ε > 0, there is CT,α,ε > 0 such that
2∑
k=1
T−α∫
α
∫
S2
|Dw2k|2 dΣ  CT,α,ε
∫
Σ2
|η′|2 dΣ + lot(η). (3.15)
Proof. Since
2
〈
ϕ(η2), n
〉= ∂w21
∂n
− 2Π(W21, n)+ 1√
γ
〈W22, n〉, (3.16)
from 2〈ϕ(η2), n〉 = −η˘′2Gτ5 , it follows that
|Dw21|2 =
∣∣∣∣∂w21∂τ
∣∣∣∣
2
+
∣∣∣∣∂w21∂n
∣∣∣∣
2
 C
(∣∣∣∣∂w21∂τ
∣∣∣∣
2
+ ∣∣η′2∣∣2 + |η2|2
)
, on S2. (3.17)
Applying the inequality (3.14) with u = w21, we have∥∥∥∥∂w21∂τ
∥∥∥∥
2
L2([α,T−α];L2(S2))
 CT,α,ε
∫
ΣT2
∣∣η′2∣∣2 dΣ + lot(η), (3.18)
where the following inequality is used:
‖w′′21 − α2∆w21‖2H−1/2(QT2 ) =
∥∥f21(η2)∥∥2H−1/2(QT2 )
 C‖η‖2 1/2+ε T 2 1/2+ε T 2 = lot(η). (3.19)(H (Q2 ,Λ)) ×(H (Q2 ))
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|Dw22|2  C
(∣∣∣∣∂w22∂τ
∣∣∣∣
2
+ ∣∣η′2∣∣2 + |η2|2
)
, on S2, (3.20)
and ∥∥∥∥∂w22∂τ
∥∥∥∥
2
L2([α,T−α];L2(S2))
CT,α,ε
∫
ΣT2
∣∣η′2∣∣2 dΣ + lot(η). (3.21)
The inequality (3.15) follows from the inequalities (3.17), (3.18), (3.20) and (3.21). 
Lemma 3.4. Let the transmission condition (1.22) and (H.4) hold. Then we have
SB|Σ0  lot(η). (3.22)
Proof. The definition of ∂(Akηk,m(ηk)) reads that
∂
(Akηk,m(ηk))= 〈Bk1(ηk),DVWk1〉+ 〈Bk2(ηk),DVWk2〉
+ 2〈ϕ(ηk), n〉V (wk1)+ ∂wk2
∂n
V (wk2), (3.23)
for k = 1,2. After a simple computation, every term of the right side of (3.23) can be expressed
respectively as:〈
Bk1(ηk),DVWk1
〉
= 〈Bk1(ηk),DnWk1〉〈V,n〉 + 〈Bk1(ηk),DτWk1〉〈V, τ 〉
= 2[(1 + βk)(DWk1(n,n))2 + βkDWk1(τ, τ )DWk1(n,n)+ φ(ηk)DWk1(n,n)
+Υ (ηk)(n, τ )DWk1(τ, n)
]〈V,n〉 + 〈Bk1(ηk),DτWk1〉〈V, τ 〉, (3.24)〈
Bk2(ηk),DVWk2
〉
= 〈Bk2(ηk),DnWk2〉〈V,n〉 + 〈Bk2(ηk),DτWk2〉〈V, τ 〉
= 2[(1 + βk)(DWk2(n,n))2 + βkDWk2(τ, τ )DWk2(n,n)+ φ(ηk)DWk2(n,n)
+X (ηk)(n, τ )DWk2(τ, n)
]〈V,n〉 + 〈Bk2(ηk),DτWk2〉〈V, τ 〉, (3.25)
2
〈
ϕ(ηk), n
〉
V (wk1)
= 2〈ϕ(ηk), n〉∂wk1
∂n
〈V,n〉 + 2〈ϕ(ηk), n〉∂wk1
∂τ
〈V, τ 〉
=
(
∂wk1
∂n
)2
〈V,n〉 + φ(ηk)∂wk1
∂n
〈V,n〉 + 2〈ϕ(ηk), n〉∂wk1
∂τ
〈V, τ 〉, (3.26)
and
∂wk2
∂n
V (wk2) =
(
∂wk2
∂n
)2
〈V,n〉 + ∂wk2
∂n
∂wk2
∂τ
〈V, τ 〉, (3.27)
where φ(ηk), which may be different in the following different lines, satisfies |φ(ηk)|C|ηk|.
Similarly we have
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∣∣Υ (ηk)∣∣2 + 2βk
(
trΥ (ηk)+ 1√
γ
wk2
)2
+ 2∣∣X (ηk)∣∣2 + 2βk(trX (ηk))2
+ 4∣∣ϕ(ηk)∣∣2 + |Dwk2|2 + 2
γ
w2k2, k = 1,2. (3.28)
By computing some terms in the right side of (3.28), we obtain the following:
∣∣Υ (ηk)∣∣2 + βk
(
trΥ (ηk)+ 1√
γ
wk2
)2
= (1 + βk)
(
DWk1(n,n)
)2 + (1 + βk)(DWk1(τ, τ ))2 + 2βkDWk1(n,n)DWk1(τ, τ )
+ 2(Υ (ηk)(n, τ ))2 + φ(ηk)DWk1(n,n)+ φ(ηk)DWk1(τ, τ )+ l(ηk), (3.29)∣∣X (η)∣∣2 + βk(trX (ηk))2
= (1 + βk)
(
DWk2(n,n)
)2 + (1 + βk)(DWk2(τ, τ ))2 + 2βkDWk2(n,n)DWk2(τ, τ )
+ 2(X (ηk)(n, τ ))2 + φ(ηk)DWk2(n,n)+ φ(ηk)DWk2(τ, τ )+ l(ηk), (3.30)
4
∣∣ϕ(ηk)∣∣2 =
∣∣∣∣∂wk1∂n
∣∣∣∣
2
+
∣∣∣∣∂wk1∂τ
∣∣∣∣
2
+ φ(ηk)∂wk1
∂n
+ φ(ηk)∂wk1
∂τ
+ l(ηk), (3.31)
and
|Dwk2|2 + 2
γ
wk2 =
∣∣∣∣∂wk2∂n
∣∣∣∣
2
+
∣∣∣∣∂wk2∂τ
∣∣∣∣
2
+ l(ηk), (3.32)
where l(ηk), which may be different in the following different lines, satisfies |l(ηk)| C|ηk|2.
On the other hand, the transmission condition (1.22) yields that
DτW1l = DτW2l , ∂w1l
∂τ
= ∂w2l
∂τ
, l = 1,2, (3.33)
and 

α1(1 + β1)DW1l(n, n)+ α1β1DW1l(τ, τ )
= α2(1 + β2)DW2l (n, n)+ α2β2DW2l(τ, τ )+ φ(η1),
α1Υ (η1)(n, τ ) = α2Υ (η2)(n, τ ),
α1X (η1)(n, τ ) = α2X (η2)(n, τ ),
α1
∂w1l
∂n
= α2 ∂w2l∂n + φ(η1),
l = 1,2,
(3.34)
on S0. Furthermore (3.34) reaches that

α2(1 + β2)DW2l(n, n) = α1(1 + β1)DW1l (n, n)
+ (α1β1 − α2β2)DW1l (τ, τ )+ φ(η1),
α2DW1l (τ, n) = α1DW1l (τ, n)+ (α1 − α2)DW1l (n, τ )
+ 2(α1 − α2)θl(n, τ ),
l = 1,2,
(3.35)
on S0, where
θ1 = w1Π and θ2 = w2Π − √γ (lW1DΠ −w1c).
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qk = αk(1 + βk), k = 1,2, p = q2 − q1 and s = sign〈V,n〉.
Applying the transmission condition (1.22) and (3.33)–(3.34), we get
α1
〈
B11(η1),DVW11
〉− α2〈B21(η2),DVW21〉
+
[
α2
(∣∣Υ (η2)∣∣2 + β2
(
trΥ (η2)+ 1√
γ
w22
)2)
− α1
(∣∣Υ (η1)∣∣2 + β1
(
trΥ (η1)+ 1√
γ
w12
)2)]
〈V,n〉
=
[
1
q2
(
q1p
(
DW11(n,n)
)2 − 2q1(α1β1 − α2β2)DW11(n,n)DW11(τ, τ )
+ (q2p − (α1β1 − α2β2)2)(DW11(τ, τ ))2 + φ(η)DW11(n,n)+ φ(η)DW11(τ, τ ))
+ 2α1
α2
(α2 − α1)
(
Υ (η1)(n, τ )
)2 + l(η1)
]
〈V,n〉

[
1
q2
(
(q1p + εs)
(
DW11(n,n)
)2 − 2q1(α1β1 − α2β2)DW11(n,n)DW11(τ, τ )
+ (q2p − (α1β1 − α2β2)2 + εs)(DW11(τ, τ ))2)+ 2α1
α2
(α2 − α1)
(
Υ (η1)(n, τ )
)2
+ l(η1)
]
〈V,n〉 l(η), (3.36)
since
4q21 (α1β1 − α2β2)2 − 4(q1p + εs)
(
q2p − (α1β1 − α2β2)2 + εs
)
= −4q1q2s2
(
(α2 − α1)2 + (α2 − α1)(α2β2 − α1β1)
)+O(ε) < 0 (3.37)
and
(q1p + εs)〈V,n〉 = q1
(
(α2 − α1)+ (α2β2 − α1β1)+O(ε)
)〈V,n〉 0 (3.38)
as ε is small enough. Similarly
α1
〈
B12(η1),DVW21
〉− α2〈B22(η2),DVW22〉
+ [α2(∣∣X (η2)∣∣2 + β2(trX (η2))2)− α1(∣∣X (η1)∣∣2 + β1(trX (η1))2)]〈V,n〉
=
[
1
q2
(
q1p
(
DW12(n,n)
)2 − 2q1(α1β1 − α2β2)DW12(n,n)DW12(τ, τ )
+ (q2p − (α1β1 − α2β2)2)(DW12(τ, τ ))2 + φ(η)DW12(n,n)+ φ(η)DW12(τ, τ ))
+ 2α1
α2
(α2 − α1)
(X (η1)(n, τ ))2 + l(η1)
]
〈V,n〉 l(η1), (3.39)
2α1
〈
ϕ(η1), n
〉
V (w11)− 2α2
〈
ϕ(η1), n
〉
V (w11)+
(
2α2
∣∣ϕ(η2)∣∣2 − 2α1∣∣ϕ(η1)∣∣2)〈V,n〉
= 1
2
(α2 − α1)
[
α1
α2
∣∣∣∣∂w11∂n
∣∣∣∣
2
+
∣∣∣∣∂w11∂τ
∣∣∣∣
2
+ φ(η)∂w11
∂n
+ φ(η)∂w11
∂τ
+ l(η)
]
〈V,n〉
 l(η), (3.40)
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α1
∂w12
∂n
V (w12)− α2 ∂w22
∂n
V (w22)
+ 1
2
[
α2
(
|Dw22|2 + 2
γ
(w22)
2
)
− α1
(
|Dw12|2 + 2
γ
(w12)
2
)]
〈V,n〉
= 1
2
(α2 − α1)
[
α1
α2
∣∣∣∣∂w12∂n
∣∣∣∣
2
+
∣∣∣∣∂w12∂τ
∣∣∣∣
2
+ φ(η)∂w12
∂n
+ φ(η)∂w12
∂τ
+ l(η)
]
〈V,n〉
 l(η1). (3.41)
Applying the above results, we obtain that
α1∂
(A1η1,m(η1))− α2∂(A2η2,m(η2))+ 12
(
α2B2(η2, η2)− α1B1(η1, η1)
)〈V,n〉
= α1
[〈
B11(η1),DVW11
〉+ 〈B12(η1),DVW12〉+ 2〈ϕ(η1), n〉V (w11)+ ∂w12
∂n
V (w12)
]
− α2
[〈
B21(η2),DVW21
〉+ 〈B22(η2),DVW22〉+ 2〈ϕ(η2), n〉V (w21)+ ∂w22
∂n
V (w22)
]
+ 1
2
α2
[
2
∣∣Υ (η2)∣∣2 + 2β
(
trΥ (η2)+ 1√
γ
w22
)2
+ 2∣∣X (η2)∣∣2 + 2β(trX (η2))2
+ 4∣∣ϕ(η2)∣∣2 + |Dw22|2 + 2
γ
(w22)
2
]
〈V,n〉
− 1
2
α1
[
2
∣∣Υ (η1)∣∣2 + 2β
(
trΥ (η1)+ 1√
γ
w12
)2
+ 2∣∣X (η1)∣∣2 + 2β(trX (η1))2
+ 4∣∣ϕ(η1)∣∣2 + |Dw12|2 + 2
γ
(w12)
2
]
〈V,n〉 l(η1). (3.42)
Thus (3.22) holds. 
Proof of Theorem 1.1. By the embedding theorem there is C > 0 such that
L(0) CE(0) and L(T ) CE(T ). (3.43)
Then (3.2), (3.43) and Lemma 3.4 yield that
(σ1 − ε)
T∫
0
E(t) dt  (SB)1|ΣT + (SB)2|ΣT +C
(
E(0)+E(T ))+ lot(η), (3.44)
where
(SB)1|ΣT =
1
2
∫
ΣT
[|η′|2 − α(x)Bx(η, η)]〈V,n〉dΣ; (3.45)
(SB)2|ΣT =
∫
T
α(x)∂
(Axη,m(η)+ pη)dΣ. (3.46)Σ
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on S1 and Assumption (H.3) we have, from Proposition 4.4(ii) of Yao [18]
(SB)1|ΣT1 = −
1
2
∫
ΣT1
α1B1(η1, η1)〈V,n〉dΣ (3.47)
and
(SB)2|ΣT1 =
∫
ΣT1
α1B1(η1, η1)〈V,n〉dΣ  0. (3.48)
Set
a1(η, ζ ) =
∫
S2
α2η˘Gζ˘
τ dΓ.
From the feedback law of (1.21) and (1.24), we obtain
(SB)2|ΣT2 = −
T∫
0
a1
(
η′2,m(η2)+ p(η2)
)
dt. (3.49)
Substituting (3.47)–(3.49) into (3.44) yields
(σ1 − ε)
T∫
0
E(t) dt  1
2
∫
ΣT2
[∣∣η′2∣∣2 − α2B2(η2, η2)]〈V,n〉dΣ −
T∫
0
a1
(
η′2,m(η2)+ pη2
)
dt
+C(E(0)+E(T ))+ lot(η), (3.50)
where p = b − σ1/2, and C is a positive constant.
We make some estimates for the terms in the right-hand side of the inequality (3.50). Let
s1, s2 > 0 be such that
s1|ν|2  νGντ  s2|ν|2, ∀ν ∈R6. (3.51)
Then the definition of a1(·,·) gives, for ς = (U1,U2, u1, u2),
s1
∫
S2
|ς |2 dΓ  a1(ς, ς) s2
∫
S2
|ς |2 dΓ. (3.52)
Using the right-hand side of the inequality (3.52), therefore, yields∣∣a1(η′2,m(η2)+ pη2)∣∣ [a1(η′2, η′2)]1/2[a1(m(η2)+ pη2,m(η2)+ pη2)]1/2
 C
∫
S2
(∣∣η′2∣∣2 + ∣∣m(η2)+ pη2∣∣2)dΓ
 C
∫ [∣∣η′2∣∣2 +
2∑
i=1
(|DW2i |2 + |Dw2i |2)+ |η2|2
]
dΓ. (3.53)S2
S. Chai, K. Liu / J. Math. Anal. Appl. 319 (2006) 199–214 213In addition, we have
B2(η2, η2) C
( 2∑
i=1
(|DW2i |2 + |Dw2i |2)+ |η2|2
)
, on S2. (3.54)
Now we substitute the inequalities (3.53)–(3.54) into the inequality (3.50) to obtain
T∫
0
E(t) dt C
∫
ΣT2
[∣∣η′2∣∣2 +
2∑
i=1
(|DW2i |2 + |Dw2i |2)
]
dΣ
+C(E(0)+E(T ))+ lot(η). (3.55)
Next, change the integral domain ΣT2 into [α,T − α] × S2 in the both sides of the inequali-
ties (3.55) and use the inequalities (3.5) and (3.15) to get
T−α∫
α
E(t) dt  C
{
E(α)+E(T − α)+
∫
ΣT2
∣∣η′2∣∣2 dΣ
}
+ lot(η). (3.56)
Note that the relation E′(t) = −a1(η′2, η′2) and the right-hand side of the inequality (3.52)
again, and we find, for any T > ϑ > 0,
E(ϑ) = E(T )+
T∫
ϑ
a1
(
η′2, η′2
)
dt E(T )+C
∫
ΣT2
∣∣η′2∣∣2 dΣ. (3.57)
Using the inequality (3.57) in the inequality (3.56), we obtain, for T > 0 suitably large,
E(T ) CT
∫
ΣT2
∣∣η′2∣∣2 dΣ + lot(η). (3.58)
By the compactness and uniqueness (Proposition 4.5 of Yao [18]) approach, we now have
E(T ) CT
∫
ΣT2
∣∣η′2∣∣2 dΣ. (3.59)
Finally, using the inequality (3.59) and the left-hand side of the inequality (3.52) lead to
E(T ) CT
T∫
0
a1
(
η′2, η′2
)
dt = CT
(
E(0)−E(T )), (3.60)
that is,
E(T ) CT
1 +CT E(0). (3.61)
Theorem 1.1 follows from the inequality (3.61). 
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