The neural origins of spontaneous or self-initiated actions are not well understood and their interpretation is controversial. To address these issues, we used a task in which rats decide when to abort waiting for a delayed tone. We recorded neurons in the secondary motor cortex (M2) and interpreted our findings in light of an integration-to-bound decision model. A first population of M2 neurons ramped to a constant threshold at rates proportional to waiting time, strongly resembling integrator output. A second population, which we propose provide input to the integrator, fired in sequences and showed trial-to-trial rate fluctuations correlated with waiting times. An integration model fit to these data also quantitatively predicted the observed inter-neuronal correlations. Together, these results reinforce the generality of the integration-to-bound model of decision-making. These models identify the initial intention to act as the moment of threshold crossing while explaining how antecedent subthreshold neural activity can influence an action without implying a decision.
a r t I C l e S Decision-making involves the selection of goals or actions, but it also requires determination of the timing of action. When there is a stimulus or cue to react to, the problem of when to act is constrained by sensory and motor requirements and may involve balancing of speed versus accuracy and other facets of sensorimotor coordination, which have been intensively studied 1 . In reaction time tasks, decisions are associated with trial-to-trial variations in response time. These fluctuations have been theorized to arise from the integration of noisy sensory signals by a neural integrator, whose crossing of activation threshold triggers an action [2] [3] [4] . In support of this theory, neurons in the primate frontal cortex, parietal cortex and superior colliculus show gradual increases in neural activity after presentation of visual stimuli, reaching a constant activity threshold at which a saccadic eye movement is generated; reaction times are correlated with rates of such ramping activity [5] [6] [7] .
In the absence of immediate sensory stimuli, the timing of more 'spontaneous' actions is also important. Action initiation may be affected by internal state (for example, urgency signals) but, as with reaction times, contains variability. An important instance of spontaneous action generation is deciding when to give up waiting for an anticipated event whose occurrence or timing is uncertain. This form of inter-temporal choice 8 -between waiting and giving up-is relevant in the context of impulsivity. Humans often choose to wait for future events, but subsequently succumb to an immediately available option while waiting 9, 10 . Some of the neural substrates of choices between immediate and delayed rewards have been identified 11, 12 , but comparatively little is known about the timing of decisions to terminate waiting during a delay.
Insight into spontaneous actions comes from studies of volitional or self-initiated actions, which have used what are essentially waiting tasks with low time pressure. Classical studies identified evoked readiness potentials in the midline higher motor, parietal and prefrontal cortices that precede actions, with a slow building potential even preceding the subject's reported intention to move 13, 14 . Single units have been recorded during such tasks, revealing slow ramping activity peaking around the time of action initiation [15] [16] [17] [18] .
Together, these studies are consistent with the hypothesis that an integration-to-bound mechanism, commonly used to explain perceptual decisions and reaction times, might also be a mechanism for spontaneous action timing. We sought to substantiate this hypothesis by providing more rigorous evidence for the existence of a population of neurons displaying ramping activity resembling the decision variables or integrated evidence observed in the lateral intraparietal area. A further critical issue in the case of spontaneous decisions is the origin of the signals that drive the input integrator when there is no sensory cue or evidence to accumulate. The putative input neurons would contribute causally to the determination of action timing, being partly predictive, but individual neurons would need to cooperate to reach threshold for a decision. As no such input neurons for spontaneous decisions have been described to date, identifying their properties would be important.
To test these hypotheses, we devised a waiting task in which a small reward was available immediately, but a large reward was signaled after a longer, randomized delay. Rats tested on this task frequently aborted waiting, and the timing of these aborts varied greatly across trials, with relatively minor contributions of trial history. We focused our study on the rostral secondary motor cortex (M2, the anterior region of medial agranular cortex) an area associated with action planning and spontaneous action initiation [19] [20] [21] , which is considered to be homologous to primate supplementary motor areas 22, 23 . Using multi-electrode recording from M2, we first identified a population of neurons with ramping activity that met strict criteria associated with the output of putative neural integrators, but not previously described in rodents. Furthermore, we identified a second population a r t I C l e S of transiently active neurons whose rates fluctuated substantially from trial-to-trial in a manner that correlated with waiting time. Using a simple quantitative model, we estimated that to match the observed strength and frequency of correlation between individual transient neurons and waiting time, substantial correlations would have to exist between pairs of transient neurons. Trial-by-trial correlation analysis of simultaneously recorded pairs confirmed this prediction. Thus, a parsimonious account of our data suggests that the origin of the variable timing of spontaneous actions reflects, in part, neural transients in M2 that are integrated to produce ramping activity. The results reinforce the generality of the neural integration-to-bound theory of decision-making and identify a previously unknown population of neurons in the motor system itself participating in self-initiated actions. Furthermore, they help to clarify the interpretation of wellknown experiments conducted in human subjects concerning the neural antecedents of conscious decisions to act 14 .
RESULTS

Behavior
In the waiting task ( Fig. 1a and Online Methods), a rat initiated waiting by inserting its snout into the waiting port. Shortly thereafter (T1 delay = 0.4 s), the first tone (tone 1) was played, after which the rat could garner a small amount of water reward at the reward port. If the rat waited for a second tone (tone 2), with a delay drawn randomly from an exponential distribution (T2 delay), it could garner a larger reward (two-to fourfold larger than the small reward). Thus, a rat waiting past tone 1 experienced an ongoing conflict between continuing to wait for tone 2 and leaving the port to collect a small reward. A value of T2 delay was chosen so that subjects performed with an ~30% success rate in waiting trials (Online Methods).
Trials could be classified into three types (Fig. 1a-c) . In a small fraction of trials, rats left the port before tone 1 (short-poke trials, 8.3 ± 4.6%, mean ± s.d., n = 37 rats). In a second class of trials, the rat responded after tone 2 (patient trials, 32.9 ± 1.4%). In the third class, rats left the port after tone 1, but before tone 2 (impatient trials, 58.8 ± 3.9%). Notably, in the impatient trials, the waiting time showed substantial trial-to-trial variability, as indexed by the difference between the 90th and 10th percentiles waiting time (∆WT [0.1-0.9]: median = 1.31 s, range = 0.59-3.06 s; Fig. 1c,d ) and the average difference in waiting times from tone 1 of two consecutive impatient trials normalized by a sum (CV2, 0.63 ± 0.11; Online Methods and Fig. 1e ). Median waiting time was highly correlated with ∆WT [0.1-0.9] (R = 0.86, P < 10 −10 ).
In impatient trials, rats did not usually respond promptly to tone 1, but often stopped waiting after hundreds of milliseconds or seconds, but before tone 2. Two observations indicate that, in impatient trials, rats intended to wait for the large reward and were not simply responding slowly to the first tone and understood the rules of the task. First, when rats succeeded in waiting for the second tone, they responded promptly (167 ms, median across rats, comparable to Figure 1 The waiting task and the behavioral results. (a) Schematic of trial events in the waiting task (top). In each trial, after waiting for a certain period at the waiting port, the rat received a tone(s), moved to the reward port and received a water reward, the size of which depended on the number of the tones presented. Inset, probability distributions of the delays to tone 1 (T1, light green) and tone 2 (T2, dark green). Bottom, timeline of the task events and the definition of the behavior parameters. The light green rectangle indicates the presentation of tone 1, the dark green rectangle represents tone 2 and the light blue rectangle indicates reward. Tone 2 is represented by a hatched rectangle to indicate it was not played in the impatient trials. . Light blue-shaded area indicates 95% range of response time histograms from shuffled data. The peak response time is indicated by an arrowhead. (g) Distribution of peak response time across rats. Significant peak is shown in dark blue and non-significant peak in black.
Filled bars indicate rats used for electrophysiology (all were significant). npg a r t I C l e S 100-200 ms in an auditory response task 24 ; Fig. 1f,g and Supplementary Fig. 1 ). Second, rats moved more quickly to the water port on patient than on impatient trials (Fig. 2) , indicating that impatient and patient trials of similar waiting times were associated with different reward expectations 25 .
Ramp-to-threshold activity in M2 To determine specific computations performed by M2 for waiting time decisions, we next used chronic tetrode arrays to record neuronal activity while rats performed the waiting task. We recorded a total of 385 neurons in 8 rats from M2. A large fraction of neurons in M2 showed task-modulated activity in different phases of the waiting task ( Supplementary Fig. 2 ). We mainly focused on impatient trials because, in those trials, the rats decided when to leave the port (stop waiting), independent of overt cues. The high trial-to-trial variability of waiting time in impatient trials provided a strong signal with which to correlate with neural activity. We first searched for neurons with ramp-to-threshold activity that might serve as an internal trigger for initiating a response. We selected for neurons meeting two criteria: the firing rate reached a constant threshold before movement initiation and the timing of threshold crossing was correlated with waiting time with a regression slope close to unity (Online Methods). An example neuron meeting these criteria is shown in Figure 3 . The firing rate of this neuron gradually ramped up during the waiting period (Fig. 3a) , reaching the same firing rate just before the poke out (Fig. 3b) . The time for the firing rate to cross a 57 spikes per s threshold, the highest threshold level we tested for this neuron, was highly correlated with the waiting time of the rat ( Fig. 3c and Online Methods). The regression slope was close to unity, suggesting that the latency to the poke out from the threshold crossing time was constant.
We focused on 105 of 385 recorded neurons that showed reliable activation (48) or suppression (57) at the poke-out periods (Online Methods). Among this population, 27 neurons (20 of 48 activated neurons, 7 of 57 suppressed neurons, 7.0% of all recorded) met the criteria for a ramp-to-threshold neuron (threshold crossing time correlated with waiting time with regression slope close to unity) (Supplementary Fig. 3) . By comparing the observed fraction of ramp-to-threshold neurons (7.0%) to that obtained when randomly permuting the waiting times and neural data across trials, npg a r t I C l e S we estimated the probability of obtaining this result by chance at P < 0.002 (permutation test, Online Methods).
After selecting a population using relatively strict criteria, we considered in detail further properties of this population that were not included in the selection criteria. Briefly, this population of neurons showed a strong positive or negative correlation between ramp rate and waiting time (Fig. 3d,g and Supplementary Fig. 4 ), but a small or zero correlation between firing rate at movement time (poke out) and waiting time (Fig. 3e,h ). Finally, individual neurons' threshold crossing times predicted future waiting times substantially in the future, up to around 1 s in advance (Fig. 3f,i) .
Transient waiting-time predictive activity
We next looked for neurons that also showed waiting time predictive activity that did not take the form of ramp-to-threshold. Specifically, we searched for neurons exhibiting different firing rates for different waiting time trials, which could serve as input to an integrator and therefore contribute to the different rates of ramping activity.
This analysis revealed a larger second population of M2 neurons, an example of which is shown in Figure 4 . This neuron showed transient activation when the rat poked into the waiting port (Fig. 4a) . The activation was stronger in impatient trials with longer waiting times (Fig. 4b) , and the firing rate of this neuron was significantly correlated with waiting time (R = 0.51, P < 0.001, n = 38 trials; Fig. 4c ). The correlation was significant only in the time window between poke in and tone 1 presentation (Fig. 4d) . The activity of this neuron after the poke in was able to predict the waiting time in each trial to the extent of explaining 26% of the variance.
M2 neurons with transient waiting time correlations showed a variety of different dynamic profiles, including different times and durations of firing. Figure 5a shows an example of a neuron showing a more prolonged activation during the delay period. examined in a population analysis, 64 (18%, P < 0.002 with permutation test with trial shuffling) showed transient waiting-time predictive activity ( Supplementary Fig. 3 and Online Methods). Across the entire population of waiting time predictive neurons, two features are critical (Fig. 5c) . First, different neurons showed predictive activity, spanning the waiting period (Fig. 5c,d) . Second, approximately equal numbers of neurons were positively and negatively correlated with waiting time (Fig. 5c) . This is consistent with the idea that individual neurons contribute to push waiting time longer or shorter, through either positive or negative coupling to the putative integrator circuit.
Action specificity of waiting-time predictive activity
If waiting-time predictive activity represents a signal related to preparing a particular action, it should be action specific. Alternatively, predictive activity might represent an abstract signal, such as level of patience or the value of the anticipated outcome of the trial, which would not be expected to be action specific. To differentiate these possibilities, we trained three rats to perform, in addition to the nose-poke waiting task, a lever-press waiting task (Fig. 6a, Supplementary Fig. 5 and Online Methods) and recorded 175 units in M2 during performance of the dual nose-poke/lever-press waiting task. An example M2 neuron that showed transient activation in nosepoke trials correlated with waiting time is shown in Figure 6b . The activity of this same neuron was weak during the lever-press trials and was not correlated with lever-press waiting time. To quantify the action specificity of predictive activity in the population of M2 neurons, we compared the strength of correlation between firing rate and waiting time in nose-poke trials with that in lever-press trials ( Fig. 6c) . The correlation coefficients for those two trial types appeared independent (R = −0.07, P = 0.43 for all 119 neurons; R = −0.26, P = 0.22, for all 23 nose-poke predictive neurons; R = −0.4, P = 0.18 for all 11 lever-press predictive neurons). The percentage of lever-press predictive neurons among all the nose-poke predictive Figure 7 Action specificity of ramp-to-threshold activity. (a) An example of nose poke-specific predictive neurons. PETHs indicate activities of the neuron in the nose-poke waiting trials (left) and in the lever-press waiting trials (right). Data are presented as in Figure 3 .
(b) Poke-out/delay selectivity index and lever-release/delay selectivity index for all of the nose-poke predictive neurons (ramp-tothreshold type). Of six nose-poke predictive neurons, two neurons did not show significant difference between activity at the lever-release period and activity at the delay period (open circle), and were therefore not tested with threshold-type predictive activity. The other four neurons showed significant difference in activity at the lever-release period and delay period (black and red filled circles), and were therefore tested with the threshold-type predictive activity for the lever-release time. One of them showed significant predictive activity in the lever-press trials, but the direction of ramping activity was the opposite (red filled circle). (c) An example of the lever press-specific predictive neurons. Data are presented as in Figure 3 . (d) Lever-release/delay selectivity index and poke-out/delay selectivity index for all the lever-press predictive neurons (ramp-to-threshold type). Of 15 lever-press predictive neurons, nine neurons did not show significant difference between activity at the poke-out period and activity at the delay period (open circle). Six neurons showed significant difference in activity at the poke-out period and delay period (black and red filled circle), and were therefore tested with the threshold-type predictive activity for the poke-out time. One of them (the same as the red neuron in b) showed significant, but opposite, predictive activity in the nose-poke trials.
a r t I C l e S neurons (4.4%, 1 of 23 neurons) was not more than would be expected from the percentage of lever-press predictive neurons among all the neurons (11 of 119 neurons, 9.2%; χ 2 test, χ 2 (1) = 0.81, P = 0.37).
We also examined action specificity in neurons with the ramp-tothreshold type predictive activity (Fig. 7) . We only found one neuron that showed ramping type predictive activity in both types of waiting trials, but the sign of ramping activity in this neuron was opposite for the two types of trials. These results suggest that the predictive activity in M2 is action specific rather than tied to general states or outcome predictions, although we could not specify whether observed action specificity was a result of effector specificity (nose-poking or leverpressing), action-direction specificity (plan to move left or right) or other forms of specificity. Further characterization of activity of waiting time predictive neurons revealed that weaker predictive activity was already present during the intertrial interval (Supplementary Fig. 6 ), that activity in patient trials was consistent with activity in impatient trials (Supplementary Fig. 7) , and that transient neurons' waitingtime predictive activity can be partly explained by somatic motor input (Supplementary Fig. 8 ) and trial histories (Supplementary Fig. 9 ).
Integrator model
To test whether a neural integration process could explain the relationship between the observed electrophysiology and behavior, we instantiated this theory in a model based on our observations. The input to the integrator consisted of a population of transiently active units connected to an ideal temporal integrator by synaptic weights randomly distributed around a near-zero mean (Fig. 8a) . When the integrator reached a given threshold, an action was elicited. Each transient neuron was assigned a specific delay relative to waiting onset, and the amplitude of firing was scaled by a random variable on each trial.
The output of the integration circuit was indeed similar to the activity of the observed ramp-to-threshold neurons (Fig. 8a) . The magnitude of activation of transient neurons gained trial-by-trial correlation with waiting times by affecting the slope of ramping activity of the integrator neuron. However, if we assumed that firing of transient neurons were independent of each other, the contribution of each neuron to waiting time decreased markedly as the number of transient neurons increased (Fig. 8b) . As it is known that even small inter-neuronal correlations make the responses of individual neurons correlated with behavior even in case of a large population size 26 , we hypothesized that correlations induced by shared input might prevent neural-behavioral correlations from being diluted by the law of large numbers. We first analyzed the actual trial-to-trial firing rate correlations from subsets of simultaneously recorded M2 neurons. To factor out the contribution of waiting time itself to inter-neuronal correlations, we used a partial correlation technique (Online Methods; Fig. 8c ). Despite having factored out correlation with waiting time, we observed large inter-neuronal correlations, the pattern of which was such that the relative sign of correlation between neurons and behavioral output determined whether an inter-neuronal correlation will be positive or negative (that is, two neurons that were both positively or negatively correlated with waiting time were on average positively correlated to one another, whereas positive-negative pairs were negatively correlated with one another). Furthermore, the strength of correlation decayed as a function of time difference of the activity of each neuron. To test whether the integration-to-bound model was consistent with these observations, we introduced a common noise source that was injected into all transient units with a sign and strength npg a r t I C l e S proportional to its synaptic weight (Fig. 8c) . By varying the number of neurons and the relative magnitude of shared versus private noise, we characterized the relationship between neural-behavioral and interneuronal correlations. We found that, as the fraction of shared noise was increased, the fraction of transient neurons significantly correlated with waiting time increased, even for large population sizes (Fig. 8d) . At a level of common noise sufficient to reproduce the observed neuronal-behavioral correlations, we obtained a prediction for both the magnitude and signs of trial-by-trial correlations between neurons. This prediction was quantitatively consistent with those actually recorded (Fig. 8c) . Thus, the integration-to-bound model provided a simple and self-consistent account of the neural-behavioral correlations and inter-neuronal correlations observed in the data.
DISCUSSION
Waiting task
We developed a task in which subjects had to wait for two tones to obtain a large reward, but could respond after the first tone to obtain a small reward. Studies on standard inter-temporal choice tasks 11, 12 have focused on a single choice point at which subjects decide between an immediate and a delayed reward. In contrast, subjects in our task were able to respond for the small reward while waiting, similar to previous human studies 9, 10 . As far as we are aware, there are no studies investigating a neural mechanism of spontaneous 'giving up' in such inter-temporal choice procedures. We provide evidence for the involvement of the cortical motor system in such behaviors.
Neural activity and classes
We recorded two types of neurons whose activity correlated with waiting time, even hundreds of milliseconds to seconds before movement onset. One class of neurons showed ramping activity that reached a threshold just before movement initiation and a ramping rate that was inversely correlated with waiting time. This pattern of activity is reminiscent of neurons in the frontal eye field, premotor and primary motor cortex, lateral intraparietal area, and superior colliculus recorded from monkeys performing sensorimotor tasks [5] [6] [7] 18, 27 .
The second class of predictive activity occurred transiently and tiled all periods of waiting period and at least 1 s beforehand. To some degree, they resemble neurons reported in posterior parietal cortex 28 , medial prefrontal cortex 29 and striatum 30 . However, unlike those previously described transients carrying signals related to movement location, here the transient neurons carried information about movement timing. Neurons in primate supplementary eye field show a similar form of transient signal predicting reaction time in a stop signal task, but with only about 10% of the delay and variance that we observed 31 . Although the analyses that we performed identified two classes, we cannot ascertain whether these classes are truly distinct or reflect a spectrum. There was no evidence for segregation of these populations across the surface of M2 (Supplementary Fig. 10 ) and we were not able to determine whether the profiles segregated by layer. An intriguing possibility is that the transient activity reflects neurons in layer 2/3, as sequences imaged in posterior parietal cortex 28 .
Integration model
The data supported our hypothesis that action timing could be explained by an integration-to-bound process, a computation hypothesized to underlie choices based on perceptual, mnemonic, value and other forms of decision variables [2] [3] [4] 32, 33 . Our data strengthen the evidence for the applicability of this class of models to cases where there is no evidence per se. In the model, transient waiting-time predictive neurons constitute the input, 'voting' , for short or long waiting times.
They fire with different rates from trial-to-trial and are connected to the integrator with positive or negative weights. Ramping neurons, on the other hand, are represented by the output of the integrator. By implementing a model based on this integration-to-bound theory, we were able to compare predictions of the theory to our data. The integration-to-bound model explains a number of salient features of the data parsimoniously. First, it explains the properties of ramping neurons, both the correlation between ramp rate and waiting time and the existence of a uniform threshold at action initiation. It also explains the observation that ramping neurons reach a lower threshold when the rat responds to a tone that arrives while waiting. Second, by using inputs modeled on the observed transient responses, the model explains the neuronal-behavioral correlations between transient neuron activity and waiting time. Notably, despite the existence of correlations, in this model, the decision to act is only made just before movement is observed. The observation of correlations of antecedent neural activity with action timing is a consequence of their causal connection through the integrator and do not imply a decision.
In addition to explaining these observations, the model also led to predictions concerning inter-neuronal correlations that we did not anticipate. We chose to introduce correlations in the model using a single shared noise source. The contribution of the shared noise to each input neuron's firing rate was proportional to the weight of its connection to the integrator. The model predicted that transient neurons must have specific inter-neuronal correlations if individual neurons' correlations with behavior are to be maintained in large pools of neurons.
It is notable that two aspects of this prediction were met. First, the magnitude of shared noise required to achieve the observed fraction of neurons with significant behavioral correlations at population sizes on the order of 10 3 to 10 4 imply a magnitude of inter-neuronal correlations of around 0.2, as seen in the data. Second, in this model, pairs of neurons with the same sign of behavioral correlations will themselves be positively correlated and pairs of neurons with the opposite sign will be negatively correlated 34 . The model and data also suggest an overall mean correlation level near zero, consistent with balanced network theory 35 . We believe these predictions to be general features of the proposed theory. The biophysical mechanisms supporting integration are an important and unresolved issue. One class of biophysical models suggests that ramping arises from attractor dynamics depending on recurrent excitatory connections 2 . However, we have not tested the predictions of these models. Further elements introduced into the present model, such as variable weighting of inputs have also been considered biophysically 36 . The integration-to-bound mechanism represents a cognitive primitive that may be assembled into diverse computations together with other motifs, such as divisive normalization, spike timing-dependent plasticity or reinforcement learning.
Anatomical context
As to the neural substrates of the proposed integrator, two general hypotheses could be considered. Because we observed all the constituents of the model in M2, it could be that M2 is capable of supporting integration in local circuitry. Alternatively, integration could occur with a larger circuit comprising a larger network of cortical and subcortical regions to which M2 is connected. Although the data do not present much evidence bearing on this question, our default is to consider the latter hypothesis to be more likely. One observation favoring this alternative is that ramp-to-threshold activity has already been observed in many other areas [5] [6] [7] 18, 27 . A second argument favoring a widely distributed network is that this would allow more kinds of evidence to be integrated into the same process. Finally, we also conjecture that the slow dynamics that we observed, compared with the much more rapid npg a r t I C l e S dynamics in stimulus-driven response, would be produced more readily in larger size networks (R. Chaudhuri et al., Soc. Neurosci. Abstr. 597.10, 2012). A specific possibility worth investigating is that integration takes place as a 'reverberation' in the goal-directed circuit including not only M2 (ref. 37 ), but also ventrolateral orbitofrontal cortex (VLO) 12, 23, 38 , prelimbic cortex 39, 40 and dorsomedial striatum 22, 38 .
Rat M2, also known as medial agranular cortex (AGm), and partly overlapping with lateral agranular cortex (AGl 22, 23 ), is considered on anatomical and physiological grounds to be homologous to the primate higher motor cortices, including premotor cortex, supplementary motor complex and frontal eye field 19, 22, 23 . At a single-neuron level, M2 (including areas at around anterior-posterior axis (AP) 2-3 mm from Bregma, somewhat more caudal than our center of recordings) contains action predictive choice signals [19] [20] [21] . Our recordings spanned a large area of rostral M2 (AP 1.8-5.6, medial-lateral axis (ML) 0.8-2.6 mm from Bregma) and waiting time predictive neurons were present uniformly throughout this extent. The caudal part of M2 partly overlaps with a whisker-related area of medial agranular cortex (AP 0.5-4.5 mm) 41, 42 , but the majority of our recordings (70%) were from a more rostral subregion of M2 (>AP +4.6 mm' Supplementary Fig. 10 ). Important M2 outputs include primary motor cortex, the dorsocentral region of the striatum and the subthalamic nucleus 22 , as well as brain stem motor nuclei 43 , the superior colliculus and other midbrain motor regions 22, 43 . In particular, the superior colliculus, which is involved in orienting decisions in rats 44 , has been proposed to be a key element supporting the threshold nonlinearity in integration 45 .
Origin of trial-by-trial fluctuations
In our task, waiting times exhibited near Poisson variability. To account for this variability with the integration-to-bound model, it was necessary to introduce large amounts of noise in model units. We do not take this as evidence for noise introduced by the brain, but rather as a call for further scrutiny of the contributors to this variability. One source of variability in trial-by-trial neural activity might be variability in movements or posture during waiting. To test this, we performed video tracking and extracted time series of position and orientation of the rat's body. Although the rats' behavior during waiting was relatively constrained by the requirement of keeping the snout inside the waiting port (or paw on the lever), multilinear regression analysis showed that around 20% of waiting time predictive neurons activity could be explained by these features, whereas 80% remained significant (Supplementary Fig. 8 ). We consider it plausible that transients reflect input from sensory areas, especially somatosensory and proprioceptive input, given the strong connections between motor cortices and somatosensory cortices.
A recent anatomical study suggested the existence of an entire body map in the rodent M2 (ref. 46 ). We did not determine precisely the somatic locations linked to the recording locations, but the wide distribution of waiting time correlated activity suggests the recruitment of multiple body areas in this task. Specific micro-movements may have been incidentally reinforced, leading to 'superstitious' behavior (R. Kawai et al., Soc. Neurosci. Abstr. 790.1, 2010) and amplifying the trial-to-trial variability. In addition to these somatic-motor loops, we could expect additional contributions to transient fluctuations from interoceptive systems and other sensory systems. Under the hypothesis that M2 is a general locus of integrated signals, in tasks in which reward is contingent on specifically controlled sensory input, we would expect to observe similar ramping activity, but with inputs dominated by the appropriate sensory modalities.
Value and intertemporal choice
Another likely source of variability in waiting time predictive neurons is variability in decision values originated from the past trial history of waiting decisions and reward outcomes. Waiting and responding were associated with different decision outcomes (small versus large water amount) and different costs (waiting time), which might be updated through experience. Waiting-time predictive neurons might therefore reflect, in part, decision values as well as action plans 21 . Although substantial evidence against abstract value coding is provided by our experiment showing that M2 neurons are strongly selective for specific action sequences, even when they were associated with similar reward sizes and waiting times (Fig. 6) , it is possible that the decision value associated with specific actions is multiplexed with waiting time predictive signals. A multiple regression analysis did reveal a contribution of past trial decisions and outcomes to activity in subsequent trials, but this reflected only 9% of the trial-by-trial variance. Small increments and decrements in activity according to the trial history would allow subjects to adjust their mean waiting time in the face of changing motivational conditions. Finally, from these considerations, we infer that other functionally relevant variables may gain access to influencing M2 input, thereby suggesting a hypothesis for how confidence signals 47 may be read out by waiting time 48 .
Implications for self-initiated actions Slow building activity has been theorized for nearly 50 years as a neural mechanism for generation of self-initiated actions [13] [14] [15] [16] [17] . Here, we have strengthened these concepts in four dimensions. First, our data strengthen the evidence that an observer can 'forecast' a simple decision by observing the state of the brain before a decision on a single trial basis 17, 18 . Second, our results provide the strongest level of quantitative evidence supporting the involvement of an integration-to-bound mechanism. Notably, our model predicted previously unobserved patterns of inter-neuronal correlation. Third, these recordings provide compelling evidence linking neurons in the rat premotor cortex to neural activity observed both in human electroencephalogram (readiness potential 13, 14 ) and primate frontal cortices [15] [16] [17] [18] . These cortices are considered functionally homologous to rodent M2 (refs. 22,23) . Our experiments provide a rodent model of an important cognitive phenomenon with physiological and anatomical justification and extend the applicability of this class of experiments across species. Fourth, these results identify, to the best of our knowledge for the first time, a possible driving force or causal antecedent for ramping activity (that is, transient input neurons; Figs. 4 and 5) . This finding strengthens the plausibility of the integration-to-bound model to the case of voluntary actions. It also opens doors to further studies to elucidate the properties of these antecedent signals and dissect neural mechanisms underlying concepts such as 'will' and 'self ' that are used to describe this class of actions.
Supported by these considerations, an integration-to-bound theory of voluntary action provides a potential resolution to the long-standing controversy over the interpretation of previous experiments showing that readiness potentials precede the subjective conscious intention to move 14 . The theory explains how activity preceding bound crossing, either input or accumulated activity, can be said to participate causally in the timing of an action, but does not uniquely specify it. The integration-to-bound theory implies that no decision has been made until the bound has been reached. Thus, assuming a threshold above the size of an individual input, more than one individual input must occur to reach a decision; no individual neuron contributing to the integrator is a unique cause.
The crossing of an arbitrary lower threshold by ramping activity 13,14 may partially forecast action, but logically it cannot fully predict action, as at any moment up to bound crossing the arrival of opposing inputs may avert an action no matter how strongly it is forecasted 49 . In contrast, after reaching the action bound, an action is inevitable. Thus, sub-bound activity may be associated with predictive, causal activity of a qualitatively npg a r t I C l e S different nature than super-bound activity, similar to a proposed distinction between subconscious and conscious neural processes 50 . The relative delay between threshold crossing and movement initiation observed in rat M2 (around 150 ms) were consistent with the delay between human subjects' awareness of their intention to act and movement (around 200 ms) 14 . It could therefore be inferred that crossing the threshold from unawareness to awareness is a reflection of bound crossing. In this way, the integration-to-bound theory may help to resolve the contradiction between the subjective report of free will and the requirement for causal antecedents to non-capricious, willed actions. Finally, insofar as simple voluntary actions constitute an appropriate experimental context, our results provide a starting point for investigating mechanisms underlying concepts such as self, will and intention to act, which might be conserved among mammalian species.
METhODS
Methods and any associated references are available in the online version of the paper. For the ramp-to-threshold analysis in Figure 3 , only impatient trials were analyzed because in patient trials, the response was triggered by the tone. Only those neurons which showed different firing rates during the delay period (from 0.4 s after poke in to 0.4 s before poke out) and the poke-out period (last 0.4 s before poke out) were analyzed (Wilcoxon signed-rank text, P < 0.01, ramp-up or ramp-down neurons). Neurons with less than ten long waiting trials (more than 1.2 s waiting time) were pre-excluded before the selection process because the delay period firing rate could not be estimated reliably. Impatient trials were divided into ten groups based on the waiting time, with equal (or different by 1) number of trials per group. Spike trains were smoothed with a causal filter (EPSP-like filter, which is a multiple of two exponentials, one rising exponential with τ = 1 ms, and the other falling exponential with τ = 40 ms) to generate a PETH for each group. The threshold crossing time was determined from the PETHs. While ramp-up neurons were tested with threshold crossing with positive slope, ramp-down neurons were tested with negative slope. Threshold crossing time was detected when the PETH first crossed the threshold and stayed above (or below for ramp-down neuron) the threshold for more than 20 ms. The threshold crossing time was defined as the end point of this 20 ms. The search for threshold crossing was started at the trough time between 0 and 0.4 s from the poke in (peak time for the ramp-down neurons) of the average of the ten PETHs and ended at 0.4 s after the waiting time of the longest waiting time trial. For each neuron, we tested ten different firing rate thresholds, determined as follows: The lowest threshold was set at the lowest firing rate at which threshold crossing occurred in at least 9 out of 10 PETHs. The highest threshold was set at the highest firing rate at which threshold-crossing occurred at least in 9 PETHs. Eight intermediate thresholds were equally-spaced in between the lowest and the highest thresholds. At each threshold level, we calculated correlation between the mean waiting times against the threshold crossing times. A ramp-to-threshold type predictive neurons was defined as a neuron which showed, significant correlation coefficient between the threshold crossing time and the waiting time in at least 2 of the 10 thresholds (corrected for multiple comparisons; two significant thresholds were required for the calculation of rate of ramping explained later), positive prediction time (defined below) in at least 2 significant thresholds, and the regression slope for threshold crossing time against the waiting time close to unity (value between 0.8 and 1.2) in at least 1 significant threshold with positive prediction time. Prediction time was defined for each threshold as an average of waiting time minus time to cross threshold across different waiting time groups. The earliest prediction time was defined for each neuron as a prediction time calculated at the lowest significant threshold for ramp-up neurons (the highest significant threshold for ramp-down neurons). For each PETH, rate of ramping was calculated as a slope of a line connecting 2 points. One was the point of crossing the highest significant threshold with near unity slope and the other was the point of crossing the lowest significant threshold (opposite for ramp-down neurons). For ramp-down neurons log ramp rate is calculated as follows: [log ramp rate] = − log(|ramp rate|). To estimate the significance of fraction of ramp-to-threshold type neurons, we ran a permutation test by randomly permuting the waiting times and neural data across impatient trials. We repeated this procedure 1,000 times to estimate the probability of obtaining the observed fraction of significant neurons by chance. To obtain the correlation coefficient between activity at the poke-out period and the waiting time in Figure 3e ,h, firing rates during the last 0.05 s before poke out was used.
For the analysis of correlation between the firing rate and the waiting time in Figure 4 , we excluded 27 ramp-to-threshold type neurons, because in this analysis, we looked for a different class of waiting-time predictive activity from the ramp-to-threshold type neurons. Only impatient trials were analyzed because in patient trials, the response was triggered by the tone. Two neurons with fewer than 10 impatient trials were excluded from the analysis. The correlation coefficient between the firing rate and the waiting time was examined for nonoverlapping 0.4-s time window, starting from 1.2 s before the waiting port entry. For each time window, the trials in which the rat had already exited the waiting port by the end of the analysis time window or within 0.2 s after the end of the time window were excluded from the analysis, in order to exclude potential movement correlates. Time windows with less than 10 trials after the exclusion were not analyzed, because the correlation could not be estimated reliably. Because the significance was tested in multiple time windows, we corrected the significance level using Bonferroni correction. To estimate the significance of fraction of firing rate correlated neurons, we ran a permutation test by shuffling the impatient trials 1,000 times.
For the analysis of the action specificity of the predictive activity in Figure 6 , we excluded 35 neurons which was recorded in fewer than 10 impatient trials in either nose-poke or lever-press waiting task. We further excluded 21 neurons which showed ramp-to-threshold type activity in either nose-poke or lever-press waiting tasks to be consistent with the analysis for Figures 4 and 5 . But analysis without exclusion yielded similar results (data not shown).
For the analysis of action specificity of ramp-to-threshold activity in Figure 7 , poke-out/delay selectivity index was defined for nose-poke trials as the difference in a mean firing rate during poke-out period (last 400 ms before poke out) and during the delay period (from 400 ms after poke in to 400 ms before poke out) normalized by the sum of the two. The index ranges from −1 to 1; 1 indicates a neuron selective for poke-out period. The lever-release/delay selectivity index was defined as a similar manner for lever-press trials.
To explore whether and how the patterns of neural activity and behavior observed might arise from neural circuits, we explored how integration of neural activity could give rise to the waiting times. Although neural integration is proposed to be achieved by multiple neurons in a circuit 2 , here we modeled the integrator circuit as multiple input units feeding a single idealized integrator, similar to the drift-diffusion model.
In this section, N (µ,σ 2 ) denotes a Gaussian random variable with mean µ and variance σ 2 . The model was run at discrete time step of 0.2 s until maximum time of 5s (25 time steps) was reached.
Each input unit i was assigned its own time of activation. At every time step, t, there were N t number of activated units (N t : 10, 30, 100 or 300). Each input unit was connected to the integrator with a random weight, w i , drawn from N (1/N t , 1/N t ). To make sure the synaptic weights at each time step did not have strong bias toward positive or negative, we assigned a rank, R w , to each input unit at a time step from 1 to N t and the synaptic weight was drawn randomly from a narrow percentile range (from (R w − 1)/N t ·100 to R w /N t ·100) of the normal distribution, N (1/N t , 1/N t ). The activity of each unit, FR i (t) was described as a square pulse activation function as follows: where µ FR denotes mean firing rate with its value 10, σ FR denotes trial-to-trial variability with its value 4, β denotes fraction of common noise varying from 0 to 0.6, z(w) denotes z-scored synaptic weight, N comm (t) denotes activity of the common noise source and T i denotes time of activation of each unit. N comm (t) was generated by convolving Gaussian white noise with Gaussian kernel with s.d. 0.6 s and then normalized to have 0 mean and unit variance. Negative FR was always truncated at 0.
Input units fed to a perfect integrator which kept adding to its own activity a weighted sum of all the input units' activity as follows: where N total = N t × 25 (Note that only N t neurons were active at a particular time step). Once it reached a threshold level of 50 spikes per s, the model stops waiting. The model was run 100 times to produce 100 trials, comparable to the number of impatient trials used to analyze data neurons (101.7 ± 1.8 trials). For the analysis in Figure 8b , correlation coefficient between the input units activity and the waiting time was examined.
For the trial-by-trial correlation analysis in Figure 8c , we analyzed 1,836 simultaneously recorded neuron pairs for data neurons (27 ramp-to-threshold neurons were excluded, because they were supposed to be the integrator neurons). For each neuron, the 0.4-s time bin with the lowest P value for correlation between firing rates and waiting times was used for the analysis. Trial-by-trial partial correlations of firing rate of each pair of neurons were calculated factoring out npg correlation of firing rates with waiting times. Each pair of neurons was categorized as the same sign, opposite sign and others depending on the sign and significance of the firing rate correlation with waiting times. Each pair was also categorized by the absolute time difference of the most significant time bin (analysis time bin). For the model units, the activity at the 0.2-s activated time was used to calculate the partial correlation.
A Supplementary methods checklist is available. 
