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A direct proof is given of an elegant new contiguous relation for classical, well- 
poised basic hypergeometric series which preserves the well-poised condition. The 
proof involves elementary series manipulations and does not depend upon the 
“transposition symmetry” of the general bisymmetric polynomials “,GF)(y, ,..., y.; 
J,,..., 6,) which was used to establish the ordinary or “9 = 1” case of the identity. 
The new continguous relation can be considered a generalization of the 6@5 sum- 
mation theorem. ( 1985 Academic Press, Inc. 
1. INTRODUCTION AND STATEMENT OF RESULTS 
Our starting point for this paper is the bisymmetric polynomials 
‘;G:“‘(y I,..., y,r; 61,.-r 6,) introduced in [14] and further studied in 
[6, 10, 161. These polynomials generalize the bisymmetric, invariant 
polynomials ;Gy)(r, ,..., y,; 6, ,..., 6,) = ;Gp’(y; 6) studied in [S, 203, which 
characterize U(n) tensor operators (p, q ,..., q, 0 ,..., 0). Recently, an elegant 
“umbra1 calculus” [6] has been discovered for computing “,Gj,“)(y, 6) as a 
bisymmetric polynomial in the variables {y, ,..., y,) and (6, ,..., 6,). For 
general p the ;;Gr’(y; 6) polynomials are of interest in mathematical physics 
in the theory of Wigner coefficients for SU(n) (see [S, 9, 10,203). A 
detailed and complete exposition of the mathematical constructions that 
have led to ;Gr)(y, 6) is given in [7]. Additional references and discussion 
of the problems that give rise to ;GJ,!“(y; 6) can be found in [5,6, g-101. 
By taking suitable limits of a pair of difference equations for ;Gf’(y; 6) 
and observing that “,Gr)(y; 6) is an analogous limiting case of CGr)(y; 6) it 
was proven in [ 161 that ;Gr’(y; 6) satisfies the fundamental “transposition 
symmetry” given by 
;:GS”‘(,p;,;,~i,)=(_l)Y(m~n)+(U+l)(m~~)~ 
,+,-.:G;“‘(, -d,, ;, -r,,), (l.la) 
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provided that 
and 
0 6 I*, (l.lb) 
06p+m-n. (l.lc) 
As pointed out in [ 161, the transposition symmetry in (1.1) is the 
deepest known symmetry for ;Gr)(y; 6). Even special cases of (1.1) can 
lead to striking new identities. For example, consider the special case of 
(1.1) in which m=j-2, n=2, and p=O. That is, 
‘-:G,:2’(r;~)=(-l)ll(ii3).j~:G:‘-2’(-~; --y). (1.2) 
Using (1.2) and the relationship in [ 191 between j- iGr)(y; 6) and classical, 
well-poised hypergeometric series evaluated at ( - 1 y’ (see Definition 1.5 
below), it was observed in [16] that these series (multiplied by a simple 
factor) satisfy the special case of the difference equation (1.18) of [14] 
which is used to define ,I _ 4 2G’i--2’( -6; -7). Replacing (y, - yz - q), q, and y 
(Si - y2) by a, n, and b,, respectively, in the resulting identity and then sim- 
plifying yielded the following 
THEOREM 1.3 (Gustafson and Milne). 
i+ 1Fj 
a, 1 +$a, --n, b ,,..., b,p2 
;a, a+ 1 +n, a+ 1 -bI ,..., a+ 1 -b,p2 I 1 
(-ly’ 
‘j+ IFj 
a+ 1, 1 +i(a+ l), --n+ 1, 
&+l),a+l+n, 
, b, + 1 -6,, ,..., bi+ l-6, ,..., bjp2+ 
1 
-Sj-z,m 
7 a+ 1 -b, + ~5lm,...r U+ 1 -b;+6;m,..., u + -bj-2 1 +6jP2.m 
( 
i+lFj 
4 (Co 
[ II (p) x 
-1Y 9 
I 
(1.4) 
is the classical, well-poised hypergeometric series given by (1.6) below, and 
6, is one if i = m and zero, otherwise. 
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We need 
DEFINITION 1.5 (Well-Poised Hypergeometric Series). We let 
denote the hypergeometric series 
(1.6a) 
We say that the hypergeometric series in (1.6a) is well-poised provided that 
a+ 1 =a, +b, = “. =x,+/I;. (1.6b) 
The LI and x, are numerator parameters and the @, are denominator 
parameters. 
sion of Well-posed hypergeometric series are very important. For a discus 
these series and their summation theorems see [22]. 
In this paper we give a direct proof involving elementary 
manipulations, which does not depend upon the symmetries in (1. 
(1.2) of a very natural “q-analog” of Theorem 1.3 provided by 
series 
1) and 
THEOREM 1.7. Let h,, h, ,..., b,-, he distinct. We then have 
‘3 (1 -uq*l)(u),(qm’y, ‘- 2 (h,), c ,=” (1 -m),(q’+“h @ -) ;=, (w/h;), 
~(~,)i(/.-I).u’.q’~“+l’-(:)‘/~4’ 
(h,h,...h, 2)’ 
I # 01 (1 -aq) n-’ (1 -w2’+’ NaqMq-“+ ‘ b,), . (1 -Mb,) ,?o (1 -edW,(d +nM~q2/bn,), 
(1.8) 
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where 
(A),=(1 -A)(1 -qA)...(l-q’-‘V!), lql< 1, 1 #ad, (1.9) 
and bi # aq’ for nonnegative integer 1. 
Note that the q appearing in Theorem 1.7 is unrelated to the q in 
;G:“‘(y; 6). 
Theorem 1.7 can be written in terms of basic hypergeometric series as 
COROLLARY 1.10. Let b, , b, ,..., biP 2 be distinct. We then have 
i+zpi+ I 
~~~qJ;l,q-“,b,,...,h,-, 
a, - a, aq” + ‘, aq/b , ,..., aq/bi- 2 
(-l)j-*.(aq l+n-(I-l)(j-4112 1 
(b,b2...bjP2) 1 
ifm 
, blq1-61m ,..., biqlP61m ,..., bj-2q’P6~-2.m 
aq I + hn aq 
I+& 
aq J + &2.m 
, TV.., - ,..., 
bi bj-2 
(-1)~-2. (aqn-(/+l)(j-4)/2) , 
(b,bz.-b,-2) 1 
(1 11) 
where lql < 1, 1 # aq’, bi # aq’ for nonnegative integer 1, and 
,+Z@ji, 1 a, (a) [ II (D) x 
is the classical, well-poised basic hypergeometric series given by 
Definition 1.12 below. 
DEFINITION 1.12 (Well-Poised Basic Hypergeometric Series). We let 
j+Z@ji+ I [ II a,(a) x (B) 
denote the basic hypergeometric series 
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where (A),= (A; q),= (1 -A)(1 -Aq)...(l -Aq’-‘), and 1x1 < 1, 141 < 1, 
/Ii # q -’ for any nonnegative integer 1. The basic hypergeometric series in 
(1.13a) is well-poised provided that 
aq=c(,bl = .‘. =cl;+,pi+I. (1.13b) 
The a and c[, are numerator parameters and the bj are denominator 
parameters. 
In order to obtain Corollary 1.10 from Theorem 1.7 (and vice versa) note 
that 
(4 J;;,,c -4 J;r), = (1 - aq”) 
!,:;1),(- &I, (l-u) . 
(1.14) 
The basic hypergeometric series in (1.13) have many significant 
applications in several areas of pure and applied mathematics including the 
theory of partitions, combinatorial identities, number theory, finite vector 
spaces, Lie theory, mathematical physics, and statistics. Extensive referen- 
ces to and accounts of the general theory and applications of basic 
hypergeometric series can be found in [ 1 - 4, 12, 17, 18, 221. 
The powers of q given by 
q (;,(J-jl and 4 (‘;‘)(/-4, (1.15) 
appearing in Theorem 1.7 (and equivalently Corollary 1.10) are similar to 
quadratic powers of q (or q ’ ) which occur in theta function identities, the 
Rogers-Selberg functions, and related aspects of the literature of basic 
hypergeometric series. See, for example, [3], and [22, pp. 91, 103, 197, 
2321. Remark 1.25 below explains how we discovered the powers of q in 
Theorem 1.7 given by ( 1.15 ). 
In Section 3 of this paper we prove Theorem 1.7. Our proof relies on 
several lemmas which are derived in Section 2. The key lemma we need is 
LEMMA 1.16. Let A and B be constants and b, ,..., hip 2 be distinct. Define 
Bn,,l by means of 
ent,, = ‘,=,* (1 - bi) 
I= 1 (bm-hi)’ 
l<m<j-2. 
We then have 
(1.17) 
‘f’&&b,)‘fi* (A-Bb,)=(BY-3’fj2(l-b,). (1.18) 
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We conclude this introduction with some comment about “q-analogs” 
and several useful remarks describing how, starting with Theorem 1.3, we 
systematically discovered Corollary 1.10 (and equivalently Theorem 1.7). 
Let z be an indeterminate and q a complex number such that jql< 1. 
Then the q-analog of z is 
cz,E(l-4r) 
(l-4)’ 
As an application of (1.19) it turns out that the q-analog of 1! is 
and the q-analog of 
I-’ A+s) 
n’ 
. (A), 
s=() (B+s) lS 
-. 
(Bh 
It is immediate that 
z= lim [z] = timi $+$. 
4-l 
(1.19) 
( 1.20) 
(1.21) 
(1.22) 
If z is an indeterminate and m is a nonnegative integer it is customary to 
write the q-analog of (z + m) in the form 
(l-q=+“)=(l-q=.q”) 
(l-4) (l-4) 
and then replace q’ by z to obtain 
(1 -z.qrn) 
(1-q) . 
(1.23a) 
(1.23b) 
It is important to note that using the conventions in (1.23), the q-analog of 
(-z) is (-(qz)pl)[z] in (1.23a) and becomes (-z-‘)(1-2)/(1-q) in 
(1.23b). That is, in passing from (1.23a) to (1.23b) the q-series formula 
involved must be rewritten, if necessary, before replacing q’ by z. The fact 
that (1.13a) is the q-analog of (1.6a) is an example of first applying (1.19), 
(1.21), and then replacing each expression of the form (1.23a) by the 
corresponding quotient in (1.23b). Unless otherwise stated, all our for- 
mulas are written as in (1.23b). 
The above procedure can clearly be reversed. For example, replacing a, 
cli, and pi by q”, q”, and qp8, respectively, with 1 <i<j+ 1, in (1.13a) and 
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then letting q -+ 1 immediately gives (1.6a). That is, (1.6a) is a limiting case 
of (1.13a). In exactly the same way it is not hard to see that (1.4) is the 
same kind of limiting case of (1.11). Just replace a, h, ,..., b,-? by q”, 
qbl,..., q”-’ and then let q-+ 1 in (1.11). Thus, Corollary 1.10 implies 
Theorem 1.3. Upon taking this limit it is also true that our direct proof of 
Theorem 1.7 specializes to a direct proof of Theorem 1.3. This suggests that 
it may be possible to find a direct, elementary proof of the “transposition 
symmetry” in ( 1.1). 
The above discussion may be summarized symbolically by 
(I+nl)ttl -q’=+“l’H(l -zq’“), 
(1-q) (1-q) 
and 
l-q’ 1-I 
:tt-tt- 
(l-4) (l-4)’ 
(1.24a) 
(1.24b) 
We now describe how we systematically discovered Corollary 1 .lO from 
Theorem 1.3. 
Remark 1.25 (“global” motivation). Except for the (- l)‘, it is 
reasonable to replace the ,+ , F, series in (1.4) by the corresponding 
If2 @ ,+, series in (1.11). From (1.19) (1.21) and (1.23) it is also natural to 
replace 
(a+11 (1 -uq) 
(a+ 1 -/I,,,) by ( 1 - 4h,,, 1 
(1.26) 
To obtain the appropriate q-analog of the (- 1)’ in (1.4) we first need to 
consider the terminating case of the 6@5 summation theorem given by 
The left-hand side of the j = 4 case of ( 1.11) is exactly the left-hand side of 
(1.27). Motivated by (1.27) and (1.4) we first evaluated the j+ ?@, + I series 
on the left-hand side of ( 1 .l 1) at 
(-1y z.aq’+fl 
(h,h,...hjm~,) . 
(1.28a) 
Now, in the right-hand side of (1.1 1 ), a, n, h,, and hi are replaced by aq, 
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(n- 11, b,, and qb, for ifm, respectively. Thus, after these substitutions, 
(1.28a) becomes 
(-ly-Laqn-V) 
(b,b24-J 
(1.28b) 
(For convenience we have used ( - 1 ),jP2 instead of ( - l)‘.) 
Equation (1.27) and an “undetermined coefficient” argument now enable 
us to derive the j= 4 case of (1.11). By (1.26), (1.28), and the above dis- 
cussion, the q-analog of everything in the j = 4 case of (1.4) is determined 
except for the q-analog of the j = 4 case of 
(1.29) 
ifrn 
Let the q-analog of (1.29) be denoted by Qmj. Now, using appropriate cases 
of (1.27) to sum the 6@5 series in both sides of the j= 4 case of (1.11) we 
find, after suitable factoring and equating of the resulting powers of (aq), 
that B,., and f12,4 must satisfy the system of equations 
01.4 + 02.4 = 1, (1.30a) 
b,e,,,+b,e2,4 = 1. (1.30b) 
It is immediate that the unique solution of (1.30) is given by the j= 4 case 
of (1.17). This establishes the j= 4 case of Corollary 1.10. 
We next consider other values ofj. Noting that thej=4 case of (1.17) is 
independent of n and that a suitable analog to (1.27) does not exist forj> 4 
wejustlookat thecasen=l andj>40f(1.11).Inthiscaseeachi+,@j+, 
series on the right-hand side of (1.11) is just 1. Keeping in mind (1.26), 
(1.28a), and the definition of 8,, as the q-analog of (1.29), we find that 
equating the resulting powers of (aq) in the n = 1, j > 4 case of (1.11) yields, 
after standard row operations, the system of equations for B,J, ezj,..., 0j-2j 
given by 
h)” b,+ (b2)‘&+ ‘.. + (bj-2)’ 0ji2j= 1, 
for all integers r such that 
O<r<j-3. 
(1.31a) 
(1.31b) 
Using the product expansion for a Vandermonde determinant and 
Cramer’s rule, it is not hard to see that the unique solution of (1.31) is 
given by (1.17). That is, we have proven the n = 1, j > 4 case of 
Corollary 1.10. 
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All aspects of Corollary 1.10 are now accounted for except for the 
quadratic powers of q in (1.15). The 6@5 summation theorem in (1.27) 
greatly simplifies the algebra in the above proof of the j= 4 case of 
Theorem 1.7 (equivalently Corollary 1.10). Forj > 4 we must work with the 
,+2@i+1 series directly. To see what was going on we first reproved the 
j=4 case of Th eorem 1.7 as in Section 3. The proof for j > 4 is essentially 
the same. However, in order for the calculation given by (3.17)-(3.18) to 
continue to work in a simple, natural way we need the quadratic powers of 
q in ( 1 .15). In fact, we need these powers of q precisely when n > 1 and 
j # 4. The powers of q in ( 1.15 ) are uniquely determined. To see why this is 
so let the power of q appearing on the left side of (1.8) be given by 
(1.32a) 
and the power of q on the right-hand side be 
(In + cl, I 
4 . (1.32b) 
The calculation analogous to (3.17)-( 3.18) will work provided that 
d ,~-, =d,+I(j-4), 
c,=d,_ ,, 
do = 0 and cg = 0. 
(1.33a) 
(1.33b) 
(1.33c) 
It is not difficult to show by induction that the equations in (1.33) uniquely 
determine 
c/= - 
0 
i (j-4) (1.34a) 
and 
d,= - ‘:I (j-4). 
( ) 
The combination of Eqs. (1.32)-(1.34) gives the powers of q appearing in 
( 1.15) and Theorem 1.7. 
The “global” motivation of Corollary 1.10 (equivalently Theorem 1.7) is 
now complete. We refer to the above discussion as a “global” one since an 
undetermined coefficient argument involving the q-analog of everything in 
( 1.4) except ( 1.29) is used to determine the q-analog of ( 1.29). 
Now that we know that (1.17) is the appropriate q-analog of (1.29) it is 
607 57 I-b 
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easy to use (1.19) and (1.23) to obtain (1.17) directly from (1.29) in the 
usual way. We simply replace 
(-bi) 
(b,-bi) by 
(1 - 4-b91(l - 4) (1 -qb9 
(1 -@m-b1 Ml -41= (qbm-qb9’ 
(1.35) 
and then replace qbd by bi to obtain 
(1 -6,)(6,-b;). (1.36) 
Using (1.35) and (1.36) the product in (1.29) becomes (1.17). We view this 
derivation of (1.17) from (1.29) as “local” because it is independent of the 
rest of (1.4). Recalling (1.26) we now see that the coefficients in (1.11) can 
be obtained directly from those in (1.4) in the usual way using (1.19) and 
(1.23). 
The fact that ( 1.17) is the q-analog of ( 1.29) and ( 1.11) is the q-analog of 
(1.4), helps to motivate our work in [21]. 
2. THE PROOF OF LEMMA 1.16 
In order to prove Lemma 1.16 we need some preliminary lemmas. 
Let ek(x, ,..., x,) be the elementary symmetric function determined by 
+xi)= i ek(X*,...,Xn)Fk. (2.1) 
k=O 
Note that 
ek(X1 )...) x,) = 0 unless 0 d k < n. 
In addition, let e,(A,) and ek(x) be defined by 
and 
ek(a,) = ek(xl ,..., X” - , 3 x, + I?..., x,), (2.3a) 
ek(x) = ek(xl ,..., x,). (2.3b) 
It is then not hard to show 
(2.2) 
LEMMA 2.4. Let ek(x) and e,($,) be defined as in (2.1)-(2.3). We then 
have 
(2.5) 
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and 
e,(J,)= 5 (-l)‘(x,)‘ek-,(x). (2.6) 
I=0 
ProojI We first prove (2.5). From (2.1)-(2.3) it is immediate that 
k~oek(x)zn~k=(z+x,) fi (z+xi) (2.7) 
i= I 
l#V 
n-1 n-l 
= k;o ek(a,) znek + c x,,e,(i?“) zn- ’ ~ k 
k=O 
= kgo [ek(a,) + x,.ek- ,(a,)] znek. (2.8) 
Equating coefficients of z nPk in (2.7) and (2.8) clearly implies (2.5). 
We now prove (2.6) by induction on k using (2.5). Equation (2.6) is true 
for k=O. Assume that (2.6) is true for k. By (2.5) we obtain 
ek+I(-ft,)=ek+I (x)--xtrek(iv) = ek+ I @--% i (-l)‘(Xv)‘ek--I(X) 
/=O 
k+l 
k+I 
= 1 (-l)‘(Xu)‘ek+l-I(X), 
which is the (k + 1) case of (2.6). Q.E.D. 
Equation (2.6) also follows from a direct iteration of (2.5) and the obser- 
vation that e- ,(a,) = 0. 
Before proving the next lemma we recall that the unique solution of the 
system (1.31) is given by (1.17). That is, if fI,j is given by 
(+jc (1 -h) 
i= 1 (b, -bi)' 
1 <m<j-2, (2.9) 
then we have 
ifm 
(6, )’ b,j + (b,)’ e&j + ... +(b,-,)‘ej-2j= 1, (2.10a) 
for all integers r such that 
OdrGj-3. (2.10b) 
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We are now able to prove 
LEMMA 2.11. Let tl,,i be defined by (2.9) where the b, are distinct. We 
then have 
j-2 j-2 
l- c ~,,Jb,)‘~‘= n (l-b,). 
m=l i=l 
Proof: We first observe that for each integer N 2 0 we have 
j-2 
1 - 1 &,,(b,Jp2 
m=l 
N i-2 
=I~~(-l)‘r,(b)+(-l)“+’ ‘1 e,Jb,J’ 
m=l 
where e,(b) and e,(6,) are defined by 
e,(b) = eDI,..., bj-21, 
and 
e,(6,J = e,(b, ,..., b, - 1, b, + I,..., bj- 2). 
(2.12) 
(2.13) 
(2.14a) 
(2.14b) 
Equation (2.13) is clearly true for N = 0. Assume (2.13) is true for N. 
Now, by Eqs. (2.5) and (2.10) we have 
j-2 
O=(-l)N+le N+,(b) + (-lIN+’ eN+ l(b) C @m,j(bmYp3-N 
m=l 
j-2 
=(-l)N+le N+,(b)+(-1)N+2 1 &,j(b,Jp3pN 
m=l 
-Ce N+ ,&) +bAv(~m)l 
j-2 
=(-l)N+le N+1(b)+(-1)N+2 1 e,j(b,)i~2-‘N+“‘eN+l(~,) 
m=l 
+ (-1y+2 ‘f2 O,,(bm)jp 2 ~ N. e,(6,). (2.15) 
m=l 
Equation (2.13) holds since adding (2.13) and (2.15) gives the (N + 1) case 
of (2.13). 
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Noting that ~~(6,) equals zero if N>j - 2, we set N=j- 3 in (2.13) and 
find that 
1- ‘2’ f3,,,i(b,,)jP2=‘~3(-l)‘e,(b)+(-lyA’ 
m=l I=0 
x ‘i;z f3,,(b,). ej- 3(6m). 
nz = I 
From Eqs. (2.1)-(2.3) and (2.10) it is not hard to see that 
i-2 j-2 i-2 J-2 
C emJ(bmJ. e, 3 (6,)= C emj 17 b,=ej-*(b) C em, 
m=l m-l ,=I m=l 
=ej-,(b). 
Combining Eqs. (2.16) and (2.17) gives 
; * i-2 t-2 
1 - c B,,j(b,,,)‘-2= c (-1)/e,(b)= fl (1 -bi), 
171 = I /=O I=1 
by Eq. (2.1). 
We finally give the 
(2.16) 
(2.17) 
Q.E.D. 
Proof of Lemma 1.16. By Eqs. (2.1)-(2.3) and (2.6) we immediately 
have 
1-2 1-2 
1 k,qi(l -b,) n (A -Bbj) 
m=l i= I 
i f ni 
= ‘f* tl,,( 1 -b,) ‘f3 A’-3-k( - B)k ek(Gm) 
m=l k=O 
l-2 j-3 
= c O,,j(l-b,) c II-~-~(-B)~ i (-l)‘(b,)‘e,-,(b) 
m=l k=O I=0 
/-3 
;,;, 
Aj-3pk(-B)k i (-l)‘ekp,(b)‘f2 O,,(l-b,)(b,)‘, (2.18) 
/=O m=l 
by interchange of summation. 
Observe that if 0 < k <j - 4 we must have 0 < 1 < k <j - 4, which implies 
0 6 1 <j - 4 and 1 6 I+ 1 <j - 3. In this case, by Eq. (2.10) we have 
j-2 j-2 .i - * 
c f?,,Jl - b,)(b,)‘= c d,,(b,)‘- c Omj(bm)‘+’ = 1 - 1 =O. (2.19) 
m=l m=l t?I=l 
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Now, if k = j - 3 and 0 < 1 <j - 4 the innermost sum on m is again zero. 
Thus, the sum in (2.18) reduces to 
j-2 
(-By’-3(-ly’-36?,(b) c 8,,(1 -&J&J-3 
m=l 
i 
j-2 j-2 
=B'-3 1 e,&b,)'-3- c emj(b,)'-2 
m=l m=l 
j-2 
l- 1 B,j(b,)‘-2 , 
I 
(2.20) 
m=l 
by Eq. (2.10). Lemma 2.11 immediately implies that (2.20) equals 
j-2 
B’-3. 1 (l-b,). (2.21) 
i=l 
Combining (2.18)-(2.21) now gives (1.18). Q.E.D. 
We now have what we need for the proof of Theorem 1.7. We conclude 
this section by proving a reduction formula which implies Lemma 2.11. 
More precisely, we prove 
LEMMA 2.22. Let {$m I 1 <m<j-2) be arbitrary and let 
{b, ( 1 6 m 6 j - 2) be distinct. If N is any nonnegative integer, we then have 
j-2 j-2 J-2 
E, A,(b,JN= C (- l)“-” e,(b) 1 q5,(b,)(N-‘). (2.23) 
/= I m=l 
Proof: We first prove by induction on A4 that 
j-2 
m;I dmhJ”= 2 (- 
j-2 
l)“- “e,(b) 1 q5,(b,)‘N-‘) 
/= 1 ??I=1 
j-2 
+ (- 1 Y”’ 1 imeM&)(U’N-M). (2.24) 
m=l 
Equation (2.24) is clearly true for M= 0. Suppose (2.24) is true for M. 
Then, to (2.24) we add 0 in the form 
j-2 
0=(-1)“e iw+l(b) 1 cL(bm)(N-(M+‘)) 
m=l 
j-2 
-(-1)“e ,w+l(b) c 4m(U(N-(M+1)). 
m=l 
(2.25) 
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Adding (2.24) and (2.25) clearly gives 
l-2 (M+I) j-2 
,,c, h7eL)N = ,c, ( - 1 I(‘- %(b) c 4,(u’N-‘) 
m=l 
1-2 
(- ‘lM c h~$,(&,)(b,)‘~-~’ 
m=l 
- (-1)“e M+,(b) ‘f2 fjm(bm)(N-(M+‘)) . (2.26) 
WI=1 
Now, by Eq. (2.5) of Lemma 2.4 we have 
eM+ I(b)=eM+l (&J + h?A&J. (2.27) 
Putting eM+ ,(6) inside the second sum in { . ..} of (2.26), and then applying 
(2.27) and simplifying immediately transforms (2.26) into the (M+ 1) case 
of (2.24). Thus, (2.24) holds. 
Clearly, the M=j- 3 case of (2.24) yields (2.23), completing the proof of 
Lemma 2.22. Q.E.D. 
Remark 2.28. If N=j- 2 and 4, = 13,~, then from (2.10) each of the 
innermost sums over m in (2.23) are 1. Equations (2.1)(2.3) combined 
with this case of (2.23) give (2.12), and hence, Lemma 2.11. 
Remark 2.29. From (2.9), (2.10) and Lemma 2.11 it is clear that 
J-2 
1 h&JN 
m=l 
(2.30) 
is a symmetric polynomial of {b , ,..., bjp2} whenever 0 < N<j- 2. By 
Lemma 2.22 and induction on N it is immediate that (2.30) is a symmetric 
polynomial of {b, ,..., bjp 2} for all nonnegative integers iV. 
Remark 2.31. The special case of Lemma 2.22 in which 4, = 1 and 
b, = m gives 
j-2 J ~- ? J-2 
C mN= C (-l)+“e,(l,2,...,j-2) C rnINpr). 
f?7=1 /= I m=l 
From [ 11, Theorem C, p. 2133 it is well known that 
(2.32) 
(-l)+“e,(l,2 ,..., j-2)= -s(j-l,j-l-l), (2.33) 
where s(n, k) are the Stirling numbers of the first kind which appear in 
enumerative combinatorics. Because of (2.32)(2.33), Lemma 2.22 is closely 
related to classical combinatorial identities. 
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Remark 2.34. In Section 1 we found that (1.29) results from replacing 
bi by q61, for 16 i $j - 2, in (1.17) and then letting q + 1. From this obser- 
vation it is immediate that replacing bi by q6’ in each relation of (2.10) and 
letting q + 1 always yields 
(2.35) 
ifrn 
It is not hard to see that (2.35) is just Good’s identity [13]. Thus, the 
system of relations in (2.9)(2.10) provides a natural q-analog of (2.35) 
which is different than the one discussed in [ 151. 
3. PROOF OF THEOREM 1.7 
Making use of (2.9) and cancelling (1 - aq) we first rewrite (1.8) as 
5 (1 - aq2%aMs-“)~ 
,=o Cl- a)(qMad +% 
. (‘t; (bi), ) 
i= 1 (adbi), 
. (_l)l(l-2).al.q’(“+l)-(:)(j-4) 
(b,b,...bj-,)’ 
where the B,j are given by (2.9). 
The main idea of the proof is to split up each term on the right-hand side 
of (3.1) into two terms, and then recombine parts of adjacent terms into a 
single term on the left-hand side of (3.1). This splitting of terms is deter- 
mined by 
(l-aq2’+1)=(l-aq’+1/b,)+~(l-q’b,). 
m 
(3.2) 
We first look at that part of the Zth term in the right-hand side of (3.1) 
corresponding to 
q (1 -q/b,). 
m 
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We obtain 
‘--2 O,,(l -b,)‘fi2 (1 -aq’+‘/b;)b, 
I[ Ii @qMq-“+‘h m=l ,=I (qL(~q’+“h 
I f m  
. ‘fi 
( 
(bjq), ~(_l)~(i~2).ui+l.qln+~+*-(‘~1)(i-4) 
j= 1 (~db~),+ 1 !  1 (b1b2--b,-.2)/+1 . 
(3.3) 
The expression inside {...} is independent of m and can be brought out- 
side the sum. It is immediate that 
j- 2 J-. 2 
n (1-aq’+‘/bi)6;=(-1)‘-3 n (aq’f’-6;). 
i= 1 i=l 
i#Wl !#Wl 
(3.4) 
By Lemma 1.16 we have 
j-2 j-2 I-2 
(k1P3 1 Bm,j(l-b,) n (qq1+‘-bj)=(-1)jP3 n (1 -bi). (3.5) 
m=l i=l i= I 
!#??I 
Since (l-bi)(qbi)l=(6,)l+I it is clear from (3.4) and (3.5) that (3.3) may 
be written as 
(aq)dq-“+‘)/ 
(4Maq’ +x 
. (-1) 
(/+1)(~-2)Fl.~/+l. /n+/+l-(‘:‘)(jp4) 
(blb2-.-bj:J+’ 
(3.6) 
We next look at that part of the Ith term in the right-hand side of (3.1) 
corresponding to 
(1 - uq’+ ‘lb,). 
We use the facts 
(aqPm),+ 1 = (~db,),~ (1-ad+ ‘lb,), 
J-2 J--2 I-2 
(bmh n (biq),=(l -b,) n (1 -q’bik n l&q),-, 
i=l I= I i=l 
i#Wl Z#fTl 
(3.7) 
(3.8) 
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to obtain 
The expression inside (...} is independent of m and can be brought out- 
side the sum. By Lemma 1.16 we have 
j-2 j-2 j-2 
1 ‘,Jtl -b,) C (1 -q’bi) = (q’)jp3 n (1 -bi). (3.10) 
??I=1 i=l i= 1 
i#m 
Since (1 - b,)(b,q),- r = (bi), it follows from (3.10) that (3.9) becomes 
(aq)r(q-“+ 1)1 jp2 (bib 
(4M4 +9/ i!! GA 
. (_1)((1--2).al.q/(“+l’-(:)(j~4) 
(b,b,“‘bj-,)’ 
(3.11) 
For convenience let the expressions in (3.6) and (3.11) be denoted by rxl 
and p,, respectively. In order to finish the proof of Theorem 1.7 it only 
remains to show that the term corresponding to 1 on the left-hand side of 
(3.1) is (a,-, +/I,). To this end we need 
(e!),- 1 = (ahAl -aI, (3.12) 
(4-“+1)r~1=(4~“),/(l-q~“), (3.13) 
(3.14) 
(uq),=(u),.(l-uq’)l(l-a), (3.15) 
(q-“+I),= (q-“),.(l -q’-“)/(1-q-“). (3.16) 
Making use of (3.6) and (3.11 k(3.16) it is not hard to see that 
i 
(aMq-“)j 
(%l+BI)= (l-u)(q),(uq’+“), f{& 
.  (_l)~(i~2).ui.ql(n+l)~(~)(i~4) 
(blb*‘o’bj-*)’ > 
. [-q-“(1 -q/)(1 -uq/+y 
+ (1 -uq’)(l -q’-“)I/(1 -q-y. (3.17) 
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It clearly follows that 
[-q-“(1 -q’)(l -uq[+” )i-(1 -aq’)(l-q’-“)1/(1-q-“) 
= [l -q-“-aq*‘+aq*‘-“]/(I -4-y 
= (1 -q-“)(l -aq2’)/(1 -4-y 
= (1 - aqy, (3.18) 
whenever O<I<n. Note that CI-,=B~=O. Combining (3.17) and (3.18) 
completes the proof of Theorem 1.7. Q.E.D. 
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