In other words, although the fact that risk-taking increases during the first part of adolescence is consistent with the idea that puberty plays a role in the process, some changes in risk-taking and decision making may coincide with puberty, but be independent of it. For example, normative changes in the context in which individuals live during adolescence may contribute to changes in decision making, and to the increase in risk-taking in particular. Because peers take on increased importance at this time, adolescents may begin to engage in certain types of risky behavior in order to demonstrate or facilitate their affiliation with others. Similarly, because there is typically a weakening of parental supervision as individuals transition from childhood into adolescence, increases in risky behavior may be the consequence of greater opportunity to engage in behaviors that at earlier periods of development had been deterred by the presence of parents.
Our purpose in this article is to examine research on the relation between puberty and risktaking in adolescence (and, especially, on aspects of decision making that are relevant to our understanding of risky behavior), and to begin sorting out the developmental processes that are likely to be puberty-dependent and puberty-independent. Because there are so few studies of the direct role of pubertal development in adolescent decision making about risk, we approach the issue indirectly and speculatively, describing how decision making changes around the time of puberty, discussing the links between changes in decision making and changes in brain structure and function during adolescence, and, where there is evidence, noting what is known about the ties between the hormonal changes of puberty and changes in brain and behavior and, perhaps more importantly, what is not.
Before proceeding with this discussion, a few caveats are in order. First, because there are relatively few studies that examine the direct links between puberty and decision-making, or risky decision-making in particular, it is hard to draw generalizations from this literature. Our assessment of this body of work is that there are sufficient grounds to advance several informed hypotheses, but not yet grounds to draw firm conclusions. The main aim of this article is not to summarize research on puberty and risky decision-making, but to stimulate more of it by providing readers with some suggestions for further study.
Second, one reason for many apparent inconsistencies and contradictions in this literature is the wide diversity of constructs used and the methods and measures employed. Many different terms are used for constructs that are similar but not exactly identical; for example, sensation-seeking, reward-seeking, novelty-seeking, and thrill-seeking have all been used to refer to the inclination to engage in potentially arousing experiences, although not all of the experiences that are often discussed with respect to sensation-seeking are novel (e.g., riding on a roller coaster that one has ridden previously) or thrilling (e.g., drinking alcohol), and some may not even be immediately rewarding (e.g., self-inflicted cutting). Moreover, researchers use a wide variety of measures and methods to assess the same constructs, some of which may not measure what they purport to measure, or may inadvertently measure multiple phenomena. For instance, although sensation-seeking and impulsivity are entirely different constructs (e.g., one can pursue a novel or exciting goal with a great degree of planning and self-control), self-report measures of these constructs often contain overlapping items (see Steinberg et al., 2008) . For example, the Zuckerman Sensation Seeking Scale (Zuckerman, Eysenck, & Eysenck, 1978) , perhaps the most widely used selfreport measure of sensation-seeking, includes items such as "I often do things on impulse," "I usually think about what I am going to do before doing it," and "I am an impulsive person." As a consequence, studies that link a specific construct to age or puberty might produce results that differ from those that examine a related, but not identical, construct. Apparent inconsistencies in findings may be due to inconsistencies in the constructs and operationalizations employed. In addition, the way that pubertal maturation is measured, defined, and demarcated can vary drastically from one study to another. Commonly used measures of puberty include self-reports, clinician observations, and hormonal assays, which have been scored both continuously and categorically, and there have been many discussions about the validity and reliability of various measures, as well as their intercorrelations (for review see Dorn & Biro, 2011) .
Third, studies in this area of inquiry often define the outcome variables of interest at different levels of analysis. For purposes of this paper, we view "reward sensitivity" and "cognitive control" as neurobiological constructs that are measured in studies of brain structure and/or function (see Figure 1 ). These neurobiological phenomena have psychological manifestations (in our terminology, "sensation seeking" and "self regulation") that are measured by assessing psychological states or traits through the subjective reports of individuals or their evaluators. For heuristic purposes, we use "sensation-seeking" as an overarching label for a number of interrelated constructs that refer to the inclination to "seek varied, novel, complex, and intense sensations and experiences and the willingness to take physical, social, legal, and financial risks for the sake of such experiences" (Zuckerman, 1994, p. 26) . Recruitment of brain regions and systems implicated in reward-processing (e.g., ventral striatum, orbitofrontal cortex) has been linked to measures of sensation seeking in humans and animals (Abler et al., 2006; Leyton et al., 2002; Lind, 2005) .
In a similar vein, we use the label "self regulation" to refer to a group of interrelated but distinguishable constructs that refer to the capacity to deliberately modulate one's thoughts, feelings, or actions in the pursuit of planned goals; among these constructs are impulse control, response inhibition, emotion regulation, and attentional control. Aspects of selfcontrol have been linked to the functioning of brain regions and systems that subserve cognitive control (e.g., lateral prefronal, lateral parietal, and anterior cingulate cortices).
Variations in sensation-seeking and self regulation, in turn, are associated with variations in behaviors, including risk-taking, which can be measured through objective reports or observations. In our model, risk-taking is a subset of many aspects of decision-making that share some, but not all, characteristics in common. Furthermore, as the Figure indicates, all decision-making takes place within a broader context that encourages and enables some acts but discourages and prohibits others.
Fourth, the links among these neurobiological, psychological, and behavioral constructs are imperfect, because they are moderated by other, often unmeasured, individual and contextual variables. An individual might be highly reward-sensitive but might have other qualities that lead him or her to inhibit the pursuit of arousing stimuli (e.g., high trait anxiety). Someone may be high in self-regulation, but in the face of strong peer pressure, might behave more recklessly than one would have predicted on the sole basis of a score on a measure of impulse control. An individual whose neurobiological and psychological inclinations would point to binge drinking will be more likely to drink to intoxication in a context in which alcohol is easily available than in one in which it is much harder to obtain. Not surprisingly, then, the relation between puberty and reward-sensitivity or cognitive control may be different from that between puberty and sensation-seeking or self regulation, and the relation between puberty and sensation-seeking or self regulation may not be the same as that between puberty and actual risk-taking. In particular, the sharpest increase in risky behavior may occur later in development than the peak in pubertal change or the peak in sensation-seeking, because real-world risk taking is influenced by a wide constellation of factors that may modulate the impact of pubertal hormones or sensation-seeking tendencies on behavior. Puberty, on average, takes place when antisocial peer influence is still relatively weak and parental monitoring is still relatively vigilant (Collins & Steinberg, 2006) . Thus, although pubertal hormones may incline the adolescent toward sensation-seeking, it is unlikely that the onset of puberty immediately triggers a rampage of recklessness. Although we argue that puberty and risky behavior are related, it would be foolish to expect that they move together in perfect lockstep.
Finally, as Figure 1 indicates, we hypothesize that reward-sensitivity and its psychological manifestation, sensation-seeking, are more strongly influenced by the biological changes of puberty than are cognitive control and its psychological manifestation, self-regulation. Although we believe that there is some limited support for this hypothesis in the extant literature, we recognize that there are findings that contradict or qualify this proposition (e.g., Perrin et al., 2008) . In an effort to advance research on puberty and adolescent risky decision making, we offer this proposition not as a conclusion, but as a bit of cautious speculation that researchers may want to pursue in subsequent study.
A roadmap to this paper may be helpful: We begin by describing decision making as it plays out under "cold" and "hot" circumstances. As we explain, age differences in decision making are far smaller under conditions of low arousal ("cold") than they are when arousal is high ("hot"), particularly in mid-adolescence, when the gap between sensation-seeking and self-regulation is greatest (Harden & Tucker-Drob, 2011; Shulman, Chein, Harden, & Steinberg, 2013) . Having established the importance of these factors in adolescents' decision making about risk, we describe the processes that might underlie risky decision making during adolescence, noting the ways in which the cognitive and socio-emotional changes of the period interact. Our discussion here is informed by so-called "dual systems" models, which focus on two distinct processes: one that supports reasoned, deliberative decisions and the other that encourages affective, impulsive, reward-focused decisions. We relate these distinct decision making processes to specific brain systems and explore the links among pubertal maturation, behavioral changes, and brain development over the course of adolescence. As we shall argue, asynchrony in the structural and functional maturation of the brain leaves the brain's affective processing system in a state of relative hypersensitivity during a time when the brain's deliberative processing system is not yet mature enough to compensate for the heightened affective response, thereby creating a period of vulnerability to affective inputs that encourage risky and reckless behavior. This asynchrony, we argue, may be partially linked to pubertal influences on development and, especially, to pubertal influences on affective processing.
The importance of affective and contextual factors in adolescent risk-taking
The fact that adolescents make notably different decisions about risk than adults, even though they possess the same basic reasoning and information processing skills, presents a challenge to simple rational accounts of adolescents' behavior. Accordingly, many researchers interested in adolescent decision making have called attention to the importance of other factors that impact decisions about risk, including prior experience, socio-emotional influences, and social context (e.g., Miller & Byrnes, 1997; Fischhoff, 2008; Loewenstein, Weber, Hsee, & Welch, 2001; Reyna & Farley, 2006; Steinberg, 2008) .
In recognition of the importance of these factors, researchers have devised ways to examine age differences in decision making in the laboratory by using experimental manipulations designed to induce shifts in the balance between "cold" and "hot" processing. A variety of approaches have proven useful in modulating the balance between these processing pathways, including manipulations of the quality of feedback given to participants during task performance (Figner, Mackinlay, Wilkening, & Weber, 2009) , of the emotional content of task stimuli (Somerville, Hare, & Casey, 2011) and of the social conditions under which tasks are performed (Gardner & Steinberg, 2005; Chein, Albert, O'Brien, Uckert, & Steinberg, 2011) . Here we give two examples of research in this spirit.
To examine whether the emotional context of decision-making influences the relative involvement of "cold" and "hot" processes differently among adolescents and adults, Figner and colleagues (Figner et al., 2009 ) manipulated feedback-related arousal in a risky decision-making task. In the task, referred to as the Columbia Card Task, participants were shown a grid of face-down cards. After being informed that the deck contained a specified number of "good" cards that would incrementally increase winnings and a specified number of "bad" cards that would substantially reduce those winnings (and end the round), participants were asked to choose how many cards they wished to turn over. In a "cold" condition, no feedback was provided until the end of game play, long after the participant had committed to turning over a certain number of cards for each round. In the "hot" version, designed to trigger increased involvement of the affective pathway, participants were instructed to turn the cards over one at a time, and were presented with immediate feedback on gains and losses with each card turn. Thus, whereas the "cold" version encouraged participants to rationally determine the optimal choice (based on the known value and probabilities of gain and loss cards), the "hot" version provided continuous affective feedback (e.g., rewards and punishments) to guide the decision-making process.
Under "cold" conditions, adolescents (split into groups of 13-16 and 17-19 year olds) and adults (20 years and older) demonstrated similar behavior (i.e., opted, on average, to turn over the same number of cards), with both groups approximating the statistically optimal pattern of behavior based on the value and ratio of "good" versus "bad" cards in the deck. Regardless of age, participants increased their rate of risk-taking in the "hot" version of the task, but the effect of the feedback manipulation was greatest among the adolescent groups, who turned over significantly more cards in the "hot" version than did the adults. The results indicate the increased sensitivity of adolescent participants to the affective manipulation, and the consequent increase in the tendency to engage in risky decision making.
A second illustration of the impact of context on age differences in decision making is a risky driving study completed in our lab (Chein et al., 2011) . In a simulated driving game (The "Stoplight Game") players tried to reach a destination as quickly as possible by making decisions as their car proceeded through a series of traffic intersections. At each intersection, the player could play it safe by hitting the brakes, resulting in a short delay at the light, or could take a chance by running the changing light in the hopes of moving on without delay, but risking a costly crash (and suffering a long delay). Participants were told that how quickly they made it to the end destination would influence a monetary bonus given at the end of the study session. In this task, peers (same-aged, same-sex friends) were watching via computer interface from a neighboring room, so no direct distraction was present. Overall rates of risk-taking (and subsequent crashes) did not differ between adolescents and adults when the game was played alone (the "cold" setting). However, when tested with a peer audience (the "hot" setting), adolescents showed a significant increase in risk-taking, whereas adults did not.
The relevance of socio-emotional context in adolescents' decisions about risk is a central aspect of "dual systems" models of decision making, which characterize decision making as the byproduct of an interaction between processes that support controlled, reasoned, and deliberative behavior and those that drive reactive, emotional, and reward-sensitive responding. Indeed, the ability of dual-process models to accommodate the interacting influences of cognitive and affective inputs to decision making has elevated this class of models to the forefront of research on adolescent cognitive development (for a full review see, Steinberg, 2010 , although see Pfeifer & Allen, 2012 , for a recent critique).
The dual systems account
Dual-systems models offer a straightforward account for why adolescent decision making about risk often seems to parallel that of adults when studied under typical laboratory conditions but deviates substantially from that of adults under "hot" conditions and in many real-world contexts. Specifically, many laboratory studies of age differences in risky decision making purposefully minimize socio-emotional and situational factors that are present in everyday situations. Accordingly, these studies only observe the type of decision making that results from relatively slow, "cold," analytical processes, in the absence of strong affective inputs. Though some of the mental machinery that supports "cold" processing continues to mature well beyond adolescence (e.g., lateral prefrontal cortex: O'Donnell, Noseworth, Levine, & Dennis, 2005; Asato, Terwilliger, Woo & Luna, 2010; Giedd, 2008,) the developmental state of this system during adolescence is generally adequate to support reasoned decision making in minimally arousing situations (Chein et al., 2011; Eshel, Nelson, Blair, Pine, & Ernst, 2007; Figner et al., 2009; Gardner & Steinberg, 2005; Van Leijenhorst, Westerberg, & Crone, 2008) .
However, real-world decision making is often conducted under conditions of heightened arousal -e.g., when opportunities for reward and the presence of others are highly salient features of the decision-making environment. According to the dual-systems account, the reactive, "hot," pathway is in a state of hypersensitivity during adolescence, and socioemotional contextual factors provide a drive to activation of this hypersensitive system. In other words, increased risk-taking during adolescence can be explained by an increased tendency for adolescents to utilize the "hot" rather than the "cold" pathway when affective contextual influences are present (Gerrard, Gibbons, Houlihan, Stock, & Pomery, 2008; Casey, Getz & Galvan, 2008; Chambers, Taylor, & Potenza, 2003; Dahl, 2004; Steinberg, 2008 Steinberg, , 2010 . Although adults also encounter decision-making situations in which emotional arousal and social influence are present, adults are less sensitive to these affective inputs both because the responsiveness of the affective pathway may be attenuated in adulthood, and because adults possess a more fully matured capacity for cognitive control that allows impulsive, reactive, responses to be held in check (Chein et al., 2011) . The extent to which the maturation of cognitive control itself dampens the responsiveness of the affective pathway is an important, but unstudied, question.
The cognitive and affective pathways discussed in dual-systems accounts are not merely useful theoretical constructs, but have been associated with two specific, interacting, brain systems that are implicated in decision making. Research on the neural mechanisms that subserve deliberative processing has generally focused on a network of interacting brain centers including the lateral prefrontal cortex most prominently, but also regions of the posterior parietal cortex and areas of the dorsal prefrontal midline (especially the dorsal anterior cingulate cortex) (Casey et al., 2001; Casey et al., 2008; Eshel et al., 2007; Luna, Padmanabhan, & O'Hearn, 2010) . In the cognitive neuroscience literature, this "cognitive control" network of brain regions is often described with respect to its involvement in selfregulation, the ability to withhold prepotent responding in favor of deliberative, planned, goal-directed, and contextually appropriate actions (Botvinick, Braver, Barch, Carter, & Cohen, 2001; Chein & Schneider, 2005 Miller & Cohen, 2001 ). The affective pathway described in dual-systems models is most closely associated with a network of limbic and paralimbic areas involved in emotion-and reward-related processing, most notably the ventral striatum (which subsumes the nucleus accumbens), but also the orbitofrontal cortex, ventromedial prefrontal cortex, amygdala, and superior temporal sulcus (Adolphs, 2003; Knutson & Cooper, 2005; Robbins & Everitt, 1996; Singer, Kiebel, Winston, Dolan, & Frith, 2004; Spear, 2009,) . This network, which governs reward sensitivity, among other functions, is thought to influence the suite of inclinations we refer to as "sensation-seeking."
The influence of puberty on development of the cognitive and affective pathways As we discuss next, there is both behavioral and brain-related evidence suggesting that adolescence is an important time of change for certain cognitive and affective processes. However, the developmental changes occurring in these systems follow different timelines. At a basic, and admittedly simplistic, level of description, the cognitive mechanisms associated with deliberation follow a linear and protracted developmental trajectory that extends into adulthood (Davidson, Amso, Anderson, & Diamond, 2006; Steinberg et al., 2008; , well beyond the most striking period in pubertal development, whereas the processes that underlie affective responding exhibit an inverted-U shaped pattern of developmental change that is most dramatic during the first part of adolescence Cauffman et al., 2010) , the most significant period of pubertal development. These differential temporal correlations between cognitive development, affective development, and pubertal change provide clues that puberty plays a differential role in the development of each pathway, with puberty having an especially strong impact on the development of the affective pathway. Below we review this evidence in greater detail, beginning first with evidence from studies exploring the behaviors that are most closely tied to the deliberative and affective pathways, and then shifting our attention to explorations of the relation between brain development and pubertal development. To foreshadow, although there are some interesting and potentially informative inconsistencies in the literature, the weight of the available evidence seems to suggest that puberty plays a causal role in producing the imbalance between "cold" and "hot" processing that characterizes adolescent decision making about risk, mainly through its impact on processes subserved by the affective pathway, especially, reward-sensitivity.
Pubertal influences on behavior
Many basic cognitive, information-processing, and reasoning skills reach adult-like levels before mid-adolescence, and do not change substantially thereafter . Accordingly, the maturation of these foundational skills does not likely explain the large differences between adolescents' and adults' decision making about risk. However, one important cognitive skill, the capacity for self-regulation, exhibits a much more protracted period of maturation that extends across adolescence and into early adulthood Steinberg et al., 2008; . Given that the protracted development of this ability does not parallel the course of pubertal development, it is perhaps unsurprising that few studies have explored the direct relationship between pubertal maturation and the development of self-regulation. We are aware of just two relevant studies, and these studies have conflicting results. First, in a study of selfreported impulse control and pubertal stage, Warren and Brooks-Dunn (1989) reported a curvilinear trend, in which impulse control is heightened during early and late puberty but low at intermediate stages. They found that this effect was further increased when chronological age was controlled. When the relationship between impulse control and the development of secondary sexual characteristics (i.e., breast development) was assessed, more advanced physical maturation was related to higher levels of impulse control, although this relationship was not significant once age was controlled. In contrast, Steinberg and colleagues found that impulsivity, as indexed both by self-report and performance on a behavioral task, was correlated with chronological age but not pubertal status (Steinberg et al., 2008) . The discrepancy between these studies may be due to the use of different operationalizations of impulse control; Warren and Brooks-Gunn used items from the Impulse Control subscale of the Offer Self-Image Questionnaire (Offer, Ostrov, & Howard, 1981) , on which more than half of the items are questionable indices of impulsivity, and appear to be more reflective of negative affectivity [e.g., "I fear something constantly," "At times I have fits of crying and/or laughing," "I carry many grudges," and "Even under pressure I manage to remain calm"], whereas Steinberg et al. used items from the Barratt Impulsivity Scale, which has better face validity as a measure of impulse control. (Interestingly, studies directly examining puberty and negative affectivity find that they are positively correlated among females (Negriff & Susman, 2011) , which may account for the Warren and Brooks-Gunn finding.)
While there is little research on the direct impact of pubertal processes on the development of the self-regulatory abilities involved in "cold" decision making, there is evidence pointing to a more direct link between pubertal maturation and developmental changes in the "hot," affective processing pathway. To begin, the recruitment of "hot" processes during adolescent decision making is consistent with a peak in reward-sensitivity. Heightened sensitivity to reward is implicated in increased sensation-and novelty-seeking, attention to reward, emotional arousal, and attention to social information. These behaviors are more prevalent among adolescents compared to both children and adults. Evidence for curvilinear developmental changes in psychological and behavioral manifestations of reward-sensitivity is demonstrated in a study examining age differences in reward processing, risk taking, and psychosocial maturity in a large sample of individuals ranging from 10 to 30 years old (for a complete review of study findings, see ). This study provided evidence for peaks (followed by declines) in early-to-middle adolescence of selfreported risk preference (Steinberg, 2009 ) and sensation-seeking (Steinberg, Albert, et al., 2008) , as well as behavioral indicators of reward sensitivity (on a modified version of the Iowa Gambling Task; Cauffman et al., 2010) and preference for immediate over delayed rewards ).
The direct influence of pubertal hormones on reward-seeking behavior has been demonstrated in a series of studies using animal models. Specifically, administrations of testosterone and/or estradiol have been tied to increased conditioned place preference (Alexander, Packard, & Hines, 1994) , lever pressing for drug and saccharin administration (Clark, Lindenfield, & Gibbons, 1996; Miele, Rosellin, & Svare, 1988) , and reward-related brain stimulation (Bless et al., 1997) . It is posited that androgens have reinforcing effects that increase the salience of rewarding stimuli (Wood, 2004) .
The reinforcing effects of androgens also have been demonstrated in humans, both with naturally elevated and artificially administered testosterone (Stanton, Liening, & Schultheiss, 2011; VanHonk et al., 2004) . Using the Iowa Gambling Task (IGT), Stanton et al (2011) examined salivary levels of testosterone and task performance in young adults. They found that individuals with naturally high levels of testosterone exhibited elevated reward-seeking and decreased punishment avoidance, resulting in disadvantageous decision making. In a similar study, testosterone was artificially administered to young women prior to completing the IGT (VanHonk et al., 2004) . Following testosterone administration, participants showed increased reward-seeking, again resulting in disadvantageous decision making, similar to effects seen in studies of naturally high levels of testosterone. Hormonedependent increases in reward sensitivity thus may bias an individual towards risk-taking. Sensation-seeking is likely influenced by reward-sensitivity and follows a similar developmental trajectory, peaking during adolescence and declining through adulthood Zuckerman et al., 1978) . A recent analysis of cross-sectional data from more than 7500 individuals between the ages of 12 and 24 found that self-reported sensation-seeking followed an inverted-U shaped function, peaking in mid-adolescence, whereas impulsivity declined linearly over the course of adolescence and into young adulthood (Harden & Tucker-Drob, 2011) . Importantly, sensation-seeking during adolescence is more closely tied to pubertal maturation than chronological age (Steinberg, et al., 2008) . High levels of sensation seeking behavior are also closely tied to hormone levels during adolescence. For example, Martin and colleagues (2002) found that self-reported sensation seeking was positively correlated with pubertal maturation in a group of early adolescents, an effect that was present even when controlling for chronological age. Additionally, sensation seeking mediated the relationship between puberty and risky behaviors, such as substance abuse. Sensation seeking and substance use have also been closely tied to testosterone release in males (Bauman et al., 1989; Daitzman & Zuckerman, 1980) and estrogen release in females (Daitzman et al., 1978; Martin et al., 1999) .
The fact that post-pubertal levels of sex hormones remain high long after sensation-seeking begins to decline indicates that the relation between puberty and sensation-seeking is more complicated than a simple one-to-one correspondence between the two. Several possibilities come to mind. First, sensation-seeking, although influenced by reward-sensitivity, may also be affected by other factors that follow a different developmental trajectory. As we noted earlier, research has not examined the extent to which maturation of cognitive control, which we hypothesize is independent of puberty and which continues long after pubertal maturation is complete, may dampen sensation-seeking. Second, it may be the degree of change in pubertal hormones, rather than their absolute levels, that influence rewardsensitivity; sensation-seeking may therefore peak in adolescence because of the heightened rate of hormonal change. Finally, situational factors may again moderate the relationship:
25-year-old males may have testosterone levels comparable to those of 16-year-olds, but 25-year-old males are more likely to have wives and jobs, both of which put a damper on risky behavior (Sweeten, Piquero, & Steinberg, 2013) .
Overall, then, behavioral research is consistent with the hypothesis that changes in behaviors subserved by the "hot," affective pathway are likely to be linked to the hormonal changes of puberty. There is insufficient research on the relation between pubertal maturation and cognitive control to draw any definitive conclusions. From an evolutionary standpoint, it makes good sense that the hormonal changes of puberty are linked to increases in rewardsensitivity, sensation-seeking, and risk taking, since these changes increase the likelihood that adolescents will leave the natal environment to mate outside the family (Steinberg, 2008) . Further research should explore the possibility that pubertal maturation exerts a stronger influence on reward-sensitivity than on cognitive control.
Pubertal influences on brain development
Studies exploring the ways in which the human brain changes -at a global level, but also within the two specific brain networks thought to underlie deliberative and affective processing -during the period from preadolescence into adulthood have fundamentally informed our understanding of the forces that influence adolescent decision making. Of particular importance is the idea that brain development does not follow a single global pattern, but instead, that the different brain systems involved in cognitive control and reward processing seem to undergo asynchronous periods of change evincing a pattern consistent with speculation that changes in systems that subserve reward processing may be more influenced by pubertal maturation than changes in systems that subserve cognitive control.
During adolescence there are hormonally-driven organizational and activational changes in the brain (Schulz, Molenda-Figueira, & Sisk, 2009; Sisk & Zehr, 2005) . Activational changes are considered transient, and the brain systems affected by them often return to their pre-activated state when hormone levels subside; in contrast, organizational changes are permanent changes in the structure and organization of brain regions that are initiated by the release of hormones but not dependent on continuing hormone release (for full review see Sisk & Zehr, 2005) . Historically, organizational/activational theories posited that perinatal hormone exposure resulted in organizational changes that were then reactivated during hormone release in adolescence (Phoenix, Goy, Gerall, & Young, 1959) . However, recent studies have demonstrated that there are organizational changes occurring during adolescence as well, and, moreover, that these organizational changes may be critical for activational changes to take place (e.g. Meek et al., 1997; Schulz et al., 2004 ; for full review see Sisk & Zehr, 2005) . For example, prepubescent rodents do not exhibit reproductive behaviors when administered gonadal hormones, suggesting that this system is reorganized during puberty to allow activation of adult behaviors (Sato et al, 2008) . The extent to which puberty-related changes in brain structure and function during adolescence are due to the activational effects of gonadal hormones, organizational effects, or some combination of the two, is not known.
Adolescence is characterized by two critical structural changes in the brain: decreases in gray matter volume (neuronal bodies) and increases in white matter volume (myelinated axons). Gray matter loss during adolescence is not spatially uniform across the brain, and instead, occurs at different times and rates in different brain regions (for recent reviews see Giedd & Rapoport, 2010; Gogtay and Thomson, 2010) . The initiation of gray matter loss in the frontal cortex during adolescence is considered a hormone-dependent process (Giedd et al., 1999; Gogtay et al., 2004; Peper et al, 2009; Sowell et al., 2001) . In contrast, increases in white matter have traditionally been considered a hormone-independent process, occurring at the same rate from childhood through adolescence, with no significant changes in the acceleration of growth during puberty (Paus et al., 2001 ). This relatively linear pattern of development has been taken as evidence that white matter development is relatively independent of puberty (since it continues long after pubertal maturation is complete) and must be driven in part by non-puberty-related forces, including learning and experience. However, in light of recent research indicating that pubertal hormones may in fact play a role in white matter development (Perrin et al., 2008 (Perrin et al., , 2009 ), more studies of the effect of pubertal hormones on white matter development during adolescence are needed.
Research on the development of cognitive control has focused mainly on changes in the lateral prefrontal cortex (PFC) (Casey, Getz, & Galvan, 2008 , Luna, Padmanabhan, & O'Hearn, 2010 . In line with behavioral studies showing protracted maturation of selfregulation beyond adolescence, structurally, this brain area is among the last to reach adultlike cortical composition (Giedd, 2006) . For example, cortical thinning (associated with decreases in gray matter and increases in white matter) in the PFC is evident throughout adolescence and well into the second decade of life, indicating that this system continues to mature even beyond late adolescence (Asato, Terwilliger, Woo & Luna, 2010; Giedd, 2008; O'Donnell, Noseworth, Levine, & Dennis, 2005) .
The proposed link between structural brain maturation and gains in self-regulation is further supported by convergent evidence from functional neuroimaging studies of developmental differences in the neural correlates of self-regulation (Andrews-Hanna et al., 2011; Luna & Sweeney, 2001; Rubia, et al., 2006; Rubia et al 2007; Tamm, Menon, & Reiss, 2002) . Imaging studies utilizing a variety of self-regulation paradigms (e.g., Go-No/Go, Stroop, flanker tasks, antisaccade) suggest that adolescents recruit the cognitive control networkespecially the lateral PFC -less efficiently than do adults (Adleman et al., 2002; Bunge, et al., 2002; Casey et al., 1997; Casey et al., 2008; Durston et al 2006; . In general, adolescents show stronger activation than children of the lateral PFC while performing cognitive control tasks, consistent with structural maturation of the region in early adolescence (e.g., . In contrast, between adolescence and adulthood, differences in activation appear to reflect a process of refinement in the recruitment and coordination of structurally mature regions, rather than gross differences in level of activation (Tamm, Menon, & Reiss, 2002) . Specifically, adolescents show increasingly focal engagement of task-relevant regions supporting cognitive control, a functional advance that may reflect the increased integrity and efficiency of inter-regional connections (Durston et al., 2006) . In fact, increased inter-region connectivity, as measured by DTI, is positively correlated with self-reported impulse control during adolescence (Silveri et al., 2006) and with self-reported resistance to peer influence (Paus et al., 2008) . Studies have also reported weaker activation in the PFC in adolescents compared to adults during risky decision making, consistent with the notion that heightened risk taking in adolescence may be due in part to immaturity in cognitive control brain systems (Bjork et al., 2007; Chein et al., 2011) . We could find no studies that explicitly examined the relationship between frontal lobe function and pubertal maturation, but there is little evidence in either the behavioral or neuroimaging literatures that gains in self-regulation are attributable to a hormonedependent process.
One of the most important structural and functional brain changes during adolescence is the maturation of limbic and paralimbic areas associated with reward processing (including the amygdala, ventral striatum, orbitofrontal cortex, medial prefrontal cortex, and superior temporal sulcus). This network is centrally involved in the processing of social and emotional stimuli (e.g., face recognition, social judgments, social reasoning; Adolphs, 2003) and, importantly, includes neural circuits that mediate reward-sensitivity (Spear, 2009) . Moreover, there is considerable overlap within this network between regions showing activation in response to social stimuli and regions that are differentially activated in response to variations in reward magnitude (e.g., the ventral striatum and medial frontal areas) (Steinberg, 2008) . However, the majority of reward-processing studies have focused on the ventral striatum as key player in motivated behaviors.
Findings from studies of age-dependent functional activation of the ventral striatum map nicely onto evidence showing heightened reward sensitivity during adolescence relative to childhood and adulthood. For example, several recent functional neuroimaging studies of age differences in reward processing have found increased BOLD activation in the striatum among adolescents in response to reward anticipation, compared to adults and children (Ernst et al., 2005; Galvan et al., 2006; Geier et al., 2010) . In adolescents, striatal response to reward is also magnitude dependent, wherein activation increases as the magnitude of the reward increases . Although opposite results were found in an fMRI study of age differences in reward anticipation (rather than receipt), with adolescents showing decreased ventral striatum activation relative to adults (Bjork et al., 2004; Bjork et al., 2010) , a recent review of research on developmental changes in reward sensitivity, as indexed by activation of ventral areas in response to rewarding stimuli, concluded that there is considerable support for the notion that reward sensitivity is higher in adolescence than before or after (Galvan, 2010) .
Importantly, during risky decision-making tasks, adolescents show increases in striatal activation during receipt of reward compared to children and adults, suggesting sensitivity to feedback (Ernst et al., 2005; Van Leijenhorst, Moor et al., 2010 , Van Leijenhorst, Zanolie et al., 2010 . While some studies examining striatal activation during decision making have found increased striatal activation in adolescents compared to adults (Chein, et al., 2011; Van Leijenhorst, Zanolie et al., 2010) , others have found no developmental differences (Eshel et al., 2007; Van Leijenhorst, Moor et al., 2010) . However, the magnitude of striatal activity during decision making has been found to be correlated with self-reported risktaking and to be predictive of whether or not a risk will be taken (Chein et al., 2011) . Differences in developmental accounts of striatal activation during decision-making tasks may be due to nuances in experimental manipulations, but quite consistently highlight the selectivity of the striatum during the decision-making process.
Few neuroimaging studies have attempted to study the relationship between pubertal development and functional activation in reward-related regions. One exception is a recent study by Forbes and colleagues (2010) , which compared reward processing in pre/early pubertal adolescents, mid/late pubertal adolescents, and post-pubertal adults. Importantly, all adolescents were within the same age group (girls aged 11-12, and boys aged 12-13). During receipt of reward, mid/late pubertal adolescents exhibited weaker striatal response and stronger PFC response compared to pre/early pubertal adolescents. The mid/late pubertal adolescent group did not differ from the adult group, suggesting that a near mature reward processing system is in place by the end of puberty. In addition, testosterone levels were negatively correlated with striatal response to reward outcome (keep in mind that testosterone levels increase steadily during puberty and, unlike reward sensitivity, do not decline during the transition from adolescence to adulthood). However, in boys testosterone was positively correlated with reward anticipation. These findings suggest that testosterone may influence the striatum differentially during the anticipatory and consummatory phases of reward processing and that sex differences may be particularly important during this period of development. Nonetheless, this study provides evidence that reward sensitivity decreases during the later stages of pubertal maturation, perhaps suggesting desensitization of the activational effects of gonadal hormones on the reward system in the later stages of pubertal development.
Another recent publication, by Op de Macks and colleagues (2011), examined the relationship between reward-related activation and pubertal hormones in a sample of 10-to 16-year-olds during a risk-taking task. Contrary to Forbes et al., (2010) , Op de Macks found that testosterone levels were positively associated with striatal activation to receipt of reward among both male and female adolescents, suggesting that testosterone continues to have an activational effect on reward processing in mid-adolescence. Differences between these two studies may be due to task-related differences or differences in participant ages (as we discuss later in this article, the interpretation of correlations between pubertal indices and behavioral outcomes is difficult when the age range of the participants is wide). However, the Op de Macks finding is in line with animal studies indicating the reinforcing behavioral effects of pubertal hormones throughout the lifespan (Alexander, Packard, & Hines, 1994; Clark, Lindenfeld, & Gibbons, 1996) . In addition, positive relationships between testosterone/estrodiol levels and striatal response to reward are also seen in adults who are artificially administered testosterone (Hermans et al., 2010) and women in the follicular phase of the menstrual cycle, when estrogen levels are high (Dreher et al., 2007) , suggesting that the activational effects of pubertal hormones on reward responsivity (but perhaps not their organizational effects) continue into adulthood.
In further exploration of the influences of gonadal hormones on brain structure, one line of research has focused on the pattern of proliferation and pruning of dopamine receptors in the striatum and prefrontal cortex (PFC) during adolescence as an underlying mechanism of increased functional activation of the reward-related system during this period (Sisk & Foster, 2004) . Developmental changes in the mesocorticolimbic dopamine system, in particular, appear to coincide with shifts in reward-related behavior (Spear, 2009) . Briefly, this system includes dopamine neurons projecting from the midbrain (substantia nigra and ventral tegmental area) to the striatum (including the nucleus accumbens) and PFC. Converging evidence points to changes around the time of puberty in dopamine receptor density and distribution and in subsequent neurotransmission in the striatum and PFC. Dopamine receptor binding in the rat striatum peaks in adolescence at levels that are 30-45% greater than those observed in adulthood (e.g., Teicher et al., 1995) . Furthermore, excitatory dopamine input to the PFC shows adolescent peaks in both rodent (Spear, 2009) and non-human primate populations (Rosenberg & Lewis, 1995) . Despite evidence for lower basal levels of dopamine release in adolescent (relative to adult) rats, adolescent rats evince greater dopamine release than adults in response to certain rewarding stimuli (Laviola, Pascucci, & Pieretti, 2001) . Dopaminergic remodeling and associated changes in the reward system have not been directly linked to puberty-related gonadal hormones. Research with gonadectomized rodents demonstrates normative patterns of dopaminergic proliferation and pruning, indicating that such neural development is not dependent on organizational changes in hormones at puberty (Spear, 2009) . It is important to keep in mind, however, that many neuroendocrinological changes that take place around the time of puberty are linked to hormonal events that organize the brain long before adolescence, and that are not reflected in changes in gonadal hormones at puberty (Sisk & Foster, 2004) . The impact of pubertal hormones on dopamine functioning may thus reflect activational rather than organizational processes. So, pubertycoincident changes in dopaminergic systems may result from steroid-dependent processes (some of which are organized pre-or peri-natally and other of which are activated peripubertally), steroid-independent processes, or interactions among these processes (Steinberg, 2008) .
Taken together, these various results illustrate just how complicated the relationship between reward-processing and puberty is -findings vary as a function of the index of puberty employed, the age of the participants, the task used to measure reward sensitivity, and the phase of reward processing (i.e., anticipation or receipt) studied. While functional studies have highlighted the role of pubertal hormones in striatal function, dopaminergic restructuring of associated brain regions is currently considered independent of hormonal change at puberty (although likely dependent on the organizational effects of early exposure to sex hormones). One way in which further research might clarify current findings is by examining whether puberty differentially influences the regulation of specific dopamine receptor subtypes whose distribution is non-uniform across cognitive and affective pathways.
Our understanding of the interactions between reward and control processing systems is also informed by studies examining whether performance on measures of control can be affected by variations in the availability of rewards (Geier, et al., 2010; Hardin et al., 2007; Jazbec, et al., 2006) . The findings are somewhat mixed, but provide evidence that developmental differences in control can be reduced (or eliminated) when successful performance is directly and adequately rewarded. For example, Jazbec and colleagues (2006) demonstrated that during a rewarded saccade task adolescents', but not adults', antisaccade performance was modulated by reward contingences. More specifically, as reward contingencies increased adolescents committed less antisaccade errors, eliminating developmental differences in control.
Finally, although we have written about the affective and cognitive control systems as separate entities, over the course of adolescence anatomical and functional connections between structures within the affective and cognitive brain systems, specifically the striatum and PFC, increase (Dosenbach et al., 2010 , Sommerville, Hare, & Casey, 2011 . Increased fronto-striatal circuitry is often implicated in increases in cognitive control (Casey et al., 2007; Durston et al., 2002; Marsh et al., 2006; van den Bos et al., 2011) , but it is also plausible that declines in reward sensitivity after adolescence are the result of increased connectivity between these systems. For example, in a recent study by Somerville, Hare, and Casey (2011) , children (ages 6-12), adolescents (ages 13-17) and adults (ages 18-29) completed an emotional version of a Go/No-Go task, a classic measure of response inhibition. In this version of the task participants were presented with a sequence of neutral and happy faces. In the neutral ("cold") condition, participants were asked to withhold a response when neutral faces were presented, whereas the affective ("hot") condition required withholding a response for happy faces. In both conditions, adolescents, but not children or adults, exhibited greater striatal response to happy compared to neutral faces, demonstrating a hypersensitivity to affective stimuli. More important, during the "hot" trials, adolescents had significantly more false alarms (i.e., inability to withhold a response) than any other age group. These results imply that the adolescents were unable to suppress impulsive behaviors in the face of salient, emotionally arousing stimuli. Significantly, the ability to suppress a response in adults was correlated with increased frontostriatal connectivity, suggesting that the increased connectivity between reward and self-regulation regions may be responsible for decreases in risk-taking behavior into adulthood. Recent research indicates that functional connectivity increases steadily throughout adolescence, reaching a plateau around age 22 (Dosenbach et al., 2010) , around the time that rates of most forms of risky behavior have already begun to decline.
Challenges for future research
Both behavioral and neuroimaging research have demonstrated significant changes in selfregulation and sensation-seeking across adolescence (Steinberg, 2008) . Within the dual systems framework, heightened attention to reward in the context of immature cognitive control makes adolescents particularly vulnerable to risk taking. Within this model, mature decision making is reached when the influences of affective states are in balance with processes that allow for reasoned decision making, perhaps related to increased frontostriatal connectivity.
As evidenced in this review, the complicated interactions between pubertal maturation and changes in reward-sensitivity and cognitive control remain largely unstudied. We believe that the possibility that changes in reward sensitivity are relatively more puberty-dependent than are changes in cognitive control is worthy of systematic investigation. Although more research on the links between puberty, brain maturation, socio-emotional context, and decision making in adolescence is clearly needed, it is important to note several methodological challenges that must be considered.
First, chronological age and puberty are confounded, and examining the impact of one while controlling for the impact of the other is not necessarily the best strategy to pursue. If one is interested in the relation between puberty and some aspect of decision making, for example, controlling for chronological age changes the research question into one about pubertal timing, rather than pubertal status (Steinberg, 1987) . A long history of behavioral research demonstrates that many of the effects of pubertal maturation are conditioned on the age at which puberty occurs. Whether the links between puberty and either cognitive control or reward sensitivity are also moderated by age is not known, although there is reason to think that the impact of pubertal hormones on risk taking might be stronger among early maturers than on-time or late maturers, in part because early maturers experience these hormonal changes at younger ages, when their self-regulatory competencies are less mature (Steinberg, 2008) . In order to examine the effects of puberty independent of age, one can investigate a sample in which there is variation in pubertal status within a narrowly bounded chronological age group (Dahl, 2004) , but again, pubertal timing and pubertal status are confounded in such samples. Conversely, in order to isolate the effects of chronological age that are independent of puberty, one needs a sample with a wide age range but little variation in pubertal status.
Second, it is important to keep in mind that puberty may influence brain development through many different mechanisms. Although we have focused the present discussion on the possible direct effects of pubertal hormones on brain structure and function, puberty may also affect adolescent decision-making indirectly, by influencing the ways in which an adolescent whose outward appearance is changing interacts with others. For example, early maturing adolescents may be given increased responsibilities at home and in the classroom, which in turn may contribute to the development of self-regulatory competence.
Third, there is accumulating evidence that the timing of puberty itself is influenced by social experience. Several studies have shown, for example, that puberty is accelerated in family contexts characterized by parent-adolescent conflict and or father absence (for a review, see Ellis, 2000) . It is therefore conceivable that variations in adolescents' experiences that are linked to the development of decision making may influence pubertal maturation, rather than the reverse.
Finally, because puberty coincides with many other changes in adolescent functioning, it is essential that researchers explore the ways in which puberty interacts with other factors to influence decision making. In addition to possible variability in the impact of puberty as a function of timing, it is likely that the ways in which puberty affects decision making vary as a function of the context in which the adolescent develops. Puberty may be associated with risky decision making in the laboratory, but whether this plays out in the real world depends on opportunities for engaging in risky behavior. A combination of laboratory experiments, animal studies, and nonexperimental studies outside the laboratory will be most informative. Graphical depiction of constructs implicated in the dual systems model of adolescent risktaking.
