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Abstract
Formal intuitionistic theories are built with a relatively strong induction scheme, for which
any provable formula of the form
∀x∃yB(x; y)
is realizable by an algorithm f that is computable in polynomial time:
∀xB(x; f(x)):
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1. Introduction
There is a widespread belief that functions that are computable within time (number
of steps) that is bounded by a polynomial on the length of its arguments, form a class
that is very close to the class of all “practically” computable functions. We will call
these algorithms the “polynomial” algorithms (see e.g. [1]). There is research in the
7eld of deductive synthesis of algorithms by constructive proofs of formulas of the
form
∀x∃yB(x; y)
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(see e.g. [4]). By any constructive proof of such a formula (without using the law of
the excluded middle) such a program f can be automatically (algorithmically) built
such that
∀xB(x; f(x)):
The program f is called a witness (corroboration) of the truth of the proved formula.
Unfortunately, using common formal theories to build constructive proofs (e.g. intu-
itionistic arithmetic [5]) can produce algorithms that are so hard to compute that they
cannot be used for practical applications at all. This de7ciencies can be at least par-
tially overcome by constructing special formal theories with proofs that allow one to
extract polynomial algorithms from them.
The main task of the current work is to construct formal intuitionistic theories of
words with strong induction axioms that nevertheless allow one to obtain polynomially
computable witnesses for all provable formulas. Some work on similar problem is
mentioned in the works of S. Buss [3] and of the author of the current paper [2], but
the limitation on the use of induction in this work seems to be too strong now. For
example a strong limitation on all quanti7ers in the formulas proved by induction is
proposed in the work [3] (together with a restriction to only polynomially computable
predicates in the theory); the work [2] still contains serious limitations to the quanti7ers
in implication premises in the formula proved by induction, and in addition, the theory
also does not allow predicates that are not computable in polynomial time.
In the current work, which essentially strengthens the result [2], a more general in-
duction axiom scheme is given that ensures that witnesses are polynomial computable.
Besides this, computability of predicates is not required in the theories under consid-
eration. It is enough for axiom witnesses to be polynomially computable.
2. Languages and interpretations
Formal theories of words over the alphabet {0; 1} will be considered in this work.
The set of all words in this alphabet will be denoted U . The generalization of the work
to arbitrary 7nite alphabets involves no essential diEculties.
The word concatenation function will be considered as the basic function of the
theories: xy is the concatenation of x and y (it is written without any operation sign:
merely writing one word after the other one). The associativity of the concatenation
operation allows us to omit parentheses when writing the concatenation of several
words. The basic predicate of the theories are the word equality predicate = and the
predicate for word length equality that is written as |x|= |y|, meaning that the length
of the words x and y are equal. The length of a word is the number of characters
(positions) in it. The theories can also contain other functions and predicates. Further
we will require all functions to be computable within a time bounded by a polynomial
on the length of their arguments (for example, by Turing machines). This requirement
does not extend to the predicates. It is necessary just to de7ne some truth notion for
any predicate, i.e. some mapping from any predicate value tuples to the set that consists
of two values, true and false. There are no computability requirements on this mapping.
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The theories use the following logical connectives: & (conjunction), ∨ (disjunction),
⇒ (implication). These connectives are used in the traditional way. The theories contain
the special constant atomic formula ⊥ (false). The negation of A, the formula ¬A,
is considered as an abbreviation for the formula (A⇒⊥). The equivalence (A⇔B)
is considered as an abbreviation for the formula (A⇒B)&(B⇒A). More accurate
notations can be found in [5]. The following predicate will be used as an auxilary one
(that can be expressed through the basic predicates): ¡ (“lexicographically before”)
and ⊂ (“subword”) with the following sense:
x ¡ y ⇔ (|x|¡ |y| ∨ ∃z∃u∃v(x = z0u&y = z1v&|u| = |v|));
|x|¡ |y| ⇔ ∃z|x0z| = |y|;
x ⊂ y ⇔ ∃u∃v(uxv = y):
The following abbreviations are used for the formulas containing bounded quanti7ers:
∀x ⊂ tA := ∀x(x ⊂ t ⇒ A);
∃x ⊂ tA := ∃x(x ⊂ t&A);
∃x ¡ tA := ∃x(x ¡ t&A);
where := is read as “is an abbreviation for”, x is a variable, t is a term that does not
contain the variable x, A is a formula (that is allowed to contain the variable x). Our
task is to de7ne axioms and inference rules so that polynomially computable witnesses
can be extracted from the proved formulas. We give below an example of a suEciently
rich system of axioms and rules that will be shown later to suit this purpose. To be able
to add new functions, predicates and axioms some suEcient conditions are imposed,
that suEce to guarantee that witnesses produced from its proofs are polynomial. This
condition is formulated below in the induction basis of the proof of Lemma 5.
3. Axioms and rules
The theories use a sequent form of proof. Sequents of the form →A will be proved
in the theories where  is a formulas list (the sequent premise), A is a formula (the
sequent conclusion). This sequent has the following sense: formula A follows from the
formulas . The theory may contain formulas–axioms. If A is such an axiom, then it
means that the theory has axioms of the form →A for any premise . Formula A is
considered to be provable iJ the sequent →A (with the empty premise) is provable.
The formula A(t) is the result of substitution of the term t instead of all free occur-
rences of the certain variable x in the formula A (x and t may be vectors with equal
numbers of components). It is required for substitution to be correct (i.e. the term
t may not contain variables that will be placed in the scopes of quanti7ers on these
variables). This requirement can always be satis7ed by renaming bounded variables.
The theories contain usual intuitionistic axioms, axiom schemes and inference rules
of the 7rst order predicate calculus with equality (similar systems see e.g. in [2,5]).
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Writing the rules we will separate diJerent premises of the rule by semicolons, and
diJerent formulas in premises—by commas, the rule conclusion will be separated from
the rule premises by the slash:
x = x;
y = z ⇒ (A(y)⇒ A(z));
⊥ ⇒ A;
; A; → A;
→ A;→ B=→ A&B;
→ A&B=→ A;
→ A&B=→ B;
→ A ∨ B;; A→ C;; B→ C=→ C;
→ A=→ A ∨ B;
→ B=→ A ∨ B;
; A→ B=→ A ⇒ B;
→ A;→ A ⇒ B=→ B;
→ A(x)=→ ∀xA(x);
where x does not occur free in ;
→ ∃xA(x);; A(y)→ C=→ C;
where y does not occur free in , A(x), and C;
→ ∀xA(x)=→ A(t);
→ A(t)=→ ∃xA(x):
Besides these universal rules and axioms the theories may have their own subject
axioms. For example, it has a sense to include the following axioms for the predicates
=, ¡, ⊂, |x|= |y| and for the concatenation function (similar to [2])
xy = xz ⇒ y = z;
yx = zx ⇒ y = z;
x0 = y1;
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t = u means that ¬t= u;
0x = 1y;
∃y(y0 = x ∨ y1 = x)∨ = x;
∃y(0y = x ∨ 1y = x)∨ = x;
xy = zu ⇒ ∃v(x = zv&u = vy ∨ z = xv&y = vu);
x = y ⇒ |x| = |y|;
|u0| = |u1|;
|u0| = |v0| ⇒ |u| = |v|;
|u0| = ||;
x ¡ y ⇔ |x|¡ |y| ∨ ∃z∃u∃v(x = z0u&y = z1v&|u| = |v|));
|x|¡ |y| ⇔ ∃z|x0z| = |y|;
x ⊂ y ⇔ ∃u∃v(uxv = y):
Now our task is to de7ne an appropriate induction axiom scheme. The problem is
that using a common induction scheme, for example, the word induction
A()&∀x(A(x)⇒ A(x0)&A(x1)) ⇒ ∀xA(x)
does not allow to extract polynomial algorithms from the theory proofs. Though the
limitations for induction in the works [2,3] seem to be too restrictive now.
4. Induction axiom scheme
First of all, let us introduce two new notions: descriptive formula and strongly
bounded formula. The notion of descriptive formula is introduced by the following
de7nition.
• Any atomic formula is the descriptive one.
• If B and C are descriptive formulas, D is an arbitrary formula, x is a variable,
then the formulas D⇒B, ∀xB, B&C are descriptive (in particular, the negation
¬A⇔ (A⇒⊥) of any formula A is descriptive).
• There are no other descriptive formulas.
The notion of strongly bounded formula is introduced by the following de7nition.
• Any descriptive formula is strongly bounded.
• If B and C are strongly bounded formulas, D is descriptive formula, x is a variable,
t is a term, that does not contain x, then the formulas ∃x⊂ tB, B&C, B∨C, D⇒B
are strongly bounded.
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• There are no other strongly bounded formulas.
The theories under consideration use the following induction axiom scheme:
B()&∀x(B(x)⇒ B(x0)&B(x1)) ⇒ ∀xB(x);
where the formula B(x) satis7es the following limitations.
• All the quanti7ers in B(x) that are not inside descriptive subformulas of B(x), are
bounded: all existential quanti7ers are bounded by the predicate ¡ or ⊂:
∃y ¡ tC(y) or ∃y ⊂ tC(y);
all universal quanti7ers are bounded by the predicate ⊂:
∀y ⊂ tC(y):
• For any occurrence in B(x) of a subformula of the form C⇒D, either the formula
C⇒D is descriptive itself, either this occurrence lies in a descriptive subformula
of B(x), or formula C is strongly bounded.
Note that there are no limitations to any occurrences of quanti7ers and implications
inside descriptive subformulas.
Formulas that satisfy these limitations of the induction scheme axiom will be called
polynomially bounded formulas. Note that the set of these formulas essentially diJers
from the set of all formulas that are subjects of b0 − PIND-induction in the bounded
arithmetic in [5]: our scheme allows to use unbounded quanti7ers in some places of
implication premises, but you are not allowed to use constructions of the form
(∃x ¡ tA⇒ ∃x ⊂ tB) ⇒ ∃x ¡ tC
outside descriptive formulas. In this construction you should put double negation before
the subformula ∃x¡tA.
5. The main result
Since the author of the current work follows an extremely constructive understanding
of the truth, we assume that the formula B(x; y) that is mentioned in the following the-
orem, does not contain existential quanti7ers and disjunctions. In classical sense these
constructions can be simulated by negations, universal quanti7ers and conjunctions.
Theorem. In any considered theory from any proof of any formula
∀x∃yB(x; y)
a polynomial algorithm f can be algorithmically extracted with the property
∀xB(x; f(x)):
Note: here x and y are allowed to be vectors.
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To prove the theorem we will use a notion polynomial realization (introduced in [2]
an analog of Kleene’s [5] realization) that is de7ned below. The proof is based on the
fact that all the formulas, that are provable in the considered theories have polynomial
realizations.
6. Polynomial realization and related notions
Let us introduce a notion of polynomial realization of a constant (closed) formula
A similarly to that is be made in the work [2]. For this we will de7ne a relation pr
(“is polynomial realization of”) between the words in the alphabet {〈; 〉; 0; 1; ; } and
constant formulas of the described language. We will read the record wprA as “the
word w polynomially realizes the formula A”. The relation pr is de7ned by induction
on formulas construction. To de7ne this relation let us introduce the notation Pr(A)
for the set of all polynomial realizations of the formula A. Hence the record aprA
means that a∈Pr(A). Let us consider some binary coding of polynomial algorithms
(Turing machines with work time boundaries by polynomials of the source data length)
to be 7xed. To avoid unde7nedness in expressions we will consider some polynomial
algorithm to be connected with any word in the alphabet {〈; 〉; 0; 1; ; }. The operator Pr
is de7ned as following:
• Pr(A)= (empty set) for any false atomic formula A;
• Pr(A)= {〈Null; 〉} where Null is the code of some trivial algorithm (let it be the
empty word),  is the empty word, if A is a true atomic formula (according to the
interpretation of the theory functions and predicates);
• Pr(A&B)= {〈〈f; g〉; 〈x; y〉〉|〈f; x〉prA&〈g; y〉prB};
• Pr(A∨B)= {〈〈f; g〉; 〈0; x〉〉|〈f; x〉prA&Pgm(g)}∪ {〈〈f; g〉; 〈1; y〉〉|〈g; y〉prB&
Pgm(f)} where Pgm(h) means that h is a word that is balanced by angle brackets
(〈 and 〉) in the alphabet {0; 1; 〈; 〉; ; };
• Pr(A⇒B)= {〈〈f; g〉; x〉|Poly(f)&Poly(g)&∀h∀y(〈h; y〉prA⇒Poly(g(h))&〈f(h);
g(h)(x; y)〉prB)} where f(x) is the result of application of the program f to the
word x, Poly(j) means that j is a binary word (a code of a polynomial algorithm);
• Pr(∃xA(x))= {〈f; 〈c; y〉〉|〈f; y〉prA(c)};
• Pr(∀xA(x))= {〈〈f; g〉; y〉|Poly(g)&∀x(〈f; g(x; y)〉prA(x))}.
Formulas A with nonempty set Pr(A) will be called polynomially realizable.
Polynomial realization of the sequent
G1(x); : : : ; Gn(x)→ A(x)
with free variables x is a pair 〈f; g〉 where f and g are polynomial algorithms and
for all values c of free variables x for all sequences
〈g1; y1〉; : : : ; 〈gn; yn〉
of realizations of G1(c); : : : ; Gn(c) correspondingly h(g1; : : : ; gn) is a polynomial
algorithm and
〈f(g1; : : : ; gn); h(g1; : : : ; gn)(y1; : : : ; yn; c)〉prA(c):
24 A.P. Beltiukov / Theoretical Computer Science 322 (2004) 17–39
Sequents that have polynomial realizations will be called polynomially realizable.
Further it will be proved that polynomial realizability of the all provable sequents
causes the theorem above.
Note that a polynomial realization in contrast with a Kleene realization [5] al-
ways consists of two parts: the algorithmic and the parametric ones. It is required
that the computation time complexity of all components in the algorithmic part is
to be bounded polynomially. All the values of variables under existential quanti7ers
and choice Oags of disjunctions parts (0 or 1 in Pr(A∨B)) should be computed in
polynomial time. Polynomial boundaries to the time of algorithms application to al-
gorithmic parts are not necessary for the further proofs and may be omitted without
any damage (it is important only that in these cases the algorithms will stop at some
moment). It concerns the limitations “Poly(f)” and “Poly(g)” in the de7nition of
Pr(A⇒B).
The proof of the polynomial realizability of the derived sequents will be done by
induction on the logical inference in the theory. The most diEcult case here is the
induction scheme For it we need an auxilary notion of tabular realization of con-
stant (closed) polynomially bounded formulas. Further we show that all polynomially
realizable polynomially bounded formulas have tabular realizations.
Tabular realization will be in essence tables, that corroborate the truth of the formula.
First of all, let us de7ne the (7nite) set of the tables that are connected with any
polynomially bounded formula. Some of them will be tabular realizations. The record
wtbA will mean that the word w is a table of the formula A. The set of the all tables
for the formula A will be denoted as Tb(A). Let us de7ne this set as following (by
induction on construction of polynomially bounded formulas).
• The unique table that is connected with any descriptive formula is the empty word.
The table sets for other polynomially bounded formulas are de7ned by the following
equalities:
• Tb(A&B)= {〈x; y〉|xtbA&ytbB},
• Tb(A∨B)= {〈0; x〉|xtbA}∪ {〈1; x〉|xtbB},
• Tb(A⇒B)= {〈〈x1; y1〉; : : : ; 〈xn; yn〉〉|{x1; : : : ; xn}=Tb(A)&{y1; : : : ; yn}
⊆Tb(B)&∀i∀j(16i = j6n⇒ xi = xj)},
• Tb(∃x¡tA(x))= {〈c; y〉|c¡t&ytbA(c)},
• Tb(∃x⊂ tA(x))= {〈c; y〉|c⊂ t&ytbA(c)},
• Tb(∀x⊂ tA(x))= {〈〈x1; y1〉; : : : ; 〈xn; yn〉〉|∀x(x⊂ t⇔∃i(16i6n&x= xi)
&∀i(16i6n⇒yitbA(xi)&∀ij(16i = j6n⇒ xi = xj)}.
The record wtrA will be read as “the word w tabularly realizes the formula A”.
The set of the all tabular realizations of the formula A will be denoted as Tr(A). For
de7ning operator Tr 7rst of all we de7ne tabular realizations of descriptive formulas.
It is made by the following rules:
• Tr(D)= (empty set) if the descriptive formula D is not polynomially realizable,
• Tr(D)= {} (the set consisting of the sole empty word) if the descriptive aormula D
is polynomially realizable.
Then we will de7ne tabular realizations of formulas that are not descriptive. It will be
made by induction on formula constructing using descriptive formulas as the
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basis:
• Tr(A&B)= {〈x; y〉|xtrA&ytrB},
• Tr(A∨B)= {〈0; x〉|xtrA}∪ {〈1; x〉|xtrB},
• Tr(A⇒B)= {〈〈x1; y1〉; : : : ; 〈xn; yn〉〉|{x1; : : : ; xn}=Tb(B)&{y1; : : : ; yn}
⊆Tb(B)&∀i(16i6n&xitrA⇒yitrB)&∀i∀j(16i = j6n⇒ xi = xj)},
• Tr(∃x¡tA(x))= {〈x; y〉|x¡t&ytrA(x)},
• Tr(∃x⊂ tA(x))= {〈x; y〉|x⊂ t&ytrA(x)},
• Tr(∀x⊂ tA(x))= {〈〈x1; y1〉; : : : ; 〈xn; yn〉〉|∀x(x⊂ t⇔∃i(16i6n&x= xi))
&∀i(16j6n⇒yitrA(x))&∀ij(16i = j6n⇒ xi = xj)}.
Further z[x] is a denotation of a such yi that for some i (16i6n) x= xi if
z = 〈〈x1; y1〉; : : : ; 〈xn; yn〉〉:
Lemma 1 (about the table size). For any considered theory and for any of its
polynomially bounded formula A(x) with free variablesx there exists such a poly-
nomial P, such that the length of any table for A(x) is bounded by the number
P(|x|) where |x| is the length of values x record.
Proof. It is not hard to prove by induction construction of the formula A(x). The most
diEcult aspect is the evaluation of the size of Tb(A⇒B), but here it should be noted
that A by de7nition should be strongly bounded and for this case it is not hard to
prove that the number of elements in Tb(A) is bounded by the polynomial of the free
variables values length. All the other steps of construction obviously lead to not more
than polynomial table size growth. Lemma 1 is proved.
Lemma 2 (about tables lists construction). For any considered theory and for any its
strongly bounded formula A(x) with free variables x there exists a polynomial algo-
rithm TA, that builds by the list c of free variables x values of the formula A such a
sequence 〈t1; : : : ; tn〉=TA(c) that {t1; : : : ; tn}=Tb(A(c)) and t1; : : : ; tn are di:erent.
Proof. It proved by induction on construction of the formula A(x). The operator T
is de7ned recursively. Induction basis for descriptive formulas is obvious. When con-
structing tables of strongly bounded formulas for subformulas of the form A⇒B there
are created only tables of the form 〈〈; y〉〉 where y is a table for B, because A is
descriptive and therefore is connected only with the empty table. Hence this step gives
only polynomial table list size growth. The cases of constructing the tables of the sub-
formulas ∃x¡tA and ∀x⊂ tA do not work because a strongly bounded formula does
not contain such subformulas outside descriptive subformulas. The case of subformula
∃x⊂ tA gives a polynomial number of the tables of polynomial size. In the cases of
subformulas A&B and A∨B the number and the sizes of tables also grow polynomi-
ally. All this says about polynomial size of the list Tb(A). It is not hard to see that
the corresponding construction can be performed algorithmically immediately by the
de7nition of the operator Tb and this algorithm occurs also polynomial. Lemma 2 is
proved.
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Lemma 3 (about realizations connection). For any considered theory and for any its
polynomially bounded formula A(x) with free variables x there exist such polynomial
algorithms FA, JA, and KA, that
• for any f and y (balanced by angle brackets) and for any values c of vari-
ables x the value FA(f) is a polynomial algorithm and FA(f)(c; y)tbA(c), and
if 〈f; y〉prA(c), then
FA(f)(c; y)trA(c);
• if utrA(c), then 〈JA; KA(u)〉prA(c).
Proof. It is proved by induction on construction of the formula A(x). The operators
F , J , and K are built recursively.
Induction basis is obvious: for any descriptive formula A,
FA(f)(x; y) =  (empty word):
For atomic formula A, by de7nition pr, it should be set
JA = Null; KA(u) = :
Induction step. At 7rst let us produce the step of constructing the operator F .
• Let 〈〈f; g〉; 〈y; z〉〉pr(A(c)&B(c)). Then
FA&B(〈f; g〉)(c; 〈y; z〉) = 〈FA(f)(c; y); FB(g)(c; z)〉:
• Let 〈〈f; g〉; 〈i; y〉〉pr(A(c)∨B(c)). Then
FA∨B(〈f; g〉)(c; 〈i; y〉) = if i = 0 then FA(f)(c; y) else FA(g)(c; y):
• Let 〈〈f; g〉; y〉pr(A(c)⇒B(c)). Then
FA⇒B(〈f; g〉)(c; y) = 〈〈u; FA(h(JA))(c; g(JA)(c; KA(u)))〉〉u∈TA(c);
where 〈t(u)〉u∈〈u1 ;:::;un〉 := 〈t(u1); : : : ; t(un)〉.
• Let
〈〈f1; f2〉; 〈a; 〈y1; y2〉〉〉pr∃z(z ¡ t(c)&A(c; z));
i.e. 〈f2; y2〉prA(c; a). Then
F∃z¡t(x)A(x;z)(〈f1; f2〉)(c; 〈a; 〈y1; y2〉〉) = 〈a; FA(f2)(〈c; a〉; y2)〉:
• Similar, but changing ¡ to ⊂.
• Let 〈〈f; g〉; y〉pr∀z(z⊂ t(c)⇒A(c; z). i.e. for any a
〈f; g(a; y)〉pr(a ⊂ t(c)⇒ A(c; a)):
Then
F∀z⊂t(x)A(x;z)(〈f; g〉)(c; y) = 〈z; Fz⊂t⇒A(f)(c; a; g(a; y))〉a⊂t(c)
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where 〈h(z)〉z⊂t is a notation for 〈h(z1); : : : ; h(zn)〉 (z1; : : : ; zn are all subwords of t
in the lexicographical order).
Note, that it is not hard to provide ful7lling the requirement
FA(f)(c; y)tbA(c)
for all c and y: it is suEcient for the algorithm to output a result with the correct
structure in all unexpected cases. This completes the step of constructing operator F .
Let us now produce the step of constructing the operators J and K .
• Let the formula A&B be descriptive, i.e. it may have only the empty tabular
realization: tb(A(c)&B(c)). Then
JA&B = 〈JA; JB〉;
KA&B() = 〈KA(); KB()〉:
• Let the formula A&B be not descriptive and 〈y; z〉tr(A(c)&B(c)). Then
JA&B = 〈JA; JB〉;
KA&B(〈y; z〉) = 〈KA(y); KB(z)〉:
• Let 〈i; x〉tr(A(c)∨B(c)), where i = 1 or 2. Then
JA∨B = 〈JA; JB〉:
KA∨B(〈i; x〉) = 〈i; if = 0 then KA(x) else KB(x)〉:
• Let the formula A⇒B be descriptive, i.e. it may have only the empty tabular
realization: tr(A(c)⇒B(c)). Then
JA⇒B = 〈f; g〉;
where for any h
f(h) = JB;
g(h)(; z) = KB();
KA⇒B() = :
• Let the formula A⇒B be not descriptive and ytr(A(c)⇒B(c)), i.e. formula A is
strongly bounded. Then JA⇒B= 〈f; g〉 where for any h
f(h) = JB;
g(h)(y; z) = KB(y[FA(z)]);
where y[zi] =yi if y= 〈〈z1; y1〉; : : : ; 〈zn; yn〉〉;
KA⇒B(y) = y:
28 A.P. Beltiukov / Theoretical Computer Science 322 (2004) 17–39
• Let 〈a; y〉tr∃z¡t(c)A(c; z). Then
J∃z¡t(x)A(x;z) = Jz¡t(x)&A(x;z);
K∃z¡t(x)A(x;z)(〈a; y〉) = 〈a; Kz¡t(x)&A(x;z)(〈; y〉)〉
if A is not descriptive, and
K∃z¡t(x)A(x;z)(〈a; y〉) = 〈a; Kz¡t(x)&A(x;z)()〉
if A is descriptive.
• Similar, but changing ¡ to ⊂.
• Let the formula ∀zA(x; z) be descriptive (i.e. formula A(x; z) is descriptive. Let
tr∀zA(c; z). Then
J∀zA(x;z) = 〈JA(x;z); g〉;
where g(x; )=KA(x;z)();
K∀zA(x;z)():
• Let the formula ∀z⊂ t(x)A(x; z) be not descriptive. Let
ytr∀z ⊂ t(c)A(c; z):
Then J∀z⊂t(x)A(x;z) = 〈Jz⊂t(x)⇒A(x;z); g〉, where
g(a; y) = Kz⊂t(x)⇒A(x;z)(y[a]):
Assume that 〈〈z1; y1〉; : : : ; 〈zn; yn〉〉[z] = at z = zi for i=1; : : : ; n;
K∀z⊂t(x)A(x;z)(y) = y:
It is not hard to see immediately by construction that the operators F , J , K have
the required properties. Lemma 3 is proved.
Lemma 4 (about joining realizations). For any formula C with free variables x there
can be built such polynomially computable operations [; ]C , [ ]0C and [ ]
1
C (depending
only on the logical structure of the formula C but not on its terms) that if for all
values a of the free variables x of the formula C for i=0 or 1
〈fi; zi〉prC(a);
then
〈[f0; f1]C; [zi]iC〉prC(a):
Proof. It is proved by induction on constructing formula C.
Induction basis. Let the formula C be atomic. Then it is obvious that it should be
set [f0; f1]C =Null, [z]iC =. The induction basis is completed.
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Induction step.
• Let C =(A1&A2). We may assume that
〈〈fi1; fi2〉; 〈zi1; zi2〉〉pr(A1(a)&A2(a))
at i=0 or 1. Then 〈fij; zij〉prAj(a) at j=1; 2. Then
〈[f0j; f1j]Aj ; [zi]iAj〉prAj(a)
at j=1; 2. Hence it is clear that it is suEcient to set
[〈f01; f02〉; 〈f11; f12〉]A1&A2 = 〈[f01; f11]A1 ; [f02; f12]A2〉;
[〈z1; z2〉]iA1&A2 = 〈[z1]iA1 ; [z2]iA2〉:
• Let C =(A0 ∨A1). We may assume that
〈〈fi0; fi1〉; 〈j; zi〉〉pr(A0(a) ∨ A1(a))
for i=0 or 1, j=0 or 1. Then 〈fij; zi〉prAj(a). Hence, by the induction hypothesis,
〈[f01; f1j]Aj ; [zi]iAj〉prAj(a):
Hence it is clear that it is suEcient to set
[〈f00; f01〉; 〈f10; f11〉]A0∨A1 = 〈[f00; f10]A0 ; [f01; f11]A1〉;
[〈j; zi〉]iA0∨A1 = 〈j; [zi]iAj〉:
• Let C =(A⇒B). We may assume that
〈〈fi; gi〉; xi〉pr(A(a)⇒ B(a))
for i=0 or 1, i.e. if 〈h; y〉prA(a), then
〈fi(h); gi(h)(zi; y)〉prB(a);
i.e., by the induction hypothesis,
〈[f0(h); f1(h)]B; [gi(h)(zi; y)]iB〉prB(a):
The desired goal can be reached if we set [zi]iA⇒B= 〈i; zi〉 and
[〈f0; g0〉; 〈f1; g1〉]A⇒B = 〈f; g〉;
hence f(h)= [f0(h); f1(h)]B,
g(h)(〈i; z〉; y) = [gi(h)(z; y)]iB:
• Let C =∃zA(x; z). We may assume that 〈fi; 〈ci; yi〉〉prA(a; ci) for i=0 or 1, i.e.
〈fi; yi〉prA(a; ci):
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Then, by the induction hypothesis, 〈[f0; f1]A; [yi]iA〉prA(a; ci). Hence it is clear that
it is suEcient to set
[f0; f1]∃zA = [f0; f1]A;
[〈ci; y〉]i∃zA = 〈ci; [y]iA〉:
• Let C =∀zA(x; z). We may assume that 〈〈fi; gi〉; yi〉pr∀zA(a; z) for i=0 or 1, i.e.
for any c
〈fi; gi(c; yi)〉prA(a; c);
i.e. by induction hypothesis
〈[f0; f1]A; [gi(c; yi)]iA〉prA(a; c):
Hence it is clear that it is suEcient to set [y]i∀zA= 〈i; y〉,
[〈f0; f0〉; 〈f1; g1〉]∀zA = 〈[f0; f1]A; g〉;
where g(c; 〈i; y〉)= [gi(c; y)]iA.
The induction step is completed. Lemma 4 is proved.
Lemma 5 (about polynomial realizability of provable sequents). Any provable seq-
uent (in any considered theory) is polynomially realizable.
Proof. It is proved by induction on the sequent derivation.
Induction basis. At 7rst we will prove existence of polynomial realizations of the
closures of all formulas–axioms with respect to universal quanti7cation.
• 〈Null; 〉pr(c= c). Therefore
〈〈Null; g〉; 〉pr∀x(x = x);
where g(x; y)=.
• Let us 7nd such f and g that
〈〈f; g〉; 〉pr(a = b⇒ (A(a)⇒ A(b))):
If 〈h; y〉pr(a= b), then
〈f(h); g(h)(; y)〉pr(A(a)⇒ A(b));
i.e. f(h)= 〈f1; f2〉 and if 〈j; z〉prA(a), then
〈f1(j); f2(j)(g(h)(; y); z)〉prA(b);
i.e. it is suEcient to put f1(j)= j, f2(j)(u; z)= z, g(h)(x; y)=. Therefore
〈〈〈f; g〉; k〉; 〉pr∀y(a = y ⇒ (A(a)⇒ A(y)));
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where k(x; )=,
〈〈〈〈f; g〉; k〉; l〉; 〉pr∀x∀y(x = y ⇒ (A(x)⇒ A(y)));
where l(y;)=. Universal quanti7cation on other free variables that may occur
in A, is considered in similar way.
• 〈〈Null;Null〉; 〉pr(⊥⇒A), since ⊥ does not have any realizations. Similar to the
previous item ∀x(⊥⇒A(x)).
• 〈〈f; g〉; 〉pr(ab= ac⇒ b= c) where f(h)=Null at any h, g(h)(; y)= at any
y. Similar to the previous item, the formula
∀x∀y∀z(xy = xz ⇒ y = z)
is polynomially realizable.
• Similar to previous items, the formulas (axiom closures)
∀x∀y(yx = zx ⇒ y = z);
∀x∀y(x = y ⇒ |x| = |y|);
∀x∀y(|x0| = |y0| ⇒ |x| = |y|);
∀x∀y(|x| = |y| ⇒ |y| = |x|);
∀x∀y(x0 = y1⇒ ⊥);
∀x∀y(0x = 1y ⇒ ⊥);
∀x(|x0| = || ⇒ ⊥);
∀x(|x0| = |x1|)
are polynomially realizable.
• 〈〈〈〈Null;Null〉;Null〉; f〉; 〉pr∀x(∃y(y0= x∨y1= x)∨ (= x)) where
f(x; ) = if (x =) then 〈1; 〉 else 〈0; 〈((x); 〈)(x); 〉〉〉;
where )(x) is the last character of x, ((x) is x without the last character.
• The case of the formula
∀x(∃y(0y = x ∨ 1y = x) ∨ (= x))
is considered similarly and the case of the formula
∀x∀y∀z∀u(xy = zu⇒ ∃v(x = zv&u = vy ∨ z = xv&y = vu)
is considered with a small complication. In the last case the choice of the dis-
junction branch depends on the fact what is shorter: z or x, and the value of v is
the supplement of the shorter word to the longer one.
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• The cases of the formulas
∀x∀y(x ¡ y ⇔ |x|¡ |y| ∨ ∃z∃u∃v(x = z0u&y = z1v&|u| = |v|));
∀x∀y(|x| = |y| ⇔ ∃z|x0z| = |y|)
and
∀x∀y(x ⊂ y ⇔ ∃u∃v(uxv = y))
are considered similar to the previous item with the small complication caused by
the changing ⇒ to ⇔.
• Let us consider the case of the induction axiom. Let B(x; y) be an arbitrary
polynomially bounded formula with free variables x and y. Let us construct a
polynomial realization 〈〈f; g〉; 〉 of the formula
∀x(B(x; y)&∀y(B(x; y)⇒ B(x; y0)&B(x; y1))⇒ ∀yB(x; y)):
It is suEcient for this to build such f and g that g is a polynomial algorithm and
for any values c of the variables x
〈f; g(c)〉pr(B(c; )&∀y(B(c; y)⇒ B(c; y0)&B(c; y1))⇒ ∀yB(c; y)):
Let 〈h; z〉prB(c; ),
〈〈〈j; k〉; l〉; u〉pr∀y(B(c; y)⇒ B(c; y0)&B(c; y1)):
By Lemma 3
FB(h)(z; c)trB(c; ):
Let vtrB(c; d) for some d. Then
〈JB; KB(v)〉prB(c; d)
by Lemma 3;
〈〈j; k〉; l(d; u)〉pr(B(c; d)⇒ B(c; d0)&B(c; d1))
by de7nition of pr for formulas with universal quanti7er. Let Q := j(JB),
T (d; u; v) = k(JB)(l(d; u); KB(v)):
Then it follows from the de7nition of polynomial realizability that
〈Q; T (d; u; v)〉prB(c; d0)&B(c; d1):
Then by Lemma 3
W (c; d; u; v)tr(B(c; d0)&B(c; d1));
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where
W (c; d; u; v) = FB&B(Q)(c; T (d; u; v)):
If W0 and W1 denote the functions that are obtained from W by extracting the
left and the right components correspondingly from the pair that is the value of
W , then
Wi(c; d; u; v)trB(c; di)
at i=0; 1. At last, we got the recursive de7nition of such a function L that
L(c; z; u; d)trB(c; d):
L(c; z; u; ) = FB(h)(z; c)trB(c; );
L(c; z; u; di) = Wi(c; d; u; L(c; z; u; d))trB(c; di)
at i=0; 1, if L(c; z; u; d)trB(c; d). Note that according to Lemma 1 the length of
L(c; z; u; d) is bounded by a polynomial of the length of the record (c; d). Therefore
the function L is polynomially computable (because each step of its computation
requires a polynomial time). According to Lemma 3 we have 〈JB; KB(L(c; z; u; d))〉
prB(c; d). Hence,
〈〈JB; g′〉; 〈c; z; u〉〉pr∀yB(c; y);
where g′(d; 〈c; z; u〉)=L(c; z; u; d). Therefore by the realization
h′ = 〈〈h; 〈〈j; k〉; l〉〉; 〈z; u〉〉 = 〈h′′; 〈z; u〉〉
of the formula B(c; )&∀y(B(c; y)⇒B(c; y0)&B(c; y1)) we have built the realiza-
tion
〈〈JB; g′〉; 〈c; z; u〉〉
of the formula ∀yB(c; y). Hence, a realization of the induction axiom is the pair
〈〈f′′; g′′〉; c〉 where f′′(h′′)= 〈JB; g′〉,
g′′(h′′)(c; 〈z; u〉) = 〈c; z; u〉:
Therefore, we have built required f and g for constructing a realization of the
induction axiom closure with respect to universal quanti7cation: f= 〈f′′; g′′〉,
g(c)= c.
Then we will show that if the constant formula
∀x1 : : :∀xnA(x1; : : : ; xn)
is polynomially realizable then the sequent →A(x1; : : : ; xn) for an arbitrary list  is
also polynomially realizable. For simplicity we consider the case n=1 (common case
leads to the purely routine complication). Let
〈〈f0; g0〉; y0〉pr∀xA(x):
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For simplicity assume also that x is the sole free variable in the sequent →A:
 = G1(x); : : : ; Gm(x):
Let us construct a polynomial realization 〈f; g〉 of the sequent →A. Let
〈g1; y1〉; : : : ; 〈gm; ym〉
are realizations of G1(x); : : : ; Gm(x) correspondingly. Then
f(g1; : : : ; gm) = f0;
h(g1; : : : ; gm)(y1; : : : ; ym; x) = g0(x; y0):
Let us construct a realization 〈f; g〉 of the axiom
(x); A(x); (x)→ A(x):
Let for simplicity the lists  and  contain one formula each: H (x) and D(x) corre-
spondingly. Let
〈h; y〉prH (c);
〈d; z〉prD(c);
〈a; t〉prA(c):
Then to satisfy the condition
〈f(h; a; d); g(h; a; d)(y; t; z; c))prA(c)
it is suEcient to set
f(h; a; d) = a;
g(h; a; d)(y; t; z; c) = t:
The induction basis is completed.
Induction step.
• Let 〈f1; h1〉pr((x)→A(x)), 〈f2; h2〉pr((x)→B(x)). We will build
〈f3; h3〉pr((x)→ A(x)&B(x)):
For simplicity let the premise contain only one formula: (x)=G(x). Let 〈g; y〉
prG(c). Then
〈f1(g); h1(g)(y; c)〉prA(c);
〈f2(g); h2(g)(y; c)〉prB(c):
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Hence 〈〈f1(g); f2(g)〉; 〈h1(g)(y; c); h2(g)(y; c)〉〉pr(A(c)&B(c)). Therefore it is suf-
7cient to set
f3(g) = 〈f1(g); f2(g)〉;
h3(g)(y; c) = 〈h1(g)(y; c); h2(g)(y; c)〉:
• The cases of the rules
→ A&B=→ A;
→ A&B=→ B;
→ A=→ A ∨ B;
→ B=→ A ∨ B
are considered similarly.
• The most complex is the case of the rule
→ A0 ∨ A1;; A0 → C;; A1 → C=→ C:
Let
〈fi; hi〉pr((x); Ai(x)→ C(x));
〈f2; h2〉pr((x)→ A0(x) ∨ A1(x))
for i=0; 1. We should construct
〈f3; h3〉pr((x)→ C(x)):
For simplicity assume that the list (x) consists of only one formula G(x). For
any 〈g; y〉prG(c) and 〈ai; y′i〉prAi(c) at i=0; 1 we have
〈fi(g; ai); hi(g; ai)(y; y′i ; c〉prC(c)
at i=0; 1 and 〈f2(g); h2(g)(y; c)〉pr(A0(c)∨A1(c)), i.e.
f2(g) = 〈f2;0(g); f2;1(g)〉;
h2(g)(y; c) = 〈j(g)(y; c); y′(g)(y; c)〉;
• Consider the rule ; A→B=→A⇒B. Let
〈f; h〉pr((x); A(x)→ B(x)):
It is required to build
〈f′; h′〉pr((x)→ A(x)⇒ B(x)):
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Let for simplicity the list (x) consists of only one formula: (x)=G(x). Then
from 〈g; y〉prG(c) and 〈a; y′〉prA(c), it follows that
〈f(g; a); h(g; a)(y; y′; c)〉prB(c):
It is required that from 〈g; y〉prG(c) it should follow that
〈f′(g); h′(g)(y; c)〉pr(A(c)⇒ B(c));
i.e. we need that f′(g)= 〈f′1 (g); f′2 (g)〉 and if 〈a; y〉prA(c), then
〈f′1(g)(a); f′2(g)(a)(h′(g)(y; c); y′)〉prB(c):
Hence it is clear that it is suEcient to set
f′1(g)(a) = f(g; a);
h′(g)(y; c)) = 〈y; c〉;
f′2(g)(a)(〈y; c〉; y′) = h(g; a)(y; y′; c):
• Consider the rule →A;→A⇒B=→B. Let for simplicity  is a sole formula
G. Let
〈f1; h1〉pr(G(x)→ A(x));
〈f2; h2〉pr(G(x)→ (A(x)⇒ B(x))):
It is required to obtain 〈f3; h3〉pr(G(x)→B(x)). We have that if
〈g; y〉prG(c);
then
〈f1(g); h1(g)(y; c)〉prA(c);
〈f2(g); h2(g)(y; c)〉pr(A(c)⇒ B(c)):
It means that f2(g)= 〈f21(g); f22(g)〉 and if 〈a; y′〉prA(c), then
〈f21(g)(a); f22(g)(a)(h2(g)(y; c); y′)〉prB(c):
Let us set a=f1(g), y′= h1(g)(y; c). Then we obtain
〈f21(g)(f1(g)); f22(g)(f(g))(h2(g)(y; c)); h1(g)(y; c))〉prB(c):
It is clear that it is suEcient to set
f3(g) = f21(g)(f1(g));
h3(g)(y; c) = f22(g)(f1(g))(h2(g)(y; c)); h1(g)(y; c)):
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• Consider the rule →A(z)=→∀zA(z). For simplicity assume that =G. Let
〈f; h〉pr(G(x)→ A(x; z)):
It is required to get
〈f′; h′〉pr(G(x)→ ∀zA(x; z)):
From 〈g; y〉prG(c) it follows that
〈f(g); h(g)(y; c; a)〉prA(c; a);
but it is required that
〈f′(g); g′(g)(y; c)〉pr∀zA(c; z);
i.e. f′(g)= 〈f′1 (g); f′2 (g)〉 and for any a
〈f′1(g); f′2(g)(a; h′(g)(y; c))〉prA(c; a);
i.e. it is suEcient to set f1(g)=f(g),
h′(g)(y; c) = 〈y; c〉;
f2(g)(a; 〈y; c〉) = h(g)(y; c; a):
• Consider the rule
(x)→ ∃zA(x; z);(x); A(x; z)→ C(x)=(x)→ C(x):
For simplicity assume that =G. Let
〈f1; h1〉pr(G(x)→ ∃zA(x; z));
〈f2; h2〉pr(G(x); A(x; z)→ C(x)):
It is required to get 〈f3; h3〉pr(G(x)→C(x)). Now it is given that from 〈g; y〉prG
(c), it follows that
〈f1(g); h1(g)(y; c)〉pr∃zA(c; z);
i.e. h1(g)(y; c)= 〈h11(y; c); h12(g)(y; c)〉 and
〈f1(g); h12(g)(y; c)〉prA(c; h11(g)(y; c))
and if in addition 〈a; y〉prA(c; b), then
〈f2(g; a); h2(g; a)(y; y′; c; b)〉prC(c):
It is clear that it is suEcient to set f3(g)=f2(g; f1(g)),
h3(g)(y; c) = h2(g; f1(g))(h12(g)(y; c); c; h11(g)(y; c)):
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• Consider the rule (x)→∀zA(x; z)=→A(x; t(x)). For simplicity assume that
=G. Let 〈f; h〉pr(G(x)→∀zA(x). It is required to get
〈f′; h′〉pr(G(x)→ A(x; t(x))):
Now it is given that from 〈g; y〉prG(c), it follows that
〈f(g); h(g)(y; c)〉pr∀zA(c; z);
i.e. f(g)= 〈f1(g); f2(g)〉 and 〈f1(g); f2(a; h(g)(y; c))〉prA(c; a). Then it is suEcient
to set
f′(g) = f1(g);
h′(g)(y; c) = f2(t(c); h(g)(y; c))〉:
• Consider the rule (x)→A(x; t(x))=(x)→∃zA(x; z). For simplicity assume that
=G. Let
〈f; h〉pr(G(x)→ A(x; t(x)):
It is required to get 〈f′; h′〉pr(G(x)→∃zA(x; z). That means that it is given that
from 〈g; y〉prG(c) it follows that 〈f(g); h(g)(y; c)〉prA(c; t(c)), but it is required
that
〈f′(g); h′(g)(y; c)〉pr∃zA(c; t(c)):
That means that it should be so that h′(g)(y; c)= 〈h′1(g)(y; c); h′2(g)(y; c)〉 and
〈f′(g); h′2(g)(y; c)〉prA(c; h′1(g)(y; c)):
Then it is clear that it is suEcient to set f′(g)=f(g),
h′2(g)(y; c) = h(g)(y; c);
h′1(g)(y; c) = t(c):
The induction step is completed. Lemma 5 is proved.
Lemma 6 (about polynomial realizability of provable formulas). Any closed
(constant) provable formula (in any described theory) is polynomially realizable.
Proof. Let a closed formula A be provable, i.e. the sequent →A is provable. It is
polynomially realizable by Lemma 5, i.e. for some 〈f; h〉
〈f(); h()()〉prA:
Lemma 6 is proved.
The proof of the theorem. Let the formula
∀x∃yB(x; y)
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be provable. Then, by Lemma 6, 〈〈g; h〉; c〉pr∀x∃yB(x; y), i.e. for any a
〈g; h(a; c)〉pr∃yB(a; y);
i.e. by de7nition h(a; c)= 〈h1(a; c); h2(a; c)〉 and
h2(a; c)prB(a; h1(a; c)):
Since, by condition of the theorem, the formula B(a; h1(a; c)) does not contain exis-
tential quanti7ers and disjunction, then it means that the formula B(a; h1(a; c)) is true,
i.e. for f(a)= h1(a; c) the assertion B(a; f(a)) is true. The theorem is proved.
7. Conclusion
The result that is obtained in this work can be used to construct systems that auto-
matically generate polynomial time programs. The theorem can be generalized slightly
more: for example, disjunctions outside descriptive formulas can be allowed in premises
of strongly bounded formulas, and sometimes very strictly bounded existential quanti-
7ers can be allowed in some similar positions. But this leads to essential complications
in the proof with comparatively weak expansion of the class of proved formulas. It
would be interesting to obtain counterexamples for some strengthenings of the proved
statement (of the theorem) when some limitations on induction-proved formula are
weakened (for example, for weaker limitations on quanti7ers).
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