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The recent groundbreaking demonstration of quantum supremacy in noisy intermediate scale
quantum (NISQ) computing era has led to an intense activity in establishing finer boundaries be-
tween classical and quantum computing. In this paper, we use established techniques based on
quantum Monte Carlo (QMC) to formulate a systematic procedure for translating any sequence of
d quantum gates acting on n q-bits into a Boltzmann machine (BM) having n+ g(d) classical spins
or p-bits with two values “0” and “1”, but with a complex energy function E. Using this procedure
we emulate Shor’s algorithm with up to 36 q-bits using 90 p-bits, on an ordinary laptop computer in
less than a day, while a naive Schro¨dinger implementation would require multiplying matrices with
≈ 1021 elements. Even larger problems should be accessible on dedicated Ising Machines. However,
we also identify clear limitations of the probabilistic approach by introducing a quantitative metric
STotal for its inefficiency relative to a quantum computer. For example, a straightforward proba-
bilistic implementation of Shor’s algorithm with n q-bits leads to an STotal ∼ exp (−n/2), making
the computation time for the probabilistic Shor’s algorithm scale exponentially as 2n/2 instead of
the polynomial scaling expected for true quantum computers. This is because quantum algorithms
like Grover’s search and Shor’s factorization lead to BM’s where specific outputs are suppressed
not by the usual statistical factor exp (−<(E)), but by a cancellation of paths through the phase
exp (−i=(E)), a manifestation of the well-known “sign problem” in QMC. But it may be possible to
“tame” this problem with appropriate transformations that introduce real parts into the energy and
increase STotal. Finally, we present an example featuring a standard optimization algorithm based
on a purely real energy function to which we add an imaginary part =(E), thereby augmenting
the statistical suppression of Feynman paths with quantum-like phase cancellation. This example
illustrates how the sign problem encountered in classical annealers can be turned into a computa-
tional resource for quantum annealers as the augmented algorithm can potentially be implemented
in hardware quantum annealers.
I. INTRODUCTION
Quantum computing is based on the use of quantum
gates to perform d successive unitary transformations
(gates) U (1), U (2), · · · , U (d−1), U (d) on a set of n q-bits
so that their wavefunctions evolve from an initial |ψ(0)〉
to a final |ψ(d)〉 (Fig. 1a) [1]. Each of these wavefunc-
tions |ψ(d)〉 has 2n components, coming from a tensor
product of n single q-bit wavefunctions with two com-
plex components each. In classical computing, a direct
deterministic calculation requires us to multiply 2n × 2n
transformation matrices with exponentially large mem-
ory requirements as n increases. By contrast, a quantum
computer requires only n q-bits which naturally live in
2n × 2n Fock space.
Powerful algorithms such as Shor’s period-finding and
Grover’s Search Algorithm [2, 3] that creatively make
use of quantum interference in the 2n × 2n dimensional
Fock space, led to an intense activity in recent years to
develop quantum computers [4–6], along with parallel ef-
forts that have pushed the boundaries of classical simula-
tion of quantum systems [7–13]. However, all such efforts
of classical emulation are limited to special cases and it is
widely believed that the in the most general cases, quan-
tum circuits can only be emulated by exponential costs
in either memory, time or both [4].
In this paper we first establish a common platform link-
ing quantum and probabilistic circuits to highlight their
differences and facilitate the cross-fertilization of ideas.
In the spirit of earlier works [4, 14–20], we use a Feynman
paths approach to establish a systematic methodology for
translating any sequence of d operations acting on n q-
bits into a Boltzmann machine (BM) having (n + g(d))
classical spins or p-bits having two values “0” and “1”.
The first n p-bits represent the input q-bits, while the
other p-bits represent the q-bits after the application of
successive gating operations (Fig. 1b).
There is, however, a key difference with the typical
real valued energy functions in traditional BMs and the
energy functions we use in this work. Although the p-
bits are classical with values that can only be “0” or “1”,
the energy function E = E(1) + E(2) + · · · + E(d) can
have complex values. The time evolution of the BM is
governed by the real part <(E) and can be emulated with
standard sampling techniques like Gibbs sampling. But
unlike standard BM, individual samples make complex
contributions of unit magnitude given by exp (−i=(E)),
which on summing, approaches the exact wavefunction of
the corresponding q-circuit, similar in spirit to existing
Quantum Monte Carlo (QMC) based approaches [21].
Similar concepts have been discussed in the context of
adiabatic quantum computing (AQC) which is based on
an evolution operator of the form exp (−βH), H being
the full Hamiltonian matrix. These ideas have also been
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2FIG. 1. Mapping between quantum circuits and
Boltzmann machines: (a) In quantum computing, a se-
quence of unitary gates U (1),U (2),· · · ,U (d) is applied to an
initial wavefunction |ψ(0)〉 and a final wavefunction |ψ(d)〉 is
obtained. (b) the quantum circuit in (a) is mapped into
a Boltzmann machine with p-bits. Note that although the
quantum gates in Fig. 1a are time-ordered, the p-bit network
in Fig. 1b is a reciprocal BM described with an energy func-
tion which is obtained by modeling each k-th quantum gate
via a corresponding complex energy function, E(k). Never-
theless the time sequence of gates is reflected in the BM’s
energy function. While in quantum case the number of q-bits
remains the same, in the Boltzmann analog, the number of
p-bit required increases with the number of applied gates d
as n+ g(d) (see text for a discussion on the nature of g(d)).
applied to gated quantum computing (GQC) [4] based
on unitary transformations U ∝ exp (−iH) implemented
with man-made quantum gates.
Recently, Boltzmann machines with complex weights
have also been employed with machine learning tech-
niques to various classes of quantum Hamiltonians. It has
been shown that certain representations of Boltzmann
machines can be trained to obtain the ground state of a
Hamiltonian, and can even be used to represent quantum
states exactly [22–25]. A key difference between this
work and the methods presented in this paper is that
there is no training of weights in the complex valued BMs
in our approach and the weights are obtained what might
be called “one-shot” learning as we describe in Section II.
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FIG. 2. Quantum interference with probabilistic sam-
pling: (a) One q-bit with a string of Hadamard (H) gates
applied in sequence. The input is clamped to |0〉 which can
evolve into different output states |0〉 and |1〉 through differ-
ent intermediate paths. (b) The contribution of each sample
to four possible paths at d = 2 (the other four paths are not
visited because those require the input to be set at |1〉). All
paths contribute equally in terms of magnitude but the 011
path has a phase (hatch filled) which is opposite to that of the
other three paths. (c) Average sign (see Eq. (4) in the text)
plotted against different outputs which reflects that half of
the total samples are wasted to get the “null” at |1〉.
Double slit interference: The basic ideas behind
our approach can be appreciated with a simple example.
Consider one q-bit driven by a sequence of Hadamard
gates (Fig. 2a), each represented by a transformation con-
necting q-bits in planes d− 1 and d:
UHadamard =
(
1√
2
) [ |0(d−1)〉 |1(d−1)〉
〈0(d)| +1 +1
〈1(d)| +1 −1
]
(1)
Two applications of the gate result in an identity trans-
formation:
[UHadamard]
2 =
[ |0(d−1)〉 |1(d−1)〉
〈0(d)| 1 0
〈1(d)| 0 1
]
(2)
If the q-bit is initialized to |0〉, then after one gate it has
equal probability of being either in |0〉 or |1〉, but after
3two gates the q-bit is back to the |0〉 state with 100%
probability.
This is a very simple illustration of the classic double
slit interference that Feynman used in his lectures to il-
lustrate the difference between quantum and classical, or
between electrons and bullets as he put it [26]. As we
will see, our Boltzmann machine emulates this quantum
interference using a complex energy function given by
E = ipi(s1s2 + s2s3) + constant (3)
where s1, s2, s3 represent the initial state, the state af-
ter one gate and the state after two gates respectively.
Starting from |0〉, the q-bit will also end up in |0〉 after
the two Hadamard gates. But the bullet starting from
a “0” (corresponding to s1 = 0) can end up in each of
the final states “0” (corresponding to s3 = 0) and “1”
(corresponding to s3 = 1) via two paths (each path is
denoted by s1 → s2 → s3) as follows
0→ 0→ 0 (path 1)
0→ 1→ 0 (path 2)
or,
0→ 0→ 1 (path 1)
0→ 1→ 1 (path 2)
All paths have the same <(E) and appear with equal
probability in the sampling process giving the same result
for both outputs if the imaginary part is ignored as shown
in Fig. 2b. But the complex Boltzmann machine weights
each path according to exp (−i=(E)) so that the total
contribution is
Final state in 0: → e−ipi(0+0) + e−ipi(0+0) = 2
Final state in 1: → e−ipi(0+0) + e−ipi(0+1) = 0.
Our complex Boltzmann machine thus emulates quan-
tum interference using classical bullets by associating
complex energies with the paths taken by the bullet and
hence in principle provides results that are exact when
all possible paths taken by a bullet (between a given in-
put state to a given output state) are considered into
account.
Sign problem: But the p-bits with complex phases
are still fundamentally very different from q-bits which
would all end up in the correct state after two ideal
Hadamard gates. By contrast our p-bits can take four
paths each with probability 1/4. Two of the paths add
up to give 1/2, while the other two cancel to give zero
and are in a sense wasted which is shown in Fig. 2c. This
is a problem that becomes more acute as the depth of the
circuit is increased. With two Hadamard gates the height
of the correct peak is 1/2; with d (d being even) gates
it is 1/2d/2 so that an acceptable peak to null ratio will
require a larger number of samples. This is essentially
the sign problem well-known in QMC [27].
Quantitatively this problem can be characterized by
the average sign Sα defined for a given output configura-
tion α as
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FIG. 3. Improvement in average sign with rotated
Hadamard gates: Average sign for the correct peak (α = 0)
with input “0”) is plotted against the number of gates for
various rotation angles, θ. Note that the number of gates
are even so that for a given number of gates the output of
the ordinary and the rotated Hadamard gates are exactly the
same. Each of the dashed lines follows a 2−ζd fit. Inset shows
the dependence of ζ (periodic with a period of pi/2) with
respect to the rotation angle θ.
Sα =
∣∣∣∣∣∣∣
∑
paths to α
e−<(E) e−i=(E)∑
γ
∑
paths to γ
e−<(E)
∣∣∣∣∣∣∣ (4)
One way to characterize the efficiency of the prob-
abilistic emulation of quantum circuits is in terms of
the total sign by summing over average signs Sα for
all α, i.e., Stotal =
∑
Sα with the number of samples
NT needed for a given accuracy scaling inversely as
NT ∝ 1/Stotal. At one extreme we have stoquastic
problems where the BM energy is purely real giving
Stotal ≈ 1, and probabilistic emulation can be quite
efficient. At the other extreme we have classic quantum
algorithms like Grover’s search and Shor’s algorithm
where the BM energy is purely imaginary, and 1/Stotal
increases exponentially with the size of the problem.
Such problems can be basis transformed to reduce
1/Stotal, a process that is commonly referred to as
taming the sign problem in the QMC literature. A toy
example of this is presented next.
Taming the sign problem: It is apparent from
Eq. (4) that if =(E) = 0 the average signs of all output
states should add up to 1, indicating the absence of any
sign problem, while the present example represents the
other extreme where <(E) = constant, so that all paths
are equally likely and any discrimination between differ-
ent outputs occurs through their average signs. Much
work has gone into taming [28–30] the sign problem so
as to transfer the path discrimination at least partially to
4<(E). In the present case for example, with d = 12, the
sign for the peak equals 1/26 = 0.0156. But interestingly
if we perform a basis transformation (V UHadamardV
†) to
rotate the Hadamard gate by an angle of θ around the
y-axis (V = Ry (θ)) to transform it into
UH,rotated =
[ |0(d−1)〉 |1(d−1)〉
〈0(d)| cos (θ + pi/4) sin (θ + pi/4)
〈1(d)| sin (θ + pi/4) − cos (θ + pi/4)
]
(5)
then it is possible to somewhat improve the average
sign by choosing an appropriate θ as it is shown in Fig. 3.
Organization of the paper: In Section II we de-
scribe how we obtain our rules for translating one q-bit
and two q-bit gates into a complex energy function E gov-
erning the corresponding complex Boltzmann machine,
using the Feynman path approach [4]. In Section III
we present results for a probabilistic implementation of
a two q-bit Grover search circuit illustrating how the
number of paths reaching each output is essentially the
same, and nulls arise due to a cancellation rather than a
suppression of separate paths. Like the example above,
here too <(E) is trivial so that probabilistic sampling
does not provide any output selectivity, and the Grover
peak arises entirely from constructive addition which is
reflected in its large average sign compared to the sup-
pressed outputs. In Section IV we present results for a
probabilistic implementation of Shor’s period-finding cir-
cuit, which too gives rise to peaks through cancellation
rather than suppression of paths. We present scaling
results for circuits with n = 20, 24, 28, 32, 36 q-bits em-
ulated with 50, 60, 70, 80, 90 p-bits respectively showing
that the number of samples needed to establish a fixed
peak to null ratio increases as 2n/2 unlike the polyno-
mial scaling expected for a q-bit implementation. The
36 q-bits system is emulated with 90 p-bits and has been
performed on an ordinary laptop in less than a day, a
calculation that would require us to multiply matrices
with ≈ 1021 elements in a deterministic approach. Fi-
nally in Section IV we present an example featuring a
standard optimization algorithm based on a purely real
energy function to which we add an imaginary part =(E),
thereby augmenting the statistical suppression of Feyn-
man paths with quantum-like phase cancellation.
II. COMPLEX ENERGY FUNCTIONS FOR
QUANTUM GATES
The basic rule for writing a complex energy function
for a sequence of gate operations can be obtained as fol-
lows. First we note that the elements of the overall trans-
formation matrix are given by a matrix product of the
individual matrices
Uα,β =
∑
p1,··· ,pd−1
U (d)α,pd−1U
(d−1)
pd−1,pd−2 · · ·U (2)p2,p1U
(1)
p1,β
(6)
where |β〉 and |α〉 corresponds to the initial and the fi-
nal state of the q-bits respectively. We express each k-
th element of the transformation matrices in terms of a
corresponding energy function, which in general can be
complex:
U (k)p,q = e
−E(k)p,q ⇒ E(k)p,q = − ln
(
U (k)p,q
)
(7)
Using Eq. (7) in Eq. (6) , we can write
Uα,β =
∑
p1,··· ,pd−1
e
−
(
E(d)α,pd−1+E
(d−1)
pd−1,pd−2+···+E
(2)
p2,p1
+E
(1)
p1,β
)
=
∑
p1,··,pd−1
e−<(E) e−i=(E) (8)
where <(E) and =(E) represent the real and imaginary
parts of the total energy function E obtained by summing
the individual ones
E(p1, · · · , pd−1) = E(d)α,pd−1 +E(d−1)pd−1,pd−2 + · · ·+E
(1)
p1,β
(9)
Eq. (8) is an exact result, but it represents a sum over a
large number of paths
β → p1 → p2 → · · · → pd−1 → α
(from an initial state α to a final state β) which grows
exponentially in n.
Usually the energies are real so that e−E can be
interpreted as a probability and probabilistic approaches
allow us to sample the most important paths based on
powerful algorithms like Metropolis or Gibbs sampling.
For complex energies we can still sample the paths
based on the real part of E while the imaginary part
can be interpreted as the complex contribution of unit
magnitude contributed by a particular path. In the next
we will show how to obtain energy functions for one and
two q-bit gates and then we will present the algorithm
which allows us to include complex contribution of
various paths with the usual sampling procedure.
One q-bit gates: Any one q-bit gate is in general
described by a transformation matrix of the form
U (d) =
[ |0(d−1)〉 |1(d−1)〉
〈0(d)| a1 b1
〈1(d)| c1 A1
]
(10)
Using Eq. (7) we can immediately write the energy
function in tabular form
E(d) =
[ s(d−1)=0 s(d−1)=1
s(d)=0 − ln (a1) − ln (b1)
s(d)=1 − ln (c1) − ln (A1)
]
It is straightforward to convert this tabular result into
a Boolean sum of products expression [31]
E(d) =− (1− s(d))(1− s(d−1)) ln (a1)
− (1− s(d)) s(d−1) ln (b1)
− s(d) (1− s(d−1)) ln (c1)
− s(d−1) s(d) ln (A1)
(11)
5which simplifies to
E(d) =− ln (a1) + s(d) ln (a1/c1) + s(d−1) ln (a1/b1)
+ s(d−1)s(d) ln (b1c1/a1A1) (12)
Note that this energy function has linear and quadratic
terms corresponding one-body and two-body interactions
in an Ising model, which require a Boltzmann machine
with a linear synaptic function derived from the gradient
of the energy function. It is straightforward to check that
with a1 = b1 = c1 = −A1 = 1 in Eq. (11), we obtain the
result stated earlier in Eq. (3).
Two q-bit gates: Any two q-bit gate is in general
described by a transformation matrix of the form
U(d) =

|00(d−1)〉 |10(d−1)〉 |01(d−1)〉 |11(d−1)〉
〈00(d)| a1 b1 a2 b2
〈10(d)| c1 A1 c2 A2
〈01(d)| a3 b3 a4 b4
〈11(d)| c3 A3 c4 A4
 (13)
Using Eq. (7) we can immediately write the energy func-
tion in tabular form
E(d) =
s
(d−1)
1 s
(d−1)
2
s(
d
)
1
s(
d
)
2

00 10 01 11
00 − ln (a1) − ln (b1) − ln (a2) − ln (b2)
10 − ln (c1) − ln (A1) − ln (c2) − ln (A2)
01 − ln (a3) − ln (b3) − ln (a4) − ln (b4)
11 − ln (c3) − ln (A3) − ln (c4) − ln (A4)
 (14)
Once again this tabular result can be translated into a
Boolean function like Eq. (12), but the energy function
will have three-body and four-body interactions whose
gradient leads to non-linear synaptic terms. Eq. 14 with
such three-body and four-body terms represents a higher-
order Ising model that has been discussed in the learning
context by Ref. [32]. Such “generalized” Ising models can
be solved much like ordinary Ising models with two-body
interactions, provided that the synaptic feedback can be
computed, for example by an FPGA [33]. Naturally, the
resistive crossbar arrays that accelerate linear synaptic
operations [34] would not be suitable for this purpose.
It is possible to eliminate the three-body and four-body
terms at the expense of additional p-bits by decomposing
the gates in terms of a sequence of a rotation operations
[14, 35], making the synaptic function linear. Alterna-
tively, the three and four-body interactions can be re-
duced to standard 2-body interactions through the use
of auxiliary variables [36, 37].
Ising Machines: In recent years, various incarna-
tions of special-purpose hardware accelerators known as
“Ising Machines” have emerged [33, 38–43] to simulate
the statistical mechanics of Ising models, onto which
many known combinatorial optimization problems have
been mapped [44]. These special purpose machines can
obtain a very large number of samples per second [45]
that is far more than what can be obtained using or-
dinary computers. In principle, our methodology pre-
sented in this paper should be directly implementable in
such dedicated Ising Machines to simulate larger quan-
tum systems by computing the phase exp (−i=(E)) for
each path as a post-processing step to compute output
states of interest.
Sampling with complex contributions: Algo-
rithm 1 assumes that the mapping from quantum circuit
to p-bit has already been carried out and available for the
procedure to use. In the current setting, the algorithm
also assumes that the entries of the input wavefunction,
ψin can only be “0” and “1”, though any other non-
trivial input wavefunction can be encoded by inserting
additional gates in the quantum circuit.
Certain gates like controlled-NOT (CNOT),
controlled-controlled-NOT (CCNOT or Toffoli) or
the modular exponentiation part of Shor’s order finding
circuit are deterministic. In a true quantum computer
these would need to be implemented with quantum
gates. But in our probabilistic emulation we can
implement them simply as ordinary logic gates. Since
logic gates are directed we would not have a single BM
any more; instead we would have separate BMs with
directed connections. Consequently, the input p-bits
for a deterministic gate should be updated before the
output p-bits although the p-bits within each BM can
be updated in random order.
Algorithm 1 Estimating the output wavefunction ψout
from Uψin using probabilistic sampling
NT : number of time samples
Nm: number of p-bits
nin: number of input p-bits
nout: number of output p-bits
1: procedure EstimatePsi(ψin) . Output: ψout
2: for j ← 1 to 2nout do
3: ψout,j ← 0 . Initialize count for ψout
4: for j ← 1 to nin do
5: mj ← ψin,j . Initialize input p-bits
6: for k ← 1 to NT do
7: for j ← (nin + 1) to Nm do
8: mj ← 0
9: compute E0 from the mapping with {m}
10: mj ← 1
11: compute E1 from the mapping with {m}
12: Ij ← <(E0 − E1)
13: draw r from uniform distribution [0, 1]
14: if σ(Ij) > r then . σ(x) = (1 + exp (−x))−1
15: mj ← 1
16: s← binary2decimal({m})
17: ψout,s ← ψout,s + exp (−i=(E1))
18: else
19: mj ← 0
20: s← binary2decimal({m})
21: ψout,s ← ψout,s + exp (−i=(E0))
22: Z ←∑2noutj=1 |ψout,j |2
23: for j ← 1→ 2nout do
24: ψout,j ← ψout,j/Z . Normalize ψout
Stoquastic Hamiltonians: In this paper we fo-
cus on GQC which is based on unitary transformations
U ∝ exp (−iH). In this case the energy functions are
rarely real since that requires the elements of the U ma-
6trix to be all real and positive, which is seldom the case.
However, our approach is also applicable to adiabatic
quantum computing (AQC) based on exp (−βH) which
can often have purely real and positive elements leading
to purely real energy functions. Such Hamiltonians are
classified as stoquastic (see for example, [46]) and can be
emulated with standard BM’s. Non-stoquastic Hamilto-
nians requiring complex BM’s form a special subset of all
problems of interest in AQC, while in GQC many prob-
lems belong to this category.
Interestingly, in one respect GQC is simpler than AQC
because the GQC evolution operators are naturally built
out of the product of few (typically 1 and 2) q-bit oper-
ations.
U = exp (−iH1) exp (−iH2) · · ·
By contrast, it is not straightforward to do the re-
verse, namely to break up the evolution operator
exp (−βH) for AQC into a product of separate terms
corresponding to the components H = H1 + H2 +
· · · , exp (−βH) 6= exp (−βH1) exp (−βH2) · · · unless the
components H1, H2, · · · commute. The standard ap-
proach is the Suzuki-Trotter transformation [47] which
breaks up H into r replicas by writing
exp (−βH) = [exp (−βH/r)]r
≈ ( exp (−βH1/r) exp (−βH2/r) · · · )r
assuming that r is large enough to make the commutators
ofH1/r, H2/r, · · · negligible. This paper focuses on GQC
where replicas are not needed as explained above.
III. TWO Q-BIT GROVER SEARCH
The three q-bit circuit in Fig. 4 represents a standard
Grover search circuit [1] using ten Hadamard (H) gates,
four Pauli-X gates, one CNOT gate and one CCNOT
gate. Each of these gates adds one p-bit, so that the
overall p-bit network requires 19 p-bits, three of which
represent the input which is clamped to |001〉. At plane
1, all eight possible output states are equally probable
but half the wavefunctions are positive while the other
half are negative. All results are described well by the
probabilistic method with the correct signs. At plane
4, a single peak rises, again correctly emulated by the
p-network.
Once again it is instructive to look at the total sign,
Stotal(=
∑
Sα) at various planes:
d = 1→ Stotal ≈ 1
d = 2→ Stotal ≈ 0.25
d = 3→ Stotal ≈ 0.25
d = 4→ Stotal ≈ 0.03
The decreasing total sign in increasing depth is indicative
of the pervasive phase cancellation arising from the in-
creasing multiplicity of paths that lead to a given output
configuration with opposing phases.
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FIG. 4. Grover search circuit using three q-bits: (a)
Circuit schematic (from [1]). Dashed box around the CC-
NOT gate is the oracle that can identify |11〉), (b) Outputs
at planes 1, 2, 3 and 4 showing the results obtained from the
probabilistic emulation with 19 p-bits. These outputs are gen-
erated from 106 samples. See text for a discussion regarding
how the total sign (
∑
Sα) progressively decreases as measured
in increasing depth, d.
IV. SHOR’S ALGORITHM
The n = t + m q-bit circuit in Fig. 5 represents the
general outline of the Shor’s algorithm designed to find
the order, r of the function f(x) = ax mod N . If we
choose N = 143 and a = 43, then the algorithm requires
t = 16 (satisfying 1432 < 2t < 2× 1432) in the first reg-
ister and m = 8 (satisfying m = dlog2Ne) in the second
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FIG. 5. Shor’s order-finding circuit: The circuit consists of two quantum registers: the first register is of size t q-bits and
initially set to |0〉 state, while the second register is of size m q-bits and initially set to |1〉 state. First, a bank of Hadamard
gates are applied to the top register to create a superposition of all classically possible states,
∑2t−1
x=0 |x〉. Then a modular
exponentiation operation, f(x) = ax mod N is performed on the bottom register for each |x〉 in the superposed state. The
U transformation in the modular exponentiation block performs U |u〉 = |au mod N〉. After that a t q-bit inverse quantum
Fourier transform is performed which generates r distinct peaks (which is the order of f(x)) in the probability distribution of
the q-bits in the top register.
register, totaling n = 24 q-bits. The modular exponenti-
ation seems to be the detailed component to implement
with quantum computers and different approaches have
been suggested to address its concrete implementation
[48–52].
The probabilistically mapped circuit corresponding to
the quantum circuit in Fig. 5 is shown in Fig. 6. The
modular exponentiation operation is computed determin-
istically such that the m q-bit second register requires
only m output p-bits that are loaded with the classically
computed value of ax mod N at each time step during
sampling. The mapping presented in this work leads
to all imaginary coupling and biases and therefore the
mapped circuit basically acts as a random number gen-
erator with phase calculations performed within the post-
processing of the samples. But as we have noted earlier,
the advantages of probabilistic sampling can be exploited
by appropriately taming the circuit that introduces some
real parts (that vary with the state of the circuit) in the
coupling and biases.
For the quantum circuit in Fig. 5 with n = 16 + 8 q-
bits, Fig. 7 shows the probability distribution for each of
the 216 = 65, 536 outputs obtained using 1010 samples.
The 6 peaks are clearly evident, giving r = 6. The factors
are now obtained from
gcd(ar/2 ± 1, N) ∈ {11, 13}
In our probabilistic implementation of small Shor cir-
cuits, we construct a full joint probability distribution of
p-bits that correspond to the q-bits of the first register
by taking enough samples and obtain the period “r” by
counting the total number of peaks, for simplicity. We
note however that this approach becomes impractical for
large periods and the standard method of deducing the
period “r” from a single peak measurement by a contin-
ued fraction algorithm needs to be adopted in such cases.
Once again, it is interesting to stress the key difference
with standard Boltzmann machines where we engineer
the real energy landscape so that most paths end
preferentially on the peaks. By contrast, the paths
in this complex Boltzmann machine reach all possible
outputs almost equally. Nevertheless only six peaks
stand out because the paths reaching them all have the
same phase and add coherently, while for other outputs
the paths cancel out. The Boltzmann machine with
complex energies allows us to emulate the other q-bit
network accurately, but many more samples are needed
to get the correct distribution, since a large number is
wasted canceling each other out at the nulls.
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FIG. 6. Shor’s order-finding circuit mapped with p-
bits: The circuit consists of 3t+ 2m p-bits; corresponding to
the t q-bits in the first register in the quantum circuit, there
are t input p-bits and all these p-bits are initially set to 0.
Each Hadamard gate in the quantum circuit then adds a p-
bit each but the rotation operations do not add any. m q-bits
in the second register correspond to additional m input p-bits
and these are initially set to 0 except the least significant one
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classically and the result is set to another m p-bits. The bias
inputs to each individual p-bits are not shown explicitly.
Scaling properties: To investigate the scaling prop-
erties we use a simpler version of the circuit by first ap-
plying an additional transformation, T such that
T : ax mod N 7→ x mod r
and if r (the order of ax mod N) is allowed only to be a
power of 2, then this allows us to perform the modular
exponentiation with simple CNOT circuits. Although
this uses the explicit knowledge of r but is not uncommon
[53]. The simplified Shor’s circuit is shown in Fig. 8. Note
that the U transformation is now defined differently than
the original one, i.e., we use
U |u〉 = |u+ 1 mod r〉
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FIG. 7. Shor’s general order-finding circuit applied
to a = 43, N = 143: The output obtained from 1010 samples
shows 6 peaks (corresponding to r = 6).)
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matrices
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CNOT gates indicate that depending on the actual order r if
less than maximum order (rmax), would need to be replaced
with identity (no gate).
so that
U j |u〉 = U |u+ j mod r〉.
9and note that j can be written as jn−12n−1+jn−22n−2+
· · ·+j020 where {jn−1jn−2 · · · j0} denotes the binary rep-
resentation of j. The use of this new definition of U re-
quires the second register now to be set with |0〉 state
initially instead of |1〉 state used in the general Shor’s
circuit. Also note that now half the q-bits (n/2 = lmax)
in the first register represent the maximum order, rmax =
2lmax of f(x) for all possible a values. The other half are
auxiliary q-bits required for the modified modular expo-
nentiation. In the examples presented we use just two
CNOTs in the modular exponentiation block leading to
four peaks in the output indicating that the order of f(x)
is 4.
Fig. 9 shows the peaks on a logarithmic scale for a
simulation with 36 q-bits emulated with 90 p-bits using
NT = 10
7 samples. Note how the four peaks stand out
from the rest making them clearly identifiable.
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FIG. 9. Shor’s period-finding circuit with n = 36: All
output peaks on a logarithmic scale obtained from a proba-
bilistic simulation with NT = 10
7 samples. Note that out of
218 = 262, 144 possible outputs, four peaks are clearly sepa-
rated from the rest.
Fig. 10 shows the ratio (Peak 5/Peak 4) plotted
against the number of samples NT . At the end of the sim-
ulation, the probabilities are sorted in a descending order
of their magnitude and the 4-th (we expect to see four
peaks) and the 5-th highest probabilities (this peak is
non-desired, ideally should be zero) are labeled as Peak 4
and Peak 5 respectively. Note that all the curves approx-
imately collapse into a single curve when the number of
samples is scaled by 2n/2 suggesting that NT ∝ 2n/2.
This is of course inferior to the polynomial scaling in
n expected from a q-bit implementation that has made
Shor’s algorithm legendary. But we observe that the scal-
ing depends on the number of q-bits and not the number
of p-bits which in this example equals 5n/2.
Note that a naive deterministic calculation would re-
quire us to write down and multiply 236×236 non-sparse
transformation matrices with over 1021 elements. By
contrast, the scaling curves shown in Fig. 9 required no
significant memory and were carried out on an ordinary
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FIG. 10. Computational scaling for a probabilistic
simulation of Shor’s period-finding circuit: (a) Results
shown for n = 20, 24, 28, 32 and 36 suggest that (b) the
number of samples needed for a specified peak suppression
ratio scales as NT ∝ 2n/2. See text for discussion.
laptop.
Finally we note that this is a straightforward imple-
mentation leading to a Boltzmann machine with a trivial
real part that distributes paths equally among all possi-
ble outputs, relying on sign cancellation to make peaks
emerge. In this mode, the probabilistic sampling method
is no different from random guessing, representing an
example of an extremely severe sign problem. It may
be possible to tame this sign problem with proper basis
transformations so that the real part plays a more sig-
nificant role, thereby making use of the powerful proba-
bilistic sampling techniques.
V. AUGMENTED PROBABILISTIC
ALGORITHMS
Finally we present an example of a standard classical
optimization algorithm implemented using a real energy
function within the same framework, making it straight-
forward to augment it with an imaginary component in-
troducing quantum interference. Consider for example
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FIG. 11. Non-stoquasticity to augment classical optimization algorithms: (a) Heatmap of exp (−ε) (see Eq. 15)
calculated exactly as a function of (X,Y ). (b) Heatmap of probabilities calculated from 106 samples without including the
phase. (c) Same as (b), but including the phase exp (−i=(E)) (see Eq. 16). For K = 0/N (random guessing) and K = 10/N ,
both minima (13, 23) and (23, 13) are located correctly. For K = 50/N only one minimum (13, 23) is located. For K = 100/N
the solution is stuck in the wrong minima (fourth columns of second and third row).
the problem of factorizing a number N into X and Y by
defining a cost function C =
∣∣XY −N ∣∣ and using a BM
to minimize it by defining an energy ε proportional to C
by a constant K:
ε = K × C = K ∣∣XY −N ∣∣ (15)
This is not a particularly attractive optimization algo-
rithm [54], we choose it only for illustrative purposes.
The point is that we can implement it using the same
approach that we have described in this paper, the only
difference being that the energy is not obtained from U-
matrix elements defined by quantum gates using Eq. (7).
Instead it is given simply by Eq. (15).
The difficulty with this algorithm can be appreciated
by looking at the top two rows of Fig. 11. The top row
shows the statistical factor exp (−ε) for increasing values
of K. For the smallest K = 1/N the minima are shal-
low, progressively breaking up into deep valleys as K is
increased. Clearly we would like a large value of K so the
correct answers are located in deep valleys well separated
from the rest.
But the top row represents the exact result which is
easy to calculate for this toy problem with N = 13× 23.
For real life problems we have to use sampling to find the
correct solution. For smallK, sampling easily approaches
the exact distribution, but for large K it gets stuck in
local minima far from the two global minima at (13, 23)
and (23, 13). This problem of metastable states is well-
known with optimization algorithms in general.
We can augment this classical probabilistic algorithm
by introducing an imaginary part =(E) into the energy
that selects the exact solutions through interference. The
last row in Fig. 11 shows the results obtained by sampling
using the complex energy function
E = ε+ i2pirC (16)
Here r is a random number between 0 and 1 and can be
implemented in hardware by including auxiliary p-bits
whose collective state determines r so that it fluctuates
randomly.
The imaginary part of the energy 2pirC makes the con-
tributions of different paths fluctuate wildly for all out-
puts except for the correct solution with C = 0. As a re-
sult when we sample with the phases taken into account,
the correct solutions (13, 23) and (23, 13) are singled out
as shown in the last row of Fig. 11. With K = 50/N
the samples get stuck on a fraction of the valleys, and
the phase helps select out only one minimum (13,23).
With an even larger K = 100/N the samples are stuck
in wrong local minima, and the phase has no chance of
finding the right answers.
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This approach does not really enhance the classical
probabilistic algorithm, since one could identify the cor-
rect answer simply by asking if C = 0 rather than invoke
interference through a complex energy function. Even if
the imaginary phase is added to the paths while sampling
is performed, these phases do not influence the sampling
probabilities, as such, there would be no computational
benefit for classical samplers, as they would suffer from
the sign problem. Quantum annealers however could en-
gineer the implementation of such random phases that
would influence sampling dynamics and the algorithm
could lead to a speed-up in identifying the correct an-
swer like the Grover’s algorithm [3], but that remains to
be seen. Our purpose here is to show that the framework
presented in this paper is general enough to encompass
quantum gates as well as classical optimization, thus fa-
cilitating a cross-fertilization of ideas.
V. CONCLUSIONS
In summary, we have presented what could be viewed
as an extension of sign-corrected QMC to GQC algo-
rithms, leading to a systematic procedure for translat-
ing any given quantum circuit into a network of classi-
cal probabilistic p-bits described by a complex energy
function E. The real part of E governs the time evolu-
tion just like standard Boltzmann machines. But unlike
Boltzmann machines, each sample makes a complex con-
tribution of unit magnitude given by exp (−i=(E)). The
probabilistic method provides significant memory advan-
tages allowing us to perform calculations on an ordinary
laptop, that would have required the multiplication of
matrices with ∼ 1021 elements in a deterministic ap-
proach. Even larger problems should be accessible on
dedicated Ising computers.
However, we note that the probabilistic emulation suf-
fers from the sign problem. A straightforward transla-
tion of quantum algorithms like Grover search and Shor’s
period-finding leads to energy functions whose real parts
are essentially constant and provide no discrimination
amongst different outputs. Nulls in the output do not
arise from a suppression of paths, but from a cancellation
of paths through the phase exp (−i=(E)). Consequently
many samples are wasted on low probability outputs, un-
like a true quantum computer. We introduce a quanti-
tative metric for this inefficiency of a probabilistic em-
ulation relative to a quantum computer in terms of the
total sign which measures the severity of the well-known
“sign problem” in QMC algorithms. The inverse of STotal
indicates the factor by which the computation time is
increased. For example, a straightforward probabilistic
implementation of Shors algorithm for n qbits leads to
an STotal ∼ exp (−n/2), making the required number of
samples go up as exp (n/2). But, if the problems could
be transformed to make the real part of the energy func-
tions more significant so that nulls arise partly from a de-
crease in paths rather than an increase in cancellations,
the computational time could improve significantly.
We end with an example of a classical optimization al-
gorithm augmented with an imaginary energy component
to combine the suppression of unwanted paths through
the statistical factor exp (−<(E)) with path cancellation
through the phase factor exp (−i=(E)). This augmented
optimization algorithm could potentially be implemented
in hardware quantum annealers that can attach the imag-
inary phase factor to different samples through a collec-
tion of hidden variables [55].
VI. APPENDIX:
ZERO ELEMENTS IN U-MATRIX
The procedure laid out in Sec. II for obtaining energy
functions for given transformation matrices is straight-
forward. One point to note, however, is that often there
are zero elements in the matrix which will lead to singular
values for the logarithmic functions in Eqs. (12) or (14).
A general but approximate way to deal with zero ele-
ments is to replace them with e−J , J being a suitably
large positive number. However, in special cases an ex-
act approach is possible, which is best illustrated with
examples.
One q-bit examples: Consider the transformation
Rz(γ) representing a one q-bit rotation about the z-axis:
Rz (γ) = e
−iγσz/2 =
[ |0(d−1)〉 |1(d−1)〉
〈0(d)| e−iγ/2 0
〈1(d)| 0 e+iγ/2
]
(17)
Replacing the zero off-diagonal elements with e−J , J be-
ing a large positive number, we have
E(d) = −iγ
2
(
1− s(d−1) − s(d))
+ lim
J→∞
J
(
s(d−1) + s(d) − 2s(d−1)s(d)) (18)
This is the straightforward approximate approach de-
scribed above. Alternatively, we could eliminate s(d) as
an independent variable by setting it equal to s(d−1), so
that
s(d) = s(d−1)
E(d) = −iγ2
(
1− 2s(d−1)) (19)
This approach can also be used for zeros on the diag-
onal. Consider the Pauli-X gate:
X =
[
0 1
1 0
]
(20)
We can eliminate s(d) as an independent variable by set-
ting it equal to 1− s(d−1), so that
s(d) = 1− s(d−1)
E(d) = 0 (21)
Note that this is essentially a deterministic NOT gate.
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Two q-bit exchange operator: Consider the two
q-bit exchange operator acting between q-bit 1 and 2
defined as follows:
J12 =

|00(d−1)〉 |10(d−1)〉 |01(d−1)〉 |11(d−1)〉
〈00(d)| eiγ/2 0 0 0
〈10(d)| 0 e−iγ/2 0 0
〈01(d)| 0 0 e−iγ/2 0
〈11(d)| 0 0 0 eiγ/2

(22)
Since the matrix is diagonal, we can eliminate s
(d)
1 , s
(d)
2
by writing
s
(d)
1 = s
(d−1)
1 , s
(d)
2 = s
(d−1)
2
E(d) = iγ2
(
1− 2s(d−1)1
)(
1− 2s(d−1)2
)
(23)
For two q-bit operations with off-diagonal elements, the
general approach would be to use exp (−J) to replace
zero elements if present. Instead we may be able to
reduce the number of independent variables for specific
cases as illustrated below.
CNOT Gate: Consider the CNOT gate described by
the transformation matrix:
UCNOT =

|00(d−1)〉 |10(d−1)〉 |01(d−1)〉 |11(d−1)〉
〈00(d)| 1 0 0 0
〈10(d)| 0 1 0 0
〈01(d)| 0 0 0 1
〈11(d)| 0 0 1 0

In this case, we can write
s
(d)
1 = s
(d−1)
1 + s
(d−1)
2 − 2s(d−1)1 s(d−1)2
s
(d)
2 = s
(d−1)
2
E(d) = 0 (24)
It can be seen that this is essentially a deterministic XOR
gate:
s
(d)
1 = XOR
(
s
(d−1)
1 , s
(d−1)
2
)
(25)
CCNOT Gate: Similarly for the CCNOT gate, we
can write
s
(d)
1 = s
(d−1)
1 + s
(d−1)
2 s
(d−1)
3 − 2s(d−1)1 s(d−1)2 s(d−1)3
s
(d)
2 = s
(d−1)
2 , s
(d)
3 = s
(d−1)
3
E(d) = 0 (26)
This too is essentially a deterministic gate:
s
(d)
1 = XOR
(
s
(d−1)
1 ,
(
s
(d−1)
2 AND s
(d−1)
3
))
(27)
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