= avoidance region for the ith vehicle (⋆ = r) or the ith virtual system (⋆ = r p )
. Examples of research studies that do explicitly consider dynamic constraints include: 1) the use of inevitable collision states [19] , where the control strategy is to avoid trajectories and control inputs leading to collisions; 2) the acceleration-velocity obstacle control [20] , which stems from the concepts of inevitable collision states and velocity obstacle [21] ; and 3) the use of reachability analysis and optimal control to determine safe paths [22] . Other control approaches also based on the concepts of inevitable collision states and velocity obstacle that consider limited actuation are presented in [23] and [9] , respectively. In [23] , the authors present a probabilistic avoidance strategy, whereas in [9] , the authors introduce a reactive, distributed avoidance algorithm.
Reactive collision avoidance strategies for dynamic vehicles with limited control has also been developed using avoidance [24] and navigation functions [25] . However, these strategies are either overly conservative or assume a good mathematical model of vehicles. Other control strategies based on avoidance functions that account for input disturbances or input errors are presented in [26] [27] [28] . Yet, these strategies, although shown to be bounded, are not designed to comply with the vehicles' dynamic constraints.
In this Note, we present a robust, reactive cooperative collision avoidance strategy with trajectory tracking control for a group of unmanned vehicles. The main contribution of the Note is the design of a decentralized control framework that theoretically guarantees collision-free transit for an arbitrarily large group of vehicles subject to acceleration constraints and bounded input disturbances-a realistic limitation typically overlooked in the research literature. The strategy follows the two-layer control approach previously used in [14] for nonholonomic vehicles with constant speed and bounded turning rates, but herein applied to vehicles whose dynamics can be modeled by double integrators with external disturbances. In contrast to the vehicle model used in [14] , the vehicles considered in this Note can stop (i.e., hover) or move backwards-although not instantaneously-and tolerate some degree of uncertainty in the form of unknown disturbances. The control framework is divided in two parts: an online planner and a local trajectory control system. The goal of the online planner (also hereafter referred to as the virtual system) is to trace a safe path for the ith vehicle taking into account the position of nearby agents. The goal of the local trajectory tracking control is to ensure that the vehicle follows the trajectory traced by the online planner within a known bounded error. Under some mild conditions on the vehicles' initial states, we are able to show that the two-layer control strategy guarantees collision-free transit for any arbitrarily large group of vehicles. Moreover, we also show that the tracking error is ultimately bounded and that, under no persistent collision threat, the vehicles will converge to a region near their desired trajectories.
A simulation example, which also motivates the problem, and two experiments with four quadrotors illustrate the performance of the proposed control strategy.
II. Problem Formulation

A. Notation
T ∈ R n represent a n-dimensional real vector. We define the 2-norm of x i as x i . Similarly, we denote the closed and open n-balls with center x i and radius a > 0 as B[x i , a] := {y : y ∈ R n , x i − y ≤ a} and B(x i , a) := {y : y ∈ R n , x i − y < a}, respectively.
B. Dynamics of the Vehicles
We consider a group of N n-degree-of-freedom (DoF) heterogeneous vehicles with dynamics given by
where q i ∈ R n and u i ∈ R n denote the position and control input vector, respectively, of the ith vehicle. The This mathematical model can capture the dynamics of a wide range of vehicles, including most rotorcraft [18, 29, 30] when modeled at low speeds, as well as some nonholonomic vehicles after applying input-output feedback linearization [31, 32] . In addition, (1) assumes that gravitational forces are negligible or compensated via active control and that the set of admissible control inputs is radially bounded by some µ i > ∆ i , i.e., u i ∈ B[0, µ i ]. The latter condition implies that the control input can overcome the disturbance vector, which is necessary in order to guarantee the stability. In what follows, we will omit the time dependence of signals except when considered necessary.
To guarantee a safe interaction between all vehicles, we further assume that the agents can bi-directionally communicate their information (or alternatively, sense each other) at a sufficiently fast rate whenever they are at a close distance (or within their sensing range). Without loss of generality, we assume that each agent has a communication (or sensing) region of radius R > 0.
C. Control Objectives
The primary objective is to safely drive a group of N vehicles with bounded control and bounded disturbances along desired trajectories. Specifically, we would like to design a control policy u i (t) such that q i (t) converges to
where q d i (t) ∈ R n denotes the desired trajectory for the ith vehicle (see Section IV for more details) and ǫ i is a bound on the convergence error (to be defined later). Note that convergence to any desired trajectory q d i (t) with arbitrarily small error (i.e., ǫ i → 0) is in general unfeasible due to the vehicle's acceleration constraints and the presence of unknown disturbances.
Simultaneously, we would like the vehicles to maintain safe inter-agent distances at all times. Mathematically, we mean that ∀ i, j ∈ {1, · · · , N }, i j and ∀ t ≥ 0, q i (t) − q j (t) > r, where r is the minimum safe distance between any two vehicles, taking into account the size of the vehicles. We will assume that R − r > 4 · max i {ǫ i } to accommodate for the detection of the vehicles' convergence regions, i.e., B[q d i (t), ǫ i ] (refer to Section III.C for more details).
D. Preliminaries
In this section we introduce some definitions required for the development of the control strategies. Let x and y be two vectors in R n and b > a > 0 be two constant parameters. We define an attractive potential function
Similarly, we define the following repulsive (or avoidance) potential
The reader can easily verify that A is almost everywhere continuously differentiable and that
Similar avoidance functions have been successfully used in [12, 33, 34] . Now, our objective is to guarantee that the vehicles remain at a safe distance from each other at all times.
Geometrically, this means that there is a region around the ith vehicle that no other vehicle should enter. Accordingly, for any pair of vehicles we define an Avoidance Region as
where
We say that a collision between the ith and jth vehicles occurs if for some time t, q(t) ∈ Ω r i j . Similarly, for each pair of vehicles we define a Detection Region as
The latter implies that the ith and jth vehicles can communicate or detect their positions at time t if q(t) ∈ D R i j . The Avoidance and Detection Regions for the ith vehicle are depicted in Fig. 1 .
III. Control Framework
To achieve our control objective, namely trajectory tracking with collision avoidance, we propose a control framework for each vehicle comprised of two parts: an online planner and a local trajectory tracking control system. An illustration of the control framework is depicted in Fig. 2 . The goal of the ith vehicle's online planner is to trace a collision-free trajectory that converges to the vehicle's desired trajectory. Hereafter, the coordinates of this collisionfree trajectory will be represented by a virtual agent. The use of the term virtual agent (or vehicle) is motivated by previous work in multi-vehicle systems research where one or more virtual agents can be used as leaders of a group [35] . The goal of the vehicle's local trajectory tracking control system is then to track the motion of its virtual agent regardless of bounded acceleration and disturbances. The overall system acts as a two-layer control scheme where the online planner generates an alternate collision-free trajectory for the vehicle when necessary.
A. Online Reactive Planner (Virtual System)
The equation governing the motion of the ith vehicle's virtual system is given by
where p i ∈ R n is the coordinates of the ith virtual agent-initialized at the same position as the vehicle-and w i ∈ R n is a cooperative control strategy designed to enforce the tracking objective while simultaneously guaranteeing collision avoidance. By cooperative it is meant that all virtual agents share the same objective, in this case, avoiding collisions and that they execute the same control rules. With this in mind, we propose w i to be given by where V i is a potential function, ρ i > 0 and σ > 0 are control design parameters, N i = {1, · · · , N } − {i} defines the set of neighbors for the ith vehicle, and r p = r + 2 · max i {ǫ i } and R p = R − 2 · max i {ǫ i } are the avoidance and detection radii, respectively, of the virtual system. Note that the avoidance function in (7) uses the location of nearby virtual agents in lieu of the vehicles' location, which requires the vehicles to communicate their virtual agent information. If-rather than communication-each agent is equipped with sensors that detect the proximity to other vehicles, the control approach can be easily redefined to use the vehicle's position as in [32] . In such scenario, the modification would require enlarging the virtual agent's avoidance radii to r p = r + 3 max ǫ i in order to accommodate for the uncertainty in the virtual agent's location.
The vector η i ∈ R n is a bounded, discontinuous, small perturbation to the control input aimed to avoid potential deadlocks [36] and chosen as
where γ i is a positive design parameter and v l 0 is any nonzero lth element of the vector ∂V T i /∂p i . The reader can verify that ∂V T i /∂p i · η T i = 0, which implies that η i is perpendicular to ∂V T i /∂p i . In addition, note that η i = 0 whenever the ith virtual agent is safely away from other vehicles or whenever it reaches the desired configuration.
Analogous to the previous definitions of Avoidance (4) and Detection Regions (5) for the ith and jth vehicles, we define the Avoidance and Detection Regions for their virtual systems as Ω Fig. 1 for an illustration.
Remark 1.
In order to simplify analysis, this Note uses a single integrator model for the virtual system. Other vehicle models (such as double integrators) could be similarly implemented. The role of the virtual agent is to set a safe path for the real vehicle to follow and assuming a double integrator model as in (1) may potentially generate trajectories that are more akin to the real system. Notwithstanding, note that the trajectories of the single integrator model are smooth enough given that the control inputs for the virtual agents are continuous (except for a set of Lebesgue measure zero).
The main drawback of using a single integrator model is the trace of trajectories with quicker initial reactions, which may lead to larger initial tracking errors. However, these tracking errors will be accounted for in the design of the local trajectory tracking control.
Remark 2.
As discussed in [36, 37] , deadlocks (or unwanted local minima) are the result of symmetries among attractive and repulsive potential functions. For the case of two agents, [36] proves that the use of a control perturbation perpendicular to the vehicle's trajectories, such as η i , can be used to successfully break these symmetries. However, it does not guarantee convergence in the general multi-agent case.
Remark 3. As shown in [24] , the number of nonzero avoidance functions at any given time and, therefore, the number of computations in (7), is bounded by a finite number N i regardless of the total size of the group, N. An upper bound can be computed using packaging optimization concepts as
B. Local Trajectory Tracking Control System
The objective of the ith vehicle's local trajectory tracking control is to track the virtual system despite the vehicle's bounded actuation and disturbances forces. Accordingly, we propose u i to be
is the position error, α i > 0 and β i > 0 are the respective derivative and proportional control
, and satx(x) : R n → B[0,x] ⊂ R n is the saturation function. Note that the ith vehicle's control input is bounded by µ i , i.e., u i (t) ≤
and that the velocities are also bounded byv i as shown by the following proposition. Proposition 1. Consider (1) with control law (8) .
and, consequently, for q i ≥v i . Then, due to the continuity of q i and the fact that q i ≥v i would imply that W < 0, we can conclude that q i ≤v i ∀ t ≥ 0. 
C. Motivation of the Two-Layer Control System
To illustrate the purpose of the online planner (i.e., virtual agent) and local trajectory tracking control system, let us consider the interaction of two vehicles as in Fig. 3 . The objective of the ith vehicle's local trajectory tracking control system is to keep the ith vehicle within a bounded distance ǫ i from its virtual agent at all times, i.e., that 
, the latter condition would also guarantee that no two vehicles will collide (a formal proof of the last statement is given Section V). This idea is similar to the use of reserved disks in [11, 38] and conflict regions in [32] but applied herein to vehicles with acceleration constraints and input disturbances. It is also similar to the concept of Tube Model Predictive Control [39] , where control commands and trajectories are designed for a nominal (i.e., virtual) system ignoring disturbances.
IV. Trajectory Tracking
In this section we will show that 1) the ith virtual system asymptotically converges to the desired trajectory q d i in the absence of collision threats and that 2) the ith vehicle remains within a bounded distance ǫ i of its virtual system at all times. The synthesis of both results ultimately implies that the ith vehicle converges asymptotically to the
The first assumption is needed due to the acceleration and velocity constraints imposed on the ith vehicle and states the desired velocity must also be bounded. The second assumption is used in the proof of the collision avoidance result and implies that the desired trajectory remains constant whenever any virtual agent enters the Detection region of the ith vehicle's virtual system.
is ultimately bounded with ultimate bound N i M + γ i . To prove the second statement, note that p(t) D
Proposition 2 states that if no collision takes place, then the error between the position of the virtual system and its desired trajectory remains bounded. Next, we will prove that the ith vehicle remains within a bounded distance of the ith virtual agent at all times. 
holds for some positive, finite constant λ and
Then,q i (t) is globally uniformly ultimately bounded by ψ/β i and q i (t) ∈ B(p i (t), ǫ i ) ∀ t ≥ 0, where
Proof: Assume that q i (0) ≤v i . From Proposition 1 we have that q i (t) ≤v i ∀ t ≥ 0 and, consequently,
Integrating q i (t) over a finite time interval 
Then, returning to the velocity solution we have that q i (t) = Φ(t) + g(q i (t))(1 − e −α i δ )/α i where
Now, consider the following Lyapunov functionṼ(q i (t)) =
Then, assuming ∃λ ∈ (0, ∞) such that (9) holds and setting δ = λ/α i , we obtain that
from which we can conclude that Ṽ < 0, for g(q i (t)) ∈ (ψ, β iǭi ] or, equivalently, that Ṽ < 0, ∀ q i ≥ ψ/β i . The latter implies thatq i (t) is globally uniformly ultimately bounded by ψ/β i , which proves the first statement of the proposition.
The proof of the first statement means that if (9) holds, then, ∃δ = λ/α i such that q i (t) ≤ ψ/β i ∀ t ≥ δ.
Therefore, we are left to compute a bound on q i (t) ∀ t ∈ [0, δ).
and given thatq i (0) = 0 by definition, we can show that
. Hence, choosing
, we have that q i (t) < ǫ i ∀ t ≥ 0 and the proof is complete.
In brief, Proposition 2 guarantees convergence of the ith virtual system to the ith vehicle desired trajectory , whereas Proposition 3 guarantees convergence of the ith vehicle to a bounded neighborhood around the virtual agent. Synthesis of both propositions guarantees the convergence of the ith vehicle to an n-ball centered at the desired trajectory,
, as long as there are no deadlocks among agents. Under the presence of deadlocks we cannot guarantee convergence of the virtual system to the desired trajectory. Note, however, that the control perturbation η i in (7) should aid the vehicles in escaping deadlocks as shown in [36] . 
V. Guaranteed Decentralized Collision Avoidance
We now show that the proposed control strategy guarantees the safe interaction of all vehicles as long as the vehicles start from a safe distance. We will show that the vehicles' virtual systems do not enter each other's Avoidance Regions at any time, which implies that the vehicles will always remain a safe distance from each other. Proof:
positive-definite function. Taking its time derivative yields
where we used the fact that
to Assumption IV.2 and by construction of η i . Then, noting that
we obtain
Since V C ≤ 0, we can integrate the above inequality and obtain that V C (t) ≤ V(0) ≤ ∞, which implies that p i − q d i remains bounded. Now assume that for some i and j i, p → Ω r p i j . The latter implies that
However, V C is bounded which means that we reach a contradiction. Since the solutions of (6) are continuous, p(t) must never enter the avoidance set Ω r p . To prove the second statement, assume that the hypothesis of Proposition 3 holds. Then, boundedness of p i − q d i implies that q i − q d i is also bounded. To prove collision avoidance, we can use the triangle inequality to obtain that
where we have omitted the time variable. Now, from Proposition 3 and the proof of the first statement, we have that p i (t) − q i (t) < ǫ i and p i (t) − p j (t) > r + 2max k {ǫ k } ∀ t ≥ 0 and ∀ i. Then, using the latter two inequalities we have that q i − q j ≥ r + 2max k {ǫ k } − ǫ i − ǫ j > r which completes the proof.
Proposition 4, along with Proposition 3, guarantees collision-free transit for any large group of vehicles subjected to acceleration constraints and bounded input disturbances as long as all vehicles start at a distance greater than or equal to r p + 2 max i {ǫ i } from each other.The latter condition also requires the vehicles to have a sensing radius of at least R > r + 4 max i {ǫ i }. As shown in the next section, carefully choosing the sensing radius R is not only necessary for the proposed control framework but it is, in general, required regardless of the control approach. In addition, it is worth emphasizing that the proposed method is a cooperative strategy that assumes that all agents abide by the same set of rules and control framework. In the case of the presence of non-cooperative vehicles, collision avoidance cannot be guaranteed.
VI. Simulation Example
Consider two small rotorcraft with linearized longitudinal and lateral equations of motion given by [41] 
where k p = 100 and k v = 60 are two control parameters and V i is chosen according to [12, 26, 33] . The saturation function on the control input u i has been added to emulate the effect of the vehicles' control constraints and k v to add damping into the system. Under no acceleration constraints (i.e., µ i → ∞), the control law in (11) guarantees collision-free transit for any large group of vehicles and any R > r, [12, 26, 33] . The parameters in both the proposed and traditional controllers have been tuned to yield similar responses under no avoidance action.
We simulate the system under both controllers for m i = 2 kg and R = 0.35 m, where the sensing radius has been computed to satisfy Proposition 3. Fig. 4(a) illustrates the sequential motion of the two vehicles under the traditional the vehicles come to the closest distance from each other. In both scenarios the vehicles are able to maintain a safe distance larger than r = 0.3 m at all times and avoid a collision. However, as evidenced by the top plot in Fig. 4(a) and the steady-state distance of 0.31 m for the traditional approach in Fig. 4(b) , the traditional control cannot break the symmetry of the agents' trajectories and both vehicles end up in a deadlock. In contrast, the proposed controller is able to resolve the conflict and both agents eventually converge to their destination. For each mass value and, consequently, each acceleration bound we ran multiple simulations with the traditional and the proposed controller using several R values. The minimum sensing radius R that resulted in no collisions for that particular acceleration bound µ i was denoted as R min . Any smaller radius led to a collision. need of larger sensing regions for vehicles with smaller control authority (i.e., smaller acceleration bounds).
It is worth mentioning that different scenarios (i.e., different desired trajectories, initial conditions, and number of agents) will lead to different R min values (i.e., the same safe R min radii found in Fig. 5 would not apply for all potential scenarios). Therefore, a direct comparison between the sensing radii of both methods should not be made from these results. However, an important observation here is that the minimum sensing radius increases with a decrease in maximum acceleration regardless of the controller. For sake of completeness, Fig. 5 also illustrates the minimum safe sensing radius-obtained by using Proposition 3-that would guarantee collision avoidance for the proposed controller (denoted by the dashed line) regardless of the scenario and number of agents. Any sensing radius above this line, will guarantee collision avoidance. Below the line (shaded region in Fig. 5 ), collision avoidance cannot be guaranteed.
VII. Experiments
In addition to the previous simulation example, we conducted experiments with a group of four micro quadrotors, each with a diameter of approximately 0.1 m. A motion capture system was used to provide position and attitude estimates of the quadrotors at rate of 100 Hz in a flight zone of approximately 4 m long, 4 m wide, and 2 m high. The motion control algorithms were run in a laptop PC and control commands were transmitted using a 2.4 GHz radio.
The quadrotors have four controllable DoF: vertical thrust F z , pitch θ, roll φ, and yaw-rate ϕ, which are mapped to the Cartesian coordinates x, y, and z through a nonlinear map f :
This map can be linearized about hover conditions [42] and each state is regulated with linear controllers such that, when the yaw angle (ϕ) is regulated at a zero, the model is linear and decoupled [41] as in (1) . The implementation of the vehicle controller has two levels. A low level PID controller on board the quadrotor regulates the roll, pitch, and yaw-rate to the commanded values. A high level PD Controller executes trajectory tracking in the x-y plane by setting the desired vertical thrust, roll, pitch, and yaw-rate. It should be noted that the high level control gains were tuned to yield satisfactory trajectory tracking performance, while the factory low level controller gains were utilized. The tracking errors associated with these controller are the primary source of disturbances in the present implementation. In addition to regulating ϕ at We consider two scenarios. Table 1 lists the control parameters for both examples, where µ i and ǫ i were measured empirically. In order to measure µ i , the quadrotors were flown to different set points across the workspace at maximum thrust. The acceleration bounds were then estimated using position data from the motion capture system. To estimate ǫ i , the quadrotors were commanded to track different lemniscate-shaped trajectories with q d i = ρ i . The parameter ǫ i was then empirically approximated as the mean error plus two standard deviations. Note that in general these values cannot be theoretically computed given that the effects of disturbances, uncertainties, and nonlinearities are unknown.
In the first scenario, the quadrotors were initialized at the corners of a 3 m × 3 m square centered at the origin, and commanded to go to the diagonally opposite corner of the same square. This experiment presents a near worst case scenario in which 1) all four vehicles are on a collision course at the center of the workspace and 2) their symmetric commanded paths increase the chances of deadlocks. The results are presented in Fig. 6 , where the vehicles' positions are shown as disks of radius r and with newer positions over-imposed in lighter tones and time-spaced by 0.04 s.
Their desired positions are denoted by the cross marks at diagonally opposed corners. Observe that the quadrotors start moving toward their desired positions in a linear path until they encountered each other near the center of the workspace at t ≈ 4 s. As seen in the left-bottom side figure, the vehicles react by moving clockwise in order to solve the conflict; an effect likely owed to the design of η i . After two seconds (t ≈ 6 s), the conflict is resolved and the agents converge to their desired destinations. Fig. 7 traces the minimum distance of the ith vehicle to any other vehicle at all times, i.e., min j ∈N i ||q i (t) − q j (t)|| (see thicker line), as well as the minimum distance among their virtual agents, i.e., min j ∈N i ||p i (t) − p j (t)|| (see fine line). As can be seen in the plots, the minimum distance from any vehicle to another vehicle at any given time is well above the avoidance radius r = 0.1 m, which implies that none of the agents collided.
The distance from the ith vehicle to its virtual agent is shown in Fig. 8 . It can be seen that the vehicles remained within a distance ǫ i = 0.2 m from its virtual agent at all times. Similarly, Fig. 9 samples the acceleration and velocity of one vehicle estimated using the motion capture system. The results show that the velocity and the acceleration of the vehicle was bounded byv i = 1 m/s and µ i = 5 m/s 2 , respectively, as stipulated by the problem studied in this Note.
It should be noted that the oscillations in the velocities and accelerations were caused primarily by tracking errors in
Fig. 6 Sequential motion of vehicles for the first scenario divided in four time intervals.
the low-level control of the quadrotors.
In the second scenario the four quadrotors tracked two different concentric circular trajectories with a period of 30 s.
The first vehicle tracks counterclockwise a circle with radius 1.6 m; while the second, third, and fourth vehicle track clockwise, counterclockwise, and clockwise, respectively, a circular trajectory of radius 1.4 m. The system parameters, listed in Table 1 , are similar to the first experiment with the contrast of using shorter detection radii (R = 1.0 m), faster virtual agents (ρ i = 0.8 m/s), and no perturbation (γ i = 0) to the control input. This scenario is slightly more aggressive than the previous example. The results are presented in Fig. 10 and 11 . Overall, it should be noted that the vehicles were able to resolve all collision threats and to return to their intended paths once the conflicts were resolved.
Building on the results presented above, future research will examine the design of time-varying, velocity-based avoidance and detection regions. Taking into consideration the vehicle's velocity into the collision avoidance task may lead to more intuitive behaviors and less conservative results.
VIII. Conclusions
A cooperative, decentralized collision avoidance policy for a group of unmanned vehicles with bounded input disturbances has been reported. Motivated by the limitations of real vehicles to accelerate and decelerate when collision threats are detected, we considered vehicles with double-integrator dynamics, bounded acceleration, and limited actuation. Using Lyapunov-based analysis, we showed that the proposed control policy guarantees collision-free 
