With the development of artificial intelligence and big data technology, large-scale general knowledge map construction is becoming increasingly important. One of the most efficient methods is undoubtedly the integration of existing knowledge maps, and entity alignment is the key in the process of knowledge map fusion. The merits of the entity alignment algorithm directly affect the efficiency and accuracy of the knowledge map fusion. However, there are some problems with the current Chinese knowledge map entity alignment algorithm, such as its low accuracy, difficulty in generating solid vectors, and difficulty in obtaining a priori alignment data. In this paper, the entity alignment algorithm is understood to be a neural network binary classification model, and we propose an entity alignment algorithm based on the dual-attention mechanism. The algorithm improves the entity vector training process, proposes a dual-attention mechanism, and applies an incremental learning mechanism. The experiments show that the improvements proposed in this paper effectively improve the classification accuracy of the algorithm, and the overall effect of the algorithm is better than that of the existing physical alignment algorithm.
I. INTRODUCTION
With the development of Web technology, people have experienced the ''Web1.0'' era, which is based on document interconnection, and the ''Web2.0'' era, which is based on social networks. Currently, we are gradually moving towards the ''Web3.0'' era, which is based on knowledge interconnection. The goal of knowledge interconnection is to realize a World Wide Web that is understandable to both humans and machines, making our network more intelligent.
In this context, using the knowledge contained in network data and building a knowledge map that both humans and machines can understand are especially important. In a knowledge map, each type of data is no longer just isolated data (digital). It is a map that can be linked, is traceable, The associate editor coordinating the review of this manuscript and approving it for publication was Mu-Yen Chen . extensible, and we can quickly reveal the hidden logical relationships behind it. At present, major technology companies are constantly improving and optimizing their knowledge map products, which are widely used in the fields of intelligent search, in-depth question and answer, automatic driving and speech recognition.
A quality knowledge map needs to be supported by various types of data. However, due to the differences in application scenarios and data storage methods, there are serious heterogeneous and redundancy problems between different knowledge maps. As a result, the fusion of source knowledge, the integration of existing knowledge resources, and the creation of a large-scale unified knowledge map is imperative. Entity alignment is a key technology in the process of knowledge fusion. Its function is to infer whether different entities from different knowledge maps refer to the same objective object in the real world. The quality of the entity alignment VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ technology directly affects the accuracy and scalability of the knowledge map.
In recent years, with the development of deep learning, researchers proposed knowledge-representation. It can map the entities and relationships in knowledge maps to low-latitude space and learn vector representations of entities and relationships. The vectors obtained by this method not only have the basic semantic information of the entity, they also contain the structural information of the knowledge map. It can represent the entity from multiple dimensions. Knowledge-representation greatly promotes the development of the entity alignment technology. However, when using the deep learning method to solve the Chinese knowledge map entity alignment problem, there are still many challenges, such as low accuracy, entity vector generation, and difficulty obtaining prior alignment data. In this paper, we regard the alignment problem as a classification problem using a deep neural network. Therefore, we proposed the ''Entity Alignment Algorithm Based on Dual-Attention and Incremental Learning Mechanism (DAILEA)'', which can solve the above problems more effectively.
The contributions of this paper can be summarized as follows:
1) Aiming at the problem of the low entity vector generation efficiency, this paper proposes an entity vector training model E-CBOW based on the continuous bag of words (CBOW). The model is based on the idea of the CBOW model. First the existing word vector is used to perform the entity and surrounding attributes, relationships, etc., and then the convolutional neural network (CNN) is used to extract its structural information, and the existing word vector is further trained to obtain the entity vector containing the semantic and knowledge map structure information. This way avoids word vector training starting from one-hot coding, which can train entity vectors more efficiently and accurately. 2) According to the problem of the low entity alignment classification accuracy, this paper designs a dual-channel attention mechanism, which distinguishes the attribute information and description information of the entity. At the same time, we design different similarity calculations for the word information and sentence information characteristics. In this way, the match layer can obtain a more targeted attention weight between the word information and the sentence information of two entities and more accurately obtain the mutual representation vector of the two entities. The experiments show that this method can ultimately improve the classification accuracy. 3) To solve the problem of the small amount of prior Chinese alignment data, this paper proposes an incremental learning method based on iterative idea, which uses a small number of existing training sets for training, and then randomly extracts a small amount of data from the prediction set into the model judgement.
The confidence of the current sample is calculated according to the predicted probability and the model loss. Then, the samples with confidence in the confidence interval are added to the training set for the next training, and the remaining samples are returned to the prediction set. In this way, the training set is gradually expanded so that the problem of having a small amount of prior alignment data is solved to some extent, and the result shows that the accuracy of the model is improved. The overall structure of the study takes the form of six chapters, including this introductory chapter. Chapter II describes the work related to the entity alignment technology. Chapter III describes the overall flow and design details of the proposed algorithm (DAILEA) in detail; Chapter IV describes the environment, comparison algorithm and effect of the simulation experiment. Chapter V summarizes the main work of this paper and explains the direction of future improvement.
II. RELATED WORK
Knowledge map entity alignment has become a hot topic in recent years. It has received a great deal of attention from industry and academia. However, there are many problems and challenges in the knowledge base alignment process in terms of data quality and matching efficiency. Starting from these challenges, researchers at home and abroad have performed a great deal of valuable research on solid alignment technology.
The pairwise entity alignment classification model was first tested by Newcombe et al. [1] . At the same time, Fellegi and Sunter also proposed and used a method that considers the alignment problem as a probability classification problem based on the attribute similarity in the experiment. Most of the current aligned machine learning methods basically belong to the pairwise entity alignment method. In 2005, Staab et al. [2] proposed a multi-relational alignment algorithm based on the conditional random field model based on the CRF entity discriminant model. This method introduces the entity attribute as a fixed point into the undirected graph and introduces the binomial. The node produces a complex conditional probability model. In 2015, Zheng et al. [3] proposed an unsupervised collective reasoning method that links entities from the unstructured full text of the biomedical literature to 300 ontology entities. In 2017, Chen et al. [4] used models to learn word and entity embedding in different distribution spaces and introduced bilinear models to simulate the interactions between the words and entities. At the same time, the most advanced performance was obtained on the data sets CoNLLC and TAC-KBP2010 by using the method of learning embedding and traditional feature construction. Compared with the physical alignment work in English, there are specific difficulties in Chinese. The Chinese Information Processing Society of China (CIPS) first proposed the Chinese entity alignment task providing the target entity on the Second International Conference on Chinese Processing in 2012 (CLP-2012). In the Chinese knowledge maps, Zhishi.me proposed by Niu et al. [5] was the first to relocate the information in the Chinese Linked Open Data using the original information of the page and using the information on the name to align it.
With the development of artificial intelligence technology, increasing numbers of scholars have applied the express learning [6] , [7] method to the knowledge map entity alignment algorithm and have achieved great improvement. In 2013, Bordes et al. [8] proposed the method of embedded representation of knowledge maps in the TransE algorithm, which can more accurately represent the hierarchical information of entities and relationships. In 2016, Ji et al. [9] solved the heterogeneity of the TransE algorithm by using the adaptive sparse matrix to model the completed knowledge map by encoding each entity and relationship into a numerical space (some relationships are connected but other relationships are not). There are many entities and imbalances (there are differences in the number of connections between entities). In 2017, the Cross-KG algorithm was proposed by Cai et al. [10] , which can simultaneously learn the embedded representation information of two target knowledge maps and achieve good performance in terms of solid alignment. In 2018, Sun et al. [11] proposed a bootstrap method based on embedded entity alignment (BootEA), which iteratively marks possible entity alignments as training data for learning alignment-oriented KG embedding. To a certain extent, it solved the problem of a small amount of prior alignment data sets. In 2019, Guan et al. [12] proposed a self-learning and embedding entity alignment method (SEEA), which iteratively finds semantically aligned entity pairs, making full use of the semantic information contained in the entity attributes to improve the entity alignment performance.
III. ENTITY ALIGNMENT ALGORITHM BASED ON THE DUAL-CHANNEL ATTENTION MECHANISM A. OVERALL PROCESS AND FRAMEWORK OF ALGORITHM 1) ALGORITHM PROCESS
The purpose of the entity alignment algorithm is to determine whether two entities point to the same object in the objective world. Therefore, the problem can be approximated as a two-class problem. However, in the actual training process, one difficult problem in the entity alignment algorithm is that the priori alignment data volume is small. Therefore, it is difficult to train a model with higher accuracy. To alleviate this problem, this paper adopts the method of data incremental training. We use a smaller sample size as the initial training set, predicting and training alternately, continuously expanding the training set, updating the alignment model, and improving the accuracy. The general flow chart of the algorithm is shown in Fig. 1 :
The steps of DAILEA are as follows:
1) In the training phase, we use the existing prior alignment data as the training set to train the DAILEA model and obtain the initial entity alignment model; 2) In the predicting phase, first, we randomly extract the same amount of 1/10 training set from the full predicting set as the current predicting set. Then, we input the word information and sentence information into the current DAILEA model generated in the training phase. Finally, we obtain each sample prediction result by using the current DAILEA model and calculate the model training loss; 3) In the judging phase, we calculate the confidence based on the current model training loss and the predicted probability obtained during the prediction phase. If the confidence is higher than the threshold, the current prediction result is considered to be valid, and it is further determined whether the model prediction probability value is within an untrustworthy range. If yes, the prediction result is not credible, and the sample is put back into the predicting set; If not, the sample result is output and expanded to the training set. On the other hand, if the confidence is lower than the threshold, the prediction results of the current round are not credible, and then all prediction samples will be put back into the predicting set. 4) Repeat steps 1) to 3) until the following two situations occur: a) All predictions of the sample set to be predicted are completed; b) Part of the data to be predicted cannot obtain reliable prediction results. Then, we predict the remaining data by the latest entity alignment model, skipping the judging phase, and obtain the prediction result directly. 
2) ENTITY ALIGNMENT MODEL
The core of the entity alignment algorithm is the construction of the model. The neural network method used in this paper is to align the entities. The structure of the entity alignment model constructed in this paper is shown in Fig. 2 .
a: INPUT LAYER
The input layer is the entry of the model. Its function is to receive the incoming feature information, which mainly includes the following two parts: the entity attribute feature and the entity description information. The entity attribute feature is mainly the association information between the target entity and other entities and is composed of a group of words; The entity description information includes partial information of the description text of the target entity and is composed of sentences. We divide the sentences into ordered words as input through a word segmentation algorithm.
b: ENCODE LAYER
The coding layer uses the E-CBOW entity vector training algorithm proposed in this paper (see Section III-B for details) to obtain the input word vector.
c: MATCH LAYER
Match Layer: The matching layer is the core of the entity alignment model. According to the characteristics of word information and sentence information, we design two mechanisms of word information attention and sentence information attention (see Section III-C for details). We use different methods to perform the attention weight calculation on the word information and sentence information. After the attention processing, we use the splicing method to assemble the word vector to represent the entity feature vector for the word information. Simultaneously, we add a layer of Bi-LSTM [13] for the sentence information to obtain the entity description feature vector containing the context information. Finally, we output the feature vectors.
d: OUTPUT LAYER
The output layer splices the feature vectors passed in the upper layer, and then obtains the prediction result and the prediction probability through the fully connected layer and the Softmax layer. The Softmax layer calculation formula is as shown in (1):
e i represents the output of the i th neuron, p i represents the probability that the prediction result is the i th category, and n is the number of neurons (the number of classifications).
B. CBOW-BASED ENTITY VECTOR TRAINING ALGORITHM E-CBOW
When we train the deep learning model on Chinese text, we need to convert it into a word vector which maps each Chinese word into the vector space and use the vector to represent the Chinese text mathematically. At present, the word vector model can better represent the vector representation of each word according to the context information and calculate the similarity between words by the cosine distance. However, for the entity words in the knowledge map, the traditional word vector obtained from the context information ignores the spatial connection relationship information in the The continuous bag of words (CBOW) model [14] is a neural network model. The model structure is shown in Fig. 3 . The model can generate a vector that can express semantics for each word in the corpus according to a given unlabelled corpus. The CBOW model pre-sets a time window. For each word in a piece of text, the CBOW model takes each word in its context within the time window as input, and the word acts as a label, learning the weights through backpropagation algorithms and random gradient descent. Then, a set of hidden layer weight parameters that minimizes the loss function is obtained as a vector representation of the word. CBOW is still one of the mainstream language models so far and has a wide range of applications in natural language processing. In Fig. 3 , the input of the model is composed of one-hot encoded input context S w t = {x 1 , x 2 , · · · , x i , · · · , x c } for the target word w t . The window size is c, the size of the vocabulary table is V , the hidden layer has N neurons, and the output layer is the one-hot encoded output word y with a dimension of V . Therefore, the forward propagation process of the CBOW neural network model is that the input vector encoded by one-hot is connected to the hidden layer through a V × N weight matrix W . The hidden layer internally outputs an V dimensional vector through linear transformation and is connected to the output layer through an N × V weight matrix W . Then, a V dimensional one-hot vector is output, and the loss function is calculated according to the vector and the true one-hot vector of the word, as in (2), and the weight matrix W , W will be adjusted. Finally, the weight matrix 1×N generated by the hidden layer will be obtained as vector of the target word. However, in the field of knowledge map entity alignment, the generation of word vectors is different from the traditional Natural Language Processing (NLP) problem. In addition to its own semantics, the vocabulary, such as entities and attributes, in the knowledge map also includes the connection relationships between entities and entities and entities and attributes [15] , [16] and this information does not exist in the word vector generated by the traditional CBOW model. Therefore, we designed the E-CBOW model of the entity vector training algorithm based on the idea of CBOW. The model uses a Convolutional Neural Network (CNN) [17] to obtain the related information between the entities. The specific structure is shown in Fig. 4 .
CNN is an important algorithm in the field of deep learning. It has achieved good results in image processing. A typical convolutional neural network consists of an input layer, output layer and multiple hidden layers. The hidden layer consists of a convolutional layer, a pooled layer and a fully connected layer. The convolutional layer and the pooled layer form a convolutional group to learn the local to global features layer by layer. The E-CBOW model mainly uses the convolutional layer, and the pooled layer of the CNN extracts the relevant information connecting the entity vectors.
1) INPUT LAYER
The E-CBOW model presets the window size parameter C = 5, which is the key parameter for obtaining the structure information of the knowledge map. By setting this parameter, the number of input layer input vectors is determined. For the target entity e t , the nearest C words S e t = {e 1 , e 2 , · · · , e i , · · · , e c } in the knowledge map are used as input to the model. Each word uses a traditional open source word vector (300 dimensions), so the input is a 5×300 vector matrix.
2) CONVOLUTION LAYER
The convolutional layer is the core of the entity vector training model. It consists of a set of learnable convolution kernels. The input data from the upper layer are convoluted with the convolution kernel (sized 3 × 300). The convolution layer extracts the correlation features between entities by the convolution kernel and transfers the obtained feature map (sized 2 × 300) to the pooling layer.
3) POOLING LAYER
The task of the pooling layer is to down-sample the output of the convolution layer. First, we set the sampling window size and the step size and then determine the pooling mode (maxpooling or mean-pooling). Max-pooling refers to selecting the largest output in the sampling window as the representative output. On the other hand, mean-pooling means that the average of all the values in the sampling window is used as the representative output. The pooling layer can simplify the output of the convolutional layer, thereby reducing the training parameters, improving the training speed, and avoiding over-fitting. To utilize the information of each vector better, this model uses a mean-pooling layer. The sampling window size is 2 × 1, and the output is a vector sized 1 × 300, which will be represented as the final vector of the target entity.
4) FULLY CONNECTED LAYER
The vector obtained by the pooling layer is connected to the output layer through two layers of fully connected layers (weight matrixes of 300 × 200 and 200 × 300) to obtain a prediction vector of the target entity.
Then we compare the predicted vector with the real vector to calculate the loss and adjust the weight matrix between the layers by the backpropagation and stochastic gradient descent algorithm [18] . The weight update formula is shown in (3) . Finally, the optimal target entity vector representation is obtained.
w ji is the weight of node i to node j, η is the learning rate, δ j is the error term of node j, and x ji is the input passed by node i to node j. There are differences in the calculation methods for the error term δ of the output layer and the hidden layer. The calculation formulas are as shown in (4) and (5) .
For node i of the output layer, δ i is the error term of node i, y i is the output value of node i, and t i is the target value of node i for the sample.
For node i of the hidden layer, a i is the output value of node i, w ki is the weight of the connection from node i to node k of the next layer, δ k is the error term of node k of the node i, output is set of the nodes below the node i.
C. DUAL-ATTENTION MECHANISM
The attention mechanism [19] is inspired by the human visual attention mechanism. It is roughly that when we visually perceive things, we generally do not see a scene from the beginning to the end, but often observe a specific part according to the needs, and when we find that what we want to observe often appears in a certain part, we will learn to put attention on that part when similar scenes appear in the future. In the field of deep learning, the attention mechanism actually generates a series of attention distribution weight parameters according to the similarity between the two targets. By adjusting the distribution weights, the deep learning model focuses on the parts of higher weights during training.
When the two entities are aligned, the main reason is the attributes, connection relationships, and description information of the two entities in the knowledge map. In this paper, the information is divided into two categories, as follows: word information and sentence information. Obviously, the similarity calculation between word information and sentence information is different. For word information, we do not need to consider the word order information between words; we can treat all words as independent of each other. For sentence information, in addition to words, we also need to pay attention to the overall information, such as the word order and grammar in the sentence to ensure similarity. The degree calculation is more reasonable and accurate. Therefore, this paper proposes a dual-channel attention mechanism, which uses different similarity calculation methods for word and sentence information and then generates their respective distribution weight parameters.
For the target entities E 1 and E 2 , the sets of attributes and neighbouring entities of the two entities are denoted by W = {w 1 , w 2 , · · · , w n }, W = w 1 , w 2 , · · · , w n . First, we calculate the similarity matrix for the two sets W , W , and then the corresponding words in the other set with the highest similarity are obtained for each word in the current set. Then, the SoftMax calculation is performed to obtain the attention weight of the current set. For example, for w 1 in the W , first, we calculate the similarity between w 1 and each word in the W set and then select the word (assumed to be w 2 ) with the highest similarity to w 1 . Then, we regard the similarity between w 1 and w 2 as the input of the vertical SoftMax. The maximum similarity of other words in W is calculated in the same way, and we input them into SoftMax. Finally, we obtain the attention weight O W of each word in W . On the other hand, we use the same method to obtain the attention of each word of another set. The structure for calculating the attention weight for the word information is shown in Fig. 5 .
The similarity is mainly obtained by weighting the cosine distance of the two-word vector and the Euclidean distance. The calculation formula is as shown in (6), as follows.
In the equation, α + β = 1, 0 < α, β < 1. When the similarity is calculated at the sentence level, each word in the sentence is first treated the same as the word information. Then, we add the Jaccard coefficient to consider the overall similarity of the two paragraphs. According to the result of the calculation, we finally obtain the attention weight. For the target entities E 1 and E 2 , their description information are denoted as S 1 and S 2 , respectively. Then, the Jaccard coefficient can be expressed as (7) , as follows:
In the original Jaccard coefficient calculation formula, two identical elements are marked as the same. However, in the context of entity alignment, there are still interactions between two similar words. Therefore, they cannot be distinguished simply by equality or not. Therefore, this paper improves the original Jaccard coefficient calculation formula and fuzzifies the ''same element''. We use whether the weighted sum of the Euclidean distance and cosine distance of two word vectors (shown in (6) ) is greater than the threshold k to determine whether the two words are the same element and then obtain the intersection and union of the two sample sets S 1 , S 2 . Finally, we calculate the Jaccard coefficient. The larger the Jaccard coefficient, the higher the similarity between the two sample sets S 1 , S 2 . The structure for calculating the attention weight for the sentence information is shown in Fig. 6 .
For the i th word w i in sentence S, first we calculate the similarity between it and all the words in S according to (6) , denoted as T w i ,S . Then, we obtain the max similarity marked as t w i , multiply it by the Jaccard coefficient obtained by (7) , and input it into SoftMax to obtain the attention weight of w i . Similarly, the attention weights of the other words in S are obtained, and the original vector S is weighted by the obtained set of attention weights to obtain O S .
D. DATA INCREMENTAL TRAINING BASED ON ITERATIVE THINKING
As a discriminant classification model, the neural network has a series of advantages, such as high accuracy and abstraction of complex problems, but it is dependent on a large amount of data. Only with sufficient data can it discover more implicit relationships in the data and obtain better performance. In the field of Chinese entity alignment, the a priori alignment of data is inadequate, so we propose a method of data incremental training based on iterative ideas [20] , [21] .
In the Section III-A, we described the process of data incremental training in conjunction with Fig. 1 . Here, we detail the calculation of confidence [22] .
In the process of data incremental training, we need to calculate the confidence of each prediction sample. When the confidence is within the confidence interval, the prediction result of the current round of prediction samples is marked as believable. Then, go to the next step, where we judge the prediction result based on the prediction probability. The confidence is obtained according to the output probability of the current sample and the training loss of the current model. The calculation formula is shown in (8), as follows:
The numerator is the absolute difference value of the probability that the two entities point to the same objective entity and the constant 0.5. The closer the probability is to the two ends, the greater the confidence that the two entities point to the same objective entity (or not pointing), and the higher is the credibility of the sample prediction of this sample. loss base represents the loss of the initial model on the training set and loss current represents the loss of the current model on the training set. The difference between them shows the promotion to a certain extent. The smaller the difference, the better the improvement, the greater the confidence confidence socre, and vice versa. In addition, we convert the difference to (−1, 1) by the sigmoid function and set k to a real number greater than 1 to ensure that the denominator is greater than zero. The calculation formula for the loss is shown in (9) .
In the equation, α + β = 1, α > β, α and β are the weight parameter. h w (x i ) represents the prediction probability of the i th sample under the model w and y i represents the real label of the i th data. Due to the imbalance of the samples, we increase the loss weight for the aligned samples, so that the model training is more focused on the prediction of the aligned samples. In turn, the balance of the entire model is improved.
m is the number of samples. The loss function effectively judges the accuracy of each round of sample prediction. The more accurate the prediction, the lower the loss function.
IV. EXPERIMENTAL EVALUATION A. DATASET
To evaluate the effectiveness of the proposed DAILEA in the Chinese knowledge map, two data sets are constructed in this paper. The data are from DBpedia and PKU-PIE, Baidu_Douban and YAGO_IMDb_Movie. We first selected 10,000 nouns as keyword tables and climbed 10,000 pieces of data from the two Chinese knowledge maps of CN-DBpedia 1 and PKU-PIE according to the keyword table, including 28000 and more than 30000 entities. We construct 100000 pieces of unlabelled entity data, and 10,000 pieces of data are randomly selected and labelled as training set A, wherein the ratio of aligned data to non-aligned data is 1:4, and the remaining 90,000 data pieces are prediction sets. Then, 1000 Chinese movies are selected as the keyword table. According to the keyword table, we crawled 1000 data pieces from the Baidu_Douban and YAGO_IMDb_Movie data sets, including 1800 and 1600 entities, which were combined into more than 30000 unlabelled data entities, and 3000 pieces of data were selected and labelled as training set B. In dataset B, the ratio of aligned data to non-aligned data is 1:5, and the remaining 27,000 unlabelled data pieces are prediction sets. The data format is shown in 1. 1 The dataset is available on the http://kw.fudan.edu.cn/apis/cndbpedia/
B. EXPERIMENTAL ENVIRONMENT
The experiments in this paper are mainly divided into the following two stages: training of the entity vector and training of the entity alignment algorithm. The algorithm is implemented entirely in the Python language and the Keras framework. The training process is performed on the Titan XP graphics card (24 G memory). 2 
1) TRAINING OF THE ENTITY VECTOR
At this stage, the training set of the entity vector is constructed based on the extracted entity data. The training set is represented by the Baidu public word vector as the basis of the entity. The word vector dimension is 300, and then the entity vector training algorithm (E-CBOW) proposed in Section III-B is used to train the original vector again, wherein the windows size is 5, the convolution layer dimension is 3×300, the pooling layer dimension is 2 × 1. The training time is approximately 2 minutes.
2) TRAINING OF ENTITY ALIGNMENT ALGORITHM
At this stage, the data set constructed in Section IV-A and the entity vector trained in Section IV-B.1 are regarded as the input of the DAILEA model proposed in Chapter III for training. The number of iterations is 50 and the initial learning rate is 0.8. The batch data volume is 256 and the training time is approximately 70 minutes.
C. EVALUATION INDOCATORS
In this section, we present some ways to evaluate the performance of the DAILEA model. As we all know, the entity alignment algorithm can be seen as a two-class problem, so we used Precision, Recall, F1 and AUC to evaluate the predictive power of the algorithm. Precision is the percentage that is actually positive in the data marked positive; Recall is the percentage of positively positive data marked as positive; F1 represents the overall performance of Precision and Recall; AUC is the area under the ROC curve, which shows the average performance of the classifier in the unbalanced data. The formula for calculating the above indicators is shown in (10) - (12) .
Among them, TP is the number of samples that have a positive class mark as a positive class. TN is the number of samples that have a negative class tag as a negative class. FP is the number of samples that have a negative class tag as a positive class and FN is the number of samples that have a positive class tag as a negative class. 
D. ANALYSIS OF THE RESULTS
The purpose of this section is to analyse the effect of the algorithm. To better illustrate the superiority of the algorithm, we compare the entity alignment algorithm proposed in this paper with other entity alignment algorithms.
First, to verify the overall effect of the entity alignment algorithm in this paper, we use TransE [8] , TranSparse [10] , Cross-KG [9] , BootEA [6] , and SEEA [7] as the baseline algorithm to compare with DAILEA. The entity alignment prediction process was performed on dataset A and dataset B and compared with the four indicators of Precision, Recall, F1 and AUC. The comparison result of dataset A is shown in 2 and the dataset B comparison result is shown in 3.
It can be seen from 2 and 3 that the entity alignment algorithm proposed in this paper has a greater ability to improve the four evaluation indicators for the two data sets than the other algorithms. In dataset A, the Precision is improved by 1.35% 8.04%, the Recall increased by 10.79% 22.23% and the F1 increased by 8.12% 19.39%. In data set B, the Precision values of all the algorithm were above 98%, while the difference was small. The Recall increased by 4.16% 12.12% and the F1 improved from 2.23% 6.91%. Combining the performance of each algorithm of the above two data sets, we find the effect of the DAILEA algorithm is better than the state-of-the-art algorithm.
We focus on comparing the proposed algorithm with the current two optimal SEEA and BootEA, and each indicator has different degrees of improvement. In dataset A, the Precision of DAILEA is 95.10%. Compared to SEEA and BootEA, our approach increased by 1.35% and 2.22%, respectively; Recall was 91.20%, which was 12.43% and 4.89% higher than SEEA and BootEA, respectively. In dataset B, the Precision of DAILEA is 99.62%, and the comparison algorithms are all approximately 99% on the indicator, so the difference is small; Recall is 94.88%, which is 4.16% and 6.79% higher than SEEA and BootEA, respectively. Overall, the algorithm used in the paper is significantly better in dataset B than in dataset A. This is because dataset A is constructed from the general knowledge map, and its entity, entity attributes and descriptions may have more information. However, dataset B is constructed from the movie knowledge map, and the entity meaning is relatively simple. Therefore, the entity vector of dataset B has higher accuracy. When the weight is calculated by using the dual-channel attention mechanism, the similarity coefficient is more accurate, so the overall performance is better than that of dataset A.
In addition, it can be seen from Fig. 7 and Fig. 9 that the Recall is greatly improved, which indicates that the algorithm has a large optimization regarding the misclassification problem of the two classifications. It is mainly because that the model entropy loss function is improved during the training process. Considering the problem that the numbers of aligned samples and unaligned samples are not balanced, we increase the proportion of the aligned samples (several sides) in the loss function so that the model can focus more on the fitting of the aligned samples, thus effectively reducing the number of cases that predict alignment data as unaligned data. It can also be seen from the ROC curves of Fig. 8 and Fig. 10 that the area under the ROC line of DAILEA is significantly larger than that of SEEA and BootEA. It shows that the algorithm of this paper is more effective in solving the problem of an uneven distribution of sample tags.
Subsequently, to verify the improvement points proposed in this paper, we set up the following four experiments using dataset A. The results of the experiments are shown in the Fig. 11-Fig. 14: (1) In terms of the entity training vector, we use the open source word vector and the entity vector as the input of the entity alignment algorithm and count the results from the four indicators of Precision, Recall, F1 and AUC. The comparison results are shown in Fig. 11 . As seen from Fig. 11 and Fig. 14, after using the entity training vector, the Precision is improved by approximately 3.65%, Recall is improved by 5.76%, F1 is improve by 4.77%, and AUC is improved by 0.034. (2) In term of the dual-channel attention mechanism, we apply the attention weight calculation method proposed in this paper and the attention weight calculation method based on the cosine distance to the match layer. The comparison of the prediction results is shown in Fig. 12 . It can be seen from Fig. 12 and Fig. 14 that after applying the dual-channel attention mechanism, Precision increased by 3.32%, Recall increased by 7.36%, F1 increased by 5.49%, and the AUC value increased by 0.064.
(3) In term of the data incremental learning mechanism, we compare and contrast the direct prediction results of the entity alignment algorithm with the results of applying the data incremental learning mechanism. The comparison results are shown in Fig. 13 . It can be seen from Fig. 13 and Fig. 14 that after applying the data incremental training mechanism, the algorithm improves greatly. The Precision increases by 6.78%, Recall increases by 12.26%, F1 increases by 9.75%, and the AUC value increases by 0.115. It can also be seen that when applying the machine learning or deep learning methods for entity alignment judgement, a priori alignment of data is a very large constraint.
In addition, we set up a set of contrasting experiments with iterations as variables to observe the effect of the model with the number of iterations. The comparison results are shown in Fig. 16 -Fig. 17 .
Through Fig. 16 and Fig. 17 , we find that the model performance without applying the data incremental training mechanism is the best when the iteration round is small. However, when the iteration round increases, the increases in the Precision and Recall gradually slow down, and the final effect is lower than the model applying the data increment mechanism. To explain the reason for this phenomenon better, we show the curve of loss when the mechanism is applied on dataset A or not. The results are shown in Fig. 15 . Fig. 15 shows the curves of the loss during the training of the model in the two cases on the dataset A. The horizontal axis is the iteration round and the vertical axis is the improved binary_cross_entropy loss. The calculation formula is shown in (9) . In the training process of the model, there are 10000 data sets in the training set, the batch size is 64, and 100 iterations are performed. After each batch of training, the entity alignment prediction is performed on 90,000 test sets. For the model applying the incremental learning mechanism, the training set will be expanded according to the prediction result. It can be seen from the loss variation curve that in the initial stage of training, the two curves are basically coincident, and the training loss slowly decreases between 0.4 and 0.5. Then the model without the incremental learning mechanism continues to fit the training set data, and the loss continues to decrease at a constant rate. The loss is reduced to about 0.25 when the iteration is only about 20 rounds. But the loss reduction rate of our algorithm becomes slower. Because the dataset is rapidly expanding and the model must be fitted with new data in every iteration. The loss is still above 0.4 when iterating to around 20 rounds. The model loss is more than 50% compared to the unapplied data increment. Then, with the data set increases in magnitude, the loss rate of the model declines faster after the iteration of 20 rounds, and gradually tends to converge. Finally, the loss of model with incremental learning mechanism is stable at around 0.03, while the loss of the comparison model eventually oscillates between 0.2 and 0.3. The effect is improved significantly.
V. CONCLUSION
In this paper, we proposed an Entity Alignment Algorithm Based on Dual-Attention and Incremental Learning Mechanism (DAILEA). The algorithm improves three aspects of the entity vector training, dual-attention weight calculation and data incremental learning mechanism. The improved algorithm can more effectively obtain the structural information of the knowledge map and accurately calculate the matching degree of the two entities in terms of words and phrases. In addition, this algorithm solves the problem of the small amount of prior alignment data to a certain extent. The experiments show that the DAILEA algorithm proposed in this paper has a larger increase in the F1 and AUC values than the SEEA, BootEA, Cross-KG, TranSparse and TransE algorithms.
This paper mainly improves the entity alignment algorithm that has formed the candidate pair. The screening of candidate pairs in the process of knowledge fusion is also a very challenging task. Therefore, we will continue to improve the algorithm on the one hand, on the other hand do some research and improvement on screening in the candidate pair of entity.
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