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ABSTRACT: 
This paper investigates into hybridization between PSO and 
self-adaptive evolutionary programming techniques for solving 
economic dispatch (ED) problem with non-smooth cost curves 
where conventional gradient based methods are in-applicable. 
The convergence capability of evolutionary programming 
technique is enhanced with hybridization of self-adaptive 
evolutionary programming technique with PSO intelligence. 
Three types of hybridization in between PSO and self-adaptive 
classical EP (CEP)) i.e. PSO-CEP, CEP-PSO and CEP-PSO′ are 
examined The performances of the hybrid algorithms are 
demonstrated on a moderately large power system with 40 units 
and comparison is drawn among floating point GA (GAF), CEP, 
PSO, PSO-CEP, CEP-PSO and CEP-PSO′ methods in terms of 
the solution quality and computation efficiency. The simulation 
results show that CEP-PSO′ method is the most efficient in 
finding higher quality solutions in non-convex ED problems. 
 
Keywords:  Particle Swarm Optimization, Genetic Algorithm, 
Self-adaptive Evolutionary Programming, Economic Load 
Dispatch, Non-smooth Cost Function. 
 
 
I.   INTRODUCTION 
             Economic dispatch (ED) is an important optimization 
task in power system operation for allocating generation 
among the committed units such that the cost of production is 
minimized and at the same time constraints imposed are 
satisfied. Improvements in scheduling the unit outputs can 
lead to significant savings in the cost of producing the 
required energy. Conventional classical dispatch algorithms 
employing the lambda-iteration method, the base point and 
participation factors method, and the gradient method [1], 
[20] require incremental cost curves to be of monotonically 
increasing or piece-wise linear nature. Unfortunately, the 
input-output characteristics of modern units are inherently 
highly non-linear because of valve point loadings, rate limits, 
prohibiting operating zones etc resulting in multiple local 
minimum points in the cost function. So, their characteristics 
have to be approximated to meet the requirements of the 
classical dispatch algorithms. However, such approximations 
may lead to huge loss of revenue over the time. 
Consideration of highly nonlinear characteristics of the units 
demand for solution techniques having no restrictions on the 
shape of the fuel cost curves. The classical gradient-based 
techniques fail in solving these types of problems. Unlike the 
conventional algorithms, though dynamic programming (DP) 
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 [1] imposes no restrictions on the nature of the cost curves 
and hence can solve the ED problems with inherently 
nonlinear and discontinuous cost curves but proves to suffer 
from intensive mathematical computations.  
Stochastic search algorithms like genetic algorithm (GA) [2]-
[5],[13][14],[25][30][31] evolutionary strategy (ES) [7], 
evolutionary programming (EP) [6]-[11],[15]-[17][22]-
[24][26], particle swarm optimization (PSO) [18][27]-
[29][32][33] and simulated annealing (SA) [2],[12] which do 
not depend on the shape of the objective function may prove 
to be very efficient in solving highly nonlinear ELD 
problems. Although these heuristic methods do not always 
guarantee the globally optimal solution, they generally 
provide a fast and reasonable solution (sub optimal near 
globally optimal). The main drawback of SA is the difficulty 
in determining an appropriate annealing schedule, otherwise 
the solution achieved may still be a locally optimal one. Most 
recent trends for research, therefore, have been directed 
towards application of efficient and near optimal 
evolutionary algorithms i.e. GA, ES and EP. These 
evolutionary algorithms (EAs) are search algorithms based 
on the simulated evolutionary process of natural selection 
and genetics. EAs are more flexible and robust than 
conventional calculus based methods. Due to its high 
potential for global optimization, GA has received great 
attention in solving ED problems. Walters and Sheble [3] 
reported a GA model that employed units’ output as the 
encoded parameter of chromosome to solve an ED problem 
with valve-point discontinuities. To enhance the performance 
of GA, Yalcinoz [31] have proposed the real-coded 
representation scheme, arithmetic crossover, mutation, and 
elitism in the GA to solve more efficiently the ED problem, 
and it can obtain a high-quality solution with less 
computation time. Though the GA methods have been 
employed successfully to solve complex optimization 
problems, recent research has identified some deficiencies in 
GA performance. This degradation in efficiency is apparent 
especially with epistatic objective functions. EP differs from 
GA in two aspects: EP uses the control parameters (real 
values), but not their codings as in GAs; the generation 
selection procedure in EP are mutation and competition, but 
not reproduction, mutation and crossover as in GAs. Hence 
considerable computation time may be saved in EP. It has 
been reported [14] that EP outperforms GAs. EP has seen a 
lot of developments for over four decades in terms of faster 
convergence rate and solution quality. Mutation in EP is 
often implemented by adding a random number or a vector 
from a certain distribution [e.g., a Gaussian distribution in the 
case of classical EP (CEP)] to a parent. The degree of 
variation of the Gaussian mutation is controlled by its 
standard deviation, which is also known as a ‘strategy 
parameter” in evolutionary search. In the self-adaptation 
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scheme of EP, this parameter is not prefixed; rather, it is 
evolved along with the objective variables. Experiments with 
self-adaptive EP have indicated efficient convergence to 
quality solutions [6]-[8], [10][11][16][22][26]. 
Very recent addition to these types of search techniques is 
particle swarm optimization (PSO). In comparison to 
population based evolutionary algorithms, a particle swarm 
optimization (PSO) is computationally inexpensive in terms 
of memory and speed. Constructive cooperation rather than 
survival of the fittest is the fundamental principle of PSO 
technique. Therefore, the optimal solution is reached by 
cooperation of all of the individuals within the population.  
In pursuit of enhancing the convergence rate and efficiency 
of stochastic algorithms, it is felt to combine self-adaptive EP 
and PSO techniques. While hybridizing the two techniques, 
naturally the following questions regarding the nature of 
hybridization arise: 
(i)  should the swarm direction of PSO be embedded into 
mutation (strategy parameter) of self-adaptive CEP, or 
(ii)  Strategy parameter be embedded into swarm 
directions; or  
(iii) two stage hybridization wherein first new solutions are 
created with CEP and better individuals are chosen for 
finding new swarm directions of PSO in the second 
stage.   
 
In view of the above, the main objectives of the 
present work are: 
(i)  To develop a program based on floating point GA and 
study its performance in solving the non-convex ELD 
problem; 
(ii)  To develop a program based on self-adaptive CEP 
technique and study its performance in solving the 
same above problem. 
(iii) To develop a program based on PSO technique and 
study its performance in solving the same above 
problem. 
(iv) To develop programs based on three types of PSO and 
CEP hybridization techniques and study their 
performance as compared to those developed under 
steps (i), (ii), and (iii) above. 
 
II.  PROBLEM FORMULATION 
      In this section the optimization problem is formulated as 
a minimization of summation of fuel costs of individual 
generators. 
 
ELD Problem Formulation 
The economic load dispatch problem can be described as an 
optimization (minimization) process with the following 
objective function: 
∑
=
n
j
j j P FC
1
) ( min                                        (1) 
where FCj(Pj) is the fuel cost function of  the jth unit and Pj 
is the power generated  by the jth unit.                                  
Subject to power balance constraints: 
L
n
j
P Pj D − = ∑
= 1
                                               (2) 
where  D is the system load demand and PL  is the 
transmission loss, and generating capacity constrains: 
max min j j j P P P ≤ ≤  for j =1,2, …. n                         (3)                     
where Pjmin and Pjmax are the minimum and maximum power 
outputs of the jth unit . 
The fuel cost function considering valve point loadings  of 
the generating units are given as 
 
FCj(Pj)=ajPj
2+bjPj+ cj +|ej×sin(fj×(Pjmin–Pj))|                    (4) 
 
where aj,bj,cj are the fuel cost coefficients of the jth unit and 
ej and fj are the fuel cost coefficients of the jth unit with valve 
point effects. 
The generating units with multi-valve steam turbines exhibit 
a greater variation in the fuel cost functions. The valve-point 
effects introduce ripples in the heat rate curves. 
         Now  the  fitness  function,  which  is  the  sum  of 
production cost and penalty for constraint violation, can be 
calculated for each individual of the parent population as 
∑
=
+ =
c N
z
z i PF F FIT
1
                     (5) 
and   PFz = λz × [VIOLz]
2  
where VIOLz is the violation of constraint z and λz is the 
penalty multiplier. 
 
III  SELF-ADAPTIVE CEP BASED ECONOMIC 
DISPATCH (ED)  
Let pi  =[P1, P2,  …..Pn] be a trial vector denoting the 
individual of a population to be evolved. The elements of the 
pi  are the real power outputs of the committed n generating 
units which are subjected to their respective capacity 
constraints in (3). To meet exactly the load demand in (2), a 
dependent unit is arbitrarily selected from among the 
committed n units. Let Pd be the power output of the 
dependent unit, then Pd is calculated by 
∑
≠
=
− + =
n
d
j
j L d P P D p
1
                                            (6) 
In this work the power loss is not considered. However, it 
may be calculated by an iterative algorithm or by using 
directly B-loss matrix of the power system. 
      Self-adaptive CEP based ED with adaptation of strategy 
parameter using empirical learning rate as proposed by Bäck 
and Schwefel [9] is explained under section 3.2.   
 
3.1    Initialization: 
An initial population of N individuals is generated. Each 
individual is taken as a pair of real valued vectors (pi ,si) , ∀i  
∈{1,2,….N}, where pi’s   are the objective variables and 
determined by setting the jth component Pj ~ U(Pjmin, Pjmax), 
for j=1,2,…n. U(Pjmin, Pjmax) denotes a uniform random 
variable ranging over [Pjmin, Pjmax] and si’s   are standard 
deviations for Gaussian mutation (also known as strategy 
parameters in the self-adaptive evolutionary algorithms). 
Here, si  is initialized to a suitable value.     
 
3.2    Creation of offspring (by mutation) 
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The mutation scheme as explained below has been employed 
for creation of offspring: 
3.2.1 By Gaussian mutation (in CEP ) 
an offspring vector is created from each parent by  
Sij′ = Sij exp{τ′N(0,1) + τNj(0,1)}                           (7)                              
Pij′ = Pij + Sij′Nj(0,1)                                                (8) 
where Sij , Sij′, Pij and Pij′ denote the jth component of 
vectors si, si′, pi and pi′ respectively. N(0,1) denotes a 
normally distributed random number with mean 0 and 
standard deviation 1. And Nj(0,1) denotes the random 
number  generated anew for each value of j. The factors 
τ and τ′ are called learning rates and commonly set to 
(√(2√n))
-1 and (√(2n))
-1 respectively; where n is the 
number of objective variables. 
3.3 Evaluate the fitness scores for each individual (pi , si) , ∀i 
∈{1,2,…N}, of the population based on the fitness function 
(5). 
 
3.4  Competition and selection: 
Each individual in the combined population of N parent trial 
vectors and their corresponding N offspring has to compete 
with  R number of individuals, randomly chosen from the 
combined population, to have a chance to survive to the next 
generation. The value of R may be equal to the population 
size of the parent population. A weight value wi is assigned 
to the individual according to the competition as follows: 
otherwise
FIT FIT
FIT
u if w
w w
i r
i
r
R
r
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, 0
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1
=
+
〉 =
=∑
=
                                     (9)                                                                                                                                    
where  R is the number of competitors; FITr is the fitness 
value of rth randomly selected competitor from 2N trial 
solutions based on r = [2N u2 + 1] ;  FITi is the fitness value 
of pi ; u1 and u2 are  uniform random numbers ranging over 
[0,1]. When all individuals obtain their competition scores, 
they will be ranked in descending order of their 
corresponding score, wr. The first N individuals are selected 
and transcribed along with their corresponding fitness values 
FITi to be the parents in the next generation.    
  
 3.5 Stopping Rule 
The iterative procedure of generating new trials by selecting 
those with minimum function values from the competing 
pool is terminated when there is no significant improvement 
in the solution. It can also be terminated when a given 
maximum number of generations (iterations) are reached.  In 
the present work the latter method is employed. 
 
IV       PSO TECHNIQUE 
Kennedy and Eberhart [27] were the first to propose Particle 
Swarm Optimization (PSO) technique as one of the modern 
heuristic algorithms. It was developed under emulation of a 
simplified social system, and has been found to be very 
efficient in solving continuous nonlinear optimization 
problems. PSO as an optimization tool provides a population-
based search procedure in which individuals, called particles, 
change their positions (states) with time. In a PSO system, 
particles fly around in a multidimensional search space. 
During flight, each particle adjusts its position according to 
its own experience, and the experience of neighboring 
particles, making use of the best position encountered by 
itself and its neighbors. The PSO technique can generate 
high-quality solution within shorter calculation time and 
more stable convergence characteristic than other stochastic 
methods [28]. Many researches are still in progress for 
proving its potential in solving complex power system 
problems.  
 
4.1 Creation of new solutions 
Let Pj and vj denote the coordinates and the corresponding 
flight speed of the particle j in a search space respectively. 
The particle positions are manipulated according to the 
following equation. 
vj = w.vj +c1 *Rand() *(Pigbest  – Pj)  
         +c2* rand() *(Pipbest- Pj)                                            (10) 
P’j = Pj + vj                                                                        (11) 
Where  w  : inertia weight factor, (neglected in the present 
case)  c1 , c2 : acceleration constant, in general, 
Rand(), rand(): random number in the range [0,1], 
Pjgbest : the best particle among all individuals in the 
population, 
Pjpbest : the best history position of particle Pj. 
 
Evaluation, competition and selection functions are the same 
as in section 3. 
 
V    HYBRID PSO/SELF-ADAPTIVE CEP BASED ED 
DISPATCH 
Particle swarm directions are embedded in the CEP to 
improve convergence rate and efficiency of CEP as given 
below. The hybridization is carried out in three ways.   
 
5.1 Creation of Offspring 
Offspring can be created in three ways: 
5.1.1 By PSO-CEP Technique 
The offspring are created under this technique by embedding 
swarm directions into CEP as below:  
 An offspring is created by equations as follows: 
        
vj = c1 *Rand() *(Pigbest  – Pj)  
         +c2* rand() *(Pipbest- Pj)                                             (12) 
P′j = Pj + vj                                                                         (13) 
S′j = Sj exp{τ′N(0,1) + τNj(0,1)}                                       (14)                      
P″j = P′j + S′jNj(0,1)                                                           (15) 
 
5.1.2 By CEP-PSO Technique 
An offspring is created by embedding CEP into PSO as 
follows: 
S′j = Sj exp{τ′N(0,1) + τNj(0,1)}                                      (16)                       
P′j = Pj + S′jNj(0,1)                                                           (17) 
vj = c1 *Rand() *(Pigbest  – Pj)  
         +c2* rand() *(Pipbest- Pj)                                            (18) 
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P″j = P′j + vj                                                                       (19) 
 
5.1.3 By CEP-PSO′ Technique 
Creation of offspring is carried out in two steps as follows: 
5.1.3.1 First new population is created by self-adaptive CEP  
 
S′j = Sj exp{τ′N(0,1) + τNj(0,1)}                                     (20)                              
P′j = Pj + S′jNj(0,1)                                                           (21) 
This new population is compared with its parent population 
and better individuals are chosen as parents P
N.   
 
5.1.3.2 Next the population is evolved by PSO technique       
vj = c1 *Rand() *(P′igbest  – P′j)  
         +c2* rand() *(P′ipbest- P′j)                                         (22) 
P″j = P
N
j + vj                                                                     (23) 
 
Evaluation, competition and selection functions are the same 
as in section 3 
 
VI   ALGORITHM OF HYBRID PSO-CEP TECHNIQUE 
FOR THE TEST CASE 
Step-1: The problem variables to be determined are 
represented as a n-dimensional trial vector, where each vector 
is an individual of the population to be evolved. 
Step-2:   An initial population of parent vectors, Qi, for 
i=1,2,…N, is selected at random from the feasible range in 
each dimension. The distribution of these initial parent 
vectors is uniform.  
Step-3: Calculate the fitness value of each individual in the 
population using the evaluation function given by (5). 
Step-4: An offspring (Qi
′) is generated from each parent by 
using Eqs. (12)-(15) or Eqs. (16)-(19). 
Compare each individual’s fitness value with its pbest. The 
best fitness value among the pbests is denoted as gbest. 
Step-5: Fitness function, FITi is evaluated for each individual 
of both parent and child populations. 
Step-6: A competitor is chosen randomly from the combined 
population of 2N trial solutions (N parents and N′ offspring) 
and stochastic competition is performed based on the value of 
fitness function where each individual in the competing pool 
compete against other members for survival. 
Step-7:  After the competition is over, the 2N trial solutions in 
the competing pool are sorted according to their scores from 
the highest to the lowest. There after the first N trial solutions 
are selected as the new parent vectors for the next generation.  
Step-8: If current generation is greater than or equal to the 
maximum generation, print the result and stop; otherwise 
repeat the steps 3 to7. 
The proposed PSO algorithm has been implemented 
in command line in Matlab 6 for solution of a test case of 
non-convex economic load dispatch. The program was run 
on a 850 MHz, Pentium-III, with 128MB RAM PC.   
 
            VII       NUMERICAL TESTS 
 The performance of the proposed EP algorithms are verified 
on a test system which has been adopted from [16] which 
includes modifications to incorporate the effects of valve 
point loadings.  
 
Parameters for the algorithms: 
Population Size = 60 
Maximum Iterations = 400 
Parameters for PSO: 
Maximum Velocity, Vmax = 1/2Pi(max) 
Minimum Velocity, Vmin =1/2 Pi(min) 
Inertia Weight, w = 0.0 
 c1= c2= 2.0  
Floating point GA (GAF) features: 
(i)  Heuristic crossover 
(ii)  Non-uniform mutation 
(iii) Normalized geometric select function 
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Fig.1: The convergence nature of GAF, SA-CEP, PSO and 
PSO-CEP algorithms. 
GAF⇒ Floating point GA 
SA-CEP⇒ Self-adaptive CEP 
The GA optimization toolbox GAOT in Matlab 
proposed by C.R. Houck, J.Joines, and M.Kay [19] is used 
after minor modification for solving the problem. The binary 
GA and floating point GA (GAF) with different mutation and 
crossover functions available in the toolbox were tried on this 
problem. The GAF with heuristic crossover and non-uniform 
mutation appeared to perform better than GAFs with other 
type of crossover and mutation functions and hence 
considered here for comparison.  
The convergence characteristics of the algorithms 
are shown in Fig.1 and Fig.2. Investigation of Fig.1 and Fig.2 
reveals that all the hybrid algorithms posses better 
convergence rate than any of the individual algorithms (GAF, 
SA-CEP, PSO).  Algorithms, CEP-PSO and PSO-CEP, do 
not appear to have significant improvements over the other 
though the former has marginally better results. Amongst the 
hybrid algorithms, CEP-PSO′ appears to posses the fastest 
convergence rate. 
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Fig.2: The convergence nature of PSO-CEP, CEP-PSO and 
CEP-PSO′ algorithms. 
 
To investigate the effects of initial trial solutions all the 
algorithms were run with 50 different initial trial solutions 
and the results are reported in Fig.3 and Fig.4 and in table-1. 
In these results the average cost is the prime indicator of 
competence of an algorithm in finding better quality 
solutions. It is observed that PSO is more competent than   
GAF and SA-CEP but hybrid algorithms are observed to 
possess better capability than any of the individual 
algorithms. Amongst the hybrid algorithms, CEP-PSO′ 
appears to be the most efficient in terms of faster 
convergence rate and quality of solution, which makes it to 
be very efficient in finding the global optimum. CEP-PSO is 
marginally better than PSO-CEP. Table-2 shows the average 
solution times for different algorithms. The solution times are 
the times taken by different algorithms in achieving solution 
nearly similar quality. It is worth to be mentioned herein that 
success rate of other algorithms in achieving solution 
qualities similar with CEP-PSO′ is significantly less. It is 
evident that CEP-PSO′ is the most efficient in finding better 
quality solutions.  
 
VIII         CONCLUSION   
                           Algorithms  based  on  floating  point  GA 
(GAF), self-adaptive CEP, PSO, PSO-CEP, CEP-PSO and 
CEP-PSO′ were developed and their performances are tested 
on a moderately large non-convex economic load dispatch 
problem with valve point loading effects. Results show that 
all the hybridized algorithms are more competent to 
individual algorithms. Amongst the hybrid algorithms, CEP-
PSO′ appears to be the most efficient in achieving better 
quality solutions at faster convergence rate. There is not 
much significant difference in performance between CEP-
PSO and PSO-CEP while the former appears to have slight 
improvement over the latter.  Solutions with different random 
trials also proved higher efficiency of the CEP-PSO′ 
technique. Hence, CEP-PSO′ technique can be considered as 
a very fast and reliable algorithm to solve non-convex 
economic load dispatch problems. 
 
Table-1.  Statistical test results of 50 runs with different initial solutions 
(with cost curves including valve point loading effect). 
 
Method 
 
Average cost 
(Rs.) 
 
Maximum cost 
(Rs,) 
 
Minimum cost 
(Rs.) 
 
GAF 
 
SA-CEP 
 
PSO 
 
PSO-CEP 
 
CEP-PSO 
 
CEP-PSO′ 
 
 
134128.78 
 
125942.35 
 
125237.08 
 
124085.37 
 
124022.33 
 
123120.03 
 
138432.17 
 
127212.12 
 
127300.11 
 
125210.80 
 
125741.11 
 
128522.14 
 
130521.54 
 
124979.31 
 
123368.78 
 
123278.09 
 
123198.32 
 
122281.99 
 
Table-2.  Average Solution times with different algorithms. 
Method Average  solution  time 
(Sec.) 
 
GAF 
 
SA-CEP 
 
PSO 
 
PSO-CEP 
 
CEP-PSO 
 
CEP-PSO′ 
 
716.35 
 
607.90 
 
465.11 
 
405.70 
 
392.18 
 
178.94 
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Fig.3:  Cost distribution of final solutions with 50 different 
initial trials using GAF, SA-CEP and PSO methods. 
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Fig.4: Cost distribution of final solutions with 50 different 
initial trials using PSO-CEP, CEP-PSO and CEP-PSO′ 
methods. 
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