Abstract-The focus of this paper is on wireless mesh networks. In particular, we study the multi-radio case, given the considerable improvement in network throughput that multiple radios allow to achieve and the availability of cost-effective wireless devices. Interesting research problems are still unsolved in this field. Due to the scarcity of non-overlapped frequency channels and available radios per node, interference is still present, which cuts the achievable throughput down. As interference depends on how channels are bound to radio interfaces, a proper channel assignment scheme is needed to reduce the interference.
I. INTRODUCTION
Wireless mesh networks (WMNs) consist of a backbone with mesh routers which collect and relay the traffic generated by mesh clients [1] . Mesh routers have limited (if any) mobility and are usually connected through wireless media. Mesh clients are typically mobile and rely on mesh routers to deliver data to the intended destinations. The absence of a wired infrastructure makes wireless mesh networks attractive for several applications, e.g., wireless last mile access of ISPs, wireless enterprise backbone networks, building automation, broadband home networking, community, neighborhood networks. However, wireless communication suffers from environmental noise and interference problems. Interference can be alleviated by using multiple channels in a node.
The IEEE 802.11b/g and IEEE 802.11a standards define 3 and 12 non-overlapping frequency channels, respectively. Using multiple channels in multi-radio WMNs greatly improves the network throughput [2] , [3] . One of the most important design questions for a multi-radio WMN is the channel assignment problem, i.e., how to bind each radio interface to a radio channel. Two neighbor nodes can communicate with each other only if their radio interfaces share a common channel. Thus, the channel assignment must be realized to ensure the network connectivity. However, multiple communications taking place on the same channel may interfere with each other and thus, decrease the overall network throughput.
In this paper we develop a centralized channel assignment algorithm which maintains the network connectivity and maximizes the network capacity. The new algorithm identifies the links that are most critical in carrying data traffic and limits the interference. These objectives are achieved by splitting the algorithm in two stages, the link-group binding and the groupchannel assignment. Our channel assignment algorithm is not dependent on any particular traffic profile and it seeks to reach the maximum achievable network throughput.
The paper is structured as follows. In Section II we give an overview of the related work. In Section III we formalize the channel assignment problem. In the next section we introduce our proposed algorithm in detail, including a proof of correctness and a complexity analysis. In Section V we present simulation experiments for performance evaluation of our scheme and its comparison with other existing schemes. Finally, in Section VI we conclude the paper.
II. RELATED WORK
The static channel assignment problem in multi-radio WMNs has been investigated in the literature recently. In [4] , a hybrid channel assignment scheme is proposed where some radios are statically assigned a channel while the remaining radios can dynamically change their frequency channel. In [2] , [5] a centralized channel assignment and routing algorithms are introduced. In the proposed channel assignment algorithm the links are visited in some particular order and a common channel is assigned to the interfaces of both end nodes. If all interfaces of the end nodes in a link are already assigned a channel and they do not share any common channel, then it is necessary to replace one of these channel assignments. Due to the limited number of radios per node, this replacement may trigger a chain reaction and must be performed recursively.
In Figure 1 we illustrate this drawback where we assume that all nodes have two radios. When the link between A and B is visited, there are no common channels and no radios left to assign a common channel. The algorithm then replaces one of the previous channel assignments to make A and B share a common channel. Assume that channel 7 on B is turned into channel 6. This replacement requires to check whether the constraint on the number of radios is satisfied for all B's neighbors. In the case of Fig. 1 , turning channel 7 to 6 on B causes D to have 3 channels assigned to its 2 radios. To clear this inconsistency a new channel replacement is required.
The algorithms proposed in [2] and [5] mainly differ in the order in which links are visited and in the criteria used to select the channel to be assigned to a radio. In [2] it is assumed that the traffic profile is known which is used to determine an estimate for the expected link load. The channel assignment algorithm visits all the links in decreasing order of the expected link load and selects the channel which minimizes the sum of the expected load from all the links in the interference region that are assigned the same radio channel. The algorithm proposed by [5] visits the links in decreasing order of the number of links falling in the interference range and selects the least used channel in that range.
In [3] , distributed channel assignment and routing algorithms are developed. At any time each node joins a single gateway node and sends all the packets destined to the wired network to that gateway. Nodes advertise their cost to reach the gateway they are currently associated with. Cost dynamically changes as it depends on residual bandwidth to achieve load balancing. Since the cost is dynamic, the proposed strategy may lead to route flaps and to a non-convergent network behavior, thus requiring appropriate countermeasures.
Existing channel assignment schemes as described above fail to meet all of the following desirable objectives:
• While selecting a channel for a radio interface, the channel assignment algorithm must take a choice based not only on information related to nodes within the interference range because the effect of such a choice propagates even further. Disregarding the interdependence among channel assignments all over the network leads to a suboptimal assignment and gives rise to violations of the constraint on the number of radios per node that must be solved through a recursive replacement of previous channel assignments; • The channel assignment scheme must be independent of any particular traffic profile. Otherwise, the network throughput may decrease in case the actual network load is much different than the traffic profile used to compute the channel assignment; • Network links do not have all the same importance in carrying traffic. A way to identify links having a greater capability to carry traffic is required.
Our channel assignment algorithm meets the above goals.
III. PROBLEM DEFINITION
We consider a WMN where the mesh aggregation devices provide network connectivity to end-user mobile wireless devices within their coverage area by collecting and forwarding their traffic to mesh gateways connected to the wired network.
We assume that each mesh router u is equipped with k(u) 1 radio interfaces and there are |C| available channels. We denote by r T and r I the transmission and the interference radius of every radio interface, respectively.
We model the WMN as an undirected graph G I = (V, E I ). Given any two nodes u, v ∈ V , the undirected edge u ↔ v ∈ E I if and only if d (u, v) r T , where d(u, v) denotes the distance between u and v. The capacity c(u ↔ v) of the undirected edge u ↔ v is equal to the transmission rate. We denote by V A ⊆ V the subset of the mesh routers aggregating user traffic and by V G ⊆ V the subset of the mesh routers acting as gateways to the wired network.
A channel assignment A assigns a set A(u) of channels (|A(u)| k(u)) to each node u ∈ V . Thus, A induces a new graph model G = (V, E) where two nodes are connected if they are in the transmission range of each other and share at least one common channel, i.e., u ↔ v ∈ E if and only if d (u, v) r T and A(u) ∩ A(v) = ∅. We note that E ⊆ E I , i.e., E may not contain all links belonging to E I . This is the case when some neighboring nodes do not share any channel.
Two links u ↔ v ∈ E and x ↔ y ∈ E may interfere with each other if node x or node y are in one of the interference ranges of u and v (since the interference range is the same for all nodes, this implies that the nodes u or v are in one of the interference ranges of x and y) and the communication along the two links takes place in the same channel, i.e.,
Among all the channel assignments leading to a connected induced graph, we want to select one that maximizes the capacity of the induced graph, i.e., the maximum throughput flowing from the aggregation devices to the gateways. Different induced graphs are characterized by different capacities for two reasons. First, their sets of edges may be different subsets of E I . Second, and more important, different channel assignments lead to different sets of interfering links. Interference heavily impacts the achievable throughput as simultaneous transmissions cannot take place on interfering links.
IV. THE MCCA ALGORITHM
This section introduces the MCCA (Maxflow-based Centralized Channel Assignment) algorithm for the channel assignment problem. In order to maximize the capacity of the induced graph we identify the links that are most critical to carry traffic and protect those links against interference. The rationale behind such an approach is that the interference is the major cause for throughput decrease and accordingly we assign channels such a way that the most critical links experience the least possible interference. Note that the link "criticality" depends on the capacity of the links and the topology of the initial graph G I , i.e., how the nodes are connected, which in turn depend on how the mesh routers are placed and on the transmission capability of their radio interfaces. Thus, interference does not play any role in the evaluation of the criticality of the links.
Before describing how we compute the criticality of a link, we observe that mesh routers have to forward packets towards the wired network, regardless of which particular gateway is used. In other words, mesh aggregation devices collecting user traffic do not have to forward each packet to a specific mesh gateway, but can direct it to any of the mesh gateways.
To identify critical links, we compute the maximum throughput flowing from the aggregation devices to the gateways on the initial graph G I . Since any gateway can be used to reach the wired network, the problem of computing such maximum throughput can be formulated as a single commodity flow problem. To this end, we add two extra nodes connected respectively to the nodes of V A and V G by links of infinite capacity. More precisely we consider a new directed graph G I = (V , E I ) where V contains the same vertices of V plus the two extra nodes which we refer to as the supersource s and the supersink t. E I contains the same edges of E I plus the edges connecting each u ∈ V A and v ∈ V G to the supersink. The maximum throughput on G I can then be computed as the maximum network flow [6] between s and t in G I . The maximum flow computation returns for each edge u → v the units of flow it must carry which we denote by f G I (u → v). Such amount of flow is used as a measure of the criticality of a link, as described below.
We recall that the interference is not taken into account at this stage. Its effect is to limit the throughput achievable by the WMN. Hence, the obtained maxflow value can be seen as an upper bound for the actual network throughput.
As pointed out before, other solutions [2] , [5] , may require recursive adjustments to previous channel assignments. Our algorithm, instead, avoids this problem while ensuring connectivity and feasibility by splitting the channel assignment solution in two stages. In the first stage, links are grouped based on the flows they carry. A group may contain links from many different nodes. For each node, the first stage assures that the number of different groups assigned to its links does not exceed the number of radio interfaces. The second stage selects a channel for each group and assigns the selected channel to all links of the group. An attempt is made to assign different channels to groups containing interfering links.
Our approach ensures connectivity by assigning a common channel on both the end nodes of every link (thus E = E I ). After the second stage of our algorithm, the number of channels assigned to a node does not exceed the number of radios because the first stage returns a number of groups per node not greater than the number of radio interfaces. Thus, the constraint on the number of radios per node is obeyed and no replacement of previous channel assignments is required.
Finally, we note that splitting the algorithm in two stages allows to select channels based on information on the whole network. Indeed, the first stage partitions the set of links into groups enabling the second stage to predict the impact of selecting a channel for a group on the whole network.
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A. Link-group binding
We denote by L(e) ∈ N, e ∈ E I , the group assigned to link e. Initially, the group of every link is set to zero, meaning no group has been assigned to them yet. We also denote by neigh(u) the set of u's neighbors in G I .
The link-group binding stage of the MCCA algorithm (Fig. 2) visits all the nodes of V one-by-one. For each node u, the set G of the different groups which the links of u belong to is computed. If the cardinality of G is greater than the number of available radios on u, we need to remedy such a violation of the feasibility of the grouping. The idea is to repeatedly merge a pair of groups until the number of groups equals the number of radios (lines 8-14). At each iteration, the groups chosen to be merged (denoted by j and j ) are the two with the least total flow, the total flow F tot of a group being the sum of the flows associated with all its links. A merging reassigns all the links belonging to group j to group j . The next step is to assign a group to all the links of u that are still unassociated with any group. The principle at the basis of the grouping performed by this step is to aggregate the links of u in k(u) different groups and equally share the flow passing through u among the groups. Also, an attempt is made to give the links with the largest flow preference, in the sense that they are assigned the same group as the links with the smallest flow. The reason is that links carrying large flows are the most critical and should suffer less interference. Thus, we try to assign them the same channel as links characterized by a small activity. Then, we sort the links of u in descending order of the flow they carry and denote the neighbor of u associated with the i-th link by u i (line 15). We use two indices, h and t, pointing respectively to the head and the tail of the ordered list of u's links. The strategy is to assign a group to the element at the head (if it does not belong to any group) and keep on assigning the same group to the elements at the tail until the local flow of the group exceeds its share of the flow passing through u or there are no other links left. By local flow of a group (denoted by F loc , as opposed to the total flow F tot ) we mean the sum of the flows associated with all the links of a specified node belonging to that group. Here we do not use the total flow because we want to balance the local traffic at node u.
The outer while loop (lines 20-34) is thus divided in two parts. In the first part (lines 20-26) we assign a group to the element at the head of the list of u's links if it has not been assigned any. In case the number of different groups assigned to the links of u is less than the number of available radios, we assign a new group to the element at the head, otherwise we choose the group with the least local flow.
In the second part, represented by the inner while loop, we add the elements at the tail of the list (while skipping those that have already been assigned a group) to the same group as that of the element at the head until the local flow of such group exceeds its share of the flow passing through u or there are no elements at the tail left. The head pointer is then moved one position forward and a new iteration of the outer while loop starts, unless all the links of u have been assigned a group.
1) Proof of correctness:
The first step is to show that both the inner and the outer while loops end at some point. As for the inner while loop, t is decremented at every iteration, while h is not altered. Thus, the inner while loop ends at most after t−h iterations. A similar argument proves that the outer while loop also ends, because h is incremented at every iteration and the inner while loop does not increment t.
We require these properties hold at the end of the first stage: 1) Every link is assigned a group 2) For every node, the number of different groups its links belong to is not larger than the number of interfaces As for the first property, we note that the code between line 4 and line 16 does not assign a group to links that are still unassociated, so we can focus on the outer while loop. We first prove that the invariant of this loop is {∀i : i < h ∨ i > t L(u ↔ u i ) = 0}, i.e. all the elements of the list of u's links whose index is less than h or greater than t are assigned a group. The invariant is trivially true before the loop starts, so let us show that it is preserved after every iteration. Each iteration starts by assigning a group to the element pointed to by h, if such element is not associated with any group. The inner while loop does not change either such assignment or h. Before an iteration ends, h is moved one position forward, thus it is still true that all the elements with index less than h are associated with a group. Conversely, each iteration of the inner while loop assigns a group to the element pointed to by t (if such element is not associated with any group) and then moves t one position backward. Thus, it is still true that all the elements with index greater than t are associated with a group. The invariant will be therefore true when the outer while loop ends, i.e. when h > t, which means that all the links of u have been assigned a group.
As for the second property, there is one iteration of the main for loop for each node u. Each iteration starts by checking whether the feasibility constraint for u has been violated. In such a case, the appropriate number of mergings is performed to restore the feasibility constraint We note that a merging between two groups j and j does not cause the feasibility property of other nodes to be violated. Indeed, there are four possible cases for a generic node v other than u:
• there is no link of v belonging to either j or j : clearly, v is not affected by the merging.
• some link of v belongs to j , none to j : again, v is not affected by the merging.
• some link of v belongs to j , none to j : the number of different groups the links of v belong to does not change.
• some link of v belongs to j and some other to j : the number of different groups the links of v belong to decreases by one unit. Since the number of groups per node cannot increase, the feasibility property is preserved for the other nodes. In the outer while loop a group is assigned (if necessary) to the element pointed to by h in the respect of the feasibility constraint (lines 22-26). The inner while loop assigns (if it is the case) the same group as the element pointed to by h to the element pointed to by t, thus leaving the number of different groups unchanged. Hence, when the iteration related to a specific node u ends the feasibility constraint for u is satisfied. Subsequent iterations do not violate such constraint.
2) Complexity analysis: We denote by n the number of nodes, by m the number of links and by u the number of neighbors of the generic node. The initialization takes O(m) time. The most time-consuming operation inside the main for loop is to remedy a violation of the feasibility constraint, which requires a number of operations proportional to the total number of links (m) and the number of links per node (u). Since the main for loop is executed for each node, its complexity is then O(m 2 ), which is also the complexity of the whole link-group binding stage.
B. Group-channel assignment
The first step of the group-channel assignment stage is to find the set of all the groups assigned to links in E I . Then, we have to assign a channel to each group. (V, EI ), C) 1 for each e ∈ EI 2 do groups ← groups ∪L(e) 3 P(g) = ∅ ∀g ∈ groups 4 Ec = ∅ ∀c ∈ C £ Explore groups in decreasing order of max
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fG The GROUP-CHANNEL algorithm (Fig. 3 ) performs this task with the objective of protecting critical links. This is achieved by sorting the groups in decreasing order of the maximum flow associated with any of the links of the group and visiting them one-by-one in such an order. Hence, groups with critical links are considered first and most likely are assigned channels so as they do not interfere with each other.
We denote by E c the set of all links that are assigned to channel c and by P(g) the set of links potentially interfering with the links assigned to group g. Two links potentially interfere with each other if one of the end nodes of one link is in the interference radius of one of the end nodes of the other link. To compute P(g) we first determine the set I of the end nodes of all the links belonging to g. Then, we consider all the nodes in V and, if u ∈ V is in the interference range of one of the nodes in I, then we add all the links outgoing u that do not belong to g to P(g). For each channel c, we compute the set S(g, c) of all the links that are assigned channel c and potentially interfere with links of g. If there exist a channel, let it be c 0 , such that the set S(g, c 0 ) is empty, it means that none of the links potentially interfering with links of g has been assigned channel c 0 . Clearly, it is then a good choice to assign c 0 to the links of g. In case multiple such channels exist, we choose the channel that has already been assigned to the highest number of links (i.e. the channel c such that |E c | is maximum). Clearly, among these links none potentially interferes with a link of g.
The rationale behind such a choice is not to waste channels. For example, suppose that the first two groups considered do not contain potentially interfering links, while the third group contains links that potentially interfere with links of both the first and the second group. Our scheme causes the second group be assigned the same channel as the first one, so there are |C| − 1 channels that can be assigned to the third group without causing interference. If we chose different channels for the first two groups, then there would be |C| − 2 channels left. If all the sets S(g, c) , c ∈ C, are nonempty, it means that among the links potentially interfering with links of g there is at least one link assigned to each of the channels. In this case, we choose the channel that minimizes the flow associated with its links. At the end of each iteration of the main for (line 5) all the links belonging to g are assigned the selected channel.
1) Proof of correctness:
The GROUP-CHANNEL algorithm assigns a channel to every group, meaning that all the links belonging to a group are assigned the same channel. 
V. PERFORMANCE ANALYSIS
We performed a set of simulations to compare MCCA to IATC (Interference-Aware Topology Control) [5] based on the co-channel interference of every link, defined as the number of interfering links. We considered two different configurations, config a and config b. In both configurations, mesh routers are uniformly distributed in a 900×900m 2 field and the probability that a mesh router be an aggregation device or a gateway is 0.15 each (such value only influences the MCCA operation through the maxflow computation). The transmission and interference ranges are 250m and 500m. In configuration config a, 25 mesh routers are randomly placed in the field, 60% of which have 2 radios while the remaining ones have 3 radios. In configuration config b, 20 mesh routers are distributed in the field and the distribution probability of the number of radios per node is : 20% of nodes have 2 radios, 40% have 3 radios and another 40% have 4 radios.
For each configuration we performed 5 different experiments, whose results are shown in Figs. 4 and 5. These figures summarize the distribution of the co-channel interference of all the links achieved by each algorithm in every experiment. In particular, a vertical line spans from the minimum to the maximum link co-channel interference and a box extends from the first quartile to the third quartile. Figures 4 and 5 clearly show that MCCA outperforms IATC, as the maximum link cochannel interference, the first and the third quartiles achieved by MCCA never exceed the corresponding quantities achieved by IATC and are often much lower. We also carried out a simulation study using the ns-2 network simulator to evaluate the difference in the network throughput achieved when assigning channels using MCCA and IATC. Traffic is routed using the AODV (Ad-hoc Ondemand Distance Vector) [8] protocol. We needed to modify ns-2 to support multiple wireless radios on mobile nodes.
We use the configurations config a and config b and the channel assignments computed in some of the previous experiments. Each aggregation device generates exponential onoff UDP traffic destined to the supersink. We measure the network throughput in a time window as the total number of bytes received by the supersink in that window divided by the window duration (0.5 seconds). The throughput achieved when using the channel assignment computed by MCCA and IATC in some of the previous experiments is shown in Figs. 6 and 7. These results indicate that MCCA enables to increase the network throughput with respect to IATC, even by a factor of 2 in many cases.
VI. CONCLUSIONS AND FUTURE WORK
This paper addresses a fundamental design issue in multiradio wireless mesh networks, namely the channel assignment scheme. The algorithm we design aims at maximizing the network capacity. The main idea is to identify the links that are most critical to carrying traffic and then protect them against the interference. We illustrate our algorithm in detail, prove its correctness and calculate the complexity. Performance studies show that the MCCA algorithm outperforms previous proposals and leads to better network performance.
