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Abstract
This thesis is about automated forensic shoe print recognition. Recognizing a shoe print
in an image is an inherently difficult task. Shoe prints vary in their pose, shape and
appearance. They are surrounded and partially occluded by other objects and may
be left on a wide range of diverse surfaces. We propose to formulate this task in a
model-based image analysis framework.
Our framework is based on the Active Basis Model. A shoe print is represented as
hierarchical composition of basis filters. The individual filters encode local information
about the geometry and appearance of the shoe print pattern. The hierarchical com-
position encodes mid- and long-range geometric properties of the object. A statistical
distribution is imposed on the parameters of this representation, in order to account for
the variation in a shoe print‘s geometry and appearance.
Our work extends the Active Basis Model in various ways, in order to make it robustly
applicable to the analysis of shoe print images. We propose an algorithm that automat-
ically infers an efficient hierarchical dependency structure between the basis filters. The
learned hierarchical dependencies are beneficial for our further extensions, while at the
same time permitting an efficient optimization process. We introduce an occlusion model
and propose to leverage the hierarchical dependencies to integrate contextual informa-
tion efficiently into the reasoning process about occlusions. Finally, we study the effect
of the basis filter on the discrimination of the object from the background. In this con-
text, we highlight the role of the hierarchical model structure in terms of combining the
locally ambiguous filter response into a sophisticated discriminator.
The main contribution of this work is a model-based image analysis framework which
represents a planar object‘s variation in shape and appearance, it‘s partial occlusion as
well as background clutter. The model parameters are optimized jointly in an efficient
optimization scheme. Our extensions to the Active Basis Model lead to an improved
discriminative ability and permit coherent occlusions and hierarchical deformations. The
experimental results demonstrate a new state of the art performance at the task of
forensic shoe print recognition.
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Chapter 1
Introduction
We are surrounded by objects.
Our lives are spent identifying, classifying, using and judging objects.
Objects are ... almost everything we know.
R. L. Gregory - The intelligent eye
What do you see in Figure 1.1(a)? As soon as you recognize the elephant, you will
be able to provide a detailed description of the image such as: The elephant is located
in the right half of the image. It is standing sideways, while looking to the left. Some
parts of its shape are not visible. The background is cluttered and locally similar to the
elephants appearance.
(a) (b)
Figure 1.1: (a) Our ability to recognize the elephant in is remarkable. (b) Note that the
elephant‘s shape is locally indistinguishable from the background clutter. (image source:
[Mitra et al., 2009]).
This image interpretation process is inherently difficult. In order to be successful,
our vision system must reason with prior knowledge about a complex interaction of
1
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shape, pose, appearance, occlusion and background clutter. Remarkably, there is no
local feature which suggests an elephant unambiguously. In fact, it‘s shape is locally
indistinguishable from the background clutter, as we can observe from Figure 1.1(b).
Despite the tremendous advances computer vision has made, it remains a fundamental
challenge for computers to reliably recognize a general object in a cluttered image.
The fundamental question we address in this thesis is: How can local shape infor-
mation be detected in a cluttered image, and how can this information be combined
robustly into an object interpretation?
We study this question in the context of forensic shoe print recognition (Figure 1.2).
In the following section, we introduce the shoe print recognition task. We then continue
to embed the application into the general context of computer vision and highlight the
major contributions of our work. We conclude this chapter with an overview about the
structure of this thesis.
(a) (b)
Figure 1.2: Illustration of the forensic shoe print recognition task: Given a probe image
(a), retrieve the corresponding gallery image from the database (b). Compared to the
gallery image, the shoe print in the probe is subject to deformation, partially occlusion
and appearance changes. In addition, the background is highly structured and difficult
to distinguish from the actual shoe print.
1.1 Forensic Shoe Print Recognition
Whenever we walk around, we leave traces on the ground in the form of shoe prints.
A shoe print is a mark made when the tread of a shoe comes into contact with a
surface. It can either be a three-dimensional surface deformation (e.g. left in snow) or
a two-dimensional exchange of trace material [Bodziak, 1999]. The shoe print retains
2
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the characteristics of a shoe‘s tread and therefore is a valuable piece of evidence in
the crime investigation process. In forensic investigation, the shoe print is typically
digitized either by photography or by lifting it from the ground with a sticky gel foil
which is subsequently scanned. The task of forensic shoe print recognition is illustrated
in Figure 1.2. Given an image of a crime scene print, we search for the corresponding
gallery image in a database. In practice, this process is highly time-consuming as the
forensic investigator has to search manually through a large database of gallery images.
An automated identification based on computer vision techniques is therefore highly
desirable. In the following section, we embed the application in the context of computer
vision and show that it unifies a number of fundamental vision challenges.
1.2 Challenges for Automated Shoe Print Recognition
In this section, we highlight those properties of the shoe print recognition task, which
render it highly challenging for computer vision systems.
(a) (b) (c) (d)
Figure 1.3: Illustration of the fundamental vision challenges posed by the shoe print
recognition task. (a) Shoe prints are often partially occluded. (b) They can be hardly
distinguished from the structured background clutter. We highlight the pattern of in-
terest in the blue circles. (c) The print in the probe can also be locally deformed. We
highlight corresponding patterns in a probe image (left) and its gallery image (right)
with blue circles. (d) Large non-rigid deformations of the shoe print can occur due to
the forces acting on the tread while running. The probe pattern is depicted in gray. The
corresponding gallery image is overlayed in orange. Note the deformation in the heel
region.
Variation in Shape and Appearance. Depending on the characteristics of the tread
3
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material and the movement of the wearer, the shoes tread deforms due to the forces
acting upon contact with the surface. This deformation can happen on different scales
either locally or more globally (Figure 1.3(c) & 1.3(d) ). Therefore, the shape of a shoe
print is subject to non-rigid deformation in the probe image relative to the reference
image.
The appearance of a shoe print can also change significantly, as a result of the prop-
erties of the surface and the trace material (see Figure 1.3(c) left and right print). We
can assume that a shoe print is planar. Thus, the appearance can be assumed to be
independent of the lighting conditions. This is a major benefit over the common task of
recognizing three-dimensional objects in natural scenes.
Clutter and partial occlusion. In natural images, objects are surrounded and par-
tially occluded by other objects. Modeling all of these “other objects” explicitly is
computationally infeasible, because of their sheer number and variability. Thus, they
are often collectively treated as clutter - a structured background signal. However, this
computational convenience is bought at a cost. Not being able to reason about the exact
cause of a structure in the image renders the object recognition task even more difficult
(Figure 1.4). In such a setting, human vision benefits from its reasoning capability,
which makes it possible to resolve local ambiguities and to estimate what parts of the
object are occluded.
(a) (b)
Figure 1.4: Can you find the bird (a) in the image on the right ? Object detection is even
more difficult, when the background signal is structured, but not explainable (adapted
from [Bach, 2017]).
Crime scene shoe prints are a perfect example of such cluttered scenes. The gallery
image contains no background at all. However, in probe images the background is highly
structured and difficult to distinguish form the actual pattern of interest (Figure 1.3(b)).
In addition, it is not feasible to model all surfaces that a shoe print can occur on. Fur-
thermore, parts that are present in the gallery images are often missing in the probe
4
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image (Figure 1.3). This can happen because either the shoe did not touch the ground,
or a lack of trace material, or an object being in between the tread and the ground. We
refer to these missing parts collectively as partial occlusion.
Limited training data. So far, only small shoe print databases are available for re-
search purposes. Thus, we assume that in the shoe print recognition setting the training
data is limited to just one gallery image per class of shoe print. This introduces an
additional type of complexity to the problem, because the amount of information about
this highly complex variability between gallery and probe images is limited.
Relation to object recognition. In general, the task of object recognition is also not
easy to define precisely, because of the ambiguity in the definition of the word “object”
[Ullman et al., 1996]. Does it mean an individual entity (“my cat”), or a certain class
of entities (cats in general); does the entity belong to a single or multiple categories
(Siamese cat, a cat, an animal)?
In our work, we assume that a shoe is made by a single manufacturer and thus its
tread is different from all other shoes. There exists no categorical hierarchy of shoes or
ambiguity between treads, which makes the object recognition task very well defined.
This assumption is not exactly fulfilled in practice. However, it is reasonable and enables
us to focus on the general vision problem, without putting too much focus on details of
the application.
Conclusive remarks. Shoe print recognition can be interpreted as object recognition
of planar, non-rigid objects under partial occlusion in cluttered images. Based on this
perspective, we will study the related computer vision literature in the next Chapter 2.
1.3 Contribution
The main contribution of this dissertation is the development of a holistic model-based
image analysis framework which enables the computer to jointly reason about deforma-
tion, appearance change, partial occlusion and structured background clutter.
Our proposed framework builds on the Active Basis Model (ABM). It was originally
proposed in [Wu et al., 2010] and later extended to be hierarchical [Dai et al., 2014].
ABMs are reference-based deformable models for describing object shapes. The basis
filters provide unreliable local shape information while the deformation model allows for
global geometric reasoning.
The original framework has several limitations, which we propose to overcome by ex-
tending the framework in numerous ways. These extension will result in a significant
increase of shoe print recognition performance.
In the following we describe our contributions in detail.
5
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1.3.1 Extensions to the Active Basis Model
Partial Occlusion. We extend the ABM with an independent occlusion model. During
inference, parts can be deactivated if a general background model is better at explaining
the image than the part model. We demonstrate that this model extension is highly
effective in preventing the model from explaining image regions that do not depict the
target object, thus making it possible to robustly react to partial occlusion during in-
ference. In the context of hierarchical ABMs, the occlusion model can act at different
levels of the hierarchy. We will study the effect of this choice on in detail.
Changing the Basis. A central element of ABMs is the pre-defined basis which en-
codes local shape information. In the earlier part of the thesis, we consider a Gabor filter
bank with a fixed scale and frequency at different orientations. This setup was proposed
in the original work by [Wu et al., 2010]. We will replace this filter bank with a bank
of Laplacian-of-Gaussian filters of different scales. We demonstrate that this new basis
improves the object model‘s ability to represent characteristic shape information about
the target object. Ultimately, this will results in a significantly higher discriminative
ability compared to the original Gabor basis.
Compositional Active Basis Models. So far, the hierarchical structure of a Com-
positional Active Basis Models had to be pre-defined manually. We propose a greedy
EM-type algorithm that automatically infers the complete hierarchical structure from
data, including the number of parts and the number of layers. Furthermore, we study
the role of these additional hierarchical dependencies on the models ability to discrim-
inate foreground from background and in the context of hierarchical deformations and
coherent occlusions.
1.3.2 Contribution to Automated Forensic Shoe Print Recognition
We also contribute to the field of automated forensic shoe print recognition:
The FID-300 Dataset. Together with the German State Criminal Police Offices of
Niedersachsen and Bayern and the company Forensity AG, we have collected the first
footwear impression database with real forensic shoe prints and have made it publicly
available. Hence, for the first time it is possible to evaluate different algorithms on a
standard performance benchmark.
Shoe Print Recognition Performance. We evaluate our shape-based object recogni-
tion algorithm on the FID-300 dataset and compare it to a reimplementation of the most
recent approaches. The experimental results demonstrate state-of-the-art performance.
6
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1.4 Overview
The remainder of this dissertation is organized as follows. In Chapter 2, we will review
different approaches for object recognition with respect to their suitability for object
recognition in cluttered images. Throughout this review, we will relate previous works
on automated shoe print recognition with a number of classical computer vision methods.
Chapter 3 introduces the theoretical background of the Active Basis Model.
In the Chapters 4 and 5 we present our main contribution to the theoretical frame-
work of ABMs and CABMs. In Chapter 4, we begin by highlighting limitations of the
ABM in the context of analyzing shoe print images. We will overcome these limitations,
by the introduction of an independent occlusion model and by changing the basis to a
bank Laplacian-of-Gaussian filters of different scales. Chapter 5 is entirely devoted to
the topic of Compositional Active Basis Models. We will introduce an algorithm that
is capable of learning the complete hierarchical compositional structure of a CABM.
Throughout this chapter, we will work out in detail the benefits of the hierarchical
dependency structure in CABMs over the original “flat” ABM in terms of shoe print
recognition. We evaluate different realizations of CABMs with respect to their perfor-
mance on the application of automated shoe print recognition in Chapter 6. The thesis is
concluded in Chapter 7 with a summary and a discussion on limitations of our approach
and interesting future research directions.
7
1.4. OVERVIEW
8
Chapter 2
Related Work on Recognition with
Reference-based Models
In this chapter, we review previous work on shoe print recognition together with related
work on general object recognition. On an abstract level, we can distinguish between
image-based and reference-based approaches to object recognition. Image-based methods
learn a data separating function directly from the image using methods from Statistical
Learning Theory. In contrast, reference-based methods represent an object class as a
prototypical “reference template”, together with a model of possible variations of this
reference. In the context of shoe print recognition, image-based methods have not been
applied so far. Due to a lack of training data, the approach that we present in this thesis
is also model-based. Therefore, we focus in the following on reviewing work on object
recognition with reference-based models.
In the previous chapter, we have discussed the immense variability of objects due
to changes in e.g. pose, shape or appearance. A central question in reference-based
object recognition is: “How can we compare the reference template to a probe image
regardless of the object‘s variability?”. This is an inherently difficult question. In general,
two complimentary types of approaches can be considered to account for an objects
variability: Invariant mappings and parametric models. Any work on object recognition
implements a trade-off between these two types of approaches. In the following, we
categorize work on reference-based object recognition into four categories, depending on
the their extent of invariant and parametric object representation (Figure 2.1). Within
each category, the approaches share a common mathematical view of how to compare
the reference template and a probe image. Based on this taxonomy, we can relate work
on shoe print recognition with well known approaches for general object recognition.
In this way, we can benefit from the large knowledge about general object recognition.
Furthermore, it becomes possible that new insights in the context of automated shoe
print recognition find an application in other computer vision areas.
9
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Figure 2.1: Schematic illustration of the trade-off between to extent of invariant and
parametric representation in a reference-based object model. Let us assume a two-
dimensional coordinate system. Each axis describes the extent to which the variability
of an object is accounted for by a parametric or by an invariant representation. Any
reference-based model can be roughly assigned a position in this coordinate frame. The
total variability of an object class is a line. We illustrate four different categories of
models as black dots on this line: Invariant object representations (Section 2.1), feature-
based rigid and non-rigid models (Section 2.3 & 2.4) and fully parametric models (Section
2.5).
2.1 Invariant Object Representations
Invariant approaches leverage a priori knowledge about the space of all possible object
transformations Ω, in order to design a function Φ whose output is invariant to any
transformation Γ ∈ Ωinv. We introduce the variable Ωinv at this point, since the “true”
Ω can usually only be approximated. In Figure 2.1 we illustrate Ω as a red line. In-
variant object representations are placed on the y-axis, since they account for the whole
transformation space with an invariant mapping. A classic example in image process-
ing is the Fourier Transform [Welch, 1967; Bracewell and Bracewell, 1986] whose power
spectrum is invariant to the circular translation of the input signal. We focus here on
communicating the general idea of invariant object representation. A detailed review of
invariant methods can be e.g. found in [Wood, 1996].
In general, we can distinguish between integral invariants such as the Fourier-Mellin
transform [Altmann and Reitbock, 1984] or the radon transform [Radon, 1917] and al-
gebraic invariants such as Hu Moments [Hu, 1962] or Zernike Moments [Khotanzad and
Hong, 1990]. All of these have been successfully applied in computer vision applications.
For example [Freeman et al., 1998] use image moments for hand tracking in controlled
environments. The position of the hand and the camera is fixed and the background was
a uniformly colored. [Mercimek et al., 2005] tested moment invariants for the matching
of image regions and report satisfying results.
10
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The procedure of measuring the distance between two images with invariant transforms
can mathematically be formulated as follows:
D(I, I ′) = ‖Φ(I)− Φ(I ′)‖. (2.1)
The mapping Φ is applied to both signals the reference I and the probe image I ′ before
measuring their distance. In theory, any changes of the input signal induced by a trans-
formation Γ ∈ Ωinv should have no effect on the output of Φ(I). Thus, a major source
of irrelevant image variation is factored out from the distance assessment. The recogni-
tion can then focus on deciding about an objects presence solely based on the intrinsic
properties of an object. In controlled environments this assumption holds, reducing the
influence of transformations Γ ∈ Ωinv to a minimum.
Related work in shoe print recognition. Invariant transforms have been applied
to automated shoe print recognition in the form of the Fourier Transform [De Chazal
et al., 2005], the Fourier-Mellin transform [Gueham et al., 2008] or Hu-moments [AlGarni
and Hamiane, 2008]. All of these works report excellent results when comparing gallery
images with synthetically distorted gallery images. The synthetic distortion involves a
transform Γ ∈ Ωinv and the addition of locally independent noise. In our experiments
(Chapter 6) we demonstrate however, that the performance of these approaches decreases
significantly when tested on real data. This phenomenon is well known as instability of
invariant transforms [Bruna and Mallat, 2013] and is of central importance to computer
vision systems in general. Therefore, we will describe it in the following in more detail.
2.1.1 Instability of Invariant Transformations
We refer the interested reader to the work of [Bruna and Mallat, 2013] for an excellent
mathematically rigorous analysis of this phenomenon. We report here just the intuition
behind their line of thought, as a detailed analysis would be out of scope.
Let Γ(I) be a small deformation of an input signal I. An invariant Φ is stable if the
difference ‖Φ(Γ(I))−Φ(I)‖ is also small. In order to have any theoretical meaning, this
statement presumes the ability to measure the amplitude of the deformation |Γ| and to
relate it with the distance between the signals. We will revisit this particular topic in
section 2.4 and in Chapter 3.
In Figure 2.2 we illustrate the notion of stability visually. The reference template
is depicted in Figure 2.2(a) and three probe images in the Figures 2.2(b)-2.2(d). We
measure the distance between these images with the distance function as introduced in
Equation 2.1. We set Φ to be the log power spectrum of the Fourier transformation
and ‖.‖ to be the euclidean distance. As expected, we observe that Φ is translation
invariant (Figure 2.2(b)). However, Figure 2.2(c) shows that the distance measure is
highly instable under local dilations in the reference. The influence is so big, that a
completely different object is even more similar (Figure 2.2(d)). Stability is relevant
in practice because the invariant space most often covers only a subset of all possible
object transformations Ω. Thus, in order to be practically useful a computer vision
system must be stable under those transformations that it does not account for.
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(a) (b) D(a, b) = 0.0 (c) D(a, c) = 724.3 (d) D(a, d) = 627.2
Figure 2.2: Illustration of the instability of the Fourier transform to perturbations of the
input signal. We compare the reference template in (a) with three other images (b-d)
in terms of the euclidean distance between the log power spectra. The images show in
(b) the reference template translated, in (c) the reference template dilated and in (d)
an image of a different letter. From D(a, b) we can observe that the log power spectrum
is truly invariant to translations of the input. However, it is highly sensitive to small
erosions of the pattern (c). Although, the pattern in (c) is much more similar to (a)
than (d), this is not the case in the feature space.
2.1.2 Conclusive Remarks
In conclusion, invariant mappings are attractive because they factor out irrelevant im-
age variations in a computationally efficient manner. However, their instability restricts
their practical usability to highly controlled environments.
2.2 Introduction to Parametric Object Representations
Another major branch has developed around the approach of object recognition by refer-
ence alignment. Again, the principle is to compensate possible transformational changes
of an object in order to perform the recognition solely based on intrinsic object proper-
ties. However, instead of requiring a single mapping to compensate for the whole space
of possible transformations Ω, the idea is to model Ω explicitly with a parametric func-
tion Γα ∈ Ωmodel. In Figure 2.1 fully parametric models are located on the x-axis, since
any possible object variation is represented explicitly.
Computing the distance between the reference and a probe involves the search for those
parameters α which minimize the functional:
D(I, I ′,Γα) = ‖Γα[I]− I
′‖. (2.2)
Compared to invariant transforms, this is a fundamentally different way of compen-
sating possible object variations. In the following, we will work out the advantages and
difficulties of such alignment methods. We start by discussing the basic ideas and needs
of alignment methods based on template matching, which is the simplest possible align-
ment method. We then continue by introducing hybrid methods which combine local
invariants with parametric transformations. We classify these approaches into three dif-
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ferent categories, depending on the complexity of the parametric transformation. The
different categories are rigid transformations (Section 2.3), non-rigid shape deformations
(Section 2.4) and fully parametric models (Section 2.5). In each category, we present
relevant work covering literature from the automated shoe print recognition as well as
other computer vision applications.
2.2.1 Template Matching
A very popular realization of the alignment approach is template matching. In its
simplest form, the reference I is set to be an image of the target object and the parametric
transformation Γα performs a 2D shift across the probe image. The evaluation metric is
typically set to be the euclidean distance.
Despite its simplicity, this approach already shows the essential elements of general
alignment techniques: a prototypical representation of the target object, prior knowledge
about how the reference can change in probe images and a mechanism for comparing the
transformed reference to the probe image. As the space of parameters α in a standard
setup is small, the optimal parameter can be determined by a brute force search in the
parameter space.
Compared to the Fourier matching as illustrated in Figure 2.2, template matching
is more stable if the reference template is a tight bounding box around the object (dis-
tances: D(a, b) = 0.0;D(a, c) = 53.5;D(a, d) = 102.7 ). However, this comes at a cost.
We need supervision for designing the reference template and the parametric function of
relevant object transformations. For natural objects and complex transformations, such
as shape deformations and appearance changes, this is difficult. Also as the transforma-
tion Γα gets more complex, a brute force search becomes computationally infeasible and
different optimization techniques have to be used.
In the following section, we discuss models which combine invariant local features
with rigid models of the objects geometry. In this way, complex shape deformations and
appearance changes can be accounted for while keeping the function space Γα simple.
2.3 Feature-based Rigid Models
Feature-based rigid alignment combines the ideas of invariant and alignment approaches.
We illustrate this property in Figure 2.1. The idea is to increase the stability of invari-
ant transforms Φ by restricting their domain to a local part of the image, instead of
transforming the image globally. However, in the local representation the global context
is lost. In order to recover the context, the joint spatial configuration between features
is also represented as a set of points in the image frame X = {Xi|i = 1, . . . , N}. Geo-
metric transformations are modeled with a parametric transformation Γα[X] ∈ Ωmodel.
The space of possible transformations is chosen to be the space of rigid transformation
Ωmodel = SO(2).
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This strategy can be found in early works such as [Brooks, 1981; Ayache and Faugeras,
1986; Lowe, 1987; Huttenlocher and Ullman, 1990], where rigid objects are detected in
images by searching for edges in a certain spatial configuration. More recent approaches
use more complex invariants with larger domains. The most popular local invariant
is certainly the SIFT transform [Lowe, 1999, 2004]. SIFT is a very thoughtfully de-
signed local invariant which is highly stable under rigid and even affine transformations.
Its special detection procedure allows for a scale and rotation normalized localization
of its domain. Additionally, the representation with local gradient histograms induces
invariance to small changes in the objects shape and appearance. The success of the
SIFT transform inspired the development of other feature transformations with similar
properties (see [Dalal and Triggs, 2005; Ahonen et al., 2004; Mikolajczyk and Schmid,
2005; Bay et al., 2006; Calonder et al., 2010; Alahi et al., 2012]). The important idea
underlying these works is to model the space of possible object transformations as a
union of invariant transformation and a parametric transformation (Figure 2.1). The
invariant accounts for local transformations of the geometry and appearance which are
difficult to model, whereas the geometric model accounts for the global positioning of
the object. The distance between two images is computed by searching for the geometric
transformation Γα that minimizes:
D(I, I ′,Γα) =
∑
i
‖Φ(I,Xi)− Φ(I
′,Γα[Xi])‖. (2.3)
The above distance measure sums over the distances between the local feature represen-
tations Φ(a, b), where a is the input image and b is the position at which the feature is
extracted in the input.
Related work in shoe print recognition. Feature descriptors have been applied
to automated shoe print recognition in a bag of words manner [Pavlou and Allinson,
2006; Su et al., 2007; Pavlou and Allinson, 2009] and in combination with geometric
constraints [Patil and Kulkarni, 2009; Nibouche et al., 2009; Dardi et al., 2009; Cervelli
et al., 2010]. These approaches offer excellent performance on synthetically generated
data. However, on real data the performance of these approaches degrades significantly
([Luostarinen and Lehmussola, 2014] & experiments in Chapter 6). We believe the rea-
son for this degradation is that the methods do not account for partial occlusion nor
explicitly to non-rigid deformations of the shoe print.
A major disadvantage of locally invariant features is that it is mathematically not
clear what transformations the space Ωinv in fact encompasses. Efforts have been taken
to visualize the preserved information by approximate inversion ([Oliva and Torralba,
2001; Weinzaepfel et al., 2011; Alahi et al., 2012; Vondrick et al., 2013]). However, these
approaches only provide a rough visual reconstruction of the input which is only of lim-
ited use for diagnosing and predicting failure cases.
In the following section, we discuss non-rigid alignment methods, which aim at al-
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lowing more complex geometric deformation spaces Ωmodel in turn for reducing the com-
plexity of Ωinv (Figure 2.1).
2.4 Feature-based Non-Rigid Models
A natural further development of feature-based rigid alignment methods, is to increase
the complexity of transformations Γα ∈ Ωmodel to cover also non-rigid geometric transfor-
mations. These, so called shape deformations relief the burden from the local invariant to
model geometric transformations (Figure 2.1). Such deformable models have been pro-
posed e.g. as deformable-template models in [Grenander, 1970, 1976], as ”rubber mask”
technique of [Widrow, 1973a,b] and as pictorial structures in [Fischler and Elschlager,
1973]. However, objects are highly variable as they can e.g. change their pose signifi-
cantly. It has proven to be difficult to increase the complexity of Ωmodel without also
allowing for unnatural or unlikely shape deformations. The work by [Grenander, 1976]
and [Kendall, 1989] proposes to account for the fact that some transformations are sta-
tistically more common than others by imposing a complexity measure |.| on the space
Ωmodel. In particular, they propose to impose a statistical distribution on the parameter
set α. This is typically incorporated into the distance measure by simply adding it to
the part based distance:
D(I, I ′,Γα) =
∑
i
‖Φ(I,Xi)− Φ(I
′,Γα[Xi])‖+ |α|. (2.4)
In this way, a trade-off mechanism is induced between goodness of fit of the features
and the complexity of the geometric transformation Γα needed to match these features.
Variants of this approach are e.g. known as deformable templates [Amit et al., 1991;
Yuille et al., 1992], constellation models [Weber et al., 2000], active shape models [Cootes
et al., 1995], graphical templates [Amit and Kong, 1996] or parts models [Burl et al.,
1998; Amit, 2007]. These approaches differ in important ways of how they represent the
two spaces Ωmodel and Ωinv, however what they have in common is that they must ac-
count for the complexity of different transformations in Ωmodel. Deformable models are
a key development in Computer Vision and have established as a standard technique in
object recognition. The most successful variant are so called discriminative part models
[Felzenszwalb et al., 2010]. Given enough training data, the feature distance for each
part Di can be learned from the data instead of being hand designed. At runtime, the
distance is measured according to:
D(I, I ′,Γα) =
∑
i
Di(I
′,Γα[Xi]) + |α|. (2.5)
Discriminative part learning can be a valid approach for shoe print recognition. How-
ever, we have not explored this line of thought and therefore list this method for the sake
of completeness. We refer the interested reader to [Felzenszwalb et al., 2010; Girshick,
2012] for an excellent review and discussion on discriminative part models.
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Related work in shoe print recognition. The only work on automated shoe print
recognition proposing a flexible geometric model was presented by [Tang et al., 2011].
The authors propose to represent a shoe print as a graph of primitives. The local geom-
etry is captured by three types of geometric primitives: circles, ellipses and lines. These
primitives are detected in images using a Hough transformation. The global geometry
is encoded with an attributed relational graph between these primitives. The specially
designed ”Footwear Print Distance” between graphs permits global as well as local geo-
metric flexibility. Again, on synthetically generated data, the results are promising, but
on real data the performance decreases significantly (Chapter 6). The key reason is that
the geometric primitives cannot be detected reliably in real data and that the geometric
model has no mechanism for compensating this uncertainty.
Our proposed approach builds on the Active Basis Model [Wu et al., 2010], which
also falls in this category (chapters 3). A shoe print is represented as hierarchical com-
positional of basis filters [Kortylewski and Vetter, 2016]. A basis filter captures the
local geometry and appearance of the image, whereas the hierarchical structure encodes
dependencies in the mid and high level geometry. This representation is augmented
with a statistical distribution which accounts for the variability of the shoe print. By
interpreting the filters as local invariants (Chapter 3) our approach perfectly fits into
the mathematical setup as presented in Equation 2.4.
2.5 Fully Parametric Models
Fully parametric object models are at the end of the continuum between invariant and
parametric methods. Any characteristic object variation is supposed to be modeled
by the transformation Γα ∈ Ωmodel. Invariant feature extractors are omitted (Figure
2.1). Thus, the model must offer an inverse mapping Φ−1 in order to render the object
based on the parameters α down to the pixel level. This is the conceptually most
important difference to feature-based approaches. Typically, prior knowledge about
object modeling and computer graphics is used to define the reference template I ′ and
the rendering function Φ−1. Large parts of the transformation space Ω are learned from
data. At runtime, the distance is computed by optimizing the distance in the image
space:
D(I, I ′,Γα) =
∑
i
‖Φ−1i (I,Γα)− I
′‖+ |α|. (2.6)
its Optimizing for the parameter set α is widely known as analysis by synthesis approach.
Their main advantage is that the parameter set α typically offers a rich description of the
target object in the probe image. This description can be leveraged for a more detailed
analysis beyond the pure recognition task such as answering questions about the objects
pose, or occluded parts. Furthermore, this description can be combined for different ob-
jects in a higher order reasoning process in order to resolve local ambiguities. Depending
on the complexity of the invariant transformations and the induced information loss, this
is not possible with the object models as presented so far. Well known generative object
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models are e.g. Active Appearance Models [Cootes et al., 2001] or 3D Morphable Models
[Blanz and Vetter, 1999]. However, these models are difficult to design since any possible
source of image variation must be explicitly modeled. Additionally, it is also difficult to
optimize these models globally.
Generative models have, to the best of our knowledge, not been proposed for shoe
print recognition. As the feature extraction in the ABM (Chapter 3) is performed with
simple linear basis filters, the extracted features can be inverted easily. Thus, in addition
to the feature-based interpretation presented in the last section, we will also be able to
interpret our method as a fully generative model (see e.g. [Wu et al., 2010]). In Chapter
3 we will discuss this ambiguity shortly and explain why the mathematical setting as
presented in Equation 2.4 is more convenient for us.
2.6 Reference-based Object Recognition in Cluttered Scenes
In natural images, objects are surrounded and partially occluded by other objects. Mod-
eling all of these “other objects” explicitly is computationally infeasible, because of their
sheer number and variability. Thus, they are often collectively modeled as clutter - a
structured background signal.
Reference-based object models focus on modeling the target object and possible vari-
ations of it. However, for the task of object recognition in natural environments the
clutter must also be considered. We have discussed already in Section 2.3, that an im-
portant mechanism for reducing the influence of clutter is to choose an object-centered
reference representation in contrast to image-centered representation. The focus on
modeling solely the target object, implicitly splits the probe image into foreground and
background. This comes with the additional task of also representing the background
in order to prevent unwanted side effects during inference [Amit, 2002; Wu et al., 2010;
Scho¨nborn et al., 2015]. Typically, a very simple background model already suffices to
do so.
Another effect of clutter is that it induces local minima in the distance functional be-
cause on the part-level it is difficult to distinguish from the target object. Optimizing
the functional w.r.t. α, therefore is often performed locally which in turn requires a
good initial starting position of the optimization process [Amit, 2002]. An automated
initialization would be highly desirable, which led to the development of a significant
automated approaches such as multi-scale optimization [Jain et al., 1996].
Clutter might also partially occlude the target object in the probe image. Thus, even
if the correct parameters α would be given, at some parts of the model the object will
actually not be present. This might distort the distance measure significantly and should
be accounted for with a robust distance measure [Huber, 2011; Amit, 2002].
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2.6.1 Related Work on Occlusion Models
In computer vision, a common way of to account for partial occlusion is to restrict the
parameter space of the object model. However, this assumes prior knowledge about the
objects position in the probe image e.g. in the form of a precise manual model initializa-
tion [Cootes and Taylor, 1992; Scho¨nborn et al., 2015]. For part-based models, another
common approach is to bound the distance measure between a part model and the image
with a fixed threshold. However, thresholds on the distance are arbitrary and often lack
in interpretation. Another approach to account for occlusion is to augment the object
model with an explicit binary occlusion variable. The state of the variable determines
if a part is visible in the image or if it is occluded. These additional model parameters
are also inferred during the optimization. This approach has been successfully applied
for detecting self-occlusion in part-based deformable models of human poses [Sigal and
Black, 2006]. [Azizpour and Laptev, 2012] implement an independent occlusion model.
They learn a general appearance model for clutter which competes with the part model.
If the clutter model explains the local image appearance better than the part model, the
part will set to be occluded in the model.
Due to the independence assumption between the occlusion variables, each part can
be occluded independently from its neighbors. However, in real data the states of oc-
clusion variables are locally correlated and often can only be inferred using contextual
information from nearby parts. This property is known as occlusion-coherence. Different
approaches have been proposed to introduce a coherence between the occlusion states. In
[Ying and Castan˜on, 2002] the authors propose to couple the occlusion variables zi with
a Markov Random Field. However, the introduced cycles in the dependency structure.
Depending on the connection to the shape model, this results in a slow inference process
with only an approximate solution. [Egger et al., 2016] follow a similar idea by optimiz-
ing a Chan-Vese segmentation functional which suffers from similar drawbacks. [Ghiasi
and Fowlkes, 2014] use a hierarchical deformable parts model where the individual parts
are connected to intermediate parents nodes, which in turn are connected to the root
node. Occlusion coherence is enforced via the intermediate parent nodes. Depending on
the state of the intermediate nodes, groups of their children can be occluded. In this way
occlusion coherence can be induced while preserving an efficient tree-like graph structure.
2.7 Conclusion
In this chapter, we discussed the fundamental trade-off between an invariant and para-
metric representation of an objects variability in reference-based models. We categorized
the continuous spectrum between purely invariant and purely alignment methods based
on how these compute the distance between the reference and the probe image. The
common mathematical setup in each category made possible to relate work on automated
shoe print recognition with well known methods for general object recognition. Based
on a discussion about the properties of invariant and alignment methods, several impor-
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tant properties for object representations become apparent. An object-centered view is
desirable because it separates the target object from the background in the represen-
tation. Deformable models provide a stable mechanism for combining local part-based
representations with contextual constraints. Invariant part-based representations can be
computed efficiently and provide a mechanism for compressing irrelevant information.
However, their domain should be restricted in order to prevent instabilities in the rep-
resentation. In order to account for clutter a model should be augmented with a robust
occlusion mechanism. However, despite providing answers, the discussion also leaves us
with important questions which we will study in detail throughout this thesis:
• How can we learn a model from a single training datum? (Chapter 3)
• How can clutter be represented? (Chapter 3)
• How can we account for partial occlusion? (Chapter 4)
• What is a good choice for a local invariant feature? (Chapter 4)
• How can we ensure the object models stability under large occlusions and defor-
mations? (Chapter 5)
• What are the mechanisms in a reference-based model that permit the discrimina-
tion of the object from the background? (Chapter 4 & 5)
• Given an object model, how can we perform recognition? (Chapter 6)
In Chapter 3 we will introduce the Active Basis Model which fulfills many of the men-
tioned desirable properties of an object model. We will extend this model in several
ways in Chapter 4 & 5, such that the final object model will fulfill all of the mentioned
properties.
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Chapter 3
Theoretical Background:
The Active Basis Model
In this chapter we revisit the Active Basis Model (ABM) as presented in the series of
work by [Wu et al., 2007, 2010; Hong et al., 2013]. We will present the theoretical ABM
framework as proposed in the original work. Where suitable, we refer to our discussion
about the trade-off between invariant and parametric model representation from the pre-
vious chapter. This will provide additional insights in terms of the invariance properties
of the ABM.
In the following Section 3.1 we will discuss the advantages of the Active Basis Model
over other object models. We then continue to present the three main elements of the
ABM framework. We start by presenting the basis decomposition process which induces
a part-based feature representation from the image (Section 3.2). In Section 3.3 we show
how prior knowledge can be leveraged to build a statistical object model from the feature
representation (Section 3.3). We explain how it can be applied to estimate the optimal
model parameters given a probe image in Section 3.4.
3.1 Advantages over related Object Models
In the previous chapter, we have discussed the benefits of an object-centered, part-based,
deformable object representation. We will now, based on a historic overview, present
different approaches of implementing such a representation in a planar object model.
In their seminal work, [Kass et al., 1988] proposed an approach for detecting deformable
contours in images. A-priori knowledge about the structure of the contour was given
as a set of 2D coordinates. Given an initial positioning, the Active Contour Model
iteratively adapts in order to align with nearby image gradients. This object-centered
representation based on a few coordinates is highly beneficial since it focuses on the
target object and masks out other structures of the image (Section 2.6). A limitation
of this approach is that the deformation of the contour points is only constrained by
enforcing local smoothness between neighboring points. Therefore, ”it can represent an
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arbitrary shape as long as the continuity and smoothness constraints are satisfied” [Jain
et al., 1996].
In order to overcome this limitation, the research on object models has focused on con-
straining the possible deformations to be specific to an object‘s class. One way of doing
so is to learn a statistical model of possible deformations from data as proposed in the
Active Shape Model by [Cootes et al., 1995]. The authors assume a given training set of
different instances of the same object and manual annotations of corresponding points
on each instance. After an initial alignment process, Principal Component Analysis is
applied to learn a linear deformation space which is characteristic for the target object.
In this way, an object-centered global object model can be build. However, due to the
global dependence structure the model is difficult to optimize.
[Yuille et al., 1992] proposed a way of relaxing this global dependence between variables
by introducing a hierarchical model structure. They hand designed a model of an eye by
defining individual parts such as the bounding contour and the iris outline. The parts
can move independently. However, a global energy term on the part centers keeps the
global structure of the model. Thus, the major difference to global shape models is that
small object variations can be accounted for independently at the part level. In addi-
tion, such a hierarchical model structure makes it possible to apply efficient dynamic
programming techniques in order to adapt the model to data. In contrast, global shape
models often are optimized locally.
The Active Basis Model is a deformable template. Thus, it is object-centered, part-
based and deformable. In addition to the model presented in [Yuille et al., 1992], it
also represents the objects local appearance and the background. Furthermore, it comes
with an intuitive learning framework which makes it possible to learn the hierarchical
model structure efficiently from a limited amount of data. In the following section, we
will present the details of this learning framework.
3.2 Learning a Representation via Basis Decomposition
Mathematically, an ABM is a linear additive model in the form of the well-known sparse
coding principle proposed by [Olshausen and Field, 1996]:
I =
N∑
i=1
ciBβ1i
+ U = CBR + U. (3.1)
Without loss of generality, the image I ′ is reconstructed by a linear combination of a basis
Bβ1i
with coefficients ci and a residual image U . The individual parameters of each basis
filter are its position and orientation β1i = {X
1
i , α
1
i }. The parameters denote the absolute
position and orientation of the filter in the image frame. These parameters are encoded
relative to the template center β2 = {X2, α2} such that β1i = ∆β
1
i + β
2. The variable
∆β1i encodes the relative spatial configuration to the template center. We denote the
parameters of all filters and the template center collectively asR = {β2, β1i |i = 1, . . . , N}.
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Figure 3.1: Illustration of the Gabor dictionary that we used to generate the over-
complete basis. The top row shows the real part, whereas the bottom row shows the
imaginary part. We apply Gabor filters always as pair of real and imaginary part.
As in the original work, we use the filter as a pair of Gabor sine and cosine wavelet with
fixed frequency. The filters have zero mean and unit L2 norm. Figure 3.1 illustrates the
Gabor basis.
The basis decomposition of an image I into the parameters C, BR and U can be
performed with the matching pursuit algorithm [Mallat and Zhang, 1993]. Thereby, the
optimal basis is chosen from an over-complete dictionary of filters. The dictionary is
obtained by translating and rotating a Gabor filter to any position in the image I in
any rotation. During the matching pursuit, filters are selected one-by-one based on the
amplitude of their coefficients cj = 〈I, Bj〉. Importantly, in order to form a basis the
filters Bβ1i
must be independent. Therefore, after choosing a basis filter during matching
pursuit, all filters which are not independent to the chosen filter are removed from the
overcomplete dictionary. The process is repeated until the maximal coefficient does not
exceed a previously fixed threshold. In Figure 3.2 we illustrate the result of this basis
decomposition process schematically. Given a training image (Figure 3.2(a)), a basis is
learned with matching pursuit. The learned basis is illustrated schematically in Figure
3.2(b). The overall shape of the basis template resembles the shape of the training image.
(a) (b)
Figure 3.2: Schematic illustration of the basis decomposition result. (a) A training im-
age. (b) Schematic illustration of the learned basis BR. Each of the ellipsoids represents
a basis filter at a certain orientation and location. The overall shape of the basis template
resembles the shape of the training image (adapted from [Wu et al., 2010]).
Although very simple in its nature, the basis decomposition has far-reaching implica-
tions:
Object-centered representation. The encoding of the part parameters relative to
the object center makes it possible to enforce a global constraint on their overall spa-
tial configuration. This is an important difference compared to the local constraints
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in the Active Contour Model. Due to this global dependence, whenever the position
and orientation of the object changes, the parts must also change. In this way globally
rigid transformations can be separated from local shape deformations in the spirit of the
deformable template approach [Yuille et al., 1992] (Section 3.3).
Separation of foreground and background. The linear additive model (Equation
3.1) separates the image into two distinct entities. The linear combination of basis filters
represents the object of interest (the foreground), whereas any irrelevant information is
captured in the residual image U (the background). This separation permits the already
mentioned object-centric representation. In addition, it also presents an explicit rep-
resentation for the background. Most object models focus on modeling the foreground
only. However, ignoring the background can have severe side effects [Scho¨nborn et al.,
2015], which often prevent the model from recovering the correct image interpretation.
Hence, making the background explicit is a desirable feature, because it offers more con-
trol about the interdependence between the foreground and the background.
Separation of shape and appearance. An additional advantage of the linear addi-
tive model is that it separates the target objects shape from its appearance. The spatial
configuration of the basis encodes the geometric properties of the object, whereas the
filter coefficients encode the appearance. Having a separate representation for the shape
and the appearance is desirable, as it will allows the model to reason about both prop-
erties of the object independently.
Feature extraction. Each filter coefficient is an interpretation of a small region of the
input image in terms of a summary statistics, which compresses information and thus
acts as a feature extractor (Section 2.3). In Section 4.3 we will study in detail what
information is lost in this feature transformation.
Image generation. Due to the linearity of the filtering operation, a coefficient ci can
be used together with the corresponding filter Bβi to approximately invert the feature
transform. In this way images can be generated from the feature representation. Thus,
by perturbing the representation parameters R and/or the coefficients C a bit, new im-
ages can be generated. Such invertible or generative feature representations of an object
are highly desirable [Grenander, 1976; Mumford and Desolneux, 2010] since they make
possible for humans to look at the model‘s internal object representation.
In summary, we have learned a parametric image model O(R, C, U) = O(Θ). The pa-
rameters of the model represent the shape, appearance of a foreground object, as well
as structured background clutter. By changing the parameters, we can generate new
images that depict the target object. Our ultimate goal is to use the learned image
model in order to recognize the object in a probe image. However, not every possible
parameter setting Θ will generate a ”valid” image of the object. In the next section, we
will discuss how the parameters can be constrained with a statistical model. In addition,
the statistical interpretation will allow us to compare results of different object models,
which is problematic in a non-probabilistic setting [Amit, 2002].
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Figure 3.3: Schematic illustration of the active perturbation of basis elements in the
Active Basis Model. Each of the basis filters (black ellipsoids) is allowed to perturb its
parameters according to a pre-specified statistical distribution. Thus, it can take on new
positions or orientations (blue ellipsoids) (image copied from [Wu et al., 2010]).
3.3 Statistical Variations of the Object Representation
In this section, we will build a statistical object model from the learned representation,
by imposing a statistical distribution on the parameters Θ = {R, C, U}.
Variability in the Geometry. The shape of an object can be deformed by varying
the position and orientation of the individual filters. A possible choice is to vary a part‘s
parameters according to a uniform distribution [Wu et al., 2010]:
p(β1i |β
2) = U(β1i − δβ , β
1
i + δβ). (3.2)
The uniform distribution is defined in a range δβ = {δX, δα} around a parts’ original
position β1i . Thereby, δX describes the distance from its mean position and δα the
difference in the angular parameter. The parameters of a part β1i are conditioned on the
position and orientation of the overall object β2 thus reflecting the relative parameter
encoding as introduced in the previous Section 3.2. This local variations of a filter are
illustrated schematically in Figure 3.3. The statistical distribution on the templates
center position and orientation p(β2) is modeled as a uniform prior over location an
rotation. This reflects the assumption that an object can occur in an image at any
position and in any orientation. By assuming independence between the perturbations
of individual parts, the overall deformation model for the complete object is modeled as:
p(R) = p(β2, β11 , . . . , β
1
N ) = p(β
2)
N∏
i=1
p(β1i |β
2). (3.3)
From this equation, we can observe the advantage of tree-like model structures over
global dependence structures (see dicussion in Section 3.1). Given the central position
and orientation of the object β2, the parts are independent of each other. Hence, they
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can change their position without affecting the other parts. This also implies that the
parameters of the parts can locally be optimized independently of each other. This
property allows for an efficient optimization during inference (Section 3.4.1).
Variability in the Appearance. In [Wu et al., 2010], the authors propose to use a
combination of even and odd Gabor filters as feature extractors. Thus each coefficient
has two components ci = {ci,0, ci,1}. The final appearance features are computed by
the energy of the coefficients |ci|
2 = c2i,0 + c
2
i,1 followed by a sigmoid transform η(v, τ) =
τ [2/(1+e−2v/τ )−1] that saturates at value τ . In order to emphasize that this corresponds
to a non-linear feature transformation, we denote the final feature as fi = η(|ci|
2). The
authors in [Wu et al., 2010] set τ = 6. In order to account for variations in the appearance
feature the authors define a statistical distribution pi(ci|λi) on the coefficients in the form
of an exponential family model:
p(ci|λi) =
exp(λifi)q(ci)
Z(λi)
. (3.4)
The distribution q(ci) models the expected distribution of coefficient energies in the
background. It is estimated by computing the empirical distribution of feature responses
from a set of images that do not depict the target object. The normalizing constant Z(λi)
is estimated for a range of different values of λi by numerical integration. The practical
purpose of multiplying the exponential distribution with q(ci) is that due to the shape
of q(ci) (Figure 3.4(a)) the likelihood of low energy values increases compared to a pure
exponential distribution (Figure 3.4(c)). This property is beneficial as parts that are
occluded by clutter will likely observe low energies. Thus, the negative influence of
occlusion on the model is lowered. In the next paragraph we will discuss the estimation
of q(ci) in more detail in the context of modeling background clutter. The variable λi
controls the skewness of the expected distribution (Figure 3.4) of the features and can
be learned from data if multiple images of the same object are available.
In Active Basis Models, the variation in appearance is accounted for in three ways:
1.) The filter acts as a local invariant transformation and thus already accounts for
appearance variation on the pixel level.
2.) In the feature transformation, the Gabor coefficients are squared and again non-
linearly distorted with a sigmoid transformation. The sigmoid compresses the feature
space in the sense that low feature values are preserved whereas large feature values are
dampened significantly (Figure 3.5).
3.) The statistical distribution p(ci|λi) accounts for appearance variation on the abstract
feature level.
In summary, the design of the appearance model focuses on capturing ”edge-like” prop-
erties of an object. However, due to multiple application of linear and non-linear trans-
formations in the feature representation, a clear intuition of which patterns are similar
is already lost.
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(a) (b)
(c) (d)
Figure 3.4: Illustration of different energy densities. (a) The density of the background
distribution q(c). (b) The CDF of q(c). (c) The foreground density with λ = 1. (c) The
foreground density with λ = 2. Due to the multiplication with the exponential function
(equation ) in the foreground model, low energies have higher likelihoods as in a purely
exponential model. Increasing the value of λ, increases the influence of the exponential
function.
Variability in the Background. In order to account for variation in the background,
we must choose a representation for the background. A common assumption is to rep-
resent the background as pixels which are distributed according to Gaussian white noise
[Hong et al., 2013]. However, this is an unnatural assumption as the background in
images is much more likely to be structured. We can enforce more structure in the
background by representing it also as composition of Gabor filters:
U =
M∑
k=1
ckBk . (3.5)
Here, the variable k indexes those positions in the image, that are not covered with the
foreground model. We model the variation in the background as product of independent
background likelihoods:
p(U |C) = p(U |c1, . . . , cN ) =
M∏
k=1
q(ck) . (3.6)
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Figure 3.5: Influence of the sigmoid function on the feature values. Large values are
significantly dampened in the output space.
As mentioned earlier, the distribution q(c) can be estimated from a set of images which
do not depict the target object. Representing the background with a dictionary of Gabor
filters has the advantage, that the local correlation of pixels is taken into account. In
Figure 3.6 we compare samples from a Gaussian white noise model and the structured
background model as defined in Equation 3.6. We can observe that the structured
background model is capable of generating strong edges. As we will see in the next
Section 3.4.1, this is beneficial because the background model will compete with the
foreground model when explaining the image. Thus, it will prevent the foreground model
from being too much attracted by strong edges in the background, while at the same
time penalizing the explanation of areas without edges. We can combine the different
models for variations in the geometry (Equation 3.3), the appearance (Equation 3.4)
and the background (Equation 3.6) into a statistical image model:
p(Θ|O) = p(R,C,U |O)
= p(β2)
N∏
i=1
p(β1i |β
2)p(ci|λi)
M∏
k=1
q(ck)
(3.7)
The model is generative, in the sense that we can sample from this prior distribution
and generate images by inverting the Gabor features. In order to generate images at
the pixel level we divide the energy equally on the even and odd Gabor filters. Thus we
get ci,0/1 =
√
η−1(e)
2 . Importantly, the contribution of the individual filters cannot be
recovered, thus this information is lost in the feature transformation process.
3.4 Parameter Estimation
At runtime, we are given a probe image I ′ and must optimize for the parameters Θ∗
of our image model. We do so by maximizing the ratio between the foreground and
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(a) (b)
Figure 3.6: Samples from different background models. (a) Gaussian white noise. (b)
The background model as proposed in the ABM framework. An independent compo-
sition of Gabor filters. The coefficients are sampled from q(c). Compared to (a), the
sample in (b) is much more structured.
background model:
p(Θ|I ′, O)
q(I ′)
= p(β2)
N∏
i=1
p(β1i |β
2)
p(ci|λi)
q(ci)
. (3.8)
In this equation the background has canceled out since it is the same for both models.
We can observe, that the appearance likelihoods of the foreground and the background
act as competing hypothesis in a likelihood ratio. This term can be interpreted as a
classification mechanism. If the ratio is > 1 the local appearance of the image is more
likely to be part of the target object, accordingly if it is < 1 it is more likely to be
background clutter. Substituting p(ci|λi) as defined in Equation 3.4 and taking the
logarithm, we arrive at the log likelihood ratio:
log(
p(Θ|I ′, O)
q(I ′)
) = log(β2) +
N∑
i=1
λifi − log(Z(λi)) + log(p(β
1
i |β
2) (3.9)
=
N∑
i=1
λifi − log(Z(λi)) + constant (3.10)
= λ
N∑
i=1
fi + constant. (3.11)
From Equation 3.10, we can nicely observe the influence of the background model. It
acts implicitly via the normalization factor Z(λi) on the feature values. Equation 3.10 is
used in the original works on ABMs. In the last line we use the assumption that λi is the
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(a) (b)
Figure 3.7: Dependence structure between random variables of an Active Basis Model
illustrated graphically. (a) The full graphical model; (b) The common way of illustrating
tree-structured models, by focusing on the object representation. The tree-structured
Markov random field allows for an efficient bottom-up optimization.
same for all parts. At this point the computation reduces to a sum over feature values
fi, which can be efficiently computed using a convolution operation. We will leverage
this property during the optimization.
3.4.1 Bottom-up Inference
Because of the strong independence assumptions between the random variables, the
model is tree structured (Figure 3.7(b)). Tree structured models can be optimized
with dynamic programming. In [Wu et al., 2010] the authors propose a bottom-up
optimization scheme which we will sketch in the following in a slightly adapted form.
Intuitively, during inference each filter of the ABM will be evaluated at one position
in the image. Depending on its rotation it will observe a certain feature value fi. The
goal is to find a positioning of the ABM such that the sum of feature values over all
filters is maximal. Computing this global optimum for most object models would require
a global brute force testing of any parameter setting. However, for tree structured models
this maximum can be computed with a cascade of convolutions.
First, in order to obtain the filter responses, the probe image is convolved with the
dictionary of Gabor filters. Subsequently, for each coefficient c its feature value f(c)
is computed. This computation generates one feature map for each orientation of the
filter. In order to account for the active perturbation of a filter a maximum-convolution
is applied to the appearance score maps. In the original work the maximum is taken
along the normal direction of the filter. We perform a window-based convolution because
it can be computed more efficiently using the method proposed in [Lemire, 2006]. The
computational speedup is more than a factor of two. Let us assume the active filter
perturbation is δβ = {∆X = 2pixel,∆α = 0◦}, then the max-kernel is 2D with a size of
5× 5 pixels.
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The final log-likelihood ratio of the deformed template can then be computed with a 3D
convolution, where the 3D kernel encodes the global spatial configuration of the filters
at different positions and orientations relative to the center of the template.
3.5 Conclusion
In this chapter, we have presented the Active Basis Model framework as presented in
[Wu et al., 2010]. The ABM, has several desired properties of object representations
that we discussed in the previous Chapter 2. It is an object-centered deformable part
model which is capable of accounting for changes in the objects appearance. In addition,
the model structure can be learned from data and optimized globally with an efficient
bottom-up inference procedure. In the next chapter, we will study the properties of the
ABM in the context of forensic shoeprint recognition.
31
3.5. CONCLUSION
32
Chapter 4
Shoe Print Analysis with the
Active Basis Model
To reason about an entity, we must first represent the entity,
or at least the relevant aspects of it.
V. S. Nalwa
In this chapter, we study the Active Basis Model in the context of shoe print analysis.
Thereby, we will build on and extend the theoretical framework as introduced in the
last Chapter 3. Our study will provide additional insights about the ABM framework
in terms of the interdependence between the foreground and background appearance
models and the role of the basis filters. In this context, we will observe two limitations
of the model which prevent it from robustly analyzing shoe prints. We propose to address
these limitations by extending the model in terms of:
1. Occlusion-awareness: We extend the model with an occlusion mechanism which
will improve its robustness to missing parts during inference
2. A basis change: We will exchange the Gabor filters with a dictionary Laplacian-
of-Gaussian filters of different scales
In Section 4.1 we present how the ABM can be applied to compute the similarity between
a probe image and a gallery image. We will then introduce our model extension in
terms of an independent occlusion model (Section 4.2) and a Laplacian-of-Gaussian
basis (Section 4.3).
4.1 Comparing Shoe prints with the Active Basis Model
Our ultimate goal is to recognize a shoe print in a probe image. This presumes the
ability to compute the similarity between a gallery image and the probe image. Figure
4.1 shows a probe image and the corresponding gallery image. Compared to the gallery
image, the print in the probe image is rotated, partially occluded, slightly deformed and
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(a) (b)
Figure 4.1: A probe image (a) and its corresponding gallery image (b). The shoe print in
the probe differs from the gallery image in terms of a global rotation, local deformation,
partial occlusion and appearance variation.
has much lower contrast in its appearance. We propose to apply the ABM framework
in order to compute the similarity between these two images. Figure 4.2 schematically
illustrates our approach.
At training time, we learn an ABM from the gallery image I as presented in the previous
Chapter 3. First, I will be projected onto a Gabor basis (Figure 4.2 - Basis Decomposi-
tion). Each of the orange ellipsoids represents one combination of even and odd Gabor
filter (see Figure 3.1) in a certain position and orientation. This spatial configuration of
filters is a part-based representation of the shoe print‘s shape. We can clearly observe,
how the geometry of the curved structure in the toe region is preserved in the basis de-
composition. An ABM p(Θ) is build by imposing a statistical model on the parameters
of this decomposition (Figure 4.2 - blue box).
Figure 4.2: Computing the similarity between a gallery image and a probe image. The
gallery image I is decomposed into a linear combination of basis filters(BR), correspond-
ing coefficients C and a residual image U (Section 3.2). An ABM is built by imposing a
statistical distribution on the variables Θ = {R, C, U} of the learned parametric image
model O(Θ) (Section 3.3). Given a probe image I ′, the ABM is optimized with a bottom-
up inference procedure (Section 3.4.1). The maximal posterior probability p(Θ∗|I ′, O)
will be used to compute the similarity measure S(I, I ′) between the two images.
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4.1.1 Shoe print specific Appearance Model
The background appearance model q(c) in the original ABM (Figure 3.4(a)) has been
estimated from a set of general pictures [Wu et al., 2010]. We estimate a shoe print
specific background appearance model from textures which are commonly observed in
shoe print images (Figure 4.3).
Figure 4.3: Training images that we use to estimate the shoe print specific background
appearance model. They depict textures that are commonly observed in probe images.
(a) (b)
(c) (d)
Figure 4.4: Comparison of the shoe print specific appearance models with those of the
original ABM. (a) The background densities q(c). (b) The CDFs . (c) & (d) show the
foreground densities for λ = 1 and λ = 2.
In Figure 4.4 we compare the original original appearance models with the shoe print
specific appearance models. Compared to the original model, the probability mass shoe
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print specific background model is less concentrated on the extreme feature values (Fig-
ure 4.4(a)). As the computation of the foreground involves the background (Equation
3.4), its probability mass is also less concentrated. The main effect of the shoe print spe-
cific appearance, is that the differences between foreground and background models are
smaller for extreme feature values. This effect is beneficial, as the influence of outliers
is reduced.
4.1.2 Qualitative Experiment
In Figure 4.5 we illustrate samples from the ABM. A sample from the shape model p(R)
with δβ = {δX = 5 pixel , δα = 10◦} is depicted in Figure 4.5(b). We can observe that
the shape has been perturbed locally, whereas the overall structure is preserved. A sam-
ple from the foreground appearance model p(C|R) is shown in 4.5(c). The appearance
of the Gabor filters can be clearly recognized in the image. We have already shown a
sample from the background appearance model p(U |C) in the last chapter and therefore
do not include this here. From this collection of sub-figures, we can observe the models
ability of representing the gallery image and possible variations of it. This is a nice
feature of this generative representation over purely discriminative representations, as
we can interpret the internal state of the model visually, which is much more intuitive
than trying to interpret the numerical values of parameters.
We show a sample from the full ABM p(Θ|O) in Figure 4.5(d). In the following, we as-
sume that the probe image (Figure 4.1(a)) was generated by this ABM. We will recover
the parameters of the ABM given the probe image with a bottom-up inference procedure
(Figure 4.2 - Inference). In Figure 4.6 we illustrate the inferred parameters. The optimal
rigid alignment of the model is illustrated by overlaying the gallery image on the probe
image with a rigid transformation that is parametrized by β2 (Figure 4.6(a)). Despite
the significant contrast change, partial occlusion and small deformations in the probe
image, the model has been aligned successfully. Figure 4.6(b) illustrates the optimal
positions of the individual filters. Each filter is color-coded according to the sign of
the log-likelihood ratio between the foreground and background appearance model of its
observed coefficient log(p(ci|λ)q(ci) ). This is useful for judging the ability of the appearance
models to discriminate between foreground (red) and background (blue). Filters colored
in red have positive log-likelihood ratios, whereas the ratio is negative for blue filters.
Those filters which lie outside of the image are colored in yellow. They are assumed to
have a zero log-likelihood ratio. We can observed, that those filters which are positioned
on an edge in the right orientation are classified as foreground.
We propose to compute the similarity of the gallery and a probe image with the log-
likelihood ratio of the maximal posterior value and the likelihood of encoding the whole
image with the background model:
S(I, I ′) = log
(p(Θ∗|I ′, O)
q(I ′)
)
. (4.1)
Based on this similarity measure, we will perform shoe print recognition in our experi-
ments in Chapter 6.
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(a) (b)
(c) (d)
Figure 4.5: Illustration of the ABM which was learned from the gallery image (Figure
4.1(b)). (a) A schematic illustration of the learned basis decomposition. Each ellipsoid
represents a combination of even and odd Gabor filter in a certain position and orien-
tation. (b) A sample from the shape model p(R) with δβ = {δX = 5 pixel , δα = 10◦}.
(c) A sample from the appearance model p(C|R) with fixed geometry. (d) A sample
from the full ABM p(Θ|O).
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(a) (b)
Figure 4.6: Visualization of the ABM inference result. (a) Illustration of the global rigid
alignment of the ABM. The gallery image (Figure 4.1(b)) is overlayed on the probe image
(Figure 4.1(a)) with the inferred rigid model parameters β2. (b) The optimal alignment
of the ABM on the probe image. Each filter of the ABM is color-coded depending on
its observed filter coefficient ci. The filter is colored in red if the foreground likelihood
is greater than the background likelihood p(ci|λi) > q(ci), in blue if it is the other way
round q(ci) > p(ci|λi) and in yellow if it lies outside of the image.
4.2 Handling Partial Occlusion
Occlusion means that an object is only partially visible in an image. This property is
a challenge for model-based approaches to image analysis. If an object is occluded by
another object, the model will explain parts of the image which actually do not belong
to the target object. Very often, the correct image interpretation can therefore not be
recovered (see example in Figure 4.9). In this section, we propose an ABM formulation
with an independent binary occlusion model in the spirit of the work by [Azizpour and
Laptev, 2012]. In the context of ABMs this is a novel contribution, which increases the
models robustness to partial occlusion.
4.2.1 Occlusion-aware Active Basis Model
We handle occlusion on a per filter level. For this we introduce a binary random variable
zi that indicates if a part is visible in the image. The random variable follows a Bernoulli
distribution:
p(zi) = Ber(ρ). (4.2)
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(a) (b)
Figure 4.7: The dependence structure between random variables in the occlusion-aware
ABM. (a) An illustration of the full graphical model. Compared to the original ABM
(Figure 3.7(a)), a dependence of the appearance variable ci on the occlusion variable zi
has been introduced. (b) The tree structure of the object model highlights that each
appearance variable depends on a separate occlusion variable zi.
The occlusion variable extends the part appearance likelihood as follows:
p(ci|zi, λi) = p(ci|λi)
ziq(ci)
1−zip(zi) (4.3)
If zi = 1, the original ABM part appearance model is active, whereas if zi = 0 the back-
ground appearance is activate. We assume that each part can be occluded independently
of the others as in [Ying and Castan˜on, 2002; Azizpour and Laptev, 2012]. Therefore,
the maximum likelihood solution to the state of the occlusion variable zi is:
zi =
{
1, p(ci|λi, β
1
i )p(zi = 1) > q(ci|β
1
i )p(zi = 0)
0, else
(4.4)
The effect of this model extension is that the log likelihood ratio between foreground
and background appearance will be bounded. This implies that the negative effect of
missing parts on the cost function is reduced. Equation 4.4 shows that the state of the
occlusion variable in the end reduces to a thresholding operation. In contrast to other
approaches, this threshold has a clear statistical interpretation, revealing the influence
of the background model on the decision process via Z(λ) =
∫
exp(λf)q(f)df . The
implications on the models dependence structure is illustrated in Figure 4.7.
4.2.2 Qualitative Experiment
In this subsection, we compare the original ABM with the occlusion-aware ABM qual-
itatively. For our experiment we assume that every part of the model is equally likely
to be visible or occluded. Hence, we set the parameter of the Bernoulli-distribution to
ρ = 0.5. In a typical object recognition application the likelihood of being occluded
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(a) (b)
Figure 4.8: Comparison between samples from the foreground appearance models of the
original ABM and the proposed occlusion-aware ABM. The geometry of the model is
fixed. (a) A sample from the original ABM. (b) A sample from the occlusion-aware ABM
with p(zi) = Ber(0.5). Due to the occlusion, roughly half of the appearance variables
are sampled from the background model. Therefore, they are barely visible in (b).
might be lower. However, our setting is justified by the fact that in shoe print recogni-
tion the probe images often strongly occluded.
In Figure 4.8 we compare samples from the foreground appearance model of the original
ABM (Figure 4.8(a)) and the occlusion-aware ABM (Figure 4.8(b)). Due to the oc-
clusion model some appearance variables are sampled from the background model and
therefore are only latently visible in Figure 4.8(b).
The relevance of our extension is apparent in Figure 4.9 on a real world example.
Figure 4.9(a) depicts a shoe print impression for which the toe and heel regions are
visible but the central part is missing. Figure 4.9(b) depicts the corresponding gallery
image and its schematic basis decomposition (Figure 4.9(c)). In order to be correctly
registered to the image, the ABM must bridge the clutter between toe and heel region.
Without a proper occlusion model this is too expensive, thus inducing a wrong optimum
(Figure 4.9(d)). The proposed occlusion-aware model is aligned correctly.
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(a) (b) (c)
(d)
(e)
Figure 4.9: The effect of the proposed occlusion model on the inference result on real
data. (a) The probe image. (b) The corresponding gallery image ofy the probe image.
(c) Schematic illustration of the ABM learned from the gallery image. (d) Inference
result with the original ABM. (e) Result with the proposed occlusion-aware ABM.
41
4.3. CHANGING THE BASIS IN THE ACTIVE BASIS MODEL
4.3 Changing the Basis in the Active Basis Model
After studying the role of the basis filter as a local feature extractor, we will focus
in this section on studying what information is preserved in this feature space. We can
visualize the preserved information by projecting the Gabor features back into the image
space. From Figure 4.12(b) we can observe that the Gabor basis generally represents the
location and orientation of sharp edges. Other useful information is not well captured,
such as the direction of intensity change, point-like structures or the scale of an edge
(Figure 4.12(b) & 4.12(e)). This additional information would be beneficial for the
recognition process. One possible approach of encoding more information is to increase
the dictionaries complexity by sampling the parameter space of Gabor filters extensively
at different frequencies and scales. This allows to tune the filter properties, to better
represent the pattern in the training image. However, this would increase computational
cost at runtime significantly, as the inference process includes a 3D convolution on the
feature map of each dictionary element (see Section 3.4.1). Furthermore, the direction
of the intensity change could still not be recovered as the feature transformation involves
a squaring of the filter coefficients.
4.3.1 The Laplacian-of-Gaussian Filter
We propose to capture more information by replacing the Gabor dictionary with a
dictionary of Laplacian-of-Gaussian (LoG) filters at different scales (Figure 4.10(a)).
LoG filters have been proposed by Marr and Hildreth [Marr and Hildreth, 1980] for the
(a) (b)
Figure 4.10: Illustration of the Laplacian-of-Gaussian (LoG) filter. (a) A dictionary of
LoG filter of different scales σ2 = {1, 2, 3, 4} and with different signs. Top row: ∇2Gσ;
bottow row −∇2Gσ. (b) Cross section of the LoG filter from the dictionary with scale
parameter σ2 = 3.
detection of edges at multiple scales. In addition, we will leverage these filters properties
for the detection and encoding of edge information. The LoG function is computed by
taking the second-order derivative ∇2 of the two dimensional Gaussian distribution. It
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is parametrized in terms of radial distance r from the origin:
∇2Gσ(r) =
−1
piσ4
(
1−
r2
2σ2
)
exp
( r2
2σ2
)
. (4.5)
The function ∇2Gσ(r) is a circularly symmetric Mexican-hat-shaped operator which is
depicted in Figure 4.10(b). Figure 4.10(a) illustrates the LoG-dictionary we use in our
work. The top row of filters is generated by evaluating ∇2Gσ(r) for different variances
σ2 = {1, 2, 3, 4} at equally spaced coordinates. This choice of variance parameters has
been empirically validated to reconstruct shoe print patterns well. The bottom row
are negative LoG filters −∇2Gσ(r). A further difference of the proposed LoG features
compared to the Gabor filters is that we use the filter coefficients directly as features.
This preserves the sign of the intensity change. We restrict the filter coefficients to the
range ci ∈ [0, inf], in order to still fit into the statistical setup of the ABM framework,
which presumes positive feature values. This is why we also include negative LoG filters
−∇2Gσ into the dictionary (Figure 4.10(a), bottom row). All filters have zero mean and
unit L2 norm.
4.3.2 Adjustments to the Statistical Model
In this subsection, we discuss the effect of the basis change on the appearance model
as well as on the shape model. The appearance models for the LoG filters mus be
re-estimated. We follow the same procedure as presented in Section 3.3 for the Gabor
filters. The background distribution q(ci) can be estimated by computing the empirical
distribution of LoG filter coefficients. As training data for the background model we use
the texture images as depicted in Figure 4.3. In order to reduce the influence of very
strong filter responses, we apply a sigmoid function to the filter coefficients fi = η(ci, τ).
We set the saturation value to τ = 3 in order to induce a background distribution (Figure
4.11(a)) with similar properties as the one of the Gabor features (Figure 4.4(a)).
The distribution favors low feature values, however it also permits strong responses.
Compared to the CDF of the shoe print specific Gabor features (Figure 4.4(b)), the CDF
of the LoG features has higher probability mass at low feature values (Figure 4.11(b)).
Thus, when sampling from the background model, we can expect to generate textures
with less structure. The foreground likelihood p(ci|λi) for the LoG features is computed
according to Equation 3.4. Increasing the value of λ, changes the shape of the distribu-
tion as illustrated in Figure 4.11(c) & 4.11(d). We assume that all LoG filters follow the
same foreground appearance model.
The impact on the shape model is less extensive. LoG filters have two parameters.
Their scale and position. As LoG filters are circular symmetric, they are rotationally
invariant. We assume that a basis filter does not change its scale. Thus, the only free
parameter is the position β1i = {X
1
i }. Hence, local perturbations of filters are restricted
to positional changes δβ = {δX}. The rest of the shape model remains as defined in
Section 3.3.
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(a) (b)
(c) (d)
Figure 4.11: Illustration of the statistical appearance models for the LoG basis. (a) The
background density qLoG(c). (b) The CDF of the density in (a). (c) The foreground
density with λ = 2. (d) The foreground density with λ = 5.
4.3.3 Qualitative Experiments
The basis change has a significant effect on the properties of the ABM. In the following,
we discuss the differences between the LoG-ABM and the Gabor-ABM in terms of their
invariance properties.
Invariance properties. A highly relevant question is: ”What information is preserved
in a feature representation?”. In Chapter 2 we have discussed, that the representation
should be invariant to irrelevant transformations of the object. However, it is desirable
that it also conserves as much relevant object information as possible. This is a funda-
mental trade-off for object representations.
In general, it is difficult to know exactly what information is preserved by a feature
transformation. One possible way of examining the conservation property of a feature
representation is by inverting it back to the image space. However, for most feature
transformations such as SIFT ([Lowe, 2004]) or HOG ([Dalal and Triggs, 2005]) this
inversion can only be approximated (see [Vondrick et al., 2013]. Even for the relatively
simple Gabor feature transform as used in the original ABM (Section 3.3) we can not
recover exactly which contribution the even and off filters have. For the LoG features
an exact inversion is possible, since the sigmoid transform is bijective and thus can be
inverted uniquely. We can then render the filter back into the image.
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In Figure 4.12 we show two gallery images and their reconstructions from the Gabor
and LoG feature spaces. We can observe, that the LoG representation (Figure 4.12(c)
& 4.12(f)) better reconstructs the input image compared to the Gabor representation
(Figure 4.12(b) & 4.12(e)). For example, the dotted pattern of the reference in Figure
4.12(d), as well as the direction of edges are much better preserved.
In Figure 4.13 we have illustrated the conservation property of the LoG feature
transformation under Gaussian white noise with different variance. For noise with low
variance (Figure 4.13(a) & 4.13(b)) the object is reconstructed well. Even under strong
noise distortion (Figure 4.13(c)) the structure of the object is still preserved to a large
extend. Under very strong noise (Figure 4.13(d)) the structure of the shoe print is lost
to a large extent, whereas in the pixel representation, the structure of the shoe can
still be guessed by a human observer. The cause of this phenomenon is that the local
support of the filters does not capture long range correlations. As a consequence, the
independent encoding of the image via matching pursuit fails to decide on the correct
filter. This in turn distorts the reconstructed image, whereas in the orignal image the
long range correlation is still present which the human vision can leverage to recover the
true structure.
Samples from a LoG-ABM. In Figure 4.14 we illustrate samples from a LoG-ABM.
The image we used to train the ABM is depicted in Figure 4.14(a). The learned basis
decomposition is illustrated schematically in Figure 4.14(b). We illustrate LoG filters as
green circles. The sign of the LoG filter is encoded by the color of the circle. Negative
LoGs are colored in dark green, whereas positive ones are light green. The size of the
circle depends on the scale parameter σ. Figure 4.14(c) shows a sample from the shape
model with a local perturbation of δβ = {δX = 5 pixel}. Visually, it seems that the
internal structure of the shoe print is distorted stronger compared to the Gabor-ABM
(Figure 4.5(b)). Figure 4.14(d) shows a sample from the foreground model with fixed
geometry. The LoG model preserves the valleys and ridges in between the edges, which
is not the case in the Gabor appearance model (Figure 4.8(a))). A sample from the
LoG background model is shown in Figure 4.14(e). Compared to the Gabor background
(Figure 3.6(b)), the LoG background is less structured with larger regions of low gradi-
ents. This is expected, the background model has less probability mass at large feature
values (Section 4.3.2). In addition, the filter does not encode directional information of
the gradient. Which is a key factor for the perception of ”structure”.
4.4 Conclusion
In this chapter, we discussed how the ABM can be applied to compute the similarity
between two shoe prints. We identified the models sensitivity under occlusion and intro-
duced an independent occlusion model which resolved this sensitivity. Our study then
focused on improving the specificity of the ABM. We proposed to change the basis filters
and demonstrated a significant improvement in terms of the preserved object information
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(a) (b) (c)
(d) (e) (f)
Figure 4.12: Visualization of the information which is preserved by the Gabor and LoG
feature transformations. (a & d) Training images. (b & e) The images in (a & d) are
projected onto the Gabor basis with matching pursuit and subsequently projection back
into the image space. (c & f) The preserved information after a projection onto the basis
of LoG filters.
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(a) (b)
(c) (d)
Figure 4.13: Preserved information in the LoG feature space. (a-d) Noisy images (left)
are reconstructed with LoG features (right). The input images are generated by adding
different amount of independent Gaussian noise to a gallery image with (a) σ2 = .01, (b)
σ2 = 0.1, (c) σ2 = 1 and (d) σ2 = 3. From the reconstruction we can observe that the
feature representation is insensitive to small amounts of independent noise (a) & (b).
The main characteristics of the pattern are still preserved under strong noise (c). Under
very strong noise (d), many details of the object are lost in the reconstruction which are
still visible in the image.
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(a) (b) (c)
(d) (e)
Figure 4.14: Samples from the LoG-ABM . (a) The training image. (b) The learned basis
decomposition. LoG filters are illustrated as small circles. The size of a circle depends on
the sale parameter σ. The color of a circle encodes the sign of the LoG filter. Negative
LoGs are illustrated in dark green, positive ones in light green. (c) A sample from the
shape model with δβ = {δX = 5 pixel}. (d) A sample from the foreground appearance
model with fixed shape. (e) A sample from the background appearance model.
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in the feature space. However, the improved representation of the specific object details
is bought at a cost. The LoG basis filter is rotationally invariant. Hence, an important
shape property is lost. In the next chapter, we will discuss how this information can
be recovered by introducing hierarchical dependencies between the basis filters. In this
way, the object model will have an increased specificity, while retaining the access to
local directional information.
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Chapter 5
Multi-Layer Compositional
Active Basis Model
In this chapter, we will revisit and extend the Compositional Active Basis Model (CABM).
In Section 5.1, we will identify several limitations of the presented LoG-ABM in the con-
text of shoe print analysis. Subsequently, we will discuss how these limitations can be
resolved by introducing a hierarchical dependence structure between the individual basis
filters. This will bring us to the concept of a CABM, which we will revisit in Section
5.2. CABMs are hierarchical part-based models which offer major benefits over the
LoG-ABM in terms of:
1. The modeling of large shape deformations
2. The ability to discriminate between foreground and background at the part level
3. The local coherence of occlusion states
In Section 5.3, we propose an algorithm that can learn the hierarchical dependency
structure of a two-layered CABM from data. We will study the advantage of a hierar-
chical model structure over the flat ABM in Section 5.4 and propose to generalize our
structure induction to learn multi-layered CABMs in Section 5.5. We will study the
advantages and weaknesses of the resulting multi-layer CABM in detail. This study
will reveal interesting insights about the role of the hierarchical abstraction in object
representations.
5.1 Limitations of the LoG-ABM
Despite its significant advantages over the Gabor-ABM in terms of the generative ability,
the LoG ABM also reveals major limitations:
1.) Extensive independence assumptions. Due to the extensive independence as-
sumption in the ABM, the states of basis filters are independent given the root node.
This leads to inconsistencies in the deformation and occlusion model. From Figure
4.14(b) & 4.14(c) we can observe, that the independence of basis filters induces a loss of
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(a) (b) (c)
Figure 5.1: Classification of a shoe print image into foreground and background based
on appearance. (a) The probe image. (b & c) Classification scores of the Gabor and
LoG appearance models. Positive scores classify as foreground and negative scores as
background. Compared to the LoG appearance the Gabor appearance is more selective.
structure under large deformations. However, this characteristic structural information
is critical for the recognition process. In addition, the assumption that each part can
be occluded independently from its neighbors ignores the fact that occlusions are locally
correlated process.
2.) Poor discriminative ability at the part level. In Figure 5.1 we compare the
LoG and Gabor appearance models in terms of the ability to classify the image into
foreground and background based on the filter coefficients. The classification score can
be computed as the log-likelihood ratio log(p(ci|λi)q(ci) ) between the foreground and back-
ground appearance models. In Figure 5.1(a), we depict a typical probe image. Figure
5.1(b) shows the classification score with the Gabor dictionary (as illustrated in Figure
3.1). We illustrate at each position the maximal classification score of all filters in the
dictionary. The Gabor dictionary shows a high discriminative ability, since most of the
background has a negative log-likelihood ratio, while for the foreground it is mostly
positive. In Figure 5.1(c) we illustrate the classification score for the LoG dictionary,
which is far less discriminative than the Gabor dictionary. This can be attributed to
the weak background model (Figure 4.11(a)) which even for small feature values fi is
outperformed by the foreground appearance model (Figure 4.11(c)). For this reason,
the background model is not capable to explain structured background well. The task
of discriminating foreground from background is therefore shifted to a large extent from
the part-level to the shape model which combines the individual part scores. This is,
in principle, a desirable mechanism as long range contextual constraints are available to
the shape model. However, if parts of the image could be assigned to the background
reliably, this would increase the overall reliability of the recognition process.
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3.) Missing information about part orientation at the root-level. LoG fil-
ters are circular-symmetric and therefore do not represent the local gradient direction.
Hence, a discriminative shape property is not explicitly available to the object model.
This is a strong limitation with regard to our final goal of discriminating shoe prints.
In the remainder of this chapter, we will discuss how these limitations can be resolved
by the introduction of hierarchical dependencies between the basis filters.
5.2 Prior Work on the Compositional Active Basis Model
In this section, we will present prior work on how hierarchical dependencies can be
introduced between nearby basis filter in the ABM. For the illustration of these ideas,
we will use our proposed LoG basis.
The concept of hierarchical part-based models is well known in Computer Vision and
has been successfully applied in a diverse set of applications in the form of discriminative
part-based models [Girshick, 2012; Felzenszwalb, 2005] and generative part-based models
[Jin and Geman, 2006; Wu et al., 2007]. Along the line of this research the CABM has
been developed. A hierarchical Active Basis Model was initially mentioned in [Hong
et al., 2013] and then proposed in [Si and Zhu, 2013; Dai et al., 2014]. We will study this
model in detail throughout this section. We begin with an overview about the theoretical
extension to the original ABM framework (Section 5.2.1). We continue to study how
the hierarchical dependency structure can be learned from data by first introducing the
method proposed in [Dai et al., 2014] (Section 5.2.2). We highlight its weaknesses and
propose an improved learning scheme in Section 5.3.3 which is based on a unsupervised
clustering technique that we discuss in Section 5.3.2. Then we discuss the benefits of the
learned CABMs over the original ABM representation in Section 5.4. Finally, we show
how the proposed unsupervised learning scheme can be applied to learn higher-order
CABMs with multiple levels of abstraction in Section 5.5.
5.2.1 Overview
Figure 5.2 graphically illustrates the dependency structure of a CABM. We depict the
full image model of a two-layered CABM as a plate graph in Figure 5.2(a). Figure 5.2(b)
focuses on illustrating the hierarchical tree structure of the object model. The CABM
is composed of N2 = 4 filters with geometric parameters {β
1
i |i = 1, . . . , 4}. The novelty
compared to the original ABM (Figure 3.7) is that an intermediate layer of dependency
has been added to the shape model (Figure 5.2(b) Layer 2). The variables of ”Layer 1”
are grouped into N1 = 2 groups {(β
1
1 , β
1
2), (β
1
3 , β
1
4)}. Each group depends on intermedi-
ate geometric parameters {(β21), (β
2
2)}. These intermediate parameters in turn depend
on the root node β3. Following the principle of relative encoding as introduced in Section
3.2, the parameters β1i are encoded relative to their parents β
2
j , whereas β
2
j is encoded
relative to the root β3. The absolute parameters of a filter in the image frame therefore
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(a)
(b)
Figure 5.2: The dependence structure between random variables in a CABM. (a) An
illustration of the full graphical model. Compared to the original ABM (Figure 3.7(a)),
a new layer of variables has been introduced between the root node and the first layer.
This new layer only has an effect on the shape model of the object. In (b) we depict the
simplest possible CABM, a binary-tree structured Markov random field.
can be computed recursively e.g. as β1 = β
3+∆β21+∆β
1
1 . The effect of this hierarchical
dependency is that given β3 the two groups of filters are independent, whereas within a
group the filters are still depending on their parent β2j . This group-wise independence
structure is beneficial compared to the element-wise independence of the original ABM.
Parts in the same group can be forced to have similar positions and orientations. As
a result, the flexibility of the deformation model can be increased, without loosing the
overall structure of the object. At the same time, the model still has a tree structure.
Hence, the efficient global bottom-up inference as discussed in Section 3.4.1 can be ap-
plied. Conceptually, this construct can be interpreted as an Active Basis Model which
is in turn composed of Active Basis Models. Thus the name Compositional Active Basis
Model.
According to the graphical model in Figure 5.2 the full probabilistic CABM can be
written as:
p(Θ|O2) = p(β3)
∏
j∈ch(β3)
p(β2j |β
3)
∏
i∈ch(β2j )
p(β1i |β
2
j )p(ci|λi)
M∏
k=1
q(ck). (5.1)
The superscript of the object variable O2 highlights that it is a CABM with two layers of
shape deformations. We will from now on denote a standard ABM as O1. The operator
ch(β3) selects the set of children nodes of the root β3. Compared to the original Equation
3.7, an additional deformation model is introduced by the factor p(β1i |β
2
j ). It influences
the geometric parameters of a whole group of the individual basis filters (ch(β2j )). In this
way, the global dependency structure is broken into multiple conditionally independent
groups. This two layer factorization defines a hierarchical deformation model. Following
the original ABM framework, the conditional distributions of the geometric parameters
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are defined as uniform perturbations:
p(β2j |β
3) = U(β2j − δβ
2 , β2j + δβ
2) (5.2)
p(β1i |β
2
j ) = U(β
1
i − δβ
1 , β1i + δβ
1) (5.3)
We will denote the deformation parameters of a CABM as δβ = {δβ1, δβ2}. The idea
is to cover large perturbations by δβ2 such that the groups of filters move together,
whereas small perturbations should be covered by δβ1. Importantly, when LoG filters
are used as basis, the parameters β1i will only cover positional change, since LoG fil-
ters are circular symmetric. However, the groups of LoG filters in layer two will have
a relative orientation to the root node β3. Thus, local directional information will be
accessible to the global shape model. This resolves the second point of the limitations
of LoG-ABMs which we discussed in the previous Section 5.1.
Comment on the Uniform Deformation Prior: The assumption that the perturbation of
parts follows a uniform distribution is common for work on ABMs [Wu et al., 2010] as
well as CABMs [Dai et al., 2014]. However, parts of objects are naturally more likely
to stay close to their initial position than to move far away. Therefore, in the literature
on statistical shape models large deformations are typically penalized [Grenander et al.,
1990]. The positive feature of the uniform deformation prior is that a parts deformation
cost can be computed efficiently during the bottom-up inference. Since the uniform dis-
tribution is constant, during inference it just requires the addition of a constant number
independent of the part position. A non-uniform prior such as e.g. a Gaussian would
require to keep track where the part moves to. Ultimately, this would require a point
wise matrix multiplication at each possible part position for each possible orientation.
We will therefore follow the uniform assumption throughout this work, however, we are
aware that this assumption should be resolved in the future.
The additional complexity of the hierarchical model comes at the cost of having to learn
the structure of the model from data. Essentially, the learning process must find an
answer to the following three questions: How many filters should form a group? How
many groups should be used to represent the target object? And how should the groups
be arranged spatially? The authors in [Dai et al., 2014] design the hierarchical model
structure manually. In the following, we discuss the downsides of this approach and
propose a novel method to learn the structure automatically.
5.2.2 Grid-based Design of the CABM Structure
In the original work on CABMs [Dai et al., 2014], the authors propose to design the
hierarchical structure of CABMs manually. Although, their focus is on learning CABMs
from multiple natural images, it can be applied in a straight forward manner to the
application of shoe print modeling. A CABM consists of an appearance model and a
hierarchical shape model. Since the appearance model is the same as in the original
ABM it can be estimated in the same way (Section 4.3.2). The hierarchical shape
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(a) (b) (c) (d) (e)
Figure 5.3: Comparison of a grid-based composition of basis filters with our proposed
learning-based method. (a) The training image. (b) The decomposition of (a) with a
LoG dictionary as introduced in Section 4.3. (c) Schematic illustration of the grid-based
grouping of filters as proposed in [Dai et al., 2014]. Basis filters which fall into the same
square region are grouped into a local ABM. (d) & (e): Result of our learning-based
method as presented in Section 5.3.3. The four ABMs which were learned from the
training image in (a) are depicted in (e). The encoding of the image with the learned
ABMs is illustrated in (d).
model has three types of shape parameters R = {β3, β2j , β
1
i } (Fig5.2), which must be
estimated from data. Given an image (Figure 5.3(a)), we can trivially set the models
global position to be the center of the image Xc and its global orientation to be upright,
thus β3 = {X3 = Xc, α
3 = 0◦}. [Dai et al., 2014] propose to learn the other parameters
as follows.
First, the basis decomposition is applied as we have discussed in Section 3.2 (Figure
5.3(b)). In this way the absolute position of each filter in the image frameXi is computed.
This position gives rise to the shape parameters of the first layer β1i = {X
1
i = Xi}
(Section 5.2.1). In order to define the complete CABM structure, the variables in the
intermediate layer {β2j |j = 1, . . . ,M} must be estimated together with the parent child
relation. In order to do so, the authors propose to divide the image into a grid of M
equally sized square region. Figure 5.3(c) illustrates schematically a grid of 30 × 10
squares. The position of each square in the image frame is denoted by Xm. The size
of the of the squares is fixed a-priori. The filters which fall into the same square region
form a local ABM. The parent node is set to be β2j = {X
2
j = Xm, α
2
j = 0
◦}. At this
point, the complete CABM shape structure is defined.
The major limitation of this approach is that it does not account for the redundancy
in the structure of the training image. Ignoring this redundancy has several drawbacks
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in terms of computational efficiency, its discriminative ability and its efficiency when
learning from additional data. In the next section, we will discuss these drawbacks and
propose a novel approach to the induction of a CABMs structure.
5.3 Learning the CABM Structure
In this section, we propose a learning-based approach to the induction of a CABMs
structure. In Figure 5.3(d) we illustrate the result of applying our algorithm to the
image in Figure 5.3(a). The training image is encoded by translating and rotating four
different local ABMs (Figure 5.3(e)). Each ABM is color-coded in order to be able to
identify it in Figure 5.3(d). Compared to the grid-based result 5.3(c) the result is more
meaningful and exploits the redundancy of the shoe print pattern. This representation
offers three major advantages over the grid-based method:
1.) It is computationally more efficient. The total number of different local ABMs has
been reduced from 10×30 = 300 in the grid-based result to just four. Thus, the memory
consumption during inference is reduced by about a factor of 75.
2.) The training image is semantically interpreted. Similar elemental patterns of the
image are encoded with the same ABM. This additional knowledge is highly useful for
higher-order tasks such as e.g. the learning of a multi-layer CABM as we will propose
in Section 5.5.
Another advantage that we will not explore in this thesis is:
3.) Efficient learning from additional data. By exploiting the redundancy in the rep-
resentation, we can extract multiple training patches from a single new training image.
We could leverage these training patches to improve the appearance or shape model of
the local ABMs.
In the following we discuss related work on learning hierarchical deformable models from
images.
5.3.1 Related Work on Learning Hierarchical Deformable Models
In the context of hierarchical deformable models only few works have been proposed for
inducing hierarchical compositional shape models. In contrast to [Jin and Geman, 2006;
Dai et al., 2014; Si and Zhu, 2013], where at least part of the structure of the models was
manually set, we induce the whole structure of the model automatically. Some works are
based purely on contours e.g. [Ferrari et al., 2010; Kokkinos and Yuille, 2011]. However,
these suffer from the same drawbacks as the Gabor-based ABMs as they only conserve
high frequent edge information about an object. So far, only Filder et al. [Fidler and
Leonardis, 2007; Fidler et al., 2014] and L. Zhu et al. [Zhu et al., 2008] have successfully
learned the complete structure of fully generative hierarchical compositional models from
images.
In the following Subsection 5.3.2, we revisit an algorithm which is capable of learning
the local ABMs depicted in Figure 5.3(e). The algorithm assumes that the number of
different groups is known a-priori. We will extend the algorithm in Subsection 5.3.3 such
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that the number of groups is also learned from the data. In this way, the full hierarchical
structure of a CABM can be learned automatically from a single image.
5.3.2 EM-type Learning of Dictionaries of ABMs
The process underlying the EM-type algorithm as proposed in [Hong et al., 2013] is
simple. First, the number of ABMs NABM is fixed. In order to initialize the learning
process, patches of fixed size d×d pixels are sampled at random positions and orientations
from the training image I and randomly assigned to one of the NABM clusters. The
learning process then follows an EM-type learning scheme iteratively for a fixed number
of iterations:
1. Learning the Models: Learn an Active Basis Model O1n(Θ) from each cluster of
patches with shared matching pursuit (M-step).
2. Detection: The models O1n(Θ) are detected in the training image at different
positions and orientations. Patches are cut out at the detected positions and serve
as new training data for the next learning iteration (E-step).
From the general principle, the process is similar to the Expectation Maximization al-
gorithm for learning Gaussian mixture models. The main difference is that the data is
not modeled with a Gaussian distribution but with an ABM. In the following we will
explain the full learning process in detail. The gallery image depicted in Figure 5.5(a)
will serve as training image. The parameters are set to NABM = 4 clusters with N = 20
bases per model. The patch size is set to d = 41 pixels. For reference, the height of the
training image in Figure 5.5(a) is 580 pixels.
The EM-type learning is initialized by sampling patches randomly from the training
image and assigned to one cluster. Subsequently, for each cluster of patches one ABM is
learned with the shared matching pursuit algorithm as introduced in [Wu et al., 2007].
Shared Matching Pursuit. Shared matching pursuit is an extension of the matching
pursuit algorithm of Section 3.2. It makes possible to learn an ABM from multiple
images, which is the main difference to the single image decomposition with matching
pursuit that we used so far. The linear additive model as proposed by [Olshausen and
Field, 1996] (Equation 3.1) is extended to represent an ensemble of images:
Im = CmB + Um =
N∑
i=1
ci,mBi + Um, (5.4)
where {Im,m = 1, . . .M} are image patches of size d× d. They are linearly decomposed
into a basis Bi, coefficients ci,m and a residual image Um. The idea is that the basis
must be shared across patches. The decomposition can be learned in the same way as
in the original matching pursuit algorithm by selecting the optimal bases one by one.
The difference is that the image patches must all be reconstructed with the chosen basis.
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(a) (b)
Figure 5.4: Illustration of the initial learning stage in the EM-type learning scheme. (a)
A set of 20 randomly sampled training patches. (b) A basis decomposition learned with
shared matching pursuit on the training set in (a).
Figure 5.4(a) illustrates 20 randomly sampled patches from the training image and the
learned basis decomposition 5.4(b). Given the learned basis decomposition, an ABM is
produced by imposing a statistical model on the parameters of the basis as discussed in
Section 3.3.
Detection. Based on the the learned ABMs {O1n(Θ)|n = 1, . . . , NABM} the training
data for the next learning iteration is gathered by detecting the ABMs in the training
image at different positions and orientations as discussed in Section 3.4.1. The training
patches are then cut out at the detected orientation and position. An important feature
of the detection phase is that only the best matching ABM is allowed to occupy a part
of the image. In this way, a competition process between the ABMs is induced which
ultimately results in specialization of the ABMs for modeling different local patterns.
Figure 5.5(b) illustrates the specialization of the individual ABMs throughout the
iterations of the EM-type learning procedure. Each column illustrates the result of one
learning iteration. The process proceeds from left to right. Due to the initial random
assignment of patches to clusters, the ABMs in the first column have no clear internal
structure. However, after a few iterations, each ABM has specialized to represent one
local pattern of the training image. Typically, the learning process is converged after
about eight iterations.
The learned ABMs can be composed into a global CABM by encoding the training
image as depicted in Figure 5.3(d). The full structure of the CABM is then given by the
global spatial arrangement of the ABMs.
In the context of shoe print recognition it is difficult to set the number of clusters
a-priori, since outsole patterns are highly diverse (Figure 5.6). In the following, we
propose to extend the EM-type learning scheme with a greedy mechanism. The proposed
algorithm will automatically infer the number of ABMs needed for encoding a given
training image.
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(a) (b) (c)
Figure 5.5: Illustration of the result of the EM-type learning as proposed by [Hong
et al., 2013]. (a) The training image. (b) Each row illustrates the evolution of an ABM
over time. Each column shows the result for each iteration in the learning process. In
the first iteration, the ABMs have no clear internal structure. After a eight iterations,
however, each ABM has specialized to represent a particular elemental pattern. (c) The
result when detecting the learned ABMs in the training image at different positions and
orientations.
5.3.3 Greedy EM-type Learning of Dictionaries of ABMs
The authors in [Hong et al., 2013] propose to select the optimal number of ABMs for a
training image based on a Bayesian Information Criterion(BIC). However, this requires
multiple runs of the training procedure with different parameter settings and thus is
inefficient. Furthermore, it is questionable if the trade-off parameter in the BIC can be
set optimally for all possible object shapes.
An additional issue is that due to the random initialization the learning process is insta-
ble in the sense that learning results can be quite different for different trials (Figure 5.7).
This issue is typical for randomly initialized clustering algorithms and can be observed
e.g. also for k-means clustering. Note that the color of the ABMs is only important for
separating the different ABMs in one particular image. There is no relation between the
colors of different images. This is also the case for all other images which we will show
throughout the rest of this thesis.
In the following, we propose a greedy-learning scheme that enables the automatic
determination of the number of ABMs. Furthermore, we introduce a mechanism for
spreading out the cluster centers through a careful initial seeding as in the work on the
k-means++ algorithm [Arthur and Vassilvitskii, 2007].
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(a) (b) (c) (d) (e)
Figure 5.6: Diversity of the outsole patterns of shoe prints. The shoe prints are sorted
roughly according to the redundancy of the outsole patterns. (a) Shows two highly
repetitive patterns. One is translational symmetric (the zigzag pattern), one is rotational
symmetric (the black outline). Others show multiple translational symmetries (b) or
mostly rotational symmetries (c). The print in (d) is only partially repetitive but also
contains characteristic patterns which do not repeat at all. (e) Shows a print with hardly
any redundant information in it.
(a) (b) (c) (d) (e)
Figure 5.7: Illustration of the instability of the EM-type algorithm. (a-e) Show five
results which were obtained by different runs of the EM-type learning procedure. The
results are visualized by detecting the learned ABMs in the training image. Two different
local minima in the parameter space can be observed. In (a,b) the concentric circle
is encoded with the same ABM as the repetitive patterns right of it. In (c,d,e) the
concentric circle is encoded differently from these repetitive patterns. Beware that the
color of the ABMs is only important for separating the different ABMs in one particular
image. There is no relation between the colors of different images.
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We propose to learn the models greedily one at a time instead of learning them all at
once in parallel. Figure 5.8 illustrates the difference in the greedy specialization process
compared to the parallel specialization as discussed in Section 5.3.2 (Figure 5.5(b)). In
the beginning, the number of clusters is set to NABM = 2. As in the original algorithm,
both models are initialized with randomly sampled patches. However, in the learning
phase only one ABM is adapted. The other ABM only participates in the detection
phase serving as a generic competing model (Figure 5.8, ABM with gray background).
After a preset number of iterations, the first ABM O11(Θ) is assumed to be converged.
Then two new ABMs are added to the pool of models. This time, the location of the
training patches is not sampled uniformly across the image, but inversely proportional
to p(X|I,O11). In this way, those regions which are well explained by the learned ABM
O11, are less likely to be sampled as training data for the next ABMs. Again, only
one of the models will be adapted during the learning phase. The other two serve as
competitors in the detection phase. The EM-type scheme proceeds until the second ABM
O12 converged. Again, two new ABMs enter the pool of models. This time, the training
patches are sampled inversely proportional to p(X|I,O11, O
1
2). In this way, ABMs are
learned greedily until a new model is not able to explain some parts of the image better
than any previously learned model. The learned models are illustrated in Figure 5.8(b).
The encoding of the training images is depicted in Figure 5.9(a) together with four other
encodings that were generated by repeating the experiment multiple times. Again, note
that the color of the ABMs is only relevant for separating the ABMs in each particular
image. There is no relation between the colors of different images. The algorithm always
converges at five ABMs, which illustrates its stability. Compared to the result of the
EM-type algorithm (Figure 5.7), our greedy extension always manages to separate the
representation of the concentric circles from the one of the repetitive patterns in its
surrounding. This separation property is beneficial, since each model can be tailored to
the characteristics of one pattern and thus can be expected to be more discriminative
in the inference process. However, the dotted pattern on the right of the gallery image
(Figure 5.5(a)) is always represented with the same ABM as the triangle pattern in the
middle. Most likely this is due to the fact that the dotted pattern is very similar to
the triangle pattern in the feature space. Therefore, it becomes unlikely that during the
initial seeding many of these patterns are chosen to be part of a new cluster.
Figure 5.10 illustrates the learning results and the corresponding image reconstruc-
tion for the gallery images depicted in 5.6. The clustering discovers between four and six
clusters. For patterns which are repetitive across translation or rotation, the algorithm
manages to discover the elemental pattern very well. Even if patterns cover only a small
region of the overall image, the algorithm manages to develop a separate ABM (Figure
5.10(d)). Perceptually, the pattern segmentations are very similar to what one would
expect as a human observer. However, high-frequent patterns which are non-repetitive
within the training image (Figure 5.10(e)) are underrepresented. This is because these
patterns do not fulfill the assumption that they can be merged into groups. The algo-
rithm also tends to overestimate the number of models needed to represent an image. For
62
CHAPTER 5. MULTI-LAYER COMPOSITIONAL ACTIVE BASIS MODEL
   
   
 1
   
  2
   
  3
   
  4
   
  5
   
  6
   
  7
   
  8
   
  9
   
 1
0 
  
11
   
12
   
13
   
14
   
15
   
16
   
 1
7 
  1
8 
  1
9 
  
20
   
21
   
22
 
t
n 1 2 3 4 5 6 7
(a
)
(b
)
F
ig
u
re
5.
8:
Il
lu
st
ra
ti
on
o
f
th
e
g
re
ed
y
E
M
-t
y
p
e
le
ar
n
in
g
sc
h
em
e
at
d
iff
er
en
t
it
er
at
io
n
s
t
=
{
1,
..
.,
22
}
of
th
e
le
ar
n
in
g
p
ro
ce
ss
.
E
ac
h
of
th
e
n
=
7
ro
w
s
il
lu
st
ra
te
s
th
e
ev
ol
u
ti
on
of
an
A
B
M
ov
er
ti
m
e.
E
ac
h
co
lu
m
n
sh
ow
s
th
e
re
su
lt
at
ea
ch
of
th
e
22
it
er
at
io
n
s
o
f
th
e
le
ar
n
in
g
p
ro
ce
ss
.
In
th
e
fi
rs
t
it
er
at
io
n
t
=
1,
tw
o
A
B
M
s
ar
e
le
ar
n
ed
fr
om
ra
n
d
om
ly
sa
m
p
le
d
im
ag
e
p
at
ch
es
.
In
or
d
er
to
ga
th
er
th
e
p
a
tc
h
es
fo
r
th
e
n
ex
t
le
ar
n
in
g
it
er
at
io
n
,
bo
th
A
B
M
s
ar
e
d
et
ec
te
d
at
d
iff
er
en
t
p
os
it
io
n
s
an
d
or
ie
n
ta
ti
on
s
in
th
e
tr
ai
n
in
g
im
ag
e.
F
ro
m
th
e
d
et
ec
te
d
lo
ca
ti
on
s
p
at
ch
es
ar
e
cr
op
p
ed
an
d
u
se
d
as
tr
ai
n
in
g
d
at
a
fo
r
th
e
n
ex
t
it
er
at
io
n
t
=
2.
H
ow
ev
er
,
in
th
is
it
er
a
ti
o
n
on
ly
th
e
fi
rs
t
A
B
M
is
re
le
ar
n
ed
,
w
h
er
ea
s
th
e
se
co
n
d
on
e
is
n
ot
.
H
en
ce
,
th
e
se
co
n
d
A
B
M
on
ly
p
ar
ti
ci
p
at
es
in
th
e
d
et
ec
ti
on
p
h
as
e
se
rv
in
g
as
a
ge
n
er
ic
co
m
p
et
in
g
m
o
d
el
.
W
e
m
ar
k
th
is
st
at
u
s
b
y
co
lo
ri
n
g
it
s
b
ac
k
gr
ou
n
d
in
gr
ay
.
T
h
is
p
ro
ce
ss
o
f
d
et
ec
ti
o
n
a
n
d
le
ar
n
in
g
is
co
n
ti
n
u
ed
u
n
ti
l
it
er
at
io
n
t
=
5.
T
h
er
e,
th
e
fi
rs
t
A
B
M
is
as
su
m
ed
to
b
e
co
n
ve
rg
ed
to
a
st
ea
d
y
so
lu
ti
o
n
.
A
g
ai
n
,
tw
o
A
B
M
s
ar
e
le
ar
n
ed
fr
om
ra
n
d
om
ly
sa
m
p
le
d
p
at
ch
es
in
th
e
im
ag
e
(n
=
2&
3)
.
W
e
co
n
ti
n
u
e
to
a
d
ap
t
th
e
se
co
n
d
A
B
M
w
h
il
e
th
e
fi
rs
t
an
d
th
ir
d
on
ly
ac
t
as
co
m
p
et
in
g
m
o
d
el
s
in
th
e
d
et
ec
ti
on
p
h
as
e.
W
e
fo
ll
ow
th
is
p
ro
ce
ss
u
n
ti
l
it
er
at
io
n
t
=
2
2
.
A
t
th
is
p
oi
n
t,
th
e
n
ew
ly
le
ar
n
ed
A
B
M
s
(n
=
6&
7)
w
er
e
n
ot
ab
le
to
b
e
d
et
ec
te
d
in
th
e
im
ag
e.
T
h
e
fi
n
al
le
ar
n
ed
A
B
M
s
ar
e
il
lu
st
ra
te
d
in
(b
).
63
5.4. IMPACT OF THE HIERARCHICAL DEPENDENCE STRUCTURE
(a) (b) (c) (d) (e)
Figure 5.9: Illustration of the stability of the proposed greedy EM-type learning scheme.
(a-e) Show five results which were obtained by different runs of our greedy EM-type
learning procedure. The results are visualized be detecting the learned ABMs in the
training image. Compared to the results in Figure 5.7 our algorithm always manages
to separate the representation of the concentric circles from the one of the repetitive
patterns in its surrounding.
example, in Figure 5.10(a) the green and pink cluster might also be dropped. However,
this compression is an essential trade-off in the parametrization of any unsupervised
clustering algorithm for which so far no solution has been found so far.
This clustering process could be extended in many ways. The ABMs could be learned
on multiple scales, or could be forced to concentrate on edges of certain scales. Also the
initial patch sampling could be improved by basing it on higher-order information such
as saliency or local self-similarity. However, we will apply the process throughout our
experiments as presented in this section.
The learned dictionary of ABMs can be used to induce the structure of a CABMs in
the same simple manner as we proposed in the previous Section 5.3.2. First, the ABMs
from the dictionary must be detected in the training image. Based on the position and
orientation of the detected ABMs, the variables β2j can be computed as in the grid-based
algorithm (Section 5.2.2). The parameters β1i can then be computed by projecting the
basis filters of each ABM into the image frame.
5.4 Impact of the Hierarchical Dependence Structure
In this section, we study the benefits of the hierarchical dependence structure in a CABM
compared to the flat representation in the ABM (Section 4.3). In particular, we will show
that the discussed limitations of the LoG-ABM (Section 5.1) are largely resolved in the
LoG-CABM.
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(a) (b) (c)
(d) (e)
Figure 5.10: Application of the greedy EM-type learning scheme on the set of images
depicted in Figure 5.6. Each sub-figure shows two images. On the right is the encoding
of the training image with the learned ABM dictionary. On the left, the back projection
from the feature space into the image space. The algorithm is capable of exploiting
translational and rotational symmetries in the training patterns, while preserving most
of the characteristic information of the patterns in the feature space.
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5.4.1 Hierarchical Deformation
(a) (b) (c) (d) (e)
Figure 5.11: Illustration of the effect of decomposing deformations hierarchically. (a) &
(b) show a schematic illustration of a CABM. (a) The learned dictionary of ABMs. The
elements are depicted in twice their original size. (b) The global spatial configuration of
the ABMs in the CABM. (c-e) Show samples from the deformation model of the CABM.
The appearance is fixed. (c) A deformation solely in the first layer by δβ1 = {δX1 = 5
pixel }. (d) The same amount of deformation in the intermediate layer δβ2 = {δX2 = 5
pixel , δα2 = 0◦}. Due to the group-wise movement which is imposed in layer two, the
structure of the object is better preserved. Due to the compositinal layer, the model
also has gained control over local directional information. This is illustrated in (e) by
sampling from the deformation model with δβ2 = {δX2 = 0 pixel , δα2 = 30◦}.
A major benefit of the hierarchical dependency structure in a CABM is that filters
can be forced to stay together during shape deformations. In this way the internal struc-
ture of the object is better preserved for large deformations. Figure 5.11 illustrates this
property for the CABM which is depicted in Figure 5.11(b). We fix the appearance of the
model and sample only from the shape model at two different layers. In Figure 5.11(c)
the intermediate layer is fixed and the deformation takes place solely in Layer 1 with
δβ1 = {δX1 = 5 pixel }. Due to the large, locally independent movement of the filters,
the structure of the object is lost to a large extend. In Figure 5.11(d), the same amount
of deformation is performed on the intermediate layer δβ2 = {δX2 = 5 pixel , δα2 = 0◦}
while keeping the bottom layer fixed. The potential extend of movement stays the same,
however due to the group-wise constraint, the internal structure of the object is much
better preserved. In addition, the group wise dependency of the LoG filters provides
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(a) (b) (c) (d) (e)
Figure 5.12: Illustration of the discriminative ability of an ABM. (a) The training image.
(b) The ABMs learned from the training image with the proposed greedy EM-type
algorithm. (c) The encoding of the training image with the learned ABMs. We can
observe that e.g. the red ABM is specialized to represent the characteristic geometry of
the repeating ridge structure at the center of the training image. (d) A probe image which
depicts this repeating ridge structure surrounded by strong clutter. (e) The appearance
score of the red ABM on the probe image. Due to its specialization, it can discriminate
the foreground from the background well.
access to directional information, which can also be varied with the deformation model.
We show a sample with δβ2 = {δX2 = 0 pixel , δα2 = 30◦} in Figure 5.11(e).
Overall the hierarchical deformation model largely resolves the limitation of a loss of
structure under large deformations (Section 5.1). This makes it possible to introduce
more flexibility in the object model while better preserving the characteristic features of
the object.
5.4.2 Discriminative Ability at the Part-level
In Section 4.3, we have discussed the deficit of LoG appearance models compared to
Gabor appearance models in terms of the ability to discriminate foreground from back-
ground in a probe image (Figure 5.1(c)). As a reference, we depict the same probe image
in Figure 5.12(d). Figure 5.12(a) shows its corresponding gallery image. The CABM
which was learned with our greedy EM-type learning is illustrated in Figure 5.12(c). We
can see that multiple ABMs have been learned (Figure 5.12(b)), each specialized to one
particular elemental pattern of the training image. Figure 5.12(e) illustrates the max-
imal log-likelihood ratio of the ABM that is colored in red in Figure 5.12(c) evaluated
in each position of the image (Equation 3.8). The ratio is maximized over all possible
orientation of the ABM. We can observe that the foreground and background patterns
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are much better classified compared to the individual LoG appearance models (Figure
5.1(c)). Thus the limitation that the LoG ABM lacks discriminative power at the part
level is resolved to a large extent (Section 5.1).
5.4.3 Occlusion Coherence
(a) (b) (c)
Figure 5.13: Coherent occlusion in the CABM. (a-c) Show samples of the CABM model
with fixed geometry and appearance but with different occlusion models. (a) No occlu-
sion. (b) Independent occlusion as introduced in Section 4.2. (c) The coherent occlusion
model proposed in this section.
In Section 4.2 we have proposed an independent occlusion model for the ABM.
CABMs can be augmented with the same occlusion model by changing the original
appearance model with the one we proposed in Equation 4.3.
p(Θ|O2) = p(β3)
∏
j∈ch(β3)
p(β2j |β
3)
∏
i∈ch(β2j )
p(β1i |β
2
j )p(ci|zi, λi)
M∏
k=1
q(ck). (5.5)
Due to the hierarchical model structure, we can enforce coherence between the occlusion
states of filters by letting all children of a node β2j share a common occlusion variable
zj :
p(Θ|O2) = p(β3)
∏
j∈ch(β3)
p(β2j |β
3)
∏
i∈ch(β2j )
p(β1i |β
2
j )p(ci|zj , λi)
M∏
k=1
q(ck). (5.6)
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(a) (b)
Figure 5.14: Information loss in the CABM representation compared to the ABM rep-
resentation. In (a) & (b) the left image depicts the ABM appearance and the right
image the CABM appearance of the training image. (a) Loss of information which is
not repetitive across orientation or translation, e.g. the trademark in the center of the
shoe. (b) Loss of information in the higher frequencies of the patterns (see e.g. the worse
reconstruction of the dotted pattern).
Note how the appearance model in the above equation depends on a common occlusion
variable zj , whereas in Equation 5.5 each model has its own variable zi. Due to the shar-
ing, occlusion coherence is enforced as either all filters of a subtree are jointly occluded
or visible. The maximum likelihood solution to the state of zj is:
zj =
{
1,
∏
i∈ch(β2j )
p(ci|λi) >
∏
i∈ch(β2j )
q(ci)
0, else.
(5.7)
The benefit of this coherent occlusion model can be observed by comparing this equation
with Equation 4.3. The decision about the visibility of individual parts is now based on
the joint appearance of all group elements. In this way contextual information is inte-
grated into the decision process about the occlusion state of individual filters. In Figure
5.13 the effect of the coherent occlusion model can be observed from samples of the image
model without occlusion (Figure 5.13(a)), with independent occlusion (Figure 5.13(b))
and with the proposed coherent occlusion model (Figure 5.13(c)). The appearance and
the geometry of the object model is the same for all samples depicted in Figure 5.13.
Compared to the independent occlusion model, the coherent model is able to generate
locally coherent occlusions which are much more realistic.
It might be beneficial to have multiple occlusion states which model different occlusion
configurations per group as proposed by [Ghiasi and Fowlkes, 2014]. We think, however,
that due to the small size of the groups w.r.t. the size of the object, an approximation
with binary state variables is sufficient.
5.4.4 Loss of Characteristic Object Information
The compositional representation also has one downside. Some characteristic details
of the training image which are present in the original ABM representation, are not
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preserved in the CABM representation. The reason for this loss of information can be
found in the learning procedure of the CABM. Particularly, in the assumption that the
training image must be encoded with the learned dictionary of ABMs in order to induce
the structure of the CABM. However, not all characteristic details of the training im-
age can be represented by the dictionary of ABMs. Especially, those patterns that are
non-repetitive cannot be represented well. Figure 5.14 illustrates this loss of information
based on two examples. In both examples, the left image depicts the appearance of
the original ABM and the right one illustrates the appearance of a CABM. Elemental
patterns which are not repetitive across orientation or translation are not represented
well by the CABM, such as the trademark in Figure 5.14(a). However, also information
about repetitive patterns is lost in the CABM feature space as can be observed from
Figure 5.14(b). Especially, the high frequent information which is captured by the LoG
filters with small variance is lost in the CABM representation. This is also a result
of the training procedure. When ABMs are learned via shared matching pursuit, the
algorithm chooses those filters which can jointly reconstruct all training patches well.
Small misalignments in the training patches immediately result a loss of high frequent
patterns during the learning stage. Therefore, high frequent patterns such as these dot-
ted structures are unlikely to be represented in an ABM.
Conclusion. In summary, the effect of the compositional object representation is three-
fold. The part-based interpretation of the image provides highly useful information in
terms of the presence and orientation of possible foreground patterns in the probe image.
Furthermore, the hierarchical deformation model allows to increase the flexibility of the
shape model while better preserving the characteristic structural information compared
to the original ABM. Lastly, the compositional structure makes it possible to model lo-
cally coherent occlusion. Nevertheless, the efficiency in terms of representation is bought
at the cost of a loss of some characteristic information about the object.
In the next section we will introduce CABMs with more than two layers which encode
long range structural dependencies of an object. We will introduce how these models
can be learned from a single image and discuss their application in the context of shoe
print recognition.
5.5 Multi-layer Compositional Active Basis Models
Considering the benefits of the hierarchical abstraction in the two-layered CABM over
the flat ABM, a natural question is: What benefits would a further increase of hier-
archical abstraction imply? In this section we present an algorithm for learning the
multi-layer compositional structure of a CABM. We discuss the benefits and limitations
of such Hierarchical Compositional Models (HCMs) in the context of shoe print recog-
nition and for general object recognition.
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5.5.1 Related Work on Learning Hierarchical Compositional Models
HCMs with multiple layers of abstraction are known for their efficient representation and
have been successfully applied in the context of object recognition e.g. by [Fidler and
Leonardis, 2007; Zhu et al., 2008; Si and Zhu, 2013]. This principle of compositionality
has been proposed in [Geman et al., 2002] and enables an efficient learning of HCMs.
A common technique for higher-order compositional models is bottom-up compositional
structure induction [Zhu et al., 2008; Fidler and Leonardis, 2007; Yuille, 2011]. The
idea is to learn the hierarchy layer by layer in a bottom-up manner, with the constraint
that the parts at each layer must be composed of the parts from the previous layer.
In the following subsection, we will integrate our greedy EM-type algorithm in such a
bottom-up structure induction process in order to learn multi-layer CABMs.
Our model is related to the adaptive deconvolutional networks (deconvnets) presented
in [Zeiler et al., 2011], as we also learn an HCM from data in an unsupervised manner.
Thereby, our learning procedure is also guided by minimizing the image reconstruction
error under a sparsity constraint. However, our representation is more compact, as part
activations explain away image regions and thus enforce a stronger sparsity constraint. In
contrast, deconvnets are overcomplete since multiple parts are allowed to be active in the
same image region. Furthermore, we use a fully parametric model for the representation
of shape variation and perform max-pooling over the parameters of the shape model.
Whereas in a deconvnet the pooling is performed over adjacent feature maps which must
not be related by a parametric transform. Thus, our model is better interpretable.
5.5.2 Learning a Multi-Layer CABM
We will now integrate our EM-type algorithm into a bottom-up structure induction pro-
cess as proposed in our work on shoe print recognition [Kortylewski and Vetter, 2016].
Similar to the work by [Fidler and Leonardis, 2007] & [Zhu et al., 2008], we pursue
a bottom-up compositional learning scheme, which learns a hierarchical dictionary of
parts. These parts are then composed into a holistic object model in a top-down struc-
ture induction process.
Bottom-up learning. We start by learning the ABMs that encode the first layer of
the hierarchy. We apply the greedy EM-type algorithm as explained in Section 5.3.3 to a
gallery image. The learned dictionary of ABMs D1 = {O1n|n = 1, . . . , N1} is illustrated
in Figure 5.15(a) together with an encoding of the gallery image. If we would connect
the detected ABMs to a common root node, this would resemble exactly the global
CABM as introduced in Section 5.3.3. Instead, we will compose the ABMs of D1 into
local CABMs D2 = {O2n|n = 1, . . . , N2} with the same greedy EM-type algorithm. The
difference is that the LoG basis dictionary will be replaced with the ABM dictionary
D1.For our experiment, we define that the elements in D2 must be composed of two
elements from D1. We also define, that in the E-step of the algorithm the local CABMs
can deform their shape according to δβ2 = {δX2 = 2 pixel , δα = 0◦}. In this way, we
formulate that a whole class of local patterns are described by the same model. Since we
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(a) (b) (c) (d) (e)
Figure 5.15: Result of the bottom-up compositional learning process. In every sub-
figure (a-e) the top image illustrates the encoding of the training image with the learned
dictionary of models. Below this image, the elements of the dictionary are illustrated
in their original size. (a) The dictionary D1. It is learned with the greedy EM-type
procedure as introduced in Section 5.3.3. (b) The dictionary D2. Its elements are local
CABMs which are composed of two elements from D1. (c-d) The dictionaries D3−5.
Each dictionary element is composed of elements from the dictionary of the level below.
The elements are CABMs with an increasing number of compositional layers.
learn from a single image, this ensures that the model finds data for the M-step during
the E-step.
The learning process exploits compositional structure of the model, as it allows us to first
learn the level-one models, before composing them into a level-two model. We repeated
the compositional learning recursively layer by layer until no further compositions are
found, thus generating dictionaries of CABMs at multiple levels {D1, . . . , DNL}. Figure
5.15(b)-5.15(e) illustrates the results of this learning process. Note how the number of
elements increases in the second layer and then decreases again in the following layers.
This phenomenon that the number of parts of intermediate complexity is maximal in
HCMs has similarly been observed in [Zhu et al., 2008; Fidler and Leonardis, 2007].
Top-down structure induction. In order to obtain a holistic object model, we must
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(a) (b) (c) (d) (e)
Figure 5.16: Illustration of the top-down detection process. The elements of the learned
dictionaries of CABMs D1, . . . , DL (Figure 5.15) are detected in the training image.
Thereby a top-down strategy is applied. (a) First, the elements of DL are detected in
the training image. (b) Detection result of the elements of DL−1 which do not overlap
with the already detected ones from (a). This process is repeated with the dictionaries
(c) DL−2, (d) DL−3 and (e) DL−4. A holistic multi-layer CABM is build by connecting
the detected local CABMs to a common root node.
build a global object model from the elements of the learned dictionariesD1, . . . , DL. We
achieve this with a top-down structure induction process 5.16. It starts by detecting the
elements of the highest layer DL in the training image 5.16(a). We continue by detecting
those parts of the dictionary DL−1 which do not overlap with the already detected parts
5.16(b). These are also connected to the root node. We proceed in a top-down manner
layer by layer until every part of the training image is encoded (Figure 5.16(c)-5.16(e)).
At this point, we have learned a holistic multi-layer Compositional Active Basis Model
OL(Θ) from the training image. The number of layers L as well as the number of parts
for each individual layer N1,...,L have been inferred automatically. The proposed learning
scheme is related to the ones presented by [Zhu et al., 2008] and [Fidler and Leonardis,
2007]. However, ours is more intuitive and less heuristic than the other algorithms.
Another advantage compared to the work of [Zhu et al., 2008] is that we infer the number
of dictionary elements in each layer automatically. We have also demonstrated the
generality of our proposed learning framework by applying it in the context of learning
from natural images [Kortylewski et al., 2017].
In Figure 5.17 we illustrate the structure of an occlusion-aware multi-layer CABM.
Due to the top-down structure induction process, the root node is connected to subtrees
of different depth. We will analyze the effect of this in the following discussion on the
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Figure 5.17: The dependence structure between random variables in an occlusion-aware
multi-layer CABM. Compared to the CABM representation as depicted in Figure 5.2,
the shape model is represented with multiple compositional layers. Due to the top-down
structure induction process (Figure 5.16) nodes from lower layers can be connected
directly to the root node. The multi-layer abstraction also makes it possible to share
occlusion variables among large groups of appearance variables. In this way, occlusion
coherence can be enforced within the bottom-up inference process.
hierarchical deformation and occlusion models.
5.5.3 Hierarchical Deformation
In the multi-layer model structure large deformations can be decomposed hierarchically.
In this subsection, we study the benefits of this property. We will restrict our discussion
to changes in location only. However, the insights we provide are valid for rotational
changes as well. Let us assume a given 6-layered CABM as illustrated in Figure 5.16
(the layer of the individual filters plus 5 compositional layers). We want to build the
flexibility into the model to move a basis filter by a distance of 20 pixels from its mean
position. In a two-layered CABM, this could be achieved by completely accounting
for this movement in the compositional layer. Thus, each part in layer two could move
independently by a distance of 20 pixels. A sample from the resulting model is illustrated
in Figure 5.18(b). Similar to the observation we made in Section 5.1, we observe that
large independent part movements distort the geometry of the object severely.
However, in order to introduce more dependence between the filters, we can also
account for this deformation on different layers of the hierarchy. For example, a more
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(a) (b) (c) (d)
Figure 5.18: Samples from shape models which follow different strategies of decompos-
ing a total deformation of 20 pixels per basis element across the layers in the hierarchy
(Fig 5.19). The appearance is fixed in all samples. (a) No deformation. (b) Indepen-
dent deformation at the second layer of the hierarchy. The geometry of the object is
distorted severely. (c) Shows a uniform decomposition and (d) a linear decomposition
of the deformation across all layers. The result in (c) and (d) look very similar. The
objects structure is much better preserved compared to (b), although the theoretical
total movement is the same.
reasonable strategy would be to increase the amount of movement linearly among the
layers. Thus, performing small movements independently at low layers, while restricting
large movements to be performed in higher layers by larger groups of filters. In this
way, the hierarchical decomposition has the effect of constraining the space of possible
deformations. Figure 5.18(d) illustrates a sample from the object model with a linear
decomposition strategy.
In Figure 5.19 we illustrate in a bar plot different strategies of decomposing a de-
formation of 20 pixels among the different layers of the hierarchy. The independent
deformation model is visualized in blue. The complete movement is performed in the
first compositional layer (Layer 2). The linear decomposition strategy is illustrated by
the red bars. Other strategies, such as a uniform decomposition (illustrated in black)
might also be reasonable. It would certainly be interesting to study the influence of the
different decomposition strategies on the properties of deformations which they imply.
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Figure 5.19: Three different strategies for decomposing a deformation among the layers
of a hierarchical shape model (6-layered model). Each strategy allows the basis filters in
a CABM to move a total distance of 20 pixels from their mean position (sum over ). The
blue bar illustrates a model which accounts for this deformation completely in the second
layer of the hierarchy. The uniform strategy (black bars) decomposes the deformation
into equal movements of at each layer. A linearly increasing decomposition across the
layers is illustrated by the red bars. This strategy permits only small independent
movements of the basis elements, whereas large movements must be performed in higher
layers.
We however restrict our model to the linear decomposition strategy throughout the re-
mainder of this work.
One issue which has to be resolved is the fact that some subtrees, which are con-
nected to the root node have a smaller depth than others (see illustration in Figure
5.17). We account for this issue by defining, that each subtree must model the same to-
tal amount of flexibility. Hence, according to Figure 5.17 p(β21 |β
4) would have to permit
larger movements than p(β22 |β
3
1), although both nodes come from the same layer. In this
way, we ensure that each basis filter can move by the same distance in the model.
Relation to Global Shape Models. In this section, the benefits of multi-layer
CABMs over traditional global shape models became evident. Similar to global shape
models, CABMs can represent complex deformations at different scales. However, in
contrast to global models, the tree-like independence structure of the shape model in
CABMs can be optimized globally very efficiently. Thus omitting any form of initializa-
tion or bottom-up guidance during optimization.
5.5.4 Hierarchical Occlusion
We have discussed the ability to efficiently enforce locally coherent occlusions with
CABMs in Section 5.4. Thereby, different appearance variables ci which were part
of the same sub-tree shared a common occlusion variable z. Now, due to the multi-layer
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(a) (b) (c) (d) (e)
Figure 5.20: Influence of the layer at which occlusion variables are shared on the spatial
coherency in the occlusion model. (a-e) Show samples from a multi-layer CABM with
increasing layers at which occlusion variables are shared. The appearance and geometry
of the object is fixed. (a) Sharing variables among subtrees of layer two. Occlusions in
the sample are local. The synthesized shoe print is fractured. Increasing the number of
the layer at which occlusion variables are shared to (b) three, (c) four (d) five and (e)
six also increases the spatial coherency of the occlusions in the synthesized shoe prints.
structure, we can also share variables among higher-order subtrees. We have illustrated
this property in Figure 5.17. The appearance variables {c3, c4, c5, c6} share the same
occlusion variable z2 and thus will be visible or occluded jointly. However, another
possibility would be to share the occlusion variable of all sub-trees in the second layer.
Hence, {c1, c2}, {c3, c4} & {c5, c6} each would share one variable z1, z2 & z3. In Figure
5.20 we illustrate the effect of sharing the occlusion variables among sub-trees at differ-
ent layers in the hierarchy. What can be observed, is that if subtrees of layer 5 (Figure
5.20(d)) or 6 (Figure 5.20(e)) are chosen, larger regions are coherently occluded. For
lower layers such as Layer 2 (Figure 5.20(a)) and Layer 3 (Figure 5.20(b)) the occlusion
is more fractured.
Relation to other coherent occlusion models. Compared to models which enforce
occlusion coherence with Markov random field (MRF) priors, our proposed methodology
has two advantages: It can be computed optimally in a single bottom-up inference pass,
whereas MRFs on the occlusion variables must be optimized iteratively. Additionally,
long range dependencies are built directly into the model structure, whereas typically
in MRF models long range correlation are encoded implicitly by the parametrization of
the MRF. [Ghiasi and Fowlkes, 2014] also enforce coherency in the occlusion states of
facial landmarks via a hierarchical dependency structure. They use a hand designed two-
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layered hierarchical model which limits the possible influence of contextual information
on the decision about the occlusion states. However, an interesting feature of their
approach is that higher order parts have multiple occlusion states which imply different
occlusion patterns at the basis elements. In contrast, our approach only implements
binary occlusion states that must be shared among all basis elements of a subtree.
Therefore, we think an interesting future research direction would be to permit multiple
occlusion states at higher order parts of a CABM.
(a) (b) (c)
Figure 5.21: Image interpretation with CABMs. The input image (a) is interpreted by
a two-layered and a multi-layered occlusion-aware CABM. (b) The result obtained with
the two-layered CABM as proposed in Section 5.3. The image is interpreted in terms
of foreground (left) and background (right). (c) The result obtained with the multi-
layered CABM as proposed in this Section 5.5. Also here the image is partitioned into
foreground (left) and background (right). We can observe that the hierarchical occlusion
model enforces a more coherent image interpretation.
5.5.5 Interpreting Images with CABMs
Given an image, we can optimize the model parameters of a CABM with the bottom-up
inference procedure as proposed in [Dai et al., 2014]. Thereby, the convolution-based
optimization as we discussed in Section 3.4.1 is applied in a bottom-up manner for each
layer in the hierarchy. Based on the optimal global positioning of the model, the individ-
ual states of all parameters can be computed by traversing the tree-structure backwards
from the root node down to the leafs, while keeping track of the states of the variables.
The result of this optimization procedure is an interpretation of the image in terms of
which parts of the image belong the foreground and background, the global position of
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the object, the state of the occlusion variables and the extent of deformation of each
part. Inferring these hidden factors that have generated the image describes the ulti-
mate goal of vision [Yuille and Kersten, 2006]. In general, the better these factors can
be inferred, the better the quality of the object model.
Figure 5.21 illustrates the advantage of higher-order model based knowledge for the
image interpretation process. We analyze the noisy image in Figure 5.21(a) with the
two-layered CABM as introduced in Section 5.3 and the multi-layered CABM as pre-
sented in the previous Section 5.5. Each model provides an interpretation of the image
in terms of which parts belong to the foreground (Figure 5.21(b) & 5.21(c), left) and
which to the background (Figure 5.21(b) & 5.21(c), right). From these interpretations,
we can clearly observe that the multi-layer model is much better at extracting which
parts of the image depict foreground and which background. Although, both models
have been learned from the same data and have the same flexibility. The mechanism
which makes this possible is the hierarchical occlusion model. In contrast to the more
independent occlusion model of the two-layered CABM, the hierarchical occlusion model
first gathers local evidences about the likelihood of parts and then takes a decision about
the occlusion of large groups of parts based on their joint statistics. This is more robust
since more contextual information is taken into account.
5.5.6 Limitation of the Tree-structured model
Throughout this chapter, we have pointed out the benefits of a hierarchical dependence
structure between random variables in an object model. However, the tree-structured
model also has one important limitation. Dependency between variables must not be
spatially correlated. Parts which are spatially next to each other but do not belong to
the same subtree of the hierarchy, can deform and occlude independently of each other.
This is a fundamental limitation of tree-structured models in general, which is still to
be resolved.
5.6 Conclusion
In this chapter, we have studied Compositional Active Basis Models in detail. In the be-
ginning, we have worked out limitations of the LoG ABM in terms of a loss of structure
under large deformations, a poor discriminative ability at the part level and the invari-
ance to rotation at the part level. We demonstrated how to overcome these limitations
by the introduction of a hierarchical dependence structure between the basis filters. In
this context, we developed a greedy EM-type algorithm and demonstrated its ability to
learn the hierarchical structure of a CABM. We showed that the CABM offers coherence
in occlusion and deformation and an increased ability to discriminate foreground from
background at the part-level, while preserving the beneficial properties of an ABM.
In the following section, we will extensively evaluate the CABM in the context of object
recognition in cluttered images.
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Chapter 6
Shoe Print Recognition Experiments
In the computer field, the moment of truth is a running program;
all else is prophecy.
Herbert Simon
In this chapter we apply our proposed modeling framework to the task of forensic
shoe print recognition. We start by introducing the FID-300 database (Section 6.1). The
database contains more than a thousand gallery images and 300 probe images which have
been collected by forensic experts from crime scenes. We then continue to evaluate our
model-based recognition approach (Section 6.2). In order to provide a baseline for our
evaluation, we re-implement several well known shoe print recognition algorithms and
test them against the database (Section 6.2.1). We shortly present how our modeling
framework can be applied to object recognition in Section 6.2.2. In Section 6.2.3 we
evaluate the original ABM and study the effect of our proposed independent occlusion
model and the basis basis change on the recognition performance. The two-layered
CABM is evaluated in Section 6.2.4. In particular, we study the effects of the coherent
occlusion and the hierarchical deformation. Section 6.2.5 evaluates the multi-layered
CABM and its properties under large deformations. We show qualitative retrieval results
in Section 6.3.
6.1 The FID-300 Database
A major issue in any past work on shoe print recognition is the lack of a standardized
evaluation benchmark. Most of the published algorithms have been evaluated on probe
images which were synthetically generated from gallery images e.g [De Chazal et al.,
2005; Gueham et al., 2008; Nibouche et al., 2009]. Neither the gallery images, nor the
synthetic probe images have been made publicly available. Thus, a direct comparison of
the reported recognition performances was not possible. [Dardi et al., 2009; Tang et al.,
2011] have evaluated their approaches on real data. However, the authors have also not
publicly released their data.
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(a) (b) (c) (d) (e)
Figure 6.1: Diversity in the appearance of gallery images. (a) An ideal gallery image.
The image appearance is nearly binary and contains only relevant information about the
shoe print. Most gallery images are not ideal. They can either have gray backgrounds
(b), or might be of low contrast (c). Additionally, some information might be lost due
to wear (d). Some impressions also contain structures in the background which do not
belong the shoe print (c, d & e).
Together with the German State Criminal Police Offices and the company Foren-
sity AG we have collected a database of real data, including probe images and gallery
impressions. The database is publicly available under http://fid.cs.unibas.ch/. In the
following, we will in detail describe the characteristics of the database.
6.1.1 Gallery Images
The database contains 1175 gallery images (see examples in Figure 6.1). The impressions
have been scaled to 20 pixel per centimeter. Those impressions which did not show a
ruler were scaled to a height 586 pixels. This is the mean height of all references which
had a ruler in the image. We aligned the images upright. If needed, we flipped them
along the vertical axis in order to depict only right shoes.
In general, one would assume that the gallery images are mostly binary and depict
solely shoe print information (Figure 6.1(a)). However, in practice this assumption is
wrong. The collection process of gallery impressions is not standardized and therefore
different techniques exist. Hence, some gallery images may have a darker background
(Figure 6.1(b)), or may have a very low contrast (Figure 6.1(c)). Often, shoes have been
worn before taking the gallery impression. This results in a loss of information in some
regions of the print (Figure 6.1(d)). Furthermore, additional structures may be in the
image which do not belong to the impression itself, such as rulers (Figure 6.1(d)) or
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(a) (b)
Figure 6.2: Illustration of the manual preprocessing of a probe image. (a) The original
probe. (b) The result of the preprocessing step. The probe has been cropped and rotated
to be roughly upright. In addition, we normalize it‘s scale to 20 pixels per centimeter.
other strong edges (Figure 6.1(c) & 6.1(e)). The mentioned changes in the appearance
of the gallery impressions, render the shoe print recognition task even more complex
than we initially described in the beginning of this thesis (Section 1.2).
6.1.2 Probe Images
The database contains 300 probe images. All of them depict a ruler and therefore
could also be scaled to 20 pixels per centimeter. The original images often depict some
background from the laboratory in which they were gathered (see the squares in Figure
6.2(a)), in order to reduce the computational load and to ease the recognition process, we
preprocessed the probe images. The preprocessing involved a cropping of the shoe print
information, followed by a manual rotation of the cropped image such that it is oriented
roughly upright (Figure 6.2(b)). Both, the original and the preprocessed images are
publicly available. Most of the probe images were lifted with a gel foil from the ground
and were subsequently digitized with a scanner (Figure 6.3(a)). Some were digitized by
photographing them directly from the surface on which they were placed (Figure 6.3(b)).
About 20 of the impressions are photos of three dimensional impressions in snow (Figure
6.3(c)).
Additional challenges. In Chapter 1, we have described the main challenges of shoe
print recognition to be: limited training data, appearance change and deformation,
clutter and partial occlusion. In rare cases, probe images can also be smeared (Figure
6.3(e)), or the pattern of the print might change, due to a second print which is overlayed
(Figure 6.3(d)). Another source of variation between a gallery and probes images is scale
change. Although, we have normalized the resolutions of the images, the gallery image
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(a) (b) (c) (d) (e)
Figure 6.3: Diversity in the appearance of the probe images. The majority of the probe
images in our database has been digitized with a scanner (a). About 10% have been
photographed (b & c). In addition to the complexities discussed in Chapter 1, some
probe images depict double prints (d) or can be smeared significantly (e).
and the probe image might have a different size.
In the following section, we will evaluate different methods in terms of recognition
performance on this dataset. All of the experiments will be performed on the prepro-
cessed data.
6.2 Shoe Print Recognition
In object recognition, two different setups of recognition are common. One is object
retrieval, also known as relative object recognition, and one is classification, which is
also known as absolute object recognition. In an object retrieval setup, we assume that
a complete database of objects exists. Thus, any object which can be depicted in the
probe image is also present in the gallery. Hence, for recognition it is sufficient to rank
the database elements relative to each other according to some similarity measure. The
gallery element with the highest rank is supposed to be the correct object. The results in
this setup are reported with the Cumulative Match Characteristic (CMC). It measures
the likelihood of finding the correct match at a certain rank. Typically, a point on a CMC
curve is referred to as recall@X. For example a 90% chance of finding the correct gallery
object in the first 5% of the ranked list, is referred to as 90% recall@5%. Throughout
this section we will also use this notation. The y-intercept of a CMC curve marks the
rank-1 performance.
In a classification setup, object recognition is performed by defining an absolute threshold
on the similarity between two objects. A gallery element for which the similarity measure
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exceeds this threshold, is supposed to be the correct object. The results in this setup
are reported with the Receiver Operating Characteristic (ROC). It measures the relation
between true matches and false matches for a certain similarity threshold. The interested
reader is referred to the work by [DeCann and Ross, 2013] for a discussion on the relation
between the CMC and ROC measures.
In summary, CMC is a rank-based measure which is used in a relative recognition setup.
ROC is used in an absolute setup and reflects an aggregate statistics [Ross, 2017]. In
order to get a complete impression about the performance of a recognition system it
is recommend to report both of these measures, which we will do in the following.
However, the CMC performance might be of higher relevance in the forensic practice
because the ultimate decision about an identification is performed by a human expert.
In the experiments with ABMs and CABMs we therefore first focus on interpreting the
CMC performance and then mention only additional insights from the ROC results.
6.2.1 Benchmarking of Prior Work
We have reimplemented four of the most well known algorithms in the field, in order
to relate our results to the previous work on shoe print recognition. We have evaluated
these approaches on the FID-300 database. The results are illustrated in Figure 6.4.
Approaches that measure the similarity between images with global invariants such
as the Fourier Transformation [De Chazal et al., 2005] (red curve) and the Fourier-Mellin
Transformation [Gueham et al., 2008] (green curve) show a poor recognition performance.
In fact, the results are close to random. We have discussed in Chapter 2 that such global
representations, fail to account for clutter in the background as well as for partial occlu-
sion. Furthermore, these representations also do not account for local deformations of
the target object.
[Dardi et al., 2009] (orange curve) divide the probe and the reference image into a fixed
grid and compute local appearance features for each grid patch. These features are then
compared under the constraint that the global geometry of the grid is exactly preserved.
This approach performs significantly better than the global invariant approaches in terms
of CMC. The ROC curve shows a short rise in the true-positive rate (TPR) for a false
positive rate (FPR) between 0 and 0.05. This implies that for large similarity scores,
the recognition is significantly better than a random performance. However, after this
short rise, the recognition becomes random. A major drawback of the approach is that
the probe and the gallery image are assumed to be roughly aligned. Furthermore, it
does not account for missing features. The approach presented by [Tang et al., 2011]
(brown curve) is the most similar to our approach. A gallery shoe print is represented
with geometric primitives (lines, circles and ellipses). Their spatial configuration is cap-
tured in a graph. At runtime, the primitives are detected in the probe image with a
hough transformation. The spatial relation between the primitives in the probe image
is then compared to the stored graph of each gallery image. The approach has multiple
limitations. In the probe images, the primitives are mostly partial. Depending on the
detection threshold, either only very few primitives are detected or primitives will be
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Figure 6.4: Shoe print recognition results of prior work (see text for details). The
performance is visualized in terms of CMC (a) and ROC curves (b). Comment: The
blue curve shows the result of our previous work on classification based on periodic
patterns [Kortylewski et al., 2014]. The algorithm detected a periodic pattern in 628
out of 1175 gallery images. Hence, a similarity measure can be computed for these. For
the other images, a similarity value of 0 is fixed. This induces the steep jump in the
ROC for an FPR at 6281175 ≈ .53.
found all over the probe image. From our experience, finding a global threshold for all
images is difficult. Furthermore, the applied similarity measure is highly sensitive to
partial occlusion. The recognition performance is very similar to the approach proposed
by [Dardi et al., 2009].
Our previous work on invariant representations of periodic patterns [Kortylewski et al.,
2014] (blue curve) performs significantly better than the other approaches. We have
developed an interest point detector which extracts the symmetry properties of periodic
patterns based on local autocorrelation. The extracted properties include the direction
and frequency of the periodicity. Based on these, we define a local window from which
a Fourier descriptor is computed. The extracted periodicity direction makes it possible
to normalize for rotations in the pattern. The recognition based on the extracted fea-
tures proves to be highly robust. This can be observed from the ROC curve which is
significantly better compared to all other previous works. This means that if a periodic
pattern is detected in the probe and in the gallery image, the computed similarity mea-
sure is highly discriminative. The algorithm detected a periodic pattern in 628 out of
1175 gallery images. Hence, a similarity measure can be computed for these. For the
other images, a similarity value of 0 is fixed. This induces the steep jump in the ROC
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for an FPR at 6281175 ≈ .53. For some probes, the algorithm detects a periodic pattern,
where in fact in the corresponding gallery image no periodicity has been detected. We
can observe from the maximal TPR before the jump that this is the case for 17% of all
probe images. The CMC curve is about 15% above the approach proposed by [Tang
et al., 2011]. Despite the excellent ROC curve, the CMC is nevertheless comparatively
low. This highlights the major drawback of this method. Periodic patterns have only
been detected in 179 out of the 300 probe images, the remaining 131 probe images could
not be matched against the database. In this case, we assigned a rank of 1175.
6.2.2 Recognition Setup
In order to perform shoe print recognition, we learn a statistical object model p(Θ|Ok)
for each of the 1175 gallery images {Ik|k = 1, . . . , 1175}. Given a probe image I
′, we in-
fer the optimal parameters Θ∗ in order to measure the maximal likelihood ratio between
the posterior of the object model p(Θ|I ′, Ok) and the background model q(I
′) (Equation
3.8). This ratio measures the similarity between the probe image and the gallery image
S(Ik, I
′) (Equation 4.1). Based on this similarity, we compute the performance in terms
of CMC and ROC.
In our experiments, we do not account for scale transformations explicitly, for the ben-
efit of computational efficiency. We therefore assume that large scale changes are not
present in the data, while small scale changes can be, to a certain extent, accounted for
by local deformations.
Throughout our experiments, we fix the value to λ = 5 for LoG appearance models
(Figure 4.11(d)) and λ = 3 for Gabor appearance models (Figure 3.4(d)). This setting
induces a foreground likelihood which favors strong feature responses and thus can act
as competitor to the background model during inference.
We set the parameter of the Bernoulli distribution in the occlusion model to ρ = 0.5.
Thus, we assume that every part is equally likely to be visible or occluded. In a typical
object recognition application the likelihood of being occluded might be lower. How-
ever, in shoe print recognition the patterns in the probe image are very often strongly
occluded. Therefore, we think this assumption is justified.
6.2.3 Gabor ABM VS LoG ABM
In this section, we compare the recognition performance of the standard ABM. We test
the influence of the LoG basis as well as of the independent occlusion model. In the
ABM framework, we can also reduce the effect of missing parts by choosing a smaller
value for the parameter λ in the foreground appearance model (see Figure 3.4 for an
effect of this parameter on the appearance model). In this way, the cost of explaining
the background will be reduced. Hence, the model might still be able to recover the
correct image interpretation. We refer to this approach as “passive” occlusion model,
whereas we refer to our proposed approach as “active” occlusion.
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For the LoG ABM the parameters were set to λ = 2 and λ = 5 (Figure 4.11(c) &
4.11(d)). If not otherwise specified, the ABMs are parametrized with δβ = {δX = 2
pixels , δα = 0◦}. As we will observe in the experiments, permitting a rotational pertur-
bation in the ABM reduces its discriminative ability.
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Figure 6.5: Evaluation of the standard ABM with different bases and different occlusion
mechanisms: a weak background model (“passive”) and an independent occlusion model
(“active”). The performance is visualized in terms of CMC (a) and ROC curves (b).
CMC: All of the ABM methods perform significantly better compared to any of the
evaluated previous works in terms of CMC score (we plot our work on periodic patterns
[Kortylewski et al., 2014] in green as a reference). Importantly, the rank-1 performance
has raised from practically zero to between 15− 20%.
Occlusion: The active occlusion mechanism generally improves the recognition per-
formance. This highlights the benefit of having a strong appearance based classification
already at the filter level. Such a strong classification is however only possible due to
the proposed occlusion mechanism (see discussion in Section 4.2).
For the LoG ABMs the occlusion mechanism has only little effect. This can be attributed
to the background model of the LoG filters, which is too weak to be able to explain
structured background well (see discussion in Section 5.1). Thus the log-likelihood ratio
between foreground and background model tends to be positive most of the time. This
in turn renders the occlusion model superfluous.
The active Gabor model (red curve) performs best until the recall@7% and is then out-
performed by the active LoG model (dark blue curve). However, in practice a good
performance in the early ranks is important. Thus, we can state that the active Gabor
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ABM is more beneficial compared to the the LoG ABMs.
Orientation of parts: A limitation of the LoG basis is that it has no orientation.
However, from the orange CMC curve we can observe that this information is important
for the models recognition performance. In this experiment, we tested the active Gabor
ABM with a perturbation of δβ = {δX = 2 pixels , δα = 180◦} (orange curve). Thus,
effectively making the Gabor filters rotational invariant. The effect on the CMC curve is
significant. The performance decreases by 20% at rank-1 and about 30% at recall@5%.
Compared to the LoG ABMs, the invariant Gabor ABM performs significantly worse.
This difference in performance can be attributed to the higher specificity of the LoG
ABM, which encodes more information about the gallery image.
ROC: The ROC curve reveals additional properties about the applied models. In terms
of classification accuracy, our work on invariant description of periodic patterns is the
most accurate. This is expected, since it focuses on representing a particular class of pat-
terns which can be reliably detected. Those patterns which are classified as non-periodic
are not matched and thus also are not reflected in the plot. Furthermore, both LoG
ABMs perform significantly worse than the Gabor ABMs in terms of absolute recogni-
tion. This, again highlights the importance of a part‘s orientation for the discriminative
ability of the model. Interestingly, the passive and the active Gabor ABMs have a sim-
ilar ROC curve, despite having quite different CMC curves. This shows that absolute
and relative recognition reflect different properties of a recognition system.
Conclusion: In summary, we have observed the role of the occlusion model in terms
of permitting a stronger discrimination between foreground and background at the part
level. This in turn improves the overall discriminative ability of the model. In a standard
setting, the Gabor ABM outperforms the LoG ABM. However, when constraining Gabor
filters to be rotation invariant, the LoG basis outperforms the Gabor basis significantly.
This highlights that orientation at the part level is highly beneficial for the discriminative
ability of an ABM.
6.2.4 Two-layered LoG CABM
In this section, we evaluate the recognition performance of the two-layered LoG CABM as
presented in Section 5.3. We analyze the effect of deactivating the occlusion model as well
as the deformation model on the recognition performance (Figure 6.6). In addition, we
compare the results to a Gabor ABM which was learned from an extended bank of Gabor
filters (Figure 6.7). The two-layered CABMs are parametrized with δβ1 = {δX1 = 1
pixel , δα1 = 0◦} an δβ2 = {δX2 = 3 pixel , δα2 = 0◦}. We do not permit rotational
perturbation as this is an important information for the discrimination process (see
previous Section 6.2.3).
CMC. The two-layered CABM (red curve) performs significantly better than the ABMs
in the previous section. The rank-1 performance increases by about 10%. The recall@1%
increases by 30% to a total of 58%. Overall, this is a considerable increase in recognition
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Figure 6.6: Evaluation of the two-layered CABM. We evaluate the influence of the
hierarchical abstraction, the coherent occlusion and the hierarchical deformation on the
recognition performance. Additionally, we test a Gabor ABM which was learned from
an extensive Gabor bank (Figure 6.7). We show a passive LoG ABM as reference. The
performance is visualized in terms of CMC (a) and ROC curves (b).
performance, which can be attributed to the newly available orientation at the part level,
the coherent occlusion model and the hierarchical deformation.
Deactivating Deformation: Deactivating the deformation model decreases the recog-
nition performance by about 10% starting from recall@1% (orange curve). This indi-
cates, that the patterns in the probe images are subject to small deformation and that
the invariance to these is beneficial for the recognition process.
Deactivating Occlusion: The coherent occlusion model has an important effect on
the performance. This can be observed from the green performance curve, which shows
the recognition result of the same CABM with the occlusion model turned off.
Comparison to passive Gabor ABM: The CABM without occlusion also performs
better than the passive Gabor ABM in Figure 6.5(a), although both have access to
rotational information at the part level. We suppose that this performance increase is
induced by the better conservation of the characteristic object information in the LoG
model (see discussion in Section 4.3). However, it is difficult to compare these models
as the balance between the foreground and background model is different.
Comparison to active Gabor bank ABM: In order to confirm our hypothesis about
the benefit of specific representations, we learn a Gabor ABM based on a whole bank
of Gabor filters with different frequency (Figure 6.7). During basis decomposition, the
learning algorithm can thus reconstruct the details of the target object much better
compared the basis with fixed frequency.
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We apply the Gabor bank ABM with occlusion model (brown curve) in order to
Figure 6.7: An extended bank of even (top row) and odd (bottom row) Gabor filters
with a fixed scale σ = 4 and different frequencies ω = {tpi8 |t = 1, . . . , 8}.
compare it to the two-layered LoG CABM (red curve). The tuning of the representation
increases the recognition performance considerably compared to the active Gabor ABM
with the original Gabor basis (see performance in Figure 6.5(a)). Hence, our hypothesis
is confirmed. The reason for this difference must be further investigated. We suppose,
that the invariance of the Gabor feature transformation (Section 4.3) cause of this effect.
Comparison to passive LoG ABM: Compared to the passive LoG ABM (blue curve),
the recognition performance of the CABM without occlusion is constantly higher. We
suppose that this is an effect of the additional flexibility due to the hierarchical defor-
mation.
ROC. In terms of absolute classification performance, the two-layered LoG CABM (red
curve) performs best. Turning off the occlusion model (green curve), results in a perfor-
mance drop for FPRs between 0−0.2. Interestingly, compared to the Gabor-bank ABM
(brown curve) the green curve is lower in terms of CMC performance, however the ROC
performance is significantly higher. Thus, the posterior of the two-layered LoG CABM
is a much better indicator for the class membership. This observation is also confirmed
by the ROC curve of the two-layered LoG CABM without deformation (orange curve).
We would also attribute this to the invariance of the Gabor features which prevent a
comparison of the object details.
Conclusion. In summary, we have observed that the hierarchical abstraction of the
two-layered LoG CABM greatly improves the recognition performance compared to the
ABMs in the previous layer. We have shown, that this can be attributed to the newly
available orientation at the part level, the coherent occlusion model and the hierarchical
deformation.
6.2.5 Large Deformations with CABMs
In the introduction of this thesis we have discussed the challenge of large-non rigid defor-
mations in the probe images (Figure 1.3(d)). In this section, we increase the flexibility of
the model, in order to be able to represent such large deformations. We study the effect
of this additional flexibility on two-layered and multi-layered LoG CABMs. Since we
only work with LoG CABMs in this section, we drop this label in the following discus-
sion. For the multi-layered model, we apply a linear decomposition of the deformations
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across the CABM layers (see Section 5.5). In the two-layered model, the flexibility will
be modeled in the second layer. In this way, we allow the most possible dependence
between individual basis filters during deformations of the two-layered model. As a
reference, we depict the result of the two-layered CABM as presented in the previous
section (total flexibility of 4 pixels per basis filter).
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Figure 6.8: Evaluation of CABMs with increased flexibility. We compare the two-layered
with the multi-layered LoG CABM. Both models have the same theoretical flexibility.
Two model setups are tested: A total flexibility of 10 pixels and 20 pixels. As a reference,
we show the result of the two-layered CABM as presented in the previous section (total
flexibility of 4 pixels). The performance is visualized in terms of CMC (a) and ROC
curves (b).
CMC. The performance of a two-layered CABM with a flexibility of 10 pixels (brown
curve) is significantly lower compared to the two-layered CABM from the previous sec-
tion (red curve). At this point, a limitation of the model becomes apparent (see dis-
cussion in Section 5.2). The uniform distribution in the shape model does not penalize
large deformations. Therefore, the large flexibility induces an invariance in the model
to a large number of patterns. This in turn reduces its discriminative ability.
Increasing the flexibility of the two-layered model to 20 pixels, results in a further signif-
icant performance drop (orange curve). Again, the invariance class is increased, which
in turn reduces the discriminative ability of the model. The multi-layered CABM with
a total flexibility of 10 pixels shows a performance drop which is only about half of
the magnitude as in the two-layered CABM (green curve). In the multi-layered model,
the perturbation of parts is still modeled with a uniform distribution, however the hi-
erarchical decomposition of the deformation enforces group-wise movement. Thus, the
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hierarchical dependence structure introduces additional constraints between the parts.
We have observed this property in the samples from the deformation model (Figure
5.18). It also excludes extreme deformations from the space of possible deformations,
which are possible in the two-layered model (see discussion in Section 5.5). These addi-
tional constraints lead to the improved recognition performance. For a total flexibility
of 20 pixels, the recognition performance of the multi-layered CABM remains superior
to the two-layered CABM by about 5% (blue curve). Nevertheless, the performance is
also decreased significantly compared to the model with less flexibility.
ROC.Overall, our observations in terms of CMC performance are confirmed by the ROC
performance. The multi-layer CABM is superior to the two-layered CABM in terms of
recognition performance with increased flexibility. Interestingly, the two-layered CABM
with flexibility of 10 pixels (brown curve), is only slightly better than the multi-layered
CABM with 20 pixels flexibility (blue curve). In terms of CMC performance, the dif-
ference between these models is more distinct. Furthermore, the multi-layered CABM
with 10 pixels flexibility (green curve) performs just slightly worse than the two-layered
CABM with a total flexibility of 4 pixels (red curve). These observations confirm the
constraining property of the hierarchical dependence structure.
Conclusion. In summary, the spatial configuration of parts is an important informa-
tion for the discrimination of patterns. Increasing the flexibility of the CABM results in
decrease in recognition performance. The reason for this decrease is the models property
that any deformation of the shape model is equally likely. The hierarchical decomposi-
tion of a deformation has a positive effect on the recognition performance under large
deformations, because it introduces additional constraints compared to the two-layered
CABM.
6.3 Qualitative Retrieval Results
In this section, we discuss two retrieval results that illustrate the quality of of the two-
layered LoG CABM at the task of forensic shoe print recognition. We set the parameters
of the model as in the experiments in Section 6.2.4. Figure 6.9 depicts two rows of im-
ages. Each row shows first the target probe image, followed by the six best results of
the ranked list of gallery images. Below each gallery image, we show its similarity to
the probe image in terms of the maximal log-likelihood ratio between the object model
and the background model. The score of the correct gallery image is colored in red. The
similarity was computed with a (Figure 6.6, red curve).
The probe image in the top row shows a double-print. The shoe print pattern is clearly
visible on the left and at the bottom of the probe image, whereas in the central part of
the image a second shoe print distorts the target pattern. The corresponding reference
is found at the top position of the ranked list. The following gallery images in the list
are perceptually similar to the correct image. This property is highly desirable as it
illustrates the stability of the proposed approach (see discussion on instability of repre-
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senations in Section 2.1.1)
The probe image in the second row is highly difficult to analyze due to its strong contrast
change and the local deformations in the probe image compared to the gallery image
(Figure 1.3(c)). The algorithm manages to find the pattern which was labeled as ground
truth at the second position. At the first position, it discovered a duplicate print in the
database which we were not aware of.
The likelihood ratios in the top row are about three times as big as in the bottom row.
This reflects the higher confidence of the algorithm. Due to the design of the appearance
model, a major factor which influences this ratio is the contrast of edges. As the probe
in the top row is mainly black on white, the CABMs will in general achieve a higher
ratio than in low contrast images.
6.4 Conclusion
In this chapter, we evaluated our model-based image analysis framework at the task of
forensic shoe print recognition. We showed that the hierarchical dependency structure
is of critical importance for the recognition performance. It enables the combination of
a more sophisticated appearance based classification with an occlusion model and a hi-
erarchical decomposition of deformations. Furthermore, the hierarchical composition of
LoG filters makes it possible to leverage part-level orientation in the recognition process.
We achieved state of the art performance compared to a reimplementation of previous
work. The best results are obtained with the two-layered LoG CABM. Compared to
“flat” ABMs it benefits from the mentioned hierarchical dependency structure. Multi-
layer CABMs have an advantage over two-layered CABMs at large deformations. How-
ever, these deformations are rare and therefore the loss of discriminative ability, which
is induced by the uniform deformation prior, has a negative impact on the recognition
performance.
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Conclusion
The fundamental question we addressed in this thesis is: “How can local shape infor-
mation be detected in a cluttered image, and how can this information be combined
robustly into an object interpretation?”
We studied this question in the context of forensic shoe print recognition. Our
answer is a holistic model-based image analysis framework. We represent shoe prints as
a hierarchical composition of a Laplacian-of-Gaussian basis. The basis elements detect
the local geometry and appearance of a shoe print in an image, whereas the hierarchical
model structure enables a global reasoning about an object interpretation, based on this
ambiguous local information. A coherent occlusion model facilitates a robust reaction
to the effects of clutter in images. The final model holistically accounts for shape and
appearance variation, partial occlusion as well as background clutter. It‘s parameters
can be efficiently inferred globally optimally. The application of the proposed framework
to forensic shoe print recognition led to a major gain in terms of recognition performance.
We belief that our framework is valuable for object recognition beyond this particular
application.
7.1 Summary
A significant part of this work was dedicated to a reflection on the trade-off between the
invariant and parametric representation in an object model. In this context, we analyzed
previous work on object recognition under this perspective. We discussed the major dif-
ficulties that prevent a machine from computing the similarity between an object and
an image reliably under clutter. We worked out desirable properties of an object repre-
sentation in order to overcome these difficulties. The Active Basis Model meets many of
theses properties. It is object-centered part-based representation that can account for
an object‘s deformation and appearance. Furthermore, it can be learned from a single
training image. We have therefore chosen this model to serve as object representation
throughout our study. A thorough analysis of this model at the task of shoe print recog-
nition revealed its sensitivity to partial occlusion and a lack in the representation of
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characteristic object information. We proposed to overcome these limitations with an
extension of the model in terms of a coherent occlusion model and a new basis represen-
tation.
Our study continued by analyzing the role of hierarchical abstractions in object repre-
sentations. We proposed an algorithm for the induction of a multi-layered compositional
object representations. We demonstrated the algorithms ability to induce the hierarchi-
cal model structure automatically for highly diverse object classes. A detailed evaluation
of the effect of the learned hierarchical abstraction showed that the occlusion and the
shape model benefit from the additional hierarchical dependency structure. At the end
of our theoretical study, we demonstrated the importance of model-based knowledge on
the ability to combine ambiguous local information robustly into an image interpreta-
tion.
For our experiments, we collected real shoe print data with forensic experts and made it
publicly available. We reimplemented prior work on shoe print recognition and demon-
strated that our approach delivers a new state of the art performance at the recognition
of forensic shoe prints from images. A detailed analysis of the results revealed that each
of our extensions in the form of the Laplacian-of-Gaussian basis, a hierarchical occlu-
sion model and hierarchical decomposition of deformations contribute significantly to
the discriminative ability of the model.
7.2 Limitations & Future Work
Although, we can perform complex object recognition tasks with the proposed object
modeling framework, some limitations remain. We will discuss these in the following
section and propose promising directions of future work.
7.2.1 Top-Down Reasoning
As we learn our models form a single training datum, most parameters of the model
are set manually based on our prior beliefs. Figure 7.1 illustrates a probe image for
which our design of the appearance models is not optimal. The foreground model as
we designed it would rather like to explain the strong edge in the background than the
low contrast shoe print. Updating the models prior beliefs based on the data which is
observed at runtime is therefore a highly promising direction of future research.
Appearance Models. We observed in our experiments, that the balance between
foreground and background appearance model is an important factor for the recogni-
tion abilities of the system. Setting this balance universally for all probe images is not
possible. The appearance of the foreground and background vary significantly between
different probe images. We therefore suggest to learn these models from the probe im-
age. The inference process provides us with an estimate about regions of foreground and
background in the probe. We can leverage this information to re-learn the appearance
models. Subsequently, the inference could be performed again with the newly adapted
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Figure 7.1: In this probe image the foreground and background appearance models in
the CABM are not optimal. The foreground is rather of low contrast, whereas the
background shows a strong edge. The preference in our appearance models is the other
way round. During inference this can mislead the shape model.
appearance models.
Occlusion. No matter how well the appearance models are adjusted to the probe image,
the bottom-up decision about the visibility of object parts lacks a full global context.
With a top-down occlusion reasoning mechanism this global context could be taken into
account. Given a bottom-up inference result, the algorithm would traverse the model
tree in a top-down manner and re-evaluate the occlusion states. Thereby, the foreground
model could be weakened by lowering its parameter λ. The weaker foreground model
would permit previously occluded parts to reappear from the background an thus to
serve as evidence for the recognition process.
7.2.2 Discriminative Improvements
We have so far not taken into account that some patterns are more common among
different gallery images than others. For example the zigzag pattern in the probe image
in Figure 7.2 can be commonly observed in gallery images. However, the curved structure
in the shoe print is much more unique. Thus, the curved structure delivers a much
stronger evidence than the zigzag pattern only.
In order to estimate this rarity, we could compute how frequently different parts
of a CABM occur in other gallery images. At runtime we could simply combine the
visible parts in a naive Bayes classifier. Alternatively, one might try to integrate these
as importance weights directly into the model. In this way, the model would be guided
during inference to actively put more weight on its rare parts.
7.2.3 Model Improvements
Representing non-redundant parts. Our proposed structure induction algorithm
relies on the assumption that the parts of a shoe print pattern are repetitive. In fact,
some parts are unique and therefore are not represented well in the model (see discussion
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Figure 7.2: Different patterns of a shoe print are more common than others. The zigzag
lines in the probe can be frequently observed in different gallery images, whereas the
curved structure is much more unique. Our recognition system does not take this into
account.
in Section 5.3.3). These underrepresented image regions can be detected easily, since they
cannot be reconstructed well from the feature representation. We could then reconstruct
these separately with individual filters. However, one would need to find a mechanism
to integrate these individual filters into the hierarchical structure efficiently.
Non-uniform deformations. In the experiments we have observed that large deforma-
tions decrease the recognition performance significantly. We have identified the uniform
deformation prior as the cause of this performance decrease, because it does not penalize
large deformations. The choice of this prior is motivated by its computational efficiency
during inference (see discussion in Section 5.2). Non-uniform priors require a point-wise
matrix multiplication during the max-convolution in the inference procedure and thus
are computationally much more expensive. This additional computational load would
have to be reduced somehow in order to keep our method as efficient as it is.
7.2.4 Applications beyond Shoe Print Recognition
We have already demonstrated that the proposed CABM learning algorithm is not re-
stricted to learn models from single shape masks, but can also be applied to learn object
models form natural images [Kortylewski et al., 2017]. Based on a set of images that
depict the same object (Figure 7.3(a)) we can apply essentially the same greedy EM-type
bottom-up learning and top-down structure induction processes as presented in Section
5.3.3 (Figure 7.3(b)). Thus, the presented modeling framework is applicable to general
object recognition tasks. Many interesting questions arise in this context such as: “How
can we model articulated objects?” or “How can we represent a colored appearance co-
herently despite the hierarchical independence structure?”
Our vision is to combine the presented simple 2D object models with complex 3D object
models into an efficient yet powerful holistic object representation.
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(a) (b)
Figure 7.3: Our proposed CABM learning algorithm applied to a set of natural images.
(a) A subset of the training images. (b) Illustration of the result of our structure induc-
tion process. In this example we used a Gabor basis (black lines). During the bottom-up
process (blue box). Higher order parts are built by the compositional learning (similar as
in Figure 5.15). As soon as no further compositions can be found, the top-down process
is initialized (green box). The part from the highest layer is greedily augmented with
parts from lower layers based on the proposed top-down structure induction (Figure
5.16).
s
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List of Abbreviations
ABM Active Basis Model
BIC Bayesian Information Criterion
CABM Compositional Active Basis Model
CDF Cumulative Distribution Function
CMC Cumulative Match Characteristic
EM Expectation–Maximization
FID Footwear Impression Database
FPR False Positive Rate
HCM Hierarchical Compositional Model
HOG Histogram of Oriented Gradients
LoG Laplacian-of-Gaussian
MRF Markov Random Field
ROC Receiver Operating Characteristic
SIFT Scale-Invariant Feature Transform
TPR True Positive Rate
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