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Land surface variability and change can affect the overlying atmosphere through biogeophysical 
and biogeochemical feedbacks. The goal of our work is to isolate and quantify the local and 
remote influences of vegetation on the climate of South America using observational records. 
We find that the dominant mode of vegetation variability over the La Plata River basin in austral 
Spring is linked with warmer temperature and enhanced precipitation over central and south La 
Plata basin. A key aspect of this study is the use of remotely sensed land-surface characteristics 
alongside reanalysis data, and the use of the generalized equilibrium feedback assessment 
(GEFA) to isolate the effects of each forcing. The analysis uses a 34-year (1981-2014) record of 
the modified enhanced vegetation index (EVI2) from the NASA MEaSUREs Vegetation Index 
and Phenology dataset and the third generation normalized difference vegetation index 
(NDVI3g) from the Global Inventory Modeling and Mapping Studies. The dominant patterns of 
variability in space and time are analyzed using empirical orthogonal function/principal 
component (EOF/PC) analysis on a basin-wide scale. The dominant mode looks like a vegetation 
dipole, and can be explained using observed records of precipitation provided by the University 
of Delaware and the University of East Anglia Climate Research Unit. The second part of the 
study analyzes how these dominant modes of variability affect the overlying atmosphere at the 
continental scale. We use GEFA and its refinement, the stepwise GEFA, to statistically quantify 
the observed seasonal impacts of dominant terrestrial and oceanic forcings on the South 
American climate. This observed impact of vegetation on the seasonal accumulation of 
precipitation in the agricultural growing season holds crucial importance for the most heavily 
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Changes in the land surface, specifically in the terrestrial vegetation cover, can modulate 
the climate at different spatial and temporal scales [e.g., Dickinson & Henderson–Seller, 1998; 
Bonan 1997; Bounoua et al., 2000]. This complex two-way interaction is dominated by the 
atmosphere, through variations in precipitation, air temperature, wind intensity and direction, 
CO2 concentration and solar radiation (Budyko 1974; Woodward 1987; Nemani et al. 2003; 
Woodward et al. 2004). As a response, the vegetation exerts a strong feedback on the atmosphere 
by modulating the exchanges of energy, moisture and momentum (biogeophysical feedbacks) 
and through processes that alter atmospheric CO2 levels (biogeochemical feedbacks) (Pielke et 
al. 1998; Bonan 2002). Changes in vegetation modify the properties of the land surface – albedo, 
roughness length, root depth, stomatal resistance, etc. This has a direct effect on both 
biogeophysical and biogeochemical interactions, the local boundary layer, and eventually the 
processes that control precipitation (Stohlgren et al. 1998; Pielke et al. 2007). Additionally, the 
spatio-temporal heterogeneity of terrestrial vegetation results in land-atmosphere interactions 
across multiple scales, making it a complex phenomenon to completely observe and understand 
(Santanello, et al., 2018).  
Numerical modeling studies to assess global-scale coupling relationships (e.g., soil 
moisture-precipitation coupling) has been a major focus of the climate community (Santanello et 
al., 2018). The most notable effort, the Global Land Atmosphere Coupling Experiment (GLACE; 
Koster et al. 2004, Koster et al. 2006, Guo et al. 2006) highlighted regions of strong coupling in 
GCMs where antecedent soil moisture had a significant influence on precipitation. Catalano et al. 
(2016) performed an analogous global-scale statistical analysis using observational data. 
Significant effort has also been devoted to the local-scale land-atmosphere interactions (Pan and 
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Mahrt 1987, Oke 1987, Diak 1990, Peters-Lidard and Davis 2000, Betts and Viterbo 2005, 
Santanello et al. 2005, 2007, Gentine et al. 2013), especially after the establishment of the Local 
Coupling (LoCo) working group supported by the Global Land-Atmosphere System Study 
(GLASS). Some studies have focused on the role of soil moisture anomalies or vegetation 
heterogeneity in inducing mesoscale circulations (Taylor et al. 2011, 2012; Hsu et al. 2017). 
However, there is a dearth of studies on vegetation feedbacks at the continental scale. Notable 
work includes vegetation feedback studies on North America (Wang et al. 2014), northern and 
tropical Africa (Wang et al. 2017; Yu et al. 2018) and Sahel (Yu et al. 2017) that apply a model 
validated statistical technique – the generalized equilibrium feedback assessment (GEFA) to 
observations and/or model output. In this study, we focus on the South American continent, and 
in particular on the La Plata River basin (LPRB). 
The LPRB (14°-38° S, 43°-67° W) in southeastern South America is widely recognized 
as a hot-spot for land-atmosphere coupling where changes in the land surface can alter the 
atmospheric state and modulate the processes that control precipitation (Ruscica et al. 2015). The 
basin stretches over five countries – Argentina, Bolivia, Brazil, Paraguay and Uruguay, and is 
home to 50% of the combined population of these countries (Coronel et al. 2002). It is the 
second largest basin of South America after the Amazon. From an economic perspective, this 
region far exceeds the well-studied Amazon basin in hydroelectric power, agriculture and 
livestock, and supports 70% of combined Gross Domestic Product of these five nations (Coronel 
et al. 2002). Land-atmosphere interactions are important drivers of climate in the LPRB. 
Between 60% and 70% of the moisture that falls as mean annual precipitation over the LPRB 
comes from terrestrial sources (Dirmeyer and Brubaker 2007; Zemp et al. 2014; Martinez and 
Dominguez 2014), including 24% from the basin itself, and 20% from southern Amazon. The 
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dominant driver of precipitation in the northern part of the basin is the South American Monsoon 
(SAMS) (Marengo et al. 2010; Caffera and Berbery 2002). The exchanges of energy and water 
between vegetation-soil and the overlying atmosphere exert a strong influence on SAMS, mainly 
by modulating the continental heat gradient and consequently disrupting the continental scale 
circulation (Xue et al. 2006). Past studies focusing on the vegetation dynamics within South 
America have found significant activity in the terrestrial vegetation cover. The basins of La Plata 
and the Amazon have faced some of the highest deforestation rates during the past decades 
(Coronel et al. 2002, Nepstad et al. 2009, Hansen et al. 2013), and massive intensification of 
agriculture in the section of north LPRB encompassed by Brazil, with a decrease in the forested 
area from 90% to 20%, and an increase in the crop cover from near zero to 59% (Tucci and 
Clarke, 1998). Similar changes in the increase in crop cover through deforestation have been 
observed in the Paraguayan and Argentinian portions of the basin. Additionally, a large-scale 
shift in agricultural practices, specifically the shift to soybeans have been reported by Tucci and 
Clarke (1998), Paruelo et al. (2005) and by the Argentine Ministy of Agriculture Livestock and 
Fisheries in 2010. Barbosa et al. 2015 studied spatial patterns of vegetation and rainfall 
variability over the continent and found positive correlations in areas with both increase and 
decrease in vegetation. 
The current understanding of the role of land surface in modulating the climate at large 
scales has largely been derived from numerical modeling studies (Santanello et al. 2018). A large 
number of those studies use land surface models coupled to atmosphere models, and perturb one 
or more aspects of the underlying land surface boundary conditions to observe the consequent 
changes in the system response (Koster 2004; Koster et al. 2006; Guo et al. 2006). Lee and 
Berbery (2012) found that replacement of the forests and savanna to crops in the LPRB causes 
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decreased moisture convergence and precipitation in the northern part of the basin, and increased 
convergence and precipitation to the south, demonstrating that the hydroclimatic response to sub-
basin scale changes in the LPRB varies depending on the region. In terms of predictability, the 
importance of land surface has been demonstrated across all timescales from daily to seasonal 
(e.g., Koster et al. 2010, Hirsch et al. 2014, Dirmeyer and Halder 2016, Betts et al., 2017). For 
continental South America for instance, including appropriate representation of vegetation 
biophysical processes in numerical simulations results in an improved southward displacement 
of precipitation during the onset of the SAMS and a generalized better representation of 
precipitation (Xue et al. 2006). Moreover, the models applied in feedback studies range widely in 
terms of complexity and spatio-temporal resolution (Wang et al. 2014; Santanello et al. 2018).  
However, several key limitations exist in the assessment of feedbacks using numerical 
models. While different models differ in their ability to represent the physical mechanisms that 
are responsible for changes in the system, the results also vary depending on the varied 
dynamical cores, physics, parameterizations and resolution. The sensitivity experiments are 
usually unrealistically extreme (e.g., complete deforestation, or completely replacing a specific 
vegetation type with bare ground or another vegetation type, etc.). However, differences in the 
spatial patterns in the land surface disturbance can completely change the resulting model 
response (D’Almeida et al. 2006; Mei and Wang 2009). The varied spatiotemporal scales across 
different studies tends to confound community thinking and consensus building (Guillod et al. 
2015, Knist et al. 2016). Additionally, untangling the physical mechanisms responsible for the 
changes at the LA interface is not straight forward, and standard model outputs are often 
insufficient to diagnose coupled sensitivities. The aforementioned limitations give rise to the 
need of observational studies of land surface feedbacks.  
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In contrast to the abundance of modeling studies on vegetation feedbacks, studies using 
observational data have been rare (Kaufmann et al. 2003; Liu et al. 2006; Notaro et al. 2006; 
Wang et al. 2006, 2014; Catalano et al. 2016; Yu et al. 2017). The inadequate spatial and 
temporal coverage of observations in terms of both resolution and extent poses a challenge not 
only to the undertaking of such “ground-truth” studies, but also to evaluation and development of 
coupled LA models (Guillod et al. 2014). The adequacy of the observation network is also 
challenged due to the vast heterogeneity of the land surface, and the complexity and cost of 
addressing the required exhaustive set of variables across the soil-vegetation-atmosphere 
continuum. Santanello et al. (2018) pointed out that key land surface model parameters and state 
variables can be difficult to record routinely, or are unmeasurable given the current suite of 
observation network. Some studies have used observations to validate their results from large-
scale modeling (Notaro and Liu, 2008; Santanello et al. 2009; Wang et al. 2013, 2014), or 
performed reanalysis-based quantification of the impacts of surface energy and moisture states 
on convective rainfall (Findell et al. 2011). However, land-atmosphere interactions remain a 
significant source of uncertainty in climate modeling (Flato et al. 2013). 
Distinguishing the response of the atmosphere to changes in vegetation from the large 
atmospheric internal noise, and its isolation from the impact of other potential forcings (e.g. 
regional SSTs) poses a great challenge. The use of statistical techniques that can incorporate 
spatiotemporal variability, like granger causality (Granger 1969) and equilibrium feedback 
assessment (EFA; Frankignoul et al., 1998) limits the analysis to local feedback, and may not 
remove the impact of other forcings. The generalized equilibrium feedback assessment (GEFA; 
Liu et al. 2008; Liu and Wen 2008) overcomes some of the aforementioned challenges. It was 
developed to isolate the local and remote feedbacks of a single forcing in the presence of other 
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forcings. GEFA’s capability in isolating the oceanic and terrestrial feedbacks on the North 
American climate has previously been demonstrated with observations as well as model output 
(Wang et al. 2013, 2014). Its refinement, the stepwise GEFA (SGEFA), uses akaike information 
criterion (AIC; Akaike, 1974) to first eliminate the negligible forcings from the GEFA feedback 
matrix. The selection of only the most important forcings further reduces the sampling error 
associated with the forcing matrix. SGEFA has been reliably employed and validated against 
GEFA as well as dynamical assessments for the North African climate (Yu et al. 2017, 2018; 
Wang et al. 2017). Given the capability of GEFA and SGEFA in isolating the local and remote 
impact of vegetation, it is a valuable tool for the current analysis. 
The purpose of this study is to quantify and isolate the observed influence of monthly 
vegetation variability on the atmosphere across South America, with a focus on the impact on the 
seasonal climate of LPRB. This work involves the identification of the dominant forcings 
affecting the LPRB climate, and obtaining both the local and non-local feedbacks of the 
vegetation after excluding the feedback of SST variability. For LPRB, this represents a first 
attempt at assessing the regional atmospheric response to the land surface using observational 
data, and a step toward systematically narrowing down the mechanisms involved. The data and 
methods are introduced in the next section. Section 3 states the results from the analysis. The 
conclusions and further discussions are presented in section 4. 
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2. DATA AND METHODOLOGY 
2.1 Data 
 The vegetation forcing in this study is represented by monthly-mean remotely 
sensed vegetation indices (VIs) from two different datasets. The first dataset is the normalized 
difference vegetation index (NDVI; Pinzon et al. 2005; Tucker et al. 2004, 2005) from the 
Global Inventory Modeling and Mapping Studies. This is the third generation NDVI from 
NOAA’s series of Advanced Very High Resolution Radiometer (AVHRR) sensors, available 
from July 1981 – Dec 2016. This dataset hereon after is referred to as GIMMS NDVI. A major 
disadvantage of the ratio-based NDVI index is that it is susceptible to non-linearities, and 
asymptotic behavior (Didan et al. 2016). Additional drawbacks include saturation over high 
biomass regions such as forests (Huete 1997), and modulation by soil background conditions. 
For this reason we use a second dataset, the 2-band enhanced vegetation index (EVI2; Jiang et al. 
2008; Didan et al. 2016) from the NASA Making Earth System Data Records for Use in 
Research Environments (MEaSUREs) Vegetation Index and Phenology (VIP) dataset. The 2-
band adaptation of the EVI was designed to be compatible with EVI (Huete et al. 2006; Jiang et 
al. 2008) through backward extension to the AVHRR data record and forward compatibility with 
the latest Visible Infrared Imager/Radiometer Sensor (Welsch et al. 2001). This dataset, referred 
to as VIP EVI, is available for the entire duration of 1981-2014 (34 years). Together these 
products provide the longest continuous record of satellite based terrestrial vegetation. In 
addition to these two datasets, we employ the enhanced vegetation index (EVI; Running et al. 
1994; Huete et al. 2002) from the collection-6 Moderate-resolution Imaging Spectroradiometer 
(MODIS) dataset (Didan et al. 2015) for validating the identification of the dominant vegetation 
forcing. MODIS collection-6 EVI (hereon after referred to as MOD6 EVI) is available from 
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2000-2017. Data for LPRB was extracted from all vegetation datasets and remapped to a 0.5° x 
0.5° grid for further analysis. The length of the feedback analysis is limited to the years 1981-
2014 which is the overlap period of the two longer term VI datasets (VIP EVI and GIMMS 
NDVI). 
Monthly SSTs from the Hadley Center Sea Ice and Sea Surface Temperature (HadISST; 
Rayner et al. 2003) were used to represent the oceanic forcing. Observed air temperature and 
precipitation for terrestrial South America (SA) were extracted from the University of Delaware 
(UDEL; Willmott and Matsuura, 1995) and the University of East Anglia Climate Research Unit 
(CRU; Mitchell and Jones, 2005) datasets. Both datasets are available as monthly mean values 
since 1901 at a resolution of 0.5° x 0.5°. Geopotential height, wind, vertical integral of moisture 
flux (VIMF), vertically integrated moisture flux divergence (VIMFD), mean sea level pressure 
(MSLP) and vertical velocity were downloaded from the European Centre for Medium-Range 
Weather Forecast (ECMWF) Interim reanalysis (ERA-Interim) dataset at a resolution of 0.25° x 
0.25°. Height, wind and VIMF were analyzed for a larger domain centered at SA (160°W-40°E 
and 15°N-60°S) and regridded to 0.5° x 0.5°. Data for site-specific surface fluxes of latent and 
sensible heat was downloaded from FLUXNET (http://fluxnet.fluxdata. org/) half-hourly 
observations. All data for this analysis, except surface heat fluxes was extracted for the years 
1981-2014 and the seasonal cycle was removed to compute the anomaly field. 
 
2.2 Methods 
2.2.1 Empirical orthogonal function (EOF) analysis 
 We use EOF analysis (Obukhov 1947, 1960; Fukuoka 1951; Lorenz 1956; Kutzbach 
1967; Preisendorfer 1988; Bretherton et al. 1992; Hannachi et al. 2007) to decompose the 
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spatiotemporal datasets of the forcing fields into structures that explain the maximum amount of 
variance. The analysis produces a set of patterns in the spatial dimension called empirical 
orthogonal functions (EOFs), and a complementary set of series in the time dimension knows as 
principal components (PCs).  
 
2.2.2 Generalized Equilibrium Feedback Assessment (GEFA) 
 The current study uses GEFA (Liu et al. 2008; Liu and Wen 2008) and its refinement, 
stepwise GEFA (SGEFA; Yu et al. 2017, 2018; Wang et al. 2017) to isolate the feedback of 
terrestrial vegetation to the regional climate of LPRB. GEFA is first applied to assess the 
response of the atmosphere using observational data, which is later compared to the SGEFA 
response. The GEFA technique is based on the stochastic climate theory of Frankignoul and 
Hasselmann (1977). GEFA has the capability to isolate the impact of a slowly-evolving 
boundary forcing on the rapidly evolving atmosphere, in the presence of other forcings. It was 
developed to isolate both local and nonlocal feedbacks, and can be used with observations as 
well model output (Liu et al. 2008). While initially applied to SST forcing (Wen et al. 2010, 
Zhong et al. 2011 and Wang et al. 2013), GEFA has been successfully employed to isolate the 
feedback of vegetation on the atmosphere across North America (Wang et al. 2014), and Sahel 
rainfall (Yu et al. 2017). 
 The atmosphere at any time instant t is subject to variations due to its “rapid” internal 
variability and the “slow” boundary forcings from SSTs or vegetation cover. At timescales 
greater than or equal to a month, the change in the atmospheric variable can be decomposed into 
two terms as follows (Frankignoul et al. 1998; Liu et al. 2008):  
𝐴(𝑡) = 𝐁 x 𝐘(𝑡) + 𝑁(𝑡)          (1) 
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where A(t) represents the atmospheric variable at time t, B is the feedback matrix that we want to 
compute, Y(t) is a matrix of slowly evolving forcings, and N(t) is the atmospheric internal noise. 
We can then multiply YT(t - τ) on both sides and express the terms as covariance to yield: 
𝐂𝐴𝐘(𝜏) =  𝐁𝐂𝐘𝐘(𝜏) + 𝐂𝑁𝐘(𝜏)        (2) 
The superscript T represents the transpose, τ represents the lag time, and C is a covariance matrix 
between variables denoted by its subscript. Equation (5) states that the response of the 
atmosphere to slow-process forcings (e.g. SSTs, NDVI, etc.) at a lag time of τ, is a sum of the 
response of the “slow” and the “rapid” components to the same lagged forcings. The longest 
memory of the internal variability component is 1 week (Frankignoul and Hasselmann, 1977). 
Additionally, the internal variability of a future time cannot force oceanic or land surface 
variability. Based on this reasoning, the covariance of Y(t - τ) with N(t) is assumed to be zero. 
The feedback matrix B can then be computed as: 
𝐁 =  𝐂𝐴𝐘(𝜏)𝐂𝐘𝐘(𝜏)
−1          (3) 
 Each vector of the feedback matrix B represents the response of the atmospheric variable 
A to a corresponding slowly varying forcing in the matrix Y. The units of B are: (unit of the 
atmospheric variable) (standard deviation of vegetation)-1. The feedback strength can be 
quantified by multiplying B by the standard deviation of the corresponding forcing (e.g. SST, 
vegetation).  
We perform GEFA in a truncated EOF space, using only the first few dominant modes of 
the forcing variables. For the oceanic forcing, the global ocean north of 60°S is divided into 
seven non-overlapping basins: north Atlantic ocean (NA; 20°–50°N, 100°W–20°E), tropical 
Atlantic ocean (TA; 20°S–20°N, 65°W–15°E), south Atlantic ocean (SA; 20°–60°S, 70°W–
20°E), Indian ocean (I; 20°S–20°N, 35°–120°E), north Pacific ocean (NP; 20°– 50°N, 120°E–
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100°W), tropical Pacific ocean (TP; 20°S–20°N, 120°E–60°W), and south Pacific ocean (SP; 
20°–60°S, 120°E–70°W) (see Figure 1). EOF analysis is performed to extract the leading 2 
modes from each basin. The vegetation forcing is extracted by applying EOF analysis to the VI 
datasets over the LPRB and validating against EOFs from the more reliable MOD6 dataset. Only 
the validated EOF pattern was chosen as a forcing for this analysis due to known issues with the 
longer-term datasets, e.g. errors induced due to multi-sensor nature of the dataset, AVHRR 
sensor degradation, etc. All the selected PCs (14 oceanic and 1 terrestrial) are combined into a 
single forcing matrix Y: 
Y = [LPRB   NA1   NA2   TA1   TA2   SA1   SA2   I1   I2   NP1   NP2   TP1   TP2   SP1   SP2] 
where LPRB, 1 and 2 represent the PCs of the LPRB vegetation, the first and the second 
dominant mode of SST EOFs respectively. The statistical significance of GEFA is estimated 
using the Monte Carlo bootstrap approach (Czaja and Frankignoul, 2002, Wang et al. 2013, 
2014; Yu et al. 2018) with 500 iterations. Finally, the seasonal GEFA feedback is computed as 
the average of the feedback strength from the individual calendar months.  
 
2.2.3 Stepwise selection 
 Although the application of EOF analysis to perform GEFA in a truncated space reduces 
sampling errors, the short length of available observed datasets and large number of forcings can 
still generate substantial sampling errors (Wang et al. 2017). The stepwise GEFA (SGEFA) 
approach was developed to reduce this error by identifying a suitable subset of the full forcing 
matrix, by dropping the relatively less important forcings. An automatic selection routine using a 
forward selection approach (Hocking, 1976) was employed to achieve the subset selection. This 
approach has been utilized in previous studies to develop forecast models (Yin et al. 2014; 
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Segele et al. 2015; Yu et al. 2015). We follow a similar methodology prescribed by Wang et al. 
(2017) and Yu et al. (2017, 2018) to build a statistical prediction model. The relative quality of 
the model at every step of the forward selection is assessed using the Akaike information criteria 
(AIC; Akaike, 1974). We follow the procedure employed by Wang et al. (2017). First, for the 
system with N forcings, the vegetation forcing is fixed as the only component of the forcing 
matrix, and the GEFA feedback is calculated. This feedback is essentially the EFA feedback of 
LPRB vegetation to the atmospheric variable. The AIC of this model (AIC1) is computed. 
Second, one additional forcing is added to the forcing matrix at a time, and the AIC 
corresponding to each of such (N -1) models is calculated. Third, the 2-forcing model 
corresponding to the lowest AIC value is selected and its AIC (AIC2) is compared with that of 
the 1-forcing model (AIC1). If AIC2 is less than AIC1, then the 2-forcing model is preferred. The 
same steps are repeated while adding one forcing at a time until no further addition is warranted 
by the AIC approach (i.e. minimum AIC of higher order models is greater than the AIC of the 
lower order model). This procedure is performed to generate the set of most important forcings 
for each grid cell in the atmospheric field. The first element of the feedback vector thus 
generated at each grid cell gives the feedback coefficient of the vegetation forcing at that 
location. 
 The fixing of a forcing, while defying the idea of “true” selection by AIC, is justified 
through performing a rigorous statistical significance assessment using the Monte Carlo 
bootstrap approach as described in the previous section. In principle, even if the vegetation 
forcing has been initialized as important at a location where it is unimportant, the statistical test 
will not show significance, thereby kicking the grid point out of the significant results (Yu et al. 
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2018). This approach makes sure there is a feedback value at each grid point, while producing 




EOF analysis has been widely employed to study the dominant spatio-temporal patterns of 
atmospheric variables (Obukhov 1947, 1960; Fukuoka 1951; Lorenz 1956; Hannachi et al. 2007) 
and SSTs (Lagerloef and Berstein, 1988; Keiner and Yan, 1997). In the oceanic basins, the 
leading EOFs provide a realistic representation of naturally occurring dominant modes of SST 
variability. In our analysis, we extracted the two dominant modes of variability for the seven 
oceanic sub-basins. The PCs of these fourteen leading modes are combined into a set of EOFs 
that represent the oceanic forcing. 
 
3.1 Oceanic and Terrestrial Forcings 
3.1.1 Oceanic Forcings 
In this analysis, we highlight four of the fourteen oceanic modes extracted using EOF 
analysis. These modes represent oceanic spatial patterns that have been previously identified in 
the literature, and have a pronounced effect on the general circulation. Figure 1 shows the 
dominant SST EOFs of the tropical Pacific ocean (TP1), tropical Atlantic ocean (TA1), Indian 
ocean (I1) and north Pacific ocean (NP1), and their corresponding PCs for the August-November 
(ASON) season during the period 1981-2014. TP1 (Fig. 1a) represents the cold phase of El Niño 
Southern Oscillation (ENSO) mode – a La Niña pattern with the characteristic cold tongue 
feature in the central and eastern tropical Pacific (Philander 1990) explaining 56.82% of the 
variability. The corresponding PC series correlates significantly with the Oceanic Niño Index (r 
= −0.935, p ~ 0; not shown here). Its pronounced effect on the global circulation is well 
documented. TA1 is similar to the cold phase of tropical Atlantic Niño mode (Merle 1980; 
Zebaik 1993, Chang et al. 2006) explaining 42.60% of the variability. Apart from being a 
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moisture source for LPRB wet season precipitation (Martinez and Dominguez, 2014), many 
studies have indicated that tropical Atlantic has strong influence on the precipitation of tropical 
South America through interannual SST variability (Moura and Shukla, 1981; Hasternrath 1984; 
Nobre and Shukla, 1991). The dominant mode of the Indian Ocean (I1; 42.46%) represents the 
warm phase of Indian Ocean basin mode (Klein et al. 1999; Xie et al. 2002). The dominant mode 
in the north Pacific ocean (NP1) shows a horseshoe type pattern with cold anomalies along the 
Kuroshio-Oyashio extension region and warm anomalies surrounding it. This pattern represents 
the warm phase of the Pacific Decadal Oscillation (PDO) mode (Zhang et al. 1997; Mantua et al. 
1997) explaining 28.20% of the variability, and the corresponding PC series is significantly 
correlated with the PDO index (r = 0.935, p ~ 0; not shown here). 
 
3.1.2 Terrestrial Forcing 
 Past studies have successfully used GEFA to isolate the land surface feedback from that 
of oceanic forcings (Wang et al. 2014; Yu et al. 2017). These studies use time series of spatially 
averaged NDVI as the terrestrial forcing in the GEFA forcing matrix. However, the 
hydroclimatic response of LPRB to sub-basin scale land cover changes varies depending on the 
region (Lee and Berbery, 2011). For this reason, in this analysis we use sub-basin scale patterns 
of variability. In a similar manner as the oceanic forcing, EOF analysis provides a way to reduce 
the dimensionality of the data while retaining the spatial pattern.  
We consider MOD6 EVI as a benchmark for validating the results from the longer term 
datasets. EOF analysis, applied to the monthly vegetation indices from the shorter MOD6 EVI 
dataset (2000-2017) reveal a dominant, basin-scale dipole mode of vegetation variability with a 
consistent spatial pattern for each month in the ASON season (fig. 2a). This mode explains 
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15.06% of the vegetation variability. The spatial pattern depicts a basin-wide dipole of 
vegetation anomalies with greening (positive VI anomalies) to the north and browning (negative 
VI anomalies) to the south. This pattern suggests a differential response of the northern and the 
southern parts of the basin, to the forcings that shape vegetation variability, in the years when 
this mode is active (characterized by high positive and low negative PC values). This mode is 
hereon after referred to as the La Plata vegetation dipole (LP1). 
To generate a robust, dominant long term forcing for the GEFA framework, similar 
analysis was performed on the longer term vegetation datasets (VIP EVI and GIMMS NDVI) for 
the ASON season during 1981-2014. The identification of a long-term vegetation forcing was 
treaded carefully due to the multi-sensor nature of the datasets, known issues with the AVHRR 
reflectance data prior to 2000, and the difficulty in interpretation of EOFs since physical modes 
do not always have to follow the orthogonality constraint (Hannachi et al. 2007). The first 
dominant mode of VIP EVI dataset (not shown here) shows basin-wide greening, except for 
small regions of localized browning in the eastern and western parts of the basin centered around 
20°S latitude. This mode explains 21.83% of the variability. However, this mode does not 
correspond to any of the first 3 dominant modes of MOD6 EVI that together explain 51.40% of 
the variability. Hence we do not choose this mode as the dominant vegetation forcing. 
The second dominant mode from both the datasets (fig. 3) depicts a basin-wide dipole of 
vegetation anomalies, with greening to the north and browning to the south. The spatial structure 
of both the positive and the negative vegetation anomalies is consistent among all three datasets 
for the dipole mode, i.e. LP1. The PC series of this dipole mode from the three datasets are 
positively correlated (r-value between MOD6 EVI and VIP EVI is 0.96; between MOD6 EVI 
and GIMMS NDVI is 0.85) significant at the 95% confidence interval in the overlapping years of 
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2000-2014 (fig. 2b). In the analysis that follows, the PC time-series were detrended to remove 
any long-term signals, thus isolating the inter-annual variability, which is the focus of the 
analysis.   
Natural modes of variability in the land surface have been relatively less explored than 
the ocean and atmosphere modes of variability. For this reason, we further analyze this dominant 
vegetation pattern. To investigate the possible first-order controls on the observed sub-basin 
scale vegetation variability, the LPRB was divided into 2 non-overlapping parts – north 
(NLRPB; 14°S-26°S, 43°W–60°W) and south (SLPRB, 26°S-38°S, 57°W–67°W). This division 
is consistent with the observed dipole. The division along 26°S is conveniently based on MODIS 
global land cover type data such that NLPRB mainly covers savannas/woody savannas and 
croplands, along with deciduous broadleaf forest toward the central LPRB region, whereas 
SLPRB primarily contains croplands and grasslands (not shown here; see Lee and Berbery, 
2011). Figure 4 shows the lagged correlation led by precipitation (from UDEL dataset), between 
spatial average vegetation index for the month of September and spatial mean of monthly 
precipitation for the period 1981-2014 for NLPRB and SLPRB. The axis labels indicate the 
precipitation month. For example, Sep refers to the vegetation index and precipitation of the 
same month, i.e. September, whereas Apr(-) depicts the correlation between vegetation index of 
September and precipitation of April earlier in the same year. Other months in the season 
(August, October and November) show similar results. Vegetation in NLPRB responds 
positively and at short timescales (significant positive correlation coefficients for lag times of 0-2 
months) to changes in precipitation. This suggests a rapid response of vegetation variability to 
precipitation forcing. Vegetation in SLPRB is strongly and significantly correlated with 
precipitation at the end of previous wet season. The peak of the correlation curve appears at a lag 
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of 5 months (April) significant at 95% confidence interval. Similar curves for all other months of 
the ASON season show similar behavior. MODIS collection-6 products (not shown here) also 
show similar results. This robust behavior adds to the physical meaningfulness of LP1. This also 
suggests a possible role of “soil memory” in shaping the sub-basin response, through soil water 
storage, particularly in the SLPRB. Analysis with CRU precipitation dataset also yields similar 
and consistent results as figure 4.  
 
3.2 Tropical Pacific feedback 
 In this section, we describe how the GEFA analysis captures the feedback of 
tropical Pacific SSTs to the climate of the region. Assessment of the atmospheric response to 
SST variability over the tropical Pacific serves as a validation of GEFA and SGEFA’s ability to 
represent the well-studied atmospheric response to ENSO in the presence of additional forcings. 
As shown in the EOF analysis, ENSO is the dominant mode of tropical pacific SSTs (TP1) and 
the forcing represents La Niña (Fig. 1a). We use all 15 forcings (14 oceanic + 1 terrestrial) and 
look at the GEFA response corresponding to TP1. The response is assessed over each 
atmospheric grid point in the domain 160°W-40°E and 15°N-60°S, while the terrestrial air 
temperature and terrestrial precipitation are analyzed over the continent. The feedback matrices 
(units: atmospheric variable per unit forcing variable) have been multiplied by the standard 
deviation of the forcing time-series (units: forcing variable) to quantify the feedback strength, 
i.e. the response pattern represents anomalies (units: atmospheric variable) in the respective 
variable as an isolated response to 1 standard deviation of the forcing mode.  
Figure 5 shows the GEFA response of geopotential heights and winds at 250 hPa, heights 
at 850 hPa, VIMF, and terrestrial air temperature to a La Niña forcing. The upper-air response 
19 
 
shows weak troughing across the tropical Pacific with the strongest cyclonic anomalies off the 
western coast of SA, at the interface between the tropics and subtropics where the climatological 
subtropical jetstream exists. The higher latitudes exhibit increased heights with a wave-train like 
pattern, producing an anti-cyclonic anomaly over southern SA. This dipole pattern of anomalies 
reduces the climatological pressure gradient and favors the expected weakening of the 
subtropical jet during cold ENSO events (Kiladis and Mo, 1998). From a dynamic perspective, 
due to the enhanced subsidence over the central Pacific during La Niña conditions, the Hadley 
circulation can no longer maintain a strong subtropical jetstream (by the large-scale meridional 
flux of westerly momentum). This is evident in the strong easterly anomalies in the Pacific at the 
climatological position of the jet (centered around 30°S) indicating a weakening of the westerly 
jet (Fig. 5a). The anomalous troughing south of SA evident in the 250 hPa heights response, in 
the Bellingshausen sea region, has been observed as a robust feature in all seasons during cold 
ENSO events by Kiladis and Mo (1998). This feature along with increased heights over southern 
SA marks the poleward shift of the polar jetstream due to La Niña. Corresponding shifts in the 
frequency of cyclones due to this shift in the position of storm tracks related to ENSO have been 
found by Sinclair et al. (1997).  
The lower atmosphere (850 hPa) response to La Niña (Fig. 5b) shows significant 
southeasterly anomalies of moisture flux over tropical and subtropical SA, with strongest 
anomalies centered around the tripoint between Bolivia, Brazil and Paraguay. The pattern is co-
located with the climatological position of the South American Low-Level Jet and favors the 
weakening of the jet (Marengo et al. 2004). The South American Low-Level Jet brings moisture-
laden winds from the north into LPRB. This reduced moisture flux into the region suggesting 
low-level divergence is in agreement with past studies (Ropelewski and Halpert 1987, 1989; 
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Aceituno 1988; Grimm et al. 1998; Grimm 2003; Grimm and Ambrizzi, 2009). The associated 
subsidence over the LPRB region leads to clear skies enabling more shortwave radiation to reach 
the surface, thereby increasing the net radiation absorbed by the surface. This is reflected in 
higher than normal temperature in central LPRB as captured by GEFA (Fig. 5c). 
Figure 6 shows the GEFA and SGEFA response of precipitation over LPRB due to a La 
Niña forcing. Results from all the datasets consistently show a basin-wide reduction in 
precipitation over LPRB and enhanced precipitation over tropical Amazonia. The spatial 
agreement between the results suggests that GEFA and SGEFA are capturing a robust climate 
response to SST anomalies related to La Niña. In terms of magnitude, SGEFA seems to capture 
more realistic anomalies when compared to previous studies, with precipitation anomalies 
ranging between 1-2 mm/day (negative). This also shows the effectiveness of the AIC approach 
in reducing the error associated with GEFA. In conclusion, this technique recovers the classical 
atmosphere response to La Niña, which is characterized by the tropics-tropics and the tropics-
extratropics teleconnections. 
 
3.3 Feedback Response due to vegetation changes in the La Plata River Basin 
3.3.1 Observed response 
 As shown in the EOF analysis, the terrestrial forcing represents a dipole anomaly in 
vegetation index characterized by greening over NLPRB and browning down of SLPRB. In this 
section, we analyze how the different atmospheric variables respond to this dominant mode of 
terrestrial forcing. Figure 7 shows the response of geopotential heights (850 hPa and 250 hPa), 
VIMF, 250-hPa winds, and terrestrial air temperature due to LP1. The 250-hPa pattern (fig. 7a) 
shows increased height anomalies over central and south LPRB with significant basin-wide anti-
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cyclonic wind anomalies centered around 30°S off the Atlantic coast. The wave activity in the 
upper-air GEFA response resembles the non-local Rossby wave response to tropical sources of 
diabatic heating (Gill 1980; Hoskins and Karoly, 1981). The response of the lower atmosphere 
(fig. 7b) shows an increase in northerly moisture transport from the tropics into the LPRB, and a 
strengthening of the anti-cyclonic anomaly over the region of south Atlantic subtropical gyre that 
leads to an increase in the transport of northeasterly oceanic moisture into LPRB. The moisture 
flux anomalies maintain a northerly direction over the basin indicating the increased southward 
penetration of moisture into LPRB. The anomalous high pressure off the southeastern coast, 
apart from setting up an anti-cyclonic circulation that can increase the transport of oceanic 
moisture into LPRB, can also play a role in preventing the tropical moisture flux from exiting the 
LPRB from a northern latitude, thus supporting a north-south circulation across the basin.  
 The temperature response shows an increase in surface air temperature over central and 
south LPRB with the highest anomalies of 1.2°C. An interesting feature is the increase in 
temperature over north Argentina, encompassing the region dominated by the Northwestern  
Argentinian Low (NAL; Seluchi et al. 2003). Past studies have concluded that NAL is sensitive 
to augmentation of surface properties and a deepening of the NAL leads to an acceleration of the 
northerly flow across LPRB and changes in the intensity and position of precipitation (Ferreira et 
al. 2006).  
Figure 8 shows the response of MSLP, VIMFD, and vertical velocity at 500 hPa. The 
MSLP (hPa anomaly) results show strong positive anomaly off the coast over the subtropical 
Atlantic and reduced surface pressure over southern South America, favoring a strong northerly 
circulation across the basin as seen in previous results. The response pattern of total column 
moisture flux divergence (kg m-2 s-1 anomaly) and 500 hPa vertical velocity (Pa s-1) have been 
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analyzed over a smaller domain encompassing the LPRB. The 500 hPa level is chosen as the 
approximate level of non-divergence and strongest vertical motion on a synoptic scale. The 
results consistently show 3 centers of anomalously strong flux convergence (negative 
divergence) and upward motion (negative velocity in pressure units) over – a) central and 
western LPRB, b) Atlantic ocean southeast of LPRB, and c) southern LPRB. 
 Figure 9 shows the response of precipitation from 2 different forcing datasets, as 
evaluated using GEFA as well as SGEFA. The results show significant increase in precipitation 
over central and south LPRB as an isolated response to LP1. Both full and stepwise GEFA agree 
on the spatial pattern of the response. Similar to the response to TP1, SGEFA results are lower in 
magnitude than GEFA results. Results from the CRU dataset (not shown here) show consistent 
findings. 
 
3.3.2 Proposed mechanism 
The greening up of NLPRB (positive vegetation index anomalies) results in a reduction 
in surface albedo as greener, more dense vegetation darkens the surface as compared to sparse 
vegetation and/or bare ground. This would lead to an increase in the net radiation (RN) at the 
surface, thus making more heat energy available for the surface sensible (H), latent (LE) and 
ground (G) heat fluxes. The resultant net column warming reduces the surface pressure and the 
moisture-laden winds from the Atlantic and the Amazon gush into the region. This increase in 
the moisture transport into the region is reflected in the response pattern of vertically integrated 
moisture flux (Fig. 7b). The change in the vegetation would alter the surface water budget 
through increased transpiration from the leaves. This would lead to an increase in LE and a 
reduction in the Bowen ratio. Segal et al. (1995) showed that a smaller Bowen ratio, with the 
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same value of RN, leads to an increase in the thermodynamic potential for deep cumulus 
convection. 
SLPRB behaves differently than NLPRB in terms of the distribution of energy at the 
surface due to its different land cover (mainly croplands and grasslands). The surface energy 
budget is largely dominated by latent heat flux as compared to sensible heat flux. The diurnal 
cycle of sensible and latent heat fluxes from 4 years (2009-2012) of Fluxnet data at Virasoro site 
(28°3´S, 56°5´W) in northeast Argentina and the area-averaged diurnal fluxes in SLPRB from 
WRF simulations done by Lee and Berbery (2011) both confirm this finding. A reduction in 
evapotranspiration and soil moisture as a result of the browning will significantly affect latent 
heat flux. The increase in local temperature due to LP1 in central and south LPRB thus indicates 
an increase in the sensible heat flux at the expense of latent heat flux to balance the net radiation 
at the surface. This anomalous heating leads to a warming of the boundary layer and a reduction 
in surface pressure (shown in fig. 8a, as MSLP feedback), thus breaking the thermodynamic 
barrier for southward transport of the moisture into SLPRB (shown in fig. 7b, as moisture flux 
feedback). The enhanced moisture can potentially come from all three sources – tropical 
Amazon, subtropical Atlantic and advection of increased evapotranspiration from NLPRB, and 
needs to be examined in future work. The induced northerly circulation is supported by the 
dipole feedback of MSLP (fig. 8). 
The changes in NLPRB and SLPRB result in increased moisture transport into central 
and south La Plata. Additionally, the existing climatological convective instability (Zipser et al. 
2006; Salio et al. 2007) is conditioned by increased sensible heat flux, thus providing a positive 
feedback to precipitation over the region, as an isolated response to the vegetation dipole (fig. 9). 
Notably, WRF sensitivity tests done by Ferreira et al. 2006 suggest that deepening of the NAL 
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by drier surface conditions led to a southward shift in the precipitation systems and in anomalous 
intensification of the rain over SLPRB. 
The observational framework is limited by the availability of long-term accurate datasets. 
These results should be regarded as a first-order evidence of the existing link between land 
surface variability and seasonal climate. A more detailed modeling framework that incorporates 
the inter-annual variability of land surface is required to narrow down the exact mechanisms. 
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4. CONCLUSION AND DISCUSSION 
 The current study isolates the impact of the vegetation inter-annual variability across the 
LPRB on the climate of South America, using multiple observational datasets analyzed using the 
multi-variate statistical framework GEFA and stepwise GEFA (or SGEFA). This is a first 
observational evidence of the local and remote effects of LPRB vegetation on South American 
seasonal climate at a regional scale. This work builds on past understanding of land-atmosphere 
interactions that has come from numerical modeling studies, e.g., Lee and Berbery (2011).  
The assessment of vegetation feedback using observations is particularly challenging because the 
response of the atmosphere to vegetation is modest as compared to its internal variability, 
making it difficult to isolate. The presence of other forcings such as oceanic SSTs also influence 
the response. The short length of available datasets poses yet another limitation as the feedback 
response can be associated with large sampling errors. While past studies have assessed this 
response in a numerical modeling framework, this is a first attempt at understanding the local 
and remote influence of LPRB vegetation to the South American climate using observations. The 
identification of the vegetation forcing is accomplished using multiple satellite datasets. The 
dominant vegetation forcing, extracted using EOF analysis, consists of a dipole of vegetation 
anomalies with greening to the north and browning to the south of the LPRB. Lagged regional 
correlation analysis of vegetation indices with precipitation shows the differential sub-basin scale 
behavior of LPRB and adds to the physical meaning of the chosen EOF. The GEFA framework 
is first validated against the well-studied response to the ENSO forcing. The results, compared to 
past studies, clearly show the capability of this technique to isolate the response signal in the 
presence of other forcings. We apply the same framework to extract the vegetation feedback 
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using two different vegetation index datasets, as well as two different terrestrial precipitation 
datasets, for the austral Spring season (SON). 
 The results indicate a robust signal in the atmospheric response due to LPRB vegetation 
forcing during this season, characterized by both local and non-local effects. The greening up of 
NLPRB conditions the atmosphere for increased transport of moisture into the basin. This 
feedback is characterized by increase in net radiation at the surface and enhanced 
evapotranspiration. The browning of SLPRB modulates the surface energy distribution. The 
increased surface air temperature, due to the increase in sensible heat flux, leads to a decrease in 
surface pressure. This results in the deeper penetration of moisture into LPRB, and a 
precipitation surplus over central and southern parts of the basin. The impact on seasonal LPRB 
precipitation is of great importance for the region, as precipitation fuels hydroelectricity that 
along with rain-fed agriculture forms the backbone of the economy of the five countries within 
the LPRB. Our results also suggest significant wave activity in the upper atmosphere as an 
isolated response to LP1. Analysis of the upper-level wave activity is outside the scope of this 
paper. 
 It should be kept in mind that the current results are based on a linearity assumption of 
the GEFA and SGEFA statistical framework. In the real world, however, vegetation feedbacks 
can be non-linear (Zeng et al. 2002; Zhou et al. 2003). Higher-order effects and lag times greater 
than one month have not been explored yet. The spatial consistency between results from 
different datasets imparts confidence but further analysis is required to assess the accuracy of the 
magnitudes. The accuracy of this analysis is also limited by the errors in observations, and the 
short length of available data for a statistical analysis. Wang et al. (2014) showed that GEFA 
results using 25-year data contains large sampling errors. The current analysis addresses some of 
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the shortcomings pointed out in previous studies, e.g. the application of SGEFA overcomes some 
of the sampling errors through elimination of unimportant forcings. Furthermore, Richman 
(1986) and Hannachi et al. (2007) have reviewed a number of possible inherent disadvantages of 
unrotated PCs and EOFs when extracting individual modes of data variability in exploratory 
sciences. For example, Horel (1981) shows that if the first EOF has a constant sign over its 
domain, the second EOF generally exhibits a dipole nature with the zero line going through the 
maxima of the first EOF. The observed set of EOFs in this study case does not correspond to the 
orthogonality constraint pointed out by Horel (1981).  
Future work would also need to address the relevance of other modes of vegetation 
variability, other seasons, higher order SST modes, and the impact of forcings other than SST 
and vegetation (e.g., Amazon vegetation). More importantly, narrowing down the exact 
mechanism of the modulation of the circulation at a continental scale and the southward 
enhancement of the northerly moisture flux by the observed vegetation dipole, and assessing the 
relative importance of different moisture sources, would be the focus of our future work. An 
advanced modeling framework such as the Advanced Research Weather Research and 
Forecasting model (Skamarock et al. 2005) combined with newly developed water vapor tracers 
(Insua-Costa and Miguez-Macho 2017, Miguez-Macho et al. 2013; Dominguez et al. 2017) can 
prove crucial in improving the hydroclimate predictability over the most heavily populated and 
economically active region of South America where seasonal forecasts are crucial for the 









Fig. 1. Observed EOF1 (unitless) and PC1 (°C) of monthly (a)-(b) tropical Pacific, (c)-(d) 






Fig. 2. (a) Observed EOF1 of monthly MODIS collection 6 EVI over LPRB in ASON season. 
(b) Corresponding PC1 from MODIS collection 6 dataset (black line), PC2 from VIP EVI (blue 
line) and PC2 from GIMMS NDVI (green line) for the same region and season. The latter two 




   
 
Fig. 3. Observed EOF2 and PC2 of monthly (a)-(b) VIP EVI, and (c)-(d) GIMMS NDVI 





Fig. 4. Lagged correlation analysis for 34 years (1981-2014) of September regionally averaged 
vegetation index with lagged monthly precipitation over NLPRB [14°S-26°S, 43°W–60°W] and 
SLPRB [26°S-38°S, 57°W–67°W]; led by spatially averaged precipitation lagged successively 
by one month. Vegetation index from (a) VIP EVI, and (b) GIMMS NDVI dataset. Circular 
markers denote correlation values significant at the 95% confidence interval. Note the 





Fig. 5. Observed response pattern of (a) geopotential height (m) and wind (m s-1) at 250 hPa, (b) 
geopotential height (m) at 850 hPa and vertical integral of moisture flux (kg m s-1) from ERA-
Interim Reanalysis dataset, and (c) terrestrial air temperature (°C) from the University of 
Delaware dataset, to La Niña forcing during SON. Hatching indicates 90% statistical 





Fig. 6. Observed response pattern of precipitation (mm day-1) to the La Niña forcing during SON 
using (a)-(b) VIP EVI, and (c)-(d) GIMMS NDVI vegetation index dataset; feedback isolated 
using full GEFA for (a),(c) and stepwise GEFA (or SGEFA) for (b),(d). Precipitation data 
obtained from the University of Delaware dataset. Hatching indicates 90% statistical significance 




Fig. 7. Observed response pattern of (a) geopotential height (m) and wind (m s-1) at 250 hPa, (b) 
geopotential height (m) at 850 hPa and vertical integral of moisture flux (kg m s-1) from ERA-
Interim Reanalysis dataset, and (c) terrestrial air temperature (°C) from the University of 
Delaware dataset, to LPRB vegetation forcing during SON. Hatching indicates 90% statistical 





Fig. 8. Observed response pattern of (a) mean sea level pressure (hPa), (b) vertical integral of 
divergence of moisture flux (kg m-2 s-1), and (c) vertical velocity (Pa s-1) at 500 hPa from ERA 
Interim reanalysis dataset, to LPRB vegetation forcing during SON. Hatching indicates 90% 





Fig. 9. Observed response pattern of precipitation (mm day-1) to the LPRB vegetation forcing 
during SON using (a)-(b) VIP EVI, and (c)-(d) GIMMS NDVI vegetation index dataset; 
feedback isolated using full GEFA for (a),(c) and stepwise GEFA (or SGEFA) for (b),(d). 
Precipitation data obtained from the University of Delaware dataset. Hatching indicates 90% 
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