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Abstract-We study a single server queue with deterministric arrivals to find the optimal interarrival time. 
No analytically tractable solution is available, except in the particular D/M/l case, but under the 
assumption of a phase type service time distribution, the model has a tractable algorithmic solution. 
The purpose of this paper is to present the algorithm for the D/PH/l queue and to demonstrate its 
implementation through interactive computation. The algorithm provides enough information about the 
system to be useful to a variety of problems in engineering design. 
Potential applications are in assembly line industrial processes, particularly those in computer-con- 
trolled, fully automated factories, and also in the selection of a good appointment system. 
1. INTRODUCTION AND PRACTICAL MOTIVATION 
This paper deals with an implementation of algorithmic methods, developed by Neuts[l-31, 
to the solution of an optimal design problem for a single server queue. The origin of the problem 
lies in the practical question of timing the arrivals of work pieces to a machine tool. 
If the cutting speed of the tool is constant and the work pieces are identical, then each item 
spends a constant ime in process, and there is no problem in setting the appropriate interarrival 
time. Suppose however that production requires a more versatile tool which cuts materials of 
varying hardnesses. By installing a sensor of the hardness of the material, it becomes feasible to 
increase or decrease the cutting speed adaptively during the processing of each item. The 
former reduces processing time; the latter may be desirable to reduce tool wear. For a machine 
with this feature, the service time is random. Its underlying distribution may usually be 
represented by a continuous phase type distribution. 
The problem is that of finding the optima1 interarrival time a in a single server queue with a 
PH-service time distribution with representation (p, S) of mean p: and constant interarrival 
times. The particular D/M/I case is somewhat ractable analytically and was discussed by 
Jansson [4]. Even in that case, the determination of the “optimal” value of II ultimately depends on 
numerical comparisons. There are no realistically useful cost criteria for which the optimal 
interarrival time is available in an explicit analytic form. 
In our discussion, the cost criteria will not be stated explicitly. In fact, practical decisions 
usually involve several quantifiable criteria, together with vaguer ones such as the desirability 
of allocating a given space for in-process inventory. Our purpose is to have the algorithmic 
solution provide as much useful numerical information as possible. This can either be sum- 
marized into specific cost functions or presented as it is for the consideration of a design 
engineer. We assume throughout hat the queue is in steady-state. For most processes, which 
deal with an ongoing flow of work pieces, this is not a limitation. 
Useful items, in order of the computational effort required for their evaluation are (1) the 
fraction of time the machine will be idle, (2) the stationary probability that an arriving work 
piece does not have to wait, (3) the means and standard eviations of the queue length and the 
waiting time distributions at arrivals and at arbitrary times, (4) the distributions of the queue 
length at arrivals and at arbitrary times, (5) the distribution of the waiting time of arriving 
customers and of the virtual waiting time or server backlog. 
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The waiting time distributions are most conveniently reported by printing sets of selected 
percentage points, but these still require the evaluation of the distributions and involve 
somewhat longer computation times than the other items. 
Only the fraction of idle time is explicitly available and is given by 1 -p = 1 - &/a. In order 
for the queue to be stable it is necessary that a > CL;. Since it is clearly undesirable to have the 
machine idle most of the time, a maximum value e for the quantity 1 - pi/a is prescribed. This 
leads to 
a I (1 - E)-’ PCL; = urnax. 
The values of a, which are considered in the algorithmic search, have now been constrained to 
lie in the interval (~1, u,,,]. 
2. REVIEW OF MATHEMATICAL BACKGROUND MATERIAL 
The material on phase type (PH-) distributions and on the algorithmic solution to the 
D/PHI1 queue is treated in detail in Neuts [l-3]. For the sake of completeness, the essential results 
used in this paper will be stated without proofs. 
(a) PH-distributions 
A probability distribution F( 4 ) if of phase type if it is the distribution of the time till 
absorption in a finite-state Markov process with one absorbing state and all other states 
transient [ I]. 
The corresponding enerator Q of the Markov process is of the form 
(1) 
where S is a nonsingular matrix, say of order m, with negative diagonal and nonnegative 
off-diagonal elements. The row-sum vector Se = -9, is nonpositive. In general, the initial 
probability vector of the process is of the form [/3, &,,+J, but since F( + ) will play the role of the 
service time distribution, we set &,,+, = 0, throughout. 
The distribution F( * ) of the time till absorption, here the service time distribution, is given by 
F(x)=l-/?exp(Sx)e, forxr0 (2) 
and its mean is given by 
CL; = -/3S’ e. (3) 
The class of PH-distributions in highly versatile. It includes i.a. all finite mixtures of 
(generalized) Erlang distributions. In order to appreciate the wide qualitative variety of 
PH-densities, the reader may consider Fig. 1, where a number of densities obtained by mixing 
two Erlang densities are plotted. 
In defining a renewal process of phase type, we assume that, each time an absorption into 
m + 1 occurs, the chain is instantaneously restarted by performing an independent multinomial 
trial with probabilities p,, &. . . , p,,, to select the new initial state. The successive visits to the 
instantaneous state m + 1 then form a renewal process. Letting N(t) be the number of renewals 
(for service completions) in (0, t] and J(t) the state of service at time t-, we define the matrices 
P(t t) = {P,(k, t)}, k 2 0, t 2 0, by 
Pij(k, t) = Pt{N(t) = k, J(t) = jlN(0) = 0, J(0) = i}, for 1 s i, j 5 m. (4) 
As natural analogues of the corresponding equations for the Poisson process, the matrices 
P(k, t) satisfy 
P’(0, t) = P(0, t) s, 
P ‘(k, t) = P(k, t) S + P(k - I, t) S” j3, k L I, 
P( k, 0) = Sk0 I. 
(5) 
(b) The D/PHI1 queue 
The D/PH/l queue is the single server queue with regular arrivals, a units of time apart, and 
a service time distribution F( * ) of phase type. 
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Fig. I. 
The D/PHI1 queue is first considered at points of arrival. Let Z, denote the queue length 
immediately prior to the rth arrival; J, is the state of service immediately after thr rth arrival and 
a is the interarrival time. The time origin is chosen at an epoch of arrival. The sequence of 
triples {(Ir, J, a), r 2 0) is then a Markov renewal sequence on the state space E = {(i, j, a), i 2 0, 
1 I j 5 m, a 2 O}. Its transition probability matrix is of the form 
P(a) = 
Beta) A,(a) 
B,(a) AI(U) Aota) 
Ma) A,(a) A,(a) Ao(a) 
&a) A,(u) Ak_du) . . . A,(u) Ao(u) 
where A,(u) = P(k, a), and &(a) = $ A,(u) B” = e * /3, is the matrix whose rows are all 
r=k+l 
equal to the vector 6. 
The matrices Ak(u) represent he possible changes in the queue length and service phase 
from one arrival epoch to the next. In the first column of matrices in p(u), the element 
[Bk(a)]jh represents the probability that, starting from an arrival and from state (k,j), the queue 
empties out before the next arrival, and the next arriving customer starts service in state h. 
LEMMA 1 
If the Markov chain P(u) is positive recurrent, the matrix R, which is the minimal 




has spectral radius less than one and is strictly positive. 
P(u) is positive recurrent if and only if the classical stability condition u > & holds. 
THEOREM I 
The stationary probability vector at arrivals x = [Q, xl, x2. . .I, partitioned into m-vectors, is 
given by 
xk=CPRk, fork20 (8) 
where C = [/3(1- R)-’ e]-‘. The probability that an arriving work piece finds the queue length k is 
given by xk e. 
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COROLLARY 1 
The mean Li and standard eviation Q, of the queue length density at arrivals are given by 
Li = C/3(1 - R)-‘e - 1, (9) 
gLL, = {C/3[2(1- R)-3 - (I - R)-*I Re- L,*]“*. (10) 
THEOREM 2 
The stationary probability vector at an arbitrary time is y = [yo, y,, y2, y3,. . .], where 
Yo = 1 - PI 
yk=u-‘C~Rk-‘(R-RBM-z)S-‘, forkzl. (11) 
The vector y may be interpreted as follows. Let 0 be an arrival epoch in steady state and t a 
point chosen at random uniformly on (0, a), i.e. before the next arrival. y. is then the probability 
that the queue is empty at time t. Globally, y. represents he fraction of time that he queue is empty. 
Similarly y& k 2 1,l 5 j I m, is the probability that at time t there are k work pieces 
(customers) in the system and that the service is in phase j. The fraction of time that there are k 
work pieces in the queue is given by yke, for k 2 1. 
COROLLARY 2 
The mean L2 and standard eviation ur? of the queue length density at an arbitrary time are 
given by 
L2 = pL, - u-’ @(r-R)- S-’ e, (12) 
uL2 = {p@[2(1- R)-3 - (I - R)-*] Re - u-’ C/3[2(1- R)-* - (I - R)-‘1 S-’ e - L:}“*. (13) 
In discussing waiting times, we are interested in the length of time an arriving customer waits 
before entering service under the first-come, first-served iscipline, and also the virtual waiting 
time or length of time a virtual customer would have to wait if he joined the queue at some 
arbitrary time t. The latter may be interpreted as the !erver backlog. We denote the stationary 
distributions of these waiting times by W( * ) and W( - ), respectively and use asterisks to 





transforms of the waiting time distributions W( * ) and I&‘( - ) are 
W*(s) = C/l kzo R’[sZ - S)-’ !3“ #?I’ e, (14) 




The mean and standard deviation of the distribu$on W( - ) denote9 by ti and u,,,, 
respectively, and the mean and standard eviation of W( * ), denoted by W and uo, respec- 
tively, are given by 
ti=U L*-pi, (16) 
uw = {2C/3 [(pi)* U3 e + I& U* e - pi U* S-’ e + US-* e] - FV*}“*, (17) 
@=p~+:u-‘~;, (18) 
u~={~u-‘C/~(Z-R)-‘[(~~)* U*Te+i& UTe-pi UTS-‘e+ TS-*e]- $}I’* (19) 
where U = (I - R)-‘R, T = (R - RBw - I) S-‘, and pi = 28 S-* e, is the second moment of the 
service time distribution. 
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THEOREM 4 [3] 
The distribution W( * ) is given by 
W(x) = I- CpRe(x) SO, for x 2 0 
where 8(x) satisfies the matrix differential equation 
Q’(x) = 8(x) S + R 0(x) So fl, 
8(O) = V” = (I-R)-’ (R -RI?@‘- I). 
The distribution cfi is given by 
I@(x) = 1 - p + II-’ C/&,(x) 9, for x B 0 
where @,( * ) satisfies 
$(x) = @(x) S + @(x), 
9,(O) = 0. 
@( * ) is given by 
‘!‘(x) = - @’ S - R 43(x) Sop, 
where & - ) satisfies the matrix differential equation 
6’(x) = 8(x) S + R 8(x) S’fi, 
b(O) = @’ = - V” S-’ + R vO(I - Bw)S-‘. 








THEOREM 5 [31 
W( . ) satisfies 
W(x) = 1 - k e+ + o(e+), as x + 03. (26) 
@( - ) satisfies 
L@(x) = 1 - k^ e-* + o(e+), as x +m. (27) 
The constant k is given by k = Cv(l - q)-’ @u”, while k^ satisfies 6 = (a@’ Cj3u”. q is the 
maximal eigenvalue of the positive matrix R and satisfies 0 < T < 1. Y’ is the right eigenvector 
of R corresponding to r), - LJ is the eigenvalue of maximal real part of the matrix S + #‘j? and 
satisfies - 6 < 0. 
3. ALGORITHMIC PROCEDURES 
To generate numerical examples for the D/PHI1 algorithm, we wrote a FORTRAN code in a 
conversational mode for which the user may provide a phase type service time distribution 
(/I, S) of order m I 20. S is normalized to scale the time unit, so that the mean service 
time II; is one. In one execution the user may obtain results for several interarrival times a, 
which he provides in an increasing sequence in terms of the resealed time units. 
For each interarrival time u, the output consists of the traffic intensity, the queue length 
distributions and the means and standard eviations of the queue length and waiting times at 
arrivals and at arbitrary times. Since the waiting time distributions W(e) and I@(.) involve 
more computational effort than the other quantities, they are evaluated at the user’s discretion 
(a) Computation of the matrices P(k, a) 
The computation of the matrices P(k, a), k 2 0, a > 1, which solve the system (5) at t = Q 
can be efficiently performed by using a fourth order Runge-Kutta method with step size 
h = 0.01, which is 1% of the mean service time. 
Since the system (5) is infinite, it is clear that an appropriate truncation is necessary. However, 
care must be taken to avoid introducing additional errors in the computations (aside from the 
numerical approximation) because all numerical results for the queue depend on the matrices 
PM, a). 
We used the following properties of the matrices P(k, t) to systematically truncate the system (5). 
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(1) For any fixed k, P(k, t)-+O as f+=, (2) for any fixed t, P(k, t)+O as k+r, (3) E P(k, t) is 
stochastic and is given explicitly by kio P(k, t) = exp (Q* t) where Q* = S + S” 8. 
k=O 
In practice, we use these properties to adaptively truncate the system (5) at upper and lower 
indices N,(t) and N,(t) respectively. Through this procedure, we avoid the round-off error and 
underflow that occur in computations with very small numbers and still obtain an accurate 
approximation to the exact solution. 
The procedure works as follows. We set N,(O) = 0, and N,(O) = 1, so that only the first two 
differential equations are integrated. The sum of the computed matrices P(0, t) + P( 1, t) remains 
close to exp (Q* t), a stochastic matrix, on some interval (0, t,). We monitor this by keeping track of 
the matrix D = ) exp (Q* t) - kio P(k, t)l. 
When any element of the matrix D exceeds a given tolerance el > 0, the quantity 
max{l -[ i P(k, t)e]i} is computed to determine whether the sum of the computed matrices 
debiates ii&cantly from a stochastic matrix. If that quantity exceeds a prescribed tolerance 
~2 > 0, say at t = t,, then the upper index N2 in increased by one for the next value of t. In 
order to reduce the effect of the systematic error due to truncation, we define P(2, t,) by 
so that at t = t,, the sum of the computed matrices E P(k, t,) is again stochastic. 
k=O 
For higher values of t, the upper index N2(f) is increased by one whenever the sum of the 
computed matrices differs by more than cl from exp (Q*tj and by more than e2 from a 
stochastic matrix. The lower index N,(t) is increased by one whenever the row sums of the 
computed matrix P(N,, t) are less than e2. In the numerical examples presented here, we used 
l l = lo-’ and l 2 = lo-‘. 
This procedure and various accompanying accuracy checks are discussed in greater detail 
in [2]. 
(b) The matrix R 
R can be computed using the iterative scheme 
R(0) = 0, 
R(n) = 2 R’(n - 1) & for nrl, (28) 
=o 
which is terminated when two consecutive iterations differ by no more than 10m8 in each 
element. We used Homer’s method to reduce computation time and storage space in the 
evaluation of the successive right hand sides of (28). 
An alternate scheme for computing the matrix R uses R(0) = 71 eu, as the starting solution. 
Here, n = sp(R), and u is the corresponding left eigenvector of R, normalized so that u e = 1. 
An elementary numerical procedureI yields the value of n and the vector u. The 
Laplace-Stieltjes transform of the service time distribution is given by f*(s) = /3(s1- S)-’ So. 
This transform is a rational function in s and has an abscissa of convergence - r* < 0. f*(s) is 
strictly decreasing on the interval ( - 7*, m) and satisfies f*(O) = 1. 
The Laplace-Stieltjes transform of the arrival distribution in g(s) = eeas. The quantity - 5, 
defined earlier, is the unique solution of 
g( - s) f*(s) = 1 
in (- T*, 0). 77 is then given by 
7 = s(5) 
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and is normalized so that u e = 1. The equation (29) is solved by elementary root finding 
techniques. 
We have found that this alternate method of initializing the iterations for the matrix R yields 
much more rapid convergence, while the effort required tc, obtain R(0) = n eu is mimmal. 
An accuracy check on R is provided by the equality 
Aoe=i R” 2 Ave. 
k=l v=k+l 
which is proved in [2]. 
Once R has been evaluated, the means and standard deviations of the queue length and 
waiting time and the queue length distributions at arrivals and at arbitrary times are easily 
obtained. 
(c) Waiting time distributions 
Since evaluation of the waiting time distributions W( . ) and F#‘( . ) requires that we solve a 
system of mz linear differential equations, the computational effort involved is more substantial. 
To compute W( . ) the system (21) is solved using a fourth order Runge-Kutta method with step size 
h = 0.02. To evaluate @( . ) we solve the same system with the initial condition 6(O) = pi”, as well 
as the system (23). 
We make use of the asymptotic results for the waiting time distributions to expedite the 
computation of W( - ) and @(. ). Computation of the quantities n and - 6, needed in the 
asymptotic formulas (26) and (27), has already been discussed. The right eigenvector of R, 
denoted by u”, is also needed. Once R has been computed, u” is easily obtained by the Power 
Method, an iterative scheme discussed in [5]. 
As x +=, the difference between W(x) and its asymptotic approximation WA(x) tends to 
zero. The same is true for ti(x) and WA(x). We simultaneously evaluate W( . ) and WA( * ) until 
they agree to three decimal places for each value of x at which they are computed over an 
interval of length 0.2. The procedure is stopped when x = .V, such that W(f) 2 0.999. A similar 
procedure is used to evaluate t@( * ). 
4.NUMERICALEXAMPLEANDINTERPRETATIONOFRESULTS 
We compare the results for four phase type service time distributions. The first is an 
ordinary Erlang distribution, while the other three are mixtures of two Erlang distributions. 
Each has mean service time 5, but the standard deviations vary. Let &(v, * ) represent he 
Erlang distribution of k with scale parameter V. The four distributions, their PH-representations 
and standard eviations are given below. 
F,(x) = E5U, xl, 







u = 2.236. 
= s*, 
uZ = 2.490. 
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F,(x) = t Es 6, xl + tEs ($9 x), 
F&J = t Es tf, x) + :E& 1). 
B = (:,o,o,o,o,f,o,o,o,o), 
Graphs of the densities of these four distributions are given in Fig. 1. 
Tables I(a)-(c) report, for different values of a, the means and standard eviations of the 
queue length and waiting time distribution at arrivals and at arbitrary times for each service 
time distribution. The results for each distribution using the same interarrival time are 
compared. 
Table l(a). u = 1.01 Table I(b). u = 1.05 
4 Fz F, F, 
L, 10.192 12.558 19.659 31.527 
q_, 10.044 12.470 19.675 31.639 
L2 10.693 13.060 20.159 32.026 
UL~ 10.047 12.472 19.676 31.641 
Iv 9.800 12.190 19.361 31.346 
or 10.129 12.580 19.859 31.944 
W 10.297 12.687 19.858 31.843 
o,p IO.141 12.591 19.866 31.985 
4 Fz S F, 
Ll 2.167 2.614 3.960 6.207 
%I 2.083 2.582 4.016 6.342 
L2 2.673 3.120 4.462 6.702 
% 2.096 2.592 4.024 6.354 
Iif 1.807 2.276 3.686 6.037 
*Iv 2.112 2.641 4.156 6.610 
I$ 2.292 2.762 4.173 6.527 
w 2.168 2.693 4.202 6.765 
Table I(c). a = 1.10 
FI F2 4 F, 
L 1.137 1.347 1.979 3.037 
=I., 1.127 1.375 2.077 3.195 
L2 1.650 I.858 2.483 3.527 
-1 I.150 1.3% 2.097 3.221 
r?l 0.815 1.044 1.732 2.879 
VW 1.095 1.380 2.173 3.423 
ii 1.286 I.516 2.207 3.359 
ml@ 1.198 1.476 2.256 3.650 
Tables 2(a)-(c) similarly selected percentiles of the waiting time distributions W( - ) and 
@( - ), corresponding to each of the service time distributions. Under each heading, the left 
hand column corresponds to W( * ); the right hand column to @I( - ). 
Table 2(a). a = 1.01 
% Fl F2 F3 F4 
50 6.70 7.20 8.34 8.84 13.26 13.80 21.54 22.08 
60 8.% 9.48 11.14 II.64 17.70 18.20 28.68 29.20 
70 11.88 12.40 14.76 15.28 23.42 23.92 37.86 38.40 
ii 23.00 15 9823.52 16 48 28.58 19 8620.40 9 12 31.46 45 2445.76 32 00 50.82 72 % 51.32 13 48
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Table 2(b). a = 1.05 
% F, F2 & F, 
50 I.14 1.68 1.44 2.00 2.38 2.92 3.98 4.52 
60 1.62 2.16 2.04 2.60 3.32 3.88 5.46 6.00 
10 2.22 2.80 2.80 3.36 4.52 5.08 1.38 1.92 
3.10 3.64 3.88 4.44 6.22 6.76 10.06 10.60 
4.58 5.12 5.74 6.28 9.12 9.68 14.66 15.20 
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Table 2(c). a = 1.10 
% S JS F3 F, 
50 0.42 1.00 0.56 1.16 1.00 1.60 1.78 2.36 
z 0.68 1 001.28 60 0.88 1 2 1.48 8 2.14 1 502.08 12 2.56 3 4.12 3
1.46 2.08 1.86 2.48 3.04 3.64 4.% 5.52 
2.26 2.88 2.86 3.44 4.58 5.16 1.36 1.92 
Table 3 reports the smallest interarrival time for which the mean waiting time at arrivals 
6 5 1.00. The means and standard deviations of the queue lengths and waiting time dis- 
tributions for that value of a are given. 
Table 3. 
a 1.09 1.11 1.17 1.25 
LI 1.254 1.229 1.149 1.127 
OLl 1.230 1.269 1.291 1.328 
L2 1.766 1.741 1.652 1.597 
ffL2 1.251 1.291 1.329 1.397 
w 0.925 0.933 0.933 0.996 
OW 1.209 1.264 1.337 1.465 
k 1.399 1.402 1.392 1 A49 
w 1.304 1.368 1.467 1.694 
The preceding numerical results may be interpreted in qualitative terms. Values of a close 
to one correspond to queues with little idle time, but this is achieved only at the expense of long 
queue lengths and waiting times. This is all the more pronounced when there is greater variability 
in the service times. As a increases, the mean queue lengths and waiting times decrease at the 
expense of more idle time in the system. 
To a design engineer, some of the computed quantities are usually more relevant han others 
for the particular system he is to design and for the associated cost criteria. If an occcasional 
long build-up in the queue does not jeopardize the reliability of the system, an engineer may 
make his decisions on the basis of average values for the queue lengths and waiting times, such 
as those presented in Tables I(a)-(c). He may also be interested in the queue length dis- 
tributions at arbitrary times, from which he can determine the smallest value of a for which the 
fraction of time the queue length exceeds a given maximum L,,, is below a tolerable level. 
In some systems, occasional long queues and waiting times are a hazard. For example, if the 
machine is required to cut the metal above a certain temperature, long waiting times allow the 
work pieces to cool too much to be correctly processed. The designer of such a system would 
be most interested in the waiting time distribution at arrivals. From this, he could determine the 
smallest a for which a specific upper quantile of the waiting time distribution does not exceed a 
given value. 
It is clear from the results that if the average queue length and waiting times or specific 
percentiles of their distribution are constrained to lie below some maximum values, the lowest a 
for which these results are obtained increases with the variance of the service time distribution. 
It should be stressed however that modelling the service times by PH-distributions allows us 
to build in many more qualitative details than a specific simpler parametric family, such as the 
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hyper-exponential distributions. These allow us to choose parameters to obtain a given mean 
and a (larger) standard eviation, but their densities do not exhibit the variety, shown, e.g. in 
Fig. 1. 
A final word on the search procedure for an optimal (or at least desirable) value of a. The 
advantage of searching through increasing values of a lies clearly in the integration of the 
system of difierential equations (5). In practice, we may increase a fairly rapidly, so that we 
quickly reach a value of a for which the cost of idle time outweighs the corresponding 
reduction in the saturation of the queue. We may then backtrack to the preceding value of a by 
simply storing the penultimate set of matrices P(k, a) on a remote medium. Having overshot 
the desirable value of a, we return to the preceding value and proceed from there by smaller 
increments in a similar manner. The same approach may be fruitfully applied to many other 
queueing models, which involve parameters which affect the cost criteria of the service system 
in a highly implicit manner. 
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