Behaviors recruit multiple, mutually substitutable types of cognitive resources (e.g., data acquisition and memorization in comparative visual search), and the allocation of resources is performed in a cost-optimizing way. If costs associated with each type of resource are manipulated, e.g., by varying the complexity of the items studied or the visual separation of the arrays to be compared, according adjustments of resource allocation (''trade-offs'') have been demonstrated. Using between-subject designs, previous studies showed overall trade-off behavior but neglected inter-individual variability of trade-off behavior. Here, we present a simplified paradigm for comparative visual search in which gaze-measurements are replaced by switching of a visual mask covering one stimulus array at a time. This paradigm allows for a full within-subject design. While overall trade-off curves could be reproduced, we found that each subject used a specific trade-off strategy which differ substantially between subjects. Still, task-dependent adjustment of resource allocation can be demonstrated but accounts only for a minor part of the overall trade-off range. In addition, we show that the individual trade-offs were adjusted in an unconscious and rather intuitive way, enabling a robust manifestation of the selected strategy space.
Introduction
A major objective of executive functions (Alvarez & Emory, 2006; Ardila, 2008) is the generation of adequate behavior in order to solve a given task by trading-off the arising costs and benefits. Costs or pay-offs are consequences in such decision making processes, where the relative values of different behavioral strategies are critical and have to be known or learned.
Cost-benefit analyzes are relevant in cognition as well as in economics to promote efficiency. In the field of economics, as example, researchers address the minimum cost flow problem (Ahuja, Magnanti, & Orlin, 1993) . Here, as part of optimization in a deterministic transportation network, cost flows related to transportation demands (time, energy, etc. of industrial goods) should be minimized leading to economically advantageous solutions. Similarly, cognitive heuristics (Marsh, Todd, & Gigerenzer, 2004) discusses cost-benefit balancing on cognitive grounds -as a way of increasing efficiency by applying intuitive, rational, and adaptive decisions based on cognitive and perceptual operations (e.g., ACT-R; Anderson, 1993) . In an ongoing debate, the characteristics of optimality regarding eye movement behavior in visual search (i.e., spatiotemporal characteristics of saccades), is discussed with either statistical models (e.g., bayesian ideal observer analysis; Najemnik & Geisler, 2005) or by simple heuristic rules (e.g., Morvan & Maloney, 2012; Tatler & Vincent, 2009) . In this way, saccadic decisions might be based on a computation that requires knowledge of visual sensitivity maps or on heuristic preferences for saccades of certain lengths (e.g., the tendency to saccade to the center of mass of clusters of objects in the periphery). Additionally, Simon (1955) argued that optimality is not necessarily what biological systems are trying to achieve but instead seeking solutions that are 'good enough' for their purposes and do satisficing (i.e., it is often 'rational' to seek to satisfice in that the process of looking for better solutions/results expends resources).
In cognitive science, comparative visual search (CVS) is a well-established task to investigate decision processes (cost-benefit balancing) under controlled and changing task demands. In CVS subjects have to compare two or more visually separated arrays of items in order to find differences between them (Ballard, Hayhoe, & Pelz, 1995; Bauhoff, Huff, & Schwan, 2012; Hardiess, Gillner, & Mallot, 2008; Pomplun et al., 2001) . When inspecting one of the arrays, information about the other one has to be kept in mind in order to carry out the comparison. re-acquisition of information from the reference array. For an efficient overall strategy, the investment in memorization as well as acquisition (exploration) behavior must be traded-off. Memorization or processing strategies are implemented by visual working memory (WM). Here, the purpose of WM is to enable the short-term retention and manipulation of information in the service of immediate action. Acquisition or sensorial strategies are reflected by gaze movements and involve saccadic (orienting the sensors toward informative areas) as well as fixational (extracting item information) movements.
In general, WM can be defined as a system for maintaining and processing a certain amount of information temporarily for the task at hand (Baddeley & Hitch, 1974; Phillips, 1974) and is subject to temporal (Magnussen et al., 1991; Ploner et al., 1998; Zhang & Luck, 2009 ) as well as storage capacity limitations (Alvarez & Cavanagh, 2004; Luck & Vogel, 1997) . WM representations decay within several seconds when no active rehearsal processes (refreshing of memory) take place (McAfoose & Baune, 2009) . Regarding storage capacity, visual WM processes information of approximately three to five items at a time, but the way of coding such items is debated controversially as object-based (Luck & Vogel, 1997; Vogel, Woodman, & Luck, 2001) , as a collection of separated visual features (Wheeler & Treisman, 2002) , or as a probabilistic feature-store model (Fougnie & Alvarez, 2011) . Additionally, WM capacity limitations are discussed in two lines of theory. The fixed-resource theory (Zhang & Luck, 2008) conceptualizes WM as limited-capacity channel with a fixed number of slots over which observers can flexibly allocate information with fixed precision. In this view, a complex item (object) will allocate more slots for retention than a simple one. The other class of theories (flexible-resource) claims that WM capacity is limited by the availability of processing resources (Bays & Husain, 2008) . Here, the maintenance of an item requires some amount of cognitive effort and applying this effort depletes the resource pool. As a consequence, an observer can either maintain a low amount of precisely-represented or a higher amount of less-precisely encoded items before resources run out.
Several studies could show that the investments in acquisition or memorization were balanced so as to optimize the associated time costs (Ballard, Hayhoe, & Pelz, 1995; Droll & Hayhoe, 2007; Gray et al., 2006; Hardiess, Basten, & Mallot, 2011; Hardiess, Gillner, & Mallot, 2008) , i.e., subjects adjusted the trade-off between acquisition and memorization to minimize overall time when the individual time requirements for the one or other strategy were changed. When overall costs for gaze movements remain low, assumingly the normal state in everyday tasks, subjects will shift the trade-off almost completely to the side of acquisition, i.e., picking up information continuously from the environment just when needed. Such a 'just-in-time' strategy (Ballard, Hayhoe, & Pelz, 1995; Hardiess, Basten, & Mallot, 2011) minimizes the investment in memorization and enables WM capacities for other tasks which have to be carried out at the same time. When acquisition becomes more costly (i.e., by increasing the distance between stimulus arrays and so the time needed to capture the information), it was found that subjects increasingly relied on memory processes rather than on acquisition movements (Ballard, Hayhoe, & Pelz, 1995; Hardiess, Basten, & Mallot, 2011; Hardiess, Gillner, & Mallot, 2008; Inamdar & Pomplun, 2003) . However, the degree of such a shift to memory strategies is restricted by the inherent processing limits of the WM structures involved (see above).
In the present investigation, a simplified desktop version of the CVS paradigm was developed in order to easily manipulate the burden costs and to quantify the strategies for acquisition (gaze shifts between arrays of items) and memorization (fixations needed for information processing within arrays) without measuring gaze behavior directly.
Acquisition costs can be controlled by varying inter-array separation (Ballard, Hayhoe, & Pelz, 1995; Hardiess, Basten, & Mallot, 2011; Hardiess, Gillner, & Mallot, 2008; Inamdar & Pomplun, 2003) . Clearly, spatial separation will always be associated with time needed for re-acquisition (Hardiess, Gillner, & Mallot, 2008) . We therefore developed a task in which re-acquisition time is explicitly controlled. During the CVS task one of the two arrays was covered by an opaque mask that could be switched to the other array by hitting a mouse button.
Memorization costs are determined by the required amount of processing, both in perception and memorization. On the perception side, higher costs arise when items entail more features to be extracted, bound, and recognized. Memorization in CVS becomes more costly with respect to information load and the capacity limit of the WM system (Alvarez & Cavanagh, 2004) , when items increasingly demand encoding, maintenance, recall, and comparison operations. In our study, we therefore varied the complexity of the comparison items effecting perception as well as memorization in WM (Luria et al., 2010) .
Previous studies on acquisition-memorization trade-offs mostly employed between-subject designs. This leaves open the question whether observed strategy shifts result from subject-specific preferences for one or the other strategy, or from adjustments to the cost constraints applied by all subjects in similar ways. In this study, we use a simplified CVS procedure to assess in one within-subject design both, the strategy distribution in the group and the trade-off behavior in each subject.
Material and methods

Participants, apparatus, and stimuli
Twenty nine volunteers (15 males) aged between 22 and 30 years participated in the study. All subjects were naïve to the purpose of the experiment and had normal or corrected to normal vision. All experiments adhered to the Code of Ethics of the World Medical Association (Declaration of Helsinki) and a written informed consent was obtained from each subject prior to participation.
A personal computer (3.1 GHz) running MATLAB (MathWorks Ltd.) was used for stimulus presentation, experiment control, and recording subjects' responses. The software controlling the experiment incorporated the Psychophysics Toolbox extensions (Brainard, 1997) . Stimuli were displayed on a Samsung SyncMaster 931BF monitor (19 00 , 1280 Â 1024 pixel, 60 Hz) driven by the computer's built-in Intel Ò HD Graphics 2000 graphics board. The viewing distance between subject and monitor was 60 cm (chin rest used) and stimuli were viewed in a dimly lit room.
Each trial (stimulus) of the CVS task consists of two columns (separation: 24 degrees of visual angle) with 24 symbols (randomised order) each. Two types of symbols were used (see Fig. 1 ) to manipulate the processing costs: colored circles as low cost items (i.e., color condition; red, green, blue, and black; 0.29°v isual angle) and silhouettes of animals as high cost items (i.e., object condition; black elk, dog, camel, and cow; all leftward-facing; 0.86°visual angle). For the comparison task, the symbol configurations in the two columns differed at one or two random positions (one-and two-differences, respectively). A maximum number of two differences was introduced to avoid premature trial completion. Because subjects did not know the number of differences, they should not terminate the search after detecting the first difference. During all trials an opaque gray mask was always presented, covering either the left or the right column completely (the right one in the beginning of a trial; Fig. 1 ). Between each pair of symbols a black line was always shown (over the mask) guiding the gaze while the mask was presented (see Fig. 1 ). During the course of a trial, subjects had to shift the mask between the two columns by clicking one of the two mouse buttons as often as desired. One of three mask delays were used in each trial to manipulate the costs for acquisition, i.e., the onset of mask movement initiated by the mouse click was delayed for 0.0, 0.5, or 1.0 s, respectively. Both columns were hidden during the duration of the delay and just the black lines remained. In total, each subject had to process 60 trials in random order (2 symbol conditions Â 3 delay conditions Â 10 repetitions = 60 trials) by conducting a within-subject design.
Procedure
The subjects' task in each experimental condition (trial) was always the same: compare the two columns of items to find the number of differences (one or two) as quickly and reliably as possible. After completion of the comparative search, the key 'spacebar' had to be pressed to finish a trial. Afterwards, the identified number of differences had to be reported verbally. The next trial started automatically after a 3-s fixation phase during which a fixation cross was displayed in the center of the screen.
Before the experiment started, subjects had to read a written task instruction. Afterwards, three one-difference and three two-difference trials (containing trials of all conditions) were performed to practise the task (particularly the use of the mouse buttons). Subsequent to this practise phase, the experiment started by presenting the first out of 60 trials. At the end of each set of 20 trials, subjects were allowed to have a break of about five minutes. To avoid the uncontrolled influence of verbal rehearsal possibly applied by the subjects to promote memorization of the stimuli, such processes were inhibited by articulatory suppression in all trials. For this purpose, subjects had to repeatedly say out loud three irrelevant syllables (e.g., 'bla-bli-blu'). In consequence, memory processing was restricted to visual representations in all conditions.
Dependent variables
To investigate the task performance, response time (time for trial completion) as well as error rate (proportion of incorrect trials) were recorded. The two most important measurements (regarding trade-off) were the number of inter-column gaze shifts (i.e. mask switches) and the intra-column processing time. The number of gaze shifts was measured as the number of mouse clicks (to shift the mask) and reflects the acquisition strategy (behavior) by quantifying the number of gaze shifts between the two columns in each trial. The processing time was measured as the averaged time between two consecutive mouse clicks (minus the delay time) and reflects the memorization strategy (behavior) by quantifying the averaged time subjects spent within one column before a gaze shift occurred.
Statistical analysis
All ANOVAs reported here were calculated as repeated measurement ones. Effect sizes are reported using partial eta-squared 
Results
Task performance: errors and overall response times
Error rate was quantified by the proportion of the wrong number of differences reported by the subjects. Here, the type of difference (one-or two-difference) was not considered. In all conditions subjects showed a high level of performance, i.e., on average between 8 and 9 (out of 10) trials per condition were answered correctly (cf. Fig. 2 ). Statistical analysis showed no influence of symbol or delay condition on error rate (Friedman-ANOVA: chi 2 (5) = 9.96, p = 0.08). Since error rates were not normally distributed, the non-parametric Friedman test was applied.
Response time was analyzed by averaging the total time subjects needed to finish a single trial in each condition (Fig. 2) . A two-factorial ANOVA with symbol (color vs. object) and delay condition (0.0, 0.5, and 1.0 s) as factors was conducted. We found significant main effects of symbol type (F(1, 28) = 58.76, p < 0.001, No interaction was found (F(2, 56) = 2.9, p = 0.063, g p 2 = 0.09).
Compared to colored symbols, response time for the object stimuli was significantly increased about 10 s in all delay conditions (see Fig. 2 ).
Adjustment of acquisition and memorization strategies
To quantify acquisition, the number of (inter-column) gaze shifts was identified. As a measure of memorization, the (intra-column) processing time was calculated. Both measures were analyzed for all conditions (see Fig. 3 ).
Irrespective of symbol type, the number of gaze shifts was reduced when delay increased. In contrast, the processing time was found to increase when delay times were prolonged. These effects were significant in a two-factorial ANOVA for each dependent variable; main effect of delay: on gaze shifts (F(2, 56) = 5.57, p < 0.01, g p 2 = 0.17) and on processing time (F(2, 56) = 7.83, p < 0.01, g p 2 = 0.22). Results of the pairwise comparisons between the three levels of delay are shown in Fig. 3 for both measures. As well as delay, also the type of symbol was influential concerning gaze shifts and processing time (see Fig. 3 ). Compared to the color condition, both variables showed significantly increased values in the object condition when applying a two-factorial ANOVA; main effect of symbol type: on gaze shifts (F(1, 28) Interestingly, a left-right asymmetry was found for processing time (Fig. 4) . Here, subjects spent always more time within the left than the right column when processing the symbols. By conducting pairwise comparisons (paired t-tests) this left-right asymmetry effect was found as significant in all conditions (see Fig. 4 ).
Trade-off between acquisition and memorization strategies
Through conducting a complete within-subject design, trade-off variations (adjustments) provoked by all symbol type and delay conditions could be assessed in each subject. In Fig. 5a the distribution of these individual trade-offs are shown as a bivariate regression between the number of gaze shifts and processing time. Subjects employed markedly different strategies ranging from strong acquisition preference (high n, small T P ) to strong memory preference (small n, high T P ). Data regression was calculated as power function relation with r = 0.72. Note that the variance between subjects was much larger than that within subjects (see Fig. 5a ). This effect was further quantified by using a mixed model variance analysis (using the restricted maximum likelihood method as fitting procedure) containing fixed (i.e., delay and symbol) and random (i.e., subjects) factors (predictors). Here, variance components for the gaze shift strategy were calculated with 69.9% for the between-subject and 30.1% for the within-subject (fixed factor) variance. Likewise, the variance components for processing time were 66.4% for between-subject and 33.6% for within-subject variance. Still, the overall processing time, re-calculated from the regression line as T P * n / n À0.15 does not seem to depend substantially on strategy. Interestingly, no subjects where identified using Fig. 2 . Task performance. Error rate (dark gray) and overall response time (gray) averaged over subjects are shown for all experimental conditions (left: color and delay; right: object and delay). Fig. 3 . Adjustment of acquisition and memorization strategies (behavior). Number of (inter-column) gaze shifts as quantity for acquisition (gray bars) and (intra-column) processing time as quantity for memorization (dark gray/striped bars) averaged over subjects are shown for all experimental conditions (left: color and delay; right: object and delay).
small (lower-left region in plot) or large (upper-right region) amounts of both strategies.
Condition related trade-offs between number of gaze shifts and processing time are shown in Fig. 5b . Here, the values are calculated by averaging over subjects and are the same as shown separately for each variable in Fig. 3 . The main influence of symbol type on the trade-off became obvious when presenting the data in this bivariate manner (i.e., much more variance between symbol type than between delay). To illustrate the trade-off adjustment (Fig. 5b) on the individual level, the strategy distributions of the ten trials per condition were shown for two representative subjects ( Fig. 5c and d) . Here, the mean values per condition follow the same pattern also visible in Fig. 5b . In addition, the error ellipses also align to the overall trade-off curve in Fig. 5a and b .
To show the trade-off stability over trials, both main variables where analyzed with respect to trial order (from 1 to 10). Fig. 6 shows the result exemplarily for gaze shifts in all object conditions; clearly, trade-off adjustment is independent of trial number. The same result was also found for processing time and for both variables in the color condition (not shown in the figure) . This shows that subjects did not systematically change their strategies during the course of the experiment. The trial-to-trial variances within subjects was 33.6% for number of gaze shifts and 36.5% for processing time, indicating that overall variance is not due to different subject strategies.
Discussion
In the wild, humans and other animals manage to successfully select among many possible courses of action available at every instant. In this article we addressed the task of comparative visual Delay dependent trade-offs averaged over subjects are shown for the color (circles with black margins) and the object (circles filled in black) conditions. (c) Single trial data (ten trials per condition) with error ellipse (illustrating the covariance matrix) and mean value are shown for each condition for subject S-02; marked in (a). Means are connected by black lines for all delays in the color and all delays in the object condition. (d) Single trial data (ten trials per condition) with error ellipse (illustrating the covariance matrix) and mean value are shown for each condition for subject S-14; marked in (a). Means are connected by black lines for all delays in the color and all delays in the object condition. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) search (CVS) as an example of a cost flow problem which is central to efficient decision making. CVS involves two behaviors, which can relatively easy be controlled, manipulated, and quantified, i.e., information acquisition (manipulated by mask delay; quantified by number of gaze shifts) and memorization (manipulated by symbol complexity; quantified by processing time). It is important to note that both behaviors are common and frequent in daily life, and burden the performing subject with costs to be handled during the course of decision making (Droll & Hayhoe, 2007; Hardiess, Gillner, & Mallot, 2008) .
Experimental conditions were selected to ensure an overall balanced level of difficulty, i.e., subjects were able to perform all task conditions within a comparable error range between 10 to 25% (see Fig. 2 ). Subjects' selection of behavioral strategies resulted in a general increase of the time needed to finish one trial (response time) when search items belonged to the more complex object category (Fig. 2) . Also in this object condition, but not in the color one, search times increased with delay durations.
In consequence of the costs for memorization and acquisition associated with the experimental conditions, both processing time and number of gaze shifts were adjusted significantly as shown in Fig. 3 . In general, the number of gaze shifts was reduced when costs for acquisition behavior increased. This effect was much more pronounced in the object condition than for color (cf. also Fig. 5b ). Contrary to the number of gaze shifts, the processing time was increased for longer delays, again with larger effects in the object condition. The general increase of response time in the object condition thus results from a combined increase of both variables.
Furthermore, and in agreement with other studies (Droll & Hayhoe, 2007; Hardiess, Basten, & Mallot, 2011) , we found a stable strategy selection (see Fig. 6 ) already with the first trial in each condition, i.e., no learning of costs and hence no adaptation of strategies occurred during the experiment. We assume that all sub-tasks needed in CVS (eye movements, recognition, encoding, maintenance, etc.) and their respective costs are known in advance from everyday actions, and that all subjects are therefore able to adapt instantly to the various conditions. Interestingly, subjects were not aware that they did adjust their strategies, i.e., if questioned, they reported no explicit or conscious access to their decisions about a certain strategy.
In conclusion, the reported overall findings are in line with existing data on strategy selection published for visual search (Bauhoff, Huff, & Schwan, 2012; Hardiess, Gillner, & Mallot, 2008; Inamdar & Pomplun, 2003; Kibbe & Kowler, 2011) , block-copying (Ballard, Hayhoe, & Pelz, 1995; Hardiess, Basten, & Mallot, 2011) , and a brick-sorting task (Droll & Hayhoe, 2007) .
In the course of the task, CVS must be segmented into a certain amount of cycles each consisting of four phases: recognition and encoding, inter-column gaze shift, recognition and comparison, and inter-column gaze shift back to the encoding side (see also Hardiess, Gillner, & Mallot, 2008; Pomplun et al., 2001) . Since prolonged processing times for the left column were found in each condition (Fig. 4) , we argue that encoding and comparison are generally lateralized with encoding predominantly in the left column and comparison predominantly in the right, a finding also reported in a previous CVS study (Hardiess, Gillner, & Mallot, 2008) . This may be related to the standard reading direction in the participants' native language.
For the processing of the objects items (as compared to the color ones) increased resources are needed for memory encoding and maintenance. In Table 1 we show processing time per item, T I , as a measure of encoding effort, and the number of items processed in each cycle, M C , as a measure of (inverse) maintenance cost. In the object condition, T I was doubled while M C was reduced by 0.5 items, irrespective of delay. We therefore conclude that the higher difficulty level of object items is reflected by an increased effort in both processes, encoding and maintenance.
In our study, the amount of items stored in WM never reached the assumed maximal capacity of four to five (Luck & Vogel, 1997) , not even in conditions with the highest acquisition and the lowest memorization costs. Averaged over subjects, M C varied between 1.22 (objects condition, delay = 0.0 s) and 1.85 items per cycle (color condition, delay = 1.0 s). Individual scores were found beyond these limits, but never exceeded 3.2. WM loadings below commonly accepted measures were also found in other tasks (Droll & Hayhoe, 2007; Hardiess, Basten, & Mallot, 2011; Hardiess, Gillner, & Mallot, 2008) . As explanation, additional demands in attention, executive function, or memory that are not obvious to the experimenter have been discussed (Droll & Hayhoe, 2007) . Also, the expected value or execution cost of performing different strategies may influence the preference for the sub-strategies needed in each trial Gray, Schoelles, & Sims, 2005) . Such values could be influenced by reward, or different task instructions and can change the preferences for perceptual encoding or WM use.
The main motivation for this study was to develop a means to analyze trade-off strategies of individual subjects in order to compare these with the general strategy selection of the population. Fig. 5a shows the preferred strategies for each subject in a strategy space spanned by number of gaze shifts n and processing time T P . Individual strategies follow a power law ranging from strong preference for acquisition (relying on gaze shifts, lower right part of curve) to an equally pronounced preference for memorization (relying on WM, upper left part of curve). Here, the variability between subjects was larger than intra-individual variability. Preferred strategies never fell in the lower-left or upper-right corners of the strategy space. This may reflect the fact that subjects had been instructed to ''perform as fast and correctly as possible''. Fig. 6 . Trade-off stability over trials. Number of (inter-column) gaze shifts (averaged over subjects) is plotted against the trial order for each object/delay condition. Table 1 Amount of items maintained per cycle (M C ) and encoding time per item (T I in seconds) given for each mask delay (d = 0.0, 0.5, and 1.0 s) and for color (c) and object (o) items. M C equals the total amount of items (24) divided by number of gaze shifts (n). T I equals the processing time (T P in seconds) divided by M C . The quest for fast performance prevents simultaneous use of high acquisition rate and long processing times (upper right corner) while the need for low error rates prevents subjects from using neither of these strategies (lower right corner). The total investment in terms of time (response time) amounts to T P times n which would be the same for all subjects if the exponent of the power regression in Fig. 5a was À1.0. Indeed, we found a rather similar value of À1.15. This is in line with the fact that response times depend only weakly on delay (see Fig. 2 and above) . One possible explanation of this result is that all subjects interpreted the instruction ''as fast as possible'' roughly in the same way, allowing about the same amount of working time. This shared sense of a reasonable timing may be triggered by the duration of the experimental delays which rendered timing improvements in the millisecond range meaningless. Regarding the variety of strategy selection between individuals, no relation to task performance, i.e., error rate was observed. Thus, despite varying the amount of acquisition and memorization they applied, all subjects operated on an almost good performance level to solve the task. On top of the strategic preferences identified for each subject, we found condition dependent adaptations of strategy that follow the same trade-off pattern, albeit at a somewhat smaller scale. Fig. 5b shows the strategies for each condition, averaged over all subjects. Between the symbol conditions (color, object) an overall increase in effort is clearly visible. Within the symbol conditions, the number of gaze shifts correlates negatively with delay duration. Note that this negative correlation is also visible in the error ellipses of Fig. 5c and d showing the results for two individual and representative subjects. The task-specific pattern centered at each subjects' overall strategy is clearly visible.
Taken together, these results clearly show that population-based trade-off-curves are a result of two factors, inter-subject variation of preferred strategies, and within-subject adjustment of resource allocation. For the variation between subjects, individual weightings of the respective costs may play a role. Indeed, such differences are found frequently and attributed to a varying efficiency in the encoding and maintaining of information (Vogel, McCollough, & Machizawa, 2005) or in associated executive functions (Kane et al., 2007) . Since saccadic metrics were found as rather unchanging and stable between subjects (e.g., Becker, 1989) , it seems much more likely that subjects differ in the ability to utilize their cognitive resources. In future work, intra-individual measures of WM (e.g., attentional span, complex span, executive processing, etc.) need to be recorded in parallel to decision making and minimum cost flow tasks in order to understand and quantify the memory functions underlying the process of decision making.
