Big Data scenarios pose a new challenge to traditional data mining algorithms, since they are not prepared to work with such amount of data. Smart Data refers to data of enough quality to improve the outcome from a data mining algorithm. Existing data mining algorithms unability to handle Big Datasets prevents the transition from Big to Smart Data. Automation in data acquisition that characterizes Big Data also brings some problems, such as differences in data size per class. This will lead classifiers to lean towards the most represented classes. This problem is known as imbalanced data distribution, where one class is underrepresented in the dataset. Ensembles of classifiers are machine learning methods that improve the performance of a single base classifier by the combination of several of them. Ensembles are not exempt from the imbalanced classification problem. To deal with this issue, the ensemble method have to be designed specifically. In this paper, a data preprocessing ensemble for imbalanced Big Data classification is presented, with focus on two-class problems. Experiments carried out in 21 Big Datasets have proved that our ensemble classifier outperforms classic machine learning models with an added data balancing method, such as Random Forests.
Introduction
We are experiencing a constant revolution in terms of data generation and transmission speeds. Technologies such as LTE/4G networks have been sur-Among the different approaches proposed to tackle the imbalanced classification problem, we can highlight data sampling as the most popular and widely used technique. This process is typically carried out using data preprocessing methods [17] . Data sampling solutions alter the original dataset by either increasing the number of minority class instances until a certain balance is reached, like Random OverSampling (ROS) [18] , or decreasing the number of majority class instances, such as Random UnderSampling (RUS) [18] . We can also find distance based approaches for data balancing, like the "Synthetic Minority Oversampling TEchnique" (SMOTE) [19] .
Many other data preprocessing proposals can be found in the literature, such as the majority weighted minority oversampling technique (MWMOTE) or an extension of SMOTE to multiclass problems (MLSMOTE) [20] . Clustering has also been employed effectively for the data imbalanced problem as a way to increase the density of points belonging to certain neighborhoods [21] . These methods balance the data by localizing groups of instances belonging to different neighborhoods, and then applying a data sampling technique, improving the later learning process [22, 23] .
Ensembles of classifiers are methods designed to increase the global accuracy of a single classifier by learning different base classifiers and combining all the decisions to return a single label [24] . They correct errors in classification through learning classifiers that have some differences among them [25, 26] . Classification ensembles like XGBoost [27] , LightGBM [28] or CatBoost [29] have become some of the best performing methods in machine learning nowadays. Because of their accuracy orientation, ensembles cannot be directly applied to imbalanced datasets, since the base classifiers will ignore the minority class. Their combination with other techniques that tackle the class imbalance problem can improve ensemble performance in these scenarios. These hybrid approaches involve the addition of a data sampling step that allows the classifier to better detect the different classes [30] .
Diversity is key when working with ensembles. Diversity can be introduced through small changes in input data, or small changes in the parameters of the classifier. With diverse classifiers, ensembles will be more robust to noise and outliers, and will achieve better performance [31] . Diversity based on changes in input data can be introduced through data preprocessing methods which have a random component. This random component allows ensembles to learn with slightly different data, improving the global performance.
The advent of Big Data have brought new problems in terms of data size and time constraints to classic data preprocessing and data mining algorithms. Despite the extensive list of data preprocessing methods proposed in the literature, only classic algorithms have been adapted to Big Data scenarios [4] . If we attend to imbalanced Big Data classification, only a few classic sampling methods have been proposed to tackle imbalanced Big Data problems [32, 33] . The same applies to ensemble algorithms for classification. The adaptation of novel ensembles to Big Data scenarios is still an ongoing process. Only a handful of ensembles for classification can be found in Big Data environments, such as Random Forest [34, 35] .
In this paper, we propose a novel ensemble method for imbalanced Big Data classification, namely Imbalanced Classification Ensemble for Big Data (ICE BD), focused on binary classification problems. ICE BD is aimed towards the creation of smart and diverse datasets through the use of different data preprocessing methods. This data preprocessing improves the quality of the data, and balances it for the posterior learning process. In particular, ICE BD proposes the following:
1. ICE BD performs several data preprocessing methods with a random component to the input data in order to achieve a Smart Data version of the dataset with the desired level of diversity. This produces a diverse and balanced Smart Dataset, that will produce better base classifiers. 2. We take advantage of different data preprocessing methods specifically designed for Big Data problems. For introducing diversity in a dataset, the combination of Random Discretization (RD) and randomized Principal Component Analysis (PCA) proposed in PCARDE [31] is used. For the data balancing step, a clustering-based ROS is proposed.
A novel combination of clustering and ROS is presented. ICE BD performs
clustering to the expanded data resulting from the combination of RD and PCA datasets. Then, it balances the clusters found using ROS technique. 4. ICE BD has been implemented for the Big Data framework Apache Spark [36] , and it is available publicly as a Spark package in Spark's third party repository Spark Packages 1 .
To assess the performance of our proposal, we have conducted an extensive experimentation. We have tested ICE BD using 21 Big Data imbalanced datasets from the UCI Machine Learning Repository [37] . These datasets have very different properties among them that will allow us to check the performance and balancing capabilities of our proposal. We have compared ICE BD against Spark's MLlib implementation of a decision tree, Random Forest [38] , and PCARDE, a data preprocessing ensemble present in Spark's community repository Spark Packages [31] . These three classifiers have been tested in four different variants: without any data balancing technique applied, using RUS, ROS and SMOTE. Results obtained have been validated by different Bayesian Sign Tests, in order to assess if ICE BD achieves statistically better performance than the rest of the methods tested [39] .
The rest of this paper is organized as follows: Section 2 gives a description of the imbalanced data classification and Big Data problem. Section 3 describes the proposal in detail. Section 4 shows all the experiments carried out to prove the performance of ICE BD against several Big Data problems. Finally, Section 5 concludes the paper.
Related work
In this section, we provide an introduction to the class imbalance problem in classification, among with the different proposals to tackle it (Section 2.1). Then, the state of Big Data and MapReduce framework are analyzed in Section 2.2.
Imbalanced Data Classification
In a binary classification problem, a dataset is said to be imbalanced when there is a notable difference in the number of instances belonging to different classes [12] . The class with the greater number of instances is known as the majority class. Similarly, the class with the lower number of instances is known as the minority class, and usually contains the concept of interest.
This problem poses a major challenge to standard classifier learning algorithms, since they will bias towards the class with the greater representation, as their internal search process is guided by a global search measure weighted in favor of accuracy [4] . The imbalanced ratio (IR) measures the difference between the majority and minority classes (an IR of 100 means there is one instance of the minority class per 100 instances of the majority class). In datasets with high IR, classifiers that maximize the accuracy will treat the minority class as noise and ignore it, achieving a high accuracy by just classifying the majority class, because more general rules that models it will be preferred.
Many techniques have been proposed to tackle imbalanced data classification. These techniques can be divided into three groups: data level, algorithm level, and cost-sensitive methods [12] . The former modifies the data to obtain an equally distributed dataset using imbalanced data preprocessing techniques. Algorithm level techniques modifies existing classifiers to improve the detection of the minority class. Cost-sensitive learning solutions combine both data level and algorithm level approaches. They incorporate data modifications by adding cost to instances, and algorithm level adaptations.
Aside from these categories, ensemble methods can be classified into their own category [24] . Ensembles combine different mechanisms to produce better results, usually data level approaches [31] . Data level approaches can be easily incorporated into ensemble learning algorithms through the use of data preprocessing methods.
In the literature, data preprocessing methods for imbalanced data classification can be divided into different categories: oversampling methods, undersampling methods, and hybrid approaches [4, 12] . The former replicates the minority class instances until a certain balance is reached. On the other hand, undersampling techniques remove examples from the majority class until the proportion of classes is adjusted. Hybrid approaches combine the previous two techniques, usually starting with an oversampling of the data, followed by an undersampling step that removes samples from both classes, in order to remove noisy instances and improve the classifier performance.
The classic oversampling method, ROS [18] , replicates instances from the minority class randomly, until the number of examples of the minority and majority classes is the same. On the other hand, for undersampling, RUS [18] removes instances randomly from the majority class, until both classes have the same amount of instances. The SMOTE algorithm [19] is an improved oversampling method. It adds synthetic instances from the minority class until the class distribution is balanced. Those new instances are created by the interpolation of several minority class instances that belong to the same neighborhood. SMOTE calculates the k nearest neighbors of each minority class example. Then, in the segment that connects every instance with its k closest neighbors, a synthetic instance is randomly created [20] .
Performance evaluation is a key factor for assessing the classification performance. In binary classification problems, the confusion matrix (shown in Table 1 ) collects correctly and incorrectly classified examples from both classes. Traditionally, accuracy (Equation 1) has been the most extended and widely used metric for assessing classification performance. However, accuracy is not a valid metric when dealing with imbalanced datasets, since it will not show the classification of both classes, only the majority class, and it will led to wrong conclusions.
The Geometric Mean (GM), described in Equation 2, attempts to maximize the accuracy of both minority and majority classes at the same time [40] . The accuracy of both minority and majority classes is represented by the True Positive Rate (TPR) = T P T P +F N and True Negative Rate (TNR) = T N T N +F P .
Another popular evaluation metric for imbalanced data is the Are Under the Curve (AUC) [41] . AUC combines the classification performance of both classes, showing the trade-off between the TPR and False Positive Rate. This metric provides a single measure of a classifier performance, compared against a random classifier.
Big Data and MapReduce
Big Data paradigm has brought new requirements in terms of hardware and software to process this amount of data. Regarding hardware, massive distributed clusters are used everyday for processing this Big Data. However, in the software section lies the biggest challenge. In order to tackle Big Data problems, not only new algorithms are needed, but also new frameworks that operate in distributed clusters are required. Google introduced MapReduce paradigm in 2004 [42] . This paradigm is nowadays the most popular and widely used paradigm for Big Data processing. It was born for allowing users to generate and/or process Big Data problems, while minimizing disk and network use.
MapReduce follows the simple but powerful divide and conquer approach. It can be divided in two phases, the map and reduce phase. Before entering the map stage, all data is partitioned and distributed across the cluster by the master node. The map function applies a transformation to each key-value pair located in each computing node. This way, all data is processed independently in a distributed fashion. When the map phase is finished, all pairs of data belonging to the same key are redistributed across the cluster. Once all pairs belonging to the same key are located in the same computing node, the reduce stage begins. The reduce phase can be seen as a summary operation that generates the final values.
MapReduce is a programming paradigm for dealing with Big Data. Apache Hadoop is the most popular open-source implementation of the MapReduce paradigm [43] . Despite its popularity and performance, Hadoop present some important limitations [44] :
• Not suitable for iterative algorithms.
• Very intensive disk usage. All map and reduce processes are read/write from/to disk.
• No in-memory computation.
Apache Spark can be seen as the natural evolution of Hadoop. It is an opensource framework, focused on speed, easy of use, and advanced analytics [36] . Spark is the solution of Hadoop problems, it has in-memory computation, and allows in-memory data persistence for iterative processes. Spark is built on top of a novel distributed data structure, namely Resilient Distributed Datasets (RDDs) [45] . These data structures are immutable and unsorted by nature. They can be persisted in memory for repetitive uses, and tracked using a lineage, so that each partition can be computed again in case of data lost. RDDs support two types of operations: transformations and actions. The former transforms the dataset by applying a function to each partition, and produces a new RDD. They are lazy operations, meaning that they are not computed until needed. On the other hand, actions triggers all previous transformations of an RDD, and return a value.
In 2012, a distributed machine learning library was created as an extra component of Apache Spark, named MLlib [34] . It was released and open-sourced to the community in 2013. The number of contributions have been growing steadily since its conception, making it the most popular machine learning library for Big Data processing nowadays. MLlib includes several algorithms for alike tasks, such as: classification, clustering, regression, or data preprocessing.
Imbalanced Classification Ensemble: a Big Data approach
In this section, we describe in detail the proposed method for imbalanced Big Data classification based on data preprocessing, ICE BD. It is a distributed and parallel ensemble focused on imbalanced Big Data problems, implemented in Apache Spark. In Section 3.1, we explain in detail our proposed iterative imbalanced classification ensemble, ICE BD. Section 3.2 describes the Spark primitives used for the implementation of the proposal. Finally, Section 3.3 depicts the implementation details of the proposal.
Imbalanced Classification Ensemble: ICE BD
This ensemble classifier for imbalanced Big Data is based on the creation of smart and diverse datasets for improving the quality of the base classifiers. As stated in the introduction section, diversity is key for ensemble methods. ICE BD achieves the required diversity by the use of several randomized methods, such as RD and PCA. RD method discretizes the data in cuts intervals by randomly selecting cuts − 1 instances. Then, those selected values are sorted and used as thresholds for the discretization of each feature. On the other hand, PCA selects a number of variables in a dataset, whilst retaining as much of the variation present in the dataset as possible. This selection is achieved by finding the combinations of the original features to produce principal components, which are uncorrelated. PCA always produces the same result for a fixed number of principal components. In order to achieve the required diversity, a random number of selected components is used. The number of components must be in the interval [1, T − 1], T being the total number of features of the input data.
Both RD and PCA are applied to the input data. Then, the resulting datasets of RD and PCA are joined together feature-wise. This data is a diverse and more informative version of the dataset, as demonstrated in [31] . Such diverse dataset needs to be balanced in order to correctly classify the minority and majority classes.
A novel combination of hierarchical clustering and oversampling is proposed. Bisecting k-Means is a hierarchical clustering method that uses a divisive (or "top-down") approach [46] . The algorithm starts from a single cluster that contains all points. Iteratively it finds divisible clusters on the bottom level and bisects each of them into two clusters using k-Means, until there are k leaf clusters in total or no leaf clusters are divisible. It has been chosen taking into account that it can often be much faster than regular k-Means. Bisecting k-Means has a linear time complexity. In case of a large number of clusters, Bisecting k-Means is even more efficient than k-Means since there is no need to compare every point to each clusters centroid. It just needs to consider the points in the cluster and their distances to two centroids.
Bisecting k-Means is applied to the resulting data from the join of RD and PCA for finding a random number of neighborhoods with a specified maximum of desired clusters. Found clusters are individually balanced using ROS technique until an IR of 1 is reached. The result of this process is a diverse, balanced and smart dataset, which will improve the later learning process. Finally, using the previously balanced dataset, a decision tree is learned. This decision tree performs a recursive binary partitioning of the input features space. The tree predicts the same label for each leaf partition. These partitions are chosen in a greedy manner, selecting the best split from the set of possible splits, maximizing the information gain at the tree node [47] .
ICE BD preprocessing and learning process is repeated iter times. In Figure 1 we can see a graphic representation of the learning workflow of ICE BD algorithm.
All previous steps constitute the learning phase of the ensemble. This phase is composed of iter sub-models, each of them containing the thresholds for RD and the weight matrices for PCA. For the prediction phase of the ensemble, for each data point, the same data preprocessing must be applied. First, data is discretized using the same cut points from RD calculated previously. Then, for selecting the same components as the learning phase, the same weight matrix obtained earlier for PCA at a given iteration is applied to the data. Next, the score of each class is predicted according to the decision tree. This score is calculated by the division of the instances at a leaf node, by the total number of instances. This process is repeated iter times, adding those scores for each instance and iteration. Once this process is finished, for each instance, the class with the largest score is selected as the decision of the ensemble.
Spark Primitives
For the implementation of the ensemble, some basic Spark primitives have been used. Here we outline those more relevant for the ensemble 2 :
• map: applies a transformation to each element of an RDD. Once that transformation has been applied, it returns a new RDD.
• union: merges two RDDs instance-wise and returns a new RDD.
• zip: zips two RDDs together.
• filter : selects all the instances in an RDD that satisfy a condition as a new RDD.
These Spark primitives from Spark API are used in the following section, where the implementation of ICE BD algorithm is described.
ICE BD Implementation Details
This section describes all the implementation details of ICE BD. Both learning and prediction phases are implemented under Apache Spark, following the MapReduce paradigm.
Ensemble Learning Phase
Algorithm 1 explains the ensemble learning phase of ICE BD. This process is divided into five steps: RD and PCA calculation in order to obtain a diverse dataset, cluster search for the discovery of neighborhoods, cluster balancing, and classifier learning. As stated earlier, ICE BD starts by discretizing the training data using RD method (lines [8] [9] [10] [11] [12] [13] [14] . This is performed through the random selection of cuts − 1 instances (line 8). Those thresholds are used to discretize the training data using a map function (lines [10] [11] [12] [13] [14] . For every instance, we assign the corresponding discretized value to each instance's attribute (lines [11] [12] [13] .
Once RD has been applied to the training data, PCA is performed to select randomly the best principal components (lines [16] [17] [18] [19] . First, a random number of components is selected in the interval [1, T − 1] (T being the total number of features of the training data) (line 16). Then, PCA is calculated on the training data, and the best components are selected (lines [17] [18] . Finally, the resulting data from RD and PCA are joined together feature-wise using a distributed zip function (line 19).
The next step is the hierarchical clustering search (lines 21-23). We have used Spark's MLlib distributed implementation of Bisecting k-Means. First, we select a random number of clusters, with a maximum of maxClust (line 21). Then, clusters are calculated using the previously RD and PCA zipped data (line 22). Once that process is finished, the same zipped data is predicted in order to assign a cluster to each data point (line 23). The prediction is done level-by-level from the root node to a leaf node, and at each node among its children the closest to the input point is selected.
Data balancing is applied to each individual cluster found. We apply ROS technique to the minority class of each cluster until both minority and majority classes are equal (lines [25] [26] [27] [28] [29] . First, and empty set is created for the allocation of the future new dataset (line 25). For each cluster, ROS is applied with an IR of 1 (line 27). That balanced data is added to the empty set (line 28).
Finally, a decision tree is learned using this smart, diverse and balanced dataset (line 31). This data preprocessing and learning process is repeated iter times, keeping each iteration, the computed thresholds for RD, the PCA weight matrices, and the learned tree model. Once all trees have been learned, the model is created and returned.
The following input parameters are required: the dataset (data), the number of iterations of the ensemble (iter ), the number of intervals for the discretization (cuts), and the maximum number of clusters (maxClust).
Ensemble Prediction Phase
The ensemble prediction phase is depicted in Algorithm 2. This process is faster than learning, since clustering and data balancing are not required for prediction. Only the application of RD and PCA is required, both using the same models obtained in the ensemble learning phase. First, the data point is discretized using the same cut points from the learning phase (lines 9-12). Next, the principal components are calculated using the learning phase weight matrix for that iteration (line 13). The next step is to join both RD and PCA results using a zip function (line 14). Finally, the data point is predicted using the decision tree learned in that particular iteration of the ensemble (line 15). The scores of each of the iter predictors are added. Once the instance have all iter scores, the class with the largest weight is selected as the decision of the ensemble and returned (lines 17-18).
Experimental Results
In this section, we describe the experimental study carried out to compare the performance of different approaches to deal with imbalanced Big Data against our ensemble proposal. We begin with a description of all datasets employed in the comparison, followed by the performance metrics and parameters of the algorithms used. Finally, we detail all hardware and software resources used to carry out the experimental study.
We have selected a wide spectrum of datasets for assessing the performance of ICE BD. These datasets have been extracted from the UCI Machine Learning Repository [37] . Specifically, we have selected the Poker Hand dataset, the for j = 0...length(inst) − 1 do 12: inst ← discretize(inst(j), thresholds(i)(j)) 13: end for 14: end map 15:
PCA 16: components ← random(1, length(data) − 1)
17:
pcaM odels(i) ← P CA(data, components) 18: pcaData ← transf orm(data, pcaM odels(i)) 19: joinedData ← zip(rdData, pcaData) 20:
clustM odel ← hierarchicalClustering(joinedData, k) 23: clustData ← predict(joinedData, clustM odel) trees(i) ← decisionT ree(balancedData) 32: end for 33: return(ICEM odel(iter, thresholds, pcaM odels, trees)) Record Linkage Comparison Patterns (RLCP), SUSY and HIGGS datasets [48] , the KDD Cup 1999 dataset, and ECBDL14 dataset [49] . ECBDL14 dataset was used as a reference at the ML competition of the Evolutionary Computation for Big Data and Big Learning, under the international conference GECCO-2014. It is a highly imbalanced binary classification dataset, composed of 98% of negative instances. For this problem, we have used two subsets with the same IR and the best 90 features found in the competition [49] .
Since some of the selected datasets have more than two classes, we have sampled new binary datasets from them to address each case separately. In Algorithm 2 ICEModel prediction algorithm 1: Input: iter the number of iterations of the ensemble. 2: Input: cuts the cut points for the discretization. 3: Input: pcaModels the models for performing PCA. 4: Input: trees the models of the learned trees. 5: Output: The label of the test data point. 6: function predict(test : LabeledP oint) 7: scoreP redictions ← ∅ 8: for i = 0...iter do 9: rdData ← ∅ 10:
end for 13: pcaData ← transf orm(test, pcaM odels(i)) 14: joinedData ← zip(rdData, pcaData) 15: scoreP redictions ← scoreP redictions + predict(joinedData, trees(i)) 16: end for 17: label ← indexOf M ax(scoreP redictions) 18: return(label) 19 : end function particular, we have selected new datasets using the majority classes against the minority classes. Table 2 shows all the details of the datasets, including the number of instances (#Inst.), number of attributes (#Atts.), class distribution and IR.
All the datasets have been partitioned using a 5 fold cross-validation scheme. This means that all datasets have been partitioned in 5 folds, with 80% (four folds) of instances devoted to training, and the rest 20% for testing. The results provided are the average of running the algorithms with the five folds per dataset.
We have carried out a comparison of ICE BD against three classification methods: Spark's MLlib distributed implementation of decision trees, Random Forest, and PCARDE, a data preprocessing ensemble present in Spark's community repository Spark Packages [31] . For balancing the data when those classifiers are used, we have employed the most widely used data balancing methods: RUS, ROS and SMOTE. For SMOTE algorithm, an implementation available in the Spark Packages repository has been used: SMOTE BD [33] . The parameters used for the data preprocessing algorithms and the different classifiers are described in Table 3 . Since ensembles correct errors across many base classifiers, we have chosen to increase the depth of the decision tree in ICE BD for a better discrimination between both minority and majority classes. ROS and SMOTE BD have been configured to balance the dataset to an IR = 1.
As stated earlier, when dealing with imbalanced data it is important to Algorithm Parameters ROS BD ir = 1 SMOTE BD k = 5, distance = "euclidean", ir = 1 Decision Tree impurity = "gini", maxDepth = 5, maxBins = 32 Random Forest nTrees = 200, impurity = "gini", maxDepth = 4 maxBins = 32 PCARDE nTrees = 10, bins = 5 ICE BD bins = 5, trees = 10, maxClust = 10, treeDepth = 10 choose the right performance metric. Accuracy is not useful in highly imbalanced datasets, because we can achieve great accuracy by just classifying correctly the majority class, while the minority class is ignored. For this reason, we have selected the two most widely used metrics for imbalanced classification: GM and AUC. All the experimentation have been carried out in a cluster composed of 11 computing nodes and one master node. The computing nodes have the following hardware characteristics: 2 x Intel Core i7-4930K, 6 cores per processor, 3.40 GHz, 12 MB cache, 4 TB HDD, 64 GB RAM. Regarding software, we have used the following configuration: Apache Hadoop 2.9.1, Apache Spark 2.2.0, 198 cores (18 cores/node), 638 GB RAM (58 GB/node). In Table 4 we can see the average results for the GM measure using the three classifiers combined with the three data preprocessing strategies, compared with ICE BD. As can be observed, the Baseline with no data imbalanced handling often results in a GM value of 0. That value represents that one of the classes (the minority in particular) is being missclassified completely. All classifiers are benefiting from the data balancing done by RUS and ROS. All three classifiers achieve very similar results when using either RUS or ROS. This can be explained by the high data redundancy present in Big Data datasets. SMOTE BD is able to achieve an improvement in the GM measure when using PCARDE as a classifier. ICE BD is be the best performing method for almost every tested dataset. On average, ICE BD achieves an improvement of nearly 0.5 points in the GM measure. This shows the good performance of the clustering-based data oversampling of ICE BD.
The AUC average results are depicted in Table 5 . Again, the Baseline with no preprocessing achieves low values of AUC. The first difference when comparing AUC with the GM measure, is that AUC shows a value of 0.5 when a class is completely missclassified. RUS and ROS methods are producing very similar results in terms of AUC measure. Regarding SMOTE BD, as observed with the GM measure, only PCARDE is able to achieve an AUC improvement with respect to RUS and ROS. The same improvement seen with the GM measure can be seen with the AUC measure for ICE BD. It is the best performing data preprocessing and ensemble method among the different strategies tested.
For a deeper analysis of the results, we have performed a Bayesian Sign Test in order to analyze if ICE BD is statistically better than the rest of the methods [39] . Bayesian Sign Tests obtain a distribution of the differences between two algorithms, and make a decision when 95% of the distribution is in one of the three regions: left, rope (region of practical equivalence), or right [50] .
The Bayesian Sign Test is applied to the mean GM and AUC measures of each dataset. We have selected the best performing scenario for each classification method depending on the measure employed. In Figure 2 we can see a comparison of ICE BD against the decision tree with ROS, Random Forest with RUS, and PCARDE with SMOTE BD, all using the GM measure. On the other hand, for AUC measure (showed in Figure 3 ), the decision tree is combined with RUS, Random Forest with ROS, and PCARDE with SMOTE BD. As we can observe, both GM and AUC Bayesian Sign Tests are showing very similar results. The probability of the difference being to the left is minimal for ICE BD. This means that the Bayesian Sign Test is assigning a probability of 0 to these classification methods performing better than our proposal.
In order to assess the performance in Big Data scenarios, we shall analyze the computing times for ICE BD and the rest of the methods. In classification tasks, prediction times are more important than learning times, since models are only learned once. Such times can be seen in Table 6 . As expected, the decision tree is the fastest in prediction, since it only requires to predict a simple tree. Random Forest also achieve good predictions times, since neither the decision tree nor Random Forest use data preprocessing when predicting. In spite of this, ICE BD is very competitive in prediction. It is less than one second slower In view of these results, we can conclude that:
• The combination of RD and PCA for creating highly diverse ensembles proposed in PCARDE achieves excellent performance in imbalanced Big Datasets.
• The proposed addition of hierarchical clustering and ROS for balancing the data has proven to be able to effectively produce balanced datasets, while adding another level of diversity to the ensemble.
• ICE BD has shown to be the best performing method for the majority of tested datasets.
• ICE BD has proven to be able to create Smart Data base classifiers and to address Big Data imbalanced problems effectively. 
Conclusions
Imbalanced data binary classification is a challenging task to which many researchers have devoted their efforts. In Big Data scenarios, this problem is aggravated due to the amount of data available. Although popular data balancing approaches like RUS, ROS and SMOTE have proven to be effective for normal-sized problems, in Big Data environments they are less so. These techniques can be combined to create ensembles of classifiers for improving the discrimination of both classes. The huge data redundancy that characterizes Big Data problems, hinders the performance of these algorithms, since they are replicating already redundant data points.
In this paper, we have proposed a Smart Data based ensemble for dealing with the imbalanced class classification problem in Big Data, namely ICE BD. ICE BD makes use of the combination of RD and PCA for achieving a highly diverse dataset. We have proposed a novel combination of clustering and oversampling with ROS for achieving a balanced dataset while adding another level of diversity. Our proposal has been tested using several Big Datasets with different characteristics, and two metrics focused on imbalanced classification, GM and AUC. ICE BD has achieved statistically the best performance in both GM and AUC for almost every tested dataset, proving its efficiency when dealing with Big Data imbalanced datasets.
