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GREEN'S RELATIONS ON 
THE ENDOMORPHISM MONOID OF A GRAPH 
WEIMIN LI 
( Communicated by Martin Skoviera ) 
ABSTRACT. In this paper, Green's relations on the endomorphism monoid of a 
graph are explicitly described. In particular, it is revealed tha t for endomorphism 
monoids of some special classes of graphs, Green's relations may possess some 
distinct combinatorial features. 
1. Introduction 
At present there are quite a few research papers concentrating on the endo-
morphism monoid of a graph. The reference papers [3] and [4] can serve as a 
survey. These monoids can be considered not only as concrete semigroups, but 
also from an abstract point of view, i.e., up to an isomorphism. Both approaches 
are of much interest because they open vast possibilities for applications of the 
algebraic theory of semigroups to the theory of graphs. For a concrete semigroup, 
it seems always significant to be concerned with taking various concepts intro-
duced for abstract semigroups and finding out what these things mean for this 
semigroup. It is no doubt that one of the most important concepts in semigroup 
theory is Green's relations. So, I thought that it would be appropriate to devote 
this paper to investigating the combinatorial characteristics of Green's relations 
on the endomorphism monoid of a graph. ̂  
The graphs we consider in this paper are finite undirected graphs without 
loops and multiple edges. If G is a graph, we denote by V(G) (or simply G) and 
E(G) its vertex set and edge set respectively. A graph H is called a subgraph of G 
if V(H) C V(G) and E(H) C E(G). As usual, by Pn and Cn denote a path and 
a circle with n vertices respectively. Let G and H be graphs. A homomorphism 
f: G —• H is a vertex-mapping V(G) —> V(H) which preserves adjacency, i.e., 
such that for any a, b <E V(G), {a, b} E E(G) implies that {/(a), f(b)} <E E(H). 
A M S S u b j e c t C l a s s i f i c a t i o n (1991): Pr imary 05C25. 
K e y w o r d s : Green's relations, endomorphism monoid, graph. 
-1) The characterization of Green's relations on the strong endomorphism monoid of a graph 
was given in [6]. 
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Moreover, if / is bijective and its inverse mapping is also a homomorphism, 
then we call / an isomorphism from G to H, and in this case we say that 
G is isomorphic to H (under / ) , denoted by G = H. A homomorphism from 
G to itself is called an endomorphism of G. A bijective endomorphism of G 
is called an automorphism of G. By End(G) and Aut(G) denote the sets of 
endomorphisms and automorphisms of G respectively. Obviously, for any G, 
Aut(G) C End(G). A graph G is said to be unretractive if Aut(G) = End(G) 
(cf. [5]). 
It is well known that End(G) is a monoid (a monoid is a semigroup with 
an identity element) and Aut(G) is a group with respect to the composition 
of mappings. We denote an endomorphism / (or a homomorphism / from one 
graph to another) in the obvious sense as / = ( ) and / _ 1 ( a ) := 
{b G V(G) | f(b) = a } . If A is a subgraph of a graph G, and / is an 
endomorphism of G, we will denote by f\j± the restriction of / on A. 
Let / be an endomorphism of a graph G. A subgraph of G is called the 
endomorphic image of G under / , denoted by I/, if V(If) = f(V(G)) and 
{ / (a) , / (6)} eE(If) if and only if there exist cef~1(f(a)) and d G / " 1 ( / ( 6 ) ) 
such that {c,d} G E(G), where a,b,c,d G V(G). This definition seems to be 
natural since it ensures not only that a vertex in I/ must be an "image" of some 
vertex in G under / but also that an edge in I/ must be an "image" of some 
edge in G under / . 
Let G(V, E) be a graph. Let p C V x V be an equivalence relation on V. 
Denote by [a]p the equivalence class of a G V under p. A graph, denoted by 
G/p, is called the factor graph of G under p if V(G/p) = V/p and {[a]p, [b]p} G 
E(G/p) if and only if there exist c G [a]p, d G [b]p such that {c,d} G E(G). 
Let / be an endomorphism of G; by pf denote the equivalence relation on 
V(G) induced by / , i.e., for a,b G V(G), (a,b) G Pf if and only if f(a) = 
f(b). The graph G/p / is simply called the factor graph of f. Define a mapping 
if. V(G/pf) -> V(If) with if([x]Pf) = f(x) for x G V(G). Obviously, if is 
well defined. We now have: 
PROPOSITION 1.1. Let G be a graph and let f G End(G). Then the mapping 
if is an isomorphism from G/pf to If. 
P r o o f . It is well known by the homomorphism theorem that if is bijective. 
We now show that if and ij1 are both homomorphisms. From the definition 
of the factor graph of / and the endomorphic image of G under / , it is easy 
to see the following: For x,y G G, {[x]p / , [y]Pf } G E(G/pf) <=> there exist 
c G [x]Pf , d G [y]Pf such that {c,d} G E(G) <=> there exist c G f~
x(f(x)) , 
d e r1{f(y)) such that {c,d} G E(G) <=> {f(x),f(y)} G E(If). This 
completes the proof. • 
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R e m a r k 1.2. Let f,g G End(G). If pf = pg, then G/pf -= G/pg. By 
Proposition 1.1, G/pf = If under the isomorphism if, and G/pg = Ig under 
the isomorphism ig. Thus If = Ig. We denote ifi9 := igij
x and igj :=- ifi~
x. 
It is easy to see that ifi9 (igif) is an isomorphism from If to Ig (from Ig to 
If) and ij
1 = igj. This can be shown in the following diagram: 
G/pf = G/Pg 
Recall the definition of endomorphic image and notice that an endomorphism 
of a graph is an adjacency-preserving mapping. Then the following facts are 
almost trivial. 
R e m a r k 1.3. Let G be a graph. Let / G End(G) and let a, 6 G G. 
(1) If G is connected, then / / is connected. 
(2) d / / ( / ( a ) , / ( 6 ) ) < do(a,b) (where dn(x,y) denotes the distance be-
tween the vertices x and y in the graph H). 
The following definitions of Green's relations are based on the book [2]. 
Let 5 be a semigroup. Define a relation C on S such that (a, b) G C if 
Sxa = S1b (S1 is the semigroup obtained from S by adjoining an identity if 
necessary); similarly, define a relation TZ on S such that (a, b) G TZ if aS1 = bS1. 
C and TZ are equivalence relations on S. C is a right congruence and TZ is a 
left congruence. C and TZ commute with each other. Define Ti = C n TZ and 
V = C\/TZ. Owing to the commutativity of C and TZ,V = CvTZ = CoTZ = TZoC. 
These equivalence relations are called Green's relations on the semigroup S.2^ 
The following proposition will be used in this paper. 
PROPOSITION 1,4. ([2; Lemma II 1.1]) Let a, 6 be elements of a semigroup S. 
Then (a, b) G C if and only if there exist x, y in S1 such that xa = b, yb = a. 
Also, (a, b) G TZ if and only if there exist u, v in S1 such that au = b, bv = a. 
For any graph and semigroup theoretic concepts needed which are not defined 
here, please refer to usual books on graph theory and semigroup theory, for 
example, [1] and [2]. 
2) There is another Green's relation J, which is defined as (a, b) € J if S1aS1 = S1bS1 
for a, 6 G S. Since T> = J in any finite semigroup, we will not mention J in this paper. 
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2. G r e e n ' s re la t ions on End(G) 
In this section, we will answer the question of what Green's relations mean 
on the endomorphism monoid of a graph. The main results of this section are 
Theorem 2.1 and Theorem 2.3. First, we give the characterization of Green's 
relation C on End(G). 
THEOREM 2 . 1 . Let / , g G End(G). Then ( / ,#) G C if and only if pf = pg, 
and there exist h,k G End(G) such that h\j = igj . k\j = if,g. 
P r o o f . 
Sufficiency. By Proposition 1.4, we only need to show that / = hg and 
g = kf. Let a G G. Then g(a) G Ig and hg(a) = h\j (g(a)) = igj(g(
a)) = 
ifig
1(g(a)) = if([a]pg) = if([
a]pf) = f(a) by Proposition 1.1 and Remark 1.2. 
Thus, we have the first equality. The second one can be obtained in a similar 
manner. 
Necessity. Let (/, g) G C. By Proposition 1.4, there exist u,v G End(G) 
such that / = ug and g = vf. Let a,b G V(G) with f(a) = f(b). Then 
g(a) = vf(a) = vf(b) = g(b). Similarly, we can see that g(a) = g(b) implies 
f(a) = f(b). Hence, we obtain that pf = pg. We now show that u\j = igj 
and v\j = if^g. Let a G V(Ig). Then there exists x G G with g(x) = a. It 
follows that i - x (a ) = ig
1(g(x)) = [x]Pg. Hence igj(a) = ifi~
1(a) = if([x]Pg) = 
if([x]pf) ~ f(x)- O n t n e other hand, u\j (a) = u(a) = ug(x) = f(x). Therefore 
u\j = igj. The proof of v\j = if,g is very similar. • 
E x a m p l e 2.2. Let G be a graph as shown in Fig. 1 and let # — ( 4 1 4 2 4 5 ) ' 
/ = ( 4 2 4 3 4 5 6 ) > / , = 0 ^ 
and pg= pf = pf . One can readily check that igJ = ( 2 3 4 5 ) '
 if'9 " ( m s ) 
Let h= ( 2 3 2 4 5 4 ) a n d k = ( 2 i 2 4 n ) < T h e n w e h a v e f t ' f c G M G ) and 
h\j =igj and k\j = if,g. So, by Theorem 2.1, ( / ,#) G C. Since {2,3} G E(G) 
and {2,5} ^ E(G), there does not exist h G End(G) such that h\j = if,g. 
Thus, by Theorem 2.1, ( / ' ,#) £ C. 
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G: 
1 4 5 
? — ~ я — ? 
O- Ò Ò 
Ч>'-
Figure 1. 
Now, we turn to the characterization of Green's relation 1Z on End(G). 
THEOREM 2.3. Let /, g G End(G). Then (/, g) eTZ if and only if If = Ig and 
there exist u,U G End(G) such that for any a G V(If) (= V(Ig)), u(f~
1(a)) C 
P r o o f . 
Necessity. Since (/, g) G 7£, by Proposition 1.4, there exist tz, k G End(G) 
with f = gh<mdg = fk. Thus g(V(G)) = fk(V(G)) C f(V(G)), f(V(G)) = 
gh(V(G)) C g(V(G)). So we have V(If) = V(Ig). 
Now, let a,b £ G with {a, b} G E(If). Then there exist x,y £ G such that 
{x,y} G P?(G) and f(x) = a, / ( ^ ) = b. Therefore, gh(x) = a, gh(y) = b. Thus, 
h(x) G g-^a), % ) G g-^b). Since {/i(x), % ) } G E(G), {a, 6} G £ ( / J . 
Accordingly, we can prove that {a, 6} G -E"(Î ) implies that {a, b} G E(If). So, 
we conclude that If = Ig. 
Denote I := If = Ig. Take u = h and v = fc. If x G u ( /
_ 1 ( a ) ) , then there 
exists y G / _ 1 ( a ) such that w(y) = x. Thus a = f(y) = gh(y) = gu(y) = g(x), 
which means x G a _ 1 ( a ) . Consequently, u(f~x(a)) C g~1(a). By a similar 
argument, we can obtain v(g~x(a)) C f~x(a). 
Sufficiency. We show that / = gu and g = fv. Let x £ G and / (x ) = a. 
Then a G I/ = Ig. Notice the hypothesis u(f~
x(a)) C g_1(a) and x G / _ 1 ( a ) ; 
we have ^t(x) G a - 1 (a). Thus, gu(x) = a = / ( # ) . So we have f = gu. Similarly, 
we can prove g = fv. Then by Proposition 1.4, (/,g) G R . • 
E x a m p l e 2.4. We still take the graph G in Fig. 1 as an example. Also 
let the endomorphism g be as shown in Example 2.2, i.e., g = ( 4 1 4 2 4 5 ) * -^e^ 
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f={WAlt) a n d / ' = ( ^ ^ ^ ) . T h e n o , L / ' G E n d ( G ) . I t i s e a S y t o 
see that Ig = If = If, (cf. Fig. 2). 
We have S " - ( l ) = {2}; g'\2) = {4}; S"-(4) = {1,3,5}; 5~-(5) = {6}; 
and / " - ( I ) = {1,3}; /"-(2) = {4}; /~-(4) = {2,5}; /~-(5) = {6}. Take u = 
v = ( 2 3 2 4 5 c ) € E n d ( G ) - T h e n f o r a n y a e V ( 7 *) ( = y ( 7 / ) = U . 2 , 4 , 5 } ) , 
« ( / - » ) C 5 - 1 ( a ) , " ( o - ^ o ) ) C / " ^ o ) . Thus, by Theorem 2.3, ( L o ) € W. 
Now assume that there exists w G End(G) such that w(f'~ (a)) C <7-1(a) for 
any o € F ( / r ) ( = V(7ff)). Since / '
_ 1 ( 5 ) = g-\5) = {6}, / ' _ 1 ( 1 ) = {4} and 
o - 1 ( l ) = {2}, then w(6) = 6 and u>(4) = 2. Note that {5,4}, {5,6} € E(G), so 
{to(5),u;(4)} = {w(5),2} 6 E(G) and {w(5), w(6)} = {w(5), 6} e f?(G). But 
there does not exist a vertex in G which is adjacent to both of the vertices 2 
and 6, which means that such an endomorphism w does not exist. Hence, by 
Theorem 2.3, we have (f',g) <fc 11. 
h=lf = U 
Figure 2. 
The following two corollaries follow directly from the previous two theorems 
and the definitions of Green's relations V and H. 
COROLLARY 2.5. Let G be a graph and f,g e End(G). Then (f,g) e V is 
equivalent to the following two conditions: 
(1) There exists h e End(G) such that pf = ph and Ih = Ig . 
(2) For the endomorphism h in (1), there exist u, v e End(G) such that 
u\j = ih,f, v\j = if,h, and there exist u',v' e End(G) such that for 
any a elh (= Ig), u'(h~\a)) C g"
1(a), v'(g"1(a)) C h~1(a). 
COROLLARY 2.6. Let G be a graph and f,g e End(G). Then (f,g) e 7i is 
equivalent to the following two conditions: 
(!) If =Ig and Pf = Pg> 
(2) there exist u,v e End(G) such that u\j = igj, v\j = if,g, and there 
exist u', v' e End(G) such that for any a e V(I), u'(f~x(a)) C g~1(a), 
t ; /(fl ,~1(a)) C- / - 1 ( a ) (here, denote / : = / / = Ig by condition (1)) . 
R e m a r k 2.7. We have also the following results concerning regular endo-
morphisms of a graph (An element a of a semigroup S is said to be regular if 
there exists an element b of S such that aba = a.): 
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Let G be a graph. Suppose / , g G End(G) are regular. Then 
(/, 9) e C <F=> pf = pg ; 
(/, 9) ^ n <==.> pf = pg and If = Ig ; 
( / , » ) € 2? <=> If = I9. 
As one of the referees pointed out, they are not used for the next study of 
this paper and similar results concerning regular elements are well known for 
many transformation monoids (see, for example, [8]). So it would be appropriate 
just to mention them . 
3. Green's relations on the endomorphism monoids 
of some special classes of graphs 
For endomorphism monoids of some special classes of graphs, Green's re-
lations may be more distinctive from the viewpoint of combinatorics. In this 
section, using the results of Section 2, we will show that for a tree T or a circle 
Cn, two endomorphisms are £-equivalent if and only if they share the same 
factor graph (Theorems 3.3 and 3.8). The results regarding Green's relation 1Z 
are also mentioned. First, we give a lemma concerning a tree. 
LEMMA 3 .1 . Let T be a tree and / , g G End(T) . If Pf = pg, then there exist 
k, h G End(T) such that k\j = if,g and h\j = igj. 
P r o o f . By symmetry, we only need to prove the existence of k. Since 
pf = pg, by Remark 1.2, If = Ig and if,g is an isomorphism from If to Ig. If 
/ G Aut(T) , obviously, If = Ig =T, and so we only need to put k = if^g. Now, 
suppose that / ^ Aut(T) . As / G End(T) , by Remark 1.3 (1), If is connected, 
i.e., / / is a subtree of T . By T—If denote a graph obtained from T by removing 
all the edges of If and all the vertices of If which are only incident to the edges 
of If (for convenience, to see this, we give an example in Fig. 3 and 4). Clearly, 
each component of T — If contains exactly one vertex which is also a vertex of 
n 
If. We write T — If := (J TXi for some n > 1, where TXi denotes a component 
2 = 1 
of T — If with a unique Xi G / / (TXi is obviously a subtree of T ) . For each TXi, 
select (arbitrarily and fixed) a vertex in If, denoted by x\, which is adjacent 
to Xi in If (noticing that / 0 Aut(T) , such a vertex x\ must exist). Define a 
mapping k: V(T) —> V(T) by the following rule: 
k(x) = 
' i/M if xev(if), 
if,g(xi) if ^ G V(TXi) \ {XÍ} and d(x,Xi) is even, 
if,g(x'i) if x G V(TXi) \ {XÍ} and d(x,Xi) is odd, 
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where d(x, Xi) denotes the distance between the vertices x and Xi in TXi and 
i = 1,2, . . . , n . 
Clearly, k, as a mapping, is well-defined. We now show that k G End(T) . 
Take a, b G V(T) such that {a, b} £ E(T). Then there are the following three 
cases to be considered: 
(1) a,be V(If). Then {k(a),k(b)} = {if,g(a), * , » } G E(Ig) C £ ( T ) . 
(2) a,b E V(TXi) for some x^ and one of them, say, a = Xi. In this 
case, b G V^T!^) \ {x^ and d(6, x^) = d(b,a) (= 1) is odd. Notic-
ing that {x^,x^} G E(If), we have {fc(a),fc(6)} = {k(xi),k(b)} = 
{ifA^if,M)}^E(Ig)GE(T). 
(3) a, 6 G F(TX i) \ {x^} for some x^. Without loss of generality, we may 
suppose that d(a,Xi) is even and d(6, Xi) is odd. It follows that 
{k(a),k(b)} = {ifA^'ifAx'i)} € E(Ig) C # ( T ) . Consequently, 
fcGEnd(T). 
That k\j = if^g is straightforward from the definition of k. The proof is 
• completed. 
E x a m p l e 3.2. 
T: 





Figur e З . 













Now, by Theorem 2.1 and the preceding lemma, we immediately have the 
following theorem. 
THEOREM 3.3. Let T be a tree and f,g G E n d ( T ) . Then (/,#) G C if and 
only if pf = pg. 
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R e m a r k 3.4. 
(i) For a tree T , there is no corresponding result for Green's relation 1Z. 
Namely, for / , g E End(T) , If = Ig does not imply in general that (/, g) E 1Z. 






Let T be the tree as shown in Fig. 5 and let / = ( 1 2 1 2 3 6 ) ' 9 = 
(\ o I o It) • T h e n /> -7 e End(T) . Clearly, If = Ig. Assume that there exists 
v E End(T) such that v(g~1(a)) C / _ 1 ( a ) for any a E V(If) ( = V(Ig)). On one 
hand, since 3 E V(J/) and g_1(3) = {3, 5} and / _ 1 ( 3 ) = {5}, one has v(3) = 5. 
Thus v(2) = 4. But on the other hand, since 6 E V(If) and g_1(6) = {6} and 
/ - 1 ( 6 ) = {6}, we have v(6) = 6, and so v(2) = 2. This yields a contradiction. 
Hence, such an endomorphism v does not exist. By Theorem 2.3, (/, g) £ TZ. 
However, we can prove the following statement (in [7]): 
Let T be a graph. Then the following two assertions are equivalent: 
(1) d(T) < 3 or T = P5 (where d(T) denotes the diameter of the tree T). 
(2) For any / , g E End(T) , (/, g) e1Z if and only if If = Ig . 
Since the proof is somewhat tedious, we will not give the proof here. 
(ii) Theorem 3.3 cannot be generalized to a forest F. Namely, for / , g E 






Let F be the forest as shown in Fig. 6 and let / = ( l l * ^ 6 ) , g = 
( I 2 1 2 5 I) • l t i s e a s y t o s e e t h a t f>9 e End(F), pf = pg and ift9 = ( | ^ ) . 
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Since {2, 3} G E(F) and {2, 5} ^ E(F), there does not exist an endomorphism 
k G End(F) such that k\j = if,g. Thus by Theorem 2.1, (f,g) £ C. 
(iii) Theorem 3.3 cannot be generalized to a (connected) bipartite graph B. 
Namely, for / , g G End(B) , pf = pg does not imply in general (/, g) G C. The 
following example provides a justification. 
1 2 3 




Let B be the (connected) bipartite graph as shown in Fig. 7 and let / = 
( l 2 5 4 l ) ' g = ( l 2 3 4 l ) ' J t i s e a s y t o s e e t n a t -f'g G E n d ( ^ ) such that 
pf = pg and if9g = ( ^ 3 4 ) . Since {4,5} G E(B) and {4,3} £ E(B), there 
does not exist an endomorphism k G End(B) such that k\j = if,g. Thus, by 
Theorem 2.1, ( / ,#) £ C. 
The remainder of this section will be devoted to the investigation of a circle 
C n . The following facts will be used later. 
LEMMA 3.5. ([5; Remark 1.2]) The circle C2k+i (fc G N) is unretractive (where 
N denotes the set of natural numbers). 
LEMMA 3.6. Let C2k (k > 2) be a circle and let f G End(C2k). If f £ 
Aut(C2fc), then If = P m for some m G { 2 , . . . , k + 1} . 
P r o o f . This follows directly from Remark 1.3 (1) and (2). • 
Now, we are going to prove the following lemma, which is similar to Lemma 3.1 
and crucial to the next theorem. 
LEMMA 3.7. Let Cn (n > 3) be a circle and let f,g G End(C n ) . If pf = pg, 
then there exist fc,/i G End(Cn) such that k\j = ifi9 and k\j = igj . 
P r o o f . By symmetry, we only need to prove the existence of k. 
If / G Aut(C n ) , since pf = pg, obviously g G Aut (C n ) . In this case, / / = Ig 
= Cn. We set k = if^g. It is easy to see that k G End(Cn) and k\j = k = if,g. 
Thus, by virtue of Lemma 3.5, we only need to deal with the cases n = 2k 
(k > 2) and / G End(Cn) \ Aut (C n ) . Using Lemma 3.6, we have If = Pm 
for some m G { 2 , . . . , k + 1}. Since 2 < m < k + 1, 2m < 2k + 2, and so 
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n = 2fc > 2m —2. Thus we may let n = (2m — 2)^-2£0, where to -= fc —m+1 > 0. 
Since pf = pgi by Remark 1.2, we see that If ^ Ig under if,g. 
Without loss of generality, we may suppose that Cn and If are as shown 
in Fig. 8. 
Cn • 
If-
o- o o» • • «o-
a>m-l a>i a2 aз a m _ i a-m 
Figure 8. 
We now define a mapping fc: V(Cn) —> V(Cn) by the following rule: 
For any x G If, i.e., for x G {ai, a 2 , . . . , a m } . set k(x) = if,g(x). 
For any x £ If, i.e., for x G { a m + i , a m + 2 , . . . , a n } , define fc(x) in the fol-
lowing two cases: 
Case 1. t0 = 0. Set fc(am+s) = if,g(am-s) (= fc(am_s)) for s = 1,2, . . . , r a - 2 . 
Case 2. t0 > 0. Set k(am+s) = ifi9(am-s) (= fc(am_s)) for s = 1,2, . . . ,ra — 2; 
set fc(a(2m_2)+(2*_i)) = V,^(ai) ( = fc(ax)) and 
set fc(a(2m_2)+2t)) =if^(a2) ( = fc(a2)) for t = 1,2, . . . ,*0-
It is easy to see that the mapping fc is well-defined and fc|j = ifi9. It 
remains to prove that fc G End(C n ) . Let a,b e Cn with {a, 6} G E(Cn). We 
want to show that {fc(a),fc(6)} G E(Cn). As in the definition of the mapping 
fc, we consider two cases correspondingly: 
Case 1. t0 = 0. 
Suppose that a, 6 G I7. Then {a, 6} G E(If), and, by the definition of fc, we 
have {fc(a),fc(6)} = { ^ ( a ) , t/fl-(&)} G __(/,) C __(Cn). 
Suppose that just one of a and b belongs to If. Without loss of generality, 
let a G If and b £ If. There are two cases to be considered: 
(1) a = am and b = am+1. Then k(a) = if,g(am) and fc(6) = fc(am+i) = 
fc(am_i) = i / j f l ( a m _ i ) . Since { a m _ i , a m } G E(If), {fc(6),fc(a)} = 
{* />y(am_i), V,g(am)} G E(Ig) C _7(Cn). 
(2) a = ai and b = an. Then b = a2 m_2 and fc(b) = fc(a2m_2) = 
fc(am+(m-2)) = fc(am_(m-2)) = fc(a2). So, since {a i , a 2 } G -EC-/), 
{fc(a),fc(6)} = {fc(ai),fc(a2)} = {if,g(ax), iLg(a2)} G E(Ig) C £ ( C n ) . 
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Suppose that a, b ^ If . Without loss of generality, we may let a = am + S o and 
b = a m + S o + i , where 1 < s0 < ra-3. Then we have k(a) = fc(am+So) = fc(am_So) 
and fc(b) = fc(am+So+i) = fc(am_So_i). It is easy to see that a m _ S o _i , am_So G 
If with {a m _ S o _ i , a m _ S o } G E(If). So {fc(a),fc(b)} = {fc(am_So), fc(am_So_i)} 
= {z /^(a m _ S o ) , i / ,^(am_ a o_i)} G £ ( ^ ) C £7(C„). 
Case 2. £0 > 0. 
Suppose that a,b E If. By the same argument as in the corresponding part 
of Case 1, we have {fc(a),fc(b)} G E(Cn). 
Suppose that just one of a and b belongs to If. Without loss of generality, 
let a £ If and b £ If. There are two cases to be considered: 
(1) a = a m and b = a m + i . By the same argument as in Case 1, we have 
{k(a),k(b)}€E(Cn). 
(2) a = a\ and b = an. Then b = a(2m-2)+2t0 with to > 0. Thus fc(b) = 
fc(a2), and we also have {fc(a),fc(b)} G E(Cn). 
Suppose that a, b ^ / / . If a, b G {a m + s | 5 = 1, 2 , . . . , m — 2} , then 
in a similar manner as in Cases 1, we can obtain {fc(a),fc(b)} G E(Cn). 
If a, b (fc {a m + s I 5 = 1, 2 , . . . , m — 2}, then for some t G {1, 2 , . . . , r0} , 
{a,b} ( = {b,a}) = {a ( 2 m _ 2 ) + ( 2 t _ 1 ) , a ( 2 m _ 2 ) + 2 i } . Thus by the definition of 
fc, {fc(a),fc(b)} = {fc(ai), fc(a2)} G E(Cn). Now, without loss of generality, let 
a G { a m + s I s = 1, 2 , . . . , m — 2} and b ^ {am+s | 5 = 1, 2 , . . . , m — 2} . Noticing 
that a, b ^ 7 j , there is only one possibility, i.e., a = a2 m_2 and b = a 2 m _ i . So, 
{fc(a),fc(b)} = |fc(am+ (m_2)), fc(a(2m_2)+i) j 
= |fc(am_(m_2)), fe(fl(2m-2)+(2-l-l)) j 
= {k(a2\k(a1)}eE(Ig)cE(Cn). 
The proof is now completed. D 
Now, the following theorem follows directly from Theorem 2.1 and Lemma 3.7. 
THEOREM 3.8. Let Cn be a circle and f,g G End(C n ) . Then (f,g) G C if 
and only if pf = pg. 
R e m a r k 3.9. Regarding Green's relation IZ on the endomorphism monoid 
of a circle, we have the following result (in [7]). Also because of the tediousness 
of the proof, we will not verify it here. 
Let Cn be a circle with n vertices. Then the following two assertions are 
equivalent: 
(1) n = 2fc + l (fcGN), or ne {4 ,6 ,8} . 
(2) for any f,g G End(C n ) , (/, g) G 1Z if and only if If = Ig . 
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