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Abstract - -The domain decomposition method proposed by Schwarz [1] is gaining significance in 
view of the possibilities for parallel implementation. In this paper, we apply the domain decomposition 
method to the bihaxmonic equation in two overlapping discs. In each subdomain, a boundary integral 
formula is used to obtain the solution. Unlike the finite element or finite difference methods where 
the iterations have to be performed on the entire domain, the iterations of the boundary integral 
formulation eed to be done only at the discretized points of the boundaries. Another aspect of 
the paper is that, in order to handle the operations with dense matrices arising from the boundary 
integral formulation, the discrete wavelet ransform is used to compress the matrices which results 
in reduced computations without loss of accuracy. Examples involving a Laplace equation in an 
L-shaped region and a domain bounded by a cardioid and a circle are also illustrated. (~) 2000 
Elsevier Science Ltd. All rights reserved. 
Keywords - -Domain  decomposition method, Boundary integrals, Wavelet ransform, Biharmonic 
equation, Green function. 
1. INTRODUCTION 
The Poisson integral formula gives closed form solutions of the Laplace and biharmonic equations 
when the Green function for the domain under consideration can be computed explicitly as, for 
example, in the case of a circle or a rectangle. Approximate valuation of the Poisson integral 
formula by a suitable quadrature rule is required when the numerical value of the solutions at 
interior points of the domain are needed. For domains for which the Green function cannot 
be computed explicitly, numerical methods uch as finite difference or finite element are used 
to obtain approximate solutions. However, if the computational domain can be decomposed 
into a finite union of canonical subdomains, for each of which the Green function is known 
either analytically or discretely, it is possible to make use of the boundary integral formula to  
obtain the solution. Schwarz [1] was the first to propose such a method, called the domain 
decomposition method, in the study of elliptic partial differential equations in nonrectangular 
domains. In recent years, the domain decomposition method has assumed further significance as 
a computationally advantageous method since the computations in the subdomains are ideMly 
suited for parallel computing. The computational domain is first divided into several subdomains 
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and in each of these subdomains, the equations are solved in parallel using a convenient method. 
A sequence of boundary conditions i generated iteratively on the interface between subdomains 
until convergence tothe solution of the original problem. When the convergence riteria are met, 
each subdomain problem is solved in full to obtain the complete solution. 
Zarantonello and Elton [2] presented a domain decomposition procedure for solving the Dirich- 
let problem for the Laplace quation in the union of two intersecting discs in R :. The subdomain 
problems were solved in parallel using the boundary integral technique and the Jacobi-Schwarz 
procedure. Numerically, the problem requires the multiplication of dense matrices by vectors 
of boundary values. Zarantonello and Elton compressed these dense matrices using the DAUB4 
wavelets [3] and demonstrated computational dvantages without loss of accuracy. This was a 
first attempt to apply the wavelet compression todomain decomposition a d boundary integrals. 
The aim of the present paper is two-fold. First, we extend the domain decomposition method 
to the following three cases: 
(i) the biharmonic equation in two overlapping discs, 
(ii) the Laplace equation in an L-shaped region, and 
(iii) the Laplace equation in a region bounded by a cardioid and a circle. 
We show the advantage ofthe domain decomposition method over the capacitance matrix method 
developed by Buzbee et al. [4,5] for the Laplace equation in the L-shaped region. Second, we 
confirm the benefits of wavelet compression to the boundary integral formulation of the domain 
decomposition method. The wavelet ransform helps in compressing the dense matrices arising 
from the discretization of the integral operator to matrices which are sparse when truncated to 
a chosen threshold level. The iterations are carried out with the sparse matrices in the wavelet 
space until convergence, when a decompression using the inverse wavelet ransform is applied. 
Figure 1. Two overlapping discs. 
2. B IHARMONIC  EQUATION IN  OVERLAPP ING D ISCS 
We consider the biharmonic equation in two dimensions in the domain ~ -- f~l U ~2 formed 
by two overlapping discs 121 and ~2 (Figure 1). Let 0f~ be the external boundary and h and g 
continuous functions defined on 012. It is required to find a function u continuous in ~ U 0~ 
satisfying 
o 
V4u--- ~r  2 +r~r  +r  2092,] u=0,  in~,  (2.1) 
with the boundary conditions 
Ou 
u = g, on  - h '  on0f~. (2.2) 
This problem is ideally suited for the domain decomposition method since the analogous problem 
for a single circle has a boundary integral representation, i.e., if 
V4u = 0, for r < r0, (2.3) 
and 
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Ou 
u = 9, On h, fo r r  ro, (2.4) 
then the function u may be represented by (see [6]) 
(r 2 - ro~) 2 f f "  -h (~)  [~: + ~o ~ - 2r~o cos(~ - O)] +2~( . )  [~o - ~ cos ( .  - e)] 
~(,', O) - :~7~o [~ + ro ~ - 2~o cos(~ - 0)] 2 
da.  (2.5) 
We also need the following expressions for the derivatives of the function u: 
Ou 
Or 
r (r 2 - ro ~) f2"  -h ( . )  [~2 + ~o~ _ 2~ro cos(~ - o)] + 2g(a)  [~o - r cos(~ - o)] 
Jo ~o [r~ + r~ - 2r~o cos(~ - 0)] 2 
+ -47r7 [-7~ -- r-~ -- -2 rr o cos i 72  o )]---~ da 
8g(a) -  cos( - o)l  ocos( - o)1 
[r 2 + r 2 - 2rro cos(a - 0)] 3 
da 
(2.6) 
Ou 
O0 
(r 2 _ ro2) 2 f2"  "2h(a)rro sin(O - a) + 2g(a)r sin(O - a) 
4=.o  J0 it2 + ro ~ _ 2 . .o  cos(O - ~)]2 
8g(a) [ro - r cos(O - a)] [rrosin(O ~_~3)1] da. 
2,.--;ocos7--o01 j 
(2.7) 
3. NUMERICAL  PROCEDURE 
Let F1 = ~2 A 0~1 and F2 = ~1 A 0~2 denote the internal boundaries of ~1 and ~2 (see Fig- 
ure 1). The boundary 0~ 1 of  ~1 is discretized by n uniformly spaced points ak (k = 1, 2 , . . . ,  n). 
Let ai (i = 1 ,2 , . . . ,m)  be the points which lie on the internal boundary F1. Let ~k (k = 
1, 2, . . .  ,n) denote similar discretization of the boundary 0~2 with ~i (i = 1 ,2 , . . . ,  m) denoting 
points on the internal boundary F2. Following the Jacobi-Schwarz algorithm, zero values of g 
au and h are assumed initially on the discretized points cq, a2, . . .  ,am on F1 for both u and 0-~" 
With these values and the prescribed values of g and h on 0~x -Px ,  the solution to the bihar- 
monic equation is obtained inside ~1, by using the Simpson's 1/3-rule in equation (2.5). This 
leads to a system of equations of the form 
n n 
u(~i) = E Pi~ 1 E Q~jh~, (3.1) jgj + i = 1, 2 , . . . ,  m, 
j= l  j= l  
where u(~i) denotes the value of the solution at the discretized points ~i (i = 1, 2 , . . . ,  m), g~ (j -- 
1, 2 , . . . ,  n), and h I (j = 1, 2 , . . . ,  n) denote the discretized boundary values of the function u and 
its normal derivative on 0~1, respectively, and p1 and Qi½ denote the m x n matrices arising 
from the discretized integral operator in (2.5). The superscript 1 refers to disk ~1. We now split 
the r.h.s, of (3.1) in the form 
m m k 
U(~i)--~ E Pilg(oLJ) "~- E 1 i 1 1 1 Qij h (aJ) + Pijgj + Qijhj . 
j= l  j= l  j=m+l j=m+l  
(3.2) 
We note that in the first two terms, g(aj)  and h(aj) refer to the data (the function values and 
1 and a refer to the data derivative values) on F1, i.e., at a l ,  c~2,..., am. In the last two terms, gj hj 
on c0121 - F1. Equation (3.2), therefore, gives the values of u at the interface points ~i on F2. 
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The computations will now pass on to the disk ~'/2, where a similar process is carried out. Thus, 
at the n th stage, for disk ~1, we will have an equation of the form 
un(~i) K'-~ n l  n--1 O 1 hn--1 1 1 1 1 (3.3) = 2-., riJ g (c~3) + .,~j_ (~3) + Pijgj + Q~3hj. 
j= l  j= l  j=m+l j=m÷l 
We note that the last two terms remain fixed during the iteration process. In the first two terms, 
the iterated values of g and h on F1 keep changing. While the computations using the Poisson 
integral formula required the data on the entire boundary, it is only on the interfaces F1 and F2 
that the iterations are carried. 
In order to pass on from disk g~l to ~2, the initial boundary values for the normal derivative 
at the points (/~1, f12 , . ' - ,  ~m) of F2 are obtained by using equations (2.6), (2.7), and 
Ou Ou Or Ou O~ 
Or ~ - Or Or' + O0 Or ~' (3.4) 
where r ~ denotes the radial distance measured from the centre of the disc f12. The two plane 
polar coordinate systems (r, ~) and (r ~, 0 ~) measured from the centres of ~1 and ~2, respectively, 
are related by 
r' -- (r 2 + a 2 - 2ar cos 0)1/2, (3.5) 
0 ,=tan_ l (  rs in0 ) (3.6) 
rcos~-  a ' --- 
where a is the distance between the centres. With the values obtained from (2.5) and (3.4) 
on F2 and the prescribed values of g and h on 0~2 - F2, the solution is obtained inside ~2. The 
following two sequences are constructed iteratively: u~ is the solution of the biharmonic equation 
in 121 with the boundary values g and h on 0~1 - F1 and u~ -1 on F1. u~ is the solution of 
the biharmonic equation in ~2 with the boundary values g and h on 0~2 - I~2 and u~ on I~2. 
These two sequences converge to ul in ~1 and u2 in ~2 which is the solution of the biharmonic 
equation in the composite domain [7]. This alternating algorithm is a sequential procedure where 
the n th application of Poisson integral formula on the disk ~1 requires the values of the solution 
on F1 obtained from the (n - 1) th application of Poisson integral formula on disk ~2. However, 
as mentioned in the abstract, the current significance of the domain decomposition method is 
due to the possibility for parallel implementation with a slight modification. At the first stage, 
the starting values of zero may be assumed simultaneously on the interfaces F1 and F2 and the 
Poisson integral formula applied in parallel to both the disks ~1 and ~2. This gives the values 
of the solution on F1 and Fu for the next parallel application of Poisson integral formula on the 
two disks. Thus, the following two parallel sequences are generated: u~ is the solution of the 
n-1  biharmonic equation in disk ~1 with prescribed boundary values on 0~1 - F1 and u 2 on FI; 
u~' is the solution of the biharmonic equation in disk ~2 with prescribed boundary values on 
0~2 - F2 and u~ '-1 on F2. All the computations in this paper, however, are carried out with the 
alternating sequential algorithm owing to the nonavailability of parallel computers. 
4. WAVELET COMPRESSION 
The matrices arising from the discretization of the boundary integral formula (2.5) are usually 
dense. To reduce the computational complexity, we transform all the vectors u of the boundary 
values and the matrices R resulting from the use of Simpson's rule on the integral operators by 
the DAUB4 wavelet ransform as in [2]. The DAUB4 transform consists of repeated applications 
of the orthogonal matrix H of order N defined by 
= Hu and -R = HRH T, (4.1) 
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where H denotes the orthogonal matrix 
H = 
"ho hi h2 h3 0 0 . . . . . . . . . . . . . . . . . .  
0 0 ho hi h2 h3 . . . . . . . . . . . . . . . . . .  
: : : : : : : : : : : : 
h2 h3 0 0 0 0 . . . . . .  0 0 ho hi 
h3 -h2 hi -ho  0 0 . . . . . . . . . . . . . . . . . .  
0 0 h3 -h2 hi -ho  . . . . . . . . . . . . . . . . . .  
: : : : : : : : : : : : 
.hi -ho  0 0 0 0 . . . . . .  0 0 h3 -h2 
(4.2) 
where 
ho=--~l (1-Fv/-3), h l - -~ l  (3+vf3) ,  h2=~-~l (3 -v~) ,  h3= ~-~1 (1 -v~) .  
The application of H on the vector u of boundary values results in a vector with 'smooth' 
coefficients in the top half and 'detail' coefficients in the bottom half. At the second stage, a 
reduced matrix H of order N/2 is applied on the smooth coefficients and this process continues 
until finally two smooth coefficients followed by detail coefficients up to the finest scale remains 
(the 'pyramid algorithm'). A similar procedure is used to obtain the wavelet ransform of the 
matrices R arising from the integral operators. It has been established (see, for example, [8]) that 
this orthogonal transform may be used to compress data represented by matrices and vectors by 
discarding the elements of magnitude below a chosen threshold level. In the ensuing examples, 
the matrices corresponding to the discretized integral operator on the internal boundaries are of 
order N x N (N = 64, 128, 256,512) and the vectors N x 1. The chosen threshold is 10-4• This 
transform is used as an initialization procedure and iterations are carried out in the transformed 
space until all the elements of two consecutively iterated vectors agree to six decimal places. 
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y-axis -1.5 -2 
x-axis 
Figure 2. (Example 1) Solution of the biharmonic equation with u = x 2 - y2. 
5. EXAMPLES 
EXAMPLE 1. BIHARMONIC EQUATION IN OVERLAPPING Discs. We choose the boundary condi- 
tion on 0~ for the biharmonic equation for the composite domain ~ such that the exact solution 
is x 2 - y2 at all points (Figure 2). Since the exact solution is known, it is easy to judge the 
accuracy of the results. The integral operator in equation (2.5) is discretized using the composite 
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80 
r 
40 ~. 
20 ~. ~ ~. 
0 20 40 
"t 
-! 
'-r~! 
60 80 
80 
[ ]  
2O 
0 
0 
8( 
20 40 60 8C 
Figure 5. Figure 6. 
Compressed matrices for biharmonic equation in overlapping discs. 
Simpson's rule with 260 intervals so that on each of F1 and F2, there are 64 intervals. The 
discretized points on F1 are interior points for f~2. The solution at each such point is, therefore, 
given by a Poisson integral of form (2.5) over the entire contour 0~2. The use of Simpson's 
quadrature rule in the Poisson integral for each point on F1 leads to a 64 x 260 matrix. A similar 
matrix is obtained for points on F2. As explained in Section 3, this 64 x 260 matrix multiplied by 
a vector of boundary values of order 260 × 1 may be written as a sum of a matrix of order 64 × 64 
multiplied by a vector of boundary data on F1 of size 64 × 1 and a matrix of size 64 x 196 
multiplied by a vector of boundary data on aft1 - F1 of size 196 x 1. The iterations occur in 
the first part, while the second part remain fixed. As pointed out in the abstract, an essential 
advantage of the boundary integral method is that the iterations are carried out only at points 
on the internal boundary and not on the entire domain as in the case of finite difference or finite 
element method. The resulting matrices on F1 and F2 are compressed using the DAUB4 wavelet 
transform and their sparse structures are shown in Figures 3-6. Figures 3 and 4 correspond 
to the parts of the operator (2.5) multiplying g and h, respectively, on disk f~l and Figures 5 
and 6 correspond to disk ~2. The iteration procedure xplained in Section 3 is carried out in the 
wavelet space and the convergence of the iterations on the boundary F1 is shown in Figure 7. As 
a second example, we choose u = x (x  2 + y2). The solution is shown in Figure 8. 
EXAMPLE 2. LAPLACE EQUATION IN AN L-SHAPED REGION. We consider the Dirichlet problem 
for the Laplace equation in an L-shaped region (Figure 9). Buzbee et al. [4,5] used a combination 
of the capacitance matrix method and matrix decomposition to solve this problem. A main draw- 
back of their method is that it introduces an exceedingly large number of additional unknowns 
that are not necessary for the solution of the original problem. Since the Green function for the 
Laplace operator in a rectangle is explicitly known, we show that it is computationatly easier to 
adopt the domain decomposition method by splitting the L-shaped region into two rectangles. 
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Figure 7. (Example 1) Wavelet accelerated results along F1. Seventh iteration coin- 
cides with the exact solution shown in solid line. 
6~ 
4~ 
2~ 
O~ 
o2 
-6 
y-ares -1.5 -2 x-axis 
Figure 8. (Example 1) Solution of the biharmonic equation with u = (x 2 + y2). 
The Green function 
7r 
a(z,y; 2 
7r 
for the rectangle is given by (see [9]) 
sinh( klr(b- y) /a) sinh( k~r~/a) sin( kTrx /a) sin( kTr~/a) 
k=l k sinh(kzrb/a) , for 7] _< y, 
sin(kzrx/a) sinh(k~r~/a) sinh(kTry/a) sinh(kTr(b-Tl)/a), for 77 > _ y. 
k=l k sinh(k~rb/a) 
(5.1) 
The boundary integral formula for the Dirichlet problem inside the rectangle 0 < x < a, 0 < y < b 
is given by 
fo u(x, y) = - --ff-£n (x, y; ~(s), r j (s)) f ( ( (s) ,  ~(s)) ds, (5.2) f] 
where the integral is taken over the boundary 0f~ of the rectangle, f is the boundary function 
specified on the four sides of the rectangle BCEF (Figure 9), and b~n denotes the normal derivative. 
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Figure 9. L-shaped region. 
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Figure 10. Rotation of the rectangle for computation. 
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Figure 11. (Example 2) Solution of Laplace equation with u = x 2 - y2. 
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Compressed matrices for an L-shaped region. 
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Figure 14. Caxdioid and a circle. 
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Figure 15. (Example 3) Solution of the Laplace equation with u = x 2 - y2 
The integrations along CE and FB, where U is fixed and ~ is the variable of integration, present no 
difficulty. The integration along BC and EF, where ~ is fixed and 7 is the variable of integration, 
needs to be split into two parts corresponding to the definition of the Green function in the 
intervals 7 -< Y and 7 -> Y. We note that, if the solution is computed at the point y = 7, the 
resulting series converges too slowly to be of practical value. We circumvent this difficulty by 
solving the problem in two stages. In the first stage, we perform integration (5.2) on the sides of 
the rectangle BCEF with prescribed values of f on CE (7 = 0) and FB (77 = b) and zero values on 
BC (~ = 0) and EF (~ = a). In the second stage, we perform integration (5.2) on a rectangle PQRS 
which is obtained by rotating the rectangle BCEF by 90 ° counterclockwise (so that BC~ PQ, 
CE~QR,  EF~RS,  FB-~ SP) (see Figure 10). The originally prescribed boundary values on BC 
and EF are now assumed on PQ and RS, respectively. On SP and QR, zero boundary values are 
assumed. The solution of this second-stage problem is added to the solution of the first-stage 
problem at the appropriate locations after rotating back by 90 ° clockwise. The essential idea is to 
have zero boundary conditions on the sides of the rectangle where 7 varies. We assume that on the 
L-shaped boundary, the function is given by u = x 2 _y2. We first assume zero boundary values on 
the segment BG and obtain the solution at the discretized points on DG, using the given boundary 
values on BC, CE, EF, and FG. Then the Dirichlet problem for the other rectangle ACDH is 
solved to obtain the values on BG and this process is continued till convergence. As in the 
case of the previous example, the dense matrix arising from the discretization of the operator in 
equation (5.1) is compressed using the wavelet ransform initially and the iterations are carried 
out in the wavelet space. The solution is shown in Figure 10 and the wavelet compressed matrices 
are shown in Figures 11 and 12. 
EXAMPLE 3. DOMAIN BOUNDED BY A CARDIOID AND A CIRCLE. The Green function for the 
Laplace operator for a cardioid with equation (see [9]) r = 2(1 + cos0) is given by 
a (r, O; rl,  01) = 
[ { 1 (O -b O1) -- V/rc°s lo1 - -  v~c°s  lo}] ]  " +log r+r l+r r l+2x/ - r -~ cos~ 
The boundary integral formula for the Dirichlet problem is given by 
~0 2~: u(r,O) = - OG (r,O;rl,01) f (01) dO1. 
80 
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Figure 17. 
Compressed matrices for a cardioid and a circle. 
We consider a domain bounded by a circle and a cardioid overlapping each other as shown in 
Figure 13. The boundary values are again taken as u = x 2 _y2. In this case, the origin is taken as 
the centre of the circle and the cardioid is also referred to this origin so that there is no necessity 
to shift the origin to address the two domains. As in the previous examples, initial values are 
assumed to be zero on the interior parts of F1 and F2 of the boundary and the iterations are 
carried out in wavelet space till the convergence is obtained. The solution is shown in Figure 14 
and the wavelet compressed matrices are shown in Figures 15 and 16. 
6. D ISCUSSION AND CONCLUSIONS 
Although known since 1890, the domain decomposition methods have assumed significance 
in recent years owing to its possibility of parallel implementation. The success of the method 
depends on the possibility of decomposing the given domain into subdomains so that the governing 
876 A. AVUDAINAYAGAM AND C. VANI  
equations can be solved in parallel in each of the subdomains, using any conventional method 
like finite difference, finite element, or spectral methods. When the Green function for the 
governing operator in the subdomains can be found explicitly as in the examples presented in 
this paper, the iterations need to be carried out only on the boundaries of the subdomains. This 
is an additional advantage over the finite difference or finite element methods where the iterations 
have to be performed in the entire domain. In order to handle the operations with dense matrices, 
compression using wavelet bases is seen to play a useful role. It is known [8] that, for certain 
operators, an N × N matrix of large N, when compressed to a chosen threshold e > 0, has only 
O(NlogN) elements. Thus, the matrix can be compressed to O(NlogN) elements. All the 
computations are performed on a Pentium II (single processor) with MATLAB5. In Table 1, 
we present he computational gain in terms of CPU time and the compression coefficient for the 
case of the boundary integral operator on a circle using the Green function (Example 3). The 
compression coefficient is the ratio of N 2 to the number of nonzero elements in the compressed 
form. Table 2 gives a comparison of the maximum absolute error in the full and compressed 
solutions. The method is capable of extension to three dimensions, some results of which will be 
reported later. 
Table 1. 
tc Compr. Coeff. 
e = 10 -4  e : 10 -3  £ = 10 -4  e ~ 10 -3  
0.28 0.22 3.4420 7.5294 
0.77 0.72 8.0749 18.5970 
2.69 2.53 19.5980 47.0129 
10.11 9.83 48.7437 122.6691 
Input Size 
(N) t/  
64 0.44 
128 1.76 
256 7.03 
512 28.12 
t /  = CPU time for O(N 2) multiplications. 
tc = CPU time for multiplications with wavelet compressed matrix. 
Table 2. 
Input Size 
(N) 
64 
128 
256 
512 
Maximum Error in 
Full Solution 
9.5102e-005 
2.4226e-005 
6.1138e-006 
1.5357e-006 
Maximum Error in Compressed Solution 
e = 10 -4 
6.3857e--004 
9.4683e-004 
2.0350e-003 
2.0812e-003 
---- 10 -3  
6.1221e-003 
7.8323e-003 
8.4296e-003 
1.4567e-002 
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