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The abstract equation of evolution for a Banach-space-valued 
function u(t) may be written 
du(t)/dt = c(t) u(t) 
where for each t, C(t) is a linear operator acting in the Banach space. 
The abstract Cauchy problem is to establish existence and uniqueness 
of solutions with prescribed initial data U(S) = Y, which depend 
continuously on the data. If C(t) = C is independent of the time t, 
the solution should be u(t) = exp ((t - s) C) Y. The Hille-Yosida 
theorem of semigroup theory may be used to give sense to this 
exponential. In general the solution is not given by such a simple 
formal expression. There should exist, however, a family of continuous 
linear operators R(t, s) such that u(t) = R(t, s) Y is the solution with 
initial condition U(S) = Y. Such a family is called a propagator or a 
Green’s operator. Conditions on C(t) which guarantee the existence 
of the family R(t, s) were first given by Kato [6]. The problem has 
been further studied by Yosida [Z5; Chap. XIV], Nelson [II], 
Kisyliski [7], and Lions [S]. 
Now assume that C(t) = A(t) + B(t). The problem of perturbation 
theory considered here is to express R(t, s) explicitly in terms of A(t) 
and B(t) and solutions of equations involving these operators separa- 
tely. Such general formulas were obtained by Phillips [12] and 
Segal [Z3]. Th eir method was essentially iteration of the integral 
equation 
R(t, S> = P(t, s) + j-” p(t, t’) B(t’) R(t’, s) dt’. 
s 
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Here P(t, s) is the propagator corresponding to the equation involving 
A(t). They derived a series expression for R(t, s) the terms of which 
are multiple integrals involving products of the P(t, s) and the (bound- 
ed) operators B(t). Conditions for the use of a perturbation formula 
which directly involves one of the operators A(t) or B(t) are likely 
to be delicate if the operator is not bounded. 
Here we give a product formula which generalizes a result for the 
semigroup situation due to Trotter [14]. If we for convenience take 
s = 0, we obtain the representation 
WC 0) = ii J& exp (A (k +) i) exp (B (K +) $) . 
A related formula, valid in circumstances requiring that the B(t) are 
bounded, is 
R(t, 0) = lim fi exp A ‘K t -5 
n-K0 k=n-l ( ( .) .)(I+B(kx)* 
This theory may be applied to partial differential equations if the 
Banach space is taken to be a space of functions and if for each t, 
A(t) and B(t) are differential operators acting in that space. Typically, 
B(t) is a lower-order perturbation of A(t). The equations encountered 
may be of parabolic or hyperbolic type, or, as in the case of the 
Schrodinger equation, neither. The theory may also be used to answer 
a point raised by Babbit [I] about the Feynman path integral solution 
of the Schrodinger equation. Nelson [IO] used the Trotter formula 
to give a mathematical realization of this integral in the case of a 
time-independent equation. The present work shows that this 
technique extends to the case of time-dependent coefficients. The 
class of allowable perturbing operators B(t) discussed in the related 
work of Daletzski [2] seems to be more restrictive in the application 
to the Schrodinger equation. Here the zero order coefficient need not 
be bounded. 
1. THE TROTTER PRODUCT FORMULA FOR PROPAGATORS 
Let X and Y be Banach spaces. We write L(X, Y) for the space of 
continuous linear transformations on X to Y. We abbreviate L(X, X) 
by L(X). In general, an operator from X to Y will be a linear trans- 
formation from a linear subspace D of X to Y, and an operator in X 
is an operator from X to X. 
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PROPOSITION 1. Let X and Y be Banach spaces. Let D be a linear 
subspace of X which is the domain of some closed operator from X to Y. 
Then D has a unique Banach-space structure (up to equivalence) with 
the following property. Let I be the injection of D into X. For each closed 
operator C from X to Y with domain D, the Banach space structure of D 
is the unique one (up to equivalence) such that L E L(D, X) and 
C EL(D, Y). 
Proof. Choose any closed operator C from X to Y with domain D. 
Give D the Banach-space structure inherited from the bijection of D 
onto the graph of C in X x Y. Then clearly L E L(D, X) and 
C E L(D, Y). Now consider any other Banach-space structure D’ 
on the domain of C such that L E L(D’, X) and C E L(D’, Y). Then the 
identity map of D’ onto D is continuous. By the open-mapping 
theorem, its inverse is also continuous, so the structures are the same. 
Let C’ be any other operator on D with graph closed in X x Y. 
Since L EL(D, X), C’ has graph closed in D x Y. Hence by the closed 
graph theorem C’ is in L(D, Y). 
Note. Let A be an operator from X to Y with domain D which has 
an operator A as its closure. Then the inverse image under the 
injection of D x Y into X x Y of the graph of A is the graph of A. 
Thus by the closed-graph theorem, A EL(D, Y). 
DEFINITION. Let X be a Banach space. A propagator is a family 
of operators R(t, s) in L(X), defined for a < s < t < b, such that 
(i) R(s, s) = I, 
(ii) R(t, s) R(s, r) = R(t, r), 
(iii) R(t, s) is strongly continuous in (s, t). 
THEOREM 1. Let X be a Banach space. Assume that for each 
t E [O, bl, A(t) and B(t) are the in$nitesimal generators of strongly 
continuous emigroups of contractions exp (A(t) s) and exp (B(t) s) on X. 
Require that C(t) = A(t) + B(t) is a closed operator for each t and that 
the domain of C(t) is a dense linear subspace D of X which is independent 
of t. Assume that for u in D, A(t) u and B(t) u are Co in t on [0, b]. 
Assume that there is a propagator R(t, s) consisting of contractions 
on X such that D is invariant under each R(t, s). For each Y in D, 
let u(t) = R( t, 0) y and further assume that C(t) u(t) is Co on [0, b] 
and that u(t) is Cl on (0, b) and there satisfies 
d4t) - = c(t) u(t). 
dt 
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Require also that u(t) is Co from [0, 61 to D considered as a Banach 
space (Proposition I). 
Then, for t E [0, b], 
R(t,O)=lim fi exp 
n- ken-1 
in the strong operator topology of L(X). 
Remark. Let C be any closed operator in X with domain D 
and with nonempty resolvent set. In order to show that u(t) is con- 
tinuous from [0, b] to D, it would be enough to show that Cu(t) is 
continuous from [0, b] to X. For if X is in the resolvent set of C, 
then h - C E L(D, X) and (A - C)-l is defined on all of Y. The open- 
mapping theorem implies that (A - C)-l E L(X, D). Then 
u(t) = (A - C)-1 (A - C) u(t). 
Proof. For convenience abbreviate t/n by h. We define 
Pk = exp (hA((k - 1) h)), 
Qk = exp (hB((k - 1) h)), 
R, = R(kh, (k - 1) h), 
S,, = fi PkQk - R(t, 0). 
k=n 
Our task is to show that S, --t 0 strongly as n---f 03. Now 
= g, jlnpkQk[PjQj - &I R((j - 1) h, 0). 
Let u be in D. We will show that S,u -+ 0 as n + co. We have 
II S,U II < i II Lf’jQj - 41 R(( j - 1) h, 0) u II 
j=l 
< n sup (0 < s < t) II [exp (JuW) exp (W)) --R(s + h, ~11 W, 0)~ II. 
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(In case t = b, we need only take the supremum over the interval 
on which the propagator is defined.) 
Let 
E,(h) = + (exp (A(s) h) - I) - A(s), 
F,(h) = exp (A(s) h) $ (exp (B(s) h) - I) - B(s), 
G,(h) = + (R(s + h, s) - 1) - c(s). 
Then 
II %J II < t SUP II E(h) +F,@) - G,(h)) W 0) u II 
< t{sup II -53(h) %, 0) u II + sup II J-s,(h) w, 0) u II 
+ SUP II G,(h) Ws, 0) u II}. 
Consider each term separately. 
Let K be the set of all A(s, 0) U, 0 < s < t. Note that KC D. The 
first two terms of the last expression are bounded by 
and 
It is clear that exp (A(s) h) A(s) w + A(s) w as h -+ 0. We will 
now show that this convergence is uniform in s. This will be useful 
in treating the supremum involving E,(h). 
First, note that for o in X, exp (A(s) h) v + w as h -+ 0 uniformly 
in s. 
To see this, choose z, in D and write exp (A(s) h) w - z, as 
Ji exp (A(s) K) A(s) ZI dk. I n view of continuity assumptions, the 
integrand is bounded by sup (0 < s < t) 11 A(s) z, (1 < co. So 
(exp (4) 4 - I> v --f 0 uniformly in s. Since D is dense in X, the 
same conclusion follows for arbitrary v in X. 
LEMMA 1. Let Z and X be Banach spaces and let P,(h) be a bounded 
family in L(Z, X). Let M be a compact subset of 2. Assume that for 
each v in M, P,(h) v + 0 uniformly in s as h + 0. Then P,(h) v -+ 0 
uniformly in s and v as h --t 0. 
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Proof. Otherwise there are oh in M with sups j/ P,(h) oh 11 2 E, 
say. But by compactness, v,, has a limit point q, , and so 
which provides a contradiction. 
Now the exp (A(s)) - I are bounded in L(X). The A(s) w, 
0 < s < t, form a compact set in X by the continuity assumption of 
the theorem. Lemma 1 applies to establish that 
(exp (A(s) h) - I) A(s) w + 0 
as h -3.0 uniformly in s. 
Thus for w in D, 
II K(h) w II = j/ + (exp VW h) - 4 w - 44 Ij 
E I( + 11 (exp (44 W A(s) w - 44 4 d& 11 
,< sup (0 d R d h) II exp (A(s) k) 4) w - -4s) w II 
-+O 
uniformly in s as h 3 0. 
The term F,(h) may be dealt with in much the same way. We must 
first show that if k is a function of h which goes to zero with h, then 
exp (A(s) h) exp (B(s) k) B(s) w + B(s) w 
as h 3 0 uniformly in s. 
For the reason explained above, exp (A(s) h) z, and exp (B(s) k) z’ 
converge to et uniformly in s as h -+ 0. But 
exp (A(s) h) exp (B(s) K) v - 9 
= exp (A(s) h) (exp (B(s) k) v - v) + (exp (A(s) h) 0 - V), 
so exp (A(s) h) exp (B(s) k) u 3 z, uniformly in s as h -+ 0. 
The B(s) w form a compact set in S, so as before Lemma 1 shows 
that 
(exp (A(s) h) exp (B(s) k) - I) B(s) w + 0 as h -+ 0 
uniformly in s. 
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Finally, for w in D, we conclude that 
II F,(h) w II = !I$/: (exp (4) 4 exp (B(s) k) B(s) w - B(s) 4 dk (1 
S sup (0 < k < h) II exp (A(s) h) exp (B(s) k) B(s) w - B(s) w II 
-+O 
uniformly in s as h 3 0. 
Since A(t) and B(t) are closed operators from X to X, their restric- 
tions to D are closed operators on D to X. Thus by the closed graph 
theorem, their restrictions are in L(D, X). We know from what has 
been shown above that E,(h) w and F,(h) w are uniformly bounded in s 
and h for w in D. By the principle of uniform boundedness E,(h) and 
F,(h) are uniformly bounded as mappings in L(D, X). 
Next notice that s -+ A(s, 0) u is Co from [0, t] to D. Hence K is a 
compact subset of D. 
It follows from Lemma 1 that E,(h) w and F,(h) w go to zero 
uniformly in s and in w E K. This takes care of the first two terms in 
the bound for 11 S,u 11 . 
Now look at the remaining term. 
II G,(h) R(s, 0)~ II 
= 11; (R(s + h, 0) u - R(s, 0) u) - C(s) R(s, 0) u I/ 
= I/ $ s” (c(s + 4 R(s + k, 0) u - C(s) R(s, 0) u) dk 11 
0 
d sup (0 d k $ h) II C(s + k) R(s + k, 0) u 
- C(s) R(s, 0) u II * 
Now C(s) R(s, 0) u is Co in s, hence uniformly continuous on [0, t]. 
It follows that 
G,(h) R(s, 0) u --f 0 
as h + 0 uniformly in s. 
Thus S,u +O. Since D is dense in S and the S, are uniformly 
bounded, this shows that S, + 0 strongly. This completes the proof. 
In order to apply the presently available theorems on solutions 
of time-dependent equations, it is useful to have the following 
criterion. 
PROPOSITION 2. Let X be a Banach space. Let D C X be a Banach 
space such that the inclusion is continuous. Let C(t) E L(D, X) for each 
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t E [a, b]. Assume that u(t) is a function from [a, b] to D such that u(t) 
and C(t) u(t) are continuous from [a, b] to X. Assume in addition that 
for some j&ed CL, the (p - C(t))-l are bounded in L(X, D) uniformly for 
t in [a, b]. Then u(t) is continuous from [a, b] to D. 
Proof. 
u(t) = (CL - C(W (P - W) u(t)* 
so 
II u(t) - u(f) IID G M II (CL - C(t)) u(t) - (CL - C(Q) 4t’) /Ix. 
2. APPLICATION TO THE FEYNMAN INTEGRAL 
The preceding result will be applied to the Feynman path integral 
solution of the Schradinger equation 
. du(t) 
Zdt= 
- &Au(t) + v(t) u(t) 
for u(t) in L2(R’) for each t. For each t, V(t) is a (not necessarily 
bounded) real-valued function on Rz. 
THEOREM 2. Let V(t) = & Vk(t) be a finite sum of real-valued 
measurable functions Vk(t) on R1 depending on the real parameter t. 
Assume that for each k, there is a p with 
2dP<oo, 1 = 1, 2,3, 
2<p<w 1 = 4, 
I> 5, 
such that Vk(t) is a function oft with values in Lp(R1) which is continuous 
and of bounded variation. 
Then for Y E L2(Rz), 
x ‘y(X,,) (=$)-(l’P)zn dX, ..a dX,,-, , 
where X, = X, At = t/n, ti = jdt, AXj = 1 Xj+l - Xi 1 , is the 
solution to the Schr6dinger equation with u(x, 0) = F(x). 
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Remark. The expression in the theorem is formally an integral 
over the space of all paths X(T), 0 < T < t, in Rr such that X(t) = X 
of 
exp [i /:I+ m (y)” - V(X(7), T)/ &] Y(X(0)). 
This was Feynman’s [A solution of the Schrodinger equation. 
Proof. Let X be the Hilbert space H = L2(Rz). d is the Laplacian 
regarded as a self-adjoint operator inL2(Rz). Let A(t) = A = (i/2m) d 
and B(t) be multiplication by - iV( t). Let C(t) = A(t) + B(t). With 
these choices, we will verify the hypotheses of Theorem 1. 
The result of Kato [6] provides the following criterion. Let C(t) 
for each t in [a, b] be a skew-adjoint operator in a Hilbert space H. 
Assume that the domain D of C(t) is independent of t. Give D the 
Banach-space structure described in Proposition 1. Assume that C(t) 
is continuous and of bounded variation in L(D, H) as a function of t. 
Further assume that there exists a p > 0 such that (,u - C(t))-’ 
is bounded in L(H, D) as a function of t. We may conclude that there 
exists a unique propagator R(t, s) consisting of unitary operators on H 
such that D is invariant under each R(t, s) and such that for each Y 
in D and each s, u(t) = R(t, s) Y is Cl in t and satisfies the equation 
d4t) - = C(t) u(t) 
dt 
with U(S) = !Y. 
Now we verify these conditions for the operator C(t) = A + B(t) 
given above. Let Hz be the Sobolev space of all functions in N with 
first and second partial derivatives in H. H2 may also be regarded as 
the domain of the Laplacian with the graph norm. Clearly 
A EL(H~, H). 
For each a > 0, there is an estimate of the form 
(See, e.g., Faris [3, Section 41.) The constant b depends on a and on 
Vc(t). Fix a. Then when p # Z/2, b depends on Vk(t) only through 
I\ Vk(t) lip . By the continuity assumption these norms are bounded, 
so b may be chosen independently of t. 
Even in the borderline case p = 4 I, 12 5, a value of b may be 
chosen which gives the estimate for all t. To see this, let W = 1 Vk(t) 1 . 
For arbitrary b >, 0, write W = JV, + IV, , where IV, = min (IV, b). 
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Then always 11 W,U 11 < b (1 u 11 . On the other hand, 
II w,u II G II w2 llzl II u Is 
where l/p + l/s = 4, and I( u ]I8 ,< C 11 Au 11 by application of Sobolev 
inequalities as in [3]. Now for fixed t it is clear that II W, &, J 0 as 
b + co. But since Vk(t) is continuous in LP as a function of t, so are 
W, and W, = W - W, . Hence II W, (lp J 0 uniformly in t as b + co. 
In particular, C 11 Wz Ii, < a for all t if b is sufficiently large. 
Thus B(t) has a restriction in L(H2, H) and for arbitrary a > 0, 
there is a b with 
II B(t) * II G fz II Au II + b II 24 II * 
b depends on a but not on t. We immediately conclude that the domain 
of C(t) = A + B(t) is Ha for each t and C(t) E L(fP, H). Further, 
for p real and nonzero, we have 
II BP) (P - 4-l CJ II < a II 4~ - 4-l ZJ II + b II (p - 4-l ZJ /I 
Thus for 1 ~1 I sufficiently large, B(t) (p - A)-l E L(H) has arbitrarily 
small norm. Since it may be in particular chosen less than one, we have 
(p - C(t))-1 = (p - A)-1 [l - B(t) (/A - A)-11-l EL(H, HZ). 
It follows that C(t) is skew-adjoint in X and that the Banach space D 
is just H2. 
Now observe that p may actually be chosen so that the norms of 
B(t) (p - J-1 EL(H) are bounded by an arbitrarily small constant 
uniformly in t. Choose this constant to be less than one. The above 
formula shows that for suitable p, (CL - C(t))-l is bounded in L(H, D) 
as a function of t. 
The derivations of the inequalities used above provide the informa- 
tion that for p in the appropriate range, the norm of a multiplication 
operator V in L(H2, H) = L(D, H) is bounded by a constant times 
the norm of V in D. (In the special case p = 4 2, we need only note 
that I( VU (I < 11 Yllp 11 u IIs where 4 = l/p + l/s. Then we may use 
Sobolev inequalities as before to conclude that 11 u IIs is bounded in 
terms of the H2 norm of u.) It follows that Vk(t) is continuous and of 
bounded variation as a function of t with values in L(D, H). (In the 
terminology of Hille and Phihips [5; Section 3.21, it is of strong 
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bounded variation.) Thus B(t) and C(t) = A + B(t) are continuous 
and of bounded variation in L(D, H). 
Thus Kato’s theorem provides the solution u(t) = R(t, s)!?’ of the 
Schrodinger equation. It is a solution in the Hilbert space sense when 
U(S) = Y E D, and even when Y $ D, but Y E H, it may be considered 
a solution in a generalized sense. 
Next we must verify the remaining hypotheses of Theorem 1, 
again taking s = 0 for notational convenience. By Proposition 2, u(t) 
is continuous in t with values in D. Thus the solution u(t) of the 
Schrodinger equation with u(0) = Y is given by 
u(t) = !ii J$-, exp (-& d) exp ($ V (K +)) Y, 
Since exp (iud) is convolution by (47ri~)-~(~/~) exp(i 1 x 12/4u), this 
establishes the result. 
EXAMPLE. Let Vk(x, t) be a real valued function which for each t 
is in D(Rr) as a function of X. Assume that p 3 2, p > 4 I and that 
the case p = Z/2 = 2 is excluded. Require that Vk(x, t) is Cl in t 
for each X. Further require that there is a function &(x) in D(R’) 
such that 1 aV,/i?t(x, t) 1 G&(X) for all t. Set V((x, t) = Ck Vk(x, t) 
and consider V(t) = V(‘(x, t) f or each t as a function of x. Then V(t) 
satisfies the hypotheses of Theorem 2. 
Proof. The difference quotients 
&(x, 4 h) = $ (V?& t+ h) - Vk(% a 
are all dominated by +k(~), by the mean value theorem. Therefore 
as h -+ 0 for each t, by the dominated convergence theorem. So 
Ij;c(x, t) is differentiable in ,?? as a function of t. aV,/at(x, t) is con- 
tinuous in LP as a function of t by a second application of the domi- 
nated convergence theorem. Now for each t, let Vk(t) be Vk(x, t) as 
an l;p function of x. Then we have just shown that Vk(t) is a Cl 
function of t. So it is the integral of its derivative, and hence of 
bounded variation. 
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3. A PRODUCT FORMULA FOR BOUNDED PERTURBATIONS 
The propagator for the differential equation du(t)/dt = B(t) u(t) 
may be given by the product formula 
lim fi exp(B(kc)+). 
n- kc?-1 
Only when the various B(t) commute may we replace this by 
!i+i exp (n5 B (K k) $) = exp (1: B(T) do) . 
k=O 
Another expression for the propagator in the general case, however, is 
which by definition is the product integral Ji (I + B(s) ds.) (Masani 
[9] treats product integrals.) This suggests a perturbation formula 
based on a hybrid of the Trotter formula and product integrals. 
Then given the propagator for the unperturbed equation, it will not 
be necessary to solve other equations in order to get the approximatnig 
expression for the full equation. (That is, the exponential is avoided 
by only considering a sufficient number of terms in its expansion.) 
THEOREM 3. Let X be a Banach space. For each t E [0, b], let A(t) 
be the injkitesimal generator of a strongly continuous semigroup of 
contractions exp (A(t) ) s on X, Assume that the domain D of A(t) is 
independent of t and that A(t) u is continuous in t for u in D. For each 
t E [0, b], let B(t) be a dissipative operator in L(X). Assume that B(t) 
Zs strongly continuous in t. 
Let C(t) = A(t) + B(t). A ssume that there is a propagator R(t, s) 
consisting of contractions on X such that D is invariant under each 
R(t, s). For each Y E D, let u(t) = R(t, 0) Y and further assume that 
C(t) u(t) is Co on [0, b], and that u(t) is Cl on (0, b) and there satkjies 
fy = C(t) u(t). 
Require also that u(t) is Co from [0, b] to the Banach space D. 
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Then 
in the strong operator topology of L(X). 
Note. Assume that A(t) = A is independent of the time param- 
eter t and that B(t) ZI is a C’r function of t for each v in X. Then a 
theorem of Phillips [12] (S ee also Segal [13, Lemma 3.11) shows that 
this is one situation when the conditions of Theorem 3 are satisfied. 
[The condition that u(t) is continuous from [O, 61 to D may be verified 
by noting that the principle of uniform boundedness shows that the 
norms of the B(t) E L(X) are uniformly bounded in t by some con- 
stant M. It easily follows that for p > M, 
(p - C(t))-1 = (p - A - B(t))-1 EL(X, D) 
is bounded uniformly in t. Application of Proposition 2 completes the 
argument.] 
Proof. Set h = t/n. Define 
Pk = exp (A(@ - 1) h) h), 
Qk = I+ B((k - 1) h) h, 
Rk = R(kh, (R - 1) h), 
S,, = fi PkQ, - R(t, 0). 
k=n 
As before, we have 
Sn = C n PkQk[P,Qj - &I R((j - 1) h, 0). 
j=lk-n 
In order to show that S, -+ 0 strongly as n + co, we will choose u in 
D and show S,u --+ 0. But 
1+1 
< t max (1 <.I- < 4 n II f&c II 
k=n 
X + sup (0 B s < t) II [exp (A(s) h) (1 + B(s) h) - R(s + h, s)] R(s, 0) II 11. 
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For fixed z, in X, B(s) v is continuous in s, 0 < s < t, and therefore 
the B(s) v are bounded in X. By the principle of uniform boundedness, 
the B(s) are bounded in L(X). Thus (1 B(s) 11 < M. 
so 
j+1 
ma (1 <i < 4 n II Qk II d fi (1 + II W - 1) h) II h) 
k=n k=n 
Thus the first term in the bound for 11 S,U II is bounded independently 
of 71. 
The second term contains the expression 
+- [exp (A(s) h) (1 + B(s) h) - R(s + h, s)l 
= + [exp (A(s) h) - I] + exp (A(s) h) B(s) - f [R(s + h, s) - rl 
applied to vectors of the form w = R(s, 0) U. 
Choose w E D. Then l/h [exp (A(s) h) - I] w -+ A(s) w as h -+ 0 
uniformly in s. This is proved exactly as is the corresponding assertion 
in the proof of Theorem 1. [In case A(s) = A is independent of 
time, as in the situation described in the note, there is no uniformity 
to prove and the result is immediate.] 
Also, exp (A(s) h) B(s) w -+ B(s) as h -+ 0 uniformly in s. A quick 
way to see this is to consider the family of functions fh , where 
f*(S) = exp (4) h) B( s w. This family is equicontinuous, since ) 
II”m -hM II d II w * - W%) * II . 
Since fh(s) obviously converges to B(s) w for each s in the compact 
interval [0, t], it converges uniformly in s. 
It is clear that 
f [exp (A(s) h) - I] - A(s) and exp (4s) h) B(s) - B(s) 
have restrictions in L(D, X). Since when these operators are applied 
to w in D, the resulting vectors in X are bounded in s and h, the 
operators in L(D, X) are themselves bounded in s and h. 
Let K be the set of all R(s, 0) U, 0 < s < t. Then K is a compact 
subset of D. 
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Thus Lemma 1 applies to show that 
$ [cxp (A(s) h) - Zl R(s, 0) u + A(S) R(s, 0) u 
and exp (A(s) h) B(s) R(s, 0) 24 + B(s) R(s, 0) 24 uniformly in s. 
Finally, l/h [R(s + h, 0) - R(s, 0)] IL + C(s) R(s, 0) u uniformly 
in s. A suitable argument is contained in the proof of Theorem 1. 
We conclude that 
$ [exp (A(s) h) (1 + B(s) h) - R(s + h, s)] R(s, 0) n 
-+ [A(s) + B(s) - C(s)] R(s, 0) u = 0 
uniformly in s as h -+ 0. 
Thus S,u + 0 as n --t co for u in the dense set D. This implies that 
S, + 0 strongly. 
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