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摘要 
Pt-Pd 合金纳米粒子在催化性能和光学性能上有着其他合金纳米粒子不可比
拟的优势，因此对其进行全面的研究具有重要意义。目前，有很多智能算法应用
于求解合金纳米粒子结构,例如粒子群算法和差分进化算法。在原子规模较小时，
这些智能算法均能取得较为满意的结果，但随着原子规模的增加，计算量的大幅
度提高，算法计算时间过长是亟待解决的问题。本文针对该问题提出了一种基于
CUDA 的并行粒子群算法。 
本文主要研究内容包括： 
本文采用 QSC 多体势描述 Pt-Pd 合金纳米粒子中原子间相互作用，以该势能
函数的能量最小值作为求解指标，参考了改进粒子群算法在该问题上的求解应
用，并提出了一种基于种群的粗粒度和基于原子的细粒度混合并行算法，结合问
题具体特征，设计了种群-线程块二维编码方式，使得算法具有良好的扩展性，
同时结合了 GPU 的硬件特性，在保证运算效率最优的前提下选择了合理的最佳线
程数，并采用合并访问技术提高了数据传输的速度，进一步提高运算效率。 
为了验证该算法的有效性，本文对不同尺寸的 Pt: Pd=1：1 比例的合金纳米
粒子进行求解，同时采用了三个不同的指标进行验证，分别是等规模等迭代次数、
等规模等求解精度、等规模等终止条件。同时我们也对算法的收敛性和稳定性进
行了多次独立重复实验验证。实验结果表明本文所提出的基于 CUDA 的并行粒子
群算法对合金纳米粒子结构优化的求解是有效的、稳定的。 
本文所提出的基于 CUDA 并行粒子群算法对大规模原子的合金纳米粒子结构
优化有一定指导意义，对其他智能算法的并行化也具备参考作用。 
关键词：并行粒子群、纳米粒子、加速比 
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Abstract 
The structure research of Pt-Pd based nanoparticles has been a hot issue in 
material fields because of it’s extraordinary catalytic and optical potential. There are 
lots of intelligent algorithm involved in studying the stable structure of Pt-Pd based 
nano-particles, such as particle swarm optimization(PSO), differential evolutionary 
algorithm. Most of them perform well in optimization with small atomic scale. 
However, their computational efficiency decrease with the increasing particles size as 
computation greatly improve. Thus, in this paper, we propose a CUDA based parallel 
PSO to improve the performance of traditional PSO. 
In our simulations, for the above Pt-Pd based particles, the Q-SC potential is 
adopted to describe the interactions between atoms. The Q-SC potential provides a 
proper basic property model for nanocrystals, leading to an accurate prediction of the 
crystals’ structure. For the problem, parameters are optimized to describe the surface, 
cohesive, and vacancy formation energies and other parameters for better simulating 
the metallic nanocrystal structures. Moreover, we propose a CUDA based parallel 
PSO (GPSO) for calculating the stable structure of Pt-Pd cluster. In the algorithm, two 
dimensional coding method of population thread block is designed which could be 
adopt in other works. And combined with the hardware characteristics of GPU, the 
GPSO could select optimal  threads for computing while ensuring the best operation 
efficiency. And the data access speed of GPSO is improved by using the combined 
access technology. 
To validate the proposed GPSO, we simulate the stable structure of Pt-Pd 
particles for different size. And we adopt three index for validation: equal number of 
iterations、equal scale precision and equal scale termination condition. Moreover, the 
convergence and stability of the algorithm are examined. Simulation results show that, 
our proposed GPSO is effective and stable to optimize the structure of alloy 
nanoparticles. 
The research results have practical significance and application value to improve 
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the efficiency of structure study of nanoparticles. 
 
Keyword: parallel PSO, nanoparticles, accelerating ratio 
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第一章 绪论 
本章介绍论文研究背景及其工作成果在实际应用中的意义。包括研究背景、
国内外研究现状、研究计划与文章结构。下面进行详细介绍。 
1.1 背景 
近年来，将多元金属纳米粒子引进材料制备流程作为制备催化剂的研究方
向，正在受到越来越多学者的关注。金属纳米粒子通过其协同效应，大大提高了
电化学反应的催化活性，降低材料制备成本，成为材料化学的研究热点。 
通常来讲，我们所指的纳米粒子是指颗粒尺寸在 1-100nm 之间的纳米量级超
细微粒。形象点来讲，纳米粒子是大于原子团簇小于微粉的超微小粒子、比常见
的细菌病毒结构要小几十倍、比红血球要小 100 多倍。日本名古屋大学上天良二
教授给纳米微粒下过这样的定义：用电子显微镜（TEM）才能看到的微粒被称
为纳米微粒[1]。由于与常规物质相比，纳米粒子本身的结构更加复杂、原子组合
形式与传统物质大不相同，在一定条件下引起了颗粒性质的质变，从而产生了许
多独特的性质。例如，当纳米粒子的尺寸小于或等于光波的波长时，将会出现小
尺寸效应，可以用于制作磁性信用卡、磁性钥匙、隐形飞机等[2]。此外，纳米粒
子位于表面的原子占据总原子数的大部分，这种小尺寸大表面的性质我们称为表
面与界面效应，它是的纳米粒子具有更高的活性，当遇见其他原子时，有较强的
结合倾向[3]。其它的诸如量子尺寸效应、宏观光量子隧道效应[4-5],让纳米金属粒
子在在催化、滤光、光吸收、医药、磁介质及新材料等领域有着广阔的应用前景
[6]。本文关注纳米金属粒子的催化活性，通过基于 CUDA 的并行粒子群算法对
其结构性质进行研究，试图更全面了解其催化特性。 
使用金属纳米粒子作为材料制备电化学反应催化剂的优点在许多文献中均
有记载[7-8]。目前，关于纳米粒子催化剂的研究主要有三种类型：（1）直接使用
纳米粒子作为高分子高聚物氧化还原及合成过程的催化剂，能够大大提高催化效
果，节省消耗，如铂、银等；（2）将纳米粒子作为添加剂掺入液体和气体燃料
中，可加强发动机动力，提高效率；（3）在某些高温实验中，通过加入少量 Al
的纳米粒子，可以数倍提高燃烧效率，更好的控制燃烧温度。Au-Pd 合金纳米粒
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子在甲酸氧化、乙烯氧化和乙烯乙酰氧基制乙烯基乙酸酯制备中的应用。此外，
因为不满足于单金属的纳米粒子催化效率，研究者试图在单金属纳米粒子中掺入
少量廉价金属粒子，期望改变纳米粒子特效，达到更好的催化效应，我们称之为
合金纳米粒子。合金纳米粒子指的是包含两种及以上金属元素的纳米粒子，随着
组成元素、粒子构型、表面偏聚和原子分布等因素的不同，在光学、电子以及催
化性能上展现出区别于单纳米粒子的独特性能[9-10]。合金纳米粒子催化剂通常包
括一种具有高催化活性的初级金属和一种易获取的辅助金属，可以在材料制备过
程中提高催化活性以及防止中毒问题，能有效降低催化成本，解决其资源匮乏和
价格高昂的问题[11]。目前，大多数工作集中于研究双金属合金纳米粒子的催化活
性，及其在化工工业、制造业中的实际应用。例如，2013 年，Sun 课题组发现
Pt 基双金属 Pt-Co 和 Pt-Fe 作为氧化还原反应的电极材料，有着极大的催化活性
[12]。此外，Au-Pd 合金纳米粒子作为催化剂，在甲酸氧化、乙烯氧化和乙烯乙酰
氧基制乙烯基乙酸酯等工业应用方面也展示出良好的应用前景[13-14]作为一类重
要的金属催化剂材料, Pt 基金属催化剂在化学科学和化工领域有着重要和广泛
的应用[15]。贵金属 Pt 因其优异的反应性和稳定性,已被公认为是工业应用领域的
最佳催化剂之一[16-17]。金属钯(Pd)是地壳中含量稀少的金属, 其作为催化剂具有
活性高、催化效率高、反应条件温和等优点, 在天然产物合成、医药生产和石油
化工领域有着广泛的应用。Pt-Pd 双合金纳米粒子具有比其它合金纳米粒子更好
的催化性能和更强的选择性。Pt-Pd 双合金纳米粒子的结构特性，及对其催化活
性的研究具有更加广泛的前景。 
由于原子结构、原子比例以及结构内部的原子分布等因素对合金纳米粒子的
催化活性和选择性有很大影响。此外，由于纳米合金粒子的表面效应，大多数原
子集中于材料表面，而化学催化反应多发生在纳米粒子的表面，故研究表面原子
的分布对于研究纳米粒子的催化性能具有十分重要意义。另一方面，很多的催化
反应都是在高温条件下发生，而随着温度的变化，纳米粒子的构型、稳定性以及
原子排布等等也可能会发生变化，这些都会对合金纳米粒子的催化性能产生影
响，故纳米粒子的稳定结构也是纳米粒子性能分析的重要研究点。目前针对合金
纳米粒子稳定结构和原子分布的研究，大多使用传统的依然是材料制备实验验证
方法，对纳米粒子进行观察、试验研究。这种方法成本高昂，实验过程复杂、存
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