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To the multidimensional tame symbol∗
Denis Osipov†
1 Introduction
Let K = k((t)) be a 1 -dimensional local field. Then the tame symbol
(f, g)K = (−1)
ν(f)ν(g) f
ν(g)
gν(f)
mod t · k[[t]], (1)
where f , g are from K∗ , ν is the discrete valuation of K . By the Weyl reciprocity law
the product of tame symbols of rational functions over all the points of a projective curve
is equal to 1 .
In [2] the tame symbol is obtained as commutator of central extension of some group of
k -linear operators in K . By this way the reciprocity law was proved too. This method is
the multiplicative analog of the Tate method for the presentation of residues of differentials
on curves via the traces of infinite-dimensional operators ([18]).
Let K = k((t1))((t2)) be a two-dimensional local field. In [5] was given the generali-
sation of Tate’s method to the multidimensional local fields.
In this article we give a construction of the 2-dimensional tame symbol as the com-
mutator of group-like monoidal groupoid which is obtained from some group of k -linear
operators in K . We give also the hypothetical method for the proof of 2-dimensional
Parshin reciprocity laws.
In section 2 we give the construction of the group GK/k of k -linear operators acting
in K . This construction is from [5].
In section 3 we introduce some identifications in the category of 1-dimensional k -
vector spaces and give the definition of k∗ -gerbe and the definition of morphism between
k∗ -gerbes.
In section 4 we describe the commensurability for the pairs of k -subspaces which
generalises the commensurability from [18], [2]. From the pair of such subspaces we con-
struct k∗ -groupoid and Z -torsor by means of Kapranov’s determinantal and dimensional
theories, [14].
∗This text was written in 2003 as preprint 03-13 of the Humboldt University of Berlin and was available
at http://edoc.hu-berlin.de/docviews/abstract.php?id=26204 (only evident misprints are corrected now).
Later E. Frenkel and X. Zhu obtained in arXiv:0810.1487 [math.RT] more general results concerning the
third cohomology classes of groups acting on two-dimensional local fields, and the author and X. Zhu
obtained in arXiv:1002.4848 [math.AG] the proof of the Parshin reciprocity laws on an algebraic surface
similar to the Tate proof of the residue formula on an algebraic curve.
†Supported by DFG-Schwerpunkt ”Globale Methoden in der Komplexen Geometrie”.
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In section 5 we recall the notion of group-like monoidal groupoid and the connection of
such categories with cohomology of groups [9]. There is the generalisation of commutator
map for such categories ([7]). We give explicit formulae from [7].
In section 6 we construct the group-like monoidal groupoid from the action of the
group GK/k in two-dimensional local field K . The obtained category corresponds to
some element from H3(GK/k, k
∗) . The commutator of this category gives us the two-
dimensional tame symbol up to sign. We obtain the sign by expression from commutators
of lifting elements in the central extension of the group G by Z .
In section 7 we give the hypotetical formula connecting the commutators obtained
from group-like monoidal categories connected with K1 ⊕K2 , K1 and K2 , where K1 ,
K2 are various two-dimensional local fields. By this formula we reduce the reciprocity law
to the adelic ring on the surface around the point and along the curve. We prove that
the sign expression and group-like monoidal groupoid connected with this adelic rings are
trivial.
We hope that one can remove all the constructions of this article to the case of local
artinian rings instead of the ground field k to obtain as derivation the Beilinson con-
struction of residues and the simple proofs of explicit reciprocity laws with the value in
Witt vectors, see [1] for the case of curves.
I am very much grateful to Professor A.N. Parshin for the constant support of the
author, for the numerous discussions and advices.
I am grateful to Professor J.M. Munoz Porras for the inviting me to the University
of Salamanca in the october of 2002, where the part of this work was reported in the
seminar, and the author was pointed preprint [1]. I am grateful to Professor H. Kurke, to
A. Zheglov and G. Biucchi for the helpful advices.
2 Construction of the group
The constructions of this section are from [5]. Let K/k be a n -dimensional local field
of equal characteristic, i.e. K ≃ k((t1)) . . . ((tn)) = K¯((tn)) after the choice of local
parameters, K¯ is the first residue field of K . Denote by OK ⊂ K the discrete valuation
ring with respect to the discrete valuation on K . We have OK = K¯[[tn]] . For a finite
dimensional over K vector space V we will call by OK -lattice a OK -submodule L ⊂ V
such that L⊗OK K = V , L 6= 0 , L 6= V .
Let V , V˜ be finite dimensional vector spaces over K . We will define subspace
EK/k(V, V˜ ) ⊂ Homk(V, V˜ ).
Let A : V → V˜ be a k -linear operator. Let L′ ⊆ L ⊂ V , L˜ ⊆ L˜′ ⊂ V˜ be OK -lattices
such that
A(L) ⊆ L˜′, A(L′) ⊆ L˜.
Then we get an induced morphism
A¯ ∈ Homk(L/L
′, L˜′/L˜)
and L/L˜′ and L˜′/L˜ are vector spaces of finite dimension over K¯ .
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Definition 1 Let V , V˜ be as above. We define the set EK/k(V, V˜ ) by the following two
properties:
1. If K = k , then EK/k(V, V˜ ) = Homk(V, V˜ ) .
2. Let K/k be a local field of dimension at least one. Then
A ∈ EK/k(V, V˜ )
def
⇔
for all lattices L ⊂ V , L˜ ⊂ V˜ there exist
lattices L′ ⊆ L , L˜′ ⊇ L˜ as above
such that A¯ ∈ EK¯/k(L/L
′, L˜′/L˜).
Proposition 1 The following properties are satisfied:
1. HomK(V, V˜ ) ⊆ EK/k(V, V˜ ) .
2. EK/k(V, V˜ ) ⊆ Homk(V, V˜ ) is a k -subspace.
3. EK/k(V˜ , Vˆ )◦EK/k(V, V˜ ) ⊆ EK/k(V, Vˆ ) . In particular, EK/k(V, V ) is an (in general
noncommutative) algebra with unit.
4. The definition of EK/k does not depend on the choice of L
′ and L˜′ .
The proof of this proposition is in [17].
Let K be a local field of dimension 1 . Then it is not difficult to see that EK/k(V, V˜ )
coincides with the space of continuous k -linear operators, if the topology on V and V˜
is induced by the discrete valuation topology on K .
Remark, that after the choice of local parameters we can describe EK/k(K,K) in
the following way. Let K = K¯((tn)) , and let A ∈ Endk(K) . Then consider the matrix
(Aij)i,j∈Z given by
A(x¯tin) =
∑
j
Aij(x¯)t
j
n with Aij ∈ Endk(K¯), x¯ ∈ K¯.
Then EK/k(K,K) = {A ∈ Endk(K) and the following conditions hold:
1. The linear maps Aij lye in EK¯/k(K¯) for all i, j ;
2. The set of indices i, j s.t. Ai,j 6= 0 is contained in a domain with a boundary a
monotonely increasing curve j = j(i) such that j(i)→∞ if i→∞ . }
Definition 2 When K is a 2 -dimensional local field, denote by GK/k the group of
invertible elements of EK/k(K,K) .
3
3 1-dimensional vector spaces and k∗ -gerbes
Let A , B , C be 1 -dimensional k -vector spaces. Then we have the canonical isomor-
phism:
(A⊗k B)⊗k C → A⊗k (B ⊗k C),
such that for any four 1 -dimensional k -vector spaces the following diagram is commuta-
tive
A⊗k (B ⊗k (C ⊗k D)) −→ A⊗k ((B ⊗k C)⊗k D)
↓ ↓
(A⊗k B)⊗k (C ⊗k D) (A⊗k (B ⊗k C))⊗k D
ց ւ
((A⊗k B)⊗k C)⊗k D)
We have also the following canonical morphisms:
A⊗k A
∗ → k A⊗k k → A k ⊗k A→ A (A⊗k B)
∗ = B∗ ⊗k A
∗
We will identify the 1 -dimensional k -vector spaces with respect to the above canonical
morphisms. All these identifications don’t lead to the contradiction when we consider these
identifications in the chain of morphisms of the tensor product of 1 -dimensional k -vector
spaces. It follows from the diagram above and some other easy diagrams. (In fact, we have
from these diagrams that the category of 1 -dimensional k -vector spaces with the tensor
product and the operation of dual space is the group-like monoidal groupoid. )
Definition 3 A category C is a k∗ -gerbe, if
1. For any c1, c2 ∈ Ob(C) HomC(c1, c2) is a k
∗ -torsor and for any c3 ∈ Ob(C) the
composition HomC(c1, c2)⊗HomC(c2, c3)→ HomC(c1, c3) is bilinear. HomC(c1, c1)
is the trivial k∗ -torsor.
2. For any k∗ -torsor E , for any c ∈ Ob(C) there exists a unique c′ ∈ Ob(C) such
that E = HomC(c, c
′) as k∗ -torsors. c′ is denoted E ⊗ c .
Definition 4 Let C1 and C2 be a k
∗ -gerbes. Then F ∈ Hom(C1, C2) iff
1. F is a functor, which is an equivalence of categories;
2. F (HomC1(c1, c2)) = HomC2(F (c1), F (c2)) as k
∗ -torsors for any c1, c2 ∈ Ob(C1) .
Remark 1 1. Any k∗ -gerbe C after the choice of an object c is isomorphic to the
category of k∗ -torsors: c˜ 7→ Hom(c, c˜) .
2. For any k∗ -gerbes C1, C2 , any F ∈ Hom(C1, C2) is defined uniquely by the value
on one c ∈ Ob(C1) : F (c˜) = HomC1(c, c˜)⊗ F (c)
3. For any k∗ -gerbes C1 and C2 Hom(C1, C2) is a k
∗ -gerbe as well, where for any
F1, F2 ∈ Hom(C1, C2) HomHom(C1,C2)(F1, F2) are natural transformations between
functors F1 and F2 .
The more information about gerbes is in [6], [8], [9].
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4 Commensurability
Recall the following definitions from [18], [2] and their modification from [1].
Let V be a k -vector space. Let A and B be k -subspaces. Then
A ∼ B iff dimk
A
A ∩ B
<∞ and dimk
B
A ∩B
<∞.
If A ∼ B , then
[A | B]
def
= dimk
B
A ∩B
− dimk
A
A ∩ B
.
If W is a finite-dimensional vector space over k , then let detW be the top exterior
power of W . Then
(A | B)
def
= lim
−→
C∼A∼B
C⊂A,C⊂B
Homk (det(A/C), det(B/C))
is a 1 -dimensional k -space, where for the passing to the direct limit we need the identities:
for C ′ ⊂ C
det(A/C ′) = det(A/C)⊗k det(C/C
′)
det(B/C ′) = det(B/C)⊗k det(C/C
′).
And f ∈ Homk(det(A/C), det(B/C)) 7−→ f
′ ∈ Homk(det(A/C
′), det(B/C ′)) , where
f ′(a⊗ c)
def
= f(a)⊗ c , a is any from det(A/C) , c is any from det(C/C ′) .
Proposition 2 1. If A ∼ B , B ∼ C , then A ∼ C .
2. Let A,B,C be as above, then
[A | B] + [B | C] = [A | C].
3. There is a canonical isomorphism
α : (A | B)⊗k (B | C)→ (A | C)
such that the following diagram of associativity is commutative:
(A | B)⊗k (B | C)⊗k (C | B) → (A | C)⊗k (C | D)
↓ ↓
(A | B)⊗k (B | D) → (A | D)
Proof The proofs of items 1, 2 of the lemma are not difficult and can be found in [2, §1].
For item 3 remark that we have a canonical map:
Homk(det(A/C
′), det(B/C ′)) ⊗k
Homk(det(B/C
′), det(C/C ′)) −→ Homk(det(A/C
′), det(C/C ′)),
(2)
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which satisfies the associativity diagram. And this map commutes with the direct limit
from the definition of ( | ) . We obtain the map α after the passing to the direct limit
in (2).
Now we give the following definitions from [14].
Let V be a k -space with the filtration with finite-dimensional over k factors. Let
Gr(V ) be the set of all k -subspaces of V which are commensurable (like ∼ ) with
subspaces of filtration.
Definition 5 Let V be a k -space with the filtration with the finite-dimensional factors.
A dimension theory on V is a map d : Gr(V )→ Z such that, whenever U1, U2 ∈ G(V ) ,
we have
d(U2) = d(U1) + [U1 | U2].
The set of dimension theories will be denoted Dim(V ) . The group Z acts on Dim(V )
by adding constant functions and makes Dim(V ) into a Z -torsor.
Definition 6 Let V be a k -space with the filtration with the finite-dimensional factors.
A determinantal theory on V is a rule ∆ which associates to each U ∈ Gr(V ) a 1 -
dimensional k -vector space ∆(U) , to each pair U1, U2 ∈ G(V ) , an isomorphism
∆U1U2 : ∆(U1)⊗k (U1 | U2)→ ∆(U2)
so that for any U1, U2, U3 ∈ G(V ) the obvious diagram
∆(U1)⊗k (U1 | U2)⊗k (U2 | U3) → ∆(U1)⊗k (U1 | U3)
↓ ↓
∆(U2)⊗k (U2 | U3) → ∆(U3)
is commutative.
We denote by Det(V ) the category (groupoid) formed by all determinantal theories
on V . If we fix U ∈ Gr(V ) , then
HomDet(V )(∆,∆
′) = ∆′(U)⊗k ∆(U)
∗ \ 0.
Define the twisting for any k∗ -torsor E , for any determinantal theory ∆ ∈ Det(V )
(E ⊗∆)(U)
def
= E ⊗k ∆(U).
One easily sees that
Proposition 3 Det(V ) is a k∗ -gerbe.
Remark 2 Any element U˜ ∈ Gr(V ) gives dU˜ ∈ Dim(V ) and ∆U˜ ∈ Det(V ) by the rule
dU˜(U) = [U˜ | U ] , ∆U˜(U) = (U˜ | U).
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Denote by ⊗ the tensor product of k∗ -torsors, and by ⊙ for Z -torsors.
For any k∗ -gerbes C′, C′′ we denote C′ ⊠ C′′ the category (groupoid, i.e., every mor-
phism is invertible) whose class of objects is Ob(C′)×Ob(C′′) and
HomC′⊠C′′((x
′, x′′), (y′, y′′)) = HomC′(x
′, y′)⊗HomC′′(x
′′, y′′).
Remark that under this definition C′⊠ C′′ is not a k∗ -gerbe, since we have not prop-
erty 2 from the definition 3.
One calls a sequence of k -spaces with filtrations with finite-dimensional factors
0 −→ V ′
α
−→ V
β
−→ V ′′ −→ 0 (3)
admissible, if filtration on V ′ is induced from the filtration on V , and filtration on V ′′
is the factor filtration of filtration on V . We will also speak about admissible filtrations
V1 ⊂ V2 ⊂ . . . ⊂ Vn .
Proposition 4 1. For each admissible short exact sequence (3) we have a natural
identification of Z -torsors
Dim(V ′)⊙ Dim(V ′′) −→ Dim(V )
and these identifications are associative in any admissible filtration of length 2
2. for an admissible short exact sequence(3) there is a functor between groupoids
δV ′V V ′′ : Det(V
′)⊠ Det(V ′′) −→ Det(V )
and the following diagram is commutative for any admissible filtration of V1 ⊂ V2 ⊂
V3 of length 2 :
Det(V1)⊠Det(V2/V1)⊠ Det(V3/V2) −→ Det(V1)⊠Det(V3/V1)
↓ ↓
Det(V2)⊠ Det(V3/V2) −→ Det(V3).
Proof (see [14, §2]). Given dimension theories d′ on V ′ and d′′ on V ′′ , we have a
dimension theory d on V given by
d(U) = d′(α−1(U)) + d′′(β(U)).
Given determinantal theories ∆′ on V ′ and ∆′′ on V ′′ , we have a determinantal theory
∆ = δV ′V V ′′(∆
′,∆′′) on V defined by
∆(U) = ∆′(α−1(U))⊗k ∆
′′(β(U)).
The diagram is commutative after the our agreements on identifications of 1 -dimensional
k -vector spaces (see the beginning of section 3). (Without this agreement on identifica-
tions of 1 -dimensional k -vector space this diagram is commutative up to some natural
transformation, and these transformations fit into a commutative cube for any admissible
length 3 filtration, as in [14, §2].)
Let K/k be a 2 -dimensional local field.
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Definition 7 Let V be a finite-dimensional vector space over K . For k -subspaces
A,B ∈ V one calls A ≈ B iff there are OK lattices L ⊆M ⊂ V such that
L ⊆ A ⊆M and L ⊆ B ⊆M .
Definition 8 Let a k -vector space V =
∏
l∈I Kl , where every Kl/k is a 2 -dimensional
local field. For two k -subspaces A,B ∈ V one calls A ≈ B iff there is a finite set J ⊂ I
such that for every j ∈ J there are OKj -lattices Lj ⊆ Mj ⊂ Kj , there is a k -subspace
W ⊂
∏
l∈I\J Kl such that ∏
j∈J
Lj ×W ⊆ A ⊆
∏
j∈J
Mj ×W
and ∏
j∈J
Lj ×W ⊆ B ⊆
∏
j∈J
Mj ×W .
Remark that if k -spaces A ≈ B ⊂ V , A ⊃ B , then A/B is a space with filtration
with finite-dimensional factors. For example, in the case V is finite-dimensional over K ,
the filtration is induced from the filtration of the K¯ -space M/L by OK¯ -lattices.
Definition 9 Let k -subspaces A ≈ B ⊂ V . Then define
[[A | B]]
def
= lim
−→
C≈A≈B
C⊂A,C⊂B
HomZ (Dim(A/C), Dim(B/C))
The possibility of the passing to the direct limit follows from the identities: for C ′ ⊂ C
Dim(A/C ′) = Dim(A/C)⊙ Dim(C/C ′)
Dim(B/C ′) = Dim(B/C)⊙Dim(C/C ′).
And f ∈ HomZ(Dim(A/C),Dim(B/C)) 7−→ f
′ ∈ HomZ(Dim(A/C
′),Dim(B/C ′)) , where
f ′(a⊙ c)
def
= f(a)⊙ c , a is any from Dim(A/C) , c is any from Dim(C/C ′) .
Proposition 5 1. [[A | B]] is a Z -torsor for any k -subspaces A ≈ B ⊂ V .
2. For any k -subspaces A ≈ B ≈ C ⊂ V there is a canonical isomorphism of Z -
torsors
[[A | B]]⊙ [[B | C]] −→ [[A | C]]
and these isomorphisms are associative for any 4 subspaces A ≈ B ≈ C ≈ D ⊂ V .
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Proof is the same as for 1-dimensional k -spaces in item 3 of proposition 2.
Let k -subspaces A ≈ B ≈ P ⊂ V , P ⊂ A , P ⊂ B . Define
((A,B, P )) = Hom(Det(A/P ),Det(B/P )).
Then ((A,B, P )) is a k∗ -gerbe. We have a natural functor for a k -subspace C ⊃ P ,
C ≈ P
((A,B, P ))⊠ ((B,C, P ))→ ((A,C, P )) (4)
Let A ≈ B ≈ P ≈ Q , A ⊃ P ⊃ Q , B ⊃ P ⊃ Q . We construct the functor FP,Q
between k∗ -gerbes: ((A,B, P ))→ ((A,B,Q)) . We have the exact sequences:
0→ P/Q→ A/Q→ A/P → 0 and 0→ P/Q→ B/Q→ B/P → 0.
Therefore we have the functors δP/Q,A/Q,A/P and δP/Q,B/Q,B/P
Det(P/Q)⊠Det(A/P )→ Det(A/Q) and Det(P/Q)⊠Det(B/P )→ Det(B/Q)
Choose any e ∈ Ob(Det(P/Q)) . Then for φ ∈ ((A,B, P )) define
FP,Q(φ) = φ
′,
where φ′ ∈ ((A,B,Q)) is defined by the following rule:
φ′(δP/Q,A/Q,A/P (e⊠ a)) = δP/Q,B/Q,B/P e⊠ φ(a) for any a ∈ Ob(Det(A/P )),
Since Det(A/Q) and Det(B/Q) are k∗ -gerbes, the functor φ′ is determined by the
value on one object.
The functor φ′ does not depend on the choice of e , since for any other e′ ∈
Ob(Det(P/Q)) we have
HomDet(A/Q)(e⊠ a, e
′
⊠ a) = HomDet(P/Q)(e, e
′).
From item 2 of property 4 we have the exact equality of functors
FQ,TFP,Q = FP,T
for any P ⊃ Q ⊃ T , P ≈ Q ≈ T . Therefore the following definition is correct.
Definition 10 For k -subspaces A ≈ B ⊂ V define the category ((A | B)) as
Ob(((A | B)))
def
= lim
−→
P
Ob(((A,B, P ))), and
Hom((A|B))({cP}, {c
′
P})
def
= lim
−→
P
Hom((A,B,P ))(cP , c
′
P ),
where the direct limit is given with respect to the functors FP,Q .
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Proposition 6 1. ((A | B)) is a k∗ -gerb for any k -subspaces A ≈ B ⊂ V .
2. There is a functor between groupoids
δA,B,C : ((A | B))⊠ ((B | C)) −→ ((A | C))
and the following diagram is commutative for any k -subspaces A ≈ B ≈ C ≈ D ⊂
V
((A | B))⊠ ((B | C))⊠ ((C | D)) −→ ((A | B))⊠ ((B | D))
↓ ↓
((A | C))⊠ ((C | D)) −→ ((A | D)).
Proof . Item 1 follows from the definition of ((A | B)) . Item 2 follows from the analo-
gous statements for ((A,B, P )) , which are obvious (see expression (4)). The diagram is
commutative, since the composition of functors between categories is strictly associative.
The passing to the direct limit conserves these statements.
Remark that for any s ∈ [[A | B]] there is a well-defined s−1 ∈ [[B | A]] such that
s−1⊙s and s⊙s−1 are the identity maps in [[A | A]] = lim
→
HomZ(Dim(A/P ),Dim(A/P ))
and [[B | B]] = lim
→
HomZ(Dim(B/P ),Dim(B/P )) .
For S ∈ Ob(((A | B))) there is always a well-defined S−1 ∈ Ob(((B | A))) such
that δA,B,A(S
−1
⊠ S) and δB,A,B(S ⊠ S
−1) are the identity functors from ((A | A)) =
lim
→
Hom(Det(A/P ),Det(A/P )) and ((B | B)) = lim
→
Hom(Det(B/P ),Det(B/P )) corre-
spondingly.
Let H be a subgroup of EK/k(V, V )
∗ , if V is a finite-dimensional vector space over
K . Let H be a subgroup of all GKl/k for l ∈ I , if V =
∏
l∈I Kl . Then we have an
action of the group H on V (diagonal action of H in the second case), such that for any
h ∈ H , for any A ≈ B ⊂ V hA ≈ hB and if A ⊃ B , then h induces a well-defined
map Gr(A/B)→ Gr(hA/hB) .
Then for any h ∈ H we have a map (and a functor)
h : Dim(A/P )→ Dim(hA/hP ) , Det(A/P )→ Det(hA/hP ),
where for any U ∈ Gr(hA/hP ) , d ∈ Dim(A/P ) , ∆ ∈ Det(A/P )
(h ◦ d)(U)
def
= d(h−1U) and (h ◦∆)(U)
def
= ∆(h−1U).
Therefore we have a map
h : HomZ(Dim(A/P ),Dim(B/P ))→ HomZ(Dim(hA/hP ),Dim(hB/hP ))
and a functor
h : ((A,B, P ))→ ((hA, hB, hP )),
where for any F from HomZ(Dim(A/P ),Dim(B/P )) or from ((A,B, P )) we put
g ◦ F
def
= gFg−1 . We pass to the direct limit and obtain a map (and a funcor)
h : [[A | B]]→ [[hA | hB]] and ((A | B))→ ((hA | hB))
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such that h[[A | B]]⊙ h[[B | C]] = h[[A | C]] and the following diagram is commutative
((A | B))⊠ ((B | C)) −→ ((A | C))
↓ ↓
h((A | B))⊠ h((B | C)) −→ h((A | C)).
Remark that for any h1, h2 ∈ H we have
h2 ◦ (h1 ◦ [[A | B]]) = (h2h1) ◦ [[A | B]] , h2 ◦ (h1 ◦ ((A | B))) = (h2h1) ◦ ((A | B)).
5 Group-like monoidal groupoids and cohomology of
groups
In this section we recall the notion of group-like monoidal groupoid, connection with the
group cohomology and analog of commutator map [9], [7].
The groupoid is a category, in which every morphism is invertible. The group-like
monoidal groupoid (or groupoid with tensor product, or gr-category) is a groupoid C
with tensor product, i.e., a category equipped with a composition law, which is a functor
⊗ : C ×C → C , denoted by (X, Y ) 7→ X ⊗Y , together with an associativity constraint,
which is a functorial isomorphism
cX,Y,Z : X ⊗ (Y ⊗ Z) −→ (X ⊗ Y )⊗ Z
and a unit object I for which there are given functorial isomorphisms
gX : I ⊗X → X, dX : X ⊗ I −→ X .
The following diagrams are required to be commutative:
(X ⊗ I)⊗ Y −→ X ⊗ (I ⊗ Y )
ց ւ
X ⊗ Y
and
X ⊗ (Y ⊗ (Z ⊗W )) −→ X ⊗ ((Y ⊗ Z)⊗W )
↓ ↓
(X ⊗ Y )⊗ (Z ⊗W ) (X ⊗ (Y ⊗ Z))⊗W
ց ւ
((X ⊗ Y )⊗ Z)⊗W )
It is required that every object X admits an ”inverse” X∗ for which there is an
isomorphism ǫX : X ⊗ X
∗ → I . There is also, therefore, a well-defined isomorphism:
νX : I → X
∗ ⊗X .
The set π0(C) of isomorphism classes of objects is a group under tensor product. Let
π1(C) denote the group AutC(I) , where the group law is induced by the tensor product.
It follows that π1(C) is abelian. The group π0(C) operates on π1(C) as follows: for X
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an object of C and γ an automorphism of I , let [X ] · γ denote the automorphism of
I ≃ X ⊗ (I ⊗X∗) given by IdX ⊗ (γ ⊗ IdX∗) . By theorem of Sinh we have a canonical
class in the cohomology group H3(π0(C), π1(C)) which represents the obstruction to
finding an assignment g ∈ π0(C) 7→ Pg ∈ Ob(C) , together with isomorphisms cg1,g2 :
Pg1g2 → Pg1 ⊗ Pg2 for all g1 , g2 in π0(C) such that for any three elements of this group
a natural associativity diagram holds. Choose objects Pg and isomorphisms cg1,g2 . Then
with c = cPg1 ,Pg2 ,Pg3 we have the equality
c ◦ (Id⊗ cg2,g3) ◦ cg1,g2g3 = f(g1, g2, g3) ◦ (cg1,g2 ⊗ Id) ◦ ψg1g2, g3 (5)
for a unique f(g1, g2, g3) ∈ π1(C) . The cohomology class of f in H
3(π0(C), π1(C)) is
independent of all choices.
We say that group-like monoidal groupoids C1 and C2 with given π0 and π1 are
equivalent, if there is a functor F : C1 → C2 together with functorial isomorphisms
λ : F (X ⊗ Y ) → F (X) ⊗ F (Y ) and µ : F (I) → I , which are compatible with the
associativity isomorphisms and the identity isomorphisms in C1 and C2 ; it is also required
that F induces the identity maps on π0 and π1 .
There is the following proposition (see [9]).
Proposition 7 By attaching to a group-like monoidal groupoid its invariant f(g1, g2, g3)
from (5), we obtain an isomorphism between the group of equivalence classes of group-like
monoidal groupoids C , for which π0(C) = H and π1(C) = M , with given action of H
on M , and the cohomology group H3(H,M)
Consider any abelian subgroup D ⊂ π0(C) such that D -module structure on π1(C)
is trivial. For each g ∈ π0(C) let Pg be a representative object of C in the isomorphism
class of g . To C one can associate the π1(C) -torsor E above D×D , whose fibre above
(g, h) ∈ D2 is the set
Eg,h = HomC(Ph ⊗ Pg, Pg ⊗ Ph).
Composing the elements of Eg,h on the right with automorphisms of Ph ⊗ Pg , viewed
as elements of π1(C) , makes E into a right π1(C) -torsor on D×D . (Alternate choices
for the reperesentative objects P ′g and P
′
h of g and h yield an π1(C) -torsor E
′ on
D × D isomorphic to E .) For each elements g, h ∈ π0(C) choose an element cg,h ∈
Hom(Pgh, Pg ⊗ Ph) .
The π1(C) -torsor E is endowed with a pair of partial multiplication laws:
+1 : Eg,h ⊗ Eg′,h −→ Egg′,h ; +2 : Eg,h ⊗ Eg,h′ −→ Eg,hh′,
where for u ∈ Eg,h , v ∈ Eg′,h , w ∈ Eg,h′ the partial sum u+1v is defined as the following
composition of isomorphisms
Ph⊗Pgg′
cg,g′
→ Ph⊗(Pg⊗Pg′)→ (Ph⊗Pg)⊗Pg′
u
→ (Pg⊗Ph)⊗Pg′ →
→ Pg⊗(Ph⊗Pg′)
v
→ Pg⊗(Pg′⊗Ph)→ (Pg⊗Pg′)⊗Ph
cg,g′−1
→ Pgg′⊗Ph
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Here the unlabelled arrows are the associativity isomorphisms. The partial sum u +2 w
is defined in an analogous way:
Phh′⊗Pg
ch,h′
→ (Ph⊗Ph′)⊗Pg → Ph⊗(Ph′⊗Pg)
ω
→ Ph⊗(Pg⊗Ph′)→
→ (Ph⊗Pg)⊗Ph′)
u
→ (Pg⊗Ph)⊗Ph′ → Pg⊗(Ph⊗Ph′)
c−1
h,h′
→ Pg⊗Phh′
These definitions don’t depend on the choice of cg,g′ and ch,h′ .
Proposition 8 ([7]) These partial multiplication laws on E give the structure of a weak
biextension, i.e. these laws are associative and compatible with each other.
Now consider elements g1, g2, g3 ∈ π0(C) such that these elements commute with each
other. Fix any corresponding objects Pg1, Pg2, Pg3 ∈ C and any morphisms:
eg1,g2 ∈ Eg1,g2 eg1,g3 ∈ Eg1,g3 eg2,g3 ∈ Eg2,g3.
We consider an automorphism of the object Pg3 ⊗ Pg2 ⊗ Pg1 , which follows from the
composition of morphisms in the following diagram:
Pg3 ⊗ Pg2 ⊗ Pg1
ր ց
Pg3 ⊗ Pg1 ⊗ Pg2 Pg2 ⊗ Pg3 ⊗ Pg1
↑ ↓
Pg1 ⊗ Pg3 ⊗ Pg2 Pg2 ⊗ Pg1 ⊗ Pg3
տ ւ
Pg1 ⊗ Pg2 ⊗ Pg3
(6)
Where morphisms in this diagram by modulo the obvious associativity isomorphisms are
given consequently as: eg2,g3 ⊗ Pg1 , Pg2 ⊗ eg1,g3 , eg1,g2 ⊗ Pg3 , Pg1 ⊗ e
−1
g3,g2 , e
−1
g1,g3 ⊗ Pg2 ,
Pg3 ⊗ e
−1
g1,g2
. .
Remark 3 In [15] the diagram (6) is named Yang-Baxter hexagon. This diagram cor-
respond to the 2-dimensional permutohedron, i.e. convex polytope, whose vertices corre-
spond to all permutations of 3 letters.
We have the following proposition (see [7]).
Proposition 9 1. The automorphism obtained from diagram (6) belongs to k∗ and
depends only on the elements g1, g2, g3 and the class of the category C in
H3(π0(C), π1(C)) . It is denoted φC(g1, g2, g3) .
2. φC is a trilinear alternating map.
3.
φC(g1, g2, g3) =
f(g1, g2, g3)f(g3, g1, g2)f(g2, g3, g1)
f(g1, g3, g2)f(g3, g2, g1)f(g2, g1, g3)
. (7)
If π0(C) is abelian, then φC is evaluation of the 3 -cocycle f on the triple Pontr-
jagin product cycle g1.g2.g3 ∈ H3(π0(C)) of classes g1, g2, g3 ∈ H1(π0(C)) = π0(C) .
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4. φC is trivial iff the both partial group laws +1 and +2 of E are commutative.
Remark 4 The map φC is an analog of the commutator map for H
2 -cohomology of
groups. Let we have the central extension of groups:
1 −→ A −→ G
p
−→ B −→ 1. (8)
Consider b1, b2 ∈ B such that they commute. Fix any b
′
1, b
′
2 ∈ G such that p(b
′
1) = b1 ,
p(b′2) = b2 . Define ψG(b1, b2) = [b
′
1, b
′
2] . We have the following property of ψG :
1. ψG(b1, b2) belongs to A and depends only on the elements b1, b2 and the class of
extension (12) in H2(B,A) .
2. ψG is a bilinear alternating map.
3.
ψG(b1, b2) =
f(b1, b2)
f(b2, b1)
, (9)
where f is a 2 -cocycle of extension (12). If B is abelian, then ψG is simply
evaluation of the 2 -cocycle f on the double Pontrjagin product cycle b1.b2 ∈ H2(B)
of classes b1, b2 ∈ H1(B) = B .
4. If B is abelian, the ψ is trivial iff G is abelian.
For an abelian subgroup D ⊂ π0(C) we fix any h, g ∈ D . Then we have two central
extensions:
1 −→ π1(C) −→ E1,h −→ D −→ 1 (10)
and
1 −→ π1(C) −→ E2,g −→ D −→ 1, (11)
where the group law in E1,h is given from the partial group law +1 : Eb1,h ⊗ Eb2,h →
Eb1b2,h for any b1, b2 from D ; the group law in E2,g is given from the partial group law
+2 : Eg,b1 ⊗ Eg,b2 → Eg,b1b2 for any b1, b2 from D .
Proposition 10 Let g1, g2, g3 ∈ π0(C) commute with each other. Then
φC(g1, g2, g3) = ψE1,g3 (g1, g2) = ψE2,g1 (g2, g3)
−1.
Proof From [7] we have the following explicit expressions for a cocycle fh,1 of extension
E1,h and for a cocycle fg,2 of extension E2,g
fh,1(b1, b2) =
f(b1, b2, h)f(h, b1, b2)
f(b1, h, b2)
, fg,2(b1, b2) =
f(b1, g, b2)
f(g, b1, b2)f(b1, b2, g)
.
We compare now the last expressions and explicit expression for φC and ψ of formulae (7)
and (9). It gives the proof of proposition.
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6 Two-dimensional symbol as commutator of group-
like monoidal category
Let K = K¯((t)) be a 2 -dimensional local field. Let k be a residue field of K¯ . We have
a discrete valuation of rank 2 .
(ν1, ν2) : K
∗ → Z⊕ Z,
where ν2 is the discrete valuation with respect to the local parameter t , and ν1(b)
def
=
νK¯(
¯bt−ν2(b)) . ν1 depends on the choice of local parameter t . Let ℘K be the discrete
valuation ideal of K with respect to ν2 , ℘K¯ the discrete valuation ideal of K¯ .
Define a map:
νK : K
∗ ×K∗ −→ Z
as the composition of maps:
K∗ ×K∗ −→ K2(K)
∂2−→ K¯∗
∂1−→ Z,
where ∂i is the boundary map in algebraic K -theory. ∂2 coincides with tame symbol (1)
with respect to discrete valuation ν2 . ∂1 coincides with the discrete valuation νK¯ .
Define a map:
( , , )K : K
∗ ×K∗ ×K∗ −→ k∗
as the composition of maps
K∗ ×K∗ ×K∗ −→ KM3 (K)
∂3−→ K2(K¯)
∂2−→ k∗,
where KM3 is the Milnor K -group.
There are the following explicit expressions for these maps (see [11]):
νK(f, g) = ν1(f)ν2(g)− ν2(f)ν1(g)
(f, g, h)K = signK(f, g, h)f
νK(g,h)gνK(h,f)hνK(f,g)mod℘K mod℘K¯
signK(f, g, h) = (−1)
B,
where B = ν1(f)ν2(g)ν2(h) + ν1(g)ν2(f)ν2(h) + ν1(h)ν2(g)ν2(f) + ν2(f)ν1(g)ν1(h) +
ν2(g)ν1(f)ν1(h) + ν2(h)ν1(f)ν1(g) .
Proposition 11 For any f, g, h ∈ K∗
signK(f, g, h) = (−1)
A , where
A = νK(f, g)νK(f, h) + νK(f, g)νK(g, h) + νK(g, h)νK(f, h) + νK(f, g)νK(f, h)νK(g, h).
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Proof follows from direct calculations modulo 2 with A and B using the explicit ex-
pressions above.
Let V be either a finite-dimensional over K vector space, or
∏
l∈I Kl , where every
Kl is a 2 -dimensional local field. Let a k -subspace L ⊂ V be an OK -lattice in the first
case, and
∏
l∈I Ll ⊂ V in the second case, where Ll is OKl -lattice for every l ∈ I . Let
a group H be a subgroup of EK/k(V, V )
∗ in the first case, and a subgroup of GKl/l for
every l ∈ I in the second case such that for any h ∈ H for almost all l ∈ I we have
hLl = Ll .
Now we can well define the following central extension:
0 −→ Z −→ GV,L −→ H −→ 1, (12)
where elements of GV,L are the pairs (h, d) with h ∈ H , d ∈ [[L | hL]] . The multipli-
cation law is (h, d)(g, d′) = (hg, d⊙ (h ◦ d′)) . The unit is (e, id) , where e is unit of H ,
and id is the identity map from ((L | L)) .
Proposition 12 1. For an other L′ ∈ V such that L′ ≈ L there is a canonical
isomorphism between central extensions GV,L and GV,L′
2. If for any h ∈ H we have hl = L , then the extension GV,L is splittable.
Proof We prove item 1. We choose any s ∈ [[L′ | L]] . An isomorphism between central
extensions GV,L and GV,L′ is given as (h, d) 7→ (h, s⊙ d⊙ (h ◦ s
−1) . It is clear that this
isomorphism does not depend on the choice of s .
Now we prove item 2. The splitting is constructed as following: h 7→ (h, id) , where id
is the identity map from ((L | L)) . It finishes the proof.
From the last proposition we have ψGV,L(f, g) = ψGV,L′ (f, g) for any commuting ele-
ments f, g ∈ H . We denote
ψV (f, g) = ψGV,L(f, g).
Theorem 1 Let V = K and H = K∗ . Then in central extension (12) we have for any
f, g ∈ K∗ the commutator of lifting of these elements in GV,L
ψV (f, g) = −νK(f, g).
Proof We take L = OK . Both ψV and νK(f, g) are bimultiplicative and skew-
symmetric. There is a multiplicative decomposition
K∗ = K¯∗ × tZ × U1K ,
where U1K = 1+℘Kt . Therefore to proof the theorem it is enough to consider the following
cases.
1. Let f, g ∈ K¯∗ × U1K . Then νK(f, g) = 0 . We have fOK = OK , gOK = OK .
Therefore by item 2 of proposition 12 we have ψV (f, g) = 1 .
16
2. Let f ∈ K¯∗ , g = t−1 . Then νK(f, t
−1) = −νK¯(f) . We fix any d ∈ Dim(K¯) =
= Dim(OK/t
−1OK) = HomZ(Dim(0),Dim(OK/t
−1OK)) = [[OK | t
−1OK ]].
Let fˆ = (f, id) , gˆ = (g, d) be from GV,L . We fix any U ∈ Gr(K¯) .
Then fˆ gˆ = (ft−1, f ◦ d) and g¯f¯ = (ft−1, d) . Therefore
ψGV,L(f, g) = [fˆ , gˆ] = (f ◦ d)(U)− d(U) = d(f
−1(U))− d(U) = [U | f−1U ] = νK¯(f).
Let V , L , H be the same as in the definition of central extension (12). Now we
construct the group-like monoidal groupoid CV,L with π0(CV,L) = H and π1(CV,L) = k
∗
and the trivial action of H on k∗ .
Ob(CV,L) = {(h, F ) | h ∈ H,F ∈ ((L | hL))}
HomCV,L((h1, F1), (h2, F2)) =
{
∅, if h1 6= h2;
Hom((L|h1L))(F1, F2), if h1 = h2
(h1, F1)⊗ (h2, F2) = (h1h2, δL,h1L,h1h2L(F1 ⊠ (g1 · F2)))
I = (e, Id),
where e is the unit element of H and Id is the identy equivalence from ((L | L)) .
If X = (h, F ), then X∗ = (h−1, F−1).
Then CV,L is the group-like monoidal category with the strict associtiavity and unit, i.e.,
cX,Y,Z , dX and gX from the axioms of group-like monoidal category are the identity
morphisms.
Remark 5 The definition of this group-like monoidal groupoid is very similar to the
defintion of central extension of groups above (12) and from [2]. Also it is similar to
the definition of group-like monoidal category, constructed from the action of the group
SU(2) on S3 = SU(2) (see [9, §7.3]). On S3 there exists the gerbe Cp connected with
a point p ∈ S3 . The cohomology class of this gerbe gives the generater of the group
H3(S3,Z) = Z (after the choice of orientation of S3 ). Then the obstruction to the lifting
of the action of the group SU(2) on Cp is a cohomology class from H
3(SU(2),C∗) . And
this cohomology class is presented by the group-like monoidal category C as following.
Let the point p be the unit e of the group SU(2) . Ob(C) are the pairs (g, γ) , where
g ∈ G , and γ is a path from e to g ·e . A morphism from (g, γ1) to (g, γ2) is a homotopy
class of maps σ : [0, 1]× [0, 1]→ S3 such that σ(0, y) = 1 , σ(1, y) = g ·e , σ(x, 0) = γ1(x)
and σ(x, 1) = γ2(x) . The composition of morphisms is given by vertical juxtaposition of
squares, and the tensor product by horizontal juxtaposition of squares.
Proposition 13 1. For any other L′ ∈ V such that L′ ≈ L the group-like monoidal
groupoid CV,L′ is canonically equivalent (in the sence of group-like monoidal
groupoids) to the group-like monoidal groupoid CV,L .
2. If for any h ∈ H we have hl = L , then the category GV,L is splited over H (and
the class of this category in H3(H, k∗) is trivial).
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Proof We proof item 1. Fix any S ∈ Ob(((L′ | L))) . Then a functor of equivalence of
group-like monoidal groupoids from CV,L to CV,L′ is given as
(h, F ) 7→ (h, δL′,hL,hL′(δL′,L,hL(S ⊠ F )⊠ (h ◦ S
−1))).
We have Hom((L′|L))(S, S
′)⊗ Hom((L′|L))(S
−1, S ′−1) = k∗ and
Hom((L′|L))(h ◦ S
−1, h ◦ S ′−1) = Hom((L′|L))(S
−1, S ′−1) . Therefore
Hom((L′,hL′))(δL′,hL,hL′(δL′,L,hL(S⊠F )⊠(h◦S
−1)), δL′,hL,hL′(δL′,L,hL(S
′
⊠F )⊠(h◦S ′−1)) = k∗.
Therefore from the definition of k∗ -gerb we have
δL′,hL,hL′(δL′,L,hL(S ⊠ F )⊠ (h ◦ S
−1)) = δL′,hL,hL′(δL′,L,hL(S
′
⊠ F )⊠ (h ◦ S ′−1))
Thus the functor above doesn’t depend on the choice of S ∈ Ob(((L′ | L)) .
Now we prove item 2. The splitting is constructed as following: h 7→ (h, Id) , where
Id is the identity equivalence from ((L | L)) . It finisches the proof of the proposition.
For any commuting elements f, g, h ∈ H we have from proposition (13) φCV,L(f, g, h) =
φCV,L′ (f, g, h) . We denote
φV (f, g, h) = φCV,L(f, g, h).
Lemma 1 Let f(L) = L , g(L) = L . Then φV (f, g, h) corresponds to the computing of
the automorphism of F ∈ Ob(((L | hL))) from the following diagram
F
α
−→ g ◦ F
↑ β−1 ↓ g◦β
f ◦ F
f◦α−1
←− gf ◦ F ,
(13)
where F ∈ ((L | hL)) , α ∈ Hom(F, g ◦F ) and β ∈ Hom(F, f ◦F ) are any. This diagram
corresponds to the computing of the commutator φE1,h in central extension (10).
Proof We take Pf = (f, Id) , Pg = (g, Id) and Ph = (h, F ) , where F is any from
((L | hL)) . Then we take morphisms Id ∈ Ef,g and any α ∈ Eg,h , β ∈ Ef,h . Then
diagram (6) is reduced to diagram (13). It proves the lemma.
Theorem 2 Let V = K and H = K∗ . Then for any f, g, h ∈ K∗ we have ”the com-
mutator” of lifting of these elements in CV,L
φV (f, g, h) = f
νK(g,h)gνK(h,f)hνK(f,g)mod℘K mod℘K¯ . (14)
Proof We take L = OK . Both hand sides of (14) are trilinear and skew-symmetric. Let
K = k((t1))((t2)) There is a multiplicative decomposition
K∗ = tZ1 × t
Z
2 ×O
∗
K ,
where O∗K = k
∗ + ℘K¯t1 + ℘Kt2 . Therefore to prove the theorem it is enough to consider
the following cases.
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1. Let f ∈ O∗K , g ∈ O
∗
K and h ∈ O
∗
K or h = t1 . Then the right hand side of (14)
is equal to 1 . We have fL = L , gL = L , gL = L . Therefore from item 2 of
proposition 13 we have φV (f, g, h) = 1 .
2. Let f ∈ O∗K , g ∈ O
∗
K , h = t
−1
2 . Then the right hand side of (14) is equal to 1 . Let
us check φV (f, g, t
−1
2 ) in this case. We have
((OK | t
−1
2 OK)) = Hom(Det(0),Det(t
−1
2 OK/OK)) = Det(t
−1
2 OK/OK).
We take U = t−12 OK/OK ∈ Gr(t
−1
2 OK/OK) . Then fU = U , gU = U . Therefore
for any ∆ ∈ Det(t−12 OK/OK) we have
g ◦∆(U) = ∆(g−1U) = ∆(U),
f ◦∆(U) = ∆(U)
fg ◦∆(U) = ∆(U).
Thus we have
HomDet(t−1
2
OK/OK)
(∆, g ◦ Tr) = k∗,
HomDet(t−1
2
OK/OK)
(∆, f ◦∆) = k∗.
And in diagram (13) we can take α = id , β = id for F = ∆ . Therefore by lemma 1
we obtain ψV (f, g, t
−1
2 ) = 1 .
3. Let f−1 ∈ O∗K , g = t1 , h = t
−1
2 . Then the right hand side of (14) is equal to
f mod℘K mod℘K¯ . Let us check φV (f
−1, t1, t
−1
2 ) in this case. We have
((OK | t
−1
2 OK)) = Det(t
−1
2 OK/OK) . Let U = t
−1
2 OK/OK ∈ Gr(t
−1
2 OK/OK) . Let
∆U ∈ Det(t
−1
2 OK/OK) be induced by U . Then
f−1 ◦∆U(U) = ∆U(fU) = ∆U(U) = k
∗,
t1 ◦∆U (U) = ∆U (t
−1
1 U) = ∆U(U)⊗ (U | t
−1
1 U) = (U | t
−1
1 U).
Therefore
HomDet(t−1
2
OK/OK)
(∆, f−1 ◦∆) = k∗,
HomDet(t−1
2
OK/OK)
(∆, t1 ◦∆) = (U | t
−1
1 U).
In giagram (13) for F = ∆ we take β = id and α induced by an element
t−11 t
−1
2 ∈ (U | t
−1
1 U) . Then f(α
−1)α = f mod℘K mod℘K¯ . By lemma 1 we obtain that
φV (f
−1, t1, t
−1
2 ) = f mod℘K mod℘K¯ . The theorem is proved.
For any commuting elements f, g, h ∈ H we define
(f, g, h)V = signV (f, g, h)φV (f, g, h) ∈ k
∗,
where
signV (f, g, h) = (−1)
ψV (f,g)ψV (f,h)+ψV (g,f)ψV (g,h)+ψV (h,f)ψV (h,g)+ψV (f,g)ψV (f,h)ψV (g,h).
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Theorem 3 Let V = K and H = K∗ . Then for any f, g, h ∈ K∗ we have
(f, g, h)V = (f, g, h)K.
Proof follows from theorems 1 and 2.
Remark 6 We can reformulate the expressions ψV (f, g) and φV (f, g, h) in the following
geometrical terms. Define a simplicial set where ∆0 -simplices are k -subspaces A ⊂ V
such that A ≈ L . ∆1 -simplices are elements of [[A | B]] with the boundary ∆0 -simplices
A and B . We define a combinatorial Z -sheaf FL (see [13], [3], [4]) on this simplicial
set such that the stalk FLA is the Z -torsor [[L | A]] and every 1 -simplex d ∈ [[A | B]]
gives an isomorphism FLA → FLB : [[L | A]]
⊙d
−→ [[L | B]] . The group H acts on this
simplicial set. Then ψV (f, g) is the monodromy of FL on the following square:
gA
g◦α
←− gfA
↓ β ↑ f◦β−1
A
α
−→ fA
This intrepretation is similar to the ”template” diagram from [1].
We construct now a bisimplicial set, where ∆0 -simplices are the same as above, ∆1 -
simplices are objects of ((A | B)) , ∆1 ×∆1 -simplices are elements of
Hom((A|C))(δA,B,C(F1⊠F2), δA,D,C(F3⊠F4)) , where the boundary ∆
1 -simplices are F1 ∈
((A | B)) , F2 ∈ ((B | C)) , F3 ∈ ((A | D)) , F4 ∈ ((D | C)) . We define a combinatorial
gerbe (see [13], [3], [4]) GL on this bisimplicial set such that a stalk GLA is the k
∗ -
gerbe ((L | A)) , for every ∆1 -simplex F ∈ ((A | B)) we have an equivalence between
stalks : GLA −→ GLA⊠F
δL,A,B
−→ GLB , and 2 -cells give the natural transformations of this
equivalences. We have the action of the group H on this bisimplicial set. Then φV (f, g, h)
is the monodromy of combinatorial gerbe GL on the following cube:
f A
fgh Ahg A
g A
hf A
A
fg A
h A
where we have to choose and fix 3 edges and 3 faces of cube which have the boundary
vertice A . Then other edges and faces of the cube are obtained by action of elements
f, g, h and their combinations. The arrow gives the orientation of the front face and the
cube.
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7 Reciprocity laws
Let X be an algebraic surface over a field k . We assume that k is an algebraically closed
field and X is a smooth surface. For any point x ∈ X and any formal irreducible germ
C at x of some curve one associates a canonical 2 -dimensional local field Kx,C (see [16],
[11]).
Fix an irreducible smooth projective curve C ⊂ X . Let tC ∈ k(X) be the local
parametr of the curve C on some open U ⊂ X . Then for any point x ∈ C we have
Kx,C = ˆk(C)x((tC)) . We introduce an adelic ring:
AC = {fx} ∈
∏
x∈C
Kx,C such that
for fx,C =
∑
i≫−∞
aix,Ct
i
C we have for each i the collection {a
i
x,C ∈
ˆk(C)x} is the usual
adele on the curve C . (It means that for the every fixed i for almost all points x ∈ C
we have aix,C ∈ O ˆk(C)x
.)
Let ˆk(X)C be the completion of the field of rational functions k(X) with respect to
the discrete valuation given by the curve C . For a divisor D ⊂ X we consider a complex
AC(D) :
ˆk(X)C × (
∏
x∈C
(BKx,C ⊗OX OX(D))) ∩ AC −→ AC ,
where BKx,C = lim
→
n
t−nC Oˆx ⊂ Kx,C
Lemma 2 Let C ⊂ X be an irreducible projective curve. Then the cohomology groups of
the complex AC(D) are k -vector spaces with the filtration with finite-dimensional over
k factors.
Proof We denote a sheaf F = OX(D) . Then the complex AC(D) is the passing with
respect to m to projective limit and then with respect to n to injective limit of the adelic
complexes of the sheafs JnCF/J
n+m
C on the 1 -dimensional scheme (C,OX/J
m
C ) . Here
JC ⊂ OX is the ideal sheaf of the curve C , (C,OX/J
m
C ) is the scheme with the topological
space C and the structure sheaf OX/J
m
C .(About the adelic complexes see [5], [12]). These
adelic complexes calculate the cohomology groups of the sheafs JnCF/J
n+m
C on the schemes
(C,OX/J
m
C ) . And from C is projective curve it follows that these cohomology groups are
finite dimensional over the field k spaces. Thus the powers n of the sheaf JC give the
filtration of the cohomology groups of the complex AC(D) .
After the lemma we can define a Z -torsor
Dim(AC(D)) = HomZ(Dim(H
1(AC(D))) , Dim(H
0(AC(D))))
and a k∗ -gerbe
Det(AC(D)) = Hom(Det(H
1(AC(D))) , Det(H
0(AC(D)))).
The divisor D ⊂ X defines a k -subspace D = (
∏
x∈C
BKx,C ⊗OX OX(D)) ∩ AC ⊂ AC .
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Proposition 14 1. For any two divisors D,E ⊂ X we have a canonical isomorpism
of Z -torsors
[[D | E]] −→ HomZ(Dim(AC(D),Dim(AC(E))), (15)
and this isomorphism transfers ⊙ -product of Z -torsors to the composition of Hom
for any 3 divisors D,E, F ⊂ X .
2. For any two divisors D,E ⊂ X we have a canonical equivalence of k∗ -gerbs
((D | E)) −→ Hom(Det(AC(D),Det(AC(E)))
and this equivalence transfers ⊠ -product of k∗ -gerbes to the composition of Hom
for any 3 divisors D,E, F ⊂ X .
Proof We proof item 1. We recall that
[[D | E]] = lim
−→
F≈D≈E
F⊂D,C⊂E
HomZ (Dim(D/F ), Dim(E/F )).
Therefore we fix some F ⊂ E , F ⊂ D . We have an exact sequence of complexes
0 −→ AC(F ) −→ AC(D) −→ D/F −→ 0.
The last complex is the space D/F in 0 -position. From the long exact cohomological
sequence and item 1 of proposition 4 we obtain an isomorphism:
Dim(D/F ) −→ HomZ(Dim(AC(F ),Dim(AC(D))).
In the similar way we obtain an isomorphism:
Dim(E/F ) −→ HomZ(Dim(AC(F ),Dim(AC(E))).
From these isomorphisms and passing to the direct limit on F we obtain the isomor-
phism (15). Item 2 of the proposition is proved in the same way.
Fix a point x ∈ X . We introduce an adelic ring:
Ax =
{
{fC} ∈
∏
C∋x
Kx,C such that fC ∈ OKx,C for almost all C ∋ x.
}
Let Frac(Oˆx) be the fraction field of the completion of the local ring Ox at the point x .
For a divisor D ⊂ X we consider a complex Ax(D) :
Frac(Oˆx) ×
∏
C∋x
(OKx,C ⊗OX OX(D)) −→ Ax.
Lemma 3 The cohomology groups of the complex Ax(D) are k -vector spaces with the
filtration with finite-dimensional over k factors.
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Proof We denote a sheaf F = OX(D) . Then the complex Ax(D) is the adelic com-
plex of the sheaf F on the 1 -dimensional scheme Spec Oˆx \ x , see [5], [12]. Therefore
the cohomology groups of the complex Ax(D) coinsides with the cohomology groups
H∗(Spec Oˆx \ x,F) . But for any i
H i(Spec Oˆx \ x, F) = lim
−→
n
Exti(mnx , Fˆx).
(It follows from H0(Spec Oˆx \ x,G) = lim
−→
n
Hom(mnx, j∗G) , where G is any quasicoherent
sheaf on Spec Oˆx \ x and j : Spec Oˆx \ x →֒ Spec Oˆx .)
Now from an exact sequence
0 −→ mnx −→ Oˆx −→ Oˆx/m
n
x −→ 0
we obtain
H0(Spec Oˆx \ x, F) = Fˆx and H
1(Spec Oˆx \ x,F) = lim
−→
n
Ext2(Oˆx/m
n
x , Fˆx).
The powers of the maximal ideal mx at the point x give the filtartion of the cohomology
groups of the complex Ax(D) .
After the lemma we can define a Z -torsor
Dim(Ax(D)) = HomZ(Dim(H
1(Ax(D))) , Dim(H
0(Ax(D))))
and a k∗ -gerbe
Det(Ax(D)) = Hom(Det(H
1(Ax(D))) , Det(H
0(Ax(D)))).
The divisor D ⊂ X defines a k -subspace D =
∏
C∋x
OKx,C ⊗OX OX(D) ⊂ Ax .
Proposition 15 1. For any two divisors D,E ⊂ X we have a canonical isomorpism
of Z -torsors
[[D | E]] −→ HomZ(Dim(Ax(D),Dim(Ax(E))),
and this isomorphism transfers ⊙ -product of Z -torsors to the composition of Hom
for any 3 divisors D,E, F ⊂ X .
2. For any two divisors D,E ⊂ X we have a canonical equivalence of k∗ -gerbs
((D | E)) −→ Hom(Det(Ax(D),Det(Ax(E)))
and this equivalence transfers ⊠ -product of k∗ -gerbes to the composition of Hom
for any 3 divisors D,E, F ⊂ X .
Proof is the same as the proof of proposition 14.
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Theorem 4 1. Fix any irreducible projective curve C ⊂ X and any divisor D ⊂ X .
Let H = ˆk(X)
∗
C . Then the central extension GAC ,D and the group-like monoidal
groupoid CAC ,D are splited over H .
2. Fix any point x ∈ X and any divisor D ⊂ X . Let H = Frac(Oˆx)
∗ . Then the
central extension GAx,D and the group-like monoidal groupoid CAx,D are splitted
over H .
Proof We proof item 1. We have an action of the group H on complexes:
h ∈ H : AC(D) −→ AC(hD).
This action induces an action on Z -torsors: Dim(AC(D)) −→ Dim(AC(hD)) such that
the following diagram is commutativ
[[D | E]] −→ HomZ(Dim(AC(D)),Dim(AC(E)))
↓ ↓
[[hD | hE]] −→ HomZ(Dim(AC(hD)),Dim(AC(hE))).
We define the central extension G′AC ,D over H . Elements of this group are pairs (h, f)
where h ∈ H and f is from Z -torsor HomZ(Dim(AC(D)),Dim(AC(hD))) . And the
multiplication in this group is given (h, f1)(g, f2) = (hg, f1⊙ h(f2)) . The isomorphism of
Z -torsors
[[D | gD]] −→ HomZ(Dim(AC(D)),Dim(AC(hD))).
gives the isomorphism of central extensions:
GAC ,D −→ G
′
AC ,D
.
But the central extension G′AC ,D has a canonical slitting given by multiplication on h ∈ H
the complex Dim(AC(D)) , which gives the element from HomZ(Dim(AC(D)),Dim(AC(hD))) .
The splitting of the group-like monoidal groupoid CAC ,D and item 2 of theorem can be
proved in the same way.
Corollary
1. For any f, g, h ∈ ˆk(X)
∗
C we have
ψAC (f, g) = 1 and (f, g, h)AC = 1.
2. For any f, g, h ∈ Frac(Oˆx)
∗ we have
ψAx(f, g) = 1 and (f, g, h)Ax = 1.
We consider k -spaces V1 =
∏
l∈I1
Kl and V2 =
∏
l∈I2
Kj . We fix any OKi -lattices
Li ∈ Ki for i ∈ I1 ∪ I2 . We consider an group H such that H is a subgroup of GKi/k
for every i ∈ I1 ∪ I2 and for any h ∈ H for almost all i ∈ I1 ∪ I2 hLi = Li .
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Proposition 16 (Abstract reciprocity law for ψV ( , ) .) For any commuting ele-
ments f , g from H we have
ψV1⊕V2(f, g) = ψV1(f, g) + ψV2(f, g)
Proof It is clear that the central extension GV1⊕V2,L1⊕L2 is GV1,L1×HGV2,L2/Z . Therefore
we obtain the formula in the proposition.
We can recover the following reciprocity law, see [11].
Corollary (Reciprocity laws for νK( , ) )
1. Fix a projective curve C ⊂ X and f, g ∈ ˆk(X)
∗
C . Then a number of points x ∈ C
with non-zero νKx,C(f, g) is finite and∑
x∈C
νKx,C(f, g) = 0.
2. Fix a point x ∈ X and f, g ∈ Frac(Oˆx)
∗ . Then a number of germs C with non-zero
νKx,C(f, g) is finite and ∑
C∋x
νKx,C(f, g) = 0.
Proof We prove item 2. We fix some divisor D ∈ X . It defines a k -space D ⊂ Ax .
For almost all x ∈ C we have both elements f, g, h ∈ O∗Kx,C . Let V1 ⊂ Ax be the sum of
Kx,C over such x . Let V2 be the rest part of Ax . The k -space V2 consists of the finite
sum of 2 -dimensional local fields. We have fD∩V1 = D∩V1 , gD∩V2 = D∩V2 . Therefore
from item 2 of proposition 12 we have the splitting GV1,V1∩D over the group generated by
f and g . Therefore ψV1(f, g) = 1 . Also for any Kx,C ⊂ V1 we have ψKx,C(f, g) = 1 . Now
from proposition 16 we have ψV (f, g) = ψV2(f, g) . Now we apply proposition 16 some
times to V2 and from theorem 1 we obtain the reciprocity law. Item 1 can be proved in
the same way with the ring AC .
We consider k -spaces V1 and V2 and a group H the same as before proposition 16.
Hypothesis 1 (Abstract reciprocity law for ( , , )V ) For any commuting elements
f , g , h from H we have
(f, g, h)V1⊕V2 = (f, g, h)V1(f, g, h)V2.
At least, it is clear that the equality of this hypothesis holds up to some sign. Maybe,
is it possible to prove the statement by some induction, i.e., to reduce by means of biex-
tensions and proposition 10 the formula of this hypothesis to the case of 1 -dimensional
situation, where the analogous formula is true and follows from the long computations in
the exterior algebra, see [2] ?
We can recover the following Parshin reciprocity laws, see [11].
Corollary (Reciprocity laws for ( , , )K )
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1. Fix a projective curve C ⊂ X and f, g, h ∈ ˆk(X)
∗
C . Then a number of points x ∈ C
with non-unit (f, g, h)Kx,C is finite and∏
x∈C
(f, g, h)Kx,C = 0.
2. Fix a point x ∈ X and f, g, h ∈ Frac(Oˆx)
∗ . Then a number of germs C with
non-unit (f, g, h)Kx,C is finite and∏
C∋x
(f, g, h)Kx,C = 0.
Proof By corollary of theorem 4 and hypothesis 1 the proof is on the same way as
the above proof of the reciprocity laws for νKx,C .
Remark 7 Hypothesis 1 holds up to some sign, because the group-like monoidal groupoid
constructed from V1 ⊕ V2 is the Baer sum up to a sign of group like monoidal groupoids
constructed from V1 and V2 . Therefore the reciprocity laws for ( , , )K follow up to sign
by this method.
References
[1] Anderson G.W., Pablos Romo F. Simple proofs of classical explicit reciprocity laws
on curves using determinant groupoids over an artinian local ring, Comm. Algebra
32 (2004), no. 1, 79–102.
[2] Arbarello E., De Concini C., Kac V. G. The Infinite Wedge Representation and the
Reciprocity Law for Algebraic Curves, Comm. Math. Phys., 117 (1988), 1-36.
[3] Romain Attal Two-dimensional parallel transport : combinatorics and functoriality,
arXiv: math-ph/0105050.
[4] Romain Attal Combinatorics of Non-Abelian Gerbes with Connection and Curvature,
arXiv: math-ph/0203056.
[5] Beilinson A.A., Residues and Adeles, Funct. Anal. Pril., 14 (1980), no. 1, 44-45;
English transl. in Func. Anal. Appl., 14, no. 1 (1980), 34-35.
[6] Breen L., Messing W. Differential Geometry of Gerbes, e-print math.AG/0106083
[7] Breen L., Monoidal categories and multiextensions, e-print math.CT/9809104
[8] Brylinski J.-L., Gerbes on complex reductive Lie groups, e-print math.DG/0002158
[9] Brylinski J.-L., Loop spaces, characteristic classes and geometric quantization,
Birkhauser Boston 1993
26
[10] Brylinski J.-L., McLaughlin, D. A. The geometry of two-dimensional symbols, K -
Theory 10 (1996), no. 3, 215–237.
[11] Fimmel T., Parshin A. N. An introduction to the higher adelic theory, book in prepa-
ration
[12] Huber A., On the Parshin-Beilinson Adeles for Schemes, Abh. Math. Sem. Univ.
Hamburg, 61 (1991), 249-273.
[13] Kapranov M. M. Analogie between the Langlands Correspondence and Topological
Quantum Field Theory, Functional analysis on the eve of 21st senture (S. Gindikin, J.
Lepowsky, R. Wilson Eds.) vol. 1 (Progress in Math. v. 131), p. 119-151, Birkhauser,
1995
[14] Kapranov M. M. Semiinfinite symmetric powers, e-print: math.QA/0107089
[15] Kapranov M. M., Voevodsky V. A. 2-categoties and Zamolodchikov tetrahedra equa-
tions, Proc. Symp. Pure Math., v. 56 (1994), pt.2, Amer. Math. Soc., Providence RI
1994, 177-259.
[16] Parshin A. N. On the arithmetic of two-dimensional schemes, I. Repartitions and
residues, Izv. Akad. Nauk SSSR Ser. Mat. 40 (1976), no. 4, 736-773; English transl.
in Math. USSR Izv. 10 (1976), no. 4, 695-729.
[17] Parshin A. N. Residues and traces of infinite-dimensional linear operators, preprint
[18] Tate J. Residues of differentials on curves, Ann. scient. Ec. Norm. Sup., 4 serie, t.1,
1968, p.149-159
Steklov Mathematical Institute, Moscow, Russia.
e-mail:
d osipov@mi.ras.ru
27
