This article presents OpStream, a novel approach to cluster dynamic data streams. The 1 proposed system displays desirable features, such as a low number of parameters, good scalability 2 capabilities to both high-dimensional data and numbers of clusters in the data set, and it is based on 3 a hybrid structure using deterministic clustering methods and stochastic optimisation approaches to 4 optimally centre the clusters. Similarly to other state-of-the-art methods available in the literature, 5 it uses "microclusters" and other established techniques, such as density-based clustering. Unlike 6 other methods, it makes use of metaheuristic optimisation to maximise performances during the 7 initialisation phase, which precedes the classic online phase. Experimental results show that 8 OpStream outperforms the state-of-the-art in several cases and it is always competitive against 9 other comparison algorithms regardless of the chosen optimisation method. Three variants of 10 OpStream, each coming with a different optimisation algorithm, are presented in this study. A 11 thorough sensitive analysis is performed by using the best variant to point out OpStream robustness 12 to noise and resiliency to parameters changes.
new clusters form outside the existing cluster region. The downside of the centroid approach is 148 that the number of K centroids needs to be known a-priori, which is problematic in a dynamic data 149 environment. 150 There is one shortcoming for the two-phases approach, i.e. the ability to track changes in the 151 behaviour of the clusters is linearly proportional to the frequency of requests for the offline component 152 [31] . In other words, the higher the sensitivity to changes, the higher the computational cost. To 153 mitigate these issues, an alternative approach has been explored by researchers to merge these two 154 phases into a single online phase. FlockStream [32] deploys data points into a virtual mapping of a 155 two-dimensional grid, where each point is represented as an agent. Each agent navigates around the 156 virtual space according to a model mimicking the behaviour of flocking birds, as done in the most A hybrid algorithm is then designed by employing, along with standard methods as e.g. CF vectors and the landmark time windows model, modern heuristic optimisation algorithms. Unlike 180 similar approaches available in the literature [37, 42, 43] , the optimisation algorithm is here used during 181 the online phase to create optimal conditions to the offline phase. This novel approach is described in 182 details in section 4. 183 To select the most appropriate optimisation paradigm, three widely used algorithms, i.e. WOA, 184 BAT and DE, were selected from the literature and compared between them. We want to clarify that 185 the choice of using three metaheuristic methods, rather than other exact or iterative techniques, was 186 made to be able to deal with ch alleging characteristics of the optimisation problem at hand, e.g. the 187 dimensional of the problem can vary according to the data set, the objective functions is highly non 188 linear and not differentiable, which make them not applicable or time-inefficient. 189 A brief introduction of the three selected algorithms is given below in section 3.1. Regardless of 190 the specific population-based algorithm used for performing the optimisation step, each candidate 191 solution must be encoded as an n-dimensional real-valued vector representing the K cluster centres for 192 initialising the following density-based clustering method.
193
Two state-of-the-art deterministic data stream clustering algorithms, namely DenStream and 194 CluStream, are also included in the comparative analysis to further validate the effectiveness of the 195 proposed framework. 196 The evaluation methodology employed in this work consists in running classification experiments 197 over the data sets in section 3.2 and measuring the obtained performances through the metrics defined The WOA algorithm is a swarm-based stochastic metaheuristic algorithm inspired by the hunting 204 behaviour of humpback whales [11] . It is based on a mathematical model updated by iterating the 205 three search mechanisms described below: 206 • the "shrinking encircling prey" mechanism is exploitative and consists in moving candidate 207 solutions (i.e. the whales) in a neighbourhood of a the current best solution in the swarm (i.e. the 208 prey solution) by implementing the following equation:
where: 1) − → a is linearly decreased from 2 to 0 as iterations increase (to represent shrinking as 210 explained in [7]); 2) − → r is a vector whose components are randomly sampled from [0, 1] (t is the 211 iteration counter); 3) the " * " notation indicates the pairwise products between two vectors.
212
• the "spiral updating position" mechanism is also exploitative and mimics the swimming pattern of humpback whales towards the prey in a helix-shaped form through equations (2) and 3:
− → x (t + 1) = e bl * cos (2πl)
where b is a constant value for defining the shape of logarithmic spiral; l is a random vector in 213 [−1, 1]; the "|. . . |" symbol indicates the absolute value of each component of the vector;
214
• the "search for prey" mechanism is exploratory and uses a randomly selected solution − → x rand as "attractor" to move candidate solutions towards unexplored areas of the search space, and possibly away from local optima, according to equations (4) to (5):
The reported equations implement a search mechanism which mimics movements made by 215 whales. Mathematically, it is easier to understand that some of them refer to explorations moves across 216 the search space, while others are exploitation move to refine solutions within their neighbourhood.
217
To have more information on the metaphor inspiring this equations, their formulations and their 218 role in driving the research within the algorithm framework, one can see the survey article in [6] . A 219 derailed scheme describing the coordination logic of the three previously described search mechanism 220 is reported in algorithm 1.
221
Algorithm 1 WOA pseudocode if p < 0.5 then 7:
if|A| < 1 then 8: Update position of current whale x i using equation 1 9:
else if|A| ≥ 1 then 10:
x rand ← random whale agent With reference to algorithm 1, the initial swarm is generated by randomly sampling solutions in 222 the search; the best solution is kept up to date by replacing it only when an improvement on the fitness 223 value occurs; the optimisation process lasts for a prefixed number of iterations, here indicated with 224 max budget; he probability of using the shrinking encircling rather than the spiral updating mechanism 225 is fixed at 0.5. The BAT algorithm is a swarm-based searching algorithm inspired from the echolocation abilities 228 of bats [12] . Bats use sound wave emission to generate echo that measures the distance of its prey 229 based on the loudness and time difference of the echo and sound wave. To reproduce this system and 230 exploit it for optimisation purposes, the following perturbation strategy must be implemented:
where x i is the position of the candiate solution in the search space (i.e. the bat), v i is its velocity, 232 f i is referred to as "wawes frequency" factor and β is a random vector in [0, 1] n (where n is the pseudocode depicted in algorithm 2 shows the the working mechanism of the BAT algorithm.
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Algorithm 2 BAT pseudocode 1: Generate initial bats X i (i = 1, 2, 3, . . . , NP) and their velocity vectors v i 2: Compute fitness values and find x best 3: Initialise pulse frequency f i at x i 4: Initialise pulse rate r i and loudness A i 5: while t < max iterations do 6:
for i = 1, 2, 3, . . . , NP do 7:
x new ← move x i to a new position with equations 6-8 8: end for 9:
for i = 1, 2, 3, . . . , NP do 10:
if rand() > r i then 11:
x new ← x best added with a random three parameters, namely the scale factor F ∈ [0, 2], the crossover ratio CR ∈ [0, 1] and the population 243 size NP. As shown in algorithm 3, despite using crossover and mutation operators, which are typical 244 of evolutionary algorithms, it does not require any selection mechanism as solutions are perturbed 245 one at a time by means of the 1-to-1 spawning mechanising from the SI field. Several DE variants can 246 be obtained by using different combination of crossover and mutation operators [46] . The so-called 247 "DE/best/1/bin" scheme is adopted in this study, which employs the best mutation strategy and the for i = 1, 2, 3, . . . , NP do 5: X m ← mutation "best/1" as explained in [10] 6:
x off ← crossover(X i , X m ) "bin" as explained in [10] 7:
Store the best individual between x o f f and x i in the i th position of a new population 8: end for 9: end 10:
Replace the current population with the newly generated population 11:
Update x best 12: end while 13: Return x best
Datasets

251
Four synthetic data sets were generated using the built-in stream data generator of the "Massive 
254
These data sets are:
255
• the 5C5C data set, which contains low dimensional data with a low rate of data changes;
256
• the 5C10C data set, which contains low dimensional data with a high rate of data changes;
257
• the 10D5C data set, which is a 5C5C variant containing high dimensional data;
258
• the 10D10C data set, which is a 5C10C variant containing high dimensional data. Mathematically, these metrics are expressed with the following equations:
Rand-Index = True Positive + True Negative All Data Instances (11)
where
and 272 • C is the solution returned by the clustering algorithm (i.e. the number of clusters k);
273
• C i is the the i th cluster (i = {1, 2, . . . , k});
274
• V i is the class label with the highest frequency in C i ;
275
• V isum is the number of instances labelled with V i in C i ;
276
• V itotal is the total number of V i instances identified in the totality of clusters returned by the 277 algorithm. i.e. generating K centroids of clusters among the points.
290
In the initialisation phase, the landmark time window is used to collect data points which are 291 subsequently grouped into clusters by generating K centroid. The latter, are generated from by solving 292 K-centroid cost optimisation problems with fast and reliable metaheuristic for optimisation. Hence, 293 their position is optimal and lead to high-quality predictions.
294
Next, during the online phase, the clusters are maintained and updated using the density-based 295 approach, whereby incoming data points with similar attributes (i.e. according to the -neighbourhood 296 method) form dense microclusters in between two data buffers, namely p-microclusters and 297 o-microclusters. These are converted into microclusters with CF information to store a "light" version 298 previous scenarios in this dynamic environment.
299
In this light, the proposed framework is similar to advanced single-phase methods. Howevere, it 300 requires a preliminary optimisation process to boost its classification performances.
301
Three variants of OpStream are tested by using the three metaheuristic optimisers described in 302 section 3. These stochastic algorithms (as the optimisation process is stochastic) are compared against 303 the two DenStream and CluStream state-of-the-art deterministic stream clustering algorithms.
304
The following sections describe each step of the OpStream algorithm. with metaheuristic of black-box optimisation. To achieve this goal, a cost function must be designed to allow for the individualisation of the optimal position of the centroid of a cluster. These processes 309 have to be iterated K times to then form K clusters by grouping data according to their distance from 310 the optimal centroids.
311
The formulation of the cost function plays a key part. In this research, the "Cluster Fitness" (CF) function from [50] was chosen as its maximisation leads to a high intra-cluster distance, which is desirable. Its mathematical formulation, for the κ th (κ = 1, 2, 3, . . . K) cluster, is given below
from where it can be observed that it is computed by averaging the K clusters' Silhouettes "S κ ". These, represents the average dissimilarity of all the points in the cluster, and are calculated as follows
where α i and β i are the "Inner Dissimilarity" and the "Outer Dissimilarity" respectively.
312
The former value measures the average dissimilarity between a data point i and other data points in its own cluster C κ * . Mathematically, this is expressed as:
with dist(i, j) being the Euclidean distance between the two points, and n k * is the total number of 313 points in cluster C κ * . The lower the value, the better the clustering accuracy.
314
The latter value measures the minimum distance between a data point i to the centre of all clusters, excluding its own cluster C κ * . Mathematically, this is expressed as:
where n k * is the number of points in cluster C κ * . The higher the value, the better the clustering.
315
These two values are contained in [−1, 1], whereby 1 indicates ideal case and −1 the most 316 undesired one.
317
A similar observation can be done for the fitness function CF κ [50]. Hence, the selected 318 metaheuristics have to be set-up for a maximisation problem. This is not an issue since every 319 real-valued problem of this kind can be easily maximised with an algorithm designed for minimisation 320 purposes by simply timing the fitness function by −1, and vice-versa.
321
Regardless of the dimensionality of the problem n, which depends on the data set (as shown in 322 
• timestamp indicates when the microclusters was last updated and it is needed to implement the ageing mechanism, used to remove outdated microclusters while new data accumulated in the time window are available, defined via the following equation
where T is the current time-stamp in the stream a threshold, referred to as β, is used to 332 discriminate between suitable and outdated data points.
333
From CF, the centre c and radius r of a microclusters are computed as follows:
as indicated in [18, 43] .
335
The obtained r value is used to initialise the -neighbourhood approach (i.e. r = ), leading to 336 the formation of microclusters as explained in section 2. This microclusters, which is derived from a 337 cluster formed in the initialisation phase, is now stored in the p-microclusters buffer. In OpStream, for each new time window, a data point p is first converted into a "degenerative" microclusters m p containing a single point and having the following initial CF properties:
Subsequently, initial microclusters have to be merged. This task can efficiently be addressed by considering pairs of microclusters, say e.g. m i and m j , and computing their Euclidean distance dist(c m i , c m j ). If m i is the cluster to be merged, its radius r must be worked out as shown in section 4.2.1 and then be merged with m i if
Two microclusters satisfying the condition expressed with equation 22 are said to be "density-reachable". The process described above is repeated until there are no longer density-reachable microclusters. Every time two microclusters are merged, e.g. m i and m j , the CF properties of the newly generated microclusters, e.g. m k , are assigned as follows:
where T is the time at which the two microclusters were merged. 
344
This mechanism is performed by a software agent, referred to as the "Incoming Data Handler" 345 (IDH), whose pseudocode is reported in algorithm 4 to further clarify this process and allow for its This process is iterated as shown in algorithm 5. The final version of C is finally moved to the most appropriate buffer according to its size, i.e. if "C.N≥ minClusterSize" all its microclusters are merged together and the newly generate cluster C is moved to the p-microclusters buffer. If this does not occur, the cluster C is not generated by merging its microclusters but they are simply left in the o-microclusters buffer. The recommended method to fix the minClusterSize parameter is
These tasks are performed by the New Cluster Generator (NCG) software agent, whose 364 pseudocode is shown in algorithm 5. for mc in o-microclusters do 8: if mc is density-reachable to any non-border mc in C then 9:
Add mc into C 10:
Remove mc from o-microclusters It must be added that an Ageing System (AS) is constantly run to remove outdated clusters. Despite its simplicity, its presence is crucial in dynamic environments. An integer parameter β (equal to 4 in this study) is used to compute the age threshold as shown below age threshold = β · λ (24) so that if a microclusters has not been updated in 4 consecutive windows will be removed from the 371 respective buffer. • BAT: swarm sieze = 20, α = 0.53, γ = 4.42, r i = 0.42, A i = 0.50 (i = 1, 2, 3, . . . , n);
388
• DE: population Size = 20, F = 0.5, CR = 0.5;
389
• the "max Iterations" value is set to 10 for all the three algorithms to unsure a fair comparison (the 390 computational budget is purposely kept low due to the real-time nature of the problem);
• the three optimisation algorithms are equipped with the "toroidal" correction mechanism to handle infeasible solutions, i.e. solutions generated outside of the search space (a detailed 393 description of this operator is available in [10]).
394
Furthermore, the following parameter values are also required to run the OpStream framework: Table 2 reports the results in terms of F-measure. According to this metric, the three OpStream DenStream have the highest purity. 0.992 ± 0.016 0.984 ± 0.022 = 0.987 ± 0.022 = 1.000 ± 0.000 -0.998 ± 0.004 -10D5C
1.000 ± 0.000 0.998 ± 0.004 + 1.000 ± 0.000 = 1.000 ± 0.000 = 1.000 ± 0.000 = 10D10C
0.999 ± 0.002 1.000 ± 0.002 = 1.000 ± 0.002 = 1.000 ± 0.000 = 1.000 ± 0.000 = KDDC-99
1.000 ± 0.000 1.000 ± 0.000 = 1.000 ± 0.000 = 1.000 ± 0.000 = 0.420 ± 0.000 + Finally, the same conclusions obtained with F-measure are drawn by interpreting the results in 423 The MOA platform allows for the injection of increasing noise levels into the dataset 5D10C and 467 10D5C data sets.
468
The five noise levels indicated in figure 5 and 6 As for β, the curves in figure 6 show that OpStream is not sensitive to the value chosen for 503 removing outdated clusters as long as β ≥ 2. This means that clusters can be technically be left in the 504 buffers for a long time without affecting the performance of the classifier. From a more practical point 505 of view, for memory issues, it is preferable to free buffers from unnecessary microclusters timely, A 506 sensible choice is β = 4, as too low values might prevent similar clusters from being merged due to the 507 lack of time required for performing such process.
508 Figure 6 . Sensitivity to the AS parameter β.
It can be noted that a small number of candidate solutions is used for the optimisation phase. This Similar conclusions can be done for the computational budget. According to figure 8, it is not 518 necessary to prolong the duration of the WOA optimisation process for more than 10 iterations.
519
This makes sense in dynamic domains where the problem changes very frequently thus making the 520 exploitation phase less important. 
Conclusion and Future Work
528
Experimental numerical results show that the proposed OpStream algorithm is a promising 529 tool for clustering dynamic data streams as it is competitive and outperforms the state-of-the-art on several occasions. This approach can then be applied in several challenging application domains 531 where satisfactory results are difficult to be obtained with clustering methods. Thanks to its 532 optimisation-driven initialisation phase, OpStream displays high accuracy, robustness to noise in 533 the data set and versatility. In particular, we found out that its WOA implementation is efficient, 534 scalable (both in term of data set dimensionality and number of clusters) and resilient to parameters
