*Abbreviations used in this paper:* cAMP, adenosine 3′,5′-cyclic monophosphate; cGMP, guanosine 3′,5′-cyclic monophosphate; CNBD, cyclic nucleotide-binding domain; CNG, cyclic nucleotide-gated; HCN, hyperpolarization-activated cyclic nucleotide-modulated.

INTRODUCTION
============

Cyclic nucleotide-gated (CNG) channels produce the primary electrical signal in photoreceptors upon absorption of a photon ([@bib3]). These channels also generate the electrical signal in olfactory receptors, and are expressed in several other sensory and nonsensory tissues ([@bib28]). CNG channels are voltage independent, nonselective cation channels that are gated by the direct binding of cyclic nucleotides ([@bib5]; [@bib15]; [@bib17]). Hyperpolarization-activated cyclic nucleotide-modulated (HCN) channels are a related family of channels with a very different role. These channels have been found to control pacemaker activity in the heart and brain, resting potential, dendritic integration, and synaptic transmission ([@bib1]; [@bib2]; [@bib19]). HCN channels are cation channels that are weakly selective for conducting potassium ions and are activated by membrane hyperpolarization and modulated by the direct binding of cyclic nucleotides.

Despite their differences in physiological roles and voltage dependence, HCN and CNG channels likely have very similar structures. Both channels belong to the superfamily of voltage-gated potassium channels and are composed of four subunits, each with six transmembrane helices, arranged around a central pore ([@bib13]). Furthermore, the intracellular COOH-terminal region of each CNG and HCN subunit contains a cyclic nucleotide-binding domain (CNBD) ([@bib17]; [@bib19]). Binding of cyclic nucleotides to these CNBDs produces an increase in open probability in both classes of channels. CNG channels exhibit a large increase in open probability across all voltages, whereas HCN channels exhibit a smaller increase in open probability, and only at hyperpolarized voltages.

There are several members of the CNG gene family: CNGA1, CNGA2, CNGA3, CNGA4, CNGB1, and CNGB3 ([@bib17]). These subunits combine to form heteromeric native channels; for example, native rod photoreceptors are composed of CNGA1 and CNGB1 subunits. CNGA1 subunits can form functional homomeric channels in exogenous expression systems. CNGA1 homomeric channels exhibit significant cyclic nucleotide selectivity. Saturating concentrations of cGMP (guanosine 3′,5′-cyclic monophosphate) produce a large increase in open probability while saturating cAMP (adenosine 3′,5′-cyclic monophosphate) produces only a small increase in open probability.

There are four known isoforms of HCN channels: HCN1, HCN2, HCN3, and HCN4 ([@bib19]). While the subunit composition of native channels is not known, each isoform can form functional homomeric channels, although with varying cyclic nucleotide dependence. HCN2 is one of the isoforms that is more responsive to cyclic nucleotides. For HCN2 homomeric channels, saturating concentrations of both cAMP and cGMP produce the same effects of increasing open probability at hyperpolarizing voltages, speeding activation kinetics and shifting the voltage dependence of activation to more depolarized voltages ([@bib4]; [@bib16]; [@bib20]).

Recently, a crystal structure was solved for the intracellular COOH-terminal region of the HCN2 channel ([@bib26]). This structure consists of a tetramer of the COOH-terminal region of HCN2 bound to either cAMP ([Fig. 1](#fig2){ref-type="fig"}) or cGMP. The COOH-terminal region includes the CNBD and the C-linker, the region that connects the CNBD to the end of the sixth transmembrane (S6) helix in the pore region. The C-linker comprises six α-helices (A\'--F\') and the CNBD comprises three α-helices (A--C) with eight β-strands (1--8) forming a β-roll between helices A and B. Virtually all of the intersubunit interactions in the COOH-terminal region occur between the C-linker domains. The interacting region has been likened to an "elbow on the shoulder." where one subunit has its "elbow" on the "shoulder" of its neighbor. The A\' and B\' helices of the C-linker form the "elbow" and the C\' and D\' helices form the "shoulder" ([Fig. 1](#fig2){ref-type="fig"}, inset). The interaction between the "elbow" and "shoulder" is extensive and involves many hydrogen bonds, hydrophobic interactions, and salt bridge interactions.

![Structure of HCN2 C-linker and CNBD. Structure of the HCN2 COOH-terminal region ([@bib26]), viewed from the side (left) and from the membrane (right). The structure is positioned below the membrane-spanning portion of the channel, as it is thought to be in vivo. The structure contains four subunits, two in dark gray and two in light gray, with the C-linkers making up the top half of the structure and the CNBDs the bottom half. cAMP (yellow) is bound in the CNBD of each subunit. Residues of the putative salt bridges are shown in CPK format: K472 (blue), E502 and D542 (both in red). Enlargement of the region with these salt bridges (inset). Only two subunits are shown here, with the A\'--D\' helices and β roll labeled, and the residues are now colored according to their elements (carbon, gray; nitrogen, blue; and oxygen, red). Plus sign within a square is K472, minus sign within a square is D542 from the same subunit, and minus sign within a circle is E502 from the neighboring subunit.](200409178f1){#fig2}

In this study, we examined these C-linker interactions by mutating a pair of salt bridges predicted by the HCN2 COOH-terminal crystal structure. We found in both HCN2 and CNGA1 channels that breaking the predicted salt bridges by mutation results in channels that favor channel opening more than wild-type channels and restoring the salt bridge by switching the positions of the positive and negative residues rescues wild-type behavior. Thus, the salt bridges seen in the HCN2 COOH-terminal crystal structure are present in both the intact HCN2 and CNGA1 channels. Our data also suggest that channel opening involves a rearrangement of the C-linkers and subsequent disruption of the salt bridges. Moreover, the finding that breaking the interactions of the C-linkers increases the favorability of opening in both channels suggests that the C-linkers in the HCN2 COOH-terminal crystal structure may be in the resting configuration despite the CNBDs being bound with ligand.

MATERIALS AND METHODS
=====================

Mutagenesis
-----------

In this paper, CNGA1~cys-free~ is the cysteine-less version of the bovine CNGA1 channel ([@bib18]). All CNGA1 mutant channels were made in the CNGA1~cys-free~ background, except for the D502R mutant, which was made in the cysteine-containing CNGA1 channel with a COOH-terminal enhanced cyan fluorescent protein (CNGA1-eCFP) to increase expression levels ([@bib27]). The CNGA1~cys-free~ and CNGA1-eCFP channels gate similarly (the respective ΔG~cGMP~ values are −2.50 ± 0.05 kcal/mol and −2.46 ± 0.13 kcal/mol, see below). Mouse HCN2 wild-type, K472E, E502K, and K472E+E502K channel DNAs were gifts from S.A. Siegelbaum (Columbia University, New York, NY). HCN2 mutant channels were made from the wild-type HCN2. Mutant complimentary DNAs were constructed by PCR methods previously described ([@bib8]), verified by sequencing the PCR-amplified regions completely, and subcloned into the pGEMHE vector. cDNAs were linearized and cRNA was transcribed in vitro using the mMessage mMachine kit (Ambion).

Electrophysiology
-----------------

*Xenopus laevis* oocytes were defolliculated and injected with cRNA as previously described ([@bib25]). Recordings were made in the excised, inside-out patch configuration ([@bib11]) using an Axopatch 200A patch-clamp amplifier (Axon Instruments) and an RSC-100 rapid solution changer (Biologic) for internal solution application. Data were acquired with PULSE acquisition software (HEKA Elektronik). Patch pipettes were pulled from borosilicate glass and had resistances of 0.25--1 MΩ after fire polishing. The solutions for CNGA1 recordings were as follows: pipette (external) solution, 130 mM NaCl, 3 mM HEPES, 0.2 mM EDTA, pH 7.2, 500 μM Niflumic acid; bath (internal) solution, 130 mM NaCl, 3 mM HEPES, 0.2 mM EDTA, pH 7.2, with either no cyclic nucleotides or 16 mM cGMP, cIMP, or cAMP. The solutions for HCN2 recordings were as follows: pipette (external) solution, 130 mM KCl, 3 mM HEPES, 0.2 mM EDTA, pH 7.2; bath (internal) solution, 130 mM KCl, 3 mM HEPES, 0.2 mM EDTA, pH 7.2, with either no cyclic nucleotides or 100 μM cAMP.

Data Analysis
-------------

### Calculation of L and ΔG Values

For CNGA1 channels, the opening transition for a channel that is fully bound by ligand can be described by a simple closed-to-open equilibrium with equilibrium constant L. The behavior for the different agonists can each be explained by ligand-specific L values.

In [Fig. 2](#fig3){ref-type="fig"}, ΔG (change in free energy) values are shown for all three cyclic nucleotides. ΔG~cGMP~ is calculated from a published value of L~cGMP~ = 72.4 ± 13.6 for CNGA1~cys-free~ channels ([@bib14]) using [Eq. 1](#eqn1){ref-type="disp-formula"}: $$\documentclass[10pt]{article}
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\begin{equation*}{\mathrm{{\Delta}G}}_{{\mathrm{cNMP}}}={\mathrm{-RTln}} \left \left({\mathrm{L}}_{{\mathrm{cNMP}}}\right) \right {\mathrm{,}}\end{equation*}\end{document}$$where R is the gas constant, 1.987 cal·K^−1^·mol^−1^, and T is the temperature (298 K). From the L~cGMP~ value, we could then calculate I~max~, the current if the channel open probability was 1, using [Eq. 2](#eqn2){ref-type="disp-formula"}: $$\documentclass[10pt]{article}
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Then, [Eqs. 3](#eqn3){ref-type="disp-formula"} and [4](#eqn4){ref-type="disp-formula"} give L values: $$\documentclass[10pt]{article}
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\begin{equation*}{\mathrm{L}}_{{\mathrm{cIMP}}}={ \left \left({{\mathrm{I}}_{{\mathrm{cIMP}}}}/{{\mathrm{I}}_{{\mathrm{max}}}}\right) \right }/{ \left \left(1- \left \left({{\mathrm{I}}_{{\mathrm{cIMP}}}}/{{\mathrm{I}}_{{\mathrm{max}}}}\right) \right \right) \right }\end{equation*}\end{document}$$ $$\documentclass[10pt]{article}
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\begin{equation*}{\mathrm{L}}_{{\mathrm{cAMP}}}={ \left \left({{\mathrm{I}}_{{\mathrm{cAMP}}}}/{{\mathrm{I}}_{{\mathrm{max}}}}\right) \right }/{ \left \left(1- \left \left({{\mathrm{I}}_{{\mathrm{cAMP}}}}/{{\mathrm{I}}_{{\mathrm{max}}}}\right) \right \right) \right {\mathrm{,}}}\end{equation*}\end{document}$$where I~cGMP~, I~cIMP~, and I~cAMP~ are the macroscopic currents with saturating cyclic nucleotide concentrations in response to voltage pulses to +60 mV. Using [Eq. 1](#eqn1){ref-type="disp-formula"}, we could then calculate the ΔG~cAMP~ and ΔG~cIMP~ values.

In [Fig. 7](#fig8){ref-type="fig"}, ΔG~cGMP~ values are shown for all of the CNGA1 channels. For these calculations, we assumed that the ratios of L~cAMP~/L~cGMP~ and L~cIMP~/L~cGMP~ were constant for all of the mutants. Similar ratios were also found for a number of mutations in both the cysteine-containing CNGA1 and the CNGA1~cys-free~ channels ([@bib22]; [@bib14]; [@bib6]). The L~cAMP~/L~cGMP~ and L~cIMP~/L~cGMP~ values were determined through the calculations performed for [Fig. 2](#fig3){ref-type="fig"}, and the mean ratio values, L~cAMP~/L~cGMP~ = 0.00081 and L~cIMP~/L~cGMP~ = 0.042, were held constant for fitting L values for all of the CNGA1 channels. Using these set ratios and the measured currents for I~cGMP~, I~cIMP~, and I~cAMP~, we determined L~cGMP~ by fitting the currents with [Eq. 5](#eqn5){ref-type="disp-formula"} using a least-squares algorithm.
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### Thermodynamic Mutant Cycle Analysis

The thermodynamic mutant cycle analysis was performed as previously described ([@bib7]; [@bib23]). [Eq. 6](#eqn6){ref-type="disp-formula"} shows the calculation for the intersubunit salt bridge and [Eq. 7](#eqn7){ref-type="disp-formula"} shows the calculation for the intrasubunit salt bridge: $$\documentclass[10pt]{article}
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\begin{gather*}{\mathrm{{\Delta}{\Delta}{\Delta}G}}_{{\mathrm{cGMP\;Inter}}}= 
\\
 \left \left({\mathrm{{\Delta}G}}_{{\mathrm{cGMP\;for\;RR}}}-{\mathrm{{\Delta}G}}_{{\mathrm{cGMP\;for\;RE}}}\right) \right - \left \left({\mathrm{{\Delta}G}}_{{\mathrm{cGMP\;for\;ER}}}-{\mathrm{{\Delta}G}}_{{\mathrm{cGMP\;for\;EE}}}\right) \right {\mathrm{,}}\end{gather*}\end{document}$$where RE is the CNGA1~cys-free~ channel, RR is the E462R mutant, EE is the R431E mutant, and ER is the double mutant R431E+E462R.
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\begin{gather*}{\mathrm{{\Delta}{\Delta}{\Delta}G}}_{{\mathrm{cGMP\;Intra}}}= 
\\
 \left \left({\mathrm{{\Delta}G}}_{{\mathrm{cGMP\;for\;RR}}}-{\mathrm{{\Delta}G}}_{{\mathrm{cGMP\;for\;RD}}}\right) \right - \left \left({\mathrm{{\Delta}G}}_{{\mathrm{cGMP\;for\;DR}}}-{\mathrm{{\Delta}G}}_{{\mathrm{cGMP\;for\;DD}}}\right) \right {\mathrm{,}}\end{gather*}\end{document}$$where RD is the CNGA1~cys-free~ channel, RR is the D502R mutant, DD is the R431D mutant, and DR is the double mutant R431D+D502R.

### Conductance--Voltage Relations

To obtain GV curves for all HCN2 experiments, peak tail current amplitudes at −40 mV, either with or without saturating cAMP, were normalized by the largest peak tail current amplitude. These normalized data were then plotted against the test voltage potential and fit with Boltzmann curves: $$\documentclass[10pt]{article}
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\begin{equation*}{{\mathrm{G}}}/{{\mathrm{G}}_{{\mathrm{max}}}}={{\mathrm{a}}+{\mathrm{b}}}/{ \left \left\{1+{\mathrm{exp}} \left \left[{ \left \left({\mathrm{V}}-{\mathrm{V}}_{{\mathrm{half}}}\right) \right }/{{\mathrm{s}}}\right] \right \right\} \right }{\mathrm{,}}\end{equation*}\end{document}$$where a = normalized leak current, b = maximal normalized tail current amplitude, V = test voltage (mV), V~half~ = midpoint activation voltage (mV), and s = slope of relation (mV).

### Statistics

All numerical values are indicated as mean ± SEM. Statistical significance was estimated by Student\'s *t* test, unless otherwise indicated, and P values \<0.05 were considered significant.

Modular Gating Modeling
-----------------------

[Fig. 9](#fig10){ref-type="fig"} shows a modular gating model for HCN2 and CNGA1 channels. We calculated the probability of the channels being open by using the equilibrium constants and allosteric factors for each of these transitions. Using this model, we simulated conductance--voltage relations for wild-type and K472E HCN2 and fractional activations for wild-type and R431E CNGA1 channels. To account for the voltage dependence of the HCN2 channels, we added another module, the voltage sensor, which can be resting or activated (with equilibrium constant, J) and is coupled to the pore module (with allosteric factor, E). For the wild-type HCN2 simulation, the variables were set as follows: L~0~ = 2 × 10^−4^, C = 22, M = 0.01, F = 5, K~0~ = 0, K~cAMP~ = 1000, J = 3.6 × 10^−12^, and E = 11500. For the K472E HCN2 simulations, the only difference from the wild-type values was setting M = 4. For the CNGA1~cys-free~ simulation, the variables were set as follows: L~0~ = 10^−5^, C = 10^7^, M = 10^−6^, F~cGMP~ = 45, F~cIMP~ = 13.5, F~cAMP~ = 5, and K = 1000. For the R431E CNGA1 simulation, the only difference from the CNGA1~cys-free~ values was setting M = 4 × 10^−4^.

RESULTS
=======

HCN2 channels are activated by both membrane hyperpolarization and cAMP binding. Homomeric wild-type HCN2 channels were expressed in *Xenopus laevis* oocytes, and currents were recorded using the patch-clamp technique in the inside-out configuration. [Fig. 2](#fig3){ref-type="fig"} A shows HCN2 currents in response to voltage steps to potentials between −70 and −150 mV. In response to this hyperpolarization, wild-type HCN2 channels opened with a predominantly exponential time course after an initial lag, with a midpoint for the steady-state activation curve (V~half~) of −125 ± 2.0 mV ([Fig. 2](#fig3){ref-type="fig"} A, right; see Table II). Saturating concentrations (100 μM) of cAMP increased the rate of activation and the steady-state current levels at hyperpolarizing membrane potentials, resulting in a shift in the voltage dependence of activation to more depolarized potentials (V~half~ = −111 ± 1.7 mV) and an increase in the maximal current at hyperpolarized voltages ([Fig. 2](#fig3){ref-type="fig"} A, red). Thus, cAMP stabilizes the closed-to-open equilibrium for HCN2 channels, enabling activation with less hyperpolarization and more complete activation at hyperpolarized voltages.

![Behavior of wild-type HCN2 and CNGA1~cys-free~ channels. (A) Behavior of wild-type HCN2 channels. Currents (left) and conductance--voltage relations (right) are shown in the absence (black) and presence of saturating cAMP (red). The currents were recorded in response to voltage pulses from a holding potential of 0 mV to test potentials between −70 and −150 mV, returning to a tail potential of −40 mV, and the conductance--voltage relations were obtained from normalized tail currents. (B) Behavior of CNGA1~cys-free~ channels. Leak-subtracted currents (left) in response to voltage pulses from a holding potential of 0 mV to test potentials from −100 to +100 mV are shown in the absence (black, not leak subtracted) and presence of saturating cAMP (red), cIMP (blue), and cGMP (green). Box plot (right) of the ΔG for the opening transition with bound cGMP, cIMP, and cAMP. Center line is the median of the data, box is the 25th to 75th percentile of the data, and whiskers are the 5th and 95th percentile of the data. Outliers are shown as symbols.](200409178f2){#fig3}

CNGA1 channels are also activated by cyclic nucleotide binding, although unlike HCN2 channels they are nearly voltage independent. Leak-subtracted CNGA1~cys-free~ currents in response to voltage pulses to potentials between −100 and +100 mV are shown in [Fig. 2](#fig3){ref-type="fig"} B. cGMP dramatically increased the steady-state currents over the control (no cNMP) currents, while saturating cIMP and cAMP produced less current than saturating cGMP. This behavior reflects the fact that the cyclic nucleotides stabilize the closed-to-open equilibrium of CNGA1, with cGMP having the most favorable closed-to-open transition and cAMP the least ([@bib22]; [@bib21]). This difference in cyclic nucleotide behavior is exhibited in the changes in free energy (ΔG) between the closed and open states, which are calculated from the open probability ([Fig. 2](#fig3){ref-type="fig"} B, right). Therefore, cGMP is a full agonist for CNGA1 channels while cIMP and cAMP are partial agonists.

The COOH-terminal regions of both HCN2 and CNGA1 channels, as well as those of other members of the HCN, CNG, and related channel families, exhibit high sequence similarity ([Fig. 3](#fig4){ref-type="fig"}). This region encompasses the C-linker and the CNBD. We have studied two salt bridge interactions in this region that are predicted by the HCN2 COOH-terminal crystal structure. The salt bridges involve the same positively charged residue and two different negatively charged residues, forming one intersubunit interaction and one intrasubunit interaction ([Fig. 1](#fig2){ref-type="fig"}). These residues are very well conserved across all of the HCN, CNG, and related channel families; the residue at the position of the positive charge is always a lysine or an arginine and the residues at the positions of the two negative charges are almost always glutamate or aspartate ([Fig. 3](#fig4){ref-type="fig"}). The positively charged residue is located on the B\' helix of the C-linker region ([Figs. 1](#fig2){ref-type="fig"} and [3](#fig4){ref-type="fig"}, plus sign within a square). In the HCN2 COOH-terminal crystal structure, this residue forms an intersubunit "elbow on the shoulder" salt bridge interaction with a negatively charged residue on the D\' helix of the neighboring C-linker ([Figs. 1](#fig2){ref-type="fig"} and [3](#fig4){ref-type="fig"}, minus sign within a circle). Additionally, in the HCN2 COOH-terminal crystal structure, the same positively charged residue forms an intrasubunit salt bridge with a negatively charged residue located in the β roll of the CNBD from the same subunit ([Figs. 1](#fig2){ref-type="fig"} and [3](#fig4){ref-type="fig"}, minus sign within a square). These symbols are used throughout the paper to indicate the charge and subunit location of the residues in the salt bridges.

![Sequence alignment of COOH-terminal regions from HCN, CNG, and related channels. Sequence alignment of the COOH-terminal region includes all members of the CNG channel family (bovine CNGA1, rat CNGA2, bovine CNGA3, rat CNGA4, bovine CNGB1, murine CNGB3) and HCN channel family (murine HCN2, mouse HCN1, rat HCN3, rat HCN4), as well as SPIH (the sea urchin sperm homologue of HCN), and the human ether-a-go-go related gene (HERG) and *Drosophila* Eag K^+^ channels. Above the sequence alignment, the tertiary structure elements are shown: α-helices (red rectangles), β-sheets (blue arrow), and uncoiled regions (line). Residues highlighted in blue are similar. Putative salt bridge residues studied are boxed and labeled.](200409178f3){#fig4}

Intersubunit Salt Bridge
------------------------

To determine whether the intersubunit salt bridge in the HCN2 COOH-terminal crystal structure is present in intact HCN2 and CNGA1 channels, we mutated the positive and negative residues such that the salt bridge would be disrupted ([Fig. 4](#fig5){ref-type="fig"}). Replacing the positive residue at the HCN2 B\' helix site with a negative residue (K472E) resulted in channels that activated slowly and were no longer modulated by cAMP; current traces with voltage steps to −130 mV in the presence of cAMP were very similar to currents in the absence of cAMP ([Fig. 4](#fig5){ref-type="fig"} B). The ratio of the cAMP and control rates of activation for this mutant, 0.98 ± 0.04 (*n* = 4), is significantly decreased from that of wild type, 3.6 ± 0.48 (*n* = 7) (P \< 0.05) ([Table I](#tbl1){ref-type="table"}). In addition, not only was cAMP no longer able to increase the current, it slightly decreased the maximum current level ([Fig. 4](#fig5){ref-type="fig"} B). Substituting the negative residue at the HCN2 D\' helix site with a positive residue (E502K) produced a channel that did not behave appreciably different from wild-type HCN2 channels; cAMP still augmented the rate of activation and the steady-state current ([Fig. 4](#fig5){ref-type="fig"} C; [Table I](#tbl1){ref-type="table"}). However, making both mutations together, effectively switching the position of the positive and negative residues between the B\' helix site and the D\' helix site (K472E+E502K), rescued wild-type HCN2 behavior. cAMP had a similar effect on this double mutant as it did on the wild-type channel ([Fig. 4](#fig5){ref-type="fig"} D; [Table I](#tbl1){ref-type="table"}). This functional rescue suggests that the intersubunit salt bridge was reformed and indicates that this salt bridge observed in the crystal structure of the HCN2 COOH-terminal fragment is present in intact channels.

![Mutations of intersubunit salt bridge. (A--D) Behavior of wild-type HCN2 (A), K472E (B), E502K (C), and K472E + E502K (D) channels. Currents in response to voltage pulses to −130 mV are shown in the absence (black) and presence of saturating cAMP (red). Diagrams to the left show attractive electrostatic interactions by solid lines and repulsive electrostatic interactions by dotted lines with wild-type residues as open symbols and mutant residues as shaded symbols. (E--H) Behavior of CNGA1~cys-free~ (E), R431E (F), E462R (G), and R431E + E462R (H) channels. For R431E (F), the current values for cIMP are so similar to cGMP that the two traces almost overlay. Current in response to voltage pulses to +100 mV are shown in the presence of saturating cAMP (red), cIMP (blue), and cGMP (green).](200409178f4){#fig5}

###### 

Rate Data for HCN2 Channels and Fractional Activation Data for CNGA1 Channels

  HCN2 channel        Rate~cAMP~/Rate~Control~   CNGA1 channel          I~max\ cAMP~/I~max\ cGMP~
  ------------------- -------------------------- ---------------------- ---------------------------
  Wild type (7)       3.6 ± 0.48                 CNGA1~cys-free~ (14)   0.055 ± 0.01
  K472E (4)           0.98 ± 0.04                R431E (5)              0.95 ± 0.01
  E502K (6)           2.2 ± 0.37                 E462R (5)              0.38 ± 0.05
  K472E + E502K (4)   2.3 ± 0.52                 R431E + E462R (3)      0.82 ± 0.04
                                                 R431D (5)              0.92 ± 0.03
  D542K (5)           2.7 ± 0.99                 D502R (3)              0.18 ± 0.03
  K472E + D542K (3)   2.3 ± 1.0                  R431D + D502R (3)      0.11 ± 0.03
  E502K + D542K (5)   1.0 ± 0.05                                        

All values are mean ± SEM. The *n* values are in parentheses after each channel construct. HCN2 channel rates (1/τ): time constants (τ) were calculated from single-exponential fits to currents in response to voltage pulses to −130 mV, either in the presence or absence of cAMP.

We created the equivalent mutations in CNGA1 channels in order to discern whether this salt bridge is present in CNGA1 channels as well ([Fig. 4](#fig5){ref-type="fig"}). Substituting the positive residue at the B\' helix site with a negative residue (R431E) caused a significant increase in cAMP- and cIMP-induced currents relative to the cGMP-induced current as compared with CNGA1~cys-free~ (P \< 0.05) ([Fig. 4, E and F](#fig5){ref-type="fig"}; [Table I](#tbl1){ref-type="table"}). Thus, the effect of this mutation was to enable partial agonists to act as full agonists. The ability of cAMP and cIMP to induce the same amount of current as cGMP reflects a decrease in the ΔG of opening, corresponding to an increase in the favorability of opening, produced by disrupting the salt bridges. Mutating the negative residue at the D\' helix site to a positive residue (E462R) also resulted in an increase in the fractional activation by cIMP and cAMP, although not as much as the positive-to-negative mutant ([Fig. 4](#fig5){ref-type="fig"} G; [Table I](#tbl1){ref-type="table"}). Switching the position of the positive and negative residues between the B\' helix site and the D\' helix site (R431E+E462R) created a channel whose cAMP and cIMP fractional activation was less than the B\' helix site positive-to-negative mutant, but not as low as CNGA1~cys-free~, producing a partial rescue of CNGA1~cys-free~ behavior ([Fig. 4](#fig5){ref-type="fig"} H; [Table I](#tbl1){ref-type="table"}). These results indicate that the intersubunit salt bridge seen in the HCN2 COOH-terminal crystal structure is present in intact CNGA1, as well as HCN2, channels.

Intrasubunit Salt Bridge
------------------------

The intrasubunit salt bridge in the HCN2 COOH-terminal crystal structure involves the same positive residue as the intersubunit salt bridge, but a different negative residue. We also wanted to determine whether this salt bridge was present in intact channels. The same positive-to-negative HCN2 mutation at the B\' helix site (K472E) is shown for this second salt bridge, which, as previously described, produced channels that were no longer modulated by cAMP ([Fig. 5, A and B](#fig6){ref-type="fig"}; [Table I](#tbl1){ref-type="table"}). The negative-to-positive mutation at the β roll site (D542K) for this intrasubunit salt bridge resulted in channels that were modulated by cAMP, although to a lesser degree than wild-type HCN2 ([Fig. 5](#fig6){ref-type="fig"} C; [Table I](#tbl1){ref-type="table"}). Finally, switching the positive and negative residues between the B\' helix site and the β roll site (K472E+D542K) rescued wild-type--like cAMP modulation ([Fig. 5](#fig6){ref-type="fig"} D; [Table I](#tbl1){ref-type="table"}). Thus, the intrasubunit salt bridge seen in the HCN2 COOH-terminal crystal structure is present in HCN2 full-length channels as well.

![Mutations of intrasubunit salt bridge. (A--D) Behavior of wild-type HCN2 (A), K472E (B), D542K (C), and K472E + D542K (D) channels. Currents in response to voltage pulses to −130 mV are shown in the absence (black) and presence of saturating cAMP (red). Diagrams to the left show attractive electrostatic interactions by solid lines and repulsive electrostatic interactions by dotted lines with wild-type residues as open symbols and mutant residues as shaded symbols. (E--H) Behavior of CNGA1~cys-free~ (E), R431D (F), D502R (G), and R431D + D502R (H) channels. Current in response to voltage pulses to +100 mV are shown in the presence of saturating cAMP (red), cIMP (blue), and cGMP (green).](200409178f5){#fig6}

Once again, the equivalent intrasubunit salt bridge mutations were made in CNGA1 channels. As before, substituting the positive residue at the B\' helix site with a negative residue (R431D, this time an aspartate instead of a glutamate) created channels that had a fractional activation by cAMP and cIMP that was significantly increased from that of CNGA1~cys-free~ (P \< 0.05) ([Fig. 5, E and F](#fig6){ref-type="fig"}; [Table I](#tbl1){ref-type="table"}). This was the same phenotype as seen before and indicates that the ΔG of opening was decreased relative to CNGA1~cys-free~. Making a channel whose negative residue at the β roll site was replaced with a positive one (D502R) resulted in a channel whose fractional activation by cAMP and cIMP was slightly more than CNGA1~cys-free~ ([Fig. 5](#fig6){ref-type="fig"} G; [Table I](#tbl1){ref-type="table"}). However, reinstating the salt bridge by switching the positive and negative residues between the B\' helix site and the β roll site (R431D+D502R) rescued CNGA1~cys-free~ behavior such that the fractional activation of cIMP and cAMP was similar to that of CNGA1~cys-free~ channels ([Fig. 5](#fig6){ref-type="fig"} H; [Table I](#tbl1){ref-type="table"}). These results suggest that the intrasubunit salt bridge is present in intact CNGA1 and HCN2 channels, as predicted by the HCN2 COOH-terminal crystal structure.

Voltage Dependence of HCN2 Channels
-----------------------------------

Another way to quantify the effects of the intersubunit and intrasubunit salt bridge mutations on HCN2 channels is to record the changes in their voltage dependence. Conductance--voltage (GV) relations for wild-type and mutant HCN2 channels, in both the absence and presence of cAMP, are shown in [Fig. 6](#fig7){ref-type="fig"} and summarized in [Table II](#tbl2){ref-type="table"}. From the GV relations, it was evident that the positive-to-negative mutation at the B\' helix site (K472E) did more than prevent cAMP-induced increases in activation rate and steady-state current. The K472E mutation also significantly shifted the control voltage dependence to more depolarized voltages and significantly decreased the slope of both the control and cAMP GV curves (P \< 0.05) ([Fig. 6, A and B](#fig7){ref-type="fig"}; [Table II](#tbl2){ref-type="table"}). The depolarizing shift suggests that this mutation increased the favorability of the regulatory conformational change in HCN2 channels such that the channels appeared to be regulated by cAMP even without cAMP present. Both of the negative-to-positive mutations from the inter- and intrasubunit salt bridges (E502K at the D\' helix site and D542K at the β roll site, respectively) slightly decreased the cAMP-induced shift of the voltage dependence curves and slightly decreased the slope of those GV curves as well, although not as much as the positive-to-negative mutation in the B\' helix site, K472E ([Fig. 6, C and D](#fig7){ref-type="fig"}; [Table II](#tbl2){ref-type="table"}). However, both channels in which the position of the positive and negative residues have been switched (either K472E+E502K between the B\' helix site and the D\' helix site for the intersubunit salt bridge or K472E+ D542K between the B\' helix site and the β roll site for the intrasubunit salt bridge) had GV relations very similar to wild type ([Fig. 6, E and F](#fig7){ref-type="fig"}; [Table II](#tbl2){ref-type="table"}). Despite their slow kinetics of activation, our finding that the salt bridge mutations increase the favorability of the regulatory conformational change suggests that the salt bridges stabilize the resting conformation of the channel. This is true for the HCN2 channels as well as the CNGA1 channels, as the phenotypic effects of disrupting the salt bridges are qualitatively similar; both the rightward shift in the GV relation for mutant HCN2 and the increase in fractional activation of partial agonists for mutant CNGA1 reflect a favoring of channel opening.

![Conductance--voltage relations for HCN2 channels. (A--F) Conductance versus voltage plots for wild-type HCN2 (A), K472E (B), E502K (C), D542K (D), K472E+E502K (E), and K472E+D542K (F). Each plot indicates GV curves, obtained from normalized tail currents at −40 mV, in the absence (black) and presence of saturating cAMP (red). The data are fit with a Boltzmann relation. Diagrams on the left and the right show attractive electrostatic interactions by solid lines and repulsive electrostatic interactions by a dotted line with wild-type residues as open symbols and mutant residues as shaded symbols.](200409178f6){#fig7}

###### 

Conductance--Voltage Data for HCN2 Channels

                 Control        Saturating cAMP                               
  -------------- -------------- ----------------- -------------- ------------ ---------------
  HCN2 channel   V~half~ (mV)   Slope (mV)        V~half~ (mV)   Slope (mV)   ΔV~half~ (mV)

All values are mean ± SEM. The *n* values are in parentheses after each channel construct. ΔV~half~ = V~half\ cAMP~ − V~half\ control~.

Non-additive Effects of Salt Bridge Mutations
---------------------------------------------

We have shown that disrupting these salt bridges through mutation changed the behavior of both HCN2 and CNGA1 channels and that switching the position of the positive and negative residues partially or fully rescued the wild-type HCN2 and CNGA1~cys-free~ behavior. The nonadditive effects (coupling) of the individual mutations are indicative of an interaction between the residues, in this case the presence of salt bridges. To more quantitatively measure this coupling energy, we conducted a thermodynamic mutant cycle analysis. This analysis is possible in CNGA1 channels because, due to strong coupling between conformational changes of the C-linker and the pore, the closed-to-open transition of the channel can be reduced to a two state model, thus enabling us to calculate ΔG~cGMP~ values from the open probabilities. Thermodynamic mutant cycle analysis is more difficult in HCN2 channels because the conformational changes in the C-linker are probably more weakly coupled to pore opening than in CNGA1 (see [discussion]{.smallcaps}).

The ΔG~cGMP~ values for CNGA1 channels were calculated using the fractional activation by cIMP and cAMP (see [materials]{.smallcaps} [and]{.smallcaps} [methods]{.smallcaps}). For all of the mutant CNGA1 channels, the ΔG~cGMP~ values are more negative than CNGA1~cys-free~ ([Fig. 7](#fig8){ref-type="fig"} A), indicating that opening is more favorable in the mutant than in the CNGA1~cys-free~ channel. The ΔG~cGMP~ values for all of the mutants, except the double mutant of the B\' helix site and the β roll site, are statistically different from the CNGA1~cys-free~ ΔG~cGMP~ values (P \< 0.05). Thermodynamic mutant cycle analysis then involves calculating the coupling energy (ΔΔΔG) from these ΔG~cGMP~ values (see [materials]{.smallcaps} [and]{.smallcaps} [methods]{.smallcaps}) ([@bib7]). If the effects of mutations at the two residues are independent, the ΔΔΔG value is expected to be 0 kcal/mol. However, if the ΔΔΔG values are different from zero, this indicates coupling between the two mutations, suggestive of a molecular interaction ([@bib7]). The ΔΔΔG values for the intersubunit and intrasubunit salt bridges are −2.2 ± 0.3 kcal/mol and −3.8 ± 0.3 kcal/mol, respectively ([Fig. 7, B and C](#fig8){ref-type="fig"}). A z test indicated that both of these ΔΔΔG values are significantly less than zero (P \< 0.05). Thus, the mutations within each salt bridge show coupling. Even in the intersubunit salt bridge, where switching the position of the B\' helix positive residue and the D\' helix negative residue only partially rescued CNGA1~cys-free~ behavior, the coupling energy is large ([Fig. 7](#fig8){ref-type="fig"} B). Therefore, the effects of the mutations are nonadditive, as expected for a salt bridge.

![Thermodynamic mutant cycle analysis for CNGA1 channels. (A) Box plot of ΔG~cGMP~ values for CNGA1~cys-free~ and mutant CNGA1 channels. The dashed line indicates the median ΔG~cGMP~ value for CNGA1~cys-free~. (B and C) Thermodynamic mutant cycles for the intersubunit salt bridge (B) and intrasubunit salt bridge (C). The letters are the amino acid abbreviations for the residues, the number indicates the residue number, and the charge of the residue is also shown. The lines indicate when a salt bridge is possible between residues with opposite charges. ΔΔΔG values were calculated from ΔG values (see [materials]{.smallcaps} [and]{.smallcaps} [methods]{.smallcaps}) and are shown as mean ΔΔΔG ± SEM of ΔΔΔG.](200409178f7){#fig8}

Thus far, we have considered the two negatively charged residues separately, focusing on how each interacts with the positively charged B\' helix site within its own salt bridge. But is there coupling between mutations at the D\' helix site and mutations at the β roll site? We were not able to perform thermodynamic mutant cycle analysis for these two residues in CNGA1, due to lack of functional expression of the double mutant channel. However, we were able to express this double mutation in the HCN2 channel. Although in HCN2 channels we cannot calculate the energetic effects of these mutants, we can compare the magnitude of the effects of each single negative-to-positive mutation at the D\' helix site and the β roll site with the effects of mutating both negative residues to positive residues. The channel with both negative-to-positive mutations at the D\' helix site and the β roll site shows a much greater (nonadditive) change from wild type than either of the single negative-to-positive mutant channels (compare [Figs. 6, C and D](#fig7){ref-type="fig"}, with [Fig. 8](#fig9){ref-type="fig"} B). In fact, the behavior of the double negative-to-positive mutant channel (E502K+D542K) resembles the dramatic phenotype of the positive-to-negative mutation of the B\' helix site (K472E) ([Fig. 8](#fig9){ref-type="fig"}). Both of these channels showed many of the same changes from wild-type behavior: a lack of cAMP-induced changes in activation kinetics and shift in voltage dependence, slight inhibition of steady-state currents instead of augmentation, and reduction of GV slope ([Fig. 8](#fig9){ref-type="fig"}; [Table II](#tbl2){ref-type="table"}). One difference between the behaviors of the two mutants was that E502K+D542K did not show the same shift in control V~half~ that was seen with K472E. Overall, it appears that in addition to an interaction between the residues within a salt bridge, there is also an interaction, exhibited by the nonadditive effect of the double negative-to-positive mutant, between the negatively charged residues in different salt bridges.

![Double negative-to-positive HCN2 mutant has same phenotype as B\' helix site positive-to-negative mutant. Behavior of K472E (A) and E502K+D542K (B) HCN2 channels. Currents in response to voltage pulses to −130 mV, as well as conductance--voltage relations of the normalized conductance from tail currents at −40 mV, are shown in the absence (black) and presence of saturating cAMP (red). Diagrams at the top of each column show attractive electrostatic interactions by solid lines and repulsive electrostatic interactions by dotted lines with wild-type residues as open symbols and mutant residues as shaded symbols. The GV curves are fit with a Boltzmann relation.](200409178f8){#fig9}

DISCUSSION
==========

We studied two salt bridges present in the C-linker region of the HCN2 COOH-terminal crystal structure, one intersubunit and one intrasubunit, which involve the same positively charged residue at the B\' helix site and two different negatively charged residues at the D\' helix site and the β roll site, respectively. Through mutation experiments, we found that both salt bridges are present in intact functional HCN2 and CNGA1 channels. The mutation that had the largest effect on channel behavior was the positive-to-negative mutation at the B\' helix site predicted to disrupt both salt bridges. For both channels, this mutation increased the favorability of the regulatory conformational change, thus increasing the favorability of channel opening. Smaller effects were seen for both single negative-to-positive mutants (at the D\' helix site and the β roll site), predicted to disrupt the inter- and intrasubunit salt bridges, respectively. They too, however, produced channels that favored channel opening more than wild-type HCN2 and CNGA1~cys-free~. The channels with the position of the positive and negative residues switched (either between the B\' helix site and the D\' helix site or between the B\' helix site and the β roll site) partially or completely rescued wild-type HCN2 and CNGA1~cys-free~ behavior. All mutations resulted in qualitatively similar phenotypes for both HCN2 and CNGA1 channels. These findings are expected to apply also to wild-type (cysteine-containing) CNGA1 and heteromeric CNG channels, which exhibit a high degree of sequence and functional similarity to CNGA1~cys-free~ channels. Therefore the HCN2 COOH-terminal crystal structure, at least at the level of these residue interactions, applies to both HCN2 and CNGA1 channels.

The most surprising aspect of our results is that disrupting the salt bridges through mutation leads to channels whose favorability of channel opening is increased over wild type. The HCN2 COOH-terminal crystal structure was solved in the presence of cAMP ([@bib26]). Hence, it was presumed that the entire COOH terminus was captured in the active (favors the open channel) configuration. Therefore, the disruption of any state-dependent interaction in the crystal structure was expected to destabilize the open configuration. However, all of the single mutations we made in both HCN2 and CNGA1 channels increased the favorability of channel opening. This could result if disrupting the salt bridges destabilized the closed state and would thus suggest that the HCN2 COOH-terminal crystal structure, at least at the level of these residue interactions, is in the resting (favors the closed channel) configuration. Alternatively, the HCN2 COOH-terminal crystal structure may be in an activated conformation, but the salt bridges are stronger in the resting conformation. Finally, it is possible that mutation of these salt bridges produced a large structural change in the COOH-terminal region that altered other state-dependent interactions in the channel.

How, in the HCN2 COOH-terminal crystal structure, can the CNBD be bound by ligand but the C-linker be in its resting conformation? Gating in ion channels can be thought of as a series of coupled conformational changes in separate domains of the channel ([@bib12]). For example, the cyclic nucleotide-dependent activation of HCN2 and CNGA1 channels can be described through interactions between three domains: the pore, the C-linker, and the CNBD ([Fig. 9](#fig10){ref-type="fig"} A). Each domain, or module, is in equilibrium between two possible conformations. The pore can be closed or open, the C-linker can be resting or activated, and the CNBD can be unbound or bound with ligand. The modules are then coupled to each other, indicating that the conformation of one module affects the conformation of another module. For example, the opening of the channel is *C* times more favorable when the C-linker is in its activated state and the activation of the C-linker is *F* times more favorable for each cyclic nucleotide bound. While the parameters of the model are not uniquely determined by our experimental data, we were able to simulate channel behavior for both HCN2 and CNGA1 ([Fig. 9, B and C](#fig10){ref-type="fig"}). For HCN2, an additional voltage sensor module was coupled to channel opening (see [materials]{.smallcaps} [and]{.smallcaps} [methods]{.smallcaps}). By only changing the equilibrium constant, *M*, for the C-linker module, we could convert wild-type behavior into the behavior of the positive-to-negative B\' helix mutation. This model also explains how, in the HCN2 COOH-terminal crystal structure, the CNBD can be bound by ligand but the C-linker can be in its resting conformation. Finally, it explains how cAMP and cGMP can both appear to be full agonists on the HCN2 channel yet both only shift the voltage dependence of opening by 15 mV. Both cAMP and cGMP can exert a saturating effect on the C-linker module, that then exerts a fixed effect (e.g., 15 mV shift) on pore opening, determined by the allosteric factor *C*.

![Model of modular gating scheme for HCN and CNG channels. (A) HCN and CNG gating model with three modules: pore, C-linker, and CNBD. Each module is represented by a boxed equilibrium, indicating that each module can be in one of two configurations. Pore can be closed (C) or open (O), C-linker can be resting (R) or activated (A), and CNBD can be unbound (U) or bound (B) with ligand. Equilibrium constants are shown for each module: L for pore, M for C-linker, and K for CNBD. The pore and the C-linker influence each other through allosteric factor C, and the C-linker and CNBD through allosteric factor F. (B) Simulated conductance--voltage (GV) relations for wild-type (top) and K472E (bottom) HCN2 channels in the absence (black) and presence of saturating cAMP (red). A voltage-dependent module that was coupled to the pore was added for these calculations. The values of the parameters used are shown in the [materials]{.smallcaps} [and]{.smallcaps} [methods]{.smallcaps}. (C) Simulated current traces in response to voltages for CNGA1~cys-free~ (top) and R431E (bottom) channels in the presence of saturating cAMP (red), cIMP (blue), and cGMP (green). For the R431E simulations, the current values for cIMP are so similar to cGMP that the two traces overlay. Diagrams to the left show attractive electrostatic interactions by solid lines and repulsive electrostatic interactions by dotted lines with wild-type residues as open symbols and mutant residues as shaded symbols.](200409178f9){#fig10}

Why would the C-linker in the HCN2 COOH-terminal crystal structure be in a resting conformation if the CNBD is bound with ligand? One possible answer is suggested by the modular gating scheme in [Fig. 9](#fig10){ref-type="fig"} A. If the resting state of the C-linker normally has an inhibitory effect on pore opening, then removing the pore (as done for crystallizing the HCN2 COOH-terminal fragment) should promote the resting state of the C-linker. Therefore, even in the presence of ligand, the unloaded (isolated from the pore) C-linker might remain in its resting state. In fact, inhibition by the COOH-terminal was proposed by [@bib24] in their study with COOH-terminal deletion mutants of HCN1 and HCN2 channels. These authors concluded that the CNBD exerts an inhibitory effect on channel activation by shifting the V~half~ of channel activation to more hyperpolarized potentials. The CNBD deletion has a phenotype very similar to the HCN2 positive-to-negative mutation at the B\' helix site, with a control V~half~ that is similar to the cAMP V~half~ for wild type. Noticeably, their deletion of the CNBD also removes the β roll salt bridge site, and consequently will disrupt the salt bridge interactions. Therefore, it is possible that it is not the entire CNBD that is inhibiting pore opening, rather it is the presence of these salt bridges.

For the channels with mutations at the D\' helix site and the β roll site, why does the channel with both negative-to-positive mutations show a much greater (nonadditive) change from wild type than either of the single negative-to-positive mutant channels? In the single negative-to-positive mutant channels, it is possible that there is a compensatory mechanism that preserves some of the wild-type structural stability in this region. We propose two possible compensatory mechanisms that may preserve structural stability. The first is that when one salt bridge is disrupted through mutation, the other salt bridge strengthens, preserving the stability of the region. For example, when the negatively charged residue at the D\' helix site is mutated to a positive residue, the intersubunit salt bridge is disrupted, but the intrasubunit salt bridge may compensate by strengthening and thus may stabilize this region of the channel.

The second compensatory mechanism proposes that when a salt bridge is disrupted by mutation, a new attractive electrostatic interaction and a new repulsive interaction are formed between the three salt bridge residues, thus maintaining the same types of interactions seen in wild-type channels. This mechanism is based on the charges and relative positioning of the salt bridge residues in the HCN2 COOH-terminal crystal structure. These three residues can be thought of as corners of a triangle with sides of 3.6, 5.4, and 6.0 Å ([Fig. 4](#fig5){ref-type="fig"} A diagram). In the HCN2 COOH-terminal crystal structure, there are two attractive electrostatic interactions and one repulsive interaction. For the negative-to-positive mutation at the D\' helix site, the intersubunit salt bridge is disrupted, and this side of the triangle becomes a repulsive interaction instead of an attractive interaction ([Fig. 4](#fig5){ref-type="fig"} C). To compensate, the repulsive interaction between the D\' helix site and the β roll site becomes an attractive interaction, perhaps forming a new salt bridge. Overall, there are the same numbers of attractive and repulsive interactions as in wild-type channels, which might compensate for the changes wrought by mutating the residues. It is also possible that both compensatory mechanisms might arise. Either of these compensatory mechanisms allows for an increase in structural stability despite the disruption of a salt bridge, thus accounting for a phenotype that is practically wild type. However, these compensatory mechanisms are not possible for the positive-to-negative B\' helix site mutation or the negative-to-positive double mutation ([Fig. 8](#fig9){ref-type="fig"}). Another possible compensatory mechanism would be that the mutations caused the formation of a new salt bridge with an amino acid other than those residues discussed here. This does not seem likely, as in the HCN2 COOH-terminal crystal structure there are no possible salt bridge partners for the B\' helix residue, and no possible salt bridge partners within 8 Å for the D\' helix and β roll residues.

If the HCN2 COOH-terminal crystal structure represents the resting configuration of the C-linker, what then is the structure of the activated state? Previously, it has been shown that several histidine residues in the CNGA1 A\' helix, for example, H420, are able to coordinate Ni^+2^ between the same residue on neighboring subunits in the open state of the channel ([@bib9],[@bib10]; [@bib14]). But this result is in contrast to the HCN2 COOH-terminal crystal structure, where H420 residues are very distant from one another. Together with the HCN2 COOH-terminal crystal structure and the results presented in this paper, these results lead us to propose the following model for the resting to activated transition of the C-linker ([Fig. 10](#fig11){ref-type="fig"}). In the absence of ligand, the C-linker is in a compact, tense quaternary configuration and the intersubunit "elbow on the shoulder" interactions, as seen in the HCN2 COOH-terminal crystal structure, are present. This conformation inhibits pore opening. Upon cyclic nucleotide binding to the CNBDs, there is a quaternary rearrangement of the C-linkers to a more relaxed structure, where the COOH-terminal portion of the A\' helices move closer together, toward the central axis of the channel. This rearrangement would result in the residues of the salt bridges becoming more distant from each other, thus disrupting the salt bridge interactions.

![Model for COOH-terminal region in the resting and activating configurations. Cartoons of HCN2 COOH-terminal region from the side view, both in the resting configuration (left) and the active configuration (right). COOH-terminal regions of two subunits (dark and light gray) are shown below the membrane-spanning portion of the channel. α helices are shown with narrow cylinders, and the β rolls of the CNBDs are shown with wide cylinders. Salt bridge residues are shown: the positive B\' helix residue (plus sign within a square) and the two negative residues on the D\' helix and the β roll (minus signs within a circle or square, respectively).](200409178f10){#fig11}
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