In this paper we prove, for certain values of p, the L p boundedness of the maximal operator 
Introduction
The authors of [4] proved the L p boundedness (p > ms/(ms − 1), 1 s 2) for the maximal operator Here Ω is a continuous function on S m−1 , is homogeneous of degree zero, and has mean value zero over the sphere S m−1 . Note that the range of p obtained above was the best possible range. That is, the operator above fails to be bounded in L p (R m ) when p ms/(ms − 1), 1 s 2 (see [4] ). Their work has motivated us to study the above maximal operator. We wish to extend the results of [4] in some directions: by considering Ω ∈ H 1 (S m−1 ) instead of Ω ∈ C(S m−1 ), by adding some roughness to the kernel, and by considering the maximal operator along some types of submanifolds. We now introduce some notations and definitions, and summarize our results below. respectively. Let T and T * denote the singular integral operator and its associated maximal function on S(R m ). That is,
Definition. We say that a function γ satisfies hypothesis A if (a) γ : [0, ∞) → [0, ∞) is strictly increasing and γ (2t) λγ (t) for some fixed λ > 1. (b) |γ (l) (t)| αγ (t)/t l on (0,
Finally, let Mg stand for the maximal operator, defined on S(R n−m+1 ) by
We now state the following theorems.
Theorem 1. Suppose φ satisfies either hypothesis A or hypothesis B. If the maximal operator Mg is bounded in
and for 1 p ∞ when 0 < s < 1.
with the same values of p and s as given in Theorem 1. For the rest of this paper, we will denote C as a constant, which is not necessarily the same each time it appears. Note that the proof of Theorem 1 follows some ideas in [4] .
Theorem 4. If φ satisfies either hypothesis A or hypothesis B, then the singular integral
Proof of Theorem 1. In view of the atomic decomposition of Ω (see [5, 7] ) and the fact that is sublinear, it suffices to prove the L p boundedness of the operator
with the bound independent of the regular ∞-atom a in the atomic decomposition of Ω. Also, we will only prove it for the case that m 3 and φ satisfies hypothesis A, since the proofs of the remaining cases are essentially the same. By Hölder's inequality, we have
where s is the conjugate of s. We first consider the case s = 2. Then
Take a smooth positive function p supported on the set {r ∈ R: 1/2 < |r| < 2} with k p(a k r) = 1 for all r = 0. Here {a k } is a lacunary sequence of positive real numbers, defined by a k = φ (2 k 
where the last two inequalities follow from Minkowski's inequality. We now calculate the L 2 norm of T j f. Denote
By Fubini's and Plancherel's theorems, we have
where F k denotes the Fourier transform with respect to the first two variables of F k , and
We may assume without loss of generality that supp(a) ⊂ B(1, ρ) ∩ S m−1 , where
. . , y m ). We then have
where
We now show that T j f 2 Cλ −|j |/4l f 2 by considering two separate cases: j 0 and j < 0.
Case j 0. By the cancellation property of E a (v, ζ ), we obtain
Therefore,
Because of the support D k+j of p and the fact that φ satisfies hypothesis A, we have 2
Case j < 0. From Eq. (5), we have
where τ (r) = r 1 e i|ζ |φ(2 k t )(v−ṽ) dt, 1 r 2. By applying van der Corput's lemma and by using the fact that φ satisfies hypothesis A, we obtain |τ (r)| r(αa k |ζ ||v −ṽ|) −1/ l . Thus by integrating by parts, we have
It is also obvious that 
Thus
Since φ satisfies hypothesis A and because of the support D k+j of p, we have for
Combining inequalities (8) and (13), we obtain
Finally, an application of Minkowski's inequality yields
Our next step is to obtain the L p norm of T j f for 2 < p < ∞. Let q = (p/2) , 2 < p < ∞, and let g ∈ L q (R n ) with g q 1. By Hölder's inequality and by a change of variables, we have
Note that
andg is defined to beg(x,x) = g(−x, −x). Observe that by the method of rotation and by the hypothesis of Theorem 1, M y g is bounded in L p for 1 < p < ∞, and the bound is independent of the vector y ∈ S m−1 . Therefore, by Minkowski's inequality, the L q norm of the integral above is not greater than C a 1 g q . Thus an application of Hölder's inequality to (16) yields
where the last inequality follows from the Littlewood-Paley theorem. Now let g run over the unit ball of L q . The inequality above implies that
Interpolating between (14) and (17) (see [3] ) yields T j f p Cλ − |j | f p for some > 0, 2 < p < ∞, and thus
Combining (15) and (18), we obtain
We now consider the case
for almost every (x,x). Taking the supremum on both sides of the above inequality over all radial functions h with
It remains to show the L p boundedness of a f when 1 < s < 2. By duality,
where s is the conjugate of s. Thus
From inequalities (20) and (
C f ∞ . Applying the real interpolation theorem for Lebesgue mixed norm spaces to the above results (see [2] with f defined above and φ(r) = r. Observe that whenever |x| −1 , x = x/|x| ∈B, and |x| − 1/2 r |x| + 1/2, we have
where B x = {y ∈ S m−1 : |y − x | < 1/(2|x|)} and |B x | denotes its Lebesgue measure. Thus for each (x,x) ∈ R n such that |x| −1 , x = x/|x| ∈B, we infer that
for |x| − 1/2 r |x| + 1/2. If we let A = {x ∈ R m : −1 |x| 10 −1 , x = x/|x| ∈ B}, and for each x ∈ A let C x = {x ∈ R n−m :x = Ψ (r), |x| − 1/2 r |x| + 1/2}, then f (x,x) is infinite on a set of positive measure x∈A C x . Therefore, Γ f p is unbounded for 0 < p < ∞.
Case 1 < s 2, 0 < p ms/(ms − 1)
. We will imitate the counter-example in [4] . Again, we choose Ω ∈ H 1 (S m−1 ) which is continuous on S m−1 . Let φ(|y|) = |y| and Ψ ≡ 0. Note that for such φ and Ψ above, the maximal operator Mg(
for any positive real number a. We wish to show the integral above blows up on a subset of R n of positive measure. But note that if s p < ∞, then by applying Minkowski's inequality twice we see that
C Ω L 1 (S m−1 ) f p for s p < ∞. This implies that the integral is finite for almost every (x,x) ∈ R n . Therefore, we expect that the range of p for which the above integral blows up on a subset of R n of positive measure should be less than s = s/(s − 1). Now consider (x,x) ∈ R n such that 0 < |x| < 1, x = x/|x| ∈B, and |x| < 1. Recall thatB, B are concentric balls centered at y 0 with radii and 3 , respectively, which were constructed in the previous example for the case s = 1, 0 < p < ∞. Now let B 1 ⊂ S m−1 be the ball centered at x with the same radius . Then B 1 ⊂ B, and Ω(y ) c on B 
It is clear that I (2) r (x,x) C Ω ∞ α−m as r 0 (and hence r) is sufficiently close to 1. On the other hand,
where ω m is a constant depending on m. By a change of variable t = √ 2 √ 1 − cos θ, we have 
For the case p = ms/(ms − 1), we will get the same result by repeating the same argument above with a new function f defined by
Case s < 1, 1 p ∞. Putting all the results we have obtained so far, it is obvious that Γ f must be unbounded in L p (R n ) for 1 p ∞ when s < 1, for otherwise interpolation would lead to a contradiction to the case s = 1. Theorem 1 is proved. 2
Remark.
(1) For the case s = ∞, the authors in [1] showed that there is a function f ∈ L p such that the maximal operator acting on f yields an identically infinite function. (2) For the proof of the case m = 2, we apply [7 (v, ζ ) , where e a (v, ζ ) is a q-atom for some fixed q in the interval (1, 2). The exponent −1/(2l) in inequality (10) should be replaced by −1/(2lq ), where q is the conjugate of q. By applying Hölder's inequality to the inner integral on the RHS of inequality (11), we will get a similar estimate as in inequality (12), with the exponent −1/(2l) being replaced by −1/(2lq ). (3) If φ satisfies hypothesis B instead of hypothesis A, then some minor adjustments should be noted as follows: the lacunary sequence {a k } should be defined by a k = φ(2 −k ), k ∈ Z. Also, the factor 2 k appearing in Eq. (1) should be replaced by 2 −k , etc.
Proof of Corollaries 1 and 2.
It suffices to show that under the hypotheses of φ and Ψ given in these corollaries, the maximal operator Mg(
for all p > 1. For this proof, see [6, 10] . 2
Proof of Corollary 3. We must show that Mg(
To prove this, we repeatedly apply Theorem C [6] . We only consider the case that φ satisfies hypothesis A, since the proof for the other case (hypothesis B) is essentially the same. For k ∈ Z, define the measures µ k and µ
2 k e iη·Ψ (r) dr.
Then µ k and µ (0) k are finite positive Borel measures. For nonnegative Schwartz functions f on R n−m+1 and g on R n−m , we have
We need to show that
is a lacunary sequence of positive real numbers) and sup k∈Z |µ
The first inequality follows from van der Corput's lemma. The second inequality follows 
Then ν k and ν 
By applying [6, Theorem C], we must show that
Here 
Proof of Theorem 2. The proof of this theorem is partially an application of Theorem 1, with Ψ ≡ 0. Again, it suffices to consider the ∞-atom in place of Ω.
where |B| is the Lebesgue measure of the unit ball B in R n−m . 
We claim that the truncated operator T f ( > 0) is also bounded in L p (R n ) with the same ranges of p and s as above, and the bound is independent of . To see this, write
whereh(|y|) = h(|y|)χ (|y|) and χ (|y|) is the characteristic function on the set {y ∈ R m :
and C is independent of . By the routine duality argument, T f is bounded in L p (R n ) for 1 < p s, 1 < s 2, and the bound is again independent of . Passing to the limit as → 0, Fatou's lemma gives T Γ f p C f p for 1 < p s, 1 < s 2. Now if s = 2 then we are done; otherwise an application of the real interpolation theorem gives the L p bounds of T Γ f for the remaining range of p: s < p < s/(s − 1). Finally, using density argument, we may infer that T Γ f has a bounded extension in L p (R n ) for 1 < p < ∞. It remains to prove the L p bounds for T * Γ f ; and for this proof, we need the following lemmas.
. For a measurable, locally integrable function f on R n , define a sequence of finite measures {σ k } on R n by
Here (ζ, η) ∈ R n with ζ ∈ R m , η ∈ R n−m , and recall that
Lemma 2. Let |σ k | denote the total variations of the measures σ k , and denote
Proof of Lemma 1. We only prove for the case m 3 and the case that φ satisfies hypothesis A, since the proofs of the remaining cases are essentially the same. By taking the Fourier transform of σ k * f, we see that
We may assume that supp(a) 
where 
The last inequality follows by a similar calculation as in the calculation of 
