We consider the problem of learning a coefficient vector x 0 ∈ R N from noisy linear observations y = Fx 0 + w ∈ R M in the high dimensional limit M, N → ∞ with α ≡ M/N fixed. We provide a rigorous derivation of an explicit formula -first conjectured using heuristic methods from statistical physics-for the asymptotic mean squared error obtained by penalized convex regression estimators such as the LASSO or the elastic net, for a class of very generic random matrices corresponding to rotationally invariant data matrices with arbitrary spectrum. The proof is based on a convergence analysis of an oracle version of vector approximate message-passing (oracle-VAMP) and on the properties of its state evolution equations. Our method leverages on and highlights the link between vector approximate message-passing, Douglas-Rachford splitting and proximal descent algorithms, extending previous results obtained with i.i.d. matrices for a large class of problems. We illustrate our results on some concrete examples and show that even though they are asymptotic, our predictions agree remarkably well with numerics even for very moderate sizes.
Introduction
Solving a regression problem with convex penalty in high dimension is certainly one of the most fundamental questions in a number of disciplines, ranging from statistical learning to signal processing. We shall consider this standard quadratic minimization problem on a given input space X ⊂ R N with M samples:
where F ∈ R M ×N is a known data matrix (in statistics/machine learning [Gra76] ) or a a known measurement matrix (in signal processing/compressed sensing [Don06] ), and f a proper, closed, convex and separable regularization function. Examples includes ridge Regression [MS75] , the LASSO [Tib96] , or Elastic nets [ZH05] . Here, we assume the vector y has been obtained according to a noisy linear process as y = Fx 0 + w
where all elements from the vector x 0 ∈ R N are identically and independently distributed (i.i.d.) according to an arbitrary given distribution φ 0 (x 0 ), and w ∈ R M is an i.i.d. Gaussian white noise of zero mean and variance ∆ 0 , independent of F and x 0 . We shall present asymptotically exact expressions for the mean squared error on the recovery of x 0 , that is on the error MSE = E x 0 − x * 2 2 .
(3)
Our asymptotic result will hold almost surely for a specific type of random matrices: we shall consider sequences of random matrices F with fixed aspect ratio α ≡ M/N as M, N → ∞.
In a pioneering paper, [BM11b] considered this case for matrices F with independent Gaussian entries, and provided a rigorous derivation of an explicit formula for the asymptotic mean squared error of the LASSO estimator. Our goal here is to go beyond independent and Gaussian matrices, and to give instead an asymptotic formula for generic matrices. Our matrices F will be assumed to be rotationally invariant: their singular value decomposition can be written F = UDV T where U, V are Haar distributed (i.e. uniformly sampled over the orthogonal group) and D is an arbitrary diagonal matrix containing the singular values of F. While this setting is certainly specific, there is a long standing tradition for such problems in signal processing [RGF09] , statistical physics [GV05] , random matrix theory [Gui09] and communications theory [TV + 04]. From the point of view of statistical learning, this model allows to give "typical-case" results, that represent an alternative and appealing approach to the worst-case analysis [MRT18] . Although the latter is both mathematically rigorous and robust, it sometimes fails to predict interesting behaviors, like the recently observed double descent effects in generalization performance curves in overparametrized neural networks [BHMM19] . Over the last few decades a considerable body of theoretical work has been made on "typical-case" scenarios, especially within the framework of statistical mechanics [SST92, WRB93, MM09, ALG13, ZK16] and this direction is currently witnessing a burst of activity, see e.g. [SCC19, HMRT19, MM19].
Main contributions
Our main contributions are the following:
• We provide an analytical formula for the reconstruction error of problem (1) in the asymptotic setup, for all convex penalties (including for instance LASSO and Elastic net), for all rotationally invariant sequences of matrices F, extending the results of [BM11b, EKBB + 13] beyond Gaussian matrices.
• In doing so, we give a mathematically rigorous proof of the replica formula obtained heuristically from statistical physics for this problem [RGF09, KVC12, KV14] . To the best of our knowledge, this is the first proof of such formulas for generic rotationally invariant matrices.
• Our proof analysis has an interest of its own, and builds on a detailed mapping between proximal descent algorithms and maximum a posteriori forms of message-passing algorithms. In particular, it gives upper bounds on the convergence rates of an oracle version of vector approximate message-passing [RSF19] , and discusses a simple method to enforce convergence.
• Finally, we also show a rigorous proof for the statistical distribution of the estimator defined by (1) for sufficiently strongly convex f , and conjecture its validity for any convex f .
Related works
Asymptotic distribution of M-estimators and reconstruction error -The initial effort to prove asymptotic reconstruction error in this type of problem originates in [BM11b] for the LASSO with Gaussian matrices. Their proof is based on a sequence of specifically designed iterates, whose statistical properties are analytically tracked in an asymptotic setting. The key idea is built on a modification of the celebrated iterative soft thresholding algorithm (ISTA) [DDDM04] inspired by statistical physics. This additional term allows the exact computation of the conditional expectation of key quantities at each iteration based on the σ-algebra generated by the previous observations. This idea, initially presented for spin glasses in [Bol09] , was later transposed to statistics as a leave-one-out method for ridge regularized M-estimators in [EKBB + 13], among others. In a recent paper [SCC19] , the probabilistic setting with a converging sequence is once again used to prove the statistical distribution of logistic regression problems. This technique, now part of the modern theoretical tools of learning theory and high-dimensional statistics, is yet to be extended to problems involving correlated matrices.
Replica heuristic and their rigorous proofs -As the reconstruction error of problems akin to (1) is of interest in the machine learning and signal processing literature, so are overlap parameters between estimators and underlying truth in statistical physics. In the statistical physics literature, these quantities are calculated using the reknown replica method [MPV87] , a powerful heuristic calculation of the log partition function of a Bayesian problem based on the identity log Z = lim n→0 Z n −1 n . This method has led to a number of predictions in various fields of computer science [MM09] , and in particular in machine learning [SST92, WRB93] regarding the generalization error of single neurons [OK96] , support vector machines [DOS99] or fundamental quantities such as capacity of neural nets [Gar88] . Although it is adaptable to many machine learning problems, see for example [ZK16] for a review, the replica method suffers from the fact that it is a non-rigorous approach. While replica calculations are often restricted to i.i.d. problems, they have been extended to rotationally invariant matrices, see for instance [KV14] , using the Harish-Chandra-Itzykson-Zuber [Col03] formula. A substantial effort has been dedicated to prove the replica formula in specific settings, for problems originating in both statistical physics [Tal03] and machine learning, such as low rank matrix factorization [DMK + 16]. Generic methods have also been proposed based on the Guerra interpolation technique [Gue03] , and later extended to modern Bayesian inference [BM19] . In particular, rigorous proof for the replica formula in Bayes MMSE version of solving the inverse problem (2) has been given in [BDMK16, RP16, BKM + 19] for Gaussian matrices, and in [BMMK18] for (a large part of) rotationally invariant matrices.
Message-passing algorithms -Both the replica approach and ongoing body of work on the asymptotic distribution of M-estimators can be linked to variational inference [WJ + 08] through approximate message-passing algorithms [MM09] . This family of algorithms is a statistical physics inspired variant of belief propagation, where local beliefs are approximated by Gaussian distributions. In a probabilistic framework, this leads to a powerful alternative to Monte Carlo methods that scale well with data dimension. One of the key properties of these algorithms are the so-called state evolution equations, an iterative scalar equivalent model which allows to track the asymptotic statistical properties of the iterates. A series of groundbreaking papers initiated with [BM11a] proved the exactness of these equations in the large system limit, and extended the method to treat nonlinear problems [Ran11] and handle rotationally invariant matrices [RSF19] . The latter involves vector approximate message-passing, and lies at the center of our approach.
The maximum a posteriori (MAP) forms of approximate message-passing algorithms are closely linked to proximal descent methods [PB + 14]. As pointed out above, the original MAP approximate message-passing amounts to writing the ISTA with a second order correction term [MEK12] based on mean values of previous iterates, sometimes referred to as the Onsager reaction term in theoretical physics. Vector-approximate message-passing and the related class of expectation consistent inference algorithms [Min01] , [OW05] ; [FSARS16] yield adaptative versions of Douglas-Rachford/ADMM [PB + 14] descent methods where the step sizes match the local curvature of the cost function at each iteration. The overall result is a family of faster algorithms than proximal descent ones, with asymptotically exact analytical forms for the statistical properties of the iterates. Their main drawback is the restricted class of matrices to which they are applicable, and the somewhat more complicated structure they present due to the adaptative terms. Although this impedes message-passing methods from becoming mainstream optimization procedures, they remain formidable theoretical tools.
Main Results
Our main result is a rigorous proof of a replica conjecture left open by [RGF09, VKC16] . Here we state our main theorems, show how they agree with simulations at finite size and give a brief sketch of proof. The framework of assumptions is the same as the one introduced in [BM11a] and later used in [RSF19] . We provide details on this framework in appendix E.
Main theorem
Theorem 1. Consider problem (1) with a proper closed, convex and separable f . Consider that the empirical distributions of the underlying truth x 0 and singular values of the rotationally invariant sensing matrix respectively converge with second order moments, as defined in appendix E, to given distributions p X 0 and p S . Assume that the distribution p S is non-trivial and has compact support. Finally consider the limit M, N → ∞ with fixed ratio M/N = α. Then the average mean squared error MSE = 1 N E x 0 − x * 2 2 for the estimator prescribed by (1) is given by the fixed pointẼ of the equations:
where C = F T F, R C is the R-transform with respect to the spectral distribution of F T F, which is defined in appendix A, and expectations are over z ∼ N (0, 1) and x 0 ∼ p X 0 . Prox is the proximal operator defined as:
Additionally, for any instance of problem (1), consider the regularized problem where f is replaced by h = f + λ 2 2 . 2 2 and x * λ 2 the corresponding solution. We then have the following result on the element wise distribution of this solution:
For completeness, the replica computation leading to (4), that appeared in [RGF09, VKC16] , is given in appendix A where we used the notations of [KMS + 12]. While we believe and conjecture that the second property (6) holds for any λ 2 0, we could prove it for an open subset of λ 2 . The asymptotic error from Theorem 1 can be equivalently written:
Theorem 2. Under the assumptions presented above, the average mean squared error of x * is equivalently given by the fixed point of the state evolution equations of vector approximate messagepassing [RSF19] .
where E 1 and E 2 are function defined by:
At the fixed point, E 1 = E 2 = 1 N E x 0 − x * 2 2 . When solving these equations numerically with an explicit distribution of singular values, we found that Theorem 2 was sometimes better suited for numerical evalutation than Theorem 1 as it gives a more stable numerical scheme upon (damped) iteration. Both theorems draw a strong connection between asymptotic formulas for the MSE of Problem 1 and the various transforms used in free probability and random matrix theory [TV + 04].
Applications and numerical experiments
We compare the result of Theorem 2 with numerics on two typical problems. In both, the underlying truth vector x 0 is an i.i.d. one where each element is pulled from a Gauss-Bernoulli distribution with sparsity parameter ρ ∈ R + :
and the training vector y is obtained from (2). All experimental points are obtained using the Scikit-learn [PVG + 11] implementation of the LASSO, which uses a coordinate descent method with duality gap convergence control [FHT10, KKL + 07].
Signal recovery with row orthogonal matrices -In the first model, we consider a setting popular in signal processing and use row orthogonal matrices. Such random matrices are very similar to subsampled Fourier and Hadamard matrices, and play a fundamental role in e.g. compressed sensing [TD06] and communication [GV05] . We aim to recover the underlying sparse vector using a LASSO regression and tune the regularization parameter. We want to compare the performance using an i.i.d. Gaussian matrix pulled from N (0, 1 N ) and a row-orthogonal one, i.e. where the singular values of F are set to one, which gives the following distribution for the eigenvalues of C:
We take M, N = 200, 100 (α = 2), ∆ 0 = 0.01 and ρ = 0.3. Each point is an average over 10 4 realizations. The error bars in this case are vanishingly small (∼ 10 −5 ). We see that an excellent agreement is obtained with the asymptotics of Theorem 1 although the simulation matrices are rather small, indicating that the prediction remains very good at finite values of M, N .
Overparametrization and double descent -In the second setup, we consider the effect of the aspect ratio on the reconstruction performance of a sparse vector. We want to reproduce the double descent phenomenon that was observed and discussed recently in several papers [BHMM19, HMRT19, Mit19, MM19] in linear regression (but appeared in some form already in [OK96] ). In order to provide a minimal model of such a phenomenon, we follow the intuition proposed in [AS17] , underlining that the eigenvalue distribution of C must be divergent (but still be integrable) at λ = 0 for α = 1. While the Marchenko-Pastur density is typical of Gaussian data, we can here use random matrices with any spectrum. We choose to sample the singular values of F from the uniform distribution U( (1 − α) 2 , (1 + α) 2 ). This leads to the following distribution for the eigenvalues of C:
where I is the indicator function. Our results are shown in Fig. 1 using M = αN , N = 250, ∆ 0 = 0.05, for two values of the regularization parameter λ 1 = 10 −4 , 10 −1 . Each point is an average over a hundred realizations. We recover the double descent with the vanishingly small regularization (blue curve). Note that the error peak can be moved to any point p on the xaxis by taking U( (p − α) 2 , (p + α) 2 ). Multiple descents can also be obtained by adding several distributions of the form (12) with different shifts p. Augmenting the regularization to reach a realistic LASSO, however, is found to remove the error peak (green curve). As before, one observed striking agreement between the asymptotics and the simulation. Our formulas generalize here the results of [Mit19] for any distribution of singular values. behavior and its overfitting peak at α = M/N = 1 as a function of the sampling ratio. Regularization (here 1 ) explicitly removes the peak (green) to give a smooth curve. The plots were generated using the toolbox from https://github.com/cgerbelo/Oracle_VAMP.
Sketch of Proof
We briefly sketch here the proof techniques that we use. Consider the following modification of problem (1), where an additional 2 penalty is added to enforce strong convexity and the potentially non-differentiable penalty function f is replaced by its twice differentiable approximationf , using for example [AFLMR07]:
The main idea behind the proof is a variation of the approach pioneered in [BM11a] , and leverages on the results of [RSF19] who computed the errors obtained by vector approximate messagepassing (VAMP) on this problem. The sequence of steps behind the proof are the following: (i) first we show that for each instance of problem (13) with large enough λ 2 , a sequence of iterates of VAMP that converges towards the solution of (13) can be found. To do this, we use a modified version of VAMP, that we call oracle-VAMP. (ii) the statistical properties of these iterates can be analytically tracked (in the asymptotic high-dimensional limit) by exact equations with a fixed point that yields the same result as the replica equations presented in Theorem 1. This shows that for large enough λ 2 , the replica prediction is correct. (iii) An analytic continuation theorem on the parameter λ 2 is then used to extend the result obtained on problem (13) to problem (1).
Vector approximate message-passing (VAMP)
We briefly present the VAMP algorithm [RSF19] along with its properties and oracle version that will be fundamental for our proof, which builds on results established mostly in [RSF19] and [FSARS16] . VAMP is also linked with the expectation-propagation strategy [Min01] , as well as other algorithms [CWF14, MP17] . [RSF19] , however, has the significant trait to provide rigourously derived state evolution equations Maximum a posteriori formulation of VAMP -In a Bayesian framework, problem (1) corresponds to a maximum a posteriori (MAP) problem. The MAP formulation of vector approximate message-passing for (1) reads:
Choose initial A 10 and isotropically distributed B 10
where · is an element-wise averaging operator x = 1 N N i=1 x i , and the vector valued proximal operator is defined as :
It is akin to a projection on the level sets of f tuned with the parameter γ and can be evaluated even when the objective function is non-differentiable. Proximal descent methods enjoy a long lasting success in machine learning and signal processing [CP11] 
with τ 1k and τ 2k the variances of the estimates. The other key quantities are the variances V 1k and V 2k of the estimatesx 1k andx 2k , and their respective MSEs E 1 and E 2 from Theorem 2, which can also be written (appendix C from [RSF19] ):
The thresholds A 1k and A 2k of the proximal operators are adjusted to the variance of the noisy estimates of the teacher vector. The full state evolution (SE) equations are then given by (7).
These equations can be solved analytically if the teacher distribution φ(x 0 ) is known. In practice, all the averages are empirical and τ 10 is initialized with the empirical variance of B 10 . Note that the SE equations only hold if VAMP is initialized with an isotropically distributed vector B 10 which empirically converges with second order moment. Three additional assumptions on the denoiser function are required for the state evolution theorem in [RSF19] to hold. These are automatically verified in the convex MAP case, as properties of the proximal mapping. This is reminded in appendix E. The next lemma characterizes the fixed point of (14).
Lemma 1. For any pair (A 1 , A 2 ) such that A 1 + A 2 = 1 V , the fixed point of iterations (14) solves the minimization problem (1).
Proof. See appendix C.1.
From VAMP to oracle-VAMP -We remind the reader that our goal is to find a convergent sequence of VAMP iterates that obey the state evolution equations, and reaches a fixed point solving (1). To simplify the analysis, we want to choose fixed values for the variance parameters of iterations (14), i.e. A 1 , A 2 , V 1 and V 2 . To do so, we initialize A 1 in its value given by the fixed point of the state evolution equations. Taking B 10 an isotropically distributed vector, VAMP will then yield iterates that obey the SE equations while keeping constant variance parameters. Equations (14) turn into a simpler algorithm, that we call oracle-VAMP:
where the coefficients A 1 and A 2 verify:
with S C the Stieltjes transform with respect to the spectral measure of C.
(19) can then be rewritten as a single iteration on B 2 :
where
which becomes the Peaceman-Rachford operator [PR55] if A 1 = A 2 = 1 2V is artificially prescribed (note that such a manipulation renders the state evolution equations invalid).
We point out that, for an 2 -penalty, oracle-VAMP iterations reduce to a one step process which is identical to a ridge regression with parameter A 2 (see appendix C.2). To generalize this result to any convex regularization, we derive upper bounds for the Lipschitz constants of the iteration.
Lipschitz constants of oracle-VAMP iteration -To characterize oracle-VAMP iterations, we will make use of convenient proximal operator properties, such as firm nonexpansiveness: for all x, y in the input space, the following inequality holds
We remind a few useful definitions from convex analysis in the appendix B.1. Moreover, we will use the following result from [GB16]:
Proposition 1. (Proposition 2 from [GB16] ) Assume that f is σ-strongly convex and β-smooth and that γ ∈]0, ∞[. Then Prox γf − 1 1+γβ Id is
Let (σ 1 , β 1 ) be the strong convexity and smoothness constants of the regularization function. Let (σ 2 , β 2 ) be the corresponding constants of the squared loss (x → 1 2 y − Fx 2 2 ). We easily find σ 2 = λ min (C) and β 2 = λ max (C), the minimal and maximal eigenvalue of C. Using these results and the properties of the fixed point of the state evolution equations, we get the following upper bounds on the Lipschitz constant of the iteration (21), depending on the aspect ratio α = M/N and constants (σ 1,2 , β 1,2 ).
Lemma 2. (Lipschitz constants of iteration (21))
Lipschitz constant of O 1 -The Lipschitz constant L 1 of the operator O 1 in the cases 0 < σ 1 < β 1 , 0 < σ 1 = β 1 , 0 = σ 1 = β 1 respectively reads:
Proof. See appendix C.2.
The case 0 < σ 1 < β 1 , α > 1 yields the same constant as the one derived in [FSARS16] , which studies a more general version of VAMP, and where the proof method relies on the analysis of the Jacobian of the prescribed iteration. Note that all those constants reduce to 1, i.e. to non-expansive operators if A 1 = A 2 is set, which is consistent with the non-expansiveness of the Peaceman-Rachford operator [PR55] .
Proof of Theorem 2
To prove Theorem 2, we will theoretically solve problem (13) with the oracle-VAMP (19) algorithm. In addition to its SE equations, it enjoys the following useful property: the fixed point of oracle-VAMP solves the minimization problem we are interested in, i.e. problems (1) or (13) depending on the choice of penalty function. This is proven in appendix C.1.
Knowing those two points, it is now tempting -but incorrect -to conclude the proof here by stating that the desired MAP estimator's properties are described by SE equations since it trivially belongs to the trajectory of VAMP initialized at its solution. However this reasoning is flawed : for the SE equations to hold, we need to initialize oracle-VAMP with an isotropically distributed vector. Having no such information on the solution, we need to find at least one converging trajectory starting from an isotropically distriubted vector.
Convergence of oracle-VAMP sequence -The convergence analysis of oracle-VAMP is based on its similarities with the Douglas-Rachford algorithm . We have derived in Lemma 2 upper bounds on the Lipschitz constant of the oracle-VAMP iterations. We now turn to problem (13) and start by proving that, for sufficiently large regularization parameter λ 2 , the operator O 1 • O 2 in iteration (21) is a contraction. We first state two useful lemmas that will help in bounding the Lipschitz constants.
Lemma 3. At the fixed point of the state evolution equations, the coefficients A 1 and A 2 verify:
where H f (x) is the Hessian of the penalty function taken at the fixed point of the algorithm.
Proof. See appendix C.3.
A direct consequence of Lemma 3 is to give upper and lower bounds on A 1 and A 2 , which are the constituents of the upper bounds on the Lipschitz constants of iteration (21).
Lemma 4. At the fixed point of the state evolution equations, we have:
Proof. See appendix C.4.
We now consider problem (13), which involves h =f + λ 2 2 x 2 2 as regularization function. Let (σ 1 ,β 1 ) be the strong convexity and smoothness constants off . Using the second-order definition of strong convexity and smoothness, it is straightforward to obtain σ 1 =σ 1 + λ 2 , β 1 =β 1 + λ 2 . By arbitrarily increasing λ 2 , we can thus accordingly augment σ 1 , β 1 . Using Lemma 4, we see that A 2 grows with λ 2 , while A 1 remains bounded.
We can easily see that the Lipschitz constant of operator O 1 given in (24) is bounded by a constant C. We focus on the Lipschitz constant (25) of O 2 . Using inequalities (27), we get
We choose λ 2 large enough, for instance
, which induces
For problem (13) with sufficiently large λ 2 , iteration (21) becomes a contraction and we force the convergence. We provide plots in appendix D to illustrate this claim on the elastic net problem. Any oracle-VAMP iterates sequence will thus be convergent in this setting. This sequence can be properly initialized and will be described by state evolution equations. According to Lemma 1, the estimator returned by oracle-VAMP does solve our modified minimization problem. Moreover, the MSE and variance of this estimator obey the state evolution fixed point equations: this concludes the proof for Theorem 2, for high enough λ 2 . Theorem 2 is equivalent to Theorem 1, as shown in C.5.
Analytic continuation -We now need to continuate the result for any λ 2 , which is only possible because of the convexity of the problem and its analyticity. We first invoke the optimality condition on the convex problem (13) which gives the following prescription for the solution:
Using the analytic inverse function theorem [KP02] , this clearly prescribes an analytic solution for x in λ 2 . We then turn to the SE equations (7), which can also be written as (4) using the replica formalism, as highlighted in C.5. Appendix B.2 helps isolate the additional ridge contribution, and shows that equations (4) are analytic in λ 2 . The implicit function theorem [KP12] ensures that the scalar quantities defined by the equations, including the mean squared error, are analytic in λ 2 . We can conclude using the analytic continuation property [KP02] that the replica formula and all the SE quantities hold true whatever the value of λ 2 . In particular, taking λ 2 = 0 provides the MSE of the modified problem which only differs of the original problem (1) by the use of a twice differentiable penalty functionf . Going from the differentiable relaxation to the real problem only relies on finding an appropriate sequence of twice differentiable functions (f n ) n∈N converging towards f and taking the limit n → ∞ inside well-defined scalar quantities. It will not be detailed here as it remains intuitive: non-differentiable f in (1) can be naturally approximated by appropriate sequences of differentiable functions, see for example the remark in [EKBB + 13]. Figure 1 indeed shows that the prediction holds for a plain LASSO, with no additional ridge or differentiable approximation. Although all scalar quantities can be continuated, we have no theorem for the continuation of the Gaussian property. We conjecture it to be true for all λ 2 in the second part of Theorem 1.
A note on non-separable denoisers
In a recent paper [FPR + 18], the state evolution analysis of VAMP is extended to a large class of non-separable convex denoisers which verify the so-called convergence under Gaussian noise property, building upon previous work on convex, non-separable regularization in message-passing algorithms in [BMN17] . This broader class includes the following operations : group-based denoisers, convolutional ones and neural nets as well as singular value-thresholding. The state evolution equations are thus valid for this family of denoisers. Additionally, the Lipschitz constants prescribed by Lemma 2 still hold for non-separable denoisers, as the proof only depends on the strong-convexity and smoothness assumptions. According to [FPR + 18], the variance terms for the non-separable case A 1 , A 2 are defined according to :
where g i : R N → R N is the proximal of the loss function for A 2 and of the regularization for A 1 , and g n its n-th component. This is exactly the normalized trace of the Jacobian matrix of the proximal, and encompasses the element-wise averaging operator defined in 14 for the separable case. Using the expression prescribed by appendix B.1, we see that Lemmas 3 and 4 still hold. We can thus enforce convergence of any VAMP trajectory and complete the proof in the same way it was done for separable denoisers.
The scripts used to generate all plots can be found at https://github.com/cgerbelo/Oracle_ VAMP.
A Heuristic replica derivation from statistical physics
For completeness, we give here the heuristic derivation from the replica method. To characterize the MAP estimator properties, it is useful to compute the posterior distribution normalization factor Z(y, F). In a physics perspective, Z is the partition function of the problem, and we can define the corresponding free energy averaged on the size of the signal Φ = 1 N log Z. This quantity is known to be self-averaging: when N goes to infinity, Φ concentrates on its average with respect to the distribution of data matrix elements. Hence we will focus on the averaged free energy 1 N E F,x 0 (log Z). However, directly computing the average of the logarithm of Z is analytically intractable. We will replace this computation by an easier integral following the so-called replica trick:
The partition function reads
Introducing n replicas of the system, we now consider
Following the statistical physics tradition, the computation goes on by introducing the following order parameters:
x a i x 0,i a = 1, 2, ...n (37)
The parameters m and q respectively quantify the overlap between the teacher and the student weights, and the overlap between the replicas and the student weights. Q is a norm-like parameter for the replicas of the student weights. Those order parameters carry physical meaning and will eventually provide information about the MAP estimator. A key step of the computation is to carry out the average on the matrix elements, which depends on the statistics assumed for the data matrix.
In the case of i.i.d. elements, this can be done using the central limit theorem, see [KMS + 12]. An extension from the i.i.d. case has been proposed both in the context of statistical physics [PP95] and signal processing [KV14] . In that case, F is considered rotationally invariant and C = F T F has an arbitrary and well-defined singular value distribution µ(λ) with compact support. We can define its minimum λ min and its maximum λ max . Let us recall useful transform definitions. The Stieltjes transform associated to µ(λ) is
and is correctly defined outside of µ's support. The corresponding R-transform is
Throughout this paper, the support of the considered matrices is always comprised in R + . The Stieltjes transform is hence well-defined on strictly negative values, and the R-transform is defined in a neighborhood of 0, included in R * − . We first perform the averages over x 0 and w in (36), we can then average on F using the asymptotic form of the Harish-Chandra-Itzykson-Zuber integral [Tan08] . Since F is rotationally invariant, for any function φ of F:
where integrating on DU, DV represents averages over the ensemble of orthogonal matrices using the Haar measure. The Harish-Chandra-Itzykson-Zuber integral then allows to write the result as a function that depends only on the singular value asymptotic distribution µ(λ). This step can only be done when the matrix F is rotationally invariant, which is an assumption of Theorem 1 and Theorem 2.
Finally, we take the so-called replica symmetric ansatz which assumes that order parameters are the same for every replica. We can thus remove the subscripts in (39) and only keep three order parameters and their conjugate parameters. The replicated partition function reads E F,x 0 ,w (Z n ) = dQ dQ dq dq dm dm e nN Φ(Q,q,m,Q,q,m) .
(43)
Assuming that we can take the limit N → ∞ before the limit n → 0, the integral will concentrate on its saddle-point
The final form of the average free energy is given in [KV14] and reads
where G C appears when performing the Harish-Chandra-Itzykson-Zuber integral, and is defined with respect to µ(λ) as
Note that in the domain of definition of R C , we have G C (x) = 1 2 R C (x). In this paper, R C is applied to strictly negative values. For simplicity of notation, we will assume that it is well-defined in the considered range and use the R-transform notation. Otherwise, it can simply be replaced by 2G C , which is always valid.
The desired parameters Q, q, m,Q,q,m are solutions of the saddle-point equations, and describe the MAP estimator properties since we have maximized the integral over all distributions of x. In particular, notice that the mean squared errorẼ and varianceṼ of the MAP estimator read at the saddle-pointẼ
At this point, we differentiate the free energy (45) with respect to its parameters. For instance, differentiating with respect tom and using, (48) gives
Combining saddle-point equations obtained by differentiating on m, q, and Q − q, and using (47), (48) we also knoŵ
which can be inserted into (49). To take the limit ∆ → 0, we rescale the variance parameterṼ intõ V /∆, but keep the same name for simplicity. We are now left to do a Laplace approximation in the integral term of (49), to reach
Equation (51) clearly yields a proximal operator such that
Similar computations on the saddle-point equations allow to rewrite them in terms of variables (Ẽ,Ṽ ) and safely lead to Theorem 1's formulas:
Solving those equations, we obtain the mean squared error of the MAP estimator. However, the replica formula for this problem has not been rigorously justified yet. We conclude this section by connecting the fixed point of the state evolution equations of VAMP with the fixed point of the replica equations.
Lemma 5. The fixed point of the state evolution equations (7) yields the same MSE and variance as the replica prediction (4).
Proof. See appendix C.5.
B Properties of the proximal operator B.1 Jacobian of the proximal
The proximal operator can be written, for any parameter γ ∈ R + :
For any convex and differentiable function f , we have:
For a twice differentiable f , applying the chain rule then yields :
where D is the Jacobian matrix and H the Hessian. Since f is a convex function, its Hessian is positive semi-definite, and, knowing that γ is striclty positive, the matrix (Id + γH f (Prox γf (x))) is invertible. We thus have :
B.2 Proximal of a sum
Although the identity Prox f +g = Prox f • Prox g does not always hold, it does when g is a ridge penalty [Yu13] . We then have, for any proper, convex, closed and separable function f :
which allows to isolate the dependence of λ 2 in the replica equations:
C Main lemmas and Theorem 1
C.1 Proof of Lemma 1
We start by reminding a useful identity on proximal operators:
Proposition 2. (Resolvent of the sub-differential [BC + 11]) The proximal mapping of a convex function f is the resolvent of the sub-differential of f :
At the fixed point of the state evolution equations, we have V 1 = V 2 = V . Solving for the fixed point and replacing the proximal by the resolvent of ∂f in (14):
Replacing in the second line of (19) (either of the two equations):
Knowing that A 1 + A 2 = 1 V , and thatx 1 =x 2 at the VAMP fixed point, it reduces to:
which is the optimality condition of problem (1). We see at the fixed point, the additional momentum terms and adaptative variances cancel out, giving the same fixed point as conventional proximal descent methods.
C.2 Oracle-VAMP Lispchitz constants: 2 case and proof of Lemma 2
C.2.1 A simple case: the 2 -penalty
For the 2 -penalty case, oracle-VAMP's iteration (21) becomes a ridge regression with parameter A 2 which guarantees direct convergence of B 2 . Indeed, remember that the proximal operator of a An immediate consequence of those definitions is the following second order condition: for twice differentiable functions, f is σ-strongly convex and β-smooth if and only if:
σId H f βId.
(68)
Corollary 1. (Remark 4.24 [BC + 11]) A mapping T : X → D (where D is a given output space) is β-cocoercive if and only if βT is half-averaged. This means that T can be expressed as:
where S is a nonexpansive operator.
The goal is now to determine the Lipschitz constants of O 1 and O 2 defined in (21).
C.2.3 Lipschitz constant of O 1
Case 1: 0 < σ 1 < β 1 Proposition 1 gives the following expression:
where S 1 is a non-expansive operator. Replacing in the expression of O 1 leads to:
which, knowing that A 1 + A 2 = 1 V , O 1 has Lipschitz constant:
Case 2: 0 < σ 1 = β 1 In this case, we have from Proposition 1:
which, with the firm non-expansiveness of the proximal operator gives:
The upper bound on the Lipschitz constant is therefore:
Case 3: no strong convexity or smoothness assumption In this case the only information we have is the firm nonexpansiveness of the proximal operator, which gives the same proof as in the previous case but stops at (76), immediately giving the upper bound:
Lipschitz constant of O 2 Remember that we make the assumption that the data matrix is non-trivial, i.e. that λ max (F T F) = 0. In this case we use the explicit form of O 2 , which is linear:
The spectral norm of the matrix in (81) gives the upper bound on the Lipschitz constant:
C.3 Proof of Lemma 3
The equation defining V 2 in (14) directly gives V = S C (−A 2 ) by the definition of the Stieltjes transform. For a separable and differentiable function, we have the element-wise identity (see appendix B.1)
which, from the definition of the element wise averaging operator, gives:
The prescription for V 1 in (14) then directly gives V = S H f (x) (−A 1 ).
C.4 Proof of Lemma 4
From the definition of the Stieltjes transform and the second order definition of strong convexity and smoothness:
which combined with A 1 + A 2 = 1 V gives the bound.
C.5 Proof of Lemma 5 and Theorem 1
The state evolution equations (7) follow a set of parameters through the VAMP iterations. Among those parameters, we find the mean squared errors E 1 and E 2 of the estimatorsx 1 andx 2 with respect to the true signal, and their variances V 1 , V 2 . At the fixed-point of VAMP, the estimators are equal, hence their errors and variances coincide with one mean squared error E and variance V . Besides, the replica saddle point equations also close on the errorẼ and varianceṼ . We would like to show that the replica prediction matches the state evolution fixed point conditions. Starting from the state evolution fixed point, we notice that
where S is the Stieltjes transform with respect to the spectral measure defined by C = F T F. Then
Moreover,
where P 1 is a Gaussian variable of variance τ 1 . Looking at τ 2 , we have
We rewrite the equation on τ 1 , which involves an average on the eigenvalue distribution of C = F T F:
then plug in τ 2 's expression (90) to reach
We have expressed the variance of the Gaussian variable P 1 as a function of E and V . We would like to match this with the variance of the Gaussian inside (53), namelỹ
A few lines of computation show that τ 1 =τ 1 . Therefore, the replica saddle point equation onṼ (89) becomes exactly the same as the state evolution fixed point equation on V (4a). Similarly, we recall the definition of the fixed point value of E for SE equations
where P 1 is also pulled from a Gaussian distribution with variance τ 1 =τ 1 . (97) matches the replica equation onẼ (4b). Finally the variables (E, V ) from SE equations, and (Ẽ,Ṽ ) from replica formalism are the same and satisfy the same relations, which proves Lemma 5. It is hence straightforward to prove Theorem 1 after having shown Theorem 2. As shown above, Theorem 1 is simply a rewriting of state evolution equations from Theorem 2 in their replica fixed point form, i.e. removing some intermediate variables to obtain a more compact form.
D State evolution equations for the elastic net problem
We solve the recursion (14) on an elastic net problem:
For a given parameter γ ∈ R + , the proximal operator of the corresponding regularization function reads:
is the soft-thresholding function:
We consider an i.i.d. teacher vector x 0 pulled from the Gauss-Bernoulli distribution :
Here we give the detail of the set of equations (7) for an elastic net minimization problem. The quantities that must be explicitly computed are the averages E 1 and E 2 and the ones on the derivatives.
The first term (106) only involves one dimensional integrals and can easily be evaluated numerically:
The second term (107) needs to be decomposed in order to avoid computing the two-dimensional integral numerically:
A little algebra allows to express (107) with error functions supported by most scientific coding libraries. We rewrite the shrinkage factor due to the 2 penalty s = 1
− (x 2 0 − 2sx 0 (λ 1 /A 1k + x 0 ) + s 2 (τ 1k + (λ 1 /A 1k + x 0 ) 2 )) erf
We then invoke the appropriate expressions for α 2k and E 2k from [RSF19]:
These forms can be used in the recursion (7) with the chosen values of λ 1 and λ 2 to find the right thresholding coefficients, errors and variances.
We used these forms with λ 2 = 0 for the LASSO simulations in the experiments in section 2.2. The elastic net also allows us to illustrate the convergence for large enough λ 2 , as shown in figure 2. We launch oracle-VAMP on the elastic net problem for five values of the aspect ratio α = 0.1, 0.2, 0.5, 1, 2. The problem setup is the same as in 2.2, with ρ = 0.3, ∆ 0 = 0.01. The choice of sensing matrix matters little here, as long as the eigenvalue spectrum has compact support. We used i.i.d. Gaussian matrices for simplicity. We plot the average squared distance between two successive iterates of (19) in a logarithmic scale on an elastic net problem with a LASSO parameter of λ 1 = 0.1 and varying ridge parameter λ 2 = 0.1, 0.2, 0.3. For low values of α, the data matrix is highly ill-conditioned and the algorithm diverges as shown on the first plot for α = 0.1, 0.2. We then augment the ridge parameter on the second figure, which makes the α = 0.2 curve converge. Pushing λ 2 further on the third plot makes the α = 0.1 curve converge. We thus see that augmenting the ridge indeed enforces convergence.
E Convergence of vector sequences
This is essentially a rewriting of appendix B of [RSF19] , which reviews the analysis framework from [BM11a] . The main building blocks are the notions of vector sequence and pseudo-Lipschitz function, which allow to define the empirical convergence with p-th order moment. Consider a vector of the form x(N ) = (x 1 (N ), ..., x N (N ))
where each sub-vector x n (N ) ∈ R r for any given r ∈ N * . For r=1, which we use in Theorem 1, x(N ) is denoted a vector sequence.
Figure 2: Logarithmic scale mean squared distance between successive iterates of oracle-VAMP on an elastic net problem with λ 1 = 0.1 and, from left to right λ 2 = 0.1, 0.2, 0.3. Each plot contains five trajectories with aspect ratio α = 0.1, 0.2, 0.5, 1.0, 2.0. For low aspect ratios, the sensing matrix is highly ill-conditioned and diverging trajectories are observed (blue α = 0.1 and orange α = 0.2 curves, on the first plot). Augmenting the ridge parameter enforces the convergence: at λ 2 = 0.2 (second plot), the orange curve describes a converging trajectory, and at λ 2 = 0.3 (third plot), the blue curve converges as well. Plots are obtained with N = 100, ρ = 0.3 and ∆ 0 = 0.01. The plots were generated using the toolbox from https://github.com/cgerbelo/Oracle_VAMP.
Given p 1, a function f : R r → R s is said to be pseudo-Lipschitz continuous of order p if there exists a constant C > 0 such that for all x 1 , x 2 ∈ R s :
Then, a given vector sequence x(N ) converges empirically with p-th order moment if there exists a random variable X ∈ R r such that:
• E|X| p < ∞; and
• for any scalar-valued pseudo-Lipschitz continuous f (.) of order p,
f (x n (N )) = E[f (X)] a.s.
Note that defining an empirically converging singular value distribution implicitly defines a sequence of matrices F(N ) using the definition of rotational invariance from the introduction. This naturally brings us back to the original definitions from [BM11a] . An important point is that the almost sure convergence of the second condition holds for random vector sequences, such as the ones we consider in the introduction. We also remind the definition of uniform Lipschitz continuity.
For a given mapping φ(x, A) defined on x ∈ X and A ∈ R, we say it is uniform Lipschitz continuous in x at A =Ā if there exists constants L 1 and L 2 0 and an open neighborhood U of A such that:
φ(x 1 , A) − φ(x 2 , A)
for all x 1 , x 2 ∈ X and A ∈ U ; and φ(x, A 1 ) − φ(x, A 2 )
for all x ∈ X and A 1 , A 2 ∈ U .
The additional conditions for the SE theorem (see Theorem 1 (i-ii-iii) from [RSF19]) to hold are the following:
• α 1k must be in [0, 1]. This is always verified using B.1, knowing that f 0 by convexity.
• The functions defining A i and E i must be continuous at the points prescribed by the SE equations. This holds true as well since proximals of convex functions are continuous.
• Finally the denoisers (here the proximals) and their derivatives need to be uniformly Lipschitz in their arguments at their parameters. This is again verified from properties of proximal operators and B.1.
