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内容梗概 
本論文は，車載用 VLSIプロセッサに必要な高性能化で高信頼化を目標とした研究に
関する成果をまとめたものである． 
WHOの報告によると人の死因のトップ 10に交通事故が入っており，2015 年には 140
万人が交通事故により亡くなっている．さらに，交通事故による死亡者の数は毎年増加
する傾向にあり，2015 年の交通事故による負傷者は 5 千万に達している．そのため，
近年では，ADAS（先進運転支援システム）や自動運転技術による交通事故の減少が期
待されている．ADAS や自動運転技術には自動車に搭載される車載プロセッサの発展が
不可欠であり，システムの電子制御化が進むことで車載プロセッサの搭載数の増加と高
機能化が予測される． 
自動車へ応用される技術には高い信頼性と安全性が求められる．特に動作環境が厳し
い車載プロセッサでは，供給電圧のゆらぎや動作環境変化，放射線などにより引き起こ
されるプロセッサの一時的な故障をいかに取り扱い，正常な動作を続けさせるかが課題
となっている．この課題の解決するためにはコアを冗長化させて一定周期毎にコアを比
較して処理の信頼性を担保する手法が考えられる．しかし，この手法にはデータのバッ
クアップとリカバリのための遅延が発生する．そのため，高信頼化には車載応用のアプ
リケーションはリアルタイムで実行する必要があるが，信頼性を維持しながら厳しい時
間制約のリアルタイム制御を行うことは困難となる． 
また，プロセッサの微細化が進み，ソフトエラーはプロセッサの信頼性を低下させる
原因の一つとなっている．これまで種々のソフトエラー低減手法が提案されているが，
ソフトエラーの低減には回路規模や消費電力のオーバーヘッドが発生する．車載向けプ
ロセッサには様々な制約があり，回路全体にソフトエラー低減手法を適用することは難
しい．そこで，設計段階でソフトエラー低減手法の適用が効果的であるかどうかを評価
する必要がある．しかし，ソフトエラーの影響評価にはソフトエラーが発生するタイミ
ングや回路構造の影響を考慮しなければならないが，従来はこれらの影響を個別に評価
していたため評価の精度が低下してしまうということが問題であった． 
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また，ADASでは衝突回避のため高精度な物体検出が必要である．物体検出はミリ波
レーダーとカメラによる画像認識の組み合わせによって行われるが，特に遠距離の物体
検出では画像認識が利用される．しかし，自動車からの遠距離物体の検出には，高解像
度かつ高フレームレートの動画像に対する画像認識が必要となる．さらに，高精度な画
像認識特徴量の抽出アルゴリズムを用いると膨大な演算量を処理する必要がある．
GPU(Graphical Processing Unit)などの高性能プロセッサを用いれば，膨大な演算量の処
理も可能であるが，消費電力が大きいため車載システムでの利用ができないことが問題
である． 
本論文では，高信頼プロセッサの遅延の問題を解決し，回路に対するソフトエラーの
影響評価手法の提案を行う．そして，高精度な特徴量を用いた高解像度動画像対応の低
消費電力画像認識プロセッサの設計技術の提案を行う．本論文は 6章で構成されており，
第 1章は序論である． 
 
第 2章では，車載 VLSIプロセッサに関する課題について述べる． 
 
第 3章では，デュアルコアロックステップの低遅延化手法として，一括コピー・比較
可能な SRAM をアーキテクチャについて記述する．一過性の故障に対して正常な処理
を行うための手法として，デュアルコアロックステップが提案されている．この手法で
はコアを冗長化し，一定周期毎に両コアのレジスタを比較して，同じ結果の場合にはそ
の結果をバックアップしておき，異なる結果の場合には前回のバックアップデータを読
み出しリカバリを行う．この時，バックアップとリカバリは共有バスを使用して行うた
めレジスタの容量に比例した遅延が発生することが問題となる． 
従来の 6T SRAMを 2つ繋げた構成となっている 7T/14T SRAMはペアとなる SRAM
セル間でデータの転送が可能である．そこで，本研究では 7T/14T SRAMをレジスタに
活用することによってバックアップ・リカバリに必要なサイクルオーバーヘッドを
97.8%削減した．また，タスク実行中に 1 回故障が起きた際の最小のサイクルペナルテ
ィを 85.5%改善した． 
 
第 4章では，VLSIプロセッサに対するソフトエラー伝播解析技術における，temporal 
maskingと logical maskingの組み合わせ解析による精度の向上手法について記述する．
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車載に用いられる VLSIプロセッサには高い信頼性が求められている．一方，プロセス
の微細化により，放射線の衝突によるソフトエラーが発生しやすくなり，プロセッサの
信頼性を低下させる要因となっている．ゆえに，VLSI プロセッサにはソフトエラー低
減技術の適用が不可欠である．試作後のチップに対する放射線の照射試験は膨大な費用
と時間を要する．そのため，チップの試作前の設計段階で VLSIプロセッサのソフトエ
ラー率の評価手法が必要である． 
ソフトエラーが VLSIプロセッサの出力に影響を及ぼす確率（ソフトエラー率）の評
価は，ソフトエラーの発生確率，ソフトエラーの伝播確率，伝播したソフトエラーが実
際にシステムの出力に影響を与える確率の 3段階で評価される．本研究では，ソフトエ
ラーが伝播する確率に対する評価手法について記述する．特に，flip-flop に中性子等の
高エネルギー粒子があたりデータが反転してしまう SEU(Single Event Upset)の伝播に焦
点を当てている．SEUは temporal maskingと logical maskingによってマスキングされる
可能性がある．従来のソフトエラー伝播解析手法では，これらのマスキング効果を個別
に評価していたが，それでは正確な影響評価はできない．そこで，提案手法では，SEU
が発生した flip-flopに入力される enable信号の値に依存する temporal masking無効化の
影響と，一度分岐したエラーが再び合流した際のエラー合流タイミングを考慮した高精
度なソフトエラーの伝播解析を提案した． 
提案解析手法は，従来の個別評価による手法と比較して，平均 55.61%誤差を改善す
ることを確認した．また，個別評価による手法に対する提案評価手法の評価時間の増加
は平均 1.7%に抑制されていることを確認した． 
 
第 5章では，Sparse FIND 特徴量を用いた物体検出アルゴリズムのハードウェア実装
について記述する．近年，カメラ画像を用いた物体検出が ADAS における歩行者等の
物体検知に利用されている．HOG(Histogram of Oriented Gradient)特徴量は物体の特徴を
細かく記述できることから，従来の物体検出の分野で利用されてきた．しかしながら，
より細かく物体の特徴を記述でき HOG特徴量の次元を高めた高精度な特徴量が提案さ
れている．それらの中でも高い認識精度を持つ Sparse FINDを特徴量として用いた．ま
た，遠距離物体の検出を目的とするため，HDTV 解像度@60fps 対応の物体検出を目標
とした．しかし，この目標を達成するためには 322GOPS の演算量を処理する必要があ
る．GPU を使用すると，膨大な演算量の高速処理は可能であるが，消費電力が大きく
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なり車載への応用は困難となる． 
そこで本研究では Sparse FINDを用いた物体検出を低消費電力かつ実時間で実行する
ため，アルゴリズムとアーキテクチャの観点から対策を行いのハードウェア実装を行っ
た．HDTV 解像度動画像を 60fps で処理するためには膨大な演算量と Sparse FIND の
SVM 演算で起こるメモリアクセスの偏りという 2 つの問題があった．演算量の少ない
HOG と認識精度の高い Sparse FIND を組み合わせた 2 段階識別アルゴリズムの実装に
より課題の解決を試みた． 
これにより演算量は Sparse FIND単体と比べ 11%削減された．また，2ブロック並列
処理と SVM演算の並列処理アーキテクチャにより回路全体の処理速度のボトルネック
となっていた RAM アクセスサイクル数を 28.5%低減した．これらの提案技術によって
HDTV 解像度動画像の 60fps での物体検出が可能となった．40nm プロセスを用いた
3.5mm×3.5mm のチップにおいて Sparse FIND 特徴量を用いた画認識プロセッサ VLSI
の実装を行った．電力シミュレーションの結果，TT コーナー，電圧 0.9V，25℃という
状況で 702mW の消費電力であることを確認した．これにより，車載応用に求められる
低消費電力での HDTV対応 Sparse FIND特徴量を用いた物体検出アルゴリズムの VLSI
実装を実現した． 
 
最後に，第 6章において本論文の結論について記述する． 
 
本論文では，車載プロセッサの高信頼化及び高性能化を実現するための技術の提案を
行った．まず，厳しい時間制約を持つリアルタイム制御に対して一括コピー・比較可能
な SRAM を用いたデュアルコアロックステップアーキテクチャを提案し，さらに効率
的なプロセッサの高信頼化のために temporal maskingと logical maskingの組み合わせに
よるソフトエラー伝播解析手法ついて記述した．また，車載対応の物体検出プロセッサ
が要求する高解像度，高精度，低消費電力に対応する設計技術を提案したことにより，
車載プロセッサの高信頼化及び高性能化を実現することが可能となる． 
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第1章 序論 
1.1 車載向けプロセッサの技術背景 
WHO の報告によると人の死因のトップ 10 に交通事故が入っており，2015 年には 140 万人が
交通事故により亡くなっており，交通事故による死亡者の数は毎年増加する傾向にある．さらに，
2015年の交通事故による負傷者は 5千万に達している．そのため，近年では，ADAS（先進運転
支援システム）や自動運転技術による交通事故の減少が期待されている．ADASは自動車に搭載
されたプロセッサやセンサデバイスによって実現されている．そして，システムの電子制御化に
伴って車載プロセッサの搭載数の増加し車載プロセッサの重要性が増している．図 1.1に自動車
1 台あたりに搭載される ECU の数のトレンドを示す[1]．2019 年には平均で約 25 個に達し，増
加傾向は続いていくことが予想されている． 
したがって，車載向けプロセッサには高い性能と信頼性が求められる．信頼性の観点から車載
向けプロセッサには最先端のプロセスが使用されることはないが，近年車載プロセッサの高機能
化によりプロセスの微細化が進んでいる．また，車載向けプロセッサでは厳しい環境下での動作
を行うため，供給電圧のゆらぎや動作環境変化，放射線などにより引き起こされるプロセッサの
一時的な故障をいかに取り扱い，正常な動作を続けさせるかが課題となっている．この課題の解
決するためにはコアを冗長化させて一定周期毎にコアを比較して処理の信頼性を担保する手法
が考えられる．しかし，この手法にはデータのバックアップとリカバリのための遅延が発生する．
そのため，高信頼化には車載応用のアプリケーションはリアルタイムで実行する必要があるが，
信頼性を維持しながら厳しい時間制約のリアルタイム制御を行うことは困難となる． 
また，プロセッサの微細化が進み，ソフトエラーが信頼性阻害要因の一つとなっている．これ
まで様々なソフトエラーの低減手法が提案されているが，それらの提案手法は回路面積や消費電
力のオーバーヘッドを要する．車載向けプロセッサには様々な制約があり，回路全体にソフトエ
ラー低減手法を適用することは難しい．そこで，設計段階でソフトエラー低減手法を適用したと
きの有効性を評価する必要がある．しかし，ソフトエラーの影響評価にはソフトエラーの発生タ
イミングや回路構造の影響を考慮しなければならないが，従来はこれらの影響を個別に評価して
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いたため高い精度での評価ができないということが問題であった． 
また，ADASでは衝突回避のため高精度な物体検出が必要である．物体検出はミリ波レーダー
とカメラによる画像認識の組み合わせによって行われるが，特に遠距離の物体検出では画像認識
が利用される．しかし，自動車からの遠距離物体の検出には，高解像度画像に対する高フレーム
レートでの画像認識が必要となる．さらに，高精度な画像認識特徴量の抽出アルゴリズムを用い
ると膨大な演算量が必要となる．GPU(Graphical Processing Unit)などの高性能プロセッサを用い
れば，膨大な演算量の処理も可能であるが，消費電力が大きいため車載システムでの利用ができ
ないことが問題である．  
 
図 1.1 自動車 1台に搭載される ECUの数のトレンド 
1.2 研究目的および本論文の構成 
本論文においては，前節で述べた背景のもと，車載向けの高信頼・高性能 VLSIプロセッサの
実現に向けた設計技術に関する研究を行うことを目的とする． 
本論文の構成および各研究の概略について以下に略述する．また図1.2に本論文の構成を示す． 
 
第1章 本研究の技術的背景，及び本論文の研究内容について記述する． 
第2章 車載向け VLSIプロセッサの高信頼化及び高性能化設計技術についての課題 
第3章 デュアルコアロックステップの低遅延化手法として，一括コピー・比較可能な SRAM
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をアーキテクチャについて記述する． 
第4章 VLSI プロセッサに対するソフトエラー伝播解析技術における，temporal masking と
logical maskingの組み合わせ解析による精度の向上手法について記述する． 
第5章 Sparse FIND 特徴量を用いた実時間物体検出プロセッサの設計技術に関して記述する． 
第6章 本研究で得られた研究成果について総括する． 
 
図 1.2 本論文の構成と各章の記述内容 
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第2章  
第 2章 車載向け VLSI プロセッサの高信頼化及び
高性能化設計技術についての課題 
本章では車載向けVLSIプロセッサの高信頼化及び高性能化設計技術についての課題を述べる． 
2.2節ではプロセッサの信頼性の低下と高信頼化技術の概要について記述する． 
2.3 節では VLSI プロセッサにおけるソフトエラーの概要とソフトエラー率評価について述べ
る． 
2.4 節では本研究でハードウェア実装を行った画像認識アルゴリズム Sparse FIND は特徴量抽
出プロセス，全体処理フローにおいて HOG 特徴量，FIND 特徴量のアルゴリズムを基としてい
る．そのため，まず HOG，FIND，Sparse FIND の各特徴量抽出プロセスの詳細を本章で説明す
る． 
2.1 VLSIプロセッサの信頼性の概要 
2.1.1 微細化による信頼性の低減 
プロセスの微細化が進展するにつれ，トランジスタの最小サイズは減少し，集積度の向上とコ
ストの削減が可能になる．しかし，微細化・大規模化・高性能化が進む VLSIでは，中性子線が
衝突することで発生するソフトエラーや，Negative Bias Temperature Instability（NBTI），
Time-Dependent Dielectric Breakdown（TDDB），Hot Carriers Effect などの物理的エラーによって
生じる VLSIの動作不良がより頻繁に発生する傾向にある．また，半導体素子の特性のばらつき
が増大することにより，歩留まりの低下とともに VLSIシステム全体の動作信頼性が低下してい
る．近年のマイクロプロセッサ VLSIでは各素子の特性がランダムにばらつくことが問題となっ
ている．中でも SRAM は最先端のプロセスで製造されるため，ばらつきの影響を受けやすく，
VLSIの信頼性を決定する支配的要因となる． 
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2.1.2 ソフトエラーによる信頼性の低下 
ソフトエラーは放射線の衝突によって生じる一過性のエラーであり，微細化の進展に伴い，
VLSI の信頼性を阻害する主要因の 1 つになっている．宇宙線と地球の大気が反応して生成され
る高エネルギーの中性子線がシリコン原子核に衝突すると，一定の確率でシリコン原子核と核反
応を起こし 2 次イオンが生成される．生成された 2 次イオンが NMOS のドレインなどの電界に
よって収集されると雑音電流となる（図 2.1）．このとき収集された電荷がある一定の電荷量（臨
界電荷量）を超えると，SRAM や flip-flopの保持データが反転，もしくは，論理ゲートの出力に
パルス状のビット反転が発生し，ソフトエラーとなる．ソフトエラーは Single Event Upset（SEU）
と Single Event Transient（SET）に分類される．SEUは SRAM や flip-flop のような記憶素子の保
持データが反転するソフトエラーであり，SET は論理ゲートの出力にパルス上のビット反転が
発生するソフトエラーである．SEUはさらに，その影響範囲に応じて単一ビット反転の Single Bit 
Upset（SBU），複数ビット反転の Multi-Cell Upset（MCU），同一ワード内複数ビット反転の
Multi-Bit Upset（MBU）に分類される[2]． 
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図 2.1 中性子によるソフトエラーの発生 
従来，プロセッサにおけるソフトエラーは SRAM で発生する SEUが支配的要因とされていた
[3,4]．しかしながら，SRAM キャッシュのように多数の SRAMセルが規則的に並んだ SRAMア
レイでは，Error Correction Code（ECC）とメモリインターリーブによりソフトエラー率を大きく
低減することができる[5]．SRAM の SEU や同一ワード内には複数のエラーが存在しない MCU
は 1 ビット誤り訂正の ECC（SEC）を適用することによりエラーを訂正することができる．し
かし，MBUの場合，同一ワード内に複数のエラーが存在するため SECではエラーを訂正するこ
とができない．MBUは放射線が衝突したセルから周辺のセルに電荷が拡散することにより生じ
る．そのため，インターリーブを適用し，同一ワード内のビット間で物理的に距離をとれば，物
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理的に隣接するセルに電荷が拡散しても，論理的には他ワードを構成するセルであるため同一ワ
ード内で高々1ビットのエラーとなる．1ビットのエラーは SECにより訂正可能であるため，SEC
とインターリーブを適用することで MBUも抑制することができる．一方，ロジック部分を構成
する flip-flopや論理ゲートは，場所によって様々な構成を取るため，効率的にソフトエラー率を
低減することが難しい． 
M. Ebrahimi らが 45 nmで実装した OpenRISC 1200 プロセッサを対象に，SECとインターリー
ブをキャッシュに適用した場合のプロセッサ全体の Soft Error Rate（SER）を評価している[6]．
ここで，プロセッサ全体の SER とは，SRAM，flip-flop，もしくは，論理ゲートでソフトエラー
が発生して，プロセッサで実行されているプログラムの実行結果に影響を与える確率としている．
図 2.2はM. Ebrahimi らが評価したプロセッサ全体の SERに対して，プロセッサを構成するキャ
ッシュ，レジスタファイル，flip-flop，組み合わせ回路の各要素で発生したソフトエラーが寄与
する割合を示している．キャッシュに SECとインターリーブを適用しない場合（No Protection），
SEC だけを適用した場合（SEC（ID=0）），SEC と同一ワード内のビットを 1，2，4 ビットだ
け離したインターリーブを適用した場合（SEC（ID=1, 2, 4））で評価している．SECとインタ
ーリーブをともに適用した場合では，プロセッサ全体の SER に対して flip-flop で発生した SEU
や組み合わせ回路で発生した SET の影響が支配的である．そのため，今後は flip-flop で発生す
る SEUや論理ゲートで発生する SETへの対策が必要であると考えられる． 
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図 2.2 機能別にソフトエラーの影響を受ける比率 [6] 
2.2 高機能化にタスクの実時間実行の必要性 
車載アプリケーションには，人命に関係するため実時間での実行が求められるものが多く存在
する．高信頼な VLSIが必要とされる場面の 1つに自動車制御が挙げられる．自動車のエアバッ
グやエンジン制御などは人命に関わる機能であり，ハイブリッドなどの制御周期は 50us~100us
と言われている[7]（図 2.3）．自動運転を目指して電子化が進んでいる分野でもある．これによ
り電子システムの割合が増加しており[8]，使用用途も多様化している．例えば，衝突回避のた
めのカメラ画像による物体検出にも実時間で処理を遂行することが求められる．さらに遠距離物
体の認識には高解像度画像の画像認識が必要であり，高精度の物体検出には特徴次元数が多い特
徴量を用いるため演算量が膨大となり，実時間で処理を行うには回路規模の増加もしくは動作周
波数を上げる必要があるため，後述の消費電力の問題も顕在化する．そのため，アルゴリズム・
アーキテクチャの面から回路規模や動作周波数の増加を抑制する工夫が必要となる．  
 
図 2.3 自動車におけるリアルタイム制御タスク 
2.3 消費電力の増大と車載プロセッサにおける消費電力制約 
2.2 節で述べたように車載向けプロセッサの高機能化やそれに伴う処理量の増加によって消費
電力は増加する傾向にある．しかし，車載向けプロセッサは厳しい動作環境における事故の発熱
の抑制やバッテリー容量の制約から低消費電力で動作することが求められる．高性能な汎用
CPU の性能の向上は著しく，演算量が大きい画像認識の処理も可能になっている．しかし，そ
の消費電力は数十 W 以上であり，余分な冷却機構が必要であるばかりか，使用温度制約の原因
となってしまう．車載向けの組み込みプロセッサとして使用するには消費電力が数 W 未満で動
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作する必要がある． 
2.4 結言 
本章では，車載向け VLSIプロセッサ課題について述べた．各課題をまとめると以下のように
なる． 
 高信頼化 
プロセスの微細化によって，ソフトエラーや電圧のゆらぎなど一過性のエラーが起きや
すくなっている．そのため，それらのエラーの低減及び低減技術の効率的な適用が必要不
可欠である． 
 高速化 
車載向けプロセッサではアプリケーションの多様化から，より厳しい時間制約の制御を
実時間で処理する必要がある．そのためには処理の低遅延化や効率的な処理を行うアーキ
テクチャの提案が必要となる． 
 低消費電力化 
高性能化を回路規模や動作周波数の増加のみで実現してしまうと，消費電力が大きくな
り，車載での使用が困難となる．そこで，アルゴリズムやアーキテクチャの面から効果的
な処理速度の向上を実現しなければならない 
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第3章  
一括コピー・比較可能な SRAMを用いた低遅延・高
信頼マルチコア・プロセッサ 
3.1 緒言 
本章では，リアルタイム制御向けのプロセッサの高信頼化手法として採用したチェックポイン
ト&リカバリを有するデュアルコアロックステップアーキテクチャについて説明する．そして，
チェックポイント&リカバリの問題点である低遅延を解決する一括コピー・一括比較可能な
SRAM を応用した提案マルチコアプロセッサアーキテクチャについて記述する． 
まず，チェックポイントデュアルコアロックステップ方式（以降ロックステップと表記する）
の動作及び従来のチェックポイントロックステップのためのデュアルコアアーキテクチャにつ
いて示し，次に提案ロックステップアーキテクチャについての概要を記述する．さらに，従来ア
ーキテクチャと提案アーキテクチャの差異及び提案アーキテクチャの優位性について述べ，一過
性の不良が起きた際のサイクルペナルティの評価を行い，厳しい時間制約を持つ制御に対して提
案アーキテクチャが効果的であることを示す． 
3.2 ロックステップとチェックポイント&リカバリを用いた高
信頼化技術 
3.2.1 ロックステップアーキテクチャ 
VLSI の信頼性を向上させる既存技術の 1 つにデュアルコアロックステップ（Dual Core 
Lock-Step）がある．この技術はプロセッサ内の Core を二重化し 2 つの Core で同一の処理を並
列実行した後，結果を比較することにより故障を検知できるというものである．図 3.1にデュア
ルコアロックステップの概観を示す．SRAMに故障ビットがある場合や CPUが意図しない挙動
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をした場合には比較結果が一致しないことになり，異常を検出できる． 
 
 
図 3.1 デュアルコアロックステップアーキテクチャの概略図 
3.2.2 チェックポイント&リカバリ手法 
通常，回復系を持たないロックステップにおいては，冗長プロセッサ間で障害を検出するため
の結果比較のみを行い，結果比較が不一致の場合は，プロセッサにリセットをかけ，初めからプ
ログラムを実行する．そのため，プロセッサ内に一時障害が発生した場合は，持続動作が不可能
であり，処理実行の継続性及びリアルタイム性に影響を及ぼす． 
フォールトトレラントシステムとして障害発生時にも持続動作を可能にするために，障害発生
時に過去の状態を回復する機構が用いられる．代表的な障害復旧手法として，チェックポイント
＆リカバリ手法（以降，チェックポイント手法と呼称する）がある．チェックポイント手法では，
過去のシステムの状態を一定周期ごとにチェックポイントとしてバックアップしておき，システ
ムに障害が発生し，エラーを検出したときに一つ前のチェックポイント時のシステムの状態に復
旧（リカバリ）する．このチェックポイント手法をロックステップ実行における回復系として用
いるものをチェックポイントロックステップと呼ぶ．チェックポイントロックステップでは，通
常のロックステップと同様に，2つのプロセッサを用いて，冗長実行を行い，障害が発生した場
合にはチェックポイント＆リカバリ機構を用いて，予めバックアップした障害発生前の状態にリ
カバリする． 
チェックポイントロックステップにおけるタイミングを図 3.2 に例示する．まず，Exec.(1)に
おいてプログラムを実行し，コア間の比較を行う．そして，比較結果が一致した場合にはその時
点の状態をチェックポイントとしてバックアップし，そのまま次のプログラムブロック Exec.(2)
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へと移りプログラムを実行する．図 3.2 のケースでは，Exec.(2)の実行中に障害が発生し，続く
プロセッサ間の比較では結果が不一致となる．比較機構による比較不一致の結果を受けて，プロ
セッサ内のステップコントローラは前の周期でバックアップしたチェックポイントの状態のリ
カバリを行う．リカバリを行った後は再び Exec.(2)のプログラムを再実行し，各プロセッサの実
行結果の比較を行う．また，ある実行周期における実行結果の比較が不一致となってから，その
実行周期のプログラムを再実行して再び比較が完了するまでを回復時間と呼称する．しかし，こ
のチェックポイントロックステップのでは，永続的なエラーが起こった場合には，比較不一致と
リカバリを繰り返してし，その結果リアルタイム性を維持できなくなる． 
exec.(1)
comp.
[match]
exec.(2)
Fault
store restore exec.(2) comp.
time
Recovering time 
comp. 
[mismatch]
 
図 3.2 チェックポイントロックステップの動作タイミング 
3.3 従来デュアルコアロックステップアーキテクチャ 
 
図 3.3 従来のデュアルコアロックステップアーキテクチャ. 
図 3.3に従来のデュアルコアロックステップアーキテクチャを示す．チェックポイントロック
ステップでは一定周期毎にコア間の比較を行うが，その 2つの連続するチェックポイント間のサ
イクル数はチェックポイント周期と呼ばれる．従来アーキテクチャでは、チェックポイント周期
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内のワーキングレジスタの更新内容とストアキューへの書込み内容を 32-bit CRC コードに符号
化する[6]．そして，チェックポイント周期毎にそれぞれのコアにおいて生成された 32-bit CRC
コードを比較することによって，2 つのコアの比較を行う．チェックポイントを取得する際は，
ワーキングレジスタの内容をバスを介したデータコピーによりシャドウレジスタへバックアッ
プする．ロールバックの際もバスを介してシャドウレジスタからワーキングレジスタへのデータ
のリストアを行う．レジスタ間のデータ転送はバスを介するため，バックアップ・リストアにか
かる時間は，バックアップすべきレジスタの容量依存となる． 
このアーキテクチャにおいて，チェックポイントコントローラにビットエラーが起きた時に挙
動がおかしくなるケースがある．しかし，そのようなケースは，比較直後にビットエラーが起き
て，かつ比較結果が不一致である時だけなので大変確率が低いと言える． 
3.4 提案デュアルコアロックステップアーキテクチャ 
 
図 3.4 提案デュアルコアアーキテクチャ. 
図 3.4に提案デュアルコアロックステップアーキテクチャの全体図を示す．通常のプログラム
実行時には，ワーキングレジスタ，ワークメモリ，ストアキューから命令実行に必要なデータを
読み出す．そして，命令実行後の出力されたデータはワーキングレジスタまたは，ストアキュー
に保存されると同時に一括比較バッファにも書き込まれる．ストアキューは dirty bitを持ち，dirty 
bitが“1”の時にはそのデータが書き換えられている事を示す．ストアキューにデータを書き込
む時には dirty bit を“1”にする．ストアキューにアクセスするアドレスのデータがあり，かつ
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dirty bit が“1”の場合はストアキューからデータを読み出す．もし，所望のアドレスの dirty bit
が“0”の場合はワークメモリからデータを読み出す．そして，コア間の比較が一致の場合は dirty 
bitはそのままである．しかし，比較が不一致の場合は dirty bit の値を全て”0“にリセットし，
データをワークメモリから読み出すような仕組みとなっている．このようにすることによって，
チェックポイント周期の間に起こる故障をワークメモリへ伝播させること無くプロセッサを動
作させることが可能である． 
一括比較バッファは各コアのストアキューの複製とワーキングレジスタの複製を保持し，一定
周期でメモリによる一括比較機能を用いて内容の比較を行う．比較周期はチェックポイント周期
に依存する．比較結果はチェックポイントコントローラに送られる．また，比較はチェックポイ
ント周期毎だけでは無くストアキューにデータを書き込めなくなった時にも行う． 
ストアキューは，チェックポイント周期内のストアデータを蓄積する．ストアキューに新しい
データを入力できなくなると，一定周期を待たずに比較を開始する．該当するチェックポイント
周期が終了し、実行結果の比較結果が一致の場合，チェックポイント周期内で蓄積したデータを
ワークメモリへライトバックする(Dual port 構成)．比較結果が不一致の場合は蓄積したデータを
無効化し，破棄する． 
一括コピーレジスタは、ワーキングレジスタとシャドウレジスタから成る。ワーキングレジス
タとシャドウレジスタは 2 つ SRAM ビットセルがペアとなるような構造をとり、レジスタ間で
瞬時のコピーが可能である。ワーキングレジスタは，レジスタファイル、プログラムカウンタ等
のアーキテクチャ状態レジスタで構成され，通常の CPU のレジスタと同様の動作を行う．シャ
ドウレジスタはワーキングレジスタと同一の種類・ビット数のレジスタ（レジスタファイル，ア
ーキテクチャ状態レジスタ）を持ち，ワーキングレジスタの内容のバックアップを保持する．ワ
ーキングレジスタとシャドウレジスタは双方向の 4サイクルでの一括コピーが可能であり，ワー
キングレジスタからシャドウレジスタへのバックアップとシャドウレジスタからワーキングレ
ジスタへのリストアが可能である． 
チェックポイントコントローラは，故障検出・回復系の制御を担当する．一括比較バッファか
ら送られる比較結果を元にストアキューの制御，一括コピーレジスタの制御を行う．比較結果が
一致(正常)の場合はストアキュー内のデータをワークメモリへライトバックする．比較結果が不
一致の場合(故障検出)の場合はストアキューのエントリを無効化し，シャドウレジスタのデータ
をワーキングレジスタへコピーする． 
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図 3.5ロックステップアーキテクチャにおけるチェックポイントロックステップ実行のタイミング
チャート 
図 3.5 に従来アーキテクチャと提案アーキテクチャのタイミングチャートとストアメモリと
ワークメモリのデータ転送の図を示す． 
まずプロセッサの動作が開始すると実行周期でプログラム（Exec.(1)）を実行しその間のスト
アデータを蓄積する．そしてチェックポイント周期が終わるとプロセッサ間の比較を行う．この
時比較が一致しコミットされたストアキューのデータはバックアップの処理から次の実行周期
（Exec.(2)）が終わるまでワークメモリに転送され，同時にストアデータの蓄積が行われる．こ
れによりサイクルオーバーヘッド.を発生させることなく，ストアキューのデータを転送するこ
とができる． 
また比較が不一致であった場合にはデータの転送が中止されその次の周期ではストアキュー
へのストアデータの蓄積のみが実行される． 
実行時間に関して，チェックポイント周期は同じ所要時間であり，比較についても従来デュア
ルコアロックステップアーキテクチャは CRC コードによる符号化，提案デュアルコアロックス
テップアーキテクチャは一括比較でサイクル数には大差が無い．しかし比較一致時のバックアッ
プ，比較不一致時のリストアで提案デュアルコアロックステップアーキテクチャは一括コピーに
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より大幅にサイクルオーバーヘッドを削減できる．ゆえに同じプログラムでも短時間での実行で
きる． 
3.4.1 一括コピー・比較可能な SRAM 
本項では 3.5節で述べた一括比較，一括コピーを可能とする 7T/14T ディペンダブル SRAM の
構造を示し記述する． 
一括コピー・比較可能な SRAM の構成 
VLSIの信頼性において SRAMは非常に重要であるが，SRAMの高信頼化技術の一つに 7T/14T 
SRAM がある[9]．図 3.6 に 7T/14T ディペンダブル SRAM セルの回路図を示す．7T/14T SRAM
は 2つの 6T SRAM セルの内部ノードを追加トランジスタ（M20，M21）で接続した構造となっ
ている．この構造を利用することによってバスを介さず一括でコピ ・ー比較を行うことができる． 
M00 M01
M02 M03
M04 M05
M10 M11
M12 M13
M14 M15
M20 M21
N00 N01
N10 N11
BL /BL
WL0
WL1
/CL
 
図 3.6 7T/14T メモリセル 
一括比較機能 
図 3.7に一括比較可能なSRAMを示す．図 3.6に示した SRAMセルの電圧供給ラインに pMOS
トランジスタを追加した構成となっている．もし 2 つの SRAM bitcell が異なるデータを保持し
ている場合に CTRL を導通させると VDDEVEN，VDDODD から GND までの電流経路が発生す
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る．その結果 VDDEVEN，VDDODDが電圧降下し，それをアンプによって増幅し電圧降下を検
知する．もし，2つの SRAM bitcellが同じデータを保持している場合は電流パスができないので
電圧降下が起こらない． 
図 3.8 に一括比較可能な SRAM を用いて一括比較を行う一括比較バッファの構造を示した．
異なるメモリブロックの SRAM セルが一組のペアになるようメモリを構成する．比較したビッ
ト同士をペアにする．これにより，対となった SRAM セルの一括比較が可能となり，メモリ容
量に依存しない固定サイクル数での比較が可能となる． 
 
図 3.7 一括比較のための 7T/14T メモリセルの構造 
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図 3.8 7T/14Tセル間比較機能を有する SRAMを用いた一括比較アーキテクチャ 
一括コピー機能 
図 3.9に一括コピー機能を有する SRAM を用いた一括コピーの構造を示す． 
図 3.4 で示した提案デュアルコアロックステップアーキテクチャのワーキングレジスタとシ
ャドウレジスタは図 3.9 のように 2 つ SRAM ビットセルをペア構造とすることで，ワーキング
レジスタからシャドウレジスタへ，またその反対にシャドウレジスタからワーキングレジスタへ
一括コピーをすることが可能である[10]．この提案技術を使用すればワーキングレジスタの容量
に関わらず SRAM のコピーを 4 サイクルで実行することができる．これにより，ワーキングレ
ジスタとシャドウレジスタのデータコピーにかかるサイクル数を大幅に削減することが可能．一
括コピーの手順は，1 サイクル目にコピー先のビットセルのデータを破棄し，2 サイクル目にお
いて，データの書き込み準備を行う，3サイクル目では，コピー元とコピー先両方のビットセル
の内部ノードが導通し，データの書き込みが始まる．そして最後の 4サイクル目においてコピー
が完了する．  
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図 3.9 7T / 14T SRAM構造による同時コピーの概念図 
3.5 評価結果 
3.5.1 サイクルオーバーヘッドの評価 
評価方法 
本項で，提案するデュアルコアロックステップアーキテクチャと従来のデュアルコアロックス
テップアーキテクチャにおけるチェックポイントロックステップ動作のサイクルオーバーヘッ
ド，可用性を評価するにあたり，その評価方法について記す． 
サイクルオーバーヘッド（Overhead）についてはプロセッサの出力結果の比較にかかるサイク
ル数（Ncomp），比較が不一致であるときのリカバリまたは比較が一致した際に行うバックアッ
プに必要なサイクル数（Ncopy）から次の式によって求められる．  
 
(3-1) 
もう一つの評価指標である可用性（Availability）とはシステムが継続して稼働できる能力のこ
とである．可用性はシステムの信頼性を示すことに適した指標の一つであり可用性が高ければ障
害が発生しにくくシステムの信頼性が高いことを指す．可用性は次の式から求めることができる． 
 
(3-2) 
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上式のMean Time Between Failure（MTBF）は平均故障時間を表し，Mean Time To Repair（MTTR）
は平均回復時間を示す．平均故障時間は 1回の故障あたりのシステムの稼働時間であり，これは
システム全体の障害発生率と関係する．平均回復時間は 1回の故障あたりのシステムの回復時間
から求められる．回復時間はある実行周期において実行結果の比較が不一致となってから，その
実行周期のプログラムを再実行して再び比較が完了するまでの時間となるのでロールバックの
サイクル数，比較のサイクル数に依存し次式より求められる．Nch はチェックポイント周期を表
す． 
 
(3-3) 
サイクルオーバーヘッド 
 
図 3.10 サイクルオーバーヘッド評価 
サイクルオーバーヘッドを比較したグラフを図 3.10 に示す． 
ここでは，評価するにあたりチェックポイント周期は 5000cycle，レジスタの本数を 360 本と
した．レジスタ本数は汎用プロセッサより大きい値であるが，速い割り込み応答を行うためにレ
ジスタバンクを持つプロセッサを想定している[11]．従来の比較機構では CRC コードの生成を
毎サイクル行っているため，比較時 2サイクルでの比較が行うことが出来る．しかしながら，毎
サイクルの CRC コードの生成により消費電力が大きくなってしまう．提案ロックステップアー
キテクチャではバックアップ・リカバリが一括比較機能により 4サイクルの固定サイクル数で処
理できるが，従来ロックステップアーキテクチャでは，レジスタの本数分のサイクル数が必要と
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なる．ゆえに表 4.1の通りレジスタ数が 360なので従来ロックステップアーキテクチャではバッ
クアップ・リストアに 360 サイクル必要となる．  
以上のことから提案ロックステップアーキテクチャでは従来ロックステップアーキテクチャ
より 97.8%のサイクルオーバーヘッド を削減できる事がわかる． 
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3.5.2 サイクルペナルティ評価 
ここでは，提案アーキテクチャと従来アーキテクチャのサイクルペナルティの評価を行った．
サイクルペナルティはチェックポイント手法によるプログラムの実行サイクルの増加率を表す．
例えば，チェックポイント手法を使用しなかった場合のタスクの実行サイクル数を Ntask，チェ
ックポイント手法による生じるコピー・比較の総サイクルオーバーヘッドを NO.H.とすると，サ
イクルペナルティ Npenaltyは次の式のように表せる． 
 
(3-4) 
チェックポイント周期に対するサイクルペナルティを計算によって求めた．図 3.11 (a)は一回
のタスク実行中に一回も故障が起きずリカバリしなかった場合のチェックポイント周期に対す
るサイクルペナルティの評価を示す．表 3.1に評価に使用したパラメータと値を示す．タスクの
実行時間を 500us，プロセッサの動作周波数を 62.5MHz（1 サイクル 16ns）としたため，Ntaskは
31250サイクルとなる．図 3.11 (a)が示すようにチェックポイント周期が短いほど，コア間のコ
ピー・比較が頻繁に行われるのでペナルティは増加し，提案と従来の差も大きくなる．しかし，
チェックポイント周期が長くなると，共にサイクルペナルティが低下し，差が小さくなる． 
次にタスク実行中に 1回比較の不一致が起こり，リカバリが起きた時のペナルティの評価結果
を図 3.11 (b)に示す．図 3.11 (a)と異なりサイクルペナルティはあるチェックポイント周期で最小
値を持ち，その値から増加するとペナルティも増加している．これは，チェックポイント周期が
増加するに従って，リカバリに必要なサイクル数も増加するからである．提案アーキテクチャと
従来アーキテクチャはそれぞれ 500 サイクル，3363 サイクルで最小値 3.28%，22.69%を取る．
これにより，比較不一致が起こった場合には最小サイクルペナルティよりサイクルペナルティを
減少することができないので，リアルタイム性に影響を与える可能性がある． 
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表 3.1 評価パラメータ 
 
 
(a) 
 
(b) 
図 3.11 チェックポイント周期に対するサイクルペナルティ (a) エラーフリー (b) エラーが一度起
こった場合 
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また，図 3.12 はタスク実行中にビットエラーが起き，比較不一致となった結果リカバリする
動作の概念図を示している．図 3.12では Exec. (2)と Exec. (i)で故障（比較不一致）が起き，再
実行を行っている．そこで図 3.13 はタスク実行中の不一致の回数に対する最小サイクルペナル
ティを示す．従来アーキテクチャでは不一致の増加と共に急速に最小サイクルペナルティも増加
する．しかし，提案アーキテクチャでは，不一致・リカバリが複数回起こっても最小サイクルペ
ナルティを低く保つことが可能である．さらに表 3.2は最小サイクルペナルティとその時の最適
なチェックポイント周期を示す．最小サイクルペナルティ Min(Npenalty)は式(4-5)によって求めら
れる．N，Ncpはそれぞれ比較不一致の回数，1 回のコピー・比較に必要なサイクル数を示す．右
辺の第一項は不一致の回数に関係無く発生するサイクルペナルティである．そして，第 2項は比
較が不一致となる回数に依存して増加する再実行分のサイクルペナルティとなる．表 3.2に示さ
れるように，従来アーキテクチャでは最適なチェックポイント周期の変動が大きく，提案アーキ
テクチャでは小さい．例えば，提案アーキテクチャのチェックポイント周期を 500とし，8回不
一致が起きた場合は 14.6%のサイクルペナルティとなる．そして，従来アーキテクチャのチェッ
クポイント周期を 3363 として，8 回不一致が起きた場合のサイクルペナルティは 106%となる．
ゆえに，故障が起きやすい厳しい動作環境では従来アーキテクチャではリアルタイム処理が困難
になり得る． 
 
(3-5) 
 
図 3.12 比較不一致の場合の処理 
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図 3.13比較不一致回数に対するサイクルペナルティの最小値 
表 3.2サイクルペナルティを最小にする最適なチェックポイント周期 
 
 
3.5.3 タスク成功率評価 
ある確率で故障が起きる環境下でリアルタイムでの実行を要するタスクがデッドライン内に
実行できることをマルコフ連鎖モデルにより評価し．提案アーキテクチャは故障が起きやすい環
境下でもリアルタイム性を維持できることを示す． 
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マルコフ連鎖を用いたタスク成功確率シミュレーション 
マルコフ連鎖とは，確立過程の一種であるマルコフ過程のうち，取りうる状態が離散的なもの
である．また，マルコフ連鎖では，未来の状態の確率分布が，現在の状態にのみ依存し，過去の
いかなる状態にも依存しない．マルコフ連鎖は状態遷移に遷移確率を割り当てることでマルコフ
連鎖を作ることができる[12]． 
ポアソン分布 
ポアソン分布は一定時間の中で，ある事象の起こる回数の確率分布を示す．例えば，t時間以
内にエラーが k回起きる確率 P(t,k)は故障率λを用いて次のように表すことが出来る． 
 
(3-6) 
λは単位時間あたりの故障回数の期待値を示す． 
マルコフ連鎖モデル 
図 3.14 にチェックポイントロックステップアーキテクチャの状態遷移図を示す．ここで，p
はタスクブロック内で片方のコアに故障が起きない確率である．qはタスクブロック内に片方の
コアに一回以上の故障が起きる確率．i，i+1 はタスクブロックの番号を示し，タスクのスタート
と同時に 0から始まり，比較時に両コアの状態が一致すれば次のタスクブロックへ進み，不一致
であればもう一度同じタスクブロックを実行する．また，タスクの実行時間を E，チェックポイ
ント周期（時間）を tchとすると，タスクブロック番号 i=0,1,…,E/tchとなる．図 3.14 は p2 の確
率で次のタスクブロックへ進み，2pq+q2 の確率で 2 コアの内の少なくともどちらか一方のコア
に不良が起き再度同じタスクブロックを実行することを示す．状態遷移図中の単位時間の故障回
数の期待値をλとすると，式(3-6)より p,qは次のように示される． 
chtep
 , pq 1  
(3-7) 
 
図 3.14チェックポイント＆リカバリ手法を用いたロックステップアーキテクチャのマルコフモデル 
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遷移確率の算出方法 
本評価に必要なパラメータを示す．チェックポイント周期を tch，チェックポイント&リカバリ
を行っていない場合のタスクの実行時間を Eとする．また，1チェックポイントあたりのサイク
ルオーバーヘッドを tcpとすると，チェックポイントを含めた 1タスクブロックの実行時間 は tcp
を用いて，次のように表される． 
 cpch tt   
(3-8) 
また，最大チェックポイント通過可能数 Lnはタスク実行時間のデッドライン Dとタスクブロ
ックの実行時間 から次のように表される． 








D
Ln  
(3-9) 
よって，タスク成功確率を求めるには，Ln 回以内の遷移回数で n 番目のタスクブロックのい
ずれかの状態まで遷移する確率を求めれば良い．図 3.15はパラメータの概念図を示している． 
 
図 3.15 マルコフ連鎖モデルシミュレーションにおけるパラメータ 
ここで，次のように遷移確率行列を定義する． は同一のタスクブロックからの遷移確率， は
1 つ前のタスクブロックからの遷移確率を表す． 
22 qpqc M  
(3-10) 
2pp M  (3-11) 
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また， 回の遷移でタスクブロック に到達する確率を とすると，0 回の遷移で到達可能な状
態はタスクブロック 0のみである．よって，初期値が次のように決まる． 
1)0(0 p  (3-12) 
　　　　 nipi ,,1,0)0(   (3-13) 
k 回の遷移で 番目のタスクブロックの各状態に到達する確率 は次のように再帰的に求める
ことができる．( 1,,0  ni  ) 
 )1()( 00  kpkp cM  (3-14) 
)1()1()( 011  kpkpkp pc MM  (3-15) 
   
)1()1()( 1   kpkpkp ipici MM  (3-16) 
したがって， k 回以内の遷移で n番目のタスクブロックの各状態に到達する確率 )(kzn は次の
ように再帰的に求めることができる． 
)1()1()( 1   kpkzkz npMnn  (3-17) 
よって， )(kzn が k 回以内の遷移でタスクの実行を完了する確率となる．また，タスク成功確
率とは最大チェックポイント通過可能数 nL 回以内の遷移回数で n番目のタスクブロックのいず
れかの状態まで遷移する確率であった．以上より， )( nLzn がタスク成功確率となる．  
シミュレーション結果について記述する．評価条件について，表 3.3 に示す． 
表 3.3シミュレーションパラメータ 
 
評価結果を図 3.16 に示す．故障率（Fault rate）λの定義域を [0,1] とし,0.01毎にシミュレー
ションを行った．  
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図 3.16 故障率に対するタスクの成功率 
図 3.15 から故障率が 0.5 になるあたりから，従来アーキテクチャのタスク成功確率が急激に
減少していることが分かる．そして，故障率が 1.0 の時には提案アーキテクチャと比較してタス
クの成功確率が 1%以上低下している． 
3.6 結言 
本研究では一括コピー・比較可能な SRAM を応用したデュアルコアロックステップアーキテ
クチャを提案し，従来デュアルコアロックステップアーキテクチャとの比較よりサイクルオーバ
ーヘッドの削減，可用性，およびサイクルペナルティの評価を行った． 
SRAM のペア構造を用いた一括比較，一括コピーにより従来アーキテクチャと比べチェック
ポイント&リカバリ手法によるサイクルオーバーヘッド.を 97.8%削減した．また，タスク実行中
に比較の不一致が複数回起こったとしても提案アーキテクチャでは遅延を低く動作させること
ができる．これは，永続的な故障が起きた時，検知して動作を切り替える余裕が増えることにも
つながるためリアルタイムシステムに適したアーキテクチャだと言える．またマルコフ連鎖を用
いたタスクの成功確率シミュレーションより，提案アーキテクチャが高故障率の場合でも実時間
性を維持することを示した． 
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第4章  
ソフトエラーの高精度な伝播解析技術 
4.1 緒言 
第 2章で述べたようにソフトエラーがシステム全体に及ぼす影響の評価は 3ステップ
で実施される．1ステップ目のソフトエラーの発生確率の解析では物理モデルを用いた
シミュレータ，3 ステップ目のシステムレベルに対するソフトエラーの影響評価は
FPGA や高性能なエミュレータを用いた故障注入シミュレーションといった高精度な
解析手法が提案されている．そこで本研究では，ソフトエラーの伝播において高精度な
解析手法に関する提案を行う． 
順序回路中におけるソフトエラーの伝播確率の算出には Temporal masking と Logical 
maskingを考慮する必要がある．また，Logical maskingは入力ベクトルに依存するため
故障注入による網羅的な評価は膨大な時間を要する．そこで，回路中の信号線の論理値
が”H”である確率を示す信号確率を用いた解析的手法が提案されている．しかし，従来
の解析的手法ではTemporal maskingとLogical maskingを個別に考慮して解析した後に組
み合わせて評価しており，それぞれの maskingが相互に及ぼす影響を正しく考慮できて
いなかった． 
本章では，Temporal maskingと Logical maskingが相互に及ぼす影響を考慮して評価す
るために flip-flop 間の遅延を分割し Logical masking評価の計算に用いている． 
またさらなる解析精度向上のため，ソフトエラーが発生した flip-flopがイネーブル信
号によって新しいデータを取り込むかどうかの影響も評価した．提案手法は 1.7%の評
価時間オーバーヘッドで解析精度の向上を実現した． 
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4.2 ソフトエラー伝播解析の概要 
VLSIプロセッサ中の flip-flop に SEUが発生しても，必ずしもプロセッサの出力やプ
ログラムの実行結果に影響を与えるとは限らない．ソフトエラーの伝播がマスキングさ
れる原因としてはソフトエラーが時間的にマスキングされる Temporal masking と論理
ゲートの入力と論理関数によりマスキングされる logical maskingの 2つがある．本節で
は，これらの 2つのマスキングについて記述する． 
4.2.1 Temporal masking 
Temporal masking とは， flop-flop のクロックエッジから一定時間以降に発生した
SEU は次のクロックエッジまでに次段 flip-flop まで到達できずにエラーが消滅する現
象である[13]．任意の flip-flop FFaで発生した SEUが Temporal maskingにより後段
の flip-flop FFbまで伝播できずに消滅したときのタイミングチャートを図 4.1に示す．
図 4.1の例では FFaで発生した SEUが次のクロックエッジ t1までに FFbにエラーが伝
播しなかった．そのため，FFbは次のクロックエッジ t1では SEUがマスキングされた
正常なデータ入力 Dbをラッチする．また，FFaもクロックエッジ t1で新たなデータ入
力 Daをラッチし，Qaは正常な値に戻る．次のクロックサイクル内で正常なデータ Qa
がDbまで伝播するため，Dbは次のクロックエッジ t2に正常な値をラッチする．よって，
クロックエッジ t2 には回路中から全てのエラーが消滅する．このように，SEU が
Temporal masking によってマスキングされるかどうかは SEU の発生タイミングと
flip-flop間の伝播遅延に依存する． 
FFa Comb.
Logic
・・・ ・・・FFb
Da Qa Db Qb
CLK CLK
Qa
Db
Qb
Da
CLK
Latches Error-free Da
Error Qa has not 
propagated
Latches Error-free Db
Error Disappears
SEU Occurs
Latches Error-free Db
t0 t1 t2  
図 4.1 Temporal masking のタイミングチャート 
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4.2.2 Logical masking 
Logical masking とはエラーが論理ゲートを通る際にその論理関数と入力値により
エラーが消滅する現象である．例えば，2入力 ORゲートの一方の入力が論理“1”の場合，
他方の入力の論理値に依らず 2 入力 OR ゲートの出力は論理“1”となる．よって，他方
の入力にエラーが伝播していたとしても出力にエラーは伝播せず，エラーは消滅する
（図 4.2）． 
Logical maskingは回路の入力ベクトルや VLSIプロセッサの回路構成に強く依存す
る． 
 
“1”
“1”
“1”
FFa
・・・
Da
CLK
・・・FFb
Qb
CLK“1”
“1”
“0”“1”
“0”“1”
Error is Masked  
図 4.2 Logical masking の例 
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4.3 VLSIプロセッサのソフトエラー率評価 
前節で述べたようにソフトエラーは flip-flop 間を伝播する間にマスキングの影響で
消滅する可能性がある．また，後段の flip-flopにマスキングされずに伝播したとしても，
エラーがシステムレベルでの動作に影響を与えるとは限らない． 
設計段階において VLSIプロセッサの設計者は検証したいことは，ハードウェアとソ
フトウェアを統合したシステムとしてのソフトエラーに対する耐性である．ゆえに，ソ
フトエラーの VLSI プロセッサに対する影響を評価するためには，flip-flop で SEU が
発生し，その後 SEUが回路中を伝播し，伝播したエラーがシステムレベルで影響を与
える確率という，デバイスレベルからシステムレベルへ垂直統合的に評価する必要があ
る．本論文ではこの確率を VLSIプロセッサの Soft Error Rate（SER）と表す．一般
的に SERの単位には Failure In Time（FIT）が使われる．FITは 109時間当たりに発
生するエラーの回数を示す． 
Flip-flopで発生する SEUへの VLSIプロセッサのソフトエラー率は，次の 3段階で
評価される[6]． 
1. Flip-flopで SEUが発生する確率 SER FITFF [FIT]の解析 
2. Flip-flopで発生したSEUが後段の flip-flopにマスキングの影響を受けずに
ラッチされる確率MF（Masking Factor）の解析 
3. 後段の flip-flop に取り込まれたエラーがシステムレベルでプログラムの実
行結果やプログラムの動作に影響を与える確率 FP（Failure Probability）
の解析 
上記のそれぞれの解析で求められる 3つの確率をかけ合わせると，ある flip-flopに対
するプロセッサの SERを算出することができる．プロセッサ内の全ての flip-flopに対
して求めた SER の和が flip-flop で発生する SEU に対するプロセッサの SER となる
[14]． 
Flip-flopのSER FITFFは iRoC TFIT[15]やSynopsys TCAD[16]などの商用ツールを
用いることで評価可能である．TFITでは 3D TCAD シミュレーションにより放射線の
衝突からトランジスタに発生する雑音電流を求め，求めた雑音電流を flip-flopのSPICE
シミュレーションに付加することで flip-flop単体の SER FITFF を評価する．また，後
段の flip-flop に取り込まれたエラーがシステムレベルでプログラムの実行結果やプロ
グラムの動作に影響を与える確率 FPは，Register Transfer Levelのシミュレーション
中，もしくは，評価対象回路をマッピングした FPGA によるエミュレーション中に
flip-flop に SEU を注入して評価する手法[17–25]で求めることができる．SEU 注入に
よる手法はプロセッサとソフトウェアの協調評価が可能であるため，システムレベルで
のプロセッサの SER を評価することができる．本論文では，Temporal masking と
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Logical maskingの影響を受ける，flip-flopで発生した SEUが後段 flip-flopにマスキ
ングされずにラッチされる確率MF（以降，エラー伝搬確率）を評価する手法について
記述する．エラーのマスキングは回路の伝播遅延と論理ゲートの両面に依存するため，
評価が難しい部分である．このような 3 段階での VLSIプロセッサの SER の評価手法
の概要を図 4.3にまとめる． 
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図 4.3 VLSIプロセッサに対する 3ステップでの SER評価 
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4.3.1 従来の Temporal masking評価手法 
4.2.1 節で述べたように，SEU が Temporal masking によって消滅するかどうかは
flip-flop間の伝播遅延と SEU発生タイミングに依存する．SEUがどのタイミングで発
生するかは 1クロックサイクル内で一様だと仮定できるため，flip-flop間の伝播遅延を
Static Timing Analysis（STA）により求め，SEUが temporal maskingされる確率を
評価する[13, 26]． 
SEUが後段の flip-flop FFbまで temporal maskingの影響を受けずに伝播する確率
TMF（Temporal Masking Factor）の計算方法を図 4.4 を用いて示す．FFaの遅延と
FFa-FFb間の組み合わせ回路の伝播遅延の和を tprop，クロック周期を Tcycle，FFbのホー
ルドタイムとセットアップタイムをそれぞれ thold，tsetupとする．クロックサイクル内で
一定時間以降に発生した SEUは temporal maskingの影響により時間的にマスキング
される．SEU 発生タイミングは 1 クロックサイクル内で一様と仮定すると，クロック
周期 Tcycle に対する Terror の割合が TMF となる．ここで Terror は SEU が発生し次段
flip-flopまでエラーの伝播が間に合う時間領域を示す． 
Terrorは 2 つの領域に分けられる．クロックエッジから FFa-FFb間のセットアップ制
約に対するスラックに相当する時間 Tcycle−tsetup−tprop（図 4.4 の赤斜線の領域）では，
SEUが発生するとクロックサイクル内に FFbまで伝播できるため，temporal masking
の影響を受けずに FFbまでエラーが伝播する．ここからさらに FFbのラッチウィンド
ウの大きさ tsetup+tholdに相当する時間は，エラーの一部が FFbのラッチウィンドウに重
なるため，FFbのデータが反転する可能性がある．データが反転するかどうかは，ラッ
チウィンドウに対するエラーの重なりに応じて確率的に決まるため，tsetup+thold に定数
α（0 < α < 1）をかけた時間（図 4.4の青斜線の領域）を Terrorに加える．定数 αは FFb
の SPICEシミュレーションにより求めることができる．また，エラーが取り込まれる
確率はラッチウィンドウとエラーの重なりに対して線形に変化すると仮定し α=0.5 と
する手法もある[26]． 
このように，SEUが発生すると FFbにエラーの伝搬が間に合う時間領域 Terrorが求め
られ，Tcycleに対する Terrorの割合が temporal maskingされずにエラーが伝搬する確率
TMFなので，式(4-1)のような計算式になる． 
cycle
holdsetuppropsetupcycle
T
ttttT
TMF
)()( 


 
(4-1) 
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図 4.4 TMF計算におけるのパラメータ 
4.3.2 Logical masking評価手法 
Logical maskingは回路の入力ベクトルに強く依存する．順序回路の場合，回路内部
の状態は現在の入力ベクトルだけではなく，過去の入力ベクトルにも依存するため，回
路動作中の入力ベクトル列に依存して logical maskingが発生する．網羅的な入力ベク
トルを与えた不良注入シミュレーションによる logical maskingの評価では，入力ベク
トル列の組み合わせに対して，不良注入箇所と不良発生タイミングの組み合わせを考え
る必要がある．そのため，比較的小規模な回路であっても，テストケース数が莫大にな
ってしまう．網羅的な入力ベクトル列を用いずに，その一部からランダムに入力ベクト
ルを与えたモンテカルロシミュレーションにより評価した場合でも，入力ベクトルの与
え方によっては回路の状態遷移の中で一部の状態ばかりシミュレーションしてしまう
可能性があり，回路の動作を一様に検証できるかどうかを保証することができない． 
同様の議論が VLSI チップのパワーインテグリティ検証の分野でも研究されている．
回路のスイッチング動作により発生する電源ノイズを検証する際に，回路の入力ベクト
ルに依存する回路のスイッチング動作をどのように評価するかという議論である．1つ
の有効な手法として，網羅的な入力ベクトルによらず，確率的に回路内部のスイッチン
グ動作を推定する「vectorless approach」が用いられている[27, 28]． 
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この確率的に回路内部の状態を推定する手法が logical maskingの評価にも適用され
ている[29–34]．本論文では，解析の正確性や評価時間の速さから L. Chenらの手法[29]
を用いる． 
L. Chen らの手法では，logical maskingによるソフトエラーの伝搬を組み合わせ回路で
モデル化し，評価対象回路に組み込む．その回路について，信号確率を用いて確率的に
回路内部の信号の論理値を推定する．信号確率とは回路中の信号 x が論理”1”を取る確
率 p(x)を表す．推定した信号確率により，logical maskingによるソフトエラー伝搬確率
LMF（Logical Masking Factor）を評価する． 
信号の論理値を確率的に推定する信号確率評価手法 
信号確率は S. Ercolani らの手法[35]により求める．2 入力 AND ゲート（2 入力 A，
B，出力 Y）の信号確率を例に評価手法について説明する．2 入力 AND ゲートの出力
が論理“1”になるのは 2入力 A，Bがともに論理“1”であるときなので，出力 Yの信号確
率 p(Y)は式(4-2)のように表せる． 
),()( BApYp   
(4-2) 
ここで，p(A, B)は Aが論理“1”かつ Bが論理“1”となる同時確率を表す．Aと Bが互
いに独立であれば p(A, B) = p(A)p(B)となるが，2入力 A, Bは一般に独立とは限らない．
図 4.5のように，回路中には同一の信号が分岐し，組み合わせ回路を経て再び合流する
パス（以下，再合流パス）が存在するためである．2入力 A，Bが再合流パス上の信号
の場合，元は同一の信号であるため 2入力 A，Bは独立ではない．そこで，式(4-3)のよ
うな信号相関 Ci, jを定義し，同時確率を計算する． 
jiCjpipjip ,)()(),(   
)(
)|(
)(
)|(
)()(
),(
,,
jp
ijp
ip
jip
jpip
jip
CC ijji   
(4-3) 
ここで，p(i | j)は j が論理“1”のときに i も論理“1”となる条件付き確率を表す．Ci, j
を用いると 2入力 ANDゲートの出力の信号確率は式(4-4)のように計算される． 
BACBpApBApYp ,)()(),()(   
(4-4) 
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図 4.5 再合流パスの例 
従って，2入力 AND ゲートについて，ゲート出力の信号確率はゲート入力の信号確
率と信号相関から計算できる．また，ゲート出力 Y と任意の信号 X との間の信号相関
CY, X（図 4.6）もゲート入力の信号確率と信号相関から以下のように計算することがで
きる． 
式(4-4)より， 
BACXBpXApXYp ,)|()|()|(   
(4-5) 
式(4-3)を変形すると， 
jiCipjip ,)()|(   
(4-6) 
式(4-5)は式(4-4)と式(4-6)より， 
BAXBXAXY CCBpCApCYp ,,,, )()()(   
XBXA
BAXBXA
XY CC
Yp
CCBpCAp
C ,,
,,,
,
)(
)()(
  
(4-7) 
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図 4.6 2入力 ANDゲートに対する信号相関と信号確率 
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このように，ゲート出力の信号確率とゲート出力と任意の信号との間の信号相関はゲ
ート入力の信号確率と信号相関から求めることができる．これは，その他の論理ゲート
についても同様に計算できる．表 4.1 にインバーター，2 入力 AND，OR，EXOR ゲ
ートについて，ゲート出力の信号相関とゲート出力と任意の信号 X との間の信号相関
の計算式をまとめる．また，fan-out ノードについても信号相関を考慮しなければなら
ないので，fan-outノードの計算式についても表 4.1 に追記する． 
従って，回路入力の信号確率と信号相関を与えれば，回路出力まで回路全体
に渡って順に信号確率を計算することができる（図 4.7）．ここで，3入力以上
の論理ゲートや複合論理ゲートについては，論理的に 2 入力ゲートに分割可能
であるので，複数の 2入力ゲートの組み合わせとして計算する． 
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表 4.1 論理ゲート出力の信号相関と信号確率の算出方法 
Gate Type Signal Probability 
Inverter 
Y = ! A 
)(1)( ApYp 
 
)(1
)(1 ,
,
Ap
CAp
C
XA
XY



 
AND 
Y = AB 
BACBpApYp ,)()()(   
XBXAXY CCC ,,,   
OR 
Y = A+B 
BACBpApBpApYp ,)()()()()(   
BA
BAXBXAXBXA
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)()()()(
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図 4.7論理回路内の信号確率の算出 
Logical maskingによるソフトエラー伝搬のモデル化 
L. Chen らの手法[29]では，logical masking によるソフトエラー伝搬のモデルを 2
入力論理ゲートによる組み合わせ回路として構成し，評価対象回路に組み込むことで，
logical maskingによるソフトエラーの伝搬を評価している．ここで，信号 xがエラー
により反転しているとき xf = 1，エラーの影響を受けていないとき xf = 0となるような
エラー伝搬信号 xfを考える．エラー伝搬信号 xfが論理“1”となる確率が信号 xがエラー
により反転する確率なので信号確率 p(xf)を求めることで各信号でのエラー伝搬確率を
評価することができる． 
前節と同様に，2 入力 AND ゲートを例として logical masking によるソフトエラー
伝搬モデルを説明する．2 入力 AND ゲート（Y=AB）に対する入力の論理値の組み合
わせは(A, B)=(0, 0), (0, 1) , (1, 0) , (1, 1)の 4通りである．(A, B)=(0, 1)の場合，入力 A
がエラーによって論理“0”から論理“1”に反転し，入力 Bはエラーの影響を受けない場合
のみ，出力 Yにエラーが伝搬し，出力 Yは論理“0”から論理“1”に反転する．他の入力の
ときも同様に考えると，ANDゲートの出力 Yがエラーの影響を受けているかどうかを
示すエラー伝搬信号 Yfは式(8)のような論理式で表すことができる． 
)( fffffffff BAABBABABBAABABAY   
(8) 
従って，AND ゲートのゲート入力からゲート出力への logical masking によるエラ
ー伝搬は図 4.8 のような組み合わせ回路によってモデル化できる．これを super-AND
ゲートとする． 
このような logical maskingによるエラー伝搬をモデル化した superゲートを他の論
理ゲートについても同様に構成できる．表 4.2 にインバータ，2入力 AND，OR，EXOR
ゲートについてのゲート入力からゲート出力への logical maskingによるエラー伝搬モ
デル super-INV，super-OR，super-EXOR ゲートの論理式をまとめる．3 入力以上の
論理ゲートや複合論理ゲートについては，論理的に 2入力論理ゲートに分割可能である
ため，2入力論理ゲートに分割して考える． 
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図 4.8 ANDゲートのエラー伝播モデル（super ANDゲート） 
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表 4.2 インバーター，AND，OR,そして EXORゲートに対するエラー伝播の数式モデル 
Gate Type Error Propagation Model (super-gate) 
Inverter 
Y = ! A 
ff AY   
AND 
Y = AB 
)( fffffffff BAABBABABBAABABAY   
OR 
Y = A+B 
)( fffffffff BABABABABABABABAY   
EXOR 
BAY   
fffff BABAY   
 
従って，SEU 発生箇所の flip-flopから次段 flip-flop までのパス上にある全ての論理
ゲートについて，対応する superゲートを評価対象回路に接続すれば，logical masking
によるエラー伝搬モデルが組み込まれた回路となる．この回路では，エラー伝搬信号を
通常の信号と区別なく扱えるため，エラー伝搬を通常の回路動作として再現することが
できる．通常の回路であれば，この回路内の全ての信号の信号確率を 0節の手法で求め
ることができる．エラー発生箇所の flip-flopの出力 Qに対応するエラー伝搬信号 Qfの
信号確率 p(Qf)に初期値 1.0を与え，SEU発生箇所の flip-flopから次段 flip-flopまでの
パス（以降，エラー伝搬パス）上の信号確率を求めれば，エラー伝搬パスの任意の信号
xfについての信号確率 p(xf)が logical maskingによる信号 xまでのエラー伝搬確率とな
る．以降，信号 xまでの logical maskingによるエラー伝搬確率を LMF(x)と表す． 
これで，SEU発生箇所の flip-flopに対して次段 flip-flopのデータ入力 Dの LMF(D)
が求められるが，次段 flip-flopに set信号，reset信号，enable信号がついている場合，
データ入力 D までエラーが伝搬しても必ずしもエラーが取り込まれるとは限らない．
set/reset信号が論理“1”のとき，flip-flopのデータがセット/リセットされ，enable信号
が論理“1”の間だけデータを取り込む場合，set/reset 信号がともに論理“0”かつ enable
信号が論理“1”であるときのみエラーが取り込まれる．そのため，データ入力 D に対応
するエラー伝搬信号 Dfの信号確率と set/reset/enable 信号の信号確率でこの論理にし
たがって表 4.1 の計算式で計算した確率が次段 flip-flop までエラーが伝搬して取り込
まれる確率，エラー伝搬確率となる． 
このようにして，SEU発生箇所の flip-flopから次段 flip-flopまでの logical masking
によるエラー伝搬確率が評価できる．しかし，回路に super-AND ゲートや super-OR
ゲートを追加すると，1 つの AND ゲートに対して 19 個の論理ゲートが追加されるた
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め回路規模が大きくなり，信号確率の計算時間が増加する．ここで，エラー伝搬パスを
考えると，エラー伝搬パス上で，入力の両方にエラーが伝搬する可能性がある論理ゲー
トは再合流パスが合流する部分（以下，再合流点）のゲートだけである（図 4.9）．エ
ラー伝搬パス上の他の論理ゲートは，どちらか一方の入力にしかエラーは伝搬しない．
高々1 入力にしかエラーが伝搬しない場合，表 4.2 の論理式は簡略化することができ
る．2 入力 A，B において，入力 A にしかエラーが伝搬しないとき，Bfは常に論理“0”
となるので，表 4.2 のうち，ANDゲート，ORゲート，EXORゲートに対する super
ゲートの論理式は表 4.3 のように簡略化できる．これを semi-superゲートとする．エ
ラー伝搬パス上の論理ゲートにエラー伝搬モデルを追加するときには，エラー伝搬パス
上の再合流点のゲートであれば superゲートで置き換え，それ以外のエラー伝搬パス上
のゲートは semi-super ゲートに置き換えることで追加ゲート数を抑えることができる． 
 
・・・FFbFFa
・・・
Error Propagation Path
Error-Free Path
・・・
・・・
・・・
・・・
・・・
 
図 4.9 エラー伝播パスへの super gateの挿入 
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表 4.3 インバーター，AND，OR,そして EXORゲートに対するエラー伝播の数式モデル（入
力の一方のみにエラー伝播時） 
Gate Type Error Propagation Model (semi-super-gate) 
AND 
Y = AB 
ffff BAABABAAY   
OR 
Y = A+B 
ffff ABABAABAY   
EXOR 
BAY   
ff AY   
 
4.3.3 従来のマスキング評価手法の問題点 
本節では，論理と時間の両方に依存するため，従来の temporal masking と logical 
maskingの個別評価では考慮できない事項について記述する． 
Flip-flopの enable状態に依存する temporal masking無効化 
一般に回路中の flip-flop は全てのクロックエッジでデータ入力を取り込むとは限ら
ない．Flip-flopに enable信号がついておりデータ取り込みを制御できるなどの構成を
とることで，数サイクルに 1回だけしかデータを取り込まないような flip-flopも回路中
に含まれる．このような flip-flopで SEUが発生した場合，temporal maskingが無効
化される場合がある． 
図 4.10に示すような，SEU発生箇所の flip-flop FFaが enable信号によりデータ取
り込みを制御される場合の次段 flip-flop FFbまでのエラー伝搬を考える．FFaは enable
信号が論理“1”の間だけクロックエッジでデータ入力 Daを取り込む．図 4.10 の赤斜線
の領域は従来の temporal masking評価手法で求められるエラー伝搬領域Terrorである．
クロックサイクル内で Terror以降に発生した SEUは FFaが次のクロックエッジでDaを
取り込めば temporal masking される．しかし，SEU が発生した次のクロックエッジ
で FFaの enable 信号が論理“0”であれば，FFaは Daを取り込まないので，エラーが残
存し，temporal maskingが無効化される． 
この SEU が発生した flip-flop の enable 状態に依存する temporal masking 無効化
の影響は，flip-flop 間の伝搬遅延だけでなく，回路の論理的な動作にも依存するので，
従来の伝搬遅延だけに着目した temporal maskingの評価手法では考慮することができ
ない． 
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図 4.10 SEU発生 flip-flopのイネーブル信号による Temporal masking の無効化 
再合流パスにおけるエラー合流タイミング 
一般に，再合流パスでは分岐点から再合流点までの伝搬遅延がパス毎に異なる．その
ため，再合流点にエラーが到達するタイミングがパス毎に異なる．図 4.11 のように，
分岐したエラーが再合流点の AND ゲートの入力 n0，n1として合流する場合を考える．
組み合わせ回路 CL0の伝搬遅延の方が，組み合わせ回路 CL1の伝搬遅延よりも大きい
とする．このとき，伝搬遅延の違いにより，図 4.11 のタイミングチャートにおける斜
線の領域のような，入力 n1にだけエラーが伝搬する時間が生じる．表 4.2 の論理式で
表されるように，ゲート入力の片方だけにエラーが伝搬した場合と両方の入力にエラー
が伝搬した場合で，ゲート出力にエラーが伝搬するかどうかが異なる．そのため，図 
4.11 のタイミングチャートのように，この合流タイミングの差の時間だけ再合流点の
AND ゲートの出力 n2がエラーにより反転する場合がある．FFaで SEU が発生するタ
イミングによっては，次のクロックエッジがこの時間に入り，FFbがエラーを取り込む
場合があるため，この合流タイミングの差の時間についても考慮する必要がある．これ
は，論理と時間の両方の要素に依存するため，従来の logical maskingの評価手法でも，
temporal maskingの評価手法でも考慮することができない事項である． 
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図 4.11再合流パスに起因するエラータイミングの差 
4.4 マスキングを複合的に評価した提案ソフトエラー伝
搬解析手法 
4.4.1 Flip-flopの enable状態に依存する temporal masking無効化を考慮し
たソフトエラー伝搬解析手法 
Flip-flopの enable状態に依存する temporal masking無効化の影響は，SEU発生箇
所の flip-flopが enable状態になる確率が分かれば，確率的に評価することができる．
Enable状態になる確率は論理だけに依存するので，logical maskingの評価手法で求め
られる．SEU発生箇所の flip-flopが enable信号によってデータの取り込みが制御され
る場合，enable 信号の信号確率 p(enable)を 4.3.2 節で述べた信号確率の評価手法で求
めることにより，flip-flopが enable状態になる確率が分かる．SEU発生箇所の flip-flop
がクロックゲーティングによりデータ取り込みを制御される場合については，元のクロ
ック CLK の信号確率を p(CLK)=0.5 として，flip-flop に入力されるクロック CLKgated
の信号確率 p(CLKgated)を信号確率の評価手法で求める．求めた信号確率を用いて
flip-flopがデータを取り込む確率 p(enable)を式(4-9)のように計算する． 
)(
)(
)(
gatedCLKp
CLKp
enablep   
(4-9) 
このように，flip-flopが enable状態になる確率 p(enable)は logical maskingを評価
するときに信号確率として求められているので，これを利用する．p(enable)を用いて
4.3.1節の手法で求めた temporal maskingによるエラー伝搬確率 TMForgを補正する．
補正後の flip-flopの enable状態による temporal masking無効化を考慮した temporal 
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maskingによるソフトエラー伝搬確率 TMFは式(4-10)のようになる． 
 )(1)( enablepTMFenablepTMF org   
(4-10) 
4.4.2 再合流パスにおけるエラー合流タイミングを考慮したソフトエラー伝
搬解析手法 
再合流パスによる影響は，論理と時間の両方に依存するので，logical maskingの評
価手法をベースに temporal maskingの評価手法により求めた temporal maskingによ
るエラー伝搬確率 TMF を組み合わせることを考える．図 4.12 のように，logical 
maskingによるエラー伝搬確率 LMFを計算する中で，再合流パスが合流する前のノー
ド（ノード n0，n1）の logical maskingによるエラー伝搬確率（LMF(n0)，LMF(n1)）
に，パス毎の伝搬遅延によって異なる temporal maskingの影響（TMF(n0)とTMF(n1)，
詳細は後述）を掛けあわせ，掛けあわせた確率（LMF(n0)×TMF(n0)，LMF(n1)×TMF(n1)）
から再合流点のゲート出力（ノード n2）までのエラー伝搬確率を求める．TMFを掛け
ることは，logical maskingの単体評価では同時として評価されているエラーの合流タ
イミングに差をつけて時間をずらすことになる．再合流点において，TMF が大きいパ
スと TMF が小さいパスが合流する場合を考える．TMF が大きいということは，伝搬
遅延が小さいということなので，大きい TMFを掛けると，合流タイミングを早めるこ
とと同等になる．TMF が小さいということは，伝搬遅延が大きいということなので，
小さいTMFを掛けると合流タイミングを遅らせることと同等になる．このようにして，
パス毎の伝搬遅延に応じてエラー伝搬確率をエラー合流前に補正し，再合流パスにおけ
るエラー合流タイミングの影響が考慮されるように計算する． 
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Large Delay
Small TMF
FFb
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n2
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CLK CLK
LMF(n0)×TMF(n0)
 
図 4.12 再合流パスへのソフトエラー伝播解析の概要 
この評価方法では，パスの途中で temporal maskingによる影響を掛け合わせなけれ
ばならないため，従来の temporal masking の評価手法で求められるエラー伝搬確率
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TMFをパスの中で分割することを考える．TMFの分割方法については後述し，分割し
た TMF（以降，分割 TMF）を用いた計算方法について説明する．図 4.13 のように，
logical maskingの評価で順に LMFを計算するときに，論理ゲートの出力の LMFに分
割TMFを掛けあわせ，その確率で次段のゲート出力のLMFを計算する．最終的にSEU
発生箇所の flip-flopに対する次段 flip-flopのデータ入力の LMFに分割 TMFを掛けあ
わせた確率を求め，その確率と FFbの set/reset/enable信号の信号確率から求めたエラ
ーを取り込む確率が logical maskingと temporal maskingの両方が考慮されたエラー
伝搬確率MFとなる．このように，論理ゲートを通過する度，エラー伝搬確率にその時
点までの temporal maskingの影響を掛け合わせることで，パス毎に異なる伝搬遅延の
差が評価に反映される． 
 
・・・FFb
p(n5)
・・・ FFa
LMF(n0)
p(n4) LMF(n1)
LMF(n2)
LMF(n3)
LMF(n0)×TMF(n0)
LMF(n1)×TMF(n1)
LMF(n2)×TMF(n2)
LMF(n3)×TMF(n3) MF  
図 4.13 分割 TMFを用いたソフトエラー伝播確率の算出 
 
TMF の分割方法について説明する．各論理ゲートでゲート入力まで伝搬したエラー
が temporal maskingされずにゲート出力まで伝搬する確率となるように TMFを分割
する．ゲート出力まで temporal maskingされずにエラーが伝搬するとは，次のクロッ
クエッジまでにゲート出力までエラーの伝搬が間に合うことを言う．このように分割す
れば，各論理ゲートの出力において，logical maskingによるエラー伝搬確率 LMFに，
分割した TMF を掛けた確率が，ゲート出力までの temporal masking と logical 
masking によるエラー伝搬確率となる．SEU 発生箇所の flip-flop の出力ノードを n0，
出力ノード n0から次段の flip-flopまで続くエラー伝搬パス上のノードを ni（i = 1, 2, 3, 
…）とすると，ノード niにおいて LMF(ni)に掛け合わせる TMF(ni)は式(4-11)のように
表される． 
 
50 













)1(
)0(
)(
)(
i
delayT
delayT
i
T
FFdelayT
nTMF
inputbase
outputbase
cycle
SEUbase
i  
)( holdsetupsetupcyclebase tttTT    
(4-11) 
ここで，delay(FFSEU)は SEU が発生した flip-flop の遅延で，delayinputは SEU 発生
箇所の flip-flop から，ノード niを出力とする論理ゲートの入力ノードまでの伝搬遅延
に delay(FFSEU)を加えた値で，delayoutputは SEU 発生箇所の flip-flop から，ノード ni
までの伝搬遅延に delay(FFSEU)を加えた値である．Tbaseは SEU発生箇所の flip-flopと
次段 flip-flop の間に遅延がないと仮定した場合のエラー伝搬領域 Terrorになる．このよ
うに分割すると，エラー伝搬パスで，分岐したパスはそれぞれ別のパスとして，パス上
の分割 TMFを全てかけ合わせると，そのパスの元の TMFに一致する．つまり，図 4.13
では，TMF(n0)×TMF(n1)×TMF(n2)×TMF(n3)は FFaと FFb間の TMF に一致する．ま
た，分割 TMF についても，4.4 節で述べた temporal masking 無効化を評価するため
に式(4-10)で補正する． 
分割 TMFの計算に必要な論理ゲート毎の遅延は，temporal maskingの評価手法でパス
の伝搬遅延を求めるときに求められている．そのため，分割 TMF を用いた提案の評価
手法で必要な追加の処理は，logical maskingの評価手法でエラー伝搬確率を計算する前
に，回路中の論理ゲートに遅延情報から計算した分割 TMFを付加していく処理である． 
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4.5 提案ソフトエラー伝搬解析手法によるソフトエラー
伝搬確率評価 
本節では提案のソフトエラー伝搬解析手法を用いたソフトエラー伝搬確率評価環境
の実装と評価方法，評価結果について述べる． 
4.5.1 評価環境の実装 
提案のソフトエラー伝搬解析手法を用いた評価環境の概要を図 4.14に示す．実装し
たソフトエラー伝搬確率評価ツールは，評価対象回路のゲートレベル記述，評価対象回
路の実装に用いるライブラリのデータ，回路入力の信号確率，SEU 発生箇所となる
flip-flop のリストを入力とし，SEU 発生箇所と次段 flip-flop の組み合わせ毎に，エラ
ー伝搬確率を出力する．評価ツールは分割 TMFを求める部分と，エラー伝搬確率を計
算する部分からなる． 
分割 TMF を求める部分では，Synopsys Design Compiler を用いた Static Timing 
Analysis（STA）により，SEU 発生箇所の flip-flop から次段 flip-flop までのパス上に
ある論理ゲート毎の伝搬遅延を求める．求めた伝搬遅延から式(4-11)で分割 TMF を求
め，求めた結果を出力する． 
エラー伝搬確率を計算する部分は，ネットワーク解析パッケージの igraph[34]を利用
し，Pythonによって実装した．入力されたゲートレベルの評価対象回路は，flip-flop・
論理ゲートを節点，配線を辺とする有向グラフとして読み込まれる．読み込んだ評価対
象回路の SEU 発生箇所の flip-flop から次段 flip-flop まで有向グラフをたどりながら，
0節で説明した logical maskingによるエラー伝搬をモデル化した superゲートを挿入
する．Super ゲート挿入後の有向グラフの節点に STA によって求めた分割 TMF を付
加していく．その後，有向グラフをトポロジカルソートし，節点を回路入力に近い節点
から回路出力に向けて順序付けする．つまり，全ての節点について，その出力辺の先に
ある節点よりも順序が前になるような節点のリストを作る．順序付けされた節点に対し
て，回路出力に近い節点から表 4.1 の計算式を用いて，信号確率を再帰的に計算する．
この時，分割 TMFを SEU発生箇所の flip-flopが enable状態になる確率で補正し，そ
の確率を適宜掛けながらエラー伝搬確率を計算する．そして，SEU発生箇所の flip-flop
から次段 flip-flopまでのエラー伝搬確率を出力する 
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図 4.14 エラー伝播解析のための評価環境 
4.5.2 評価方法 
65-nmで実装した ITC’99と ISCAS’89のベンチマーク回路を対象にエラー伝搬確率
を評価する．動作周波数は 1 GHzとする．提案のマスキングを複合的に評価したソフ
トエラー伝搬確率評価手法と，temporal maskingと logical maskingによるエラー伝
搬確率を個別に評価し，それらを独立として掛けあわせた確率をエラー伝搬確率とする
手法（以降，個別評価による手法）で，ソフトエラー伝搬確率を評価した．Temporal 
maskingの評価で用いる式(4-1)と式(4-11)における定数 αは 0.5とする． 
評価したソフトエラー伝搬確率をランダムな入力ベクトルを与えて，ランダムなタイ
ミングで SEUを注入するモンテカルロシミュレーションで求めたソフトエラー伝搬確
率と比較する．しかし，4.5 節で述べたように，小規模な回路であっても，順序回路で
は，入力ベクトルを与えた SEU注入シミュレーションによるソフトエラー伝搬確率の
評価は困難である．そこで，ベンチマーク回路から，SEU 発生箇所の flip-flop と次段
flip-flop，その間のエラー伝搬パスだけを取り出した回路で，ソフトエラー伝搬確率を
評価する．エラー伝搬パスだけを取り出した評価対象回路は，現在の入力ベクトルのみ
に依存するので，SEU 注入シミュレーションによるエラー伝搬確率の評価が可能であ
る．SEU注入タイミングは，1,000 psのクロックサイクルの中で，1 ps単位でランダ
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ムに変化させる．入力ベクトルと SEU 注入タイミングの組み合わせからランダムに
1,000,000 ケースをシミュレーションし，エラー伝搬確率を求める．また，flip-flop の
enable状態に依存する temporal masking無効化の影響を評価するために，SEU発生
箇所の flip-flop がクロックエッジにおいて確率 1/3 で enable 状態となりデータを取り
込む条件でも，エラー伝搬確率を評価する．評価対象の SEU発生箇所は次段の flip-flop
が存在する全ての flip-flopとする． 
ランダムな入力ベクトルによる SEU注入シミュレーションによって求めたエラー伝
搬確率を基準とし，提案のソフトエラー伝搬確率評価手法で求めたエラー伝搬確率の誤
差の絶対値と，個別評価による手法で求めたエラー伝搬確率の誤差の絶対値を求める．
また，平均絶対誤差（Mean Absolute Error）MAEにより精度比較を行う．ランダム
な入力ベクトルによる SEU注入シミュレーションで求めたエラー伝搬パス毎のエラー
伝搬確率をMFsimi，ソフトエラー伝搬解析手法で求めたエラー伝搬確率をMFi，評価
対象のエラー伝搬パス数を Nとすると，誤差の絶対値|eMFi|と MAEは式(4-12)のよう
に計算される． 
iiMF MFsimMFe i   

i
MFi
e
N
MAE
1
 
(4-12) 
従来のマスキングの個別評価に対して，マスキングの影響を複合的に評価した場合に
は，分割した TMF を回路に付加するために実行時間が増加する．この実行時間の増加
分についても評価する．実行時間については，順序回路を含めた一般的な回路評価に即
するように，ITC’99 と ISCAS’89 のベンチマーク回路を flip-flop 間のみを取り出さず，
そのままの回路全体を対象に評価した．評価対象の SEU 発生箇所は次段の flip-flop が
存在する全ての flip-flopとし，全てのエラー伝搬パスの評価に要した時間の合計を比較
する． 
4.5.3 評価結果 
ITC’99 のベンチマーク回路 b01，b02，b06 に対する評価結果をそれぞれ図 4.15，図 
4.16，図 4.17に示す．横軸はエラー発生箇所の flip-flop と次段 flip-flop の組み合わせを
示し，縦軸はランダムな入力ベクトルを与えた SEU 注入シミュレーションで求めたエ
ラー伝搬確率との誤差の絶対値を示している．青の LMF×TMF が個別評価による手法，
赤の LMF w/ TMFが提案のマスキングを複合的に評価する手法である．図 4.15の b01
で SEU発生箇所から outpや overflwに向かうパスには，再合流パスが含まれないため，
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両手法で誤差に違いが見られない．一方，stato[0]や stato[1]，stato[2]に向かうパスでは，
再合流パスが含まれるので，両手法で誤差に違いが出ている．提案の評価手法は再合流
点におけるエラー合流タイミングを考慮するため，stato[0]から stato[0]に戻るパス以外
は，個別評価による手法よりも誤差が小さくなっている．b02と b06 でも同様に，再合
流パスを含まないパスでは誤差に違いが見えず，再合流パスを含むパスでは誤差に違い
が出ている．b01 の stato[0]から stato[0]に戻るパスのように，パスによっては，提案の
評価手法の誤差が従来手法のものより大きくなる場合がある．これは，両手法でベース
となっている logical maskingの評価手法が logical maskingの評価だけでも一定の誤差を
含むためである．個別評価による手法が再合流パスを考慮しないことで生じる誤差と，
logical maskingの評価手法が持つ誤差が相殺されて誤差が小さくなる場合がある．両手
法で平均絶対誤差を比較すると，個別評価による手法に対して，提案の評価手法が，b01
では 47.3%，b02 では 28.6%，b06 では 43.5%の誤差削減効果が確認できる． 
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図 4.15 ITC’99 b01ベンチマーク回路に対するエラー伝播確率の絶対誤差 
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図 4.16 ITC’99 b02ベンチマーク回路に対するエラー伝播確率の絶対誤差 
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図 4.17 ITC’99 b06ベンチマーク回路に対するエラー伝播確率の絶対誤差 
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ITC’99のベンチマーク回路 b01，b02，b06で SEU発生箇所の flip-flopがクロック
エッジにおいて確率 1/3 でデータ入力を取り込む条件で評価した結果を図 4.18，図 
4.19，図 4.20に示す．SEU発生箇所の enable状態に依存する temporal masking無
効化の影響により，全てのパスで誤差に差が見られる．図 4.15で再合流パスを含まな
いために差が出なかった，b01の outp，overflwに向かうパスでも temporal masking
無効化の影響は受けるため差が出ている．全てのパスで，提案の評価手法の方が，個別
評価による手法よりも誤差が小さくなっている．両手法で平均絶対誤差を比較すると，
個別評価結果を掛け合わせる手法に対して，提案の評価手法の方が，b01 では 78.9%，
b02では 65.6%，b06では 64.9%の誤差削減効果が確認できる． 
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図 4.18 ITC’99 b01ベンチマーク回路に対するエラー伝播確率の絶対誤差 (enable無効化
を考慮). 
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図 4.19 ITC’99 b02ベンチマーク回路に対するエラー伝播確率の絶対誤差 (enable無効化
を考慮). 
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図 4.20 ITC’99 b06ベンチマーク回路に対するエラー伝播確率の絶対誤差 (enable無効化
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を考慮). 
図 4.21に ITC’99の b01，b02，b06に対する評価結果に，ISCAS’89の s208と s298
に対する評価結果を追加した平均絶対誤差MAEをまとめている．横軸にベンチマーク
回路，縦軸は各ベンチマーク回路に対する評価で個別評価による手法（LMF×TMF）
のMAEを 1として正規化した値を示している．全てのベンチマークの平均で，提案の
マスキングを複合的に評価した手法（LMF w/ TMF）の方が 55.61%誤差が改善されて
いる．そのため，提案の評価手法の方が，マスキングによるソフトエラーの伝搬を正確
に評価できていると言える． 
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図 4.21 従来と提案のエラー伝播解析の精度比較 
 
ITC’99のベンチマーク回路 b01，b02，b06と ISCAS’89のベンチマーク回路 s208，
s298 を評価対象としたときの，従来の個別評価による手法の評価時間と，提案のマス
キングを複合的に評価する手法の評価時間を表 4.4 に示す．先ほどと同様，LMF×TMF
が個別評価による手法，LMF w/ TMFが提案手法を示す．全ての flip-flopを順に SEU
発生箇所として評価し，その評価時間の合計を示している．提案の評価手法で追加の処
理は，temporal masking評価のために求めた伝搬遅延から分割 TMFを求め，回路に
付加する処理である．その他の TMF評価，super ゲートの挿入，信号確率の計算は，
個別評価と同じ処理である．5つのベンチマーク回路において，評価時間全体に対する
59 
 
分割した TMF を付加する処理による時間の増加は，平均で 1.7%に抑えられている．
よって，提案手法は評価時間に対する影響は小さいと言える． 
表 4.4 エラー伝播確率解析の評価時間 
Benchmark  
Circuits 
Analysis Technique 
Evaluation Time 
[s] 
Normalized 
Evaluation Time 
b01 
LMF×TMF 7.073 1.000 
LMF w/ TMF 7.173 1.014 
b02 
LMF×TMF 6.966 1.000 
LMF w/ TMF 7.030 1.009 
b06 
LMF×TMF 15.82 1.000 
LMF w/ TMF 16.10 1.018 
s208 
LMF×TMF 39.82 1.000 
LMF w/ TMF 40.56 1.019 
s298 
LMF×TMF 70.12 1.000 
LMF w/ TMF 71.32 1.017 
Average 
LMF×TMF 27.96 1.000 
LMF w/ TMF 28.44 1.017 
 
4.6 結言 
本研究では，プロセッサのソフトエラー率評価のためのソフトエラー伝搬解析手法と
して，マスキングの影響を複合的に評価したソフトエラー伝搬確率評価手法を提案した． 
プロセッサのソフトエラー率評価における，（1）ソフトエラーの発生確率評価，（2）
ソフトエラー伝搬確率評価，（3）システムレベルでの影響評価のうち，（2）ソフトエ
ラー伝搬確率評価について評価手法を提案した． 
Flip-Flopで発生する SEUは，temporal maskingと logical maskingの影響を受け
ながら回路中を伝搬する．従来の temporal maskingと logical maskingの個別評価で
は，SEU発生箇所の flip-flopの enable状態に依存する temporal masking無効化の影
響と，再合流パスにおけるエラー合流タイミングの影響を考慮することができない．提
案手法では，temporal maskingと logical maskingを複合的に評価することで，これ
らの影響を考慮し，より正確にソフトエラー伝搬におけるマスキングの影響を評価する． 
ITC’99 と ISCAS’89 のベンチマーク回路を対象に，提案のマスキングを複合的に評価
60 
する手法と，従来のマスキングに対する個別評価手法により求めた各マスキングによる
エラー伝搬確率を掛けあわせた確率をエラー伝搬確率とする手法で，エラー伝搬確率の
精度を比較した．ランダムな入力ベクトルとランダムな SEU 発生タイミングによるモ
ンテカルロシミュレーションで求めたエラー伝搬確率との誤差を比較した結果，提案手
法の方が，個別評価による手法よりも誤差を平均で 55.61%抑制できることを確認した．
また，個別に評価した場合に対する評価時間の増加は平均で 1.7%に抑えられているこ
とを確認した． 
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第5章 HDTV解像度 60fps対応 Sparse FIND
特徴量を用いた物体検出プロセッサ 
5.1 緒言 
ADAS や自動運転システムにおける歩行者等の物体検出は車載カメラから得られる
動画像を用いた画像認識によって行われる．特に，遠距離物体の検出には HDTV 解像
度等の高解像度動画像対応の物体検出[36,37]が必要となる．近年ディープニューラルネ
ットワークを用いた物体検出[38,39]が高い認識精度を達成しているが，演算量が大きく
高解像度画像の実時間での実行は処理性能や消費電力の観点から実用的ではない．
W.Liu らが発案した SSD というディープニューラルネットワークによる物体検出アル
ゴリズム[39]は 300×300pixel の画像を 46fps で処理するために数百 W を消費する
GPGPUを必要とし，演算量は 1TOPs を越えてしまう．また，ADASでは高精度な物体
検出が必要となるため本研究では従来車載画像認識システムに使用されてきた特徴量
である HOG[40]や CoHOG[41]より高精度な特徴量である Sparse FIND[42]を採用した．
しかし，Sparse FIND は HOGや CoHOGより演算量が大きくなるため CPUや GPUでの
高解像度動画像対応の物体検出は困難になる[42,43]．そのため専用ハードウェアによる
高速化は必須となる． 
本研究ではSparse FIND特徴量を用いたHDTV解像度リアルタイム動画像認識を実現
する VLSI プロセッサの設計技術を提案する．アルゴリズムにおいては HOG と Sparse 
FIND による 2 段階物体検出を導入し演算量の削減を図った．また，アーキテクチャで
は SVM演算の並列化と 2ブロック並列処理によってに識別処理部の処理サイクル数を
削減し．HDTV 解像度@60fps動画像に対して物体検出を行う VLSIプロセッサの試作を
行った． 
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5.2 主な画像特徴量の概要 
本研究では Sparse FIND は特徴量を物体検出に用いている．Sparse FIND は輝度勾配
ヒストグラムから抽出される．同じく輝度勾配から生成される一般に認識されている
HOG特徴量と Sparse FIND特徴量に抽出過程が似ている FIND特徴量について抽出方法
の違いと特徴について説明する． 
5.2.1 HOG特徴量 
HOGは 2005年に N. Dalal 氏等により提案された特徴量である．HOGは局所領域(セ
ル)における輝度の勾配強度を勾配方向毎にヒストグラム化したものを正規化して生成
され，照明の変動や幾何学的変化に頑強で従来は歩行者検出に主に使用されてきた特徴
量である．より詳しく物体の特徴を記述するために，HOG 特徴量を高次元化した
CoHOGや FIND[43]といった特徴量が提案されている． 
5.2.2 FIND特徴量 
FIND は HOG に用いる輝度勾配ヒストグラムに含まれる二つの要素間の相関を，調
和平均を用いて算出することによって HOGを高次元化した特徴量である．HOGと比べ
特徴量ベクトルの次元が大幅に増加したことでモデルの形状をより詳細に表現するこ
とが可能となった．特徴次元数が多くなったため検出ウィンドウあたりの演算量が劇的
に増加したが，HOGや CoHOGといった特徴量よりも高精度な物体検出が可能である． 
5.2.3 Sparse FIND特徴量 
Sparse FIND[39]は FINDの高い識別精度を維持しつつ特徴次元数を削減した特徴量で
ある．Sparse FINDではある閾値より低い輝度勾配ヒストグラムをまびいて（スパース
化），有効性の高い要素のみを使用して調和平均を計算することで特徴次元数及び演算
量の削減を実現している． 
5.2.4 Sparse FIND特徴量の抽出プロセス 
全体処理フロー 
図 5.1に Sparse FIND 特徴量抽出の全体処理フローを示し，次節より Sparse FIND 特徴量
の算出方法に関する詳細を説明する． 
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図 5.1 Sparse FIND特徴量を用いた物体検出フロー 
輝度勾配強度と輝度勾配方向の算出 
以下の式(5-1)(5-2)により輝度勾配強度 mag と輝度勾配方向 θ を算出する．輝度勾配の算
出には様々なフィルタの種類があるが，本研究ではハードウェア実装の容易さから 2×2画
素から輝度勾配を求めることができる Robertsフィルタ(5-3)(図 5.2) を使用した． 
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図 5.2 Robertsフィルタ 
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セルヒストグラムの生成 
前節で導出された輝度勾配強度と輝度勾配方向を用い 4×4ピクセルを 1 セルとした領域
(図 5.3) 単位でセルヒストグラムを生成する．ヒストグラムとは，勾配方向毎のエッジの
強さを表したものである．図 5.4 で示すように，ヒストグラムでは勾配方向を 0 から 7 ま
での bin と呼ばれる単位で表す．bin はそれぞれ 360 度を 8 等分した方向を示しており，勾
配方向θが隣接する bin へ勾配強度 mag を割り振る．その際，エイリアシングを考慮し，
勾配方向によってヒストグラムに割り振る勾配強度に重み付けを行う．これを 1 セル分加
算したものがセルヒストグラムとなる (図 5.5) ． 
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図 5.3 セルの定義 
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図 5.4 1画素あたりのヒストグラムへの投票 
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360°
 
図 5.5 セルヒストグラム 
ヒストグラムのスパース化 
Sparse FIND特徴量抽出においては，セルヒストグラムが生成された際に式(5-4)によ
って定めた閾値 th を下回るヒストグラムの要素を，以降の演算において使用しないた
めにスパース化と呼ばれる処理を行う．除外するベクトルのノルムはヒストグラム全体
から見て非常に小さいので，検出精度には殆ど影響しない．閾値を定める際に変数 kの
値を設定する必要があるが，複数の値を事前に施行し検出精度と演算量のトレードオフ
の観点から k=1.0 を設定した． 
セル毎に生成したヒストグラムを，2×2 セル単位でブロック図 5.6 としてまとめ，
ブロック単位でスパース化を行う．1ブロックに含まれるセルヒストグラムの次元 mは
2×2×8 = 32 であり，0節で導出したセルヒストグラムを H = {h1,h2 ,…, hm }とする． 
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図 5.6 ブロックの定義 
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セルヒストグラムから自己相関項を求める 
FIND，Sparse FINDにおいては，セルヒストグラムの次元数を増やし対象の輪郭をよ
り精緻に捉えるためにセルヒストグラムの 2要素 hi, hj間の自己相関を取る．FINDでは
式(5-5)によりヒストグラムの調和平均を取り，それを FIND特徴量とする． 
ji
ji
ji
hh
hh
hhf


),(  
(5-5) 
Sparse FINDでは計算コストの低減のためにヒストグラムのスパース化を行い，自己
相関項を計算する際に正規化を同時に行う．正規化に用いる係数 a は式(5-6)によって計
算され，式(5-7)によって自己相関項との積を取り，Sparse FIND特徴量とする．なお，
}|{ thhhH iiD  である． 
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SVM演算 
SVM(Support Vector Machine)は，対象を２つの部類へ識別する機械学習モデルである．
図 5.7 のように特徴空間上において 2 つの分布が線形な関数によって分離可能である
場合，その関数には無数の候補が存在する．その中で，２つの分布の両端からの距離，
つまり図の点線間の距離を最大にする境界を SVM のアルゴリズムによって探し出す． 
n個のサンプルをそれぞれ d 次元の特徴量ベクトル xi (i=1,...,n)で表現し，サンプルは
全て分布 1(ω1)または分布 2(ω2)に属するものとする．d 次元重みベクトルω，定数 0 用
い，線形識別関数 f(x)を 
0)(   xxf
T
 
(5-8) 
と定義する．ここで，すべての xiに対して， 
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(5-9) 
を満たす ω, ω0を求めることができれば，f(x)の正負によってサンプルがどちらの分布
に所属しているかを識別できる． 
本研究では，この線形 SVMを用いて識別処理を行う．予め歩行者サンプルを学習さ
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せ求めた重みベクトルと Sparse FIND特徴量の内積を取る．その値の正負を見ることで，
識別対象が歩行者であるか否かを判断する． 
 
 
図 5.7 SVMによる 2クラス分類 
5.2.5 各特徴量の演算量と識別性能 
HOG，FIND，Sparse FIND特徴の特徴量次元数を図 5.8に示す．Sparse FIND は FIND
と比べ特徴量の算出回数が約 1/23に削減されスパース化の効果が大きく出ている． 
各特徴量抽出アルゴリズムでの識別性能の差を図 5.9 の ROC 曲線に示す．FIND，
Sparse FINDは HOGと比べ識別性能が著しく改善しており，Sparse FIND は kが 1.0 以
下の場合には FINDに僅かに劣る程度である．従って，Sparse FINDは HOGよりも優れ
た識別性能と演算量の低減を両立したアルゴリズムであるといえる． 
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図 5.8 各特徴量の検出ウィンドウあたりの次元数 
 
図 5.9 各特徴量の識別性能 
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5.3 ハードウェア実装における問題点 
5.3.1 膨大な演算量と従来手法における工夫 
ソフトウェアベースでの HOG特徴量を用いた画像認識では一般的に，入力画像が与
えられたとき検出ウィンドウを入力画像領域内でずらしながら走査を行っていく．1検
出ウィンドウの識別処理が終わるとウィンドウを 1セル分ずらし，次のウィンドウに対
して同様に処理が行われる． 
この際，検出ウィンドウ毎に画像を再読み込みすると，入力画像を格納しておくメモ
リ容量は画像と同じ容量で済むが，必要とされるメモリ帯域が増加する．これがハード
ウェア実装での課題であった． 
これを解決するために検出ウィンドウをベースとしないセルベースでの走査方法が
提案された．これは特徴量を求めるための計算がセル単位で行われていることに注目し，
セルをベースに特徴量を求めることで計算の重複を避ける手法である．ウィンドウ内の
各ブロックの特徴量抽出により得られる部分的な特徴量を利用し，各ブロックで部分的
に SVM 演算を行い，部分的な識別結果を保持しておき，ウィンドウ内の全ブロックの
SVM 演算が終了した際に部分的な識別結果を足し合わせ，ウィンドウの識別結果とし
て出力する．高次元のヒストグラム情報を再利用するのではなく，識別結果を保持して
おくことで，低いメモリ帯域を維持したまま，メモリ容量，演算量の削減が可能となっ
た．本研究でもこのセルベース方式を Sparse FIND演算に適用し設計を行うこととした． 
図 5.10 にセルベース方式での Sparse FIND 特徴量を用いた画像認識に必要な演算量
を示す．実時間で高解像度画像（HDTV@60fps）の処理を行うためには，322GOPS (Giga 
Operations Per Second) もの演算性能が必要になる．セルベース処理の適用で演算量が削
減されても尚，演算量が非常に多いため，ハードウェア実装の際に演算を効率的に行う
ための更なる工夫が必要となる． 
Sparse FIND を適用したことで，高次元特徴量の SVM 計算を行うことになった識別
部の演算量が特に多く，必要な演算量は 322GOPS であり全体の演算量の 86%を占めて
いる．そのため実時間物体検出を実現するためには特に，高速な SVM演算が必要とな
る． 
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図 5.10 HDTV@60fps動画像に対する Sparse FINDを用いた物体検出に必要な演算量 
5.3.2 SVM係数 RAMアクセスのランダム性 
SVM演算において，Sparse FIND特徴量との積和を計算するために SVM係数を RAM
へアクセスし取得する．FIND では１ブロックあたり 52832232 C 回の RAM アクセ
スと積和演算が発生する．Sparse FINDにおけるスパース化処理によりこの演算回数が
約 1/23 に低減すると前節で述べたが，スパース化処理により演算から除外される特徴
量の傾向はブロック毎にランダムであり規則性を持っていない．本研究では SVM 係数
の読み出しにおける待ち時間を削減するために SVM係数 RAMを 31分割した．しかし
このランダム性により，RAM ブロック毎のアドレス・アクセス回数に偏りが生じ，ス
パース化による特徴量削減の効果を最大限に享受することができない．図 5.11 に例を
示す．ブロック A，Bの 2ブロックを連続で処理する際，アクセス遅延は各ブロックの
最大 RAM アクセス数の和となる．よってブロック Aの最大アクセス数が 5，ブロック
Bの最大アクセス数が 6の場合，合計 11サイクル必要となる． 
画像走査時には 75155  ブロックで構成されるウィンドウをラスタスキャンして
いくため遅延が積み重なり，回路全体の処理速度に影響を及ぼしかねない．そのためア
クセス遅延を緩和するための工夫が必要になる． 
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図 5.11 逐次的にブロック処理した際の RAMアクセス例 
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5.4 提案アルゴリズム 
5.4.1 膨大な演算量に対する解決策 
膨大な演算量をハードウェアで処理するにあたり，演算量を減らす工夫と高速化のた
めの並列化を行った．本章ではその詳細を述べる． 
HOG，Sparse FIND特徴量による二段階識別 
HOG は Sparse FIND と比べ，特徴量次元数が約 30%であるため演算量も少ない．そ
こで，HOGを Sparse FINDを行う際の前処理として実行し，Sparse FIND走査を行う画
像領域を予め限定しておくことで総演算量を Sparse FIND１段の場合と比べ削減するこ
とができる．図 5.12 に示すように１段階目では HOG により歩行者候補をある程度絞
り，２段階目で Sparse FIND により高精度な識別を行う．HOG 実行段階で歩行者を振
るい落としてはならないので，SVM 演算後に棄却するウィンドウの閾値を低く設定す
る． 
Detection area narrowed 
by rough HOG
People precisely detected 
by Sparse FIND
Stage1: rough HOG Stage2: Sparse FIND
 
図 5.12 HOGと Sparse FINDによる 2段階物体検出 
パイプライン処理による高速化(時間並列) 
図 5.13に HOG，Sparse FIND による二段階識別アルゴリズムとパイプライン処理の
フローを示す．HOGと Sparse FIND で使用するヒストグラムは共通である．つまり，
HOG特徴量抽出フローと SVM演算を実行中に Sparse FINDの特徴量抽出を同時に行う
ことができる．HOGでの SVM 演算が終了後閾値との比較を取り，Sparse FIND で検出
を行う場合は Sparse FIND の SVM 演算が開始される． 
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図 5.13 パイプラインアーキテクチャ 
SVM演算の並列実行による高速化(空間並列) 
本研究で設計したアーキテクチャでは画像サイズが大きいため，ブロックベースでヒ
ストグラム演算，特徴量算出，SVM 演算を行う．図 5.14に示すように，検出ウィンド
ウは 75155  個のブロックから構成されている．従って，１つのブロックは最大 75
ブロックに属しているため，75ウィンドウ分の SVM演算を並列実行することで高速化
を図る． 
図 5.15 に SVM 識別回路のブロック図を示す．SVM 識別回路は 5 つの SVM 演算コ
アと比較器，中間識別結果 SRAM，SVM 係数用 SRAM により構成されている．演算コ
アモジュールは 15 個の MAC モジュールで構成されており，15 ブロック分の積和演算
を行う．つまりMACモジュールは 75並列構成（5コア×15）となっている．これは検
出ウィンドウあたりの総ブロック数と同数になっている． 
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図 5.14 検出ウィンドウとブロックの関係 
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図 5.15 並列 SVM演算ユニット 
5.4.2 SVM係数 RAMアクセスのランダム性に対する解決策 
ブロック演算の同時実行  
特徴量を１ブロック毎に計算し SVM 演算を行う方式では，5.3.2 節で述べたように
RAM ブロック毎のアドレス・アクセス回数のばらつきのため効率的な演算が行えなか
った．そこで，2ブロック分の特徴量を同時に計算しアドレス・アクセス回数のばらつ
きを軽減する． 
図 5.15 における SVM 演算部を二重化するのではなく，2ブロック分の SVM 演算に
対応するよう制御部分に改良を加えることで少量の面積増加のみで同時実行が行える
ようになった． 
5.4.3 提案アルゴリズムによる効果 
膨大な演算量に対する解決策による効果 
図 5.16に HOG，Sparse FIND特徴量による２段階識別アルゴリズムによる演算量の
変化を示す． 2段階識別アルゴリズムの実装により Sparse FINDの演算量を削減するこ
とができHOGの SVM演算の増加量を考慮しても全体で 19/7％削減することができた． 
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図 5.16 2段階物体検出による演算量削減 
SVM係数 RAM アクセスのランダム性に対する解決策による効果 
図 5.17は図 5.11の例で 2ブロック並列処理を適用した場合のメモリアクセス回数を
示す．SVM 演算コアを並列化し，ブロック A とブロック B を同時に処理する際，2 ブ
ロックを処理する際に発生するアクセス遅延は 2ブロックのアクセス数の和を RAMブ
ロック毎に見た最大値となる． 
よってこの場合は 9サイクルの RAMアクセスが必要となる．図 5.11 の例では 11サ
イクル必要であったので，RAM アクセス遅延を低減することが可能となった．これに
より，1ブロックあたりの平均アクセス数が 28.5%削減された． 
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図 5.17 2ブロック並列実行時の RAMアクセス例 
 
5.5 提案アーキテクチャのハードウェア実装 
5.5.1 実装アルゴリズムの処理フロー 
図 5.18に HOG，SPFIND2 段階の物体検出アルゴリズムの処理フローを，図 5.19 に
開発したプロセッサのアーキテクチャ図を示す．図 5.18 内で HOG の処理に使用され
るブロックは水色，Sparse FINDに使用されるブロックは黄緑，共通で必要な処理ブロ
ックは赤色で示されている．また実装を行ったアーキテクチャのブロック図を図 5.20
に示す． 
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図 5.18 2段階物体検出の処理フロー 
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図 5.19 HOGと Sparse FINDによる 2段階物体検出のためのハードウェア構成図 
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図 5.20 SparseFIND Core アーキテクチャのブロック図 
5.5.2 FPGA実装環境 
図 5.21に HW 設計・実装時の環境構成を示す．今回の開発ではMatlab Simulinkを用
いた設計を行い，Simulink から RTL を生成した．そして，HW 実装には FPGA（Xilinx 
VirtexUltrascale VU440）を使用し，RTLの論理合成，FPGAへのマッピングは Vivado を
用いて行った．図 5.21における各ブロックの機能は以下の通りである． 
 外部インターフェース(External Interface): PC・HAPS間のデータ通信用インターフ
ェース 
 メモリインターフェース(Memory Interface): HAPS・DDR3 メモリ間のデータ通信用
インターフェース 
 コア制御用レジスタファイル(Core Control Register): Sparse FINDコアブロックの動
作を制御するためのレジスタファイル群 
 データ転送制御用回路(DMA, Data Buffer): Sparse FINDコアとの入出力データを制
御する回路 
 
また，図 5.22に FPGAによる歩行者検出のデモンストレーションの様子を示す． 
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図 5.21 FPGAと周辺デバイスとの構成 
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図 5.22 HAPSボードを用いたデモシステム 
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5.5.3 FPGAによる精度検証 
ソフトウェアベースのハードウェアモデルでは，画像サイズが 2K と非常に大きいた
め検出精度を求めるためのシミュレーションにかかる時間が長く，効率的な検証が行え
なかった．そこで実際に FPGAへ RTLをマッピングし実行させ，出力結果を PC上で解
析することにより精度検証を短時間で行える環境を構築した． 
FPGA実行時のデータフロー 
以下に FPGA 実行時におけるデータの流れを示す． 
1. PCから DDR3 メモリへ精度評価用画像群を転送 
2. DDR3 メモリから Sparse FIND コアに入力画像データを転送 
3. Sparse FIND アルゴリズム実行 
4. 検出結果を DDR3メモリに転送 
5. DDR3 メモリから検出結果を PCに転送 
6. PC上で検出結果を評価 
検出精度評価方法 
表 5.1 に FPGA による歩行者検出精度評価時の環境を記載する．入力画像には Caltech 
Pedestrian Dataset[44]の全テストデータ 4024 枚を，Lanczos3 法を使用し VGA から 2K サイ
ズへ拡大し使用する．認識精度の導出には Caltech Pedestrian Dataset付属の精度評価ツール
を用いた．これは，歩行者検出の実行によって得られた検出枠(XY 座標，幅，高さ，検出
スコア)と，データセット付属の正解ウィンドウを比較することで認識精度を可視化するソ
フトウェアである． 
表 5.1 評価に使用したパラメータとデータセット 
使用したデータベース 
Caltech Pedestrian Dataset 
（VGAから 2Kへ拡大したものを使用） 
使用したフレーム数 4024枚 
検出ウィンドウのずらし幅 4ピクセル 
ピラミッド画像のリサイズ倍率 2-1/6(≒0.891) 
スパース化係数 k 1.0 
検出ウィンドウサイズ 24ピクセル×64ピクセル 
セルサイズ 4ピクセル×4ピクセル 
ブロックサイズ 2セル×2セル 
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CORDIC法，Newton法における段数の選定 
Sparse FINDアルゴリズム内では輝度勾配方向・強度の算出のために逆正接演算，平
方根演算を行う．これらの複雑な計算を高精度かつ高速に実行する手法として，予め計
算結果を記憶したテーブルを用いる方法が考えられるが，テーブル参照時の入力パター
ンが大きくなり，大きなテーブルが必要となる．そこで，平方根と逆正接を同時に求め
ることができる CORDIC法を用いた． 
CORDIC法は複数段のシフト演算，加減算により三角関数や平方根を計算するアルゴ
リズムであり，パイプライン化が可能なためハードウェア効率が良い．そこで本研究で
は CORDIC 法を採用した．CORDIC 法は段数により精度が変化するため，本研究では
認識精度を比較することで最適な CORDIC法の段数を求めた． 
また，アルゴリズム内では無次元化係数算出のために平方根の除算を行う．ハードウ
ェア化の際，これらの処理はニュートン法により実装される．ニュートン法は複数段の
乗算処理によって構成されており，CORDIC法と同様にパイプライン化できるためハー
ドウェア効率の良い設計が可能となる．こちらについても認識精度の段数依存性を見る
ために複数の段数について精度の導出を行った． 
CORDIC 法の段数毎の検出精度を図 5.23，Newton 法の段数毎の検出精度を図 5.24
に示す．検出精度は縦軸を miss rate，横軸を FPPI (False Positive Per Image)とした DET 
(Detection Error Tradeoff) 曲線で描かれている．図 5.23 では CORDIC段数を 5, 7, 9, 11
と振り，Newton法段数を 3段で固定している． CORDIC段数が増加するにつれ認識精
度が良くなる傾向がみられ，11 段辺りで収束傾向がみられそれ以上の段数では有意差
は見られなくなったため，CORDIC法段数は 11段を採用した． 
図 5.24では，Newton 法段数を 3, 4, 5, 6段と振り，CORDIC法段数は 11段に固定し
ている．こちらは段数による認識精度依存性は全く見られなかった．そのため，ハード
ウェア資源と計算サイクル数の制約を考え，Newton 法段数は 4段を採用した． 
正解人ウィンドウ数
たウィンドウ数人を人と正しく識別し
1ratemiss  (5-10) 
テスト画像枚数
したウィンドウ数背景を人と誤って識別
FPPI  (5-11) 
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図 5.23 CORDIC法段数に対する正規化ミスレート 
 
図 5.24 Newton法段数に対する正規化ミスレート 
ハードウェア化による精度変化 
図 5.25 に本研究で FPGA 実装を行った物体認識アルゴリズムの浮動小数点モデル 
(C++実装) と，FPGA での検出結果の DET 曲線を示す．測定条件は表 5.1 の通りであ
り，CORDIC段数を 11，Newton 法段数を 4とする． 
それぞれのmiss rateの平均は，浮動小数点モデルが 0.589，FPGA実装が 0.590であり，
約 0.2%の精度劣化となった．これは，固定小数点化による精度への影響を考えると妥
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当な数値である． 
 
図 5.25 ソフトウェア実装に対するハードウェア実装の正規化ミスレート 
5.5.4 回路規模検証 
図 5.26に回路規模の使用比率を示す．本評価には FPGA用の論理合成及びマッピン
グツールとして Vivado 2016.3 を使用した．今回の実装では 90MHzを達成した．ここで
HOG feature calculationと HOG SVM identification が SparseFINDのみの処理から HOG・
SparseFIND二段階処理に変更するための追加回路となる．FFと LUTで HOG識別によ
る回路の割合がそれぞれ 21%と 24%を占めており，この追加回路の実装は 31.6%の回路
規模の増加となる． 
 
 
図 5.26 各機能ブロックのリソース使用状況の概要 
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5.5.5 実時間性の検証 
HOG閾値かさ上げによる演算サイクル数と認識精度の関係 
HOG・SparseFIND二段階処理では HOGの棄却率が処理速度に大きく関係する．HOG
によって棄却されるブロックが多ければ多いほど SparseFIND で処理するブロックを減
らすことができるため高速化できる．そして，HOGの棄却率は HOGの棄却閾値に依存
する．表 5.2 では基準となる棄却閾値-1.18から-0.68 まで 0.1ずつ閾値を増加させたと
きの精度，平均処理速度，ワースト処理速度を示す．初期値である-1.18 はオリジナル
の C++ソースコードによって学習を実行したときに決定される値である． 
また，図 5.27 に HOG の棄却閾値を変化させたときの処理サイクル数のヒストグラ
ムを示す．処理サイクル数は 1枚画像に対して物体検出処理を行うために必要なサイク
ル数を表し，処理サイクルが少ない画像のほうが速く処理が可能である．HOG 棄却閾
値を増加させるとワーストケースでの処理サイクル数が減少し，ばらつきの少ない分布
となることが分かる． 
図 5.27 に HOG の棄却閾値を変化させたときの処理速度のヒストグラムを示す．ま
た，図 5.28にその際の検出精度グラフを示す． 
処理速度は動作周波数にも依存し，今回は動作周波数が 130MHzの時の処理速度を示
す．130MHz時のグラフは破線となっている．130MHzの場合，-0.88の棄却閾値でワー
ストケースでの処理速度が 60fps を超える．HOG・SparseFIND二段階処理は SparseFIND
のみによる検出と比較して演算量自体は約 10%の減少であるが，処理速度は約 48.1%向
上する．5.5.4節より HOGと SparseFIND二段階処理することによって回路規模は 31.6%
増加するが処理速度を 48.1%向上させることが可能である． 
認識精度は棄却閾値が-0.68の場合浮動小数点モデルと比較し 2.8 %の劣化となった． 
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表 5.2 棄却閾値を変化させたときの正規化平均ミスレート，平均処理速度，最低処理速度， 
60fpsに必要な最低動作周波数 
Rejection threshold 
Normalized average 
miss rate 
Average processing 
speed [fps]@130MHz 
Worst processing 
speed [fps]@130MHz 
Frequency 
required for 60 
fps processing in 
worst case[MHz] 
Only SparseFIND 1 46.36 44.26 177 
-1.18 1.0257 63.56 52.11 150 
-1.08 1.0259 65.84 54.71 143 
-0.98 1.0270 67.43 57.62 136 
-0.88 1.0261 68.28 60.73 129 
-0.78 1.0270 68.65 64.05 122 
-0.68 1.0286 68.79 66.65 118 
 
図 5.27 棄却閾値αに対する処理速度のヒストグラム 
 
図 5.28 棄却閾値に対する識別精度 
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5.5.6 VLSI実装による電力評価 
図 5.29に試作設計した画像認識 VLSIプロセッサのレイアウト写真を示す．40nmの
プロセスで設計されており，3.5×3.5mm2 のチップサイズの中に 8.22M ゲートと
5.00Mbit のオンチップ SRAM を含んでいる．バックアノテーション後の静的タイミン
グ解析により 0.81V SSコーナー125℃の条件において 133MHzの動作周波数で動作する
ことを確認した．最大動作周波数が 130MHzを越えているため，設計した VLSIプロセ
ッサは HDTV 解像度@60fpsでの物体検出を実現する． 
表 5.5は，チップの仕様を示している．今回の消費電力評価では，市販の評価ツール
（Synopsys Inc. Primetime）を利用して配置配線後の物理的パラメータを考慮し，コア全
体の消費電力を見積もった．図 5.30 は 2 種類の動作条件で得られたプロセッサの消費
電力を示す．SS コーナー(SS,0.81V,-40℃)と TT コーナー（TT,0.9V,25℃）での消費電力
はそれぞれ 528mW と 702mW である． 
 
図 5.29 チップレイアウト 
 
表 5.3 チップ仕様 
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Technology 40nm CMOS 
Chip size 3.35×3.35mm2 
Core size 2.95×2.95mm2 
Power supply 0.81V (minimum) 
Max frequency 133MHz 
Gate count 8.22M gates 
Memory size 0.80mm2 (5.00Mbit) 
Image resolution 
HDTV(1920×1080pixels)@60fp
s 
Power 528mW @ 0.81V 133MHz 
 
0
200
400
600
800
0.81V
-40℃
SS
0.9V
25℃
TT
528mW
702mW
 
図 5.30各条件化での消費電力 
5.6 結言 
本章では、HDTV解像度動画像のための Sparse FIND特徴を用いた物体検出アルゴリ
ズムの VLSI 実装を検討した．性能評価の結果は、HOG 分類の棄却閾値が-0.68、動作
周波数が 130MHzである場合、最低フレームレートが 66.65fps に達し、HDTV 解像度で
60fps の動作が可能であることを確認した．実際のレイアウトデータを使用した電力シ
ミュレーションの結果、133MHz での消費電力は電源電圧が 0.81V と 0.9V のときにそ
れぞれ 521mW と 702mW となった．ソフトウェアに実装された Sparse FIND アルゴリ
ズムからの精度劣化はわずか 5％であり、実際の使用には十分な精度があることを示し
た． 
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第6章 結論 
本論文では車載向け VLSIプロセッサの高信頼化・高性能化技術について詳述した． 
第 3章 一括コピー・比較可能な SRAMを用いた低遅延・高信頼マルチコア・プロセッサ 
本研究では一括コピー・比較可能な SRAM を応用したデュアルコアロックステップ
アーキテクチャを提案し，従来デュアルコアロックステップアーキテクチャとの比較よ
りサイクルオーバーヘッドの削減，可用性，およびサイクルペナルティの評価を行った． 
SRAM のペア構造を用いた一括比較，一括コピーにより従来アーキテクチャと比べチ
ェックポイント&リカバリ手法によるサイクルオーバーヘッド.を 97.8%削減した．また，
タスク実行中に比較の不一致が複数回起こったとしても提案アーキテクチャでは遅延
を低く動作させることができる．これは，永続的な故障が起きた時，検知して動作を切
り替える余裕が増えることにもつながるためリアルタイムシステムに適したアーキテ
クチャだと言える．またマルコフ連鎖を用いたタスクの成功確率シミュレーションより，
提案アーキテクチャが高故障率の場合でも実時間性を維持することを示した． 
第 4章 ソフトエラーの高精度な伝播解析技術 
本研究では，プロセッサのソフトエラー率評価のためのソフトエラー伝搬解析手法と
して，マスキングの影響を複合的に評価したソフトエラー伝搬確率評価手法を提案した． 
プロセッサのソフトエラー率評価における，（1）ソフトエラーの発生確率評価，（2）
ソフトエラー伝搬確率評価，（3）システムレベルでの影響評価のうち，（2）ソフトエ
ラー伝搬確率評価について評価手法を提案した． 
Flip-Flopで発生する SEUは，temporal maskingと logical maskingの影響を受け
ながら回路中を伝搬する．従来の temporal maskingと logical maskingの個別評価で
は，SEU発生箇所の flip-flopの enable状態に依存する temporal masking無効化の影
響と，再合流パスにおけるエラー合流タイミングの影響を考慮することができない．提
案手法では，temporal maskingと logical maskingを複合的に評価することで，これ
らの影響を考慮し，より正確にソフトエラー伝搬におけるマスキングの影響を評価する． 
ITC’99 と ISCAS’89 のベンチマーク回路を対象に，提案のマスキングを複合的に評価
する手法と，従来のマスキングに対する個別評価手法により求めた各マスキングによる
エラー伝搬確率を掛けあわせた確率をエラー伝搬確率とする手法で，エラー伝搬確率の
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精度を比較した．ランダムな入力ベクトルとランダムな SEU 発生タイミングによるモ
ンテカルロシミュレーションで求めたエラー伝搬確率との誤差を比較した結果，提案手
法の方が，個別評価による手法よりも誤差を平均で 55.61%抑制できることを確認した．
また，個別に評価した場合に対する評価時間の増加は平均で 1.7%に抑えられているこ
とを確認した． 
第 5章 HDTV解像度 60fps対応 Sparse FIND特徴量を用いた物体検出プロセッサ 
本章では、HDTV解像度動画像のための Sparse FIND特徴を用いた物体検出アルゴリ
ズムの VLSI 実装を検討した．膨大な演算量と RAM へのアクセスランダム性への対策
として 3つの手法を提案した．1つ目は HOGと Sparse FINDによる二段階物体検出，2
つ目は SVM の並列演算，3 つ目は 2 ブロック並列処理である．これらの提案手法を適
用し性能評価を行った結果、HOG 分類の棄却閾値が-0.68、動作周波数が 130MHz であ
る場合、最低フレームレートが 66.65fps に達し、HDTV 解像度@60fps での画像認識が
可能であることを確認した．また，実際のレイアウトデータを使用した電力シミュレー
ションの結果、133MHz での消費電力は電源電圧が 0.81V と 0.9V のときにそれぞれ
521mW と 702mW となり，車載アプリケーションに適用可能であることを示した． 
 
以上，本論文では，車載向けプロセッサの高性能化及び高信頼化を実現するための技
術の提案を行った．まず，高信頼化した際の処理の低遅延への対策として一括コピー可
能なデュアルコアロックステップアーキテクチャについて記述した．次に，効率的なソ
フトエラー低減手法を適用するために，再合流パスにおける高精度な評価が可能な伝播
解析技術について記述した．第 5 章では ADAS に必要な物体検出の高性能化，低消費
電力化を実現するため Sparse FINDを用いた物体検出アルゴリズムのハードウェア実装
について記述した．これらの技術を適用することによって，車載向け VLSIプロセッサ
の高性能化及び高信頼化が実現可能となる． 
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