determine sufficient conditions for the positivity of Green's function for an n-point right focal boundary value problem on measure chains whose forward jump operator is delta differentiable.
INTRODUCTION

Define the operator L by
Lx(t) := (-l)+F (t),
where t E 'IL' (a measure chain or time scale) and n E N (the set of positive integers), with n. 2 2;
we assume 'I is a closed subset of the real numbers R. Then the n-point right focal boundary value problem on 'I' is given by
Lx(t) = 0,
for t E [a, on(b)] , with Z@ (tr) = 0, where a = tl < t2 < . . . < t,_l < t, = a(b).
Here cr is the forward jump operator
o(t) := inf(7 E II' : 7 > t}.
Throughout this paper, we will assume that a, b, t, E T with a < b, and that [a, b] := [a, b] II 'I'. The results and techniques in this paper are generalizations of those in [l] to the setting of measure chains with forward jump operators that are delta differentiable (defined below); for the case over R, see [2] . An excellent introduction to time scales (measure chains) is given by
Hilger [3) . Other recent related work includes [4- 71. (4) , define the jump operator p(t) := sup{7 E T : 7 < t}, 0895-7177/00/S -see front matter @ 2000 Elsevier Science Ltd. All rights reserved. Typeset by A#-'I)$ PII: SO895-7177(00)00044-3 t).
DEFINITION
Similar to the definition of a(t) given in
T.
delta function. As a result,
(1, hl(t, s), . . . , hn-l(t, s)}.
FUNCTIONS ZL~,~ AND v,,~
Forintegersn>2andfori=1,2,...,n-l,define un,i(t, a) = %,i (C s : t1, t2,. . . , hd , with t, s, tj E T for 1 5 j 5 n, as follows: 
ilO> (11) for integers n 2 2 and for i = 1,2, . . . ,n -1. Note that u,,+(t,s) and u,,i(t,s) solve (2) for all t f g. It will be shown that u,,i(t,s) and vn,i(t, s) are the functions needed to construct Green's function for (1) . To determine sufficient conditions for Green's function to be positive on (tl,~"-l(&J x [h, bl, we will want to know how G,(t, s) behaves as a function of both t and s. To do this, we will need the following lemmas concerning u and U. 
hl CL-l,tl) 1 using (7); here cj (s, i) are as defined in (10). Replace row 1 of this n x n determinant by (row l-row 2), and then expand along the 1 in the second row, second column to get the (n -1) x (n -1) determinant 
. . 
hl (t,td . 
by Lemma 4, with q2 = tar q1 = a(s), and j = n -2. The overall outcome of (13) is 
for j = 2,3,. . . , n -2; the second equality follows from the fact that for j = 2,3,. . . , n-2andi=1,2 ,..., n-l. Now for i E {2,3,. . . , n -l}, we have H( 1 -i) = 0, so that (16) simplifies to
S(s,i) = H(j -i)h,_j_l (tj+l, 4s)) -H(1 -i)h,+l
Thus, (14) Consequently, with i = 1 and (19), (14) becomes
. .
Since the first and last columns of the determinant are the same, the determinant vanishes,
w,,i(t, s) := un,i(t, s) + (-l)"-'hn-&a(s)).
Then for i E {2,3,. . . , n -l}, we have by Lemma 5 and equation (7) Yz -U,_i,i__l (t, s : t2, t3,. . . , tn) -(-Y2hn-2 (t, 4s)) = ---21,_l,&__1 (t,s : t2, t3,. . . ) tn).
LEMMA 6. For hj as in (6), [ hj(t,a(s))]*~ = -hj_1 (+72(s)) a*(s).
PROOF. In the proof, we assume that s E T is such that crA(s) does exist. We use induction on j. For j = 1,
[h&, a(s))lAs = (t -a(s))** = -(u(s))* = -ho (t, u"(s)) * P(s).
where the last step uses the fact [6, Theorem 1.5 (iv)] that for any f delta differentiable at s, we have f(a(s)) = f(s) + (4s) -s)fA (4 It is straightforward to verify that
for h as given in (6) is the Cauchy function for Lx = 0.
In the following theorem, we will show that un,i and v,,i compose the constituent parts of Green's function for the n-point right focal boundary value problem given by (2) 
and (3). Ordinarily, we would consider Green's function G,(t, s) for (t, s) in [a, a"(b)] x [a, b]. In the subsequent development,
however, we will need to consider G,(t, s) on an extended domain, allowed by the existence of U,,i(t, s) and u,,i(t, s) for all t E [inf T, g"(6)]. The proof is thus established for the necessary extended domain as follows. 
function for the n-point right focal boundary value problem given in (2) and (3).
PROOF. We will actually show that G,(t, s) as given in (23) is defined on t E [infIr,#(b)] x [u,b].
First, suppose that s = p(ti) E Ii-l,Ii for 2 5 i 5 n -1. Then %,i-1 (6 P(h)) = %,i (4 P(h)) 1 %,i-1 (4 P(h)) = 'un,i (6 P(h)) Y fori=2,..., n -1 unless the ti are left dense and right scattered. Recall, however, our assumption throughout this paper that the time scale T is such that (T(S) is delta differentiable for all s E T. Note that as a(s) is not continuous at any left-dense right-scattered s, it cannot be delta differentiable at that s. Next, from (9) and (1 l), we have %L,i(6 s) -%,i(6 s) = (-lYL& 4s)). From (23)) we see that
If t = a(s)
,
G, (ti, s) = un,i (h, s) .
But hj(ti, ti) = 0 for j = 1,2,. . . , n -1, making the top row of the determinant in (9) all zeros. 
L2(t2,tl)
= (-l)n+l 0
. . . &I-, (tn t1)
. . = s'G,a"-l(t,s)f(s) so that the lemma holds. When n > 3 and t E (--co,o(s)),
POSITIVITY OF GREEN'S FUNCTION
G,a"(t,s) = (-l)nh,_z(t,a(s)),
by Theorem 11, when G$"(t,s) > 0 for all t E (--00,0(s)). Since G,(tl, s) = 0,
Gn(t,s:tl,tz,...,L)
,(t, s) > 0 on [(T(S), a"-'(&)]
as well. Hence, the condition also holds for n > 3. I THEOREM 13. Let T be a measure chain, with ~,,i(t, s) and w,,,(t, s) given as in (9) and (II), respectively. Assume for n 2 4 that U,-Q-i+1 @n-i&J, (T(Sj) : ti, ti+1,. . . ,t+_l) > 0,
for j E {2,3,. . . ,n-2}andi=j-l,j-2,...,1,andforsj~[p(tj),p(tj+l)]. Then G, (4 s : TV, tz, . , tn)
H2(n)
PROOF. We proceed by induction on n 2 3. For n = 3, we assume Hz(S) holds, and consider 
CASE 1. For s E II, Lemma 12 gives C(T,n).
by Hi(n) with j = 2 and i = 
., tn). (27)
Recall by the induction hypothesis that C(T, n -1) or
: t E (-oqtl), 
for&{3,4,... ,12-2},i=j-l,j-2,...,2,ands3~Ij. Letj-+J+landi&+1+1in(28 
for sj E Ij and j E {3,4, . . , n -2). Consequently, In other words, 
using (9) and (6) . S o, ~3,2(t) is a concave-down "parabola" with zeros at t = tl and t = 2t2-tl+h.
Thus, if t3 + 2h < 2t2 -tl + h, then u3,2(t3 + 2h) > 0; but this follows from (38). Hence, we have c+l .
Note that
213,2(t) = hl (t, t1) hl (t2,tl) -h2 (t, t1) = 3 (CL2 + t2 -t1 -t) ) using (9) and (6). Again, 213,2(t) is a concave-down "parabola" with zeros at t = tl and t = ct2 + t2 -tl. Using (39), we have 
for s E [t2/c,t3/c], Hr(4) holds by (46) and (47).
I
