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H. D. Beggs.
2 This paper is a welcome addition to the limited work in the area of two phase flow in inclined pipes. Some question arises, however, as to the adquaey of the experimental apparatus used in the study. Griffith and Wallis [1] 3 have shown that entrance effects can persist for lengths as much as 300 pipe diameters in two phase flow. Since the pipe length used by Singh and Griffith was only 20 ft, most of their data were taken in a region where the flow could still be developing. McDonald and Baker [2] indicate that the developing region may be as much as 500 pipe diameters in inclined pipes. The void fractions were determined using two quick closing valves to trap a portion of the flow stream. A description of the method used to measure the trapped liquid would be of interest.
Assumptions 3 and 4 imply that there is no pressure drop in the gas filled portion of the pipe. These assumptions are valid if the bubble length is small, but for long bubbles they oversimplify the problem. If the flow pattern developed into the annular region, there would be no pressure drop at all under these assumptions. It is also assumed that the acceleration pressure drop is negligible. This is a reasonable assumption for low velocities, but Hoogendorn [3] showed that the acceleration pressure drop could be as much as 15 percent of the total pressure drop under certain conditions. Street [4] , in a study of vertical slug flow, concluded that the effects of liquid acceleration around the gas bubble cannot be ignored.
The authors state that in some cases negative friction pressure drops were obtained. Was this concluded in cases where the calculated gravity pressure drop exceeded the observed total pressure drop? Hagedorn [5] also observed this for the vertical case, but after correcting his values for void fraction and consequently calculated gravity pressure drop, the negative friction condition was eliminated.
In equation (4) for bubble velocity, the second term
A is given as the rise velocity of a bubble in a stagnant liquid column.
In the correlation, a constant value of 1.15 was found for this term. It was also found that bubble velocity is independent of inclination angle. These conditions would indicate a bubble velocity of 1.15 fps in a horizontal pipe filled with a stagnant liquid. White and Beardmore [6] , in a study of bubble rise velocity, found that the inclination of the tube had a marked effect on the bubble velocity. These observations, and the fact that only angles of 5 and 10 degrees were used to develop the correlation, indicate that the effect of inclination angle on bubble velocit3' might not have been fully determined. This simple expression for bubble velocity, from which void fraction is calculated, fails to adequately handle the downhill section of a pipeline in hilly terrain. If the correlation is used to calculate pressure drop in a pipeline going up and back down a hill to the same elevation, all of the gravity pressure drop lost in the uphill section will be regained in the downhill section. The void fraction correlation in the present method, therefore, suffers the same shortcoming as that of Lockhart and Martinelli [7] which is discussed in the introduction of this paper. Flanigan ASME, Series B, Vol. 92, No. 4, pp. 717-726.
2 PhD Candidate, University of Tulsa, Tulsa, Okla. s Numbers in brackets designate Additional References at end of discussion.
[8] neglects completely any pressure recovery in the downhill section and Dukler [9] points out that although there is some degree of recovery, it is small compared to the loss in the uphill section.
The practical example given on the application of the correlation is very clear and is helpful in understanding some of the problems encountered in pipeline design. 4 The experimental work described in this paper was performed in small tubes (less than 1.6-in. dia), in upward inclined flow, at fixed angles of inclination of less than 15 deg. The paper makes no comments on the possibility of extending the results to larger pipe diameters, to downward flow, or to flows where the angle of inclination is variable. All of these points should be of interest to the pipeline designer. Successful generalization of their results to nondimensional form would be particularly desirable.
Additional References
The authors mention the importance of "drift" velocity in their introduction, but never use the term again in their derivation or discussion. Perhaps the authors should tie this in with their comments on void fraction and average density.
The authors mention that only bubbly or slug flow data were taken. The model described apparently applies only to slug flow. Were bubbly flow data utilized in the results and is the model applicable under such conditions? Although plexiglas tubes were utilized, the authors make no mention of any visual observations.
One can't help fretting about the fact that the parameter K 3 was reported to be insensitive to both inclination and diameter. I do not understand the sentence below equation (IS), "The authors feel no necessity to evaluate Ki and Ks accurately which might have different values for different flow conditions but claim that these constants will have more practical utility."
The statement that "In all cases the predicted values from the simplified slug flow model lie between the Bonderson's predicted values and the actual ones" does not seem to be entirely correct.
The reader is warned that AP in this paper does not mean pressure drop, but rather pressure gradient.
Certainly there is a real need for knowledge and better understanding in the areas described by the authors. It is hoped that the3 r might continue work in this direction with the aim of developing results that might find more direct application to the pipeline industry.
The discussers' comments are unusually worthwhile so I shall attempt a complete answer to all the points raised. I think it is best to consider those of Mr. Beggs first, then go on to those of Prof. Parker.
The first question is, "is the apparatus long enough to eliminate entrance effects?" It was evident as we ran it that even near the end of the pipe the bubbles sometimes overtook each other. For a fully developed flow this would not happen. The effect of the additional overtaking velocity on the average bubble velocity in the pipe is very likely negligible, however, as this event was so rare. The best indication that this was true can be seen in Figs. 18 through 20 of reference [1] below where, in 20 L/D's, all the entrance effects on pressure drop in a vertical slug flow were negligible. The data reported here was all taken at L/D's much greater than 20.
As far as measuring void fraction was concerned, the trapped liquid level was measured b} r a manometer attached to the pipe in question. The manometer was calibrated by shutting the lower quick-acting valve and putting in a measured amount of liquid.
The justification for the assumption of no pressure drop in the gas is tied in with the velocity level and void fraction which one finds in the vicinity of the pressure drop minimum. Typical values might be 4 fps, and a void of 60 percent. For these conditions, the gas phase pressure drop is negligible. For very long bubbles this assumption will become less valid. However, the pressure drop minimum always occurs at approximately this void fraction and velocity so this assumption is valid. This raises a very important point. We have solved for the pressure drop at the minimum and have developed equations valid only in the vicinity of the minimum. They should not be used at velocities much larger than the minimum. By the time the velocity level is 3 times that at the minimum the equations have lost their validity. Likewise, for these velocity levels, the acceleration pressure drops are very small. I don't quite understand the effects of liquid acceleration around the bubbles which Mr. Beggs referred to. We have an approximate model for an inclined pipe slug flow which eliminates this region. In the more exact analysis of reference [8] of the paper, it is included but its contribution to the mimimum pressure drop was not significant.
Negative friction pressure drops were obtained when the true (measured) void fractions were used. In the vicinity of the minimum the friction pressure drop was always positive, however. We are not the only ones to measure negative wall friction. The data of reference [4] of the paper also shows negative wall friction if the true (measured) void fraction is used when computing friction pressure drop.
Going from equation (4) to equation (18) involved a lot of soul searching on our part. In the more complete analysis of reference [8] we didn't make this jump and used equation (4) as given. There must be a diameter effect on bubble rise velocity but we couldn't find it. What we could have done was put one in by using equation (4) and then remove it by making Ki a function of Webber number. I think this is actually what happens but it seemed dishonest to promote this idea when there wasn't a shred of evidence in our data that this is what actually occurs. Some such thing could have been done with the data of reference [11] but we never really used his stagnant liquid rise velocity data, so this seemed dishonest, too. We are not entirely satisfied with equation (18), but it certainly fits the data, and as far as we can see, is the whole truth. I'd use it for very large pipes, too, but I believe it would work only because gas entrainment in the liquid is going to decrease the apparent slug flowxbubble rise velocity. If you can find data to disprove equation (18) I'll concede gladly, but we have none.
The effect of inclination on bubble rise velocity was not apparent in our experiments. For horizontal pipes and much more steeply inclined pipes, there is an effect, though I think it is very small in practical problems. Again, equation (18) fits the data. Reference [10] of the paper reports more on this.
Obviously, for downhill runs, this work doesn't apply. G. Singh is studying this right now. This is a more complicated matter as stratified (or annular flow) is possible as well as slug flow. We hope to have this region explored shortly and will transmit our findings as soon as they are completed. Because of the variety of flow regimes in down-sloping pipes, it is not a simple problem.
Turning now to the comments of Prof. Parker, I can answer the first comment by saying what we would do if we were to extend these results to different inclinations, diameters and down flow. I'd use equation (18) To non-dimensionalize these equations I'd go through the exercise which I just mentioned I was too proud to in connection with my reply to Mr. Beggs' comments. I do believe, however, that the Froude and Webber number effects just cancel.
Drift velocity is exactly the 1.15 fps of equation (18). We should have mentioned this in the paper. In general, the drift velocity is the left hand intercept of a plot such as Fig. 5 .
Bubbly flow data was taken at such low void fractions it was not in the vicinity of the pressure drop minimum. It was good data, but outside the scope of this paper. The visual observations were made to insure that for the reported data we did, in fact, have slug flow. Direct bubble rise velocity measurements were not successful, as the probes shown on Fig. 2 were quite erratic. Void fraction was what we wanted and a direct measurement turned out to be the best way to get it.
The sentence below equation (18) is murky. What we wanted to say is that we could see no diameter effect on either Ki or K 3 and we think that the simple form of equation (18) is more useful than a dimensionless correlation of K? and K 3 which uses pipe diameter in a way not reflected in the data. You are quite right about our comments regarding Borderson's predicted values.
I'd like again to thank the discussers for their comments. They have added immeasurably to the value of the paper and their comments serve as a model of how technical work of this kind should be received.
