A class of spiking neuronal models with threshold 2 is considered. It is defined by a set of conditions typical for basic threshold-type models, such as the leaky integrateand-fire (LIF) or the binding neuron model and also for some artificial neurons. A neuron is stimulated with a Poisson stream of excitatory impulses. Each output impulse is conveyed through the feedback line to the neuron input after finite delay ∆. This impulse is identical to those delivered from the input stream. We have obtained a general relation allowing calculating exactly the probability density function (pdf) p(t) of output interspike intervals (ISI) values for a neuron with feedback based on known pdf p 0 (t) for the same neuron without feedback, intensity of the input stream λ and the properties of the feedback line. Also, we derive the exact relation for calculating the moments of p(t) based on known moments of p 0 (t).
Introduction
Activity of neurons either in the brain or at the periphery is highly irregular and is normally treated as random, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . For description/modeling of this activity simple stochastic processes are used, like Poisson [1, Fig.12 ], [6, 8, 9] , gated Poisson [4] , Erlang [7] . It seems that a Poisson-type statistics is adequate at the periphery of the nervous system, e.g. at the neuromuscular junctions, [1] , in the olfactory receptor neurons, [8] , in the chemoreceptor neurons, [9] , in the mechanoreceptor neurons, [7] . For the primary visual cortex, already in 1966, it was observed that activity of the only 1/7th of recorded neurons could be modeled by Poisson process, [6] . In the more central areas, like the parietal lobe, neuronal activity exhibits a remarkable regularity incompatible with Poisson-type statistics, [10, 11] .
Deviation from Poisson statistics manifests itself in the deviation of the interspike intervals probability distribution from the exponential form. Many different reasons may bring on such a deviation. The most evident reason is the requirement to have more than a single input impulse for generating a single output spike. This makes the shortest ISIs less probable, see Fig. 2,a, Fig. 3 , a,b. Other straightforward reasons might be a variable input, [12, 13] , or adaptation, [13] . One more reason is feedback, either positive or negative. Such a feedback is often present if a neuron is embedded into a neuronal network with non-zero transmission times, capable of reverberating dynamics. In this case, the feedback is normally mediated by other neurons and this may have a pronounced effect on the firing statistics of any of them.
Our purpose is to check what might be that effect. Rigorous mathematical treatment of stochastic behavior of neurons in a network with delayed connections is a difficult task. In order to obtain an exact result, we take the simplest possible case of feedback, namely, a neuron sends its output impulses onto its input, see Fig. 1 , below. This can be considered as the simplest, "caricature network" with delayed feedback, composed of a single neuron. It was our surprise that this kind of neuronal organization has been observed experimentally, see Sec. 2.3.
In this paper, we consider a neuron with delayed excitatory feedback. The purpose of this work is to determine which effect the delayed feedback of this type might have on the probability density function (pdf) of output interspike intervals (ISI). Mathematically, the problem consists of calculation of pdf p(t) for ISI values for a neuron with the excitatory feedback, provided that the pdf of the same type for the neuron without feedback, p 0 (t), and the properties of the feedback line are known.
It is worth noticing that in the paper [14] the similar aim has been achieved but in the case of instantaneous excitatory feedback. As a result, the relation between three pdfs, namely for stimulus, for output stream without feedback and for output stream with instantaneous feedback, has been obtained. This relation is used farther in this paper.
In our previous paper [15] , we have considered the case of delayed fast inhibitory feedback. We have obtained the relation between the pdf for the neuron with delayed fast inhibitory feedback stimulated with Poisson stream and the pdf for the same neuron without feedback. In that work, we have come to the conclusion that the presence of delayed fast inhibitory feedback results in jump discontinuity of pdf at the point where ISI value equals the delay in the feedback line. In [15] , the problem has been stated for a whole class of threshold-type neuronal models that are determined through specifying a threshold level, a height of the input impulses, and a time course of excitation decay. It has been shown there that for any neuronal model (with and without feedback) that satisfies the imposed conditions there is invariant with respect to the way of excitation decay the initial segment of pdf. It is completely determined by the input stream and a ratio between the threshold level and the height of input impulses. In addition to this, it has appeared that the initial segment found for pdf for a neuron with feedback p(t) is enough to express statistical moments of p(t) through moments of p 0 (t), provided the time delay in the feedback line is shorter than the length of the above-mentioned initial segment.
In this work, we study the case of excitatory feedback with a non-zero delay ideologically similarly to our preceding work [15] dealing with delayed fast inhibitory feedback. Biological justification of this case of feedback is given in Sec. 2.3. We consider a subclass of neuronal models of the class considered in [15] , which is composed of models having the firing threshold 2 (see Sec. 2.1, below). That is, the imposed in [15] conditions on neuronal models, are valid here, see Cond0-Cond4, below. We assume that the neuron is stimulated with the input Poisson stream of excitatory impulses. For this type of stimulation, we derive a general relation between the ISI values pdf p(t) for a neuron with feedback based on known pdf p 0 (t) for the same neuron without feedback, see Eqs. (13) , (16) , (17) and (18) .
Further, as it was mentioned previously, that for any neuronal model satisfying imposed conditions, there exists initial interval ]0; T 2 [ of ISI values at which p 0 (t) and, consequently, p(t) does not depend on the neuronal model chosen. We calculate exactly that model-independent initial segment of p(t), see Sec. 3.2. As it can be clearly seen in Fig. 2 b,c, the p(t) has peculiarity at the point equal to the delay time.
Moreover, we obtain in our approach the model-independent relations between the moments of pdf of a neuron with and without feedback, see (20) , (21) , (23). The first moment, the mean ISI value, was known before for the binding neuron model only, see Eq. (21) . The general expressions obtained here confirm what has been found previously for the binding neuron.
Finally, the exact expressions found for p(t) are verified by means of Monte Carlo simulation for the LIF neuron model, see Fig. 2 b,c.
Methods

Class of neuronal models
We consider a class of neuronal models (without feedback) with threshold 2 stimulated with Poisson stream of input impulses of intensity λ. This class is a subset of a class of neuronal models considered in our preceding work [15] , where any value for the threshold was considered. The class considered here includes the leaky integrate-and-fire (LIF) and the binding neuron models, a both with threshold 2.
The neuronal state at the moment t is described by the depolarization voltage V (t), which considered to be biased by resting potential value. Thus V = 0 at the resting state and depolarization is positive.
The input impulse increases the depolarization voltage by h:
where h > 0. The input impulse decay is determined by a decreasing function y(u), which is different for different neuronal models. It means that if the first (and single) impulse is received at the moment t, then for any u > 0
For example, for the LIF model one has
where τ is the relaxation time. The neuron is characterized by a firing threshold value V 0 : as soon as V (t) > V 0 , the neuron generates a spike and V (t) becomes zero.
Instead of specifying any concrete neuronal model (through specifying V 0 , h and y(u)), we consider a class of neuronal models, which (without feedback) satisfy the following conditions:
• Cond0: Neuron is deterministic: Identical stimuli elicit identical spike trains from the same neuron. • Cond1: Neuron is stimulated with input Poisson stream of excitatory impulses. Pdf of intervals between those impulses is
where t means an input ISI duration. • Cond2: Just after firing, neuron appears in its resting state.
• Cond3: The function y(u), which governs decay of excitation, see Eq. (2), is continuous and satisfies the following conditions:
• Cond4: The pdf for output ISIs, p 0 (t), where t means an output ISI duration, exists together with all its moments. • Cond5: Neuron has a threshold 2. It means that in order to be triggered neuron should obtain at least 2 impulses, or, in other words, the following relation between the threshold V 0 and the input impulse height h is fulfilled:
Notice, that Cond0-4, above, are the same as in [15] .
As it has been shown in [15] , for any neuronal model that satisfies Cond0-5 there is the initial segment of pdf p 0 (t) of length T 2 where the pdf p 0 (t) on that segment looks as follows b p 0 (t)dt = λte −λt λdt, t < T 2 .
The concrete value of T 2 is determined by a way of excitation decay (the explicit form of y(u), see [15, Sec. 3.3] ). b In the (7), we have taken into account that the threshold equals two. To the neuronal model which satisfies the Cond0-Cond5 mentioned above we add the delayed excitatory feedback line and expect that it has the following properties:
• Prop1: The time delay in the line is ∆ > 0.
• Prop2: The line is able to convey no more than one impulse.
• Prop3: The impulse conveyed to the neuronal input is excitatory impulse identical to those from the input stream. • Prop4: The delay in the feedback line ∆ satisfies the following condition:
Notice, that Prop1-2, above, are the same as in [15] .
Biological justification
In the natural conditions, neurons are embedded into reverberating networks. Since output neuronal activity can be fed back transformed and transmitted by other neurons, most neurons can feel their own activity produced some time earlier. This justifies consideration of a feedback in neural systems. At the same time, it is known that excitatory neurons can form synapses (autapses) on its own body or dendritic tree [17, 18] . This substantiates consideration of a single neuron with excitatory feedback not only as the simplest reverberating network possible but also as an independent biologically relevant case. The delay ∆ comprises the time required by the output spike to pass the distance from axonal hillock, where it is generated, to the autapse and the synaptic delay.
Results
Pdf: general relation
The strategy for finding the pdf for a neuron with delayed excitatory feedback is the same as in our previous work [15] on delayed fast inhibitory feedback.
Let us introduce a time-to-live s -the time at the beginning of ISI needed for an impulse in the feedback line to reach a neuron. f (s) is a distribution of such times-to-live in a stationary regime. If p(t|s) is the conditional pdf that allows calculating the probability to obtain an ISI duration t given that the time-to-live at the beginning of the ISI is s, then in case of stationary regime the wanted pdf for a neuron with feedback can be found in the following way:
The conditional pdf p(t|s) depends on the type of feedback. Now we need to figure out what p(t|s) looks like in case of excitatory feedback.
Conditional probability p(t|s)
Below we will scrutinize different cases for the sake of obtaining the exact expression for p(t|s). Firstly, the probability to get an ISI t shorter than time-to-live s does not depend on the feedback line presence and is the same as in the case of absence the feedback. Thus
Secondly, there is nonzero probability to obtain ISI with exact duration t = s. In order to make this happen a neuron must receive one input impulse before receiving an impulse from the feedback line. The condition (8) ensures that in this case at the moment t ∈]s − ; s + [ there will be enough excitation in the neuron to surpass the threshold. The probability of this event, i.e. to obtain one impulse (and no more) from input Poisson stream on time interval ]0; t[, is λte −λt . Therefore for the conditional probability p(t|s) in this case:
Thirdly, if we obtain an ISI duration t > s, it means that before receiving an impulse from the feedback line, due to (8), there has not been any excitation on the neuron, i.e. the neuron does not receive an impulse from the input line. The probability of this event is simply e −λs . Right away after the receiving that impulse, the neuron is in the same state as at the beginning of ISI if there was an instantaneous feedback instead of delayed. Let us denote pdf for the same neuron but with instantaneous feedback (i.e. when ∆ = 0) as p o if (t). Thus, in this case, we have the following:
In [14] the relation between pdf for a neuron without feedback p 0 (t) and pdf for the same neuron with instantaneous feedback p o if (t), stimulated with Poisson stream, has been derived. It looks as follows: To summarize, the conditional probability p(t|s) can be written in the following form:
where χ(t) is the Heaviside step function.
Distribution of times-to-live f (s)
As regards the distribution of times-to-live f (s), in [19] , [15] , it was proved that f (s) has the following form:
where
and
General relation for pdf p(t)
After substituting (14) and (15) into (9), one can obtain the following general formulae for different domains of ISI duration:
As it can be seen from right above, the pdf p(t) has a Dirac δ-function type peculiarity at the point corresponding the ISI duration that equals the delay in the feedback line ∆.
To sum up, we have the following algorithm for finding the pdf p(t) for a neuron with feedback, if the pdf p 0 (t) for the same neuron without feedback is known:
(1) find p o if (t) by using (13); calculate p(t|s);
(2) substitute p o if (t) and components of the distribution function f (s) (16) and (17) into (18) and take integrals. 
Model-invariant initial segment of p(t)
We can find the initial segment ]0; T 2 [ of p(t) by substituting (7), (13) , (16) , (17) into (18):
This is in agreement with [19, ] and [20, ] where pdf has been obtained for the binding neuron model only. It is necessary to emphasize that in the present work the exact expression for p(t) (19) on the initial segment ]0; T 2 [ of ISI values is the same for the whole class of neuronal models with threshold 2 stimulated with Poisson input stream (invariant with respect to a way of excitation decay).
The validity of the obtained formulas (19) has been verified using numerical simulation for the LIF model by means of the Monte Carlo method, see Fig. 2 c.
Moments of pdf
Let us denote the nth moment of pdf for a neuron with delayed feedback p(t) and without feedback p 0 (t) as W n and W 0 n respectively. Using the definitions of the moments W 0 n and (18) within different time domains, one can obtain the following expression for the nth moment of pdf of ISI duration for a neuron stimulated with Poisson stream: The λ values are chosen in such a way that the total number of spikes at the 0 -500 ms interval is the same. It may be observed that in b the spikes are distributed more evenly than in a. In c, notice the series of ISIs equal ∆ in periods between † and ‡. W 0 0 is a normalization coefficient and equals 1. Note that the explicit expression of p 0 (t) in formula right above is used only for values on interval ]0; ∆[ where it is given by (7) .
The exact expression for the first moment of p(t) looks as follows:
.
The expression right above is in agreement with that found for binding neuron model in [19] and [20] .
In the case of instantaneous feedback, i.e. when ∆ = 0, for the mean of p(t) we have:
As regards the second moment, W 2 , the exact expression is:
In case of the instantaneous feedback the second moment is:
(22) and (24) are in concordance with [14, Eq. (7), (8) ] where relations between the first two moments for a neuron with instantaneous feedback and for the same neuron without feedback have been obtained.
Conclusions and Discussion
In the current paper, we study the effect of the presence of the delayed excitatory feedback line on the neuronal activity. For a class of neural models with threshold 2 stimulated with Poisson process and satisfying the imposed conditions (see Sec. 2.1), we have derived the general relation between the pdf p(t) of ISI values for a neuron with excitatory feedback and the corresponding pdf p 0 (t) for the same neuron, but without feedback, see Eqs. (13) , (16) , (17) and (18) . Furthermore, the initial model-invariant segment of pdf p(t) has been found in the explicit form, see (19) . Also, we express the moments of pdf p(t) for a neuron with feedback through the corresponding moments of pdf p 0 (t) for the neuron without feedback. The obtained relations between moments must be met for any neuronal model with threshold 2 stimulated with Poisson stream (i. e. that satisfies the imposed conditions Cond0-5, above). All obtained results are mathematically rigorous. Other rigorous results as regards statistics of neuronal activity can be found in the review [21] .
As it can be clearly seen in Fig. 2 b,c, the course of the pdf found has a peculiarity -a Dirac δ-function for ISI t = ∆, which makes it impossible to describe the output neuronal stream by a Poisson-like or other simple distribution. If the output of a neuron is fed to another neuron, the spiking pattern of the output determines the reaction of the post-synaptic neuron, see e.g. [2, 5] . The δ-function presence in the p(t) may rearrange the spiking pattern by adding some regularity, as illustrated in Fig. 3 c. 
