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ABSTRACT
Integration or interconnection of distributed energy resources (DER) is evolving as an e-
merging power scenario for electric power generation, transmission and distribution in-
frastructure globally. As DER applications penetrates into the conventional bulk power
systems, the following technical problems and challenges have been considered by the u-
tility operators and DER providers: 1) sizing and locating for DERs in the planning stage;
2) demand-side management for DER-dominated microgrid in the steady-state operation
stage; 3) protection control for inverter-interfaced DER in the transient dynamic stage; and
4) restoration service with DER participants in the restoration stage. To overcome the above
difficulties, four novel approaches are presented in this dissertation:
1. A combined strategy to determine the optimal location of PV distributed generation
units (PV-DGs): Economic optimization and power system stability are considered together
to decide the capacities, quantities and locations of PV-DGs. A new calculation method of
system voltage stability level based on the line sensitivity factors is developed. It precisely
compute the system voltage stability index without executing AC power flow calculation.
2. A distributed demand response (DR) algorithm to realize peak load shaving in a
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ii
campus microgrid: A decentralized DR model is developed to realize peak load shaving
under the incentive of minimizing the affected population caused by the load interruption. It
is solved by an alternating direction method of multipliers based DR algorithm considering
the complementarity of building consumption patterns.
3. Fault ride through (FRT) technique for inverter-interfaced DER integration into the
bulk power system: To provide fault current management and increase the system reliability
in the transient dynamic stage, a natural reference frame based FRT technique is developed.
The proposed method for computing grid-connected DER current references is applied to
fault conditions and multiple DER connections situations successfully.
4. A game-theoretic approach for DER energy trading in the restoration service: Our
approach, consisting of the economic incentive and the system stability incentive in the
payoff function, builds a two-layer game structure to model the energy trading interaction
between the utility and DERs. It offers system operators an important decision support on
energy dispatching during restoration service.
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Stimulated by ambitious national commitments, international agreements and rapid tech-
nological progress, national governments are increasingly choosing distributed energy re-
sources (DER) to expand their power infrastructure. DER provided 23% of power gen-
eration worldwide by 2014, and a higher penetration level is targeted for the next two
decades [1]. New York, Oregon, and the District of Columbia extended and expanded their
mandates for renewable electric generation to reach 50% of each state’s total electricity
generation by 2030, 2032, and 2040, respectively [2]. The California energy commission
codifies that publicly owned utilities procure “half of the state’s electricity from renewable
sources by 2030" [3]. As DER begins to replace conventional generation, the following
technical problems and challenges have been considered by the utility operators and DER
providers [4]. The classic operation scheme of electric energy systems is a unidirectional
and top-down approach. There is a limited number of large power plants feed that into the
1
grid to keep demand and supply balanced at all times. The integration of DER into the
energy network, which breaks this balance, exhibits a set of technical problems including
voltage rise instead of fall at certain end points with DER integration, degraded protec-
tion, two-way power flow, and increased fault level [5]. It is challenging our traditional
approach to the electric power system and calls for advanced planning, operation, control
and restoration strategies.
Basically, four issues are notable as follows: 1) size and location strategy for DER in the
planning stage, 2) demand-side management for DER-dominated microgrid in steady-state
operation stage, 3) fault ride through control for inverter-interfaced DER in the transient
dynamic stage, and 4) restoration strategy considering the energy trading with DER in the
restoration stage.
1.2 Major Contributions
To overcome the aforementioned difficulties, four novel approaches have been presented in
this dissertation:
1. A combined strategy to determine the optimal location of PV distributed genera-
tion units (PV-DGs): The economic optimization and the system stability optimization are
combined together to decide the capacities, quantities and locations of PV-DGs. A new
calculation method of system voltage stability level, based on the line sensitivity factors, is
developed to speed the optimization algorithm effectively.
2. A distributed demand response (DR) algorithm to realize peak load shaving in a
campus microgrid: A decentralized DR model is developed to realize peak load shaving
under the incentive of minimizing the affected population caused by the load interruption.
2
It is solved by an alternating direction method of multipliers (ADMM) based DR algorithm
considering the complementarity of building consumption patterns.
3. Fault ride through (FRT) technique for inverter-interfaced DER integration into the
bulk power system: To provide the flexible fault current management and increase the
system reliability in the transient dynamic stage, a natural reference frame based FRT
technique is developed. The proposed method for computing grid-connected DER cur-
rent references is applied to the varied fault conditions and the multiple DER connections
situations successfully.
4. A game-theoretic approach for DER energy trading in the restoration service: Our
approach, consisting of the economic incentive and the system stability incentive in the
payoff function, builds a two-level game structure to model the energy trading interaction
between the utility and DERs. It offers system operators an important decision support on
energy dispatching during restoration service.
1.3 Dissertation Organization
The rest of the dissertation is organized as follows: Chapter 2 introduces a combined strate-
gy to determine the optimal location of PV distributed generation units (PV-DGs). Chapter
3 presents a distributed demand response (DR) algorithm to realize peak load shaving in
a campus microgrid. Chapter 4 discusses fault ride through (FRT) technique for inverter-
interfaced DER integration into the bulk power system. Chapter 5 reports a game-theoretic
approach for DER energy trading in the restoration service.
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Chapter 2
Optimal DER Sizing and Location
Strategy: A Line-Sensitivity-Factor
based Method
This chapter presents a combinational strategy to determine the optimal location of PV
distributed generation units (PV-DGs) in terms of maximizing the power system voltage
stability level. The voltage collapse power indices (VCPIs) are chosen to access the volt-
age stability level of a system. To eliminate the need of iterations, a line-sensitivity-factors
(LSFs) based line power flow calculation method is developed. It can precisely compute
VCPI without executing AC power flow program. Combined with the economic optimiza-
tion software HOMER to determine the sizes and quantities of PV-DGs, the optimal buses
to connect PV-DGs are selected by minimizing the sum of VCPIs. The proposed loca-
tion strategy is validated by multiple IEEE test systems. The numerical simulation results
demonstrate that the proposed method is accurate on VCPI calculations and has the reduced
computation time compared with the Newton-Raphson power flow method. Through the
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continuous power flow results, it is verified that the optimal DG configuration selected by
the proposed strategy could maximize the overall voltage stability margin of the system.
2.1 Introduction
Integrating DER into an existing power system can be a challenge because of its size-
and site-dependence. For instance, over-sizing might cause dynamical instability when
large amounts of energy are transmitted into the main grid. Further, it will also make
the design costly. On the contrary, the under-sizing of DER will cause system unbalance
because supply might not be able to satisfy the demand. Additionally, for the site-dependent
issues, not all the areas have abundant solar and wind energy, so an improper location will
affect the generation performance. Even in the same microgrid, different locations might
have huge differences in renewable energy supply. Other reasons for site-dependent issues
include: due to hardware limitation, wind turbine and concentrated solar energy are not
suitable for small residential areas; and locations that are too far from the users will cause
unnecessary power line losses. Therefore, it is necessary to determine the optimal sizes and
placements of DER within which the microgrid can achieve its maximum potential benefits
in economic and environmental ways.
The penetration and integration of distributed generation (DG) units into the existing
distributed power network is one of the main features in forming smart grids. Renewable-
energy-based distributed generations, including solar photovoltaics (PV-DG), wind tur-
bines, gas turbines, fuel cells, etc., is the most prospective category of DGs because it’s
cost-competitive and environment-friendly [6]. Especially PV-DG, one kind of the widely-
applied DGs, has been developed maturely and extensively located near load centers, middle-
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stream or downstream of the distributed network. As the penetration level of PV-DG units
is increasing, their impacts are considerable on supporting the economic operation, volt-
age profile, power quality, stability, and the reliability of the existing distributed power
system [7]. The definite impact level has a close relationship with the capacity of the grid-
interfaced DG as well as its installation positions. So the optimal strategy for sizing and
location of PV-DG is very important for designing distributed power network.
Normally the optimal DG sizing and location (ODSL) could be formulated as a com-
plex mixed integer nonlinear optimization problem. The objective functions of ODSL are
many and varied in order to meet the manifold design needs of distributed networks [8].
Economic objectives and stable operation objectives are two primary classes of ODSL ob-
jective functions being considered mostly in the past.
In this chapter, the system stability level will be taken into account in the ODSL strat-
egy. An LSFs-based method [9, 10] was developed to evaluate the voltage stability level
of the power system in an accurate and fast way. In Section 2.2, two categories of ODSL
problems are reviewed.
To overcome the above difficulties, Section 2.3 presents a combined strategy to deter-
mine the optimal location of PV distributed generation units (PV-DGs) in terms of max-
imizing the power system voltage stability level of a system in the planning stage. The
proposed strategy on solving the ODSL problem consists of two phases. The first phase
considers the economic optimization. Utilizing the HOMER software to simulate the sys-
tem with specific capacity, it seeks the optimal sizes and the quantities to each size level
of the PV-DGs to install in the system that could achieve the minimum total net present
cost. The second phase focuses on voltage stability optimization. It finds the optimal bus-
es to install those DGs, of which sizes and quantities are determined in phase 1, and that
could maximize the sum of the voltage collapse power indices (VCPI) in the system. The
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new VCPI calculation method will be used in phase 2 to speed the optimization algorithm.
In Section 2.4, LSF-based VCPI calculation method is introduced. By using the partial
derivatives of the base case power flow Jacobian matrix, four LSFs are proposed to reflect
the effects of bus i real and reactive injection power changes (∆Pi, ∆Qi) on the real and
reactive line power flow changes (∆Plm, ∆Qlm) of the transmission line from bus l to bus m
respectively. In Section 2.5, the proposed optimal sizing and location strategy was applied
on IEEE 6-bus, 14-bus, 30-bus and 57-bus systems. To test the effectiveness of proposed
method, VCPI results are compared with Newton Raphson’s method and ODSL results
with P-V curves generated by continuous power flow.The contribution of this part of work
can be outlined as follows:
1) A new group of sensitivity factors is proposed to establish a direct relationship be-
tween bus injection power and transmission line power flow.
2) A combinatorial ODSL strategy is proposed to focus on improving the system sta-
bility level. Combined with the economic optimization results on size and number, the
optimal location is determined by voltage stability optimization.
3) An LSFs-based method is proposed to calculate VCPI and obviate the conventional
power flow iteration in ODSL optimized solution searching process.
2.2 Literature Review
ODSL techniques resolve the issues related to DG’s sizing, quantities, and suitable place-
ment under different objective functions. For economic objective category, it includes min-
imizing power loss of the system, minimizing energy losses, maximizing benefit-cost ratio,
maximizing the market profit and so on. Under considering economic configuration and
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operation, ODSL could be taken as one branch of the well-known AC optimal power flow
(OPF) problem. The optimization algorithms for OPF could be applied in ODSL. In [7, 8],
the studies carried out to present numerical and heuristic methods on solving ODSL bases
on the economic objective have been summarized. Moreover, commercial software -like
HOMER, EMST M, UGE SET- for modeling and optimizing system configuration inter-
faced with renewable energy [11–13]. The users of HOMER could get the optimal DG
configuration based on the user defined system topology and constrains to minimize the
total net present cost. In [14], a hybrid renewable energy based microgrid was designed by
HOMER based on evaluating its economics and environmental emissions.
Besides considering economic factors, maintaining a stable and secure operation of a
distributed network has aroused more attention in ODSL study, especially for the system
supply power to military or medical institutions. The voltage stability issue as one of the
major sources of power system insecurity has been analyzed in ODSL problem formulation
[15–19]. In [16], the relationship between the receiving power (P) and the voltage (V) at a
certain bus (P-V curve) in a system was used to evaluate voltage stability level in ODSL.
However, the computation burden of updating the voltage stability margin by plotting the
P-V curve is time-consuming. The graphical analysis method is hard to use in complex
systems [20]. In order to have a quantitative estimation on system’s long-term or steady-
state voltage stability level, different kinds of voltage stable indices are proposed in studies,
like voltage stability index (VSI) [17, 18, 20–23] , L index [20, 21], fast line stability index
(FVSI) [21] and line stability factor(LQP) [21]. These indices enroll both system power
flow and bus voltages into calculation to reflect the bus-based stability.
In order to consider both economic and stability, the objective function of ODSL are
formulated as a multiobjective function with weights in [17, 18] or a goal multiobjective
index in [15]. Multi-objective planning provides a conceptual approach towards better DG
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planning by execute a best compromise solution among various objective functions. The
power flow calculations are needed in their optimization algorithms to compute the voltage
stability index value. In [24], the voltage collapse prediction index (VCPI) is derived only
from system line power flow and reflects the voltage stability based on transmission lines.
Once the value of the VCPI is close to unity or exceeds it, the system voltage will collapse.
Thus, VCPI could be used as a kind of voltage stability index in ODSL to evaluate the
system stability quantitatively.
2.3 Problem Formulation
The proposed strategy on solving the ODSL problem consists of two phases. The first
phase considers the economic optimization. Utilizing the HOMER software to simulate
the system with specific capacity, it provides the optimal sizes and the quantities to each
size level of the PV-DGs to install in the system that could achieve the minimum total net
present cost (NPC). The second phase focuses on voltage stability optimization. It finds the
optimal buses to install those DGs, whose sizes and quantities are determined in the phase
1, and that could maximize the sum of VCPI in the system. The new VCPI calculation
method will be used in phase 2 to accelerate the optimization algorithm.
2.3.1 Economic PV-DG Sizing
HOMER is a simulation tool developed by the U.S. National Renewable Energy Laboratory
(NREL) to assist in the planning and design of renewable energy based microgrids. After
setting up the simulated microgrid schematic with key parameters, HOMER displays the
feasible configurations of PV-DGs sorted by the user-defined microgrid total net present
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cost (NPC) based on its integrated optimization algorithms and the comprehensive datasets
of load profile, solar resource, system economics and so on. In this case, the key parameters
of the simulated microgrid are shown in Table. 2.1.
TABLE 2.1: The main parameters of the microgrid setup
Target area Daegu, South Korea
Load capacity 12.1MW (6-bus)
24.2MW(14-bus)
Load profile See Fig. 2.3.1
Set up and replacement costs See Table. 2.3.1




TABLE 2.2: Set up and replacement cost for PV-DG






The power system is supposed locating at Daegu, South Korea. The data of electrical
load profiles, as shown in Fig. 2.3.1, cost of utility and solar resource profiles is obtained
based on this geographical location. The set up and replacement cost for each capacity level
is shown in Table. 2.2. The load capacity is decided by the IEEE 6-bus, 14-bus, 30-bus and
57-bus test systems, which are 12.1 MW, 24.2 MW, 36.3 MW and 24.2 MW respectively as
shown in Table 2.6. The capacity levels of PV-DG are set as 100 kW, 200 kW, 300 kW, 400
kW and 500 kW, of which the first two and the last three are defined as two search spaces.
The optimal sizes and quantities of DGs solved by HOMER are shown in Table 2.6. For
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FIGURE 2.3.1: Microgrid Load Pattern in HOMER a) Daily Load Pattern; b) Monthly Load
Pattern; and (c) Solar radiation profile for Daegu.
6-bus system, installing two 300 kW PV-DG will get the minimum NPC which is $ 6M;
For 14-bus system, it is three 300 kW and one 400 kW PV-DG installation that would get
$ 13M on minimum NPC.
2.3.2 Voltage Stability Optimization
After getting the quantities and capacities of DGs to be installed based on economic opti-
mization by HOMER, the next step is to place DGs based on voltage stability optimization.
The VCPI indices indicate the stability of each line in the power system. The sum of VCPI
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on each transmission line is used to represent the overall power system voltage stability
level. The objective is set as minimizing VCPIsum. Suppose for an i-bus power system,
there are M kinds of different capacity PV-DGs to be installed. For each kind of PV-DGs,
the quantity is N j, the capacity is C j and the phase angle between the current and voltage is
ϕi. Introduce the 0-1 variable xi j:
xi j =

1 if bus i installs the jth kind of DG ,
0 if bus i does not install the jth kind of DG.
(2.3.1)
The problem can be formulated as below:
Objective Function:





where f (x) is the function extracted from (2.4.16) with the active power change ∆Pi and










xi jC j sinϕi (2.3.4)
Subject to
The complete ODSL solution is shown in Fig 2.3.2. With the optimal placement results
from HOMER and LSFs calculated from the base case power flow Jacobian matrix, the
optimal PV-DG location could be found by minimizing VCPIsum whose value is calculated
by the proposed method in (2.4.16). This voltage stability optimization problem could be
solved by exhaustive searching in the simple systems or advanced evolution optimization,
such as particle swarm optimization (PSO) [7], imperialistic competitive algorithm (ICA)
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FIGURE 2.3.2: The proposed method for optimal DG sizing and location
[15] or evolutionary algorithm (EA) [25], in the systems with a large number of buses.
2.4 Solution Methodology
2.4.1 Line Sensitivity Factors








, show the approximate
change in line flows for changes in bus on the network configuration. The real and reactive
13
power flows from bus l to bus m are shown as follows [26].
Plm =V 2l (gsl +glm)−VlVm (glm cosθlm +Blm sinθlm) (2.4.1)
Qlm =−V 2l (bsl +blm)−VlVm (glm sinθlm +blm cosθlm) (2.4.2)
Where Vl , θl are the voltage magnitude and phase angle at bus l as shown in Fig. 2.4.1(a).
The phase difference between bus l and bus m is θlm = θl−θm. glm+ jblm is the admittance
of the series branch connecting buses l and m. gsl + jbsl is the admittance of the shunt
branch connected at bus l. Plm, Qlm are the function of the voltage magnitude and phase
FIGURE 2.4.1: Two Equivalent circuits for a transmission line
angle on the network. When bus i has power flow change ∆Pi or ∆Qi, all phase angles
and voltages in the network will change. The change of real and reactive line power flows












































































































































where N−1 means counting out the slack bus from the N-bus system.
The line sensitivity factors represent the ratio of change in power flow from bus l to bus
m when a change ∆Pk or ∆Qk is made. By partial differentiating Pk and Qk respectively, the
active line power flow Plm has two line sensitivity factors PPLSFlm,k, PQLSFlm,k and the
reactive line power flow Qlm has two line sensitivity factors QPLSFlm,k, QQLSFlm,k. The

























































































are derived by differentiating (2.4.1), (2.4.2) for the








are from transpose of the inverse Jacobian
matrix J from the base case power flow solution. For one transmission line from bus l to













































































VCPI, which is proposed by M.Moghavvemi et al [24], investigates the stability of each
line of the system and represent the current amount of power flow compared to the max-
imum capacity that can be transferred for each line. VCPI for the maximum transferable











where Vl is the voltage of the bus l, Zs∠θ is the transmission line impedance, Zm∠φ is the
corresponding load impedance, and φ = tan−1(QmPm ).
VCPI is used to assess the stress status of the lines in the system. As the relationship
between power flow on a line (Plm, Qlm) and the power change on a bus (∆Pj, ∆Qk) is
indirect, the AC power flow calculation is needed to execute once more to update the VCPI
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of a different DG configuration case in searching the optimal solution of ODSL. To speed
the optimization algorithm and to eliminate the need of AC power flow iterations, a new
way to compute VCPI by adopting LSFs are proposed in this section.
Once the DGs are installed in the network, the change on VCPI can be expressed as,
|VCPIlm +∆VCPIlm|=
∣∣∣∣ Plm +∆PlmPmaxlm +∆Pmaxlm
∣∣∣∣ (2.4.12)
Suppose a change either ∆Pi or ∆Qi is made on bus i after the DGs installation, the numer-
ator and denominator of above equation can be expressed as follows:























In the stable power system, the changes on Vl caused by ∆Pi or ∆Qi are much smaller than
Klm. To simplify (2.4.11), ∆Vl is neglected and Vl is seen as constant. Combining (2.4.12),














(2.4.16) indicates that the sum of VCPI after the bus power change could be directly
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calculated by the line sensitivity factors rather than running the power flow calculation
again.
2.5 Numerical Results
2.5.1 Results of VCPI Calculation
By using the proposed LSFs, the line flows can easily be calculated by precisely reflecting
any changes in bus real and reactive power injections. The accuracy of the dynamic line
flows calculation by LSFs is verified in Table. 2.3. By comparing the line flows calculated
by N.R. method with those calculated by S.F. method, the differences between the two
values indicate the degree of precision of the proposed method. Table 2.3 shows such a
difference on power flow on the transmission line from bus 1 to bus 2 in the IEEE 6-bus
system under the dynamic load case. As the load of bus 2 increasing from 0 to 2.5MW with
the step of 100kW, the S.F. method tracks the N.R.method closely both on real and reactive
line flow and maintain the errors within 0.62% and 1.4% respectively. The numerical results
of VCPI calculated by the proposed new method based on LSFs are shown in Table 2.4
and Table. 2.5. After installing the PV-DGs at the optimal locations shown in Table. 2.5, the
VCPIs on each bus in the system are computed by N.R method and S.F. method separately.
In 6-bus system, the average difference of VCPI between the two methods is 0.0017 while
for 14-bus system it is 0.0014. The results reflect the abilities of the proposed S.F.method
and the conventional N.R. method on calculating VCPI has a comparable accuracy.
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TABLE 2.3: Comparison of power flow at Bus #2 in IEEE 6-bus system















0 0 214.55 55.35 214.55 55.35 1.0174
100 50 261.68 73.78 261.67 73.78 1.0085
300 150 355.94 110.65 355.89 110.61 0.9899
500 250 450.2 147.52 450.05 147.4 0.9704
700 350 544.45 184.39 544.15 184.14 0.9496
900 450 638.71 221.26 638.18 220.81 0.9274
1100 550 732.97 258.13 732.12 257.42 0.9034
1300 650 827.23 295 825.94 293.93 0.8774
1500 750 921.48 331.87 919.6 330.31 0.8486
1700 850 1015.74 368.74 1013.06 366.54 0.8162
1900 950 1110 405.61 1106.18 402.51 0.7784
2100 1050 1204.26 442.48 1198.75 438.08 0.7317
2300 1150 1298.51 479.35 1289.97 472.69 0.6647
2500 1250 Voltage collapse
2.5.2 Results of ODSL
The proposed method for ODSL to maximize overall voltage stability is demonstrated on
6-bus, 14-bus, 30-bus and 57-bus IEEE test systems respectively. Some assumptions of the
test power systems are listed as follows,
(1) All loads will increase and decrease at the same rate;
(2) Before installing the PV-DGs, the power system is stable and initial voltage main-
tains at 1.0 p.u.;
(3) The power factor of the PV-DGs on each bus is maintained at 0.9;
(4) Tap of transformers is 1.0 and the line capacitor is ignored.
The results of the proposed ODSL method are shown in Table 2.6. In order to verify
selected PV-DG locations by the proposed strategy based on S.F. method to get the mini-
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TABLE 2.4: Comparison of VCPI in 6-bus system (N.R v.s. S.F.method)
Line 1-2 1-4 1-5 2-3 2-5 2-6
S.F 0.013 0.002 0.021 0.03 0.01 0.001
N.R. 0.013 0.002 0.021 0.027 0.009 0.001
Line 4-5 5-6 4-2 5-3 6-3 Sum
S.F 0.034 0.013 0.025 0.04 0.028 0.2155
N.R. 0.031 0.011 0.023 0.035 0.025 0.1969
TABLE 2.5: Comparison of VCPI in 14-bus system (N.R v.s. S.F.method)
Line S.F N.R. Line S.F N.R.
1-2 0.001 0.002 7-14 0.026 0.023
1-8 0.001 0.001 8-3 0.024 0.022
2-4 0.013 0.011 8-9 0.003 0.003
2-8 0.013 0.01 9-4 0.002 0.001
2-9 0.015 0.012 9-6 0.009 0.007
3-11 0.013 0.012 9-7 0.015 0.013
3-12 0.029 0.026 11-10 0.002 0.001
3-13 0.024 0.022 13-12 0.005 0.004




mum VCPIsum, Table 2.7 provides the rank of VCPIsum of the 6-bus system after installing
the two 300kW PV-DGs at different buses. By comparing with other possible DG location
combinations, it is shown that placing PV-DGs at bus 3 and bus 4 could get the minimum
VCPIsum which is same as the results in Table 2.6. For both two test systems, the VCPI
change on each line before and after placing PV-DGs at the optimal locations are shown in
Fig 2.5.1. VCPI value of those transmission lines with relative higher stress status before
connecting PV-DGs are all dropped down apparently after installing PV-DGs at the select-
ed locations, like the transmission lines (Bus 1-8, Bus 2-9) in IEEE 14-bus system and the
transmission line (Bus 1-5) in IEEE 6-bus system.
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6-Bus 12.1 MW 2 300kW×2 Bus 3,4 6 million 88.5%(Total 580kW)




(Total 1,160kW)400kW×1 Bus 4




(Total 1,417kW)500kW×1 Bus 5




(Total 1,160kW)400kW×1 Bus 2
TABLE 2.7: The PV-DG location results in IEEE 6-bus system
Bus Combi-
nation
VCPIsum Rank Bus Combi-
nation
VCPIsum Rank
#2, #3 0.2807 3 #3, #5 0.3839 8
#2, #4 0.3223 6 #3, #6 0.4114 10
#2, #5 0.343 7 #4, #5 0.2909 4
#2, #6 0.3055 5 #4, #6 0.2162 2
#3, #4 0.1969 1 #5, #6 0.3989 9
FIGURE 2.5.1: Impact of DGs placement. (a) IEEE 6-bus system; and (b) IEEE 14-bus system
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2.5.3 Voltage Stability Margin Analysis
Furthermore, the P-V curves of 6-bus, 14-bus, 30-bus, and 57-bus systems after installing
PV-DGs are plotted by using MATPOWER 5.1 [27] and the system voltage stability mar-
gins of installing PV-DGs at optimal buses are compared with that of installing PV-DG
at other possible bus locations. Fig. 2.5.2 and Fig 2.5.3 show the impact of the DG units
placement on the voltage stability margin and maximum load ability in 6-bus system and
14-bus system. For the 6-bus case, the target system load increase time is 1.5. When the t-
wo 300kW PV-DGs are installed at bus 3 and bus 4, the system could achieve the maximum
voltage stability margin (λ=2.194) comparing with other possible placements of different
bus combination. For the 14-bus case, the target system load increase times is 1.8. The
maximum system voltage margin (λ=0.8127) is achieved if the bus 3, 7, 9 are chosen to
install 300 kW PV-DG and bus 4 is chosen to install 400 kW PV-DG, which is the same
optimal bus combination by using S.F. method shown in Table. 2.6.
FIGURE 2.5.2: P-V curves for different PV-DG placements in 6-bus system
For 30-bus system, the optimal PV-DG location combination is Bus 2, 8, 15, 28 con-
nected with one 300 kW DG individually and Bus 5 connected with one 500 kW DG. The
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FIGURE 2.5.3: P-V curves for different PV-DG placements in 14-bus system
related P-V curve is depicted in Fig 2.5.3 (d). Through comparing with three different
sets of P-V curves generated by randomly locating the five PV-DGs as shown in Fig. 2.5.3
(a)∼(c), the voltage stability margin of the system with the optimal PV-DG location com-
bination (the red curve) is always the largest, which is λ=0.39 under the target system load
increasing 7.5 times.
In the 57-bus system, the voltage stability margin of the optimal DG location case is
λ=0.93 when the target system load increase time is set as 1.8. By randomly changing
one’s position of the four DGs, the three sets of P-V curves as shown in Fig. 2.5.5 (a)∼(c)
(green curves) could not achieve the same stability margin in the optimal location case
(blue curves). The graphical voltage stability margins verified that the proposed strategy
based on the S.F. method could get the optimal DG location to maximize the overall system
voltage stability accurately.
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FIGURE 2.5.4: P-V curves for different PV-DG placements in 30-bus system
(a) 1×500 kW DG is located at Bus 5, 4×300 kW DG is located randomly; (b) 1×500 kW DG is
located at Bus 4, 4×300 kW DG is located randomly; (c) 1×500 kW DG is located at Bus 11,
4×300 kW DG is located randomly; and (d) 4×300 kW and 1×500 kW DGs are located at Bus 2,
8, 15, 28 and Bus 5.
2.5.4 Computational Time
In the 14 bus case, the total CPU time of the S.F. method is 0.17s as shown in Table. 2.8.
Comparing with the 424.83s total CPU time of the Newton-Raphson power flow calcu-
lation, the calculation speed of S.F. method is 2.5×103 times faster than that of the N.R.
method. This advantage of S.F. method on saving CPU computation time has an expo-
nential growth on 30-bus and 75-bus cases. It shows the potential of the proposed ODSL
method on decreasing the calculation complexity to maximize system voltage stability. For
the more complex system like IEEE 118-bus or 300-bus test system, the proposed S.F.
method will have more prominent advantages on the calculation speed as well as the real-
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FIGURE 2.5.5: P-V curves for different PV-DG placements in 57-bus system
(a) 2×300 kW and 1×400 kW DGs are located at Bus 8, 15 and Bus 2, 1×300 kW DG is located
randomly; (b) 2×300 kW and 1×400 kW DGs are located at Bus 12, 15 and Bus 2, 1×300 kW
DG is located randomly; (c) 3×300 kW DGs are located at Bus 12, 15 and 8, 1×400 kW DG is
located randomly; and (d) 3×300 kW and 1×400 kW DGs are located at Bus 12, 15, 8 and Bus 2.
time applications.
TABLE 2.8: The computation time comparison
6-bus 14-bus 30-bus 57-bus
S.F. (s) 0.051 0.17 7.672 52.5
N.R. (s) 0.099 425 1.247×106 3.9×106
Speed Times
(S.F./N.R.)
1.94 2.5×103 1.6×105 7.4×104
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2.6 Conclusion
In this chapter, a ODSL strategy targets utilizing the PV-DG units placements to get the
maximum voltage stability with economic optimization on the quantity and capacity of
PV-DG units is developed. VCPI is applied to evaluate the system static voltage stability
level to find out the optimal DG locations in terms of minimizing the system VCPIsum. A
new VCPI calculation method (S.F. method) adopting LSFs to reflect line flow sensitivity
to any changes in bus real and reactive power injections caused by the DG installation is
proposed. It shows the potential of the proposed ODSL method on decreasing the calcu-
lation complexity to maximize system voltage stability. For the more complex system like
IEEE 118-bus or 300-bus test system, the proposed S.F. method will have more prominent
advantages on the calculation speed as well as the real-time applications.
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Chapter 3
A Distributed Demand Response
Algorithm for Campus Microgrid
This chapter proposes a distributed demand response (DR) strategy for shaving peak load
in a campus microgrid. It has been an open issue to address the DR problem in a network
of multiple types of buildings, like a campus, where each building is concerned about max-
imizing its own end-user’s satisfaction level. A decentralized DR model is developed to
realize peak load shaving under the incentive of minimizing the affected population caused
by the load interruption. It is solved by an ADMM-based DR algorithm considering com-
plementary building consumption patterns. A simulated system based on the consumption
data of the University of Connecticut co-generation plant is built to validate the effective-
ness of the proposed DR control. It decreases the peak-to-average consumption ratio and
lowers the overall dissatisfaction level at end-user side.
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3.1 Introduction
Due to the increasing electricity demand and load fluctuation in the power system, DR-
techniques are crucial for relieving the pressure from the system operators on achieving
real-time supply-demand balance. Based on the report from Advanced Energy Economy,
10% of the country’s electric system is built to meet demand in just 1% of a year’s hours [2].
The goal of DR is peak demand management, that is to flatten the demand curve by shift-
ing the peak hour load to off-peak hours. Plotting the load duration curve is a quick way
to determine if there is an opportunity to implement peak demand management savings
strategies at a building or in a microgrid. Fig. 3.1.1 shows the consumption probability
distribution curve (Fig. 3.1.1(a)) and the load duration curve (Fig. 3.1.1(b)) of the campus
central utility in the University of Connecticut (UConn) during the first four months in
2016. The consumption capacity range of this campus microgrid is between 9.5MW to
20MW, in which its peak load consumption (17MW) that occurs 10% of the time or rough-
ly 5 weeks throughout the year. This high energy usage fluctuations can add significant
ancillary cost to the suppliers due to the inefficient usage of thermal plants in the power
grid. Applying DR program in a utility could enable consumers to save energy and money,
and facilitate the grid moving further towards its optimal operation point.
Generally, the application scale of the DR programs has two levels. In the local-scale
level, a commercial building or a smart house is taken as the DR control object. The
optimized ON/OFF schedules of heating, ventilation, and air conditioning (HVAC) sys-
tem, plug-in electric vehicles (PEVs), battery energy storage system (BESS) and other
household appliances are developed to realized peak load shifting [28–31]. The thermal
dynamics of building rooms are set up in order to account for the satisfied temperature
constrains. In the large-scale level, DR program is usually applied in a regional power
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FIGURE 3.1.1: Load duration curve. (a) the curve of load consumption v.s. proportion (%); and
(b) the curve of probability v.s. load consumption
grid with thousands of customers to reshape the aggregated demand profile. In [32], the
direct load control is developed and applied on the end-user node to obtain the maximum
load reduction over the peak load period. While the characteristics of the end-user con-
sumption is dismissed or over-simplified, the DR research on the cooperation mechanism
in the building-group level is limited. In reality, each commercial building has its own con-
sumption pattern which represents the occupancy rate and variation trend of the stream of
people in the building. For a microgrid, the optimal DR coordination among the buildings
with complementary load patterns has a great potential to minimize the passive effects on
the end-users caused by load shedding. Especially for a campus microgrid in which the
load patterns of the buildings vary [33], like dorms, academics, athletics, facilities and so
on, the coordinated DR technique on the building group level will be both beneficial and
challenging.
On the other hand, developing DR program in the distributed mode rather than the cen-
tralized mode has raised attention due to the increasing number of participating agents, the
limited communication and computation capacities, and the information privacy concerns.
Given its widespread use on distributed optimization, ADMM and its variations are adopt-
ed in solving the distributed DR optimization problems. In [31, 34, 35], the distributed DR
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control problem is formulated as: a load aggregator manages the power consumption of a
large number of customers in a neighborhood in order to minimize the total bills of all the
users. It is the large-scale level DR. ADMM is applied to decentralize the DR optimization
problem by introducing auxiliary variables [31]. In [34], a randomized ADMM method
is developed based on a combination of dual decomposition, consensus optimization, and
ADMM. A consensus-based ADMM approach is applied in distributed optimal power flow
with the consideration of DR [36]. Distributed DR is also developed in the electric vehicle
virtual power pant [37], datacenters [38] and smart houses [35].
The goal in this chapter is to develop a ADMM-based distributed DR algorithm consid-
ering the varied types of consumers and apply it to the building-group level DR program.
The main contributions in this chapter are 1) engaging the consumption pattern coordina-
tion mechanism to DR for campus buildings with different purposes of use; 2) developing
a distributed DR optimization model with the goal of minimizing the end-user’s dissatis-
faction level, which is caused by the direct load control, through achieving the equilibrium
state of the "DR value"; and 3) designing a pattern clustering ADMM algorithm to solve
the distributed direct load control strategy proposed in 2).
3.2 System Model
Being different from the day-ahead scheduling DR methods, the real-time DR requires the
load interrupt on the end-user side within the limited time when the contracted load amount
is exceeded. The time of use (TOU) price tariff incentive scheme is not effective in such a
short time. Indeed, minimizing the dissatisfaction level on the end-users will be prioritized.
This chapter focuses on solving a optimal demand response problem based on a building
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group with N buildings in a microgrid as follows:
minimize f1(x1, t)+ f2(x2, t)+ · · ·+ fN(xN , t)
subject to x1(t)+ x2(t)+ · · ·+ xN(t)≥ P(t)
(3.2.1)
where xi(t) is the interrupted load amount, like an HVAC system, decided by the building i
at time t and fi(x, t) is the function of the dissatisfaction level of the people in the building
i caused by xi(t) load-shedding at time t. The optimization goal is finding a set of X =
{x1(t),x2(t), ...,xN(t)} to achieve minimizing the total passive effect on end-users under the
constraint of at least P(t) amount of shaving load in the current time step. Each building
will do the autonomous decision on xi(t) which only effects its own dissatisfaction level
fi(xi, t) .
In order to quantify the dissatisfaction caused by the amount of the interrupted load,
xi,t , at time t during the demand response program, the affected amount of people in this
building at time t is set as the index. For the campus buildings, the occupation patterns of
the different buildings are varied along the time during a day based their main functions:
dormitory buildings, dining hall, academic building, facility buildings, etc. In this chapter,
the real-time building electricity demand profiles are supposed to reflect the flow patterns
of people among the buildings over the time. It is a positive correlation relationship that the
variation profile exhibits between the flow patterns of people and the power consumption
patterns in the campus buildings. For building i at time step k, its private dissatisfaction
level function fi,k(x) primarily considers
1) Roc,i(t), the ratio of consumption level of building i at time step k to the maximum





i = 1,2, ..,N (3.2.2)
where Di(t) is the actual demand of building i at time t, D̂i,max, D̂i,min are the maximum and
minimum demand of building i during a day based on the pre-day predication respectively.
2) Rac,i(t), the ratio of consumption increase or decrease rate of building i at time step












where D′i(t) is the actual power consumption variation rate of building i at time t. If D
′
i(t)≥
0, the power consumption is increasing which represents more people are going to step in
the building. Otherwise, the power consumption is decreasing and more people is going
to leave this building. D̂′i,max+, D̂
′
i,max− are the maximum power consumption variation rate
(increase rate and decrease rate) of building i during a day based on the pre-day predication.
3) Wi(t), the ratio of power consumption of building i at time t to the predicted campus




i = 1,2, ..,N (3.2.4)
where D̂total(t) = ∑Ni=1 D̂i(t). Thus fi,k(x) is defined as,
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FIGURE 3.2.1: Distributed DR network scheme
fi,t(x) =Wi(t)(Di(t)x2i,t +Rac,i(t)x
2
i,t) i = 1,2, ..,N (3.2.5)
It should be mentioned that (3.2.5) is a simplified quantitative description of the real-
time end-user’s dissatisfaction level. Some other effect factors like the outside temperature
variation are not taken into consideration. For the temperature factors, it is assumed that
outside temperature for every building is the same at each time step and reflects as a pro-
portional weight on fi(xi, t).
3.3 Distributed DR Strategy
The optimization problem defined in (3.2.1) can be solved in a centralized fashion to obtain
the optimal solution for dissatisfaction level minimization. With the consideration of the
limited capacity of communication and computation, the latency of the supervisory con-
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trol and data acquisition (SCADA) system as well as the cyber-security concerns, it will
be more advantageous to design a distributed optimization model where the buildings in-
dependently decide their direct load control scheduling to achieve (3.2.1). The concept of
“DR value" is developed as an time-varied index for evaluating the DR cost efficiency for
each building. For building i at time t, the dissatisfaction level generated by the per unit
shedding-load is defined as the DR value ci(t), which represents how much end-user’s sat-





i = 1,2, ..,N (3.3.1)
The average DR value on campus at time t is c̄(t),
c̄(t) =
f1,t(x1, t)+ f2,t(x2, t)+ · · ·+ fN,t(xN , t)
x1(t)+ x2(t)+ · · ·+ xN(t)
(3.3.2)
If ci(t) < c̄(t), the DR value of building i at time t is lower than the average DR value. It
means the dissatisfaction value caused by per unit shedding-load on this building is less
than the average level among all the other campus buildings. Thus this building would like
to shoulder more responsibility of load shedding- increase xi(t) -to increase its DR value. If
ci(t)> c̄(t), it encourages building i to decrease xi(t) to reach the average DR value. Under
this distributed DR mechanism, the equilibrium state c1(t) = c2(t) = ...= cN(t) = c̄(t) will
be achieved theoretically. Thus 3.2.1 could be transformed into N distributed optimization
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problems for each building to solve independently as,
minimize ‖ci(t)− c̄(t)‖ i = 1,2, ..N
subject to x1(t)+ x2(t)+ · · ·+ xN(t)≥ P(t)
(3.3.3)
Several assumption of the distributed DR model are clarified here, 1) Both fi,t and Xi are
private to building i, i.e., no other buildings have access to their dissatisfaction functions
or DR limits; 2) There is no central or aggregation node; 3) Each node communicates only
with its neighbors (all-to-all communications are not allowed.
A distributed ADMM in [39,40] is applied and modified to handle a consensus formula-
tion of the Lagrange dual problem of (3.3.3). The N campus buildings, which participate in
the DR program, will be clustered based on their daily load profile into m groups {C1, ...,Cm
}with the proper clustering method (K-means, PCA) [41, 42]. As shown in Fig. 3.2.1, ten
buildings (B1,B2, ...B10) are divided into four groups: three blue circles, two red triangles,
three green diamonds and two yellow stars.
The buildings in the same group Cc will solve their private optimization problem in par-
allel to achieve their optimized DR state and then send to their neighbor buildings through
the local signal communication links (solid lines in Fig. 3.2.1). It could also predict the DR
state among the same group members. Through utilizing the load pattern similarity of the
buildings in the same group, building B2 could send the predicted DR of B8 to its neigh-
bors B1 and B3 (the dotted lines in Fig. 3.2.1) even though neither of them has the direct
communication with B8. Then the next group of buildings, Cc+1, will start to do their par-
allel optimization solving process based on the latest information sent by their neighbours.
The converged optimal solution of the distributed ADMM algorithm are used to decide the
load-shedding for the buildings at this time step. At time t, the initial DR state for each
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TABLE 3.1: Distributed DR Algorithm
Algorithm ADMM-based DR
1: Initialization building DR states x0i , ∀i = 1, ..,N, k = 1
2: repeat
3: for g = 1, ...,G do
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9: for all p = 1, ...,N [in parallel] do
γk+1p = γ
k
p +ρ ∑ j∈Np(x
k+1
p − xk+1j )
10: end for
11: k← k+1
12: until the stopping criterion is met
building is decided based on the load-shedding condition of last time step t-1 as well as
the campus total load shedding requirements P(t). The detailed iterative process of the
ADMM-based DR algorithm at each time step is shown in Table. 3.1.
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3.4 Simulation Results
TABLE 3.2: The test system parameters of ten campus buildings









1. Field House 1 [2 7] 402 264
2. Tower Dinning Hall 2 [1 3] 332 139
3. McMahon Dining Hall 1 [2 4 9 10] 331 216
4. Institute of,Material
Science Building 3 [3 5 10] 308 263
5. NorthWest Dinning Hall 1 [4 6 10] 182 81
6. Chemistry Building 4 [5 7] 328 230
7. Information Technology
Engineering Blodge 3 [1 8] 386 291
8. Buckley Dorms 2 [7 9 10] 242 155
9. Babbidge Library Main 4 [1 3 8] 332 298
10. Babbidge Library Attached 4 [3 4 5 8] 290 250
The history consumption data from 10 buildings of 150 buildings on the UConn cam-
pus on Oct. 24th, 2017 is used in the simulation test. These 10 buildings have the relatively
higher consumption capacity and share the different consumption patterns. The basic in-
formation of these 10 buildings are summarized in Table. 3.2. for the 24-hour simulation
samples. In case I, the ability of the proposed direct load control on reducing peak-to-
average consumption ratio is verified. Fig. 3.4.1 shows the consumption data and fitting
curve with the proposed DR strategy comparing with the unscheduled condition. With-
out a centralized controller, the direct load shedding based on each building’s distributed
DR control could still responses to the total consumption variation. At 22nd time step, the
direct load shedding starts and ends at 93rd time step. The highest consumption point is
controlled under 2200 kW comparing with 2700 kW in the unscheduled condition. In the
histograms shown in Fig. 3.4.2 (a) and (c), the proposed DR has increased the occurrence
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FIGURE 3.4.1: Direct load control for the 10 buildings in total
number of the consumption level ranged between 1800 kW and 2100 kW, that is flattening
the load duration curve of the unscheduled condition as shown in Fig. 3.4.2 (b) and (d).
In case II, the ability of the proposed distributed DR strategy on minimizing the dis-
satisfaction level caused by load-shedding is verified through comparing with a centralized
DR strategy. The centralized DR is simply assigning the load shedding task xi(t)based on
the current consumption level of building i at time t, that is
xi(t) =Wi(t)P(t) i = 1,2, ..,N. (3.4.1)
The dissatisfaction levels at each time step are shown in Fig. 3.4.3. The total load-shedding
capacity and the dissatisfaction level are summarized in Table. 3.3. It is noted that the
proposed distributed DR strategy could alleviating the end-user’s dissatisfaction level ac-
companied with load-shedding. The dissatisfaction caused by per unit load shedding is
decreased by 10.1% comparing with the centralized DR strategy.
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FIGURE 3.4.2: Consumption histograms and load duration curves of the ten campus buildings (a)
histogram without DR; (b) load duration curve without DR; (c) histogram with distributed DR; and
(d) load duration curve with distributed DR.











Distributed DR 3.3142×104 3.03881×06 91.69
Centralized DR 3.3153×104 3.3819×106 102
3.5 Conclusion
A coordinated and distributed direct load control strategy for building groups DR is in-
troduced in this chapter. A DR system model to reduce the peak-to-average consumption
ratio and minimizing the dissatisfaction level caused by load shedding is built. By intro-
ducing the dissatisfaction value for each building, the centralized DR optimization problem
is decomposed into distributed and parallel optimization problems on each building. The
proposed ADMM-based distributed DR algorithm considering building consumption pat-
tern grouping is applied to solving this distributed DR problem. Using the real case data
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FIGURE 3.4.3: The sum of the dissatisfaction level ∑Ni=1 ci(t)
from UConn campus utility, the simulation results demonstrate that the proposed distribut-
ed DR strategy could flatten the load duration curve, reduce the electrical bill and decrease






Unbalanced faults pose significant risks to DER systems, which includes the unsteady DC-
link voltage and the harmonic-polluted output power. Such DER system instabilities in turn
will cause detrimental impact on power grid resilience. Therefore, the fault ride through
(FRT) for unbalanced faults has been an emerging and challenging area of research and
development. With DER integrating in the utility grid at a fast pace, the associated fault
current increase due to the DER connections also becomes an issue. This chapter presents
a natural phase-coordinates approach for computing grid-connected current references di-
rectly from phase quantities in order to achieve effective fault ride through to alleviate the
impact from unbalanced grid faults. The novelty of this FRT approach lies in utilizing the
vector relationship among natural phase-coordianted currents and active power to avoid
the negative sequence components control under the classic dq phase-coordinates. The
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method is simple to implement and shows the advantages of high reliability and computa-
tional efficiency. The applicable range of the proposed FRT strategy is also discussed. A
27 kV distributed network connected with a 5 MW IB-DG system was built in the MAT-
LAB/Simulink and the proposed IB-DG FRT strategy was demonstrated under the different
unbalanced fault scenarios.
4.1 Introduction
Integrating distributed generation (DG) units into an existing distributed power network
is an important feature of active distributed network (ADN) [43–45]. The private-owned
DGs usually group with the local loads as a microgrid (MG) and connect to the utility
grid through an interconnection switch at the point of common coupling (PCC). The con-
ventional connection methods for the MG include medium-low voltage (MV/LV) circuit
breakers (CB), static power electronic switches and power electronic interfacing inverter-
s [46]. Driven by the fast evolution of power electronic on the fast semiconductor devices
and the real-time digital controllers, the cost-effective and grid-friendly inverter-based in-
terfaces have been adopted more and more [47]. In this work, the grid-connected interface
of IB-DG adopts a back-to-back (B2B) framework, which is made up of two convention-
al pulse width modulated (PWM) voltage source converters (VSCs) connected through a
common center DC-link capacitor [48–50], to achieve flexible power exchange between
the utility and the MG.
In the event of faults or voltage sags at the utility grid, according to IEEE standard
1547.4 [51], the grid-connected MGs should disconnect from the distributed network and
operate as the standalone systems with the incorporated DGs and local loads [51, 52]. In
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this way, the grid-connected interfaces of the IB-DGs will not be triggered to exchange
power with the utility grid during the fault. However, for the ADN with a high penetration
level of MGs, the large-scale MGs disconnection as well as the MGs re-synchronization
for the detected grid disturbances will incur the host grid instability [53, 54]. Also, as the
temperate utility disturbances occur more frequently, the stability and economic cost for
MGs on frequent operation mode transition at any detected disturbances will be high [55].
In order to overcome those shortcomings, MGs should have the ability to continue the
power exchange with utility under the acceptable fault conditions, which is known as FRT-
capability [56]. With the development of FRT technique, FRT capability has been included
in the standards for distributed resources integration and been required by the distribut-
ed system operators. For example, German standards VDE-AR-N 4105 [57] and Chinese
standards NB/T 32015-2013 [58] require that FRT capacity is a must for the distributed re-
sources connected with the medium voltage distributed network. In the latest amendment
of IEEE standard 1547 [59] released in May 2014, DER is allowed to “ride through" abnor-
malities of grid voltage and “grid and DER operators can mutually agree to other voltage
trip and clearing time settings". Moreover, with an adequate network communication struc-
ture, the realization of the automated fault detection and isolation technique has promoted
the application of FRT techniques in the modern distributed networks greatly [60].
Traditional DER provides the maximum available active power from the distributed
generation to the utility grid since the anti-islanding function is mandatorily required and
clearly defined in the IEEE and UL standards [61]. However, the increasing deploymen-
t of DER is progressively penetrating distribution grids, which will create challenges in
terms of power quality, voltage, angular and frequency stability, etc [43–45]. For large
scale renewable energy resources that are directly interconnected to the medium-voltage
network, the grid codes recommend to integrate with the functions of dynamic grid sup-
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port and grid management, which allow the power plants to participate in the grid voltage
regulation [62,63]. The capability of FRT, or low voltage ride through (LVRT), is required
to permit the continuous operation of large-scale DER through severe grid voltage distur-
bances since a disconnection potentially degrades the grid voltage restoration during or
after fault conditions [56–59, 64].
For PV systems, the FRT mainly refers to the capability of grid support during a grid
voltage sag, which are usually originated from the three-phase-to-ground faults, double-
line-to-ground faults, or single-line-to-ground faults. When a fault happens close to the
point of the common coupling (PCC), it creates an unbalanced condition between input
power and output power and leads to significant variation at the PV inverter. The voltage
violation can be avoided inside the system since the PV system is able to deviate from
the maximum power point (MPP) of PV array and regulate the active power generation
[65]. Meanwhile, the positive voltage sequence controller is sufficient to supply desired
amount of reactive power to support the deteriorated grid voltage [66–69]. However, the
statistics show that over 80% of grid faults in the U.S. are unbalanced faults, which causes
unbalanced voltage sags in power grid [70]. The unbalanced fault causes the overvoltage
risk in PV power systems, since it results in significant double-line frequency voltage ripple
at the DC-link, which is a point of interconnecting PV-side converter and grid-side inverter
with a capacitor, when the two-stage topology is utilized [65]. When the ripple voltage
violates either upper or lower limits, the operation will be tripped and the function of LVRT
will be sequentially disabled. Thus, it is challenging to develop an effective control strategy
to mitigate the voltage ripple and maintain the operation of FRT during unbalanced faults.
Section 4.2 will review the existing research work on tackling these challenges on FRT
technique.
This chapter proposes a FRT strategy specific for MG with inverter-based interface to
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attain power exchange with utility during faults in utility grid as well as to maintain the
original short circuit current level in the dense-load distributed networks by fault current
management (FCM). FCM service, which involves the phase angle shifting of the MG out-
put current on fault phase, is conducted on the abc reference frame. Thus the traditional
FRT output current control conducted on the dq reference frame is unable to cooperate with
the FCM service. In order to overcome this problem, the reference current calculation algo-
rithm for IB-DG FRT adopts the direct phase-coordinates approach developed in [71] and
realizes FCM control together with power balance control under the abc reference frame
directly. By fully utilizing the current control flexibility of the MG inverter-based interface,
the IB-DG FRT could achieve the following performance: 1) keeping power balance be-
tween the MG and the network; 2) eliminating the double frequency power components on
local loads; and 3) limiting the magnitude of the short-circuit current at the fault position.
In summary, the innovative parts of the study are: 1) developing the FRT strategy specified
for IB-DG with B2B interface topology under unbalanced faults is developed; 2) embed-
ding FCM control into the IB-DG FRT technique. In addition, the fault conditions which
are acceptable for conducting IB-DG FRT are analyzed quantitatively.
In Section 4.3, the IB-DG grid-connection topology is introduced and the IB-DG FRT
strategy for power balance control and FCM service is analyzed. In Section 4.4, the pro-
posed reference current calculation algorithm for IB-DG FRT is presented in detail. The
natural phase-coordinates approach is introduced. A generalized version of this approach
for the unsymmetrical voltage sag is developed to achieve power ripple elimination. The
application range of the IB-DG FRT technique is also discussed.
Finally the effectiveness of the proposed IB-DG FRT has been examined on a 27 kV
distributed network connected with a 5 MW IB-DG under single-phase-to-ground fault and
double-phase-to-ground fault respectively in Section 4.5.
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4.2 Literature Review
Different from the existing FRT technology applied on DGs, including the large-scale solar
plants and wind plants [71], the FRT strategy implemented on MGs has more requirements
on power control. One is eliminating power ripple generated by unbalanced faults because
the MG has a local AC bus of which power quality needs to be guaranteed during fault-
s. Also, as the MG is operated as a group with different kinds of loads and DGs, it has
a relatively passive way on regulating the output power during faults unlike the solar or
wind plants which could decrease their output power timely by the maximum power point
tracking control (MPPT) and the wind blade deviation device respectively. The challenges
on IB-DG FRT to balance the power flow between the MG and the host network arouse the
implementation of the flexible power control on the inverter-based interfaces. The widely-
applied FRT power control configuration comprises both positive and negative sequence
loops and each sequence loop has the d-and q-axis frame current control loops to regulate
both active and reactive power [66–69]. Such a configuration needs to take the symmetrical
components separation and the dq transformation on voltages and currents measurements
as well as regulate at least four PI controllers. Also, the reference current calculation al-
gorithm based on the double synchronous reference frame can not adjust the amplitude
and phase angle of the current on each phase freely. Kou et al. [71] proposed a new FRT
technique to control the output active power under the abc reference frame directly. Its
effectiveness is comparable with the double synchronous reference frame vector control.
Once IB-DG has the FRT ability to keep connecting with the ADN during fault, its
contribution on the the fault current level of the distribution networks should be considered.
Especially in places where the old aging grid with fast growing concentrated loads has very
little room for additional fault currents from MGs, the substation circuit breakers in the
46
distribution network will be at the risk of exceeding its short-circuit duty limitation because
of the extra fault current injection from MGs [72]. As a result, the FCM ability will be a
necessay requirement for IB-DG FRT in order to get the MG integration permission from
the utility operators.
More efforts were used to facilitate MGs with FCM ability. One mature solution is
fault current limiters (FCLs) [73,74], which are located at PCC and limit fault current con-
tribution from MGs by increasing their impedance rapidly. Installing FCLs renders extra
investments on MGs integration: the energy losses, triggering and recovery time, steady-
state impedance as well as the installation cost of FCLs all need to be considered by the
system operators [75]. Recently, more attention is taken on the inverter-based interfaces of
DGs or MGs which could achieve the same effect of FCLs by adjusting the fault currents.
In [76], by using a strict limiter on current references in the dq reference frame, the magni-
tudes of the three-phase output currents could be limited within a desired value. However,
it is not a feasible solution in the unbalanced fault conditions in which the three-phase fault
currents are coupled and could not be controlled separately. Rajaei et al. [77,78] proposed
a FCM technique to maintain the fault current magnitude by changing both amplitudes and
phase angles of the inverter-based interface output current. While phase shifting the out-
put current will change the output power at the same time, applying this FCM technique
directly on IB-DG will cause the sudden power imbalance at PCC and further affect the
inside system operation of IB-DG. Based on prior FRT technique review, a new IB-DG
FRT providing FCM service is needed for the unbalanced fault cases.
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FIGURE 4.3.1: Schematic diagram of 5 MW IB-DG interconnected to 27 kV distributed grid.
4.3 Problem Formulation
Fig. 4.3.1 shows a single-line layout of a 27 kV, 60 Hz, distributed system connected with a
IB-DG system studied in this section. In the IB-DG system, two 5 MW converters are back-
to-back tied to 5 kV DC-link bus. The grid side converter is connected to the 27 kV bus
of the distribution grid at PCC through a 2.9 kV/27 kV step-up transformer. The MG side
converter is connected to the 4.16 kV local AC bus through a 4.16 kV/2.9 kV step-down
transformer. For the faults happened at the utility side, the transient dynamic responses of
grid-connected IB-DG during fault could be summarized into three aspects [72]: voltage
rise on DC-link, magnified double frequency power ripple, and extra current injection in
the fault phase.
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For the further analysis, Fig. 4.3.1 displays a fault that happened at Bus_3 in the dis-
tributed network. The short current from utility side, ig, flows through the distribution
transmission lines with the equivalent impedance Z12, Z23 to the fault point with the fault
impedance Z f . On the other side, the IB-DG system connected to Bus_5 behaves as a
current source to inject iM into the fault position through the transmission lines with the
equivalent impedance Z34, Z45 and the fault impedance Z f . The fault current injection from
IB-DG will affect both ig and the fault current i f at the fault location. As the utility grid is
taken as an infinite source, the change on ig could be ignored and i f is given by [79]:
i f = ig + im
Z12 +Z23
Z12 +Z23 +Z f
. (4.3.4)
For the low-impedance fault (Z f  Z12 +Z23), i f is further approximated as [78],
i f ≈ ig + im. (4.3.5)
Because of the incorporation of im, the magnitude of i f will be at the risk of exceeding
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FIGURE 4.3.2: Phasor illustration of FCM strategy.
the designed value for the protection system. Suppose a single-phase-to-ground fault hap-
pened on phase A, the measured amplitude Ig_a and phase angle ϕg_a of the fault current
from the utility on phase A are shown in Fig. 4.3.2. In order to maintain the original short-
circuit magnitude, the FCM strategy adopted here is shifting the phase angle of im by ϕM_a
to satisfy, ∣∣ig + im∣∣= ∣∣ig∣∣ , (4.3.6)
thus the effect of extra current injection from IB-DG on increasing the short circuit level
of the utility grid could be neutralized. Along with changing the amplitude of im, the range
of ϕM_a variation could be any point on the circle with the radius Ig. Considering the
direction of power flow, ϕM_a belongs to (−π2 ,
π
2 ). It should be noted that the FCM strategy
illustrated in (4.3.6) could be applied to the more complex case: a distributed network with
multiple utility sources and multiple IB-DG connections, where ig represents the phasor
sum of the fault currents from all utility sources and im represents the phasor sum of the
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fault currents from all IB-DGs.
Besides FCM, IB-DG FRT also needs to tackle the power flow imbalance caused by the
sudden voltage sags at PCC. In order to cooperate with the FCM strategy which is based
on the abc reference frame, the three-phase instantaneous power pM is also defined directly
in the abc reference frame instead of the dq reference frame as shown in (4.3.1) ∼ (4.3.3).
IM_abc, θM_abc are the amplitudes and the phase angles of the three-phase instantaneous
line currents iM at PCC. UM_abc are the amplitudes of the three-phase instantaneous phase
voltages uM at PCC and the phase angle offset between uM_abc is supposed to be 23π . pM on
each phase is divided into two parts: the constant power components, P0,abc and the double
frequency ripple components, p2ω,abc. The total instantaneous power flow is calculated as,
pM_3φ = pM_a + pM_b + pM_c. (4.3.7)
Through changing IM_abc as well as θM_abc properly to make the three phasors of p2ω,abc
cancel out with each other in pM_3φ , IB-DG FRT could achieve the effect of eliminating
the output power ripple caused by the unbalanced faults.
In summary, through changing the six independent variables, IM_abc as well as θM_abc,
the IB-DG FRT strategy is designed to realize: 1) keeping DC-link voltage stable; 2) e-
liminating the double frequency power ripple; as well as 3) eliminating the increase on
magnitude of fault phase current. The related three control goals can be expressed as,
∣∣ig + im∣∣= ∣∣ig∣∣ (4.3.8)
p2ω,a + p2ω,b + p2ω,c = 0 (4.3.9)
P0,a +P0,b +P0,c = PM_0, (4.3.10)
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where P0_MG represents the active power MG needs to exchange with the host grid.
(4.3.8), (4.3.9) and (4.3.10) constitute a six-variable three-degree nonlinear function group.
To realize these features together, the IB-DG reference current calculation algorithm is
developed.
4.4 IB-DG FRT Strategy
4.4.1 Natural Phase-Coordinates Approach
The natural phase-coordinates approach developed by Kou et al. [71, 80, 81] is a reference
current calculation algorithm in the abc reference frame for IB-DG power control to elim-
inate the power ripple caused by the unbalanced grid faults. Theoretically, this approach is
applicable to any kind of unbalanced faults if only the three-phase voltage phasors remain
symmetrical. The following discussion is assumed that a single-phase-to-ground fault is
happened on phase A. The amplitude ratio of uM_abc after the fault is,
UM_a = µUM_b = µUM_c, (4.4.1)
where µ ⊂ (0,1) represents the depth of voltage sag on phase A. The phase angle dif-
ferences of uM_abc after the fault still keep as 23π shown in Fig.4.4.1(a). The phase angle
differences of iM_abc after fault are assumed to change as: iM_b lags iM_a by ∆δ and iM_c
leads iM_a by ∆δ , as shown in Fig. 4.4.1(b). IB-DGs are usually linked in the medium or
low voltage level distributed network by using a three-wire connection. The phasor sum of
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FIGURE 4.4.1: Vector diagrams for (a) uM_abc, (b) iM_abc and (c) p2ω,abc.
iM_abc should be zero. Thus the amplitude differences of iM_abc should satisfy,






















π +∆δ ), (4.4.5)
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of which the vector diagram is shown in Fig.4.4.1(c). In order to eliminate the power ripple,
the amplitudes of p2ω_abc should have the following relationship,




to make the phasor sum of p2ω equals to zero. Combining (4.4.1), (4.4.2) and (4.4.6), ∆δ
is derived as,
∆δ = tan−1(−2µ +1√
3
)+π. (4.4.7)
For a double-phase-to-ground fault with the depth of voltage sag µ on phase B and C
and the phase angle offsets of uM_abc still being 23π , ∆δ will have the same expression as
(4.4.7). The result could be extended to a more general case of which the phase angle offset





When ϕ = 23π , (4.4.8) has the same expression of ∆δ as in (4.4.7). Moreover, considering
the varied characteristics of the distributed network IB-DG connect with, (4.4.7) could be
generalized to the unsymmetrical fault voltage conditions. It is illustrated in Appendix A.
4.4.2 Reference Current Calculation for IB-DG FRT
Based on the direct phase-coordinates approach, the reference current calculation algorith-
m for IB-DG FRT is developed to realize the FCM control and power control on the abc
reference frame directly without proceeding any transformation on the electrical measure-
ments. In order to achieve (4.4.3), (4.4.4) and (4.4.5) at the same time, the structure form
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of the three-phase reference current, iM_re f is designed as follows:
ire f _a = M cos(ωt +R) (4.4.9)
ire f _b =
1
2cos(π−∆δ )
M cos(ωt−∆δ +R) (4.4.10)
ire f _c =
1
2cos(π−∆δ )
M cos(ωt +∆δ +R) , (4.4.11)
of which ∆δ is given by (4.4.7) to determine the relative relationship on amplitudes and
phase angles of iM_re f . Based on ∆δ , iM_b and iM_c are changed to i′M_b and i
′
M_c re-
spectively as shown in Fig. 4.4.2 which is the phasor illustration of this reference current
construction process in case of the single-phase-to-ground fault on phase A.
FIGURE 4.4.2: Phasor illustration of the IB-DG FRT reference currents construction.
Then the amplitudes of iM_a and i′M_bc are enlarged with the same factor, M , and the
phase angles are rotated with the same degree, R. Thus, two controllable variables (R,M )
are offered in forming iM_re f to satisfy (4.4.3) and (4.4.5) under the premise of the relative
position relationship among iM_a, i′M_b and i
′
M_c not being changed. Based on the pro-



























Normally, M is set as the time-varying output from the close loop PI control on DC-link
voltage to satisfy (4.3.10). Given M at one time step, the relationship of (M , R) is ob-
tained based on (4.3.8) to realize FCM, which is varied on different kinds of unbalanced
faults. In the single-phase-to-ground fault happened at phase A case, the short-circuit cur-
rent only exist on phase A. Phase B and C have no short-circuit current at the fault location.
M is obtained by the FCM strategy shown in Fig. 4.4.2 as follows:
R
.




For the double-phase-to-ground faults, FCM needs to consider the short-circuit currents of
the two fault phases at the same time. Suppose the phase B and C are the fault phases, i f _b,
i f _c represent the total fault-phase currents injected to the fault location. The fault currents
from the utility side on the two fault phases are measured as ig_b, ig_c with the angle phases
ϕg_b, ϕg_c as shown in Fig. 4.4.3. R
.








αM_b = π− cos−1(
M





4(π− cos∆δ ) Ig_c
)+∆δ +ϕg,c, (4.4.16)
to eliminate the increase of the short-circuit current on phase B, C at same time.
FIGURE 4.4.3: Phasor illustration of FCM for the double-phase-to-ground fault.
Overall, the proposed reference current calculation method provides an effective way
to find the feasible reference currents of the control function group (4.4.3), (4.4.4) and
(4.4.5). Comparing with the previous method developed in [71] for IB-DG FRT, the pro-
posed method for IB-DG FRT has two major differences:1) realize the output power control
and injecting fault current control together; 2) a new abc-frame-based reference curren-
t structure is modified to realize FCM under unbalanced faults through introducing two
control variables (M ,R). Fig. 4.4.4 shows the operation procedures in the IB-DG FRT
reference current calculation block. As the construction of the reference current is built on
abc reference frame directly, the reference currents signal could be imported to the PWM
current controller without any reference frame transformation as shown in Fig. 4.5.1.
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FIGURE 4.4.4: The IB-DG FRT reference current calculation block.
4.4.3 Generalized Reference Current Calculation
The natural phase-coordinates approach is developed based on the instantaneous power
theory. The instantaneous active power of a three phase system can be expressed as (4.4.17)
p3φ (t) = pa + pb + pc = vaia + vbib + vcic (4.4.17)
= ∑
i=a,b,c











where vabc and iabc are the three-phase instantaneous voltage and current phasors at the
PCC of the integrated DER, respectively, under the abc phases. (4.4.17) could be expand-
ed into the time-domain expression with the amplitude values and the phase angle values
respectively as shown in (4.4.18) ∼ (4.4.20). Uabc and ψabc are the amplitudes and phase
angels of vabc. Iabc and δabc are the amplitudes and phase angels of iabc. Under the balanced
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fault conditions, the amplitudes and phase angles of vabc are usually kept as
Ua =Ub =Uc (4.4.21)







If the output current is triggered as the same balanced structure, the double-frequency com-
ponents of p3φ (t) could cancel out with each other under the balanced fault cases while the
constant components of p3φ (t) remain as
p2ω,a + p2ω,b + p2ω,c = 0 (4.4.23)
p3φ = P0,a +P0,b +P0,c = PM_0. (4.4.24)
Under the unbalanced fault conditions in which usually the single or double-phase volt-
age sag occur, the balanced relationship of vabc in (4.4.21) and (4.4.22) is invalid. If iabc are
still kept balanced, the double frequency power ripple will be involved in p3φ and exagger-
ated as the output power level increases. It will not only pose a risk to the inverter-based
interface safety, but also contaminate the power quality of the host grid and the local DER
loading system. In the natural phase-coordinates approach [71], a reference current struc-
ture for controlling iabc was developed in response of the double frequency power ripple
incurred by the unbalanced vabc. Through setting the faulted phase in the single-phase
fault or the non-faulted phase in the double-phase faults as the reference phase, the relative
positions of iabc are changed directly under the abc frame to achieve (4.4.24).
The single-phase-to-ground fault on phase A is taken for discussion. The reference
currents ire f constructed by the natural phase-coordinates approach follows the symmetrical
phasor profile: the relative relationship on the phase angles is ire f _b lagging ire f _a by ∆δ
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FIGURE 4.4.5: Phasor graphs of vabc: a) symmetrical vabc, and b) asymmetrical vabc.
and ire f _c leading ire f _a by ∆δ ; the relative relationship on the amplitudes of ire f _abc should
satisfy,




in order to avoid involving the zero-sequence current components into the unbalanced ref-
erence currents. For a brief expression, the phase angle of ia is set as the benchmark, which
is taken as zero degrees, the generating structure of ire f on the abc frame is expressed as,








Iare f cos(ωt +∆δ ) (4.4.28)
∆δ determines the phasor profile feature of ire f . In [71], ∆δ is calculated under the as-
sumption that vabc stays symmetrical, although they are no longer the balanced three-phase
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phasors. This "symmetrical" assumption is not tenable after considering the unbalanced
loads, zero-sequence impedance on transmission line between PCC and the fault point, as
well as the grounding impedance. Usually vabc at PCC of DER integration are unsymmet-
rical after the unbalanced faults. A generalized ∆δ calculation method of vabc under the
unsymmetrical phasor profile is developed to eliminate the double-frequency ripple. Its
adaptation into different operation scenarios and varied characteristics of the host grid is
strengthened. Two terms needs to be clarified: "balanced" represents the amplitudes and
phase angles of the three-phase phasors that fulfill the relationship in (4.4.21) and (4.4.22);
and "symmetrical" represents the generalized condition of "balanced" which could be ex-
pressed as,
Ua = µbUb = µcUc (4.4.29)
ϕa = ϕb +θb = ϕc−θc (4.4.30)
where µb and µc represent the voltage sag depth on phase B and C respectively. θb rep-
resents the phase angle differences between phase A and B, θc represents between phase
A and C. By applying (4.4.26) - (4.4.28), into (4.4.19), the three-phase double-frequency












cos(2ωt +θc +∆δ ). (4.4.33)
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In order to satisfy (4.4.24), the following relationship is built up,
P2ω,bcos(π−θb−∆δ )+P2ω,ccos(π−θc−∆δ ) = P2ω,a (4.4.34)



















Comparing (4.4.36) with the expression of ∆δ shown as below, which given in [71]
under the symmetrical fault voltage phasors vabc assumption,
∆δ = tan−1(−2µ +1√
3
)+π. (4.4.37)
It is concluded that the ∆δ calculation for the unsymmetrical vabc needs four measurement
inputs, θb,θc,µb,µc, which are more than the only one measurement input, µ in the ∆δ
calculation for the symmetrical vabc. Utilizing the WAMS system and the PMU devices,
these measurements are all accessible. When θb = θc = 2π3 ,µb = µc, (4.4.36) will degrade
to (4.4.37) and its compatibility is proven.
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4.4.4 Technical Limitations
Although the proposed IB-DG FRT reference current calculation algorithm could get the
feasible solution of the function group (4.4.24)∼(4.4.26) in industrial applications, its im-
plementation still needs to consider other practical issues. In this section, the applicable




The application range of IB-DG FRT should also consider the maximum output current
limits of the power electronic switches in the inverter-based interface. If the magnitudes
of the reference output currents IM exceed the threshold value, the IB-DG FRT should
be disabled. Also, IB-DGs should be disconnected with the utility grid and transfer to
islanding operation mode. In the quantitative analysis, IM could be solved out by combining
(4.4.7), (4.4.12) and (4.4.13) together,
IM = f (µ,PM_0, Ig,ϕg), (4.4.38)
where f is the relationship function between IM and the four fault condition factors: the
depth of voltage sag µ , the exchange power between IB-DGs and the utility grid PM_0 and
the the amplitude and phased angle of fault current from utility side Ig and ϕg. Given Ig and
ϕg, the variation trend of IM along with µ changing from 0 to 1 and PM_0 changing from 0.5
MW to 1.5 MW is shown in Fig. 4.4.6. As µ decreasing and PM_0 increasing, which means
the degree of voltage sag is increasing and more power need to be exchanged during the
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fault, IM will keep increase and get the maximum value at µ = 0 and PM_0 = 1.5MW . The
different threshold values of IM is represented by the colors of the contour lines projected
on the µ-PM_0 plant represent, on which the IB-DG FRT application range of the fault
condition factors (µ , PM_0) could be distinguished.
FIGURE 4.4.6: The graphic model of IB-DG FRT application range.
4.5 Simulation Results
To verify the effectiveness of the proposed IB-DG FRT control strategy, a detailed simula-
tion model of the distributed network presented in Fig. 4.3.1 is developed in Matlab/Simulink
software. The system data are given in Table 4.1. The schematic diagram of the B2B inter-
face and its control architecture are shown in Fig. 4.5.1. The utility side converter VSC-1
is the master converter, in which the IB-DG FRT control is implemented, and the MG side
converter VSC-2 is the slave converter controlled by the MG frequency control. Once a
fault happened in the utility side, the fault will be detected the fault current from utility
ig will be measured and transmitted to IB-DG interface controller. The DC-link voltage
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Vdc, the three-phase voltages uM and the three-phase currents iM at the point of VSC-1
connected to the utility are measured and fed into the IB-DG FRT reference current calcu-
lation block to generate the reference current iM_re f for the current controller as shown in
Fig. 4.5.1.
FIGURE 4.5.1: Schematic diagram of 5 MW IB-DG interconnected to 27 kV distributed grid
The AC local bus frequency fL in the MG side is stabilized by the dq reference frame
current controller of VSC-2. The d-axis current component of the related reference currents
iL_re f is given by the PI controller. The deadbeat control algorithm [82] is used to generate
the PWM signals, SM_abc and SL_abc, for both VSC-1 and VSC-2. The circuit components
L f and C f , respectively, denote the inductance and capacitance of the LC filter to suppress
the switching harmonics of the B2B interface. From t = 0 s to t = 5 s, the B2B interface
works under the normal operation mode and keep the power flow balance between the
utility side and the MG side. At t = 5 s, an unbalanced fault will happen at Bus_3 and be
cleared at t = 8 s. The IB-DG will respond at t = 5.01s in two possible way: 1) VSC-1
is controlled by the proposed IB-DG FRT control, which is denoted as with IB-DG FRT
scenario; and 2) VSC-1 is controlled by the DC-link voltage control in the dq reference
frame, which is denoted as without IB-DG FRT scenario. The DC-link voltage control
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TABLE 4.1: System and controller parameters
System Quantities Values
system frequency 60 Hz
unit line impedance
line resistance unit 0.2153 Ω/km
line inductance unit 1.05 mH/km
distribution network
rated voltage 27 kV
3-phase Load #1 2.5 MW
3-phase Load #2 1 MW
length of line 1-2,2-3 50 km
length of line 3-4,4-5 20 km
microgrid
rated power 5 MW
rated voltage 4.16 kV
DC-link voltage 5 kV
DC-link capacitor 2200 µF
Filer inductance 1 mH
Filter capacitor 2.2 µF
MG load 3 MW
DG rated power 5 MW
transmission line length 1 km
control parameters
PWM switch frequency 10 kHz
simulation time step 2 µs
frequency PI controller KP=20, KI=200
adopts the same control structure of the frequency control in VSC-2 and only replaces the
frequency PI regulator with the DC-link voltage PI regulator [71, 83]. The results of the
two scenarios will be compared in the three aspects: 1) DC-link voltage and output power;
2) FCM ability; and 3) the power quality on the local AC bus.
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FIGURE 4.5.2: DC-link Voltage under single-phase-to-ground fault. (a) With the locked iM, (b)
Without IB-DG FRT, and (c) With IB-DG FRT.
4.5.1 DC-link Voltage and Output Power
For a single-phase-to-ground fault at t = 5 s, the DC-link voltages in the different scenarios
are depicted in Fig. 4.5.2. If iM is locked at the pre-fault balance currents, Vdc will increases
up to over 11 kV, which is 220% of the rated DC-link voltage, before the fault is cleared
and is accompanied with the apparent power ripple (Fig. 4.5.2(a)). Although Vdc could be
stabilized without IB-DG FRT, the double frequency voltage ripple still exist, of which the
peak-to-peak value is over 60 V (Fig. 4.5.2(b)). The voltage ripple will be magnified as the
output power of IB-DG increasing. With IB-DG FRT implemented on VSC-1, the double
frequency ripple of Vdc is eliminated under 2 V peak-to-peak amplitude (Fig. 4.5.2(c)). The
stabilized Vdc reflects the power flow balance between utility and MG during the fault,
which is verified in Fig. 4.5.3. Fig. 4.5.3 shows the total instantaneous output power of
67
FIGURE 4.5.3: The total instantaneous active power flow at PCC. (a) Without IB-DG FRT, and (b)
With IB-DG FRT.
IB-DG, pM_3φ , during the 10 s simulation time. An instant decline on the power output of
the local DGs from 5 MW to 4 MW was triggered at t = 2 s. It causes pM_3φ fluctuation
and finally stabilizing at 1 MW at t = 4 s. It is shown that the frequency control on VSC-2
is effective. The output power variation at the MG side, like cutting off DGs or shedding
down local loads, will reflect on the IB-DG output power at the utility side. At the moment
of the fault, a voltage sag happened on phase A. pM could be stabilized at 1 MW through
the current control on VSC-1 to achieve the instant effect on stabilizing the power flow.
Without IB-DG FRT, the active power ripple at PCC is obvious, of which the peak-to-peak
value is 0.6 MW, as depicted in Fig. 4.5.3(a). With IB-DG FRT, the active power ripple
is eliminated to 0.05 MW peak-to-peak value in Fig. 4.5.3(b). It is concluded that IB-DG
FRT could balance the active power flow as well as eliminate the double frequency power
ripple during faults.
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FIGURE 4.5.4: Without IB-DG FRT: fault currents in the single phase to ground fault. (a) iM, (b)
ig, and (c) i f .
4.5.2 Fault Current Management
FCM of IB-DG FRT is verified in the single-phase-to-ground fault on phase A as well
as in the double-phase-to-ground fault on phase B, C. In the single phase fault, Fig. 4.5.4
illustrates the effects of iM on increasing the short circuit level without IB-DG FRT. During
the fault, the short circuit current from the utility Ig_a = 270 A. the amplitude of i f at Bus_3
is over 320 A as shown in Fig. 4.5.4(c); If VSC-1 is controlled with IB-DG FRT during the
fault, The amplitude of i f _a is maintained at 290 A (Fig. 4.5.5(c)) which is very close to
Ig_a = 285 A in Fig. 4.5.5(b).
Under the double-phase-to-ground fault on phase B and C, the amplitude of i f _bc is 545
A which is 50 A higher than that of ig_bc because of the injection of iM_bc from the VSC-1
without IB-DG FRT control, as shown in Fig. 4.5.6. While in Fig. 4.5.7, the amplitudes of
i f on both phase B, C still maintain at 500 A with iM controlled by IB-DG FRT injecting
at Bus_3 during the fault. Comparing Fig. 4.5.3,Fig. 4.5.5 with Fig. 4.5.4,Fig. 4.5.6, the
effectiveness of IB-DG FRT on FCM is verified in both single-phase-to-ground fault and
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FIGURE 4.5.5: With IB-DG FRT: fault currents in the single phase to ground fault. (a) iM, (b) ig,
and (c) i f .
double-phase-to-ground fault.
Also it is observed that iM controlled by IB-DG FRT has a more standard sinusoidal
waveform than the iM without IB-DG FRT control. Because of its reference currents
are constructed directly on the abc reference frame, IB-DG FRT has the advantage on
the unbalanced current control during the unbalanced faults comparing with the dq ref-
erence frame current control. It should be noted that IM will increase during fault with
IB-DG FRT (Fig. 4.5.5(a) and Fig. 4.5.7(a)) as well as without IB-DG FRT (Fig. 4.5.4(a)
and Fig. 4.5.6(a)), which is caused by the power flow balance control on the DC-link volt-
age. As the increment of IM is within the output current limit of the inverter-based interface,
which is twice as the normal state current, the IB-DG FRT is still effective. Taken the ca-
pacity of the inverter-based interface into consideration, the applicable range of the IB-DG
FRT has been discussed in Section 4.4.
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FIGURE 4.5.6: Without IB-DG FRT: fault currents in the double phase to ground fault. (a) iM, (b)
ig, and (c) i f .
4.5.3 Power Quality
Under unbalanced faults, because of the appearance of power ripple, the power quality of
the local AC bus in the IB-DG will be affected if IB-DG connects with utility during the
fault. As IB-DG FRT has the ability to eliminate the double frequency power ripple which
helps the MG inside operation isolate from the outside network faults, the power quality
on the local AC bus will be improved. As shown in Fig. 4.5.8, the total harmonic distortion
(THD) with IB-DG FRT control is 1.13% while 4.05% without IB-DG FRT.
The improvement on power quality inside MG also reflects on the unbalance factor of





where U+, U− are the positive and negative sequence components of the three phase volt-
ages. The unbalance factor of uL for the two cases is shown in Fig. 4.5.9. For both cases, the
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FIGURE 4.5.7: With IB-DG FRT: fault currents in the double phase to ground fault. (a) iM, (b) ig,
and (c) i f .
unbalance factor during the fault apparently increases compared to its value during the nor-
mal operation time. With IB-DG FRT, εU has the mean value around 1×10−3 (Fig. 4.5.9(b))
which is only one third of the εU for the case without IB-DG FRT (Fig. 4.5.9(a)). Without
IB-DG FRT, the mean value of εU is larger than 5×10−3.
4.6 Conclusion
This chapter proposed a new FRT control strategy embedded in the inverter-based interface
of IB-DG to realize the flexible current control during faults in distributed network. The
IB-DG FRT strategy not only facilitates the MG to exchange power with the host grid side
during faults but also achieves FCM service at the same time. In order to realized the
multi-objective current control, a new reference current calculation algorithm is developed
on the abc reference frame rather than the dq reference frame. The flexible control on the
amplitudes and angles of IB-DG three-phase output currents could realize the three control
goals together, 1) power flow balance;2) power ripple elimination and 3) FCM. The results
72
FIGURE 4.5.8: FFT Analysis of the three phase voltage on local AC bus (a) Without IB-DG FRT,
and (b) With IB-DG FRT.
of the case study simulation prove that IB-DG FRT can be applied to the varied unbalanced
faults scenarios effectively.
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FIGURE 4.5.9: The unbalance factor of the three phase voltage on local AC bus (a) Without





Restoration with Voltage Stability
Consideration
Due to the microgrid (MG) operational flexibility and local blackstart capabilities, the MG-
aided restoration service is critical for increasing power system resilience for disaster recov-
ery. The involvement of self-interest MGs to support the transmission network restoration
makes restoration decision support an exceptionally challenging task. This chapter presents
a game-theoretic approach to provide decision support during load restoration on energy
price for utility as well as on energy dispatching for MGs. The transmission line sensi-
tivity analysis is applied to quantify the physical impacts of energy trading on the system
stability level. Taking these quantified impacts as the stability incentive rewards earned by
MGs aside from the economic incentive rewards, the interactions between the utility and
MGs are highly combinatorial. A two-layer game structure is built to model energy trading
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for the restoration service between the utility and MGs. The first layer is the Nash game
to formulate the non-cooperative relationship among the self-organizing MGs. The second
layer is the Stackelberg game led by the utility for determining the electricity price which
could maximize restoration service cost efficiency. Case studies on IEEE 6-bus and 57-bus
test systems demonstrated the effectiveness of the proposed approach on energy trading
decision support for MG-aided smart grid restoration service.
5.1 Introduction
Power outages and losses of electrical service more and more frequently happened in the
smart grid caused by weather or man-made disasters [84–86]. Power system restoration is
a complicated process involving multiple steps: system status determination, plant prepa-
ration, generation restoration, transmission path energization, load restoration, and system
synchronization [87, 88]. Thus, the integrated distribution management systems are re-
quired to support storm preparation and restoration, as well as reduce service interruptions;
And the need for an automated, self-healing grid has grown in recent years along with the
development of smart grid technologies, like phasor measurement units, special protection
schemes, and wide-area situational awareness.
Meanwhile, the advent of modern distribution networks with distributed energy re-
sources (DERs) has changed the service restoration paradigm. In the distribution network,
the DERs operational flexibility and local generation capabilities can be coordinated to
provide local restoration capabilities [89]. Even further, the integration of DER in the bulk
power system and the associated impacts are causing the utilities start to question their
current centralized restoration strategies for the transmission network. The large-scale in-
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tegration of DERs in smart grids makes the utility organize them in some groups within a
microgrid (MG) and dispatch the generated power aggregately. As such, MGs starts to be
treated as individually dispatchable loads or generators in a smart grid. It is this trend that
affects the service restoration in the transmission network.
Once a major electric power disturbance is triggered, the entire power system restora-
tion could adopt a hierarchical approach. Islanded MGs equipped with DER and battery
energy storage systems (BESS) are capable of providing black-start and local loads restora-
tion services in the medium or low (MV/LV) voltage level distribution system, which is
known as the bottom-up procedure. In the meantime, the conventional top-down proce-
dure starting from the transmission system will also proceed [60, 90]. Then the energized
MV/LV MGs will be synchronized with the utility grid through the point of common cou-
pling (PCC) to complete the remainder of restoration in the partially restored system. This
including energizing the other isolated DERs without black-start ability and recovering the
full load.
After the system is restored with sufficient strength, the goal at this stage is to reignite
more generation capacity as fast as possible. At the same time, critical loads must be served
within their time limits and the system stability must be maintained. These issues are par-
ticularly crucial during the restoration stage because the system is built up and involves a
great number of operations; the capacity shortage of the partially restored system might in-
cur severe disturbance and cause security and stability problems. As the MGs, which have
the blackstart ability, could start the distribution network restoration service simultaneous-
ly with the transmission network restoration, they will become the extra black-start (BS)
resources to provide restoration service support for utility at this stage while strengthening
the system resilience in such a vulnerable state. Thus, the utility operators start to consider
using MGs for load pickup in the transmission network [91].
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Designing the relative strategy to proceed the energy trading with MGs under restora-
tion process faces two major challenges. One is the analysis of the complex interaction
between the utility and MGs, as more and more MGs have their own supply and demand
management systems. They do adaptive decision making based on dynamic price and sys-
tem states. Calling for voluntary or compulsory energy support, which is used by the utility
in the centralized power dispatching control, is inefficient. Another challenge is the mul-
tiple incentives for the utility and MGs to take into consideration. Besides the economic
profit which is the main incentive of energy trading during normal operation, the incentive
of enlarging the system stability margin is strengthened during the restoration process as
it is a weak system. Advanced analytic tools, like game theory, should be introduced to
model and offer "smarter" strategies for energy trading during service restoration.
The challenges prompted in the energy trading or energy exchange in smartgrid with
MGs, distributed generators (DGs), or BESS are ripe for applying the game theoretic mod-
el. For the cooperative energy exchange between MGs, the coalitional games with matching
or auctioning have been used [92]. A novel coalition formation game between a number of
MGs is proposed to minimize the costs incurred by the losses of power over the distribution
lines [93]. The MGs could decide whether the coalition remains or break based upon envi-
ronmental changes to alleviate power loss in the dynamic system [94]. For the profit battle
between demand-side and supply-side in the energy-hungry power system, non-cooperative
Nash game has found a wide application. A non-coopreative game with a double auction
mechanism has been developed in [95] to enable the storage units to optimize benefits by
strategical energy selling. In [96], a Stackelberg game structure has been used in the top
level of the smart grid control to handle the energy dispatch between the utility grid and
MGs. In [97–99], the player role "MG aggregator" was introduced into the double stage
Stackelberg game as a broker between utility and MGs during the energy trading. Under
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incomplete information condition, the learning algorithms for seeking the Nash equilibri-
um point of the energy trading game have been studied in [100]. However, these game
theoretical approaches have not been applied in the smart grid load restoration service yet.
Based on the features of energy trading during load restoration, an adaptive game theoretic
decision support system for the utility and MGs needs to be developed.
Service restoration using DER has been proven to be an effective way to improve the
resilience, and ultimately, the self-healing capabilities of a smart grid. More recently, the
value of using MGs for supporting distribution network restoration service has been rec-
ognized in several recent studies in [101, 102]. MGs with blackstart ability act as virtual
feeders in the distribution network and are used to pick up critical loads and extend the
suitable restoration path. In [90, 101–103], Chen proposes an innovative multi-time step
distribution restoration scheme to decide the most suitable switching sequence and DER
dispatching based on a mixed integral linear programming (MILP) formulation of MGs.
In [90], Resende et al. further propose a novel distribution system architecture that allows
the coordination among multiple MGs for service restoration. Besides picking up external
loads, MGs could also have the potential to provide ancillary services such as blackstart to
the bulk power system restoration. In [103], Castillo developed a stochastic MILP model
for MG allocation in order to minimize the average power restoration time in the bulk pow-
er system. Through this method, an integrated decision support tool will be built up to help
the utility operators determine how to realize the MG-aided distribution network restora-
tion. However, these works are focused on the centralized MG-aided restoration operation
control; the self-interest and self-control features of MGs are not taken into considera-
tion. The shift from a centralized to a fully decentralized operation paradigm will open
new opportunities for enhancing cost-effectiveness and stability for the future MG-aided
restoration service.
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The main contribution of this chapter is to develop a market-oriented energy support
and remuneration scheme for the MG-aided smart grid restoration service [104]. To char-
acterize this energy trading model, the system stability is considered into the bilateral in-
teraction between the utility and MGs. The voltage collapse power index (VCPI) is chosen
to evaluate the system stability quantitatively. a line sensitivity factors (LSFs) based VCPI
calculation method is introduced in formulating the stability incentive reward function. A
two-level game theoretic structure is applied to determine the optimal solution for each par-
ticipant in this game. The proposed energy trading strategy facilitate a fully decentralized
decision support system, by which the cost-effectiveness and stability performance of the
MG-aided smart grid restoration could be strengthened.
5.2 Energy Trading Problem Formulation
Consider a smart power grid with ν = {ν1,ν2, · · · ,νNν} buses and ε = {ε1,ε2, · · · ,εNε}
transmission lines. The transmission path energization for this smart grid topology has
been completed and MGs could proceed energy exchange with TSO to support the load
pick-up in the transmission network.
The set of M = {MG1,MG2, · · · ,MGNM } encompasses the number of NM MGs with
blackstart abilities have restored service to their local LV/MV distribution network and
are synchronized to the smart grid. Each MG will have time-varied superfluous energy
after balancing their local critical loads, whereas the utility needs more restored power
resources located in the distributed locations to support the load restoration and increase
the system resilience. In this model, each MG is assumed to be a self-benefiting entity.
The utility needs to buy the energy provided by MGs for restoration. And MGs will be
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motivated, by the economic reward, to dispatch power to the utility grid and support the
transmission network restoration service. On the other hand, in a energy trading market
with the fluctuating energy prices, one can expect that MGs have motivation and benefits
to store energy in their BESS, which facilitate MG charging extra power and feeding to the
utility at a later time. The bilateral interaction between the utility and MGs is portrayed in
Fig. 5.2.1.
FIGURE 5.2.1: Energy trading for MG-aided smart grid restoration service
Let time be divided into consecutive fixed-length intervals. In each time interval, MGi
has extra power PDER,i(k) from its local DER to dispatch. We define the action space of
MGi on BESS charging or discharging is Qi. PS,i(t) is the power MGi choose to allocate at
BESS, where PS,i(t) ∈Qi. Thus the power provided by MGi at time interval t to smart grid
for restoration service is defined as,
Pi(t) = (1−qi)(PDG,i(t)−PS,i(t)) (5.2.1)
The value of Ps,i(t) is negative if it’s discharging power out of BESS. qi is the loss factor of
power on the transmission line delivery from MG i, which is constant. It reflects the average
distance from MG i to the critical load being picked up. On the other side, we define the
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action space of the utility cell in each time interval as R. By adjusting the energy unit
price, β (t) ∈ R, the utility will lead the energy trading with the MGs for supporting the
restoration service in the smart grid. Such a problem can be formulated as a noncooperative
game. For this problem, the utility, as a leader, announces hourly energy price first; and
MGs, as the follower, have the ability on adjusting the power sold to the utility by the virtue
of BESS. There exists a non-cooperation relationship between the utility and MGs as well
as an inner competitive relationship among MGs themselves. The model of MGs level is













s.t. ps,min ≤ ps ≤ ps,max
cs,min ≤ cs ≤ cs,max,
(5.2.2)
where E = [E1, · · · ,ENM ] is the economic incentive rewards function for the corresponding
MG, which will be defined in Section 5.3.1. ps = [ps,1, · · · ,ps,NM ]T represents the time-
step decision vectors of the BESS charging or discharging power, which are decided by the
corresponding MG along the T time steps. ps,min = [ps1,min, · · · , psNM ,min]
T and ps,max =
[ps1,max, · · · , psNM ,max]
T independently represent the minimum and maximized time-step
BESS charging or discharging power limitation of each MG. cs = [cs,1, · · · ,cs,NM ]T repre-







cs,min = [cs1,min, · · · ,csNM ,min]
T and cs,max = [cs1,max, · · · ,csNM ,max]
T independently rep-
resent the minimum and maximum BESS power storage limitation of each MG.
Involved in the service restoration, MG has another part part of reward- stability incen-
tive rewards-which is related to the stability level of the transmission lines adjacent to MG.
It is offered by the utility to adjust the energy trading with MGs aside from the economic
incentive rewards. S = [S1, · · · ,SNM ] represents the stability incentive rewards function
for the corresponding MG, which is defined in Section 5.3.2. It is related to not only the
choice of MG i on energy trading, PS,i but also the choices of other MGs, PS,−i as well as
the critical load level, PLoad , of the smart grid. β (t) is the stability reward regulation factor.
The objective of MGs is maximizing its total payoff, πmg, which is the sum of the
economic incentive rewards and the stability incentive rewards during the energy trading










s.t. βmin ≤ β ≤ βmax
(5.2.4)
The goal of the utility maximizing the proportion of the overall system stability level to the
total restoration service remuneration paid to MGs. The optimal electrical price β should
be within the constraints, (βmin, βmax). Su is the stability incentive reward function for the
utility, which is defined in Section 5.3.2.
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5.3 Game Model for Restoration Energy Trading
5.3.1 Economic Incentive Rewards
Considering the possible action sequences of utility and MGs on choosing (ps,β) from the
beginning time interval to the end of the restoration process, there are a large number of
feasible combination choices in the optimization problem described in (5.2.2) and (5.2.4).
Suppose each MG i has kmg possible actions in Qi respectively, there will be k
NM
mg different
combination choices for a MG player in total. Then suppose the action space of utility
includes ku possible choices, the possible choice combinations of utility and MGs through
T time steps will be (kNMmg ku)T . It would be very time-consuming to solve the optimized
action sequence (p∗s ,β∗) for MGs and the utility. So in order to simplify the model while
still take the future effects into consideration, the payoff of each player is divided into two
parts: one is the economic incentive reward earned from the energy trading happening at the
current time step; the other is the predicted total economic incentive reward in the future.
This predicted part uses predictive data including DG power generation PDG,i(t→ N), load
profile of the smart grid PLoad(t), and the condition of the storage system in MGs to evaluate
the predicted payoff. Thus the total economic incentive reward for MGi is
FIGURE 5.3.1: Energy trading for MG-aided smart grid restoration service
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Ei(t) = β (t)Pi(t)+(T − t)β avg(t)Pavgi (t) (5.3.1)
where Pavgi (t) is the predicted average power provided by MGi in one time step of the















The electricity price β (k) offered by the utility cell is effected by the power unbalance
at time step t and the predicted average electricity price β avg(t) in the remaining process
from t + 1 to N is effected by the predicted average power unbalance. If the total amount
of power from MGA and MGB is less than the amount of load need to be energized at time
step t, Pload(t), the utility would like to offer a price higher than the base price β0, vice




















where η(t) is the regulation factor chosen by utility cell to change the electricity price








Basically, (5.3.3) and (5.3.4) are formulated by the same rule that if PLoad(t) is larger
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than ∑NMi=1 Pi(t) , the utility would increase the electricity price βi to motivate MGs distribut-
ing more power; otherwise, if the PLoad(t) is less than ∑
NM
i=1 Pi(t), the price β (t) should be
decreased to curtail the cost of restoration process. This rule on determining the electricity
prices helps the generators operate near the optimal operation power, PLoad(t) and get the
minimum cost on trading energy with MGs.
5.3.2 Stability Incentive Rewards
Aside from the economic incentive, another incentive is the system stability level. The
voltage collapse prediction index (VCPI) is chosen to evaluate the system stability level.
VCPI calculation
VCPI proposed by M.Moghavvemi et al. [24] investigates the stability of each line of the
system and represents the current amount of power flow compared to the maximum capac-
ity that can be transferred for each line. VCPI for the maximum transferable power, Pl(max),











where Vl is the voltage of the upstream bus connected with transmission line l. Zl∠θl is
the transmission line impedance, Zr∠φr is the corresponding load impedance at the down-
stream bus connected with line l, and φ = tan−1(QrPr ).
VCPI is used to assess the stress status of the lines in the system. The less VCPI,
the larger the stability margin of the system. Once there is power flow change along the
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transmission line l , the change on VCPI can be expressed as,
|VCPIl +∆VCPIl|=
∣∣∣∣ Pl +∆PlPmaxl +∆Pmaxl
∣∣∣∣ (5.3.7)
As the relationship between power flow on a line (Pl , Ql) and the power change on a bus
(∆Pi, ∆Qi) is indirect, the AC power flow calculation is needed to execute once more to
update the VCPI. In [105], a group of LSFs (PPLSF, PQLSF) is proposed to reflect the
effects of bus power injection on changing the transmission line power flow.
VCPI-based rewards
The stability incentive rewards of the utility are counted quantitatively as the VCPI sum of
all the transmission lines in the smart grid. Based on (5.3.7), the current VCPI at time t and
the average VCPI in the remaining time steps of transmission line l are defined as,





(PPLSFl, j∆Pj(t)+PQLSFl, j∆Q j(t))
Pmaxl
(5.3.8)
where ∆Pj(t) and ∆Q j(t) are the power flow differences at bus j by comparing the
bus power flow at time step t with its base value. For the buses connected with MGs, the
trading power with MGs, P(t), is taken into account and further affects Su(t). In order
to encourage MGs to participate in restoration, the utility will offer MGs a VCPI-based
reward,













j , which represent the power
flow differences at bus j by comparing the predicted average bus power flow from t+1 to T
with its base value. Li is the subset of Nε , which represents the group of transmission lines
connected with the bus that MGi located at. γ(t) is the unit VCPI-based stability reward for
MGs provided by the utility. The VCPI-based reward for the utility is defined as, Su(t).
5.4 Game Theoretic Solution
With the players’ rewards computed, the interactions between MGs and the utility in the
proposed energy trading optimization model could be described as: MGs aim to maximize
their own expected total rewards, πmg,i, respectively, while facing the utility who intends
to minimize the sum of πmg,i due to maximizing its rewards, πu. It should be noted that
increasing the voltage stability level of the smartgrid becomes a shared reward between
the utility and MGs in this energy trading game for restoration service. It is the stability
incentive rewards that makes the proposed energy trading model during restoration different
from the existing pricing mechanisms for the electricity market.
The energy trading during the load restoration process is formulated as a non-cooperative
game with two levels as shown in Fig. 5.4.1. There are two levels of hierarchy in decision
making, namely one leader and multiple followers. The followers react to the leader’s
announced strategy by playing according to a specific equilibrium concept among them-
selves. In every time step, the utility announces an energy price first and MGs feed the
power to smartgrid based on this price. The decision making of MGs is formatted as an
N-players noncooperative perfect information game for each possible energy price offered
by the utility. MG players make their decisions independently and each one unilaterally
88
seeks the maximum reward with taking into account the possible rational choices of the
other players. On the second layer, the Stackelberg game led by the utility and followed by
the MGs is built. After getting all the Nash points corresponding to every possible price
(β1, β2, ...), the utility will choose one electricity price βi to guide the decision making of
the two MGs and generate the maximum reward πu for the utility. The reward function
for each player is defined by considering both of the two incentives proposed in Section
5.3.1. By discretizing the decision making to limit the number of choices of each player
as discussed in this section, the whole game could be solved practically under the matrix
frame.
FIGURE 5.4.1: The proposed game structure
5.4.1 Decision Setting
In this game model, the capacities of ESS will limit the action space, Qi, for MGi. Suppose








where the positive entries represent the actions of charging BESS, the negative ones repre-
sent discharging BESS and zero entry is keeping idle at the current step. Thus the upper







z cs < cs,max








z cs > cs,min
0 cs ≤ cs,min
(5.4.3)
where the floor function bxc outputs the greatest integer less than or equal to x; the ceiling
function dxe outputs the least integer greater than or equal to .x If the avaliable capacity of
BESS is zero, MGs cannot choose to discharge the battery (PS,i(t) < 0). If ESS has been
fully charged in the last time step, MGs cannot choose to charge the battery (PS,i(t) > 0)
at the current time step. The utility obeys the basic laws of economics on the relationship
between supply and demand to set the price defined in (5.3.3). The sensitivity factor η on
power unbalance is used to stimulate or suppress the MG power dispatching in different
intensities. The decision setting for the utility cell is designed as,
R =
[
0.5 0.75 1 1.25 1.5
]
(5.4.4)
The number of set elements in η equals to the number of Nash equilibrium points in the
the second layer as shown in Fig. 5.4.1.
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5.4.2 Equilibrium Strategy
In each time step, the proposed game will be played once. There are two levels of hierarchy
in decision making. The followers (MGs) react to the leader’s (the utility) announced
strategy by plying according to a specific equilibrium concept among themselves. In the
first level of the game, the NM -tuple (π∗mg,1,π
∗
mg,2, · · · ,π∗mg,NM ) with pS,i ∈Qi, i ∈ NM is
said to constitute a Nash equilibrium (NE) solution for the NM MG players nonzero-sum










Here the number of NE outcomes in the first level is the number of entries in R. In the
second level, before the utility announces its strategy, it has to take into account possible
NE outcomes decided by MGs in the first level. the Stackelberg equilibrium (SE) solution
for the leader if
π
∗
u (t) = max
β (t)∈B
πu(β (t),π∗mg,i(β (t))) (5.4.6)
With the defined decision setting and payoff function for each player, the whole game-
theoretic decision making system works under the smart grid and the following information
is given: 1) the load profile PLoad(t), t = 0→ N; 2) the available power for selling of MG
PDG(t), t = 0→ N. Table. 5.1 shows a summary of the proposed algorithm.
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TABLE 5.1: The Proposed Game-Theoretic Algorithm
repeat,
Level 1 - Nash Game:
repeat,
The utility cell choose ηk from the decision setting R.
repeat,
MG i ∈ NM choose PS,i(t) from the decision setting Qi.
repeat,
a) Each MG calculate economic incentives Ei(t) in (5.3.1).
b) Each MG calculate voltage stability incentives Si(t) in (5.3.9).
c) Each MG use (5.2.2) to calculate its payoff πmg,i .
until go through i = 1→ NM
until go through all the different choice combinations of MGs.
Find out the NE point of the selected ηk, (p∗s |ηk).
until go through k = 1→ ku .
Level 2 - Stackelberg Game:
a) the utility calculate πu in (5.2.4) on NE point (p∗s |ηk).
b) pick up the SE point (η∗,p∗s ) in (5.4.6) as the final decision
making at time step t.
end update MGs decision setting Qi ,i ∈ NM
t = t +1
until go through t = 1→ T
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5.5 Simulation Results
In this section, we validated the proposed game-theoretic energy trading model and deci-
sion making strategy regarding service restoration of the IEEE 6-bus test system and 57-bus
test system, as shown in Figs 5.5.1, Fig 5.5.5 respectively. The total restoration process lasts
24 hours. From the beginning, 50% load is recovered. After eight hours, another 20% load
is added into the system. The full load is energized after 16 more hours.
5.5.1 6-bus Test System
Consider a smartgrid based on an IEEE 6-bus system shown in Fig 5.5.1. Bus 1 is connected
with one utility cell, which has finished the transmission line restoration and served as an
infinite power source to light the black-out DG at bus 3, which does not have the black-
start ability. Two self-organizing MGs with their own DGs and BESS, MGA and MGB, have
finished the restoration in islanding mode and resynchronized with the distributed network
at Bus 2 and 6 to provide energy for load restoration at all buses. The load profile pl is
shown in Figs 5.5.2(a) and 5.5.3(a). The ratios of power delivery loss of MGs are set to
qA = 0.8, qB = 1. The base electricity price β0 = 1$. In order to reflect the effects of the
proposed strategy in which the economic profit and stability profit are considered together,
a comparative scenario is built in which maximizing the economic profit is the only goal
for each game player. In every time step, the change on electricity price β offered by
the utility cell, and the trading energy PA and PB decided by the two MGs under the two
different scenarios are shown in Fig 5.5.2 and Fig 5.5.3.
As the load increases, β keeps increasing as the unbalance between energy supply and















FIGURE 5.5.1: The configuration of the modified IEEE 6-bus smartgrid system.
the available energy from the 3rd hour to the 11th hour and sell the stored energy from
16th hour to the end as shown in Fig. 5.5.3 (b); MGB would choose to store part of the
available energy at 4th - 8th and 11th15th hour, and sell the stored energy at 16th 23th hour
which is shown in Fig. 5.5.3 (c). This decision making follows the economic rules that is
selling the product at the highest market-price moments. While in the test scenario using
the proposed strategy, the decisions of MGs are different because of the considering of the
voltage stability. MGB releases more energy in the middle stage of restoration (7th -13th
hour) to support the system stability because the first time load restoration is happens in
this period of time, as shown in Fig. 5.5.2 (b).
Fig. 5.5.4 shows a comparison of the decision making strategies with and without con-
sideration of system stability on the sum of VCPI in Fig. 5.5.4 (a), the cost of the utility in
Fig. 5.5.4 (b) and the unit stability cost in Fig. 5.5.4 (c), which reflects the cost of achiev-
ing the same stability effects during the restoration process. The numerical comparison is
shown in the Table. 5.2. As we can see, considering the stability level during the restoration,
the utility could achieve a more efficient way of energy trading. The cost of maintaining
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FIGURE 5.5.2: Simulation results in test scenario with the proposed approach: (a) the electricity
price provied by the utility, (b) the energy trading with MGA, and (c) the energy trading with MGB.
the same level of overall stability is reduced 1.42% compared with the "economic directed"
scenario.
TABLE 5.2: Compare on the restoration cost
case 1 case 2 cost decrease(%)
Cost of utility
for whole restoration ($) 21,342,000 21,632,000 1.34%
Cost of utility
on unit stability level ($) 2,015,000 2,044,000 1.42%
5.5.2 57-bus Test System
In this case, a bulk power system based on an IEEE 57-bus system is shown in Fig 5.5.5.
The utility is connected at Bus 1 and the number of the self-organizing MGs us increase to
three, MG1, MG2 and MG3. Each MG have its own DGs and BESS. MGs are resynchro-
nized with the transmission network at Bus 13, Bus 9 and Bus 38 repectively to provide
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FIGURE 5.5.3: Simulation results in comparative scenario without considering voltage stability:
(a) the electricity price provided by the utility, (b) the energy trading with MGA, and (c) the energy
trading with MGB.
FIGURE 5.5.4: A comparison of restoration with and without considering stability: (a) sum of
VCPI on each transmission line, (b) restoration cost of the utility cell, and (c) the cost of utility on
unit stability level.
energy for load pickup in the smartgrid. The critical load profile pLoad is shown in Fig
5.5.6 (a) and Fig 5.5.7 (a), which has the priority to be recovered. The ratios of power
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delivery loss of MGs are set to q1 = 1, q2 = 0.8 and q3 = 0.8. The base electricity price
is β0 = 1$. The comparative scenario is built, in which the stability incentive rewards S
are excluded, to reflect the players’ action variance on energy trading between whether or
not the stability factor is considered. In each time step, the change on electricity price β
offered by the utility cell and the trading energy PA, PB and PC decided by the three MGs
under the two different scenarios as shown in Fig 5.5.6 and Fig 5.5.7.
FIGURE 5.5.5: The configuration of the modified IEEE 57-bus smartgrid system
As the percentage of the recovered critical load increasing, the overall profile of β has a
rising trend because the need of MGs power supply is strengthened. In the test scenario with
the proposed strategy, the decisions of MGs are different from that of comparative scenario
because MGs have the rewards to maintaining the voltage stability. In Fig 5.5.6, MGA
continues discharging its ESS energy in the middle stage of restoration (8th - 18th hour) to
support the system restoration service. In the comparative scenario, MGA choose to store
its ESS energy and sell them in the later stage (17th - 22th hour) as shown in Fig 5.5.7 (b).
Because the electricity price is higher in the later stage, the energy trading action changes
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of MGA conform to the change of its reward function, in which the voltage stability is not
considered. Similarly, MGC choose sell the available energy from 8th hour to 17th hour and
from 21st hour to 23rd hour in the test scenario with the proposed strategy as shown in Fig
5.5.6 (d). Once MGC don’t have the stability incentive rewards, it would choose to store
the available energy from 12th - 16th and sell the stored energy from 17th - 23th hour as
shown in Fig 5.5.7 (d). During this period of time, the electrical price offered by the utility
cell reaches the highest point at 19th hour (as shown in Fig 5.5.7 (a)). This decision making
follows the economic rules that is selling the product at the highest market-price moments.
Fig. 5.5.8 shows a comparison of the decision making strategies with and without con-
sidering system stability on the sum of VCPI in Fig. 5.5.8 (a), the cost of the utility cell in
Fig. 5.5.8 (b) and the unit stability cost in Fig. 5.5.8 (c), which reflects the cost on achiev-
ing the same stability effects during the restoration process. The numerical comparison is
shown in the Table. 5.3. As we can see, considering the stability level during the restoration,
the utility could achieve a more efficient way on energy trading. The cost on maintaining
the same level of overall stability is reduced 6.2% compared with the "economic directed"
scenario.
TABLE 5.3: Compare on the restoration cost
case 1 case 2 cost decrease(%)
Cost of utility
for whole restoration ($) 23,325,000 24,816,000 6%
Cost of utility
on unit stability level ($) 2,796,400 2,982,000 6.2%
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5.6 Conclusion
In this chapter, we have presented a novel approach for the analysis of the complex in-
teractions between the utility and MGs in the energy trading for the MG-aided smart grid
restoration service. Besides the economic profits, the system stability will have an impor-
tant influence on their strategy selection and is taken account into the reward function of
each agent quantitatively. We have formulated a two-level uncooperative game between
the utility and MGs in which each player will make a decision based on the sum of the
current time-step reward and the predicted future reward. In order to quantify their stability
incentive rewards, the line sensitivity factor method is introduced to calculate the voltage
stability index VCPI in an approximate but very fast way. The Nash equilibrium strategies
among MGs and the Stackelberg equilibrium strategies for the utility are derived by the
proposed algorithm. The IEEE standard 6-bus system and IEEE 57-bus system are used as
the test models to illustrate solutions of the proposed game theoretic framework which can
provide the smart energy trading decision support for increasing the restoration cost effi-
ciency. Simulation results have shown that MGs should take different energy dispatching
strategies corresponding to the different stages of the system restoration.
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FIGURE 5.5.6: Simulation results in comparative scenario with the proposed approach: (a) the
electricity price provided by the utility, (b) the energy trading with MGA, (c) the energy trading
with MGB and (d) the energy trading with MGC.
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FIGURE 5.5.7: Simulation results in comparative scenario without considering voltage stability:
(a) the electricity price provided by the utility, (b) the energy trading with MGA, (c) the energy
trading with MGB and (d) the energy trading with MGC.
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FIGURE 5.5.8: Simulation results in comparative scenario without considering voltage stability:
(a) the electricity price provided by the utility, (b) the energy trading with MGA, (c) the energy




In this dissertation, four advanced strategies for MGs with DERs in the planning, operation,
protection and restoration stages respectively are designed and demonstrated. The main
purpose is to increase the reliability, dispatchability and operational stability of renewable
energy resources integrated power grid.
In the transmission network level, the focus is mainly on planning and restoration s-
trategies for DER. A line-sensitivity-factor-based VCPI method was proposed to quantify
the system voltage stability level. Optimizing the quantified stability level is set at the ob-
jective function of the proposed ODSL strategy to determine the optimal location of PV-DG
in the planning stage. It can be concluded that the proposed ODSL strategy is an effective
tool for assisting practitioners in finding the optimal location of PV-DGs to increase the
system voltage stability margins. The quantified stability level based on VCPI is also tak-
en as part of the energy trading rewards aside from the economic profits in the proposed
game theoretic energy trading strategy for the MG-aided smart grid restoration service.The
Nash equilibrium strategies among MGs and the Stackelberg equilibrium strategies for the
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utility are derived by the proposed algorithm. Simulation results have shown that the pro-
posed game theoretic framework will provide the smart energy trading decision support for
increasing the restoration cost efficiency.
In the distribution network level, the focus is mainly on operation and protection strate-
gies for DER. In order to realize peak load shedding, the proposed DR strategies provides a
distributed operation way to minimize the affected population in a campus-based building
group. The lack of FRT capabilities in distributed energy converters can lead to tripping of
a large amount of production capacity due to faults in power grid and can endanger power
system security. The proposed IB-MG FRT approach is able to not only ride through severe
unbalanced faults but also provide FCM during a fault.
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theoretic approach to energy trading in the smart grid. IEEE Transactions on Smart
Grid, 5(3):1439–1450, 2014.
[96] Ali Maknouninejad, Wei Lin, Hendra G Harno, Zhihua Qu, and Marwan A Simaan.
Cooperative control for self-organizing microgrids and game strategies for optimal
dispatch of distributed renewable generations. Energy Systems, 3(1):23–60, 2012.
[97] Hongseok Kim and Marina Thottan. A two-stage market model for microgrid power
transactions via aggregators. Bell Labs Technical Journal, 16(3):101–107, 2011.
[98] Wei Pei, Yan Du, Wei Deng, Kun Sheng, Hao Xiao, and Hui Qu. Optimal bidding
strategy and intramarket mechanism of microgrid aggregator in real-time balancing
market. IEEE Transactions on Industrial Informatics, 12(2):587–596, 2016.
[99] S. D. Manshadi and M. E. Khodayar. A hierarchical electricity market structure for
the smart grid paradigm. IEEE Transactions on Smart Grid, 7(4):1866–1875, July
2016.
118
[100] H. Wang, T. Huang, X. Liao, H. Abu-Rub, and G. Chen. Reinforcement learning
in energy trading game among smart microgrids. IEEE Transactions on Industrial
Electronics, 63(8):5109–5119, 2016.
[101] Bo Chen, Chen Chen, Jianhui Wang, and Karen L Butler-Purry. Multi-time step
service restoration for advanced distribution systems and microgrids. IEEE Trans-
actions on Smart Grid, 2017.
[102] Bo Chen, Chen Chen, Jianhui Wang, and Karen L Butler-Purry. Sequential service
restoration for unbalanced distribution systems and microgrids. IEEE Transactions
on Power Systems, 33(2):1507–1520, 2018.
[103] Anya Castillo. Microgrid provision of blackstart in disaster recovery for power sys-
tem restoration. 2013 IEEE International Conference on Smart Grid Communica-
tions (SmartGridComm),, pages 534–539, 2013.
[104] Wei Kou and Sung-Yeul Park. Game-theoretic approach for smartgrid energy trading
with microgrids during restoration. In Power & Energy Society General Meeting,
2017 IEEE, pages 1–5. IEEE, 2017.
[105] Wei Kou, Sung-Hun Jung, and Sung-Yeul Park. Optimal location strategy for dis-
tributed generation to maximize system voltage stability based on line sensitivity
factors. Energy Systems, 9(3):511–528, 2018.
119
