Recently, resting-state functional magnetic resonance imaging has been used to parcellate the brain into functionally distinct regions based on the information available in functional connectivity maps. However, brain voxels are not independent units and adjacent voxels are always highly correlated, so functional connectivity maps contain redundant information, which not only impairs the computational efficiency during clustering, but also reduces the accuracy of clustering results. The aim of this study was to propose feature-reduction approaches to reduce the redundancy and to develop semi-simulated data with defined ground truth to evaluate these approaches. We proposed a feature-reduction approach based on the Affinity Propagation Algorithm (APA) and compared it with the classic featurereduction approach based on Principal Component Analysis (PCA). We tested the two approaches to the parcellation of both semi-simulated and real seed regions using the K-means algorithm and designed two experiments to evaluate their noiseresistance. We found that all functional connectivity maps (with/without feature reduction) provided correct information for the parcellation of the semisimulated seed region and the computational efficiency was greatly improved by both featurereduction approaches. Meanwhile, the APA-based feature-reduction approach outperformed the PCAbased approach in noise-resistance. The results suggested that functional connectivity maps can provide correct information for cortical parcellation, and feature-reduction does not significantly change the information. Considering the improvement in computational efficiency and the noise-resistance, feature-reduction of functional connectivity maps before cortical parcellation is both feasible and necessary.
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of the human cerebral cortex [26, 27] .
These parcellation approaches based on functional connectivity maps have proven feasible and promising.
However, a whole brain contains a great number of voxels and adjacent voxels are always highly correlated, so functional connectivity maps contain redundant information.
For example, a classic preprocessed fMRI dataset with 3-mm isotropic resolution contains >40000 voxels and a region like the cingulate cortex contains up to thousands of voxels. A functional connectivity map for each voxel of the cingulate cortex then involves its functional connectivity with each voxel of the whole brain. The total number of features for each voxel in the cingulate cortex then becomes >40000. Therefore, performing cluster analysis on thousands of voxels in >40000 dimensions becomes computationally inefficient. Furthermore, during clustering, the functional connectivity of each voxel with a target voxel is always regarded as an independent feature, but a voxel is not an independent functional unit of the brain. When we characterize the 'connectional fingerprint' of a target region, it is more reasonable to make feature elements at the region level rather than at the voxel level. Under a strict definition, each feature element should be independent and not highly correlated. If we treat each voxel as one feature, we fail to meet the requirement of independence.
Considering that each voxel is not independent and is always highly correlated with other voxels, it becomes advantageous to treat voxels in the same functional unit as one feature by averaging these voxels.
In this study, we proposed a feature-reduction approach based on the affinity propagation algorithm (APA) [28] and compared it with the classic approach based on principal component analysis (PCA) [29] . The approach based on APA provides feature-reduction by averaging the time courses of all voxels located within the same functional unit. This allows these voxels to be treated as one feature during the clustering procedure. To evaluate these different approaches, we proposed to build semi-simulated data for connectivity-based parcellation. The semi-simulated data built here were based on real fMRI data, reflecting a complex brain connectivity pattern, and the ground truth was clearly defined. Since we knew the ground truth of which voxel of this 'semi-simulated' seed region belonged to which 'real' seed region, the conclusions from our regions. The ability to identify these regions is fundamental to evaluation of the normal and/or abnormal brain functions associated with neurological disorders. Although a surge of microarchitectonic and invasive tracer studies has provided substantial microarchitecture and connectivity information regarding cortical parcellation in non-human primates [1, 2] , similar evidence concerning the parcellation of the human brain is scarce; it is mostly limited to postmortem observations based on microarchitecture [3] [4] [5] [6] [7] or on anatomical landmarks [8] . However, parcellation based on anatomical landmarks and microarchitecture does not always provide accurate functional segregation between distinct areas [9] . In fact, the function of a cortical area is also determined by its extrinsic connections in addition to this intrinsic microarchitecture. In non-human primates, it has been demonstrated that the extrinsic connection of each cortical area represents a unique 'connectional fingerprint' [10] . Therefore, it has become an important criterion to include the 'connectional fingerprint' in the parcellation of functionally distinct brain areas.
Investigation of the 'connectional fingerprint' in the human brain is challenging due to the inability to use invasive tracing techniques as well as the limitations of post-mortem anatomical evaluation. The use of restingstate functional magnetic resonance imaging (rs-fMRI) has led to a number of studies in recent years that have investigated this functional 'connectional fingerprint' in relation to cortical parcellation [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . By measuring the cross-correlation of low-frequency blood oxygenation level-dependent fluctuations between brain voxels while subjects are at rest [23] , one can calculate the functional connectivity between any pair of voxels. This crosscorrelation measurement generates functional connectivity maps between voxels, where the functional connectivity of each voxel to all the voxels of the brain is represented.
Based on these functional connectivity maps, voxels can then be classified by cluster analysis. This method using rs-fMRI to perform cortical parcellation has provided finegrained functional subdivisions of the anterior cingulate cortex [11] , precuneus [24, 25] , thalamus [22] , basal ganglia [13] , lateral parietal cortex [14] , medial frontal cortex [12, 18] , and insular cortex [15, 16] , as well as the subdivision of the whole brain [17, 26] . 
PArtIcIPANts AND MEtHODs

Participants and Data Acquisition
The analysis was performed on the New York Test-Retest
Reliability dataset of the 1000 Functional Connectomes Project [30] . The dataset consists of 6.5-min scans acquired from 25 healthy subjects (10 males and 15 females) at three different time points on a 3T Siemens Allegra scanner using an echo-planar imaging (EPI) sequence (time repetition (TR) = 2 000 ms; time echo (TE) = 25 ms; flip angle = 90°; 39 slices, matrix = 64×64, field of view (FOV) = 192 mm; acquisition voxel size = 3 × 3 × 3 mm 3 ). The first scanning session of each subject was used in this study.
A high-resolution T1-weighted anatomical image using magnetization prepared gradient echo (TR = 2 500 ms; TE = 4.35 ms; flip angle = 8°; 176 slices, FOV = 256 mm) was also obtained for spatial normalization.
fMrI Data Preprocessing
Image preprocessing was performed using AFNI [31] and FSL [32] . In brief, the data were motion-corrected to the mean image volume and were spatially smoothed using a 6-mm FWHM Gaussian kernel, following which the fMRI data were band-pass filtered (0.005 Hz < f < 0.1 Hz), linear and quadratic trends were removed, and the data were region. The ground truth was defined since we knew exactly which voxels of this 'semi-simulated' seed region belonged to which 'real' seed region. Three of the six 'real' seed regions were task-positive and were centered on the intraparietal sulcus (-25, -57, -46), the frontal eye field (25, -13, 50) , and the middle temporal region (-45, -69, -2) [33] .
The remaining three seed regions were task-negative and were centered on the medial prefrontal cortex (-1, 47, -4), posterior cingulate/precuneus (-5, -49, 40), and lateral parietal cortex (-45, -67, 36) [33] . We masked the six "real" seed regions with the same grey-matter mask used in the fMRI data preprocessing and combined the six "real" seed regions into one semi-simulated seed region. The total number of voxels contained in the semi-simulated seed region was 156. real seed regions Besides the semi-simulated seed region, we also selected three real seed regions of different sizes -the right supplementary motor area (R-SMA), cingulate cortex, and right prefrontal cortex (R-PFC) to test the different approaches. All seed regions were extracted from the anatomical automatic labeling template [8] , the R-SMA being area 20, the cingulate cortex containing areas 31 to 36, and the R-PFC consisting of areas 3-4, 7-8 and 11-14. We masked these seed regions with the same grey-matter mask used in the fMRI data preprocessing so that they would match the preprocessed fMRI data. The final sizes were 516 voxels for the R-SMA, 1975 for the cingulate cortex and 2641 for the R-PFC.
Functional connectivity Map Analysis
The map for each voxel showed its functional connectivity with all other voxels within the whole brain. Functional connectivity between a pair of voxels was represented by the Pearson correlation coefficient of their preprocessed time series. We averaged the functional connectivity maps of the 25 participants to obtain the group raw functional connectivity map.
Functional connectivity Maps by Different Featurereduction Approaches
Based on affinity propagation We first applied a gross parcellation of all voxels within the whole brain using the APA (Fig. 1) . Then, an average of the time series of the voxels in the same resulting clusters was taken. In this experiment, we averaged the raw seed region functional connectivity maps of 25 participants to obtain the group functional connectivity map and then performed the feature-reduction by PCA on this map. We selected all principal components (PCA-all) and principal components covering 95% of the cumulative contribution (PCA-95) to build new functional connectivity maps.
seed region Parcellation
In order to investigate whether the feature-reduction procedures significantly changed the information in functional connectivity maps, cluster analysis using the K-means algorithm was applied to each seed region (the K-means algorithm was designed to partition n observations into k clusters where each observation belongs to the cluster with the nearest mean). We used the standard K-means algorithm of Matlab. The algorithm was repeated 1024 times for all seed regions. The goal number of clusters (K) must be defined for this algorithm. Therefore, it was set as K = 6 for the semi-simulated seed region (ground truth was K = 6), K = 2-10 for the R-SMA, K = 2-15
for the cingulate cortex and K = 2-30 for the R-PFC.
To quantitatively evaluate the improvement of computational efficiency brought by the feature-reduction approaches, we compared their time costs during K-means GHz) and 256 GB of memory; the operating system was Mandriva Linux.
We used the inconsistency rate to compare different parcellation results. This rate was calculated as the percentage discrepancy between different connectivity matrices [20] . A connectivity matrix was defined as follows:
for the resulting clusters with N voxels in one seed region, a connectivity matrix M N×N can be generated, where the element M i,j equals 1 if both voxels v i and v j are not found in the same cluster and equals 0 otherwise.
For the semi-simulated seed region, we compared the resulting clusters of all functional connectivity maps with the ground truth. Thus, we were able to evaluate whether functional connectivity maps provide effective information for cortical parcellation and whether feature-reduction significantly changes the information of the functional connectivity maps. For the real seed regions, we did not know the ground truth. The inconsistency rate was only used to outline the difference between the resulting clusters based on different functional connectivity maps.
Noise-resistance Analysis
The inconsistency rate cannot tell which feature-reduction approach is better. In this section, we designed simulated data to evaluate the noise-resistance of the featurereduction approaches. The simulated data were generated based on the semi-simulated seed regions described above (Fig. 2) . In brief, we randomly selected one participant and constructed the simulated data comprising the time courses of the semi-simulated seed region in this subject.
Then we carried out two experiments by adding noise to the simulated data in different ways. We repeated each experiment 50 times. 
"Eigenmap" of PcA
Moreover, we used the "Eigenmap" concept of PCA to compare the characteristics of different real seed regions.
In mapping the modulus of the first eigenvector of PCA to the cortical surface using Caret5 software [34] , the parts The computational cost of one repetition for the raw functional connectivity maps was 1128.57 s. After using the feature reduction approaches, the computational efficiency matter which feature-reduction approach we chose. 1024
repetitions were definitely enough for the global minimum solution when K or the size of seed regions was small, but
were not sufficient when K or the size of seed regions was large.
Specifically, the 1024 repetitions were not enough to establish a global minimum solution for the parcellation of the R-PFC. In most circumstances, the number of times the minimum solution was found was only once, and it was not known whether this was a local minimum or a global minimum (probability ≤1/1024). Based on the resulting R-PFC clusters, further evaluation of the inconsistency rate would be inaccurate. Thus, we did not present the results of inconsistency rate for R-PFC. The resulting clusters based on Raw and those based on PCA-all were identical, except for the low inconsistency rate when K = 12 and K = 15 in the cingulate cortex (Table   3 ). In most circumstances, the inconsistency between resulting clusters based on Raw and those based on PCA-95 or APA was low.
Noise-resistance Analysis
Experiment 1 was designed to illustrate the noiseresistance of the APA-based approach and the PCA-all approach under different levels of time-course signal-tonoise ratio (tSNR). Under all tSNRs, the performances using the APA-based approach were better than those using PCA-all (Raw) and PCA-95 (Fig. 3) .
Experiment 2 was designed to illustrate the noiseresistance of the two approaches under different numbers of noise-added time points. Similar to the above experiments, the APA-based approach outperformed the PCA-all/Raw and PCA-95 approaches (Fig. 4) .
First Eigenmaps comparison
The One-way repeated measures ANOVA revealed significant differences in the three Eigenmaps [F(2,135480) = 5.559, Table S1 ). The post hoc test showed that both the first Eigenmap of the R-PFC and that of cingulate cortex differed from the first Eigenmap of the R-SMA (P < 0.01, corrected), but no significant difference was found between the first Eigenmap of the R-PFC and that of the cingulate cortex (Fig. 6 ).
DIscUssION
Computational Efficiency
The computational cost of K-means involves three parts:
(1) the average computational cost of one iteration; (2) In this study, we set the number of repetitions at 1024, which took >300 h (1024 × 1128 s) to do the parcellation of cingulate cortex with K equal to 15. Moreover, as shown in Table 2 , the possibility for a minimum solution Besides feature-reduction, efficiency could also be improved by a better clustering algorithm. Nevertheless, reducing the dimensions of the data itself would be a more extensive and basic method and does not conflict with these better algorithms (feature reduction can be applied to these algorithms).
PcA-based Feature reduction
Due to the specific characteristic of functional connectivity maps that the number of features is greatly larger than the number of voxels, the feature-reduction approach based on PCA produces N-1 (N is the number of voxels in each seed region) components responding to non-zero eigenvalues. Taking all components (PCA-all), the resulting clusters showed little or no difference from the clusters resulting from the raw functional connectivity maps ( Table   3 ). The reason is that the PCA-all was totally based on the raw functional connectivity maps. The variance of PCAall would be expected to be the same as that of the raw functional connectivity maps, so that the final resulting clusters of both functional connectivity maps would be identical. K = 12 and K = 15 on the cingulate cortex are two cases in which K-means did not reach the global minimum solution so that a low inconsistency rate was found (Table 2) .
Thus, PCA-all reduced the number of features, improved the computational efficiency, and gave exactly the same results as the raw functional connectivity maps.
It is common to use the first few components for clustering (covering most of the variance) while performing PCA-based feature-reduction because it can further improve computational efficiency and may reduce noise [39] . The noise-resistance of the PCA-based approach depends on the separation of signal and noise in different components and on the selection of the right number of components. However, the performance of PCA-95 in noise-resistance analysis was similar to that of PCA-all (Raw), and did not improve. This indicated that the PCAbased feature-reduction may not separate signal and noise well enough for functional connectivity maps.
Besides, the eigenvectors of PCA can be used to (Fig. 5) , two areas known to be strongly correlated with the R-SMA [16, 18] . In addition, areas
with high values in the first Eigenmap of the cingulate cortex and that of the R-PFC were similar and more distributed (Fig. 5) . This complicated distribution of these high-value areas reflects important properties of the two regions: both are hetero-modal association regions, taking part in multiple brain networks and functions [35] .
APA-based Feature reduction
The APA-based approach is considerably different from the PCA-based approach because it was not based directly (Table 3 ).
The APA-based approach neutralized noise by averaging voxels, and the noise-resistance of this approach was also better than the PCA-based approach as indicted by the noise-resistance analysis. Meanwhile, the APAbased approach converted voxel-level feature elements to the region level, which improved the independence of features and may contribute to better parcellation results.
However, the APA-based approach required a gross clustering of all voxels within the brain which made it less efficient than the PCA-based approach. From the perspective of computational efficiency, this was not problematic because the APA is a fast algorithm and needs only one repetition. In this experiment, the total computational cost of this gross parcellation was 3.3 h for the brain with a resolution of 3 × 3 × 3 mm 3 . This gross parcellation contributed to functional connectivity maps with much less-redundant noise-neutralized seed regions and a much lower computational cost in the seed region parcellation than the raw functional connectivity maps.
When both the accuracy and computational efficiency of seed region parcellation were valued, the gross clustering of the whole brain appeared to be a necessary and beneficial step.
The gross parcellation of the APA-based approach reduced ~40000 features into ~2000 features but still gave correct resulting clusters with respect to the ground truth, as shown in the parcellation of the semi-simulated seed region. These results demonstrated that a voxel is not an independent functional unit and functional boundaries exist.
Conversely, this characteristic of fMRI data is also the basis for the validity of the APA-based approach.
The functional-connectivity-based parcellation of the brain not only helps to identify distinct functional subregions, but may also help to reveal differences in these sub-regions between healthy and psychiatric populations.
The abnormal functional connectivity patterns in psychiatric populations may give different parcellations of the brain from the healthy population. Due to its better noiseresistance, the APA-based approach can contribute to more accurate parcellation results compared with the Raw and the PCA-based approach, and thus may help to reveal subtle differences in brain parcellation between different groups of subjects.
semi-simulated Data
The best way to evaluate a pattern-recognition problem is to compare its results with the ground truth. The ground truth can be defined by constructing simulated data or manually defining it in real data. For example, when we evaluated the different algorithms for the segmentation of brain tissues (grey matter, white matter) on anatomical images, we were able to manually draw the boundaries of the different tissues to build the ground truth. However, it was difficult to define the ground truth in connectivitybased parcellation because it was not known which brain voxels belonged to which clusters. Furthermore, simulating a complex brain connectivity pattern to address this issue was even more difficult. Though recent years have witnessed a growing number of studies related to connectivity-based parcellation (both fMRI and DTI), few studies have attempted to construct simulated data or define the ground truth to evaluate different methods. Here, we attacked this challenge and proposed an approach to building semi-simulated data for connectivity-based parcellation. The semi-simulated data built here reflected the complex brain connectivity pattern, and the ground truth could be clearly defined. We remain optimistic that this approach of building semi-simulated data is also applicable to the DTI connectivity-based parcellation in addition to 
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