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Abstract
The distribution of the geometric distances of con-
nected neurons is a practical factor underlying neural
networks in the brain. It can affect the brains´ dy-
namic properties at the ground level. Karbowski de-
rived a power-law decay distribution that has not yet
been verified by experiment. In this work, we check
its validity using simulations with a phenomenological
model. Based on the in vitro two-dimensional devel-
opment of neural networks in culture vessels by Ito,
we match the synapse number saturation time to ob-
tain suitable parameters for the development process,
then determine the distribution of distances between
connected neurons under such conditions. Our simu-
lations obtain a clear exponential distribution instead
of a power-law one, which indicates that Karbowski’s
conclusion is invalid, at least for the case of in vitro
neural network development in two-dimensional cul-
ture vessels.
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1 Introduction
Complicated functions of the brain are largely at-
tributed to the complex topological connections of a
neural network (NN) that consists of about 1011 neu-
rons and 1014 synaptic links. The geometric distance
distribution of connected neurons in an NN is perti-
nent to its dynamic properties because it is related
to real properties such as message transmission [1, 2],
energy cost [3], and response time [4,5]. The measure-
ment of such connections can be made at three levels:
between brain regions [6,7], between voxels, which are
artificially divided blocks of brain tissue, and between
neurons, which are tiny and hence difficult to discern.
Experimental results have exhibited the small-world
topology of structural connections at the first two lev-
els. At the microscopic level, nodes in the network
are neuronal somas, while the links are synapses be-
tween a tip of the axon of one neuron and a terminal
of a dendrite of another neuron. Large-scale in vivo
measurements of the topological properties of an NN
and the geometric distances between neurons are still
challenges for researchers, although small-scale precise
observation has been successfully performed on C. el-
egance [8] and mammalian visual cortexes [9]. In con-
trast to in vivo experiments, significant achievement
has been made on the in vitro development of NNs.
For instance, Ito [10] found that synchronized bursts
of an NN on a multi-electrode array in a cultured
vessel required an initial plating density of at least
250 cells/ mm2 for Neuron Culture Medium and 500
cells/ mm2 for DMEM/serum. They also found that
the final densities of surviving neurons at one month
decreased greatly compared with the initial plating
densities and stabilized in denser cultures. In another
experiment, the densities of antibody-labeled synap-
tic terminals in both types of cultures increased grad-
ually from 7 to 21-28 days in vitro (DIV). They did
not increase further at 35 DIV and tended to become
saturated [11], which serves as a metric for numerical
simulations to match. From a theoretical aspect, Kar-
bowski [12] presented an optimal wiring principle and
plateaus regarding the degree of separation for corti-
1
cal neurons. He derived this result based on scaling
theory from statistical physics using two neuron link-
ing rules, minimal total axonal length and minimal
total energy consumption during information trans-
port, and let distance distribution p(r) reside at the
balance point between these two factors. By assum-
ing that neurons in the cortex can be reached in just a
few steps (i.e., the small-world property, which is now
widely accepted), he obtained neural distance distri-
bution p(r) ∼ (r/σ)z for r
σ
>> 1, i.e., the power-
law decay for large distances with z = −2 1−α
1−2β
and
p(r) → 1 for r → 0. The quantity σ denotes a mi-
croscopic length characterizing a neurons´ size or the
extent of local intra-cortical connections, where α < 1
and β < 1
2
, so that z < 0. Karbowski’s power-law de-
cay for distance distribution p(r) between neurons has
not been verified until now, as direct in vivo measure-
ment in human brains is not available. The purpose of
our present work is therefore to check its validity in an
indirect way. Based on a simple model, we simulate
the in vitro development of rat NNs in culture ves-
sels. Considering the death of isolated neurons and
synapses formation process between connected neu-
rons, we fit the model to both the saturation time of
the number of synapses and neuronal density stabiliza-
tion with the results of experiments done by Ito [10,11]
by tuning the simulation parameters that describe var-
ious conditions. We then determine the distance dis-
tributions in the final networks that fit the develop-
ment and saturation periods in Ito’s experimental re-
sults well, so as to compare the Euclidean distance
distributions obtained from the simulations with the
power-law decay in Karabowski’s prediction.
2 Two-dimensional model for in
vitro NN development
To mimic in vitro NN development, we set up a
simple model with the following rules. (1) Initial set-
ting. We assume a cultured square vessel of size L with
N neurons randomly scattered on its bottom plate.
All coordinates of such nodes are recorded. Based on
Ito’s experiments, the initial densities D = N/L2 of
the neurons are set to 500/mm2 and 1000/mm2, re-
spectively, to ensure the formation of a final NN. The
total culture time is 35 DIV. (2) Growth of axons and
dendrites. We choose the soma radius of rat neurons
to be 3 × 103 nm [13]. Each axon of a neuron grows
at a speed that is uniformly distributed in the range
(0, Vmax) in an arbitrary direction, where Vmax is an
adaptable parameter to fit the experimental results
and is assumed to be proportional to the vessel size.
The axon grows 0–5 branches after two weeks, and
each branch is shorter than 1/5th the length of the
axon, which corresponds with neuroscience textbook
information. Each dendrite grows hierarchically with
2–4 branches every three days after an initial growth
of the first few days (3–5 DIV). We set its growth
velocity to 130 nm/day, which is much smaller than
Vmax , used for the axons [15]. In addition, we set
its maximal length to 5000 nm, i.e., the terminal of
a branch can generate 2–4 new branches every three
days after it has been generated. The center angle of
the dendrites is parallel to that of the axon, and they
span an angle of 240o, which is tunable. (3) Forma-
tion of synapses: When a tip of an axon is less than
than 100 nm from a terminal of a dendrite, they form
a synapse, because any synapse is actually a junction
with a gap [14]. (4) The number of surviving isolated
neurons M(t) follows the rule [3]:
M(t) =M(0)exp(−λt),
where M(0) is the number of remaining rat neurons
isolated outside the NN and λ is a decay constant in
units of 1/DIV [3]. In this phenomenological model,
we have adjustable parameters Vmax [15]and λ to fit
the saturation time of the number of synapses in in
vitro rat NN development [11].
3 Results of numerical simula-
tions
3.1 Fitting synapse number saturation
time in the development process
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Figure 1: Number of synapses (Sa) increases with
time first then gets saturated in growth development
of neural network in vitro in cultured vessel. Sim-
ulation conditions: Vessel size L = 8.0mm, neu-
ronal density D = 500 cells/mm2, decaying constant
λ = 0.2/DIV, maximal growing velocity of axons
Vmax = 0.08L/DIV. Inset: enlarged curve of Sa versus
days(DIV) approaching saturation.
2
0 5 10 15 20 25 30 35 40
2000
3000
4000
5000
6000
7000
8000
9000
nu
m
be
r o
f s
yn
ap
se
s
days
 L =8.0
         D=1000
         
Vmax = 0.0808L 0 10 20 30 40
8000
8200
8400
8600
8800
nu
m
be
r 
of
 s
yn
ap
se
s
days
Figure 2: Number of synapses (Sa) increases with
time first then gets saturated in growth development
of neural network in vitro in cultured vessel. Sim-
ulation conditions: Vessel size L = 8.0mm, neu-
ronal density D = 1000 cells/mm2, decaying constant
λ = 0.2 /DIV, maximal growing velocity of axons
Vmax = 0.08L/DIV. Inset: enlarged curve of Sa versus
days(DIV) approaching saturation.
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Figure 3: Number of synapses (Sa) increases with
time first then gets saturated in growth development
of neural network in vitro in cultured vessel. Sim-
ulation conditions: Vessel size L = 8.0mm, neu-
ronal density D = 1000 cells/mm2, decaying constant
λ = 0.16 /DIV, maximal growing velocity of axons
Vmax = 0.08L/DIV. Inset: enlarged curve of Sa ver-
sus days(DIV) approaching saturation.
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Figure 4: Number of synapses (Sa) increases with
time first then gets saturated in growth development
of neural network in vitro in cultured vessel. Sim-
ulation conditions: Vessel size L = 8.0mm, neu-
ronal density D = 1000 cells/mm2, decaying constant
λ = 0.18 /DIV, maximal growing velocity of axons
Vmax = 0.08L/DIV. Inset: enlarged curve of Sa ver-
sus days(DIV) approaching saturation.
To ensure that the initially scattered neurons fi-
nally form a connected NN and the number of synapses
saturates within the range of DIV reported in exper-
imental results, we need to carefully adjust a param-
eter set that consists of decay coefficient λ and max-
imal growth velocity Vmax. The simulation results
are not always good for arbitrary parameter values.
For example, if we chose λ = 0.1 and Vmax = 0.04L,
L = 4.0 mm, with D = 500/mm2, no saturation
could be found in the simulations. Saturation time
in the in vitro development experiment was fitted well
by tuning parameters λ and Vmax in the simulations.
For a growth velocity in the range (0, Vmax), where
Vmax = 0.08L, the number of saturated synapses is
close to the empirical values using λ = 0.2 for culture
vessels of sizes L = 2.0, 4.0, and 8.0 mm. Typical re-
sults are shown in Figs.1 and 2. With an extended
range of parameters, say λ = 0.16 or 0.18/DIV, sim-
ilar results were also obtained. Typical results are
shown in Figs.3 and 4. One can see that the sat-
uration times Sa are 27, 29, 31, and 29 DIV for the
parameters in Figs.1–4, respectively, which all agree
with experimental data.
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3.2 Fitting the stabilization time of the
number of surviving neurons in the
development process
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Figure 5: Number of survival neurons (Sn) decreases
with time first then gets stabilized in growth devel-
opment of neural network in vitro in cultured vessel.
Simulation conditions: Vessel sizes L = 2.0, 4.0, and
8.0mm, neuronal density D = 1000 cells/mm2, decay-
ing constant λ = 0.2/DIV, maximal growing velocity
of axons Vmax = 0.08L/DIV.
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Figure 6: Number of survival neurons (Sn) decreases
with time first then gets stabilized in growth devel-
opment of neural network in vitro in cultured vessel.
Simulation conditions: Vessel size L = 4.0mm, neu-
ronal density D = 1000 cells/mm2, decaying constant
λ = 0.16 and 0.18 /DIV, maximal growing velocity of
axons Vmax = 0.08L /DIV.
The number of surviving neurons decreases with
time and arrives at a stable value when the num-
ber of synapses is saturated, which is obtained using
the same modeling parameter pair in our simulations.
Therefore, stabilization time Sn for surviving neurons
is estimated to be around Sa, which is supported by
our simulations. Typical examples are shown in Figs.5
and 6 using the parameters D = 1000 /mm2, and
Vmax = 0.08L for λ = 0.2/DIV (Fig.5) and λ = 0.16
and 0.18/DIV (Fig.6), respectively. Stabilization time
Sn for the surviving neurons was found to be Sn =
27, 29, and 29 DIV for D = 1000 cells/mm2, λ = 0.2
/DIV, and Vmax = 0.08L /DIV for L = 2.0, 4.0, and
8.0 mm, respectively. Further, Sn = 29, and 31 DIV
for the same values of D and Vmax, L = 4.0 mm, and
λ = 0.16 /DIV, and 0.18 /DIV, respectively. One can
see that the simulated stabilization time values are all
close to those obtained in experiments, although sta-
bilization time Sn is not always the same as synaptic
number saturation time Sa.
3.3 Calculation of distance distribution
between physically connected neu-
rons in final NNs.
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Figure 7: Exponential distance distribution p(r) of
connected neurons in final neural network in the con-
ditions the same as Fig.2: neuronal density D = 1000
cells/mm2, decaying constant λ = 0.2 /DIV, maxi-
mal growing velocity of axons Vmax = 0.08L but with
different vessel sizes: L = 2.0, 4.0 and 8.0mm.
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Figure 8: Exponential distance distribution p(r) of
connected neurons in final neural network in the con-
ditions: neuronal density D = 1000 cells/mm2, de-
caying constant λ = 0.16 /DIV, maximal growing ve-
locity of axons Vmax = 0.08L for different vessel sizes:
L = 4.0 and 8.0mm.
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Figure 9: Exponential distance distribution p(r) of
connected neurons in final neural network in the con-
ditions: neuronal density D = 1000 cells/mm2, de-
caying constant λ = 0.18 /DIV, maximal growing ve-
locity of axons Vmax = 0.08L for different vessel sizes:
L = 4.0 and 8.0mm.
Given the simulation results for which both synap-
tic saturation time Sa and neuron number stabiliza-
tion time Sn fit well with experimental values, we can
count the number of all possible distance values r be-
tween all pairs of connected neurons in a NN after its
saturation (stabilization) and calculate the distribu-
tion function of such distances. Such simulation re-
sults exhibit quite a definite exponential distance dis-
tribution: p(r) ∼ e−αr for sufficiently large distance r,
where α is a constant that relies on parameters of the
culture vessels. Typical distributions of p(r) are shown
in Figs.7–9. With λ = 0.2 and Vmax = 0.08L for sizes
L = 2.0, 4.0 and 8.0 mm, we see an exponential de-
cay tendency versus distance r, where r >> σ, for a
fixed initial density of neurons D = 1000 cells/mm2.
Moreover, we see that larger numbers of neurons in
the simulations lead to a clearer exponential distri-
bution, which reveals the effect of statistical laws for
finite systems. Similar results appear for the cases
λ = 0.16 (Fig.8) and λ = 0.18 /DIV (Fig.9), each
with L = 4.0 mm and L = 8.0 mm, respectively. All
these results convince us that the distance distribu-
tions of NNs growing in vitro are exponential instead
of following the power-law of Karbowski for the con-
dition r >> σ. In fact, such an exponential trend
is obscured when growth velocity increases beyond a
certain level (Vmax > 0.12L), which limits the pa-
rameter range of the present model. Actually, the
sizes of rat somas can change during development [13],
but we use a simplified case with a steady size at the
present stage. Moreover, when we checked our simula-
tion range (0, Vmax) with Vmax = 0.0808L for L = 4.0
mm and L = 8.0 mm, we found that velocities in
these ranges correspond well with previously reported
measured results [15]. In addition, limiting simulation
parameter λ in the range (0.16, 0.20) was inspired by
experiments [3]. These practical parameters ensure
successful Sa and Sn fitting and extended results p(r)
of the proposed phenomenological model. All results
simulated using parameters that mimic in vitro condi-
tions in the culture vessels are listed in Table 1. The
sizes of the culture vessels and the time needed to sta-
bilize neuron numbers are not available from the refer-
ence. In this work, we increased sizes L while keeping
the density D of neurons invariant. In this way, we
repress fluctuations because of the finite size effect.
4 Conclusions and Discussion
To summarize, we obtained the necessary param-
eter values for both the range of axon growth velocity
and decay rate of surviving neurons by fitting simula-
tion results to the saturation (stabilization) time ob-
tained from in vitro development in two-dimensional
culture vessels. We then obtained an exponential dis-
tance decay law for connected neurons in NNs un-
der such growth circumstances. The main point of
this model is that surviving neurons grow their ax-
ons and dendrites ends to form synapses while neu-
rons remaining isolated outside the network die out at
a constant rate. Our simulation results do not sup-
port Karbowski’s power-law decay function for physi-
cally connected neurons, although we cannot disprove
it, as we do not know the range of the parameters
in the brain, and this function was derived against
a quasi-three dimensional background for the whole
brain. However, because it is parameter-independent,
which is quite different from what we have seen in ex-
periments, the present simulation results indicate that
it is invalid, at least for the development of NNs in
two-dimensional culture vessels. Actually, the expo-
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nential decay distribution of distances between indi-
vidual neurons in vivo has been revealed by both em-
pirical investigation [8] and theoretical models [16–18].
The present work simply contributes a phenomeno-
logical model for in vitro development in culture ves-
sels. Indeed, nothing other than exponential decay
can be obtained this way, as it contains a definite
length scale (L). However, L-based axonal maximal
growth velocity resides within the range of experimen-
tal results [15]. The exponential decay of the distance
distribution actually implies a small-world network, in
which the wiring cost, defined as the sum of the in-
terneuronal distances, plays an important role in the
actual neuronal network [8]. It is characterized by
dense local clustering (compared with that in scale-
free networks) or the cliquishness of connections be-
tween neighboring nodes, yet a short path length be-
tween any (distant) pair of nodes is caused by the
existence of a relatively few long-range connections.
This is a model for the organization of anatomical
and functional brain networks because a small-world
topology can support both segregated/specialized and
distributed/integrated information processing. More-
over, small-world networks are economical, tending to
minimize wiring costs while supporting high dynami-
cal complexity [19]. However, how the movable neu-
rons in the brains of infants possibly rearrange [18]
their positions to reach permanent sites, or if neurons
in vitro really undergo such a rearrangement, remains
a mystery for us to explore.
5 Acknowledgement
The anonymous referees are appreciated for their
patience to review the manuscript and for pertinent
comments and suggestions for the revision. The work
is supported by Project No.11175086 of National Nat-
ural Science Foundation of China.
References
[1] M. J. Chacron, L. Maler, and J Bstian, Nature
Neurosci. 8, 673(2005).
[2] L. F. Agnati, L. Santarossa, et al., Self-organized
criticality: An Comput.Neurosci: Cortical dynam-
ics, Vol.3146,pp24-54(2004).
[3] E. Bullmore and O. Sporns, Nat. Rev. Neurosci.
10, 186(2009).
[4] Leverono, M. Seidenberg, et al., J. Neurosci.
20(2),878(2000).
[5] G. Shahaf and S.Marom, J. Neurosci.
21(22),8782(2001).
[6] X. Liang, J. H. Wang, Y. He, Chin. Sci. Bull, 55:
1565(2010).
[7] P. Hagmann, M. Kurant, X. Gigandet, PloS One,
2(7), e597(2007).
[8] Y.-Y. Ahn, H. Jeong, B. J. Kim, Physica A 367,
531(2006).
[9] R. Ko¨tter, Neuroinformatics 2,127(2004).
[10] D. Ito. Neuroscience 171, 50(2010).
[11] D. Ito. Brain Research I534, 22(2013).
[12] J. Karbowski. Phys. Rev. Lett., 86(16),
3674(2001).
[13] M. Miller and A. Peters, J. Coparative Neurology,
203, 555(1981).
[14] B. P. Hayes and A. Roberts, Zeitschrift
fu¨r Zelforschung und Mikroskopische Anatomie,
137(2), 251(1973).
[15] C. G. Dotti, C. A. Sullivan and G. A. Banker, J.
Neurosci., 8(4), 1454(1988).
[16] M. Kaiser, C. C. Hilgetag, and A. van Ooven,
Cerebral Cortex, 19, 3001(2009).
[17] M. Ercsey-Ravasz, N.T. Markov, C. Lamy, D. C.,
Van Essen, K. Knoblauch, Z. Toroczekai, and H.
Kannedy, Neuron, 80, 184(2013).
[18] M. Kaiser and C. C. Hilgetag, PLoS Comput Biol
2(7): e95(2006).
[19] D. S. Bassett and E. Bullmore, Neuroscientist,
12(6), 527(2006).
6
Table 1: A collection of simulated conditions and cor-
responding results with in vitro parameters used in
experiments in ref. 10 and 11, where Sa and Sn rep-
resent saturated time of synapses numbers and sta-
bilized time of neuron numbers, respectively, while
Exp.Sa and Exp.Sn represent possible corresponding
values available from experiments.
D(1/mm2) L(mm) N λ(1/DIV ) Vmax(1/DIV ) Sa(DIV) Exp.Sa(DIV) Sn(DIV) Exp.Sn(DIV)
500 4.0 8000 0.1 0.04L Not saturate > 28 Not stabilize Not available
500 8.0 32000 0.1 0.04L Not saturate > 28 Not stabilize NA
500 4.0 8000 0.1 0.08L Not saturate > 28 Not stabilize NA
500 8.0 32000 0.1 0.08L 33 > 28 Not simulated NA
500 4.0 8000 0.2 0.08L 27 > 28 Not simulated NA
500 8.0 32000 0.2 0.08L 30 > 28 Not simulated NA
1000 2.0 4000 0.2 0.08L 30 > 28 27 NA
1000 4.0 16000 0.2 0.08L 27 > 28 29 NA
1000 8.0 64000 0.2 0.08L 29 > 28 28 NA
1000 4.0 16000 0.16 0.08L 31 > 28 29 NA
1000 4.0 16000 0.18 0.08L 29 > 28 31 NA
1000 8.0 64000 0.16 0.08L 29 > 28 Not simulated NA
1000 8.0 64000 0.18 0.08L 28 > 28 Not simulated NA
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