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This thesis introduces a model of empathy as a basis for helpful behaviour in teams 
consisting purely of artificial agents that collaborate on practical problem-solving 
tasks, and investigates whether the performance of such teams can benefit from 
empathic help between members as the analogy with human teams might suggest. 
Guided by existing models of natural empathy in psychology and neuroscience, it 
identifies the potential empathy factors for artificial agents, as well as the mecha­
nisms by which they produce affective and behavioural responses. The performance 
of empathic agent teams situated in a microworld similar to the Coloured Trails game 
is studied through simulation experiments, with the model parameters optimized by 
a genetic algorithm. For low to moderate levels of random disturbance in the envi­
ronment, empathic help is superior to random help, and it outperforms rational help 
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Chapter 1
Introduction
Humans in everyday life experience situations in which they can benefit from team­
work in order to solve a problem. In such cases the primary requirement for every team 
member is to have the necessary technical abilities to complete their own tasks. For 
example, in a team which is formed to design and develop a business website, having 
people with specific abilities in graphic design, programming, and database manage­
ment is essential. These technical abilities can be effectively tested and measured. 
They axe sometimes classified as ‘visible’ skills [Wysocki et al., 1995].
However, there are also other skills that are not easy to test and yet are known 
to affect team efficiency. One category of such skills, collectively known as emotional 
intelligence, is increasingly viewed as an important component of team success. Luca 
and Tarricone [2001] describe emotional intelligence as consisting of five elements that 
are considered invisible skills: self awareness, self regulation, empathy, motivation, 
and social skills. Consistent with the long-time experience in engineering, sports, and 
other domains of human teamwork, their experiments demonstrate the importance 
of emotional intelligence in general and empathy in particular in leading a student 
project team to success.
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Evidence in neuroscience indicates that emotions play a key role in human deci­
sions. Based on analysis of clinical cases, Damasio [1995] argues that emotions limit 
the decision space in which logic is being used and that they are intimately linked to 
reason. Research in neuroscience has shown that brain damage tha t impairs affective 
reactions lowers the performance in dealing with time-constrained decisions, resulting 
in poor judgement of real-life situations. If these findings can be extrapolated to the 
team level, it is likely that empathy improves teamwork not only because of its com­
forting effect, but also because it improves the quality of reasoning and the maturity 
of the resulting decisions.
Given the recent developments in the theory and practice of multiagent systems 
[Wooldridge, 2009], the studies of teamwork are no longer limited to living systems. 
As artificial intelligence and robotics progress from laboratory exploration towards 
mainstream engineering practice, agent-oriented software engineering (AOSE) has 
become a widely accepted paradigm that may succeed object-oriented software en­
gineering (OOSE) as the dominant software development methodology. W ith the 
ascent of networking and distributed computing, the research focus is shifting from 
individual agents to multiagent systems in general and agent teamwork in particular. 
There are many studies about teamwork and team-based decision making in artificial 
agents: how they form a team, how they agree on a common goal, and how they work 
as team members to achieve that goal (Cohen and Levesque [1990], Levesque et al. 
[1990], Cohen and Levesque [1991], Wooldridge and Jennings [1994], Grosz and Kraus 
[1996], Wooldridge and Jennings [1999], Aldewereld et al. [2004], Sycara and Lewis 
[2004], Brzezinski et al. [2005], Dunin-Keplicz and Verbrugge [2010]). However, the 
proposed theories are mostly based on the practical reasoning of agents and do not 
include the representation of emotions.
In computer science, the incorporation of emotions into artificial systems has been
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so far mainly concerned with recognizing human emotions and showing emotional 
expressions and empathy in order to better interact with human users. Research in 
affective computing has firmly established the significance of computational models 
of human emotions that enable artificial agents to  display empathy for human beings 
in their mutual interaction [den Broek, 2005]. The future success of many envisioned 
robotics applications, such as home care for the elderly, depends on empathic agent 
technology. The use of multiagent systems in simulations of human social interactions 
also includes the modeling of emotional behaviour. However, Picard [1995] argues that 
computers must be enabled to use emotional mechanisms in the process of making 
decisions if we want them to be truly effective.
So far there have been few concrete studies about endowing artificial agents with 
emotional mechanisms for decision making. One of them is the EBDI model proposed 
in [Jiang et al., 2007], which extends the well-known Belief-Desire-Intention model 
(BDI), introduced by Bratman [1987], with an ‘emotions’ component that affects 
agents’ reasoning. Steunebrink et al. [2010] investigate how emotions can be used to 
specify constraints on agents’ reasoning cycle to reduce non-determinism. Nair et al.
[2004] also discuss the possibility of having emotions in pure artificial agent teams, 
and emphasize the potential importance of emotional mechanisms for efficient and 
effective teamwork. Nevertheless, to the best of our knowledge, emotions are not yet 
widely considered as an essential component in interactions between artificial agents.
Given the significance of emotions in human decision making and the role of em­
pathy in human teamwork on one hand, and the increasing practical importance of 
artificial agents’ teamwork on the other hand, several questions arise. Can emotions, 
and empathy in particular, play an important role in teams consisting of purely artifi­
cial agents? If so, how can a suitable notion of empathy be defined for such systems? 
How is it inspired by and related to the corresponding human emotion? In particular,
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axe there indications that teams of artificial agents could perform better when their 
members are endowed with empathy for their teammates? If so, how could such im­
provements be realized in practice? Such questions have not been investigated much 
so far and definitely need to be systematically studied. We raise some of them in 
[Polajnar et al., 2011] and provide a modelling framework for incorporating empathy 
into artificial agent teamwork. However, the results of that paper do not include the 
models of factors and mechanisms by which the empathic responses in artificial agents 
are formed. To the best of our knowledge, such modelling is first undertaken in this 
thesis.
The central contribution of this thesis is a model of empathy in artificial agents 
that encompasses the empathy factors that influence the affective response, the com­
bining mechanism for the formation of affective response, and a threshold mechanism 
that triggers the behavioural response. The specific role of the formulated notion of 
empathy is to be used in decisions by agents in a team on whether to provide direct 
help (outside of the general team organization and subtask allocation) to  a teammate 
in distress. The assumption is that the team as a whole works on a practical problem­
solving task (as teams of artificial agents typically do), and that agents experience 
distress when they encounter difficulties in performing their subtasks. Such difficul­
ties are often caused by unpredictable dynamic changes in the environment in which 
the team is situated. The model is then validated and its properties investigated 
through simulation experiments in which a team of agents play a cooperative game 
in a microworld designed for studies of helpful behaviour and its impact on team per­
formance. The microworld includes a disturbance parameter that controls the level 
of random dynamic change in the environment.
The starting point in the construction of the model is an analysis of empathy 
factors that is inspired by and based on the Perception-Action Model (PAM) in psy­
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chology and neuroscience, introduced by Preston and de Waal [2002]. The authors of 
PAM identify six factors that can influence the affective responses in natural empathy: 
depression, similarity, familiarity, learning, past experience, and salience. For each of 
these factors, we formulate an analogous concept for artificial agents in a team, discuss 
its potential relevance to team performance, and the requirements that agent design 
and the operating environment must satisfy in order to make the concept meaningful 
and relevant. For each factor, we also examine the feasibility of its implementation 
in the microworld environment used in our simulation experiments. While our model 
is directly inspired by studies in natural empathy, there is no strict requirement that 
each empathy factor for artificial agents should faithfully mimic its natural counter­
part. Indeed, a designer of artificial empathic agents could be motivated to define 
empathy factors with no analogue in the living world, but our current scope does not 
include such possibilities.
The proposed model of empathy in artificial agents is fairly general and gives rise 
to a variety of stimulating research questions. We discuss some of those possibilities 
in connection with future work. In the thesis we proceed to show, using a simplified 
model implemented in a microworld context, that our concept of empathy can indeed 
serve as a valid trigger for helpful behaviour that leads to better performance of the 
team. The simplified model uses three of the six empathy factors, realized in terms 
of microworld concepts, and stipulates that all agents in the team have identical 
empathy profiles. The parameters of the simplified model are first optimized, using 
genetic algorithms, to maximize the performance of the team. The experiments show 
that, for low to moderate levels of disturbance in the environment, a team in which 
help decisions are based on empathy outperforms a team in which help decisions are 
random, even if we ensure that the overall rate of positive help decisions is the same 
for both teams. These results demonstrate that the empathic mechanisms defined in
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this thesis are valid triggers for helpful behaviour that can improve the performance 
of an artificial agent team.
The microworld used for simulation experiments is a variation of the Coloured 
Trails game [Gal et al., 2010]. It has been developed specifically for the study of helpful 
behaviour in teamwork and implemented independently at UNBC. The microworld 
has so far been used in the study of rationally motivated help in artificial agent teams, 
based on the Mutual Assistance Protocol (MAP) introduced by Nalbandyan [2011] and 
Polajnar et al. [2012]. This facilitates a comparison between empathic and rational 
help. Since rational help decisions in the relatively simple microworld do not involve 
deliberations of realistic complexity, the cost of a rational help decision is modelled as 
an independent parameter. This precludes realistic performance comparisons between 
empathic and rational help, but still allows the identification of some general trends. 
The experiments show, as expected, that rational help is superior when the cost of 
rational decision is low, and is superseded by empathic help as the growing complexity 
of rational decisions leads to higher costs. This crossover happens sooner in the case 
of higher disturbance in the environment, suggesting that empathic help can be more 
effective than rational help in unpredictable circumstances.
The model of empathy introduced in this thesis complements and strengthens 
some of our earlier results described in [Polajnar et al., 2011]. In that paper we 
adapt an existing model of natural empathy model, introduced by Goubert et al.
[2005], to explain the formation of affective response in artificial agents from top- 
down influences (experienced by the subject of empathy) and bottom-up influences 
(related to the object), and to show how they ultimately lead to behavioural responses 
of certain types. The current model clarifies the nature of those influences and of the 
mechanisms involved in the the formation of empathic responses. Our paper also 
introduces the Empathic Behavioural Response Algorithm, which shows how BDI
agents endowed with empathy can provide different levels of problem-solving help to 
each other, assisting at the level of beliefs, desires, intentions, plans, or executions. 
Again, the current model makes its specification more complete by providing concrete 
mechanisms for the formation of affective and behavioural responses used by the 
algorithm.
The rest of this thesis is organized as follows. In Chapter 2 we introduce the back­
ground concepts and review the work related to our research, from both psychology 
and computer science points of view. In Chapter 3 we formulate in detail the prob­
lems we address in this thesis, clarify how they relate to our earlier published work, 
and outline our general solution strategy. Chapter 4 introduces our model of empathy 
for artificial agents. Chapter 5 presents the experiments and results, including their 
analysis and evaluation. In Chapter 6 we draw our final conclusions together with 
some suggestions for future work.
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Chapter 2 
Background and R elated Work
We get our original motivation for this research from the study of empathy in psychol­
ogy and we try to create an empathy-like mechanism for artificial agents. Then, we 
aim to study the performance of a team of artificial agents endowed with such mech­
anism for performing helpful behaviour. Therefore, there are three main categories 
of work we are interested in studying: first, the study of natural emotions and empa­
thy from the psychological point of view; second, the study of emotions and possibly 
empathy in artificial agents; and third, the study of teamwork and help protocols in 
artificial agent systems.
As in this research we are mainly concerned with using the notions of emotions 
and empathy in artificial intelligence we first briefly review the work in that area that 
is relevant to our purposes (Section 2.1). Next, we introduce the psychology sources 
and references that we have been using in our research (Section 2.2). Finally we 
discuss the relevant studies of agent teamwork and helpful behaviour among agents 
(Section 2.3).
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2.1 Em otions and Em pathy in Artificial A gents
Computers with emotions had received little attention from researchers (as opposed 
to science fiction authors) until seventeen years ago, when the work of Rosalind Pi­
card [Picard, 1995, 2000] laid the groundwork for the field of affective computing. 
Picard analyzes what it would mean for computers to: recognize emotions, express 
emotions, have emotions, and have emotional intelligence. Citing the thorough and 
convincing neurological evidence that human emotions are essential to  rational think­
ing [Damasio, 1995], she argues that “computers, if they are to be truly effective at 
decision making, will have to have emotions or emotion-like mechanisms working in 
concert with their rule-based systems” [Picard, 2000]. One could further argue that 
agent teams, if they are to effectively perform complex tasks involving individual and 
collective decisions, must also rely on suitably defined emotion-like mechanisms. In 
that context, the significance of empathy in human teamwork suggests a potential 
significance of empathy-like mechanisms in agent teamwork.
The mainstream development of affective computing has so far focused on human- 
computer interaction. The emphasis is on the recognition of human emotional state, 
the synthesis of a proper emotional response, and the expression of that response in 
a manner recognizable to humans. The recognition of emotional state through per­
ception and analysis of voice, facial expressions, etc., underlies the design of empathic 
agents [den Broek, 2005]. The study of empathy with a human object is thus central 
to contemporary affective computing.
The role of emotions in a team of agents is analysed in [Nair et al., 2004] by some 
of the leading researchers in multiagent teamwork. The authors consider three types 
of agent teams: (i) teams of simulated humans; (ii) mixed agent-human teams; and
(iii) pure agent teams. They emphasize the first two types and present experimental
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results that quantify the impact of fear on the performance of a team of human- 
piloted helicopters in combat. They introduce a scenario in which the pilots can use 
different paths to the destination, while some of those paths might be protected by 
enemy troops. Pilots can communicate with each other. The paper considers an 
example situation in which a pilot feels fear in the voice of another pilot who has gone 
through a specific path and he notices danger in that path based on it and modifies his 
decision. Their examples of promising emotional mechanisms are essentially empathy­
like. Their brief treatment of pure agent teams affirms the potential importance of 
emotional mechanisms for effective teamwork.
Jiang et al. [2007] propose an extension for the well-known Beliefs-Desires-Intention 
(BDI) model Bratman [1987], in order to incorporate emotions in the practical rea­
soning process of BDI agents. Their work considers primary and secondary emotions 
(following [Damasio, 1995]) and based on it reformulates the practical reasoning pro­
cess. They introduce a new ‘emotions’ component along with the three components 
of the BDI model (Beliefs, Desires, and Intentions) to form an EBDI model. In their 
model agents update their emotions toward other agent in each reasoning cycle and 
practically involve their emotions in the decision making process. Their results sug­
gest that agents capable of having emotions in their reasoning would have a better 
performance than agents without them.
Memon and Treur [2009] propose a design for social agents capable of understand­
ing other agents in an empathic way. Their paper addresses a way to design agents 
with mechanisms to understand the other agents’ mental state and subsequently gen­
erate the same feelings as the observed agents. Their design is mainly concerned with 
the ‘mind reading’ aspect of the problem; how an agent can generate correspond­
ing beliefs based on another agent’s mental state. However, it does not evaluate the 
performance of these empathic agents compared to non-empathic ones.
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Steunebrink et al. [2010] investigate how emotions can be used to specify con­
straints on agents’ reasoning cycle to reduce non-determinism. They emphasize the 
point that, although the common ‘sense-reason-act’ cycle of the agents looks rea­
sonable at the first glance, realistically an agent faces many different choices when 
making decisions. Therefore, most of the decisions are made non-deterministieally. 
The authors propose a way to shrink the decision space using a representation of emo­
tions. They use OCC (Ortony, Clore and Collins) model in psychology as a reference 
to model emotions in the agent reasoning cycle. Their work considers four types of 
emotions: joy, hope, fear and distress which are triggered by different events. Events 
are either ‘actual’ or ‘prospective’. An event is actual if the agent believes it has hap­
pened, otherwise it is prospective. A desired actual event triggers joy, while a desired 
prospective event triggers hope. Likewise, an undesired actual event causes distress 
while an undesired prospective event causes fear. Based on this, the decision space is 
limited by considering four rules: (i) Plan generation rules are applied only to goals 
that have triggered hope; (ii) Plan revision rules are applied only to plans that have 
triggered fear; (iii) Plans that have triggered joy are preferred over other plans; and
(iv) Plan execution is interrupted as soon as distress is triggered.
While this does not lead to a complete determinism, it does reduce the choices. 
The paper does not consider a team of agents, it only discusses the reasoning cycle 
of one single agent. Also, the paper lacks an experimental result that illustrates how 
representation of emotions can improve the agents’ performance. They emphasize 
that they do not consider a specific emotional state for agents and emotion types are 
just used as labels to relate particular cognitive states of an agent.
In [Polajnar et al., 2011] we have raised the question of whether and how empathy 
between artificial agents can improve their team performance. In that paper we 
have explored the notion of empathy between artificial agents and argued tha t it can
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have significant impact on the design of robust and resilient agent teams. The paper 
outlines a basic model of empathy in a team of artificial agents, which is inspired by 
a model of human empathy discussed in [Goubert et al., 2005]. Also, connecting the 
Perception-Action Model of human empathy [Preston, 2007] to the reasoning models 
of artificial agents, we have enhanced the EBDI model [Jiang et al., 2007] to include 
different components of empathic behavioural response.
One of the most important points we have made in [Polajnar et al., 2011], is 
the conjecture that empathy has the potential of improving artificial agent teamwork 
performance by initiating helpful behaviour in a team. Based on a simple simulation, 
we have illustrated how helpful behaviour improves the performance of a team under 
specific circumstances related to environmental dynamics and disturbances. We have 
proposed the Empathic Behavioural Response Algorithm (EBRA) for modelling an 
agent’s activity in favour of another agent (as an empathic response). EBRA is 
based on the BDI model and formulates an agent’s practical reasoning in assistance 
to another agent that is stuck in its task. In EBRA, the helper agent can assist 
the agent that is asking for help at five different levels: assisted revision of beliefs, 
assisted revision of desires, assisted revision of intention(s), assisted revision of plans, 
and execution of the plan.
2.2 The Relevant Literature in Psychology
As Antonio Damasio argues in [Damasio, 1995], emotions guide behaviour and decision 
making, and rationality needs emotional input. His theory emphasizes the crucial role 
of feelings in navigating the endless stream of life’s personal decisions [Goleman, 1997], 
helping to reject immediately the negative courses of action and consequently allowing 
one to choose from among fewer alternatives.
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There is not an absolute agreement in the literature about the exact nature of 
empathy [Preston and de Waal, 2002]. Essentially, empathy is about one person 
as subject having a sense of knowing the personal experience of another person as 
object that results in affective and then behavioural response of the subject [Preston, 
2007]. Affective response in the subject is generating similar feelings as the object has 
and behavioural responses of the subject might be some actions that are intended to 
alleviate the object’s difficulty.
As we previously mentioned in Chapter 1, Luca and Tarricone [2001] emphasize 
the role of emotional intelligence in successful human teamwork and name five im­
portant elements of emotional intelligence as self awareness, self regulation, empathy, 
motivation and social skills. The paper also points out that these skills are not as 
easy to test as technical skills.
Goubert et al. [2005] categorize the four notable characteristics of empathy:
“First, we contend that empathy is not exclusively for humans. Second, 
the inferred experience of the other may comprise thoughts, feelings or 
motives. Third, empathy may manifest itself in various ways. Some of 
these may be automatic and implicit. Others might be explicit and de­
pend upon the intentional and effortful use of cognitive processes. Fourth, 
affective responses to facing another person may often, but not always, 
entail sharing that person’s emotional state.”
They argue that a human needs an appropriate level of empathy to be capable 
of performing helpful actions,as lack of empathy causes lack of care for others and 
over-empathic behaviour causes getting overwhelmed by the object’s experience.
They also divide the stimuli of empathy into two main categories: top-down and 
bottom-up influences. Top-down influences are those that are caused by the subject’s
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own former experience which is similar to what the object is experiencing; bottom-up 
influences are those that are caused by the observation of the object’s expressions. 
The paper emphasizes that these influences finally lead the subject to some affective 
and possibly behavioural responses.
Preston and de Waal [2002] name five stimuli by which empathy increases: simi­
larity, familiarity, past experience, learning, and salience. They argue that there are 
two main types of causes for empathy, proximate and ultimate, as it is also stated in 
[Mayr, 1961]:
“Proximate causes govern the responses of the individual (and his organs) 
to immediate factors of the environment while ultimate causes are respon­
sible for the evolution of the particular DNA code of information with 
which every individual of every species is endowed.”
According to [Preston and de Waal, 2002], empathizing is an automatic process 
unless the subject prevents it for some reason:
“Empathy specifically states that attended perception of the object’s state 
automatically activates the subject’s representations of the state, situ­
ation, and object, and that activation of these representations automati­
cally primes or generates the associated autonomic and somatic responses, 
unless inhibited.”
Preston [2007] talks about the perception-action model (PAM) that emphasizes 
the degree of matching between the subject and object. The subject needs to have 
representations for the state of the object in order to be able to empathize; the more 
similarity between the subject’s and object’s representation of the state, the greater 
the likelihood of an empathic response:
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“In order to achieve empathy, subjects must be motivated to and capable of 
attending to the state of the object, they must be able to activate personal 
representations of a similar state, and to generate an emotional response.
Thus impairment in any of these phases will create an impairment of 
empathy.”
The paper mentions that, for example, a depressed person may not be able to 
perform empathic response, due to an excessive focus on self. So the level of empathy 
not only depends on the subject’s level of understanding of the object’s state, but also 
on the subject’s personal situation.
2.3 Helpful Behaviour in A rtificial Agent Team s
In this section, we cite papers that study helpful behaviour in a team of artificial 
agents. The following papers are not concerned with the role of emotions in decision 
making. Nevertheless, they are related to our current research as they study the 
possible solutions for including helpful behaviour in an agent team and our aim is 
also to use empathy as a trigger for initiating helpful behaviour in a team of artificial 
agents.
Kamar et al. [2009] propose a decision-theoretic mechanism for helpful behaviour 
and collaborative teamwork. In this mechanism, agents rationally decide about help­
ing other agents. These decisions are based on the believed team utility of the actions 
and require agents to be able to model how their surrounding world is changing. In 
this proposed mechanism, agents need to find out whether the considered help action 
is beneficial to the team to perform a helpful action.
In such a mechanism, it is required for agents to either know or have an estimation
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about the values of probability that they can bring about a specific action, plus the 
cost and the value of that action. This approach relies on introducing the concept of 
probabilistic recipe trees (PRT) that enable agents to represent their beliefs about the 
recipes that might be chosen by the members of the team to complete a collaborative 
activity.
That paper proposes two types of helpful behaviour: communication, and adding 
helpful acts to the group plan. The former is done by an agent helping another 
agent to update its beliefs, and the latter is done by actually performing an action in 
favour of another agent. The experimental results provided in the paper demonstrate 
the superiority of this mechanism compared to purely axiomatic methods which are 
non-decision theoretic models without probabilistic representation.
Cao et al. [2005] discuss proactive helpful behaviour among (sub)teams of agents. 
The work mainly focuses on identifying help needs and providing help correspond­
ingly, and considers two types of helpful behaviour: (i) Agent A takes an action in 
favour of agent B if agent B has failed in that action (backup behaviours), (ii) Agent 
A helps agent B to achieve conditions required by what agent B is doing (promotion 
behaviours). The paper proposes a formal model based on shared mental states of 
agents by which agents can identify each other’s help needs and take an action cor­
respondingly. The agents axe aware of each other’s tasks. Therefore, an agent can 
monitor another agent’s activity and, based on its own understanding of the situation, 
decide whether it should help or not. The agent A will help agent B if agent A is 
sure that agent B cannot finish the task, and agent A’s intervention will change the 
situation positively.
In that paper there is no mechanism defined for deciding about asking for help and 
agents keep checking help needs in regular time periods without being asked for it.
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Nevertheless, the experimental results demonstrate the usefulness of having helpful 
actions incorporated in agents’ behaviour.
Nalbandyan [2011] proposes a novel protocol called Mutual Assistance Protocol 
(MAP) for incorporating helpful behaviour into multiagent teamwork. In MAP , an 
agent can use its own local resources and capabilities to assist by performing an action 
(or providing resources) towards a subtask that has been assigned to another agent. 
The agents participating in a prospective help act both judge whether the act benefits 
the team; and the act happens only when both sides have jointly agreed that it does. 
Each agent’s assessment of team benefit is based its evaluation of the team impact of 
its changing its own local plan.
The thesis compares MAP to unilateral approaches for helpful behaviour, where 
the decision for performing a help act is made by only one side, either the receiver or 
the helper. The comparison is done through different simulation experiments using 
varying levels of mutual awareness in the team, dynamic disturbance in the envi­
ronment, communication cost, and computation cost. These results demonstrate the 
superiority of MAP over unilateral decision mechanisms for helpful actions, given that 
in different situations the beliefs of team members about each other’s abilities might 
not be accurate.
The studies we cited in this section use different approaches for making decision 




Incorporating Em pathy into 
Artificial Agent Teamwork
This chapter describes the research problem addressed in this thesis, presents our early 
results that establish its conceptual framework, and sets the direction of research for 
the remaining chapters. Here, we first present an overview of the problem, clarify 
our motivation for studying it, and specify the general direction of our research (Sec­
tion 3.1). After that, we briefly review our previous work in [Polajnar et al., 2011], 
explain how much progress we have made in that paper towards designing a model 
of empathy for artificial agents, and outline what remains to be done (Section 3.2). 
Then we introduce some terminology that will be used frequently in the rest of the 
thesis (Section 3.4). Finally, we draw an outline of our strategy for approaching the 
formulated research questions (Section 3.5).
3.1 The Problem  Overview
The general direction of this research is to  investigate whether and how empathy 
between artificial agents can improve the performance of their teamwork. The existing
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computer science studies about empathy (as discussed in Section 2 .1 )  have been m a in ly  
in the area of human-computer interaction, where computers are given the ability to 
empathize with human users in order to better communicate with them. Our work, 
however, is about modelling empathy within a team consisting entirely of artificial 
agents (with no human involved) and studying whether and how it can affect their 
teamwork performance.
Our initial motivation for investigating that problem comes from several sources. 
First, the studies of emotions and empathy in living systems in psychology have es­
tablished the positive impacts of emotional mechanisms on decision making under 
time-constrained conditions (e.g., [Damasio, 1995]). As empathy can trigger an in­
dividual to take actions in favour of others, it has the potential to be considered 
as a mechanism for triggering help in a team. It has been confirmed by experi­
ence in human teamwork and documented in studies such as [Luca and Taxricone, 
2001] that empathic help can improve team performance. Furthermore, as artificial 
intelligence and robotics progress from laboratory exploration towards mainstream 
engineering practice, agent-oriented software engineering (AOSE) becomes a widely 
accepted paradigm that may succeed object-oriented software engineering (OOSE) as 
the dominant software development methodology. Finally, with the ascent of network­
ing and distributed computing, the research focus is shifting from individual agents 
to multiagent systems in general and agent teamwork in particular. Therefore, the 
mechanisms for facilitating helpful behaviour among a team of agents, possibly based 
on suitably defined empathic concepts, which could lead to higher team performance, 
merit more study and research.
We have already raised the question about the possibility of improving the perfor­
mance of artificial agent teamwork by using empathy in [Polajnar et al., 2011]). In 
that paper we have outlined the basics of a model of empathy in a team of artificial
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agents. In the next two sections, we present some of the main results of that paper, 
point out some of their limitations and formulate the questions to be explored in the 
rest of this thesis.
3.2 The Initial M odelling Steps
The model we introduced in [Polajnar et al., 2011] is inspired by the human empathy 
model proposed in [Goubert et al., 2005], which considers top-down and bottom-up 
influences in the formation of affective response, and analyses the transition from 
affective response to behavioural response. Our adaptation of that model is based on 
the well-known Belief-Desire-Intention (BDI) model introduced by Bratman [1987], 
its enhancement to include emotion to form an emotional BDI (EBDI) model as 
introduced by Jiang et al. [2007], and our own general mechanism for EBDI agents to 
perform empathic behavioural response. Figure 3.1 shows our adaptation.
In [Polajnar et al., 2011] we have discussed the possibility of applying such notions 
of human empathy, with suitable modifications, to artificial agents. However, we have 
not identified the specific factors involved in the formation of top-down and bottom-up 
influences in artificial agents, nor the specific mechanisms involved in the formation 
of affective response.
In that paper, we have also examined the Perception-Action Model (PAM) of 
human empathy introduced in [Preston and de Waal, 2002] and discussed how it can 
be connected to the Belief-Desire-Intention (BDI) model of agent reasoning [Bratman, 
1987]. We have formulated the Empathic Behavioural Response Algorithm (EBRA) 
to model empathic responses in a team of artificial agents. In relation to different 
components of the BDI model, our model proposes offering help at five different 
levels: beliefs, desires, intentions, plans, and execution. The analysis does not include
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Figure 3.1: Empathy concepts of [Goubert et al., 2005] adapted to BDI agents 
(Reproduced from [Polajnar et al., 2011])
the specifics of how the affective response is formed, or when and how it triggers each 
particular level of behavioural response.
Figure 3.2 illustrates the Empathic Behavioural Response Algorithm (EBRA) in­
troduced in [Polajnar et al., 2011]. This algorithm includes direct communication 
of emotional state representations between the subject and the object. The agents 
communicate by sending messages. The presented pseudocode uses communication 
primitives in the style of Communicating Sequential Processes [Hoare, 1985]. The 
communication operation Ohalue sends value to process O (the object agent in this
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case). The communication operation O? variable receives a value from process O and 
puts it into variable. These primitives are synchronous, meaning that the sender pro­
cess is blocked until the receiver process receives and vice versa. We introduce the * 
operator to indicate asynchronous execution, meaning that the receiving agent can do 
other work while waiting and gets interrupted when the message arrives. Following 
the established standards in agent communication languages (e.g., [FIPA, 2002]), each 
message includes a performative field that indicates the type of speech act it contains. 
Message with the express performative contains an emotional state, while an inform 
message contains a BDI component such as belief, desire, intention, plan, or agent 
task1.
The algorithm proceeds as follows. In lines 1-3, Subject initializes its own emo­
tions, beliefs, and intentions. It then performs its own deliberations, not shown here, 
until it receives a message from Object in line 4. The message expresses a negative 
emotional state E~ and indicates the task T  that causes the concern. In lines 5-7, 
Subject stores the communicated emotional state, forms the empathy Emp based on 
emotional states of both agents, and updates its own emotional state with the empa­
thy component. Subject now has emotional state that is in part identical to the state 
of Object; it can now proceed to derive affective and then behavioral responses.
The affective responses correspond to the levels of desire to help, represented by 
the hierarchy of predicates B-level, D-level, I-level, tt-level, and T-level, whose values 
depend on the empathy Emp, as well as on the understanding of task T. In the 
current version of the algorithm, true predicates always form an initial segment of
1The performatives in agent communication languages (ACLs) are based on Searle’s classification 
of speech acts (see, e.g., [Wooldridge, 2009]). The Searle’s category of speech acts that expresses 
emotional state of the speaker has not been reflected in the performative sets of standard ACLs 
(such as the one specified by the Foundation for Intelligent Physical Agents [FIPA, 2002]). Our 
paper introduces the express performative for direct communication of emotions between artificial 
agents.
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1 E  - E 0 ; Subject’s initial emotions
2 B  -  B0 : Subject's initial beliefs
3 I <-/o : Subject's initial intentions
4 *0? (express. < E ,T  >) : Object’s concern over task T
5 E o b j  *— E~ :
6 Emp  <— emp(E,EoBj) Subject forms empathy
7 E  <— update(E. Emp) :
8 if Help at level B  (beliefs)
9 B-level(Emp.T) —* 0\(express, Emp) ;
10 else
11 terminate response :
12 endif
13 0?(in form ,B 0 Bj) ;
B'O B j  •— obj-brf(Emp, B, B o b j , T )  ;14
15 A B  <— B 'o b j  -  B o b j  ■
16 Ol(inf orm, AB)  : Subject proposes new beliefs
17 *07(express,E o b j ) :
18 Emp <— emp(E,EoBj)  :
19 E  *— update (E, Emp) ;
20 if
21 success(E) —* terminate response ;
22 endif
23 if Help at level D  (desires)
24 D-level(Emp.T) —*• 0\(express,Emp)  ;
25 else
26 terminate response ;
27 endif
28 0?(inform, < D o b j J o b j  >) ;
D o b j  obj-options(B'OBj . I OBj ,T )  ;29
30 A D  <— D 'o b j  — D o b j  ■
31 0 \(in form ,A D )  ; Subject proposes new options
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33 Help at level I (intentions)
34 Help at level n (plans)
35 Help by completing task T
Figure 3.2: The empathic behavioural response algorithm [Polajnar et al., 2011]
this predicate sequence. For instance, if exactly the first two predicates are true, then 
Subject wishes to help by suggesting new beliefs and options, but will not engage in 
deliberations to produce intentions. This reflects the idea (inspired by the PAM view 
of empathy) that Subject and Object pass through the same steps of the practical 
reasoning process. In practice, if Object can reliably identify the critical step, Subject 
may skip the preliminaries. For instance, a robot may only need help in lifting a heavy
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object in order to execute an otherwise valid and feasible plan.
Lines 8-16 show in detail how the affective response at B-level leads to the corre­
sponding behavioral response. If B-level is true, an expression of empathy is commu­
nicated to O; if not, the behavioral response is terminated. In response, O informs 
about its beliefs relevant to task T  (line 13). Subject then forms its own view of 
beliefs relevant to O’s task (line 14), and informs O about the beliefs that were not 
in O ’s belief set (line 16). At this point, Subject switches back to its own work, while 
Object may try to take advantage of new beliefs and solve the problem.
In lines 17-22, Subject (asynchronously) receives and processes an expression of 
emotional state from O, which reflects the outcome of the Subject’s attem pt to help. 
Subject then updates its own emotional state. If the assistance had been successful, 
the response is terminated.
The next stage of computation takes place only if Subject wishes to engage in 
help at the level of proposing options (desires) to  Object. If that is the case, Subject 
sends to Object an expression of empathy (otherwise it terminates the response) in 
lines 23-27. Object responds by providing the set of its current desires and intentions 
(line 28). Subject then generates Object’s options on its own (line 29). Note that this 
computation is not fully independent in that Subject uses the intention set supplied 
by Object, rather than relying on Subject’s own deliberations. The Subject sends the 
generated options that were not in the Object’s original set of desires back to Object 
(line 31), completing its help at the level of desires.
The remaining stages are similar to the ones described so far. Subject first awaits 
the emotional response from Object. If the outcome was not successful, it next exam­
ines whether it wishes to assist with intention generation. If so, Subject deliberates 
on Object’s behalf and communicates back to Object any new intentions tha t were
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not in the received intention set. The handling of plans is similar. Finally, Subject 
can take over and try to achieve Object’s task T.
A general observation on the algorithm is that it reflects the perception-action 
model of empathy (PAM). The PAM stipulates that Subject forms an emotional state 
that is similar to the state of Object. In the algorithm this is achieved in a straight­
forward manner by directly communicating the emotional state of Object and using 
it to update the emotional state of Subject. The algorithm integrates the hierarchy of 
affective and behavioural responses and formally represents the interactions between 
the subject and object of empathy for artificial agents. This provides a basis for the­
oretical and practical studies of the question raised in the title of the paper, namely 
whether empathy between artificial agents improves agent teamwork.
In EBRA, as it is shown in the Figure 3.2, the focus is mainly on the interactions 
leading to behavioural responses; there is no clear representation of affective response, 
or explanation of how it is formed and how exactly it leads to a behavioural response. 
In the rest of this chapter, we explain our approach to the modelling of empathic 
affective response for artificial agents.
3.3 Our A im  in th e R est o f th is Thesis
Our aim in the current thesis is to study the possibility of using empathy, and af­
fective response in particular, as a trigger for initiating helpful behaviour in a team 
of artificial agents. One of the advantages of empathy in human teamwork is that 
it facilitates helpful behaviour among team members, as discussed in Section 2.2. In 
order to investigate whether a similar advantage can be achieved in artificial agent 
teamwork, one needs to address four questions. First, can helpful behaviour in a 
team of artificial agents improve their teamwork performance? Second, what exactly
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constitutes empathic affective response in artificial agents and how does that notion 
fundamentally differ from other mechanisms for triggering help? Third, is the formu­
lated notion of empathy in artificial agents an adequate trigger for helpful behaviour 
that can improve the performance of the team? Fourth, given that there are already 
other proposed mechanisms for initiating helpful behaviour in an agent team, why do 
we need empathic mechanisms to trigger help?
Regarding the first question, a number of authors argue and demonstrate that 
helpful behaviour has the potential to improve team performance. Cao et al. [2005] 
present a formal model for proactive assistance among agents in an agent team. Based 
on their model, agents can dynamically identify if other agents need help and they can 
provide help by performing a set of actions. Their experiments demonstrate that a 
team of agents with proactive help behaviour achieves a better performance compared 
to a team of agents without it. Kamar et al. [2009] propose a decision-theoretic model 
in which agents make rational decisions about offering help. Their mechanism has a 
set of rules for reasoning about the cost of help actions as well as their utilities. Their 
results of experimenting with that mechanism on the Coloured Trails game [Gal et al., 
2010] indicate the improvement of team outcomes based on help. Nalbandyan [2011] 
and Polajnar et al. [2012] introduce a bid-based protocol specifically designed for 
offering help in teams of artificial agents; the simulations based on a modified version 
of the Coloured Trails game show that this leads to superior performance compared 
to the same teamwork scenario with no helpful behaviour.
In [Polajnar et al., 2011] we have also discussed the potential impact of (empathy- 
triggered) helpful behaviour on agent team performance. Through simple simulations 
we have illustrated how an artificial agent team, in which agents are capable of mu­
tual assistance, under some circumstances performs better than a team without help 
mechanisms.
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In our experiment, a team of agents A i,...,A n is in charge of processing, a t a 
minimum cost, a sequence of m  events of types d j , ..., an that occur in an environment 
Env. An agent is qualified to process events of type ct* if it has the capability C*. An 
agent needs a fixed time quantum q to process an event for which it is qualified, and a 
much larger fixed time quantum u if unqualified. We assume that each capability has 
a fixed cost c per unit of time, as in physically embodied agents involving equipment 
amortization. Each agent Al perceives and processes the events in its own segment 
Envi of the environment (disjoint from other segments). The assumption at the time 
of team design is that the events occurring in Envt belong to the same type a t, 
with occasional exceptions. The rate of exceptions is modelled by the disturbance 
probability d, which is not known in advance. The type of each event arising in Envi 
is chosen with probability 1 — d to be ct*, and with probability d to be a uniformly 
random pick from the set of all event types. The total processing cost is calculated as 
the time required by the team to process the entire event sequence, multiplied by the 
sum of all capability costs per unit time. Our simulation experiment compares three 
possible static designs of agent roles for this system.
In the “minimalist” design Dspec, each agent A* has the capability set {C*}. This 
is a cheap design with full specialization of agent roles that should work well for low 
disturbance levels. In contrast, the “maximalist” design Duniv has universal agent 
roles, with each agent A* having the set of all capabilities {C j,..., Cn). The capabilities 
of Duniv are n times as costly, but it handles every disturbance level with the maximum 
effectiveness. Both designs axe simple in that they require no coordination among 
team members. The third design Demp has the same specialized agent roles as Dspec, 
but the agents are prepared to help their teammates when a mismatch occurs. When 
an agent A* is about to process a mismatched event of type a j , j  i , it will inform 
the specialist Aj about the expected processing time for its current workload, and Aj
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will agree to take over the event if its own expected workload remains lower than AS s. 
Demp has the same capability cost as Dapec, but requires an additional time quantum 
7  for each coordination message.
Figure 3.3 presents the results of our simulation given the following configuration: 
m  = 300, n =  4, c =  0.5, q =  4, u = 54, and 7  =  2. The diagram shows that, for low 
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Figure 3.3: The relative cost-effectiveness of the three designs of agent roles in the 
team as the level of random disturbance in the environment behaviour varies. Role 
specialization with mutual assistance (Demp) outperforms pure role specialization 
{Dgpec) everywhere, and universal roles (Duniv) for low-to-medium random distur­
bances.
The experiment demonstrates how direct mutual assistance between team mem­
bers can benefit the performance of the team as a whole. However, one should note 
that, while Demp is intended to represent a team with empathic help, its help decisions 
are in fact triggered by a rational mechanism: the agents compare their workloads 
to decide whether the help act would benefit the team. This decision method was
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adopted because, at that stage in our research, there was no available model of a 
genuine empathy trigger for help, and a rational bilateral decision mechanism had to 
be employed as an approximation. Rational bilateral decision mechanisms for mutual 
assistance have since been explored by Nalbandyan [2011] and Polajnar et al. [2012], 
while the genuinely empathic decision mechanisms are explored in this thesis.
While the investigation of helpful behaviour continues, the cited results provide 
sufficient evidence that helpful behaviour can improve the team performance, which 
establishes the motivation for our further research. We do not address this issue in 
the rest of the thesis.
In order to address the second question, which concerns the nature of empathy 
in artificial agents, we need a model of empathic affective response that is concrete 
enough to let us derive a formal mechanism for deciding about the behavioural re­
sponse. Such a model does not exist at present. The modelling framework in [Polajnar 
et al., 2011] suggests the study of existing models of empathy in the living world, in 
particular the PAM, as a starting point. The intent is that the resulting empathy-like 
concepts should lead to an alternative mechanism for triggering helpful behaviour in 
artificial agent teams that indeed differs fundamentally from the mechanisms based 
on the calculation of the team utility value of help act, as described in [Kamar et al.,
2009] and [Nalbandyan, 2011].
The third question is a critical test for any model of affective response in artificial 
agents that is introduced with the intent of improving team performance through 
empathy between team members. In order to be validated as a potentially useful di­
rection for further study, the model does not have to uniformly improve performance, 
but needs to lead to improvement in some circumstances. Assuming that it does, the 
next objective is to characterize those circumstances and study how they affect the
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improvement levels. Related objective involves the optimization of various parameters 
of the model relative to the properties of the agent team and the environment in which 
it operates. This type of study is a necessary prerequisite for comparing the effective­
ness of empathy as a help trigger to the triggers based on rational maximization of 
the team utility value.
The fourth question, concerning the usefulness of empathy as a trigger for help 
compared to other existing mechanisms for the same purpose, requires further inves­
tigation. An essential part of such investigation is to find out whether, and under 
which circumstances, empathy provides a better mechanism for deciding if a help act 
should occur than the mechanisms that rely on calculation of team utility values. 
The empathy-based help mechanism does not need to be generally superior in order 
to be useful. Indeed, the analogy with human teams leads us to explore if it could 
be effective in combination with utility-based mechanisms and help overcome some of 
their limitations.
Analogies with human empathy suggest that there are circumstances under which 
empathy is a superior trigger for initiating helpful behaviour. As we discussed in 
Section 2.2, Damasio [1995] argues about the role of emotions in human decision 
making as a short-cut to a more limited decision space in which logic is being used. 
We expect that in the context of deliberation on whether to offer help, empathy could 
perform that role. In time-constrained situations when it is not practical to calculate 
the expected benefit of a help act, empathy could provide a faster trigger for help.
With respect to the four research questions formulated above, the focus of this 
thesis is on investigating questions two and three. We assume that previous and 
ongoing research adequately address question one, by providing enough evidence about 
the positive impact of helpful behaviour on the performance of agent teams, including
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teams of artificial agents, in problem-solving tasks such as the one represented by the 
Coloured Trails game that forms the basis of subsequent investigations we report in 
this thesis. The fourth question, concerning the possible superiority of empathy as 
help trigger remains the primary longer-term objective in this direction of research. 
It requires a stable and well-tested model of affective response in artificial agents, 
as well as a degree of optimization of such a model with respect to its effectiveness 
as help trigger in particular models of agent teams and their operating environment. 
This optimization step is particularly important because the performance impact is 
a manifestation of emergent behaviour resulting from the presence of empathy, as 
opposed to the direct targeting of performance objectives by the utility-based triggers.
In order to study these questions in context, one also needs to  identify the prop­
erties of artificial agents, their teamwork, and the environment in which the team 
operates, that make empathic behaviour possible and practically effective. This mo­
tivates the development of a comprehensive model of a team of artificial agents, en­
dowed with a suitable notion of empathy along with the contextual properties that it 
requires, situated in an environment where helpful behaviour triggered by empathic 
and other mechanisms produces measurable effects. A conceptual framework for such 
modelling has been provided in [Polajnar et al., 2011], but many of its aspects remain 
to be defined, studied, and elaborated.
The focus of the current thesis belongs to the general direction outlined above, but 
has a narrower scope, that fits within the limitations of an MSc research topic. Rather 
than attempting to create a comprehensive model of agent team and its operating 
environment that could be varied with respect to many possible properties, we suitably 
restrict the scope of our modelling task in Chapter 4. In our experimental studies in 
Chapter 5, we situate our model of empathy into a specific microworld, designed to 
capture some relevant properties in a simple but still representative form, and then
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we perform simulation experiments in that context.
The microworld is based on a variation of the Coloured Trails game [Gal et al.,
2010]. The game itself was specifically designed to provide a test-bed for agent inter­
actions; its variation used in our research group so far (e.g., in [Nalbandyan, 2011], 
[Polajnar et al., 2012]) has been adapted for the study of interaction protocols for 
helpful behaviour in agent teams; it is expected that a further adaptation will be 
needed in order to provide a microworld for the study of empathic artificial agents 
and their teamwork performance2. In the game, a team of agents cooperatively address 
a problem-solving task, in which agents pursue individual goals and keep individual 
scores, but can also directly assist each other. The agents move on a board of coloured 
squares, and their individual abilities determine the cost, in terms of resource points, 
of moving to a neighbouring square of a specific colour. The exact scoring rules are 
described in Chapter 5. The objective of the game is to maximize the team score, 
which is the sum of individual scores.
A final comment is in order in characterizing the proposed direction of this re­
search. Our model of empathy in artificial agents is inspired by psychology and refers 
to the research literature in that discipline for motivating analogies. However, the 
purpose of our modelling is not to mimic natural empathy in the design of artifi­
cial agents, but to formulate an empathy-like concept for artificial agents that could 
effectively trigger their mutual help when appropriate, with the objective of improv­
ing their performance in practical tasks in certain types of situations. Apart from 
this difference in the objectives, there are two additional differences between studies 
in psychology and our own research which compel us to more carefully qualify the 
analogies between natural empathy as observed and analysed in psychology research
2The simulator is being developed by my colleague Omid Alemi, who has made it available for 
our experiments. Its detailed description is to appear in [Alemi, 2012].
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and artificial empathy as explored in this thesis.
First, our study focusses on agent teamwork; it examines whether and how em­
pathic interactions between individuals can enhance the performance of the team as 
a whole in practical problem solving. The same question is meaningful for a human 
team, for instance in the context of an engineering project. Subjective experiences 
of project participants suggest a positive impact, and some experimental studies sup­
port the same conclusion [Luca and Tarricone, 2001]. The fact that empathy has 
developed through evolution of the living world [de Waal, 2005] also suggests possi­
ble benefits to the species when facing practical problems of survival. However, the 
prevailing emphasis of experimental studies of empathy in psychology remains on the 
nature of individual interactions rather than qualitative and quantitative aspects of 
their collective impact.
Second, experimental psychologists typically observe interactions of live subjects, 
such as human or animal adults or infants, in situations involving pain or distress, that 
may be stimulated by using, for example, electric shock [Masserman et al., 1964] or 
tape-recorded crying of a person [Martin and Clark, 1982]. We contend that practical 
problem-solving activities can involve distress (e.g., when facing challenges in one’s 
studies or work), and provide a context for empathic response, in which the subject 
offers practical assistance to the object. Human situations of this type provide close 
analogies for artificial agent interactions that we intend to explore (and are indeed 
reflected rather literally in the EBRA algorithm). However, they remain outside of 
the scope of most experimental studies of empathic behaviour in psychology.
In summary, our research is motivated by analogies with empathy in human team­
work directed towards practical problem solving, while most of scientific knowledge 
about natural empathy is derived from experimentation in other, significantly different
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contexts. This discrepancy obliges us to particular caution, in addition to the usual 
concerns about reasoning based on analogies between natural and artificial systems.
3.4 A N ote on Term inology
In the rest of this thesis, we frequently use the terms “empathic” and “rational” 
to refer to different types of agents in our experimentation. Therefore, we need to 
clarify what we mean by each of these terms before we discuss further modelling and 
experimentation.
In general, agents in this thesis perform their tasks by executing plans derived 
through rational deliberation and planning, motivated by the interest of the team. 
However, when it comes to offering direct help to teammates, outside of the general 
team organization, they rely on mechanisms that can be classified as either empathic 
help or rational help. Since our focus is on the study of helpful behaviour, we use 
the term empathic agent to describe an agent with rational deliberation about its 
mainstream activities and empathic help, and the term rational agent to describe an 
agent with rational deliberation and rational help. Unless specified otherwise, in the 
rest of this thesis our teams are composed of agents of the same type, and we extend 
the terminology to speak about empathic teams vs rational teams.
3.5 The Solution Strategy
In this section we outline our general strategy for approaching the remaining research 
problems in this thesis. It relies on a gradual development of a line of models, as 
summarized in Figure 3.4.
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Figure 3.4: The general solution strategy
Our aim is to create a model of empathy for artificial agent teamwork. The 
practical motivation is to study the possible usefulness of empathy as a trigger for 
help in a team of artificial agents that jointly work on a problem-solving task. We 
adopt the concept of empathy from psychology (which studies empathy in humans 
and animals) and, after creating an analogous concept for artificial agents, we proceed 
to experimentally study its impact on the performance of an agent team. Therefore, 
we need to find a way for the transition from studying natural empathy to measuring 
the performance of a team of artificial agents endowed with empathy. Figure 3.4 shows 
the required steps for making such a transition. In Chapter 4 we explain in detail 
how we practically implement those steps.
In Figure 3.4, the white ovals represent the main steps that we take in the de­
velopment of key concepts, starting with natural empathy and ending with empathy 
in our simulation model; the grey ones represent other studies and information that 
we use in order to be able to move forward in our direction of research. Solid arrows 
show direct influences, and dotted arrows show implicit influences between items.
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In order to be able to practically measure the performance of a team of empathic 
agents we mainly need two things: first, a suitable design of artificial agents endowed 
with empathic mechanisms, and second, a test-bed in which we can situate a team 
of our empathic agents into a suitable environment, involve them in some practical 
problem-solving tasks, vary the relevant parameters, and measure the performance of 
the team. We describe the details of the modelling of our empathic agents and the 
test-bed we use for experimentation in Chapter 4. The experiment setups, results, 
and interpretations are given in Chapter 5.
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Chapter 4 
A M odel of Em pathy between  
Artificial Agents
In this chapter we develop a model of empathy between artificial agents. As a first 
step, we clarify the scope of our work and specify our exact targets (Section 4.1). 
Then we formulate the empathy factors for artificial agents, based on an analysis of 
the known empathy factors in living systems (Section 4.2). Finally we discuss and 
formulate the mechanisms for the formation of affective response and the triggering 
of behavioural response (Section 4.3).
4.1 The Scope o f M odelling
The design of a complete model of empathy for artificial agents involves several mu­
tually related decisions:
1. One needs to identify the empathy factors that influence the empathic behaviour 
in artificial agents; they may be either analogous to  the factors that are known to 
influence natural empathy, or specifically designed for artificial agents without
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analogies in the natural world.
2. One needs to define a combining mechanism by which the influences of individual 
empathy factors axe aggregated to form the affective response, and the triggering 
criteria that determine when a behavioural response occurs and what it is.
3. One needs to identify the properties o f agent design that are required as support 
for the defined notion of empathy.
4. One needs to determine the required properties of the environment in which the 
agents operate that make the empathic behaviour meaningful.
In order to make this modelling task feasible in our context, we proceed as follows: 
we restrict our domain of study to agent teamwork aimed at practical problem solving; 
we restrict our goals to the improvement of performance of such teamwork; and we 
design our empathy factors as direct analogues of some of the natural empathy factors. 
These restrictions are used to construct a simple but representative model of empathic 
agent team that operates in a specifically designed microworld environment. Our 
quantitative studies are then based on simulation experiments performed only in the 
microworld context.
In order to address the first task formulated above, we have investigated the litera­
ture in psychology that identifies different natural empathy factors. As we restrict our 
domain of study to artificial agent teamwork in practical problem solving tasks, we 
need to create concepts similar to natural empathy factors but specifically designed 
for artificial agents involved in such tasks, and decide how to represent those concepts 
in the microworld context. Our selection, design, and representation of empathy fac­
tors for artificial agents are partly driven by the intuitive expectations tha t they may 
contribute to the goal of improving the performance of the team.
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In regard to the design of a combining mechanism that determines how different 
empathy factors participate in the formation of affective response, it should be noted 
that our agents are supposed to use empathy as a means for making decisions about 
performing help acts. We should design a function that maps the numerical values 
representing the strengths of the individual empathy factors into a numerical value 
representing the strength of affective response. After that, we need a threshold which 
determines how strong that affective response needs to be in order to make the agent 
perform a behavioural response. The behavioural response in our domain is a help 
act in favour of another agent’s contribution to the team ’s objectives.
The design of empathic agents must meet a set of specific requirements that make 
the selected empathy factors meaningful. The agent design must include the mecha­
nisms for observation and introspection that allow the agent to accurately determine 
the strength of each empathy factor in the concrete problem-solving context, and to 
correctly map them into the affective response. For example, if the familiarity be­
tween the subject and the object is an empathy factor, then the agents must be able 
to retain information related to their prior interactions. Furthermore, the possible 
helpful behaviours for agents must be clearly designed as the behavioural responses. 
The agent design must also support a suitable protocol for interactions between the 
subject and the object.
The environment in which empathic agents operate must meet some requirements 
as well. It must provide a setting in which agent teams can perform practical problem 
solving tasks with measurable outcomes. In order to enable the agents to request and 
offer help, the environment must provide the appropriate means for communication 
between agents. These are the minimum requirements that enable one to situate an 
empathic team in the environment and examine its performance. In addition, our 
aim is to model situations in which we expect that empathic help could lead to better
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teamwork. To this end, we want the environment to allow us to generate and observe 
such situations, for example by controlling the level of dynamic change that impacts 
the predictability of the outcomes of specific plans and strategies. These requirements 
drive the design of the microworld that we use to determine if empathy-triggered help 
can improve artificial agent teamwork.
4.2 The M odelling o f Em pathy Factors
As reviewed in Section 2.2, Preston and de Waal [2002] and Preston [2007] name 
six parameters that influence affective response in humans and animals (where the 
distressed individual is known as object and the observer as subject): depression 
(whether or not the subject is self-distressed), familiarity (subject’s former experience 
with the object), similarity (how similar the subject and the object are), learning 
(through implicit or explicit teaching), past experience (subject’s former experience 
with a similar task), and salience (how strong the object’s distress signal is).
In order to derive their analogues for artificial agents, we analyse each empathy 
factor from several points of view: its definition in psychology, its possible definition 
in artificial agent teams concerned with practical problem solving, its interpretation 
in the context of our microworld, its potential usefulness in improving the efficiency 
of an agent team, and the basic requirements that the agent and the environment 
designs must meet in order to allow for its meaningful implementation.
Em otional State1
The notion  in  psych ology : Preston [2007] argues that “individuals
with depression would have an empathy impairment due to an excessive focus
1In psychology literature, this item is often exemplified by the affective state of ‘depression’. In 
this research, we use the word ‘emotional state’ in order to better relate the way we intend to use it 
in our model.
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on the self, precluding the necessary interest in and attention to  the state of 
the object” . This implies that a distressed person is not very much motivated 
to show empathic behaviour to other distressed persons, as that person’s main 
priority would be doing something for oneself.
The n o tion  in  a rtific ia l agent team w ork: In an artificial agent en­
gaged in a problem solving task, emotional state can be considered as an internal 
value that reflects that agent’s sense of personal progress. Depending on the ex­
act context of the system in which the agent is acting, this sense of personal 
progress can represent how close the agent is to solving a problem, or what is 
the agent’s situation compared to other agents in the system.
The no tion  in  the m icrow orld: Emotional state in our microworld 
can be considered as a value that is composed by different parameters: how far 
the agent is from the goal square, how many resources exist for the agent, the 
agent’s relative progress compared to the rest of the team, etc.
P o ten tia l usefu lness to  the team : This factor is useful for preventing 
a lagging agent from spending its resources to attend other agents’ subtasks or 
an advanced agent from staying idle or over-progressing in its own direction of 
work while it can help other agents.
Requirem ents: Agents must have personal emotional states that reflect 
their understanding of their personal progress within the team. Agents who 
are lagging behind their schedule feel bad while agents in normal situation feel 
OK and agents that are ahead of their work schedule feel great. This personal 




The no tion  in  psychology: Preston and de Waal [2002] define similarity 
as “perceived overlap between subject and object, e.g., species, personality, age, 
gender”. Martin and Clark [1982] study the empathic behaviour of human 
infants in response to the tape-recorded crying of different objects, and mention 
that infants keep crying in response to the crying of other infants, while they do 
not show any specific reaction to the crying of older children and chimpanzees.
The notion  in  artific ia l agent team w ork . In artificial agent team­
work, this is a value that reflects the degree of similarity between two agents. It 
can be based on their structures, their roles in the team, or the subtasks they 
are handling, for example.
The no tion  in  the m icrow orld: In the microworld we mainly determine 
the level of similarity regarding two agents’ capabilities. The question that arises 
here is that whether it is a good idea to have an agent helping a similar agent. 
One could say that if an agent is stuck in some subtask, probably a similar agent 
would be stuck in it too, and it takes a different agent to overcome the problem. 
While the full investigation about this remains to be done as a part of the thesis, 
another idea is that in some situations, an agent may be able to handle most 
parts of the subtask but cannot finish it because of a small issue. An agent that 
is similar enough to this agent but is also capable of handling that tricky part 
is more likely to be helpful, compared to an agent that is totally different and 
may face issues in some other parts of the subtask that could be done by the 
first agent.
P o ten tia l usefu lness to  the team : a subject that has a similar struc­
ture, is handling similar tasks, has the same goal, or has any other kind of
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similarity, may have the potential to be more helpful. Just like a student can 
help another student in school work much better than a soccer player can do. 
When two individuals are similar, their representation of the situation is more 
similar as well.
Requirem ents: Agents need to have parameters by which they identify 
themselves and compare themselves to other agents in order to determine how 
similar they are. Such parameters can be, for instance, capabilities, roles, etc.
Familiarity
The no tion  in  psychology : Preston and de Waal [2002] define famil­
iarity as the subject’s previous experience with the object. Stinson and Ickes 
[1992] summarize their experimental results by concluding that “male friends 
were found to be more accurate than male strangers in inferring each other’s 
thoughts and feelings”. They mention more interaction and information ex­
change, more similar personalities and more detailed knowledge about each other 
as the primary reasons for this fact.
The no tion  in  a rtific ia l agen t team work: Familiarity is defined re­
garding two agents in the team and it is a  value that reflects the level of prior 
interactions between them.
The no tion  in  the m icrow orld: In the current version of our mi­
croworld the interactions between agents are limited to requesting and offering 
help. These interactions do not seem sophisticated enough to reflect the poten­
tial usefulness of familiarity between agents. Therefore, taking advantage of this 
parameter seems to require a more complex test-bed.
P oten tia l usefu lness to  the team : This factor is useful because former
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experiences, help the subject to know the object more and better, and subse­
quently makes it more able to help. In fact this former experience helps the 
subject to diagnose the object’s problem much faster and propose a suitable 
solution easier, by limiting the solution space and having less trial and error 
approach.
Requirem ents: Agents need to store a history of their interactions with 
other agents. For each interaction, they need to save different information, such 
as object’s identity, object’s problem, agent’s owns response, and the successful 
solution (if exists).
Teaching2
The no tion  in  psych ology: Preston and de Waal [2002] define this as 
implicit or explicit teaching.
The no tion  in  artific ia l agent team w ork: Teaching consists of im­
plicit and explicit teaching. In implicit teaching, agents learn with time and it 
affects their further decisions (based on their observations of past events, de­
cisions and their consequences). In explicit teaching, some specific decisions 
for some specific situations can be hard-wired in the agents’ decision making 
mechanism.
The n o tion  in  the m icrow orld: In our microworld agents may learn 
from the consequence of their helpful actions in past games. For example, if 
their helpful action has led to team success, their motivation for help in the 
next games will be increased.
2In psychology literature, this item is named “learning”. However, as the word “learning” in 
artificial intelligence refers to techniques such as machine learning, here we use the word “teaching” 
to prevent confusing the two concepts in psychology and artificial intelligence.
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P o ten tia l usefulness to  the tea m : In case of explicit teaching, this can 
be useful by having some helpful actions implemented in the design time in an 
agent. In case of implicit teaching, this can be useful when agents learn along 
the time about some specific situations in which it is better to intervene, even 
if other empathy parameters do not encourage it.
Requirem ents: For teaching, especially implicit teaching, agents need to 
be capable of learning. They need to store information about the interactions 
and the impact of their behaviour on the situations. Later on, they must be 
able to reason about the result of their intervening (or not intervening) and the 
advantages or disadvantages of it.
Past Experience
The no tion  in  psychology: Preston and de Waal [2002] define this 
factor as former experience with situation of distress. Masserman et al. [1964] 
experimentally studied the reactions of monkeys in a situation where they need 
to give an electrical shock to their con-specifics in order to obtain food. They 
mention that monkeys with the past experience of being shocked were more likely 
to accept self-starving instead of shocking other monkeys and getting food.
The n o tion  in  artific ia l agen t team work: Past experience is defined 
in relation to the agent and the action it is about to do. It is a value that reflects 
the frequency of prior experience with the same or a similar subtask.
The n o tion  in  the m icrow orld: In our microworld past experience can 
be defined in terms of an agent’s former moves to squares with specific colours. 
The number of times an agent has moved to, for example, green squares, is 
considered as the amount of that agent’s experience with the action of moving 
to a green square.
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P o ten tia l usefulness to  the team : Past experience with a similar prob­
lem helps an agent to have a better understanding of the current problem and 
leads to finding a solution faster, as the agent has already deliberated about 
that subtask or a similar one before. Therefore, it may lead to less resource 
consumption for reasoning about the same or a similar situation.
Requirem ents: There must be parameters by which agents can identify 
subtasks. If such parameters exist, then an agent can compare the current 
subtask with another subtask it has had past experience with, and determine 
how similar they are. Such parameters could be course of actions for handling a 
specific subtask, etc. Furthermore, agents must be able to gain experience with 
time, which enables them to spend less resources on a subtask they have faced 
previously.
Salience
The notion  in  psychology: Preston and de Waal [2002] define salience 
as “strength of perceptual signal, e.g., louder, closer, more realistic, etc.” Sagi 
and Hoffman [1976] summarize their experiment results on human infants by 
mentioning that “infants exposed to the newborn cry cried significantly more 
often than those exposed to silence and those exposed to a synthetic newborn 
cry of the same intensity.”
The no tion  in  a rtific ia l agent team w ork: Salience is a value that 
reflects the level of an agent’s distress with a subtask when it is asking for help. 
Since artificial agents in a team may have identical emotional structures, and can 
use messages with the express performative to communicate emotions, they can 
obtain information about the emotional states of others through communication 
rather than perception.
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The no tion  in  the m icrow orld : In the microworld, for an agent that 
is requesting help, salience can be measured based on the agent’s remaining 
resources, its distance to the goal square, its relative progress compared to the 
rest of the team, etc.
P o ten tia l usefu lness to  the tea m : Salience is useful in determining 
how urgently a distressed object needs help. It is also useful in prioritizing the 
helpful actions when there are different distressed object’s around that are all 
asking for help. Subject can distinguish which object is more distressed (and is 
accordingly in a worse situation).
Requirem ents: There must be parameters by which an agent as object 
can specify the level of distress. Based on such parameters, other agents can 
determine the strength of distress signal. Besides, a reliable communication 
channel is needed for the object to inform the subject(s) about its level of 
distress.
It should be noted that each of these empathy factors would require further study 
with respect to its possible implementation in a particular context. Based on our 
general analysis so far, we regard them all as potentially useful components of a 
model of empathy for artificial agents, but as we will see in the next chapter, we 
practically model only a subset of them in our microworld.
Our analysis has also identified the required properties of the agents and their 
environment that are needed in order to support each empathy factor. The basic 
microworld model may need to be modified and enhanced depending on the specific 
selection of empathy factors that one decides to implement.
The above analysis provides the basic answers to questions (1), (3), and (4) for­
mulated in Section 4.1. The remaining question (2) is addressed next.
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4.3 The M odelling o f A ffective and B ehavioural 
Responses
In this section we consider how the selected empathy factors participate in the forma­
tion of the affective response, and how the affective response leads to a behavioural 
response. This is a research question that merits additional study and requires further 
analysis of the empathy factors and their mutual relationships.
The implementation of empathy factors in a concrete multiagent system is related 
to the class of problem-solving tasks that the system is intended to solve; we have seen 
instances of this when adapting the general empathy factors to the microworld context 
in the last section. As a consequence, the combining mechanism for the formation 
of affective response and the triggering criteria for behavioural response will also be 
problem-specific to a degree. However, we contend that in the case of empathy such 
specificity is lower than in the case of calculation of team utilities employed by the 
rational decision methods. An empathic decision should in general depend less on the 
fine problem-solving details, compared to a rational decision. The empathic decision 
mechanisms should be comparatively more general and less computationally complex. 
These effects should be more pronounced in systems of realistic complexity than in 
our highly simplified microworld.
For our purposes in this thesis we shall adopt a relatively straight forward ap­
proach in which the combining mechanism for the formation of affective response is 
the weighted average, and the criterion for triggering the behavioural response is the 
comparison to a fixed threshold. Formally, let A \ , ..., A n, n > 1 be a team of agents 
and let F n , ..., be non-negative real numbers representing the strength of the Ki 
selected empathy factors as perceived by the subject agent A{. The strength of the 
affective response Ai of the agent Aj is then determined as
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(4.1)
where the weights Wtj axe positive reals. The behavioural response, which in our case 
is a help act, is triggered whenever
Ai > 0i (4.2)
where 0* is a non-negative real constant representing the triggering threshold.
In general, the formal model above allows each agent Ai to have its own selection 
of empathy factors, its own weights representing how its affective response is formed, 
and its own threshold representing its general level of empathic sensitivity. Noting 
that empathic interactions in teams composed of heterogeneous empathic agents rep­
resent an intriguing research topic for future work, we restrict our studies in this 
thesis to homogeneous teams in which all members have identical empathic proper­
ties. Accordingly, we use the same values W i, ..., Wk, and 0 for every agent in the 
team.
The next step is to select the concrete values of W i, ..., W*, and 6 in specific con­
text. Given our objective of enhancing the team performance, these values should be 
determined through an optimization process that seeks to maximize the team per­
formance in the context of a concrete environment and problem-solving task. Since 
empathy in living systems has been formed by natural evolution, it is intuitively ap­
pealing to apply evolutionary optimization techniques for this purpose. In Chapter 5, 
we use genetic algorithms [Mitchell, 1998], with the fitness values represented by the 
team performance scores as measured in simulation experiments.
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As a final observation, we note that the empathy model developed in this chapter 
is not fundamentally restricted to teamwork situations, but could be employed to 





In this chapter we describe the simulation experiments that we have performed and 
analyse their results. We introduce a very basic implementation of empathic agents 
in a highly simplified microworld, which still provides enough structure to enable us 
to demonstrate that our notion of empathy is a valid help trigger in artificial agent 
teamwork, and to provide an abstract comparison between empathic and rational 
help in the presence of varying disturbance in the environment. First of all, in Sec­
tion 5.1 we review the preliminaries and terminology about the teamwork simulator 
and the microworld we use, and describe the implementation of empathic agents. 
In Section 5.2, we then use genetic algorithms to determine suitable values of the 
weights of the individual empathy factors in the formation of affective response and 
the triggering threshold of the behavioural response. Section 5.3 demonstrates that, 
for low to moderate disturbance in the environment, empathic help leads to better 
team performance than random help, which shows that, even in a very simple simu­
lation model, our notion of empathy is a valid trigger for mutual help in the team. 
In Section 5.4 we compare the performance of a team consisting of empathic agents 
vs. a team consisting of agents that rely on rationally motivated mutual assistance, 
as the disturbance in the environment and the cost of rational decision vary. Finally,
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in Section 5.5 we analyse the significance of the results in a wider context and discuss 
some of their implications for future work.
5.1 The Sim ulation Environm ent
Before we proceed to discuss our experiments and their results, we need to clarify our 
terminology, describe the structure of the experiments and the environment in which 
they are performed, specify the experimental conditions, and present the implemen­
tation of empathic agents.
5.1.1 T he Teamwork Sim ulator
Our experiments use a teamwork simulator developed by my colleague, Mr. Omid 
Alemi [Alemi, 2012], which allows us to simulate in parallel the behaviour of several 
agent teams that operate in identical microworld environment configurations.
In simulation experiments the agents are located in an environment in which they 
try to reach individual goals in order to complete the task assigned to the team. The 
team task is formulated as a game in which agents individually score points, but have 
the objective of maximizing the total team score. The game proceeds in discrete 
rounds in which each agent can make a single move. Between successive rounds the 
agents in the team can exchange any number of messages in order to  coordinate their 
actions. This communication is simulated as a sequence of synchronous communica­
tion cycles, each consisting of a send phase and a receive phase.
After a number of rounds, all of the agents will either achieve their goals or run out 
of resources, and also exhaust the possibility of progress through mutual assistance; 
at that point the match is completed. A specified number of matches, one after
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Run Reward Points =  sum(MRP)
Experiment Reward Points “  avert
Simulation Results = All ERP <S Parameters
Figure 5.1: The structure of experiments in Teamwork Simulator
another, during which agents may retain memory of prior matches, constitute a run. 
Finally, an experiment consists of a number of runs (determined by the statistical 
aspects of experiment design) where we average the results over those runs to have a 
more reliable and accurate analysis. The structure of experiments in the teamwork 
simulator is depicted in Figure 5.1. Some of the terminology in the figure is specific 
to the microworld and explained in the next subsection.
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5.1.2 The M icroworld C onfiguration
The microworld used in this thesis consists of the core design presented in [Polajnar 
et ah, 2012] and slight extensions required by empathic agents. In tha t paper, the 
microworld was used for experiments with rational teams. Leaving out the components 
that are not relevant to our work, we quote the relevant descriptions directly from 
that paper.
“The test bed for simulation experiments is a variation of the Coloured 
Trails game [Gal et ah, 2010]. It has been developed specifically for the 
study of helpful behaviour in teamwork and implemented independently.
The players are software agents A i , . . . , A n, n > 1, situated on a rect­
angular board divided into coloured squares. The game proceeds in syn­
chronous rounds. Each agent can move to a  neighbouring square in each 
round. Each move represents the execution of an action. The types of 
actions a \ , . . . ,  a m are represented by the available colors, and their costs 
to individual agents by the n x m  matrix cost of positive integer values. ”
The game proceeds as follows:
“At the start of the game, each agent Ai is assigned its initial location 
on the board, a unique goal with a specified location and amount & of 
reward points, and a budget rj =  d^a of resource points, where dj is the 
shortest distance (i.e., number of squares) from the agent’s initial location 
to its goal, and a a positive integer constant. Whenever Ai moves to a 
field of color a ,, it pays costij from its resource budget; if the budget is 
insufficient, the agent is blocked. Each agent chooses its own path to the 
goal, which represents the choice of its own local plan. The paths can
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intersect; it is legal for multiple agents to be on the same square at the 
same time. The game ends when no agent can make a move (because it 
has either reached the goal or lacks the resources).”
The team’s objective in the game is to maximize the team score, which is computed 
as follows:
“All agents remain in the game until the end, when their individual scores 
are calculated as follows: if A { has reached the goal, its score is the goal 
achievement reward gt plus any remaining resource points (as a savings 
bonus); if A{ has failed to reach the goal, its score is d'a', where d[ is the 
number of moves Ai has completed, and a' is a positive integer constant 
representing the reward for each move. The team score is the sum of all 
individual scores.”
The level of random change in the simulated environment is controlled by an 
additional parameter:
“As a representation of environment dynamics, the colour of any square 
can be replaced, after each round, by a uniformly random choice from the 
color set. The change occurs with a fixed probability D, called the level 
of disturbance.”
Helpful behaviour is modelled as follows:
“In this presentation, the model includes only action help. The requester 
Ai faces a move to a square of color a k, charged at costik\ if Aj agrees to 
help, Ai moves at no cost to itself, with the costjk charged to Aj.  Protocol 
interactions involve explicit computation and communication costs, and
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the help act has a fixed overhead cost. While the specific decision criteria 
and protocols for help transactions may vary, the general intent of such 
transactions is to advance the performance of the team as represented by 
the team score.”
Empathic agents keep records of the actions they have taken in each run. They 
memorize how many times they have performed a specific action and they use that 
information later when deciding about a help act involving that action. We explain 
the details in Section 5.1.3
The settings for our experiments are also similar to the settings presented in [Po- 
lajnar et al., 2012]:
“We simulate eight-agent teams on a 10 x 10 board with six colours. Each 
goal reward is 2000 points. The cost vector for each agent includes three 
high-cost entries, randomly chosen from the set {300,400,450,500}, and 
three low-cost entries from {10,40, 70,100}. Thus each agent’s capabilities 
are high for three colors, and low for the other three. The threshold 
cost of next action that triggers help deliberation is 300. The reward for 
accomplishing each step on the chosen path is 100 reward points; The 
initial allocation of resources for each step towards the goal is 200 points.
The overhead cost of a help act is 30 points.”
For every experiment, we record the team scores for each of the teams, averaged 
over 3000 simulation runs. In every team, at the beginning of the game each agent 
selects the lowest-cost path (based on the initial board state) among all of the shortest 
paths to its goal square, and commits to it for the rest of the game.
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5.1.3 The Im plem entation o f E m pathic A gents
We shall model empathic agents based on three empathy factors that we have adapted 
from the study of empathy is psychology: emotional state, past experience, and 
salience. This subset is chosen based on the potential usefulness (as discussed in 
Section 4.2) and also the feasibility of implementing them within the context of our 
microworld. In this section we describe how these empathy factors are implemented 
in the microworld and how empathic agents use them to make a decision when they 
are asked for help.
We model the emotional state of an empathic agent as follows:
_ Remaining Resource Points . .Emotional State =  ——:--------r— ------ — — ------ :------- -—r  (5.1)Estimated Cost o f the Remaining Path
The Estimated Cost of the Remaining Path is always a positive number, except when 
the goal has been reached; at that point, Emotional State is defined to equal a fixed 
constant (1000 in our experiments).
As agents perform different actions and gain experience, the resource points they 
need to spend for a specific action decrease to some extent. After some point, gaining 
experience does not reduce the cost any longer. Later, when an agent is asked for 
help regarding a specific action, it takes its level of experience with that action into 
account in order to determine its willingness to help.
The influence of past experience is modelled as follows. For each agent A* the cost 
of action a  decreases by S each time A\ performs a, until the cost of a  reaches a given 
floor. In the experiments, 6 = 20 and the floor value is 40.
We model salience as:
57
Salience =   -------- 1—j—-----Emotional State (5.2)
When emotional state is non-zero; otherwise Salience equals a fixed constant (1000).
Each help request initiated by an agent contains some information: the agent’s 
identity, the current action for which the agent needs help, and the agent’s “salience” . 
When another agent receives a help request, it will use the information in the help 
request message to determine the strength of its affective response. In order to distin­
guish this particular implementation from the general concept of affective response, 
we instead use the term willingness to help ( WTH).
After receiving a help request, an agent computes its own level of willingness to 
help (WTH) based on the received salience, its own emotional state, and its own past 
experience with the requested action. Based on the Formula 4.1, WTH is computed 
as:
W'E +  W .S +  WpP
W' +  W. +  W, ’
where E is emotional state, P is past experience, and S is salience, while We, Wp, and 
Ws are their respective weights. The weights are positive reals (We, Wp, Ws > 0).
Whenever a decision has to be made, WTH is compared to a suitably chosen 
threshold in order to determine if the affective response is strong enough to lead to a 
help act.
A help request is broadcast to all team members. Also, an agent may receive 
multiple requests for help in the same round of the game. The protocol for resolving 
these conflicts is outlined next.
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The empathic agents in our microworld work based on a bidding-like system. In 
each round of the game the following scenario happens:
1. Agents calculate their emotional state based on the remaining path to the goal and 
their remaining resource points.
2. Agents decide whether or not they need to ask for help, based on their emotional 
state.
3. Those that need help broadcast a help request.
4. Those that receive help requests will ignore them if they themselves need help; 
otherwise, they will calculate their “willingness to help” (WTH), which represents 
the strength of affective response for each help request based on its empathy factors.
5. Those that have calculated their WTH for help requests from different agents, will 
choose the request with highest WTH that exceeds threshold, and offer help to the 
corresponding agent.
6. Those that receive help offers will accept the offer with the highest WTH.
7. Agents proceed with performing their actions (moving to a neighbouring square, 
helping another agent, or just doing nothing, depending on the criteria).
5.2 Optim izing Perform ance o f Em pathic Team
We have chosen to optimize the influence level of empathic parameters using Genetic 
Algorithms. Genetic Algorithms (GA) is a heuristic technique in artificial intelligence 
that is useful for finding solutions for optimization and search problems; it simulates 
the process of natural evolution. We briefly review the technique and our reasons for 
using it in Section 5.2.1. In the optimization process we use the Matlab GA Toolbox 
connected to our teamwork simulator, as explained in Section 5.2.2.
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5.2.1 T he R ole o f G enetic A lgorithm s in Our R esearch
In this section we give a brief description of genetic algorithms and then we discuss 
our reasons for choosing GA as the appropriate optimization technique regarding the 
nature of our problem. Characterizing various aspects of our problem, we can explain 
how genetic algorithms can be an suitable candidate to be used for optimizing the 
influence level of empathy parameters.
In GA, each candidate solution for a problem is called a “chromosome” and it 
is represented as a string of values. Those values can be of type bits, integers, real 
numbers, etc. There is a function called the “fitness function” which can evaluate 
how good or bad a candidate solution is. The process of optimizing a function using 
genetic algorithm starts with creating a random population of candidate solutions 
(initialization). In each generation, every individual within a population is evalu­
ated by the fitness function and then the good ones are chosen to reproduce the next 
generation of solutions (selection). Each new generation is used to produce the fol­
lowing generation; this reproduction is carried out using the crossover and mutation 
operators (Crossover is a process of taking more than one parent chromosome and 
producing a child chromosome from them. Mutation alters one or more gene values 
from its initial state within one chromosome, to maintain genetic diversity). This 
process goes on until either the specified satisfactory solution has been found or there 
has been a specific number of consecutive “stall generations” that have produced no 
progress ( Termination).
A problem can be optimized using GA if we can represent its possible solutions 
as chromosomes along with suitable notions of crossover and mutation, and if we can 
define a fitness function that is able to evaluate those solutions. The approach appears 
to be very compatible with the structure of our problem, for several reasons.
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First, we can simply represent a candidate solution as a chromosome that con­
tains four positive real numbers, representing the weights of empathy factors and the 
threshold; < W e ,W p ,W s ,9 >■ We can look at teamwork simulation as the fitness 
function which takes a candidate solution, applies it in an experiment, and returns 
the team score that represents how good that solution is.
Second, genetic algorithms are very useful for problems that have a vast solution 
space (like our problem in optimizing empathy parameters). The reason for this 
advantage is that, unlike most optimization techniques that search from a single point, 
a genetic algorithm starts with a whole population of solution candidates [Busetti, 
2000].
Third, genetic algorithms are very suitable for approaching problems for which 
we have no idea where to start! The problem of optimizing empathy factors in our 
microworld seems to be one of them, as we do not have any basis for speculating about 
a good candidate solution. The GA approach is also helpful in such cases because it 
does not need to know anything about the problem it is going to solve. It starts with 
generating many random solutions as a population, theoretically keeping its door open 
to all the different solutions.
Fourth, the proper use of mutation helps a genetic algorithm to avoid getting 
trapped in a local minimum which makes it superior to gradient methods, for instance. 
However, in this thesis we primarily use the method to find a “good enough” solution 
that will let us validate the use of empathy as a help trigger. For concrete quantitative 
comparisons with other help triggers we would need to conduct the optimization 
process with special care towards avoiding a local minimum.
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5.2.2 O ptim izing th e Effects o f E m path ic Help
Our aim is to determine the values of the weights of the empathy factors and the trig­
gering threshold, < W e , W p , W s , 0  >, which together lead to optimum performance 
of the empathic agent team.
Figure 5.2: The genetic algorithm optimization of < We , Wp, W s, 9 >
We have used the GA Toolbox in Matlab together with the teamwork simulator for 
performing the optimization. The GA Toolbox in Matlab provides a comprehensive 
and flexible set of features and tools for optimizing a function. In our case, we have 
used the simulator as the fitness function that takes the chromosome values from 
Matlab, performs the simulations and returns the negative value of the team score as 
the fitness value. (The negative value is returned because the optimization method
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always seeks the minimum.) Matlab then reads this value, creates a new generation 
of chromosomes, and sends them to the simulator. This cycle continues until Matlab 
finds out which values produce the best results.
The results of our optimization of the values < Wp, W p , Ws , 9 > are shown in Fig­
ure 5.2. The process starts with 30 initial populations, uses the rank fitness scaling 
function, and the stochastic uniform selection function. The Matlab GA tool stops 
regenerating after facing 50 stall generations, as shown in Figure 5.2(a). The opti­
mization process has produced the values WE =  1.012, W P = 0.24, Ws  =  1.208, and 
9 — 1.668 as shown in Figure 5.2(b).
Having optimized the values of the four variables, we can use them in our simula­
tion experiments to study the behaviour of empathic agents under different circum­
stances.
5.3 The Validation o f Em pathy as a H elp Trigger
Having designed our agents, structured our microworld, and situated the agents in 
the microworld, we can now examine the question of whether or not empathy is an 
eligible mechanism for triggering help in a team of artificial agents. We formulated 
this question in Chapter 3 as one of our main concerns in the current thesis.
We investigate the question experimentally, by comparing the performance of a 
team of empathic agents with the performance of a team in which agents provide help 
randomly. To make that experiment fair, we let agents in both teams use the same 
procedure when asking for help. When it comes to offering help, the agents in the 
second team make random decisions based on a fixed probability value Pheip-
Figure 5.3 shows the results of series of experiments with different values of the
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Figure 5.3: The performance of empathic team vs random-helping team
help probability Pheip (Both the random help rate Pheip and the disturbance d  are 
represented as percentages). In every case the empathic agent team outperforms the 
random-helping team for low to moderate levels of disturbance in the environment. 
This demonstrates that, for low to moderate disturbance levels, empathy does pro­
vide a valid trigger for help. If the disturbance is so high that the behaviour of the 
environment becomes highly unpredictable, the impact of empathy factors becomes 
irrelevant and the bias they introduce apparently becomes counterproductive.
We can modify this experiment further to make it even more fair! We can first 
measure the help act percentage in the empathic agent team Rheip(d), defined as the 
ratio of help acts over help requests for different disturbance levels d  (Figure 5.4), and 
then let the random-helping agents use the same help rates as probabilities of help, 
Pheip(d) =  RheiP(d ) .  The resulting performance comparison between empathic agents, 
and our new ‘guided random-helping agents’ is shown in Figure 5.5. It reinforces our 
previous conclusion that for low to moderate disturbance levels empathy-triggered
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help is better than random help, which means that empathy represents a valid help 
trigger in teams of artificial agents.
Help Act Percentage in Empathic Agent Team
Figure 5.4: Help acts percentage in the empathic agent team
Empathic Team vs Random-helping Team
Figure 5.5: The performance of empathic team vs guided random-helping team
A final observation concerns the decrease in the observed help rate among empathic 
agents in Figure 5.4 as the disturbance grows. The explanation is based on two effects.
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First, one of the empathy factors, namely the emotional state E  of the subject, is 
negatively affected by the growing disturbance, and lowers the willingness to help as 
defined by Formula 5.3. Second, as the disturbance grows, the help requests become 
more frequent (as we illustrate later in Figure 5.9), which diminishes the capacity of 
the team to serve them with a high rate of acceptance.
5.4 A Comparison o f Em pathic and R ational H elp
In this section we perform some experiments to compare the performance of empathic 
agents vs. agents endowed with a different help triggering mechanism. We formulated 
the question of whether or not empathy can be superior to rational help triggers in 
Chapter 3, and indicated that it requires further systematic investigation beyond the 
scope of this thesis. Such a systematic investigation is likely to require a test-bed 
in which rational deliberations about whether to help involve potentially high levels 
of computational complexity. This view is based on the conjecture that empathic 
mechanisms would outperform rational ones when the cost of rational decision is high. 
It would be interesting to investigate such trade-offs in problem-specific settings, with 
agent teams addressing concrete practically relevant tasks. Our current microworld 
model does not support such requirements.
The conjecture that empathy can provide a superior help trigger when rationally 
motivated help decisions are computationally complex is supported by the intuition 
coming from analogies with psychology, where emotions provide shortcuts to decisions 
in complex situations under time constraints. In this section we describe a simple 
experiment in support of this conjecture, situated in the microworld context. In the 
experiment, we compare the performance of a team of empathic agents versus a team 
of rational agents. The rational agent team is an Action M AP  team as introduced and
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studied in [Nalbandyan, 2011] and [Polajnar et al., 2012]. The agents in the team use 
a rational decision method, called the Mutual Assistance Protocol (MAP) to decide 
whether an agent should perform an action on behalf of another. Both the empathic 
team and the action map team use a bilateral interaction to decide whether a help 
act should take place and the nature of help is also the same (performing an action), 
which facilitates the comparisons. In addition, Action MAP teams had already been 
implemented and studied using the Team Simulator in the same basic microworld 
environment, and their implementations were made available for our experiments.
In an Action MAP agent team, a distributed joint decision is made about whether 
to perform a help act or not. The agent that needs help in performing an action a  
sends to other agents a message that contains its estimation of the team benefit if a  is 
removed from its local plan. An agent that receives this message estimates the team 
loss if a is added to its local plan. The difference between the benefit and loss is the 
net team impact; if this value is positive, the recipient offers help to the requester. 
The requester then picks the help offer with the highest expected net team impact.
In the microworld implementation of an Action MAP team, we simulate the con­
cept of decision complexity in a highly simplified way, by introducing a new parameter 
in our microworld, called the rational decision cost. This parameter is the cost asso­
ciated with estimating the team benefit or team loss of a  help act for rational agents. 
The more complex the decision space gets, the higher the rational decision cost is.
Again, for making the experiments as fair as possible, the procedure of asking for 
help is the same for both empathic and rational agents. They just differ in making 
decisions about performing help acts.
Figures 5.6 and 5.7 show the performance comparison of empathic help team 
against rational help team, for varying disturbance in the environment, with two
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Empathic Team vs Action MAP Team
Figure 5.6: Empathic vs Action MAP team scores for high rational decision cost (40)
Empathic Team vs Action MAP Team
11G 000
Figure 5.7: Empathic vs Action MAP team scores for low rational decision cost (20)
different values for rational decision cost: 20 and 40. As the rational decision cost in­
creases, the performance of the agent team using rational help mechanisms decreases.
Figure 5.8 shows the performance comparison of empathic team vs Action MAP
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Figure 5.8: The performance of empathic team vs Action MAP team
Number of Help Requests
Figure 5.9: The number of help requests in a team
team in a three-dimensional graph where the disturbance and the rational decision 
cost vary.
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The graph clearly shows that empathic agents perform better when the complex­
ity increases in the system. For higher disturbance levels, empathic agents start to 
outperform rational agents faster, compared to the lower disturbance. This is be­
cause in higher disturbance levels, the number of help requests increases (as shown in 
figure 5.9) which itself makes the rational agents perform more calculations, as they 
need to analyse the presumable outcome of each request.
5.5 A nalysis and Evaluation
Now, we go through the experiments we presented in this chapter once more and 
analyse the obtained results.
5.5.1 E m pathy as a Trigger for H elp
In Section 5.3 we observed that empathic agents perform better than various types of 
random helping agents as long as the disturbance in the environment is not too high. 
After disturbance reaches more than around fifty percent, random helping agents start 
to outperform empathic agents.
This crossover occurs because in high levels of disturbance, almost everything in 
the environment is happening on a random basis. It means that there is no logic 
behind the sequence of events in the surrounding world. And when there is no logic 
in the sequence of events, there cannot be any logic for facing those events either. 
No reasoning (whether rational or emotional) can predict anything when everything 
happens just randomly. Therefore, possibly the best strategy for facing a random 
sequence of events is acting at random.
However, for lower disturbance levels (where we have focused our attention), em-
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pathic agents perform better. This result means that empathy, as modelled in our 
experiments, can be an acceptable mechanism for initiating help in a team of artificial 
agents.
5.5.2 E m pathy vs. R ational M echanism s
In Section 5.4 we compared the performance of empathic teams against Action MAP 
teams that are capable of making rational decisions about performing a help act. 
The results indicated that when the decision complexity (rational decision cost) goes 
up, empathic agents outperform rational agents, and when the decision complexity 
decreases, rational agents perform better. We also observed that for growing levels 
of complexity, empathic agents start to outperform rational agents sooner when the 
disturbance is higher.
Rational agents target team performance improvement as a direct goal when mak­
ing decisions. On the other hand, empathic agents do not directly care about team 
performance when they need to make a decision about offering help. In an empathic 
team, performance improvement is an emergent behaviour, or in other words, a side 
effect of the agents’ decisions. Therefore, it is expected that the accuracy of the deci­
sions made by rational agents is higher than those made by empathic agents, regarding 
the outcome of a possible help act in relation to the team performance. However, the 
amount of resources the rational agents need to spend for calculating the outcome of 
an action depends on the complexity of the decision space; but such a dependency 
does not exist in empathic agents.
Having this analysis, it is fairly clear why empathic agents perform better in higher 
complexities and rational agents outperform them in lower complexities. When deci­
sion complexity is low, rational agents can make more efficient decisions by calculating
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the outcome of their actions more accurately while not spending a lot of resources on 
it. But when the decision complexity increases, no m atter how accurate their decisions 
are, the team costs may become prohibitive. In such cases, an empathic mechanism 
that does not directly deal with complexity seems to be a better choice.
5.5.3 Com bining R ational and E m pathic Help
In this subsection, we talk about the possibility of combining rational and emotional 
help mechanisms into a single mechanism that can take advantage of both of them. 
We also discuss the possible advantages of having agents of different types within one 
team. So far in our experiments, agents in a team are identical; meaning that, for 
example, the agents in a team are either all empathic or all rational. Also, in empathic 
teams, the weights of empathy factors and the threshold are the same for all agents; 
which means that all agents have the exact same type and level of empathy.
Observations of real teamwork examples in humans, however, confirm the fact that 
human teams normally consist of people with different personalities. Some individuals 
are more emotional, some are more rational, and those who are more emotional, are 
not necessarily equal in their type and level of emotions. But usually this diversity 
is needed for a human team in order to succeed. This observation can bring up the 
idea that artificial agent teams can also perform better if they consist of agents with 
different decision making mechanisms; or basically, different personalities.
In Section 5.4 we observed that rational and empathic decision making mecha­
nisms, are in fact complementary mechanisms and we can not simply pick one of 
them as the better one. But depending on the level of complexity together with the 
level of disturbance in the environment, both rational and emotional mechanisms have 
the potential to outperform each other.
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Those experimental results reinforce the idea that a team of hybrid agents, capable 
of making decisions based on both rational and emotional mechanisms, could achieve a 
higher performance compared to either empathic or rational teams. As we saw in 5.4, 
at low levels of complexity rational teams perform better, while after increasing the 
decision complexity, empathic teams achieve higher scores. In a very quick analysis, 
we can say that if we had a team of agents that are capable of making rational decisions 
when complexity is low, and empathic decisions when complexity is high, this team 
would probably gain a higher performance than both an exclusively rational team and 
an exclusively empathic team.
The points made in this section, generate a few different ideas and open some 
questions about having stronger agent teams that can possibly achieve a higher per­
formance. First, would it improve the performance of an empathic agent team if the 
level of threshold or the empathy factors’ weights varied for different agents? Second, 
would a team consisting of both pure empathic and pure rational agents, assuming 
that suitable protocols enable them to interact, perform better than a team consisting 
of identical agent types? Third, would a team consisting of agents capable of both 
empathic and rational decision making perform better than other types of teams men­
tioned above? And finally, what are the complexities of modelling such diverse agent 
teams, given that different agent types use different protocols?
Each one of these questions requires a lot of investigation and can be discussed as 
a separate thesis topic. However, analogies in the study of human teamwork suggest 
that modelling each of those speculative agent teams could lead to both a better 




Conclusions and Future Work
We have introduced a model of empathy as a basis for helpful behavior in teams 
consisting purely of artificial agents that collaborate on practical problem-solving 
tasks.
Guided by existing models of natural empathy in psychology and neuroscience, 
in particular the Perception-Action Model, we have identified the potential empathy 
factors for artificial agents, as well as the mechanisms by which they might produce 
affective and behavioral responses. The empathy model is fairly general and allows 
the agents in the team to have individual empathic profiles.
We have then investigated whether the performance of such teams can benefit from 
empathic help between members as the analogy with human teams might suggest.
For that purpose, we have situated a team of empathic agents, endowed with 
a simplified version of our general empathy model, and having identical empathy 
profiles, into a microworld similar to the Colored Trails game, developed within our 
research group to support studies of helpful behavior in agent teamwork, and examined 
the team’s performance through simulation experiments. As a preliminary step, we 
have optimized the parameters of the empathy model using a genetic algorithm, with
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the teamwork simulator providing the team performance score as the fitness value of 
each candidate solution.
The experiments show that, for low to moderate levels of disturbance in the envi­
ronment, a team in which help decisions are based on empathy outperforms a team 
in which help decisions are random, even if we ensure that the overall rate of positive 
help decisions is the same for both teams. These results demonstrate that the em­
pathic mechanisms defined in this thesis are valid triggers for helpful behavior that 
can improve the performance of an artificial agent team.
We have also performed experiments in which the performance of team with an 
empathic help mechanism is compared to a team with a rational help mechanism, 
based on the Mutual Assistance Protocol. Since rational help decisions in the rela­
tively simple microworld do not involve deliberations of realistic complexity, the cost 
of a rational help decision is modelled as an independent parameter. This precludes 
realistic performance comparisons between empathic and rational help, but still allows 
the identification of some general trends. The experiments have shown that rational 
help is superior when the cost of rational decision is low, and is superseded by em­
pathic help as the growing complexity of rational decisions leads to higher costs. That 
result is consistent with the study of natural emotions and empathy in psychology, 
which confirms the positive role of emotions in decision making when the decision 
space is too big and complex. The crossover happens sooner in the case of higher 
disturbance in the environment, suggesting that empathic help can be more effective 
than rational help in unpredictable circumstances.
The model of empathy introduced in this thesis complements and strengthens some 
of our earlier published results, which had provided a framework for the incorporation 
of empathy into artificial agent teamwork. In this thesis we have revisited those
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results, and pointed out the need to complete them by developing a suitable model 
of empathy factors and the formation of empathic responses. Our empathy model in 
this thesis fills that void. One of the results that has been made more complete in 
this manner is the Empathic Behavioral Response Algorithm, which shows how BDI 
agents endowed with empathy can provide different levels of problem-solving help to 
each other, assisting at the level of beliefs, desires, intentions, plans, or executions.
Regarding possible future work in the direction of this research, several ideas are 
worth investigating.
In our discussion of experimental results we indicated that, in order to obtain 
realistic performance comparisons between empathic and rational teams, we need a 
test bed that practically models the real computational complexity. An interesting 
topic in that direction is to design a microworld that has that property and yet 
remains sufficiently simple for effective experimentation. Such a microworld test bed 
could allow one to draw more certain conclusions about the role of emotional (and 
in particular empathic) mechanisms when the cost associated with rational decisions 
becomes too high.
Another possible direction of future work is designing a microworld in which all of 
the empathy factors presented in this thesis can be modelled and practically imple­
mented. The decison to choose only a subset of the empathy factors for experimental 
study was due in part to implementation feasibility issues in the current microworld. 
Since our general analysis indicates that all six empathy factors are potentially useful, 
it would be interesting to investigate whether by modelling the rest of those factors 
one can improve the efficiency of empathic agent teams.
In our experiments in this thesis, all of the empathic agents within a team have 
identical empathy profiles, as determined by the weights of the empathy factors and
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the threshold representing the empathic sensitivity of the agent. However, since hu­
man teams consist of individuals with different types and levels of emotions, an ap­
pealing topic of research is to investigate whether having a similar emotional diversity 
within a team of empathic agents improves their performance, compared to a team of 
identical empathic agents. Since our general model of empathy already supports such 
diversity, the task mainly involves the design of a suitable simulation environment 
and experimentation strategy.
And finally, a very interesting topic for research is the idea of hybrid agents that 
we introduced in Subsection 5.5.3. Such agents that are capable of providing help 
both using empathic and rational decision mechanisms, seem to have the potential 
to outperform both pure empathic and pure rational agents. However, providing the 
sufficient infrastructure for situating hybrid agents and supporting their more complex 
communication protocols requires further research and study.
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