The feasibility of using a three-dimensional fast Fourier transform as the basis for determining the crystal cell and orientation from a single monochromatic oscillation image of a protein crystal has been investigated. The results of tests, carried out for both simulated and real data-sets, are presented and confirm that a practical method of auto-indexing can be developed.
Background
It has been noted in the past, for example by G. Bricogne (E R. Evans, personal communication), that the Fourier transform relationship between reciprocal and real space could be used as the basis of an autoindexing method for obtaining the cell and crystal orientation parameters from an observed diffraction pattern. This paper describes a series of tests carried out to examine whether such a method could have a practical application in auto-indexing protein monochromatic single-crystal oscillation images. Of particular interest was the most demanding case, using only a single image for the cell and orientation determination, and the tests were restricted to this case. In theory, the calculation of a three-dimensional Fourier transform should provide a more direct route to the required solution than the more usual procedures involving the determination and clustering of difference vectors in reciprocal space (Kabsch, 1988; Kim, 1989; Higashi, 1990; Kabsch, 1993) , although a much larger amount of computation time is likely to be required.
There are a number of theoretical and practical issues involved. In the first instance it is necessary to use a fine grid for the Fourier transform as the finer the grid, the less will be the rounding errors in assigning the observed reciprocal-lattice points to the nearest grid points to be used in a fast Fourier transform (FFT) calculation. The fineness of the grid required is critical to the computation time required and is probably the major factor in determining the practicality of the method on today's computers.
Even assuming a sufficiently fine grid can be used, the following problem areas still remain: the very sparse sampling of the reciprocal lattice; the asymmetry of the sampling of the reciprocal lattice; the errors introduced ~) 1998 International Union of Crystallography Printed in Great Britain -all rights reserved by the fact that a finite oscillation angle is used when recording the image; errors in the measurement of the primary beam position, the spot positions and the crystal-to-image distance. The latter two categories of error, of course, affect any method using oscillation images.
The basic procedure
A fine three-dimensional orthogonal reciprocal-lattice grid (parallel to a set of laboratory axes) is defined and a set of reciprocal-lattice points is determined from the observed diffraction data. For each of these reciprocallattice points, an 'intensity' value of 1.0 is assigned for the nearest grid point of the orthogonal lattice. All other points of this orthogonal lattice are assigned intensities of zero. A three-dimensional Patterson function is then computed from the orthogonal lattice using an FFT program and the resulting Patterson function is searched for the vectors to determine the cell and its orientation.
The main programs used in the trials were the FFT and PEA KMAX programs from the CCP4 program suite (Collaborative Computational Project No. 4, 1994) and IMSTILLS from the MOSFLM suite (Wonacott et al., 1980; Leslie, 1992) . A series of programs were also written and used. The calculations were carried out in the following stages.
(i) Find spots (or simulate data). For real data, spot positions were determined from the oscillation image using the program IMSTILLS. For simulated data, a temporary version of the program ROTGEN (Campbell, 1997) was used with modified spots' output routines linked in.
(ii) Create an MTZ file. The nearest grid points to the reciprocal-lattice coordinates were computed from the spot positions data (or read in for simulated trials) and output as reflections in an MTZ format reflection file for input to the FFT program. For real data, the program STILLS_MTZ was used and for simulated data, the program PREP_MTZOSC was used.
(ii) Calculate a three-dimensional Patterson function. A three-dimensional Patterson function in space group P]-was calculated using the FFT program and the map scaled to give an origin peak of height 100.0.
(iv) Find peaks in the Patterson function. The Patterson map was searched for peaks using the PEAKMAX program. A threshold of 20.0 (i.e. 1/5 of the origin peak height) was used for the peak search.
Having found a set of peaks, they were analysed using a number of programs. PVEC and PVEC_REFN were used to select peaks above a requested threshold, find the vector lengths within a requested range and output details of the vectors selected and the angles between them. The PVEC_REFN program carried out some preliminary refinement of these vectors against the reciprocal-space data using a method described by Clegg for refining t vectors (Clegg, 1984) or using a general least-squares procedure. The program CELL_VEC allowed for a search of any solutions for which each of three vectors were within given ranges and were separated by requested minimum angles.
Finally, the program FIND_ORIENT was used to determine the cell parameters and crystal setting from three vectors selected manually from the output of the PVEC_REFN program. These data could be fed into ROTGEN to check whether the correct orientation had been determined.
The FFT grid
Before carrying out any three-dimensional (3D) trials, some initial trials were carried out in one and two dimensions using grids from 2048 down to 512 points with a data resolution of 1.0 ,~, and cell parameters up to about 85 ,~,. Typically a random sample of 5% of the predicted reciprocal-lattice-points data was included in the FFT calculation. As the results seemed promising, the trials were extended into three dimensions. The first trials in three dimensions were carried out using a grid of 512 × 512 × 512 points. Although, again, they looked promising, the computation time for such a 3D FFT was taking around 13 min of CPU time with an elapsed time of around 45 min on a Silicon Graphics Indy workstation (R4600-PC, 100 MHz). This suggested that the method was unlikely to be practical unless a coarser grid could be used and so a grid of 256 x 256 × 256 was then tried. This reduced the CPU requirement to less than 2 min, which was considered to be a reasonable starting point for a practical method. Such a grid was used in all the subsequent examples unless otherwise stated and meets the following requirements: (i) it is about the finest grid which could currently be envisaged as the basis for a practical method because of the computation time; (ii) the grid is a power of two which would be most beneficial for future optimization; (iii) it reasonably matches the size of cell envisaged, provided that reasonably lowresolution data are used for the indexing (see below for further details).
The grid used for the FFT and its relationship to the crystal reciprocal lattice for data of a given resolution are illustrated in Fig. 1 . Let npt be the number of divi-sions in each dimension of the grid and res be the resolution of the data to be used. The cell size for the 3D Patterson function to give vectors of the correct dimensions is given by FFT cell size --npt x res/2.0
The grid spacing rlgrid is given by
where alam is the wavelength at which the data were collected.
The FFT grid corresponds to an index range of (-npt/2 + 1) to (npt/2 -1). The conversion of a reciprocal-lattice point (dimensionless) to the nearest indices (hkl) for the FFT input data is given by
where x, y, z are the dimensionless reciprocal-lattice coordinates for an observed reflection and NINT means take the nearest integer value.
It is probably desirable when it comes to searching for vectors in the 3D Patterson function that the primary cell vectors should be less than half the FFT cell dimension in length. If the FFT grid is to be restricted to 256, then this means that the resolution of the data to be included in the calculation will need to be restricted to give a sufficiently large FFF cell based on the expressions given above. For a cell of 200 .~, the data input would need to be restricted to a resolution of say 3.5 A whilst for a cell of 100 A, 2.0 ,~, data would be suitable. .dmL'm ip-~amm, immrAml mmb.lmmmmmmmmmmmm immimmimmmmm', imlmm,.,, "dmmmmm p'.aimmmlim,tdb:-ammmmmmmmmi immmmmmmm-Aml mmmF'., mmmmm-dmmmm -.mmmuL qmmmmmmmmi immmmmmp" dmmlum-dmLlmmp.m lmmmm-.,~mmmmm, .~mmmmmmma immmmmm, ammmm-.mmmm ,m:dNNL,NNFANO mmmp'.loI.~mmmmmmm immmmm., ommmm-,immmmm,
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Yeast PGM trials with simulated and real data
Two simulated data trials were carried out for a crystal of thc enzyme yeast phosphoglycerate mutase (PGM) (monoclinic, C2, a = 96.2, b = 85.8, c = 81.9 ,,~, fl = 120.5:).
In the first of these, the ideal three-dimensional reciprocal-lattice coordinates were calculated (using a modified version of ROTGEN) for the reflections which would occur on a 2 ~+ oscillation image. In the second case, data were calculated for a 0.75 ° oscillation image again using a modified version of ROTGEN. In this case the reciprocal-lattice points were calculated from the predicted spot positions on thc detector, thus including the unavoidable source of error due to the use of a finite oscillation angle. The procedure was then applied to the first real set of data, a 2.0' oscillation PGM image recorded on an image plate (small image-plate system from MARRescarch, Hamburg, Germany) at the SRS by H. C. Watson and J. W. Campbell. All three sets corresponded to the same orientation of the crystal. A crystal-to-image distance of 250.0 mm was used for the simulated data and the experimental distance of 137.0 mm was used for the real data. The cell dimensions and orientation used for the simulations were those obtained by processing the trial image using the programs of the MOSFLM suite.
The Patterson peaks were analysed as described above and in each case the unit-cell vectors could be clearly seen. Other high peaks obviously resulted from vectors to the C centre, across the cell faces etc. In this example, the cell vectors are all of a similar magnitude and the vectors corresponding to multiples of the unit cell were outside the range examined. Such multiplecell-length vectors were however clear in some of the other examples described below.
The sections of the Patterson map containing the peaks corresponding to the cell vectors are very sparsely populated showing the cell-vector peak with only two or three additional peaks above the peak-search threshold. Details of the section areas around each of the three cell vectors are shown in Fig. 2 in comparison with those for the two sets of simulated data and the real data. It may be noted at this point that the peak for the vector to the C-face centre is higher than that of the a vector and indeed is higher than those of any of the primary cell vectors.
Some of the parameters and results for the PGM trial are presented in Tables 1,2 and 3 along with results from the other real data-sets. As might be expected, the weakest of the three unit-cell vectors in the PGM example was the one lying approximately in the direction of the X-ray beam. The effect of sparser data in this direction and also the finite size of the oscillation angle would be factors affecting such peak heights. The 2 + oscillation angle is probably larger than desirable but it is encouraging that the required vectors are nevertheless still well defined. This is also in spite of the fact that the 3.0 ,~, data used occupied only the central section of an image recorded to 1.8 A resolution, thus reducing the potential accuracy of the derived reciprocal-lattice coordinates.
Somc further tests were carried out using simulated data to examine the effects of different oscillation ranges, errors in the crystal-to-detector distance and errors in the position used for the pattern centre. Oscillation ranges from 0.1 to 3.0 :: were investigated. As the range is increased, there is the obvious advantage of having more spot measurements but this is offset against the grcater inaccuracy in calculating the corresponding reciprocal-lattice coordinates. Table 4 shows the results. It is clear that the greatest effect is on the peak from the a cell vector which is accounted for by the fact that this is the one which is closest to the direction of the X-ray beam. By the time the oscillation angle reaches 2.0 ':, the peak is just below thc value of 30 which was the lowest value normally used when examining the results of the peak search using programs such as PVEC, PVEC_REFN or CELL_VEC; by the time it reaches 3.0 ° no peak above the PEAKMAX thrcshold of 20.0 was found. At the lower end of the oscillation scale, it can bc seen that the maps are more noisy as evidenced by the greater number of peaks found, although this is to some extent offset by extra height in the main peaks. the various oscillation ranges investigated. It can be seen that, for small ranges, the main peak is surrounded by a number of satellite peaks. The results of this trial would indicate oscillation ranges from 0.5 to 1.0 ° as probably being the most suitable. The height of the peak corresponding to the b cell vector is hardly affected by the change in the oscillation angle and that of the e vector is affected in a similar manner to that of a but to a lesser extent. It should be noted that the numbers of spots on images recorded using small oscillation angles will be significantly affected by the mosaic spread of the crystal. For the PGM crystal the relatively large value of 0.3 ° was determined and used in the simulations. It is of course not necessary that the cell vectors from the standard cell be identified; vectors which define another primitive cell may well give rise to stronger peaks in the map as did the vector to the C-face centre for the real PGM data and as was found for example in the pig serum transferrin case described below. The effect of errors in the crystal-to-detector distance was also investigated and the results are shown in Table  5 . Even large errors of 10% in the distance had little effect on the peak heights found. As would be expected, the changes in the determined cell parameters are basically proportional to the change in the crystal-todetector distance used, although, again, in the case of the closest cell vector, a, to the X-ray beam, the change in the cell vector tended to be slightly greater than that estimated from just a proportional change.
For testing the effect of potential errors in the pattern centre position, errors of up to 2.0 mm along the two detector axes were considered. The results are presented in Table 6 . The peak heights are not adversely affected by shifts of up to a millimetre from the true centre. The determined cell vectors are significantly affected in a way which is likely to depend very much on the directions of the vectors with respect to the laboratory/ detector axes, and which will introduce significant distortion into the shape of the determined cell. For an automated procedure it will be necessary to carry out a refinement of the pattern centre position before attempting cell reduction although this is not peculiar to the method being described. The effects are likely to be more serious for larger cells.
Results from other real data-sets
Indexing trials were carried out for oscillation images from five further proteins. These were HEWL tetragonal lysozyme (LYS), prismane protein (PRI), pig serum transferrin (PST), Narcissus pseudonarcissus lectin (NPL) and orthorhombic insulin (INS). All the data used were collected on the Daresbury SRS on MARResearch image-plate or CCD (charge-coupled device) detector systems. The LYS, PRI and PST images were collected by E. M. H. Duke and the NPL and INS images were collected by P. J. Rizkallah and M. Z. Papiz. The reference cell parameters given are those obtained from in-house processing of the data using the MOSFLM suite of programs. The parameters used for the recording and processing of the images (one from each data-set) are shown in Table 1 . A grid of 256 x 256 × 256 was used for the FFT calculation in each case. In all cases the peaks in the Patterson function were elongated in the direction of the X-ray beam, presumably because of the lower resolution of the recorded reciprocal-lattice data in that direction.
The peak heights from the cell vectors for the various cases are given in Table 2 which shows that generally peaks with heights of 30 or more were found for the expected vectors. In both the LYS and PRI cases, all the desired vectors showed up well. The PST crystal (C-face centred, monoclinic cell) gave rise to the only case where one of the cell vectors (the a-axis vector) could not be detected. On the other hand, the vector to the face centre gave a strong peak and the choice of this vector with the two other clearly identifiable cell vectors gave a valid primitive cell. In fact, this same cell was found when using W. Kabsch's version of the REFIX program from the MOSFLM suite for processing the data. The FIND_ORIENT program was used to determine the crystal orientation for this primitive cell and a simulation using ROTGEN gave a good match to the observed image. The procedure was repeated usin~g 3.5 ~, data with a 256 × 256 x 256 grid and also 3.0 A data with the finer 512 × 512 × 512 grid. In both these cases, the a vector could be seen. The NPL data collected on the CCD system gave reasonable peaks for the cell vectors. The INS data were collected in narrow q9 slices of 0.1 ° and, as in the other cases, a single image was used. Given that the cell was orthorhombic, the cell dimensions were readily determined.
The results of the cell determinations are shown in Table 3 together with reference values for comparison. With the current refinement procedures for the individual t vectors, the examples show errors of up to about 3% in the lengths of the cell vectors found and up to 3.7 ° in the cell angles.
Performance improvements
To make the method more practical, further attention has been focused on how the most time-consuming part of the calculation, the calculation of the 3D FFT, can be speeded up. This can be performed in the following ways.
(i) By using powers of two for the number of points in the FFT grids and by using FFT routines which are optimized to handle such cases. The original trials were carried out with such grids in anticipation of such a development.
(ii) By making use of the fact that the data are very sparse with a consequent large reduction in the number of one-dimensional Fourier transforms which need to be computed during the overall three-dimensional FFT calculation.
(iii) When the standard FFT program is used, the elapsed time is much longer than the CPU time because of the amount of I/O required. By writing code to carry out the peak-searching process along with the FFT calculation, the I/O time can be, for the most part, eliminated. Using a peak-search method based on that in PEAKMAX, only three sections need to be stored in memory at any one time.
A set of C functions has been written to carry out the required FFT calculations and peak searching. These use a set of one-dimensional 'power of two' FFTroutines based on code published in Numerical Recipes (Press et al., 1989) modified to use precalculated weighting tables which increase the calculation efficiency for repeated FFT calculations with the same number of points.
Using a laboratory axis coordinate set with X along the X-ray beam, Z along the goniometer rotation axis and Y completing the right-handed coordinate set, let the total number of grid points along each axis be NX, NY and NZ, and the grid coordinates of the nearest grid point for the reciprocal-lattice coordinates derived from a spot be ix, iy, iz. The three-dimensional FFT calculation then comprises the following stages. (a) For each set of spots with the same ix and iz, clear an array of NY points, set values of 1.0 at the iy grid point for each spot within the set, calculate a one-dimensional transform along Y from this array and store it together with its ix and iz coordinates. (b) Sort these stored transforms into order by ix and iz grid coordinates. (c) Then for each Y section required (from 0 to NY/2): clear a two-dimensional array which will hold the section with X as the faster-moving index and Z as the slower-moving index;
for each ix grid point for which one or more stored transforms are present, clear an array of NZ points, copy the values from the grid points iy for each such transform to the grid point iy in this array, calculate a onedimensional transform along Z from this array and copy it to the appropriate points within the section array; for each of the NZ grid points, calculate the final onedimensional transforms along X accessing the data of the section array in place.
Three arrays are used in sequence for successive transforms and, as each section is calculated, the peak searching is carried out. Appropriate duplication of points or sections at the boundaries of the 3D grid is performed where needed. The peak-search algorithm is essentially the same as that used in the program PEA KMA X.
For the PGM data-set with 278 reflections, the elapsed time for the 3D FFT calculation and peak search is "~. 28 s on a Silicon Graphics Indy workstation (R4600-PC, 100 MHz). On a Silicon Graphics Origin 200 system (R10000, 180 MHz), the elapsed time is as low as --~ 8 s.
These times show that the method is feasible in practice with these high-performance workstations.
Even better refinement of the cell parameters can be envisaged using a Levenberg-Marquardt nonlinear least-squares procedure. A set of refinement functions has been written using routines derived from those in the SLA TEC Common Mathematical Library to enable this to be carried out.
Conclusions
The results confirm that the 3D FFT method provides a feasible basis for developing an auto-indexing program for single oscillation images. Work has started on developing a complete program, which will bring together all the steps required and provide an X-Windowsbased interface to the user. It is also intended that such a program will be able to work in communication with the PXGEN graphical user interface (Kinder et al., 1996) used to control data acquisition on stations 9.5 and 7.2 at the Daresbury SRS.
As with other auto-indexing or orientation-determining procedures, it is important to have good values for the centre of primary beam position and the crystalto-image distance if good cell parameters are to be obtained.
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