Abstract -In this paper we address issues related to the de nition of \faults", \errors" and \failures"
Introduction
Functional testing, de ned here as the process of evaluating the functions of computer systems and software products to assure that they meet pre-speci ed requirements, constitutes an integral and important process in the development of computer systems and software products. Functional testing, as most of the processes involved with the computing systems, has a number of diverse aspects. The major contribution to the diverse aspects of functional testing is what is commonly referred to as a \bug", which may be discovered, corrected, and attributed to di erent processes of the development of a system. For example, a \bug" observed during the execution of a program can be attributed to software, hardware, logic design, technology, manufacturing, etc., and depending on the process involved di erent aspects of the testing may be uncovered. Due to the plurality of the processes involved with functional testing, in most cases, researchers consider issues related to some processes and exclude others. For instance, a researcher may consider issues concerning the functional testing of the processes involving logic design and microcode development, and exclude other processes involving technology, power supply, packaging, cooling, software, manufacturing, etc.. At no exception, our studies in the past ve years have been concentrated in the general topic of \error" prediction models, see for example 1], and their relation to the \bugs" (also referred to commonly as \errors", \defects", \faults", etc.) to be experienced by a development team during the design and implementation of a computer system. In particular, we were concerned with two development teams, namely, the logic design and microcode development teams.
One important issue, often neglected and not discussed in the literature, is the choice and validation of the data used in the research of functional testing. In this paper, we discuss the procedure we used to choose and validate the \error" data in our studies. As it will become obvious from the presentation to follow, the choice, extrapolation, and validation of data (even though necessary) was more involved than originally anticipated providing a partial justi cation why most researchers accept the data \as is". In any case, we hope that our experience provides some general guidelines for procedures in the maintaining and using the \error" data and precise de nitions that allow at least a uniform treatment of \error" data in the future.
Before we proceeded in the investigation of the di erent aspects of functional testing in the development of computing systems, we considered of extreme importance to provide the answer to the following questions:
What constitutes an \error"?
Can an \error" be attributed to the di erent development processes?
Can \errors" be separated to the di erent development processes?
Which historical data sources contained information pertinent to the aspects of interest regarding functional testing?
How can the \errors" be attributed to the functional testing, after the source of historical data is established?
Is the \error" data extrapolated from a historical source accurate and representative of the aspects of the process under consideration?
The answers to the previous questions for our application will be found in the sections to follow. The organization of the discussion is as follows: First, we describe what we considered to be an error, fault and failure, and discuss the separability of errors. Consequently, we discuss issues regarding the historical data sources and the data accuracy. Finally, we describe a database, denoted as the library sub-system, that we considered as the most appropriate for our research, the extraction of the \error" data using a fuzzy logic question answering system 2], and nally we establish a con dence level for the accuracy of the error data.
Errors and Separability of Errors
In this paper, we adopt the predominantly accepted de nition for failure, fault and error proposed by A. Avizienis and J. Laprie 3] which indicates that:
\A system failure occurs when the delivered service deviates from the speci ed service, where the service speci ed is an agreed description of the expected service. The failure occurred because the system was erroneous: an error is that part of the system state which is liable to lead to failure. The cause-in its phenomenological sense-of an error is a fault. An error is thus the manifestation of a fault in the system, and a failure is the e ect of an error on the service."
During the development of a computer system, when a deviation from the expected service (a failure) is detected, the state of the system (the error) causing the failure is determined and an attempt is made to correct the cause/causes (faults) leading to the unwanted system state. Given that there are a number of processes associated with the development of a computer system, determining which process is responsible for a fault constitutes a di culty that need be overcome/ in order to resolve the failure (e.g. an architectural deviation in a computer system implementation may be the result of a fault introduced in manufacturing, logic design, circuit design, etc. and the resolution of failure requires establishing the \responsible" development process). To be able to attribute faults to the di erent development processes, it is required to be able to categorize the di erent kinds of faults, and to separate and attribute the faults to the di erent processes. A. Avizienis and J. Laprie 3] categorized the logic circuitry faults, the subject of our general interest, into:
1. Physical faults due to external in uences (e.g., power supply uctuations, electromagnetic interference, radiation) and common weaknesses in the manufacturing process.
2. Design faults introduced by human mistakes and faulty design tools, as well as by ambiguities and errors in the initial speci cations.
Clearly, the categorization of faults alone is not enough to serve the purpose of collecting data for the development of a model. Separation and attribution of faults is important as clari ed by the following scenario: Assume that we are interested in the logic design process, thus we should be able to separate which faults are associated with physical faults as they are not part of the design faults. Furthermore, we should be able to distinguish logic design faults from faults associated with the tools for the same reasons. In other words, we should be able to distinguish which faults have been introduced by the logic design team, and which were not. The separation of faults can be achieved by considering the following:
The group of people participating in a development e ort of a system is sub-divided into teams.
Each team is responsible for a particular process.
Teams communicate with pre-de ned speci cations.
The underlined assumption among teams is that pre-de ned speci cations will be met.
When a failure (resulting in the detection of an erroneous state, i.e. an error) has been discovered, the team responsible for the process that presented the failure, will correct the fault/faults.
The essence of the previous statements is that an error/fault can be associated with a particular team as it requires the intervention of the team for its resolution. The suggestion here is that the responsibilities of a team is a key contributor in separating and attributing errors/faults, and that the intervention of a particular team to resolve an error/fault can be used to separate and count the errors/faults. Clearly, errors that require the intervention of multiple teams could (and in our opinion should) be considered the manifestation of multiple faults.
The Dilemma of the Error Data
In order to develop an \error" prediction model for computer implementations, it is often required to conduct research based on historical data (needed to derive and validate the model). Two sources of databases containing historical data, denoted here as \error tracking" libraries and \bookkeeping" libraries, have been used in the past by researchers for the development of \error" prediction models in software and microcode processes, see for example 4, 5, 6] . The rst source, denoted here as \error tracking" libraries, are usually established during the integration of a system to report defects and track their resolution. The second source, which we will refer to as the \bookkeeping" libraries are usually created in the beginning of the development cycle to manage the revision of the code and to maintain information regarding the development processes.
The dilemma regarding which library to use is not so much which library is the most representative of the development process, both are considered representative by a number of researchers, but rather which of the two libraries contains the most accurate data. Such a dilemma is seldom discussed in the literature as either researchers have available just one of the libraries, or it is assumed that there are no accuracy problems.
The \error" tracking libraries are usually established during the integration of a system to report defects and track their resolution, and library entries are established as follows: When a deviation of a pre-speci ed behavior has been established, an entry is created. Such an entry usually corresponds to the report of an observed deviation (i.e. the entry represents the description of a failure), or the description (in a number of cases the partial description) of the machine state that leads to a failure (i.e. the description of an error). The bookkeeping libraries are usually created to maintain information regarding the development processes and they are initiated in the beginning of the development cycle. Library entries are established, in addition to reasons unrelated to functional testing, for the correction of faults in the form of changes (e.g. adding newly developed code, updating comments after code is developed, updating code containing the code itself, etc.). Consequently, faults can be accounted by examining the number of changes.
Clearly, the two databases are di erent and they may face di erent types of accuracy and representation problems. In discussing the accuracy of the data, we begin by considering a common accuracy problem: An error is the part of the system state which is liable to lead to a failure, suggesting that experiencing no failures does not imply the absence of errors, and thus the absence of faults. This introduces the rst inaccuracy in developing models based on historical data, as those data re ect only the discovered errors, an approximation of the total number of errors and faults existing in a product. Second, the libraries available today may not take into account the severity of the errors/faults, an important parameter in scheduling the development, because they attribute the same weight to all library entries.
Regarding the \error tracking" libraries, multiple failures may correspond to a single fault but logged multiple times in the libraries(the opposite also holds true). Also, the error keeping begins usually long after the initial design and entry of components, implying inapplicability to the entire development process. Additionally, in instances, it becomes a means for communication among groups rather than a mean of future studies to understand the development process. As a formal process, there may be a reluctance of di erent groups to report errors and rather rely on private communications. The implications here is that the libraries partially re ect the development of a system and in instances they may contain misleading data. Furthermore, in occasions, some individuals, primarily due to misunderstanding, may report nonexisting errors. An example of this is the case in which individuals misinterpret the output of test cases and confuse tool errors for design errors. Additionally, reporting an error in a unit that appears to belong to the responsibilities of a certain group may not be true and thus a concatenation of error entries may occur until the faulty unit is established resulting in multiple entries of an error. This may not be always trackable, depending on the set up of the library, resulting in multiple counting of the same error.
The previously discussed problems are not encountered in the bookkeeping libraries. The advantages and problems with this type of libraries rely upon the following:
Bookkeeping libraries are developed and contain information that is necessary for the development (e.g. provide the security and structure to the process of building the hardware design and microcode by controlling the access to the data les, and maintaining the most current copies of data les).
Entries always correspond to the faults as the correction of faults require changes and changes are reported as entries and counted as faults (this clearly implies one change one fault not a necessarily true conclusion) and as most other libraries it does not account for the severity of faults.
The bookkeeping libraries begin early in the development process, thus they can be considered as representative of the entire development cycle.
It is more di cult, if not entirely impossible, to confuse design with other errors as the observed changes are part of what is used as the design of the system.
There is no multiple logging of failures or faults.
Given that a failure may be of the consequence of multiple faults, it is more representative of the \bugs" encountered during the development of a product.
From what has been discussed so far, we concluded that bookkeeping libraries o er a better approximation of history regarding the testing of computer systems. There is however a major drawback: bookkeeping libraries are not designed to keep track of corrections of faults in a system. Thus, it may be di cult to extract the entries of libraries reporting changes in the design. The major challenge with this type of library, and at no exception, the libraries at our disposition, is to be able to answer the following question: Can the number of changes be extrapolated with an acceptable approximation? Before proceeding to answer this question, we discuss the library sub-systems, as the existence of this question and its answer is entirely dependent on the library set up.
Collection of the Microcode and Hardware Library Data
Three databases are considered in this study created during the microcode and hardware development of the IBM 4381 and 9370 computer systems. The microcode libraries of the IBM 4381 and 9370 computer systems, which are similar in structure, are accessed by a set of commands that allow a user to add a data le to the library (PUT command), to retrieve an existing le, (GET command), and to perform other type of maintenance to the library such as compile and release the code. A sequence of GET/PUT commands is usually used to retrieve, modify and store a le back in the library. The libraries described here allow other commands as well and maintain additional information not pertinent to our discussion. All transactions to the library are automatically recorded by the system. A comment eld of 40 characters accompanying a GET or PUT command was used to allow the user to describe the reason for issuing the command. The comments are lled by the developers to document the reasons for accessing a data le from the library and placing it back. This eld is considered to be a key factor in assessing the relevancy of a library access to functional changes, since there was no other means of explicitly stating whether the entry pertains to functional changes. In addition to the above information, a library record contains a STATE eld indicating the state of readiness of a data le with respect to the four test phases, namely, component test, unit test, sub-system test and system test.
During the analysis of the microcode bookkeeping libraries, each record was classi ed into one of three categories, namely Irrelevant, De nite-Change and Possible-Change. The records in the Irrelevant category include all \routine" entries, such as \GET", \Promotes", \History", etc.. The records in the De niteChange category include the PUT entries which were promoted from the component test to the system test phase in three days, or less. This assumption is based on the notion that the new code was submitted to the library in an expedient manner as a mean to x or patch an outstanding problem that was found during the system test phase. This category also includes the PUTs which are identi ed as patches (i. to object, or load les). The records in the Possible-Change category include all PUT entries which are not included in the De nite-Change and Irrelevant categories. This is based on the assumption that a PUT possibly signi es a change in the design because it is applied to re-submit an existing data le back into the library after it was retrieved by a GET. Table 1 shows the breakdown of the IBM 4381 microcode and hardware, and the IBM 9370 microcode PUTs into possible and de nite changes.
4 Analysis of the Bookkeeping Libraries by the Question Answering System Table 1 indicates that the majority of the database records belong to the Possible-Change category. Given that the database is written by humans, in order to determine if the possible changes are indeed functional changes or routine accesses, we developed a database question answering system based on fuzzy logic described in 2]. The question answering system analyzes the comments written in a spoken language and determines whether the comments are related to a particular subject of interest. The system is depicted in g. 1.
In g. 1, the \Unique Word Generator" generates an alphabetically sorted list of all unique words contained in the comments of the PUTs in the Possible change category of the IBM 4381 microcode and hardware libraries. The \Word Processor" requires the manual processing of the words and the automatic examination of the database. During this manual process, the list of the unique words generated by the \Unique Word Generator" is analyzed in order to extract and place potential \relevant" words to functional testing in a table which is referred to as the replace table . We considered relevant words the words that are likely to be used in describing a functional change, such as \error", \ x", \bug", \change", etc.. The replace table contains two columns, the rst contains the words as they appear in the database, and the second contains the synonyms corresponding to the words that appeared in the rst column. All words in a database that match the rst column of the replace table are replaced by the words on the second column and all other words are deleted. As a result of this analysis, new \comment records" are generated and a second database is established. This database, which is referred to as the modi ed database, contains the words that are only present in the replace table. Using the Unique Word Generator and operating on the modi ed database, the list of all unique words in the modi ed database is generated, and it is referred to as the relevant word table. Subsequently, each word of the relevant word table is assigned a con dence value; a value between zero and one, which represents the degree of likelihood that a relevant word is used to describe an action associated with functional testing. Assigning a con dence value to a word may be achieved in many ways including surveys of participants in the creation of the database which was the case in our investigation. Several hardware and microcode developers were asked to attribute a con dence value to each word in the word table which re ected his/her perception of the usage of that word, when used in a comment, in describing a functional error, a bug, or a change. Thus, for any given word, a multiplicity of values were collected corresponding to the opinion of people. To construct the membership grades for each word in the relevant word Using the clustering algorithm, the elements of a fuzzy set are grouped into separate clusters, and the population sizes and their mean are determined for each individual cluster. Then, the mean of the entire fuzzy set is evaluated and adjusted based on the population sizes and the mean of the formed clusters to form the CFEV value of each word in the relevant word list. A detailed description of the CFEV can be found in 10]. The CFEV algorithm computes the fuzzy expected value by:
In equation 1, W A is the mean of all responses to a particular word, N is the number of responses, m is the number of clusters produced from the data for each word, N i is the number of responses in a cluster i and W Ai is the mean of cluster i.
Based on the CFEV value of each word in the relevant word lists, the con dence of the comments in the libraries are computed based on 2] as follows: The \Fuzzy Evaluator" operates by analyzing each comment within the \modi ed database" in conjunction with the list of words in the \relevant word table", and the degree of con dence associated with each word.
1. For a comment with no relevant words, a con dence of zero is assigned to the entire record.
2. For a comment with one relevant word, the CFEV value of this word is assigned to the entire record.
3. For a comment with two relevant words, the con dence value of the entire record was based on the following function A (w i ; w j ) = 1 1 + ce ?k(wiwj?l 2 )
In equation 2, A (w i ; w j ) is the membership function attributing a degree of con dence with regards to A (functional testing) for a comment, where, w i and w j are the con dence values associated with two individual words i and j appearing in the same comment, k is a constant greater than 0, l is a constant between 0:0 and 1:0 indicating that words r that having con dence value w r > l are considered to favorably describe the subject of interest, while words having w r < l are considered to adversely describe the subject of interest, and words with w r = l are considered to be \neutral". The parameter c is de ned as c = 1?m m , where, m = wi+wj 2 (i.e. the average con dence of the two words i and j).
4. For a comment with more than two relevant words, the con dence value of the entire record may be computed by:
The operator , for any given i, applies equation 2 with possible inclusion. The inputs to equation 2 are the con dence values attributed to words i and i+1, and the output value of for all the i's between 1 and including n-1 is a set of con dence values. Consequently, a con dence value is attributed to a comment by applying the following algorithm.
Step 1: If there exists at least one element in the set produced by that exceeds a given threshold value 0 and the average of all pairs is < l, then the con dence value of the comment is assumed to be the MAX con dence value present in the set.
Step 2: If step 1 does not hold true, and if there exists at least one element in the set produced by , less than a given threshold value, 1 and the average of all pairs is < l, then the con dence value of the comment is assumed to be the MIN con dence value present in the set.
Step 3: If neither step 1 nor step 2 holds true, then the con dence value of a comment is assumed to be equal to the average of the con dences.
The detailed explanation of the above algorithm can be found in 2]. There are three validations to be made regarding the accuracy of the number of changes, considered in this presentation as faults, namely:
1. The accuracy of the tool 2. The accuracy of the tools in the library entries considered to report possible changes 3. The overall accuracy of the data To answer the questions, it is of interest to operate on representative data and measure the accuracy by measuring the tools' responses with the expert human assessments. While human assessments can be subjective in the absence of better library systems and the potential inability of creating \objective" entries in future libraries (library entries will always re ect the opinion of the person determining the \meaning" of what constitutes an entry to the library before an entry is established) they represent the best approximation.
In attempting to answer the above questions without resorting in manual evaluation of the entire databases, an upper bound of comments to be evaluated manually by a human expert in the eld had to be established. With the man-power and time at disposition, we decided to evaluate no more than 10,000 comments. In determining the experimental databases, we proceeded as follows: First, we extracted the pro les, in terms of number of words, of all the databases in the library, before and after the application of the tool. It was immediately observed that after the application of the tool the comments with zero relevant words were as low as 19.45%, and as high as 39.99% (see table 3 ). This discovery provided a complication in the composition of the experimental databases. Given that, the percentages indicate that as much as 40% of the entries have been considered to be routine accesses (i.e. they have zero relevant words) by the tool, it was imperative to guarantee that the tool was highly successful in excluding these comments imposing the consideration of more comments containing zero relevant words than initially anticipated.
The previous discussion was incorporated in the three databases (DB1, DB2 and DB3) with their composition described in We considered almost half the comments (45.12%) of the IBM 4381 hardware.
We considered more than one fth comments (22.02%) of the IBM 4381 microcode.
We considered only 2.15% of the IBM 9370 microcode.
Clearly, the experimental database extrapolated from the IBM 9370 microcode as indicated earlier can be argued to be non-representative.
Even though the composition of the databases did not re ect the actual characteristics, we have evaluated almost half the comments in the IBM 4381 hardware and more than one over ve of the IBM 4381 microcode suggesting that if the tool was close to the human evaluation, then the con dence associated with the success of the tool should be high.
The composition of DB1 and DB2 (especially DB1) reported in table 6, suggest that we have evaluated more than satisfactory comments with zero relevant words (we considered 71.72% for DB1 and 48.09% for DB2 of the comments with no relevant words in the entire IBM 4381 hardware and microcode databases). Furthermore, for at least DB1, we have operated on substantial overall percentages of all the comments (table 6 ). For DB1, we considered for examination 33.82% of the overall comments left in the entire IBM 4381 hardware database after the examination containing one relevant word, 39.10% containing two relevant words, and 44.12% containing three or more relevant words. jTool -Manualj 0.96% 0.06% 1.48% 2.21% 0.63% 0.59% Table 7 : Tool Versus Manual Evaluation
The previous discussion suggest that high degree of accuracies in DB1 of the tool suggest a high degree of con dence in the nal outcome for at least in the IBM 4381 hardware database and potentially by extension a high degree of con dence to the other libraries shown similar accuracy of the tool. In conducting the discussion of the experimental databases, it should be noted that we were interested in the overall accuracy regarding the closeness of the evaluation to the human evaluation. In other words, we wanted to evaluate the percentage of records that correspond to functional changes versus the percentage of records that did not, and to evaluate the closeness of the percentages between the tool and the manual evaluation. To evaluate the tool accuracy, it is necessary to rst evaluate the tool error and consequently use such an error to represent the disagreement between the manual evaluation and the tool and produce the agreement between the two evaluations which constitutes the tool accuracy. The tool accuracy can be found in the rst row of table 7, which was compiled to include the following as tool errors:
The tool is in error when it includes comments that are not considered as functional changes by the manual evaluation.
The tool is in error when it excludes comments that are considered by the manual evaluation as functional changes.
The ndings indicate that the agreement between the tool and the manual evaluation is as low as 95.70%, and as high as 96.09% (for the three experimental databases DB1, DB2 and DB3). This indicates that the tool is very accurate in its decisions to separate the database entries in relevant and irrelevant to functional testing regions. Finally, it is of interest to identify if a database is pertinent to the functional testing by establishing the percentage of pertinent comments to the functional testing. The second and third row of table 7 report such percentages for the three experimental databases (DB1, DB2 and DB3) for functional changes computed for the tool (second row) and the manual evaluation (third row). The fourth row reports the absolute value of the deviation between the tool and the manual evaluation. The ndings indicate that the tool and the manual evaluation are very close among each others indicating that the tool can be used to establish the relevance of a database to the functional testing. Given that the excluded comments were a concern, in table 7(columns DB1.0, DB2.0, and DB3.0) we also report the result of the evaluation for the comments containing zero relevant words. Given that the lowest percentage is 97.79%, it can be suggested that the tool when it considers entries as routine accesses to the database, then there is a high degree of certainty that they are indeed routine accesses. In conclusion, the experimentation strongly suggests that the tool will operate more than satisfactory. We note here that we performed additional experimentations regarding the actual database composition and overall validation. The results are in accordance with what is reported here. The interested reader is refer to 11]. 6 
Conclusion
In this paper, we rst identi ed a number of issues related to the functional testing. In particular, we addressed the issues related to the de nition of \faults", \errors" and \failures" and their separability to the various development processes, the dilemma of the research data and the choice of the database that provides the most con dence in the re ection of the entire development cycle. Consequently, we discussed the assessment of the IBM 4381 microcode and hardware and the IBM 9370 history libraries, two databases containing more than half a million records, and established their relevancy to the study of functional changes by applying a fuzzy reasoning database question answering system 2]. As a result of this assessment, it was concluded that the libraries are pertinent to functional testing based on the percentages of the relevant records in the IBM 4381 microcode and hardware and the 9370 microcode bookkeeping libraries and the error data used for example in 1] were extracted. While the con dence associated with the tool and the overall data could be considered to be high, we caution the reader to consider the nal results of our analysis as an approximation of the error data. As a nal note, we indicate that in the absence of better databases and a precise common methodology, approximations is what can be done today in the arena of error data. We hope that the investigation reported in this paper will help in the discussion for future improvements, related to the maintaining of databases, and provide grounds for discussion to achieve a common methodology in maintaining commonly acceptable good error data so that extensive and complicated extrapolations and validations of approximately good error data is avoided. 
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