Introduction
Statistical analysis methods for neuroimaging data are instrumental in detecting condition induced structural alterations. Available methods can process high number of measurements with complex spatial correlation and construct effect maps, for example, in the form of detailed volumetric (Ashburner and Friston, 2001) or surface-based (Greve, 2011; Fischl, 2012) maps that highlight changes statistically related to the condition. Effect maps are often used at the population level, where at each measurement, maps indicate statistical relationship between the condition and measurement across the entire population. Either a group analysis technique (Ashburner and Friston, 2001; Krishnanet al., 2011; Worsleyet al., 1997) or a machine learning based predictive model (Arbabshirani et al. Calhoun; Gaonkar and Davatzikos, 2013; Mwangi et al., 2014; Rahimet al., 2015; Ganzet al., 2015) is used to compare two cohorts of subjects, one showing the condition of interest and the other not, and estimate relationships. Population-wide effect maps constructed with existing methods have already provided valuable information on anatomical footprints of various diseases, e.g. (Thompsonet al., 2001a; Rosaset al., 2002; Burtonet al., 2004) , lifestyle choices, e.g. (Garrido et al., 1993; Miller and OCallaghan, 2003; Kanai and Rees, 2011) , as well as genetics and inherited traits, e.g. (Watkins et al., 2002; Peper et al., 2007; Thompson et al., 2001b) .
Information provided in population-wide effect maps is useful, however, not subject-specific. When we consider a measurement extracted from a specific subject, population-wide effect maps do not tell us whether the measurement shows disease effect. Therefore, possible analyses on the extracted measurements are limited to population-wide questions. In order to perform subject-specific analyses, methods that can detect subject-specific effects and construct corresponding maps are needed. Furthermore, methods that can do this diagnostically, i.e. without having information on the presence of the condition for the subject, would be highly desirable. Constructing subject-specific effect maps in a diagnostic manner can have multiple applications. In clinical and neuroscience research, subject-specific detections can be used for stratification and identification of subpopulations (Iqbal, 2005) . In engineering research, machine learning tools are often "black-box" components. Subject-specific maps can facilitate model improvement by allowing to analyze cases where methods fail. Lastly, for clinical practice, subject-specific detections can help in diagnosis and grading.
There has been previous attempts to detect subject-specific effects by extending group analysis techniques, particularly using one-vs-all analysis (Maumet et al., 2013 (Maumet et al., , 2016 . This avenue is promising as the theory developed in group analysis can be applied. The main drawback, however, is the difficulty in applying this approach diagnostically, as condition information for the subject is needed in the analysis.
The main approach for detecting subject-specific effects in a diagnostic fashion is predictive modeling, in particular linear binary classifiers. When trained binary classifiers are applied to a new subject data, algorithms can readily output subject-specific effect maps without algorithmic modification. Despite their availability, these methods are rarely used for this purpose in practice. We believe one of the main reasons for this is that resulting subject-specific effect maps are often "noisy". Detections form isolated small islands and can be dispersed to areas that may not be involved in the condition. We illustrate this with an example in Fig. 1 in the context of Alzheimer's disease. Alleviating the noise problem can facilitate subject-specific analyses of neuroimaging data.
In this article, we present a reconstruction method, named RSM (Reconstruction Subject-specific effect Maps), for improving subjectspecific detections of binary classifiers. A main source of noise in subject-specific detections is sampling error associated with using finite training sets to train classifiers. The proposed method reduces this noise by using a Bayesian formulation with a prior probability model formulated as a Markov Random Field (MRF), whose parameters are estimated from training data, and solving a Maximum-A-Posteriori problem. RSM is a generic wrapper-type algorithm and can be used with various binary classifiers. We demonstrate RSM's use with four different models: element-wise Gaussian mixture models (ew-GMM), Support Vector Machines (SVM) (Cortes and Vapnik, 1995) , Logistic Regression with L 2 and L 1 regularization (LR L 2 and LR L 1 ).
We focus on spatial maps of image-based measurements where local measurements are extracted densely at multiple points from the brain. Examples of such maps are voxel-wise gray matter density (Ashburner and Friston, 2001 ) and surface-based cortical thickness maps (Fischl, 2012) . RSM can also be applied to other types of measurements, such as volumes of multiple anatomical structures, but it is especially designed for high-dimensional measurements with spatial context and makes use of the associated correlation structure. Although our interest is in neuroimaging, the method is not specific to the brain and can be used with other anatomical structures.
We first describe the proposed method in Section 2 and then evaluate it in Section 3. We performed evaluations both with synthetically generated data, where ground truth information is available, and data from the Alzheimer's Disease Neuroimaging Initiative (ADNI), where the goal is to detect structural alterations due to Alzheimer's Disease (AD). We present quantitative results focusing on improvements in detection accuracy due to RSM. On the ADNI dataset, we present a correlation and a reliability study. The former analyzes correlation between subjectspecific detections and auxiliary measures such as Mini Mental State Examination scores (MMSE) and Cerebrospinal Fluid amyloid-β (CSF a-β) measurements. The latter evaluates reliability of detections in the longitudinal setting. In both, we focus on the benefits of the proposed method by comparing detections obtained with and without using RSM for the different classifiers. In order to provide a bench-mark we also compare detections with an outlier detection method. We conclude with a discussion in Section 4.
Method
The proposed method is a statistical technique to analyze measurements across individuals. In the following we will assume that measurements extracted from different individuals are spatially normalized, which means they are aligned with a common template and corresponding measurements can be directly compared. Such normalization can be achieved, for instance, using publicly available tools, such as SPM and Freesurfer. 
Subject-specific effect maps
We denote with vector f ¼ ½f 1 ; …; f d 2 ℝ d a set of measurements extracted from a subject's image. Some examples for f that are widely Fig. 1 . Subject-specific effect maps of Alzheimer's Disease (AD) extracted from cortical thickness map of a patient with AD using different binary classifiers. We used the ADNI dataset to train the binary classifiers to distinguish between AD patients from healthy elderly using cortical thickness maps of the left-hemisphere extracted using Freesurfer from T1-weighted Magnetic Resonance Images (MRI) (further details on this dataset and the experiments are provided in Section 3). In the figure, we show subject-specific AD-effect maps for a case subject who was not in the training set. Regions highlighted with yellow are locations where algorithms suggest condition effects with yellow indicating highest degree and red lower. No thresholding is applied and for visualization the same colormap is used for all. Underlying is the inflated left-hemisphere surface with sulci and gyri indicated with different gray levels. Maps have numerous isolated islands highlighting areas that are not always associated with AD in the literature. However, they also highlight areas that are known to be associated with AD, such as the medial temporal lobe or entorhinal cortex. This is promising since it suggests that detections have both false and true positives. A reconstruction method that can suppress the former and highlight the latter would yield cleaner and potentially more useful subject-specific maps.
used in neuroimaging studies are cortical thickness and gray matter density maps, where each f j correspond to thickness at a specific location on the cortex and portion of gray matter at a voxel, respectively. We further define NðjÞ as the set of anatomical locations neighboring the location j where f j is extracted from. For surface maps, NðjÞ is the set of vertices that share a face with the vertex j and for volumetric maps it is the set of neighboring grid points based on a pre-defined image neighbourhood, such as 6 or 26 neighbourhood in 3D. We further denote the presence or absence of a condition of interest (COI) with a binary variable y 2 f0; 1g (0: absence and 1: presence). When the COI is a disease, then y corresponds to the diagnostic label. y can also correspond to any genotypic or phenotypic variation.
Binary classifiers are parametric mappings that go from measurements to labels, whose parameters are determined using a training set D N ¼ ff n ; y n g N n¼1 , which consists of both cases (samples with y ¼ 1) and controls (samples with y ¼ 0). Once trained, classifiers can be applied on data coming from a new subject to predict the presence or absence of a COI at subject-specific level. During this application, each measurement makes a contribution towards a prediction within the trained model. This contribution can be extracted easily from most models and is the main indicator of condition effect on the measurement, i.e. high contribution towards predicting presence of COI suggests condition effect on the measurement. Subject-specific effect maps can be constructed by putting contributions of different measurements together.
For example, element-wise predictive models compute classification probability pðy ¼ 1 fjÞ for each measurement independently. These probabilities can be directly used to construct subject-specific effect maps. Element-wise GMM maps shown in Fig. 1 are constructed this way. On the other hand, multivariate linear models, such as linear SVM and Logistic Regression, use coefficient vectors w 2 R d for predictions (i.e., one coefficient per measurement) and can compute a subject specific effect map as w ∘ f ¼ ½w 1 f 1 ; …; w d f d , where ∘ is the Hadamard product and w j f j is the contribution of the j th measurement towards predicting presence of COI. SVM and Logistic Regression maps in Fig. 1 are such w ∘ f maps. Note that, maps coming from different models are not necessarily identical as the computed contributions depend on how the model parameters are determined, e.g. regularization during training would affect w and therefore w ∘ f.
Noise in subject-specific effect maps
As we mentioned earlier, subject-specific effect maps are often very noisy and this limits their use in practice. The main sources of noise are imprecisions in measurements and sampling error associated with the training set. The former can be mostly attributed to imaging noise, errors in measurement algorithms and inaccuracies in spatial normalization. These issues are mostly addressed by the measurement algorithms. Widely used algorithms are quite robust to imaging noise and can minimize associated measurement imprecisions and algorithmic errors, in the worst case through post-processing quality inspection. Reliability studies of popular algorithms show that measurement imprecision after inspection are indeed minimal (Jovicich et al., 2009; Tustison et al., 2014) .
Noise due to sampling error, on the other hand, is often not addressed. The training set is effectively a subset sampled from the entire population. Therefore, there is an error associated with this sampling. More precisely, the same classification model when trained with different training sets, sampled from the population, can yield different subjectspecific effect maps for the same test sample. In Fig. 2 , we illustrate this on an example AD-effect map computed on a case subject from the ADNI dataset. The maps are computed using linear SVM trained four times with different bootstrap samples of the same training dataset. We notice that certain regions are highlighted in all four maps while a large set of regions show variability across the maps.
One approach to address this variability is to average multiple subject-specific maps computed using different training sets. In the absence of multiple training sets, which is most often the case, one can use multiple bootstrap samples drawn from the training set for the same purpose (cf. ensemble methods such as Random Forests (Breiman, 2001) ). This simple approach reduces noise to some extent as we will show in Section 3 but it can be substantially improved by making better use of the training set. The method proposed here, RSM, goes in this direction and addresses variability in training set with a dedicated model.
RSM
The key intuition behind RSM is to view subject-specific effect maps as noisy observations of underlying true effect maps. Based on this view, we model the reconstruction process as a Maximum-A-Posteriori (MAP) estimation problem where the parameters of the Bayesian model are estimated using bootstrap sampling.
Let us denote with CðÁÞ a binary classifier that is able to produce subject-specific effect maps and the subject-specific effect map for a new We model the effects of classifier variability on the observed effect maps with the following observation model
where ε j is zero mean Gaussian noise with measurement-dependent Fig. 2 . Variation of subject-specific effect maps with changing training datasets is illustrated. Maps shown above are computed for the same case subject diagnosed with AD using four different linear SVMs, each trained with different bootstrap samples of the same training set. Maps show w j f j as described in text. In the colormap, yellow is the highest followed by red and no color means value of 0. Highlighted areas have some common regions across the maps, e.g. entorhinal cortex, but also show large variation, in particular in smaller islands. This variability is related to sampling error. 
where pðb ρ j
There 
where b ρ ðrÞ j is a bootstrap sample of effect map. Note that the bootstrap averaging approach we described in Section 2.2 uses ρ ¼ ½ρ 1 ; …; ρ d as the estimate of the underlying true ρ.
For the prior distribution, we use an MRF model with a unary and a pairwise term:
where Z is the normalization constant and NðjÞ denotes the neighbourhood of the j th measurement. We model the unary term to address unreliable measurements and the pairwise term to enforce consistency between measurements extracted from neighboring anatomical locations.
Unreliable measurements are those that do not show consistent condition effect within the population. An example would be a measurement whose distribution in the case and control groups overlap. When analyzing a new subject's input map, such measurements may give high b ρ j and suggest the presence of the condition. However, these values are most likely due to noise and do not correspond to a true condition effect. In the noise-free effect map, they should be closer to 0 regardless of the observed b ρ j . To implement this, we model the unary term as fol-
where ϱ j is the variance of ρ j across the population. The underlying idea behind this model is that measurements that show consistent disease effect across the population would yield high ρ j for cases and low for controls, resulting in high ϱ j . The more consistent the effect, the higher the variance would be. For measurements that do not show consistent effect, we expect the variance to be lower because most cases and controls in the population would get ρ j values close to 0 with some outliers.
As a result, for consistent measurements, ϱ j would be high and the unary term would allow ρ j to deviate further from 0. For unreliable measurements, ϱ j would be low and deviations from 0 would be highly unlikely and penalized. We estimate ϱ j using 5-fold cross validation and bootstrap sampling on the training set. In every fold of the cross validation, the training set D N is divided into a training part and a test part. Multiple models are trained with bootstrap samples of the training part and effect maps for the test parts are computed for each model. Different maps are then averaged over the multiple models to obtain bootstrap average effect maps. Cross-validation assigns a bootstrap average effect map to each sample in the training set and ϱ j is computed using these average maps
where ρ ðnÞ j is the bootstrap average effect map of the n th sample in the training set. The cross-validation scheme is illustrated in Fig. 3 . This procedure requires a cross-validation loop within the training set. For small datasets this may not be feasible. In our experiments, we observed that omitting cross validation by training multiple models on the entire training set, applying the models on the same set and then computing bootstrap average effect maps yield very similar results to the described cross-validation procedure. This option can be used for studies with smaller datasets.
In the reconstruction model we assume consistency of the condition effect across neighboring measurements based on the fact that neighboring measurements might be coming from the same anatomical structure. We use the following pairwise term to enforce this consistency.
where λ is a trade-off parameter between the unary and the pairwise term, NðjÞ is the neighbourhood of the measurement j and ϱ jk is the variance of ρ j À ρ k across the population. Low values of ϱ jk indicate high consistency between j th and k th measurements across the population. The pairwise term enforces this consistency when analysing a new sample. High values of ϱ jk indicate lack of consistency and enforcement. Estimation of ϱ jk follows the same procedure as the estimation of ϱ j . We use the same cross-validation scheme illustrated in Fig. 3 and compute
and ϱ jk ¼ ∞ when j and k are not neighboring measurements. There are various alternatives for defining the pairwise term. The advantages of the form given in Equation (6) are that it is agnostic to the type of measurements and the classifier, and it does not require anatomical (5) and (7). E. Konukoglu, B. Glocker NeuroImage 181 (2018) 521-538 segmentation. So far we assumed the measurements have a spatial structure. However, when there are no spatial relationships between measurements, the pairwise term can simply be ignored. In that case, RSM would reconstruct ρ using only the unary term in Equation (4). Note that this is not the same thing as not using RSM at all. The unary term would still have an effect on the reconstruction. An example for this case would be if f is composed of volumes of anatomical structures with no clear spatial relationship between.
ϱ jk as defined in Equation (7) depends on the measurement sites and makes the pairwise term non-stationary. When analyzing a test image, this form allows the model to enforce consistency between two measurements only if they consistently show similar effects for other samples in the population. As a result, the model can respect heterogeneities across measurements that may arise due to anatomical boundaries. One can also consider the stationary alternative ϱ, where the variance is estimated as the average of ϱ jk over the pairs of measurement locations as
ϱ can be used instead of ϱ jk with RSM however, as we will show in the experiments, its performance is not on par with the nonstationary version.
The quadratic terms used for defining the unary and binary models yield a Gaussian MRF for pðρÞ. These terms are not the only options and one can use different forms to achieve similar effects from the prior model. Our choice of quadratic terms is motivated by the simplicity of the final optimization problem. Combining the observation model, the unary and the pairwise terms, and taking the logarithm yields the following optimization problem equivalent to the MAP estimation in Equation (1)
Taking the derivatives and setting them to zero yields the following linear system of equations
The solution of the system of equations given in 9 is the reconstructed continuous effect map ρ Ã . This system of equations can be solved efficiently using sparse matrix routines in popular linear algebra packages, such as MATLAB and scipy, even for large d when the neighbourhood size NðjÞ is small for all j. Using non-quadratic unary and/or pairwise terms would have necessitated using iterative optimization algorithms, which is arguably more difficult than solving the linear system of equations.
Thresholding
The MAP estimate ρ Ã is a continuous valued map and without a reference value such maps are difficult to interpret and compare across different subjects. In this section, we propose a procedure to generate the binary maps q, which are easier to interpret and can be used for comparisons since they are "normalized". In order to determine the binary effect map q, we propose to threshold ρ Ã with a global threshold,
There are alternatives for determining the threshold τ. Ideally, one would want to maximize cross-validation detection accuracy on the training dataset. However, this approach would require ground truth condition effects in a set of samples and such information is usually not available nor it is trivial to construct manually. In the absence of ground truth, we assume that the control group in the training dataset is composed of individuals who do not show any condition effect. In other words, q j ¼ 0; 8j for all control samples. Based on this assumption, we determine the threshold τ in order to limit the false-positive-rate (FPR) on the control group in the training dataset. Mathematically, we formulate this as
where fy ¼ 0g denotes the set of control samples in the training dataset, N 0 its size, l FPR the desired FPR limit and δðÁÞ is the indicator function taking 1 when the argument is true. Optimization given in Equation (10) is one dimensional and can be solved efficiently with golden section search algorithm (Kiefer, 1953) . It aims to determine the minimum value of t that satisfies the l FPR , thus avoiding the trivial solution of t ¼ maxρ across the control group and the measurement sites.
We implement a k-fold cross validation loop to estimate τ and avoid overfitting. For each fold, the binary classifier is trained and ϱ j , ϱ jk and σ j are computed using the training portion and ρ Ã is computed for the control samples in the test portion. Completing the k-folds yields a ρ Ã map for each control sample in the training dataset. These predictions are used to compute a τ value based on the desired false positive rate limit. This procedure avoids contamination between estimation of τ and the other parameters. The cross validation scheme is illustrated in Fig. 4 . Estimation of ðϱ j ; ϱ jk Þ is performed with an inner cross-validation within the training portion using the scheme described in Section 2.3.
The l FPR threshold limits the FPR over the entire set of measurements therefore, thresholding each element of ρ Ã with τ avoids the multiple comparisons problem. However, we note two things. First, assuming that subjects in the control group do not have any condition effect is quite strict and makes the threshold τ conservative. Nonetheless, in the lack of ground truth we opt for this conservative alternative for constructing the binary q map. Second, l FPR is an expected limit computed on the training set. In test images, actual FPR can exceed this limit due to the randomness.
Tuning parameters
There are two tuning parameters of RSM, λ and l FPR . λ controls the strength of the consistency requirement between neighboring measurements. It is related to the smoothness of the final maps and higher values yield smoother detections. In applications where dense ground truth maps are available, λ can be optimized through cross validation. However, the lack of ground truth for disease effect maps makes this impossible and so we let λ as a tuning parameter similar to the full-width-halfmaximum parameter of smoothing kernels widely used in neuroimaging studies for statistical analysis.
l FPR on the other hand, controls the amount of false positives a user is willing to accept in the final maps. Increase in the FPR limit yields higher number of detections at the expense of higher false detections. E. Konukoglu, B. Glocker NeuroImage 181 (2018) 521-538 2.6. Implementation details
Besides the tuning parameters, all the other parameters of the proposed method are estimated from a training dataset. We explained each estimation procedure in the respective sections. Here, we present remaining details and provide an overall picture of the estimation.
There are four parameters to estimate: ϱ j ; ϱ jk ; σ j and τ. All of them are esimated using cross-validation and bootstrap sampling as explained in Sections 2.3 and 2.4. Combining both cross-validations yields a nested cross validation that can be infeasible for small datasets. As we have noted previously, when using simple classifiers, such as the ew-GMM, SVM or LR, we empirically observed that opting out from cross validation in the estimation of ϱ j and ϱ jk is possible without loss of accuracy. For complex classifiers, we would not recommend this because it would increase the chances of overfitting.
When using bootstrap sampling, we always set the sampling rate to 1 and sample 100 times (N bs ¼100). The number of samples was set empirically and sampling rate of 1 means the size of the sample will be equal to the size of the dataset. When estimating the variances for classification problems, it is often important to keep the original ratio of classes the same in the bootstrap samples. Therefore, we used stratified sampling, where the ratio of cases to controls is the same for each sample and the original dataset.
Experiments
We evaluated RSM using synthetically generated data and a cohort of 290 subjects selected from the ADNI dataset. In the experiments with the synthetic dataset, we performed quantitative analysis assessing the detection accuracy of the proposed reconstruction method when used with different binary classifiers. We focused on evaluating improvement in detection accuracy compared to using the binary classifiers directly with naive bootstrap averaging. We also compared detection results with outlier detection as an additional benchmark. For experiments on ADNI, due to lack of ground truth on the condition effect, we performed comparisons with indirect evaluation.
In both experiments, measurements had an underlying spatial structure. In the synthetic data, measurements formed an image and in the ADNI cohort, we used cortical thickness maps extracted using Freesurfer software. Next, we first provide details on the binary classifiers that we used with RSM and the outlier detection method used for additional comparison. Then we present synthetic data experiments and discuss results on the ADNI cohort.
In all experiments, we implemented RSM using Python 2.7 and performed the experiments on a 64-bit Intel i7-6700 K with 32 Gb RAM running Debian Linux.
Binary classifiers and the outlier detection
We used four different binary classifiers in the experiments: elementwise Gaussian Mixture Models (ew-GMM), Support Vector Machines (SVM), Logistic Regression with L 2 regularization (LR L 2 ) and with L 1 regularization (LR L 1 ). All these classifiers are widely used and can produce subject-specific effect maps. Here, we briefly explain the way we generated effect maps and implementation details.
3.1.1. Element-wise Gaussian mixture models ew-GMM model fits a Gaussian mixture model at every measurement point. The mixture model has two likelihood components, one for cases pðf j y ¼ 1Þ ¼ N ðf j ; μ 1 ; σ 1 Þ and one for controls pðf j y ¼ 0Þ ¼ N ðf j ; μ 0 ; σ 0 Þ. Using the Bayes rule, posterior distributions can be computed as
where pðy ¼ 1Þ and pðy ¼ 0Þ are the priors. During the training phase, μ i ; σ i and pðy ¼ iÞ are estimated using the training dataset as the sample estimates. We used pðy ¼ 1 fjÞ to compute the subject-specific effect maps after a probit transform, i.e. b ρ j ¼ Φ À1 ðpðy ¼ 1 fjÞÞ. ew-GMM model is univariate, meaning b ρ j at each point is computed independently from the others. As a result, this model allows for localized interpretations. We used an in-house implementation of ew-GMM in our experiments.
Support Vector Machines
We used linear SVM model that performs classification using: y ¼ δðw T f þ b > 0Þ, where δ is the indicator function and w and b are the parameters of the model that are determined by solving the following optimization problem using the training dataset:
ξ n ; such that y n ðw T f n þ bÞ ! 1 À ξ n ; and ξ n ! 0; n
where η is the regularization parameter. We computed the subjectspecific effect map by
This model is multivariate, meaning b ρ j values are computed simultaneously and may influence each other due to the regularization in the model. Therefore, localized interpretations are not trivial. We used the implementation in the scikit-learn package and nested-cross-validation to estimate η as the value that maximizes prediction performance.
Logistic Regression
We used two different LR models one with L 2 and one with L 1 regularizations. Similar to SVM, LR model is also linear and performs classification probabilistically with pðy ¼ 1jfÞ ¼ 1=ð1 þ expð À w T f À bÞÞ. The model parameters w and b are estimated by maximizing the loglikelihood in the training dataset and when the number of measurements exceeds number of samples, a regularization term RðwÞ is included to make the problem well-defined:
y n logðpðy ¼ 1jf n ÞÞ þ ð1 À y n Þ logðpðy ¼ 0jf n ÞÞ À ηRðwÞ;
where once again η is the regularization parameter. We experimented with both L 2 and L 1 regularization terms, which are commonly used in the literature, i.e. RðwÞ ¼ kwk 2 and RðwÞ ¼ kwk 1 . Similar to the SVM model, we computed subject-specific effect maps as b ρ ¼ w ∘ f. LR model is also multivariate and localized interpretations are more difficult than univariate models. We used the implementations in the scikit-learn package and optimized η parameter the same way as the SVM model.
Bootstrap means
When evaluating RSM, we compared it to bootstrap averaging. For all the classifiers, we computed bootstrap averaged subject-specific effect maps as described in Section 2.1, denoted as ρ in Equation (2). The bootstrap average had higher accuracy than b ρ for all the classifiers. In the experiments, we refer to the naive bootstrap averaging approach as WBS.
Thresholding
Detections of the described binary classifiers are continuous maps. The thresholding technique described in Section 2.4 can be used to compute appropriate thresholds and generate binary maps. In the experiments described below, we used this technique to generate binary maps for all classifiers detections whether RSM is used or not.
Outlier detection
Although not a condition specific analysis method, outlier detection is another approach that can be used for detecting subject specific E. Konukoglu, B. Glocker NeuroImage 181 (2018) 521-538 alterations. Techniques for outlier detection estimate normative distributions for the measurements from a population that only consists of individuals not showing the condition, i.e. controls. For a new subject, the measurements are then compared to the normative distributions and the ones with low likelihoods are determined as outliers. When using Gaussians for normative distributions, this procedure essentially computes normalized z-scores with outliers having the highest values. Outlier detection has been used for detecting brain lesions and neurodegenerative changes (Tomas-Fernandez and Warfield, 2015; Van Leemput et al., 2001; Prastawa, 2004; Zeng et al., 2016) . The main drawback of this approach is its unspecific nature. Outlier detection identifies all measurements that lie outside the respective normative distribution. The resulting detections are not specific to a condition of interest, hence, cannot be easily used for studying a particular condition. Pernet et al. also emphasises this lack of specificity in (Pernet et al., 2009 ) even in case of high sensitivity.
In the experiments, we also used outlier detection to identify subjectspecific affected areas for providing another benchmark. To implement the outlier detection method, we used the control subjects in the training set of each fold to estimate a normative Gaussian distribution and used these distributions to compute likelihood values at each measurement for the test images. We used the same procedure as in Section 2 to determine the threshold that limits false positive rates to a user defined bound and obtained corresponding binary subject specific effect maps.
Synthetic data
In order to quantitatively evaluate RSM's contribution to detection accuracy, we generated a synthetic dataset where the ground truth information for the condition effect was available. We generated measurements for 200 samples, where 100 belong to the group with no condition effect, i.e. the control group, and the other 100 to the group with condition effect, i.e. the case group. For each sample, we generated an image of size 100 Â 100 pixels and the pixel intensities are taken as the measurements. Images for the control group contained only stationary noise with spatial covariance and no condition effect. To generate these images, we assigned samples from iid Gaussian noise with zero mean and σ n ¼ 50 standard deviation to each pixel, and convolved with a Gaussian kernel with standard deviation 2.5 pixels. The convolution yielded correlation between the measurements at neighboring pixels. Example images can be seen in the top row of Fig. 5 .
We modeled the condition effect as an additive factor on top of the stationary noise. We used two types of effects in order to introduce subject level variation. These two types are shown in the first row of Fig. 5 . For both, the condition effect was only on the pixels in the white regions in the images with no effect on the measurements in the black Figure shows examples of subject-specific detections from the synthetic experiments. The top row show the images and the corresponding ground-truth effect maps for 6 examples. In the next 8 rows, we show detections determined by 4 different classifiers and RSM when used alongside these classifiers. The last row shows detection results using Outlier Detection (OD), i.e. normalized z-scores computed using normative Gaussian distributions.
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areas. The two types of effects shared the central square but differed in the squares at the corners. We generated the images in the case group by first constructing a noisy image similar to the control group and then adding a constant value to the affected pixels. The case group consisted of 50 images per effect type, 100 images in total. Examples images can be seen in the top row of Fig. 5 . The constant value that is added to introduce condition effect is the effect size. We experimented with different effect sizes relative to σ n and will present results for 0:6σ n ; σ n ; 1:4σ n and 2σ n . We note that different variations of the effect type can also be generated. We chose to generate such a large variation for the sake of illustration.
We tested RSM with all four classifiers listed in Section 3.1. We used 10 randomly shuffled 5-fold cross validation (CV) experiments. Model parameters were estimated with inner 5-fold CV experiments as described in Section 2. We defined the pairwise term using the 4-neighbourhood on the image grid.
Visual results
Some visual results are presented in Fig. 5 . In the top row we show six different examples with both the images and the ground truth effect maps. Effect size for these examples were 1:4σ n , a relatively low value compared to the noise level. Next six rows show maps computed with the indicated binary classifiers, using Bootstrap averaging (WBS), and underneath using the same classifiers with RSM using λ ¼ 2 (arbitrarily set).
For each example, we show continuous subject-specific detections, i.e. ρ and ρ Ã , and next to them the thresholded versions, i.e. q maps. For both ρ and ρ Ã maps, we computed thresholds by setting l FPR ¼ 0:01. In the last row, we show detection results from the outlier detection method, specifically 1 -likelihood values as the continuous maps.
Results in Fig. 5 show that RSM ameliorated detections for ew-GMM, SVM and LR L 2 . Continuous effect maps became cleaner and the thresholded versions captured more of the ground truth effect maps. For LR L 1 , there were no substantial changes between the detections of the original algorithm and the one that used RSM. One important point to note is that detections of LR L 1 captured less of ground truth compared to the other classifiers whether WBS or RSM was used.
Regarding the outlier detection method, this method did not achieve similar detection accuracy visually as the others. This is not surprising since outlier detection is not condition-specific, therefore, it yielded high number of false positives for all images including controls. Consequently, the thresholding procedure set a high threshold to limit the FPR and resulted in low sensitivity in the final detections. The results presented here are in visual accordance with the results of state-of-the-art outlier detection methods in the literature (Zeng et al., 2016; Tomas-Fernandez and Warfield, 2015) .
In order to illustrate the differences with subject-specific maps, we also performed population-wide analysis. We applied regression analysis (GLM), Random Forests (RFs) and Support Vector Machines (SVMs) to identify population-wide condition effects. We used 'statsmodels' package of python (Seabold and Perktold, 2010) to fit GLM to the entire dataset. We extracted p-value maps and corrected them for multiple comparisons using Bonferroni's method (Bonferroni, 1935) . We used the scikit-learn package of python (Pedregosa et al., 2011) for RF and SVM. We trained RF and SVM using the entire dataset and computed feature importance measures (Gini's criteria (Breiman, 2001 ) for RF and the weights for SVM) at each pixel. Both of these were then converted to p-value maps using permutation testing (Gaonkar and Davatzikos, 2013; Good, 2005) . Both for GLM and other methods, we thresholded the p-value maps at 0.05 level. The population-wide detections of GLM, RF and SVM are shown in Fig. 6 . As can be seen in the figure, the population-wide effect maps do not provide subject-level information nor information on the effect type variation. Subject-specific effect maps on the other hand, revealed information on both these fronts.
Quantitative results
In the quantitative analysis, we used Dice's Similarity Coefficient (DSC) and FPR to evaluate the accuracy of the binary subject-specific maps q. We performed evaluations for different λ values, FPR thresholds 0.01 and 0.001, and the four different effect sizes: 0:60σ n , 1:0σ n , 1:40σ n and 2:0σ n . DSC values are computed only for the case samples and FPR values only for the control samples. Both DSC and FPR were averaged over 10 different random CV experiments. Graphs in Fig. 7 plots the DSC and FPR for different λ values obtained with different methods. The dashed lines show the scores for the subject-specific maps of binary classifiers using WBS. The solid lines show the scores obtained using RSM with the corresponding binary classifier.
For ew-GMM, SVM and LR L 2 , RSM improved the DSC substantially for both FPR limits. DSC values increased with increasing λ. For LR L 1 , on the other hand, RSM did not improve DSC for l FPR ¼ 0:01 and even had a negative effect for l FPR ¼ 0:001. This behavior can be attributed to a modeling mismatch between RSM and LR L 1 . The prior in RSM is a Gaussian MRF, i.e. both unary and pairwise terms are quadratic, and the likelihood is also Gaussian. LR L 1 on the other hand, relies on kwk 1 for regularization, which implicitly applies a Laplace distribution as a prior for the contributions of different measurements to the final prediction.
What is perhaps more important was the worse performance of LR L 1 in creating subject-specific maps compared to the other methods regardless of using RSM. We believe, the regularization of LR L 1 enforced the method to use as few measurements as possible. This lead to selecting very few measurements that lead to accurate predictions while downweighing redundant ones. As a result, the method fell short in detecting all affected measurements. This result suggests that LR L 1 method may be inappropriate for constructing subject-specific effect maps.
FPR plots show that for l FPR ¼ 0:01 the method described in Section 2.4 successfully limit FPR on the control samples. For l FPR ¼ 0:001 however, RSM yielded higher FPR when used with ew-GMM and LR L 1 than the limit. The violation of the limit was more substantial for lower effect sizes. In absolute value however, the number of false positive detections were minimal on average, e.g. FPR ¼ 0.00150 means 15 falsely identified measurements instead of 5 out of 10 4 . The last important point we observed is that at λ ¼ 0 detection results were different compared to using WBS. Applying RSM with λ ¼ 0, i.e. Fig. 6 . Population-wide detection of condition effect with different methods. Left two are the ground truth for the two types of condition effects generated in the synthetic dataset. The remaining 6 are results from GLM, RF and SVM analysis. For each, first image shows the continuous map and the second the thresholded p-value maps at 0.05 level. The GLM map was corrected for multiple comparisons problem using Bonferroni's method. p-value maps for RF and SVM were obtained via permutation testing but no correction was applied. It is clear that populationwide effect maps do not provide subject-specific information nor can they provide variation in effecttype.
E. Konukoglu, B. Glocker NeuroImage 181 (2018) 521-538 reconstructing only using the unary term, provided an increase in detection accuracy on its own in some situations. This effect is interesting to note for applications where measurements are not spatially related, and RSM can still be applied using the unary term alone. The outlier detection did not perform well in the quantitative assessment. The DCS and FPRS are given in Table 1 . We provide them separately not to complicate the plots in Fig. 7 . DSC values for l FPR ¼ 0:01 were much lower than all the classifiers. Values for l FPR ¼ 0:001 were similar to the results of LR L 1 but much lower than the other classifiers. These low DSC values are not surprising. Outlier detection could not capture condition affected areas due to its unspecific nature. DSC and FPRS are given for different effect sizes and l FPR . Due to its unspecific nature, outlier detection could not detect accurately the Fig. 7 . Quantitative results on the synthetic dataset. Graphs plot DSC and FPR values for subject-specific detections obtained on the synthetic dataset with different binary classifiers using bootstrap averaging (WBS) (dashed lines) and RSM with the same classifiers (solid line). We experimented with different λ values, shown in the x-axis, effect sizes, shown in the legend, and l FPR . subject-specific affected areas in the synthetic dataset. The quantitative assessment provided in this section was based on comparing WBS and the proposed RSM approach on the original images. One can also consider performing the same comparison after filtering the original images to reduce noise. In the supplementary materials we present such an analysis to show that RSM is fundamentally different than filtering the original images.
ADNI dataset
In the second set of experiments, we applied RSM to analyze the effects of Alzheimer's Disease (AD) on the cortical thickness to detect subject-specific atrophy patterns. We selected a cohort of 290 subjects from the ADNI database, which consisted of 145 patients with AD diagnosis and 145 age and gender matched controls. In addition to age and gender matching, we also made sure that the Freesurfer software package (Fischl, 2012) was able to process the structural images of the selected subjects without problems and the results passed visual quality control. Beyond matching and Freesurfer criteria, the subject selection was random. We used the structural T1-weighted magnetic resonance images of the selected subjects and extracted cortical thickness maps 3 using the Freesurfer. We aligned the cortical thickness maps of all individuals on a common reference surface mesh defined on the MNI atlas and decimated the number of vertices to 10242 using the Freesurfer for faster computation. We did not apply any surface based smoothing to the thickness maps for the experiments. We performed 10 randomly shuffled 5-fold CV experiments. As in the previous section, for each fold we estimated the parameters of the proposed method using an independent, inner 5-fold CV loop. For the tuning parameter, we tested different values of λ ¼ f0; 0:1; 0:25; 0:5; 0:75; 1; 2:5; 5; 10g and two different FPR limits l FPR ¼ f0:001; 0:01g. In order to define the pairwise term in the restoration formula, we used the triangular surface mesh. We defined the neighbors of a vertex as the set of vertices that shared a mesh triangle with it.
Correlation with auxiliary markers
Ground truth for AD affected areas was, unfortunately, not available for in-vivo data. Therefore, we resorted to indirect evaluation strategies. Our main hypothesis is that if the detected regions overlap with truly affected areas, then they should contain condition related information and be statistically related to other auxiliary markers of AD. In our evaluation, we used the Mini Mental State Examination (MMSE) scores and Cerebrospinal Fluid amyloid-β (CSF a-β) levels as the auxiliary markers and computed correlations with the areas of detected regions. In addition, we also computed group differences in size of areas of detected regions between the AD and control groups using t-statistics.
We detected AD affected measurements for each subject using the binary classifiers with and without RSM in the 5-fold CV setup. Each measurement in a cortical surface map corresponds to a vertex and we considered the number of detected vertices to roughly correspond to the area of the detected region on the cortical mantle. We performed the same comparative study as in the synthetic data experiments. Specifically, we used all the four binary classifiers, i.e. ew-GMM, SVM, LR L 2 and LR L 1 , to identify subject-specific areas using bootstrap averaging and RSM reconstruction. For all methods, we constructed binary maps using the thresholding technique described in Section 2.4. We then computed Pearson's correlation coefficients between the auxiliary measures and the number of detected vertices in the binary maps. The MMSE scores were available for all subjects in our cohort while only 147 subjects had CSF a-β measurements. In addition to the classifiers, we used the outlier detection method described in Section 3.2 to identify subjectspecific abnormal regions and compute correlations with auxiliary markers in the same way. Lastly, the generated binary maps were also used to compute group differences in the number of detected vertices.
In order to provide a reference for the correlation values, we also trained dedicated Random Forest (RF) regressors that predict the auxiliary markers directly from aligned cortical thickness maps. Similar to detection experiments, we performed 10 randomly shuffled 5-fold CV experiments to quantify the RF-based regression accuracy.
There are three points we would like to note. First, we chose to use the number of identified measurements, or alternatively the area of the affected region, because it is conceptually a very straightforward statistic for quantifying the disease load. Other statistics could also be used for the quantification. Second, we chose to use MMSE and CSF a-β as the auxiliary markers, instead of say hippocampus volume, because these markers are not image-based, and therefore, the correlations with the detected areas are less likely to be contaminated by spurious dependencies. Lastly, we note that correlation coefficient does not assess whether a method detects all affected areas for a subject. It assesses whether a method's detection is proportional to the auxiliary measure. If a method consistently underestimates or overestimates affected areas for all subjects, it can still achieve a high correlation coefficient in absolute value. Correlation will be low if detections do not have any statistical relationship.
Graphs in Fig. 8 plot the correlation scores for MMSE and CSF a-β in absolute value, and group differences between the AD and control groups. In each plot, we show results for detections with no bootstrap averaging nor RSM (indicated with "NBS") with bootstrap averaging (indicated with "WBS") and using RSM with different λ values. For ew-GMM, SVM and LR L 2 , using RSM lead to a substantial increase in correlation with MMSE compared to both NBS and WBS. Correlation scores using only the areas of the detected regions came close to the correlation score the dedicated RF obtained. For LR L 1 , bootstrap averaging yielded a large increase over NBS but RSM lead to a decrease. The CSF a-β graphs show a similar behavior. Interestingly, correlations of subject-specific maps were higher than that of the dedicated RF. Lastly, for group differences, we observed again a similar behavior. RSM enhanced group differences for ew-GMM, SVM and LR L 2 but had adverse effects for LR L 1 .
For SVM and LR L 2 , the highest correlation scores were achieved for λ > 0. However, using very high λ values did not help as RSM started to show adverse effects in some situations due to over-smoothing. While SVM and LR L 2 benefitted from increasing λ, ew-GMM achieved highest correlation at λ ¼ 0, i.e. restoration with only the unary term.
RSM was beneficial for ew-GMM, SVM and LR L 2 , but it was detrimental to LR L 1 . This behavior can again be attributed to a mismatch between the modeling assumptions behind RSM, i.e. Gaussian MRF prior, and LR L 1 , Laplace prior. We also observed that WBS in LR L 1 performed very well and achieved very high correlation scores and group differences. This result does not contradict with the lower performance in the synthetic data experiments. As we noted, high correlation or group difference does not necessarily mean the method identifies all subjectspecific effects.
Lastly, correlation scores and group differences for the outlier detection were much lower than those of the binary classifiers. For l FPR ¼ 0:01 the correlation scores in absolute value were 0.20 and 0.04 for MMSE and CSF a-β, respectively. The values for l FPR ¼ 0:001 were 0.15 and 0.07. The group differences at l FPR ¼ 0:01 and 0.001 were 2.51 and 2.52 respectively. These results were similar to what we observed for the synthetic data. Unspecific nature of outlier detection was not enough to identify condition related alterations at the subject-specific level.
Visual results
To complement the quantitative results presented above, we present visual results in this section. Fig. 9-12 show detection results for three AD subjects and three controls for the different classifiers. For the visual results, we set λ ¼ 2 and l FPR ¼ 0:01. For all subjects and classifiers, we show the continuous detection maps identified with RSM and bootstrap averaging (indicated with "WBS") as well as the corresponding thresholded binary maps. For visualization, all continuous maps are shown in the same color-scale and yellow indicates highest value. We note that interpreting continuous maps is not possible as the absolute values do not have a special meaning. Thresholded maps however can be directly compared between WBS and RSM. The effects of RSM are clear in the thresholded maps of cases. RSM generated maps have fewer but larger contiguous areas than WBS generated maps.
In order to analyze the value of subject-specific detections and RSM Fig. 8 . Correlation between areas of subject-specific detections and auxiliary measures. The top group of 12 plots show results for l FPR ¼ 0:01 and the bottom for l FPR ¼ 0:001. Each column shows results for one of the four classifiers when used directly (NBS), with bootstrap averaging (WBS) and RSM with different λ. The top and middle plots in each group show correlation scores between the number of detected vertices and (top) MMSE and (middle) CSF a-β. The bottom plots show group differences in number of detected vertices between AD and control groups as computed with t-statistic. The reference baselines in MMSE and CSF a-β graphs are correlation scores obtained with dedicated Random Forest algorithms trained to predict the measures using cortical thickness maps. We used the same visualization for each plot.
for understanding decisions of machine learning tools, we trained a Random Forest (RF) classifier to distinguish between AD patients and controls using the cortical thickness maps. We trained and tested the RF in a 5-fold CV setup. In Fig. 13 , we show subject-specific detections of two subjects, one AD and one control, for which the dedicated RF classifier misclassified the subjects. We show detections computed using only ew-GMM and SVM for the sake of simplicity. RF's misclassification can be interpreted easily by analyzing the subject-specific detections. For the control subject, there were many detections around areas that are associated with AD. For the AD subject on the other hand, detections were fewer which might have led the RF to misclassification. Lastly, we show population-wide occurrence maps in Fig. 14 . Being able to extract subject-specific maps also allows construction of population level condition effect maps similar to conventional regression analysis. Different than the conventional maps, the values we assign to each measurement becomes more interpretable. In the maps in Fig. 14 , at each vertex we show the number of patients in the cohort that shows AD effect at the corresponding thickness measurement instead of correlation Fig. 9 . Visual examples of subject-specific detections for ADNI using ewGMM. Results are shown for bootstrap averaging (WBS) and RSM with λ ¼ 2 and l FPR ¼ 0:01. Continuous maps for WBS are ρ maps computed using Equation (2) and for RSM they are ρ Ã computed by solving Equation (9). Binary maps are obtained by thresholding the continuous maps as described in Section 2.4. The same setting and visualization, i.e. colorscale, is also used for all images in Fig. 10-12 . Fig. 10 . Visual examples of subject-specific detections for ADNI using SVM.
E. Konukoglu, B. Glocker NeuroImage 181 (2018) 521-538 strength. That makes it possible to access the list of subjects who showed effect at a specific vertex. We show occurrence maps for all the classifiers with bootstrap averaging and with using RSM. For all maps we used l FPR ¼ 0:01 and set λ ¼ 2 for RSM. The occurrence maps from RSM were less noisy and showed high occurrence values for vertices in the entorhinal cortex and medial temporal lobe, which is consistent with the literature (Dickersonet al., 2009) . The maps resulting from RSM, for ew-GMM especially, coincided with the neuropathology results of AD staging Braak and Braak presented in (Braak and Braak, 1991) .
Maps resulting from bootstrap averaging did not show as clearly the population-wide effects. These occurrence maps were adversely affected by the noise in individual detections. RSM's contribution to constructing cleaner subject-specific effect maps was prominent in the occurrence maps as shown in Fig. 14. 
Reliability across longitudinal studies
In this section, we discuss the reliability of subject-specific detections Fig. 11 . Visual examples of subject-specific detections for ADNI using LR.L 2 Fig. 12 . Visual examples of subject-specific detections for ADNI using LR.L 1 E. Konukoglu, B. Glocker NeuroImage 181 (2018) 521-538 and advantages of RSM in this respect. Correlation scores and group differences provide one indirect evaluation of subject-specific detections. Another evaluation is the reliability of detections. If an algorithm can truly detect subject specific effects, then it should be able to repeat the detections in different images of the same subject.
To assess reliability, we used the longitudinal images in the ADNI dataset. Specifically, we used the baseline images (first images taken after screening) and images taken 6 months after. There may be differences between successive images of an individual taken 6 months apart due to various factors, e.g. normal anatomical variations, subtle changes in the acquisition devices and changes due to disease progression. Despite such factors, we assumed that differences between images that are 6 months apart should not be substantial for the ADNI dataset. Furthermore, we also assumed the same for the cortical thickness measurements extracted from these images based on reliability properties of the Freesurfer based measurements (Jovicich et al., 2009; Tustison et al., 2014) . Consequently, we expected subject-specific detections computed from cortical thickness measurements to be repeatable between the baseline and the 6 month images in the ADNI dataset.
Among the 290 subjects that we used previously, 268 (129 cases and 139 controls) of them had a scan acquired 6 months after the baseline, which were processed with Freesurfer without problems and passed visual quality control. We used cortical thickness measurements of these subjects. To avoid any biases, we processed the baseline and the 6 month images independently.
We applied two independent 5-fold CV experiments on the data acquired at baseline and 6 months after. The fold definitions were kept the same in both experiments to be able to compare, however, during training and testing no information was exchanged between datasets. We quantified reliability using DSC between the detections in the baseline and the 6 months measurements of the same individual. To gather statistics, we repeated the CV experiments 10 times with random shuffling. Median values were computed over these 10 experiments for all the samples with images at both time points. Fig. 15 presents the quantitative reliability results for two different classifiers ew-GMM and LR L 1 , λ and l FPR . The trends for SVM and LR L 2 Fig. 13 . Explaining misclassification. Figure shows subject-specific detections for some subjects where a dedicated random forest (RF) misclassified. Detections are obtained using RSM with two different classifiers, i.e. ew-GMM and SVM. Left column shows the detections for a control subjects where the dedicated RF predicted AD. Right column shows the detections for an AD patient where the RF predicted control. Subject-specific maps on the left column shows large number of detections in various areas including temporal lobe and entorhinal cortex, which might explain the AD classification. On the right, fewer such detections might be leading to a control classification. RF classifier's probabilistic outputs (probability of being AD patient) were 0.52 for the subject on the left and 0.40 for the one on the right. were similar to that of ew-GMM so we present plots for these classifiers in the Supplementary material. The plotting are similar to the ones given in Fig. 8 . For each classifier, we present reliability results for detection without bootstrap averaging nor RSM (NBS), with bootstrap averaging (WBS) and using RSM with different λ values indicated in the x-axis. We plotted results for only AD patients, only controls and all together in separate graphs. We note that although controls are supposed to be free of AD effects, this is a strong assumption and these individual might have small affected areas that can be detected repeatably with algorithms.
Each graph shows two curves per classifier. The dark curves are median DSC and the light curves are the "random-baseline". We computed the random baseline as a reference by computing DSC between images of different individuals. In each plot we used the respective cohort to this end. For instance, in the AD patient case, we computed DSC scores between baseline and 6 month images of different AD patients as the reference baseline.
Plots in Fig. 15 show several trends. First, for all plots, reliability of LR L 1 was substantially lower than the others. The DSC values for LR L 1 , whether used with RSM or WBS, were lower than those of ew-GMM. This is not very surprising since the L 1 regularization leads to heavy dependence of the identified measurements on the training samples. Predictive set of measurements can change substantially with changing training set. Bootstrap averaging helped, however, even then the reliability was lower than the other methods in our experiments.
RSM substantially improved the reliability of subject-specific detections for ew-GMM for both l FPR . Improvement was substantial for detections of AD subjects. Increasing λ increased reliability, as can be seen in the plots. It also increased the random baseline, however, the rate of increase was much slower compared to the increase in true image pairs. For LR L 1 , RSM had a detrimental effect compared to WBS.
For ew-GMM there was a gap between reliability of subject-specific detections and the random baseline. This gap demonstrates that the detections were indeed repeatable and hence, likely to be related to the true effects. Reliability was higher for AD patients than controls. This is not surprising since for controls we expected some level of randomness in the detections along with some true effects. The random detections were not expected to be repeatable across images. True effects on the other hand, were expected and they contributed to the reliability DSC.
Stationary vs. non-stationary pairwise term
In the presented results so far, we used a nonstationary pairwise term where ϱ jk depended on the measurement sites. As we noted in Section 2, an alternative form could be the stationary form ϱ given in Equation (8). In order to better understand and empirically demonstrate the value of a nonstationary pairwise term, we compared these two alternatives on the synthetic and ADNI datasets and present results in Fig. 16 .
For synthetic data, we present quantitative results for three effect sizes (1σ n , 1:4σ n and 2σ n ), l FPR ¼ 0:01 and the ew-GMM binary classifier. The results are presented only for these parameters and ew-GMM for the sake of simplicity. The trend was very similar for all the other cases. The nonstationary pairwise term outperformed the stationary alternative for higher λ 0 s. The effect was more pronounced for larger effect sizes. For smaller effect sizes the benefit of the nonstationary term became apparent at larger λ values, while both alternatives performed very similarly for lower λ values. This behavior supports our motivation for using the nonstationary alternative. The stationary term enforced consistency across measurements without considering any patterns in the data that suggest heterogeneities. As a result, it yielded over-smoothed and less accurate detections for higher λ values. The nonstationary term on the other hand, captured the heterogeneities, enforced consistency only between measurements that show consistency in the training data and, as a result, achieved higher detection accuracies. For the ADNI data, we show correlation scores and group differences for ew-GMM and SVM classifiers for l FPR ¼ 0:01. For ew-GMM, as λ increased the stationary term lead to a larger decrease in all the measures. This was inline with the results on the synthetic data. The nonstationary term took into account heterogeneities, did not oversmooth and lead to higher accuracy. For SVM, the positive effect of the nonstationary term was striking, it lead to substantial increase in accuracy. Results for the other classifiers and l FPR ¼ 0:001 are presented in the Supplementary materials.
Conclusions
This article proposed RSM, a reconstruction method for improving detection of subject-specific effects of a condition using binary classifiers. Experimental results demonstrated the advantages of using RSM for different classifiers. Detection accuracies substantially improved in the synthetic experiments. In the analysis with ADNI dataset, RSM improved correlation between subject-specific detections and auxiliary measures for ew-GMM, SVM and LR-L 2 . Furthermore, reliability of detections were also higher when RSM was used. For LR-L 1 , RSM did not achieve improvement on detection accuracy. However, results on synthetic data and reliability results on the ADNI dataset suggest that LR-L 1 might not be a good algorithm for detecting subject-specific effects. This might be due to the L 1 regularization since detections are better when L 2 regularization is used with the same algorithm.
In our experiments, we observed that ew-GMM with RSM yielded the best results for synthetic data and the best reliability on the ADNI dataset. This is possibly due to the univariate nature of ew-GMM. Multivariate methods take into account all measurements to achieve higher prediction accuracies. In high-dimensional problems, where the number of measurements is larger than the number of samples, these methods need to use a regularization to avoid overfitting. Regularization terms introduce additional correlation to the parameters of the model and this may be the cause of lower performance. At this point, we should also point out that multivariate methods lack the possibility to perform localized interpretations (Friston et al., 1995) contrary to univariate models. In the case of subject-specific effect maps, this may also apply and might be an argument for focusing on univariate models for analysis related to subject-specific detections.
To the best of our knowledge, this is the first study that focuses on reconstructing subject-specific effect maps and presents a thorough analysis. The promising results and generality of the proposed method opens up new opportunities both for applying it and improving the underlying technology. For the applications, researchers who apply classifiers in their imaging studies can directly apply RSM and analyze resulting subject-specific effect maps. For improving technology, we see various avenues.
Here, we focused on linear binary classifiers due to their wide use and their interpretable nature. Using RSM with classifiers beyond what is shown here is also possible. However, in order to estimate parameters of the prior model and noise level, RSM uses training with bootstrap samples. This approach might not be easy to apply on methods with computationally costly training. Other approaches for parameter estimation may be developed for such methods. Furthermore, here we proposed RSM for binary classifiers. Extensions to multi-label classification and regression are definitely interesting and left as future work.
In all the presented experiments, we used one measurement per location, i.e. f j 2 ℝ. It is however, easy to use multiple measurements, e.g. coming from different modalities, as long as the binary classifier can utilize measurements coming from different sources.
While determining the threshold for the continuous maps, we assumed that control subjects have no condition effects. As we pointed out earlier, this is a conservative approach since some control subjects may have condition effects. A relaxed alternative would be to assume that some percentage of the control subjects may have true effects and the threshold may be determined to limit a corresponding statistics, e.g. median of detections. If such an assumption can be made for the condition of interest then extending the proposed model is possible and would be interesting.
Proposed model assumed that measurement error is negligible and the main source of error in predictions is variability of training sets due to sampling error. While this assumption is valid for certain measurements, such as cortical thickness maps, for others, such as functional connectivity or quantitative MR maps, measurement errors might be large. In such cases, the proposed model can still be used but the σ j estimation method might underestimate this variance leading to higher false positive rates in the detections. Extension of the proposed method to handle large noise measurements is an interesting future research direction.
It is worthy to point out the low performance of the proposed method for small effect sizes. In the synthetic dataset, we show that when the effect size is low, the detection accuracies are also low. This issue is not specific to the proposed method and shared by all statistical inference methods. Nonetheless, it is still a limitation for conditions with low effect size. Improving sensitivity of the current detections methods would be of great interest.
RSM works with measurements that can be compared across individuals, which means it needs alignment to a common template with a registration algorithm. Registration algorithms' dependence on regularization leads to uncertainties in correspondences. Recent registrationfree methods for identifying visual attributes is an interesting direction for removing the need for registration (Baumgartner et al., 2018) .
Lastly, we would like to point out is that subject-specific detections using machine learning tools, whether using RSM or other tools, are statistical in nature. Detected measurements show a disease effect based on distributions observed in the training dataset. This means detections do not necessarily indicate mechanistic alterations but only Fig. 15 . Reliability of subject-specific detections on the ADNI dataset using ew-GMM and LR L 1 . Using ADNI's longitudinal dataset, we created two datasets composed of thickness maps of the same individuals extracted from images taken 6 months apart. We computed subject-specific detections in each dataset separately using ew-GMM and LR L 1 . Graphs plot Dice's Similarity Coefficients (DSC) between detections for the same individuals in the two datasets. We show median DSC values computed over 10 randomly shuffled 5-fold CV experiments with 268 subjects. We provide three plots (different columns) for only AD cohort, only control cohort and combined. In different rows we show results for different l FPR values. In each plot we show results for using ew-GMM with no bootstrap averaging (NBS), bootstrap averaging (WBS) and using RSM with different λ values. We also show random baseline, where DSC values were computed by comparing detections of different individuals across time. Random baselines are computed for each column using the respective cohort only. suggest them. An interesting research avenue that may improve detection of subject-specific effect maps, in this respect is to integrate such methods with biophysical mechanistic models of the disease and its progression. Fig. 16 . Stationary vs. non-stationary pairwise term. (Top) Graphs plot detection accuracies on the synthetic data of RSM with ew-GMM using stationary (dashed curves) and nonstationary (solid curves) pairwise terms as given in Equations (8) and (6), respectively. Accuracies are plotted for different λ, three effect sizes (1σ n , 1:4σ n and 2σ n ) and l FPR ¼ 0:01. We observe that the non-stationary pairwise term can achieve higher accuracies with higher λ. The trend is identical for other effectsizes, l FPR ¼ 0:001 and other classifiers, which are not shown for the sake of simplicity. (Bottom) We show results on the ADNI dataset using different λ values and l FPR ¼ 0:01 for correlation scores with MMSE and CSF a-β, and group differences in detected areas. For ew-GMM, increasing λ lead to a more rapid decrease in accuracy for stationary pairwise term. For SVM, nonstationary term lead to a substantial increase compared to the stationary term. Results for other classifiers are provided in the Supplementary materials.
