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Manuel Diaz-Zapata1, Özgür Erkent1, Christian Laugier1
Abstract— Detection of the objects around a vehicle is im-
portant for a safe and successful navigation of an autonomous
vehicle. Instance segmentation provides a fine and accurate
classification of the objects such as cars, trucks, pedestrians,
etc. In this study, we propose a fast and accurate approach
which can detect and segment the object instances which can
be adapted to new conditions without requiring the labels
from the new condition. Furthermore, the performance of the
instance segmentation does not degrade in detection of the
objects in the original condition after it adapts to the new
condition. To our knowledge, currently there are not other
methods which perform unsupervised domain adaptation for
the task of instance segmentation using non-synthetic datasets.
We evaluate the adaptation capability of our method on two
datasets. Firstly, we test its capacity of adapting to a new
domain; secondly, we test its ability to adapt to new weather
conditions. The results show that it can adapt to new conditions
with an improved accuracy while preserving the accuracy of
the original condition.
I. INTRODUCTION
An autonomous vehicle needs to detect the number and
location of objects around it to perceive and comprehend its
surroundings. Although several object detection algorithms
propose to find the objects, this results in bounding boxes
which is a coarse localization of the objects ([1], [2]).
In this study, we deal with instance segmentation and its
unsupervised adaptation to new domains in this study.
Instance segmentation can be defined as the detection of
the pixels in an image belonging to an instance such as car,
truck, pedestrian, rider, etc. It is considered to be harder
than object detection or semantic segmentation since all the
object instances must be found in an image and a bounding
box is not sufficient [3]. This is mainly due to the fact that
in instance segmentation, you need to count the number of
occurrences of an instance in an image, contrary to semantic
segmentation where you don’t discriminate between different
instances of the same class, i.e. you cannot discriminate
between two instances of a vehicle. Due to this difficulty,
instance segmentation usually provides more detailed infor-
mation with respect to semantic segmentation and object
detection with the cost of an increased computation time.
Since we are considering autonomous vehicles, we propose
an approach which is fast and achieves a decent accuracy to
be used on an autonomous vehicle.
An important problem with modern approaches for in-
stance segmentation methods which depend on deep neu-
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Team, France INRIA, Rhône-Alpes, France. Correspondence:
name.surname@inria.fr
Fig. 1: A sample overview of the instance segmentation
adaptation. The images are from the Cityscapes Dataset [4]
and its foggy variant [4]. A model based on YOLOv3 is used
[2]. Mγ̂ is the model trained for the source domain (original
condition), Mγ is the adapted model based on only RGB
images. xs: source domain, xt: target domain, ȳs: ground
truth label that was used only for original model training,
ŷs, ŷt: output of the Mγ̂ on source and target domain, ys,
yt: output of Mγ on source and target domain. The red circle
shows the improvement (minivan detected after adaptation)
in target domain instance segmentation.
ral networks (DNNs) is their requirement for tremendous
amount of data for training. Utilization of the same model in
different conditions usually results in reduced performance.
Although the performance can be increased by labeling the
images from the new condition, this will increase the cost of
training since labeling at pixel level is a high-cost task [5]
which can take up to several hours for a single image.
To overcome this problem, we consider the unsupervised
domain adaptation (UDA) which adapts the previously ob-
tained DNN model into the new condition without requiring
labels ([6], [7]). We achieve this adaptation by making the
features of both of the domains similar to each other in the
initial layers of the network (see Fig. 1). In this context,
source domain refers to the old condition where we train
our model and target domain refers to the new condition
without labels.
The contributions of this work can be listed as follows:
• A new instance segmentation method based on
YOLOv3 [2] which is fast and achieves a high accuracy
• An unsupervised domain adaptation method for instance
segmentation which does not require the labels neither
from source nor target domain
• The adapted instance segmentation model can still
achieve a high accuracy in the source domain.
We evaluate our approach on two datasets for instance seg-
mentation and show that the proposed approach can achieve
results similar or even better than supervised methods.
In Section. II, we briefly summarize the related literature;
in Section. III, we explain the new instance segmentation
method; in Section. IV, the instance segmentation domain
adaptation method is explained and in Section. V, we provide
the results of our evaluation on two datasets. Finally, we
summarize the findings of our work.
II. RELATED WORK
First, we make a brief summary of instance segmentation
methods and then we provide the previous studies on unsu-
pervised domain adaptation in general with a specific focus
on object detection and segmentation.
A. Instance segmentation
Currently, instance segmentation methods follow one of
two variants: pixel-based methods and polygon-based meth-
ods. In this work, a pixel-based algorithm is proposed.
1) Pixel-based methods: Pixel-based methods gained a
high popularity in recent years due to their success. Here,
instances are described by masks that indicate which pixels
belong to them. The creation of these masks is usually
aided by region proposals from a parallel detector such
as Faster R-CNN [1] in Mask R-CNN [8] and a cascade
variant of Mask R-CNN [9], where an FCN [10] is used to
perform the foreground segmentation on the bounding box
predictions in order to find which pixels belong to the object.
In YOLACT [11], instead of focusing its attention to specific
parts of the image using the bounding boxes from a detector
stage, prototypes for the entire image are found and linearly
combined using a set of predicted coefficients.
Other instance segmentation methods such as AdaptIS [12]
and Deeperlab [13], follow a keypoint-based approach. In
AdaptIS, the network adapts to an input point using adaptive
instance normalization layers [14], creating masks in an iter-
ative process for each of the objects in the scene. Deeperlab
models the relationships between predicted keypoints and the
pixels of the instance using a keypoint heatmap and long,
medium and short-range offset maps.
Methods like Recurrent Instance Segmentation [15], per-
forms sequential segmentation of the objects in an image
and keeps track of which pixels have been assigned with a
Convolutional LSTM module.
2) Polygon-based methods: Instead of predicting the pix-
els that belong to an instance, some methods predict instead
the polygon that best fits the instance’s boundary, which can
help to reduce computation time. ESE-Seg [16] performs a
Chebyshev polynomial fitting by adding a parallel decoder
to a YOLOv3 [2] network. In the case of the deep snake [17]
approach, the network takes a contour as input and outputs
vertex-wise offsets to deform the contour in order to match
the boundary of the detected instance.
We implement a pixel-based instance segmentation
method due to their high accuracy; however, since their speed
is generally low for the autonomous vehicles, we propose a
new approach which can adapt to new conditions.
B. Unsupervised Domain Adaptation
As aforementioned, deep learning methods require tremen-
dous number of labeled images. However, it is not possible
to label images for each new condition, such as a new city,
a new vehicle or a new weather condition. Therefore, a
number of studies have proposed to use unsupervised domain
adaptation where the labeled images from the new domain
are not available.
For example, a group of studies adapt to a new condition
by using a small number of samples from the new domain
and incrementally update the available network. However,
this needs an incremental change in the conditions. For
example Dai et al. [18] use different times of twilight images
from lighter to darker hours of twilight for adaptation to
darkness. Wulfmeier et al. [19] also use an incremental
approach for adaptation to darkness. Since new domains do
not always have the incremental changes, we don’t follow
such an approach.
Another possibility is to use the invariance of the sensors
to the weather conditions such as the invariance property of
laser range sensors in different weather conditions and dark.
Kim et al. [20] use Lidars in different weathers. Chen et
al. [21] propose to use the depth information to adapt from
synthetic domain to real-world domain. Erkent et al. [22]
also use the the semantic 2D maps to obtain an semantic
grid of the scene. However, it is not always possible to find
sensors which will be invariant to new weather conditions,
therefore they need to be trained for each condition.
Another approach is to make the output of both domains
similar to each other. For example, Vu et al. [23] use GAN
training [24] on the entropy of the output which is used to
make these distributions similar to each other. However, if
you measure the similarity on the output only, you need to
convert these outputs into a high-dimensional space which
will increase computation time.
Another line of work deals with the similarity of the
distribution of the features since they already have a high-
dimensional data. Long et al. [6] is one of the early
works which consider to update the neural network to obtain
similar features for domain adaptation. GANs are also used
to make the features similar to each other which was initially
proposed by Ganin et al. [25]. Due to its success, it has been
implemented by several studies including [26], [27], [28] for
semantic segmentation. Zhang et al. [29] use it for instance
segmentation from synthetic to real domain . Adaptation
approaches do not always use GANs, for example Peng et
al. [30] implement Wasserstein GANs (W-GANs) [31],
Erkent et al. [7] use W-GANs and MMDs for adaptation of
semantic segmentation.
Other than output and feature similarity, some studies try
to make the inputs similar to each other before they are
provided to the classification network. Cycada [32] trains
in Synthetic data and then transforms the real images into
a synthetic style by using GANs. [33] and [34] also use a
similar approach for semantically segmenting the scenes. It
should be noted that this requires additional computation to
pre-process the images.
Our approach, which adapts the instance segmentation
network into new conditions is different from the afore-
mentioned approaches in a few aspects. First, we propose
a method which can preserve a similar accuracy for source
domain while increasing the accuracy for the target domain
for instance segmentation thanks to self-supervision loss.
Secondly, we do not require the instance labels for neither
source nor target domain for adaptation. In instance seg-
mentation, converting the instance labels from one dataset
to another can be a time-consuming task depending on the
labeling conventions, or even impossible depending of the
availability of the source domain labels.
III. INSTANCE SEGMENTATION NETWORK
We use a model based on YOLOv3 [2] for instance segmen-
tation. Here, a segmentation head is added to the Darknet-
53 backbone in parallel to the YOLO detection head. This
segmentation head uses the Pyramid Pooling Module (PPM)
proposed in PSPNet [35] to produce enriched features.
First, the network takes three feature maps from different
depths in the backbone to find multi-scale information.
Upsampling is performed on the two feature maps with
smaller spatial size, in order to match the shallowest feature
map for concatenation. A 1 × 1 convolution is also applied
to the shallowest map in order to increase its channel depth.
Once the feature maps are concatenated, average pooling
is performed with bin sizes of [1, 2, 3, 6] together with a 1×1
convolution to reduce depth size by four, batch normalization
and ReLU activation. The resulting four feature maps are
appended to the original feature map, resulting in the set of
features that will be used for instance segmentation. Two
separate convolutions are applied to the resulting feature
map, one to perform semantic segmentation and another
one to decrease feature depth. Semantic segmentation is
necessary to separate the foreground from the background
for the instance segmentation.
With the semantic feature maps processed, the bounding
boxes from YOLO are used to extract the detections to do
foreground segmentation. First, non-maximum suppression is
performed on the bounding boxes proposed by the detector
head. Then, since YOLO’s predictions are relative to the


























































Fig. 3: Proposed instance segmentation head.
feature map to crop the detections for instance segmentation.
This processing of the features can be seen on Fig. 2.
Finally, foreground segmentation is performed in the same
fashion as in [8], where an FCN architecture is used to find
the mask (Fig. 3). The cropped features are first bilinearly
upsampled to have a spatial size of 20× 20, then two 3× 3
convolutions with stride of 1 are applied followed by a ReLU
non-linearity. The resulting feature map is upsampled once
more to a size of 40× 40, followed by a 3× 3 convolution
and a 1 × 1 convolution, both with stride of 1, to find the
instance mask.
IV. DOMAIN ADAPTATION FOR INSTANCE
SEGMENTATION
We will make a brief reminder of the unsupervised do-
main adaptation (UDA) and explain how it is used for
instance segmentation. First, we define a couple of terms.
















“target data”: Xt with ns and nt the number of samples for
source and target domain respectively. A deep neural network
is trained on “source domain” Mγ̂ to detect the instance of
each pixel ŷis. The aim of Mγ̂ is to make a prediction such
that the cost cs (Mγ̂) = Pr(x,ȳ)∼p [Mγ̂(x) 6= ȳ] is minimized.
In UDA, since we don’t have access to labels of the target
domain, we try to approximate the distribution of the target
domain to the source domain. For this, we investigate the
probability distributions of the source and target domain Prp
and Prq . The model Mγ is updated such that the features
of both domains become similar to each other while the cs
is simultaneously minimized. An overview of the proposed
adaptation method is given in Fig. 4. Mγ̂ is the initial
model which is trained on source domain with its provided
labels. This model can also be a pre-trained network. We
separate this model into two parts: Eθ̂ and Fα. γ, θ, γ̂,
θ̂ and α are the hyperparameters of the neural networks.
Mγ̂ is replicated with its parameters as Mγ . While the
parameters of Eθ̂ and Fα̂ are fixed, the parameters of Eθ
are optimized so that the output of Eθ for target domain
Fig. 4: Adaptation schema overview. Green dotted boxes are
the simplified instance segmentation models. Dotted black
lines use the back-propagation; while, the blue lines are the
processes without back-propagation.
data become similar in distribution to the source domain
data. Therefore, the target cost optimization can be rewritten
as ct (Eθ(xt) = ft) = Pr(f ,y)∼q [Fα(f) 6= y] and hence the
parameters to be optimized reduce from ||γ|| to ||θ||. This
results in reduced training time since we need to optimize
the parameters of a smaller network.
It should be noted that the capacity of E must be sufficient
to produce similar features for both domains while providing
features for a high quality classification. The optimization of
θ can be given as:
inf
θ∈Θ
D(Pr(f̂s)∼p,Pr(Eθ(xt))∼q) + λlg(f̂s,Eθ(xs)) (1)
where θ ∈ Θ and f it = Eθ(xit) are target domain features.
D is the network that gives the distribution between source
and target domain features. λ > 0 is used as a regularization
hyperparameter; lg(f̂s,Eθ(xs)) = ||f̂s − Eθ(xs)||
2
2 is the self-
supervision loss.
We measure the distance D(Pr(f̂t)∼p,Pr(Eθ(xt))∼q) be-
tween the source and target domain feature distributions by
using the Wasserstein Distance.







over all joint distributions. This optimal transport problem
over joint probabilities has a dual formulation (Kantorovich-










where φ ∈ Φ represents the weights of the discriminator
D. A solution to find the parameters of the discriminator has
been proposed by Arjovsky et al. [31]. Furthermore, gradient
penalty variant solves the problems related to convergence
Algorithm 1: Self-Supervised Domain Adaptation
Require: Xs, Xt, Eθ̂ , Eθ , Dφ, λ > 0, n: Mini-batch size,
ncrit, λp > 0: Penalty gradient
Initialize θ = θ̂
Initialize the parameters φ of Dφ










Compute f̂ is = Eθ̂(x
i
s), f it = Eθ(xit), f is = Eθ(xis);
for k = 1, · · · , ncrit do
Sample a random number ε ∼ U [0, 1];
f̃ i = εf̂ is + (1− ε)f it ;





D(f̂ is)− D(f it )− λp(||∇f̄D(f̃
i)||2 − 1)
2










Fig. 5: Discriminator D. B1 and B2: 2D convolutional
+ instance normalization layers [40]. FC1 and FC2: fully
connected layers. c0 = 512, c1 = c2 = 64 and c3 = 262144
are number of channels and FC2 outputs a scalar value.
which we use in this study [37]. For a detailed understanding
of the algorithm, please refer to Algorithm. 1.
More details and variants of the algorithm can be found in
[7] with further experiments for the semantic segmentation
problem.
V. EXPERIMENTS
We evaluate the adaptation capability of our instance seg-
mentation method on two different domains: Semantic KITTI
[38] and Foggy Cityscapes Dataset (CS) [4]. We use the
weights of the YOLOv3 network [2] which is trained on
the COCO Dataset [39]. The weights of the instance seg-
mentation part are obtained by using the Cityscapes Dataset;
however, since we freeze the YOLO object detection net-
work, the object detection is not improved with this training
and certain classes such as rider is not detected.
We use the source domain as Cityscapes in both of
the datasets. For unsupervised domain adaptation the hyper
parameters are selected to be ncrit = 5, λ = 10, λg = 20
and Adam optimizer with learning rate α = 1× 10−4 and
β1 = 0.7 and β2 = 0.9. The time requirement of inference
for images with size of 640x640 pixels is 66 ms while
for 1024x1024 pixels, it is 165 ms. In the experiments,
we use 1024x1024 pixel sized images. We use a shallow
discriminator D as shown in Fig. 5.
For evaluation, we use AP and AP 50 % measures
where AP is the average precision over the region level for
each class. For AP, 10 different overlaps are used between
[0.5, 0.95] in steps 0.05. Overlap is computed for each
instance at region level. AP 50 % is also provided which
gives the average precision with 50 % overlap.
Semantic KITTI [38] is a variant of KITTI dataset where
200 images are selected and labeled in detail with same
labels of Cityscapes. Although both datasets are obtained
from the cameras of moving vehicles in traffic, the prop-
erties of the cameras and labeling strategies make these
two datasets significantly different from each other and the
datasets that are trained and achieve a high accuracy of
instance segmentation accuracy cannot achieve the same high
accuracy on KITTI instance segmentation as demonstrated
on the benchmark 1. We use our network which is trained
for instance segmentation on Cityscapes, and adapt it to
this dataset by using 200 images of the KITTI dataset
without using any of the labels. In the current benchmark, no
unsupervised method has been reported until now; therefore,
this is the first time UDA is performed on Semantic Instance
Segmentation KITTI. The image sizes of Cityscapes and
KITTI are different. We test the images with and without
resizing the KITTI images to be in similar size of CS and
find out that resizing improves the accuracy, therefore we use
the resized images for the adaptation as shown in Table. I.
Results: As it can be seen, the average performance is
highest when the UDA is applied on the method; however,
this is not the case for all the classes. For example, the
accuracy of the truck and bus detection reduces. This is
probably due to the small number of occurrences of these
classes. The trains are also recognized worse with respect
to non-resized cases probably due to the visibility of the
trams. There are only a few frames where these rare classes
are visible. We don’t report the rider class since we use
the pretrained Coco dataset which has no rider class. In
overall, the results are comparable with or better than some
the state-of-art results in the KITTI benchmark although no
supervision is used from the KITTI dataset. Furthermore, the
accuracy of the source domain, CS dataset, drops from AP
%50 = 25.7% to 24.8% which is less than the increase in
KITTI.
The visualization of four samples are shown in Fig. 6. The
ground truth is shown on the left column, the non-adapted
resized samples in the middle and the adapted ones are on
the right column. The important differences between them
are shown with a red circle. On the top row, two vehicles
are detected as single before adaptation. On the second row,
a person is hallucinated before the adaptation. On the third
column, a human is detected after adaptation correctly. In
the last row, a vehicle which is not detected at a distance
is detected after adaptation. It should be noted that although
some of the results are corrected after adaptation, it is not
sufficient to correct all. The accuracy of the initial model is
important to achieve a better adaptation.
1http://www.cvlibs.net/datasets/kitti/eval instance seg.php? bench-
mark=instanceSeg2015
Foggy Cityscapes [4], [5] is a collection of images in
which the fog is overlaid to the original real images of
the Cityscapes dataset. Therefore, it is a realistic synthetic
dataset. The only additional noise factor is the fog, the cam-
era parameters are same in both; therefore we don’t resize
the images. Three different variances of fog are provided
in the CS Foggy dataset. Fog-02 refers to heavy fog while
Fog-01 refers to lighter and Fog-005 refers to the lightest
fog conditions. An example of three conditions is given in
Fig. 7 with the original condition.
For source domain, we use 2975 training images of the CS,
while for the target domain, 1500 validation images of foggy
condition are used. We use a mixture of all foggy weather
conditions since in real life, it is not possible to estimate
the amount of fog easily. Again, no labeled images are used
for adaptation training and the same parameters with KITTI
UDA are used.
Results The results improve significantly for Fog-02 as
it can be seen in Table. II. The accuracy of Fog-005 also
improves slightly. However, the accuracy of Fog-01 does
not improve. The slight or no change in the performance
for Fog-01 and Fog-005 conditions can be attributed to the
high similarity of source and target domains for instance
segmentation. Furthermore, the performance on the original
CS dataset does not degrade significantly (from 25.7 % to
24.6 %). To understand the effect of adaptation in detail, we
further provide data for Fog-02 condition in Table. III. As
it can be seen, nearly all classes improve in performance;
only, bus class which has a few samples reduce slightly
in performance. Although the detections of cars improve
slightly, it is necessary to note that the car class has many
samples; therefore, the increase in car class shows a signifi-
cant increase in the overall dataset.
To visualize the effects of the adaptation, we show some of
the results in Fig. 8. On the top row, the tram is recognized
after adaptation, which is important in the scene. On the
second row, a human is detected on a bike after detection.
Since we don’t have the rider class in training, this is
not recognized as rider. On the third row, again the tram
is recognized after adaptation. Finally, on the last row, a
minivan is recognized after adaptation which is an important
object in the scene.
VI. CONCLUSION
Our proposal depends on two main components: a fast
instance segmentation network and an unsupervised domain
adaptation approach. As it can be seen, a DNN, which uses
Darknet as a backbone can be adapted to new conditions
for instance segmentation. The performance increases signif-
icantly for the cases where the difference between the source
and the target domain is significant such as thick fog condi-
tion, or a completely new dataset. For the KITTI dataset,
our adaptation outperforms even some of the supervised
methods in the KITTI benchmark. As previously mentioned,
currently there are not other methods apart from this one
which perform unsupervised domain adaptation between two
real datasets for the task of instance segmentation. In the
TABLE I: Results with CRF on the KITTI dataset with different architecture types.
No Resize Resized Resized, Adapted
(%) AP AP 50% AP AP 50% AP AP 50%
person: 1.00 6.70 3.60 16.10 5.60 26.10
car: 19.40 43.20 16.00 38.30 27.30 58.10
truck: 3.00 4.70 12.80 25.60 8.30 14.40
bus: 15.90 23.50 31.90 59.20 16.70 24.50
train: 6.80 16.70 6.10 13.00 3.30 8.60
motor: 0.00 0.00 4.40 18.60 28.00 60.00
bicycle: 3.10 12.30 1.80 9.30 3.80 15.10
average: 7.03 15.30 10.94 25.73 13.29 29.54
(a) RGB & GT (b) No adaptation (c) Adapted Detections
Fig. 6: Samples from KITTI dataset. GT: Ground Truth, All instances are estimated after resize operation.
Fig. 7: Top-left: Normal condition, Top-right: Fog-02,
Bottom-left: Fog-01 and Bottom-right: Fog-005.
TABLE II: Average Results for Three Fog Conditions
Initial Model Adapted Model
(%) AP AP 50% AP AP 50%
Original 10.9% 25.7% 9.7% 24.6%
Fog-02 7.3% 16.2% 7.4% 17.8%
Fog-01 9.1% 21.1% 8.6% 21.0%
Fog-005 9.6% 22.5% 9.2% 23.2%
(a) RGB & GT (b) No adaptation (c) Adapted Detections
Fig. 8: Samples from CS Fog-02 dataset. GT: Ground Truth.
Red circle shows important differences.
TABLE III: Detailed Results for Fog-02
Fog-02 Initial Model Adapted Model
(%) AP AP 50% AP AP 50%
person: 2.5% 11.3% 3.0% 13.4%
car: 12.8% 29.7% 13.2% 31.3%
truck: 8.9% 16.0% 10.4% 18.2%
bus: 21.7% 34.3% 19.6% 32.3%
train: 1.3% 4.3% 0.9% 4.3%
motorcycle: 2.3% 9.9% 3.1% 14.7%
bicycle: 1.4% 8.1% 1.9% 10.2%
average: 7.3% 16.2% 7.4% 17.8%
future work, we plan to train the backbone of our model
on both datasets for new conditions to be able to compare
its performance to supervised cases, propose an instance
segmentation architecture for real-time inference and do
domain adaptation for panoptic segmentation.
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