RSEM has been mainly known for its accuracy in transcript abundance quantification. However, its quantification time is extremely high compared to that of recent quantification tools. In this paper, we revised the RSEM's EM algorithm. In particular, we derived accurate M-step updates to eliminate incorrect heuristic updates in RSEM. We also implement some optimizations that reduce the quantification time about a hundred times while still have better accuracy compared to RSEM. In particular, we noticed that different parameters have different convergence rates, therefore we identified and removed early converged parameters to significantly reduce the model complexity in further iterations, and we also use SQUAREM method to further speed up the convergence rate. We implemented these revisions in a packaged named Hera-EM, with source code available at: https://github.com/bioturing/hera/ tree/master/hera-EM
Introduction
RNA-Seq has become a standard approach for quantifying transcript abundances. Reads with multiple mapping locations (multi-mapping reads) are the main obstacle in quantifying. Many tools have been developed to resolve this problem. The simplest solution is ignoring multi-mapping reads, and just counting the number of unique reads for each transcript. This approach has limitations [6] . To take into account information from multi-mapping reads, EM solutions were developed [2, 6, 10, 11] . Using a comprehensive generative model, RSEM [6] has been known for its accuracy in transcript abundance quantification [2, 9] . However, given the large amount of RNA-Seq data generated, the running time of RSEM is a major disadvantage. This gives rise to a new class of more efficient tools e.g. Sailfish, Salmon, Kallisto [2, 10, 11] . Besides using pseudoalignment instead of alignment. Kallisto, and Sailfish implement simpler EM solutions that group reads mapping to the same set of transcript into equivalent classes 1 which may lead to loss of mapping positions, fragment lengths, alignment score information.
2 . In the case of multi-mapping reads, these variables are important to find the best assignments of reads to transcripts. As a result, Kallisto and Sailfish, while being much faster, cannot reach the accuracy level of RSEM [2, 9] .
In the work of Li et. al., 2011 [6] , while the generative RSEM model was constructed comprehensively, the authors failed to derive accurate update formulae for the models' parameters in their EM algorithm as the difficulty of the analytic work. In this manuscript, we keep the essence of RSEM's model, and provide accurate formulae for parameter updates in the EM algorithm by finding the solutions analytically. With the accurate parameter update formulae, we achieve better results than RSEM in the SMC DREAM challenge data sets. We note that the data sets from the SMC DREAM challenge were generated using the RSEM generative model. Besides, we observed that different transcripts have different convergence rates for their abundance estimations. Therefore, by avoiding the recalculation of early converged estimations, we can save a huge amount of computation. Specifically, if we detect a parameter unchanged for a few EM rounds, we will keep the parameter fixed in further iterations. Hence, we can skip the recalculation of the joint probability on those transcripts. This is our main contribution in speeding up the EM process. In addition, we also implement the SQUAREM method [16] to improve the convergence rate.
Hera-EM is about a hundred times faster, at the same time, gains equal or even better accuracy compared to the EM procedure in RSEM. On a data set with 60 million of reads, RSEM takes about an hour (3432 seconds) for EM step only, while Hera-EM needs half a minute (24 seconds); for an other data set with 75 million of reads, RSEM takes about 1.5 hours (5044 seconds), while Hera-EM takes 39 seconds. Hera-EM consumes about 7 GB of memory in all of these benchmarks.
Method
2 )} be a set of N read pairs; T = {t i } be a set of M transcripts. Transcript t i has length l i . For each read r = (r 1 , r 2 ), we denote A r = {a i } as the set of alignments, where each alignment a i is a tuple (t, f, s, o) of transcript t, fragment length f , starting position s, and orientation o. We also denote t a , f a , s a , o a as the original transcript, fragment length, starting position and orientation of an alignment a, respectively.
Generative Model
The process of generating a read is described in the following generative process.
• Draw transcript t i from the set of all transcript T with probability θ i .
• Choose a fragment length f i of the read with probability depends on the the universal fragment length parameter λ adjusted by the length of transcript t i .
• Choose a starting position s i on transcript t i of the fragment with a universal probability π adjusted based on the length of transcript t i , and the fragment length f i .
• Choose an orientation o i of the read pair with probability ω of being forward-stranded.
• Adding sequencing errors, with each position has the probability of being erroneously sequenced.
The details of the above parameters θ, λ, π, ω, are explained below.
Definition of the distributions and parameters θ: Transcript distribution
For transcript distribution, we denote θ t as the probability that a transcript t is chosen from all transcripts to generate a fragment. Given parameter λ as the distribution of the fragment length generated from a hypothetical infinitely long transcript. In the generative model of fragments on a particular transcript, this parameter needs to be adjusted according to the length of the transcript, as fragments cannot be longer the transcript itself. We set the probability of the all fragments that are longer than the transcript to zero and normalize the total probability to 1.
Denote l = |t| as the length of the chosen transcript t.
The probability of choosing a fragment length f a :
As many studies have observed that reads are not generated uniformly along the transcripts [4, 6, 12] , Li and Dewey [6] modeled the read start distribution by dividing each transcript into 20 bins and count the frequency of reads starting in each bin. We also model this distribution by dividing each transcript into a fixed number of segments (64 by default) and assign a common probability π i to the i th segment of every transcript. Given a hypothetical fragment of length 1, π i represents the probability of this fragment originated from the segment i. Within each segment, the starting positions of the fragments are uniformly distributed. With fragment lengths larger than 1, not every starting position on the transcript is possible because fragments can not end outside the transcript, so we need to adjust the distribution.
Let π i be the probability that a hypothetical fragment of length 1 is originated from the segment i. Denote b as the number of segments of each transcript, l as the length of the chosen transcript.
We define g(k) as the cumulative distribution function for the hypothetical fragment of length 1.
With a fragment of length f originated from transcript t of length l, the fragment can only start from 0 ≤ s a ≤ l − f , so we have the following definition for 0 ≤ s a ≤ l − f ,
We assume the distribution of the read orientation o is a Bernoulli distribution with parameter ω. o = 1 means the read is forward-stranded, and o = 0 means the read is reverse-stranded. We can set ω = 1 2 in unstranded protocol, and ω = 1 in stranded protocol, or by default it is estimated from the data.
: Error rate
Sequencing error also needs to be accounted for. We assume a simple distribution, every base has the same probability for being erroneously sequenced 3 , denoted as . Therefore a read r with edit distance e to the reference has the probability of
Given an alignment a(t, f, s, o) of the read r(r 1 , r 2 ), let d be the edit distance between the read and the reference of the aligned position.
Likelihood function
Denote Ω as the set of all parameters θ, λ, π, ω, and . From Fig. 1 , we derive a formula for joint probability of read r and alignment a(t, f, s, o) given parameter Ω.
We also have the conditional probability,
We define the likelihood function.
Where A r is the set of all alignments of a read pair r. R is the set of all read pairs.
Our goal is to find the parameter Ω that maximizes the likelihood function L. In this work, we use an optimized EM algorithm to obtain the desired parameters. First we initialize our distributions as uniform distributions, and then applying the following EM update iteratively until the relative change of all elements in the parameter θ is below 10 −3
EM update
For each iteration of the EM algorithm, from the old parameter Ω (i) , we need to find a new parameter Ω (i+1) that maximizes this function.
Where A is the set of alignments of R.
Taking partial derivatives of Q(Ω | Ω (i) ) by the following variables θ, λ, π, ω, and equating them to zero, we can solve for the roots of those equations with the constraints that the sum of each variable equals to 1 (See supplementary for detailed calculations). This gives us the following update formulae.
Transcript distribution
For each transcript t, we have the following update,
Fragment length distribution
Read start position distribution
We cannot eliminate the variable π i inŶ i so we use an approximation from the previous value of π i . We can easily compute the estimation of Y i alongside with the EM algorithm. However there is still an unsolved variable Z 0 , we use the Newton method [1] to solve the equationπ b = 1 to get the value of Z 0 After finding Z 0 , we have
Error rate
We have the following update formula,
Inaccuracy in RSEM parameter updates
While our generative model is the same as RSEM, the update formulae for the parameters π and λ are different. RSEM does not solve the partial derivative equations to derive the formulae for these two parameters, but rather uses intuition to come up with incorrect update formulae.
In particular, in the RSEM published source code, the parameter λ (i+1) is updated as follow,
, which is not the optimal result for this optimization. Similar to fragment length distribution, RSEM uses an intuitive update formula π
for the parameter π of read start position distribution. This leads to underestimating read coverage in the 3' tails. The error in the update of read start position distribution affects the results significantly. In the Results section, we show that RSEM incorrectly estimates the read start distribution, and leads to lower correlations with the simulated truth.
Optimizations
As the number of reads is extremely high in each run, it yields a heavy computational cost in each naive EM iteration. Many recent methods try to reduce the complexity by grouping similar reads 4 into equivalent classes [2, 10, 11] . This approach significantly speeds up the computation, however, with a notably loss in accuracy. In Hera-EM, our goal is to preserve the accuracy, while reducing the quantification time.
Similar to RSEM, we only run full EM iterations for a few first iterations (default of 30 in our implementation), after that we run simplified EM iterations, which only θ is being updated, other parameters are kept fixed. This saves a lot of computation as other parameters tend to converge after only a few rounds of EM. Besides, we only need to keep the edit distance for each alignment instead of the whole read sequence to calculate the joint probability. Therefore, we can store the whole alignment data on RAM with even less memory than RSEM. Hence, we don't have to reread the alignment file in every EM round. This also significantly speeds up each EM iteration.
An interesting observation is that after just a few EM rounds, only a small number of elements in parameter θ are still being changed as most of them have already been converged early. This leads us to a more sophisticated optimization. If we detect a parameter θ i of a transcript have a relative change smaller than a threshold of 10 −5 in a few EM rounds, the parameter will be kept fixed in further iterations. This means the joint probability of the alignments on these transcripts will not change in further iterations and we don't need to update the parameters θ i of those transcript, therefore they can be safely removed from the future iterations. We only need to keep the total joint probability of the removed alignments for each read to calculate the conditional probability of other alignments. Applying this optimization, we see a dramatic reduction of data complexity. This is our main optimization of the EM algorithm.
We noticed that TIGAR2 [7] utilizes a similar optimization, which stops the re-evaluation of reads that mapped onto the transcripts with converged parameters. However, there is a notably difference between TIGAR2 and our method. In our method, we don't wait until all alignments of a read to be converged to stop re-evaluating that read. We stop the re-evaluating of an alignment immediately after that alignment is converged, independent from other alignments of the same read.
We also ignore the improbable alignments with conditional probability P (a | r, Ω) less than a defined threshold. Through experimenting, we notice that while a smaller threshold of 10 −6 give a nearly identical result compared to no-filtered version, higher threshold of 10 −3 is notably faster but can cost accuracy. Hence we choose a default of 10 −6 . In our simulated data sets, about half of the alignments are redundant due to very low conditional probability, therefore, this optimization reduces about half of the quantification time.
Finally, we also implement SQUAREM [16] to speed up the convergence rate.
TPM value
Similar to RSEM [6] , we defined the effective length of the transcript t as
The TPM value of a transcript t is 10 6 × θ t l t t∈T θ t l t
Results
We benchmarked Hera-EM algorithm against RSEM using two simulated data sets generated by SMC DREAM challenge [14] . The first data set denoted as sim4x contains 5 samples: 41, 42, 43, 44, 45; each sample has 60 million reads. The second data set, denoted as sim5x, is an improved version of sim4x, and contains 6 samples: 51, 52, 53, 54, 55, 56; each sample has 75 million reads. Both data sets are simulated by rsem-simulate-reads. The main difference between sim5x and sim4x is the read start position distribution. In sim4x, reads are uniformly generated along the transcripts, however in sim5x many biases are introduced to better reflect the situations in real RNA-sequencing data [14, 15] .
The benchmark was run on a computer with 40-cores Intel(R) Xeon(R) E5-2680 v2 @ 2.80GHz CPU, and 96 GiB DDR3 1866 MHz RAM. Each tool was run with its default parameters in 32 threads. Besides, we also ran RSEM with --estimate-rspd option to test the read start position update of RSEM. Hera-EM and RSEM used the same alignment files performed by bowtie2 [5] with the following parameter which is from RSEM. Table 1 describes the running time and peak memory for EM procedures of Hera-EM and RSEM. On average, Hera-EM is about a hundred times faster than RSEM's EM. Hera-EM consumes about 6 to 8 GBs memory while RSEM EM procedure consumes about 6 to 9 GBs. This table also presents the correlation between both tools' TPM estimation and the simulated truth TPM. The estimation and the simulated truth TPM values are both rounded to 2 decimal digits before computing the correlation. Spearman's rank correlation and pearson correlation are computed using their definitions [3] . To compute the log-pearson score, each TPM value is first added an offset of 0.01 then we compute the pearson correlation on the log-transformed values of the modified TPM values (These benchmark metrics are based on the SMC DREAM challenge [13] ).
In sim4x data sets, the results from Hera-EM and RSEM are extremely similar. However, in sim5x data sets, Hera-EM is more accurate than RSEM in all metrics (Spearman, Pearson, Log-pearson correlations with the ground simulated truth). A scatter plot between the estimation of both tools and simulated truth of the sim 51 is shown in Fig. 2 . This difference is because the read start distribution in sim5x is not uniformed, while RSEM assumes it to be uniformed by default.
We further run RSEM with --estimate-rspd option to enable the estimation of read start position distribution. As the update formula for this parameter in RSEM is not correct, RSEM's results deteriorate (Table 2 and Fig.2 ).
We also benchmarked the accuracy of Kallisto (Table 2 ) on these data sets. Kallisto has the lowest scores in all metrics. Note that as Kallisto doesn't provide user the ability to input alignment files, the low accuracy can also be the result of spurious pseudo-alignment process.
We also noticed that given the same bowtie2 alignment, Salmon's quantification results exceed both RSEM and Hera-EM in the sim4x, and stay between Hera-EM (better) and RSEM in sim5x. We believe this may stem from the differences between variational bayesian and EM algorithms. 
Supplementary
As stated, our goal is to find the parameter Ω to maximize the likelihood L using EM algorithm
We have to maximize this function with respect to Ω
Transcript distribution
Our goal is to find the maximum value of Q(Ω | Ω (i) ) respect to θ with the condition i θ i = 1 From the equation 1, we have,
Whereas the probability P (r, a | t a , Ω) is independent from θ . Hence we have,
Using Lagrange multiplier, we have the following system of equations, r∈R a∈Ar,ta=t
With α is the Lagrange multiplier, hence,
Therefore,
Fragment length distribution
Similarly to transcript distribution, we have,
With C is some function that is independent from λ Hence,
Using Lagrange multiplier, we have the following system of equations, r∈R a∈Ar,fa=f
We calculate the difference between the equation for λ f and λ f −1 r∈R a∈Ar,fa=f
Assume that
Hence,
After computing Z f we can compute λ i × c, and with the constraint i λ i = 1 to get the value of c
Read start position distribution
We have,
With C is some function that independent from f , hence,
With C 2 is some function independent from Ω For simplification we assume that
|ta| × b = q for all cases. Because transcripts are usually much longer than the number of segments, only a small gradient comes from other cases.
Similarly, let j = |ta|−fa+1 |ta| × b , and β = |ta|−fa+1 |ta|
System of equation, with α is the Lagrange multiplier.
Take the difference of the equations of π i+1 and π i , we have,
We can't solve this equation explicitly so, we use an iterative method.
Let Y k = r∈R a∈Ar,β=k 1 π β + j * π β × P (a | r, Ω (i) )
We can't eliminate the variable π i inŶ i so we use an approximation from the previous value of π i . We can easily compute the estimation of Y i alongside with the EM algorithm. However there is still an unsolved variable Z 0 , we can use Newton method to solve the equationπ b = 1 to get the value of Z 0 We have,
Therefore, we have the update to get Z 0 , 
Future work
As many works have shown that variational inference is arguably a better solution for transcript abundance quantification compared to the maximum likelihood estimation. We are considering to implement a similar Hera-VB algorithm for the RSEM generative model.
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