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Tato bakalářská práce se zabývá zálohováním a archivací dat v reálném prostředí jedné 
konkrétní finanční společnosti. Je zde popsán kompletní zálohovací systém a problémy 
související s tímto systémem. Dále jsou uvedeny i návrhy na zlepšení současného stavu tak, aby 
bylo využito maximálně jeho potenciálu a bylo možné s ním rychleji, přehledněji a snadněji 





The bachelor´s thesis is concerned with backup and archiving of data in a real environment of 
an actual financial corporation. There is descripted a complete backup system as well as 
problems related to the system. There are mentioned suggestions for improvement of actual 
status to reach the maximum profit of it´s potential to allow to work faster, more transparent 
and more easily. The work contains as well the theoretical foundations, from which the 
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V dnešní době informačních technologií jsou data všude kolem nás. Ať v domácnostech, kde 
rodiny pracují s fotkami nebo vlastními videi z dovolených, tak i v malých či velkých podnicích 
nebo státních institucích, kde se naopak pracuje s daty, jež jsou pro chod těchto společností 
nezbytná. Jejich ztráta, a to i částečná, by v mnoha případech znamenala konec činnosti pro 
celou společnost. 
 
Zde tedy plyne potřeba zabezpečit ukládání dat a to na delší časové období, což může být i 
několik desítek let. Nikde není definováno, jakým způsobem se data mají zálohovat či 
archivovat a každá společnost k tomuto problému přistupuje jinak. Jsou společnosti, které 
ignorují rizika spojená se ztrátou dat, přehlížejí je. Jsou také podniky, které o rizicích neví. Na 
opačné straně jsou podniky, které se snaží svá data maximálně zabezpečit, ochránit je proti 
ztrátě nebo odcizení. Také hledají nejvhodnější způsob, jak je ochránit na co nejdelší časové 
období, po které je uložení dat vyžadováno. 
 
Přesně taková je i finanční společnost, o které tato bakalářská práce pojednává. Snaží se 
využívat moderní technologie, které jí zajišťují rychlost, spolehlivost a bezpečnost v oblasti 
uchování dat. Na druhou stranu jsou i zde rizika, která jsou opomíjena, a v případě 


















Cílem této bakalářské práce je zhodnotit stávající zálohovací a archivační systém konkrétní 
finanční společnosti, především v něm najít nedostatky a ty podle vhodného návrhu řešení 
odstranit, tak aby zvolený zálohovací systém fungoval bez problémů i nadále, měl co nejmenší 
rizika ztráty dat a bylo možné se na něj dlouhodobě spolehnout. 
 
V teoretické části jsou vysvětleny klíčové pojmy a technologie, ze kterých vychází konkrétní 
systém zálohování ve společnosti. Sem patří popis médií, která se používají pro zálohování a 
archivaci, dále to jsou disková pole, typy záloh z několika úhlů pohledu, typologie úložiště a na 
závěr je zde i zmínka o cloudu, který má určitě do budoucna perspektivu a jehož využití může 
být pro podniky přínosem. 
 
Hlavním cílem v další části je popsat kompletní zálohovací systém podniku a to včetně věcí, 
které k němu patří. Bude zmapován celý proces zálohování. Dále budou zmíněny problémy, 
které se týkají přímo zálohovacího systému a procesu. Jsou uvedeny i rizika, která nemají se 
samotným procesem nebo systémem přímou spojitost, ale mohla by mít zásadní dopad na ztrátu 
dat. Na základě rizik dojde k vypracování návrhů, které rizika odstraní nebo je alespoň 

















1 TEORETICKÁ VÝCHODISKA 
V této kapitole jsou popsány základní pojmy z oblasti zálohování, a dále různé procesy 
zálohování, ze kterých se vychází v dalších částech práce. 
 
1.1 Zálohování 
„Zálohování je proces kopírování souboru nebo adresáře na jiné místo nebo jiný druh nosiče“ 
(1, s. 7). 
Při zálohování zůstává původní soubor nebo adresář zachován. V případě nenadálé situace 
(např. krádež, požár), kdy dojde ke ztrátě původního souboru nebo adresáře, je záložní kopie 
použita jako obnova. Zálohovat lze pouze určité části disku nebo celé disky (1). 
 
Z důvodu zajištění aktuálnosti ukládaných dat se záloha provádí na dobu několika dní, 
maximálně několika týdnů. K tomuto procesu je třeba vlastnit výkonné záznamové zařízení, 
které splňuje požadavek na rychlou odezvu a stálou konektivitu (5). 
 
1.2 Archivace 
Při archivaci dochází k vytváření stálé kopie dat, která se již pravidelně nepoužívají. Tato data 
jsou ukládána na dlouhou dobu (několik měsíců až několik let). Původní data mohou být dle 
zvážení vymazána z pevného disku, aby došlo k uvolnění místa po archivaci (1). 
 
K archivaci se využívají datové nosiče zajišťující dlouhou životnost a dobré bezztrátové 
uchování informace. Tyto nosiče mohou mít pomalejší přístup k datům než nosiče používané 
pro zálohování. Nejčastěji jsou to magnetické pásky a vybrané pevné disky (5). 
 
1.3 Datové nosiče pro zálohování 
Dále jsou popsány běžné nosiče používané pro zálohování a shrnuty jejich výhody a nevýhody. 
 
1.3.1 Pevné disky 






Disk obsahuje kovové nebo skleněné plotny, které jsou pokryté tenkou, magneticky měkkou 
vrstvou. Nad každou plotnou je magnetická hlava, která se plotny přímo nedotýká. Magnetická 
hlava zajišťuje čtení a zápis z pevného disku. Uložení dat je realizováno zmagnetováním míst, 
které se provádí pomocí cívky čtecí hlavy a elektrického proudu (6). 
 
Vzhledem k tomu, že pevné disky obsahují více či méně složité součástky, dochází časem 
k přirozenému opotřebovávání. To vede postupem času k častějšímu výskytu chyb, někdy i 
k totálnímu selhání disku (2). 
 
 
Obr. 1: Popis částí pevného disku (7) 
 
SSD 
SSD je elektronické úložné médium, které obsahuje 3 typy pamětí: NAND a NOR flash paměti 
a dynamickou paměť s náhodným přístupem DRAM. Data jsou ukládána na jednotlivé flash 




SSD neobsahují žádné pohyblivé součásti. Jsou tedy mnohem tišší a odolnější vůči 
mechanickému poškození než HDD. Také se vyznačují kratší přístupovou dobou a nabízejí 
větší rychlost zápisu i čtení. Výhodou je i nižší energetická náročnost (9). 
 
Největšími negativy SSD jsou jednoznačně jejich cena a velikost úložiště. SSD nabízejí dnes 
úložiště v řádech desítek až stovek GB, HDD disponují úložnou kapacitou až 6 TB. Ceny SSD 
jsou také mnohem vyšší než ceny HDD s vyšší kapacitou (10). 
 
 
Obr. 2: SSD disk (11) 
 
1.3.2 Magnetické pásky 
Magnetické pásky se využívají především pro dlouhodobou archivaci dat, čím dál častější jsou 
však i případy, kdy se magnetické pásky používají pro samotné zálohování. Výhodou tohoto 
média je jeho levná cena. Naopak zařízení, které na pásky zapisuje nebo z nich data čte, je 
poměrně drahé. Jako další výhoda je snadná integrace do podnikového prostředí, a to při použití 
robotizovaných systémů (knihoven). Zároveň je snadné magnetické pásky přenášet a bezpečně 





Obr. 3: Magnetická datová páska (13) 
 
1.4 RAID (Redundant Arrays of Inexpensive Disks) 
RAID je technologie, která používá více disků v sadě, čímž je zajištěna ochrana dat proti selhání 
HDD. Pomocí RAID lze také zvýšit výkon zálohovacích systémů ukládáním dat na více 
pevných disků. Celkem jsou dva druhy implementace RAID – softwarová a hardwarová (3). 
 
Softwarový RAID je prováděn pouze na úrovni operačního systému. Není zde použit žádný 
speciální hardware pro správu RAID pole. Softwarový RAID nepodporuje všechny typy RAID 
polí (3). 
 
Hardwarový RAID využívá speciální regulátor, který se nachází na hostiteli nebo v poli. Pokud 
se tento regulátor nalézá na hostiteli, pak je vložen v PCI slotu a disky jsou k němu připojeny. 
Také může být integrován na základní desce. Tato integrace snižuje celkové náklady na systém, 




Využíváním RAID polí nedochází k zálohování dat. Jedná se pouze o doplněk ke skutečnému 
zálohování dat. Základních způsobů zapojení RAID polí je celkem sedm, ostatní zapojení jsou 
pouze kombinace těch základních (5). 
Dále jsou uvedena nejpoužívanější zapojení RAID polí. 
 
1.4.1 RAID 0 (STRIPING) 
Při použití RAID 0 jsou data rozložena ve formě proužků na všechny pevné disky v poli. Tím 
dochází k využití maximální kapacity disků. V případě čtení těchto dat je nutné potřebné 
proužky poskládat do jednoho, což zabezpečuje regulátor. S každým zapojením nového 
pevného disku vzroste celková kapacita diskového pole. Výhodou tohoto zapojení je především 
vysoká přístupová rychlost, proto se používá u aplikací, které tuto podmínku vyžadují. 
Nevýhodou je naopak, vzhledem k rozložení dat, slabší ochrana proti ztrátě dat (3). V případě, 
že dojde k selhání jednoho disku, všechna data jsou ztracena (20). 
 
Obr. 4: Schéma zapojení RAID 0 (14) 
 
1.4.2 RAID 1 (MIRROR) 
Při zapojení do RAID 1 dochází k zrcadlení dat. Tím je zvýšena odolnost proti chybám. Toto 
pole může být složeno nejméně ze dvou pevných disků. Při zrcadlení je každý zápis zapsán na 
oba disky. V případě selhání jednoho disku nedojde ke ztrátě dat, neboť jsou uložena i na 
druhém disku (3).  
 
Při zapojení do RAID 1 nedochází k navýšení rychlosti zápisu. Teoreticky je rychlost zápisu 
naopak pomalejší než v případě RAID 0, protože stejná data musí být zapsána na dva disky 
současně. Tato skutečnost je však závislá na způsobu implementace řadiče, neboť ten může 
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využívat zpožděných zápisů, kdy se na zrcadlový disk zapisují data až v případě menšího 
vytížení. Rychlost čtení je stejně jako u zápisu závislá na způsobu implementace řadiče. První 
možností je, že stejná data se budou číst z obou disků současně a zároveň se budou tato data 
porovnávat. Pokud dojde k rozdílu čtených dat, je nahlášena chyba. Toto vede ke snížení 
rychlosti čtení. Druhou možností je čtení různých dat z obou disků. V tomto případě se pole 
chová jako RAID 0 a rychlost čtení se naopak zvyšuje (15). 
 
Obr. 5: Schéma zapojení RAID 1 (16) 
 
1.4.3 RAID 3 
Pole RAID 3 zajišťuje vysoký výkon a zároveň snižuje riziko ztráty dat v případě ztráty disku 
ukládáním parity. Paritní informace jsou uloženy na vyhrazeném disku a jsou použity pro 
rekonstrukci dat v případě, že jeden z disků s uloženými daty selže. Data jsou v tomto zapojení 
rozložena mezi všemi disky (3). 
 
RAID 3 je využitelný pro přenos velkých objemů dat, protože poskytuje dobrou šířku pásma, 






Obr. 6: Schéma zapojení RAID 3 (17) 
 
1.4.4 RAID 5 
RAID 5 je velmi univerzální. Toto pole je podobné jako RAID 3, avšak s tou výjimkou, že 
paritní informace nejsou uloženy na samotném, vyhrazeném disku, ale jsou zapsány napříč 
všemi disky. Všechny disky v poli se tedy využívají jak pro zápis dat, tak i pro zápis parity (3). 
 
Data jsme v tomto poli schopni obnovit v případě ztráty jednoho disku a celková kapacita je 
rovna n-1 disků, kde n značí počet disků zapojených v poli (18).  
 
RAID 5 je možné použít pro data mining a pro správu relačních databází (3). 
 
 
Obr. 7: Schéma zapojení RAID 5 (19) 
 
1.4.5 RAID 6 
RAID 6 je podobný RAID 5, na rozdíl od RAID 5 jsou zde ale paritní disky dva. Toto zvýšení 
nám umožňuje obnovit data v případě ztráty dvou disků. Podmínkou pro toto pole je, že musí 
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být složeno minimálně ze čtyř disků. Stejně jako u RAID 5 je parita zapisována na všechny 
disky v poli. Negativem je, že obnova data může trvat déle než v případě RAID 5, neboť je zde 
více paritních disků (26).  
 
Obr. 8: Schéma zapojení RAID 6 (21) 
 
Existují i další typy RAID, např. RAID 7, který je odvozen od RAID 3 a 4 a navíc se přidá i 
vyrovnávací paměť. Využívají se i kombinace výše uvedených metod, kde čísla označují RAID, 
ze kterých je ten výsledný složen. Např. RAID 10 je složen z RAID 1 a 0, RAID 50 vznikne 
kombinací RAID 5 a 0, atd (1). 
 
1.4.6 Hot-spare 
Technologie hot-spare se využívá pro aplikace, kde je nutný nepřetržitý provoz. V tomto 
případě slouží jeden disk jako záložní a aktivován je ve chvíli, kdy u jiného disku dojde 
k havárii. Např. se může vytvořit RAID 5 ze čtyř disků a pátý disk bude zasunut a 
nakonfigurován jako hot-spare. Pokud dojde k výpadku některého ze čtyř disků používaných 
v poli, okamžitě bude aktivován pátý disk a budou na něj dopočítána data z vypadlého disku. 
Minimalizuje si tímto časové okno, kdy je pole nadále funkční, ale v případě výpadku dalšího 
disku dojde ke ztrátě všech dat pole, protože není třeba počkat na příjezd technika a výměnu 
disku. Další výhodou této technologie je možnost použití pro více polí (25). 
 
1.5 Typy záloh 
Existuje několik typů záloh. Ty se dělí podle toho, jak data zálohujeme. Každá z těchto typů 




1.5.1 Úplná záloha 
Při tomto typu zálohy jsou vždy odzálohovány kompletní soubory a složky, které k záloze byly 
vybrány. Jedná se o základní stavební kámen celého systému zálohování, protože i v kombinaci 
s jinými typy záloh je nutné na počátku provést plnou zálohu. Ideální by bylo vždy používat 
právě plné zálohy, protože jsou nejvíce komplexní a nejvíce soběstačné. Tím, že jsou ukládány 
kompletní soubory a složky, je možné v případě havárie data rychleji a jednodušeji obnovit. 
Nevýhodou tohoto typu je však časová náročnost, protože je třeba ukládat větší množství dat. 
Proto se úplné zálohy omezují zpravidla na týdenní nebo měsíční a záloha probíhá obvykle 
v nočních hodinách. Dalším negativem je požadavek na vyšší skladovací prostor. Zároveň je 
třeba ukládaná data co nejlépe ochránit šifrováním, neboť v případě odcizení nebo ztráty má 
neoprávněná osoba přístup ke komplexním datům celé společnosti (27). 
 
1.5.2 Přírůstková (inkrementální) záloha 
Při použití přírůstkové zálohy se ukládají pouze ty soubory nebo složky, v nichž byla od 
předchozí zálohy provedena změna. Na začátku je vždy nutné provést plnou zálohu a následně 
již stačí zálohovat změněná data. Výhodou tohoto typu zálohy je menší časová náročnost – 
přírůstková záloha může být provedena za zlomek času oproti plné záloze. Také je zde menší 
náročnost na kapacitu úložiště. Nevýhodou je, že plná obnova bude trvat podstatně déle než u 
jiných typů zálohování, protože není vše v jednom souboru. K plné obnově je zde třeba mít 
poslední plnou zálohu a všechny přírůstkové zálohy od té doby provedené. Dalším problémem 
může být nemožnost obnovit data k určitému času. Pokud dojde ke zničení nebo ztrátě 
některého přírůstku, bude možné obnovit data pouze před tímto přírůstkem. I pokud jsou 
k dispozici následující přírůstky, nelze z nich již data obnovit, protože jsou vázány na každou 
předchozí přírůstkovou zálohu (28). 
 
1.5.3 Rozdílová záloha 
Na začátku cyklu je opět vždy provedena plná záloha. Dále jsou již ukládány pouze změny 
provedené od této poslední plné zálohy, což je i rozdílem oproti přírůstkovému typu zálohy, 
kdy se ukládají všechny změny provedené od poslední plné zálohy a jejich následných 
přírůstků. Zde jsou ukládány pouze změny provedené od poslední plné zálohy. Výhodou tohoto 
typu zálohy je menší časová náročnost než při plné záloze a nižší požadavek na úložnou 
kapacitu oproti plné záloze. Pokud však bude rozdílová záloha prováděna příliš mnohokrát, 
velikost této zálohy může být vyšší než počáteční plná záloha. Výhody oproti přírůstkové 
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metodě jsou kratší čas nutný pro obnovení data a také to, že rozdílové zálohy na sobě nejsou 
závislé, proto při poškození jedné rozdílové zálohy můžeme data obnovit i z dalších záloh. 
K obnovení je třeba pouze dvou souborů – poslední plná záloha a poslední rozdíl. Nevýhodami 
jsou pomalejší obnovení než u plné zálohy, pomalejší zálohování a vyšší nároky na úložnou 
kapacitu než v případě přírůstkové metody (29). 
 
 
Obr. 9: Schéma plné, přírůstkové a rozdílové zálohy (30) 
 
1.5.4 Záloha typu D2D (Disk-To-Disk) 
Jedná se o typ zálohy, kdy se data neukládají na magnetické pásky, ale na disky. Důvodů je 
hned několik. Prvním z nich je neustálé navyšování úložné kapacity disků a snižování cen, 
zkracování zálohovacího okna nebo plné využití rychlosti zálohovacích mechanik. Tento typ 
zálohování se používá v případě, že společnosti nechtějí kupovat drahé páskové knihovny. 
Jedná se o dvoustupňové zálohovací schéma, kdy jsou data nejprve uložena do diskového pole 
a následně se klonují do dalšího diskového pole. Toto řešení přispívá k duplicitě dat, což vede 
k jejich větší bezpečnosti. Zároveň jsou data kdykoliv k dispozici, protože jsou uložena na 





Obr. 10: Záloha typu D2D (Disk-To-Disk) (31) 
 
1.5.5 Záloha typu D2T (Disk-To-Tape) 
V dnešní době se již tento typ zálohování prakticky nevyužívá, neboť má několik omezení. 
V tomto typu jsou zálohovaná data ukládána ze zdroje přímo na páskovou mechaniku nebo 
knihovnu. Aby však data mohla být ukládána korektně, je nutné zajistit konstantní datový tok 
k tomu, aby se páska mohla lineárně přizpůsobit tomuto datovému toku. Toto však neumí žádná 
pásková mechanika nebo knihovna jakéhokoliv typu, proto se v praxi využívají tzv. VTL 
(Virtual Tape Library). Ve VTL jsou virtualizovány levnější pevné disky, které se tváří jako 
pásky. Disková pole jsou zde vytvořena ze SATA nebo PATA disků a výhodou je, že si 
zálohovací software myslí, že zálohuje stále na pásky a není tedy nutné měnit koncepci 
zálohování (31). 
 
1.5.6 Záloha typu D2D2T (Disk-To-Disk-To-Tape) 
Tento typ zálohování je velmi efektivní a z hlediska bezpečnosti a rychlosti je nejčastější 
volbou. Využívá se zde kombinace disků i pásek. Dochází zde k plnému využití zálohovacích 
mechanik, čímž se podstatně zkracuje zálohovací okno. Datový stream se nejdříve zálohuje do 
diskového úložiště (nejčastěji VTL) a následně se data přesouvají na pásky. Výhoda diskového 
úložiště je ta, že odtud mohou být data velmi rychle obnovena, protože se nejedná o sekvenční 
zařízení jako u pásek. U nich je naopak výhodou, že po nahrání dat je lze snadno přemístit na 
jiné místo. Když dojde k havárii a zálohovací disky jsou zničeny, data mohou být obnovena 






Obr. 11: Záloha typu D2D2T (Disk-To-Disk-To-Tape) (31) 
 
1.5.7 Záloha typu D2D2C (Disk-To-Disk-To-Cloud) 
Jedná se o jeden z nejnovějších typů zálohování, nazýván je též hybridní. Svým principem jde 
o stejné řešení jako v případě D2D2T zálohování, jediným rozdílem je, že místo páskové 
knihovny se využívá cloudové úložiště, kam se data přenáší prostřednictvím internetu. 
Cloudové úložiště lze také nahradit externím nebo síťovým diskem umístěným ve společnosti. 
U cloudového úložiště je nutné zvolit takového poskytovatele, který má správně zabezpečenou 
ochranu ukládaných dat. A to jak po bezpečnostní stránce, kdy je nutné zamezit neoprávněnému 
přístupu, tak po zálohovací stránce, aby nemohlo dojít ke ztrátě ukládaných dat. Cloudová 
úložiště využívají především malé společnosti z důvodu relativně nízkých nákladů (31). 
 
1.6 Typologie úložiště 
Typologie úložiště se dělí na DAS (Directly Attached Storage), SAN (Storage Area Networks) 
a NAS (Network Attached Storage). Níže jsou popsány všechny typologie SAN a NAS, které 
jsou použity v práci dále. Typologie DAS není popsána, protože nebyla v této práci využita. 
 
1.6.1 SAN (Storage Area Networks) 
SAN je taková síť, kde jsou propojeny počítače (pracovní stanice a servery) se zařízeními na 
ukládání dat (diskovými poli). Tato síť je budována pomocí vysokorychlostních optických 
spojení a využívá se speciálně pro přístup k uloženým a zazálohovaným datům. Je tedy určen 
k ukládání a ochraně dat. Využívá se zde Fibre Channel (FC) protokol, který zapouzdřuje SCSI 
(Small Computer Storage Interconnect). Nově však lze využít i protokol iSCSI (Internet Small 
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Computer Storage Interconnect). Tento protokol zapouzdřuje SCSI do IP paketů. Poslední 
protokol, který lze v SAN využít, je FCoE (Fibre Channel over Ethernet. Ten zapouzdřuje FC 
rámce do rámců sítě Ethernet (32).  
 
Celkem se SAN skládá ze čtyř prvků. Ty jsou: 
· fyzická infrastruktura (optická vlákna, switche, diskové pole, adaptéry,…) 
· protokol (FC, iSCSI, FCoE) 
· aplikace (Oracle, DB2,…) 
· specialisté, kteří zbylé tři prvky poskládají dohromady. 
Podle vrstev lze SAN rozdělit na tři. Nejnižší vrstvou je Storage vrstva (disková pole, páskové 
mechaniky), nad ní se nachází Fabric (switche, huby, gatewaye, routery) a nejvyšší vrstou je 
vrstva hostovací (HBA, SFP, ovladače pro HBA a samotná vlákna) (32). 
 
Tato typologie se hodí pro střední až velké společnosti, kde je nutné zajistit vysokou dostupnost 
služeb, rychlé odezvy a škálovatelnost. Jedná se o specifickou infrastrukturu a pořizovací 
náklady jsou tedy dost vysoké. Hlavní výhodou typologie SAN je možnost sdílení datových 
polí na více serverech, dále odstranění vzdálenostních limitů pro lokálně připojené disky (lze 
fyzicky oddělit data a servery na vzdálenosti i několik desítek kilometrů), umožňuje definovat 
redundantní cesty ke zdrojům a podporuje clusterová řešení (33). 
 
· Připojení pomocí iSCSI – tento koncept vychází ze dvou rozšířených, známých 
technologií. První technologií je SCSI – rozhraní pro připojení disků v serverech, jako 
druhá se využívá technologie protokolu TCP/IP. iSCSI využívá z SCSI pouze protokol 
(fyzická vrstva je úplně vypuštěna). Pakety SCSI jsou před odesláním zapouzdřeny do 
protokolu TCP/IP a následně odeslány. Vzhledem k tomu, že jsou obě technologie velmi 
známé a tudíž existuje velké množství zařízení, které je podporuje, není nutné investovat 




Obr. 12: Schéma typologie SAN (33) 
 
1.6.2 NAS (Network Attached Storage) 
Jedná se o datovou síť, která využívá síťového protokolu TCP/IP v místní síti LAN. Tato 
architektura se využívá k efektivnímu sdílení souborů v síti na úrovni souborového systému. 
K přístupu se může využít síť LAN, nebo lze přistupovat i vzdáleně přes WAN. Výhodou NAS 
je využití stávající infrastruktury (TCP/IP síť). Architekturu je možné velmi snadno 
implementovat a jedná se tedy o poměrně levné řešení. Další výhodou je, že architektura pracuje 
v heterogenním prostředí. Tzn., že disková kapacita je sdílena servery s různými architekturami 
a operačními systémy. NAS zařízení není závislé na síťovém serveru. Jestli dojde k výpadku 





Obr. 13: Schéma typologie NAS (33) 
 
1.7 Cloud Computing 
Cloud Computing je definován jako výpočetní služby, které jsou dostupné a prováděné 
prostřednictvím veřejné IP sítě (internetu), typicky na virtuálních serverech. Výpočetní 
prostředky nabízí poskytovatel za úhradu. Uživatele zde nezajímá, jakou má cloud computing 
IT strukturu, ale jaké nabízí služby (34). 
 
Výhodou cloud computingu je, že zákazník platí jen za ty služby, co skutečně využívá a pouze 
v případě, kdy je využívá. Není nutné tedy dopředu kupovat technologie s výhledem na 3 – 5 
let dopředu, ale postačí si je zakoupit prostřednictvím této služby na pár měsíců. Tímto odpadá 
starost, jestli bude zakoupená technologie kapacitně dostačující. O to se stará poskytoval (35). 
 
 
Obr. 14: Cloud computing (36) 
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2 ANALÝZA SOUČASNÉHO STAVU 
Problém zálohování dat a jejich ukládání bude realizován v jedné konkrétní velké finanční 
společnosti sídlící v Brně. 
 
Tato společnost zaměstnává přibližně 650 zaměstnanců, kteří jsou rozděleni do různých 
specializovaných oddělení. Všechna oddělení využívají stejný software zabezpečující 
komunikaci napříč celou společností, zároveň však jednotlivá oddělení potřebují i 
specializovaný software nutný pro jejich práci. Tím se celá síť stává značně složitou. Dále jsou 
kladeny stále vyšší nároky na celou IT strukturu. Z tohoto důvodu má společnost vlastní IT 
oddělení, které zodpovídá za funkčnost celé sítě. 
 
2.1 Síťová infrastruktura 
· LAN -  využívají se dvě centrální redundantní saši s napojením L3 switchi. Páteřní síť 
je propojena na 44/10 Gb a koncové body jsou v rychlostech 1/10 Gb. Síť je 
segmentovaná a jsou zde oddělené segmenty pro PC, periferie a telefonii. Segment 
serverové sítě je dále oddělený interními firewally. 
 
· SAN – samostatná síť pro napojení úložiště k serverům, postavená na technologii iSCSI 
44/10 Gb. 
 





Obr. 15: Síťová infrastruktura v podniku (vlastní) 
 
2.2 Servery 
Společnost využívá velké množství serverů. Každý z těchto serverů je využit pro jinou činnost 
a je přizpůsoben pouze k té dané činnosti. Primárně se servery dělí na fyzické a virtuální. Na 
nich se využívají dva operační systémy – Microsoft Windows a Linux. Podle náročnosti 
aplikací se rozhoduje, který operační systém bude na jednotlivých serverech. Tam, kde se 
využívají nenáročné a hlavně freewarové aplikace, běží server na Linuxu, zatímco u 
náročnějších a placených aplikací se využívá Microsoft Windows ve verzi 2003, 32 i 64-bitové 
verzi. Ten je však postupně nahrazován novější verzí 2008. 
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2.3 Zálohovací server a knihovna 
Zálohovací server běží na operačním systému Microsoft Windows 2008 Standard, má interní 
diskové pole v kapacitě 20 TB a je k němu připojena LTO knihovna HP MSL G3 Series. Tam 
se nachází dvě zálohovací LTO-5, do kterých se vkládá zálohovací páska, jež má kapacitu 1,5 
TB nekomprimovaně, nebo 3 TB komprimovaně (za předpokladu komprese 2:1). Výhodou 
LTO knihovny HP typu MSL je, že splňuje vysoké nároky na automatické zálohování, obnovu 
dat po havárii a spolehlivou archivaci dat. Lze vybírat z velkého množství úložné kapacity, 
zároveň knihovna nabízí širokou kompatibilitu s páskami typu LTO-6, LTO-5, LTO-4 a LTO-
3 Ultrium. Díky webovému rozhraní je umožněna vzdálená správa zařízení, a to včetně 
konkrétních pásek. V případě potřeby vyšší kapacity či výkonu lze tento problém řešit 
jednoduchým upgradem. Pokud je páska ztracena či ukradena, ochranu dat zajišťuje šifrování. 
 
 
Obr. 16: Pásková knihovna HP MSL G3 2024 (vlastní) 
 
2.4 Zálohování 
Společnost zálohuje veškerý funkční systém, tj. systémy, podsystémy, operační systémy, 
aplikace a data aplikací a to každý den v určeném časovém okně. Trvanlivost této zálohy je 
vždy sedm dní. Zálohování běží v týdenní smyčce a daná záloha je následující týden přepsána 
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zálohou novou za předpokladu, že již není volná další páska z knihovny. Pro tuto týdenní zálohu 
je k dispozici celkem 20 pásek. Poslední kalendářní den v měsíci je vždy místo zálohy 
provedena archivace na datovou pásku. Ta je následně vložena do trezoru na bezpečné místo. 
Společnost splňuje i podmínku, že tato datová páska musí být uložena na jiném místě, než se 
nachází primární systémy. Celé systémy jsou archivovány na dobu 10 let. 
 
První den zálohy je vždy provedena plná (full) záloha a následující dny v zálohovací smyčce 
se již provádí pouze inkrementální (přírůstkové) zálohy. U důležitých systémů (Exchange, 
doménový řadič) se však každý den provádí plná (full) záloha. Data se ukládají šifrovaně na 
virtuální pásky. Ukládání probíhá s hardwarovou komprimací. 
 
Jako zálohovací software využívá společnost Symantec Backup Exec 2012. Tento software má 
agenty – softwary, které jsou nainstalovány na fyzických serverech a na virtuálních serverech 
Exchange a doménovém řadiči. U Exchange a doménového řadiče jsou agenti z důvodu 
požadavku na vytváření granulárních záloh. V případě, že se jedná o servery, které nejsou 
virtualizovány, jsou agenti nainstalovány na každém serveru. Agent má za úkol v neprodukční 
době časového okna zasílat data celého serveru do systému Symantec Backup Exec 2012, který 
zpracovává zálohu a určuje, zda se jedná o zálohu nebo archiv daného serveru. U 
virtualizovaných serverů běží systém odlišně. Ve virtuálním prostředí VMWare vSphere 5.1 a 
výše je nainstalovaný agent, který propojuje Symantec Backup Exec 2012 s daným serverem, 
jenž je celý zálohován/archivován do deduplikačního úložiště, které Symantec Backup Exec 
2012 sám udržuje a odtud probíhá následně deduplikace na LTO pásky. 
 
Časové okno určené pro zálohování je vždy v noci mezi 22:00 – 7:00. V tomto čase má 
zálohovací systém za úkol zazálohovat všechny fyzické nebo virtuální servery včetně dat. Data 
určená pro zálohování běží po samostatné LAN síti určené pouze k tomuto účelu, aby 
nedocházelo k zatěžování ostatních sítí. Interní zálohovací pole, které je připojeno 
k zálohovacímu serveru, je složeno z dvanácti 2,5“ SAS disků rychlosti, každý o kapacitě 2 TB 
a rychlosti 6Gb/sec (750 MB/s). Na tomto diskovém poli je provozován RAID 5. Před 
zálohováním se vždy provede časová analýza, která určí, jak dlouho bude daná denní záloha 
trvat. Následně probíhá nejčastěji záloha typu D2D2T (Disk-To-Disk-To-Tape). Datový stream 
z jednotlivých serverů, které se v časovém okně zálohují, se primárně ukládá na interní 
zálohovací pole z důvodu zajištění vysoké odezvy. Jakmile je záloha uložena na SAS disky, 
dochází k její deduplikaci na LTO pásky. Tento přesun již může probíhat během dne mimo 
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časové okno pro zálohování. Pokud však časová analýza určí, že zálohování přímo na pásky 
proběhne za stejný čas jako záloha na interní diskové pole, datový stream ze serverů se rovnou 
ukládá na pásky a interní diskové pole se nepoužije. Způsob zálohování záleží na objemu 
zálohovaných dat. 
 
Samotný zápis na LTO pásku je dělán s verifikací. Jestliže dojde k poškození pásky, je páska 
vyřazena a duplikace vyhotovena opětovně znovu. 
 
2.5 Současné problémy 
Ačkoliv se může zdát současný systém zálohování jako dobrý, je tu několik rizik, která 
nesouvisí přímo s hardwarovou a softwarovou částí, ale v případě selhání to může mít obrovské 
následky pro chod celé společnosti. Uchovávány nejsou pouze údaje týkající se samotné 
společnosti, ale i citlivé údaje o jejich zákaznících, a je tedy o to důležitější minimalizovat riziko 
ztráty těchto dat. V předchozí kapitole je popsáno, jak se data zálohují a jak jsou dlouhodobě 
uchovávána. Níže jsou naopak uvedeny problémy, které systém zálohování mohou značně 
oslabovat. 
 
2.5.1 Jedna osoba spravující celý zálohovací systém 
Ve společnosti se nachází poměrně velké IT oddělení, ale kompletní správu celého 
zálohovacího systému má na starost pouze jedna osoba. Problém může nastat v případě, kdy se 
dotyčný pracovník nachází mimo pracoviště (např. z důvodu dovolené, nemoci) a není možné 
jej kontaktovat z důvodu nedostupnosti. Dalším problémem je možnost nedostupnosti 
prostředků k nápravě problémů. Zálohovací software umožňuje spravovat celý systém i 
vzdáleně, ale je k tomu potřeba zařízení, které bude zabezpečené pro přístup do firemní sítě a 
bude ověřené pro přístup k zálohovacímu systému. V tomto případě se jedná o notebook, který 
může se zálohovacím systémem komunikovat z kterékoliv sítě. Pokud se jedná o síť mimo 
firmu, komunikace je zabezpečena pomocí VPN. Problém může nastat v okamžiku, kdy 
pověřená osoba nemá při sobě firemní notebook a nemůže tedy problém řešit okamžitě. 
V opačném případě může být problémem připojit se do sítě, když u sebe notebook má, ale není 
k dispozici síť, přes kterou by bylo možné se připojit do podnikového prostředí. Formálně mají 
na starost zálohování dva pracovníci, kdy jeden zastupuje druhého v případě nepřítomnosti, 
v praxi má však zastupující pracovník pouze minimální přehled a jen základní znalosti o celém 
systému zálohování a při rozsáhlejším problému jej nebude moci účinně a rychle řešit. 
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2.5.2 Neexistující, velmi jednoduché nebo staré manuály a krizové scénáře 
S výše uvedeným souvisí i další problém. Tím je neexistence manuálů a krizových scénářů 
v případě poruchy. V některých případech jsou manuály a scénáře k dispozici, ale jsou velmi 
jednoduché nebo staré a dají se tak použít pouze ve velmi omezeném rozsahu. Společnost se 
tímto vystavuje v případě poruchy velice závažným chybám, které nebude moci rychle řešit, 
což může mít kritické důsledky nejen pro samotná data, ale i hardware a software. Tím, že 
zálohovací systém spravuje jediná osoba (i když formálně jsou to dva pracovníci), nemá již 
potřebný čas vypracovat tyto dokumenty. Management ani neklade tlak na pracovníky, aby 
dokumenty vytvořili. Vedení totiž spoléhá na samotný zálohovací systém, který je kvalitně 
vytvořený a rizika jsou tak minimalizována. Obecně však nejvážnější chyby vznikají 
v okamžiku, kdy se to nejméně očekává a skutečnost, že k vážné havárii zatím nikdy nedošlo, 
neznamená, že tomu nemůže tak být i v budoucnu. Vytvoření manuálů a krizových scénářů by 
pracovníky připravilo na možnost rychlého a efektivního řešení problémů a zároveň by odpadla 
nutnost spoléhat se pouze na jediného pracovníka. I v případě jeho odchodu ze společnosti by 
tento pracovník mohl být snadněji a rychleji nahrazen jiným pracovníkem. Celková doba 
potřebná pro jeho zapracování by se v případě vypracovaných manuálů jistě zkrátila. 
 
2.5.3 Všechny systémy na jednom místě 
Problémem může být i skutečnost, že veškeré zálohovací systémy se nachází na jednom místě, 
a to v sídle společnosti. Pouze archivační pásky, na které se ukládá měsíční záloha, jsou uloženy 
bezpečně na jiném místě, než jsou zálohovací systémy. Riziko zde hrozí například např. při 
živelné katastrofě (požár). Ačkoliv může být samotná serverovna poměrně dobře chráněna proti 
vzniku požáru, již tomu tak není u jiných místností v budově. V případě vyhoření serverovny 
by došlo ke ztrátě všech dat zazálohovaných v daném měsíci a nejčerstvější data, která by se 
dala obnovit, by byla z posledního dne měsíce předchozího. 
 
2.5.4 Nedostatečná informovanost a proškolení při zavedení nového software 
Důležitým a v praxi často přehlíženým problémem je skutečnost, že při zavedení nového 
softwaru se ke všem pracovníkům, kterých se to týká, nedostanou včas informace, že bude 
nasazen nový software, jenž je funkčně odlišný od toho původního. IT oddělení se vždy snaží, 
aby nový software byl co nejvíce podobný tomu původnímu a pokud to není možné, tak aby 
byl maximálně jednoduchý a pracovníci se s ním naučili pracovat co nejrychleji. Před 
zavedením se provádí také školení na nový software, ale obvykle je to řešeno tak, že školení se 
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stanoví na konkrétní den a hodinu. Ne všichni zaměstnanci určení na proškolení se však 
z časových důvodu mohou zúčastnit a běžně se tak stává, že někteří jsou proškoleni a druzí ne, 
ovšem pro ně se již další termín školení nevypisuje. Další možností je, že se proškolí pouze 
vedoucí pracovníci jednotlivých oddělení, kteří mají povinnost dále proškolit své podřízené. To 
ale v mnoha případech už neproběhne a vedoucí pouze rozešle instrukce emailem k novému 
softwaru. Zaměstnanci se tak následně učí využívat nový systém na ostré verzi, což vede 
k četným chybám, z nichž některé jsou závažnějšího charakteru, a není výjimkou, že jejich 
náprava může být v rámci týdnů – měsíců.  
 
2.5.5 Časově omezené licence na software 
Výše uvedený problém vzniká především z důvodu časového omezení na jednotlivý software. 
Výrobce může uvádět, že se jedná o licenci bez časového omezení, co již však neuvádí, že 
jednotlivé moduly, jež jsou důležité pro společnost, která software využívá, jsou již časově 
omezené a za prodloužení licence je třeba znovu zaplatit. Někdy se může stát, že prodloužení 
licencí na moduly může být dražší než kompletní zavedení úplně nového softwaru od jiného 
výrobce. Pokud společnost k tomuto kroku přistoupí a nový software zakoupí, vznikají následně 
problémy s jeho používáním zaměstnanci, jak je popsáno výše. 
 
2.5.6 Pomalé nahrazování starých verzí systému 
Společnost využívá i vlastní programy vytvořené IT oddělením. Ty jsou aktuálně 
optimalizovány pro Windows XP a Windows 7. IT oddělení trvá dlouhou dobu, než daný 
program optimalizuje pro novou verzi operačního systému. Nyní se dokončuje optimalizace 
vlastních vytvořených programů pro Windows 8, resp. Windows 8.1. Ty byly na trh uvedeny 
již v roce 2012, resp. 2013. Není tedy výjimkou, že některé pracovní stanice běží stále na 
systému Windows XP, kterému skončila podpora ze strany Microsoftu. Zde se společnost 
vystavuje bezpečnostnímu riziku. 
 
2.5.7 Využívání starších magnetických pásek 
V tomto případě se nejedná o bezpečnostní problém, ale nedochází k plnému využití 
zálohovacího systému. Magnetické pásky, které jsou využívány, nejsou úplně zastaralé, ale 




3 VLASTNÍ NÁVRHY ŘEŠENÍ 
Z výše uvedené kapitoly je zřejmé, že je zálohování relativně dobře zabezpečeno jak po 
hardwarové stránce, kdy se data zálohují na novější typ pásky LTO-5, tak po softwarové stránce 
(využití zálohovacího softwaru Symantec Backup Exec 2012). I přesto má systém některé 
nedostatky, které by bylo možné napravit. 
 
3.1 Duplikace týdenních záloh 
Vzhledem k tomu, že veškeré zálohovací systémy se nachází pouze na jednom místě, bylo by 
vhodné pro minimalizaci rizika ztráty záloh v případě živelné katastrofy zálohovaná data 
duplikovat. Dvojitě by stačilo zálohovat pouze týdenní zálohy, neboť ty jsou v dalším týdenním 
cyklu nahrazeny zálohou novou a na konci měsíce jsou archivovány na archivační pásku. Ta je 
následně uskladněna na jiném místě než se nachází zálohovací systémy a již není třeba ji 
duplikovat. K dispozici jsou dvě řešení.  
 
Společnost vytvoří externí diskové pole v jiné budově, nebo využije služeb cloudu. V případě 
prvního řešení postačí do jiné budovy umístit externí diskové pole. Datový stream 
z jednotlivých serverů se bude ukládat na interní diskové pole zálohovacího serveru a ten tyto 
data odešle zároveň i na externí diskové pole. Toto řešení s sebou nese nároky na využívání 
dalšího prostoru, zabezpečení proti přístupu neoprávněných osob, nákup a zavedení nového 
externího diskového pole.   
 
V případě druhé varianty si společnost pronajme potřebný prostor pro data u provozovatele 
cloud computingu. Velké společnosti nechtějí cloud computing využívat z důvodu, že neví, kde 
jsou data fyzicky uložena a i když jsou ukládána šifrovaně, dešifrovací klíč má kromě nájemce 
cloudu i jeho provozovatel. Proto by bylo vhodné ukládat již lokálně šifrovaná data. V praxi by 
tento systém fungoval tak, že data určená pro zálohu jsou zálohovacím systémem zašifrována 
už ve společnosti a tyto data jsou zároveň uložena na zálohovací pásky a současně jsou odeslána 
do cloudu. V případě odcizení dešifrovacího klíče provozovateli cloudu nehrozí, že se útočník 
dostane k datům společnosti, neboť ta jsou ještě zašifrována klíčem, který má uložený pouze 
vlastník dat. Při využití této varianty odpadá starost s pronájmem nebo zakoupením prostoru 
pro umístění zálohovacího systému, jeho zabezpečením proti přístupu neoprávněných osob, 
nákupu zálohovacího hardwaru a jeho nastavení. Ve společnosti není třeba měnit žádné 
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systémy, jak po hardwarové, tak softwarové stránce. Celý systém zálohování do cloudu může 
být plně automatický a zaměstnanci do něj nebudou muset vůbec zasahovat. 
 
3.2 Využité novějšího typu magnetických pásek 
Pásky LTO-5, které se využívají, byly představeny v roce 2010 a jsou tedy ještě relativně mladé. 
Zálohovací knihovna HP MSL G3 Series však dle specifikací zvládá i nejnovější LTO-6 pásky. 
Není zde využito celého potenciálu knihovny a stálo by tedy za zvážení, zda by nebylo vhodné 
využívat právě novější pásky, díky kterým by docházelo k efektivnějšímu řízení celého 
zálohovacího systému, celkový čas potřebný pro zálohu denního cyklu by se snížil a zároveň 
by pro jeden cyklus zálohy bylo třeba použít menší počet pásek z důvodu vyšší kapacity u 
novějších pásek.  
 
3.2.1 Srovnání magnetických pásek typu LTO-5 a LTO-6 
Zde jsou popsány rozdíly staršího a novějšího typu pásek. 
 
· Celková kapacita – kapacita magnetické pásky 5. generace činí 1,5 TB 
nekomprimovaně (3 TB komprimovaně při kompresi 2:1), zatímco kapacita 6. generace 
je 2,5 TB nekomprimovaně (6,25 TB komprimovaně – zda je již využita komprimace 
2,5:1) (22). 
· Rychlost čtení – rychlost čtení pásky 5. generace je až 280 MB/s, 6. generace zvládá 
rychlost až 400 MB/s (22). 
· Délka pásky – 5. generace má délku 846 m, zatímco 6. generace 885 m (23,24). 
· Tloušťka pásky – u 5. generace je tloušťka 6,4 μm, 6. generace má tenčí pásku o 0,3 μm 
(23,24). 
· Rok uvedení – páska 5. generace přišla na trh v roce 2010, 6. generace o 2 roky později 
(22). 





Tab. 1: Srovnání magnetických pásek LTO-5 a LTO-6 
3.3 Řešení personálních problémů 
U těchto věcí je největším problémem neexistující druhý pracovník, který by měl stejné znalosti 
zálohovacího systému jako pověřená osoba. Formálně tato osoba existuje, ale její znalosti 
systému jsou z důvodu pracovního vytížení u jiných projektů pouze základní a v případě 
rozsáhlejší  poruchy se hlavní zaměstnanec stává nepostradatelným. Jestliže společnost 
důkladně proškolí i druhého pracovníka, který bude mít následně shodné znalosti systému jako 
hlavní zaměstnanec, riziko, které je zde nyní, pomine, a ve firmě bude k dispozici vždy alespoň 
jeden člověk, jenž bude moci v případě nenadálé události díky svým znalostem rychle a 
efektivně jednat. Zde je možnost doškolit pracovníka, který již základní znalosti má. Případně 
proškolit nového zaměstnance, který bude mít spolu s prvním pracovníkem na starosti pouze 
celý systém zálohování. 
 
Dalším uvedeným problémem bylo nedostatečné proškolení zaměstnanců při nasazování 
nového softwaru. Doporučením by zde bylo vytvořit pozici školícího pracovníka, který by byl 
mezičlánkem mezi IT oddělením, jež nový software implementuje, a zaměstnanci, kteří ho 
následně používají. Pokud by měl školící zaměstnanec na starost pouze tuto činnost, vedlo by 
to k jednodušší evidenci, kdo proškolený byl a kdo ne, v případě potřeby by bylo možné 
uspořádat i individuální školení, případně konzultace. Tím by se snížilo procento chyb, které 
vznikají v důsledku nedostatečného školení, IT oddělení by mělo méně práce s těmito opravami 
a mohlo by se více věnovat jiným důležitým činnostem. Tento problém nesouvisí přímo se 
zálohováním, ale jistou návaznost má. Pokud dotyčný pracovník provede chybu, která nemusí 
být zjištěna hned, ale v průběhu dnů – týdnů, chyba již byla zazálohována a je nutné chybnou 
část obnovit. Proto při dostatečném proškolení bude snížena i zátěž zálohovacího a 
obnovovacího systému. 
 
Typ pásky LTO-5 LTO-6
Rok vydání 2010 2012
Kapacita nekomprimovaně 1,5 TB 2,5 TB
3 TB 6,25 TB
(komprese 2:1) (komprese 2,5:1)
Rychlost čtení až 280 MB/s až 400 MB/s
Délka pásky 846 m 885 m




3.4 Vytvoření manuálů, postupů, krizových scénářů 
Důležitou věcí k bezchybnému a dlouhodobému fungování zálohovacího systému je vytvořit 
k němu odpovídající manuály, podle kterých se bude možné rychle a efektivně orientovat a 
v případě vyskytnutí se problému, a pokud byl již dříve analyzován, bude účinně a 
v minimálním čase odstraněn. Vytvoření manuálů bude mít následující přínosy: 
· Lze stanovit, kdo bude za řešení jednotlivých chyb zodpovědný 
· Jednodušší řešení chyb zvládne i méně znalý pracovník zálohovacího systému 
· Bude provedena funkčnost dílčích součástí systému 
· Snadno se zjistí, která komponenta systému je riziková a jaký bude dopad na celý 
systém v případě jejího selhání 
· U nalezených rizik lze následně stanovit jejich míru rizikovosti 
· Bude odhadnut čas, za který je možné vrátit systém do fungujícího stavu 
· Snadná evidence každé změny provedené v systému 
 
Zároveň je nutné mít stanovené RPO (Recovery Point Objective) a RTO (Recovery Time 
Objective).  
 
· RPO (Recovery Point Objective) – určuje stáří dat v poslední dostupné záloze. Dle 
svého systému zálohování dokáže společnost obnovit z poslední noční zálohy. Pokud 
tedy dojde k havárii během dne, není možné již tato data opět získat. Důležité je snížit 
hodnotu RPO na co nejnižší, doporučovaná hodnota je zde maximálně několik minut. 
 
· RTO (Recovery Time Objective) – tato hodnota udává, za jak dlouho jsme schopni 
obnovit data nebo systémy ze zálohy. Opět platí stejné pravidlo jako u RPO – čím nižší 
hodnota, tím lépe.  
 
Nejlepším způsobem, jak můžeme RPO a RTO snížit skoro až na nulové hodnoty, je tvoření 
snapshotů. Pomocí snapshotů se může zaznamenat stav daného paměťového zařízení 
k určitému okamžiku. Jedná se o kopii dat k určitému času. Zálohovací systém společnosti je 
výkonnostně na tuto funkci připraven a bylo by vhodné ji tedy využít. Společnost si musí určit, 
který systém tvorby snapshotů bude využívat (Copy–on-write, Split-Mirror, Redirect-on-write). 
Zde záleží hlavně na zálohovacím systému, který typ snapshotu umožňuje. Dále je nutné určit, 
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při jakých činnostech bude snapshot vytvořen. Tzn., že bude třeba rozdělit data na ta, o která 
společnost nesmí přijít a na ta, o která se přijít může v případě havárie a jejich ztráta nebude 
mít dopad na chod celého systému. 
 
Vytvoření manuálů s sebou nese i nutnost zapisovat každou provedenou změnu a neustále tak 
udržovat manuály aktuální. Nutnými údaji v této evidenci je čas změny, osoba provádějící 
změnu a důvod provedené změny.  
 
Vytvořit tyto dokumenty by měla osoba, která zná důkladně zálohovací systém a plně se v něm 
orientuje. V tomto případě nejspíše tedy jediný pracovník, jenž systém spravuje. Vytvoření 
manuálů však není jednoduché a bylo by třeba tohoto pracovníka dočasně uvolnit ze své funkce, 
aby mohly být dokumenty zpracovány. Opět se zde však naráží na problém, že nejsou 
k dispozici minimálně dva zaměstnanci, kteří mají důkladnou znalost systému, a v současné 
chvíli nelze dotyčného pracovníka uvolnit, jelikož by tím došlo k ohrožení celého zálohovacího 
procesu a systému. Nejdříve je důležité zaškolit druhého pracovníka a následně se může 
realizovat vytvoření manuálů. 
 
3.5 Zlepšení optimalizace a rychlejší nasazování novějších systémů 
Výše uvedené změny budou mít pozitivní dopad na vytíženost pracovníků. Ti nebudou mít tolik 
práce s řešením současných problémů, které vznikají v důsledku hlavně lidského faktoru, čímž 
vznikne časový prostor pro konání jiné činnosti, nejlépe pro optimalizaci programů na novější 
operační systémy. Jak již bylo uvedeno, společnost nasazuje nové operační systémy velmi 
pomalu a není výjimkou, že jsou i stanice, jež běží na systému Windows XP. Tyto stanice 
mohou být ohroženy z důvodu ukončení podpory starších Windows ze strany Microsoft, proto 
je důležité přejít na novější operační systém. Vhodným řešením je Windows 8.1, případně 
Windows 7. Společnost má na oba typy operačních systémů licence, tudíž není nutné v tuto 









4.6 Přínosy návrhů řešení 
Navrhovaná řešení zvýší bezpečnost a spolehlivost stávajícího systému. Ten v tuto chvíli není 
nutné měnit, je vyhovující i s ohledem do budoucna. Doporučeno je u systému vyměnit stávající 
LTO-5 pásky za novější LTO-6. Systém je na jejich využití připraven a z důvodu jejich vyšší 
kapacity a rychlosti čtení jich stačí pořídit menší množství a rychlost systému bude zvýšena. 
Dále je doporučeno duplikovat týdenní zálohy i na jiné místo než se nachází zálohovací systém. 
Je na společnosti, zda se rozhodne pořídit externí diskové pole, pro které najde vhodné prostory 
a dostatečně je zabezpečí, nebo využije služeb cloudu. Druhá varianta je ekonomičtější, 
nevýhodou je pouze to, že společnost nebude mít přehled, kde jsou její data uložena. 
 
V případě softwarové stránky je doporučeno začít využívat funkci snapshot, která minimalizuje 
co nejvíce hodnoty RPO a RTO a v případě havárie budou ztracena data vytvořená maximálně 
za pár minut. Vše záleží na tom, jak bude snapshot nastaven a jak často se budou dělat otisky 
dat. 
 
Zaškolení dalšího zaměstnance pro celý systém zálohování sníží nároky na osobu, která za 
systém nyní zodpovídá. Zároveň bude eliminováno riziko, že v případě problému se systémem 
nebude k dispozici nikdo, kdo by jej rychle a účinně vyřešil. Zaškolením dalšího zaměstnance 
vznikne možnost vypracovat manuály pro zálohovací systém, bude možné jej testovat na 
případné havárie a vytvořit k těmto rizikům i krizové scénáře. Pokud k havárii skutečně dojde, 
na základě dřívějších testování ji bude možné co nejdříve a efektivně odstranit a bude 
minimalizováno riziko ztráty dat. Pracovník, jenž bude mít naopak na starost školení 
zaměstnanců při nasazování nového softwaru a nových procesů, ulehčí práci celému IT 
oddělení, které nebude muset řešit tolik chyb, jež vznikají v důsledku nedostatečného zaškolení. 
To sebou přinese časový prostor, který bude možné využít např. pro optimalizaci softwaru na 
nové operační systémy a jejich rychlejší zavedení ještě předtím, než skončí jejich podpora ze 
strany výrobců. Opět tím bude minimalizováno bezpečnostní riziko. 
 
Ekonomické náklady jsou zde malé. Jedinou investici zde představuje nákup nových 
magnetických pásek a pořízení nového externího diskového pole včetně disků. I se 
zabezpečením prostor pro toto nové úložiště nepřesáhne investice 1 milion Kč. Pokud se 




Stanovené cíle v této bakalářské práci byly splněny. 
 
Byl analyzován celý současný systém zálohování a archivace v konkrétním finančním podniku. 
Dále byly popsány problémy, které se systémem přímo souvisí, nebo by mohly mít nepřímo 
důsledek na jeho funkčnost. Na základě analýzy těchto problém byla navrhnuta opatření, která 
tento systém ještě více zabezpečí, zrychlí jej a zvýší jeho spolehlivost. Zásah do celé 
infrastruktury bude v tomto případě minimální a nebude tedy nutné celý systém složitě měnit. 
Hlavní důvody návrhů jsou uvedeny v přínosech návrhů řešení. 
 
Zaškolením nových zaměstnanců se sníží zátěž, která je v tuto chvíli kladena na celé IT 
oddělení, jež se bude moci plně věnovat jiným činnostem, které do budoucna posílí celý systém 
a zvýší jeho spolehlivost. 
 
Pozitivní je pro společnost i ekonomická stránka návrhů řešení. Celková investice bude pro 
společnost minimální a nic nebrání tomu investici realizovat. Riziko ztráty dat tímto bude 
minimalizováno a bude zvýšena celková bezpečnost systému.  
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