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R第 R章
はじめに
統計的言語モデルは、統計的機械翻訳において最も重要なコンポーネントの一つであ
る。統計的言語モデルの性質として、学習に使うデータを増加させれば増加させるほどシ
ステム全体の性能が向上することが知られている U"`Mib 2i HX kyydV。したがって、シ
ステム全体の性能を向上させるためには、できるだけ大きな学習データから得られた言語
モデルを利用すべきである。
従来、大規模な言語モデルの推定は大量の計算資源を利用するため、大多数のユーザー
には難しい問題だったが、>2}2H/ 2i HX UkyRjVの手法により手軽に大規模な言語モデル
を推定可能となった。この手法はメモリの少ない計算機でも大規模なモデルパラメータの
推定を可能にする点で画期的であり、これによって一般的なユーザーでも大規模な言語モ
デルを利用できるようになった。
言語モデルのパラメータ推定は少ないメモリでも推定可能だが、推定された言語モデル
を利用する際には大量のメモリを必要とする。統計的機械翻訳においては、言語モデルへ
の大量のクエリが発生するため、言語モデルを >..などのメモリ外へ配置する方法は処
理速度を著しく低下させるためである。したがって、大規模な言語モデルを利用した翻訳
システムを動作させるためには大量のメモリを必要とする。
上記の理由から、一般的なユーザーにとって翻訳性能はシステムを動作させる計算機が
搭載するメモリの量で制限を受ける。すなわち、ほとんどのユーザーは利用可能な言語資
源を活かしきれていない。また、先行研究においては、メモリ使用量と実行速度はトレー
ドオフの関係にあることが知られており、コンパクトなだけでなく高速にアクセスできる
言語モデルの実装が求められる。
今後、計算機に搭載されるメモリ容量が増加したとしても、利用可能なコーパスの量も
同時に増加していくと考えられる。したがって、メモリ使用量の問題は依然として問題と
なり続けると考えられる。
本研究では、高速かつコンパクトな言語モデルを実現するため、ダブルアレイ UQ2
RN3NVに着目した。ダブルアレイは、h`B2と呼ばれる木構造を実現する手法の一つであり、
本研究で必要な高速さとコンパクトさを兼ね揃えている。もし、言語モデルにダブルアレ
イを適応し、ダブルアレイの高速・コンパクトという特徴を活かすことができれば、従来
の言語モデル実装を凌ぐ性能を発揮できる可能性がある。
本研究では、ダブルアレイをベースとした統計的言語モデルを提案する。言語モデルに
h`B2を用いることは従来からなされているが、同じ言語モデルを h`B2で表現するにも何
通りかのバリエーションが存在する。本研究では特に、"+Fr`/ am{t h`22と _2p2`b2
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h`B2に着目し、それぞれについてダブルアレイを適応する方法を提案する。単純にダブル
アレイを使うだけでは、メモリ中に未使用領域が発生し、メモリ中に無駄な領域が発生す
る。本研究では言語モデルの性質とダブルアレイの未使用領域を組み合わせることで、コ
ンパクトに格納する方法を提案する。
ダブルアレイを言語モデルに適応するだけでなく、チューニングの方法を k つ提案す
る。一つは単語 A.のチューニング、もう一つは h`B2の葉ノードの削減法である。
単語 A.をチューニングすることで、ダブルアレイのサイズをよりコンパクトにできる。
ダブルアレイで h`B2を表現する際、ノード数が同じでも h`B2の性質によってダブルアレ
イのサイズが変わることがある。そこで、よりコンパクトになりやすいよう単語 A.をチ
ューニングする。
h`B2の葉ノードを削減する方法は、言語モデルの特性上、モデルパラメータを保持しな
くても良い場合と h`B2の形がうまく整合することに着目し、h`B2からノードを削減する
手法である。ノード数の削減はモデルのメモリ使用量の削減に直結するため、よりコンパ
クトな言語モデルを実現した。この手法は、_2p2`b2 h`B2にのみ利用可能である。
実験では、j 通りの場合において、従来の言語モデル実装と本研究の実装を比較した。
一つ目の実験は、先行研究とモデルの構築時間を比較した。この実験では、提案手法のモ
デル構築がどの程度の時間を要するのかを確認し、また先行研究との比較を行った。二つ
目は、パープレキシティ計算である。この実験では、言語モデルだけの純粋なクエリ時間
を測定することを目指した。二つ目の実験は、統計的翻訳のコンポーネントとして言語モ
デルを利用した場合の処理時間を計測した。実際のアプリケーションに組み込んだ場合で
の従来手法との比較が目的である。
実験の結果、構築時間は先行研究と比べて遅いことがわかった。パープレキシティ計算
においては、_2p2`b2 h`B2に基づく言語モデルが先行研究の持つ速度とメモリ使用量のト
レードオフを改善したことを確認した。また、翻訳実験においても _2p2`b2 h`B2に基づ
く言語モデルが先行研究の持つ速度とメモリ使用量のトレードオフで改善していることを
示した。
本論文ではまず、研究の背景を述べる U第 k章V。ここでは、統計的機械翻訳のフレーム
ワークやそのコンポーネントとして利用される言語モデルについて概説し、さらに本研究
で利用するダブルアレイについても述べる。次に、関連研究を述べる U第 j章Vを述べ、本
研究で取り扱う問題を既存の研究がどのように取り扱ってきたか概説する。続いて提案手
法を述べた U第 9章V後、実験を行う U第 8章V。最後に本研究を総括して結論を述べる U第
e章V。
j第 k章
研究の背景
kXR 統計的機械翻訳
統計的機械翻訳 U"`QrM 2i HX RNNjVは、大量に与えられた翻訳文対を学習データとし
て、統計処理により翻訳ルールを獲得する手法である。統計的機械翻訳において、翻訳元
の言語を元言語、翻訳先の言語を目的言語という。元言語の文を f とすると、統計的機械
翻訳は以下の式で表される。
eˆ = `;Kt
e
P (e | f) . UkXRV
ここで、eは翻訳途中に生成される翻訳候補の文であり、eˆは最終的に翻訳結果として得
られる目的言語文である。統計的機械翻訳では、元言語文の翻訳確率を最大化する目的言
語文を求める。
式 kXRに対してベイズの定理を適用することにより、以下の式を得る。
eˆ = `;Kt
e
P (e)P (f | e) .
この式で、P (e)は言語モデルと呼ばれ、言語としての自然さを確率的に評価する。P (f | e)
は翻訳モデルと呼ばれ、主に訳語としての正しさを確率的に評価する。言語モデルと翻訳
モデルの各モデルで評価した値を掛けあわせることで、正確で自然な翻訳を実現する。
kXk 翻訳モデル
kXkXR フレーズモデル
フレーズモデル UEQ2?M- P+?- M/ J`+m kyyjV は、統計的機械翻訳において最も標
準的に用いられている翻訳モデルの一つである。このモデルは主に仏英翻訳など、語順が
似ている言語間で高い性能を締めすることが知られている。
フレーズモデルでは、与えられた元言語文 f と目的言語文 eのペアに対して、以下の k
つの仮定をする。
Ç 元言語文と目的言語文はそれぞれ、フレーズの組み合わせに分解できる。
Ç 元言語文のフレーズと目的言語文のフレーズは、それぞれ R対 R対応する。
上記 kつの仮定より、元言語文のフレーズ数と目的言語文のフレーズ数が一致することは
自明である。元言語文と目的言語文のフレーズ分割と、フレーズ間の対応を cとすると、
9 第 k章 研究の背景
フレーズモデルは以下の式で表される。
P (e | f) =
∑
c
P (c)P (e | f , c)
P (c) は歪モデルと呼ぶが、ここでは簡単のために定数 ϵ とする。また、P (e | f , c) は、
各フレーズの対応ごとに独立であるとすると、
P (e | f) = ϵ
∑
c
∏
(e¯,f¯)∈c
P
(
e¯ | f¯) UkXkV
と書ける。ただし、e¯と f¯ はフレーズ同士の対応であり、これをフレーズペアと呼ぶ。
式 kXkから、フレーズベースモデルは元言語文と目的言語文のペアについて、それぞれ
の部分単語列を組み合わせたペアが翻訳関係にある確率を必要とする。すなわちフレーズ
モデルとは、元言語文 f と目的言語文 eについて、それぞれの部分単語列 UフレーズVを
f¯ , e¯と置くと、任意のフレーズのペアについて P (e¯ | f¯)を与えるモデルである。
フレーズモデルは、各 P (e¯ | f¯)の値をパラメータとして持つ。翻訳の際には、元言語
側フレーズ・目的言語側フレーズ・確率値の三つ組が記載されたテーブルを参照しつつ翻
訳する。このテーブルをフレーズテーブルと呼ぶ。現実的には、任意の e¯, f¯ に対して確率
値を持つことはできないため、ある程度それらしいペアについてのみ確率値を保持し、そ
れ以外のペアについては確率 0として取り扱う。
統計的機械翻訳の基本式にフレーズモデルを代入すると、
eˆ = `;Kt
e
∑
c
P (e)
∏
(e¯,f¯)∈c
P
(
e¯ | f¯)
となる。ここで、∑c の計算は膨大な計算量を必要とするため実用的でないため、フレー
ズモデルでは更に近似を加え、
eˆ = `;Kt
e,c
P (e)
∏
(e¯,f¯)∈c
P
(
e¯ | f¯)
を求める。
kXkXk 階層フレーズモデル
階層フレーズモデル U*?BM; kyydV は、フレーズモデルのフレーズを階層に拡張した
モデルである。このモデルは avM+?`QMQmb *QMi2ti 6`22 :`KK` Ua*6:Vをベースと
している。階層フレーズモデルによると、元言語文 eと目的言語文 f の対は、以下の規則
により確率的に生成される。
< S, S >→< SX,SX >,
< S, S >→< X,X >,
< X,X >→< χ,ψ > .
< χ,ψ >は階層フレーズモデルにおけるフレーズペアである。χは元言語側のフレーズ、
ψ は目的言語側のフレーズである。χ、ψ は共に各言語の単語を含む。これらの単語は
a*6:における終端記号である。また、χ、ψ は非終端記号を含み、記号はX のみに限定
される。
初期の階層フレーズモデルでは、翻訳時間を短縮するため以下の kつの制約を加える。
kXj 言語モデル 8
制約 R 非終端記号 X は元言語側で連続しない
制約 k 非終端記号 X は上限 kつとする
制約 j 元言語側フレーズには少なくとも R単語の非終端記号を含む
統計的機械翻訳における翻訳モデルの確率値 P (f | e)は、a*6:による導出に基づい
て以下の通り計算する。
P (f | e) ∝
∑
c
∏
<χ,ψ>∈c
P (< χ,ψ >) .
ここで、cは、与えられた言語対の可能な導出である。フレーズモデルと同様に、`;Kte
∑
c
の計算は現実的でないため、`;Kte,c で近似する。
kXj 言語モデル
kXjXR n;`Kモデル
本研究の対象とする統計的言語モデルについて、その性質と特徴を述べる。統計的言語
モデルは、N 単語からなる文 wN1 の出現確率を与えるモデルである。統計的機械翻訳に
おいて最もよく利用されているのは n;`Kモデル UC2HBM2F RNNyVである。n;`Kモデル
は、n− 1次マルコフモデルの一種であり、以下の式で表される。
P
(
wN+11
)
=
N+1∏
i=1
P
(
wi | wi−1Kt(i−n−1,0)
)
. UkXjV
ここで、w0 は文の開始記号 < s >、wN+1 は文の終端記号 < /s >である。右辺の確率
値 P
(
wi | wi−1Kt(i−n−1,0)
)
は、確率値を格納したテーブル αに格納しておき、必要に応
じて参照する。
kXjXk バックオフ
前節で述べたとおり、n;`Kモデルでは各 n単語連鎖に対応する確率値をテーブル α
に格納するが、n単語連鎖のあらゆる組み合わせを持つ必要があり、これは大量のメモリ
を必要とする。この問題に対処するため、テーブル αに格納する単語列は学習データに出
現した単語列のみに限定する。これにより、学習データに出現しなかった単語列に関して
は確率値を取得できなくなるが、この場合は R単語短い n − 1;`Kモデルの確率値で代
用する。ただし、確率の公理を満たすため、n− 1;`Kモデルの確率値に補正係数をかけ
る。この手法をバックオフ UEix RN3dVと呼び、補正係数をバックオフウェイトと呼ぶ。
具体的には、以下のように表される。j = Kt (i− n− 1, 1)とおくと、式 kXj右辺の確
率値は、以下の式で表す。
P
(
wi | wi−1j
)
=
{
α
(
wij
)
wijが学習データに現れた場合
β
(
wi−1j
)
P
(
wi | wi−1j−1
) それ以外.
ここで、α (wlk) は確率値を格納したテーブル α から wlk から出現確率を取得する関数、
β
(
wlk
)はバックオフウェイトを格納したテーブル β から wlk からバックオフウェイトを
取得する関数である。この式から、バックオフは再帰的に行われることがすぐにわかる。
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また、n;`Kモデルにおいては、mMB;`K U1;`KVから、(n − 1);`Kまでは各エント
リについて、確率値とバックオフウェイトを持ち、n;`Kについては書くエントリについ
て確率値のみを持つことがわかる。
n;`Kモデルは、学習データを増やせば増やすほど、エントリ数は増加し、それだけ多
くのメモリを消費する。これは、学習データの増加に伴って、それに含まれる n単語連鎖
の種類数も増加するためである。本研究においては、エントリとなる単語列、確率値、バ
ックオフウェイトの jつ組をコンパクトに格納しつつ、それらへ高速にアクセスする方法
が求められる。
kXjXj 線形補間
学習データに出現しなかった単語列に対して確率値を与える方法として、バックオフの
他に、線形補間モデル UC2HBM2F M/ J2`+2` RN3yc "`QrM 2i HX RNNkVがある。線形補間
モデルは、確率値を格納したテーブル αに値が存在するときでも低次の言語モデルを参照
する点が、バックオフと異なる。線形補間モデルにおける、各エントリの確率値を格納し
たテーブルを α′ とし、そのテーブルの値を返す関数を α′ (wij)とすると、線形補間モデ
ルは、以下の式で表される。
P
(
wi | wi−1j
)
= λα′
(
wij
)
+ (1− λ)P (wi | wi−1j+1) .
ただし、wij がテーブル α′ に含まれないとき、値は 0である。また、λは、線形補間モデ
ルにおけるパラメータである。
線形補間モデルはバックオフモデルに変換可能である。現在、一般的に使われているの
は線形補間モデルであるが、実用的には推定結果のモデルをバックオフモデルに変換して
使うのが一般的である。これは、バックオフモデルはテーブルに単語列が見つかった時点
で計算を撃ち切れるが、線形補間モデルは必ず mMB;`Kまで値を探さねばならず、計算
量の観点でバックオフモデルの方が優れているためである。
kXjX9 _Sフォーマット
_S フォーマットは、バックオフモデルを表現するためのファイルフォーマットで
ある。ほとんどすべての言語モデル実装は、_Sフォーマットに対応しており、ある言
語モデル実装で学習したバックオフモデルを、別の言語モデル実装から読み込むことがで
きる。_Sフォーマットはテキスト形式である。
このフォーマットは、以下の n+ 1個のセクションからなる。
Ç /i セクション。言語モデルの各オーダーに何個のエントリが存在するかを記載
する。
Ç 1@;`K～ n@;`Kセクション。各オーダーに含まれるエントリの単語列、確率値、
バックオフウェイトを記載する。
/iセクションは、以下の行から始まる。
$/i$
この行に続いて、1以上、n以下の各値 UmとするVについて、
kX9 デコーダ d
M;`K K 4 (K;`Kのエントリ数 )
が記載される。m = nとなった次の行は空行である。
m;`Kの各セクションは、以下の行から始まる。
$K−;`Kb ,
この行に続いて、m;`Kの各エントリについて、R行ずつ以下の行が繰り返される。
( 対数確率 ) (h") ( 単語列 ) (h") ( 対数バックオフウェイト )
ただし、h"は水平タブ Ua*AA文字コードにおいては NVを表す。また、対数の底は Ry
である。すべてのエントリを記載した次の行は、空行である。また、m = nのとき、対数
バックオフウェイトは省略される R。
n;`Kセクションの記載を終えた後、ファイルの末尾に以下の行を記載する。
$2M/$
kX9 デコーダ
kX9XR フレーズモデル
フレーズモデルの翻訳は、"2Kサーチ UEQ2?M- P+?- M/ J`+m kyyjVを用いる。翻
訳時は、デコーダは仮説にフレーズペアを結合することで翻訳を進める。仮説とは、翻訳
済み断片を意味し、本研究では < fˆ, eˆ >と表記する。翻訳は目的言語文を前から後ろに
生成する順に進める。したがって元言語側の翻訳済み断片 fˆ は、必ずしも連続した単語列
ではない。
デコーダは、元言語文が与えられるとその部分単語列 UフレーズVを持つフレーズペア
をフレーズテーブルから検索し、GiiB+2を作る。本研究では元言語文の部分単語列 eji を
持つフレーズペアの集合を、γji と表記する。また、GiiB+2全体を γ と表記する。
次に、入力された元言語文の単語数よりひとつ多い数 UN + 1個Vの仮説格納用スタッ
クを用意する。i番目 (0 ≤ i ≤ N)のスタックを本研究では si と表記する。i番目のスタ
ック si は元言語文のうち i単語翻訳済みの仮説を格納するために利用する。翻訳開始前
に初期仮説として <,< s >>を s0 に格納しておく。これは y単語翻訳済みを表す仮説で
ある。
デコーダは、GiiB+2 γ とスタック sN0 を用いてアルゴリズム Rに示した手順で翻訳を
行う。ビーム幅はデコーダを制御するパラメータの一つである。ビーム幅が大きいとデコ
ーダの探索範囲が広がり、より翻訳確率の高い翻訳結果を得られるが、実行速度が低下す
る。逆に、ビーム幅が小さいと翻訳確率の低い翻訳結果となってしまうが、実行速度は速
い。デコーダは各スタックに格納された仮説について、GiiB+2に含まれるフレーズペア
と突き合わせながら翻訳を進める。
 RX 言語モデル実装によっては、m < nの場合でもまれに省略される場合があるが、実用上はバックオフウェ
イトが 1であるとして扱って問題ない
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アルゴリズム R, GiiB+2とスタックから翻訳する手順 UフレーズモデルV
AMTmi, GiiB+2 γ
AMTmi, スタック sN0
AMTmi, ビーム幅 b
_2bmHi, 翻訳結果の目的言語文 e¯
#2;BM
7Q` i← 0 iQ N − 1 bi2T 1 /Q
s← si の翻訳確率上位 b件
7Q`2+? ?vTQi?2bBb ∈ s /Q
7Q`2+? < j, k >∈ ?vTQi?2bBbの元言語文における翻訳済み区間を除いた
連続する区間 /Q
7Q`2+? < f¯, e¯ >∈ γkj /Q
M2r?vTQ← ?vTQi?2bBbと < f¯, e¯ >を結合してできた新しい仮説
l← M2r?vTQの元言語文における翻訳済み単語数
sl に M2r?vTQを追加
`2im`M sN の翻訳確率最大となる仮説
アルゴリズム Rにおいては、R単語ずつ順に翻訳を進める。すなわち、s0, s1, s2, · · · の
順にスタックに格納された仮説を処理する。前述のとおり、スタックは翻訳済み単語数が
同じ部分翻訳結果 U仮説と呼ぶVに分けて格納する。これは y単語翻訳済み仮説群→R単
語翻訳済み群→k単語翻訳済み群→ · · · の順で仮説を処理していくことを意味する。
i番目の仮説を処理するとき、si に含まれる仮説を順に取り出し、取り出した仮説は i
単語翻訳済みであるため、N − i単語の未翻訳部分が残っている。未翻訳部分に適用可能
なフレーズペアの集合は、GiiB+2を参照することで得られる。これにより、取り出した
仮説と適用可能なフレーズペア U< f¯, e¯ >とするVを組み合わせて、新しい仮説を作るこ
とができる。新しく出来た仮説は、si+|f¯ | に格納する。ここで |f¯ |は f¯ の単語数であると
する。
仮説とフレーズペアを結合する際は、仮説に含まれる翻訳済み目的言語文の後ろに、フ
レーズペアの目的言語フレーズを接合する。したがって、翻訳の過程において目的言語文
は文の先頭から後方に向かって生成される。
仮説とフレーズペアを接合して新しい仮説を作る際には翻訳モデルと言語モデルの翻訳
確率を計算する。翻訳モデルについては、フレーズペアの出現確率 U対数確率Vがモデル
パラメータとして参照可能なので、その値を結合元の仮説のスコアに加算する。言語モデ
ルについては目的言語側フレーズ e¯の各単語について出現確率 U対数確率Vを求め、仮説
のスコアにすべて加算する。e¯の出現確率は、以下の kパターンを考慮する必要がある。
Ç 先頭 n− 1単語の出現確率については、仮説の末尾 n− 1単語を参照しつつ n;`K
モデルの値を求める。これらについては各単語以前に n− 1単語が確定しないと確
率値も確定しないためである。
Ç n単語目以降の出現確率については、各単語の出現確率の合計を事前計算しておき
結合時には単にその値を加算するのみとする。これらの単語については、フレーズ
kX9 デコーダ N
ペアを読み込む時点で確率を確定できるためである。
kX9Xk 階層フレーズモデル
階層フレーズモデル U*?BM; kyydVに基づく翻訳は、*Euアルゴリズムに基づいて翻
訳する。すなわち、任意の元言語部分単語列の数だけスタックを用意し、目的言語文の部
分単語列 f ji を翻訳済みの仮説を Xji に格納する。仮説は元言語文の同じ部分単語列を翻
訳済みのものを同じスタックに入れる。翻訳仮説をボトムアップで組み上げながら翻訳を
進める。
アルゴリズム kに、翻訳手順を示す。このアルゴリズムでは、元言語文 f に対する
GiiB+2 γ は生成済みであるとしている。フレーズペアの場合と同様、元言語側単語列 f ji
に対応するフレーズペア集合は γji と表記する。ここで、GiiB+2に含まれるフレーズペア
は非終端記号を含みうることに留意されたい。例えば、j単語からなる元言語文 f1f2f3 に
対して、γ31 には元言語側フレーズが f1Xf3 となるようなフレーズペアを含みうる。
まず、非終端記号X の導出について述べる。フレーズペアに含まれる非終端記号X は、
元言語文において範囲を特定できる。この範囲を k, lとすると、f lk に対する翻訳仮説はス
タック X lk に格納する。ボトムアップに翻訳を進めるとき、スタック X lk は既に翻訳済み
であるため、この仮説を使って新しい範囲 f ji の翻訳結果を生成できる。
非終端記号 X についての導出が完了すると、次に非終端記号 S の導出を行う k。S に
関する導出ルールより、S に関するスタックは左から右へ処理される。
階層フレーズモデルでは、目的言語側の文が左右両方向に生成される。例えば、フレー
ズペアの目的言語側フレーズ e1Xe2 と、翻訳仮説 e¯を組み合わせて新しい仮説を作ると
き、新しい仮説は e1e¯e2 となり、元の仮説の前後に R単語ずつ付与される。
kX9Xj _B;?i aii2
aii2 UGB M/ E?m/MTm` kyy3V は、言語モデルの評価プロセスをより簡潔に表現す
るための概念である。aii2 には _B;?i aii2 と G27i aii2 の k 種類がある。本説では
_B;?i aii2について述べる。
統計的機械翻訳では、言語モデルを評価するとき入力文を前から後ろに向かって一単語
ずつ評価する U式 kXjV。このとき、確率 P (wi | wi−1j )のwi−1j を _B;?i aii2と呼ぶ。す
なわち、文 wN1 の出現確率 P
(
wN+11
)は、
P
(
wN+11
)
=
N+1∏
i=1
P
(
wi | wi−1j
)
=
N+1∏
i=1
P
(
wi | bii2
(
wi−1j
))
と置き換えできる。ただし、bii2 (wi−1j ) = wi−1j とする。
条件付き確率の条件部分を関数化することで、バックオフ計算を効率化できる。wij が
テーブル α に含まれず、かつ wi−1j がテーブル β に含まれないとき、バックオフモデル
 kX 反復の順番を工夫することでこれらは同時に行うこともできる
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アルゴリズム k, GiiB+2とスタックから翻訳する手順 U階層フレーズモデルV
AMTmi, GiiB+2 γ
AMTmi, X の導出結果を格納するスタック X
AMTmi, S の導出結果を格納するスタック S
AMTmi, ビーム幅 b
_2bmHi, 翻訳結果の目的言語文 e¯
#2;BM
7Q` i← 0 iQ N + 1 bi2T 1 /Q
7Q` j ← i iQ N + 1 bi2T 1 /Q
7Q`2+? < f¯, e¯ >∈ γji /Q
X1 ← f¯ に含まれる Rつ目の非終端記号
X2 ← f¯ に含まれる kつ目の非終端記号
k1, l1 ← X1 の元言語側の範囲
k2, l2 ← X2 の元言語側の範囲
7Q` ?vTQi?2bBb1 ← X l1k1 /Q
7Q` ?vTQi?2bBb2 ← X l2k2 /Q
?vTQi?2bBb←< f¯, e¯ >, ?vTQi?2bBb1, ?vTQi?2bBb2 から作成した
仮説
Xji に ?vTQi?2bBbを追加
Xji を翻訳確率上位 b件に絞り込む
7Q` i← 0 iQ N + 1 bi2T 1 /Q
ff 導出ルール < S, S >→< X,X >を利用
Si に Xi0 の内容をコピーする。
7Q` j ← 1 iQ i bi2T 1 /Q
7Q`2+? ?vTQi?2bBb1 ∈ Sj−1 /Q
7Q`2+? ?vTQi?2bBb2 ∈ Xij /Q
ff 導出ルール < S, S >→< SX,SX >を利用
?vTQi?2bBb← ?vTQi?2bBb1, ?vTQi?2bBb2 を組合せて作成した仮説
Si に ?vTQi?2bBbを追加
`2im`M SN+1 のうち、翻訳確率最大となる仮説
により R単語トランケートされて、P (wi | wi−1j ) = P (wi | wi−1j+1)となる。これを一般
化するには、関数 bii2を、以下のように再定義する。
bii2 (wi−1j ) = wi−1kˆ ,
r?2`2 kˆ = KBM ({k | j ≤ k ≤ i− 1 ∧ I (wi−1k ∈ α)}) .
ただし、I は指示関数である。この式は、単語列wi−1j が与えられたとき wi−1j ,wi−1j+1, · · ·wjj
の中で言語モデルに含まれる最長の単語列を求める式である。
aii2を使うと、言語モデルの確率評価手順がより簡潔に書ける。まず、言語モデルを
kX9 デコーダ RR
アルゴリズム j, aii2を用いた文の出現確率を評価する手順
AMTmi, 文 wN1
_2bmHi, P (wN+11 )
#2;BM
p← 1
bii2← {< b >}
7Q` i← 1 iQ N + 1 bFBT 1 /Q
Tr, bii2← GJ (wi, bii2)
p← p× Tr
`2im`M p
評価する関数 GJを、bii2と目的単語を引数に取る関数とする。さらに、返り値として
単語列の確率だけでなく、一単語ずらした bii2の値も返すようにする。すなわち、
GJ (wi, bii2 (wi−1j )) = {P (wi | bii2 (wi−1j )) , bii2 (wij)}
となる。ここで、bii2 (wij)は、i− j + 1 > nのとき bii2 (wij) = bii2 (wij+1)が成立
する。言語モデルの値を評価する関数は、バックオフ計算の副産物として bii2 (wij)の解
を得られることから、これらの値を同時に返すことは効率が良い。
言語モデルの値を評価する際は、前から順に R単語ずつ評価していくことから、得られ
た bii2の値を次の単語の確率評価時に引数として与えることで自動的に不要な単語がト
ランケートされる。アルゴリズム jに、文 wN1 の確率評価の手順を示す。
フレーズモデルに基づく統計的機械翻訳では、翻訳仮説は前から後ろに向かって生成さ
れる。各仮説は仮説の最後の単語を評価した視点での aii2を保持する。フレーズペアを
結合して新たな仮説を生成するときは生成元の仮説が持つ _B;?i aii2を用いて、新たに
結合された単語列の確率値を評価する。
kX9X9 G27i aii2
階層フレーズモデルにおいては、仮説は前後両方の方向に生成される。したがって、あ
る翻訳仮説に対して先頭 n− 1単語の各出現確率を仮説の生成に伴って修正する必要があ
る。従って、仮説の目的言語側単語列先頭 n− 1単語は、文頭が確定しないかぎり確率値
も確定しない。ある仮説の目的言語側単語列について、先頭m単語 U1 ≤ m < nVが vm1
であるとする。このとき、m 番目の単語を含む先頭 n − 1 単語の出現確率は確定できな
い。n;`Kモデルは n単語の単語列に対して確率を与えるモデルであるためである。
階層フレーズモデルに基づくデコーダが、先頭 m単語目の確率値をどのように処理す
るかを述べる。まず、デコーダは vm の出現確率を暫定的に P
(
vm | vm−11
)と置いて処理
を進める。デコーダがこの仮説に対して適当なフレーズペアを結合することで新たな仮説
を生成する際、仮説の前方に単語列 un−m1 を結合すると、単語 vm の前方に n− 1単語存
在するため出現確率が確定できる。したがって、デコーダは仮説の生成時に、先頭 n− 1
単語について確率値を更新する。
ここで、仮説の 1単語目が未知語だった場合を考える。このとき、仮説の先頭 n− 1単
語の確率値はいかなるフレーズペアの結合によっても更新できない。未知語を含む単語列
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は言語モデルのエントリとして含まれないためである。このとき、デコーダは先頭 n− 1
単語の確率値を更新する必要はなく、言語モデルの呼び出し自体を省略できる。
この処理を効率的に行うため、G27i aii2 UGB M/ E?m/MTm` kyy3c >2}2H/ 2i HX
kyRRVを導入する。G27i aii2は、翻訳仮説の先頭 n− 1単語のうち、確率値が確定して
いない単語列を記憶するためのものである。_B;?i aii2と同様、各仮説は G27i aii2を
保持し、ここに含まれる単語列についてデコーダは確率値を更新する。
kX9X8 aii2最適化
_B;?i aii2、G27i aii2共に、短ければ短いほど処理を効率化できる。したがって、言
語モデルの aii2 処理は可能な限り短い単語列を返すべきである。最適化の方法は様々
なものが提案されているが、本研究においてもっとも重要な拡張性 UGB M/ E?m/MTm`
kyy3c >2}2H/ 2i HX kyRRVについて述べる。
_B;?i aii2場合、単語列wij がテーブル αに含まれている場合でも、wijwとなるよう
な単語 w がモデル中に存在しないことがある。このとき、単語列 wij は「右に伸びない」
という。
単語列 wij が右に伸びないとき、次回のクエリは以下のように必ずバックオフされる。
P
(
w | wij
)
= P
(
w | wij+1
)
β
(
wij
)
ここで、β (wij) = 1のとき、P (w | wij) = P (w | wij+1)となり wj をトランケートした
場合と結果が一致する。
したがって、単語列 wij が右に伸び、かつそのバックオフウェイトが 1のとき、クエリ
結果の aii2から wj を除いても結果が一致する。この場合、wj はクエリ結果の aii2か
ら除く U>2}2H/ kyRRV。
同様に、G27i aii2 も任意の m;`K が左に伸びるかどうかが問題となる U>2}2H/
2i HX kyRRV。G27i aii2は、階層フレーズモデルに基づく翻訳で用いられるが、階層フレ
ーズモデルに基づく翻訳の際、仮説は左右いずれにも単語を追加される可能性がある。仮
説の先頭 n− 1単語の各単語については、それ以前に単語が付与されると単語の出現確率
を更新する必要がある。n;`Kモデルにおいては、単語の直前 n− 1単語がその単語の出
現確率に影響するためである。
階層フレーズモデルに基づく翻訳において、仮説の先頭m単語 (m < n− 1)からなる
単語列 em1 が左に伸びないとき、em の出現確率は確定できる。これは、仮説の左側にい
かなる単語が付与されてもそれらの単語に確率値が影響されないこと jが保証されるから
である。さらに、カットオフ 9値を単調増加に設定している場合、em1 が左に伸びないと
き em+11 も左に伸びない。したがって、m単語目以降の単語列を確定できるため、言語モ
デルの呼び出し回数を減らすことができる。
 jX 厳密にはバックオフウェイトを除いた確率値のみが確定する。仮説の左側に単語が付与された場合のバッ
クオフウェイトの乗算は後から小さい計算量で対処できるが詳細は省略する。
 9X 言語モデルのサイズをコンパクトにするためによく使われる手法の一つである。カットオフは、出現回数
の少ない単語列をモデルから削ることでモデルサイズを減らすことができる。削除の基準とする出現回数 U設定
した数値に呼称はないが、本研究ではカットオフ値と呼ぶVの設定は、オーダーごとに行う。一般には、オーダ
ーの増加に伴って単調増加するようカットオフ値を設定する。
kX8 言語モデルのデータ構造 Rj
kX9Xe リコンバイン
統計的機械翻訳のデコーダは、より翻訳確率の高い仮説を求めて様々な仮説を生成する
が、確実にスコアが低いと判明した仮説についてはその仮説を捨てる。これは枝切りの一
種であるが、統計的機械翻訳においてはリコンバインと呼ばれる。
リコンバインにおいては、kつの仮説がその先同じように伸び、仮説のスコアが全く同
じ差分となるとき、その時点で低いスコアの仮説を捨てる。同じ元言語単語を翻訳した k
つの仮説が、同じ bii2を持つとき、それぞれの仮説に同じフレーズペアで新しい仮説を
生成し続けると、そこから先の確率評価は全く同じ計算となる。したがって、その時点で
スコアの低い仮説は捨てて良い。
この手法は、前述の bii2最適化と合わせて利用する。aii2の最適化によって、単語
列の長さが短ければ、他の翻訳仮説と bii2が一致しやすいため、bii2を利用しない場合
と比べて多くの仮説を捨てられる。"2K b2`+?では余計な仮説を捨てれば捨てるほど実
質的に探索空間を広げることとなり、よりスコアの高い翻訳結果を得られる。
kX8 言語モデルのデータ構造
kX8XR >b? h#H2
>b? h#H2は、ハッシュ関数を用いたデータ構造の一つで、言語モデルを実装すると
きに使われる。>b? h#H2では、格納すべきm;`K vm1 を、適当なハッシュ関数 h (vm1 )
の値に基づいて格納する。
>b? h#H2の構築法は以下の通りである。長さ l の配列 αを用意する。αには、エン
トリの見出し Um;`KV、確率値、バックオフウェイトを格納する。l は格納したいエン
トリ数よりも大きい必要がある。ハッシュ関数 h (vm1 )を用意する。ハッシュ関数の値は、
0 ≤ l < lを満たす整数である必要がある。あるエントリ vm1 に対して、k = h (vm1 )とす
ると、α [k]がエントリ格納先の候補となる。ハッシュ関数は異なる kつのエントリに対
して、同じハッシュ値を与えることがあるため、α [k]が既に利用されていないか確認する
必要がある。該当箇所が使用済みの場合、未使用位置が得られるまで kを 1ずつ増加させ
る。得られた未使用位置に対して、エントリの見出し、確率値、バックオフウェイトを格
納する。
>b? h#H2から確率値、バックオフウェイトを取り出す方法は以下の通りである。入
力のm;`K vm1 から、ハッシュ値を計算する。k = h (vm1 )として、α [k]の見出しが、vm1
と一致するか調べる。一致する場合、α [k]に格納された確率値、バックオフウェイトを返
す。一致しない場合、一致するまで k を増加させ、一致した場所の確率値、バックオフウ
ェイトを返す。ただし、k を増加させている間に未使用位置が見つかった場合、vm1 はテ
ーブルに存在しないと判定する。
kX8Xk h`B2
h`B2 U6`2/FBM RNeyVは、>b? h#H2と並んで言語モデルの実装に良く用いられるデー
タ構造である。h`B2は、木構造の一種であり、ノード間遷移を単語で行うという特徴を持
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アルゴリズム 9, >b? h#H2からm;`Kを検索する手順
AMTmi, m;`K Uvm1 V
_2bmHi, m;`Kを格納した >b? h#H2の位置
#2;BM
k ← h (vm1 )
r?BH2 α [k]にエントリが格納されている場合 /Q
B7 α [k] 4 vm1 i?2M
`2im`M k
2Hb2
k ← k + 1
ba
1 2
3 4 5
6 7
0
ac c
dd
図kXR h`B2の例。ノード間を単語で遷移する木構造の一種である。
つ。図 kXRに、h`B2の例を示す。丸が木構造のノードに相当し、ノード間をつなぐ線の横
に付与されている文字が遷移に利用する単語である。丸の中の数字は便宜上与えたノード
番号である。例えば、j単語からなる単語列 b a dを h`B2上で探索する際は、ノード yを
起点として、ノード k、ノード 9、ノード dの順にノードを辿る。
h`B2には、データの格納方法について幾つか種類がある。本研究では "+Fr`/ am{t
h`22 UaiQH+F2 kyykV と _2p2`b2 h`B2 の k 種類を利用するため、それらについて順に述
べる。
"+Fr`/ am{t h`22は、言語モデルの各エントリを k段階に分けて格納する。まず、
言語モデルに含まれる各エントリの履歴単語列のみで h`B2を作成する。履歴単語は逆順で
格納する。次に、目的単語を表すノードに付随する表に格納する。"+Fr`/ am{t h`22
の例を図 kXkに示す。この例では、h`B;`K ǳvQm 2i bQmTǴにアクセスするには、ǳ2iǴ
→ ǳvQmǴ とノードをたどり、Ik=に到達する。次に、Ik=の中から目的単語の ǳbQmTǴ
を探す。"+Fr`/ am{t h`22をたどる為の擬似コードを、アルゴリズム 8に示す。
_2p2`b2 h`B2は言語モデルの各エントリに現れる単語を逆順に格納する。_2p2`b2 h`B2
の例を図 kXjに示す。h`B;`K ǳvQm 2i bQmTǴにアクセスするには、すべての単語を逆に
辿る。すなわち、ǳbQmTǴ → ǳ2iǴ → ǳvQmǴの順にノードを辿る。_2p2`b2 h`B2をたどる
為の擬似コードを、アルゴリズム eに示す。
kX8 言語モデルのデータ構造 R8
I
eat
you
do
fish
dinner...
fish
this
<1>
<2>
<3>
fish
soup
...
this
ROOT
図kXk "+Fr`/ am{t h`22の例。言語モデルに含まれる各エントリを目的単語と履
歴単語列に分解し、履歴単語列を逆順で格納する。
アルゴリズム 8, "+Fr`/ am{t h`22からm;`Kを検索する手順
AMTmi, m;`K Uvm1 V
_2bmHi, m;`Kを表す "+Fr`/ am{t h`22のスロット
#2;BM
MQ/2← _PPh
7Q` i← m− 1 iQ 1 bi2T −1 /Q
MQ/2← MQ/2から単語 vi で遷移した先の子ノード
B7 MQ/2が見つからなかった場合 i?2M
`2im`M LQi 6QmM/
bHQi← MQ/2に接続する単語リストのうち、vm を格納したスロット
B7 bHQiが見つからなかった場合 i?2M
`2im`M LQi 6QmM/
2Hb2
`2im`M bHQi
_2p2`b2 h`B2は、バックオフ計算と相性が悪い。m;`K wij に対するクエリの際にバ
ックオフが発生したとすると、以下の計算が必要となる。
P
(
wi | wi−1j
)
= P
(
wi | wi−1j+1
)
β
(
wi−1j
)
.
P
(
wi | wi−1j
) を求めるためには、h`B2 を _PPh → wi → wi−1 → · · · → w2 → w1
の順に辿る必要があるが、w1 が見つからなかった場合の確率値は一単語短い w2 のノー
ドを参照する 8。すなわちバックオフ計算において、確率値のパラメータはクエリされた
単語列の探索と同時に得ることができる。
 8X もし w2 が見つからなかった場合は w3、というように最終的に見つかったノードの確率値を参照すれば良
い
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図kXj _2p2`b2 h`B2の例。言語モデルに含まれる各エントリを逆順で格納する。
アルゴリズム e, _2p2`b2 h`B2からm;`Kを探索する手順
AMTmi, m;`K Uvm1 V
_2bmHi, m;`Kを表すノード
#2;BM
MQ/2← _PPh
7Q` i← m iQ 1 bi2T −1 /Q
MQ/2← MQ/2から単語 vi で遷移した先の子ノード
B7 MQ/2が見つからなかった場合 i?2M
`2im`M LQi 6QmM/
`2im`M MQ/2
しかし、バックオフウェイトは β (wi−1j )が必要であり、この値を得るためには h`B2を
_PPh → wi−1 → · · · → wj+1 → wj の順に辿る必要がある。これは、バックオフウェ
イトは改めて _PPhノードからたどり直す必要があることを意味し、クエリ速度の低下
を招く。
>2}2H/ UkyRRVは、_2p2`b2 h`B2の速度を改善するために _B;?i aii2を拡張した。前
述のとおり、_B;?i aii2は連続したクエリに置いてひとつ前のクエリから次のクエリを
効率化するためのものである。_B;?i aii2は、クエリで求めたい条件付き確率の条件部
分に必要な単語を格納していたものだが、>2}2H/はこれにバックオフウェイトも持つよ
うに修正した。連続クエリにおいて、直前のクエリは P (wi−1 | wi−2j−1)を求めているはず
なので、_PPh → wi−1 → · · · → vj+1 → vj の順に h`B2を辿っているはずである。こ
れはバックオフウェイトを拾うために辿り直す h`B2の辿り方と同一である。したがって、
前回クエリ時に h`B2を辿る際、同時にバックオフウェイトも参照して aii2として保存
すれば良い。すなわち、拡張 aii2は以下のように表される。
bii22ti2M/2/
(
wi−1j
)
= wi−1
kˆ
,
{
β
(
wi−1
kˆ
)
,β
(
wi−1
kˆ+1
)
, · · · ,β (wi−1i−1)} ,
ここで、kˆ は元々の aii2定義時に定義されたのと同じ、モデルに含まれる単語列のうち
最も長い単語列となる位置を表す。
aii2を拡張することでクエリ時に h`B2を辿り直す必要がなくなる。バックオフの際に
kXe ダブルアレイ Rd
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図kX9 疎行列による h`B2の表現例。ノード番号と遷移単語のクロスする位置に遷移先
ノード番号が記入されている。
は引数に与えられた _B;?i aii2からバックオフウェイトを取得し利用する。
kXe ダブルアレイ
kXeXR ダブルアレイのデータ構造
本研究で利用するダブルアレイ UQ2 RN3NVについて、その概要を述べる。
h`B2の最も単純な実装として、疎行列を使う方法がある。この方法では行列の行を使っ
て h`B2のノードを表し、列を使って遷移可能な単語を表す。h`B2の各ノードを行列の行
に対応させるため、各ノードに対してノード番号を付与する。同様に、単語を列で表現す
るため、各単語に対して単語 A.を付与する。
図 kXRを疎行列で表現した例を図 kX9に示す。この図では、ノード番号と遷移単語のクロ
スする位置に遷移先ノード番号を記入している。例えば、ノード yは単語 と #で子ノー
ドへ遷移可能でありその子ノードのノード番号はそれぞれ Rと kである。それゆえ、最下
行は と #の位置に R、kと値が記入される。この方式は、ノード遷移が高速であるとい
うメリットがあるが、単に k次元配列として格納してしまうと大量のメモリを消費すると
いう欠点がある。
ダブルアレイは、前述の単純な実装のノード遷移が高速であるというメリットを保ちつ
つ、メモリ使用量を削減する手法である。基本的な考え方としては、前述の疎行列の各行
を、縦方向に重ならないようにずらし、一本の配列に潰す。本研究では得られた配列を
K2`;2/と呼ぶ。ただし、一本の配列に潰してしまうと、以下の kつの情報が失われるこ
とになり、潰した配列から元の疎行列を復元することはできない。
Ç 潰した配列の数字が元々どの行にあったのか
Ç 潰した配列の数字はどれだけずらされてこの位置に来たのか
元の疎行列を復元可能にするため、これらの情報を格納する kつの配列を用意する。ひと
つは元のノード番号を格納する配列、もう一つはずらし幅を格納する配列である。ここで
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図kX8 ダブルアレイの基本的な考え方。疎行列の各行を縦方向に重ならないようにず
らし、縦方向に潰す。元の情報が失われないよう、ノード番号とずらし幅をメモする。
はそれぞれ MQ/2, b?B7iと呼ぶ。また、便宜的に、K2`;2/,MQ/2の先頭に yを追加する。以
上で、図 kX8に示したような構造となる。
配列 K2`;2/,MQ/2の先頭に yを付与することで、このデータ構造上でノードを辿るの
が簡単になる。元々、疎行列をマージしたことで無駄な領域は減ったが、同一ノードの遷
移先を表す記号がデータ構造上に散逸した。例えば図 kX8において、ノード kに関する情
報は配列の 9番目と e番目に出現している。ノード kの親ノードはノード yだが、ノード
kに遷移するためにはK2`;2/配列の k番目から遷移することになる。これは、K2`;2/ [2]
であることからわかる。同様にノード yは配列の R番目と k番目に現れるが、ノード yは
ルートノードなので親ノードを持たない。配列 K2`;2/,MQ/2の先頭に yを持つ要素を追
加することで、便宜的に配列の R番目と k番目の親ノードとして、配列の y番目が存在す
るように解釈できる。
このデータ構造上でノードを辿る手順をアルゴリズム dに示す。ここで、関数qQ`/A/
は、単語 vの単語 A.を返す関数である。更にK2`;2/ [+QMi2ti]はK2`;2/配列の context
番目の値を参照する操作であり、その他の配列についても同様である。配列 K2`;2/から
得たノード番号を用いて b?B7iからずらし幅を得、単語 A.と合わせて遷移先を特定する。
遷移が成功したかどうかは遷移先の MQ/2値と遷移元の K2`;2/値が一致するかで調べら
れる。
ダブルアレイは、上記の手法を更に簡略化したものである。この手法では jつの配列を
使うが、ダブルアレイでは kつの配列で同じ機能を実現する。
遷移の際には遷移元と遷移先が一致するか調べるが、この確認をノード番号を使わずに
行う。配列 MQ/2は遷移元ノード番号を格納していたが、これは遷移元ノードを表す配列
位置 UインデックスVで良い。K2`;2/はノード A.がそれぞれ R回しか出てこないためで
ある。MQ/2を配列位置に置き換えた配列を *>1*Eと呼ぶ。
次に、K2`;2/と b?B7iを統合する。遷移の際には必ず K2`;2/で得た値を元に b?B7iを
参照する。*>1*E の導入により K2`;2/ 単体で参照されることがなくなったため、各
kXe ダブルアレイ RN
アルゴリズム d, K2`;2/,MQ/2, b?B7iから h`B2を辿る手順
AMTmi, h`B2を辿る順に並べた単語列 vm1
_2bmHi, 単語列を表すノード A.
#2;BM
+QMi2ti← 0
7Q` i← 1 iQ m bi2T 1 /Q
j ← b?B7i [K2`;2/ [+QMi2ti]] +qQ`/A/ (vi)
B7 MQ/2 [j] = K2`;2/ [+QMi2ti] i?2M
+QMi2ti← j
2Hb2
`2im`M LQi 6QmM/
`2im`M +QMi2ti
0
0
0
0 0 0BASE
CHECK
1
1
0
0 0 2 2
3 3
3
1 2 3 4
4
5 6 7
図kXe ダブルアレイの例。配列 "a1と *>1*Eにより h`B2を表現する。
アルゴリズム 3, ダブルアレイ上で h`B2を辿る手順
AMTmi, h`B2を辿る順に並べた単語列 vm1
_2bmHi, 単語列を表すノード A.
#2;BM
+QMi2ti← 0
7Q` i← 1 iQ m bi2T 1 /Q
j ← "a1 [+QMi2ti] +qQ`/A/ (vi)
B7 *>1*E [j] = +QMi2ti i?2M
+QMi2ti← j
2Hb2
`2im`M LQi 6QmM/
`2im`M +QMi2ti
K2`;2/ の値を b?B7i 参照済みの値に置き換えることができる。置き換えた配列を "a1
と呼ぶ。
この操作により、得られたデータ構造をダブルアレイと呼ぶ。これは元の疎行列の情報
をすべて持ったデータ構造である。
ダブルアレイ上でノードを辿る手順を、アルゴリズム 3に示す。
n = "a1[nk] +qQ`/A/(v).
前述の例と同じ、b a dを例にとって、ダブルアレイのノード遷移例を示す。まず、単語 A.
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は a→ 1、b→ 2、c→ 3、d→ 4である。これは、図 kX9で単語をおいた順に由来する。まず、
インデックス yから単語 bで遷移する。"a1[0]+qQ`/A/(b) = 2かつ*>1*E[2] = 0な
ので遷移に成功する。次に aで遷移する。"a1[2]+qQ`/A/(a) = 4かつ *>1*E[4] = 2
なので、遷移に成功する。最後に、d で遷移する。"a1[4] + qQ`/A/(d) = 7 かつ
*>1*E[7] = 4 なので、遷移に成功し、単語列 b a d が h`B2 に含まれていることがわ
かる。
h`B2は木構造であるため、長い単語列を格納するためにその単語列に至るための部分単
語列が h`B2に格納されている必要がある。一般的に、単語列の集合に長い単語列が h`B2
に含まれているからと言ってその部分単語列がもとの集合に含まれているとは限らない。
そのため、h`B2の各ノードが元の単語列集合に含まれていたものなのかを表示する必要が
ある。
エンドマーカーは、ダブルアレイの各ノードが元の単語列集合に含まれていたものなの
か示すための特殊なノードである。ダブルアレイでは、h`B2 の各ノードの内、元のエン
トリ集合に含まれるノードにエンドマーカーノードを子ノードとして付与し、エンドマー
カーノードへは特殊な単語 < O >で遷移可能にしておく。各ノードは < O >での遷移
に成功した場合、そのノードが表す単語列が元の単語列集合に属しているものとして取り
扱う。
統計的言語モデルでは、モデルに含まれる任意のm;`Kに対して部分単語列がモデル
に含まれるという性質がある。そのためエンドマーカーを直接取り扱う必要はない。本研
究ではエンドマーカーを別の用途に転用することで効率的なデータの格納を実現する。
kXeXk ダブルアレイの構築
ダブルアレイの構築は大きな計算量を要する問題である。ダブルアレイのサイズが大き
くてよければ、疎行列の各行を横に並べるだけで良いため、高速に構築できるが、これで
は疎行列表現と同様膨大な未使用領域が発生してしまう。ここでは、コンパクトなダブル
アレイを得るためのヒューリスティック手法を述べる e。
ダブルアレイを構築する際には、h`B2の上位ノード Uルートノードに近いノードVから
順に挿入する。ここで、「ダブルアレイにノードを挿入する」とはダブルアレイ中の対応
するスロットの "a1値を決めることである。挿入の際には、子ノードの一覧を用い、す
べての子ノードが構築時点で未使用位置に配置されるように決める。
ダブルアレイにノードを挿入する最も単純な方法は、"a1値の値を Rから順に Rず
つ増加させ、すべての子ノードが、その時点で未使用となる位置に対応付けられるまで適
切な "a1値を探す。図 kXdに図 kXRのノード kを挿入する様子を示す。ノード kに対応
する位置 "a1値 xは、ノード 9-8の位置を決める。したがって、ノード 9-8が他のノ
ードと衝突しないよう xの値を決める。
ダブルアレイを構築するのは計算量を要するタスクである。計算量を削減する手法はい
くつか提案されている U中村康正 M/ 望月久稔 kyyec 矢田晋 2i HX kyyNc 重越秀美- 蔵満
琢麻- M/ 望月久稔 kyyNVが、本研究においては、双方向リストを利用する方法 U中村康
正 M/ 望月久稔 kyyeVを利用する。この方法は、ダブルアレイの未使用領域を双方向リ
 eX この手法を提案した論文を見つけることができなかったが、ダブルアレイ実装の際にはよく用いられる手
法の一つである。
kXe ダブルアレイ kR
BASE
CHECK
ノード2の位置
a c
子ノード4,5の位置は
ノード2のBASE値
で決まる
ノード4,5の位置。未使用の必要がある。
図kXd ダブルアレイにノードを挿入する例。図 kXRのノード kを挿入する場合、子ノー
ド 9- 8の位置が未使用である必要がある。子ノード 9-8が共に未使用となる位置を探
すため xの値を Rから順に増加させて探す。
図kX3 双方向リストによる未使用位置の結合。未使用位置が双方向リストで結合され
ることにより、挿入したいノードの子ノード群の少なくとも Rつを未使用位置に配置さ
れるよう "a1値を決定できる。
ストとして利用し、"a1値の探索を効率化する。単純な方法では "a1値は Rから順
に Rずつ増加させて、子ノードを配置可能な値を探したが、この方法を使うと、Rより大
きな数で増加できる。
最も基本的なアイディアは、子ノードの内少なくともひとつは必ず未使用位置に配置さ
れるよう "a1値を増加させることで、"a1値の探索範囲を減らす。これを実行する
ため、ダブルアレイの未使用領域置の "a1、*>1*E を利用して双方向リストで結合
する。ダブルアレイの未使用領域に関しては、未使用であることがわかれば任意の値を格
納できる。そこで、各位置の "a1側にひとつ前の未使用領域の位置、*>1*E側にひ
とつ後ろの未使用領域の位置を格納する U図 kX3V。ただし、ノードが配置されていないこ
とを示すため、負の数で格納する。この双方向リストを使うことで、挿入したいノード
の子ノード群のうち少なくとも Rつが未使用位置に配置されるよう "a1値を決定でき
る。従来法では R から順に増加させ子ノード群の位置を確認したが、この手法では増加
幅を空き要素の間隔分だけ増加させることができるので、"a1 値の決定を高速にでき
る。ダブルアレイへのノード挿入手順をアルゴリズム Nに示す。"a1値を増加させる際
に #b2← TQBMi2`− bKHH2biで、子ノードの衝突が確実な "a1値候補をスキップする
ことで高速化する。
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アルゴリズム N, 双方向リストによるダブルアレイへのノード挿入手順
AMTmi, um1 , 挿入したいノードの表すm;`Kの単語 A.列。ただし h`B2をたどる順
に並べる
AMTmi, c, 挿入したいノードから遷移可能な子ノードの単語 A.集合
#2;BM
MQ/2← 0 ff 挿入したいノードのダブルアレイ上での位置を得る
7Q` i← 1 iQ m /Q
MQ/2← "a1[node] + ui
bKHH2bi← KBM (c)
TQBMi2`← 未使用位置の内最小のインデックス
#b2← TQBMi2`− bKHH2bi
r?BH2 #b2 < 0 ff #b2が y以下になるのを避ける
/Q
TQBMi2`← −*>1*E[pointer]
#b2← TQBMi2`− bKHH2bi
r?BH2 h`m2 ff #b2の探索
/Q
bm++2bb← h`m2
7Q`2+? B/ ∈ c /Q
B7 *>1*E[#b2+ id] >= 0 ff 未使用位置は負の数
i?2M
TQBMi2`← −*>1*E[pointer]
#b2← TQBMi2`− bKHH2bi
bm++2bb← 6Hb2
#`2F
B7 bm++2bb i?2M
#`2F
"a1[MQ/2]← base
7Q`2+? B/ ∈ c /Q
+?BH/← #b2+ id
B7 +?BH/より前に未使用要素が存在しない ff 双方向リストを更新
i?2M
T`2pBQmb← "a1[child]
M2ti← *>1*E[child]
*>1*E[T`2pBQmb] = M2ti
"a1[M2ti] = T`2pBQmb
*>1*E[+?BH/] = MQ/2
kXe ダブルアレイ kj
kXeXj ダブルアレイへの効率的なデータ格納
h`B2は m;`Kと共に関連する値を格納することがある。ダブルアレイは h`B2の実装
手法の一つであり、ダブルアレイでもm;`Kと共に関連する値を格納する必要がある。
ダブルアレイに m;`K だけでなく関連する値も格納する最も単純な方法は、"a1、
*>1*E の各配列だけでなく値格納用の配列 oGl1 をもう一本追加することである。
ダブルアレイでは、"a1、*>1*Eの各配列のインデックスを同じくする要素が h`B2の
ノードを表すが、各ノードに対応する V ALUE 配列の同じ位置に、ノードの表すm;`K
に対応する値を格納する。
oGl1配列に値を格納する方法は、シンプルだが未使用領域が発生する。h`B2の葉に
位置するノードは、子ノードを持たないため "a1値を持たない。したがって、葉ノー
ドの "a1値格納位置が未使用のままメモリを消費する。
工藤によるダブルアレイ実装である .`ib U.Qm#H2 ``v h`B2 avbi2KV dは oGl1
配列を使わず値を格納する。この方法では、エンドマーカーノードの "a1値格納位置
に値を格納する。エンドマーカーは常に葉ノードとなるため、必ず "a1値格納場所が
未使用のまま残っている。この領域に値を格納することで無駄な領域を発生させずデータ
構造をよりコンパクトにすることに成功している。
工藤の手法は、値を "a1配列に格納するため格納可能な値は "a1配列の R要素分
の大きさが上限となる。一般的に "a1配列は jk#Bi配列を利用するため、格納可能な値
は jk#Biまでである。
 dX ?iiT,ff+?b2MXQ`;fiFmfbQ7ir`2f/`ibf
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k8
第 j章
関連研究
jXR 初期の言語モデル実装
*Jl hQQHFBi U*H`FbQM M/ _Qb2M72H/ RNNdVは、言語モデルを実装したツールキッ
トの一つである。*Jl hQQHFBiは、言語モデルの辞書構造として h`B2を利用する。
*Jl hQQHFBiでは、aQ`i2/ ``vと呼ばれる方法で h`B2を表現する。まず、h`B2の
各ノードは、子ノードへ遷移可能な単語 A.を格納した配列を持つ。次に、この配列を同
じオーダーごとに結合する。この結合によって、n個の配列ができる。さらに、各オーダ
ーに同じ長さの配列をもう一つ用意し、各単語の遷移先を格納する。aQ`i2/ ``vによ
る h`B2表現の例を図 jXRに示す。左側の h`B2を aQ`i2/ ``vで表現すると右側のような
形になる。同じオーダーのノードをオーダーごとに R本の配列に格納し、子ノードの遷移
先をポインタで示す。
aQ`i2/ ``v上で、h`B2のノード遷移を行うためには二分探索が必要となる。二分探
索は O (HQ;M)の時間が必要となり、速度は遅い。
aQ`i2/ ``vは、後続の言語モデル実装でも頻繁に利用されるデータ構造である。*Jl
hQQHFBiでは単語を表す A.に Re#Bi変数を利用しているため、216種類の単語しか表現で
きず、大規模な言語モデルには適用できない。
a_AGJ UaiQH+F2 kyykVは、"+Fr`/ am{t h`22による言語モデル実装である。"+F@
r`/ am{t h`22 の特性を活かして、高速なバックオフ計算が行えるのが特徴である。
"+Fr`/ am{t h`22では、単語 A.として jk#Bi非負整数型を使っているため比較的大
b ba a
a ac cc c
d dd d
図jXR aQ`i2/ ``vによる h`B2表現の例。オーダーごとに配列を用意し、子ノード
への遷移先を遷移可能単語と共にポインタで示す。
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きな言語モデルに適用できる。ただし、ノード遷移のために e9#Biのポインタ変数を使用
しているためメモリ消費が大きく、大規模な言語モデルをロードすると容易にメモリ不足
に陥る。
jXk 高速かつコンパクトな言語モデルの実装
統計的機械翻訳においては、言語モデルのデータを増加させると翻訳性能も改善するこ
とが知られている U"`Mib 2i HX kyydV。翻訳性能を確保するため大量の言語リソースを
投入すると、言語モデルのエントリ数もそれにしたがって上昇する。エントリ数の上昇は
メモリを圧迫するだけでなく、実行速度も低下させる。増え続ける言語モデルのエントリ
数に対応するため、できるだけコンパクトにモデルを格納する手法が様々に提案されて
いる。
hH#Qi M/ Pb#Q`M2 UkyydV は、"HQQK 6BHi2`を使った言語モデルを提案した。"HQQK
6BHi2`は、ある集合の中にエントリが含まれているかどうかを調べることができるデータ
構造である。"HQQK 6BHi2` 単体では、言語モデルのパラメータを格納することはできな
い。この問題を解決するため、この手法ではエントリと出現回数をペアにしてモデルに格
納する。具体的には、任意の m;`K vm1 について、< vm1 , 1 >, · · · , < vm1 , c > という
ペアを作りこのペアをモデルに格納する。cはm;`Kの出現回数である。クエリの際は、
m;`K vm1 の出現回数がわからないため、R から順に数を増加させてエントリ集合から
見つからなくなるまでクエリを繰り返す。確率値は得られた出現回数を元にその場で計算
する。
:mi?`B2 M/ >2TTH2 UkyRyV は、最小完全ハッシュを用いた言語モデル実装である。最
小完全ハッシュ U"2HxxQm;mB- "Qi2H?Q- M/ .B2ix72H#BM;2` kyyNV とは、与えられたエン
トリ集合に対して、衝突なくかつ最小の範囲にハッシュする関数のことである。この手法
では、ハッシュ値で示される位置にモデルパラメータとエントリのフィンガープリントを
格納する。モデルパラメータは aBKTH2 .2Mb2 *Q/BM; U6`2/`BFbbQM M/ LBFBiBM kyydV
によって圧縮した状態で格納する。圧縮率を高めるため、モデルパラメータとして学習デ
ータにおける出現回数を格納する。
これまで述べた手法はすべて HQbbv な言語モデルと呼ばれる手法である。モデルのエン
トリ情報をフィンガープリントといった情報で代替することで、まれに誤った結果を返
す。GQbbv な言語モデルは、コンパクトさのために精度を犠牲にする。
SmHb M/ EH2BM UkyRRV は、aQ`i2/ ``vを採用した言語モデル実装である。可変長
配列と、ブロック圧縮の機能を持ち、実行速度よりもコンパクトさが重要なときに利用で
きる。
qiM#2- hbmF/- M/ AbQxFB UkyyNV は、GPl.a UC+Q#bQM RN3NV に基づく言語
モデルを提案した。GPl.aは簡潔データ構造による h`B2の実装方法で、ランダムアク
セス性を保ちつつ情報量下限まで圧縮できることが知られている。GPl.aによる言語モ
デルはコンパクトだが、実行速度については調査されていない。
aQ`2Mb2M M/ HHmx2M UkyRRV は、GPl.a に基づく言語モデルの別の実装方法であ
る。この手法は言語モデルを h`B2ではなく n− 1次マルコフモデルの遷移グラフで表し、
このグラフを GPl.aで表現する。
>2}2H/ UkyRRV は、k 種類の手法を実装した言語モデル実装である。ひとつは >b?
jXk 高速かつコンパクトな言語モデルの実装 kd
i#H2を利用する方法。もうひとつは、h`B2を利用する方法である。この実装は E2MGJ
と呼ばれ、近年最も利用されている。
>b? h#H2 を利用する方法 UE2MGJ T`Q#BM; と呼ぶV は、従来から広く用いられて
いる >b? h#H2と GBM2` T`Q#BM;法をそのまま言語モデルの格納方法として適用した
手法である。ほぼ定数時間でデータにアクセスできる点で優れているが、h#H2にあらか
じめ隙間を開けておく必要がある。これはメモリ消費量を増大させるという欠点がある。
h`B2 を利用する方法 UE2MGJ i`B2 と呼ぶV は、h`B2 と呼ばれる木構造の一種をベー
スとした手法である。h`B2は、木構造のノード遷移を単語で行うことに特徴がある。特に、
従来手法では、aQ`i2/ ``vを用いてノード遷移を行う。aQ`i2/ ``vはモデルデータ
をコンパクトに保存することができるが、ノード間遷移が O (HQ; HQ;M)であり、実行速
度は E2MGJ T`Q#BM;に比べて遅い。
E2MGJ T`Q#BM;は速度において、E2MGJ i`B2に優れるが、メモリ使用量において
は、E2MGJ i`B2の方が優っている。E2MGJ T`Q#BM;と E2MGJ i`B2はトレードオフ
の関係にあるといえる。
従来手法においては、潤沢にメモリが使える環境であれば E2MGJ T`Q#BM;を、そう
でない環境では E2MGJ i`B2を利用することが推奨される。特に、統計的機械翻訳の場
合、E2MGJ T`Q#BM;ではなく E2MGJ i`B2を用いて利用可能メモリ量上限に達するま
で学習データを追加するということがしばしば行われる。これは、"`Mibらによる実験
で、言語モデルの学習データを増加させることが翻訳性能を改善することが示されている
ためである U"`Mib 2i HX kyydV。このとき、E2MGJ i`B2は E2MGJ T`Q#BM;より遅
いため、実行速度の面でユーザーは妥協を迫られる。もし、E2MGJ i`B2とほぼ同じメ
モリ使用量で、より高速にクエリする方法が存在するなら、ユーザーはそのような妥協を
する必要はない。
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第 9章
ダブルアレイの言語モデルへの適応
9XR 概要
本研究では、ダブルアレイを言語モデルに適応する。言語モデルの内部構造として従来
から h`B2がよく使われるが、h`B2の実装には aQ`i2/ ``vなどの他の方式が用いられて
きた。ダブルアレイは、高速かつコンパクトな h`B2の実装方法として知られており、も
し言語モデルの実装にダブルアレイを適用できれば、ダブルアレイの持つ高速・コンパク
トという特徴を言語モデルでも享受できる。
言語モデルの内部構造で使われている k種類の h`B2について、ダブルアレイを適応す
る方法を提案する。ひとつは "+Fr`/ am{t h`22、もう一つは _2p2`b2 h`B2である。
本章では、それぞれ言語モデルに適応した方法について述べた上で U9Xk節、9Xj節V、そ
れらについて aii2最適化方法を述べる U9X9節V。次に、ダブルアレイのサイズを小さく
するためのチューニング手法について述べる U9X8節V。最後に、大規模な言語モデルを構
築するために必要な分割手法について述べる U9Xd節V。
9Xk "+Fr`/ am{t h`22に基づくダブルアレイ言語モデル
"+Fr`/ am{t h`22は、通常の h`B2と異なり各ノードに目的単語を格納した表が紐
付いている。この表はダブルアレイでは表現不可能であるため、ダブルアレイで表現可
能な形に変換する。.GJ#bi では、これを実現するためにエンドマーカーノードを工夫
する。
通常のダブルアレイでは、h`B2の各ノードについて、それぞれ該当する単語列が実際に
モデルに含まれるかのフラグとして、エンドマーカーと呼ばれるノードを各エントリに付
加する。"+Fr`/ am{t h`22をダブルアレイで表現するために、各エントリの履歴単語
列の直後にエンドマーカーノードを挿入する。それらのエンドマーカーノードから、各ノ
ードに対応する目的単語のノード群を付加する。すなわち、従来の "+Fr`/ am{t h`22
に対して、各ノードにエンドマーカーノードを付与し、更にその下に目的単語ノードを付
与する。これによって "+Fr`/ am{t h`22は一つの h`B2で表現可能となる。図 9XRに、
図 kXkと同じ内容を表したダブルアレイで表現可能な h`B2 を示す。ǳvQm 2i bQmTǴにア
クセスするには、ǳ2iǴ → ǳvQmǴ → < O > → ǳbQmTǴと辿る。"+Fr`/ am{t h`22が
一つの h`B2として表現可能となったことで、このデータ構造はダブルアレイを使って表
現可能である。
jy 第 9章 ダブルアレイの言語モデルへの適応
I
<#> <#>
<#>
eat
you
do
fish dinner
fish this
fish soup this
ROOT
図9XR "+Fr`/ am{t h`22をダブルアレイで表現可能な形に変換する。履歴単語ノ
ードの後にエンドマーカー < O >を配置し、その直後に目的単語ノードを配置する。
次に、モデルパラメータの格納方法について述べる。言語モデルでは、R回のクエリに
対して kつの値 U確率値及びバックオフウェイトVを参照する。確率値は jR#Biで表現で
き、バックオフウェイトは jk#Biで表現できるため、保存すべきデータの総量は ej#Biで
ある。従来のダブルアレイは R回のクエリに対して jk#Biまでの値を参照する前提で設計
されており、ej#Biの値を参照できるように構造を修正する必要がある。
ダブルアレイ言語モデルでは、ダブルアレイの未使用領域に着目し、確率値とバックオ
フウェイトをダブルアレイの内部に組み込んだ。前述のとおり、R個のエントリに対して
jk#Bi 以下の値を効率よく扱う手法は、従来までにすでに知られている。従来手法では、
エントリのエンドマーカーが格納されている位置の "a1配列部分が未使用であること
に着目し、エンドマーカーの "a1配列部分に値を格納する R。
まず、確率値の格納について述べる。本研究では、エンドマーカーノードの子ノードと
して目的単語ノードが存在するため、エンドマーカーノードの "a1配列位置に値を格
納することはできない。ただし、従来手法と同様に目的単語ノードの "a1配列位置が未
使用である。そこで、本研究ではこの未使用領域に対応するエントリの確率値を格納する。
次に、バックオフウェイトの格納について述べる。言語モデルに含まれるエントリには、
単語列 vm1 がモデルに含まれるとき、それ以下の長さの単語列もモデルに含まれるという
性質がある k。したがって、本研究で利用する h`B2はすべてのノードがエンドマーカーを
持つ。すなわち、ダブルアレイに必要な *>1*E配列による遷移チェックはエンドマー
カーノードに対しては必要ない。そこで、エンドマーカーの *>1*E配列側にバックオ
フウェイトを格納する。誤遷移を防止するため、*>1*E配列側にモデルパラメータを格
納する際、それらは負の数である必要がある。バックオフウェイトは一部正の数になりう
 RX 工藤による .`ibU.Qm#H2 ``v h`B2 avbi2K- ?iiT,ff+?b2MXQ`;fiFmfbQ7ir`2f/`ibfVでこ
の手法が実装されている。
 kX この性質はカットオフ値を低次から高次に単調増加させた場合に限る。ただし、先行研究の E2MGJでは
カットオフ値を単調増加させない場合にエラーとなるように実装されており、事実上この制約は保証されている
とみなして良い。
9Xj _2p2`b2 h`B2に基づくダブルアレイ言語モデル jR
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図9Xk "+Fr`/ am{t h`22に基づくダブルアレイ言語モデルの例。履歴単語を逆順
に並べ、エンドマーカーを挟んで目的単語を配置する。C は、格納する値が負の数であ
ることを保証するための定数である。
るため、モデルに含まれるバックオフウェイトの最大値より大きい数で全体のバックオフ
ウェイトから減算しておくことで、負の数となることを保証する。ダブルアレイ言語モデ
ルの例を図 9Xkに示す。
.GJ#bi から、モデルパラメータを取り出す手順をアルゴリズム Ryに示す。取り出さ
れたバックオフウェイトは引数に与えた単語列よりも R単語短くなっていることに注意が
必要である。
9Xj _2p2`b2 h`B2に基づくダブルアレイ言語モデル
次に、_2p2`b2 h`B2に基づくダブルアレイ言語モデル U.GJ`2p と呼ぶVを提案する。
.GJ`2p では、言語モデルのエントリ集合を _2p2`b2 h`B2で表し、各ノードの下にエン
ドマーカーを配置する。.GJ#bi と同様に、言語モデルの全ノードにエンドマーカーが
付与されるため、各ノードの表す単語列が言語モデルに含まれているか確認する必要はな
い。したがって、本研究ではエンドマーカーノードをモデルパラメータの格納に転用する。
最上位オーダーの単語列を表すノードについては、それに付加されるエンドマーカーは
必ず兄弟ノードを持たない。ダブルアレイにおいて、兄弟ノードを持たないノード Uシン
グルノードと呼ぶVはダブルアレイ上の任意の場所に配置することができ、ダブルアレイ
の充填率を上昇させることが知られている U大野将樹 2i HX kyyjV。エンドマーカーを持
たない場合のダブルアレイと比較すると、エンドマーカーを持つダブルアレイはエンドマ
ーカーを持たない場合にできていた隙間にこれらのシングルノードを挿入することができ
る。したがって、エンドマーカーを使わない場合に無駄になっていた領域をパラメータ格
納に使うことができるため、メモリ空間をより効率的に利用することができる。
.GJ`2p では、*>1*E 配列側に対数確率、"a1 配列側に対数バックオフウェイ
トを格納する。*>1*E 側に正の数を格納してしまうと、h`B2 の遷移を誤る可能性があ
ることからこの組み合わせで格納する必要がある。ダブルアレイの *>1*E値は、遷移
元のインデックスを意味しており、遷移元のインデックスと区別がつかなくなるためであ
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アルゴリズム Ry, .GJ#bi からモデルパラメータを取り出す手順
AMTmi, vm1 , m@;`KX
PmiTmi, HQ;α (vm1 ) , HQ;β
(
vm−11
)
#2;BM
MQ/2← 0
7Q` i← m− 1 iQ 1 bi2T −1 /Q
M2ti← "a1[MQ/2] +qP_.A.(vi)
B7 *>1*E[M2ti] = MQ/2 i?2M
MQ/2← M2ti
2Hb2
`2im`M LQi 6QmM/
MQ/2← "a1[MQ/2] +qP_.A.(< O >)
#Qr← `2BMi2`T`2i *>1*E[MQ/2] b  ~QiBM;@TQBMi MmK#2`
#Qr← #Qr+ C
M2ti← "a1[MQ/2] +qP_.A.(vm)
B7 *>1*E[M2ti] = MQ/2 i?2M
T`Q#← `2BMi2`T`2i "a1[M2ti] b  ~QiBM;@TQBMi MmK#2`
`2im`M T`Q#, #Qr
2Hb2
`2im`M LQi 6QmM/
る。対数確率は必ず負の数となるため、このように格納することでエンドマーカーノード
の *>1*E値は必ず負の数になり、この問題を解消できる。_2p2`b2 h`B2に基づく言語
モデルの例を図 9Xjに示す。言語モデルの各エントリは、単語列の逆順に登録し、最後に
エンドマーカーを付与する。
アルゴリズム RRにここまで述べたデータ構造から値を取り出す手順を示す。.GJ#bi
と異なり、引数の単語列に対応するバックオフウェイトを返すことができる。
9X9 aii2最適化の対応
kX9X8節で述べた通り、言語モデルには aii2の最適化が求められる。最適化に必要な情
報は kつある。一つは各エントリが右に伸びるか否かであり、もう一つは各エントリが左
に伸びるか否かである。従って、各エントリに対して、確率値、バックオフウェイトに加
え、もう kビットの情報を付加する必要がある。
.GJ#bi の拡張性情報格納方法について述べる。右拡張性は、ヒストリ単語列を表す
スロットの "a1値に格納する。ダブルアレイの "a1値は必ず正の数という制約があ
るため、各スロットの符号ビットが未使用となっているため、各ノードの "a1値の符
号に右拡張性の情報を格納した。第 kX9X8節で述べたとおり、右拡張性を考慮するのは対
数バックオフウェイトが 0であるときだけである。この情報は常にバックオフウェイトと
共に扱われるため、バックオフウェイトと関連の深いこの位置に格納した。左拡張性は確
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i2最適化の対応 jj
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図9Xj _2p2`b2 h`B2に基づくダブルアレイ言語モデルの例。エントリの単語列を逆順
に格納する。単語列の最後にエンドマーカーを付与し、"a1側に対数バックオフウェ
イト、*>1*E側に対数確率を格納する。
アルゴリズム RR, .GJ`2p からモデルパラメータを取り出す手順
AMTmi, vm1 , m@;`KX
PmiTmi, HQ;α (vm1 ) , HQ;β (vm1 )
#2;BM
MQ/2← 0
7Q` i← m iQ 1 bi2T −1 /Q
M2ti← "a1[MQ/2] +qP_.A.(vi)
B7 *>1*E[M2ti] = MQ/2 i?2M
MQ/2← M2ti
2Hb2
`2im`M LQi 6QmM/
MQ/2← "a1[MQ/2] +qP_.A.(< O >)
T`Q#← `2BMi2`T`2i *>1*E[MQ/2] b  ~QiBM;@TQBMi MmK#2`
#Qr← `2BMi2`T`2i "a1[MQ/2] b  ~QiBM;@TQBMi MmK#2`
`2im`M T`Q#, #Qr
率値を格納するスロットの符号ビットを利用する。対数確率は必ず負の数であるため、符
号ビットが未使用である。ここに、その確率値を持つエントリの左拡張性を格納する。対
数確率値の符号ビットを利用するのは、E2MGJ T`Q#BM;と同一である。図 9X9に右拡張
性情報の格納方法を示す。
次に、.GJ`2p の拡張性格納方法について述べる。.GJ`2p では、右拡張性、左拡
張性の各情報を、バックオフウェイトと共に格納する。表 9XRに拡張性情報の格納方法を
示す。対数バックオフウェイトは、正の数、負の数両方になりうる。そのため、単純な方
法ではこのスロットの符号ビットは利用できない。そこで、ここに格納する値が必ず負に
なるように、あらかじめ対数バックオフウェイトから一定数 C を減算しておく。こうす
ることで対数バックオフウェイトを格納するスロットに Rビットの余裕ができるため、こ
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が左に伸びるとき、負の数
左に伸びないとき、正の数
右に伸びるとき、正の数
右に伸びないとき、負の数
の例：
図9X9 .GJ#bi における拡張性情報の格納。右拡張性の情報を、ヒストリ単語列を
表すスロットの "a1値に格納する。"a1値は必ず正の数であるという制約がある
ため、符号ビットが空いている。左拡張性の情報は、各エントリの確率値と共に保存す
る。対数確率は必ず負の数であるため、符号ビットが空いている。確率値の符号ビット
を利用するのは、E2MGJ T`Q#BM;と同じである。
表9XR .GJ`2p における拡張性情報の格納。.GJ`2p では、左右拡張性の情報を
バックオフウェイトと共に格納する。対数バックオフウェイトは、正の数にも負の数に
もなり得るため、負の数を保証するために一定数を減算する。空いた符号ビットに左拡
張性の有無を格納する。右拡張性を利用するのは対数バックオフウェイトが yのときの
みであることから、右に伸びないときは無限大を格納する。
左に伸びる
u2b LQ
右に伸びる u2b 負の数 正の数LQ −∞ +∞
こに左拡張性の情報を格納する。.GJ#bi と同様、右拡張性については、対数バックオ
フウェイトが 0になる時だけ判定すれば良いため、yの代わりに∞を格納して右に伸び
ないことを記録する。
9X8 チューニング
9X8XR G27 *QKT`2bbBQM
.GJ`2p のみで利用可能なチューニング手法について述べる。言語モデルにおいて、
最上位オーダーのエントリはバックオフウェイトを持たないため、この性質を利用してメ
モリ使用量を削減する。
単純に h`B2の形を _2p2`b2 h`B2に変えただけでは、言語モデルのサイズはほぼ変わら
ない。ただし、最上位オーダーについては、バックオフウェイトを持たず、確率値のみ格
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納できれば良い。この場合、格納すべき値は Rつだけになるため、従来手法が適用可能で
ある。本研究では _2/m+2/ /Qm#H2@``v i`B2 UuQb?BM; M/ EBibm`2;r kyR9Vの手
法を適用した。
言語モデルにおける最上位オーダーには、エンドマーカー以外の兄弟ノードが存在しな
いという性質がある。そこで、該当の n;`Kについては、エンドマーカーを削除し、そ
の手前ノードの "a1配列側に対応する確率値を格納する。これにより h`B2のノード数
が減少し、使用メモリ量を削減することができる。
厳密には、G27 *QKT`2bbBQM が適用できるのはエントリが以下の条件を満たす時で
ある。
Ç エントリがバックオフウェイトを持たない U対数バックオフウェイトが 0であるV
Ç エントリが左に伸びない
Ç エントリが右に伸びない
エントリがバックオフウェイトを持つとき、エントリに対して持つべき値が kつ U合計
ej#BiVになる。kつの値を "a1側に格納することはできないため、G27 *QKT`2bbBQM
に該当しない。
エントリが左に伸びるとき、_2p2`b2 h`B2では該当エントリを表すノードにエンドマー
カー以外の子ノードが存在することを意味する。これはダブルアレイにおいては、"a1
値を消費してしまうパターンであるため、G27 *QKT`2bbBQMに該当しない。
第 kX9X8節で述べたとおり、エントリが右に伸びず、かつ対数バックオフウェイトが 0
のとき、クエリ時返す aii2 をトランケートする必要がある。したがって、すべてのエ
ントリはこの条件をみたすかどうか判定できるようにしておく必要がある。本研究では、
G27 *QKT`2bbBQMされたものはこの条件を満たすものとして扱い、この条件を満たさな
いものは G27 *QKT`2bbBQMの対象から外すことで判別できるようにした。
次に、クエリ時の G27 *QKT`2bbBQM 対応について述べる。クエリの際、入力された
m;`Kの各単語について逆順にノードを辿る。各ノードから子ノードへの遷移処理を行
う前に、遷移元の "a1値の符号を確認する。符号が負の数のとき、G27 *QKT`2bbBQM
されていると認識し、遷移元の "a1値は確率値であるとして取り扱う。また、上記の
G27 *QKT`2bbBQM適用の条件より、該当ノードが指し示す単語列は右にも左にも伸びず、
またバックオフウェイトも持たないとして処理を進めれば良い。G27 *QKT`2bbBQMされ
たノードにあたった時は、該当ノードからのさらなるノード遷移は不可能なので、探索も
その時点で打ち切る。
アルゴリズム Rjに、これまで述べた手法に基づいて、モデルパラメータを取り出す手
順を示す。アルゴリズム内で利用している関数 ;2in2M/K`F2` はアルゴリズム Rkに示
す。G27 *QKT`2bbBQMが適用されているノードの場合、処理が大幅に簡略化される。G27
*QKT`2bbBQMが適用されないノードは、aii2最適化のためやや複雑な条件分岐を必要と
する。
9X8Xk 単語 A.チューニング
ダブルアレイを構築する際、単語 A.をチューニングすることでダブルアレイのサイズ
をコンパクトにすることができる。*Q/2 JTTBM; J2i?Q/b UGBm 2i HX kyRRVを利用し
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アルゴリズム Rk, ノードに紐付いたエンドマーカーの位置を取得する手
順 U;2in2M/K`F2`- .GJ#bi- .GJ`2p 共通V
AMTmi, h`B2のノードを表すダブルアレイ配列上のインデックス c
PmiTmi, 引数に与えられたノードに付随するエンドマーカーの位置
#2;BM
ff すべてのノードがエンドマーカーを持つため、遷移に *>1*E値の確認は不要
`2im`M "a1[c] + 1
アルゴリズム Rj, .GJ`2pにおいてモデルパラメータを取得する手順 U;2inT`KbV
AMTmi, ノードのダブルアレイ上の位置 c
PmiTmi, 確率値 T`Q#
PmiTmi, バックオフウェイト #Qr
PmiTmi, 左拡張性の有無 H27i Ui`m2のとき左に伸びるV
PmiTmi, 右拡張性の有無 `B;?i Ui`m2のとき右に伸びるV
#2;BM
B7 "a1[c] < 0 i?2M
ff G27 *QKT`2bbBQM
T`Q#← "a1[c]を浮動小数点数として解釈した値
#Qr← 0
H27i← 7Hb2
`B;?i← 7Hb2
2Hb2
2M/K`F2`← ;2in2M/K`F2` (c)
T`Q#← *>1*E[2M/K`F2`]を浮動小数点数として解釈した値
#Qr← "a1[2M/K`F2`]を浮動小数点数として解釈した値
H27i← #Qr < 0
B7 #Qr = +∞または #Qr = −∞ i?2M
`B;?i← 7Hb2
#Qr← 0
2Hb2
`B;?i← i`m2
#Qr← −#b (#Qr) + C
`2im`M T`Q#, #Qr, H27i, `B;?i
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てチューニングする。ダブルアレイ構築は、kXe節で述べた通り、疎行列表現で表された
h`B2を R行ずつずらしながら構築を進めるが、この時のずらし幅を全体的に小さくするこ
とがこの手法の目的である。
ダブルアレイの単語 A.をチューニングしない場合、h`B2を疎行列表現すると、遷移の
存在を示す数字が行列全体にまばらに分布する。この疎行列の各行を、列方向に値が重な
らないようにずらすと、ある程度ずらしただけではずらした先にノード遷移が存在する可
能性が高く、結果としてずらし幅が大きくなる。疎行列のずらし幅が大きくなると、最終
的に構築されるダブルアレイが大きくなることに直結する。
もし、少ないずらし幅で衝突の可能性を減らすことができれば、結果として完成したダ
ブルアレイのサイズが小さくなることが期待できる。本研究においては、これを実現する
ため単語 A.を lMB;`K確率の降順に付与する。単語 A.を lMB;`K確率順にすること
で、疎行列表現におけるノードの存在位置が前方による事になる。したがって、ノードを
挿入したいときでも、少ないずらし幅で衝突可能性を大きく減らすことができる。この手
法により、モデルサイズのコンパクト化が期待できる。
9Xe 単語の出現確率を求める手順
9XeXR .GJ#bi
.GJ#bi における aii2 と目的単語から出現確率を求める手順をアルゴリズム Reに
示す。ただし、アルゴリズム Re内で利用している各関数は、それぞれアルゴリズム R9、
R8に定義する。
.GJ#bi では、クエリ時に h`B2 を k 度辿る必要がある。クエリ時に aii2 最適化を
実行する必要があるが、右拡張性の情報と確率値とが別のところに格納されているためで
ある。h`B2を k度辿る速度低下を軽減するため、.GJ#bi では各単語列を表すダブルア
レイ配列上のインデックスを単語列とともに aii2 に格納する。バックオフウェイトは
aii2に格納しない。これにより、クエリ時の目的単語ノードを探すコストを抑えた。
"+Fr`/ am{t h`22は単発クエリに強いが、aii2の適用には課題が残る。仮に aii2
の最適化を断念すると、機械翻訳においてはリコンバインの効率が悪化し、翻訳精度が下
がる。本研究では、翻訳精度を維持することを優先した。
9XeXk .GJ`2p
.GJ`2p において、aii2と目的単語から確率値を求める手順をアルゴリズム Rdに示
す。与えられた単語列を逆順に辿りながら、それぞれの時点での確率値及びバックオフウ
ェイトを取得しつつ計算を進める。_2p2`b2 h`B2では確率値計算の過程と同時に aii2も
生成できていることがこのアルゴリズムからもわかる。
9Xd ダブルアレイの分割構築
ダブルアレイの構築は多くの計算を必要とすることが知られている。中村康正 M/ 望
月久稔 UkyyeVによると、ノードを一つ挿入するのに要する時間は、ダブルアレイの空き
要素数を U、言語モデルの lMB;`K単語集合を |V |とすると、O (U |V |)である。ダブル
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アルゴリズム R9, .GJ#bi においてノードに紐付いた確率値を取得する手
順 U;2inT`Q#V
AMTmi, 単語 v
AMTmi, エンドマーカーの位置 2M/K`F2`
PmiTmi, 確率値 prob
#2;BM
M2ti← "a1[2M/K`F2`] + v
B7 2M/K`F2` = *>1*E[M2ti] ff 単語 v での遷移が成功
i?2M
T`Q#← "a1[M2ti]を浮動小数点数として解釈した値
`2im`M T`Q#
2Hb2
`2im`M LQi 6QmM/
アルゴリズム R8, .GJ#bi において、ノードに紐付いたバックオフウェイトを取得
する手順 U;2in#QrV
AMTmi, エンドマーカーのダブルアレイ配列上のインデックス 2M/K`F2`
PmiTmi, バックオフウェイト #Qr
#2;BM
#Qr← *>1*E[2M/K`F2`]を浮動小数点数として解釈した値
ff 誤遷移防止のため、バックオフウェイトは定数を減算して必ず負の数にして格
納される。読み出す際は、同じ定数を加算して元の値に戻す必要がある。
#Qr← #Qr+ C
`2im`M #Qr
アレイの空き要素数が挿入回数に比例すると仮定すると、ノード数M 回の挿入にかかる
時間は、∑Mi=1O (i|V |) = O (M2|V |)となる。
言語モデルのサイズが増大すると、ダブルアレイの構築は大変難しくなる。この問題を
緩和するため、本研究ではダブルアレイを分割した。ダブルアレイを分割することで、一
つ一つに含まれる h`B2に含まれるノード数が減るため、構築時間が短くなる。d分割によ
って、Rつの h`B2の大きさが 1d になったとすると、構築時間は 1d2 × d = 1d になることが
期待できる。また、h`B2を分割することで、それらを平行して構築することができるため、
さらなる速度改善が期待できる。
.GJでは、ダブルアレイの "a1配列を 9"vi2bの配列として定義する。それらの
最左ビットは左右の拡張性情報等で利用するため、Rつのダブルアレイに格納可能なノー
ド数は 231 − 1個が上限となる。分割ダブルアレイはこの制約も緩和する。すなわち、分
割された各 h`B2に含まれるノード数は、元の h`B2のノード数より小さくなるため、より
大きな言語モデルを構築できる。
分割には、h`B2 の R 段目のノードの単語 A. を分割数で割った剰余を用いる。ただし、
.GJ#bi の lMB;`K 単語に関しては、それらの単語 A. を分割数で割った剰余で分け
9Xd ダブルアレイの分割構築 jN
アルゴリズム Re, .GJ#bi における単語列の出現確率を求める手順
AMTmi, 目的単語 vm
AMTmi, aii2に含まれる単語列 vm−11
AMTmi, aii2の各単語列を表す h`B2ノードの位置 cm−11
_2bmHi, 対数確率 HQ;P (vm | vm−11 )
_2bmHi, 新しい aii2の単語列 um′1
_2bmHi, 新しい aii2の各単語列を表す h`B2ノードの位置 dm′1
#2;BM
ff aii2の情報を元に、確率値を計算
T`Q#← 0
7Q` i← 1 iQ m− 1 /Q
2M/K`F2`← ;2in2M/K`F2` (ci)
p← ;2inT`Q# (vm, 2M/K`F2`)
B7 確率値が見つかった場合 i?2M
T`Q#← p
#`2F
2Hb2
T`Q#← T`Q#+ ;2in#Qr (2M/K`F2`)
ff 次回クエリのために新しい aii2を作る
+QMi2ti← 0
m′ ← 0
7Q` i← m iQ 1 bi2T −1 /Q
M2ti← "a1[+QMi2ti] + vi
B7 *>1*E[next] = +QMi2ti i?2M
+QMi2ti← M2ti
2M/K`F2`← ;2in2M/K`F2` (+QMi2ti)
dm−i+1 ← +QMi2ti
um−i+1 ← vi
B7 vmi が右に伸びるとき ff aii2最適化
i?2M
m′ ← m− i+ 1
2Hb2
#`2F
dm
′
1 を逆順にする
um
′
1 を逆順にする
`2im`M T`Q#- dm′1 - um
′
1
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アルゴリズム Rd, .GJ`2p における単語列の出現確率を求める手順
AMTmi, 目的単語 vm
AMTmi, aii2に含まれる単語列 vm−11
AMTmi, vm−11 ～ vm−1m−1 のそれぞれに対応するバックオフウェイト bm−11
_2bmHi, 対数確率 HQ;P (vm | vm−11 )
_2bmHi, 新しい aii2の単語列 um′1
_2bmHi, um′1 ～ um
′
m′ のそれぞれに対応するバックオフウェイト am
′
1
#2;BM
T`Q#← 0
+QMi2ti← 0
7Q` i← m iQ 1 bi2T −1 /Q
M2ti← "a1[+QMi2ti] + vi
B7 +?2+F[M2ti] = +QMi2ti i?2M
+QMi2ti← M2ti
T`Q#, am−i+1, left, right← ;2inT`Kb (+QMi2ti)
um−i+1 ← vi
B7 vmi が右に伸びるとき ff aii2最適化
i?2M
m′ ← m− i+ 1
2Hb2
7Q` j ← i iQ 1 bi2T −1 /Q
T`Q#← T`Q#+ bj ff bm = 0とする
#`2F
am
′
1 を逆順にする
um
′
1 を逆順にする
`2im`M T`Q#- am′1 - am
′
1
る。この方法は、短い計算時間で各エントリの格納先ダブルアレイを求めることができる
点で優れているが、h`B2の R段目の単語が超頻出単語の場合、その下に続く h`B2が巨大
なものになりうる点で欠点を抱えている。これは分割後の各 h`B2のノード数にばらつき
を与えるため、幾つかの h`B2だけ構築が遅くなることや、ダブルアレイに格納可能なノ
ード数上限に到達しやすくなるなどの問題を引き起こす。この観点から、ダブルアレイの
分割法はまだ改善の余地があり、今後の研究が必要である。
9R
第 8章
実験
8XR 実験の概要
本研究で提案した手法の有効性を締めするため、実験を行う。実験は以下の jつから構
成される。
Ç 構築実験 .GJの構築時間が、データサイズと分割数によってどう影響されるか
調べる。また、先行研究での手法との構築時間を比較する。
Ç パープレキシティ測定実験クエリ速度とモデルサイズの関係を調べる。この実験は、
言語モデルだけの純粋な性能を見ることが目的である。
Ç 翻訳実験翻訳速度とメモリ使用量の関係を調べる。この実験は、言語モデルが使わ
れる実環境においてどのような性能を示すか見ることが目的である。
k番目と j番目の実験は似ているが、k番目のパープレキシティ測定実験は人間の記述
したテキストを言語モデルの入力とするのに対し、j番目の翻訳実験は翻訳システムが生
成した非文を含むテキストを言語モデルの入力とするという違いがある。したがって翻訳
システムにおいてはバックオフが多く発生すると考えられ、独立した実験を行う意義が
ある。
8Xk 実験環境
実験においては、Lh*A_Ry特許翻訳タスク U:QiQ 2i HX kyRjVを用いる。実験に用い
た言語モデルは日本語データを用いて学習した。
.GJ のスケーラビリティを確認するため、9 つの言語モデルを用いる。これらのモ
デルは E2MGJ U>2}2H/ kyRRVにより学習されたものであり、今後は小さいものから順
に hBMv- aKHH- JB/- G`;2 と呼ぶ。これらのコーパスとモデルの仕様を表 8XRに示す。
Lh*A_Ry特許翻訳タスクのデータは複数年に渡る特許文を含んでおり、本研究において
このデータをコーパスとして用いる際は、半年単位で区切って利用した。
パープレキシティ測定実験においては、コーパスの kyy8年のデータをテストセットと
した。テストセットは、9-de8-jek文からなり、総単語数は keR-j9R-ke3、単語の種類数は
dky-3yyである。
翻訳実験においては、Lh*A_Ryで用意された対訳ペアを学習データ・テストデータと
して用いた。翻訳モデルは英日翻訳のモデルを用意し、階層フレーズモデル U*?BM; kyydV
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表8XR コーパスとモデルの仕様
hBMv aKHH JB/ G`;2
データの出典 kyy9年後半 kyy9年
kyyk年
から
kyy9年
RNNN年
から
kyy9年
ディスク上の
ファイルサイズ
U_S形式V Rk :" kk :" 8R :" 38 :"
総単語数 R-kd9-e3d-3dR k-8Ne-y3N-kNN d-yN3-9yy-jke Rk-Nee-3RR-RR9
hBMv aKHH JB/ G`;2
1;`K数 R-kd8-9kj k-yyR-8y8 9-k88-y88 e-9y3-yde
2;`K数 Rj-9yy-yk9 ky-8yN-Rdy jN-eej-Rk8 83-9dd-jkd
3;`K数 9j-y83-d9k dR-j3N-98N R9d-9yy-jkN kke-8ed-93j
4;`K数 Ne-Ndd-Rdk Rd9-99d-kdy 9yy-k83-jdy e8d-j9N-R3R
5;`K数 Rje-djk-k3y k8N-jk8-83k e9y-9Rj-9d9 R-Ryy-Nde-kNj
hQiH kNR-99j-e9R 8kd-edk-N3e R-kjR-NNy-j8j k-y9N-dd3-jey
表8Xk 翻訳実験で用いたコーパスの仕様
データの種類 文数 単語総数 単語種類数
学習 U英語V j-R3e-k39 Ry3-yNj-9j3 kdN-8d8
学習 U日本語V j-R3e-k39 RR3-k3d-8j9 key-jdk
チューニング U英語V k-yyy e3-8yd 8-yjk
チューニング U日本語V k-yyy d9-8kN 9-38y
テスト U英語V k-jyy 3y-yee e-9yj
テスト U日本語V k-jyy 33-jRd e-Rky
を学習した。表 8Xkにデータの仕様を示す。翻訳モデルのチューニングでは、E2MGJを用い
てチューニングした。言語モデルは 9種類あるため、9種類のチューニングを行い、それぞ
れのチューニング結果をそれぞれの実験で用いる。翻訳実験にはJQb2b /2+Q/2` UEQ2?M
2i HX kyydVを用いた。JQb2b /2+Q/2`にはテストデータに出現しないフレーズを除去す
ることでフレーズテーブルを削減する機能があるが、実際のアプリケーションでのパフォ
ーマンスを見るためこの機能は利用していない。
先行研究として比較するのは E2MGJ U>2}2H/ kyRRVである。E2MGJには T`Q#BM;
法と i`B2法の k種類が実装されているため、両方比較する。また、E2MGJ T`Q#BM;に
はパラメータ pがあり、この値でハッシュテーブルにどの程度の隙間を作るかをコントロ
ールできる。これはモデルサイズに直結するため、本実験では p = 1.2, 1.5, 2.0の jパタ
ーンを比較する。
すべての実験は GBMmtサーバー上で行う。*Slは AMi2Hȉ s2QMȉ s8edk jXky :>xで、
3コア持つ。Paから認識されているメモリサイズは R9R:"である。
構築時間測定実験においては、各実験の前に R度サーバーを再起動し、初回起動時の時
8Xj 構築実験 9j
間を測定する。その他の実験では、測定プログラムを k回続けて起動し、k度目の速度を
正式結果として採用した。.GJは *YYで実装した。単語の文字列表現から A.への変
換は /`ib@+HQM2ライブラリ Rを利用した。
8Xj 構築実験
.GJ の構築時間を測定・比較する実験を行った。この実験の目的は以下の通りで
ある。
Ç E2MGJのモデル構築速度と比較する
Ç 各手法の構築時間を比較する
Ç 分割数が構築時間に与える影響を調べる
Ç 分割数がモデルサイズに与える影響を調べる
Ç k種類のチューニング法がモデルサイズに与える影響を調べる
構築実験においては、*Sl 時間と実時間を測定した。.GJ の構築は並列で行うが
*Sl時間はこれらの合計時間を示す。また、*Sl時間にはディスク AfP時間は含まれ
ない。実時間は構築の際に利用者が実際に待つ時間であり、並列化による効率化やディス
ク AfPのオーバーヘッド時間などを含む。
E2MGJ でのモデル構築には、JQb2b /2+Q/2` `2H2b2 jXy に含まれる E2MGJ 構築プ
ログラムを利用した。E2MGJのモデル構築には KKTと 7i2`という kつのオプション
があるが、これらについては両方測定した。KKTオプションははじめにディスク上にモ
デルファイルを確保し、KKT の機能を使いながらモデルを構築する。7i2` オプショ
ンは、メモリ上ですべてモデルを構築してからファイルに出力する。.GJのモデルの
構築においては、最大 3スレッドを利用した。これはサーバーのコア数が 3個だからであ
る。単語の文字列表現から A.への変換は、構築初期の前処理部分で変換される。
はじめに、モデルサイズ別に .GJと E2MGJ の比較を行う。図 8XRと表 8Xjに構築
時間の結果を示す。E2MGJのモデル構築において、7i2`の方が良い性能を示したので、
結果は 7i2`のみを掲載した。また、T`Q#BM;法の pは 1.5を用いた。.GJの分割数
は Reである。これらの結果から、.GJの構築時間は指数関数的ではないが、モデルサ
イズが大きくなるにつれ増大している。モデルサイズによって構築時間の増大は免れない
が、実時間は *Sl時間より短くなった。これは h`B2の分割手法によって並列化が可能に
なった事による。同じモデルに対する E2MGJの構築時間は .GJの構築より速い。こ
れはダブルアレイの構築において "a1値を探索する時間に計算量を多く必要とする事
による。
次に、h`B2 の分割数が構築時間・充填率にどう影響されるかを調べた。第 9Xd節では、
計算量の見積もりに以下の仮定を置いた。
Ç 未使用スロット数は挿入されたノードの数に比例する
Ç 分割によりできたそれぞれの h`B2の大きさは、それぞれ等しい
 RX ?iiTb,ff+Q/2X;QQ;H2X+QKfTf/`ib@+HQM2f
99 第 8章 実験
Lo
ga
rit
hm
ic 
Re
al 
Tim
e 
(S
ec
.)
# of entries in LM
# of entries in LM
Lo
ga
rit
hm
ic 
CP
U 
Tim
e 
(S
ec
.)
図8XR モデルサイズ別の構築時間比較。.GJの分割数は Reに固定した。E2MGJ
T`Q#BM;においては p = 1.5である。上部に *Sl時間、下部に実時間を示す。
現実には、h`B2 の分割は未使用スロット数に影響を与えるだけでなく、分割された h`B2
はそれぞれ異なる大きさとなる。この実験では現実の言語モデルに対して h`B2の分割が
どのような影響を与えるか確認する。図 8Xkに充填率、図 8Xjに .GJ の構築時間を示
す。また、表 8X9に各手法の分割数、構築時間、充填率を示す。
分割数を増加させると充填率は下がった。.GJ#bi については構築時間の高速化で得
られるメリットを考えると、充填率はあまり問題にならないと考える。.GJ`2p につい
ては、.GJ#bi に比べると充填率の下がり方が小さい。これは .GJ`2p のノード数が
.GJ#bi より小さいためである。ダブルアレイの構築時間は挿入ノード数に影響される
が、ノード数が少ないと構築は高速化される。構築が高速であるということは "a1値
がより早い段階で見つかっているということであり、これはダブルアレイの配列サイズの
減少に直結する。*Sl時間と実時間を比較すると、並列処理がうまく機能していること
8Xj 構築実験 98
表8Xj モデルサイズ別の構築時間比較。.GJの分割数は Reに固定した。E2MGJ
T`Q#BM;においては p = 1.5である。
手法 言語モデル *Sl時間 Ua2+XV 実時間 Ua2+XV
.GJ#bi G`;2 R-9kj-3N3 jdR-9R8
.GJ`2p ky8-Nk9 8y-kj9
E2MGJ T`Q#BM; R-jek R-eN9
E2MGJ i`B2 j-NNR 9-9dk
.GJ#bi JB/ 8Rk-NN9 R89-eNN
.GJ`2p de-ydy k9-jR9
E2MGJ T`Q#BM; 3yk R-yRN
E2MGJ i`B2 kXj83 k-8Nk
.GJ#bi aKHH Nk-3Nj jd-ye9
.GJ`2p R8-jj9 e-y3N
E2MGJ T`Q#BM; j9j 99k
E2MGJ i`B2 Nd8 R-yd9
.GJ#bi hBMv kN-e8y Ry-NRR
.GJ`2p 8-383 k-883
E2MGJ T`Q#BM; R39 kjk
E2MGJ i`B2 8kk 8ee
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図8Xk 分割数による手法ごとの充填率 UhBMvモデルV
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図8Xj 分割数による手法ごとの構築時間 UhBMvモデルV。上部に *Sl時間、下部に実
時間を示す。
表8X9 分割数による手法ごとの構築時間と充填率 UhBMvモデルV
手法 分割数 *Sl時間 Ua2+XV 実時間 Ua2+XV 充填率
.GJ#bi 9 8j-kyN k3-djj 3NXeW
3 j3-RNj Re-8j3 3eXRW
Re kN-e8y Ry-NRR 3RXdW
.GJ`2p 9 8-N3k j-ye3 N3X3W
3 8-de9 k-dy9 NdXdW
Re 8-383 k-883 N9XeW
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図8X9 挿入ノード数と充填率の関係 U分割数 4 ReV
がわかる。.GJ#bi については分割数が構築時間に影響しているが、.GJ`2p につい
ては顕著な違いは見られなかった。.GJ#bi については、構築を高速化させたいときは
分割数を増加させれば良い。.GJ`2p の構築に要する *Sl時間が分割数でほとんど変
わらなかったのは、分割によるオーバーヘッドの増加と、計算量の現象が釣り合ったとか
んがえられる。.GJ`2p の構築に要する実時間もほとんど分割に影響されないのは、分
割された複数の h`B2のうち最も遅かった h`B2の構築時間が全体の構築時間を決めるため
である。h`B2の分割が .GJ`2p で無意味ではないことを示すため、分割数 R U分割しな
いVで学習したところ、*Sl時間で 8-dj9秒、実時間で 8-NRe秒だった。このことから、
分割による高速化は確かに機能していることがわかる。
図 8X9と表 8X8に挿入ノード数と充填率の関係を示す。h`B2の分割数は Reである。各モ
デル共に Re分割された h`B2から Re個のダブルアレイができるが、ここでは使われたス
ロット数の合計を、Re個の配列サイズの合計で割った値を示す。この結果から、.GJ
は挿入ノード数が増加するとダブルアレイの充填率が下がっている事がわかる。下がり方
の勢いは .GJ`2p の方が緩やかである。
全体を通して、構築時間と充填率の関係において .GJ`2p が .GJ#bi より良い性能
を示した。しかし、先行研究の E2MGJはより高速に構築できた。この点においては今後
の研究が必要である。
最後に、提案手法のチューニング法が、モデルの与える影響を調べる。実験には、hBMv
モデルを用いた。各種法を適用した場合としなかった場合について、ダブルアレイの総
配列サイズと充填率を表 8Xeに示す。.GJ#bi については G27 *QKT`2bbBQMは適用で
きないため、単語 A.チューニング法のみとの比較となる。.GJ#bi は、初期状態で充
填率が d9XRWだが、単語 A.をチューニングすることで、充填率が NeX8Wまで改善した。
.GJ`2p は、初期状態で充填率 NNX3W と極めて高い数値を示しており、チューニング
によって充填率を上昇させる余地がない。G27 *QKT`2bbBQM は充填率を下げる傾向に
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表8X8 挿入ノード数と充填率の関係 U分割数 4 ReV
手法 挿入ノード数 充填率
.GJ`2p 9kd-RdN-kk9 N9XeW
de9-kj8-ekj NjXNW
R-d88-ykR-3d3 NkX9W
k-33N-yRy-RR3 NyXNW
.GJ#bi eyy-3ee-jN8 3RXdW
R-ye9-jed-3ke d3X8W
k-9R8-R99-R9j dkX3W
j-N9d-j3k-8ke eNX8W
表8Xe チューニング法の効果
手法 チューニング法 分割数 総配列サイズ 充填率
.GJ#bi なし R 3Ry-N9k-N3j d9XRW
単語 A. R ekk-3jN-kNk NeX8W
.GJ`2p なし R 839-R9e-k8j NNX3W
単語 A. R 839-R98-eyy NNX3W
G27 *QKT`2bbBQM R 9k3-9jj-k39 NNXdW
両方 R 9k3-9jj-jed NNXdW
.GJ`2p なし Re ey3-eyd-9yd NeX3W
単語 A. Re eyj-RkR-ej3 NeXeW
G27 *QKT`2bbBQM Re 9Nk-9Ry-3je 3eX3W
両方 Re 98R-eRN-kjk N9XeW
あるが、ノード数が減っているため、ダブルアレイの配列数は大幅に小さくなっている。
.GJ`2p については初期状態の充填率がやや低い状態にどうなるのかを確認するため、
Re分割の場合も確認した。分割によって、G27 *QKT`2bbBQMした場合の充填率が 3eX3W
まで下落したが、そこに単語 A.チューニングを加える事で充填率が N9XeWまで戻すこと
ができた。これらのことから、単語 A.チューニングは、充填率が低い時に効果を発揮す
ることがわかる。特に G27 *QKT`2bbBQMは充填率を下げる傾向にあるため、単語 A.チ
ューニングは効果的に作用することがわかった。
8X9 パープレキシティ計算時間
パープレキシティ計算における提案手法の性能を測定した。純粋なクエリスピードを測
定するため、単語の文字列表現から A.への変換は処理時間に含まれない。実行時間から起
動時間を除くため、単にモデルやデータをロードして終了する時間を測定し、対応する実験
の実行時間から減算した。実験に使った E2MGJのバージョンはJQb2b /2+Q/2` UEQ2?M
2i HX kyydV `2H2b2 jXyに付属している E2MGJと合わせた。
8X9 パープレキシティ計算時間 9N
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図8X8 分割数によるクエリ速度の変化 UhBMvモデルV
表8Xd 分割数によるクエリ速度の変化 UhBMvモデルV
分割数
.GJ#bi
UZm2`B2bfa2+XV
.GJ`2p
UZm2`B2bfa2+XV
9 j-Rdk-9jy 8-yjj-3Nk
3 j-y9e-9de 8-yjk-d8y
Re j-Rjj-3jd 9-d9R-jkR
はじめに、分割数がクエリ速度に与える影響を測定した。 図 8X8と表 8Xdに、分割数ご
とのクエリ速度を示す。分割数の増加に伴い穏やかに速度が低下していることがわかる。
これは、分割数の増加が充填率を下げていることから、モデルのキャッシュヒット率が下
がっているためである。
次に、先行研究との速度を比較した。図 8Xeと表 8X3に先行研究と .GJのメモリ使用
量、クエリ速度の比較結果を示す。比較には hBMvモデルと G`;2モデルを用い、分割数
は Reで実験を行った。
E2MGJについては、モデルの読み込み方式に `2/を指定した。これは、モデルファ
イルを一度メモリ中にすべて格納する方式である。E2MGJは GBMmtの KKTを利用し
たオプションが存在し、これについても実験したが、KKTより `2/の方が良かったた
め `2/の結果のみ示す。
E2MGJ i`B2 と E2MGJ T`Q#BM; の間にはクエリ速度とモデルサイズの間にトレ
ードオフの関係がある。.GJ#bi のモデルサイズは .GJ`2p より大きく、E2MGJ
T`Q#BM; Up = 1.5V とほぼ同じサイズである。.GJ#bi より .GJ`2p の方が小さく
なったのは、最上位オーダーについてノード数の差があることが考えられる。これは、
.GJ`2p の方が .GJ#bi よりも最上位オーダーの格納効率が良いためである。すな
わち、.GJ`2p については G27 +QKT`2bbBQMの効果によりサイズが小さくなっている。
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図8Xe 言語モデル実装間におけるメモリ使用量、クエリ速度の比較
表8X3 言語モデル実装間におけるメモリ使用量、クエリ速度の比較
hBMvモデル G`;2モデル
種類
メモリ使用量
UJ"V
クエリ速度
UZm2`B2bfa2+XV
メモリ使用量
UJ"V
クエリ速度
UZm2`B2bfa2+XV
.GJ#bi 8-ed8 j-Rjj-3jd 9j-88k R-N8d-yN3
.GJ`2p j-8y3 9-d9R-jkR k9-9ed k-Ry3-dkd
E2MGJ T`Q#BM;
Up = 1.2V 9-dje 9-jjk-dR9 jk-8j9 k-k9j-3kd
E2MGJ T`Q#BM;
Up = 1.5V 8-NRk 9-N8N-kRd 9y-e9N k-ekd-9eR
E2MGJ T`Q#BM;
Up = 2.0V d-3dk 8-Re3-3k8 89-Rde k-9yy-8dN
E2MGJ i`B2 k-Nj3 R-NR9-j9y ky-j8R R-RRd-Rj3
クエリ速度については、.GJ`2p と E2MGJ T`Q#BM;がほぼ同程度、または .GJ`2p
の方が僅かに遅い程度の性能を示した。.GJ`2p のモデルサイズは、E2MGJ i`B2とほ
ぼ同等か .GJ`2p の方が僅かに大きい。.GJ#bi は E2MGJとの比較において及ばな
かった。
最後に、各実装におけるデータ量に対するスケーラビリティを調べた。この実験は、モ
デルのメモリ使用量が増加するに連れてどれだけクエリ速度が落ちるのかを見るのが目
的である。 図 8Xdと表 8XNにメモリ使用量とクエリ速度が、モデルサイズの増加に伴い
どう変化したかを示す。いずれの言語モデル実装も、モデルサイズが増加するに伴って
実行速度は低下する。.GJ の速度低下の様子は E2MGJ とほぼ同じであることがわ
かる。.GJ`2p の速度は E2MGJ T`Q#BM;と E2MGJ i`B2の中間であるが、E2MGJ
T`Q#BM;でJB/モデルを格納するのに使ったのとほぼ同じ領域で G`;2モデルを格納す
ることができる。
全体を通して、.GJ`2p は .GJ#bi より高速に動作した。これは、.GJ#bi は
.GJ`2p と比べて遷移回数が多いことが原因である。すなわち、.GJ`2p は G27
*QKT`2bbBQMによりノード数が削減されており、それゆえ遷移回数が減少している。加え
て、.GJ`2p は遷移回数が減少しているため、キャッシュヒット率も改善している。さ
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図8Xd モデルサイズによるクエリ速度の違い
表8XN モデルサイズによるクエリ速度の違い UE2MGJ T`Q#BM;については p = 1.5V
.GJ#bi .GJ`2p
モデル
メモリ使用量
UJ"V
クエリ速度
UZm2`B2bfa2+XV
メモリ使用量
UJ"V
クエリ速度
UZm2`B2bfa2+XV
hBMv 8-ed8 j-Rjj-3jd j-8y3 9-d9R-jkR
aKHH Ry-9jd k-8kj-8Ry e-jyj j-e88-eRk
JB/ k8-983 k-y33-9kR R9-e99 k-3R9-3RR
G`;2 9j-88k R-N8d-yN3 k9-9ed k-Ry3-dkd
E2MGJ T`Q#BM; E2MGJ i`B2
モデル
メモリ使用量
UJ"V
クエリ速度
UZm2`B2bfa2+XV
メモリ使用量
UJ"V
クエリ速度
UZm2`B2bfa2+XV
hBMv 8-NRk 9-N8N-kRd k-Nj3 R-NR9-j9y
aKHH Ry-eRN j-j88-jR9 8-kk3 R-dj3-jeR
JB/ k9-8ej k-Ny9-kj3 Rk-jje R-9kN-jkR
G`;2 9y-e9N k-ekd-9eR ky-j8R R-RRd-Rj3
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らに、.GJ#bi では言語モデルの bii2をうまくハンドリングできない問題がある。す
なわち、確率値とバックオフウェイトが異なる場所に格納されているため、これらの値を
別途集める必要があるため、処理速度が低下している。
この実験で、提案手法の .GJは E2MGJとほぼ同じスケーラビリティをもち、メモ
リ使用量とクエリ速度のバランスは .GJ`2p が最も良いことがわかった。
8X8 翻訳時間
提案手法の統計的機械翻訳システムに与えるインパクトを調べるため、実験を行った。
実験に使ったデコーダはJQb2b /2+Q/2` UEQ2?M 2i HX kyydV `2H2b2 jXyである。このバ
ージョンのJQb2b /2+Q/2`は .GJ#bi を言語モデルの一つとして使うことができるが、
本実験ではいくつかの不具合を修正した上で実験した。実験結果の性能は、単語の文字列
表現から A.へ変換する時間を一部だけ含んでいる。JQb2b /2+Q/2`は、翻訳モデルの単
語 A.と言語モデルの単語 A.をそれぞれ別に持つが、起動時にその対応表を R次元配列
で作成する。すなわち、翻訳時には翻訳モデルの単語 A.から言語モデルの単語 A.を対
応表から引く。ただし、この処理時間はごく僅かである。また、統計的機械翻訳システム
は起動時に各種モデルをロードする。この処理は時間がかかるが、今回の実験ではこの時
間を除外した。除外にあたっては、単にモデルをロードして終了する時間を測定し、その
時間を減算した。この実験で用いた .GJの h`B2分割数は Reである。
まず、言語モデル間でのメモリ使用量と翻訳速度について性能比較を行った。図 8X3と
表 8XRyにメモリ使用量と翻訳速度の比較結果を示す。メモリ使用量と翻訳時間の観点か
ら、.GJ`2p はE2MGJ T`Q#BM;とほぼ同じ速度でより省メモリだった。E2MGJ i`B2
との比較では、.GJ`2p の方がわずかにメモリ使用量が大きいが、より高速である。こ
れらの結果から .GJはダブルアレイの高速・コンパクトという性能をよく引き出せて
いることがわかる。
次に、翻訳速度と翻訳の質のトレードオフについて調べた。もし、言語モデルの高速化
により翻訳速度が改善するなら、デコーダの探索範囲をその速くなった分だけ広げること
で、よりよい翻訳結果が得られることを期待できる。JQb2b /2+Q/2`には、効率的に仮説
空間を探索するために +m#2 T`mMBM; U*?BM; kyydVという手法が実装されているが、探
索の度合いを TQT HBKBiというパラメータで調整できる。言い換えるならば、TQT HBKBiは
翻訳速度と翻訳性能のトレードオフを調整するパラメータである。.GJ#bi は E2MGJ
T`Q#BM; Up = 1.5Vとほぼ同じ速度となった。
表 8XRRに TQT HBKBi を変化させた時の翻訳時間の変化とそれぞれ対応するメモリ使用
量を示す。なお、翻訳結果はほぼ同一である。この実験では、TQT HBKBiとして k- ky- kyy-
9yy- eyyを用いた。実験結果から、E2MGJ i`B2と .GJの差は TQT HBKBiが大きくな
るにつれて大きくなった。また、各 TQT HBKBiについて、.GJ`2p は E2MGJ T`Q#BM;
と同一またはより速い結果となった。.GJ#bi は E2MGJ T`Q#BM;とほぼ同一の速度で
ある。
8X8 翻訳時間 8j
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図8X3 メモリ使用量と *Sl時間の関係 U.ib2i 4 G`;2- TQT HBKBi 4 kyyV
表8XRy メモリ使用量と *Sl時間の関係 U.ib2i 4 G`;2- TQT HBKBi 4 kyyV
種類 メモリ使用量 UJ"V *Sl時間 Ua2+XV
.GJ#bi dR-9yy R-R9e
.GJ`2p 8k-jR8 R-y3j
E2MGJ T`Q#BM;
Up = 1.2V ey-jNe R-Rjk
E2MGJ T`Q#BM;
Up = 1.5V e3-8Rk R-RkN
E2MGJ T`Q#BM;
Up = 2.0V 3k-yj3 R-Rj3
E2MGJ i`B2 93-kR9 R-k8e
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表8XRR SQT HBKBi と翻訳時間 U*Sl 時間V の関係 U.ib2i 4 G`;2- E2MGJ
T`Q#BM;においては p = 1.5V
SQTGBKBi 手法 *Sl時間 Ua2+XV
メモリ使用量 UJ"V
k .GJ#bi kee dR-R99
.GJ`2p R93 8k-y8N
E2MGJ T`Q#BM; kkN e3-k8e
E2MGJ i`B2 R3N 9d-N83
ky .GJ#bi k33 dR-R99
.GJ`2p kj9 8k-y8N
E2MGJ T`Q#BM; jyy e3-k8e
E2MGJ i`B2 kNj 9d-N83
kyy .GJ#bi R-R9e dR-9yy
.GJ`2p R-y3j 8k-jR8
E2MGJ T`Q#BM; R-RkN e3-8Rk
E2MGJ i`B2 R-k8e 93-kR9
9yy .GJ#bi k-kk9 dR-d39
.GJ`2p k-y33 8k-eNN
E2MGJ T`Q#BM; k-R93 e3-3Ne
E2MGJ i`B2 k-9yN 93-8N3
eyy .GJ#bi j-kRy dk-y9y
.GJ`2p j-R98 8k-N88
E2MGJ T`Q#BM; j-RdN eN-R8k
E2MGJ i`B2 j-8Nd 93-389
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おわりに
本研究では、高速かつコンパクトな言語モデルのデータ構造を提案した。言語モデルの
パラメータを検索するためのデータ構造として、本研究ではダブルアレイを用いた。ダブ
ルアレイは高速かつコンパクトであることで知られている h`B2の実装方法である。
ダブルアレイを言語モデルの実装に使う際は、ダブルアレイ上の無駄な領域を削減する
ためダブルアレイの隙間にモデルパラメータを埋め込んだ。これによりパラメータ格納用
の別領域をメモリに確保することなく、モデルのエントリとパラメータの両方をダブルア
レイ内に保持することができるようになった。
本研究では、言語モデルの実装で従来から利用されていた k種類の h`B2をダブルアレ
イに適応する方法を提案した。一つは "+Fr`/ am{t h`22、もう一つは _2p2`b2 h`B2
である。
"+Fr`/ am{t h`B2は、単発クエリにおいてその真価を発揮する手法であり、提案手
法でもそれに則る形でパラメータを配置した。ただし、統計的機械翻訳においては言語モ
デル aii2と相性が悪く、クエリ速度が低下した。
_2p2`b2 h`B2は、文の先頭から後方に向かって順にクエリするときに効率的なデータ構
造である。この方法は統計的機械翻訳において言語モデルの aii2表現と相性がよく、提
案手法でも高速な翻訳を実現した。
本研究では、ダブルアレイを言語モデルの実装でより効率的に利用するため、ダブルア
レイの構造のチューニングを行った。一つは、単語 A.のチューニング、もう一つは葉ノ
ードの圧縮である。単語 A.をチューニングすることで、h`B2の性質を改善させ、よりコ
ンパクトな言語モデルを実現した。また、葉ノードを圧縮することで、ダブルアレイ内の
ノード数を減少させ、更にコンパクトな言語モデルとなった。
実験においては先行研究の E2MGJ と比較した。E2MGJ には E2MGJ T`Q#BM; と
E2MGJ i`B2の k通りの手法が実装されている。E2MGJ T`Q#BM;は高速だがメモリ使
用量が大きい、E2MGJ i`B2は低速だがメモリ使用量が小さいというトレードオフの関
係にある。
パープレキシティ測定実験の結果、"+Fr`/ am{t h`22に基づく提案手法は E2MGJ
T`Q#BM; とほぼ同等のメモリ使用量となったが速度で及ばなかった。_2p2`b2 h`B2 に基
づく提案手法は、E2MGJ T`Q#BM;とほぼ同じクエリ速度で E2MGJ i`B2より僅かに大
きいメモリ使用量を実現した。パープレキシティ測定実験の結果、_2p2`b2 h`B2に基づく
提案手法は、E2MGJのもつトレードオフの関係を改善できた。
さらに、現実のユースケースにおいての性能改善を調べるため、翻訳実験も行った。実
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験の結果、"+Fr`/ am{t h`22に基づく提案手法は、速度で E2MGJ T`Q#BM;に迫っ
たもののメモリ使用量の大きさにより E2MGJ に及ばなかった。.GJ`2p は E2MGJ
i`B2より僅かに大きなメモリ使用量で、E2MGJ T`Q#BM;と同程度の翻訳速度を達成し
現実のユースケースでも E2MGJのトレードオフを改善していることを確認した。
最後に今後の課題を述べる。Rつ目は構築速度の改善である。ダブルアレイの構築速度
は低速であることが知られているが、本研究での構築実験においてもそれが課題となった。
ダブルアレイ言語モデルの構築時間は E2MGJに比べて遅く、今後の研究が必要である。
実用上、一度システムを構築してしまえば頻繁にモデルを差し替えることは少ないと考え
るが、企業・組織内での検証用途では検証サイクルにかかる時間に影響を与えるため、改
善が必要である。kつ目は、ダブルアレイに格納可能なノード数の上限を解消することで
ある。現在、ダブルアレイの配列には jk#Biの変数を使っており、これが原因となって R
つのダブルアレイに 231 − 1以上のノードを格納することができない。jつ目は、量子化
の問題である。量子化は言語モデルのパラメータを離散化することで性能を出来るだけ損
なわずに、言語モデルをよりコンパクトにする手法である。本研究ではダブルアレイに元
々存在した隙間にパラメータを格納したため、モデルパラメータを離散化してもモデルサ
イズは小さくならない。これらの点については今後のさらなる研究が望まれる。
8d
付録  a_AGJの推定した言語モデ
ルの取り扱い
a_AGJの推定した言語モデルの問題点
a_AGJ UaiQH+F2 kyykV は、言語モデルの推定・クエリができるツールキットである。
本研究では E2MGJを先行研究としたが、E2MGJ以前には統計的機械翻訳でもよく使わ
れていた。a_AGJのモデル推定機能は、E2MGJのモデル推定機能より細かい設定が可
能であるため、今日でも利用者が存在する。
一般的に、カットオフを利用するときは高次のエントリに含まれる単語列の部分単語列
が低次のエントリ群に含まれるように設定する。すなわち、任意のm(1 < m ≤ n)につい
て、m;`Kに含まれる単語列 vm1 の部分単語列 vm−11 と vm2 がm− 1;`Kのエントリの
中に含まれるようにする。この条件をみたすようにカットオフするには、m− 1;`Kのカ
ットオフ値よりm;`Kのカットオフ値が大きくなるまたは同じになるように設定する。
a_AGJ のモデル推定機能によって AMi2`TQHi2/ JQ/B}2/ EM2b2`@L2v .Bb+QmMi を
用いてモデル推定すると、出力された _S ファイルはカットオフの一貫性を壊すこ
とがある。AMi2`TQHi2/ JQ/B}2/ EM2b2`@L2v .Bb+QmMi は言語モデルのモデル推定手
法の一つである。これは、a_AGJ がカットオフ処理をする際に、出現回数の代わりに
AMi2`TQHi2/ JQ/B}2/ EM2b2`@L2v .Bb+QmMiの処理中で使う別の値を使ってカットオフ
するためである R。そのため、カットオフ値を単調増加になるよう設定してもオーダー間
の整合性が崩れることがある。
a_AGJの推定したモデルから _2p2`b2 h`B2を作る方法
a_AGJ の出力した _S ファイルから _2p2`b2 h`B2 を構築すると、一部の必要な
パラメータが _S ファイルに記載されていないことがある。すなわち、ある m;`K
vm1 が _Sファイルに記載されている場合でも、vm2 が記載されていないことが起こり
うる。
vm1 は、ルートノードから vm → vm−1 → · · · → v2 → v1 と辿った位置に格納するが、
そのためには vm2 のノードが h`B2の中に必要となる。vm2 を h`B2に挿入するには、確率
値とバックオフウェイトを用意する必要がある。
確率値 P (vm | vm−12 )は、バックオフ計算をした結果の値を格納する。すなわち、h`B2
 RX 詳細は?iiT,ffrrrXbT22+?Xb`BX+QKfT`QD2+ibfb`BHKfKMT;2bfM;`K@/Bb+QmMiXdX?iKHを参照
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の構築時に以下の式を計算し挿入する。
P
(
vm | vm−12
)
= P
(
vm | vm−13
)
β
(
vm−12
)
.
また、バックオフウェイトは 1 U対数バックオフウェイトにおいては 0Vでよい。この手法
は E2MGJ U>2}2H/ kyRRVで実装されている。
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本論文に関連する論文の一覧
本論文の主要部分は以下の論文で公表済み・公表予定である。
公表済み論文
RX JFQiQ ubm?`- hQ`m hMF- CmM@v LQ`BKibm- M/ JBFBQ uKKQiQX
kyRjX ǳM 1{+B2Mi GM;m;2 JQ/2H lbBM; .Qm#H2@``v ai`m+im`2bXǴ AM S`Q@
+22/BM;b Q7 i?2 kyRj *QM72`2M+2 QM 1KTB`B+H J2i?Q/b BM Lim`H GM;m;2
S`Q+2bbBM;- kkkĜkjkX bbQ+BiBQM 7Q` *QKTmiiBQMH GBM;mBbiB+bX
採録決定論文
RX CmM@v LQ`BKibm- JFQiQ ubm?`- hQ`m hMF- M/ JBFBQ uKKQiQX
kyReX ǳ 6bi M/ *QKT+i GM;m;2 JQ/2H AKTH2K2MiiBQM lbBM; .Qm#H2@
``v ai`m+im`2bXǴ hQ TT2` BM i?2 h`Mb+iBQMb QM bBM M/ GQr@_2bQm`+2
GM;m;2 AM7Q`KiBQM S`Q+2bbBM; UhGGASVX
