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Abstract
In this thesis, we investigate methods to accurately track reading progression by ana-
lyzing eye-gaze fixation points, using commercially available eye tracking devices and
without the imposition of unnatural movement constraints. In order to obtain the
most accurate eye-gaze fixation point data possible, the current state of the art relies
on expensive, cumbersome apparatuses. Eye-gaze tracking using less expensive hard-
ware, and without constraints imposed on the individual whose gaze is being tracked,
results in less reliable, noise-corrupt data which proves difficult to interpret. Extend-
ing the accessibility of accurate reading progression tracking beyond its current limits
and enabling its feasibility in a real-world, constraint-free environment will enable a
multitude of futuristic functionalities for educational, enterprise, and consumer tech-
nologies. We first discuss the “Line Detection System” (LDS), a Kalman filter and
hidden Markov model based algorithm designed to infer from noisy data the line
of text associated with each eye-gaze fixation point reported every few milliseconds
during reading. This system is shown to yield an average line detection accuracy
of 88.1%. Next, we discuss a “Horizontal Saccade Tracking System” (HSTS) which
aims to track horizontal progression within each line, using a least squares approach
to filter out noise. Finally, we discuss a novel “Slip-Kalman” filter which is custom
designed to track the progression of reading. This method improves upon the original
LDS, performing at an average line detection accuracy of 97.8%, and offers advanced
capability in horizontal tracking compared to the HSTS. The performance of each
method is demonstrated using 25 pages worth of data collected during reading.
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In this manuscript-style thesis, we explore the research and development of technology
in the realm of eye-gaze tracking presented by the author as a collection of their
previously submitted and published works. Eye-gaze tracking itself is a broad and
general topic which boasts an increasing number of practical applications in academia
and industry, as technology advances. One specific application of eye-gaze tracking,
which has been of interest since the field’s conception over a century ago, is to obtain
eye-gaze fixation points collected during the act of reading for in order to gain insight
regarding the indvidual performing the act. Indeed, the study of reading progression
through eye-gaze fixation points is the main theme of this thesis.
While modern apparatuses grant the ability to detect the point of gaze of an
individual with unprecendented accuracy, such hardware - for instance, the Tobii
T60 [1] or the SensoMotoric Instrument iViewX [2] - is often expensive, cumbersome,
and unfeasible for general public use. Readily accessible hardware, such as simple
camera eye-trackers, grant an individual freedom to move naturally and are more
affordable than other alternatives. Indeed, the device used to collect eye-gaze data
throughout this thesis - the Gazepoint GP3 [3] desktop-mounted eye tracker - is widely
considered a low-cost eye tracking device [4,5], with a price tag of approximately $500.
The tradeoff, however, is less accurate eye-gaze fixation point detection as a result
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of noise introduced through measurement errors, unconstrained movement, and the
natural erratic behavior of the human eye. To make reliable, accurate, and constraint-
free eye tracking while reading accessible to a broad audience, which includes the
general public, is to unlock the many futuristic applications which will be explored
later in this chapter. As such the author has dedicated his research and time to this
end, and has striven to investigate new techniques and methods which enable the
translation of noisy data collected during reading to meaningful insights.
1.1 Organization of the Thesis
The author has elected to present this thesis structured according to the manuscript
format rather than the traditional format. That is, the chapters to follow consist of
manuscripts previously written and submitted by the author, with first authorship,
with the exception of Chapter 2 and Chapter 3 which have been included to pro-
vide context and insight to the reader but have not been submitted for publication.
Chapters 4, 5, and 6 (referred to herein as “manuscript chapters”) are included in
this thesis as written at the times of their submissions, in chronological order, with
alterations to format and slight modifications to content in order to maintain a co-
hesive thesis structure. As prescribed by the manuscript format, abstracts have also
been omitted. It is the belief of the author that by virtue of the chosen format their
thought process, understanding of the research topic and its place in the modern
world, and journey toward producing increasingly meaningful contributions, are far
more accurately conveyed as a story told through a collection of chronological works.
While a traditional thesis commonly contains a general literature review and prob-
lem statement, the author has chosen to forego these sections in the traditional sense.
The reader will find that each of the manuscript chapters provide their own intro-
ductions which serve the purpose of familiarizing the reader with both the context of
the research and relevant literature - however, the content discussed in each reflects
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the knowledge and understanding of the topic at their respective times of writing.
As such, the next section will present the key points from each manuscript chapter
introduction as well as some additional thoughts and findings at the time of writing.
Each of the manuscript chapters also contain a section describing the problem to be
addressed by the research. To include a general literature review and problem state-
ment in this thesis would be to introduce unnecessary redundancy. It must be noted,
however, that some amount of redundancy will persist throughout the manuscript
chapters as a consequence of each being originally written as their own, standalone
entities.
The remainder of this thesis is organized as follows: Chapters 2 and 3 offer brief
tutorials on the hidden Markov model and the Kalman filter, respectively. A concep-
tual understanding of each is necessary in order to understand the subject matter of
Chapter 4. In Chapter 4, the first of the author’s submitted works is presented - an
algorithm which, under circumstances where the number of lines in an area of text is
known, is able to translate noisy eye-gaze fixation points collected during the process
of reading to meaningful, interpretable data in terms of the line which a reader is fo-
cused on at any instant during reading. A detailed description of the data collection
procedure is also given in this chapter. While the algorithm presented in Chapter
4 performs well in terms of line detection, its capability to track a reader’s position
within a given line falls short. Chapter 5 presents a potential solution to tracking
progression within each line by using a least squares approach to eliminate noise,
which yields mixed results due to the fact that estimation is performed in batches,
grouped according to the estimated line corresponding to each data point. The ac-
curacy of the least squares approach is therefore limited by the accuracy of the LDS.
Chapter 6 presents an alternative method to tracking reading progression in terms of
both the line being read, and the position within each line, at a given instant with
the use of a novel “Slip-Kalman filter” designed specifically to accomodate the pro-
cess of reading. The Slip-Kalman filter approach is currently the state-of-the-art in
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reading progression tracking relative to the research of the author, and demonstrates
an improvement in all areas compared to previous work with vast potential for future
development.
1.2 Eye Tracking and Its Applications
It is no secret that data obtained through the tracking of one’s eye-gaze has the po-
tential to reveal valuable information regarding that individual’s cognitive processes.
Following the pioneering research of the ophthalmologist Louis Javal in the late 1800’s,
psychologist Edmund Huey first began tracking the eye movements of test subjects
during the act of reading in order to better understand the evident complexities of
such a common activity [6] in 1908. At present day, over a century later, the gen-
eral field of eye tracking has swelled to include and establish a variety of innovative
applications. Relatively affordable and advanced eye-tracking technology such as the
Tobii [7] and Gazepoint [3] replace the rudimentary apparatuses of the early 1900’s,
granting the possibility to obtain eye-gaze fixation points during various tasks - such
as browsing the web, watching a video, or reading - with ease.
Eye tracking is a crucial component in a wide variety of modern applications.
For example, the ability for an operator to remotely control a robotic prosthetic
limb relies on the tracking of the operator’s eye gaze, essentially granting the robotic
limb an artificial form of hand-eye coordination [8, 9]. The way in which we interact
with multi-media devices such as computers, televisions, and phones may also be due
for an overhaul as new features such as automatic scrolling while reading and cursor
movement using only the eyes are perfected [10,11], a boon to the average user and the
physically disabled alike. Learning and education may be optimized with emerging
technologies such as Adaptive Training [12,13], which seek to monitor the level of focus
of an individual in order to adjust the content, presentation format, and pacing of
training modules accordingly. In a similar vein, the United States Navy, is seeking to
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decrease pilot error during unmanned aircraft missions by detecting pilot fatigue using
eye-gaze metrics [14]. The eyes may also lend information regarding an individual’s
cognitive state in a more clinical sense, as eye tracking provides the potential to obtain
more accurate diagnoses of disorders such as depression and anxiety [15, 16], as well
as various autism spectrum disorders [17, 18].
Speaking in more specific terms of eye tracking while reading however, the majority
of current applications are medical in nature or research oriented - detecting dyslexia
[19], or investigating reading comprehension [20] for instance. The author believes
that there is much to be explored on this front, and imagines additional applications
for eye tracking while reading which rely on the ability to collect accurate data with
two key points in mind - that is, the device used to obtain eye-gaze fixation point
data must be readily accessible and affordable, and an individual must be able to read
naturally, free of any physical or environmental constraints. Indeed, this thesis strives
to contribute meaningful developments which bring technology closer to perfection in
this regard.
Likely, the reader of this thesis is familiar with the popular websites Netflix [21]
and Amazon [22]. These two websites, along with many others, utilize content recom-
mendation systems. Such systems monitor user engagement which may hint toward
the interests of an individual, and use this information to ensure that the right product
or content is seen by the right consumers. Massive Open Online Courses (or MOOCs)
such as Coursera [23] and Udemy [24] also make use of content recommendation sys-
tems, but in this case the core product itself - educational lessons - as well as product
descriptions are typically more verbose than those found on entertainment or online
marketplace platforms. In addition to monitoring engagements such as clicks and
user ratings, reliable eye-gaze tracking while reading may provide content recommen-
dation systems with the capability to gain further insight regarding how indiiduals
interact with content after it has been recommended to them. For instance: Did an
individual read the content’s full description and decide against taking further action,
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or did they not pay attention to the product at all? Is an individual losing interest
in products when they see that a certain feature is included? Especially useful in the
case of MOOCs, is a certain product description style most effective at captivating
attention and ensuring comprehension? These questions and more can be answered
by investigating reading patterns while interacting with content.
Consider also some text document to be read on a computer screen or electronic
reading device - a textbook for instance. An individual may wish to differentiate
between text that has previously been read and that which has not to avoid redun-
dancy, or to keep track of their progress through the document. Individuals with
attention disorders often struggle with reading and literacy, and assistive software is
proven to assist in this regard [25, 26]. Such software, however, is often impractical
and expensive in an educational environment, let alone for at-home use. A more lean
approach in which real-time tracking is employed to ensure that focus is maintained
while reading may prove more feasible to a larger audience. Such technology may
also benefit average users - if reading patterns suggest that an individual is not fully
comprehending the text being read, or “zoning out” rather than paying full atten-
tion, an alert may assist that individual in re-establishing focus. In a similar vein,
confirmation that text has been read may allow a “visual signature” of sorts may be
established. Such a visual signature may prove useful in parental control applications
- to ensure that a child is studying, for example - or in the workplace - to ensure that
an employee has thoroughly read and understood their training package, perhaps.
1.3 Benchmarking
It is now worthwhile to establish where the work discussed in this thesis lies in the
context of the field of eye tracking. It is likely evident to the reader that accurate
and effective eye tracking does in fact already exist, as is suggested by the various
applications that make use of the current technology. There are two key points to
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note, however. First, superior results rely on costly hardware and controlled envi-
ronments. Second, algorithms and systems which utilize process knowledge to draw
meaning from raw data points in the event that both the eye tracking hardware and
environmental conditions are not ideal are virtually non-existent. We may refer to
the work performed in [27], a fairly recent paper (2016), to illustrate the synergy
between these two points. The authors of the paper are of similar mind to the author
of this thesis - they present their novel iTracker software which, using convolutional
neural networks, grants relatively accurate eye tracking capability to a smartphone
or tablet, achieving prediction errors of 1.34 cm and 2.12 cm respectively. While
this technology may very well provide the general public with means to obtain rough
eye-gaze fixation point estimates without the use of expensive and cumbersome hard-
ware, if one were to attempt to track line-by-line reading progression on either device
using iTracker software, where multiple lines of text may lie in the region of error,
the data obtained would prove difficult to interpret. However, as is demonstrated in
this thesis, through careful statistical modeling to mitigate measurement noise and
process noise it is indeed possible to accurately estimate reading progression in the
event of noisy data.
We may also examine a recent paper [28] (2016) which utilizes hidden Markov
models in order to predict gaze on a grid-based interface such as Netflix [21] and
Hulu [29] in order to improve content recommendation systems. The authors show
that the consideration of eye-gaze data collected from a small sample size of indi-
viduals can significantly improve the content recommendation system’s efficacy as a
whole, and also demonstrates that visual scanning patterns can be modeled effectively
using hidden Markov models. While the process of scanning a grid-based interface
for interesting content differs from the process of reading, the principle of modeling
human behaviour using process knowledge of the action taking place is the same.
However, the key point to draw from the paper is that eye-gaze data collected
from a sample can be used to predict the behaviour of a population, even when eye
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gaze-data is unavailable. An expensive, high-end eye tracker/monitor combination
- the Tobii T60 [1] (a 0.5 degree accuracy, 60 Hz sampling rate eye tracker, built
into a 17” Tobii-brand monitor, 1280-by-1024 resolution, fixed 65 cm distance from
the participant) was used to collect eye-gaze data from 17 participants while they
browsed websites having grid-based interfaces. Data from 4 participants was used
to train the model in order to predict the behaviour of the remaining participants,
achieving an AUC accuracy of 0.823, when the 17” monitor was divided into a 3-by-8
grid. In this thesis, it will be demonstrated that noisy eye-gaze data collected using
less sophisticated hardware accessible to the general public can be used in conjunction
with the proposed approaches to obtain accurate estimates of eye-gaze fixation points
- and on a much more segmented grid layout (the author’s hidden Markov model-
based approach achieved an average accuracy of 88.1% across 25 vertical regions in
comparison to 8, for instance). One can only imagine the power that data collected
on a much larger scale using crowd-sourcing platforms such as Amazon’s Mechanical
Turk [30], made possible by improving the effectiveness of low-cost eye trackers that
the general public may use at home, may wield in terms of improving the prediction
accuracy of models such as those proposed in [28], or even with regard to more mod-
ern, computationally expensive models suck as the long short-term memory (LSTM)
network [31].
Indeed, LSTM networks have been utilized in the past year [32] in order to dif-
ferentiate between three types of reading patterns: normal reading, skimming, and
scanning. Each reading pattern suggests a certain degree of attentiveness to the
content being presented. Such insights may certainly be useful, for example, in a
previously discussed application of reading tracking which involves ensuring that fo-
cus is maintained during educational tasks by alerting a reader when they may be
“zoning out”. With their proposed method, the researchers were able to achieve a
classification accuracy of 95% with regard to the three states mentioned. However,
if we examine the apparatus used to collect data for input to the LSTM network -
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the SensoMotoric Instrument iViewX [2] - it is apparent that such a useful feature
as reading pattern classification will likely never find traction outside of research lab-
oratories if it must rely on such expensive hardware and regulated conditions. The
SensoMotoric Instrument iViewX apparatus is indeed capable of tracking eye-gaze
while reading with astounding accuracy, and for the sake of discussion let us assume
that its data is 100% accurate. This data is then used by the authors of [32] to
“paint a picture” which suggests roughly the reading pattern being observed, and is
finally classified by the LSTM network. Chapter 6 presents a novel Slip-KF which is
capable of detecting reading progression with an average accuracy of 97.8% in terms
of the line of text being read at any given instant during reading, and is also capable
of expressing reading patterns as an interpretable “picture” - without relying upon
expensive and cumbersome apparatuses.
It is difficult to establish an exact benchmark for the work presented in this thesis
due to the fact that eye-tracking while reading is a niche topic in its own right, with
research comparible to that of the author’s being very sparse. Rather than simply
comparing accuracies outright, for instance, a more abstract approach must be taken
in order to ascertain the validity of the approaches and methods proposed in the
later chapters. One must first consider the fact that all eye-gaze data was collected
using the Gazepoint GP3 [3] desktop-mounted eye tracker, a low-cost eye tracking
device [4,5], in comparison to the expensive research-grade equipment that is typically
used in the study of eye-gaze patterns. This fact alone provides an advantage in terms
of ensuring that the target audience of the technology is extended beyond researchers
in a laboratory. Next, the accuracy and robustness of the author’s work may be taken
into account. With no similar work - that is, measuring reading progression using
eye-gaze fixation points using low-cost equipment given noisy data - to compare with,
the author’s work sets its own standard in this regard. Finally, in addition to the
consideration of how the work presented in this thesis may be further developed to
meet the needs of new applications in eye tracking, it is important to examine how it
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may also mesh with and support previously researched topics such as those discussed
in the previous paragraphs.
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Chapter 2
The Hidden Markov Model, A
Brief Review
2.1 Introduction
The Hidden Markov Model (HMM) is powerful tool, commonly used in a wide range of
applications from stock price prediction [1], to gene decoding [2], to speech recognition
[3, 4]. The HMM allows us to estimate a sequence of states - which are hidden from
us (hence the name) - based on a series of observations, which are not hidden from
us. In the author’s opinion, HMMS tend to be explained with relative ease with the
help of an example, and as such one will be presented later in this review.
2.1.1 Some Remarks
Before beginning the discussion on on Hidden Markov Models, there are a few points
which should be touched upon. First, this review was compiled by the author using
information from two sources of literature on the subject, for details on each please
see references [4] and [5]. Second, for additional examples and supplementary figures,
please refer to [4], which provides excellent graphical representations where applicable.
On that note, the final remark is that the reader may notice notice the use of the initial
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probability matrix, π - which contains the probabilities of starting in any State allowed
by the model - in [4] but not in [5]. This is because it is in fact not necessary, especially
not within the context of this discussion, but can be included if one so chooses. As
such, this parameter has been left out of this review for the sake of simplicity, but it
should be noted that its inclusion has little impact on the HMM (both in terms of
complicating the ability to understand its mechanics and its performance). By the
end of this review, one should easily be able to expand their comprehension of HMMs
to include the π matrix.
2.1.2 Key Concept and Notation Summary
It would be best to present this section prior to discussing HMMs and walking through
a simple example, to ensure that all key definitions and variables can be found in the
same place. Please note that rather than use the more common, more appropriate
k to denote discrete time instances, in this chapter we use t due to a nomenclature
conflict with Eq. 2.2.
M . . . . . The number of possible states belonging to the model
N . . . . . The number of possible emission probabilities belonging to the model. For
this review, for simplicity’s sake, we will assume there is a 1:1 relationship
between the states and emission probabilities (ie: N = M)
o . . . . . . The observation sequence {o(1), o(2), ..., o(T )}, where ø(t) ∈ 1, 2, ...M
s . . . . . . The estimated hidden state sequence corresponding to the observation se-
quence {s(1), s(2), ..., s(T )}, where s(t) ∈ 1, 2, ...M
A . . . . . The state transition probability matrix, having dimensions [M ×M ], where
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the probability elements in each row must sum to 1. For example,
A =

a11 a12 a13 . . . a1M
a21 a22 a23 . . . a2M






aM1 aM2 aM3 . . . aMM

. . . . . . . aij, the probability that s(t) = j given that s(t− 1) = i. Formally:
aij = P(s(t) = j|s(t− 1) = i) (2.1)
B . . . . . The emission probability matrix, having dimensions [M×N ] - or in our case
[M×M ] since we assumed a 1:1 relationship between the states and observations




b11 b12 b13 . . . b1M
b21 b22 b23 . . . b2M






bM1 bM2 bM3 . . . bMM

bjk . . . . The probability that an observation o(t) = k was generated by the state
s(t) = j. Often denoted as bjk(t), with the addition of (t) being due to the fact
that we will later discuss the emission probabilities from two different points in
time in the same formula. It is just included for clarity when it makes sense to
do so, and omitted otherwise. Formally:
bjk = bjk(t) = P(o(t) = k|s(t) = j) (2.2)
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Finally, the Markov Assumption. The Markov Assumption allows us to assume
that each observation at time t in an observation sequence depends only on the
observation immediately preceding it, the observation at t− 1, rather than the entire
sequence as a whole.
2.1.3 A Simple Example
Let us say two best friends Seth and Evan have moved apart but still keep in touch
via Skype briefly each day. Seth thinks it’s exciting to try to guess what the weather
is like at Evan’s based on how Evan is dressed during their video call. There are
no windows by Evan’s computer, and as such, the true state - whether or not it is
sunny or rainy let’s say - is hidden from his friend. But, Seth does have some prior
knowledge that he can use to arrive at a confident prediction regarding the weather
at Evan’s. Let’s say that we have the following states and observations:
• Observation 1, Evan is wearing a rain jacket
• Observation 2, Evan is wearing sunglasses
• Observation 3, Evan is wearing a toque
• State 1, sunny weather
• State 2, rainy weather
Here, we have M = 2 states, and N = 3 possible observations. As such, A will be
[2× 2] and B will be [2× 3]. Note that for the actual derivations carried out in the
remainder of this review we assume that N = M to avoid things getting cluttered.
Now that that’s established, let’s talk about Seth’s prior knowledge, which is:
• The probability of State 1 → State 1, of two sunny days in a row, is 0.6
• The probability of State 1→ State 2, of a rainy day occuring after a sunny day,
is 0.4
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• The probability of State 2 → State 2, of two rainy days in a row, is 0.7
• The probability of State 2→ State 1, of a rainy day occuring after a sunny day,
is 0.3
... And the observations,
• The probability that Observation 1 was generated by State 1, that Evan is
wearing a rain jacket while it is sunny, is 0.1
• The probability that Observation 2 was generated by State 1, that Evan is
wearing sunglasses while it is sunny, is 0.6
• The probability that Observation 3 was generated by State 1, that Evan is
wearing a toque while it is sunny, is 0.3
• The probability that Observation 1 was generated by State 2, that Evan is
wearing a rain jacket while it is rainy, is 0.6
• The probability that Observation 2 was generated by State 2, that Evan is
wearing sunglasses while it is rainy, is 0.2
• The probability that Observation 3 was generated by State 2, that Evan is
wearing a toque while it is rainy, is 0.2
This scenario, described graphically, can be seen in Fig. 2.1.











To demonstrate the result, the most likely hidden state sequence has been com-
puted for some made up sequence of observations for, t = 1 : 10, using the Viterbi
Algorithm, which will be discussed later. The output was as follows:
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Figure 2.1: A graphical representation of our example. Each transition prob-





























2.2 The Three Problems
There are three main problems that are associated with HMMs. Depending on the
situation, it may benecessary to solve just one.
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• The Evaluation problem addresses the question ”what is the probability that
this particular observation sequence was generated by this particular model”.
When dealing with one single HMM, one need not worry about solving the evalu-
ation problem (however the derived formulae used in the evaluation problem are
crucial to the solution of the remaining two). An excellent example of when the
evaluation problem becomes important is in the application of speech recogni-
tion. To visualize, suppose that we have three HMMs - one trained to recognize
the word ”dog”, one trained to recognize the word ”cat”, and one trained to
recognize the word ”apple”. When the word ”dog” is vocalized - interpreted by
each HMM as an observation sequence - and evaluated then presumably, if the
HMMs are trained sufficiently, the observation sequence produced by this vocal-
ization will score a high probability of being associated with the HMM trained
to recognize the word ”dog”, and a low probability for the other two. The
algorithms of interest are the Forward Algorithm and the Backward Algorithm.
Either can be used as both achieve the same thing.
• The Decoding problem addresses the question ”given this observation sequence,
what is the most likely corresponding sequence of hidden states”. This differs
from the evaluation problem in the sense that now we are considering a single
HMM and attempting to uncover the information that is hidden from us based
on the observation sequence rather than the probability that the observation
sequence itself was generated by that particular HMM. The algorithm of interest
is the Viterbi Algorithm
• The Training problem addresses the question ”given a set of training observation
sequences, and some initial guesses as to the model parameters, what are the
most likely model parameters to fit this model to the training data and allow




As was previously mentioned, the evaluation problem requires either the Forward
Algorithm or the Backward Algorithm to solve, both achieve the same result. In
order to begin to derive both algorithms, we must establish that we are given an
observation sequence o as well as the model parameters A and B. What we hope to
determine is the probability that o was produced by the HMM (or could have been
produced by the HMM) whose parameters are A and B. This probability is denoted





Here, each sr represents its own vector of T hidden states, in some permutation, with
each permutation denoted by r. In the general case, if we have c possible hidden states,
and if each state sequence is T timesteps long, then the result will be a summation over
rmax = c
T possible terms. It may not be immediately obvious, but this calculation
may easily grow to be incredibly computationally expensive. Thankfully, we can begin








P(sr(t)|sr(t − 1 )) (2.5)






P(o(t)|sr(t))P(sr(t)|sr(t − 1 )) (2.6)
The interpretation of the above equation is simple: the probability that we observe
a particular state sequence of T observations is equal to the sum of the probability
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that some state produced the observation that we saw at time t, times the probability
that we transitioned to the predicted state s(t) from s(t−1). It should be recognized







which still is not much more computationally friendly than the equation we started
with. Thankfully, we can compute this recursively by implementing the Forward
Algorithm or Backward Algorithm.
We’ll begin our discussion on the Forward Algorithm with the introduction of the
Forward Variable, which is defined as
αj(t) =

0, if t = 1, j 6= s(1)
1, if t = 1, j = s(1)(∑M
i=1 αi(t − 1 )aij
)
bjk(t), if t > 1
(2.8)




0, if t = T , i 6= s(T )
1, if t = 1, i = s(T )∑M
j=1 βj (t + 1 )aij bjk(t + 1 ), if t < T
(2.9)
And the algorithm is given as follows,
So, now we are able to describe P(o) in terms of αj (T ) or βi(1 ) - in other words,
we must begin the computation for either variable at t = 1 and end at t = T or vice-
versa. In order to describe P(o) in terms of some timestep value t in the observation
sequence, where t is not equal to 1 or T , then we must involve both the forward and
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αi(t)βj (t + 1 )aij bjk(t + 1 ) (2.10)
This is an equality which we will work with later.
2.2.2 Decoding
In order to solve the decoding problem, we must infer the most likely hidden state
corresponding to each observation in a given observation sequence through Maxi-
mum Likelihood Estimation. We’ll define a variable which will contain the highest
probability returned by the estimation up to a timestep value t as follows:
δt(i) = max
s(1),...,s(t)
[P(s(1), ..., s(t) = i, o(1), ..., o(t)) = i] (2.11)
In other words, δt(i) is the maximum measure of certainty, in the form of a probability,
that a supposed sequence of hidden states (from 1 : t) was generated observation
sequence in question (also from 1 : t), where i = s(t). By induction, the following is
also true, which is required for recursion:
δt+1(j) = max
i
[δt(i)aij] bjk(t+ 1) (2.12)
And, while the above equations return maximum probabilities, the actual object of
interest is the inferred state at each timestep t which was responsible for maximizing
the probability. We’ll use the following to denote the vector that will eventually hold
each most probable state, which we will later extract data from in order to obtain
out most probable state sequence s.





We’ve already mentioned that the method by which the training problem is solved
is to implement the Baum Welch algorithm. The goal of the Baum Welch algorithm
is to update some chosen initial model parameters populating the matrices A and
B with estimates learned through training. This is accomplished by feeding training
observation sequences to the algorithm. It is impossible to determine perfect pa-
rameters, but this is the most typical approach to establishing valid estimates. This
algorithm involves ”walking” through the observation sequence from t = 1 to t = T .
Recall from eq. 2.10 the manner in which we are able to express P(o) in terms of
some point in time t 6= 1 or T in the sequence. We’ll be using this in order to derive
the formulas that we require to build the Baum Welch algorithm. We’ll first define a
new variable,
ξij(t) =
αi(t)βj (t + 1 )aij bjk(t + 1 )∑M
i=1
∑M





Put verbally, this is simply
ξij(t) =
probability that State i and State j are in the proper sequence
probability that the sequence itself is correct






Using equations 2.14 and 2.15, we are able to infer four more important quantities,
which we will only define verbally in order to avoid any unnecesarry confusion.
T−1∑
t=1




γi(t) = expected number of transitions from State i in general (2.17)




= expected number of times that we arrive in State j and are observing o(t) = k
(2.18)




γj(t) = expected number of transitions to State j in general (2.19)
Using these quantities, we can intuitively realize that it is possible to obtain
the following, where âij and b̂jk are the estimated parameters of the final, trained
parameters aij and bjk. From this point forward we will drop the (t) which was








t=1 γj(t)δ(o(t) = k)∑T
t=1 γj(t)
(2.21)
With just a few more definitions, we will be able to fully discuss the Baum Welch
algorithm.
• θ, algorithm convergence criterion
• aij,0, the initial guesses for each element in the state transition matrix
• bij,0, the initial guesses for each element in the emission probability matrix
Finally, the algorithm.
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Algorithm 1 Forward Algorithm
1: initialize t = 1, αj(1)
2: for t = 2 : T
3: αj(t) :=
(∑M
i=1 αi(t − 1 )aij
)
bjk(t)
4: return P(o) = αj (T ), j = s(T)
Algorithm 2 Backward Algorithm
1: initialize t = T , βi(T )
2: for t = T − 1 : 1
3: βi(t) =
∑M
j=1 βj (t + 1 )aij bjk(t + 1 )
4: return P(o) = βi(1 ), i = s(1)
Algorithm 3 Viterbi Algorithm
1: initialize δ1(j) = bjk(1)
2: recurse
3: for t = 2 : T
4: δt(j) = max
i
[δt−1(i)aij] bjk(t)




7: for t = T−1 : 1
8: s(t) = Ψt+1(j = s(t+ 1))
9: return s
Algorithm 4 Baum Welch Algorithm
1: initialize z = 1, âij(z = 0) = aij,0, b̂ij(z = 0) = bij,0
2: recurse
3: for z = z + 1
4: âij(z) = âij(z − 1) by eq. 2.20




âij(z)− âij(z − 1), b̂ij(z)− b̂ij(z − 1)
]
< θ
7: return aij = âij(z), bij = b̂ij(z)
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Chapter 3
The Kalman Filter, A Brief Review
3.1 Introduction
The Kalman filter is a commonly used signal processing algorithm which provides a
means of recursively estimating a parameter (or parameters) of interest under noisy
conditions, regardless of whether or not an exact model of the physical system is ob-
tainable. Since its discovery in 1960, many modifications to the original discrete-data
linear filtering algorithm have been made which grant the filter extended capabilities
- one such modification is discussed in a later chapter of this thesis. Typically, the
Kalman filter is utilized in object tracking applications and has modern applications
in the realm of autonomous navigation.
In general, the Kalman filter proves useful in situations where we are measuring
some parameter (or parameters) with some instrument which - as is the case with any
real-world scenario - introduces some level of noise to its measured outputs, deeming
them untrustworthy in their raw state. Let’s say, for instance, that we are using a
voltmeter to obtain readings at discrete points in time in order to observe a voltage
for which we know the ground truth, the true value of the parameter (note that in a
real-world scenario, it is unlikely that the ground truth is known). Let us also assume
that the true voltage that we are observing remains constant over time. Due to the
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inherent inaccuracies of the voltmeter, however, our measured data points may not
reflect this, and we can think of each measured data point in terms of its ground
truth and its noise component,
measured data point = ground truth + noise (3.22)
A properly configured Kalman filter will be able to obtain a close approximation of
the ground truth, an estimated data point. The scenario that has just been described
can be seen in Fig. 3.2, where each measured data point is plotted as a “+”, and
the corresponding estimated data points are given as a fine line approximating the
ground truth.
Figure 3.2: Kalman filter example. Approximating a true, constant voltage of
V = −0.38 given noisy measured data points. Each measured data point is plotted
as a “+”, while the estimated approximation of the ground truth is plotted as a fine
black line hovering around the ground truth, in bolded black.
Source: [1]
3.1.1 Some Remarks
Several sources of literature offer a far more in-depth introduction and analysis of the
Kalman filter, most notably [1] and [2]. This brief review on Kalman filtering is meant
to be just that - brief. The author wishes to provide the reader with a fundamental
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understanding of the Kalman filter, a foundation upon which a technical individual
might build a more extensive understanding and with which a non-technical individual
might utilize to grasp concepts found throughout this thesis. For the sake of simplicity,
in this review we will discuss the Kalman filter in terms of a situation where only a
single, one-dimensional parameter is to be estimated. This can easily be extended,
such as in Chapter 6.
With regard to a worked example, the Hidden Markov Model review found in
Chapter 2 includes its own baked in to the literature in order to assist in conceptual-
izing some less intuitive aspects of the topic in a manner that is, in the author’s opin-
ion, more digestible and easier to understand than some offered by outside sources. A
very clear and informative example of the Kalman filter complete with figures illus-
trating the algorithm’s performance, however, can be found in [1]. It is the author’s
recommendation that, if the reader wishes to further their knowledge beyond what is
offered in this review by following along with an example, they visit this source to do
so.
3.1.2 Key Concept and Notation Summary
As was done in Chapter 2, prior to discussing the methodology we will first establish
a list of notations describing some important definition and components and their
notations. We will assume in this review that are interested in estimating only a
single parameter in a single dimension, measured in terms of its position in the x-
coordinate. We may express eq. 3.23 mathematically in this context as,
z(k) = x(k) + w(k) (3.23)
with its definitions along with many referenced later in this review given below.
∆T . . . the sampling rate at which each measurement is obtained
z . . . . . . the vector containing each discrete measurement, z(k), where k = 1 : K
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w(k) . . the measurement noise associated with each measurement z(k). In practice
the nature of the measurement noise should be determined through investigation
of the measurements and the device used to obtain them, but for the sake of
simplicity let us assume that w(k) ∼ N (0, σ2).
R . . . . . the measurement covariance. In practice, one may be interested in estimat-
ing parameters in multiple dimensions - for example, the (x, y)-coordinate of
an object, in which case R will take the form of a 2×2 diagonal vector contain-
ing the covariance associated with both the x and y measurements. For this
example, however, we are considering only a single parameter and dimension,
and hence R will be scalar,
R = σ2 (3.24)
x(k) . . . the state vector containing the displacement (position), and rate of displace-
ment (velocity), of the parameter(s) of interest - x(k) and ẋ(k) respectively for
this example. That is,
x(k) = [x(k) ẋ(k)]T (3.25)
x̂(k + 1) the estimated state, containing the estimated displacement and rate of dis-
placement of the parameter(s) of interest, without noise corruption, ie:
x̂(k + 1) = [x̂(k + 1) ˙̂x(k + 1)]T (3.26)





H . . . . . the vector (or matrix in a multi-dimensional scenario) designed to extract
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Γv(k) . the process noise. Similar to the measurement noise, the value of v(k)
should also be assigned based on knowledge of the process being modeled. For
the sake of simplicity, let us also assume that v(k) ∼ N (0, 1) (where we assume
a standard deviation of unity to allow for a simplified structure of Q). The





where the value of q need also be selected based on realistic application insight.
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We may consider now the following process model,
x(k + 1) = Fx(k) + Γv(k) (3.32)
which describes the evolution of the process in terms of its true measurement and
process noise. Note that x(k + 1) must not be confused with x̂(k + 1), which is the
noiseless estimate of x(k + 1).
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3.2 The Recursive Algorithm
The Kalman filter may be expressed in two types of notations - single argument
notation and general notation. While both notations are identical in terms of function,
it is the author’s opinion that single argument notation is easier to understand. Some,
however, prefer general notation. With this in mind, we will present the Kalman filter
using single argument notation, however summaries of the Kalman filter algorithm
using both single-argument notation and a general notation will be presented at the
end of this section.
As a recursive process, the Kalman filter must begin with an initialization step.
We can choose initializer values x(0) and P(0) to facilitate fast and accurate conver-
gence, where P(0) is the state prediction covariance and is a diagonal matrix of equal
dimensions as F. That is, if F is of a size m×m, we will build P(0) with a constant
γ as follows:
P(0) = γIm (3.33)
In practice a reasonable and intuitive guess for both x(0) and P(0) is sufficient. In a
single pass, the Kalman filter performs the following computations:
1. State Predictions. Using the states at k, we obtain a tentative prediction for
the state at k + 1, and its covariance, using the following:
x̄(k + 1) = Fx(k) (3.34)
P̄(k + 1) = FP(k)FT + Q (3.35)
2. Innovation Covariance. The innovation covariance, S(k + 1), is now computed
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as follows:
S(k + 1) = R + HP̄(k + 1)HT (3.36)
3. Measurement Predictions. Next, using the previously obtained tentative pre-
diction x̄(k + 1) , we estimate the measurements at k + 1,
ẑ(k + 1) = Hx̄(k + 1) (3.37)
4. Measurement Residual and Filter Gain. Next, with the measurement z(k +
1) available, we compare the error between our prediction, ẑ(k + 1), and the
measurement z(k + 1), to obtain the measurement residual ν(k + 1), as well as
the filter gain, W(k + 1):
ν(k + 1) = z(k + 1)− ẑ(k + 1) (3.38)
W(k + 1) = P̄(k + 1)HTS(k + 1)−1 (3.39)
5. State Estimations. Obtain the estimations for both the state and the state
estimate covariance at k + 1
x̂(k + 1) = x̄(k + 1) + W(k + 1)ν(k + 1) (3.40)
P(k + 1) = P̄(k + 1)−W(k + 1)S(k + 1)W(k + 1)T (3.41)
6. Obtain Estimate. The estimated x-coordinate can easily be extracted by taking
x̂(k + 1) = Hx̂(k + 1) (3.42)
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With recursion, one may iterate through an existing sequence of measurements z,
for k = 0 : K − 1, in order to obtain each estimated, noise-free estimate x̂(k + 1) as
its own sequence, x̂. This can be considered an offline approach, however it should
be clear that an online approach, in which the previously described Steps 1-6 are
performed on each newly measured data point in real time, is also easily achievable.
Algorithms 5 and 6 give examples of an offline Kalman filter, using both single-
argument and general notations, respectively.
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Algorithm 5 Kalman Filter, Single Argument Notation
1: input: z, x(0), P(0)
2: initialize: x̂ = [ ]
3: recurse
4: for k = 0 : K − 1
5: State Prediction: x̄(k + 1) = Fx(k)
6: State Prediction Cov: P̄(k + 1) = FP(k)FT + Q
7: Innovation Cov: S(k + 1) = R + HP̄(k + 1)HT
8: Measurement Prediction: ẑ(k + 1) = Hx̄(k + 1)
9: Measurement Residual: ν(k + 1) = z(k + 1)− ẑ(k + 1)
10: Filter Gain: W(k + 1) = P̄(k + 1)HTS(k + 1)−1
11: State Est: x̂(k + 1) = x̄(k + 1) + W(k + 1)ν(k + 1)
12: State Est. Cov: P(k + 1) = P̄(k + 1)−W(k + 1)S(k + 1)W(k + 1)T
13: Extract Parameter of Interest: x̂(k + 1) = Hx̂(k + 1)
14: Update Estimate Sequence: x̂ := [x̂, x̂(k + 1)]
15: Re-assign: x(k) := x̂(k + 1)
16: Re-assign: P(k) := P(k + 1)
17: return x̂
Algorithm 6 Kalman Filter, General Notation
1: input: z, x(0|0), P(0|0)
2: initialize: x̂ = [ ]
3: recurse
4: for k = 0 : K − 1
5: State prediction: x̂(k + 1|k) = Fx(k|k)
6: State prediction Cov: P(k + 1|k) = FP(k|k)FT + Q
7: Innovation Cov: S(k + 1) = R + HP(k + 1|k)HT
8: Measurement prediction: ẑ(k + 1|k) = Hx̂(k + 1|k)
9: Measurement Residual: ν(k + 1) = z(k + 1)− ẑ(k + 1|k)
10: Filter Gain: W(k + 1) = P(k + 1|k)H(k + 1)TS(k + 1)−1
11: State Est: x̂(k + 1|k + 1) = x̂(k + 1|k) + W(k + 1)v(k + 1)
12: State Est. Cov: P(k+ 1|k+ 1) = P(k+ 1|k)−W(k+ 1)S(k+ 1)W(k+ 1)T
13: Extract Parameter of Interest: x̂(k + 1) = Hx̂(k + 1)
14: Update Estimate Sequence: x̂ := [x̂, x̂(k + 1|k + 1)]
15: Re-assign: x(k) := x̂(k + 1|k + 1)




[1] G. Welch, G. Bishop, et al., “An introduction to the kalman filter,” 1995. pages
29, 30
[2] Y. Bar-Shalom, X. R. Li, and T. Kirubarajan, Estimation with applications to
tracking and navigation: theory algorithms and software. John Wiley & Sons,
2004. pages 29, 46, 108, 110, 112
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Chapter 4




The data obtained through the tracking of one’s eye-gaze has the potential to reveal
valuable information regarding that individual’s cognitive processes. Indeed, interest
in the potential to decode raw eye-gaze data in order to infer the otherwise hidden
cognitive state of individuals has never been higher. Advances in hardware have
provided the means to perform complex experiments with unprecedented accuracy,
similar to the manner by which the processing power of modern-day computers has
ushered in the age of Big Data [1]. While eye-gaze data is a trustworthy source of
information in its raw state, such as when a rough estimate of an individual’s point
of gaze is of interest, algorithms which are capable of digging deeper and uncovering
patterns based on the manner in which an individual interacts with visual stimuli
remain a rarity.
The authors seek to estimate the reading patterns of an individual using only
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eye-gaze fixation points, in terms of the line of text that was being read at any given
instant, which must be accomplished with no prior knowledge regarding the dimen-
sions of the text block and without any physical constraints. As such, the algorithm
has been given the title of Line Detection System, or LDS. Previous research outlines
the complex nature of the simple task of reading, such as unpredictable re-visitation
of previous passages and the skipping of words [2,3]. Similar attempts to track read-
ing progression [4–6] required the use of sophisticated equipment and highly regulated
conditions, in addition to potentially computationally expensive algorithms. In light
of the challenges presented, and with inspiration drawn from past researchers as well
as the current climate of the technology industry, the authors hope to contribute
meaningful research developments toward reading-pattern tracking for both personal,
research, and enterprise use. The LDS is expected to be the first of many such de-
velopments by the authors, all of which intend to preserve the interest of our work
resulting in technology that is accessible to a wide audience and is thus as free of
constraints as possible. This means that the use of affordable hardware and the lack
of physical restrictions is paramount.
The remainder of this chapter is organized as follows: Section 4.2 provides a brief
overview of the field of modern eye-tracking and its applications. In Section 4.3, the
problem to be solved is discussed. Section 4.4 describes our proposed approach to
line detection while reading. In Section 4.5, we present the performance analysis of
the proposed line detection algorithm, tested using real-world eye-gaze data collected
using a commercial eye-gaze tracking device. The chapter is concluded in Section 4.6.
4.2 State-Of-The-Art
The field of eye tracking was established in earnest over a century ago when psychol-
ogist Edmund Huey first began to draw connections between cognition and eye-gaze
fixation patterns during reading [7] – marking the first era of eye movement research
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in the context of cognitive process and behavioural inference. It was later postulated
in 1998 in a lengthy collection of works and studies in the field of eye movements
during reading and informational processing [8] that, due to advances in technology
and a rapidly growing interest in the field, the advent of the third era had occurred
some twenty years prior following the second era, which was characterized by its focus
on applied, experimental psychology. At present day, twenty years later, it may be
that we have advanced from the third era to the fourth. Affordable and advanced eye-
tracking technology such as the Tobii [9] and Gazepoint [10] replace their invasive,
expensive, and laboratory-condition dependant counterparts of old. Even state-of-
the-art hardware is inherently inaccurate, making it difficult to identify the precise
focal point of visual attention [11]. The algorithms and systems which are capable of
inferring a user’s particular focal points amongst noisy data, exists in both academia
and industry, and have a number of applications. For instance, content recommender
algorithms as well as the placement of content itself may be optimized with the use
of reliable focal point information collected from users [12–14] by examining content
which is confirmed by eye gaze data to have been seen by a user and not acted upon
(ie: not clicked), in addition to content which has been acted upon [15]. Naturally,
this ability to better understand the saliency of visual stimuli remains highly relevant
in the realms of cognitive science as it would allow for more accurate study and di-
agnoses of disorders such as depression and anxiety [16,17], as well as various autism
spectrum disorders [18,19]. Human emotions and intentions can be discerned through
careful examination of their eye-gaze fixations [20, 21]. Even detecting the presence
of certain types of cancer is made simpler by involving eye-tracking in the diagnostic
procedures [22].
Further applications of eye tracking technology exist in the field of human-machine
systems [23], particularly with respect to assistive technology, including the develop-
ment of fully-functional robotic prosthetics [24] and visual input-based implements to
allow humans to interact more naturally with multi-media devices such as computers
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Figure 4.3: Line Detection System (LDS).A block diagram of the proposed LDS.
and televisions [25,26]. In the same vein, brand new fields which seek to optimize the
relationship between human and machine, such as the field of Augmented Cognition,
have developed as the capability to extract information non-invasively via the eyes
advances. Notable emerging technologies include Adaptive Training [27], in which
content, presentation format, and pacing of training modules are modified according
to mental fatigue — measured by observing visual scanning strategies. The United
States Navy, similarly, is exploring the potential to decrease operator error during
unmanned aircraft missions by detecting operator fatigue using eye-gaze metrics [28].
Furthermore, in the interest of improving public safety, researchers are testing the
feasibility of ensuring that vehicle operators keep their eyes on the road with the use
of gaze monitoring technology [29–31].
4.3 Problem Definition
It can be seen that eye-tracking technology itself is no new arrival. “Fourth-era”
hardware, such as the Gazepoint GP3 [10] used to collect data during the research
described in this thesis, utilize machine learning processes in order to first recognize
the location of a user’s face, then to extract the location of the eyes belonging to
the said face. Next, eye-gaze fixation points in the form of (x, y)-coordinates are
measured and interpreted, after a short calibration step (as is the case with the
Gazepoint GP3) in which the dimensions of the user’s field of view are estimated.
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Fig. 4.3 offers a visual representation of this step, referred to as Gaze Classification,
along with a second step in which the (x, y)-coordinates are further analyzed using
various statistical analysis techniques — an application-specific gaze detection step.
Previous efforts have attempted to determine points of interest in films and pictures
using clustering algorithms [32,33], although classic algorithms such as k-means yield
reasonable results while more advanced algorithms are computationally expensive.
Inaccuracy and computational cost aside, clustering algorithms are not well-suited
for real-time, progression-based applications.
The main goal is to detect, using artificial means, a reader’s progression through a
block of text. With no prior knowledge regarding the layout of the page displayed on
screen in terms of text position, text size, and distance between individual lines of text
— the problem to solve becomes one heavily reliant on accurate pattern recognition.
If one is to consider a page in a novel, containing multiple lines of unbroken text of
equal length and equal spacing, then the act of reading, speaking in terms of non-
Semitic languages, will in the ideal case begin at the top-left of the page and track left
to right. When one line of text is completed, the reader begins the same left-to-right
progression on a new line immediately below that which was previously read. A less
ideal assumption, albeit a more reasonable one, would be to consider that the reader
may also decide to occasionally return to previously read text rather than progressing
in one direction only, or skip forward through text by multiple lines, which must also
be kept in mind. Gaze tracking hardware is able to accurately detect the point at
which an individual is looking on the screen for which it has been calibrated. By
using the output from such a device, it is possible to fashion a ”Reading Pattern
Detection System”. The “Line Detection System (LDS)” is an integral part of the
Reading Pattern Detection System, and the focus of this chapter.
The need for a special algorithm for the LDS arises due to three factors, in our
case:
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• The measurement noise introduced as a result of poor calibration and classifi-
cation errors made by the gaze tracker’s computer algorithms [34,35].
• The MIDAS1 touch problem in eye-gaze tracking. It is an intrinsic characteristic
of the human eye that it rarely stays focused in one point regardless of where
the mind is concentrated [36,37].
• External circumstances, such as head movements, and distractions, all of which
are introduced as a result of the “minimal constraints” environment which the
authors strive to preserve.
As a result of the above sources of noise, the data obtained from the Gazepoint
GP3 [10] and similar state-of-the-art eye-tracking devices are corrupted by some level
of noise. In this chapter, we consider the above noise sources together and refer to
them as “gaze measurement noise”.
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Figure 4.4: Real eye-gaze fixation points, colour-coded per line according to
ground truths. Real eye-gaze fixation points collected during the reading of three
seperate sample pages, each containing a 25-line passage of text, are shown. Note
that the y-axis has been reversed to account for the coordinate system used by the
eye tracker. The first line of text, and the top of the text passage, correspond to the
origin.
1In reference to the Greek mythological King who got his wish, to turn everything he touched
into gold, granted.
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Fig. 4.4 demonstrates eye-gaze measurements collected during the reading of three
seperate pages, each containing a 25-line passage of text. The key point to note is that
gaze points belonging to a single line tend to overlap with those belonging to other
lines, and do not necessarily follow predictable patterns. As the amount of overlap
between individual lines increases with the increase of noise, the accurate detection of
discrete lines of text becomes more challenging. The line-detection algorithm must be
robust enough to accurately predict a reader’s progression even in the case of input
data which is highly corrupted by noise.
Yet another point to consider is that of the computational expense of the LDS. It
is necessary for the system to perform calculations at each time step, as data points
are recieved in real time from the gaze tracking hardware, which depending on the
hardware itself may be in milliseconds. Thus, the LDS’s decision making processes
should be designed with maximum efficiency and minimum complexity in mind. Fur-
thermore, since the system must be tracking the reader’s progress throughout the
duration of their task, a minimal amount of stored memory required for the LDS to
reach a decision is desirable. The proposed hidden Markov model approach is well
suited for real-time implementation
List of Main Notations
Lx . . . . The width of the surveillance area within with the passage of text to be
read is contained
Ly . . . . The height of the surveillance area
fix(t) . . Eye-gaze fixation obtained during reading at time instant t, where t = 1 : T .
Rather than use the more common, more appropriate k to denote each discrete
instant at which a measurement was sampled, in this chapter we use t due to a
nomenclature conflict with Eq. 4.53
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zy(t) . . y-coordinate of the eye-gaze fixation at instant t. Since this chapter deals
only with line-by-line detection, only the y-coordinate is necessary to consider
ŷ(t) . . . The estimated y-coordinate corresponding to zy(t), the output from the
Kalman Filter
Nl . . . . . Number of lines in a portion of text of interest
o(t) . . . Discretized observation or observed state (i.e, observed line number)
s(t) . . . True state, representing the true line number
ŝ(t) . . . Estimate of s(t), the estimated line number
4.4 Proposed Approach
4.4.1 Proposed Line Detection System
First, let us imagine a text passage with the help of Fig. 4.5(a), which illustrates
an imaginary block of text consisting of 10 lines. During a reading activity eye-gaze
fixation measurements are produced by an eye-tracking device every few milliseconds;
these measurements indicate the estimated point on which the eyes were fixated each
instant. Let us denote a particular measurement of the eye-gaze fixation obtained at
each discrete instance as
fix(t) = [zx(t), zy(t)] (4.43)
Only fix(t) points within the Lx × Ly surveillance region containing the text are
of interest. However, in reality, eye-gaze fixation points from outside the surveillance
region will be often recorded. For this example, the surveillance region is presented
in the position that it may appear on a computer monitor while viewing a web page,
as shown in Fig. 4.5(a). If the boundaries of the surveillance regions are known, then
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the measurements that fall outside the surveillance region can be simply discarded,
otherwise, the statistical model of the line-detection system can be trained to ignore
them. In this chapter, the surveillance region is always considered to be filled with a
block of text, and located in the center of the computer screen with Ly spanning the
full height of the monitor’s display.
The proposed LDS consists of the following three main components:
• Kalman Filter Process, which attempts to remove the inherent noise from the
raw input data by translating zy(t) to ŷ(t)
• Discretization Process, which translates the continuous y-coordinate component
of fix(t) to its corresponding observed state, o(t)
• Hidden Markov Model Process, which decodes the observation sequence pro-
duced by each o(t) in order to produce the corresponding state sequence - in
other words, the estimated line being read at each point in time during reading,
ŝ(t)
Fig. 4.6 describes the work flow of the LDS, and we describe each of these three
processes in detail in following subsections.
4.4.2 Kalman Filtering Process
First, we require initial estimates for the initial state of the parameters of interest at
t = 1, denoted as x(1), and the state prediction covariance matrix, P(1) - a square
matrix having rows and columns equal to the length x(1). Given these estimates,
the Kalman filter [38] can be used to recursively obtain the updated estimate of x̂(t)
and the state covariance matrix P(t) as each new measurement fix(t) arrives, for
t = 2, 3, . . . T . While it is more common to denote the initial estimate as x(0), in
this particular case we consider the first eye-gaze fixation point recorded by the eye
tracker as the initial state and thus use x(1) to stay true to the indexing. We describe
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Here, we can consider the first point, fix(1) as the initial position of both the
x-coordinate and y-coordinate. The initial velocity is also included for the purpose
of calculations, which can be estimated.
These values are required to inialize recursion, as shown in Fig. 4.7, through
which the estimated states x̂(t) may be obtained for each fix(t). From the estimated
states, we may extract the parameter required for our line detection procedure, ŷ(t).
The resultant estimated coordinates, plotted using both x̂(t) and ŷ(t) points, and
overlayed atop their corresponding raw eye-gaze fixation points (using the same three
sample pages given in Fig. 4.4) is given in Fig. 4.8. It can be seen that estimated
eye-gaze fixation points offer much more intuitive interpretability. While somewhat
apparent in Figure 4.4, it must be noted that the Kalman filter used in the LDS
in its current state is calibrated mainly to filter only zy(t) measurements, and offers
little to no filtering effect in terms of the x-coordinates. This is due to the fact
that Kalman filter calibration for a reading activity proves difficult due to its quick,
saccadic nature, and also since the LDS requires only smoothing of the y-coordinates
to function. These estimated points are the points which will be used for further
analysis, rather than the raw eye-gaze fixation points.
4.4.3 Eye-Gaze Observations and Discretization
In this section, we discuss the procedure to translate the continuous measurements
ŷ(t) to their corresponding discrete observations. First, it is necessary to determine
the height of the page, Ly. Then, the text region can be split evenly according to the
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Let us denote yj to indicate the the y-coordinate of the j
th line as was demonstrated in
Fig. 4.5(a). Using the height of each region, and assuming that lines are evenly spaced
and centered in the middle of each region, we compute yj for each line according to
its distance from the top of the page, ytop,
yj = ytop +
(





note that the above Eq. is adapted for the Gazepoint GP3 coordinate system, as was
shown in Fig. 4.4.
The objective of the discretizer is to classify each gaze measurement ŷ(t) in terms











where o(t) is the discretized observation corresponding to the eye-fixation measure-
ment at time t.
From the discretization procedure described above, it must be clear that
o(t) ∈ {1, . . . , Nl} (4.48)
where Nl denotes the number of lines in a page of interest. For simplicity, we will
assume that Nl is the same in each page considered for training and testing.
Now, the LDS problem can be formally stated as follows: Given a batch of K
discretized observations o, where each o(t) ∈ {1, . . . , Nl}, estimate the corresponding
lines on which a reader was focused, i.e., obtain the corresponding state estimates ŝ,
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where ŝ(t) ∈ {1, . . . , Nl}.
4.4.4 Discrete State-Space Model
Let us denote the true line on which a reader was focused at time instant k as s(t)
where s(t) ∈ {1, . . . , Nl}. The true line of focus at time t+ 1, s(t+ 1) ∈ {1, . . . , Nl},
is dependent on the present state s(t) as well as all previous states s(t − 1), s(t −
2), . . . , s(1), i.e.,
s(t+ 1) = f(s(t), s(t− 1), . . . , s(1)) (4.49)
Under the Markov assumption, this dependance can be relaxed to the previous state
only – resulting in the following process model:
s(t+ 1) = f(s(t)) (4.50)
Considering that each true state takes only discrete values {1, . . . , Nl}, the above
process model can be stated as an Nl×Nl state transition probability matrix A where
the (i, j)th element of A can be written as
aij = P (s(t+ 1) = j|s(t) = i) (4.51)
Each observed data o(t) relates to the true state through a nonlinear function g(·),
i.e.,
o(t) = g(s(t)) (4.52)
Now, considering that both o(t) and s(t) take only discrete values, i.e., o(t) ∈ {1, . . . , Nl}
and s(t) ∈ {1, . . . , Nl}, the above observation model can be stated as the following
Nl×Nl observation probability matrix B where the (i, j)th element of B can be written
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as
bjk = P (s(t) = k|o(t) = j) (4.53)
It is easy to see that the discrete nature of the observation (observed line number)
and state (true line number) allow the problem to be posed as a discrete hidden
Markov model (HMM) [39]. In the next sub-section, we describe a general training
procedure to estimate the parameters of an HMM, and discuss training specific to
the proposed LDS using real-world data in Section 4.5.3.
4.4.5 Discrete Hidden Markov Model Design
The proposed line detection system (LDS) consists of two important steps:
1. Parameter estimation. The objective here is to estimate the parameters of the
discrete state-space model defined in Subsection 4.4.4 to represent eye gaze
movement while reading. Specifically, the objective is to obtain estimates for
π,A, and B, the parameters of the discrete HMM. This step is also referred to
as training stage or simply as HMM training.
2. State estimation. Once the estimates for the parameters π,A, and B are ob-
tained, the proposed LDS becomes functional. We test its functionality by
feeding the discretized observations o(t) with an objective of estimating the
states s(t), based on the notations defined in Subsection 4.4.4. In this chapter,
we also refer to the state estimation step as testing stage or simply as HMM
testing.
4.4.5.1 Parameter estimation
The objective of the HMM training module is to obtain accurate estimates for the
model parameters π,A and B. For training it is assumed in this chapter that the
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dimension of the surveillance region (see Fig. 4.5) and the exact y - coordinates of
each lines are known. It is also assumed that these two quantities did not change
during training, nor did they later during testing. In practice, the dimensions of th
surveillance area are quite simple to estimate — see Subection 4.5.2 for a discussion
on this.
Discrete HMM training is a well studied subject, and the Baum-Welch algo-
rithm [39] provides the best known approach to train an HMM with the use of
the expectation maximization (EM) technique. Several software platforms, including
Matlab, provide optimized HMM training libraries. The training process requires
an initial guess for the parameters, after which it updates them recursively. Assum-
ing the initial parameters to be π0,A0, and B0, the trained HMM parameters are
obtained as follows:
[π̂, Â, B̂] = hmmtrain(π0,A0,B0) (4.54)
where the hat-notation, e.g., π̂, indicates that the parameter is estimated, and hmmtrain
represents the Baum Welch algorithm [39] in Matlab. Once convergence is achieved
one can set π = π̂, A = Â, and B = B̂. Several other leading machine learning
platforms also provide optimized routines for Baum-Welch learning, e.g., Python’s
scikit-learn package.
A good initial guess is often conducive to fast and accurate convergence during
HMM training. Next, we describe an approach to select suitable initial parameters
π0,A0, and B0 for the proposed HMM training step. The selections described below
are intended for Nl = 10 lines; this can be extended to any number of lines.
First, the prior probabilities can be selected by taking into account the fact that,
most of the time, the reader will begin with the first line of text:
πT0 =
[




The transition probabilities are selected based on the intuitive observation that
the transition between two adjacent gaze fixation points fix(t) and fix(t+ 1), mostly
occur within the same line. The next most common transitions will intuitively oc-
cur between the immediate-next or immediate-previous lines; immediate-next line
transitions occur when the person progresses from one line to another in natural
progression; and the immediate-previous line transition occurs due to backtracked
reading of lines. Assuming that the probability of immediate-next line transition and
the immediate-previous line transition are the same, and the transition probability
is zero for gaze-transitions separated by more than one line, the initial guess of the
transition probability is given as follows:
A0 =

.9 .1 0 0 0 0 0 0 0 0
.05 .9 .05 0 0 0 0 0 0 0
0 .05 .9 .05 0 0 0 0 0 0
0 0 .05 .9 .05 0 0 0 0 0
0 0 0 .05 .9 .05 0 0 0 0
0 0 0 0 .05 .9 .05 0 0 0
0 0 0 0 0 .05 .9 .05 0 0
0 0 0 0 0 0 .05 .9 .05 0
0 0 0 0 0 0 0 .05 .9 .05
0 0 0 0 0 0 0 0 .1 .9

The true gaze corresponding to a certain fixation point observation fix(t) can be
anywhere on the page depending on level of the gaze measurement noise, as discussed
in Section 4.3. After the application of the Kalman Filter, however, the points ŷfix will
produce observations o(t) that better representative of the true state (the true line
being read). In general. when the noise level is very low, the observation probability
matrix B approaches an identity matrix, i.e., it is (almost) very likely that o(t)
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corresponds to the true line number s(t) = o(t). On the other hand, when the noise
level is very high, the observation probability matrix B takes a Toeplitz form. Fig.
4.10 demonstrates this further: with each line j having the ability to generate o(t)
with some probability Pj, intuitively, one can say that the greatest probability occurs
at Pj when o(t) = j, ie:
Pj > Pj+1 > Pj+2 > ... > PNl ... when o(t) = j (4.56)
and,
Pj > Pj−1 > Pj−2 > ... > P1 ... when o(t) = j (4.57)
Below, we illustrate an initial guess for B0 that is a simplified version derived from
the above discussion where we assume P1 = P2 = ... = Pj−1 = Pj = Pj+1 = PNl
B0 =

.91 .01 .01 .01 .01 .01 .01 .01 .01 .01
.01 .91 .01 .01 .01 .01 .01 .01 .01 .01
.01 .01 .91 .01 .01 .01 .01 .01 .01 .01
.01 .01 .01 .91 .01 .01 .01 .01 .01 .01
.01 .01 .01 .01 .91 .01 .01 .01 .01 .01
.01 .01 .01 .01 .01 .91 .01 .01 .01 .01
.01 .01 .01 .01 .01 .01 .91 .01 .01 .01
.01 .01 .01 .01 .01 .01 .01 .91 .01 .01
.01 .01 .01 .01 .01 .01 .01 .01 .91 .01
.01 .01 .01 .01 .01 .01 .01 .01 .01 .91

where it is assumed that each the off diagonal elements are the same. It must be
noted that this is a special case of the Toeplitz matrix.
53
4.4.5.2 State Estimation
Once training is complete and the parameters π,A,B are obtained, a sequence of
observations
o = [o(1), o(2), . . . , o(t)] (4.58)
can be used to estimate the lines on which the reader’s eye-gaze was fixated corre-
sponding to each observation o(t). Since a batch of T observations is considered, this
proposed approach falls under the batch estimation category
ŝ = decode(π̂, Â, B̂) (4.59)
where the ‘decode’ routine is carried out based on the Viterbi algorithm [39].
Remark 1 (Computational complexity) The complexity of the Viterbi algorithm
is O(N2T ) where N is the number of states and T is the length of the sequence.
Assuming that the approximate reading speed is 2 seconds/line and that the sampling
rate of the eye-tracking device is 60 Hz, waiting for 1200 samples, i.e. T = 1200, will
have gaze-data spanning approximately 10 lines. The complexity of decoding will be
in the order of 12k flops.
4.5 Application of the Proposed Approach to Gaze-
point Data
4.5.1 Data Collection Procedure
Eye gaze data were collected from a single test subject (a male in his twenties), using
a Gazepoint GP3 [10] desktop device. A simple data collection program was written
in Python, such that communication to and from the Gazepoint device was enabled.
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The program first initiated a calibration step, which is required by the Gazepoint
device before tracking is possible. Upon completion of the calibration step, the test
subject was required to press the space key which would simultaneously cue the device
to begin logging the x and y eye-gaze fixation coordinates, at 60 Hz, and reveal a
single line of text — Line 1 — against a solid background, near the top of the display
(in this case, a 1920×1080 computer monitor) for which the device was calibrated.
Fig. 4.11 contains a visualization of the display, with each line of text shown, however
only a single line of text at a time was displayed during data collection in order to
accurately record the ground truth. While the topmost line of text — Line 1 — was
displayed, each gaze point corresponding to this line was labeled with a “1” to allow
for comparison between ground truths and predictions.
Upon completion of Line 1, the space key was pressed which would cause Line 1 to
disappear from view and prompt Line 2 to be displayed on screen at the corresponding
location of Line 2, as well as increment the ground truth label to match the current
line displayed on screen. In such a manner, eye gaze fixation points were collected for
25 lines of text, which would represent one page worth of data. Text was fed to the
program by a file containing a passage taken from a publicly available copy of Moby
Dick by Herman Melville [40], from which 25 full pages worth of data (having 25 full
lines of text each) were collected.
4.5.2 Surveillance Region Detection
In this sub-section, we discuss an approach of estimating the surveillance region based
on collected eye-gaze fixation points only, without knowing explicitly where on the
screen the surveillance area is located. It was previously discussed in Section 4.4.3
that, given a known dimension Ly, the location of each line on the page yj could be
determined. Let us refer back to Fig. 4.5(b). Imagine a scenario such as this, where
data are collected not only within the parameters of the surveillance area but are also
scattered across the region of the computer monitor. Indeed it was observed that
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eye-gaze fixation points were collected not only outside of the surveillance region but
outside of the region for which the eye tracker was calibrated — if an individual’s
gaze falls anywhere within the detectable field of the tracker, it will register as a data
point. As such, it is necessary to discard outliers and establish the true region of
interest. Recall that the current model detects only vertical progression, as such Ly
only is required for our purposes.
The assumption was made that, during reading, the vast majority of fixation
points will fall in the area of the text which is being read. With this intuition, a
cleaning step was performed for each collected page of real data. This cleaning step
involved first discarding all points which fell outside of 1.9 standard deviations from
the average of all points, followed by averaging a batch of maximum and minimum
gaze points in order to establish the upper and lower bounds of Ly. Once an estimate
for Ly was obtained, discretization could be performed as usual to estimate the loca-
tion of each line of text, yj. A demonstration of the effect of cleaning is illustrated in
Fig. 4.13.
4.5.3 Hidden Markov Model Training
Direct training of the proposed hidden Markov model using raw real-world data
proved to be impractical and yielded poor results due to the presence of correlated
noise (which can be seen upon close investigation of Fig. 4.4. Eye-gaze fixation points
which were first smoothed by the KF, conversely, are too free of noise and lend to
the training of a model which is not robust. For this reason, an alternative approach
to training was taken. First, parameters were initialized per Section 4.4.5. Next, sets
of simulated data were produced at varying noise levels, with Gaussian white noise,
which each containing fixation points along a number of lines equal to that of the
real-world data. Each set was used to train its own hidden Markov model.
Since the simulated data generated with each noise level does not resemble real-
world data, modifications to the parameters of the model were necessary. Models
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trained using simulated data each yielded state transition probability matrices con-
taining zero-transition probabilities for some states. In practice, this meant that a
single stray data point could break the LDS. To account for such stray data points,
a small portion of the learned probabilities in each row of the state transition ma-
trix was subtracted and distributed among each zero-transition probability in that
row, while ensuring that a stochastic matrix was maintained. With HMMs trained
and adapted to handle real-world data, each was then tested for performance with
the LDS and the most accurate model was chosen as the LDS’s permanent, built-in
HMM.
4.5.4 Line Estimations Using The Proposed Approach
Line predictions were obtained by using pocedures consistent to those outlined in
Section 4.4, and the accuracy of the LDS was quantified. We collected 25 pages worth
of real-world data for testing, at 25 lines per page. The data collection procedure was
designed such that the ground truth states, s(t) — which were of course stripped from
the data prior to testing — which indicated the specific line number that a data point
had been generated from were accesible. Thus, it was possible to quantify the error
associated with a predicted state sequence for a given page through the comparison
of estimated parameters to ground truth parameters. The ground-truth line numbers
and predicted line numbers at each time instant for a given page will be denoted as
sp(t) and ŝp(t), respectively, for p = 1 : 25. Also, let Np denote the number of data
points collected from a single page, p. Then, the number of incorrect predicted line
numbers in the state sequence for a certain page can be computed as,
ep =
[∑t=Np











To establish points of comparison, the authors wished to investigate the errors
associated with three different scenarios, which were as follows:
1. Discretize Function Output Only. In this trial, errors were computed using only
the observation points o(t) and comparing these to the the ground-truth states
for each page, essentially running the LDS with the Kalman Filter smoothing
and Hidden Markov Model decoding step turned off. The purpose of this trial
was to quantify the error associated with the raw data alone.
2. Discretize Function + HMM. In this trial, errors were computed as was pre-
viously described, by comparing the estimated states to the ground truths.
However, the smoothing effect of the Kalman Filter prior to discretization was
omitted. The purpose of this trial was to establish a benchmark with which to
compare the benefits of the Kalman Filter.
3. Kalman Filter + Discretize Function + HMM. In this trial, the full LDS was
utilized and errors were again computed as was previously described, by com-
paring the estimated states to the ground truths.
The average detection errors associated with each of the above trials is given in
Table 4.1. Similarly, Fig. 4.12 illustrates the line detection errors assiciated with each
trial, on a per-page basis.
4.6 Conclusions and Discussions
In this chapter, we proposed an approach to track the line upon which a reader’s
eye-gaze is fixated while reading at each time instant - every few milliseconds. The
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Table 4.1: Average Errors
Prediction Method Average Error
Discretize Only 39%
Discretize + HMM 16%
Full LDS 11.9%
proposed approach utilizes a commercial eye-tracker, the Gazepoint GP3, to measure
eye-gaze fixations which are then fed through our Line Detection System (LDS), which
applies a Kalman Filter to smooth the data, then translates measurement points to
discrete observations. The resultant observation sequence is then decoded using a
properly designed Hidden Markov Model to eliminate errors within the observation
sequence.
The LDS approach was designed with the intent to provide a basis for contin-
ued development, with the end goal being accurate reading detection using readily
available hardware, without the need for physical constraints that restrict natural
behaviour - such as preventing head movements and maintaining the head at a fixed
distance from the screen while reading. Given the results, the authors consider the
LDS to be a quite well designed system, however a few improvements can certainly
be made and will be included in future work. We will discuss these improvements
after a look at the results.
It can clearly be seen that the raw data, after discretization, is riddled with errors -
an average error of 39% in line detection was associated with this trial. The LDS, with
the smoothing filter turned off, utilizing only the discretization and HMM capabilities
of the algorithm, yielded a drastive improvement than was seen from the raw data
alone - with an average error of 16% in line detection accuracy. Referring to Fig.
4.12, in each test case this trial offered improved accuracy compared to raw data.
Considering the fully functional LDS, with smoothing, discretization, and HMM
decoding, results were somewhat mixed. For the test Pages 3, 7, 8, and 20, the
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Kalman Filter worsened results. The reason for this is explainable. Referring to
Fig. 4.14, which showcases the observation boundaries drawn during discretization
for Page 8 - the worst case - we can see that the region in which Line 2 should lie is
empty, and the estimated eye-gaze fixation points corresponding to Line 2 are present
in Line 3’s region instead. This has caused a shift in the observation sequence which
not even the HMM can fix. A similar effect was witnessed for Pages 3, 7, and 20.
Nonetheless, the average error of the full LDS is 11.9% - the fully functional LDS
yields the most accurate results in most cases. Indeed, if Page 8 is considered an
outlier due to its extremely low accuracy (with a z-score of 3.55 among the accuracies
obtained for the 25 pages of data), the average error in line detection drops to 9.7%,
meaning that the LDS is above 90% accurate in its current state.
Some considerations for future work and potential improvements which can be
made are discussed below.
Remark 2 (Kalman Filter) Pages 3, 7, 8, and 20 all experience a drop in accuracy
due to the fact that the line boundaries which facilitate discretization are skewed. This
skew is due to the position of the smoothed points belonging to Line 1. It seems as
though convergence for Line 1 is slow, while all other lines follow a predictable pattern
with relatively even spacing between each line. An improved Kalman Filter which
offers fast convergence and places Line 1 in a position more conducive to accurate
discretization will yield an improvement of line detection accuracy for the instances
of Pages 3, 7, 8, and 20. Furthermore, the Kalman filter currently used in the LDS is
unsuitable for filtering zx(k) measurements. Future improvements should offer noise-
reduction for x-coordinates as well.
Remark 3 (Discretization) Similarly, in light of the results yielded by Pages 3,
7, 8, and 20, an improved discretization procedure which does not distribute line
boundaries and regions evenly throughout the height of the surveillance region, but
rather splits according to the distributions created by the smoothed data points may be
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beneficial.
Remark 4 (Discrete HMM Model) The Hidden Markov Model designed for the
LDS is a discrete HMM. It must be noted that an advanced HMM, one which takes
sampling time into consideration of the model, will result in improved line detection
accuracy than that which was presented in this chapter.
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(a) Surveillance region (area of the text in focus)
xL
yL
(b) Position of the surveillance region on computer
monitor
Figure 4.5: Surveillance region. An imaginary sample paragraph containing ten
lines of text, with dimensions Lx×Ly, where the y-coordinate of each line is indicated
as y1, . . . , y10.
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Figure 4.6: Line Detection System process. A graphical representation of the
individual processes, and flow, of the LDS. Process 1 must be performed prior to
Process 2 in order to fit model parameters to incoming data.
Figure 4.7: Kalman filter recursion. Given an initial estimate, the Kalman Filter
may then obtain subsequent parameter estimates recursively.
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Figure 4.8: Raw eye-gaze fixation points overlayed with Kalman filter out-
put. The raw eye-gaze fixation points, in red, are far more difficult to interpret than
their filtered counterparts, in blue.
Figure 4.9: Discretization of continuous eye-gaze fixation point observations.
The discretization boundaries are marked using solid lines.
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Figure 4.10: Observation matrix. Given an observation o(t), the observation prob-
ability matrix shows the probability of each possible state {1, . . . , Nl} (i.e., line num-
ber) to be the true state.
Figure 4.11: Eye-tracking data collection. A screenshot of the test program,
displaying the full 25 lines of text. A human subject will read the lines from top-to
bottom while the the eye-tracker collects the gaze fixations of the subject at approx-
imately 60 samples/second. A single line of text at a time is displayed during data
collection in order to accurately record the ground truth.
65
Page Number

















KF + Discretize + HMM (Full LDS)
Figure 4.12: Performance improvement achieved through the proposed
method. Note that in each case, a significant performance improvement is wit-
nessed with the inclusion of the LDS, and detection errors of less than ten percent
are achievable.
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(a) The area of interest, shown with stray gaze points which
would skew the results of the discretizer
(b) The surveillance area after the removal of outliers. Rela-
tively accurate discretization is now possible.
Figure 4.13: Surveillance region detection. After the discarding of outliers, a
batch of both maximum and minumum points may be collected in order to establish
the range of Ly, after which discretization can be performed.
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Figure 4.14: Observation boundaries obtained through discretization. Note
that for this sample of data, while each observation region for each line is evenly
distributed between the top and bottom limits of the page, the lines produced by the
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Chapter 5




“The eyes are a window to the soul” - a commonly spoken expression and one whose
relevance increases exponentially as technology advances. Following the pioneering
research of Louis Javal’s, psychologist Edmund Huey began to explore the relationship
between the ocular behaviour and cognitive processes of test subjects during the
act of reading, using the primitive and invasive technology of the early 1900’s [1].
Huey’s work marked what has come to be known as the first era of eye movement
research in the context of cognitive process investigation and behavioural inference.
We have since progressed through the second era to the third, as documented by
Keith Rayner in 1998 [2] in a lengthy collection of works and studies relevant to the
field of eye movement tracking during reading and other information processing acts.
It was suggested by Rayner that the third era, with its focus on applied, experimental
psychology, had been characterized by advances in technology and a rapidly growing
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interest in the field. At present day, over twenty years later, it may be that we
have advanced from the third era to the fourth due to similar reasons. Affordable
and advanced eye-tracking technology such as the Tobii [3] and Gazepoint [4] replace
their invasive and expensive counterparts of old. Additionally, interest in the potential
to decode raw eye-gaze data, and other eye-tracking measures [5], in order to infer
the otherwise hidden cognitive state of the beholder has never been higher – as said
advances in technology have provided the means to perform complex experiments
with unprecedented accuracy, similar to the manner by which the processing power
of modern-day computers has ushered in the age of Big Data [6] by improving the
capabilities of Machine Learning as a whole [7].
The study of eye-gaze fixation patterns during various focus-intensive activities
has been prevalent for over a century [8–10]. However, algorithms and systems which
grant the capability to accurately track and extract valuable data from clusters of
fixation points remain a rarity. Even speaking in terms of state-of-the-art hardware,
inherent inaccuracies introduced as a result of classification errors by the gaze tracker’s
computer algorithms [11, 12] make it difficult to identify the precise focal point of
visual attention [13]. In fact, even if we choose to consider the hypothetical case of one-
hundred percent accurate hardware, it is an intrinsic characteristic of the human eye
that it rarely stays focused on one point regardless of where the mind is concentrated
[14,15]. The demand for such algorithms and systems, which are capable of inferring
a user’s particular focal points or areas of interest amongst noisy data, exists in both
academia and industry, and they have a number of applications.
One such domain where the demand for accurate eye-gaze tracking techniques have
emerged is in the research and development of more effective content recommender
systems used by online marketplaces such as Amazon [16], and entertainment plat-
forms such as Netflix [17]. Indeed, the placement and delivery of content itself may be
optimized with the use of reliable focal point information collected from users [18–20]
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by examining content which is confirmed by eye-gaze data to have been seen and con-
sidered by a user and not acted upon (ie: not clicked), in addition to content which
has been acted upon [21]. Advances in computer vision have attempted to artificially
mimic and predict the behaviour of human users [22,23], however a human candidate
remains a requirement in order to validate their accuracies, and to serve as a bench-
mark for computer models. As a further constraint, this human produced eye-gaze
data must be collected under strictly controlled laboratory conditions [23] which may
hinder progression. The idea of using immediate feedback from humans directly as
they interact with media has also been proposed [24], rather than the mimicking of
human behaviour through means of computer vision models.
A particularly interesting subset of content recommender systems are those which
suggest educational content, which are relevant to e-learning platforms, otherwise
known as Massive Open Online Courses (or MOOCs), such as Coursera [25]. It
is imperative, for such platforms to succeed, to generate personalized recommenda-
tions based on individual user interest and background knowledge [26, 27]. In addi-
tion to estimating interest based on engagement (ie: negative ratings [28]), content
presented by MOOC recommendation algorithms also incorporate more intimate,
learner-specific factors and seek to investigate exactly how an individual prefers to
educate themselves [29–31]. On a related note, research has attempted to quantify
a reader’s interest in various passages of text [32, 33] in order to determine exactly
what criteria must be included to appeal to that individual - particularly, the presence
of information which was important to the reader, connections made by the reader
between the text and their own personal experiences, and adequate background in-
formation.
The contributions of this chapter can be summarized as follows:
• We present a novel approach based on the least squares (LS) estimation method
to track the horizontal eye-gaze position and its rate of change (velocity) while
reading.
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• We demonstrate the applicability of the proposed gaze tracking system using
computer simulated data as well as real-world eye-gaze data that was collected
during reading, where simulated data contains ground truths labels (the true
x-coordinate for each eye-gaze fixation point).
The remainder of this chapter is organized as follows: Section 5.2 introduces the
problem addressed this chapter and the proposed solution to this problem is described
in Section 5.3. The proposed approach is verified through computer simulations in


























































Figure 5.15: Real eye-gaze fixation points, colour-coded per line. Real eye-
gaze fixation points collected during the reading of three seperate 25-line passages of
text are shown, in order to showcase the presence of “unwanted backtracks”, both
subtle and extreme, present in the data.
The main goal of our past and current work is to develop a system which grants
the ability to detect and verify a reader’s progression through a block of text using
artificial means, even when input data is highly corrupted by noise. Firstly, let
us define the natural reading progression. If one is to consider a page in a novel,
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containing multiple lines of text of equal length and equal vertical spacing, then
natural reading progression, speaking in terms of non-Semitic languages, will begin
at the top-left of the page and track left to right. When one line of text is completed,
the reader will begin the same left-to-right progression on a new line immediately
below that which was previously read. Second, let us illustrate what is meant when
we describe input data as “highly corrupted by noise”. Fig. 5.15 demonstrates a few
pages worth of real-world data, collected during reading of a 25-line passage of text.
Each individual line has been colour-coded for convenience. One can observe that
data-points belonging to individual lines exhibit erratic behaviour, often overlapping
rather than appearing distinctly seperable. Indeed, as was previously mentioned,
noise is introduced to eye-gaze data from three main sources, which are as follows:
• The measurement noise introduced as a result of classification errors made by
the gaze tracker’s computer algorithms [11,12].
• The MIDAS1 touch problem in eye-gaze tracking. It is an intrinsic characteristic
of the human eye that it rarely stays focused in one point regardless of where
the mind is concentrated [14,15].
• The process noise associated with natural reading, such as head movements,
distractions, line-skipping, or a change of position which causes the eye-tracker
to lose calibration.
In this chapter, we attempt to improve upon previous work in which the objective
was to predict, using eye-gaze fixation points, the true line of text being read at any
given instant from some text passage of interest despite the presence of noise. This
approach, named the “Line Detection System” (LDS), utilized only the y-coordinate
component of an individual’s eye-gaze fixation point, which described the location
between the top and bottom of the page that an individual’s gaze was recorded at
1In reference to the Greek mythological King who got his wish - to turn everything that he
touched into gold - granted.
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that instant. The next step is to incorporate the x-coordinates into the prediction
along with the predicted line, in order to track reading progression within each line -
for which the authors have designed the proposed Horizontal Saccade Tracking System
(HSTS).
Referring again to Fig. 5.15, one can observe that erratic behaviour is not only
present in the form of individual lines overlapping one another, but also in the form
of what we will refer to as false saccades. False saccades are defined as quick saccades
in any direction that are not a result of natural reading progression, and should be
discarded. Due to the nature of the data collection process, no deviation from natural
reading progression should be observed, and yet through examination of Fig. 5.15
one can see that both subtle and extreme false saccades exist. These false saccades
may be the result of noise introduced by the points mentioned above, and are not
true representations of the reader’s progression through a line of text.
Similarly, what may appear to be a false saccade may indeed be the result of a
reader skipping ahead through a passage of text, or returning to a previously read
portion. This means that if the reader makes a quick saccade from one point in the
text to another and begins reading anew from that point, then this should be reflected
in the x-coordinate prediction rather than ignored. The objective of this chapter’s
research is to develop an approach to accurately track the progression of eye-gaze
fixations while reading. We propose a least squares filtering technique which will
protect against false saccades in order to infer a smooth, more accurate and natural-
looking reading progression when coupled with the previously developed LDS than
can be predicted using the raw data alone.
List of Notations
zx . . . . . The vector containing each measured x-coordinate, where zx(k) represents
a single eye-gaze fixation point in zx, k = 1 : K, where K is the total number
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of eye-gaze measurements per page
zy . . . . . The vector containing each measured y-coordinate, where zy(k) represents
a single eye-gaze fixation point in zy, k = 1 : K
x . . . . . . The vector containing each ground-truth x-coordinate, where x(k) repre-
sents a single eye-gaze fixation point in x, k = 1 : K
y . . . . . . The vector containing each true y-coordinate, where y(k) represents a single
eye-gaze fixation point in y, k = 1 : K
L(k) . . The true line being read at the time instant k, based on the y-coordinate of
the eye-gaze fixation at k
L̂ . . . . . The vector containing all line estimates for each eye-gaze fixation point,
where L̂(k) represents the estimated line at k
N . . . . . Number of lines in a particular text of interest
zx,n . . . The vector containing all x-coordinates zx(k) belonging to the estimated
line n, which satisfy the condition L̂(k) = n, where n ∈ 1, ..., N
xn . . . . . The vector containing each ground-true x-coordinate belonging to a specific
line
x̂n . . . . . The estimate of xn
ln . . . . . The length of the each vector zx,n, xn, and x̂n, for n = 1 : N
zx,n(i) . The measured x-coordinate of the eye-gaze fixation belonging to line n,
where i = 1 : ln
x̂n(i) . . The estimated true x-coordinate of the eye-gaze fixation belonging to a line
n, where i = 1 : ln
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x̂ . . . . . . The vector containing all estimated x-coordinates x̂(k), the result of each
x̂n vector re-assembled according to the original position in the zx vector
∆T . . . The sampling rate at which measurements are obtained, ∆T = 64 hz
σ . . . . . . The standard deviation of the Gaussian noise distribution
vn(i) . . The measurement noise value at i in batch n, a single random sample drawn
from the distribution N (0, σ2)
xn(i) . . The state vector describing the position, velocity, and acceleration of the







F(i) . . . The state model which describes the system, given as follows:
F(i) =






Hn . . . . The rows of the state model corresponding to the parameter of interest. In
this case we are interested in estimating position only, so,
Hn =













Hn(i) . It is often necessary to discuss Hn in terms of its individual rows only rather
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than as a whole, thus let
Hn(i) =
[









Figure 5.16: Line detection system (LDS). A block diagram describing the func-
tion of the previously developed LDS.
Pre-processing of the data was performed in accordance with the procedure demon-
strated in the Chapter 4. In summary, measured eye-gaze fixation points were fed to
a system whose main decision-making process was driven by a Hidden Markov Model
(HMM). The input to the system were raw eye gaze fixation coordinates, and the out-
put of the system were the original, unmodified eye-gaze fixation points along with
the predicted line of text that the user was reading from at the time corresponding
to each fixation point. A graphical representation of the system is given in Fig. 5.16.
For a given area of interest, containing a passage of text having N lines, a full
data-set is able to be separated into batches according to the estimated line L̂(k)
assigned to each eye-gaze fixation point. This is necessary prior to performing the
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Figure 5.17: Batch separation. Separation of the total data set into batches ac-
cording to their estimated line.
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least squares batch estimation step (LS). In accordance to the previously defined
naming convention, and assuming that n ∈ 1, 2, 3, ..., N , it is possible to develop the










which contain all zx(k) points belonging to each estimated line. Each batch of mea-
sured x-coordinates is now ready to be processed using the LS method in order to
obtain its corresponding estimated true x-coordinates. Fig. 5.17 provides a visualiza-
tion of how each batch is created from the total set of data. From this point forward
we will speak in terms of some arbitrary line n.
5.3.2 Least Squares Batch Estimation
We enter this estimation step with a batch of x-coordinates, the measurements zx,n,
belonging to some arbitrary line. Each batch of x-coordinates is a subset of the eye-
gaze fixation coordinates collected during reading of the passage of text of interest,
and thus this process will be repeated for each line of text detected.
To re-iterate, the objective of this particular step is to filter out presumably un-
wanted noise, as was demonstrated in Fig. 5.15, in order to obtain a smooth, less
erratic progression in the x-direction which is more akin to natural reading. We can
imagine an individual’s progression through a line of text as if his or her gaze is an
object in motion, such as in Fig. 5.18, considering the horizontal component of the
eye-gaze fixation point only.
Now, zx,n(i) descibes the measured x-coordinate of the eye-gaze fixation point only,
where i represents the eye-gaze fixation point’s index within the batch n (in contrast
to k, which is used to index within the entire set of eye-gaze fixation points). It must
now be stressed that zx,n(i) is the measured value of the x-coordinate of the eye-gaze
fixation point. There is an element of noise introduced to each measurement by both
the instrumentation used to obtain the measurement as well as the natural movement
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of the human eye as was previously discussed, and external influences such as, in our
case, head movement or blinking (among others). Thus, the estimated value, x̂n(i), is
contained within the measured value along with some level of corruption due to noise,
which will be illustrated mathematically momentarily. To fully describe the behaviour
of any moving object we must also include its velocity, ẋn(i), and acceleration, ẍn(i),
components. Together, these three components define the state vector at k of the
object as a vector - xn(i) in our case. With this, it is possible to describe the state
of the object at the next time instant by multiplying the state by the model F(1) as
follows
xn(i+ 1) = F(1)xn(i) + wn(i) (5.67)
where wn(i) is the process noise associated with the individual’s reading habits. In
practice, an individual’s reading habits are likely unknown and highly variable de-
pending on external circumstances, and thus in this chapter’s work the process noise















It is assumed that the duration between the ith and (i + 1)th time interval is the
previously defined sampling rate, ∆T , a constant.
The measured value, zx,n(i) is equivalent to an noiseless true value plus some















= xn(i) + vn(i) (5.69)
where only the position component of xn(i) is extracted, since that is the parameter
of interest for this particular problem.









xn(1) = F(1)xn(0) (5.71)
xn(2) = F(2)xn(0) (5.72)
... (5.73)
xn(ln) = F(ln)xn(0) (5.74)
with (5.70) used to initialize the calculation and where i = 1 : ln, the length of the
batch. Correspondingly, considering (5.69) and the fact that the only parameter of
interest is position, the measurement equation can be simplified with the substitution
87
Figure 5.18: Eye-gaze fixation progression. While reading, an individual’s eye-
gaze is assumed to progress from left to right for each line of text read.
of F(i) with Hn(i) as follows:
zn(1) = Hn(1)xn(0) + vn(1)
zn(3) = Hn(3)xn(0) + vn(3)
...
zn(ln) = Hn(ln)xn(0) + vn(ln)
(5.75)
It is possible to vectorize (5.75) in the form,
zn = Hnxn(0) + vn (5.76)
where,



















vn = [vn(1) vn(2) vn(3) . . . vn(ln)]
′ (5.79)
The key takeaways from the discussion thus far are that the estimated true value
is contained within the measured value along with some amount of measurement noise
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corruption, and that using the initial state xn(0) it is possible to estimate all other









which, accounts for the measurement noise by way of the noise covariance matrix.
Rn. Finally, similarly to (5.76), the estimates for the batch corresponding with line
n can be obtained as such:
x̂n = Hnxn(0) (5.81)
Using each x̂n vector, we construct the vector containing each estimated x-coordinate
for the full page of data, x̂, containing each point x̂(k). In this vector, each estimate




Simulated data was produced at varying noise levels, σ, the standard deviation of
the distribution from which each data point was generated where σx = σy. For the
sake of convenience, σ is expressed in terms of line widths - the distance between
each line of text. For example, an instance where σ = 1 means that each x and
y coordinate will include some random amount of noise from a distribution whose
standard deviation is equal to the distance between each line. Likewise, an instance
where σ = 0.5 will generate noise whose standard deviation is equal to half the
distance between each line. By manually introducing noise, (x, y)-coordinates were
generated in a manner consistent with (5.69) (although adapted to accommodate both
the x and y coordinates), from which the ground truth x-coordinate, xn(i), could be
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(a) σ = 0.2 line-width
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(b) σ = 0.46 line-width
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(c) σ = 1 line-width
Figure 5.19: Simulated eye-gaze measurements for different measurement
noise levels. The (x, y)-coordinates of the eye-gaze point data while reading lines 1
to 5 are shown for different noise levels. The unit of the measurement noise standard
deviation is shown in “line-widths,” i.e., the distance between two adjacent lines.
easily extracted for comparison. Nine levels of σ were tested, which were as follows,
in order of increasing noise:
σ = {0.2, 0.22, 0.25, 0.26, 0.3, 0.37, 0.46, 0.63, 1} (5.82)
For each noise level, 20 “pages” of simulated data were created. Each individual
page of simulated data contained 25 lines, thus N = 25. In Fig. 5.19, colour coded
five-line samples of data generated at σ = 0.2, σ = 0.46, and σ = 1 are shown, while
Fig. 5.20 illustrates a full “page” worth of simulated data, generated at σ = 1.
5.4.2 Performance Evaluation Metric, Simulated Data
The process of obtaining estimated x-coordinates has been covered in previous sec-
tions. For each noise level, 20 full batches of simulated data were created, which were
each divided into smaller batches on a per-line basis using the line estimates from
the LDS. The performance of the line detection system (first parse) is discussed in
detailed in [34] (Chapter 4).
By utilizing the vectors x and x̂, the horizontal-saccade-tracking system is eval-
uated by comparing the ground truth x-coordinate with the estimated x-coordinate,
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Figure 5.20: Simulated data, full page. A full “page” of simulated data consist-
ing of 25 lines, where data-points belonging to each line have been colour-coded for
visibility.
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however only for the cases in which the estimated line is also correct. That is, for each
case where L̂(k) = L(k), the estimated x-coordinate x̂(k)was chosen for evaluation.
Say that there are m number of instances where L̂(k) = L(k), whose indices shall be
denoted by j = k1, k2, . . . , km then the LS estimated x-points for evaluation are given
by
[x̂(k1), x̂(k2), . . . , x̂(km)] (5.83)








where p denotes the “page number”, and the normalization term allows the RMSE
to be expressed as a percentage of the text-width boundaries chosen within which to
generate simulated data. Since 20 pages of simulated data were collected, the average






5.4.3 Results, Simulated Data
The NRMSE between the measured x-coordinate and the true x-coordinate, and the
error between the estimated x-coordinate and the true x-coordinate at varying levels
of σ were computed and comparitively plotted in Fig. 5.21. An improvement, albeit
slight, can be observed between the estimated x-coordinates using the LS method and
their simulated measured counterparts. However - recall that the desire to reduce
the presence of unwanted backtracks was also discussed previously. The measured
and estimated x-coordinates (for the first five lines only, to conserve space) were
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Figure 5.21: NRMSE plots. The NRMSE for each noise level at which simulated
data was generated is plotted, results are shown for both the measured x-coordinates
and the estimated x-coordintes.
plotted in Fig. 5.22, for σ = 0.46. While on a per-line basis the addition of the LS
estimator managed to reduce the presence of unwanted noise, this effect can only be
deemed meaningful if the line estimate is correct in the first place. It can be observed
that in some instances, the line-batch to be processed contains too many or too few
predictions, introducing an element of error into the x-estimations.
5.5 Application of the Proposed Approach to Gaze-
point Data
It was previously discussed in Section 5.2 that the objective of the proposed approach
in this chapter was to eliminate false saccades and unveilthe true reading pattern
hidden amidst noisy data. The result of our efforts is given in Fig. 5.23, which shows
the estimated lines and x-coordinates overlayed with the raw eye-gaze data, where
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Figure 5.22: Measured and estimated results comparison. The smoothing
effect of the HSTS is demonstrated by plotting the x-coordinates of the measured
data alongside the estimated x-coordinates. Only the first five lines of results are
given, to conserve space. This sample is taken from data produced at σ = 0.46.
94
the y-coordinate of each line on the page and the eye-gaze fixations belonging to a
particular line were determined by the LDS.
Due to the fact that no ground truth x-coordinates were available for the real-
world data, the following knowledge of the data-collection procedure was used in order
to visually examine the aforementioned figures for errors:
• each of the 25 lines should be read exactly once, in sequence, starting with the
first line at the top of the page
• each line is of roughly equivalent length, and each line is read in full from left
to right before advancing to the next
• no skipping forward or backward within a line was permitted, meaning there
should be no false saccades
In essence, the data-collection procedure was designed to mimic natural reading pro-
gression. Referring to Fig. 5.23, one can observe that the result of our proposed
approach of estimating all L̂ and x̂ manages to extract the true reading pattern hid-
den within the noisy data. Since Fig. 5.23 is unable to display the presence of any
false saccades within the estimated points, Fig. 5.24 has been included alongside the
raw data for comparison - using only the first 1500 eye-gaze fixations from each in or-
der to conserve space. Through examination, one can observe that the LS estimation
procedure is highly effective at eliminating false saccades.
While the LS estimation procedure yields positive results, however, its accuracy is
dependant on the predictions made by the LDS in the same manner as the simulated
data. One can clearly observe cases where the a given line contains too few or too
many data points are present for a given line.
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Figure 5.23: Estimated (x, y)-coordinates, overlayed on top of their corre-
sponding real-data sets. We demonstrate the effectiveness of the LDS and the
HSTS on three pages of real-data collected for 25-line pages. The line to which each
eye-gaze fixation point belongs is estimated by the LDS, along with its estimated
y-position on the page. The output of the Horizontal Saccade Tracking System is
then used to estimate the x-coordinates of each point.
x-coordinates




















































































Figure 5.24: Measured x-coordinates and estimated x-coordinates. The first
1500 data points, to conserve space, for both the measured x-coordinates from the
real data and their corresponding estimated x-coordinates are plotted side-by-side in
order to visually compare the level of noise in each.
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5.6 Conclusions and Discussions
In this chapter, we presented an approach to track the progression of horizontal
reading based on eye-gaze measurements. The proposed approach uses a previously
developed approach by the authors to detect the line number of each data point;
then, an approach based on the least squares method is proposed to estimate the
progression of the eye-gaze along horizontal lines.
While results on both simulated and real data show promise in terms of eliminating
false saccades using the HSTS, the formulation of each batch to be processed — that
is, the batch containing all eye-gaze fixation points estimated to belong to a certain
line by the line detection system (LDS) [34] (Chapter 4) — limits the accuracy of this
proposed system. By incorrectly estimating the line to which any eye-gaze fixation
point belongs, an x-coordinate that should not be considered in that line’s batch
is computed by the Horizontal Saccade Tracking System, this was found to be the
important cause towards the estimation error that was objectively computed using
the simulated data.
Our immediate future direction of this research will focus on the following two
aspects: (i) Improvements to the LDS algorithm: Improved LDS algorithm will input
relevant points for the horizontal estimation/tracking. Further, the Line Detection
System in [34] (Chapter 4) assumes that the number of lines in a passage of interest
is known a-priori. More sophisticated statistical model and information theoretic
rules can be employed to improve the existing LDS. (ii) Improvements to Horizontal
Saccade Tracking System: The proposed least squares algorithm assumes a noiseless
process model – this was selected based on the initial inspection of the real data
and its tendency to ”drift into” wrong lines if adaptive filters, such as Kalman filter,
is employed. However, with the help of an accurate enough mode, Kalman filter
remains a possibility to yield much superior performance than the one reported in
this chapter.
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Additional challenges abound in this newly proposed research domain: Proposed
Horizontal Saccade Tracking System in this chapter did not consider the the pos-
sibility of repeated reading of the same line, nor did it attempt to incorporate the
process noise associated with the act of reading. Another avenue for future research
pertains to the processing of post-tracking data – how to associate the estimated
reading-progression data to latent features such as quality of experience and “visual
signature”? The answer lies in yet to be developed modeling, machine learning, and
information fusion solutions.
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Chapter 6
A Novel Slip-Kalman Filter to
Track the Progression of Reading
Through Eye-Gaze Measurements
6.1 Introduction
Eye-gaze tracking, in particular its applications in reading-pattern analysis, has been a
topic of interest for over a century. Pioneers such as Louis Javal [1] and Edmund Huey
[2] paved the field’s foundation by searching for connections between an individual’s
reading patterns and their emotions, fatigue level, or mental condition. Indeed, the
analysis of eye-gaze fixation patterns has since been used to detect disorders such as
depression, anxiety [3, 4], and autism [5, 6]. The study of reading itself however has
continued to prove quite difficult in practice due to the complex nature of such a simple
action [7,8]. Recent works have addressed the issue of translating an individual’s eye-
gaze fixation points to an accurate interpretation of their reading patterns and habits
with modern solutions [9–11], yielding results far more quickly and with unprecidented
accuracy than ever before. There is one caveat however, while these modern solutions
yield excellent results, they are still reliant on expensive hardware and regulated
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environments which restrict lighting, head movement, and distance from the text
being read much like their primitive counterparts.
The objective of this chapter is to contribute to the research and development
of methods which are not only capable of extracting useful, accurate information
from messy, noise-corrupt eye-gaze fixation points collected during reading, but are
also robust enough to do so in a minimally restrictive, more natural environment and
without the need for expensive hardware. Specifically we seek to develop an approach
to draw conclusions, which include but are not limited to, lines which have read or not-
read, lines which were read multiple times, and how much time was spent on reading
each line. The intent is to make accurate reading-pattern tracking more accessible
using inexpensive, non-invasive hardware without requiring the subject limit their
movements in such a way that hinders natural behaviour. In this regard, the work
presented in this chapter builds on two recent works by the authors [12,13] (Chapters
4 and 5). In [12] (Chapter 4) an approach developed by the authors, creatively given
the name “Line Detection System (LDS)” was developed to detect the line being read
at any given instant during reading; in [13] (Chapter 5) a least squares estimator is
developed to compliment the LDS in tracking the progression of reading along each
line.
The LDS approach in [12] relies on discrete hidden Markov models (HMM) to
identify lines. Discretization is accomplished by assigning data whose y-coordinates
were filtered to reduce noise an “observed line number” based on where each eye-gaze
fixation point was measured relative to the grid boundaries. As expected, it was
found that the HMM based LDS takes transition time when the reader’s eye-gaze
progresses from one line to the next. This coupled with the fact that the system
is prone to mis-classifying large sequences of eye-gaze fixation points as incorrect
observed line numbers results in line detection errors. While the LDS in its current
state is able to detect, with typically above 90% accuracy, a reader’s line-by-line
progression, its accuracy is slightly volatile due to the presence of line detection errors
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in some instances. The system is also incapable of real-time smoothing of eye-gaze
fixation points, nor is it functional in a situation where the number of lines is not
prior knowledge. Finally, adequate noise-reduction, especially with that associated
with the collected x-coodinates, presents an interesting challenge - discussed in [13]
and [12] (Chapters 4 and 5) - which has not yet been attended to sufficiently in
previous works.
In this chapter, we propose an alternative designed to address the flaws identified
with previous approaches. Rather than using a HMM as a classifier to estimate line
progression - as with the LDS - we propose the use of a modified Kalman filter to
detect when the reader’s eye-gaze continues from one line to another. Particularly, we
report the filtered horizontal velocity of the Kalman filter as a superior indicator of
new lines. The proposed Kalman filter is termed slip Kalman filter (Slip-KF) based
on its ability to reset when progression from the end of one line to the beginning of
another is detected. Furthermore, the Slip-KF offers vastly improved estimation of
x-coodinates when compared to the previos least squares method.
The remainder of this chapter is organized as follows: in Section 6.2 a review
is given on the standard Kalman Filter, and its inability to perform properly when
applied to reading-pattern detection is highlithed. In Section 6.3, we present an
improved version of the standard Kalman filter which is capable of maintaining its
accuracy in an environment where erratic movement is common, such as during read-
ing. The paper is concluded in Section 6.5.
6.2 Problem Definition
The authors intend to utilize the power of the Kalman filter to smooth and interpret
noisy eye-gaze fixation point data collected while reading. Eye-gaze data collected
during reading tends to be difficult to interpret, due to the presence of noise intro-
duced as the result of innacuracies in detection hardware, intrinsic characteristics
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of eye-gaze which dictates that eye movement itself is inherently erratic, and head
movement of the individual being tracked. During reading, specifically, the eye does
not scan text being read at an equal rate. Progression from the beginning of one line
to its end occurs as a sequence of quick and uneven saccades, while the progression
from one line to a new line altogether manifests as a quick saccade coupled with a
drastic change in position - resulting in a rapid change in velocity and acceleration.
We will begin with a brief review of the standard Kalman filter prior to discussing
the proposed modifications.
Let us model the progression of eye-gaze during a reading activity as the following
4× 1 state vector
x(k) = [x(k) ẋ(k) y(k) ẏ(k)]T (6.86)
where x(k) is the gaze-displacement in the x-direction, y(k) is the gaze-displacement
in the y-direction, ẋ(k) is the rate of gaze-displacement (velocity) in the x-direction,
and ẏ(k) is the rate of gaze-displacement (velocity) in the y-direction.
The state vector above is modeled to undergo the following process model
x(k + 1) = Fx(k) + Γv(k) (6.87)
where the elements of the 4 × 1 vector v(k) are assumed to be zero-mean Gaussian
noise with unity standard deviation,
F =

1 ∆T 0 0
0 1 0 0
0 0 1 ∆T
















where ∆T is the sampling time that is assumed to be a constant. The values of qx and
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qy need to be selected based on realistic insight about the application. For example,
in the case of reading, we will have qx > qy. The process noise covariance, Q, can be






























where Q is the covariance of the process noise.
Remark 5 An approach to select qx and qy is as follows [14]. Let us assume that
a text of 25 equally spaced lines on a screen measuring 8.5 inches sideways and 11
inches from top to bottom. Assuming that a person requires, on average, 10 seconds
to finish reading one line, the average horizontal velocity of eye-gaze on a per-line




× 8.5 = 0.85 inches/sec (6.91)
Now, allowing 1% change (noise) in velocity, a reasonable value to assign to qx is
obtained as follows
√




qx = (0.0085/∆T )
2 (6.92)
Considering that it takes 10 seconds to move from one line to another, the vetical














qx = (0.000044/∆T )
2 (6.94)
Note that the horizontal progression was measured per-line while the vertical progres-
sion was measured per-page. Note also that the unit of measurement and sampling
time may differ depending on the device used to obtain measurements. The previ-
ous example was meant to illustrate a general technique rather than act as a rigid
approach.
The eye-gaze (or more accurately eye-gaze fixation point) measurements are the
noisy observations of x(k) and y(k), denoted in vector form as
z(k) = [zx(k) zy(k)]
T (6.95)
Let us define the measurement model, z(k) that match the eye-fixation observations
to the state vector x(k) or reading as follows
z(k) = Hx(k) + w(k) (6.96)
where
H =
1 0 0 0
0 0 1 0
 , (6.97)
and the elements of the 2 × 1 vector w(k) are assumed to be zero-mean Gaussian
noise with standard deviation σx for the x-coordinate measurement and σy for the
y-coordinate measurement. For simplicity, we assume the measurement noise to be
uncoorelated in x, y directions. Consequently, the measurement noise covariance
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Given an initial estimate for x(0|0) and P(0|0) the Kalman filter [14] can be used
to recursively obtain the updated estimate of x̂(k+ 1|k+ 1) and the estimation error
covariance P(k + 1|k + 1) as each new measurement z(k) arrives, for k = 0 : K − 1.
Algorithm 7 summarizes one recursive step of the regular KF.
Algorithm 7 Regular Kalman Filter, Single Iteration
1: input: x(k|k), P(k|k), z(k + 1)
2: State prediction: x̂(k + 1|k) = Fx(k|k)
3: State prediction Cov: P(k + 1|k) = FP(k|k)FT + Q
4: Innovation Cov: S(k + 1) = R + HP(k + 1|k)HT
5: Measurement prediction: ẑ(k + 1|k) = Hx̂(k + 1|k)
6: Measurement Residual: ν(k + 1) = z(k + 1)− ẑ(k + 1|k)
7: State Est: x̂(k + 1|k + 1) = x̂(k + 1|k) + W(k + 1)v(k + 1)
8: State Est. Cov: P(k + 1|k + 1) = P(k + 1|k)−W(k + 1)S(k + 1)W(k + 1)T
9: return x̂(k + 1|k + 1), P(k + 1|k + 1)
Remark 6 (Filter initialization) Algorithm 7 needs initial values; i.e, x(0|0) and
P(0|0) needs to be computed. A simple way to obtain the initial estimate is the two-
point initialization method [14]. Given the first two measurements z(1) = [zx(1), zy(1)]
T
and z(2) = [zx(2), zy(2)]











and the filter covariance is initialized as
P(0|0) = γI4 (6.100)
where γ is an appropriately large coefficient and I4 is the 4× 4 identity matrix.
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Fig. 6.25 illustrates the performance of a regular Kalman filter, when used to
eliminate noise from eye-gaze data collected during a reading activity, from one sam-
ple page of data. The measurements z(k) are shown as red ‘*” and the estimated
coordinates are shown as a blue line. These measurements were obtained by tracking
an individual as they read 25 pages worth of text, each page having 25 lines per page.
More details on the experimental setup used to take this measurement can be found
in Section 6.4 as well as in [12].
x-coordinate


















Figure 6.25: Tracking eye-gaze while reading using normal Kalman filter.
The standard Kalman filter is unsuitable for use with eye-gaze data collected during
a reading activity, due to the presence of very pronounced over-estimation at each
line-change.
The standard Kalman filter is not designed to track motion which behaves as
erratically as one’s eye-gaze during reading. It can be noted that at the end of
each line, the drastic change in state results in over-estimation of the true position.
After a short amount of time, somewhere around mid-line, the filter re-establishes
a steady state and resumes accurate estimation, only to be disturbed anew at the
line’s completion. This behaviour, however, also presents an opportunity to develop
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a method of self-correction, which is the basis of the Slip-Kalman Filter.
6.3 Proposed Approach
The title for the proposed modification to the Kalman filter is inspired by the slip
gear [15] used commonly in modern robotic applications. When a load exceeds a
certain threshold, the slip gear is designed to slip back, effectively avoiding failure.
Similarly, the proposed Slip-KF is designed to re-initialize when a certain threshold
is exceeded. Particularly, the Slip-KF is designed to reset whenever a line change is
detected based on the eye-gaze measurements - due to the fact that the state-space
model defined by (6.87) and (6.96) does not account for the near-instantaneous change
in position, velocity, and acceleration triggered by the flick of one’s eyes from one side
of the page to the other. The question is, how can a line change be detected such
that the filter can be reset accordingly?
The Slip-KF is “tuned” to follow typical reading progression without the expecta-
tion of a line change. Whenever there is a line change, the sudden change in state is
analogous to the filter being “overloaded” in the slip-gear analogy. Such an overload
can be observed in two filter parameters.
• Normalized Innovation Squared (NIS). It can be noticed that the NIS [14] spikes
each time the filter is stressed – which is likely to happen whenever the eye-gaze
moves faster than that is expected by the filter, or whenever there is a vast
discrepancy between the estimated measurement and the true measurement.
Fig. 6.26(a) illustrates the values of NIS associated with a regular KF during
reading, from one sample page of data. It was observed that NIS spikes occur
quite frequently due to the noisy nature of the eye-gaze data, and thus this
metric proved unreliable in terms of line change detection.
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• Velocity along the line ẋ(k). Reading is characterized, majoritively, by left-to-
right eye travel1 as the reader scans each line of text. It is reasonable to treat the
velocity of such left-to-right eye-gaze-movement as fairly constant, even though
in reality reading occurs in quick saccades. However, when a reader reaches the
end of one line and adjusts their gaze from right to left to begin the next, a
spike in velocity in the opposite direction compared to the typical left-to-right
eye travel is observed. Fig. 6.26(b) illustrates this phenomenon, in which each
spike in velocity is clearly defined. Such a pronounced, consistent difference
allows us to establish a threshold for new line detection.
Remark 7 (Useful observations from the KF) Some additional interesting ob-
servations can be made form Figure 6.26(b): it can be noted that for this particular
sample page, the average velocity is approximately 1/3 of 0.2 ≈ 0.067; from this, it
can be concluded that the person took 1/0.067 ≈ 15 seconds to finish one line of text.
A summary of the proposed Slip-KF is given in Algorithm 8. The Slip-KF moni-
tors the estimated velocity at each instant, checking it against a pre-defined thresh-
old. If this threshold is exceeded, rather than produce an estimate for this instant
the Slip-KF re-initializes the state estimation covariance and state vector - essentially
restarting the filter after each new line without sacrificing a drastic loss in momentum
or convergence.
Algorithm 8 (Slip-Kalman Filter, Single Iteration)
1: input: x̂(k|k), P(k|k), z(k + 1)
2: if ˆ̇x(k) < −0.5 then:
3: re-initialize:
4: x̂(k + 1|k + 1) = [zx(k + 1), 0.2/3, zy(k + 1), ˆ̇y(k|k)]T
5: P(k + 1|k + 1) = P(0|0)
6: return x̂(k + 1|k + 1), P(k + 1|k + 1)
7: else:
8: Execute regular Kalman Filter (Algorithm 7)
1This is only true for language scripts that are written left-to-right, such as English. For language
scripts that are written right-to-left, such as Arabic, the direction of velocity will be reversed.
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Remark 8 (Filter re-initialization) The re-initialization step in Algorithm 8 is
performed as follows: the x, y states are re-initialized to measurements, i.e., x(k +
1|k + 1) = zx(k + 1) and y(k + 1|k + 1) = zy(k + 1); the x-velocity is re-initialized to
typical reading rate of ẋ(k + 1|k + 1) = 0.2/3 page-width/second and the x-velocity is
re-initialized to its prior estimate ẏ(k + 1|k + 1) = ẏ(k|k) .
6.4 Results
Eye gaze data were collected from a single test subject (a male in his twenties),
using a Gazepoint GP3 [16] desktop device. To begin logging data, the test subject
was required to press the space key which would simultaneously cue the device to
begin logging the x and y eye-gaze fixation coordinates, z(k), at 64 Hz, and reveal
a single line of text against a solid background, near the top of the display (in this
case, a 1920×1080 computer monitor) for which the device was calibrated. While
the topmost line of text - Line 1 - was displayed, each gaze point corresponding to
this line were labeled with a “1” to allow for comparison between ground truths and
predictions. Only a single line of text at a time was displayed, starting from line 1
at the top of the screen to line 25 at the bottom of the screen, during reading and
tracking. Each new line of text was shown by pressing space when the end of each
line of text had been reached, allowing ground truths to be recorded along with each
eye-gaze fixation point. For more details about the collected data, please refer to [12]
(Chapter 4).
Fig. 6.27 shows the result of the proposed Slip-KF while reading a sample page of
the above mentioned experimental data. This figure must be viewed in comparison to
Fig. 6.25 which used the regular kalman Filter defined in Section 6.2; The advantage
of the Slip-KF is immediately clear - over-estimation is avoided, and effective noise
reduction is achieve.
In terms of line detection, an average line detection accuracy of 97.83% was
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achieved. When compared with the LDS this is an improvement of 9.7%, using
an identical evaluation method as described in [12]. Fig. 6.28(a) shows the true line
number of each gaze measurement z(k) and the estimated line number against k for
a single sample page of real-world data, emphasizing the close alignment between the
estimated and true line. Fig. 6.28(b) shows the line detection accuracy per page, for
each of the 25 pages of data. The line detection accuracy of the proposed method is
consistently between 97% and 98%.
Furthermore, the proposed Slip-KF offers superior noise elimination in the x-
coordinates when compared with the least squares based approach in [13]. Fig. 6.29
has been included, which illustrates the x-coordinates for both the raw (red) and
estimated (blue) eye-gaze fixation points plotted side-by-side for comparison, from
three full sample pages of real data. Through examination, one can observe that the
Slip-KF estimation procedure is highly effective in terms of noise elimination.
6.5 Conclusions and Discussions
Let us re-iterate that an effective Slip-Kalman Filter, for the purposes of tracking
while reading, must meet the following criteria:
1. The Slip-Kalman Filter must provide adequate smoothing. For a standard
Kalman Filter, too much sensitivity results in the estimated data points mim-
icking the measured data points too closely, thus providing little effect in terms
of noise reduction. The appropriate amount of sensitivity, however, produces
the “slip” phenomena that was previously discussed.
2. In light of the previous point, the Slip-Kalman Filter must be effective in elimi-
nating the “slip” phenomena, allowing the filter to quickly catch up in the event
of drastic position and velocity changes.
3. Finally, specific to the work of the authors, the output of the Slip-Kalman
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Filter must be such that estimated (x, y)-coordinates are free of excess noise and
are easily interpretable, providing not only a visual picture of an individual’s
reading progression through a block of text but also an evaluation metric which
proves useful in many scenarios - the accurately estimated line being read by
an individual at any given time instant, otherwise referred to as “line-detection
accuracy”.
Points 1 and 2 of the above are visually confirmed to be satisfied by inspection of
Fig. 6.27 and 6.29. Moreover, the proposed Slip-KF approach demonstrated in this
chapter, using a commercialy available eye-tracking device to obtain eye-gaze fixation
point measurements, achieved a line detection accuracies between 97 and 98% on
a practical dataset where all lines were read once without skipping or repeating.
In terms accuracy as well as consistency, detection speed, and effective reduction
in noise associated with (x, y)-coordinates, the Slip-KF is the most effective of all
approaches proposed by the authors in recent works, having the added benefit of
real-time reading-pattern detection capabilities.
While the Slip-KF proves to be an effective method of translating raw, noisy eye-
gaze fixation points to interpretable data, it has thus far only been tested under the
assumption that the reader will not return to previously read text. In other words,
each line of text must be read once, and only once, and in sequence. Relaxing this
assumption will be the focus of our future work, as an individual’s natural reading
pattern may invalidate this assumption.
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(a) NIS of the regular KF
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(b) Velocity ẋ(k), in text-width/sec, of the regular KF
Figure 6.26: Possible indicators of a new line. Both NIS and the estimated
velocity were candidates for new line indicators. However, the velocity indicator
simply outperforms NIS as indicator of a new line while reading.
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Figure 6.27: Eye-gaze tracking while reading with the proposed Slip-KF.
Regular Kalman filter is able to follow the eye-fixation measurements along the line.
However, when there is a line return (i.e., when the reader moves from the end of one
line to the start of a new line) the filter is ‘thrown back’ and takes time to recover.
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(a) True vs. predicted line for one sample page
Page Number




























(b) Line detection accuracy for all pages
Figure 6.28: Line detection accuracy. The line detection accuracy of the proposed
method is between 97% and 98%.
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Figure 6.29: Comparison between measured and estimated x-coordinates.
Three full sample pages of real data are shown, plotting each measured and estimated
x-coordinate according to their index for comparison. Through examination, one can
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In summary, the author has presented in this thesis three developments pertaining
to the tracking of an individual’s progress during the act of reading, using low-cost,
commercially available eye-tracking hardware and without the presence of constraints
which hinder natural movement or behaviour. First, a proposed “Line Detection
System” (LDS) is discussed, whose function is to classify each eye-gaze fixation point
collected during reading in terms of the line of text being read at that instant, given
noisy data points. The LDS is, on average, 88.1% accurate, with accuracies ranging
from 34% to 99%. This is clearly a somewhat volatile system, which performs poorly
rare cases as an adverse effect of the smoothing of eye-gaze fixation points prior to
classification (discussed in Chapter 4). The smoothing of data points is not required,
however, and when omitted the LDS performs at a slightly lower average accuracy of
84%, with accuracies ranging from 72.1% to 93.7%.
The Line Detection System is only capable of classification on a line-by-line ba-
sis, and lacks the capability to measure progress laterally within each line of text.
In other words, the LDS serves to eliminate noise associated with the y-coordinate
of each eye-gaze fixation point, but not the x-coordinate. In an attempt to extend
the functionality of the LDS, the Horizontal Saccade Tracking System (HSTS) was
developed, which attempts to track reading progression within each line with the
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removal of noise using a least squares algorithm. This approach groups eye-gaze fixa-
tion points into batches according to their estimated lines being read, as determined
by the LDS, and operates on the x-coordinate of each eye-gaze fixation point in each
batch in order to yield a clear, noiseless interpretation of a reader’s progress within
each line. However, the accuracy of the least squares approach in the HSTS is limited
by the accuracy of the LDS, since each batch is parsed according to its output.
The final and most effective of the author’s works is a novel “Slip-Kalman filter”,
which boasts vast improvements compared to previous works in terms of both line
detection and estimated progression within each line. On average, the Slip-Kalman
filter yields a line detection accuracy of 97.8%, an improvement from the proposed
LDS of about 9.7%, with accuracies ranging from 97% to 98.2%. The Slip-Kalman
filter is also far more effective at eliminating noise associated with the x-coordinates
of each eye-gaze fixation point compared to the least squares approach, and does not
require the separation of data points into individual batches for processing. As an
additional benefit, the Slip-Kalman filter is capable of real-time estimation, whereas
the LDS is only functional offline.
Yet another important distinction to be made between the HMM-based LDS and
the Slip-Kalman filter in terms of line detection is that the LDS is a point-by-point
classifier, whereas the Slip-Kalman filter is a line-by-line classifier. With the LDS, each
eye-gaze fixation point is considered independently and assigned an estimated line
value on its own. The Slip-Kalman filter, alternatively, assigns line labels to batches
of data points, separated by instances of progression from one line of text to the next.
Further, there are fundamental differences between the discrete hidden Markov model
and the Kalman filter that must be noted. In either case, the goal is essentially to
estimate a hidden state based on some observed information. The discrete hidden
Markov model goes about this by assuming that the hidden state may be classified
as one of multiple pre-defined states belonging to the model, with each state having
some probability of outputting a certain observation. There is no need to estimate
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measurement noise or process noise inherent in the data. Conversely, the Kalman
filter presumes that the hidden state is shrouded by some level of measurement and
process noise which are assumed to be more-or-less Gaussian. In the case of the
eye-gaze data collected for the work done in this thesis (and likely for most data
collected during reading activities), a full page of data would fortunately resemble a
Gaussian mixture, with data points belonging to each line of text forming their own
distributions. The nature of the data allows for estimation using either the hidden
Markov model approach or the Kalman filter approach, however should the event
arise where the assumption of Gaussian noise is not applicable one should consider
the use of a hidden Markov model.
The culmination of the works presented in this thesis serves as a potential bench-
mark in a niche technological field that is presently under-developed. Highly accurate
eye-gaze tracking in general is indeed possible with the help of expensive equipment
under regulated conditions, and its applications are therefore limited. Application-
specific eye-tracking technology, such as that which is capable of measuring the pro-
gression of reading through text specifically, is virtually non-existent. The author
imagines a future in which expensive eye-tracking equipment and constraints which
hinder natural behaviour are no longer necessary to produce accurate results. With
this freedom, however, comes a loss of accuracy and predictability. Thus, application-
specific systems must be utilized in order to account for measurement noise introduced
as a result of the use of less sophisticated equipment, and process noise introduced
due to factors such as unexpected environmental or individual behaviour. With the
help of application-specific systems such as the works presented in this thesis, a more
widespread accessibility of eye-tracking technology will certainly prove to benefit the
general public, industry, and academia alike.
In terms of future work, the author suggests improvements to be made to the Slip-
Kalman filter, as it is easily scalable in its current state. Presently, the Slip-Kalman
filter assumes that at each line-change the reader is progressing from one line of text
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to the next consecutive line of text. This may not always be the case however - in fact,
a reader may decide to re-read a certain line or lines of text, or skip a passage entirely
and begin reading from elsewhere in the region of interest. The Slip-Kalman filter
must be further developed to maintain accurate line detection in either event. Future
researchers may also consider replacing the discrete hidden Markov model in the LDS
with a continuous hidden Markov model - or experimenting with new models entirely
such as the recurrent neural network (RNN) or long short-term memory (LSTM)
network, which provide more modern solutions for estimation with time-series data.
For such models, however, accuracy scales with the amount of training data available,
and thus an effort to collect additional data from multiple test subjects should be put
forth - which also grants the opportunity to validate the results presented in this thesis
using data collected from different individuals. Moreover, the experiments carried out
in this thesis were performed using a Gazepoint GP3 eye tracking device exclusively.
Results should be tested using a wider range of hardware, including certain “budget”
options such as a standard webcam, and embedded cameras such as those found in a
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