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Abstract. Virtual reality serious game platforms have been developed to enhance 
the effectiveness of rehabilitation protocols for those with motor skill disorders. 
Such systems increase the user’s motivation to perform the recommended in-
home therapy exercises, but typically don’t incorporate an objective method for 
assessing the user’s outcome metrics. We expand on the commonly used human 
modeling method, Fitt’s law, used to predict the amount of time needed to com-
plete a task, and apply it as an assessment method for virtual environments. Dur-
ing game-play, we compare the user’s movement time to the predicted value as a 
means for assessing the individual’s kinematic performance. Taking into consid-
eration the structure of virtual gaming environments, we expand the nominal 
Fitt’s model to one that makes accurate time predictions for three-dimensional 
movements. Results show that the three-dimensional refinement made to the 
Fitt’s model makes better predictions when interacting with virtual gaming plat-
forms than its two-dimensional counterpart. 
Keywords: Fitt’s law, virtual reality games, physical therapy and rehabilitation, 
linear modeling. 
1 Introduction 
Gaming platforms for serious games play an important role in the reha-
bilitation field [1]. Such systems have been developed to increase the 
motivation of users to perform their in-home recommended exercises [2], 
[3]. Moreover, previous research has shown these systems can be used 
to calculate kinematic metrics associated with an individual’s movement 
profile. In [4], a prototype rehabilitation game was presented that used 
the Kinect system to analyze biomechanical movements of the upper ex-
tremities represented as range of motion and posture data.  In [5], an aug-
mented reality system that enabled 3D-reaching movements within the 
environment was presented. They derived a set of kinematic data repre-
sented as movement time and end-effector curvature values. Finally, [6] 
evaluated the probability of recognizing six different movement ges-
tures, useful for rehabilitation, when using a virtual gaming system. Alt-
hough virtual systems such as these show the viability of collecting kin-
ematic movement data, they do not provide a quantifiable means of de-
termining the quality of that movement. As such, we focus on incorpo-
rating a methodology within existing virtual reality (VR) gaming plat-
forms that objectively evaluates the outcome metrics of an individual 
during game play. 
A common symptom experienced by individuals who have a motor 
skill disorder is slow movements [7]. As such, movement time (MT) – 
defined as the time needed to complete a given task – is a kinematic pa-
rameter of interest in rehabilitation interventions because it directly cor-
relates with the speed of the individual’s movements. In this paper, we 
focus on predicting the MT needed to complete a task in any VR gaming 
platform. We use the prediction as the ground truth value for quantita-
tively comparing the user’s nominal MT as a means for assessing their 
kinematic performance. Because of its wide adoption, we make use of 
the model of human movement, Fitt’s law [8]. This law predicts the 
amount of time a user needs to reach a given target in a virtual environ-
ment. Even though refinements to improve the accuracy of Fitt’s law 
have been made to the original model, to the best of our knowledge, there 
has not been any directly derived for time prediction for three-dimen-
sional (3D) movements; which are inevitable when interacting with a VR 
system or a serious gaming platform. 
As such, we propose a new variation on the Fitt’s law model that takes 
into consideration 3D spatial movements. Section 2 presents a short lit-
erary review on previous variations and modifications made to the orig-
inal model. Section 3 discusses in detail the procedure taken to create our 
final model. Section 4 presents the results obtained in testing sessions 
with human participants. Finally, we analyze the results in Section 5, and 
make our concluding remarks in Section 6.  
2 Background 
Fitt’s law was initially designed to predict the amount of time a user 
needs to complete a task in order to design better human-computer inter-
action (HCI) interfaces or to determine the best input method for a digital 
system. Card et al. [9] used Fitt’s law to evaluate four devices with re-
spect to how rapidly they can be used to select text on a CRT display. 
Walker et al. [10] compared selection times between walking menus and 
pull-down menus. Gillian et al. [11] used Fitt’s law to examine the 
needed time to select a text using a movement sequence of pointing and 
dragging. 
Even in these applications for Fitt’s law, HCI researchers have devel-
oped several refinements to improve the accuracy of the model. Mac-
Kenzie [12] summarized some refinements that deal with the definition 
of the difficulty of a task. In the original model, the difficulty of a move-
ment task (DI for “difficulty index”), was quantified by (1). 
 𝐷𝐼 = log2(2 ∗ 𝐴/𝑊) (1) 
where A is the distance to move, and W is the width of the target to reach. 
Welford [13] proposed a new formulation for DI (2) after noting a con-
sistent departure of data points above the regression line for ‘easy’ tasks 
(i.e. DI < 3 bits). 
 𝐷𝐼 = log2(𝐴/𝑊 + 0.5) (2) 
Moreover, a preferred formulation (3), known as the Shannon formu-
lation [14], is commonly used because it provides a better fit with obser-
vations, mimics the information theorem underlying Fitt’s law, and pro-
vides a positive rating for the DI. 
 𝐷𝐼 = log2(𝐴/𝑊 + 1) (3) 
To the best of our knowledge, none of the previous studies have used 
Fitt’s law for human movement assessment purposes, and the supporting 
literature for the theory behind Fitt’s law is limited to two-dimensional 
(2D) movements. In this paper we discuss a methodology for building a 
model that: 1) predicts movement time for three-dimensional move-
ments, and 2) is used as a tool for quantitatively assessing an individual’s 
kinematic performance. 
3 Methodology 
3.1 Serious Game Platforms 
In this paper we focus on expanding the functionality of serious game 
platforms used for rehabilitation by incorporating an objective kinematic 
assessment methodology. We make use of the developed platform called 
Super Pop VRTM [15], [16]. It combines interactive game play for evok-
ing user movement with an objective and quantifiable kinematic algo-
rithm to analyze the user’s upper-arm movements in real-time. While 
engaged with the game, users are asked to move their arms to ‘pop’ vir-
tual bubbles of various sizes, which appear at various locations in the 
virtual environment. As the bubbles appear on screen, a 3D depth camera 
maps the user’s movements into the virtual environment. These move-
ments map into movement tasks that require reaching a target from a 
specified initial position; which are evaluated by Fitt’s law. Figure 1 
shows a comparison between a reaching task evaluated by Fitt’s law 
(Figure 1a), and an example of a reaching exercise in the Super Pop VRTM 
platform (Figure 1b). The ability to reach is critical for most, if not all, 
activities of daily living such as feeding, grooming, and dressing [17]. 
Failure to recover upper-extremity function can lead to depression [18]. 
As such, reaching movements, correlated to reaching exercises, are of 
interest in various rehabilitation scenarios. 
Applying Fitt’s law to the Super Pop game, we focus on predicting the 
amount of time a user needs to move between two displayed ‘bubbles’ 
as a function of the distance between the virtual objects and the width 
(diameter) of the target ‘bubble’. Given the nature of the described plat-
form, users move their arms in the 3D space in order to interact with the 
virtual objects on the screen. As such, we first need to build an appropri-
ate model (i.e. define a DI), that is able to make accurate time predictions 
for 3D movements. 
 
 
Fig. 1. Comparison between a common movement task evaluated by 
Fitt’s law (where A is the distance traveled, and W is the width of the 
target) (a), and a reaching exercise in the Super Pop VRTM platform (b). 
Figure (a) adapted from [12]. 
3.2 Linear Models 
Fitt’s law predicts movement time as a linear function of the difficulty 
index (DI) of a task (4). Because of its wide adoption and popularity, we 
adhere to the DI definition of the Shannon formulation as seen in (3), 
resulting in a model of the form (5). 
 𝑀𝑇 = 𝑎 + 𝑏 ∗ 𝐷𝐼 (4) 
 𝑀𝑇 = 𝑎 + 𝑏 ∗ log2(𝐴/𝑊 + 1) (5) 
where MT is the predicted movement time (in milliseconds), A is the 
distance to move, W is the width of the target to reach, and a and b are 
the intercept and the slope of the model respectively. Building a Fitt’s 
model refers to training the slope and intercept to fit MT data collected 
from users interacting with the system. In general, a number of move-
ment tasks are defined by selecting different combinations of traveled 
distances and widths of targets, and then by calculating the correspond-
ing DI. Human MT data are collected for each defined task, and a linear 
regression between the MT averages per task and their corresponding 
DIs is performed to compute the slope and intercept of the model. 
Since we are interested in building a model that is appropriate for 3D 
movements, the distance travelled is now the 3D Euclidean distance be-
tween the initial position of the user’s hand, and the target. However, a 
complication arises because the positions of the ‘bubbles’ in the virtual 
platforms are defined in a 2D space. This means that the movement tasks 
are selected based on 2D data. As such, we built two linear models. The 
first model correlates the 2D pixel distance between the virtual objects 
to the user’s 3D path length (PL). We then use this model to calculate 
the distance travelled parameter in (5) and create our second model: the 
correlation between the DI of a movement task and the time needed to 
complete it. 
For collecting human MT data needed to develop the model, we re-
cruited seven able-bodied adults to interact with the Super Pop VRTM 
game. Sixteen tasks were empirically selected; each participant was as-
signed to repeatedly complete eight of them. We collected, on average, 
24 ± 5 PL and MT points for each task. To increase the correlation factor 
between variables for both models, we assume that both datasets follow 
a Gaussian distribution, and thus only considered data points that were 
within one standard deviation of the mean of the complete dataset. More-
over, taking into consideration the learning curve of the platform, the  
 
Fig. 2. 3D path length averages of collected human data versus 2D pixel distance between virtual 
objects. Figure also shows the final linear correlation (continuous line) between the two variables. 
 
Fig. 3. Movement time averages collected from human data versus the corresponding DIs for 
each task. Figure also shows the final linear correlation (continuous line) between the two varia-
bles. 
participants were required to interact with the system twice before start-
ing the actual collection of the data. This practice eliminates the possible 
errors due to unfamiliarity with the game. 
A linear regression was performed on the collected path length data to 
correlate the participants’ 3D PL to the selected 3D pixel distance be-
tween ‘bubbles’ (Figure 2); which yielded (6) with a correlation factor 
of R2=0.9703. MacKenzie [12] argues that correlations above 0.900 are 
considered to be very high for any experiment involving measurements 
on human subjects. Thus, we can conclude that the PL model provides a 
good description of the observed behavior. 
 𝑃𝐿 = 3.5651 ∗ 𝐷𝑝 − 174.3 (6) 
where Dp is the 2D distance between the two virtual targets, and PL is 
the 3D path length travelled by the user for the corresponding Dp in mm.  
A second linear regression was performed on the collected MT data to 
correlate the participants’ MT to the DI of the corresponding tasks (Fig-
ure 3); which yielded (7) with a correlation of R2=0.7428. Although the 
resulting correlation factor is not considered to be ‘very high’, it still 
suggests that the MT model also provides a good description of the ob-
served behavior. The DI of the tasks was calculating using (5), making 
use of the built PL model (6) to substitute for the travelled distance. 
 𝑀𝑇 = 208.97 ∗ 𝐷𝐼 + 435.02 (7) 
where DI is the difficulty index of a given task, and MT is the movement 
time prediction made for the task (in milliseconds). It’s important to 
mention that (7) is limited to the selected definition of DI. If a different 
definition were to be used, the MT model would have to be retrained. 
Combining equations (5), (6), and (7), we obtain the final MT model 
(8) as a linear function of the 2D pixel distance between two virtual ob-
jects by making use of a second linear model of human PL data. 
 𝑀𝑇 = 208.97 ∗ log2 (
3.5651∗𝐷𝑝−174.3
𝑊
+ 1) + 435.02  (8) 
where Dp is the 2D pixel distance between two virtual objects of the 
given task, W is the width of the second virtual object, and MT is the 
movement time prediction made for the given task (in milliseconds). 
Since the argument of the logarithm has to be unit less and since the PL 
model computes values in millimeters, the width of the target has to also 
be in millimeters. 
In order to better determine the accuracy of the 3D Fitt’s model, we 
also created a common 2D Fitt’s model and compared the prediction re-
sults to the nominal MT values collected from the participants. The 2D 
model was built in a similar fashion than the 3D model. The selected 
tasks were the same as those for the 3D model. The difference relies on 
the fact that the DIs for the tasks were computed using the 2D pixel dis-
tance directly, instead of applying the PL model. A linear regression was 
applied to the collected MT data to correlate the participants’ MTs to the 
DIs of the corresponding tasks; which yielded (9) with a correlation fac-
tor of R2=0.7346. 
 𝑀𝑇 = 245.2 ∗ 𝐷𝐼 + 377.42 (9) 
4 Experimental Results 
The final model was tested with seventeen able-bodied high school stu-
dents. Seven females and ten males ranging in age between 15 and 16 
years (mean age = 15.5 years, standard deviation = 0.5 years) were re-
cruited to interact with the Super Pop VRTM game in order to validate that 
the proposed methodology for creating a Fitt’s law model is appropriate 
for 3D movements. The participants interacted in an office setting, which 
was maintained constant in order to maintain consistency. The virtual 
reality game screen was projected onto a large screen via a projector con-
nected to a PC laptop. The chair height upon which the participants sat 
was 41cm tall, the distance between the user’s chair and the depth camera 
was 190cm, and the distance between the projector and the screen was 
170cm. Each participant was asked to play four games (two per arm), 
and PL and MT was collected for a total of six trials per arm. 
Taking into consideration the learning curve of the used platform, we 
evaluate the last trial of the participants’ dominant hand. Table 1 sum-
marizes a comparison between the participants’ nominal MT for the se-
lected trial and the movement time predictions made by the 2D and 3D 
models. The error of the prediction is defined as the absolute difference 
between the participant’s MT and the prediction made. The table also 
shows which model made the best prediction for each case; the model 
that best fits the given scenario is the model with the smallest difference 
between the actual MT and prediction. Figure 4 expands on Table 1 by 
organizing the results in a graphical medium. 
Table 2 shows the progression of MT values over the six trials of Par-
ticipant 2’s dominant hand. Similar to Table 1, Table 2 shows a compar-
ison between Participant 2’s nominal MT and the predictions made by 
the 2D and 3D models. The table also includes the decision of the model 
that makes the most accurate prediction based on the absolute difference 
between the actual MT value and the predictions made. 
Table 3 shows a summary of how the models behave for clear 2D and 
3D movements. The data collected from the last trial of Participant 7’s 
dominant hand are considered as 3D movements, while the data collected 
from the last trial of Participant 16’s dominant hand are considered as 
2D movements. The table shows the MT predictions made by both mod-
els on the two described scenarios, and the participants’ actual MT for 
both scenarios. 
5 Analysis 
It’s important to keep in mind that the linear models were built with data 
collected from adults. This allows for the possibility of over (or under) 
predicting path length (PL) and movement time (MT) values given that 
they were tested with data collected from high-school teenagers. Previ-
ous research has been shown that kinematic capabilities, among other 
parameters, are a nonlinear function of the age of the individual [19]. As 
such, there are some scenarios where neither the 2D nor 3D models make 
accurate MT predictions. For example, Participant 5 moved in almost 
double the time than what both models predicted (Table 1). Moreover, 
we only collected 24 ± 5 data points per task, while studies similar to 
[20] collected 470 trials per task. More data would results in a higher 
correlation and, thus, more stable models. 
Another important observation is that our 3D Fitt’s model falls into 
the known two-dimensional model when the movements are (almost) 
planar. Table 1 shows that both models make very similar predictions in 
these scenarios, suggesting that there is no deterioration when applying 
the 3D model to 2D movements. More importantly, in scenarios where 
the individual makes 3D movements, the 3D model makes more accurate 
predictions than the 2D model. Table 3 shows an example of such sce-
narios. The table shows that the predictions made by both models for a 
case where the movements were in the 2D space (participant 16), are 
relatively similar to each other. The difference between the predictions 
is 5.22 ms, the difference between the prediction of the 3D model and 
the actual MT is 208.28 ms, and the difference between the prediction of 
the 2D model and the actual MT is 213.51 ms. 
Similarly, Table 3 shows that the prediction made by the 3D model is 
more accurate than the prediction made by the 2D model for a case where 
the movements where in the 3D space. The difference between the two 
predictions is 411.41 ms (which is considerably of greater value than that 
of the 2D movements), the difference between the prediction made by 
the 3D model and the actual MT is 35.96 ms, and the difference between 
the prediction made by the 2D model and the actual MT is 375.45 ms. 
These results show that, for 3D movements, the proposed Fitt’s model 
with a PL model included makes more accurate MT predictions than the 
original Fitt’s model. 
Table 1. Comparison between the participants‘ MT nominal values and the predictions made by 
the 2D and 3D models to determine the best predictor for each scenario. 
 
Table 2. Progression of MT values over the six trials of participant 2’s dominant hand. 
 
Table 3. Predictions made by both models when applied to clear 2D and 3D movements. 
 
 
Fig. 4. Comparison between the participants’ nominal MT and the predictions made by the 2D 
and 3D models. 
6 Conclusion and Future Work 
The proposed methodology for developing a 3D Fitt’s law model has the 
potential to be incorporated into existing serious game platforms as an 
effective means of rehabilitation. Results show that the final 3D model 
can better predict human MT for different reaching tasks when compared 
to its 2D counterpart. For future consideration, in order to have a fully 
robust methodology for 3D time prediction model, data from different 
age demographics must also be collected and added to the model. 
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