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Compact binaries in our galaxy are expected to be one of the main sources of gravitational waves
for the future eLISA mission. During the mission lifetime, many thousands of galactic binaries
should be individually resolved. However, the identification of the sources, and the extraction of
the signal parameters in a noisy environment are real challenges for data analysis. So far, stochastic
searches have proven to be the most successful for this problem. In this work we present the first
application of a swarm-based algorithm combining Particle Swarm Optimization and Differential
Evolution. These algorithms have been shown to converge faster to global solutions on complicated
likelihood surfaces than other stochastic methods. We first demonstrate the effectiveness of the
algorithm for the case of a single binary in a 1 mHz search bandwidth. This interesting problem
gave the algorithm plenty of opportunity to fail, as it can be easier to find a strong noise peak rather
than the signal itself. After a successful detection of a fictitious low-frequency source, as well as
the verification binary RXJ0806.3+1527, we then applied the algorithm to the detection of multiple
binaries, over different search bandwidths, in the cases of low and mild source confusion. In all
cases, we show that we can successfully identify the sources, and recover the true parameters within
a 99% credible interval.
PACS numbers:
I. INTRODUCTION
Compact binary systems, composed of white dwarves
(WDs), neutron stars (NSs) and stellar mass black holes
(BHs), are thought to be a major source of gravitational
waves (GWs) in our galaxy. Estimations from population
synthesis models predict a possible number of close to 70
million galactic binaries in the data at any one time [1, 2].
The binaries of interest for space-based GW astronomy
are composed of two compact stars with orbitals periods
shorter than one hour. These binaries can be sorted into
two categories: detached and interacting. In the case of
detached binaries, there is no mass transfer between the
two objects, and their dynamics is essentially governed
by GW emission. Most galactic binary (GB) systems will
be composed of binary WDs, but there will also be bi-
nary NS and binary BH systems. We should also expect
a number of mixed binaries composed of different per-
mutations compact object type. Interacting binaries are
characterized by a transfer of momentum via mass accre-
tion. GWs emitted by these objects would give crucial
information on their complex dynamics. There are two
main categories of interacting binaries: AM CVn sys-
tems where the accretor and the companion are WDs,
and ultra compact x-ray binaries where the accretor is
a NS, while the donor is a WD [3]. Due to their weak
interaction with matter, the observation of these objects
with GWs should give us new insights into their nature
and would add complementary information to the current
electromagnetic (EM) observations. In fact, the GWs
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emitted by these sources carry important information on
the distances, masses, and nature of the binary system
(i.e. detached or interacting with a change in frequency).
All of these observations can then be used in order to bet-
ter understand the formation and distribution of compact
objects in our Galaxy [4, 5].
However, identifying the parameters of all of these si-
multaneous sources is a real challenge in terms of data
analysis. The first difficulty is the weak interaction be-
tween GWs and the detector, leading to very small wave
amplitudes. As a consequence, all the signals will be
hidden in the noise of the instrument, and only a Fourier
analysis reveals the features of the signal in the noise
background. Another issue is closely connected to the na-
ture of gravitational waves and is often called the Cocktail
party problem [6]. Unlike EM observations, a GW detec-
tor measures the signals in all directions simultaneously.
The advantage of this simultaneous detection is the abil-
ity to constantly observe and gather information on the
sources. The drawback is the confusion between signals:
two binaries with extremely close frequencies cannot be
analyzed separately if the difference between their fre-
quencies is smaller than the smallest accessible frequency
bin ∆f = 1/Tobs, where Tobs is the length of the obser-
vation period. Thus, we know that in certain frequency
bins, there will be more than one binary, and it will be
impossible to separate the two signals: only the one with
the highest SNR will be recovered. While source confu-
sion is a problem for the eLISA mission, we do not expect
to have the same confusion noise from a GB foreground
as with the LISA configuration due to the reduced size of
the observatory [7]. Furthermore, our ability to individu-
ally resolve sources comes from the fact that the power in
a single binary is spread over several frequency bins due
to the Doppler modulation coming from the orbit of the
2detector around the Sun [8]. This modulation frequency
is denoted as fm = 1/yr.
Regarding these challenges, it has been necessary to
develop algorithms dedicated specifically to parameter
identification for GWs. There have been two major types
of algorithms tested in the framework of space-based GW
data analysis: grid based and stochastic searches. Grid-
based algorithms use a uniform distribution of templates
over the parameter space, designed to achieve a given de-
gree of minimal match with the sources. They can either
be in the form of a hierarchical search, where regions
of interest are identified separately with refinement of
the grid [9], or in the form of an N-source search where
metatemplates of multiple binaries are computed [10].
However, given the high computational cost of computing
a uniform grid of templates in a high-dimension parame-
ter space [11], stochastic approaches have been favored in
the field. A variety of such algorithms have been tested,
including genetic algorithms [12], tomographic recon-
struction [13] and Markov chain Monte Carlo based al-
gorithms [14–22]. Among these algorithms, the MCMC-
based pipelines have been the most successful so far, es-
pecially the Block Annealed Metropolis Hastings that
proved to be the most suited for detecting a full pop-
ulation of binaries in the Galaxy [15].
Though much progress has been made in the GB source
search, it is still necessary to look for even faster and
more efficient algorithms in order to be ready to anal-
yse real data when the mission is launched. In this ar-
ticle we present a first work on a swarm-based search
algorithm that combines Particle Swarm Optimization
(PSO)[23, 24] and Differential Evolution (DE) [25] dur-
ing the search phase, as well as DE and Markov Chain
Monte Carlo (MCMC) [26, 27] routines for the parameter
estimation phase. While MCMC-based algorithms have
performed well, their convergence is very much depen-
dent on the choice of an efficient proposal distribution
and annealing strategies. Once we are close to the global
solution, the convergence of these methods is quite fast.
However, at a distant point in parameter space, these
algorithms may find themselves stuck in a random walk
with slow convergence. Both PSO and DE have been
shown to have faster convergence properties than MCMC
methods [28, 29], especially when the likelihood surface
is known to have a high population of secondary maxima.
eLISA is a future ESA L3 project dedicated to the de-
tection of GWs using space-based interferometry [7]. So
far there has been no direct detection of GWs, but only
indirect evidence from observations of binary pulsars [30].
The eLISA mission is being constructed as a complemen-
tary observatory to current Earth-based projects such as
Advanced LIGO and Advanced VIRGO [31, 32], as well
as pulsar timing arrays [33]. The eLISA frequency band-
width of detection is set between 10−5 and 1 Hz. In
this bandwidth, we should detect a number of sources
such as GBs, supermassive black hole binaries, extreme
mass ratio inspirals, cosmic (super)strings, and possi-
bly, a stochastic cosmological background. Among these
sources, the vast majority will be GBs. In its current
configuration, eLISA is a three-body constellation defin-
ing a two-arm interferometer of length L = 106 km. The
constellation will orbit the Sun at a distance of 1 AU and
with an angle of 20◦ with respect to the Earth. Due to
the cartwheel movement of the spacecrafts, various mod-
ulations play a part in the phase of the signals measured
by the detector. In terms of GB sources, their frequen-
cies span the band between 10−4 and 10−2 Hz, and it is
believed that the number of resolvable galactic binaries
will be close to 4000 in the first year, with an additional
103 per year of observation [7, 34].
This article is structured as follows. In Sec. II, we
review the important concepts of Bayesian inference
and their application to the detection of gravitational
waves for ultra-compact galactic binaries. In Sec. III,
we present the general features of the methods that have
been used in our search algorithm. In Sec. IV, we present
the design of our search algorithm and how we bench-
marked its performance on a single source search. In
Sec. V, we present the performances of our search algo-
rithm for the analysis of two multiple sources data sets.
II. DATA ANALYSIS METHODOLOGY FOR
GRAVITATIONAL WAVE ASTRONOMY
The main difficulty in GW astronomy comes from the
fact that the output of the detector is a superposition
of millions of GW signals, plus a number of noise con-
tributions. A standard technique for extracting signals
from noisy data is matched filtering. The idea behind
this method is as follows : given a theoretical waveform
model, or template, parametrized by astrophysically mo-
tivated parameters {λµ}, what is the parameter set that
maximizes the correlation between the template and a
possible individual GW signal in the data?
Once a signal is detected, our next goal is to estimate
the parameters for the best fit template. A number of
recent studies have demonstrated that the Fisher infor-
mation matrix is an unreliable tool in GW astronomy
due to the fact that in a number of cases, the posterior
distributions in the parameter errors are non-Gaussian
(a prerequisite for using the Fisher matrix in the first
place) [35]. With this in mind, our goal is to carry out
a Bayesian analysis when conducting the parameter esti-
mation study.
A. A Bayesian framework for data analysis
If we consider a time-series signal s(t) coming from the
output of an experiment, we assume that s(t) contains
both a noise-like part n(t), related to noise coming from
experimental or physical backgrounds, and a signal of
interest h(t;λµ). This signal depends on a parameter
set {λµ} that describes the physics of the phenomenon.
3Thus, we can write
s(t) = h(t;λµ) + n(t). (1)
Bayesian inference is quickly becoming a useful tool in
GW astronomy for testing model hypothesis, i.e. given
a data set s(t), a template h(t;λµ), and a noise model
Sn(f), what is the posterior probability distribution
p(λµ|s)? One can construct the posterior probability dis-
tribution via Bayes’ theorem:
p(λµ|s) = pi(λ
µ)p(s|λµ)
p(s)
. (2)
The prior probability pi(λµ) reflects the a priori knowl-
edge of the experiment before evaluating the data,
p(s|λµ) = L(λµ) is the likelihood function, and p(s) is
the marginalized likelihood or “evidence” given by
p(s) =
∫
dλµ pi(λµ)p(s|λµ). (3)
We define the likelihood, L(λµ), given the output, s(t),
and a GW template, h(t), as
L(λµ) = exp
[
−1
2
〈s− h(λµ)|s− h(λµ)〉
]
, (4)
where the angular brackets define a noise-weighted scalar
product defined on the manifold of all possible signals.
More explicitly, given two time domain signals h(t;λµ1 )
and s(t;λµ2 ), we can write the scalar product as
〈h |s 〉 = 2
∫ ∞
0
df
Sn(f)
[
h˜(f)s˜∗(f) + h˜∗(f)s˜(f)
]
, (5)
where h˜(f) is the Fourier transform of the time domain
signal h(t), an asterisk denotes a complex conjugate and
Sn(f) is the one-sided noise power spectral density of
the noise. In this study, we use the eLISA observatory as
our detector of choice. In its current configuration, the
one-sided noise power spectral density is given by [7]
Sn(f) =
1
4L2
[
Sfxdn + 2S
pos
n
(
2 + cos2
(
f
f∗
))
+8Saccn
(
1 + cos2
(
f
f∗
))
×
(
1
(2pif)4
+
(2pi10−4)2
(2pif)6
)]
, (6)
where L = 109m is the arm length of the observa-
tory, Sfxdn = 6.28 × 10−23m2/Hz is a frequency in-
dependent fixed level noise in the detector, Sposn (f) =
1.21 × 10−22m2/Hz is the position noise and Saccn (f) =
9 × 10−30m2/(s4Hz) is the acceleration noise. We high-
light the fact that our expression for the noise also con-
tains a red-noise component at frequencies of f ≤ 10−4
Hz.
Complementary to the likelihood function, we can also
define the signal-to-noise ratio (SNR) as
ρ =
〈s | h〉√〈h | h〉 . (7)
B. Time domain response for galactic binaries
The strain of the GW as seen by the detector can be
written, in the low frequency approximation (LFA) [36],
as a linear combination of the two GW wave polariza-
tions h+,×(t) and the detector beam pattern functions
F+,×(t),
h(t) = h+(t)F
+(t) + h×(t)F
×(t). (8)
The LFA is valid when the GW wavelength is greater
than the size of the detector, or conversely, where the
frequency of the wave is inferior to the mean transfer
frequency f∗ = c/(2piL)[37, 38]. For eLISA, this corre-
sponds to a frequency of f∗ ≈ 10−2 Hz.
In the case of circular monochromatic GBs, and in the
framework of general relativity, the two polarizations of
the GW in Eq. (8) are given by
h+(t) = A(1 + cos
2(ι)) cos(Φ(t) + ϕ0), (9)
h×(t) = −2A cos(ι) sin(Φ(t) + ϕ0), (10)
where A is the amplitude of the wave, ι is the inclination
of the orbital plane, ϕ0 is the initial phase and Φ(t) is
the phase of the wave. For a monochromatic binary, the
phase can be expressed as
Φ(t) = 2pif0 [t+R⊕ sin(θ) cos(2pifmt− φ)] , (11)
where f0 is the GW frequency (twice the value of the
orbital frequency), θ is the colatitude, φ is the longitude
and R⊕ = 1AU is the radius of eLISA orbit. The phase
differs from a simple monochromatic process due to the
motion of the detector with respect to the source, induc-
ing a Doppler motion contribution to the phase. The
beam pattern functions of the detector, F+,×(t), are de-
scribed in the LFA by
F+(t;ψ, θ, φ) =
1
2
[
cos(2ψ)D+(t;ψ, θ, φ, λ)
− sin(2ψ)D×(t;ψ, θ, φ, λ)] , (12)
F×(t;ψ, θ, φ) =
1
2
[
sin(2ψ)D+(t;ψ, θ, φ, λ)
+ cos(2ψ)D×(t;ψ, θ, φ, λ)
]
, (13)
where ψ is the polarization angle of the wave and the
full expressions for the coefficients D+,×(t) are given in
[37]. In general, for a circular monorchromatic binary,
we characterize the GW response by the set of seven pa-
rameters λµ:
λµ = {lnA, cos i, ϕ0, ψ, ln f0, cos θ, φ}. (14)
C. Fourier domain response for galactic binaries
It is also possible to accelerate the waveform gener-
ation by working directly in the Fourier domain. As
4well as having an acceleration in the waveform generation
from not needing to generate long arrays for the time do-
main waveforms, nor having to evaluate numerical Fast
Fourier Transforms, a further acceleration is gained due
to the fact that, for galactic compact binaries the wave-
form power is packed inside a small number of frequency
bins. This procedure has already been derived and tested
in other works in the framework of compact galactic bina-
ries [8, 21, 39], so here, we present only the main concepts
behind the formulation.
We can rewrite the expression for the time domain re-
sponse as
s(t) = A+F
+ cos(Φ(t)) +A×F
× sin(Φ(t)), (15)
where A+ = A(1 + cos
2(ι)) and A× = −2A cos(ι). The
phase Φ can be further be written as the sum of three
contributions
Φ(t) = 2pif0t+ΦD(t) + ϕ0, (16)
where we have a binary frequency term, a Doppler mod-
ulation term, and the initial phase. To find the analytic
expressions for the Fourier coefficients, it is easier to ex-
press the response in the form
s(t) = Re
[
A+F
+e2piif0teiΦD(t)eiϕ0
]
+
Im
[
A×F
×e2piif0teiΦD(t)eiϕ0
]
, (17)
where each term inside the brackets needs to be repre-
sented in the Fourier domain for an arbitrary observation
time Tobs.
Dealing with each term in sequence, first of all, given
the LFA, the detector functions can be easily expressed
as a finite Fourier series of harmonic functions of the
modulation frequency fm
F+,×(t) =
4∑
k=−4
p+,×k e
2piifmkt, (18)
where the harmonic coefficients p+,×k can be deduced
from the expressions for D+,× [37]. Now since the obser-
vation time Tobs is arbitrary, the associated Fourier co-
efficients of the detector functions p˜+,×n are obtained via
the convolution of the above expression with the Fourier
transform of a step function, which takes values between
0 and Tobs; i.e.,
p˜+,×n =
4∑
k=−4
p+,×k sinc(pi(kfmTobs − n))eipi(kfmTobs−n),
(19)
where we define the cardinal sine function sinc(x) =
sin(x)/x. In the same way, one can find the Fourier co-
efficients a˜n associated with the monochromatic binary
frequency term of the phase by a convolution as
a˜n = sinc(pi(f0Tobs − n))eipi(f0Tobs−n), (20)
where the power contribution is peaked around the car-
rier frequency f0.
Given the complexity of the Doppler term (due to the
cosine in the argument of the exponential), one can ex-
press it in a more suitable expression using the Jacobi-
Anger expansion
eiΦD(t) =
+∞∑
k=−∞
bke
2piikfmt, (21)
where
bk = Jk(β)e
ik( pi
2
−φ), (22)
where β = 2pif0R⊕ sin(θ)and Jk(β) is a Bessel function
of the first kind. This expansion states that the Doppler
modulation can be seen as a harmonic function of the
modulation frequency. In practice, this sum can be re-
duced to a finite range by only selecting the significant
frequency bins contained within the bandwidth of the
signal B = (1 + β).
Once again, a convolution is needed in order to com-
pute the Fourier coefficients associated with b˜n
b˜n =
∞∑
k=−∞
bk sinc(pi(kfmTobs − n))eipi(kfmTobs−n). (23)
Putting everything together, we can now write an ana-
lytic expression for the Fourier domain response as
s˜n(f) =
1
2
eiϕ0
∑
k
a˜k
∑
l
b˜l
∑
m
(
A+p˜
+
m + e
i3pi/2A×p˜
×
m
)
,
(24)
where n = k + l +m. Regarding the ranges of the sum
coming from Eqs. (19), (20) and (22), only a handful of
terms have a significant contribution to the total power of
the signal. In fact, by selecting only the terms such that
the argument of the cardinal sine is comprised between
±18pi, we obtain 99% of the power of the original time
domain response [8]. This puts restrictions on the sums
above of −18 ≤ k − int(f0Tobs) ≤ 18, −(1 + β)fmTobs −
18 ≤ l ≤ (1 + β)fmTobs + 18 and −4fmTobs − 18 ≤ m ≤
4fmTobs + 18.
A comparison of this method with the computation in
the time domain described in Sec. II B, revealed that the
waveform generation computation time can be decreased
by a factor of as high as 50. Moreover, the match between
the time and Fourier domain waveforms are always higher
than 99%.
III. EVOLUTIONARY ALGORITHMS
Evolutionary algorithms (EAs) refer to a group of
stochastic, population-based algorithms that mimic bi-
ological evolution and social behavior to solve global op-
timization problems. An advantage of these algorithms
is that they function with no a priori knowledge of the
5problem at hand. This allows, in most cases, a very easy
implementation of the algorithm. Generally, EAs display
good convergence properties and have a small number of
control parameters.
Previous studies in GW astronomy have used EAs, but
have focused on the implementation of a single algorithm
per source type [12, 40]. Our experience has shown that
a possible better strategy is to use a combination of al-
gorithms in the development of efficient, accurate search
and resolution pipelines. This idea of creating hybrid
EAs is not new, and has already been applied in a num-
ber of fields, including GW astronomy [28, 41].
In this work, our goal is to construct a hybrid search
algorithm, which predominantly uses a combination of
PSO [23, 24] and DE [25] to iteratively search for
monochromatic galactic binaries. These two methods
will be supported by a number of other techniques that
will accelerate the convergence of the algorithm. In order
to both extract the best-fit parameters at the end of the
search phase, and conduct a full statistical analysis, we
will use a combined Metropolis-Hastings - DE Markov
Chain [42, 43].
In this section we describe all algorithms in their base
form, before moving on, in the next section, to describing
the full construction of our algorithm.
A. PSO
PSO is an evolutionary algorithm that uses swarm dy-
namics in order to solve optimization problems. This
algorithm has already been used in other fields of as-
trophyscs, such as pulsar timing [44, 45], ground-based
GW astronomy [46] and cosmic microwave background
studies[29]. The PSO is particularly adapted to when
trying to find the extremum of multimodal and non-
trivial likelihood surfaces. As far as we know, this
method has never been tested in the search for galactic
binaries using a space based observatory.
As mentioned before, the PSO mimics swarm dynam-
ics in nature to find the extremum of a surface. This
surface is parametrized by the value of a so-called fitness
function that depends on a number of model parame-
ters. In our case, we equate the fitness function to the
likelihood L(λµ). The motion of the swarm of particles
on the parameter surface is parametrized by a fictitious
time parameter tj , where j is the identity of the cur-
rent step. Each particle is then evolved via the standard
dynamical PSO equations:
X i(tj+1) = X
i(tj) + V
i(tj), (25)
V i(tj+1) = wV
i(tj) + c1ξ1(P
i(tj)−X i(tj))
+ c2ξ2(G(tj)−X i(tj)), (26)
where the dynamical variables for particle i are the in-
stantaneous coordinate position X i(tj) = {λµi } and ve-
locity V i(tj). At each position of the particle on the
parameter surface, we associate the corresponding value
of the likelihood L (X i(tj)).
The velocity of the particle involves a number of quan-
tities specific to PSO. A further specificity of the PSO
algorithm is that each particle retains a partial memory
of aspects of their personal history, while the swarm as
a whole retains a sense of global history, both of which
effect the velocity evolution of the particle. With this in
mind, the first important quantities to define are the no-
tions of the personal best, P ibest, and group best, Gbest,
positions.
We define P ibest(tj) to be the maximum value of the
fitness function for particle i during the duration of its
history; i.e.,
P ibest(tj) = max
[L (X i(tk)) , for k = 0 .. j] . (27)
The personal best position P i of a particle i at time tj is
then defined to be the position where the particle likeli-
hood was equal to P ibest
P i(tj) = X
i(t) if L (X i(t)) = P ibest(tj). (28)
Equivalently, we define Gbest(tj) to be the maximum
value of the fitness function of the swarm over its his-
tory, or, in other words, the maximum among all P ibest;
i.e.,
Gbest(tj) = max
[
P ibest(tj) , for i = 0 .. Np
]
, (29)
where Np is the total number of particles in the swarm.
The group best position is then obtained via
G(tj) = P
i(tj) if P
i
best(tj) = Gbest(tj). (30)
Thus, at any time, each particle of the swarm has a
personal memory through P ibest and a group memory
through Gbest.
The remaining terms in Eq. (26) are an inertia w, two
acceleration constants (c1, c2), and two scaling factors
(ξ1, ξ2). For these parameters, the standard values used
in the literature are w = 0.78, c1 = c2 = 1.192 and
(ξ1, ξ2) ∈ U [0, 1] [47]. This choice of parameters is be-
lieved to provide a good compromise between exploration
and convergence for the swarm in a reasonable number
of steps. However, as we will see later, these values can
be made to take different values during the evolution of
the algorithm.
On further investigation of Eq. (26), we see that there
are three distinct contributions to the evolution of the
velocity at each step :
• an inertial term that scales the current velocity
with a factor w. If w > 1, the velocity will increase
at each step and the particles are more likely to
explore the parameter space, while for w < 1, the
particles tend to converge to a single point in pa-
rameter space.
• an acceleration term toward the best position of
the particle so far P i. This term tends to make the
particle explore the neighbourhood of a promising
location in parameter space.
6• an acceleration term toward the best position of
the swarm so far G. This term is shared between
all of the velocity equations of the swarm. This
is the key term that creates the swarm dynamics:
particles will tend to help each other to get to the
best position of the group.
Since the motion of the particles is governed only by
the dynamical equations given above, it is essential to
set boundary conditions so that the position of the parti-
cles stays within the physical parameter range of interest.
One of the common boundary conditions used for PSO is
the reflective boundary conditions, where if the particle
crosses the physical boundary, the position of the parti-
cle is set at the boundary while the sign of its velocity is
reversed; i.e.,
X i(tj+1) = Xmin or Xmax,
V i(tj+1) = −V i(tj). (31)
Other boundary conditions can be implemented depend-
ing on the nature of the model parameter. We give more
details on the boundary conditions we have applied in
the next section.
Finally, we also set limits on the values that the veloc-
ity can take in order to prevent the particle from moving
outside the physical boundary of the problem. If the
velocity computed at time tj+1 is superior to a set maxi-
mum velocity Vmax, the velocity is then set at this limit;
i.e.,
V i(tj+1) =
{
Vmax if V
i(tj+1) ≥ Vmax
−Vmax if V i(tj+1) ≤ −Vmax (32)
where Vmax =
1
4
(Xmax −Xmin), Xmin and Xmax being
the superior and inferior limit, respectively, for the given
parameter.
As PSO was originally formulated to mimic flocks of
birds, there is no real evolution as the population moves
as a whole. At each point in time, the position of a
particle is influenced by all other members of the swarm.
This is contrast to most EAs. As we have seen above,
the PSO is quite a simple algorithm as it is dependent
on only three control parameters (w, c1, c2). The final
dependency is the number of particles in the swarm, Np.
However, a downside of PSO is that there is no guide to
choosing the optimum value of Np. As we will see later,
one needs to be careful when choosing Np in order to
achieve a balance between accuracy and runtime of the
algorithm.
B. DE
In this work, DE will be used in two different and dis-
tinct manners. In the first instance, a pure form of DE
is used as part of the search phase of the pipeline. In
the second, it is used as an MCMC variant during the
parameter estimation phase.
DE works by evolving a population of Np candidate
solutions in the parameter space. Each member of the
population evolves via the creation of new candidate so-
lutions by combining existing solutions into a mutant so-
lution. This mutation then survives depending on the
evaluation of a fitness function (we again use the likeli-
hood function). A major advantage of DE is that, once
again, it is very capable of handling multimodal solutions.
In this study, we evolve the population via a simplified
DE rule : starting with a population of Np particles at
generation g, a mutated solution is produced at genera-
tion g + 1 according to
X¯ i(g + 1) = Xj(g) + γ
[
Xk(g)−X l(g)] , (33)
where i 6= j 6= k 6= l ∈ [1, .., Np]. This means that a min-
imum of four particles is needed for DE to work. The
differential weight γ ∈ (0, 2] is a real, constant factor
that controls the amplification of the differential vector[
Xk(g)−X l(g)]. Using this mutant solution, a crossover
solution is created by combining elements of the target
solution X i(g), with the mutated solution X¯ i(g + 1),
to produce a trial solution X i(g + 1). In general, this
solution is then evaluated via a greedy criterion of if
L(X i(g + 1)) > L(X i(g)), then accept the new solution.
In our implementation of the algorithm, we neglect the
crossover step, and for reasons that we justify later, we
also replace the greedy criterion for acceptance with an
evaluation of the Metropolis ratio,
HM =
L(X i(g + 1))
L(X i(g)) , (34)
where the new solution is accepted with a probability of
α = min(1, HM ). As with PSO, the performance of DE
is controlled by the values of the differential weight γ, the
number of particles Np, and the crossover probability.
C. Metropolis-Hastings Markov Chain
The Metropolis-Hastings variant of the Markov Chain
Monte Carlo (MCMC) algorithm [26, 27] is quite com-
monly used in the field of Bayesian inference. This quite
simple algorithm works as follows : starting with a sig-
nal s(t) and some initial template h(t;λµ), we choose a
starting point x(λµ) randomly within a region of the pa-
rameter space, bounded by the prior probabilities pi(λµ),
which we assume to contain the true solution. We then
draw from a proposal distribution and propose a jump
to another point in the space x′(λν). To compare the
performance of both points, we evaluate the Metropolis-
Hastings ratio
H =
pi(x′)p(s|x′)q(x|x′)
pi(x)p(s|x)q(x′|x) . (35)
Here q(x|x′) is a transition kernel that defines the jump
proposal distribution, and all other quantities are previ-
ously defined. This jump is then accepted with probabil-
ity α = min(1, H); otherwise the chain stays at x(λµ).
7In order to improve the overall acceptance rate, the
most efficient proposal distribution to use for jumps in
the parameter space is, in general, a multivariate Gaus-
sian distribution. While we have stated previously that
the Fisher information matrix (FIM) is not a good choice
tool for parameter estimation studies, it is an acceptable
first-order approximation to the true distribution (i.e.,
the general directionality of the eigenvalues and the scale
of the eigenvectors coming from the FIM produce accep-
tance rates that allow the algorithm to converge within
a reasonable timescale). We define the FIM as
Γµν =
〈
∂h
∂λµ
∣∣∣∣ ∂h∂λν
〉
= −E
[
∂2 lnL
∂λµ∂λν
]
, (36)
where the second term relates the FIM to the negative
expectation value of the Hessian of the log-likelihood,
and can be interpreted as a local approximation to the
curvature of the likelihood surface. For the multivariate
jumps we use a product of normal distributions in each
eigendirection of Γµν . The standard deviation in each
eigendirection is given by σµ = 1/
√
DEµ, where D is the
dimensionality of the search space (in this case D = 7),
Eµ is the corresponding eigenvalue of Γµν and the factor
of 1/
√
D ensures an average jump of ∼ 1σ. In this case,
the jump in each parameter is given by δλµ = N (0, 1)σµ.
This type of MCMC algorithm is commonly referred to
as a Hessian MCMC.
While the pure form of DE is used during the search
phase, we can also use a variant of DE in the parameter
estimation phase. By combining DE with a Metropolis-
Hastings MCMC, commonly known as Differential Evo-
lution Markov Chain (DEMC) [42, 43], we can accelerate
the convergence of the MCMC. In practice, Nc simulta-
neous chains are used to explore the posterior density.
For chain i at iteration l, the next iteration is proposed
via
X il+1 = X
i
l + γ(X
j
l −Xkl ), (37)
where i 6= j 6= k ∈ [1, .., Nc] and the differential weight
has the optimized value of γ = 2.38/
√
2D [42, 43], with
D being the dimension of the search space parameter.
We note here that we also use this value in the standard
implementation of the DE during the search phase.
Again, the number of chains Nc is problem dependent.
While a larger number of chains creates a larger well
from which to draw the next proposal, it also creates a
computational bottleneck. As with previous works [35],
we use a trimmed single chain history to circumvent this
problem. This now means that i 6= j 6= k ∈ [1, .., NTH ],
where NTH are the number of trimmed history points.
We have found that NTH = NMCMC/10, where NMCMC
is the total number of iterations in the DEMC, provides
a good enough history from which to draw points.
IV. BUILDING A HYBRID SWARM
ALGORITHM
In this section, we now present how the previous algo-
rithms can be combined in the framework of the detection
and resolution of galactic binaries.
A. Defining the GB parameter space
In Sec. II B, we have seen that the gravitational wave-
form of a circular monochromatic binary is parametrized
by a set of seven parameters. This sets the dimensional-
ity of the monochromatic GB problem at 7 × N , where
N is the total number of ultra compact binary sources in
the Galaxy.
In order to reduce the dimensionality of the search
space, one can apply an analytical method called the F-
statistic [38]. The idea is to split the seven parameters
in two distinct sets labeled extrinsic and intrinsic. The
extrinsic parameters, (i, ψ,A, φ0), are related to the de-
tector position and the orientation of the source. The
intrinsic parameters, (f0, θ, φ), are dependent on the dy-
namics of the astrophysical source (note that θ and φ are
intrinsic because of the movement of the detector with
respect to the source). One can then show that for any
set of intrinsic parameters, the likelihood can be equated
to the F-Statistic in a form that automatically maximizes
over the extrinsic parameters. Using the F-statistic re-
duces the dimensionality of the galactic binary search
space from 7 × N to 3 × N . Full details regarding the
F-statistic can be found in Appendix A.
While the F-Statistic is very useful in finding the maxi-
mum of the likelihood surface, it should not be used when
mapping the posterior density. In fact, the maximization
of the extrinsic parameters prevents proper exploration
of the posterior density and, as a consequence, parameter
estimation can be incorrect [6]. However, unless other-
wise stated, we will use the F-Statistic with all algorithms
in the search phase of the pipleline.
B. Setting a detection threshold
To set a SNR detection threshold for eLISA, we ran
a series of null tests. In this case, we assume that the
output of the detector is composed of instrumental noise
only, i.e. s(t) = n(t). It has been shown that previous
null tests for inspiralling supermassive black hole binaries
in eLISA provide a detection threshold of ρ = 10 [48].
In this case we search the detector output using
monochromatic waveforms. To conduct the null test,
we used a modified DEMC algorithm. To encourage the
movement of the chain we use a combination of ther-
mostated and simulated annealing [16, 17, 49]. This re-
places the factor of 1/2 in the likelihood with an inverse
temperature γ = 1/(2T ). The thermostated annealing,
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γ =


1
2 0 ≤ ρ ≤ ρ0
1
2
(
ρ
ρ0
)−2
ρ > ρ0
, (38)
allows the algorithm control over how much heat needs
to be injected into the likelihood surface. In this case, we
took ρ0 = 1 as we wanted the chain to begin exploring
as quickly as possible. To extract the threshold SNR, we
then need to cool the surface down slowly. The simulated
annealing phase, defined by
γ =


1
210
−ξ
(
1− i
tcool
)
0 ≤ i ≤ tcool
1
2 i > tcool
, (39)
is then used to cool the surface. In the above expres-
sion, ξ = log10(Tth), where Tth is the temperature at the
end of the thermostated annealing phase, i is the iter-
ation number, and tcool is the cooling schedule for the
simulated annealing. For the null tests, we used 5× 104
iterations each of thermostated annealing, simulated an-
nealing, and standard DEMC.
We ran the above algorithm 50 times, with different
starting configurations. In each case, the algorithms re-
turned “detections” with SNRs of 5.9 ≤ ρ ≤ 8.7. To
account for the possibility of higher values from different
noise realizations, we thus decided to set the detection
threshold at ρ = 9.
C. Single-source detection
Our initial goal was to investigate and define regions of
functionality for each component of the search pipeline.
This top-down approach would allow us to confidently
detect a source within a small region of parameter space
surrounding the binary, and then expand the size of the
search space, solving problems as we go. With this in
mind, we defined a search region around the binary in
each case by λi±n∆λi, where n > 1. In our initial inves-
tigations, we defined ∆λi = σi, where σi is the standard
deviation calculated using the FIM (we point out again
that we are not using the FIM for parameter estimation
purposes, but only to define a region of search space).
In later investigations where we are dealing with a wider
search space, for frequency, we take ∆f0 = fm = 1/yr.
We used two criteria to assess whether the algorithm
was working for a given width n: does it recover the
SNR of the source, and are the recovered parameters less
than 3σ away from the true solution? If those two condi-
tions were met for repeated simulations, we increased the
width of the search space. Thus, we were able to control
both how our algorithm works and observe exactly when
it breaks down.
In order to test the performance of the algorithms, we
started with a simple search where the data contained a
single binary and an observation time of one year. Two
different sources were selected for this first test phase.
The first one was a fiducial low-frequency source, which
allowed us to reduce runtime of the algorithm during
development and solve problems in our initial investi-
gations quickly. The parameters for this binary were
ι = 1.74, φ0 = 1.664, A = 1.2276× 10−20, ψ = 1.884, f0 =
5.2234× 10−4Hz, θ = 1.273, and φ = 1.8845, where the
angular values are in radians. The signal had an SNR
of ρ ≈ 54. The second source was the WD-WD GB,
RXJ0806.3+1527. This source is one of the main veri-
fication binary candidates for eLISA and should be the
one recovered with the highest SNR [5]. The parameters
for this binary are ι = 0.663, φ0 = 5.857, A = 6.378 ×
10−23, ψ = 1.741, f0 = 6.2203 × 10−3Hz, θ = 1.162, and
φ = 3.612 [50]. For 1 year of data, the SNR for RXJ is
ρ ≈ 25
1. Initial search with PSO
The initial step in the construction of our algorithm
was to implement the PSO to see how well it performs,
on its own, in the detection of galactic binaries. There
were two motivations to use PSO as a baseline algorithm
:
• In comparison with MCMC based algorithms, the
performances of PSO seemed to be more efficient
in finding the maximum of complicated posteriors
[29].
• The swarm-like feature of the algorithm, such as
the personal and group best position, seemed to be
powerful and could easily be adapted, or comple-
mented, in other situations.
Since the PSO algorithm described in Sec. III A is very
general, we need to explain some specificities for the GB
search. The set of intrinsic parameters used for a single
source PSO search is λµ = {ln f0, θ, φ}. We do not use
the cosine of the colatitude in this case, as we want the
particles to evolve freely on the 2-sphere of the sky. In
terms of boundary conditions for the angles, we let the
particles evolve freely in absolute values of the sky an-
gles. If the value of the sky position goes outside the
physical boundary, we coherently remap the source into
the natural boundaries θ ∈ [0, pi] and φ ∈ [0, 2pi]. For
the frequency, we used the reflective boundary condition
given in Eq.(31).
For the first application of PSO, we focused solely on
the low frequency source. We initially used 10 parti-
cles with standard control parameter values of w = 0.72,
c1 = c2 = 1.192 for a total number of steps of 500. Using
∆λi = σi, for every chosen value of width n, we launched
ten simulations with different initial conditions. In this
configuration, the PSO works well up to n = 102, where
one of the simulations did not converge to the true solu-
tion. This value of n corresponds to a ∼ 3fm frequency
9bandwidth, where some of the secondary peaks in the
likelihood, caused by the Doppler modulation, are now
accessible to the particles. In the failed simulation, the
swarm was not able to escape a secondary mode in the
likelihood surface.
One possible solution for this problem is to increase
the number of particles, Np, thus giving the swarm more
opportunities to find the main mode. This solution is
not costless since it also increases the total computation
time. This is why we decided to keep this as a last-
resort solution, and instead introduce a new control on
the swarm. In order to fine-tune the behavior of the
swarm we now allow the constant inertia w to vary over
time, i.e. w = w(tj). In the dynamical equations, a value
of inertia superior to 1 increases the exploration of the
swarm, while convergence of the swarm is improved for
inertias inferior to 1. A good compromise between ex-
ploration and convergence can be found by introducing a
type of “inertia annealing”. This method is not new and
has already applied in other works, albeit in a different
form [45]. Starting with an initial inertia wi, we cool the
inertia according to
w(i) =


wf10
log
10
(
wi
wf
)(1− i
Tw
)
if 0 ≤ i ≤ Tw
wf if i > Tw,
(40)
where wi = 1.2, the final inertia is wf = 0.78 and Tw =
500 is the cooling time (which we take to be equal to
the total number of steps in the algorithm). With this
new annealed version of the algorithm, the swarms now
successfully found the source up to a value of n = 104.
For this value of n, the search space now covers the full
sky and is ∼ 300fm wide in frequency.
Beyond this value of n, we seemed to come to a nat-
ural limit in the PSO algorithm. The efficiency of the
PSO is based on the ability of members of the swarm
to find good positions in parameter space, and drag the
whole set of particles toward them. One of the funda-
mental requirements is then to have a good exploration
of the parameter space so that the swarm is not confined
in some small part of the likelihood surface. For medium
size widths such as the one with n = 104, we noticed
that for some initial conditions, the swarm was not able
to explore a large enough space to find the area of inter-
ests. It is known that PSO can very quickly converge to
secondary maxima, especially on a complicated surface.
Once there, it becomes very difficult to move the algo-
rithm on to a better solution. This is why we decided
to introduce a DE step that would provide the swarm a
greater ability to explore the parameter space.
2. Combining PSO with DE
In the DE part of the combined PSO-DE algorithm, all
of the particles are evolved sequentially using Eq. (37).
This is considered to be one step in the pipeline. At the
end of the step, we update the values of the personal and
group best positions of the swarm. Because of its dif-
ferent nature, DE is more suited for global exploration
and large moves in the search space. Therefore, the main
idea was to alternate between standard PSO blocks as de-
scribed before and DE blocks that would help find better
P i and G for the next stage of PSO. From the beginning,
we also decided to use the thermostated and simulated
annealing schemes for the DE.
We implemented our algorithm using two series of PSO
and DE blocks of 125 steps each for a total number of 500
steps. As we have already described, both the PSO and
the DE have their own specific annealing schemes. As
we alternate between the PSO and the DE, we also need
to alternate between the annealing programs. To ensure
that the use of these schemes was optimal, they were im-
plemented in the following manner : both the inertia an-
nealing (for the PSO) and the thermostated/simulated
annealing (for the DE) were run simultaneously. This
ensured that each annealing scheme cooled over a long
period. It also meant that when one scheme was in use,
the other was running in the background, ensuring that
when it came back into use, it would be at the same level
as if it was being applied to a single algorithm pipeline
only. So, for the PSO, we set Tw = 500. This means
that at the end of the algorithm, the inertia is equal to
the final value of wf = 0.78, even though the actual to-
tal number PSO steps is 250. During the DE phase, we
used a thermostated annealing scheme during the first
125 steps, with a threshold of ρ0 = 5 to encourage move-
ment in the parameter space. We then set Tc = 375 for
the simulated annealing phase, meaning that at the end
of the pipeline, the heat is unity. In this new combined
configuration, the algorithm managed to always find the
source for n = 105, which corresponds to a frequency
bandwidth of ∼ 3000fm ≈ 10−4Hz
At this point, we chose to test the algorithm on a full
1mHz frequency band to observe its performance. The
interest here is to see whether, given the width of the
signal in comparison to the width of the search space,
the algorithm would find the source, or repeatedly get
stuck on strong peaks in the noise, i.e., a kind of “needle
in an empty field” problem. Since the frequency band is
now much wider, we decided to keep the structure of the
previous algorithm, but it quickly became clear that we
finally needed to increase the number of particles in the
swarm.
We thus changed the number of particles from 15 to
40 to facilitate a wider exploration (we comment further
on the number particles required below). In this con-
figuration, the algorithm was doing quite well, but was
not able to satisfy the two convergence criteria for all the
simulations.
In fact, we observed two main weaknesses in the move-
ment of the swarm: in the case where the source has not
yet been detected, the group best positionGmay be lying
on a distant noise peak. A particular particle may land
in the vicinity of the source, and in so doing, improve its
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personal best position P i. However, as L(P i) < L(G),
the group best position will never move into the area of
interest. Furthermore, while P i stays close to the source,
the particle itself wanders off to explore the rest of the pa-
rameter space. If a new personal best position is found,
it can actually pull P i away from the source, delaying
detection. In the second case, a source can be detected
(i.e., its SNR beats the threshold), but the group best
position ends up on a secondary solution. In order to
improve on this current solution, we have to wait until
one of the particles lands at random on a better solution
and thus improving L(G).
Upon investigation, the culprit in both cases was the
width of the search window. A wide search window allows
for a very diffuse swarm. This means that any chance of
a local exploration is dramatically reduced. In this case,
particles will visit the region of parameter space close to
the source once, and then maybe never again after. One
solution would be to overpopulate the search space with
particles, increasing the possibility that certain regions
would be visited by many particles, many times, during
the runtime of the algorithm. However, this would lead
to a very slow algorithm. So, in order to solve these
two issues, while keeping the number of particles small,
we introduced two further features to the algorithm that
enforce a more local exploration and reduces the width
of the search space.
3. Uphill Climber
The motivation for this type of move is fact that the
swarm algorithm’s lack of local exploration possibilities.
In the previous test cases, the frequency band was small
enough that the swarm was able to locally explore good
positions on the likelihood surface. For wider frequency
bands, the swarm is more diffuse, and the PSO-DE blocks
do not provide an opportunity for the swarm to locally
explore the personal best positions P i.
The idea was then to implement a new block of
MCMC-like movements that would be related, not to
the individual swarm particles, but directly to the P i.
Thus, at some time tj , we stop the global movement of
the swarm and locally explore all P i positions that have
been spotted so far with the PSO and DE blocks.
The uphill climber (UC) scheme was first introduced in
[41] as a greedy criterion proposal, i.e., if the new solution
has a higher fitness than the starting solution, move there
immediately. In the current context, this move is imple-
mented as follows : for each P i(tj), and as we are using
the F-Statistic, calculate the FIM on the 3D-projected
subspace at that point, i.e., iteratively project the D-
dimensional FIM onto a D − 1 subspace according to
Γ(D−1)µν = Γ
(D)
µν −
Γ
(D)
µκ Γ
(D)
νκ
Γ
(D)
κκ
. (41)
As with the MCMC algorithm, use the eigenvalues and
eigenvectors of the projected matrix to construct jump
proposals, and accept or reject according to the greedy
criterion L(λnew) > L(λold).
In order for the UC to be effective, it needs to be imple-
mented a number of times successively as the acceptance
rate is usually quite low (< 10%). Although low, and
probably coming from the fact that we do not update
the eigenvectors and eigenvalues after a move has been
accepted, if the UC is used NUC times in sequence (with
NUC ≥ 102), it can easily move the position of P i be-
tween 10 − 30 fm in frequency. This greatly accelerates
the convergence of the algorithm. To make the UC fit
into the overall structure of the pipeline, and especially
with the annealing schemes, we count the NUC iterations
as one step in the algorithm. This means that we take
the thermostated/simulated annealing temperature at tj
and keep it constant during the UC moves.
4. Swarm Strengthening and Culling
The second feature was introduced due to the fact
that the likelihood surface has many secondary peaks be-
cause of the multi-modal nature of the detector response.
One of the strongest secondary solutions comes from the
Doppler modulation of the phase. For some simulations,
the swarm was able to get close to the source but was
stuck on one of these Doppler induced peaks. As men-
tioned above, when the frequency band is large, even with
a local exploration of the likelihood surface, only a hand-
ful of particles explore the area of interest, and those that
do so may converge to one of the secondary solutions. In
order to prevent this situation, we decided to add a sec-
ond phase in the overall algorithm where we strengthen a
good solution by moving half of the swarm to an interval
of frequency around G given by [f0(G)± 10fm]. The size
of this band is motivated by the assumption that, if this
feature is used late enough in the pipeline, the principal
mode should not be further away than a few fm from the
secondary solutions.
Furthermore, while it is clear that an increased number
of particles is necessary in the early stages of the pipeline
to ensure a wide exploration of the parameter space, later
on, some of these particles can converge to low fitness
regions of the likelihood surface. Seeing as they never
evolve to the region of interest during the runtime of
the pipeline, we cull the 50% of the swarm that is not
drawn to the region around G. This also helps speed up
the runtime of the algorithm in the second phase of the
pipeline.
5. Single source search over a 1-mHz band
As the primary goal of this study is accuracy, rather
than speed, the final version of our algorithm is as follows
: the pipeline is now 1250 steps long, beginning with 40
particles. In the first phase, the structure is two blocks of
150 steps each of PSO and DE, followed by 200 steps of
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ι φ0 A ψ f0/mHz θ φ SNR
Source 1 1.74 1.664 1.2275 × 10−20 1.884 0.52234 1.273 1.8845 53.92
1.736 1.707 1.2429 × 10−20 0.3076 0.52233969 1.239 1.9097 53.95
RXJ0806.3 0.663 5.8565 6.378 × 10−23 1.74 6.2202766 1.1624 3.6116 24.93
1.143 1.785 9.769 × 10−23 0.742 6.2202745 1.1600 3.6236 25.53
TABLE I: The injected and recovered parameter values for our two test sources. The values for RXJ0806.3+1527 are taken
from [50]. We provide the recovered results for two simulations that end up on the response invariant symmetric solution
(φ0, ψ)→ (φ0 ± pi, ψ ± pi/2) .
UC. For the PSO we use an inertia annealing scheme with
Tw = 750, while for DE and UC, we use a thermostated
annealing scheme. At the end of this phase, we move the
swarm that is now 20 particles in size to the vicinity of
G and kill the other 20 particles. In the second phase
of the pipeline, we have a structure of 75 steps of PS0,
followed by 75 steps of DE and 100 steps of UC. For DE
and UC, we use a simulated annealing scheme with an
initial temperature equal to the temperature at the end
of the first phase and a cooling time of Tc = 250. We
again point out that this structure is not optimized and
will be a focus of our research in the future.
The search algorithm was then tested for the detection
of the low frequency source, using a 1-mHz search band.
We ran 10 simulations with different initial conditions,
and in each case recovered the source according to both
detection criteria. In Table I, we present both the in-
jected and recovered parameter values from the search.
For this source, the total runtime for the search algorithm
was 1 minute on an Intel Xeon 2.6 GHz processor.
We then ran the algorithm on the more realis-
tic source, namely the WD-WD verification binary
RXJ0806.3+1527. Again, in all simulations, the algo-
rithm was able to find the global solution. In Fig 1 we
plot the evolution of the group best position G for the
parameters (A, ι, f0), as well as the evolution of SNR, as
a function of step number. We can see that the algo-
rithm performs very well and we converge close to the
true value of frequency in less than 10 steps of the al-
gorithm. The sky angles take a lot longer to pin down,
but are also eventually found. In the final cell of the fig-
ure we plot the evolution of SNR as a function of step
number. We draw attention at this point to the values of
the parameters and the SNR at 300, 600 and 750 steps
in the plots. At each of these values we have an uphill
climber move. We can see from looking at θ and φ that
the UC moves are responsible for locking G onto the true
values of the parameters. In the SNR plot, we can see
that the UC produces large jumps in the recovered SNR.
This again justifies the inclusion of this type of move.
For this source, and due to the much higher sampling
rates required, the total time for the search algorithm
was 12.5 minutes. Again, we point out that there is a
large potential for future optimization of the algorithm.
We should also highlight here that for long periods of
time in the plot, it looks like the algorithm has failed to
move the solution and that it is static. We remind the
reader again that the quantity being plotted is the group
best value G. An investigation of the particle positions
displays a constant evolution of the swarm.
In Table I we again present both the injected and re-
covered parameter values from the search. We should
point out that the recovered results presented are for two
simulations that end up on a (φ0, ψ)→ (φ0±pi, ψ±pi/2)
symmetric solution that leaves the response s(t) invari-
ant. This seems to be quite a common feature for a
single channel observatory, and is a perfectly valid solu-
tion due to the multimodal nature of the response. In
keeping with recent articles on supermassive black hole
binaries [35, 51], we also carried out a full statistical anal-
ysis on the Markov chains for each source. For the low
frequency source, all distributions had low values of skew-
ness and kurtosis. However, for RXJ0806.3+1527, the
posterior distributions were highly skewed and/or had a
high kurtosis for a number of parameters. This demon-
strates that the FIM should also be avoided as a param-
eter estimation tool for compact galactic binaries.
As a consequence, in our full analysis, we present 99%
credible intervals, C, for the parameter errors such that∫
C
p (λµ|s) dλµ = 1− α, (42)
where for a 99% BCI, α = 0.01. This is a degree-of-
belief statement that the probability of the true param-
eter value lying within the credible interval is 99%; i.e.,
P (λµtrue ∈ C|s) = 0.99. (43)
For the positional resolution of the source, we can define
an error box in the sky according to [36]
∆Ω = 2pi
√
ΣθθΣφφ − (Σθφ)2, (44)
where
Σθθ = 〈∆cos θ∆cos θ〉 , (45)
Σφφ = 〈∆φ∆φ〉 , (46)
Σθφ = 〈∆cos θ∆φ〉 , (47)
and Σµν = 〈∆λµ∆λν〉 are elements of the variance-
covariance matrix, calculated directly from the DEMC
chains themselves. As well as the sky error box, we also
calculate the orthodromic distance between the true and
recovered sky positions. This is given by the Vincenty
formula
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FIG. 1: A plot of the movement of the group best position G during the search for RXJ0806.3+1527, for the parameters
(f0, θ, φ) as a function of the number of steps in the algorithm. In each cell the true values are represented by the dashed
(orange) lines. We can see that G converges to the true frequency in less than ten steps, whereas the sky angles take longer
to find. In the final cell we plot the evolution of SNR. Here the large jumps in SNR at 300, 600 and 750 steps are due to the
uphill climber move.
∆σ = arctan


√
(cosφR sin∆θL)
2
+ (cosφT sinφR − sinφT cosφR cos∆θL)2
sinφT sinφR + cosφT cosφR cos∆θL

 , (48)
where we define the true longitude φT and latitude θT of
the source, the recovered longitude φR and latitude θR,
and ∆θL = θ
T
L − θRL , and the value of ∆σ is in radians.
As the RXJ source is one of the main verification
binaries of a space-based mission, we should comment
here that for the eLISA configuration, with 1 year of
data, the recovered frequency has an absolute error of
2 nHz or 0.06 fm, corresponding to a percentage error
of ∼ 10−5%. The recovered amplitude has an absolute
error of ∼ 3×10−23, while the absolute error in the mea-
surement of inclination is approximately 29 degrees. And
even though the sky position is known from EM obser-
vations, the sky error box based on 1 year of observation
is ∆Ω ≈ 0.6 deg2.
We should take some time here to talk about both the
number of particles in the swarm, Np, and the stopping
criterion used for the pipeline. For the algorithm de-
scribed above, we initially used 40 particles before culling
the swarm to 20. In order to test for accelerated con-
vergence, we ran the algorithm with different numbers
of initial particles, up to Np = 10
2. In no circumstance
did we observe an acceleration of convergence that would
convince us start with more than 40 particles. As ex-
pected, however, we did see an increase in the runtime of
the pipeline that came without a corresponding increase
in convergence or accuracy. As with most search algo-
rithms, there is no predefined stopping criterion. This
case is identical. An investigation of quantities such as
P i or G did not suggest any obvious way of using these
parameters as stopping criteria. In this particular study,
as we know the true values a priori, the number of steps
in the algorithm was chosen to ensure that we always
found the true source. We intend to investigate a more
rigorous stopping criterion in a future work.
V. ANALYSIS AND RESULTS
A. Presentation of the problem
After the single source search, we decided to test our
algorithm in a situation closer to reality where the data
set contains several binaries. We have built two data sets
with different attributes
• The first set of data contains 18 sources in a fre-
13
0 5 10 15 20
-6
-4
-2
0
2
4
6
8
10
0 5 10 15 20-80
-60
-40
-20
0
20
40
60
80
0 5 10 15 20
-30
-25
-20
-15
-10
-5
0
5
10
15
0 5 10 15 200
20
40
60
80
100
120
140
0 5 10 15 20
Recovered Binary Number
0
5
10
15
20
0 5 10 15 2010
15
20
25
30
ρT
ρR
∆Ax10-22 ∆ι / deg ∆f0 / nHz
∆Ω / deg2 ∆σ / deg
FIG. 2: Results obtained from the recovered sources in data set 1. In the top row, we present the 99% credible intervals
and (true subtracted) median values for amplitude A (top left), inclination (top middle) and frequency (top right). In the
bottom row, we present the values of the sky error boxes, the orthodromic distance, and the values of the true and recovered
signal-to-noise ratios.
quency band of 1-mHz width from 0.5 to 1.5 mHz.
The SNR of the sources have been taken between
10.5 and 28. The minimum distance in frequency
between two sources is 273fm, meaning that there
is no confusion between the sources, but there is
plenty of opportunity for the algorithm to get stuck
on a strong peak in the noise.
• The second data set contains 30 sources in a fre-
quency band of 103fm ≈ 30µHz, centered at 1
mHz. The SNRs of the sources have been taken
between 10.9 and 35. The minimum distance in fre-
quency between two sources is 9fm, meaning that
there is now a mild confusion between the sources.
At the end of the pipeline described above, we are faced
with two practicalities that require different treatments.
The first is that we need to have a way of quickly and ac-
curately subtracting the recovered source before moving
onto the search for the next source. The other is a full
statistical analysis of the recovered source.
To complete the first task, at the end of the search
phase, we run a 4× 104 iteration DEMC with a constant
inverse temperature of γ = 1/2. This gives the chain a
chance to become statistically independent. We then run
a further 2×104 iterations where we superfreeze the chain
to extract the Maximum Likelihood Estimator (MLE) [6].
This is done by using a simulated annealing phase, where
we use an inverse temperature of γ = 1/(2T ), starting
with Ti = 1 and ending with Tf = 10
−5. At the same
time, to conduct the statistical analysis and calculate the
credible intervals, we run a 106 iteration DEMC, where
we neglect the first 2× 104 iterations as “burn-in”.
B. Data Set 1
For the first data set with no confusion, we detected
17 sources at the main frequency peak and 1 source on a
secondary shifted frequency peak. In Fig. 2, we plot the
(true subtracted) recovered median values for the param-
eters (A, ι, f0), i.e. ∆λ = λ˜R − λT , as well as the 99%
credible intervals, as a function of the recovered binary.
We also plot the sky error box ∆Ω, the orthodromic dis-
tance between the true and recovered sky positions ∆σ,
as well as the SNR.
For the amplitude and inclination, all the injected
source values are contained in the credible intervals, ex-
cept for source 6. For this source, the binary has almost
no inclination. This leads to an extremely high anticor-
relation between the parameters of -0.949. An inspection
of the correlation matrices for the binaries using the in-
formation from the chains, we noticed that a high corre-
lation value between amplitude and inclination leads to
larger credible intervals. For this data set, we found nine
binaries with correlations between A and ι superior to
0.9 in absolute value. In addition, most of the credible
intervals for inclination are not symmetric around the re-
covered values, due to the high skewness and/or kurtosis
of the posterior distributions. This confirms that credi-
ble intervals are indeed important to use in this situation.
In terms of frequency, all the frequencies are recovered in
the interval except for binary number 10. A closer inspec-
tion reveals that the median frequency from the chain is
at 3.95σ away from true frequency, where σ is the stan-
dard frequency deviation from the chain. However, the
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SNR of the recovered signal is the same as the source
and the residual is below the noise. This means that we
indeed have a detection. In the majority of cases, the re-
covered median frequencies were within 7 nHz, or 0.2 fm
of the true values. We should point out that source 18 is
not represented in the frequency cell. We will tackle this
binary separately below.
If we now focus on the bottom row of Fig. 2, we can
see that, as expected, the sky error box tends to grow as
a function of diminishing SNR. In almost all cases, the
sky error box is smaller than 100deg2, with some of the
high SNR sources having error boxes of ∼ 10 deg2. One
binary (source 11) has a large error box (∼ 150 deg2). On
inspection, we observed a large imprecision in the resolu-
tion of colatitude for this source, but the recovered value
was within a 3σ of the true value. From the orthodromic
distance, we can see that the recovered sky solutions are
usually within ∼ 10 deg of the true value. In the cell
representing the SNRs, it is interesting to see that most
of the binaries have been found in order of SNR. This
essentially means that our search algorithm is able to lo-
cate the brightest signal on a 1-mHz band and finds the
maximum of the fitness function in a noisy background.
The final source (#18), where we ended up on a sec-
ondary Doppler peak, was the binary with the lowest
injected SNR of the set (ρT = 10.58). In all of our sim-
ulations, the MLE frequency extracted at the end of the
search phase corresponded to a frequency that was∼ 3fm
away from the true value. However, the recovered SNR
from the MLE (ρR = 11.08) was actually higher than the
injected value due to noise. It has been pointed out in
the literature that this situation can happen, especially
for sources with SNR close to the threshold [12]. As a
sanity check, we ran 10 simulations with different noise
realizations and tried to find this single source. For each
simulation we managed to find the source on the true
frequency peak, confirming that it was indeed a problem
of noise realization, and not a fundamental problem with
the algorithm.
To further test how we had done, we also computed the
overlap between the true and recovered signals, where the
overlap between hT and hR is given by
O = 〈hT |hR 〉√〈hT |hT 〉 〈hR |hR 〉 . (49)
The 17 fully recovered sources had overlaps above 0.9,
with values as high as 0.999 for the highest SNR source.
For source 18, the overlap was 0.82.
We can see what this means graphically by plotting the
residual of the subtracted data set against the original
signal and the instrumental noise. The residual power is
an indication of how much we have disturbed the data
set through the imperfect subtraction of a source. We
define the residual as
r˜(f) = n˜(f)−
(
s˜(f)−
Ns∑
i=1
h˜MLEi (f)
)
. (50)
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FIG. 3: A plot of the power spectra for the injected data set,
the instrumental noise and the residual for data set 1.
with Ns the number of recovered sources. In Fig 3, we
plot the power spectra for the total signal with noise s˜(f),
the instrumental noise only n˜(f) and the residual r˜(f).
If the residual is below the level of the noise, then the
subtraction process has been sucessful. For the first data
set, we can see that the level of the residual is always
below the level of noise even for the binary where the
recovered frequency was 3fm away.
We also carried out one final extra check to test the
performance of the subtraction process. We ran 40 sim-
ulations, using different initial configurations, on the bi-
nary subtracted residual data set. If we had not properly
extracted all binaries, we should in this case “detect” an-
other source. However, all simulations ended up with
a “detection” with an SNR inferior to the SNR thresh-
old. Moreover, as some of the returned solutions were
clustered around specific frequencies, we inspected these
value and confirmed that they were pure noise peaks at
more than 50fm away from any injected frequency sig-
nals.
C. Data set 2
For the second data set, the algorithm managed to find
all sources on the 103fm ≈ 30µHz band. In Fig. 4, we
again plot the credible intervals, sky errors, and SNR.
For this data set, all the true values lie in the 99% cred-
ible intervals for amplitude, inclination, and frequency.
Once again, we observe that the widths of the credible
intervals for ι and A depend on the values of these pa-
rameters and their correlation. For instance, the largest
credible interval for amplitude (binary 15) corresponds
also to a high correlation between amplitude and incli-
nation of 0.951 and a high asymmetry in the posterior
density. In terms of frequency, the recovered values are
very good and all lie at less than 3 nHz or 0.1 fm from
true frequency.
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FIG. 5: A plot of the power spectra for the injected data set,
the instrumental noise and the residual for data set 2.
For the sky positions, the sky error boxes have ex-
pected values. For this data set, the orthodromic dis-
tance between injected and recovered sky positions is
lower, with nearly all sources recovered within 5 deg of
the true value . Once again, the size of the sky error
box increases as the SNR decreases, and the binaries we
again found in order of decreasing SNR. In this case, and
probably due to the smaller search band, the overlaps be-
tween the recovered and the true signals were once again
extremely good and higher than 0.95 for all binaries.
In Fig. 5, we again see that the residual power is below
the noise, suggesting a minimal disturbance of the data
set during source subtraction. And once again, running
a sanity-test search on the source subtracted data set,
we found that all simulations converged to a noise peak.
Moreover, in this case, as the noise realization was dif-
ferent, all of our simulations converged to the same fre-
quency peak, which returned an SNR value of ρ = 5.52,
clearly below the threshold for detection.
VI. CONCLUSION
In this study, we have developed a hybrid swarm-based
algorithm for the detection of gravitational waves emit-
ted by ultra compact galactic binaries, mixing together
Evolutionary Algorithms such as Particle Swarm Opti-
mization and Differential Evolution. We demonstrated
the ability of this algorithm to detect a single source on a
1-mHz band using a fiducial low frequency source and the
verification binary RXJ0806.3+1527 in the framework of
the future eLISA mission. We then applied this search
algorithm to two data sets containing 18 and 30 sources
on frequency bands equal to 1 mHz (no confusion) and
103fm ≈ 30µHz (mild confusion) respectively. We suc-
cessfully recovered all sources, and using a full Bayesian
analysis, we demonstrated that the injected values were
almost always within a 99% credible interval around the
median values for the recovered binaries.
This demonstrated, that while unoptimized, the algo-
rithm works well in the iterative search for GB sources.
We have now started work on optimization of this version
of the algorithm, and have also begun an investigation
of the strong source confusion case, as well as an exten-
sion of the algorithm to the application of a simultaneous
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multiple-swarm search.
Appendix A: F-statistic
The F-Statistic is a method for analytically maximiz-
ing over certain parameters in the GW response. As
stated in the main body, for compact galactic binaries,
we can split the set of waveform parameters into sets
that we call intrinsic, i.e. {f0, θ, φ}, and extrinsic, i.e.
{ι, φ0, A, ψ}. In the LFA, we can rewrite the detector
response in Eq. (8) in such a way that it is expressed
as a sum of constant amplitudes ai, depending only on
extrinsic parameters, and time varying functions Ai(t),
depending only on intrinsic parameters; i.e.,
h(t) =
4∑
i=1
aiA
i, (A1)
where we define the quantities ai and Ai by
a1 =
A
2
((1 + cos2 i) cosϕ0 cos 2ψ − 2 cos i sinϕ0 sin 2ψ),
a2 = −A
2
(2 cos i sinϕ0 cos 2ψ + (1 + cos
2 i) cosϕ0 sin 2ψ),
a3 = −A
2
(2 cos i cosϕ0 sin 2ψ + (1 + cos
2 i) sinϕ0 cos 2ψ),
a4 =
A
2
((1 + cos2 i) sinϕ0 sin 2ψ − 2 cos i cosϕ0 cos 2ψ),
(A2)
and
A1 = D+(t, θ, φ) cosΦ(t, f0, θ, φ),
A2 = D×(t, θ, φ) cosΦ(t, f0, θ, φ),
A3 = D+(t, θ, φ) sin Φ(t, f0, θ, φ),
A4 = D×(t, θ, φ) sin Φ(t, f0, θ, φ).
(A3)
If we define a set of four constants N i =
〈
s|Ai〉, where s
is the detector output, we can solve for the ai’s according
to
ai =M
−1
ij N
j, (A4)
where the matrix M ij is defined by
M ij =
〈
Ai|Aj〉 . (A5)
If we now substitute these terms into the expression for
the reduced log-likelihood
lnL(λµ) = 〈s|h(λµ)〉 − 1
2
〈h(λµ)|h(λµ)〉 , (A6)
we can define the F-Statistic
F = logL = 1
2
M−1ij N
iN j, (A7)
which automatically maximizes over the extrinsic param-
eters.
Now, given the numerical values of the amplitudes ai,
we can solve for the extrinsic parameters according to
A =
A+ +
√
A2+ −A2×
2
, (A8)
ψ =
1
2
arctan
(
A+a4 −A×a1
−(A×a2 +A+a3)
)
, (A9)
i = arccos

 −A×
A+ +
√
A2+ −A2×

 , (A10)
ϕ0 = arctan
(
c(A+a4 −A×a1)
−c(A+a2 +A×a3)
)
, (A11)
where
A+ =
√
(a1 + a4)2 + (a2 − a3)2,
+
√
(a1 − a4)2 + (a2 + a3)2, (A12)
A× =
√
(a1 + a4)2 + (a2 − a3)2,
−
√
(a1 − a4)2 + (a2 + a3)2, (A13)
c =
sin(2ψ)
| sin(2ψ) | . (A14)
As with the waveform generation, one can optimize the
computation time by evaluating the functions Ai directly
in the Fourier domain. Once again the F-statistic com-
puted directly in the Fourier domain is faster than that
in the time domain by factors of up to 30.
Appendix B: Tables of recovered values
Here we present the injected and recovered values from
the search pipeline for both data sets. For each each
binary, the top row represents the injected values, and
the bottom row the recovered values.
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