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Abstract
Recursive formulae are derived for the multi-step point forecasts and forecast standard
errors of Markov switching models with ARMA(1; q) dynamics (including the fractionally
integrated case) and conditional heteroscedasticity in ARCH(1) form. Hamiltons dynamic
models of switching mean and variance are also treated, in a slightly modied version of the
analysis.
1 Introduction
Computing multi-step forecasts for nonlinear dynamic models is inherently di¢ cult because there
is no natural way to compute the conditional expectation of the future path of the process.
In general, substituting the expected values of future shocks into the model equation will not
achieve this. The only solution to the problem with a general application appears to be Monte
Carlo simulation. It has been pointed out by a number of authors (e.g. Clements and Krolzig
1997, Krolzig 2002, Blix 1999) that although Markov-switching models are nonlinear, they have
features that permit an analytical solution of the forecasts, at least in simple cases. However,
these applications have dealt in practice with relatively simple models, nite order VARs with
with just one switching component, such as the mean of the process.
This note considers the general problem of multi-step forecasting with a Markov-switching dy-
namic regression model, possibly featuring conditional heteroscedasticity. We shall be interested
in the point forecasts, but the calculation of forecast standard errors is of equal importance and
proves to be the more computationally challenging problem. For simplicity a univariate model is
treated. Thus, the framework envisaged can be written in the form
yt = st +
1X
m=1
mStyt m +
qX
m=1
mStut m + ut (1.1)
where ut = h
1=2
t et, with et s i:i:d:(0; 1) and
ht = !St +
1X
m=1
mStu
2
t m (1.2)
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The reason for allowing an innite order autoregressive structure in (1.1) is to include fractionally
integrated (long memory) models such as the ARFIMA (see Granger and Joyeux 1980, Beran
1994, Baillie 1996). Similarly, equation (1.2) represents the so-called ARCH(1) class, that
includes the regular GARCH(p; q) model as well as cases such as FIGARCH and HYGARCH
(see Baillie et. al 1996, Davidson 2004). Adding exogenous variables that can be assumed known
in the forecast period, such as trends, is a straightforward extension of the results. The intercept
st can e¤ectively stand in for these, in the notation.
In this class of models, any of the coe¢ cients can potentially be a random variable, switching
between a discrete set of alternative values. Taking the case of  for illustration, we dene
St =
MX
j=1
1j(t)j
where
1j(t) =

1 St = j
0 otherwise
and St denotes the regime prevailing at time t, one of M possible cases. The model is completed
by postulating an exogenous Markov process that generates switches of regime with certain xed
probabilities fpjig depending on the current state, such that pji = Pr(St = jjSt 1 = i). The
probability that the observed process is in a particular state j at time t can then be calculated
from the ltering (updating) equation
Pr(St = jj	t) = f(ytjSt = j;	t 1) Pr(St = jj	t 1)PM
i=1 f(ytjSt = i;	t 1) Pr(St = ij	t 1)
: (1.3)
where 	t denotes information known at time t (specically, yt j ; St j ; j  0) and
Pr(St = jj	t 1) =
MX
i=1
pji Pr(St 1 = ij	t 1): (1.4)
For details of models of this class, see for example Hamilton (1994), Kim and Nelson (1999)
and Gray (1996). An assumption is needed about the form of f(:jSt = j;	t 1), but it does not
need to be Gaussian. In many nancial data sets, for example, the Student t distribution with
degrees of freedom > 2 could be a better choice. Another easily available extension is to have the
transition probabilities pji depend on exogenous variables, instead of being constant parameters.
Provided the endogenous mechanism driving the yt process can be conditioned on these variables,
this variant is accommodated directly.
2 Point Forecasts
In this setup, consider the problem of forecasting yT+K for K  1, given observations on the
process up to date T only. We assume specically that the object of interest is E(yT+K j	T ).
We abstract from the problem of unknown parameters, and assume the information available to
the forecaster consists of yt; St; t  T , and the values of the sets fmj ; mj; mj ; m  1; j ; !jg
for j = 1; :::;M; and pji, i; j = 1; :::;M . We can also treat the realized sample probabilities
PT1; : : : ; PTM as known, since they can be computed from the sample data using the recursion
(1.3)+(1.4). To simplify notation, and with no loss of generality, we will set T = 0 in what
follows.
Although the notation of (1.1) describes the evolution of observed yt unambiguously in terms
of past realized values of the variable, it does not identify the fact that the distributions of yt
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and ut depend on the history of all the regime switches up to date, through dependence on yt k
and ut k for k = 1; 2; 3; : : : We can make this explicit, in the case of the k-step ahead realized
value yK , by writing (with the convention that a sum in which the lower limit exceeds the upper
is zero) the recursions
yK(j1; : : : ; jK) = jK +
K 1X
m=1
m;jKyK m(j1; : : : ; jK m) +
1X
m=K
m;jKyK m
+ uK(j1; : : : ; jK) +
min(q;K) 1X
m=1
m;jKuK m(j1; : : : ; jK m)
+
qX
m=min(q;K)
m;jKuK m
where ut(j1; : : : ; jK) = eth
1=2
t (j1; : : : ; jK) and
ht(j1; : : : ; jK) = !jK +
1X
m=1
m;jKuK m(j1; : : : ; jK m)
2: (2.1)
Of course, yK m(j1; : : : ; jK m) and uK m(j1; : : : ; jK m) for 0 < m < K are dened in the same
manner, whereas yt and ut for t  0 are observed, so we can condition on these values. In this
framework, the distribution of interest is that of
yK =
MX
j1=1
  
MX
jK=1
1j1(1)    1jK (K)yK(j1; : : : ; jK): (2.2)
In other words, we have to consider the MK di¤erent contingent states of the world (sequences
of regime switches) that can give rise to the realization yK we wish to forecast. Let the point
forecast be written for brevity y^K = E(yK j	0). Our rst proposition provides an easy recursion
for computing y^K involving only M terms at each step, the terms being the probability-weighted
averages of the one-step contingent forecasts with y^K m replacing yK m.
Proposition 1
y^K =
MX
jK=1
P^KjK

jK +
K 1X
m=1
m;jK y^K m +
1X
m=K
m;jKyK m +
qX
m=min(q;K)
m;jKuK m

:
where P^tj = Pr(St = jj	0) is generated from
P^tj =
MX
i=1
pjiP^t 1;i; j = 1; :::;M; t = 1; 2; : : : ;K
Proof. Note that 1jt(t) is a 	t 1-measurable random variable distributed independently of
fes; s > 0g by assumption, and that E(1jt(t)j	0) = P^tjt . The stated recursion for P^tj follows
from (1.4). Letting y^t(j1; : : : ; jt) = E(yt(j1; : : : ; jt)j	0) denote the contingent forecast that would
be made if the future regime switches were known, and the only uncertainty stemmed from the
shocks et, t > 0, the relation
y^t =
MX
j1=1
  
MX
jt=1
P^1j1    P^tjt y^t(j1; : : : ; jt) (2.3)
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follows from (2.2) by the law of iterated expectations. The contingent forecasts are dened by
simple recursions
y^K(j1; : : : ; jK) = jK +
K 1X
m=1
k;jK y^K m(j1; : : : ; jK m)
+
1X
m=K
m;jKyK m +
qX
m=min(q;K)
m;jKuK m: (2.4)
Using (2.4) with (2.3), and the fact that
PM
j=1 P^mj = 1 for each m, we have
y^K =
MX
j1=1
  
MX
jK=1
P^1j1    P^KjK

jK +
K 1X
m=1
mjK y^K m(j1; : : : ; jK m) +
1X
m=K
m;jKyK m
+
qX
m=min(q;K)
m;jKuK m

=
MX
jK=1
P^KjK

jK +
K 1X
m=1

mjK
MX
j1=1
  
MX
jK m=1
P^1j1    P^mjm y^K m(j1; : : : ; jK m)

+
1X
m=K
m;jKyK m +
qX
m=min(q;K)
m;jKuK m

In view of the denition of y^t, this expression simplies to give our stated result.
3 Standard Errors of Forecast
Next, consider the standard error of the forecast. The uncertainty of the forecast has two sources,
the stochastic driving process et, and the uncertainty about which regimes are occupied during
the forecast period, and therefore, which model(s) should be used to construct the prediction.
The derivation therefore falls broadly into two parts. First, dene
S2K(j1; : : : ; jK) = E[fK(j1; : : : ; jK)
2j	0] (3.1)
where
fK(j1; : : : ; jK) = yK(j1; : : : ; jK)  y^K(j1; : : : ; jK) (3.2)
represents the forecast error that would be made if it were known that the process will pass
through the sequence of regimes fj1; : : : ; jKg, and the only uncertainty is the future values of et.
Proposition 2
E[(yK y^K)2j	0]
=
MX
j1=1
  
MX
jK=1
P^1j1    P^KjK
 
S2K(j1; : : : ; jK) + y^K(j1; : : : ; jK)
2
  y^2K : (3.3)
where y^K is dened by (2.3).
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Proof. Observe from (2.2), (2.3) and (3.2) that
yK   y^K =
MX
j1=1
  
MX
jK=1
1j1(1)    1jK (K)(fK(j1; : : : ; jK)
+
MX
j1=1
  
MX
jK=1
(1j1(1)    1jK (K)  P^1j1    P^KjK )y^K(j1; : : : ; jK): (3.4)
The realizations of the random variable
MX
j1=1
  
MX
jK=1
1j1(1)    1jK (K)fK(j1; : : : ; jK)
contain exactly one non-zero term, the one for which all the indicators are unity. Squaring
this expression, note that the cross-product terms vanish identically since they all involve two
indicators of the same date whose product is zero. Hence
E
 MX
j1=1
  
MX
jK=1
1j1(1)    1jK (K)fK(j1; : : : ; jK)
2	0
=
MX
j1=1
  
MX
jK=1
P^1j1    P^KjKE[fK(j1; : : : ; jK)2j	0]:
Also note, applying the law of iterated expectations and using Et 11jt(t) = P^tjt a.s. for t =
1; :::;K, that
E[1j1(1)    1jK (K)  P^1j1    P^KjK j	0] = 0 a.s. (3.5)
and
E[(1j1(1)    1jK (K)  P^1j1    P^KjK )2j	0] = P^1j1    P^KjK (1  P^1j1    P^KjK ) a.s.
whereas for (i1; : : : iK) 6= (j1; : : : jK),
E[(1j1(1)    1jK (K)  P^1j1    P^KjK )(1i1(1)    1iK (K)  P^1i1    P^KiK )j	0]
=  P^1j1    P^KjK P^1i1    P^KiK a.s.
This establishes that
E
 MX
j1=1
  
MX
jK=1
(1j1(1)    1jK (K)  P^1j1    P^KjK )y^K(j1; : : : ; jK)
2	0
=
MX
j1=1
  
MX
jK=1
P^1j1    P^KjK y^K(j1; : : : ; jK)2 
 MX
j1=1
  
MX
jK=1
P^1j1    P^KjK )y^K(j1; : : : ; jK)
2
where the second right-hand-side term is just y^2K :
It remains to show that the cross-product of the terms in (3.4) vanishes almost surely in the
conditional expectation. We know that the rst of these terms has a mean of zero a.s., since their
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sum does by construction, and also the second term, recalling y^K(j1; : : : ; jK) is 	0-measurable.
By elementary substitutions,
fK(j1; : : : ; jK) =
K 1X
m=1
m;jKfK m(j1; : : : ; jK m) + uK(j1; : : : ; jK)
+
min(q;K) 1X
m=1
m;jKuK m(j1; : : : ; jK m)
= uK(j1; : : : ; jK) +
K 1X
m=1
m(jK m+1; : : : ; jK)uK m(j1; : : : ; jK m): (3.6)
where 1(jK) = 1;jK + 1;jK , 2(jK 1; jK) = (1;jK + 1;jK )1;jK 1 +2;jK + 2;jK , and so forth.
Therefore, this contingent forecast error is just a linear combination of zero mean uncorrelated
shocks. Since the regime-switching mechanism is exogenous, shocks and indicators are distributed
independently and
E[1j1(1)    1jK (K)fK(j1; : : : ; jK)j	0] = 0 a.s. (3.7)
By a similar argument, the cross-product terms
E[1j1(1)    1jK (K)(fK(j1; : : : ; jK)(1i1(1)    1iK (K)  P^1i1    P^KiK )y^K(i1; : : : ; iK)j	0]
are equal to zero a.s. for all pairs fj1; : : : ; jKg, fi1; : : : ; iKg. In the case fj1; : : : ; jKg= fi1; : : : ; iKg
this holds because
(1j1(1)    1jK (K))2 = 1j1(1)    1jK (K)
and (3.7), and the fact that P^1i1    P^KiK y^K(i1; : : : ; iK) is	0-measurable. In the cases fj1; : : : ; jKg
6= fi1; : : : ; iKg note that the product
1j1(1)    1jK (K)1i1(1)    1iK (K) = 0
identically, and the conclusion follows as before, from (3.7) and 	0-measurability of
P^1i1    P^KiK y^K(i1; : : : ; iK):
This completes the proof.
The next step is to evaluate the S2K(j1; : : : ; jK) or, more precisely, to construct a recursive
formula for the rst block of terms of (3.3). This is as follows.
Proposition 3
MX
j1=1
  
MX
jK=1
P^1j1    P^KjKS2K(j1; : : : ; jK)
= h^K +
K 1X
m=1
 MX
jK m+1=1
  
MX
jK=1
P^K m+1;jK m+1    P^KjK
 m(jK m+1; : : : ; jK)2

h^K m (3.8)
where h^t = E(htj	0) and ht =
PM
j1=1
  PMjt=1 1j1(1)    1jt(t)ht(j1; : : : ; jt) is the conditional
variance of the disturbance realized at date t.
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Proof. Since the ut are uncorrelated and u2t (j1; : : : ; jt) = e
2
tht(j1; : : : ; jt), it follows from (3.6)
that
S2K(j1; : : : ; jK) = h^K(j1; : : : ; jK) +
K 1X
m=1
m(jK m+1; : : : ; jK)
2h^K m(j1; : : : ; jK m):
Therefore,
MX
j1=1
  
MX
jK=1
P^1j1    P^KjKS2K(j1; : : : ; jK)
=
MX
j1=1
  
MX
jK=1
P^1j1    P^KjK h^K(j1; : : : ; jt)
+
K 1X
m=1
 MX
jK m+1=1
  
MX
jK=1
P^K m+1;jK m+1    P^KjKm(jK m+1; : : : ; jK)2

MX
j1=1
  
MX
jK m=1
P^1j1    P^K m;jK m h^K m(j1; : : : ; jK m)

(3.9)
However, note that
MX
j1=1
  
MX
jt=1
P^1j1    P^tjt h^t(j1; : : : ; jt) = E(u2t j	0)
so that (3.9) acquires the more attractive form given in the proposition.
It remains to compute the sequence h^t, which is provided by the following recursion.
Proposition 4
h^t =
MX
jt=1
P^KjK

!jt +
t 1X
m=1
mjt h^t m +
1X
m=t
mjtu
2
t m

; t = 1; : : : ;K: (3.10)
Proof. For t  1,
h^t =
MX
j1=1
  
MX
jt=1
P^1j1    P^tjtht(j1; : : : ; jt)
where
ht(j1; : : : ; jt) = !jt +
t 1X
m=1
mjtu
2
t m(j1; : : : ; jt m) +
1X
m=t
mjtu
2
t m:
The proposition follows by substitution, and the fact that
PM
jt=1
P^tjt = 1 for each K m < t < K
and 1  m < K.
To compute
MX
j1=1
  
MX
jK=1
P^1j1    P^KjKS2K(j1; : : : ; jK)
therefore requires a simple recursion based on (3.8) and (3.10).
The last result has made use of the fact that in the ARCH(1) class of models, the conditional
variance is linear in the squares of the process. Therefore, it does not generalize to other condi-
tional heteroscedasticity models, in particular the EGARCH(1) class in which log ht is linear in
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the lags of a function g(et) = jetj+ aet (say). We can construct E(log htj	0) similarly to (3.10),
substituting E[(jetj+ aet)j	0] = Ejetj. By Jensens inequality we can then say, at best, that the
formula based on substitution of expfE(log htj	0)g for E(htj	0) in (3.8) yields a lower bound
on the standard error. See Nelson (1991) Appendix 1 for derivation of the true moments, which
depend on the distribution of et.
4 Hamiltons Model
The models of Hamilton (1989) and Hamilton and Susmel (1994) can be treated in the same
manner as the foregoing after a minor generalization. They fall into the AR(p)-ARCH(p) class,
yt = st +
pX
m=1
m(yt m   St m) + ut
ht = !St

1 +
pX
m=1
m(u
2
t m=!St m)

with the special feature that, in e¤ect, the the intercept depends on the states of the last p
periods, and the coe¢ cients of u2t m depend similarly on the states at date t m. A regimeis
therefore dened as the conguration
fSt = j0; St 1 = j1; : : : ; St p = jpg
for jm 2 (1; : : : ;M), with a total of Mp+1 possibilities. However, the same analysis goes through
as before, with a modied updating rule for lter probabilities. We omit the details of the ltering
algorithm (see Hamilton 1989, and also Kim and Nelson 1999, Chapter 4, for a simplied account),
apart from pointing out that (1.4) is replaced by
Pr(St = j
0; St 1 = j1; : : : ; St p = jpj	t 1)
= pj0j1
MX
ip+1=1
Pr(St 1 = j1; St 2 = j2; : : : ; St p 1 = ip+1j	t 1): (4.1)
Let the possible states at date t be indexed by jmt = 1; : : : ;M for m = 0; : : : ; p, and so let
P^t(j
0
K ; : : : ; j
p
K p) denote the associated projected probabilities. Then the counterparts of Propo-
sitions 1-4, which hold by just the same arguments with appropriate changes of notation, can be
stated as follows.
Proposition 5
y^K =
MX
j0K=1
  
MX
jpK p=1| {z }
Mp+1-fold sum
P^K(j
0
K ; : : : ; j
p
K p)

j0K
 
pX
m=1
mjmK m

+
min(p;K 1)X
m=1
my^K m +
pX
m=min(K 1;p)+1
myK m:
where
P^t(j
0
t ; : : : ; j
p
t p) = pj0j1
MX
ip+1=1
P^t 1(j1t 1; : : : ; j
p
t p; i
p+1
t p 1)
for jmt = 1; :::;M; m = 0; : : : ; p; and t = 1; : : : ;K:
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Proposition 6
E[(yK   y^K)2j	0] =
MX
j01=1
  
MX
jpK=1| {z }
MK(p+1)-fold sum
P^1(j
0
1 ; : : : ; j
p
1)    P^K(j0K ; : : : ; jpK)
  S2K(j01 ; : : : ; jpK) + y^K(j01 ; : : : ; jpK)2  y^2K :
where
MX
j01=1
  
MX
jpK=1
P^1(j
0
1 ; : : : ; j
p
1)    P^K(j0K ; : : : ; jpK)S2K(j01 ; : : : ; jpK)
= h^K +
K 1X
m=1
2mh^K m
where 1 = 1, 2 = 
2
1 + 2; etc. and
h^t =
MX
j0t=1
  
MX
jpt p=1| {z }
Mp+1-fold sum
P^K(j
0
t ; : : : ; j
p
t p)!j0t

1 +
min(p;t 1)X
m=1
mh^t m=!jmt m
+
pX
m=min(p;t 1)+1
mu
2
t m=!jmt m

;
for t = 1; : : : ;K.
While there appears to be a simplication in the variance formula, thanks to the fact that
the autoregressive coe¢ cients are non-switching in this model, note that the MK(p+1)-fold sum
is not avoidable in respect of the terms y^K(j01 ; : : : ; j
p
K)
2.
5 Concluding Remarks
The Ox econometrics package Time Series Modelling 3.2 (Davidson 2003b, Doornik 1999) im-
plements these formulae for the class of models treated here. Their main advantage over Monte
Carlo methods, apart from being exact, should be their relative speed of evaluation. For the
point forecasts this is certainly true, since K steps involve evaluating only MK ordinary one-
step forecasts, or KMp+1 forecasts in Hamiltons model. However, the expression (3.3) contains
of the order of MK terms, which in the counterpart in Hamiltons model, becomes MK(p+1).
Even with M = 2, in a model with several lags the computing time involved could turn out to
be non-trivial for large K. A practical short-cut would to extrapolate the sequence beyond the
point where it converges to a stable limit as K increases, provided this happens rapidly enough.
Noting that three di¤erent dynamic processes (autoregression, ARCH amd Markov chain) are
potentially involved in this convergence, some possibly hyperbolic, this device will not serve in
every case. However, standard error bands are presumably more useful in the rst few steps than
at long range, so this will be an acceptable limitation in most cases.
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