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Абстракт
У цій статті ми пропонуємо метод для автоматизованого синтезу нових композитних Веб-
сервісів. Враховуючи набір абстрактних BPEL4WS описів компонентних сервісів, а також вимогу
композиції,  ми автоматично генеруємо виконуваний BPEL4WS процес,  який, після розгортання,
здатний взаємодіяти з компонентами, щоб задовольнити вимогу. Ми реалізували запропонований
підхід,  використовуючи  ефективні  засоби  синтезу,  і  експеримент  з  деякими  тематичними
дослідженнями, взятими з реальних застосувань і з параметризованим доменом. Ми показали, що
метод може масштабуватися до випадків, в яких ручна розробка BPEL4WS композитних сервісів
не є тривіальною і вимагає багато часу.
1 Вступ
Веб-сервіси  забезпечують  основу  для  розробки  та  виконання  бізнес-процесів,  які
поширюються по мережі і доступні через стандартні інтерфейси і протоколи. Композиція сервісів
[14] є однією з найперспективніших ідей, що лежать в основі Веб-сервісів: композитні Веб-сервіси
виконують нові функції, взаємодіючи з уже існуючими сервісами, які називаються компонентними
Веб-сервісами.  Композиція сервісів має потенціал для зменшення часу і зусиль розробки нових
застосувань, шляхом повторного використання опублікованих сервісів.
Були  запропоновані  різні  стандарти  і  мови  для  розробки  композитних  Веб-сервісів.
BPEL4WS (Business Process Execution Language  for Web Services) [2] є одним з нових стандартів
для опису поведінки сервісів. У BPEL4WS компоненти представлені як процеси зі станами (stateful
processes), які публікують протокол взаємодії із зовнішніми Веб-сервісами. Такий потік взаємодії
публікується  з  BPEL4WS  специфікаціями  абстрактного процесу,  в  той  час  як  BPEL4WS
виконувані процеси використовуються для виконання внутрішніх процесів (не опубліковані зовні),
які можуть бути виконані на стандартних двигунах виконання бізнес-процесів (див., наприклад, [1,
18]).  У  цьому  контексті  розробка  композитного  Веб-сервісу  повинна   управлятися  аналізом
опублікованих  абстрактних  BPEL4WS  специфікацій  компонентних  сервісів  та  вимогами  і
обмеженнями, які композитний сервіс повинен задовольняти, і привести до генерації виконуваного
BPEL4WS процесу. 
Ручний аналіз  абстрактних BPEL4WS процесів  та  реалізація  програм,  які  взаємодіють  з
ними,  є дуже складним,  трудомістким і  схильним до помилок завданням.  Необхідна ефективна
автоматизована підтримка,  щоб досягти економічної,  практично експлуатованої  композиції  Веб-
сервісів. У цій статті ми пропонуємо метод для автоматичного синтезу виконуваних композитних
Веб-сервісів з абстрактних BPEL4WS процесів. Це досягається в наступних кроках.
1). Ми автоматично переводимо абстрактні BPEL4WS специфікації компонентних сервісів в
системи переходів із стану в стан, які формально описують їх поведінку.
2).  Ми  формалізували  вимоги  до  композитного  сервісу,  використовуючи  EAGLE  [11],
виразну мову вимог з чіткою семантикою.
3).  Враховуючи  системи  переходів  із  стану  в  стан  компонентів  і  формальні  вимоги,  ми
автоматично  генеруємо  систему  переходів  із  стану  в  стан,  яка  кодує  поведінку  процесу,  який
задовольняє вимоги.
4). Ми автоматично переводимо отриману систему переходів із стану в стан у виконувану
BPEL4WS програму.
Широко визнано, що, загалом, автоматизований синтез є важким завданням, як в теорії, так
і  на  практиці  (див.,  наприклад,  [21]).  У  цій  статті,  показавши,  що  автоматизований  синтез  з
абстрактних  BPEL4WS процесів  є  концептуально  можливим, ми також розглянули  і  дослідили
важливе  питання  про  практичність  нашого  підходу.  Автоматизований  синтез  (ми  пропонуємо
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розробки і  розширення  методу синтезу плану [8,  5,  11])  відомий як  планування за  допомогою
перевірки символьної моделі (planning via symbolic model checking), що, як було показано, має
можливість  масштабуватись  до  досить  великих  доменів  для  проблеми  планування  в  умовах
невизначеності.  Цей  метод  синтезу  успадковує  символьні  механізми,  які  використовуються  в
перевірці  символьної  моделі (symbolic model checking)  [16],  метод верифікації,  який,  як  було
показано,  має  справу  з  дуже  великими  системами  [6],  і  який  був  використаний  в  реальних
промислових застосуваннях [9].
У  даній  роботі  ми  розширюємо  рамки  розгляду  систем  переходів  із  стану  в  стан,  які
створюються шляхом перекладу з BPEL4WS процесів. Ми реалізували запропонований підхід в
MBP [4], система побудована на вершині сучасного засобу перевірки символьної моделі  (symbolic
model checker)  NUSMV [7],  і  експеримент з  деякими тематичними дослідженнями,  взятими з
реальних  застосувань  і  з  набору  параметризованих  доменів.  Ми  покажемо,  що  метод  може
масштабуватися  до значних  випадків,  де  ручна  розробка  BPEL4WS композитних  сервісів  не  є
тривіальною  і  вимагає  багато  часу.  Ми  також  показали,  що  в  розглянутих  випадках  можна
генерувати програми BPEL4WS, які програмісту легко читати і аналізувати, і розмір програми є
розумним  у  порівнянні  з  розміром  програми,  яка  може  бути  запрограмована  вручну.  Ці
експериментальні  результати,  далеко  не  доказ  того,  що  автоматизований  синтез  може  бути
використаний  в  цілому,  забезпечують  свідоцтво  потенціалів  нашого  підходу  для  конкретного
випадку синтезу виконуваних композитних Веб-сервісів. 
Робота побудована таким чином. У розділі 2 ми даємо огляд підходу. Ми робимо це шляхом
введення пояснювального прикладу, який буде використовуватися по всій роботі. У розділі 3 ми
пояснюємо,  як  (підмножина)  BPEL4WS абстрактні  процеси  можуть  бути  переведені  в  системи
переходів із стану в стан. У розділі 4 ми описуємо мову EAGLE для вираження вимог композиції.
Ми пояснюємо,  як  ми автоматично  генеруємо  BPEL4WS виконувані  процеси,  в  розділі  5.  Ми
повідомляємо результати нашої експериментальної оцінки в розділі 6, і порівняння з відповідною
роботою в розділі 7.
Рисунок 1 - Підхід
2 Огляд 
Ми націлені  на  автоматизований  синтез  нового  композитного  сервісу,  який  взаємодіє  з
набором існуючих компонентних Веб-сервісів, щоб задовольнити дану вимогу композиції. Більш
конкретно (див. рис. 1) ми припускаємо, що компонентні сервіси описані як BPEL4WS абстрактні
процеси.  Враховуючи  n BPEL4WS  абстрактних  процесів  (W1,  ...,  Wn),  модуль  BPEL2STS
автоматично переводить кожен з них в систему переходів із стану в стан (ΣW1, ..., ΣWn). Інтуїтивно,
кожна ΣWi - це компактне представлення всіх можливих поводжень компонентного  сервісу Wi. 
Ці ΣW1, ..., ΣWn можуть бути об'єднані в паралельну систему переходів із стану в стан Σ||, яка
представляє  всі  можливі  поведінки  компонентних  сервісів  і  яка  є  одним  із  входів  в
інструментальний засіб MBP, який виконує синтез. 
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Другий вхід до MBP складається з вимог до композитного сервісу. Вони формалізовані у
вигляді формули  ρ мовою вимог EAGLE. Враховуючи Σ||  і  ρ, MBP генерує систему переходів із
стану в стан Σc.  Σc кодує новий сервіс  W,  який динамічно отримує  і відправляє виклики від/до
компонентних сервісів W1, ..., Wn і поводиться залежно від відповідей, отриманих від цих сервісів.
Σc є такою, що Σc  Σ|| задовольняє вимогу ρ (записується Σc  Σ||  |= ρ), де Σc  Σ|| представляє всі
еволюції компонентних сервісів, оскільки вони знаходяться під контролем композитного сервісу.
Система  переходів  із  стану  в  стан  Σc,  яка  потім  надається  на  вхід  модуля  STS2BPEL,  який
переводить її у виконуваний BPEL4WS процес, є реалізацією композитного сервісу.
Ми  реалізували  описаний  підхід  в  інструмент  прототипу  під  назвою  WS-GEN,  який
доступний в http://astroproject.org. 
У решті статті ми опишемо кроки в процесі синтезу на наступному прикладі. 
Приклад 1. Наш стандартний приклад полягає в забезпеченні сервісу покупки і доставки
меблів, скажімо, P&S сервіс, який задовольняє деякий запит користувача, шляхом об'єднання двох
окремих, незалежних і існуючих сервісів: виробник меблів Producer і сервіс доставки Shipper. Ідея
полягає в тому, щоб поєднати ці два сервіси, так що користувач може безпосередньо звернутися до
композитного сервісу  P&S,  щоб купити і доставити даний елемент в дане місце.  Для цього ми
використовуємо  опис  очікуваної  взаємодії  між  P&S сервісом  та  іншими  акторами.  У  випадку
сервісів  Producer та  Shipper взаємодії  визначаються  з  точки зору запитів  сервісу, які  прийняті
двома  акторами. У випадку сервісу User ми описуємо взаємодії з погляду запитів, які користувач
може  відправити  у  P&S.  Як  наслідок,  сервіс  P&S повинен  взаємодіяти  з  трьома  доступними
сервісами:  Producer,  Shipper і  User.  Існують  три  доступні  сервіси,  які  описані  як  BPEL4WS
абстрактні   процеси  та  переведені  у  системи  переходів  із  стану  в  стан  за  допомогою  модуля
BPEL2STS на рис. 1. Проблема полягає в тому, щоб автоматично генерувати конкретну реалізацію
BPEL4WS сервісу P&S.
Надалі ми опишемо неформально три доступні сервіси. Сервіс Producer приймає запити на
надання інформації про даний продукт і, якщо продукт доступний, він забезпечує інформацію про
його розмір. Сервіс Producer також приймає запити на купівлю даного продукту, в цьому випадку
він повертає пропозицію з вартості та часу виробництва. Ця пропозиція може бути прийнята або
відхилена зовнішнім сервісом, який викликає сервіс Producer. Сервіс Shipper отримує запити для
транспортування  продукту  заданого  розміру  в  задане  місце.  Якщо  доставка  можлива,  Shipper
забезпечує пропозицію доставки з точки зору витрат і часу доставки, які можуть бути прийняті або
відхилені зовнішнім сервісом, який викликає сервіс  Shipper. Користувач відправляє запити, щоб
отримати даний елемент в даному місці, і очікує або негативну відповідь, якщо це неможливо, або
пропозицію із зазначенням ціни та часу, необхідного для сервісу. Користувач може або прийняти,
або  відмовитися  від  пропозиції.  Таким  чином,  типова  взаємодія  між  P&S і  компонентними
сервісами буде йти таким чином: 
1). Користувач запитує P&S для елемента і, який він хоче, щоб транспортувався в точку l. 
2).  P&S запитує виробника про деякі дані елемента, а саме його розмір, вартість і скільки
часу необхідно для його виробництва. 
3).  P&S запитує сервіс доставки про ціну і час, які необхідні для транспортування об'єкта
такого розміру в пункт l. 
4). P&S відправляє користувачу пропозицію, яка враховує загальну вартість (плюс додаткові
витрати для P&S) і час, щоб досягти своєї мети. 
5).  Користувач  посилає  підтвердження  замовлення,  яке  відсилається  сервісом  P&S до
доставки і виробника. 
Звичайно,  це  тільки  номінальний  випадок,  слід  розглядати  і  інші  взаємодії,  наприклад,
випадки, коли сервіси виробника та/або доставки не в змозі задовольнити запит, або користувач
відмовляється від остаточної пропозиції.
3 BPEL4WS процеси як STS-системи
BPEL4WS [2]  забезпечує  операційний опис (statefull)  поведінки Веб-сервісів  на вершині
сервісних інтерфейсів, які визначені у своїх WSDL специфікаціях. Абстрактний опис BPEL4WS
визначає  партнерів  сервісу,  його  внутрішні  змінні  та  операції,  які  запускаються,  коли  сервіс
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викликається  деякими партнерами. Операції включають присвоєння змінних, викликання інших
сервісів та отримання відповідей, породження паралельних потоків виконання і недетермінованого
вибору одного серед різних напрямків дій. Стандартні імперативні конструкції, такі як if-then-else,
варіанти вибору (case choices) і цикли (loops), також підтримуються.
Рисунок 2 - Shipper BPEL4WS процес і відповідна STS - система
Ми кодували  BPEL4WS процеси  як  системи  переходів  із  стану  в  стан (state transition
systems), які описують динамічні системи, які можуть бути в одному з їх можливих станів (деякі з
них позначені як  початкові стани) і можуть розвиватися до нових станів в результаті виконання
деяких дій. Наслідуючи стандартний підхід в алгебрі процесів, дії розрізняються на  вхідні дії, які
являють собою прийом повідомлень,  вихідні дії, які представляють повідомлення, відправлені до
зовнішніх  сервісів,  і  спеціальна  дія  τ,  так  звана  внутрішня  дія.  Дія   τ  використовується,  щоб
представляти  внутрішні  еволюції,  які  не  видно  зовнішнім  сервісам,  тобто,  той  факт,  що  стан
системи  може  розвиватися,  не  створюючи  ніяких  виходів  і  не  споживаючи  будь-яких  входів.
Відношення переходу описує, як стан може розвиватися на основі входів, виходів або внутрішньої
дії τ.
Визначення 2. Система переходів із стану в стан (state transition system) (STS-система).
Система переходів із стану в стан Σ – це кортеж  S, S0, I, O,R, де:
S – кінцевий набір станів;
S0   S – набір початкових станів;
I – кінцевий набір вхідних дій;
O – кінцевий набір вихідних дій;
R   S × (I U O U {τ}) × S  – відношення переходу.
Ми припускаємо , що нескінченні цикли з τ - переходами не можуть з'явитися в системі, так
як вони пов'язані з дивергентними поведінками систем без взаємодії. 
Ми формально визначили переклад, що асоціює систему переходів із стану в стан з кожним
компонентним сервісом,  починаючи від  його абстрактної  BPEL4WS специфікації.  В даний час
переклад  обмежується  підмножиною  BPEL4WS  процесів:  ми  підтримуємо  всі  основні і
структуровані дії BPEL4WS, як  assign,  invoke,  receive,  sequence,  switch,  while,  flow (без  links),
pick і обмежену  форму correlation. Перекладач також підтримує підмножину XPath виражень для
призначень і умов. Ця характеристика не використовується в цій статті, так як всі призначення, які
4
з'являються  в  абстрактному  BPEL4WS,  є  «непрозорими»  (opaque),  тобто  вони  моделюють
недетермінований вибір, залишивши присвоєне значення не визначеним. Ми опускаємо формальне
визначення  перекладу, яке  можна  знайти  на  http://astroproject.org,  і  ми  проілюструємо  його  за
допомогою прикладу.
Приклад 3. Рис. 2 показує графічне представлення абстрактного BPEL4WS процесу  сервісу
Shipper і відповідної системи переходів із стану в стан. Набір станів  S моделює етапи еволюції
процесу  та  значення  змінних.  Спеціальна  змінна  pc реалізує  «програмний  лічильник»,  який
містить поточний крок виконання сервісу (наприклад,  pc має значення  checkAvailable,  коли він
буде  готовий,  щоб  перевірити,  чи  можлива  доставка).  Інші  змінні  (наприклад,  offer_delay,
offer_cost) відповідають тим, які використовуються процесом, щоб зберігати суттєву інформацію.
У початкових станах S0 всі змінні не визначені, крім pc, яка встановлена у START.
Еволюція процесу моделюється за допомогою набору можливих переходів. Кожний перехід
визначає його умови застосовності до вихідного стану, його активуючу дію і стан призначення.
Наприклад,  «pc =  checkAvailable  -  [ТАU]  ->  pc =  _sequence_1»  заявляє,  що  дія  τ  може  бути
виконана у стані checkAvailable і призводить до стану _sequence_1.
Відповідно  до  формальної  моделі,  ми  розрізняємо  три  різні  види  дій.  Вхідні  дії  I
моделюють всі заявки, що надійшли до процесу, і інформацію, яку вони приносять (наприклад,
request використовується для отримання запиту на доставку). Вихідні дії O представляють вихідні
повідомлення (наприклад,  offer використовується, щоб запропонувати транспортування окремого
предмету  за  певною  ціною).  Дія  τ  використовується  для  моделювання  внутрішніх  еволюцій
процесу, таких як призначення і прийняття рішень.
Визначення системи переходів із стану в стан, яке представлено на рис. 2, є параметричним
щодо типів  Size,  Location,  Cost і  Delay,  які використовуються в повідомленнях. Для того, щоб
отримати  конкретну  систему  переходів  із  стану  в  стан  і  застосовувати  автоматизовані  методи
синтезу, описані далі в цій статті, повинні бути призначені кінцеві діапазони цих типів. Ми в даний
час приймаємо підхід присвоєння дуже маленьких діапазонів  типам,  а  саме діапазони тільки з
двома елементами. Ми будемо обговорювати вплив цього вибору в розділі 6.
4 Вимоги композиції
Нашою метою є створення конкретного композитного сервісу  W,  який задовольняє деякі
бажані властивості. Вимоги композиції встановлюють ці бажані властивості композитного сервісу,
який буде автоматично синтезований. Розглянемо наступний приклад. 
Приклад 4.  Ми хочемо композитний сервіс  P&S,  щоб «торгувати речами у себе вдома»
(“sell items at home”). Це означає, що ми хочемо такий сервіс  P&S, щоб досягти ситуації,  коли
користувач підтвердив своє замовлення і сервіс підтвердив відповідні (під) замовлення до сервісів
виробника і відправника вантажу. Проте,  продукт може бути недоступним, доставка може бути
неможливою, користувач може не прийняти загальну вартість або загальний час, необхідний для
виробництва і доставки  цього продукту...  Ми не можемо уникнути таких ситуацій і тому ми не
можемо попросити композитний сервіс гарантувати цю вимогу. Тим не менш, ми хотіли б, щоб
сервіс P&S  спробував (робити все, що можливо) задовольнити вимогу. Крім того, у випадку, коли
вимога  «торгувати речами у себе вдома»  не виконана, ми хотіли б, щоб сервіс P&S  не здійснював
замовлення на продукт або на доставку, так як ми не хочемо сервіс, щоб купити товар, який ніколи
не буде доставлено, а також ми не хочемо витрачати гроші на сервіс доставки, коли немає жодного
товару, щоб доставити. Назвемо цю вимогу «ніколи не єдиної фіксації» (“never a single commit”).
Тому наша глобальна вимога буде щось на кшталт:
try to “sell items at home”;
upon failure,
do “never a single commit”.
Зверніть  увагу,  що  друга  вимога  ("ніколи  не  єдиної  фіксації")  має  іншу  силу  щодо   першої
("торгувати  речами  у  себе  вдома").  Ми  пишемо  «do (робити)»  задовольнити,  а  не  «try
(спробувати)», щоб задовольнити. Дійсно, у разі, коли основна вимога не виконується, ми хочемо,
щоб друга  вимога була гарантована. 
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Нам потрібна формальна мова, яка може виразити вимоги, як ті з попереднього прикладу, у
тому числі умови різної  сили (наприклад,  «спробувати» (try) і  «робити» (do)),  і  переваги серед
різних (наприклад, первинні та вторинні) вимог. З цієї причини ми не можемо використовувати
добре відомі темпоральні логіки, як LTL або CTL [12], які були використані в інших фреймворках,
щоб формалізувати вимоги до автоматизованого синтезу, але не в змозі описати такі вимоги. Тому
ми приймаємо EAGLE, мову вимог, яка розроблена з цією конкретною метою; оператори EAGLE
схожі  на  оператори  CTL,  але  їх  семантика,  яка  формально  визначена  в  [11],  враховує  поняття
переваги та обробку відмови, коли підцілі не можуть бути досягнуті.
Нехай пропозиційні  (propositional) формули  р   Prop визначають умови на стани даної
системи переходів із стану в стан. В  EAGLE вимога композиції ρ над Prop визначається наступним
чином:
ρ := p | ρ And ρ | ρ Then ρ | ρ Fail ρ | Repeat ρ |
DoReach p | TryReach p | DoMaint p | TryMaint p.
DoReach р вказує,  що  умова  р повинна  бути  в  кінцевому  підсумку  досягнута  в
обов'язковому порядку, для всіх можливих еволюцій системи переходів із стану в стан. Точно так
само  DoMaint q вказує,  що  властивість  q повинна  в  обов'язковому  порядку  підтримуватися
істинно. TryReach р і  TryMaint q є слабшими версіями попередніх вимог, де композитний сервіс
повинен  був  зробити  «все,  що  можна»,  щоб  досягнути  умови  р або  підтримати  умову  q,  але
невдача приймається, якщо неминуча. Конструкція  ρ1 Fail ρ2 використовується, щоб моделювати
переваги серед вимог і відновлення від невдачі. Точніше, вимога ρ1 розглядається в першу чергу.
Тільки  якщо  досягнення  або  збереження  цієї  вимоги  не  працює,  тоді  ρ2 використовується  як
відновлення або вимога другого вибору. Розглянемо, наприклад, вимогу «TryReach с Fail DoReach
d». TryReach с вимагає сервіс, який намагається досягти умови с. Під час виконання сервісу може
бути досягнуто стан, з якого не вдається досягти с. Коли такий стан досягнуто і вимога TryReach с
не  вдається,  то  розглядається  стан  відновлення  DoReach d.  Конструкції  Then,  Repeat і And
використовуються для моделювання послідовності, нескінченного повторення і кон'юнкції цілей
відповідно.
Приклад 5. EAGLE формалізація вимоги у прикладі 4 полягає в наступному.
TryReach
user.pc=SUCC  prod.pc=SUCC  ship.pc=SUCC
 user.offer_delay=
add_delay(prod.offer_delay,ship.offer_delay)
 user.offer_cost=
аdd_cost(prod.offer_cost,ship.offer_cost)
Fail DoReach
user.pc=FAIL  prod.pc=FAIL  ship.pc=FAIL
5 Автоматичний синтез
MBP має два входи (див. рис. 1): формальну  вимогу композиції  ρ і  паралельну систему
переходів із стану в стан Σ||, яка представляє сервіси ΣW1, ..., ΣWn. Ми тепер формально визначимо
паралельний продукт двох систем переходів із стану в стан, який моделює той факт, що обидві
системи можуть розвиватися незалежно, і який використовується для генерації Σ || з компонентних
Веб-сервісів.
Визначення 6. Паралельний продукт.
Нехай Σ1 =  S1, S01, I1, O1, R1 і Σ2 =  S2, S02, I2, O2, R2  дві STS-cистеми з (I1 U O1) ∩ (I2 U O2)
= 0. Паралельний продукт Σ1 || Σ2 для систем Σ1 і Σ2 визначається як: 
Σ1 || Σ2  = S1 × S2, S01  × S02, I1 UI2, O1 U O2, R1 || R2 , де 
(s1, s2), а, (s1′, s2)   R1 || R2, якщо s1, а, s′1   R1;
(s1, s2), а, (s1, s2′)   R1 || R2, якщо s2, а, s2′   R2.
Система,  що  представляє  (паралельні  еволюції)  компонентні  сервіси  W1,  ...,  Wn з  рис.1,
формально визначається як Σ|| = ΣW1 ||  ... || ΣWn.  Зауважимо, що це визначення відноситься тільки до
конкретного  випадку,  де  входи/виходи  Σ1 і  входи/виходи  Σ2  не  перетинаються.  Це  розумне
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припущення у випадку композиції Веб-сервісів, де різні компоненти є незалежними (наприклад, в
домені P&S немає прямого зв'язку між користувачем, виробником і вантажовідправником). Однак,
можна розширити підхід,  описаний в наступному, щоб покрити випадки,  коли Σ1 та  Σ2 можуть
відправляти  повідомлення  один  одному  шляхом  зміни  відповідним  чином  визначення
паралельного продукту. 
Завдання автоматизованого синтезу полягає в генерації STS-системи Σc такої, що, як тільки
підключена до Σ||, задовольняє вимогу композиції ρ. Визначимо тепер формально STS-систему, яка
описує поведінку Σ при підключенні до Σc.
Визначення 7. Керована система (Controlled system).
Нехай Σ =  S, S0, I, O,R і Σс =  S с, S0с, Iс, Oс,Rс - дві STS-системи такі, що I = Oс і O = Iс.
STS-система   с    , яка описує поведінки системи  , коли контролюється системою
 с, визначається наступним чином:
 с    = S с × S, S0с × S0, I, O, Rс  R, 
де:
(sc, s), τ, (s′c, s)   (Rс  R), якщо sc, τ, s′c   Rс;
(sc, s), τ, (sc, s′)   (Rс  R), якщо s, τ, s′   R;
(sc, s), а, (s′c, s′)   (Rс  R), при а ≠ τ , якщо sc, а, s′c   Rс  і s, а, s′   R .
Зазначимо, що взаємодії між Веб-сервісами є асинхронними; однак, у визначенні керованої
системи  ми  припустили  синхронні  взаємодії,  мотивовані  врахуванням  продуктивності.  Щоб
гарантувати,  що   с працює  також  в  асинхронних  обставинах,  ми  вимагаємо  щоб,  коли
повідомлення посилається процесу то,  або воно може бути отримане одразу, або процес зможе
споживати його після послідовності виконань внутрішніх дій. Таким чином, ми припускаємо, що
процеси спираються на механізм, який запобігає втраті повідомлення, але ми незалежні від будь-
якої конкретної реалізації буферів повідомлень. Зокрема, відповідно до роботи [20] стан s здатний
прийняти  повідомлення  а,  якщо  існує  деякий  наступник  s′ з  s,  який  здатний  дістатися  з  s за
допомогою (можливо порожньої) послідовності τ переходів, так що вхідний перехід, позначений а,
може бути виконаний в s′. Ця інтуїція захоплена в наступному визначенні, де ми позначимо через
τ-closure (s) набір станів, досяжних з s через ланцюжок τ переходів.
Визначення 8. Контролер  без тупикових ситуацій (deadlock-free controller).
Нехай Σ =  S, S0, I, O,R буде STS-системою і Σс =  Sс, S0с, Iс, Oс,Rс буде контролером для Σ.
Кажуть, що Σс  буде вільною від тупикових ситуацій для Σ, якщо всі стани (sc,  s)    S с × S, які є
досяжними з вихідних станів  с   , задовольняють наступним вимогам:
якщо s,  а,  s′   R  і  а   O, тоді існує деяке s′c   τ-closure(sc) таке, що s′c,  а,  s′′c    R c для
деякого s′′c   Sс;
якщо  sc,  а,  s′c   R c  і  а   I, тоді існує деяке  s′   τ-closure(s) таке, що  s′,  а,  s′′   R   для
деякого s′′   S.
У задачі композиції Веб-сервісу ми повинні генерувати Σс, що гарантує задоволення вимоги
композиції  ρ (див. рис. 1). Це формалізується вимогою, що керована система   с   Σ|| повинна
задовольняти  EAGLE формулу  ρ,  записується  як   с    Σ|| |=  ρ.  Визначення,  чи  ρ
задовольняється,  дається з точки зору виконань, які  с   Σ||  може виконувати. Так, наприклад,
якщо ρ = DoReach р з р умовою стану, то ми повинні перевірити, що всі виконання  с   Σ|| в
кінці  кінців  досягнуть   «конфігурації»,  яка  задовольняє  умову  р.  Ми  опускаємо  формальне
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визначення   с    Σ||, яке  можна знайти в [20]. Враховуючи це, ми можемо охарактеризувати
формально проблему  композиції (Веб-сервісу).
Визначення 9. Композиція.
Нехай Σ1,  ...,  Σn набір  STS-систем  і  нехай  ρ буде EAGLE-формула,  яка визначає вимогу
композиції. Проблема композиція для Σ1, ..., Σn і  ρ є задачею знаходження STS-системи   Σс такої,
що Σс   (Σ1 ||  ... || Σn) |= ρ.
Для синтезу Σс ми повинні взяти до уваги, що Σ || є лише частково спостереженою Σс, тобто,
у зв'язку з τ-переходами і недетермінованими поведінками, під час виконання композитний сервіс
Σс не  може  в  цілому  отримати  знання  про  те,  який  поточний  стан  компонентних  сервісів
моделюється за допомогою ΣW1, ..., ΣWn. 
В роботі [20] показано, як адаптувати до цієї задачі  підхід «Planning as Model Checking
(планування  як  перевірка  моделі)»,  який  є  добре  відомим,  який  в  змозі  впоратися  з
недетермінізмом,  частковою спостережуваністю (partial observability) і  вимогами,  вираженими в
EAGLE. Ми використовуємо платформу MBP, яка реалізує такий підхід до синтезу Σc.
Як  тільки  система  переходів  із  стану  в  стан  Σc була  сформована,  вона  переводиться  в
BPEL4WS за допомогою компонента STS2BPEL на рис. 1. Переклад є концептуально простим, але
особлива увага була покладена в реалізацію цього модуля для того, щоб гарантувати, що створений
BPEL4WS має добру якість, наприклад, він випущений у вигляді структурованої програми, а не
ґрунтується на переходах і мітках.
6 Експериментальна оцінка
Для того, щоб протестувати продуктивність запропонованого методу, ми провели декілька
експериментів. Всі експерименти були виконані на машині 1,8 ГГц Pentium, оснащеної 1 Гб пам'яті
і операційної системи 2.6.7 Linux. 
У першій серії експериментів ми перевірили автоматизований синтез, враховуючи  кількість
сервісів,  які  композуватимуться.  Кожен  компонент  представлений  дуже  простим  абстрактним
BPEL4WS процесом, який запитується, щоб надати сервіс, і може реагувати або позитивно, або
негативно. Вимога композиції аналогічна тій, що описана в пояснювальному прикладі, тобто або
всі  сервіси  закінчують  успішно,  або  відмова  повідомляється  інвокеру  (той,  що  викликав)
композитного сервісу. Результати показані в наступній діаграмі.
По горизонтальній осі ми маємо кількість компонентів. По вертикальній осі ми показуємо в
секундах час для  побудови моделі (тобто час,  щоб побудувати паралельну систему переходів  із
стану в стан Σ||   на рис. 1, починаючи з BPEL4WS) і час для автоматизованої композиції (тобто час,
витрачений MBP, щоб генерувати композитний BPEL4WS процес).
Як і очікувалося, час для побудови моделі збільшується рівномірно з числом компонентів.
Крім  того,  час  композиції  збільшується  з  аналогічною  тенденцією,  але  менш  регулярно.  Це
залежить  від  символьних  механізмів,  що  лежать  в  основі  МВР,  які  відповідають  побудові
компактного внутрішнього представлення простору пошуку для фази композиції.  Це внутрішнє
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подання  може  бути  більш  менш  ефективним,  залежно  від  конкретного  екземпляра  задачі,  з
сильними впливами на виконання композиції.  За допомогою цих прикладів час, необхідний для
автоматизованого синтезу, збільшується менш експоненціально і справляється з досить великим
числом компонентів у досить короткий час. Справа з гіршою продуктивністю серед розглянутих
експериментів  полягає  в  тому, що  з  20  компонентів,  де  будівництво  моделі  займає  близько 70
секунд, в той час як автоматизована композиція займає близько 1000 секунд.
Зазначимо,  що  компонентні  Веб-сервіси,  які  використовувались  в  попередньому
експерименті,  дуже  елементарні,  оскільки  вони  реалізують  істотно  протокол  виклик-відповідь.
Такий вид сервісів  є дуже звичайним в області Веб-сервісів. Щоб змоделювати ще більш складні
ситуації,  ми  ускладнили  параметризований  домен,  шляхом  введення  композиції,  яка  потребує
високої  ступені  чергування  між  компонентами.  Тут  взаємодії  з  кожним  компонентом  є  більш
складними,  ніж  за  один  крок  виклик-відповідь,  і  для  досягнення  мети  необхідно  здійснювати
взаємодію  з  усіма  компонентами  способом  чергування.  Таке  чергування  є  загальним  в  P&S
прикладі, де, наприклад,  P&S не може підтвердити замовлення до виробника, якщо доставка не
доступна,  або якщо користувач не приймає цю пропозицію. Як показано в наступному графіку,
автоматизований синтез в цьому випадку є більш важким, ніж у попередній серії експериментів.
У той час як у попередньому експерименті побудова моделі і автоматизована композиція з
12 компонентів взяли, відповідно, 25 і 45 секунд, тепер вони беруть обидва біля 1200 секунд. Тим
не менш, ми очікуємо, що реалістичні композиції BPEL4WS не включатимуть в себе більше 12
компонентів, якими метод може управляти за прийнятний час.
Для  перевірки  результатів  цієї  експериментальної  оцінки  ми  також  провели  декілька
експериментів автоматизованої композиції на задачах, взятих з реалістичних  доменів Веб-сервісів.
Результати представлені в наступній таблиці.
Перший  випадок  -  це  P&S приклад,  який  був  пояснений  у  попередньому  розділі.
Автоматизована композиція дуже швидка, тому що, незважаючи на необхідність чергування, у нас
є  тільки  три  компоненти  (вантажовідправник,  виробник  та  користувач  P&S).  Ми  тоді
експериментували зі складнішою версією P&S. Ми додали додатковий сервіс, беручи до уваги, що
в  реалістичних  випадках  композитний  сервіс  може  вимагати  плату,  яка  має  справу з  третьою
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стороною,  тобто  Bank,  який  делегується,  щоб  отримати  гроші  від  клієнта.  У  цьому прикладі
чергування взаємодій збільшується за рахунок необхідності отримання підтвердження оплати від
Bank перед тим, як замовлення може бути підтверджено  Producer   і Shipper. Експериментальні
результати підтверджують, що проблема є більш важкою, ніж у вихідному  P&S прикладі,  і  час
автоматизованої композиції збільшується на один порядок величини. 
Нарешті, ми експериментували з конкретним прикладом, взятим з реального застосування
е-уряду,  який  ми  розробляємо  для  приватної  компанії.  Ми  націлені  на  надання  сервісу,  який
реалізує (публічний) офіс управління відходами (waste management office - WMO), тобто сервіс,
який  управляє  запитами  користувачів,  щоб  відкрити  майданчики  для  утилізації  небезпечних
відходів. Відповідно до існуючих  законів Італії, такий запит передбачає взаємодію різних офісів
державної адміністрації, таких як  Protocol Office,  Technical Committee,  Province Board,  Citizen
Service і  Secretary Service.  Вимога  композиції  тут  може  бути  описана  набором  обмежень  на
порядок виконання різних процедурних кроків, виконуваних різними офісами. Ми розглядали три
варіанти  цього  домену,  які  відповідають  зростаючому  чергуванню  між  різними  сервісами,
отримуючи у всіх випадках дуже добру продуктивність.
У  всіх  реальних  прикладах  автоматизований  синтез  показав,  що  це  можливо  протягом
розумного  часу,  безумовно,  набагато  швидше,  ніж  ручна  розробка  BPEL4WS  композитних
процесів.  Крім  того,  час,  необхідний  для  синтезу,  підтвердив  тенденції  експериментів  з
параметризованими доменами. 
Важливим питанням є якість генерованих BPEL4WS процесів. Для оцінки цього аспекту, ми
попросили одного з наших досвідчених програмістів розробити вручну BPEL4WS програму  для
основного P&S випадку і ми порівняли автоматично генероване і рукописне рішення. У результаті
ми виявили,  що обидва рішення реалізують  ту ж стратегію і  мають схожу структуру. Основна
відмінність полягає в тому, як вони здійснили підготовку пропозиції для користувача. Автоматично
генерований процес виконує аналіз випадку різних комбінацій витрат і затримок в межах одного
великого  твердження  вибору;  кожна  гілка  вибору обробляє  одну  певну  комбінацію.  Програма,
розроблена вручну, включає в себе ряд тимчасових змінних і обчислення, що дозволяє виконувати
підготовку без розгалуження. Як наслідок, автоматично генерований код більше, ніж ручний код
(22  Кбайт  проти  11  Кбайт).  За  винятком  цієї  проблеми,  яка  може  бути  вирішена  за  рахунок
оптимізації генерації гілок, автоматично генерований код є розумним, і досить легким для читання
і розуміння. 
Ми бачили  в  розділі  3,  що  остаточний  (і,  можливо,  маленький)  діапазон  повинен  бути
визначений для різних типів визначення обмінів  повідомлень компонентними Веб-сервісами.  У
всіх  експериментах,  описаних в  даному розділі,  визначається,  що діапазони містять  тільки два
значення. Це рішення гарантує гарну продуктивність і, принаймні, у розглянутих прикладах, це не
обмежувальний характер в тому сенсі, що автоматично синтезований Веб-сервіс може бути легко
адаптований, щоб працювати з різними (навіть необмеженими) діапазонами для цих типів. Ми в
даний час вивчаємо формальні умови, що гарантують цю властивість.
7 Пов'язані роботи та висновки 
У даній роботі ми показали, як конкретні і виконувані BPEL4WS процеси, які складають
Веб-сервіси, можуть бути автоматично сформовані з абстрактних BPEL4WS описів компонентів і
вимог  композиції.  Наша  попередня  оцінка  показує  потенціал  нашого  підходу  і  засвідчує
доцільність автоматичного виконання композиції Веб-сервісів для вирішення суттєвих завдань. У
цій  статті  ми не  надаємо повні  технічні  деталі  підходу, які  представлені  в  супроводжувальній
роботі [20]. 
Наскільки нам відомо, результати і підхід, представлений в даній роботі є новими, і ніколи
не  були  запропоновані  раніше.  Співтовариство  семантичного  Веб  використовує  методи
автоматизованого планування для вирішення проблеми автоматизованого виявлення і композиції
семантичних  Веб-сервісів,  наприклад,  на  основі  OWL-S  описів  входів/виходів  і
передумов/постумов  (див.  [15]).  У  той  час,  як  ми  не  вирішили  проблему  виявлення  (ми
припускаємо,  що  n компонентних  сервісів  надаються),  ми  будемо  вирішувати  форму
автоматизованої композиції, яка є більш складною, ніж та, що розглядається в семантичних Веб-
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сервісах. Справді, ці підходи не враховують описи поведінки Веб-сервісів, як наш підхід робить з
BPEL4WS.  В  [17]  автори  запропонували  підхід  до  моделювання,  перевірки  і  автоматизованої
композиції  Веб-сервісів  на основі  переведення DAML-S в ситуаційне числення і  мережі Петрі.
Однак, автоматизована композиція обмежується послідовною композицією атомарних сервісів,  і
вимоги  композиції  обмежуються  умовами  досяжності.  Інші  автоматизовані  методи  планування
були запропоновані для вирішення цієї проблеми композиції сервісів, наприклад, в [27, 23]. Однак,
жоден з них не може мати справу з автоматизованим завданням синтезу, що ми вирішуємо в цій
статті, де домен планування та генеровані плани являють собою системи переходів із стану в стан,
і цілі захоплюють вимоги композиції, які не обмежуються умовами досяжності.
Кілька робіт були  запропоновані  для підтримки форми композиції,  починаючи з  WSDL-
подібних специфікацій Веб-сервісів, див. [22, 24]. Ці методи не враховують описи поведінки Веб-
сервісів, таких як абстрактний BPEL4WS.
В роботі [13] формальний фреймворк визначається для складання електронних сервісів з
поведінкових  описів,  наведених  у  термінах  автоматів.  Цей  підхід  розглядає  проблему,  яка
докорінно  відрізняється  від  нашої,  так  як  проблема  електронної  композиції  розглядається  як
проблема  координації  виконань  даного  набору доступних  сервісів,  а  не  як  проблема  генерації
нового  композитного  Веб-сервісу,  який  взаємодіє  з  наявними  сервісами.  Вирішення  першого
завдання може бути використано для виведення обмежень на існуючий (представлення композиції
автомата)  композитний  сервіс.  Ми  генеруємо  (автомат,  відповідний)  BPEL4WS  композитний
сервіс,  що дозволяє вирішувати безпосередньо завдання скорочення часу, зусиль і помилки при
розробці  композитних  Веб-сервісів.  Це  основна  концептуальна  різниця  також  і  з  роботою,
описаною  в  [3],  де  методи  автоматизованого  міркування,  засновані  на  дескриптивній  логіці,
використовуються для вирішення проблеми автоматизованої композиції електронних сервісів, які
описані як кінцеві автомати. 
У майбутньому ми будемо вирішувати проблему прив'язування кінцевих діапазонів до типів
даних у генерації систем переходів із стану в стан з BPEL4WS Веб-сервісів. Зокрема, ми маємо
намір  дослідити  методи  для  прийняття  рішення  правильного  розміру  цих  діапазонів,  так  що
генерований  Веб-сервіс  реалізує  загальне  рішення,  яке  може  бути  прийнято  незалежно  від
фактичних  діапазонів.  Ми  також  маємо  намір  досліджувати  так  звані  методи  "рівня  знань"
(«knowledge-level») [19] для синтезу Веб-сервісів: ці методи запобігають необхідності фіксування
кінцевого діапазону і дозволяють синтез загального рішення. Ми плануємо розширити роботу до
автоматизованого  синтезу  семантичних  Веб-сервісів,  наприклад,  описаних  в  OWL-S  [10]  або
WSMO [26], за аналогією з [25]. 
Робота  частково  вкладається  в  MIUR-FIRB  проект  RBNE0195K5,  «Knowledge Level
Automated Software Engineering»  і  MIUR-PRIN  2004  проект  «Advanced Artificial Intelligence
Systems for Web Services».
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