Abstract. We construct a generator system of the annihilator of the generalized Verma module of gl(n, C) induced from any character of any parabolic subalgebra as an analogue of minors and elementary divisors. The generator system has a quantization parameter ϵ and it generates the defining ideal of the conjugacy class of square matrices at the classical limit ϵ = 0.
Introduction
Let A be an element of the space M (n, C) of square matrices of size n with components in C. Then the conjugacy class containing A is the algebraic variety V A = g∈G Ad(g)A by denoting G = GL(n, C) and Ad(g)A = gAg −1 . Under the G-action on M (n, C), we will study a quantization of V A interpreted as follows:
For the defining equations of V A or the G-invariant defining ideal I A of the closure of V A in the ring of polynomial functions on M (n, C), we will associate left invariant differential operators on G or an ideal J A of the ring of the left invariant differential operators on G, which we call a quantization of I A . The Lie algebra g of GL(n, C) is identified with M (n, C) and we identify the left invariant differential operators on G with the universal enveloping algebra U (g) of g. Then our quantization of V A is a U (g)-homomorphism of U (g)/J A to a suitable U (g)-module M . Note that the quantization of V A becomes a representation space of a real form G R of G if M is a function space on a homogeneous space of G R or a space of sections of a G R -homogeneous vector bundle.
Representations of U (g) or G R ← −−− − Ideal of U (g) The main purpose of this note is a unified explicit construction of the ideals I A and J A together with a study of certain properties of the ideals. Applications of the results in this paper to some representation spaces of the real form G R will be studied in other papers since their arguments are valid for the general real reductive Lie groups. But one of the applications will be briefly explained in Example 3.3.
In §2 we introduce a homogenized universal enveloping algebra U ϵ (g) to study our quantization together with "the classical limit"(ϵ = 0). We construct generators of J A from the generalized Capelli operators introduced by [15] which can be considered as quantizations of minors and we show in Theorem 2.9 that they generate the annihilator of a generalized Verma module induced from a character of a parabolic subalgebra of g. In fact, we give an explicit generator system of the annihilator of every generalized Verma module of gl(n, C) of the scalar type. When ϵ = 0 and moreover A is a nilpotent matrix, the corresponding result is Tanisaki's conjecture in [17] , which is solved by Weyman [18] . In particular, if ϵ = 0 and A is a regular nilpotent matrix, the result is due to Kostant [Ko] .
In §3 we examine how the annihilator determines the gap between the generalized Verma module and the usual Verma module, which is important for applications. For example, Theorem 3.1 assures that the theorem on boundary value problems for symmetric spaces studied in [15, Theorem 5.1] is improved by the generator system defined in this note (cf. Example 3.3 and [16, §5] ).
A similar construction of the annihilator using quantized Pfaffian in the case when g = o(n) is studied by [12] .
On the other hand, we can also quantize the minimal polynomial of V A from which we can construct another generator system of the annihilator. This is valid for any reductive Lie algebra and is studied in [16] and [13] .
There are other papers examining the generators of annihilator of a generalized Verma module induced from a character of a parabolic subalgebra. In particular [6] , [7] , [8] etc. study generators of the annihilator which span the adjoint representation of g. But their generators are less explicit and there are some assumptions on the character.
Elementary divisors
The Lie algebra g of G = GL(n, C) is identified with M (n, C) and also with the space of left G-invariant holomorphic vector fields on G. Then g is spanned by E ij for 1 ≤ i ≤ n and 1 ≤ j ≤ n where E ij is the fundamental matrix unit whose (p, q)-component equals δ i,p δ j,q and (2.1)
x νi ∂ ∂x νj with the coordinate x ij ∈ G. Then g is naturally a (g, G)-module.
Using the non-degenerate symmetric bilinear form 〈X, Y 〉 = Trace(XY ) on M (n, C) × M (n, C), we identify g with its dual g * . The dual basis {E * ij } of {E ij } is given by E * ij = E ji . For simplicity, we will denote E i = E ii and e i = E * ii . Definition 2.1. The homogenized universal enveloping algebra U ϵ (g) of a Lie algebra g is defined by
and the subalgebra formed by the
Here ϵ is a complex number (or an element commuting with g) and the denominator is the span as a two-sided ideal of the tensor algebra of g which equals the numerator.
Note that U ϵ (g) is naturally a (g, G)-module whose structure is induced from the map Ad(g) of g. U 1 (g) and U 0 (g) are the universal enveloping algebra U (g) and the symmetric algebra S(g) of g, respectively. If ϵ ̸ = 0, the map defined by E ij → ϵE ij gives an algebra isomorphism of U ϵ (g) onto U (g). The residue class of the element
For an ordered partition {n
The ordered partition of n is expressed by the set Θ of strictly increasing positive integers ending at n. Define Lie subalgebras n Θ ,n Θ and m Θ by the span of E ij with ι
and p Θ is a parabolic subalgebra containing the Borel subalgebra p. We remark that
. . , λ L ) ∈ C and define a closed affine subset of p:
Here I m denotes the identity matrix of size m and M (k, ℓ; C) denotes the space of matrices of size k × ℓ with components in C.
Remark 2.2. It is easy to see that the generic element of A Θ,λ has the Jordan canonical form
and any Jordan canonical form is obtained in this way with a suitable choice of Θ and λ.
is a generalized Verma module induced from the character λ Θ of m Θ , which is a quotient of the Verma module
In general we will omit the superfix ϵ when ϵ = 1.
Proposition 2.3.
Under the definition (2.6)
Proof. We may assume ϵ ̸ = 0 to prove the proposition. iii) The meaning of the minimal polynomial for ϵ ̸ = 0 will be clear in [16] . 
by the column determinant:
Proposition 2.7. The Capelli operators satisfy
where 
Here for
. 
If all the roots of
The remaining part in this section will be devoted to the proof of this theorem until Remark 2.17. First we will examine the image of our minors under the HarishChandra homomorphism.
Define the map ω of
.
under the notation in Theorem 2.9. Introducing the algebra isomorphism
, it is clear that the coef-
Lemma 2.11. Let g =n ⊕ a ⊕ n be a triangular decomposition of a reductive Lie algebra g over C. Here n andn are nilpotent subalgebras of g and a is a Cartan subalgebra of g and p = a ⊕ n is a Borel subalgebra of g. For an element D of the universal enveloping algebra U (g) of g, we define ω(D) ∈ S(a) so that
For a subspace V of U (g) put
. . , H M } be the basis of n,n and a, respectively. Then
The assumption implies P DQ ∈ U (g)V and therefore we may assume Q = 1 in (2.30). Since XD = ad(X)D + DX ∈ V + U (g)n for X ∈ n, we have
Lemma 2.12. Under the notation in Lemma 2.11, fix H
Θ ∈ a so that the condition ad(H Θ )Y = c Y Y with c Y ∈ C and Y ∈ n \ {0} means c Y ≥ 0. Suppose ad(H Θ )n ̸ = {0}. Let m Θ be the centralizer of H Θ in g and let n Θ andn Θ be subspaces spanned by the elements Y in n andn, respectively, satisfying ad(H Θ )Y = c Y Y with c Y ̸ = 0. Then p Θ = m Θ ⊕n Θ be a Levi decomposition of a parabolic subalgebra p Θ containing p. Let a Θ denote the center of m Θ . For an element λ of the dual a * Θ of a Θ we define a character λ Θ of p Θ so that λ Θ (n Θ +[m Θ , m Θ ]) = 0 and λ Θ (H) = λ(H) for H ∈ a Θ . Suppose there exist D 1 (λ), . . . , D m (λ) in U (g)[λ] so that ad(X)D k (λ) ∈ m j=1 U (g)[λ]D j (λ) for X ∈ g and k = 1, . . . , m, (2.31) D k (λ) ∈ X∈pΘ U (g)[λ] X − λ Θ (X) +nU (g)[λ] for k = 1, . . . , m. (2.32) Then D k (λ) ∈ X∈pΘ U (g)[λ] X − λ Θ (X) and therefore D k (λ) ∈ Ann(M Θ (λ)) for k = 1, .
. . , m under the same notation as in the case g = gl(n, C).
Proof. Retain the notation in the proof of Lemma 2.11. We may assume The following remark is clear from the argument in the proof of Lemma 2.12.
Remark 2.13. i) Let ℓ be a positive integer and let r(λ, ϵ) be a polynomial function
and p(µ), respectively, in Lemma 2.12, we have the same
Remark 2.14. Use the notation in Lemma 2.11. Let λ ∈ a * and consider the Verma
Here we identify S(a) with the space of polynomial functions of a * . This may be also considered to be a quantization of the conjugacy class of semisimple matrices.
Proof. Lemma 2.11 proves that P λ is a two-sided ideal of U (g). Since the assumption means that the projection of P λ L(λ) into the highest weight space of If g = gl(n, C), then
In 
Here we note that 
We have proved [17] and is proved by [18] . In this case r j IJ ∈ S(g) are of homogeneous polynomials of g * with degree #I − j. Here we note that det ϵ (x; E IJ ) is homogeneous of degree #I with respect to (x, g, ϵ, λ), which is well-defined under any choice of Poincare-Birkhoff-Witt basis because of the definition of the homogenized universal enveloping algebra.
Let S(g) m be the space of homogeneous elements of S(g) with degree m. 
and σ m (D) ∈ I 0 Θ (0). Hence it follows from (2.46) and (2.47) that there exist homogeneous elements p Remark 2.17. The procedure to deform λ to 0 under the classical limit ϵ = 0 is studied by [3] .
In the proof of Theorem 2.9 we have shown the following, which is proved by [2] together with the fact that it is not valid for a generalized Verma module of a general semisimple Lie algebra induced from a character of a parabolic subalgebra. 
Corollary 2.18. The graded ring gr Ann
Proof. It follows from Theorem 2.9 that the latter condition implies the former. Hence suppose the first condition. Let f m (x) be the least common multiple of d
Applying σ m to this relation as in the proof of Theorem 2.9, we have det Remark 2.21. i) The following theorem is a part of a conjecture proposed by [14] for the general symmetric pair. The case in this note corresponds to the pair (GL(n, C), U (n)).
ii) When Ann G (M Θ (λ)) is realized as a system of differential equations (cf. Example 3.3) on a Riemannian symmetric space of the non-compact type, the following theorem describes the characteristic exponents of the system along the boundary and hence the boundary value of the solutions of the system vanishes with respect to some exponents.
iii) In the case of the classical limit ϵ = λ = 0, the following theorem is obtained by [4] and [17] . 
Sinceλ ℓ is the i µ -th component of (λ w −1 (1) , . . . ,λ w −1 (n) ), we can conclude that 
Generalized Verma modules
In this section we examine the necessary and sufficient condition on λ ∈ C L so that
under the notation (2.6) and (2.9). Note that it is clear by the definition that
In general it is proved by [1] and [7] that for µ ∈ a * the map
. .} for any positive root α for the pair (n, a).
Moreover the map is surjective if µ is regular, that is, (3.5) 〈µ + ρ, α〉 ̸ = 0 for any root α for the pair (n, a)
and dominant. Hence in our case when ϵ ̸ = 0, (3.1) is valid if λ Θ + ρ ϵ is regular and dominant, which is equivalent to
Let R − denote the set of weights of U ϵ (n) with respect to a. Then
Since γ(µ; R j ) has the weight which equals that of R j , γ(µ; R j ) = 0 if the weight of R j is not in R − . Moreover since E ii+1 has a maximal weight e i − e i+1 in R − for any integer i with 1 ≤ i < n,
Cγ(µ; R j ).
The key to studying the condition for 
with a suitable 1 ≤ ℓ ≤ m. Define non-negative integers (3.10)
and we have (3.12)
by putting
Hence it follows from from (2.18) that (3.14)
Then the condition
is equivalent to the existence of j with
If ϵ ̸ = 0, the condition (3.15) is equivalent to the condition that ν is an integer satisfying
If ϵ = 0, it is equivalent to
Hence (3.15) is equivalent to the condition (cf. Remark 2.15) (3.19)
Thus we have the following theorem.
ii) The equality (3. 
is not valid with j = k, we have
On the other hand, if ϵ = 0, we have a
We have this relation also in the case when ϵ = 0 because degp 
Lastly consider the case when k < j o . If ϵ = 0, the same argument as in the case when j o < k works. Therefore we may assume ϵ ̸ = 0. Put ℓ = λ jo +n jo−1 −λ k −n k−1 . It follows from (3.19) that
as in the previous case. 
Here the above ≡ is considered under modulo J ϵ (λ Θ ). Note that
Hence if λ 1 ̸ = λ 2 + ϵ which is equivalent to (3.21), we have (3.1). Suppose λ 1 = λ 2 + ϵ. Then since ad(p)(E 32 E 12 ) ⊂ J ϵ (λ Θ ), we have (3.25)
If ϵ ̸ = 0, the above inclusion relation gives a Jordan-Hörder sequence of M ϵ (λ Θ ) and Example 3.3. Let G be a real form of GL(n, C), let K be a maximal compact subgroup of G and let P be a parabolic subgroup of G with the Langlands decomposition P = M AN . Fix a minimal parabolic subgroup P o of G contained in P . Let a * be the dual space of the Lie algebra a of A. Define
B(G/P ; L λ ) = {f ∈ B(G); f (xp) = χ λ (p)f (x) (∀p ∈ P )},
for λ ∈ a * . Here B(G) is the space of hyperfunctions on G. Let p Θ be the complexification of the Lie algebra of P . Then the totality of the elements of U (g) which kill all the elements of B(G/P o ; L λ ) equals J Θ (λ). Here we note that U (g) is identified with the ring of left invariant differential operators on G.
Note that (3.1) implies that f ∈ B(G/P o ; L λ ) belongs to B(G/P ; L λ ) if and only if f is killed by Ann G (M Θ (λ)).
The Poisson transformation P λ of the space B(G/P o ; L λ ) is defined by
Here dk is the normalized Haar measure on K.
Suppose P λ is injective. It is known by Helgason [5] that this is valid for generic λ including λ = 0. Then [10] shows that the image is characterized by a simultaneous eigenspace of the ring of invariant differential operators on the symmetric space G/K. In this case (3.1) assures that the image of the Poisson transform of B(G/P ; L λ ) is {f ∈ B(G/K); P f = 0 ∀P ∈ Ann G (M Θ (λ)) }.
Johnson [6] studies this problem when λ = 0 and P ̸ = P 0 . Here we have solved this problem for generic λ including λ = 0. More precise argument and similar applications are given in [16, §5] .
