Abstract. In the signal processing area, blind source separation (BSS) is a method aiming to recover independent sources from their linear instantaneous mixtures without resorting to any prior knowledge, such as mixing matrices and sources. There have been increased attentions given to blind source separation in many areas, including wireless communication, biomedical imaging processing, multi-microphone array processing, and so on in recent years. In this paper, we propose a new simple BSS technique that exploits second order statistics for nonstationary sources. Our technique utilizes the algebraic structure of the signal model and the subspace structures so as to efficiently recover sources with interference of noise. Computer simulations have demonstrated that, in comparison with other existent methods, our method has better performance in the regimes of low and medium SNRs. For high SNRs, our method is not as promising methods such as the method called AC ("alternating columns")-DC ("diagonal centers") algorithm, but it gives reasonable performance.
Introduction
In recent years, blind source separation (BSS) has received much attention in such applications as multi-path channel identification and equalization, direction of arrival (DOA) estimation in sensor arrays, speech enhancement with multiple microphones, biomedical signal analysis, and crosstalk removal in multi-channel communications. This wide applicability is due to the fact that BSS can be used to process data from multi-sensor measurements with no need to model the underlying physical phenomena accurately.
Most of BSS algorithms can be classified into two types according to how the source sequences are modeled. The first type [1, 2] deals with stationary signals, such as modulated digital signals in communication system, while the second [3~10] involves non-stationary signals, such as speech signals and video signals. In this thesis, we consider non-stationary source sequences. Many BSS algorithms for non-stationary signals have been proposed in the last decade. Because of the non-stationarity of the source signals, most BSS algorithms attempt to get the estimation of the mixing matrix or its inverse by simultaneously diagonalizing all covariance matrices. For instance, Parra et al. [6] proposed a method that minimizes the error between the covariance matrices, which are obtained from observed signals, and the iterative estimated covariance matrices by the gradient descent method to estimate the mixing matrix or its inverse.
In this thesis, we proposed a new algorithm which utilizes the algebraic structure of the signal model to separate source signals from observed mixtures by alternating projection and to suppress the noise effect by subspace projection. Some simulations are performed to show that the proposed method has better performance in comparison to other existing methods in cases where mixtures are perturbed by significant noise. The remaining parts of the paper are organized as follows. In Section 2, we present the problem statement and some general assumptions of our problem. In Section 3, the new proposed algorithm is presented explicitly. We first derive the identifiability of the proposed algorithm, and then present the channel identifiability, reconstruction of sources, and noise reduction in order. Then some simulation results are provided to justify its performance in Section 4. Finally some conclusions and discussions are drawn in Section 5.
Problem Statement and Assumptions
The following notations will be used throughout the development that follows. 
3.
The Proposed Algorithm Based on Alternating Projection 3.1.
Blind identifiability
First, we divide source signal vector into M frames in time domain, and each frame has L samples. For sufficiently small frame length, we can further assume that the source signal are "Quasi-Stationary," that is, the source signals are wide-sense stationary within each frames. We herein refer the length of each frame to as "the stationary time." Let 
where mk d is the average power of the k-th source within the m-th frame.
Using (A1), and (A2), the noise-free model (1) leads to the autocorrelation matrix
where 
Stacking all m y as the matrix
where
which represents the vector resulted from the variation of average power of the k-th source. Non-stationary signals, such as speech signals, usually exhibit significant variations in power for each frame.Therefore, we can reasonably assume that the power variations with time of each source are linearly independent, that is, D is of full column rank. And then we have the following two lemmas. 
Then we have
for some
c H is a rank one matrix. Such a condition holds only when c contains one nonzero element since H is of full rank. Thus,
for some 
is satisfied if and only if
and for any 0 α > ∈ ℜ .The above theorem tells us that there is a unique set of Kronecker decomposable bases which is constructed from the mixing matrix H and lies in the subspace range{ Y }. Thus, it provides the identifiability of the mixing matrix. The main idea of the proposed algorithm is that we estimate the mixing matrix H by finding out Kronecker decomposable vectors in range{ Y }.
Channel Identification
In this section, we focus on the estimation of the mixing matrix H as the first step of our algorithm. The main objective of the proposed algorithm is to estimate H , up to a permutation and scaling factor. We assume without loss of generality that
Define two sets as follows: 
By Theorem 1, the intersection of these two sets is:
Now, let us focus on how to find the element in the intersection Ω . Define the projector function 
The optimization problem (16) can be rewritten as 
Using (13) and (18), we have 
which equals to
Discarding the constant terms yields
Obviously, the solution is the unit eigenvector of mat{ } u corresponding to the largest eigenvalue. As to equation (17), it is a classic least square problem whose solution is the projection of v onto 
where max s (mat{ }) u is the dominant unit eigenvector of mat{ } u and Y P is the orthogonal projector of 2 Ω which can be obtained from left singular matrix by truncated singular value decomposition(SVD) of the matrix Y . In other words, letting
be the truncated SVD of Y corresponding to the K largest singular values, we have
The algorithm starts with a randomly generated iterate
, and then it alternatively projects the iterates onto 1 Ω and 2 Ω with the projector functions P1 and P2 until it converges. Once it converges, we get one normalized column of mixing matrix. The proposed alternating projection algorithm for finding one channel column is summarized as follows:
Next, let us consider the problem about how to find out all columns of the mixing matrix. Intuitively, we can repeatedly perform ALTPRJ with randomly generated initial vectors u 0 until K linearly independent vectors are obtained. However, the number of times of performing ALTPRJ may be large in order to obtain all columns of the mixing matrix. To avoid finding too many repeated columns, we proposed a heuristic method to efficiently get the rest of the columns. First, we find the first column 1 h by ALTPRJ with randomly generated vector 
is generated randomly and where
With the initial vectors projected onto the subspaces corresponding to the columns we have estimated, the algorithm is repeatedly performed until all columns are estimated. By simulation, we find that the choice of initial vector greatly affects the result of searching the channel columns. With the choice of this initial vector, the algorithm can estimate mixing matrix efficiently.
Finally, the reconstructed source signals can be obtained from the observed signals multiplied by the pseudo inverse of the estimated mixing matrix, † H . The following is the proposed procedure for blind source separation based on the alternating projection:
• Given Y , ε ,and let
is generated randomly.
Noise Reduction
When noise is present, the covariance matrix of the observed signals based 
In the case for N > K, the eigen decomposition of , x m R has the form
where U is the matrix of eigenvectors of 
we can ensure that range space of Y , which is constructed from observed signals, is equal to range space of A , so this result enables us to estimate the mixing matrix well even when noise is present.
Simulation Results
In this section, simulation results are presented for speech sources. We compare the performance of mixing matrix estimation with some existed algorithms under the case that noise is added on the observation signals. Three (8 kHz, 12 seconds) are used in the simulations. The number of sensors is N = 3, and the length of each frames, L, is 320 samples (0.04 second).
Experiment 1
In this experiment, we investigate the noise effect upon the performance of the algorithms. The definition of signal to noise ratio (SNR) is as follows:
Because some of the algorithms estimate the mixing matrix and the others estimate the inverse matrix of that, we define two performance indexes to measure performance of source separation for fair comparison as follows:
{ } where H andĤ are, respectively, the mixing matrix and the estimated one, and where
is permutation matrix. To ignore the scaling ambiguity, we restrict each column of H to be of unit norm. The expectation is with respect to the trial, and in this example 1000 Monte Carlo runs were used to evaluate that expected value. This measurement tells us how completely a BSS algorithm recovers sources with ignoring permutation and scaling ambiguity. The advantage of this measurement is that its calculation can be transformed into a convex optimization problem so that it can be done efficiently. These two performance indexes can be calculated by modifying the method of calculating Wasserstein distance proposed in [11] . We compared proposed method with Gradient Gescent Method (LUCAS) [6] , Gaussian Likelihood Maximization (PHAM) [7] , ACDC [12] , and QDIAG [13] in this example. The simulation result is shown in Fig. 2 . From the figure, we found that our algorithm has the best performance when SNR< 20dB and converges to a floor, 33dB ch Φ = − , very quickly. Though the performance of our algorithm is worse than the performance of QDIAG, ACDC, and PHAM when SNR> 20dB, the performance which our algorithm converges at is still good in practice. To see this, we sum all the matrices Φ = − is good enough to separate sources. 
Experiment 2
In this experiment, we apply our method to recover real speech sources from linearly mixed signals with noise perturbation. SNR is set to be 20dB. The waveforms of original sources, linearly mixtures, and recovered sources are respectively shown in Fig 3. The result indicates that our method can well separate sources from mixtures which is perturbed by noise. 
Conclusion
In this thesis, we have presented a new blind source separation algorithm for non-stationary signals using second order statistics. The proposed algorithm was derived from a subspace perspective and may perfectly identify the channel even in the presence of noise. Through computer simulations, we have demonstrated that the proposed algorithm outperformed the existing algorithms when the effect of noise is conspicuous. However, there is a performance limit when the noise is small for our algorithm. It would be an interesting future direction to improve our algorithm for small noise cases.
