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Abstract
Selection bias occurs when the association between exposure and dis-
ease in the study population differs from that in the population eligible for
inclusion. Along with confounding, it is one of the fundamental threats
to the validity of epidemiologic research. In this paper, we propose a def-
inition of selection bias in terms of potential outcomes. This approach
generalizes the structural approach of Herna´n et al. (2004), which defines
selection bias as a distortion of the exposure-disease association that is
caused by conditioning on a collider. Both approaches agree in all sit-
uations where the structural approach identifies selection bias, but the
potential outcomes approach identifies selection bias in situations where
the earlier approach does not. Selection bias defined by potential out-
comes can involve a collider at exposure, a collider at disease, or no col-
lider at all. This broader definition of selection bias does not depend on
the parameterization of the association between exposure and disease, so
it can be analyzed using nonparametric single-world intervention graphs
(SWIGs) both under the null hypothesis and away from it. It provides a
more nuanced interpretation of the role of randomization in clinical trials,
simplifies the analysis of matched studies and case cohort studies, and dis-
tinguishes more clearly between the estimation of causal effects within the
study population and generalization to the eligible population. This anal-
ysis of selection bias is an important theoretical and practical application
of SWIGs in epidemiology.
1 Introduction
When selection bias occurs, the association between exposure and a disease
in the population selected for a study (the study population) is different from
the association in the population eligible for inclusion (the eligible population).
Along with confounding, it is one of the fundamental threats to the validity of
epidemiologic studies. The modern discussion of selection bias began with Berk-
son (1946), who showed that spurious associations between diseases could ap-
pear among hospitalized patients. Herna´n et al. (2004) used causal directed
acyclic graphs (DAGs) (Greenland et al., 1999) to show that many forms of
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selection bias occur when selection into a study is a common effect of exposure
and disease. When selection is a collider (or a descendant of a collider) on a path
from exposure to disease in a causal DAG, it can open a non-causal pathway
that distorts the exposure-disease association in the study population.
Although this approach to selection bias has earned a place in the foun-
dation of epidemiologic methods, it does not define selection bias in terms of
potential outcomes (Rubin, 1974). Away from the null hypothesis of no causal
effect of exposure on disease, it cannot be analyzed using nonparametric DAGs
because it depends on the parameterization of the association (Herna´n, 2017).
Here, we propose a definition of selection bias using potential outcomes that
can be analyzed using single-world intervention graphs (SWIGs) (Richardson
and Robins, 2013a,b) both under the null hypothesis and away from it. This
approach generalizes the insights of Herna´n et al. (2004), and it unifies the
theoretical frameworks used to understand selection bias and confounding. To
illustrate the potential advantages of a potential outcomes approach to selection
bias, we outline how SWIGs unified the concept of confounding in epidemiology.
1.1 Two definitions of confounding
Unlike selection bias, confounding has a standard definition in terms of poten-
tial outcomes. Let X be an exposure or treatment, which we will refer to as
“treatment” to emphasize that we imagine intervening to set its value. Let D
be a disease outcome, and let Dx denote the disease outcome if we intervene to
set X = x. The absence of unmeasured confounding is defined as
Dx ⊥⊥ X |C (1)
where C is a set measured covariates that does not contain any descendants
of X or D. This conditional independence is called exchangeability (Green-
land and Robins, 1986; Herna´n and Robins, 2020). A DAG does not contain
the potential outcome Dx, so exchangeability cannot be read directly from the
graph (Richardson and Robins, 2013a).
Another definition of confounding is given in terms causal DAGs (Greenland
et al., 1999; Herna´n and Robins, 2020). A path from X to D is any non-
intersecting sequence of edges (regardless of direction) that starts at X and
ends at D, and a path is causal if all of its edges point away from X and
toward D. A path is open unless it contains two edges that point to the same
variable, which is called a collider. Conditioning on a non-collider blocks the
path, and conditioning on a collider (or a descendant of a collider) opens the
path. X and D are associated if they are connected by an open path, and they
are conditionally independent (d-separated) given C if conditioning on C blocks
all paths from X to D. A backdoor path from X to D is a path from X to
D that begins with an arrow pointing to X. Confounding occurs when there
is an unblocked back-door path from X to D, and the absence of unmeasured
confounding occurs when there is a set of observed variables C that contains no
descendants of X or D and blocks all backdoor paths from X to D.
2
X Y
X|x Yx
Figure 1: A DAG (top) and the SWIG (bottom) that results from intervening
to set X = x. If there is no causal path from X to Y , then Y (x) = Y .
1.2 Unification via SWIGs
Single-world intervention graphs (SWIGs) are a graphical representation of
causal relationships developed by Richardson and Robins (2013b).1 These split
one or more nodes on a causal DAG to represent variables set to a particular
value. If we set a variable X to a value x, the node representing X splits in two:
One node representing the actual value of X inherits all incoming edges of the
original node, and another node representing the intervention X = x inherits
all outgoing edges. Any node Y that is a descendant of the original node X is
written Y x to show its dependence on setting X = x. An example is shown in
Figure 1. In a SWIG, the rules of d-separation can be used to evaluate condi-
tional independencies under the finest fully-randomized causally-interpretable
structured tree graph (FFRCISTG) causal model of Robins (1986), which makes
assumptions that are—in principle—testable through experiments.
Using SWIGs, it can be shown that the exchangeability in equation (1) holds
if and only if all backdoor paths between X and D are closed given C in the
underlying DAG (Richardson and Robins, 2013a). An example is shown in
Figure 2. The variables in C cannot include descendants of X or D for the
following reasons:
• If C is a descendant of X and we intervene to set X = x, the resulting
SWIG contains Cx, not C.
• If C is a descendant of D, then C is a descendant of X unless the null
hypothesis of no causal path from X to D is assumed to be true. If we
set X = x, the SWIG will contain Cx instead of C.
Thus, the requirement that C not contain descendants of X or D is fulfilled
for any conditional independence that can be evaluated in a SWIG. The analy-
sis of confounding using SWIGs unifies exchangeability and the backdoor-path
criterion for confounding (Herna´n and Robins, 2020).
1What we call “SWIGs” here are called single world intervention templates (SWITs)
in Richardson and Robins (2013b).
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Figure 2: A SWIG showing no unmeasured confounding. X and Dx are condi-
tionally independent given C, which is not a descendant of X or D.
To see why exchangeability in equation (1) allows estimation of counterfac-
tual risks, let C be a (possibly empty) set of variables sufficient to control for
confounding. If we set treatment X = x, then risk of disease given C is
Pr
(
Dx = d |C) = Pr (Dx = d |C,X = x) (2)
= Pr
(
D = d |C,X = x). (3)
by exchangeability and consistency, respectively. Within each level of C, the
risk of disease given that we observe X = x equals the risk that would occur if
we intervened to set X = x. However, this leaves out the process of selection—
implicitly assuming a random sample of the eligible population.
2 Selection bias via potential outcomes
As above, let X be a treatment, D be a disease outcome, and S indicate selection
into the study. Assume that X is not a descendant of D. Under the potential
outcomes approach, there is no unmeasured selection bias when at least one of
the following conditions holds.
1. Cohort condition: If we intervene to set treatment X = x, selection is
conditionally independent of disease outcome:
Sx ⊥⊥ Dx |X,C (4)
where a C set of measured variables such that exchangeability holds in
equation (1). Because C must contain only measured variables, it cannot
include descendants of X. Equation (4) is typically relevant to a cohort
study, where selection is determined by exposure. Figure 3 shows a SWIG
for a cohort study with no unmeasured selection bias if C is observed.
2. Case-control condition: If we intervene to set disease status D = d,
selection is conditionally independent of exposure:
Sd ⊥⊥ X |D,C (5)
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Figure 3: SWIG for a cohort study: The cohort condition holds because Sx
and Dx are conditionally independent given X and C. The path from Sx to
Dx through x is blocked because x represents a fixed value of treatment X.
Selection bias requires the solid edges but not the dashed edges.
X D|d
SdC
Figure 4: SWIG for a case-control study: X and Sd are conditionally indepen-
dent given D and C, so the case-control condition holds. Selection bias requires
the solid edges but not the dashed edges.
where C is a set of measured variables C such that exchangeability holds
in equation (1). Note that Xd = X because X is not a descendant of D.
Equation (5) is typically relevant to a case-control study, where selection is
determined by disease outcome. Figure 4 shows a SWIG for a case-control
study with no unmeasured selection bias if C is observed.
If there is an edge from X to S in the DAG underlying Figure 3, the cohort
condition holds but the case-control condition fails because Sd = S is a child
of X. If there is an edge from D to S in the DAG underlying Figure 4, the
case-control condition holds but the cohort condition fails because Sx is a child
of Dx. Therefore, neither condition implies the other.
2.1 Selection and estimation
The cohort and case-control conditions are each sufficient to prevent selection
bias, but they have different implications for estimation of the causal effect of
X on D. When the cohort condition holds, the risk of disease given C and X
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in equation (3) is the same in the study population and the eligible population:
Pr
(
D = d |C,X = x) = Pr (D = d |C,X = x, Sx = 1) (6)
= Pr
(
D = d |C,X = x, S = 1) (7)
by the cohort condition and consistency, respectively. The risk of disease given
X and C is completely collapsible over S (Greenland and Pearl, 2011), so any
measure of association based on these risks will be the same in both populations.
When the case-control condition holds, exposure prevalence given C and D
is the same in the study population and the eligible population:
Pr(X = x |C,D = d) = Pr (X = x |C,D = d, Sd = 1) (8)
= Pr
(
X = x |C,D = d, S = 1), (9)
by the case-control condition and consistency, respectively. The prevalence of
exposure given D and C is completely collapsible over S, so any measure of
association based on these prevalences will be the same in the study population
and the eligible population.
In a case-control or case-cohort study, the odds ratio for exposure comparing
cases to controls can approximate a measure of association based on the risk of
disease, such as the risk ratio or incidence rate ratio. With additional informa-
tion on the risk of disease and the prevalence of exposure within levels of C in
the eligible population, it is possible to calculate the risk of disease within levels
of C and X (Miettinen, 1976). However, the cohort condition places fewer con-
straints on estimation of the causal effect of X on D. We will call any measure
of association that can be calculated given the selection mechanism of the study
an available measure of association.
2.2 Selection bias and generalization
We will use generalization as defined by Dahabreh and Herna´n (2019) for ran-
domized trials: the extension of inferences from the study population to the
eligible population or a subset of it. When the cohort or case-control condition
holds given C, any available measure of association adjusted for C generalizes
from the study population to the eligible population. However, it is still possi-
ble that a measure of association not require adjustment for C. The conditions
under which adjustment will leave a measure of association unchanged are given
in Greenland and Pearl (2011). In general, a measure of association is distorted
by selection bias when conditioning on S opens a non-causal path from X to
D, there is effect modification by C, or the measure is noncollapsible (see Ap-
pendix, Supplemental Digital Content 1). When there is no selection bias given
C, no effect modification by C in the study population is equivalent to no effect
modification in the eligible population (up to random variation). Away from
the null, the risk ratio and risk difference are collapsible but the odds ratio is
not, and no effect modification on one scale implies effect modification on the
other two scales (Rothman et al., 2008). Under the null, all three measures are
simultaneously collapsible and free of effect modification.
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Any definition of selection bias that requires a measure of association to differ
between the study and eligible populations will depend on the parameterization
of the association between X and D. This has profound consequences for the
use of causal graphs to analyze selection bias:
This dependence of the bias on the parameter used to quantify the
effect explains why causal diagrams fail to depict selection bias off
the null: Causal directed acyclic graphs are nonparametric and thus
cannot generally encode biases that depend on a particular param-
eterization of the effect. This is also the reason why the distinction
between bias under the null and bias off the null is important for
selection bias but not confounding. (Herna´n, 2017)
By expanding the definition of selection bias slightly, the potential outcomes
approach removes this dependence, allowing selection bias to be analyzed using
SWIGs both under the null hypothesis and away from it.
2.3 Selection bias with a collider at S
In a causal DAG, an selection bias is caused by conditioning on S when it is a
collider or a descendant of a collider on a noncausal path from X to D (Herna´n,
2017; Herna´n et al., 2004). Suppose that S is a collider on a path from X to D
such that conditioning on S opens a path that cannot be blocked by any set of
observed variables. Then there is an open path from X to S and an open path
from D to S that both end with arrows pointing into S. Figure 5 shows a DAG
illustrating this situation. The cohort and case-control conditions both fail:
• If we set X = x, then the open path from D to S in the DAG implies
that Sx and Dx are not conditionally independent given any set observed
variables, so the cohort condition fails.
• If we set D = d, then the open path from X to S in the DAG implies that
Sd and X are not conditionally independent given any set of observed
variables, so the case-control condition fails.
The cohort and case-control conditions also fail if we condition on any descen-
dant of S. In each example from Herna´n et al. (2004), the potential outcomes
definition reaches identical conclusions about the presence and control of selec-
tion bias. All of these examples show selection bias that can exist with no causal
pathway from X to D (i.e., under the null hypothesis) and no open backdoor
path from X to D (i.e., no confounding).
2.4 Selection bias with a collider at X or D
Selection bias can be caused by colliders at X or D even when S is not a collider
or a descendant of a collider. Measures of association based on the risk of disease
condition on X, and measures of association based on the prevalence of exposure
7
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S
U V
Figure 5: DAG showing selection S as a collider on an open path from X to
D. The dashed undirected edges indicate open paths. The open path from D
to S makes the cohort condition fail, and the open path from X to S makes
the case-control condition fail. This remains true if there is a causal path or
backdoor path from X to D.
condition on D. Unlike selection bias caused by a collider at S, these forms of
selection bias require a causal effect or confounding.
Figure 6 shows selection bias in a cohort study caused by a collider at X.
Within levels of X, Sx = S and Dx are associated because of the open path
S-U -X-V -Dx. However,
S ⊥⊥ Dx |X,C (10)
where C = {U}, C = {V }, or C = {U, V }, so the cohort condition holds
if we observe at least one of U and V . Conditioning on U controls selection
bias but not confounding because it d-separates Sx and Dx without blocking
the backdoor path X-V -D. Conditioning on V controls both confounding and
selection bias. This form of selection bias requires a backdoor path from X
to D, so it will disappear if confounding is controlled. Supplemental Digital
Content 2 contains an example implemented in R (R Core Team, 2020).
Figure 7 shows selection bias in a case-control study caused by condition-
ing on a collider at D. This form of selection bias requires a causal effect or
confounding. Given D, Sd = S and X are associated because of the open path
X-D-U -S. However, S ⊥⊥ X |D,U so the case-control condition holds given
U . Away from the null, the odds ratio requires adjustment for U because of
noncollapsibility even when there is no effect modification. If there is no causal
effect of X on D and no confounding, the case-control condition holds without
conditioning on U , so the odds ratio requires no adjustment. The cohort condi-
tion also holds given U because S ⊥⊥ Dx |U . The risk difference and risk ratio
do not require adjustment for U when there is no effect modification on the
corresponding scale. These results are derived in the Appendix (Supplemental
Digital Content 1), and Supplemental Digital Content 2 contains an example
implemented in R (R Core Team, 2020).
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VU
X |x Dx
S
Figure 6: SWIG showing selection bias in a cohort study caused by a collider
at X. Because S is not a descendant of X, Sx = S. The cohort condition holds
given U or V . Selection bias requires the solid edges but not the dashed edge.
U
X D |d
S
Figure 7: SWIG showing selection bias in a case-control study caused by a
collider at D. Because S is not a descendant of D, Sd = S. The case-control
condition holds given U , as does the cohort condition (see Figure 13). Selection
bias remains if the edge from X to D is replaced by an open backdoor path.
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S X|x Dx
C
Figure 8: SWIG for a clinical trial, where selection S precedes assignment of
treatment X. C is a risk factor for disease that is associated with selection into
the trial. Note that Sx = S because S is not a descendant of X. Selection bias
requires the solid edges but not the dashed edge.
2.5 Selection bias without colliders
Conditioning on a collider or a descendant of a collider is not a necessary con-
dition for selection bias (Herna´n, 2017). Selection bias without colliders occurs
if we remove the edge from X to S in Figure 3. This results in a DAG similar
to one used by Herna´n (2017) to analyze an example of selection bias given
in Greenland (1977). The risk difference and risk ratio require no adjustment
for C when there is no effect modification on the corresponding scale. The odds
ratio requires adjustment away from the null but not under the null. These
results are derived in the Appendix (Supplemental Digital Content 1).
Another form of selection bias without colliders can occur in a clinical trial.
Figure 8 shows a SWIG for a randomized clinical trial where selection into
the trial is associated with a risk factor C. The arrow from S to X exists
because selection into the trial affects the probability of treatment, which might
be zero outside the study population. The standard explanation for the role
of randomization is that it prevents backdoor paths from X to D, but this
overlooks the backdoor path X-S-C-Dx that exists whenever inclusion in the
trial is associated with the risk of D.
In Figure 8, the cohort condition holds given C because S ⊥⊥ Dx |X,C.
Without conditioning on C, there is a backdoor path from S to Dx. The case-
control condition fails because X is a child of S. Randomization ensures that:
• All backdoor paths from X to D are blocked by conditioning on S, so the
effect of X on D is unconfounded within the study population.
• All exposure groups have the same distribution of C, so a crude measure of
association between X and D is implicitly standardized to the distribution
of C in the study population
Therefore, a randomized trial provides a valid estimate of the causal effect of X
on D within the study population without adjustment for C.
Generalization to the eligible population can require adjustment for C if
there is effect modification or noncollapsibility. In this example, the C-conditional
risk difference and risk ratio in the eligible population equals the C-marginal
risk difference or risk ratio in the study population when there is no effect mod-
ification on the corresponding scale. The odds ratio requires adjustment for C
10
X|x
Sx
Dx
C
Figure 9: SWIG for selection a cohort study matched on a confounder C. The
cohort condition holds given C. Because of matching, all exposure groups have
the same distribution of C. Under the null hypothesis, there is no edge from x
to Dx.
away from the null. Under the null hypothesis, none of the three measures or
association require adjustment for C. These results are derived and illustrated
in the Appendix (Supplemental Digital Content 1), and Supplemental Digital
Content 2 contains an example implemented in R (R Core Team, 2020).
3 Applications to study design and analysis
Mansournia et al. (2013) analyzed matched studies and case-cohort studies us-
ing DAGs. The potential outcomes approach to selection simplifies the analysis
of these study designs by eliminating the need to consider cancellation of asso-
ciations along different paths in a causal graph. We reach similar conclusions,
but we identify several cases where generalization to the eligible population
can require adjustment for covariates even though no adjustment is needed to
estimate the causal effect within the study population.
3.1 Matched cohort studies
Figure 9 shows a SWIG for a cohort study matched on a confounder C. The
cohort condition holds given C because Sx ⊥⊥ Dx |X,C. Matching ensures that
the distribution of C is the same in all exposure groups, so a crude measure
of association based on disease risks is implicitly C-standardized. Therefore,
adjustment for C is not necessary to estimate the causal effect of X within
the study population. However, generalization to the eligible population re-
quires adjustment for C if there is effect modification or noncollapsibility (see
Appendix, Supplemental Digital Content 1).
If we remove the edge from C to X in Figure 9, then C is associated with D
but not a confounder. Because of the path Sx-C-Dx, the cohort condition holds
only when we condition on C. The result is the same as before: The causal effect
of X on D within the study population can be estimated without adjustment
for C, but generalization to the eligible population requires adjustment for C
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D |d
Sd
Figure 10: SWIG for a case-control study matched on a confounder C. The
case-control condition holds given C. Because of matching, the case and control
groups (but not the exposure groups) have the same distribution of C. Under
the null hypothesis, there is no edge from X to D.
if there is effect modification or noncollapsibility (see Appendix, Supplemental
Digital Content 1).
If we remove the edge from C to D in Figure 9, then C is associated with
X but not a confounder. In this case, the cohort condition holds without con-
ditioning on C, so no adjustment for C is necessary for generalization to the
eligible population.
3.2 Matched case-control studies
Figure 10 shows a SWIG for a case-control study matched on a confounder C.
The cohort condition fails because S is a child of D, but the case-control con-
dition holds given C because Sd ⊥⊥ X |D,C. It follows that our measure of
association must be based on the prevalence of exposure in cases and controls
and that we must control for C to avoid selection bias. In this case, matching
ensures that the distribution of C is equal in the case and control groups, not in
the exposure groups. Because the exposure groups have different distributions
of C, the crude odds ratio cannot be interpreted as a causal effect of expo-
sure within the study population. The C-conditional odds ratios have a causal
interpretation, and they are identical (up to random variation) in the study
population and the eligible population. Away from the null, the C-conditional
odds ratios in the eligible population differ from the C-marginal odds ratio in
the study population even when there is no effect modification, so adjustment
for C is necessary (see Appendix, Supplemental Digital Content 1).
If we remove the edge from C to X in Figure 10, then C is associated with
D but not a confounder. Thus, both the C-marginal and C-conditional odds
ratios in the eligible population have a causal interpretation. Conditioning on
the collider at D opens the path X-D-C-Sd, so the case-control condition holds
only given C. Away from the null, the C-marginal and C-conditional odds
ratios in the eligible population differ even when there is no effect modification
by C. When there is no effect modification, the C-conditional odds ratio in the
eligible population matches the C-marginal odds ratio in the study population
(see Appendix, Supplemental Digital Content 1). Matching on C is harmful
12
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S1 S2
Figure 11: DAG for a case-cohort study. S1 indicates selection into the under-
lying cohort, and S2 indicates selection into the subcohort or becoming a case
(or both). The cohort condition holds for S1, and the case-control condition
holds for S2.
if the C-marginal odds ratio in the eligible population is of primary interest.
Under the null, the case-control condition holds without conditioning on C.
If we remove the edge from C to D in Figure 10, then C is associated with
X but not a confounder. However, the case-control condition holds only given
C because of the path X-C-Sd. When there is no effect modification by C, the
C-marginal and C-conditional odds ratios in the eligible population are equal.
However, the C-conditional and C-marginal odds ratios in the study population
differ away from the null even when there is no effect modification. Under the
null, the C-marginal odds ratios are the same (up to random variation) in the
study population and the eligible population. Thus, adjustment for C is nec-
essary away from the null but not under the null (see Appendix, Supplemental
Digital Content 1).
In all examples considered by Mansournia et al. (2013), S was a descendant
of the collider at D. Under the potential outcomes definition, the collider at D
itself is sufficient to cause selection bias.
3.3 Case-cohort studies
When there are multiple stages of selection, there must be no unmeasured se-
lection bias at each stage. Figure 11 shows a DAG for a case-cohort study with
no unmeasured selection bias. S1 indicates selection into the underlying cohort,
and S2 indicates selection into the subcohort or becoming a case (or both). In
the first stage, we have Sx1 ⊥⊥ Dx |X so the cohort condition holds uncondition-
ally. In the second stage, the cohort condition fails because of the edge from D
to S2, but the case-control condition holds because S
d
2 ⊥⊥ X |D,S1. Thus, each
stage of selection avoids unmeasured selection bias. Because the cohort condi-
tion does not hold for the second stage of selection, the exposure prevalence in
the case and control groups must be used to estimate a causal effect of exposure
on disease. The need to stratify on S1 to control selection bias for S2 explains
why we cannot include cases from outside the original cohort if the cohort was
selected based on exposure.
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4 Discussion
The potential outcomes approach to selection bias generalizes the approach
of Herna´n et al. (2004) within the theoretical framework of potential outcomes
and conditional independence that is used to define confounding. In this ap-
proach, there is selection bias whenever the cohort condition in equation (4)
and the case-control condition in equation (5) both fail. The cohort condition
guarantees the generalizability of all measures of association based on the risk of
disease given X and C. The case-control condition in equation guarantees the
generalizability of all measures of association based on the prevalence of expo-
sure given D and C. However, the presence of selection bias does not guarantee
that a given measure of association will differ in the two populations.
The potential outcomes approach finds selection bias in several situations
where there is no spurious association between X and D caused by conditioning
on S. We saw examples of selection bias caused by a collider at X or D and
examples with no colliders at all. In these examples, it is possible that a measure
of association requires no adjustment for C even when conditioning on C is
required to prevent selection bias. This typically requires no effect modification
by C, and C must be measured to establish this. Away from the null, at most one
of the risk difference, risk ratio, and odds ratio can escape the need to adjust for
C. The broader definition of selection bias in the potential outcomes approach
is useful because it identifies all variables that might need to be measured to
generalize from the study population to the eligible population.
Because it does not require a distortion of a measure of association, the
potential outcomes definition of selection bias does not depend on the param-
eterization of the association between exposure or treatment and disease. The
variables needed to control selection bias can be identified using SWIGs both
under the null hypothesis and away from it. This allows confounding and selec-
tion bias to be analyzed simultaneously. Specifically, a set of variables C must
be identified such that: the exchangeability condition in equation (1) and at
least one of the cohort and case control conditions hold. This combined analy-
sis of confounding and selection bias is an important application of SWIGs to
the theory and practice of epidemiology.
We have assumed throughout that our DAGs and SWIGs completely rep-
resent causal relationships in the population eligible for the study, so a lack of
confounding and selection bias guarantees that observation of the study pop-
ulation can be used to estimate the causal effect of exposure or treatment in
the eligible population. Causal relationships in a different population might
not be completely represented by the same DAGs or SWIGs. Thus, the lack
of confounding and selection bias does not guarantee that the causal effect of
treatment can be estimated in a population containing individuals who were
not eligible for the study. It guarantees generalizability but not transportabil-
ity (Dahabreh and Herna´n, 2019), which is a strong argument for the inclusive
recruitment of study participants in epidemiology.
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A Appendix
Let MS and ME denote the C-marginal measures of association in the study
population and eligible population, respectively. Let MCS and MCE denote the
C-conditional measures of association in the study population and the eligible
population, respectively. To show that a measure of association does not require
adjustment for C, we show the following chain of equalities:
ME = MCE = MCS = MS . (11)
The second equality holds when there is no selection bias given C. When all
three equalities hold, MS = ME so the C-marginal measure of association in
the study population equals the C-marginal measure of association in the eli-
gible population. When there is a backdoor path from X to D through C, we
will verify only the second and third equalities, so the C-conditional measure of
association in the eligible population equals the C-marginal measure of associ-
ation in the study population—in which case no adjustment for C is necessary.
Another possible case is that the first two equalities hold, so the C-marginal
measure of association in the eligible population equals the C-conditional mea-
sure of association in the study population—in which case adjustment for C is
necessary. Here, we will consider the risk difference, risk ratio, and odds ratio.
To show the first equality in equation (11), we use the following results
of Greenland and Pearl (2011):
• Risk difference and risk ratio: If there is no effect modification by C and
C ⊥⊥ X or C ⊥⊥ D |X, (12)
then the C-conditional and C-marginal risk differences or ratios are equal.
• Odds ratio: If there is no effect modification by C on the odds ratio scale
and
C ⊥⊥ X |D or C ⊥⊥ D |X, (13)
then the C-conditional and C-marginal odds ratios are equal.
If the conditions in equations (12) and (13) hold given a set of variables V that
does not include C, then the V -conditional measure of association will remain
the same with or without adjustment for C Greenland and Pearl (2011). To
establish the third equality in equation (11), we condition on S in addition to
X or D in equations (12) and (13).
When there is no selection bias given C, no effect modification by C in the
eligible population is equivalent to no effect modification by C in the study
population (up to random variation). To establish a lack of effect modification
without assuming the null hypothesis, we must measure C. Away from the
null, no effect modification on one scale implies effect modification on the other
scales (Rothman et al., 2008), so at least two of the three measures of association
require adjustment for C. Under the null, there is no effect modification on any
scale and all measures of association are collapsible, so all three measures of
association can be simultaneously unaffected by selection bias. This is illustrated
in the L’Abbe´ plot in Figure 12 (L’Abbe´ et al., 1987; Richardson et al., 2017).
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Figure 12: L’Abbe´ plot showing the null line where the risk of disease is equal
in the exposed and unexposed groups, lines of constant risk difference equals to
±0.5, lines of constant risk ratio equal to 2±1, and lines of constant odds ratio
equal to 2±1. Under the null, there is no effect modification on any scale. Away
from the null, no effect modification on one scale implies effect modification on
the other two scales (except that a constant risk difference line can intersect the
same constant odds ratio line at two points). The risk difference and risk ratio
are collapsible because their constant lines are always straight. The odds ratio
is noncollapsible away from the null because its constant lines are curved.
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UX|x Dx
S
Figure 13: SWIG showing intervention on X in the example from Figure 7.
Because S is not a descendant of D, Sx = S. The cohort condition holds given
U because S ⊥⊥ Dx |U .
Collapsibility A standardized risk difference or risk ratio can be written as an
average of the stratum-specific risk differences or risk ratios, respectively. If one
of these measures is constant across strata, then the standardized measure equals
this constant value. These measures of association are collapsible (Greenland
and Pearl, 2011; Greenland et al., 1999). The standardized odds ratio is not
an average of stratum-specific odds ratios, so the standardized odds ratio can
differ from the stratum-specific odds ratios even they are all equal. The odds
ratio is noncollapsible. Away from the null, the standardized odds ratio will
be closer to the null than the common stratum-specific odds ratio when there
is no effect modification (Greenland and Pearl, 2011; Greenland et al., 1999;
Miettinen and Cook, 1981). The odds ratio is collapsible only under the null,
where the standardized odds ratio and the common stratum-specific odds ratios
all equal one. In Figure 12, collapsibility occurs when the constant measure of
association lines are straight (Richardson et al., 2017).
A.1 Collider at D
In the SWIG in Figure 7, the case-control condition holds given U . However,
both conditions in equation (13) fail: U 6⊥⊥ X |D because of the collider at
D, and U 6⊥⊥ D |X because D is a child of U . Thus, the first equality in
equation (11) fails, so the odds ratio requires adjustment for U away from the
null. Under the null, the case-control condition holds without conditioning on
U so no adjustment is necessary for the odds ratio.
Figure 13 shows that the cohort condition also holds given U , so the risk
difference and risk ratio are also available measures of association. Suppose
there is no effect modification on the risk ratio scale. Then each equality in
equation (11) holds:
1. Because U ⊥⊥ X, the U -marginal and U -conditional risk ratios are equal
in the eligible population.
2. Because the cohort condition holds given U , the U -conditional risk ratios
are the same in the eligible population and the study population
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S
D
C
Figure 14: DAG showing selection bias without a collider at S in a cohort study.
The dashed arrow from X to D shows that we consider selection bias both under
the null and away from the null.
3. Because U ⊥⊥ X |S, the U -conditional and U -marginal risk ratios are
equal in the study population.
Therefore, the U -marginal risk ratio in the eligible population equals the U -
marginal risk ratio in the study population. A similar argument holds if there
is no effect modification on the risk difference scale. Away from the null, at
least one of the two measures of association requires adjustment for U . Under
the null, the cohort condition holds without conditioning on U , so no measure
of association based on disease risks given X requires adjustment for U .
A.2 Selection bias without colliders
A.2.1 Cohort study
If we remove the edge from X to S in the DAG underlying Figure 3, we get the
DAG in Figure 14. A similar DAG was used by Herna´n (2017) to analyze an
example of selection bias given by Greenland (1977). Without conditioning on
C, the cohort condition fails because Sx = S and D are connected through the
open path S-C-D, and the case-control condition fails because Sd = S and X
are connected through the open path X-D-C-S. Given C, both the cohort and
case-control conditions hold.
As observed by Herna´n (2017), the risk difference and risk ratio do not
require adjustment for C if there is no effect modification on the corresponding
scale. The first equality in equation (11) holds because C ⊥⊥ X, the second
equality holds because of the cohort condition, and the third equality holds
because C ⊥⊥ X |S. Away from the null, at least one of the two measures of
association requires adjustment for C. Under the null hypothesis, there is no
effect modification on either scale, so neither measure of association requires
adjustment for C.
When there is a causal effect of X on D, the odds ratio requires adjustment
for C because both conditions in equation (13) fail: C 6⊥⊥ X |D because of the
collider at D, and C 6⊥⊥ D |X because D is a child of C. When there is no edge
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from X to D, there is no path from C to X, so C ⊥⊥ X |D and C ⊥⊥ X |D,S.
Thus, the odds ratio requires no adjustment for C under the null.
The example in Greenland (1977) was used to show that loss to follow-up in a
cohort study could cause selection bias. The “study population” is the observed
cohort and the “eligible population” is the underlying complete cohort. The
2 × 2 table for X and D in the observed cohort has a risk ratio of 2.05 with a
χ2 p-value of 0.020, but the corresponding 2 × 2 table in the complete cohort
has a risk ratio of 1.69 with p = 0.065. Thus, an epidemiologist using a 0.05
level of significance would reject the null based on the observed cohort data even
though they would fail to reject based on the complete cohort data. However,
the null hypothesis that the risk in the complete cohort equals the observed
risk ratio in the observed cohort has a p-value of 0.49, so it is not clear that
the risk ratio has been systematically distorted. When the size of the cohort is
multiplied by 100, this null hypothesis has a p-value of 0.03. However, the 2×2
table for X and S in the enlarged cohort has a χ2 p-value of 0.00024, so X and
S no longer appear to be independent. Assuming faithfulness of the DAG, this
implies an arrow X and S in Figure 14, making S a collider on a path from X
to D. The potential outcomes analysis of this example agrees with the analyses
of Greenland (1977) and Herna´n (2017). However, it shows that a collider at
D contributes to selection bias for the odds ratio and that selection bias in the
enlarged cohort involves a collider at S. In Supplemental Digital Content 2, the
tables from Greenland (1977) are recreated in R.
A.2.2 Clinical trial
In the clinical trial in Figure 8, there is a backdoor path from X to D through C,
so only the C-conditional measures of association have a causal interpretation in
the eligible population. The C-marginal measures of association are confounded
by the open backdoor path X-S-C-D, which is blocked by conditioning on S.
Thus, we verify only the second and third equalities in equation (11) to show
that the C-conditional measure of association in the eligible population matches
the C-marginal measure of association in the study population.
In Figure 8, the cohort condition holds given C because C blocks the path
S-C-D. The second equality in equation (11) holds because of the cohort condi-
tion, and third equality holds because C ⊥⊥ X |S. Therefore, the risk difference
and risk ratio require no adjustment for C if there is no effect modification by
C on the corresponding scale. Away from the null, at least one of the two mea-
sures of association requires adjustment for C. Under the null, there is no effect
modification on either scale, so neither measure requires adjustment for C.
Away from the null, the odds ratio requires adjustment because both condi-
tions in equation (13) fail: C 6⊥⊥ X |D,S because conditioning on the collider at
D opens the path C-D-X, and C 6⊥⊥ D|X,S because D is a child of C. Under
the null, the odds ratio does not require adjustment for C because C ⊥⊥ X |D,S.
Figure 15 shows the marginal odds and risk ratios in a population with a
causal odds ratio of two in each stratum of C. Both measures are sensitive to the
proportion of the population with C = 1: The odds ratio varies from 1.57 to 2.00
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because of noncollapsibility, and the risk ratio varies from 1.11 to 1.67 because
of effect modification. Figure 16 shows the marginal odds and risk ratios in a
population with a causal risk ratio of two in each stratum of C. The risk ratio
is constant because of collapsibility, but the odds ratio varies from 2.25 to 6.00
because of effect modification. Under the null hypothesis, the marginal odds
and risk ratios always equal one. Even when X is randomized, some measures
of association generalize to the eligible population only with adjustment for C.
A.3 Matched studies
A.3.1 Matched cohort study
Recall that we verify only the second and third equalities in equation (11) when
C is a confounder. When these equalities hold, the C-conditional measure of
association in the eligible population equals the C-marginal measure in the study
population. In the matched cohort study in Figure 9, C is a confounder. The
cohort condition holds given C and we have C ⊥⊥ X |S because of matching,
so the second and third inequalities in equation (11) hold for the risk difference
and risk ratio. These measures require no adjustment for C when there is no
effect modification on the corresponding scale, including under the null.
The odds ratio requires adjustment for C away from the null but not under
the null. Because of matching, C ⊥⊥ X |S. Away from the null, conditioning
on the collider at D opens up a new path from C to X, so C 6⊥⊥ X |D,S.
Because D is a child of C, we also have C 6⊥⊥ D |X,S. Thus, both conditions in
equation (13) fail. Under the null, the collider at D does not open a new path
from C to X, so C ⊥⊥ X |D,S.
When we remove the edge from C to X, we can consider all three equalities
in equation (11) because the C-marginal measure of association in the eligible
population has a causal interpretation. We have C ⊥⊥ X because the paths
from C to X are blocked colliders at S and D, so the first equality holds. The
cohort condition holds given C and C ⊥⊥ X |S by matching, so the second and
third equalities hold. Therefore, the risk ratio and risk difference do not require
adjustment for C when there is no effect modification on the corresponding
scale, including under the null. The odds ratio requires adjustment for C away
from the null but not under the null: Both conditions in equation (13) fail when
there is an edge from X to D, but both hold under the null hypothesis.
A.3.2 Matched case-control study
In the matched case-control study in Figure 10, C is a confounder. The case-
control condition holds given C, and we have C ⊥⊥ D |S by design. However,
C 6⊥⊥ D |X,S because conditioning on X blocks the path C-X-D that was open
when we conditioned only on S. Thus, the third equality in equation (11) fails,
so the odds ratio is distorted by selection bias away from the null. Under the
null, C ⊥⊥ D |X,S, so the second and third equalities in equation (11) hold and
no adjustment for C is needed.
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Figure 15: Risk ratios and odds ratios from a population where the risk of
disease among the untreated is 0.2 when C = 0 and 0.8 when C = 1. Black
lines show marginal odds and risk ratios comparing the treated to the untreated.
Gray lines show marginal odds and risk ratios under the null.
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Figure 16: Population-level risk ratios and odds ratios when the risk of disease
among the untreated is 0.1 when C = 0 and 0.4 when C = 1. Black lines show
marginal odds and risk ratios comparing the treated to the untreated. Gray
lines show marginal odds and risk ratios under the null.
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If we remove the edge from C to X, C is no longer a confounder but con-
ditioning on C remains necessary for the case-control condition to hold. Even
when there is no effect modification by C, the C-marginal odds ratio differs
from the C-conditional odds ratio because both conditions in equation (13) fail:
C 6⊥⊥ X |D (because of conditioning on the collider at D) and C 6⊥⊥ D |X (be-
cause D is a child of C). However, we have C ⊥⊥ D |S by design and there is
no path from C to D through X, so C ⊥⊥ D |X,S. Thus, the C-marginal odds
ratio in the study population matches the C-conditional odds ratios when there
is no effect modification. The second and third equalities in equation (11) hold
away from the null, and all three equalities hold under the null.
If we remove the edge from C to D, C is no longer a confounder but condi-
tioning on C remains necessary for the case-control condition to hold. If there
is no effect modification by C, the C-marginal and C-conditional odds ratios
in the eligible population are equal because C ⊥⊥ D |X: One path from C to
D is blocked by conditioning on X, and the other is blocked by the collider at
S. However, the C-conditional and C-marginal odds ratios are different in the
study population because both conditions in equation (13) fail: C 6⊥⊥ X |D,S
(because X is a child of C), and C 6⊥⊥ D |X,S (because C ⊥⊥ D |S by design
and then the path C-X-D is blocked). Thus, the first two equalities of equa-
tion (11) hold, so the C-marginal odds ratio in the eligible population equals
the C-conditional odds ratio in the study population. Therefore, adjustment
for C is required away from the null. Under the null, we have C ⊥⊥ D |X,S, so
all three equalities in equation (13) hold and no adjustment for C is required.
A.4 Conclusions
The results derived above generally fit the pattern observed by Herna´n (2017):
When selection bias is not caused by a non-causal path from X to D opened by
conditioning on S, adjustment is not required when the measure of association
is collapsible and there is no effect modification. When conditioning on C is
necessary to prevent selection bias under the potential-outcomes framework, at
most one of the risk difference, risk ratio, and odds ratio can escape the need for
adjustment for C. Under the null, all three measures can simultaneously escape
the need to adjust for C. We strongly suspect that the approach of Herna´n et al.
(2004) covers all selection bias under the null hypothesis. Formally proving this
result or finding a counterexample is an important next step, as is developing a
more general understanding of the roles of effect modification and collapsibility
in selection bias. Here, we have only argued by example.
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