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Biocatalysis  offers  the  ability  to  carry  out  important  synthesis  and  production  of  valuable 
chemicals  at  benign  conditions.  In  the  development  of  new  processes,  enzymes  are  being 
engineered towards specific products with great success. Currently, mutations are introduced 




chiral  amines.  These  amines  are  important  as  building  blocks  for  pharmaceuticals  and 






and  with  the  performance  of  this  being  unknown,  it  is  almost  impossible  to  direct 
development. A focal point must therefore lie in the determination of kinetic models and how 
kinetic data can be obtained  in a robust and generic way. Models for many enzymes already 
exist  and  can  be  found  in  common  text  books.  These models  do  however  require mutant 
specific data and must be collected with the target reaction. 
In this thesis a novel way of collecting kinetic data is created, this is carried out by combining 
existing  technology and enables  the analysis of aqueous  solutions on‐line. Furthermore,  the 
use of a size exclusion column enables the simultaneous detection of the enzyme and UV/VIS‐
active  compounds. The  size exclusion  chromatography does not provide baseline  separated 
results,  nor  is  this  required.  The  application  of  chemometric  tools  enable  detection  of 
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DANSK	RESUME	
Med biokatalyse er det muligt at syntetisere og producere værdifulde kemikalier under milde 
betingelser.  Ved  udvikling  af  nye  processer,  bliver  enzymer  modificeret  til  at  katalysere 
ønskede produkter med stor succes. Nu om dage  introduceres mutationer  i enzymer, derved 
dannes  mange  nye  mutanter  og  der  søges  herefter  iblandt  disse.  Med  high  throughput 
screening  kan man  udføre  screening  af millioner  af mutanter  pr.  dag.    Der  er  derfor  høj 
sandsynlighed for at finde enzym mutanter med egnede egenskaber. 
Specielt bliver enzymet amin transaminase her evalueret, da disse enzymer giver mulighed for 
en  unik  vej  til  fremstilling  af  chirale  aminer.  Chirale  aminer  er  vigtige  byggesten  både  i 
lægemidler og i kemikalier til landbrug. Et lovende enzym er blevet isoleret, men det har været 
vanskeligt  at  vurdere  dets  ydeevne  samt  at  give  retningslinier  for  en  procesudvikling. 
Almindeligt  kendte  begrænsninger  i  processer  er  opløselighed  af  substrat  og  produkt, 
ufordelagtig  termodynamik¸  inhibering  samt  stabilitet.  Det  er  vanskeligt  at  vurdere,  hvor 
flaskehalsen i en given proces vil være. Desuden kan man ikke forvente, at der kun er en enkelt 
løsningsmodel  til afhjælpning af  flaskehalse, og man bør  i  fremtiden have  som mål at  finde 
frem til integrerede problemløsninger. Alle de nævnte begrænsninger vedrører reaktoren i en 
proces, og når ydeevnen af et enzym er ukendt, er det næsten umuligt at opstille  forslag  til 
procesudvikling.  Et  fokuspunkt må derfor  i  fremtiden  være  at udvikle  kinetiske modeller og 





blevet opnået  ved en  kombination af eksisterende  teknologier og giver mulighed  for online 
analyse af vandige opløsninger. Endvidere er det muligt at kvantificere enzym og UV/VIS aktive 
molekyler  ved  kombineret  af  størrelseskromatografi  og  UV/VIS  detektion. 
Størrelseskromatografi giver  ikke basislinie separation, hvilket heller  ikke er nødvendigt. Brug 
af  kemometriske metoder  gør  det  nemlig muligt  at  detektere  forbindelser  på  baggrund  af 
opsamling  af  retentionstids‐  og  bølgelængde  data.  Et  stort  fremskridt  har  været  at  kunne 
kvantificere  enzymkoncentration,  da  man  herigennem  kan  anvende  specifik  aktivitet  til 
modeltilpasning.  Dette  setup  udnytter  fordelene  ved mikrofluidiske  skala  og  leverer  semi‐
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ࢇ  Surface to volume ratio  ݉ଶ ∙ ݉ିଷ 
࡭  Area  ݉ଶ 
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ࡰ  Taylor dispersion coefficient  ݉ଶ ∙ ݏିଵ 




ࢍ  Standard gravity = 9.81  ݉ ∙ ݏିଶ 
ࢎ૙  Thermal conductivity   
߂ࡴ࢘  Reaction enthalpy  ݇ܬ ∙ ݉݋݈െ1 
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࢓ሶ   Mass flow rate  ݇݃ ∙ ݏିଵ 
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࢖ࡷࢇ  Acid dissociation constant  െ 











࢜  Rate of reaction  ݉݋݈ ∙ ݏିଵ 
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࢜૙  Fluid velocity based on an empty channel  ݉ ∙ ݏିଵ 
࢜ࢇ࢜ࢍ  Average linear flow rate  ݉ ∙ ݏିଵ 
ࢂ  Volume  ݉ଷ
ࢂࢌ  Forward  ௠ܸ௔௫ reaction rate  ݉݋݈ ∙ ݏିଵ 
ࢂ࢘  Reverse  ௠ܸ௔௫ reaction rate  ݉݋݈ ∙ ݏିଵ
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ࣁ  Viscosity  ܲܽ ∙ ݏ
ࢿ  Molar absorption coefficient  ܮ ∙ ݉݋݈ିଵ ∙ ܿ݉ିଵ
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࣋  Density  ݇݃ ∙ ݉ିଷ
࣌  surface tension  ܰ/݉
࣎  Residence time  min ݋ݎ ݄













As  scientists  it  is  required  that we  incorporate  the metrics of a  sustainable process  into our 
development.  Anastas  and Warner  created  the  twelve  principles  of  green  chemistry1  as  a 
roadmap  and  further  instruments  have  also  been  introduced  by  Sheldon2,  such  as 
E(nvironmental)‐factor and atom‐efficiency.  Biocatalysis is widely considered as one of the key 
technologies  in  respect  of  sustainability,  but  this  claim  should  be  confirmed  through 
calculation of the E‐factor3. More specifically, the motivation for the application of biocatalysts 
stems from their ability to perform highly selective chemistry under mild conditions  in water 
based  solutions, making  them  attractive  as  ‘green’  catalysts3.  The  replacement  of  organic 
solvents with water is of special interest as these solvents can have detrimental effects on the 
environment4–6.    The  sustainability  of  biocatalysts  are  further  emphasized  as  they  are 




synthesis  and  production  of  many  chemical  products,  ranging  from  bulk  commodities  to 
pharmaceutical  intermediates10–12.  Several  hundred  industrial  processes  have  already  been 
implemented, mostly  in  the pharmaceutical  industry, with more  in development10,13. During 
the last decade the ability to alter the properties of an enzyme via protein engineering14–17 has 
enabled  the  synthesis  of  entirely  new  molecules  and  reactions  (without  precedent  in 
Nature)15,18. Multi‐step sequences of enzymes, operating sequentially or in tandem19,20, as well 
as  chemo‐enzymatic  combinations21,22  have  now  also  been  established.  Likewise,  also  in 
synthesis, the exchange of multiple steps with a single step23,24 has been carried out. In short, 
biocatalysis provides a valuable  tool  to complement many established synthetic approaches. 
Despite these scientific developments biocatalysis  is still often  limited  in application due to a 
poor transition from the laboratory scale to the process plant. There are several clear reasons 
for this, but amongst the most important is the complexity of enzyme kinetics, combined with 
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For conventional chemical reactions (including catalytic conversions), reaction engineering has 
for a long period provided an efficient and effective methodology for the design and sizing of 






In order  to move  the development of biocatalytic processes  forward, a change  is needed  in 
how development  is approached. Suitable methods should be established for deriving kinetic 
expressions,  not  solely  aimed  at  the  mechanistic  understanding  that  is  required  by 
biochemists,  but  of  appropriate  accuracy  for  the  use  of  (bio)chemical  engineers  to  design 
(bio)reactors.  The  designs will  here  enable  implementation  of  substrate  feeding  strategies, 
investigation of required product removal and definition of suitable biocatalyst concentrations 
(g/L). Moreover,  it can also be applied  in the optimization of retrofitting existing equipment, 
which  is  often  the  requirement  of  the  pharmaceutical  industry.  Finally,  it will  also  enable 
considerations for improvement of the enzyme itself29 (via protein engineering). 
In order  for  the new biocatalytic synthesis routes  to reach  industrialization  it  is necessary  to 






 A  process  concept  has  been  made  to  define  targets  for  the  performance  of  the 
enzyme.  
These  three  requirements are  linked and often  iteratively developed. Systematic procedures 
would be  far more preferable and give  the opportunity  to assess  the  feasibility of processes 
quickly and where appropriate development strategies can be deployed. Enzyme kinetics  lies 
at the center of this procedure. 
Enzymes  have  excellent  selectivity  and  hold  the  possibility  of  tailoring  them  to  specific 
reactions. This is perhaps only surpassed by their multitude and the mere quantity of possible 
mutants makes High Throughput  Screening  (HTS) a necessity  for  the  identification of  viable 
enzyme. Methods of screening can now handle tens of millions of mutants a day30,31. This does 
however not  change  the  requirements  for process  engineering.  The possibility of  a  tailored 
enzyme makes it unique to the process that it is designed for. In order to carry out the job of 




and  reliable  manner  is  desired  as  well  as  a  protocol  for  fitting  the  models.    Reaction 
engineering  in  microscale  has  really  developed  a  lot  over  the  last  decade26,32,33  and  the 
application of microfluidics  for development of biocatalytic processes has  a  great potential. 
Application of a Microfluidic Tool for the Determination of Enzyme Kinetics 
     3 
One  clear  benefit  of  applying microfluidics  is  the  low  consumption  of  scarce  and  valuable 
resources,  especially  in  the  early  development  phase where  for  example  only mg  to  a  few 
grams of the catalyst  is available 34. More  importantly, the  information gathered per mass of 
biocatalyst  spent  is much higher. Consequently,  investigations  that are more detailed  in  the 
comparison to conventional lab‐scale studies can be carried out.  
The  real  potential  of  biocatalysis  is  yet  to  be  reached  and  the  improved  and  new ways  of 




1.1 Scope of  thesis 




phase”  (1).  An  “improvement  phase”  (2)  is  hereafter  initiated,  where  the  biocatalyst  is 
developed through protein engineering16. High throughput screening is well developed for this 
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and  calculations  surrounding  the  set‐up will be  given here. The  information  from  the  three 





















































the case of being  limiting,  it will determine the extent of which  investigations can be carried 
out.  It  is  therefore  desired  to  keep  consumption  of materials  to  a minimum,  this  can  be 
accomplished by using dimensions of microscale. The physical effects of operating at this scale 
is  therefore  explained  and  categorized  in  this  chapter.  Furthermore,  the  possibilities  of 
applying a microfluidic platform for process development was investigated.  
This chapter has been written as a joint chapter with Søren Heintz. This was carried out, since 







Before applying  the  setup  for  the  collection of kinetic data,  it  is  required  to  validate  that  it 
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2 AMINE TRANSAMINASES 
Here the case used for development are introduced and explained.  
The  enzyme  amine  transaminase  (EC  2.6.1.18)  is  chosen  as  a  case  study.  The  enzyme  is  of 
particular  interest as  it produces chiral amines with high enantiomeric excess. Nevertheless, 
this  enzyme  presents  itself  with  many  difficulties  and  the  developed  techniques  and 
technology handling  the problems can be  transferred  to other enzyme cases. Problems with 
activity,  substrate  supply,  product  removal  and  unfavourable  thermodynamics  are  here 
encountered as such difficulties.  
2.1 Chiral amines 
Chiral  amines  are  important  for  the  pharmaceutical,  agro‐chemical  and  chemical  industry. 




The preparation of  chiral  amines  from biocatalysis has  recently  gained much attention. The 
routes  that are considered here are 1) kinetic resolution  (KR) of racemic mixtures, using e.g. 
Lipases, 2) dynamic  kinetic  resolution  (DKR) of  racemic mixtures, using  e.g. Amine oxidases 
coupled with ammonia borane and 3) asymetric synthesis, using e.g. Amine transaminases. 
Application of a Microfluidic Tool for the Determination of Enzyme Kinetics 




Kinetic  resolution  and  dynamic  kinetic  resolution  is  used  for  differentiating  and  in  the  end 
separating enantiomers  in a racemic  (50/50) mixture. The  two enantiomers are both eligible 
for  the  reaction but  are  converted with different  reaction  rates.  This  results  in  an  enantio‐
enriched  sample  of  the  less  reactive  enantiomer46.  This  classic  method  has  a  theoretical 
maximum yield of 50%. It is however possible to circumvent this by coupling the reaction with 
a  bio/chemocatalytic  racemization  step,  where  the  undesired  product  is  returned  to  the 
racemic state, enabling further conversion. This makes  it possible to get a 100% yield from a 
racemic mixture and the method  is termed dynamic kinetic resolution  (DKR). The other way, 
namely asymmetric  synthesis,  is  the direct  synthesis of a  single enantiomer. Transaminases, 
more  specifically  amine  transaminases,  conducts  this  type  of  synthesis.  The  possibility  of 
directly  obtaining  the  chiral  product  is  very  appealing  and  motivates  the  use  of  amine 
transaminases. These enzymes will therefore be a focus in this thesis. 
2.2 Amine transaminases 
The enzyme utilized  for  this study  is a  transaminase. This group of enzymes  (EC 2.6.1.X) are 
used in the synthesis of chiral amines. More specifically the subgroup of amine transaminases 
(EC 2.6.1.18)  is  investigated here as  this  subgroup,  in principle, can accept a broad  range of 
ketones and amines even without a carboxyl group40,47–49, can potentially achieve 100% yield at 
mild operating conditions48 and can be engineered to have very high enantiomeric excess.  
The  enantiomeric  excess  is  of  particular  value  due  to  the  inherent  problem  of  separating 
racemic  mixtures.  Furthermore  the  cost  of  downstream  processing  in  the  pharmaceutical 
industry  can  amount  to  80‐90%  of  the  production  cost43.  This  is  understandable,  since 
traditional methods of separation cannot be applied when molecules only differ by rotation of 




Another aspect of  the enantiomeric purity  is drug  safety as  it  is known  that  the one of  the 
enantiomers  can  cause  deleterious  effects52  whereas  the  other  enantiomer  is  the  active 
pharmaceutical  ingredient.  The  apparent  advantages  and  economic  benefits,  in  terms  of 
reduced downstream processing, justifies a direct biocatalytic route to optically pure amines.  








common  problems  in  relation  to  process  development  following  model  reactions  were 
selected: 
 
Figure  2.3  –  Model  reactions  with  the  core  transformation  of  Benzylacetone  (BA)  to  1‐Methyl‐3‐
phenylpropylamine (MPPA) carried out with different donors and their respective products 
The  desired  target  is  1‐Methyl‐3‐phenylpropylamine  (MPPA)  which  can  be  obtained  from 
benzyl acetone  (BA). To show possible solution strategies different amine donors have been 
Application of a Microfluidic Tool for the Determination of Enzyme Kinetics 




of each of  the  reactions  is  roughly: ~30/1  (PEA‐donor), ~1/1  (IPA‐donor) and ~1/1000  (ALA‐
donor)53.  Removing  a  product  selectively will  always  benefit  thermodynamically  challenged 
reactions, but often comes with a trade‐off.   
In  the  case  of  MBA  the  reaction  equilibrium  is  favourable,  so  the  motivation  for  ISPR 
implementation are more  related  to product  inhibition. Nonetheless, difficulties can arise  in 
the downstream product  recovery as a consequence of  the great  similarities between MBA, 
ACP (Acetophenone), MPPA and BA. 
In the case of IPA as donor the low boiling point of (ACE) acetone directs development towards 









It  is  expected  that  ISPR  will  never  become  a  simple  solution54,55.  A  number  of  general 
physicochemical properties of  the different  reaction  species are  listed  in Appendix 1 and  in 
Table 2.1 an overview of some of the general challenges. 
Table 2.1 ‐ Challenges related to the reaction systems. 

























The  relatively  simple  case  of  Down  Stream  Processing  (DSP)  of  the  IPA  case  and  the 
manageable  thermodynamics connected, makes  it a  favourable system to  investigate. This  is 
further motivated by  the economical assessment of amine donors54. Here  it was  found  that 
among the amine donors, IPA would be adding the least to the production costs. In this thesis 
it has therefore been chosen to investigate the kinetic dynamics of enzyme catalyzed reaction 
ܫܲܣ ൅ ܤܣ	 ⇌ ܣܥܧ ൅ܯܲܲܣ.  
Subjects still to be discussed is the influence of the actual concentration of protonated amine 
in  solution. This  is of  interest as  it  is  common  that  the enzyme has an optimal pH  setpoint 
lower than the pKa of the amine. In the proposed mechanism56–58 for ω‐transaminase, the un‐
protonated  amine  is  the  true  substrate.  The  protonation  of  species  occurs  according  to 
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standard pH‐theory and  isotherms can be calculated accordingly. From   Figure 2.4  it  can be 
seen that species goes from charged to uncharged at higher pH. Consequently, both substrate 
and product will be available  for  the mechanism  to a higher extend at higher pH. Hydrazine 
and  ammonia  cannot  be  used  directly  as  amine  donors,  ammonia  can  however  be  used  in 
combination with Alanine Dehydrogenase  to  regenerate  alanine  from pyruvate59. Hydrazine 
and  ammonia  are  included  as  they  could  be  better  donors,  at  pH  8  their  uncharged 
concentration is higher than the donor presented earlier. 

















uncharged amine  is the true substrate, the equilibrium effect would drown  in  lower reaction 
rate  due  to  a miniscule  substrate  concentration.  Reported  KEQ  does  not  take  protonation 
effects  into account and should be adjusted  in order to display correct values.  In the case of 
IPA/MPPA where pKa is more or less equal, more substrate will become available by increasing 
pH and this should directly influence the reaction rate. Moving from pH 8 to 10 should make a 
100 fold more substrate available to the enzyme.  In this regard  it  is required to consider the 
components  that  can  inhibit  the  enzyme.  This  might  be  both  the  uncharged  and  charge 
versions of the amines. It would be very interesting to find an enzyme, stable in the region pH 
8‐10,  and  then  generate  a  substrate/product  profile  at  different  pH.  It  is  expected  that  at 
higher  pH  KM  will  decrease  and  that  this  can  be  attributed  to  the  charged/uncharged 
distribution of  the amines. This  could become an explanation  for  the  low  rate  that  is often 
observed  in  relation  to  the  amine  transaminase  enzymes,  and  could  aid  as  a  target  for 
biocatalyst engineering.  
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Amine  pH = 7  pH = 8  pH = 9  pH = 10 
Hydrazine  7.36%  44.27% 88.82% 98.76%
Ammonia  0.61%  5.81% 38.15% 86.05%
ALA  0.20%  2.00% 16.96% 67.13%
MBA  0.15%  1.46% 12.89% 59.66%
IPA  0.03%  0.25% 2.45% 20.08%



















Reactants are designated by the  letters A and B  in the order  in which they are added to the 
enzyme.  Products  are  designated  the  letters  P  and Q  in  the  order  in which  they  leave  the 
enzyme. Stable enzyme  forms are designated E and F,  complexes between e.g. E and A are 
designated  EA. ܭ௜೉  is  the dissociation  constant of  EX, ܭெ೉  is  the Michaelis‐Menten  constant 
for  the  individual  compound  X.  The  number  of  kinetically  important  reactants  in  a  given 
direction  is  indicated  by  the  prefix  or  postfix  Uni,  Bi,  Ter  and  Quad.  A  reaction with  two 
reactants and two products is therefore termed a bi‐bi reaction. 
3.2 Operational window for kinetic studies 




point  for more  detailed  studies  by  fixing  some  of  the  surrounding  variables  such  as  ionic 
strength,  pH  and  temperature.  Experiments  have  usually  been  carried  out  by  mixing  all 
components  together  at  the  same  time  and  thereafter monitoring  the  development  of  the 
individual component concentrations. The rate of reaction has then been defined as either the 
disappearance or production of a component over time. The initial testing of enzymes usually 
includes an  investigation of  the  linear activity/enzyme  concentration  range  and  the optimal 
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pH.  After  this  has  been  established  enzyme  concentration  can  be  fixed  so  as  to  obtain 
subsequently measured  initial  rates  in  a  reasonable  time  period.  pH  is  then  also  fixed  in 
accordance  with  the  highest  activity  observed,  although  care  should  be  taken  here  to 
investigate  the  protonation of  the different  compounds  in  solution,  as  described  in  section 
2.2.1.  The  activity  dependence  on  temperature  for  enzymes  is  similar  to  that  of  chemo‐
catalysts. Here also the empirical rule of a 10 °C increase in temperature resulting in a two‐fold 
increase  in  rate holds  true60. However, with enzymes denaturation  can also occur at higher 
temperatures  resulting  in  a  trade‐off of  activity  and  stability  – most usually  reported  as  an 
optimum temperature. The temperature at which an enzyme is fully denaturated is termed its 
melting temperature61. Technology for measuring this is available and can be performed either 
with  Differential  Scanning  Calorimetry  (DSC)62  or  the  recently  developed  thermal  shift 
methodology63. Denaturation will still occur at  temperatures below  the melting  temperature 
but  at  a  slower  rate  and  this  fact  can  easily  be mistaken  for  inhibition  of  the  enzyme. An 
optimal  temperature  will  require  a  minimum  enzyme  stability  and  will  therefore  lie 
significantly below the melting temperature. In order to avoid stability issues experiments are 













3.3 Enzymatic reaction schemes 
For multi‐substrate biocatalytic reactions the identification of empirical rate laws are complex 
as  they display mixed order  kinetics.  The  strategy has  therefore been  to  elucidate  reaction 
mechanisms  and  in  turn  develop  models,  based  on  rigorous  experimental  data.  Not 
surprisingly,  the  field  of  biocatalytic  model  construction  has  therefore  produced  several 
textbooks covering the common mechanisms37,38.  
Enzyme  classification  has  long  been  based  on  chemical  function  and  according  to  the 
convention  of  the  International  Union  of  Biochemistry  and  Molecular  Biology,  IUBMB 
nomenclature falls into 6 categories, each of which with 3 further levels of sub‐classes. In this 
way each enzyme can be characterized by a 4 digit number (e.g. Transketolase  is EC 2.2.1.1). 
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emphasis  lies with classes EC 1‐48,9,12, where  typical  reaction  schemes  involve  two  reactants 
and two products (with the exception of EC 4 that  in the synthesis direction only has a single 
product). General models  for  EC  1‐3  are  summarized  in  Figure  3.1  and  represent  so‐called 
ordered,  random  and  ping  pong  bi‐bi mechanisms,  reflecting  the  order  in  which multiple 
substrates  and  products  are  bound  to  or  released  from  the  enzyme  complex,  respectively. 

























































  1.4  Amino groups  Mono amino oxidase Ping pong bi‐bi  69 






  2.4  Glycosyl groups   Glycogen phosphorylase Random bi‐bi  71 
  2.1  one‐carbon groups  Thymidylate synthase Ordered bi‐bi  72 
  2.3  Acyl groups   histone 
acetyltransferases 
Ordered bi‐bi  73 
  2.6  nitrogenous groups  Transaminases Ping pong bi‐bi  74–76 
  2.2  Carbon‐carbon   Transketolase Ping pong bi‐bi  77,78 
EC 3 Hydrolases    Acting on   
  3.1  Ester bonds  Lipase Ping pong bi‐bi  79 




EC 4 Lyases    Acting on   
  4.1  Keto acid  Aldolase Random bi‐uni 
Ordered bi‐ uni 
83 
  4.3  Carbon‐nitrogen  methylaspartate 
ammonia‐lyase 
Ordered bi‐uni  84 
In  cases where no mechanism has previously been determined  for an enzymatic  catalyst of 
interest,  it can be determined by an  inhibition study. The  initial  rates are studied under  the 
conditions where one substrate is varied while the other is kept constant. The mechanism can 
hereafter be identified by plotting them in a Lineweaver‐Burk plot, see Figure 3.2. The relative 
position of  the  intercept depends on whether  the  substrates hinder or  favour one another, 
resulting  in an  intercept above or below  the abscissa,  respectively. Commonly,  the  intercept 
will  appear  to  the  left  of  the  ordinate  above  the  abscissa.  If  both  substrates  bind 












with  concentration.  A  better method  is  by  least  squares  regression  where  such  error  are 
avoided. 
3.4 Mechanistic models 
In the fitting of models a question one must address  is dealing with precision and detail.  It  is 
desired to generate high detail biocatalytic models at the micro‐kinetic level, with rate laws as 
functions of rate constants and compound concentration. This would indeed reveal the limiting 
step  in a biocatalytic  reaction network, and  could hypothetically guide protein engineers  to 
target residues with effect on that step in the mechanism. The term ‘Reaction progress kinetic 
analysis’,  coined  by  Blackmond25,85,  stresses  the  importance  of  on‐  or  in‐line  analysis  to 
elucidate mechanisms of catalytic systems. Ideally, this would also be routinely applied to the 
study  of  enzyme  kinetics  and  Johnson86  has  reported  an  excellent  case  applying  this  to 
determine  the micro‐kinetic parameters  for  the rate  law of  Invertase and  the more complex 
case  of  EPSP  synthase87.  The  technology  of    fluorescence86,88  was  applied,  but  also 
radiolabeling87 can be used in order to measure the different enzymatic species, nonetheless, 
these  methods  add  significant  complexity  to  the  studies.  Furthermore,  the  goal  of  such 
research  is to  investigate the structure‐activity relationship, which  is quite different from the 
process engineering objective, that  is the primary target here. In principle, for process design 
and  development  all  that  is  desired  is  a  sufficiently  accurate model  that  can  describe  the 
kinetic  dynamics  of  a  biocatalytic  reaction.  Short  of  the  ability  to measure  the  individual 
species  it will be  impossible  to  derive unique  rate  constants  for  the  individual  rates of  the 
intermediate  reactions even  though precision would be high. This micro‐kinetic problem has 
therefore  been  circumvented  by  the  steady  state  assumption,  which  states  that  the 
concentration  of  enzymatic  species  reaches  steady  state  after  milliseconds  of  reaction 
henceforth  termed  as  state‐state  models.  Additionally,  the  rate  constants  are  collected 
together  in  the  form  of  equilibrium‐like  constants, ܭ ,  which  are  termed  macro‐kinetic 
constants. These constants have the same physical meaning as the ones from the simple uni 
Michaelis‐Menten  rate  law,  see Eqn. 3.1, where ܭெ೉′ݏ designates  the  concentration of X  at 
which  the  initial  rate will be half of  the maximum  rate,  ௠ܸ௔௫.  Similarly,  inhibition  constants 
ܭ௜ೊ′ݏ designate the concentration of Y that will saturate half the active sites. Experiments for 
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exceeds that of the enzyme. This is not required in order to saturate the enzyme but rather to 
have a negligible amount of the substrate bound to the enzyme89.  









The  enzyme  operates with  the  co‐factor  pyridoxal‐5’‐phosphate  (PLP)40  and  uses  this  as  a 
shuttle  to  facilitate  the  transfer  of  the  amine  group.  The  co‐factor  is  regenerated  in  every 
reaction  cycle  and  will  not  cause  problems  in  this  regard.    In  this  type  of mechanism  all 
substrates and products can potentially bind to the respectively wrong form of the enzyme, i.e. 

















ݒ ൌ ݇ଵ݇ଶ݇ଷ݇ସሾܧሿ௧ሾܣሿሾܤሿ െ ݇ିଵ݇ିଶ݇ିଷ݇ିସሾܧሿ௧ሾܲሿሾܳሿ݇ଵ݇ଶሺ݇ିଷ ൅ ݇ସሻሾܣሿ ൅ ݇ଷ݇ସሺ݇ଶ ൅ ݇ିଵሻሾܤሿ ൅ ݇ିଵ݇ିଶሺ݇ିଷ ൅ ݇ସሻሾܲሿ
൅݇ିଷ݇ିସሺ݇ିଵ ൅ ݇ଶሻሾܳሿ ൅ ݇ଵ݇ଷሺ݇ଶ ൅ ݇ସሻሾܣሿሾܤሿ ൅ ݇ଵ݇ିଶሺ݇ିଷ ൅ ݇ସሻሾܣሿሾܲሿ
൅݇ିଶ݇ିସሺ݇ିଵ ൅ ݇ିଷሻሾܲሿሾܳሿ ൅ ݇ଷ݇ିସሺ݇ିଵ ൅ ݇ଶሻሾܤሿሾܳሿ
	
Eqn.	3.4
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factor P, see Figure 3.4.  It  is therefore relatively easy to add this type of  inhibition here, and 






௙ܸ ௥ܸ ൬ሾܣሿሾܤሿ ൅ ሾܲሿሾܳሿܭ௘௤ ൰
௥ܸܭ௠ಳሾܣሿ ൬1 ൅ ሾܤሿܭ௦௜஻ ൅
ሾܲሿ

























ping  pong  bi‐bi  mechanism76  based  on  deriving  the  rate  equations  for  the  forward  and 

















However,  the  methodology  is  not  yet  complete  as  strong  correlation  between  some 
parameters  still  persists.  A  change  in  one  parameter  can  therefore  be  compensated  by 
another, i.e. the parameters become unidentifiable.  
In  the  scientific  literature makro‐kinetic  reaction  networks with  sequential,  competitive  or 
consecutive steps are models recognized to have highly correlated parameters90.   This causes 
problems with finding a global minimum for the objective function, and consequently a unique 
solution.  The  estimated  parameters  from  the  previously  described  method  rely  on 
“independent estimation”,  first  fitting  the  forwards rate, then  fitting  the backwards rate and 
finally  fitting  the  remaining  parameters.    However,  because  correlation  persists,  further 
measurements need to be taken. Model‐based design of experiments (MBDoE) uses the model 
to design new experiments which will yield  information  in  terms of  reducing uncertainty or 
correlation90,91. In order for this method to be applicable  it  is necessary to have a good  initial 
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experimental  conditions  required  to  reach  this  point  can  then  be  identified  and  tested. 
Specifically, The anti‐correlation criteria for experimental design can be applied here and has 
been described by Franceschini et al.92.  In  the case where correlation cannot be eliminated, 
the  parameters  should  be  collapsed  into  a  new  variable.  This  variable  may  lose  physical 
meaning but, as with the case of the rate and equilibrium constants described previously, it is 
better to have a practically identifiable model. 
3.5 Binding experiments.  
An  indirect way of reducing the model’s DOF  is to measure dissociation constants, ܭௗ. This  is 
defined in the same way as ܭ௜’s and ܭௌ௜’s, see Eqn. 3.9. 
ܭௗ ൌ ݇ିଵ݇ଵ ൌ
݋݂݂ െ ݎܽݐ݁
݋݊ െ ݎܽݐ݁ ൌ
ሾܵሿሾܧሿ
ሾܧܵሿ Eqn.	3.9	
MicroScale  Thermophoresis  (MST)93  is  a  technique  that  allows  Kd  to  be  measured.  This 











  Model parameter  Wild type  Mutant 
Substrate (BA) ܭௗ஻ ൌ ܭௌ௜஻ 0.35 mM 1.97 mM
Product (MPPA)  ܭௗொ ൌ ܭ௜ொ 6.78 mM 1 mM














4 TECHNOLOGY FOR 
OBTAINING KINETIC DATA 








the  detection  method.  The  parts  can  be  either  separated  or  integrated,  and  the  review 
describes  the  applied  combinations.  Recent  developments  include  exciting  new  ways  of 
collecting data at microscale33,94–96, although the associated FT‐IR and Raman spectroscopy do 
not yet deliver the required concentration sensitivity. All the methods are summarized in Table 
4.1.  After  this  comparison,  special  focus will  be  put  on  spectroscopy.  This  is  of  particular 














































































































































































































































































































































































































































































































































































































































































































































































































































4.1 Spectrophotometric assays, in cuvettes 
Historically, this has been the most important method for the study of enzyme kinetics which 
can be seen from the extensive encyclopedia‐like chapters and textbooks64–66,68 describing such 
methods. The method  involving  the cofactor NAD(P)+ has been central  to  the success. Upon 
reduction to NAD(P)H  it forms a new absorption band at 340 nm113. This  is not only an easily 
accessible region but has the great advantage that the oxidized form does not absorb at this 
wavelength, meaning  that any observed change  in absorption  is directly proportional  to  the 
reaction rate. This technique is directly applicable to dehydrogenases64–66,68 and these enzymes 
can  also be  coupled with other  reactions  in  cascades114–116. The  reaction  conditions of  such 
‘coupled assays’ are  rather  complex  to ensure  that  the  test  reaction and not  the  ‘indicator’ 
reaction  becomes  limiting.  In  general,  coupled  assays  are  helpful  for  the  determination  of 
enzyme activity, but cannot be recommended for enzyme kinetic studies for this exact reason.  
In  an  analogous way,  oxidases  can  be  used  to  produce  hydrogen  peroxide which  can  then 
oxidize phenol red117 or xylenol orange118 detected at 610 and 560 nm, respectively. 
4.2 Batch reactors 
The  slowest  and  most  labour  intensive  method  for  collecting  kinetic  data  is  by  batch 
experiments. This is also the most robust in terms of wide applicability. Vessels can range from 
micro wells to  lab scale equipment. Most often vessels are chosen  in the scale of a few mLs. 








4.3 Flow reactors 
More  recently,  systems  based  on  the  principles  of  flow  chemistry  have  been  developed  to 
ensure rapid, low‐volume and high precision analysis. This can replace many tedious and high 
volume requirements of conventional analysis. Use of flow systems  implies the use of pumps 
and  this  environment  is  quite  naturally  leading  towards  automation.  The  implications  of 
computer  controlled  liquid  handling  can  give  rapid  characterization  throughputs  and  cost 
savings.  Furthermore,  automated operation  can  remove manual  errors  and  in principle will 
give more reliable results.  
Flow strategies can best be classified dependent upon how the reacting stream is manipulated 
after  merging  the  reactant  with  the  enzyme.  The  different  types  considered  here  are  a) 









change over  time until  steady‐state  is  reached. A  comparison  of  the different performance 
under  non‐steady  state  reactor  conditions  should  therefore  only  be made  when  the  flow 
conditions are exactly the same, such as constant residence time and Reynolds number. Flow 
injection analysis  (FIA)  solves  this  to  some extent by measuring pulses of  samples. Here  the 
distribution of  the sample  is  followed over  time and  the area of  the pulse  is measured. This 
method is very similar to that of an HPLC and it is calibrated likewise.  
What  further complicates  things  for enzymes are  their size, which  in solution  translates  to a 
factor  100  slower  diffusivity  compared  to  small  molecules  (10‐11  to  10‐9  m2/s)120,121.  The 
dispersion  of  enzymes will  therefore  be much more  pronounced, meaning  they  are more 
dispersed  along  the  length  of  the  channel  compared  to  the  small molecule  reactants  and 
resulting  products. Homogeneity  of  the  pulses  is  therefore  questionable  for  FIA  applied  to 
enzyme catalysis. The effect of enzyme diffusion in 83‐283 µm wide channels with side‐by‐side 
flow  has  been  investigated  by  Swarts  and  co‐workers122.  A  Michaelis‐Menten  model  was 






this  is very dependent on  the kinetic  constants of  the enzyme of  interest. The  investigation 
was assumed to have been carried out at steady‐state, and so the impact of enzyme diffusion 
on non‐steady state methods is yet to be described.  
4.4 Microfluidic flow reactors 
Developments  towards  carrying out  chemical  reactions  in  flow micro‐reactors has  in  recent 
years received much attention123–127. This can also be applied to the collection of kinetic data. 
In many  cases  it  is  likely  that  this will  replace  the  traditionally used  flasks or  stirred vessels 
operated  in batch mode. The small scale makes  it possible  to conduct experiments with  low 
material  input but yielding the same degree of  information about the reaction performance. 
There  are  three  methods  reported  in  the  scientific  literature  used  for  conducting  such 
investigations, namely:  (1) steady‐state end‐point,  (2) measurements at multiple positions at 
steady‐state  and  (3)  non‐steady  state.  The  measurements  at  non‐steady‐state  are  made 
possible  by  reconsidering  low  disperse  flow128  that was  originally  described  by  Taylor129,130. 
Low‐disperse flow behaves similar to that of plug flow but at relatively small flow rates. What 




Steady‐state measurements  of  “continous  flow”  should  represent  the  kinetic  behaviour  of 
batch systems. The method will generally be slower for measuring kinetics compared to that of 




or product  concentration, a  small drift might be neglected but  could  indicate  that  the mass 
balance of the enzyme is yet to reach steady state. Looking through the literature this is often 
not  considered  and  it  is  expected  that  this  is  commonly  attributed  to  uncertainty  of  the 
experiments. 
4.4.1.2 Steady state multi point readings  
Making microfluidic  reactor designs  in  transparent materials offers  the possibility of probing 




4.4.1.3 Non-steady state  
Mozharov and co‐workers have developed a method in which the contents of the reactor are 
quickly pushed out and measured94.  It was subsequently possible to correlate concentrations 
with  residence  times.  The  Jensen  group  at  Massachusetts  Institute  of  Technology  has 
reconsidered the low‐disperse flow128, and investigated a method to exploit this region further 
by  implementing  a  flow  ramp  after  obtaining  steady‐state.  This  gradually  changes  the 
residence time of the fluid elements in the reactor and in this way makes it possible to monitor 
the  development  of  the  reaction  by  coupling  the  system  to  FT‐IR  analysis33.  The  obtained 
progress curve was  compared  to  steady‐state values and hereby validated. The method has 
already been adopted and has been shown to work using Raman spectroscopy as well95. 
4.5 Stopped-flow techniques 
This  technique has been developed  for  the  study of  reactions  in  the millisecond  to minutes 
time range. Transient kinetics can be measured in the lower time range131–133 if the method is 
in place. The system can otherwise be used  to study steady‐state kinetics with  the common 
assays as described previously. Experiments can be carried out by  rapidly  injecting  solutions 




fluorescence  measurements,  as  well  as  application  of  light  scattering,  turbidity  and 
fluorescence  anisotropy  technologies  see  Figure  4.  In  the  absence  of  a  spectrophotometric 
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Figure 4.1 – Concept of stopped flow methods 
4.6 Isothermal titration calorimetry (ITC) 
In contrast  to spectral methods, measurements performed with  ITC, are  independent of  the 
optical  properties  of  the  solution.  ITC  instruments  have  the  objective  of  keeping  the 
temperature constant in the reaction chamber, this is achieved either by heating or cooling the 
chamber. The  required energy added or  subtracted  is  logged and  can be directly  translated 
into  a  reaction  rate  by  relating  the  heat  flow  (݀ܳ/݀ݐ)  to  the  enthalpy  change  of  reaction 
(Δܪ௥)134. From a practical perspective  this  is usually done with a single  injection experiment 
where reactant  is  inserted  into  the reaction chamber.  In the chamber  it  is possible to  follow 
the burst of energy as the reaction initiates. From this point the reaction will follow a 1st order 
reaction development until the returns to steady state (zero energy flow). It is here necessary 
















in a  reaction chamber. This  is also  its problem,  since dilution, binding events,  interaction of 
impurities and buffer protonation effects135 will  influence the readout. Pure formulations and 
materials  for  experiments  are  therefore  required  to  ensure  accurate  measurements. 
Furthermore, dialysis of macromolecular  solutions  is also  recommended, and preparation of 
small molecule solutions should be made  from  the dialysate. After satisfying  the  rather high 
entrance  requirements,  it  is necessary  to match  the  energy development  (rate of  reaction) 
with  the  lower and upper detection  limits. The enthalpy changes  for most enzyme‐catalyzed 
reactions range from ‐40 to ‐400 kJ/mol, allowing reaction rates from 10 to 100 pmol/sec to be 





















4.7 Summary of  the current methods 
Many  spectrophotometric  assays  require  alterations  to  the  original  reaction  in  order  to  be 
carried  out  effectively.  This  can  be  achieved  either  by  derivation  of  the  reactant  with  a 
chromophore  or  by  an  analytical  enzyme  cascade.  The  widely  used  indirect 
spectrophotometric assays rely on the stability of the enzymes and cofactors  (e.g. NAD(P)H). 
Testing rather harsh conditions requires an especially robust assay and  this should therefore 
be  carefully  considered  in  the  experimental  planning  phase.  The  industrial  development 







4.8 Spectroscopic Analysis techniques 
Absorption spectroscopy is defined by any technique that can detect photons being absorbed 
by  either  atoms or molecules.  This  causes  a  transition  from  a  low‐energy  state  to  a higher 
energy  state  or  excited  state  (violet  liness  in  Figure  4.2).  The  number  of  photons  passing 
through  a  sample  decreases  through  absorbance.  The  extend  of  this  is  varied  across 
wavelengths  and  yields  different  spectra  according  to  the  compounds  in  a  sample.  This 
information can be used to quantify the concentration of a compound in solution.  
All  spectroscopic  methods  rely  on  electromagnetic  radiation.  The  spectrum  of  different 
wavelengths  is  illustrated  in  Figure  4.3.  The  mentioned  methods  in  the  figure  are  here 
presented as a function wavelength. In order to give a quick overview of the output from these 
different methods,  examples  of  spectra  is  given  as  a  function  of  reaction  time.  It  is  in  this 
regard good  to  consider  the  relation between  frequency and wavelength.  It  is described by 
ݒ ൌ ܿ/ߣ, where ݒ is the frequency, ߣ is the wavelength and ܿ is the speed of light, ܿ ൌ 3.00	 ൈ
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Figure  4.2  –  Schematic  drawing  of  the  energy  levels  E0  and  E1  each with  vibrational  levels  v0‐v4.  violet  lines 
represent absorption of ultraviolet and visible  radiation,  red  lines  represent vibrational absorption of  infrared 
radiation 
The commonly applied methods  in analytical chemistry are ultraviolet spectroscopy  (UV, 10‐
380 nm), visible  spectroscopy  (vis, 380‐750 nm),  shortwave near‐infrared  spectroscopy  (SW‐




4.8.1 Lambert-Beers law 




ܣ ൌ ߝܥ݈ Eqn.	4.3	
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where ܥ is  the molar concentration, ݈ (cm)  is  the path  length and ߝ (L/(mol cm))  is  the molar 
absorption coefficient. The absorbance  (ܣ)  is  related  to  the  intensity of  the  light before  (ܫ଴) 
and after (ܫ) passage through the sample. It can be seen that the absorbance unit is measured 
on a log scale which translates to that for 100 to 10 % transmittance (ܫ/ܫ଴) one will observe 0‐1 
absorbance  units  (AU),  for  10‐1 %  transmittance  1‐2 AU,  and  so  forth.  For  this  reason  one 
should avoid measuring above 2 AU.  
ܣ ൌ െ logଵ଴ ൬ ܫܫ଴൰ Eqn.	4.4
A comparison of  the mentioned spectroscopic methods  is given as Table 4.2. Please keep  in 
mind, that this table is created with the scope of on‐line measurements.  
The resolution  is  the ability  to distinguish between analytes and  techniques such as NIR and 
UV/VIS will  typically have  low  spectral  resolution. Conversely, analytical methods  such as  IR 
and  Raman  show  fingerprints  of molecules  and  have  higher  spectral  resolution.  The  high 
resolution makes it possible to selectively choose peaks related to the desired analyte. In order 
to  use  low  spectral  resolution  methods  such  as  UV/VIS  or  NIR  it  is  common  to  apply 
chemometric methods  of  resolving  the  spectral  data mathematically,  this will  be  described 
later.  








equipment  limits  the  widespread  use  of  this  technology.  In  short,  UV  can  operate  with 





























Ref.  142  143 144 145  
Resolution  Low  Medium Medium Low High 
Sensitivity  Low  Medium Medium High High 
Selectivity  Medium  High High Low High 
‘Main interferences’  Water  Fluorescence Water Scattering Saturation 
Path length  1 mm – 1 cm  ‐ 0.01 – 1 mm 6 – 60 mm 6 – 60 mm 
Limit of quantification  0.1 M  50 mM 10 mM146 10 µM146 10 µM146 







































































4.8.2 UV/VIS detection 
For determination of enzyme kinetics both the absolute absorption and spectral changes must 
be considered. From the perspective of synthesis, many small molecules which absorb  in the 
mid‐UV  region  (200‐300 nm) are used. For  reference some of  the molecules  relevant  to  this 
thesis  are  listed  in  Table  4.3.  It  can  be  seen  that  very  small molecules  have  small molar 
absorption coefficients, whereas compounds with aromatic rings have a factor 10‐100 higher 




difference  in  transmittance above  this value as described previously. There are  two ways  to 
increase  this maximum, either by decreasing  the path  length or by diluting  the  sample. The 
wavelength  at  which  a  compound  has  maximum  absorbance  and  is  denoted ߣ௠௔௫ and  is 
defined to be the analytical wavelength. Conjugation usually moves the analytical wavelength 
to higher values, an example could be Ethene at ߣ௠௔௫ ൌ 180 െ 200	݊݉ and 1,3‐Butadiene at 





























130  Sec. 2.1  0.18  0.32  0.37 
Enzymatic reactions often require stable pH and buffers are introduced for the same reason. In 
the desire  to  investigate  the middle and  far UV  regions  it  is best  to use  inorganic buffers as 
they do not  interfere with  the absorbance spectra because of  their  low wavelength cut‐offs. 
Applied buffers could be as phosphate, borate or Cacodylate. These three compounds cover a 
suitable  pH  range  (5.27‐10.24)  for  the  investigation  of  enzymatic  reactions,  see  Table  4.4. 
Proteins usually  show  secondary ߣ௠௔௫ between 275 and 280 nm which  is mainly due  to  the 
absorbance of the two aromatic amino acids tryptophan and tyrosine and to a small extend to 
the  absorbance of  cysteine. As mentioned before,  the molecules used  for  synthesis usually 
















In  summary, UV/VIS  provides  a  sensitive  and  economic way  of measuring many  important 
molecules  for organic synthesis  in aqueous solutions. The  remaining challenge  is  to  increase 
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resolution.  In many cases  the spectral differences  in solutions with enzyme, substrate(s) and 
product(s)  are  not  very  large  and  only  small  shifts  can  be  observed.  For  this  reason 
chemometrics  will  be  applied  as  part  of  the  detection  method  and  the  concepts  will  be 
explained in the next section. 
4.9 Chemometrics background 
As  stated  above,  chemometrics  can  be  used  to  mathematically  resolve  spectral  data. 
Chemometrics  is  a  combination  of  chemistry,  mathematics  and  statistics  that  is  used  to 
analyse  and  convert  collected  data  into  quantifiable  observations. As  computational  power 
continues  to  become  cheaper,  the  field  sees  more  and  more  implementation  and  wider 
awareness. Data  in this thesis will be 3‐way (spectral x retention time x samples) and will be 
converted into compound concentrations.    









4.9.2 Multi decomposition methods 
Multi  decomposition  methods,  such  as  parallel  factor  analysis  (PARAFAC)  or  multi  curve 
resolution alternating  least  squares  (MCR‐ALS), are used  to extract  scores and  loadings and 
hereby describe modelled data in a more compact form. Loadings should ideally represent the 
different  chemical  species  present  in  the mixture.  Imagine  that  loadings  are  puzzle  pieces 
added  together  and  scaled by  the  scores  to  fit  the  individual dataset.  The  scores  therefore 
represent  the  quantity  of  a  loading  present  in  a  dataset,  and  can  be  calibrated  against 
concentration  to  extract  quantitative  information.  This  can  conceptually  be  compared  to 
bilinear PCA, but instead of one score vector and one loading vector, a (PARAFAC) component 







ݔ௜௝ ൌ ෍ ݐ௜௙݌௝௙ ൅ ݁௜௝
ி
௙ୀଵ Eqn.	4.5
Where ݔ௜௝  is original data point  in  the position given by  indices ݅ and ݆. ݐ denotes  the  scores 
and ݌ the loadings, ݁௜௝ is the residuals that the model does not fit. The PARAFAC model can be 
written as follows 












loadings  to be orthogonal. The  loadings  (axis) now  span a plane and  can be  rotated  in  this 
plane without losing descriptive power, but this will of course change the scores (coordinates) 
accordingly153. The  loadings may therefore reflect pure spectra though this  is not a given and 
cannot  be  confirmed  without  external  information.  This  is  not  a  problem  for  a  PARAFAC 
model.  If  the data  is  tri‐linear  it will  find  the  true underlying  spectra  if  the  right number of 
components are used  154. This makes PARAFAC an excellent  tool  for curve‐resolution.  In  the 
fitting of the PARAFAC model,  it  is possible to apply constraints to the different modes. Most 
commonly applied is the non‐negativity which also have physical meaning. Neither background 
corrected  spectra  nor  concentrations  can  be  negative.  Another  constraint  is  Uni‐modality. 
Here  loadings  are  allowed  to  only  monotonically  increase  to  a  maxima  and  here  after 
Application of a Microfluidic Tool for the Determination of Enzyme Kinetics 
40   
monotonically decrease. The constraint  is  therefore  restricting  the  individual components  to 
have only one peak. This  is excellent  in  the sense of chromatography, where molecules of a 




integrating  the  peak  to  determine  the  area.  The  peak  area  is  then  correlated  with 
concentration and quantification can be obtained. This way of analysis  is robust but requires 
complete baseline separation to provide reliable results. Shift and variation in retention times 






allows of  shifts  in  loadings of one mode, here  the  time mode. This  is however much more 
computational heavy as  it evaluates every single sample separately and not by whole matrix 
operations.  
4.10 Summary of  spectroscopic techniques 
Aqueous  solutions are difficult  to measure  spectrophotometrically,  this  can be explained by 
water  saturation  of  the  NIR  or  IR  spectrum  or  spectral  resolution  problems  with  UV/VIS. 
Saturation and  sensitivity of  infrared  technologies makes  these a poor choice  in  this  regard. 
UV/VIS  technology  has  the  desired  sensitivity  and  is  a  relatively  affordable  solution. 
Nonetheless, the problem of resolution must be solved. One solution  is to  introduce a crude 












Application  of microfluidics  in  the  development  of  biocatalytic  processes, where  the main 
advantage  is  the  low  consumption  of  scarce  and  valuable  resources  has  great  potential. 
However,  to  fully  exploit  this  potential  requires  a  fundamental  understanding  of  the 
dominating phenomena and effects at a microfluidic scale.  
It is therefore the aim here to give an overview of these dominating phenomena and effects in 
order  to highlight how  to exploit  them  in  the development of biocatalytic processes. Special 
emphasis  is given  to microfluidic mixing/mass  transfer effects, which  is considered  the most 
important  feature  for  successful application of microfluidics  for development of biocatalytic 
processes.  Furthermore,  the  concept  of  combining microfluidic modules  in  a  plug‐and‐play 
manner is described and introduced as a novel option for testing complex biocatalytic process 
strategies  that  otherwise  are  very  difficult  to  test  with  conventional  methods.  Complex 
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5.1 Introduction 
Microfluidics is in this context referred to as the analysis, control and manipulation of fluids in 
geometrically  constrained  channels,  having  characteristic  dimensions  in  the  micrometer 
range126,155. Microfluidics can be classified as a sub‐category of  flow chemistry, which covers 
continuous  reactions  conducted  in  microreactors,  and  is  currently  being  considered  an 
improvement and greener alternative compared  to conventional batch processing  in organic 
synthesis124,156.  Furthermore,  it  has  been  pointed  out  several  times  that  the  use  of 
microfluidics  is  in  accordance with  the  12  principles  of  green  chemistry  157,158,  in  terms  of 
improved  safety126,159,  reduced  waste  generation  160  and  energy  efficiency  to  name  a  few 
metrics161. All these features are also considered requirements of efficient processes 156.  
In 2007, a roundtable with  the pharmaceutical  industry ranked  the most  important research 
topics  as  being  continuous  processing,  bioprocesses  and  separation  and  reaction 
technologies162.  Hence,  it  is  the  focus  of  this  work  to  address  these  topics  and  apply 
microfluidics as a tool in doing so.  
Jensen and co‐workers160 presented the most recent developments in the microfluidic toolbox 
and  further addressed major challenges  for  the  technology. The  Jensen group has published 
many  papers  regarding  the  field  of microscale  technology,  and most  relevant  here  are  the 
operational  window  for  plug  flow  conditions  at  microscale163,  batch‐like  reaction  time 
courses33,  automatic  reaction  optimization164,  and  automatic  kinetic  model  validation165. 
Furthermore,  there  is  increased  focus  on  the  application  of  microfluidics  for  multistep 
synthesis  systems  166,167  and  continuous‐flow  chemical  168  and  biochemical  169  processing, 
which is considered highly relevant as well.  
The  application  of  microfluidics  for  development  of  biocatalytic  processes  has  a  great 
potential.  In  fact,  the main  product  resulting  from  the  application  of microfluidic  process 
technology  is  information  and  fundamental  knowledge  that  can  be  channeled  towards 
accelerated  process  development.  The  exception  to  this  is  when  reactions  are  difficult  to 
control  in  conventional  batch  systems,  causing  microfluidics  to  be  a  suitable  production 
method170,171,  which  is  in  fact  rarely  the  case  for  biocatalytic  processes.  For  biocatalytic 
processes, one  clear benefit of applying microfluidics  is  the  low  consumption of  scarce  and 
valuable resources, especially  in the early development phase where for example only a few 
milligrams  to  a  few  grams of  the  catalyst  is  available  34. More  importantly,  the  information 
gathered per mass of biocatalyst spent  is much higher  in micro‐scale reactors. Consequently, 
investigations  that are more detailed  can be  carried out  in  comparison  to  conventional  lab‐
scale  studies.  Furthermore,  the  small  characteristic  length  scale  and  the  large  surface‐to‐
volume ratio  in microsystems enable faster heat and mass transfer. Compared to  larger scale 
equipment  this  enables  better  control  of  concentration  and  temperature  gradients  in  the 
microfluidic systems 126,161. 
To  fully  exploit microfluidics  for  biocatalytic  process  development  it  is  essential  to  have  a 
fundamental understanding of  the physical effects at  the  scale of  interest. The dimensional 
effects  are  the majority  of what  is  changing  by using microscale  technology  as opposed  to 
conventional  lab  scale and  large  scale equipment.  In particular  the  smaller  intrinsic volume, 
large  surface  to  volume  ratio  and  small  hydraulic  diameter  are  worth  mentioning172.  
Microsystems  commonly  operate  in well‐defined  laminar  flow  conditions, where  heat  and 
mass  transfer  will  mainly  be  governed  by  diffusion  and  convection.  Especially  the  mass 
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perform  dimensional  analysis which  gives  insights  into  opportunities  that  can  emerge  from 
miniaturization. Examples of different effects of miniaturization are displayed in Table 5.1. For 
example, the short distances in microsystems cause the transport times of mass and heat to be 
shortened,  where  especially  short  mixing  times  are  important  when  testing  biocatalytic 
processes. The highly increased surface to volume area gives fast energy control and important 
operation parameters  can be  regulated precisely. The model assumption of  ideal  conditions 
are  therefore approached, and modeling of  the  system will be more accurate.   Microfluidic 
systems  are  expected  to  form  the  practical  tool  that  will  make  us  realize  high‐speed, 









Hydraulic diameter  dH  1 m  1 cm  100 µm 
Surface  d2 1 m2  1 cm2  104 µm2 
Volume  d3 1000 L  1 mL  1 nL 
Surface / Volume (m2/m3)  d2/ d3 = 1/d 1  102  104 
Diffusion time over d (Dab = 10‐5 cm2s‐1) d2 8 y  7 h  2.5 s 
Diffusion time over d (Dab = 10‐6 cm2s‐1) 80 y  70 h  25 s 
Example: in flowing systems       
Linear flow rate d 1 m/s  1 cm/s  1 mm/s 
Re (µ = 0.001 kg m‐1 s‐1, ρ = 1000 kg m‐3 ) 106  103  0.1 
Volume / Experiment  >1 m3  ]1000: 1[ mL  <<1 mL 
In order to get a better feeling for the ranges one applies in the different overall flow regimes, 
typical values are given in  
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  dH [mm]  q 
Plug flow  6.4  >100 L/min 
Laminar flow  1‐3 1‐500 mL/min
Low‐dispersed flow  0.1‐0.5 50‐400 µL/min
 
Figure  5.1  –  Illustration  of  typical  values  for  different  types  of  flow,  Re  numbers  are  indicated  by  the  grey 
contour. 
5.2 Phenomena at the microfluidic level 
A core element  in the development of processes  is to develop a proper understanding of the 
transport phenomena across scales, i.e. small scale in the development phase and large scale 
for  industrial  implementation.  In  order  to  efficiently  use  the  information  collected  at  the 
different scales such differences must be accounted for.  It is therefore essential to understand 
the  dominating  transport  phenomena  in  the  microfluidic  regime,  relative  to  large‐scale 
applications, when applying microfluidics for process development.  
The  topic  of  transport  phenomena  is  a  well‐developed  branch  of  physics  with  many 
standardized methods to calculate the dominating physical phenomena at the given scale and 
operational  conditions,  i.e.  through  dimensionless  numbers174,175.  Here  a  brief  overview  is 
given  of  common  dimensionless  numbers  that  are  applied  to  understand  the  transport 
phenomena  in  microfluidics.  The  dimensionless  numbers  are  crucial  when  dimensioning 
microfluidic modules for specific applications. 










, where ߩ	ሾ݇݃/݉ଷሿ is  the  fluid density, ݀௛ሾ݉ሿis  the hydraulic diameter, ߤ	ሾ݇݃/ሺ݉ ∙ ݏሻሿ is  the 
dynamic  viscosity, ݒ	ሾ݉/ݏሿ is  the  average  linear  flow  velocity  in  the  channel, ܣ	ሾ݉ଶሿ is  the 
cross‐sectional area and ݍ	ሾ݉ଷ/ݏሿ is the volumetric flow rate in the channel.  
At  low Reynolds numbers, viscous  forces become dominant, which causes  the  fluid  to move 
with  a  laminar  flow  profile,  i.e.  a  parabolic  velocity  profile. At  high  Reynolds  numbers,  the 
momentum  forces become dominant causing chaotic mixing effects,  i.e.  turbulent  flow. The 




Turbulent flow regime:            ܴ݁ ൐ 3000 
Transition from turbulent flow to laminar flow:     1500 ൏ ܴ݁ ൏ 3000  
Laminar flow regime:            ܴ݁ ൏ 1500 
 
Figure 5.2 – Overview of  flow  characteristics and  concentration distribution profile  scenarios. A)  Laminar  flow 





that are commonly applied  for microsystems. Also highlighted  in  the  figure are the Reynolds 
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Figure  5.3  –  Left) Reynolds numbers  for  various  inner  tube diameters  at  various  flow  rates.   Right) Reynolds 
numbers at various flow rates for standard PTFE tube dimensions. 
5.2.2 Bodenstein & Fourier numbers 
The  Reynolds  number  only  indicates  the  flow  regime  at  the  specified  dimensions  and  flow 




describe momentum  transfer  relative  to molecular mass  transfer.  Consequently,  the  focus 
here is solely on the Bodenstein number. The Bodenstein number is described as Eqn. 5.3. 
ܤ݋ ൌ ݐ݋ݐ݈ܽ	݉݋݉݁݊ݐݑ݉ ݐݎܽ݊ݏ݂݁ݎ݉݋݈݁ܿݑ݈ܽݎ	݉ܽݏݏ ݐݎܽ݊ݏ݂݁ݎ ൌ
ݒܮ
۲ Eqn.	5.3	
, where ۲ is  the  Taylor dispersion  coefficient  163,175.  Convection  dominates most  small  scale 
flow systems and as a result the diffusive portion of the expression can be neglected, see Eqn. 
5.4. 














Figure 5.4 –  Explaining  convection with and without diffusion,  (a)  impulse  injected,  (b)  convection of  impulse 
without diffusion and (c) convection of impulse with diffusion 
Both concentration profile scenarios and their relative system response times (retention time 









plug‐flow  dynamics  and  the  transition  to  Taylor  dispersion/convective  flow  dynamics.  The 
specified  ranges  are  as  follows  for  step  changes  in  the  flow  rate  and/or  concentration 
composition 163:   
Convective profile:        ܤ݋ ൏ 10      (ܨ݋ ൏ 0.16	) 
Large deviations from plug‐flow profile:    10 ൏ ܤ݋ ൏ 100   (0.16 ൏ ܨ݋ ൏ 2.1) 
Small deviations from plug‐flow profile:    100 ൏ ܤ݋ ൏ 1000  (2.1 ൏ ܨ݋ ൏ 21) 
Plug‐flow profile:        1000 ൏ ܤ݋     (21 ൏ ܨ݋) 
Based on  the  specified  regions  it was possible  to make predictions about  the magnitude of 
dispersion  effects  and  the  corresponding  flow  characteristics  for  different  diffusion 
coefficients.  These  predictions  are  presented  in  Figure  5.5,  inspired  by Nagy  et  al.  163.  The 
location  of  the  different  regions,  relative  to  residence  time  and  tube  diameter,  is  greatly 
dependent  on  the  diffusion  coefficient  of  the  solute.  Practically,  this  means  that  slowly 
diffusing  compounds  are  prone  to  having  flow  dynamics  which  are  dominated  by  axial 
dispersion. The main problem of having such flow dynamics is the time it takes to reach steady 
state, which  is  greatly  increased  compared  to  plug‐flow  dynamics.  This  can  be  observed  in 
Figure 5.6, the region of interest is either C or D.  
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Figure 5.5 –  Influence of the diffusion coefficient on the flow dynamics/mixing dynamics of the system. A) fully 
developed  laminar  flow dynamics, B)  large deviations  from plug‐flow dynamics, C) small deviations  from plug‐
flow dynamics, and D) plug‐flow dynamics 
Enzymes  and  other  proteins  are  known  for  having  low  diffusivities, which  as  earlier  stated 
makes  it  time  consuming  to  achieve  steady  state.  This  problem  is  repeated  for  each  step 
change with regard to the enzyme concentration. However, it is possible to circumvent this by 
acquiring  a  steady  state  condition profile  for  the  enzyme  in  the  system  and  hereafter only 
introduce step changes to the substrate composition.  In other words, the mass balance over 
the  reactor  for  the  enzyme  is  kept  constant.  It  can  hereby  be  assumed  that  the  system 
operation will  depend  on  the  substrates  diffusion  coefficient,  as  shown  in  Figure  5.5.  The 
substrates  applied  for  enzymatic  reactions  are  commonly  very  small  molecules,  and 
consequently also fast diffusing molecules. 
Estimation of  the  time  required  to  reach  the  initial  steady  state  shows  that  this  time  is  still 
highly dependent on  the specific diffusion coefficient of  the  investigated enzyme. Significant 
research  efforts  have  been  invested  into  development  of  quick  and  robust  methods  and 
models  for  predicting  protein  diffusion  coefficients. He  et  al.  176,  for  example,  included  the 
radius of gyration  177  to  the molecular weight  correlation  121  to get within 15% deviation of 
most experimentally determined values. The addition of gyration radius gives a correction for 
non‐globular  shaped  proteins,  which  is  for  example  important  in  the  case  of  rod  shaped 
proteins.  The  radius  of  gyration  needs  to  be  calculated  and  should  not  be  looked  up  as  a 
general  value.  It  can  be  calculated  directly  from  protein  database  files  by  applying  the 
HYDROPRO  software  178.  It  is  suitable  to  apply  the  HYDROPRO  software when  the  protein 
crystal structure is available, as the software not only calculates the radius of gyration, but also 
directly calculates the diffusion coefficient. For globular proteins, it is possible to correlate the 
diffusion  coefficient  directly  to  the molecular weight  of  the  protein.  The molecular weight 




ܦ஺஻ ൌ 8.34 ∙ 10ିଵଵ ൬ ܶߤ ∙ ܯଵ ଷ⁄ ൰ Eqn.	5.6
ܦ஺஻ ൌ 6.85 ∙ 10
ିଵହܶ
ߤ ∙ ඥܯଵ ଷ⁄ ∙ ܴீ
Eqn.	5.7
, where ܶ	ሾܭሿ is  the absolute  temperature, ߤ	ሾܲܣ ∙ ݏሿ is  the dynamic viscosity, ܯ	 ቂ ௚௠௢௟ቃ is  the 
molecular weight and ܴீൣÅ൧ is  the  radius of gyration. HYDROPRO  requires knowledge of  the 
specific  volume, ̅ߥ,  or  inverse  density,  which  can  be  estimated  based  on  the  following 
correlation, see Eqn. 5.8179s. 




Predicted diffusion  coefficients  from  the  above‐mentioned models  and  correlations  for  two 
transaminases  are  presented  in  Table  5.3.  It  was  assumed  for  the  calculations  that ܶ ൌ
303.15	ܭ	ሺ30Ԩሻ and ߟ ൌ 0.001	ܲܽ ∙ ݏ.  
Table 5.3 – Predicted diffusion coefficients of two transaminases obtained from various models and correlations. 












Units:  ‐  ݃/݉݋݈  Å ܿ݉ଷ/݃  10ିଵଵ݉ଶ/ݏ 
3A8U  ω‐ATA‐
monomer  48916  23.1  0.71  6.91  7.14  7.23 
4A72  ω‐ATA‐
tetramer  205613  40.7  0.71  4.28  4.23  4.49 
The  Taylor  dispersion  coefficient  described  earlier  (equation  3.4)  can  be  combined  with 
dispersion models  to  predict  the  exit  age  distribution.  For  open‐open  systems, where  the 
system boundaries represent similar flow dynamics as that of the control volume, the exit age 
distribution can be described by Eqn. 5.9180. 
E஘,୭୭ ൌ 1ඥ4ߨD/vܮ exp ቈെ
ሺ1 െ ߠሻଶ
4ߠ ۲ ݒܮ⁄ ቉ Eqn.	5.9
, where θ	ሾെሿ is the mean residence time. 
The F curve can then be calculated by Eqn. 5.10180. 
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numbers  above ۲/̅ݒܮ ൌ 0.01 other  models  should  be  applied  to  calculate  the  exit  age 









1 ∙ 10ିଽ  0.0006  1.06ߠ 1.09ߠ “plug‐flow” 
1 ∙ 10ିଵ଴  0.0066  1.22ߠ 1.32ߠ Small deviations from plug flow 
4.5 ∙ 10ିଵଵ  0.015  1.36ߠ 1.52ߠ Large deviations – mixed flow 
1 ∙ 10ିଵଵ  0.066  2.00ߠ 2.47ߠ Dispersed flow. 
 
In  the  cases  where  the  dispersion  number  is  high  more  complex  numerical  models,  i.e. 
computational  fluid  dynamics  (CFD)  solving  the  Navier‐Stokes  equations,  are  required  to 
describe the dispersion  in the system. As an example, such CFD calculations were done for a 




was applied  to solve  this problem, and  the  results are shown  in Figure 5.7. Additionally,  the 
Mean residence time
































figure, ܦ஺஻ ൒ 1 ∙ 10ିଵଵ ୫
మ
ୱ ,  it  is obviously difficult  to distinguish  between  them  in  the  given 
modelling framework. However, it should be possible to distinguish between them. This can be 
done by extending the RTD experimental time which will cause the difference in the profiles to 







10ିଽ   1.04 ∙ 10ି଺   0.023
10ିଵ଴  1.03 ∙ 10ିହ  0.232
10ିଵଵ 1.03 ∙ 10ିସ 2.323
10ିଵଶ  1.03 ∙ 10ିଷ  23.210
5.2.3 Capillary, Eötvös (Bond) and Weber numbers (for two-phase flow) 
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during the reaction course. The interfacial behavior in this type of application can be described 
through a different set of dimensionless numbers  181,182. Two of  the numbers are  the Eötvös 
number (also known as the Bond number) and the Weber number. 












However,  the Weber  number  is  usually  not  the most  important  dimensionless  number  for 
microfluidic applications, i.e. the Reynolds number is small for such applications which means 
that  the  inertial effects can be neglected. Furthermore,  the Eötvös number  is only essential 
when operating with two  immiscible fluids with significant density differences,  like gas‐liquid 
systems  183,184. Besides  these  two numbers, which  are not used  for microfluidic  liquid‐liquid 
applications,  there  is  a  third  dimensionless  number  that  is  commonly  applied.  This  is  the 
Capillary number which describes the ratio of viscous forces, shear stresses, relative to surface 
tension forces 184. The Capillary number is defined by Eqn. 5.13. 




and  shape  in microsystems  185. Dependent  on  the magnitude  of  the  Capillary  number  it  is 
possible  to  predict  different  droplet  formation  regimes,  i.e.  squeezing,  dripping  and  jetting 
186,187.   The different droplet  formation  regimes are  illustrated  in Figure 5.8. At  low Capillary 




As the Capillary number  increases  in  the dripping regime, the behavior of the system moves 
towards the  jet regime. Here the detachment  in the dripping regime gradually moves further 








Dependent  on  the  channel  dimensions,  flow  rates,  surface  tensions  etc.  it  is  possible  to 
achieve different types of multi‐phase flow patterns in the channels 188. In addition, modifying 
the wetting properties of the wall surfaces will enable to operate with fluid streams  in co‐ or 
counter  side‐by‐side  flow  189.   Maintaining  this  type of  flow  is dependent on  stabilizing  the 
pressure gradient between the two phases by the Laplace pressure at the interface 168. These 
different  types  of  flow  are  sketched  in  Figure  5.9188,190.  The  shape  of  the  liquid‐liquid 
interphase is dependent on the interfacial tension between the two phases. 
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Table 5.6 ‐ Overview of important dimensionless numbers and their ranges for various applications. 
  Re  Bo  Ca  Application  Comments 
Plug flow  >3000  N/A N/A  Production
Laminar flow  <1500  <10 N/A  Transport  of 
homogenous 
solution 




<10  >100  N/A  Determine 
kinetics 










by  the  inlet diameter and  the diameter 
of  the  operating  channel  –  for 
microfluidic  channels  it  is  common  to 




N/A  N/A N/A  Study  of  LLE, 
ISSS, ISPR 
Note:  Requires  that  the  pressure 
gradient  is  stabilized  between  the  two 
phases  by  the  Laplace  pressure  and/or 











‐ Plug‐flow:  Plug‐flow mixing  characteristics are  commonly experienced at  large  scale 
(larger  hydraulic  diameters  and  flow  rates)  and  thereby  such  flow  dynamics  are 
relevant for production purposes. The required dimensions and flow rates to achieve 
plug  flow dynamics make  this  flow  regime unsuited  for development purposes, as  it 
would be too costly. 
‐ Laminar flow: For development purposes,  it  is common to operate with  laminar flow 
dynamics, due to the small scale and flow rates. This gives however some challenges 







‐ Low  dispersed  flow:  The  application  of  this  regime  is  for  simulating  plug‐flow 
dynamics of  a  system,  and  as  the plug‐flow  reactor has  an  identical behaviour  as  a 
batch reactor, it is here possible to determine kinetics in flow.  
‐ Slug, side‐by‐side and droplet flow: These microfluidic flow applications are useful for 
testing  and  optimizing  separation  based  processes,  such  as  liquid‐liquid  extraction, 
gas‐liquid extraction, in‐situ substrate supply (ISSS) and in‐situ product removal (ISPR). 
Furthermore, droplet and slug flow can also be operated as single reactors making  it 
possible  to  perform  high‐throughput  reaction  screening  and  characterization.  A 
limitation  to  side‐by‐side  flow  is  that  its  application  is  restricted  to  small  scale 
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applications  and  that  its  main  purpose  is  to  gain  knowledge  about  mass  transfer 
between phases.  It  is also dependent on phase separation at the end of the module. 
The  advantage  of  slug  flow  over  droplet  flow  is  the  possibility  to  apply  optical 
analytical methods  to  follow  the  progress  in  the  slugs, which  is  significantly more 
difficult with freely flowing droplets. For development of extraction methods, droplet 
and/or  slug  flow  applications  are more  appropriate  than  side‐by‐side  flow.  This  is 
because the high throughput characterization of such applications  is easily adaptable 
to a broad range of different operating conditions.  
5.3  Pressure drop 
When designing a specific microfluidic module it is important to consider the limitations of the 
pumps available to operate the specific system, i.e. not all pumps can operate at high pressure. 
It  is  therefore  important  to  evaluate  the  pressure  drop  in  each module  and  in  combined 
modules.  The Hagen‐Poiseulle  equation,  Eqn.  5.14, describes  pressure drop  in  laminar  flow 
with  incompressible and Newtonian  fluids, where  the  length of  the channel  is much greater 
than the diameter 161. 
Δܲ ൌ 128ߟܮݍߨ݀ுସ Eqn.	5.14
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and ݀௉	ሾ݉ሿ is  the  diameter  of  the  spherical  particles.  However,  in many  cases  it might  be 
difficult to get an exact prediction of the pressure drop in porous domains. For example, there 
can be many variations  in packing densities, whereas particles come  in a  range of  sizes and 
shapes, and are rarely completely spherical192. 
5.4 Microfluidic reactor and separation modules 
The  development  of  biocatalytic  processes  is  greatly  dominated  by  lab  scale  batch  process 
based  technologies. Liquid handling at  lab scale  for batch  type experiments  requires manual 
handling. This type of liquid handling is directly related to the amount of labor required to run 
an  experiment.  Furthermore,  conducting  reaction  and  separation  sequentially  in  different 
containers requires that people are available to conduct the transfer of  liquid.  It  is clear that 
this form of experimentation is laborious and requires relatively large volumes for every cycle. 




are  required.  Flow  chemistry  has  evolved  a  lot  in  the  recent  years,  and  has  moved  into 
microscale and microfluidics, where many unit operations have been translated to this scale. It 
is  possible  to  mix193,  introduce  an  extraction  phase,  phase  separate194,  distil195, 
adsorb/absorb181  and  implement  optical  analytical  methods.  The  available  microfluidic 
modules  enable  the  testing  of  various  unit  operations  in  combination  (plug‐and‐play 
combination of the microfluidic modules). An advantage of this type of testing is that it will be 
possible to test complex biocatalytic process options, where reactor modules and separation 
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The concept of modularity  is not new, and creating a framework for such modularization has 
been  attempted  a  number  of  time  197–199.  Projects  defined  with  the  specific  objective  of 
developing generic approaches to somewhat different operating regimes compared to the one 
investigated  in  this  thesis  are  summarized  in  the  list  below. However,  applications  of  such 
modules  in  a  plug‐and‐play  manner  for  biocatalytic  applications  has  to  date  only  been 
attempted a few times 167. 
The  European  project  BIOINTENSE  intended  to  design  units with  fixed  dimensions  to  fit  all 
purposes for biocatalytic applications, and an obviously clear result is that this is impossible. In 
order to navigate the space of microfluidics, as outlined in this chapter, one should be able to 






with  the  history  of  other  international  projects,  this  indicates  that  this  type  of  work  is  a 
relatively high priority in industry.  
5.5 Materials and fabrication 
It is from a qualitative point of view nice to work with systems that are easy to manufacture, 
and  from  a  quantitative  point  of  view  systems  characterized  by  complete  inertness  are 
important. Polymers are relatively easy to manipulate, and 3D printing lightens the burden of 
constructing a microscale reactor even further204. It is within such a flexible design space that 
rapid  investigations of geometry can  take place. Several  trade‐offs can be observed  in Table 




















PMMA)  Very Low  Good  Poor  Low  High 
Hard Polymers 
(COP, COPF)  Low  Good  Medium  Medium  Low 
Glass (SiO2)  High  Very good Good High Medium 
Quartz (SiO4)  High  Excellent Good Very high Medium ‐ High 
Metal (steel)  High  N/A Very good Medium Medium 











experimental methods  are  established  and  experiments  are  to  be  reproduced  hundreds  of 
times  it  is suggested to apply microfluidic chip designs. This  is exactly what Lab‐on‐a‐chip has 
been  about,  i.e.  scaling  down  analysis  with  a  fixed  method.  When  the  method  is  being 
developed and while working with complex fluid dynamics (precise droplet flow, side by side 
flow)  or  extremely  small  volumes  it  is  suggested  to  use  ‘standard’  options  from  chip 
manufacturers. In general, for research purposes, it is desired to be as flexible as possible and 
unless it is required to have optical readout it is suggested to do experiments in tubing. In the 




pressures  are  present205,206.  The  following  paragraph  will  focus  on  describing  where 
experiments should be conducted in relation to the specific goals of a project. Three different 
goals  can  be  distinguished  to  categorize  the  different  efforts which  are  carried  out  in  the 
course of biocatalytic process development, namely discovery, development/optimization and 
production. For biocatalyst discovery, testing is usually conducted as end point measurements 
and  for that reason the use of containers  in parallel provides an easy accessible platform.  In 
the  biocatalyst  development  and  optimization  phase,  it  is  very  important  to  have  proper 
control  of  the  experimental  conditions. Microfluidics  as  described  in  this  chapter,  displays 
these qualities along with small  resource consumption. Well plates also have small  resource 




the  reactors,  be  it  wells  or  channels,  and  injected  into  the  analysis  system. Without  this 
automated  handling  and  analysis  ability  one  should  probably  stick  to working  on  a  slightly 
larger scale, such as small vials (4 mL) in thermoshakers. For production is it obvious that the 
smaller type equipment will have problems handling very  large scale. With microfluidics, one 













Discovery  Good Good Poor  Poor
Development and optimization  Fair Good Poor ‐ Fair  Good +









6 DESIGN OF EXPERIMENTAL 
SETUP 
At  the process phase  (3) described  in  the  scope of  this  thesis,  it  is  expected  that up  to  10 
enzymatic  mutants  would  require  kinetic  characterisation.  A  tool  for  conducting  this 
investigation must therefore be automatic. From chapter 3 it was found that a technology for 
the collection of kinetic data would be suitable when it could be used to determine initial rates 
at  low  conversion  reliably.  Additionally,  it  would  be  preferable  if  it  could  conduct  high 
conversion experiments as well. The different  technologies were  reviewed  in  chapter 4 and 
UV/VIS  spectroscopy  coupled  with  chemometrics  was  here  identified  as  a  solution.  From 
chapter 3  it was  also  found  that over 55 experiments would be needed  in order  to have  a 
robust  dataset  for  fitting.  Experiments  should  therefore  be  conducted  at  microscale  to 
conserve scarce materials. The different physical effects of this small scale were investigated in 




rate.  In  this chapter  the above  information  is utilized as a  foundation  from which a setup  is 
designed and constructed. 
6.1 Mode of  operation 
As stated in the Microfluidics chapter, operating in plug flow like region is highly desirable for 
investigation  of  kinetics  in  flow. Moore  and  Jensen33  has  recently  published  a method  to 
exploit  this  operational  region.  This manipulation  is  only  possible  since  the  concentration 
profile of batch reactors with respect to time  is  identical to that of plug flow with respect to 
residence time. The batch reactor is, as described, often considered to be superior at collecting 
kinetic data, by being able  to sample  from  the same  reactor at different  time points119. This 
ability has now be replicated for µ‐scale flow reactors and must influence the choice of reactor 
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߬ ൌ ݐ௙ െ ݐ௜ Eqn.	6.2	
In order to relate the inlet time to the exit time, the instantaneous flow rate is integrated over 
the fluid elements residence time, then isolated and substituted in Eqn. 6.2, the final relation 
can be seen  in Eqn. 6.3. The full derivation can be found  in supporting  information of Moore 
and Jensens article207. 
߬ ൌ ݐ௙ െ ݐ௜ ൌ ܵߙ ߬଴ ൅ ܵݐ௙ Eqn.	6.3	
Where ܵ is the slope of ߬ versus ݐ௙	and given by Eqn. 6.4. 
ܵ ൌ ሺ1 െ ݁ିఈሻ Eqn.	6.4	
By adjusting ߙ it  is possible to set ܵ and thereby choose the slope with which the flow rate  is 




The  sensitivity  required  can only be obtained  spectrophotometrically with  either UV/VIS  or 
fluorescence spectroscopy. Many more chromophores exist compared to fluorophores and the 
applicability  of  UV/VIS  is  therefore  wider  when  compared  to  fluorescence.  Furthermore, 
fluorescence  is usually detected on a single compound, whereas  if a substrate  is absorbing  in 
the UV/VIS  range,  it  is  likely  that  its product will as well,  these can  then be detected at  the 
same  time  if  they  can  be  separated,  either  physically  or  mathematically.  The  setup  is 
developed  to detect  reactions  in  the  0.1 mM  range,  aromatic  substrates  commonly have  a 
molar  absorption  coefficient  in  the  range  of  100‐1000 ܮ	݉݋݈ିଵܿ݉ିଵ and  will  hence  have 
maximum allowed concentrations  in the range of 1‐10 mM.  In order to  increase this range a 
dilutions  is  required  to  avoid  saturation. With  the  aim of having  in‐line measurements,  the 
outlet stream of the reactor is diluted with a carrier phase. After investigation of this setup, it 
was  realised  that  the  enzyme  covered  the  unique  features  of  the  substrate  and  products 
spectra, making curve resolution  impossible. Many attempts were hereafter made to remove 




that  the  small  molecules  also  partly  separated.  The  size  exclusion  column  did  however 
introduce  back  pressures  of  8  bar  and  above,  which  is  much  higher  than  the  specified 











tubing connected  to  the pumps where  liquid  is drawn  through, here 1/16’’ O.D., 500 µm  I.D 
was  used.  The  reactor module  consist  of  710  cm  PTFE  1/16’’ O.D.  and  170  µm  I.D  tubing 
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Figure 6.2 – Picture of experimental setup 
6.3 Control of  the setup 
HPLC’s  are operating with microscale phenomena  and  detectors developed  for  this  type of 
analytical  setup  is  therefore also  ideal here. The precision of UV/VIS detectors  is  readily 0.1 
mAU and can  reach sampling speeds of 200 Hz. The only problem  in  the utilization of  these 
detectors are that they are linked to specific software. Timing of the system is essential and it 
was therefore a necessity to have an integrated control over all the components of the system. 
This  could  be  obtained  with  LabVIEW,  which  is  short  for  Laboratory  Virtual  Instrument 
Engineering and is a development environment for a visual programming language by National 
Instruments.  In short,  it  is a program  in which  it  is possible  to combine  the control of many 




Type of instrument  Model  Communication  Driver 
1 UV detector  Agilent G1315AR  Ethernet AG1100 
3 Syringe pumps  Tecan Cavro XLP6000 USB‐Serial Constructed in this work 
1 HPLC pump  Knauer smartline 100   USB‐Serial Constructed in this work 


















develop  controls of  the  individual parts.  These parts were hereafter  integrated  in  a master 
virtual instrument. The entirety of the LabVIEW scripts developed is too complex and too large 
to  be  shown  on  paper,  however  the  front  panel  and  the  block  diagram  of  the  final  virtual 
instrument  is  displayed  in  Appendix  D.  A  link  is  also  provided  granting  access  to  all  the 
developed virtual instruments.  
6.3.2 UV detector 
The  driver  AG1100  was  obtained  from  National  Instruments  driver  network208,  a  new 
framework  for  the  existing  virtual  instruments  were  created.  Following  protocol  for 
connectivity was applied:  
1. Open connection to instrument 
2. Set parameters such as slit width  (2nm), stepwidth  (1 nm)  , fixed wavelength 1 (240 









separate  software,  Agilent  Lab  Advisor,  which  was  purchased  from  Agilent  alongside  the 
detector. Critical errors were  reduced  to a minimum at  the end of  the project, but did  still 
occur, further development could remove this entirely. 
6.3.3 Syringe pumps 







6.3.4 HPLC pump 




force  is  applied  instantly.  It  is  therefore  required  to  slowly  ramp  the  flowrate  to  reach 
operating conditions. This was therefore added to the control of the HPLC pump.  
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6.4 Description of  the different parts of  the setup 
Here each part of the  instrument vital for the operation of the setup  is presented and  issues 
are considered.  
6.4.1 UV Detector 
The Agilent G1315A  is equipped with  a 13 µL  flow  cell  that has  a 10 mm path  length.  It  is 
capable  of measuring  full  spectra  in  the  range  of  190‐950  nm  with  20  Hz.  However,  the 
instrument  is  an  over  10  year’s  old model  and  the  LabVIEW  driver  could  not  continuously 
extract  the  full  spectra  data.  This  made  it  necessary  to  stop  collection  and  extract  data 
between sample  injections. The  instrument could collect 202 full spectra before the memory 
buffer  was  full.  To  circumvent  this,  the  collection  rate  was  set  to  2.5  Hz  which  enabled 
collection of 80.8 seconds of data. Within this time it was possible to turn the valve, inject the 
sample and completely elute it through the column. 
6.4.2 Syringe pumps 
The step motor of the XLP 6000 syringe pumps has 48000 steps and controls flow rate in steps 
per  second.  Different  syringe  sizes  can  therefore  determine  the  range  of  flow  rate,  50  µL 




The  syringe  pump  can however only  read  round  frequency  numbers  and  this will  cause  an 
error by letting the flow enter the reactor in a step change form, and this can be observed in 
Time [min]



















total flow set point
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such,  see  Figure  6.4,  the  experiments  are  described  in  the  methods  section  later  in  this 
chapter.  As  predicted,  Benzyl  acetone  has  plug  flow  behaviour,  and  the  enzyme  deviates 
significantly from such behaviour. The enzyme  is therefore the  limiting factor for how quickly 
steady  state  can  be  reached.  It  is  assumed  that when  the  enzyme mass  balance  over  the 
reactor  is  constant,  that  the  concentration profile  through  the  reactor will be  as well.  Step 
changes  in  small  molecule  concentrations  can  then  be  introduced  without  disturbing  the 






6.4.4 Heat transfer 
The steady state energy balance for a constant wall temperature reactor can be described by 
Eqn. 6.5 174. 
ሶ݉ ܥ௣,௠ ݀ ௕ܶ݀ݖ ൌ ܷߨܦ଴ሺ ଴ܶ െ ௕ܶሻ Eqn.	6.5
Where  ሶ݉  is the mass flow rate, ܥ௣,௠ is the heat capacity based on mass and  is assumed to be 
equal  to  that  of  water,  ௕ܶ  is  the  bulk  temperature  of  the  flowing  liquid,  ଴ܶ  is  the  wall 






















The  temperature  profile  can  now  be  calculated  as  a  function  of  reactor  length.  The  poor 
thermal conductivity of PTFE and a wall thickness of 700 µm, was thought to be a heat transfer 
problem.  This  is  not  the  case,  as  the  large  surface  area  to  volume  ratio  ensures  that 












(analytical  grade,  cas  no.  7758‐11‐4), Monopotassium  phosphate  (analytical  grade,  cas  no. 
7778‐77‐0).  Following  chemicals  were  purchased  from  Sigma‐Aldrich:  1‐Methyl‐3‐
phenylpropylamine  (MPPA;  98%;  Cas  no.  22374‐89‐6).  Pyridoxal  5’‐phosphate monohydrate 
















heating  the water bath was a  IKA RCT basic with a ETS‐D5  that  serves as both  temperature 
probe  and  PID  controller.  The  signal  generator  for  the  VICI  injection  valve was  a  National 
instruments  USB‐6008.  Two  5  µL  loops  were  purchased  through  mikrolab  from  VICI.  The 
XLP6000  OEM  syringe pumps were purchased  from TECAN and power and  connectivity was 
achieved  through  a  Cavro  hub,  also  from  TECAN.  The HPLC  smartline  100  pump with  a  10 
mL/min ceramic pump head was purchased through from KNAUER. 
6.5.2 Solutions 
Substrate  stock  solutions  were  made  by  the  following  procedure.  40  mL  20  mM  pH  8 





The  enzyme  solution was made  by weighing  the  enzyme  in  a  porcelain weighing  boat  and 













6.5.4 Residence time destribution experiments 
The  setup  was  modified  slightly  for  carrying  out  these  experiments.  Because  only  one 
component were introduced at a time, the column could be removed. The detector was set to 
collect  single  wavelenght measurements,  and  collection  could  be  done  for  up  to  an  hour 
without  exceeding  the  capacity  of  the memory  buffer.  The  HPLC  pump  was  set  to  0.600 
mL/min and the syringe pumps were set to pump with 33 µL/min. Injections where carried out 
every  15  seconds  and  the  time  point  of  the  valve  turning  was  taken  as  the  time  of 
measurement.  The  Y‐connector  with  tubing  leading  to  the  reactor  was  disconnected  and 
primed  with  buffer  in  one  stream  and  stock  solution  in  the  other.  After  priming,  the  Y‐
connector was reattached and the reactor was purged with buffer solution for 10 minutes. The 
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detector was  started  and  upon  3rd  injection  the  buffer  pump was  stopped  and  the  stock 
solution pump started. Here a 10 mM BA stock solution and a 1 mg/mL Enz stock solution was 
used. 






6.5.6 Ramp method 
A typical experiment started by turning on the lamps of the UV detector, and the flow rate of 
the HPLC pumps was set to ramp up from overnight flow of 0.100 mL/min to 0.600 mL/min. 
The water  bath was  turned  on  and  set  to  30  °C.  Pumps were  hereafter  primed with  the 
prepared stock solutions, visual inspection of the syringes could easily detect if there was any 
air  in  them.  Air  in  the  syringes was  handled  by  removing  the  syringe  from  the  pump  and 
hereafter prime  it manually.  In order  to  conserve  enzyme  solution priming was done  at 50 
µL/min drawing  in and pushing out,  this was  repeated  for 15 minutes.   After all equipment 
reports ok,  the LabVIEW control sequence was  initiated. The pumps were started  to reach a 
steady state setpoint. As described in chapter 5, the enzyme is here the limiting factor and for 
the  first  setpoint, 4  residence  times were used  to  ensure  a  steady  state  throughput of  the 
enzyme. The following setpoints were set to use only 2 residence times to reach steady state. 





carried out  via  the method described  in  the  supporting  information of Moore  and  Jensen’s 
article207.   
As  an  example  consider  the  following  setpoint  sequence,  here  three  stock  solutions where 
made  in  20 mM  PBS  buffer  pH  8,  solution  1)  consisted  of  enzyme  2 mg/mL.  Solution  2) 
consisted of 45 mM MPPA and 115 mM ACE and solution 3) consisted of 115 mM ACE. The 
concentration  for  the enzyme  is held constant. Desired concentration of substrates were set 






























1  0.25  40  100 0 5.3 37.1  0.0  42.4
2  0.25  34.29  85.71 14.29 5.3 31.8  5.3  42.4
3  0.25  28.57  71.43 28.57 5.3 26.5  10.6  42.4
4  0.25  22.86  57.14 42.86 5.3 21.2  15.9  42.4
5  0.25  17.14  42.86 57.14 5.3 15.9  21.2  42.4
6  0.25  11.43  28.57 71.43 5.3 10.6  26.5  42.4
7  0.25  5.71  14.29 85.71 5.3 5.3  31.8  42.4
8  0.25  2.50  6.25 93.75 5.3 2.3  34.8  42.4
 
6.5.7 Experimental plan for the kinetic characterization of an enzyme 
A  full overview over  the  experimental plan  can be  seen  in Table 6.4,  an  assessment of  the 
required time to conduct the  investigation is also given. Here it can be seen that the data for 
an  enzyme  could  be  kinetically  characterized within  3 work  days.  In  comparison  to  batch 
experiments,  it  is  assumed  that  a  skilled  labuser  would  be  able  to  carry  out  20‐30x2 
thermoshaker  experiments  in  a  workday.  The  experimental  workload  for  carrying  out  a 
characterization  is  therefore  expected  to  take  4  workdays.  The  preparation  time  for  both 
































































 Total 103x2+2x2  51.3 h 
6.5.8 Calibration 
Calibration  was  done  by  having  stock  solutions  of  MPPA/ACE,  BA,  ACE  and  enzyme.  A 
calibration would then be the following combination, MPPA/ACE and ACE, BA and ACE and ACE 
and enzyme. Everything could then be aligned according to acetone, explained later. In an 11 
step 0‐100% way  the  two solutions were used  to dilute each other, see Table 6.5. This  type 
was  done  to  insure  that  interaction  of  the  different  compounds would  be  reflected  in  the 
calibration curve.  
Table 6.5 – Step settings for a calibration curve 
Step:   1  2  3  4  5  6  7  8  9  10  11 
Sol. A.  100  90  80 70  60 50 40 30 20 10  0 
Sol. B.  0  10  20 30  40 50 60 70 80 90  100 






























the  models  ability  to  describe  tri‐linearity  in  the  data  is  the  core  consistency  diagnostic, 
CONCORDIA,  which  evaluates  the  ‘appropriateness’  of  the  model213.  For  these  data  the 
CONCORDIA was 100, verifying that the data is indeed tri‐linear. The scores of the model could 

















































6.7 Error analysis 
Sensitivity  is  a  key  element  of  the  setup,  and  therefore  an  error  analysis  of  the  setup  is 
therefore  evaluated.  The HPLC pump does have  a  small oscillation,  this  can be  seen  in  the 
spectral data.  It  is difficult  to quantify  the effect of  the pump alone. The combined error of 
pump and UV instrument is therefore assessed. The error is found by making a moving average 
of blank samples and calculating the standard deviation of this. Examples of blank spectra can 
be  seen  in Figure 6.10,  it  can be  seen  that  there  is a drift of 0.1 mAU over  the 80  seconds 








This  data  also  shows  very  good  linear  correlation  between  scores  and  concentration,  see 
Figure 6.9. Nonetheless,  there  seems  to be  two groupings  in  the acetone calibration,  this  is 
with and without enzyme. At 0 ACE the deviation is maximal, here the enzyme concentration is 
2 mg/ml. There is a correlation between the ENZ and ACE however as enzyme concentration is 
set  to 0.25 mg/ml  the deviation should be minimal. At  the zero and maximum values of  the 
calibration curves there are some variance  in the scores. The zero concentration variance are 





















































78   
line, has a small peak in the MPPA due to their similarities. This could be removed by enforcing 
unimodality  and  this  will  also  remove  the  enzymes  influence  on  ACE  and  MPPA.  It  is 
nonetheless  clear  that  the  enzyme  is  absorbing  at  these  retention  times  and  it would  be 
incorrect to zero this effect. Please compare the spectral data in Figure 6.8 with Figure 6.7 for 
reference. The repeated ACE measurement at 113 mM is the most uncertain, here the score is 
3.6428 ± 0.0865, which  corresponds  to 112.8 ± 2.7 mM.  It  should be noted  that  the molar 
absorption coefficient  for acetone  is quite  low at 15.4. Overall  it  can be  concluded  that  the 
method is very accurate.  
The time of the valve turning is taken as the sampling time, the liquid in the sample loop will 
therefore  contain  an  average  of ߬௧೑  and ߬௧೑ି௧೗ where ݐ௟  is  the  sample  loop  filling  time,  see 
Table 6.6. The uncertainty of  the  space  time  is a maximum of 1.2%, and  is neglected  in  the 
calculations of initial rate. 
Table 6.6 – Time it takes to fill the sample loop as a function of flowrate, α = 0.5, S = 0.393. 
Time, ࢚ࢌ [min]  0  5  10  15  20 
Space time [min]  5  5.9 7.9 9.8 11.8
Flowrate [µL/min]  42.40  28.30 21.20 16.96 14.13
Sample loop filling,	ݐ௟  [min]  0.116  0.177 0.237 0.293 0.355
Maximum deviation in space time   Steady state 0.25% 1.2% 1.2% 1.2%
6.8 Cost of  setup 
Earlier  it  was  suggested  that  the  steep  price  of  equipment  will  prevent  it  from  wide 
application. It has therefore been a concern to keep the price of the total instrument low. The 
purchased Agilent detector  is  refurbished  and  a new model will naturally  cost  considerably 
more money. The LabVIEW driver has however only been developed for G1315A and B, and in 
order to use the developed software instrument, a new user would be forced to buy one of the 
two  models,  refurbished,  as  they  are  discontinued.  The  current  setup’s  individual  cost  is 
displayed in Table 6.7. 
Table 6.7 – Individual cost of the setups different elements. 
Part of instrument  Details  Cost [k€]  Total [k€] 
1 UV detector  Agilent G1315AR  4 4
4 Syringe pumps  Tecan Cavro XLP6000 1 3
1 HPLC pump  Knauer smartline 100   3.5 3.5




1 SEC column   SEC‐BioSep‐2000  0.5 0.500



















Ocean Optics214 has  taken such an approach where  it  is possible  to  fit  light sources with  the 
detectors  of  a  specific  need.  Ocean  Optics  furthermore  sells  LabVIEW  drivers  for  all  its 
detectors and these can readily be  incorporated  into the software  instrument. Flow cells can 
also  be  purchased  at  Ocean  Optics  or  alternatively  at  KNAUER215.  The  common  fluid 
connectors can be purchased at e.g.  IDEX216. The reason this approach was not applied here, 
was that the DAD detector has integrated the all the different parts. This integration makes it 
possible  to  avoid  the  use  of  optical  fibers  and  no  light  intensity  is  lost  in  this  way.  The 
instrument can also  temperature control  the entire system and  it  is  in general built  for high 









7 VALIDATION OF THE TOOL 
Similar  to  the  analytical  instruments  of  chapter  4,  the  setup  also  has  a  reactor  part  and  a 
detection method.  The  reactor  part  consists  of  a  PTFE  tube with  a  narrow  inner  diameter 
facilitating  low  disperse  flow.  This  flow  regime  generates  plug  flow  conditions  for  the  fast 
diffusing  compounds  such  as  substrates  and  products. Nonetheless,  the  enzyme  dispersion 
sets a  limit for how fast steady state can be obtained, this  is handled by keeping the enzyme 








produces  the  intended  information. Some problems with  the  set‐up are also described here 
since they are closely related with operation. 
7.1 Comparison with batch and steady state 
In order  to validate  the method  it was necessary  to  see  that  the operation of  steady  state, 
ramp mode and batch yielded  the same results. The experimental methods  for  the different 
operational modes are given  in the experimental methods section  in chapter 6.   All methods 
are  described  in  the  experimental methods  section.  As  expected  no  deviation  was  found 
between batch and  ramp operation,  see Figure 7.1. Steady  state  flow has a  small deviation 
from the other two and it is expected that manual error is the source of this.  
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7.2 A co-factor problem 
Initially  the  reaction  was  run  in  the  synthetic  direction,  BA‐>MPPA.  The  projects  assay 
conditions were defined by the University of Lund and included excess PLP, which was added 
in order  to  saturate  the active  site  in  case of  leakage  from  the active  site of  the enzyme. A 
concentration of 0.1 mM was indentified to be ideal, along with 20 mM PBS buffer pH 8, 100 
mM IPA and 10 mM BA. What was not realized until late in the project was that PLP changes 
protonation  in  the size exclusion column depending on  the concentration of MPPA. Because 
PLP  and MPPA  elutes  together,  the  relative high  concentration of MPPA  inside  the  column 
increases  pH  and  thereby  changes  the  spectral  output  of  PLP.  The  mobile  phase  was  a 
phosphate buffer at pH 7 as this was suggested by the producer of the column. The buffer was 
substituted  for a pH 3 phosphate buffer  to  suppress  this pH change. However, even at high 
concentrations, 0.1	ܯ, it was not possible to change the pH effect of MPPA on PLP. The effect 
can be seen in Figure 7.2, where PLP without MPPA, green, and with MPPA, purple, is plotted. 



































of  the PARAFAC model. The CONCORDIA of  the model displayed  in Figure 7.2 was  zero and 
from the paper of Bro213, this implies an invalid model.  
7.3 A column problem.  
It is generally known that column performance is bound to decrease, the rate of the decrease 




peaks,  and  this  forces  the  user  to  make  calibrations  relatively  often.  In  particular,  small 
particulates  and  protein  agglomerates  is  a  problem.  Filtering  is  therefore  substantially 
increasing the  lifetime of this column, the carrier phase was filtered by adding a filter to the 
drawing  tube of  the piston pump.  In order  to keep dead volume after  the  reactor as  low as 
possible no  filtering was done of  the  substrate stock solutions. The enzyme was  filtered but 
agglomerated over time, also in the tubes. This is really a problem as the constructed set‐up is 
not yet error proof and a critical errors can stop the setup, which in turn gives the protein time 
to  aggregate.  A  column  filter  could  assist  in  solving  this,  and  should  have  been  added  in 
hindsight. It was however not added as it would have widened the peaks. 
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Figure 7.3 – Shift in peaks and resulting alignment 






the  reaction was shifted  to MPPA‐>BA, but  this ended out  in having no effect on  the actual 
problem. Nonetheless,  this  reaction direction was  kept  for  the  remainder of  the project.  In 
order  to  really  see  the  utility  of  the  system  it  is  desired  to  inspect  the  sensitivity  of  the 
calculated  initial rates. Experimental  triplicates of a  full  inhibition profile  for MPPA was  then 
designed and set to run, see result in Figure 7.4. The data collected is very consistent and the 
ACE concentration  is close  to 100 mM  throughout  the experimental design. There  is a slight 
increase  in  the  individual  sets of ACE and  this  is due  to  the ACE concentration being a  little 
higher in the pure ACE solution than in the MPPA/ACE solution. What is more interesting is to 
see  the enzyme profile, which  is significantly  increasing  from 0.2 mg/ml  to 0.3 mg/ml  in  the 
first set of experiments, 0‐110 samples. This first set of data was collected over 300 minutes 
and  the phenomena experienced here must be very slow.  In set 2 and 3  little  to no enzyme 
build up was seen 0.26 – 0.28 and 0.25 – 0.27 mg/ml  respectively. The mass balance of  the 
enzyme must  therefore be  in  steady  state. This verifies  the assumption about being able  to 
step  change  the  input of  substrates without disturbing  the enzyme  concentration profile.  It 
does still not explain the 50% increased observed initially. A clear statement can be made from 
these experiments:  it  is very  important  to measure enzyme  concentration,  since  it makes  it 
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The  data  is  cut  out  into  individual  subsets  representing  the  different  setpoints.  Linear 
regression of the concentration and space time data yields the initial rates of the setpoints. By 
plotting  the  initial  rates  versus  substrate  concentration one obtains  the  substrate  inhibition 




in  set  2  and  is  even  slightly  lower  in  3.  The  activity  stability  is here  a  problem  and will be 
discussed  later.  From  the  figure  it  can  be  observed  that  the  apparent ܭெಾುುಲ  is  in  the 
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The method was  validated  against  steady  state  flow data  and  batch  and  it was  found  that 
under the applied flow conditions, there was no discrepancy between the different modes of 
operation.  The  robustness  of  the  detection method  still  requires  improvement  and will  be 
discussed  in  future  work.  Even  though  activity  was  lost  over  time  the  method  delivered 
consistency  in  the  inhibition  profile,  it  therefore  suggests  that  an  automated  protocol  for 
collection of enzyme kinetic data is within reach. Further analysis was put to a stop by column 
fouling of protein aggregates. Even  though  the  column  is build  for eluting  larger molecules, 












8 BIOCATALYTIC REACTION 
ENGINEERING 
A tool for the collection of kinetic data, that can be used to fit a mechanistic model, has been 
described.  In  the  following  chapter,  the possibilities of having a model available  for process 
design will be presented. 
8.1 Economic frame 
A powerful tool in assessing how a process can be developed is by coupling mass balances in a 
process design. This can only be carried out  if kinetic and  thermodynamic models  for all  the 
different  parts  of  the  process  are  available.  Theoretical  evaluation  is  then  possible  and 
requirements for the different elements of a process can be set.  In the development of new 
processes one of the most difficult parts is to assess where the bottleneck lies. Recent reviews 
on  the  application  of  biocatalytic  models217,218,  show  that  models  are  applied  to  find 
performance limitations, to define optimal operating conditions, different reactor choices and 
compare  different  process  configurations.  For  example,  Berendsen  and  co‐workers219 
combined  models  of  two  enzymes  to  optimize  the  enantiomeric  excess  as  a  function  of 
conversion. Schaber and co‐workers220 carried out an economic assessment of a full process. It 
is therefore clear that these models provide very valuable  information for process design. All 





















Initially,  when  little  information  on  the  unit  operation  dynamics  are  available,  simplified 
designs can be made  in order to set an overall economic boundary. Rather than dynamically 
responding  to  concentrations  of  inlet  streams,  splits  are  predefined  and  for  example  100% 
substrate  comes  into  the  reactor and  splits  into 90% product and 10%  substrate.   Recently, 
Tufvesson  and  co‐workers  published  guidelines  for  selection  of  amine  donors  through 
simplified generic process design54. Here product prices define different regions of operation, 
such information can be applied directly here. In the introduction this provided insights to the 
economics of using  the different donors. Here  it  is evaluated how early biocatalytic  reaction 
engineering can be used as an input to such designs in order to guide development.  
8.2 Reaction engineering tools 
The  bottleneck  can  be,  poor  rate  of  reaction,  substrate  inhibition,  product  inhibition  and 
enzyme  stability.  After  collecting  all  the  data,  and  assuming  that  the mechanistic model  is 
fitted uniquely, modelling can begin. It is assumed here that the enzyme has been engineered 
to have at  least mediocre activity and  that activity  stability  is kept  for minimum of 8 hours. 
Process  design  and  reaction  engineering  cannot  alter  the  intrinsic  rate  of  reaction,  it  can 
however assist in maximum performance by engineering the reaction environment. With such 
a perspective, substrate and product inhibition as well as stability will be considered.  




kinetic  model  is  available,  see  example  in  Figure  8.1.  This  is  different  from  keeping  the 
substrate  level constant at  the  initial maxima and will show suboptimal performance.  In  the 
formulation of economic constraints for a feasible process, the  intensity  is  listed to be 50 g/L 
product.  A  natural  incentive,  without  model  insight,  is  therefore  to  add  50  g/L  molar 
equivalent of the substrate. This  is catastrophic  in terms of activity as  is clearly  illustrated  in 
the  figure,  as  substrate  is  consumed one will move  from upper  right  to bottom  left. When 






When  uncompetitive‐  or  no  substrate‐inhibition  is  experienced,  it  is  desired  to  run  at  the 
highest  possible  concentration.  For  the  substrates  of Amine  Transaminase  namely  ketones, 
poor water solubility  is often experienced. Substrates must therefore also here be fed to the 





alter  the half‐life of enzymes221. Substrate  toxicity  is handled by  feeding  to highest possible 
concentration where the half‐life of the enzyme is tolerable. A microfluidic fluidic setup for the 
study of this was made by Lawrence and co‐workers222.  
8.2.2 Product inhibition 
Picking  solutes  out  of  a  solution  has  always  been  a  challenging  task  for  process  chemist. 
Unfortunately, dealing with product inhibition seems also to be an equally demanding task for 
protein  engineers  and  only  one  example  is  found  where ܭ௜ of  the  product  is modified223.  
Modifying  the active  site of an enzyme  is possible and  increasing  substrate  scope has been 
carried out by a technique called substrate walking35,224. Once the active site has been opened 
to a different substrate, the corresponding product must also be able to freely enter and leave 
the site. Specifically,  the products of  transferases will  likely show  inhibition as  they are very 
similar to the substrates. It is different to oxidases, where hydrogen peroxide can be removed 
effectively  with  catalase  or  to  hydrolases  that  splits  or  condenses  their  products  thereby 




here  with  IPA,  BA,  ACE  and  MPPA  is  purposely  chosen  purposely  to  avoid  such  complex 
mixtures. Product  inhibition curves are different to that of a substrate as they asymptotically 
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increases,  the  cost  of  removing  it  decreases.  A  trade‐off must  therefore  almost  always  be 
made,  connecting  lost  activity  with  economy  of  removal.  This  trade‐off  at  hand  can  be 
expressed  if models  for both kinetics and  ISPR are available and will  reveal  feasibility of  the 
combination. Most  importantly,  is the kinetic model as ISPR can be artificially  introduced and 
used  to  set a  required  target. This  ISPR  target would assist process engineering  in  terms of 
rapidly discarding non‐feasible methods. 
8.3 An overview 




Figure  8.2  –  Strategies  for  different  bottlenecks  of  the  process,  blue  text marks  process  engineering  options 
whereas green text marks protein engineering options 
All  the presented process strategies can be added  to  the kinetic model and studied  in‐silico. 
Reaction time, enzyme concentration, donor/substrate excess, productivity can then be fed to 
the  process model  and  only  here, will  it  be  apparent whether  an  enzymes  performance  is 
meeting  the  economic  criteria.  For  development,  extrapolation  of  the  results  by  artificially 
increasing rate, optimal substrate feeding, decreasing product inhibition or improving ISPR can 
guide development and set formal targets. In order to gain a perspective to the work effort of 
the  strategies,  an  attempt  to  rank  them  according  to  simple  (green),  complex  (orange)  and 



























































for  the  case  of  amine  transaminase,  none  of  the  literature  reports  of  process  feasibility48 
involve the use of a kinetic models. Rather the direct implementation of the process or protein 
engineering options  is seen, Truppo reports on enzymatic cascades and ISPR225. Whereas two 
others  report  protein  engineering  in  which  productivity  and  substrate  tolerance  was 
increased35,226.  Process  options  such  as  changing  donor,  cascades  and  IScPR  can  also  be 
screened  by  brute  force  in  a well  plate  fashion227.  It  is  clear  that modelling  of  bi‐substrate 
systems yields  complex  correlated models and  insights as  to why  they  should be applied  in 
early  development  is  not  so  apparent.  The  academic  community  of  biocatalysis  is  very 
focussed  on  new  chemistry  and  the  industrial  development  environment  is  rarely  able  to 
conduct detailed kinetic investigations. The brute force approach is therefore preferred since it 





of particular  interest  for  industrial use, and  the most  important enzyme  categories  for  such 
chemistry  typically  carry  out  two  substrate  and  consequently  two  product  reactions.  It 
therefore seems possible to streamline model development as few models fit  large groups of 
enzymes. Namely the models, ordered bi‐bi, random bi‐bi and ping pong bi‐bi, and these are 
fully  described  in  textbooks37–39.  Variation  of  such models  are  found  in  how  enzymes  are 
inhibited and after identification of this, algebraic terms can be added to the model. This is an 
attainable task as the types of inhibition are well known and can be identified graphically37–39. 
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Al‐Haque76.  In  this  method,  the  parameters  are  estimated  from  the  forward  and  reverse 
direction  independently.  Their  local  correlation  should  therefore be  transferred  to  the  final 
correlation matrix and parameters  that  could not have had an  influence on  the determined 
parameters  should  be  set  to  zero.  The  remaining  correlation must  still  be  dealt with,  and 
Methods of MBDoE should here be applied. This can be used to design experiments that will 
provide maximum  information on a parameter,  thereby distinguishing  it  from  its  correlated 
parameters. Targeting of parameters can be done by the anti‐correlation criteria described by 
Franceschini  and  co‐workers92.  If  correlation  between  parameters  cannot  be  removed, 
condensation of these can be done but this also clears them of physical meaning.   
Parameter  correlation  is  however  not  a  problem  for  evaluating  process  options within  the 
operating space of  the collected data.  In such a case substrate  feeding and product removal 
dynamics are well within the boundaries of a model. This  is however not the  limit of what a 
model can be used  for and  it  is desired  to guide protein engineering with actual  targets  for 
௠ܸ௔௫	of  the  reaction  as  well  as ܭெ and ܭ௜ for  the  different  compounds.  It  is  important  to 










The motivation  is  clear  and  the models  are  available,  but  a  discussion  of  the  experimental 
methods are  required. The most generic method available  is HPLC and  is without a doubt a 
very robust method, but it requires substantial manual labor for experimentation. Automated 
sample preparation  for HPLC’s exists but  is not a common  type of equipment. Stopped  flow 












planning  phase.  ITC,  also  has  the  benefit  of  continuously  detecting  the  rate  of  heat 
development and is suited for thermodynamic favourable reactions. The method can be used 
by  adjusting  the  enzyme  concentration  to  fit  the  conditions  required  for  sensitive 
measurements.  As  stated  in  the  section  describing  the  technology  it  is  not  clear why  this 
method  is  not  applied more  frequently,  but  it  could  very  well  be  the  steep  price  of  the 
instrument.  The  readily  available  methods  are  therefore  not  prevalent  to  that  of  batch 
combined  with  HPLC.  New  methods  must  therefore  be  developed  and  the  refreshed 




to  operate  without  the  low‐disperse  methodology.    Schaber  and  co‐workers229  algorithm 
would  automatically  try  to  fit  suggested  models  and  then  propose  experiments  in  the 
parameter space (e.g. concentration, temperature) based on the FIM. This seems only possible 
to  carry out  for  relatively  simple  rate  laws  as  carried out by  Schaber229.  It  is  suggested,  for 
biocatalytic model development, that focus is on applying the low disperse flow regime rather 
than  coupling  it with  CFD.  Furthermore,  for  biocatalytic models  it  is  not  sufficient  to  just 








rate  determination  has  been  carried  out  the  next  setpoint  could  be  investigated.  In‐line 
sensors should therefore be programmed to shift to the next setpoint directly after a rate was 
determined. However, as investigated, few technologies had the sensitivity and none had the 
resolution  in  aqueous  solutions.  Furthermore,  In‐line  UV/VIS  without  dilution  would  too 
sensitive and  saturation would  readily occur. Typically  the  limit of undiluted  systems  is 1‐10 
mM  for  aromates,  a dilution of  the outlet  is  therefore  a  requirement.  The process  feasible 
intensity described above and has a target of 50 g/L product, which corresponds to 333 mM 
MPPA. The interplay between path length and sample volume makes it possible to span a very 
large  operational window  for  detection.  Path  lengths  of  flow  cells  that  can  be  used  in  the 
G1315A DAD span from 3 to 10 mm, for other devices, this can be expanded up to 60 mm e.g. 
with Agilents Max‐Light cartridges. For an ߝ ൌ 200	ܮ݉݋݈ିଵܿ݉ିଵ like MPPA the concentration‐
absorbance  dependence  with  a  dilution  of  10  can  be  viewed  in  Figure  9.2.  The  method 
developed  here  can  handle  concentrations  of  approximately  100 mM.  In  order  to  further 
increase the range one could change the flow cell to one with a 0.3 mm path length, this would 
increase the range up to 333 mM. Furthermore, with a reduction in sample loop from 5 to 2 µL 
(minimum with  current  valve)  the  range  could  go  up  to  approximately  800 mM.  This  is  of 
Application of a Microfluidic Tool for the Determination of Enzyme Kinetics 
98   






output  data  shows  sudden  spikes.  The massive  spikes  are  due  to  data  that  could  not  be 
aligned,  where  the  detector  and  injection  valve  was  not  synchronised.  It  is  especially 




irregularities are  seen.   Furthermore,  the enzyme  concentration  is very  consistent and does 
neither justify these changes. After a spike the concentration jumps back to the progress of the 
reaction.  For  the majority  of  the  data,  the  progress  is  smooth  and  consistent,  but  further 
investigation  of  this  subject  should  be  carried  out.  There  are  problems  in  reliable 





become more  prone  to  destabilisation.  Enzyme  solutions  are  therefore  often made  just  an 
hour before application to ensure homogeneity and the most stable solution. The method here 
requires  that  a  stock  solution  is made  from  which  the  pumps  can  draw  liquid.  Normally, 
enzyme solutions are refrigerated  to  increase stability, a small  ice box or cooling water bath 
should hence be applied here. Because  the enzyme stream  is  relatively small  (1/7 nth of 45 
µL/min) the glass syringe will most  likely heat  it up to room temperature before  it  is pushed 





















The  kinetic  models  of  important  enzymes  for  synthesis  and  production  chemistry  were 
identified to be a variation of  three mechanisms. Namely, ordered bi bi, ping pong bi bi and 
random bi bi. A method  for  identification of  these  and  a protocol  to  fit  such models were 
presented. 
After  reviewing  methods  of  collecting  kinetic  data,  following  items  are  observed  the 
spectrophotometric  assays  requires  benign  conditions,  stopped‐flow  is  designed  for  short 
reaction  times,  ITC  is  too  expensive  and  requires  external  validation  for  thermodynamically 
challenged  reactions, batch  and HPLC  is  labor  intensive  and prone  to manual  errors.  It  can 
therefore be concluded that none of the methods were deemed fit for the purpose that this 
thesis  aims  at.  Furthermore,  it  was  desired  to  use  a  method  that  would  have  a  small 
consumption  of  the  scarce  biocatalyst  and  experiments  at  microscale  was  found  to  be  a 
solution. Only by on‐line measurements  is  it possible to utilize the small flows applied at this 
scale. Spectroscopic methods were  therefore  investigated and UV/VIS  spectroscopy  coupled 
with  chemometrics was  found  to be  suitable. This detection method has both  the  required 
sensitivity and can be used for aqueous solutions.  
The  study  of  microfluidic  phenomena  revealed  that  low  disperse  flow  satisfies  low 
consumption as well as plug flow conditions. The low consumption makes it possible to collect 
a high quantity of  information per mass of  catalyst  spent. The plug  flow  condition makes  it 





After  finding and collecting  the equipment,  the set‐up was built. A software  instrument was 
then  programmed, which  connect  and  control  the different  instruments.  The  control offers 
automatic collection of  concentration  time data  in a  setpoint  sequence. Drastically  reducing 
the  required  labor  for  obtaining  this  kind  of  data.  The  implementation  of  a  size  exclusion 
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column, effectively  isolated  the enzyme  from  the  rest of  the  compounds. As a very positive 
side  effect  to  this,  separation  of  the mixtures  other  compounds  also  occurred.  In  order  to 
quantify  the  concentrations  of  a  sample  by  the  spectral‐retention  time  data,  PARAFAC,  a 
chemometric tool, was applied. This tool requires strict parallelisation and alignment could be 












A new method for collecting kinetic data  in aqueous solutions was made.  It  is generic, cheap 
and automated, making it ideal for conducting kinetic investigations of enzymes. The method 
is  completely  novel  in  the way  that  it measures  both  the  enzyme  concentration  as well  as 
component concentrations.  It  is especially applicable to process development since  it can be 
run at process relevant conditions and can determine concentrations in a wide range. 
The  entry  barrier  for  developing  biocatalytic  kinetic models  is  therefore  lowered,  and  this 
enables others to find bottlenecks, quantify the process problems and conduct a fast feasibility 
analysis of what  is at hand.  In this way the application of validated models will therefore be 
able  to drive  the  field of biocatalytic process development, as a whole,  forward. Hence  the 
input from the process engineering gives direction for protein engineering, which in turn drives 
a better process. While  the order of  the necessary  tasks  in process development  is  still not 






































continuously,  this  can  be  either  by  an  auxiliary  phase  or  by  a  substrate  feeding  strategy  if 
inhibition or  toxicity  is discovered.  Furthermore,  the  thermodynamics are unfavourable and 
IPA must  therefore be added  in excess  to drive  the equilibrium. A product  removal strategy 
should also be implemented to remove effects of product inhibition. Additionally, it is required 
that the enzyme  is engineered to achieve higher rates. A process will only be realised by the 
combination of the above  items, but  in order to guide development  it  is required to develop 









pH 3. Switching  the mobile phase buffer  to pH 7, along with aggregated enzyme  fouled  the 
column and increased backpressure at much higher rate. It is therefore suggested to apply the 
pH 3 buffer  for  future  investigations  and  add  a pre‐column  filter. The  filter will disturb  the 
separation  currently  experienced,  but method  robustness  is  a  key  issue.  Furthermore,  the 
chemometric  fitting  can handle overlapping  spectra  as  long  as  they  are  consistent. Daily or 
more frequent washes of the column could be applied, but automatic  implementation would 
require  another  pump  or motorized  valve.  Even  though  it  is  not  imagined  that  air  bubbles 
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disturb  the  system,  installation of a degasser  could give additional  stability as  it guarantees 
that there is no channelling inside the column caused by bubbles.   
2.2 Activity stability 
Activity  stability needs  to be preserved,  and measures  to ensure  this must be  applied.  It  is 
suggested  to  cool down  the enzyme  stock  solution or add agents  that will promote protein 
solubility and avoid aggregation231.  It  is desired  to stabilize  the stock solution  for at  least 16 














could  as  well  add  ports  for  different  stock  solutions,  so  that  both  product  and  substrate 
solutions would  be  connected.  Ideally,  one would  like  to  have  all  substrates  and  products 
available in stock solution of high concentrations. Here stream composition could be made up 
as  desired  and  diluted  to  the  correction  concentration with  a  buffer  stream.  As  discussed 
above it is likely in the case of amine transaminases that the ketone substrate, BA in this case, 
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  Cas no.  Mw  Tb  ρ Log P aq. Sol.  pKa Pvap 
    (g/mol)  °C  g/cm3  ‐  g/L  ‐  mmHg 
(25 °C) 
BA  2550‐26‐7  148.2 236  1±0.1 1.671 1.625 0.1±0.4 
MPPA  22374‐89‐6   149.2 221  0.9±0.1 2.18±0.20 12.05 10.63  0.1±0.4 
MBA  618‐36‐0  121.2 69‐70  1±0.1 1.3 54.38 9.83 0.8±0.3 
ACP  98‐86‐2  120.2 202  1±0.1 1.58 4.484 0.3±0.4 
IPA  75‐31‐0  59.1 33‐34  0.7±0.1 0.21±0.19 Miscible 10.6 460 
ACE  67‐64‐1  58.08 56  0.8±0.1 ‐0.16±0.19 Miscible 180 
ALA  302‐72‐7  89.09 ‐  1.2±0.1 ‐0.679 164 2.35/9.69  0.1±0.9 






array  detector,  and  was  applied  to  determine  the  concentrations  of  MPPA  and  BA.  The 


















The  quantitative  analysis  was  performed  from  peak  areas  by  external  standards.  The 
generated  standards  are  highlighted  below  in  Figure  B.13.2    and  Figure  B.13.3  for  BA  and 
MPPA, respectively. 
Application of a Microfluidic Tool for the Determination of Enzyme Kinetics 
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Figure 1. Simplified scheme of the Lab-on-a-chip system with implemented PAT requirements. Blue solid  
line – main flow; blue dashed line – process signal obtained by in-line process monitoring; black dashed 
line – on-line process monitoring and resulting process signal; green solid line – data from a process 
analyzer to data analysis section intended to establish process control and automation of the pumps for 
the reactor section; yellow solid lines – data from a process analyzer to data analysis section intended 
to establish process control and automation of the pumps for the separation section; red solid line – 
separation agent and waste material flow. 
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Figure 2. A PTFE membrane separator applicable for splitting two immiscible liquids. a. Part of the separator 
intended for the aqueous phase. b. Part of the separator intended for the organic phase. c. Image of the PTFE 
membrane separator with aqueous phase coloured in blue and uncoloured toluene phase. d. Scheme 
of the PTFE membrane separator setup (28). 
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The Catalysis and Chiral Technologies (CCT) business unit of Johnson Matthey which focuses 
exclusively on providing catalysis technology to the pharmaceutical and fine chemical markets, 
is currently seeking candidates for the position of Sales Manager. The Sales Manager will direct 
their efforts into new business development and achieving sales goals in Italy. Additional European 
territories will be added after the initial training period. The candidate will work closely with 
customer’s research, purchasing, and manufacturing teams to promote JM’s products and services 
and win contract research and scale up projects as well as catalyst sales. Frequent travel is a key 
feature of this role (50%).
The position will be based in the UK (Royston) or Italy (depending on the candidate). 
Requirements:
•  Have minimum BSc in a technical field such as Chemistry, Biochemistry, Life Sciences or Chemical 
Engineering (or equivalent industrial experience) 
• Experience in Sales with a successful sales track record in a technology-based business 
• Be Fluent in Italian and English. 
If you wish to be considered for this role, please go to www.johnsonmatthey.jobs for additional 
details and to submit your CV with a covering letter explaining your suitability for the role.
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of samples which can be obtained when having scarce resources.
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neering and process engineering. This paper argues that 
through the use of a new microfluidic platform, data can 
be collected more rapidly and integrated with process 
modeling, can provide the basis for validating a reduced 
number of potential processes. The miniaturized platform 
should use a smaller reagent inventory and make better 
use of precious biocatalysts. The EC funded BIOINTENSE 
project will use ω-transaminase based synthesis of chiral 
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1  Introduction
The increasing academic and industrial interest in biocata-
lytic processes (chemical reactions catalyzed by an isolated 
enzyme, immobilized enzyme, or whole cell containing one 
or more enzymes) is to a large extent driven by the need for 
selective chemistry [1]. Even more remarkable is that such 
selectivity is achieved with enzymes under mild reaction 
conditions. While high selectivity may be easily achievable 
using biocatalysis, for implementation in industry, it is also 
necessary to develop a process that is sufficiently efficient 
that it can be economically feasible. For example, for a 
pharmaceutical intermediate, a product concentration over 
50 g/l must leave the reactor and a high yield of product on 
biocatalyst (termed biocatalyst yield) must also be achieved 
[2, 3]. The exact threshold values depend on the type of 
catalyst and the industry sector (or more accurately the 
selling price of the product relative to the cost of the sub-
strate). However, almost without exception, a new biocata-
lytic process studied in the laboratory will not fulfill these 
requirements, since enzymes are usually evolved to convert 
natural substrates at low concentrations. This presents an 
interesting challenge for process chemists and engineers, 
since the wish to implement a new (non-natural) substrate 
at high concentrations can only be addressed by a con-
certed development effort with a combination of biocata-
lyst modification and process modification. The driver for 
such process development is economic and while targets 
can be evaluated in a given case, there remains a further 
problem, because there are many options to choose from 
and different routes to solve a given problem [4]. While 
some solutions are more effective than others, and some 
are easier to implement than others, there remain many 
choices to be made. One consequence of such complexity is 
that to date such an analysis has inevitably been carried out 
on a case-by-case basis, meaning that often the final scale-
up and implementation does not even take place, because 
it takes too long and is too difficult. Furthermore, in many 
cases, at an early stage it is not clear which way to develop 
the process and where to put the research effort. In order to 
overcome this, one potential vision for the future could be 
a systematic procedure for automated data collection, fol-
lowed by testing of a more limited number of alternatives at 
a miniature scale, such that operations can be carried out 
with a reduced reagent inventory and potentially even in 
parallel. Indeed, such schemes already exist for chemical 
synthetic systems and while the level of complexity with 
biocatalysis is frequently greater, it is also the case that their 
value might be the greater. At the very least, it would enable 
more process options to be evaluated in a shorter time (see 
Figure 1 for a schematic representation of the philosophy).
Combined with process modeling techniques (Krühne 
et al., 2013, submitted for publication), this could provide 
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a way to map the solution space and enable design deci-
sions to be made more rapidly and with greater confidence. 
This is one of the main objectives of the EC-funded BIOIN-
TENSE project. In this brief article, the rationale behind 
high throughput biocatalytic process development will be 
discussed, together with the challenges and opportunities 
such an approach can bring. One of the most important 
application areas of biocatalytic processes is in the syn-
thesis of pharmaceutical intermediates, where speed of 
development (and integration with the neighboring cata-
lytic steps) is of the utmost importance.
2   Biocatalytic process development 
in the pharmaceutical sector
In the pharmaceutical industry, process development time 
is critical (both for chemical as well as biocatalytic syn-
thetic steps) and therefore it is essential to evaluate and 
screen process options rapidly. For biocatalytic processes, 
in order that resources spent on development are used in 
the most efficient manner possible, a systematic method 
is necessary to help identify the process constraints (reac-
tion related constraints as well as biocatalyst related con-
straints). The constraints form the basis of a methodology 
to identify suitable improvement strategies.
For biocatalytic processes, several strategies are avail-
able to improve the process from the initial laboratory 
reaction, so that it is suitable for industrial application. 
Strategies focused on reducing the cost contribution of the 
biocatalyst include fermentation technology (e.g., optimi-
zation of the production host platform, carbon feeding 
strategy, oxygen supply and media composition) to reduce 























Figure 1 Philosophy underlying miniaturization in the context of 
process development for biocatalytic processes.
engineering and biocatalyst immobilization to ensure that 
the biocatalyst (irrespective of its cost) is subsequently 
used in the most effective way possible (maximum biocat-
alyst yield: kg product/kg biocatalyst). Strategies focused 
on reducing the other cost contributions include reaction 
engineering (e.g., addition of an organic solvent or use 
of substrate excess), reactor engineering (e.g., substrate 
feeding), or process engineering (e.g., in situ product 
removal), to enable the process to run as effectively as 
possible (maximum reaction yield, biocatalyst yield and 
product concentration). Additionally, it is important to 
recognize the interaction between the strategies.
Interestingly, several recent reviews about the applica-
tion of protein engineering strategies to solve biocatalytic 
process challenges have argued that the advances in protein 
engineering now make it possible to ‘fit’ the biocatalyst to 
the process [5, 6], as originally proposed by Burton and co-
workers [7]. Therefore, once initial activity for the desired 
reaction has been detected, the enzyme performance can 
indeed be enhanced by protein engineering, to improve the 
desired properties, such as substrate repertoire and selec-
tivity, as well as activity and stability [8]. Today, there are 
many examples where new biocatalytic routes have been 
established through significant improvement of an existing 
enzyme, via iterative rounds of mutagenesis and screening 
[5, 6, 9, 10]. However, despite the remarkable advances in 
protein engineering, we are yet to be convinced that it is 
possible to fit the biocatalyst to all process conditions. For 
example, while optimal operating conditions for a biocata-
lyst can be expanded significantly from pH 7 and ambient 
temperature, enzymes still have limitations when compared 
to chemical catalysts (which in general operate at high con-
centrations of substrates and products, as well as elevated 
temperatures [11]), meaning that operation under extreme 
conditions may not be possible. However, of even greater 
importance is the fact that the thermodynamic constraints 
of the process cannot be addressed by biocatalyst modifi-
cations directly. While in nature, enzymes usually catalyze 
thermodynamically favorable reactions, for non-natural 
substrates as well as reactions run in synthetic mode, this 
is frequently not the case. Thus, the design of any process 
needs to also consider the likely operating space for the bio-
catalyst and the implication of changing key parameters on 
the process feasibility and cost [4].
3   Process development using 
microfluidic miniaturized systems
Microfluidic technologies concern the use of fluids in 
small compartments (e.g., with a size in the order of µl 
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volumes and with dynamic flow driven by pressure gradi-
ents or other methods). Such technologies are sometimes 
referred to as micro unit operations (MUOs), where the 
basic concept is to have conventional large scale equip-
ment mimicked at a micro scale (e.g., reactors and sepa-
rators [12]). However, microfluidic devices also enable 
novel process development methods [13–15]. At small 
scale, different physical effects dominate the flow com-
pared to larger scale technologies. Microfluidic technolo-
gies exploit these effects in a way that simply cannot be 
achieved at a larger scale. Often these dominant effects 
are described by dimensionless numbers [16]:
 – In microfluidic devices, the Reynolds number (Re), the 
ratio of convective to viscous forces, is low (Re < 100 
and usually around 1) indicating that viscous forces are 




where ρ is the fluid density, ν is the fluid velocity, dhis 
the hydraulic diameter (4A/P, where A is the cross sec-
tional area and P the wetted perimeter) and μ is the 
fluid viscosity.
 – The Péclet (Pe) number, the ratio of mass transfer 
rate due to convection compared to that of diffusion, 
becomes small in microfluidic devices, indicating that 





where D is the diffusion coefficient and a is the radial 
length scale.
 – The bond number (Bo), the ratio of gravitational 
forces to those caused by surface tension, is small in 
microfluidic devices, as a consequence of dominant 









γ is the surface tension.
 – The Damköhler number (Da) is another important 
dimensionless number for the characterization of 
microfluidic systems. This number is used to relate 
the chemical or biochemical reaction timescale to 
other phenomena that occur in miniaturized systems. 
This can, for instance, be the material transport 
due to diffusion, interphase transport and fluid 
dynamic convective driving forces. The mathematical 
description is omitted here due to the dependency on 
the specific case considered.
At a larger scale these effects do not have such a signifi-
cant impact, which may result in problems when trans-
ferring processes from micro to large scale and vice-versa. 
However, it is quite common with conventional technolo-
gies to experience problems when transferring knowledge 
obtained at the lab scale to the industrial scale. Alterna-
tively, rather than scaling-up by increasing dimensions, 
microfluidic systems can be numbered-up/parallelized in 
order to obtain the desired process throughput (although 
clearly there is a cost penalty since ‘economies of scale’ 
are lost). Indeed, this scaling strategy is, in many cases, 
not straightforward due to operating and handling issues 
of many systems in parallel [17].
Nevertheless, for screening of reactions, biocata-
lysts and processes, many possibilities exist and there-
fore, even with the potential limitations for scale-up 
of processes developed in microfluidic systems, there 
are many motivators for using microfluidic systems for 
process development. Indeed, in our opinion it seems 
most likely that process development will benefit most 
from the application of miniaturized systems. There is a 
growing group of bioprocess practitioners that share this 
view, working not only on development problems related 
to applied biocatalysis [18–20], but also fermentation [21] 
and protein recovery for biopharmaceutical applications 
[22]. Some of the key motivators are reduced development 
costs and accelerated process development, compared to 
conventional technologies in the ml scale. In many cases, 
microfluidic technologies have been applied for chemical 
synthesis, for example, where otherwise difficult synthe-
ses have been operated and controlled under new and in 
some cases extreme conditions [23, 24]. However, there is 
an increasing interest in applying microfluidic technolo-
gies for the development of biocatalytic processes, due to 
the many general benefits and advantages highlighted in 
the scientific literature [25]. Examples of potential, advan-
tages and benefits for process development based on 
microfluidic devices are discussed below, where special 
attention is given to how this will influence the develop-
ment of new biocatalytic processes.
The first obvious benefit of performing process 
development in microfluidic systems is the reduced con-
sumption of valuable and scarce resources. The reduced 
consumption of resources makes it possible to obtain 
greater process knowledge with the available resources 
and at the same time reduce the development costs. For 
biocatalytic processes, this is especially important, since 
the availability of a generally expensive biocatalyst is ini-
tially limited and will continue to be so until the process 
has been validated. For example, when improving the 
performance of biocatalysts through protein engineering, 
Brought to you by | DTU - Technical Information Center of Denmark (DTIC)
Authenticated | 130.225.65.81
Download Date | 2/17/14 1:27 PM
137
26      U. Krühne et al.: Biocatalytic process development
only small quantities of different putative mutants need 
to be tested for their performance before larger scale 
production is initiated. The reduced consumption is in 
general, especially for the fine chemicals and pharma-
ceutical industries, a major driver for using microfluidic 
systems. Development costs can therefore be reduced 
since resources are so valuable.
Process development requires the testing and optimi-
zation of different biocatalyst and process options [e.g., 
reactors and downstream unit operations (separations)], 
which can in principle be performed relatively easily in 
microfluidic systems. For example, scientific literature can 
be found on membrane based microfluidic separation units 
[26]. Furthermore the liquid-liquid extraction in microsys-
tems has also been proven to be successful [27], especially 
operated in a continuous way. The extraction in microsys-
tems in two phase systems is also being investigated more 
[28]. Furthermore, the most promising microfluidic unit 
operations can easily be tested in combination, to get an 
indication of how they influence one another. It should 
though be mentioned that individual reaction systems or 
processes benefit differently from miniaturization and in 
some cases it will not be advantageous to use microsys-
tems. In the scientific literature, it has been argued, with 
good justification, that micro-reactors benefit faster reac-
tions [29]. However, there are also examples where slower 
reaction systems, e.g., biocatalytic reaction systems, have 
proven to greatly benefit from being operated at a micro 
scale [30]. The easy testing and optimization of process 
options in microfluidic systems opens the possibility of 
greatly accelerating the development of new processes, 
which is especially important in intellectual property (IP)-
dominated industry sectors, such as pharmaceuticals. 
Assuming that miniaturized microfluidic systems contrib-
ute to easy testing and optimization of processes, such 
systems open the possibility of greatly accelerated process 
development, realized through parallelization and auto-
mation of the microfluidic systems. Operating the systems 
in parallel potentially increases screening and testing 
throughput. This potentially makes it possible to test dif-
ferent process conditions and options relatively quickly, 
thus generating knowledge that can be used to select and 
focus on feasible process options, eliminating infeasible 
processes. The information collected could also serve well 
the regulatory needs for Quality-by-Design (QbD) of the 
US Food and Drug Administration [31]. However, a certain 
degree of automation will be required in order to run the 
systems in parallel and ensure high throughput, and cer-
tainly there is still a major effort in software development 
required in order to reach automated and parallelized 
experimental microfluidic platforms [32]. Nevertheless, 
in principle at least, microfluidic systems already require 
a certain degree of automation in order to be operated. 
For example, it is not possible to achieve controlled flows 
through the devices without automated pumps. Auto-
mated systems will also aid in increasing the throughput 
of the parallel systems, since they in principle are able to 
operate continuously, with minimum downtime. Auto-
mated systems also have the advantage of having consist-
ent systematic errors, making results comparable, unlike 
manual sample handling which may vary from operator to 
operator and from day to day.
Furthermore, microfluidic systems can be manufac-
tured in a modular way, thus allowing the user to combine 
the different fluidic modules to test the influence of dif-
ferent process steps on the process efficiency [33–35]. It 
will therefore be possible to test the entire miniaturized 
process before making any efforts to scale-up the best 
process option.
Microfluidic systems have the advantage of enhanced 
process control (e.g., controlled flow scenarios and with 
rapid heat and mass transfer). The characteristic high 
surface-to-volume ratio in microfluidic systems enables 
fast and highly controlled heat and mass transfer. This 
opens up possibilities for dynamic process scenarios (e.g., 
fast transition between hot and cold regions for reactions 
operated in cascades). Likewise, laminar flows in micro-
fluidic systems make it possible to operate with different 
flow scenarios (e.g., parallel, plug flow, slug flow). This 
can be very useful in order to precisely control mass trans-
fer in these systems and enables the possibility of obtain-
ing valuable mass transfer knowledge for the processes 
of interest. Also, it makes it much easier to simulate and 
model the processes in a microfluidic device.
Having laminar flows also enables easy liquid separa-
tion in the systems, based on capillary forces or controlled 
phase (or flow) splitting. This is very useful for extractive 
purposes and provides an option to operate biocatalytic 
processes in new ways. For example, this could enable 
the possibility of having substrate(s) continuously fed to 
the reaction stream. Other possibilities are in situ product 
removal or in situ co-product removal operating scenarios, 
where an auxiliary phase is used to continuously remove 
products or co-products from the reaction stream. For bio-
catalytic processes, these scenarios could potentially be 
useful in order to improve process feasibility by shifting 
unfavorable reaction equilibria and overcoming the inhib-
itory effects of substrates and products on the biocatalyst.
The laminar flows correspond to having a membrane 
free separation or supply system. It is also possible to 
inject an auxiliary phase between two reacting phases 
(i.e., liquid membrane operation using hydrodynamic 
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focusing, and thereby control the reaction rate). It is, 
however, also possible to implement ordinary membranes 
into these systems, as for example demonstrated by Cer-
vera-Padrell and co-workers [36]. The driving force for the 
laminar flow and membrane operations is the concentra-
tion gradient between the different fluids.
Biocatalytic processes are operated in different ways 
dependent on the formulation of the biocatalyst, i.e., free, 
surface immobilized, immobilized in/on support particles, 
or in whole cell form. In relation to microfluidic systems, 
the different immobilization scenarios can be exploited in 
order to perform controlled sequential cascade reactions, 
or actually replicate metabolic pathways. For example, 
in Figure 2A, a micro packed bed reactor performing a 
cascade reaction is illustrated and in Figure 2B, an illus-
tration of a packed bed reactor can be seen, where laminar 
side-by-side flow is used to perform continuous adsorp-
tion and desorption of products.
4  Transaminases
One of the most important functionalities in pharmaceuti-
cal molecules is the amine group and in recent years, there-
fore, routes to optically pure chiral amines have attracted 
considerable academic and industrial interest. Of the pos-
sible routes for synthesis of such molecules, which include 
selective crystallization and chemical catalytic methods, 
biocatalysis is particularly attractive. Biocatalytic methods 
offer high selectivity, under mild conditions with a renew-
able and tunable catalyst. In principle, several biocata-
lytic options exist, but the use of ω-transaminases (EC 
2.6.1.X) in synthetic mode has driven significant research 
to find not only S-selective, but also R-selective enzymes 
for specific applications, and process routes to effectively 
implement the technology. Despite the excellent selec-
tivity of this reaction and its unique ability to create a 
chiral center, in principle with 100% yield, in reality the 
ω-transaminase is one of the more challenging of the bio-
catalytic reactions; the substrates and products are often 
poorly water-soluble, the equilibrium is frequently unfa-
vorable [37] and the substrate(s) and product(s) are more 
often than not inhibitory to the reaction (see Table 1) [38, 
39]. This means that at first glance such a process is not 
only economically infeasible, but indeed far away from the 
targets which would be required for economic industrial 
exploitation [3]. Interestingly, in common with many other 
biocatalytic reactions, via a combination of protein engi-
neering and clever use of reaction, reactor and process 
engineering, a cost effective process can be established 
(see Figure 3), and excellent precedent has already been 
set with the synthesis of sitagliptin by Merck and Co (USA) 
[42, 43], and other examples by Cellgene/Cambrex (USA 
and Sweden) [44] and Astra Zeneca (UK and Sweden)[45].
However, there are many other potential molecules 
to be synthesized using ω-transaminases, where the chal-
lenges have not yet been overcome and in general no 
standardized procedure exists to design an appropriate 
reaction, reactor and process for a given transaminase 
conversion. For this reason, we decided to use this reac-
tion as a test system for the microfluidic development 
platform in the BIOINTENSE project.
Transaminases catalyze the transfer of an amine 
(-NH2) group from a donor molecule, usually an amino 
acid or a simple non-chiral amine such as 2-propylamine, 
to a pro-chiral ketone acceptor, yielding a chiral amine as 
well as a co-product ketone (or alpha-keto acid) (Figure 4). 
The enzyme requires the cofactor pyridoxal phosphate 
A B
Figure 2 (A) Example of a micro packed bed reactor operated with a cascade reaction performed by immobilized enzyme on particles 
arranged in a sequential order. Green and gray particles represent different immobilized biocatalysts; (B) example of a novel way to operate 
micro packed bed reactors in which a simultaneous adsorption (blue stream) and desorption (red stream) flow is established with the help 
of a side by side laminar flow. This flow concept is currently under investigation and can be achieved by an appropriate design of the length 
and depth ratio of the Micro Packed Bed Reactor (µ-PBR). The channeling effects which also occur in miniaturized systems should in this 
way be limited to each side of the separated flow.
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(PLP) to act as a shuttle to transfer the amine group. The 
cofactor is tightly bound to the enzyme and therefore 
does not pose the cofactor regeneration problems so often 
encountered in biocatalytic oxidation and reduction reac-
tions [46, 47].
The asymmetric synthesis of chiral amines by 
ω-transaminase consists of three major steps (Figure 5); 
fermentation, biocatalytic reaction and product recovery. 
In order to avoid unnecessary costs, the biocatalyst is used 
in the crudest possible form (either as whole cells or cell 
free extract). Immobilization of the enzymes can be used 
to facilitate recovery and recycle, thereby improving the 
biocatalyst yield (g products/g biocatalyst).
After the reaction is complete, the biocatalyst is 
removed (biocatalyst separation) and the product is iso-
lated from the substrate (which may also be recycled 
dependent upon the cost contribution to the process) 
prior to purification.
There are many challenges inherent to transami-
nase processes that need to be dealt with and numerous 
reports have been published that address one or more 
of these challenges. Frequently, the suggested strategies 
solve more than one problem, for instance the use of an 
auxiliary phase may solve issues related to substrate and 
product inhibition as well as low water solubility; by con-
trast, the solution might pose other problems, such as 
lower biocatalyst stability. An overview of transaminase 
process challenges has been compiled in Table 1, along 




























Figure 5 Generalized process flow sheet for transaminase-catalyzed reactions. Unit operations: fermenter (F), mixer (M), reactor (R), cell/
fermentation broth separator (S1), biocatalyst/reaction medium separator (S2), amine donor/acceptor separator (S3) and chiral amine 
product/co-product separator (S4). Process streams: amine acceptor (AC), amine donor (AD), product (P), co-product (Co-P), fermentation 
media (FM), oxygen (O), reaction media (RM), starter culture (SC), waste fermentation broth (W).
overcome these, as well as the further implications of 
using a specific technology.
5  Discussion
Although there is a great potential for the application of 
microfluidic miniaturized systems in process develop-
ment, there are also several challenges related to their 
operation.
One of the main challenges is the large number of 
samples required for analysis due to the sensitivity of the 
measurements and manual sample handling for off-line 
measurements. The implementation of on-line measure-
ments could be a possible solution. However, the stand-
ard on-line measurement methods [e.g., near-infrared 
(NIR) and ultraviolet (UV)] can be quite problematic. The 
compounds involved in the processes studied by BIOIN-
TENSE, amines and ketones, have peaks appearing in crit-
ical regions of the NIR and UV spectra. For instance, the 
amines are shadowed by water in the NIR spectrum, and 
in the UV spectrum, the peaks appear in the lower region, 
where common materials used for fabrication of microflu-
idic devices will have shadowing effects.
The integration of the hardware such as pumps, 
valves, analytical equipment and the heating/cooling 
zone can be quite challenging when working at the micro 
scale. For this reason, it is necessary to standardize con-
nections to simplify their application. There is a similar 
constraint related to the available technology that can be 
applied to process development. Here, there is a need for 
readily and commercially available platforms, modules 
and methodologies. For instance, for biocatalytic pro-
cesses, there is no guidance and there has been a trend 
towards starting from the very beginning each time. For 
that matter, methodologies should also cover develop-
ment and scale-up procedures and/or strategies. This is 
one of the tasks that will be undertaken in BIOINTENSE.
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Likewise, the formation (or use) of solids in microsys-
tems can cause severe channel clogging due to surface 
adhesion. The large surface to volume ratio supports 
adhesion and it is difficult to prevent [48]. This is a great 
bottleneck, since the biocatalyst formulation can vary, 
e.g., free solubilized enzymes, immobilized enzymes on 
solid support, or whole cells. Biocatalysts are usually 
expensive and it is intended to use them in as crude as 
possible a state, or at least for as many cycles as possi-
ble [3]. Another challenge that should be considered is 
the catalyst immobilization in strategic locations of the 
micro-reactor surface for topology studies. These studies 
can involve complex biocatalyst distribution patterns 
determined by simulations using biocatalyst immobiliza-
tion and can be difficult to replicate experimentally.
6  Future outlook
In the BIOINTENSE project, we are developing entirely new 
tools and only time will tell if the results and the perfor-
mance of the microsystem based platform will reveal a new 
‘high throughput’ paradigm. However, based on the prelim-
inary results obtained, it can already now be seen that the 
developed ‘microtools’ contribute to entirely new results, 
including deepening the understanding and knowledge of 
mass transfer parameters (like diffusion velocities of the 
substrates and products). With the help of this informa-
tion, it will become possible to understand the complex 
interactions of the biocatalytic system better and hence it 
can also be expected that in the long run, this information 
can contribute to the rapid development of the identified 
processes. Indeed, we are convinced that it will be neces-
sary to develop a miniaturized toolbox for the investigation 
and screening of process options. Nevertheless, the exact 
composition of that toolbox is today unknown. The project 
will show, in the end, if the full advantages of microsys-
tems can be applied for rapid process development and 
if this is, from an economic point of view, worthwhile. 
However, the highest expectations are at the moment to 
prove if the miniaturized process toolbox will contribute to 
the acceleration of the process development and thereby to 
the reduction of development time.
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Introduction
The development of new chemical engineering 
design tools is essential for the implementation of the 
latest technology in the manufacture of chemical and 
other products. The focus of this paper is on process 
systems engineering (PSE) methods and tools, and 
especially on how such PSE methods and tools can 
be applied to speed up or support systematic biopro-
cess development at miniature scale. In this context, 
the term bioprocess is interpreted broadly, and in-
cludes both biocatalysis (enzyme or resting cell con-
version) as well as fermentation (growing cell con-
version). In the following section, we first provide a 
brief introduction to the main drivers of biocatalysis 
and fermentation process development. The paper 
also contains a short overview of PSE methods and 
tools. The use of such tools is illustrated on the basis 
of three examples, which summarize some of our re-
cent experiences in the area. The paper ends with a 
discussion on future perspectives with respect to the 
use of PSE methods and tools in miniaturized bio-
process systems and for extrapolation of results 
across reactor scales (scaling up).
Bioprocess development drivers – biocatalysis
The need for selective chemistry is the main 
driver behind the increasing academic and industri-
al interest in biocatalytic processes (chemical reac-
tions catalyzed by an isolated enzyme, immobilized 
enzyme or whole cell containing one or more en-
zymes).1 While biocatalysis may easily hold the 
promise of high selectivity, economic process feasi-
bility is also necessary for implementation in indus-
try. Economic feasibility translates into a minimum 
required product concentration that must leave the 
reactor, as well as a yield of product on biocatalyst 
that is to be achieved, as has been illustrated by 
Tufvesson and coworkers for a number of different 
scenarios.2 The exact threshold values for minimum 
product concentration and yield of product on bio-
catalyst will indeed depend on the particular indus-
try sector as well as the selling cost of the product 
relative to the cost of the substrate. In fact, most 
new biocatalytic processes studied in the laboratory 
do not fulfill these requirements, mainly because 
enzymes are usually evolved to operate under mild 
conditions converting natural substrates at low con-
centrations. Hence, achieving an economically fea-
sible biocatalytic process in terms of minimum re-
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quired product concentration and yield of product 
on biocatalyst is therefore often challenging, and 
can only be addressed by a combination of process 
modifications as well as biocatalyst modifications. 
Indeed, in many cases it is not clear at an early 
stage how to develop the process. In order to over-
come this, one potential vision for the future could 
be automated data collection and systematic testing 
of alternatives at a miniature scale such that opera-
tions can be carried out in parallel and with a re-
duced reagent inventory. This is the main aim of the 
EC-funded BIOINTENSE project, and the experi-
mental and practical challenges of such an approach 
have recently been discussed by Krühne and 
co-workers (2014).3
When considering the list of potential process 
and biocatalyst modifications, analyzing all potential 
options is a combinatorial problem that is too diffi-
cult and time-consuming to be addressed by evaluat-
ing options one-by-one in the laboratory, even at 
miniature scale. However, specifically at this point, 
mathematical models can be used to supplement 
biocatalytic process development, and to support the 
rapid identification of the most promising biocata-
lytic process options among many. This also match-
es the above-mentioned ideas on automated data 
collection and systematic testing of alternatives at a 
miniature scale. Automated data collection can in-
deed be combined with automated model structure 
selection and parameter estimation, as recently illus-
trated for a conventionally-catalyzed Diels-Alder re-
action with complex kinetics in a microreactor.4
Bioprocess development drivers – fermentation
Fermentation processes have been used for 
hundreds of years in the production of food, includ-
ing beer and wine. However, partly due to the scar-
city of fossil fuels, fermentation processes have be-
come increasingly attractive during the past decades 
to produce proteins (including enzymes), fine and 
bulk chemicals as well on the basis of renewable 
raw materials. The essential difference between a 
biocatalytic process and a fermentation process is 
that the catalyst in the fermentation process is a liv-
ing microorganism – most often a genetically mod-
ified organism overexpressing the genes required to 
produce the product of interest – that grows on a 
carbon substrate which usually also forms the sub-
strate for the formation of the product of interest. 
As a consequence, successful implementation of an 
economically feasible fermentation process relies 
on achieving a high enough product yield on sub-
strate (especially for lower value products) as well 
as maintaining a delicate balance between using 
substrate for biomass growth on the one hand and 
product formation on the other hand. If biomass 
growth is not sufficiently prioritized, the product 
formation rate will be too low, resulting in subopti-
mal exploitation of the available reactor volume. 
On the other hand, if biomass growth is promoted 
too much, the final yield of product on substrate 
achieved in the fermentation process and the prod-
uct concentration will be suboptimal. Thus, the 
main economic drivers of an industrial fermentation 
process are the yield of product on substrate and the 
final product concentration that can be achieved – 
the higher the better, since less water needs to be 
removed from the product in the downstream pro-
cessing. Furthermore, for aerobic fermentations the 
energy cost for oxygen supply is also an important 
cost.
Mathematical models are often used to study 
laboratory scale fermentation processes. However, 
their use in industry is rather limited, and fermenta-
tion process development has traditionally relied on 
an extended series of experiments at lab-scale and 
pilot-scale in order to find the operating conditions 
that result in an economically feasible fermentation 
process. In recent years, microliter and milliliter 
scale devices capable of performing fermentations 
have been developed as well,5 and have been pro-
moted for use in fermentation process development. 
However, it is quite clear that additional research 
work is needed before the use of microscale or mil-
liliter scale devices will be the generally accepted 
process development strategy or support tool. 
Mechanistic models could, according to us, be help-
ful in realizing that future vision.
PSE methods and tools
Process systems engineering (PSE) is an inter-
disciplinary field within chemical engineering that 
focuses on the design, operation, control, and opti-
mization of chemical, physical, and biological pro-
cesses through the aid of systematic computer-based 
methods. A systems approach is generally mod-
el-based, i.e. different types and forms of mathe-
matical models play a prominent role in process 
design/operation, evaluation and analysis as they 
have the potential to provide the necessary process 
understanding, supplement the available knowledge 
with new data, and reduce time and cost for pro-
cess-product development.6,7 PSE methods and 
tools have been applied successfully to many indus-
tries, such as the chemical and petrochemical, the 
pharmaceutical8 and biotechnological industries.
While working on a process development task, 
independent of scale, mathematical models are of-
ten used to summarize the available process knowl-
edge and to describe the dynamics of the most im-
portant process variables. Such ‘dynamic models’ 
are usually mechanistic models of a process or a 
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unit operation, for example consisting of a set of 
ordinary differential equations (ODEs) which repre-
sent the input-output dynamics. Once available, 
such a model can be supplemented by a set 
of well-established model analysis tools,9–11 for 
 example also including uncertainty and sensitivity 
analysis to assess the statistical quality (reliability) 
of the simulated scenarios.12 Perhaps most impor-
tantly from a process development point of view, 
the calibrated dynamic models can be used for 
in-silico testing of a set of potential process operat-
ing strategies, e.g. by comparing different control 
strategies in a series of dynamic simulations, with-
out disturbing process operation. The latter is a ma-
jor advantage, but requires a dynamic model which 
has been calibrated on the basis of available process 
data.
Case study examples
Example 1: Bi-enzyme production of lactobionic 
acid (Santacoloma, 2012)3
The main goal of this first example was to ana-
lyze the reliability of a mechanistic mathematical 
model describing a biocatalytic reaction in a lab-
scale reactor in terms of its prediction quality. 
During the process the temperature was controlled 
at 30 °C and pH was maintained at 3.9. Further-
more, concentrations of lactose, lactobionic acid 
and oxygen were measured for 6 hours. After that 
time, the lactose was completely consumed. The 
sampling interval for lactose and lactobionic acid 
was 1 hour and the samples were measured by 
High-performance liquid chromatography (HPLC). 
The dissolved oxygen measurements were recorded 
every 10 seconds.
Production of lactobionic acid (4-O-b-D-galac-
topyranosyl-D-gluconic acid), a compound used in 
the production of high-value products, pharmaceuti-
cal and food applications, is primarily achieved by 
the oxidation of lactose. The general scheme for the 
biocatalytic production of lactobionic acid is shown 
in Fig. 1. A first enzyme, cellobiose dehydrogenase 
(CDH), catalyzes the dehydrogenation of lactose to 
lactobiono-lactone, which is spontaneously hydro-
lyzed to lactobionic acid. In this case, the double 
action of the redox mediator 2,2’-azinobis(3-ethyl-
benzothiazoline-6-sulfonic acid) (ABTS) is exploit-
ed. In the first reaction, ABTS acts as an electron 
acceptor regenerating the initial oxidation state of 
the first enzyme (CDH). In the second reaction, 
ABTS serves as electron donor to obtain the reduc-
tion by laccase (lacc), which is the second enzyme 
added to the system. The reduced state of laccase 
catalyzes the second reaction where oxygen (the 
co-substrate) is fully reduced to water.14,15
The mathematical model for this system was 
obtained from the literature, including the kinetic 
parameters of the multi-enzyme process.16 and was 
implemented in MATLAB. Both enzymes involved 
in the process (CDH and lacc) follow the substitut-
ed enzyme mechanism. Kinetic parameters for each 
enzyme were obtained from the literature.14,15,17 In-
teraction due to the combination of enzymes was 
not taken into account in these studies. In this case 
study, the bi-enzyme process was carried out in 
batch mode, in a membrane bioreactor. The main 
purpose of this reactor was to provide bubble-free 
oxygenation. Furthermore, the mass transfer of ox-
ygen from the gas to the liquid phase was included 
in the mathematical model.16
The following assumptions were made for the 
mathematical model: (1) Substrate and product in-
hibition are neglected in the process; (2) pH and 
temperature are maintained constant during the op-
eration; (3) Perfect mixing in the reactor.
The model for the system consists of six differ-
ential equations, and can be written down in a com-
pact matrix notation,18 as shown in Table 1. An ex-
ample of how the matrix in Table 1 should be read 







   (1)
F i g .  1  – General reaction scheme for bi-enzyme production of lactobionic acid: (a) lactose, (b) lactobiono-lactone 
and (c) lacto bionic acid
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The enzymatic reactions follow the bi-bi ping-
pong (or substituted-enzyme19,20) kinetics. In this 
case study, both enzymes follow the same type of 
mechanism. Hence, two coupled substituted-en-
zyme mechanisms are suggested to describe both 
enzymatic reactions. The process rates are summa-
rized in Table 2.
Progress curves for lactic acid, dissolved oxy-
gen and lactobionic acid formed the basis of a pa-
rameter estimation. Details of the parameter estima-
tion procedure can be found in Santacoloma 
(2012).13 The resulting model fit is illustrated in 
Fig. 2. The parameter estimates, including confi-
dence intervals, are provided in Table 3.
Ta b l e  1  – Mass balances of the batch process for lactobionic acid production represented by the stoichiometric matrix notation
















Enzyme 1- CDH –1 1 2 –2– rCDH
Enzyme 2- Lacc. –1/2– –2– 2 rlacc
Hydrolysis –1– 1 rhyd
Aeration 1 romt
Ta b l e  2  – Reaction rate expressions for lactobionic acid production





M ABTS M Lact Lact ABTS
C C
r V














M ABTS M ABTS
C C
r V
K C K C C C


    
rhyd hyd hyd LBLr K C 
romt
2 2O O( )
sat
omt Lr K a C C  
F i g .  2  – Comparison between experimental data and simulation of the system using the estimated parameters 
(line – simulation, dots – measurement)
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Despite the assumptions, the suggested mathe-
matical model can in general describe the process 
dynamics. Seven parameters were found to be iden-
tifiable based on the given dataset, but the kinetic 
parameters (KM) for both oxidation states of the in-
termediate redox mediator ABTS are very small 
which physically means fast dynamics in the system 
as the lactic acid approaches depletion. That effect 
could probably also explain – at least to some ex-
tent – the uncertainty in those parameters, observ-
able in Table 2 as a large confidence interval. Sev-
eral other parameters show rather large confidence 
intervals as well. This means12 that the absolute val-
ues of the parameters should be interpreted with 
care, i.e. the model can describe the process dynam-
ics but the physical meaning of the parameters is 
limited. Improved quality of the parameter estima-
tion (reduced confidence intervals) could be 
achieved by collecting measured data on other mod-
el variables as well.
Example 2: CFD to study mass transfer 
phenomena in microreactors 
(Bodla et al., 2013)21
The second case study demonstrates the combi-
nation of microreactor technology and computation-
al fluid dynamics (CFD) to contribute towards un-
derstanding of the diffusional properties of substrate 
and product in a biocatalytic reaction. Such knowl-
edge can then be applied to design new reactor con-
figurations.
As a case study, an ω-transaminase catalyzed 
transamination for the synthesis of chiral amines 
was selected. Biocatalytic transamination is studied 
intensively nowadays, mainly because the transam-
ination reaction is attractive for synthesis of optical-
ly pure chiral amines (which are valuable building 
blocks for pharmaceuticals and precursors). How-
ever, in the synthetic direction the reaction is often 
limited by unfavourable thermodynamics, as well as 
substrate and product inhibition of the enzyme ac-
tivity.22 The reaction is catalysed by ω-transami-
nase, in the presence of a co-factor, pyridox-
al-5’-phosphate (PLP), by transferring the amine 
group from the amine donor to a pro-chiral acceptor 
ketone, yielding a chiral amine along with a 
co-product ketone. The reaction follows the bi-bi 
ping pong mechanism where the substrate is first 
bound to the enzyme while co-product is released 
before the second substrate is bound and the final 
product leaves the enzyme.23 Thus diffusion of the 
substrate to the enzyme binding site and the product 
diffusion potentially have a significant effect on the 
reaction performance. Hence, it was specifically in-
tended here to study the diffusion characteristics of 
the substrate and the product under operating condi-
tions.
Transient experiments were performed in a mi-
crochannel under continuous flow conditions. Fol-
lowing a step input of the diffusing species at the 
inlet at time t = 0, the phenomenon of species trans-
port in uniform poiseuille flow is explained by the 
convection-diffusion equation.24 A species that is 
diffusing relatively fast creates a more radial mix-
ing profile, while a species diffusing more slowly 
has less effect. Under laminar flow conditions, resi-
dence time distribution (RTD) experiments were 
performed by inducing a step input at the inlet of 
the channel after reaching steady-state, while the 
concentration over time is subsequently measured 
at the outlet in order to obtain the response curves, 
E(t) as shown in Eq. 2. These distribution profiles 
are helpful in understanding the diffusional proper-
ties of each species. Slowly diffusing species have 
more lag time, and thus it takes more time to reach 
the normalized concentration at the outlet. The first 
molecules of the species will also break through 
sooner at the end of the channel compared to rela-









Ta b l e  3  – Lactobionic acid example: parameter estimates with 95 % confidence intervals and correlation matrix of the estimated 
parameters
Parameter Estimates with 95 % C. intervals Units
Correlation matrix
q1 q2 q3 q4 q5 q6 q7
Vmax 1 23.33 ± 16.40 mM h
–1 1
KM lact  1.27 ±  3.06 mM –0.47– 1
KM ABTS+ 4.10 e–5 ±  0.09 mM 0.85 –0.71– 1
Vmax 2 58.48 ± 34.70 mM h
–1 0.29 0.13 –0.08– 1
KM ABTS 8.74 e–3 ±  0.51 mM 0.42 0.18 –0.06– 0.83 1
KLa  3.84 ± 0.10 h
–1 0.13 0.13 0.23 –0.07– –0.22 1
Khyd   0.655 ± 0.44 mM h
–1 –0.00– 0.00 –0.00– –0.00– –0.00 0.00 1
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Where Co is the species concentration at the inlet 
for a step input, and C(t) is the concentration mea-
sured at the outlet at time t. The RTD experiments 
were performed in the microchannel at a flow rate 
of 7.5 µL min–1 for the amine acceptor substrate 
(acetophenone), for the amine product (methylben-
zylamine), and for glucose, as shown in Fig. 3. The 
channel dimensions (width 0.5·10–3 m, height 1·10–3 m, 
length 0.1 m) are sufficiently small and the flow 
rate is sufficiently low to maintain a laminar flow 
(Reynolds number is 0.2). Glucose is a compound 
with a known aqueous diffusion coefficient of 
0.67.10–9 m2 s–1 and was therefore used as a refer-
ence.
Computational fluid dynamics (CFD) models 
of the flow behaviour were also constructed for a 
range of diffusion coefficients with the intention of 
distinguishing between fast and slowly diffusing 
compounds (i.e. compounds with orders of mag-
nitude differences of their diffusion coefficients). 
ANSYS CFX version 12.5 was used as software 
package for this purpose. Response curves were ob-
tained from the simulations, after inducing a step 
input at the inlet, and by measuring the area average 
of the species concentration at the outlet of the 
channel and are also plotted in Fig. 3.
The results in Fig. 3 provide a comparison of 
the experimental data obtained from transient ex-
periments with the RTD curves resulting from CFD 
simulations. The simulation result, with a diffusion 
coefficient of 0.67 . 10–9 m2 s–1, fits well with the 
data for the product, indicating that the diffusion 
coefficient of the product is close to that of glucose. 
With respect to acetophenone, the results indicate 
an increased lag time to reach the normalized con-
centration at the outlet compared to the product im-
plying that the substrate is diffusing slower than the 
product. Compared to the simulations, the experimen-
tal data does not fit exactly, although the behaviour 
of the response curve is closer to that of the simula-
tion with a diffusion coefficient of 0.67 . 10–12 m2 s–1. 
Hence it can be interpreted that the diffusion coeffi-
cient is in the order of magnitude of 10–12. Thus it 
can be concluded that the substrate is diffusing con-
siderably slower than the product (around 103 fold 
slower).
For experimental values, a standard deviation 
of about 10 % from the mean has been observed. 
This could account for an error of 10 % in deter-
mining the value of the diffusion coefficients. Fur-
ther errors in numerical simulations will have a 
combined effect on determining the value of the 
diffusion coefficients. CFD simulations for solving 
the Navier -Stokes equations for fluid dynamics are 
well established in various applications. It is im-
portant to replicate the exact geometry including the 
wall effects and boundary conditions in the simula-
tion since the response curve is a function of these 
variables. Appropriate meshing of the geometry is 
also crucial to minimize the numerical error. The 
finer the mesh size or the higher the number of 
mesh elements, the more precise will the numerical 
calculations be. For transient simulations, the time-
step is also important when the error has to be min-
imized. However, there is a tradeoff between the 
mesh size, the time-step and the required computa-
tional time and effort. Thus a compound (such as 
glucose in this case study) with a known diffusion 
coefficient can be used to confirm if the simulations 
are able to predict the experimental data. Assuming 
about 5 % error in the numerical simulations, the 
combined error could be in the order of 5 % – 30 %. 
F i g .  3  – CFD simulations with induced diffusion coefficients of 0.67·  10–9 m2 s–1 and 0.67·  10–12 m2 s–1 plotted as continuous lines; 
Experimental results are plotted as markers. Figure adapted from (Bodla et al., 2013)25
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In this case, the substrate is estimated to be diffus-
ing 1000 fold slower compared to the product, 
where the real value could thus be about 700–1300 
times slower compared to the product (assuming 
maximum 30 % error). So when comparing the nu-
merical response curves with the experimental data, 
errors in both numerical simulation and experimen-
tal data can result in incorrect estimation of the dif-
fusion coefficients.
The knowledge of substrate and product diffu-
sion coefficients is crucial for the choice and design 
of reactors for biocatalytic reactions. Different reac-
tor configurations can be achieved based on the 
flow and species transport characteristics. It has 
been demonstrated that the reactor configurations 
built from this knowledge perform better than the 
traditional well mixed batch reactor.21 In order to 
build reactor configurations for industrial purposes, 
it is furthermore also crucial to be able to extrapo-
late the results from microscale to larger industrial 
scale. Although it is challenging to obtain the selec-
tivity of a microreactor configuration in a conven-
tional reactor, the data acquired at microscale can 
be used as a guide to understanding the process lim-
itations during scale-up.
Example 3: Topology optimization 
(Schäpper et al., 2011)25
The third case study (Schäpper et al., 2011),25 
presents a new approach to the design of microbio-
reactor layouts using topology optimization, a meth-
od which had previously been successfully applied 
in the design of optimal catalytic microreactors.26 
Topology optimization is an iterative mathematical 
optimization technique which can optimize a design 
according to the value of a pre-defined objective 
function. In this case the design was the spatial dis-
tribution of immobilized yeast cells and their carrier 
material inside a small bioreactor, which was opti-
mized based on the yeast cells’ total production of a 
given protein as the objective function.
The yeast Saccharomyces cerevisiae was cho-
sen for this study for several reasons: it is one of the 
best known model systems, and S. cerevisiae is fur-
thermore one of the microorganisms most common-
ly used in the biotechnology industry.
Simulations were carried out using the software 
COMSOL coupled to MATLAB and the optimized 
reactor was a rectangular microbioreactor with a 
length of 1.2 mm and a width of 1.2 mm. A constant 
pressure difference between inlet and outlet provid-
ed a continuous flow of glucose containing medium 
inside the reactor.
Inside the reactor, the distribution of a carrier 
material with immobilized yeast cells was then op-
timized. The carrier was modeled as a porous, 
sponge-like material which gave rise to an addition-
al so called Darcy friction anti-parallel to the flow 
medium. For the volumes inside the reactor with no 
carrier present, i.e. those regions only containing 
culture medium, the Darcy friction was set to zero.
For a given distribution of carrier material in 
the reactor, the flow velocities of the medium were 
calculated from the steady state Navier-Stokes 
equation, taking the Darcy friction of the carrier 
material into consideration. These flow velocities 
were then used in the second part of the calcula-
tions, where kinetic models were applied to model 
the protein production in the reactor.
Topology optimization was then applied in or-
der to find a better reactor design with a more ben-
eficial distribution of carrier material, and each can-
didate was evaluated based on how high a protein 
production the configuration could achieve.
The kinetic model in this study was based on 
the work of Brányik et al. (2004)27 and Zhang et al. 
(1997),28 and describes the yeast metabolism 
through the three metabolic events described in 
Fig. 4.
According to the model, glucose may be oxi-
dized to carbon dioxide along the respiratory meta-
bolic pathway 2. However, if the glucose flow be-
comes too large for the respiratory capacity of the 
cell, excess glucose is fermented to ethanol accord-
ing to pathway 1, and the activity of the enzymes in 
the glucose oxidation pathway is reduced. When 
glucose approaches depletion, ethanol begins to be 
metabolized by pathway 3. The cells grow exclu-
sively on ethanol when glucose is exhausted.
In this model, the production of the desired 
protein is assumed to be associated with growth and 
is exclusively associated to the oxidative metabo-
lism (pathways 2 and 3) in the yeast cells. This 
means that the production of the protein will be 
negatively affected by, for example, too high glu-
cose concentrations.
F i g .  4  – The three pathway model for yeast metabolism sug-
gested by Zhang et al. (1997).28 (Figure adapted 
from (Schäpper et al., 2011)25)
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With this as a basis, a set of equations describ-
ing glucose consumption, ethanol production and 
consumption, protein production as well as both im-
mobilized and suspended biomass was implemented 
as a kinetic model. The concentrations of glucose, 
ethanol, protein and biomass were then calculated 
at steady state based on the kinetic models coupled 
to their diffusion in the medium as well as their 
convection, based on the previously calculated flow 
velocities. From this the objective function, which 
was the total production of protein in the system, 
was calculated and the carrier distribution re-orga-
nized in order to try to find a more optimal distribu-
tion, by repeating the flow and kinetic calculations.
The total protein production in the optimized 
bioreactors (i.e. in the reactors with an optimized 
distribution of carrier) was then compared to the 
calculated performance of non-optimized reactors 
(i.e. in reactors where the carrier material was ho-
mogeneously distributed).
This comparison was made for different glu-
cose concentrations in the feed and the results can 
be seen in Table 4, which shows that the protein 
mass flow rate at the outlet increased at least five-
fold for all the simulated glucose concentrations 
when topology optimization was applied. The re-
sulting structure for the case with a glucose concen-
tration of 0.1 g L–1 in the feed can be seen in Fig. 5, 
together with its resulting glucose, ethanol and pro-
tein concentrations at steady state.
The significant gain in protein concentration 
can be explained by the fact that a structurally opti-
mized distribution, where flow is distributed and 
islands of biomass are surrounded by streams of liq-
F i g .  5  – Resulting structure and concentrations for a glucose inflow concentration of 0.1 g L–1. (a) Distribution of biomass where 
white = cells and black = fluid, (b) glucose concentration [g L–1], (c) ethanol concentration [g L–1] and (d) protein con-
cen tration [units L–1]. From Schäpper et al. (2011).26
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uid flow, allows for a more balanced distribution of 
glucose across the reactor leading to higher local 
protein production rates.
This first theoretical investigation of the poten-
tial of topology optimization for improvement of 
microbial cultivation processes at micro scale has 
clearly shown that the use of this methodology can 
potentially lead to microbioreactors with a signifi-
cantly higher productivity than conventional reactor 
designs where immobilized biomass is homoge-
neously distributed.
Discussion
The presented case studies have different levels 
of complexity, and address different experimental 
scales as well. For the first case a lab-scale biocata-
lytic reaction is described by a system of coupled al-
gebraic and ordinary differential equations that have 
been solved for a number of state variables, while for 
the second case, a microreactor, the Navier-Stokes 
equation has been solved with a mass balance for 
two different slow diffusing species. Finally in the 
last case study the partial differential equation sys-
tems for momentum and mass transport have been 
coupled with the kinetic rate laws of a relatively sim-
ple biological model, and this model of a microbiore-
actor was then linked with an optimization routine.
In the case studies, different types of informa-
tion can be gathered from the calculations. In the 
first example, a model is confirmed with respect to 
the prediction quality, which by calibration may be 
further improved. In the second example a CFD 
model is applied in order to gain a better under-
standing of existing experimental data collected in a 
microscale reactor. Here new insight is quickly 
gained from a rapidly performed experiment, and 
this new information – the diffusion coefficient – 
can subsequently be used for the prediction of later 
experiments. Finally, the third example is complete-
ly theoretical and describes how an advanced model 
is used with the intention of generating new design 
configurations of an otherwise relatively well 
known fermentation system. The future challenge 
here is to verify experimentally whether new and 
intensified reaction systems can be generated. An 
evolutionary algorithm is furthermore implemented 
in order to achieve this goal.
Such examples are interesting from a scientific 
point of view, but also the more practical oriented 
scientist or engineer should consider the more sys-
tematic use of PSE methods and tools, since these 
methods and tools offer a range of convincing op-
portunities, as well as saving considerable resourc-
es. Indeed guiding experimentalists to the most 
valuable experiments is a key role of PSE methods 
and tools in general, and modeling in particular.
In most cases it is impossible to investigate all 
potential process configurations experimentally. In-
deed, there is often not enough material (substrate, 
enzymes and other reactants) available, and if so the 
time/manpower for the experiments is limited. PSE 
methods can assist here as well. A broad range of 
theoretical configurations can be tested in relatively 
simple simulations and hence the impact of product 
inhibition, substrate inhibition, co-factor inhibitions 
and especially also mass transfer limitations due to 
reactor designs can be tested. A sensitivity analy-
sis12 is helpful for planning of experiments which 
can be used for the Design of Experiments (DoE) or 
Optimal Experimental Design (OED). The sensitiv-
ity analysis – local or global – will for example give 
an indication of which variables to measure in order 
to allow estimation of specific parameters. New 
process options can be investigated as well, before 
they are experimentally tested. In this way, PSE 
methods and tools can support process develop-
ment. Even more importantly, PSE methods and 
tools can support process development in a struc-
tured way, meaning that the tools can be used over 
and over again each time a new process develop-
ment task is started up.
Another area of application is the direct cou-
pling of experimental data and mathematical simu-
lations. Here well-established models will help to 
access requested but not available information. For 
example in case study 2 the diffusion characteristics 
of acetophenone and methylbenzylamine were not 
known and could not be found in literature. A sur-
prising result was that by an appropriate experimen-
tal design (again planned with help of a model) it 
was discovered that one of the species diffuses sub-
Ta b l e  4  – Comparison of the total protein outputs for the ho-
mogeneous and the optimized reactor at different 
glucose feed concentrations
Glucose feed conc. 
(mg L–1)








  1  0.3   2.7 5.8
  5  1.4  12.9 9.1
 10  2.7  23.1 8.4
 30  7.2  57.4 8.0
 50 10.7  91.7 8.5
100 17.6 170.3 9.7
200 25.2 229.5 9.1
500 39.0 325.2 8.3
10000 63.8 380.4 6.0
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stantially slower than the other. This was unexpect-
ed, since the molecular weight and the chemical 
structure are very similar. The acquired material 
properties are fundamentally important for the mass 
transfer limitations in the reaction and hence this 
information can also be used for scale up and scale 
out of reactors and processes.
From an intellectual point of view most interest-
ing is the application of models for testing of concepts 
and even generation of entirely new ideas. It is not 
important, that the model predicts correctly from a 
quantitative point of view. As long as the qualitative 
prediction capacity is sufficient, the models can be 
used for the generation of understanding, insight and 
evaluation of new ideas. The user can visit the virtual 
laboratory in order to test simple relationships, com-
plex interactions between different kinetic formula-
tions and material transport limitations or simply to 
obtain a different view of a problem which the user is 
assumed to have been working with already for a 
long time. The more exact and experimentally vali-
dated the models are, the user might even omit the 
experimental validation of the simulation. This is 
classically done in engineering areas like turbine de-
sign or ship design, where the fabrication of proto-
types is too demanding with respect to the costs.
The impact of the PSE tools can be substantial 
when the interdisciplinary nature of the project is 
guaranteed by a proper collaboration of different 
experts, such as protein scientists, chemists, process 
engineers, mathematicians and physicists. Then to-
day futuristic appearing models can be used for ad-
vanced optimization routines, where under the as-
sumption that the model is right, complex 
configurations can be automatically produced and 
hence reactors can be optimized with respect to to-
pology and shape.
A last important potential application area for 
PSE methods is the transfer of experimentally estab-
lished knowledge across scales. Miniaturized reactor 
technology is receiving increased attention due to 
the economic potential with respect to reduced time 
and costs in process development. But even though 
more and more companies are using or experiment-
ing with such technology it is still unknown to what 
extent the experimental results can be used for the 
comparison with setups at another scale.
As presented in Table 5, the experimental setup 
of micro-scale experiments is dominated by laminar 
flow conditions and hence the mixing is poor and 
often diffusion limited. This results in considerable 
material transfer limitations and hence partial dif-
ferential equations (PDE) have to be solved, for in-
stance by use of CFD models, in order to predict the 
conditions in such systems. When changing to 
bench or pilot scale experiments it can be assumed 
that the systems are relatively well mixed and the 
mathematical description can be reduced to ordi-
nary differential equations (ODEs), which simpli-
fies the mathematical description of those systems. 
At full scale the situation is again such that there 
are mixing limitations due to the physical reactor 
design and a limited transfer of kinetic energy in 
comparison to bench/pilot scale setups. The fluid 
dynamic conditions are here highly turbulent and 
hence more complex PDE systems (CFD models) 
have to be applied which also consider turbulence 
modeling. Under the assumption that
1. The kinetics can be transferred across scales 
and
2. The model analysis tools can be used at all 
scales
it will be possible to answer many open questions 
with respect to the varying performances of systems 
at different scales, which is a research area in bio-
chemical process technology which receives con-
siderable attention nowadays.
According to the complexity of the presented 
case studies also the requested mathematical skills, 
knowledge and experience of the user has to be ap-
propriately matching the task. For the first case 
study an experienced student, working for instance 
on a master project, might be the appropriate person 
to perform the task. As here presented, the system is 
modelled with help of MATLAB and mass balances 
which are coupled with the governing kinetic reac-
tion rate expressions. In the second case study a 
commercial CFD software (ANSYS CFX 12.5) has 
been used, which made the numerical investigation 
simple with respect to the CFD work (days). But it 
should be considered that a commercial license of 
such software might not be available at all compa-
nies or research institutions. This would then de-
mand either an investment into a license or the use 
of open software, where the latter then would need 
considerable training for the person involved. Final-
ly in the third case, again a commercial CFD soft-
ware (COMSOL) has been used and coupled with 
an evolutionary algorithm written in MATLAB. 
Clearly this is the most advanced PSE example that 
is presented here and a considerable experience 
Ta b l e  5  – Summary of the variation of reactor characteristics 
and model tools across reactor scales
Scale Characteristics Models
Micro-scale
Not well mixed, laminar 
flow, material transport 
limitations
PDEs (CFD)
Lab scale Well-mixed ODEs
Pilot scale Usually well-mixed ODEs
Full scale Often not well mixed, gradients
PDEs (CFD), ODEs 
(compartment model)
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with this software tool has been a requirement. 
Consequently, the user of this software has been an 
advanced user and has nevertheless spent a consid-
erable amount of time (month) on this task.
Conclusions and perspectives
This article has briefly presented an overview 
about how Process System Engineering (PSE) 
methods can be used for the systematic develop-
ment of (bio) reactor systems. Three case studies 
have been presented with different applications, re-
actions and scales. The intention of the studies is to 
present different applications of PSE tools. One im-
portant focus area is the use of PSE methods for the 
development of miniaturized reactor systems. It was 
demonstrated, how models can assist in achieving a 
better understanding of the process conditions, the 
prediction of process performance and the theoreti-
cal investigation of reaction conditions with com-
puter based algorithms for reactor improvement. 
The manuscript gives the reader a motivation for 
the use of PSE models and tools at different scales 
and level of detail of applications. This included 
practical aspects like determination of material con-
stants or reaction performance as well as more aca-
demic use like in optimization routines. The future 
and experimental studies will show if such in silico 
investigations will contribute to the reduction of 
process development costs and improved under-
standing of processes across scales.
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L i s t  o f  s y m b o l s  a n d  n o m e n c l a t u r e
A b b r e v i a t i o n s
CDH  – Cellobiose dehydrogenase
ABTS – 2,2’-azino-bis(3-ethylbenzothiazoline-6- 
 -sulfonic acid) diammonium salt
ABTS+ – 2,2’-azino-bis(3-ethylbenzothiazoline-6- 
 -sulfonic acid) diammonium salt cation radical
HPLC – High-performance liquid chromatography
N o m e n c l a t u r e
Vmax – Maximum initial velocity of an enzyme, mM h
–1
KM – Michaelis-Menten constant, mM
KLa – Volumetric mass transfer coefficient, h
–1
Khyd – Hydrolysis constant, h
–1
C0 – Initial concentration of any species, mM
C – Concentration of any species, mM
r – Reaction rate, mM h–1
S u b s c r i p t s
lact – Lactose
LBL – Lactobiono-lactone
LBA – Lactobionic acid
O2 – Oxygen
ABTS – Reduced redox intermediate
ABTS+ – Oxidized redox intermediate
omt – Oxygen mass transfer
S u p e r s c r i p t s
CDH – Cellobiose dehydrogenase
lacc –Laccase
ABTS+ – Oxidized redox mediator
ABTS – Reduced redox mediator
sat – Saturation
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The application of reaction engineering to
biocatalysis
R. H. Ringborg and J. M. Woodley*
Biocatalysis is a growing area of synthetic and process chemistry with the ability to deliver not only im-
proved processes for the synthesis of existing compounds, but also new routes to new compounds. In or-
der to assess the many options and strategies available to an engineer developing a new biocatalytic pro-
cess, it is essential to carry out a systematic evaluation to progress rapidly and ensure decisions are made
on firm foundations. In this way, directed development can be carried out and the chances of implementa-
tion of a commercially successful process can be much improved. In this review we outline the benefits of
reaction engineering in this development process, with particular emphasis of reaction kinetics. Future re-
search needs to focus on rapid methods to collect such data at sufficient accuracy that it can be used for
the effective design of new biocatalytic processes.
Introduction
In recent decades a growing branch of synthetic chemistry
has been established which uses enzymes to catalyze interest-
ing reactions for the production of valuable molecules.1,2
Such an approach is termed biocatalysis and today finds ap-
plication in the synthesis of many chemical products, ranging
from bulk commodities to pharmaceutical intermediates.3–6
Several hundred industrial processes have already been
implemented, mostly in the pharmaceutical industry, with
more in development.3,7 The motivation for the application of
such catalysts stems from their ability to perform highly
selective chemistry under mild conditions in water based solu-
tions, making them attractive as ‘green’ catalysts.8 In the last
decade the ability to alter the properties of the enzyme via pro-
tein engineering9–11 has enabled the synthesis of entirely new
molecules and reactions (without precedent in nature).10,12
Multi-step sequences of enzymes, operating sequentially or in
tandem,13,14 as well as chemo-enzymatic combinations15,16
have now also been established. In short, biocatalysis provides
a valuable tool to complement many established synthetic ap-
proaches. Despite these scientific developments biocatalysis is
still often limited in application due to a poor transition from
the laboratory to the process plant. There are several good rea-
sons for this, but amongst the most important is the complex-
ity of enzyme kinetics, combined with the fact that the en-
zymes need to carry out synthetic reactions under conditions
far away from those found in Nature. This makes the
10 | React. Chem. Eng., 2016, 1, 10–22 This journal is © The Royal Society of Chemistry 2016
R. H. Ringborg
Rolf H. Ringborg is currently a
postdoctoral researcher at the
Technical University of Denmark
(DTU). In 2015 he received his
Ph. D in chemical engineering
researching enzyme kinetics with
the aim of accelerating biocata-
lytic process development. His
research interests revolve around
how biocatalytic processes can
be developed at the interface of
reaction-, process- and biocata-
lyst-engineering. J. M. Woodley
John M. Woodley (originally
from the UK) is currently Profes-
sor of Chemical Engineering at
the Department of Chemical and
Biochemical Engineering at the
Technical University of Denmark
(DTU, Lyngby, Denmark). His
research group is focused on
thermodynamics, kinetics and
process integration of new bio-
processes, including laboratory
and pilot scale experimentation.
He is a Fellow of the Institution
of Chemical Engineers (UK) and
a Fellow of the Royal Academy of Engineering (UK).
CAPEC-PROCESS Research Center, Department of Chemical and Biochemical



































View Journal  | View Issue
156
React. Chem. Eng., 2016, 1, 10–22 | 11This journal is © The Royal Society of Chemistry 2016
collection of parameters in kinetic models especially difficult.
For conventional chemical reactions (including catalytic con-
versions), reaction engineering has long provided an efficient
and effective methodology for the design and sizing of appro-
priate reactors in which to synthesize valuable industrial
chemicals.17–20 At the heart of the discipline lies the determi-
nation of rate laws, collection of kinetic parameters and the
application of these models to mass balances to enable in
silico prediction of product concentration and reactant conver-
sion as a function of residence time. It is an essential activity
to inform chemical engineers charged with the design of pilot-
scale or full scale plant. The time is now right for the develop-
ment of such a paradigm for biocatalytic reactions where suit-
able methods are established for deriving kinetic expressions,
not solely aimed at the mechanistic understanding required
by biochemists, but now also of appropriate accuracy to be
used by (bio)chemical engineers to design (bio)reactors. Such
design should also include options for defining suitable bio-
catalyst loadings and operating schemes to make optimal use
of existing equipment, which is often the requirement in the
pharmaceutical industry. Likewise such design should also en-
able considerations for improvement of the enzyme itself21
(via protein engineering) as well as the process plant and oper-
ation to be considered.
In order for the new biocatalytic synthesis routes to reach
industrialization it is necessary to have models describing
the kinetic properties of the biocatalyst. Chemical engineer-
ing tools can then be used to scale and design facilities. Ide-
ally, for the biocatalyst to reach this stage several require-
ments need to be met.
• An enzyme has been developed to thrive in the opera-
tional conditions required in the industrial process, fre-
quently much harsher than those found in Nature. For exam-
ple, a process for pharmaceutical synthesis, requires product
concentrations of >50 g L−1,3,6,22,23 with a biocatalyst yield of
10–100 gProduct gImmobilized Biocatalyst
−1.22,23
• The enzyme has been characterized comprehensively in
terms of kinetics and stability.
• A model has been fitted to describe the rate of reaction
in the full conversion range.
• A process concept has been made to define targets for
the performance of the enzyme.
These four requirements are often attained in an iterative
manner, leading to inefficiencies. Systematic procedures
would be far more preferable to give the opportunity to as-
sess the feasibility of processes quickly and where appropri-
ate design optimum development strategies. Enzyme kinetics
lies at the center of this procedure.
Today processes are developed first with an emphasis on
protein engineering to broaden substrate scope, and secondly
by process engineering to enable implementation. However,
it is our contention that investigation of potential processes
should be considered much earlier in the development proce-
dure, so that it is possible to use reaction engineering as a
guide for protein engineering such that biocatalytic proper-
ties match the process requirements. Indeed, without such
guidance there is even a danger of ‘over’-engineering an en-
zyme. We believe judicious use of process engineering in con-
cert with protein engineering may ultimately prove more
effective.
With this background to the importance of kinetics, we
will in this review describe different kinetic models of en-
zymes important to synthesis and production, and describe
methods available for determination of rate laws (and associ-
ated kinetic parameters). Importantly, we will describe the
application of such models in process evaluation and design
and give a future outlook, emphasizing where they can be
used to assist the targeted improvement of the biocatalysts
themselves.
Biocatalytic process features
As described in numerous texts, chemical reaction engineer-
ing is built around the determination of a rate law (defining
the relationship of the rate of reaction with the concentration
of reactants and catalyst, under given conditions). Although
in essence the rate law is similar whether an enzymatic or a
chemical catalyst is used (e.g. Michaelis–Menten kinetics are
equivalent to Langmuir–Hinshelwood), in reality extra terms
are required in enzyme catalysis to account for reactant and
product inhibition at the extraordinarily high concentrations
required for an industrial process, compared to those found
in Nature. This added complexity needs to be built into the
rate law and becomes particularly important when multiple
reactants are used and/or products produced. Hence the rate
law may prove particularly complex and while the estimation
of macro-kinetic parameters is difficult, the estimation of
micro-kinetic parameters is in many cases impossible due to
problems of identifiability.
A second feature of enzyme reactions is that they usually
take place in the liquid phase. This means that operating a
simple continuous plug flow reactor for catalyst characteriza-
tion, is frequently limited due to high pressure drops. The
many chemical reactions that take place in a gas phase can
easily overcome such problems, due to much lower viscosities
and higher diffusion rates. Additionally, enzyme reactions in
Nature mostly take place in an aqueous environment, and
while many enzymes have the ability to work in organic me-
dia (to a greater or lesser extent), clearly the kinetics are af-
fected.24 In many cases the requirement for addition of an or-
ganic solvent is essential based on the poor water-solubility
of many of the most interesting industrial compounds. The
complex structure of an enzyme also means that the protein
is subject to unfolding under exposure to extremes of pH,
temperature, ionic strength and interfacial effects.25 In gen-
eral, conditions such as the solvent, pH and temperature will
therefore be predefined, but in principle this also provides
room for optimization, provided suitable kinetic data is avail-
able as a function of these variables. In itself this also implies
a vast space of reaction conditions.
The third important feature of biocatalysis, with respect to
reaction engineering, concerns thermodynamics. The early
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days of biocatalysis focused in particular on hydrolytic reac-
tions, in the presence of water. Since then we now know that
the amount of water required to maintain structure is mini-
mal (although essential) meaning such reactions can be run
in reverse.26,27 Biocatalysts lowers the activation energy for
both directions of a reaction and thermodynamics deter-
mines the favourable direction. Nonetheless, it can be desir-
able to operate reactions in the unfavourable direction for
synthetic purposes. Specific products, low cost substrates or
natural substrates can be the motivator for such a direction
of reaction, but makes the process considerable more diffi-
cult to design. Substrate and consequently product pairs can
however be chosen so that the direction of the reaction will
be overall favourable. This has been shown for amine trans-
aminases28 and can also be obtained by coupling the main
reaction with enzymatic cascades.29 In cases where reactions
are operated against the thermodynamically favourable direc-
tion it is necessary to collect thermodynamic data to estab-
lish the reaction equilibrium as well as the kinetic data. Un-
like chemical catalysts where the variables of pressure and/or
temperature can be used to shift equilibrium, for biocatalysis
other methods are required such as use of an excess of a re-
actant (provided it is beneath its inhibitory threshold) and in
situ product removal (ISPR technologies).30,31 This also needs
consideration in reaction engineering.
For all these reasons we argue that biocatalysis is deserv-
ing of a separate treatment in reaction engineering. The vari-
ables available to improve the process metrics, as well as the
targets required, are quite different depending on whether
one develops a chemo-catalytic reaction or a biocatalytic reac-
tion. For example, the operational temperature for chemo-
catalysts can span hundreds of degrees and investigation of
rate constants can be extrapolated by activation energies to
describe this change. The different activation energies of par-
allel reactions can then be used to tune selectivity. In con-
trast, the temperature range for enzymes is rather limited
and selectivity rarely a concern.
Operational window for kinetic
studies
Historically and still today for biocatalysis, activity assays are
used for the investigation of enzyme kinetics. These prelimi-
nary studies include an investigation of the effect on reaction
rate of changes in temperature, pH, ionic strength, enzyme
and component concentration. The results have not always
been presented in a rate law, but have most often provided a
useful starting point for more detailed studies by fixing some
of the environmental variables such as ionic strength, pH
and temperature. Experiments have usually been carried out
by mixing all components together at the same time and
thereafter monitoring the development of the individual com-
ponent concentrations. The rate of reaction has then been
defined as either the disappearance or production of a com-
ponent over time. The initial testing of enzymes usually
includes an investigation of the linear activity/enzyme
concentration range and the optimal pH. After this has been
established, enzyme concentration can be fixed so as to ob-
tain subsequently measured initial rates in a reasonable time
period. pH is then also fixed in accordance with the highest
activity observed, which usually also represents the most sta-
ble condition for the enzyme. Care should however be taken
here to investigate the protonation of the different com-
pounds in solution. The activity dependence on temperature
for enzymes is similar to that of chemo-catalysts. Here also
the empirical rule of a 10 °C increase in temperature
resulting in a two-fold increase in rate holds true.32 However,
with enzymes, denaturation can also occur at higher tempera-
tures, resulting in a trade-off of activity and stability – most
usually reported as an optimum temperature. The tempera-
ture at which an enzyme is fully denatured is termed its melt-
ing temperature.33 Technology for measuring this is available
and can be done either with differential scanning calorimetry
(DSC)34 or the recently developed thermal shift methodol-
ogy.35 At temperatures beneath the melting temperature, de-
naturation will still occur but at a slower rate, and can easily
be mistaken for inhibition. An optimal temperature will re-
quire a minimum enzyme stability and will therefore lie sig-
nificantly below the melting temperature. In order to avoid
stability issues, experiments are therefore often carried out at
ambient temperatures similar to these in their natural envi-
ronment. After fixing the enzyme concentration, pH and tem-
perature, the concentration of the different compounds can
be investigated. To put the above analysis into perspective
the general workflow for developing a kinetic model for an
enzyme can be represented diagrammatically as shown on
Fig. 1, without the dashed processes. An overview of the dif-
ferent analysis methods are given later in the article.
The determination of the rate law is the last part of such a
workflow. Modelling chemo-catalytic reactions can be done
by fitting or testing zero, first or second order rate laws which
are relatively straight forward since these will remain con-
stant under specific conditions.17,36 However, for biocatalytic
reactions, the identification of rate laws is more complex
since they display mixed order kinetics. The strategy has
therefore been to elucidate reaction mechanisms and in turn
develop models, prior to parameter estimation based on rig-
orous experimental data. Not surprisingly, the field of biocat-
alytic model construction has therefore produced several text-
books covering the common mechanisms.37,38 Enzyme
classification has long been based on the reaction catalysed
and according to the convention of the International Union
of Biochemistry and Molecular Biology, IUBMB, an agreed
nomenclature falls into 6 Enzyme Commission (EC) groups,
each of which have a further 3 levels of sub-classes. In this
way each enzyme can be characterized by a 4 digit number
(e.g. transketolase is EC 2.2.1.1). The generalized reactions
that are carried out by these enzymes in the 6 groups are
summarized in Table 1.
The third column of Table 1 indicates the general reaction
equation of these conversions. This is important in order to
identify the basic structure of the rate law. For synthetic
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purposes, the emphasis lies with EC groups 1–4,1,2,5,6 where
typical reaction schemes involve two reactants and two prod-
ucts (with the exception of EC 4 that in the synthesis direc-
tion only has a single product). General models for EC
groups 1–3 are summarized in Fig. 2 and represent so-called
ordered, random and ping pong bi–bi mechanisms, reflecting
the order in which multiple substrates and products are
bound to or released from the enzyme complex, respectively.
Enzymes in EC group 4 will also follow these models but in a
reduced form since this group has a reaction equation with
one less specie. Examples of synthetically useful enzymes
from these different EC categories are listed in Table 2. It
is well known that the three mechanisms listed do not
represent all enzymes, and both more complex as well as sim-
pler mechanisms exist. Nonetheless, for synthetic purposes
these are the most common and further discussion will
therefore be based on the identification and parameter fitting
of these models in particular.
Mechanistic models
In cases where no mechanism has previously been deter-
mined for an enzymatic catalyst of interest, it can be deter-
mined by an inhibition study. The initial rates are studied
under the conditions where one substrate is varied while the
other is kept constant. The mechanism can hereafter be
Fig. 1 Proposed workflow for developing a kinetic model, here BRENDA refers to the data base.115 The dashed line introduces statistical analysis
of the model applied.
Table 1 Enzyme commission categories with generalized reaction schemes
Group Reaction catalyzed Typical reaction
Enzyme example(s)
with trivial name
EC 1 oxidoreductases To catalyze oxidation/reduction reactions; transfer of hydrogen
and oxygen atoms
A + B ⇌ P + Q Dehydrogenase, oxidase
A + O2 ⇌ P + H2O2
EC 2 transferases Transfer of a functional group from one substance to another.
The group may be methyl-, acyl, amino- or phosphate
A + B ⇌ P + Q Transaminase, transketolase
EC 3 hydrolases Formation of two products from a substrate by hydrolysis A + H2O ⇌ P + Q Lipase, amylase, peptidase
EC 4 lyases Non-hydrolytic addition or removal of groups from substrates.
C–C, C–N, C–O or C–S bonds may be cleaved
A ⇌ P + Q Aldolase decarboxylase
EC 5 isomerase Intramolecular rearrangement, i.e. isomerization changes
within a single molecule
A ⇌ P Isomerase, mutase
EC 6 ligases Join together two molecules by synthesis of new C–O, C–S,
C–N or C–C bonds with simultaneous breakdown of ATP
A + B + ATP ⇌ P +
ADP + Pi
Synthetase
Fig. 2 Cleland representation of ordered bi–bi, random bi–bi and ping pong bi–bi, substrates are denoted A and B, products are denoted P and Q,
free enzyme species are denoted E, F, enzyme complexes are denoted EA, EB, EP, EQ, EAB, EPQ.
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identified by plotting them in a Lineweaver–Burk plot, see
Fig. 3. The relative position of the intercept depends on
whether the substrates hinder or favour one another,
resulting in an intercept above or below the abscissa, respec-
tively. Commonly, the intercept will appear to the left of the
ordinate above the abscissa. If both substrates bind indepen-
dent of one another then the intercept should lie on the ab-
scissa, indicating a random mechanism. When parallel lines
are observed, then a ping-pong mechanism is inferred. As
can be observed in Fig. 3, the enzyme is either in the form of
one or other complex (EX) or alternatively activated enzyme
(F). Experiments need to be designed such that the substrate
concentration greatly exceeds that of the enzyme. This is not
required in order to saturate the enzyme but rather to have a
negligible amount of the substrate bound to the enzyme.59
The required sensitivity of the analysis method for measuring
the different enzymatic species can thereby only be achieved
by the sensitive fluorescence methods. Aside for mechanistic
studies, for reaction engineering the inability to measure the
species restricts model fitting substantially and estimation
of micro-kinetic constants will therefore only make sense
in cases where the individual species can be measured. The
necessary simplification of the models is achieved primarily
by the steady state assumption, which states that the
concentration of enzymatic species reaches steady state after
milliseconds of reaction. Additionally, the rate constants are
collected together in the form of equilibrium-like constants,
K, which are termed macro-kinetic constants. For example
the model for the ping pong bi–bi mechanism without dead-
end inhibition37 is shown in eqn (1)
where Keq are described by the following Haldane equations
see eqn (2)
(2)
There are 8 degrees of freedom (DOF) in this model and
fitting it all at once without proper initial guesses and/or con-
straints is not advised. This is due to the high level of correla-
tion, explained later, where many parameter sets can be a so-
lution that satisfies the objective function. It is therefore rare
that a non-linear regression of the complete dataset would re-
sult in a global optimum. Recently, our group has published
a stepwise approach for the fitting of the ping pong bi–bi
mechanism,51 based on deriving the rate equations for the
forward and backward rates independently (eqn (3) and (4)).
The remaining model parameters are then adjusted and vali-
dated against high conversion experiments. In total, one can
Table 2 Kinetic mechanisms of different enzymes in different EC categories
EC category
Sub EC




1.1 Alcohol groups Alcohol dehydrogenase Random bi–bi, ordered bi–bi,
theorell-chance
39–41
1.1 Alcohol groups Galactose oxidase Ping pong bi–bi 42
1.2 Aldehyde or oxo groups Pyruvate dehydrogenase Ping pong bi–bi 43
1.4 Amino groups Mono amino oxidase Ping pong bi–bi 44






2.4 Glycosyl groups Glycogen phosphorylase Random bi–bi 46
2.1 One-carbon groups Thymidylate synthase Ordered bi–bi 47
2.3 Acyl groups Histone acetyltransferases Ordered bi–bi 48
2.6 Nitrogenous groups Transaminases Ping pong bi–bi 49–51
2.2 Carbon–carbon Transketolase Ping pong bi–bi 52, 53
EC 3 hydrolases Acting on
3.1 Ester bonds Lipase Ping pong bi–bi 26
3.2 Glycosyl bonds Amylase Ping pong bi–bi 54
3.5 Carbon–nitrogen bonds Amidase Ping pong bi–bi 55, 56
EC 4 lyases Acting on
4.1 Keto acid Aldolase Random bi–uni ordered bi–uni 57
4.3 Carbon–nitrogen Methylaspartate ammonia-lyase Ordered bi–uni 58
(1)
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expect to carry out 45–55 different experiments to have a ro-
bust platform for fitting such a mechanism.51
(3)
(4)
However, such a methodology is not particularly robust since
a strong correlation between some parameters exists. A
change in one parameter can therefore be compensated by
another, i.e. the parameters become unidentifiable.
In the scientific literature, makrokinetic reaction networks
with sequential, competitive or consecutive steps are models
recognized to have highly correlated parameters.60 This
causes problems with finding a global minimum for the ob-
jective function, and therefore a unique solution. The esti-
mated parameters from the previously described method rely
on “independent estimation”, first fitting the forward rate,
then fitting the backward rate and finally fitting the
remaining parameters. However, because correlation persists
further measures need be taken. Model-based design of ex-
periments (MBDoE), uses the model to design new experi-
ments which will yield information in terms of reducing un-
certainty or correlation.60,61 In order for this method to be
applicable it is necessary to have a good initial guess of the
individual model parameters. The stepwise approach is cur-
rently the best way of fitting the data and thus the best
“initial-guess” available. MBDoE aims at devising experi-
ments that will yield the most informative data, in a statisti-
cal sense, for use in parameter estimation and model valida-
tion. The method applies the maximization of the Fisher
information matrix (FIM) or minimization of the covariance
matrix, which is the inverse of the FIM. The calculated experi-
mental conditions required to reach this point can then be
identified and tested. Specific, anti-correlation criteria for ex-
perimental design have been described by Franceschini
et al.62 In the case where correlation cannot be eliminated,
the parameters should be collapsed into a new variable. This
variable may lose physical meaning but, as with the case of
the rate and equilibrium constants described previously, it is
better to have an practically identifiable model.
Methods for obtaining kinetic data
The term ‘reaction progress kinetic analysis’, coined by
Blackmond,17,36 stresses the importance of on- or in-line
analysis to elucidate mechanisms of catalytic systems. Ideally,
this would also be routinely applied to the study of enzyme
kinetics and Johnson63 has reported an excellent case apply-
ing this to determine the micro-kinetic parameters for the
rate law of invertase and the more complex case of EPSP
synthase.64 The goal of that research was to investigate the
structure–activity relationship, which is quite different from
the process engineering objective, which is the primary target
addressed in this paper. In principle, for process design and
development all that is desired is a sufficiently accurate
model that can describe the kinetic dynamics of a biocata-
lytic reaction. The stepwise fitting procedure presented in the
mechanistic model section is heavily reliant upon initial
rates. For this reason determination of macro-kinetic parame-
ters is probably more practical, although correlation remains
a challenge. A suitable technology and methodology for deter-
mining enzyme kinetics would therefore be very desirable.
Ideally it could be used to reliably determine initial rates
at low conversion and likewise have the possibility of
conducting high conversion experiments. Recent develop-
ments include exciting new ways of collecting data at
microscale,65–68 although the associated FT-IR and Raman
spectroscopy do not yet deliver the required sensitivity. All
the methods are summarized in Table 3.
Spectrophotometric assays
Proteins and enzymes are in general detectable by UV-vis ab-
sorption spectroscopy, and can in this way be quantified, al-
though the absorption maxima of many substances, e.g., car-
bonyl groups or peptide bonds, lie in the far-UV region (122–
200 nm), which is not easily accessible. From the perspective
of synthesis, many small molecules are used which absorb in
the mid-UV region (200–300 nm). Therefore, for determina-
tion of enzyme kinetics, both the absolute absorption and
spectral changes must be considered. In fact, in many cases
Fig. 3 Lineweaver–Burk plots for the determination of ordered, random and ping pong bi–bi mechanisms.
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the spectral differences in solutions with enzyme, substrateĲs)
and product(s) are not very large and only small shifts can be
observed. Even with curve resolution techniques, the quanti-
fication of small molecules proves to be very dependent upon
local calibration. Historically, this has been circumvented by
determination of the cofactor NADĲP)+, which upon reduction
to NAD(P)H forms a new absorption band at 340 nm.69 This
is not only an easily accessible region but has the great ad-
vantage that the oxidized form does not absorb at this wave-
length, meaning any observed change in absorption is directly
proportional to the reaction rate. This technique is directly
applicable to dehydrogenases39–41,43 and these enzymes can
also be coupled with other reactions in cascades.70–72 The re-
action conditions of such ‘coupled assays’ are rather complex
to ensure that the test reaction and not the ‘indicator’ reac-
tion becomes limiting. In general, coupled assays are helpful
for the determination of enzyme activity, but cannot be
recommended for enzyme kinetic studies for this exact rea-
son. In an analogous way, oxidases can be used to produce
hydrogen peroxide which can then oxidize phenol red73 or
xylenol orange74 detected at 610 and 560 nm, respectively.
Batch reactors
The slowest and most labor intensive method for collecting
kinetic data is in batch mode. However, this is also the most
robust in terms of wide applicability. Vessels can range from
micro wells to laboratory scale equipment, although vessels
are commonly chosen in the scale of a few mLs. Such reac-
tors can fit into thermoshakers and aliquots can be drawn
without affecting the reaction. The samples can then be mea-
sured off-line, most commonly by HPLC. The frequency of
sampling is usually quite high for measuring initial rates and
5–10 points can be collected within an hour. Many batch ex-
periments can be carried out in parallel and for a prolonged
time, making them ideal for the measuring of progress
curves. Here the sampling frequency is in the order of hours.
Flow reactors
More recently systems based on the principles of flow chem-
istry have been developed to ensure rapid, low-volume and
high precision analysis. This can replace many tedious and
high volume requirements of conventional analysis. Use of
flow systems implies the use of pumps and this environment
leads quite naturally towards automation. The implications
of computer controlled liquid handling can give rapid charac-
terization throughputs and cost savings. Furthermore, auto-
mated operation can remove manual errors and in principle
will give more reliable results.
Flow strategies can best be classified dependent upon how
the reacting stream is manipulated after merging of the reac-
tant and enzyme. The different types considered here are
“continuous flow” which is a non-interrupted flow from in-
troduction to waste, “stopped flow” which holds the mixture
in a chamber fit for spectrophotometric measurements and
“quench flow” which involves either physically or chemically
stopping the reaction at the exit of the system and thereafter
analyzing the samples off-line.
Generally flow systems struggle to circumvent the problem
of laminar flow, which introduces dispersion into the system.
Dispersion elongates the flow profile and hence time re-
quired to reach steady state. This is a problem because the
concentration profile in the reactor will change over time un-
til steady-state is reached. A comparison of different perfor-
mance under non-steady state reactor conditions should
therefore only be made when the flow conditions are exactly
the same, such as constant residence time and Reynolds
number. Flow injection analysis (FIA) solves this to some ex-
tent by measuring pulses of samples. Here the distribution of
the sample is followed over time and the area of the pulse is
measured. This method is very similar to that of an HPLC
and it is calibrated likewise. What further complicates things
for enzymes are their size, which in solution translates to a
factor 100 slower diffusivity compared to small molecules
(10−11 to 10−9 m2 s−1).91,92 The dispersion of enzymes will
therefore be much more pronounced, meaning they are more
dispersed through the channel compared to the small mole-
cule reactants and resulting products. Homogeneity of the
pulses is therefore questionable for FIA applied to enzyme ca-
talysis. The effect of enzyme diffusion in 83–283 μm wide
channels with side-by-side flow has been investigated by
Swarts and co-workers.93 A Michaelis–Menten model was
constructed for a β-galactopyranoside enzyme (Vmax = 20.9
μmol s−1 g enzyme−1, KM = 1.04 mM), the model was com-
bined with a computational fluid dynamics (CFD) model. The
pure model and the CFD model were subsequently compared
to understand the effects of diffusion. Even though the enzyme
only occupies half of the reactor volume, the reaction rate was
not limiting due to the short characteristic mixing time of the
reactant. Consequently, only at high enzyme concentrations
(>1 g L−1) in this case would rate limiting effects be observed.
Clearly, this is very dependent on the kinetic constants of the
enzyme of interest. The investigation was assumed to have
been carried out at steady-state, and so the impact of enzyme
diffusion on non-steady state methods is yet to be described.
Microfluidic flow reactors
Developments towards carrying out chemical reactions in
flow micro-reactors has in recent years received much
attention.94–98 This can also be applied to the collection of ki-
netic data. In many cases it is likely this will replace the tra-
ditionally used flasks or stirred vessels operated in batch
mode. The small scale makes it possible to conduct experi-
ments with low material input but yielding the same degree
of information about the reaction performance. There are
three methods reported in the scientific literature used for
conducting such investigations, namely: (1) steady-state, (2)
measurements at multiple positions at steady-state and (3)
non-steady state. The measurements at non-steady-state are
made possible by reconsidering low disperse flow99 that was
originally described by Taylor100 and Aris.101 Low-disperse flow
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behaves similar to that of plug flow but at relatively small
flow rates. What makes this so interesting is that a plug-flow
reactor has the same integrated mass balance model as a
batch reactor. Sampling from an ideal batch reactor will pro-
vide concentration over time data and such data is exactly
what is used for kinetic modelling. Low-disperse flow reactors
can therefore also be used to obtain this type of data without
correction for flow dynamics.
Steady-state. Steady-state measurements of “continuous
flow” should represent the kinetic behavior of batch systems.
The method will generally be slower for measuring kinetics
compared to that of a batch reactor as one will have to wait
for steady-state to be attained, prior to making measurements.
Normally, operational steady state is measured as a depen-
dence on substrate or product concentration, a small drift
might be neglected but could indicate that the mass balance
of the enzyme is yet to reach steady state. Looking through the
literature this is often not considered and it is expected that
this is commonly attributed to uncertainty of the experiments.
Steady state multi point readings. Making microfluidic re-
actor designs in transparent materials offers the possibility of
probing the concentration at different locations along the
length of the reactor. These locations represent different resi-
dence times according to the flowrate and channel dimensions.
Such a combination was recently reported by Fagaschewski
and co-workers67 using IR-spectroscopy. Absorption saturation
of water was avoided by substitution with deuterium oxide.
Non-steady state. Mozharov and co-workers have devel-
oped a method in which the contents of the reactor are
quickly pushed out and measured.65 It was subsequently pos-
sible to correlate concentrations with residence times. The
Jensen group at MIT has reconsidered the low-disperse
flow,99 and investigated a method to exploit this region
further by implementing a flow ramp after obtaining steady-
state. This gradually changes the residence time of the reactor
and in this way it was possible to monitor the development of
the reaction by coupling the system to FT-IR analysis.68 The
progress curve obtained was compared to steady-state values
and thereby validated. The method has already been adopted
by others and shown to work as well coupled to analysis using
Raman spectroscopy.66
Stopped-flow techniques
This technique has been developed for the study of reactions
in the millisecond to minutes time range. Transient kinetics
can be measured in the lower time range102–104 if the method
is in place. The system can otherwise be used to study steady-
state kinetics with the common assays as described previ-
ously. Experiments can be carried out by rapidly injecting so-
lutions into a mixing device. The liquid is then led into the
flow cell from the mixer, replacing the previous sample, the
displaced liquid then fills a stop syringe moving the plunger
towards the trigger leaf. After hitting the leaf the flow is
stopped and measurement begins. The flow cell is illumi-
nated and data is collected over time. The usual properties
exploited are absorbance and fluorescence measurements, as
well as application of light scattering, turbidity and fluores-
cence anisotropy technologies see Fig. 4. In the absence of a
spectrophotometric method, quench flow can be applied. Di-
rectly after mixing, the solution is be chemically quenched,
which can be used to study reactions in the millisecond
range. Instead of holding the solution in an observation cell
the quenched sample is collected and analyzed elsewhere
(e.g. by HPLC).
Isothermal titration calorimetry (ITC)
In contrast to spectral methods, measurements performed
with ITC, are independent of the optical properties of the so-
lution. ITC instruments have the objective of keeping the
temperature constant in the reaction chamber, achieved ei-
ther by heating or cooling the chamber. The required energy
added or subtracted is logged and can be directly translated
into reaction rate by relating the heat flow (dQ/dt) to the en-
thalpy change of reaction (ΔHr).
105 From a practical perspec-
tive this is usually done with a single injection experiment
where reactant is inserted into the reaction chamber. In the
chamber it is possible to follow the burst of energy as the re-
action initiates. From this point the reaction will follow a 1st
order reaction development until the return to steady state
(zero energy flow). It is necessary to know the exact amount
of reactant converted by performing an independent concen-
tration determination. The enthalpy change of reaction can
thereafter be calculated by dividing the total heat transferred
to the measurement cell by the total number of moles of sub-
strate converted, nsub,converted.
The reaction rate can thereafter be determined by
where V denotes the volume of the reaction chamber.
Fig. 4 Concept of stopped flow methods.
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The technique of ITC is particularly potent since it can es-
sentially measure any event occurring in a reaction chamber.
This is also its problem, since dilution, binding events, inter-
action of impurities and buffer protonation effects106 will
influence the readout. Pure formulations and materials for
experiments are therefore required to ensure accurate mea-
surements. Furthermore, dialysis of macromolecular solu-
tions is also recommended, and preparation of small mole-
cule solutions should be made from dialysate. After satisfying
the rather high entrance requirements, it is necessary to
match the energy development (rate of reaction) with the
lower and upper detection limits. The enthalpy changes for
most enzyme-catalyzed reactions range from −40 to −400 kJ
mol−1, allowing reaction rates from 10 to 100 pmol s−1 to be
accurately measured.107 Despite the fact that ITC has been
used to measure enzymatic activity87,89,90 and that the tech-
nology dates back to 1965,108,109 the method is not found to
be frequently applied in the field of enzyme kinetics. The ad-
vantage of a direct non-invasive measurement is though obvi-
ous and could be applied to a greater extent.
Application of kinetic data for process
development
A powerful tool in assessing how a process can be developed
is by coupling mass balances in a process design. This can
only be carried out if kinetic and thermodynamic models for
all the different parts of the process are available. Biocatalytic
processes most often deal with the relatively low reaction
rates prior to any biocatalyst engineering and this empha-
sizes the importance of having a reliable kinetic model. Theo-
retical evaluation is thereafter possible and requirements for
the different elements of a process can be set. In the develop-
ment of new processes one of the most difficult parts is to as-
sess where the bottleneck lies. Moreover, it is not expected
that biocatalyst engineering alone will be able to overcome
all problems in relation to carrying out reactions at industrial
conditions. Today, process engineering is most often only
carried out at the end of a protein engineering development
phase, where the biocatalyst engineer hands over the enzyme
to the chemical engineer. It would be hugely advantageous
were process engineers able to be involved earlier such that
they could obtain enzymatic kinetic data and fit the different
mechanisms (as they do for chemo-catalytic processes) prior
to setting targets for enzyme development.
Recent reviews on the application of biocatalytic
models,110,111 show that models are applied to find perfor-
mance limitations, to define optimal operating conditions,
different reactor choices and compare different process con-
figurations. Example: Berendsen and co-workers112 combined
models of two enzymes to optimize the enantiomeric excess
as a function of conversion. Schaber and co-workers113 car-
ried out an economic assessment of a full process. It is there-
fore clear that these models can be applied to obtain this
kind of information, and from a development perspective it
is necessary to use these for identification of the bottleneck.
For example enzymatic reactions are often hampered by
product inhibition at high product concentrations. The intro-
duction of ISPR to the simulation could here reveal targets
for a given removal method, which would assist process engi-
neering in terms of improving the method as well as protein
engineering in terms of increasing tolerance.
Hence the input from the process engineering gives direc-
tion for protein engineering, which in turn drives a better
process. While the order of the necessary tasks in process de-
velopment is still not fixed22 it remains certain that in order
to move the field forward collaboration between chemical en-
gineers and protein engineers must be emphasized.
Discussion
Many spectrophotometric assays require alterations to the
original reaction in order to be carried out effectively. This is
can be achieved either by derivatization of the reactant with a
chromophore or by an analytical enzyme cascade. The widely
used indirect spectrophotometric assays rely on the stability
of not only the target enzyme but also the assay enzyme and
cofactors (e.g. NAD(P)H). Testing rather harsh conditions also
requires a robust assay and this should therefore be carefully
considered in the experimental planning phase. The indus-
trial development environment is rarely able to conduct com-
prehensive investigations, so both speed and resources are
important factors, driving automated and flexible methods
similar to those that have been developed for classic organic
synthesis.66,68 However, more sensitive concentration mea-
surement methods are required and preferably in the order
of 0.1 mM. The UV-vis spectrophotometer-based assays are
therefore still advantageous, and if these fail one can turn to
classic chromatographic measurements.
The microfluidic FT-IR method developed by Moore and
Jensen68 can be further developed to automatically propose
experiments in the parameter space (e.g. concentration, tem-
perature) based on the Fisher information matrix.114 How-
ever, focus in the paper by Schaber and co-workers was to
have a fluid dynamic model of the reactor to circumvent the
problems of dispersion. We propose that focus should rather
be on fitting more complex models while applying the low-
disperse flow regime.99 Having this in mind one can envisage
automation of the kinetic models for enzymes. This may be
possible after the realization of a versatile and sensitive on-
line method.
The different parts of the development required could
conceivably be combined into a methodology as proposed in
Fig. 1, including the dashed processes. The theory and
methods have already been developed, but appropriate
models are yet to be produced as a basic step in biocatalytic
process development.
Conclusion
In order to find the real bottleneck for the development of a
new biocatalytic process, it is necessary to have a kinetic
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model of the reaction. The increasing interest in biocatalytic
processes and the constant change of catalysts justifies a
more streamlined development. Here, the common bi-
substrate mechanisms covering most enzymes for synthetic
purposes have been shown, the models for these can be
found in textbooks and a method for fitting them has been
presented. Methods for collecting kinetic data are available
and assays can be found for almost any enzyme. The general
methods of stopped flow, quenched flow or ITC in combina-
tion with HPLC provide an almost universal detection
method. Analytical tools coupled with microfluidics are rap-
idly developing and it can be assumed that a method for en-
zymatic systems will be available in the near future. The entry
barrier of fitting biocatalytic kinetic models is therefore
lowered, this enables others to find bottlenecks, quantify the
process problem and conduct a fast feasibility analysis of
what is at hand. In this way the application of validated
models will therefore be able to drive the field biocatalytic
process development, as a whole, forward.
Nomenclature
In this article, reactants are designated by the letters A and B
in the order in which they are added to the enzyme. Products
are designated the letters P and Q in the order in which they
leave the enzyme. Stable enzyme forms are designated E and F,
complexes between e.g. E and A are designated EA. KiX is the
dissociation constant of EX, KMX is the Michaelis–Menten con-
stant for the individual compound X. The number of kinetically
important reactants in a given direction is indicated by the
prefix or postfix uni, bi, ter and quad. A reaction with two reac-
tants and two products is therefore termed a bi–bi reaction.
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%% load calibration data 
dirName = 'folder path';              %# folder path 
files = dir( fullfile(dirName,'*.txt') );   %# list all *.txt files 
[r idx] = sort({files.date}); 
files = files(idx); 
files = {files.name}';                      %# file names 
  
data = cell(numel(files),1);                %# store file contents 
  
for i=1:numel(files) 
    fname = fullfile(dirName,files{i});     %# full path to file 




xdata{k}=data{k}(38:200,15:end-140);        %extract usefull data  
end 
  
for i=1 :numel(files) 
    appxcali(i,:,:)=[xdata{i}];             % Cell to array  
end 
  
%% Align samples 
clearvars localdata Xmax Xint Mint invervals indexes 
[n,m,l]=size(appxcali); 
Xhatcoshiftapp=zeros(n,m,l);                
Xmax = max(appxcali(:,:,45:end),[],3);              % Align after 
maximum of 285-460; 
Xint = interp1((1:m)',Xmax',linspace(1,m,m*2-1))';  % interpolate 
chromatrogram in respect to residence time 
Mint = max(Xint); Mint(1:200) = Mint(5);            % define target 
for alignment 
[AlignedUVData, intervals, indexes] = icoshift (Mint, Xint, 'whole', 
6,[2 1 0]); % the shifts are calculated and stored 
  
Y = reshape(appxcali(:,:)',[m n*l]); % The three way data is reshaped 
Yint = interp1((1:m)',Y,linspace(1,m,2*m-1)); % All data are 
interpolated  
YRes = reshape(Yint,[l*(2*m-1) n]);     
YResT = YRes';                                       
Xhat = reshape(YResT,[n 2*m-1 l]);   % data is transformed back to 
three way 
[Xhatcoshift] = ApplyiCoshift(Xhat, intervals(:,1:3), indexes, true, 
2); % apply transformation of alignment to all data 
Xhatcoshiftapp(:,:,:) = Xhatcoshift(:,1:2:end,:);   % resample 
 
 
%% Create alignment profile from aligned data 





Xmax = max(Xhatcoshiftapp(:,:,45:end),[],3);  
Xint = interp1((1:m)',Xmax',linspace(1,m,m*2-1))';  
Mint = max(Xint); Mint(1:200) = Mint(5);                                   
% Define target for alignment 
[AlignedUVData, intervals, indexes] = icoshift (Mint, Xint, 'whole', 
6,[2 1 0]);  
%% Save aligned data in workspace 
Aligneddata = Xhatcoshiftapp; 
  
%% Create calibration PARAFAC model 
[Factors,it,err,corcondia]=parafac(Aligneddata,4,[1e-
6,0,0,0],[2,2,2]);                     % fit PARAFAC model 
for (i = 1:3);sh(i) = subplot(2,2,i); plot(Factors{1,i}); 






%Example of how combinations of ACE and mppaace was found 
for i=1:n 
    Str=files{i}; 
    Key   = 'ACE'; 
    Key2   = 'mppaace'; 
    Index = strfind(Str, Key); 
    Index2 = strfind(Str, Key2); 
%check string if both names occur 
    if isempty(Index)==0 && isempty(Index2)==0 
        c1 = num2str(sscanf(Str(Index(1) + length(Key):end), '%g', 
2)); 
        c2 = num2str(sscanf(Str(Index2(1) + length(Key2):end), '%g', 
2)); 
        if isempty(c1)==0 && isempty(c2)==0; 
         
% input weight of compound (mass(g)/molar weight(g/mol)/Volume(L)) / 
100% 
            %ACE set concentrations based on ACE stock solution 
            cmppa1=0; 
            cba1=0; 
            cace1=0.6591/58.08/0.1*1000/100;  
            cenz1=0; 
         
            %mppaace set concentrations based on mppaace stock 
solution  
            cmppa2=0.6723/149.21/0.1*1000/100; 
            cba2=0; 
            cace2=0.6582/58.08/0.1*1000/100; 
            cenz2=0; 
         
  % calculate actual concentrations of the different compounds 
as a combination of setpoints(defined from LabVIEW in percent 
integers) and concentration of the two stock solutions  
        conc(i,1)=str2num(c1)*cmppa1+str2num(c2)*cmppa2; 
        conc(i,2)=str2num(c1)*cace1+str2num(c2)*cace2; 
        conc(i,3)=str2num(c1)*cba1+str2num(c2)*cba2; 
        conc(i,4)=str2num(c1)*cenz1+str2num(c2)*cenz2; 
        end 
         




%after concentrations have been calculated extract the solutions has 
been defined scores are extracted from the parafac model (Factors) 
 
%conc & scores 
% 1 MPPA 
% 2 Ace 
% 3 ENZ 



















function [fitresult, gof] = createFit(scores, conc,i) 
%% Fit: 'untitled fit 1'. 
[xData, yData] = prepareCurveData(scores, conc ); 
  
% Set up fittype and options. 
ft = fittype( 'poly1' ); 
opts = fitoptions( 'Method', 'LinearLeastSquares' ); 
opts.Robust = 'Bisquare'; 
  
% Fit model to data. 
[fitresult, gof] = fit( xData, yData, ft, opts ); 
  
str= (['Calibration of ' i]); 
% Plot fit with data. 
figure( 'Name', str); 
hold on 
h = plot( fitresult, xData, yData); 
set(h,'LineWidth',2); 
set(h,'MarkerSize',14); 
legend( h,[i 'data'], 'fit', 'Location', 'NorthWest' ); 
title(str); 









yfit = p(1)*xData+p(2); 
yresid = yData - yfit; 
176
   
SSresid = sum(yresid.^2); 
SStotal = (length(yData)-1) * var(yData); 
rsq = 1 - SSresid/SStotal; 
  
  






%% load experimental data 
clearvars -except Aligneddata Factors Mint predicted p %                  
dirName = 'folder path'; 
files = dir( fullfile(dirName,'*.txt') );   %# list all *.txt files 
[r idx] = sort({files.date}); 
files = files(idx); 
files = {files.name}';                      %# file names 
  
data = cell(numel(files),1);                %# store file contents 
  
for i=1:numel(files) 
    fname = fullfile(dirName,files{i});     %# full path to file 




time{k}=data{k}(1,394);                     %extract start time !393 
for calidata! 
xdata{k}=data{k}(38:200,15:end-141);        %extract usefull data  
end 
  
for i=1 :numel(files) 
    appxdata(i,:,:)=[xdata{i}];             % cell to array 
    apptime(i)=[time{i}];                   % cell to array 
     
end 
apptime1=(apptime(:)-apptime(1))/60;        % time development from 0 
in mintues 
 
% correct time for midnight shift 
neglocs=find(apptime1<0); 
if isempty(neglocs)==0 
     
    for i=neglocs(1)+1:length(apptime1) 
    apptime1(i)=apptime1(i)-
apptime1(neglocs(1))+10+apptime1(neglocs(1)-1); 
         
    end 





    
%% align data 





Xmax = max(appxdata(:,:,45:end),[],3);              % Align after 
maximum of 285-460; 
Xint = interp1((1:m)',Xmax',linspace(1,m,m*2-1))';  % interpolate 
chromatrogram in respect to residence time 
%Mint = max(Xint); %Mint(1:230) = Mint(5);           
[AlignedUVData, intervals, indexes] = icoshift (Mint, Xint, 'whole', 
30,[2 1 0]);  % the shifts are calculated and stored with Mint from 
the calibration 
  
Y = reshape(appxdata(:,:)',[m n*l]);    % The three way data is 
reshaped 
Yint = interp1((1:m)',Y,linspace(1,m,2*m-1)); % All data are 
interpolated  
YRes = reshape(Yint,[l*(2*m-1) n]); 
YResT = YRes'; 
Xhat = reshape(YResT,[n 2*m-1 l]); % data is transformed back to three 
way 
[Xhatcoshift] = ApplyiCoshift(Xhat, intervals(:,1:3), indexes, true, 
2); % apply transformation of alignment to all data 
Xhatcoshiftapp(:,:,:) = Xhatcoshift(:,1:2:end,:); % resample 
 


















% Divide data into setpoint sets 
for i=2:numel(data) 
    if i==numel(data)  
        sets(a,2)=i; 
    elseif abs(apptime1(i)-apptime1(i-1))>3; 
        sets(a,2)=i-1;    %start of set 
        sets(a+1,1)=i; 
        a=a+1; 
        if sets(a-1,2)-sets(a-1,1)<8 % filter error sets 
            a=a-1; 
            sets(a,1)=sets(a+1,1); 
        end 
    end 
    sets(1,1)=1; 
end 
 
% calculate space time for each sample 
 
alpha=0.5;  
S=1-exp(-alpha); %slope of real time versus residence time 





    clearvars localdata 
    localdata=apptime1(sets(i,1):sets(i,2))-apptime1(sets(i,1)-1); 
     
    for j=1:length(localdata) 
    if localdata(j)<5 
        spacetime{i}(1,j)=localdata(j)-
tau0*(1/alpha*log((tau0+alpha*localdata(j))/tau0)-1); 
    else 
        spacetime{i}(1,j)=S/alpha*tau0+S*localdata(j); 
    end 




% calculate initial rates based on BA predicted(:,4) 
for i=1:length(sets) 
    clearvars xData yData yfit yresid SSresid SStotal rsq 
    xData = spacetime{i}'; 
    yData = predicted(sets(i,1):sets(i,2),4); 
    ft = fittype( 'poly1' ); 
    opts = fitoptions( 'Method', 'LinearLeastSquares' ); 
    opts.Robust = 'Bisquare'; 
     
    % Fit model to data. 
    [fitresult, gof] = fit( xData, yData, ft, opts ); 
    vba(i,1)=fitresult.p1; 
    vba(i,2)=fitresult.p2; 
    % Calculate squared residuals 
    yfit = fitresult.p1*xData+fitresult.p2; 
    yresid = yData - yfit; 
    SSresid = sum(yresid.^2); 
    SStotal = (length(yData)-1) * var(yData); 
    rsq = 1 - SSresid/SStotal; 
    vba(i,3)=rsq; 
end 
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