In conventional wind farm design and optimization, analytical wake models are generally used to estimate the wake-induced power losses. Different wake models often yield significantly dissimilar estimates of wake velocity deficit and wake width. In this context, the wake behavior, as well as the subsequent wind farm power generation, can be expressed as functions of a series of key factors. A quantitative understanding of the relative impact of each of these key factors, particularly under the application of different wake models, is paramount to reliable quantification of wind farm power generation. Such an understanding is however not readily evident in the current state of the art in wind farm design. To fill this important gap, this paper develops a comprehensive sensitivity analysis (SA) of wind farm performance with respect to the key natural and design factors. Specifically, the sensitivities of the estimated wind farm power generation and maximum farm output potential are investigated with respect to the following key factors: (i) incoming wind speed, (ii) ambient turbulence, (iii) land area per MW installed, (iv) land aspect ratio, and (v) nameplate capacity. The extended Fourier amplitude sensitivity test (e-FAST), which helpfully provides a measure of both first-order and total-order sensitivity indices, is used for this purpose. The impact of using four different analytical wake models (i.e., Jensen, Frandsen, Larsen, and Ishihara models) on the wind farm SA is also explored. By applying this new SA framework, it was observed that, when the incoming wind speed is below the turbine rated speed, the impact of incoming wind speed on the wind farm power generation is dominant, irrespective of the choice of wake models. Interestingly, for array-like wind farms, the relative importance of each input parameter was found to vary significantly with the choice of wake models, i.e., appreciable differences in the sensitivity indices (of up to 70%) were observed across the different wake models. In contrast, for optimized wind farm layouts, the choice of wake models was observed to have marginal impact on the sensitivity indices.
Introduction
The energy from wind is generally harvested through wind farms, which can consist of hundreds of turbines. The primary loss of energy in a wind farm is attributed to the wake effects, which cause velocity deficits downstream of a turbine [1] . In practice, wind farm layout optimization (WFLO) can be applied to plan the micrositing of turbines, generally with the objective to minimize the wake-induced power losses [2] . Wake models are widely used to determine the wake-induced power losses. The effectiveness of estimating the wind farm power generation therefore relies on the accuracy and the reliability of the wake model used. Subsequently, factors regulating the wake behavior (wake growth and velocity deficit) also affect the power generation of a wind farm. In this context, it is important to understand how different natural and design factors impact the energy production and the economics of a wind farm and how these impacts vary with the choice of wake models.
In this paper, numerical experiments and SA are performed to investigate the relative impact of the following key factors on the wind farm power output: (i) incoming wind speed, (ii) ambient turbulence, (iii) land configuration (land area per MW installed and land aspect ratio), and (iv) nameplate capacity. Wind farms with both arraylike and optimal layouts are investigated to understand and explore their distinct sensitivity characteristics (with respect to these key factors). Single wake tests, individual factor wind farm analysis, and SA (all factors considered together) are all performed through the implementation of different wake models in the unrestricted WFLO (UWFLO) framework [3] . The SA strategy can also be applied in (and help further explore) other advanced WFLO frameworks recently reported in the literature [4] [5] [6] [7] . Although each wake model primarily estimates the wake growth and the wake velocity deficits, this estimation could vary significantly-thereby demanding a better understanding (than currently available) of how the wake model itself synthetically regulates the sensitivity of wind farm performance to the different influencing factors. Four analytical wake models are taken into account for this purpose, namely, the Jensen model [8, 9] , the Frandsen model [10] , the Larsen model [11, 12] , and the Ishihara model [13] . qualitatively or quantitatively, to different sources of variation, and of how the given model depends upon the information fed into it" [14, 15] . The findings of SA are expected to provide an important understanding to diverse researchers involved in the area of wind energy; it is particularly important to researchers from the engineering design community, who are involved in the wind energy optimization research at the wind turbine level, the wind farm level, as well as the wind energy market level. For example, an analytical wake model generally accounts for the downstream distance from the upstream turbine, the rotor diameter, the hub height, the incoming wind speed, and the ambient turbulence (as shown in Fig. 1 ). SA can help determine the most influential parameter (s) in this context to promote informed application and even further advancement of such wake models.
A significant amount of research has been done in the general area of SA of different aspects of wind farm dynamics. The modeling of wind energy production includes various correlated factors. SA is applied to determine the relative importance of the input parameters and identify the uncertainties existing in the energy production estimation process, thus helping improve the accuracy of the energy production estimation. Lackner et al. [16] proposed an approach to analyze the uncertainties that arise from assessing the wind resource, wind turbine power output and energy losses, and the overall energy production when using a Weibull distribution of wind speed. Rocklin and Constantinescu [17] applied a numerical weather prediction model to estimate the adjoint sensitivity of wind power generation and that of the cost of energy to wind speed. Kubik et al. [18] analyzed the sensitivity of the power generation of a wind turbine to wind shear coefficient and surface roughness. Capps et al. [19] evaluated the sensitivity of energy production of the Southern California wind farm to a series of key turbine design factors, including hub height, rated power, turbine rotor diameter, and turbine characteristic incremental cost.
SA has also been widely applied in the investigation of factors affecting wind energy economics. Fuglsang and Thomsen [20] investigated the sensitivity of the cost of energy of a large offshore wind farm to the turbine design variables, including hub height, rotor diameter, rotor speed, and rated power. Haughton et al. [21] performed a risk analysis to illustrate which factors impact the economic considerations in a wind energy project. Dykes et al. [22] used a directional impact graph to show the sensitivity of the overall performance and the cost of an offshore wind farm to the key turbine features, including rotor diameter, hub height, power rating, and the maximum tip speed. Dinwoodie et al. [23] applied SA method to analyze the uncertainty arising from the operation & maintenance (O&M) cost for offshore wind farms.
In addition, Martines et al. [24] preformed SA to show the sensitivity of the life cycle assessment of a multi-MW turbine to environmental factors. Gu et al. [25] used the sensitivity index to represent the impact of transmission congestion on wind generation curtailment. Zack et al. [26] performed the ensemble SA of the wind speed forecast with respect to changes in the prior values of atmospheric state variables. Osborn et al. [27] analyzed the sensitivity of wind farm factors in National Energy Modeling System to a series of assumptions used for modeling economic and physical conditions that affect wind resource assessment. Methodical exploration of the impact of wind farm-scale factors (on power output), e.g., land configuration and nameplate capacity, is however rare in the literature.
The Role of Wake Effects in Wind Farm Power
Estimation. As wind flows across a turbine, the wind speed reduces and the turbulence intensity increases. Thus, a wake is formed behind the turbine, which affects the performance of downstream turbines. The wake not only progresses along the streamwise direction but also expands laterally. As a result, downstream turbines that are not coaxially downstream can be also affected by upstream turbine wakes. Collectively, this is called the wake effects. There are two major impacts of the wake effects on the entire wind farm: (i) it causes a deficiency in the overall energy output due to the velocity deficit in the wakes, and (ii) it causes a reduction of the turbine lifetime due to the additional turbulence induced structural loading. Factors affecting the wake behavior can be classified into two categories: natural factors and design factors.
Natural factors are primarily the variation in wind conditions (including wind speed, wind shear, and ambient turbulence) at the concerned farm site. These factors cannot be controlled through design or optimization. Design factors, on the other hand, are generally regulated by design decisions such as turbine locations, turbine features (e.g., turbine rotor diameter and hub height), land configuration, and number of turbines. These factors regulating the behavior of turbine wakes in turn affect the wind farm power generation. Therefore, the reliability of wind farm power estimation relies on the accuracy of the wake model used and on the assumptions associated with the natural and design factors.
The complex relationship between these factors and wind farm performance raises important questions in the context of wind farm analysis and optimization, as summarized below:
(1) What is the relative importance of each natural and design factor in the context of power output potential of a wind farm? (2) Which of these factors can be neglected and/or assumed to be practically fixed in the process of wind farm optimization? (3) How does the impact of these factors on the wind farm power output vary under the use of different wake models?
A comprehensive and coherent exploration of these questions is missing from the WFLO literature. An extensive SA study of the wind farm power output is hence performed in this paper, seeking to address the above questions. This study comprises two parts. In the first part, we conduct single wake test and a numerical experiment to show how the wind farm power estimation is influenced by the choice of wake models. This analysis provides interesting observations regarding how the impact of critical farm-scale factors (e.g., incoming wind speed or interturbine spacing) vary significantly with the choice of wake models. In the second part, the sensitivity of the power output capacity of both array-like wind farms and wind farms with optimized layouts are analyzed, under the implementation of different wake models. In this case, every optimal wind farm layout is determined by optimizing the locations of N turbines for a given incoming wind speed; here, the objective is to maximize the capacity factor (CF) of the wind farm under given allowed land configuration and minimum allowed inter-turbine spacing. The analyses led to unique findings Transactions of the ASME regarding how the sensitivity of the performances of an array-like layout and an optimum layout are different from each other, with respect to certain factors-indicating how optimization enhances or reduces the relative sensitivity indices. In addition, factors related to turbine control play important roles in wind farm power generation and structural loading on the turbine [28] [29] [30] . For example, the wind turbine control system maintains a stable turbine power output to protect the system from hazardous loads and make the turbine rotor oriented perpendicularly to the incoming wind direction [31] . However, a majority of the research on the control of turbines (and its impact) generally focuses on the operation of single turbines [32] . Therefore, turbine control parameters are not considered in this paper.
The remainder of this paper is structured as described below: Section 2 presents the overview of the power generation model used in this paper. Section 3 describes the single wake test and the numerical experiment formulated to explore how the wind farm power generation is influenced by the choice of wake models. Section 4 performs the SA of the power output of both array-like wind farms and wind farms with optimized layouts, under the use of different wake models.
2 Wind Farm Power Estimation Using Analytical Wake Models 2.1 Power Generation Model. The power generation model used in this paper is adopted from the UWFLO framework [3] , which is an advanced framework that allows optimal siting and selection of turbines subject to wind resource uncertainties. This power generation model quantifies the wind farm power output as a function of the turbine features, the location of turbines, and the incoming wind conditions [3] . A generalized power curve is used to evaluate the power output of each turbine. This generalized power curve is scaled back to represent the approximated power response of a particular commercial turbine, using the corresponding manufacturer specifications. For Turbine-i, the power generation, P i , can be evaluated using the following equation:
where U i is the velocity immediately in front of Turbine-i. Estimation of U i accounts for wake merging scenarios and the possibility of partial wake-rotor overlap. U in , U out , and U r are, respectively, the turbine cut-in, cut-out, and rated speeds, reported by the turbine manufacturer. The function P n represents a polynomial fit for the generalized power curve, generated using the power curve data reported for the "GE 1.5 MW xle" turbine [33] . The UWFLO wind farm power generation model also allows for a variable induction factor. According to the 1D flow assumption [34] , the induction factor a and the power coefficient, C P , can be related by
where the power coefficient itself can be expressed as a function of incoming wind speed and turbine characteristics, as given by
In Eq. (3), P 0 represents the power available from the wind, and U 1 is the incoming wind speed at the hub height.
Subsequent solution of the nonlinear equation, Eq. (2), gives the induction factor for each turbine based on the estimated approaching wind conditions. Thereafter, the overall power output of a N-turbine wind farm, P farm , can then be given by
It is important to note that the wake effects are integrated in this model, particularly in the process of determining the effective wind speed immediately in front of any turbine (U i ). Based on the predicted wake growth, the location of turbines, and the turbine features, an influence matrix is created to determine whether a turbine is influenced by the wake of other upstream turbines for a given wind direction. As a result, the velocity immediately in front of each turbine is dynamically evaluated using a wake model, and in the same order in which the turbines encounter the wind coming from a particular direction. The Katic model [9] is used here to account for the wake merging and partial wake-rotor overlap. If Turbine-i is in the influence of multiple wakes created by K upstream turbines, the corresponding velocity deficit, v i , is given by
where u ki f represents the velocity deficit in the wake (created by Turbine-k) at the location of Turbine-i, and A ki is the effective influence area of the wake (created by Turbine-k) on Turbine-i. If Turbine-i is completely in the wake of Turbine-k, A ki ¼ A i ; otherwise, A ki denotes the overlapping area between the wake of Turbine-k and Turbine-i, estimated by standard geometrical intersection formula.
Analytical Wake Models.
The wake models studied in this paper are analytical wake models, and each model was originally derived for specific scenarios (empirical equations, farm site-based experiments, etc.). However, in the context of WFLO problems, the computational efficiency of a particular analytical wake model is an important consideration driving the choice of model. Table 1 shows a comparison of the computation time of each wake model for a two turbines scenario [35] [36] [37] [38] [39] . It is readily evident that analytical wake models are the most suitable for WFLO problems. Hence, analytical wake models are preferred in WFLO (e.g., Jensen model [4, 6, 7] and Frandsen [3, 5] ).
Several studies/projects emphasize the validation of wake models through comparisons with test cases, to understand the limitations and define clear guidelines regarding how each of the wake models should be applied [40] [41] [42] [43] . For example, Jensen model has been proven to be reliable for long-term power predictions in small to medium size wind farms [8, 9] . Refs. [41, 44, 45] have also shown that the accuracy of a wake model decreases when wind direction sectors are smaller than 10 deg. Additionally, model validation also highly depends on the quantity and quality of the wind data acquired from real farm sites (e.g., anemometer data may be inadequate) [43] . This paper focuses on investigating the impact of analytical wake models on the wind farm power estimation and how different optimal layout patterns result from using different wake [35] 25 s Actuator disk Dynamic Wake Meandering model [36] 8 min Analytical þ actuator disk SOWFA [37, 38] 30 hr 3D CFD models in the WFLO process. Four analytical wake models are implemented in this paper and compared for the purpose of quantifying wake-induced power losses, both in a given layout and for layout optimization. Table 2 lists the general input parameters considered in each wake model. Further mathematical description of the wake models can be found in Refs. [8] [9] [10] [11] [12] [13] .
Impact of Different Analytical Wake Models on Wind Farm Power Estimation
This section investigates the impact of using different analytical wake models (I) on the wake behavior downstream of turbines, and (II) on the relationship of wind farm power generation to land area and nameplate capacity. Careful numerical experiments are designed to illustrate the variation in wake behavior and the variation of the wind farm power generation with unit land area and incoming wind speed.
Numerical Settings.
We assume a rectangular wind farm with 16 GE 1.5 MW xle turbines arranged in a 4 Â 4 array-like layout, as shown in Fig. 2 . The power characteristics of GE 1.5 MW xle turbine is shown in Fig. 3 , and Table 3 lists the turbine specifications. The range of incoming wind speed is varied between the turbine cut-in speed and cut-out speed. The land area per MW installed, A MW , is used to represent the unit land area. The range of A MW is specified as
where P r is the turbine rated power in MW. This range of land area per MW installed spans from a very stringent (small) land footprint to practically average land footprint which is a range of interest for future wind farms, considering that generous land footprint has undesirable impact on surroundings. This range was used for a land area-energy production analysis by Chowdhury et al. [46] and was derived from the land area of currently operational U.S. wind farms, reported by Ref. [47] . For a GE 1.5 MW xle turbine, the rated power is 1.5 MW. Since identical turbines are considered, the numerical range of the land area per turbine (LAT), A T , is given by 70; 000 m 
We assume that all turbines are uniformly arranged, and the land aspect ratio is fixed at 7/3. Hence, the effective inter-turbine spacing is regulated by the LAT. We also assume a unidirectional wind condition, a constant ambient turbulence intensity over the farm site, and a uniform incoming velocity profile over the rotor area. The ratio of the longitudinal (or streamwise) spacing and the lateral spacing between turbines is also maintained at 7/3.
The wind farm CF is used as a measure of wind farm production performance. For a wind farm with identical turbines, the wind farm CF is defined as the ratio of the actual power generation of the wind farm to the nameplate capacity of the wind farm, which is given by
where P NC is the nameplate capacity of the concerned wind farm. The parameter P farm is the actual power generated by the wind farm, as estimated by the UWFLO power generation model; this model allows the use of any of the four wake models. The results from the two different numerical experiments, i.e., the single wake test and the wind farm power analysis, are discussed in Sections 3.2 and 3.3, respectively.
3.2 Single Wake Analysis. The single wake test provides important insights into the distinguishing characteristics of the wake behavior, simulated by different wake models. The GE 1.5 MW xle turbine is used in this test (Table 3) . Additionally, since far wake scenarios are mostly considered (i.e., in practice, turbines are unlikely to be located within each other's near wakes), the simulation of wake behaviors starts at two rotor diameters downstream from the turbine.
Figures 4(a) and 4(b) present the wake expansions and the wake speeds behind the GE 1.5 MW xle turbine, as estimated by the four analytical wake models. It is observed that, along the entire flow field, the Frandsen model predicts the highest wake speed, and the Larsen model predicts the largest wake diameter. It is also observed that the Ishihara model predicts the lowest wake speed; however, it also yields the highest rate of wake recovery. This phenomenon can be attributed to the greater mixing of the turbine wake with the upper layers of the atmospheric boundary layer, which is facilitated by the turbine-induced turbulence, specifically accounted for in the Ishihara model. It is important to note (from Fig. 4(a) ) that, in the practically popular range of farm inter-turbine spacing (of 7D-10D), the difference in the wake speeds estimated by the four wake models is approximately 15-20%.
Wind Farm Power Generation Analysis
3.3.1 Power Variation With the LAT. Figures 5(a)-5(d) show the variation of the wind farm CF with the LAT, estimated at different values of incoming wind speed. Among the four analytical wake models, the Frandsen model predicts the largest CF, while the Ishihara wake model predicts the smallest; this trend holds true over the entire range of LAT studied and the different incoming wind speeds considered. Three scenarios are observed based on the flow patterns inside the wind farm.
Scenario one: When the incoming wind speed is close to the turbine cut-in speed, the downstream turbines most likely do not start generating power, since the wake speeds encountered by these turbines are lower than the turbine cut-in speed. As shown in Fig. 5(a) , when the incoming wind speed is 4 m Á s À1 , the CF predicted using the Frandsen model or the Jensen model shows some variation with the LAT. This is attributed to their relatively high predicted wake speeds, as shown in Fig. 4(a) . For the cases using Larsen model and Ishihara model, due to their relatively lower wake speed estimates, the predicted CFs show almost no variation with the LAT (within the specified ranges).
Scenario two: The wake speed in front of the downstream turbines is expected to be higher than the turbine cut-in speed in this case. The flow pattern inside the wind farm now becomes more complex owing to the combined influence from the wake effects and the inter-turbine spacing regulated by the LAT. As shown in Fig. 5(b) , the CFs predicted using all four wake models are varying with the LAT. It is observed that although the CF improves as the LAT increases, as the incoming wind speed is approaching the turbine rated speed, the variation of the predicted CF with the LAT becomes less prominent.
Scenario three: This scenario is observed when turbines in the first row reach the rated power. As shown in Fig. 5(c) , the CF predicted using the Frandsen model, the Jensen model, or the Larsen model shows marginal to no variation with LAT (the predicted value is slightly below 100% due to the wake effects). However, this is not the case with the Ishihara model due to its relatively lower wake speeds estimation. As the incoming wind speed continues to increase, the velocity in front of all the downstream turbines also exceeds the turbine rated speed. Therefore, all downstream turbines are then able to reach the rated power, leading to a 100% CF. In Fig. 5(d) , the CF predicted using the Jensen model or the Frandsen model has reached 100%. If the incoming wind speed continued to increase beyond 12 m Á s À1 , the Larsen model and the Ishihara model will also lead to 100% CF estimates.
Power Variation With the Incoming Wind Speed.
The variations of the CF with incoming wind speed are investigated at selected values of LAT, as shown in Figs. 6(a)-6(c) . The "normalized power curve" (indicted by a light gray curve) represents the polynomial fit for the generalized power curve normalized with respect to the turbine rated power. Among the four analytical wake models, we observe that the Frandsen model predicts the highest CF, while the Ishihara wake model predicts the lowest CF. It is observed that, owing to the wake effects, all the predicted CF curves asymptotically approach the normalized power curve when the LAT increases. In addition, the difference between the CFs predicted using different wake models slightly decreases as the LAT increases.
SA of Wind Farm Power Output
In this section, we analyze the sensitivity of wind farm output to five key factors, which include (i) incoming wind speed ðU 1 Þ, (ii) ambient turbulence (I a ), (iii) land area per MW installed (A MW ), (iv) land aspect ratio (a r ), and (v) nameplate capacity (P NC ). Two numerical experiments are conducted to perform the SA using the GE 1.5 MW xle turbines (Table 3) . Numerical experiment I examines the sensitivity of the power output of an array-like wind farm to the first four input parameters. The wind farm is assumed to have 16 turbines installed on a 4 Â 4 array layout. In numerical experiment II, we investigate the sensitivity of the maximized wind farm output to all five input parameters. The maximized wind farm output is obtained by WFLO, which is performed using the mixed-discrete Particle Swarm Optimization algorithm (from the UWFLO framework) [3, 48] . The assumptions made in the case of these two numerical experiments are summarized below:
(1) Wind shear effect is not considered in this paper; the incoming velocity is assumed to be uniform over the entire rotor area (rotor-averaged velocity); (2) Identical turbines are considered; (3) The wind farm has a rectangular shape; and (4) The ambient turbulence over the farm site is constant everywhere.
The e-FAST method is used to perform the SA. An overview of the e-FAST method is provided in Section 4.1. [49] is adopted in this paper, which is an advanced version of the original FAST method proposed by Ckuier et al. [50] [51] [52] [53] . The primary advantage of e-FAST method is the ability to determine both the first-order and the total-order sensitivity indices. The first-order index, also known as the main effect, illustrates the variance of the model output due to each of the input parameters. To estimate the first-order index, the input parameters of a model are transformed into a frequency domain using Fourier transformation. Thus, a multidimensional model is reduced into a model with a single dimension. In the original FAST method [50] , for a model with n input parameters, X ¼ {x 1 , x 2 ,…, x n }, the output of the model, Y, is expressed as
Overview of the e-FAST. The e-FAST method developed by Saltelli and Bolado
A search function is defined to allow the input parameter to oscillate periodically in the input space, by assigning a characteristic frequency x i , expressed as
Here, G i is a transform function, and s 2 ðÀ1; þ1Þ is a scalar.
By applying the properties of Fourier series, E(Y) can be expressed as
½A k cosðksÞ þ B k sinðksÞ (10) where f ðsÞ ¼ f ðx 1 ðsÞ; x 2 ðsÞ; …; x n ðsÞÞ, and i ¼ 1,2,…, n; A 0 , A k , and B k are the Fourier coefficients, defined as
Àp f ðsÞds; and
For practical problems, k must be limited to a reasonable value of the integer N, which indicates the sample size of the input data. The variance of the model output, s 2 Y , can therefore be approximated as
f ðs j Þ sinðs j kÞ (12) In the variance-based SA, the first-order sensitivity index of an input parameter, x i , is defined as the conditional variance of the model output, s To measure this conditional variance, the expectation value of x i , EðY=x i ), must be evaluated throughout the entire interval of x i . In the FAST method, the conditional variance is approximated by summing up the spectrum values for the basic frequency x i and its higher harmonics, as shown below:
In Eq. (13), p ʦ Z and px i ðN À 1Þ=2; and m indicates the order of higher harmonics that are considered [53] .
Therefore, the first-order index can be formulated by combining Eqs. (13) and (12), which is expressed as
The total-order sensitivity index includes the interactions between the input parameters of any order. The e-FAST method uniquely accounts for interactions by considering the complementary set of the conditional variance, corresponding to the ith input [14] . Here, we use "6 ¼ i" to denote "all except i." Hence, the conditional variance, s 
The total-order index is thus given by subtracting the variance due to all other input parameters from 1, that is
Upper and Lower Bounds of Input Parameters.
The process of SA of the wind farm output could become expensive even under the use of analytical wake models. It is therefore important to have a computationally efficient approach to implement the SA. As a result, the selection of the upper and lower bounds of different natural and design factors influencing the wind farm power estimation is an important step in itself. It requires significant prior understanding of the area of WFLO. In this paper, five input parameters are investigated, including two natural factors (incoming wind speed and ambient turbulence) and three design factors (land area per MW installed, land aspect ratio, and nameplate capacity). The ranges of all input parameters are specified with the objective to focus on the variation or range that is most likely to occur in practice.
The upper and lower bounds of incoming wind speed are set as the turbine cut-in speed ð3:5 m Á s À1 Þ and cut-out speed ð20 m Á s À1 Þ, respectively. Based on the nature of the turbine power curve, the incoming wind speed can be divided into three regions as shown in Fig. 3 . In the first region where the incoming speed is below the turbine rated speed, the farm power output is highly sensitive to the incoming wind speed. The second region is a transient region, where the power output may be variably sensitive to the incoming wind speed depending on the deg of the wake-induced power losses. This is because the wake-induced losses can drive the incoming wind from Region II to Region I for the downstream rows of turbines. Hence, the incoming wind speed in this region is ranged from 10% below to 5% above the turbine rated speed. In the third region, the power output of the farm is weakly sensitive or not sensitive to the incoming wind speed variations. In this case, even after wake losses, the wind speed approaching the downstream turbines within the farm remain above the rated speed, unless the farm comprises a very large number of turbines (that would then lead to substantial cumulative wake losses). Therefore, SA is only performed in the first two regions (defined in Fig. 3 ), i.e., case 1 and case 2, respectively. Additionally, a new case (case 3) is defined to investigate the variation of incoming wind speed in the range representing wind speed Class IV (between 7 m Á s À1 and 7:5 m Á s À1 ). The purpose of case 3 is to better understand the impact of the four input parameters other than wind speed, as these impacts are otherwise grossly overshadowed by the influence of wind speed in case 1 and case 2.
The variation range of the ambient turbulence in this paper is specified from 0.1 to 0.25, which is determined based on the representative turbulence intensity given by IEC-61400-1 [54] .
The land aspect ratio, a r , is varied between 0.1 and 10. The range of land area per MW installed is set between 10 ha/MW and 50 ha/MW, based on the reported average unit land usage of U.S. commercial wind farms in 2009 (34.5 6 22.4 ha/MW) [47] . The number of turbines is ranged from 10 to 100. Since identical turbines are considered, the nameplate capacity therefore varies between 15 MW and 150 MW. Owing to the computational constraints, the nameplate capacity is limited to 150 MW, which is the level of a midscale wind farm. The trends obtained are, however, expected to hold for wind farms with larger number of turbines. Tables 4 and 5 list the detailed upper and lower bounds specified for the natural and design input parameters, respectively. It is important to note that the upper and lower bounds of the natural input parameters are specified differently for each case, whereas those for the design input parameters are fixed across all three cases.
Numerical Experiment I: SA of the Power Output of
Wind Farms With Array-like Layouts. In this study, the sample size of each input parameter is set at 1000. Figure 7 presents the sensitivity of wind farm power output to the four input parameters. In this case, the incoming wind speed is between 3:5 m Á s À1 and 10:35 m Á s À1 (case 1). How the choice of wake models affect the sensitivity of the estimated power output to the input parameters is shown in Figs. 7(a)-7(d) . It is observed that the impact of incoming wind speed on the wind farm power output is dominant, irrespective of the choice of wake models. Both the first-order and the total-order sensitivity indices of the incoming wind speed are close to 1. Figures 8(a)-8(d) show the SA performed in case 2, where the variation of incoming wind speed is limited to a small range around the turbine rated speed (between 10:35 m Á s À1 and 12:1 m Á s À1 ). In case 2, it is observed that the relative impact of the input parameters varies appreciably with the choice of wake models. Under all the four wake models, the incoming wind speed still remains the decisive factor affecting the power output. On closer observation, the power output predicted using the Frandsen model (Figs. 8(b) ) is found to be the most sensitive to the incoming wind speed, which can be attributed to the tendency of the Frandsen model to yield relatively high wake speeds (Fig. 4(b) ).
In contrast, the land aspect ratio appears to be the most important input parameter when using the Ishihara model (Fig. 8(d) ); this is an important observation considering that the role of land shape (or aspect ratio) in wind energy production has not been comprehensively investigated either in the turbulence/Atmospheric Boundary Layer (ABL) community or in the wind farm design community. It is also interesting to note that, irrespective of the choice of wake models, the land aspect ratio has a relatively stronger impact than the land area per MW installed. Overall, in case 2, it is observed that the total-order sensitivity index of each input parameter is substantially higher than the corresponding first-order index, when compared to the results obtained in case 1. This observation indicates that the influences of different factors on the farm are highly coupled, which is indirectly also representative of the high nonlinearity of the wind farm power output function. This in turn implies that, in planning wind farm layouts, one needs to carefully consider the interactions between the input factors, which have not always been the case in conventional wind farm design.
Case 3 considers the standard wind class IV as the defined range of incoming wind speed. This case is intended to illustrate the relative importance of the input parameters other than wind speed. The sensitivity results of case 3 are shown in Figs. 9(a)-9(d). It is observed that the relative importance of the input parameters varies significantly with the choice of wake models. When using the Frandsen model or the Larsen model (Figs. 9(b) and 9(c)), the wind farm power output is still mostly regulated by the incoming wind speed; while under Jensen model and Ishihara model (Figs. 9(a) and 9(d) ), land aspect ratio is the most decisive input parameter that regulates the power output. When comparing these results with the single wake test, we can readily identify that the relative influence of incoming wind speed (in terms of wake model choice) on the wind farm power estimation follows the same order as that of the wake speeds estimated by the four different wake models.
Numerical Experiment II: SA on Maximized Farm
Output With Optimal Layouts. In the second numerical experiment, the sensitivity of the maximized farm output is analyzed with respect to five input parameters, including nameplate capacity in addition to those considered in the numerical experiment I. The sample size of each input parameter is again set to 1000. Conditions under cases 1 and 2 (Table 4) are also explored in this numerical experiment. The WFLO takes each combination of the sample input parameters as a given condition. Since identical turbines are considered, the number of turbines to be installed is readily determined based on the given sample value of the nameplate capacity. However, as the number of turbines for each WFLO may be different, the wind farm capacity factor or CF (as defined in Eq. (8)) is used to represent the farm output (to be maximized). Therefore, the WFLO problem is formulated as max CFðVÞ V ¼ fx 1 ; x 2 ; Á Á Á ; x Ns ; y 1 ; y 2 ; Á Á Á ; y Ns g subject to gðVÞ 0 (17) where N s is the number of turbines for the sth combination of sample input parameters; CF(V) is the CF computed using the power generation model in the UWFLO framework [3] ; V is the design vector, which denotes the location of turbines; and g(V) defines the minimum inter-turbine spacing constraint (2D), as given by
Figures 10(a)-10(d) illustrate the sensitivity of maximized wind farm CF to all the five input parameters, when the variation of incoming wind speed is located in region I. Similar to case 1 in numerical experiment I, the impact of incoming wind speed is again the dominant factor influencing the maximized wind farm output, irrespective of the choice of wake models.
A completely different scenario evolves when the variation of incoming wind speed restricted to that in region II (case 2). The corresponding results are shown in Figs. 11(a)-11(d) . It is observed (from Fig. 11 ) that the choice of wake models has a significantly smaller impact on the relative influence of each input parameter compared to that observed for an array layout (Fig. 8) . For the array layout, the order of influence of the different input parameters varies across the different wake models. In contrast, for the optimized layout, the order of influence of the different input parameters remains consistent across all four wake models. For example, Figs. 11(a)-11(d) show that wind speed and nameplate capacity are the strongest and the second strongest influencing factors across all four wake models and land aspect ratio and land area per MW installed have a relatively similar degree of influence on the CF of the optimized wind farm, irrespective of the choice of wake models.
In addition, large values of the total-order indices of all the input parameters are observed. This observation potential again indicates that the input factors are strongly coupled in their influence on the maximized wind farm CF. It also illustrates that the number of turbines, which is often fixed in conventional WFLO, has a significant impact on the maximized farm output potential, compared to other design factors; especially when the incoming wind speed is close to the turbine rated speed.
Figs. 12(a)-12(d) illustrate the optimized layouts resulting from the use of the four different wake models; the corresponding maximized values of CF is reported in the figure captions. Input parameters used to generate these layouts are (i)
, and (v) P NC ¼ 30 MW (20 turbines). It is interesting to note that, when using the Jensen or Frandsen wake model in UWFLO, most of the optimally located turbines lie on the left (upstream) and right (downstream) edges of the farm, with very few turbines on the inside of the farm site; in contrast, when using the Larsen or Ishihara wake model, optimally located turbines are placed both inside and on the edges of the wind farm site. This deviation in the optimal turbine arrangement pattern can be in part attributed to the following characteristics of the wake models: In the Larsen or Ishihara wake model, the velocity deficit is a decreasing function of both the downstream from the turbine and the radial distance from the turbine rotor center-line, unlike the Jenson and Frandsen model, where the velocity deficit is only related to the downstream distance from the turbine. Therefore, under the Larsen or Ishihara wake model, there is expected to be a greater tendency to mitigate wake losses by a staggered layout configuration (greater radial separation between upstream and downstream turbines); whereas, under Jenson and Frandsen model, streamwise spacing will likely dominate the effort to mitigate wake losses.
Conclusion
In this paper, we explored the sensitivity of wind farm power output to five key natural and design factors, using the e-FAST method. Important findings of this research are summarized below:
(1) When the incoming wind speed is lower than the turbine rated speed, the grossly dominant impact of wind speed on the wind farm power generation is not affected by the choice of wake models. (2) When the incoming wind speed is allowed to vary in a relatively smaller range, the relative impact of other input factors become more readily evident, and the following observations were made: (a) For array-like wind farms, the relative importance of each input parameter varies with the choice of wake models, and significant differences in the sensitivity indices are observed across different wake models. The maximum difference can be up to 70%; where the first-order index of the incoming wind speed reached approximately 90% for the Frandsen model and only 19% for the Ishihara model. (b) For wind farms with optimized layouts, the relative importance of each input parameter is less sensitive to the choice of wake models, i.e., layout optimization has a smoothing effect in this context. (c) All input parameters show a high value of the totalorder sensitivity indices, which implies that the farm output is strongly sensitive to the coupled impact of these key factors. Hence, assuming fixed values of certain factors during WFLO, e.g., ambient turbulence or land area, will limit the feasibility of the optimal layouts obtained (which is typical of conventional WFLO methods). (3) The incoming wind speed expectedly drives most of the variance in the wind farm CF, while the nameplate capacity is the most decisive input among all the design factors (influencing the efficiency of optimized wind farm configurations).
This paper has ventured into a scarcely-trodden (but critical) area of understanding the impact of natural/design factors on wind farm performance, by specifically investigating the SA of wind farms with optimized layouts. The upper bound of nameplate capacity was limited to 150 MW in this study due to the high computational expense of SA. Future work should implement more computationally efficient approaches (e.g., using parallel computing or metamodels) to analyze the sensitivity of wind farms with GW size installed capacity. Since different wake models make different assumptions, thereby limiting their applicability to distinct scenarios; a straightforward comparison (as performed here) thus may not yield comprehensive insight into their suitability for WFLO. Future work should therefore also explore more complex SA processes where each model is applied only within its practical feasibility zone defined by its assumptions.
