The selection of bandwidth in kernel equating is important because it has a direct impact on the equated test scores. The aim of this paper is to examine the use of double smoothing when selecting bandwidths in kernel equating and to compare double smoothing with the commonly used penalty method. This comparison was made using both an equivalent groups design and a non-equivalent group with anchor test design. The performance of the methods was evaluated through simulation studies using both symmetric and skewed score distributions. In addition, the bandwidth selection methods were applied to real data from a college admissions test. The results show that the traditional penalty method works well although double smoothing is a viable alternative because it performs reasonably well compared to the traditional method.
Optimal Bandwidth Selection in Observed-Score Kernel Equating
Test equating is used to obtain scores on different test forms that are comparable. In observed-score kernel equating, the continuization of the observed distributions of discrete test scores is based on statistical principles and a Gaussian kernel has typically been used (von Davier, 2011; von Davier, Holland & Thayer, 2004) . In traditional equipercentile equating, linear interpolation has been used for this continuization (Kolen & Brennan, 2004) . The kernel equating function is affected by the selection of bandwidths in this continuization (von Davier et al., 2004) , and thus ultimately affects the test takers' test scores.
There are many ways to select a bandwidth. One popular method is cross-validation (Rudemo, 1982; Bowman 1984) , and a special case of it has been used with kernel equating and the equivalent groups (EG) design (Liang & von Davier, 2009) . It is also common to minimize a penalty function (Härdle & Marron, 1985) , which is the approach typically used in kernel equating (von Davier et al., 2004) . Recently, Cid and von Davier (2009) proposed the use of adaptive and plug-in methods. Although several methods exist, there is still no best way to select optimal bandwidths in kernel equating. In other areas, double smoothing methods have resulted in smaller mean squared errors than other bandwidth selection methods when estimating certain parameters (Häggström & de Luna, 2011; Häggström, 2013) . The aim of this paper is to examine the use of double smoothing when selecting the bandwidth in kernel equating and to compare it to the commonly used penalty method. Both EG design and nonequivalent groups with anchor test (NEAT) design were used with both simulations and real data. The methods were evaluated with respect to bias, mean squared error, percent relative error, and the standard error of equating.
Kernel Equating
The aim of kernel equating (von Davier et al. 2004 
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In the fifth step, the asymptotic standard error of equating (SEE) is calculated from
Bandwidth Selection Methods in Kernel Equating
The selection of bandwidths is important in kernel equating because it affects the resulting equating function. A large bandwidth (i.e. results in an equating close to equipercentile equating using linear interpolation (von Davier et al., 2004) .
Minimizing a Penalty Function
In kernel equating, a penalty function is traditionally minimized in order to find the bandwidths hX and hY. This is done similarly for them. To find the bandwidth for hX minimize 2 PEN( ) (
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where ˆ( ) 
j f x is the derivative of ˆ( ) X h j f x and w is a constant typically chosen to be 0.25 (Lee & von Davier, 2011; von Davier, 2013) . The first term in Equation 3 is a comparison of the estimated relative frequencies and the continuized density function at each score value, thus it preserves the characteristics of the distribution but may undersmooth the data. The second term ensures the smoothness of the continuized distribution. In the later empirical study, 0  means that only the first term is used and 1  means that both terms are used.
Double Smoothing
The idea of double smoothing (DS) was first proposed by Hall, Marron, and Park (1992) in the context of nonparametric density estimations and has since been studied for use in e.g.
simple nonparametric regression estimations (Härdle, Hall & Marron, 1992) , semiparametric estimations of partial linear models (Häggström, 2013) , and nonparametric estimations of average causal effects (Häggström & de Luna, 2011) . In general, the main idea of DS is to select the bandwidth that minimizes an estimate of the mean squared error of the targeted estimator where the bias part is estimated using a pilot bandwidth. Here, we propose the use of a new DS procedure. First, start with a very smooth first estimate of the density function. This is accomplished by using a subjectively chosen large pilot bandwidth, X g , and estimating 
Formally, the proposed DS criterion is defined as
with  (z) denoting the standard normal density function, and
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The pilot estimation part will effectively prevent undersmoothing, and the final DS part is an attempt to preserve the characteristics of the estimated relative frequency distribution.
Empirical Study
Both real data and simulations (with both skewed and symmetric distributions) were used.
Skewed distributions were included because it is common that test score distributions are skewed. For each type of distribution, one simulated data set was generated for the EG design and one was generated for the NEAT design. The X and Y test scores ranged from 0 to 20, and the external anchor test score A ranged from 0 to 10. For the EG design, given
, 1000 instances of X = (X1, …, XN) and Y = (Y1, …, YN) were generated from multinomial distributions for both of the sample sizes N = 100 and N = 1000. For the NEAT design, post-stratification was used. Given the vectorized probability matrices for populations P and Q, υ(P) and υ(Q), respectively, (von Davier et al, 2004, p. 35 ) that contain the joint probabilities of test scores
, 1000 instances of X and A = (A1, …, AN) in P and Y and A = (A1, …, AN) in Q were generated from multinomial distributions of each of the sample sizes. Throughout, a weight between population P and Q of 0.5 was used in computing the score probabilities. For 1  we used w = 0.25 and for DS we used X g = 4, which we deemed large enough because larger pilot bandwidths seemed to give more or less the same end result.
In the simulation using the symmetric setting, the true score probabilities for the EG design were the fitted score probabilities from chapter 7 of von Davier et al. (2004) and the true score probabilities for the NEAT design were the simeq data found in the kequate package. In the skewed setting, the true score probabilities were the fitted score probabilities based on score samples created by multiplying beta random numbers (with shape parameters 5 and 2) by the maximum score value. These were then rounded to integers, which is an approach used by Liang and von Davier (2009) . We used the functions rbeta and rMvdc in the R package for the EG and NEAT designs, respectively. For both distributions settings, we used the same loglinear models as in von Davier et al. (2004) in the EG design, and the same models as in the NEAT example in the R package kequate for the NEAT design.
Real data from a college admissions test that is administered twice a year was used. 
Evaluation Criteria
The equatings were evaluated with the mean of selected bandwidths, mean squared error 
(von Davier et al., 2004) . The evaluation and simulations were performed using R (R Core
Team, 2013) and the kernel equating package kequate (Andersson et al., 2013) .
Results
Results based on the simulated data are summarized in the left panel of resulted in the highest average SEEs at more score values than the other methods in the symmetric setting, but in the skewed setting 1  1 had higher average SEEY(x) and DS had higher average SEEX(y). Although, the mean bandwidths differed somewhat, the difference between 0  and DS were negligible in the EG design except in the skewed setting where there were larger differences at the endpoints, especially the lower ones. Similarly, in the NEAT design 0  differed only slightly compared with DS, although the differences were somewhat larger at the endpoints with a symmetric distribution. 1  resulted in the largest equated score differences compared with the other methods, especially at the endpoints. The selected bandwidths, the highest PRE, and the equated scores obtained from the real data are shown in the right panel of Table 2 . DS gave considerably smaller bandwidths than the penalty methods. Although 0  and DS gave different bandwidths their bandwidths did not change across data collection design. PRE was in general low for all methods regardless of the data collection design, and the highest value observed was 0.65 ( 1  ). The lower right part of Table 2 .
In general, the SEE values were lower for the EG design for all methods compared with the NEAT design for both the test sections. All three methods gave almost identical SEE curves within a given design. 1  had lower SEEY(x) while DS had lower SEEX(y) at more score values than the other methods using both the EG and NEAT designs. However, 1  and DS also had higher SEEY(x) and SEEX(y), respectively, at more score values than the other methods for both the EG and NEAT designs.
Concluding Remarks
This paper examined the possibility of using DS to select bandwidths in kernel equating instead of using the traditional penalty method. The DS criterion differs from the penalty method in terms of how deviation from smoothness is penalized. The performance of the DS method resulted in slightly different bandwidths than the traditional penalty method, but it did not result in qualitatively different equatings except at the endpoints. The PRE in the simulations and the real data study was, in general, low for all methods, and the SEE values were similar between the methods. One might argue that the differences are small, but because there are practical implications of equating test scores it is important to compare bandwidth selection methods. In general, the choice of bandwidth is considered to be more crucial in e.g.
kernel regression than the choice of kernel (Wasserman, 2006) . This was not seen in this study.
Instead, the observed equated score differences in the middle of the score scale in Table 2 are essentially similar to the size differences in the study of Lee and von Davier (2011) who examined differences in equated test scores when using different kernels. However, there were large differences at the endpoints for 1  with the EG design compared with the other methods in the real data study.
From the real data study, it was evident that the choice of bandwidth selection had an impact on the test scores at the endpoints. Because the test takers use the test scores for college admission, the scores at the upper end points are of great importance. An interesting result was that there was a generally large difference for all equated test scores between the NEAT and EG designs. In a large-scale assessment, the anchor test might not be distributed to all test takers due to test security concerns and this means that fewer test takers can be part of the NEAT design than the EG design. Although the example may be viewed as simplistic, it triggers the question of which data collection design is the most informative. Do we get a more precise measure if we use the EG design because we can use a greater portion of test takers than we get if we use fewer test takers, but common items and thus have more information per test taker, as in the NEAT design?
One limitation was that we only varied the number of test takers even though it is also possible to vary the test length. The impact on SEE, MSE and bias when varying the test length or other conditions should be examined further in future studies. An apparent challenge is to examine which criteria should be used when selecting optimal bandwidths. In this study we used bias, MSE, PRE, and SEE. Bias and MSE are not satisfying criteria when we have real data and the true parameters are unknown. PRE gives too little information on which bandwidth to choose, so we are left with the SEE. In contrast to 1  , both 0  and DS gave almost the same bandwidths across sample sizes, and this makes these methods more consistent, or insensitive, depending on one's perspective. It is crucial that a bandwidth selection method fulfills all of these criteria, which DS does. The conclusion is that the penalty method works well although DS is a viable alternative because it performed reasonably well and is easy to implement.
