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Abstract
The aim of this work is to introduce the concept of a multiple Hamiltonian cover (MHC). For the most part, attention is restricted
to the class of cubic three-connected planar graphs. For those graphs having anMHC composed of three Hamiltonian cycles we
are able to derive a Grinberg type result. On the other hand, for those graphs having anMHC consisting of six Hamiltonian cycles
we ﬁnd it convenient to impose the additional notion of balance, which then allows us to deduce some interesting consequences.
We conclude with a problem from three-dimensional geometry.MHC’s play a signiﬁcant role in its solution.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The notion of amultipleHamiltonian cover, orMHC for short, is based on the concepts ofHamilton decompositions
(see [2]), cycle double covers (see [4,17, p. 312, 19, p. 31]) and, is indeed, more closely related to the idea of strong
Hamiltonicity introduced by Kotzig in [13] (see also Deﬁnition 3 later on).
Deﬁnition 1. A multiple Hamiltonian cover for a graph G is a collection H of Hamiltonian cycles of G with the
property that each edge of G belongs to exactly the same ﬁxed number of elements ofH.
If this number is k, we refer to the cover as aHamiltonian k-cover.When k=1, this is simply aHamilton decomposition.
A 2-cover will be called a double cover and a 4-cover a quadruple cover.
Remark 2. A graph with anMHC has to be connected and vertex regular.
But where, exactly, do we ﬁnd graphs withMHC’s? The strongly Hamiltonian (or perfectly 1-factorable) graphs
are one rich source:
Deﬁnition 3 (Kotzig [13]). A regular graph G is strongly Hamiltonian if it can be decomposed into linear factors such
that the union of each two of them is a Hamilton cycle of the graph.
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Fig. 1. Graph number 227 from Royle.
Fig. 2. Truncated icosahedron.
It should be evident from the above deﬁnition that a strongly Hamiltonian graph G of degree n will naturally induce
an (n− 1)-cover consisting of (n2 ) Hamiltonian cycles. Also, a cubic graph has a Hamiltonian double cover if and only
if it is strongly Hamiltonian.
A moment’s reﬂection also reveals that a strongly Hamiltonian graph gives rise to a Hamilton decomposition when
the degree is even and to a Hamiltonian double cover when the degree is odd.
To illustrate the variety of circumstances under which we get graphs having MHCs we have decided to include
several examples: a 2-cover for our favorite graph, number 227 from Royle [15] (see Fig. 1), a 4-cover for the truncated
icosahedron 5 · 62 (see Fig. 2), a 2-cover for the Grünbaum–Malkevitch graph [10] (see Fig. 3), a 2-cover for the
icosahedron (see Fig. 4) and ﬁnally a Hamilton decomposition for the 24-cell (see Fig. 5).
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Fig. 3. The Grünbaum–Malkevitch graph.
Fig. 4. Icosahedron.
The previous examples share a common property, namely, they require only a rather small number of cycles. In
contrast, there are cases where one has to resort to a substantially larger number of Hamiltonian cycles in order to
achieve success. This is, precisely, what happens with the graph of the great rhombicuboctahedron 4 · 6 · 8 (see Fig. 6).
We deﬁnitely would like to know:
Question 4. What is the minimum value of k for which we get a Hamiltonian k-cover in the case of 4 · 6 · 8?
So far we have shown MHC’s for graphs of several kinds. But let us now consider a different setting. Suppose
someone presented us with the following three graphs (see Fig. 7). Something that is immediately apparent is that they
are all very much alike: they are all planar cubic graphs of order 16, whose faces consist of four quadrilaterals, four
pentagons and two hexagons. A tough problem to solve is that of being able to predict how graphs A, B and C in Fig. 7
will behave as far as Hamiltonian covers are concerned. Actually they do exhibit rather different behaviors. We leave
it up to the reader to decide.
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Fig. 5. The 24-cell.
Fig. 6. Great rhombicuboctahedron.
Fig. 7. A, B and C.
Question 5. Which of the graphs in Fig. 7 has no multiple Hamiltonian cover, which has a Hamiltonian 2-cover, and
which has a Hamiltonian 8-cover?
Remark 6. From now on we shall deal exclusively with graphs that are cubic and planar.
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Fig. 8. 1-factors.
Fig. 9. Four coloring.
2. Hamiltonian double covers
We now want to address the issue of graphic representation of Hamiltonian double covers.
Problem 7. Is it really indispensable to draw each of the Hamiltonian cycles individually as we have done previously,
or is there another, more efﬁcient way to represent a Hamiltonian double cover of a cubic graph?
From the fact that we are able to get a decomposition of the graph G into three 1-factors it follows that we can get a
three colored graph in which the edges of any two colors always induce a Hamiltonian cycle. In the case of our favorite
graph example we get upon using red, blue and green the situation illustrated in Fig. 8.
Let us consider the 4-coloring one gets from any Hamiltonian cycle by 2-coloring the interior and 2-coloring the
exterior of the cycle. It is easy to see that in the case of plane cubic graphs with Hamiltonian double covers, one gets the
same 4-coloring regardless of which of the three Hamiltonian cycles one chooses. Here we draw attention to the fact
that this coloring is what we call equitable (see Fig. 9). If we use the notation fR for the sum
∑
(j − 2)fj taken over
all red faces, and similarly for blue, green and yellow then the term equitable refers to the fact that fR =fY =fB =fG.
As a consequence of Grinberg’s theorem (see [6, p. 161], and [16, p. 126]) we get the following result. See also
Bondy and Häggkvist [5], Gehner [8] and Zaks [18] for other extensions of the Grinberg theorem.
Theorem 8 (Equitable face coloring). Let G be a plane cubic graph of order v and assume that G has a Hamiltonian
2-cover, then
∑
(j − 2)fj = v − 22 , (1)
where fj denotes the number of j-sided faces and where the sum extends over all those faces in any given color class.
Proof. It is easily seen that, of the three Hamiltonian cycles, one partitions the faces into red-blue and green-yellow,
one partitions them into red-green and blue-yellow, and one partitions them into red-yellow and blue-green. Applying
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Fig. 10. Forbidden triangle.
Grinberg’s condition to each of these Hamiltonian cycles, one gets:
fR + fB = v − 2 = fG + fY,
fR + fG = v − 2 = fB + fY,
fR + fY = v − 2 = fB + fG
implying that fR = fY = fB = fG = 12 (v − 2). 
Remark 9. This necessary condition allows us to rule out right away certain kinds of graphs from having aHamiltonian
double cover as is the case for plane cubic bipartite graphs, whose order is a multiple of 4. (Just note that in this case the
left-hand side of Eq. (1) is a sum of even numbers, whereas the right-hand side is an odd number.) Thus we conclude
that the graph corresponding to the cube, with its eight vertices, is one of those which must be excluded.
In fact, it is precisely with the help of a conﬁguration derived from the graph of the cube that we are able to convince
ourselves that all cubic planar bipartite graphs do not have Hamiltonian 2-covers. This fact was already observed
by Kotzig [12], who used a somewhat elaborate operation: the so-called  reduction. We merely want to propose an
alternative solution via another operation, which we shall describe later. Back to the conﬁguration mentioned earlier let
us simply say that it is obtained by opening the graph of the cube at some vertex (see Fig. 10). We shall refer to such a
conﬁguration as the “forbidden triangle”. Consider all the paths entering the triangle through one of the edges marked
a, b, c then passing through all the vertices of the triangle and ﬁnally leaving it through a different edge. It should be
immediately obvious that one cannot select three of those paths and get a path 2-cover for this triangle. For if we could
then we would contradict our previous remark about the cube. But then it should also be clear that any plane cubic
graph which contains such a triangle as a subgraph cannot possibly have a Hamiltonian 2-cover.
Remark 10. If a plane cubic graph has a Hamiltonian 2-cover then it is necessarily 3-connected, because graphs with
the previous properties which are only 1 or 2-connected either have no Hamiltonian cycles or if they do they have what
are known as compulsory edges, that is, edges which are used by all Hamiltonian cycles.
Remark 11. If a plane cubic graph with a Hamiltonian 2-cover has a quadrilateral somewhere then a simple reduction,
which we are about to describe, leads to another plane cubic graph with a Hamiltonian 2-cover with a smaller number
of vertices. Without loss of generality we may consider that around a quadrilateral the three Hamiltonian cycles behave
as indicated in Fig. 11. Note: neither face f1 nor f3 can be quadrilaterals, as one can easily convince oneself. The
reduction then proceeds as indicated in Fig. 12. This process clearly yields another plane cubic graph with four vertices
less than the original. Moreover, observe that face f ′1(f ′3) has two vertices less than f1(f3) and f ′2,4 has four vertices
less than the sum of vertices of f2 and f4.
Corresponding to the reduction adjustments to the three Hamiltonian cycles are then as shown in Fig. 13. Clearly
one gets again three Hamiltonian cycles which use every edge exactly twice, thus ensuring that the resulting graph is
also 3-connected.
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Fig. 11. Hamiltonian cycles around a 4-face.
Fig. 12. Reduction.
Fig. 13. Adjustment.
So ﬁnally we are ready to establish:
Theorem 12. If G is a plane cubic bipartite graph then G cannot possibly have a Hamiltonian double cover.
Proof. Let us assume, contrary to the statement, that there is a smallest graphG in this class with a Hamiltonian 2-cover.
Smallest here is to be taken in the sense of having the minimum number of vertices. G has at least 12 vertices. Being
plane cubic bipartite and with a Hamiltonian 2-cover G contains a number of quadrilaterals, but no forbidden triangle
as a subgraph. Selecting one of these quadrilaterals and applying the reduction operation, in at most two possible ways,
we get in each case another plane cubic bipartite graph which
(i) either is no longer 3-connected,
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(ii) or has a forbidden triangle,
(iii) or is again 3-connected and has no forbidden triangle.
The ﬁrst two options contradict our earlier remarks about graphs with Hamiltonian 2-covers and the third would
yield a contradiction to the fact that G was already the smallest graph with the required properties. 
3. Hamiltonian quadruple covers
The graph of the cube, however, is just one of many graphs which do have a Hamiltonian quadruple cover. And it is
for these kinds of graphs that we pose the following
Problem 13. Besides drawing each of the Hamiltonian cycles involved, as we did in the case of the truncated
icosahedron, is there another way of representing a Hamiltonian quadruple cover which requires only a single
drawing?
Let us start by observing that the complement of a Hamiltonian cycle in a cubic graph is a perfect matching. All six
perfect matchings corresponding to a Hamiltonian 6-cycle 4-cover would then yield a double cover of the graph G.
Another way of looking at this is to consider the graph 2G, that is the graph obtained from G by replacing each edge of
G with a pair of parallel edges. The perfect matchings would then generate a 6-coloring of 2G. Such a representation
would in part answer our question. But do we really need to include the complete perfect matchings? We would rather
prefer to use less: only parts of the perfect matchings. Note that each perfect matching in fact consists of two kinds of
edges: those inside and those outside of the corresponding Hamiltonian cycle. Is it possible to select from each perfect
matching a single set of edges (either the interior or the exterior one) so that in the end we get a partition of the edge
set of G? Incidentally, knowledge of either one of those sets is all that is required to reconstruct the corresponding
Hamiltonian cycle. This is because if we delete the edges from either one of those sets we are left with an outerplanar
graph, which clearly has just one Hamiltonian cycle.
Hence we ask ourselves:
Problem 14. When is this outlined strategy realizable?
In the case of the simplest object we can think of, namely the cube, the above mentioned procedure can certainly be
carried out, as anyone can easily verify. But:
Question 15. Is it possible to apply the above strategy in the case of the truncated icosahedron for example?
And more importantly, what is the situation in general?
As another instance consider the graph for the truncated octahedron 4 ·62. It is not difﬁcult to obtain anMHC for it.
We exhibit one in Fig. 14 and note that we cannot select a set of interior (respectively, exterior) diagonals corresponding
to each of the cycles and thereby get a partition of the edge set. The problem is that there is too much overlap on the part
of the chords. However, if we resort to a differentMHC, as the one shown in Fig. 15, we easily achieve the desired
objective (see also Fig. 16). This situation prompts us to formulate the following:
Deﬁnition 16. We call a Hamiltonian quadruple cover of a graph G balanced if the edge set of G can be partitioned
into six subsets, each of which is the set of interior or exterior chords of one of the Hamiltonian cycles in the cover.
Remark 17. In a balanced Hamiltonian quadruple cover, the Hamiltonian cycles together cover each edge four times
and the selected chord sets together cover each edge once. It follows that the six complementary chord sets also partition
the edge set ofG. In order to differentiate the two partitions we shall refer to one of them as the interior and to the other
as the exterior partition.
Moreover, we shall assume that the Hamiltonian cycles have been colored with the colors from the set {A,B,C,
D,E,F} and that the sets of chords receive the same color as the cycle from which they are derived. Thus, we will
think of the partitions as being colored also.
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Fig. 14. Truncated octahedron.
Fig. 15. Truncated octahedron.
Something we would like to know very much is:
Open Problem 18. If a graph has anMHC consisting of six cycles does it necessarily also admit a balancedMHC?
The answer should be clear if the graph G did have a Hamiltonian double cover to begin with.
Let us derive a couple of consequences which follow from having a balancedMHC.
First of all:
Theorem 19. In a partition of the edge set of a graph G induced by a balanced Hamiltonian quadruple cover each
face is incident with edges showing three different colors.
Proof. From the deﬁnition of a balanced MHC it is impossible that the edges incident with a face show no color
at all or only one. So let us consider the situation where the edges in the boundary of a face exhibit only two colors,
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Fig. 16. Orientation.
say:A and B. Suppose this happens for the interior partition. Then if we consider the edges in the boundary of the
corresponding face in the exterior partition they must necessarily show four colors, C,D,E, and F. Two adjacent
edges in the boundary of this face are of course adjacent to a third edge which is not in the boundary. This edge must
show a color different fromC,D,E, andF. Otherwise we would have three exterior faces around a vertex. This leaves
only A and B as options. But either one of them is impossible, because then the edges colored A or B would not
have constituted a matching. Hence the only possibility is for the edges in the boundary of all the faces to exhibit three
colors. 
Secondly when a graph G has a balancedMHC we can orient each of the intervening six Hamiltonian cycles in an
essentially unique way (see Fig. 16) and then observe a kind of “cancellation property”.
In order to give a more precise and clear deﬁnition of what we mean by the previous comment we need to adapt the
notion of an orientable cycle double cover to our situation (see, for example, [17, p. 318, 19, p. 33]).
Deﬁnition 20. A Hamiltonian quadruple cover for a cubic planar graph G is orientable if its cycles can be oriented as
directed cycles so that for each edge two of the cycles containing it traverse it in one direction and the other two in the
opposite direction.
Not all Hamiltonian quadruple covers are orientable: take for example the cycles in Fig. 14. But
Theorem 21. If a cubic planar graph G has a balanced Hamiltonian quadruple cover then it is orientable.
Proof. In order to orient the Hamiltonian cycles appropriately we ﬁrst choose one of the two edge partitions, lets say
we select the interior one. Then we have just determined for each Hamiltonian cycle what are to be considered as its
interior chords. Now we adopt the convention that for someone travelling along any of the Hamiltonian cycles the
corresponding interior chords have to be always on his/her right. To get the same orientation for the cycles when using
the exterior edge partition we have to impose the restriction that for someone travelling along any of the Hamiltonian
cycles the corresponding exterior chords have to be always on his/her left.
So if the three edges incident with a certain vertex in the interior edge partition of the graph G are colored with
colorsA,B, andC this immediately allows us to assign an orientation to the three cycles which use those same colors.
Moreover, the absence of the other three colors, namelyD,E, andF, at those same three edges serves to indicate their
presence at those same three edges in the exterior edge partition. But then the three edges incident with the vertex have
to be on the left as seen by someone travelling along any of these Hamiltonian cycles. So in the end we get for every
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edge around the vertex that two of the cycles containing it traverse it in one direction and the other two in the opposite
direction. 
Remark 22. It might also be worth mentioning that one can perform certain operations on a pair of graphs with a
balancedMHC which generate larger specimens with this same property: one is le mariage, a construction described
in detail by Kotzig [13] and Kotzig and Labelle [14], and another is merging, a procedure outlined in Grünbaum
[9, p. 373]. Zhang [19, p. 66] also describes the ﬁrst method referring to it as a 3-edge-cut.
4. Hamiltonian covers for a problem in geometry
In this section, we want to sketch how we arrived at the solution of a problem in three-dimensional geometry through
the use of Hamiltonian covers (details of this can be found in [7]).
For a more general, alternative approach to the solution of the problem we are about to discuss consult the reference
by Barnette [3].
Let us consider polyhedra all of whose faces are of one kind only, also known as face-regular polyhedra. Recall that
the angle between two adjacent faces in a polyhedron is called the dihedral angle. Then the dihedral angle-sum is just
the sum of the dihedral angles corresponding to each edge of the polyhedron.
We shall be concerned with the following
Problem 23. Find a best possible upper bound for the dihedral angle-sum of a face-regular polyhedron.
We shall take certain notions from spherical geometry for granted such as “das sphärische Bild” [1, p. 35], which
we refer to as the spherical image (or dual on the surface of the unit sphere) as well as several basic results:
Theorem 24 (Hausner[11, p. 212]). In any polyhedron without boundary, if vectors are erected on each of its faces
pointing outward, and if the length of each such vector is equal to the area of the face on which it stands, then the sum
of these vectors is 0.
Proposition 25 (Alexandrow [1, p. 36]). If di denotes a dihedral angle of a polyhedron, say between faces fj and fk ,
and si denotes the length of the corresponding arc of a great circle joining the points pj and pk on the surface of the
sphere of radius one then di and si satisfy the following supplementary condition:
di + si =  for i = 1, . . . , e. (2)
Theorem 26 (Fetter [7]). Let 〈v1, v2, . . . , vn〉 be any n nonzero vectors in R3 whose sum is equal to zero. Then
any closed trajectory p1 → p2 → · · ·pn → p1 which joins all the endpoints of the corresponding unit vectors
〈p1, p2, . . . , pn〉 on the sphere of radius one by arcs of great circles has length at least 2.
With the preceding results we are able to establish the following:
Theorem 27. Let P be a face-regular polyhedron with v vertices, f faces and e edges. If its spherical image has an
MHC then
e∑
i=1
di <
e
f
(f − 2),
where di represents the ith dihedral angle of P.
Proof. Since by assumption there is anMHC consisting of a certain number m of cycles, we get for each cycle, by
the previous (26):∑
j
sj > 2,
where the sum is over all sj ’s comprising the cycle.
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Now since each edge is used by the collection of cycles exactly k times we get
k
e∑
i=1
si >m2.
By using the above mentioned supplementarity property (2):
k
e∑
i=1
(− di)>m2,
e−
e∑
i=1
di > 2
m
k
,
e∑
i=1
di <
(
e − 2m
k
)
.
Taking into consideration that on the one hand the m cycles use f edges each and on the other hand each edge, of which
there are a total of e, is being used k times we get the relation
m · f = k · e.
Hence we get that
e∑
i=1
di <
(
e − 2 e
f
)

so that
e∑
i=1
di <
e
f
(f − 2). 
Remark 28. Let us just mention that for the approach considered it is essential that the spherical dual has aHamiltonian
k-cover.
Example 29. We conclude with our favorite graph example, which on this occasion we consider as a polyhedron. It
is certainly not face-regular, but its dual certainly is having faces of one kind only, namely triangles. It consists of 10
vertices, 16 faces and 24 edges. By applying the previous result to it we get an optimal upper bound for its dihedral
angle-sum given by
24∑
i=1
di <
24
16
(16 − 2)= 21.
Answers to the questions:
• Incidentally, it is not difﬁcult to show that the total number of cycles in a Hamiltonian k-cover for the great
rhombicuboctahedron has to be a multiple of 33, so the lower bound for k is 22. Our best effort so far has yielded
anMHC consisting of 66 cycles, so that k = 44.
• A is graph 199 from Royle which has a Hamiltonian 8-cover, B is graph 227 from Royle (well-known to us) and
C is graph 229 from Royle which has no Hamiltonian cover whatsoever.
• The graph of the truncated icosahedron certainly has a balancedMHC. Moreover, with the help of the equitable
face coloring theorem (8) one can even show that it is strongly Hamiltonian.
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