Mechanistic modelling of animal movement is often formulated in discrete time despite problems with scale invariance, such as handling irregularly timed observations. A natural solution is to formulate in continuous time, yet uptake of this has been slow. This lack of implementation is often excused by a difficulty in interpretation. Here we aim to bolster usage by developing a continuous-time model with interpretable parameters, similar to those of popular discrete-time models that use turning angles and step lengths. Movement is defined by a joint bearing and speed process, with parameters dependent on a continuous-time behavioural switching process, creating a flexible class of movement models.
Introduction
The study of individual animal movement is an active area of ecological research, with advances in tracking technologies allowing data collection at increasing precision and frequency. This ability to capture short term movement has motivated the study of Modelling approaches can be classified by their formulation of time; continuous models define movement at any positive, real time, whereas discrete models are defined only on some pre-determined 'grid' of times. Often, the time scale in a discrete analysis is that given by the sampling scheme of the observations, leading to problems regarding observations would lead to a small number of large (±π) turning angles. To account for these, inference would describe movement that is tortuous (correlated random walk with low correlation). However, if observation error is accounted for, Parton et al. (2017) show that the information provided by all the observations suggests movement that is persistent (correlated random walk with high correlation). 2 Multistate movement based on steps and turns
Single state movement model
The basic component for movement follows that of Parton et al. (2017) , in which the animal has both a bearing θ(t) and a speed ψ(t) at time t ≥ 0. The bearing process describes the direction the animal is facing, assumed to evolve according to Brownian motion with volatility σ 2 θ so that
where W (t) is the Wiener process (Guttorp, 1995) . This reflects the common assumption of persistence, where the animal will most likely travel in the same direction over a short period of time. Over a finite period of time, the change in direction of facing will be a wrapped Gaussian with mean zero and a variance which is a linear function of time.
The direction an animal is facing at any time is constrained to [−π, π], however, here θ(t) is not constrained in this way and can take any real value. For example, given times 0 ≤ t < s, let θ(t) = 0 and θ(s) = 2π. Although the animal was facing the same direction at both times, there is information about the behaviour of the process between these points, as the animal has turned an entire 'loop' over this time frame (with the distribution of this constrained process being a Brownian bridge)
A one-dimensional Ornstein-Uhlenbeck process (Iacus, 2008) is assumed to govern the speed with which the animal is travelling, with parameters {µ, β, σ
Hence the animal's speed is stochastic but correlated, with long-term average µ and variance σ 2 ψ /2β.
Alternate modelling assumptions to those presented may be desired dependent upon application. A more direct comparison with discrete-time correlated random walk models would be to model speed as Brownian motion so that distances travelled over disjoint time periods are independent. Similarly, directed/biased movement could be achieved by altering the Brownian motion on the bearing process, or assuming some OrnsteinUhlenbeck process.
The joint process given by the bearing and speed of the animal completely defines the location process Z = {X, Y }, given by dX(t) = ψ(t) cos(θ(t)), dY (t) = ψ(t) sin(θ(t)). . The behavioural process is taken to be a continuous-time Markov chain with switching rates λ and probabilities q (Guttorp, 1995). The animal will follow behavioural state i for a length of time exponentially distributed with rate λ i , before switching to state j with probability q i,j . Within a behaviour there is a corresponding set of parameters describing the movement, as in Section 2.1. With this extension in place the marginal joint process of bearing and speed is not Markovian, however the joint process of behaviour, bearing and speed is.
Multistate switching model
The movement of the animal is therefore parametrised by the set Φ = {Φ B , Φ M }, with
. . , n}, where n is the number of behavioural states.
Simulating multistate movement
Realisations of movement given parameters Φ can be easily simulated, with an example of such in Figure 1 . The behavioural process is simulated according to a continuous-time Markov chain with generator matrix defined by Φ B . Given a current behaviour B(t) = s, this involves drawing the time until the next behavioural switch from an exponential distribution with rate λ s and then choosing the new behaviour j = s with probability q s,j .
Given a realisation of the behavioural process, movement is simulated at an approximate time scale δt, which can be arbitrarily fine. If the behaviour at time t is B(t) = s, then the bearing and speed are given as
Given this approximation, the familiar notion of a 'step' is recovered by ν(t) = ψ(t)δt.
Given the joint processes {θ, ν}, the Euler-Maruyama approximation of location in 2-dimensional space is given by the cumulative sums
[ Sections 3.1 and 3.2 describe the sampling schemes used for the behavioural and movement parameters, respectively. In both cases the sampling is standard, employing
Gibbs sampling and a random walk Metropolis-Hastings algorithm. Section 3.3 describes the Metropolis-Hastings algorithm used for the reconstruction of the unobserved refined path, in which a novel method of simulation is used to create the independent proposals within this sampling scheme.
Sampling the behavioural process parameters
The behavioural process parameters are sampled conditional on the complete observation of the behavioural process. Conjugate distributions for the switching rates (λ) and probabilities (q) of a continuous-time Markov chain are gamma and Dirichlet, respectively.
Assuming such conjugate priors allows direct sampling from the posterior conditional as a Gibbs steps (Blackwell, 2003) . Further details are given in Appendix A.1.
Sampling the movement process parameters
The movement process parameters are sampled conditional on the complete observation of the refined path (both behaviour and movement) and the behavioural parameters.
The movement parameters are updated simultaneously using a random walk MetropolisHastings step, with independent proposals for each parameter. Since all movement parameters are constrained to be positive, independent univariate Gaussians truncated below at zero are used as proposal distributions to generate the step in the random walk.
In a simultaneous update of the movement parameters, the likelihood of the refined movement path is calculated for the current and proposed parameters and combined with the appropriate prior probability. The standard Metropolis-Hastings acceptance ratio is used to decide on the acceptance of the proposal. Further details are given in Appendix A.2.
Reconstructing the unobserved refined path
The key step for inference is to sample the unobserved 'refined path'-given by the behavioural process, and the bearing and speed processes at a refined time scaleconditional on the parameters. As the dimension of the full movement path will be large (the example of Section 4 leads to a path with around 2,300 locations at the chosen refined time scale), reconstruction is carried out on random short sections. The aim is to simulate the refined path between two observation times a and b, conditional on the fixed path outside of these times and a set of parameters. This can easily be extended to span multiple observed locations. A diagram of this scenario is given in Figure 2 , with two circular points showing the fixed observations that the path will be simulated between.
[ Figure 2 about here.]
The quantities to simulate are those in black in Figure 2 consisting of: the behavioural process B between times a and b, the bearings {θ 1 , . . . , θ n−1 } and the steps {ν 1 , . . . , ν n−1 }.
The fixed values that are to be conditioned upon are displayed in grey in Figure 2 consisting of: the locations {Z(a), Z(b)}, the behaviours {B(a), B(b)}, the bearings {θ 0 , θ n } and the steps {ν 0 , ν n }. As the bearing and step processes are given by a discrete-time approximation, the fixed points are the values of the respective process at the refined point immediately before and after the path section of interest, as in Figure 2 .
Simulating the quantities of interest conditional on all fixed values is not possible due to the non-linearity of the location process (see Equation 3), and so a proposal path section is simulated from a simpler distribution that is then accepted or rejected using a Metropolis-Hastings ratio. An independence sampler is employed using a novel simulation method to propose a new path section, described below. Further details on the acceptance condition is given in Appendix A.3.
Simulating a refined path proposal
A behavioural proposal B * is simulated between the times a and b, given fixed values Given the behavioural simulation, the set of refined times {t 1 = a, . . . , t n−1 } is created.
This must be a sequence of times between a and b that includes behavioural switch times, and is chosen to approximately be on some time scale δt, the choice of which is discussed in Section 5. This forms the times to simulate the bearings and speed over, as in Figure 2 .
The bearing proposal θ * over the times {t 1 , . . . , t n−1 } is simulated conditional on the fixed bearings {θ 0 , θ n } at the times {t 0 , t n = b}, the behaviours B * and the parameters Φ. The distribution of this process is a Brownian bridge with time-varying volatility parameter, dependent on behaviour. The times {t 1 , . . . , t n−1 , t n } are transformed, weighted by the turn volatility at each respective time, to give a process with constant volatility.
The Brownian bridge is then simulated on the transformed times {t 1 , . . . , t n−1 }, given the values {θ 0 , θ n } at the end times {t 0 , t n } (see Iacus (2008) for Brownian bridge simulation).
Simulating the step proposal To propose the steps ν * over the times {t 1 , . . . , t n−1 }, the joint distribution of ν and Z(b), given by
where
given a known behavioural process and fixed end steps is The form of m 1 , Σ 1 arise from the speed process (from which ν is derived) being an
Ornstein-Uhlenbeck bridge with inhomogeneous parameters, calculated by the following method. The fixed values ν 0 , ν n are transformed to give speeds ψ 0 = ν 0 /δt 0 and ψ n = ν n /δt n . The joint distribution ψ 1 , . . . , ψ n | ψ 0 , B * is created by iteratively applying
where µ, σ 2 are given by Equation 2. This joint distribution is then partitioned into ψ 1 , . . . , ψ n−1 and ψ n in order to condition upon the known value for ψ n using standard conditioning of a multivariate normal (Eaton, 2007) to give the joint distribution 
The steps are being conditioned upon a linear constraint (the fixed Z(b)), leading to a singular distribution. Simulation of such follows the 'conditioning by Kriging' procedure in Rue and Held (2005), by first simulating from the unconditioned x ∼ N(m 1 , Σ 1 ) and adjusting for the constraint by
This path proposal method does not take into account the fixed location at the end of the section when simulating the behaviours and bearings. Therefore, a MetropolisHastings step (ratio details in Appendix A.3) assesses whether this proposal is accepted. 
Prior and initial information
A prior distribution specifying an upper bound on the ratio of the speed parameters to avoid the presence of negative speeds in both states was applied. To define state 2 as 'travelling', a Gaussian prior with mean 0.05 and standard deviation of 0.1 was placed on the turn volatility. All remaining movement parameters had flat priors. The same prior was on both switching rates, being a gamma distribution with rate 4 and shape 0.1. This was chosen to limit the rate of behavioural switching, strongly discouraging switching occurring at a shorter time frame than 4 hours, with 90% prior credible interval for residency time of (6, 7 × 10 13 ) hours. This prior is fairly vague when comparing with the posterior credible intervals (see below).
An initial movement path was created at a time scale of 2 hours by taking an interpolating cubic spline between observations. The choice of a 2 hour time scale gives around 11 unknown locations for reconstruction between each pair of observations, thought to provide an acceptable trade-off between computational cost and approximation to continuous time (see Section 5 for further discussion of δt). The corresponding initial behavioural configuration was set by identifying any points on this path with speed above 100 m/h. Initial parameters were set as estimates from this initial path configuration.
The algorithm of Section 3 was applied for 48 × 10 5 iterations, with each iteration consisting of a single parameter update and 100 refined path updates on random sections of path with lengths ranging 4-24 points (i.e. 8-48 hours). Samples were thinned by a factor of 1000 and the first quarter were treated as a 'burn-in' period, leaving 3600 stored samples of parameters and reconstructed refined paths. Long sub-path lengths are desirable as the proportion of path being updated is high. However, this incurs computational cost and has low acceptance due to high dimensionality. A mixture of short sub-path lengths (easily accepted) helps with mixing, following on from such a discussion in Blackwell et al. (2015) . The choice here was based on acceptance rates in pilot runs: lengths higher than 24 had too low acceptance to be feasible, and lengths of 4 allowed these short section updates that helped with mixing. 
Results
λ i | B ∼ Gamma(c i + n j=1 b i,j , d i + a i ), q i,1 , . . . , q i,n | B ∼ Dirichlet(f i + b i ), where b i = {b i,1 , . . . , b i,n }.
A.2 Conditional distribution for movement parameters
The full conditional distribution,
when there is no observation error present, is given as
is the density of the prior of the movement parameters and
where θ 1 ∼ U(−π, π),
using the equilibrium distribution of the Ornstein-Uhlenbeck process for the initial speed likelihood. The conditional likelihoods in the product above are given by equations 1.
A.3 Conditional distribution for the unobserved refined path
The full conditional distribution of a section of the refined path, up to a constant, needed for the Metropolis-Hastings step can be written as
where F = {B(a), B(b), θ 0 , θ n , ν 0 , ν n , Z(a)}. The simulation method employed to create a proposal for a refined path section, described in Section 3.3.1, results in a pro-Time (days)
CT behav 2 probFigure 6: Left plot: sampled behavioural parameters (on log scale) for elk-115, λ 1 is the switching rate out of the 'foraging' state and λ 2 is the switching rate out of the 'travelling' state. Upper right plot: probability of residing in behaviour 2 ('travelling') over time. Lower right plot: probability of residing in behaviour 2 using the R package moveHMM (Michelot et al., 2016). In both plots on the right, points are included to highlight the times/frequency of observations. Parameter 5% 50% 95% 
