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THE HYDRODYNAMIC LIMIT FOR LOCAL MEAN-FIELD DYNAMICS
WITH UNBOUNDED SPINS
ANTON BOVIER, DMITRY IOFFE, AND PATRICK MU¨LLER
Abstract. We consider the dynamics of a class of spin systems with unbounded spins
interacting with local mean-field interactions. We prove convergence of the empirical
measure to the solution of aMcKean-Vlasov equation in the hydrodynamic limit and prop-
agation of chaos. This extends earlier results of Ga¨rtner, Comets and others for bounded
spins or strict mean-field interactions.
1. Introduction and results
In this paper we consider coupled systems of N ∈ N stochastic differential equations
(sde) of the form
dθNi (t) = −ψ′
(
θNi (t)
)
dt +
1
Nd
∑
j∈Td
N
J
(
j − i
N
)
θNj (t)dt + dBi(t), i ∈ TdN , (1.1)
Here we denote by Td
N
≡ {1, . . . ,N}d the d-dimensional discrete torus of side-length N.
θN
i
(t) take values in R, ψ : R→ R is a local potential that we will assume for simplicity to
be a polynomial of degree 2k 1, with k ≥ 2, that is
ψ(θ) = θ2k + lower order terms. (1.2)
The interaction J : Td → R+ will be assumed to be a smooth symmetric function on the
d-dimensional unit torus Td. Finally, Bi, i ∈ N are iid Brownian motions.
We are interested in describing the behaviour of this system in the limit as N ↑ ∞. To
to so, we consider the empirical process,
µN : R+ → M1(Td × R), (1.3)
given by
µNt =
1
Nd
∑
k∈Td
N
δ(k/N,θNk (t))
, t ∈ R+. (1.4)
In terms of the empirical process, the equations (1.1) can be written as
dθi(t)
N
= −ψ′ (θi(t)) dt +
∫
Td
∫
R
J(i/N − y)θµNt (dy, dθ)dt + dBi(t), i ∈ TdN , (1.5)
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1Arguments developed in Section 2 require smoothness and certain growth properties of ψ′ at infinity and
could be readily extended to a larger class of local potentials.
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Now, if µN converges to some measure µ, then it is reasonable to expect that in the limit
N ↑ ∞, the θi will be independent diffusions and that their empirical distribution should,
by the law of large numbers, converge to a measure µt(dx, dθ) = ρt(x, dθ)dx, where, for
any x ∈ Td, ρt(x, dθ) is the law of the diffusion
dθ(t) = −ψ′ (θ(t)) dt +
∫
Td
∫
R
J(x − y)θµt(dy, dθ)dt + dB(t). (1.6)
This self-consistent equation is called the McKean-Vlasov equation. The models we con-
sider, and in fact an even richer class of models including random interactions and poten-
tials, was studied from the point of view of large deviations by one of us [14] where also an
extensive review of the history of these models is given. The main purpose of the present
paper is to give a simple and transparent proof of just the law of large numbers (or hydro-
dynamic limit). Earlier and similar result for more restricted classes of models with strict
mean-field interaction (i.e. J constant) goes back to Ga¨rtner [7] and Comets and Eisele
[2], see also lecture notes [16] for a comprehensive account. A somewhat non-rigorous
derivation in the local mean-field case with bounded spins was given in Katsoulakis et al.
[11].
The convergence proof we present here, under assumption of sufficiently regular initial
distributions - see Theorem 3.3 below, has two main steps. First, one shows that the asso-
ciated local mean-field McKean-Vlasov system (L-MV), as specified in the Definition 2.6
below, has a unique solution with good regularity properties. In fact we will show that
the measure ρt(x, dθ) is absolutely continuous with respect to Lebesgue measure and has
a smooth density that is the solution of a certain partial differential equation. This will be
done in Section 2 using a fixed point argument. The remainder of the proof relies on exis-
tence, unicity and regularity results for the local mean-field system of equations (L-MV).
This will be done by a relative entropy estimate. In Section 4 we prove an additional prop-
agation of chaos result that is also based on appropriate relative entropy estimates, which
in their turn rely on Girsanov transforms and regularity results for solutions of (L-MV).
In the concluding Section 5 we outline a proof of a large deviation principle for empirical
measures µN .
2. LocalMcKean-Vlasov equation
In the sequel we say that a function f is smooth on the closure D¯ of an open domain D
if f is C∞ on D with derivatives of all order having continuous extensions to D¯.
2.1. Heat kernels for 1-dimensional diffusions. To set up the McKean-Vlasov system
in a rigorous way, we consider, for smooth functions h : R+ → R the sde
dθ(t) =
(
h(t) − ψ′(θ(t))) dt + dB(t). (2.1)
The solution of this equation is a time-inhomogeneous Markov process whose generator
is the closure of the operator
Lh(t) =
1
2
e2ψ(θ)∂θ
(
e−2ψ(θ)∂θ
)
+ h(t)∂θ = L0 + h(t)∂θ. (2.2)
It is useful to consider Lh as an operator on the Hilbert space L
2
(
R, e−2ψ
)
, since L0 is a
self-adjoint operator on this space. Below, 〈·, ·〉ψ, and ‖ · ‖2,ψ denote the scalar product and
the norm on L2
(
R, e−2ψ
)
, respectively.
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The formal adjoint of Lh on L
2
(
R, e−2ψ
)
acts on functions ρ : R+ × R as(
L∗hρ
)
t
(θ) = (L0ρ)t (θ) − h(t)e2ψ(θ)∂θ
(
e−2ψ(θ)ρt(θ)
)
. (2.3)
Condition (1.2) implies that L0 has compact resolvent on L
2
(
R, e−2ψ
)
. It has a smooth
transition density (with respect to e−2ψ)
q0t (η, θ) =
∞∑
1
e−λitφi(η)φi(θ), (2.4)
where {φi}i∈N is a complete orthonormal basis of eigenfunctions of L0 and λi are the corre-
sponding eigenvalues. If
ρ0 ∈ D(L0) =

∑
i
aiφi with
∑
i
λ2i a
2
i < ∞
 (2.5)
is an initial density, then ρt(θ) = 〈ρ0, q0t (·, θ)〉ψ is the density at time t, and it solves the
Fokker-Planck equation ∂tρt = L0ρt with initial condition ρ0.
We first show that the law of the solution of the sde (2.1) is absolutely continuous with
a density that is the unique strong solution of the Fokker-Planck equation associated to
the operator L∗
h(t)
. Namely, there exists a C∞
(
(0,∞) × R2,R
)
kernel (see (2.20) below)
(t, θ, η) 7→ qht (θ, η), such that the following holds:
Lemma 2.1. Let the initial distribution of the diffusion (2.1) be absolutely continuous with
respect to the measure e−2ψ(θ)dθ with density ρ0. Assume that h is smooth on R+. Then,
for any t > 0, the distribution of θ(t) at time t is absolutely continuous with respect to the
measure e−2ψ(θ)dθ with density ρht , where,
ρht (η) =
∫
R
ρ0(θ)q
h
t (θ, η)dθ (2.6)
is the classical solution of the Fokker-Planck equation
∂tρ
h
t = L
∗
h(t)ρ
h
t . (2.7)
Proof. The proof of this lemma is adapted from an argument by Rogers [15]. It is based
on an application of Girsanov’s formula. Define
X(t) ≡ −
∫ t
0
(
ψ′(B(s)) − h(s)) dB(s). (2.8)
Let 〈X〉t be the quadratic variation process of X(t). The results in [13, 9] imply that
eX(t)−
1
2
〈X〉t (2.9)
is a martingale. Moreover, Girsanov’s formula holds for θ(t) in (2.1). Namely, for any
bounded and continuous f on R,
Ehθ
[
f (θ(t))
]
= EBMθ
[
eX(t)−
1
2
〈X〉t f (B(t))
]
, (2.10)
where PBM is the law of the Brownian motion starting at θ, and Ph
θ
is the law of the time-
inhomogeneous diffusion (2.1).
Set τR = min {t : |B(t)| ≥ R}. Then (2.10) implies:
Ehθ
[
f (θ(t))
]
= lim
R→∞
EBMθ
[
eX(t)−
1
2
〈X〉t f (B(t))1I{τR>t}
]
. (2.11)
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Let ψR be a sequence of smooth functions such that
ψR(θ) = ψ(θ) if |θ| ≤ R, and ψR = const on both (−∞,−2R] and [2R,∞). (2.12)
Note that on {τR > t}
X(t) − 1
2
〈X〉t = −
∫ t
0
(
ψ′R(B(s)) − h(s)
)
dB(s) −
∫ t
0
1
2
(
ψ′R(B(s)) − h(s)
)2
ds. (2.13)
By Ito’s formula,
−
∫ t
0
ψ′R(B(s))dB(s) = ψR(θ) − ψR(B(t)) +
1
2
∫ t
0
ψ′′R (B(s))ds. (2.14)
By partial integration,∫ t
0
h(s)dB(s) = h(t)B(t) − h(0)θ −
∫ t
0
h′(s)B(s)ds. (2.15)
In view of (2.11) we conclude that
Ehθ
[
f (θ(t))
]
= eψ(θ)−h(0)θ EBMθ
[
e
∫ t
0
F(B(s),h(s),h′(s))ds eh(t)B(t)−ψ(B(t)) f (B(t))
]
, (2.16)
where
F(B, h, h′) ≡ 1
2
ψ′′(B) − h′B − 1
2
(
ψ′(B) − h)2 . (2.17)
By our assumptions on ψ and h for any t there exists a finite constant C(t, h) such that
max
s≤t,B
F(B, h(s), h′(s)) ≤ C(t, h). (2.18)
Proceeding as in [15] we infer that
Ehθ
[
f (θ(t))
]
= eψ(θ)
∫
R
qht (θ, η)e
−2ψ(η) f (η)dη (2.19)
where the heat kernel qht is given by
qht (θ, η) = γt(θ, η)φ
h
t (θ, η), (2.20)
with γt(θ, η) =
1√
2πt
e−(η−θ)
2/2t, and
φht (θ, η) = E
BB
θ,η
[
eh(t)η−h(0)θ+
∫ t
0
F(Bs ,h(s),h
′(s))ds
]
(2.21)
is an exponential functional of a Brownian bridge from θ to η in time t. Then (2.6) follows.
Next, recall that the Brownian bridge B has the convenient representation
Bs = θ +
s
t
(η − θ) +
(
Ws − s
t
Wt
)
, s ∈ [0, t], (2.22)
in terms of a Brownian motionW. Using this representation we can rewrite (2.21) as
φht (θ, η) = E
BM
[
eh(t)η−h(0)θ+
∫ t
0
F(θ+ st (η−θ)+(Ws− stWt),h(s),h′(s))ds
]
= EBM
[
eh(t)η−h(0)θ+t
∫ 1
0
F(θ+u(η−θ)+
√
t(Wu−W1),h(ut),h′(ut))du
] (2.23)
Again, proceeding as in [15], dominated convergence arguments imply that φht (θ, η) is
continuously differentiable in t on (0,∞) and, for every t > 0 it is C∞ in θ and η on R × R.
From this the claim (2.7) of the lemma follows by a modification of standard computations
employed on pp.160-161 of [15] . 
The proof of the preceding lemma readily yields a bound on the growth of ρt.
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Lemma 2.2. Under the conditions of Lemma 2.1 assume in addition that the the initial
density ρ0 is bounded in L
2
(
R, e−2ψ
)
, that is ‖ρ0‖2,ψ < ∞ . Then,
‖ρht ‖22,ψ ≤ e
1
2
∫ t
0
h(s)2ds‖ρ0‖22,ψ, (2.24)
Proof. Note that (2.18), (2.20) and (2.21) imply the following bound:
sup
η
‖qht (·, η)‖∞ + sup
η
‖∂ηqht (·, η)‖∞ < ∞ (2.25)
for any t > 0. Hence, if ρ0 is compactly supported, (2.6) implies that,
‖ρht ‖2,ψ + ‖∂ηρht ‖2,ψ < ∞, (2.26)
for any t > 0. On the other hand, using (2.7),
d
dt
‖ρht ‖22,ψ = −2‖∂ηρht ‖22,ψ + 2h(t)
∫
R
ρht (η)∂ηρ
h
t (η)e
−2ψ(η)dη
≤ 1
2
h(t)2‖ρht ‖22,ψ, (2.27)
where the inequality follows from the elementary fact that ab ≤ a2
4
+ b2, applied with
a = h(t)ρht (η) and b = ∂ηρ
h
t (η). Integrating this differential inequality yields (2.24). The
general case follows by monotone convergence arguments. 
A further consequence is a Lipshitz bound on the dependence of the densities on the
drift. Consider an L2(R, e−2ψ) initial density ρ0 and let h(t) and g(t) be two time dependent
smooth drifts on R+.
Lemma 2.3. Define Dt(η) = ρ
g
t (η) − ρht (η). Then the L2(R, e−2ψ)-norm of Dt satisfies the
following upper bound:∥∥∥ρgt (η) − ρht (η)∥∥∥22,ψ ≤ e∫ t0 (g(s)2+h(s)2)ds‖ρ0‖22,ψ
∫ t
0
(g(s) − h(s))2 ds. (2.28)
Proof. As in the proof of Proposition 2.2 it would be enough to assume that ρ0 is smooth
and compactly supported. Then ‖Dt‖22,ψ and ‖∂ηDt‖2,ψ are finite for any t > 0. Hence
1
2
d
dt
‖Dt‖22,ψ = −‖∂ηDt‖22,ψ + g(t)〈ρgt , ∂ηDt〉ψ − h(t)〈ρht , ∂ηDt〉ψ
= −‖∂ηDt‖22,ψ + g(t)〈Dt, ∂ηDt〉ψ + (g(t) − h(t))〈ρht , ∂ηDt〉ψ
≤ g(t)
2
2
‖Dt‖22,ψ +
(g(t) − h(t))2
2
‖ρht ‖22,ψ.
(2.29)
Since D0 = 0, the bound (2.28) follows from (2.24). 
2.2. Strong form of the local McKean-Vlasov equation. We can now formulate the
McKean-Vlasov problem. To do so, we define the set A of admissible drift fields h :
Td × R+ → R:
A ≡ C0,∞
(
Td × R+,R
)
. (2.30)
Next, define the set B of admissible density fields.
Definition 2.4. A density ρ(x, ·) is a nice profile if it is smooth in η, and continuous in x
as a map from Td to L2
(
R, e−2ψ
)
. In particular, nice profiles satisfy maxx ‖ρ(x, ·)‖2,ψ < ∞.
We denote by B the set of density fields ρ : Td × R+ × R 7→ R which satisfy:
(i) ρt(x, ·) is nice for any t ∈ R+.
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(ii) For any x ∈ Td, ρt(x, η) are C∞,∞ (R+ × R) in (t, η).
Remark 2.5. Continuity in x in the above definition of nice profiles is redundant, and we
assume it for convenience and for clarity of exposition. Theorem 2.7 and Theorem 3.3 hold
if, instead of continuity, one assumes measurability and boundness - supx∈Td ‖ρ(x, ·)‖2,ψ <
∞.
Definition 2.6. Given initial density ρ0(x, θ) a strong solution of theMcKean-Vlasov equa-
tion (1.6) is a pair (ρ, h), with ρ ∈ B and h ∈ A, such that
∀ x ∈ Td and ∀ t ∈ [0,∞)

ρt(x, ·) = ρhxt with initial condition ρ0(x, ·)
and
hx(t) =
∫ ∫
J(y − x)ρt(y, η)ηe−2ψ(η)dηdy
(L-MV)
Above we continue to use ρht for the density at time t of the time inhomogeneous diffu-
sion with generator Lh(t).
The following theorem asserts the existence and uniqueness of the McKean-Vlasov
problem.
Theorem 2.7. Assume that ρ0(x, ·) is a nice initial profile. Then there exists a unique
strong solution (ρ, h) of the system (L-MV).
An equivalent reformulation of the Theorem is to say that for any T fixed a unique strong
solution exists on any time interval [0, T ]. The proof of the latter is based on contraction
properties of the map Φ which we construct below.
2.3. The map Φ. Fix an initial density ρ0(x, θ) which satisfies the assumptions of Theo-
rem 2.7. We define a map Φ : A→ A by
Φ[h]x(t) ≡
∫
Td
∫
R
J(y − x)ηρhyt (η)e−2ψ(η)dηdy. (2.31)
It is useful to view this map as the composition of two maps,
Φ1 : A→ B, (2.32)
where, for h ∈ A,
(Φ1(h))
x(t) ≡ ρhxt , (2.33)
and
Φ2 : B→ A, (2.34)
where, for ρ ∈ B,
(Φ2(ρ))
x(t) ≡
∫
Td
∫
R
J(y − x)ηρyt (η)e−2ψ(η)dηdy. (2.35)
Clearly, Φ(h) = Φ2 ◦ Φ1(h). The fact that Φ1 maps A into B follows from the proof of
Lemma 2.1, specifically from (2.6) and (2.20), and from Lemmas 2.2–2.3. The fact that
Φ2 maps B into A follows readily from its definition and the smoothness of J. Therefore
the composite map Φ maps A into A, i.e., if h is an admissible drift field then Φ[h] is also
an admissible drift field.
As a first step we prove the following a priori bounds.
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Lemma 2.8. Assume that h ∈ A satisfies
‖h‖∞ ≡ sup
t
max
x
|hx(t)| < ∞. (2.36)
Then,
|h|Φ ≡ sup
n
‖Φn[h]‖∞ < ∞. (2.37)
Proof. It is enough to prove the statement of Lemma 2.8 for one-sided quantities
|h|+ ≡ sup
t
max
x
hx(t) and |h|Φ,+ ≡ sup
n
|Φn[h]|+ . (2.38)
Recalling (2.6) and (2.19), we see that
Φ[h]x(t) =
∫
Td
∫
R
J(y − x)ρ0(y, θ)e−2ψ(θ)Ehyθ (θ(t)) dθdy. (2.39)
The idea behind the proof is that if |h|+ is very large, then the strong inward drift due to
the potential ψ will ensure that Eh
y
θ
(θ(t)) ≪ |h|+, which in turn implies that |Φ[h]|+ will be
smaller than |h|+. This implies that |Φn[h]|+ cannot grow indefinitely with n, which is the
assertion of the theorem.
To prove this, define
θ∗(h) = sup
{
θ : ∃t, y such that Ehyθ (θ(t)) ≥ θ
}
∨ 0. (2.40)
Since by assumption (1.2) on ψ, the derivative ψ′(θ) tends to ∞ as θ grows, it is easy to
deduce from comparison results for one dimensional diffusions (the proof of (2.43) below
gives a quantitative bound along these lines) that θ∗(h) is finite whenever |h|+ < ∞. Then,
since for any θ and t, Eh
y
θ
(θ(t)) ≤ |θ| ∨ θ∗(h),
|Φ[h]|+ ≤ θ∗(h)Jˆ0 + c(ρ0), (2.41)
where Jˆ0:=
∫
Td
|J(x)| dx, and
c(ρ0) = max
x
∫
Td
∫
R
J(y − x)ρ0(y, θ) |θ| e−2ψ(θ)dθdy ≤ Jˆ0‖θ‖2,ψmax
x
‖ρ0(x, ·)‖2,ψ. (2.42)
The term c(ρ0) is just a finite constant and does not depend on h, and hence is irrelevant.
What we need to show is that θ∗(h) becomes much smaller than |h|+, as |h|+ grows, i.e. that
lim
H→∞
sup
|h|+=H
θ∗(h)
H
= 0. (2.43)
Clearly, from the discussion above, (2.43) implies that {|Φn[h]|+} is a bounded sequence,
and (2.37) follows.
It remains to prove (2.43). The argument is based on the following comparison result
for one-dimensional diffusions: For i = 1, 2 consider
dθit = dB(t) + b
i(t, θit)dt. (2.44)
Assume that the fields bi are continuous in t and smooth in θ and that
∀ t, θ b1(t, θ) ≤ b2(t, θ) and lim sup
|θ|→∞
sup
t
sign(θ)b2(t, θ) < 0. (2.45)
Then, for any t and θ,
Eθ(θ
1
t ) ≤ Eθ(θ2t ). (2.46)
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Indeed, let τn be the first exit time from [−n, n]. The second condition in (2.45) implies that
Eθ
(
θ2t
)
= limn→∞ Eθ
(
θ2t∧τn
)
. On the other hand, by the usual Yamada comparison result;
see for instance Porposition 5.2.18 in [10],
Eθ(θ
1
t∧τn) ≤ Eθ(θ2t∧τn ), (2.47)
for any n, t and θ. Consequently, in order to prove (2.43) we may substitute −ψ′(θ) + h(t)
by a larger drift b(t, θ) which satisfies the second condition in (2.45), and, furthermore, we
may choose some θ¯ and consider reflected diffusions on [θ¯,∞). The assumption (1.2) on ψ
implies that there exists a θ0 ∈ R+ such that ψ is striclty convex on [θ0,∞). Consequently,
if |h|+ = H, there exists η ∈ R+, such that for all θ ∈ [η,∞),
− ψ′(θ) + h(t) ≤ −ψ′(θ) + H ≤ −1. (2.48)
For instance (2.48) holds if we choose η ∼ 2k−1
√
H. If we denote by θ¯
η
t the reflection at η of
the Brownian motion with unit negative drift, then
Eθ
(
θ¯
η
t
)
≥ Ehθ(θ(t)). (2.49)
for any |h|+ ≤ H and for any t ≥ 0, θ ≥ η.
The reflected diffusion θ¯η is positively recurrent and its invariant distribution has density
fη(θ) = 2e
−2(θ−η)1I{θ>η}. Hence, by monotone coupling,
sup
t
Eη
(
θ¯
η
t
)
≤
∫ ∞
η
θ fη(θ)dθ = η +
1
2
. (2.50)
Consequently, for any t and for any θ > η,
Eθ
(
θ¯
η
t
)
= Eθ
(
θ¯
η
t∧τη
)
+ Eθ
(
θ¯
η
t − θ¯ηt∧τη
)
= Eθ
(
θ¯
η
t∧τη
)
+ Eθ
(
θ¯
η
t − θ¯ηt∧τη
)
1I{τη≤t}
=
(
θ − Eθ
(
t ∧ τη
))
+ Eθ
(
θ¯
η
t − η
)
1I{τη≤t}
(2.50)≤
(
θ − Eθ
(
t ∧ τη
))
+
1
2
Pθ
(
τη ≤ t
)
.
(2.51)
However, −Eθ
(
t ∧ τη
)
+
1
2
Pθ
(
τη ≤ t
)
is non-positive for all t ≥ 0 as soon as θ − η ≥ K1
some sufficiently large constant K1. In particular, if we chose η ∼ 2k−1
√
H, we conclude that
there exists a finite constant K2, such that Eθ
(
θ¯
η
t
)
< θ, for all t > 0 and all θ > K2
2k−1√
H.
The target (2.43) follows. 
Differentiating both sides of (2.31) with respect to t and relying on (2.7), we observe:
∂tΦ
n+1[h]x(t) =
∫
Td
∫
R
J(y − x) (LΦn[h]y(t)η) ρΦn[h]yt (η)e−2ψ(η)dηdy
=
∫
Td
∫
R
J(y − x) (Φn[h]y(t) − ψ′(η)) ρΦn[h]yt (η)e−2ψ(η)dηdy.
(2.52)
We can continue differentiating with respect to t in (2.52) . For instance,
∂2tΦ
n+1[h]x(t) =
∫
Td
∫
R
J(y − x) (∂tΦn[h]y(t) − LΦn[h]y(t)ψ′(η)) ρΦn[h]yt (η)e−2ψ(η)dηdy. (2.53)
By our assumption (1.2) all integrals of the form
∫
R
(
ψ(k)(η)
)ℓ
e−2ψ(η)dη are finite. By itera-
tion, and in view of (2.24), we arrive to the following conclusion:
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Lemma 2.9. For every k ∈ N there exists a monotone function ck on [0,∞)2, such that
the following happens: If an admissible drift field h ∈ A satisfies (2.36) and hence, by
Lemma 2.8 also (2.37), then, for every T ≥ 0 and each n ≥ k,
max
s≤T
max
y∈Td
∣∣∣∂ksΦn[h]y(s)∣∣∣ ≤ ck(T, |h|Φ). (2.54)
The next lemma shows that Φ is a contraction for short times.
Lemma 2.10. Let h, g ∈ A. Then, for any t ∈ R+,
‖Φ[g](t) −Φ[h](t)‖2
L2(Td)
≤ C′Je(|g|
2
Φ
+|h|2
Φ
)t
∫ t
0
‖g(s) − h(s)‖2
L2(Td)
ds, (2.55)
with
C′J = sup
x∈Td
‖ρx0‖22,ψ
∫
Td
∫
R
J2(y)η2e−2ψ(η)dηdy. (2.56)
Proof. First, for any x and for any t > 0, using the Cauchy-Schwartz inequality, we obtain
that
|Φ[h]x(t) −Φ[g]x(t)|2 ≤ CJ
∫
Td
∥∥∥ρgyt − ρhyt ∥∥∥22,ψ dy, (2.57)
where
CJ =
∫
Td
∫
R
J2(y)η2e−2ψ(η)dηdy. (2.58)
By Lemma 2.3,∥∥∥ρgyt − ρhyt ∥∥∥22,ψ ≤ e∫ t0 (gy(s)2+hy(s)2)ds ∥∥∥ρy0∥∥∥22,ψ
∫ t
0
(gy(s) − hy(s))2 ds. (2.59)
We now use Lemma 2.8 to bound the right-hand side by
et(|g|
2
Φ
+|h|2
Φ)
∥∥∥ρy
0
∥∥∥2
2,ψ
∫ t
0
(gy(s) − hy(s))2 ds. (2.60)
Integrating the resulting bound over the torus yields the assertion of the lemma. 
We are now ready to proof the theorem.
Proof. (of Theorem 2.7) Let h, g ∈ A be any two initial drift fields satisfying ‖h‖∞, ‖g‖∞ <
∞. We want to show that the sequences Φn[h] and Φn[g] converge to the same fix-point of
Φ. Iterating the bound in (2.55) gives
sup
s≤t
‖Φn[h](s) −Φn[g](s)‖2
L2(Td)
≤
(
tC′
J
e(|g|
2
Φ
+|h|2
Φ
)t
)n
n!
sup
s≤t
‖h(s) − g(s)‖2
L2(Td)
. (2.61)
Therefore, if hˆ = limn→∞Φn[h] exists for some ‖·‖∞-bounded h ∈ A, then hˆ = limn→∞Φn[g]
for any ‖ · ‖∞-bounded bounded g ∈ A. That is existence would imply uniqueness.
However, plugging a ‖ · ‖∞-bounded h ∈ A and g = Φ[h] into (2.61) implies that Φn[h]
is a Cauchy sequence, and hence indeed converges to some ‖ · ‖∞-bounded element hˆ ∈ A,
such that for any t < ∞,
lim
n→∞
sup
s≤t
‖Φn[h](s) − hˆ(s)‖2
L2(Td)
ds = 0. (2.62)
Moreover, hˆ is a fixpoint of Φ. Therefore ρˆ = Φ1(hˆ) satisfies hˆ = Φ2(ρˆ). This is precisely
(L-MV). By (2.6) and Lemma 2.9, ρˆt(x, η) is continuous in x and smooth in η and t. 
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3. Hydrodynamic Limit (HDL)
Having established the existence of a unique smooth solution to the McKean-Vlasov
equations, we now prove the convergence of the empirical process of our particle system
to this solution. The proof is based on entropy estimates.
Let ρ0(x, θ) be a nice initial profile, and let (ρ, h) be the unique strong solution to (L-MV)
with initial condition ρ0. In the sequel, elements of R
Nd will be denoted as θ. For each N
and t ≥ 0 consider the following product density on RNd with respect to e−∑ 2ψ(θi) ≡ e−2ψ(θ):
ρNt (θ) =
Nd∏
1
ρt
(
i
N
, θi
)
. (3.1)
Another way to think about ρNt is as follows: For each i = 1, . . . ,N define h
i
t ≡ hi/Nt , where
hxt satisfies the second of (L-MV).
Consider
dθˆi(t) = dBi(t) − ψ′
(
θˆi(t)
)
dt + hitdt. (3.2)
Then ρt
(
i
N
, θ
)
is the density of θˆi(t).
Let us turn to the microscopic dynamics (1.1). Let f N
0
(θ) be the initial density of θ(0)
on RT
d
N with respect to e−2ψ(θ). We assume that the relative entropy
H
(
f N0
∣∣∣ ρN0 ) :=
∫
f N0 (θ) ln
(
f N
0
(θ)
ρN
0
(θ
)
e−2ψ(θ)dθ, (3.3)
satisfies
lim
N→∞
1
Nd
H
(
f N0
∣∣∣ ρN0 ) = 0. (C)
Our first proposition states that this property is conserved in time.
Proposition 3.1. Let PN
T
be the distribution on C
(
[0, T ],RN
d
)
of the diffusion process (1.1)
with initial density f N
0
, and let PˆN
T
be the distribution of the decoupled process (3.2) with
the initial density ρN
0
. Then, assuming (C)
lim
N→∞
1
Nd
H
(
PNT
∣∣∣ PˆNT ) = 0, (3.4)
for any T ≥ 0.
The proof of this proposition is given in the next subsection.
Consider now the empirical profiles µNt defined in (1.3). For each t the random measure
µNt is a probability measure on R × Td. We denote the latter space as M1(Td × R). It is a
Polish space, and in the sequel we shall use dLP for its Le´vy-Prohorov type metric,
dLP(µ, ν) := sup
f∈Lip(Td×R)
∣∣∣∣∣
∫
f (x, θ)µ (dx, dθ) −
∫
f (x, θ)ν (dx, dθ)
∣∣∣∣∣ , (3.5)
where Lip
(
Td × R
)
is the set of all globally 1-Lipschitz functions f with ‖ f ‖∞ ≤ 1.
For t ≤ T we can think of µNt in terms of marginals of the random measures on path
space: For each N and every i ∈ Td
N
, the trajectory θN
i
:= θN
i
[0, T ] in (1.1) is a random
element of C ([0, T ]). Define
LNT (dx, dθ) =
1
Nd
∑
i
δ(i/N,θNi [0,T ])
. (3.6)
HYDRODYNAMIC LIMIT FOR LOCAL MEAN-FIELD DYNAMICS 11
Then, LN
T
is a random element ofM1
(
Td × C ([0, T ],R)
)
. The map
LNT 7→ µN[0, T ] :=
(
µNt ; t ∈ [0, T ]
)
(3.7)
is continuous fromM1
(
Td × C ([0, T ],R)
)
to C
(
[0, T ],M1(R × Td)
)
.
With a slight abuse of notation we continue to use PˆN
T
and, respectively, PN
T
for the distri-
butions of LN
T
onM1
(
Td × C ([0, T ],R)
)
and µN[0, T ] on C
(
[0, T ],M1(R × Td)
)
, whenever
θ is the decoupled diffusion (3.2) or, respectively, if θ satisfies the local mean-field sde
(1.1).
Our next proposition states an exponential concentration bound for the decoupled mea-
sure PˆN
T
.
Proposition 3.2. Let ρ0 be a nice initial profile. Then for any T < ∞ and ǫ > 0 there exists
a positive constant CT (ǫ) > 0, such that
PˆNT
(
max
t∈[0,T ]
dLP
(
µNt , ρt(x, θ)e
−2ψ(θ)dxdθ
)
≥ ǫ
)
≤ e−NdCT (ǫ), (3.8)
for all N large enough.
This proposition will be proven in Subsection 3.2 below.
We have now the tools to prove convergence to the hydrodynamic limit.
Theorem 3.3. Let ρ0 be a nice initial profile. Under Assumption (C) the distribution P
N
T
of
µN[0, T ], on C
(
[0, T ],M1(R × Td)
)
converges to δρ·(x,θ)e−2ψ(θ)dxdθ in the following sense: For
any ǫ > 0 and T < ∞,
lim
N→∞
PNT
(
max
t∈[0,T ]
dLP
(
µNt , ρt(x, θ)e
−2ψ(θ)dxdθ
)
≥ ǫ
)
= 0. (3.9)
Proof. The entropy inequality (c.f. [17]) states that for any event A or, more generally, for
any random variable X,
PNT (A) ≤
log 2 +H
(
PN
T
∣∣∣ PˆN
T
)
log
(
1 + 1/PˆN
T
(A)
) , (3.10)
respectively
ENT (X) ≤ H
(
PNT
∣∣∣ PˆNT ) + log EˆNT (eX) . (3.11)
Using this with A = AN the event considered in (3.8), and inserting the assertions of
Proposition 3.1 and Proposition 3.2 into the right-hand side of this inequality immediately
yields (3.9). Namely, by Proposition 3.2, log
(
1 + 1/PˆN
T
(AN)
)
≥ NdCT (ǫ), and (3.4) applies.

It remains to prove Proposition 3.1 and Proposition 3.2. This is the content of Subsec-
tion 3.1 and Subsection 3.2, respectively.
3.1. Proof of Proposition 3.1. Set
hi(θ) =
1
Nd
∑
j
J
(
j − i
N
)
θ j. (3.12)
By Girsanov’s formula,
H
(
PNt
∣∣∣ PˆNt ) = H ( f N0 ∣∣∣ρN0 ) + 12ENt
∑
i
∫ t
0
(
hi(θ
s
) − his
)2
ds. (3.13)
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Hence,
d
dt
H
(
PNt
∣∣∣ PˆNt ) = 12ENt
∑
i
(
hi(θ
t
) − hit
)2
. (3.14)
Since (ρ, h) is a strong solution to (L-MV), both ρ and h are continuous in x. Recall that J
is also assumed to be continuous. It follows that
hit =
 1Nd
∑
j
J
(
j − i
N
)
EˆNT
(
θ j(t)
) + o (1) = EˆNT (hi(θt)) + o (1) , (3.15)
uniformly in i ∈ Td
N
. Define
ηit = θi(t) − EˆNT (θi(t)) and Xt =
1
N2d
∑
i, j
K
(
i − j
N
)
ηitη
j
t , (3.16)
where
K
(
i − j
N
)
=
1
Nd
∑
ℓ
J
(
i − ℓ
N
)
J
(
j − ℓ
N
)
. (3.17)
Using (3.15) to approximate hit, we infer that with the notation above,
ENt
∑
i
(
hi(θ
t
) − hit
)2
= ENt
(
NdXt
)
+ Ndo (1) . (3.18)
Consequently, (3.14) reads as
d
dt
H
(
PNt
∣∣∣ PˆNt ) = 12ENt
(
NdXt
)
+ Ndo (1) . (3.19)
By the entropy inequality (3.10), for any δ > 0,
d
dt
H
(
PNt
∣∣∣ PˆNt ) ≤ 12δH
(
PNt
∣∣∣ PˆNt ) + 12δ log EˆNt
(
eδN
dXt
)
+ Ndo (1) . (3.20)
Under PˆNt variables η
i
t in (3.16) are independent and centred. Furthermore, by (2.24) and
Theorem 2.7 the densities (with respect to e−2ψ(θ)) qit(θ) of η
i
t satisfy the following property:
There exists a finite constant C = C(t, ρ0) < ∞ such that
max
i
‖qit‖2,ψ ≤ C. (3.21)
In such circumstances the following holds.
Lemma 3.4. For each t > 0 there exists δ > 0 such that
lim
N→∞
1
Nd
log EˆNt
(
eδN
dXt
)
= 0, (3.22)
uniformly in t ≤ T.
The claim of Theorem 3.1 is now straightforward. It remains to prove Lemma 3.4.
Proof of Lemma 3.4. In view of our basic assumption (1.2), the uniform bound (3.21) im-
plies that random variables ηit are uniformly sub-Gaussian: there exists σ = σt < ∞, such
that, for any α ∈ R,
max
i∈Td
N
EˆNt
(
eαη
i
t
)
≤ eσtα2 . (3.23)
Furthermore, there exists κ0 > 0 and a finite convex function gt on (−κ0, κ0) with gt(0) = 0
such that, for any |κ| ≤ κ0,
max
i∈Td
N
EˆNt
(
eκ(η
i
t)
2
)
≤ egt(κ). (3.24)
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Since we care only about small δ in (3.22) we can rescale both the variables ηit 7→ ǫηit
and the kernel K 7→ ǫK and assume that (3.23) holds with σt = 1, that (3.24) holds
with κ0 = 1 and also assume that maxx |K(x)| ≤ 1. Then, (3.22) is a consequence of the
following, ostensibly more general, statement: Let g be a finite convex function on [−1, 1]
with g(0) = 0. Let η1, η2, . . . , be independent centred random variables such that, for any
α ∈ R and for any |κ| ≤ 1,
sup
i∈N
Eeαηi ≤ eα2 and sup
i∈N
Eeκη
2
i ≤ eg(κ) (3.25)
Finally let K(i, j) be a matrix satisfying
sup
i, j∈N
|K(i, j)| ≤ 1. (3.26)
Then
lim sup
n→∞
1
n
log
(
Ee
δ
n
∑n
i, j=1 K(i, j)ηiη j
)
≤ 0. (3.27)
for all δ sufficiently small.
Indeed, define
an(δ) = sup
0≤ν≤δ
sup
max|K(i, j)|≤1
Ee
ν
n
∑n
i, j=1 K(i, j)ηiη j . (3.28)
Since for any kernel K,
Ee
ν
n
∑n
i, j=1 K(i, j)ηiη j = Eη1,...ηn−1
(
e
ν(n−1)
n
1
n−1
∑n−1
i, j=1 K(i, j)ηiη jEηn
(
e
νK(n,n)
n η
2
n+( 2νn
∑n−1
1 K(i,n)ηi)ηn
))
(3.29)
By Cauchy-Schwarz and (3.25),
Eηn
(
e
νK(n,n)
n
η2n+( 2νn
∑n−1
1 K(i,n)ηi)ηn
)
≤ e 12 ( 4νn
∑n−1
1 K(i,n)ηi)
2
e
1
2
g( 2νn ). (3.30)
Consider the (n − 1) × (n − 1) kernel
R(i, j) =
ν(n − 1)
n
K(i, j) + K(i, n)K( j, n)
8ν2(n − 1)
n2
. (3.31)
Since by assumption maxi, j |K(i, j)| ≤ 1, clearly maxi, j |R(i, j)| ≤ 1 as well, for all ν small
enough and uniformly in n ∈ N. We therefore conclude that, for all sufficiently small
values of δ,
an(δ) ≤ an−1(δ)emax0≤ν≤δ
1
2 g(
2ν
n )≤ · · · ≤ a1(δ)e
1
2
∑n
k=2max0≤ν≤δ g(
2ν
k ) (3.32)
Since g is continuous and zero at 0,
lim
n→∞
1
n
n∑
k=2
max
0≤ν≤δ
g
(
2ν
k
)
= 0. (3.33)
Hence (3.27) holds. 
3.2. Proof of Proposition 3.2. (3.8) is a rough bound. In Section 5 belowwe shall discuss
sharp large deviation estimates based on martingale techniques [12], see also Section 4.2.1
in [8].
If ρ0 is a nice initial profile then, for any T < ∞, the sequence of distributions PˆNT of
LN
T
on M1
(
Td × C ([0, T ],R)
)
and, consequently of µN[0, T ] on C
(
[0, T ],M1(R × Td)
)
is
exponentially tight.
Indeed fix C < ∞ and consider the family FC,T of one-dimensional diffusions
dθ(t) = dB(t) − ψ′ (θ(t)) dt + htdt, (3.34)
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with initial condition P (θ(0) ∈ dθ) = ρ(θ)e−2ψ(θ), such that ht is smooth and
max
0≤t≤T
|ht| ≤ C and ‖ρ‖2,ψ ≤ C. (3.35)
We can parametrise elements of FC,T in terms of distributions Ph,ρT on M1 (C ([0, T ],R)),
where (h, ρ) satisfies (3.35). We shall record this as (h, ρ) ∈ FC,T . Then the family{
P
h,ρ
T
}
(h,ρ)∈FC,T
is uniformly tight, that is, for any ǫ > 0, there exists a compact subset
Kǫ ⊂ C ([0, T ],R), such that
sup
(h,ρ)∈FC,T
P
h,ρ
T
(
Kcǫ
) ≤ ǫ. (3.36)
Indeed, if h ≡ 0 and the initial density ρ satisfies the second bound in (3.35), then uniform
tightness follows directly from Section 8 of [1], Cauchy-Schwarz and translation invari-
ance of Brownian motion. The general case of h satisfying the first bound in (3.35) is then
incorporated using Ho¨lder’s inequality.
If ρ0 is a nice initial profile, then, by Theorem 2.7, the family
{
Ph
x,ρ0(x,·)
}
x∈Td is a subset of
FCT ,T for every T < ∞. Since Td is compact, we can proceed as in the proof of exponential
tightness for Sanov’s theorem on Polish spaces in [6].
Once exponential tightness is established, it remains to derive weak large deviation
upper bounds. Let ρ0 be a nice initial profile and let ρ be the classical solution to the local
McKean-Vlasov equation (L-MV). We have to check that, for any ǫ > 0, we can find
χT (ǫ) > 0, such that the following holds:
Let µ = µ[0, T ] ∈ C
(
[0, T ],M1(R × Td)
)
is such that (recall (3.5))
DT
(
µ, ρ·(x, θ)e
−2ψ(θ)dxdθ
)
:= max
t∈[0,T ]
dLP
(
µt, ρt(x, θ)e
−2ψ(θ)dxdθ
)
≥ 3ǫ. (3.37)
Then,
lim sup
δ→0
lim sup
N→∞
1
Nd
log PˆNT
(
DT
(
µ, µN
)
≤ δ
)
≤ −χT (ǫ). (3.38)
Indeed, in light of all the information which we have already collected, (3.38) is just a
simple concentration upper bound. If DT
(
µ, ρ·(x, θ)e−2ψ(θ)dxdθ
)
≥ 3ǫ, then there exists
t ∈ [0, T ] and f ∈ Lip
(
Td × R
)
, such that∣∣∣∣∣
∫
f (x, θ)µt (dx, dθ) −
∫
f (x, θ)ρt(x, θ)e
−2ψ(θ)dx, dθ
∣∣∣∣∣ ≥ 2ǫ. (3.39)
Since ρ is continuous (as a strong solution to (L-MV)) in x, we conclude that for δ < ǫ and
N sufficiently large, the event
{
DT
(
µ, µN
)
≤ δ
}
is included in
∣∣∣∣∣∣∣∣∣
1
Nd
∑
i∈Td
N
(
f
(
i
N
, θi(t)
)
− EˆNT f
(
i
N
, θi(t)
))∣∣∣∣∣∣∣∣∣ > ǫ.
 (3.40)
As in the case of (3.23), under PˆN
T
the family of centred random variables{
f
(
i
N
, θi(t)
)
− EˆNT f
(
i
N
, θi(t)
)}
f∈∈Lip(Td×R),t∈[0,T ],N∈N,i∈TdN
(3.41)
is uniformly sub-Gaussian, and (3.38) follows by the exponential Chebyshev inequality.
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4. Propagation of Chaos.
For the remaining two sections we shall fix a nice initial profile ρ0 and assume that the
initial density f N
0
is in the product form, that is
f N0 = ρ
N
0 , where ρ
N
0 is given by (3.1) (D)
Given k distinct points x1, . . . , xk ∈ Td, let PNT ;x1 ,...,xk be the PNT -marginal distribution on
C
(
[0, T ],Rk
)
of k coordinates
(
θi1[0, T ], . . . , θik[0, T ]
)
, where, for ℓ = 1, . . . , k we set iℓ =
⌊Nxℓ⌋.
Consider the (unique) classical solution (ρ, h) to (L-MV), and let θˆx1 , . . . , θˆxk be inde-
pendent diffusions,
dθˆiℓ(t) =
(
hxℓ (t) − ψ′
(
θˆiℓ(t)
))
dt + dBiℓ(t) (4.1)
with initial densities ρ0(x1, θ)e
−2ψ(θ), . . . , ρ0(xk, θ)e−2ψ(θ). We use PˆNT ;x1 ,...,xk for their product
distribution on C
(
[0, T ],Rk
)
.
Theorem 4.1. For any nice initial profile ρ0, for any k = 1, 2, . . . points x1, . . . , xk ∈ Td ,
and for any finite T ,
lim
N→∞
H
(
PNT ;x1,...,xk
∣∣∣PˆNT ;x1,...,xk) = 0. (4.2)
Proof. Let PˆN
T,x1 ,...,xk
be the distribution of the coupled family of diffusions θ(t) = {θi(t)}i∈Td
with initial product distribution ρN
0
, such that the following statements hold:
a. If i = il = ⌊Nxℓ⌋, then θi satisfies SDE (4.1).
b. Otherwise, θi satisfies (1.1).
By construction, the PˆN
T,x1 ,...,xk
-marginal distribution of
(
θi1 , . . . , θik
)
is exactly PˆN
T ;x1 ,...,xk
.
Hence
H
(
PNT ;x1 ,...,xk
∣∣∣ PˆNT ;x1,...,xk) ≤ H (PNT ∣∣∣PˆNT ;x1 ,...,xk) . (4.3)
We shall proceed with deriving a vanishing, as N → ∞, upper bound on the latter entropy.
By Girsanov’s formula,
H
(
PNT
∣∣∣ PˆNT ;x1 ,...,xk) = 12
k∑
ℓ=1
∫ T
0
ENT
(
hxℓ(t) − hiℓ
(
θ
t
))2
dt, (4.4)
recall the definition (3.12) of hi(θ).
All the above terms have the same form, so it is enough to consider the case k = 1. Let
x ∈ Td and i = ⌊Nx⌋. For R > 0, consider the cutoff, ϕR(θ), of θ, given by
ϕR(θ) = θ1I|θ|≤R + R1Iθ>R − R1Iθ<−R. (4.5)
By (L-MV) ,
hx(t) =
∫
Td
∫
R
J(y − x)ρt(y, θ)θe−2ψ(θ)dθdy = hxR(t) + gxR(t), (4.6)
where
hxR(t) :=
∫
Td
∫
R
J(y − x)ρt(y, θ)ϕR(θ)e−2ψ(θ)dθdy. (4.7)
Similarly,
hi
(
θ
t
)
=
∫
Td
∫
R
J
(
i
N
− y
)
ϕR(θ)µ
N
t (dy, dθ) +
1
Nd
∑
j∈Td
N
J
(
j − i
N
) (
θ j(t) − ϕR
(
θ j(t)
))
:= hiR
(
θ
t
)
+ giR
(
θ
t
)
.
(4.8)
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The function
f xR (y, θ) =
1
R‖J‖∞ (‖∇J‖∞ ∨ 1)
J(x − y)ϕR(θ) (4.9)
belongs to Lip
(
Td × R
)
. Hence, Theorem 3.3 implies that
lim
N→∞
1
2
∫ T
0
ENT
(
hxR(t) − hiR
(
θ
t
))2
dt = 0. (4.10)
In turn, (
gxR(t)
)2 ≤ max
y
J2(y)
∫
Td
∫
R
1I|θ|>Rθ
2ρt(y, θ)e
−2ψ0(θ)dθdy, (4.11)
and, consequently, by (2.24) and the uniform boundedness of h,
lim
R→∞
∫ T
0
(
gxR(t)
)2
dt = 0. (4.12)
Finally,
ENT
(
giR
(
θ
t
))2 ≤ ‖J‖2∞
Nd
ENT

∑
j∈Td
N
(
θ j(t) − ϕR
(
θ j(t)
))2 . (4.13)
By the entropy inequality,
ENT
 1Nd
∑
j∈Td
N
(
θ j(t) − ϕR
(
θ j(t)
))2 ≤ 1NdH
(
ENT
∣∣∣ EˆNT )
+
1
Nd
∑
j∈Td
N
log
(∫
R
ρt
(
j
N
, θ
)
e−2ψ(θ)+(θ−ϕR(θ))
2
)
dθ.
(4.14)
By Proposition 3.1, the first term on the right hand side of (4.14) tends to zero as N → ∞.
On the other hand, if a density ρ is such that ‖ρ‖2,ψ < ∞, then∫
R
ρ(θ)e−2ψ(θ)+(θ−ϕR(θ)
2
dθ ≤ 1 + ‖ρ‖2,ψ
√∫
|θ|>R
e−2ψ(θ)+2θ2dθ. (4.15)
By (3.21), the norms ‖ρt(x, ·)‖2,ψ are uniformly bounded in x ∈ Td and t ∈ [0, T ]. By our
assumption on ψ ,
lim
R→∞
∫
|θ|>R
e−2ψ(θ)+2θ
2
dθ = 0, (4.16)
Hence,
lim
R→∞
lim
N→∞
ENT
(
g
iℓ
R
(
θ
t
))2
= 0, (4.17)
which concludes the proof. 
5. Large deviations
Large deviations for a rather general class of locally mean-field type models were in-
vestigated in [14] via a careful adaptation of ideas and techniques which were originally
introduced by Dawson and Ga¨rtner [5, 4]. It seems, however, that in a particular case we
consider here, our results on the existence and uniqueness of strong solutions to the system
(L-MV) and, accordingly, on hydrodynamic limits towards these strong solutions, pave the
way to for a simpler and more transparent proof of the large deviation principle for the law
PN
T
of the empirical measure µN = µN[0, T ] on C
(
[0, T ],M1(R × Td)
)
, which relies on
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martingale techniques of [3, 12], see also Section 4.2.1 of [8] for a very clear exposition
of the method. Below we sketch the corresponding argument. As, however, explained in
the concluding Subsection 5.4 there is an approximation issue still to be settled.
5.1. Exponential tightnes. Recall that exponential tightness for the decoupled family PˆN
T
was already established in Subsection 3.2. Following the notation introduced in Subsec-
tion 3.1 define
NNt =
∑
i
∫ t
0
(
hi(θs) − his
)
dBi(s).
Then, eqN
N
t − q
2
2
〈NNt 〉 is a PˆN-martingale for any q ∈ R. Let A ⊂ C
(
[0, T ],M1(R × Td)
)
be a
measurable subset. Pick positive q, p and r such that 1
q
+
1
p
+
1
r
= 1. By Girsanov’s formula,
and then by Ho¨lder’s inequality,
PNT (A) = Eˆ
N
T
(
1IAe
NN
T
− 1
2
〈NN
T
〉)
= EˆNT
(
1IAe
NN
T
− q
2
〈NN
T
〉e
q−1
2
〈NN
T
〉
)
≤ p
√
PˆN
T
(A)
q
√
EˆN
T
eqN
N
T
− q2
2
〈NN
T
〉 r
√
EˆN
T
e
r(q−1)
2
〈NN
T
〉
=
p
√
PˆN
T
(A)
r
√
EˆN
T
e
r(q−1)
2
〈NN
T
〉
(5.1)
So, if Kγ ⊂ C
(
[0, T ],M1(R × Td)
)
is a compact subset satisfying PˆN
T
(
Kcγ
)
≤ e−Ndγ, then
PNT
(
Kcγ
)
≤ e− γpNd r
√
EˆN
T
e
r(q−1)
2
〈NN
T
〉. (5.2)
Therefore, it remains to check that there exist δ > 0 and C < ∞ such that
EˆNT e
δ〈NN
T
〉 ≤ eCNd . (5.3)
This follows from (a much stronger statement of) Lemma 3.4.
We have proved:
Lemma 5.1. If ρ0 is a nice initial profile in the sence of Definition 2.4, then the law P
N
T
of
µN on C
(
[0, T ],M1(R × Td)
)
is exponentially tight for any T ≥ 0.
5.2. The rate function and the result. In order to write down an expression for the LD
rate function we need to introduce some additional notation. Let C2,0,1
b
(
R × Td × R
)
be the
family of bounded and continuous (with corresponding derivatives) functions (t, x, θ) 7→
ft(x, θ). Let (·, ·)ψ be the scalar product of, depending on the context, either L2
(
R, e−2ψ(θ)dθ
)
or L2
(
Td × R, e−2ψ(θ)dxdθ
)
.
For rt(x, θ)e
−2ψ(θ)dxdθ ∈ C
(
[0, T ],M1(R × Td)
)
and f ∈ C2,0,1
b
(
R × Td × R
)
consider
LT (r | f ) := (rT , fT )ψ − (r0, f0)ψ −
∫ T
0
(
rt,
(
∂t + Lhr(t,x)
)
ft
)
ψ
dt. (5.4)
Above,
Lh(t,x,θ) =
1
2
eψ∂θ
(
e−2ψ∂θ
)
+ h(t, x, θ)∂θ, (5.5)
and
hr(t, x) =
∫
Td
∫ ∞
0
J(y − x)ηrt(y, η)e−2ψ(η)dηdy. (5.6)
For any f ∈ C2,0,1
b
we can extend LT by continuity to measures R which do not have
densities with respect to dxdθ. In this way R 7→ LT (R | f ) is viewed as a continuous
non-linear functional on all of C
(
[0, T ],M1(R × Td)
)
.
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For R ∈ C
(
[0, T ],M1(R × Td)
)
define the functional AT via:
AT (R) = sup
f∈C2,0,1
b
{
LT (R | f ) − 1
2
∫ T
0
(∫
R
∫
Td
(∂θ ft)
2(x, θ)Rt(dx, dθ)
)
dt
}
. (5.7)
Since for any f ∈ C2,0,1
b
the map R → LT (R | f ) is continuous, the functional AT is
lower-semicontinuous. If R , rt(x, θ)e
−2ψ(θ)dθdx, then it is easy to check that AT (R) = ∞.
Otherwise, if r is a density of R, we shall write AT (r) instead of AT (R).
As in [12] one concludes that if AT (r) < ∞ then there exists a drift field
bt(x, θ) ∈ L2
(
R × Td × R, rt(x, θ)e−2ψ(θ)dtdxdθ
)
,
such that
LT (r | f ) =
∫ T
0
(rt, bt∂θ ft)ψ dt, (5.8)
which means that
AT (r) =
1
2
∫ T
0
(
rt, b
2
t
)
ψ
dt, whenever AT (r) < ∞. (5.9)
Remark 5.2. Since we are working with one dimensional spins, we can always represent
bt = ∂θgt, which defines g up to an addition of θ-independent functions of (t, x).
Theorem 5.3. Assume that ρ0 is a nice initial profile and assume that the initial density f
N
0
satisfies (D). Then the law PN
T
of µN on the space C
(
[0, T ],M1(R × Td)
)
satisfies a large
deviation principle with rate Nd and with rate function
IT (R) =
 ∞, if R , rt(x, θ)e
−2ψ(θ)dθdx
AT (r) +H
(
r0
∣∣∣ ρ0) , otherwise. (5.10)
5.3. Local mean-field systems with spatially dependent drifts. If AT (r) < ∞, then (5.8)
reads as follows: For any f ∈ C2,0,1
b
(
R × Td × R
)
,
(rT , fT )ψ − (r0, f0)ψ −
∫ T
0
(
rt,
(
∂t + Lhr(t,x) + bt(x, θ)∂θ
)
ft
)
ψ
dt = 0. (5.11)
Recall (5.6) how the drift hr is related to r. In this way, (5.11) is a weak form of a con-
sistent local mean-field family of Fokker-Plank equations, and the couple (r, hr) can be
interpreted as a weak solution to a local mean-field McKean-Vlasov system with an addi-
tional spatially dependent drift b.
Here is the corresponding strong formulation along the lines of Definition 2.6:
Definition 5.4. Given a smooth space-time drift field bt(x, θ) and an initial density ρ0(x, θ)
a strong solution of the McKean-Vlasov equation is a pair (ρ, h), with ρ ∈ B and h ∈ A,
such that
∀ x ∈ Td and ∀ t ∈ [0,∞)

ρt(x, ·) = ρhx+bxt with initial condition ρ0(x, ·)
and
hx(t) =
∫ ∫
J(y − x)ρt(y, η)ηe−2ψ(η)dηdy
(GL-MV)
Above bx(t, θ) = bt(x, θ) and for any smooth field u(t, θ) the symbol ρ
u
t stands for the
density (under a tacit assumption that it is well defined) with respect to e−2ψ of the one-
dimensional diffusion
dθ(t) =
(−ψ′(θ(t)) + u(t, θ(t))) dt + dB(t). (5.12)
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The proofs of Theorem 2.7 and Theorem 3.3 were based on the a priori bound (2.18).
The following generalisations of these theorems are more or less straightforward:
Theorem 5.5. Assume that for all x ∈ Td the field bt(x, θ) := ∂θgt(x, θ) is smooth in (t, θ) .
Furthermore, assume that for every t > 0
sup
x∈Td
max
B,s≤t
{
1
2
ψ′′(B) − ∂sgs(x, B) −
(
ψ′(B) − bs(x, B)
)2}
< ∞ (5.13)
Let ρ0(x, ·) be a nice initial profile. Then, for any T > 0, there exists a unique strong
solution (ρ, h) of the system (GL-MV).
Furthermore, consider the modified system of coupled diffusions
dθNi (t) = −
ψ′
(
θNi (t)
)
+ bt
(
i
N
, θNi (t)
)
+
1
Nd
∑
j∈Td
N
J
(
j − i
N
)
θNj (t)
 dt + dBi(t), i ∈ TdN ,
(5.14)
and let the empirical measure µNt be defined by (1.3). Let P
N,b
T
denote the distribution of
µN[0, T ] under the dynamics (5.14). Then, under Assumption (D) on the product structure
of the initial distribution f N
0
, P
N,b
T
converges to δρ·(x,θ)e−2ψ(θ)dxdθ in the following sense: For
any ǫ > 0 and T < ∞,
lim
N→∞
P
N,b
T
(
max
t∈[0,T ]
dLP
(
µNt , ρt(x, θ)e
−2ψ(θ)dxdθ
)
≥ ǫ
)
= 0. (5.15)
5.4. Scheme of the proof of the LDP Theorem 5.3. To simplify notation let us write{
µN
ǫ,+∼ R
}
=
{
max
t∈[0,T ]
dLP
(
µNt ,Rt(x, dθ)dx
)
≤ ǫ
}
(5.16)
in case of upper bounds, and{
µN
ǫ,−∼ R
}
=
{
max
t∈[0,T ]
dLP
(
µNt ,Rt(x, dθ)dx
)
< ǫ
)
,
in the case of lower bounds.
In view of exponential tightness we need to derive asymptotic upper and lower bounds
on PN
T
(
µN
ǫ,±∼ R
)
for any R ∈ C
(
[0, T ],M1(R × Td)
)
and for small ǫ > 0.
Proceeding as in [12, 8] the upper bound with AT defined in (5.10) follows by Girsanov’s
theorem: For any fixed f ∈ C2,0,1
b
(
R × Td × R
)
,
PNT
(
µN
ǫ,+∼ R
)
≤ e−N
d
(
LT (R | f )− 12
∫ T
0
∫
R
∫
Td
(∂θ ft)
2Rt(x,dθ)dxdt
)
(1+O f (ǫ))
Q
N, f
T
(
µN
ǫ,+∼ R
)
. (5.17)
Above, O f (ǫ) is a quantity which tends to zero as ǫ → 0, and
dQ
N, f
T
dPN
T
:= eN
dMN, f
T
− N2d
2
〈MN, f
T
〉,
whereMN, ft is a PN-martingale,
MN, ft = µNt ( ft) − µN0 ( f0) −
1
N
∑
i
∫ t
0
(
∂s + Lhi(θ(s))
)
fs
(
i
N
, θi(s)
)
ds.
Recall (3.12) and (2.2) to follow the above notation.
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Optimisation over f in the first term on the right hand side of (5.17) gives AT (R). On
the other hand,
Q
N, f
T
(
µN
ǫ,+∼ R
)
≤ QN, f
T
(
dLP
(
µN0 ,R0
)
≤ ǫ
)
= PNT
(
dLP
(
µN0 ,R0
)
≤ ǫ
)
. (5.18)
The last expression is subject to stationary Sanov-type large deviations with rate function
H
(
R0
∣∣∣ ρ0).
Let us turn to the lower bound: By general methods it will follow from upper bounds if
one is able to prove that there is always a unique weak solution to (5.11). Below we sketch
an alternative route which is based on the approach to existence and uniqueness of strong
solutions and subsequent derivation of hydrodynamic limits, as developed in Section 2–3,
and formulated in Theorem 5.5.
STEP 0. Recall notation (5.6). In view of the exponential tightness of the random variables
hµ
N
(t, x) by the lower semicontinuity of the functional ρ 7→ hρ(t, x) with respect to the
distance DT , we may assume that supx maxt≤T |hr(t, x)| is bounded.
STEP 1. Assume that Rt = rt(x, θ)e
−2ψ(θ)dθdx and (r, h) is the unique strong solution to
(GL-MV) with a nice initial profile r0 and smooth drift field b = ∂θg satisfying (5.13). As
in (5.17):
PNT
(
µN
ǫ,−∼ R
)
≥ e−Nd
(
LT (R | g)− 12
∫ T
0
∫
R
∫
Td
(∂θgt)
2Rt(x,dθ)dxdt
)
(1+O(ǫ))
Q
N,g
T
(
µN
ǫ,−∼ R
)
. (5.19)
By our choice of r, the expression LT (R | g) − 12
∫ T
0
∫
R
∫
Td
(∂θgt)
2 Rt(x, dθ)dxdt equals to
AT (r). Furthermore, with the notation introduced in the course of the formulation of The-
orem 5.5, Q
N,g
T
= P
N,b
T
. Finally, assuming thatH(r0|ρ0) < ∞,
P
N,b
T
(
µN
ǫ,−∼ R
)
= PN,b
∏
i
r0(i/N, θi(0))
ρ0(i/N, θi(0))
e
−Nd 1
Nd
∑
i log
r0(i/N,θi (0))
ρ0(i/N,θi (0)) ; µN
ǫ,−∼ R
 (5.20)
The measure PN,b
(∏
i
r0(i/N,θi(0))
ρ0(i/N,θi(0))
, ·
)
is just the distribution of µN[0, T ] under the sde (5.14)
and the product initial distribution sampled from the nice initial profile r0. Under this
measure, the law of large numbers implies that limN→∞ 1Nd
∑
i log
r0(i/N,θi(0))
ρ0(i/N,θi(0))
= H(r0|ρ0).
On the other hand,
lim
N→∞
P
N,b
T
∏
i
r0(i/N, θi(0))
ρ0(i/N, θi(0))
; µN
ǫ,−∼ R
 = 1, (5.21)
by (5.15).
It remains to show that strong solutions r described in STEP 1 are dense on the graph of
AT . That is for any r with AT (r) < ∞ there exists a sequence (rǫ , bǫ) such that for any ǫ(
rǫ , hr
ǫ
)
is a strong solution to (GL-MV) (with smooth field bǫ satisfying (5.13)), and both
lim rǫ = r and limAT (r
ǫ) = AT (r).
STEP 2. Let us go back to the linear form LT (r | f ) in (5.4). It could be rewritten as
LT (r | f ) = L0T (r | f ) −
∫ T
0
(
rt, h
r
t∂θ ft
)
ψ dt. (5.22)
Hence bt = b
0
t − hrt , where b0t satisfies L0T (r | f ) =
∫ T
0
(
rt, b
0
t ∂θ ft
)
ψ
dt for any f ∈ C2,0,1
b
.
Accordingly,
AT (r) =
1
2
∫ T
0
(
rt,
(
b0t − hrt
)2)
ψ
dt. (5.23)
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Therefore one has to show that there exists a sequence
{
bǫt
}
such that for any ǫ > 0 it
complies with (5.13) , and in addition, rǫ := ρb
ǫ
satisfies:
∀T DT − lim
ǫ→0
rǫ = r and lim
ǫ→0
=
∫ T
0
(
rǫt ,
(
bǫt
)2)
ψ
dt =
∫ T
0
(
rt,
(
b0t
)2)
ψ
dt (5.24)
Note that the densities rǫt (θ, x) are completely decoupled, and the question is essentially
about one-dimensional parabolic PDE-s in divergence form. We proceed to discuss the
latter.
STEP 3. Let rt(θ) be a density with respect to e
−2ψ(θ)dθ. Given f ∈ C2,1 (R × R+) we, with
a slight abuse of notation, continue using
L0T (r | f ) = (rT , fT )ψ − (r0, f0)ψ −
∫ T
0
(rt, (∂t + L0) ft)ψ dt. (5.25)
We have to check the following: If
A0T (r) := sup
f∈C2,1
{
L0T (r | f ) −
1
2
∫ T
0
(
rt, (∂θ ft)
2
)
ψ
dt
}
< ∞, (5.26)
or alternatively, if L0
T
(r | f ) =
∫ T
0
(rt, bt∂θ f )ψ dt for some b ∈ L2
(
R × [0, T ], rte−2ψdθdt
)
,
then one can find a sequence
{
bǫt (θ)
}
which complies with (5.13), and and in addition, the
unique classical solution rǫ of
∂tr
ǫ
t − L0rǫt = −e2ψ∂θ
(
e−2ψbǫt r
ǫ
t
)
(5.27)
with a nice initial profile rǫ
0
, which satisfies
∀T lim
ǫ→0
max
t≤T
dLP (r
ǫ , r) = 0 and lim
ǫ→0
=
∫ T
0
(
rǫt ,
(
bǫt
)2)
ψ
dt =
∫ T
0
(
rt,
(
b0t
)2)
ψ
dt. (5.28)
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