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ABSTRACT
Sinusoidal voltammetry, the current response of a simple reversible electrochemical
reaction under a large magnitude sinusoidal potential, is investigated in this work. The
ferricyanide/ferrocyanide (Fe(CNV3M) redox couple at a platinum electrode, which is
known to be reversible, was measured using sinusoidal potentials. Theoretical analyses,
including computer-simulation o f sinusoidal voltammetry at various excitation potentials,
are also presented.
The results obtained are in good agreement with the theoretical analysis. One
remarkable advantage o f sinusoidal voltammetry is that the charging current accompanying
the electrode process, which is the most significant components of the noise at a fast
potential scan, may be discriminated through Fourier transformation. In addition to
facilitating voltammetric analysis as a qualitative method, this discrimination may increase
the signal/noise ratio of quantitative voltammetric analysis. Under large magnitude
sinusoidal potential, the nonlinear faradaic current and the approximately linear charging
current are discriminated using the known relationship between the real and imaginary parts
of the faradaic current in the frequency domain. A reverse transform to the time domain
gives the faradaic current.
For reversible electrochemical reactions, the separation of the cathodic and anodic
peak positions is 58.8mV/n; the peak current is proportional to the amplitude (Ea°'65) and the
frequency ( f 5). For the Pt/Fe(CN)6^ system, the discrimination of the charging current from
the faradaic current is successful at frequencies below 20Hz, which corresponds to a scan
rate of 80Ea V/s. The double layer of Pt/KCl with/without the presence of ferricyanide ion
may be assumed to be an ideal capacitor in sinusoidal voltammetric experiments, although

xiii
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its capacitance changes appreciably with the frequency of the applied potential. In fact,
sinusoidal voltammetry is similar to cyclic voltammetry in many aspects including the
general shape o f the current function. The advantages o f sinusoidal voltammetry over cyclic
voltammetry are ( 1) the ease of discrimination of charging current by frequency
deconvolution, and (2 ) improved signal/noise ratio.

xiv
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CHAPTER 1
INTRODUCTION AND THEORETICAL BACKGROUND

1.1 Introduction
Electrochemistry, both in heterogeneous and homogeneous phases, is one of the
most important areas of fundamental research [1]. It is one powerful tool for the
qualitative and quantitative analysis of electroactive and electroinactive species in many
fields [2-8], It may also provide detailed information o f reaction rates and mechanisms of
electrochemical reactions and related chemical reactions [9-15]. It is widely studied in
many scientific fields and for various purposes, for most chemical substances are involved
in reduction and oxidation reactions including many life phenomena and processes
concerning animals and plants [16-19].
O f the various research methods in chemistry, electrochemical dynamics are
extremely powerful for the characterization of electrochemical reactions— particularly
heterogeneous reactions between solutions and electrode surfaces. One of its advantages
over other methods is that electrons, a pure and universal reagent, are involved in
electrochemical reactions or electrode processes. This universal reagent can be easily set
at any activation state and can react with any electroactive substance through different
approaches. The electrochemical reactions are generally fast, the reaction ratios are
relatively high (80%~100%) and the products are frequently pure (sometimes they are
100% pure) compared to non-electrochemical reactions [20,21]. Another advantage is
that electrochemical reactions can be either potential-controlled or current-controlled, and
they are easily controlled and automated [4,22]. When two or more reactions occur in
1
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mixtures, it is possible to observe a simple reaction by adjusting the electrode potential
or/and other parameters such as the concentration o f electroactive species, solvent,
electrode materials (surface), the pH of the solution, and the supporting electrolyte.
Electrochemistry has great importance in industry production and chemical
analyses.

Many

chemicals

are

made

through

Electrochemical analyses is a simple and

electrolysis

or

electrosynthesis.

widely used method in chemistry.

Electrochemical methods can also be applied to alleviate pollution from the chemical
industry by pollution prevention, supervision and control [23-25]. Furthermore, one may
recognize that many naturally occurring

chemical reactions in nature involve

electrochemical reactions, such as erosion [26,27], and energy conversion [28-30], both
o f which have tremendous breadth of application and economic importance. However, an
even greater range of electrochemical reactions is found in biology, where, for example,
information transfer in the brain and nervous systems [30-32], photosynthesis [33], and
metabolic processes [35-38] are really electrochemical reactions.
Certainly, there are some limitations inherent in electrochemical dynamics. It is
electrons, involved in each electrochemical reaction, that limit selectivity for different
reactions. The involvement of the electrode in electrochemical reactions also complicates
electrochemical processes, for electrode materials and the state of an electrode surface
affect the process [39-41]. The reagents and products may adsorb on the electrode to any
degree, rate and strength, and they may de-adsorb off the electrode with any rate [42-44]
which could be affected by electrode material, the state of the electrode surface,
electroactive species, or matrix of solution. Electrodes may catalyze or hinder electrode
processes or act as one of the reaction reagents [45]. In particular, the nature of the

2
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interface between the solution and electrode surface greatly influences electrochemical
reactions [43,46].
1.2 Electrochemical kinetics and electro analytical methods
An electrochemical reaction is a chemical reaction that occurs at an electrode
interface and involves an electron transfer. These reactions are all classified as
heterogeneous, and differ from homogeneous reactions because they do not take place by
means of collision interaction between two reagents. At the interface between an electrode
and the solution, or between two solutions, each reagent is converted into its product at
its own distinct, electrified surface. Thus, the formation of a transitional state between the
reagents does not have the same significance as in homogeneous reactions [47]. The
reagents in an electrochemical reaction form transition states on or near the electrode
surfaces; the essential existence of transitional states, even separated from each other,
asserts that the electrochemical kinetics would be similar to the kinetics of homogeneous
collision reactions. However, the reaction frequency in a homogeneous collision
mechanism is comparable with that of an electrochemical reaction at interfaces, and the
dependence o f the reaction rate on the activation energy is of the same exponential form
[48,49], which expresses the law of natural growth in nature [50].
Electrochemical kinetics, or electrode kinetics, began in a quantitative way with
the Tafel equation at the beginning of the twentieth century, and has now grown to a welldeveloped discipline, although diere exist doubts concerning fundamental issues, such as
the nature of the transfer coefficient. In 1905, the exponential relationship between the
rate of electron passage (current i) across the interfaces and the overpotential r\, was
established experimentally by Tafel [51],

3
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7] = a + blni
where

77 is

(1.1)

the overpotential on the working electrode, / is the resulting current, a and b

are constants for each specific electrochemical reaction.
This relationship was more fully described by Butler in 1924 and by Erdey-Gruz
and Volmer in 1930, leading to the Butler-Volmer equation [52,53]:
i = nFAk0[C0 (0, t ) ex p (- ^

77) -

CR{0 ,r)exp(in ^ : 77)]

(1.2)

where i is the current of the electrochemical reaction,
Co(0,t) and Cit(0,t) are the surface concentrations of reactant and product,
ko is the standard heterogeneous rate constant,
a

is the transfer coefficient,

A is the area of working electrode,
F is Faraday constant,
n is electrons per molecule oxidized or reduced,
R is gas constant and T is absolute temperature.
This equation describes the dependence of reaction rate i on the applied energy 77.
In 1963, Marcus proposed a widely adopted model for the mechanism of electron transfer
at the molecular level [54]. This theory predicts that fast electron transfer processes will
be observed when both oxidative species O and reductive species R in the redox process
have comparable molecular geometry and solvation. This theory specifies that two
constraints apply in the electron transfer process. One is that the electron transfer in an
electrode process is constrained to follow the Franck-Condon Principle [55]. The electron
transfer, which occurs via quantum mechanical tunnelling from the electrode surface to
the oxidized species O, is thought to take place on a time-scale of 10'l5~10'16s. In
4
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contrast, nuclear motions (vibrations) within O (or its solvation shell) occur on the
significantly longer time-scale of 10‘13s. It follows that when electron transfer occurs, the
product R must still possess the same molecular geometry (bond lengths, bond angles...)
and solvation structure as the reactant O the instant before the electron transferred. The
other constraint is that there is no loss or gain of energy due solely to the electron transfer
process. Product R must be formed with an energy that exactly matches the sum of the
energy of the electron in its Fermi Level in the electrode and the energy of reactant O,
both measured the instant preceding electron transfer. Hence, as electron transfer occurs,
reactant O is in an activated state and product R is also in an excited state. The activated
state of reactant O is the transition state for the reaction; it represents the structure of
both reactant and product, each with the same geometry (including solvation), and it
satisfies the energy conservation identified above. The structure of this activated state is
most likely intermediate between the equilibrium geometries of unexcited reactant O and
product R. The energy required for the activation of reactant O determines the rate of the
electrochemical reaction. Obviously, the greater the difference between the energies of
reactant and product, the greater the energy needed and the slower reaction rate will be.
Experimentally, many parameters have been found to influence the dynamics of an
electrochemical reaction. In principle, the following parameters may affect or control
electrode processes:
• The electrode potential, or more precisely, the overpotential;
• The structure of the interfacial region through which electron transfer occurs;
• The reactivity of electroactive species involved in the electrode process;
• The composition, shape, and surface condition of the electrode;

5
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•

The transport of material between the electrode and bulk solution.

Hence, electrode processes are very complicated. In order to understand the effects of
these parameters, it is preferable to create situations in which one parameter dominates
the electrode process and the other parameters play minor roles.
To study electrochemical dynamics, a number o f electrochemical techniques have
been developed [2-15]. The most widely used technique is cyclic voltammetry, which can
be used to measure the k° (standard exchange current rate) and a (the transfer coefficient)
o f each electrochemical reaction involved, to research the reaction intermediates, and to
study the coupled homogeneous pre- and post-reactions that may accompany the
electrochemical reaction.
Impedance spectroscopy is another widely used method. The advantage of an
impedance measurement is that it can measure the impedance o f the electrochemical
system near the equilibrium state in the linear response range with a small excitation
potential. Very accurate kinetic parameters can be obtained by this method. These
methods, coupled with other spectroscopy techniques [11] such as UV, IR, Raman
spectroscopy, ESR, or luminescence spectroscopy, more clearly identify the intermediates
and products resulting from electrode reactions. The measurement of lifetimes and
concentrations o f intermediates can provide critical insights into the mechanisms of
electrode reactions.
Electroanalysis

is

another

important

aspect

of

electrochemistry

[2-8].

Voltammetry (polarography) and its derivatives provide powerful analytical tools in
chemistry and chemistry-related fields; in addition, these approaches can be used to study
electrochemical mechanisms. Qualitative analyses are mainly based on the half-wave

6
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potential of each electroactive species in a given solution matrix (or supporting
electrolyte), and quantitative analyses are based on the linear relationship between the
diffusion current and bulk concentration of the electroactive species. In practice,
qualitative analyses are seldom used because other more powerful molecular specific
methods like mass spectroscopy and NMR are available. Quantitative analyses, on the
other hand, are still in wide use in electrochemical research, and these techniques have
many advantages. In general, the most precise measurements of concentration are carried
out by construction of calibration curves with a set of standard solutions. It has been
shown that ±0.1% precision may be achieved with careful precautions [56]. Standard
addition and internal standard methods are also used in the measurement of concentration.
Sometimes, these kinds of methods may be used for direct evaluation of concentrations,
for current may be measured as an accurate experimental variable. Recently, voltammetry
has been used in bioscience to monitor secretion of biochemical substances from cells, and
it has been applied to the dynamics o f bioprocesses. In addition, electrochemical detection
is used in combination with liquid chromatography [57,58].
In order to control the potential at a working electrode, large non-polarized
electrodes have been used as reference and counter electrodes. Later, three-electrode
electrochemical cells were employed to diminish solution resistance, and the reference
electrode was placed very close to the working electrode by utilizing a so-called LugginHaber capillary [2,8,13]. It is generally assumed that the solution volume is large enough
that the passage of current does not alter the bulk concentrations of electroactive species
(small A N conditions). Most diffusion-based methods assume that migration and
convection in solution can be neglected and the main mass transport is attributed only to

7
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the diffusion of electroactive species. Under these semi-infinite conditions, regions
sufficiently distant from the electrode are not perturbed by the experiment [2,8,13]. In
other electrochemical techniques,

such as controlled

current experiments and

hydrodynamic voltammetry experiments, convection is the main method of mass
transport.
Electrochemical methods (electrokinetics and electroanalytical experiments)
include [2-15]: (a) Controlled potential techniques, (b) Controlled current techniques, (c)
Impedance spectroscopy, and (d) Spectroelectrochemical methods, the combination of
electrochemical methods with spectrometric and photochemical methods. Among these
methods, controlled potential techniques provide the most powerful experimental
approaches available to electrochemistry.
Chronoamperometry employs a step potential (Figure 1.1a) at a working electrode
at the semi-infinite conditions above. The current response is shown in Figure 1.1b. The
faradaic current response can be calculated using the Cottrell equation [59].
For a reversible reaction
Kt) = id( t ) =

nFADlo C a
K t

(1.3)

and for an irreversible reaction
/(f) =nFAkf C‘0 exp(fc2f / D0 )erfc(kf t uz / D " 2)
where k/is the heterogeneous reaction rate,
A is the area of the electrode,
Do is the diffusion coefficient of the oxidative species O,
Co* is the bulk concentration of O,

8
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(1.4)

n is the number of electron involved in the reaction, and F is the Faraday constant.

E

E2

i

(-)

t

0

t

(a)

(b)
Figure 1.1 Step potential experiment

This experiment is diffusion-controlled. Species O is electroinactive at Ei but is
reduced at E2. If the electrode is spherical (e.g., a hanging mercury drop), the resulting
diffusion currents for reversible and irreversible reactions are [ 1 ]:
id(t)= nF A D 0C-0 \_
1
(nD0t)

(1.5)

r0

i(t) =nFAkCm
0 [Q. + D0 fkrQ)exp(ik2t/D 0)erfc(kti n / D l0,z) - D 0 /lcr0)]

(1.6)

where ro is the radius of the electrode. The limiting current at the dropping mercury
electrode is known as the Ilkovic equation:
id = lQ Z n D fC m
0m vzt m

( 1 .7)

Where m, in mg/sec, is the flow rate o f mercury from the DME capillary,
t in seconds, is the life time of mercury drop,
Do. in cm2/sec, is the diffusion coefficient,
Co*, in mM, is the concentration of bulk solution.

9
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If the current is sampled at some fixed time x into each of these step experiments,
then one can plot the sampled current i(z) vs. the potential to which the step takes place.
This kind o f experiment is known as sampled-current voltammetry [2,8], and is the basis
for dc polarography as well as pulse polarographic methods. For a planar electrode, the
current for a reversible reaction is
nF A D ^C l

Kl/2tu2a+%d)
£ = (D0 / D R) U1

6 = exp(/zF(is —E° )/R T )

The current for an irreversible reaction is
/(f) = nFAkf C'0 exp (H 2t)erfc(HtU2)

H

-

M

2+ M

(1.9)

2

These equations are often made dimensionless for convenience to extract the kinetic
parameters, the standard rate constant ko and the transfer coefficient 3, from step
experiments. [2 ]
i / i d = F(A) =7tu2Xexp(X2)erfc(X)
A = k f t 1/2 / D q 2

(1.10)

is a dimensionless variable.

For example, one can measure i(z)/ij(z) at several potentials on the rising portion of a
sampled-current wave, then the corresponding A at each potential is determined by
reference to the above dimensionless equation. If the diffusion coefficient Do is known, kf
is easily obtained at each potential If kf is available for several potentials, k° and d are
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available from a plot o f log kf vs. E, which will be linear if the theoretical kinetic relation
£/= k°exp(-dnf(E-E? )) holds.
Another important technique is linear sweep voltammetry or cyclic voltammetry.
In this experiment, the potential is varied linearly with time (Figure 1.2a) and the sweep
rates v ranges from 0.04V/sec to about lOOOV/sec. The current response is recorded as a
function of potential (Figure 1.2b). This technique has become very popular for initial
electrochemical studies of new systems and has proven very useful in obtaining
information about complicated electrode reactions.
For a reversible reaction, the peak potential is independent of scan rate. Although
it is slightly a function of Ex, the difference between Epa and Epc is always close to
2.303RTMF (or 59mV/n) at 25°C. For repeated cycling, it is 58mV/n at steady state at
25°C [60]. It is suggested that the separation of cathodic and anodic peaks is a useful
diagnostic test of a Nemstian reaction. The peak current ip is:
ipc = 2 .6 9 x 1 0 5n 2nA D l0'2vl/2Co

(1.11)

(-)

E

Potential (E-E°)
Switch time
(b)
Figure 1.2 (a). Cyclic potential sweep, (b). Resulting cyclic voltammogram

11

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

and the reverse peak current ipa is the same as ipc with a stable product, regardless of scan
rate v, switching potential Ex (for Ex>35/n mV past EPc), and diffusion coefficients.
For quasi-reversible and irreversible reactions, the shapes of the i-E curves, the
peak position and the separation of cathodic and anodic peaks are functions of scan rate v,
switching potential Ex, kinetic parameter ko and electron transfer coefficient c l One could
determine a from theoretical curves K(A,a)~logA in Figure 1.3 by calculating K(A,a):
ip = ip(rev.)-K {A ,a)

(1.12)

With Figure 1.4, one could determine the exchange current constant by the shift of Ep
with the scan rate v. Where A is:
A = k° l\D lo aD aR ( n F lR T ) v fn

(1.13)

Cyclic voltammetry (or LSV) may be used as one analytical tool to determine the
concentration of electroactive species with peak current for either the reversible, quasireversible or irreversible cases. Standard calibration and standard addition methods are the
most routine analytical approaches. The sensitivity is around 10_6M; it may be improved to
10'8M with refined methods such as pulsed voltammetry and differential pulsed
voltammetry. More popular and more important is that cyclic voltammetry may be used to
study the dynamics of electrochemical reactions. It may be used to determine the kinetic
parameters k° and a. It may also be used to study multi-component systems and multi-step
charge transfer reactions, in which the number of electrons transferred in the ratedetermining step may be obtained to elucidate the mechanism of electrochemical
reactions. In addition, for mechanisms with pre- or post-chemical reactions, it may also
provide related kinetic pathway information.
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However, one must be sure that the uncompensated resistance is sufficiently small
that the voltage drops caused by solution (iR) are negligible compared to the positions of
cathodic and anodic peaks and their separation. In fact, solution resistance cannot be
discerned simply from i~E or AEp~v curves, since the effect of solution resistance on
those curves is the same as that o f the electrochemical reaction itself. The effects of
solution resistance would be large when current values are large and for large k° values. It
is very difficult not to have a few ohms of solution resistance in nonaqueous solutions, and
some reported studies made under these conditions have suffered from this problem.
Recently, the development o f electrochemical detection and dynamics research
[61] has stimulated the need for more precise electroanalytical methods, especially the in
vivo detection in the bioscience fields. A single molecule electrochemical analysis has been
accomplished [62], For example, the secretion, transfer and response of chemical message
substances in bio-activities such as neurotransmitters occur over a period of a few
hundred milliseconds and are localized to very small volumes (~ picoliters) [63]. The
sample available for analysis is extremely small

(-1 0 0

attomoles) and only available for a

very short time (~ hundreds of milliseconds).
Another active field is the detection of chiral molecules, which play very important
roles in medicine, medical research and metabolic processes [64]. For the detection of
alkyl compounds, there are relatively few analytical techniques that have the requisite
sensitivity, selectivity and more important, temporal resolution as electrochemical
detection. Chromatography methods such as HPLC, GC, CE, and other methods may
serve as off-line detection, but they cannot provide real time detection for dynamic
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processes. Generally, the analysis procedures involve tedious derivatization and sample
preparation, which are always undesirable, especially considering the limited sample
availability and the possible ease of contamination and degradation. The biggest
disadvantage of chromatography is that it cannot provide information about reaction
mechanisms and kinetics data. Several electroanalytical techniques have been developed
for this purpose, such as fast scan voltammetry (FCV) [65], chronoamperometry [6 6 ], and
DC amperometry [67]. These electrochemical analysis methods seem particularly well
suited for sample-limited analyses, since they can be miniaturized with ease (capable of
working in nanoliter to picoliter volumes) without sacrificing sensitivity or selectivity. In
addition, the tedious sample preparation steps (derivatization etc.) and possible
contamination are also avoided.
One application of fast scan voltammetry is to monitor the release and uptake of
endogenous monoamine neurotransmitters in vivo [68,69] and in vitro [70,71]. Despite
the high scan rate of the applied voltage waveform, it does not affect neuronal activity
[72]. Indeed, FCV may be combined with electrophysiological recording at the same
electrode [73]; this means, it is possible to probe the electrical and neurochemical activity
o f the cells simultaneously. This capability has greatly enhanced the quality of data
acquired by each approach used in isolation and has allowed the relationship between preand postsynaptic events to be investigated. Another advantage o f FCV has been to shift
the emphasis away from metabolites and to focus attention on the neurotransmitters
themselves.
The features that distinguish FCV from classic voltammetric methods are the
speed of the measurement and the size of the electrode used. The electrodes used in FCV
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are on the order of micrometers and allow faster electrochemical measurements to be
taken. The voltage scan rate was increased and rather than lasting a couple of minutes,
each scan took only -2 0 ms and thus could be repeated many times per second. Thus, it
may allow near real-time measurement of a dynamics process, such as the release and
uptake of neurotransmitter in cells, and provide genuine insights into their role in
neurotransmission. The faradaic current response will be higher at faster scan rates and
this would provide good sensitivity for detection. An important aspect of FCV is that the
faster scan rates frequently bring the faradaic process from Nemstian behavior into the
quasi-reversible or irreversible regime. This can be helpful in determining kinetics
parameters, and the parameters of quasi-reversible or irreversible processes may provide
discrimination between different electroactive species, which may increase the selectivity
o f FCV. It may also be used as a qualitative approach for detection and selection of
interesting species. However, the background current signal (mainly charging current of
the electrode) is larger than that at slow scan rate, even the faradaic current signal is
buried in background current, because charging current increases linearly with increase of
scan rate, while the faradaic signal also increases but not as fast as that due to the double
layer. Generally, background current signals obtained prior to the experiment with analyte
are digitally subtracted from those obtained in experiment with analyte. Currents assumed
common to both are eliminated and only the faradaic current from the reacted species
remains. Here, one assumes that the electrode surface compositions in both situations are
the same and there are not any complications due to interactions between the electroactive
species and the solution matrix.
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DC amperometry is the other most widely used technique in this area. In
experiments, one potential with large amplitude is applied to the system of interest and the
resulting current is recorded. Compared to FCV, DC amperometry provides unique
information on the kinetics o f secretion and subsequent biochemical fates of easily
oxidized neurotransmitters in situations where the biological environment is wellcontrolled [74]. DC amperometry allows measurement of the most rapid concentration
changes. However, it is theoretically limited by the double-layer capacitance of the
electrode and the surrounding solution, especially when measuring rapid concentration
changes of the electroactive species. It also has very poor chemical selectivity since all of
the electroactive species may react at that potential. In addition, it does not provide
chemical identification of the electroactive species detected.
Electrochemical reactions occur adjacent to

the electrode surface when

electroactive species are present at the interface between the solution and electrode
surface. The properties of the interface are different and distinct from that of the bulk
solution or the interior electrode surface; the ions in solution and on the electrode surface
form an electric double layer which has an opposite charge to that on the electrode. The
double layer definitely impedes the flow o f reaction current, known as the Frumkin
correction. Hence, each electrochemical reaction in this heterogeneous region will be
influenced by the existence of the double layer, whatever the purpose of the expected
reaction is, such as synthesis, measurement, detection, etc.. Further complications arise
due to coupled homogeneous chemical reactions or crystallization on the electrode
surface. For example, when the homogeneous reactions are fast, one may only consider
the electrochemical reaction with the specific concentrations of electrochemical species.
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However, the double layer always accompanies the electrochemical reactions except at the
potential zero charge and in the absence of adsorbates.
The background current, the noise of analysis, is comprised of a current caused by
oxidation or reduction of traces of impurities and a current due to double layer charging.
The charging current, more than any other factor, limits the sensitivity of voltammetric
methods. Generally, the minimum detection limit is around 5 x 1 0 " ^ for cyclic
voltammetry [2], Experimentally, the background currents are fairly linear over wide
ranges, which is similar to the behavior found with a pure capacitor, although it may be
different for different experimental conditions. The electric double layer at mercury shows
considerable structure dependence on electrolyte concentration. Another important
contrast between the faradaic and background currents is their time dependence. It is
known that the diffusion limited faradaic current decreases (or increases) more slowly
than the charging current. In the step experiment, the faradaic current decreases
monotonically as t I/2, while the charging current decreases as an exponential function, e
t/RC. This contrast underlies some attempts to increase voltammetric sensitivity by
discriminating against the charging current in favor of the faradaic current. Much effort
has gone into the development of voltammetric methods with improved sensitivities, for
lower limits are always useful. Some well-known methods are tast polarography [75,76],
pulse voltammetry [75,76], differential pulse voltammetry [2,56,75,77], impedance
methods [2,78,79], and chronocoulometry methods [76,80].
Tast polarography is applicable to the dropping mercury electrode and involves
current sampling immediately before drop fall, the drop lifetime being controlled
mechanically to ensure good reproducibility. The limiting faradaic current increases
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monotonically as tI/6, while the charging current decreases steadily as t I/3 during the life of
a drop. By sampling the current at the instant just before drop fall, the faradaic current is
relatively large and the charging current is relatively small; the sensitivity may be
improved. Obviously, the pulse duration for each pulse would be long for higher
sensitivity and is ~3s; the whole analysis time would be several minutes.
In pulse voltammetry (PV), very short pulses with the same increase in amplitude
are applied to the electrochemical cell, and a base value of potential is chosen where there
is no faradaic reaction. The current is also measured at the end of pulses where the
faradaic current decays much slower than the charging current. The duration of pulses
varies normally between 5~ 100ms; the interval between pulses is 2~4s.
Differential pulse voltammetry (DPV) is different from pulse voltammetry where
the base potential in DPV is incremented with same amplitude between pulses and the
current is measured immediately before the pulse application and at the end of the pulse.
Sensitivities that are often an order of magnitude better than those of pulse voltammetry
can be obtained with this approach. This sensitivity gain obviously does not come from
enhanced faradaic response, since the faradaic current measured in DPV is never larger
than the faradaic wave height found in the corresponding pulse voltammetry. Instead, the
improvement comes from a reduced charging current contribution. The capacitive
contribution to DPV measurements differs from that in PV/tast polarography by the factor
AE/(EZ-E). AE (the amplitude of pulses) is smaller than Ez-E (the potential on the
capacitance) by an order of magnitude or more. However, these methods do not totally
discriminate the charging current from the faradaic current and the analysis time is too
long to be used for transient analysis or in vivo analysis. In addition, these methods are
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mainly directed toward analytical measurements of concentration and are rarely used for
diagnosis or kinetic measurement of electrode processes.
Chronocoulometry is an alternative and very useful approach to record the
electrochemical response. It just integrates the current, so that the charge passed as a
function of time is obtained. It offers important experimental advantages: (a) The
integration may smooth random noise on the current transient, (b) The integration of the
whole transient current may offer better signal-noise ratios than the early time results that
may be distorted by nonideal potential rise, (c) Especially, contributions to the integral
charge from double layer charging and from electrode reactions of absorbed species can
be distinguished from those due to diffusing electroreactants. However, this method does
not provide details o f transient currents including kinetic parameters and certainly it could
not be used for fast measurement of concentrations.
Impedance spectroscopy [2,81] is a powerful and elegant method for
electroanalysis and the study of kinetics of electrode processes based on AC
measurements. It involves the application of a small sinusoidal perturbation and the
electrochemical system is not perturbed far from equilibrium. This technique brings
important simplifications in treating kinetics and diffusion, where the current response is
linear with applied potential. Three types of techniques were employed for the detection
and measurement of impedance: alternating current bridge, phase-sensitive detection and
direct methods. An equivalent electrical circuit (Figure 1.5) that contains combinations of
resistance and capacitance is employed to interpret experimental results, which simply
discriminate the faradaic resistance from the double layer capacitance. For a simple
electrode process, the faradaic resistance (Rct and Z*), double layer capacitance, and

20
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

solution resistance (/?,) may be obtained from the variation of impedance Z with frequency
(equations 1.14 and 1.15), or a Cole-Cole plot (Figure 1 .6 ),
n

, „ .- l / 2

-

Re Z = RQ + Jn
------------------- TTTT
(CTfi) Q +1) +G) C2(Rct +OG)
)
Tm ^

a)Cd(Rct +<jq)~U2) 2 +<j2c d + o a T t/2
(<XDin Cd + l)2 + q) 2C*(R ci +<jcd' u1)2

(1-14)

:

where Ret represents kinetics, Zw represents transport by diffusion (eqs. 1.16).
R eZ f = R ct+oo)~U2
ImZ/ = -o ru "

and

R e Z „ = o w 'l/2
Im Z w=-oco

(1-16)

However, impedance methods are limited to the linear response realm with small
amplitude excitations; the results obtained from these approaches may not be what they
are with large amplitude excitations. For more complicated reactions, the equivalent
circuit employed may not represent the real electrode process, although sometimes a more
complicated equivalent electrical circuit can be used to interpret experimental results. In
addition, these methods are time-consuming and are not appropriate for fast
electroanalyses.
1.3 Objective o f this work
The objectives of this work are to analyze the voltammetry of reversible
electrochemical reaction under large magnitude sinusoidal potential and to improve the
sensitivity o f voltammetric methods by analyzing the resulting current in the frequency
domain through Fourier transformation. This proposed methods would meet the urgent
needs of fast electrochemical measurement, such as voltammetric detection of
neurotransmitters for brain research in vivo. Generally, the charging current due to the
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double layer is the most significant part o f the background current. It would greatly
improve the sensitivity of electrochemical analyses if one separates the charging current
from the faradaic current and increases the magnitude of the faradaic current by increasing
the amplitude of excitation. At the same time, the decrease of analysis time is very
favorable in the fast and on-line voltammetry analyses.
From the viewpoint of signal superimposition, each kind of signal, such as pulses,
ramp, double step, etc., may be thought to comprise a superimposition of sinusoidal
signals with different amplitudes and frequencies. Hence, a sinusoidal function may be
thought of as a basic signal, which may be very simple and very useful in processing the
experimental responses. It is known that the response of a resistance to a sinusoidal
potential is in phase, while the response of a capacitance is out-of-phase; it is expected
that the charging current may be separated from the faradaic current. Furthermore, it will
increase the sensitivity of voltammetric methods. It is also expected that sinusoidal
excitation may provide one analytical approach to the non-linear response of the electrode
process at large amplitudes of excitation due to the functional simplicity of sinusoidal
excitation. The advantage using a larger amplitude excitation would bring larger current
response and higher sensitivity (larger signal-noise ratio). Another important principle is
that the signals expressed in the time domain correspond to the signals in frequency by
Fourier transformation; hence, it is possible to process sinusoidal signals in the other
domain with great facility. One may also notice that the sharp rise at the beginning and the
end of steps or pulses is not easy to implement and may cause instability o f experiments.
This last point will be exacerbated when the analysis time is short and the frequencies of
applied excitation are high. Contrary to pulses or step excitations, the sinusoidal excitation
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changes slower at both the beginning and end of its sweep period, and changes faster in
the middle of the sweep period. This characteristic would be easily implemented in
practical experiments at very fast scan potential rates.
Recently, Kuhr and coworkers have detected sugars, oligonucleotides and DNA at
a copper microelectrode with sinusoidal potential [80,81]. This approach is based on the
electrocatalytic oxidation o f sugars and amines at copper surfaces, in which the current
response in the time domain was converted into the frequency domain. Emphasis was put
on higher harmonics to discriminate the analyte signal over the background signal because
o f the more nonlinear nature of the faradaic current than the background charging current.
The measurement at higher harmonics certainly showed very high sensitivity and
selectivity compared to existing electrochemical methods. However, the most significant
current signals are at the fundamental and DC components and it is more sensitive and
accurate to use all of the information at the fundamental and higher harmonics.
Furthermore, it is useful to know theoretically what the faradaic current response of the
electrochemical reaction is under large amplitude, sinusoidal excitation and what the
distribution is at each harmonic after Fourier transformation. Theoretical analysis
(including the current in the frequency domain) can provide a basic guide to experiments.
At the same time, the measurement of the double layer capacitance provides an approach
for surface research, in the cases with/without electroactive species in the system.
Sinusoidal voltammetry has many advantages over the existing voltammetric
methods. It will be hoped in this work, sinusoidal voltammetry methods will provide an
approach for dynamic separation of the charging and the faradaic currents in electrode
processes. It will be used also to study the capacitive behavior o f the electrode in some
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situations. Method sensitivity may be greatly enhanced by deleting the charging current
and employing excitations with higher frequency and large amplitude; very small volume
analysis is available. Sinusoidal voltammetry can exploit the vast diversity o f electron
transfer rates observable at solid electrodes to obtain additional selectivity in the
electrochemical measurement (k° may vary over ten orders of magnitude at the same
electrode surface). More important, the experiment time may be one period of the
sinusoidal excitation (1/f); this is very suitable to on-line analysis and monitoring. Other
advantages are that the signal is simple, easily generated, and the slow change rate of the
potential at the beginning of scan makes the system easy to controll (high frequency
excitation is possible).
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CHAPTER 2
FOURIER TRANSFORMATION

In order to apply Fourier transformation to the proposed analytical method and
experiments, a good understanding of Fourier transformation and discrete Fourier
transformation, in particular, is necessary. This chapter will focus on Fourier
transformation theory to the extent necessary for understanding its essential aspects, its
application to discrete data on computers, and the most common problems with its use.
More details on all aspects of Fourier transformation and applications are given in
Yang[l], Bracewell[2], Brigham[3], Champeney[4] and Ramirez[5],
2.1 Fourier Transformation
2.1.1 Continuous Fourier transformation
In 1822, the French mathematician Joseph Fourier proposed that any periodic
function x(t) could be expanded to a trigonometric series, which is now called the Fourier
series.
d
00
^ ) = f +I k
2

where

COs(na)Qt) + bn sin (nQ)0t)]

(2.1)

„=i

a0 = ^ - 0 , x ( t ) d t
1o A
2 rT°A
an = j r j - Y *(r) cos(n0)o*)dt
2 rT°A

I T ,x(t)sm(nco0t)dt
i 0 J- /i

bn = —

n= 1,2,3,..., and T0 is the period of periodic function x(t), coo=2jt/To
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For convenience, equation (2.1) can be written as a complex Fourier series.
* W = Z c „ e " ”w

( 2 .2 )

C, = Y j ^ x ( . t ) e - ^ d t

(2.3)

Fourier series provide one of the powerful methods for the analysis o f periodic
signals. It makes clear in the frequency domain that a periodic signal (period To) is a sum
of sinusoidal and cosine components with specific frequencies; the frequency space
between each components is 1/T0. Practically, most signals in the real world are not
periodic; Fourier series analysis could not be used for non-periodic signals. However, one
may also think of a non-periodic signal as one period of a periodic signal, then expand the
signal from the time into the frequency domain. This is an extreme case where the
frequency space is infinitesimal and the integral limit in equation (2.3) is from the negative
infinitude to the positive infinitude. Physically, the discrete frequency in Fourier series is
changed into the continuous frequency; this means a non-periodic signal may be thought
o f as a superposition of periodic components with continuous frequencies. Equation (2.2)
and (2.3) can be rewritten as:

Equation (2.4)

x ( t ) = - ~ [ _ X { f ) e lu‘ d f

(2.4)

X { f ) = [ _ x (t)e -‘“ dl

(2.5)

iscalled inverse Fourier Transformation, and equation (2.5) is called

forward Fourier transformation. It may be noted that thedesignationof equation (2.4)
as the inverse and equation (2.5) as the forward transformation is purely convention.
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2.1.2 General properties of the Fourier transformation
It is helpful to have an understanding of the properties of Fourier transformation
for its application to the analysis o f various data or systems. The first important property
is the existence of Fourier transformation. In some situations, Fourier transformation
cannot be applied analytically, such as for the function t ia. Theoretically, if a fu n ctio n /^
satisfies Dirichlet’s conditions:
(i)f(t) is piecewise continuous with a finite number of finite discontinuities and
(ii)\_ "f(t)d t< o o
then the Fourier transformation of/(r) exists. Condition (i) is a necessary condition and (ii)
is a sufficient condition (2). Condition (i) requires that the signal be continuous, as are the
continuous signal components (sine and cosine). Condition (ii) requires that the signal be
limited rather than infinite. For example, the Fourier transformation of the function t in
does not exist because this function approaches infinity when t approaches zero.
However, in science or engineering, one generally considers physical existence o f one
event or experiment rather than the abstract mathematical function. Practically, no infinite
physical variable exists and the Fourier transformation may be applied to every real
function or signal As to t l/2, it is the current response of an electrochemical system under
diffusion control At t=0, the current must be zero, and as r+ -> 0 , the current must be
finite either because of finite electron transfer kinetics or instrumental limitations. Hence,
mathematically non-existent Fourier transformation may also be performed for analysis in
the frequency domain. Furthermore, in order to perform frequency spectrum analysis on
computers, other assumptions are made also for limited length signals. In fact, causality is
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then X ( / ) = G ( / ) f f ( / )

(2.10)

This theorem states that the convolution of two signals in the time domain is
equivalent to the simple multiplication of their corresponding Fourier transformations.
Alternately, the multiplication o f two signals in time domain is equivalent to the
convolution of their corresponding Fourier transformations. In experiments, convolution
arises in the process o f signal sampling, since the response of any linear detector is the
convolution of the true response with some instrumental function [4], In addition, since
processing of signals sometimes requires integral and differential operations on signals,
this theorem can convert integral and differential operations in the time domain into more
simple arithmetical operations in the frequency domain. This property makes Fourier
transformation a widely usable method of data processing. For example, digital filtering in
the time domain is difficult because it involves the convolution of signals with a smoothing
function [5,6]. Nevertheless, digital filtering of electrochemical signals is easily
implemented by the multiplication of the filtering function and signal in the frequency
domain [7].
On the other hand, deconvolution is the opposite o f convolution, by which the true
response of a system can be experimentally the observed [4]. In chemistry, the
deconvolution of Fourier transformed signals has been used to remove instrumental
distortion from chromatograms [8 ], to increase resolution in IR spectra [9], and to
remove instrumental distortion from voltammetry data [ 1 0 ].
Fourier transformation also can convert the differentiation and integration of
signals in the time domain into simple algebraic operations in the frequency domain.
F (x\t))= ico F (x(t))

(2.11)
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F (jx (t)d t) = XloF (x(t))

(2.12)

This property provides a simple method for obtaining a differential or integral
spectrum. It also provides an understanding of the well-known fact that the integration
diminishes the effect of noise while differentiation enhances the effect of noise. From the
above equation, after differentiation, the magnitude of the signal is proportional to the
frequency of the signal; thus noise, which generally predominates at higher frequency,
would be enhanced. After integration, random noise would be suppressed for the same
reason.
The scaling theorem, or the similarity property of Fourier transformation, is also
important when dealing with the time or frequency window. When a function becomes
narrower in one domain, its Fourier transformation in the other domain becomes broader.
For example, when a signal in one domain is a delta function, its Fourier representation is
a constant. This theorem implies that a signal change on a short time scale corresponds to
a signal at higher frequencies. It is essential to note that when one samples and processes
experimental data, the expansion or contraction of the signal in time depends on the low
and high limit of frequency of the spectrum of the detected signal For any signal, foTo is a
constant, which is called the uncertainty relation.
The shift theorem is about the changes of Fourier transformation if one shifts the
original signal in one domain. It is often called the modulation theorem in electrical
engineering.
F ( x ( t - t 0)) = [ " X ( t - t 0)e-ia*dt = eiax<
‘X ( f )

(2.13)

h n f ~ f 0)) = £

(2.14)

- f Q)eicctd f = e ^ x ( t )
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modified Fourier transformation approach is called Digital Fourier Transformation for its
processed data are discrete.

Table 2.1. Properties o f continuous and discrete Fourier transformation
Property

Fourier Transformation

Discrete Fourier Transformation

Linearity

g(t)+h(t) <=>G(f)+H(f)

g(k)+h(k)<=i>G(n)+H(n)

Time Convolution

g(t)0h(t) <=>G(f)H(f)

g(k)®h(k)t=K}(n)H(n)

Frequency Convolution

g(t)h(t)<=pG(f)®H(f)

g(k)h(k)e*G(n)®H(n)

Time Scaling

g(kt)<*(l/k)H(f/k)

Frequency Scaling

(lA )g m ^ H (k f)

Time Shifting

h(t-to)<=>H(f)exp(-icoto)

h(k-m)<=>H(n)exp(-i2jaim/N)

Frequency Shifting

h( t)exp(icoot)<=>H(f-fo)

h( k)exp(I2Kkm/N)<=>H(n-m)

Parseval’s Theorem

AM

i AM

k=0

M n=0

Practical application o f DFT on computers encounters another problem, that is the
slow calculation speed, even with the current powerful computers. This problem is
extremely critical with the increase of sampling points, which would let the DFT have no
practical use. In 1965, Fast Fourier transformation (FFT) was proposed by Cooley and
Tukey [3] to overcome this problem. It is a fast and convenient algorithm. It increases the
speed of DFT by NAog2 N. Although FFT is just an algorithm, its importance has greatly
surpassed the application o f Fourier transformation itself. It provides the basis of on-line
signal analysis; signals may be easily analyzed in the frequency domain or the time domain.
38
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The FFT algorithm, after its invention, has been widely used in many technical fields,
especially for signal transmission and signal processing in the electrical engineering fields.
Furthermore, its application promoted research and application of other orthogonal
transformations beyond Fourier transformation, which are of important significance in
digital signal processing.
2.2.1 Discrete and periodic properties of Fourier transformation
Before the real application of the Fourier transformation on computers, it is
important that the DFT should be accurately defined.
Mathematically, the continuous Fourier transformation, or inverse Fourier
transformation, calculates the integral of the continuous function in the time or frequency
domains; the integral boundary is from -<» to °° in time or frequency axis. In order to
perform Fourier transformation on a computer, the time function and frequency function
must be both discrete and must be both limited to a finite length. It is natural to remember
two specific cases: the Fourier Series and the Fourier transformation of a sampled
function. In the first case, the function in the time domain is continuous and periodic and
the function in the frequency domain is discrete and non-periodic. In the second case, a
sampled function in the time domain is a function multiplied by a sampling window (series
of Dirac functions) and its Fourier transformation in the frequency domain is a continuous
periodic function. Either case may be expanded into the discrete Fourier transformation, in
which the functions in both time and frequency domain are discrete and periodic.
First, let us consider the correspondence of discrete and periodic characteristics of
the following four types Fourier Transformation. The function x(t) is the signal in the time
domain, and X(f) is the signal in the frequency domain.
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1. When the time function *(f) is continuous and non-periodic, its Fourier transformation
would be continuous and non-periodic. It is just the continuous Fourier
transformation, and can be represented by
* ( / ) = Jf—«o x(t)e~i2^‘dt

(2.15)

and its inverse transformation is
x ( t ) = [ " X ( f ) e i2*'df

(2.16)

Figure 2 .1(a) is x(t) and X(f); the functions are continuous and non-periodic.
2. When the time function x(t) is continuous and periodic, it can be written as a Fourier
series:
x W = f j X ( f f 0)ei^

(2.17)

n=—

The transformation of x(t) is discrete and can be represented by a Dirac function. If
the period of x(t) is To, X(f) can be calculated by:
X(J<f0) = l r lx (.t)e -iW°kt
T0
/ 0

(2.18)

= 1/ T0, k is the number of harmonics.

Figure 2.1 (b) is x(t) and X(kfo). From the above consideration, one can conclude that
a periodic and continuous time signal corresponds to the non-periodic and discrete
frequency signal.
3. When the time function is discrete and non-periodic, its Fourier transformation will be
continuous and periodic. Figure 2.1 (c) is this situation.
They can be written as the serial forms.
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S ( f ) = 'Z s(n T s)e-i2mfr‘

(2.19)

s(nTs) = - j - j f S ( f ) e i2mfr‘

(2.20)

J s

*

f.= U T .
This implies that a discrete and non-periodic time signal corresponds to the continuous
and periodic frequency signaL
4. Then one can compare the above Fourier transformationand conclude that there is a
fine correspondence of periodic and discrete between the timefunction and frequency
function. They are listed in Table 2.2.

Table 2.2. The fine correspondence forms of Fourier transformation
Function
In Time Domain

Non-periodic
Continuous

Periodic
Continuous

Non-periodic
Discrete

Periodic
Discrete

Function in
Frequency Domain

Continuous
Non-periodic

Non-periodic
Discrete

Continuous
Periodic

Discrete
Periodic

From intuition that one can guess that a discrete and periodic time function should
correspond to a discrete and periodic frequency function. As illustrated in Figure 2.1(d),
the Fourier transformation o f a discrete and periodic function is really a discrete and
periodic function. Up to now, one can perform Fourier transformation based on two
discrete and periodic functions. This can be assumed from either of the transformation
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(a) The continuous, non-periodic functions in time and frequency domain

A
/ \
/
/
/
/
\

/
\

/
\ /
M

/ \
\

/

\

/
\

/
\

/
\

/
\

/
\ /
\r

l\

\
V
%
\
\

/
\

/
\ /
V

T

(b) Continuous, periodic in time domain and discrete, non-periodic in frequency domain

Figure 2.1 The various forms o f Fourier transformatioa
(Continued)
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fs — > '

(c) Discrete, non-periodic in time domain and continuous, periodic in frequency domain

(d) Discrete, periodic in time domain and discrete, periodic in frequency domain
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pairs of the above non-periodic discrete time function and periodic continuous time
function. Let us deduce this from equations (2.5) and (2.6).
Here the function in the time domain is discrete, the function in the frequency
domain is periodic and f is replaced by kfo. Because the periodic function in the time
domain is repeated at every period, the series could be represented by the sum in one
period.
W o ) = 2 s ( n 7 > - i2**r'

(2.21)

0

Other symbols can be modified as
f->kf0

d f^ f„ = fJ N

j
Jt=0

One can obtain that
s(nTJ = - ^ X ' SW )c '-” a'-/"77
fs

teS

N

M k=0
It is clear that TJ0=1/N, and one can write
S (kf ) ) = ^ s ( n T s )e~il*nk

( 2 . 22 )

rt=0

(2-23)

N t?0
2.2.2 Discrete Fourier transformation [1,12,13]

As stated, the continuous periodic signal can be represented by a Fourier series, a
periodic array xp(n), whose period is N and r is any constant,
x p (n) = x p(n + rN )

(2.24)
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can be represented by a discrete Fourier series (1). Then, the discrete Fourier
transformation series would be written from equations (2.22) and (2.23) as:
X /fc ) = X x ,( n
*=o

N k=0

(2.25)

( 2 -2 6 >

X PW e * *

Ts and f 0 were omitted for el2m/N is the fundamental component o f the periodic array xp,
gi(2 !oz/N)k ^ the ktfl hannQnic component of xp, and the coefficient at each harmonic is Xp(k).
There are only N harmonics in all of the spectrum for
K-^-)n(k+N)
i(~-)nk
e N
- e N
It is obvious that the periodic a rr a y s can be represented by one period data, there is only
N useful information in this periodic array xp, although it is infinite. This characteristic is
the same for its Fourier representation in equation (2.25). The only N data in one period
can represent the whole periodic array Xp(k).
For a data array with finite length, x(n)

x{n)= fjcOO

(0 < n < iV —1)
(n is others)

(0

One can assume that this x(n) with finite length is one period of the periodic array xp, that
is:

, , k(n)
x(nj = <
[0

(0 < n < IV—1)
(n is others)

and one period o f the Fourier series of xp corresponds to the Fourier series of x(n) if one
assumes the data in other periods are zero.
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X(k)= {

fX (n)
p
[0

(0

< n < IV —1)

in is others)

Now, if the length of a data array in time domain x(n) is N (0<n<N-l), its discrete Fourier
transformation X(k)

isalso a data array with length N (0<h<N-l) in the frequencydomain.

Its Fourier pairs are:
AM

(0 < k< N -l)

X(Ar) = Z>FT(A:(n)) = X ^ ( " ) ^

(2.27)

n- 0

x(n) = I D F T ( X ( k ) ) = — Y j X (k)W -nt
N t=o

(0< n< N -l)

(2.28)

W=
Note that the discrete Fourier transformation is a function only of array indices
and size. The value At and fundamental frequency fo are not involved in the calculation at
alL The actual time scale or fundamental frequency only has a role in the interpretation of
the results as period or fundamental frequency.
M ost of the properties o f the Discrete Fourier transformation are the same as the
properties o f the continuous Fourier transformation. It has linearity, convolution theorem,
scaling theorem, and shifting in time and frequency domain (Table 2.1). However, because
discrete Fourier transformation is expanded from the periodic series, or in a simple word,
it is a “borrowed” form from the periodic series, there are some errors inherent to this
algorithm.
First, digitization of an analog signal is always an approximation of the analog
signaL According to the Nyquist sampling theorem, a signal must be sampled more than
twice per period of the highest frequency present in the signal [6 ]. If a signal is under-
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sampled, which means the sampling frequency is lower than twice the Nyquist frequency,
all of the components above the Nyquist frequency will appear at lower frequency, as if
the true spectrum were folded a t/ n (Figure 2.2). More seriously, when their frequencies
are higher than 2/ w, those components would be sequentially folded at / n and f 0 to give
erroneous results. Hence, the sampling frequency for signals should be applicable to the
signals in real experiment. In practical experiments, experimental signals are generally in
the low frequency range, whereas, some noise at the higher frequency range may be
filtered out by the low-pass signal filters. Second, the observation time (or detection time)
to record the spectrum of a signal is limited for any experiment, compared to the real
signal that may have a much longer duration, as illustrated in Figure 2.3. It is clear that the
signals beyond the time window are lost. This fact would cause the leakage of a longer
signal (lower frequency) into other harmonics, because the fundamental frequency in DFT
is the inverse of the time window and the whole signal is the sum of each harmonic’s
contribution. Besides these, it should be mentioned that an arbitrary sampling window
brings an arbitrary fundamental frequency, which means that the fundamental frequency
does not have any physical meaning. The results could not be used to illustrate what
happened in experiment. For example, when a pure sinusoidal signal is not sampled at its
frequency or multiple frequency windows, its Fourier transformation will have
components at other harmonics besides the fundamental harmonic and these components
are really artifacts (Figure 2.4).
For the application of DFT, if the physical meaning of the signals in frequency is
expected, the sampling window needs to be carefully selected, and it cannot be arbitrarily
selected. Ideally, the length of the sampling window should be infinitude, or be equal to
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Harmonic

Figure 2.2 Aliasing: the components of frequency above/// appear erroneously
(A-A’,B-B’) in the FT spectrum as if the true spectrum were folded about fir .
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sampling window

Time

Figure 2.3 The truncation problem of experimental signals
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Frequency

(a) Signal sampling: B-correct, A and C-incorrect.

<u
3
e<30

T3

Frequency

(b)
FT result by Sampling B
No leakage into other harmonic/Explicit physical meaning

Figure 2.4 Sampling effect on the result o f Fourier transformation
(Continued)
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Frequency

(c) FT result by incorrect sampling A.
The signal leaks into other harmonic and the components at other harmonic are artifacts

o
3

-a
C

eo
a

Frequency

(d)
FT result by incorrect sampling C
The signal leaks into other harmonics and the components at other harmonics are artifacts.
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one or multiple times the period of the interested signal of the lowest frequency. On the
other side, the sampling point should also be large enough for the requirement of Nyquist
sampling theorem. Theoretically, time limitation and frequency limitation are mutually
exclusive on the data number N in discrete Fourier transformation, because N is not
infinitude. Practically, signals are always frequency limited and appear to be time limited
as the signal becomes undetectable. Hence, if the signal is correctly sampled, the discrete
Fourier transformation of the signals is the same as the continuous Fourier transformation
o f those signals. Obviously, periodic signals are most compatible with these requirements
if the signal is well sampled. For most signals that are o f a finite duration and do not decay
to become undetectable in the sampling window, they would be assumed by discrete
Fourier transformation as one period signal of a periodic signal and the signals in
expanded periods are the same as the signal in this period. This assumption probably
brings, when the responses are processed by discrete Fourier transformation, some errors
for the systems whose responses are related to the pre-state or post-state, such as those
containing capacitors or inductors, because the following and preceding responses are
different from the original response.
2.3 Fast Fourier transformation. (FFT)
Discrete Fourier transformation provides the theoretical basis for the application
o f computers to Fourier transformation. In reality, the amount of computation by discrete
Fourier transformation will increase rapidly (~2N2) along with the increase of the number
o f sample data N and Fourier transformation does not have practical significance. In 1965,
Cooley and Tukey [3] proposed the fast Fourier transformation algorithm, which greatly
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decreases the amount of computation from ~2N2 to N/log2N, and promoted the wide
application of Fourier transformation in the processing of signals and data.
Discrete Fourier transformation is implemented by equation (2.29). There will be
©
£

©

©
*

X (0)

w° w l

X (l)

*( 0 )

W N~l

x(l)
*

w°

X (N )

w ^ _1. .w (^ _1)('v_1)

x(N )

N*N multiplication and N*(N-1) additions. When N=1024=210, there will be 1048576
times multiplication and 1047552 times addition for performing Fourier transformation. If
on-line transformation is required for the on-time signal processing, this huge computation
must be reduced.
It is easy to notice that matrix [W'k]=[(e2rfN)nk ] is symmetrical along to the
diagonal and Wttk is repetitive in matrix W . One can make use of these properties to
simplify the computation.
=W~nk

A) Periodic

yyk(N -n)

B) Symmetrical Wnk
y y ( n k + N / 2 ) _ _ t y r nk

C) One can divide the computation in two parts as: (Assuming N=2M)
X (k ) = D F T(x(n)) = % x (n )W ?
n= 0

= 5 > (/z)W ^*+
n=odd

n=even

N f 2-1

Af/2-1

= W k £ x ( 2 r + l)0 ¥ * )'* + £*(2r)(W „2)'*
r=0

r= 0
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N /2 -l

=W ‘ £

N t 2-1

x(2r + l)W*t2 + £ x < 2r)W*n

r=0

r= 0

= W kH (k) + G(k)
N / 2-1

G (k)= £ * ( 2 r)W * 2
r= 0

iV/2—I

# ( * ) = £ * 2 r + l)W £2
r= 0

The computation o f X(k) with N points was divided into the computation of G(k)
and H(k) with N/2. However, there are only N/2 points in G(k) and H(k), and there are N
points in X(k). One can use
G(k + N /2 )= G (k )
H (k + N /2 ) = H (k)
W ^ /2+k) = -W k
to compute X(k).
X (k )= G (k ) + Wj$H(k)

for the first N l 2 points

X (k + N 12) = G (k )-W ^ H {k )

for the second N / 2 points

The real computation can be represented by Figure 2.5. The meaning of this diagram is to
first multiply H(k) by Wtf, then make one times

additions and deduction withG(k)to

obtain X(k) and X(k+N/2) respectively. It is obvious that there are only one times
multiplication and two times addition for two X(k).
One can compute the next G(k) and H(k) of N/2 points with same procedure by
dividing N/2 points into two N/4 points until left with the individual points. This process
will include N/2 computations like Figure 2.5, and there will be N/2 times multiplication
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and N times addition or deduction in each step. One can compare the computation amount
o f this algorithm with the original computation.

G(k>

■X(k)

H(K

Figure 2.5. Butterfly Computation

If N=2m, the discrete Fourier transformation can be divided into M times
computation like Figure 2.5. The whole computation amount is:
Multiplication:
Addition/deduction:

N/2*M=N/2*log2N
N*M

the computation amount o f original discrete Fourier transformation is:
Multiplication:

N2

Addition/deduction:

N*(N-1)

Table 2.3 is a comparison of the computation amount required by DFT and FFT when
performing Fourier transformation. It is clear that the saved computation amount through
FFT instead of DFT is huge and increasing when the sampling point gets big.
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Table 2.3 Comparison of computation amount required by DFT and FFT
N

M

DFT

FFT

Improvement

16

4

496

96

5.2

32

5

2016

240

8.4

64

6

8128

576

14.1

128

7

32640

1344

24.28

256

8

130816

3072

42.6

512

9

523776

6912

75.8

1024

10

2096128

15360

136.5

2048

11

8386560

33792

248

4096

12

33550336

73728

455

8192

13

134209536

159744

840
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CHAPTER 3
SINUSOIDAL VOLTAMMETRY THEORY

This chapter will focus on the development of the general theory of sinusoidal
voltammetry. It will include the characteristics of the current response under sinusoidal
potential, its Fourier transformation, and the separation of charging current from faradaic
current
3.1 Separation o f charging and resistance current in a RC circuit by Fourier
transformation
An electrode process or an electrochemical reaction, under external excitations, can
be compared to an equivalent circuit of pure electronic components. In impedance
spectroscopy [ 1], different equivalent circuits are proposed for the description of electrode
processes. The critical standard for a good equivalent circuit is that it well describes the
electrode reaction. This refers to any electrode reaction that may be represented by an
equivalent circuit.
Consider a pure sinusoidal potential
E = E0smctX or E = E0 cos a t

(3.1)

Where co is the angular frequency, go= 2n f . For a pure resistance R across which a
sinusoidal potential is applied, Ohm’s law holds, the current response is
I = (E0/ R)smcot

(3.2)

For a pure capacitance C, the current is
I = (E0/ X c )sin(G0t+x/2)

(3.3)
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circuits have been proposed for electrochemical experiments [1]. A parallel RC circuit is
used in this work for the separation of faradaic current from charging current.
In chapter 2, it is shown that sine and cosine functions in the time domain may be
transformed into the frequency domain by Fourier transformation, where they appear on the
real and imaginary parts, respectively.
F (Ir +

I

c

)

= /R(Re) — i/c (Im )

(3.7)

Under a sinusoidal potential, it happens that the responses of a resistor and a capacitor are
also in the forms of sine and cosine functions, respectively. Hence, the overall current of a
parallel RC, which consists of the capacitance and resistance currents, may be also separated
following this consideration. In addition, if the applied potential has only one frequency
component, the current response of both resistors and capacitors will only appear on one
harmonic. If the applied potential has more than one frequency component, the current
responses for each frequency will appear on the corresponding harmonics, respectively. For
nonlinear experiments, if the applied potential has one frequency component, the linear
current will appear on the corresponding harmonic and the non-linear responses will appear
on corresponding multiple harmonics.
This is the case for a pure resistor and capacitor. However, an electrode process is
not a simple case like this. Three difficulties can be anticipated. First, the background
current mainly comes from the charging current due to the double layer at the interface
between the electrode and solution. This double layer may change during the electrode
process at different experimental conditions. Even at the same conditions, the double layer
may change at different applied potentials; the calculated capacitance has some dependence
on the frequencies and amplitudes of applied potentials [1]. The double layer does not have
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the exact linear behavior of a pure capacitor and it may be represented as two capacitors in
series for a better approximation. Second, residual currents always exist in the background
current due to the presence of trace electroactive species in solution. Third, and most
importantly, the faradaic process is a nonlinear resistance rather than a linear resistor. The
current response (including the diffusion current) does not obey Ohm’s law and the phase of
current response will not be the same as that of the applied potential. After being
transformed into the frequency domain, the faradaic current will not only appear on the real
parts but also appear on the imaginary parts at each harmonic [2,3].
If the excitation in an experiment is short (Ilf seconds), the double layer will not
change very much, assuming the relaxation is slow enough relative to Uf seconds. As
indicated in chapter six and other references [ 1], the capacitance of the double layer on an
electrode resembles an ideal capacitor when there is no specific adsorption of ions on
electrode surface. On the other hand, the capacitance values of the double layer at solid
electrodes change appreciably with variation of the frequency of the applied potential,
which is called frequency dispersion, and do not change very much at different potentials.
Under the excitation of a sinusoidal potential in a short experimental time (1If s), although
the capacitance is appreciably changed at different frequencies, it is anticipated that the
double layer could be represented by a ideal capacitor and the charging current can be
dynamically discerned for each individual experiment The physical assumption used here is
that the double layer may be modeled in parallel with the faradaic reaction impedance and
its current is orthogonal to the excitation phase. The residual current due to any trace
electroactive species may be neglected if the solution is clean and degassed.
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The near-linear charging current o f the double layer resembles the applied potential
except that the phase angle is 7t/2 relative to the excitation, therefore the charging current
will only appear on the imaginary part in the frequency domain. This is different from the
non-linear faradaic current that appears on both the imaginary and real parts in the
frequency domain. It is possible to separate out the components of the charging current and
the faradaic current, respectively. Since the components on the real parts are only
contributed from the faradaic process and the real parts are related with the imaginary parts
for a defined function, one may calculate the components of the imaginary parts attributable
to the faradaic current.
To explain this strategy, a sum of an exponential function representing the faradaic
current and a sinusoidal function representing the charging current may be taken as an
example,
k x exp(£ ’ sin cot) + k 2 sin(rar + n 12)

(3.8)

Where ku k and k2 are constants. There is no explicit analytical solution to this case, but
one may simulate this approach on a computer. Figure 3.1 represents the two functions and
their sum, Figure 3.2a is the Fourier transformation of k x exp(k sin mr) where £/= 1, k= 0.5.
Figure 3.2b is the Fourier transformation o f k2 sin(rur + jc / 2) where £2= 0 . 1, which
represents the case when the magnitude of the out-of-phase response is about

10%

compared to in-phase response. Figure 3.2c is the Fourier transformation of the sum
k x exp(k sin cat) + k 2 sin(o» + n / 2 ). It is obvious that the component of k2 sin(o» + n / 2)
which is the black bar, is at the imaginary part o f the first harmonic. Take this component
and transform back into the time domain, one may obtain the out-of-phase response. The
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total response after deleting this component may also be transformed back into time domain
and one may obtain the deconvoluted response.

k'sinwt

+k 2 C O S W t

k'sinw t

k t =1.0
k'=0.5
k 2=0.1

0.5

-0.5
t

Figure 3.1 An example function to be discriminated by Fourier transformation
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Figure 3.2 The discrimination of functions in Figure 3.1 by Fourier transformation
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This is a new general mathematical method for the separation o f charging current if
the functional form of the faradaic current is known. For simplicity, a simple reversible
electrode process is taken here for the initial work.
3.2 Selection of excitation signal.
Theoretically, any signal may be employed as an excitation signal for voltammetric
experiments. Ramp potential, step potential, pulse, and their derivatives are widely used [2],
In impedance spectroscopy, small amplitude sinusoidal plus large ramp, pulses, a periodic
waveform, a finite duration waveform, and an arbitrary waveform including noise
waveform have been used with different advantages and disadvantages [4]. Smith and
coworkers [5] published a landmark comparison of periodic and non-periodic waveforms
that could be used for faradaic impedance measurement The criterion of selection of
excitation signals should be in agreement with the objective in this work, which will
facilitate the separation of charging current from total current and be simple, noting that the
Fourier transformation is used also in this approach. It is obvious that a pure sinusoidal
potential will fit these requirements perfectly by simplifying the double layer response. We
note that more complicated functions may be separable if the Fourier transform of the
capacitive response is known. One may clearly see this fact in Figure 3.3, where Figure
3.3(a) is a symmetrical square potential, Figure 3.3(b) is a ramp potential and Figure 3.3(c)
is a pure sinusoidal potential. There is a large DC potential component in both square and
ramp potentials which would drive the faradaic reaction in one direction. There are also
relatively large components at the first and following harmonics. More importantly, these
components will drive the faradaic current to be non-linear to the potential and those non
linear current components will overlap with the other non-linear current components. The
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separation of faradaic current from charging current is difficult for both excitation
potentials. Alternatively, the sinusoidal potential will have only one component at the first
harmonic, its current response would be at the first harmonic for linear response, at the
second harmonic for second non-linear response, etc., under Fourier transformation. From
this, it is very clear to see the non-linear response of the current response by combination of
Fourier transformation and sinusoidal potential.
It has been stated that when a large sinusoidal excitation potential is applied on an
electrochemical system, the current response at the electrode interface is not linear. The FT
result o f this current response will not only be at the same harmonic o f the FT result o f the
applied potential, but also will be mathematically distributed into other harmonics. To add
complication, the components will appear on both real and imaginary parts of each
harmonic. Whereas a sinusoidal excitation is the most simple, its linear response will be on
the real part at the same harmonic. Its nonlinear response, either at other harmonics or at the
imaginary parts may be much easier to be determined than other excitations waveforms. It is
most important that a precise and definitive theoretical mathematical analysis is available.
As mentioned in chapter 2, the periodic property of transformed functions in Fourier
transformation affects the accuracy o f results, for the response of electrode process relates to
the pre-states of electrode and limitations of data sampling and experiment. Certainly, if the
transformed result is reverse-transformed, it does not affect the accuracy of results.
However, it should be mentioned that the periodic property of excitation signal might affect
the quantitative interpretation and explanation of results in the frequency domain. In fact,
using a periodic waveform, a finite duration waveform, or an arbitrary waveform as
excitation signals, represents three slightly different electrochemical experiments. The
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Figure 3.3 The Fourier transformation of several typical excitation potentials
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- iu i

13

Here it is necessary to explain some aspects about steady state and transient
experiments. Theoretically, the results from both experiments should be the same, whether
they come from steady state or transient experiments, if the electrochemical system has a
fast response to the external excitations. However, the electrode surface may change during
the experiment as a result of the perturbation of applied excitations. The faradaic process
and especially the double layer can be changed and the current responses will differ from
those from the initial excitation. For example, the charging and discharging behavior of the
electrode double layer makes the electrode appears to have a ‘memory’ ability, which will
affect the successive state o f the system. This is because the initial state of the system is
different from the subsequent states after applying the excitation and the preceding states
will affect any response of the system in time. In steady-state experiments, the experimental
response may not change after some duration of time when quasi-equilibrium conditions
result. The experimental response of the transient experiment differs from that of the steady
state. For example, the polished electrode surface (active state) may be changed and the
concentration of electroactive regents may not be restored in the diffusion concentration
profile. In transient experiments, the electrode surface may refresh between each
experiment, at least by waiting enough time to let the system restore (discharge) to the
preceding state; the experimental result is that of the ‘unperturbed’ electrode process and
interface. Therefore, the system will receive less influence from the aggregated perturbation
and the transient experiment may be more reproducible and more usefuL In this work,
transient experiments will be performed from these considerations. Only the first period of
excitation is applied to the system and the resulting current response is recorded.

69
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

3.3 Sinusoidal voltammetry
3.3.1 Derivation of the current response under sinusoidal potential
First, consider a simple reversible reaction,
O + ne

=

R

(3.9)

Fick's law applies:
dCQ(x,t)

d 2C0 (x,t)

*
" '
dCR(x,t) _ ^ d 'C R(x ,t)
dt
R
dx2

(3.10)

assuming semi-infinite linear diffusion and a solution initially containing only species O,
CQ(x,0) = Co

CR(x,0) = 0

I i m c o ( ^ t)= C o

\ \ vc\CR( x ,t) = 0

(3.11)
(3.12)

The potential E of electrode is controlled as:
E = E 0’ + E a coscot

(3.13)

At t<=0, the electrode is held initially at the £° +Ea, where no electrode reduction reaction
occurs. £° is the formal potential of this redox couple, which could be obtained from cyclic
voltammetry, and Ea is the magnitude of sine potential. It can be assumed that no redox
reaction occurs if the initial potential is 120 mV apart from the formal potential and Cr =0
in solution The concentration ratio Cq/C r is about 100/1 when the applied potential is about
118/n apart from the formal potential. A formal proof is available that shows a small
deviation from the initial potential (E? +Ea) does not affect the whole voltammogram [6 ].
With the assumption that the rate of electron transfer is very fast at the electrode surface and
the concentrations of O and R obey the Nemst equation,
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The two equations below apply,
Co (0 ,f)
nF _
—-------- = exp(— E cos ox)
CR(0 ,0
v RT
ry r ^ o L X , t \

0

3x

. n

^ U

(3.14)

_ ft

- O

(3.15)

By Laplace transformation and from (3.9) and (3.10), one can obtain:
-

_______________

C o (x,s) = A (s)exp(-yjs/D 0x )+ —
s

(3.16)

C R(x,s) = B (s)exp(-^Js/D Rx)
Place (3.14) and (3.15) in equation (3.16):
D0 ( - j s / D 0 A is))+ D R{ - J s / D RB(s) = 0
J d ^ A ( s ) + t[ d ^ B ( s ) = 0

(3.17)

It is known,
A (s) = a(r)

B(.y) = K?)

Inverse transformations o f (3.17) are:
■yjD0a(t)+-yjDRb(t) =0

(3.18)

Inverse transformations of (3.16) are:
Ca (x, t) = a (t)® h l (x,t) + C0

(3.19)

CR(x, t) = b(t) ® h2(x,t) + CR

(3.20)

Al(I’')= V

^

exp(' ^

)
2

fh ( x ,t) = - - ■ exp(~— —)
■y/AltDgt
4DRt
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For the current i
_ ,dCQ( x ,tX
= Do(- °
)x=o
nFA
dx

(3.26)

We know the following equations
d

h

_ d h t(x,t)
° d x1

dt
K (x ,t) =

dkx(x ,t)
dt

X

X“

e x p (-— — )
■yj4n£>0t
4DQt
dk2{x,t)
0 dx2

1
x2
ki(x ,t) = I
exP(~ 7 7 TT>
^4itD 0t
4D0t

and
, ,
^
dkx(x,t)
K (x, t ) = - 2 Z) 0 — ---etc
dk2(x ,t)
^ dkx(x ,t)
dx
0 dx2 ~ dt
So we obtain:

dx

dx™
m_2^

t . T)^

dx
l

dT

= -2 a (t-T )k l ( x X ia + 2 i ^ af‘^ . r> k' (x'T^dT

- -2a(0)kx(x, t) + 2Jq— ^

-&i (x yT )d t

= 2 \ l da^t ~ — k1( x ,t ) d t
Jo d r
a tx = 0
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adCQ(x
^ 0K.x,t)
,t)
dd xr

_ rr‘ a a (t —t )
)x=Q

Jc

OCT

dr
tJ k

D qT

_ ,d C 0 (x ,t) N
V
) x=0
nFAD0
ocx
'

_ f (xa(t-T) d r
" dr
JitD0r
=

geo

^

r

(mD0 )i/2" (1+£S(t))2(( -x )m
nF c

——t.c o s m r

S ( r ) = e KT
j. _

_ / zFAC oD o/2| _ e,
„
r1
SCr)-sincor
o ( r ; • sin ox
,
-T]Ea0 )\ -------■ —,---------— d r
' « Jo(1
+
£5(ir))2(j
_
T)
Jo n i- F S f'r W ft- 'r \U2

(3.27)

Next we obtain the faradaic cuiTent i
i
_
nFADl0n

nFEaco^C’0 r<
sin cur - f ( r )
f
2
i n dr
P f(
f rr W
RT k u1 Jo
Jo n(1J+- &
) )22 .■f(t t—- rr )\ ln -

(3.28)

£ —tJD o ID R
nF
f ( r ) = exp(—— E a cos cor)

K1

or

i = - - F - a^ C-

(D0c o ln )v l x i t )

(3.29)

A i

rft) = -ffl”2r___

Here %(t) is a dimensionless number. %(t)~t represents the general shape of the currentvoltage response with sinusoidal potentials. The calculation of %(t) by the Simpson integral
method [7] is shown in Figure 3.4. The general shape of a sine voltammogram response is
that simulated in Figure 3.5. Appendix I is the simulation program for the calculation of %(t)
written in FORTRAN 77.
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3.3.2 Characteristics o f the sinusoidal voltammogram
The general shape o f sinusoidal voltammetry is readily observed from Figures 3.4
and 3.5. At the beginning o f the potential sweep, the current is zero and the reduction is
minimal. When the applied potential reaches the vicinity of E °, the reduction begins and
current starts to flow. As the potential continues to grow more negative, the surface
concentration of the electroactive species drops, the flux to surface and the current increase.
As the potential moves past E0’, the surface concentration drops to near zero, the flux to the
surface and the current both reach to their maximum, respectively. When the potential
moves further, the flux to the surface declines as the depletion of electroactive species in
solution and the current declines. When the potential sweeps back in the opposite direction,
there is a large amount o f the oxidizable species near the electrode surface. At the beginning
of switching back, there is still reduction current and more oxidizable species accumulates.
When the potential approaches is0", the electrochemical balance at the surface grows more
and more favorable toward the oxidation, the reduced product becomes reoxidized and an
anodic current flows. When the potential passes £ ° , the surface concentration drops to near
zero and the flux o f the oxidizable species to the surface reaches a maximum, then the flux
declines as the depletion effect sets in. The oxidization current has a similar shape to that of
the reduction current As in cyclic voltammetry, the current response for the first period of
the sine potential is larger than that of successive periods and a quasi-steady state develops
after several periods. However, the current response at the switching potential is smooth
rather than a sharp difference in cyclic voltammetry. This corresponds to the slow change
rate of the potential in sinusoidal voltammetry and the sharp change rate of potential in
cyclic voltammetry.
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Magnitude X(t)

a: Potential
b: Magnitude X(t)

Time
Figure 3.4 The general shape of X(t) and the sinusoidal potential
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Potential (-)

Figure 3.5 The general shape of sinusoidal voltammetry
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Similar to cyclic voltammetry, the position between cathodic and anodic current
peaks for a sinusoidal waveform, AEP, are almost constant for the reversible electrode
reaction at all applied potentials. The variation of AEP in Table 3.1 is from calculations of
the integral in the current equation (3.29) above. The slight difference is probably the
cumulative error of computer computation.

Epa

Epc = (55 ~ 5 7 )/ n m V

(3.30)

Table 3.1: The separation of the cathodic and anodic current peaks (mV)
Magnitude (mV)

100

150

200

250

300

AEp^Epa-Epd

55.6±0.3

55.8±0.4

56.5±0.5

55.110.8

57.311.1

The peak current of the first cycle, similarly, may be calculated. Here ipa is relative
to the X-axis, not the baseline of the cathodic curve.
i_
pc = 0.1827 —

R J.

(D0f
OJ ) ' n E ™ a

„„„

( 3 3 ^

= 6.862 xlO sn 1A C m
0%{D0fE a )U1 at 25° C
n 2F 2AC*04
o S _ ( D o f ) U2E 0.652S
ipa =0.1714------^
R T

.-U S,

-a

(332)

= 6.437x 105 n 2A C ‘0%(D0 / ) 1/ 2 E°a6m a t 25° C
for A in m2, Do in rrc/sec, C* in mole/m3, Ea in volts, / i n Hz, and ip in amperes.
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The sinusoidal current responses were also compared at different magnitudes of the
applied potential amplitude at fixed frequency. Figure 3.6 illustrates the faradaic current
response to sinusoidal potentials of amplitude 100, 150, 200, 250, 300 and 400 mV.
Obviously, they have similar shapes except for the amplitude below lOOmV. The current
response of the potential with amplitude below lOOmV is small and the diffusion of
electroactive species has less effect on the electrochemical reaction. In addition, the shapes
of the forward and reverse curves are similar when the magnitude of the sine potential is
larger than lOOmV.
The current response over the whole range is larger when a potential with larger
amplitude is employed. The magnitude of the current peak is proportional to the magnitude
of the applied excitation amplitude but this relationship is not linear. The dependence of
integral %(t) in equation (3.29) on the applied potential amplitude was calculated; the
relationship is shown in equations (3.31,3.32). Although the charging current increases
more than the faradaic current, it is anticipated that the sensitivity is better if the applied
sinusoidal potential is increased. This also increases the probability of overlapping among
different faradaic reactions for a multi-component analyte.
The dependence of sinusoidal voltammetry on the frequency of applied potential is shown
in Figure 3.7. At the same applied potential amplitude, both the forward and reverse
faradaic currents for a reversible reaction increase with increasing frequencies. The current
peaks for forward and reverse reaction do not change their positions with frequency, and the
magnitude of current peaks is proportional to f n. It is anticipated that the analytical
sensitivity of this method could be improved by using potential with higher frequency.
Using potential with higher frequency will not affect the selectivity between different
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-0.5
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Figure 3.6 The variation of faradaic current with the amplitude of applied
potential
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- -0.3
Figure 3.7 The dependence of faradaic current on the frequency o f applied
potential
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electrode reactions on the potential window. However, this improvement would be limited
if the charging current is too high compared to the faradaic current and the latter could not
be discerned. Another point o f concern is that the capacitance the of double layer is greatly
changed in the process of one period of sweep at high frequency.
3.3.3 Fourier transformation of faradaic current:
For non-linear faradaic reactions, a sinusoidal potential at one frequency causes
current responses at the original and multiple-fold frequencies. The magnitude spectrum and
the phase diagram may probably change with different amplitudes and different frequencies
o f the applied potential. The magnitudes of potential and current at each harmonic do not
have a simple relationship. It is also difficult to assign physical meaning at each harmonic
since the contributions from higher harmonics overlap. Is there any intrinsic relationship
among these parameters? Dissecting the basic Tafel relation may be helpfuL
For a Butler-Volmer relationship, in which the current response is an exponential
function of the applied potential, the Taylor expansion of the current response would be a
sum of the power function of the applied potential
i = kepE = k J j - ( p E ) n
n —Q n .

If the overpotential £ is a sine function, E = E0 sin(tar), the rth term in the above
expansion will be an rth power function of overpotential ([fs0 sin(£0f)]n). The nth power of a
sine function is an arithmetic sum of sin[ncot], sin[(n-2)ca], sin[(n-4)cot],..., sincot when n is
odd; or, of cos[ncot], cos[(n-2)ox], cos[(n-4)ox],..., 1 when n is even. Hence, each non
linear current response term will contribute to every other harmonics from its nth harmonic
to fundamental (1st) harmonic, or the zero harmonic (DC), respectively (Appendix II). The
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components o f the Tafel current in the frequency domain will be distributed only on the real
parts at odd harmonics, and only on imaginary parts at even harmonics. Therefore, the
current response at other experimental conditions contains this relationship, but it would be
more complicated since the mass transport (diffusion) is involved in the current expression.
It will be difficult to deconvolute any relationship from the awkward mathematical
equations. Searching any relationship by calculating numerically each term at different
amplitudes of potential may be simple and obvious.
Figure 3.8 represents the result of Fourier transformation of the faradaic currents
under the applied sine impulse with amplitudes lOOmV, 250mV and 400mV. It is apparent
that the most significant signal response is on the fundamental and DC harmonics. The
magnitudes at subsequent harmonics decrease gradually. The magnitudes at even harmonics
are very small relative to those at DC and odd harmonics. Comparing the non-linearity at
different amplitudes, the non-linear responses get increasingly apparent at high harmonics
along with the increase of the amplitude of the applied potential. When the amplitude of the
applied potential is below lOOmV, the magnitude after the third harmonic may be neglected.
When the amplitude of the applied potential is 400mV, the magnitude even after the tenth
harmonic may not be neglected. The magnitude at the DC harmonic is almost same.
Figure 3.9 is the phase diagram, calculated from tan 0 = Im /Re, of the Fourier
transformation of the sinusoidal current response. Different from the distribution of Tafel
current on the real and imaginary parts at each harmonic, the components of this faradaic
current in the frequency domain are distributed on the both real parts and imaginary parts at
each harmonic. The components on the imaginary part at odd harmonics and the real parts
at even harmonics come from the contribution of the diffusion modulation o f the response
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of the electroactive species. However, the ratio Im/Re at each harmonic is almost same for
different amplitudes (a, b, c) of the applied potential, In particular, it is identical to that at
the first harmonic. This means that the real and imaginary components of current in the
frequency domain are in a fixed proportion. The discrepancy at the seventh harmonic is
calculation error for lOOmV, since the magnitude of the non-linear response is too small
Overall the shape of the phase diagram does not depend on the amplitude and frequency of
the applied potential It does not also depend on the electrochemical transfer coefficient and
the exchange current density. In this work, the first harmonic in Figure 3.9 is especially
emphasized, since the linear behavior o f the double layer make its response only appear on
the imaginary part at the first harmonic. The current responses resulting from the double
layer and faradaic process only overlap in theory at the first harmonic. The separation of
charging current is simply the separation of the charging current from the faradaic current
on the imaginary part at this harmonic. Hence, Figure 3.10 is plotted for the dependence of
the relationship between real and imaginary parts on the applied potentials. For a large
amplitude sinusoidal excitation, the theoretical ratio of imaginary to real may be obtained
from Figure 3.10; the value is -0.9549 at the first harmonic in the absence of a double layer
contribution. This provides the ratio in order to separate the double layer by computation in
raw data processing.
After removing the capacitance current at the imaginary part of the fundamental
harmonic using this ratio, one may reconstruct the faradaic current by making an inverse
Fourier transformation. This is the deconvoluted faradaic current. At the same time, the
removed component of current, if interested in the capacitance behavior of the electrode
surface, may be also reconstructed by inverse Fourier transformation and the capacitance of
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Figure 3.9 Phase diagram of the Fourier transformation of faradaic current.
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Figure 3.10 The relationship between the real and imaginary parts at the first harmonic and
at different potentials
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the working electrode surface may be obtained. Note that this is the dynamic double layer,
i. e. that corresponding to the structure of the electrode/electrolyte interface when a reaction
is occurring at the interface. The double layer at the same potential in the absence o f the
electroactive reagent might be different
3.4 Measurement of the capacitance o f the working electrode
The discriminated charging current from the above experiments may be used to
calculate the capacitance of the double layer. It is reasonable that the capacitance o f the
counter electrode is large enough that it does not interfere with the capacitive behavior of
working electrode. The capacitive behavior of solution can be neglected. The capacitance
will be:
and

Xc =

1
coC

(3.33)

In electrochemical experiments, the electrode surface is the most undetermined
factor among the various factors. Other than the hanging dropping mercury electrode, each
kind o f solid electrode is not particularly reproducible, even in the same experiment This
approach may measure the electrode capacitance in each individual experiment, a topic of
some interest in surface science research. Whether there are electroactive species in solution
or not, the capacitance magnitude may provide the amount of charge and adsorbed species
on electrode surfaces and provide more detailed information regarding the electrode surface
structure [8].
3.5 Conclusions
The charging current due to the double layer on the electrode can be separated from
the total current in electrode processes by using a sinusoidal potential sweep and Fourier
transformation of the response current. This is accomplished by analyzing the intrinsic

88
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

relationship between the real and imaginary components of the faradaic current in the
frequency domain. In the meantime, the faradaic current may increase by employing the
applied potential with higher frequency and larger amplitude. There is remarkable
distinction for the separation of charging current between this approach and the traditional
voltammetric methods. This approach tries to separate all of the charging current, not a
partial charging current as in a typical amperometry experiment. For example, in the in vivo
amperometric experiment, the elapsed time will be very short; and a charging current will
be large at the beginning because the charging current decays as an exponential function.
The charging current will be mostly included in the signal; the S/N ratio will be small
compared to that in this work, even if the current is sampled at the one tenth before the
whole period ends.
Similar to cyclic voltammetry, sinusoidal voltammetry could be used for all of the
studies that cyclic voltammetry is applied for. Sinusoidal voltammetry would have better
results than cyclic voltammetry has, if the response functions are corrected by
deconvolution.
This method is suitable to analyze dilute solutions of analyte, where the diffusion
would have a more important role in the mass transport mechanism. For example, for the
detection in vivo with a small amount of sample, such as the in vivo detection in the
bioscience field and on-line detection, this method may be an ideal choice.
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CHAPTER 4
EXPERIMENT DESIGN AND METHODS
4.1 Experiment design for die proposed sinusoidal voltammetry
This work concerns development of a general electroanalytical method to data
process the response currents of a simple reversible electrochemical reaction. In fact,
sinusoidal voltammetry o f a species with fast electron transfer kinetics under diffusion
control is selected. Hence, the experimental cell should be well designed in order to obtain
accurate results. Several factors need to be considered here, including the selection of an
electrochemical reversible couple, supporting electrolyte, concentration, electrode materials,
electrode sizes, electrode treatment, and electrochemical cell. In addition, the sampling of
the excitation potential and the response should be also considered.
4.1.1 Electrochemical redox couple
Like many before us, the most extensively studied electrochemical reversible
ferricyanide/ferrocyanide couple is selected since its behavior in many media can be
modeled in terms of simple outer-sphere electron transfer. Its kinetics may be quantified in
terms of a standard rate constant and a transfer coefficient [1,2]. It has been used as a model
system for characterization of electrochemical techniques [3-7], for electrode kinetics
studies [8,9], for the examination o f solid electrode surfaces [10-16] and for diffusion
coefficient

determinations

[17].

Although

detailed

electrochemical

study

and

spectroelectrochemical investigations have shown that this process is considerably more
complex, the charge transfer was treated as a simple outer-sphere electron transfer between
two species present in the solution. The heterogeneous electron transfer rate constant,
measured with a standard platinum electrode in sodium chloride solution, using FSV,
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steady-state voitammetry and FFT square wave voltammetry is about 0.1 cm s'1 [1]. Others
reported that the electron transfer rate constant is in the range 0.02-0.5 cm s'1, which
probably results from different electrode surface pretreatment methods and solution
compositions. This variability may be confirmed by the observation that a significant
increase in the standard rate constant was found with ultramicroelectrodes up to 0.2cm-s'1
[1]. More importantly, the well-studied kinetics o f this redox couple is helpful for us to
design experiments.
4.1.2 Supporting electrolyte
Many groups are interested in the application of ultramicroelectrodes to the study of
systems with little or no addition of electrolyte [18]. It is believed that supporting electrolyte
and its concentration could influence the thermodynamics and kinetics of both electron
transfer and coupled chemical reactions, the structure of the electrical double layer and the
buffer capacity of the solution. Even the concentration of supporting electrolyte influences
the experimental response from this system in several ways [19]. Nevertheless, the solution
resistance may shift the potential on the working electrode. In a typical aqueous
electrochemical cell, the resistance is around -50 ohms. When the current is below 10'5A
(AE<0.5mV), the solution resistance could be neglected. More importantly, the mass
transport will not be only diffusion-controlled without supporting electrolyte. The ionic
migration would be involved in mass transport even in still solution and these are not the
desired experimental conditions. Application of ultramicroelectrodes may decrease the total
current below 10'5A, and many advantages arise from this point, but small area with
relatively big roughness of electrodes may deteriorate the uniformity of the diffusion model

92
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Many references [2,24-25] discuss the effect of the supporting electrolyte cation on
the electron transfer kinetics of this ferricyanide/ferrocyanide redox couple. The effect of
supporting electrolyte was postulated to be associated with ion-pair formation. Pletcher [2]
concluded that increasing the concentration of all the cations causes the formal potential for
the couple to shift to more positive potentials and a stronger ion association by divalent ions
occurs than by monovalent ions. It appears that the cations stabilize the more highly charged
reduced species preferentially and all cations catalyze the heterogeneous electron transfer
reactions. Landsberg and coworkers [37,38] suggested a dimeric structure of the activated
complex containing the oxidized and reduced redox system forms linked by the supporting
electrolyte cation.
The effects of the supporting electrolyte anion on the charge transfer kinetics were
also observed [14,28,33]. According to these authors, the CN" ion excess prevents Prussianblue-like film formation on the electrode surface and causes an increase in the standard rate
constant for solutions containing excess CIST ions. It was suggested that ferricyanide can
decompose at a surface to give a strong adsorbed species, which impedes electron transfer
[26] and causes the response to change with time [27]. The presence of an adsorbed species
was confirmed by demonstrating the acceleration of the electron transfer process on
addition to the solution o f a species ffe, CN~] capable of strong adsorption on the electrode
surface [14, 28] and, also by radiotracer techniques [29], as well as several
spectroelectrochemical techniques [30-32].

The precise chemical composition of the

inhibiting species has not been folly resolved and various species such as Prussian blue [28],
Fe(CN)3 [33] and ferric oxide [34] were proposed. There is some agreement that the first
step is the loss of a cyanide ion from ferricyanide ion.
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more concentrated solution would form a more compact (stable) double layer. Hence,
saturated, or 1.5M, potassium chloride was chosen in experiments for the supporting
electrolyte.
4.1.3 Electrodes and the pretreatment of working electrode
The kinetics o f this couple system also depends on the electrode and the
pretreatment o f the electrode surface [14,35,36]. Polishing, potential cycling, chemical and
laser activation have all had their advocates for producing reproducible results and a rapid
electron transfer process.
In this experiment, the working electrode was a polycrystalline Pt wire electrode
(diameter 1.00mm) sealed in glass. This choice is based on following considerations: (1)
platinum electrodes were employed in most studies of this system, (2) the diffusion model
using planar electrodes is easy to solve mathematically, and (3) a platinum wire electrode
has a large electrode surface and hence has larger net current response than an
ultramicroelectrode for both the faradaic current and the charging current. Emphasis will be
focused on developing a general electrochemical method that, in its modified form, will be
applicable to many electroanalytical systems. A platinum planar disk has a more uniform
geometric form than an ultramicroelectrode and its diffusion response has more general
planar diffusion rather than that which arises from the irregular geometry of an
ultramicroelectrode.
In this experiment, the solution is very dilute ferricyanide (lO^M) and concentrated
potassium chloride. There will be little possibility for the electrode fouling by this solution.
Therefore, a simple procedure for electrode pretreatment is sufficient. Here, the platinum
electrode was carefully polished by fine alumina powder (~0.3|im), then rinsed with
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deionized water. Between two separate experiments, the electrode was polished with
alumina powder to avoid fouling or possible poisoning. The validity of this choice may be
confirmed that the electrode under continuous experiments gave reproducible results. The
saturated calomel electrode (SCE) was selected as the reference electrode since its potential
is the most stable; and a large platinum foil electrode is selected as counter electrode. The
making of the reference electrode (Figure 4.3) followed the procedure described in
reference [40] and the potential was checked by commercial SCE electrodes, where the
potential difference between them was in the ±2mV range. The connections between
electronic devices are made by commercial shielded cables to minimize the influence from
the external electromagnetic noise.
4.1.4 Solution resistance
It is important to minimize the ohmic drop o f the electrolyte since this shifts the real
potential applied to the electrode. As mentioned above, addition of supporting electrolyte
may increase the conductivity of the solution and minimize the ohmic drop. On the other
hand, a small current will also minimize the ohmic drop; therefore, the concentration of
electroactive species should be low in conventional three-electrode cells. In aqueous
solution, the resistance between the working electrode and the reference electrode does not
exceed 20 ohm generally. If the currents are in the range 1-100 pA, the ohmic drop would
not exceed two millivolts. Practically, we tried to use a Luggin-Haber capillary placed very
close to working electrode in order to minimize the ohmic drop further. However, this
approach introduced a large resistance between the working electrode and the reference
electrode due to the fine capillary radius and this large resistance makes the control system
(potentiostat) unstable. It is often necessary to employ Luggin-Haber capillaries in non-
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aqueous work since the resistance may be in a range of kilo-ohms. It is often unnecessary in
aqueous solution. In this work, the concentration of potassium ferricyanide is 5.00x1 O^M,
which results in 1-500 (iA current responses at the applied potentials utilized. For more
dilute solution, such as below l.QxlO^M, the current response is less and other errors are
introduced.
4.1.5 Experimental apparatus
A systematic diagram of the electrochemical equipment is given in Figure 4.1. A
Hewlett-Packard Model 33120A function generator was used as the sinusoidal potential
source, input into the Potentiostat PAR-273. A conventional three-electrode electrochemical
cell (Figure 4.2) was used in this experiment and data sampling was accomplished by a
Tektronix 468 digital oscilloscope. The volume of the cell is large enough to ensure that the
A/E condition is m et High frequency noise would be excluded by the oscilloscope
bandwidth. Low frequency noise will be small compared to the signals at the first several
harmonics. The following current and potential from the Potentiostat PAR-273 is carefully
sampled by the oscilloscope in the time delay mode. The sampling of current and potential
was checked by pure electronic components and the leaking of signal into other harmonics
does not exceed 0.1%. Accurate triggering was performed with internal mode by the
function generator when experiments allowed and with hand mode only when necessary.
The equipment was controlled by a BASIC program (IBM-PC) through an IEEE488 bus (National Instrument Card).
4.1.6 Chemicals and their purification
Deionized water was prepared from building distilled water passed through an ionexchange column (Bamstead Thermolyne, Cat. No. D8950). Reagent potassium
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Figure 4.3 Reference electrode (SCE)

ferricyanide, AR grade, was recrystallized from this deionized water. Reagent KCL
analytical grade, was also recrystallized from deionized water.
Solutions were carefully prepared in our laboratory. The concentration of
ferrocyanide wras precise to four significant digits with calibrated volumetric glassware and
analytical balance with ±0.01 mg precision.
All of the chemicals, solvent, electrodes and used glassware were stored in sealed
glassware to keep the organic matter and dust in the air from them. In this experiment, trace
organic chemicals may be adsorbed on the electrode surfaces and affect the behavior of the
double layer on the electrode. Special care was paid to this point to obtain a fresh electrode
surface.
4.1.7 Oxygen scrubber
Electrochemical studies of aqueous solutions generally require the exclusion of
oxygen. In this experiment, this was done by purging systems with inert gas (Argon) for
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about 20 minutes prior to experiment The residual oxygen in the purge gas can be removed
by bubbling the argon gas through a V(IEI) solution, which is regenerated by contact with
amalgamated zinc. This oxygen scrubber was prepared by boiling 2 grams ammonium
metavanadate in 25 ml of concentrated hydrochloric acid for a few minutes and diluting to
250 mL A zinc amalgam was prepared by cleaning zinc pellets with dilute hydrochloric acid
in a gas-washing bottle. A small amount of mercury then was added to the bottle and the
vanadium ion solution was poured over the resulting amalgam. Argon gas was bubbled
through the solution for one day until a purple color appeared, which indicates that the
solution was ready for use.
4.2 Data collection and processing
There is no commercial software for data collection and processing in this
experiment Some commercial software for data collection using the IEEE-488 card was
available in the laboratory but it did not fit the need o f these experiments. Hence, programs
for data collection were written, as needed, for calculations and for accurate data transfer
between the Oscilloscope and computer on the IEEE-488 bus.
4.2.1 Description of the oscilloscope
The TEKTRONIX 468 oscilloscope [40] used in these experiments is a portable
digital storage oscilloscope with a four-trace, dc-to-100MHz, vertical deflection system. Its
digital storage circuit has a 10MHz useful storage bandwidth for the acquisition of signals.
In order to decrease the signal noise, the AVG signal acquisition mode is selected between
NORMAL, ENVELOPE and AVG signal acquisition modes. Choosing AVG Storage
Mode allows waveforms to be acquired for a selected number of sweeps and causes the
average value of the acquired signals to be displayed. In this mode, the signal-to-noise ratio
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is improved in direct proportion to the square root of the number of sweeps acquired, and
noise accompanying the signal is either averaged out or reduced to a low level The
waveform is acquired after the trigger using POST TRIG Storage Window. This time
window used to obtain a stored waveform is generally set to acquire approximately 8.75
horizontal divisions of waveform data occurring after the triggering signal Hence, STARTS
AFTER DELAY (in the B Sweep Trigger circuit) was used to acquire the signal
immediately after the selected delay time; this makes the acquisition of signals begin from
the exact time of triggering.

The trigger source was from the computer or the signal

generator through the EXT switch, and the applied potential was assigned as the reference
in signal phase. The SINGL SWP triggering mode is employed among AUTO, NORM and
SINGL SWP. With this function, the acquired signal is initiated one time when an adequate
trigger signal is applied; any time delay between two sequential excitations can be
controlled. This characteristic makes many times averaging of the transient signal in the
experiment possible.
4.2.2 GPIB bus [41]
The GPIB, General Purpose Interface Bus, is a digital interface that allows efficient
communication between the components of an instrumentation system. It is used for
transmitting and receiving data between self-contained instruments or devices and acts as an
interface system that is independent of device functions. It has 16 active signal lines; eight
of them are data bus lines, five of them are management bus lines, and three o f them are
transfer bus lines. The GPIB can support fifteen independent devices connected to the bus.
For more technical details refer to specific books or manuals; here only the message
protocol of the 468 Oscilloscope for communication is considered.
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The message sent by the 468 Oscilloscope conforms to Tektronix Standard General
Purpose Interface Bus (GPIB), Codes and Formats, Reversion C and Appendices. Each
message is clearly defined at the beginning and ending. It is communicated between the 468
Oscilloscope acting as talker and one or more devices as listeners. The message begins
when the 468 Oscilloscope first begins functioning as a talker and receiving devices begin
functioning as listeners. A waveform message consists of an identification block and 0, 1,2,
3 waveforms, separated by delimiters. All of these messages are transferred in the form of a
16-bit binary integer that is the sum of two 8-bit individual integers. Each 8-bit integer is in
its two’s complement form of the modulo 256 and is either an ASCII code o f an
identification or one number of waveforms. Here is an example of a typical waveform
message with ID element added to make a complete message in BNF notation.
ID TEK/468,V79.1,FV:1.0;WFMPRE WFED:”CH1 DC”, NR.PT:512, PT.FMT:Y,
XtNCR:40,XZERO:0,PT.OFF:64vXUNITS:NS,YMULT:40,YZERO:OYOFF:43,
YUNTT:MV,ENCDG:BIN,BN.FMT:RP,BYT/NR: 1,BIT/NR:8,%<BINARY
COUNTx B IN A R Y DATA POINTS.. ,.<CHECKSUM>LF&EOI
The data contained in the message always begins with sign % and BINARY COUNT.
BINARY COUNT is a two-byte binary integer to specify the number of data bytes plus the
checksum byte-data bytes+1. The high-order byte is sent before the lower byte. The
BINARY DATA POINTS is the binary value of the waveform at a specific data point It
contains a binary data-point-defined element for each data point in the waveform message.
The CHECKSUM is the two’s complement of the modulo 256 sum of the preceding binary
data bytes and the binary count bytes. Others define the formats, increments, units, the value
o f ground reference o f X and F-axis, trigger points, and etc.. One may extract all o f the
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CHAPTERS
SINUSOIDAL VOLTAMMETRY FOR FERRICYANIDE ON
PLATINUM ELECTRODE

5.1 The calibration o f the whole system
Our proposed experiment is a totally new experimental method. Hence, it is very
important to make sure every aspect of the experiment is correct, including the written
computer programs. Among them, the instrumentation and electrochemical system are the
two main aspects o f experiments. For the instrumentation, the dummy cell internal to the
potentiostat and hand-made RC series were both employed for the calibration. For the
electrochemical system, well-known cyclic voltammetry experiments were carried out with
the same concentration o f ferricyanide used in sinusoidal voltammetry experiment to check
the performance of the electrochemical system, including solution composition, working
electrode and the reference electrode.
5.1.1 The calibration of instrumentation in experiments [1]
The calibration of instrumentation is to make sure that the instrumentation does not
introduce systematic errors. Here, a dummy cell and a RC series were employed under
traditional pulses and simple sinusoidal potentials to check if the current response is what is
expected. The reason for selecting pulse potential is that many impedance spectroscopy
experiments were done previously using pulses and the Fourier transformation may provide
current responses at many harmonics. For the explicit expression o f the accuracy o f
experimental results, the calculated resistance and capacitance are compared with the
measured values by meters.
One dummy cell used in these experiments consists of two resistors, as shown in
Figure 5.1. One resistor between the working electrode and reference is nominally 100 kQ,
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the other between the reference electrode and counter electrode for stability is -1.0 MO.
The potential between the working and reference electrode is accurately controlled by the
Potentiostat

WE

RE

CE

Figure 5.1 Diagram of resistive dummy cell

Figure 5.2 is the measured resistance of the dummy cell under pulses with amplitude
400 mV (peak to peak) and frequency 100 Hz. The values at the first harmonic are 98.8 and
99.5 kQ compared to the nominal value 100 k£2. There are relative errors at different
harmonics. This difference comes from the leakage of signals at one harmonic into another
harmonic that could not practically be avoided due to instrumentation limitations. Since the
magnitude of the square pulse decreases from the zeroth harmonic, a small leakage of signal
at the first several harmonics may be huge to the signals at the harmonics afterward.
However, this error is small here and the measurement by using square pulse potentials may
be accepted. As will be seen later, the measurement by using sinusoidal potential is more
favorable than that of the pulse potential, although they should not differ theoretically. The
resistance values at the first several harmonics are more believable (accurate) since the
larger signals are at the first harmonics. In addition, the measured resistance in steady state
experiments is closer to the nominal value than that in transient experiments. Other
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experiments under pulse potentials, with different frequencies and different amplitudes, give
similar results. Besides the experimental errors, which are the same for both cases, the
reason for better results from steady state experiments is the compatibility of the discrete
Fourier transformation with the periodic behaviors of signals. Figure 5.3 is the result of
dummy cell under sinusoidal potential with amplitude 200 mV and frequency 97.6 Hz. In
Figure 5.3, the resistances obtained from the transient and the steady state experiments are
nearly the same, which indicates the compatibility of the discrete Fourier transformation
with periodic signals. However, the value on the imaginary part, which represents the
capacitance of the system, is really an artifact from the non-accurate sampling and the
sensitivity of digitization. This value was 3.7 jxF and the small difference of resistance (170
ohms) from both experiments does not exceed the limitation of instrumentation, where the
oscilloscope error is 1/256 (8-bit digitization) and correspond to 390 ohms. Transient
experiment refers to the first period excitation and response, and steady-state experiment
refers to the excitation and response after the system arrives at steady state.
Another circuit, Figure 5.4, which contains a capacitor, was also used to verify our
experimental setting. The resistance and the capacitance at the first harmonic with pulse and
sinusoidal potentials with amplitude 400 mV (PP) and frequency 97.6 Hz are given in Table
5.1. These results also lead to the same conclusions as the results with resistive dummy
cells.
In conclusion, the instrumentation is set accurately. The measured resistances and
capacitances of both a resistive dummy cell and an RC circuit is within the range of
instrumental errors. It is an indication that the setting of the GPIB for each device, the
operation of potentiostat and function generator and the written programs are correct
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Figure 5.3 The measured resistance o f dummy cell with sinusoidal potential

113

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Ri=42 Q

C=0.2(iF
WE

RE

CE

Figure 5.4 The RC circuit for calibration of instrumentation

Table 5.1 The measured resistances and capacitances of a parallel RC circuit
Resistance (ohms)

Capacitance (|iF)

Pulse/transient

42.8

0.27

R=42.0 ohms

Pulse/steady state

44.1

0.39

C=0.2{iF
Measured by meter

Sine/transient

42.7

0.082

Sine/steady state

43.7

0.39
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the concentration of ferricyanide is 5.0x1 O'4 M. A cyclic voltammogram of ferricyanide ion
is shown in Figure 5.5.
In Figure 5.5, the voltammograms a, b, c and d correspond to first scans with scan
rates 10, 20, 50, 100 and 200 mV/s. The initial and the stop potential (relative to SCE) of
the scan are 0.4 V and 0.1 V, respectively. The

value is around 0.235V which is in

agreement with literature [3]. The separation of anodic and cathodic peaks is -60 mV,
which is very close to the theoretical value 59 mV/n. The current peaks increase with
increase of scan rate and this increase corresponds to i~vm , where v is the scan rate o f the
potential. The rate constant ko is 0.10 cm/s, which is in the range of 0.02-0.5 cm/s of
literature values [3].
In conclusion, correct cyclic voltammetry measurement of ferricyanide ion verified
that the electrochemical system has an adequate design.
5.2 Sinusoidal voltammetry o f ferricyanide on platinum electrode
Large magnitude sinusoidal potentials were applied to the electrochemical cell
containing platinum/ferricyanide, and the current was recorded. This resulting current is
then processed, to separate the charging current as described in chapter 3, and the sinusoidal
voltammetry of platinum/ferricyanide was obtained. In addition, the sinusoidal voltammetry
of this reversible electrochemical reaction was also investigated with different amplitudes
and frequencies of the applied potential.
5.2.1 Sinusoidal voltammetry of ferricyanide on platinum electrode
A series of sinusoidal potentials with different magnitudes and frequencies were
applied to a cell containing ferrocyanide ion. The recorded current responses and applied
sinusoidal excitations were transformed into the frequency domain. On the first harmonic,
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Figure 5.5 The cyclic voltammogram of feiricyanide in 1.0M KC1 solution
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the faradaic current at the imaginary part (In) was calculated from the current at the real part
(//r)

and the theoretical relationship between them (Ii,-=-0.9549x1ir). Then the charging

current was obtained by the experimental current at the imaginary part minus this faradaic
component (Ic=Iu -Id). The total current after deleting this ideal charging current is then
transformed back into the time domain. This is the expected sinusoidal voltammetry of
ferricyanide. The charging current is also transformed back into time domain through back
Fourier transformation.
Figure 5.6 is a representative sinusoidal voltammogram of 5.0x1 O'4 M ferrocyanide
in 1.5M potassium chloride aqueous solution, where the amplitude o f the sinusoidal
potential is 250 mV. The original voltammetry is curve A; after removing the charging
current, curve C, as described above, the corrected faradaic current is curve B. First, the
separation of cathodic and anodic peaks is -60 mV, compared to the theoretical value
-58.8 mV/n. This characteristic illustrates this reaction is a reversible electrochemical
reaction and it is in agreement with the theory presented in chapter 3. Second, its shape is
that of a diffusion-controlled reaction as predicted in chapter 3. The profile is also similar to
that of cyclic voltammetry, as clearly shown in Figure 5.7(a). This is understandable
because a sinusoidal excitation is similar to a double ramp, Figure 5.7(b). Compared to
cyclic voltammetry, in both the theoretical simulation and the experiment, the peak currents
in sinusoidal voltammetry are higher than those in cyclic voltammetry, since at the middle
point of the potential scan, the scan rate is faster in sinusoidal voltammetry than in cyclic
voltammetry. In sinusoidal voltammetry, the background current approaches zero around
the switch potential; while in cyclic voltammetry, the background current has a relative
sharp current versus time transient at the switching potential. In fact, the difference between
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14

the first and DC harmonics. The second significant faradaic current is at the third harmonic,
which is about 20% the fundamental harmonic in magnitude. The magnitudes at higher
harmonics are relatively small, although they increase with an increased applied potential
amplitude. On Figure 5.8, the current response after ninth harmonics (E^=25OmV) is
negligible. In addition, the current responses at even harmonics are small compared to the
corresponding odd harmonics. In fact, the current responses at even harmonics besides the
zero and second harmonic are negligible. Overall, for the conditions stated, the magnitude
o f the charging current is about 10% of that o f the faradaic current. Theoretically, the
charging current is dependent on the surface conditions of the working electrode and the
solution matrix, while the faradaic current is dependent on the concentration of the
electroactive species, the surface area, and the kinetics of the electrochemical reactions.
From an experimental aspect, the charging current nonidealities at this magnitude (-10% //)
will not introduce much error due to the relative magnitudes of capacitive and faradaic
currents.
If the double layer does not behave as an ideal capacitor as expected theoretically,
there may be some nonlinear responses at the second and third harmonics. But, if this
happens, the relatively small non-linearity o f the double layer to the faradaic response
would result in little response at higher harmonics. After the third harmonic, the non-linear
response from the double layer may be neglected. Hence, although the faradaic current at
higher harmonics is small compared to that at the first harmonic, it is much less affected by
the double layer contributions. If the current components at higher harmonics are large
enough for electrochemical analysis, they may provide noise-free signals of the double
layer in qualitative and quantitative electrochemical analysis.
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5.2.2

Comparison of experimental voltammetry with theoretical voltammetry
It is desirable to compare the theoretical to the experimental voltammetry. Figures

5.9 (a-e) are the comparison of experimental voltammetry at different potentials and at a
frequencyf= l Hz.
Overall, the experimental voltammetry is in reasonable accord with the calculated
profiles. These voltammograms have similar shapes. The peak currents for both cathodic
and anodic reactions are almost same. The positions of the cathodic and anodic peaks are
approximately 58 mV/n. However, experimental voltammetry shows that the currents at the
beginning and the switch potential (higher potential and lower potential) are much larger
than the calculated values. It is not certain why the currents at both ends are larger than the
calculation values. Probably, these ‘extra’ currents come from a faradaic process rather than
only from interfacial effects such as ion adsorption (double layer). For example, these
currents may come from the diffusion model of an electrode reaction with large eddy
diffusion. The nonlinear response would also contribute to these discrepancies. This
disagreement is more serious at higher frequencies and there is a flat plateau after the peak
current (Figure 5.13). It is more complicated to explain the frequency effect on the current at
both extremes of the potential sweep.
The separation of cathodic and anodic current peaks becomes larger and larger with
increase of the potential amplitude. This is analogous to the effect of solution resistance. At
higher magnitudes of the applied potential, the current is larger and the potential drop o f the
solution gets larger. The charging current only affects the magnitude of the current and does
not affect the position of the current peaks. At least, it is reasonable to suppose that the
potential drop of double layer is small compared with other factors. Special attention should
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-

0.6

be paid to the solution resistance when the position of the peak current is used for analysis.
Compared to the calculated values, the peak currents at applied potentials 150 raV and
200mV are slightly lower; however, the peak current at potentials 350 mV and 400 mV are
a little larger. The reason for this discrepancy is not clear and it is clear that the
electrochemical reaction is more complicated than a simple reversible process.
It would be also important to compare the experimental with the calculated
voltammetry at the same potential and different frequencies. It is expected that a potential
with amplitude 250 mV is suitable and the non-linear response is moderate in these
experiments. Figure 5.10 contains the experimental and calculated voltammograms at a
potential 250 mV and f= 1, 2, 20, 195 and 976 Hz. The voltammetric shape is similar at
lower frequencies (f<20 Hz), whereas the experimental voltammetry does not have the
shape of the calculated currents at higher frequencies (/>200Hz). There is no current peak at
200 Hz and the current peak at 1000 Hz resembles a plateau. This noticeable discrepancy
may be accredited to the short excitation time. The amount of ferricyanide in and near the
double layer is sufficient for forward reaction so that diffusion may not be involved as much
at the very high scan rate of the applied potential. Another possible reason is that the
faradaic process o f ferricyanide may be not reversible at fast scan rates which are 97 V/s at
20 Hz and 488 V/s at 976 Hz, respectively. The charging current becomes larger and larger
with the increase of frequency from 1~976 Hz, and increases more rapidly than the faradaic
peak current. Obviously, the double layer has a capacitive response under external potential
and it is nearly linear, at least at the first harmonic, if the responses at other harmonics are
not considered. Overall, the response of the double layer is not ideal under external
potentials. At low frequency, its behavior approaches that of an ideal capacitor except that
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the relative charging current at the beginning and switch potential At high frequency, its
response is far from an ideal capacitor and its dynamic response may be involved in the
faradaic process.

It can be said that sinusoidal voltammetry best follows theoretical

behavior in the low frequency range.
5.2.3

Dependence of sinusoidal voltammetry on the potential of the applied potential
Figure 5.11 represents the sinusoidal voltammetry of S.OxlO^M potassium

ferricyanide after removing charging current at various amplitudes of potential with a
frequency, f= 1Hz. It is apparent that this experiment is in reasonable agreement with the
theory above. When the magnitude of the applied potential is smaller than 100 mV, the
shape of voltammetry is unlike that at larger magnitudes, for the rapid reversible faradaic
process rather than the diffusion process plays the major role. The current response and
peak current increases with the increase of the amplitude of the applied potential The
current dependence on the magnitude of the applied potential is plotted in Figure 5.12. The
coefficients of the trendline include the factors of the electrode area used, the concentration
of ferricyanide and other practical experimental conditions. However, for the cathodic peak,
the power index of the potential dependence is 0.6971, compared to the theoretical
prediction 0.5125; for the anodic peak, it is 0.7878, compared to the theoretical value
0.6528. This discrepancy probably comes from the kinetics of the electrochemical reaction
itself. Similar to the electrocatalytic reaction o f sugar on copper electrodes [4,5], the
ferrocyanide/ferricyanide conversion is probably catalyzed by the platinum surface.
5.2.4

The dependence of sinusoidal voltammetry on the frequency of the applied potential
In section 5.2.1, it has been stated that this experiment works well only at

frequencies (/<20 Hz) for the chosen system. The frequency dependence of sinusoidal
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Figure 5.11 Sinusoidal voltammetry of ferricyanide at different amplitudes of the applied
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voltammetry will therefore be discussed for frequencies below 20 Hz. Figure 5.13 is the
sinusoidal voltammetry of 5.0x10^ M potassium ferricyanide with different frequencies at
amplitude 250 mV. Curves a, b, c and d are the faradaic currents at/=20 Hz, 10 Hz, 5 Hz
and 1 Hz, respectively. When the frequency of the applied potential is smaller than 5 Hz, the
voltammogram has a shape similar to that predicted theoretically. Even at these lower
frequencies, these curves are still distorted from the theoretical predictions when the
frequency is larger than 10 Hz. The current after the formal potential is a plateau and does
not decrease very much as expected. It is anticipated that the voltammetry curves would be
less distorted by using a microelectrode, if these distortions were caused mainly by a double
layer effect Other factors such as the conductive properties of the bulk solution and the
counter electrode response at higher frequency may also contribute to these distortions.
The dependence of the peak current on the frequency of the applied potential is
plotted on Figure 5.14. The power index of frequency are 0.59 and 0.55 for the cathodic and
anodic peaks respectively. They are near to the theoretical value 0.50. It is obvious that
these discrepancies are larger at higher frequencies. It may be anticipated that these
discrepancies probably come from the capacitance behavior of the system, that is, the
nonlinear capacitance current contributes to the faradaic current. From the frequency and
the amplitude dependence of current peaks on the applied potential, it is necessary to have a
detailed look at the behavior of the double layer.
5.2.5 The effect of switch potential on sinusoidal voltammetry
Practically, the applied sinusoidal potential may not be set symmetrically at the
formal potential £° of the electrochemical reaction. Considering the practical application of
this method with multiple electroactive species and an unknown formal potential E? of
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1.5

analyzed electrochemical compounds, it is necessary to see the influence of the applied
potential at other values, e.g., when the applied potential is:
E = E'+E0 sin Off
where E ' is not the formal potential of the electrochemical reaction E?. Figure 5.15 contains
the calculated sinusoidal voltammograms at the amplitudes 200 mV at E-EP: 0, 10, 30, 50,
70, 90, 100, 110, 120, 140, 160, 180 and 200 mV. Here, the voltammogram at E-EP=0, is
the voltammogram in Figure 3.3, where the potential symmetrically applied to EP is taken
as the reference. When the switch potential exceeds 60 mV, the profile of the sinusoidal
voltammogram becomes similar but the peak currents increase with greater potential sweep.
When the switch potential passes the formal potential more than 120 mV, the sinusoidal
voltammogram has almost the same curve. The peak current is almost constant. When the
switch potential passes the formal potential by 60mV, the peak positions (potential) and the
separation of cathodic and anodic current peaks are constant. In cyclic voltammetry, when
the switch potential passes the formal potential by 35/n mV, the switch potential has little
effect to the voltammogram and the positions for the cathodic and anodic peaks do not
change [6].
In the sinusoidal voltammetry method, the starting and the switch potentials are set
by the amplitude of the sinusoidal potential and the DC potential E ’ in E = E'+E0 sin o x .
Theoretical voltammograms containing charging currents are shown in Figure 5.15.
Generally, if the potential starts before and passes the formal potential E° 60 mV/n, the
starting, switching potential and the amplitude of the potential will not affect the
voltammogram except that the height of peak currents differ a little. If the potential starts
before and passes the formal potential EP 120 mV/n, the voltammograms is almost the
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same. However, the devolution of charging current described in this work should be carried
out carefully, because if the sinusoidal potential is not symmetrically applied on the
electrochemical reaction, the window of Fourier transformation can change the results in the
frequency domain. If the window o f Fourier transformation is taken symmetrically relative
to the formal potential when performing FT, the calculations herein are applicable. One may
truncate or fill some extra points to resize the window of FT [8].
Figure 5.16 illustrates the experimental data for the effect of switch potential on the
curves. The experiment settings and the concentration o f electroactive species and
supporting electrolyte are same as for the above experiment The frequency of the applied
potential is 1 Hz and the switch potentials are 100, 150, 200, 250, 300, 350 and 400 mV
relative to the formal potential 235 mV (vs. SCE). When the switch potential passes 120mV
at the amplitudes 400 and 350 mV, the voltammogram shape is similar for both and the
position of the cathodic and anodic current peaks are the same. When the switch potential
does not reach the formal potential (100, 150 mV), the current response is largely charging
current. Between these switch potentials, the current responses are in accord with the
calculated current responses.
5.3 Conclusions
Sinusoidal voltammetry is theoretically similar to cyclic voltammetry for a
reversible electrochemical reaction. The position and the magnitude of peak currents are
comparable to those found in cyclic voltammetry. Both current responses are nearly linear
to the square of the scan frequency and the potential amplitude. However, the peak current
in sinusoidal voltammetry is slightly larger than that in cyclic voltammetry with the same
experiment settings, since the scan rate of the potential before the peak is faster. The
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Figure 5.16 Sinusoidal voltammetry of ferricyanide at different switch potentials (f=lHz)
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separation o f cathodic and anodic peaks is 58mV/n. Experimental results are in accordance
with the proposed theoretical calculations at low frequencies for the reduction of
ferricyanide ion at a platinum electrode.
Separation o f charging current from the faradaic current by Fourier transformation
in sinusoidal voltammetry has been attempted. The double layer charging current at the
electrode interface is assumed to be more linear than the faradaic current. However, the
experiment results show that the current response of the double layer is more complicated
than expected and this assumption is acceptable only perhaps at lower frequencies (<20 Hz).
The peak current after deleting the charging current is equal to, or very near to, the
calculated current for 0.500 mM ferricyanide in 1.5 M potassium chloride solution.
The influence of the switch potential in sinusoidal voltammetry is briefly
investigated. If the switch potential passes the formal potential by 60 mV/n in each
direction, its influence is small.
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situ experiment in which the excitation lasts a very short period, whether the interface is
changed in a long run or other conditions. This is the reason why we always limit our
experiments to the first period of excitation. The capacitive behavior may be supported to
behave as an ideal capacitor in a very short excitation, if the relaxation o f the interface is
slow enough relative to the excitation. This would include that the ion movement in the
diffuse layer is small and any adsorbed ion on the electrode has rapid kinetics. Hence, it is
necessary to check this premise by further experiments.
Electrochemical interfaces (behavior, structure, etc.) are extremely complicated. A
tiny difference (materials, concentrations, trace species, pH, temperature, pressure, etc.) on
either side of an interface can cause very large effects to the behavior of the interface. The
simple ideal capacitor for capacitive behavior may be an unrealistic model. There is no
universal theory to explain the behavior of the interface so far; invariably in impedance
spectroscopy, the double layer behavior is assumed to be ideaL The classic model of the
double layer is the Gouy-Chapman-Stem (GCS) model, which prevailed before 1952 (1,2).
It claimed that the interface consists of two capacitors in series that represent: 1) the inner
Helmholtz plane, comprising less solvated ions actually in contact with the electrode,
perhaps chemibonded to it; and 2) the outer Helmholtz plane, comprising solvated ions not
specifically adsorbed on the electrode. The interaction of these solvated ions with the
charged electrode involves only long-range electrostatic forces, so that their interaction is
essentially independent of the chemical properties o f the ions. In the diffuse layer, the
excess solvated ions are distributed in a three dimensional region because of thermal
agitation, which is supposed to balance the extra charge on the electrode side. This model
gives good predictions that account for the gross features o f the double layer behavior in the
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case o f the ideal mercury/aqueous electrolyte systems. There are still discrepancies,
however, especially at large potential difference from the potential of zero charge. For the
relation,
1_ 1
C

Cd

1
Ch

the value of Ch is not truly independent of potential, at potentials positive or negative
relative to the potential zero charge (PZC). Specific ion adsorption on electrodes refers to a
specifically adsorbed ion that loses its solvation water molecules, thereby approaching
closer to the electrode surface. Grahame (3) developed a model that consisted of an inner
Helmholtz plane and an outer diffuse layer. Bockris et al. (4) has taken into account the
physical nature of the interfacial region. Their model shows the predominance of solvent
molecules near the surface. The solvent dipoles are oriented according to the electrode
charge, where they form a layer together with the specifically adsorbed ions. These theories
explained quite well the interfacial phenomenon of the mercury electrode at the more
positive potential range. Traditional research on interface phenomenon mainly focuses on
the mercury electrode for itis the most reproducible electrode surface. Therecent research
on solidelectrodes has revealedthat the behavior of solid electrodes

is much different from

that of the mercury electrode [5]. The electrode’s electronic distribution in the interfacial
region depends on the electrode material as well as on its crystalline structure and exposed
crystallographic faces [6]. Basically, the double layer interactions are predominantly
electrostatic in nature.
From about 1980, Goodisman (7) and Schmickler (8) proposed that the potentialdistance relationship for the double layer is in fact continuous through the surface plane,
with the potential attaining a constant value inside the metaL This relationship had usually
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been assumed to result in a sharp change o f potential at the metal surface. The distance
(~1 A) inside the electrode in which the potential varies is called the Thomas-Fermi length.
Experimentally, major advances in interfacial research have arisen from studies o f
single crystal electrodes aimed at deriving a microscopic picture of bare and adsorbatecovered electrode surfaces, as well as understanding the structure sensitivity of many
interfacial reactions (9-11). The combination o f classical electrochemical techniques with in
situ spectroscopic and structure sensitive methods such as electroreflectance, infrared
spectroscopy, second harmonic analysis, scanning probe microscopy and surface X-ray
scattering (12-18) provided fairly detailed atomic-scale information of the electrochemical
interface.

Various phenomena and processes have been characterized employing this

approach. Examples are the surface reconstruction of crystal surface and the adsorption of
anions on low-index crystal faces of gold, silver and platinum (19-21). These structural data
are very helpful in explaining puzzling issues such as the frequency dependence of the
double layer capacitance for ideally polarized single crystal electrodes.
The experimental techniques
electrocapillary

measurements,

for

impedance

measuring the capacitance are
techniques,

and

other

less

mainly
common

electrochemical techniques. The electrocapillary measurement was mainly developed for
the mercury electrode, being only applicable to liquid electrodes, and'-it is based on
measurements of the surface tension (22). Impedance techniques are widely used and they
are applicable to any type o f electrode, solid or liquid. This method employs the application
of a small perturbation in applied potential, applied current or, with hydrodynamic
electrodes. The responses to applied small perturbation can differ in amplitude and phase
from the original applied signal. Measurement of the amplitude (impedance) and the phase
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difference permits analysis o f the electrode process related to the double layer and other
electrochemical issues. Generally, comparison is usually made between the electrochemical
cell and an equivalent electrical circuit that contains combinations of resistances and
capacitances (inductance only becomes important for the perturbation at higher frequencies
>100kHz). There are three components representing kinetics, diffusion and double layer
effects, respectively (22).
What we are concerned about in this work is whether or not the double layer
behaves as an ideal capacitor in electrode processes. From the above discussion, it is
anticipated that the double layer is an extremely complicated issue since there is no uniform
theory (or model) to illustrate its behavior. Therefore, perhaps it will not behave as a simple
ideal capacitor in an electrode process. However, Pajjkossy (9) explored the behavior o f the
double layer on a gold signal crystal electrode by voltammetric and impedance
measurements, in the absence and the presence of specifically adsorbed anions. They
presented evidence that the double layer behaves as an ideal capacitor in the absence of
specific ion adsorption in their frequency range of study. They also noted that the
capacitance due to Br ion adsorption is practically independent of the adsorbate (bromide)
concentration for 10'5 M<C (Br*) <0.05 M and amounts to approximately 90 pF/cm'2 In the
meantime, some frequency dependence of the interfacial capacitance (or, briefly,
capacitance dispersion) was observed, and they claimed that this is quite often the case even
in the absence of faradaic reactions. Potential dependence of the interfacial capacitance was
also observed but this is relatively small in the absence of specific ion adsorption. From
these observations, the separation o f the double layer effect from the faradaic effect in situ is
more advantageous than the methods using blank background subtraction in the absence of
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specific adsorption, where the double layer behaves as an ideally capacitor. It is obvious that
the interface between the electrode and electrolyte will be definitely different with and
without electroactive species as well as the potential and the frequency dependence will also
be different with/without electroactive species. This situation will be more serious for
practical systems such as in biological systems, where the system matrix is more
complicated and not easily reproduced.
Our results in the previous chapters indicate that the faradaic current is not in very
good accord with the calculated faradaic current. This was true especially for higher
frequencies of the applied potential when there is a flat plateau at the end of the forward
scan. It is possible that the double layer effect at these places may be very large due to the
change of interfacial structure, or the electrode has a tendency to adsorb the electroactive
species. It is necessary and interesting to explore whether these effects comes from the
double layer (in particular specific ion adsorption) and to decide the applicability of the
desired deconvolution of double layer from the electrode process.
6.2 Experimental setting
Two cases have been investigated: one is the same electrochemical cell without the
electroactive species ferricyanide ion; the other is the same electrochemical system in the
previous chapters but using a small sinusoidal perturbation. The purpose of these selections
is to minimize the possible faradaic reaction and to compare results from two methods. It is
obvious that the double layer effects in these experiments may be different from the
experiments in previous chapters.
For the electrochemical systems without faradaic reactions, the impedance will be
limited to the resistance of solution and the impedance of double layer. With a three
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electrode setting as in the previous chapters, the counter electrode is large compared to the
working electrode. The counter electrode may be thought of as nonpolarizable and its
double layer effect is assumed to be small compared to that of the working electrode. The
impedance will only include the contribution of the working electrode and the electrolyte
solution. Suppose the double layer effect has a minimal resistance effect and does not
change very much at steady state or in one short period of excitation, the equivalent circuit
can be expressed as Figure 6.1. It is reasonable that the surface of the working electrode
does not have enough time to respond to the external excitation is an extremely the fast
excitation. This supposes that the adsorption/desorption reaction does not go far from
equilibrium and ionic movement is small compared to the fast induction o f dipole-dipole
interactions of ions and neutral molecules.

Rs

C dl

Figure 6.1 The equivalent circuit of electrochemical cell without faradaic reaction

The resistance and the capacitance of electrochemical cell may be easily calculated
as follows:
Im = R - i X c
where the R is the resistance and the Xc is the capacitive reactance of working electrode.
For the experiment with electroactive species, the faradaic response cannot be
neglected. However, at such small external potential, the faradaic reaction will be a linear
process and resembles a solution resistance. If one assumes that there is little non-linear
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effect for the double layer, the double layer capacitance may be calculated using the above
equation.
Experimental conditions were the same as those for sinusoidal voltammetry. The
chemical Potassium chloride was purified by re-crystallization and distilled water was
filtered through an ion-exchanger column (Bamstead Thermolyne, C at No. D8950).
6.3 Problem with discrete Fourier transformation
Fourier transformation was employed for the convenient calculation of resistance
and capacitance responses. Because the electrode surface may be in a constantly changing
state due to the external excitation, a fresh electrode surface is always desirable. The
approaches used here to keep the electrode surface in the same state are: 1) the electrode
was freshly polished for each experiment, and 2) a wait of at least 20 times longer than one
period o f the excitation potential was inserted between excitations to discharge the double
layer to its previous condition. The current response at the first excitation period is different
from the current response at following excitations. When calculating by DFT, it is necessary
to consider the error resulting from the constraint that the DFT must operate on sampled
waveforms defined over finite intervals (23). For a typical resistance and capacitance of an
electrode, an equivalent serial RC (R=10 ohm, C=1.0 pF) circuit may be selected as a
model to explain this discrepancy, as illustrated in Figure 6.2. It is very clear that the current
sampled does not match the potential profile in the integer period. This produces error in
this method. The FT result of Figure 6.2 is shown in Figure 6.3, where one can see that the
capacitance of the serial RC circuit dominates the impedance and the resistance plays little
effect on the total impedance. Theoretical simulation also shows that the capacitance on the
imaginary part ‘leaks’ into the resistance on the real part at the same harmonic. This leakage
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depends on the relative values of resistance and capacitance as well as the frequency of the
applied potential (23). Comparing the whole real component to the imaginary component of
the first harmonic, this leakage is small compared to the capacitance on the imaginary part.
Hence, this method is a good approximation for the measurement of double layer
capacitance. The relative error to the capacitance is estimated to be below 5% at most and in
this example, the relative error is only about 2%.
6.4 The capacitance o f platinum electrode in saturated and dilute potassium chloride
solution
Figure 6.4 is an example of a typical current response and its calculated FFT for a
platinum electrode in saturated potassium chloride solution. It resembles the current
response of an ideal capacitor that has an elliptical i-E curve. In the frequency domain, the
current is mainly on the imaginary part at the first harmonic, but there is a small component
on the real part at the first harmonic. The components at the second and higher harmonics
are negligible compared to the magnitude of the first harmonic. The result is quite similar to
what is found from the truncation error in Figure 6.3.
It is possible that the small component on the real part at the first harmonic is mainly
the response of the solution resistance. However, it may contain some capacitance leaking
from the imaginary part Carefully analyzing the data at the first harmonic may be
interesting. One may calculate the resistance by
Im = R - i X c = E / I = E ( I R - i / c )/(/* + i l )
according to the above equivalent circuit The resistance on the real part is about 900-6000
ohms, which is around 5-10% of the imaginary part. Obviously, this is not the resistance

153

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

0.008 -i
0.004 -

g-60

40

-20

60

-0.004 Potential

-0.008 J

The voltammetry of saturated KC1 (frequency=100 Hz)

□ Real part
□Imaginary Part
f

2.E-03

J<,

l.E-03
0.E+00
-l.E-03

r

Harmonic
I

2

3

4

5

6

7

8

9

"
10

i

The calculated FFT of current of Pt in saturated KC1

Figure 6.4. A typical current response of Pt electrode in saturated KC1 solution without
containing ferricyanide

154
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

o f the solution, rather leakage error from the imaginary part due to the DFT constraint for a
finite waveform rather than infinite periods of signals. This is in accord with the above
estimation that the real part at the first harmonic is around the 5-10% o f the imaginary part
in magnitude and the resistance o f the solution cannot be so large.
The experimental capacitances of the platinum electrode in saturated and dilute
potassium chloride solutions are shown on Tables 6.1 and 6.2. For both cases, the
capacitance of the double layer is almost constant under different amplitudes of the applied
potential (100,200 and 300 mV) at the same frequency. Flowever, the capacitance decreases
with increase of the frequency of applied potential- Comparing these two cases, the
capacitance of the double layer is almost constant when the concentration of potassium
chloride is larger than 1.00 M.
The frequency dependence of the capacitance may be accredited to various reasons,
as in (9): for example, adsorption of organic or certain inorganic species (24), surface
roughness and heterogeneity (25), etc.. Although it is very difficult to determine the exact
reasons for the frequency dependence with limited experiments and the method used here,
the ionic movement and the inductance of ions on the electrode surface and in the diffuse
layer under applied potential probably account for this phenomenon. Considering that all of
the chemicals were purified before use, the adsorption of trace organic, which is important,
may be negligible. The weak adsorption of chloride ion (22) may partly contribute, while
the effects of the electrode surface could be less pronounced. The slow relaxation o f ionic
movement and inductance is expected to explain the frequency dependence. This may
explain the decreasing trend of the capacitance with increase of frequency, which shows
that the charge involved in an excitation period is becoming less.
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Table6.1 The capacitance in saturated KC1 solution at various potential (pF/cm2)
100Hz

10Hz

1Hz

lOOmV

45

62

94

200mV

47

66

99

300mV

51

75

113

Table 6.2. The capacitance in 1.00M KC1 solution at various potential (pF/cm2)
100Hz

10Hz

1Hz

lOOmV

43

64

97

200mV

45

69

108

300mV

48

76

125

The capacitance behavior of platinum in potassium chloride solution confirmed the
assumption in the theory part The changes of double layer capacitance illustrate the
requirement of the separation of charging current in situ in the voltammetric analysis. At the
same time, the reproducibility of the capacitance at different amplitude of applied potential
illustrates that an ideal capacitor is a good approximation for the behavior of double layer in
this electrode process at a specific frequency.
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One may conclude that the electroactive ferricyanide perhaps does not strongly adsorb on
the electrode surface, which means the inner Helmholtz plane does not change. There is no
reconstruction of the electrode surface and incipient oxidation of platinum, both of which
might contribute to change o f the capacitance.

Table 6.3 The capacitance o f saturated KC1 solution containing Fe(CN)6': at various
potential QiF/cm2)
500Hz

100Hz

50Hz

10Hz

5Hz

1Hz

25mV

18

25

31

48

59

103

15mV

18

24

29

47

55

97

5mV

17

24

28

46

50

92

6.6 Conclusions
The double layer at platinum in Potassium chloride solution and Potassium chloride
containing ferricyanide almost behaves as an ideal capacitor. The major deviation from non
ideal behavior is probably due to the truncation error, which is expected theoretically. The
capacitance increases a little with increase of the amplitude of the applied potential, and
decreases greatly with increase of the frequency of the applied potential This conclusion is
essential to the assumption in chapter three that the charging current can be separated from
the faradaic current by Fourier transformation.
The capacitances of the double layer on the Pt working electrode at different
potential were measured. The range in values is 17-100 fiF/cm2. Compared to typical
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literature values -40 pJF/cm2 (1) for the mercury electrode, these values are reasonable. The
capacitance of platinum in potassium chloride solution does not change very much with the
amplitude of the applied potential, but it does change appreciably with the frequency of the
applied potential. The reason for the frequency dispersion is not clear from these
experiments.
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APPENDIX 1 PROGRAM FOR THE CALCULATION OF INTEGRAL %(T) BY
SIM PSO N METHOD

Numerical methods are necessary to obtain the integral %(t) since it does not have an
explicit mathematical form. The integral of a function is the area between the curve
representing the function and the horizontal axis.
Think o f a function f(x) which is a third-degree polynomial It is not difficult to
prove that
£ f ( x ) d x = U [ f ( - h ) + 4 /( 0 ) + f (h)]
This is Simpson’s rule. It will produce accurate results whenever the function being
integrated can be accurately approximated over the range of integration by a polynomial of
degree three. Over an interval o f width nh, (n+l)h ordinates can be used in the extended
form of Simpson’s rule:
*2nh

1

jo f ( x ) d x = - h [ f ( 0) + 4 f i h ) + 2 f ( 2 h ) + 4 / (3ft) + ....+ 4 / ((2rt - 1 )h) + f ( 2 n h )]
Simpson’s rule can be used for numerical integration whenever the number of
equally-spaced ordinates is an odd number greater than or equal to three. When the number
o f ordinates is even, Simpson’s rule cannot be used. The three-eighths rule makes use of
four ordinates and, using it in conjunction with Simpson’s rule, all contingencies can be
covered.
Jo3nAf ( x ) d x =

+ 3 f ( h ) + 3 f ( 2h) + 2/(3A) + .... + 3 /((3 n -1)/*) + f ( 2 n h )]

There are other modified forms of Simpson’s rule for other cases. In this work, an
odd number o f ordinates are taken, but the function value at one end is infinite. This infinite
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value is just thrown away and a higher resolution is used to approach this infinite value until
the error of the integral is less than the required value.
PROGRAM

C
C

CURRENT

THIS PROGRAM IS CALCULATING THE integral of I-T
EQUATION AT CR*=0 AND SINE POTENTIAL FOR REVERSIBLE
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
IMPLICIT INTEGER (I-N)
COMMON /SPX/ AITA, E O ,CUSI,p i ,XITA
PI=3.141592653589793
AITA=38.92169547732
CUSI=DDO/DDR
CUS1=1.0
PIROOT=DSQRT(P I )
THE SHIFT OF BASE POTENTAIL FROM THE FORMAL POTENTIAL

C
C
C

EO *
SEP=0.20
XITA=DEXP (AITA*SEP)
E0=0.20 // the magnitude of sinusoidal potential
OPEN (1,FILE="e200.dat")
C
THIS PROGRAM WOULD CALCULATE 256 CURRENT POINT IN ONE
C
PERIOD OF POTENTIAL. T=l/f
C
Beause f*T is always equal to 1, the result just
depend on
C
EO in any periods
YSTEP=2*PI/512.0
C
w r i t e (1,"(lx,3a20)") "angle","potential","Integral"
DO 10 1=1,512
W R I T E (*,*) I
X2=FLOAT(I )*YSTEP
CALL CINTEGRA(X2,CIN)
poten=E0*dcos(x2)+SEP
W R I T E (1,'(IX,3E20.10)‘) x2,POTEN,cin
10
CONTINUE
CLO S E (1)
STOP
END

C

SUBROUTINE CINTEGRA(Y,F)
SUBROUTINE FOR THE SIMPSON INTEGRAL
IMPLICIT DOUBLE PRECISION(A-H,O-Z)
IMPLICIT INTEGER (I-N)
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COMMON / S P X /

C
C
C
C
C
C
C
C
C

A IT A ,E O , C U S I, p i , X IT A

T H IS I S SIM PSO N 'S INTEGRATION
I N T E G R A T I O N = 1 /3 * S T E P * ( F ( X O ) + 4 F ( X 1 ) + 2 F ( X 2 ) + .. .+ F ( X N ) )
FUNCTION BEING INTEGRATED
EXP (A IT A * E O * S IN (Y -X ) ) *COS (Y -X ) /S Q R T (X ) /
( 1+ C U S I*E X P (A IT A * E O * S IN (Y -X ) ) ) * * 2

DATA NSTART/65536/,ACC/1.OE-3/

o u o

PERFORM CALCULATION

6

10

12

13

N=NSTART
FA=0 .0
AITAEO=AITA*E0
CON=0
DX=Y /FLOAT (N)
SUM1=0.0
SUM2=0.0
L=N/2-l
X=0 .0
DO 10 1=1,L
X=X+DX
PSX=Y-X
PASIN=DSIN (PSX)
PACOS=DCOS(PSX)
PA=XITA*DEXP(AITAEO *PACOS)
PB=PA*PAsin/DSQRT(X)/ (1+CUSI*PA) **2
SUM1=SUM1+PB
X=X+DX
PSX=Y-X
PASIN=DSIN (PSX)
PACOS=DCOS(PSX)
PA=XITA*DEXP (AITAEO *PAcos)
PB=PA*PAsin/DSQRT(X)/ (1+CUSI*PA)**2
SUM2=SUM2+PB
F= (CON+4 .0*SUMl+2 .0*SUM2 )*DX/3 .0
IF (DABS (F-FA) -ACC*ABS (FA) ) 13 ,13 ,12
N=2*N
FA=F
if (n.gt.3000000) goto 13
GOTO 6
CONTINUE
RETURN
END
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APPENDIX 2 THE ANALYSIS OF FARADAIC CURRENT IN FREQUENCY
DOMAIN

The response o f a faradaic process to an applied potential is governed by the ButlerVolmer equation. Even at diffusion control or other experimental constraints, the faradaic
current will be related to an exponential function of overpotential, or a sum of exponential
functions of overpotentiaL
i = i o f ( e W)

(1)

Just for simplicity, one may take i = i0eb^ for example and expand it into a Taylor series:
i / i 0 = l+ f c q + ! . f c V + I . & V +

(2)

I f the overpotential is a sine function,
tj =

E0 sin(wr)

and one may analyze these terms from the following equations,
77 = sin(wr)

T ]2

=

E q

sin 2 (w f) =

^ E q

• (1 -c o s (2 w r ))

rf = Eq sin 3 (w r) = ^ E q - (3sin(w r) -s in (3 w r ))
q4 =

E q

sin 4 (w r) =

rf =

E q

sin 5 (w r) = 7 7 £ 0 ‘ (lO sin(w r) -5 s in (3 w r ) + sin (5 w r))

rf =

E q

sin 6 (w r) =

777 = E

rf

q

= E q

^ E q

O

- ( 3 - 4 c o s (2 w r )+ c o s (4 v t;f))

16

’

( 1 0 - 15cos(2ivr) + 6cos(4>vf) - c o s( 6 wr))

s in 7 (w r) = - 7 7 £ j - (35sin(w r) -2 1 s in (3 w r ) + 7sin (5w r) -s in (7 w r ))

64

sin 8 (w r) = 7 7 7 £ * ' ( 3 5 - 5 6 c o s ( 2 w r ) + 2 8 c o s (4 w f) - 8 c o s ( 6 >vr) + co s( 8 wr))
12o
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r f =E„ sin9(wf) = ~ t E q •(126sin(w r)-84sin(3vvf)+36sin(5w r)-9sin(7w f) + sin(9wf))
256
7710 =

Eq° sin10(wf) = ^

2

^o° ' (126 —210cos(2wf) + 120cos(4wf) —45cos(6wr) +

10cos(8wr) —cos(lOwO)
From these equations, it is clear that the applied potential at each odd term (n) of the
Taylor expansion causes the response at odd harmonics from the first to nth harmonic, and
it will appear on the imaginary parts after transformed into frequency domain. The applied
potential at each even term (n) of the Taylor expansion causes the response at even
harmonics from DC to nth harmonics, and it will appear on the real parts after transformed
into frequency domain.
Inserting these equations into eq. (2), and transforming into the frequency domain:
F(i//0) = FCe**) = Fa+brj + jibTj)2 +i(M7)3+...)

= F (l) + bF ( 77) + ^ b 2F(jj2) + ^ 3F (t73) + ^ 4F(774)+....
= F(1)
+&£0F(sin(wt))
+ ^ b 2£ 2F (l-co s(2 w r))

-F^-^j-fc3£oF(3sin(ivr) -sin(3w r))

+ ^ 6 4£ 04F(3-4cos(2vvr)+cos(4vvr))
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1 b’,5Er 05F(10sin(wf) -5sin(3vttf) +sin(5w^))
16-5!
-i-------- b6E qF ( 10—15cos(2wr)+ 6 cos(4wr) - cos(6 wt))
32-6!
h—

-— &7£ 07F(35sin(wr) - 2 lsin(3wr)+7sin(5wr) -sin(7w f)
64-7!

On arrangement,
F(ifi0) = ( i+ - L - b zE? +— b*E* + - l — b6 -E? + — i— b*El +....)
0
2-2!
0 8-4!
0 32-6!
0 128-8!
0
If)

7

0th harmonic

-3 C

+ {bE0 + - i _ 6 3£ 03 + _ i— b5E 5Q+-—— b7El +...}F(sin(wr))
4-3!
16-5!
64-7!

1st

harmonic

2nd harmonic

" (2 ^ ! Z,2E°2 + 8 ^ ! 6' E°4 +W & b6E6° +- )F(-cos(-2wt»
.( J — b'E l + — - b 5El + - ^ —b7El +...)F(sin(3wr))
4-3!
0 16-5!
0 64-7!
0

3rd

harmonic

+ ( - 1- y El + ——-bsE%+ — — baEl + ...)F(cos(4wf))
'8-4!
u 32-6!’ u 128-8!

4th

harmonic

+C—l— b5El + - ^ — b7E 70 +...)F(sin(5wr))
16-5!
64-7!

5th harmonic

1
•(^T 7 T&6£:o +
„.biEl + —)F(cos(6wr))
32-6!
128-8!

6th harmonic

. ( ^ — b7E 70 +...)F(smOwt))

7th harmonic

1

_ 6_

28

5 4 * /:

8th harmonic

(T2F8!68E°8 + ~ )F(cos(8h*»
+ ...

higher harmonics

It is obvious that the term on each harmonic is a sum of many terms that correspond
to each term in Talor series.

Each odd term of the non-linear current response will

contribute to the response from the fundamental (1st) to the nth harmonic, and each even
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term (n) to that from zero (DC) to the nth harmonic, respectively. With the diffusion or
others involved in the faradaic current, it would be more complicated. But it is clear that the
effect of the diffusion or others will appear on the other imaginary or real parts where the
faradaic current does not appear.
Anyway, this analysis will be helpful to the nonlinear relationship in reality. One
may analyze the non-linear response in the frequency domain and determine where it comes
from.
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APPENDIX 3 THE PROGRAM FOR THE COLLECTION AND PROCESSING OF
DATA

Routine diagram for this program

Input the file name and the corresponding
parameters for this experiment

Initialize this program and initialize the
GPIB-bus

Read the baseline of the Oscilloscope

Read the potential following the
Potentiostat

Extract the data from the reading and
transform the data in binary format into
the real data

Read current and extract the data from
reading

Save data in files

Stop program
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10 REM *:Mc*************************:M'*******:Mc**************************
20 REM * THIS PROGRAM COLLECTS DATA FROM OSCHUSCOPE AND SAVE*
30 REM * THE DATA OF POTENTIAL IN mv AT FIRST 512 POINTS, THE DATA *
40 REM * OF CURRENT IN mv AT SECOND 512 POINTS, AND THE SAMPLING *
50 REM * PERIOD IN SECONDS. THE CURRENT IS MEASURED BY THE PAR *
65 REM * CURRENT FOLLOWER EHICH IS SET IV AT THE ASSIGNED RANGE *
60 REM * MAY 31,1996
*
70 REM
80 REM
90 CLEAR ,60000!: IB IN m =60000!: IBINIT2=IBINm+3 : BLOAD "bib.m" JBINTTl
100 CALL IBINm(IBFIND,IBTRG,IBCLR,IBPCT,IBSIC,IBLOC,IBPPC,IBBNA,
EBONL, IBRSC,IBSRE,IBRSV,IBPAD,IBSAD,IBIST,IBDMA,IBEOS,IBTMO,IBEOT,
IBRDF,IBWRTF,IBTRAP)
110CALL IBINIT2(IBGTSJBCACJBWAIT,IBPOKE,IBWRTTBWRTAJBCMD,
i b c m d a i b r d ,ib r d a , ib s t o p ,i b r p p ,i b r s p ,ib d ia g ,i b x t r c ,ib r d i ,ib w r t i ,
ffiRDIA,ffiWRTTA,IBSTA%,IBERR%JBCNT%)
120 DIM ABC%(350),YIDE(700),CH$(40)
130 DIM X l(5 11),X2(511),SUMX1(511)
140 FOR 1=0 TO 511
150 X1(I)=0:X2(I)=0:SUMX1(I)=0
160 NEXT I
170 PRINT "INPUT THE NAME OF YOUR FILE"
180 INPUT AA$
190 OPEN AA$ FOR OUTPUT AS #1
200 REM INPUT SOME EXPLANATION ABOUT THIS EXPERIMENT
210 PRINT "SOME INFORMATION ABOUT THIS EXPERIMENT"
220 INPUT AA$
230 PRINT#1,"SINUSOIDAL VOLTAMMETRY OF 5E-4M K3Fe(CN)6",AA$
240 REM
250 REM COLLECT THE POTENTIAL FIRST
260 REM
265 CLS
270 PRINT "COLLECT THE POTENTIAL NOW”
280 PRINT "HOW MANY TIMES COLLECTIONS?"
290 INPUT NTEMES
300 GOSUB 660
310 REM AVERAGE THE SUM OF POTENTIALS
320 FOR 1=0 TO 511
330 SUMX1(I)=-SUMX1(I)/NTIMES
340 PRJNT#1,USING"### ##.######AAAA";I,SUMX1(I)
350 NEXT I
360 REM
370 REM PRINT THE SAMPLING OF POTENTIAL
380 REM
390 PRINT#1, "SAMPLING FREQUENCY=", 1!/TT
400 REM
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410 REM FINISH COLLECTION OF POTENTIAL
420 REM COLLECT THE CURRENT AT SECOND TIMES
430 REM
435 CLS
440 PRINT " COLLECT THE CURRENT NOW"
450 PRINT "HOW MANY TIMES COLLECTION?"
460 INPUT NTIMES
470 REM SET ZERO FOR SUMXl(i)
480 FOR J=0 TO 511
490 SUMX1(J)=0
500 NEXT J
510 REM
520 GOSUB 660
530 REM
540 REM AVERAGE THE CURRENT AND SAVE IT
550 REM
555 REM INPUT THE CURRENT RANGE AS lO ^ X AMPERLA
556 INPUT "INPUT THE CURRENT RANGE", EX
560 FOR 1=0 TO 511
570 SUMX 1(I)=SUMX 1(I)/NTIMES * 10'MSX
580 PRINT#1,USING"### ##.######AAAA"J, SUMX 1(1)
590 NEXT I
600 REM PRINT THE SAMPLING PERIOD
610 PRINT# 1, TI
620 REM
630 REM END COLLECTION OF CURRENT
640 CLOSE#l
650 END
660 REM THIS SUBROUTINE IF FOR COLLECTION FROM OSC
670 REM
680 BDNAME$="GPIB0"
690 CALL IBFIND(BDNAME$JDC%)
700
IF DC%<0 THEN PRINT "GPIB0 IS NOT Found":GOTO 650
720 REM OPEN OSCILLAISCOPE
730
BDNAME$="OSC"
740
CALL IBFIND(BDNAME$, DVM%)
750 REM
760 REM CHECK THE ERROR OF LAST CALL
770
IF DVM%< 0 THEN PRINT "CAN NOT FIND OSC":GOTO 650
780 REM
790 REM READING THE BASELINE OF OSCILLISCOPE
800 PRINT "READING BASELINE OF OSCILLOSCOPE"
810 PRINT "PRESS ANY KEY TO BEGIN, PRESS N ' TO STOP"
820 INPUT TF$
830 IF TF$="N" THEN 650
840 GOSUB 1060
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880 REM READING THE WAVEFORM FROM OSCILLOSCOPE
890 FOR H=I TO NTIMES
900 PRINT H,"BEGIN?"
910 REM PRINT "READING WAVEFORM FROM OSCILLOSCOPE"
920 PRINT "PRESS Y TO BEGIN, ANY OTHER KEYS TO WATT"
930 INPUT TF$
940 IF T F $o"Y " THEN 930
950 IF TF$="Y" THEN GOSUB 1060
981 REM
SUM THE COLLECTION
982 REM
983
FOR J=0TO 511
984
SUMX1(J)=SUMX1(J)+YIDE(J)
985
NEXT J
986 REM
1000 NEXT II
1010 REM END THE READING FROM OSCILLOSCOPE
1020 TT=XENCR*AR*5121
1030 RETURN
1040 REM
1050 REM THIS SUBROUTINE IS CALLING OSC AND THEN RETURN THE DATA
1052 FOR 1=0 TO 350
1054 ABC% (I)=0:YIDE(I)=0:YTDE(I+350)=0
1056 NEXT I
1060 CNT%=700
1070 CALL ffiRDI(DVM%,ABC%(0),CNT%)
1080 REM
1090 REM CHECK THE ERROR OF LAST CALL
1100 IF IBSTA%<0 THEN PRINT EBERR%,IBSTA%, "READ IS WRONG"
1110 REM
1120 NOBYTE=INT(IBCNT%/2)
1130 REM CONVERT THE TWO BYTE INTO ONE BYTE
1140 K=0
1150 FOR 1=0 TO NOBYTE
1160 YIDE(K)=(ABC%(I) AND 255)
1170 YIDE(K+1)=(ABC% (I)/256 AND 255)
1180 K=K+2
1190 NEXT I
1200 REM
1201 REM SET ZERO FOR CHS
1202 FOR 1=0 TO 40
1203 CH$(D—
1204 NEXT I
1205 REM
1210 K=0
1220 FOR 1=0 TO 180
1230 PP$=CHR$(YIDE(I))
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1240 IF PP$="," THEN K=K+l:GOTO 1260
1250 CH$(K)=CH$(K)+PP$
1260 NEXT I
1270 FOR 1=4 TO 40
1280 P$=CH$(I):NL=LEN(P$)
1290 IF LEFT$(P$,5)="XINCR" THEN XINCR=VAL(RIGHT$(P$,NL-6)):GOTO 1400
1300 IF LEFT$(P$,5)="XZERO" THEN XZERO=VAL(RIGHT$(P$,NL-6)):GOTO 1400
1310 IF LEFT$(P$,6)="PT.OFF" THEN NO=VAL(RIGHT$(P$,NL-7)):GOTO 1400
1320 IF LEFT$(P$,5)="XUNIT" THEN XUNIT$=RIGHT$(P$,NL-6):GOTO 1400
1330 IF LEFT$(P$,5)="YMULT" THEN YINCR=VAL(RIGHT$(P$,NL-6)):GOTO 1400
1340 IF LEFr$(P$,5)=”YZERO" THEN YZERO=VAL(RIGHT$(P$,NL-6)):GOTO 1400
1350 IF LEFT$(P$,4)=" YOFF" THEN YR=VAL(RIGHT$(P$,NL-5)):GOTO 1400
1360 IF LEFr$(P$,5)="YUNIT" THEN YUNTT$=RIGHT$(P$,NL-6)
1370 IF YUNTT$="V" THEN YU=1000
1380 IF YUNIT$="MV" THEN YU=1
1390 IF YUNTT$="UV" THEN YU=.001
1400 NEXT I
1410 FOR 1=150 TO 200
1420 IF YIDE(I)=37 THEN K=I+3
1430 NEXT I
1440 REM STORING THE 512 DATA POINTS
1450 FOR 1=0 TO 511
1460 SP=YIDE(I+K)
1470 YIDE(I)=YU*(YZERO-f-YINCR*(SP-YR))
1480 NEXT I
1490 REM THE TIME PERIOD IS TOTAL POINTS*XINCRE AMENT
1500 IF XUNIT$=”NS" THEN AR=10A-9
1510 IF XUNrr$=”US" THEN AR=10A-6
1520 IF XUNTT$="MS" THEN AR=10A-3
1530 IF XUNIT$="S" THEN AR=1
1540 IF AR=0 THEN PRINT "TIME UNIT IS WRONG"
1550 RETURN
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PROGRAM EXPRIMENT
£*********************************************************
c

C
C
C
C
C
C
C
C
C
£

THIS PROGRAM IF FOR the FT TRANSFORMATION OF DIFFUSION
CURRENT AT THE LARGE POTENTIAL IN THE PLANNED EXPERIMENT,
DELETE THE CAPACITANCE CURRENT FROM THE TOTAL CURRENT,
THEN REBUILD THE FADARAIC CURRENT.
DP(512) IS THE POTENTIAL ARRAT
DI(512) IS THE CURRENT ARRAY

s|e a|e &

DECEMBER 15,1997
% 3fe

% :fc

* :(eage :fc a|c * sfc sf: a|e afc afc afe j|e afc afe s|e % 5(e : f t + sfe+ aje afc sfc j(e sjc afc

* sfe s(e s|c * * 5|c afe s|c afe afc sfc j(e a|e :fe

a|e j(c

C
IMPLICIT DOUBLE PRECISI0N(A-H,0-Z)
IMPLICIT INTEGER(I-N)
CHARACTER*50 AS,ab
DIMENSION DP(0:511,2) JDI(0:511,2)
DIMENSION X1(0:511),X2(0:511),X3(0:511),X4(0:511)
C OPEN THE INPUT FILE
OPEN(l,FHJE=” )
C
OPEN THE OUTPUT FILE
OPEN(2,FHJE=’ *)
C
READ(1,'(A50)') AS
c Read the potential
DO 101=0,511
READ(1,*) K,dp(Ll)
dp(i,2)=0.0
10 CONTINUE
READCLXASO)1) ab
C
C
CALL FFT SUBROUTINE
C
c
CALL FFT(X1,X2,512,1)
C
C SAVE THE FFT OF POTENTIAL IN DP(*)
C
c
DO 201=0,256
c
DPa,l)=Xl(I)
c
DP(I,2)=X2(I)
c
IF (I.LT.5) WRTTE(*,*) I,X1(I),X2(I)
c 20 CONTINUE
C
C
INPUT THE CURRENT VALUE
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afc a(e s(e

DO 301=0,511
READ(1,*) K,P
Xl(i)=P
X2(I)=0.0
30 CONTINUE
WRTTE(2,*) AS
READ(1 ,*) TIMEI
IF (TTMEP.NE.TIMEI) THEN
WRTTE(*,*) THE PERIOD OF POTENTLAL&CURRENT IS DDFFERENT'
GO TO 90
END IF
F=1.0/TTMEI
WRrrE(2,'(A19,2X,F12.6)') 'SAMPLING FRENQUENCY=',F

c
c
c
c

C
C
C

CALL FFT FOR CALCULATE THE CURRENT
CALL FFT(X1,X2,512,1)

C
C

SVAE THE FFT OF CURRENT IN DI(*)
DO 401=0,256
DI(I,1)=X1(I)
DI(I,2)=X2(I)
IF (I -LT.5) WRITER,*) I,X1(I),X2(I)
40 CONTINUE

C
PI=3.141592654
C
C
C
C
C
C
C
C
C
C
C
C

DELETE THE CAPACITANCE
FOR OUR EXPERIMENT, THE CAPACITANCE CURRENT IS ONLY
AT THE FIRST HARMONIC. BECAUSE THE POTENTIAL IS A coSINE
FUNCTION, THE CAPACITANCE CURRENT SHOULD BE AT THE
imaginary PART. THE imaginary PART OF FADARAIC CURRENT AT
FIRST HARMONIC IS EQUAL TO -1.0478 TIMES THE real PART,
AND THE real PART OF FIRST HARMONIC IS JUST THE FAD ARAIC
CURRENT.

C

THE CAPACITANCE CURRENT IS
CAPACURR=X2(1)- 1.2608*X1(1)
THE REAL PART OF FARADAIC CURRENT IS
X2(1)=1.2608*X1(1)
x2(511)=-1.2608*xl(511)

C
C
C

REBUILD THE FADARAIC CURRENT
CALL FFT(X1,X2,512,-1)
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DO 601=0,511
X3(I)=X1(I)
X4(I)=X2(I)
60 CONTINUE
C
REBUILD THE CAPACITANCE CURRENT
DO 701=0,511
X1(I)=0
X2(I)=0
70 CONTINUE
X2(1)=CAPACURR
x2(51 l)=-capacurr
CALL FFT(X1VX2,512,-1)
WRTTE(2,100) POTENTIAL','FARADAIC CURRENT','CHARGING
CURRENT', 'CHECKING','CHECKING'
DO 801=0,511
PP=250+250.*DCOS(I*PI/256.)
WRTTE(2,101) PP, X3(I),X1(I),X4(I),X2(I)
80 CONTINUE
90 CONTINUE
100 FORMAT(lX,5A18)
101 FORMAT(1X,5E18.10)
CLOSE(l)
CLOSE(2)
STOP
END
SUBROUTINE FFT(X1,X2,N,INV)
£**********************************************************
c

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
£

THIS PROGRAM IMPLEMENTS THE FFT ALGORITHM TO COMPUTE
THE DISCRETE FOURIER COEFFICIENTS OF A DATA SEQUENCE
OF N POINTS
CALLING SEQUENCE FROM THE MAIN PROGRAM:
CALL FFT(X1,N,INV)
N: NUMBER OF DATA POINTS
X I: REAL ARRAY CONTAINING THE DATA SEQUENCE.
IN THE END DFT COEFFICIENTS ARE RETURNED
IN THE ARRAY XI AND X2, XI-REAL PART,X2-IMIGINARY PART
MAIN PROGRAM SHOULD DECLARE U AS—
DIMENSION X1(512),X2(512)
INV: FLAG FOR INVERSE
INV=0 FOR FORWARD TRANSFORM
INV=-1 FOR INVERSE TRANSFORM

3fc 3fc 3{c afc afc * * * * afc afe s|e sfc s|c * jfc afc * sft * afc afc 3*c s|c * * afc * 3(c sfc afc afc afc * 4 c s(e * afc * afc afc afc afc afc afe afc aft aft afc afc * afc afc afc afc % afcafc afc afc afc sfe ★

DOUBLE PRECISION X 1(0:511),X2(0:511),X3(0:511),X4(0:511)
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&

DOUBLE PRECISION Z1,Z2, A1,A2,B 1,B2,SIGN,VX
INTEGER 1,11,12,13,14,MI,MN,N,ITER,IREM,INV
C
C
C
C

CALCULATE THE # OF ITERATIONS (LOG(N) TO THE BASE 2)

ITER=0
IREM=N
15 IREM=EREM/2
IF (IREM.EQ.0) GO TO 20
ITER=ITER+1
GO TO 15
20 CONTINUE
SIGN=-I
IF(INV.EQ.l) THEN
SIGN=1
DO 221=0, N
X1(I)=X1(I)/N
22
CONTINUE
ENDIF
C
C
C

*** FFT CALCULATION IS IN PROGRESS

Il=N/2
12=1
VX=SIGN*2*3.141592653589795D0/N
DO 701=1,ITER
0=0
14=11
DO 60 K=1J2
MI=dINT(0/U)
CALL BIT(MI,MN,N,ITER)
Zl=DCOS(VX*MN)
Z2=-DSIN(VX*MN)
DO 50 M=I3,I4-1
A1=X1(M)
A2=X2(M)
B 1=Z1*X1(M+I1)-Z2*X2(M+I1)
B2=Z2*X 1(M+I1)+Z 1*X2(M+11)
X1(M)=A1+B1
X2(M)=A2+B2
X1(M+I1)=A1-B1
X2(M+I1)=A2-B2
50
CONTINUE
13=0+2*11
14=14+2*11
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60

CONTINUE
11= 11/2
12= 2*12

70
C
C
C

CONTINUE
UNSCRAMBLE ARRAY

DO 801=0,N-l
MI=I
CALL BIT(MI,MN,N,ITER)
X3(I)=X1(MN)
X4(I)=X2(MN)
80 CONTINUE
DO 851=0,N-l
X1(I)=X3(I)
X2(I)=X4(I)
85 CONTINUE
RETURN
END
C
C SUBROUTINE FOR REVERSE BIT
C
SUBROUTINE BIT (MLMN,N,ITER)
C
INTEGER LMI,MN,N,N1
MN=0
N1=N
DO 1001=1,ITER
N l=N l/2
IF (MI.LT.N1) GO TO 100
MN=MN+2**(I-1)
MI=MI-N1
100 CONTINUE
RETURN
END
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