Abstract. Let q be an odd number and S q,0 (n) the difference between the number of k < n, k ≡ 0 mod q, with an even binary digit sum and the corresponding number of k < n, k ≡ 0 mod q, with an odd binary digit sum. A remarkable theorem of Newman says that S 3,0 (n) > 0 for all n. In this paper it is proved that the same assertion holds if q is divisible by 3 or q = 4 N + 1. On the other hand, it is shown that the number of primes q ≤ x with this property is o(x/ log x). Finally, analoga for "higher parities" are provided.
Introduction
The Thue-Morse sequence [9] , [5] is defined by
where s(n) denotes the number of ones in the binary representation of n. For any positive integer q and i ∈ Z we denote S q,i (n) = 0≤j<n,j≡i(mod q)
In 1969 Newman [10] proved a remarkable conjecture of L. Moser saying that for any n ≥ 1 S 3,0 (n) > 0.
More precisely, he proved that 3 α 20 < S 3,0 (n) n α < 5 · 3 α with α = log 3 log 4 .
In 1983 Coquet [1] provided an explicit precise formula for S 3,0 (n) by the use of a continuous function ψ 3 (x) with period 1 which is nowhere differentiable (η 3 (n) ∈ {−1, 0, 1}):
S 3,0 (n) = n log 3 log 4 · ψ 3 log n log 4 − η 3 (n) 3 . In general, (asymptotic) representations similar to (3) exist for any S q,i (n) (see [5] and section 2). But it is a non-trivial problem to decide whether the continuous function ψ q,i (x) has a zero or not. The only known examples where ψ q (x) = ψ q,0 (x) has no zero are q = 3 k 5 l ( [6] ) and q = 17 ( [7] ). (Note that the assertion that ψ q,i (x) 610 MICHAEL DRMOTA AND MARIUSZ SKA LBA has no zero is more or less equivalent to S q,i (n) > 0 for almost all n or to S q,i (n) < 0 for almost all n; see section 2.) Our first result provides infinitely many new examples where ψ q (x) has no zero.
Theorem 1.
Suppose that q is divisible by 3 or q = 4 N + 1. Then S q,0 (n) > 0 for almost all n. 1 However, if q is prime then we can prove that there are only a few exceptions (e.g. Fermat primes). Let P t , t ≥ 1, denote the set of those primes p where the order ord p (2) of 2 in the multiplicative group (Z/pZ) * equals ord p (2) = (p − 1)/t.
Theorem 2.
There exists a constant C > 0 such that for any t ≥ 1 the primes p ∈ P t satisfying S p,0 (n) > 0 for almost all n are bounded by
Furthermore, the total number of primes p ≤ x with S p,0 (n) > 0 for almost all n is o(x/ log x) as x → ∞.
The first part of Theorem 2 generalizes a result by the authors [2] , where it is shown that 3 and 5 are the exceptional primes of P 1 and 17 and possibly 41 those of P 2 . (In fact, p = 41 is not exceptional, see section 3.) It is surely a very difficult problem to decide whether there are infinitely many primes p satisfying S p,0 (n) > 0 for almost all n or not. Unfortunately our methods are not strong enough to settle this problem. But it should be noted that if there were only finitely many primes with this property, Theorem 1 would imply that there were only finitely many Fermat primes.
However, the methods to be developed are essentially sufficient to decide this problem for any concrete value q. For example, we can prove the following theorem.
Theorem 3.
The only primes p ≤ 1000 satisfying S p,0 (n) > 0 for almost all n are p = 3, 5, 17, 43, 257, 683.
Note that p = 43 ∈ P 3 and p = 683 ∈ P 31 are not Fermat primes. 2 We will prove Theorems 1 and 2 in sections 4 and 5. The negative part of Theorem 3 is proved at the end of section 3 and the positive part at the end of section 4. Section 6 is devoted to the case of higher parities where similar phenomena appear. In section 2 we collect some basic facts on the fractal structure of S q,i (n), and in section 3 we discuss two different kinds of positivity phenomena.
Basic Facts
For any fixed positive integer q and i ∈ Z, set S q,i (y, n) = j<n, j≡imodq y s(j) , (4) in which n ≥ 0 and y is a (complex) parameter. With help of these expressions we can determine the numbers A q,i;r,m (n) = |{j < n : j ≡ i mod q, s(j) ≡ m mod r}| 
where r is a positive integer (which will be called a parity), m ∈ Z, and ζ r denotes the r-th primitive root of unity, ζ r = exp 2πi r . Note that S q,i (y, n), 0 ≤ i < q, satisfies a simple generating relation if n is a power of 2:
in which ζ q = exp 2πi q denotes the q-th primitive root of unity and l ∈ Z. Hence we directly obtain 
Moreover, the obvious relation S q,i (y, 2 k + n ) = S q,i (y, 2 k ) + yS q,i−2 k (y, n ) (n < 2 k ) (9) can be used to calculate S q,i (n) inductively for any integer n ≥ 0.
We will further need
S q,i (y, n) (10) and the numbers
and satisfies
Our first aim is to describe the asymptotic behaviour of A q,i;r,m (n). The natural leading term is 1 q A r,m (n):
From (6), (8) , (12) , and (13) we obtain the representations
and
These Fourier expansions will be frequently used in the proofs of our main results.
From now on let q be an odd positive integer and let s = ord q (2) be the order of the multiplicative subgroup 2 of (Z/qZ) * . (Since we are mainly interested in A q,0,r,m (n), it is no real restriction to assume that q is odd.) Furthermore, let S q (y, n) = (S q,0 (y, n), . . . , S q,q−1 (y, n)) t denote the vector of S q,i (y, n). Let e 0 , . . . , e q−1 denote the canonical basis of the q-dimensional vector space C q and let T denote the matrix defined by Te i = e i+1 (e q = e 0 ). The identity matrix is denoted by I.
The following observations are more or less direct generalizations of [5] .
Proposition 1. Let M(y) be defined by
Proof. By using the relations s(2j) = s(j) and s(2j + 1) = s(j) + 1 we obtain
Hence, denoting by U the matrix defined by Ue i = e 2i , we have S q (y, 2n) = (U + yUT)S q (y, n).
By using the property UT = T 2 U it follows by induction that
Since T q = U s = I, we directly obtain (19) by setting i = s.
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The eigenvalues of T are exactly the q-th roots of unity ζ It is clear that λ l (y) = λ l (y) if and only if l 2 = l 2 . (Observe that l = l 2 contains ord (q/(q,l)) (2) elements, where (q, l) denotes the greatest common divisor of q and l.) Appropriately we will write λ l (y) instead of λ l (y) if l ∈ l. Let L denote the system of equivalence classes l = l 2 . Then a basis of the eigenspace V l corresponding to λ l (y), l ∈ L, is given by v l , l ∈ l. All these eigenspaces are orthogonal. P l , l ∈ L, will denote the orthogonal projection on V l . Furthermore, let V (0) denote the eigenspace corresponding to the eigenvalue 0 (if 0 is an eigenvalue), V (s) the subspace corresponding to eigenvalues of modulus < 1, V (1) the subspace corresponding to those of modulus 1, V (u) corresponding to those with modulus > 1, and V (m) that corresponding to those eigenvalues with maximal modulus. Furthermore, let P (0) , P (s) , P (1) , P (u) , and P (m) denote the orthogonal projections on
, and V (m) , respectively. Using these notations and the same methods as in [5] , we immediately obtain a fractal representation for S q (y, n).
Proposition 2. There exists a contiuous function F(y, ·)
and P u S q (y, n) = F(y, n). Consequently
With α l (y) = (log λ l (y))/(s log 2) we finally obtain a fractal representation for S q (y, n):
We want to mention also that it is quite easy to evaluate G l (y, t) for special values of t by using the representation (8):
where k = as + b, 0 ≤ b < s. In particular, the first component of G l (y, 0) is non-zero.
Sometimes it would be more convenient to operate with real exponents instead of in general complex exponents α l (y). For example, if λ l (y) r is real and positive for some positive integer r , then we can useG l (y, t) = λ l (y) −r t P l F(y, 2 r st ) instead of G l (y, t) andα l (y) = (α l (y)) instead of α l (y). (Compare with [5] .)
For the evaluation of A q,i;r,m (n) we will need S q (ζ Finally, observe that S(y, n) can be treated in a similar fashion as above but much more easily. Using the relation S(y, 2n) = (1 + y)S(y, n), it follows that there is a continuous function F (y, x) satisfying F (y, 2x) = (1 + y)F(y, x) in the case |1 + y| > 1 such that
where α(y) = log(1 + y)/ log 2 and G(y, t) = (1 + y)
Now the fractal representations for A r,m (n) and R q,i;r,m (n) follow immediately. 
where β r < α r , β q,r < α q,r , and η n = 0 if n ≡ 0 mod 2 and η n = t n if n ≡ 1 mod 2.
Proof. Since A r,m (n) is given by (12) and A q,i;r,m by (6) (compare also with (16) and (17)), it follows that the asymptotic leading term of A r,m (n) − n/r depends on the largest eigenvalue λ 0 (ζ = 0 for 0 < l < q, it is clear that α q,r is the correct exponent in the asymptotic leading term of R q,i;r,m (n).
Finally, A 2,m (n) can be directly evaluated.
Remark. In this paper we will only discuss binary digits. But the above concept easily applies for arbitrary b-ary digit expansions. Let s(j) be a sequence satisfying s(bn + c) = s(n) + s(c) for n ≥ 0 and 0 ≤ c < b. Let S q (y, n) be defined as above and assume that b and q are relatively prime. Then
where U b e i = e bi , 0 ≤ i < q, and s = ord q (b). Hence S q (y,
and we are in the same position as above. All eigenvalues and eigenvectors of M b (y) are known, and we immediately obtain a fractal representation for S q (y, n). (In [5] only the case b = r is mentioned.)
Newman-like Phenomena
We want to discuss two kinds of positivity pheonmena:
Newman's theorem S 3,0 (n) > 0 (n ≥ 0) is precisely the same as
Therefore (N1) is a natural generalization of this property. Recall that R q,0;r,m (n) is the remainder term of A q,0;r,m (n) if 1 q A r,m (n) is considered as the "natural" leading term of A q,0;r,m (n) (see section 2). Hence, (N2) means that the remainder term R q,0;r,0 (n) is positive (for almost all n). We will now show that (N1) implies (N2) if α r = α q,r .
The following lemma provides a necessary condition for (N1).
Proof. Suppose that α r > α q,r . In this case (see Theorem 4) the asymptotic behaviour of A q,0;r,m (n) is determined by A r,m (n). However, we will show that A r,0 (2 (2a+1)r ) < A r,m (2 (2a+1)r ) for all m ≡ 0 mod r and sufficiently large a. Therefore (N1) cannot occur.
Combining (13) and Theorem 4, we obtain
Since (1 + ζ r ) r is real and negative, everything follows.
Hence, if α r = α q,r then (N1) implies
Finally, (23) always implies (N2). This follows from the following property.
for all i = 0, . . . , q − 1.
Proof. From (17) we get
This means that the asymptotic behaviour of this sum is determined by the eigenvalues λ l (1), which are given by
Hence (24) follows.
Note that there are situations where (N2) holds although (N1) fails; see Theorem 8. However, in the "classical" case r = 2 it is easy to verify that (N1) and (N2) are equivalent to S q,0 (−1, n) > 0 (for almost all n).
Before we prove further necessary conditions for (N1) and (N2), we want to mention that "converse" phenomena of the form A q,0;r,0 (n) < min 0<m<r A q,0;r,m (n) or R q,0;r,0 (n) < 0 for almost all n ≥ 0 do not exist. Proof. We only prove that (N2) fails. Since λ 0 (ζ r ) r < 0, the following proof can be extended to contradict (N1).
Lemma 3. There exist infinitely many n ≥ 0 such that
Let L m denote the set of pairs (l, m), l ∈ L, 0 < m < r, such that the eigenvalues λ l (ζ m r ) have maximal modulus ρ. Then the asymptotic leading term of R q,0;m,0 (n) only depends on these eigenvalues. In particular, we have
If there exists an integer r > 0 such that 
Hence R q,0;m,0 (2 a2rs+b0s ) < 0 for sufficiently large a.
With the help of Theorem 5 we will prove the negative part of Theorem 3 saying that primes p ≤ 1000, p = 3, 5, 17, 43, 257, 683, do not satisfy S p,0 (−1, n) > 0 for almost all n. First, we only have to consider p ∈ P t with t > 2. In [2] it is shown that p = 3 and p = 5 are the only exceptional primes in P 1 , and p = 17 and possibly p = 41 those of P 2 . (We will treat the case p = 41 in a moment.) Next, it follows from Theorem 5 that we only have to pay attention to those primes p ∈ P t , t > 2, with even s = ord p (2), e.g. for p = 109 ∈ P 3 we have s = 36. Finally, if there is k < s with
in which λ m = λ lm (−1) is the largest eigenvalue, then S p,0 (−1, 2 as+k ) < 0 for sufficiently large a. For example, for p = 109 we have l m = 9 and S (m) 109,0 (−1, 2 6 ) < 0. Hence, for p = 109 there is no phenomenon of type (N1). Similarly it follows that S (m) 41,0 (−1, 2 8 ) < 0, and we really have to consider just primes p ∈ P t with t > 2. Table 1 gives a list of all primes p ≤ 1000, p ∈ P t , t > 2, such that s is even. Furthermore the largest eigenvalue λ m = λ lm (−1) is represented by l m , and if there is k < s such that S (m)
The only primes for which this method provides no answer are p = 43, 257, 683. At the end of section 4 it will be shown that for these primes S p,0 (−1, n) > 0 for almost all n. This completes the proof of the negative part of Theorem 3.
Remark. It is also an interesting problem to consider A q,i;r,m (n) and R q,i;r,m (n) (0 ≤ m < r) for some fixed i ≡ 0 mod q. For example, it is known that A 3,1;2,0 (n) < A 3,1;2,1 (n) for almost all n ≥ 0 (see [3] ). Most of our methods can be applied in these cases too. However, for the sake of shortness we restrict ourselves to the case i = 0. In the case of the usual parity r = 2 we just have to discuss S q,i (−1, n) to obtain all informations needed. For short we will write S q,i (n), λ l , and M instead of S q,i (−1, n), λ l (−1), and M(−1).
From an heuristic point of view integers of the form q = 4 N + 1 or q = 4 N − 1 are 'good candidates' for a phenomenon of type (N1). In both cases we have s(j) ≡ 0 mod 2 for j ≡ 0 mod q, j < q4 N + 1, i.e. S q,0 (n) is as positive as possible. (The first case is trivial. For the second case see Proposition 4.) In fact, Theorem 1 says that S q,0 (n) > 0 (for almost all n) for these q. However, an heuristic argument of this kind does not work in all cases. Suppose that q = 2 2N+1 − 1. Then s(j) ≡ 1 mod 2 for j ≡ 0 mod q, j < q2 2N+1 + 1, i.e. S q,0 (n) is as negative as possible. Furthermore, s = ord q (2) = 2N + 1 is odd. Hence, by Theorem 5 S q,0 (n) < 0 for infinitely many n. But we know from Lemma 3 that we also have S q,0 (n) > 0 for infinitely many n.
. According to the above considerations it is sufficient to show that
where λ m denotes the maximal eigenvalue, resp. min ψ q,0;m,0 > 0. First we will discuss the case 3|q, where it is rather easy to identify λ m .
Lemma 4. Suppose that q is a positive odd integer. Then any eigenvalue
The case λ l = 3 s/2 appears if and only if q ≡ 0 mod 3 and l ≡ q/3 mod q or l ≡ 2q/3 mod q.
Proof. It is an elementary exercise to show that
On the other hand, if M 0 = {0, 1, . . . , s − 1}, then s is even and λ l = 3 s/2 . Furthermore, the case M 0 = {0, 1, . . . , s−1} occurs only if q ≡ 0 mod 3 and l ≡ q/3 mod q or l ≡ 2q/3 mod q.
Lemma 5. Suppose that q is an odd multiple of 3. Then
Proof. Set ω = ζ 3 . By (8) we have
Since ω
we immediately obtain the estimate (27). Furthermore,
if k is even,
if k is even, 0 i f k is odd and i is even,
if k and i are odd, and
if k is odd, which prove (28) and (29). Now suppose that n = 2 k + δ2 k−1 + r, where δ ∈ {0, 1} and r < 2 k−1 . Then by using (9), (27), (28), and (29) we immediatly obtain
This proves Theorem 1 in the case 3|q. The case q = 4 N + 1 is a little bit more involved. The first step is to identify the largest eigenvalue λ m . Note that s = 4N.
Lemma 6. If q = 4
N + 1 then λ m is given by
where l m = (q + 1)/3 and c = 0.363247
Proof. First observe that for 0
This means that there are exactly N elments ζ 
If arg ζ 
−n , where a n ∈ {0, 3} and there exist n 1 , n 2 ≥ 1 with a n1 = 0 and a n2 = 3. If z is in addition a q-th root of unity then x must be of the form x = k/q, where k ≡ 1 mod 3 and 1 ≤ k ≤ 4 N . Since
we immediately obtain
and observe that the 4-adic digits a n of the digit expansion of k/q, 1 ≤ k ≤ 4 N , satisfy a n ∈ {0, 3} for all n ≥ 1 if and only if the 4-adic digit expansion of k − 1 has the same property. (Evidently k ≡ 1 mod 3 in these cases.) This means that if we choose digits b n ∈ {0, 3}, 1 ≤ n ≤ N, and set
In this way we get all q-th roots of unity z = ζ l q with arg ζ 
immediately implies (30). Since arg ζ
a j , and c i = (31) is satisfied for i = N − 1. Now we show that c i ≤ i implies c i−1 ≤ i − 1. Suppose that c i−1 ≥ i; then we obtain a 1 + · · · + a i = c i − c i−1 ≤ 0. Thus a j = 0, 1 ≤ j ≤ i, which implies c i−1 = 0 and contradicts c i−1 ≥ i. This completes the proof of (31) and consequently that of (30).
Let J 2 denote the set of j, 0 ≤ j < 4N, such that arg ζ In order to complete the proof of Theorem 1 we need an analogon to Lemma 5. However, the situation is much more delicate. For the following estimates we use the notation
The proof is completely elmentary and just uses the Fourier expansion (8) 
, and set
where the constants
where the constants The constants in (34)-(38) are easy to calculate. Now, let 2 4Na ≤ n ≤ 2 4Na+2N for some a ≥ 0. Then the binary digit expansion of n is given by
Corollary 1. Suppose that
where 
then we obtain in the same way
Here we can verify that
The remaining cases k = 2N, k = 2N − 1, k = 2N − 2, and k = 2N − 3 must be treated separately.
First let k = 2N. By Lemma 7 it is easy to calculate S (m)
). Let us consider a first example: 
, the second one to the (approximate) value of the constant c in
and the third one to the error estimate if a and N are sufficiently large. The remaining cases 2 4aN +2N < n < 2 4(a+1)N can be tackled in the same fashion. We just need to find an analoge to Lemma 7 and to consider several cases. Thus we have proved the second part of Theorem 1 for sufficiently large N . The above proof has neglected the error terms O(2 −2N ). It is an easy but messy job to take these errors into account. In fact, it turns out that the above proof gives the second part of Theorem 1 for N ≥ 5. Therefore we just have to check the two cases N = 3 and N = 4. We omit the details, but it is clear how to proceed in these cases in order to prove that S 4 N +1,0 (n) > 0 for almost all n.
In the same fashion it is possible to prove S 43,0 (n) > 0 and S 683,0 (n) > 0 for almost all n. (Of course, a simple computer program assists us.) This completes the proof of Theorem 3. Furthermore, ϕ(t) > ct/(log log t) for some constant c > 0 (see [11, p. 24 
]). Hence
A t = O(t log t log log t).
Comparing the above properties with Theorem 4, we find that the fractal function ψ p (x) = ψ p,0 (x) has a zero near x = 1. It is also an interesting problem to determine other zeroes and sign changes of ψ p (x). In [2] it is shown that for almost all primes p ∈ P 1 the fractal function ψ p (x) has a zero near x = 1/2. Furthermore, a similar result may be expected for
, where χ denotes the biquadratic character mod p ∈ P 2 , then ψ p (x) has a zero near x = 1/2. Hence there is a connection between zeroes of ψ p (x) and properties of Dirichlet Lseries. In what follows we will extend this connection to arbitrary t. However, we are unable to prove the properties of L-series. Nevertheless by numerical evidence (see [2] ) the zeroes of ψ p seem to be very well dispersed. Therefore we conjecture that the L-series in question satisfy the proposed properties (43) and (44).
Let p ∈ P t , and denote by λ m the eigenvalue of largest modulus. If s = ord p (2) is odd, then all eigenvalues λ l are imaginary and r = 4, which means that ψ p ( 
Since 2 s/2 ≡ −1 mod p it follows that ζ (−1)
) .
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First, suppose that s ≡ 2 mod 4, i.e. s/2 is odd.
for |z| = 1, we directly get
Let b be a generator of G = (Z/pZ) * / 4 , i.e. all residue classes mod p are parametrized by
denote the corresponding Gauss sums
in which b im ≡ l m mod p. Furthermore, its absolute value can be estimated by
Note that S 1 and S 2 are imaginary. This representation is interesting if
If sgn(iS 1 ) = sgn(iS 2 ), then it is clear that there is a sign change of ψ p (x) near x = 
then there is a sign change of ψ p (x) near x = 1 2 . For example, if p ∈ P 1 and p > 163, then Dirichlet's class number formula and the fact that the class number h of the corresponding quadratic field satisfies h > 1 show that this case appears (see [2] ). 
for |z| = 1 we obtain as above
(−1)
the above representation yields a sign change of ψ p (x) near x = [2] ). However, if t > 1 we do not know a general concept to decide whether (43) or (44) are satisfied or not. Nevertheless, it seems to be an interesting problem to consider linear combinations of values of Dirichlet L-series (with coefficients in a proper number field) and to quantify lower bounds in terms of p and not only in terms of the heights of coefficients. We conjecture that (43) and (44) are true for sufficiently large p ≥ c(t).
Higher Parities
The purpose of this section is to show that Newman's phenomenon S q,0 (−1, n) > 0 (which is the same as A q,0;2,0 (n) > A q,0;2,1 (n)) has generalizations for higher parities r > 2. However, the situation is more difficult than in the case r = 2. We show that direct analoga of Newman's theorem appear just for r ≤ 6 (Theorem 6). For r > 6 we do not know whether a phenomonen of type (N1) occurs or not. But Theorem 2 has a direct analogon (Theorem 10).
Our first observation suggest that q = 2 r − 1 is a good choice for a phenomenon of type (N1) for a parity r.
Proposition 4. Let q = 2
r − 1, r ≥ 2. Then s(kq) = r for k ≤ 2 r , i.e. A q,0;r,m (n) = 0 for n < 2 2r and m ≡ 0 mod r.
However, we will prove the following theorem, showing that (N1) holds just for r ≤ 6. Proof. We show that α r > α q,r . By Lemma 1 this contradicts (45).
The largest eigenvalue λ 0 (ζ m r ), 0 < m < r, corresponding to α r is given by
Now consider any q-th root of unity ζ l q = e 2πx0i , 0 < l < q (q = 2 r − 1). Then
has a periodic digit expansion c k+r = c k , and for ζ Hence there are only finitely many r ≥ 2 such that α r ≤ α q,r . It is an easy task to verify that this occurs exactly for r ≤ 6.
First, consider the case r = 3 and set ω = ζ 3 = e 2πi/3 . Since
is equivalent to the following proposition.
Proposition 6. We have
Proof. First, let us determine the corresponding eigenvalues λ 1 = λ {1,2,4} (ω), λ 2 = λ {3,5,6} (ω), and λ 3 = λ {0} (ω). Set R = ζ 7 + ζ 
we have R = (−1 + i √ 7)/2 and N = (−1 − i √ 7)/2. Hence
Similarly we obtain λ 2 = (1 + ωζ Next we will estimate S (m) 7,0 (ω, n) = c n0 + ωd n0 . Clearly it is sufficient to prove that c n0 > |d n0 | for almost all n ≥ 0. For this purpose we define c jk and d jk by
42
(c jk + ωd jk ).
Observe that c jk and d jk are periodic in k with period 3. We use (8) in order to calculate their values. First we have
Next we obtain
(1 + ωζ The cases j = 0 can be treated in the same way. Table 6 Finally, the case n = 2 3l+2 + · · · can be treated in the same way. Hence c n0 − |d n0 | ≥ cλ (log n)/(3 log 2) 2 , and consequently (46).
Similarly to the first part of Theorem 1, we are also able to provide infinitely many examples for phenomena of type (N1) for parity r = 3.
Theorem 7.
Suppose that r = 3 and that q is an odd multiple of 7. Then (N1) and (N2) hold.
The essential part of the proof is to identify the largest eigenvalue. This will be done in the following lemma. Similarly, g(x) < f(−2π/7), x ∈ (−8π/7, −4π/7), implies for all m ∈ M 7 , which completes the proof of Lemma 10. Now the proof of Theorem 7 is almost the same as the proof of Proposition 6. Therefore we will not give the details here.
Next, let r = 4. Here we prove. 
