We introduce a Gaussian beam (GB) based method to calculate finite-frequency sensitivity kernels and test its applications in turning wave tomography. The GB summation method has the advantage of high computation efficiency and no any angle limitations. Thus it is suitable in generating sensitivity kernels for high-frequency, long propagation distance and wide-angle waves including the turning waves. We first validate the GB kernels by comparing them with those calculated using analytical and finite-difference (FD) solutions. Then, based on these sensitivity kernels, we build an inversion system for turning-wave travel-time tomography.
Introduction
Although velocity tomography and migration velocity updating are traditionally dominated by the ray-based techniques, wave equation based methods gradually gain their ground and are reported to provide better results (Luo and Schuster, 1991; Woodward, 1992; Sava and Biondi, 2004; Spetzler and Snieder, 2004; de Hoop, van der Hilst and Shen, 2006; Jocker et al., 2006; Fliedner and Bevc, 2008) . Finite-frequency sensitivity kernels are introduced in velocity tomography to overcome the disadvantage of ray-based method which assumes an infinitely high frequency. Several methods can be used to calculate finitefrequency sensitivity kernels in heterogeneous models (Woodward, 1992; Marquering, Nolet and Dahlen, 1998; Marquering, Dahlen and Nolet, 1999; Dahlen, Hung and Nolet, 2000; Hung, Dahlen and Nolet, 2000; Tian et al., 2007; Xie and Yang, 2008a; Liu et al., 2009 ).
Turning wave data are widely used to determine the subsurface velocities. Techniques used for this purpose include turning-ray tomography based on the first arrival information (Zhu, Sixta and Angstman, 1992; Stefani, 1995; Bais et al., 2003; Simmons, 2008; Zhu et al., 2008) . Recently, following the pioneer works by Lailly (1983) and Tarantola (1984) , full-waveform inversion (Pratt and Goulty, 1991; Pratt, 1999; Brenders and Pratt, 2007; Virieux and Operto, 2009 ) using the entire recorded seismic data, has been increasingly applied in velocity tomography. The full-waveform inversion method usually starts with an initial velocity model which can be estimated from travel-time tomography.
At high-frequencies, wavefield can be described by summation of paraxial GBs (Popov, 1982; Cerveny, 1985) , and it has been widely used to construct Green's functions for seismic modeling and imaging (Nowack and Aki, 1984; Hill, 1990; 2001; Gray, 2005; Nowack, 2008; Popov et al., 2010) . The GB method overcomes certain critical difficulties such as the two-point boundary value problem and the caustic problem, and can handle wide-angle waves including turning waves. This makes it especially suitable for transmitted wave tomography. The disadvantage of the GB method is that it naturally introduces smooth effects to the obtained wavefield. For very complex models, velocity smoothing is often required, which may limit the applications of the GB method.
Xie (2011) tested using the GB method to calculate finitefrequency sensitivity kernels. In this paper, we continue to discuss the GB based sensitivity kernels and test its applications in turning wave tomography. Compared to the ray tomography, the kernel based method incorporates both wave phenomena and ray concept; while compared to the full-wave equation method, the GB based method is more efficient. In the rest part of this paper, we first discuss how to build finite-frequency sensitivity kernels from GB summation and validate these kernels by comparing them with analytic and FD solutions. We then compare the kernel predicted travel-time delays with those directly measured values. Finally, we create an inversion system using these sensitivity kernels and test turning wave tomography using synthetic data set.
Sensitivity Kernel Calculation and Calibration
The finite-frequency sensitivity kernels for transmitted waves have been discussed by many authors (e.g., Woodward, 1992; Spetzler and Snieder, 2004; Jocker et al., 2006) . The frequency domain travel time sensitivity kernel The broadband sensitivity kernel can be obtained by stacking single-frequency kernels.
, , ,
where
is the source spectrum.
The travel-time difference caused by velocity perturbations can be calculated as
Equation (4)  . To validate the GB Green's function and sensitivity kernels, we first compare the analytical, FD and the GB Green's functions. In a 2D homogeneous medium, the Green's function can be calculated using the zerothorder first-kind Hankel function 
Here Gaussian beam ( , , ) GB s u  rr can be written in the raycentered coordinate system as ( , , ) u s n  (Cerveny, Klimes and Psencik, 1984; Nowack and Aki, 1984; Hill, 1990) 
where s is the coordinate along the ray path, n is the coordinate perpendicular to the ray,  is the travel time along the ray, and P and Q are complex scalar functions, which can be obtained by solving the dynamic ray tracing equations with initial values 00 P i V  and
w and 0 V stand for reference frequency, the initial beam width and the velocity at the source end of the ray, respectively. Figure 1 compares the 12 Hz Green's functions calculated using analytical, FD and GB methods, where, except at close to the source, all three methods give almost the same accuracy. We then compare the sensitivity kernels calculated using different methods in a constant velocity model 0 3.5 km/s v  . A 10 Hz Ricker wavelet is used as the source time function and the source-receiver distance is 5 km . The sensitivity kernels calculated using different methods are shown in Figure 2 . Fifty beams are used to form the GB Green's function, and the initial beam width is 0.58 km . The profiles along the two dashed lines in Figure  2 are shown in Figure 3 . We see different methods give consistent result. Shown in Figure 4 are comparisons between the FD and GB kernels in a pixel by pixel way, where the vertical and horizontal coordinates are kernel values obtained by using GB and FD methods, respectively. We see most points fall on the unit slope with some scattered points coming from areas close to the source and receiver. Next, we compare the travel-time differences predicted using the sensitivity kernels with those directly measured. We use a constant background velocity and a Gaussian shaped circular velocity perturbation patch with a radius of 300 m and centered at 4 x km  and 3.1 z km  . The maximum perturbations at the center of the patch are ranging between 30%  and 180% . The predicted travel time difference is calculated using equation (4) with the sensitivity kernel calculated in the background velocity model. The actual travel-time difference is measured from the cross-correlation between synthetic seismograms calculated by FD in the background velocity model and the velocity model including the perturbation. In Figure 5 , we plot both values along horizontal and vertical axes. For perturbations between -30% and 60%, the predicted and 
Inversion System
To build an inversion system, we discretize equation (4) to obtain
where both unknown velocity perturbation () i m r and kernel B K have been partitioned following Xie and Yang (2008b) .
Numerical Examples
Resolution test using a checkerboard model. We first test the inversion resolution under the turning wave geometry. As examples, shown in Figure 6 are three broadband turning wave sensitivity kernels calculated in the background model, of which velocities change linearly from 2 / km s at the surface to 3.5 / km s at 3 km depth. The true velocity model (Figure 7a ) has a checkerboard shaped perturbation overlapped on the background. The checkerboard has a grid size of 1 1 km km  and the perturbations vary between 5%  (Figure 7b ). We use a 10 Hz Ricker wavelet as the source time function. To generate large offset data for inversion, we extend the velocity model on both sides, and use total of 51 shots, each with 28 right-hand side receivers, to illuminate the model. Both the shot and receiver intervals are 0.5 km and the maximum offset is 14 km. The background model also serves as the initial model. The travel-time differences are calculated from synthetic data sets generated using the true velocity model and the background velocity. Shown in Figure 7c is the inversion result. Comparing Figures 7c  with 7b , the turning wave tomography provides reasonable resolution for the subsurface structures. Turning wave tomography in a model with high-velocity inclusions. In this example, the true velocity model has a high-velocity patch added to the background velocity, as shown in Figure 9a . The background velocity is similar to that used in the previous example and the patch has a maximum perturbation of 8% (shown in Figure 9b ). 10 Hz Ricker wavelet is used to generate the synthetic data. For inversion, we use 15 shots and 28 fixed receivers. Both of them are located on the surface between 0.5 km to14.5 km , with 1 km shot interval and 0.5 km receiver interval. The background model also serves as the initial model. In Figure 8 , we compare t  values in the data with those predicted by kernels and velocity perturbations. The consistency between two sets of t  values paves the basis for velocity inversion. Shown in Figure 9c is the inversion result. Comparing Figures 9c with 9b , the inverted velocity perturbation reproduces the perturbation pattern with reasonable accuracy. As a preliminary test, iterations are not used in the inversion.
Conclusion
We proposed a method to calculate finite-frequency sensitivity kernels by summing up Gaussian beams. To validate the resulted kernels, we compared the kernel with FD solution and checked the kernel predicted and actually measured travel time residuals. The GB method has the advantage of high computation efficiency and no angle limitation, thus suitable for generating turning wave kernels. We tested the GB kernels in the turning wave tomography and achieved reasonable resolution and accuracy. The velocity tomography based on finite-frequency sensitivity kernels combines the wave phenomena into the inversion but still keeps the simplicity of the ray-based tomography. It is expected that the proposed method will be useful in building velocity models.
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