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1. INTRODUCTION 
The Chafee-Infante problem [3,9] is cerainly the best-understood 
example for the global or geometric theory of parabolic equations. But one 
important property has been lacking: transversality of the stable and 
unstable manifolds of the equilibrium points. This property is crucial in 
the work of Oliva [ 143 on “A-structural-stability” of infinite-dimensional 
Morse-Smale systems, and partly in response to this implicit challenge I 
returned to the problem of transversality. 
THEOREM. Let f: R + R be C2, f(0) = 0, f’(0) = 1, uf”( U) < 0 fov u # 0 
and 
7 
hm f(u J/u 6 0, 
u++r 
and consider the Chafee-Infante problem 
u, = % + Jf (u) onO<x<n 
u=o atx=O.x=n 
with constant I3 0. Let F,: Hh(O, 7~) + Hh(O, n) be the time one map, 
u / I = 0 H u 1, = , . Then for every 1 k { 1 2, 22, 32 ,... }, Fi is a C2 Morse-Smale 
map, in the sense of Olivia [14]. 
Except for transversality, the other conditions for a Morse-Smale map 
are proved in [9], but we review some of these results in Section 4, and 
apply the transversality condition to obtain a fairly detailed picture of the 
maximal bounded invariant set A(F,). Section 5 presents a class of Mor- 
se-Smale systems generalizing the Chafee-Infante problem, allowing non- 
linear boundary conditions. 
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The transversality conditions hold for a large class of one-dimensional 
parabolic equations, as shown in Section 3, even when the equilibria are 
not necessarily hyperbolic. Transversality is somehow automatic and 
unavoidable. 
This was the view of Jack Hale in 1981 [S]: 
“It is the belief of the author that the transversal intersection property 
always holds.... The recent results of Matano could play a role [in the 
proof].” Once again, he was right. 
The ingredients of the proof are results on asymptotic behavior of 
solutions of linear equations (developed in Section 2), which are valid for a 
large variety of evolution problems, and a property peculiar to one-dimen- 
sional linear parabolic equations (see Theorem 6 below, related to Matano 
[13]), that the number of zeros of the solution decreases with time. We 
sketch the argument in a simple case. 
Suppose u(x, t) is a nonequilibrium solution of U, = u,, +f(x, u) for 
O<x<l, -coc~<tco,~=Oatx=O,x=l,andu(~,t)+#, ast+lcO, 
where 4 + , 4 ~ are hyperbolic equilibria. Say the linearization about 4 + , 
L + : $ - bL + (4fPu)(x~ 4 f (xl) $ has m i positive eigenvalues (and zero 
is not an eigenvalue, since 4 + are hyperbolic). Now v = &.@t is a non- 
trivial solution of 
0, = %Y + !g (.x, 4x, 1)) 0, O<x< 1, o=O at x=0,1 
and u(., t) -+ 0 as t + *co. It follows (by Theorem 4) that 
as t + co for some eigenfunction Ic/ # 0 of L + with a negative eigenvalue. 
That means for large t, u(., t) must vanish at least m + times in (0, 1) since 
the jth eigenfunction vanishes (j- 1) times in (0, 1). But then (by 
Theorem 6) z(., t) vanishes at least m + times in (0, 1) for all t. As t -+ -co, 
u(., t)/ll u(., t)ll L2 tends to an eigenfunction of L ~ with a positive eigenvalue, 
so a(., t) vanishes no more than m - 1 times in (0, 1). Thus we must have 
m _ > m + for there to be a (nonconstant) solution from $- (at -co) to 
4, (at +a). 
If, for some t,, u(t,, .) is a point of nontransversal intersection of 
IV’(d ~ ) and w”(d + ), then there is a nontrivial bounded solution q(t, x) of 
the adjoint equation 
on O<x< 1, q=O at x=0,1 
on - cc < t < cc (see Section 3 for details). By the same argument used 
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above-but noting the sign of t is reversed-we conclude m + > m ~, a con- 
tradiction. 
After completing the manuscript, I saw the paper [ 151 of Matano, which 
has references to earlier work of Karlin and Sattinger with results similar to 
Theorem 6, but essentially restricted to Dirichlet boundary conditions. 
Matano’s [ 131 still seems the closest. 
At the same time I learned of the work of J. K. Hale and 
A. S. Nascimento, “Orbital connections in a parabolic equation” to appear 
in SZAAM J. Math. Anal., which contains a different proof of Theorem 9 and 
some overlapping lemmas. 
The principal results of Oliva [ 141 are included in “An Introduction to 
Infinite Dimensional Dynamical Systems-Geometric Theory” by 
J. K. Hale, L. T. Magalhaes and W. M. Oliva (Springer-Verlag, 1984). 
2. ASYMPTOTIC BEHAVIOR OF SOLUTIONS 
Our first results are stated in rather general form; Theorems 3,4 and 5 
translate these to the setting of one-dimensional parabolic equations. 
THEOREM 1. Let X he a Banach space and A,,, B,: X + X continuous 
linear operators ,for n = 0, 1, 2 ,..., [or n = 0, - 1, - 2 ,... ] with 
XJ 
; IIA,,+ I -AnIl < ao, ; IIBnII < ~0 
or i I/A.+1 -AnIl <a, i: IlB,lI <a 
~ % % 1 
and suppose 
A = lim A, [or lim A,] 
n+ tx n 4 ~ KII 
has a simple eigenvalue u # 0 and the remainder of the spectrum of A is dis- 
joint ,from the circle about 0 of radius I u I. For / n Isufficiently large, there is 
a unique simple eigenvalue 1-1, of A,, near u; for other values of n, set p, = 1. 
Let v be the eigenvector of A, Au = uv # 0. 
Then there is a sequence {x,, n >, no} in X [or {x,, n < -no} ] for some 
no, such that 
x,, + , = (A, + B,) x,, ,for all n 3 n, [or n < -n,] 
168 
and 
DANIEL B. HENRY 
x,= n pk’t”+dl)) asn+ +cc 
O<k<n 
[orx,= n ~~l.(u+o(l)) asn+ -CO]. 
n&k<0 
of course, the nonzero V&e given to pk for 1 k 1 d no is of no importance. 
Proof: We treat the case n < 0; the argument for n > 0 is similar. 
Let 
for n < 0, so the equation becomes 
Yn+l =+A,,,,-+ y,. 
n n 
For n < -no, some large no, there exist v, E X, v,* E X* and scalars pn 
such that A,v,=p,v,, A,*v,*=p,,vz, (v,*,v,)=l, and p,,+p, v,+v as 
n -+ -co. This is a standard application of the implicit function theorem, 
since p is a simple eigenvalue of A. It is easy to see that 
for n < -no and some constant C. 
Let P, = II,,@ v,* be the projection (so P,x = u,(v,*, x)) and let 
P=lim n--m P, = v@ v*. Define W, = PP, + (I- P)(Z- P,) so W, -+ I as 
n + --co. Suppose no so large that W,, is an isomorphism and 1) W,, 11, 
1) W; l II are bounded for n 6 -no. Given y E X, P, y = u,( o,* , y ) and 
W,(Z- P,) y= (I- P)(Z- P,) YEN(P), so we may write, for n < -no, 
Yn=LVn+ w,-‘r n 
where <, = (II,*, y,) is a scalar and 
IIn = (Z-J%- P,) Yn E N(P). 
The equation for y, then gives equations for (<,, q,) of the form 
5 n+l=5,*+%5,+Pnvn9 n<--no 
(*I 
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where XI: la,,\ + IIp,II <cc, IIJJ~)I + 116,11 -+O as n+ -cc (in fact 
C 12 I/ y, 11 < cc) and A’ is the restriction of A to N(P), so (l/p) A’ has no 
spectrum on the unit circle. We may write A’ = A’, @Ai where (l/p) A; has 
its spectrum in {z: IzI cl} while (l/p)A; has spectrum in (lzl > 1) and 
define G’(k)=o@((l//.~)A;)~ for k>,O, G’(k)= -((1/~).4;)~@0 for k<O, 
so 11 G’(k)11 d COlkl for all integers k and some constants C > 0, 0 < 0 < 1. 
Consider the equations 
-cc 
(**I - no 
vn= c G’(n-k-l)(y,5,+6,vl,), fern< --n,. 
-cc 
If UL rn)ln< -no is a bounded sequence satisfying (H) it is easy to see it 
is bounded solution of (*). The right side of (**) defines a contraction map 
in the space of bounded sequences with norm sup,< -ng (I c,,I + Ij Y/, II), 
provided n, is large. Thus there is a solution, the fixed point of this con- 
traction, and it satisfies r,, + 1, q, + 0 as n -+ - co. Thus the corresponding 
Y, has 
Yn=SnUn+ W,‘ul,+v asn---02 
and so x,=(FI~~~~~PL~‘)Y~ . . is the desired sequence, solving x,+ , = 
(A,+B,)x, for n< -n,. 
COROLLARY. Suppose L(t) is a semigroup generator for all t 3 0 [or 
t d 0] and eL@) = A, for integers n, and /I esL(‘) /I is bounded for n 2 0 [or 
n<O], 06~61. Also assume, if {x,,n>n,) [or {x,,n< -n,}] is the 
sequence provided by Theorem 1, we have x, = x(n) for integral n, where x(t) 
is defined for all real t > t, [or t < -t,] satisfying 11 x(t + s) - 
eSL%t)ll =~(IIx(t)ll) as t--+ +~3 [or t+ -co], uniformly for O<s<l. 
Further assume L(t) has an eigenvalue 2(t) vor I t I large) with e’(‘) -+ ,u as 
t + co [or - CD] and a corresponding eigenfunction v(t) + v, and suppose 
Then for some constant C # 0 
x(t)= Cexp 
u > 
‘A [0+0(l)] ast+ +a2 [art+ -c0]. 
10 
Note. The value of l(t) in, say, ( t I < t, is irrelevant. In place of 
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integrability of 1 i(t we could assume A(t) has bounded variation, allow- 
ing L(t) to be a step function. 
Proof (for t + + cc ). Since eL(‘) = A,, 2’“’ is an eigenvalue of A, near p 
for large n (say, n 3 no) so e”“’ = pL,. Then 
converges to a nonzero finite limit C as t + + ccj since 
Let 
so z(n)+u as n+ +co. We have 
llexp(I:‘i‘i).z(n+r)-e.‘-‘“lz(n)!~ =o(I/z(n)ll)=o(l) 
as n-+ 03, uniformly in Obs6 1, so 
so z(n + s) + u as n + co, uniformly in 0 d s d 1, which is the result claimed. 
The argument for t + - m is similar. 
THEOREM 2. Let X be a Banach space and A: X + X a continuous linear 
operator whose spectrum is disjoint ,from the annulus {z: a < 1 z 1 < b >, for 
someO<adb. Let X=X,OX,,A=A,@A,, so A,=AJX, hasspectrum 
in {lzl >b} and A,=AIX, has spectrum in {Iz[ <a}. 
Let lx,,, n 3 n, [or n < -n,] } be a sequence in X such that 
II x n+,-AxnIl =~(IIx,,ll) asn+ +cc [orn-+ -001 
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and x, # 0 for all n. If x/, (j= 1,2,) is the component of X, in Xj and c 
satisfies a < c < b, then as n + + co [or - CO ] either 
II x;: II/II xf, II + 0 and II x, IW -+ + 03 asn-+ +co 
+O (1) asn+ --a3 
or 
II 4 II/II xt II + + a and II xn II/en -+ 0 asn-+ +co 
++cO 
(2) asn+ ---co. 
(Note that we deal with only one limit at a time: n -+ + co or n + - 00, not 
both.) 
Proof, We may choose equivalent norms in A’, and X, so /I A; ’ II < b ~ ’ 
and //A,lI<a[11]andthentakeIIx1+x2I/=max(Ix1I,Ix2I)asthenorm 
on X=X,0X2. 
For any A>0 let S,= {x1+x2: /x21 62 Ix’Ij. Given E>O define nE so 
I -x II + 1 - Ax, I 6 E 1 x, I for In I > nE on the sequence. Suppose E small and for 
some n with In / 2 n,:, x, E Sj, and x,, # 0, then x: # 0 and 
I-~fi+l16(lIA211 ~+Emax(J, l))l$I 
I AT !,ll2(ll‘4, ill ’ -smax(A, l))lxf,I. 
Thus if x,, E Sj, for some sufficiently large n we also have x, + r E S,, and in 
fact x,, , E S,, with i’ = 2 // A,- ’ 11 IIA, II + O(E) < I.. 
In the case n + + m, suppose for some 1, > 0 that x, E Sj., for arbitrarily 
large n; then x, E S,, for all large n, and an easy argument by contradiction 
shows lim,T _ r I xf I/[ x: I must be zero. For large n we have then I xi I < 
IQ, Ix,,1 = Ix!, andlxL+, lP+’ ~(~/C)(llA,~lll~‘-~)I~~I/Cn(a~C~b 
so IIA,-‘I/ -‘>C+e if 6 is small) so IxS,I/C”- +ccj. 
The alternative is that, for every A. > 0, x, C S1 for all large n, i.e., 
1 xi l/lx,‘, I -+ + cc and it then follows easily that I xi I/P + 0. 
For n-+-co, suppose for some 3, > 0 that x, Q! S, for arbitrarily large 
negative n; then x,, C SA for all large negative n and IxfI/lxf,/ -+ + cc as 
n + - XI. The alternative is, for every ;i > 0, x,, E S, eventually; i.e., 
Ix~I/lxf,I -0 as n+ --x. 
COROLLARY. Suppose {eLr, t 3 0} is a Co semigroup on X and the spec- 
trum of eL does not meet the annulus {z:e” < I z I < eS} for some real CI < B. 
Let X= X, @X2, L = L, @ L, be the corresponding decomposition so eLlr 
has its spectrum in { I z I > e”‘} and eL * 2 has its spectrum in {I z I < ecrt} when 
t > 0. 
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Suppose x(t) E X for all t 2 t, [or t < - t,], x(t) # 0 and 
II x(t + 3) - eSLx(t)ll = 4 II x(t)ll) 
ast++oo [or-oo]un$ormlyforO<s<l.Thenforanyyina<y<@,as 
t+ +CC [or -XI] either 
II x*(~M x’(f)ll -, 0 and II x(t)ll eeY’ + 0 lj-+ +-co 
-++a3 1yt+-02 
(1) 
or 
11~2(~)11/11 I’ll -+ + co and II x(t)11 e-y’+ 03 ift + + CC 
-+O jft+ -cc (2) 
Proof Use the norms of the last proof. Choose K> 1 so I eLlsxj > 
(l/K)lxl on A’,, O<s<l, and IeLzSxI<Klxl on X2, O<s<l. 
Let A(t) = I x2(t)l/l x’(t)1 and suppose A(t) -% + 00 as I t I + co, so there 
exist arbitrarily large tj with A(tj) < ,I,, some 1, > 0. Choose E with 0 < E < 
min(KA,/( 1 + A,)), 1/(2K( 1 + A,)). For 0 < s d 1 and j large, 
I x’(tj+ s)l d (KA, + E( 1 + A,))1 x’(tj)l 
Ix’(~j+s)l> 
( 
k-41 +&))lxl(i,)l 
so A(tj+ S) <4K*& for 0 6 s d 1. Thus l(nj) < 4K*& for some arbitrarily 
large integers nj, and by Theorem 2, n(n) -0 as n + co [or -co]. This 
implies, by a similar calculation, A(n + s) + 0 uniformly in 0 6 s < 1, or 
A(t)+0 as t-+ +cc [or -co]. 
Now we apply our results to parabolic equations. 
THEOREM 3. Suppose the real-ualued functions p(x, t), q(x, t), ye(t), y,(t) 
and their first t-derivatives are bounded and continuous on -co < t < co, 
0 < x < 1, and Iji( t) are locally Hiilder continuous. Also suppose 
s m dt{ SUP (I?&)l +li)l(s)l) --m t<S<l+l 
+ ,:;t 1 (I Pr(G XII + I q,(r, XII ,I < a, 
. . 
and let p + (x), q f (x), yj* denote the limits of p, 4, Yj as t + k a. - 
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Taking one of the four combinations of boundary conditions 
v=O or atx=O 
Wt): v=. 
i 
ux = Ye(t) 0 
or 0, = Y l(l) v atx=l, 
define the domain D(L(t)) = {v E H2(0, 1 )I v satisfies BC(t)} and let 
L(t): Nut)) = -WI 1) + L,(O, 1) 
: u ++ v,, + Ax, t) v, + 4(x, t) v. 
Also let L k = L( f cc ), in the obvious sense. 
Let n,(t) be the jth eigenvalue of L(t), so A,(t) > A,(t) > . . . . Aj(t) + -co 
as j + co, and A,* the jth eigenvalue of L + . Say $j’ is the jth eigenfunction 
of L,. Note ,Ij(t)+,Ij* as t+ &co. 
There exist classical solutions v,+ (t, x) of 
u, = UK, +p(t, x) 0, + s(4 x) 0, O<x<l 
u(., t) satisfies BC(t) 
(*I 
(i.e., the first t-derivative and the first two x-derivatives are continuous), 
with the v,- defined on -cc < t < cc and the v,+ defined for t greater than 
some tj, such that 
u:(t,x)=exp(~~li(j)&)[$~(x)+O(l)] ast-, +co, 
with convergence in the norm of C’[O, 11, 
v;(t,x)=exp( -J,“li(s)ds)[$y(x)+o(l)] ast-+ --co, 
with convergence in the norm of C’[O, 11. 
Remark. The $j* have only simple zeros, and vanish exactly (j - 1) 
times in (0, 1); by virtue of the C’ convergence, v,’ (t, .) also has exactly 
(j - 1) simple zeros in (0, 1) when f t is sufficiently large. 
The smoothness requirements may be weakened considerably. 
COROLLARY. In addition to the hypotheses of Theorem 3, assume p,(t, 0) 
and p,( t, 1) are locally Hiilder continuous, the second derivative pr,(t, x) is 
continuous and bounded and 
s 
m 
dt 1 sup I ~rx(t, x)1 + SUP (I ~t(s, 0)l + I ~,(s, 1)1)1 < 00. 
-‘x O<X<l rss<r+1 
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Then the adjoint equation 
rlr + L - (P(L xl rl)x + 44 xl VI = 0, O<x<l, (**I 
with boundary conditions 
BC(t)* : 
q=o or ?x = (Ye(t) +P(oY t)) rl atx=O 
q=O or vx= (Yl(t) +p(l, t)) r atx= 1, 
has classical solutions yl,& (t, x) (q,- defined only for t < t,?) such that 
q,+(t,x)=exp - 
0) 
IAj CG,‘(x)+o(l)l ast+ +co 
0 
r,: (6 x) = exp 
(!’ 1 
On, c@J+,+41,1 ast--+ --co, I 
with convergence in C’[O, 11. Here Gi* are the jth eigenfinctions of the 
adjoint operators L*, , and we may assume they are chosen so - 
i ,: $q(x) Q;(x) = 0 ifj#k 
= 1 lfj = k, 
Proof of the Corollary. Let t = --z in (**) and we obtain a system in 
the new time-variable r to which Theorem 3 applies. 
Remark. If r(t, x) solves (**), with the boundary condition BC(t)*, and 
u(t, x) solves (*), with corresponding boundary conditions BC(t), on the 
interval to < t < t r, 
s 1 tH dt, xlu(t, x) dx is constant on this interval. 0 
Proof of Theorem 3. We first change variables to make the boundary 
condition independent of t. Define 
d(4 4=~~*Mf)-Yl)-lu -x)‘(Yo(t)-Yo) 
for some constants yo, y, . If the boundary condition at x = j ( =0 or 1) is 
u=O, set ‘Yi(t)=y,=O. 
If u solves (*) with boundary conditions BC(t) and u(t, x) = 
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e4cr,x)W(t, x), then the boundary conditions for W are independent of t 
(replace yj(t) by yj in BC(t)), and W satisfies 
w, = w,, + (P + 24x1 K + (4 +pd, + 4,.x +4: - 4,) w O<x<l 
= A(t) w-I$,(& .) w 
where ,4(t) W=ep4(‘~‘)L(t)(e Q(t,’ ) W), so A(t) has the same spectrum as 
L(t). 
For the sake of definiteness, we consider the case t -+ + cc. Choose 
Y,=Yj+ 2 so d(x,t)-+O and A(t)-+L+ as t+ +co. 
Let { T( t, s), t >, s} be the evolution operators for the W-equation, in the 
sense of [IS, Theorem 7.1.31, so W(t, .) = T(t, S) W(s, .) when W solves the 
equation on the interval [Is, t]. We take L,(O, 1) as the basic space and 
-L + as the principal sectorial operator, so the norms II.11 s( are defined by 
lldll.= ll(c-~+)2~IIL*, Cr>O 
for any sufficiently large constant C. By [9, Theorem 1.6.11, if a > i there is 
a constant K, so I( 4 11 clcO,l, < K, II Q III, so convergence in II.lII with a > i 
implies convergence in C’. Further, when LY = t, 11. II1,2 is equivalent to the 
norm of H’(0, 1). Indeed if we let p(x)=exp(j,Xp+) and use the inner 
product of L,(O, 1; p dx), we see for ~ED(L+ ), 
is equivalent to the (square of the) HI-norm, II 4 II”, = (!A (#‘* + #2) dx)“*; 
and of course the L,(p dx) norm is equivalent to the usual L,(dx) norm. 
Now the coefficients in the W-equation are uniformly bounded so it is 
easy to prove there is a constant C with 
II T(t, s) 4 II Lz G c II d II L* 
and 
II T(4 s) dllH1 G C(t--s)r”* II4 IIL*’ 
when 0 < t - s < 1 (see [9, Theorem 7.1.3(c)]). Also if 0 < o! < 1, there is a 
c,<co so 
505/59.'2-3 
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= ’ dse n(r)(r ~ r) 1 
+ jfC,(r-S)-x 
T 
sup I4tk XII . c II 4 II L* 
x 
s * 6 CL ~(s)ds.(t--z)“*-~ IIqQLz r 
for O<t--z61, where 
E(t)= sup (Ili&)l + I?ir(s)l)+ sup (I PA6 x)l + Iq,(4 x)1). 
t<s<t+1 O<X<l 
Now we apply Theorem 1 with A, = e”(“) and B, = T(n + 1, n) - A,. We 
have II 4, II T4(L2) G G. ji + ’ E(S) ds, so 1” II B, II < co; and 
for some constant C”, so Cm /I A,,+, -A, II < co. 
Let { W,, n an,} be the sequence provided by Theorem 1, with 
W,/ll W,, 11 L2 --f t+bt as n + + co. We have W,, 1 = (A, + B,) W,, = 
Qn + 1, n) W,, for n 2 no, so defining 
i.e., W is the solution of the differential equation on t > no with initial value 
W,, at t=n,, we see W(n)= W,, for all n ano. By the corollary to 
Theorem 1, for some constant C # 0, 
W(t)=Cexp Jini(s) [$T +0(l)] 
( > 
as t+ +co. 
This is merely convergence in L,[O, 11, but in fact we have convergence 
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in the norm /I. (lol for any CI < 1 (in particular, f < CI < 1, ensuring C’ con- 
vergence). To see this, let 
Z(t)=Aexp - 
0 > 
‘S w(t), 
0 
so Z(t) -+ lclj+ in L, as t + + co. There is an eigenfunction $j(t) of A(t) 
such that A(t) IC/j(t)=E,(t) $j(t) and tij(t) + $,+ in H2(0, 1) as t + + co. 
We have I+‘( t+ 1) = r( t + 1, t) W(t) so from our earlier estimate 
Ilew j,‘+’ ( ) 
ffl 
Aj Z(t+ l)-ee”(‘)Z t) <C& 
(II 1 
@)II Z(t)ll -+ 0 
? I 
as t+ +oo so 
Ifl 
exp (J ) 
lj IIZtt+ l)-tiji(t)llx~ II e”“Wt) - $j(t))lla + 41) I 
so II Z( t + 1) - Il/j(t)ll Ix+ 0 as t + + co, since encr) is uniformly bounded 
from the L,-norm to the H*-norm (of D(L+)), hence also to the norm 
/j.IIZ. Thus IIZ(t)--$,+ II,--+0 as t-+ +co. 
The argument for t --r -cc is similar. 
THEOREM 4. With the same assumptions and notation as Theorem 3, let 
u(t, x) be any solution of (*) for t> to, not identically zero. There is an 
integer j > 1 and constant C # 0 such that 
u( t, x) = exp 
(i ) 
In, Ca$+(4+41)1 
0 
as t + + a3, with convergence in the sense of C’[O, 11. In fact, given any 
constant K, if we define m by A:,, < -K < AZ, there exist constants 
c, ,..., c, so 
as.t + + Go. 
If the solutions {q,+ } of the adjoint exist, as described in the corollary to 
Theorem 3, we have 
s 
I 
u,+ (t, x) qk’ (t, x) dx = 0 ifl<k<j 
0 
=l ifk=j 
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and the first nonzero constant C, above may be determined by 
s 1 u(t, x) qk’ (t,x) dx =0 0 
= cj 
Recall that these integrals are independent 
if l<k<j 
if k =j. 
of t. 
Proo$ Trivial estimates how )I u(t;)IlL2 = O(emr) as t -+ + co, for some 
constant m, so p = lim, _ + 3. (l/t)log jlu(t;)llL2< +cc. It is also true, but 
not trivial, that ,u > - 00 when u # 0. If we let u = .Z.$(‘,.‘), where $(t, x) = 
- +JG p( ., t) + ilt (n > 0 constant and sufficiently large), the equation for Z 
has the form Z, = B(t) Z + C(t) Z where B(t) is symmetric and negative, 
I(~(t)Z,Z)I~B(t)llzII~, and II~~~~~II~,d~~~~ll~ll~,~ I<B(t)Z,Z)l3 
II Z II $, with sr /I(t) + y(t) < + co. Then it follows by Proposition 2.1, Chap- 
ter 2 of Agmon [2] that there is a constant (T > 0 so /I Z(t)11 L2 3 
e -“(r~ro) /IZ(t,)ll., for t> to (a depends on Z(t,)). 
Now there exists j> 1 with Lj+ 6~ < 1,: i (we set 1: = + co), and by 
estimates in the last proof, 
II 4t + s) - eL+r4tN L2 = 4 II 4t)ll J 
as t + + co, uniformly for 0 6 s < 1. We apply the corollary to Theorem 2, 
first with A.;+ i < c( < /I < 1; Since I/ u(t)11 L2 is not o(e”) as t + + co-recall 
CI < p-the component of u(t) independent of span {II/,+ : 1 6 k 6 j}, or 
more precisely, annihilated by all the $,+ , 1 6 k 6 j, must be small com- 
pared to IIu(t)llL2. And with 1; <~LucI<B<,+ 1, II u(t)llL,=o(eP’), so the 
component of u(t) in span { $; : 1 <k < j- 1 } is small compared to 
11 u(t)/ L2. Jointly, these say there is real a(t) so 
I4tMl4t)ll L2 -+ 1 and II u(t) - a(t) +,+ II &/II 4t)ll L2 -+ 0 
as t -+ + co (assuming II +,+ 11 L2 = 1). Now let Z(t) = exp( -St 5) u(t), 
C(t) = exp( -St, S) a(t) so 
I c(t)llll Z(t)ll., + 1, II Z(f) - C(t) $7 II L,/ll Z(t)ll L2 + 0. 
We show C(t) converges to a limit #O as t + + co. 
An estimate from the previous proof gives 
II Z(t+s)exp ( > j,l+‘A, -e’L”‘Z(t)~~ <C.~:+‘E. liZ(t)ll 
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for 0 < s 6 1, where Jz E < co. This implies 
I C(n + 1) - C(n)1 G P, I C(n)1 
for IZ = 1, 2,..., with C /?,, < cc and C(n) # 0 so nInano C(n + 1)/C(n) con- 
verges (by comparison with nm (1 + /?,,)) so C(n) + C* # 0 as n + + co. 
The estimate for Z above shows C(t) + C* as t + + cc so Z(t) -+ C*$f , 
which proves the first claim. Now let D = u - C*u,+ ; this is a solution such 
that II fi(t, .)I1 ld2 = o(exp(fh 4)) as f+ +co. It follows that liV*(t, .)IILI= 
o(exp(t(A:, , + 6))) as t -+ + co, for any E > 0, and by iteration we produce 
the expansion o(t, .) = CT C,U~+ (t, .) + o(eeK’), for any K. 
Finally, note that we proved only convergence in L,, but this implies 
convergence in I/ . II? for any r < 1 as before, and in particular, convergence 
in C’[O, 11. 
The results about the adjoint are immediate. 
THEOREM 5. With hypotheses and notation of Theorem 3, let u(t, x) be a 
solution of (*) such that, for some real K, 11 u(t, .)I1 L2 = O(e”lt’) as t + -co. 
Then if m is chosen so ii+, < -K, there are constants C ,,..., C, such that 
U(t, X) = f c,uje (6 x)' 
,=I 
(IfK< -I,, u=O.) 
Proof Increase K slightly, if necessary, to ensure A;+ i < -K < I; and 
let fi = u . eK’. Then v” satisfies a similar problem and is bounded as t + - a3. 
Thus it is sufficient to consider the case K = 0, with A;+ i < 0 < 1; . Now 
for t,>O large, the standard theory of the unstable manifold shows the 
space of solutions bounded on -co < t 6 -to has dimension m. Clearly 
U , ,‘.., v, are independent, so they form a basis for this space. 
3. TRANSVERSALITY OF STABLE AND UNSTABLE MANIFOLDS 
The key to the argument is Theorem 6, expressing a general property of 
linear second-order parabolic equations in one space-variable: roughly 
speaking, the number of zeros of the solution decreases with time. The 
argument is similar to that of H. Matano [ 13, proof of Lemma 23; see also 
[ 151, with references to earlier work of Karlin and Sattinger. 
THEOREM 6. Let p, q, r, W be continuous with p > 0 on 0 d x d 1, 
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to< t6 t,, let the derivative W, be continuous on [0, l] x (to, t,] and let 
W,, W,, be continuous on (0, 1) x (to, tl], and 
W, =P(x, t) K, + 4(x, t) W,x + 44 t) W 
on (0, 1) x (to, t, 1. 
Also suppose j$,(t), /II(t) are continuous on [to, t,] and the products 
W~(W,+Bo(t) W)>O atx=O 
W~(W.r+8,(t) WIG0 atx= 1. 
Then the number of components of 
{xlO<x< 1, W(x, f)#O} 
decreases with time (is a nonincreasing function of t), on t, Q t < t, 
Proof. We shall assume PO = - 1, /I, = 1 and r(x, t) < 0; this involves no 
loss of generality, as we see by replacing W by @E W. e4’.Y)Pi.’ with 2 > 0 
sufficiently large, d(x) smooth and &(O)>/&(t)+ 1, &(l)</?i(t)- 1 on 
Cto, t,l. 
Let Q(t) = {x 10 < x < 1, W(x, t) # 0); it is sufficient to show Q( to) has at 
least as many components as Q( t i ), i.e., that there is an injective map from 
components of Q(t,) to components of Q(t,). In fact, let CT be a component 
of Q(t,) and S, the component of (0, 1) x [to, tl] n { W#O} containing a; 
select any component (T’ of S, n {t = to} and g++ 0’ is the desired injection. 
To justify this we show (i) S, n {t = to} is nonempty, and (ii) if cr, 0’ are 
disjoint components of Q( t,) then S, n S,, is empty. 
(i) Suppose S, n (t = to} is empty. Since W# 0 on S,, we may 
assume W > 0 on S,, so maxso W = m > 0. Suppose the maximum occurs at 
(x’, t’) E S, c [0, 1 ] x [to, t, 1. Let N, be the E disc about (x’, t’), intersected 
with (0, 1) x [to, t,]; then N, is convex, meets S,, and (if E is small) W> 0 
on N,, so in fact N,,cS,. By hypothesis t’>t,. If O<x’<l, t,<t’<t,, 
then at (x’, t’), W, 2 0, W, = 0, W,, < 0 and W = m > 0, so the differential 
equation says r(x’, t’) 3 0 which is false. If x’= 0, t, < t’ <t,, then 
(x, t’)ES, for small x>O and at (x’, t’), W=m>O, W.,> W>O so m is 
not the maximum. If x’ = 1, similarly W, < - W < 0 so W(x, t’) > m for 
small 1 - x > 0, another contradiction. Thus S, n ( t = to} cannot be empty. 
(ii) Suppose 0, 0’ are disjoint components of Q( t,), but S, n S,. # $3, 
i.e., S, = S,, . Note that any interval in { t = t, } which meets 0 and cr’ must 
have W(x, t ,) = 0 somewhere. We assume, as before, W > 0 on S,. Now 
S, n {t, < t < tl} is open and connected, hence path connected; there is a 
simple path in S, n {t, < t < t, } with one end point in CJ x { t, } and the 
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other in (T’ x {t,}. Adding a line segment in {t = ti} joining these end 
points, we obtain a simple closed curve bounding a region D. On 
dDn{r<t,} we have W>O, and also W>O at the end points of 
i3D n {t = tl }. The maximum principle (or minimum, in this case) says 
W> 0 on D, in particular W(x, t,) > 0 on an interval joining (T and B’, a 
contradiction. 
This completes the proof. 
We will study solutions of the following 
u, = U.Y.Y +fk 4 %I, O<x<l. (PDE) 
with boundary conditions one of the four combinations of a boundary con- 
dition at x = 0 and one at x = 1: 
u=O or UY =&I(~) at x = 0 
u=O or u,=g,(u) at x= 1, 
PC) 
where f, g,, g, are quite smooth (more details below). One could equally 
consider U, = a(x) u,, +f(x, U, u.,) where a(x) > 0 is smooth. but introduc- 
ing the variable s by x = $(s), where Ii/(O) = 0, $‘(s) = da, gives an 
equation U, = u,~, +,T(s, U, u,~) of the form (PDE). Nonlinear boundary con- 
ditions such as (BC) were not considered in [9], but a change of variable 
reduces this problem (at least on any bounded set) to one with linear 
boundary conditions, as shown in the Appendix. In fact, for our present 
purposes, there is no loss of generality in assuming the gj(u) = 0; this would 
facilitate use of results from [9], but we will state our results allowing non- 
trivial (and nonlinear) g;. 
Assumptions. (l)g,(u),g,(u)are C4and,inO<x<l, -co<u,p<cc, 
f(x, U, p), (df/ax)(x, U, p), (afi+) (x, U, p) and their derivatives 
al?,k (j + k < 2) to second order are continuous. It is sufficient hat f is C3, 
but if f depends only on u it may be C2. 
(2) There exists a (classical) solution u = ti(t, x) of (PDE) + (BC) on 
--co<t<nj suchthatlim,,,, zi( t, x) = 4 + (x) exist and are equilibrium 
(time-independent) solutions of (PDE) + (Be). We assume U is not time 
independent. The smoothness in (1) need only hold on a neighborhood of 
the values assumed by ii(t, x) (i.e., (x, u, p) = (x, fi(t, x), ti,(t, x)) for 
06x61, -co<t<ao). 
We will conclude that the stable and unstable manifolds meet transver- 
sally at U(t, .) for each t, IV’(# _ ) S,,,, ) W”(q3 + ). But this requires some 
explanation (see Theorem 8) since these sets may be manifolds with boun- 
dary or without. We did not assume 4 + are hyperbolic. 
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Let d(x) be an equilibrium: 0 = 4” +f(x, 4, 4’) on 0 <x < 1 with 4 = 0 or 
4’ = gi(d) at x =j (j= 0, 1). Consider the eigenvalue problem for the 
linearization at 4: 
v +.&(x5 d(x), O’(x)) ICI’ +.fLh 4(x), d’(x)) * = 2. $ onO<x<l 
$=O of $’ = s;(m)) $ atx=j(j=O, 1). (J-P) 
(Of course we suppose the boundary conditions are consistent in all these 
problems.) Now (EVP) has only simple real eigenvalues 2, > IL2 > . . . and 
the jth eigenfunction $j(x) has only simple zeros, with exactly (j- 1) zeros 
in 0 < x < 1. (When the boundary conditions require, it will have simple 
zeros at x = 0 or x = 1.) Theorem 2.1 of Coddington and Levinson [4, 
Chap. S] applies, after an obvious change of variables, to prove these 
claims. 
Let ~(6 x)=.&(x, 4f, xl, i,(G xl), 4th x)=.6,(x, 46 xl, k(f, xl), y,(t) = 
g,!(U(j, t)), and consider the linearized equation 
0, = u,, +A& xl 0, + 4th x) 0, O<x<l 
u=O or u, = Y,(f) u at x=j(j=O, 1) 
and the adjoint equation 
(*I 
rlr + VI,, - (P(4 xl 91, + 46 xl ? =o, o<x< 1 
(**) 
q=o or ~1, = (ri(t) +di t)) vl atx=j(j=O, 1). 
As t + f co, the coefficients ~(t, x), q(t, x), yi(t) approach limiting values 
and ~,(t, x), q,(t, x), ii(t) + 0 (uniformly in x) as t + f co. If the equilibria 
4 + are hyperbolic, U(t, .) + d k exponentially as t + f co; but if 0 is an 
eigenvalue of the linearization, the rate of approach may be only algebraic, 
typically 0( 1 t 1 -O) for some 0 > 0. In such a case, fi(t, .) approaches the 
one-dimensional center manifold exponentially, then follows a solution in 
the center manifold toward the equilibrium. Thus sup, 1 17(t, x) - 4 +(x)1 
may not be integrable as f t -+ cc; but sup, 1 Gr(t, x)1 is always integrable 
on - cc < t < co, and the requirements of Theorem 3 (and its corollary) are 
satisfied. More details of the smoothness conditions can be found in the 
Appendix. 
Various state-spaces may be used to study (PDE) + (BC) but for the 
sake definiteness we choose the following: 
X,,,= {@EH’(O, l)]~=Oor~‘=gi(~)atx=j, (j=O, 1)) 
with % < r < 2, so Xcr) c C’[O, 11. In the case of nonlinear boundary con- 
ditions, this is aC* Hilbert manifold rather than a Hilbert space. In any 
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case (see Appendix) the problem (PDE) + (BC) has a well-posed initial- 
value problem in X,,, (locally in t) and defines a smooth local dynamical 
system (or local semigroup or local semiflow) on X,,,. We will write u(t; 4) 
for the solution at time t 20 (as long as it is defined) with initial value 
d E J-w and mention that (t, x) H u(t; d)(x) is a classical solution of the 
problem for t > 0 on the interval of existence (see Appendix). 
The stable and unstable manifolds of an equilibrium 9 are 
WY(d) = { u0 E X,,, 1 u( t; uO) exists for all t > 0 and tends 
todast+ +co} 
WU( 4) = {u,) E X,,, ) there is a solution u( t, .) of (PDE) + 
(BC) on -co < t < 0, ~(0, .) = uO, 
andu(t;)+das t-, -cc}. 
For u0 E WU(d), the solution u(t, .) is unique [9, Theorem 7.3.43, and we 
call it u( t; z+,) for t < 0. Despite the name, it is not obvious that these are 
manifolds. 
If 0 is a hyperbolic equilibrium so 0 is not an eigenvalue of the 
linearization, it is proved in [9, Theorem 6.1.91 that w’(d), IV’(d) are 
immersed differentiable (C’) submanifolds of X,,,, without boundary. For 
other cases, see below. 
We also have the strongly-stable (w”(4)) and strongly-unstable 
manifolds (IV”“(d)) defined by 
if u( (t; uO) + 4 exponentially as t + + cc 
if u(t; uo) + 4 exponentially as t + - co. 
The center-stable (W’“(d)), center-unstable (WC”(d)) and center (WC(d)) 
manifolds are more diffkult to define, because they are not unique; for 
more information, see [ 1, 9, lo]. The strongly-stable/-unstable and center- 
stable/-unstable manifolds are immersed C2 submanifolds of X,,, without 
boundary, by the same argument as [9, Theorem 6.1.91. When 4 is hyper- 
bolic, w” = w”” = w”” and w” = w”” = WC”. 
We now describe the tangent spaces to the manifolds wS’(d + ), wc”($ + ), 
wllU(d ~ ), Wc”(d ~ ) at ti(t, .), where ti is the solution assumed above which 
goes from #- at -cc to 4, at +co. 
T,(,,,. ,WY4 + ) = iu(to, .)I vsolves (*) on t,<t<cc and 
II 44 .)llL2 = We”) as 
t-+ +cc for some E>O) 
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Tqto,. ) ~“(4,) ={4to, .)Iu solves (*) on t, < t < co and 
l~o(t;)l~.,=O(e”‘)ast~ +CC 
foreverys>O}. 
These are simply interpretations of the integral equation defining the 
derivative: see the proof of [9, Theorem 52.23 for the case of a hyperbolic 
equilibrium. We can describe these more explicitly, using the solutions 
{r/T (6 X)lk> I of the adjoint equation (**), provided by the corollary to 
Theorem 3 (Section 2). In fact if it is the jth eigenvalue of the 
linearization of C$ + with %t > 0 > AZ+, then in light of Theorem 4 (Section 
2) 
Lc,,,. ) WV + )= W E L&k, I j’ tir: (to, 9= 0 for 
l<k<m,if~,+“,<Oor 
l<k<m+l if~~+,=O} 
The first case assumes U( f,, .) E IP’(4 + ), of course. 
Similarly (or more simply) if the linearization at 4 ~ has n positive eigen- 
values, so Iti,+ > 0 > EL,:+, , 
assuming OG(to, .) E IV”(d), 
T,,,~,.,W”“(~~)=span{uj~(t0;)~1~j6nifI,+,~0 
or 1 <j<n+ 1 ifA,+, =O}. 
Here we use Theorem 5 of Section 2. 
LEMMA 1. Suppose n ~ > m + 2 0; then 
l<k<m+ ilispan{v,:(to;)I1<j<nP}, 
i.e., the sum of these subspaces is the entire space Tfi(,O,X,,,. Conversely, of 
course, n ~ 3 m + is a necessary condition for transversality. 
Remark. Amazing! Look at it again. 
Proof If 2, ,..., 1, are linear functionals on some linear space E and 
x, ,..., x, are in E, and if span {x, ,..., xm} + {x E E I A,(x) = 0 for 1 d j < n} 
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is not all of E, there is a nonzero functional II in span { 1, ,..., A,} which 
vanishes on all the xi. 
Suppose there are constants C,, not all zero, so 
rl(t, x) = 2 c,vj+ (6 x) 
1 
has s u( to, x) u,: (to, x) dx = 0 
j= I 0 
for ldi<n-.Thereexistskin 16k<m+ soC,#Obut C,=Oforj>k, 
hence q(t,x)=exp(-jI,A,)[C,$,f(x)+o(l)] as t-+ +ccj, so I 
vanishes (k - 1) times in (0, 1) for large positive t. By Theorem 6, applied 
to the adjoint equation with the sign of t reversed, for every t, ~(t, .) 
vanishes no more than (k - 1) times in (0, 1). 
By Theorem 4 (again reversing the sign of t) there exist C # 0 and j > 1 
so 
~(6 xl = exp 
0 > 
Oij [C$j’(X)+O(l)] 
f 
as t-r --co. Suppose jdn-; then 
= s ; cc~Jx)~Jx)+41)1 ast+ -cc 
= c. 
which is false. Thus j> n _ and ~(t, .) vanishes (j- 1) times in (0, 1) for 
large negative t. We must have ,j < k as noted before, so n ~ <j 6 k < m + , 
contrary to hypothesis. 
Thus we can determine transversality by checking the obvious dimension 
condition. But there’s more: the existence of a solution u going from 4 ~ to 
d + ensures the dimensions are right (almost always). 
LEMMA 2. Let ii, 4 ~, 4 + satisfy the “Assumptions” stated before. Let 
3.f be the jth eigenvalue of the linearization at 4 * and suppose 1.: > 0 3 
A,‘,,) A., > 0 > i ~ n+ 1. Then n 3 m, and n = m only if both 4 + and d _ are 
nonhyperbolic and ii( t, .) -+ 4 + as f t + 00 at a nonexponential rate, tangent 
at each limit to the center manifold. In,fact we can say, when m = n, the orbit 
qf ii is simultaneously an outgoing branch of the center manifold of 4 ~ and 
an incoming branch of the center manifold qf 1+3  using the nonuniqueness of 
the center manifold. 
Remark. I don’t know any example with m = n. 
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Proof: U is a nonconstant solution of (PDE) so u = U, is a solution not 
identically zero of (* ) on - cc < t < co, and v(., t) + 0 as t + f a~. By 
Theorem 4, u(t, .)/II u(t, .)I1 L2 + tit as t+ +cc forsomejal, andj>m+l 
since v(t, .) + 0. Thus u(t, .) vanishes (j - 1) times for large positive t, so 
(Theorem 6) vanishes at least (j- 1) times for all t. As t -+ - co, by 
Theorem 5, u(t, .)/II u(t, .)II L2 -, II/, for some k < n + 1, so u(t, .) vanishes 
k - 1 times for large negative t. Thus k >j, n + 1 >/k >/j > m + 1, n 3 m. 
Suppose n=m; thenj=k=m+l=n+l, and in+,=O, n;+,=O, both 
equilibria are nonhyperbolic. If ii(t, .) -+ 4 + exponentially as t -+ + co, so 
ti(t, .) E IV”(d + ) then also fi,(t, .) + 0 exponentially as t -+ + cc so 
j# m + 1: but this is false. Similarly ii(t, .) 6 I&‘““($ ). 
The simplest and most important case is when 0, are hyperbolic. 
THEOREM 7. Under Assumption ( 1 )-smoothness off, g,, g,-if cj + and 
4 ~ are hyperbolic equilibria of (PDE) + (BC), then lV’(d ~ ) 3i W($ + ). Z’ 
W(d ~ ) n W(# + ) is nonempty, then it is a C2 immersed submanifold of Xcr, 
of dimension = i(d ~ ) - i(d + ) 2 1, where i(b) is the number of positive eigen- 
values qf the linearization at 4 (the unstable index of q5). 
Proqf: Suppose 4 #d + If I%‘“($ ~ ) n W(d + ) is nonempty, there is a 
solution U (automatically a classical solution) of (PDE) + (BC) on 
- co<t<cO converging to 4, as t+ +co and d- as t+ -co. Thecon- 
vergence is exponential, since 4 + are hyperbolic, so by Lemma 2, 
44 ~ ) > 44 + 1. Since i(d-)=dim W’“(4-), i($+)=codim wS($+), 
Lemma 1 says W’“(d ) iii W($ + ) at U( t, .), for each t. This holds for every 
solution in the intersection so W”(d ) 5 W($ + ) when the intersection is 
nonempty and trivially when it is empty. If 4 ~ = 4 + = 4, by Lemma 2 and 
hyperbolicity, there is no nonconstant solution from 4 back to itself 
(homoclinic orbit) so W’(d)n IV($) = {d}, which is again a transversal 
intersection. 
If 4 is an equilibrium which is not hyperbolic then 0 is a simple eigen- 
value of the linearization and the local center manifold IV&(d) is a smooth 
curve through 4. Suppose this curve is parametrized by a real variable 0, so 
c = 0 corresponds to 4, and the flow in IV;,,(@) defined by (PDE) + (BC) is 
6= h(o), for some smooth h(.) with h(0) =O. Suppose 4 is an isolated 
equilibrium; then h(a) # 0 for 0 < I c I < rO, for some r0 > 0, and we may 
distinguish the branches {cr > 0) and (0 < 0} of WtO,(d) as “stable” if 
ah(o) < 0 or “unstable” if ah(a) > 0. Then we have one of the following: 
(i) Both branches of W;,,(4) are stable; then W(d) = W”(d) and 
v(4)= v”(4); or 
(ii) Both branches of B$,,(+) are unstable; then IV(d) = W”(d) and 
@?#I= w”(4); or 
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(iii) One branch of W;,,(q3) is stable and the other is unstable; then 
W(d), W”(d) are manifolds with boundary, 
f@(d) is open in Wcs(qS), the component of Wcs(q4)\Ws(~) containing the 
stable branch of W&($), and aIP(#) = P(d), 
l@‘(b) is open in W”(qS), the component of W’“(q5)\ W”“(q5) containing the 
unstable branch of W&(q5), and aW’“(4)= W’““(q5). 
These facts follow from the corresponding results about the local 
manifolds, by the method of [9, Theorem 6.1.91. For the local problem we 
first reduce to finite dimensions in the center-unstable manifold, using the 
fact that WC” is attracting with asymptotic phase; and for a tinite-dimen- 
sional flow, there is an orbit-preserving homeomorphism to a problem of 
the form {d- = h(o), i = x, j = -y ,, 1 for which the claims are obvious. 
FIGURE I 
THEOREM 8. Under Assumption (1 )-smoothness off, g,, g,-let q3 + , 
~+4 ~ be isolated equilibria, not necessarily hyperbolic. Then 
@w ~ ) Ji @(d + 1, @wJ -- 15 WY4 + ) 
WY4 ~ 1 iti @Cd + 11 W”(4 - 15 w”“(d + 1, 
with a single exception: if~$ + = 0 _ = 4 zs not hyperbolic, in case (iii) above, 
W”(4) n WY41 = 141 IS a nontransversal intersection. Recall that if 
W”(4 ~ ) or wS(d + ) has boundary, it is W”“(d _. ) or VS(d + ), respectively, 
so we may also say W(d ~ )iE wS(# + ), with the exception noted above when 
d+=4-. 
Proof: Let i(d i ) be the number of positive eigenvalues. If 
i( q4 ~ ) < i( 4 + ), the intersections are all empty, by Lemma 2. If 
i(d _ ) > i(d + ), the dimension condition of Lemma 1 always holds; the 
worst case is when dim W’““(q5 )=i(d- ), dim @(d+)= i(d+)+ 1. If 
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i(+ _ ) = i(# + ), then by Lemma 2, I+‘““($ _ ) n W(d + ) is empty, so we only 
treat I&‘“(@ _ ) of dimension i(b ~ ) + 1 and the dimension condition is again 
satisfied. 
4. THE MAXIMAL BOUNDED INVARIANT SET OF 
THE CHAFEE-INFANTE PROBLEM 
Suppose f: R + R is C’, f (0) = 0, f ‘(0) = 1, uf “(u) < 0 for u # 0, and 
lim u-km f(u)luGo. F or any constant A > 0, Chafee and Infante [3] 
proved each solution u of 
u, = u,, + lf (u), o<x<n 
u=o at x = 0, 71 
remains bounded in HA(O, rc) for t 3 0 and approaches an equilibrium as 
t + + co. They showed that there are 2n - 1 equilibria for (n - 1)’ < 2 < n2 
(n = 1, 2, 3 ,... ), designated 0, 4f ,..., d,‘-, , and as ,I passes n* two new 
equilibria 6” bifurcate from 0. For 0 6 A < 1, the only equilibrium is 0, 
which is globally asymptotically stable. For A> 1, 0 is unstable as are all 
the equilibria 4,* with j > 1, while 4: , 4; are asymptotically stable. The 
solutions 4j* , which are defined for all J b j2, approaching 0 as i -+ jr, are 
differentiable functions of i on A > j2; this implies they are hyperbolic for 
every A> j*. 
LEMMA 3. Let (x, ,I)H#(x, A) be a smooth family of nontrivial solutions 
(q5(-,A) & 0, for each A) of $,Y,+3f(d)=0 on O<x<z, q5=0 at x=0, 
x = n, for &, -=c A< 1,. Then 0 is not an eigenvalue of the linearization about 
~$(.,a), for each A,<A<A,. 
Proof: V(X, n) s 2AadjalL - xa4ja x is a solution of u ox + Af ‘(4(x, A))v 
=0 on O<x<rt, ~(0, 2) = 0 and u(rt, 2) = - nd,(n, 1) # 0, since 
4(x, A) & 0 on 0 d x d 71. 
As is well known [S], the eigenvalue near 0 of the linearization at the 
bifurcated solutions 4’ (2) is negative, when (as in this problem) the bifur- 
cation is super-critical. For il = n*, the zero solution has n - 1 positive 
eigenvalues (viz., ,? - j2 = n2 -j*, 1 <j < n - l), in addition to the zero 
eigenvalue, so 4’ (2) have exactly n - 1 positive or nonnegative igenvalues 
for small 2 -n* > 0, hence for all 2 > n*, by the lemma. Thus the solutions 
4” are hyperbolic and have index (n - 1) for all A > n2 (n = 1, 2,...). The 
zero solution has index (n - 1) for (n - 1)2 < 1~ n2, and is hyperbolic for 
(n-1)*<A<n2. 
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For 0 6 A < 1, the only equilibrium is 0 and the maximal bounded 
invariant set A;, = (0). In general, A j. is compact and connected and 
A j. = u { IV;(#) : 4 equilibrium) 
(see [9, p. 1251). For 1 < 1 d 4, there are three equilibria and A, is one 
dimensional: 4; a-+.4,+ . For 4 < 1~ 9, there are five equilibria 
and A, is two dimensional: 
FIGURE 2 
(See [9, p. 1261 for more details.) 
These pictures seem to be typical, in the sense that An>+, is the two-point 
suspension (at 4’) of A,,-E. At least, this is my belief, but it is not yet 
proved. We will, however, obtain fairly detailed information about the sets 
A ;,, including the fact that M’;(d) n IV;.($) is nonempty if and only if 4 = $ 
(when the intersection is (4)) or index 4 > index tj, when the intersection 
has dimension = index 4 - index $. 
Now let 0 < 0 < 1, R > 0, G(0, R) = { g: [w + IR 1 g is C’ and g(u)/u < 0 for 
1~1 3 R}, provided with the Whitney Cl-topology, i.e., the topology 
defined by the family of seminorms ~up,~,~~ { 1 g(u)/ + 1 g’(u)l}, 
k = 1, 2, 3 ,.... Given such 0 < 1 and any I, >O, when f satisfies the 
asumptions for the Chafee-Infante problem, 13 .f~ G(0, R) for 0 < A d A, (if 
R is large enough) and II H 1. f~ G( 8, R) is continuous. 
For any gEG(0, R) the time-one map T,: X--+X(X=H~(O, n)) for 
U, = u.,, +g(u), 0 <x < rc, u = 0 at x = 0, x = z, is well-defined and C’. 
When a sequence g, +g in G(0, R) it follows that each point of X has a 
neighborhood U c X so T,, I U -+ T,I U in C’(U, X). We show the T, are 
well-defined; the other results follow easily from [9, Theorem 3.4.41. 
Let V,(U) = j; (i ~2 - 1; g) dx for u E HA(O, z), g E G(8, R). Since 
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for (u(aR it follows s;; g d (e/z) 22 + M, for all U, with 
~g=maxl,l.R {f;;g-(V)u2}, so 
l-8 71 
V,(u) a- s 2 0 
IL’, - 7cMg for all u E Hh(O, 7~). 
Also if U, = u,, + g(u) on 0 < x < 71, u = 0 at x = 0, x = 7~ for t > 0 then 
SO 
so the solution exists and remains bounded for all t > &in particular for 
0 < t < 1 so T, is well-defined. In fact [9, Theorem 3.3.61 u(t, .) remains in 
a compact set in X for all t > 0. 
Thus any solution approaches the set of equilibria as t -+ + co. 
Suppose B, = sup{ ug(u) - Bu2: / u I< R}; then ug(u) < t?u2 + B, for all U. 
We show that any equilibrium 4, 4” + g(d) = 0 on (0, x), 4(O) = 4(z) = 0, 
satisfies s; @* < nB,/( 1 - (3) consequently it is in the set (4 1 V,(4) < 
nB,/( 1 - e)}. In fact we have 
so 
Thus the maximal bounded invariant set, A( T,), is contained in 
(4~x1 V,(4) GM,*}, M,* = nBJ(l -e), and by invariance and the 
smoothing property of T, [9, Theorem 3.5.21, 
where gH M,*, Mz* are continuous on G(0, R). By Proposition 3.12 of 
Olivia [14], it follows that (T,I gE G(8, R)}, with the topology induced 
from G(8, R), satisfies the conditions for a KC’(X, X) space. The “Cl rever- 
sibility” holds in a strong form: T, is injective on X and the derivative at 4, 
T;(d): X-t X, is injective for each 4 E X (see [2] or [9, Theorem 7.3.41). 
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Given &, > 0 and 0 < 8 < 1, if R is large, il. f E G( 0, R) for 0 < 16 1, and 
TA.,. is Morse-Smale provided: (i) the nonwandering set is finite, which is 
true since it is the set of equilibria; (ii) the points of the nonwandering set 
are hyperbolic, which is true if I k {l*, 2*, 3*,...}; and (iii) the stable and 
unstable manifolds of these points are transversal, which is also true. 
Thus T,., is Morse-Smale for 0 < 2 <A,, 2 k {l*, 2*, 3*,...} (with & > 0 
arbitrary), as claimed in the Introduction. Also, given such A> 0, for every 
p in some neighborhood of L, there is a homeomorphism hi : A( T, .f.) + 
A ( Ti f) such that 
h;o T,,./= T;yh; on ACT,.,) 
[ 14, Theorem 5.31. Thus the invariant sets A( Ti..f.) have the same structure 
for all ,? in (n - 1)’ < 1~ n*, but change (in particular, change dimension) 
as 1 passes n*. 
For any Morse-Smale map T: X-+ X (in the sense of [ 143) we have the 
following results. The proofs of most of these are in [14], and the others 
are simple. We assume, as we may, the periodic points are all fixed points. 
(1) If x1, x2, x3 are fixed points of T, xj E Fix(T), and there is an 
orbit from x, to x2 (lV’(x,) meets W’(x,)) and an orbit from x2 to x3, 
there is also an orbit from xi to xj which passes arbitrarily close to x2. In 
fact, we only need x2 hyperbolic together with the transversality condition. 
(2) lV”(x)n IV(x) = {x} for any xE Fix(T). 
These allow us to define an order relation in Fix(T): 
x>y if IV(x) n wS( y) is nonempty. 
If x>, y and y 3 x, then by (1) there is an orbit from x to x passing 
arbitrarily close to y; and by (2) the only orbit from x to x is constant, so 
x = y. We say x > y if x > y but x # y, i.e., there is a nonconstant orbit from 
x to y. 
(3) If IV”(x) meets IV”(y) then x > y and 
V(Y) = f+Yx). 
(4) A(T) = L-.x, Fix(T) w(X). 
(5) f+Yx)= UYGX W”(y) for each x E Fix(T). 
(6) The manifolds IV”(x) are imbedded submanifolds of X. 
(7) v(x)n ~(Y)=U~,,,,,, w(p)n w”(q) for A yEFix( 
505.‘51).2-4 
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By (5) and (7), we may consider A(T) as a stratified set (in a weak sense) 
with strata either { IV”(x) : x E Fix(r)} or 
For the Chafee-Infante problem, we can describe the order relation “a” 
more explicitly. 
THEOREM 9. Let A 20, A $ {l*, 2*, 32 ,..., } and let I$, IJ be any two 
equilibria of the Chafee-Infante problem with parameter A. Then 4 > $, i.e., 
W(b) n W($) is nonempty, if and only if either 4 = II/ (when 
p(d)n w(4)= @>I or index 4 > index II/, when W”(d)n W($) is a 
manifold of dimension index 4 - index 1c/ 2 1. 
In other words, if (n - l)* < A< n2, then 
and 
0 > $4,’ for j= l,..., n - 1 
I$,’ >bE forn-l>j>kal, 
and these include all the nonconstant orbits bounded on - co < t < co. 
Proof: The proof will be an “induction” on 2. The result is trivial for 
0 <II < 1 and we assume it holds for (n - l)* < ,? < n*; we will prove it is 
also true for n* < 2 <n* + E, some E > 0, and the result of Oliva [ 143 men- 
tioned above shows it holds for all J. in n* < A< (n + l)*. Alternatively the 
argument used to pass through 2 = n* may easily be adapted to prove the 
result on (n*, (n + 1)2), knowing it is true at some point of the interval. 
First suppose W;(d) n IV;($) is nonempty for n2 - E < A < n*; we show it 
is also nonempty at I =n2. (The equilibria 4, $ vary smoothly with ;1 in 
(n’ - E, n*], and $ is hyperbolic even at A = n*.) We may, of course, assume 
I$ # $. Let A, be a sequence in (n’- E, n’) approaching n* as k+ co; for 
each k there is an orbit uk(t) from 4 = b(&) (at t = -co) to II/ at t = + co. 
By compactness, we may choose a subsequence (still denoted by k) so 
u,J t) -+ Z(t) as k + co. Then Z(t) is an orbit (for I = n2) on - cc < t < cc 
from, say, B0 to 8i. If 8, # 4, we may choose t, + - cc so 11 uk( tk) - B0 11 = E 
and 11 uk(t) - Boll >E for all t < tk (0 < 2.s~ distance between any two 
equilibria). Then, taking another subsequence if necessary, 
uk(tk + t) -+ W(t) for each t, W(t) -+ B0 as t -+ cc and, say, W(t) + 8 ~ i as 
t -+ -co. Similar arguments apply near f3i, if 8, # $. Thus we obtain a 
finite chain of orbits 4 > 0 ~ r > 8 ~ r + i > ,..., > t3, > I,+. The transitivity 
property [( 1) above] holds provided the middle term is hyperbolic and we 
have transversality of stable and unstable manifolds. All the equilibria in 
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the chain above are hyperbolic, except possibly the first (which may be 0), 
so there is an orbit from 4 to IJ (for A=n’). 
Now we have IQ(O)= e?(O), since both branches of the center 
manifold are stable (a consequence of @‘(u) < 0 for u # 0). Thus 
and 
w,“2($: ) n V$(4j+ 1, n-l>,k>j21 
are nonempty. We show they are also nonempty with “n2” replaced by 
“n2 + E,” for any sufficiently small E > 0. For A - n2 > 0, small, 
lV;(O)n II’;, are also nonempty, contained in W;(O). Here W;(O), 
c”(O) are the i-sections of the center and strongly-unstable manifolds for 
the composite system 
u, = u,, + Mu), O<x<7c,u=O at x=0, x=7c 
iI = 0. 
For A near n2, W;(O) has the form 
(1 d n’) (A > n’) 
Let U be a small open neighborhood of 0 in IQ’(O); for II near n2, there 
is an imbedding h,: U-+ X, Cl-close to the inclusion U c A’, such that 
h,(U) c y”(O) for ;1 near n2. Let I/ be a small open neighborhood of 4,’ in 
W;2(#lf ); for A near n*, there is an imbedding g,: V+ X Cl-close to the 
inclusion, such that gi( I’) c W;.(S,* ). There exists t, > 0 so some solution 
u,, of the Chafee-Infante problem (with 1= n’) has initial value u,(O) E U 
and uO( to) E V. 
Let Tj, be the time-t, map, so T,2(U) meets V, and let 
F,= T,oh,: U-+ W;“(O)cX, gj,: v + bqq5i’ ) c x. 
When 2 = n2, F,,2( U) n g,,z( V) is nonempty and by Therem 8 above, 
F,2 ifs g,,z. It follows, by the local representation of transversality [ 1, 
Theorem 17.11 and the implicit function theorem, that FA( U) ng,( V) is 
nonempty for all 2 near n2. Thus v”(O) n W;(d,*) are nonempty for 
A=n’+E, 1 <j<n- 1, for any small E>O. 
Further there are imbeddings h: : U +.Y, Cl-close to the inclusion for 
small A-n2 >O, with h:(U)c e($“), so the same argument shows 
lVj(#: ) n W;(4,* ) are nonempty for A= n2 + E, 1 <j < n - 1. 
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Similar arguments how wl;(bz ) n I+‘;(+? ) are nonempty for 2 = n* + E, 
1 <j < k < n - 1. This case is simpler because the 4: are hyperbolic at 
L=n*. 
Remark. By the general results (4) and (5) above, we see for the 
Chafee-Infante problem that 
A( r,) = u { y(4)14 equilibrium} = WY(O); 
0 > 4 for every equilibrium 4 # 0. This was claimed in [9], on the basis of a 
fallacious argument. 
5. A CLASS OF MORSE-SMALE FLOWS 
We show that, with certain coercivity and smoothness assumptions, most 
choices off, g,, g, make the following problem Morse-Smale: 
u, = ~.x.x +f(u), O<x<l 
u=O or U.Y = ‘&h(u) atx=O (*) 
u=O or ux=g,(u) atx= 1. 
We choose one of the boundary conditions at each end point. 
THEOREM 10. Assume f: [w + [w is C* and g,, g,: [w + [w are C4 and 
assume for some real cO, d,, d, , 
lim f( U)/U < c0 
u-fir 
u “T, -so(u)lu < 4, lim g,(u)lu<d,, - II’*co 
and all eigenvalues ,? of 
$“+colj=A~$ on (0, 1) 
$=O or I,V= -d,$ atx=O (**I 
t/f=0 or @=&II/ atx=l,$&O 
are negative. (We take the boundary condition at each end to correspond 
with the boundary conditions (*).) Let $ < r < 2 and 
Xc,,= {qSEH’(O, l)ld=O or @=gj(b)atx=j, (j=O, 1)} 
and let F: X,,, -+ IV,,, be the time-one map. 
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Then F is a well-defined C* map, F is injective and the derivative F(b); 
T,X(,, + T,,,X,,, is injective for each 4 E X,,,. Further, using the Whitney 
C* topology for f and C4 topology for g,, g, , on the set of such functions 
with 
-so(uVu < do, g,(u)lu < 4 for all 1 u 1 3 R, 
any fixed R > 0, the corresponding set of time-one maps (F(f, g,, g,)} 
forms a KC*(X(,,) space in the sense of [14]. If f, g,, g, are such that 
all equilibria of (*) are hyperbolic, it follows that F(f, go, g,) is a C2 
MorseeSmale map. 
Remark. We see below that the last hypothesis-hyperbolic 
equilibria-holds for most choicesf, go, g, . The fact that the manifolds X,,, 
vary with go, g, does not cause difficulties: on a neighborhood of the com- 
pact set of interest, we may choose a single chart to transfer the problem to 
a Hilbert space, namely, Xtr, for the case go E 0, g, E 0. 
Proof If A0 < 0 is the largest eigenvalue of (**) then 
QW-j; (~“-co~“)-dolC/(O)‘-d,~(1)*b l~olj’$2 
0 
for all II/ E H’(0, 1) vanishing at the end points where we require u to 
vanish: let Xc,, denote this space, the closure of XcrJ in the HI-norm. Now 
I W)12 and lti(l)l’ are d E 
for any 0 <c < 1 so there is a constant C with 
for all $EX(,); for example, C= Co + max( 1,2(d,+ + d,+ )) where d + = 
max(d, 0). Combining these, 
Q(ti, 2 Ko II $ II ;,I forall$EX(,), 
with K, = I I,, l/2( C + I A0 / ) > 0 if C 3 0, K, = 4 if Cd 0. 
Now for some constant B. 
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and 
Define 
for all 24. 
a continuous function on Xc,), with 
If u(t, x) is a solution of the differential equation on 0 < t < t, (whose 
existence is proved in the Appendix), with t, maximal, then for 0 < t < t, 
&(r;))= -j;ujdx<o 
so 
Vu(t, .)I G V@, .)I onO<t<t, 
so 
2 
II u(., N$, G K, (3B + v40, .))I < co. 
This implies (see corollary in Appendix) that t, = +co and the solution not 
only remains bounded in H’(0, 1) but remains in a compact set of X,,, on 
0 d t < co, approaching the set of equilibria as t -+ + co. In particular, the 
time-one map is well-defined and C2 (see Appendix) and “C’-reversibility” 
holds as before. 
We next obtain bounds on the set of equilibria. For some constant B’ we 
have 
u&u) < cou2 -t- B’, -ugo(u)~dou2+B’, ug,(u) d d, u2 + B’ 
for all U. [If the boundary condition is u = 0 at x =j, take g, = 0, dj = 0.1 
Suppose 4” +f(d) = 0 on (0, l), 4 = 0 or 4’ = go($) at x = 0, 4 = 0 or 
d’ = gi($) at x = 1; then 
s I Q cod2 + c&&l)2 + doqh(0)2 + 3B’ 0 
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or 
Q(4) < 3B’, so II 0 II ~(0.1) 6 (~B’Ko)“~. 
Thus V(d) <M*(f, go, g,) where M* depends continuously on (f, go, 
gl) in the compact-open (or Whitney -Co) topology, given co, do, d, and 
R with f( u)/u 6 co, -g,(u)/u < do, gl(u)/u < d, for I u I 3 R. These we call 
the “coercivity conditions.” 
We also have A(F(f, go, g,)) contained in 
where F(f, go, g,) is the time-one map and (compare with the argument in 
Section 4) the set of maps F(f, go, g,) on X,,,, with the induced topology 
from the C2 Whitney topology on f and the C4 Whitney topology on 
go, g,, satisfying the coercivity conditions with constants co, do, d, , R, is a 
space KC’(X(,,) in the sense of Oliva [ 141. Appealing to Theorem 7 above 
completes the proof. 
Remark. With trivial changes in the argument, we could treat the 
equation 
u, = (4x) %I., +f(x7 u) 
with a(x) > 0, and corresponding coercivity conditions. 
Now we give conditions to ensure that the equilibrium solutions are 
hyperbolic. 
THEOREM 11. Assume f: [w + [w is C’ and go, g,: iw + [w are C2, and 
assume for each j = 0, 1 that 
f(x)=gj(x)=o implies I f’(x)l + I gJx)l > 0, 
f(x) = g:(x) = 0 with gj(x) # 0 implies 1 f’(x)] + I g:(x)1 > 0. 
Then for a dense (residual) set of (2, p) E Iw2, all solutions 4 of 
qv+lf($h)=O on (0, 1) 
q5=0 or d'=Mj(d) atx=j(j=O, 1) 
are hyperbolic. If‘ (2 .f, pgo, pg,) satisfy the coercivity conditions of 
Theorem 10 for all (I, p) in an open set U c [w’, then there is an open dense 
subset U, c U such that, for (,I, p) E U,, there are only finitely many 
equilibria and all are hyperbolic. 
198 DANIEL B. HENRY 
Proof The second claim follows easily from the first: the coercivity con- 
ditions ensure that the set of equilibria is compact, and hyperbolic 
equilibria are isolated (by the implicit function theorem), and a discrete 
compact set is finite. Again by the implicit function theorem, the set of 
(2, p) E U where there are only finitely many hyperbolic equilibria must be 
open. 
The case d(O) = d( 1) = 0 is easy-one does not even need to assume the 
zeros off are simple-and the argument is left to the reader. 
LEMMA 4. Let f g be C’ and suppose for any x such that f (x) = g(x) = 0 
we have 1 f ‘(x)1 + 1 g’(x)1 > 0. Then for a dense (residual) set of t E R, 
t . f + g has only simple zeros. (The assumption is also, obviously, necessary.) 
Proof The set Z= {x 1 f(x) =g(x) = 0} is discrete. Consider the map 
(t, x) H tf (x) + g(x). If (t, x) is a critical point with critical value zero, then 
at x, tf + g = 0, tf’ + g’ = 0 and f = 0, so also g = 0, x E Z; by hypothesis, we 
must havef’(x) #O. By the transversal density theorem [ 1, Theorem 19.11 
there is residual set A c [w so, for t E A, (t .f +g)l Iw\Z has only simple 
zeros. If B = { -g’(x)/f ‘(x)1 x E Z, f ‘(x) # 0}, a countable set, then for 
t E A \ B, t. f + g has only simple zeros. 
LEMMA 5. Assume f is C’, g is C2 and f + g ‘g’ has only simple zeros. 
Define u(x, 5) as the solution of u,, +f (u) = 0 such that u = 0 and u, = 5 at 
x = 0, and let G(x, 5) = u.,(x, 5) -g(u(x, 5)). There is a residual set of x E I&! 
such that < -+ G(x, 0 has only simple zeros (where defined). 
Proof (1) If f(0) = 0 and g(0) =0 then u(x, 0) ~0, G(x, 0) ~0 and 
G<(x, 0) = -k sin kx -g’(O) cos kx, k* =f ‘(0). We cannot have both 
,f’(O) = 0 and g’(0) = 0; otherwise 0 would be a multiple root off +g .g’. 
Hence Gg(x, 0) & 0 so G,(., 0) has a discrete set of roots, D,. If 
f ‘(0) d 0, D, is finite. If f (0) # 0, we set D, = a. 
(2) Let f (0) #O so uO(x) = u(x, 0) is not costant, and let G,(x) = 
G(x, 0). Suppose for some x, G, = Gb = G6 = 0 at x; then at x we have 
ub=g(ud, O=f(uJ+g(u,)g’(u,) and O=ub(x)~(d/du)(f+g~g’)l.=.,~ 
Since uO(x) is a simple root of f + g .g’, z&(x) = 0 =g(uO(x)) so also 
f (uO(x)) = 0. From the differential equation u0 = constant, which is false. 
Thus G, has at most double roots, and (by Rolle’s theorem) G; ‘(0) = D, is 
a discrete set. If f (0) = 0, set D, = @. 
(3) Let S= lR\(D,u D, u {O>), an open dense set in IR. Suppose 
x E S, 5 E [w and at (x, 0, G = G, = G, = 0. If U, = 0 at this point we would 
have u(., 5) = constant = 0, hence < = 0, f (0) = 0, g(0) = 0. Then we are in 
case (1) with G&x, 0) = 0, x E D,, contrary to hypothesis. Thus U, #O at 
(x, 5) and u,, ug both satisfy the linearized equation (u,, +f ‘(u) u = 0) with 
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the same boundary condition at x, hence ug = C. U, on [0, x] for some 
constant CfO. At 0, u,=O=C.< so <=O, u 8 0, so we are in case (2), 
u(x, 5) = u,(x), and G(x, 0) = 0 so x E D,, contrary to hypothesis. 
Thus (x, t)t-+ G(x, t): S x R + R has 0 as a regular value, so there is a 
residual (dense) set SC SC R such that, when XE 3, <t-+G(x, [) has only 
simple zeros. 
These lemmas prove the theorem for the boundary conditions d(O) = 0, 
@( 1) = pg( d( 1)) g = g, . In fact, choose t # 0 so t .f+ g. g’ has only simple 
zeros; then (with f replaced by t .f) choose s # 0 in R so G(s, .) has only 
simple zeros. For any real 5, let d(x) = U(SX, c), $(x) = U&SX, 5) so 
cjyT+ t?f(x)=O onO<x<l 
$Y, + t~v”‘(~) II/ = 0 onO<x< 1, 
b = 0 = II/ at x = 0, 4, = $5 and $, = s # 0 at x = 0, and 
d.(l)-sg(d4l))=sW <I, ti ,( 1) - sg’(& 1)) $( 1) = sG,(s, 5). 
If 5 is such that 4 is an equilibrium, i.e., G (s, 5) = 0, then G<(s, 5) # 0 so 
0 is not an eigenvalue of the linearization. Thus for (1, cl) = (ts*, s) with 
(t, s) in a residual set of R x R, we have only hyperbolic equilibria. By a 
similar argument, we can treat the boundary condition 4, = g,(d) at x = j 
(j = 0, 1 ), using the following lemma. 
LEMMA 6. Let f be C’ and g,, g, be C2, and suppose f +g, gb and 
f + g, g’, have only simple zeros. Let u(x, 5) be the solution of u,x, +f (u) = 0 
with u= <, u.=g,(<) at x=0 and define G(x, 5) = u,(x, t)-g,(u(x, 5)). 
Then for a residual set of x E R, G(x, .) has simple zeros. 
Proof: Let Z, = {r E R : f (<) + g,(t) g;(t) = O>, a discrete set in 178. As 
in the previous lemma, if there exist x #O and 5 so G = G, = G, = 0 it 
follows U, = C. ug on [0, x] for some constant C, which implies 
4=go(5)q, G=go(r)QY, sof(5)+&l(t)gb(~)=0, 
i.e., ir E Z,. Thus G I(R x (R\Z,)) has 0 as a regular value, and for a 
residual set A of x E R, G(x, .) has only simple zeros in R\Z,. 
Also if G = G, = G,, = 0 at (x, t), it follows that u(., l) = constant = <, 
f (0 = 0, go(t) = 0, gl(g) = 0, and for such l, G,(., <) & 0. Thus excluding a 
countable set DcIw, for x~[w\D and FEZ,, we have IG]+(G,l>O at 
(x, 5); so for x E A n ([w\D), G(x, .) has only simple zeros. 
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APPENDIX 
We discuss existence and smoothness of solutions of the problem 
u, = u,, +f(4 x, u, u,), o<x< 1 (P) 
with 
u=O or u.x = &Af, u) atx=O 
u=O or ux = s,(4 u) atx=l, 
for t, < t< t,, with u(t,, x)=4(x) on (0, 1). 
We choose one boundary condition at each end, and f, g,, g, are smooth 
(details below). 
First, working formally, change variables by u = Y(t, x, u), for smooth 
Yy: R3 -+ R with dY/& > 0 on the region of interest. Then v satisfies 
+~(lu,,-Y,+2Y.,,.u.,+(Y,,,.L.:) 
” 
on O<x< 1, and if 
m 
ul=gl(t, u)atx=j, v.x=+(-Y,r+gj(f, Y))atx=j. 
” 
Let us choose Y so 
Y(t,O, v)=u, Y,(G 0, 0) = g,(t, VI 
Y(t, 1, v)=u, WC 1, u) =g,(f, 0) 
(and set gj E 0 if the boundary condition at x =j is u = 0). Then the boun- 
dary conditions for o are 
v=O or v, = 0 atx=O 
u=O or v, = 0 atx=l, 
independent of t and v. 
Obviously, many choices of Y are possible, but for definiteness let 
K,(x) = x( 1 -x)” for large m > 1, 
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and 
Y(4 x, 0) = u + K(x) ‘!h(~, 0) - Ll(l -xl g,(t, u). 
For 06x61, O<K,(x)<l/m, so on any bounded set {lu]<B+l<co, 
t, 6 t < t, }, we may choose m so large that 
Iv-Y(4x,u)l61, )l-Y”(t,x,v)ld$ 
for t,<tbtl, IuldB+l, 06x<l. 
If u(t, x) solves the original problem (P) and has 
l4GX)l GB on [to, t,] x [IO, 11, then u( t, x) = Y( t, x, u( t, x)) 
where u solves (P) with Iu(t, x)1 <B+ 1 on [to, t,] x [0, 11. Conversely 
any such solution u of (P) gives a solution u of (P). 
We will apply results of [9] to (P), then translate these to give results 
about (P). Comparison with the discussion of Friedman [6, Chap. 7, 
Sect. 51 suggests we could weaken the smoothness conditions substantially. 
For the sake of definiteness-and also for the “manifold” interpretation 
below-we work in a Hilbert space X= L,(O, 1) with the basic sectorial 
operator A = 1 - d2/dx2 with domain 
D(A)={uEH’(O, 1)i 
u=Ooru’=Oatx=O 
u=Ooru’=Oatx=l 
appropriate to the boundary conditions of (P). In this case, the domains of 
the fractional powers X” = D(A”) (0 < c1 d 1, c1# a, tl #a) are known from 
work of Grisvard [7]: 
fora<a< 1, X” = (u E H2”(0, 1 )I u satisfies boundary 
conditions of (P) at 0, 1 } 
for+<cr<$ X” = {u E H’“(O, 1 )I u vanishes at the boundary 
points required by (P)} 
forO<cr<$, A-* = H2”( 0, 1). 
Or, more simply, X” is the H2”(0, 1)-closure of D(A). We work generally 
in X” with c( > $, since this means X” c C’[O, l] and the boundary con- 
ditions have a simple inerpretation. See Lions and Magenes [ 12, Vol. I, 
Chap. l] for details about the spaces H’(0, 1). 
Assume the following: for some integer s > 1, the derivatives of 
(t, U, p) t-+f(r, x, U, p) of order 6s are continuous in (t, x, U, p), and the 
derivatives of (t, u) t-+gg( t, U) and (8g,/&) (t, U) of order <s + 1 are con- 
tinuous (b = 0, 1). 
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THEOREM. Assume $ < r < 2, s > 1, and the above smoothness holds. 
Assume t, E R, 4 E H’(0, 1) such that 
d=O or 6’ = gotto, 4) atx=O 
f$=O or d’ =gl(tO, 4) atx= 1, 
choosing boundary conditions consistent with (P) above. Then there exist uni- 
que t, = t,(t,, d)E (to, +co] and u: [to, t,) x [0, l] -+ R such that u is a 
classical solution of (P) on (t,, t,) x [0, l] (i.e., u is C’ in t and C2 in x), 
u(t, .) + 4 in H’(0, 1) as t + t, + and either t, = +oo or t, < +oo but 
{u(t;)lt,<t<t,) is not boundedin C’[O, 11. 
Let X,,,(t) = { f$ E H’(0, 1 )I q5 = 0 or d’=gj(t,#) at x=j, (j=O, 1)} and 
M,,, = {(t, d)ld E X,,,(t)}, a c” submanifold of R x H’(0, 1). Then 
{k to> d)l(to, 4) E M,r,> to < t < t,(to, 4)) 
is an open set in R x M,,,, and if u( t, x; to, 4) is the solution indicated above 
(6 to, #I++ (4 44 .; to, 4)) EM,,, is a c” function on this open set, while 
fj~u(t;to,~)EH’(O,l)isC”evenast+to+. 
Proof Choose any T> 0 and B > sup, Gr S 1 1 #(x)1 and choose 
corresponding Y(t,x,v)asabovefor lv]<B+l,06x61, t,<t<t,+T. 
In this region, Y, Y,, ul,, ul,,, Y’,, Y,,, Yy,, are all c” functions of (t, x, v) 
with Yv, 3 t, so 
(t, 0, p)++F(t, x, 0, P) 
=&rc t,x, y, K+ Yu,p)+ Y’,,- Y,+2Yy,,p+ Y’,,p2) 
L 
has derivatives of order 6 s continuous on to 6 t < to + T, 0 < x < 1, I v 1 < 
B + 1, p E R. The corresponding composition map 
m, ti)++F(t, ., $(.I> $‘(.I) 
is also C-in fact, it is c” from the C’-topology on $ to the Co-topology 
on F(t, II/), and W(0, 1) c C’(0, l), C’(O, 1) c L,(O, 1). 
Let A = 1 - d2/dx2 (with the boundary conditions) be the sectorial 
operator-and positive self-adjoint operator in L,(O, l)-defined by the 
boundary conditions for (P). Then (P) may be rewritten 
v, + Au = v + F( t, v), to < t < min( t, , to + T). 
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According to [9, Theorem 3.3.31 there is a unique solution u(t; to, $) on 
t,< t < t’(t,, II/) for any initial value $ ED(A”‘) c W(0, 1) such that 
II $ II L, <B+l, and IIu(t;t,,+)IILXcB+l for to<t<t’. If t’<t,+Tthen 
either o(t; t,, $) + u* in D(A”*) as t -+ t’- with II v* II L, = B + 1, or 
II F(:(t, v(t; to, $))[I L1 is unbounded and (at least) 11 o(t; to, $)Ilcl is unboun- 
ded as t-t’-. In the interval of existence to < t < t’, (t, to, II/) H u( t; to, $) 
is a c” map [9, Theorem 3.4.61. Further (t, u)~F(;(t, u) is a least locally 
Lipschitz, so [9, Theorem 3.5.21 for any y < 1, t++u,(t; t,, II/)ED(A?) is 
continuous and (choosing a < y < 1, so D(AY) c C’[O, 11) v(t, x) E 
4~ to, ti)b) has 0, v.,, u,, u,, all continuous, and from the differential 
equation also u,, is continuous on to < t < t’, 0 < x d 1. Thus u is a classical 
solution of (P): 
0, = v.. + F(t, x, 0, o,), O<x<l 
u = 0 or u., = 0 at x = 0, u=Ooru.,=Oatx=l, 
on to < t < t’, II 44 .)II L, < B + 1, so u( t, x) = Y( t, x, u( t, x)) is a classical 
solution of (P). The initial value u(t,, .) = 4 = Y(ro, ., $) is in X,,,(t,) when 
$ED(A”‘), and in fact t,bt--+Y(to;, $) defines a c” “coordinate system” in 
X,,,(t,), showing that it is a c” manifold. These follow from 
LEMMA. Zf $ < r < 2, s 3 0, (t, x, U)H (a/at)’ (a/ax)’ (a/c%)” !P(t, x, u) are 
continuous for i + j + k d s + 2, j < 2, i < s, then 
(t, $5) I--t Y( t, .) c/q.)): R x H’(0, 1) + H’(0, 1) 
is a C” map. (Note that if Y,, > t, the inverse map has the same smoothness.) 
Proof: For 0 < p < 1, let J,(~)=CJAJh I~(~)-~(~)l*/Ix-~l’+~~ 
dx dy ) 1’2; an equivalent norm for W(0, 1) is II u /I Hp = II u II L2(o,1j + J,(U), 
and for H1+P(O, l), II ~11 HI+P = IldL2 + II~‘/ILz +J,(u’) Cl& Chap. 1, 
Theorem 10.21, and HP(O, 1) c C’[O, 11 when p > t. If g(t, x, a) and dg/ax, 
ag/av are continuous on R3, the map (t, U)Hg(t, ., u(.)): Rx Hp+‘(O, 1) + 
H”(0, 1) (0 < p < 1) is continuous. By the converse Taylor theorem [ 11, it is 
sufficient, when i<p<l, to prove (t, d)Ha:afj+l Y(t, ., d(.)), 
(a.,a;at Y)(t, ., #(.)) (j+ k = s) are continuous from R x H1+P(O, 1) to 
HP(O, l), which is true. 
Remark. Let Q be any subset of R2 on which (t, U) H ( g,( t, u), g,( t, u)) 
and appropriate derivatives are bounded; we may use a single coordinate 
system (single choice of Y) to study solutions u for which (t, u(t, x)) E Q for 
all t, x. Most of our work involves only a neighborhood of a given boun- 
ded solution or compact set, so a single coordinate system is sufficient. 
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COROLLARY. Let J; g,, g, be as in the theorem and asSume also 
I f(t, x, u, p)I < C(t, x, U) . (1 +p’), for some continuous C(t, x, u). Suppose 
U: [to, tl) x [0, l] + R is a maximally defined solution of (P) but t, < + co. 
Then II 46 3 Hl(o,l) is unbounded as t + tr . Therefore an a priori H’- 
bound ensures t, = + co. 
Proof Suppose t, < + cc but /I u(t, .)I1 H~co,,j is bounded on to 6 t d t, 
Then u(t, x) is bounded on [to, t,) x [0, 1 ] so we may use a single coor- 
dinate system (or change of variable) Y, and study the corresponding 
equation for u. Our hypothesis ensure that 1) u, - u,, 1) L,(O,l) is bounded on 
to < t < t,. But 1 - d2/dx2 (with the boundary conditions) is sectorial in 
L,(O, l)--call the operator A,-and it follows that u(., t) remains bounded 
in D(A”;) for any CI < 1, hence in W’~y(O, 1) for any q< cc [9, 
Theorem 1.6.11. Taking q = 4, we see II F( t, u(t, .))I1 L2(o,,) is bounded as 
t-+t,, or II 0, - u,, II L2(o,1) is bounded, with implies (( u(., ?)I[ c~ and 
(( u(., t)ll ct are bounded, a contradiction. 
For our applications in Section 3, we note that the hypotheses of Sec- 
tion 3 are a bit stronger than the assumptions of the theorem above with 
s=2. We have twu(t;)EH’(O, 1) a C2 map so ufl, u,.,, z4, ,..., 24 are all 
continuous functions of (t, x), so also Us,, is continuous. This is enough for 
all the smoothness claims of Section 3. 
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