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Abstract
In this work, we study the large deviation properties of random walk in a
random environment on Zd with d ≥ 1.
We start with the quenched case, take the point of view of the particle, and
prove the large deviation principle (LDP) for the pair empirical measure of the en-
vironment Markov chain. By an appropriate contraction, we deduce the quenched
LDP for the mean velocity of the particle and obtain a variational formula for the
corresponding rate function Iq. We propose an Ansatz for the minimizer of this
formula. This Ansatz is easily verified when d = 1.
In his 2003 paper, Varadhan proves the averaged LDP for the mean velocity
and gives a variational formula for the corresponding rate function Ia. Under the
non-nestling assumption (resp. Kalikow’s condition), we show that Ia is strictly
convex and analytic on a non-empty open set A, and that the true velocity ξo is an
element (resp. in the closure) of A. We then identify the minimizer of Varadhan’s
variational formula at any ξ ∈ A.
For walks in high dimension, we believe that Ia and Iq agree on a set with
non-empty interior. We prove this for space-time walks when the dimension is at
least 3 + 1. In the latter case, we show that the cheapest way to condition the
asymptotic mean velocity of the particle to be equal to any ξ close to ξo is to tilt
the transition kernel of the environment Markov chain via a Doob h-transform.
iv
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Introduction
The random motion of a particle on Zd can be modelled by a discrete time
Markov chain. Write π(x, x+ z) for the transition probability from x to x+ z for
each x, z ∈ Zd, and refer to ωx := (π(x, x+ z))z∈Zd as the “environment” at x. If
the environment ω := (ωx)x∈Zd is sampled from a probability space (Ω,B,P), then
the particle is said to perform “random walk in a random environment” (RWRE).
Here, B is the Borel σ-algebra corresponding to the product topology.
For each z ∈ Zd, define the shift Tz on Ω by (Tzω)x = ωx+z, and assume that
P is stationary and ergodic under (Tz)z∈Zd. Further assume that the step sizes are
bounded by a constant B, i.e., for any z = (z1, . . . , zd) ∈ Zd, π(0, z) = 0 P-a.s.
unless 0 < |z1|+ · · ·+ |zd| ≤ B. Denote the set of allowed steps of the walk by
R := {(z1, . . . , zd) ∈ Z
d : 0 < |z1|+ · · ·+ |zd| ≤ B}.
The walk is said to be nearest-neighbor when B = 1, and the set of allowed steps
is then
U := {(z1, . . . , zd) ∈ Z
d : |z1|+ · · ·+ |zd| = 1}.
For any x ∈ Zd and ω ∈ Ω, the Markov chain with transition probabilities
given by ω induces a probability measure P ωx on the space of paths starting at x.
Statements about P ωx that hold for P-a.e. ω are referred to as “quenched”. State-
ments about the semi-direct product Px := P× P ωx are referred to as “averaged”.
Expectations under P, P ωx and Px are denoted by E, E
ω
x and Ex, respectively.
Because of the extra layer of randomness in the model, the standard questions
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of recurrence vs. transience, the law of large numbers (LLN), the central limit
theorem (CLT) and the large deviation principle (LDP) — which have well known
answers for classical random walk — become subtle. However, it is possible by
taking the “point of view of the particle” to treat the two layers of randomness
as one: If we denote the random path of the particle by X := (Xn)n≥0, then
(TXnω)n≥0 is a Markov chain (referred to as “the environment Markov chain”) on
Ω with transition kernel π given by
π(ω, ω′) :=
∑
z:Tzω=ω′
π(0, z).
This is a standard approach in the study of random media. See for example [4],
[10], [12], [13] or [14].
Instead of viewing the environment Markov chain as an auxiliary construction,
one can introduce it first and then deduce the particle dynamics from it:
Definition 1. A function πˆ(·, ·) : Ω × R → R+ is said to be an “environment
kernel” if πˆ(·, z) is B-measurable for each z ∈ R and if
∑
z∈R πˆ(·, z) = 1, P-a.s.
It can be viewed as a transition kernel on Ω by the following identification:
πˆ(ω, ω′) :=
∑
z:Tzω=ω′
πˆ(ω, z).
Given x ∈ Zd, ω ∈ Ω and any environment kernel πˆ, the probability measure
P πˆ,ωx on the space of particle paths (Xn)n≥0 starting at x is defined by setting
P πˆ,ωx (Xo = x) = 1 and P
πˆ,ω
x (Xn+1 = y + z |Xn = y ) = πˆ(Tyω, z) for all n ≥ 0,
y ∈ Zd and z ∈ R. Expectations under P πˆ,ωx and P
πˆ
x := P × P
πˆ,ω
x are denoted by
Eπˆ,ωx and E
πˆ
x , respectively.
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See [23] or [29] for a survey of results on RWRE. We study the large deviation
properties of this model. Our results are taken from [26], [27] and [28].
Recall that a sequence (Qn)n≥1 of probability measures on a topological space
satisfies the LDP with rate function I if:
I is non-negative, lower semicontinuous, and for any measurable set G,
− inf
x∈Go
I(x) ≤ lim inf
n→∞
1
n
logQn(G) ≤ lim sup
n→∞
1
n
logQn(G) ≤ − inf
x∈G¯
I(x).
Here, Go denotes the interior of G, and G¯ its closure. See [5] for general back-
ground and definitions regarding large deviations.
3
Chapter 1
Statement of results
1.1 Quenched large deviations
1.1.1 Previous results
In the case of nearest-neighbor RWRE on Z, Greven and den Hollander [8] assume
that P is a product measure, and prove
Theorem 2 (Quenched LDP). For P-a.e. ω,
(
P ωo
(
Xn
n
∈ ·
))
n≥1
satisfies the LDP
with a deterministic and convex rate function Iq.
They provide a formula for Iq and show that its graph typically has flat pieces.
Their proof makes use of an auxiliary branching process formed by the excursions
of the walk. By a completely different technique, Comets, Gantert and Zeitouni [3]
extend the results in [8] to stationary and ergodic environments. Their argument
involves first proving a quenched LDP for the passage times of the walk by an
application of the Ga¨rtner-Ellis theorem, and then inverting this to get the desired
LDP for the mean velocity.
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For d ≥ 2, the first result on quenched large deviations is given by Zerner [30].
He uses a subadditivity argument for certain passage times to prove Theorem 2
in the case of “nestling” walks in product environments.
Definition 3. The nestling property is said to hold if the convex hull of the support
of the law of
∑
z∈R π(0, z)z contains the origin. Otherwise, the walk is referred to
as non-nestling.
By a more direct use of the subadditive ergodic theorem, Varadhan [25] drops
the nestling assumption and generalizes Theorem 2 to stationary and ergodic
environments. The drawback of these approaches is that they don’t lead to any
formula for the rate function.
In his Ph.D. thesis, Rosenbluth [19] takes the point of view of the particle
and gives an alternative proof of Theorem 2 in the case of stationary and ergodic
environments. He provides a variational formula for the rate function Iq. Our
results concerning quenched large deviations build on his approach.
1.1.2 Our results
For any measurable space (Y,F), write M1(Y,F) (or simply M1(Y ) whenever no
confusion occurs) to denote the space of probability measures on (Y,F). Consider
random walkX = (Xn)n≥0 on Z
d in a stationary and ergodic random environment,
and focus on
νn,X :=
1
n
n−1∑
k=0
1ITXkω,Xk+1−Xk
which is a random element of M1(Ω ×R). The map (ω, z) 7→ (ω, Tzω) allows us
to imbed M1(Ω×R) into M1(Ω×Ω), and we therefore refer to νn,X as “the pair
empirical measure of the environment Markov chain”.
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Given any µ ∈ M1(Ω×R), introduce the probability measures (µ)1 and (µ)2
on Ω by setting
d(µ)1(ω) :=
∑
z∈R
dµ(ω, z) and d(µ)2(ω) :=
∑
z∈R
dµ(T−zω, z).
In words, (µ)1 and (µ)2 are the marginals of µ when µ is seen as an element of
M1(Ω× Ω). With this notation, define
M≪1,s(Ω×R)
:=
{
µ ∈M1(Ω×R) : (µ)
1 = (µ)2 ≪ P,
dµ(ω, z)
d(µ)1(ω)
> 0 P-a.s. for each z ∈ U
}
.
Our main result is the following theorem whose proof constitutes Section 2.1.
Theorem 4. If there exists α > 0 such that
∫
| log π(0, z)|d+α dP <∞ (1.1)
for each z ∈ R, then P-a.s. (P ωo (νn,X ∈ · ))n≥1 satisfies the LDP. The rate function
I
∗∗
q is the double Fenchel-Legendre transform of Iq :M1(Ω×R)→ R
+ given by
Iq(µ) =


∫
Ω
∑
z∈R dµ(ω, z) log
dµ(ω,z)
d(µ)1(ω)π(0,z)
if µ ∈ M≪1,s(Ω×R),
∞ otherwise.
(1.2)
Remark 5. Iq is convex but may not be lower semicontinuous, therefore I
∗∗
q is
not a-priori equal to Iq.
We start Section 2.2 by deducing the quenched LDP for the mean velocity of
6
the particle by an application of the contraction principle. For any ξ ∈ Rd, define
Aξ := {µ ∈M1(Ω×R) : ξµ = ξ} where (1.3)
ξµ :=
∫ ∑
z∈R
dµ(ω, z)z for any µ ∈M1(Ω×R). (1.4)
The corollary below follows immediately from Theorem 4 and reproduces the
central result of [19]. It is the most general version of Theorem 2 in the RWRE
literature.
Corollary 6. Under the assumption that there exists α > 0 such that (1.1) holds
for each z ∈ R, (P ωo (
Xn
n
∈ · ))n≥1 satisfies the LDP for P-a.e. ω. The rate function
Iq is given by
Iq(ξ) = inf
µ∈Aξ
I
∗∗
q (µ) (1.5)
= inf
µ∈Aξ
Iq(µ) (1.6)
where Iq and Aξ are defined in (1.2) and (1.3), respectively. Iq is convex.
One would like to get a more explicit expression for the rate function Iq. This is
not an easy task in general. M1(Ω×R) is compact (when equipped with the weak
topology), Aξ is closed and I
∗∗
q is lower semicontinuous, therefore the infimum in
(1.5) is attained. However, due to the possible lack of lower semicontinuity of
Iq, the infimum in (1.6) may not be attained. Below, we propose an Ansatz and
show that whenever an element of Aξ fits this Ansatz, it is the unique minimizer
of (1.6). Let us start by defining a class of functions.
Definition 7. A measurable function F : Ω ×R → R is said to be in class K if
it satisfies the following conditions:
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Moment. For each z ∈ R, F (·, z) ∈
⋃
α>0 L
d+α(P).
Mean zero. For each z ∈ R, E [F (·, z)] = 0.
Closed loop. For P-a.e. ω, and any (xk)
n
k=0 with x0 = xn and xk+1 − xk ∈ R,
n−1∑
k=0
F (Txkω, xk+1 − xk) = 0.
The following lemma provides the aforementioned Ansatz for the unique minimizer
of (1.6). Its proof concludes Section 2.2.
Lemma 8. For any ξ ∈ Rd, if there exists µξ ∈ Aξ ∩M
≪
1,s(Ω×R) such that
dµξ(ω, z) = d(µξ)
1(ω)π(0, z)e〈θ,z〉+F (ω,z)+r
for some θ ∈ Rd, F ∈ K and r ∈ R, then µξ is the unique minimizer of (1.6).
In Section 2.3, we verify the above Ansatz in the case of nearest-neighbor
RWRE on Z.
Theorem 9. Assume that d = 1, the walk is nearest-neighbor, and
∫
| log π(0,±1)|1+αdP <∞ (1.7)
for some α > 0. Then, there exist ξc, ξ
′
c ∈ R with −1 < ξ
′
c ≤ 0 ≤ ξc < 1 such
that there is a µξ ∈ M1(Ω × U) that fits the Ansatz given in Lemma 8 whenever
ξ ∈ (−1, ξ′c) ∪ (ξc, 1).
Remark 10. In the proof of Theorem 9, we construct the unique minimizer µξ.
Plugging it in (1.2) gives an explicit expression for (1.6) when ξ ∈ (−1, ξ′c)∪(ξc, 1).
Our formula agrees with the one provided in [3].
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Remark 11. Theorem 9 generalizes to the case where the steps are bounded but
not necessarily nearest-neighbor. The idea of the proof is the same. We chose to
focus on nearest-neighbor walks in order to keep the arguments short.
In general, whenever one takes the point of view of a particle performing
RWRE, the main tool for proving limit theorems is
Lemma 12 (Kozlov [12]). If an environment kernel πˆ satisfies πˆ(·, z) > 0 P-a.s.
for each z ∈ U , and if there exists a πˆ-invariant probability measure Q≪ P, then
the following hold:
(a) The measures P and Q are in fact mutually absolutely continuous.
(b) The environment Markov chain with transition kernel πˆ and initial distri-
bution Q is stationary and ergodic.
(c) Q is the unique πˆ-invariant probability measure on Ω that is absolutely con-
tinuous relative to P.
(d) The following LLN is satisfied:
P πˆo
(
lim
n→∞
Xn
n
=
∫ ∑
z∈R
πˆ(ω, z)z dQ
)
= 1.
Let us for every y ∈ Z define the passage times
ty := inf{k ≥ 0 : Xk ≥ y} and t
′
y := inf{k ≥ 0 : Xk ≤ y}. (1.8)
When d = 1, if the walk is ballistic (i.e., if Eπˆo [t1] or E
πˆ
o [t
′
−1] is finite) and nearest-
neighbor, [1] shows the existence of a πˆ-invariant probability measure Q≪ P and
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provides a formula for its density. We use this in our proof of Theorem 9. The
last result of Section 2.3 constructs the invariant measure in the case of ballistic
RWRE with bounded steps on Z.
Theorem 13. In the case of RWRE with bounded steps on Z, if the environment
kernel πˆ satisfies πˆ(·, 1) > 0 P-a.s. and if Eπˆo [t1] <∞, then the following hold:
(a) φ(ω) := limx→−∞E
πˆ,ω
x [
∑∞
k=0 1IXk=0] > 0 exists for P-a.e. ω.
(b) φ ∈ L1(P).
(c) The measure Q defined by dQ(ω) =
(
1/‖φ‖L1(P)
)
φ(ω)dP(ω) is πˆ-invariant.
Remark 14. If Eπˆo [t
′
−1] <∞, then take x→∞ instead of x→ −∞ in (a).
Remark 15. Bre´mont [2] also shows the existence of a πˆ-invariant probability
measure Q≪ P in the case of ballistic RWRE with bounded steps on Z. However,
his argument is not elementary, assumes a stronger ellipticity condition, and does
not provide a formula for the density. Rassoul-Agha [15] takes an approach similar
to ours, but resorts to Cesa`ro means and weak limits instead of showing the almost
sure convergence in part (a) of Theorem 13, and assumes that Kalikow’s condition
(see (A3) in Section 1.2) holds. For the related model of “random walk on a strip”,
Roitershtein [18] shows the existence of the ergodic invariant measure. It is easy
to see that the natural analog of our formula works in that setting.
1.2 Averaged large deviations
1.2.1 Previous results
In their aforementioned paper concerning nearest-neighbor RWRE on Z, Comets
et al. [3] prove also the following
10
Theorem 16 (Averaged LDP).
(
Po
(
Xn
n
∈ ·
))
n≥1
satisfies the LDP with a convex
rate function Ia.
They establish this result for a class of environments including the i.i.d. case, and
obtain the following variational formula for Ia:
Ia(ξ) = inf
Q
{
IQq (ξ) + |ξ|h (Q |P)
}
. (1.9)
Here, the infimum is over all stationary and ergodic probability measures on Ω,
IQq (·) denotes the rate function for the quenched LDP when the environment
measure is Q, and h (· |·) is specific relative entropy. Similar to the quenched
picture, the graph of Ia is shown to typically have flat pieces. Note that the
regularity properties of Ia are not studied in [3].
Varadhan [25] considers RWRE with bounded steps on Zd, assumes that P is
a product measure, and proves Theorem 16 for any d ≥ 1. He gives yet another
variational formula for Ia. Below, we focus on the nearest-neighbor case and
introduce some notation in order to write down this formula.
An infinite path (xi)i≤0 with nearest-neighbor steps xi+1 − xi is said to be in
W tr∞ if xo = 0 and limi→−∞ |xi| = ∞. For any w ∈ W
tr
∞, let no be the number of
times w visits the origin, excluding the last visit. By the transience assumption,
no is finite. For any z ∈ U , let no,z be the number of times w jumps to z after a
visit to the origin. Clearly,
∑
z∈U no,z = no. If the averaged walk starts from time
−∞ and its path (Xi)i≤0 up to the present is conditioned to be equal to w, then
the probability of the next step being equal to z is
q(w, z) :=
E
[
π(0, z)
∏
z′∈U π(0, z
′)no,z′
]
E
[∏
z′∈U π(0, z
′)no,z′
] (1.10)
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by Bayes’ rule. The probability measure that the averaged walk induces on
(Xn)n≥0 conditioned on {(Xi)i≤0 = w} is denoted by Q
w. As usual, Ew stands
for expectation under Qw.
Consider the map T ∗ : W tr∞ → W
tr
∞ that takes (xi)i≤0 to (xi − x−1)i≤−1. Let
I be the set of probability measures on W tr∞ that are invariant under T
∗, and E
be the set of extremal points of I. Each µ ∈ I (resp. µ ∈ E) corresponds to a
transient process with stationary (resp. stationary and ergodic) increments and
induces a probability measure Qµ on particle paths (Xi)−∞<i<∞. The associated
“mean drift” is m(µ) :=
∫
(xo − x−1) dµ = Qµ(X1 −Xo). Define
Qwµ (·) := Qµ( ·
∣∣(Xi)i≤0 = w ) and qµ(w, z) := Qwµ (X1 = z)
for any w ∈ W tr∞ and z ∈ U . Expectations under Qµ and Q
w
µ are denoted by Eµ
and Ewµ , respectively.
With this notation,
Ia(ξ) = inf
µ∈E
m(µ)=ξ
Ia(µ) (1.11)
for every ξ 6= 0, where
Ia(µ) :=
∫
W tr∞
[∑
z∈U
qµ(w, z) log
qµ(w, z)
q(w, z)
]
dµ(w). (1.12)
Aside from showing that Ia is convex, Varadhan analyzes the set
N :=
{
ξ ∈ Rd : Ia(ξ) = 0
}
where the rate function Ia vanishes. For non-nestling walks (recall Definition 3),
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N consists of a single point ξo which is the LLN velocity. In the case of nestling
walks, N is a line segment through the origin that can extend in one or both
directions.
Rassoul-Agha [16] generalizes Varadhan’s result to a class of mixing environ-
ments, and also to some other models of random walk on Zd.
1.2.2 Our results
We make the following assumptions:
(A1) P is a product measure and the walk is nearest-neighbor.
(A2) There exists a constant c1 > 0 such that P (π(0, z) ≥ c1) = 1 for each z ∈ U .
This is known as “uniform ellipticity”.
(A3) Kalikow’s condition relative to a unit vector uˆ ∈ Rd is satisfied. Namely,
inf
G
inf
x∈G
E
[
Eωo
[∑tG
k=0 1IXk=x
]∑
z∈U π(x, x+ z)〈z, uˆ〉
]
Eo
[∑tG
k=0 1IXk=x
] > 0.
Here, the first infimum is over all connected strict subsets of Zd that contain
the origin, and tG is the first time the walk exits G.
Remark 17. Assumption (A3) is first formulated in [9]. It is the weakest known
condition that implies transience. However, it is not easy to verify since it involves
both the walk and the environment. In the case of non-nestling walks, uˆ can be
chosen such that
P
(∑
z∈U
π(0, z)〈z, uˆ〉 ≥ c2
)
= 1
for some constant c2 > 0, and (A3) is clearly satisfied.
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Our approach is based on a renewal structure which is first introduced in [24].
Here is a brief description: Take the unit vector uˆ ∈ Rd appearing in (A3). Let
D := inf {k ≥ 0 : 〈Xk, uˆ〉 < 〈Xo, uˆ〉} .
Recursively define a sequence (τm)m≥1 of random times, which will be referred to
as “regeneration times”, by
τ1 := inf {j > 0 : 〈Xi, uˆ〉 < 〈Xj, uˆ〉 ≤ 〈Xk, uˆ〉 for all i, k with i < j < k} ,
τm+1 := inf {j > τm : 〈Xi, uˆ〉 < 〈Xj, uˆ〉 ≤ 〈Xk, uˆ〉 for all i, k with i < j < k} .
Denote the steps Xi−Xi−1 of the walk by Zi. Then,
(
Zτm+1, . . . , Zτm+1
)
m≥1
is an
i.i.d. sequence under Po, and
Po ((Zτ1+1, . . . , Zτ2) ∈ · ) = Po ((Z1, . . . , Zτ1) ∈ · | D =∞) .
Sznitman and Zerner [24] use these facts to show that the LLN holds with limiting
velocity
ξo =
Eo [Xτ1 |D =∞]
Eo [τ1|D =∞]
6= 0. (1.13)
Since (A1) and (A2) are sufficient for the validity of Theorem 16,
Λa(θ) := lim
n→∞
1
n
logEo
[
e〈θ,Xn〉
]
= sup
ξ∈Rd
{〈θ, ξ〉 − Ia(ξ)} (1.14)
by Varadhan’s lemma (see [5]). We start Section 3.1 by obtaining a series of
intermediate results including
Lemma 18. Λa is strictly convex and analytic on a non-empty open set C.
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(a) If the walk is non-nestling, C =
{
θ ∈ Rd : |θ| < c3
}
for some c3 > 0.
(b) If the walk is nestling, C =
{
θ ∈ Rd : |θ| < c4 ,Λa(θ) > 0
}
for some c4 > 0.
We then use the convex duality in (1.14) to establish
Theorem 19. Ia is strictly convex and analytic on the non-empty open set
A := {∇Λa(θ) : θ ∈ C}.
(a) If the walk is non-nestling, then ξo ∈ A.
(b) If the walk is nestling, then ξo ∈ ∂A. For d ≥ 2, ∂A is smooth at ξo. The
unit vector ηo normal to ∂A (and pointing in A) at ξo satisfies 〈ηo, ξo〉 > 0.
In Section 3.2, we identify the unique minimizer in (1.11) for ξ ∈ A. The
natural interpretation is that this minimizer gives the distribution of the RWRE
path under Po when the particle is conditioned to escape to infinity with mean
velocity ξ. Here is our candidate:
Definition 20. For every ξ ∈ A, define a measure µ¯∞ξ on U
N in the following
way: There exists a unique θ ∈ C satisfying ξ = ∇Λa(θ). For every K ∈ N, take
any bounded function f : UN → R such that f((zi)i≥1) is independent of (zi)i>K.
∫
fdµ¯∞ξ :=
Eo
[∑τ1−1
j=0 f((Zj+i)i≥1) e
〈θ,XτK 〉−Λa(θ)τK
∣∣∣ D =∞]
Eo
[
τ1 e〈θ,Xτ1 〉−Λa(θ)τ1
∣∣ D =∞] . (1.15)
Theorem 21. For every ξ ∈ A, the measure µ∞ξ on
(
Zd
)N
induced by µ¯∞ξ via the
map (z1, z2, . . .) 7→ (z1, z1 + z2, . . .) is the unique minimizer of (1.11).
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1.3 Quenched vs. averaged
1.3.1 Previous results and a conjecture
Consider nearest-neighbor RWRE on Zd. Assume that the environment is i.i.d.
and uniformly elliptic. Then, the quenched and averaged LDPs hold with rate
functions Iq and Ia, respectively. Clearly,
D :=
{
(ξ1, . . . , ξd) ∈ R
d : |ξ1|+ · · ·+ |ξd| ≤ 1
}
=
{
ξ ∈ Rd : Iq(ξ) <∞
}
. (1.16)
For any ξ ∈ D, it follows from Jensen’s inequality that Ia(ξ) ≤ Iq(ξ).
Take any ξ = (ξ1, . . . , ξd) ∈ Rd with |ξ1| + · · ·+ |ξd| = 1, and assume WLOG
that ξj ≥ 0 for all j = 1, . . . , d. Denote the canonical basis of Zd by (e1, . . . , ed).
The paths constituting the event
{
Xn
n
= ξ
}
do not visit the same point more than
once, and it is not hard to see that
Ia(ξ) =
d∑
j=1
ξj log
ξj
E [π(0, ej)]
and Iq(ξ) = E
[
d∑
j=1
ξj log
ξj
π(0, ej)
]
.
Again by Jensen’s inequality, Ia(ξ) < Iq(ξ) as long as the environment is not
deterministic. Since the rate functions are convex and thus continuous on D, we
conclude that Ia(·) < Iq(·) on the boundary and at some interior points of D.
In the case of nearest-neighbor RWRE on Z, recall that (1.9) connects the
rate functions Ia and Iq. When P is a product measure, Comets et al. [3] use this
formula to show that Ia(ξ) = Iq(ξ) if and only if ξ = 0 or Ia(ξ) = 0.
When d ≥ 2, Varadhan [25] proves that the statements Ia(0) = Iq(0) and
{ξ : Ia(ξ) = 0} = {ξ : Iq(ξ) = 0} continue to hold. It is not known whether these
are the only points where the two rate functions are equal. Here is our
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Conjecture 22. For walks in high dimension, Ia and Iq agree on a set with non-
empty interior.
1.3.2 Our results in the space-time case
In the definition of RWRE, the environment ω is sampled from (Ω,B,P) and kept
fixed throughout the walk. In other words, if the particle visits a point multiple
times, it sees the same environment there at every visit. Thus, the walk under
the averaged measure Po has a long-term memory which makes the model hard
to analyze.
In Chapter 4, we consider a simpler model referred to as “space-time RWRE”
where we assume that the transition probabilities at distinct points are i.i.d. and
are freshly sampled at each time step. To explicitly indicate the time dependence,
write ωn,x := (πn,n+1(x, x+ z))z∈Zd for the environment at x at time n. The
environment is i.i.d. in space as well as in time, i.e., ω := (ωn,x)n∈Z,x∈Zd is an i.i.d.
collection.
Apart from B, define the “past” and “future” σ-algebras B−n and B
+
n on Ω
which for every n ∈ Z are respectively generated by
(
ωm,x : x ∈ Z
d, m ≤ n
)
and(
ωm,x : x ∈ Zd, m ≥ n
)
.
Note that if (Xn)n≥0 denotes the space-time RWRE path on Z
d, then (n,Xn)n≥0
can be viewed as the trajectory of a particle performing RWRE on Zd+1 such that
the first component of the position of the particle at time n is always equal to n.
With this picture in mind, the quenched and averaged measures on paths starting
at x at time k are denoted by P ωk,x and Pk,x, respectively. Similarly, write E
ω
k,x
and Ek,x for the corresponding expectations.
To keep the arguments short, assume that the walk (Xn)n≥0 is nearest-neighbor.
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Plus, impose a uniform ellipticity condition which now means there exists a con-
stant c1 > 0 such that P(π0,1(0, z) ≥ c1) = 1 for each z ∈ U .
Define the space-time shifts (Tm,y)m∈Z,y∈Zd on Ω by (Tm,yω)n,x = ωn+m,x+y.
With this notation, the transition kernel π of the environment Markov chain
(Tn,Xnω)n≥0 satisfies π(ω, T1,zω) = π0,1(0, z) for every ω ∈ Ω and z ∈ U .
The marginal of Po,o on paths is classical random walk with transition vector
(q(z))z∈U given by q(z) = E[π0,1(0, z)] for every z ∈ U . Therefore, the LLN for
the mean velocity is valid, and the limiting velocity vector ξo is
∑
z∈U q(z)z. The
averaged LDP for the mean velocity is simply Crame´r’s theorem (see [5]) and the
rate function Ic is the convex conjugate of the logarithmic moment generating
function Λc : R
d → R given by
Λc(θ) = log
(∑
z∈U
q(z)e〈θ,z〉
)
. (1.17)
Even though we can think of (n,Xn)n≥0 as RWRE on Z
d+1, the results of
[19] and [25] on quenched large deviations are not directly applicable since our
environment is not elliptic in the “time” direction. However, one expects that
modifications of these arguments should work. Instead of taking this route, we
develop an alternative technique in Section 4.1 and prove Conjecture 22 in the
space-time case:
Theorem 23. If d ≥ 3, then there exists η > 0 such that the quenched LDP
for the mean velocity holds in the η-neighborhood of ξo, and the rate function is
identically equal to the rate function Ic of the averaged LDP in this neighborhood.
Remark 24. This theorem is similar in flavor to the results in [7], [21], and [31]
on the related model of random walk with a random potential.
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Having established the equality of the rate functions in a neighborhood of the
true velocity ξo, we move on to another large deviation property of space-time
RWRE. Note that the random measures
ν¯∞n,X :=
1
n
n−1∑
j=0
1ITj,Xjω,(Zj+i)i≥1 and ν
∞
n,X :=
1
n
n−1∑
j=0
1I(Tj+i,Xj+iω)i≥0
can be naturally identified. (Here, Zi = Xi − Xi−1 are the steps of the walk.)
Therefore, ν¯∞n,X is referred to as “the empirical process of the environment Markov
chain”. Recall (1.16). Given ξ ∈ Do, consider the event defined by the particle
having mean velocity ξ after a large time n. If ξ 6= ξo, this is a rare event and
the exponential rate of decay in n of its Po,o-probability is given by Ic(ξ) > 0.
Conditioned on this event, we show that ν∞n,X under Po,o converges to a stationary
process uniquely determined by ξ. In order to rigorously formulate this result, we
first give a
Definition 25. For every ξ ∈ Do, define a measure µ¯∞ξ on Ω×U
N in the following
way: There exists a unique θ ∈ Rd satisfying ξ = ∇Λc(θ). For every N,M and
K ∈ N, take any bounded function f : Ω × UN → R such that f(·, (zi)i≥1) is
independent of (zi)i>K and B
+
−N ∩ B
−
M -measurable for each (zi)i≥1.
∫
fdµ¯∞ξ := Eo,o
[
e〈θ,XN+M+K+1〉−(N+M+K+1)Λc(θ)f(TN,XNω, (ZN+i)i≥1)
]
. (1.18)
Remark 26. Recall the terminology introduced in Section 1.2. The walk (n,Xn)n≥0
on Zd+1 is clearly non-nestling in the “time” direction, and the regeneration times
satisfy τm = m. Therefore, Definition 25 is nothing but the space-time version of
Definition 20, except that the test functions here depend also on the environment.
19
We start Section 4.2 by showing that µ¯∞ξ is well defined, and that it naturally
induces a stationary process µ∞ξ with values in Ω. The theorem below says that
ν∞n,X converges to µ
∞
ξ under Po,o when the particle is conditioned to have mean
velocity ξ. It is the first main result of Section 4.2.
Theorem 27. For every ξ ∈ Do, N,M,K ∈ N, f as in Definition 25, and ǫ > 0,
lim sup
δ→0
lim sup
n→∞
1
n
logPo,o
( ∣∣∣∣
∫
fdν¯∞n,X −
∫
fdµ¯∞ξ
∣∣∣∣ > ǫ
∣∣∣∣ |Xnn − ξ| ≤ δ
)
< 0.
Remark 28. Note that Theorem 21 for RWRE and Theorem 27 for space-time
RWRE have very similar interpretations. In fact, as we will see in Section 3.2,
the proof of Theorem 21 relies on the RWRE analog of Theorem 27.
One can ask what ν∞n,X converges to under P
ω
o,o when the particle is conditioned
to have mean velocity ξ. Whenever the quenched LDP for the mean velocity
holds in a neighborhood of ξ with rate Ic(ξ) at ξ — in particular when d ≥ 3 and
|ξ − ξo| < η — the answer is again µ∞ξ , as one expects.
Theorem 29. Assume that the quenched LDP for the mean velocity holds in a
neighborhood of ξ with rate Ic(ξ) at ξ. Then, for P-a.e. ω, and every N,M,K ∈ N,
f as in Definition 25, and ǫ > 0,
lim sup
δ→0
lim sup
n→∞
1
n
logP ωo,o
( ∣∣∣∣
∫
fdν¯∞n,X −
∫
fdµ¯∞ξ
∣∣∣∣ > ǫ
∣∣∣∣ |Xnn − ξ| ≤ δ
)
< 0.
The formula for µ¯∞ξ given in Definition 25 is not very explicit. We conclude
Section 4.2 by showing that µ∞ξ actually has a simple and elegant structure for
d ≥ 3 and |ξ − ξo| < η.
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Theorem 30. For d ≥ 3 and |ξ − ξo| < η with η as in Theorem 23, let θ ∈ Rd be
the unique solution of ξ = ∇Λc(θ). There exists a B
+
o -measurable function u
θ > 0
that satisfies
∫
uθdP = 1 and P-a.s.
uθ(ω) =
∑
z∈U
π(ω, T1,zω)e
〈θ,z〉−Λc(θ)uθ(T1,zω).
Define a new kernel
πθ(ω, T1,zω) := π(ω, T1,zω)
uθ(T1,zω)
uθ(ω)
e〈θ,z〉−Λc(θ)
on Ω via Doob h-transform. µ∞ξ is the unique stationary Markov process with
transition kernel πθ and whose marginal is absolutely continuous relative to P on
every B+n .
In other words, when the particle is conditioned to have mean velocity ξ, the
environment Markov chain chooses to switch from its original kernel π to a new
kernel πθ. The most economical tilt is given by a Doob h-transform.
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Chapter 2
Quenched large deviations for
RWRE
2.1 LDP for the pair empirical measure
As mentioned in Section 1.1, Rosenbluth [19] takes the point of view of a particle
performing RWRE and proves the quenched LDP for the mean velocity. In this
section, we generalize his argument and prove Theorem 4.
The strategy is to first show the existence of the logarithmic moment generat-
ing function Λq : Cb(Ω×R)→ R given by
Λq(f) = lim
n→∞
1
n
logEωo
[
en〈f,νn,X 〉
]
= lim
n→∞
1
n
logEωo
[
exp
(
n−1∑
k=0
f(TXkω,Xk+1 −Xk)
)]
(2.1)
where Cb denotes the space of bounded continuous functions.
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Theorem 31. Assume there exists α > 0 such that (1.1) holds for each z ∈ R.
Then, the following hold:
Lower bound. For P-a.e. ω,
lim inf
n→∞
1
n
logEωo
[
exp
(
n−1∑
k=0
f(TXkω,Xk+1 −Xk)
)]
≥ sup
µ∈M≪1,s(Ω×R)
∫ ∑
z∈R
dµ(ω, z)
(
f(ω, z)− log
dµ(ω, z)
d(µ)1(ω)π(0, z)
)
=: Γ(f).
Upper bound. For P-a.e. ω,
lim sup
n→∞
1
n
logEωo
[
exp
(
n−1∑
k=0
f(TXkω,Xk+1 −Xk)
)]
≤ inf
F∈K
ess sup
ω
log
∑
z∈R
π(0, z)ef(ω,z)+F (ω,z) =: Λq(f).
Equivalence of the bounds. For every ǫ > 0, there exists Fǫ ∈ K such that
ess sup
ω
log
∑
z∈R
π(0, z)ef(ω,z)+Fǫ(ω,z) ≤ Γ(f) + ǫ.
Thus, Λq(f) ≤ Γ(f). In other words, the limit in (2.1) exists.
Subsection 2.1.1 is devoted to the proof of Theorem 31. After that, proving
Theorem 4 is easy: the LDP lower bound follows from a standard change of
measure argument and the LDP upper bound is obtained by an application of the
Ga¨rtner-Ellis theorem. These arguments are given in Subsection 2.1.2.
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2.1.1 Logarithmic moment generating function
Lower bound
This is a standard change of measure argument. For any environment kernel πˆ as
in Definition 1,
Eωo
[
exp
(
n−1∑
k=0
f(TXkω,Xk+1 −Xk)
)]
= Eπˆ,ωo
[
exp
(
n−1∑
k=0
f(TXkω,Xk+1 −Xk)
)
dP ωo
dP πˆ,ωo
]
= Eπˆ,ωo
[
exp
(
n−1∑
k=0
f(TXkω,Xk+1 −Xk)− log
πˆ(TXkω,Xk+1 −Xk)
π(Xk, Xk+1)
)]
.
If πˆ(·, z) > 0 P-a.s. for each z ∈ U , and if there exists φ ∈ L1(P) such that
φ dP is an invariant probability measure for the environment kernel πˆ (i.e., if
φ(ω) =
∑
z∈R φ(T−zω)πˆ(T−zω, z) for P-a.e. ω), then it follows from Lemma 12
that φ dP is in fact an ergodic invariant measure for πˆ. By Jensen’s inequality,
lim inf
n→∞
1
n
logEωo
[
exp
(
n−1∑
k=0
f(TXkω,Xk+1 −Xk)
)]
≥ lim inf
n→∞
Eπˆ,ωo
[
1
n
n−1∑
k=0
f(TXkω,Xk+1 −Xk)− log
πˆ(TXkω,Xk+1 −Xk)
π(Xk, Xk+1)
]
=
∫ ∑
z∈R
πˆ(ω, z)
(
f(ω, z)− log
πˆ(ω, z)
π(0, z)
)
φ(ω)dP =: Hf (πˆ, φ). (2.2)
Therefore, lim inf
n→∞
1
n
logEωo
[
exp
(
n−1∑
k=0
f(TXkω,Xk+1 −Xk)
)]
≥ sup
(πˆ,φ)
∫ ∑
z∈R
πˆ(ω, z)
(
f(ω, z)− log
πˆ(ω, z)
π(0, z)
)
φ(ω)dP (2.3)
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where the supremum is taken over the set of (πˆ, φ) pairs where πˆ(·, z) > 0 P-a.s.
for each z ∈ U and φ dP is a πˆ-invariant probability measure. Notice that there
is a one-to-one correspondence between this set and M≪1,s(Ω×R). Hence, (2.3) is
the desired lower bound.
Before proceeding with the upper bound, let us put (2.3) in a form that will
turn out to be more convenient for showing the equivalence of the bounds. We
start by giving the following
Lemma 32. For every f ∈ Cb(Ω × R), Hf (defined in (2.2)) has the following
concavity property: For each t ∈ (0, 1) and any two pairs (πˆ1, φ1) and (πˆ2, φ2)
where φi dP is a πˆi-invariant probability measure (for i = 1, 2), define
γ :=
tφ1
tφ1 + (1− t)φ2
, φ3 := tφ1 + (1− t)φ2 and πˆ3 := γπˆ1 + (1− γ)πˆ2.
Then, φ3 dP is πˆ3-invariant and
Hf(πˆ3, φ3) ≥ tHf (πˆ1, φ1) + (1− t)Hf(πˆ2, φ2). (2.4)
Proof. For t ∈ (0, 1), use the definitions and the assumptions in the statement of
the lemma to observe that P-a.s.
∑
z∈R
φ3(T−zω)πˆ3(T−zω, z)
=
∑
z∈R
φ3(T−zω)γ(T−zω)πˆ1(T−zω, z) +
∑
z∈R
φ3(T−zω)(1− γ(T−zω))πˆ2(T−zω, z)
= t
∑
z∈R
φ1(T−zω)πˆ1(T−zω, z) + (1− t)
∑
z∈R
φ2(T−zω)πˆ2(T−zω, z)
= tφ1(ω) + (1− t)φ2(ω) = φ3(ω)
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which proves that φ3 dP is πˆ3-invariant. Finally,
Hf(πˆ3, φ3) =
∫ ∑
z∈R
πˆ3(ω, z)
(
f(ω, z)− log
πˆ3(ω, z)
π(0, z)
)
φ3(ω)dP
≥
∫
γ(ω)
∑
z∈R
πˆ1(ω, z)
(
f(ω, z)− log
πˆ1(ω, z)
π(0, z)
)
φ3(ω)dP
+
∫
(1− γ(ω))
∑
z∈R
πˆ2(ω, z)
(
f(ω, z)− log
πˆ2(ω, z)
π(0, z)
)
φ3(ω)dP
= t
∫ ∑
z∈R
πˆ1(ω, z)
(
f(ω, z)− log
πˆ1(ω, z)
π(0, z)
)
φ1(ω)dP
+ (1− t)
∫ ∑
z∈R
πˆ2(ω, z)
(
f(ω, z)− log
πˆ2(ω, z)
π(0, z)
)
φ2(ω)dP
= tHf(πˆ1, φ1) + (1− t)Hf(πˆ2, φ2)
where the second line is obtained by applying Jensen’s inequality to the integrand.
Let us go back to the argument and define (πˆ1, φ1) by πˆ1(ω, z) := 1/(2d) for
each z ∈ U and φ1(ω) := 1, P-a.s. By an easy computation, Hf(πˆ1, φ1) > −∞.
Take any pair (πˆ2, φ2) such that φ2 dP is πˆ2-invariant and Hf(πˆ2, φ2) > −∞. For
any t ∈ (0, 1), define (πˆ3, φ3) as in Lemma 32 and see that πˆ3(ω, z) > 0 P-a.s.
for each z ∈ U . Recalling (2.4), note that Hf(πˆ3, φ3) ≥ (1 − t)Hf(πˆ2, φ2) + O(t).
Since t can be arbitrarily small, the value of (2.3) does not change if the supremum
there is taken over the set of all (πˆ, φ) pairs where φ dP is a πˆ-invariant probability
measure, dropping the positivity condition on πˆ. Finally, decouple πˆ and φ, and
express the lower bound Γ(f) as
sup
φ
sup
πˆ
inf
h
∫ ∑
z∈R
πˆ(ω, z)
(
f(ω, z)− log
πˆ(ω, z)
π(0, z)
+ h(ω)− h(Tzω)
)
φ dP (2.5)
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where the suprema are over all probability densities and all environment kernels,
and the infimum is over all bounded measurable functions. This is due to the
observation that if φ dP is not πˆ-invariant, then there exists a bounded measurable
function h : Ω→ R satisfying
∫ ∑
z∈R
πˆ(ω, z) (h(ω)− h(Tzω))φ(ω)dP 6= 0,
and the infimum in (2.5) is −∞ since h can be multiplied by any scalar.
Upper bound
Let us fix f ∈ Cb(Ω×R). For any F ∈ K, set
K(F ) := ess sup
ω
log
∑
z∈R
π(0, z)ef(ω,z)+F (ω,z).
Then, for every n ≥ 1 and P-a.e. ω,
Eωo
[
ef(TXn−1ω,Xn−Xn−1)+F (TXn−1ω,Xn−Xn−1)
∣∣∣Xn−1]
=
∑
z∈R
π(Xn−1, Xn−1 + z)e
f(TXn−1ω,z)+F (TXn−1ω,z) ≤ eK(F ).
It is easy to see by induction that
Eωo
[
exp
(
n−1∑
k=0
f(TXkω,Xk+1 −Xk) + F (TXkω,Xk+1 −Xk)
)]
≤ enK(F ).
For any ǫ > 0, applying Lemma 33 (stated below) gives
Eωo
[
exp
(
−cǫ − nǫ+
n−1∑
k=0
f(TXkω,Xk+1 −Xk)
)]
≤ enK(F )
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where cǫ = cǫ(ω) is some constant. Arranging the terms,
1
n
logEωo
[
exp
(
n−1∑
k=0
f(TXkω,Xk+1 −Xk)
)]
≤ K(F ) + ǫ+
cǫ
n
.
The desired upper bound is obtained by letting n→∞, ǫ→ 0 and taking infimum
over F ∈ K.
Lemma 33. For every F ∈ K, ǫ > 0 and P-a.e. ω, ∃ cǫ = cǫ(ω) ≥ 0 such that for
any n ≥ 1 and any sequence (xk)nk=0 with xo = 0 and xk+1 − xk ∈ R,
∣∣∣∣∣
n−1∑
k=0
F (Txkω, xk+1 − xk)
∣∣∣∣∣ ≤ cǫ + nǫ.
Remark 34. See Chapter 2 of [19] for the proof.
Equivalence of the bounds
Consider a sequence (Ek)k≥1 of finite σ-algebras such that B = σ (
⋃
k Ek) and
Ek ⊂ TzEk+1 for all z ∈ R and k ≥ 1. Then, recall (2.5) and see that Γ(f) can be
bounded below by
sup
φ
sup
πˆ
inf
h
∫ ∑
z∈R
πˆ(ω, z)
(
f(ω, z)− log
πˆ(ω, z)
π(0, z)
+ h(ω)− h(Tzω)
)
φ dP (2.6)
= sup
φ
inf
h
sup
πˆ
∫ ∑
z∈R
πˆ(ω, z)
(
f(ω, z)− log
πˆ(ω, z)
π(0, z)
+ h(ω)− h(Tzω)
)
φ dP (2.7)
= sup
φ
inf
h
sup
πˆ
∫ ∑
z∈R
[v(ω, z)− log πˆ(ω, z)] πˆ(ω, z)φ dP (2.8)
= sup
φ
inf
h
∫
sup
πˆ(ω,·)
(∑
z∈R
[v(ω, z)− log πˆ(ω, z)]πˆ(ω, z)
)
φ dP (2.9)
= sup
φ
inf
h
∫ (
log
∑
z∈R
ev(ω,z)
)
φ dP (2.10)
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= inf
h
sup
φ
∫ (
log
∑
z∈R
ev(ω,z)
)
φ dP (2.11)
= inf
h
ess sup
ω
log
∑
z∈R
ev(ω,z). (2.12)
Let us explain: In (2.6), the first supremum is taken over Ek-measurable proba-
bility densities, the second supremum is over Ek-measurable environment kernels,
and the infimum is over bounded B-measurable functions. For each φ, the second
supremum in (2.6) is over a compact set, the integral is concave and continuous in
πˆ and affine (hence convex) in h. Apply the minimax theorem of Ky Fan [6] to ob-
tain (2.7). Evaluate the integral in (2.7) in two steps by first taking a conditional
expectation with respect to Ek. This gives (2.8) where
v(ω, z) := E [log π(0, z) + f(ω, z) + h(ω)− h(Tzω) |Ek ] .
The integrand in (2.8) is a local function of πˆ(ω, ·), therefore one can take the
supremum inside the integral and obtain (2.9). Apply the method of Lagrange
multipliers and see that the supremum in (2.9) is attained at
πˆ(ω, z) =
ev(ω,z)∑
z′∈R e
v(ω,z′)
.
Plugging this back in (2.9) gives (2.10). The integral in (2.10) is convex in h, and
affine (hence concave) and continuous in φ. Plus, the supremum is taken over a
compact set. Apply once again the minimax theorem of Ky Fan [6] and arrive at
(2.11) which is clearly equal to (2.12).
Let us proceed with the proof: (2.12) implies that ∀ǫ > 0 and k ≥ 1, there
exists a bounded B-measurable function hk,ǫ that P-a.s. satisfies
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log
∑
z∈R
expE [log π(0, z) + f(ω, z) + hk,ǫ(ω)− hk,ǫ(Tzω) |Ek ] ≤ Γ(f) + ǫ. (2.13)
For each z ∈ R,
E [hk,ǫ(ω)− hk,ǫ(Tzω) |Ek ] ≤ E [− log π(0, z) |Ek ] + ‖f‖∞ + Γ(f) + ǫ. (2.14)
Define Fk,ǫ : Ω×R → R by Fk,ǫ(ω, z) := E [hk,ǫ(ω)− hk,ǫ(Tzω) |Ek−1 ]. Then,
Fk,ǫ(ω, z) ≤ E [− log π(0, z) |Ek−1 ] + ‖f‖∞ + Γ(f) + ǫ (2.15)
holds P-a.s. Also note that
−E [hk,ǫ(ω)− hk,ǫ(Tzω) |T−zEk ] = −E [hk,ǫ(T−zω)− hk,ǫ(ω) |Ek ] (Tz·)
= E [hk,ǫ(ω)− hk,ǫ(T−zω) |Ek ] (Tz·)
≤ E [− log π(0,−z) |Ek ] (Tz·) + ‖f‖∞ + Γ(f) + ǫ
= E [− log π(z, 0) |T−zEk ] + ‖f‖∞ + Γ(f) + ǫ
where the inequality follows from (2.14). Since Ek−1 ⊂ T−zEk, taking conditional
expectation with respect to Ek−1 gives
−Fk,ǫ(ω, z) ≤ E [− log π(z, 0) |Ek−1 ] + ‖f‖∞ + Γ(f) + ǫ.
Recall (2.15) and deduce that
|Fk,ǫ(ω, z)| ≤ E [− log π(0, z) |Ek−1 ] + E [− log π(z, 0) |Ek−1 ] + ‖f‖∞ + Γ(f) + ǫ.
This implies by (1.1) that (Fk,ǫ(·, z))k≥1 is uniformly bounded in L
d+α(P) for
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z ∈ R. Passing to a subsequence if necessary, Fk,ǫ(·, z) converges weakly to a
limit Fǫ(·, z) ∈ L
d+α(P).
For j ≥ 1, and any sequence (xi)ni=0 in Z
d such that xi+1−xi ∈ R and x0 = xn,
E
(
n−1∑
i=0
Fǫ(Txiω, xi+1 − xi)
∣∣∣∣∣ Ej
)
=
n−1∑
i=0
E
(
lim
k→∞
Fk,ǫ(Txiω, xi+1 − xi)
∣∣∣ Ej)
=
n−1∑
i=0
lim
k→∞
E (Fk,ǫ(Txiω, xi+1 − xi)| Ej)
=
n−1∑
i=0
lim
k→∞
E
(
E
[
hk,ǫ(ω)− hk,ǫ(Txi+1−xiω) |Ek−1
]
(Txiω)
∣∣ Ej)
=
n−1∑
i=0
lim
k→∞
E
(
E
[
hk,ǫ(Txiω)− hk,ǫ(Txi+1ω) |T−xiEk−1
]∣∣ Ej)
=
n−1∑
i=0
lim
k→∞
E
(
hk,ǫ(Txiω)− hk,ǫ(Txi+1ω)
∣∣ Ej) (2.16)
= lim
k→∞
E
(
n−1∑
i=0
(
hk,ǫ(Txiω)− hk,ǫ(Txi+1ω)
)∣∣∣∣∣ Ej
)
= 0
holds P-a.s., where (2.16) follows from the fact that Ej ⊂ T−xiEk−1 for k large.
Therefore,
∑n−1
i=0 Fǫ(Txiω, xi+1−xi) = 0 for P-a.e. ω, and Fǫ : Ω×R → R satisfies
the closed loop condition in Definition 7. We already know that it satisfies the
moment condition, and it is also clearly mean zero. Hence, Fǫ ∈ K.
Since E [log π(0, z) + f(ω, z) |Ek−1 ] is an Ld+α(P)-bounded martingale, it con-
verges in Ld+α(P) to log π(0, z) + f(·, z). Therefore,
Lk,ǫ(·, z) := E [log π(0, z) + f(ω, z) |Ek−1 ] + Fk,ǫ(·, z)
converges weakly in Ld+α(P) to log π(0, z)+f(·, z)+Fǫ(·, z). By Mazur’s theorem
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(see [20]), we can find L′k,ǫ : Ω ×R → R for k ≥ 1 such that L
′
k,ǫ(·, z) converges
strongly in Ld+α(P) to log π(0, z) + f(·, z) + Fǫ(·, z) for each z ∈ R and L
′
k,ǫ is
a convex combination of {L1,ǫ,L2,ǫ, . . . ,Lk,ǫ}. Passing to a further subsequence,
L′k,ǫ(·, z) converges P-a.s. to log π(0, z)+ f(·, z)+Fǫ(·, z). Take conditional expec-
tation of both sides of (2.13) with respect to Ek−1 and use Jensen’s inequality to
write
log
∑
z∈R
exp (E [log π(0, z) + f(ω, z) |Ek−1 ] + Fk,ǫ(·, z)) ≤ Γ(f) + ǫ.
Again by Jensen’s inequality, log
∑
z∈R exp
(
L′k,ǫ(·, z)
)
≤ Γ(f)+ ǫ. Taking k →∞
gives
log
∑
z∈R
π(0, z)ef(ω,z)+Fǫ(ω,z) ≤ Γ(f) + ǫ
for P-a.e. ω. Theorem 31 is proved.
2.1.2 Large deviation principle
Putting together (1.2) and Theorem 31,
Λq(f) = sup
µ∈M≪1,s(Ω×R)
∫ ∑
z∈R
dµ(ω, z)
(
f(ω, z)− log
dµ(ω, z)
d(µ)1(ω)π(0, z)
)
= sup
µ∈M≪1,s(Ω×R)
{〈f, µ〉 − Iq(µ)}
= sup
µ∈M1(Ω×R)
{〈f, µ〉 − Iq(µ)}
= I∗q(f),
the Fenchel-Legendre transform of Iq. Therefore, I
∗∗
q = Λ
∗
q .
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SinceM1(Ω×R) is compact, it directly follows from the Ga¨rtner-Ellis theorem
(see [5]) that for any closed subset C of M1(Ω×R) and P-a.e. ω,
lim sup
n→∞
1
n
logP ωo (νn,X ∈ C) ≤ − inf
µ∈C
Λ∗q(µ) = − inf
µ∈C
I
∗∗
q (µ).
To conclude the proof of Theorem 4, one needs to obtain the LDP lower bound.
Note that for any open subset G of M1(Ω×R), infν∈G I∗∗q (ν) = infν∈G Iq(ν). (See
[17], page 104.) Therefore, it suffices to show that for any µ ∈ M≪1,s(Ω×R), any
open set O containing µ, and P-a.e. ω,
lim inf
n→∞
1
n
logP ωo (νn,X ∈ O) ≥ −Iq(µ). (2.17)
Take the pair
(πˆ, φ) =
(
dµ
d(µ)1
,
d(µ)1
dP
)
corresponding to a given µ ∈ M≪1,s(Ω × R). Then, πˆ(·, z) > 0 P-a.s. for each
z ∈ U , φ ∈ L1(P), and φ dP is a πˆ-invariant probability measure. With this
notation, (2.17) becomes
lim inf
n→∞
1
n
logP ωo (νn,X ∈ O) ≥ −
∫
Ω
∑
z∈R
πˆ(ω, z) log
πˆ(ω, z)
π(0, z)
φ(ω)dP.
Recall Definition 1 and introduce a new measure Rπˆ,ωo by setting
dRπˆ,ωo :=
1Iνn,X∈O
P πˆ,ωo (νn,X ∈ O)
dP πˆ,ωo .
Then, lim inf
n→∞
1
n
logP ωo (νn,X ∈ O) = lim inf
n→∞
1
n
logEπˆ,ωo
[
1Iνn,X∈O
dP ωo
dP πˆ,ωo
]
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= lim inf
n→∞
1
n
(
logP πˆ,ωo (νn,X ∈ O) + log
∫
dP ωo
dP πˆ,ωo
dRπˆ,ωo
)
≥ lim inf
n→∞
1
n
(
logP πˆ,ωo (νn,X ∈ O)−
∫
log
dP πˆ,ωo
dP ωo
dRπˆ,ωo
)
= lim inf
n→∞
1
n
(
logP πˆ,ωo (νn,X ∈ O)−
1
P πˆ,ωo (νn,X ∈ O)
Eπˆ,ωo
[
1Iνn,X∈O log
dP πˆ,ωo
dP ωo
])
where the fourth line uses Jensen’s inequality. It follows from Lemma 12 that
limn→∞ P
πˆ,ω
o (νn,X ∈ O) = 1. Therefore,
lim inf
n→∞
1
n
logP ωo (νn,X ∈ O) ≥ − lim sup
n→∞
1
n
Eπˆ,ωo
[
1Iνn,X∈O log
dP πˆ,ωo
dP ωo
]
= −
∫
Ω
∑
z∈R
πˆ(ω, z) log
πˆ(ω, z)
π(0, z)
φ(ω)dP
again by Lemma 12 and the L1-ergodic theorem. Theorem 4 is proved. Finally,
note that the convexity of Iq follows from an argument similar to the proof of
Lemma 32.
2.2 LDP for the mean velocity
2.2.1 Variational formula for the rate function
Proof of Corollary 6. Recall (1.4) and observe that
ξνn,X =
∫ ∑
z∈R
dνn,X(ω, z)z =
1
n
n−1∑
k=0
(Xk+1 −Xk) =
Xn −Xo
n
.
Therefore, as noted in Section 1.1, Corollary 6 follows from Theorem 4 by the
contraction principle (see [5]), and the rate function is given by (1.5).
In order to justify (1.6), let us define Jq : R
d → R+ by Jq(ξ) = infµ∈Aξ Iq(µ).
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We would like to show that Jq ≡ Iq. Since Iq and I∗∗q are convex, Iq and Jq are
convex functions on Rd. Therefore, it suffices to show that J∗q ≡ I
∗
q . For any
η ∈ Rd, define fη ∈ Cb(Ω×R) by fη(ω, z) := 〈z, η〉. Recalling (1.4),
I∗q (η) = sup
ξ
{〈η, ξ〉 − inf
µ∈Aξ
I
∗∗
q (µ)}
= sup
ξ
sup
µ∈Aξ
{〈η, ξµ〉 − I
∗∗
q (µ)}
= sup
µ∈M1(Ω×R)
{〈fη, µ〉 − I
∗∗
q (µ)}
= I∗∗∗q (fη) = Λq(fη).
Similarly, J∗q (η) = I
∗
q(fη) = Λq(fη). We are done.
2.2.2 An Ansatz for the unique minimizer
Proof of Lemma 8. The rate function given by formula (1.6) is
Iq(ξ) = inf
µ∈Aξ∩M
≪
1,s(Ω×R)
∫
Ω
∑
z∈R
dµ(ω, z) log
dµ(ω, z)
d(µ)1(ω)π(0, z)
. (2.18)
Fix ξ = (ξ1, . . . , ξd) ∈ Rd with |ξ1| + · · ·+ |ξd| ≤ B. (Otherwise, Aξ is empty.) If
there exists µξ ∈ Aξ ∩M
≪
1,s(Ω×R) such that
dµξ(ω, z) = d(µξ)
1(ω)π(0, z)e〈θ,z〉+F (ω,z)+r
for some θ ∈ Rd, F ∈ K and r ∈ R, then for any ν ∈ Aξ ∩M
≪
1,s(Ω×R),
Iq(ν) =
∫
Ω
∑
z∈R
dν(ω, z) log
dν(ω, z)
d(ν)1(ω)π(0, z)
=
∫
Ω
∑
z∈R
dν(ω, z) log
dν(ω, z)e〈θ,z〉+F (ω,z)+r
d(ν)1(ω)π(0, z)e〈θ,z〉+F (ω,z)+r
35
=∫
Ω
∑
z∈R
dν(ω, z)
(
〈θ, z〉+ F (ω, z) + r + log
dν(ω, z) d(µξ)
1(ω)
d(ν)1(ω) dµξ(ω, z)
)
= 〈θ, ξ〉+ r +
∫
Ω
∑
z∈R
dν(ω, z)F (ω, z)
+
∫
Ω
∑
z∈R
dν(ω, z) log
dν(ω, z) d(µξ)
1(ω)
d(ν)1(ω) dµξ(ω, z)
.
Under the Markov kernel dν
d(ν)1
with invariant measure (ν)1, P-a.s.
lim
n→∞
1
n
n−1∑
k=0
F (TXkω,Xk+1 −Xk) =
∫
Ω
∑
z∈R
dν(ω, z)F (ω, z)
by Lemma 12 and the ergodic theorem. But the same limit is 0 by Lemma 33.
Therefore,
Iq(ν) = 〈θ, ξ〉+ r +
∫
Ω
∑
z∈R
dν(ω, z) log
dν(ω, z) d(µξ)
1(ω)
d(ν)1(ω) dµξ(ω, z)
. (2.19)
By an application of Jensen’s inequality, it is easy to see that the integral on
the RHS of (2.19) is nonnegative. Moreover, this integral is zero if and only if
dν
d(ν)1
=
dµξ
d(µξ)1
holds (ν)1-a.s. and hence P-a.s. by Lemma 12. Since (µξ)
1 is the
unique invariant measure of
dµξ
d(µξ)1
that is absolutely continuous relative to P (again
by Lemma 12), µξ is the unique minimizer of (2.18).
2.3 The one dimensional case
In Subsection 2.3.1, we prove Theorem 9 by constructing a µξ ∈M1(Ω× U) that
fits the Ansatz given in Lemma 8 for ξ ∈ (−1, ξ′c)∪(ξc, 1), where ξc and ξ
′
c naturally
appear. Finally, we prove Theorem 13 in Subsection 2.3.2.
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2.3.1 Construction of the unique minimizer
Define ζ(r, ω) := Eωo [e
rt1 , t1 <∞] for any r ∈ R. Then, ζ(r, ω) = π(0, 1)er +
π(0,−1)erζ(r, T−1ω)ζ(r, ω) if ζ(r, ω) is finite.
1 = π(0, 1)erζ(r, ω)−1 + π(0,−1)erζ(r, T−1ω). (2.20)
Since π(0,−1) > 0 holds P-a.s., {ω : ζ(r, ω) < ∞} is T -invariant and therefore
its probability under P is 0 or 1. ζ(r, ω) is strictly increasing in r. There exists
rc ≥ 0 such that P-a.s. ζ(r, ω) <∞ if r < rc and ζ(r, ω) =∞ if r > rc. By (2.20),
1 ≥ π(0,−1)erζ(r, T−1ω) and log ζ(r, T−1ω) ≤ − log π(0,−1)− r. Thus,
λ(r) := E[log ζ(r, ·)] ≤
∫
| log π(0,−1)|dP− r <∞ (2.21)
for r < rc, and also for r = rc by the monotone convergence theorem. In particular,
ζ(rc, ω) < ∞ holds for P-a.e. ω. It is easy to see that r 7→ λ(r) is analytic and
strictly convex for r < rc. Set ξc := λ
′(rc−)−1 and note that
ξ−1c = λ
′(rc−) ≥ λ
′(0−) = E (Eωo [t1| t1 <∞]) > 1
since the ellipticity condition ensures that the walk is not deterministic.
For any ξ ∈ (ξc, 1), there is a unique r = r(ξ) < rc such that ξ−1 = λ′(r). For
r = r(ξ), recall (2.20) and define an environment kernel πˆ by
πˆ(ω, 1) := π(0, 1)erζ(r, ω)−1 and πˆ(ω,−1) := π(0,−1)erζ(r, T−1ω). (2.22)
Lemma 35. P πˆo (t1 <∞) = 1.
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Proof. It suffices to show that P πˆ,ωo (t
′
−1 < ∞) < 1 holds for P-a.e. ω. It follows
from (2.22) that
P πˆ,ωo (t
′
−1 <∞) = E
ω
o [e
rt′−1ζ(r, T−1ω), t
′
−1 <∞]
= Eωo [e
rt′−1 , t′−1 <∞]E
ω
−1[e
rto , to <∞]
≤ e2(r−rc)Eωo [e
rct′−1 , t′−1 <∞]E
ω
−1[e
rcto , to <∞].
On the other hand, for any n ≥ 1,
Eωo [e
rctn , tn <∞] ≥ E
ω
o [e
rctn , t′−1 < tn <∞]
= Eωo [e
rct′−1 , t′−1 < tn]E
ω
−1[e
rctn , tn <∞]
= Eωo [e
rct′−1 , t′−1 < tn]E
ω
−1[e
rcto , to <∞]E
ω
o [e
rctn , tn <∞].
Simplify this to get 1 ≥ Eωo [e
rct′−1 , t′−1 < tn]E
ω
−1[e
rcto , to < ∞]. Taking n → ∞
gives Eωo [e
rct′−1 , t′−1 <∞]E
ω
−1[e
rcto , to <∞] ≤ 1. Since r−rc < 0, we conclude that
P πˆ,ωo (t
′
−1 <∞) ≤ e
2(r−rc) < 1.
Lemma 36. Eπˆo [t1] = ξ
−1 <∞.
Proof. For any s ∈ R and P-a.e. ω, recall (2.22) and observe that
Eπˆ,ωo [e
st1 ] = Eπˆ,ωo [e
st1 , t1 <∞] = E
ω
o [e
(r+s)t1ζ(r, ω)−1, t1 <∞]
= ζ(r + s, ω)ζ(r, ω)−1.
Therefore, λˆ(s) := E
(
logEπˆ,ωo [e
st1 ]
)
= λ(r + s)− λ(r) by (2.21), and
Eπˆo [t1] =
d
ds
∣∣∣∣
s=0
λˆ(s) = λ′(r) = ξ−1.
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Since πˆ(ω,±1) > 0 holds P-a.s., there exists a φ ∈ L1(P) such that φ dP
is a πˆ-invariant probability measure. (See [1] or Theorem 13.) The pair (πˆ, φ)
corresponds to a µξ ∈ M
≪
1,s(Ω× U) with d(µξ)
1 = φ dP. By Lemma 12, the LLN
for the mean velocity of the particle holds under P πˆo and the limiting velocity is
(recall (1.4)) ∫ ∑
z∈R
πˆ(ω, z)zφ(ω) dP = ξµξ .
Since Eπˆo [t1] = ξ
−1, ξµξ = ξ and therefore µξ ∈ Aξ.
Let us define F : Ω× {−1, 1} → R by
F (ω,−1) := log ζ(r, T−1ω)− λ(r) and F (ω, 1) := − log ζ(r, ω) + λ(r).
Then, recall (2.22) and see that
dµξ(ω, z) = πˆ(ω, z)φ(ω)dP(ω) = d(µξ)
1(ω)π(0, z)e−zλ(r)+F (ω,z)+r (2.23)
for z ∈ {−1, 1}. In order to conclude that µξ fits the Ansatz given in Lemma 8,
F ∈ K remains to be shown. F clearly satisfies the mean zero and the closed loop
conditions in Definition 7. For z ∈ {−1, 1},
π(0, z)e−zλ(r)+F (ω,z)+r = πˆ(ω, z) ≤ 1
gives F (ω, z) ≤ | log π(0, z)| + zλ(r) − r. Since −F (ω, z) = F (Tzω,−z), we can
write |F (ω, z)| ≤ | log π(0, 1)|+ | log π(1, 0)|+ |λ(r)| − r and see that the moment
condition on F (·, z) follows from (1.7).
Recalling (2.19), Iq(ξ) = Iq(µξ) = r(ξ) − ξλ(r(ξ)), which agrees with the
formula provided by Comets et al. [3].
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By replacing t1 by t
′
−1 in the above construction, we can define ξ
′
c ∈ (−1, 0]
and obtain the minimizer µξ when ξ ∈ (−1, ξ
′
c). Theorem 9 is proved.
2.3.2 Ergodic invariant density of the environment MC
Consider random walk with bounded jumps on Z in a stationary and ergodic
random environment.
Lemma 37. Given an environment kernel πˆ for which πˆ(ω, 1) > 0 holds P-a.s.,
if a bounded measurable function u : Ω× Z→ R satisfies
u(ω, x) =
∑
z∈R
πˆ(Txω, z)u(ω, x+ z)
for P-a.e. ω when |x| is large, then limx→−∞ u(·, x) and limx→∞ u(·, x) exist P-a.s.
Proof. Since P {ω : πˆ(Tzω, 1) > 0 ∀z ∈ R} = 1,
P {ω : πˆ(Tzω, 1) ≥ β ∀z ∈ R} > 0
for any small β > 0. The ergodicity of the environment implies that for P-a.e. ω,
there is a (random) sequence yj →∞ such that πˆ(Tyj+zω, 1) ≥ β for each z ∈ R.
Define W (ω) := {yj − z : j ≥ 1, 0 ≤ z < B}. Since the jumps of the walk under
the kernel πˆ are bounded by B, it follows from the maximum principle that
u(ω,∞) := lim sup
x→∞
x∈W (ω)
u(ω, x) = lim sup
x→∞
u(ω, x).
So, there exists a sequence xk → ∞ in W (ω) such that u(ω, xk) → u(ω,∞). For
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any ǫ > 0,
u(ω, xk + z)− u(ω, xk) < ǫ (2.24)
when k is large and z ∈ R. It follows by construction that πˆ(Txk+z′ω, 1) ≥ β for
each z′ = 0, . . . , B. Therefore, if u(ω, xk) ≥ u(ω, xk + 1), then
β[u(ω, xk)− u(ω, xk + 1)] ≤ πˆ(Txkω, 1)[u(ω, xk)− u(ω, xk + 1)]
= −
∑
z 6=1
πˆ(Txkω, z)[u(ω, xk)− u(ω, xk + z)] < ǫ
holds for large k, which (in combination with setting z = 1 in (2.24)) implies that
u(ω, xk + 1) → u(ω,∞). Iterating this shows that u(ω, xk + z′) → u(ω,∞) for
each z′ = 0, . . . , B − 1. Again by the maximum principle, u(ω, x) → u(ω,∞) as
x→∞. The existence of limx→−∞ u(ω, x) is proved the same way.
Proof of Theorem 13. Denoting the walk as usual by (Xk)k≥0, consider the hitting
time Vo := inf{k ≥ 0 : Xk = 0} and set ψ(ω, x) := P πˆ,ωx (Vo < ∞) for x ∈ Z. It
follows from these definitions that whenever x 6= 0,
ψ(ω, x) =
∑
z∈R
πˆ(Txω, z)ψ(ω, x+ z)
holds. It is easy to see that the function φ(ω, x) := Eπˆ,ωx [
∑∞
k=0 1IXk=0] satisfies
φ(ω, x) = ψ(ω, x)φ(ω, 0). Hence,
φ(ω) = lim
x→−∞
φ(ω, x) = φ(ω, 0) lim
x→−∞
ψ(ω, x)
exists for P-a.e. ω by Lemma 37. Since the walk is transient to the right and has
bounded jumps, the ellipticity condition ensures that φ > 0 holds P-a.s. This
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proves part (a) of the theorem.
Let us now show that φ ∈ L1(P):
N−1∑
y=0
φ(Tyω) =
N−1∑
y=0
lim
x→−∞
Eπˆ,Tyωx
[
∞∑
k=0
1IXk=0
]
=
N−1∑
y=0
lim
x→−∞
Eπˆ,ωx
[
∞∑
k=0
1IXk=y
]
= lim
x→−∞
Eπˆ,ωx [#{k ≥ 0 : 0 ≤ Xk ≤ N − 1}]
≤ lim
x→−∞
Eπˆ,ωx [tN − to] + lim
x→−∞
Eπˆ,ωx [#{k ≥ tN : Xk ≤ N − 1}] . (2.25)
Here, # denotes the number of elements of a set. In order to control the second
term in (2.25), define a new random time S := inf{k ≥ t′−1 : Xk ≥ 0}. Since the
walk is transient, P πˆ,ωo (t
′
−1 =∞) > 0 P-a.s. and P
πˆ
o (S <∞| t
′
−1 <∞) = 1. Note
that if Xo ≥ 0, then −B ≤ Xt′−1 ≤ −1 and 0 ≤ XS ≤ B − 1. For any x that
satisfies 0 ≤ x ≤ B − 1,
Eπˆ,ωx [#{k ≥ 0 : Xk ≤ −1}]
=Eπˆ,ωx
[
#{k ≥ 0 : Xk ≤ −1}, t
′
−1 <∞
]
=P πˆ,ωx (t
′
−1 <∞)E
πˆ,ω
x E
πˆ,ω
Xt′
−1
[#{k ≥ 0 : Xk ≤ −1}]
=P πˆ,ωx (t
′
−1 <∞)E
πˆ,ω
x
[
Eπˆ,ωXt′
−1
[to] + E
πˆ,ω
XS
[#{k ≥ 0 : Xk ≤ −1}]
]
.
Letting hB(ω) := max0≤x≤B−1E
πˆ,ω
x [#{k ≥ 0 : Xk ≤ −1}],
hB(ω) ≤ max
0≤x≤B−1
P πˆ,ωx (t
′
−1 <∞)
(
max
−B≤y≤−1
Eπˆ,ωy [to] + hB(ω)
)
.
Therefore,
hB(ω) ≤
max0≤x≤B−1 P
πˆ,ω
x (t
′
−1 <∞)
min0≤x≤B−1 P
πˆ,ω
x (t′−1 =∞)
max
−B≤y≤−1
Eπˆ,ωy [to] <∞
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holds P-a.s. since Eπˆo [t1] < ∞. Because the environment is ergodic under shifts,
there is a constant C such that for P-a.e. ω, there is a sequence Nj = Nj(ω)→∞
for which
lim
x→−∞
Eπˆ,ωx
[
#{k ≥ tNj : Xk ≤ Nj − 1}
]
≤ hB(TNjω) ≤ C.
This controls the second term in (2.25). By the ergodic theorem,
‖φ‖L1(P) = limNj→∞
1
Nj
Nj−1∑
y=0
φ(Tyω) ≤ lim
Nj→∞
1
Nj
lim
x→−∞
Eπˆ,ωx
[
tNj − to
]
= lim
Nj→∞
1
Nj
lim
x→−∞
Nj−1∑
y=0
Eπˆ,ωx [ty+1 − ty] ≤ lim
Nj→∞
1
Nj
Nj−1∑
y=0
Eπˆ,Tyωo [t1] = E
πˆ
o [t1] .
This proves part (b) of the theorem. Finally, note that
∑
z∈R
E
πˆ,T−zω
x+z
[
∞∑
k=0
1IXk=0
]
πˆ(T−zω, z) =
∑
z∈R
Eπˆ,ωx
[
∞∑
k=0
1IXk=−z
]
πˆ(T−zω, z)
= Eπˆ,ωx
[
∞∑
k=0
1IXk+1=0
]
= Eπˆ,ωx
[
∞∑
k=0
1IXk=0
]
holds whenever x 6= 0. Let x→ −∞ to conclude that for P-a.e. ω,
∑
z∈R
φ(T−zω)πˆ(T−zω, z) = φ(ω).
This proves part (c) of the theorem.
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Chapter 3
Averaged large deviations for
RWRE
3.1 Strict convexity and analyticity
Recall the notation and assumptions introduced in Section 1.2. Our results on
averaged large deviations make frequent use of the following
Lemma 38 (Sznitman). (a) Po (D =∞) > 0.
(b) If the walk is non-nestling, then ∃ c3 > 0 such that Eo [e2c3τ1 ] <∞.
(c) If the walk is nestling, then ∃ c4 > 0 such that Eo
[
sup1≤n≤τ1 e
c4|Xn|
]
< ∞.
For d ≥ 2, τ1 has finite Po-moments of arbitrary order.
Remark 39. See Lemma 1.1, Theorem 2.1, Proposition 1.4 and Theorem 3.5 of
[22] for the proofs of these statements.
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3.1.1 Logarithmic moment generating function
Lemma 40. Eo
[
e〈θ,Xτ1 〉−Λa(θ)τ1
∣∣D =∞] ≤ 1 for every θ ∈ Rd.
Proof. For every m,L ∈ N and ǫ > 0,
Eo
[
e〈θ,Xτm 〉−(Λa(θ)+ǫ)τm
]
=
∞∑
j=L
∫
j
L
≤ τm
m
< j+1
L
e〈θ,Xτm 〉−(Λa(θ)+ǫ)τmdPo
≤
∞∑
j=L
∫
e
〈θ,X jm
L
〉+2|θ|m
L
−(Λa(θ)+ǫ)
jm
L dPo
= e2|θ|
m
L
∞∑
j=L
Eo
[
e
〈θ,X jm
L
〉
]
e−(Λa(θ)+ǫ)
jm
L
= e2|θ|
m
L
∞∑
j=L
eo(
jm
L )−ǫ
jm
L .
Therefore,
Eo
[
e〈θ,Xτm 〉−(Λa(θ)+ǫ)τm
]
≤ e2|θ|
m
L
∞∑
j=L
e−
ǫ
2
jm
L =
e(
2|θ|
L
− ǫ
2)m
1− e−
ǫm
2L
holds for large m, uniformly in L. Taking L = 8|θ|/ǫ gives
lim
m→∞
1
m
logEo
[
e〈θ,Xτm 〉−(Λa(θ)+ǫ)τm
]
≤ −
ǫ
4
.
We also know that Eo
[
e〈θ,Xτm 〉−(Λa(θ)+ǫ)τm
]
is equal to
Eo
[
e〈θ,Xτ1 〉−(Λa(θ)+ǫ)τ1
]
Eo
[
e〈θ,Xτ1 〉−(Λa(θ)+ǫ)τ1
∣∣D =∞]m−1
by the renewal structure. Hence, logEo
[
e〈θ,Xτ1 〉−(Λa(θ)+ǫ)τ1
∣∣D =∞] ≤ − ǫ
4
. The
desired result is obtained by taking ǫ→ 0 and applying the monotone convergence
theorem.
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With c3 and c4 as in Lemma 38, recall the definition of C in Lemma 18:
(a) If the walk is non-nestling, C :=
{
θ ∈ Rd : |θ| < c3
}
.
(b) If the walk is nestling, C :=
{
θ ∈ Rd : |θ| < c4 ,Λa(θ) > 0
}
.
By Jensen’s inequality,
〈θ, ξo〉 = lim
n→∞
1
n
Eo [〈θ,Xn〉] ≤ lim
n→∞
1
n
logEo
[
e〈θ,Xn〉
]
= Λa(θ) (3.1)
≤ lim
n→∞
1
n
logEo
[
e|θ|n
]
= |θ|.
In the nestling case,
{
θ ∈ Rd : |θ| < c4, 〈θ, ξo〉 > 0
}
⊂ C by (3.1). Hence, C is a
non-empty open set both for nestling and non-nestling walks.
Lemma 41. If the walk is non-nestling and θ ∈ C, then
Eo
[
e〈θ,Xτ1 〉−Λa(θ)τ1
∣∣D =∞] = 1.
Proof. Given any θ ∈ C and ǫ > 0, it follows from Lemma 38 that whenever
2|θ|+ ǫ < 2c3,
Eo
[
e〈θ,Xτ1 〉−(Λa(θ)−ǫ)τ1
∣∣D =∞] ≤ Eo [e(2|θ|+ǫ)τ1∣∣D =∞] <∞.
For any r ∈ R with |θ|+ |r| < 2c3 and Eo
[
e〈θ,Xτ1 〉−rτ1
∣∣D =∞] ≤ 1,
Λa(θ)− r = lim
n→∞
1
n
logEo
[
e〈θ,Xn〉−rn
]
≤ lim
n→∞
1
n
logEo
[
sup
1≤u≤τ1
e〈θ,Xu〉−ru
∣∣∣∣D =∞
]
≤ lim
n→∞
1
n
logEo
[
e(|θ|+|r|)τ1
∣∣D =∞] = 0
again by Lemma 38. Therefore, 1 < Eo
[
e〈θ,Xτ1 〉−(Λa(θ)−ǫ)τ1
∣∣D =∞] <∞. By the
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monotone convergence theorem, Eo
[
e〈θ,Xτ1 〉−Λa(θ)τ1
∣∣D =∞] ≥ 1. Combined with
Lemma 40, this gives the desired result.
Lemma 42. If the walk is nestling and θ ∈ C, then
Eo
[
e〈θ,Xτ1 〉−Λa(θ)τ1
∣∣D =∞] = 1.
Proof. Given any θ ∈ C and ǫ > 0,
Eo
[
e〈θ,Xτ1 〉−(Λa(θ)−ǫ)τ1
∣∣D =∞] ≤ Eo [e|θ||Xτ1 |∣∣∣D =∞] <∞
follows from Lemma 38 whenever Λa(θ)− ǫ > 0.
For any r ≥ 0 with Eo
[
e〈θ,Xτ1 〉−rτ1
∣∣D =∞] ≤ 1,
Λa(θ)− r = lim
n→∞
1
n
logEo
[
e〈θ,Xn〉−rn
]
≤ lim
n→∞
1
n
logEo
[
sup
1≤u≤τ1
e〈θ,Xu〉−ru
∣∣∣∣D =∞
]
≤ lim
n→∞
1
n
logEo
[
sup
1≤u≤τ1
e|θ||Xu|
∣∣∣∣D =∞
]
= 0 (3.2)
again by Lemma 38. Therefore, 1 < Eo
[
e〈θ,Xτ1 〉−(Λa(θ)−ǫ)τ1
∣∣D =∞] <∞. By the
monotone convergence theorem, Eo
[
e〈θ,Xτ1 〉−Λa(θ)τ1
∣∣D =∞] ≥ 1. Combined with
Lemma 40, this gives the desired result.
Lemma 43. If the walk is nestling and |θ| < c4, then:
(a) θ 6∈ C if and only if Eo
[
e〈θ,Xτ1 〉
∣∣D =∞] ≤ 1.
(b) θ ∈ ∂C if and only if Eo
[
e〈θ,Xτ1 〉
∣∣D =∞] = 1.
Proof.
0 = Ia(0) = sup
θ∈Rd
{〈θ, 0〉 − Λa(θ)} = − inf
θ∈Rd
Λa(θ).
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In other words, Λa(θ) ≥ 0 for every θ ∈ Rd. If |θ| < c4 and θ 6∈ C, then
Λa(θ) = 0 and Eo
[
e〈θ,Xτ1 〉
∣∣D =∞] ≤ 1 by Lemma 40. Conversely, if |θ| < c4
and Eo
[
e〈θ,Xτ1 〉
∣∣D =∞] ≤ 1, then Λa(θ) = 0 follows from (3.2) by setting r = 0.
This proves part (a).
If |θ| < c4 and θ ∈ ∂C, then Λa(θ) = 0. Take θn ∈ C such that θn → θ.
It follows from Lemma 42 that Eo
[
e〈θn,Xτ1 〉−Λa(θn)τ1
∣∣D =∞] = 1. Since Λa is
continuous at θ and e〈θn,Xτ1〉−Λa(θn)τ1 ≤ ec4|Xτ1 |, Lemma 38 and the dominated
convergence theorem imply that Eo
[
e〈θ,Xτ1 〉
∣∣D =∞] = 1.
Λa is a convex function, and therefore {θ ∈ Rd : Λa(θ) = 0} is convex. If θ is an
interior point of this set, then θ = tθ1+(1−t)θ2 for some t ∈ (0, 1) and θ1, θ2 ∈ Rd
such that θ1 6= θ2 and Eo
[
e〈θi,Xτ1〉
∣∣D =∞] ≤ 1 for i = 1, 2. By Jensen’s inequal-
ity, Eo
[
e〈θ,Xτ1 〉
∣∣D =∞] < 1. The contraposition of this argument concludes the
proof of part (b).
Proof of Lemma 18. Consider the function ψ : Rd × R→ R defined by
ψ(θ, r) := Eo
[
e〈θ,Xτ1 〉−rτ1
∣∣D =∞] . (3.3)
When θ ∈ C and |r − Λa(θ)| is small, Lemmas 41 and 42 show that ψ(θ, r) < ∞
and ψ(θ,Λa(θ)) = 1. It is clear that (θ, r) 7→ ψ(θ, r) is analytic at such (θ, r).
Since ∂rψ(θ, r)|r=Λa(θ) = −Eo
[
τ1e
〈θ,Xτ1 〉−Λa(θ)τ1
∣∣D =∞] ≤ −1 6= 0, the implicit
function theorem applies and θ 7→ Λa(θ) is analytic on C.
Differentiating both sides of ψ(θ,Λa(θ)) = 1 with respect to θ gives
Eo
[
(Xτ1 −∇Λa(θ)τ1) e
〈θ,Xτ1 〉−Λa(θ)τ1
∣∣D =∞] = 0. (3.4)
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Differentiating once again, we see that the Hessian Ha of Λa satisfies
〈vˆ, Ha(θ)vˆ〉 =
Eo
[
〈Xτ1 −∇Λa(θ)τ1, vˆ〉
2 e〈θ,Xτ1 〉−Λa(θ)τ1
∣∣D =∞]
Eo
[
τ1e〈θ,Xτ1 〉−Λa(θ)τ1
∣∣D =∞] > 0 (3.5)
for any unit vector vˆ ∈ Rd. Hence, Λa is strictly convex on C.
3.1.2 Rate function
Proof of Theorem 19. Λa is analytic on C by Lemma 18. The Hessian of Λa is
positive definite at any θ ∈ C by (3.5). Therefore, for any ξ ∈ A, there exists a
unique θ = θ(ξ) ∈ C with ξ = ∇Λa(θ). A is open since it is the pre-image of C
under the map ξ 7→ θ(ξ) which is analytic by the inverse function theorem. Since
Ia(ξ) = sup
θ′∈Rd
{〈θ′, ξ〉 − Λa(θ
′)} = 〈θ(ξ), ξ〉 − Λa(θ(ξ)),
Ia is analytic at ξ. The strict convexity of Ia on A follows from the differentiability
of Λa on C by a standard argument. (See [17].)
Note that (3.4) gives
∇Λa(θ) =
Eo
[
Xτ1e
〈θ,Xτ1 〉−Λa(θ)τ1
∣∣D =∞]
Eo
[
τ1e〈θ,Xτ1 〉−Λa(θ)τ1
∣∣D =∞] (3.6)
for every θ ∈ C. If the walk is non-nestling, then 0 ∈ C and
ξo =
Eo [Xτ1 |D =∞]
Eo [τ1|D =∞]
= ∇Λa(0) ∈ A
by (1.13). This proves part (a).
The rest of this proof focuses on the nestling case. Recall the definition of ψ
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in (3.3). By Lemma 43,
{θ ∈ Rd : |θ| < c4} ∩ ∂C = {θ ∈ R
d : |θ| < c4 , ψ(θ, 0) = 1}.
In particular, 0 ∈ ∂C. Take any (θn)n≥1 with θn ∈ C such that θn → 0. Then, any
limit point of (∇Λa(θn))n≥1 belongs to ∂A. When d = 1, (3.6) implies that
lim sup
n→∞
∇Λa(θn) = lim sup
n→∞
Eo
[
Xτ1e
〈θn,Xτ1〉−Λa(θn)τ1
∣∣D =∞]
Eo
[
τ1e〈θn,Xτ1 〉−Λa(θn)τ1
∣∣D =∞] (3.7)
≤
Eo [Xτ1 |D =∞]
Eo [τ1|D =∞]
= ξo (3.8)
where we assume WLOG that uˆ = 1. The numerator in (3.7) converges to the
numerator in (3.8) by Lemma 38 and the dominated convergence theorem. The de-
nominator in (3.8) bounds the liminf of the denominator in (3.7) by Fatou’s lemma.
[0, ξo]∩A is empty since Ia is linear on [0, ξo]. Therefore, lim infn→∞∇Λa(θn) ≥ ξo.
Hence, ξo = limn→∞∇Λa(θn) ∈ ∂A.
When d ≥ 2, τ1 has finite Po-moments of arbitrary order and it is easy to
see from (3.6) that ξo = limn→∞∇Λa(θn) ∈ ∂A again by Lemma 38 and the
dominated convergence theorem. The map θ 7→ ψ(θ, 0) is analytic for |θ| < c4,
and
∇θψ(θ, 0)|θ=0 = Eo [Xτ1 |D =∞] = Eo [τ1|D =∞] ξo
is normal to ∂C at 0 by Lemma 43. The RHS of (3.5) smoothly extends to
C¯ ∩ {θ ∈ Rd : |θ| < c4}. Refer to the extension again by Ha. The unit vector ηo
normal to ∂A at ξo is c5Ha(0)ξo for some c5 > 0 by the chain rule, and satisfies
〈ηo, ξo〉 = c5〈ξo, Ha(0)ξo〉 > 0.
50
3.2 Minimizer of Varadhan’s variational formula
3.2.1 Existence of the minimizer
Varadhan’s variational formula for the rate function Ia is
Ia(ξ) = inf
µ∈E
m(µ)=ξ
Ia(µ). (3.9)
Since ergodic measures on W tr∞ have disjoint supports, the formula (1.12) for Ia
can be written as
Ia(µ) =
∫
W tr∞
[∑
z∈U
qˆ(w, z) log
qˆ(w, z)
q(w, z)
]
dµ(w). (3.10)
where qˆ(·, z) = qµ(·, z) on the support of µ. Therefore, Ia is affine linear on I.
Lemma 44.
Ia(ξ) = inf
µ∈I
m(µ)=ξ
Ia(µ).
Proof. By the definition of Ia in (3.9),
Ia(ξ) ≥ inf
µ∈I
m(µ)=ξ
Ia(µ)
is clear. To establish the reverse inequality, take any µ ∈ I with m(µ) = ξ. Since
E is the set of extremal points of I, µ can be expressed as
µ =
∫
Eo
α dµˆ(α) +
∫
E\Eo
α dµˆ(α) =
∫
Eo
α dµˆ(α) + (1− µˆ(Eo))µ˜
where Eo := {α ∈ E : m(α) 6= 0}, µˆ is some measure on E , and µ˜ ∈ I with
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m(µ˜) = 0. Then,
Ia(µ) =
∫
Eo
Ia(α) dµˆ(α) + (1− µˆ(Eo))I(µ˜) (3.11)
≥
∫
Eo
Ia(m(α)) dµˆ(α) + (1− µˆ(Eo))I(0) (3.12)
≥ Ia(ξ). (3.13)
The equality in (3.11) uses the affine linearity of I. (3.12) follows from two facts:
(i) Ia(α) ≥ Ia(m(α)), (ii) Ia(µ˜) ≥ Ia(0). The first fact is immediate from the
definition of Ia. See Lemma 7.2 of [25] for the proof of the second fact. Finally,
the convexity of Ia gives (3.13).
Lemma 45. If Ia(·) is strictly convex at ξ, then the infimum in (3.9) is attained.
Proof. Let Wn := {(xi)−n≤i≤0 : xi+1 − xi ∈ U, xo = 0}. The simplest compactifi-
cation of W := ∪nWn is W∞ := {(xi)i≤0 : xi+1−xi ∈ U, xo = 0} with the product
topology. However, the functions q(·, z) (recall (1.10)) are only defined on W tr∞,
and even when restricted to it they are not continuous since two walks that are
identical in the immediate past are close to each other in this topology even if one
of them visits 0 in the remote past and the other one doesn’t.
Section 5 of [25] introduces a more convenient compactification W of W . It
is a ramification of W∞, and the functions q(·, z) continuously extend from W to
W . Denote the T ∗-invariant probability measures on W by I, and the extremals
of I by E . Recall that Eo := {α ∈ E : m(α) 6= 0}. Then, Eo ⊂ E ⊂ E and I ⊂ I.
Note that the domain of the formula for I given in (3.10) extends to I.
Take µn ∈ E such that m(µn) = ξ and Ia(µn) → Ia(ξ) as n → ∞. Let µ ∈ I
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be a weak limit point of µn. Corollary 6.2 of [25] shows that µ has a representation
µ =
∫
Eo
α dµˆ1(α) + (1− µˆ1(Eo))µ2
where µˆ1 is some measure on Eo, and µ2 ∈ I with m(µ2) = 0. Then,
Ia(ξ) = lim
n→∞
Ia(µn) ≥ Ia(µ) (3.14)
=
∫
Eo
Ia(α) dµˆ1(α) + (1− µˆ1(Eo))Ia(µ2) (3.15)
≥
∫
Eo
Ia(m(α)) dµˆ1(α) + (1− µˆ1(Eo))Ia(0) (3.16)
≥ Ia(ξ). (3.17)
The inequality in (3.14) follows from the lower semicontinuity of Ia, and the
equality in (3.15) is a consequence of the affine linearity of Ia. (3.16) relies on
the fact that Ia(µ2) ≥ Ia(0). See Lemma 7.2 of [25] for the proof. Finally, the
convexity of Ia gives (3.17). Since Ia(·) is assumed to be strictly convex at ξ,
µˆ1 (α ∈ Eo : m(α) = ξ, Ia(α) = Ia(ξ)) = 1. Hence, we are done.
3.2.2 Formula for the unique minimizer
Fix any ξ ∈ A. Recall the definitions of µ¯∞ξ and µ
∞
ξ given in Section 1.2.
Proposition 46. µ¯∞ξ is well defined.
Proof. For every K ∈ N, take any bounded function f : UN → R such that
f((zi)i≥1) is independent of (zi)i>K . Then, f((zi)i≥1) is independent of (zi)i>K ′
for every K ′ > K as well. So, we need to show that (1.15) does not change if we
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replace K by K + 1. But, this is clear because
Eo
[
τ1−1∑
j=0
f((Zj+i)i≥1) e
〈θ,XτK+1 〉−Λa(θ)τK+1
∣∣∣∣∣ D =∞
]
=Eo
[
τ1−1∑
j=0
f((Zj+i)i≥1) e
〈θ,XτK 〉−Λa(θ)τK
{
e〈θ,XτK+1−XτK 〉−Λa(θ)(τK+1−τK)
} ∣∣∣∣∣ D =∞
]
=Eo
[
τ1−1∑
j=0
f((Zj+i)i≥1) e
〈θ,XτK 〉−Λa(θ)τK
∣∣∣∣∣ D =∞
]
.
Explanation: In the second line of the above display, the term in {·} is independent
of the others. The expectation therefore splits, and Lemmas 41&42 give
Eo
[
e〈θ,XτK+1−XτK 〉−Λa(θ)(τK+1−τK)
∣∣∣ D =∞] = Eo [e〈θ,XτK+1−XτK 〉−Λa(θ)(τK+1−τK)]
= Eo
[
e〈θ,Xτ1 〉−Λa(θ)τ1
∣∣ D =∞]
= 1.
The following theorem states that the empirical process
ν¯∞n,X :=
1
n
n−1∑
j=0
1I(Zj+i)i≥1
of the walk under Po converges to µ¯
∞
ξ when the particle is conditioned to have
mean velocity ξ. (Here, Zi = Xi −Xi−1 as usual.)
Theorem 47. For every K ∈ N, f : UN → R such that f((zi)i≥1) is independent
of (zi)i>K and bounded, and ǫ > 0,
lim sup
δ→0
lim sup
n→∞
1
n
logPo
( ∣∣∣∣
∫
fdν¯∞n,X −
∫
fdµ¯∞ξ
∣∣∣∣ > ǫ
∣∣∣∣ |Xnn − ξ| ≤ δ
)
< 0.
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Remark 48. This result generalizes Theorem 27 to the RWRE setting. The only
difference is that the measures involved here are just on particle paths. However,
one can easily modify the argument to deal with measures that live both on paths
and environments.
Proof in the non-nestling case. Since ξ ∈ A, there exists a unique θ ∈ Rd with
|θ| < c3 such that ξ = ∇Λa(θ). Let g(·) := f(·) −
∫
fdµ¯∞ξ . Assume WLOG that
|g| ≤ 1. Then,
∫
fdν¯∞n,X −
∫
fdµ¯∞ξ =
∫
g dν¯∞n,X =: 〈g, ν¯
∞
n,X〉. For any s ∈ R,
Eo
[
e〈θ,Xn〉−Λa(θ)n+ns〈g,ν¯
∞
n,X〉
]
= Eo
[
n < τK+1, e
〈θ,Xn〉−Λa(θ)n+ns〈g,ν¯∞n,X〉
]
+
n∑
m=K+1
Eo
[
τm ≤ n < τm+1, e
〈θ,Xn〉−Λa(θ)n+ns〈g,ν¯∞n,X〉
]
. (3.18)
If 2|θ| + |s| < 2c3, then the first term in (3.18) is bounded from above by
Eo
[
n < τK+1, e
(2|θ|+|s|)τK+1
]
which goes to 0 as n → ∞ by Lemma 38 and the
monotone convergence theorem. For j ≥ 0, define
Gj :=
τj+1−1∑
k=τj
g((Zk+i)i≥1) (3.19)
with the convention that τo = 0. Note thatGj is a function of Zτj+1, . . . , Zτj+1+K−1.
Therefore, Gj and Gj+K depend on disjoint sets of steps since τj+1+K−1 ≤ τj+K .
For any p, q ∈ R with 1 < p < c3/|θ| and 1/p+ 1/q = 1, each term of the sum in
(3.18) can be bounded using Ho¨lder’s inequality:
Eo
[
τm ≤ n < τm+1, e
〈θ,Xn〉−Λa(θ)n+ns〈g,ν¯∞n,X〉
]
≤ Eo
[
e〈θ,Xτm−Xτ1 〉−Λa(θ)(τm−τ1)+s(G1+···+Gm−K−1)+(2|θ|+|s|)(τ1+τm+1−τm)+|s|(τm−τm−K)
]
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≤ Eo
[
e(2|θ|+|s|)τ1
]
Eo
[
e〈θ,Xτm−Xτ1 〉−Λa(θ)(τm−τ1)+p(2|θ|+|s|)(τm+1−τm)+p|s|(τm−τm−K)
]1/p
×
K∏
i=1
Eo
[
e
〈θ,Xτm−Xτ1 〉−Λa(θ)(τm−τ1)+(Kq)s
„
Gi+Gi+K+···+G
i+[m−K−i−1
K
]K
«]1/(Kq)
≤ Eo
[
e(2|θ|+|s|)τ1
]
Eo
[
ep(2|θ|+|s|)τ1
∣∣ D =∞]K+1p
× Eo
[
e〈θ,XτK 〉−Λa(θ)τK+(Kq)sGo
∣∣ D =∞]m−K−1Kq . (3.20)
The last inequality follows from the fact that (Gi, Gi+K , . . .) is an i.i.d. sequence.
The terms of the product in (3.20) are finite by Lemma 38 if p(2|θ| + |s|) < 2c3
and 2|θ|+ (Kq)|s| < 2c3. Putting the pieces together,
lim sup
n→∞
1
n
logEo
[
e〈θ,Xn〉−Λa(θ)n+ns〈g,ν¯
∞
n,X〉
]
≤ 0 ∨ lim sup
n→∞
1
n
log
n∑
m=K+1
Eo
[
e〈θ,XτK 〉−Λa(θ)τK+(Kq)sGo
∣∣ D =∞]m−K−1Kq
≤ 0 ∨
1
Kq
logEo
[
e〈θ,XτK 〉−Λa(θ)τK+(Kq)sGo
∣∣ D =∞] .
Let h(s) := 1
Kq
logEo
[
e〈θ,XτK 〉−Λa(θ)τK+(Kq)sGo
∣∣ D =∞]. Lemma 41 implies that
h(0) = 0. The map s 7→ h(s) is analytic in a neighborhood of 0, and
h′(0) = Eo
[
Go e
〈θ,XτK 〉−Λa(θ)τK
∣∣ D =∞]
= Eo
[
τ1−1∑
k=0
g((Zk+i)i≥1) e
〈θ,XτK 〉−Λa(θ)τK
∣∣∣∣∣ D =∞
]
= Eo
[(
τ1−1∑
k=0
f((Zk+i)i≥1)− τ1
∫
fdµ¯∞ξ
)
e〈θ,XτK 〉−Λa(θ)τK
∣∣∣∣∣ D =∞
]
= 0
by Definition 20. We conclude that
lim sup
n→∞
1
n
logEo
[
e〈θ,Xn〉−Λa(θ)n+ns〈g,ν¯
∞
n,X
〉
]
≤ o(s). (3.21)
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Whenever s > 0 is small enough, a standard change of measure argument and
the averaged LDP give
lim sup
n→∞
1
n
logPo
( ∫
fdν¯∞n,X −
∫
fdµ¯∞ξ > ǫ
∣∣∣∣ |Xnn − ξ| ≤ δ
)
= lim sup
n→∞
1
n
logPo
(
〈g, ν¯∞n,X〉 > ǫ, |
Xn
n
− ξ| ≤ δ
)
− lim
n→∞
1
n
logPo
(
|
Xn
n
− ξ| ≤ δ
)
≤ lim sup
n→∞
1
n
logEo
[
e〈θ,Xn〉, 〈g, ν¯∞n,X〉 > ǫ, |
Xn
n
− ξ| ≤ δ
]
− 〈θ, ξ〉+ Ia(ξ) + |θ|δ
≤ lim sup
n→∞
1
n
logEo
[
e〈θ,Xn〉−Λa(θ)n, 〈g, ν¯∞n,X〉 > ǫ
]
+ |θ|δ
≤ lim sup
n→∞
1
n
logEo
[
e〈θ,Xn〉−Λa(θ)n+ns〈g,ν¯
∞
n,X
〉
]
− sǫ+ |θ|δ
≤ o(s)− sǫ+ |θ|δ
≤− sǫ/2 + |θ|δ
for every δ > 0. Similarly,
lim sup
n→∞
1
n
logPo
( ∫
fdν¯∞n,X −
∫
fdµ¯∞ξ < −ǫ
∣∣∣∣ |Xnn − ξ| ≤ δ
)
≤ −sǫ/2 + |θ|δ.
By combining these two bounds, we finally deduce that
lim sup
δ→0
lim sup
n→∞
1
n
logPo
( ∣∣∣∣
∫
fdν¯∞n,X −
∫
fdµ¯∞ξ
∣∣∣∣ > ǫ
∣∣∣∣ |Xnn − ξ| ≤ δ
)
≤ −sǫ/2.
Proof in the nestling case. Since ξ ∈ A, there exists a unique θ ∈ Rd with |θ| < c4
such that Λa(θ) > 0 and ξ = ∇Λa(θ). If 0 < s < Λa(θ), then the first term in
(3.18) is bounded by Eo
[
n < τK+1, e
|θ||Xn|
]
which goes to 0 as n→∞ by Lemma
38 and the monotone convergence theorem.
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For any p, q with 1 < p < c4/|θ| and 1/p + 1/q = 1, each term of the sum in
(3.18) can be bounded using Ho¨lder’s inequality when 0 < s < Λa(θ)/(p ∨Kq):
Eo
[
τm ≤ n < τm+1, e
〈θ,Xn〉−Λa(θ)n+ns〈g,ν¯∞n,X〉
]
≤ Eo
[
e〈θ,Xτ1 〉+〈θ,Xτm−Xτ1〉−Λa(θ)(τm−τ1)+s(G1+···+Gm−1) sup
τm≤n<τm+1
e|θ||Xn−Xτm |
]
≤ Eo
[
e〈θ,Xτ1 〉
]
Eo
[
e〈θ,Xτm−Xτ1 〉−Λa(θ)(τm−τ1)+ps(Gm−K+···+Gm−1) sup
τm≤n<τm+1
ep|θ||Xn−Xτm |
]1/p
×
K∏
i=1
Eo
[
e
〈θ,Xτm−Xτ1〉−Λa(θ)(τm−τ1)+(Kq)s
„
Gi+Gi+K+···+G
i+[m−K−i−1
K
]K
«]1/(Kq)
≤ Eo
[
e〈θ,Xτ1 〉
]
Eo
[
sup
τK≤n<τK+1
ep|θ||Xn|
∣∣∣∣∣ D =∞
]1/p
×Eo
[
e〈θ,XτK 〉−Λa(θ)τK+(Kq)sGo
∣∣ D =∞]m−K−1Kq . (3.22)
The first two terms in (3.22) are finite by Lemma 38. The last term in (3.22)
is equal to the last term in (3.20). The rest of the argument is identical to the
one given in the non-nestling case.
Proof of Theorem 21. Fix ξ ∈ A. Take any α ∈ E with m(α) = ξ. Denote by
α¯ the probability measure α induces on UN via the map (x1, x2, . . .) 7→ (x1, x2 −
x1, . . .). If α 6= µ∞ξ , then there exist K ∈ N, f : U
N → R and ǫ > 0 such that
f((zi)i≥1) is bounded and independent of (zi)i>K , and |〈f, α¯ − µ¯∞ξ 〉| > ǫ. Let
H(n,X) denote the number of times (X1, . . . , Xn) intersects (Xi)i≤0. Since the
walk under Qα is transient in the ξ direction, there exists a large constant L such
that limn→∞Qα(H(n,X) ≤ L) ≥ 1/2. For notational convenience, let
Aδn :=
{
|〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ, |
Xn
n
− ξ| ≤ δ, H(n+K,X) ≤ L
}
.
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Recall Assumption (A2) of Section 1.2, and use Jensen’s inequality to write
Po
(
|〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ, |
Xn
n
− ξ| ≤ δ
)
≥ (c1)
L sup
w∈W tr∞
Qw
(
Aδn
)
≥ (c1)
L
∫
Ew
[
1IAδn
]
dα(w)
= (c1)
L
∫
Ewα
[
1IAδn
dQw
dQwα
∣∣∣∣
σ(Z1,...,Zn)
]
dα(w)
= (c1)
LQα(A
δ
n)
1
Qα(Aδn)
∫
Aδn
exp
(
− log
dQwα
dQw
(z1, . . . , zn)
)
dQα(w, z1, . . . , zn)
≥ (c1)
LQα(A
δ
n) exp
(
−
1
Qα(Aδn)
∫
Aδn
log
dQwα
dQw
(z1, . . . , zn)dQα(w, z1, . . . , zn)
)
.
Since m(α) = ξ and |〈f, α¯ − µ¯∞ξ 〉| > ǫ, the L
1-ergodic theorem implies that
limn→∞Qα(A
δ
n) = limn→∞Qα(H(n,X) ≤ L) ≥ 1/2. Therefore,
lim inf
n→∞
1
n
logPo
(
|〈f, ν¯∞n,X − µ¯
∞
n,X〉| > ǫ, |
Xn
n
− ξ| ≤ δ
)
≥ − lim sup
n→∞
1
Qα(Aδn)
∫
Aδn
log
dQwα
dQw
(z1, . . . , zn)dQα(w, z1, . . . , zn)
= −
∫
W tr∞
[∑
z∈U
qα(w, z) log
qα(w, z)
q(w, z)
]
dα(w) = −Ia(α)
again by the L1-ergodic theorem. Finally, Theorem 47 and the averaged LDP give
0 > lim sup
δ→0
lim sup
n→∞
1
n
logPo
( ∣∣∣∣
∫
fdν¯∞n,X −
∫
fdµ¯∞ξ
∣∣∣∣ > ǫ
∣∣∣∣ |Xnn − ξ| ≤ δ
)
= Ia(ξ) + lim sup
δ→0
lim sup
n→∞
1
n
logPo
( ∣∣∣∣
∫
fdν¯∞n,X −
∫
fdµ¯∞ξ
∣∣∣∣ > ǫ, |Xnn − ξ| ≤ δ
)
≥ Ia(ξ)− Ia(α).
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In words, α is not the minimizer of (1.11). Theorem 19 and Lemma 45 imply
that the infimum in (1.11) is attained. Hence, µ∞ξ is the unique minimizer of
(1.11).
Remark 49. The above argument indirectly proves that µ∞ξ ∈ E and m(µ
∞
ξ ) = ξ.
These facts are also easy to show directly using Definition 20. In fact, µ∞ξ is
mixing with rate given by the tail behaviour of τ1.
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Chapter 4
Large deviations for space-time
RWRE
Section 1.3 introduces the notation for space-time RWRE, and states our results.
4.1 Equivalence of quenched and averaged LDPs
4.1.1 An L2 estimate
In this chapter, the following family of functions play a central role:
Definition 50. For every ω ∈ Ω, θ ∈ Rd, x ∈ Zd and n,N ∈ Z with n < N ,
define
uθN(ω, n, x) := E
ω
n,x
[
e〈θ,XN−Xn〉−Λc(θ)(N−n)
]
(4.1)
where Λc is given in (1.17).
The main estimate that enables us to establish the equivalence of quenched
and averaged large deviations is
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Lemma 51. If d ≥ 3, then there exists η¯ > 0 such that for every θ ∈ Rd with
|θ| < η¯, x ∈ Zd and n ∈ Z,
sup
N>n
∥∥uθN(·, n, x)∥∥L2(P) <∞.
Proof. It suffices to prove the lemma for n = 0 and x = 0.
GN(θ) :=
∥∥uθN(·, 0, 0)∥∥2L2(P) = E
(
Eωo,o
[
e〈θ,XN 〉−Λc(θ)N
]2)
(4.2)
=
∑
xo=0,x1,...,xN
yo=0,y1,...,yN
N−1∏
i=0
E (πi,i+1(xi, xi+1)πi,i+1(yi, yi+1))
e〈θ,xi+1−xi〉
eΛc(θ)
e〈θ,yi+1−yi〉
eΛc(θ)
=
∑
xo=0,x1,...,xN
yo=0,y1,...,yN
N−1∏
i=0
E (πi,i+1(xi, xi+1)πi,i+1(yi, yi+1))
q(xi+1 − xi)q(yi+1 − yi)
qθ(xi+1 − xi)q
θ(yi+1 − yi)
where qθ(z) := q(z)e〈θ,z〉−Λc(θ) for every z ∈ U . For every x ∈ Zd, let Pˆ θx be the
probability measure on paths starting at x and induced by
(
qθ(z)
)
z∈U
. Write Eˆθx
to denote expectation with respect to Pˆ θx .
Note that E (πi,i+1(xi, xi+1)πi,i+1(yi, yi+1)) = q(xi+1 − xi)q(yi+1 − yi) unless
xi = yi. For every x, y ∈ U , set
V (x, y) := log
(
E (π0,1(0, x)π0,1(0, y))
q(x)q(y)
)
.
By uniform ellipticity, V is bounded by some constant V¯ . With this notation,
GN(θ) = Eˆ
θ
o×Eˆ
θ
o
[
e
PN−1
i=0 1IXi=YiV (Xi+1−Xi,Yi+1−Yi)
]
.
Let s := inf {k ≥ 0 : Xk = Yk}, s+ := inf {k > 0 : Xk = Yk} and decompose
GN (θ) with respect to the first steps X1 and Y1:
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GN(θ) =
∑
x,y
qθ(x)qθ(y)eV (x,y)
N−2∑
k=0
Pˆ θx×Pˆ
θ
y (s = k)GN−k−1(θ)
+
∑
x,y
qθ(x)qθ(y)eV (x,y)Pˆ θx×Pˆ
θ
y (s ≥ N − 1)
=
N−2∑
k=0
(∑
x,y
qθ(x)qθ(y)eV (x,y)Pˆ θx×Pˆ
θ
y (s = k)
)
GN−k−1(θ)
+
∑
x,y
qθ(x)qθ(y)eV (x,y)Pˆ θx×Pˆ
θ
y (s ≥ N − 1) .
Simplify the last expression by defining
Bk(θ) :=
∑
x,y
qθ(x)qθ(y)eV (x,y)Pˆ θx×Pˆ
θ
y (s = k) ,
CN(θ) :=
∑
x,y
qθ(x)qθ(y)eV (x,y)Pˆ θx×Pˆ
θ
y (s ≥ N − 1)
and obtain the following equation:
GN(θ) =
N−2∑
k=0
Bk(θ)GN−k−1(θ) + CN(θ). (4.3)
Since d ≥ 3, (Xi − Yi)i≥0 is a transient random walk under the product measure
Pˆ θx × Pˆ
θ
y . When x 6= y, it has positive probability of never hitting the origin.
Therefore,
lim
N→∞
CN(θ) = inf
N
CN (θ) =
∑
x,y
qθ(x)qθ(y)eV (x,y)Pˆ θx×Pˆ
θ
y (s =∞) > 0.
By (4.2), GM(0) = 1 for every M . Plugging it in (4.3),
1 =
N−2∑
k=0
Bk(0) + CN(0).
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Taking N →∞ gives
∞∑
k=0
Bk(0) < 1. (4.4)
We would like to show that
B(θ) :=
∞∑
k=0
Bk(θ)
is continuous in θ at 0. Since θ 7→ Bk(θ) is continuous for each k, it suffices to
argue that the tail of this sum is small, uniformly in θ in a neighborhood of 0.
Indeed,
∞∑
k=N
Bk(θ) ≤e
V¯
∑
x,y
qθ(x)qθ(y)Pˆ θx×Pˆ
θ
y (N ≤ s <∞)
=eV¯ Pˆ θo ×Pˆ
θ
o
(
N + 1 ≤ s+ <∞
)
≤eV¯
∞∑
k=N+1
Pˆ θo ×Pˆ
θ
o (Xk = Yk) . (4.5)
Since d ≥ 3 and the covariance of X1 − Y1 under Pˆ θo ×Pˆ
θ
o is a nonsingular matrix
whose entries are continuous in θ, the local CLT implies that the sum in (4.5) is
the tail of a series which converges uniformly in θ in a neighborhood of 0.
Now that we know θ 7→ B(θ) is continuous at 0, recall (4.4) and see that
there exists η¯ > 0 such that for every θ ∈ Rd with |θ| < η¯, B(θ) < 1. Letting
C(θ) := supM CM(θ), turn to (4.3) and conclude that
sup
M≤N
GM(θ) ≤
C(θ)
1− B(θ)
<∞.
Taking N →∞ gives the desired result.
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4.1.2 Proof of Conjecture 22
From now on, consider d ≥ 3 and θ as in Lemma 51. For every x ∈ Zd and
n,N ∈ Z with n < N , recall (4.1) and observe that P-a.s.
uθN(ω, n, x) = E
ω
n,x
[
e〈θ,XN−Xn〉−Λc(θ)(N−n)
]
=
∑
y
πn,n+1(x, y)e
〈θ,y−x〉Eωn+1,y
[
e〈θ,XN−Xn+1〉−Λc(θ)(N−n)
]
=
∑
y
πn,n+1(x, y)e
〈θ,y−x〉−Λc(θ)uθN(ω, n+ 1, y).
(
uθN(·, n, x)
)
N>n
is a nonnegative martingale and P-a.s. converges to some limit
uθ(·, n, x) which satisfies
uθ(ω, n, x) =
∑
y
πn,n+1(x, y)e
〈θ,y−x〉−Λc(θ)uθ(ω, n+ 1, y). (4.6)
By Lemma 51,
(
uθN(·, n, x)
)
N>n
is uniformly bounded in L2(P), and therefore the
convergence takes place also in L2(P).
For every x ∈ Zd and n,N ∈ Z with n < N , clearly
∥∥uθN(·, n, x)∥∥L1(P) = 1.
Since
(
uθN(·, n, x)
)
N>n
converges to uθ(·, n, x) in L2(P),
∥∥uθ(·, n, x)∥∥
L1(P)
= 1 and
uθ(·, n, x) ∈ L2(P).
uθN(Tn,xω, 0, 0) =
E
Tn,xω
o,o
[
e〈θ,XN−Xo〉
]
eΛc(θ)N
=
Eωn,x
[
e〈θ,XN+n−Xn〉
]
eΛc(θ)N
= uθN+n(ω, n, x).
holds P-a.s. Taking N →∞,
uθ(Tn,xω, 0, 0) = u
θ(ω, n, x). (4.7)
uθ(ω) := uθ(ω, 0, 0) (4.8)
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abbreviates the notation. Since uθN(·, 0, 0) is B
+
0 -measurable, it follows that u
θ is
B+0 -measurable as well.
Using (4.7) and (4.8), put (4.6) in the following form: P-a.s.
uθ(ω) =
∑
z∈U
π(ω, T1,zω)e
〈θ,z〉−Λc(θ)uθ(T1,zω). (4.9)
Finally, let us prove that uθ > 0 holds P-a.s. We already know that uθ ≥ 0
holds P-a.s. Clearly, (4.9) implies that
{
ω : uθ(ω) = 0
}
is invariant under T1,z for
every z ∈ U . Since P is ergodic under shifts, P(uθ(ω) = 0) is either 0 or 1. But
we know that
∥∥uθ(·, n, x)∥∥
L1(P)
= 1, and therefore P(uθ(ω) = 0) = 0.
Define a new transition kernel πθ on Ω by a Doob h-transform: For every
z ∈ U , P-a.s.
πθ(ω, T1,zω) := π(ω, T1,zω)
uθ(T1,zω)
uθ(ω)
e〈θ,z〉−Λc(θ). (4.10)
πθ induces a probability measure P θ,ωk,x on particle paths starting at position x at
time k. Write Eθ,ωk,x to denote expectation under this measure.
Proof of Theorem 23. For d ≥ 3 and η¯ as in Lemma 51, recall (4.1) and observe
that if |θ| < η¯, then
lim
n→∞
1
n
logEωo,o
[
e〈θ,Xn〉
]
= Λc(θ) + lim
n→∞
1
n
log uθn(ω) = Λc(θ) (4.11)
because limn→∞ u
θ
n(ω) = u
θ(ω) > 0 holds P-a.s. Since Λc is strictly convex and
ξo = ∇Λc(0), the set {∇Λc(θ) : |θ| < η¯} is open and contains ξo. Hence, there
exists η > 0 such that for every ξ ∈ D with |ξ − ξo| < η, there is a unique θ
satisfying |θ| < η¯ and ξ = ∇Λc(θ). Because θ 7→ Λc(θ) is analytic, (4.11) and the
Ga¨rtner-Ellis theorem (see [5], page 44) immediately imply the desired result.
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4.2 Conditioning on the mean velocity
4.2.1 Environment MC under the averaged measure
Fix any ξ ∈ Do. Recall Definition 25.
Proposition 52. µ¯∞ξ is well defined.
Proof. Let L := N +M +K + 1. We need to show that (1.18) does not change if
we replace N by N + 1, M by M + 1, or K by K + 1.
Let us start with the argument for N .
Eo,o
[
e〈θ,XL+1〉−(L+1)Λc(θ)f(TN+1,XN+1ω, (ZN+1+i)i≥1)
]
=
∑
x
E
(
Eωo,o
[
e〈θ,X1〉−Λc(θ), X1 = x
]
(4.12)
× Eω1,x
[
e〈θ,XL+1−X1〉−LΛc(θ)f(TN+1,XN+1ω, (ZN+1+i)i≥1)
])
=
∑
x
Eo,o
[
e〈θ,X1〉−Λc(θ), X1 = x
]
(4.13)
× E1,x
[
e〈θ,XL+1−X1〉−LΛc(θ)f(TN+1,XN+1ω, (ZN+1+i)i≥1)
]
=
∑
x
Eo,o
[
e〈θ,X1〉−Λc(θ), X1 = x
]
(4.14)
× Eo,o
[
e〈θ,XL〉−LΛc(θ)f(TN,XNω, (ZN+i)i≥1)
]
= Eo,o
[
e〈θ,XL〉−LΛc(θ)f(TN,XNω, (ZN+i)i≥1)
]
holds. Note that each term of the sum in (4.12) is the P-expectation of two random
variables; the first one is B−0 -measurable and the second one is B
+
1 -measurable.
Use this independence to obtain (4.13). (4.14) follows from the stationarity of P
under shifts. Hence, (1.18) does not change if N is replaced by N + 1.
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Similarly, if M is replaced by M + 1 in (1.18),
Eo,o
[
e〈θ,XL+1〉−(L+1)Λc(θ)f(TN,XNω, (ZN+i)i≥1)
]
=
∑
x
E
(
Eωo,o
[
e〈θ,XL〉−LΛc(θ)f(TN,XNω, (ZN+i)i≥1), XL = x
]
(4.15)
× EωL,x
[
e〈θ,XL+1−XL〉−Λc(θ)
])
=
∑
x
Eo,o
[
e〈θ,XL〉−LΛc(θ)f(TN,XNω, (ZN+i)i≥1), XL = x
]
× EL,x
[
e〈θ,XL+1−XL〉−Λc(θ)
]
= Eo,o
[
e〈θ,XL〉−LΛc(θ)f(TN,XNω, (ZN+i)i≥1)
]
where each term of the sum in (4.15) is the P-expectation of two random variables;
the first one is B−L−1-measurable and the second one is B
+
L -measurable.
The argument for K is the same as the one for M .
Proposition 53. µ¯∞ξ induces a stationary process µ
∞
ξ with values in Ω.
Proof. Define S¯ : Ω × UN → Ω × UN by S¯ : (ω, (zi)i≥1) 7→ (T1,z1ω, (zi)i≥2) and
the projection map Ψ : Ω × UN → Ω by Ψ : (ω, (zi)i≥1) 7→ ω. Let us show
that µ¯∞ξ is invariant under S¯. For every N,M and K ∈ N, and any f as in
Definition 25, f ◦ S¯ (ω, (zi)i≥1) = f (T1,z1ω, (zi)i≥2) is B
+
−(N−1) ∩ B
−
M+1-measurable
and independent of (zi)i>K+1. By definition,
∫
f ◦S¯dµ¯∞ξ = Eo,o
[
e〈θ,XN+M+K+2〉−(N+M+K+2)Λc(θ)f ◦S¯(TN−1,XN−1ω, (Z(N−1)+i)i≥1)
]
= Eo,o
[
e〈θ,XN+M+K+2〉−(N+M+K+2)Λc(θ)f(TN,XNω, (ZN+i)i≥1)
]
=
∫
fdµ¯∞ξ .
Therefore, under µ¯∞ξ ,
(
Ψ ◦ S¯k(·)
)
k≥0
extends to a stationary process taking
values in Ω, whose distribution is denoted by µ∞ξ .
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Proof of Theorem 27. As noted in Remark 26, (n,Xn)n≥0 can be viewed as RWRE
on Zd+1. It is clearly non-nestling in the “time” direction, and the associated
regeneration times satisfy τm = m. Therefore, Theorem 27 is almost a special
case of Theorem 47. But, there is a slight difference:
Recall (3.19). In Theorem 47, we consider f : UN → R such that f((zi)i≥1)
is independent of (zi)i>K , and therefore (Gj , Gj+K, . . .) is an i.i.d. sequence under
Po. In Theorem 27, we instead consider f : Ω× UN → R such that f(·, (zi)i≥1) is
independent of (zi)i>K and B
+
−N ∩ B
−
M -measurable for each (zi)i≥1, and this time
(G˜j , G˜j+L, . . .) is an i.i.d. sequence under Po,o, where G˜j := g(Tj,Xjω, (Zj+i)i≥1)
and L := N +M +K + 1. The first part of the proof of Theorem 47 carries over
with this minor modification and
lim sup
n→∞
1
n
logEo,o
[
e〈θ,Xn〉−nΛc(θ),
∣∣∣∣
∫
fdν¯∞n,X −
∫
fdµ¯∞ξ
∣∣∣∣ > ǫ
]
=: γ < 0. (4.16)
The desired result is obtained by a standard change of measure argument given
in the last part of the proof of Theorem 47. See [26] for the complete proof.
4.2.2 Environment MC under the quenched measure
Proof of Theorem 29. Let θ be the unique solution of ξ = ∇Λc(θ). Fix α > 0.
Recall (4.16). For every n ∈ N, the event B′n ⊂ Ω is defined by
B′n : =
{
ω : Eωo,o
[
e〈θ,Xn〉−nΛc(θ), |〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ
]
> en(γ+α)
}
.
P (B′n) ≤
∫
B′n
Eωo,o
[
e〈θ,Xn〉−nΛc(θ), |〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ
]
e−n(γ+α)dP
≤ Eo,o
[
e〈θ,Xn〉−nΛc(θ), |〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ
]
e−n(γ+α).
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Therefore, lim supn→∞
1
n
logP (B′n) ≤ −α, and in particular
∑∞
n=1 P (B
′
n) < ∞.
By the Borel-Cantelli lemma, P (B′n i.o.) = 0. In other words, P-a.s.
Eωo,o
[
e〈θ,Xn〉−nΛc(θ), |〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ
]
≤ en(γ+α)
for sufficiently large n. Thus,
lim sup
n→∞
1
n
logEωo,o
[
e〈θ,Xn〉−nΛc(θ), |〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ
]
≤ γ + α.
Since α > 0 is arbitrary,
lim sup
n→∞
1
n
logEωo,o
[
e〈θ,Xn〉−nΛc(θ), |〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ
]
≤ γ.
Let us now finish the proof of the theorem:
lim sup
n→∞
1
n
logP ωo,o
(
|〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ
∣∣∣∣ |Xnn − ξ| ≤ δ
)
≤ lim sup
n→∞
1
n
logP ωo,o
(
|〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ , |
Xn
n
− ξ| ≤ δ
)
− lim inf
n→∞
1
n
logP ωo,o
(
|
Xn
n
− ξ| ≤ δ
)
≤ lim sup
n→∞
1
n
logEωo,o
[
e〈θ,Xn〉, |〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ , |
Xn
n
− ξ| ≤ δ
]
− 〈θ, ξ〉+ Ic(ξ) + |θ|δ
≤ lim sup
n→∞
1
n
logEωo,o
[
e〈θ,Xn〉−nΛc(θ) , |〈f, ν¯∞n,X − µ¯
∞
ξ 〉| > ǫ
]
+ |θ|δ ≤ γ + |θ|δ < 0
when δ > 0 is sufficiently small. The above estimate uses the fact that the
quenched LDP holds in a neighborhood of ξ with rate Ic(ξ) = 〈θ, ξ〉 − Λc(θ) at ξ,
which is true by hypothesis.
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For d ≥ 3 and |ξ − ξo| < η with η as in Theorem 23, we can put µ¯∞ξ in a nicer
form. For every N,M,K ∈ N and any f as in Definition 25, set L := N+M+K+1.
∫
fdµ¯∞ξ = Eo,o
[
e〈θ,XL〉−LΛc(θ)f(TN,XNω, (ZN+i)i≥1)
]
=
∑
x
E
(
Eωo,o
[
e〈θ,XL〉−LΛc(θ)f(TN,XNω, (ZN+i)i≥1), XL = x
])
E
(
uθ(TL,xω)
)
=
∑
x
E
(
Eωo,o
[
e〈θ,XL〉−LΛc(θ)uθ(TL,xω)f(TN,XNω, (ZN+i)i≥1), XL = x
])
= E
(
uθ(ω)Eωo,o
[
e〈θ,XL〉−LΛc(θ)
uθ(TL,XLω)
uθ(ω)
f(TN,XNω, (ZN+i)i≥1)
])
= E
(
uθ(ω)Eθ,ωo,o [f(TN,XNω, (ZN+i)i≥1)]
)
(4.17)
holds since E
(
uθ(TL,x·)
)
= 1 and uθ(TL,x·) is B
+
L -measurable. Note that (4.17) is
independent of M and K. This immediately implies that the marginal µ1ξ of µ
∞
ξ
is absolutely continuous relative to P on every B+−N . Here is how: Fix N ∈ N. For
any M ∈ N and any bounded B+−N ∩ B
−
M -measurable h : Ω→ R,
∫
hdµ1ξ = E
(
uθ(ω)Eθ,ωo,o [h(TN,XNω)]
)
≤
∥∥uθ∥∥
L2(P)
∥∥Eθ,ωo,o [h(TN,XNω)]∥∥L2(P)
≤
∥∥uθ∥∥
L2(P)
∥∥∥∥∥∥
∑
|x|≤N
h(TN,xω)
∥∥∥∥∥∥
L2(P)
≤ (2N + 1)d
∥∥uθ∥∥
L2(P)
‖h‖L2(P) .
Since such functions are dense in L2(Ω,B+−N ,P), it follows by the Riesz represen-
tation theorem that
dµ1ξ
dP
∣∣∣∣
B+−N
∈ L2(P). (4.18)
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Proof of Theorem 30. The function uθ is defined in (4.8). Recall (4.9) and (4.10).
For every N,K ∈ N, take any bounded f : ΩK+1 → R and g : ΩN → R such that
f (ω, T1,z1ω, . . . , TK,z1+···+zKω) g
(
TK,z1+···+zKω, TK+1,z1+···+zK+1ω, . . .
)
is B+−N -measurable for any (zi)i≥1. Then,
∫
f(ω1, . . . , ωK+1)g(ωK+1, ωK+2, . . .) dµ
∞
ξ (ω1, ω2, . . .)
=
∫
f (ω, T1,z1ω, . . . , TK,z1+···+zKω) g
(
TK,z1+···+zKω, TK+1,z1+···+zK+1ω, . . .
)
dµ¯∞ξ
=E
(
uθ(ω)Eθ,ωo,o
[
f(TN,XNω, . . . , TN+K,XN+Kω)g(TN+K,XN+Kω, . . .)
])
=E
(
uθ(ω)Eθ,ωo,o
[
f(TN,XNω, . . . , TN+K,XN+Kω)E
θ,ω
N+K,XN+K
[
g(TN+K,XN+Kω, . . .)
]])
=
∫
f(ω1, . . . , ωK+1)E
θ,ωK+1
o,o [g(ωK+1, T1,X1ωK+1, . . .)] dµ
∞
ξ
by (4.17) and the Markov property. This proves that µ∞ξ is indeed a Markov
process with state space Ω and transition kernel πθ.
µ∞ξ is a stationary process by Proposition 53. Hence, its marginal µ
1
ξ is an
invariant measure for πθ. Since µ1ξ is absolutely continuous relative to P on every
B+−N by (4.18), it follows that µ
1
ξ is the unique invariant measure for π
θ with that
absolute continuity property (see [15]).
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