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Abstract. Product service plays an essential role in day-to-day operations of 
nowadays manufacturing industries. However, the changing demands of the 
market/customers, the increasing complexity of product functionalities and the 
extended product lifecycles present challenges to related In-Service projects. In 
order to handle the increasing number of projects and to control the costs and 
resource consumptions, it is critical to improve the efficiency and automation of 
process management. Within this context, this paper introduces some data-
driven approaches to interpret and represent changes of project process over 
time in an automatic manner. These approaches aim to help project actors 
improve their understanding of process structure and the efficiency of process 
management, and also enable them to investigate process changes from more 
dynamic perspectives. To evaluate the approaches, a dataset from an aerospace 
organisation is considered in this paper. 
Keywords: In-Service; engineering project process; process management; 
process evolution. 
1 Introduction 
As an important part of product-lifecycle management (PLM), product service is 
considered to have direct impacts on the opportunities of marketing, strategy and 
finance of an enterprise [1]. Under this circumstance, a general trend of modern 
manufacturing is to reduce the boundary between product service and manufacturing 
process, or in some instances, to make product service to be part of manufacturing 
process [2, 3]. Product-service system (PSS) is a formal solution to achieve this. The 
focus has been aimed at combining services with product design and production 
according to the specific requirements from customers together with the certain 
selection of information from the market [4]. The use of PSS has fundamentally 
changed the managerial and operational approaches of most engineering projects. The 
direct benefits it can bring include the improvement of sustainability, profitability, 
market share, as well as the reduction of through-life costs [4, 5]. 
In practice, the In-Service department of an enterprise is the specialised division 
that handles day-to-day service related work [6]. The main duty of the department is 
to solve the issues regarding routine maintenance or emergency repairs of products, 
  
whilst collect feedback from customers and then use it to improve the product design 
in future. The changing demands of the market/customers, increasing complexity of 
product structure and the extended product lifecycle are the factors that present 
challenges to the In-Service departments in most manufacturing industries, especially 
the high-value-manufacturing (HVM) [7]. From an operation perspective, these 
challenges mainly include, i) developing and managing the processes for large 
number of projects under the time and resource constraints, and ii) improving the 
efficiency and quality of service work and reducing its cost and resource 
consumptions. 
On the other hand, human decision-making still plays an essential role in many 
process development and process management approaches [8, 9]. The emphasis of 
human factors in these approaches means the decision makers (i.e., the project actors) 
are required to have both macro and micro level understanding of process evolutions 
in a real-time manner, before they can make any appropriate decisions. However, 
gaining such comprehensive understanding is not an easy task in practice, which 
could be prevented by certain issues that caused by the data accessibility, information 
overload or knowledge gap [10, 11].  
Within this context, this paper introduces some data-driven approaches to 
automatically interpret the changes of engineering project process over time. These 
approaches aim to help project actors improve their understanding of process structure 
and efficiency of process management, and also enable them to investigate process 
changes from more dynamic perspectives.  
The paper is organised as follows. Section 2 reviews the related work. Section 3 
describes the approach developed. Section 4 includes the evaluation using a collection 
of industrial data. Section 5 concludes the paper. 
2 Related Work 
A formal definition of “servitization of business” was introduced by Vandermerwe 
and Rada [12], which refers a series of models that were specifically designed for 
enterprises on the purpose of adding their product values, increasing their profitability 
and market shares. In recent years, clear evidence shows that service plays an 
increasingly important role in many manufacturing industries, especially in the 
industry who produces complex products [3]. The concept of servitization directs the 
strategy transformation of manufacturers in high-value-manufacturing (HVM). As an 
immediate consequence, most of them have moved from selling products to 
delivering product-service systems (PSS) [4]. 
Following the globalisation trend, the design, production and service of products in 
manufacturing industries nowadays require significant amount of collaborations [13, 
14]. As a result, the handling of related engineering projects can be quite a challenge 
at times. It is mainly caused by factors such as, i) dealing with distributed and 
heterogeneous data repositories, ii) analysing large amount of project data on both 
macro and micro levels, iii) planning and managing distributed resources; iv) 
exchanging and sharing project data between project actors, departments and external 
collaborators, and v) maintaining or improving efficiency and quantity of service 
process.  
On the other hand, the conflict between the increased amount of service 
requirements and the limited availability of resources can also be a concern. For 
instance, the manufacturer Boeing has 20,910 airplanes in service cycle at year-end of 
2014. With an average 3.6% of increment in each year, this number will be doubled in 
2033 [15]. To handle the increasing amount of In-Service projects, manufacturers 
need to find a sustainable way to improve their efficiency of process development and 
management, and also to control their operating costs and resource consumptions. 
Business Process Management (BPM) is an approach being proposed to model and 
re-develop the existing business process, which has been used to improve the process 
efficiency, effectiveness and adaptability [16]. It covers the fields of process re-
engineering, standardisation, optimisation and simulation [17, 18]. As stated by 
Davenport [17], the re-engineering of business process has direct impacts on the 
improvement of innovation and sustainability for an enterprise. Meanwhile, the 
process standardisation is considered to be useful to reduce the process variability, so 
that it can be used to control warranty costs and resource consumption, as well as to 
improve the effectiveness on related decision making tasks [19]. 
According to Melão and Pidd [20], the understating of business process is one of 
the critical requirements to implement effective process management. Moreover, the 
analysis of project process is considered to be critical for discovering the process 
norms and handling the process exceptions [21]. To improve the understanding, 
event-based data has been applied to model or simulate the business process from 
bottom-up perspectives [22]. The use of information technology is considered to be 
essential for most BPM models, as the technology can effectively improve the 
automation of their process modelling and process analysis functions [17]. Recent 
research also highlighted that the use of “big data” is a promising way to improve the 
capability and rationality of BPM [23]. As stated in [24], advanced approaches from 
data mining and machine learning are necessary to be integrated with BPM when 
large amount of project data is required to be dealt with. The use of such approaches 
could help reduce the time consumption and the need of human effort, and also to 
enable project actors to improve their understanding capability of process dynamics. 
There are various existing approaches and tools for managing business process, 
although improving the level of automation is still an ongoing task. Within this 
context, this paper introduces a data-driven approach to automatically model project 
process and represent process evolution. 
3 Data-driven Process Management  
This work deals with data that is generated by the operation process of engineering 
projects. The essential information contained in the data needs to be extracted, and 
then used to construct the actual process of the projects. Each information item is 
required to have a textual form. For example, communication related or technical data 
contains email, fax, report or documentation, which would include textual content by 
  
their nature; other types of data, such as image or drawing, may not contain sufficient 
textual content, hence the metadata and annotations may need to be used. 
3.1 Process Interpretation 
The operation process of an engineering project can be represented by a collection 
of activities. These activities are typically organised in a dynamic form in order to 
adapt both internal and external condition changes during project execution phases. In 
practice, the internal condition changes may refer to the characteristic changes of a 
project, and the external condition changes may refer to the environmental changes 
with regard to the project.  
For a process, the data generated by the current/previous activity, together with the 
data provided by certain external sources, are applied to make the decision on what 
the next activity is supposed to be (see Figure 1). During project execution, the 
iteration of decision-making may need to be performed a number of times, in order to 
generate the finalised project process. As the input data, project characteristics are 
considered as key factors to determine the quantity of the iterations and the 
type/dependency of the activities. On the other hand, the generated data by these 
activities also determines the possible changes of project characteristics in future. 
Therefore, the data generated by such iteration steps can be used to measure the 
evolution of project process. 
There are two benefits of using this representation (as shown in Figure 1) to 
interpret project process: i) it emphasises the time dimension of the process and 
related activities, and ii) it filters out the less important information contained in the 
process structure. 
 
 
Figure 1. a project process with data and decisions 
3.2 Evolution Identification 
As discussed in Section 2, understanding the process structure and its evolution is a 
critical requirement for implementing process standardisation, process optimisation, 
and handling process exceptions. As a dynamic variable, the evolution of a project 
process can reflect the actual changes of the project characteristics, operation 
performances and implementation constraints. In this work, the occurrence of certain 
activities of a process is used as an indication to measure the temporal changes of the 
process structure. On this basis, the distribution of each single activity is be generated 
and analysed. 
As shown in Figure 2, the representation of modelled process is structured as a 
linear format. To investigate the process evolution, this linear representation is 
segmented into multiple partitions based on pre-defined intervals.  
 
 
Figure 2. the linear interpretation of a project process 
There are four different interval types being defined in this work, i) absolute step 
interval, ii) normalised step interval, iii) absolute time interval, and iv) normalised 
time interval. The step variable indicates the atomic component of the modelled 
process, e.g., a single activity. The time variable indicates the timestamp of a single 
activity. 
Giving a modelled process that includes 20 activities, which is denoted by [a1, a2, 
…, a20]. If the setting of absolute step interval is 5, then the process should be 
segmented into 20/5=4 partitions, such as [a1, …, a5], [a1, …, a10], [a1, …, a15] and [a1, 
…, a20]. If the setting of normalised step interval is 40%, then the process should be 
segmented into ceiling[20/(20*40%)]=3 partitions, i.e., [a1, …, a8], [a1, …, a16] and 
[a1, …, a20]. Assuming the modelled process has a timeline that equals 10 days, when 
the setting of absolute time interval is 5 (days), the process should be segmented into 
10/5=2 partitions. If the setting of normalised time interval is 40%, then the process 
should be segmented into ceiling[10/(10*40%)] =3 partitions. 
4 Evaluation 
To evaluate the proposed approaches, a dataset captured from the In-Service 
department of an aerospace manufacturer is considered. This evaluation aims to 
investigate, i) whether the project process can be automatically constructed from the 
project data, and ii) whether the process evolution can be automatically identified and 
represented. The detailed information about the dataset, evaluation process and 
evaluation results are introduced in the following sections. 
  
4.1 Data Collection 
The applied dataset in this evaluation contains 396 In-Service projects that were 
completed between 2013 and 2014. For each project, all the essential data was 
recorded during project execution. The project data mainly includes communication 
related (35.11%), operation related (49.10%) and test/evaluation related (15.79%). By 
considering the knowledge captured from the senior staff in the department, the 
information items contained by the project data are classified into 21 types, each of 
which is considered to be generated from, or associated with, a particular activity. For 
example, the information item OM indicates the activity “sending an outgoing 
message to the customer”; IM indicates the activity “receiving an incoming message 
from the customer”; S&F indicates the activity “performing a stress and fatigue test”, 
etc.1 
4.2 Creating Process Interpretation and Identifying Process Evolution 
In order to determine the activity types, automatic data analysis techniques are 
applied, such as natural language processing (NLP) and named entity recognition 
(NER). These techniques analyse the project data on both metadata level and content 
level. After the data analysis, all the activities (with the timestamps) contained in the 
project data are identified and extracted, and then the project process is modelled and 
interpreted in a sequence format. Figure 3 shows some processes that are generated by 
applying the approach and the dataset. In this figure, each row indicates a generated 
project process, and each ‘Tx’ indicates an activity. For each process, its contained 
activities are organised in a chronological order. 
 
 
Figure 3. the sequence interpretation of modelled processes 
To identify process evolution, each of the modelled processes is segmented based 
on pre-defined intervals. In this evaluation, the interval setting applied in process 
segmentation is normalised step interval (NSI). The total number of intervals is set as 
four, so the intervals are 0-25%, 0-50%, 0-75% and 0-100%, respectively. For 
example, the 0-25% interval means the segmented process partition should contain 
                                                            
1 Due to confidentiality reasons, the full descriptions of these activities are not included in this 
paper, and some activity names have been deliberately masked. 
25% of the total activities; similarly, the 0-50% interval means the process partition 
should contain 50% of the total activities. 
To investigate process evolution on a detailed level, the activity distribution of 
each interval is taken into account. The detailed information of each activity 
distribution is shown in Figure 4. 
 
  
a. the step interval 0-25% b. the step interval 0-50% 
  
c. the step interval 0-75% d. the step interval 0-100% 
Figure 4. the activity distributions with normalised step intervals 
Figure 4a shows the activity distribution being generated from the initial project 
stage (0-25%). As shown in the figure, the top activities involved by these processes 
are OM (46.17%), IM (12.98%), AW (13.45%), ODR (9.66%) and S&F (8.91%). OM 
and IM are the communication related data, which indicate the commutations between 
the customer (e.g., an airline operator) and the In-Service department. Meanwhile, 
ODR and AW are the operation related data. ODR is generated by the customer, for 
the purpose of describing service requirement or inquiry. AW is generated by the In-
Service department, for the purpose of providing technical solution or responding to 
the inquiry. In fact, most of the work is planning related at this stage. Hence, the 
service requirements, general inquiries and communications are supposed to take high 
  
proportions. It can be seen that the activity distribution generated from the segmented 
processes corresponds to the mentioned facts in practice. 
Figure 4b shows the activity distribution being generated from the initial stage to 
early-mid stage (0-50%). The top activities involved by these processes are OM 
(31.46%), AW (19.01%), IM (14.52%), ODR (12.64%) and S&F (7.58%). After the 
initial stage, most of the planning work ought to be finished, and this fact may reduce 
the amount of outgoing communication (OM). Meanwhile, most of the general 
inquires raised by customers are supposed to be solved, so that the detailed service 
requirements (ODR) from the customers can be formally submitted to the In-Service 
department. The department therefore needs to issue the technical solutions 
accordingly. As shown in Table 1, the patterns of the activity distribution reflect the 
facts: OM has the decrement of 14.71%; ODR and AW have the increments of 2.97% 
and 5.56% respectively.  
Figure 4c shows the activity distribution being generated from the initial stage to 
mid-late stage (0-75%). The top activities involved by these processes are OM 
(24.42%), AW (20.85%), IM (15.24%), ODR (14.17%) and S&F (8.48%). At this 
stage, the major service work needs to be completed. Hence, the quantity of submitted 
service requirements and issued technical solutions tend to be increased, by 
comparing to the previous stages. According to Table 1, the patterns of the activity 
distribution correspond to the facts: ODR and AW have the increments of 1.54% and 
1.84% respectively. 
Figure 4d shows the activity distribution being generated from the initial stage to 
the final stage (0-100%). The top activities involved by these processes are AW 
(21.18%), OM (20.11%), ODR (14.21%), IM (14.15%) and S&F (11.73%). At this 
stage, most of the major service work has been completed, so that the amount of 
operation related activities should be decreased or remained at the similar level. 
Meanwhile, the amount of test/evaluation related activities (S&F) is expected to have 
an increment. As shown in Table 1, the patterns of the activity distribution again 
correspond to the facts: both ODR and AW remain stable; S&F has the increment of 
3.24%. 
Table 1. Changes of the distribution over time 
 OM IM ODR AW S&F 
NSI (25% - 50%) -0.1471 +0.0155 +0.0298 +0.0556 -0.0133 
NSI (50% - 75%) -0.0704 +0.0071 +0.0154 +0.0184 +0.0090 
NSI (75% - 100%) -0.0431 -0.0108 +0.0004 +0.0033 +0.0324 
 
According to the evaluation, it can be seen that, i) a project process can be 
automatically generated from the project data by applying the proposed approach; ii) 
the activity distribution of segmented process is useful to investigate and understand 
the process changes over time.  
From a project management perspective, the generated activity distributions with 
their patterns can provide explicit indications to project actors, which could enable 
them to gain comprehensive understandings of process structures from dynamic 
perspectives. Such results can also improve their awareness of process norms and 
process exceptions. Using different interval settings, the project actors are able to 
investigate modelled processes on different granularity levels. When dealing with 
large number of projects, these approaches could help the project actors reduce the 
time and efforts put into the process understanding, and also improve the rationality 
of related decision-making tasks. 
5 Conclusions  
To enhance the understanding of process structure and process evolution of 
engineering projects, data-driven approaches on process interpreting, segmentation 
and analysis have been introduced in this paper. The application of these approaches 
aims to reduce human efforts in process understanding, and also to improve the 
efficiency and automation of process management. By using an industrial dataset, the 
evaluation of this work reveals that the introduced approaches have the capability of 
automatically modelling project process and representing the process changes over 
time. These approaches are considered to have the potential to help project actors 
understand the process dynamics, standardise/optimise the existing processes, and 
also improve the awareness of process norms/exceptions. 
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