Pearson's correlation is one of the most widely used measures of association today, the importance of which to modern science cannot be understated. Two of the most common methods for computing the p-value for a hypothesis test of this correlation method are a t-statistic and permutation sampling. When a dataset comes from a bivariate normal distribution under specific data transformations a t-statistic is exact. However, for datasets which do not follow this stipulation, both approaches are merely estimations of the distribution of over permutations of data. In this paper we explicitly show the dependency of the permutation distribution of Pearson's correlation on the central moments of the data and derive an inductive formula which allows the computation of these exact moments. This has direct implications for computing the p-value for general datasets which could lead to more computationally accurate methods. * University of Washington (mjaffrey@uw.edu) † RootFault LLC ‡ Rochester Institute of Technology (mad1841@rit.edu)
Introduction
Pearson's product-moment correlation [14] ,
is defined as the generalization of Galton's regression coefficient [3, 15] . It is one of the most widely used measures of association today, the importance of which to modern science can not be understated. Much has been written about it and the nuances surrounding its use. An excellent summary of its history and a pedagogical approach to the subject can be found in [12] .
In its application, determining whether two variables have linear association, ρ is one of the most widely used measures of associations. Given a dataset D n = {(x i , y i )| i = 1, .., n} ⊂ R 2 , the hypothesis test
is evaluated, with acceptance or rejection of the null hypothesis depending of the p-value of the test; the statistical significance of the the ρ measured. Now widely contentious, the use of p-value for determining statistical significance is under debate, a subject that is extensively addressed in the literature [2, 5, 6, 9, 10, 11] . Notwithstanding this controversy, the p-value is still in widespread use today, and as such, methods of its computation are relevant to discuss.
For ρ, one of the most common practices is to use a t-statistic to determine the p-value. When D n comes from a bivariate normal distribution, under specific data transformations this assumption holds, however this is not the case for general datasets [4] . Acknowledging these issues, it is common practice to use a permutation test to establish p-values instead, the use of which has been investigated in [4] . In this paper we explicitly show the dependency of the permutation distribution of Pearson's correlation on the central moments of the data.
Given D n , let Π = P erm(n) denote the set of all permutation on the indices (1, .., n). For π = (π 1 , .., π n ) ∈ Π, let π(D n ) = {(x i , y π i )|i = 1, .., n} where the permutation π acts on the y-coordinate alone, and Π(D n ) = {π(D n )|π ∈ Π}. Define ρ π = ρ(π(D n )) = ρ(x, y π ) and ρ Π = {ρ(π(D n ))|π ∈ Π}. Presented is the deviation of the inductive formula for computing the exact moments of the distribution of Pearson's correlation over Π(D n ), denoted ρ k Π , k ∈ N, first reported in [7] and presented below for completeness.
Main Result: General Inductive Formula for the k th moment [7] Then,
The term h n,m is included for completeness. If there are fewer data points than the order of the moment being computed then higher order terms begin to drop out as they can no longer be computed.
Derivation
The crux of the derivation lies in dealing with the summation over the set of permutations.
For a fixed i 1 = ... = i m , denote the sum involving the permutations, over the y-coordinate alone, as
This sum is in fact independent of the choice i 1 = ... = i m , depending only on n 1 , .., n m and can be done in a canonical fashion,
Moreover, ignoring the (n − m)! factor, the sum of the terms involving the x-coordinate alone over i 1 , ..., i m for fixed (n 1 , ..., n m ), has the same exact form, notwithstanding a constant. This equivalence is a consequence of the fact that summing over the permutations shuffles the y terms over the entire y data set in the same manner as summing over the indices i 1 , · · · , i m for the x terms.
To see the independence of the sum over the set of permutations from i 1 , ..., i m , we need a structural framework in which to compute the sum. Organize the N = n! elements in Π into a matrix,
Apply Π to the terms y * i , defining the matrix,
is the sum over the rows of the product of the element in the i 1 , ..., i m columns in the matrix Π(ŷ).
Πŷ
Now the rows of Π can be order in any manner without impacting the sum. Thus we define the canonical form for Π as,
Given any row order, we can always put Π in to the canonical form. More importantly, we can interchange any two columns. Given the sum over columns i 1 = · · · i m , we can transfer the sum to first m columns of Π * , without any loss of generality, by multiply the set of permutations by a sequence of group actions which act to swap the columns over which the sum is preformed.
The swapping of two columns, i and j, is equivalent to a group action on Π via multiplication by the elementary permutation (ij),
which is a bijection. Therefore, given fixed i 1 = ... = i m we can always apply a finite sequence of group actions G 1 • · · · • G r to Π so that the sum over (i 1 , ..., i m ) is transferred to a sum over the first m columns, (1, ..., m). After which we can reorder the rows back into the canonical form. Organized in this fashion, the sum over Π * becomes clear.
The sum P n 1 ,...,nm i 1 ,...,im can be done in an inductive manner.Let m = 1 and given n 1 , then in canonical form,
where for each i the factorŷ n 1 i is repeats (n − 1)! times. Observing that, N i=1ŷ n i = n ŷ n , we have, πŷ n 1 = ŷ n 1 i (n − 1)! = n · ŷ n 1 (n − 1)! Now we proceed in an inductive fashion. Let m > 1 and using the fact that,
then given m and (n 1 , .., n m ), P n 1 ,...,nm i 1 ,...,im = i 1 ,..,i m−1ŷ
The factor of (n − m)! from the multiplicity is the matrix due to summing over the first m columns. That is, for each sequence i 1 , ..., i m in the first m columns, there are (n − m)! permutations in the matrix with that initiating sequence. Thus the sum collapses down to a sum over the first m columns with multiplicity (n − m)! Next we focus on the sum of the terms involving the x-coordinates alone
which we can organize as, k m=1 n 1 +...+nm=k k n 1 , .., n m * i 1 =... =imx
by summing over a fixed set of non-negative exponents n 1 + · · · + n m = k, and then summing over distinct points. Focusing on
this is the same exact sum as for the y-terms over the first m column minus the multiplicity. Starting with the last factor, for fixed i 1 = · · · = i m−1 the sum equals,
Proceeding in this manner gives us the inductive formula for the x terms. The only outstanding issue is the multinomial coefficient. If n 1 = · · · = n m then each separate combination forms a complete sum over the x-terms, but if two or more exponents are equivalent then group as whole combines to forms a complete sum. Thus the multinomial coefficient has to be divided by the number of permutations formed within the this subgroup. As such, partition the exponents (n 1 , . . . , n m ) into subgroups, g 1 , . . . , g r , via the equivalence relation n i ≡ n j ⇐⇒ n i = n j , and let d i = |g i |. The multiplicity that arises from this degeneracy is equal to d 1 ! · · · d r !, so that k n 1 , . . . , n m *
Putting everything together gives the desired induction formula for the moments of Pearson's distribution over Π(D n ).
Notice, for k = 1 we immediately have ρ = n 2 (n − 1)! x ŷ n · n!σ x σ y , but since by definition x = ŷ = 0 , we have ρ = 0, so that ρ k are central moments.
Moreover, for free we obtain the moments for the distribution of Spearman's correlation over permutations of data. See [7] for exact formulas for the first five moments and a discussion about the moments of Spearman's correlation over Π(D n ). Lastly, it is clear that a permutation test is not distribution-free since it depends on the central moments of the data, as investigated in [4] . The exact dependency of the permutation distribution on data and implications for asymptotic approximations as sample size increases, can now be investigated explicitly in terms of the moments of the permutation distribution [1, 8, 13] .
