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REsuMEN
En el presente trabajo, que ha sido dividido en dos partes, se desarrollan esquemas numéricos de 
primer y segundo orden para resolver las ecuaciones de Euler en dos dimensiones alrededor de 
perfiles aerodinámicos. En la primera parte, a continuación, se describe el método numérico em-
pleado. En él, el dominio espacial se discretiza utilizando una malla no estructurada donde las 
celdas son triángulos. El esquema hace uso de métodos de volúmenes finitos de primer orden y 
de segundo orden a partir de los cuales se obtienen ecuaciones de evolución para los valores me-
dios en cada celda. En una segunda parte se presentarán, como aplicación al diseño aerodinámi-
co, casos de prueba de perfiles aerodinámicos en régimen transónico y subsónico.
Palabras claves: Dinámica de fluidos computacional, ecuaciones de Euler, esquemas descentra-
dos (upwind ), interpolación no oscilatoria, problema de Riemann, mallas no estructuradas.
NOMENclAtuRA
a Vector de coeficientes de polino-
mios.
A Matriz jacobiana.
c Velocidad del sonido.
c0 Velocidad de propagación.
Cp Coeficiente de presión.
e Energía interna específica.
et Energía total específica.
f Flujo del problema escalar.
F Tensor de flujos.
Fn Vector de flujos en cada lado.
h Paso de la malla espacial.
ht Entalpía total específica.
I Polinomio interpolante.
M∞ Número de Mach de la corriente 
libre.
n Vector normal unitario.
N Número de pasos temporales.
Nt Número de triángulos.
Nv Número de vértices.
p Presión estática adimensional.
p∞ Presión estática de la corriente li-
bre.
q Grado del polinomio interpolante.
Q Matriz de cambio de base.
r Autovector del problema de Rie-
mann.
Rg Constante del gas.
t Tiempo adimensional.
Dt Paso de integración temporal.
T Temperatura del fluido adimensio-
nal.
T∞ Temperatura del fluido de la co-
rriente libre.
u Velocidad en la dirección x adi-
mensional.
U∞ Velocidad de la corriente libre.
v Velocidad en la dirección y adi-
mensional.
w Solución del problema escalar.
W Vector de variables conservadas.



























es necesario conocer todas las deriva-
das de estabilidad estáticas y dinámi-
cas que aparecen en las mismas. Estas 
derivadas se pueden determinar apli-
cando métodos analíticos, semiempíri-
cos, experimentales o técnicas de diná-
mica de fluidos computacional (CFD).
Los métodos analíticos se funda-
mentan en la teoría de la aerodinámi-
ca clásica y se aplican a cuerpos y alas 
ideales que cumplen ciertas hipótesis. 
Estas hipótesis impiden que estos mé-
todos puedan aplicarse a configuracio-
nes de aviones reales. En vista de 
esto, se han desarrollado métodos em-
píricos o semiempíricos para obtener 
las derivadas de estabilidad y control 
de configuraciones de aeronaves de in-
terés práctico. Una de las herramien-
tas más utilizadas es la que se conoce 
con el nombre de DatCom (Data Com-
pendium), que consiste en una colec-
ción de métodos de ingeniería para 
obtener las derivadas de estabilidad y 
control de configuraciones típicas de 
aviones.
Los métodos experimentales se pue-
den clasificar en dos grandes grupos. 
Un primer grupo comprende los ensa-
yos que se realizan sobre un modelo a 
escala en un túnel aerodinámico. Estos 
métodos permiten obtener coeficientes 
aerodinámicos y derivadas de estabili-
dad de forma precisa. Un segundo gru-
po, particularmente útil en la determi-
nación de derivadas de estabilidad di-
námicas, son los ensayos realizados 
sobre un modelo en vuelo. En este tipo 
de pruebas, se construye un modelo 
que tiene la capacidad de volar, al que 
se le incorporan varios sensores que 
permiten medir la evolución temporal 
de todas las variables de movimiento 
del avión. El modelo en vuelo es some-
tido a funciones o señales de entrada 
de las superficies de control del avión. 
A partir de estas evoluciones tempora-
les, existen métodos matemáticos que 
permiten determinar o reconstruir las 
derivadas de estabilidad buscadas. Los 
métodos experimentales son muy cos-
tosos y requieren un despliegue de ma-
terial de laboratorio importante por lo 
que se emplean en las fases finales del 
diseño de un avión.
W Vector de valores medios de varia-
bles conservadas.
x, y Coordenadas espaciales Cartesia-
nas adimensionales.
X Coordenadas del centro geométri-
co.
z Variables de Roe.
Z Vector de variables de Roe.
símbolos griegos
a Ángulo de incidencia.
g Relación de calores específicos.
l Autovalores del problema de Rie-
mann.
L Matriz diagonal de autovalores.
r Densidad adimensional.
r∞ Densidad de la corriente libre.
F Flujo numérico en lados.
j Flujo numérico en puntos Gaussia-
nos.
w Constante de peso.
W Volumen de control.
subíndices
i Índice de vértices.
j Índice de discretización espacial.
k Dirección espacial arbitraria.
l Lado de la triangulación.
m Puntos Gaussianos en cada lado.
n Normal a un lado.
superíndices
L A la izquierda de la discontinuidad 
inicial del problema de Riemann.
R A la derecha de la discontinuidad 
inicial del problema de Riemann.
1. INtRODuccIóN
Las soluciones de las ecuaciones de 
movimiento de un avión, permiten es-
tudiar la estabilidad y el control del 
mismo. Para obtener dichas soluciones, 




















cia nuevos problemas que han dado 
origen a un conjunto amplio de esque-
mas numéricos específicos. De hecho 
una discretización espacial clásica en 
diferencias finitas, que en general da 
resultados correctos en lugares donde 
la solución es suave, daría, sin embar-
go, resultados incorrectos en lugares 
próximos a una discontinuidad.
Uno de los primeros métodos numé-
ricos usados para obtener soluciones 
discontinuas fue combinar un método 
clásico en diferencias finitas en regio-
nes donde la solución es suave con un 
procedimiento explícito que usa ciertas 
condiciones de salto en la discontinui-
dad para seguir la posición de la mis-
ma. Este método se conoce en la litera-
tura con el nombre shock tracking o 
como shock fitting y se aplica fácilmen-
te a problemas unidimensionales. En 
cambio, la aplicación a dominios bidi-
mensionales y tridimensionales es 
complicada. Otro método posterior fue 
obtener un procedimiento que deter-
minara de forma automática la posi-
ción de la onda de choque sin necesi-
dad de usar relaciones de salto. Esto 
dio lugar a un nuevo grupo de métodos 
numéricos, que se conocen con el nom-
bre de shock capturing y que son los 
que más han evolucionado hasta el 
presente.
Dentro del conjunto de procedimien-
tos shock capturing, los métodos numé-
ricos se pueden clasificar en métodos 
clásicos o también llamados métodos 
centrados y en métodos modernos o 
también llamados métodos descentra-
dos (upwind ).
Cuando se aplica un método centra-
do a las ecuaciones de Euler, se produ-
ce una dispersión en los armónicos co-
rrespondientes a la longitud de onda 
corta de la solución. Desde el punto de 
vista numérico este mecanismo de dis-
persión se manifiesta en oscilaciones 
espurias cerca de la discontinuidad. 
Estas oscilaciones pueden desestabili-
zar de forma no lineal el esquema. Por 
este motivo, las ecuaciones de Euler 
discretizadas con métodos centrados 
deben ser modificadas con
términos de viscosidad artificial 
para amortiguar los armónicos corres-
Las técnicas de CFD se apoyan en 
la teoría de ecuaciones diferenciales y 
de métodos numéricos, y aportan solu-
ciones de derivadas de estabilidad es-
táticas y de algunas derivadas de esta-
bilidad dinámicas, de forma precisa. 
Estos métodos requieren un gran es-
fuerzo inicial, tanto en análisis como 
en computación, por lo que no suelen 
aplicarse en las fases preliminares del 
diseño de un avión. Por el contrario, 
son de gran utilidad en las fases fina-
les de desarrollo, cuando la configura-
ción del avión adopta su forma definiti-
va y complementan las soluciones obte-
nidas por métodos experimentales. En 
el presente, los métodos numéricos uti-
lizados en CFD presentan algunos pro-
blemas relacionados con el error y la 
convergencia de las soluciones numéri-
cas por lo que existen numerosas lí-
neas de investigación abiertas relacio-
nadas con estos temas. Uno de los mé-
todos numéricos más empleados para 
obtener soluciones de flujos aerodiná-
micos compresibles son los métodos 
tipo Godunov. A continuación, se pre-
senta una revisión del estado del arte 
en estos métodos numéricos.
Un problema clásico dentro de la 
teoría de ecuaciones en derivadas par-
ciales es el de la resolución de sistemas 
hiperbólicos de leyes de conservación. 
Estos sistemas de ecuaciones pueden 
tener soluciones discontinuas que re-
presentan fenómenos de interés prácti-
co como son las ondas de choque en 
flujos aerodinámicos.
Un sistema hiperbólico de leyes de 
conservación de particular importan-
cia son las ecuaciones de Euler de la 
dinámica de los gases. En flujos aero-
dinámicos transónicos y supersónicos 
las soluciones de las ecuaciones de 
Euler presentan discontinuidades que 
desde el punto de vista físico represen-
tan ondas de choque y discontinuida-
des de contacto. Otras disciplinas don-
de aparecen este tipo de ecuaciones 
con soluciones discontinuas son meteo-
rología, astrofísica, magnetohidrodiná-
mica y flujos multifásicos en medios 
porosos.
El tratamiento numérico de solucio-
nes discontinuas ha puesto en eviden-



























(Toro [15]). De esta forma, los flujos de 
masa, cantidad de movimiento y ener-
gía se pueden obtener resolviendo este 
problema de Riemann en cada lado de 
las celdas. El problema de Riemann se 
puede resolver de forma exacta o de 
forma aproximada (Roe [12], [13] y 
Osher et al. [11]).
En la mayoría de los casos, la finali-
dad de un código de simulación Euler 
es obtener soluciones estacionarias del 
sistema de leyes de conservación. Una 
forma de obtener la solución estaciona-
ria de un problema de evolución es ele-
gir un conjunto de condiciones inicia-
les, por ejemplo las de flujo uniforme, y 
resolver el conjunto de ecuaciones de 
evolución temporal hasta que se alcan-
za el estado estacionario. Este procedi-
miento puede interpretarse como un 
método iterativo en el tiempo para re-
solver la ecuación estacionaria. Por 
tanto, en estos cálculos la precisión en 
la discretización temporal carece de 
importancia. En general, la forma de 
cálculo descrita resulta ser poco efi-
ciente dado que se requieren del orden 
de miles de pasos temporales para ob-
tener el estado estacionario (Leveque 
[10]). Por ello, suelen utilizarse técni-
cas, como paso de tiempo local o suavi-
zado de residuos, que aceleran la con-
vergencia al estado estacionario.
En este trabajo se desarrolla un es-
quema numérico explícito ENO de se-
gundo orden para resolver las ecuacio-
nes de Euler en perfiles aerodinámicos. 
El objetivo final es obtener un algorit-
mo simple, eficiente y robusto para 
aplicar al diseño aerodinámico, simpli-
ficando el criterio de elección de los vo-
lúmenes de control propuesto por 
Abgrall [1]. En el presente trabajo, los 
volúmenes de control coinciden con los 
triángulos de la malla, siguiendo una 
idea previamente utilizada por Durlo-
fsky et al. [3] para un problema escalar 
bidimensional de leyes de conserva-
ción. En (2) se presentan las ecuacio-
nes de Euler y en (3) se desarrolla el 
método de volúmenes finitos y se expli-
ca como se imponen las condiciones de 
contorno.
En (4) y en (5) se describen res-
pectivamente el método de interpola-
pondientes a la longitud de onda corta 
de la solución (Jameson et al. [9]). La 
dificultad radica en determinar la can-
tidad de viscosidad artificial y la posi-
ción del dominio de integración en 
donde ésta debe agregarse.
En los métodos modernos o métodos 
descentrados (upwind ), el esquema de 
discretización espacial se descentra 
usando información de la solución. Es-
tos esquemas producen un amortigua-
miento de la longitud de onda corta de 
forma natural sin necesidad de incluir 
nuevos términos.
Por tanto, la ventaja de estos méto-
dos radica en la generación automática 
de viscosidad artificial en los puntos 
del dominio espacial donde ésta se ne-
cesita. El fundamento de las técnicas 
upwind está en el cálculo de los flujos, 
que determina la propia solución, en 
los lados de las celdas de la malla es-
pacial.
Una forma sencilla de determinar 
la influencia de los flujos calculados es 
analizar el signo de los autovalores del 
sistema. En este caso los términos de 
flujo se descomponen y discretizan di-
reccionalmente según el signo de la ve-
locidad de propagación asociada. Esta 
técnica da lugar a un tipo de esquemas 
numéricos conocidos como flux vector 
splitting. Otra forma más elaborada de 
determinar la forma en que se trans-
mite la información, es resolviendo el 
problema diferencial original en cada 
lado de las celdas de la malla espacial. 
Esto genera un conjunto de problemas 
locales cuyas soluciones permiten obte-
ner las funciones de flujo. Esta última 
técnica da lugar a otro tipo de esque-
mas numéricos conocidos como flux di-
fference splitting o también llamados 
métodos tipo Godunov (Hirsch [8] y 
Toro [15]).
Los métodos tipo Godunov se basan 
en la solución de un problema disconti-
nuo, que determina los flujos de masa, 
cantidad de movimiento y de energía. 
Godunov [6] fue el primero que intro-
dujo esta idea, utilizando originalmen-
te funciones que son constantes en 
cada celda. Esta aproximación que usa 
funciones a trozos, genera un problema 
de Riemann entre celdas adyacentes 




































donde r es la densidad, (u, v) son las 
componentes de la velocidad del fluido 
en las direcciones (x, y) respectivamen-
te de un sistema de referencia carte-
siano rectangular, p es la presión, et es 
la energía total específica y ht es la en-
talpía total específica. Las dos últimas 
cantidades se pueden expresar de la 
siguiente forma,
2 21 ( ),
2t
e e u v= + +





donde e es la energía interna específi-
ca. Las ecuaciones (1) se deben comple-
tar con la ecuación de estado y con la 








p R T e T= =
−  
(4)
donde Rg es la constante del gas y g es 
la relación de calores específicos que se 
mantiene constante.
Para calcular el flujo alrededor de 
un perfil aerodinámico, las ecuaciones 
(1) se completan con las correspondien-
tes condiciones iniciales y condiciones 
de contorno. Para este problema se con-
sideran dos condiciones de contorno di-
ferentes, una condición de pared sólida 
en el contorno del perfil aerodinámico y 
una condición de flujo no perturbado en 
la zona alejada del perfil. En el contor-
no del perfil, el flujo no viscoso desliza 
sobre la superficie, de modo que
 unx + vny = 0 (5)
donde (nx, ny) son las componentes del 
vector unitario normal a la superficie. 
La condición de flujo no perturbado se 





















ción ENO y la determinación de los 
flujos en las caras de la malla, me-
diante la resolución del problema de 
Riemann en cada lado de los volúme-
nes de control.
En la segunda parte del trabajo, se 
validarán los esquemas numéricos des-
critos, obteniéndose, soluciones de flu-
jos en perfiles aerodinámicos y compa-
rándolas con datos experimentales. Los 
cálculos, que se realizarán con condi-
ciones subsónicas y transónicas, servi-
rán también para ilustrar las diferen-
cias de comportamiento entre los es-
quemas de primer y segundo orden.
2. EcuAcIONEs DE EulER
Las ecuaciones del movimiento de 
un fluido compresible, en ausencia de 
términos difusivos debidos a la visco-
sidad y a la conducción de calor, se 
pueden expresar como un sistema de 
leyes de conservación de masa, canti-
dad de movimiento y energía. Estos 
principios de conservación constitu-
yen las ecuaciones de Euler, que para 
un dominio multidimensional gene-










Donde W es un vector columna que 
contiene las variables conservativas 
del flujo y F es un tensor de flujos con-
servados de masa, cantidad de movi-
miento y energía en un sistema de co-
ordenadas arbitrario. Las variables del 
flujo se pueden adimensionalizar con 
la longitud de la cuerda aerodinámica 
y con las condiciones del flujo uniforme 
aguas arriba: velocidad U∞ , densidad 
r∞ , presión p∞  y temperatura T∞ .
Para un problema bididimensional, 









 =  
   
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3.  MétODO DE vOlúMENEs 
FINItOs
Para integrar numéricamente este 
problema, se discretiza el dominio es-
pacial con una malla no estructurada 
basada en una triangulación del mis-
mo (ver figura 1). Se considera un con-
junto de puntos {(xi, yi), i = 1, ..., Nv} 
distribuidos a lo largo del dominio es-
pacial. Nv es el número total de puntos 
o vértices a los que se le asocia una 
triangulación de Nt triángulos.
Cada triángulo se considera como 
un volumen de control Wj , y la formula-
ción integral de las ecuaciones de Euler 
aplicada a cada Wj se puede expresar 





⌠ ⌠∂ Ω + =⌡ ⌡∂ W F ·
donde n = (nx, ny) es el vector normal 
unitario a cada lado del volumen Wj .
Aplicando el teorema del valor me-









⌠∂ Ω = Ω⌡∂
W
W
donde Wj (t) es el valor medio de la so-
lución en el dominio Wj en el tiempo t. 
El segundo término de (9) es el flujo de 
masa, cantidad de movimiento y ener-
gía a través de los lados de Wj y se pue-









⌠ = Φ⌡ ∑F ·
donde Fl son los flujos en el lado l y se 
pueden evaluar usando integrales de 
línea extendidas a cada lado l. Si se 
consideran valores constantes para in-
terpolar la solución en cada volumen 
de control, Fl es constante a lo largo de 
cada lado l y el esquema resultante es 
de orden unidad (Godunov [6]). Si se 
desea obtener esquemas de orden su-
perior, entonces las integrales (11) se 
deben evaluar con mayor precisión. 
Por tanto, si se consideran ppuntos 
Gaussianos a lo largo de un lado, el 
error asociado a la integración Gaus-
siana es de orden 2p y los flujos resul-









y a es el ángulo de incidencia de la ve-
locidad de la corriente libre. Como con-
dición inicial, se considera la condición 
de flujo no perturbado (6) en todo el 
dominio espacial.
El sistema de ecuaciones (1) es hi-
perbólico, esto significa que para cual-









se puede diagonalizar y tiene autovalo-
res reales y los autovectores correspon-
dientes linealmente independientes 
(Godlewski [5]). Desde el punto de vis-
ta físico esta condición indica que exis-
ten superficies características a través 
de las cuales la información del flujo 
viaja con velocidad de propagación fi-
nita. Esta propiedad tiene consecuen-
cias importantes en el desarrollo de los 
métodos numéricos usados aquí (Leve-
que [10]).
FIguRA 1. 
malla no estructurada donde se indican los vértices de la triangulación 
{(xi, yi), i = 1, ..., Nv} y los volúmenes de control {Wj, j = 1, ..., Nt}.




















dan esquemas numéricos resultantes 
de primer y segundo orden respectiva-
mente. La interpolación lineal con un 
polinomio ENO se describe en (4). En 
(5) se calculan los flujos a partir de la 
solución de problemas de Riemann.
4. INtERPOlAcIóN ENO
Para obtener esquemas de segundo 
orden, se deben utilizar interpolado-
res lineales. Por ello se necesita la in-
formación de tres triángulos: el trián-
gulo local y sólo dos triángulos adya-
centes. Así, en este caso hay tres 
posibles moléculas computacionales 
(ver figura 2).
El algoritmo ENO, o interpolación 
esencialmente no oscilatoria, elige el 
conjunto óptimo de dos triángulos ad-
yacentes de manera que las pendientes 
de los interpolantes obtenidos sean lo 
más suaves posibles. Una interpolación 
lineal de la solución en cada triángulo 
se puede expresar en general como
I (x, y) = W0 + a1 (x ‑ x0) + a2 (y ‑ y0) 
 (15)
donde W0 son los valores medios en el 
triángulo local indicado con 0, (x0, y0) 
son las coordenadas de su centro 
geométrico y a1, a2 son los coeficien-
tes del polinomio interpolante. Para 
calcular a1 y a2, la interpolación tiene 
que verificar el teorema del valor me-
dio para los dos triángulos adyacen-
tes de las tres opciones posibles (ver 
figura 2).









donde wm son constantes de peso y j l m 
representa el flujo en el punto m del 
lado l. Además, el error asociado a la 
interpolación polinómica de j l m debe 
ser de orden 2p, que corresponde a un 
polinomio de grado 2p ‑ 1 para funcio-
nes regulares (Harten et al. [7]).
Finalmente, una vez que los flujos a 
cada lado de la triangulación son cono-
cidos, la formulación en volúmenes fi-









Ω + Φ =∑W
 j = 1, ..., Nt (13)
que representa un problema de evolu-
ción temporal para los valores medios 
del campo fluido. Formulaciones equi-
valentes de volúmenes finitos han sido 
propuestas previamente por Durlofsky 
et al. [3] y Abgrall [1].
Las condiciones de contorno se im-
plementan a través de integrales de 
flujos siguiendo la formulación integral 
propuesta por Abgrall [1]. Para aque-
llos lados que coinciden con el perfil 













 ⌠ ⌡ Φ =  ⌠ ⌡ 
  
Para aquellos lados que coinciden 
con el contorno en el infinito, se consi-
dera un problema de Riemann con las 
siguientes condiciones: flujo uniforme 
no perturbado dado por (6) fuera del 
dominio computacional y flujo dado por 
la aproximación polinómica dentro del 
dominio computacional (Abgrall [1]).
En este trabajo se consideran inter-











combinaciones de triángulos adyacentes correspondientes a tres 
polinomios interpolantes distintos Ia, Ib, Ic.



























la solución entre triángulos adyacen-
tes, en cada punto Gaussiano de (12) 
existe una discontinuidad que repre-
senta un problema de Riemann. Para 
un conjunto de leyes de conservación, 
este problema constituye un problema 
de condiciones iniciales definido por 
dos estados semi-infinitos a la iz-
quierda y a la derecha de la disconti-
nuidad. En lo que sigue, los superín-
dices L y R se usarán para indicar 
respectivamente izquierda y derecha 
de la discontinuidad inicial del pro-
blema de Riemann. La característica 
upwind se introduce al esquema 
cuando el flujo se calcula a partir del 
valor de las variables a izquierda o a 
derecha.
Para aclarar las ideas, en (5.1) se 
analizan las soluciones del problema 
de Riemann en la ecuación de Burgers, 
y se obtiene una expresión compacta 
para el cálculo del flujo. En (5.2) esta 
expresión compacta para la ecuación 
de Burgers se extiende al problema de 
Riemann que aparece en las ecuacio-
nes de Euler en cada lado de los volú-
menes de control.
5.1.  soluciones de la ecuación 
de Burgers
Para obtener una expresión com-
pacta de los flujos en un problema de 
Riemann, se estudia el caso de la ecua-
ción de Burgers unidimensional sin 
efectos difusivos, como un caso escalar 
típico. La formulación en volúmenes fi-
nitos (13) equivalente para esta ecua-
ción para el volumen de control defini-
do por xj y xj + 1 , se puede expresar 
como,
1 1( ) 0 (19)
j
j j j j
dw
x x f f
dt + +
− + − =




Como en cada paso de tiempo tn se in-
terpola la solución usando polinomios 
a trozos, en cada lado de los volúmenes 






⌠ Ω =⌡Ω I W
 j = 1, 2, 3 (16)
Considerando la interpolación lineal 
(15) y (16), se obtienen las tres ecuacio-
nes siguientes
a1 (xj ‑ x0) Wj + a2 (yj ‑ y0) Wj = Wj ‑ W0 
 j = 1, 2, 3 (17)
donde (xj, yj) son las coordenadas del 
centro geométrico del triángulo j. Si se 
considera la información de las tres 
posibles combinaciones de triángulos 
(figura 2), se pueden obtener tres poli-
nomios diferentes. El algoritmo ENO 






De esta forma, cada volumen de 
control tiene un polinomio interpolan-
te que no verifica continuidad con los 
polinomios interpolantes de los volú-
menes adyacentes. Se puede demos-
trar (Harten et al. [7]) que si la fun-
ción es suave, el error de truncación 
del polinomio interpolante es O (hq + 1) 
donde h es el paso de la malla espacial 
y q es el grado del polinomio. Por otro 
lado, si la función tiene discontinuida-
des, el error de truncación de la inter-
polación es O (1) (Abgrall [1]), pero 
esta interpolación no presenta el fenó-
meno de Gibbs en las discontinuidades 
(Harten et al. [7]). Este error de trun-
cación O (1) se localiza en la disconti-
nuidad y el esquema resultante se dice 
que es localmente no consistente. In-
dependientemente de esto, la generali-
zación del clásico teorema de Lax-
Wendroff asegura la consistencia glo-
bal (Galdi [4]).
5.  sOlucIóN DEl PROBlEMA 
DE RIEMANN
Como la interpolación de la solu-
ción se hace mediante polinomios in-
terpolantes a trozos, donde general-
mente no se verifica la continuidad de 




















En cada lado xj de los volúmenes de 
control, esta expresión evalúa el flujo 
usando información de la izquierda o 
de la derecha de la discontinuidad.
Sin embargo, la expresión (24) no 
tiene en cuenta las ondas de rarefac-
ción (Hirsch [8]). En el caso en que es-
tas ondas de rarefacción fueran impor-
tantes, la expresión (24) debería modi-
ficarse.
5.2.  soluciones de la ecuaciones 
de Euler
En el caso de las ecuaciones de 
Euler, las soluciones del problema de 
Riemann son: (1) ondas de choque, (2) 
discontinuidades de contacto y (3) on-
das de rarefacción (Leveque [10]). 
Para este problema vectorial, los flujos 
de masa, cantidad de movimiento y de 


















donde vn = unx + vny . Como se ha men-
cionado en (3), para obtener un es-
quema de segundo orden, solo debe 
considerarse un único punto Gaussia-
no en el centro geométrico del lado. 
Para cada punto Gaussiano (xm, ym), 
el problema de Riemann se puede re-
solver con W L =  I  (xm,  ym,  WL)  y 
WR = I (xm, ym, WR), donde los valores 
en los puntos medios a izquierda y a 
derecha se obtienen de los polinomios 
interpolantes de los volúmenes de 
control WL y WR.
Para obtener una forma cuadrática 
de las componentes de flujo de Fn, se 
deben considerar ciertas variables par-
ticulares. La idea es definir una nueva 
base en la que el problema vectorial se 
pueda transformar en cuatro proble-
mas escalares de forma que los flujos 
puedan ser calculados con una expre-
sión similar a (24). Roe [13] obtuvo un 
conjunto de variables,
de control xj, w (xj, tn) no está definida 
y se necesita resolver el problema de 
Riemann resultante para evaluar el 
flujo en t > tn . Las soluciones débiles 
del problema de Riemann son: (1) fren-
tes o discontinuidades que viajan a de-
recha o a izquierda dependiendo del 







y (2) ondas de rarefacción (Whitham 
[16]).
Si se tienen en cuenta los frentes o 
discontinuidades, el flujo se calcula 
usando información de la izquierda si 











 ≥=  <
Este flujo se puede expresar en una 
forma alternativa en términos de 
f  L + f  R y f  L ‑ f  R,
0
0
1 ( ) ( ) 0
2
1 ( ) ( ) 0
2
L R L r
j
L R L R
f f f f c
f
f f f f c
  + + − ≥ 
= 
  + − − <   
 (21)
Como f es cuadrática en w, el término 
f  L ‑ f  R se puede expresar usando la 
equivalencia siguiente,
( ) (22)L R L R
f
f f w w
w
∂− = −∂
donde ( ) indica que la cantidad se ha 
evaluado en el valor medio
1 ( )
2
L Rw w w= +
La derivada parcial de (22) resulta,
0
1 ( ) (23)
2
L rf w w w c
w
∂ = = + =∂
Si (22) se reemplaza en (21) se pue-
de obtener una expresión compacta 
para el flujo,
0
1 | |( ) (24)
2 { }
L R R L
jf f f c w w= + − −
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c cv cn v cn
H cv H cv
   
   + −   = =
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donde c es la velocidad del sonido pro-
mediada. La matriz de cambio de va-
riable Q, cuyas columnas son los auto-
vectores {ri, i = 1, ..., 4}, transforma el 
sistema (29) en un sistema diagonal. 
Deshaciendo después el cambio de 
base, para recuperar los flujos en va-
riables primitivas, se tiene,
Fn = 12  {Fn




donde |L| es una matriz diagonal defi-
nida por los valores absolutos de los 
autovalores. El producto Q‑1 (WR ‑WL) 
es conocido como amplitud de onda 
simple (Struijs et al. [14]). En cada lado 
de los volúmenes de control este algo-
ritmo elige de forma adecuada la infor-
mación o de la izquierda o de la derecha 
de la discontinuidad. Como se ha indi-
cado en 5.1, la expresión (32) no tiene 
en cuenta las ondas de rarefacción sóni-
ca. Es importante destacar que este 
problema suele darse cuando una onda 
de rarefacción estacionaria está alinea-
da simétricamente con el lado del volu-
men de control (Casper [2]).
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