Abstract -Bandwidth management in 802.11 wireless networks is becoming the main issue that should be overcome for IP multimedia services delivery such as IPTV, VoD, VoIP, etc. In this paper, we propose an adaptive bandwidth allocation based on adaptive transmission opportunity to overcome the guaranteed bandwidth issue. This scheme allows the video stream to take up the 802.11 channel proportionally to its throughput by adjusting the channel access priority according to the video transmission rate and the type of video frames (i.e. I, P, or B pictures). In this regards, the 802.11 MAC layer is augmented with an application-awareness that exploits RTP-level information for grouping and transmitting video frames. Performance evaluations using an experimental test-bed show the capability of our proposal to guarantee bandwidth for video streaming application while reducing considerably packet video loss compared to a conventional system.
I. INTRODUCTION
During this last decade, the 802.11 wireless networks have evolved rapidly from novelty into necessity technology for the last mile connection. The 802.11 WLAN is used currently for delivering all IP services such as data, voice, video, and multimedia. However, the wireless transmission undergoes the QoS issue that should be considered for wide acceptance of these services by end-users. Maintaining the QoS continuity for multimedia streams over 802.11 networks is challenging due to some intrinsic wireless transmission properties such as fast fading, co-channel interferences, and shadowing. The extra-overhead introduced by the 802.11 medium access control such as long headers size, inter-frame spaces, back-off time, and acknowledgments [1] make the situation more difficult. The bandwidth guarantee is also an issue as the channel is shared among different concurrent streams of different natures and requirements.
To cope with wireless transmission characteristics, the 802.11 specification [2] proposes some mechanisms to improve the transmission performance and reliability such as MAC frame retransmission using a limited number of retry and MAC fragmentation. With the same focus, others mechanisms were proposed by different studies such as the link rate adaptation by switching among different modulations and channel coding [3] and adjusting the transmission power. The overhead introduced by the 802.11 MAC layer was also tackled by new mechanisms such as frame concatenation [4] , piggyback [4] , and frame grouping [5] .
However, when used alone, the above mentioned mechanisms aim to increase the reliability of transmission without any consideration for application-level traffic characteristics, type of service, and quality of service required per stream. Many research works have started to consider a joint cooperation between the service level, network level, and data link level to improve some aspect of the QoS. In this context, the cross layer design has emerged as new paradigm to allow an interlayer communication and configuration for QoS continuity and provisioning [6] . The cross-layering is generally considered as an improvement of the layered architecture by defining new interfaces at each layer to allow the collaboration between the adjacent and non adjacent layers. This paper fills in the category of cross-layer design for video QoS provisioning over 802.11 wireless networks. Thus, we propose a bandwidth control scheme based on adaptive transmission opportunity (TXOP) to overcome the guarantee bandwidth issue for real-time video packets delivering. The proposed mechanism allows the video stream to take up the 802.11 channel proportionally to its throughput by adjusting the access time according to the video throughput and the type of the video frame being delivered (i.e. I, P, or B pictures).
Different cross-layer techniques proposed in the literature were focused on MAC and physical (PHY) layers interactions in order to adjust 802.11 MAC mechanisms according to the wireless channel state. In our approach, we propose an application/MAC level interaction by exploiting in-band signalling information presents at RTP-level header. For this purpose, the 802.11 MAC layer is augmented with an application-awareness which allows it to send the MAC frames belonging to the same video picture in burst mode without a new contention round. However, the contention is maintained between video pictures to avoid the channel monopolization (for example: passing from I to P picture).
The remainder of this paper is organized as follow: Section II introduces the overhead and the bandwidth management issues in the 802.11 link layer. Section III details our proposed bandwidth control scheme based on adaptive frame group size (i.e. Adaptive TXOP). Section IV presents performance evaluations of the proposed scheme and details the conducted experiments. Finally, section V concludes the paper. 
For a particular physical rate, the t overhead value depends mainly on the t DIFS and the t backoff . In contrast, the t DIFS value depends on the channel state while the t backoff fluctuates randomly and depends on the success or the failure of the last transmissions.
In order to reduce the t overhead which represents the main issue for the performance degradation (rate, delay, and jitter) in the wireless access networks, many mechanisms have been proposed during the last years: the frame concatenation [4] , the frame piggybacking [4] , and the frame grouping [5] .
The frame concatenation mechanism consists of grouping in one MAC packet data unit all the service data units that have the same destination by adding a small concatenation header. This allows sharing the t overhead among different service data units. However, this mechanism is limited in providing QoS guarantee due to frame corruption during the wireless transmission since the corruption probability increases by increasing the number of concatenated frames. Consequently, the number of service data units should be limited and should be determined according to the wireless channel conditions and traffic characteristics.
The frame piggybacking mechanism is useful in an active bidirectional communication between two stations. It allows the receiving station to send its data frames within the acknowledgements packets returned to the sender. This allows the station to save the access channel time by t DIFS + t backoff . However, this mechanism does not provide any advantage for one way communication such as video streaming.
In this paper, we are more interested to the frame grouping mechanism which allows sharing t DIFS + t backoff time interval among different MAC frames having the same destination. The benefit of this mechanism relays on MAC frames transmission in burst mode without releasing the channel. To keep the control over the channel, the successive MAC frames transmissions are separated by SIFS interval which is shorter than DIFS. The frame grouping is inspired from the fragmentation burst introduced by the 802.11 specification when the MAC fragmentation is employed. In this configuration, all fragments belonging to the same MAC service data unit are sent in burst without a new contention for each fragment. Figure 1 illustrated the difference between the frame grouping transmission and the standard transmission. The frame grouping has many advantages: (1) it avoids the frames corruption by avoiding increasing the frame size transmitted over the wireless channel compared to frame concatenation mechanism, (2) it shares the channel access time among many frames, and (3) it allows bandwidth control by guaranteeing the rate for the delivered data at the link access level since different frames can be sent once the channel is obtained.
The frame grouping mechanism is used in IEEE 802.11e standard. This last improves the media access control layer of IEEE 802.11 to satisfy different QoS requirements by introducing two channel access functions: the enhanced distributed channel access (EDCA) and the Hybrid Coordination Function (HCF) Controlled Channel Access (HCCA). In Enhanced Distributed Channel Access (EDCA) model, each Access Category (AC) has a particular transmission opportunity (TXOP) that represents a time interval in which the AC has the capability to send in burst many frames in the same way as the frame grouping. Regarding the HCCA mechanism, the TXOP is specified for each QSTA (QoS station) according to the TSPEC (Traffic specification) transmitted to the QAP (QoS Access Point).
To allow bandwidth guarantee for real-time streaming applications, we have employed an adaptive frame grouping mechanism leading to an adaptive TXOP interval. Our mechanism allows sending MAC frames belonging to the same video frame in burst without a new contention round.
However, an important challenge is arisen when the frame grouping mechanism is used : How to delimitate the time interval during which the frames can be sent in burst? This time interval should achieve two mains goals: (1) guarantying the bandwidth in correlation with the application throughput and (2) avoiding the channel monopolization when different frames are concatenated.
To overcome this challenge, we have made the frame grouping mechanism independent from the time in comparison with 802.11e standard. Indeed, instead of fixing the TXOP interval for each AC, we propose to determine the number of frames that should be sent in burst mode. This allows our mechanism to be independent from the physical rate. To illustrate this purpose, let us take the 802.11e access category AC_VI which is defined specially for video transmission. In this AC, the TXOP interval is equal to 3.008 ms (see Table 1 ).
With an average frame size equal to 1512 bytes and a physical rate equal to 2 Mbits/s, only 4 frames can be sent in burst. However, when the physical rate increases to 11 Mbits/s, 22 frames can be sent in burst.
Adaptive TXOP is not a new solution in 802.11 networks. In [7] [8], an adaptive transmission opportunity scheme is proposed. It allows the station to have a rate adaptation capability by dynamically configuring its TXOP limit within the maximum TXOP value of IEEE 802.11e. In [9] , the authors propose modifying the TXOP interval dynamically based on the packets in the queue, so that fragments of the same packet are sent in the same TXOP interval. However, this mechanism is dependent on the physical rate of the channel. All the above mentioned research works and many others do not consider the traffic characteristics (i.e. type of the delivered video pictures: I, P or B), and the current traffic throughput (i.e. support of Variable Bit Rate "VBR" video streaming) as proposed by our scheme.
Therefore, our mechanism determines the relevant number of MAC frames that forms a TXOP interval rather than fixing its value (as done by 820.11e). These MAC frames create a group and the challenge is to determine the size of this group to allow bandwidth guarantee. To reach this goal, intensive experiments have been performed to compare different strategy of frames group size ranging from fixed (i.e. 802.11e) to adaptive. This study will be presented in next Sections.
III. ADAPTIVE FRAMES GROUP SIZE
To illustrate the proposed bandwidth guarantee mechanism based on MAC-level video frame grouping, Figure 2 shows an example of an adaptive frames group size taking a video Frame (i.e. I, P, B Pictures) as a group delimiter. Picture m and Picture m+1 create two separate groups.
In Our proposal, we define a group as a video picture (or Video Frame) which is broken into multiple RTP video packets at the application level framing. The RTP packet size depends on the maximum transfer unit of network (approximately 2301 bytes for 802.11 and 1500 bytes for Ethernet LAN) in order to avoid the fragmentation at the network and MAC layer. The number of RTP packets generated from one video picture depends mainly on the video throughput and the picture type (i.e. I, P, or B pictures) used in the MPEG coding.
Video Frame grouping It is clear that the number of RTP packets increases proportionally according to the video throughput. For a particular video throughput, the number of RTP packets in I-picture is higher than P-picture which is higher than B-picture. Using a video picture as a group delimiter in the frame grouping mechanism provides a dynamic frame group size. This latter will be not fixed as proposed by 802.11e but it will be rather dependent on video throughput and will be independent from the physical rate (e.g. [9] ). This allows a correlation between the number of MAC frames sent in burst and the video throughput at the application level. The mechanism avoids the channel monopolization since after each video picture transmission the sender should contend with concurrent streams to gain the access to wireless channel with the same priority.
The frame grouping mechanism is performed at the 802.11 MAC layer by using application-level information. It is MAC centric approach in which the MAC layer is augmented with an application-awareness to recognize a video picture at the MAC level. For this purpose, the MAC layer exploits the inband RTP signalling information available in the MAC frame payload. The RTP header provides timestamp information which can be used to distinguish among different video picture. The timestamp reflects the sampling instant of the first byte in the RTP data packet. All RTP packets belonging to the same video picture should have the same timestamp since they belong to the same sampling time. When the timestamp differs for two successive MAC frames, then a new video picture is detected and the MAC layer should contend for accessing the channel before transmission. This introduces some traffic fairness among different sessions.
IV. PERFORMANCE EVALUATION
In this section, we present the performance evaluation of the bandwidth guarantee mechanism based on adaptive frame group size. For this evaluation, we performed real experiments using an experimental test-bed. The proposed mechanism is implemented in Madwifi driver [10] which is an open-source driver for wireless cards based on Atheros chipset. Figure 3 shows the experimental test-bed composed of one 802.11 Access Point (AP) and two wireless stations (STA1 and STA2). The physical rate of the 802.11 network is limited to 5.5 Mbit/s. STA1 transmits video stream to the AP using VLC software [11] . The STA2 does not use the frame grouping mechanism and it transmits to the AP a UDP or TCP concurrent streams using Iperf software [12] . The performance evaluations are organized in two parts. In the first part, we compare the adaptive frame group size to a fixed group size (i.e 802.11 TXOP). In the second part, we assess the capability of our mechanism to grantee the bandwidth of video stream with different rates for the concurrent stream.
For the first part of experiments, we used two video sequences (type:
MPEG-4, resolution: 352x288, structure: IBBPBBPBBPBB, 25 fps). Table 3 gives the rest of the two video characteristics.
Video 1 Video 2
Throughput average 860 Kbits/s 1252 Kbits/s Average packet number for I-Picture 11 14
Average packet number for P-Picture 4 6
Average packet number for B-Picture 2 3 Using these two video sequences, we have performed a comparative study according to the test plane described in Table 4 . Each test was repeated 10 times and averages were calculated form the obtained results. Figure 4 and Figure 5 show respectively the average throughput and the average loss achieved by the transmission of video 1. Figure 6 and Figure 7 show the same results for video 2. From these results, we can see clearly that a fixed group size can't satisfy the need of video throughput. For example, the group size equal to 3 frames allows the video 1 to get a sufficient bandwidth at the wireless channel since the video 1 doesn't undergo packet loss ( Figure 5 ). However, the same group size doesn't allow the video 2 to take up the required bandwidth at the wireless channel to cancel the loss ( Figure 7 ). In the other side, the proposed solution (Test 5 for video 1 and Test 9 for video 2) adapts the channel occupation according to the video throughput and cancel the loss for the two videos sequences. In the second part of experiments, we evaluate the performance of our bandwidth guarantee scheme with concurrent raw-UDP streams transmitted by STA2 with different constant bit rates: 0. Figure 10 ) and Figure 9 (resp. Figure 11 ) depict respectively the average loss ratio and the received average throughput for video stream (resp. raw UDP streams) for each test with a specific transmitted UDP rate presented at the x-axis. With a concurrent UDP stream of 0.5 Mbit/s, we see in these results that both raw-UDP and video stream are transmitted correctly without any loss. However, the difference between the two scenarios can be noticed with raw-UDP rate of 1Mbit/s and more. In scenario 1, video loss ratio increases (see Figure 8 ) and its received throughput decreases (see Figure 9 ), while the raw-UDP stream doesn't undergo loss until 1.5 Mbit/s (see Figure 10 and Figure 11 ). However, in scenario 2, we can notice that video throughput is guaranteed at the expense of raw-UDP stream. Thus, loss ratio for raw-UDP stream is higher in scenario 2 compared to scenario 1 ( Figure  10 ). We can see also the consequent on the received throughput compared to transmitted throughput in the network (Figure 11 ). Therefore, it is clear from these results that our scheme increases bandwidth guarantee for video stream by adjusting the channel occupation according to the video transmission rate and independently from the concurrent stream rate.
The same results were obtained with a concurrent TCP streams which are summarized in Table 6 . 
V. CONCLUSION
In this work, we have proposed a bandwidth guarantee scheme which allows enhancing the priority of the video stream over 802.11 wireless networks. Our mechanism is implemented at MAC-layer and it is traffic-aware. It allows sending a group of MAC frames belonging to a particular video picture in burst mode. Performance evaluations of the proposed mechanism for video streaming service show a considerable enhancement of the overall received video quality in term of bandwidth guarantee and packet loss reduction. Furthermore, our scheme avoids the monopolization of the wireless channel access by releasing the channel after sending the particular group. The results show the added value of our proposal comparing with a fixed group size (TXOP in 802.11e). They show also the effect of our proposal on UDP and TCP concurrent streams for providing traffic differentiation compared to 802.11e model.
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