The introduction of Ultra High Definition Televisions will build upon the growing consumer desire for the highest TV image quality possible. The new High Efficiency Video Coding (HEVC) standard (H.265, MPEG-H) provides the most bandwidth-efficient delivery of HD and UHD content. HEVC was standardized in early 2013 but only addressed consumer applications. In mid 2014, the HEVC Range Extensions (RExt) profiles were standardized to address professional applications. This paper will describe "true" 4K UHDTV and how it achieves a greater immersive viewing experience than today's HDTV. The paper then will explore the HEVC tool enhancements for contribution and distribution applications, focusing on the 4:2:2 10-bit and 4:2:0 10-bit formats. To give a sense of picture quality versus bandwidth requirements, three experimental lab tests are discussed: UHDTV1 (3840x2160) content is HEVC-compressed and compared with a down-scaled 1080p HD version that is HEVCcompressed and then up-scaled back to UHDTV1 resolution, HEVC RExt is compared against AVC Fidelity Range Extensions for UHDTV1, and the impact of higher frame rates on the bitrate required for UHDTV1 is investigated.
INTRODUCTION
Ericsson's 2013 ConsumerLab TV & Video Consumer Report [1] highlights viewers' willingness to pay for high picture quality from their TV service provider. The introduction of Ultra High Definition Televisions (UHDTVs) will build upon the growing consumer desire for the highest TV image quality possible. The new High Efficiency Video Coding (HEVC) standard (formally known as Recommendation ITU-T H.265 and ISO/IEC 23008-2 MPEG-H Part 2) [2] provides the most bandwidth efficient delivery of HD and UHD content. HEVC was standardized in early 2013 but only addressed consumer or direct-tohome applications. In mid 2014, the HEVC Range Extensions (RExt) profiles were standardized [3] to address professional applications such as content acquisition and exchange. This paper will describe "true" 4K UHDTV and how it achieves a more immersive viewing experience than today's HDTV. The paper then will explore the tool enhancements of HEVC for contribution and distribution applications, focusing on the 4:2:2 10-bit and 4:2:0 10-bit formats.
To give a sense of picture quality versus bandwidth requirements, experimental lab test results will be reviewed. In the first experiment, 4K UHDTV (3840x2160; the format is industry-defined as UHDTV1 [4] but is referred to as UHD1 hereafter) content for distribution applications (4:2:0 10-bit) is HEVC-compressed and compared with a downscaled 1080p HD version that is HEVC-compressed and then up-scaled back to UHD1 resolution. The impact of spatial resolution versus the bandwidth required is shown in the context of viewing on a UHD1 display. In the second experiment, HEVC RExt is compared against AVC Fidelity Range Extensions (FRExt) for UHD1 contribution applications (4:2:2 10-bit) to investigate the bitrate efficiency of HEVC versus AVC. Three Group of Picture (GOP) formats are used. In the third experiment, the impact of higher frame rates on the bitrate required is investigated for UHD1 contribution applications. Three frame rates are included, 120, 60, and 30 (in their fractional 1/1.001 forms).
THE IMMERSIVE VIEWING EXPERIENCE OF TRUE 4K UHDTV
Consumer televisions took a leap forward when 4K UHDTV displays were introduced at the 2012 International Consumer Electronics Show. The spatial resolution of 3840x2160 pixels is four times the spatial resolution of HDTV (1920x1080) . While the emphasis was on the display's greater spatial resolution, the great advantage of UHDTV has to do with its immersive TV viewing experience or realism. Spatial resolution is just one aspect; other enhancements to the content -especially higher frame rates and increased dynamic range -are required as well to realize the true UHD1 viewing experience.
The proper TV viewing distance decreases as the display resolution increases. Since the mathematics of human visual acuity are complex with angular resolution (both vertical and horizontal fields-of-view) included in the computation of optimal viewing distance, this is outside the scope of this paper. A common, more basic rule-of-thumb (and therefore a bit more inaccurate) is to estimate the approximate proper viewing distance in terms of the number of picture heights. Using this form of measure, a distance of approximately six picture heights from the front of the screen is recommended for standard definition TV (SDTV) and three picture heights for HDTV. This number halves again for UHD1 to one and one-half picture heights. Regardless of how the proper viewing distance is derived, if one sits closer than the minimum viewing distance, then the pixels themselves will begin to be recognized individually as opposed to the human visual system processing the entire picture as a whole, and most likely the viewer will feel uncomfortably close. In addition, if one sits further away than the maximum distance, then the increased resolution of the screen is not discernible and the greater image detail provided by the higher screen resolution is not observed. The proper viewing distance is a range of distances between the minimum and maximum described above.
The decreased viewing distance coupled with the increased screen sizes offered with UHDTV results in the TV screen occupying more of the human central field-of-vision, which is approximately 90-100 degrees. At a three picture heights viewing distance, HDTV occupies approximately a 30 degree field-of-view or circa one-third of the human central field-of-vision. At a 1.5 picture heights viewing distance, UHD1 doubles this to approximately 60 degrees [5] or circa two-thirds of the human central field-of-vision. This wider view angle, in combination with the higher spatial resolution, provides a greater sense of presence [6] or sensation of reality and hence a more immersive viewing experience [7] .
Since the TV screen size now occupies more of the human central field-of-vision, images that move across the display cover a wider arc (greater angular change) in the field-ofview; therefore, the human eye will be more sensitive to motion behaviour. As such, higher frame rates than those used in SDTV or 1080i HDTV are needed to represent fast motion across the greater angular change or visual artefacts will be observed. When the camera capture frame rate is too low, motion blur may be introduced (assuming a correspondingly appropriate open shutter time). Motion blur becomes more noticeable with larger screen sizes. Figure 1 illustrates an example of motion blur.
Motion judder artefacts are introduced when the position of objects in sequential frames are not where they should be based on the natural motion assumed by the human visual system. In these cases, the human visual system perceives the motion of an object to stutter as it traverses as opposed to being smooth and continuous. Motion judder artefacts are observed commonly today when motion picture content (which is almost entirely produced at 24 frames per second) is converted to video through a process called 2:3 pull-down. For example, 24 progressive frames per second of a motion picture in the cadence AA BB CC DD converted to 60/1.001 interlaced fields per second of video results in the cadence AA BB BC CD DD. Figure 2 illustrates an example of motion judder. Motion judder is difficult to represent using a single still image; the judder in Figure 2 is simulated for illustration purposes using a strobing effect. Motion judder will be recognized more readily with the larger screen sizes of UHDTV due to the greater angular change of cross-screen motion, although the effect with motion pictures is somewhat masked due to wider angle filming, which means that the angular velocity does not increase in the same ratio as the resolution. Notwithstanding, live sports -which is often considered premium content -is very susceptible to motion judder at lower frame rates, and as such, today's 25 and 30/1.001 frames per second (fps) (50 and 60/1.001 fields per second if interlaced) frame rates are far too low. This issue is currently under debate in several standards organizations and industry forums, with frame rates at least as high as 120 fps being vetted. The trade-off is between the picture quality achievable and its complexity (cost) to implement. What's clear from observations today is that a minimum of 50-60 fps is required for true 4K UHDTV.
While the spatial resolution of UHD1 is four times that of HDTV, if data values are still represented with 8-bit precision (sample bit depths) -as all consumer / direct-to-home compressed digital video is done today -only the same 2 8 or up to 256 levels of gradient is possible. With the more immersive viewing experience (larger display sizes and closer Figure 1 -Example of motion blur due to low frame rate Figure 2 -Example of motion judder due to low frame rate viewing distance) of UHDTV, another artefact that will be noticed more readily is image banding or posterisation. Chrominance or luminance (colour or brightness, respectively) banding are seen commonly in TV today, particularly in night scenes and other large areas of similar backgrounds and low motion, and during fades. In Figure 3 , notice the circular banding in the rays of the sunset on the left side. This is caused by not having sufficient numbers of different levels for chrominance/luminance to represent smooth gradients; clearly quantization steps are noticeable. On the right side, however, 10-bit depth data precision is used -with 2 10 or up to 1024 levels of gradient -resulting in much smoother contouring of the sun's rays.
Both the SMPTE and ITU-R UHDTV specifications [4, 8] define 10-bit sample bit depths as the minimum data precision values. Existing production workflows use 10-bit sample bit depths throughout and it is only when the consumer / direct-tohome format is created that the sample bit depth is truncated to 8-bits during final stage compression.
The Joint Collaborative team for Video Coding -ISO/IEC Moving Pictures Experts Group (MPEG) and ITU-T Video Coding Experts Group (VCEG) -created a Main 10 Profile in the first version of the HEVC standard [2] for this reason. While previous compressed digital video standards (such as Advanced Video Coding, AVC [9] ) defined profiles that included 10 bit sample bit depths, these were for professional applications only. HEVC is the first to include a profile that supports 10-bit precision for consumer / direct-to-home applications. Refer to the later section on HEVC for more information.
UHDTV also has an expanded colour gamut or space defined [8] , versus that used by HDTV. In Figure 4 , note the greatly expanded region of greens and the inclusion of more reds. This will give UHDTV an even more realistic colour pallet than HDTV, which in turn would take advantage of the 10-bit precision described previously. Current UHDTVs do not yet support the expanded colour gamut and it may be a few years before this occurs. In the interim, HD colour space (Recommendation ITU-R BT.709) is being used. The human visual system is much more sensitive to luminance (brightness) than it is to chrominance (colour), with an extremely wide dynamic range of approximately one million to one (a contrast ratio of the luminance of the brightest object to that of the darkest) [10] , and can discern 0.001 to 20,000 nits of luminance, where 1 nit equals 1 candela per square meter (cd/m 2 ). The production standard for consumer video, however, has not been changed since it was set to the luminance of a cathode ray tube of 50+ years ago, approximately 100 nits. Although modern video cameras can capture a very wide dynamic range and modern HDTVs are capable of emitting up to approximately 300-900 nits (LEDlit LCD displays at the low end and Organic LED displays at the high end), the production standard (for instance, for Blu-ray Disc) has not been updated. The reduced dynamic range is particularly noticeable for specular reflections and highlights, such as sunlight reflecting off of the surface of water or metal.
Recent demonstrations of the benefit of high dynamic range (HDR) to the immersive TV viewing experience have convinced standards bodies to study how to specify this new dimension of immersion into the TV viewing experience. This is work in progress. The impact of high dynamic range is difficult to represent without a high output active light source such as a high peak white level OLED display or studio reference monitor designed for this purpose. However, the concept can be expressed by simulating HDR through the combination of multiple exposures of the same image (albeit without the dramatic impact of specular highlights). Figure 5 shows three images of the same scene. The left image shows the interior of a room with proper lowlight exposure. Note that the outside view through the windows is crushed or clipped; the details washed out. In the centre image, the exposure is adjusted for proper highlights, so that the scene through the window is reproduced properly, but now the interior space details are no longer discernable. In these two images, the standard dynamic range available is not capable of reproducing the details within both the low luminance and high luminance areas simultaneously. The right image simulates how a HDR image would be represented, which more closely resembles the realism that the human visual system provides.
In summary, true 4K UHDTV (UHD1) consists of four times the spatial resolution of HDTV, at least two times the temporal resolution of 1920x1080 HDTV, at least 10-bit sample bit depth precision for data values vs. the 8-bit values used today for consumer / direct-tohome HDTV applications, and an expanded colour space. Standards efforts are in the early stages of defining a higher dynamic range than used today for HDTV. All these factors create an immersive viewer experience, providing a greater sense of presence and sensation of reality than possible with today's best HDTV.
HIGH EFFICIENCY VIDEO CODING (HEVC)
In The first version of HEVC created profiles (e.g., the Main Profile and Main 10 Profile) that addressed consumer / direct-to-home applications, such as direct broadcast satellite, cable television, telecom television (IPTV), terrestrial broadcasting, internet delivered video (TV over IP or "over-the-top"), and consumer stored-media (e.g., for a successor to Blu-ray Disc). The HEVC codec contains a set of advanced coding tools that together make HEVC significantly more compression efficient than prior generations of video codecs [11] . The coding efficiency of HEVC compared to AVC (the most bitrate efficient standardized codec prior to HEVC) is up to 50% -effectively halving the required bitrate -or up to four times as bitrate efficient (one-fourth the bandwidth) as MPEG-2 Video. For UHD1, the bitrate reduction may exceed 50% [12] . This has wide ramifications for many different industries that need to deliver high quality images across constrained links or for more efficient storage applications.
In April 2014, so-called Range Extensions (RExt) profiles were added as an amendment to the HEVC standard [3] . RExt profiles are aimed at professional applications -such as content acquisition, exchange and primary distribution -where high fidelity of video must be sustained to prevent degradation across multiple stages of compression, decoding and re-compression (known as compression concatenation). Therefore, RExt profiles include support for coding 4:2:2 and 4:4:4 chrominance (chroma) sampling formats because chroma bleeding and other artefacts would be created if HEVC version 1 profiles (which only support the 4:2:0 chroma format) were used. In addition, sample bit depths up to 16 bits per sample are supported in some profiles. The expanded fidelity offered with higher data value precision not only prevents degradation through multiple stages of concatenation, but also enables high dynamic range and improved colour space coding (refer back to the earlier section on UHDTV for more details). RExt profiles improve coding efficiency compared to AVC Fidelity Range Extensions by up to 30% for contribution and primary distribution applications [13] , or by more than 50% of the comparable MPEG-2 Video profile (Main 4:2:2).
EXPERIMENTS
Ericsson has conducted initial testing in its laboratories for internal evaluation, which can be used as early indications of the efficiency claims for HEVC. Figure 6 illustrates the five UHD1 videos used in the experiments.
The sequences vary in terms of properties and picture quality. CrowdRun and DucksTakeOff originate from the SVT test set [14] , which has been used widely for evaluation for several years. The UHD1 sequences were created through a film scan, at the original frame rate of 50 fps. Both sequences are very complex and noisy. FootballMatch is more recent content and is of high picture quality. Therefore, it is more representative of premium sports UHD1 content. The original frame rate is 60/1.001 fps.
Beauty and ReadySetGo are recently made available sequences which were shot at 120 fps and are publicly available for research purposes [15] .
For consistency of reported results all simulations were run at fractional frame rates: 120/1.001, 60/1.001 and 30/1.001. For brevity, fractional frame rates are referred to as 120, 60 and 30 throughout this section.
Three experiments are presented in this paper. The first experiment compares picture quality versus required bitrate for UHD1 distribution applications. HEVC-encoded UHD1 video is compared to HEVC-encoded HD video which is up-scaled to UHD1 resolution before display. The second experiment compares the bitrate efficiency of HEVC RExt to AVC FRExt for UHD1 contribution applications. The third experiment compares picture quality versus required bitrate for UHD1 contribution applications at three frame rates: 120, 60 and 30. For these experiments, data used for simulation are generated with a best-inclass real-time AVC contribution and distribution encoder (Experiment 2), the Ericsson HEVC simulation model (Experiment 1) and the JCT-VC HM 14.0 simulation model [16] (Experiments 2 and 3).
The Peak Signal-to-Noise Ratio (PSNR) measure is used for most evaluations. While PSNR does not correlate well with visually perceived picture quality, it does have a precise physical meaning; i.e., how much energy is retained in the processed signal. For most of the presented experiments, the interest is in the latter as the focus is on assessing the relationship between required bitrate and picture quality for different configurations and formats. Psycho-visual optimisations were turned off in all encoders; therefore, compression noise is expected to have statistical rather than perceptual relevance. In addition to PNSR measurements, subjective lab viewing of simulations was performed where appropriate.
Experiment 1: Comparison of UHD1 with up-scaled HD
In this experiment, picture quality of HEVC-compressed UHD1 video was compared to HEVC-compressed HD video that was up-scaled to UHD1 resolution. This was done to compare the transmission of compressed UHD1 versus HD while simulating up-scaling that could occur in a UHD1-capable set-top box (STB) or TV. An analogous experiment, Figure 6 -Test sequences used in experiments which included more formal subjective tests, was performed by the European Broadcasting Union (EBU) [17] . The EBU test showed that while there was perceived difference between UHD1 and HD video presented on a UHDTV display, the difference in quality was thought to be relatively small. One factor which was not included in the experiment was the impact of compression. This is investigated in Experiment 1.
For this experiment, three video clips are used: DucksTakeOff, CrowdRun and FootballMatch. The UHD1 master source sequences were down-scaled to HD using publicly available software [18] that includes a bicubic filter. With recent technology advances, consumer UHDTVs have much higher performing image scaling built-in than commonly available in the past. Therefore, the bicubic filter was used as the filter of choice in this experiment.
Both variants of each sequence (UHD1 and HD) were compressed with an HEVC encoder using the same settings. Bitstreams were subsequently decoded and in the case of the HD video, it was up-scaled to simulate the process in a STB or in a UHDTV. Objective measurement using PSNR and subjective assessment tests were conducted.
The PSNR calculation was performed in UHD1 resolution between a master source video signal and the decoded output (up-scaled in the case of the HD transmission) signal. The scaling process used for the HD signal transmission also would reduce the PSNR results in the case where no compression was used.
On the other hand, the benefit from the compression point of view would be that an HD image has 4 times fewer pixels than a UHD1 image. Therefore, one could assume that picture quality loss due to scaling could be compensated by better quality compression; i.e., there are 4x more bits per pixel available for the HD signal than for the UHD1 signal at the same bitrate.
PSNR results are shown in Figure 7 . For the FootballMatch clip, PSNR scores for up-scaled HD were always lower than for the UHD1 variant. For the CrowdRun clip, which contains much more noise and is more difficult to encode, both PSNR scores are similar, but UHD1 achieves slightly higher scores at around 20 Mbps and for higher bitrates. For the DucksTakeOff clip, which is the most difficult of the three clips, HD scores are slightly higher than UHD1 scores at all bitrates of interest (eventually the curves cross-over at higher bitrate as expected).
Subjective viewing at 20 Mbps showed that up-scaled HD picture quality was preferred for DucksTakeOff, but UHD1 picture quality was preferred for the reminding clips. In the former case, up-scaled HD was less blocky than the UHD1 variant. In the latter cases, UHD1 was preferred due to perceived sharpness in detailed areas. Up-scaled HD sequences presented noticeably more mosquito noise and softness around players and the crowd as well as other areas with high frequency content such as sharp edges.
The following observations were made: Firstly, up-scaling from HD to UHD1 amplified artefacts introduced by compression which otherwise were not noticeable when decoded video was presented in HD resolution or if no compression was applied. Those artefacts were noticeable at bitrates which would not be otherwise used for HD transmissions (e.g. 20-25 Mbps). Secondly, for a difficult and noisy source such as DucksTakeOff, the upscaled HD variant presented fewer block artefacts than the UHD1 variant. This showed that, for particular content of high complexity and/or poor picture quality, reducing entropy via down-scaling may benefit compression quality. Thirdly, PSNR measurements ( Figure  7 ) suggest that transmission in HD resolution would not provide any significant bitrate savings compared to transmission in UHD1 resolution when targeting UHDTV displays because the up-scaled HD PSNR measurements were very close to the UHD1 PSNR measurements. Subjective viewing tests corroborated the same.
Experiment 2: Comparison of HEVC RExt and AVC FRExt for UHD1 contribution applications
In the second experiment, performance gains of HEVC RExt over AVC FRext for contribution applications were investigated. Simulations of HEVC RExt (Main 4:2:2 10 Profile) and AVC FRExt (High 4:2:2 Profile) were run for two sequences: CrowdRun and DucksTakeOff. Three GOP structures were tested in order to investigate coding gains achieved for different delay applications: 7B (IBBBBBBBP), which requires picture reordering at encoder and receiver and is usually employed for standard delay applications that need to maximise picture quality at available bitrates; IP, which does not require reordering at encoder and receiver and is usually employed for low delay applications; and Intra only, which is usually employed for very low delay applications that also require random access to every frame boundary.
PSNR results for CrowdRun and DucksTakeOff are shown on Figure 8 . For those sequences, performance gains from HEVC RExt over AVC FRExt were found to vary between 25% and 50%. Higher gains were achieved for the bitrate range of 50-120 Mbps, where HEVC RExt required 40-50% lower bitrate for 7B and IP GOP structures and about 35% lower bitrate for Intra only. For Intra only, the gain is quite substantial, but a higher overall bitrate may be required to maintain high fidelity of the video signal: in the bitrate range >120 Mbps, HEVC gains over AVC were reduced down to 25%.
The obtained bitrate savings results were found to be consistent with results reported by the JCT-VC group [19] . Those results show that HEVC coding gains are distributed across different picture types, formats (4:2:0 and 4:2:2 chroma) and operating points. This means that a significant improvement in compression efficiency over previous coding standards can be obtained not only for consumer / direct-to-home applications, but also for high-end applications such as content acquisition, exchange, and primary distribution.
Experiment 3: High Frame Rates for UHD1 contribution applications
Several industry demonstrations have shown the benefits of High Frame Rates (HFR) on perceived UHD1 picture quality. To the best knowledge of the authors, however, none of these demonstrations took compression into account. Therefore, in this experiment the impact of HFR on compression efficiency is investigated.
The HFR video clips ReadySetGo and Beauty sequences, which were originally captured at 120 fps, were used. The corresponding sequences for 60 fps and 30 fps were generated by subsampling frames. While this approach does not accurately model the characteristics of a camera at a given frame rate (specifically, the increased motion blur resulting from a reduced shutter speed as opposed to the original high shutter speed which exacerbates the effects of motion judder), it allows a direct comparison of the compression performance at different frame rates without potentially introducing artefacts which may themselves impact the performance. In this experiment, subjective assessment was not the focus (i.e., which frame rate provided better picture quality), but rather compression performance using objective PSNR metrics, which are not impacted by artefacts such as motion judder.
The sequences were encoded using the Main 4:2:2 10 Profile with 7B and IP GOP structures to represent different delay modes. PSNR results are shown in Figure 9 . A comparison between the 7B and IP GOP structures for the same frame rate shows that there is little difference in performance between 30 fps and 60 fps. For the ReadySetGo clip at 120 fps, the 7B structure provides compression gains over the IP GOP structure for bitrates below 80 Mbps. A comparison between 60 fps and 120 fps variants at 50 Mbps shows that doubling the frame rate translates to a bitrate increase of circa 36 Mbps (72%) and 24 Mbps (42%) for the IP and 7B GOP structures, respectively. This is less than the 100% bitrate increase that otherwise would be required for an uncompressed signal. This shows that temporal redundancy can be exploited in the compression stage and the doubling of the bitrate is not necessary.
The same experiment was done for the Beauty sequence. This sequence had been captured in a low-light environment which appears to have introduced a significant amount of noise. The low Signal-to-Noise Ratio (SNR) made it difficult for the encoder to exploit temporal redundancy even though the sequence is very static and of low complexity. As a result of this, doubling the frame rate from 60 fps to 120 fps required doubling the bitrate (from 50 Mbps to100 Mbps) in order to achieve the same PSNR. However, it is expected that, when the SNR is higher, the bitrate penalty for HFR will be much smaller for content with less motion due to high correlation between the frames.
In summary, this experiment showed that an increase in frame rate will require additional bitrate to maintain the same objective picture quality. How much more bitrate is required will depend on how well encoders can exploit temporal redundancy while preserving sharpness and detail associated with 120 fps content. Issues with low SNR in HFR cameras, especially in low light conditions, may impact both the overall picture quality of the content as well as the compression performance. However, it is expected that further advances in camera technology will improve SNR.
CONCLUSIONS
UHDTV will offer a greater immersive viewing experience if a minimum baseline of performance is applied, referred to as true UHDTV. True UHDTV has a minimum frame rate of 50-60 fps and a minimum sample bit depth of 10-bits. The expanded colour space and high dynamic range will increase the realism substantially; the former is defined and likely will be realized within the next few years, while the industry has just begun the standardization process for the latter.
HEVC enables future business models not possible with today's state-of-the-art video compression standards, such as enabling the delivery of true UHD1 at commercially viable data rates. With the new Range Extensions, finalised in April 2014, high fidelity applications -such as content acquisition, exchange and distribution -will take advantage of the best in picture quality and bandwidth efficiency, up to 25-50% better than AVC and more than 50% better than MPEG-2 Video.
Experimental results have been presented that support the greater bandwidth efficiency of HEVC Main 4:2:2 10 Profile over AVC High 4:2:2 Profile for high fidelity applications. The gains are found to be present across wide bitrate ranges, formats and encoder configurations which makes them applicable to content acquisition and exchange, and primary distribution applications. In addition, experimental results show that, for high motion content, doubling the frame rate from 60 fps to 120 fps could incur between a 40% and 70% bitrate increase depending on application. It is expected that the bitrate penalty for HFR will be smaller for content with less motion. The experiment also showed that low SNR in HFR capture content may prevent the encoder from utilising temporal redundancy and the incurred bitrate increase could be 100% (effectively the same penalty as for an uncompressed signal).
In a separate experiment, the coding performance of HEVC (Main 10 Profile) for UHD1 content was compared to HD content for distribution applications, where both targeted a UHDTV display. Results showed that better overall picture quality was achieved with the transmission of the UHD1 content than with the HD content, apart from the case where high complexity and noisy content was used. Simulations also showed that, for similar picture quality, the required bitrate for the HD encoder was in the same range as the bitrate of the UHD1 encoder. Therefore, the conclusion from the experiment was twofold: firstly distribution of HD content to an UHDTV display does not guarantee similar picture quality as distribution of UHD1 content; and secondly, even if similar picture quality may be achieved, no significant bitrate savings over distribution of UHD1 content are provided.
