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A combined first Remes differential-correction algorithm for uniform generalized 
rational approximation with restricted range constraints is presented. This 
algorithm can be applied when the data sets are too large to allow for the direct use 
of differential correction and when the second Remes algorithm does not apply 
because of the lack of an alternating theory. Under the assumption that differential 
correction produces a good (though not necessarily best) approximation on each 
(small) subset to which it is applied, it is proven that the algorithm terminates in a 
finite number of steps at a good approximation on the entire data set. This is 
established even though, unlike the standard first Remes, the algorithm sometimes 
discards points in passing from one subset to the next. This theory also allows for 
the set to be infinite. Also, a discretization theorem is presented and the algorithm 
is illustrated with a numerical example. 
1. INTRODUCTION 
The differential-correction algorithm introduced by Cheney and Loeb (41, 
shown to possess desirable global convergence properties by Bar&ale et al. 
[ 1 J, and touted as the method of choice by Lee and Roberts [ 141, enjoys 
widespread use today. This algorithm uses a linear programming approach 
to calculate a best uniform rational fit to given values on a finite set. Various 
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codings of this algorithm are available [2,7,8] and, recently, a more robust 
version [ 131 has been given that allows for the inclusion of a multiplicative 
weight function and restrictions on the values of the approximating functions 
(i.e., restricted range constraints). The weight function and restricted-range 
features are useful, for example, when one wishes to approximate the 
magnitude squared response of a digital filter (see [5, 9, 15, 161). The code 
in [ 131 also contains subroutines for combining differential correction with 
the second algorithm of Remes. This combination has proved quite effective 
in situations where it can be applied (primarily ordinary rational approx- 
imation of functions of one variable (see [ 10, 11, 131)). In the present paper, 
the algorithm of [ 131 is combined with an adaptive exchange procedure to 
extend the domain of application of the differential-correction code to very 
large (possibly infinite) data sets. This exchange procedure, which is similar 
to the first algorithm of Remes but allows points to be dropped sometimes 
and does not always require bringing in the point of maximum error, allows 
for savings in storage and time requirements. (Dunham [6] has considered 
rational approximation using a more standard version of the Remes 
algorithm.) These improvements are due to the fact that the major cost of the 
differential-correction algorithm in terms of storage and speed is in its linear 
programming subroutine with these costs increasing rapidly with the size of 
the data set. Also, this particular subroutine is that part of the procedure 
where failure, though infrequent, most often occurs. Since our adaptive 
strategy uses the differential-correction algorithm on (small) subsets of the 
full data set, the time needed for this subroutine to run is decreased and its 
chances of a successful run are improved. More importantly, it allows for the 
solution of problems which are even too large for differential correction 
alone to be applied; for example, if one wished to ue straight differential 
correction on a grid formed by subdividing [0, 1 ] X [0, 1 ] X [0, 1 ] with 
spacing 0.01 in each direction, one would have to solve a sequence of 
nonsparse linear programming problems with more than 2,000,OOO 
constraints! 
In what follows, we shall describe our adaptive application of the 
differential-correction algorithm and prove the convergence of this procedure. 
The convergence proof is somewhat unusual in that we show that if, at each 
step of the algorithm, an acceptable approximation is found that comes 
within some fxed distance of being best on its particular subset of the data, 
then the algorithm will converge in a finite number of steps to an approx- 
imation which comes within some fixed tolerance of being best for the full 
data set. This sort of a convergence result is intuitively appealing since, in 
practice, the differential-correction algorithm will only calculate a rational 
approximation which has error of approximation close to the minimum error 
norm. 
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2. NOTATION AND DESCRIPTION OF THE ALGORITHM 
Let X be a finite set of points in IRk and letf: X-t IR be a given real-valued 
function. Thus, if we are given a data set {(xi, yJ}E I with x, E IRk and 
yi E IR for all i, we set X = {xi}?= i and define f: X-t IR by f(xi) = yi for all i. 
Furthermore, let G, L, and U be fixed subsets of X with X = G U L U U, let 
W: X-+ IR be a given positive real-valued (multiplicative weight) function 
and let 1: L --f IR and u: U-P IR be given real-valued functions satisfying 
I(x) < u(x) for all x E L n U. Finally, let 9 = (4 ,,..., 4,) and 
-2 = (w, T..., Wm ) be two finite-dimensional linear subspaces (dimensions II 
and m, respectively) of real-valued functions defined on X. Then the class of 
generalized rational functions on X with respect o 9 and B is defined to be 
9 = R = P/Q: P = $ pi$i, Q = 5 qityi, Q(x) > n for all x E X and 
i=l i=l 
( qi I< 1 for all i with equality holding at least once 
t 
. 
Here q is a small positive number (0 = lo-*’ in our code on a CYBER 172, 
which has roughly 15 digits of accuracy in single precision). We use the 
denominator estriction Q > n instead of the usual weaker restriction Q > 0 
for several reasons. First, rational approximations with very small 
denominators tend not to be useful in applications. Second, imposing the 
condition Q > q on the small subsets of X on which the differential 
correction algorithm is applied does not require much extra computing time 
and decreases the possibility of failure; it turns out that requiring this 
condition on the small subsets plus some mild hypotheses guarantees that the 
condition will be satisfied on all of X when our algorithm terminates. 
Finally,‘this condition is needed to prove our convergence and discretization 
results. In most examples, if q is small enough, the constraint Q > q will 
never actually come into play. Hence, our algorithm could in fact be 
implemented without this condition. The best uniform restricted range 
generalized rational approximation problem is to determine 
p - inf {it,” 1 W(x)(f (x) - R (x))l : R E 9, R(x) > I(x), Vx E L and 
R(x) < u(x), Vx E U}. 
In what follows, we assume that there exists an R E 9 satisfying R(x) > f(x) 
Vx E L and R(x) < u(x) Vx E U. 
In order to describe our algorithm, we need to extend the above notation 
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to subsets of X. Thus, let X, be a subset of X and set G, = X,n G, 
L, =X, n L, and U, =X, n U. Further, set 
.5Fk= R=P/Q:P= ‘fp,#,,Q= 2 qlWf,Q(x)>nforallxEX, 
I i=l i=l 
and )ql) < 1 for all i with equality holding at least once , 
and 
pk = inf { ?E%t ]W(x)(J(x) - R(x))\: R E Sk, R(x) > I(x), Vx E L, 
and R(x) < u(x), Vx E U,}. 
For any R, = PkfQk E [R, we define 
Our method of handling constraints is to include them in the error function 
(a similar strategy is used in [ 171). In addition, points where the 
denominator is very small in absolute value or negative are handled by 
assigning to them a large error. To be precise, let x be an arbitrary point in 
X and define the error ek(x) to be (Ak + 1) lo6 if Qk (x) < q. For Q,(x) > q 
define 
&-4 = WWW -&W x E G, 
= 0, x4G; 
ei = l(x) + A, -R,(x), x E L, 
= 0, x&L; 
e:(x) = u(x) -A, - Rk(x), x E u, 
= 0. xclz u. 
Finally, take e,(x) to be e:(x), e:(x) or e:(x), or e:(x) according to if 
]eF(x)], e:(x), or -e:(x) is largest, with the first chosen in case of a tie. 
Observe that an error ek(x) arising from a constraint is greater than A, in 
absolute value iff the constraint is violated; observe also that e,,(x) could 
depend discontinuously on Rk(x), but if Rk(x) is a point where such a 
discontinuity occurs and f(x) does not itself violate a constraint, then 
lek(x)] < A,. Such points will have no effect on our algorithm. Finally, we set 
Ek(x) = ]e,(x)], and define the set of “extreme points” on X, by Tk(Rk) = 
(xEXk:Ek(x)>Ai-TOL}, where TOL is a small positive number 
(TOL = lo-* in our code). 
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We can now describe the algorithm. Initially, let X,, be a subset of X 
containing at least m + n points. Apply the differential-correction algorithm 
[ 131 to compute R, E L%‘~ that satisfies 
PO - 61 &do = ~GX, 1 Wx)V(x) - R,(x))1 </A, + 6, 
R,(x) > 4x)- 4, vx E Lo, R,(x) < u(x) + 4, vx E u,, 
where 6 and 6, are small positive constants. Theoretically, the algorithm in 
[ 131 will produce an approximation R, for which S, = 0, but round-off error 
may allow a small violation of the constraints, which in turn may allow do 
to be slightly smaller than po. On the other hand, do is normally larger than 
p. even without round-off error because the differential-correction algorithm 
usually must be terminated before a best approximation is found, even if one 
exists. Thus 6 and 6, are measures of how far R, can deviate from being best 
on X0. 
The next step is to construct a set A, c X which contains at least one 
x E X with E,(x) > do +/I CJ? = 10-i’ in our code); if no such x exists, the 
algorithm is terminated and R, is accepted as the “best” approximation on 
X. The exact choice of A, does not affect the proof of convergence but does 
affect the convergence rate; the procedure is to search for relative extrema of 
E,(x) in X by “walking uphill” from each point of T,(R,) in turn. This 
procedure requires that X be a cross product of finite sets of real numbers. 
(As we show below, the more general case of scattered ata can be reduced 
to this special case quite easily.) To walk from a point x0 E To(Ro), we 
examine all neighbors of x0 (which are defined as points whose 
corresponding indices differ from those of x0 by at most one) to find a 
“feasible” direction, that is, we seek a point x, where e,(x,) e,(x,) > 0, 
E,(x,) > ,Yo(xo), and E,(x,) is maximized. If such a point is found, the walk 
continues in this direction as long as co(x) does not change sign and E,(x) 
increases. When a point is reached that prevents further such progress in this 
direction, a new feasible direction is sought by examining all neighbors of 
this last point. Eventually, this process terminates at a relative extremum of 
co(x). If for at least one such relative extremum we have E,(x) > do +/I, 
define A, to be the set of all these relative extrema, together with up to 2k 
other points turned up in the searching where E,(x) is largest. (We, however, 
exclude any points where E,(x) < do-TOL). If no extremum satisfies 
E,(x) > do +/?, a two-stage scan is performed on all points of X (a coarse 
scan followed by a scan of the remaining points). If no x is found with 
E,(x) > do +/I, the algorithm is terminated. If such an x is found, we 
reconstruct A, by walking uphill from the single point x. 
Assuming the algorithm does not terminate, define X, = T,(R,) U A,. 
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Differential correction is then used to compute an approximation RI E 9, 
satisfying 
R,(x)>,@)-49 VXEL,, R,(x)<u(x)+6,, VXE u,. 
We are now ready to describe the general exchange procedure of the 
algorithm. Suppose, for k > 2, that sets X,..., , X,- , have been found with 
corresponding rational approximations R,- 2 E .JZ~-, and R,- i E Sk-, and 
with computed errors A,-, and Akdl, respectively. We also assume A,-, has 
been computed from R,-, on X,-, unless k = 2, in which case we set 
A _, = 0. Then the set S,-, is found where 
S -X k-l- k-1, A k-l < maX(A,-,,A,-,) +b 
= Tk-L(Rk-l), otherwise. 
The set Ak-i is constructed in the same way as A, was, and if the algorithm 
does not terminate we define 
Xk=Sk-1VAk-,, A k-l >A,-,, 
= Sk-, VAk-, vx,-,, otherwise. 
Intuitively, we allow ourselves to drop the nonextreme points from X,-, if 
A k-, has increased significantly over both A,-, and Akp3, while we put in 
the points from X,-, if A,- i is actually smaller than A,-,. We then continue 
in this fashion. In the next section we shall show that under certain mild 
assumptions the algorithm must eventually terminate. 
In practice, we have found time is saved by first computing a nested 
sequence of subsets of X by essentially removing at each stage alternate 
points in each direction (with boundary points of X immune to removal); the 
smallest subset containing at least m + n points is taken to be X,. The 
algorithm as described above is then run to get an approximation on the next 
larger subset (which is playing the role of X). The final Xi becomes the X, 
for the net larger subset, and so forth until an approximation has been 
computed on X. Our code does this automatically. For example, if m + n = 5 
and X is a 5 X 201 grid, the sequence of subsets has dimensions 2 X 3 -+ 
2x5+2x8+2x14+2x26+2x51~3x101+5x201. 
If X is not a cross product of finite sets of real numbers (i.e., we have 
scattered ata), we put k-dimensional boxes about the points of X with at 
most one point per box, then treat the boxes like points (the main algorithm 
will ignore empty boxes). The boxing procedure involves initially placing 
borders between each two adjacent points in each direction, then successively 
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removing borders (in increasing order of the directional separation distance 
between points) whenever this can be done without putting two points in the 
same box. The idea is that, as far as possible, points which are close together 
in some direction should be on the same level in that direction. As an 
example, if X= ((0.9, l.l), (0,0.8),(1.1,0.7), (1.9,0), (0.4, 1.7)}, then the 
result will be two rows of three boxes each. If the boxes are numbered from 
left to right and bottom to top, the first point listed above will be in box 5, 
the second point will be in box 1, the third point will be in box 2, the fourth 
point will be in box 3, the fifth point will be in box 4, and box 6 will be 
empty. 
3. CONVERGENCE AND RELATED RESULTS 
In this section, convergence results are developed for the algorithm defined 
above. In addition, some discretization-type r sults are noted. Because of the 
different exchange procedures employed, the following notation and lemma 
are needed. 
The notation X, 1 X,,, shall mean that A, > max(d,-, , A,-,) +/I has 
occurred; that is, the nonextreme points of X, have been discarded. Also, the 
notation X, -+ X, + 1 means that A, < max(A,- 1, A,- J + p has occurred; note 
that X, G X,, , in this case. 
LEMMA 1. Supposec=/3-6-6,>Oandlet3<k,<k,Gmm<k,bean 
increasing sequence of positive integers for which 
Then P~,+~ > max@k,-2TPk,-3) + n&. 
ProoJ The proof is by induction. Suppose n = 1 so that 
&,-I lx,,+x,,+,* We know then that Akl-l > max(AklP2, A,,-,) +/I as 
Xk,-i 1 X,,. Now, if A,, < A,+, , then X+, G X,,, , by construction, so that 
~k,+l >~k,-l W/q-l -S>max(A,,_,,A,,-,)+p-6 
> max@k,-2,pk,-3) + E. 
On the other hand, if A,, > A,,-, , then since Xk, E Xk,+, as X,, -+X,, + 1, 
we have that 
~~,+~~~~,~A~,-6~A~,-,-6>max(A,,-,,A,,-,)+p-6 
> max@k,-29Pkl-3) + E. 
So, in either case, p k, + , > max&, -*, pk,- J + 1 . E as desired. 
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Now suppose the lemma is true for n Q 1, and suppose 
Xk,-l lx,,- *a* -Xk,-, lx,,+ a** ‘Xk,+,-l lXk,+,+Xk,+,+L’ 
The proof involves three cases. 
Case 1. k,=k, + 1, so that X,,-, 1 Xkr-I 1 X,,. By the induction 
assumption, we have that p k,+,+l 2 m=@k2-2,Pkl-3) + 1~ so that 
Pk,+,+l~Pk2-2+IE=Pk,-,+l&~Ak,-,-6+1& 
>“aX(A,,-,,A,,-,)+P-6+1& 
>maX@kl-29Pkl-3) + (I+ 1)&a 
Case 2. k, =k, + 2 so that XklPl 1 Xk,+Xk2-, 1 Xk,. Then by the 
induction assumption, we have p k)+,+l > mBX@k2-29Pk2-3) + I& so that 
Pk,+,+l~Pk2-3+~E=Pk,-l+I&~Ak,-,-~+~E 
>maX(A,,-,,A,,-,)+p-6+[& 
&maX@kl-29Pk,-3)+ (l+ I)&. 
Case 3. k, > k, + 2, so that Xk,- 1 1 Xk, -+ X,,, I -+ . . . + Xk,- 1 1 X,, , 
Then, by the induction assumption once again, we have that pk,+,+ 1> 
max(&-2 ) Pk2-3) i- b. In addition, Since X,, + I C X,,-, implies that 
Pk2-2 >Pk,+,, we have that 
Pkr+,tl>/Pkl-2+1E>/Pk,+l + b > max@k,-2Tpk,-3) + e + b 
=max@k,-2Tpk,-3)+(~+ 1)& 
where the last inequality is simply the result of the n = 1 case. The three 
cases are thus established and the lemma is proved. I 
THEOREM 2. Assume that X is finite and that each application of the 
dlrerential-correction algorithm produces an approximation R, in Sk that 
satisfies 
Pk - ‘% < A, = ye% 1 w(x)df@) - Rk(X))l < Pk + a~ 
R&)>&X)--,, VxEL,, &(X)<U(X)+~,, VxE u,, 
where E =/I - 6 - 6, > 0 and /3 < 106. Then the algorithm terminates at an 
R * E 9’ satisfying 
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R *(x) > I(x) - /?, Vx E L, R*(x) < u(x) + /3, Vx E U. 
Proof. First observe that pk < p for all k and p finite (since we have 
assumed the existence of an R E 9 satisfying the constraints) implies that 
an exchange of the form X, 1 X,, i can occur only a finite number of times 
by Lemma 1. Thus, once the algorithm is past the last index at which this 
sort of exchange occurs, then we must have X, E X,, i if the algorithm does 
not terminate at stage k. This containment must be proper, since by 
construction there exists an x E A, G X,, i with Ek(x) > A, + p > A, + 6,) 
and this together with Qk > q on X, implies x 65 X,. Since X is finite, it 
follows that the algorithm will eventually terminate in a linite number of 
steps. If X, is the final subset of the algorithm and R, is the approximation 
computed on it, then we first observe that QN > q on X so that R, E 9. If 
not, then for some x E X we have Q,(x) < q, but then EN(x) = (A,,, + 1) lo6 
by construction so (AN t 1) IO6 <A,,, + p (else the algorithm would not have 
terminated). Thus, A, lo6 + lo6 <A,,, + p < A, + 106, so A,v(106 - 1) < 0, 
which is a contradiction. We also have 
Finally, if for some x E X we had R,,,(x) ( I(x) -p or RN(x) > u(x) +p, then 
by definition EN(x) > A, + j?, which contradicts the second inequality 
above. I 
The assumption that X be finite can be weakened to assume more 
generally ‘that X and each X, be only compact, although to implement he 
algorithm one would want each X, to be finite. To insure termination of the 
algorithm and leave some room for errors due to incomplete searching on an 
infinite set, we need a stronger estriction for Qk on X,. We thus define 9*, 
p*, .q, and pt by replacing rj by 411 in the definitions of 9, p, gk, and pk, 
respectively. We also assume that an element of 9* satisfying the 
constraints exists, and define Et(x) by replacing rl by 2t7 in the definition of 
Ek(x). As before, we assume that A, is constructed to contain a point x, 
where E:(x) > A, + /.I, and the algorithm is terminated if no such x is found. 
Note that an alternate search procedure for actually constructing A, must be 
divised. For example, a procedure involving Newton’s method is suggested in 
[ 181 for linear (i.e., m = 1) approximation on a rectangle using a more 
standard Remes first algorithm where points are never dropped. Assuming 
we have some kind of search procedure, we can prove the following theorem, 
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which takes into account the fact that the search procedure may be unable to 
find a point where E;(x) > A, + j3 even if one exists. 
THEOREM 3. Suppose that X and each X, are compact, and at stage k 
an approximation R, E 9$ is produced that satisJes 
&(x)>l(x)-81, VxEL,, J&(X) < u(x) + 4, Vx E U,, 
where E = /I - 6 - 6, > 0. Also assume that f, W, 41 ,..., #,, v, ,..., v,,,, 1 and u 
are continuous and bounded on their domains of definition with W bounded 
away from zero on G, and suppose that either L U U E G or {qb, ,..., $,} is 
linearly independent on G n X, for all but a Jnite number of indices k. 
Finally, assume that if at stage k there exists x E X with Ek(x) > A, + /I + y, 
where y is a positive constant with /I + y < 106, then the search procedure 
will find at least one x E X with E:(x) > A, +/I, so the algorithm will not 
terminate at stage k. Then the algorithm will eventually terminate at an 
R * E 5%’ satisfying 
R*(x)>l(x)-p- y, VxEL, R*(x),<u(x)t/?ty, VxEU. 
Proof: We shall show only that the algorithm must terminate in a finite 
number of steps. Once this has been done, the remaining conclusions follow 
by the same arguments used in Theorem 2. Thus, assume the algorithm does 
not terminate in a finite number of steps. Lemma 1 applies in this situation 
to show that there exists kL. such that k >, k, implies that only X, -+ X,, , 
(and thus X, s X,, i ) is possible. We now sho_w that there exists k, 2 k, 
such that if k > k,, then Q,(x) 2 2~ for all x E X = closure(U,E,,, X,) E X. 
Indeed, if this is false, then there is a subsequence {Q,} and a sequence 
{x,,) E X= closure(u,EkL X,) such that Q,(x,) < 2~; going to furthe_r subse- 
quences we may assume x, + XE X and Q, + Q (uniformly on X). Thus 
Q(Z) < 2~. Now choose a sequence &;} with x,‘, E X,, and XL -+ % we have 
Q,(xL) > 4~ and Q,(x;) + Q(Z), so Q(Z) >, 4~, which is a contradiction. 
We next wish to show that the numerator coefficients of R, can be chosen 
to be bounded as k + co. This follows from standard arguments under the 
hypothesis that there is some k,> kb such that (4, ,..., #,,} is linearly 
independent on G nX, for k > kN. If, on the other hand, we assume that 
L U UC_ G, then X, = G, for all k, and the nestedness of {X,} for k > kn 
implies the existence of some k,,, > kD and a fixed subset of {#i ,..., #,I which 
is a maximal linearly independent subset on each X, with k > k,,,. For each 
AN ADAPTIVE DIFFERENTIAL-CORRECTION ALGORITHM 207 
corresponding R, , one can rewrite the numerator in terms of the basis 
functions in this subset, with zero coefficients for the other basis functions. 
Then standard arguments again imply the boundedness of the coefficients. 
From this, further standard arguments (using a subsequence of {Rk} is 
necessary) show that R, -+ some R (uniformly on T), implying the existence 
of a kp > kN such that if i,j > k,, then max,,Zl Ri(x) - Rj(x)l < (/I - 6,)/2 
and max,,x I w(XMi(X) - Rj(x))l G Go - 61)/2* 
Now define Ek = sup ,,x,Et(~). By the definition of E:(X) and our 
assumptions on R, we have A, < Ek < A, + S, . Further let ok = Ek - pc . We 
then have -6, ( ak < 6 + 6,. For each k, let xk be a point brought into X,, , 
which satisfies E$(xJ > d, + /3. Then for k > k, we have QJx,) > 29, and 
J?? &+ 1 2 maxW+ I@k>l9 4, dxkh -4+ dxk)) 
> max(14xk)l, 4(xk>, -eku(xkN - W - 4) 
= E;(xk) - jfj? - 6,) > A, +p - j(j3 - 8,) 
~~~+P-61-fG8-6,)=p~+ak+~CB-6,). 
Thus, we have 
p* -E &+I- ktl -OLktl >P,* +ak-aktl + t@-b). 
Arguing similarly, we have 
and by induction, for any n we have 
implying that 
P,*,n>P,* - 6 - 26, + n - $(/3 - 6,). 
This, in turn, implies that the algorithm must terminate in a finite number of 
steps since p: ( p * for all ,u. The theorem is proved. I 
We have assumed that {( i ,..., 4,) is linearly independent on G n X, for all 
but a finite number of k’s if L U US& G. This will normally be satisfied in 
practice. Even in cases where it is not, one could obtain it by including some 
fixed subset of G on which {#i ,..., #,} is independent in each A,. 
If one wishes to compute a good approximation on a compact but infinite 
set X, instead of attempting to do this directly, one frequently chooses a 
(large) finite subset Y and computes an approximation on Y, hoping that a 
good approximation on Y will not be too bad on X - Y. The discretization 
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theorem below, which is an extension of two theorems in [4, pp. f&&88], 
indicates the reasonableness of this approach. We shall need the following 
notation. Suppose B E A E X and g is a function defined on A. Then, for 
d(x, y) = Euclidean distance between x and y, Vx, y E X, we define 
) B I,., = density of B in A = 0, A =0, 
=+a, A #0 and B =0, 
= ;;y 2; 4x9 Y), A #0 and B f0, 
II gll, ;:$ I &)I~ 
o = joint modulus of continuity off, 1, and U; that is, for 6 > 0, 
~(4 = n-4 xs~zG If(x) -f(v)L xyL I h-4 - WI, 
d(x,y)<b d0.y) < 6 
x”,“Epu I u(x) - 4YN 
d(x,y)<S 
(where a supremum over the empty set is 0), 
LI = joint modulus of continuity of 4, ,..., #,, w1 ,..., w,,,, 
and 
sy= 
I 
R=PfQ:P= ~P,@,,Q= 5 qiWf,Q(X)>VvVXE Y, 
i=l i=l 
I q, ( < 1 for all i with equality holding at least once, 
R(x)>~(x), VXE Y~L,R(x)<u(x), VXE Ynu . 
I 
For any Y c X, we say RE LZ~ is a best approximation 
Ilf - ml G ny 4 Ilf- R IIGCV, VR E 2~. 
to f on Y if 
THEOREM 4. Suppose f, W, #1 ,..., #,, w ,,..., v,,,, 1, u are continuous and 
bounded on their domains of definition with W bounded away from zero on 
G and (#1,..., d,,} linearly independent on G. Suppose R * E 9x is a best 
approximation to f on X, 6 is a positive number, Y is a subset of X with 
(GnYI,<6, JLnYJ,<6, lunYI,<d, and REL%~ is a best approx- 
imation to f on Y. Then 
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(i) for 6 suflcientz’y small, th ere exists a constant y independent of 
Y, R *, and 2 such that 
(ii) If R * is unique, then I? converges uniformly to R * on X as 6 -+ 0. 
Because it is straightforward, we simply sketch the proo$ 
Prooj One first shows by subsequence arguments that 02 q/2 on X if 6 
is sufficiently small, and the numerator coefftcients of R are bounded 
independently of Y, R*, and R if 6 is sufficiently small. The theorem can 
then be proved using arguments imilar to those in [4,pp. 85-881; in part (ii) 
we use the quantity m(~)=inf~..~,,~-~*,~>~[Ilf-RIl~-IIf-R*ll~] which 
by a subsequence argument can be shown to be positive for 6, E sufficiently 
small. 
It is possible to have II f - RllG < II f - R * IIG since R need not satisfy the 
constraints on X- Y. It can be shown by a subsequence argument hat 
Ilf-mlc~Ilf-qlc as 6 + 0, but there are examples for which 
i;l;;lR*jlG - IIf - R IIG > o(6) + yQ(S) for any constant y, for S sufficiently 
We observe that I YI, < 6 does not imply the density hypotheses of 
Theorem 4, and is not sufficient to get the conclusions. For example, if the 
point (0,O) is not included in Y in the example presented later in this paper, 
then Illf-@lx-Ilf-R*lLl cannot be forced arbitrarily close to 0 by just 
forcing I YI, arbitrarily close to zero. As a general rule, it is wise to include 
any isolated points of G, L and U in Y. 
4. AN EXAMPLE AND CONCLUSIONS 
Consider the function f defined on [0, 1 ] x [0, 1 ] by 
f(&Y)= 1; O<x< 1, O<y<-1.25x+ 1.25, 
= undefined; o<x< 1, -1.25x + 1.25 <y < -1.25x + 1.375, 
0; o<x< 1, -1.25x + 1.375 <y < 1. 
Suppose we would like to approximate f by a generalized rational function of 
the form R(x, y) = (pl +p2x +p3 y)/(ql + q2 sin@ +Y)), with the 
requirements R(x, y) > 0 for y > -1.25x + 1.25 and R(0, 0) < 1. Further, we 
set W(x, y) = 0.5, where f (x, y) = 1 and W(x, y) = 1, where f (x, y) = 0; thus 
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we are willing to allow a larger error where f(x, y) = 1 in order to improve 
the approximation where f(x, y) = 0. Taking X = { (O.OOSi, O.Olj): 
0 < i < 200, 0 gj< lOO} (i.e., a 101 x 201 subdivision) and running this 
example on a CYBER 172 (roughly 15 digits of accuracy), we obtained 
R(x,y) = 1.00000 - 0.55915x - 0.44085y)/(1.00000 + 0.24173 sin(x + y)) 
after 40.5 set of execution time and 15 applications of differential correction, 
with no X, having more than nine points. The error norm was A = 0.3 1746; 
the extreme points and the weighted errors at them were (0,O) (O-hit upper 
constraint), (0.28,0.9)(A), (0.24,0.95)(A), (0.2, l)(A), (0.3, 1)(-A), (1, l)(O- 
hit lower constraint). It was not necessary to insert extra constraints in the 
differential-correction subroutines to force Qk > some q on X,, since each Qk 
was actually greater than 0.84 throughout [0, l] x [0, 11. 
For comparison, we modified the program so that no points would be 
dropped (i.e., Sk-i =X,-i for all k); this time differential correction was 
applied 12 times, with Xi, having 23 points and 43.0 set were required. 
Although the time difference was not great, we remark here that in some 
problems this procedure could cost considerable time, or even cause failure 
of the program due to storage problems when X, becomes too large. 
To illustrate the remark following Theorem 4, we ran the program with the 
point (0,O) (and its constraint) deleted; the results were A(x,y) = (1.49500 -
$84554~ - 0.64945y)/(O.90823 + 1.00000 sin(x + y)) with error norm 
A = 0.3 1621 and the extreme point at (0,O) replaced by one at (0.005,O) 
with error -A. Eighteen applications of differential correction and 41.0 set 
were required. 
Finally, in order to compare the algorithm with straight differential 
correction on a set small enough for the latter to be applied, we use a 11 X 9 
subdivision; our algorithm required 1.9 set (with differential correction being 
applied six times to grids with maximum size lo), while straight differential 
correction required 3.3 sec. In both cases, we obtained R(x, JJ) = (1.00000 -
0,55922x - 0.44078y)/( 1.00000 + 0.24189 sin(x + u)). The error norm was 
A = 0.31746 (actually, about 4 x lo-’ smaller than A), an_d the extreze 
points wze (0, O)(O-hit upper constraint), (0.3,0.875)(A), (0.2, l)(A), 
(0.3, 1)(-d), (1, l)(O-hit lower constraint). 
A second paper is being prepared with further examples and more 
discussion of the code; a FORTRAN listing will also be included. 
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