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Abstract
The aim of this thesis is the development of a flexible and accurate numerical approach for
the simulation of industrially relevant three-dimensional two-phase and free-surface flow
problems. The Navier-Stokes equations are discretized using a stabilized finite element
method on hexahedral meshes. A flexible description of the interface is achieved by means
of the level set method. Due to the implicit interface description, topological changes of
the phases are readily manageable. The reinitialization of the level set field is based on
a direct approach acting on a narrow band around the interface only. This provides a
computationally efficient technique recovering the signed-distance property of the level
set field. Global mass conservation is enforced by slightly modifying the level set field,
if necessary. In a two-phase flow setup, generally, discontinuities in the flow field can
be observed across the phase interface. The extended finite element method (XFEM) is
applied in this work in order to accurately account for the jumps in the pressure field
by including a sign-enrichment to the approximation space. Thereby, discontinuities in
the pressure field can be considered for without requiring that the mesh aligns with the
interface. Additionally, an adaptive mesh refinement approach is applied in the vicinity
of the interface. This improves the accuracy of the level set representation and allows to
account for high gradients near the interface, e.g., in the velocity field. The robustness and
accuracy of the proposed approach is systematically investigated for different enrichment
schemes and time-integration schemes. Test cases with and without surface tension, on
moving or stationary meshes, are studied and compared to interface tracking results
when possible.
The usage of large computing clusters is inevitable for the simulation of industrial two-
phase or free-surface flows. Therefore, the developed framework considers parallelization
strategies and employs iterative solution approaches to deal with the resulting large
system of equations. Nevertheless, the XFEM is often prone to ill-conditioning of the
global system matrix, which reduces the performance of iterative solution techniques
significantly. Approximation properties and iterative solver performance are systematically
compared for different approaches which should improve the conditioning—stable XFEM,
preconditioning and blocking of degrees of freedom. Apart from the above topics, this
thesis introduces an extension of the adaptive mesh refinement in order to create efficient
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boundary adapted meshes for complex geometries. Furthermore, an approach is proposed
to consider the transport of surfactants on moving implicit surfaces.
The accuracy and robustness of the XFEM two-phase flow solver is demonstrated for
three-dimensional dam breaking problems and rising droplet simulations. All simulation
results are compared with experimental data and/or model predictions showing very
good agreement. Finally, the XFEM flow solver is compared to a extensively validated
interface tracking flow solver for a complex flow in a spillway. Both approaches result in
very similar predictions of the key flow phenomena.
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Zusammenfassung
Das Ziel dieser Arbeit ist die Entwicklung eines flexiblen, stabilen und effizienten numeri-
schen Ansatzes fu¨r die Simulation von praxisrelevanten, dreidimensionalen Zweiphasen-
stro¨mungen und Stro¨mungen mit freien Oberfla¨chen. Eine stabilisierte Finite Elemente
Methode auf Hexaeder-Gittern wird fu¨r die Diskretisierung der Navier-Stokes Gleichun-
gen verwendet. Mit Hilfe der Level-Set Methode wird eine flexible Beschreibung der
Phasengrenze erzielt. Auf Grund der impliziten Beschreibung der Phasengrenze ko¨nnen
topologische A¨nderungen der Phasen problemlos behandelt werden. Die Reinitialisierung
des Level-Set Feldes geschieht in dieser Arbeit mit einem direkten Ansatz auf einem
schmalen Band um die Phasengrenze. Dieses Vorgehen stellt eine gu¨nstige Mo¨glichkeit
dar, die Abstandseigenschaft des Level-Set Feldes zu erhalten. Um die globale Massener-
haltung in den beiden Phase zu gewa¨hrleisten, wird das Level-Set Feld gegebenenfalls
leicht modifiziert. Zweiphasenstro¨mungen weisen u¨blicherweise Diskontinuita¨ten u¨ber der
Phasengrenze auf. Die erweiterte finite Elemente Methode (XFEM) ermo¨glicht Spru¨nge
im Druckfeld u¨ber die Phasengrenze genau abzubilden. Indem eine Signum-Anreicherung
zum Approximationsraum hinzugefu¨gt wird, kann Diskontinuita¨ten im Druck Rechnung
getragen werden, ohne dass das Gitter mit der Phasengrenze ausgerichtet sein muss.
Zusa¨tzlich wird das Gitter in der Na¨he der Phasengrenze adaptiv verfeinert. Hiermit kann
zum einen die Genauigkeit der impliziten Phasengrenzenbeschreibung erho¨ht werden
und zum anderen ko¨nnen steile Gradienten in der Na¨he der Phasengrenze, zum Beispiel
im Geschwindigkeitsfeld, erfasst werden. Die Robustheit und Genauigkeit des obigen
Ansatzes wird systematisch fu¨r verschiedene Anreicherungen und Zeitdiskretisierungen
untersucht. Es werden Testfa¨lle mit und ohne Oberfla¨chenspannung, auf bewegten und un-
bewegten Gittern betrachtet. Wenn mo¨glich werden die Ergebnisse mit Interface-Tracking
Ergebnissen verglichen.
Die Verwendung von großen Rechenclustern ist fu¨r die Simulation von praxisrele-
vanten Zweiphasenstro¨mungen unumga¨nglich. Vor diesem Hintergrund greift die ent-
wickelte Software auf Parallelisierungs-Strategien zuru¨ck und die auftretenden großen
Gleichungssysteme werden mit iterativen Lo¨sungsverfahren behandelt. Allerdings neigen
die Gleichungssysteme unter Verwendung der XFEM dazu, schlecht konditioniert zu sein.
Dies kann die Effizienz iterativer Lo¨ser stark beeintra¨chtigen. Verschiedene Ansa¨tze zur
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Verbesserung der Konditionierung (stabile XFEM, Vorkonditionierung, Blockierung von
Freiheitsgraden) werden in dieser Arbeit hinsichtlich der Approximationseigenschaften
und der Effizienz des iterativen Lo¨sers untersucht. Neben den oben genannten Punkten
stellt die Arbeit eine Erweiterung der adaptiven Gitterverfeinerung vor, womit effiziente
Gitter fu¨r komplexe Randgeometrien erstellt werden ko¨nnen. Des Weiteren wird ein
Ansatz vorgeschlagen, mit dem der Transport von Verunreinigungen auf beweglichen,
impliziten Phasengrenzen beru¨cksichtigt werden kann.
Die Genauigkeit und Robustheit des XFEM-Zweiphasen-Stro¨mungslo¨sers wird an Hand
von dreidimensionalen Dammbruch-Problemen und aufsteigenden Tropfen demonstriert.
Alle Simulationsergebnisse werden mit Hilfe von experimentellen Daten oder Modell-
vorhersagen bewertet. Es wird eine sehr gute U¨bereinstimmung zwischen Experimenten
und Simulationen erzielt. Schlussendlich wird der XFEM-Stro¨mungslo¨ser mit einem
ausgereiften Interface-Tracking-Stro¨mungslo¨ser, fu¨r die komplexe Stro¨mung in einem
U¨berlaufwehr, verglichen. Beide Ansa¨tze liefern sehr a¨hnliche Vorhersagen bezu¨glich der
wichtigsten Stro¨mungspha¨nomene.
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1 Introduction
1.1 Overview
Flow problems with moving interfaces are found in numerous engineering applications.
Numerical simulations provide the tools to obtain a better understanding of such flow
phenomena. Furthermore, they confirm and broaden the scientific findings obtained by
experimental observations. This field of research is driven by the wide area of applications
on one side and the technical complexity in modeling these problems on the other side.
Typical applications can be found for example in liquid sprays, fuel tank sloshing, mold
filling, film coating, bubble column reactors, steam generators/turbines, ink-jet printing,
hydraulic design of dams and ship hydrodynamics. Moving interface problems are often
distinguished into two-phase and free-surface flows. However, the latter can also be
considered as a special kind of two-phase flow where the influence of one phase on the
other is negligible. This is the case if the physical properties of one phase are small
compared to the other phase.
Numerical models for incompressible, immiscible two-phase flows can be seen as an
extension of the incompressible one-phase Navier-Stokes equations. In this work the
focus is on finite element based discretization methods and finite difference or finite
volume approaches are not considered. Incompressible flow problems carry two major
difficulties from the numerical perspective. The first numerical difficulty arises from the
incompressibility condition [60]. With the pressure acting as a Lagrangian multiplier of the
incompressibility constraint (divergence-free velocity) the pressure and velocity unknowns
are coupled. As a consequence, the finite element formulation of the incompressible
Navier-Stokes equations leads to a saddle point problem. The penalty formulation [121]
circumvents this problem by eliminating the pressure as an unknown. In case of mixed
finite element formulations wherein both velocity and pressure are retained as unknowns,
the finite element spaces for velocity and pressure have to satisfy the Ladyzhenskaya-
Babusˇka-Brezzi (LBB) condition. A violation of the LBB condition may lead to pressure
instabilities. There are different possibilities to deal with the LBB condition. First of all
an appropriate finite element pair for the velocity and pressure can be chosen, e.g., Taylor-
Hood elements [174], Mini elements [7] and Crouzeix-Raviart elements [50]. The second
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possibility is to stabilize the variational formulation, naming pressure-stabilizing/Petrov-
Galerkin (PSPG) [179] as an example. Another way to alleviate the numerical problem
regarding the saddle problem is to use a fractional step method [41]. Those methods
split the Navier-Stokes equations into a series of simpler equations being easier to solve.
The second major numerical difficulty in incompressible flows stems from the nonlinear
and non-symmetric convective term in the Navier-Stokes equations [60]. With increasing
Reynolds number, the standard Galerkin formulation becomes unstable. Stabilization
techniques like Streamline-Upwind Petrov-Galerkin (SUPG) and Galerkin/Least-Squares
(GLS) [44] have to be applied in this case.
The above mentioned problems of a saddle point nature and the nonlinear convection
operator are already present for one-phase incompressible flows. When it comes to
immiscible two-phase flows, the numerical treatment of moving interfaces can be divided
into two basic approaches: interface tracking and interface capturing. In interface
tracking, the interface is meshed appropriately such that element edges align with the
interface. The mesh follows the moving interface during the simulation. Accurate
results are obtained in the context of the classical finite element method [178]. However,
topological restrictions for the interface apply as automatic mesh movement cannot, in
general, handle topological changes. In contrast, interface capturing methods describe
the interface implicitly by an auxiliary field defined in the whole domain. The level
set [141] or volume-of-fluid (VOF) method [95] are the most common interface capturing
approaches. These approaches provide no topological restrictions on the interface motion,
but are often less accurate, e.g., in terms of mass conservation [180].
In two-phase flows the interface separates one fluid phase from the other. The jump in
the fluid properties across the interface provides a challenging aspect: jumps and kinks in
the velocity and pressure field across the interface appear. In interface tracking, when the
element edges aligned with the interface, these discontinuities require no further treatment.
Only in the case of a jump it has to be taken care of that both fluid phases are decoupled
along the interface. Interface capturing on the other side requires special treatment
regarding the discontinuities across the interface. As the discontinuities generally occur
inside elements, standard finite element shape functions cannot properly account for
the discontinuous solution [77]. So-called diffuse interface methods [173] overcome this
difficulty by regularizing the discontinuities. Thereby, the discontinuities are smoothed
across a certain distance instead of being treated accurately. This is typically applied
in combination with mesh refinement close to the interface. However, such approaches
may introduce unphysical diffusive effects [167]. Sharp interface methods rely on the
modification of shape functions [45] or the enrichment of the approximation space, in order
to account for inner element discontinuities. A popular example is the extended finite
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element method (XFEM) [21,130]. The classical finite element approximation space is
locally enriched by functions that enable the exact approximation of discontinuities (jumps
or kinks) within elements. This comes with the cost of additional degrees of freedom
in enriched elements. Another approach is proposed in [136] where the nonconforming
elements are subdivided with respect to the implicit interface such that element edges
conform with it. By introducing new nodes from the aligned edges the discontinuities
can be accounted for.
Accurate modeling of the surface tension effects presents another difficult task in
two-phase flows. First of all the effective force resulting from surface tension is applied
on the interface which is not straightforward to realize in case of an implicit interface
representation. Yet, one possibility is to convert the surface tension force into a volume
force employing the continuum surface force (CSF) method [29]. Secondly, the surface
tension term involves the evaluation of the curvature of the interface. Depending on
the used interface description it may be difficult to calculate this geometric quantity
accurately. A remedy provides the Laplace-Beltrami technique [15, 62] whereby the
curvature (second derivative) can be avoided by partial integration.
In the context of fluid mechanics, applications of the XFEM or similar enrichment
approaches can, for example, be found in [34,35,71,84,110,113,116,127,156,157,196].
Chessa and Belytschko applied the XFEM to two-phase flows with and without surface
tension effects solving the Navier-Stokes equations [34, 35]. The absolute value of the
level set function (abs-enrichment) is used to account for the kink in the velocity field.
Gross and Reusken [84] consider 3D two-phase flows with surface tension using the
XFEM. The resulting jump in the pressure field is treated by enriching the pressure
approximation space using a Heaviside function. Additionally, their tetrahedral meshes
are adaptively refined near the interface. Ko¨lke [110] uses the signum function of the
level set field to enrich both the velocity and the pressure function space and thereby
decoupling the two phases. Lagrangian multipliers are then applied to enforce the
C0-continuity of the enriched quantities if required. The intrinsic XFEM of Fries and
Belytschko [72] is applied to two-phase flows in [71]. In contrast to the standard, extrinsic
XFEM approach, the intrinsic formulation does not introduce additional unknowns. An
enrichment approach similar to the XFEM can be found in [127]. Here, Minev et al. apply
a Heaviside function as a pressure enrichment and a bubble function enrichment to
account for the discontinuous normal velocity gradient in two-phase flows with surface
tension. Furthermore, an integration technique is introduced which does not require the
knowledge of intersections of the interface with the element edges. In [45], Coppola-Owen
and Codina introduce a new enrichment function for discontinuous pressure gradients in
two-phase flows, which is zero at the cut element nodes and has a constant gradient on
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each side of the interface. Thereby, the additional degrees of freedom can be condensed
prior to matrix assembly. Zlotnik and Dı´ez [196] generalize the abs-enrichment function
by Moe¨s et al. [129] for n-phase flow problems, where multiple interfaces may cross an
element. They enrich the velocity and pressure approximation space for the numerical
simulation of Stokes flow problems. In [113], combinations of the abs-enrichment by
Moe¨s and the Heaviside-enrichment are numerically studied for mixed finite elements in
the framework of incompressible materials. There, the physical situation is similar to
two-phase Stokes flows.
While it can be shown that the XFEM provides optimal approximation properties
for discontinuous solutions, issues are observed when iterative solvers are applied. It
is a well known drawback of the XFEM that it may lead to ill-conditioned system
matrices [73], specifically, if the ratio of the volumes on both sides of the interface is
large in cut elements. As the convergence properties of iterative solvers often depend on
the condition number of the problem, a straightforward application of general purpose
iterative solvers to an XFEM problem may fail. A recently proposed solution is the stable
GFEM/XFEM [10]. Babusˇka and Banerjee introduce an enrichment which should lead
to a conditioning not worse than that of the standard FEM, while promising the same
convergence properties as the XFEM. The stable XFEM is firstly applied to two-phase
flows in [160]. In [151], a modified XFEM space is introduced by neglecting (blocking)
enrichment degrees of freedom (DOF) that are associated with very small supports,
thus causing the ill-conditioning. If the criteria for the selection of neglectable DOFs
is chosen carefully, the accuracy of the approximation is not affected by this procedure.
Another possibility is to apply special preconditioners in the solution phase. Be´chet
et al. [18] use a preconditioner based on local Cholesky decompositions and Menk and
Bordas [126] apply a preconditioner evolving from a domain decomposition procedure.
Both approaches lead to well-conditioned XFEM problems, while requiring additional
matrix operations. In the context of two-phase flows, it is shown in [151] that diagonal
scaling of the XFEM pressure mass matrix in a Schur complement preconditioner leads to
a robust approach. A completely different strategy is proposed in [40] where the nodes of
elements containing the interface are moved in order to obtain more homogeneous ratios
of the volumes on both sides of the interface and consequently improve the conditioning.
Finally, the question of the coupling of the flow field and the interface model is
important. It is distinguished between monolithic and segregated approaches. In
monolithic approaches the Navier-Stokes equations and the interface movement are
solved simultaneously in one large system of equations. On the other hand, partitioned
approaches calculated the flow field with respect to a fixed interface and update the
interface position afterwards. Segregated approaches are called weakly coupled if the
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flow field of the current time step is calculate with respect to the interface position of
the previous time step. A strong coupling is achieved if the aforementioned procedure
is iterated until both fields are in equilibrium. While a strong coupling can be a cheap
alternative to a monolithic approach, weak coupling in two-phase flows often leads to
unphysical results [3].
1.2 Present study
The objective of this work is the development of an accurate and efficient approach towards
the numerical simulation of industrially relevant two-phase and free-surface flow problems.
Both the velocity and pressure are retained as unknowns by using a mixed Galerkin finite
element formulation. An equal-order interpolation for velocity and pressure serves as a
basis for the discretization of the Navier-Stokes equations using bilinear quadrilateral or
trilinear hexahedral elements. Such a discretization violates the LBB condition which
may result in spurious pressure modes [66]. Hence, a pressure-stabilizing/Petrov-Galerkin
(PSPG) stabilization technique is applied. Further, as mentioned before, it is well known
that the Galerkin formulation lacks stability in case of advection-dominated problems.
The streamline-upwind Petrov-Galerkin (SUPG) stabilization is employed in order to
avoid the numerical difficulties with the convective term in the momentum equation.
Regarding the temporal discretization the semi-implicit Crank-Nicolson scheme [48] and
the space-time formulation [60] are compared.
As the two-phase flow solver described herein aims at a wide applicability, the level set
method is used for the description of the interface. Due to this Eulerian approach on
fixed meshes large motion of the interface and even topological changes can be handled
naturally. In order to maintain the signed-distance property of the level set field during its
advection when following the flow field a direct narrow band reinitialization is employed.
The signed-distance property of the level set field allows for a straightforward calculation
of normal vectors on the implicit interface. In combination with the Laplace-Beltrami
approach surface tension can then be modeled without the need for the curvature of the
interface. Reinitialization and discretization errors prevent the level set approach from
being mass conservative. Hence, the interface position is slightly corrected [49] if necessary,
thus, enforcing global mass conservation. The focus of this work lays on a sharp interface
representation, that is, it has to be accounted for the discontinuous parameters and the
resulting discontinuities in the physical fields. If surface tension effects are considered
the discontinuity in the pressure is further amplified. These discontinuities across the
moving interface generally occur inside elements. Classical finite element approaches
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perform poorly in this case as continuous interpolations are used. The extended finite
element method (XFEM) allows to capture inner element discontinuities by enriching
the approximation space. Different enrichment schemes are systematically studied in
combination with different time discretizations and an additional mesh movement. An
adaptive mesh refinement technique is applied in addition to the XFEM for the purpose
of a more accurate interface representation and to capture possibly high gradients in
the velocity field near the interface. The coupling between the flow field and the level
set field is realized in an iterative coupling loop. This strong coupling accounts for the
mutual influence between the two fields. As interface tracking approaches are known for
their accuracy, the deforming spatial domain stabilized space-time technique (DSD/SST)
is used for comparison and validation if possible. It should be noted that this work
evaluates two-phase and free-surface flows (with inflow and outflow boundaries). However,
targeting at a universal approach both cases are modeled as two-phase flow problems.
Large scale fluid dynamics problems demand an efficient solution approach. Therefore,
the proposed XFEM flow solver is parallelized using the message passing interface
(MPI) [188]. Parallel iterative solvers are supplied by the PETSc suite [14]. In this
context the issue of ill-conditioning in the XFEM is studied. A new criterion for the
determination of degrees of freedom to be neglected is introduced and diagonal scaling is
applied in a more general manner. Furthermore, the recently proposed stable XFEM
is evaluated in this course. The different techniques to remedy the ill-conditioning are
systematically compared regarding their influence on the performance of iterative solvers
and the accuracy of the solution.
In real world two-phase flows the phases often cannot be considered to be completely
pure. Contaminants may then adhere at the interface which effects for example the
surface tension effects. The movement of so-called surfactants on an interface can be
described by solving an advection-diffusion equation on the interface only. This work
proposes an approach to consider such transport processes on moving implicit surfaces
as an extension of the introduced XFEM two-phase flow solver.
In this work, a variety of issues in the simulation of flow problems is addressed. It may
thus be useful to summarize own scientific contributions in the following list:
• The systematic evaluation of the XFEM for two-phase flows leads to the conclusions:
(i) it is not advantageous to enrich the velocity approximation space, (ii) even if
no surface tension is considered a jump enrichment is superior compared to a kink
enrichment and (iii) time stepping is sufficiently accurate and more comfortable to
handle compared to a space-time approach with the XFEM [157].
• The issue of ill-conditioning in the context of iterative solvers with XFEM is
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addressed by: (i) a geometrically motivated approach, (ii) additional preconditioning
and (iii) for the first time the stable XFEM/GFEM is applied to industrially relevant
flow problems [160]. A number of iterative solvers is studied and a particularly
useful combination of a solver and preconditioner is determined.
• Adaptive mesh refinement along boundaries allows for efficient mesh generation
and accurate preservation of curved features [159].
• The XFEM is firstly applied to complex and turbulent flow problems [159,160].
• A combination of existing models for the modeling of surfactants is worked out
which is particularly suitable for the application with the XFEM [158].
1.3 Outline
The thesis is divided into nine chapters. This Chapter 1 gives a general overview of the
numerical treatment of two-phase flows with the finite element method. Furthermore,
the scope of this work and the outline is presented. Chapter 2 introduces the governing
equations of two-phase flows and derives the weak formulations in detail. Therein,
two temporal discretizations are considered. In Chapter 3 two approaches regarding
the representation of the moving interface are described—an interface tracking and an
interface capturing approach. Outflow boundary conditions and the treatment of the
surface tension force are covered. Chapter 4 presents the extended finite element method
(XFEM) for the spatial discretization. Different enrichment schemes for two-phase flows
are discussed as well as the numerical integration with the XFEM. In the next chapter,
the framework of the developed two-phase flow solver is introduced. This includes the
coupling of the flow field and the interface, the usage of iterative solvers and considerations
on how to deal with the ill-conditioned system of equations with the XFEM. Furthermore,
the adaptive mesh refinement approach is outlined and extended for the generation
of boundary refined meshes. The fifth Chapter also covers the pursued parallelization
strategy. Chapter 6 deals with the modeling of convection-diffusion problems of insoluble
quantities on moving implicit phase interfaces. The previously introduced enrichment
schemes and time discretizations are systematically evaluated in Chapter 7 by means of
two-dimensional two-phase flows. Here, also interface capturing and interface tracking
results are compared. Moreover, a scalable and efficient iterative solver and preconditioner
pair is determined and different approaches to overcome the ill-conditioning with the
XFEM are analyzed. The final configuration of the XFEM flow solver is summarized
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before it is validated for three-dimensional two-phase and free-surface flows in Chapter 8.
Chapter 9 summarizes the thesis with conclusions and an outlook.
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2 Theory of two-fluid flow
2.1 The incompressible Navier-Stokes equations
In the following, a d-dimensional computational domain Ω ⊂ Rd with boundary Γ = ∂Ω
is considered. This domain Ω encloses two immiscible Newtonian fluids in Ω1(t) and
Ω2(t), where Ω1(t) ∪ Ω2(t) = Ω. The two phases are separated by a generally moving
interface Γd(t), with nˆ being a normal vector pointing from Ω1 to Ω2 and tˆ being a
tangential vector on Γd. In Figure 2.1, the situation is depicted exemplarily for the
two-dimensional case.
Ω2
Ω1
Ω1
nˆ
nˆ
n
Γd
Γ
tˆ
tˆ
Figure 2.1: Computational domain of a two-fluid flow problem [71].
The fluid velocity u(x, t) and pressure p(x, t) in Ω are governed by the instationary,
isothermal, and incompressible Navier-Stokes equations in velocity-pressure formulation:
ρ
(
∂u
∂t
+ u ·∇u− f
)
−∇ · σ = 0 in Ω, t ∈ [0, T ], (2.1)
∇ · u = 0 in Ω, t ∈ [0, T ], (2.2)
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with
ρ(x, t) =
{
ρ1, x ∈ Ω1(t),
ρ2, x ∈ Ω2(t),
(2.3)
being the density of the respective fluid phase. The stress tensor σ is defined by
σ = −pI + 2µε(u), (2.4)
ε(u) =
1
2
(
∇u+ (∇u)T
)
, (2.5)
where
µ(x, t) =
{
µ1, x ∈ Ω1(t),
µ2, x ∈ Ω2(t),
(2.6)
is the corresponding dynamic viscosity and I the identity tensor. The Dirichlet and
Neumann boundary conditions on the domain boundary Γ are given by
u = uˆ on Γu, t ∈ [0, T ], (2.7)
n · σ = hˆ on Γh, t ∈ [0, T ], (2.8)
where uˆ and hˆ are prescribed velocity and stress values. Γu and Γh denote the Dirichlet
and Neumann part of the boundary, forming a complementary subset of Γ, i.e., Γu∪Γh = Γ
and Γu∩Γh = ∅. The normal vector on the domain boundary is given by n. Additionally,
the boundary conditions at the interface between two viscous and immiscible fluids
are [17] (i) continuity of the velocities
[u]Γd = 0 on Γd(t), t ∈ [0, T ], (2.9)
and (ii) the surface tension force balancing the jump in the normal stress:
nˆ · [σ]Γd = γκnˆ on Γd(t), t ∈ [0, T ]; (2.10)
where γ is the constant surface tension coefficient and κ, nˆ the curvature and normal
vector of Γd. Throughout this work, the surface tension coefficient is considered to
be constant along Γd. Consequently, the tangential stress is continuous across the
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interface [76]:
nˆ · [σ]Γd · tˆ = 0 on Γd(t), t ∈ [0, T ], (2.11)
with tˆ being the tangential vector at Γd. In the three conditions above, the following
notation for a jump of the function f across the interface Γd is used:
[f ]Γd = lim
x→Γd
(
f |Ω1(x)− f |Ω2(x)
)
. (2.12)
A divergence-free initial velocity field for the whole computational domain closes the
problem:
u(x, 0) = uˆ0(x) in Ω at t = 0. (2.13)
2.1.1 Interface conditions
The existence of a jump in the density and viscosity across the interface, as well as the
surface tension force acting on the interface, lead to a non-smooth behavior of the field
quantities. Therefore, the interfacial conditions for a two-phase flow scenario are worth
to be discussed in detail.
Interface condition (2.9) states that the normal component of the velocity un = u · nˆ
and the tangential velocity component us = u · tˆ must be continuous across the interface.
However, it can be shown that the normal gradient ∂∂n of the tangential velocity is
discontinuous [115]: [
∂us
∂n
]
Γd
= −[µ]Γd
∂un
∂s
, (2.14)
with ∂∂s being the tangential derivative. In consequence, the velocity has a kink across
the interface if µ1 6= µ2.
Substituting the definition of the stress tensor (2.4) and the strain tensor (2.5) in the
interface condition for the normal stress (2.10) results in:
nˆ ·
[
−pI + µ
(
∇u+ (∇u)T
)]
Γd
= γκnˆ. (2.15)
If the normal component of Equation (2.15) is considered, an expression for the pressure
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jump across the interface can be derived:
nˆ ·
[
−pI + µ
(
∇u+ (∇u)T
)]
Γd
· nˆ = γκ, (2.16)
⇔ −[p]Γd + [2µnˆ ·∇u · nˆ]Γd = γκ, (2.17)
⇔ −[p]Γd + 2
[
µ
∂un
∂n
]
Γd
= γκ. (2.18)
Finally, the magnitude of the pressure jump across the interface depends on the surface
tension coefficient, the curvature of the interface, and the jump in the viscosity weighted
by the normal derivative of the normal velocity component. That is, even if no surface
tension is present (γ = 0) a jump in the pressure across the interface is possible if
µ1 6= µ2 [8, 100,105]. In the hydrostatic case, i.e., u = 0, the momentum equation (2.1)
simplifies to:
∇p = ρf in Ω, t ∈ [0, T ]. (2.19)
Reducing Ω to the interface Γd, a jump condition for the hydrostatic pressure gradient
(u = 0) can be obtained:
[∇p]Γd = [ρf ]Γd = [ρ]Γdf . (2.20)
Usually, the volume force f is constant, that is, the jump in the hydrostatic pressure
gradient across the interface is proportional to the jump in the density. Certainly, the
jump in the pressure gradient remains in the general case when u 6= 0.
In summary, non-static two-phase flows with µ1 6= µ2 generally experience a kink in the
velocity and a jump in the pressure across the interface, irrespective of the fact whether
surface tension effects are considered or not. Volume forces (gravitation) in combination
with ρ1 6= ρ2 additionally lead to a jump in the pressure gradient.
2.1.2 Discretization
In this thesis, two different time discretization approaches are applied. In the first
approach the Navier-Stokes equations are first discretized in time using a one-step time-
stepping scheme and subsequently in space using a finite element approach. In the
other approach, the discontinuous Galerkin method in time is used, where the temporal
and spatial discretization is carried out simultaneously using so-called space-time finite
elements [60,103]. The third possibility, first discretize in space and then discretize in
12
2.1 The incompressible Navier-Stokes equations
time, is not applicable in the context of the XFEM as will be seen later.
Sequential discretization in time and space
The following one-step time-stepping scheme is also known under the names trapezoidal
rule, one-step theta method or Crank-Nicolson scheme [48]. The Navier-Stokes equations
(2.1) may be written as
∂u
∂t
= a, (2.21)
with
a = −1
ρ
(
ρu ·∇u− ρf +∇p− 2µ(∇ · ε)
)
. (2.22)
In the Crank-Nicolson method, Equation (2.21) is then replaced by
un+1 − un
∆t
= θan+1 + (1− θ)an, θ = 1
2
, (2.23)
with time step size ∆t and the superscripts n+ 1 referring to the new time step and n
referring to the old time step. This approach is known to be of second order accuracy
with respect to ∆t and does not introduce numerical damping [190].
The spatial discretization is carried out by means of the finite element method which
is based on the weak formulation of the respective partial differential equation. For
brevity the temporal discretization is not included in the following derivation. The weak
formulation of the Navier-Stokes equations is obtained by multiplying the momentum
equation (2.1) by a suitable test function w and integrate over the computational domain
Ω: ∫
Ω
w · ρ
(
∂u
∂t
+ u ·∇u− f
)
dΩ−
∫
Ω
w · (∇ · σ) dΩ = 0. (2.24)
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The following reformulation can be carried out for the second integral:∫
Ω
w· (∇ · σ) dΩ =
∫
Ω1
w · (∇ · σ1) dΩ +
∫
Ω2
w · (∇ · σ2) dΩ, (2.25)
=
∫
Γu∪Γh
w · σ1 · n dΓ +
∫
Γu∪Γh
w · σ2 · n dΓ
+
∫
Γd
w · σ1 · nˆ dΓ +
∫
Γd
w · σ2 · (−nˆ) dΓ
−
∫
Ω1
∇w : σ1 dΩ−
∫
Ω2
∇w : σ2 dΩ,
(2.26)
=
∫
Γu∪Γh
w · σ · n dΓ +
∫
Γd
w · (σ1 − σ2) · nˆ dΓ−
∫
Ω
∇w : σ dΩ, (2.27)
=
∫
Γu∪Γh
w · σ · n dΓ +
∫
Γd
w · [σ]Γd · nˆ dΓ−
∫
Ω
∇w : σ dΩ, (2.28)
=
∫
Γh
w · hˆ dΓ +
∫
Γd
w · γκnˆ dΓ−
∫
Ω
∇w : σ dΩ. (2.29)
The integral on the left hand side of (2.25) can, in a first step, be considered separately
for each phase in Ω1 and Ω2, with σ1 and σ2 being the corresponding stress tensor in each
phase. From (2.25) to (2.26), integration by parts is applied and the resulting boundary
integrals are split into their complementary subsets. Note that the normal vector nˆ on
Γd points from Ω1 to Ω2 by definition. Therefore, the outward pointing normal vector
on Γd seen from Ω2 is −nˆ. In Equation (2.27), the integrals are condensed again and
the jump notation is introduced in Equation (2.28). In the following, the class of test
functions w is restricted to those vanishing on the Dirichlet portion of the boundary Γu,
i.e., w = 0 on Γu. Thus, the boundary integral over Γu in Equation (2.28) drops out.
Further applying the Neumann boundary condition (2.8) and the interface condition
(2.10), the expression in Equation (2.29) is obtained. Details about the treatment of the
resulting surface tension force term are discussed in Section 3.5.
Substituting (2.29) into (2.24) results in∫
Ω
w · ρ
(
∂u
∂t
+ u ·∇u− f
)
dΩ +
∫
Ω
∇w : σ dΩ
=
∫
Γh
w · hˆ dΓ +
∫
Γd
w · γκnˆ dΓ.
(2.30)
The weak formulation of the incompressibility constraint is obtained by multiplying
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Equation (2.2) with a pressure test function q and integrating over the computational
domain Ω: ∫
Ω
q (∇ · u) dΩ = 0. (2.31)
Equations (2.30) and (2.31) can be combined into a single equation:∫
Ω
w · ρ
(
∂u
∂t
+ u ·∇u− f
)
dΩ +
∫
Ω
∇w : σ(u, p) dΩ
+
∫
Ω
q (∇ · u) dΩ =
∫
Γh
w · hˆ dΓ +
∫
Γd
w · γκnˆ dΓ.
(2.32)
Before the discretized weak form of the Navier-Stokes equations can be formulated,
suitable finite dimensional trial and test function spaces should be defined [60]. It is
obvious from (2.32) that only first order derivatives of both the trial functions u and the
test functions w appear. No derivatives of the pressure and the pressure test function q
occur. Hence, the following function spaces are proposed:
Shu =
{
uh
∣∣ uh ∈ (H1h)d , uh = uˆh on Γu} , (2.33)
Vhu =
{
wh
∣∣ wh ∈ (H1h)d , wh = 0 on Γu} , (2.34)
Shp = Vhp =
{
qh
∣∣ qh ∈ L2h} . (2.35)
Here, H1h ⊂ H1 is a finite dimensional Sobolev space consisting of functions which are
square-integrable in Ω and have square-integrable first derivatives. The velocity trial
function space, denoted by Shu, additionally satisfies the Dirichlet boundary conditions. A
similar velocity test function space Vhu is chosen, but it is required that the test functions
vanish on the Dirichlet boundary Γu. The requirements for the pressure trial function
space are less restrictive, as no derivatives of the pressure occur and no explicit pressure
boundary conditions exist. Therefore, the pressure trial and test functions are chosen
from L2h ⊂ L2, being the finite dimensional Hilbert space of square-integrable functions.
It should be emphasized that due to integration by parts of the stress term (2.25), the
order of the derivatives of the velocities could be reduced. As a result a less restrictive
velocity trial function space can be chosen.
Finally, the discretized weak formulation of the Navier-Stokes equations can be stated
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as follows: Find uh ∈ Shu and ph ∈ Shp such that ∀wh ∈ Vhu, ∀qh ∈ Vhp :∫
Ω
wh · ρ
(
∂uh
∂t
+ uh ·∇uh − fh
)
dΩ +
∫
Ω
∇wh : σ(uh, ph) dΩ
+
∫
Ω
qh
(∇ · uh) dΩ = ∫
Γh
wh · hˆ dΓ +
∫
Γd
w · γκnˆ dΓ.
(2.36)
Due to the convective nature of this problem and the choice of bilinear quadrilateral or
trilinear hexahedral finite elements for both velocity and pressure unknowns, stabilization
techniques have to be employed. The SUPG/PSPG/LSIC-stabilized weak formulation
follows as [60]: Find uh ∈ Shu and ph ∈ Shp such that ∀wh ∈ Vhu, ∀qh ∈ Vhp :∫
Ω
wh · ρ
(
∂uh
∂t
+ uh ·∇uh − fh
)
dΩ +
∫
Ω
∇wh : σ(uh, ph) dΩ
+
nel∑
e=1
∫
Ωeel
τs
(
uh ·∇wh + 1
ρ
∇qh
)
·R(uh, ph) dΩ
+
nel∑
e=1
∫
Ωeel
τLSIC∇ ·whρ
(∇ · uh) dΩ
+
∫
Ω
qh
(∇ · uh) dΩ = ∫
Γh
wh · hˆ dΓ +
∫
Γd
w · γκnˆ dΓ,
(2.37)
with nel being the number of elements and R(uh, ph) the residual of the momentum
equation
R(uh, ph) = ρ
(
∂uh
∂t
+ uh ·∇uh − fh
)
−∇ · σ(uh, ph). (2.38)
It should be noted that the extra stabilization terms are only computed in the element
interiors as these terms are discontinuous across element edges. Furthermore, as first
order elements are employed the second order derivatives in the above residual vanish.
The stabilization parameter τs is chosen according to [163]:
τs =
[(
2
∆t
)2
+
(
2|uh|2
he
)2
+
(
4ν
h2e
)2]− 12
(2.39)
where ν = µ/ρ is the kinematic viscosity. In elements which partly contain both phases
(cf. Chapter 3) µ and ρ are averaged using µ1, µ2, ρ1, ρ2, and the relative ratios of the
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area occupied by each phase in the element. he is a measure for the element length,
calculated by
he =
hdiag√
d
, (2.40)
with hdiag being the largest diagonal distance between the element nodes and d the
space dimension, see, e.g., [128] for details. For high Reynolds number flows, the LSIC
(least-squares on incompressibility constraint) term provides additional stability. The
corresponding stabilization parameter is defined as follows [175]:
τLSIC =
he
2
|uh|2z, (2.41)
z =
{
Ree
3 , Ree ≤ 3,
1, Ree > 3,
(2.42)
Ree =
he|uh|2
2ν
. (2.43)
The velocity and pressure approximation is given as
uh(x) =
d∑
j=1
∑
i∈I
Ni(x)(ui · ej)ej , (2.44)
ph(x) =
∑
i∈I
Ni(x)pi. (2.45)
Here, I is the set of all mesh nodes, d the spatial dimension and ej a unit vector with a
one at the j-th entry. Standard bilinear or trilinear shape functions Ni are employed in
this work. Thus, in the Galerkin formulation, the test functions are defined as [60]
wh(x) =
d∑
j=1
whj (x)ej , (2.46)
whj (x) ∈ Vhu :=spani∈I{Ni(x)}, (2.47)
qh(x) ∈ Vhp :=spani∈I{Ni(x)}. (2.48)
Due to the used PSPG stabilization, the above equal-order velocity-pressure finite
element pair, which does not satisfy the LBB condition, becomes stable [60]. In addition,
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the SUPG stabilization avoids instabilities appearing in convection-dominated flows. The
integrals in the weak formulation are typically evaluated numerically using standard
Gauss quadrature rules.
Simultaneous discretization in time and space
Γ(tn+1)
Ω(tn+1)
tn+1
tn
Qn
Pn
Ω(tn)
Γ(tn)
t
y
x
Figure 2.2: Discontinuous Galerkin in time: Space-time slab for two spatial dimensions.
The second approach used in this work is the discontinuous Galerkin method in time
resulting in space-time elements [60]. In contrast to the previous approach using finite
differences in time, finite elements are employed for the temporal discretization. Here, the
time interval is divided into subintervals In = (tn, tn+1) where tn and tn+1 belong to an
ordered set of time levels 0 = t0 < t1 < · · · < tN−1 < tN = T . The space-time slab Qn is
defined as the domain enclosed by the computational domains at time levels tn and tn+1,
say Ω(tn) and Ω(tn+1). Denoted by Pn is the surface described by the boundary Γ as t
traverses In. The situation is exemplary depicted for two spatial dimensions in Figure
2.2. In case of a fixed mesh Ω(tn) and Ω(tn+1) are equal. If a linear approximation in
time is chosen this method is third order accurate with respect to ∆t and unconditionally
stable [60].
Recalling the weak formulation from the previous Section, the stabilized space-time
formulation for the Navier-Stokes equations (2.1) can then be written as follows: Given
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(
uh
)−
n
, find uh ∈ (Shu)n and ph ∈ (Shp )n such that ∀wh ∈ (Vhu)n, ∀qh ∈ (Vhp )n:∫
Qn
wh · ρ
(
∂uh
∂t
+ uh ·∇uh − fh
)
dQ+
∫
Qn
∇wh : σ(uh, ph) dQ
+
nel∑
e=1
∫
Qen
τs
(
uh ·∇wh + 1
ρ
∇qh
)
·R(uh, ph) dQ
+
nel∑
e=1
∫
Qen
τLSIC∇ ·whρ
(∇ · uh) dQ
+
∫
Ω(tn)
(
wh
)+
n
· ρ
((
uh
)+
n
− (uh)−
n
)
dΩ
+
∫
Qn
qh
(∇ · uh) dQ = ∫
(Pn)h
wh · hˆ dP +
∫
(Pn)d
wh · γκnˆ dP,
(2.49)
using the following notation:(
uh
)±
n
= lim
ε→0
u(tn ± ε), (2.50)∫
Qn
. . . dQ =
∫
tn
∫
Ωh(tn)
. . . dΩ dt, (2.51)∫
Pn
. . . dP =
∫
tn
∫
Γh(tn)
. . . dΓ dt. (2.52)
Formulation (2.49) is subsequently applied to all space-time slabs Q1, Q2, . . . , QN−1
starting with
(
uh
)+
0
= uˆ0. Pn can be decomposed into (Pn)u and (Pn)h based on the
type of boundary condition (Dirichlet or Neumann) being used. For each space-time slab,
the following function spaces are defined:(Shu)n = {uh ∣∣ uh ∈ [H1h (Qn)]d , uh = gh on (Pn)u} , (2.53)(Vhu)n = {wh ∣∣ wh ∈ [H1h (Qn)]d , wh = 0 on (Pn)u} , (2.54)(Shp )n = (Vhp )n = {qh ∣∣ qh ∈ L2h (Qn)} . (2.55)
The same stabilization parameters as for the time-stepping approach are used. Compared
to previous weak formulation (2.37) there is one additional term in the fourth line of
Equation (2.49). This term weakly enforces the continuity between subsequent time
slabs. It should be noted that the above formulation already includes the temporal
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discretization as the volume integrals all run over the d + 1 dimensional space-time
domain. Accordingly, the velocity and pressure approximation are formulated over the
space-time domain:
uh(x, t) =
d∑
j=1
∑
i∈I
Ni(x, t)(ui · ej)ej , (2.56)
ph(x, t) =
∑
i∈I
Ni(x, t)pi. (2.57)
The shape functions Ni and the test functions do now also depend on the temporal
dimension:
wh(x, t) =
d∑
j=1
whj (x, t)ej , (2.58)
whj (x, t) ∈ Vhu :=spani∈I{Ni(x, t)}, (2.59)
qh(x, t) ∈ Vhp :=spani∈I{Ni(x, t)}. (2.60)
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The Navier-Stokes equations in the previous chapter were already given in the general
formulation for a domain containing two immiscible fluids. A definition of the sub-domain
of each fluid and especially a description of the interaction of the two phases, that is, the
movement of the phase interface, is yet to be discussed. In this work, two basic concepts
regarding the interface description are distinguished: interface tracking and interface
capturing. A brief introduction to both approaches follows. The discussion is restricted
to approaches where the interface description and the flow solution are mesh-based. This
is in contrast to, e.g., front-tracking approaches wherein the interface is represented by
marker particles independent of the underlying mesh [104]. For a more comprehensive
overview of the different types of approaches it should be referred to, e.g., [31].
3.1 Interface description
3.1.1 Interface tracking
The first group of methods which should be discussed in this work are interface tracking
approaches. Herein, the interface is explicitly described; that is, the mesh conforms to
the interface. The basic idea is that the position of the mesh nodes x is tracked in a
Lagrangian way by integrating the evolution equation
∂x
∂t
= u(x, t), (3.1)
with u being the fluid velocity in the domain. Lagrangian finite element approaches
have been successfully applied to several free-surface problems, e.g., wave propagation
and run-up, tank sloshing, etc. [93,137,148]. The fully Lagrangian approach carries the
disadvantage that it may result in unnecessary mesh distortion, e.g., in case of local
vortices in the velocity field. However, it is useful to employ the Lagrangian approach at
least to the set of nodes lying on the interface. One common generalization to the fully
Lagrangian approach is the so-called Arbitrary Lagrangian-Eulerian (ALE) approach.
The earliest applications of ALE in the framework of the finite element method can be
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found in, e.g., [23, 24, 59, 96]. In the ALE approach one may track the nodes on the
interface in the Lagrangian way, while the inner mesh nodes are adjusted in an arbitrary
manner, such that conforming and well-shaped elements are preserved during interface
motion. The ALE formulation of the Navier-Stokes equations is given by:
ρ
(
∂u
∂t
+ (u− uM) ·∇u− f
)
−∇ · σ = 0 in Ω, t ∈ [0, T ], (3.2)
∇ · u = 0 in Ω, t ∈ [0, T ]. (3.3)
Compared to Equation (2.1), the convective term is modified in order to compensate the
mesh velocity uM.
Interface tracking approaches offer an accurate approximation of the interface. Fur-
thermore, the imposition of boundary conditions at the interface is simple with mesh
nodes lying on the interface itself. Despite the freedom in the handling of the mesh
update, the mesh quality can still degrade significantly in cases of large interface move-
ment or topological changes. Then, the computational domain has to be remeshed with
respect to the new interface position and the field values have to be projected from the
old mesh to the new mesh. The projection introduces undesired diffusive effects and
can be computationally expensive, especially in three dimensions. Consequently, it is
desirable to keep the frequency of remeshing low [178]. Applications of the ALE finite
element approach to two phase or free-surface flow problems can be found, for example,
in [38, 78, 191]. In this work, a similar approach based on space-time finite elements will
be used for comparison. Details on this approach are given in Section 3.2.
3.1.2 Interface capturing
Besides interface tracking, interface capturing approaches based on an Eulerian description
are widely used for free-surface problems. Interface capturing methods describe the
interface implicitly, typically on fixed meshes. A characteristic scalar field C is used to
identify the two phases and the interface in the domain. Depending on the different
methods this scalar field may be described for example by a discontinuous Heaviside
function or a signed-distance function. In order to account for the interface motion a
standard advection equation
∂C
∂t
+ u ·∇C = 0 in Ω, t ∈ [0, T ] (3.4)
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is solved with u being the fluid velocity. The most common representatives of this class
of methods are the level set method [141] and the volume-of-fluid (VOF) method [95].
There also exist particle based interface capturing approaches like the Marker-and-Cell
method (MAC) [90]. Massless marker particles are moved in a Lagrangian way and
thereby identify which phase is enclosed in the mesh cells.
A great advantage of the interface capturing approaches is that they are inherently
able to account for topological changes of the interface. This allows for a much more
flexible interface description compared to interface tracking approaches. On the other
hand, the treatment of discontinuities across the interface, mass conservation and the
application of boundary conditions on the interface are challenging aspects for these
methods. In order to increase the accuracy, interface capturing methods are often used in
combination with adaptive mesh refinement close to the interface. Numerous applications
of finite element interface capturing approaches can be found, e.g., in [117,122,125,180].
3.2 The deforming spatial domain stabilized space-time
technique (DSD/SST)
The interface tracking approach used in this work is similar to the ALE approach. In the
deforming-spatial-domain/stabilized-space-time (DSD/SST) procedure [177] the issue of
the deforming spatial domains is handled by using the space-time finite element notation.
The deformation of the spatial domain is automatically taken into account by writing
the variational formulation of the problem over the associated space-time domain. As for
ALE nearly complete freedom of the mesh movement within the domain exists. In this
work, the only requirement is that the velocity v of the nodes on the interface Γd and
the fluid velocity u must match.
Once the position of the interface nodes is updated the interface elements will be
stretched and the mesh may lose its quality. Therefore, the inner nodes need to be
adjusted. A common way to do this is to treat the mesh as a fictitious ideal elastic
material, see Figure 3.1. The balance of forces depending on the displacement of the
inner nodes v(x, t) can be written as
∇ · σ#(v) = 0, (3.5)
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(a) Undeformed mesh. (b) Elastically deformed mesh.
Figure 3.1: An initially circular interface (a) is subjected to nonuniform motion. (b)
shows the ideal elastic response of the entire mesh with respect to the
interface movement.
with the stress and strain tensor
σ#(v) = λ tr(ε#(v))I + 2µ#ε#(v), (3.6)
ε#(v) =
1
2
(∇v+ (∇v)T) . (3.7)
In structural mechanics, the Lame´ constants λ and µ# are needed to define the stiffness
tensor for isotropic and linear elastic materials. In the context of DSD/SST, the Lame´
constants are locally adjusted for each element in order to control its stiffness. This
is done depending on the size of the element, letting large elements experience larger
deformations in order to reduce the chance of mesh tangling.
Furthermore, the following boundary conditions are applied:
v = vˆ on Γv(t), (3.8)
n · σ# = h# on Γh#(t). (3.9)
Here Γv(t) and Γh#(t) are distinct subsets of Γ ∪ Γd(t). Equation (3.5) is solved using a
linear finite element approximation. With the help of the calculated displacement v, the
nodal coordinates in both phases Ω(t) = Ω1 ∪ Ω2 are updated:
xn+1 = xn + v∆t on Ω(t). (3.10)
Despite the elastic mesh update, the mesh quality can fall below some minimal
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requirement in cases of large deformations. Then, the computational domain has to be
remeshed and the velocity and pressure have to be mapped from the old mesh to the new
mesh. However, in this work the DSD/SST is only used for validation in cases where
no remeshing is necessary. Further, it should be noted that all test cases in this work
are treated as two-phase flow problems. Nevertheless, it is straightforward to consider
free-surface problems by modeling only the fluid phase with DSD/SST.
3.2.1 Weak formulation
A nice feature of the space-time formulation is that the resulting weak formulation from
Section 2.1.2 already accounts for possible movements of the domain. Therefore, the
DSD/SST formulation is equivalent to the space-time formulation (2.49).
3.3 The level set method
Two-phase and free-surface problems experiencing severe interface motion are the focus
of this work. Hence, the level set method with its implicit interface description forms
an excellent basis. Up to now, the level set method has been successfully applied to
numerous physical problems: multi-phase flows [173], shape optimization [111], crack
propagation [168] or flame modeling [145], just to name a few.
The idea of the level set method is to separate the domain Ω into two fluid phases by
means of the scalar level set function φ which has a positive sign in one phase and a
negative sign in the other. By definition the interface between the two phases is then
given by:
Γd = {x ∈ Ω | φ(x, t) = 0}, (3.11)
while φ is usually defined as a signed-distance function [140]:
φ(x, t) = ± min
x?∈Γd(t)
‖x− x?‖ , ∀x ∈ Ω. (3.12)
That is, each point x in the domain stores the shortest distance to the interface. The sign
depends on which of the two fluids is present at x. An advantage of the signed-distance
property of the level set field is that normal vectors on the interface can be directly
25
3 Modeling of moving interfaces
calculated by:
nˆ =
∇φ(x, t)
‖∇φ(x, t)‖
∣∣∣∣
Γd
, (3.13)
and point into the direction of φ > 0. This property is used later, e.g., in the context
of the modeling of the surface tension force. It should be noted that, due to the signed
distance property of φ, the denominator in (3.13) can be dropped. However, it will be
seen later that φ may sometimes only be an approximated signed distance function and
therefore the normalization is kept. Figure 3.2 shows an example for a level set field of a
circle in two dimensions centered at the origin with a radius of 0.25.
(a) Implicit circular interface. (b) Level set field of a circular interface.
Figure 3.2: A circular interface in 2D (a) represented by a signed distance level set
field φ (b).
In order to account for the interface movement, the level set transport equation:
∂φ
∂t
+ u ·∇φ = 0 in Ω, t ∈ [0, T ], (3.14)
is solved, with u being the velocity field obtained from the Navier-Stokes equations (2.1).
An initial level set field:
φ(x, 0) = φˆ0(x) in Ω (3.15)
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is required, and at inflow boundaries:
Γin = {x ∈ Γ | u(x) · n(x) < 0} , (3.16)
the level set field has to be prescribed:
φ = φˆ on Γin, t ∈ [0, T ]. (3.17)
The boundary condition above assures that the level set field is well-defined at boundary
points where Equation (3.14) transports information into the domain.
Often, the level set method is applied in the context of a so-called diffuse interface
approach. Therein, the physically infinitesimal thin interface is smeared over a certain
thickness around the interface. As a consequence the discontinuities in density and
viscosity vanish which allows for the usage of standard discretization approaches. The
gained numerical stability comes at the price of unwanted diffusive effects at the interface.
In this work, the level set approach is used as a sharp interface representation, defining
the density and viscosity in the following manner throughout the domain:
ρ(φ) =
{
ρ1, φ(x, t) < 0,
ρ2, φ(x, t) > 0,
(3.18)
µ(φ) =
{
µ1, φ(x, t) < 0,
µ2, φ(x, t) > 0.
(3.19)
Certainly, due to the implicit interface definition this leads to discontinuities inside
elements which causes problems in standard finite element approaches. The following
chapter 4 about the extended finite element method provides an elegant solution for this
situation.
3.3.1 Reinitialization
The level set transport equation (3.14) usually disturbs the signed-distance property of the
initial level set field due to the generally nonuniform velocity field coming from the Navier-
Stokes equations. This deterioration has a direct influence on the accuracy of normal
vectors calculated from φ and renders it difficult to accurately determine the interface
position in extreme cases. Furthermore, the development of high gradients in φmay lead to
numerical instabilities when solving the level set transport equation. Therefore, frequent
reinitialization of the level set field is advisable in order to restore the signed distance
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property and maintain the differentiability of the level set field. Different reinitialization
techniques can be found in the literature [98]. Direct reinitialization approaches determine
the closest distance of every node to the interface. In naive implementations, these
approaches with a quadratic complexity on the number of evaluation points and nodes
in the domain may quickly worsen the performance of the overall simulation. The
efficiency of these brute force approaches can be improved by employing fast search tree
methods [122]. Fast marching methods [162] start by calculating the closest distance of
mesh nodes adjacent to the interface. Then the smallest distance of the next nearest
nodes to the already processed direct neighbors is determined and so on. This results
in a very efficient and accurate reinitialization. Often, reinitialization schemes are also
based on solving a partial differential equation:
∂φ
∂τ
+ sign(φ0) (||∇φ|| − 1) = 0 in Ω. (3.20)
The above equation with pseudo-time τ is solved until the stationary limit is reached
starting from the disturbed level set field φ0. Depending on the numerical scheme
employed to discretize the reinitialization equation (3.20) the interface might be shifted
due to numerical diffusion.
(a) Disturbed signed distance function. (b) Locally reinitialized signed distance
function.
Figure 3.3: Given a disturbed level set field of the circle from Figure 3.2, the reinitial-
ization is performed only in a band around the interface.
In this work, a direct reinitialization is applied because of its simplicity and the little
influence on the interface position compared to, e.g., PDE-based reinitialization. Using
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linear interpolation the intersections of the interface with element edges are determined.
Successively, for every mesh node, the Euclidean distance to the nearest intersection
is detected and stored as its level set value, maintaining the previous sign of φ at that
node. While simple in its idea, this approach can be computationally very expensive,
especially in three dimensions. In order to speed up this procedure, the reinitialization
is merely carried out in a fixed band around the interface. Beyond the band a smooth
transition to a constant level set value is built, see [39,143,181] for similar approaches.
Figure 3.3(a) shows a distorted level set field of the circle from Figure 3.2. The result of
the reinitialization in a band around the interface is depicted in Figure 3.3(b).
For the determination of the nearest intersection, not all intersections in the domain are
taken into account but only those lying in a bounding box around each node with a side
length equal to the band width for the reinitialization. This further speeds the procedure
up. Table 3.1 shows timings for a full and the suggested banded reinitialization. Here
Case
Elements
100× 100 200× 200 400× 400
Full reinitialization 0.107 s 0.851 s 6.812 s
Band reinitialization 0.025 s 0.202 s 1.617 s
Table 3.1: Timings for the level set reinitialization shown in Figure 3.3 for a 100× 100
element mesh using different variants of the reinitialization and various mesh
sizes.
the disturbed level set field in Figure 3.3(a) is reinitialized on successively refined meshes.
The reinitialized level set field qualitatively coincides with the one shown in Figure 3.2(b)
and 3.3(b), respectively. For the given example, the banded reinitialization is about four
times faster compared to the reinitialization in the complete domain. The level set field
in the band around the interface is exactly the same for the full and banded approach in
Table 3.1. It should be noted that the level set transport equation is still solved in the
complete domain, in contrast to the so-called narrow-band level set approach [1].
3.3.2 Mass correction
It is well-known that the level set method is not conserving the mass of each phase. One
reason is that the reinitialization generally does not preserve the interface position and
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thereby modifies the corresponding phase volumes. Even though the reinitialization is
not performed in every time step in this work, especially in long-term simulations,
the mass errors may add up to a significant value. Furthermore, the spatial and
temporal discretization of the level set transport equation has an influence on the
mass conservation properties; see, e.g., [152]. Various solutions are proposed to improve
the mass conservation of the level set method. Approaches aiming at the minimization
of the interface displacement during reinitialization can be found, e.g., in [91,134,172].
Coupling the level set method with a volume-of-fluid method [182] or using particle
level set methods [67] can lead to better conservation of mass at the cost of a higher
complexity. More recently, it has been shown that using the discontinuous Galerkin
method for the level set transport provides high accuracy [123].
In this work, global mass conservation of the phases is enforced by using the iterative
mass correction described in [49]. Using Picard iterations the reinitialized zero level set
contour φn+1sd = 0 is shifted over a small distance (usually in the order of a fraction of
the element length). Thanks to the signed-distance property of the level set field, this
shift corresponds to adding a small constant c to φ:
φn+1 ← φn+1sd + T
(
V1(φ
0)− V1(φn+1)
)︸ ︷︷ ︸
c
. (3.21)
Hereby, V1(φ
0) is the initial volume of the phase in Ω1 and V1(φ
n+1) the current volume.
T is a problem specific transformation between a volumetric quantity and a length
quantity. For example, if V1 is considered to be a spherical volume the formula for
the volume of a sphere can be used to transform the volume difference into a length
difference with respect to the radius of a volume equivalent sphere. It should be noted
that this approach though improving the situation for mass conservation introduces an
additional discretization error. Detailed studies about the convergence and accuracy of
this approach can be found in [49].
3.3.3 Weak formulation
The level set transport equation (3.14) is discretized in time using the previously intro-
duced Crank-Nicolson scheme (2.23). Again, the time discretization is not included in
the following weak formulation for brevity. Due to the convective type of the transport
equation the SUPG stabilization is applied here, too. The weak formulation is then
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defined as: Find φh ∈ Shφ such that ∀wh ∈ Vhφ :∫
Ω
wh
(
∂φh
∂t
+ uh ·∇φh
)
dΩ
+
nel∑
e=1
∫
Ωeel
τs
(
uh ·∇wh)(∂φh
∂t
+ uh ·∇φh
)
dΩ = 0,
(3.22)
using the following function spaces:
Shφ =
{
φh
∣∣ φh ∈ (H1h)d , φh = φˆh on Γin} , (3.23)
Vhφ =
{
wh
∣∣ wh ∈ (H1h)d , wh = 0 on Γin} . (3.24)
The stabilization parameter τs is given by (2.39) with ν = 0. Just like velocity and
pressure, the level set approximation is given as:
φh(x, t) =
∑
i∈I
Ni(x)φi, (3.25)
using standard bilinear or trilinear shape functions Ni. The test functions are defined by:
wh(x) ∈ Vhφ :=spani∈I{Ni(x)}. (3.26)
3.4 Outflow boundary conditions
Free-surface flow simulations may involve inflow and outflow, e.g., flows in channels or
spillways. While it is straightforward to prescribe the velocity and the free-surface height
at an inflow, fixing the free-surface height at the outflow is generally not possible. In [150],
it was pointed out that a boundary condition for the free-surface height in interface
tracking at an outflow leads to an ill-posed problem. Due to the hyperbolic nature of the
level set transport equation a boundary condition for φ at an outflow is also not valid. A
second problem arises with respect to the Neumann velocity boundary condition which
is typically prescribed at outflow boundaries: σ · n = hˆ. As an outflow boundary often
presents a truncation of the real domain, the value of hˆ is typically unknown and has to
be approximated. Gresho et al. [83] discuss several options for so-called open boundary
conditions.
In this work, outflow boundaries always occur together with volume forces. The
presence of the gravitational acceleration g requires to account at least for the hydrostatic
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pressure component at the outflow [4, 150]. Therefore, the following normal stress
boundary condition is applied:
n · σ = hˆ =
(
2µ
∂un
∂n
− p
)
n ≈ ρg(z − z0)n on Γout, t ∈ [0, T ], (3.27)
with Γout ⊂ Γh:
Γout = {x ∈ Γ | u(x) · n(x) > 0} , (3.28)
and z0 being the reference height at which p = 0—typically the desired free surface
height. The tangential stress component and the normal velocity gradient at the outflow
are assumed to be zero. As a side effect of condition (3.27) the free-surface height at
the outflow adjusts to the prescribed height without considering additional boundary
conditions for the free-surface height. A boundary condition leaving more freedom to the
free-surface height at the outflow was introduced by Papanastasiou et al. [142], where
the validity of the weak formulation is extended to the outflow boundary. However, this
approach is not further considered in this work.
Sometimes instabilities may occur at the outflow boundary due to local backflow
phenomena. In this case, it can be helpful to add an additional stabilization term to the
weak formulation [131]:
− β
∫
Γout
wh · ρ(u · n)− · u dΓ, (3.29)
(u · n)− = u · n− |u · n|
2
=
{
u · n, u · n < 0,
0, u · n ≥ 0,
(3.30)
with the parameter 0 ≤ β ≤ 1. Equation (3.29) can be seen as an outward traction in the
direction opposite to the backflow. In case of backflow, it thereby provides information
on the flow from outside which is required during convective transport.
3.5 Surface tension
Surface tension effects are only considered in conjunction with the level set method in this
work. Therefore, the following discussion is restricted to the application of surface tension
to a level set iso-surface. Recalling the surface tension term in the weak formulation
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(2.36): ∫
Γd
wh · γκnˆ dΓ, (3.31)
with γ being the surface tension coefficient, κ the curvature of Γd and nˆ the normal vector
on the interface pointing from Ω1 to Ω2. It was pointed out before that normal vectors on
the level set interface are readily given by the gradient of the level set field. Theoretically,
the curvature can be obtained from the Laplacian of φ. However, the Laplacian can not
be directly evaluated in this work, as a first order continuous approximation for φ is used.
Besides, it can be shown that the calculation of the curvature from the level set field
is a delicate task [122]. Therefore, the Laplace-Beltrami technique [15,62] is employed
to reformulate the surface tension term. Introducing the Laplace-Beltrami operator in
(3.31) and integrating by parts results in:∫
Γd
wh · γκnˆ dΓ =
∫
Γd
wh · γ∆Γid dΓ (3.32)
=
∫
Γs
wh · nˆ′ dΓ−
∫
Γd
γ∇Γid ·∇Γwh dΓ, (3.33)
with the Laplace-Beltrami operator and tangential gradient defined by
∆Γf = ∇Γ ·∇Γf, (3.34)
∇Γf = ∇f − (∇f · nˆ)nˆ, (3.35)
and id the identity mapping on the interface Γd:
id = x, x ∈ Γd. (3.36)
Γs = Γd ∩ Γ is the intersection of the phase interface with the boundary of the computa-
tional domain and nˆ′ the corresponding outward pointing normal vector on Γs tangential
to Γd.
Figure 3.4 shows a close up of the contact between an interface and a domain boundary.
A detailed derivation of Equation (3.33) can be found in, e.g., [80]. The obvious advantage
of this reformulation is that the curvature κ of the interface is not needed anymore. It
should be noted that in the course of the work the contact angle θ, that is the angle
between the tangent vector to the interface on Γs, nˆ
′, and the boundary Γ, is assumed
to be constant 90◦. Hence, the integral over Γs in Equation (3.33) cancels as shown by
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nˆ
Γs
Γd
Γ
nˆ
′
θ
Figure 3.4: Close up of the contact line Γs between an interface Γd and a domain bound-
ary Γ. The tangent vector of the interface at Γs, nˆ
′, and the boundary Γ
span the contact angle θ.
Ganesan [80]. This generalization is acceptable as wetting effects are not assumed to
play an influential role in the problems considered in this work. Modeling of dynamic
contact angles and wetting effects is a complex topic on its own not further discussed at
this place. For details it is referred to, e.g., [54].
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(XFEM)
In the previous sections it was described how the Navier-Stokes equations can be dis-
cretized in time and space. Furthermore, two possibilities for the description of a moving
interface were given. The question remains how the jump conditions across the interface,
discussed in Section 2.1.1, can be incorporated into the discretization. Regarding the
previously introduced DSD/SST approach, the handling of discontinuities across the
interface is not difficult as the discontinuities align with element edges. Kinks can be
represented in a straightforward way if a C0-continuous approximation is used. In this
case, the first derivative of the approximation is actually discontinuous at the nodes. In
order to represent a jump in the solution across the interface, the interface nodes need to
allow for a representation of two values. For this purpose, the nodes at the interface can
be duplicated as described in [65]. However, in the case of the level set method with a
sharp interface representation discontinuities may occur inside elements. The extended
finite element method (XFEM) is an approach frequently applied in order to incorporate
such discontinuous solution properties into the approximation space. Discontinuities
inside elements can thereby be accounted for appropriately as can be seen in the course
of this chapter. The following section gives a short overview of the development of the
XFEM.
4.1 Overview of the XFEM
The classical finite element method is based on polynomial approximations. While
these approximations work very well for smooth functions, they are not tailored for
non-smooth functions. Inner-element discontinuous lead to a significant decrease in
accuracy with standard FEM. As a consequence, element edges need to be aligned with
the discontinuities in order to appropriately account for them (cf. interface tracking). If
instationary processes are considered, where discontinuities move severely, this approach
can become tedious and remeshing may become necessary. With the partition of unity
method (PUM) [11] an approach was introduced which does not require an alignment
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of the mesh with the discontinuities. The basic idea is to enrich the finite element
approximation space with non-polynomial functions based on the partition-of-unity
concept. A priori knowledge about discontinuities can thereby be included in the
approximation. Hence, it can be appropriately accounted for non-smooth solution
behavior inside elements, as it may occur, for example, with the sharp interface level set
method. With the PUM as a basis, the extended finite element method (XFEM) was
developed. The XFEM differentiates from the early versions of the PUM in the sense that
enrichments are only applied locally and not globally at every node in the computational
domain. In the pioneering works of Belytschko and Black [21] and Moe¨s et al. [130], the
XFEM is applied to problems evolving from fracture mechanics. A finite element mesh
independent of the crack geometry could be used with the XFEM with minimal or no
need for remeshing. Over the years, the XFEM-community continually grew and the
method developed quickly. By now, the applications range from branching cracks [52],
holes and inclusions [171], dislocations [185], solidification problems [36], particulated
flows [186], two-phase flows [35], to boundary layer problems [166], etc. In this work the
XFEM is used to allow for an accurate representation of the jump conditions across the
interface in combination with the level set approach.
At this point, the generalized finite element method (GFEM) [169] should be named
as a method which developed parallel to the XFEM and is essentially equivalent. Com-
prehensive overviews of the XFEM and related methods can be found in [22,73,106].
4.2 The XFEM formulation
First of all, two classes of discontinuities should be distinguished: weak and strong
discontinuities. A strong discontinuity is characterized by a jump in the function,
whereas a weak discontinuity features a kink in the function, that is, a jump in its
derivative. The XFEM accounts for inner-element jumps and kinks by locally enriching
the approximation space. The XFEM approximation for an arbitrary quantity g on a
fixed mesh is
gh(x, t) =
∑
i∈I
Ni(x)gi +
∑
i∈I?
N?i (x)ψ(x, t)ai. (4.1)
Ni(x) and N
?
i (x) are standard finite element shape function for node i, chosen to be
linear in this work. The set I is the set of all nodes in the domain, ψ(x, t) is the so-called
enrichment functions, gi are the nodal unknowns, ai are the additional XFEM unknowns,
and I? is the nodal subset of the enrichment. The first term in (4.1) is the standard
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finite element approximation while the second term is called the enrichment. It is crucial
in the XFEM that the functions N?i build a partition of unity in the enriched elements.
I⋆
blending elements
enriched elements
interface
I
Figure 4.1: Domain with an interface illustrating the set of enriched nodes I?, the
blending and enriched elements.
Figure 4.1 illustrates which nodes are to be enriched for an exemplary curved interface
in a discretized domain. It is seen that all nodes are enriched which belong to elements cut
by the interface. Elements with only some enriched nodes are called blending elements.
In these blending elements, N?i does not build a partition of unity which carries some
difficulties as discussed, e.g., in [37, 70,82,184].
It is obvious from Equation (4.1) that the Kronecker-δ property of the shape functions,
that is, Ni(xj) = δij , does not necessarily guarantee that g
h(xi) = gi. Specifically,
if the enrichment term does not vanish at the enriched nodes i ∈ I? it follows that
gh(xi) 6= gi. However, it is desirable to generally maintain the above equality which holds
for the standard finite element approximation as it simplifies the imposition of Dirichlet
boundary conditions and the interpretation of the final solution. In order to recover
this property the following so-called shifted approximation [25] is usually preferred over
Equation (4.1):
gh(x, t) =
∑
i∈I
Ni(x)gi +
∑
i∈I?
N?i (x) [ψ(x, t)− ψ(xi, t)] ai. (4.2)
An enrichment function that is typically chosen for strong discontinuities is the sign-
enrichment:
ψsign(x, t) = sign (φ(x, t)) =

−1, φ(x, t) < 0,
0, φ(x, t) = 0,
1, φ(x, t) > 0;
(4.3)
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with φ(x, t) being the level set field. It is to be noted that this piecewise-constant
enrichment function, together with the shifted formulation (4.2), does not lead to any
problems in blending elements as the enrichment term in (4.2) vanishes outside of the
enriched elements. For weak discontinuities, the abs-enrichment
ψabs(x, t) = abs (φ(x, t)) = |φ(x, t)| , (4.4)
was originally proposed in [25, 171]. However, due to problems in blending elements, this
approach only achieves suboptimal convergence rates. A number of different approaches
exists which circumvent problems with blending elements [37, 70, 82, 89, 112]. In this
work, the abs-enrichment by Moe¨s et al. [129] is employed which vanishes in the blending
elements:
ψabs(x, t) =
∑
i∈I?
Ni(x) |φi(t)| −
∣∣∣∑
i∈I?
Ni(x)φi(t)
∣∣∣. (4.5)
In the context of time discretization, cf. Section 2.1.2, it is important to note that the
enrichment term in the XFEM approximation and thereby the approximation itself is
time dependent. Therefore, it is necessary to discretize time before space if time stepping
schemes are applied in combination with the XFEM [75]. Otherwise, the time dependence
is shifted to the nodal unknowns not allowing for time dependent shape functions.
4.3 Enrichment schemes for free-surface flows
Recalling the derivation of the jump conditions at the interface of a two-phase flow
problem, see Section 2.1.1, different enrichment schemes for the velocity and pressure
field can be imagined. Under the general assumption that a density and viscosity jump
exists across the interface and gravitation is considered, a jump and a kink in the pressure
exists, as well as a kink in the velocity, cf. Figure 4.2. Again, it should be noted that
the mentioned type of discontinuities in the pressure are generally independent of the
surface tension force.
Chessa and Belytschko [34,35] use a kink enrichment for the velocity approximation
only for two-phase flows with and without surface tension. Frequently [71,127,149,196],
in addition to the kink enrichment of the velocity either a kink or a jump enrichment
of the pressure is employed, depending on whether or not surface tension effects are
considered. Ko¨lke [110] enriches both the velocity and pressure approximation space using
a jump enrichment. If required, the continuity of the velocity or the pressure is enforced
using Lagrange multipliers. In contrast, several authors only apply an enrichment for the
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u
p
ρ2, µ2
ρ1, µ1
Γd
Figure 4.2: General situation in two-phase flows: A kink in the velocity and a jump
and a kink in the pressure across the interface.
pressure [33,45,84], again either a kink or jump enrichment is used depending whether
or not surface tension effects are considered. Ausas et al. [8] use a jump enrichment in
conjunction with a kink enrichment for the pressure.
Enrichment of the velocity approximation space
With respect to the nature of the discontinuities at the interface, as known from theoretical
insights, it appears natural to employ the abs-enrichment (4.5) for the velocity field as a
kink is experienced in the velocity across the interface. However, in previous publications,
e.g., [46], it is stated that accurately accounting for the kink in the velocity field by
enriching the velocity approximation does not lead to a significant improvement of the
overall solution quality. Enriching the velocity approximation space may even have the
opposite effect, leading to stability problems [157]. These stability problems manifest
themselves in slow convergence rates or even divergence. Furthermore, in [45] it is pointed
out that enriching the velocity and pressure approximation space simultaneously may lead
to a non-conforming method. Spurious velocities are also known to be mainly induced
by an inaccurate pressure representation at the interface and unfavorable modeling of
the surface tension force [77]. These findings motivate the decision to not enrich the
velocity approximation space in this work, but rather employ adaptive mesh refinement
(cf. Section 5.4). The numerical examples in subsequent chapters will further justify this
choice.
Enrichment of the pressure approximation space
Again recalling the derivations in Section 2.1.1, the sign-enrichment (4.3) seems to be a
good choice for the pressure approximation. In case of a sharp interface method, not
accounting for the pressure jump in two-phase flows is shown to induce spurious velocities
and lead to unacceptable volume variations [77, 100]. If the surface tension force is
neglected it is often assumed that only a weak discontinuity in the pressure field exists.
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This assumption can only be justified if the product of the jump in viscosity and the
jump in the normal derivative of the normal velocity component is small, cf. Equation
(2.18) and [100]. Whether this simplification is acceptable or not in general situations is
to be evaluated in Chapter 7 by applying the abs-enrichment and the sign-enrichment
respectively for the pressure if no surface tension is considered. Furthermore, it should
be shown that a concurrent jump in the pressure and in the derivative of the pressure
can be represented by the jump enrichment (4.3), too. This fact is already pointed out
in [110].
Summarized, the following two approximation pairs are used throughout this work:
• u, p-abs:
uh(x, t) =
d∑
j=1
∑
i∈I
Ni(x)(ui · ej)ej ,
ph(x, t) =
∑
i∈I
Ni(x)pi +
∑
i∈I?
N?i (x) · [ψabs(x, t)− ψabs(xi, t)] bi.
(4.6)
• u, p-sign:
uh(x, t) =
d∑
j=1
∑
i∈I
Ni(x)(ui · ej)ej ,
ph(x, t) =
∑
i∈I
Ni(x)pi +
∑
i∈I?
N?i (x) · [ψsign(x, t)− ψsign(xi, t)] bi,
(4.7)
For the above approximation, the pressure test function space is obviously enriched, too:
qh(x) ∈ Vhp :=spani∈I{Ni(x)} ∪ spani∈I?{Mi(x, t)}, (4.8)
with
Mi(x, t) = N
?
i (x) [ψ(x, t)− ψ(xi, t)] . (4.9)
The applicability of the enrichment schemes in different situations is evaluated with
several numerical test cases in Chapter 7.
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4.4 Numerical integration
In the context of the XFEM, the quadrature of the weak formulation requires special
consideration. Due to the inclusion of discontinuous enrichment functions in the approxi-
mation space, the resulting shape functions in elements cut by the interface also comprise
discontinuities. Standard Gauss quadrature requires smoothness of the integrands. Hence,
in enriched elements the application of standard Gauss quadrature is not reasonable as
the accuracy decreases significantly. Therefore, elements including discontinuous shape
functions require special treatment of the quadrature of the weak formulation. It is
common in the XFEM to partition cut elements into sub-elements which align with the
interface for integration purposes, see, e.g., [21,73,130]. The procedure is described for
quadrilateral and hexahedral elements in the following.
4.4.1 Subcell quadrature for quadrilaterals
First of all, it should be emphasized that the interface φh(x, t) = 0 inside bilinear
quadrilateral elements is in general not linear but curved, cf. Figure 4.3(a). This fact
complicates the exact partitioning into sub-elements that align with the discontinuity. In
order to eliminate the problem of the curved interface, the quadrilaterals including the
interface are decomposed into triangles where linear interpolation functions are employed.
The resulting zero-level of the level set function is piecewise linear, see Figure 4.3(b).
(a) Original inter-
face.
(b) Linearized inter-
face.
(c) Sub-cells and
Gauss points.
Figure 4.3: Linearization of a curved interface in a quadrilateral reference element by
decomposing the quadrilateral into linear triangular sub-cells where finally
the integration points are placed.
The case where the interface passes directly through a node, that is φi = 0, is excluded
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in the following. Therefore, the piecewise linear interface further subdivides each cut
sub-triangle into a triangle and a quadrilateral, cf. Figure 4.3(b). Gauss quadrature can
integrate polynomials up to a specified order exactly. However in this case, this is only
valid for the resulting triangular sub-cells. In order to maintain the favorable integration
properties of the Gauss quadrature the quadrilateral sub-cells are further subdivided
into triangles. Standard Gauss rules can finally be applied in all triangular sub-cells,
cf. Figure 4.3(c). It has to be noted that the “linearized” interface in the quadrilaterals
is only linear in the reference elements. After the projection into the real element the
interface is again curved in general.
4.4.2 Subcell quadrature for hexahedra
Following the procedure for quadrilaterals, hexahedra are subdivided into tetrahedra
for integration purposes. However, numerous possibilities exist how to decompose a
hexahedron into tetrahedra, see Figure 4.4 for different alternatives where 5 or 6 tetrahedra
result.
(a) 5 tetrahedra. (b) 6 tetrahedra. (c) 6 tetrahedra.
Figure 4.4: Possible decompositions of a hexahedron into tetrahedra.
In this work, a decomposition into 6 tetrahedra, such that opposite element faces
coincide in the orientation of their diagonals resulting from the decomposition, cf. Figure
4.4(c), is used. Thereby, it is ensured that the linearized interfaces in neighboring
cut elements match at their common element face. After this decomposition each
tetrahedron—with a planar interface—can further be subdivided into sub-cells aligned
with the interface, see Figure 4.5(c).
The interface in a cut tetrahedral sub-cell can either be of triangular or quadrilateral
shape in three dimensions, which leads to a subdivision with (i) a tetrahedron and a
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(a) Original inter-
face.
(b) Decomposition
into tetrahedra.
(c) Sub-cells
and linearized
interface.
Figure 4.5: Linearization of the curved interface in a reference element by decomposing
the hexahedron into linear tetrahedral elements.
(a) (b)
Figure 4.6: A tetrahedron divided by a planar interface into (a) a tetrahedron and
pentahedron or (b) two pentahedra.
pentahedron or (ii) two pentahedra; see Figure 4.6. Standard Gauss rules can finally
be applied in these tetrahedral and pentahedral elements. For more general quadrature
approaches in the frame of the XFEM see, e.g., [133,170].
It should be noted that for space-time elements the above procedure corresponds to the
case of two spatial dimensions. Using the discontinuous Galerkin method in time in three
spatial dimensions requires four-dimensional space-time elements. The subdivision for
integration purposes of such 4D element is obviously very complex and is not discussed
at this place. Herein, the usage of space-time elements with the XFEM is restricted to
two spatial dimensions.
4.4.3 Quadrature along the interface
The evaluation of the surface tension term in Section 3.5 requires the quadrature of an
integral along the interface. Therefore, Gauss points need to be placed on the interface
and the normal vectors of the interface at these points on the interface have to be
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(a) Gauss points. (b) Normal vectors.
Figure 4.7: Integration along the interface in a hexahedral reference element, showing
the Gauss points and the corresponding normal vectors on the interface.
determined. In the following, the methodology is described for a three-dimensional
interface located in hexahedral elements. As a result of the sub-cell decomposition
resulting from the volume integration, a piece wise planar interface representation is
obtained. Gauss points are placed on the planar interface patches and are projected
into the according cut tetrahedral sub-cells. The normal vectors of the interface patches
are calculated in the reference domain as the cross-product of two tangential vectors
on these patches, perpendicular to each other. Special care has to be taken regarding
the projection of the integration points on the interface and normal vectors to the real
element, details are described in [33]. However, in this work the normal vectors on the
interface are computed directly from the level set field, employing property (3.13). In cut
elements, the (not yet normalized) normal vector components can be computed using
nx =
nel∑
i=1
∂Ni(x)
∂x
φi, (4.10)
ny =
nel∑
i=1
∂Ni(x)
∂y
φi, (4.11)
nz =
nel∑
i=1
∂Ni(x)
∂z
φi. (4.12)
Figure 4.7 shows (a) the Gauss points on an piece-wise planar interface resulting from
subcell division in a hexahedral reference element and (b) the computed normal vectors
at the integration points. It should be noted that there exists an inconsistency with the
above approach as the planar interface and the normal vectors computed from the level
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set field are not necessarily perpendicular. Nevertheless, in [33] and [85] it is shown that
using the above normal vectors in the surface tension model (3.33) is more accurate than
using the geometrically exact normals determined from the planar interface patches.
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5 Parallel XFEM flow solver
In the previous chapters several different methodologies were introduced. This included
two time discretization approaches, time stepping and space-time, as well as two possi-
bilities for the description of the interface, interface tracking (DSD-SST) and interface
capturing (level set method). Additionally, the XFEM, which is based on the level set
method, was introduced. As mentioned before, different meaningful combinations of
these approaches are compared in Section 7.1. Certainly, not all approaches are included
in the final parallel flow solver being the topic of this chapter. The previous chapter
motivates the use of the XFEM while the standard level set method and DSD-SST are
solely used for comparison and validation. Furthermore, the XFEM flow solver is based
on the introduced time stepping approach. The space-time discretization is not included
in the final 3D solver for reasons that will become obvious later in this work.
This chapter describes how the XFEM, the level set method and the time stepping
approach are combined into a parallel XFEM-based flow solver. The strongly coupled
nature of two-phase flow problems is discussed in detail and some technical details about
the time discretization are given. Further, an iterative solution approach is introduced.
Here, special care has to be taken regarding the typically ill-conditioned XFEM system
matrix. Different solutions are discussed and compared later on in Section 7.3. A brief
description of the solvers’ capability for adaptive mesh refinement near the interface is
described in this chapter, too. A technique is introduced which corrects the position of
nodes on curved boundaries being created through the adaptive mesh refinement method
such that the real boundary geometry is reassembled more accurately. The chapter closes
with some notes about the parallelization approach.
5.1 Coupling of fluid flow and the level set field
It is important to mention the existence of a mutual influence of the level set field
on the fluid velocity field and vice versa. More specifically, the surface tension term,
density, viscosity and the enrichment functions depend on the level set field. On the
other side, the movement of the level set field depends on the fluid velocity. In this work
a segregated (partitioned) coupling approach is used. This means that the flow field is
47
5 Parallel XFEM flow solver
calculated with respect to a fixed interface and afterwards the interface is advected by
the computed velocity field. Performing this procedure once per time step leads to a
weak coupling. If the procedure is repeated until both fields are in equilibrium a strong
coupling is obtained. It can be shown that a weak coupling in free-surface flows may
lead to completely unphysical results in case of “large” time steps, see, e.g., [3]. Due to
the higher accuracy and stability, a strong coupling is employed in this work.
Time loop
Level set loop
u¯
0, φ0
n = 0
j = 0
u¯
j = u¯n, φθ = φn
Navier-Stokes eq.
Picard
iterations
φθ = θφj + (1− θ)φn u¯j+1, φn
j = j + 1 Level set transport eq. n = n+ 1
u¯
j+1, φj+1 u¯j+1, φj+1
||φj+1−φj ||
||φj+1||
< ε
u¯
n+1 = u¯j+1, φn+1 = φj+1
Figure 5.1: Solver flowchart.
48
5.1 Coupling of fluid flow and the level set field
Figure 5.1 depicts the interaction of the fields. In particular, the flowchart shows
two loops: (i) The outer loop over time steps (time loop, superscript n) and (ii) the
inner loop representing the coupling iterations between the flow and level set field (level
set loop, superscript j). u¯ denotes the complete solution vector of the Navier-Stokes
equations consisting of the velocity components and pressure for all nodes and the XFEM
unkowns at enriched nodes. Given initial conditions for the flow field and the level set
field, the time loop is started, stepping into the level set loop. The level set field φθ which
enters the Navier-Stokes equations is a relaxation between the level set field from the
previous time step φn and the one from the previous iteration φj . In the first iteration
φn is used. Furthermore, due to the semi -implicit time discretization, the flow field from
the previous iteration is required in the Navier-Stokes block. There are basically two
standard approaches to deal with the nonlinear convection term in the Navier-Stokes
equations: Newton methods and Picard linearization. Newton methods have locally
quadratic convergence rates, but require a good initial guess [43]. Picard methods are
typically more robust and easier to implement [56]. Here, preference is set on robustness
and the nonlinear Navier-Stokes equations are solved in a series of Picard iterations.
Picard iteration
k = 0
u¯
k = u¯j, φθ
Navier-Stokes eq.
k = k + 1
u¯
k+1
u¯
k+1
||u¯k+1−u¯k||
||u¯k+1||
< ε
u¯
j+1 = u¯k+1
Figure 5.2: Picard linearization.
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Figure 5.2 shows the Picard iteration loop (superscript k) in detail. Starting from
the solution of the previous iteration, u¯j , the Picard iterate u¯k+1 is computed from
the linearized weak formulation of the Navier-Stokes equations (5.3) with respect to
the intermediate level set solution φθ. Therein, the convective term is evaluated as
uk ·∇uk+1. If the convergence condition is fulfilled, the current Picard iterate u¯k+1
delivers the non-linear Navier-Stokes solution of the current coupling iteration, u¯j+1.
Using the velocity from that solution the level set field from the previous time step, φn,
is then advected by the level set transport equation, resulting in φj+1. The level set loop
is repeated until the convergence condition is fulfilled, that is, until the flow field and the
level set field are in equilibrium. As for the Picard iterations, the convergence condition
is evaluated as the relative vector norm of the difference between successive iterates.
Leaving the level set loop, the final iterates u¯j+1 and φj+1 become the solution of the
current time step: u¯n+1 and φn+1. If necessary, reinitialization of the level set field takes
place at this point. The outer time step loop closes the basic flow of the application.
5.1.1 Time discretization
With respect to the coupled problem, some additional assumptions regarding the time
discretization of the Navier-Stokes equations have to be defined. In the following, the
discussion is restricted on the time stepping approach. Recall the application of the
Crank-Nicolson method (2.23) to the Navier-Stokes equations (2.1), this time written
with respect to the Picard iterations k:
uk+1 − uk
∆t
= θ
[
−1
ρ
(
ρu ·∇u− ρf +∇p− 2µ(∇ · ε)
)]k+1
+(1− θ)
[
−1
ρ
(
ρu ·∇u− ρf +∇p− 2µ(∇ · ε)
)]k
.
(5.1)
Generally, the movement of the interface in two-phase flows is not known a priori. In
the segregated coupling approach in Figure 5.1, the position of the interface is determined
after the calculation of the flow field. Hence, during the evaluation of the flow field u¯k+1
within the Picard iterations the physical parameters ρk+1 and µk+1 which depend on the
interface position (cf. Equation (3.18)) are unknown. Instead, the density and viscosity
values are evaluated with respect to the intermediate level set field φθ: ρk+1 = ρk = ρθ
and µk+1 = µk = µθ. Analogously, the surface tension term depends on the interface
topology. Consequently, this term is also evaluated with respect to the known level set
field φθ and the intermediate interface Γθd respectively. This temporally explicit treatment
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of the surface tension introduces a capillary time step limit on ∆t [97]. Investigations
on how to overcome this limitation by using semi-implicit approaches can be found in,
e.g., [97,161]. However, in this work the explicit treatment is used while keeping in mind
the time step limit:
∆t ≤
√
ρ¯h3
γ
, (5.2)
with ρ¯ the average fluid density at the interface. The continuity term is treated fully
implicitly, that is, with respect to the current iteration k + 1 and the volume forces are
assumed to be stationary and constant: fk+1 = fk = f .
Going over to the weak formulation, the treatment of the test functions and the
pressure approximation has to be discussed. From Equation (5.1) it is obvious that the
pressure term resides on two time levels. As the discontinuous enrichment of the pressure
depends on the position of the interface, the enrichment functions have to be evaluated
with respect to the level set field at both time levels. Fries and Zilian [75] showed that
it is important in this case to use a more elaborate quadrature which considers the
location of the interface at both time levels. Otherwise, it is not possible to achieve
optimal convergence rates. In order to avoid an increase in the complexity of the subcell
integration, the pressure term is treated fully implicitly (θ = 1). As only the pressure
is enriched in this work, the subcell quadrature from Section 4.4 based on the current
interface position can be applied. Finally, the time level where the test functions reside
has to be chosen. Within the XFEM this choice is clear as the local enrichments depend
on time. Let us consider an enriched node in the current time level which was not
enriched in the previous time level. If the test functions reside in the previous time level,
no test function for the XFEM unknown in the current time level exists at that node.
Therefore, the test functions should always come from the current time level [75]. In
the end, including the considerations above as well as the linearization of the convective
term, the weak formulation in (5.3) is obtained.
Therein, the superscript h is dropped for brevity and uθ = θuk + (1 − θ)un is a
relaxation between the velocity field from the previous time step un and the one from
the previous Picard iteration uk. Equation (5.3) is solved in each Picard iteration. As a
linear approximation is applied in this work the second order derivatives in Equation
(5.4) (gradient of the strain tensor ε) cancel. In terms of a consistent stabilization the
derivatives of the velocity components would have to be reconstructed at the nodes
using, e.g., an L2-projection [102]. Thereby, the complete residual Rθ can be represented.
Nevertheless, the higher order terms are often neglected, also in this work, without
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recognizing any negative implications for the considered test cases.∫
Ω
w · ρ
θ
∆t
(
uk+1 − un) dΩ
+
∫
Ω
w · ρθ (θuk ·∇uk+1 + (1− θ)un ·∇un) dΩ− ∫
Ω
w · ρθf dΩ
−
∫
Ω
∇w : Ipk+1 dΩ +
∫
Ω
∇w : 2µθ (θε(uk+1) + (1− θ)ε(un)) dΩ
+
nel∑
e=1
∫
Ωeel
τs
(
uθ ·∇w + 1
ρθ
∇q
)
· Rθ dΩ
+
nel∑
e=1
∫
Ωeel
τLSIC∇ ·wρθ
(
θ∇ · uk+1 + (1− θ)∇ · un) dΩ
+
∫
Ω
q(∇ · uk+1) dΩ =
∫
Γh
w · hˆ dΓ +
∫
Γθd
w · γκnˆ dΓ,
(5.3)
with
Rθ = ρ
θ
∆t
(
uk+1 − un)+ ρθ (θuk ·∇uk+1 + (1− θ)un ·∇un)
+∇pk+1 − ρf − 2µθ (θ∇ · ε(uk+1) + (1− θ)∇ · ε(un)) . (5.4)
5.2 Iterative solution techniques
By evaluating the weak formulation (5.3) element-wise for the test function of each node,
a system of equations can be assembled:
Ku¯ = b, (5.5)
where the square sparse system matrixK has a dimension of dim(I)·(d+1)+dim(I?). All
terms in the weak formulation evaluated at the current Picard iteration k + 1 contribute
to the system matrix K, while terms evaluated at the previous iteration k and constant
terms contribute to the right-hand side b. The solution vector u¯ contains the velocity
vector u and pressure p for all nodes I and the XFEM unkowns a at all enriched nodes
I?. The unknowns are ordered in an interlaced way, that is, all degrees of freedom of
a node are ordered subsequently. Dirichlet boundary conditions for a certain degree of
freedom are represented by a unit row vector in the matrix K carrying the one on the
diagonal, and the corresponding boundary value is set in same row of the right-hand side
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vector.
The above non-symmetric system of equations is to be solved in every Picard iteration.
Employing a direct solution approach such as an LU decomposition is very expensive
and becomes unfeasible for large numbers of unknowns. Parallel direct solvers, like
MUMPS [6], offer a very robust solution method which is still efficient for moderate
problem sizes. However, the memory requirements may become prohibitively large for
typical applications in 3D. Therefore, an iterative solution technique is used in this work.
Such approaches construct an approximate solution of the system of equations. The
approximation is improved in an iterative process up to a specified accuracy. In this work,
a number of different iterative solvers is considered which are provided by the PETSc
suite [14]. The choice of the iterative solver is in this case restricted by the fact that the
system of equations is nonsymmetric. Multigrid methods [88] are known to be among
the most efficient iterative solvers. However, multigrid approaches with XFEM are still
a topic of current research [81]. Hence, a first selection falls on two classes of Krylov
subspace methods: restarted generalized minimal residual (GMRES) [155] and stabilized
biconjugate gradient (BiCGStab) [183]. GMRES methods carry the advantage that they
satisfy an optimality condition with regard to global convergence, that is, the exact
solution can be obtained in a finite number of iterations. However, the computational
work and storage requirements grow with the iteration count. The restarted variant of
GMRES avoids these prohibitive requirements, but comes with a slower convergence
rate. In contrast, BiCGStab methods require a fixed amount of computational work in
each iteration, but they do not satisfy an optimality condition and may therefore be
less robust [66]. PETSc offers different variants of these two classes of Krylov subspace
methods. The following iterative solvers are considered in this work besides the standard
implementations of GMRES and BiCGStab:
• loose generalized minimal residual (l-GMRES) [13],
• flexible generalized minimal residual (f-GMRES) [153],
• improved stabilized biconjugate gradient (i-BiCGStab) [195],
• enhanced BiCGStab(l) (BiCGStab-l) [165].
Technical details about the iterative solution approaches are not discussed here; it is rather
referred to the given references and, e.g., [9, 66] for general overviews. The performance
of the different approaches is compared in Section 7.2 for two-phase flow problems. In
case of the level set transport the system of equations is significantly smaller as only one
degree of freedom exists per node. Still, the same solution approach is employed.
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5.2.1 Preconditioning
Iterative methods require less storage and often also fewer operations than direct methods.
However, depending on the application iterative approaches are clearly less robust. In
order to achieve reasonable convergence rates iterative solvers are typically used in
conjunction with preconditioners. The purpose of a preconditioner is to reformulate
the system of equations such that the solution remains unchanged while numerical
properties like conditioning and convergence rates are improved. Furthermore, the
construction and application of the preconditioner should be cheap. In this work, a
so-called left preconditioning is used, where the system of equations (5.5) is multiplied
by a preconditioning matrix M from the left hand side:
M−1Ku¯ = M−1b, (5.6)
If M is a good approximation of K then the preconditioned system of equations (5.6) is
easier to solve than (5.5). Three different preconditioners are compared in combination
with the iterative solvers mentioned above in Section 7.2:
• LU factorization (LU),
• incomplete LU factorization (ILU) [138],
• incomplete LU factorization with a level of fill-in equal to one
(ILU(1)) [192].
The triangular matrices L and U resulting from a factorization by Gauss elimination are
considerably less sparse compared to the corresponding system matrix K—this is called
fill-in [26]. Applying such an LU preconditioner to the system of equations is typically
very inefficient [26]. Such a preconditioning corresponds to a direct solution approach
and the solution should be obtained in one iteration. ILU discards the fill-in completely
resulting in an approximated factorization of K, also referred to as ILU(0). An improved
approximated factorization of K is obtained if some amount of fill-in is allowed as it
is done with ILU(1). Again, regarding theoretical details on the preconditioners, it is
referred to, e.g., [26, 154].
5.3 Ill-conditioning
A common disadvantage of XFEM formulations is the typically ill-conditioned system
matrix [73]. Enrichment functions with very small support are the cause of this XFEM
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related ill-conditioning; specifically, if the ratio of the volumes on both sides of the
interface is large in cut elements. Hence, a straightforward application of iterative solvers
to an XFEM problem will generally not be successful as the rate of convergence of
most iterative solvers often depends on the condition number of the underlying system
matrix [9]. A recently proposed solution is the stable GFEM/XFEM [10]. Babusˇka and
Banerjee introduce an enrichment which should lead to a conditioning not worse than that
of the standard FEM, while promising the same convergence properties as the XFEM.
In [151], a modified XFEM space is introduced by neglecting (blocking) enrichment
degrees of freedom (DOF) that are associated with very small supports, thus causing the
ill-conditioning. If the criteria for the selection of neglectable DOFs is chosen carefully,
the accuracy is not affected by this procedure. Another possibility is to apply special
preconditioners in the solution phase. Be´chet et al. [18] use a preconditioner based on local
Cholesky decompositions and Menk and Bordas [126] apply a preconditioner evolving from
a domain decomposition procedure. Both approaches lead to well-conditioned XFEM
problems, while requiring additional matrix operations. In the context of two-phase flows,
it is shown in [151] that diagonal scaling of the XFEM pressure mass matrix in the Schur
complement preconditioner leads to a robust approach. A completely different approach
is used in [40]. There, the nodes of elements containing the interface are moved in order
to obtain more homogeneous ratios of the volumes on both sides of the interface and
consequently improve the conditioning.
I⋆
interface
I
Figure 5.3: Example mesh and interface.
In order to get an idea of the order of magnitude of the condition number for XFEM
problems, the mesh in Figure 5.3 is considered with the depicted interface. Building
the global XFEM system matrix K using formulation (2.36) with ρ1 = ρ2 = 1.0 kg/m
3,
µ1 = µ2 = 1.0 kg/m/s and the sign-enrichment for the pressure let λmin(K) and λmax(K)
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be the extreme eigenvalues of K. The spectral condition number [9] computes to
κ(K) =
∣∣∣∣λmax(K)λmin(K)
∣∣∣∣ . (5.7)
Note that the density and viscosity are chosen equally in both phases for this example
in order to exclude an ill-conditioning of the system matrix due to the jump in the
parameters.
Case κ(K)
FEM 15
XFEM 66581
Table 5.1: Spectral condition numbers of the system matrix K for the mesh in Fig. 5.3.
Table 5.1 shows the condition numbers of the standard FEM system matrix and the
XFEM matrix for the given mesh and the governing equations shown above. Here, the
condition number for the XFEM problem exceeds the standard FEM problem by 3 orders
of magnitude. Furthermore, upon mesh refinement, it can be shown that the condition
number increases dramatically larger for the XFEM matrix as for the FEM matrix [10].
Hence, a standard approach with preconditioned iterative solvers is most likely to fail.
In the following, solutions to this problem are reviewed.
Another disadvantage from the viewpoint of performance is the time dependent
approximation space in the XFEM. The additional XFEM degrees of freedom travel with
the interface, that is, a varying number of degrees of freedom per node exists over time.
Consequently, the non-zero structure of the system matrix has to be updated in every
iteration, leading to an overhead compared to the standard FEM.
5.3.1 Blocking degrees of freedom
It is often useful to remove enrichment functions with very small support, which may
lead to a large condition number of the resulting XFEM system matrix. Reusken [151]
introduced a modified XFEM space, excluding such enrichments while maintaining
optimal convergence rates. The enrichments to be blocked are identified on shape
function level. In this work a geometrically motivated criterion is proposed. Let Ae1 and
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Ae2 be the area or volume of the two phases occupied in a cut element e. Initially, all
nodes of elements containing the interface (i.e.,the enriched nodes) are tagged block.
During the assembly step, the following procedure is performed for each element:
1. If, for the element under consideration,
min(Ae1, A
e
2)
max(Ae1, A
e
2)
< Cblock, (5.8)
holds for a user-specified constant Cblock  1, proceed with the next step, otherwise
all element nodes are tagged save and the next step is skipped.
2. Mark all element nodes as save whose algebraic sign of the level set value is the
same as that of the phase occupying the smaller volume in this element. Note that
the save tag may overwrite the block tag that a node obtained initially. Hereby,
it is ensured that enrichments are only blocked if they have small supports in all
cut elements they belong to.
After all cut elements are processed, ‘remove’ the enrichment degrees of freedom of the
nodes i marked as block by enforcing a Dirichlet boundary condition for the XFEM
unknown
ai = 0. (5.9)
Reconsidering the “toy” mesh of Figure 5.3, we apply the procedure above with
Cblock = 0.01. As a result, the condition number of the XFEM matrix is decreased by
one order of magnitude, κ(K) ≈ 6129, while the enrichment of the upper right node
is removed. It should be emphasized that too large Cblock may influence the favorable
approximation properties of the XFEM. The effect of the blocking on the approximation
properties is studied in Section 7.3.
5.3.2 Additional preconditioning
As mentioned before, it is common practice to use iterative solvers in conjunction with
preconditioners, in order to improve convergence rates of the iterative solvers. In addition,
one could think of applying an additional preconditioner tailored to the specific needs
of the XFEM. Be´chet et al. [18] developed a preconditioner for crack propagation with
XFEM, based on a local Cholesky decomposition. Menk and Bordas [126] apply a
preconditioner evolving from a domain decomposition procedure. Both approaches are
able to bound the condition number almost independent of the mesh size.
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For the two-phase flow problems, a diagonal scaling (Jacobi preconditioner) [193] of
the linear system is considered
D−1/2KD−1/2
(
D1/2u¯
)
= D−1/2b, with D = diag(K). (5.10)
In [151], the diagonal scaling is applied to the enriched pressure mass matrix in the Schur
complement preconditioner only. It is shown that the condition number of the scaled
pressure mass matrix is independent of the mesh size. Because of implementational
reasons, block preconditioning is not used in this work and the diagonal scaling is applied
to the complete system matrix. In this case, no boundedness of the condition number of
the complete system matrix could be observed. However, if the diagonal scaling is applied
to the XFEM system matrix for Figure 5.3, the condition number reduces significantly
to κ(K) ≈ 33—the same order of magnitude as for the standard FEM. In contrast to
the blocking approach, all enrichment DOFs are preserved. Again, it is underlined that
the diagonal scaling is applied prior to the general purpose preconditioning (5.6).
5.3.3 Stable XFEM
Recently, Babusˇka and Banerjee [10] proposed the stable GFEM/XFEM with a modified
step enrichment. It is claimed to offer the same convergence properties as the standard
step enrichment, while the conditioning remains in the range of the standard FEM.
Instead of (4.2), the approximation in the stable XFEM (sXFEM) is defined as
gh(x, t) =
∑
i∈I
Ni(x)gi +
∑
i∈I?
N?i (x)
[
ψ(x, t)− Iψi(x)
]
, (5.11)
with
Iψi(x) =
∑
i∈I?
Ni(x) · ψ(xi, t) (5.12)
being the linear interpolant of the enrichment function in the cut elements. The test
problem with sXFEM leads to κ(K) ≈ 514. The condition number is not of the same
order as for the FEM, but much lower compared to standard XFEM. Furthermore, it can
be shown, that the change of the condition number upon mesh refinement is of the same
rate for the sXFEM than for the FEM [10]. A comparison of the convergence properties
of sXFEM follows in Section 7.3.
It is noted that the enrichment term in (5.11) is quadratic. This has to be considered
in the chosen order of the integration scheme.
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5.4 Adaptive mesh refinement (AMR)
The focus of interest in two-phase flows mostly lies in the phenomena occurring at the
interface. Hence, it is important to accurately resolve this region in two-phase flow
simulations. While uniform mesh refinement can lead to prohibitively large mesh sizes,
especially in 3D, adaptive mesh refinement strategies provide the possibility to refine
the mesh locally. See, e.g., [12, 146] for overviews on adaptive mesh refinement. In
this work, the interface, which is actually the zero iso-surface of the level set field, is
used as an indicator where mesh refinement is to be applied. Thereby, an accurate
interface representation is obtained on one side. Furthermore, kinks or high gradients
in the solution field across the interface can also be accounted for by the refinement as
long as they are not covered by the enriched XFEM approximation space. In any case,
the XFEM is needed in addition to the refinement when inner-element jumps across
the interface appear. The present refinement approach is based on the introduction of
hanging nodes in the mesh. Elements cut by the interface are successively subdivided,
up to a desired level.
Figure 5.4 depicts the general refinement procedure for a simple setting. Here, two
levels of refinement are applied. In a first step the elements from the initial mesh, Figure
5.4(a), which are cut by the interface are subdivided once, see Figure 5.4(b). Those
elements resulting from the first refinement being cut by the interface are refined a second
time, see Figure 5.4(c). Subsequently, further elements are subdivided step by step such
that neighboring elements differ in at most one level of refinement, see Figure 5.4(d).
This assures a smooth variation of the element sizes. The level set indicator field is
defined on a fine background mesh with a mesh density corresponding to the highest
refinement level, cf. Figure 5.4(e). Thereby, no interpolation of the level set values at
nodes created during refinement is required and the accuracy of the interface does not
degrade.
In case of transient simulations, it should be guaranteed that the interface cuts elements
of the finest refinement level only. Otherwise, one would have to face a loss in accuracy
in the transport of the interface. Consequently, the mesh is refined in a band around the
interface, which also implies a less frequent need to update the refinement. Due to the
distance property of the level set field, the elements comprised by the band are easily
identified for refinement. A more detailed description of the above approach can be
found in [33, 74]. This adaptive refinement approach is applicable in 3D with hexahedral
meshes without further generalization.
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(a) Initial mesh. (b) One level of refinement in
cut elements.
(c) Two levels of refinement in
cut elements.
(d) Additional refinement in
neighboring elements.
(e) Level set indicator field (in-
terface) defined on a back-
ground mesh.
Figure 5.4: Adaptive mesh refinement with respect to the interface (bold gray line).
5.4.1 AMR for boundary refined mesh generation
In this section an extension of the above adaptive refinement approach is introduced. In
order to increase the flexibility of the refinement, one could think of using multiple level
set fields as refinement indicators. Thereby, it is straightforward to prescribe refinement
away from the interface. This can be useful for example if the mesh density next to
walls is to be increased in order to resolve boundary layers of the flow or to allow for
an accurate resolution of geometrical features. However, the geometrical details of the
involved boundaries is limited to the information provided by the initial mesh. In case of
planar boundaries this is not an issue with linear finite elements. The following example
pictures the problem observed with adaptive refinement near curved boundaries. Consider
one quarter of a mesh around a circular inclusion.
Figure 5.5(a) shows the initial coarse mesh together with the exact definition of the
boundary given as a gray bold line. Next, two levels of refinement are applied to the
elements which include the “curved” part of the boundary. Unsurprisingly, the resulting
mesh in Figure 5.5(b) maintains the poor geometrical representation of the actually
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(a) Initial mesh. (b) Two levels of re-
finement.
(c) Modified bound-
ary nodes.
Figure 5.5: Adaptive mesh refinement near a curved boundary (bold gray line).
(a) Three levels of re-
finement.
(b) Modified bound-
ary nodes.
(c) Modified bound-
ary nodes using an
elastic mesh in the
finest level.
Figure 5.6: Adaptive mesh refinement near a curved boundary (bold gray line) in ad-
dition with an elastic response of the mesh.
curved boundary. Nevertheless, once again the signed distance property of the refinement
indicator (level set field) delivers an elegant tool to correct the position of new nodes
resulting from the adaptive mesh refinement. For the given example, a level set field
based on the curved part of the boundary would be provided as a refinement indicator
on the fine background mesh. As described before, the level set values at the nodes of
the refined mesh, Figure 5.5(b), can be obtained directly. If nodes do not lie on the
boundary represented by the fine level set field the nodal level set values in the refined
mesh deviate from zero. Using a least squares approach [132], the normalized gradient of
the level set field at the boundary nodes can be obtained. The boundary nodes are now
shifted in this normal direction for a distance given by their corresponding level set value.
Figure 5.5(c) shows the refined mesh after this correction. Now, the added boundary
nodes are on the actually curved boundary. The distortion of the boundary elements
is still acceptable for this case. However, if three levels of refinement are used, for this
example, boundary elements with bad or high aspect ratios result; see Figure 5.6(b).
In order to maintain well shaped elements along the boundary the pseudo-structure
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(a) Intial mesh.
(b) Two levels of refinement.
Figure 5.7: Adaptive mesh refinement around a ship hull.
approach from Section 3.2 is employed. Thereby, the boundary movement is absorbed by
the band of elements next to the boundary leading to much better aspect ratios near the
boundary, cf. Figure 5.6(c). The above approach was successfully applied to cylindrical
boundaries in [159]. For more general boundary shapes the least squares approach
may lead to inaccurate gradients of the level set field at the boundary. Therefore, the
procedure is slightly modified. The level set indicator field of the boundary is calculated
using the direct reinitialization approach from Section 3.3.1 with respect to a very dense
set of points representing the curved boundary. This set of points is typically extracted
from a CAD model. This step is performed once in the beginning of a simulation. Besides
the signed-distance, also the nearest neighbor of each boundary node in the point set
is stored—the point to which the distance is calculated. After refining along a curved
boundary, new nodes can be snapped to their corresponding nearest neighbor instead of
using the gradient of the level set field to determine the shift direction. The level set
field itself is still used in order to allow for a refinement in a certain band and to be able
to employ the existing refinement framework.
The above approach offers the ability to create very efficient meshes with accurately
resolved boundary features. While this approach still requires an initial mesh, a complete
mesh generator based on the level set concept is proposed in [144]. A final, more complex,
example should conclude this section. Given a CAD geometry of a DTMB 5415 ship
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hull [164], a volume mesh is to be created around it. First of all, an initial coarse mesh
is created. For simplicity, only a slice through the middle of the volume mesh is shown
in Figure 5.7(a). Furthermore, a very fine set of points representing the ship hull are
extracted from the CAD data. This point set serves as a basis for the construction of the
level set refinement indicator. The resulting boundary refined mesh is shown in Figure
5.7(b) providing an accurate resolution of the complex boundary. This strategy is used
in the numerical examples later on in combination with the adaptive mesh refinement
around the interface.
5.5 Parallelization
The numerical simulation of two-fluid flow in 3D can be computationally highly intensive.
Recall the coupled nature of the problem and the need for fine mesh resolution in the
vicinity of the interface. Further, the need for large amounts of memory requires to divide
the problems in smaller chunks which are solved simultaneously. The concepts of parallel
computing aim in this direction. In terms of parallelization it is typically distinguished
between shared memory and distributed memory approaches, cf. Figure 5.8.
memory
PE1 PE2 PE3 · · ·
(a) Shared memory.
M1 M2 M3 · · ·
PE1 PE2 PE3 · · ·
network
(b) Distributed memory.
Figure 5.8: Basic concepts of parallel computers.
Shared memory means that all processes share the same view on the data they are
working on. This allows for simpler software development due to the global address space.
However, due to bandwidth limitations of the bus between the processors and the memory
this approach is only efficient for a small number of processes. In distributed memory
systems, the data is subdivided between the processes in advance. Each process is then
acting on its own local memory. Data exchange and communication between processes is
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difficult to program and requires fast interconnections, but this approach can scale up to
a large number of processes. With the increasing number of multi-core chip architectures,
hybrid parallelization approaches combining shared and distributed memory approaches
become more and more standard for massively parallel high performance computing.
In this work, a distributed memory approach is realized using the Message Passing
Interface (MPI) [188] and the Portable Extensible Toolkit for Scientific Computation
(PETSc) [14]. The parallel computations in this work were executed on a cluster located
at the Center for Computing and Communication of RWTH Aachen University. The
cluster consists of 1350 nodes each equipped with the following specifications:
processor Intel X5675
cores 12
clock rate 3.06 Ghz
shared memory 24/96 GB
network QDR InfiniBand
Table 5.2: Specifications of the nodes of the used computing cluster.
Partitioning
As a first step, the problem domain needs to be subdivided between the processes. There
exist a number of open source libraries which provide such a functionality (e.g., METIS
[107] or Zoltan [58]). In this work, the parallel version of METIS, ParMETIS [108], is
used to create a non-overlapping partitioning of the domain. Thereby, each element is
uniquely assigned to one process. In this step, it is accounted for that elements cut by
the interface are computationally more expensive in the context of the XFEM—recall the
additional enrichment degrees of freedom and the higher number of integration points due
to the sub-cell quadrature. The partitioning should not accomplish an equal distribution
of elements, but rather arrange for an equally distributed amount of computational work.
ParMETIS offers the possibility to assign weights to the elements prior to partitioning.
In this work, elements cut by the interface are weighted by a factor of 10. This estimated
factor is in accordance with the studies carried out in [69]. In transient simulations,
the band of expensive cut elements travels with the interface and thereby may lead to
an imbalanced partitioning after a considerable movement of the interface. Such an
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unbalanced partitioning with respect to the computational work may lead to long idle
times of processes at synchronization points, thereby degrading the parallel performance.
For the problem sizes and partitions used throughout this work, the imbalance due to the
XFEM had only a minor impact on the parallel performance. However, if the adaptive
mesh refinement is used the number of elements may change significantly within one
partition as the refinement follows the moving interface. Therefore, the partitions are
rebuilt when the refinement is adapted. Such a load-balancing step is required in order to
achieve reasonable parallel performance if the adaptive mesh refinement is used. Due to
the execution of ParMETIS in parallel, the rebuilding of the partitions can be treated
efficiently, also for large meshes.
Based on the element partition, also a partitioning of the nodes is created. This
complementary distribution of the nodes is required, e.g., for global reduction operation
like calculation of vector norms.
Parallel Matrix Assembly
PE1
PE2
PE3
Figure 5.9: PETSc partitioning of a parallel matrix between three processes.
The assembly of the system matrix, that is, the evaluation of the weak formulation of
the finite element problem, is processed element by element. It is taken care that every
process has direct access to all quantities required to compute the element matrices of
its partition. Thereby, the matrix assembly can exploit parallelism to its full extent. The
storage of the global system matrix is accomplished by using a parallel PETSc matrix.
This data structure greatly simplifies the assembly procedure. Within PETSc, rows of
the matrix are distributed between the processes using a block partitioning, whatever
processes can insert data at arbitrary matrix positions while the PETSc library hides
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necessary communication during insertions in the background. Hence, the exchange of
data at partition boundaries does not have to be carried out explicitly. Obviously, the
overhead of the communication time increases the more matrix entries are inserted at
matrix positions which do not reside on the according process. This is a problem in
particular as the block partitioning of the parallel PETSc matrix does not correspond to
the nodal partitioning obtained by ParMETIS. Therefore, a different node numbering
is used during assembly in order to allow for an efficient assembly.
Figure 5.9 depicts the block partitioning by rows of an example parallel PETSc
matrix in case of three processing elements (PEs). In order to store as many entries as
possible in the rows of the process the entries were calculated on, the nodes are numbered
consecutively in each partition and ascending with process id’s.
A small example should clarify the approach and its effect. Figure 5.10(a) shows a
partitioned mesh for three PEs and a natural node numbering. Considering only one
degree of freedom per node, each single PE contributes to the following rows of the finite
element system matrix:
PE1: 1 2 3 6 7 8 11 12 16 17
PE2: 3 4 7 8 9 12 13 14 17 18
PE3: 4 5 9 10 13 14 15 18 19 20
The marked entries correspond to off-PE insertions which have to be communicated to
another PE by PETSc. Half of the entries have to be transfered to different PEs in this
case. This can lead to significant communication costs, especially in case of many PEs
and multiple degrees of freedom per node. If the nodes are renumbered according to
Figure 5.10(b) the contributions of the PEs are as follows:
PE1: 1 2 3 4 5 6 7 8 10 12
PE2: 3 5 8 9 10 11 12 13 14 17
PE3: 9 11 13 14 15 16 17 18 19 20
Obviously only two-third of the communication is required compared to the natural
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numbering. While this PETSc numbering allows for an economical assembly, it is not
suitable for an iterative solution approach.
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16 17 18 19 20
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(a) Natural node numbering and the sparsity pattern of the
resulting FEM system matrix.
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(b) PETSc node numbering and the sparsity pattern of the
resulting FEM system matrix.
Figure 5.10: Effect of the node numbering on the system matrix structure.
Figure 5.10(a) also shows the resulting sparsity pattern of the finite element system
matrix in addition to the naturally numbered mesh. Using the PETSc numbering, the
sparsity pattern in Figure 5.10(b) results. A larger bandwidth of the matrix can be
identified, being less suitable for the preconditioned iterative solvers used in this work
compared to the structure shown in Figure 5.10(a).
Consequently, the PETSc numbering is used for an efficient assembly and the fully
assembled system matrix is permuted prior to the solution phase, restoring the original
nodal ordering.
Figure 5.11 illustrates the benefit of this approach quantitatively. The time required
for the complete assembly of an XFEM system matrix for a mesh consisting of 1 769 472
elements is shown for different numbers of processors and under application of the above
renumbering prior to assembly including the subsequent permutation of the system
matrix compared to the standard assembly. The optimized approach is about 25% faster
for all partition sizes while the speed-up is comparable for both approaches. Nevertheless,
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Figure 5.11: Timings for the two different assembly approaches.
it is emphasized that the solution phase typically contributes the lion’s share of the
computational time in two-phase flow problems.
Parallel iterative solution
Finally, the parallel solution of the resulting system of equations can be carried out
employing the PETSc suite with its various iterative solvers and preconditioners. The
XFEM flow solver is not completely based on the PETSc data structures and therefore
some additional explicit communication using MPI statements is required, e.g., for the
level set reinitialization and the mesh refinement routines.
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moving implicit surfaces
The modeling of transport phenomena on arbitrary and even moving interfaces is a
topic of increasing interest in the scientific community. It is directly related to the
solution of partial differential equations (PDEs) on hyper-surfaces (manifolds). The field
of applications for such kind of problems is widespread: fluid mechanics [79, 101, 118],
computer graphics [28], materials science [57,68], and biology [16,114,119] can be named
as examples. In real-world two-phase flows, pollutants may accidentally enter the phases
or specific substances are added on purpose. So-called surfactants (surface active agents)
adsorb at the phase interface and influence the fluid flow in a restraining or stimulating
way. Surfactants can often be found, e.g., in bubble columns or extraction columns.
Furthermore, surfactants can be applied to increase the ability of a liquid to wet solid
surfaces [53]. With the help of numerical simulations, a better understanding of the
transport processes of surfactants on the interface may be gained, which is helpful in the
optimization of situations like those mentioned above or in the development of specialized
numerical models.
The mathematical description of scalar transport processes is often simple. However,
solving the respective PDEs on arbitrary and even moving manifolds is not straightforward.
As for the interface description (Section 3.1), explicit and implicit approaches for such
kind of problems exist. If an explicit surface mesh is available for the discretization
of the interface, the differential operators in the PDE have to be generalized in order
to account for the arbitrarily shaped hyper-surface [63,79]. The calculation of normal
vectors [189] of the interface or the treatment of topological changes is difficult in this
case. Implicit approaches [2, 28, 64,139,194] typically extend the scalar off the interface
to the whole domain. This obviously increases the dimension of the problem, but the
transport equation can then be solved in the whole, fixed computational domain. [86]
provides a good overview of different Eulerian and Lagrangian approaches.
An important prerequisite for the accurate modeling of transport phenomena on
interfaces in two-phase flows is an accurate description of the flow field and the interface
movement. Hence, the herein proposed XFEM approach (Chapter 4) provides a superior
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basis to incorporate such interfacial transport phenomena, as the discontinuous nature of
the field variables in two-phase flows is appropriately accounted for. In order to take
advantage of the implicit interface description of the solver, an implicit advection-diffusion
model is considered in this chapter.
6.1 Fully implicit approach
In the following, an approach for solving advection-diffusion problems on implicit surfaces
is introduced which can be easily integrated in an level set based two-phase flow solver.
It is a further development of the results published in [158]. First of all the advection
equation is derived according to Dziuk and Elliott [64], leading to the same result
as in [2]. Regarding the implicit diffusion the derivation by Dziuk and Elliott [64] is
used. Here, these models are for the first time coupled with an XFEM two-phase flow
solver; especially, this leads to non-uniform advection velocities in contrast to [64]. The
situation is considered in the three-dimensional case, but can be applied analogously to
two-dimensional problems.
6.1.1 Advection
Let us assume that an implicit surface Γd defined by the level set approach (Section 3.3)
is given. The scalar advection of a quantity GΓ on this surface should be considered.
It is assumed that GΓ is actually defined in the whole computational domain Ω ∈ R3,
denoted G(x, t), as well as an arbitrary advection velocity u. Details on how to obtain G
from a given GΓ are described in Section 6.1.4. The conservation of GΓ on the interface
can be written as:
∂GΓ
∂t
+∇Γ · (uGΓ) = 0, (6.1)
with ∇Γ being the tangential gradient on Γ as defined in (3.35). The second term can
be reformulated as follows:
∇Γ · (uGΓ) = GΓ∇Γ · u+ u ·∇ΓGΓ (6.2)
= tr (∇Γu)GΓ + u · (∇GΓ − (∇GΓ · nˆ) nˆ) . (6.3)
Herein, the product rule is applied in (6.2). From (6.2) to (6.3) the first term is
reformulated according to [64] and the tangential gradient in the second term is expanded
as defined in (3.35). As it is assumed that G is defined throughout Ω the conservation
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equation can be considered along all level sets:
∂G
∂t
+ tr
(∇φu)G+ u · (∇G− (∇G · nφ)nφ) = 0, (6.4)
with ∇φu = ∇u−
(∇u · nφ)nφ. (6.5)
In Section 6.1.4 it is shown how GΓ can be extended to G defined all over Ω. Particularly,
GΓ is extended orthogonal to the level set field φ. Due to this definition of G the last
term in (6.4),
(∇G · nφ)nφ vanishes. The normal vectors to the level set field, nφ, can
be computed directly as the normalized gradient of the level set field φ (cf. Section 3.3):
nφ(x) =
∇φ(x, t)
‖∇φ(x, t)‖ . (6.6)
The resulting formulation for the advection of the extended quantity G on an implicit
interface is essentially the same as derived by Adalsteinsson and Sethian [2] and Dziuk
and Elliott [64].
6.1.2 Diffusion
Adalsteinsson and Sethian [2] also derived a surface diffusion model. It is not used in this
work as it carries two major disadvantages: 1. second order derivatives of G are required
and 2. the curvature of the level set field, that is, also the second derivative of φ, has
to be calculated. Using linear finite elements, it is not possible to properly account for
second derivatives and the use of partial integration to reduce the order of derivatives in
the diffusion term (cf. Section 2.1.2) is not applicable for the resulting formulation in [2].
In any case, the calculation of the curvature from a level set field is a delicate task [122].
For these reasons, the diffusion formulation by Dziuk and Elliott [64] is employed in this
work.
Considering the surface Γd, diffusion of a scalar GΓ on this surface can be described
mathematically as the second tangential derivative along Γd:
∂GΓ
∂t
= σΓ∇Γ ·∇ΓGΓ, (6.7)
where σΓ is the respective diffusion coefficient. Again, it is assumed that G is defined
throughout Ω. Thereby, the limitation of diffusion only along the interface Γd, being the
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zero level set, can be relaxed by considering diffusion along all level sets:
∂G
∂t
= σΓ∇φ ·∇φG, (6.8)
∇φG = ∇G−
(
∇G · ∇φ‖∇φ‖
) ∇φ
‖∇φ‖ . (6.9)
Herein, the definition of the normal vector of the level set field given in Equation (6.6) is
used.
6.1.3 Discretization
The combined surface advection-diffusion problem is given by:
∂G
∂t
+ u ·∇G+ tr (∇φu)G− σΓ∇φ ·∇φG = 0. (6.10)
The temporal discretization is carried out by means of the Crank-Nicolson method (2.23).
In order to derive the weak formulation, Equation (6.10) is multiplied by a test function
w and integrated over the entire domain Ω. Applying the co-area formula [64] at the
same time leads to:∫
Ω
w
(
∂G
∂t
+ u ·∇G+ tr (∇φu)G) ‖∇φ‖ dΩ
−
∫
Ω
w
(
σΓ∇φ ·∇φG
) ‖∇φ‖ dΩ = 0. (6.11)
Applying the Eulerian integration by parts [64] to the diffusion term leads to:∫
Ω
w
(
σΓ∇φ ·∇φG
)‖∇φ‖ dΩ = ∫
∂Ω
w
(
σΓ∇φG · n∂Ω
)‖∇φ‖ ∂Ω
−
∫
Ω
∇φw ·
(
σΓ∇φG
)‖∇φ‖ dΩ− ∫
Ω
w
(
σΓ∇φG · nφκ
)‖∇φ‖ dΩ, (6.12)
with κ being the mean curvature of each level set and n∂Ω the normal vector on the
domain boundary ∂Ω. A no-flux boundary condition is assumed in direction normal to
the domain boundary ∂Ω:
σΓ∇φG · n∂Ω = 0, on ∂Ω, (6.13)
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and in direction normal to each level set:
σΓ∇φG · nφ = 0, on φ(x, t) = const. (6.14)
Taking into account the above boundary conditions and assuming that φ is always close to
a signed-distance function, that is ‖∇φ‖ ≈ 1, the weak formulation can be reformulated
to ∫
Ω
w
(
∂G
∂t
+ u ·∇G+ tr (∇φu)G) dΩ
−
∫
Ω
∇φw ·
(
σΓ∇φG
)
dΩ = 0.
(6.15)
This formulation only requires first order derivatives of G and φ. The discrete weak
formulation of the SUPG-stabilized surface advection-diffusion model is: Find Gh ∈ ShG
such that ∀wh ∈ VhG: ∫
Ω
wh
(
∂Gh
∂t
+ uh ·∇Gh + tr (∇φhuh)Gh) dΩ
−
∫
Ω
∇φhwh ·
(
σΓ∇φhGh
)
dΩ
+
nel∑
e=1
∫
Ωeel
τs
(
uh ·∇wh) ·(∂Gh
∂t
+ uh ·∇Gh + tr (∇φhuh)Gh) dΩ = 0.
(6.16)
τs is chosen as in Equation (2.39) with ν = 0. It should be noted that due to the source-
like term coming from the advection model additional stabilization may be necessary,
see, e.g., [92]. However, no stability issues could be observed so far using the above
formulation [158]. The same interpolation for the scalar quantity G as for φ is used:
ShG =
{
Gh
∣∣ Gh ∈ (H1h)d , Gh = Gˆh on Γu} , (6.17)
VhG =
{
wh
∣∣ wh ∈ (H1h)d , wh = 0 on Γu} . (6.18)
Gh(x, t) =
∑
i∈I
Ni(x)Gi, (6.19)
wh(x) ∈ VhG :=spani∈I{Ni(x)}. (6.20)
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6.1.4 Extension of the scalar quantity away from the interface
The model introduced in the previous sections is based on the assumption that the scalar
G is known throughout the whole domain Ω. However, as it is not considered how this
substance adsorbs at the interface, from the physical point of view G is only available
on the interface Γd. In order to extend this quantity away from the interface to Ω, a
technique is employed that was first applied by Chen et al. [32]. The original motivation
was the construction of global velocity fields for problems where only interface velocities
are defined. In this work, the slightly modified equation given in Chessa et al. [36] is
applied:
sign(φ)∇G ·∇φ = 0 in Ω, (6.21)
G = GΓ on Γd. (6.22)
The solution of Equation (6.21) corresponds to an extension of GΓ away from the interface,
orthogonal to the level set field φ, cf. Figure 6.1.
Ω1
Ω2
Γd
∂Ω
Figure 6.1: Extending G away from the interface, orthogonal to φ [36].
Hereby, the interface Γd serves as an inflow boundary and the “flow” is in the direction
of the gradient of φ. That is, if a smooth level set field is maintained this also leads to a
smooth extension of GΓ to G.
It needs to be discussed how the boundary condition (6.22) is applied on an implicitly
given interface. Typically, Lagrangian multipliers are used for that purpose. In this work,
a simpler approach is adopted which turns out to be sufficiently accurate:
1. Determine the level set gradient at nodes of cut elements using a least-squares
approach [132].
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2. For each node i ∈ I? of cut elements obtain the orthogonal projection on the
interface x?i , cf. Figure 6.2.
3. At each node i ∈ I?, prescribe Gi = GΓ(x?i ).
I⋆
Γd
x
⋆
i
Figure 6.2: Construction of the boundary condition for the extension of GΓ.
Using the boundary conditions above the following discrete SUPG-stabilized formula-
tion of Equation (6.21) can be solved: Find Gh ∈ ShG such that ∀wh ∈ VhG:∫
Ω
wh · (sign(φh)∇Gh ·∇φh) dΩ
+
nel∑
e=1
∫
Ωeel
τs
(∇φh ·∇wh) (∇Gh ·∇φh) dΩ = 0, (6.23)
with the stabilization parameter:
τs =
he
‖∇φ‖ . (6.24)
6.2 Coupling with the XFEM and outlook
Figure 6.3 schematically depicts the integration of the surface advection-diffusion model
(6.16) into the XFEM two-phase flow solver.
The flow field and the level set interface representation are modeled in a coupled
manner as described in Section 5.1. Reinitialization of the level set field is frequently
applied in order to maintain the signed-distance property during the movement of the
interface. Solving Equation (6.23), the scalar G is extended off the interface to the whole
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Navier-Stokes equations
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Advection-diffusion
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Extension of G
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Figure 6.3: Coupling of the surface advection-diffusion model with the two-phase flow
solver.
domain. Subsequently, the advection-diffusion of G is carried out by evaluating Equation
(6.16). Both, velocity and level set field influence the transport of the surfactants G on
the interface. From the physical point of view, the surfactants give rise to changes in
the surface tension. This leads to tangential forces along the interface, the so-called
Marangoni convection [79]. Thereby, the surfactant transport is coupled with the flow
field. For this purpose, a model evaluating the surface tension coefficient as a function of
G on the interface has to be included [135]. However, in this work, the influence of the
surfactants on the flow field is not yet considered. A typical application of the approach
is given by means of the simulation of surfactant transport on a rising droplet in Chapter
8.
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In this chapter, two-dimensional test cases are conducted in order to analyze: (a)
enrichment schemes for free-surface flows, (b) time discretizations with XFEM, (c)
iterative solvers with XFEM and (d) approaches to deal with the ill-conditioned system of
equations with the XFEM. The aim is to derive particularly useful settings for the coupled
XFEM flow solver which is applied to three-dimensional applications in Chapter 8.
7.1 Study on enrichment schemes and time
discretization
Potential enrichment schemes for free-surface flows were discussed in Section 4.3. Without
further numerical experiments, the enrichment of the velocity field is not pursued in
this work as it was already confirmed by other authors [45,46] that this is problematic
in terms of numerical stability. If surface tension effects are considered the choice of
the enrichment function for the pressure is obvious. In this case, the sign-enrichment
(4.7) is applied, as a definite jump occurs in the pressure field across the interface. This
choice is justified by means of a two-phase flow benchmark problem at the end of this
section. From theoretical considerations it can be shown that a jump in the pressure
field is also possible if no surface tension is considered, cf. Section 2.1.1. The question
remains if the pressure jump is so significant in the general case without surface tension,
that it has to be considered in the XFEM. Therefore, the p-abs and p-sign enrichment
are systematically compared to interface capturing and interface tracking approaches in
the following for test cases without surface tension. Furthermore, the two discretization
approaches from Section 2.1.2—sequential discretization and simultaneous discretization
in space and time—are evaluated in different situations. All interface capturing results
are also carried out on artificially moving meshes, by employing the ALE formulation (3.2)
in addition to the level set approach. The aim is to eventually consider fluid-structure
interaction (FSI) problems in combination with free-surface flows. An example for an
FSI application with this approach is presented in [157] by means of a cylinder falling
onto a free surface. The following studies are restricted to two-dimensional problems for
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simplicity.
7.1.1 Sloshing tank
The first test case is taken from [71]; similar test cases are studied in [110, 178]. A
rectangular tank is considered with a height of 1.5 m and a width of 1.0 m. The two
phases are initially separated by a sinusoidal interface, cf. Figure 7.1:
Γd = {(x, y) : y = 1.01 + 0.1 · sin ((x− 0.5) · pi) , 0 ≤ x ≤ 1}. (7.1)
Ω2
Ω1
y
x
Γd
1.0
1
.5
Figure 7.1: Tank sloshing: Computational domain.
The physical parameters are ρ1 = 1000 kg/m
3, ρ2 = 1 kg/m
3, µ1 = 1 kg/m/s, µ2 =
0.01 kg/m/s and the gravitational force fy = −g = −1.0 m/s2 is applied. No surface
tension effects are considered. Slip boundary conditions are prescribed along the walls of
the tank and a reference zero pressure is set along the upper boundary. As an initial
condition, the velocity field is set to zero.
Figure 7.2 shows instances of the resulting interface movement using the XFEM
approximation with p-sign enrichment and a domain discretized with 80× 120 elements.
The simulation spans 20 s by 25 600 time steps, leading to a fine time step size of
∆t = 0.00078125 s. In the following comparisons, either the interface height at the left
boundary is plotted over time or the interface position in the left half of the tank from
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t = 2.0 s t = 4.0 s t = 8.0 s t = 16.0 s
0
200
400
600
800
1000
Figure 7.2: Tank sloshing: Interface position and pressure solution in N/m2 for various
time instances.
x = 0 to x = 0.5 at t = 20 s is shown. If not mentioned otherwise, the time-stepping
scheme (2.23) is used.
Comparison of interface tracking and interface capturing
First, it is studied how interface tracking compares with interface capturing on a fixed
mesh, discretized using 40×60 quadrilateral elements. For interface tracking, the approach
described in Section 3.2 is used (no enrichments are needed as the discontinuities in the
fields align with the element edges). For interface capturing, results obtained with a
classical finite element based level set approach are also shown. The discontinuities can
then obviously not be considered appropriately. XFEM results are obtained by employing
either the p-abs or p-sign enrichment. Figure 7.3 depicts the temporal convergence plot
of the interface height at the left boundary for all the methods using different time step
sizes: ∆t = 0.2, 0.1, 0.05, 0.025, 0.0125, 0.00625 and 0.003125 s.
The interface tracking results are very accurate as expected, already for large time steps,
Figure 7.3(a). Even though the standard interface capturing approach can not account for
the discontinuities across the interface appropriately in this case, the sloshing frequency
and amplitude can be predicted quite well for small time steps, see Figure 7.3(b). The
fairly fine mesh may diminish the drawback of the FEM not being able to account for
the discontinuities inside elements. Nevertheless, the following studies will show the big
advantage in using the XFEM.
Figures 7.3(c) and (d) show a first trend that the p-sign enrichment for the XFEM leads
to better results than p-abs, although no surface tension force is present. Remarkably
good results are also obtained for rather large time steps. The advantage of the sign-
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(a) FEM, interface tracking, space-time
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Figure 7.3: Tank sloshing: Temporal convergence for interface tracking and interface
capturing.
over the abs-enrichment in this case may be explained with the larger approximation
space which is associated with the sign-enrichment. Already for this first test case, the
pressure jump due to the jump in viscosity and the jump in the normal derivative of the
normal velocity component does not seem to be negligible (cf. Section 4.3).
Influence of the enrichment
Next, the influence of the enrichment is studied by comparing XFEM with p-sign to
standard FEM interface capturing. Here, results on moving meshes are also compared,
where an artificial mesh motion is prescribed on one node in the very domain center.
The whole mesh is then deformed according to an ideal elastic material as described in
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Figure 7.4: Tank sloshing: Spatial convergence for standard FEM and p-sign XFEM.
Section 3.2. In this case, the ALE formulation of the Navier-Stokes equations (3.2) is
used. This scenario is important, e.g., for fluid-structure interaction problems. Uniformly
refined meshes with 10 × 15, 20 × 30, 40 × 60 and 80 × 120 elements and a time step
∆t = 0.0125 s are used. Taking a look at the spatial convergence of the interface position
in the left half of the domain, Figure 7.4, one can see that the XFEM performs significantly
better than the standard FEM in terms of accuracy. Especially on the coarse meshes,
the advantage of the enrichment in the XFEM can be clearly seen. Figure 7.4(b) shows
almost the same interface position with XFEM for the different spatial resolutions. In
case of an additionally moving mesh, Figures 7.4(c)–(d), the differences between standard
FEM and XFEM are even more pronounced. While the XFEM results are comparable
to those on the fixed meshes, oscillations in the order of the amplitude of the sloshing
are observed in the FEM results.
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Figure 7.5: Tank sloshing: Temporal convergence for standard FEM and p-sign XFEM.
Similar results can be obtained for the temporal convergence study, see Figure 7.5.
Here, a 40× 60 element mesh is used with the same time step sizes as for the previous
comparison. It is concluded that the enrichment has a dramatic impact on the quality of
the results. In Figure 7.4(c) and 7.5(c), the interface with standard FEM for the coarsest
mesh and the largest time step respectively is highly disturbed and lies outside of the
plotted range.
Comparison of p-abs and p-sign enrichment
As no surface tension force is considered for this case, the pressure jump across the
interface solely depends on the jump in the normal derivative of the normal velocity
weighted by the viscosity. It was already mentioned that this quantity does not seem
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Figure 7.6: Tank sloshing: Spatial convergence for p-abs XFEM and p-sign XFEM.
to be negligible which may be the reason that the p-sign enrichment performs better
compared to the p-abs enrichment which can only represent kinks in the pressure. In
order to substantiate this assumption, the spatial convergence of XFEM with the p-abs
and p-sign enrichment is compared next. The same meshes and time step sizes as in first
comparison are used. Figure 7.6 confirms that the p-sign enrichment is the enrichment
of choice, especially for XFEM on moving meshes. Comparing Figure 7.6(a) and (c)
there are large deviations between the results with and without mesh motion on the two
coarsest meshes for the p-abs enrichment. Also in the case of a fixed mesh, the results
using p-sign are slightly better compared to p-abs. These findings have been confirmed
in a number of test cases. Therefore, the p-sign enrichment will be used from now on. It
can be concluded that the pressure jump may have a larger influence than expected even
in the case of no surface tension force.
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Figure 7.7: Tank sloshing: Temporal convergence for XFEM with space-time and time-
stepping.
Comparison of space-time and time-stepping
At last, the two time integration schemes, space-time and time-stepping should be
compared for the tank sloshing test case. A 40× 60 element mesh is used with the same
time step sizes as in the first comparison.
The results in Figure 7.7 confirm the findings of [75]. The overall error level using
the space-time approach on fixed and moving meshes is lower compared to the results
obtained with the time-stepping scheme. However, one can hardly perceive differences
in the results using the different time step sizes, except for the case of the largest ∆t.
For sufficiently small time steps, very good results are achieved with the time-stepping
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scheme as well.
Taking into account the burden to deal with 4D space-time elements for problems in
three spatial dimensions—particularly regarding the necessity of 4D element subdivision
in the XFEM (cf. Section 4.4)—leads to the conclusion to prefer the time-stepping scheme
in this work. Furthermore, it is assumed that spatial approximation errors dominate the
accuracy of space-time solutions, e.g., due to not exactly accounting for the kink in the
velocity across the interface.
7.1.2 Collapsing water column
In order to back up the findings from the tank sloshing test case, the second test case
from [70] is considered; see [51, 124, 187] for similar settings. The initial state of this
classical dam break problem is characterized by a water column of size 0.146× 0.292 m
at the left boundary of the 0.584× 0.438 m domain, cf. Figure 7.8.
Ω1
Ω2
y
x
0.584
0
.438
0.146
0
.292
Figure 7.8: Collapsing water column: Computational domain.
Differing from the usual setup, the corner of the water column is rounded using
a radius r = 0.048 in order to ease the computation of this test case with interface
tracking for comparison. The fluid properties are ρ1 = 1000 kg/m
3, ρ2 = 1 kg/m
3,
µ1 = 1× 10−3 kg/m/s, µ2 = 1× 10−5 kg/m/s. No surface tension force is considered
and a volume force fy = −g = −9.81 m/s2 is applied. Slip boundary conditions are
assumed along the walls and a zero pressure is set along the upper boundary. As an
initial condition, the velocity field is set to zero. The computational domain is discretized
with 127× 95 elements and the simulation spans 0.25 s using 6400 time steps.
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Figure 7.9: Collapsing water column: Interface position and pressure solution in N/m2
for various time instances.
In Figure 7.9, the interface position and the pressure solution is shown at different
time instances using the p-sign enrichment. The results are in very good agreement
with the reference solutions. Figure 7.10 shows a comparison of the XFEM results
with experimental data by Martin and Moyce [124] and interface tracking results by
Walhorn [187]. The dimensionless water column width δ = x?/a and height β = y?/b
are plotted over the dimensionless times τδ = t
√
2g/a and τβ = t
√
2g/b. x?(t) and y?(t)
are the intersections of the interface with the bottom and left boundary. a = x?(t = 0)
and b = y?(t = 0) are the initial water column width and height. The slope of the curve
in Figure 7.10(a) (dimensionless width of the water column over time) is predicted very
well and almost coincides with the results by Walhorn. However, the water column in
the experiment expands more slowly in the beginning. This could be explained by the
time which is required to remove the gate which initially separates the water column
from the remaining experimental domain. Thereby, the collapse of the column is slightly
delayed. The evolution of the water column height agrees very well between the reference
simulations and the experiment.
The same studies were carried out for this test case as for the tank sloshing case. The
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Figure 7.10: Collapsing water column: Comparison with experimental data by Martin
and Moyce [124] and interface tracking results by Walhorn [187].
findings coincide with those described in the last section. For the sake of completeness,
Figure 7.11 shows some selected results. The interface position is plotted after 0.25 s
using 800 time steps and different fixed meshes. It is obvious that standard FEM interface
capturing can not accurately predict the position of the water front tip; in particular,
see Figure 7.11(b). On the contrary, the XFEM results using the sign-enrichment,
cf. Figure 7.11(c), are in good agreement with the accurate FEM interface tracking
results, cf. Figure 7.11(a). It is seen that the differences between standard FEM and
XFEM are not as large as in the tank sloshing case. Due to the fixed mesh, p-sign and
p-abs enrichment only deviate slightly as for the sloshing case. One should note that the
FEM interface tracking approach did work only on the two finest meshes. The method
failed for the two coarser meshes due to tangling of the mesh. Especially in this case,
also enriching the velocity field turned out to be very unfavorable and led to unstable
results. These findings encourage the choice to only enrich the pressure approximation
space using the sign-enrichment (4.3), thus producing a robust method.
7.1.3 Rising Bubble
So far, only test cases without surface tension have been presented. Conducting the
first benchmark test case from [99] shows the ability of the proposed method to deal
with surface tension as well. The rectangular domain has the size of 1.0× 2.0 m with an
initially circular bubble with diameter d = 0.5 m, see Figure 7.12.
87
7 Numerical studies in 2D
15× 11 31× 23 63× 47 127× 95 elements
0 0.1 0.2 0.3 0.4 0.5
0
0.05
0.1
0.15
0.2
0.25
x [m]
y
[m
]
(a) FEM, interface tracking
0 0.1 0.2 0.3 0.4 0.5
0
0.05
0.1
0.15
0.2
0.25
x [m]
y
[m
]
(b) FEM, interface capturing
0 0.1 0.2 0.3 0.4 0.5
0
0.05
0.1
0.15
0.2
0.25
x [m]
y
[m
]
(c) XFEM, p-sign
0 0.1 0.2 0.3 0.4 0.5
0
0.05
0.1
0.15
0.2
0.25
x [m]
y
[m
]
(d) XFEM, p-abs
Figure 7.11: Collapsing water column: Spatial convergence of the interface for FEM
and XFEM.
The properties of the fluids are ρ1 = 100 kg/m
3, ρ2 = 1000 kg/m
3, µ1 = 1 kg/m/s,
µ2 = 10 kg/m/s, fy = −g = −0.98 m/s2 and surface tension coefficient γ = 24.5 kg/s2.
The characteristic dimensionless Reynolds and Eo¨tvo¨s numbers follow are:
Re =
ρ2
√
gdd
µ2
= 35, (7.2)
Eo =
gρ2d
2
γ
= 10. (7.3)
The spatial resolution is 80×160 elements and ∆t = 0.002 s. No slip boundary conditions
are assumed at the top and bottom boundary, slip boundary conditions are used along
the vertical walls and zero pressure is specified at the upper boundary. As an initial
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Figure 7.12: Rising bubble: Computational domain.
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Figure 7.13: Rising bubble: Interface position and pressure solution in N/m2 for vari-
ous time instances.
condition, the velocity field is set to zero. With the given parameters, the bubble should
remain in the ellipsoidal regime [42]. That means, the surface tension effects dominate
the bubble shape and no break up should occur.
Figure 7.13 shows the rising bubble over time. In Figure 7.14(a) the bubble shape at
t = 3.0 s is compared with results published in [99], showing a very good agreement. For
89
7 Numerical studies in 2D
XFEM TP2D
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.9
1
1.1
1.2
1.3
1.4
x [m]
y
[m
]
(a) Bubble shape.
0 0.5 1 1.5 2 2.5 3
0
0.05
0.1
0.15
0.2
0.25
t [s]
v
ri
se
[m
/
s]
(b) Rise velocity.
Figure 7.14: Rising bubble: comparison of the results with simulation data from [99].
a more accurate comparison, Figure 7.14(b) depicts the rise velocity of the bubble:
vrise(t) =
∫
Ω1
v(x, t) dx∫
Ω1
1 dx
, (7.4)
plotted over time. This quantity is also in excellent agreement with the simulation results
by Hysing et al. [99]. Only one result from the reference is compared in order to maintain
visibility as the different approaches in [99] lead to very similar results in this case.
7.2 Evaluation of iterative solvers and preconditioners
As mentioned before, the PETSc suite provides the iterative solvers in this work. In
order to find the most suitable combination of an iterative solver and a preconditioner,
different combinations are systematically evaluated in the following. It is referred to
Section 5.2 for an introduction to the used iterative solvers and preconditioners. First of
all, the serial performance is investigated before the parallel performance is considered
for some preselected combinations. It should be noted that actually all preconditioners
provided by PETSc were tested, but only those achieving competitive performance are
discussed herein.
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Stationary test case
The evaluation of the iterative solvers and preconditioners begins with a stationary test
case. A static circular interface centered in a square domain is considered, cf. Figure 7.15.
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(b) Exact pressure solution.
Figure 7.15: Stationary test case with circular interface.
The radius of the circle is chosen as r = 0.5 m. Viscosity and density are equal in both
phases: ρ1 = ρ2 = 1.0 kg/m
3, µ1 = µ2 = 1.0 kg/m/s. Volume forces are neglected, while
a constant unit force is applied at the interface. When using the analytical curvature
and analytical normal vectors of the circular interface, this corresponds to the surface
tension term in Equation (2.37) with γ = 1.0 kg/s2. According to the Laplace-Young
equation, the exact solution to this problem is
u(x) = 0, (7.5)
p(x) =
{
0, x ∈ Ω1,
γ · κ, x ∈ Ω2,
(7.6)
cf. Figure 7.15, with κ being the curvature of the interface Γd. No-slip boundary conditions
are applied at all boundaries and a zero reference pressure is prescribed at one corner. The
stationary Navier-Stokes equations are solved on a mesh consisting of 80× 80 elements.
All possible combinations of the named iterative solvers and preconditioners are
evaluated. Table 7.1 shows the required number of iterations of each iterative solver
91
7 Numerical studies in 2D
GMRES
PC # t [s]
ILU(0) 382 1.143
ILU(1) 162 0.543
LU 1 2.508
f-GMRES
PC # t [s]
ILU(0) 334 1.119
ILU(1) 163 0.554
LU 1 2.501
l-GMRES
PC # t [s]
ILU(0) 384 0.980
ILU(1) 162 0.538
LU 1 2.464
BiCGStab
PC # t [s]
ILU(0) 174 0.494
ILU(1) 88 0.361
LU 1 2.516
i-BiCGStab
PC # t [s]
ILU(0) 196 0.560
ILU(1) 91 0.363
LU 1 2.547
BiCGStab-l
PC # t [s]
ILU(0) 158 0.519
ILU(1) 92 0.387
LU 1 2.578
Table 7.1: Iteration counts and run-time of the solution phase for different iterative
solver and preconditioner combinations for the stationary two-phase test
case.
and the run-time of the complete solution phase until convergence to machine precision
is obtained for the above problem. The GMRES type methods are generally slower
compared to the BiCGstab variants. l-GMRES performs slightly better than the other
GMRES methods and the standard BiCGStab approach is consistently ahead of the other
variants. As expected, the LU preconditioner results in the longest run-times, because
the combinations with LU essentially represent direct solvers. Especially in combination
with the BiCGStab type methods, the difference between ILU and LU is pronounced.
Furthermore, one can clearly identify a difference between ILU(0) and ILU(1) for all
iterative solvers. As ILU(1) provides a better approximated factorization of the system
matrix compared to ILU(0), it requires many fewer iterations than ILU(0). Therefore,
the solution phase using ILU(1) is up to twice as fast as with ILU(0). Based on these
findings, a preselection on the iterative solver is made comprising the BiCGStab and
the l-GMRES method. In this work, mainly transient problems are of interest therefore
these two iterative solvers are next compared for a time-dependent problem.
92
7.2 Evaluation of iterative solvers and preconditioners
Transient test case
As for a transient test case, the rising bubble from Section 7.1.3 is revisited.
l-GMRES
PC t [s]
ILU(0) 249.1
ILU(1) 587.9
LU 3415.7
BiCGStab
PC t [s]
ILU(0) 239.7
ILU(1) 579.0
LU 3456.0
Table 7.2: Run-time of the solution phase of different iterative solver and preconditioner
combinations for the transient rising bubble test case.
Table 7.2 shows the overall run-time of the solution phase for this case using the
preselected iterative solvers as mentioned before. While l-GMRES and BiCGStab
revealed obvious speed discrepancies for the stationary case, they perform very similarly
for this transient test case. It is assumed that for problems with more complex fluid
flow, the higher robustness of l-GMRES over BiCGStab pays off even more. Nevertheless,
both iterative solver show the same behavior with respect to the three preconditioners.
Compared to the stationary case, ILU(0) and ILU(1) switch places in terms of the run-
time. Due to the moving interface in this transient case, multiple Picard iterations are
performed per time step. The costs to construct the ILU(1) preconditioner being added
up seem to outweigh the benefit over ILU(0) which could be observed for the stationary
case. For the same reason, the LU preconditioner is far off the others regarding the
run-time. Consequently, LU is not considered for the final test case wherein the parallel
performance is considered. This “small” test case already shows the big advantage of
using iterative solution approaches over a direct one.
Transient test case in parallel
Finally, the parallel performance of the preselected iterative solvers and preconditioners
is studied. Once again the rising bubble test case is considered using 2, 4 and 8 PEs
for a fixed problem size. PETSc itself does not include a parallel version of the ILU
preconditioner [26]. Therefore, an additive Schwarz method (ASM) [61] is used as a
parallel preconditioner. ASM belongs to the class of domain decomposition methods
which divide the global problem into smaller problems and solves those separately on the
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resulting subdomains. As for the domain decomposition, the ParMETIS partitioning
(cf. Section 5.5) is employed and ILU is now used to obtain the approximate solution
within the subdomains.
PE
l-GMRES BiCGStab
ASM/ILU(0) ASM/ILU(1) ASM/ILU(0) ASM/ILU(1)
t [s] t [s] t [s] t [s]
1 249.1 587.9 239.7 579.0
2 160.0 303.8 157.7 305.6
4 92.6 172,3 93.2 175.0
8 73.2 128.2 77.3 142.0
Table 7.3: Run-time of the solution phase of different iterative solver and preconditioner
combinations for the transient rising bubble test case run with different
numbers of processes.
ILU(0) reconfirms its superiority over ILU(1) in parallel, cf. Table 7.3. Although ILU(1)
is slower compared to ILU(0), it shows a better scalability. Hence, the relative difference
between ILU(0) and ILU(1) reduces with increasing number of processes. l-GMRES and
BiCGStab still perform very similarly. However, l-GMRES scales slightly better than
BiCGStab. It should be noted that the poor scaling from 4 to 8 PEs can be explained by
the small problem size. If the problem is too small compared to the number of processes,
the communication costs dominate which affects the parallel efficiency negatively. As a
consequence of the above results, l-GMRES is the iterative solver of choice, and depending
on the used number of processes, the ASM preconditioner with ILU(0) or ILU(1) is
employed.
7.3 Study of ill-conditioning in the XFEM
In Section 5.3, it was already discussed that the XFEM is often prone to ill-conditioning
of the system matrix. Namely, three solutions to this issue are investigated—blocking
of enriched degrees of freedom, additional preconditioning, stable XFEM—and their
positive effect on the condition number was shown for a simple example. This section
concentrates on the influence of the proposed approaches on the performance of the
iterative solution approach and whether or not the accuracy of the solution is affected
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by these approaches. All test cases in this section are evaluated using the stationary
Navier-Stokes equations.
Stationary circular interface
First of all, the static test case introduced in the previous section is considered again.
Table 7.4 presents the pressure error in the L2-norm,
∥∥pex − ph∥∥
L2
=
√√√√ nel∑
e=1
∫
Ωeel
(
pex − ph)2 dΩ, (7.7)
for the approaches introduced in Section 5.3 and mesh sizes of h = 1/40, 1/80 and 1/160 m.
pex is the exact pressure solution given in (7.6). Table 7.5 shows the required number
of iterations until convergence to machine precision using l-GMRES with ASM/ILU(0)
preconditioning. Regarding the blocking of enriched degrees of freedom, it is observed
that a larger blocking constant leads to larger pressure errors. This is reasonable as
the XFEM approximation space essentially reduces to the standard FEM space for very
large blocking constants. For Cblock = 0.001, considerably fewer iterations are required
compared to the standard XFEM case, while the convergence order is not affected. For
the larger blocking constants, the pressure jump cannot be accounted for appropriately
anymore—the convergence order drops. The worse approximation properties weaken
the increase in performance of the iterative solver due to the blocking, i.e., the iteration
counts go up again for Cblock = 0.01 and 0.1 (cf. Table 7.5). The diagonal scaling and
sXFEM do not show an influence on the pressure error. However, the performance
of the iterative solver increases significantly for both approaches. Using the sXFEM
requires much less iterations compared to XFEM, but still slightly more than XFEM
with diagonal scaling. sXFEM and XFEM with diagonal scaling lead to comparable
iteration counts, with sXFEM staying slightly ahead of the competition. Drawing an
intermediate conclusion, diagonal scaling will be preferred over blocking of degrees of
freedom in the following. In case of sXFEM, diagonal scaling is also useful to lower
the iteration counts even more. It should be noted that the analytical curvature and
analytical normal vectors of the circular interface are used in this case in order to apply
the surface tension force (3.31). However, due to the sub-cell quadrature, a piecewise
linear interface approximation is obtained (cf. Section 4.4). This inconsistency leads to
the suboptimal convergence rate of 1.52 in Table 7.4 (instead of the optimal rate of 2.0).
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Case h = 1/40 h = 1/80 h = 1/160 O(hm)
XFEM 2.636× 10−4 8.451× 10−5 3.186× 10−5 1.52
XFEM Cblock = 0.001 2.636× 10−4 8.451× 10−5 3.186× 10−5 1.52
XFEM Cblock = 0.01 2.655× 10−4 8.674× 10−5 3.498× 10−5 1.46
XFEM Cblock = 0.1 1.220× 10−3 8.780× 10−4 4.810× 10−4 0.67
XFEM scaled 2.636× 10−4 8.451× 10−5 3.186× 10−5 1.52
sXFEM 2.636× 10−4 8.447× 10−5 3.188× 10−5 1.52
sXFEM scaled 2.636× 10−4 8.447× 10−5 3.188× 10−5 1.52
Table 7.4: Pressure error in the L2-norm and convergence order for the stationary test
case with circular interface, evaluated with the approaches introduced in
Section 5.3.
Case h = 1/40 h = 1/80 h = 1/160
XFEM 453 976 2976
XFEM Cblock = 0.001 167 589 2661
XFEM Cblock = 0.01 172 682 2796
XFEM Cblock = 0.1 172 833 2896
XFEM scaled 162 578 1746
sXFEM 176 747 2367
sXFEM scaled 158 537 1731
Table 7.5: Iteration counts for the stationary test case with circular interface evaluated
with the approaches introduced in Section 5.3.
Stationary straight interface
It is obvious that the diagonal scaling does not affect the approximation properties but the
blocking of enriched degrees of freedom does. Although it is claimed in [10] that the stable
XFEM should be equivalent to the normal sign-enrichment regarding the approximation
properties, this point is investigated in more detail in the following. The subsequent
test case is proposed by Ausas et al. [8]. In contrast to the previous example, a straight
interface is considered and the pressure jump is induced by a prescribed velocity field and
a viscosity jump across the interface. A square domain Ω ∈ [0, 1 m]× [0, 1 m] is considered
with a horizontal interface at y = 0.5 m, ρ = ρ1 = ρ2 = 10.0 kg/m
3, µ1 = 5.0 kg/m/s and
µ2 = 1.0 kg/m/s, cf. Figure 7.16.
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Figure 7.16: Stationary test case with straight interface.
Neglecting volume forces and prescribing the following linear velocity field:
u(x) =
(
1− x
y
)
, (7.8)
the exact solution for the pressure field can be found to be:
p(x) =
{
ρ
(
x− 12(x2 + y2)
)
+ 2(µ1 − µ2), y < 0.5,
ρ
(
x− 12(x2 + y2)
)
, y > 0.5.
(7.9)
It is obvious that the quadratic pressure field (7.9) does not belong to either the XFEM
or sXFEM approximation space, when bilinear elements are used. The velocity field (7.8)
is imposed at the boundaries and a zero reference pressure is prescribed at the upper
right corner. A series of successively refined quadrilateral meshes is considered, with
mesh sizes of h = 1/19, 1/39, 1/79, 1/159 and 1/319 m.
Figure 7.17 shows the exact pressure solution and a logarithmic plot of the pressure
error in the L2-norm for the different meshes. XFEM and sXFEM lead to the same
results showing a convergence order of O(h2), as expected.
If a discontinuous volume force is applied in addition:
fx = 0, fy =
{
−10, y < 0.5,
0, y > 0.5,
(7.10)
a jump in the pressure and in the pressure gradient exists. The exact solution for the
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Figure 7.17: Stationary test case with straight interface: Jump in p.
pressure field is then given by
p(x) =
{
ρ
(
x− 12(x2 + y2)− fy(0.5− y)
)
+ 2(µ1 − µ2), y < 0.5,
ρ
(
x− 12(x2 + y2)
)
, y > 0.5.
(7.11)
Boundary conditions, interface position and the meshes are the same as in the previous
case.
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Figure 7.18: Stationary test case with straight interface: Jump in p and ∇p.
Figure 7.18 shows the exact pressure solution and a logarithmic plot of the pressure error
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in the L2-norm for the different meshes. The standard XFEM still obtains an optimal
convergence rate. In contrast, sXFEM produces pressure errors orders of magnitude
larger and a suboptimal convergence order of O(h 32 ).
The last test case shows an important result: Unlike the standard XFEM, the stable
XFEM is not able to account for jumps in the pressure gradient with optimal accuracy,
when using the sign-enrichment. This finding still has to be investigated in more depth in
the future. A possible solution would be the application of an additional abs-enrichment
in combination with the sXFEM sign-enrichment in order to account for jumps in the
pressure gradient. Whether this deficit of the sXFEM has a noticeable influence on the
results of transient two-phase flow problems is evaluated, inter alia, in the next chapter.
7.4 Corollary
The major findings of the various studies in this chapter should be summarized in short:
• Enriching the pressure approximation space is essential in a sharp interface capturing
method. Even if no surface tension is considered a jump enrichment is superior
compared to a kink enrichment for the shown cases. This results may underline the
theoretically derived presence of a jump in the pressure field independent of the
surface tension force. On the other side it can be argued that the jump enrichment
leads to a larger approximation space compared to the kink enrichment.
• In agreement with earlier investigations [75], the semi-implicit time-stepping scheme
is chosen over the, slightly more accurate, but computationally more expensive,
space-time approach.
• l-GMRES with ASM preconditioning provides an efficient and scalable iterative
solution approach for the given two-phase flow problems.
• A diagonal scaling of the XFEM system matrix will be used throughout this work as
it greatly improves the performance of iterative solvers. Using the sXFEM instead
of XFEM further speeds up the run time of the solution phase. On the other hand,
blocking of enrichment degrees of freedom has to be carried out carefully and is
not of comparable benefit. Hence, the blocking approach is avoided if possible.
• The sXFEM jump enrichment is not capable of representing a kink across the
interface in the enriched field, in contrast to the standard XFEM sign-enrichment.
Whether this results in major deficits of the overall solution is investigated with
some application examples in the next chapter.
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8 Applications
In this chapter, the success and wide applicability of the introduced two-phase flow
solver is shown by means of various 3D free-surface and two-phase flow problems. The
numerical results are validated against experimental data, if possible. In one case, the
DSD/SST interface tracking approach is used for direct comparison with the XFEM.
The approximation properties of the stable XFEM were already investigated in the
previous chapter. The accuracy of the results and the performance of the stable XFEM
are compared to the standard XFEM in two applications.
8.1 Dam breaking on structures
Wave impact problems are an important engineering problem, for example, in the event
of tsunamis. The prediction of, e.g., loads acting on obstacles being hit by a wave can be
very helpful in the design of structures situated in endangered regions. Further examples
can be found in the offshore industry, where structures are almost constantly exposed to
wave-structure interaction. In case of high waves, large amount of water can flood the
deck of, e.g., ships. This so-called green water can cause severe damage to structures and
cargo on the deck [30]. In the following, the XFEM two-phase flow solver is validated
with two problems from this class of applications.
8.1.1 Column
The first case examines the impact of a water wave on a tall coastal structure [147].
Figure 8.1 depicts the geometry and the initial water surface.
In the experiment, the water is initially contained behind a gate. The thin layer of
water (approximately 0.01 m) on the bottom of the tank is also taken into account, which
could not be avoided in the experiments. The physical parameters are given by: ρair =
1.225 kg/m3, ρwater = 999.1 kg/m
3, µair = 0.0000178 kg/m/s, µwater = 0.001137 kg/m/s,
γwater = 0.0728 kg/s
2, and fz = −g = −9.81 m/s2. An adaptively refined hexahedral
mesh is used with a minimal element size of h ≈ 0.01525 m in the vicinity of the interface
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Figure 8.1: Dam breaking on a column: Geometry and initial water location.
and a time step of ∆t = 0.001 s. The structure is assumed to be infinitely stiff and slip
boundary conditions are applied on all boundaries.
Figure 8.2 shows the water phase at different time instances. Due to gravity, the
initial water column collapses and evolves into a wave moving towards the structure.
Upon impact, the wave is separated by the structure and rides up its upstream face.
Just rejoined, the water is reflected at the upstream wall of the tank. Again, the now
weakened waves impinge on the structure, this time from the downstream face. The
wave front is once more reflected from the downstream wall of the tank, before the waves
slowly decay.
The experimental data provided in [147] comprises time histories of the velocity
component in x-direction of the water phase at a point 0.146 m upstream of the structure
and 0.026 m off the floor and the overall force in x-direction acting on the structure. The
data was obtained from four independent experiments. In the simulations, the values
of the force were calculated by integrating the pressure on the surface of the column,
neglecting the two faces with constant y-coordinates. Both quantities for the stable
XFEM and the standard XFEM are compared in Figure 8.3 and 8.4.
The plot of the force clearly shows the impact of the wave on the front (t ≈ 0.5 s) and
the back of the structure (t ≈ 1.5 s). Altogether, the agreement of XFEM and sXFEM
with the experiments is good. The only major difference lies in the overprediction of the
force during the impact at the back of the structure, which also happens slightly earlier
compared to the experiments (cf. Figure 8.3, t = 1.25–1.75 s). The shift in time could
be explained by the fact that the turbulent flow structures are underresolved—that is,
not modeled. Accounting for turbulence more accurately would probably delay the wave
after the violent collapse of the reflected water at the upstream face of the tank. The
plot of the x-velocity also shows the largest deviations from the experiments between
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t = 0.22 s t = 0.38 s
t = 0.76 s t = 1.44 s
t = 1.78 s t = 2.30 s
Figure 8.2: Dam breaking on a column: Water phase colored by vertical velocity at
different time instances.
1.25 and 1.75 s. However, the deviations are not as pronounced as for the force.
The results of XFEM and sXFEM are qualitatively comparable as can be seen from
the above evaluations. However, the difference in performance for this test case is clear.
Using 36 cores on the previously mentioned Intel Nehalem cluster, sXFEM achieves
about 313 time steps per hour compared to about 200 time steps per hour with XFEM. It
should be noted that blocking of enrichment degrees of freedom, with Cblock = 0.001, was
applied in addition to diagonal scaling for the XFEM. As the interface motion is severe
and spray develops, the iterative solver had difficulties converging even with blocking
enabled. sXFEM, on the other hand, converged smoothly. This finding regarding the
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Figure 8.3: Dam breaking on a column: Force in x-direction on the structure; XFEM
and sXFEM compared to experimental data [147].
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Figure 8.4: Dam breaking on a column: x-velocity 0.146 m upstream of the structure
and 0.026 m off the floor; XFEM and sXFEM compared to experimental
data [147].
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robustness of sXFEM in combination with good accuracy is very promising and tends to
the decision in favor of sXFEM. In the remainder of this chapter, the XFEM and sXFEM
are finally compared for a test case wherein surface tension effects and the accurate
treatment of the discontinuities across the interface is more important as for the dam
breaking problem.
8.1.2 Box
The second dam breaking test case considers the impact of a water wave on a rectangular
box [109]. The water is initially contained behind a gate and the physical parameters are
given by: ρair = 1.225 kg/m
3, ρwater = 999.1 kg/m
3, µair = 0.0000178 kg/m/s, µwater =
0.001137 kg/m/s, γwater = 0.0728 kg/s
2, and fz = −g = −9.81 m/s2. Figure 8.5 depicts
the geometry and the initial water surface position.
3.22m
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1.00m
0.16m
0.40m 0.55m
1.22m
x
y
z
Figure 8.5: Dam breaking on a box: Geometry and initial water location.
Two adaptively refined hexahedral meshes are used, with a minimal element size of
h ≈ 0.0175 m and h ≈ 0.00875 m. The corresponding time step is chosen as ∆t = 0.001 s
and ∆t = 0.0005 s. The structure is assumed to be infinitely stiff and slip conditions are
applied on all boundaries. Here, only the stable XFEM is applied.
Figure 8.6 shows the water phase of the coarse mesh colored by the vertical velocity at
different time instances. Comparing the frames to the previous case, the general behavior
of the water surface is certainly similar. As the obstacle is smaller, the wave does not
rise that high during impact and collapses on the box. After the water is reflected at the
upstream wall of the tank the wave front is once more reflected from the downstream
wall. This leads to a second impact on the box from the right hand side with much
lower intensity. Experiments to this case have been performed at the Maritime Research
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t = 0.40 s t = 0.80 s
t = 1.66 s t = 2.10 s
t = 3.00 s t = 4.92 s
Figure 8.6: Dam breaking on a box: Water phase colored by vertical velocity at differ-
ent time instances on the coarse mesh.
Institute Netherlands (MARIN) and are published in [109]. Measurements of the pressure
and the vertical water height are given at different positions in the tank.
Figure 8.7 qualitatively depicts the positions of the wave probes and pressure sensors
which are considered in this work—using the naming convention from [109]. Time
histories of the calculated and measured values according to the shown positions are
depicted in Figure 8.9. The amplitudes of the waves and the global behavior is predicted
very well at all wave probes. In the pressure time histories the point in time of the
initial impact of the wave on the box is captured perfectly at probe P1. Merely the
magnitude of the pressure peaks is slightly over-predicted. Probe P3 has to be excluded
from this statement as the pressure is under-predicted here. The instant at which the
wave hits the box for the second time from the right hand side is also clearly visible
in the pressure plots (t ≈ 5 s). After about t = 2 s, a delay between the simulation
and the experiment is observed, that is, after the initial wave is reflected from the left
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Figure 8.7: Dam breaking on a box: Measurement positions for pressure (P) and water
height (H).
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Figure 8.8: Dam breaking on a box: Water height plotted over time at four positions
compared with experimental data [109].
wall. Similar differences between simulation and experiment are observed, for example,
in [4,109] for the same test case. The results on the fine mesh in Figure 8.9 show a slightly
smaller delay, but on both meshes the results are obviously very similar. Unfortunately,
details about the measurement techniques in the experiment and thereby the uncertainty
of the measurement is unclear.
The two dam breaking test cases showed that the XFEM flow solver can be successfully
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Figure 8.9: Dam breaking on a box: Pressure plotted over time at four positions com-
pared with experimental data [109].
applied to problems with large interface motion in interaction with fixed obstacles. The
good agreement between the result for the two different mesh sizes in the last case shows
that, even for relatively coarse meshes, very accurate solutions can be obtained. As an
intermediate result, the sXFEM approach seems to be superior over the standard XFEM
approach in terms of robustness while offering a comparable accuracy.
8.2 Rising droplets
Rising droplets belong to the classical two-phase flow problems with surface tension.
For such problems, it is often inevitable to consider surface tension forces as they have
a noticeable influence on the shape of the droplets and consequently on the rising
characteristics. The numerical prediction of the behavior of single droplets is for example
important in the development of liquid-liquid extraction columns [27]. In the following,
the rise velocity of n-butanol droplets in water is investigated. Therefore, five different
droplet diameters are considered: d = 1.0, 1.5, 2.0, 3.0 and 4.0 mm. Bertakis et al. [27]
conducted a series of numerical studies with their XFEM solver on the effect of the
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t = 0.00 s t = 0.10 s t = 0.19 s
t = 0.27 s t = 0.35 s t = 0.44 s
Figure 8.10: Rising droplet: Droplet shape and slice through the middle of the domain
colored by the z-velocity at different time instances.
mesh size, time step size and the distance of the droplet to the sidewise walls. Based
on those findings the following domain sizes and meshes are chosen. The computational
domain occupies a rectangular box with the dimensions 7.5d× 7.5d× 15d. Initially, the
droplet is placed in the center of the domain in a distance of 2d to the bottom wall.
The physical parameters are given by: ρbutanol = 845.422 kg/m
3, ρwater = 986.506 kg/m
3,
µbutanol = 0.003281 kg/m/s, µwater = 0.001388 kg/m/s, γbutanol = 0.00163 kg/s
2, and
fz = −g = −9.81 m/s2. The minimal element size around the interface is h ≈ 0.078125d
and a time step between ∆t = 0.0001− 0.0005 s is chosen. No-slip conditions are applied
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on all boundaries.
Representatively, Figure 8.10 shows snapshots of the simulation with d = 4 mm. It
shows the droplet shape and a slice through the middle of the domain colored by the
velocity in upward direction. The droplet quickly loses its spherical shape and forms an
oblate shape. Closely looking at the frames in Figure 8.10, it can be observed that the
shape undergoes oscillations before it eventually reaches a steady state. This corresponds
to the criteria from [120] wherein this droplet belongs to the oscillating regime. Due to
the high rising velocity, a strong wake develops behind the droplet and a ring vortex is
formed along the tip of the ellipsoidal drop indicated by the small regions of negative
upward-velocity colored in dark blue in Figure 8.10.
t = 0.4 s
t = 0.3 s
t = 0.2 s
t = 0.1 s
t = 0.0 s
d = 1.0 mm d = 1.5 mm d = 2.0 mm d = 3.0 mm d = 4.0 mm
Figure 8.11: Rising droplet: Droplet shape at different time instances for d = 4 mm.
In order to allow for a clear comparison between the droplet shapes for the different
initial diameters, Figure 8.11 depicts the shapes of all droplets over time. The qualitative
agreement with the numerical results in [27] is very good. It is noticeable that for
d = 1 mm the spherical shape of the droplet is preserved over time. For d = 1.5 and
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2 mm the droplets quickly become more ellipsoidal and keep this shape during their rise.
In case of d = 3 mm, the drop already clearly requires more time to reach its steady
state of an ellipsoid. The 4 mm droplet was discussed before, showing an oscillating
behavior before assuming a very flat shape. These observations correlate perfectly with
the classifications by Clift [42]. According to Clift small droplets are expected to be
spherical and almost behave like rigid particles as interfacial and viscous forces dominate
inertia forces. For d > 1 mm droplets are expected to be ellipsoidal and experience
oscillations beyond d = 2.85 mm [27].
A quantitative comparison between the differently sized droplets is carried out by
means of the rise velocity of the droplets:
vrise(t) =
∫
Ωdrop
u(x, t) dΩ∫
Ωdrop
1 dΩ
. (8.1)
Figure 8.12 shows the magnitude of the rise velocity over time for the different droplet
diameters compared to the numerical results in [27]. The results for d = 1.5 mm are
not shown in Figure 8.12 as they are qualitatively very similar to the cases with d = 1
and 2 mm. After some time vrise eventually reaches a stable level. This state can be
immediately identified for the two smallest droplets. The buoyancy force experienced by
the droplets scales with their volume. Therefore, the largest of the two shows the highest
rise velocity. For d = 3 and 4 mm a change of the regimes is obvious. Small decaying
oscillations are visible in the rise velocity for d = 3 mm. The mean rise velocity of the
largest droplet is even lower compared to d = 3 mm as the oscillations in the rise velocity
are larger for d = 4 mm. The rise velocity of the two smaller droplets quantitatively
shows a very good agreement with the numerical results of [27]. Slight differences are
observed for the two larger droplet, however, qualitatively the results are very similar
compared to the referenced ones.
A steady sedimentation velocity:
vsed = max
t∈[0,T ]
‖vrise(t)‖, (8.2)
is determined for each droplet diameter and is compared with a model prediction and
the experimental results given in [27]; see Figure 8.13. In this case, the results for XFEM
and sXFEM are almost identical. Except for the two smallest droplets, the numerical
sedimentation velocities are slightly lower than those of the experiment. In this case,
the blocking of enrichment DOFs for the standard XFEM is not as important as for the
dam breaking test case. In fact, even without blocking, the iterative solver performs well
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Figure 8.12: Rising droplet: Time history of the rise velocity for the different droplet
diameters compared to experimental data [27].
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Figure 8.13: Rising droplet: Sedimentation velocity compared to model prediction and
experimental data [27].
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with diagonal scaling in addition to the standard preconditioner. This behavior is traced
back to the fact that the interface is much smoother in this case compared to the dam
breaking problem and does not undergo large changes. That is, the results of XFEM
and sXFEM are almost identical and the performance of the iterative solver is better
with sXFEM. However, the overall differences between XFEM and sXFEM are small for
the rising droplet problem.
Summarizing, it can be recorded that the proposed XFEM two-phase flow solver is not
only able to deal with large-amplitude interface motion, but also can accurately predict
problems on small scales where surface tension effects and accounting for the resulting
pressure jump plays an important role.
8.2.1 Surfactant covered droplet
Chapter 6 introduced a modeling approach for advection-diffusion problems on moving
implicit surfaces. In order to illustrate the application of the approach the transport
of surfactants on a rising droplet should be examined. The same physical parameters
from the previous section are assumed, but it is concentrated on the d = 3 mm case. For
simplicity, a uniform mesh with mesh size h = 0.15 mm is used and the size of the domain
is reduced to 2d× 2d× 4d. As for the surfactant transport the initial concentration is
uniformly set to G0Γ = 0.5 on the droplet surface and the diffusion coefficient is chosen to
σΓ = 0.00001 m
2/s.
Figure 8.14 depicts the droplet surface colored by the surfactant concentration and a
slice through the middle of the domain colored by the upwards-velocity at different time
instances. The flow near the interface leads to an accumulation of surfactants at the
lower cap of the droplet while the concentration at the top cap is steadily reduced. The
deformation of the droplet is the same as in the previous section as a coupling between
the surfactant concentration and the surface tension coefficient is not considered in this
work (cf. Section 6.2). However, one could imagine that for concentration differences
as shown in the above snapshots, an influence of a variable surface tension coefficient
on the droplet shape and rise velocity can be expected [5]. This fact motivates the
implementation of a variable surface tension coefficient in the future.
8.2.2 Parallel scaling
In order to evaluate the parallel efficiency of the code, a chosen setup is simulated with
different numbers of PEs, n = 1, 2, 4, 8, 12, 24, 48, 96 and 192. Five time steps of the
rising droplet simulation from Section 8.2 for d = 3.0 mm are performed on a uniform
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Figure 8.14: Surfactant covered droplet: Droplet shape colored by surfactant concen-
tration G and slice through the middle of the domain colored by the
z-velocity at different time instances.
mesh consisting of 1 024 000 elements.
Figure 8.15(a) shows a plot of the strong scaling with the parallel speed-up defined by
S(n) =
T (1)
T (n)
, (8.3)
plotted against the number of PEs. T (n) is the execution time for the given problem
using n PEs and, accordingly, T (1) the execution time for the serial problem. The scaling
is very good up to 48 PEs. For larger number of PEs the parallel efficiency
E(n) =
T (1)
n · T (n) , (8.4)
drops to less than 40%, see Figure 8.15(b). This could be explained by the increasing
parallel overhead with larger number of PEs. Further investigations will reveal existing
bottlenecks and improve the parallel performance.
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Figure 8.15: Rising droplet: Parallel scaling.
8.3 Olmsted dam
The last application example can be assigned to the field of hydraulic design of dams.
Dams are generally required to make a river navigable for its entire length even in case of
low water. Prior to the start of the construction of the Olmsted dam on the Ohio river,
Illinois (USA), several experiments have been conducted by the U.S. Army Corps of
Engineers Waterways Experiment Station with focus on the flow in a spillway of the dam.
Several models were considered with the aim of analyzing candidate designs for scour
protection of the spillway bed. The model of the spillway under investigation includes
part of the upstream channel, the spillway crest, underwater energy dissipators and a
stilling basin. Figure 8.16 shows the geometry with the flow running from the upper
right to the lower left.
The above model was numerically investigated in [19, 87, 176] using the DSD-SST
interface tracking approach (cf. Section 3.2). In the following the DSD-SST results by
Behr [19] are compared to the results obtained by the proposed XFEM two-phase flow
solver.
The physical properties are the same as for the air-water cases before: ρair =
1.225 kg/m3, ρwater = 999.1 kg/m
3, µair = 0.0000178 kg/m/s, µwater = 0.001137 kg/m/s,
and fz = −g = −9.81 m/s2. No surface tension is considered in order to maintain the
comparability with the DSD-SST simulations. In contrast to the previous numerical
examples, this case includes an inflow and outflow boundary. Therefore, at the inflow
boundary the water height becomes an inflow boundary condition for the level set trans-
port equation (3.14), and at the outflow the approaches discussed in Section 3.4 are
applied. The water height at the inflow is set to 10.94 m and the outflow height is
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Figure 8.16: Model of a spillway of the Olmsted dam on the Ohio river.
prescribed using the boundary condition (3.27) with z0 = 4.81 m. Initially, a smooth
transition between the inflow and outflow water level is assumed, cf. Figure 8.16. An
inflow velocity of 2.26 m/s is prescribed leading to a discharge rate of about 241.72 m3/s.
Slip boundary conditions are applied on the bottom, top and side walls. Due to the
complex bottom boundary, a generalized slip boundary condition has to be applied
there [20, 47]. The velocity components are locally transformed into normal and tan-
gential components with respect to the boundary. This allows us to restrict the normal
component on arbitrarily curved boundaries. The Reynolds number for this problem
based on the water phase, inflow velocity and inflow depth is about 2.2× 107. Hence,
instead of the LSIC stabilization (cf. Section 2.1.2), a Large Eddy Simulation (LES)
model is applied. Therein the effective viscosity is calculated using a Smagorinsky-Lilly
model [55]:
µeff = µ+ µturb, (8.5)
µturb = C
2
sh
2
√
2ε(u) : ε(u), (8.6)
with Cs ≈ 0.2 the Smagorinsky constant and h the size of the elements. Detailed studies
about turbulence models are beyond the scope of this work and therefore the simple
model above is chosen in accordance with the DSD-SST simulations in [19].
For this case, the mesh generation technique proposed in Section 5.4.1 is very useful.
Figure 8.17 shows a part of a slice through the hexahedral mesh used for the model.
Our mesh generation approach overcomes the inability of structured meshes to locally
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Figure 8.17: Olmsted dam: Slice of the computational mesh generated by employing
the adaptive mesh refinement approach near the interface and at the
boundary as described in Section 5.4.1.
vary the mesh density. In order to resolve the curved bed and the underwater obstacles
accurately, a fine mesh is required along the bed boundary. With a standard hexahedral
mesh this would automatically result in a very fine mesh in regions where only the air
phase will be present. As it is assumed that the air phase has an negligible influence
on the water in this case it is not important to resolve the air phase in detail. With
the help of the approach from Section 5.4.1, a boundary-refined mesh can be created
with a fine resolution along the bed boundary but a coarser mesh towards the upper
boundary. This mesh is then used in combination with the adaptive mesh refinement
around the interface. The final number of elements of the adaptive hexahedral meshes is
about 400 000 elements.
Using a time step size of ∆t = 0.01 s, a time span of 40 s is observed. Figure 8.18
shows snapshots of the water surface color-coded by the streamwise velocity component.
At the inflow, the flow can be characterized as subcritical based on the Froude number:
Fr =
u√
gd
≈ 0.218, (8.7)
with u the inflow velocity, gravitational acceleration g and inflow water depth d. Due
to the acceleration of the flow over the spillway crest (t = 3.5 s) the flow becomes
supercritical (Fr > 1). The flow is decelerated after the base of the spillway induced by
the underwater obstacles. Thus, a hydraulic jump arises in order to cover the abrupt
change in flow velocity (t = 6.1 s). Behind the large hydraulic jump the water surface gives
way to severe movement consisting of waves and smaller hydraulic jumps (t = 8.5−27.2 s)
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t = 27.2 s t = 36.1 s
Figure 8.18: Olmsted dam: Water surface colored by the streamwise velocity at differ-
ent time instances.
The unsteady behavior of the surface is fostered by the profile of the bed. After some
time, a quasi-steady state is obtained with a stationary hydraulic jump from which waves
are traveling downstream (t = 36.1 s).
8.3.1 Comparison with DSD results
It should be noted that in contrast to the DSD-SST results used as comparison in the
previous chapter only the water phase is modeled for the Olmsted case [19]. A tetrahedral
mesh consisting of 418 249 elements and 73 628 nodes is used. In order to suppress the
initial breaking of the surface, a discontinuity capturing stabilization of the surface had
118
8.3 Olmsted dam
t = 3.5 s t = 6.1 s
t = 8.5 s t = 11.6 s
t = 27.2 s t = 36.1 s
Figure 8.19: Olmsted dam: Water surface colored by the streamwise velocity at differ-
ent time instances using DSD-SST.
to be employed. Thereby, the need for remeshing could be alleviated. In the course of
the simulation, the influence of this stabilization could be reduced. In Figure 8.19, the
free-surface shape obtained with the DSD-SST approach in [19] are shown at the same
time instances as in Figure 8.18.
The most obvious difference to the XFEM results can be seen at t = 6.1 s, where
the DSD-SST approach does not allow the surface to fold. As no air is entrained by
the water phase, the interface tracking surface behaves much more smoothly compared
to the XFEM results and a quasi-steady solution can be identified earlier. The forced
stabilization of the surface certainly promotes this behavior. Despite that, the final
surface shape obtained with the two approaches are qualitatively very similar.
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Figure 8.20: Olmsted dam: Comparing the final surface elevation along the centerline
between DSD-SST and XFEM.
Figure 8.20 allows a closer look by comparing the final surface elevation along the
centerline of the domain. The agreement regarding the position of the hydraulic jump is
remarkable. Towards the outflow and before the hydraulic jump the two curves are almost
indistinguishable. In between, there is obviously some deviation due to unsteadiness of
the quasi-steady solution. In any case it can be concluded that the XFEM approach
performs very similarly compared to the—known to be accurate—DSD-SST approach.
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9.1 Conclusions
The features of the developed sharp interface two-phase flow solver are shortly summarized
in the following. The level set method provides a flexible interface description which is
necessary for complex two-phase and free-surface flows. Frequent reinitialization of the
level set field is required in order to restore its signed-distance property. Performing a
direct reinitialization only in a vicinity of the interface turns out to be about four times
faster compared to the application in the whole domain. An enrichment of the pressure
field is applied by means of the XFEM. Thereby, it can be accurately accounted for the
generally discontinuous pressure across the interface in two-phase flows, thus, establishing
a basis for a sharp interface approach. It is shown that a jump enrichment for the pressure
is the recommended choice for cases with and without surface tension. Regarding the
temporal discretization, the decision is made in favor of a semi-implicit approach which is
easier to handle in combination with the XFEM in contrast to the slightly more accurate
space-time formulation. The systematic numerical studies building on the foundation
of the above setting were also carried out on artificially moving meshes. Thus, the
possibility is kept to consider fluid structure interaction problems with free-surfaces in
the future. By means of an DSD-SST interface tracking approach, the accuracy of the
proposed solver could be verified; however, not all applications considered herein are
within the scope of the DSD-SST. Moreover, an easily integrated approach is presented
for the transport of surfactants on moving implicit surfaces.
Aiming at industrially relevant applications, the two-phase flow solver is parallelized
using MPI and PETSc. The parallel matrix assembly procedure could be sped up
by about 30% by permuting the node numbering. A GMRES-type iterative solver in
combination with an ASM preconditioner resulted in the best approach out of the pool
of systematically evaluated combinations. Convergence deficits due to ill-conditioning
could be stemmed by using the recently proposed stable XFEM in combination with an
additional diagonal scaling of the system of equations. The resulting parallel flow solver
delivers a robust and scalable solution approach for two-phase problems with the XFEM.
Furthermore, an adaptive mesh refinement approach allows for a more accurate interface
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representation, resolution of high gradients and kinks in the solution and capturing
detailed geometrical features while maintaining feasible number of elements.
The flow solver is validated for different situations and relevant engineering problems.
Simulations of dam breaks demonstrated the ability to deal with violent interface motion
in a robust and accurate way. The accuracy of the interface description and handling
of discontinuities could be shown for simulations of small n-butanol droplets in water.
Good agreement with experiments and model predictions were shown for these cases.
Finally, a free-surface flow in a spillway revealed a remarkable agreement between the
present two-phase flow solver and the accurate DSD-SST interface tracking approach.
Overall, a robust and accurate sharp interface approach for large scale two-phase and
free-surface flows could be achieved using the XFEM. While maintaining the flexibility
of an implicit interface description, the accuracy is comparable to interface tracking
approaches for the flow problems at hand.
9.2 Outlook
The further development of the solver framework aims at improving the performance
and enlarging the area of possible applications.
The investigation of multigrid solution approaches with the XFEM is an active topic in
the scientific community [81,94]. Known to be among the most efficient iterative solution
techniques, the integration of a multigrid solver in the present framework could greatly
improve the performance.
Some numerical studies in this work are already successfully performed on artificially
moving meshes. This is important if fluid structure interaction problems are considered.
Typically, the moving or deforming structure is represented by an interface tracking
approach. In combination with the implicit two-phase flow solver this results in a
combined interface tracking, interface capturing method. For such cases, the proposed
boundary refinement approach could also be very attractive. Thereby, also complex
structures can be accurately represented; however, avoiding significant increase in the
number of elements. The simulation of ship hydrodynamics—floating ships surrounded
by a free surface—are an example for applications in this context being of great interest.
Furthermore, the field of surfactant transport on interfaces was just broached in this
work. In order to consider industrial problems, the implementation of a model to consider
variable surface tension coefficients depending on the local surfactant concentration is
essential. In the context of droplets, the investigation of contact line problems could be
an interesting topic as well. Dynamic contact angles and the movement of the contact
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line pose challenges in this context.
It can be seen that only a portion of the wide field of two-phase and free-surface flows
was investigated in this work. The focus will be enlarged in the future by making the
proposed XFEM solver applicable to further interesting topics, as mentioned above.
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