ABSTRACT With the rapid evolution of technology, growing accessibility, and environmental appeal of wind and solar electric systems, distributed generation (DG) has been pushed from the fringe to a mainstream factor in the grid. However, due to the randomness and uncertainty of environmental and operational conditions, DG also brings many risks and may adversely affect the reliability and safety of the power grid when connected to the distribution network. Therefore, it is necessary to introduce the risk theory into the allocation and placement of DGs. This paper establishes a comprehensive set of risk and economic indexes by modeling the randomness and uncertainty of DG outputs. In addition, islanded operation, which is a promising development direction of microgrids, is explicitly studied and the related indexes are modeled. Putting them together, we propose a risk-based multi-objective optimal allocation model to optimize the placement and configuration of DGs and provide a reliable and cost-effective system. We solve the formulated multi-objective optimization problem by combining the gradient particle swarm optimization algorithm and the bacterial foraging algorithm. We demonstrate the validity and rationality of the proposed method through the analyses of the American PG&E 69-node system.
I. INTRODUCTION
With the rapid evolution of technology, growing accessibility, and environmental appeal of wind and solar electric systems, distributed generation (DG) has been pushed from the fringe to a mainstream factor in the power grid. More and more DGs are connected to the distribution network, which have brought benefits and challenges to the operation and maintenance of the power grid. Conventional power stations are usually centralized in a way that transmits electric power to customers via a simple radial network. In contrast, with generators (e.g., renewable energy generators) located close to sites of demand, distributed generation (DG) is expected to provide flexible and lower-cost electricity with fewer environmental consequences. However, with DGs, the distribution network
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will become much more complex, because it can completely change the grid topological structure and cause several potential operating conflicts such as voltage flicker and reverse power flow [1] - [5] . Meanwhile, the capacity and location of DGs have a profound impact on the reliability and efficiency of the grid. Therefore, an optimal configuration of DGs is the key to effectively improve power quality, reduce line loss, decrease operational risk and improve the system load rate [6] , [7] .
Many studies have been conducted to evaluate and optimize DGs in the distribution network. These methods generally fall into two groups, ''static'' evaluation methods and ''dynamic'' optimization methods. Although ''static'' evaluation and ''dynamic'' optimization methods are relevant, the former mainly focuses on building a comprehensive set of indexes to thoroughly evaluate the impacts of DGs for a given location, capacity and/or type. Chiradeja and Ramakumar [8] proposed voltage profile improvement index, line-loss reduction index, and environmental impact reduction index to quantify the benefits of DGs in distribution network. Ochoa et al. [9] proposed a multi-objective performance index, which considers a wide range of technical issues including voltage drop, voltage regulation, reverse power flows, and real and reactive power loss, to evaluate both adverse and beneficial impacts. In [10] , investment cost was added to measure the economic efficiency of DGs. More recently, probabilistic indices were introduced by modeling the probability of occurrence of various risks such as risky voltage rise, risky voltage down, line loss reduction, line loss increment, and line overload flow [11] .
Dynamically optimizing the configuration of DGs is usually more challenging. Analytical methods, which are easy to implement and fast to execute, are proposed [12] - [19] . However, their results are only indicative, since they usually make simplified assumptions [20] . Numerical methods formalize the optimal distributed generation placement (ODGP) problem into a simplified optimization problem, with objective function and constraints in specific forms (e.g., linear objective function and linear constraints for linear programming), and solve it via Linear Programming [20] - [22] , Sequential Quadratic Programming [20] , [23] and Nonlinear Programming methods [20] , [24] - [26] . In contrast, evolutionary algorithms are robust and provide near-optimal solutions for large, complex and/or multi-objective ODGP problems [20] , [27] - [36] . Prommee and Ongsakul [32] proposed to minimize the real power loss within real and reactive power generation limits and voltage limits for achieving the optimal DG placement in a microgrid (MG) system. Shukla et al. [30] proposed to optimize the size of DGs placed in radial distribution systems by minimizing the total active power loss of the distribution network. Moradi and Abedini [34] proposed to optimize both the location and capacity of DG with the objective to minimize network power loss and improve the voltage stability. The optimal size and location of DGs were further studied in [35] and [36] . Note that particle swarm optimization (PSO) [32] - [36] is more natural for continuous optimization, while genetic algorithm (GA) [27] - [31] is more suitable for discrete optimization [37] .
Recently, methods aimed to optimize nodal pricing were also proposed by modeling the profit, the operating cost, loss reduction, and voltage improvement including voltage rise phenomenon [31] , [38] . In addition, Tang et al. [39] studied the uncertainties related to demand and power supplied by DGs to optimize the size, location and type of DGs. These researches demonstrated the benefits by modeling the economic aspects and probabilistic nature of risks compared to previous traditional studies.
In this paper, we systematically introduce the risk theory into the allocation and configuration of DGs and establish a comprehensive set of risk indices and economic indices by modeling the randomness and uncertainty of DG outputs. In addition, DG optimization under islanded operation, which is a promising development of microgrids and not considered in above-mentioned works [20] , is explicitly studied and modeled. Searching the optimal configuration of DGs is formulated as a constrained optimization problem built upon proposed indices and metrics. A gradient particle swarm optimization (GPSO) and bacteria foraging (BFA) hybrid algorithm is proposed to obtain the near-optimal solution for the proposed constrained optimization problem. Finally, the rationality and the validity of the proposed model are verified by the analyses of the American PG&E 69 nodes system.
II. OPERATIONAL RISK MODEL A. OPERATIONAL RISK INDICATOR
IEEE Standard 100-1992 [40] defines risk as a measure of the probability and severity of undesirable results, and the formula is
where X t,f is the operation mode of the grid at time t; X t,j is the j-th possible operating condition of the grid at time t; P(X t,j |X t,f ) is the conditional probability of occurrence of the operating condition X t,j given operation mode X t,f at time t; E i is the i-th failure; P(E i ) is the probability of occurrence of the i-th failure; Sev(E i , X t,j ) is the severity of the system under operating condition X t,j and failure E i . Based on the historical observations, the failure times E of the power system follows a Poisson distribution. The probability of at least one failure of the line i within a given interval t i is calculated as
The major factors that affect the probability of system failure include the operation time of the line, the influence of the real-time power flow on the component outage, and meteorological factors. If the DG output is large and the distribution network is in light load state, the extra power which can't be consumed by the system will flow from the DG installation node to the first section of the feeder line to form a reverse trend. It will pose a threat to the safe operation of the distribution network [41] . The probability function of the tidal current fault is expressed as:
where L is the apparent power of the line under the current system operating state, L nomal max is the upper limit of the normal line flow, L max is the upper threshold for the line power limit, 30564 VOLUME 7, 2019 and P f .0 is the probability of line outage under normal line flow.
The aging of the components has become an important system failure factor in the operation of power grid. In reliability engineering, the bathtub curve is widely applied to describe the hazard function, which comprises a decreasing hazard of early failure, an increasing hazard of wear-out failure, and a constant hazard of random failure. We model such three-stage hazard function with following equations:
where P 1 is the stable operation failure rate, known as random failures, and P 2 is the maximum failure rate of the initial operation. Note that P 1 and P 2 are given statistics, while α and β are estimated from data. As the line is exposed to the external environment, its operation is inevitably affected by environmental factors (e.g., weather). Among various external factors, wind speed v could directly affect the operation safety and cause line failures [42] . Therefore, this paper explicitly adds the impacts of wind speed v into our line outage probability model. The proposed line failure probability density function P c is calculated as follows:
where C p is scale parameter and C p ≤ ln 2; v 1 is determined by the line type; v 2 is determined by the line safety level. In general, v 2 = dv 1 , where d = 1, 1.1, 1.2 and so on. The higher security level it needs, the larger d value we apply. Assembling above-mentioned failure models and factors together, integrated with DGs, the probability of failure of component i in the distribution network is computed as:
where P c,i models the weather impacts; P b,i models the threestage bathtub-shaped hazard function; P f ,i is the probability of line outage.
C. SYSTEM OPERATION RISK INDEX
Operational risk indicators need to consider both the probability and severity of the system failure [40] . This paper establishes the node voltage violation risk index, the branch overload risk index and the island operation risk index.
1) NODE VOLTAGE VIOLATION RISK INDEX
When a fault occurs due to a voltage drop of node i, the voltage violation loss value is defined as
where U i is the voltage amplitude of node i; U i max and U i min are the upper and lower limits of the voltage amplitude of node i, respectively.
The corresponding severity function for the voltage violation is defined as:
Furthermore, the voltage violation risk for node i is defined as:
where P r,Ej is the probability of occurrence of a fault E j , as given by Eq. (2); P r,Vi is the probability of failure of node i in the fault condition E j given by Eq. (6) .
. , E n ). The voltage violation risk index of node i is defined as:
where σ V and δ V are assigned weights to balance the trade-off between the average violation risk and maximum violation risk, and σ V +δ V = 1. Based on Eq. (10), we further calculate the system's total voltage violation risk index
where N is the total number of nodes of the system and ω Z ,Vi is the weight for node i.
2) BRANCH OVERLOAD RISK INDEX
When a fault occurs in the system, the risk and severity of overload is determined by the actual load rate of each line. The overload loss value ω Li of branch i is defined as:
where L i is the ratio of actual transmission power to the branch i's limit transmission power; L 0 is the pre-defined limit load. Note that we set L 0 to 0.9. As shown in Eq. (12), if L i is less than L 0 , the risk of overload is 0.
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Similarly, the system's total overload risk index is defined as:
In risk assessment, in order to obtain the seamless connection between the DG grid operation and the island operation, it is necessary to first carry out the island division or segmentation according to the fault condition and then assess the risk of power loss for the islands and grid [43] . Therefore, the load loss rate of the island operation is
where N SC is the total number of users in the system; N FL is the number of users who lose power after the failure of the island; N IS is the number of islands in the system; S i FL is the capacity of the i-th power-outage user; S n IS is the total capacity of users in the n-th island; S n DG is the total DG capacity configured in the n-th island; γ j SC is the importance of the j-th user in the system; γ i FL is the importance of the i-th power-outage user.
For an accident E j , the risk of load loss is
where P r,Ej is given by Eq. (2). Let
The risk indicator of load loss is defined as a weighted average of the average risk and maximum risk
where
Assembling the three risk indexes (i.e., the voltage violation risk index, the branch overload risk index and the island operation risk index), the objective function of the system operation risk is defined as a weighted average of the risk indexes
where α 1 + α 2 + α 3 = 1.
D. SYSTEM ECONOMIC INDEX
The investment cost, the DG operation cost, net loss fee, and cost for purchasing electricity from upper power grids are critical factors to evaluate the economic effectiveness of DG-integrated distribution networks.
1) DG OPERATION COST AND INVESTMENT COST
The cost of operation varies greatly due to external factors. When the output power of a DG is less than the expectation, it will trigger the cost for calling standby power supplies. The calculation formula is defined as follows:
where P r,DGi is the probability that the generated power of DGi is less than the expectation; P RE,DGi is the expected output of DGi; C b is the unit cost required to call the standby power supply; t i is the running time of the i-th DG.
We follow the common paradigm and apply the Weibull distribution to model the wind speed [44] . We model the intensity of the sun with Beta distribution [45] . As the wind turbines and photovoltaic power generation is the natural wind and solar energy, it only involves the cost of equipment investment, operation, and maintenance. The wind generator's annual cost is
where a WT is the wind turbine prices; r WT ,0 is the discount rate; m WT is Wind turbine operating years; u WT is the operation and maintenance cost (approximately 5%a WT ); N WT is the required number of wind turbines. Similarly, the cost of photovoltaic power generation is
In contrast, gas turbine requires natural gas as fuel. Therefore, the annual cost of combined heat and power (CHP) system includes both equipment cost and gas cost
where C F,MT is the annual gas fuel cost and C T ,MT is the annual investment cost for the gas turbine.
2) NET LOSS COST
Net loss is
where N L is the number of worker nodes; N is the total number of nodes in the system; Z ij and V ij is the impedance and voltage difference for branch ij; P f is the system power factor; C E is the cost of unit network loss.
3) ANNUAL COST OF PURCHASING ELECTRICITY
The annual cost of purchasing electricity from the higher power grid is
where T l max is the maximum load utilization hours; P FL is the total load; T DG max is the maximum amount of DG power generation hours; P ZDG is the total capacity of the DG; C UP is the electricity price of electricity from the power grid. Positive C 3 indicates purchasing the power from the higher power grid, while negative value refers to selling electricity to the higher power grid. Therefore, the system economic indicator C is calculated as:
where C risk,i is the operation risk cost; C DG is the investment cost for DG; C 2 is the cost of network loss; C 3 is the annual cost of purchasing electricity from higher power grid.
III. CONSTRAINT AND OBJECTIVE FUNCTION A. NODE POWER BALANCE CONSTRAINT
Considering the safety and stability of the power system, the optimal configuration of DGs should meet the active and reactive power flow balance equations:
where p DG,i and Q DG,i are the active and reactive power injected into node i by DGs; P L,i and Q L,i are the active and reactive power injected into node i by the line; U i is the voltage amplitude of node i; U k is the voltage amplitude of node k; Set N i represents all nodes connected to node i; G i,k and B i,k are the real and imaginary part of the admittance of branch ik; δ i,k is the phase difference of nodes at both ends of branch ik.
B. INEQUALITY CONSTRAINT
The inequality constraints include: (1) the node voltage constraint; (2) the upper and lower bounds of power transmission; (3) the upper and lower bounds of the power penetration; (4) the DG active power constraint; (5) the reverse power flow constraint. The constraints are defined as:
where N DG is the number of DGs, N L is the number of system worker nodes; U i max and U i min are the upper and lower bounds of node voltage; P ij is the transmission power of the line ij; P ij max and P ij max are upper and lower bounds of the transmission power; P DGi and Q DG,i are the DG injection power at node i; τ is the power penetration coefficient; P LD,i and Q LD,i are the load at node i; P L,i and Q L,i are the power injected into the line L by node i; S max i is the maximum capacity of the line i; µ is the limit of the reversible power.
C. OBJECTIVE FUNCTION
Based on the proposed operational risk indexes and economic indexes, this paper builds up a novel DG allocation model. The objective function of the optimal configuration of DGs is defined as follows:
where R is the risk indicators; C is the economic indicators; ω R and ω C are their weights, respectively. We apply min-max normalization method to scale the objective value to the same level. The detailed formula is defined in Eq. (27) , where f (x) and f (x) are the normalized and original values of the objective function, respectively.
D. JUDGMENT MATRIX
Judgment matrix method [46] is a quantitative method of combining weights. In this paper, the judgment matrix method is utilized to transform the multi-objective function to a single objective function. The core of the judgment matrix is to establish a consistent ranking to assess the value of each alternative combination according to the hierarchical relationship between the targets. The formation criteria are shown in Table 1 . The weight of each index is assigned according to its importance. For the operational risk indexes listed in Eq. (17), the system failure load index is the first-grade target; Branch overload index is the second-grade target to ensure the safe VOLUME 7, 2019 operation of the grid; Node voltage limit is the third-grade target. In the establishment of DG optimal configuration objective function given by Eq. (27) , the system risk indexes are the first-level goals to ensure safety, followed by the economic indexes as the second-level goals. Therefore, the two corresponding judgment matrices are defined as follows: 
IV. GPSO-BFA OPTIMIZATION ALGORITHM A. BACTERIAL FORAGING ALGORITHM
In 2002, Kevin M. Passino proposed a bionic optimization algorithm, or BFA algorithm, based on the foraging behavior of Escherichia coli in the intestine of the human body [47] . The chemotaxis process in the algorithm involves two processes: moving forward and flipping. The position is updated as follows:
where P(i, j, k, l) indicates the position of the individual i after completion of the j-th trend operation, the k-th generation propagation and the l-th dispersal operation; c(i) is the step size; (i) is the direction of random reversal.
B. GPSO-BFA ALGORITHM
In order to improve the convergence speed of the PSO algorithm [35] , [48] , GPSO algorithm was proposed. It updates its speed and position through the gradient information of a particle [49] . Therefore, it has a strong ability in local search and converges quickly. In contrast, the BFA algorithm employs a set of bacteria, which move towards random directions with increased fitness [47] . While its convergence rate is slow, the global search ability of BFA algorithm is stronger [47] . Thus, we expect to have better performance by combining the strengths of both GPSO and BFA algorithms. Specifically, the method of updating the particle position and velocity in the GPSO algorithm is applied to update the position and determine the direction of bacteria turnover in the BFA algorithm, which gives the bacteria the perceptual ability to explore the external environment. Therefore, the GPSO-BFA algorithm is expected to have better performance in solving the proposed model. The GPSO-BFA algorithm uses the gradient method of the GPSO algorithm to update the inertia weight w. w is updated as follows:
where ρ ∈ [0, 1] is a given threshold. Function rand() generates a random number between 0 and 1. The trend is a key step in the BFA algorithm. Due to the different capacity and cost of the different types of DGs, the uniform step is unable to meet the sensitivity of the adaptation value J i (j, k, l) to the number of different DG installations. In order to improve the optimization speed, the linear decreasing inertia weight w is used to replace the step size parameter C in the bacterial flip motion. When w is set to a large value, it can search the whole space and improve the exploration ability of the algorithm. When w is set to a small value, it is more sensitive to local search. Thus, the algorithm could avoid the increased complexity of adaptive control and reduce the computational time. 1) According to the initial information, the population size of the bacteria in the GPSO-BFA algorithm, the maximum number of elimination-dispersal events Ned, the maximum number of reproduction steps Nre, the maximum number of chemotactic steps Nc, the maximum number of forward steps Ns, and the elimination-dispersal probability Ped are initialized.
2) Calculate the load flow of the distribution network; Update the bacterial position by GPSO algorithm; Calculate the fitness of bacteria according to the objective function F RC ; Update the inertia weight w by using the GPSO algorithm.
3) Determine whether the algorithm reaches the stop criteria. If it converges, output the best solution. Otherwise, the group of chemotactic bacteria will continue the reverse and forward motion.
4) Calculate the health of the bacteria; Breed the best half of the bacteria and eliminate the rest.
5) Determine whether the number of iterations is reached. If it is reached, disperse the different parts of bacteria. Otherwise, the chemotactic operation is performed.
6) According to the given probability, if some of the bacteria meet the dissipation condition, re-disperse them to the search space and go to step 3. 
V. CASE STUDY
In this paper, the United States PG&E 69 nodes system is used to verify the effectiveness of the proposed algorithm and model. The system structure is shown in Figure 2 . In this paper, the GPSO-BFA algorithm is compared with the standard BFA algorithm and PSO-BFA algorithm. The parameters are initialized as follows: population size s = 50, variable dimension p = 3, the maximum number of elimination-dispersal events Ned = 2, the maximum number of reproduction steps Nre = 2, the maximum number of chemotactic iterations Nc = 10, the maximum number of forward steps Ns = 10, the elimination-dispersal probability Ped = 0.25, and PSO algorithm's learning factor c 1 = c 2 = 2. Note that ω is linearly reduced from 0.9 to 0.4, and the maximum number of iterations is set to 50.
The probabilities of failure for bold lines (e.g., L 11,12 , L 21, 22 , L 36,37 , L 43, 44 and L 61,62 in Figure 2 The load level and weight coefficients of each node are shown in Table 2 . The DG location is shown in Table 3 . We assume that the capacity of a DG is an integer multiple of 10kW and no more than 250kW. The total load of the network is 3725 + j3679kVA. The voltage reference value is 12.66kV. The total installed capacity of DGs does not exceed 25% of the total network load, that is, the maximum active access capacity of DGs in the system is 931.25kW. Wind turbine (WT) unit capacity investment fee is 1500 dollars/kW. Its operation and maintenance costs are 0.03 dollars/(kW· · · h). Wind speed follows a Weibull distribution with parameters k = 2.15 and c = 8.32. Cut-in wind speed, rated wind speed, and cut-out wind speed is 3 m/s, 13 m/s, 20 m/s, respectively. The unit capacity investment cost for photovoltaic power generation (PV) is 1750 dollars/kW. The operation and maintenance fee is 0.04 dollars/ (kW· · · h). The maximum light intensity is 500W/m 2 in the region. The light intensity follows a Beta distribution with parameters α = 0.52 and β = 1.33. PV and WT discount rate is 0.06 and the expected operating life is 30 years. The unit capacity investment fee for micro-gas turbine (MT) is 2134 dollars/kW, and the natural gas cost for power generation is 0.045 dollars/(kW · · · h).
We investigate two cases: Plan 1: micro-gas turbine (MT) and wind turbine (WT) hybrid optimization; Plan 2: micro-gas turbine (MT) and photovoltaic (PV) hybrid optimization. The optimized DG installation location and capacity are shown in Table 4 . As shown in Table 4 , when WT, PV and MT are mixed and optimized, the MT has a larger capacity in both plans. The fluctuation and randomness of WT and PV could introduce uncertainty and risk into the whole system. Thus, MT with a relatively large capacity is critical to reduce the risk and increase the reliability. As shown in Figure 3 , after optimization, both the operating cost and operating risk are largely reduced. Table 5 shows the optimal installation scheme for DGs considering/not considering the operation of the island. The installation capacity of each load level is shown in Figure 4 . As shown in Table 5 and Figure 4 , the capacity of DGs connected to the primary load nodes accounts for 34.7% and 27% of the total capacity for plan 1 and plan 2 when island operation is not considered. But in terms of the island operation, the capacity of the DGs connected to the primary load node accounts for 61% and 62.5% of the total capacity, respectively. This is due to the fact that the heavy weight of the primary load node could cause much larger accident loss compared with other nodes. When the distribution network fails, DGs can maintain power supply and reduce the loss of load. As shown in Figure 5 , the quality of voltage has been greatly improved after optimization and the lowest voltage has been increased from 0.91p.u to 0.94p.u. Based on the above analyses, optimizing the position and capacity of the DGs by using the risk assessment model can improve the reliability of the power supply and reduce the loss when failure happens. Figure 6 shows the network loss variation curves for PG&E 69 nodes before and after the optimization of DG configurations, respectively. As shown in Figure 6 , when the distributed power sources are not connected to the distribution network, the total network loss of the system is 591.6832kW. When the distributed power sources with optimized configuration are connected to the distribution network, the total network loss of the system is 423.1933kW, which is reduced by 28.48%. Therefore, it is beneficial to reduce the network loss and the line loss.
The GPSO-BFA algorithm effectively integrates the advantages of the GPSO algorithm and the BFA algorithm. As shown in Figure 7 , the GPSO-BFA algorithm converges faster than the PSO-BFA algorithm. Compared to the standard BFA algorithm, optimization search accuracy of GPSO-BFA algorithm is higher because of its combination of global search and local search. 
VI. CONCLUSION
This paper systematically studies the effect of islanded operation, the randomness and volatility of wind and photovoltaic power generation. The operation risk indices and the economic indices are applied to evaluate the impacts of DGs on the distribution network. The judgment matrix is used to balance the influence of different optimization targets and obtain the optimal configuration. Through the optimized DG configurations, we can effectively reduce the system operation cost and risk, as well as the load loss of the important nodes in the isolated island condition. The results show that the GPSO-BFA algorithm has a strong capability in searching for the global optimal solution and that it converges faster than the conventional BFA algorithm. In summary, the DGs' optimal allocation scheme provides useful insights for implementing a reliable and cost-effective power grid.
As a preliminary study, this paper includes wind power generation, photovoltaic power generation and micro-gas turbine as the research objects. We will study more types of DGs based on the actual operation requirements and develop more accurate operational risk assessment model and DG allocation algorithm in follow-up researches.
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