Abstract. In this paper, we describe a framework to program open societies of concurrently operating agents. The agents maintain a subjective theory about their environment and interact with each other via a communication mechanism suited for the exchange of information, which is a generalisation of the traditional rendez-vous communication mechanism from the object-oriented programming paradigm. Moreover, following object-oriented programming, agents are grouped into agent classes according to their particular characteristics; viz. the program that governs their behaviour, the language they employ to represent information and most interestingly the questions they can be asked to answer. We give and operational model of the programming language in terms of a transition system for the formal derivation of computations of multi-agent programs.
Introduction
The field of multi-agent systems is a rapidly growing research area. Although in this field there is no real consensus on what exactly constitutes an agent (in fact, this also applies to the notion of an object, which nonetheless has proven to be a successful concept for the design of a new generation of programming languages), there are some generally accepted properties attributed to it [14] . An agent is viewed upon as an autonomous entity that shows both a reactive and proactive behaviour by perceiving and acting in the environment it inhabits. Moreover, it has a social ability to interact with other agents in a multi-agent context. In the stronger conception of agency, an agent is additionally assumed to have a mental state comprised of informational attitudes (like knowledge and belief) and motivational attitudes (like goals, desires and intentions).
What this enumeration of properties shows, is that rather than being thought of as a computational entity in the traditional sense, an agent is viewed upon as a more elaborate software entity that embodies particular human-like characteristics. For instance, an important issue in the rapidly growing research area of electronic commerce, is the study of whether agents can assist humans in their tedious tasks of localising, negotiating and purchasing goods. The negotiation activities, for example, in general comprise the exchange of information of a highly complex nature, requiring the involved parties to employ high-level modalities as knowledge and belief about the knowledge and belief of the other parties.
The emerging novel application areas such as electronic commerce require the development of new programming paradigms, as the emphasis of programming involves a shift from performing computations towards the more involved concepts of interaction and communication. The object-oriented languages, for instance, as the term indicates, are primarily designed to program systems consisting of a collection of objects. In general, such an object is modelled as an entity whose state is stored in a set of variables and that is assigned a set of methods that can be invoked to operate on these variables. In fact, it constitutes a type of data encapsulation; other objects can inspect and change the state of the object through the invocation of one of its methods. The central interaction mechanism of this paradigm is thus one that proceeds via method invocations, which in our opinion, is not a mechanism suited to the communication of high-level types of information. Moreover, the field of multi-agent systems is not so concerned with programming objects, but, if we draw the classical philosophical distinction, more with programming subjects. That is, in this paradigm the subjective point of view of computational entities is explicated: the state of an agent is not given by an objective state mapping variables to values, but constitutes a mental state that expresses the agent's subjective view on itself and its environment. Hence, the object-oriented languages, in their current forms, are not well-suited to program multi-agent systems.
Among multi-agent programming languages like AgentSpeak [13] and DESIRE [3] , in previous research, we have developed an abstract multi-agent programming framework that has a well-defined formal semantics [4] [5] [6] . The framework is fit to program open societies of concurrently operating agents, which maintain a subjective theory about their environment, and which interact with each other via a communication mechanism for the exchange of information rather than the communication of values (like in [10] ). In this paper, we further extend this framework with generalisations of concepts from the object-oriented programming paradigm such as agent classes, communication based on a rendez-vous mechanism and the introduction of questions.
Inter-Agent Communication
We view an agent has a computational entity that operates together with a collection of other agents in some environment. It maintains a private, subjective theory about its environment, given by its specific expertise and reasoning capabilities, and interacts with other agents via the communication of information. In particular, we explicate the following constituents of an agent.
First of all, an agent has its own activity given by the execution of a private program, which describes the agent's reasoning patterns and its behaviour. The program is executed in the context of a mental state that consists of motivational attitudes (as goals) and informational attitudes (as beliefs). In this paper, we only consider the second category of mental attitudes; the motivational attitudes are outside the scope of the present paper and studied in other papers in this volume [9, 12] . That is, we assume that each agent has its own belief base. Additionally, the agent has a private first-order system to represent and process information. In addition to a first-order language, this system comprises an entailment relation (e.g., a prolog interpreter, theorem-prover) to decide whether formulae constitute a consequence of the current belief base. This operator for instance indicates how the agent deals with negations; i.e., whether it employs a negation-as-failure strategy, a finite-failure strategy, and so on. Moreover, it can be thought of representing the agent's decision-making capabilities. Finally, the firstorder system comprises an operation AE to update the agent's belief base with newly acquired information and newly established conclusions. That is, we assume that each agent employs its private belief revision strategy [8] .
Communication via Questions. Let us give a sketch of a communication mechanism that is based upon the notion of a question, by analogy with the notion of a method from object-oriented programming. Given a first-order system that comprises a set of first-order formulae and an entailment relation , a question is of the form:
Õ´Üµ ³ where Õ constitutes the name of the question, Ü is a sequence of formal parameters and ³ denotes a formula in . Consider for instance the following question to ask whether a particular liquid Ü has reached its boiling point: We make one more refinement: we admit the signature of the invocation to be different from the signature of the question. That is, we allow agents to invoke a question with a distinct signature, after which a translation takes place, in which the symbols in the invocation are mapped to the symbols of the question. An example is the following invocation: Ó Ð Ò ´ Ï Ø Ö´ µ Ø ÑÔ´ µ ¾½ AE µ We assume a translation function that maps the predicate Ï Ø Ö to the predicate ÀÝ ÖÓ Ò ÓÜ and the temperature ¾½ AE in degrees Fahrenheit to the corresponding temperature ½¼¾ AE in degrees Celcius.
An important feature of the communication mechanism is that it not only allows us to define what questions an agent can be asked, but also allows us to hide the details of the underlying first-order system by analogy with the ideas of object-oriented programming. Consider for instance an alternative definition of the question Ó Ð Ò like the following:
where the interface signature is given by ÀÝ ÖÓ Ò ÓÜ ÀÝ ÖÓ Ò ×ÙÐ¬ . This question is associated with agents that represent the temperature in degrees Fahrenheit instead of degrees Celcius. From the outside however, this difference in implementation is not visible. That is, an asking agent is not concerned with the representation of the temperature, that is, it does not need to know whether the temperature is measured in degrees Celcius or in degrees Fahrenheit.
Concepts from Object-Oriented Programming
In defining the above communication mechanism, we adapt and generalise mechanisms and techniques from the object-oriented programming paradigm.
Object
Classes. An important characteristic of the object-oriented programming paradigm is that object populations are structured into object classes. That is, each object in a population is an instance of a particular class, which is of the form:
where is the name of the class, Ü is comprised of the variables each object of the class employs and Å collects the methods that are used to operate on these variables. That is to say, each object has its own set of variables and methods, but the names of these variables and the code that implements these methods are the same among all objects in the class. The class thus defines a blueprint for the creation of its instances.
Active Objects. In several languages, like for instance the parallel object-oriented programming language POOL [1] , rather than being passive entities, objects are assigned an activity of their own. That is, in these languages, object classes are of the form:
Ü Å Ë where the additional constituent Ë denotes a program which governs the behaviour of the objects of the class. The main purpose of this program Ë is to maintain control over the invocation of the object's methods. That is, these methods cannot be invoked at any arbitrary point in the execution, but only at certain points, which are controlled by the program Ë. Moreover, at each point, the invokable methods typically constitute a subset of the entire set of methods.
One of the issues in the field of object-oriented programming is the design of programming languages for concurrent systems in which the object population dynamically evolves over time. An illustrative representative of these languages is the above mentioned language POOL [1] . A program in this language is comprised of a set of object class definitions, in which one class is identified as the root class. The execution of the program starts with the creation of an instance of the root class, which is marked as the root object. This root object executes the program that is defined in its class during which it creates new objects of the other classes. In this manner, a dynamically evolving population of concurrently operating objects is attained.
Communication Between Objects. The interaction mechanism that is used in objectoriented languages like POOL, is based on the classical notion of a rendezvous [2] . This constitutes a communication mechanism in which a process, say , executes one of its procedures on behalf of another process . In particular, the rendezvous can be viewed upon as to consist of three distinct stages. First, the process calls one of the procedures of the process . This is followed by the execution of the corresponding procedure by , during which the execution of the calling process is suspended. Finally, there is the communication of the result of the execution back to , upon which resumes its execution. It follows that a rendezvous comprises two points of synchronisation. First, there is the call involving the exchange of the actual procedure parameters from the caller to the callee and secondly, there is the communication of the results back from the callee to the caller
Programming Language
In this section, we define the syntax of our multi-agent programming language, in which we adapt and generalise the above concepts from the object-oriented programming paradigm in the light of communication between agents. It is important to keep in mind that the driving motivation of this generalisation is the fact that, in contrast to the notion of an object, agents are viewed upon as computational entities that process and reason with high-level forms of information rather than with low-level data as expressions and values.
First, we introduce the notion of a first-order system. We assume a set Î Ö of logical variables with typical element Ü, where we use the notation Î to denote the set of finite sequences over Î Ö, with typical element Ü.
Definition 1 (First-order systems)
A first-order system is a tuple ´ AEµ where is a set ÓÖÑ´¦µ of formulae from a sorted first-order language over a particular signature ¦. A signature is comprised of constant, function and relation symbols. We use the notation Ø ÖÑ´¦µ to denote the set of terms over the signature ¦ and Ø ÖÑ´¦µ to denote the set of closed terms, which are the terms that do not contain variables from Î Ö. Additionally, ¢ constitutes an entailment relation, and AE ´ ¢ µ denotes a belief update operator, such that ³AE constitutes the belief base ³ that has been updated with the information .
We assume a global set É that consists of question names. Questions templates and question invocations are then defined as follows.
Definition 2 (Question templates and question invocations)
Given a first-order system ´ AEµ over a signature ¡, the set É Ø´ µ of question templates and the set É ´ µ of question instances over , are defined as follows:
template is of the form Õ´Ü Ýµ ³, where the head Õ´Ü Ýµ is comprised of the name Õ of the question and the sequences Ü and Ý of variables constitute the formal parameters that in a communication step are to be instantiated with actual values. The difference between the sequences is that the variables Ü are global variables of which the scope extends over the boundaries of the question, whereas the variables Ý are strictly local to the question. As we will see later on, the purpose of the parameters Ü is to support the communication of dynamically generated agent names. The body of the question is a logical formula ³ that comes from the underlying first-order system . Moreover, each question Õ is also assigned an interface signature ¦ Õ that defines the visible vocabulary of the question body.
A question invocation is of the form Õ´× Ø µ, where Õ denotes the name of the question, the sequences × and Ø of closed terms denote the actual parameters that are to be substituted for the formal parameters Ü and Ý of the question, respectively, and the formula constitutes additional information regarding these actual parameters, which is either already expressed in the interface signature ¦ Õ or will be translated into this signature (via a translation function). By analogy with the object-oriented programming paradigm, we introduce the notion of an agent class.
Definition 3 (Agent classes)
An agent class is defined to be a tuple of the following form ´ É Ë ³ µ where is a first-order system, É É Ø´ µ is a set of question templates, Ë denotes a programming statement in which procedures that are declared in the set can be invoked, and ³ ¾ constitutes an information store.
A class thus consists of a first-order system describing the language and operators the agents in the class employ to represent and process information. Secondly, it comprises a set É of question templates that the agents in the class can be asked to answer, where for technical convenience we require that É does not contain two questions with the same name. Thirdly, the class definition contains a statement Ë that describes the behaviour of the agents in the class; that is, upon its creation each agent of the class will start to execute this statement. The syntax of atomic statement is given in Definition 5, while the syntax of complex statements is discussed in Definition 6. The set collects the declarations of the procedures that can be invoked in Ë, which, in case it is clear from the context, is usually omitted from notation. Finally, ³ denotes the initial information store of the agents in the class. A program then simply consists of a collection of agent classes.
Definition 4 (Multi-agent programs)
A multi-agent program È is a tuple´ ¼ ½ µ of agent classes.
Each class in a multi-agent program È defines a blueprint for the creation of its instances. The execution of the program consists of a dynamically evolving agent population in which existing instances have the ability to integrate new instances. Additionally, we can think of the possibility to extend the population with agents that have been created outside the system (for instance, by a particular user). However, the latter type of agent integration falls outside the scope of the current framework, as it requires an outer layer of user interfaces on top of the programming language.
We assume that each class in the program also makes up a sort , which we will refer to as an agent sort. We assume that the first-order system of each class in the program includes constants and variables of the different agent sorts, which are used to denote instances of the corresponding classes. In particular, we assume that there is a constant × Ð that is used by an agent to refer to itself.
Definition 5 (Actions)
For each class ´ É Ë µ in a multi-agent program È, the atomic actions of the complex statement Ë and the procedures in are defined as follows.
Actions for information processing

ÙÔ Ø ´³µ ÕÙ ÖÝ´³µ
The action ÙÔ Ø ´³µ denotes the update of the agent's information store with the information ³, while the action ÕÙ ÖÝ´³µ denotes a test that the formula ³ ¾ is a consequence of the current information store.
Action for integration
Ò Û´Üµ
An action of the form Ò Û´Üµ denotes the act of integrating a new agent in the system. This new agent will be an instance of the agent class , where denotes the sort of the variable Ü. Moreover, the action constitutes a binding operation in the sense that it binds the free occurrences of the variable Ü in the subsequent program.
Action for asking
× ´Ü Õ´× Ø ³µµ This action denotes the act of asking the agent Ü the question Õ´× Ø ³µ in the set É ´ µ. If the class denotes the sort of the variable Ü, it is required that the set of question templates defined in includes a template with the head Õ´Ü Ýµ, for some formal parameters Ü and Ý that are of the same length as × and Ø, respectively. Additionally, we require the variable Ü to be bound, that is, the action should occur in the scope of the binding action Ò Û´Üµ or of the binding action of the form Ò×Û Ö´Ô´Ù Úµµ, where Ü is an element of Ù.
Action for answering
Ò×Û Ö´Õ´Ü Ýµµ
This action denotes the act of answering a question template Õ´Ü Ýµ ³ in É, where the sequence Ü collects the global formal parameters, Ý denotes the local formal parameters and ³ denotes the body of the question.
Like the operation Ò Û´Üµ, the action Ò×Û Ö´Õ´Ü Ýµµ constitutes a binding operator that binds the global variables Ü (but not the local variables Ý) in the subsequent agent program. In fact, it gives rise to a block construction; that is, the variables can be referred to inside the scope of the operator, but outside the scope these variables do not exist. In particular, the idea is that the variables Ü are used to store the actual parameters of the question, which can referred to in the agent's subsequent program. Since the names of dynamically integrated agents are unknown at compile-time, it is indispensable that these identifiers are communicated at run-time. Consider for instance the following programming statement: Ò×Û Ö´Õ ½´Ü Ýµµ¡ × ´Ü Õ ¾ µ In the statement, the occurrence of Ü in the second action is bound by the first action. That is, in answering the question Õ ½ the agent comes to know about a particular agent which name will be substituted for the variable Ü, after which this agent is asked the question Õ ¾ . So, in answering questions an agent can extend its circle of acquaintances with new agents that it had not been aware of before.
In the communication mechanism, after answering a question, the actual parameters of a question can thus be referred to in the subsequent agent program. In the literature, this technique is also known as scope extrusion: the feature to extend the original scope of variables to larger parts of a program, like for instance in the -calculus [11] .
Definition 6 (Statements)
Complex statements are composed by means of the sequential composition operator ¡, the non-deterministic choice operator · and the internal parallelism operator ². Additionally, there is the possibility to define local variables and to have procedure calls.
Finally, the statement × Ô denotes the empty statement that has no effects.
Example 7
We illustrate the syntax of the programming language by means of the following example. Consider a multi-agent program È that consists of two classes:
ÓÓ × ÐÐ Ö× ÓÓ ÙÝ Ö×µ Let us first describe in detail how the class of book-selling agents is defined: ÓÓ × ÐÐ Ö× ´ É À Ò Ð Ç Ö ³ µ The first constituent of this class is a first-order system ´ AEµ, which contains formulae over a signature ¡. The predicates in this signature ¡ are given by the ordering relations and , a predicate Ù×ØÓÑ Ö´Üµ to denote that the agent Ü is a customer, a predicate ÙÐØ Ö´Üµ to denote that the agent Ü is notorious for not paying for its purchases, predicates AEÓÚ Ð´Ýµ and ÓÑ ´Ýµ to denote that the book Ý is a novel and a comic, respectively, and finally a relation ËÓÐ ´Ü Ýµ to denote that the book Ü has been sold to agent Ý. Additionally, ¡ contains a set ¦ of constants: ¦ ¦ ½ ¦ ¾ ¦ ¿ which is comprised of a set ¦ ½ of constants to denote agents with typical element Ò, a set ¦ ¾ of constants to denote books with typical element and finally, a set ¦ ¿ to denote the prices of books in euros with typical element Ñ. Furthermore, the entailment relation implements a negation-as-failure strategy; that is, for all ³ ¾ , the following holds: ³ µ ³ Moreover, the interface signature of the question AE Û ÙÝ Ö is given by ¦ ½ , while the signatures of the other two questions is given by ¦. So, the question AE Û ÙÝ Ö´Ü ¯µ amounts to asking that the agent Ü is not already a customer. This question is typically asked for its side-effects, as we will see below. The question ÔØÇ« Ö´ÜÝ Þµ is employed to ask that Þ is an acceptable offer from the agent Ü for the book Ý, while Ê Ù× Ç« Ö´¯ ÜÝÞµ is used to ask that such an offer is unacceptable.
The procedure À Ò Ð Ç Ö, which is declared in the set , is defined as follows: Thus, the procedure loops over the non-deterministic choice between the acceptance of an offer, the refusal of an offer and the registration of a new customer. Note that the question AE Û ÙÝ Ö is typically answered for its side effect, namely the binding of the global formal parameter Ü to an actual parameter. In particular, the scope of the variable Ü is extruded to the next action of the program in which the information Ù×ØÓÑ Ö´Üµ about Ü is added to the information store. Provided that a buyer has been registered as a customer, novels and comics are sold in case the offered price exceeds 20 euros and 4 euros, respectively. In the other cases, including the situation that the customer is known to be a defaulter and the situation that the book has been sold already, offers are refused.
Finally, the information store ³ of the class is a conjunction of atomic formulae of the form AEÓÚ Ð´ µ and ÓÑ ´ µ, where ranges over the elements of ¦ ¾ . The store thus defines for each of the books whether it is a novel or a comic. In particular, we assume it to contain the information AEÓÚ Ð´ ¿ µ.
Additionally, there is the following class of agents that buy want to buy a book ¿ from the booksellers: ÓÓ ÙÝ Ö× ´ Ê ÙÝ ÓÓ ¿ ØÖÙ µ The first-order system is defined over a signature that is comprised of a relation ÓÙ Ø´Ü Ýµ to denote that the book Ü has been bought from agent Ý. Additionally, it contains the subsignatures ¦ ½ of constants to denote agents with typical element Ò, a set ¦ ¾ of constants to denote books with typical element and thirdly, instead of constants to denote the price of books in euros, a set ¦ of constants to represent the prices of books in dollars with typical element°Ñ. The set Ê consists of the following question:
AE ÛË ÐÐ Ö´Ü ¯µ ØÖÙ where Ü is a variable of the sort ÓÓ × ÐÐ Ö×. This question is typically employed for its side effect, namely to come to know about a selling agent Ü.
The procedure ÙÝ ÓÓ ¿ , which is declared in the set , is defined as follows: refused, the procedure is recursively invoked in order to come to know about (another) bookselling agent. It is important to note here that the price°¾¾ in dollars needs to be translated into a price in euros. For instance, one can think of a translation function that multiplies a price in dollars with a factor ¼ , yielding the corresponding price ¾½ in euros.
Operational Semantics
In this section, we define the operational semantics of multi-agent programs. Let us first consider the notion of an agent, which is an instance of a particular agent class.
Definition 8 (Agents)
An instance of an agent class is called an agent. Given a class ´ É Ë ³ µ, the initial configuration of an agent is the tuple Ò Ë ³ where Ò is a unique constant of sort .
An agent is assigned a unique name Ò, which can be used by other agents in a system to address it. Upon integration in the system, the initial information store of the agent is given by the store ³ from the class and its initial programming statement is Ë. Moreover, the agent uses the first-order system to represent and process information, while the questions it can be asked to answer are collected in the set É. Additionally, the procedures that can be invoked in Ë are collected in the set . As the constituents , É and remain invariant under execution and can be inferred from the class, they are not included in the agent's configuration. Although also the name Ò of the agent stays the same during execution, it is still included in the agent's configuration simply because it allows us to distinguish between the different instances of the same class.
Definition 9 (Multi-Agent Systems)
Given a program È ´ ¼ ½ µ, a multi-agent system is a set of instances of the agent classes ´¼ µ.
A multi-agent system is a population of agents that dynamically evolves itself through the dynamic integration of new instances of the classes of the program. The operational semantics of the programming language is defined in terms of transitions between multi-agent systems. Such a transition is of the form:
which denotes a computation step of the multi-agent system , where ¼ constitutes the part of the agent system that still needs to be executed. This computation step is only allowed to take place in case the condition ÓÒ is satisfied.
In order to be able to define the transition rules, we use the notation Ë Ø Ü to denote the simultaneous substitution of the terms Ø for the variables Ü in the statement Ë. We define the transition rules for the integration of agents, communication and parallel execution. The transition rules for the other actions and for statements are similar to those in [5, 4, 6] and therefore omitted here.
Definition 10 (Transition for agent integration)
Let the class ´ É Ì µ be the agent sort of the variable Ü, and let Ñ be a fresh agent constant of sort , we have the transition:
In this transition, a new agent Ñ of the class is created that starts to execute the statement Ì defined in its class, and which has an information store that is given by the formula . In the program Ë of the integrating agent Ò, the variable Ü is substituted by the actual name Ñ of the integrated agent. Additionally, in the program of the new agent, the constant × Ð is replaced by its actual name Ñ. Note that we assume a global naming mechanism: the constant Ñ is not only fresh with respect to the above local transition rule, but fresh with respect to the entire agent population. This assumption ensures that all agents in the population are assigned a distinct name.
Definition 11 (Transition for rendezvous)
Given the question template Õ´Ü Ýµ with interface signature ¦, let ¡ denote the signature (excluding agent constants) of a formula ³ and terms × and Ø. The transition is as follows: Moreover, the transition reflects how the scope of the global formal parameters of a question is extended to the agent's subsequent program; that is, the formal parameters Ü of the question Õ can be referred to in the subsequent statement Ì of the answering agent. As mentioned before, this technique of extending the original scope of variables, is in the literature known as scope extrusion. In fact, these variables are replaced by the actual parameters ×. 
The rule defines that the computation steps of a multi-agent system are derivable from the computation steps of its subsystems. That is, if a subsystem ¾ evolves itself to the system ¼ ¾ , the resulting configuration of the overall multi-agent system ½ ¾ is given by the system ½ ¼ ¾ .
Example 13 (Selling and buying books)
Recall the multi-agent program È ´ ÓÓ × ÐÐ Ö× ÓÓ ÙÝ Ö×µ from the previous section. Consider the initial system ´Ò ½ ÁÒØ Ö Ø Ë ÐÐ Ö Ò ÙÝ Ö ØÖÙ µ which consists of an agent with name Ò ½ that has an empty information store ØÖÙ and executes the procedure ÁÒØ Ö Ø Ë ÐÐ Ö Ò ÙÝ Ö that is defined as follows: Using the transition for agent integration this system evolves itself in one step to the multi-agent system: 
Conclusions and Future Research
One of the benefits of following the structuring mechanisms of object-oriented programming is that it allows us to study how the Unified Modeling Language (UML) [7] , which has become a significant software engineering tool, can be applied for the modeling of agent communication. Moreover an interesting topic of feature research is the study of the concept of inheritance in the context of agent communication, which denotes the reuse of code, and the concept of subtyping, which denotes the specialistion of behaviour. That is, agent classes can be organised into hierarchical classifications, which describe what constituents classes inherit from other classes. An important ingredient of this study is the development of a semantic characterisation of the subtyping relation, which describes under what circumstances agents from a particular class specialise the behaviour of agents from an other class. One of the conditions of this relation is for example the condition that agents of the subtype can be asked the same questions as the agents of the supertype and moreover, provide the same answers. Subtyping is a very significant concept from a software-engineering point of view, as in modifying existing multi-agent programs, it allows the local replacement of agents by agents from a subtype, without affecting the overall behaviour of the system. A subsequent step is the development of an equivalent syntactic characterisation of the subtyping relation, possibly based on a refinement calculus, which yields a method of formally proving subtype relations. An additional interesting issue of future research is to extend the framework with mechanisms that can be used by agents to advertise the questions they can be asked to answer.
