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We prove that if a finite matrix A of the form
is a circular disc centered at a, then a must be an eigenvalue of C . As consequences, we obtain, for any finite matrix A, that (a) if ∂W (A) contains a circular arc, then the center of this circle is an eigenvalue of A with its geometric multiplicity strictly less than its algebraic multiplicity, and (b) if A is similar to a normal matrix, then ∂W (A) contains no circular arc.
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For an n-by-n complex matrix A, its numerical range W (A) is, by definition, the subset {⟨Ax, x⟩ : x ∈ C n , ‖x‖ = 1} of the plane, where ⟨·, ·⟩ and ‖ · ‖ denote the standard inner product and its associated norm in C n , respectively. It is known that His proof, never published, is based on Kippenhahn's result (W (A) is the convex hull of the real points (x, y) satisfying q(x, y, 1) = 0, where q(x, y, z) = 0 is the dual, in the projective plane, of the curve det(x Re A + y Im A + zI n ) = 0, Re A = (A + A * )/2 and Im A = (A − A * )/(2i) being the real and imaginary parts of A) and Bézout's theorem (if two projective curves p(x, y, z) = 0 and q(x, y, z) = 0 of degrees m and n, respectively, intersect at more than mn points, then p and q have a common factor). For other related results, see [2, Theorem] , [3, Theorem 1] , [4] and [5, Theorem 4.12 and Corollary 4.4] . For the first assertion of Anderson's theorem, the author discovered (in [6, Lemma 6] ) another proof by using the Riesz-Fejér theorem on nonnegative trigonometric polynomials and the fundamental theorem of algebra. The purpose of this note is to utilize this approach to prove a generalization of Anderson's theorem. The following is our main result. To prove this theorem, we need the following lemma. Let D = {z ∈ C : |z| < 1} be the open unit disc.
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We may assume that
, where 
Corollary 4. If A is an n-by-n matrix such that ∂W (A) contains more than 2n points of a circle centered at a, then a is an
eigenvalue of A with its geometric multiplicity strictly less than its algebraic multiplicity. In this case, the number 2n is sharp.
Proof. That a is an eigenvalue of A follows from case m = 0 of Corollary 3. Let n 1 (resp., n 2 ) be the geometric (resp., algebraic) multiplicity of a. We obviously have n 1 ≤ n 2 . If n 1 = n 2 ≡ m, then A is unitarily equivalent to a matrix of the form 
⊥ with C − aI n−m one-to-one. However, Corollary 3 implies that a is an eigenvalue of C . This is a contradiction. Thus n 1 < n 2 as asserted.
The sharpness of 2n is seen from the n-by-n diagonal matrix
, where ω n = e 2π i/n and ϵ > 0 is sufficiently small. In this case, W (A) is the regular n-gonal region with vertices ω j n (1 + ϵ), 0 ≤ j ≤ n − 1, and ∂W (A) ∩ ∂D containing exactly 2n points.
For a matrix similar to a normal one, we can say slightly more of its numerical range. The sharpness of n is seen from the n-by-n diagonal matrix
), where ω n = e 2π i/n , and , and hence has its spectrum σ (A) equal to ∂D. In particular, 0, the center of W (A), is not in σ (A).
