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Neural networks have been studied for many years in eorts to mimic many
aspects of biological neural systems. Remarkable progress has been made in
solving problems such as vehicle control navigation, decision making, nancial
applications, and data mining using neural networks. However, humans can
thoroughly defeat articial intelligence with little diculty when facing with
cognitive tasks such as pattern recognition. Moreover, with the increasing de-
mand of our modern life, cognitive function becomes more and more important
in intelligent systems.
Rate coding is a traditional coding scheme used in neural networks. However,
the behavioral response of a neuron may be too fast that makes it is impossible
to describe its activity relying on the ring rate. With the development of
instruments and experimental techniques, increasing ndings suggest that spike
times make sense in encoding information. The idea that information could be
encoded by precisely timed spikes has drawn increasing attention over the past
20 years. By incorporating the concept of time, spiking neural networks (SNNs)
is compatible with the temporal code rather than the rate code. The goal of
this thesis is to investigate aspects of theories of spiking neural networks in an
attempt to develop cognitive learning and memory models for computational
intelligence.
Firstly, a spike-timing-based integrated model is devised for solving pattern
recognition problem. We attempt to build an integrated model based on SNNs,
which performs sensory neural encoding and supervised learning with precisely
vii
Summary
timed sequences of spikes. Sensory information is encoded by explicit ring times
of action potentials rather than mean ring rates using a latency-phase encoding
method and subsequently transmitted to a consecutive network for learning. The
results show that when a supervised spike-timing-based learning is used, dierent
spatiotemporal patterns are recognized by dierent spike patterns with a high
time precision in milliseconds.
Inspired by the hippocampal CA3 region, a computationally ecient auto-
associative memory model using spiking neurons is proposed. The spiking neural
network is able to encode dierent memory items by dierent subsets of neurons
with a recurrent network structure. After activation of neurons coding for a
specic memory, they can be kept ring repetitively in the following gamma
cycles by the short term memory (STM) mechanism. By the synaptic modi-
cations of recurrent collateralsby fast N-methyl-D-aspartate (NMDA) channels
with a deactivation time shorter than a gamma subcycle, accurate formation of
auto-associative memory can be achieved.
The recent identication of network-level memory coding units in hippocam-
pus suggests that memory could be represented by population of neurons and
organized in a categorical and hierarchical manner. A hierarchically organized
memory (HOM) model using spiking neurons is proposed, in which the temporal
population code is considered as the neural representation of information and
spike-timing-based learning methods are employed to train the network. We
demonstrate that the proposed computational model can store patterns in forms




Finally, a hierarchical structured feed-forward spiking neural network is pro-
posed to develop invariant response patterns through spike-timing based learning
rules. Internal representations of external stimuli in the brain are achieved by
generating selectivities of neural assemblies. A spike-timing-based learning al-
gorithm is employed to develop hetero-association between aerent spikes with
postsynaptic spikes, while STDP learning abstracts knowledge from repetitive
patterns. The results demonstrate that neurons are able to generate selectivities
to visual features with dierent specicity levels along the hierarchy through
spike-timing based neural computation.
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To understand how the human brain works is a fascinating challenge that
requires comprehensive scientic research in collaboration with multidisciplinary
elds such as biology, chemistry, computer science, engineering, mathematics,
psychology, etc. Mimicking brain functions such as perception, learning, memory
and cognition is the major goal of an articial intelligent system.
Neural networks have contributed to theoretical advances in the scientic
study of nervous system during the last few decades. An articial neural net-
work refers to a system of interconnected \neurons", which processes informa-
tion by their activities in response to external inputs. Although the capability
of articial neural networks depends to a large extent on our current under-
standing of biological neural systems, they provide us powerful techniques in
solving real-world problems such as pattern recognition, time series prediction,
data processing robotics, etc.
Spiking neural networks have attracted increasing interests over the past
twenty years, and a great deal of theoretical and practical achievements have
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Chapter 1. Introduction
been made. This thesis focuses on advancing existing theories and developing
innovative cognitive learning and memory models using spiking neural networks.
1.1 Background and Basic Concepts
1.1.1 Cognitive Learning and Memory in the Brain
In a biological nervous system, learning and memory are two indispensable
components of all mental processes, especially for cognition functions. Learning
is the acquisition of knowledge or skills through study and experience. And
memory is the process in which information is encoded, stored, and retrieved.
Therefore, an intelligent machine is supposed to be able to obtain knowledge from
external stimulation and store them in the form of memory. When encountering
new problems, it would response relying on the stored knowledge.
From the perspective of psychology, memory can be generally divided into
sensory memory, short-term memory (STM) and long term memory (LTM).
Memory models proposed by psychologists provide abstract descriptions of how
memory works. For example, Atkinson-Shirin model simplies the memory
system as shown in Figure 1.1.
In order to explore the memory function in biological systems, dierent parts
of biological nervous system have been studied (Hawkins & Blakeslee, 2004; He,
2011). Researches on sensory system, especially vision system, advance our
understanding of sensory encoding. Indicated by the study on patient H.M., the
hippocampus is believed to be the most essential part involved in consolidation
of memory.














Figure 1.1: Multi-store model of Memory (Atkinson & Shirin, 1968).
It resides within the medial temporal lobe of the brain and is believed to be
responsible for the storage of declarative memories. At the macroscopic level,
highly processed neocortical information from all sensory inputs converges onto
the medial temporal lobe. These processed signals enter the hippocampus via
the entorhinal cortex (EC). Within the hippocampus, there are connections from
the EC to all parts of the hippocampus, including the dentate gyrus (DG), CA3
and CA1 through perforant pathway. Connections from the DG are connected
to CA3 through mossy bers, from CA3 to CA1 through schaer collaterals,
and then from CA1 back to EC. In addition, there are also strong recurrent
connections within the DG and CA3 regions. Figure 1.2 depicts the overview of
hippocampus based on its anatomic structure.
A few computational models simulating dierent regions of the hippocampus







Figure 1.2: Diagram of the hippocampal circuit.
2005; Cutsuridis & Wennekers, 2009). Inspired by the structure of hippocam-
pus, memory function have been demonstrated in these models. However, due
to insucient knowledge about mechanisms underlying neural computation in
biological systems, limited function of the brain can be articially reproduced
with current technology. By simulating articial neuron models, neural networks
are inherently close to the nature of biological nervous systems and possible to
mimic their functions. Figure 1.3 illustrates the information ow in typical ar-
ticial neural networks. Similar to biological nervous systems, encoding and
learning are the most important components of a memory model using neural
networks. Encoding denes the form of neural representation of information,











Figure 1.3: Information ow in an articial neural network.
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1.1.2 Articial Neural Networks
The rst articial neuron was proposed by McCulloch & Pitts (1943). A
biological neuron is simplied to a threshold logic unit (TLU), which receives
inputs from other neurons (representing the dendrites) and produces an output
by summing inputs (representing the axon). Since each aerent synaptic connec-
tion has a dierent ecacy (Figure 1.4), the summation of inputs is weighted.
The state of a neuron is dened to be either \active" or \inactive" depending
on whether the weight sum exceeds the predened threshold or not.
Shortly after this, the perceptron proposed by Rosenblatt (1958) and mul-
tilayer perceptron (MLP) equipped with backpropagation algorithm (Werbos,
1974) advances neural network research to a new level. Generally, for a typical
articial neuron, the output value is usually the outcome of a transfer func-






However, the discovery of the incapability of solving linear inseparable prob-
lem (Minsky & Papert, 1969) stagnated neural network research for over ten
years. In 1990s, support vector machine (SVM) drew more attention due to
its remarkable performance on classication problems, although it is a bit more
far away from biological neural networks. Recent hot spot of deep learning has
renewed interests in neural networks, however, its stochastic nature weakens its
biological plausibility.
Spiking neural networks (SNNs), which fall into the third generation of neural
5
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network models, elevate the level of biological realism of articial neurons by in-
corporating the concept of time into the computational neuron model. Dierent
from neuron models of the previous two generations, a spiking neuron initializes
an action potential when its membrane potential reaches the threshold, which
integrates postsynaptic potentials it receives.
Schematic diagrams of computational units of three generations are presented
in Figure 1.4. The membrane potential of the neuron is modeled as the weighted
sum of all aerent inputs, and the output is described as the outcome of the
activation function.
The computational units evolves from binary input/output to continuous
input/output and nally becomes spiking input/output. This is mainly caused
by dening the computational units with dierent types of activation function.
The McCulloch-Pitts neuron uses the Heaviside step function as the activation
function, so that the input and output values are binary (only 0 or 1). An
analogue neuron (second generation) adopts a sigmoid function that enables it
to receive and generate analogue input and output. The spiking neuron models
incorporate a temporal integration module so that the spiking neural networks
are compatible with spike patterns.
Due to their more biological realistic properties, spiking neural networks have
enhanced our understanding of information processing in the biological system
and advanced research of computational neuroscience over the past few decades.
Spiking neural networks have been shown to be more ecient to solve non-linear
classication task such as the classical XOR-problem with less neurons than the



















Figure 1.4: Generations of articial neurons.
perimental ndings in neurobiology and research achievements in computational
intelligence using spiking neural networks lead to growing research interests in
designing learning and memory models with spiking neurons.
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1.2 Research Scope and Contributions
The overall objective of this thesis is to develop learning and memory models
using spiking neural networks in solving cognitive tasks. We focus on memory
models using spiking neural networks. Traditional neural networks and other AI
techniques are not considered in this thesis. To be more specic, the neural code
employed in this work is limited to the temporal code.
Although much progress has been made over the past few decades, there are
several research gaps that need to be lled. First, the sensory encoding and
neural codes are still underexplored. The encoding process of biological sys-
tems remains unclear, and there is a persistent debate on which neural codes
should be chosen. Moreover, due to the lack of a comprehensive understanding
of neural computation with action potentials, synaptic theory of learning needs
further study as well. Another important issue is that research on memory mod-
els carried out so far mainly focuses on specic regions of the brain, ignoring
the underlying memory organization principle at a network level. Therefore,
this thesis mainly focuses on the following two important issues. The rst re-
search focus lies on the synaptic theory for cognitive memory systems. Another
research focus is developing computational neural network models emphasizing
the generation and organization of memory.
The main contributions of this thesis are summarized as follows. The work
described in chapter 3 provides a systematic computational model that inte-
grates encoding, learning with a unied neural coding scheme, bridging the gap
between the processes based on known neurobiological mechanisms. We propose
a SRM-based computational model of the hippocampus CA3 for the storage of
8
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associative memory inspired by the works of Jensen et al. in chapter 4. The
proposed molel is able to achieve auto-associative memory storage in single pre-
sentation of memory items and computationally more ecient than integrate and
re (I&F) model. Moreover, chapter 5 provides a computational model storing
and organizing memory in spiking neural networks with temporal population
codes. We demonstrate the emergence of neural populations coding information
and show how associative and episodic memory are formed in networks with dif-
ferent synaptic plasticity. The results give us implications for the understanding
of how neural systems store and organize stimuli into memories in the nervous
system. All the above techniques are meaningful and have potential for devel-
oping real-world applications.
1.3 Organization of the Thesis
The potential of neural computation with precisely timed spikes in developing
learning and memory models serves as the main motivation of this work. In or-
der to achieve the aforementioned objectives, dierent models with spike-timing
based learning have been proposed, implemented and analyzed.
In the following chapter, a comprehensive review of learning and memory
models using spiking neurons is presented. By studying existing research achieve-
ments, a clear and thorough understanding of current research development
paves the way for developing learning and memory models using spiking neural
networks with temporal codes.
In Chapter 3, a computational model with spike-timing-based encoding schemes
and learning algorithms is proposed to bridge the gap between sensory encoding
9
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and synaptic information processing. By treating sensory coding and learning as
a systematic process, the integrated model performs sensory neural encoding and
supervised learning with precisely timed spikes. We show that with a supervised
spike-timing-based learning, dierent spatiotemporal patterns can be recognized
by reproducing spike trains with a high time precision in milliseconds.
Chapter 4 presents a computationally ecient associative memory model of
the hippocampus CA3 region by spiking neurons , and explores the storage of
auto-associative memory. The spiking neural network encodes dierent asso-
ciative memories by dierent subsets of the principal neurons. These memory
items are activated in dierent gamma subcycles, and auto-associative memory
is maintained by the synaptic modications of recurrent collaterals by N-methyl-
D-aspartate (NMDA) channels. Accurate formation of auto-associative memory
is achievable in single presentation of memory items when synaptic modications
depend on fast NMDA channels having a deactivation time within the duration
of a gamma subcycle. Simulation results also show that spike response model
(SRM) improves computational eciency over the integrate-and-re (I&F) neu-
ron model.
Chapter 5 describes a hierarchically organized memory model using spiking
neurons, in which temporal population codes are considered as the neural repre-
sentation of information and spike-timing-based learning methods are employed
to train the network. It has been demonstrated that neural cliques representing
patterns are generated and input patterns are stored in the form of associative
memory within gamma cycles. Moreover, temporally separated patterns can be




In order to improve the ecient of the computational intensive spiking neural
network, a hierarchical structured feed-forward spiking neural network learning
from sparse-coded natural images is proposed in Chapter 6. By incorporating
orientation selective simple cells and making computation in a spike-driven man-
ner, spiking neurons generate their selectivities to visual features with dierent
specicity levels.
Finally, Chapter 7 summarizes the main results and draws the conclusion.




Spiking neural networks received a great deal of attention from the research
community. Over the past few decades, many studies have been carried out to in-
vestigate coding, learning and memory related issues in spiking neural networks.
In this chapter, spiking neuron models are introduced followed by a compre-
hensive review of neural coding, synaptic learning rules and memory models in
spiking neural networks. A few state-of-the-art encoding schemes, learning rules
and memory models are highlighted and discussed as well.
2.1 Spiking Neuron Models
If one wanted to classify neural network models according to their compu-
tational units, networks composed of McCulloch-Pitts neurons are regarded as
the rst generation. The second generation is based on computational units that
apply an action function to weighted sum of inputs and produce continuous out-
put values. Networks composed of spiking neurons fall into the third generation
of neural network models.
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The spiking neuron model takes time into consideration as an additional
computational resource, which makes it more biologically plausible. With the
development of experimental techniques and equipment, more and more neuro-
science ndings support the idea that spiking neurons are more close to realistic
neurons. The aims of using spiking neurons include describing and predicting
biological processes more accurately and improving computational eectiveness
of neural network models.
In literature, there are various spiking neuron models proposed by researchers.
The mathematical description of the properties of a neuron may vary from dif-
ferent levels of detail, so they may exhibit dierent properties of biological neu-
rons. Considering implementation cost and biological plausibility, the neuro-
computational properties of spiking neuron models were compared as shown in
Figure 2.1 (refer to Izhikevich (2004) for a detailed review).
Generally, the more precise description of the model has, the more computa-
tional cost it requires (Figure 2.1). How to choose an appropriate neuron model
when one simulates biological neurons? The proper answer to this question is
that it depends on the type of the specic problem. If the goal is to study
neuronal behaviors of biological neurons at a cell level or with a small network
composed of tens of units, the Hodgkin-Huxley model ts very well. In contrast,
if the goal is to simulate a large network with thousands of spiking neurons in
real time, integrate and re (I&F) model is more appropriate with regard to ef-
ciency. Among all integrate-and-re models, the leaky integrate-and-re (LIF)
neuron is the best-known example of a spiking neuron model, which is described
13
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Figure 2.1: Comparison of the neuro-computational properties of spiking neu-
ron models by Izhikevich (2004). The biological plausibility is reected by the
number of features possessed by each neuron model. The implementation cost is
estimated by the number of oating point operations (addition, multiplication,
etc.) needed to simulate the model during one millisecond time.
by the dynamics of the membrane potential as
dv(t)
dt
=   [v(t)  Vrest]
m
+ Isyn (2.1)
where v(t) is the membrane potential, Vrest is the resting membrane potential,
and m = RmCm is the membrane time constant. Rm and Cm are the leak resis-
tance and the membrane capacitance, respectively. Isyn is the injected current
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from synaptic inputs.
Another neuron model we need to notice is the spike response model (SRM)
(Gerstner, 1995), which is a generalization of the LIF model. The membrane
potential of the spiking neuron is given by





wi(t  t^; t  t(f)i ) (2.2)
where t^ is the ring time of the last spike of the neuron,  denes the form
of the action potential and its after-potential, wi is the synaptic weight from
the ith input neuron to the post-synaptic neuron,  describes the post-synaptic
potential (PSP) of an input pulse, and t
(f)
i is the arrival time of the f th input
spike from ith input neuron. Since the membrane potential explicitly depends
on the ring time of the last spike, and the kernel functions of spike response
model are dened as functions of t, so that the time course of each component
can be separately identied and analyzed.
As mentioned above, the main research focus is to develop learning and
memory system using spiking neural networks with a certain number of neuron.
Therefore, I&F neuron models are the most appropriate neuron models. In
certain cases, spiking response model is adopted for the ease of implementation
and analysis due to its eciency and ease for analysis.
2.2 Spiking Neural Networks
Considering memory as a functional system, encoding schemes and learning
algorithms are the two most important components. In addition, other works
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such as network architecture design may also play important roles in articial
memory systems. In the following sections, encoding approaches, learning algo-
rithms and memory models in spiking neural networks will be reviewed succes-
sively.
2.2.1 Neural Coding in Spiking Neural Networks
Figure 2.2: Spike trains in response to moving bars in monkey striate cortex by
Kruger & Aiple (1988). Each vertical bar denotes a spike and each row records
the rings generated by each neuron.
Figure 2.2 shows the recording of the ring times of 30 neurons from monkey
striate cortex, which is a typical spatiotemporal ring pattern. Each row is called
a spike train and composed of several spikes generated by the neuron at dierent
16
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times. In order to describe neural activities, dierent encoding methods have
been proposed by researchers, among which rate-based encoding (rate codes)
and spike-based encoding (temporal codes) are the most widely studied coding
schemes (Softky, 1995; VanRullen & Thorpe, 2001). In addition, other neural
coding schemes such as population coding and phase coding also merit attention.
Rate Code or Temporal Code?
There is a continuing debate over which characteristics of a spike train carry
useful information for processing. The major bone of contention in the debate
is that whether to choose `rate codes' or `temporal codes' for spiking neural
network.
In order to interpret the second generation neural networks from a biological
perspective and supported by the pioneering work on frog muscle stretch receptor
by Edgar Adrian (Adrian, 1928), the output of a sigmoidal unit was viewed as
a representation of the ring rate of a biological neuron. Based on the idea that
the information is encoded by the mean ring rate (temporal average of spikes)
in biological neural systems (Shadlen & Newsome, 1994; Litvak et al., 2003),
a time window is set and the spikes occur within are counted to calculate the





where T is the length of the encoding time window and nsp is the spike count
within this time window.
Biological neurons are known to re at a range of frequencies, neural networks
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of the second generation are biologically more plausible than those from the rst
generation regarding this ring rate interpretation. However, the fast pattern
classication carried out in the cortex makes this \ring rate" interpretation
questionable. It has been shown that visual pattern classication can be carried
out in 100 milliseconds (Perrett, Rolls, & Caan, 1982; Thorpe & Imbert, 1989).
In addition, it has been proved that the mean re rate fails to correctly describe
the temporally varying sensory information (Carr, 1993).
Unlike the rate code, the temporal code assumes that the precise placement
of the spikes in time carries signicant information. Without ignorance of the
information contained by the intervals between spikes, a spike train describes




(t  tfi ) (2.4)
where tfi denotes ring time of the fth spike in the sequence and (t tfi ) denotes
the PSP of the spike ring at tfi .
The dierence between rate codes and temporal codes can be eliminated
by changing the length of time bin used to calculate the temporal average of
spike times. With an innitely short time bin, rate codes can be converted into
temporal codes. Therefore, it is the timescale that distinguish this two leading
coding schemes. When the time bin is longer than the interval between spikes,
neural activity can be estimated reliably by mean ring rate because many spikes
occur in each bin. On the contrary, if the time bin is very short in order to capture
the information carried by high-frequency uctuations of ring-rates or precise
spike timing, temporal codes seems to be more appropriate than rate codes.
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Theoretically, the temporal code provides more information capacity than
the mean ring rate of neurons (Abeles et al., 1994; Bialek et al., 1991; Victor,
2000). For example, spike trains share the same ring rate may have dierent
temporal conguration, which indicates that intervals between spikes may encode
information. In addition, latency code, which is the most studied temporal
coding approach, will be reviewed in Chapter 3.
Other Coding Schemes
It has been widely accepted that neural activities of group of neurons rather
than single neurons preserve the information in the cortex (Hebb, 1949; Dead-
wyler & Hampson, 1997; deCharms, 1998). Since responses of individual neurons
are susceptible due to the complexity of neural systems, population coding pro-
vides a more reliable encoding scheme for information communication (Jazayeri
& Movshon, 2006). Therefore, uctuation of neural responses or damage to
single cells will not lead to a catastrophic result. Take the place cells in the hip-
pocampus as an example, they generate `place-specic' ring when an animal see
a familiar environment (O'Keefe & Dostrovsky, 1971). In order to identify the
place, averaging technique is usually adopted to remove the inevitable response
variability of single neurons. However, the biological system is able to achieve
reliable identication with real-timing encoding processes. A possible interpre-
tation is that the information is encoded by a population of neurons rather than
single neurons.
Another important coding scheme that should be noticed is phase coding. Ac-
tion potentials have been shown to be related to phases of the intrinsic subthresh-
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old membrane potential oscillations (Llinas, Grace, & Yarom, 1991; Koepsell
et al., 2009). The phase locking between action potential and gamma oscillation
has also been discovered in electric sh (Heiligenberg, 1991) and entorhinal cor-
tex (Chrobak & Buzsaki, 1998). In addition, phase coding has been successfully
used to achieve sequences learning and episodic memory in hippocampus via
phase precession (O'Keefe & Burgess, 2005; Tsodyks et al., 1996; Jensen, 2001).
In summary, temporal codes and population codes receive more attentions re-
cently with increasing support from biological and physiological ndings. Phase
coding is believed to involve in sequence learning and formation of memory.
Therefore, temporal, population and phase codes may serve as the internal rep-
resentation of information in the nervous system respectively or jointly.
2.2.2 Learning in Spiking Neural Networks
Biological neural system has a remarkable capability of adapting itself to the
changing environment. As a replica of the biological nervous system, articial
neural networks ought to possess the same ability with some degree of accuracy.
The learning ability in articial neural networks have been dened as adjusting
the parameters of the network so that it can preserve knowledge gained through
learning.
Considering the focus of this thesis, the denition of learning in neural net-
works given by Haykin (Haykin, 1998) is the most appropriate:
\Learning is a process by which the free parameters of a neural network are
adapted through a process of stimulation by the environment in which the network
is embedded. The type of learning is determined by the manner in which the
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parameter changes take place."
In biological neural networks, the plasticity mainly refers to the changes in
neural pathways and synapses that are caused by changes in environment and
neural processes. Therefore, the modication of free parameters in response of
stimulation results in learning. Among all these parameters, the synaptic weight
is the most studied one, which decides the strength of connection between two
neurons.
Since spiking neural networks pay close attention to neurobiological learning
methods and the complete learning process remains unclear, researchers have
spent decades exploring the synaptic theory of neural systems, during which
biological ndings serve as the main source of inspiration. In 1949, Donald Hebb
proposed the very rst hypothesis for the underlying mechanism of the synaptic
weight modication in his 1949 book \The Organization of Behavior" (Hebb,
1949):
\When an axon of cell A is near enough to excite cell B and repeatedly or
persistently takes part in ring it, some growth process or metabolic changes take
place in one or both cells such that A's eciency as one of the cells ring B, is
increased."
Hebb's rule has been summarized and cited as \cells that re together, wire
together" and can be understood as that the repetitive stimulation leads to
the association between external stimuli and neural activities. The Hebbian
learning rule has been viewed as the basic mechanism for learning and memory
(Blumenfeld et al., 2006) and widely implemented in various neural network
models as a linear associator.
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As precise spike timing (Mainen & Sejnowski, 1995) and interval between
pre- and postsynaptic ring (Bi & Poo, 1998) were discovered, learning with
millisecond precision has received intensive interest. The temporally asymmet-
ric form of Hebbian learning induced by temporal correlations between pre- and
postsynaptic spikes is called spike-timing-dependent plasticity (STDP). Similar
to other forms of synaptic plasticity, STDP is believed to be the underling mech-
anism for learning and information storage in the brain (Bi & Poo, 2001). It
is assumed that repeated presynaptic spikes contribute to the closely following
postsynaptic action potential and lead to long-term potentiation (LTP) of the
synapse, whereas an inverse temporal relation results in long-term depression
(LTD) of the same synapse. Therefore, the change of the synapse is dened as
a function of the relative timing of pre- and postsynaptic spikes, which is called
the STDP function as shown in the following equation:
wji =
8>><>>:
a+  exp( s
+
) if s < 0
 a   exp( s
  ) if s > 0
(2.5)
where wji is the synaptic weight from neuron i to neuron j, a
+ and a  are
amplitudes of exponential functions, and s = ti   tj denotes the time dierence
between pre- and postsynaptic spikes.
The STDP function (also called learning window) is illustrated in Figure
5.5. In addition, the length and amplitude of the learning window vary between
synapses, showing dierent characteristics.
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Figure 2.3: Spike-timing-dependent plasticity.
Learning Rules
Spike-timing-based learning algorithms compute with ring times and make
use of inter-spike intervals so that they are inherently compatible with temporal
codes. It is also believed that the STDP plays an important role in learning,
memory, and the development of neural circuits. Therefore, we focus on spike-
timing based learning rules and review some of them, and leave more detailed
explanation to other sources. There are three main learning paradigms (super-
vised learning, unsupervised learning, and reinforcement learning) according to
the existence of the teacher or reward signal. Here, we follow the same sorting
scheme commonly used in machine learning.
Supervised Learning Characterized by having knowledge of both input
and output, a teacher signal (based on the dierence between desired output
and actual output) is applied to supervise the modication of the network con-
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nectivity. The concept of supervised learning has been successfully utilized in
the context of neural networks since the invention of the perceptron (Rosenblatt,
1958; Widrow & Ho, 1960; Werbos, 1974).
Biological evidence supports that instruction-based learning exists in bio-
logical neural systems (Knudsen, 1994). Studies on motor control and learning
in cerebellum and the cerebellar cortex provide direct evidence that supervised
learning exists in the brain and suggest that it may contribute to the development
of network that possess cognitive functions (Thach, 1996; Ito, 2000; Montgomery,
Carton, & Bodznick, 2002).
Supervised Hebbian Learning (SHL) may be the most straightforward im-
plementation of supervision in a biological plausible way, which is able to map
input spike trains to desired output spike patterns. A comprehensive analysis
of SHL can be found in Legenstein, Naeger, & Maass (2005). Among all exist-
ing spike-timing based learning rules, ReSuMe (Ponulak & Kasinski, 2010) and
tempotron (Gutig & Sompolinsky, 2006) are the most outstanding two of this
learning paradigm due to their simplicity and eectiveness. The modication of
synaptic weights are updated according to the cooperation of the time interval
between pre- and postsynaptic spikes and the \error" signal. The ReSuMe can
be understood as a special case of tempotron rule, which reduces the ring time
window from a certain width to a single point. However, SHL, ReSuMe and tem-
potron are mainly suitable for single layer neural networks. For multiple layer
and recurrent networks, a spike-timing based backpropagation learning rule may
be more desirable. In order to address this issue, Bohte and colleagues proposed
a learning rule called SpikeProp (Bohte, Kok, & Poutre, 2002), in which a gradi-
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ent descent-based error signal is utilized to instruct the adaptation of multilayer
networks. More recently, the ReSuMe learning rule has been applied to mul-
tilayer networks and extended to be able to process multiple spiking neurons
(Sporea & Gruning, 2013).
Many other supervised learning algorithms in spiking networks have been
proposed, such as Hopeld & Brody (2001), Barak & Tsodyks (2006), Pster
et al. (2006), and Florian (2012). For a review of supervised learning algorithms
we refer to Kasinski & Ponulak (2006).
Unsupervised Learning With the knowledge of inputs only, the mod-
ication of the parameters in the network is in a stimuli-driven manner. The
network has to gain knowledge purely from the input patterns without a teacher.
Once statistical regularities of the inputs have been developed, an internal rep-
resentation of the features of the input is formed.
Hebb's rule and STDP algorithm are two common examples of unsupervised
learning and they have been successfully implemented in various neural net-
work models. By modifying synaptic weights through a unsupervised learning
process, the reconguration of connectivity within a network may lead to dier-
ent functions such as clustering (Landis, Ott, & Stoop, 2010; Bohte, Poutre,
& Kok, 2002), pattern recognition (Hopeld, 1995), independent component
analysis (Clopath, Longtin, & Gerstner, 2008; Klamp, Legenstein, & Maass,
2009; Savin, Joshi, & Triesch, 2010), self-organizing maps (Ruf & Schmitt, 1998;
Veredas, Mesa, & Martinez, 2008) or memory formation (Gerstner & van Hem-
men, 1992; Sommer & Wennekers, 2001). A detailed review of unsupervised
learning in spiking neural network works can be found in Hinton & Sejnowski
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(1999).
Reinforcement Learning Animals gain knowledge in a trial and error
process not only through direct instructions from a \teacher". In this learning
paradigm, a reward will be presented to the network when the behavior is pre-
ferred, while undesired behaviors will be punished. This learning paradigm is
called reinforcement learning and has been successfully implemented in eld of
machine learning. However, the link between the reinforcement learning the-
ory and observed biological neural adaptation has been missing until the recent
experiments on the activity of midbrain dopaminergic neurons, which coincide
with the prediction of reward in learning process (Schultz, 2002). In addition,
the concentration of a neuromodulator called dopamine has been considered to
be responsible for the learning processes in the brain (Otmakhova & Lisman,
1996; Otani et al., 1998; Gurden, Takita, & Jay, 2000; Bao, Chan, & Merzenich,
2001).
Inspired by these biological ndings and experimental results, various of re-
inforcement learning for spiking neural networks have been proposed (Florian,
2007; Baras & Meir, 2007; Farries & Fairhall, 2007; Legenstein, Pecevski, &
Maass, 2008; Vasilaki el al., 2009). In return, some of the proposed models of-
fer reasonable explanations of experimentally observed phenomena in classical
conditioning (Ljungberg, Apicella, & Schultz, 1992; Schultz, 2002), associative
learning through instrumental conditioning (Brembs et al., 2002), or biofeedback
control of neural activities (Fetz & Baker, 1973).
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2.2.3 Memory Models Using Spiking Neural Networks
Memory is the fundamental function for complex cognitive processes. Neu-
roscientists have developed many computational models in order to mimic the
biological memory system.
The study of the famous patient Henry Molaison suggests that hippocampus
is a crucial structure for consolidating memory. According to biological evi-
dence, hippocampus is believed to contribute to the consolidation of information
from short-term memory to long-term memory and spatial navigation. More
specically, the hippocampal regions CA3 and CA1 have been proposed to be
responsible for the storage and recall of auto- and hetero-associative memories,
respectively (Treves & Rolls, 1994).
Since working memory is not completely distinct from short-term memory
(Cowan, 2008), we roughly classify computational memory models into short-
term/working memory models and long-term memory models.
One of the research direction is focusing on specic memory types or areas of
the brain. Working memory models are either based on specic network struc-
tures (e.g. (Durstewitz, Seamans, & Sejnowski, 2000)) or neural dynamics at
synaptic level (e.g. (Mongillo, Barak, & Tsodyks, 2008)). In short term memory
networks, feedforward networks and feedback-based attractor networks are com-
monly adopted to maintain patterns of neural activity simulating dierent parts
of the hippocampus (CA1 and CA3) (Cutsuridis, Cobb, & Graham, 2010; Jensen,
Idiart, & Lisman, 1996). In addition, one should notice that the theta/gamma
oscillations and phase locked spikes are believed to play important roles in the
hippocampus, and have been applied to memory models (Jensen, 2001; Sommer
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& Wennekers, 2001).
Another trend of research is to consider the brain as an inseparable sys-
tem. Inspired by the anatomical model of the brain and physiology studies on
the functional roles of hippocampus and cortex, hippocampal-cortical networks
have drawn great attention recently (Eichenbaum, 2000; Frankland & Bontempi,
2005; Wiltgen, 2004). The hippocampal-cortical model consists of sensory sys-
tem (encoding), hippocampus (short-term memory), and cortex (long-term mem-
ory). Various encoding schemes may be adopted by the sensory system, dierent
mechanisms are used to sustain the short-term memory, and long-term memory
is usually stored in the form of synaptic plasticity through a neocortical associ-
ation process.
However, the organization principal of memory, which is intensively related
to the learning process happening all the time throughout the brain, is still un-
clear. Hebbian theory, which is also called assembly theory, attempted to explain
the associative learning process at the synaptic level. With the development of
large-scale ensemble recording techniques, network-level functional coding units,
named neural cliques, have been successfully identied in the hippocampus (Lin
et al., 2005). Since STDP can be understood as a special form of Hebbian
learning, a possibility is that STDP process and other spike-timing based learn-
ing mechanisms are involved in the formation of neural cliques and associative
learning. Moreover, a recent study of population response patterns in monkey
inferior temporal cortex suggests that external stimuli can be represented by
response of neural populations in monkey inferior temporal (IT) cortex, and the
encoded memory patterns are organized in a hierarchical order (Kiani et al.,
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2007).
The aforementioned studies suggest that timing of spikes might be an essen-
tial factor in neural representation of information, and spike timing may play an
important role during learning. However, insucient attention has been paid to
temporal information carried by precisely timed spikes in most existing memory
models using spiking neural networks. In addition, increasing biological ndings
support the proposal that memories are represented by invariant neural responses
and organized categorically and hierarchically in the brain. All these ndings
and results provide substantial motivations for the extensive investigations of




Integrated Model for Pattern
Recognition
3.1 Introduction
Everyday we recognize plenty of familiar and novel objects. However, we
know little about the underlying mechanism of the sophisticated computation
involved in the recognition process of human nervous system. Throughout our
brain, neurons propagate information by generating clusters of electrical impulses
called action potentials (APs) (Du Bois-Reymond, 1848). Analogue stimuli are
encoded into spatiotemporal patterns and the neural representation of external
world is the basis for perception and reaction (Panzeri et al., 2010). Dierent en-
coding methods have been proposed by researchers, and among these approaches
rate-based encoding (rate codes) and spike-based encoding (temporal codes) are
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the most widely studied coding schemes (Softky, 1995; VanRullen & Thorpe,
2001). Traditionally, it is believed that information is carried by the temporal
average of spikes (Adrian, 1928; Shadlen & Newsome, 1994; Litvak et al., 2003),
and rate-based coding has been widely used in previous learning models such
as performing stochastic gradient learning (Seung, 2003) and solving recognition
problem relying on variance of input currents (Barak & Tsodyks, 2006). Al-
though rate codes work well when the stimulus is constant or varying slowly,
which is not common in real-world stimulations. Unlike the rate coding, tempo-
ral encoding schemes assume that information is carried by the precisely timed
spikes, which provides more information capacity than the mean ring rate of
neurons (Abeles et al., 1994; Bialek et al., 1991; Victor, 2000). It has been
found that temporally varying sensory information such as visual and auditory
signals is processed and stored with high precision in brain (Carr, 1993; Singer
& Gray, 1995), and precisely timed spikes are important for the integration pro-
cess of cortical neurons (Kayser, 2009). Therefore, temporal codes can describe
neural signal more precisely which enable us to exploit time as a resource for
communication and computation in spiking neural networks.
Recent neurophysiological results show that the precision of temporal spikes
may be triggered by the rapid intensity transients (Meister & Berry, 1999) and
even a single spike can carry substantial information about visual stimuli (Gol-
lisch & Meister, 2008). The low response variability of retinal ganglion cells
shows that the most important information of a ring event generated by visual
neurons may be reserved by the time of the rst spike and the number of spikes
(Keat, 2001). Furthermore, experimental results show that most information
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carried by spikes is the timing of the rst spike after stimulus onset (Gollisch &
Meister, 2008). In human retina, visual signal from 108 photoreceptor cells are
projected to 106 retinal ganglion cells (RGCs) in the form of spike trains (Meis-
ter & Berry, 1999). Hence the information compression is indispensable during
the projection. In addition, action potentials have been shown to be related to
the phases of the intrinsic sub-threshold membrane potential oscillations (Llinas,
Grace, & Yarom, 1991; Koepsell et al., 2009). The phase locking between action
potential and gamma oscillation has also been discovered in electric sh (Heili-
genberg, 1991) and the entorhinal cortex (Chrobak & Buzsaki, 1998). Phase
coding has been successfully utilized to perform sequences learning and episodic
memory in hippocampus via phase precession in previous works (O'Keefe &
Burgess, 2005; Tsodyks et al., 1996; Jensen, 2001). The phase information of
spikes is exploited within each receptive eld. As each ganglion cell receives
information from the photoreceptor cells in its receptive eld, phase coding is
used to reserve spatial information during compression as described in section
3.2.2. Thus, we believe that the combination of temporal and phase coding oers
a new way to implement the compression as well as to explain the compression
process.
After sensory encoding, the neural system needs to learn neural signals that
represent external sensory stimulation. Spike-based learning algorithms com-
pute with ring times and make use of the inter spike intervals so that they are
compatible with temporal codes. Hebbian synaptic plasticity has been viewed
as the basic mechanism for learning and memory (Blumenfeld et al., 2006; Tang,
Li, & Yan, 2010), in which the synaptic ecacy is increased if the presynaptic
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neuron repeatedly contributes to the ring of postsynaptic neuron. As pre-
cise spike timing (Mainen & Sejnowski, 1995) and relative timing between pre-
and post-synaptic ring (Bi & Poo, 1998) are discovered, learning with millisec-
ond precision has received intensive interests. Spike-timing-dependent plasticity
(STDP) is believed to play an important role in learning, memory and the de-
velopment of neural circuits (Bi & Poo, 2001). However, many existing learning
models use rate codes as the neural representation of information, and learning
with temporal codes remains an open research topic. The objective of learning
is to train output neurons to respond selectively to inputs and generate desired
output spike patterns by adjusting synaptic plasticity. Since the membrane po-
tential of postsynaptic neuron is determined by the spikes of aerent neurons,
the generation of postsynaptic spike is the result of the cooperative integration
and synchronization of presynaptic input spikes (Hopeld & Brody, 2000, 2001).
When the input spikes arrive in synchrony and a suciently large depolarization
of postsynaptic membrane potential is achieved, a ring event will be triggered.
Since we consider explicit desired patterns for recognition task, supervised learn-
ing is preferred due to its eciency and accuracy. Moreover, growing evidences
indicate that supervised learning is also employed in cerebellum and cerebellar
cortex (Ito, 2000; Montgomery, Carton, & Bodznick, 2002). It has also been
demonstrated to be a successful form of learning to establish network with cog-
nition functions (Knudsen, 1994; Ito, 2008). We adopt a spike-timing based
supervised learning algorithm recently developed by Ponulak & Kasinski (2010),
in which the error between the target spike train and the actual one is used as
the supervisory signal. In addition, the ring intervals between pre- and post-
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synaptic spikes are recorded for synaptic plasticity modication, through which
the actual output patterns approximate the desired output patterns gradually.
The contribution of this work is to bridge the gap between sensory encoding
and synaptic information processing by proposing an integrated computational
model with spike-timing based encoding scheme and learning algorithm. This
helps to reveal the neural mechanisms starting from visual encoding to synaptic
learning and the computational process in central nervous system. Such an en-
coding and learning algorithms in the proposed spike-based model are integrated
in a consistent scheme: temporal codes. The encoding method provides a possi-
ble mechanism for converting visual information into neural signals. The spiking
neurons are trained to classify spatiotemporal patterns based on the temporal
conguration of spikes rather than ring rates of neurons.
This chapter is organized as follows: In Section 3.2, we introduce the general
structure, encoding method and learning algorithm of the proposed integrated
model. In Section 3.3, the performance and properties of the integrated model
are demonstrated by numerical simulations. Section 3.4 reviews the related works
while Section 3.5 concludes and discusses the limitations and extensions of the
integrated model proposed in this work.
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3.2 The Integrated Model
3.2.1 Neuron Model and General Structure
In our proposed integrated model, all neurons are modeled with the leaky




=  (V   Vrest) +Rm(I0 + Isyn + In) (3.1)
where m = RmCm is the membrane time constant, Cm = 1 nF is the membrane
conductance, Rm = 10 M
 is the membrane resistance, V is the membrane
potential and Vrest = -60 mV is the rest potential, I0 = 0.1 nA is the constant
inject current, Isyn is the summation of presynaptic input currents, and In is a
background noise modeled as a Gaussian process with zero mean and variance 1
nA. Once the membrane potential reaches the threshold Vthr = -55 mV, it will
be reset to Vres = -65 mV and held there for the refractory period.
The spike-based model presented here consists of two components: the latency-
phase encoding and the supervised spike-timing based learning. Starting from
environmental stimuli, we rst encode images into spatiotemporal patterns and
then transmit them to a spiking neural network for learning. The entire structure
of the model is illustrated in Figure 3.1.
3.2.2 Latency-Phase Encoding
With a combination of temporal encoding and phase encoding, a feature-
dependent phase encoding algorithm has been proposed in (Nadasdy, 2009).
Inspired by the information processing in the retina, the visual information is
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Figure 3.1: General structure and information process of the integrated model.
The main components of the model are the encoding part and the learning part.
The spike-based model employs temporal codes as the neural representation of
external information. The latency-phase encoding as discussed in Section 3.2.2
is used to convert the image into spatiotemporal patterns consisting of N spike
trains. After sensory encoding, each spike train is received by one input neuron
of the spiking neural network. With a predened target pattern for each input
pattern, the spiking neural network equipped with a supervised spike-timing
based learning as described in Section 3.2.3 is trained to recognize the dierent
spatiotemporal patterns.
encoded into the responses of neurons using precisely timed action potentials.
The intensity value of each pixel is converted to a precisely timed spike via a
latency encoding scheme. Various experiments show that a strong stimulation
leads to a short spike latency, and a weak stimulation results in a long reac-
tion time (Gawne, Kjaer, & Richmond, 1996; Reich, Mechler, & Victor, 2001;
Greschner et al., 2006). Therefore, a monotone decreasing function could be
used for the conversion from sensory stimuli to spatiotemporal patterns. Here,
a logarithmic intensity transformation is adopted, which is similar to that used
in (Hopeld, 1995).
ti = f(si) = tmax   ln(  si + 1) (3.2)
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where ti is the ring time of neuron i, tmax is the maximum time of encoding
window,  is a scaling factor, and si is the intensity of the analog stimulation.
One advantage of the logarithmic function is that the time dierences of spike
latencies are invariant with dierent contrast level, e.g., it depends on the relative
strength of the stimulation.
Ganglion cells have been observed to be ring in synchrony in several species
(Arnett, 1978; DeVries, 1999; Meister, Lagnado, & Baylor, 1995), which illus-
trates the involvement of oscillations in the retina. We assume that the phases
of oscillations are related to action potentials and contribute to the information
compression from photoreceptor cells to ganglion cells. To take advantage of the
phase information, spikes are assigned with phases related to their respective os-
cillations. Since each ganglion cell receives spikes from a group of photoreceptor
cells, which is dened as the receptive eld of this ganglion cell, we assign dif-
ferent initial phases to their subthreshold membrane oscillations. The periodic
oscillation is described as cosine function for simplicity,
iosc = Aosc cos(!t+ i) (3.3)
where Aosc is the magnitude of the subthreshold membrane oscillations, ! is
the phase angular velocity of the oscillation, and i is the phase shift of the ith
neuron in the receptive eld.
In order to distinguish photoreceptor cells in the same receptive eld, we
set a constant phase gradient among photoreceptor neurons. The phase of sub-
threshold membrane oscillation for the ith photoreceptor neuron i is dened
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as:
i = 0 + (i  1)  (3.4)
where 0 is the reference initial phase, and  is the constant phase dierence
between nearby photoreceptor cells ( < 2NRF , NRF is the number of photore-
ceptor cells in each receptive eld).
The spikes generated by the photoreceptor cells in each receptive eld are
compressed into one spike train by the ganglion cell. In order to utilize the phase
information of spikes to reconstruct the original visual stimuli, the alignment op-
eration is required to link each spike in the spike train with the corresponding
photoreceptor cell in the receptive eld. The alignment procedure is implemented
by forcing photoreceptor cells to re only when the subthreshold membrane po-
tentials reach their nearest peaks as illustrated in Figure 3.2b and Figure 3.2c.
After compression as shown in Figure 3.2c and Figure 3.2d, each spike in the
compressed spike train is linked to one particular photoreceptor cell in the recep-
tive eld according to the phase of the subthreshold oscillations. Consequently,
the phase information and the alignment together build an one-to-one relation-
ship between the photoreceptor cells and spikes generated by the corresponding
ganglion cell. With the latency-phase coding scheme, external stimulation is
encoded into precisely timed spikes and then compressed into spike trains. The
intensity information is encoded into ring times while the spatial information is
reserved by the phases of spikes. When the spike trains are transmitted to cou-
pled networks with respect to the encoding area, latency-phase encoded spikes
generated by photoreceptor cells can be reconstructed from the compressed spike
trains with a same phase reference as shown in Figure 3.2d and Figure 3.2e. The
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visual stimulus can then be reconstructed via a simple latency decoding process
as shown in Figure 3.2e and Figure 3.2f. The complete latency-phase scheme is
illustrated in Figure 3.2.




































Figure 3.2: Flowchart of the latency-phase encoding scheme. (a) Original stim-
uli. Stimulations with dierent intensities are the inputs to the photoreceptor
cells. (b) The latency-encoded pattern. The visual information carried by the
intensities is converted into the latencies of spikes. The spikes are assigned with
phase information according to their corresponding oscillations. (c) Encoded
spikes after latency encoding and alignment operation. The spikes are forced to
be generated at peaks of the sub-threshold oscillations. (d) Compressed spike
train. The spikes generated by the photoreceptor cells from the same recep-
tive eld are compressed into a spike train. (e) Reconstructed latency-encoded
spikes. Spatial information within the receptive eld could be retrieved from the
compressed spike train via a phase reconstruction. (f) Decoded stimuli. By an
inverse latency transformation, the original stimuli are reconstructed from the
reconstructed spikes (Nadasdy, 2009).
3.2.3 Supervised Spike-Timing Based Learning
It is known that learning from instructions is an important way for our brain
to obtain new knowledge. As proposed in Ponulak & Kasinski (2010), the remote-
supervised-method (ReSuMe) is compatible with temporal codes and is capable
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of performing spike-timing based learning precisely with millisecond timescale.
The learning algorithm is based on a STDP-like process and synaptic modica-
tion during training depends on the pre- and postsynaptic ring times. After
the training is successful, responses of output neurons will converge to the target
patterns with a high time precision.
It is common that error signal between the target and the actual output is
used in supervised learning. Similar to Widrow-Ho rule applied in rate-based
neuron models (Widrow & Ho, 1960), the modication of synaptic ecacy in
ReSuMe is triggered by either the target output (Sd(t)) or the actual output
(So(t)). At the same time, the sign of error signal (Sd(t)   So(t)) decides the
direction of the modication. To take the spike-timing into consideration, a
STDP-like term is incorporated in the kernel adi:
adi( s) = A  exp( s

); if s < 0 (3.5)
where A is the maximal magnitude of the STDP window, and s is the delay be-
tween the pre- and postsynaptic ring. Similar to the STDP process, if a presy-
naptic spike precedes a postsynaptic spike within a time interval, the synapse is
strengthened. When the phase relation is reversed, the synapse is weaken. The
magnitude of modication is determined by the lag s between pre- and postsy-
naptic spikes and is calculated by the convolution adi(t)  Si(t). The complete
learning rule is described as in Ponulak (2010),
d
dt
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where woi is the synaptic weight from the presynaptic neuron i to the postsy-
naptic neuron o. Sd(t), So(t) and Si(t) are the desired output, actual output and
input spike train, respectively. ad is a constant that helps speed up the learning
process. From equation (3.6), we can see that the synaptic weights are updated
when Sd(t) 6= So(t), and the direction of modication is determined by the sign
of the error signal Sd(t)   So(t). No modication is induced when the actual
output pattern is in agreement with the desired output pattern (Sd(t) = So(t)),
which is used as the stopping criterion. The magnitude of modication is deter-
mined by the convolution term adi(t)Si(t). Thus, Si(t), Sd(t) and So(t) together











Figure 3.3: Learning rule of ReSuMe. (a) The presynaptic input spikes, (b)
The eligibility trace, (c) The desired output and actual output spikes, (d) The
synaptic weight. The eligibility trace in (b) records the status of neuron accord-
ing to the presynaptic spikes in (a). The desired output (positive direction) and
the actual output (negative direction) in (c) together determine the sign of the
supervisory signal. There is no other modication when the actual output spikes
are generated at the desired times. The synaptic weight is updated when either
a actual spike is generated or a desired spike should be induced. Meanwhile,
the amount of synaptic weight change depends on the lag between pre- and
postsynaptic spikes and the eligibility trace in (b) (Ponulak & Kasinski, 2010).
The supervised signal is generated by the remote supervision scheme. There-
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fore, the target spike train is not directly delivered to the postsynaptic learning
neuron and it determines the change of the synaptic ecacy from the presynap-
tic neuron to postsynaptic neuron. It should be noted that both the excitatory
synapses and inhibitory synapses exist in the model. During the learning, the
synaptic weight is modied when either a target spike is needed or the postsynap-
tic learning neuron res at the wrong time. When the modication occurs, the
sign of error signal (Sd(t) So(t)) decides the direction of change and the kernel
ad +
R1
0 adi(s)Si(t  s)ds decides the amount of weight change. The synapses
contributing to the ring of desired spikes are excitatory and adjusted to bring
forward or hold o the ring times. On the other hand, the inhibitory synapses
are used to suppress the rings at undesired times. The learning process stops
as soon as the actual output patterns are identical to the target patterns.
3.3 Numerical Simulations
Real-world visual stimuli are often complex and contain a large amount of
information. In this section, three 256256 grayscale images are used to demon-
strate the classication capability and the robustness of the integrated model.
Images from the Urban and Natural Scene Categories of the LabelMe data set
(Russell et al., 2008) are used here to explore the inuence of parameter varia-
tions and the memory capacity of the system.
3.3.1 Network Architecture and Encoding of Grayscale Images
The receptive eld (RF) of a sensory neuron is dened as a spatial region
where the presence of stimulus aects the ring of that neuron. During the
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encoding phase, visual information from photoreceptor cells in the same RF
is projected to retinal ganglion cells. Each ganglion cell then compresses the
received spikes into a spike train. Therefore, the number of spikes in each spike






where Nspike is the number of spikes in each spike train (number of pixels in each
sub-eld assigned with an RF), n is the number of photoreceptor cells (number
of pixels of each image), and NRF is the number of retinal ganglion cells (i.e.,
the number of RFs). Since each ganglion cell connects to one input neuron of
the consecutive spiking neural network, the number of input neurons N is equal
to NRF . The number of output neurons depends on the size of data sets and the
readout strategy. Intuitively, for large database with a large number of classes
and complex target patterns with more spikes, more output neurons are required
to perform the learning task. A two layer spiking neural network with 1024 input
neurons and a single output neuron is used to illustrate the recognition capability
of this model.
Here, grayscale images with the size of 256256 pixels are used as the external
stimulation. Each pixel value is regarded as the intensity of the visual stimulation
received by the photoreceptor cell in the retina. Thus there are 1024 RFs with
the size of 88 pixels as shown in Figure 3.4a. After the alignment as shown in
Figure 3.4b, each ganglion cell receives 64 spikes from 64 photoreceptor cells in
its receptive eld and compresses them into one spike train as shown in Figure
3.4c. Therefore, information of the 256256 pixel image is encoded into 1024
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spike trains and each spike train contains 64 spikes. As the encoding method
converts the intensity values into ring times of spikes, the visual information is
preserved by the temporal conguration of the spike trains.
RF1 input latency code gamma alignment




Figure 3.4: The latency-phase encoding. The original image (256256 pixels)
in (a) is partitioned into 1024 RFs with the size of 88. The left pattern in
(b) is the spike pattern of RF1 after latency encoding and the right one is the
pattern further processed by the alignment operation (spikes are denoted by the
dot markers). The compressed spike train of RF1 is given in (c). For better
visualization, only part of the encoded spatiotemporal pattern is illustrated.
3.3.2 Learning Performance
To recognize images, we predene dierent target spike patterns for input
patterns. For simplicity, each target pattern is dened as a sequence of three
spikes (each target pattern is denoted by a dierent marker type, as shown in
Figure 3.5a). After sensory encoding, three spatiotemporal patterns of length
640ms are repetitively presented to the network in a random sequence. The
number of epoch is increased when one pattern has been presented to the net-
work, while the number of iteration is increased when all patterns have been
presented to the network once. The responses of the output neuron for dierent
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input patterns are shown in Figure 3.5a. To quantitively evaluate the learning
performance, a correlation-based measure of spike timing (Schreiber et al., 2003)
is adopted to measure the distance between the output pattern and the target
pattern. The correlation C is close to unity when the output pattern matches
the target pattern and equals to zero when the two patterns are unrelated. The
spike trains (So and Sd) are convolved with a low pass Gaussian lter of a given




j !s1 jj !s2 j (3.8)
The typical results of the training are shown in Figure 3.5. Within 20 presen-
tations of each input pattern, the output neuron is able to reproduce the target
pattern as shown in Figure 3.5. At rst, the output neuron res at random
times. After several iterations, extra spikes ring at undesired times disappear,
and the actual output patterns approach to the corresponding target patterns.
When successful learning is achieved, the output neuron is able to reproduce
dierent target patterns when dierent input patterns are given. We repeated
the training for dozens of times and observed that the spiking neuron is able to
learn the training pairs successfully.
3.3.3 Generalization Capability
The integrated model recognizes each image as a certain spatiotemporal pat-
tern, in which the intensities of individual pixels are encoded into precisely timed
spikes. Therefore, the generalization of the system is expected to be related to
the pixel-level features of the input images. To study the generalization capabil-
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Figure 3.5: Illustration of the learning process and performance. (a) Raster plot
of the output spikes. When presented with dierent input patterns, the output
patterns converge to the corresponding target patterns. Given dierent input
patterns, spikes generated by the output neuron are denoted by dierent marker
types. (b) The correlations C between output spike trains and the target spike
trains against learning iterations. At rst, the output neuron res at random
times. After several iterations, the output patterns begin to approach to the
target patterns and the learning is converged within twenty iterations.
ity of the model, we add dierent levels of Gaussian, speckle and salt-and-pepper
noise to the input images during the testing phase. The Gaussian noise is spec-
ied by its mean m and variance v, the speckle noise is specied by its variance
v, and the salt-and-pepper noise is specied by the noise density d. For each
kind of the noise with dierent intensities, we test the trained network with one
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hundred noisy images. The test results are shown in Figure 3.6b. By analyzing
























































































































Figure 3.6: The test results with dierent type of noises added to the input
images. (a) Examples of images with dierent type of noises, such as Gaussian,
speckle and salt-and-pepper noise. The correlation C between the output spike
pattern and the target pattern is used to evaluate the precision of the neural
responses. (b) Reliable responses can be reproduced by the spiking neural net-
works for noisy images (e.g., deterministic training). (c) The robustness to noise
is improved when the noise information is included during the training phase
(e.g., noisy training).
the learning process, we can see that the pixel-feature dependent generalization
is related to temporally local learning algorithm. During the learning process,
only the synaptic weights associated with input spikes evoking the postsynaptic
spikes within the learning window are updated. The decaying learning window
makes the optimization process to be focused on a limited number of synapses,
which aects the ring time of the nearest postsynaptic neuron. At the same
time, noise added to input images shifts part of the ring times of the encoded
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spatiotemporal pattern. Therefore, the spiking neuron should be able to repro-
duce target spikes with a small temporal error in response to the input images
with pixel noise, but fail to recognize images in the presence of other type of
noises. As expected, the test results in Figure 3.6b show that the system is more
resistant to salt-and-pepper noise than speckle noise or Gaussian noise.
We also add the dierent type of noises to the input images during the
training phase. For each type of noise, 1003 noisy images are used as the
training set. After training, another 1003 images with noise of the same type
and intensity level are used to examine the reliability of the neural responses after
noisy training. As shown in Figure 3.6c, when the noise information is learned
by the classier during training phase, the robustness of the system due to the
eect of noise has been improved. It can also be observed that the maximum
level of salt-and-pepper noise that the system can tolerate is much higher than
that of the other two type of noises, which is consistent with our analysis.
3.3.4 Parameters Evaluation
To examine the inuence of parameter variations in the encoded patterns,
100 images (256256 pixel, 8-bit grayscale) from the Urban and Natural Scene
Categories of the LabelMe database are encoded with various parameter congu-
rations. The images from LabelMe data set are used here to study the properties
of the integrated model due to their distributed intensity values and their close-
ness to real-world stimulation. A few sample images from the data set are given
in Figure 6.3.
The size of receptive eld, encoding cycles and phase shift constant are im-
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Figure 3.7: Sample images of \buildings inside city" category from the LabelMe
database. The original 256256 color images are converted into 8-bit grayscale
images.
portant parameters for the encoding method. Since photoreceptor cells of the
same RF convey visual information to the corresponding retinal ganglion cell,
the number of photoreceptor cells in each RF aects the number of spikes in
the compressed spike train. If the length of encoding window is xed, increasing
the RF size would result in a higher average ring rate of the compressed spike
trains.
Considering the accuracy of encoding process, no error is introduced by the
latency encoding scheme. The distortion of information is resulted from the
alignment operation. As the alignment operation moves spikes to the peaks of
the subthreshold oscillations, the encoding accuracy is aected by the number
of oscillation cycles within the encoding period as shown in Figure 3.8a. While
the latency encoding convert the intensity value into the ring time according
to Equation 3.2 without distortion. To estimate the accuracy of encoding, we
compare the reconstructed images with the original images using the average
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where si and s
0
i are the intensities of the ith pixel in the original image and the
reconstructed image, respectively.
Since the intensity information is carried by the temporal spikes, the distribu-
tion of the original images as well as the encoding parameters such as phase shift
resolution  may aect the temporal distribution of the encoded spatiotem-
poral patterns. The experiment results illustrate that the phase shift constant
hardly aects the encoding accuracy as shown in Figure 3.8b. However, it will
determine the spike distribution of the compressed spike train as shown in Fig-
ure 3.9. The encoded spikes concentrate in the time domain with a small shift
constant as shown in Figure 3.9a and spread out with a large shift constant as
shown in Figure 3.9b.




































Number of oscillation cycles

















(a) Encoding error vs. oscillation cycles





























(b) Encoding error vs. phase shift constant
Figure 3.8: The encoding error with dierent encoding cycles and phase shift
constants on natural images from the LabelMe database. The average square
error per pixel (vertical axis) is employed to estimate the encoding accuracy of
the test images. (a) The encoding error drops when the number of oscillation
cycles increases. With more subthreshold membrane oscillation cycles, more
oscillation peaks provide more sampling points to encode input intensities (the
tail of the curve is enlarged in the inset). (b) The phase shift constant 
slightly aects the encoding accuracy.
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(a) (b)phase shift = 0.01 (rad) phase shift = 0.1 (rad)
Figure 3.9: The encoded patterns with a dierent phase shift constant. The
phase shift constant is the phase dierence between nearby photoreceptor cells
in the same receptive eld and aects the ring times within each receptive eld.
With a small phase shift constant, neurons within the same receptive eld tend
to re simultaneously as shown in (a). With a large phase shift constant, the
temporal distribution of spikes is scattered as shown in (b).
Therefore, the choice of encoding cycles depends on the precision require-
ment for a specic application. Since the phase shift resolution  aects the
distribution of encoded spatiotemporal patterns, it should be tuned according
to the learning algorithm adopted in the posterior neural network.
Since the postsynaptic depolarization is determined by the integration of
presynaptic input spikes, temporal distribution of input spatiotemporal patterns
and the complexity of target patterns will aect the learning performance. On
one hand, because a target spike requires one or more preceding input spikes to
excite the output neuron to re at the desired time, enough presynaptic input
spikes are needed for the generation of spikes. On the other hand, increas-
ing the number of target spikes will result in competition for limited available
synapses between the target spikes ring at dierent times and impose restric-
tion on the behavior of the output neuron. We tested the system on 100 images
(128128 8-bit grayscale images from Urban and Natural Scene Categories of
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LabelMe database) to examine the inuence of target patterns on the learning
performance. The network was trained with randomly generated target patterns
containing dierent number of spikes. It can be observed that the spiking neuron
needs more iterations to achieve a successful learning for a more complex target
patterns as shown in Figure 3.10. One should notice that training success can
not be guaranteed if ring times are too close to each other. In addition, training
failure begins to appear from 4 desired spikes.































Figure 3.10: The mean iteration number required for successfully training (C >
0:95).
3.3.5 Capacity of the Integrated System
The spiking neural network with the same settings in previous experiments
is used to explore the memory capacity of the integrated system. From a com-
putational point of view, precisely timed spikes have a remarkable encoding
capacity, i.e., the memory capacity of the system is often limited by the learning
scheme employed. Since most of the information is reserved by the temporal
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code, the design of target patterns plays a pivot role in exploiting the informa-
tion carried by the encoded spatiotemporal patterns. We train the network with
dierent number of input patterns and dene the percentage of successful recall
of trained pairs as an evaluation of the memory capacity. A successful recall of
one trained pattern is achieved when the distance between the output pattern
of the trained network and the target pattern is close enough, i.e., C > 0:95 as
the threshold. To simplify the problem for a classication task, we randomly
generated one target spike train containing ten spikes for all input images every
time and repeat the experiment for 20 times.




































Capacity test of the spiking neural network
Figure 3.11: Memory (or recognition) capacity of the integrated model. The
average percentage of successful recall of patterns is plotted as a function of
training pairs. The successful recall percentage drops dramatically after the
number of training pairs is larger than 11.
As shown in Figure 3.11, for the 1024-1 spiking neural network with ten
spikes in the target patterns and the selected parameter settings, around 11
training pairs can be successfully stored and recalled with a slight time shift.
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The percentage of successful recall decreases quickly when the number of training
pairs is increased. Although it is not mathematically analyzed, the presented
simulation results for the specic case provide some insight into the information
capacity of the system.
To summarize it at a system level, temporally distributed input spatiotem-
poral patterns and simple target patterns are preferred for better generalization
capabilities and memory capacity of the integrated model, respectively. The
scattered distribution of input patterns enables the output neuron to generate
spikes at arbitrary times. While simple target patterns keep the computational
expense relatively low and achieve a relatively large memory capacity. However,
simple target patterns may lead to insucient learning of the input patterns.
Therefore, the tradeo among the learning level of input patterns and the com-
putational eorts as well as memory capacity should be considered for specic
applications.
3.4 Related Works
Spiking neural networks have been applied to solve dierent classication
tasks (Hopeld & Brody, 2001; Brody & Hopeld, 2003; Bohte, Kok, & Poutre,
2002; Gutig & Sompolinsky, 2006; Brader et al., 2007). Hopeld and Brody
(2001) proposed a computational model for pattern recognition, in which analog
signal is employed as neural representation of sensory stimuli. The transient syn-
chronization of decaying delay activity of a specic subset of input neurons are
used for recognition. Although it has been successfully applied to speech recog-
nition (Hopeld & Brody, 2001) and olfactory recognition (Brody & Hopeld,
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2003), the unknown mechanism of encoding input stimulation into decay ring
activities makes the model questionable. Bohte (2002) proposed a temporal ver-
sion of error-backpropagation, SpikeProp. The SpikeProp was demonstrated to
be able to classify images with a three-layer spiking neural network. However,
the adaptive learning can only be applied to analytically tractable neuron mod-
els, and the weights with mixed signs are suspected to cause failures of training
(Haruhiko et al., 2009). Gutig and Sompolinsky (2006) proposed a supervised
learning algorithm, temptron, to classify spatiotemporal patterns by generating
at least one spike or staying quiescent.
Brader, Senn and Fusi (2007) proposed an alternative approach, in which a
spike-driven model is able to perform binary image classication with spiking
neurons using rate codes. In this approach, grayscale value of each pixel of input
images is normalized to a binary value such that the largest element is unity.
Then each element was encoded by Poisson spike trains at dierent frequencies.
After learning, images from dierent classes can be distinguished by the ring
rates of output neurons. However, the spike-driven model only focuses on the
learning part and pay little attention to the sensory encoding. By transforming
8-bit grayscale images into binary images, a large amount of the images have
been discarded. Therefore, the actual information carried by the input patterns
are far less than that of the original images. Moreover, the spike-driven learning
relies on a stochastic process, which makes the learning algorithm less ecient
and computational demanding.
Due to the use of dierent encoding scheme and learning strategy, the pro-
posed integrated model has several advantages over existing approaches. First,
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we look at the pattern recognition process at a system level. Rather than con-
sidering sensory encoding and learning as isolated processes, we integrated bio-
logical plausible encoding and learning processes using consistent neural codes.
The latency-phase encoding scheme retains almost all information of the input
images with high precision and links up the sensory encoding with learning pro-
cess. Second, in the integrated spike-based model, we demonstrated that input
patterns can be classied by precisely timed spike trains rather than the mean
ring rates or single spike code. With the rich capacity of temporal codes,
detailed information of the inputs can be exploited by designing the target pat-
tern and precisely timed spikes can be generated. Furthermore, the supervised
spike-timing based learning allows an ecient computation and fast convergence,
such that the system can be applied to real-life tasks, such as movement control
(Manette & Maier, 2004) and neuroprostheses control (Muler-Putz et al., 2010).
The input neurons are supposed to re more than once in our model, which
makes better use of the synaptic weights and generalization performance. Al-
though the temporal codes provide a large amount of information, multi-spike
signal results in the competition among target spikes ring at dierent times for
the available resources. This leads to limited memory capacity and slow conver-
gence as shown in the simulation results. Therefore the removal of the conicts
among the target spikes remains a challenging but interesting issue for the spike-
timing based learning algorithm. One approach is to employ multiple layer and
recurrent neural structures, such as liquid state machine (Maass, Natschlaeger,
& Markram, 2002), so as to increase the computational capability of the system
and to absorb the inuence of multiple spikes.
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There are a few limitations in our current model. The encoding scheme in
the model does not incorporate any information extraction to preprocess the
input patterns, which is viewed as a necessary procedure in traditional pattern
recognition models. By using ltering techniques as proposed in HMAX model
(Riesenhuber & Poggio, 1999) or local edge detectors (vanWyk, Taylor, & Vaney,
2006), it is believed that the performance and memory capacity in the proposed
model will be improved with an ecient neural code in a more concise and
abstract manner.
3.5 Conclusion
In this chapter, an integrated computational model with latency-phase en-
coding method and supervised spiking-timing based learning algorithm has been
proposed. Stimuli were rst encoded into spatiotemporal patterns with latency-
phase scheme, which builds up a bridge between real-world stimuli to neural
signals in a biological plausible way. Then the patterns were learned by spik-
ing neurons using a spike-timing based supervised method with millisecond time
precision. As shown in the simulation results, the spike-timing based neural
networks with temporal codes are capable of solving pattern recognition task by
computing with action potentials.
Although the current model has limitations in the recognition capacity, our
study exploits the computational mechanisms employed by neural systems in
two respects: First, our model was built at a system level emphasizing both the
sensory encoding and learning process. It is an integrated system based on a
unied temporal coding scheme and consistent with the known neurobiological
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mechanisms. Second, we have demonstrated the classication capability of the
system that computes precisely timed spikes and realistic stimuli, analogously
to cognitive computation in human brain. The approaches based on cognitive
computation will play a leading role in many applications spanning across signal
processing, autonomous systems and robotics (Perlovsky, 2011; Meng, Zhang, &




Associative Memory Model of
Hippocampus CA3 by Spiking
Neurons
4.1 Introduction
The hippocampus resides within the medial temporal lobe of the brain. Many
sub-regions of hippocampus have been identied. At the macroscopic level,
highly processed neocortical information from all sensory inputs converges onto
the medial temporal lobe (Lavenex & Amaral, 2000). These processed signals
enter the hippocampus via the entorhinal cortex (EC). Within the hippocam-
pus (Amaral, Ishizuka, & Claiborne, 1990; Bernard & Wheal, 1994; Rolls, 2010),
there are connections from the EC to all parts of the hippocampus, including the
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dentate gyrus (DG), CA3 and CA1 through perforant pathway, from the DG to
CA3 through mossy bres, from CA3 to CA1 through Schaer collaterals, and
then from CA1 back to EC. There are also strong recurrent connections within
the CA3 region. Figure 4.1 depicts the broad overview of hippocampus.
Figure 4.1: Block diagram of hippocampus. Neocortical signals enter the hip-
pocampus via the entorhinal cortex (EC). EC are connected to the dentate gyrus
(DG), CA3 and CA1 through perforant pathway. The DG cells are connected
to CA3 through mossy bres. CA3 are connected to CA1 through Schaer col-
laterals. Processed signals from CA1 are subsequently returned to EC. Strong
recurrent connections exist within the CA3 region.
A key functional role of the hippocampus is the storage and recall of asso-
ciative memories (Rolls, 2008; Cutsuridis & Wennekers, 2009). Computational
models of associative memory in the hippocampus have been actively explored
in literature. A hierarchical architecture for object-place association was demon-
strated by modeling the EC layer II and CA3 regions (Sato & Yamaguchi, 2005,
2009). A biologically realistic CA3 network which uses gamma oscillations as
a means to retrieve excitatory associative memories was proposed (Sommer &
Wennekers, 2001). The biophysical mechanisms to achieve the storage and re-
call of spatial-temporal patterns were explored using a microcircuit model of
the CA1 region (Cutsuridis, Cobb, & Graham, 2010). The anatomy of the hip-
pocampus and surrounding regions were modeled in the Darwin X robot for a
spatial memory task (Krichmar et al., 2005). The mapping of sensory informa-
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Figure 4.2: Network architecture of CA3 model. The network consists of a short-
term memory (STM) and long-term memory (LTM) network. STM is sustained
by after-depolarization (ADP) in the pyramidal cells. Interneurons provide feed-
back inhibition which generates the gamma subcycles within the positive portion
of each theta cycle. LTM network encodes information in modiable recurrent
synapses. Adapted from Jensen et al.(1996)
tion was studied using a model of the medial temporal lobe and the hippocampus
(Fleischer & Krichmar, 2007).
The CA3 region of the hippocampus was modeled with a focus on produc-
ing stable attractors in the network (Tsodyks & Sejnowski, 1995). Mathematic
models and theories about memory storage and representation have been well
explored based on attractor dynamics in recent years (Poucet & Save, 2005;
Wills et al., 2005). In such networks, storage of associative memory patterns
is enabled by synaptic strengths that are adjusted according to some activity-
dependent plasticity mechanisms (of which the most widely recognized is the
Hebbian rule) such that the attractors of the network dynamics represent the
stored memories (Tang, Tan, & Teoh, 2006; Tang, Li, & Yan, 2010; Blumenfeld
et al., 2006). It was also shown that hippocampal region CA3, characterized by
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heavy recurrent connections and modiability, could be an anatomical substrate
where the attractor networks reside (Moser, Krop, & Moser, 2008).
Dual oscillations have been recorded in hippocampus in which a low frequency
theta oscillation is subdivided into about seven subcycles of high frequency
gamma oscillation (Bragin et al., 1995). The theta rhythm in the hippocam-
pus refers to the regular oscillations of the local eld potential at frequencies of
4-12 Hz which has been observed in rodents (Vanderwolf, 1969). In humans, the
theta rhythm typically refers to oscillations in the frequencies of 4-7 Hz (Cantero
et al., 2003), while gamma rhythm typically refers to oscillations in the frequen-
cies of 25-100 Hz (Hughes, 2008). It is thought that encoding and retrieval of
information happen on dierent phases of a theta cycle (Hasselmo, Bodelon, &
Wyble, 2002). It is also proposed that the theta rhythm could work in combi-
nation with the gamma rhythm, to actively maintain auto-associative memories
(Lisman & Idiart, 1995; Jensen, Idiart, & Lisman, 1996). Theta rhythm may
also have a role to play in the formation of a cognitive map in the hippocampus
(Wagatsuma & Yamaguchi, 2007; Yamaguchi et al., 2007).
Our work aims at investigating the storage of associative memory in hip-
pocampus through the use of bio-realistic spiking neural networks with a focus
on computational eciency. In this chapter, we propose a spike response model
(SRM) based computational model of the hippocampus CA3 for the storage
of associative memory. The computational model is inspired by the works of
Jensen et al. (Jensen, Idiart, & Lisman, 1996). Simulation results demonstrate
auto-associative memory storage is achievable in single presentation of memory
items when synapses are modied by fast NMDA channel, and hetero-associative
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memory storage by slow NMDA channel. The SRM-based model is also shown
to be computationally more ecient than integrate and re (I&F) model.
The chapter is organized as follows. Section 4.2 presents the SRM based
computational model of the hippocampus CA3 region. The network consists of
recurrently connected spiking neurons. The continual activation of these prin-
cipal neurons alters the synaptic ecacy of synapses interconnecting these neu-
rons. Section 4.3 discusses the synaptic learning mechanism employed that alters
these synapses. Section 4.4 presents simulation results of this network in encod-
ing associative memories. Computational complexity of the network using SRM
neurons is also compared to network using integrated and re neurons. Section
4.5 summarizes this chapter.
4.2 CA3 Model
The proposed computational model is a simplied network of the subcortical
area and hippocampus that incorporates two major network components; the
synaptic input from EC and DG to CA3, and CA3 itself. The network archi-
tecture and dynamics is inspired by the works of Jensen et al. (Jensen, Idiart,
& Lisman, 1996). An overview of the hippocampal CA3 architecture used in
this chapter is shown in Figure 4.2. The EC and DG are modeled as the input
layer while the hippocampal CA3 region is modeled as a recurrent network. The
direct perforant path input from supercial layer of EC to CA3 is quantitatively
appropriate to provide cue for recall in CA3 (Jensen & Lisman, 1996a; Rolls,
2010).. The granule cells in the DG project to the CA3 cells via the mossy
bers, which have been hypothesized to provide sparse pattern separation tasks
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via competitive learning (Rolls, 2010). The CA3 system operates as an associ-
ation network and provides for the completion of stored memories during recall
from a partial cue via EC (Jensen & Lisman, 1996a). All pyramidal cells in the
CA3 also accept an oscillatory input that is used to model the theta rhythm.
Feedback inhibitions from dierent interneurons are applied to the pyramidal
cells and regulate interneuronal inhibition as a whole.
4.2.1 Spike Response Neurons
The spiking neuron model used in the CA3 model is dened by the Spike
Response Model (SRM) (Maass & Bishop, 1998).
A spike is ring at time t
(f)
i when the membrane potential vi exceeds a






















The kernel i(s), known as the refractory function, vanishes for s  0 and decays
to zero for s!1. The refractory kernel denes a refractory period immediately
following a spike during which the neuron will be incapable of ring another spike.
After a spike has occurred at t
(f)
i , the state variable vi will be reset by adding
a negative contribution i(t  t(f)i ) to vi. The kernel ij(s) models the response
of neuron i to presynaptic spikes from neurons j 2  i and vanishes for s  0. In
addition to spike input from other neurons, a neuron may receive external input
hext, for example from non-spiking sensory neuron. wij is the synaptic strength
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of the connection from neuron j to neuron i.









tjvi(t) = Vthres ^ u0i(t) > 0
	
; (4.2)
where n is the length of the simulation, and  i denotes the set of presynaptic
neurons which the neuron receives input from, i = fjjj presynaptic to ig :
The kernels i(s) and ij(s) fully dene neuron i under the SRM neuron model
described in (4.2) to (4.1). The response kernels can be adapted to give rise to
dierent neuronal characteristics. The kernels can be congured to adapt SRM to
function like the I&F model. With appropriate selection of the response kernels,
the SRM neuron can even approximate the Hodgkin-Huxley conductance-based
neuron model (Maass & Bishop, 1998). Hence, the SRM oers exibility in
dening neurons with dierent characteristics.
4.2.2 SRM Based Pyramidal Cells and Interneurons
The SRM neuron is preferred to the integrate-and-re (I&F) neuron due to
its exibility in dening the neuron's response and the synaptic response. While
the characteristics of an I&F neuron is dened by several parameters, the char-
acteristics of a SRM neuron is dened by a continuous kernel function. The
kernel function may be designed to model neurons with dierent characteris-
tics like those found in a biological nervous system, such as intrinsic neuronal
excitability.
Using SRM model, the dynamic of the pyramidal cells and interneuron in
Figure 4.2 can be easily congured. The kernel functions used by the pyramidal
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(a)  of pyramidal cell (b) EPSP (M = 5) (c) IPSP (M = 5)
Figure 4.3: Kernel functions. (a) The refractory function of each pyramidal cell
in which AHP proceeds before ADP after each spike of pyramidal cell. (b) The
response of each pyramidal cell to each spike from other presynaptic pyrami-
dal cells. (c) The response of pyramidal cell to each spike from the inhibitory
interneurons.
cells are illustrated in Figure 4.3. Figure 4.3a illustrates the refractory kernel
for the pyramidal cells. Figure 4.3b illustrates the EPSP kernel function that
describes the recurrent collaterals. Figure 4.3c illustrates the feedback inhibition
from one interneuron. Other model details are referred to our previous work
(Cheu et al., 2012).
4.3 Synaptic Modication
Longer term memory storage is achieved by synaptic modications that fol-
low the Hebb-rule; simultaneous presynaptic and postsynaptic activity enhances
synaptic eciencies. The following equations ((4.3)-(4.5)) are dened for synap-
tic modications (Jensen, Idiart, & Lisman, 1996). The synaptic strength from
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ipost(t  t(f)j ):bglu(t  t(f)i   tdelay)
pp








where post = 2.0 ms, pp = 50 ms, pnp = npp = 250 ms, and delay is the
time taken for an action potential to travel from the soma to the synapses of
the recurrent collaterals, and ipost(:) and bglu(:) are dened in (4.4) and (4.5)
respectively.
Postsynaptic depolarization is assumed to be attributed to back-propagating
action potentials or other dendritic depolarizing events that occur with a small
delay relative to the spike initiation in the somatic region (Markram, Helm, &
Sakmann, 1995). This postsynaptic depolarization dynamic is modeled by (4.4)










NMDA receptors are involved in potentiation and depression of synaptic
ecacy by acting as a coincidence detector of the presynaptic and postsynaptic
ring (Malenka & Bear, 2004). The kinetics of NMDA channels is modeled by












The rst term in (4.3) simulates Hebbian LTP (long-term potentiation). Con-
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Figure 4.4: Synaptic weight learning window. Synaptic weight is increased when
postsynaptic depolarization and glutamate bound to NMDA receptors occur
concurrently. Partial synchrony of these events leads to synaptic weight loss
that is graded with respect to the temporal separation of the events.
current occurrence of postsynaptic depolarization ipost and glutamate bound to
NMDA receptors bglu will cause the synaptic weight to approach one with char-
acteristic time pp. Partial synchrony of these events will cause the weight change
to be graded with respect to the temporal separation of the events. Fully asyn-
chronous events will decrease the synaptic weight by the second term in (4.3).
This second term simulates LTD (long-term depression). Presynaptic event oc-
curring without postsynaptic event will cause the synaptic weight to approach
zero with characteristic time pnp. Postsynaptic event occurring without presy-
naptic event will decrease the weight to zero with characteristic time npp. Using
the kinetics of the NMDA receptors (Monyer et al., 1994), NMDA;f = 7.0 ms,
and NMDA;r = 1.0 ms. The learning window is illustrated in Figure 4.4.
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4.4 Experimental Results and Discussions
The proposed CA3 model is implemented in the MATLAB environment.
Short term memory is rst demonstrated by introducing seven and nine distinct
memory items in sequence to the CA3 model respectively. The dynamics of
the NMDA channels are varied to explore their eects on the rate of learning
(i.e. ease with which memories are formed in longer term memory). Next, the
network using SRM model is shown to be more computationally ecient than
I&F neuron model.
4.4.1 Associative Memory Storage and Recall
We rstly conduct the experiments to elucidate the mechanism of associa-
tive memory storage and recall in the proposed model. Figure 4.5 shows the
repetitive rings of neurons in the network. A memory item is represented by
the coincident ring of a subset of neurons within a particular gamma cycle. In
Figure 4.5, external input Vin (simulation of spikes from EC and DG input layer)
representing seven dierent memories are introduced into the network. Each of
the input patterns is encoded by ve pyramidal neurons (M = 5).
The rst memory is inserted into the memory buer at 160 ms by an ex-
ternal input that synchronously res ve of the pyramidal neurons. This ring
triggers a short after-hyperpolarization potential (AHP) and then a slowly ris-
ing after-depolarization potential (ADP) in the neurons. This is shown by the
corresponding solid red line in the Vrefr of Figure 4.5a. The ADP subsequently
causes the neurons to re on next theta cycle. The ring time of each neuron is
represented by a line in the membrane potential of Figure 4.5b. The membrane
69
Chapter 4. A Computationally Ecient Associative Memory Model of
Hippocampus CA3 by Spiking Neurons
potentials of the rst group of neurons are represented by the solid red line in
the membrane potential of Figure 4.5c-d. When a pyramidal neuron res, the
ADP is reset, making it possible for the same processes to occur on the next
theta cycle. The second memory is inserted at 500 ms which causes the syn-
chronous ring of the another group of ve neurons (represented by green line).
This memory is repeated in the second gamma cycle on the subsequent theta
cycle. The ADP causes persistent ring and controls the timing of the ring of
each group of neurons. It can be seen that the ADP ramps for the memories are
slightly oset in time. This oset causes the neurons to encode the rst memory
to threshold before neurons that encode the second memory and so forth for the
rest of the memory items. The feedback inhibition VIPSP (not shown) follows
each action potential from the pyramidal cells. This inhibition serves to restrict
the ring of each group of neurons to discrete phases of the theta oscillation
(gamma subcycles). Each memory item is repeated in the order of introduction
to the network as shown in Figure 4.5b.
To illustrate that the short term memory (STM) network encodes only seven
patterns in each theta cycle, two more patterns are inserted. When the eighth
memory is introduced to the network at 2500 ms, the last memory item of each
theta cycle (the seventh memory item) is dropped from repetition. Activation of
the pyramidal cells that encode the seventh memory item is no longer maintained
by the ADP intrinsic to the pyramidal cells. This is shown in Vrefr of Figure 4.6d
with ADP declining to zero after the introduction of the eighth memory item.
The eighth memory now repeats on the rst gamma cycle within a theta cycle
as shown in Figure 4.6b. The sixth memory item now repeats in the last gamma
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Figure 4.5: Mechanism of short term memory (STM) in the model. (a) Intro-
duction of dierent memory items into CA3. (b) Firing times of each neuron.
(c) ADP of the rst neuron of each group of neurons representing the same
memory item, overlapped to show relative temporal separation. (d) ADP of
the rst neuron of each group of neurons representing the same memory item,
non-overlapped.
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cycle within each theta cycle. When the ninth item is introduced at 2830 ms, the
sixth memory item is dropped. Because there are only seven gamma subcycles
in a theta cycle, the memory buer is limited to only seven memory items.
Figure 4.7a illustrates the synaptic matrix; the color of the square at location
i, j denotes the synaptic strength of the connection from neuron j (y-axis) to neu-
ron i (x-axis). The repetition of memories in the short term memory network
gradually leads to the build up of synaptic strength. Here, hetero-associative
memory is also gradually formed due to the repeated presentation of the same
sequence of memory items. Figure 4.7a also illustrates neuron group (neuron 1 to
5) of the rst memory item are hetero-associated with neuron groups of memory
items 2, 3, 4, 5, 8, and 9. Neurons encoding memory item 7 are auto-associated
with one another after these neurons are dropped with the introduction of the
memory item 8. The neurons encoding memory item 6 are auto-associated with
one another after these neurons are dropped with the introduction of the mem-
ory item 9. Neurons of memory item 6 and memory item 7 are also weakly
hetero-associated. The memory items 9, 8, 1, 2, 3, 4, and 5 are sequentially
repeated in the short term memory buer after 3000 ms. The gradual build-
up of hetero-associative memories is due to the deactivation kinetics of NMDA
channels employed by the physiological learning rule. Figure 4.4 shows that the
NMDA channels still weakly span over to other gamma cycles. This results in
neurons activated in adjacent gamma cycles to be more hetero-associated than
neurons that are activated in more distant gamma cycles.
Evidences show that NMDA receptors are involved in the long term plastic
changes in synaptic transmission (Ozawa, Kamiya, & Tsuzuki, 1998; Shimizu
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Figure 4.6: Illustration of limited capacity of short-term network. The refractory
response is reset whenever the pyramidal cells spike. Unless the ADP is refreshed,
the ADP will decline just after a subsequent theta cycle. The decline of ADP
underlines the dropout of a previously inserted memory when more than seven
memory items are inserted. (a)-(d) as in Figure 4.5.
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et al., 2000). Molecular and functional evidence further indicates that dier-
ent NMDA receptors have signicant dierent properties and kinetics (Monyer
et al., 1994). In hippocampus, pyramidal cells express NR2A and NR2B mR-
NAs, and that the expression of NR2A increases throughout postnatal develop-
ment (Monyer et al., 1994). NR2A-mediated receptor channels have considerably
shorter oset deactivation time (of the order of tens of milliseconds) than other
channel subtypes (Monyer et al., 1994). Evidences also show that the adult
pyramidal cells (> 5 weeks old) have excitatory postsynaptic current (EPSC)
amplitude 4-fold larger than in very young (up to 2 weeks old) neurons, and
both the EPSC rise time (up to 70%) and fast (up to 70%) and slow (up to
90%) decay time constants decreased with age (Kirson & Yaari, 1996). These
age-related developmental changes in NMDA receptor subunit composition can
alter the kinetics of NMDA channels.
Figure 4.7 illustrates the resulting synaptic matrix when the deactivation
kinetics of NMDA channels are reduced accordingly. Here, it is shown that dif-
ferent memory items are less hetero-associated. This suggests that older animals
are better in forming auto-associative memory than younger animals. Figure
4.7c illustrates the resulting synaptic matrix when the EPSC amplitude and de-
activation kinetics of NMDA channels are respectively increased and reduced
accordingly. Here, it is shown that formation of auto-associative memory by
hippocampal CA3 can be achieved even when the memory items are presented
once to the network. With fast NMDA channels having deactivation that span
only one gamma cycle, neurons that re in dierent gamma cycles and repre-
sent dierent memories, will not have the synapses between them strengthened.
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(a) NMDA;f = 7.0ms,
NMDA;r = 1.0ms, and
bglu = 1
(b) NMDA;f = 0.7ms, and
NMDA;r = 0.5ms, and bglu =
1
(c) NMDA;f = 0.7ms,
NMDA;r = 0.5ms, and
bglu = 4
Figure 4.7: Synaptic weights between pyramidal cells represented in a grey scaled
color weight matrix. Numbers in both axes identify the neuron in the network.
Color of the square at location i, j denotes the synaptic weight of the connec-
tion from neuron j (y-axis) to neuron i (x-axis). These gures show the eect on
synaptic weights by dierent deactivation kinetics of NMDA channels on synaptic
modication. (a) Memory items are more hetero-associated with longer deacti-
vation kinetics of NMDA channels. (b) Memory items are less hetero-associated
with shorter deactivation kinetics of NMDA channels. (c) Faster acquisition of
auto-associative memory when EPSC amplitude is four times larger.
The only connections that are strengthened are between neurons that encode the
same memory. Thus, synapse modication with fast NMDA channels will realize
auto-associative memory even though memory items are presented once. Fur-
thermore, auto-associative memory items can be encoded much faster by adult
hippocampal pyramidal cells with higher EPSC amplitude.
4.4.2 Computational Eciency
The integrate-and-re (I&F) neuron model is one of the most widely used
models for the simulation of spiking neural systems. Burkitt has provided a thor-
ough review of I&F neuron models and its variations for homogeneous (Burkitt,
2006) and inhomogeneous synaptic inputs (Burkitt, 2006b). A key reason for its
popularity is its eciency in terms of implementation cost. For comparison, the
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leaky I&F neuron takes 5 FLOPS (oating point operations) to compute com-
pared to 1200 FLOPS for the Hodgkin-Huxley model (Izhikevich, 2004). This
dierence becomes a consideration when simulating a network of neurons.
The SRM neuron has the potential to be even more computationally ecient
compared to the I&F neuron, by means of a lookup table (LUT). A lookup table
is a data structure that saves processing time by retrieving a value from memory
rather than actually performing the oating point operations as is usually done
in spiking neuron simulations. The tables are usually pre-calculated and stored
in memory during the initialization phase of the algorithm.
The use of lookup tables in spiking neural networks simulations had been
explored by Ros et al. using ED-LUT (Ros et al., 2006). However, ED-LUT
focused on improving the eciency of computationally expensive compartmental
conductance-based neuron models. Instead, we demonstrate that SRM with
lookup table can also improve the eciency of computationally cheap I&F neuron




=  v(t) +RI(t) ; (4.6)
where m is the membrane time constant, v(t) is the membrane potential, R is
the membrane resistance, and I(t) is the input current.
In the case of a time dependent stimulus I(t), the membrane potential v(t)
is given by (4.7).









)I(t  s)ds ; (4.7)
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where vi is the initial condition of the membrane potential, and t^ is the time
that the last spike occurred.
Comparing (4.1) and (4.7), it can be observed that the membrane potential
v(t) in the SRM neuron is a closed form expression while the I&F neuron is not
because the latter expression involved an integral term. The advantage of having
a closed form expression is that it may be implemented in the form of a lookup
table.
It should be noted that under special conditions, such as when I(t) is a step
function, it is possible to express the membrane potential of the I&F neuron as
(4.8).
v(t) = RI0(1  exp(  t  t^
m
)) ; (4.8)
where I0 is the step input amplitude of I(t). In this form, the I&F neuron can
be implemented as a lookup table. However, such special conditions are rarely
encountered in practice.
A comparative study was conducted to examine the dierence in compu-
tational eciency between the SRM neuron and I&F neuron. The eects of
varying network size, for M = 1 to M = 9, were also examined. The simulations
were conducted using MATLAB on a Intel i7 2.8 GHz machine over 20 trials,
each for 6 seconds in simulation time with a time step of 0.1 ms. The results are
summarized in Figure 4.8 and Table 4.1.
It is readily observed from Figure 4.8 and Table 4.1 that the SRM neuron is
approximately 2 times more ecient than the I&F neuron. This demonstrates
that the SRM neuron implemented by a lookup table is more computationally
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Number of cells representing a memory pattern, M
Figure 4.8: Boxplot of log (simulation times in seconds) for varying network
size, M = 1 to M = 9, between the SRM neuron and I&F neuron over 20
trials. On each box, the central mark is the median, the edges of the box are
the 25th and 75th percentiles, the whiskers extend to the most extreme data
points not considered outliers, and outliers are plotted individually. However,
due to the wide range of simulation time values, the edges of the box and the
extreme whiskers are compressed and not clearly visible. Nonetheless, this gure
illustrates that the SRM neuron model is computationally more ecient than
the I&F neuron. The lines across the boxplots connect the mean simulation
times.
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Table 4.1: Comparative results of mean simulation times (standard deviation in
parentheses) in seconds between SRM neuron and I&F neuron over 20 trials.
M SRM I&F Improvement
1 32.337 (0.212) 61.320 (0.294) 47.26%
3 259.083 (1.962) 488.203 (4.126) 46.93%
5 688.748 (12.218) 1314.946 (11.947) 47.62%
7 1307.845 (12.386) 2545.041 (16.937) 48.61%
9 2179.592 (34.509) 4225.119 (71.486) 48.41%
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Figure 4.9: Plot of log (computation time in seconds) against simulated time.
ecient than the I&F neuron.
In addition, it is observed that the improvement over the I&F neuron remains
consistent with increasing network size (see Figure 4.9). Hence, this makes the
SRM neuron a suitable choice for implementing large neural networks in com-
parison to I&F neuron model.
4.5 Discussion and Conclusion
The simulation results showed that the proposed CA3 model can capture
multiple memory items in real time and incorporate them into memory. The
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dynamics of ADP in pyramidal cells led to the sustained ring of memory items.
This mechanism produced a repetition of each memory item once every theta
cycle. Consequently, the repeated ring of memory items led to the gradual
incorporation of each item in memory via modication of the synaptic strengths
between groups of neurons.
However, the employment of the short-term memory mechanism comes with
a high time precision requirement for numerical simulation. This leads to heave
computational expenses and time consuming problem for large network. In ad-
dition, the example spike patterns taken in the experiments are synchronized
rings, which limits the inputs present to the proposed model. A more sophis-
ticated encoding scheme is desired to encode various input stimulation into the
required input pattern form. Moreover, the structure of the proposed model is
xed, so the input patterns need to be fed to specic group of input neurons.
It has been demonstrated that auto-associative memory is acquired in single
presentation of memory items through the use of fast NMDA channels. The
simulation results also showed age-related development changes in NMDA re-
ceptors can aect the formation of auto-associative memory. In addition, the
result showed network using SRM neurons can be computational ecient than




Memory Model with Temporal
Population Codes
5.1 Introduction
Memory is an extremely complex and brain-wide process, which is an indis-
pensable part of what makes us human. Since Aristotle's pioneering work in his
treatise \On the Soul", people have devoted signicant eort to investigating
what is memory and how it works. In order to understand the amazing function
of human memory, two basic questions should be answered in the rst place:
what is the internal representation of memory and how memory is organized in
the brain? It is commonly accepted that memory starts from the sensory encod-
ing, consolidated in the hippocampus, and stored in the cortex. Starting from
Atkinson-Shirin memory model (Atkinson & Shirin, 1968), which is composed
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of sensory memory, short term memory (STM) and long term memory (LTM),
neuroscientists have developed dierent computational models in order to mimic
the biological memory system. Inspired by the anatomic structure of the brain
and the study of the famous patient Henry Molaison, hippocampal-cortical mod-
els have received great interests recently (Eichenbaum, 2000; Frankland & Bon-
tempi, 2005).
To answer the question that how information is represented in the nervous
system, plenty works have been conducted during the last few decades. As a
traditional coding scheme, rate coding assumes that the most important infor-
mation about the stimulation can be described by the ring rate of sensory neu-
rons. However, rate codes fail to describe the rapidly varying real-world stimuli.
On the contrary, recent experimental studies show that spike timing makes sense
in visual (Meister & Berry, 1999), auditory (Heil, 1997), olfactory (Perez-Orive
et al., 2002) pathways and the hippocampus (Mehta, Lee, & Wilson, 2002) in
various neuronal systems (VanRullen, Guyonneau, & Thorpe, 2001). Moreover,
it has been reported that precisely timed spikes are important for the integration
process of cortical neurons (Kayser, 2009).
The neural codes employed during the information processing is a fundamen-
tal problem regarding the neural representation of memory. Studies on popula-
tion coding suggest that information can be encoded by clusters of cells rather
than single cells. Population coding has been found existing throughout the ner-
vous system. For example, visual features are encoded with population codes
in visual cortex (Samonds et al., 2006), and movement directions are found to
be related to populations of motor cortical neurons (Georgopoulos, Schwartz, &
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Kettner, 1986). In addition, when an animal passes by a specic location in an
environment, a particular population of cells, which are called place cells, will be
activated (O'Keefe & Dostrovsky, 1971; Leutget et al., 2005). Since information
is encoded across many cells, the uctuation of neural response or damage to
single cells will not lead to a catastrophic result. Recently, temporal population
coding has been demonstrated to be capable of encoding visual stimuli invari-
antly (Wyss, Verschure, & Konig, 2003). We believe that the combination of
both temporal codes and population codes may provide a alternative approach
to achieving neural representation of information in the nervous system.
The second problem, the organization principal of memory, is intensively
related to the learning process happening all the time throughout the brain
(Starzyk & He, 2009). Hebbian theory, which is also called assembly theory, at-
tempted to explain the associative learning process at the synaptic level. With
the development of large-scale ensemble recording techniques, network-level func-
tional coding units, named neural cliques, have been successfully identied in the
hippocampus (Lin et al., 2005). Since STDP can be understood as a special form
of Hebbian learning, STDP process and other spike-timing based learning might
be involved in the formation of neural cliques and associative learning. Further-
more, a recent study of population response patterns in monkey inferior temporal
cortex suggests that external stimuli can be represented by response of neural
populations in monkey inferior temporal (IT) cortex, and the encoded memory
patterns are organized in a hierarchical order (Kiani et al., 2007). By analyz-
ing the response of CA1 cell populations using multiple discriminant analysis
(MDA), the memory encoding has been found to be involved with a combina-
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tion of neural cliques (Lin, Osan, & Tsien, 2006). The engaging memory coding
units, also called neural cliques, encode information of the stimulus from general
to specic.
Although dierent spiking neural network memory models have been pro-
posed, few of them employ temporal codes as the neural representation of in-
formation. In addition, the issue that how memories are organized remains
underexplored. Inspired by the exciting results above, we propose a hierarchical
organized memory (HOM) model aiming to investigate the formation of neural
cliques and the organization principle of memory. As shown in Figure 5.1, sensory
information travels upwards along the hierarchical network during the bottom-
up information processing. With a spike-timing based learning algorithm during
the storing phase, the spiking neural network is able to map sensory informa-
tion into neural clique activities in Layer I, and sustain a working memory via
the interplay between pyramidal neurons and subthreshold membrane potential
oscillations. Meanwhile, auto-associative memory can be generated via fast N-
methyl-Daspartate (NMDA) dominated STDP process in Layer I, and sequence
learning can be performed by slow NMDA dominated STDP in Layer II. We be-
lieve that the proposed HOM model is a good attempt to explore the underlying
mechanisms of emergence of neural cliques and formation of memories as well as
the organization principals in the brain.
In the next section, we introduce the general structure of the model, neural
representation of sensory information, learning algorithm and etc. In section 5.3,
the performance of the proposed model is demonstrated by numeric simulation
results. In section 5.4, we discuss important properties of the model and relations
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to other methods. At last, a summary of results is presented in section 5.5.
5.2 The Hierarchical Organized Memory Model
The hierarchical organized memory model is inspired by the biological plau-
sibility of temporal population coding and the physiological observation that
the memory coding units are organized in a categorical and hierarchical manner
(Lin et al., 2005). Basically, the network is composed of three layers: input layer,
Layer I and Layer II. As shown in Figure 5.1, neurons in the lower layer are fully
connected to its next higher layer, whereas lateral connections exist in Layer I
and Layer II. The interneurons provide feedback inhibition to prevent continuous
ring and temporally separate neural ring events representing dierent memory








Figure 5.1: Network architecture of the hierarchical model. Neurons forming
neural cliques and enhanced lateral connections are illustrated in dierent colors.
Two groups of interneurons feed inhibition back to neurons in the same layer.
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5.2.1 Pyramidal Cells and Theta/Gamma Oscillations
The spike response model (SRM) (Maass & Bishop, 1998), which provides a
simple description of the spiking neuron, has been widely used in various studies.
In order to retain memory about the stimulation for a short while, pyramidal
cells are employed in Layer I. By utilizing the slow build-up ramp of ADP of
pyramidal cells (Jensen, Azouz, & Yaari, 1996), the status of neurons can be
maintained. We plug ADP kernel into the generic spike response model, so that
the state of pyramidal neuron i at time t is described as
vi(t) = ADP (t  ti) +
X
j
wij"ij(t  tj) + Vrest (5.1)
where ti and tj denote the ring time of the presynaptic neuron i and the post-
synaptic neuron j, respectively. ADP (t  ti) is the ADP of neuron i, and wij is
the synaptic ecacy from neuron j to neuron i. A spike is generated when the
membrane potential reaches the threshold Vthr = 1. The membrane potential is
set to Vrest = 0 after each ring, while the ADP is reset and build up again.
The response of pyramid neuron after ring is modeled as an  function as
follows:





where AADP is the amplitude of ADP, and ADP is the time constant aecting
the duration of excitatory ramp.
Theta and gamma oscillations are two important types of brain wave in
synchronizing the neural activity (O'Keefe & Dostrovsky, 1971; Nicolelis et al.,
1995). They are believed to be critical for temporal coding/decoding of active
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neuronal ensembles, learning and memory formation (Buzsaki, 2002; Lega, Ja-
cobs, & Kahana, 2012; Axmacher et al., 2006). An external theta oscillatory
source, which injects current to neurons in Layer I, is modeled as a cosine wave
i(t) = A cos(2ft+ 0) (5.3)
where A is the amplitude of sub-threshold membrane oscillation, f is the fre-
quency of theta oscillation, and 0 is the initial phase. Lisman's STM model
proposes that the capacity of STM depends on the theta/gamma cycle length ra-
tio, suggesting that short term memory is reserved within individual gamma cy-
cles (Lisman & Idiart, 1995). With the recent direct evidence from human EEG
scalp recordings supporting the STM model (Kaminski, Brzezicka, & Wrobel,
2011), we assume that each memory item is represented by rings in dierent
gamma cycles in response to specic stimulus. After each ring, the increasing
ADP and theta oscillatory signal contribute to the ring. The interplay between
ADP and theta oscillation results in repetitive rings in the subsequent theta
cycles. Meanwhile, inhibition from interneurons suppresses individuals of other
neural cliques. As a result, rings of neurons are kept into gamma cycles as spike
volleys.
5.2.2 Temporal Population Coding
With the interests in the functional role of temporal information of neural
activities, temporal codes have received increasing attention (Singer & Gray,
1995; Kayser, 2009). The information about stimulation is thought to be en-
coded by the time of spikes generated by a specic population of neurons, and
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each input pattern is coded by a particular group of neurons. In addition, the
recently proposed temporal population code is capable of encoding both spatial
organization and temporal dynamics of neural activities. Since the dentate gyrus
(DG) is believed to be responsible for mapping raw neural signal to a sparse rep-
resentation, we assume that the external stimuli entering the HOM model are in
the form of temporal population codes.
Considering real-world stimuli are per-processed by sensory organs, a spike-
timing-based population encoding method is used to covert images into single-
spike spatiotemporal patterns mimicking the visual sensory encoding process.
The original image is segmented into receptive elds of retinal ganglion cells
(RGCs) as shown in Figure 5.2a, and pixel values are converted into ring times
of ganglion cells according to the following equation.
ti = f(si) = tmax   ln(  si + 1) (5.4)
where ti is the ring time of neuron i, tmax is the width of encoding window,  is
a scaling factor, and si is the total stimulation received from the receptive eld
of each ganglion cell. Then, all rings generated by ganglion cells in the same
RF are compressed into a spike train as shown in Figure 5.2c. The compressed









exp (t ti)= H(t  ti) (5.6)
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input latency code






Figure 5.2: Encoding of a receptive eld. (a) The original image is divided into
receptive elds of ganglion cells. (b) The stimulation received by ganglion cells
are converted into ring of neurons using latency encoding. (c) Firings in the
same RF are compressed into a spike train.
where H(t) is Heaviside step function, and  is the time constant of the exponen-
tial function. If consider g(t) as the postsynaptic eect received from ganglion
cells in the same RF, the ring time is determined by the integrated value. The
ring time tmax is when g(t) reaches its maximal value Vmax within the encoding
window (Figure 5.3).
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Figure 5.3: Illustration of determining the ring time of a input neuron coding
for a RF. (a) The compressed spike train contains several spikes at dierent
times. (b) The integration of exponential-tailed spike train. The ring time
of the input neuron is dened as the time when the integration of stimulation
reaches its maximum value.
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Therefore, a segment of the original image is encoding into a single spike
ring at a particular time within an encoding time window and the whole image
is converted into spatiotemporal patterns with reduced number of spikes. Then,
the spatiotemporal pattern carrying sensory information is fed into the model as
inputs.
5.2.3 The Spike-timing Based Learning and NMDA Channels
Since we consider time as one coding dimension for neural representation, the
learning rule employed in the model is expected to be compatible with temporal
codes. Among the existing spike-timing based learning approaches, the tem-
potron rule has shown to be a biologically plausible supervised synaptic learning
scheme (Gutig & Sompolinsky, 2006). The tempotron learning is employed in
training neurons to recognize upwards stimulation in the HOM model. When
presented a pattern, each neuron needs to make a decision that whether the in-
put stimulation contains certain features that have been learned by it. Receiving
synaptic currents from aerent connections, the postsynaptic membrane poten-
tial varies by integrating the postsynaptic potentials (PSPs). The connections
from neurons that contribute to the integrated postsynaptic membrane potential
during the presentation will be enhanced according to the tempotron learning





where wi is the synaptic weight from aerent i to the postsynaptic neuron,  is
the learning rate, d is the desired output label (either 0 or 1), and si = ti tmax is
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the delay between presynaptic ring (Si) and the time when postsynaptic mem-
brane potential V (t) reaches its maximal value Vmax. The tempotron learning




































Figure 5.4: Illustration of the tempotron learning rule. (a) Typical input pattern
using temporal population codes. (b) Membrane potential of the postsynaptic
neuron. The maximum value of the membrane potential is reached at tmax.
(inset) The synaptic weight wi changes accordingly to the time dierence between
s and the desired signal d. If d = 1, wi  0(solid line), or if d =  1, wi < 0
(dashed line).
STDP is a well studied and widely accepted learning mechanism, which
adapts neural connections relying on the relative timing of pre- and postsynaptic
action potentials (Bi & Poo, 1998). It is believed that both long-term potenti-
ation (LTP) and long-term depression (LTD) is dependent on the intracellular
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calcium transients (Sjostrom & Nelson, 2002). Additionally, the calcium depen-
dence of plasticity is critically related to the activation of postsynaptic NMDA
receptors (NMDARs), which detect the coincidence of glutamate release caused
by the presynaptic spike and postsynaptic depolarization. Thus, it is believed
that synaptic plasticity such as LTP and LTD relies on the activation of postsy-
naptic NMDARs (Bear & Malenka, 1994; Malenka & Bear, 2004). Although the
biophysical and biochemical mechanisms that underpin STDP still need further
investigation, these results suggest that STDP could be a NMDAR-dependent
mechanism. In the basic three-layer HOM model, it is assumed that fast and
slow NMDA channels dominate the synaptic transmission as well as plasticity in
Layer I and Layer II, respectively.
Since memory items are represented by rings of neurons, the repetitive r-
ings contribute to the enhancement of connections between activated neurons via
STDP learning. As feedback inhibition from interneurons temporally separate
spike volleys into individual gamma cycles, fast NMDA channel contributes to
the formation of intra-clique connections (auto-associative memory) in Layer I,
and slow NMDA channel spanning over several gamma cycles enhances inter-
clique connections (episodic memory) in Layer II. Based on biophysical and bio-
chemical ndings, the time course of the activation of NMDARs crucially aects
long term modication, indicating that STDP learning may perform dierently
with NMDA channel in dierent states. In order to incorporate the eect of slow
NMDA, STDP learning curve with a width of 50ms is adopted as illustrated
in Figure 5.5.
Since rings within dierent gamma cycles represent dierent memory items,
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Figure 5.5: LTP induced by STDP learning for dierent memory items. (a)
Firings within each gamma cycle represent memory items 0-7. (b) Synaptic
changes depend on the relative time between rings.
strong connections within the same neural cliques can be formed via fast NMDA
channel (e.g. 1 ! 0), while weaker LTPs are induced between neural cliques in
dierent gamma cycles via slow NMDA channel (e.g. 7! 0).
5.3 Numerical simulation
In this section, we demonstrate that the proposed HOM model is capable of
learning input patterns by generating neural cliques, storing memory items into
individual gamma cycles, and performing sequence learning. Several experiments
are conducted to illustrate and analyze these processes.
Consider visual signal as input sensory information, an image can be con-
verted to latency-coded and compressed spike trains (Figure 5.6a), and then
transformed to a spatiotemporal pattern (Figure 5.6c) using the coding scheme
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described in section 5.2.2. As suggested in Hasselmo et al.(2002), the encoded
patterns are presented to the network at troughs of theta oscillation.

















































Figure 5.6: An example of encoding visual stimulation into single-spike spa-
tiotemporal patterns with temporal population codes. (a) Compressed spike
trains. (b) Encoded single-spike pattern.
5.3.1 Network Behavior
As shown in Figure 5.1, the spiking neural network used to implement the
HOM model is composed of three layers. For the following experiments, 300,
400 and 400 neurons are used in input layer, Layer I and Layer II, respectively.
The initial weights are congured according to the population size of each layer.
Each input pattern is represented by 100 spikes using temporal population
codes as shown in Figure 5.6. The fast NMDA channel maintains activated
state around 10ms after the binding of glutamate to postsynaptic cells, while
the slow NMDA channel with a slow deactivation time constant dominates the
STDP process in Layer II. The inter-layer synaptic weights are updated by the
tempotron learning rule during the representation of input patterns (gray strips
in Figure 5.7), while intra-layer synaptic plasticity are modied by STDP.
Driven by input synaptic currents, increasing number of pyramidal neurons
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in Layer I start to re and form dierent neural cliques iteration by iteration.
When enough stimulation are generated by neural activities in Layer I, similar
phenomena emergence in Layer II. After dozens of iterations, neural cliques
response to specic patterns and repeat ring during subsequent theta cycles
(Figure 5.7).
We can identify three groups of neurons ring as neural cliques by their volley
activities in Layer I and II, respectively (Figure 5.7c and 5.7d). Within each theta
cycle, neural cliques respond selectively and repetitively to the stimulation as the
same order that input patterns are introduced to the network. Moreover, Figure
5.8 shows neural clique activities in response to stimulation after training. When
presented input patterns, corresponding neural cliques (red and yellow squares)
are activated in Layer I. After a brief delay, neural cliques in Layer II are triggered
by activities in Layer I. As shown in Figure 5.8, red squares denote neurons ring,
while yellow ones denote neurons about to generate action potentials. With
stronger lateral stimulation from other individuals of the same neural clique,
neurons in Layer I perform more synchronized behaviors in contrast to those in
Layer II.
Figure 5.9 reveals the mechanism underlying repetitive ring of pyramidal
neurons. The periodical ring, which functions as working memory in the model,
is a result of interplay between ADP and theta oscillation. After generation of the
rst spike by a particular neuron, its ADP starts to build up. When the slowly
ramping up ADP meets near-peak theta current, the pyramidal neuron will
re again in the following theta cycle. Meanwhile, inhibition from interneurons
prevents neurons coding for other patterns from ring right after the volley spikes
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Figure 5.7: Neural activity propagates through the system. (a) Input patterns.
Each pattern consists of 100 neurons ring within an encoding window (gray
strips). (b) Theta rhythm provides a sub-threshold current injecting to pyrami-
dal neurons. (c) and (d) are the raster plots of the neural activities in Layer I
and II. Colored dots denote spikes of neuron forming dierent cliques.
generated by previous neural clique. As a result, spike volleys are temporally
separated into individual gamma cycles (Figure 5.7c and 5.7d).
When neurons initially start to re, the spike times are randomly distributed
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Figure 5.8: Input images and their corresponding neural responses in Layer I
and II. The original images consisted of 400 400 pixels, while both Layer I and
II consisted of 20  20 neurons. Membrane potentials are color-coded ranging
from the resting voltage 0 (blue) to the spike cuto 1:5 (red), and the threshold
is 1:0 (yellow).
in gamma cycles. With repetitive rings, synaptic weights between individual
members of the same neural clique are strengthened with STDP learning, result-
ing in their synchronized ring as shown in Figure 5.7c.
Since fast and slow NMDA channels dominate the STDP process in Layer
I and II respectively, the resulting lateral connectivities are quite dierent. To
verify it, we examine the synaptic weights, especially intra-clique connections in
Layer I and inter-clique connections in Layer II as presented in Figure 5.10.
After several iterations, neurons in Layer I start to re due to the enhance-
ment of connections from input layer to them (W21, Iteration=20). After a while,
once neurons in Layer II receive enough stimulation from Layer I, they begin to
be active as shown in the third row (W32). Once more than one neuron starts
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Figure 5.9: Typical neural responses of pyramidal neurons in the same layer.
(a), (c) and (e) are membrane potentials of neurons coding for dierent stimulus.
(b)(d)(f) Slow built-up ADP of pyramidal neurons (blue) and inhibition from
interneurons (red).
to respond to a certain input pattern, they wire together to form neural cliques
as shown in the second row (W22 and W33).
To further study the resulted neural cliques and their connectivities, we fo-
cus on weight matrices representing synaptic connections of Layer I and II as
shown in Figure 5.11. Since the fast NMDA channel stays activated for several
milliseconds, only rings forming the same neural clique fall within the time win-
dow. Consequently, intra-clique connections are enhanced via STDP process and
salient as shown in Figure 5.11. Salient matrix elements at 1-50 on the x- and
y-axis represent the enhanced intra-clique connections (the weights have been
rearranged according to neural cliques for clear illustration). The highlighted
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Figure 5.10: Evolution of the neural connectivity of HOM network. Synaptic
change of inter-layer connections between input layer to Layer I (w21) and be-
tween Layer I and II (w32) are shown in the rst and third row. The generation
of neural cliques in Layer I (w22) and II (w33) are shown in the second and fourth

































Figure 5.11: Weight matrices of lateral connections in Layer I (left) and Layer
II (right). The amplitudes of synaptic weights are normalized to the maximal
value and proportional to gray-scale values. Intra-neural clique connections are
highlighted by colored boxes.
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weights matrices show that each neural assembly forms a recurrent subnetwork
with auto-associative memory coded in the enhanced lateral connections.
Although lateral connections in Layer II have been strengthened, the re-
sulting connectivity is dierent from that in Layer I as shown in Figure 5.11.
Since slow NMDARs require a relative long activation period after the presy-
naptic action potential spanning over several gamma cycles, spikes in dierent
cycles would induce enhancement of inter-clique connections. The highlighted
weight matrices along the diagonal are similar to those in Layer I, in which auto-
associative memory is stored. Elements at 46-90 on the x-axis and 0-45 on the
y-axis denote connections between neurons forming neural clique 1 and 2. The
matrices aside diagonal matrices represent connections between neural cliques,
in which episodic memory is encoded.
In summary, neurons forming the same neural clique tend to re in synchrony,
while neural cliques coding for successive patterns are temporally compressed.
The former is caused by fast NMDA mediated STDP in Layer I, while the latter
is a result of slow NMDA mediated STDP in Layer II. As demonstrated in Figure
5.7, neurons coding for dierent memories r in dierent gamma cycles in Layer
I representing the detection of individual patterns, while neural responses within
each theta cycle in Layer II representing the recognition of sequence of patterns.
The neural cliques identied in Layer II can be considered as a assembly cod-
ing for the particular combination of patterns with their presentation sequence
encoded. Both intra-clique and inter-clique connections contribute to the for-
mation of it as shown in Figure 5.11 (right plot). Therefore, hetero-association
between layers abstracts information during the bottom-up process, while inter-
100
Chapter 5. A Hierarchical Organized Memory Model with Temporal
Population Codes
clique episodic memory binds information about several temporally separated
patterns into a compressed form.
Intra-clique Connections and Auto-associative Memory
Our brain has a remarkable ability of association despite constant changes in
real-world circumstances. During perception along sensory pathways, informa-
tion about external stimulation is abstracted and encoded into reliable neural
activities. After training, both hetero-associative memory and auto-associative
memory are stored in the connections between neurons. Input patterns are
hetero-associated with neural responses in Layer I via synaptic weights between
input layer and Layer I, while auto-associative memory is represented by intra-
clique connections.
As neural activities can be observed as an explicit expression of stored mem-
ory, pattern completion may refer to the ability that a subset of neurons from a
particular neural clique are able to arouse the rest of them. The trained network
is expected to be competent for recalling stored neural activities upon presenta-
tion of input patterns and retaining invariant responses in presence of noises and
even corruption of information. As information is distributed over neurons with
population codes, the information loss caused by shifting or removing spikes can
be complemented with the aid of other contributing neurons. In order to inves-
tigate the capability of reproducing neural activities, time jitter and missing of
spikes are considered in the following experiments. A correlation-based measure
of spike timing (Schreiber et al., 2003) is used to quantitatively evaluate the
distance between output patterns and target patterns.
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j !s1 jj !s2 j (5.8)
where C is the correlation denoting closeness between two temporal coded pat-
terns (s1 and s2). They are convolved with a low pass Gaussian lter of a width
 = 2ms.
By shifting ring times of input spikes, variability of input patterns was
simulated as shown in Figure 5.12a. The shifting intervals were randomly drawn
from a gaussian distribution with mean 0 and variance [0, 5] ms. The correlation
between reproduced neural responses and the desired patterns are presented
in Figure 5.12. Each experiment has been repeated 30 times to generate the
averaged performance. Figure 5.12b shows that the network reproduces reliable
neural patterns in the presence of shifting of input spikes up to 3 ms in both
Layer I and II. However, the performance dramatically drops to around 0.3 as the
shifting interval increases to 5 ms. Neural responses in Layer I are slightly more
robust than those in Layer II due to error accumulation during the information
transmission from layer to layer.
An additional experiment has been conducted to further investigate the link
between intra-clique connections and auto-associative memory. Since neurons in
the same clique may provide supplementary stimulation to sustain an united ac-
tivity, corruption of input patterns may not be a catastrophic error. All settings
are kept as the same as the previous experiment, whereas one out of ten spikes
are removed from each training pattern. The experiment has been repeated for
20 times and the mean value of the correlation between actual output and desired
pattern is calculated for each trial.
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Figure 5.12: (a) Illustration of shifted spatiotemporal patterns. Firing times of
original input spikes (black bars) are randomly shifted with random jitters (gray









1 - with latteral connection




Figure 5.13: (a) Illustration of neural cliques in Layer I coding for dierent input
patterns after learning. Colored circles, triangles and squares are excited neurons
coding for dierent patterns, while black dots are non-selective neurons. (b) Test
results of the associative memory based on the correlation between retrieved and
corresponding desired patterns in response to corrupted input patterns.
As shown in Figure 5.13, the result is consistent with our analysis that con-
nections within neural cliques are responsible for the completion of patterns in
Layer I. In addition, the ability of robustly reproducing patterns in presence of
noise is demonstrated by testing with shifted patterns as shown in Figure 5.12.
Knowledge stored in the synaptic weights from the input layer to Layer I
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provides the capability of hetero-association by recognizing specic features con-
tained by input patterns. At the same time, intra-clique connections contribute
to the pattern completion in Layer I. Since corrupted patterns provide insu-
cient stimulation to neurons in the next layer, some of the trained neurons that
should have been activated may not be triggered. Fortunately, lateral inputs
from excited neurons can provide supplementary information to recall desired
neural responses. Therefore, associative memory, which can be understood as
the ability to retrieve invariant responses with partial information, relies on both
the distributed storage of knowledge in synaptic connectivity between layers and
within Layer I.
Inter-clique Connections and Episodic Memory
In previous experiment, fast NMDA channels contribute to the formation of
neural clique together with auto-associative memory. While slow NMDA chan-
nels dominate the STDP process in Layer II, which leads to dierent postsynaptic
neural responses and dierent connectivity (Figure 5.11). The slow decaying time
constant of slow NMDA channels leads to accumulation of EPSPs from dierent
neural cliques. Meanwhile, slow NMDA receptor sustains activation state over
several gamma cycles, which enables STDP to link sequence of memory items by
building up inter-clique connections. When lateral connections are suciently
developed, the accumulated EPSPs of occurred memory items would be able to
trigger subsequent items without the presentation of expected upcoming input
stimulation during recall.
As demonstrated in Figure 5.14, stimulation caused by neural cliques coding
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Figure 5.14: (a) Illustration of generated connectivity in Layer II. Synaptic
weights among neural cliques are strengthened via slow NMDA dominated STDP
learning. (b) Raster plot of neural activities in Layer I during recall. Neurons
coding for pattern 1 and 2 detect the presentation of them and trigger the ring
in Layer II. (c) Accumulated EPSCs of consecutive memory items (blue and red)
is able to induce the ring of neurons representing the next item (green) in the
sequence.
for the rst two memory items in the sequence is strong enough to trigger the
particular neural clique coding for the coming item. The inter-clique connections
may lead to the result that consecutive memory items are temporally compressed
as a group of neuron coding for the combination of several patterns in the se-
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Figure 5.15: Recall of neural clique activities induced by accumulated EPSPs.
(a) Response of neural cliques coding for the presented patterns in Layer I. (b)
Membrane potential of an activated neuron coding for the expected upcoming
pattern in Layer II. (c) Raster plot of neural activities in Layer II and their
corresponding binary codes.
quence. This characteristic is crucial for a spike-timing based hierarchical model,
which contributes to pattern/information binding process.
Figure 5.15 shows how EPSPs of consecutive memories lead to the activation
of neural cliques coding for the next upcoming pattern, which is not presented
to the network. Since only two patterns were inserted during recall of episodic
memory, only neural cliques coding for them red in response to the stimulation
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as shown in Figure 5.15a and Figure 5.15c. However, due to the slow-NMDA
mediated synaptic transmission and enhanced inter-clique connections in Layer
II, neural clique coding for the next \missing" pattern were triggered by the ac-
cumulation of EPSPs induced by the neural cliques coding for preceding patterns
(Figure 5.15b). As a result, we can retrieve the complete sequence by reading the
neural activities in Layer II as shown in 5.15c. Neural activities can be converted
to binary codes according to their behaviors within coding windows (gray strips
in Figure 5.15c). By decoding these binary codes, we can identify the presence
of individual features/patterns in Layer I and combination of features/patterns
(sequence) in Layer II.
5.4 Discussion
5.4.1 Information Flow and Emergence of Neural Cliques
Basically, the information ow in the model is unidirectional from bottom
to top. Information between layer travels upward along the network, while re-
current information ow exists in both Layer I and Layer II. Input stimulation
triggers repetitive neural activities in Layer I, these activities further drive neural
responses in Layer II. In addition, interneurons aside each layer feed inhibition
back to neurons that trigger them.
During learning, neurons compete with each other to respond selectively
to specic stimulus. Synaptic weights between layers stop changing when the
population sizes of evoked neurons reach predened conguration. Since neural
responses in higher layer rely on the input stimulation from lower layer, the
emergence of neural cliques in higher layer lags those in lower layer. Although
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bounded synapses have limited memory storage capacity (Fusi & Abbott, 2007),
they are used in our model to ensure a certain number of presynaptic neurons
contributing the generation of postsynaptic spike.
5.4.2 Storage, Recall and Organization of Memory
After memory representation is dened as neural clique response, storage and
recall are the rest two key issues for a memory model. During learning input
patterns, hetero-association is achieved by enhanced synaptic weights between
layers. Once pyramidal neurons are triggered to re, cooperation of ADP and
theta oscillation results in the repetitive ring of neurons coding for memory
items every theta cycle. While STDP learning with fast/slow NMDA channels
contributes to the enhancement of intra- and inter-clique connections, respec-
tively.
Theta oscillation has been recorded in hippocampus involved of memory func-
tion. A recent model (Hasselmo, Bodelon, & Wyble, 2002) suggests that mem-
ories might be encoded and recalled during dierent portions of the theta cycle.
Similar scheme is employed in our model, hetero-associative memory storage
occurs during troughs of theta oscillation, while stored memories are retrieved
during portions near the maximums of the theta oscillation. Since activation
of neural activities at troughs requires strong excitation, the resulted synaptic
ecacies are stronger than needed at the maximums. Redundant excitation and
distributed information over neurons improve the robustness of recalling hetero-
associative memories. Environmental noises and even information loss will not
lead to a catastrophic retrieval failure as demonstrated in the simulation results.
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In addition, inhibition of negative half of theta oscillation suppresses excitation
induced by enhanced lateral connections during the storage phase. On the other
hand, if insucient stimulation is injected into the network during retrieval,
excitation of positive half may provide supplementary stimulation.
As demonstrated in simulation results, multiple patterns are encoded and
stored into associative and episodic memory following a hierarchical organization
principle. Hereto-associative memory is encoded by the connectivity between
layers, which plays a pivotal role in recognizing specic patterns. Along with
the development of neural cliques, lateral connections are enhanced by STDP
within each layer. Intra-clique connections represent auto-associative memory,
while episodic memory about the sequence of input patterns are encoded in the
form of inter-clique connections.
5.4.3 Temporal Compression and Information Binding
The discovery of place cells suggests that spatial information can be encoded
by the cellular activities of hippocampus in the brain. Moreover, dual oscillations
have been observed in the brain involved in memory function. In the HOM
model, memory items are coded by neuron assemblies ring within dierent
gamma cycles, while past and present events are chunked by the theta oscillation.
When arriving a particular place that has been visited before, neural clique
coding for it will be activated. Later when coming up with another landmark,
another group of neurons will be activated. The temporal compression of neural
ring volleys contributes to the generation of inter-clique connections and ability
to predict upcoming patterns. Due to the repetitive ring of neurons coding
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for the previous and current landmarks, the superimposed impact of these two
neural cliques will trigger the third clique, predicting the upcoming landmark in
the learned sequence.
Since neural responses in Layer II are linked with inter-clique connections, in-
formation about dierent stimuli is binded. As shown in Figure 5.15b and 5.15c,
neural activities of dierent cliques in Layer II are interconnected. Therefore,
several temporal patterns, which are temporally compressed, can be understood
as a new neural clique in Layer II, the resulting spatiotemporal pattern can be
fed into other basic three-layer networks as input. By duplicating this basic
network into a larger network with hierarchical structure, more powerful ability
to organize neural activities representing features with dierent specicity along
the hierarchy can be achieved.
5.4.4 Related Works
Researchers have proposed various working memory models exploring dif-
ferent mechanisms to achieve persistent neural activity (for review please refer
to (Durstewitz, Seamans, & Sejnowski, 2000)). Dierent learning algorithms
for spiking neuron (Bohte, Kok, & Poutre, 2002; Ponulak & Kasinski, 2010;
Gutig & Sompolinsky, 2006; Florian, 2012) have been proposed to study hetero-
association. However, among existing memory models using spiking neural net-
work, realizing memory function with temporal codes needs further investigation,
and the issue that how memory is organized in nervous system is still unclear.
The Cortext model (Schrader et al., 2009), which is inspired by the anatom-
ical structure of the cerebral cortex, is known as a hierarchical model for word
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recognition. The Cortext model consists of three layers mimicking V1, V1 and
IT, while the information processing mechanism is based on a predictive coding
scheme. In one macrocolumn, which is composed of a group of minicolumns, only
one minicolumn is tuned to a particular feature that could occur in its receptive
eld and the input patterns are manually fed to dierent columns. Therefore,
due to unused minicolumns, the memory capability of the model and its scaling
up ability could be limited. Although the timing of spikes are employed to make
the decision that which candidate is most likely to be the input pattern, less
attention has been paid to the issue that how temporal information is exploited
in the model.
Jensen and colleagues have demonstrated that simultaneous rings of a group
of neurons can be stored in a xed recurrent network modeling hippocampual
CA3 area (Jensen, Idiart, & Lisman, 1996). The idea that dual oscillation in-
teracts with pyramidal neurons has been implemented in the model. Although
ring times of spike are considered in the model, the external inputs exciting
specic pyramidal neuron are presumed re in synchrony, which ignores sen-
sory encoding as well as the hetero-association process. In addition, recurrent
subnetworks are predened in the model and input patterns are presented to
specic recurrent networks. These assumptions restrict the generalization and
adaptability of the proposed model.
The Cortext model focuses on hetero-associative memory for word recog-
nition, while auto-associative memory is implemented in Jensen eta al.'s CA3
model. Similar to them, most existing memory models consider specic mem-
ory function and rarely consider the memory organization issue. By comparison,
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both associative memory and episodic memory are involved in HOM model. The
functional roles are clearly assigned and they have been hierarchically organized.
Hereto-associative memory encoded by inter-layer connections to trigger neurons
in upper layers, auto-associative memory is encoded by intra-clique connections
to complete corrupted spatial temporal patterns, and episodic memory is stored
in intra-clique connections to evoke upcoming memories in a sequence during
recall.
In contrast to xed structures, the HOM model can generate neural cliques
during the learning. The plasticity of network structure not only provides better
generalization and scale-up capability, but fully exploit available coding units of
the network. Therefore, the proposed neural network with generic structure can
evolve to a complex connectivity after training and adapt accordingly to specic
input stimuli.
From the perspective of biological plausibility, all information processing
phases in HOM purely rely on the ring times of spikes. Temporal popula-
tion coding scheme together with spike-timing based learning rules are employed
to investigate how time information propagates in memory system and induces
modications of both inter-layer connections and intra-layer connectivities.
The proposed HOM model share some ideas with several existing studies.
The HOMmodel simulates neural clique activities reported in Lin, Osan, & Tsien
(2006). We agree with the separation of encoding and retrieval theory suggested
in literature (Hasselmo, Bodelon, & Wyble, 2002; Kunec, Hasselmo, & Kopell,
2005). The mechanism sustains STM was used in Jensen et al.'s model, while
tempotron learning and STDP learning have be employed in contributing long-
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term memory formation in other models. However, some important issues need
to be further studied. Since bonded synapses are used in the model, overlapping
of neural cliques and soft limits of weight may contribute to improve the memory
capacity of the model.
5.5 Conclusion
In this chapter, a hierarchical organized memory model is described, demon-
strated and analyzed. Dual oscillation theory has been applied to achieve short-
term memory. Fast NMDA channels, which activate within the following gamma
cycle, contribute to the formation of auto-associative memory in Layer I. While
slow NMDA channels spanning over several gamma cycles enable the synaptic fa-
cilitation among dierent neural cliques, resulting in the development of episodic
memory. In addition, individual patterns can be recognized by observing neural
responses of neural cliques in Layer I, while sequence of them can be detected
by observing the collective activities in Layer II.
As the focus of this model falls on the functionality and organization of mem-
ory, the encoding scheme of converting and extracting stimulation into temporal
population codes is relatively simple. A more sophisticated coding scheme can
remove redundancy of the input information and reduce unnecessary computa-
tion carried on in the model. More powerful clustering techniques are expected
to store similar input patterns into a single entry, so that the generalization and
memory capacity of the model can be improved.
We believe that this is a good attempt to investigate memory generation
and organization with temporal based coding and learning schemes in spiking
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neural network. Dierent functional memory types are involved in the model and
combination of memories occurs in the top layer as demonstrated. With a more
complicated network, the capability of generating neural cliques representing
memories with dierent specicity in hierarchy can be further explored. Finally,
we hope that our study can advance our understanding of the basic memory









Recognizing and categorizing objects is a complex mental process, which has
drawn tremendous interest from cognitive neuroscience. When stimulated by
visual inputs, humans are able to make ecient saccades and rapidly acquire
the most important information from the scene. Neuroscientists try to explore
the underlying mechanism for memory encoding and processing, which lays the
foundation for cognitive functions. It is commonly accepted that memory en-
coding starts from sensory encoding and further processed in the brain, where
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memory is generated and stored. Thus, how information is encoded into its in-
ternal representation and how memory is acquired with neural computation in
the brain?
What kind of codes are employed in the brain has been a long-running de-
bate. Since Adrian's pioneering work on ring rate of frog muscle stretch recep-
tor in the 1920s, continuing eort has been taken to explore how information is
conveyed by neural activity. The most popular two neural codes can be found
in literature are `rate code' and `temporal code' (VanRullen & Thorpe, 2001).
Information is conveyed by the ring rate of the cell in rate code, while infor-
mation is carried by precisely timed spikes in temporal code. Although the rate
code has been studied extensively, recent experimental results suggest that spike
timing carrying information exist in visual (Meister & Berry, 1999), auditory
(Heil, 1997), olfactory (Perez-Orive et al., 2002) pathways and the hippocampus
(Mehta, Lee, & Wilson, 2002) in various neuronal systems (VanRullen, Guyon-
neau, & Thorpe, 2001). However, these two coding schemes are unreliable due
to the variability of single cell responses in the brain. A possible solution to
this problem is to take advantage of the large number of available neurons and
take a population of cell as a basic encoding unit rather than by single cells.
It is believed that the population code is possessed of robustness against single
neuron activity, in which many neurons are activated in response to a stimulus
(Lee, Rohrer, & Sparks, 1988; Usrey, & Reid, 1999). In addition, visual features
are found to be encoded with population codes in visual cortex (Samonds et al.,
2006), and movement directions are found to be related to populations of motor
cortical neurons (Georgopoulos, Schwartz, & Kettner, 1986). Thus, the temporal
116
Chapter 6. Hierarchical Organized Memory Model with Spike-driven Learning
of Visual Features
population code can be a plausible candidate for encoding sensory information.
A series of experiments have been conducted to explore the underlying mech-
anism for memory generation. Based on these experimental results, various of
theoretical and computational models have been developed in order to mimic
human brain (Atkinson & Shirin, 1968; Eichenbaum, 2000; Frankland & Bon-
tempi, 2005). Hebb's learning rule has been validated to support his cell assem-
bly theory. Spike-timing-dependent plasticity (STDP), which is a temporally
asymmetric form of Hebbian learning, brings spike timing correlation into our
sight (Bi & Poo, 1998). Although much progress has been made, more attention
should be paid to the organization of memory at a network level. With the devel-
opment of neural ensemble recording techniques, it is possible to simultaneously
monitor activities of a large number of neurons in the brain. Several exciting
ndings show that network-level coding units exist in dierent regions of brain,
but organized in a hierarchical manner (Freedman, et al., 2001; Quiroga, et al.,
2005; Sigala, & Logothetis, 2002; Freedman, et al., 2003). Furthermore, a study
of neuronal population response patterns shows that objects that belong to the
same category engender similar response patterns over a population of IT cells
Kiani et al. (2007). The single cell invariability in IT cortex and multiple dis-
criminant analysis (MDA) results over CA1 cell suggest that there is a knowledge
abstraction process along the hierarchy, in which neural populations represent
knowledge from general to specic (Lin et al., 2005; Lin, Osan, & Tsien, 2006).
Taken all these together, a hierarchical structured neural network with tem-
poral population codes provides a plausible candidate to investigate the emer-
gence of memory coding object category structure. We therefore propose such a
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hierarchical organized memory model to mimic the process that elicit a internal
categorical representation that similar to the object categorization structure.
The structure of this chapter is as follows: in the next section, we introduce
the general structure of the model, neural representation of sensory information,
learning algorithm and etc. In section 6.3, the performance of the proposed
model is demonstrated by numeric simulation results. In section 6.4, we discuss
the important issues in this model and relations to other methods. At last, a
summary of results is presented in section 6.5.
6.2 The Hierarchical Organized Memory Model
6.2.1 Network Architecture
Inspired by biological ndings and physiological observations, a feed-forward
spiking neural network with a hierarchical architecture is employed to mimic the
fast object categorization process in the brain. Generally, three dierent types of
layer are included: encoding layer, detection layer and clustering layer 6.1. The
encoding layer receives encoded stimuli and converts analog signal into spike
trains, detection layers develop selectivities through unsupervised learning, and
clustering layer develops neural clusters with STDP learning.
As shown in Figure 6.1, neurons in the lower layer are fully connected to those
in the next layer. Note that lateral connections exist only in the clustering layer,
and interneurons provide feedback inhibition to implement competitive learning.
Therefore, the proposed model is generally a feedforward network with recurrent
subnetworks embedded in the clustering layer. In addition, each functional layer
of the basic three can be extended to several of the same type to increase its
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Figure 6.1: Architecture of the three-layer feedforward spiking neural network.
Neurons in the encoding layer are modeled as orientation-selective cells and or-
ganized in retinotopic maps. Neurons in detection layer receive stimulation from
a specic receptive eld in encoding layer and fully connected to the clustering
layer.
complexity as well as capability.
6.2.2 Temporal Population Coding in Encoding Layer
Neuroscientists have been searching the underlying correlation between be-
havior functions and neuronal activities by exploring various of possible neural
codes in our nervous system. The identication of network level coding units
suggests that population code exists extensively and plays a critical role during
information process. Taking into account properties of temporal coding, pre-
cisely timed spikes lead to ecient spike-timing based computation (Singer &
Gray, 1995; Kayser, 2009). Thus, temporal population codes are employed in
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the proposed model as the neural representation of external events.
An intensity-latency encoding scheme is adopted to covert images into spa-
tiotemporal patterns mimicking sensory encoding process in the visual path-
way. The input is convoluted by a set of Gabor lters of dierent orientations
(=8; 3=8; 5=8; 7=8). Each neuron in encoding layer res once, and the la-
tency of ring is determined according to its amplitude of response. In ac-
cordance with neural dynamics in V1, response latency of generated spikes is
negatively related to stimulus contrast and its similarity to the preferred orien-
tation (Albrecht, et al., 2002; Celebrini, et al., 1993). In addition, only the spike
corresponding to the most matching orientation is propagated.
Therefore, the original image is encoded into a spatiotemporal pattern con-
centrating on edges and orientations. In other words, visual the stimulus is
decomposed into orientated bars, which can be regarded the most basic features.
From the perspective of neural codes, analog sensory information is converted
into discrete temporal population codes and fed to other layers for further pro-
cessing.
6.2.3 Spike-timing Based Learning
Basically, learning occurring in the model can be divided into two types
according to their locations. As input spikes propagate from the bottom to the
top in the model, learning between layers is responsible for triggering neural
rings in each layer. In addition, existence of lateral connections lead to the
competition and cooperation (clustering) within the same layer.
By shifting xations to the most salient parts of visual scene, our eyes focus
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on regions of interest and recognize objects with further cognitive information
processing. Intuitively, the most attracting region of a visual scene is the most
salient or contrasting part of it. Due to properties of coding scheme employed in
the encoding layer, saliency of stimulus is translated into ring times of encoding
neurons. To be compatible with temporal codes, spike-timing based learning
rules are adopted for learning process in the proposed model. Among various
of learning algorithms in literature, tempotron learning is adopted for adapting
synaptic plasticity between layers (Gutig & Sompolinsky, 2006). The supervision
signal helps neurons in detection layer to make a decision (re or not) when






where wi is the synaptic weight from aerent neuron i to postsynaptic neu-
ron,  is learning rate, d is desired output (0 for non-ring or 1 for ring),
and s = ti   tmax is the interval between presynaptic ring (Si) and the time
when postsynaptic membrane potential V (t) reaches its peak value Vmax. The
tempotron learning rule is illustrated in Figure 6.2.
Note that when a neuron in detection layer start to ring, it may learn specic
details of the input pattern or even noise. To tackle over learning problem, simple
STDP learning is applied to rene the knowledge acquired by activated neurons.
Fortunately, STDP has been shown to be capable of nding repetitive pat-
terns and developing orientation selectivity (Delorme, Perrinet, & Thorpe, 2001;
Masquelier & Thorpe, 2007). Learning between layers ensures that enough ring
neurons to propagate information to the next layer and trigger the STDP learn-
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Figure 6.2: Illustration of the tempotron learning rule. (A) An example of
input pattern using temporal population codes. (B) Membrane potential of the
postsynaptic neuron. The maximum value of the membrane potential is reached
at tmax. (inset) The synaptic weight wi changes accordingly to the time dierence
between s and the desired signal d. If d = 1, wi  0 (solid line), or if d =  1,
wi < 0 (dashed line).
ing between layers. Since STDP can detect repetitive spatiotemporal patterns
(Masquelier, Guyonneau, & Thorpe, 2009), the employment of it enables neurons
in detection layer develop selectivities in response to basic features contained by




a+  (1  wij) if s < 0
a   (0  wij) if s  0
(6.2)
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where i and j refer to pre- and postsynaptic neurons, respectively, and s = ti-
tj denotes the time dierence between their corresponding spikes. We adopt
innite time window by assuming that input spikes are compressed into a short
interval, so that postsynaptic potential can be considered as a constant.
As reported in (Kiani et al., 2007), neurons representing low-level features
in V1 fail to exhibit categorized behaviors. While invariant neuronal activities
in response to stimuli from the same category emergence in IT cortex. Unfor-
tunately, the underlying mechanism that mapping these elementary features to
extract knowledge remains unclear. Therefore, we connect one more clustering
layer to the detection layer as a consecutive network trying to close the gap
between the low-level features and invariant neuronal activities. Again, spike-
timing based learning rules are adopted to train the connections between layers.
Competition between neurons exists within each layer to maintain specicity.
By using GABA interneurons, k-Winner-Take-All (kWTA) mechanisms are used
in detection and clustering layer. The most activated neurons are chosen to gain
knowledge about the input stimulation. Neurons in detection layer exclusively
receive input spikes from their best matching receptive elds once they red.
Neurons in the clustering are expected to behave invariantly in response to
stimuli from same categories. Similar response patterns can be achieved by
clustering neurons in response to associated basic features into the same neural
group in the clustering layer.
123
Chapter 6. Hierarchical Organized Memory Model with Spike-driven Learning
of Visual Features
6.3 Numerical Simulation
We use face images to evaluate our model, some of the images are shown in
Figure 6.3. The dataset includes 100 images for training and 30 for testing and
the experiments with dierent selection of images to implement the standard
cross-validation.
Figure 6.3: Sample images from the face image datasets. The original images
are converted into grayscale images before presenting to the encoding layer.
The images are converted to grayscale images before feeding to the model.
After propagating through Garbor lters, the analogue values are converted into
spike times using latency coding as illustrated in Figure 6.4.
Figure 6.4: Encoding of a grayscale image. The grayscale image is processed by
gabor lters and converted to spike times using latency coding approach.
During learning, the supervised learning evokes the most activated neurons in
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the encoding layer start to re. However, neurons at this stage are too specic to
certain parts of one particular image. After the triggering stage, STDP learning
applied on connections from encoding layer to detection layer eliminates noises
learned at the rst stage, while sustains and enhances their selectivity of low-level
features due to the repetitive presentation of images.
detection layer clustering layer
(a)
(b) (c) (d)
Figure 6.5: Reconstruction for extracted features in detection layer and cluster-
ing layer. a)Illustration of the model with encoding layer, detection layer and
clustering layer. b) Sample image. c) Feature reconstruction from weight matrix
from encoding layer to one neuron in detection layer. d) Feature reconstruction
from weight matrix from detection layer to one neuron in clustering layer.
As can be seen from the feature reconstruction from weight matrix (Figure
6.5c), neurons in detection layer acquired knowledge of their preferred low-level
features after successful learning. A neural cluster begin to emerge in cluster-
ing layer, which encodes combination of basic features into more complex ones
by selecting and integrating neural ring in the detection layer (Figure 6.5d).
Therefore, basic features can be recognized by neurons in the detection layer,
125
Chapter 6. Hierarchical Organized Memory Model with Spike-driven Learning
of Visual Features
and integrated into complex features in the clustering layer.
6.4 Discussion
The information ow in the proposed model can be divided into two levels.
At system level, neural signals propagate through the network from bottom to
top. Along the hierarchy, neurons in each layer develop selectivities to stimuli.
At layer level, there are recurrent information ow within the clustering layer to
form neural clusters and generate auto-associative memory.
The kWTA mechanism has been applied to the detection layer and the clus-
tering layer during learning. As can be seen from the simulation results, by
learning repetitive features through STDP, neural cliques (assemblies) emerge in
detection layer and clustering layer gradually. Therefore, basic features can be
recognized by neurons in the detection layer. Meanwhile, complex features can
be integrated from neural activities in the detection layer and be represented by
neural activities in the clustering layer.
As all information is carried by spikes of neurons and all neural computation
are performed with spikes, the learning process are driven by spikes propagating
within the model. In addition, with a narrow time window spanning tens of
milliseconds, only a small number of spikes account for the rings. Therefore,
eective learning can be achieved by computation only when ring events occur.
Firing times are inversely proportional to the analogue stimulation values,
so that the most salient region of the input image is represented by spikes ring
relatively early in the encoded spike pattern. Since the STDP learning strength-
ens the connection from aerent neurons re early in time domain, postsynaptic
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neurons re earlier and earlier. This leads to the result that input spikes ring
early in the input pattern accounts for the postsynaptic ring. Therefore, neu-
rons tend to learn salient regions of input images due to properties of the latency
encoding and STDP learning.
6.5 Conclusion and Future Works
In this work, memory model with a hierarchical structure using spiking neu-
ral network was proposed. Encoding scheme using Gabor lters and spike-timing
based learning were described. The simulation results showed that stimulus se-
lective neural activities can be achieved through STDP learning. And complex
features can be integrated from simple features via connections between layers.
From the perspective of biological plausibility, all information processing phases
in the proposed model purely rely on the ring times of spikes. Temporal pop-
ulation coding scheme together with spike-timing based learning were employed
to investigate how time information might be exploited in memory systems.
To further advance this work, more investigation on lateral connectivity
within each layers are expected to study the formation of auto-associative mem-
ory and episodic memory. With the emergence of recurrent subnetwork within
each layer, the capability of the network can be enhanced to solve more challeng-
ing tasks such as pattern completion. In addition, memory capacity and scaling
problem should also be taken into consideration in future works.
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7.1 Conclusions
The primary aim of this thesis is to propose computational models using
spiking neural networks (SNNs) that simulate biological learning and memory
systems.
Chapter 2 provided a comprehensive literature review and introduction to
encoding schemes, learning algorithms and memory models in spiking neural net-
works. Current research trends, important techniques and distinguished models
were highlighted and discussed as well.
Chapter 3 presented an integrated spike-timing based learning model for pat-
tern recognition. The performance of the model has demonstrated that informa-
tion can be carried by precisely timed spikes and learned by spiking neurons. The
simulation results have shown that spiking neurons equipped with spike-timing
based learning algorithms can be trained to reproduce desired patterns with
millisecond precision. Based on the hereto-association built between input and
128
Chapter 7. Conclusions and Future Works
output, pattern recognition task can be solved by a feedforward spiking neural
network with temporal codes. As there are few works focusing on both learning
and encoding, which are often treated as rather independent computation in ex-
isting studies, the proposed model provides a computational model integrating
encoding and learning with a unied neural code closing the gap between these
two processes with grounded neurobiological mechanisms.
Chapter 4 described a computationally ecient auto-associative memory
model simulating the hippocampal CA3 region by spiking neurons. The exper-
imental results have shown that auto-associative memory can be achieved with
one-shot learning when synaptic modications depend on fast NMDA channels
having a deactivation time within the duration of a gamma subcycle. The com-
parison made between spike response model and integrate-and-re neuron model
showed that the SRM improves computational eciency over the I&F neuron
model. The use of a generic mathematical formulation (spiking response model)
shows that it can theoretically extended to other threshold-re spiking neuron
models.
Chapter 5 described a hierarchical organized memory model using spiking
neural networks. The proposed memory model has demonstrated that neural
clique responses can be regarded as the internal representation of memory, and
multiple patterns can be encoded and stored into associative and episodic mem-
ory in a hierarchical manner, which are in accord with observations of biological
systems. It has been shown that temporal population codes can be utilized
to form both associative memory and episodic memory in the same network
through spike-timing based learning. The simulation results have illustrated
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that auto-associative memory and episodic memory can be stored and recalled
by enhancing intra-clique connections and inter-clique connections, respectively.
The proposed memory model is the rst attempt to develop a computational
model using spiking neural network with temporal population codes and empha-
sizing both memory formation and organization.
In Chapter 6, an attempt has been conducted to improve the hierarchical
organized memory model by incorporating an orientation preferred encoding
approach and a spike-driven learning scheme. The proposed model utilized ori-
entation Garbor lters to encode visual information and adopted spike-timing
based competitive learning to extract features. The results have demonstrated
that STDP's remarkable capability of capturing statistical regularities, and re-
sponse patterns of neural assemblies can be used as internal representation of
memory by applying temporal population codes to spiking neural networks. The
prosed model demonstrates that temporal population code is feasible encoding
scheme for memory coding and feature combination can be achieved by inte-
grating features along the hierarchy. As temporal codes have received increasing
attention and the few computational memory models focus on the issue of mem-
ory organization, this is a good attempt to explore the capability and potential
to apply the HOM model to practical problems with real-world stimuli.
We believe the computation models proposed in this thesis should play im-
portant roles in many higher level information processing, rather than pattern
recognition only which was taken as an example to elucidate the computational
mechanisms. In addition, the computational advantages of spiking neural net-
works can be demonstrated by applying these algorithms to neuromorphic chips
130
Chapter 7. Conclusions and Future Works
rather than numerical simulation.
7.2 Future Works
The results and nding in this thesis provide several interesting future re-
search directions as follows.
The exploration made on spiking neural network for pattern recognition
demonstrated that precisely timed spikes can encode and propagate informa-
tion through a spike-timing based system. However, the memory capacity of
the system is expected to be more powerful. To address this problem, a more
complex network structure is required (e.g. a multilayer network). Accordingly,
a more powerful learning algorithm is indispensable to exploit the capability of
the enhanced network. Another reason resulting in limited memory capacity is
that there is still no learning algorithm that can handle multiple ring neurons
eciently with high time precision. Therefore, it is interesting to combine STDP
and back-propagation to design learning algorithms for multiple layer networks
with multiple ring neurons.
The CA3 model and HOM model suggest that temporal population codes
can be applied to spiking neural network for memory function. However, the
sensory encoding still needs further investigation. Even if we have proposed
a novel coding scheme in Chapter 6, the sophisticated mechanisms utilized by
biological systems is still unrevealed. A more ecient encoding method benets
computation expense, but also the complexity of problem. In addition, clustering
achieved by unsupervised competitive learning can be improved by more ecient
and heuristic methods. The clustering performance would hugely aect the
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generalization capability, memory capacity and knowledge abstraction ability.
Moreover, implementation of relatively large networks would help to investigate
more properties of the proposed memory model.
It would be more interesting, challenging and meaningful to apply our re-
search achievements to real-world problems. It has been found that the \place
cell" in rodent hippocampus tends to re extensively when the rodent encounter
a particular location of the environment. The rat's navigation and previous
studies on brain inspired navigation approaches lead us to the idea that com-
putational memory systems can be applied to spatial navigation. Therefore, it
will be very intriguing to continue this research to build up cognitive robots with
brain-style intelligence by incorporating all these learning and memory functions.
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