Abstract: In this paper, we study the real controllability radius of higher-order linear timeinvariant (LTI) systems, LTI descriptor systems, and time-delay LTI systems. The various radii are defined in terms of real parametric perturbations, and computable formulas are derived using generalized real perturbation values of matrix pairs.
INTRODUCTION
In the study of linear time-invariant (LTI) systems described byẋ = Ax + Bu
(1) y = Cx + Du, where x ∈ R n , u ∈ R m , and y ∈ R r are the system states, inputs, and outputs, respectively, a number of definitions have been made, which are highly useful in obtaining existence results for solving various types of control problems. The definition of controllability of (A, B), for instance, is widely used. However, the definition of controllability is a binary metric; i.e., a system is either controllable or not. In practical applications, there are many uncertainties in the system parameters such as those resulting from modelling errors, linearization, discretization, and other numerical and/or approximation errors, and as a result a controllable system may in fact be "almost" uncontrollable when these uncertainties are accounted for. Therefore a continuous measure of controllability, called a controllability radius, is more informative and desirable than the traditional 'yes/no' controllability metric, which simply determines whether a system is controllable or not.
The controllability radius, which measures the distance from a controllable pair to the nearest uncontrollable pair, has extensively been studied in the past by the computer science and control community (see Paige (1981) , Miminis (1981) , Eising (1984) , Boley and Lu (1986) , Kenney and Laub (1988) , Hu and Davison (2004) , and the references therein). Perhaps one of the earliest motivation for such study can be found in Paige (1981) , which studies properties of numerical algorithms related to determining controllability. The problem formulation in Paige (1981) was solved by Miminis (1981) and Eising (1984) for complex perturbations, where the controllability radius is characterized in terms of a 2-D minimization problem.
The more realistic case of dealing with real parametric perturbations was considered in Wicks and DeCarlo (1991) This work has been supported by NSERC under grant No. A4396.
and Hu and Davison (2004) . The characterization in Wicks and DeCarlo (1991) is actually different than that in Hu and Davison (2004) , which as noted in Hu and Davison (2004) , can be computationally tedious for high-order systems. The characterization in Hu and Davison (2004) , on the other hand, is based on real perturbation values (Bernhardsson et al. (1998) ), where a more readily computable formula can be obtained, along with a procedure for constructing a minimum-norm perturbation. Further study of the controllability radius with respect to the class of Hermitian, symmetric, and skew-symmetric perturbations can be found in Karow and Kressner (2009) , while the study with respect to other structured perturbations can be found in Lam and Davison (2009a) and Lam and Davison (2009b) .
In this paper, we study the real controllability radius of higher-order LTI systems, LTI descriptor systems, and time-delay LTI systems. The controllability radius of descriptor systems was previously studied in Byers (1994) with respect to complex parametric perturbations, while the controllability radius of higher-order systems was studied in Mengi (2008) and Karow and Kressner (2009) , also only in terms of complex perturbations. To the best of the authors' knowledge, the controllability radius of timedelay systems still remains an open problem (e.g., see Hu (2001) ). In studying the controllability radius of these three types of systems, we focus on real perturbations to the system matrices (e.g., to A, B, C, and D in (1)), which is more realistic since the system matrices themselves are real matrices. This paper is organized as follows. In Section 2, we review the generalized real perturbation values (Lam and Davison (2009a) ) of a matrix pair. Then using the results on generalized real perturbation values, we derive and present in Section 3 computable formulas for computing the real controllability radius of the three aforementioned types of systems.
PRELIMINARIES

Notation
The notation used in this paper is standard and is introduced throughout the paper. The fields of complex and real numbers are denoted by C and R, respectively. The matrix norm used is the spectral norm, and is denoted by · 2 . The real and imaginary components of a matrix M are given by Re M and Im M , and the n × n identity and zero matrix are denoted by I n and 0 n , respectively.
Throughout the paper, r hos , r ds , and r tds are used to denote the controllability radius of higher-order systems, descriptor systems, and time-delay systems, respectively (more formal definitions are given later). When the class of allowable perturbations is restricted to some given set D, then r 
Generalized Real Perturbation Values
As it will be shown in the next section, computing the controllability radius of higher-order systems, descriptor systems, and time-delay systems relies heavily on solving the following problem: Given a complex matrix pair M ∈ C n×m and N ∈ C p×m , and an integer i ∈ {1, . . . , min(n, m)}, compute
where F ∈ {C, R}. When the perturbations ∆ are allowed to be complex (i.e., F = C), the solution to (2) can be related to the i-th generalized singular value of (M, N ) (see Loan (1976) and Paige and Saunders (1981) ); in particular,
where σ i (M, N ) denotes the i-th generalized singular value of the matrix pair (M, N ), which can be computed via the generalized singular value decomposition of (M, N ). On the other hand, when only real perturbations are allowed (i.e., F = R), the solution can be related to the socalled i-th generalized real perturbation value of M and N introduced in Lam and Davison (2009a) . In particular, we recall the following definition. Definition 1. Let M ∈ C n×m , N ∈ C p×m , and i ∈ {1, . . . , min(n, m)}. The i-th generalized real perturbation value of (M, N ) is defined as
If there does not exist a real matrix ∆ ∈ R n×p such that
The generalized real perturbation values of a matrix pair can be computed by the following formula (see Lam and Davison (2009a) ). Theorem 2. Let M ∈ C n×m , N ∈ C p×m , and i ∈ {1, . . . , min(n, m)}; then
MAIN RESULTS
In this section, we study the real controllability radius of higher-order LTI systems, LTI descriptor systems, and time-delay LTI systems.
Higher-Order LTI Systems
Consider the following higher-order LTI system:
where N > 0 is a positive integer, A 0 , . . . , A N ∈ R n×n , B ∈ R n×m , and A N is assumed to be nonsingular. We recall the following result (e.g., see Mengi (2008) ). Theorem 3. System (4) is controllable if and only if
where the matrix polynomial P (s) is defined as
Suppose that system (4) is perturbed as follows:
where
We have the following definition, where we denote P = (A 0 , . . . , A N ), and refer to (P, B) as controllable whenever system (4) is controllable. Also, we denote P ∆ = (∆ A0 , . . . , ∆ A N ), and it is understood that
Definition 4. Given a higher-order LTI system (4), denoted by (P, B), and a set D ⊆ C n×n × · · · × C n×n × C n×m of allowable perturbations, the controllability radius r hos D of (P, B) is defined as
n×m , then we refer to the corresponding radius as the real controllability radius of (P, B), and is denoted by r hos R (P, B). Theorem 5. Given the higher-order LTI system (4), denoted by (P, B), define
. Assuming that the leading coefficient of P (s) is nonsingular and remains nonsingular under all real perturbations of norm less than or equal to ξ(P, B), then
Proof. Let s ∈ C be fixed. Then for any P ∆ ∈ R n×n × · · · × R n×n and ∆ B ∈ R n×m , the perturbed system (P + P ∆ , B + ∆ B ) is uncontrollable at s if and only if where
The smallest real ∆ such that (9) is true is given by the n-th generalized real perturbation value of the matrix pair
hos (s) with respect to s over the complex plane that
Then under the assumption that the leading coefficient of P (s) and P (s) + P ∆ (s) are nonsingular, it follows that r hos R (P, B) = ξ(P, B). Remark 6. To avoid technical difficulties involving the assumption in Theorem 5, one may wish to not perturb A N , and restrict the class of allowable perturbations to
In this case, it can easily be shown that the corresponding radius is
(12) Remark 7. For the special case when A N = I, (P, B) is controllable if and only if (A, B) is controllable (see Mengi (2008) ), where
Again suppose we restrict ∆ A N = 0, then the real controllability radius can be characterized as follows:
where τ i (M, L, N ) denotes the i-th restricted real perturbation value of the matrix triplet (M, L, N ) (see Lam and Davison (2009b) ). However, although (13) is an interesting characterization, (13) does not provide a computable formula. This is because a computable formula to evaluate the i-th restricted real perturbation value of a matrix triplet is still an open problem. So, lower bounds and approximation techniques may need to be used to evaluate (13) (see Lam and Davison (2009b) ).
LTI Descriptor Systems
Now consider LTI descriptor systems, also known as singular systems or generalized state-space systems, as described by the following:
y(t) = Cx(t) + Du(t), where E is a singular matrix with rank(E) < n, and system (14) is assumed to be regular; i.e., det(sE − A) = 0. Also, to avoid including impulsive modes (see Verghese et al. (1981) ), which do not occur in real physical systems, it is assumed that the following condition on E is satisfied (see Chang and Davison (2001) and Verghese et al. (1981) ):
rank(E) = deg(det(sE − A)) , where deg(p(s)) denotes the degree of the polynomial p(s).
Definitions of controllability similar to that of the regular state-space model (i.e., E = I) has been defined. In particular, we recall the definition from Dai (1989) . Theorem 8. Given the LTI descriptor system (14), the system is controllable if and only if the following conditions are both true: i) rank([ sE − A, B ]) = n, for all s ∈ C; and ii) rank([ E B ]) = n. Now suppose we perturb the system (14) as follows:
One can then define a controllability radius for LTI descriptor systems (14) as follows. Definition 9. Given a LTI descriptor system (14), denoted by (E, A, B), and a set D ⊆ C n×n × C n×n × C n×m of allowable perturbations given by (15), the controllability radius r ds D of (E, A, B) is defined as
n×m , then we refer to the corresponding radius as the real controllability radius of (E, A, B), and is denoted by r ds R (E, A, B). To compute the real controllability radius of (E, A, B), we consider the following two (sub)problems, corresponding to conditions (i) and (ii) of Theorem 8.
Problem (1):
Given (E, A, B) and s ∈ C, find r ds,s
Using the results on generalized real perturbation values, these two radii can be computed using the following formulas.
Proposition 10. Given (E, A, B) and s ∈ C, r ds,s
and
Proof. Given s ∈ C, then for any perturbed system
Hence a minimum-norm perturbation (∆ E , ∆ A , ∆ B ) that solves Problem (1) (20) follows from the fact that
Finally, it can easily be shown that the real controllability radius of (E, A, B) can be obtained by the minimum of the two radii above, as given in the following result. Proof. For ∆ E ∈ R n×n , ∆ A ∈ R n×n , and ∆ B ∈ R n×m , the perturbed system (E + ∆ E , A + ∆ A , B + ∆ B ) is uncontrollable if and only if at least one of the following conditions is satisfied:
Hence, the proof follows immediately from the fact that the norm of the smallest perturbation (∆ E , ∆ A , ∆ B ) that satisfies (ib) is given by inf s∈C r ds,s R (E, A, B, s), while the norm of the smallest perturbation that satisfies (iib) is given by r ds,f R (E, A, B).
It should be noted that in Definition 9, the real controllability radius is defined such that E can be perturbed arbitrarily. Since E determines the number of differential equations and algebraic constraints in the nominal system (14), it may be undesirable to allow arbitrary perturbations to E since these features are often fixed and not subjected to uncertainties. Hence, one may wish to not allow E to be perturbed (i.e., ∆ E = 0), or include additional constraints on ∆ E (e.g., see Byers (1994) ).
Suppose we consider the first case; i.e., we leave E unperturbed and restrict the class of allowable perturbations to
(22) Then, we have the following result. Corollary 12. Given a LTI descriptor system (14), denoted by (E, A, B) ,
where given s ∈ C,
Proof. The proof is similar to the proof of Proposition 10 and Theorem 11 and is omitted. Now suppose we want to restrict all perturbations ∆ E such that
where null R (E) denotes the right null space of E, i.e., we now restrict the class of allowable perturbations to
(25) Such a class of perturbations ensures that no derivatives of P R x are introduced into the algebraic constraints, where P R denotes a projection onto the right null space of E (e.g., see Byers (1994) ). To compute r ds D R (E) (E, A, B, s), first consider the following modified version of Problem (1), where we now restrict the class of perturbations to
Problem (1b): Given (E, A, B) and s ∈ C, find r ds,s
To compute r ds,s D R (E) (E, A, B, s), suppose rank(E) = k < n, and let Q be an orthogonal matrix such that
Also, define the permutation matrix P n,k = I k 0 0 I n−k ; then the following is true. Proposition 13. Given (E, A, B) and the class of allowable perturbations
Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011
Proof. First, note that
) to be true, we want to
Applying Theorem 2 to (29), the proof follows immediately.
The controllability radius of a LTI descriptor system with respect to D R (E) can then be computed as follows. Corollary 14. Given (E, A, B) and the class of allowable perturbations D R (E) in (25),
where r ds,s
is given in Proposition 13, and
Proof. The proof is similar to the proof of Theorem 11 and is omitted.
Time-Delay LTI Systems
Now consider a time-delay LTI system described as follows:
where x ∈ R n , u ∈ R m , and y ∈ R r are the system states, inputs, and outputs, respectively, τ > 0 represents a timedelay, and N is a positive integer.
There are various definitions of controllability for such systems (e.g. see Richard (2003) and the references therein), but one that can be characterized by a rank condition is spectral controllability (see Manitius and Triggiani (1978) and Manitius and Olbrot (1979) ). Theorem 15. Given the time-delay LTI system (32), the system is spectrally controllable if and only if rank sI − P A e −τ s , P B e −τ s = n, for all s ∈ C,
Similar to dealing with higher-order systems, we denote P A = (A 0 , . . . , A N ) and P B = (B 0 , . . . , B N ), and refer to (P A , P B ) as being spectrally controllable whenever system (32) is spectrally controllable. Now assume that system (32) is perturbed as follows:
One can then define a spectral controllability radius for time-delay systems (32). Definition 16. Given a time-delay LTI system (32) and a set D ⊆ C n×n ×· · ·×C n×n ×C n×m ×· · ·×C n×m of allowable perturbations, the spectral controllability radius, denoted r tds D (P A , P B ), is given by
is spectrally uncontrollable .
n×m , then we refer to the corresponding radius as the real spectral controllability radius of (P A , P B ), and is denoted by r tds R (P A , P B ). The real spectral controllability radius of (32) can be computed as follows. Theorem 17. Given P A = (A 0 , . . . , A N ) and P B = (B 0 , . . . , B N ), and the time-delay LTI system (32),
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Proof. The proof is similar to the proof of Theorem 5.
In particular, for a given s ∈ C, the perturbed system P A + P is spectrally uncontrollable at s is given by the n-th generalized real perturbation value of sI − P A e −τ s , P B e −τ s and R tds (s). The rest of the proof then follows immediately from the minimization of s over the complex plane.
CONCLUSIONS
The controllability radius of LTI systems has been studied extensively in the past. In this paper, we revisit the controllability radius problem for higher-order LTI systems, LTI descriptor systems, and time-delay LTI systems, with a focus on real parametric perturbations. Computable formulas for the various real radii are derived and presented. Although the main focus of this paper is in terms of the controllability definition, the discussion can easily be extended to other LTI definitions such as observability and stabilizability. Furthermore, the real controllability radius of regular LTI systems (1) in Hu and Davison (2004) has recently been extended to the real decentralized fixed mode radius (Lam and Davison (2007) and Lam and Davison (2008a) ), the real transmission zero at s radius (Lam and Davison (2008b) ), and the real minimum phase radius (Lam and Davison (2008b) ). Similar extensions can also be made for the three types of systems studied in this paper and is left for future investigations.
