A Monte Carlo approach for determining cluster evaporation rates from concentration measurements by Kupiainen-Määttä, Oona
Atmos. Chem. Phys., 16, 14585–14598, 2016
www.atmos-chem-phys.net/16/14585/2016/
doi:10.5194/acp-16-14585-2016
© Author(s) 2016. CC Attribution 3.0 License.
A Monte Carlo approach for determining cluster evaporation rates
from concentration measurements
Oona Kupiainen-Määttä
Department of Physics, University of Helsinki, P.O. Box 64, 00014 Helsinki, Finland
Correspondence to: Oona Kupiainen-Määttä (oona.kupiainen@alumni.helsinki.fi)
Received: 24 February 2016 – Published in Atmos. Chem. Phys. Discuss.: 18 April 2016
Revised: 27 October 2016 – Accepted: 28 October 2016 – Published: 23 November 2016
Abstract. Evaporation rates of small negatively charged sul-
furic acid–ammonia clusters are determined by combining
detailed cluster formation simulations with cluster distribu-
tions measured in the CLOUD experiment at CERN. The
analysis is performed by varying the evaporation rates with
Markov chain Monte Carlo (MCMC), running cluster for-
mation simulations with each new set of evaporation rates
and comparing the obtained cluster distributions to the mea-
surements. In a second set of simulations, the fragmentation
of clusters in the mass spectrometer due to energetic colli-
sions is studied by treating also the fragmentation probabili-
ties as unknown parameters and varying them with MCMC.
This second set of simulations results in a better fit to
the experimental data, suggesting that a large fraction of
the observed HSO−4 and HSO
−
4 ·H2SO4 signals may result
from fragmentation of larger clusters, most importantly the
HSO−4 ·(H2SO4)2 trimer.
1 Introduction
Gas-phase sulfuric acid has long been believed to be an im-
portant precursor for particle formation in the atmosphere
(Doyle, 1961; Kiang et al., 1973; Cox, 1973; Mirabel and
Katz, 1974). The details of the process have, however, re-
mained poorly understood until lately. Recent laboratory ex-
periments (Berndt et al., 2010; Benson et al., 2011; Almeida
et al., 2013) have confirmed that particle formation rates of
the magnitude observed in the atmosphere can be produced
with ambient sulfuric acid concentrations and low concentra-
tions of base molecules, giving new support for sulfuric acid
being at least one of the compounds driving atmospheric par-
ticle formation. Also, ions have been suggested to play a role
in atmospheric cluster formation (Yu and Turco, 2000), as
ions are produced constantly by cosmic rays and radon de-
cay, and small ionic clusters are more stable than their neu-
tral counterparts. The experiments of Kirkby et al. (2011) and
Almeida et al. (2013) have recently shown that the first steps
of cluster formation can indeed proceed along an ionic path-
way, and that this process can dominate over the electrically
neutral pathway when there are not enough base molecules
or other impurities available to stabilize the small neutral sul-
furic acid clusters.
The development of highly sensitive mass spectrometers
has enabled the detection and characterization of individual
ionic clusters consisting of only a few molecules (Eisele and
Hanson, 2000; Zhao et al., 2010; Junninen et al., 2010), open-
ing a new window into the first steps of cluster formation.
However, measurements alone cannot fully uncover the dy-
namics of the process, as they only provide information on
the concentrations, not the collision and evaporation fluxes
from one cluster type to another.
At the same time, modeling of particle formation has also
advanced greatly in the past few years. For the first time, sim-
ulations involving no empirical fitting parameters give quali-
tatively correct predictions for the sulfuric acid concentration
dependence of cluster concentrations (Olenius et al., 2013b)
and particle formation rates (Almeida et al., 2013), although
quantitative agreement with experimental findings is still far
from perfect.
Cluster formation simulations require as input the colli-
sion and evaporation rates of clusters. The collision frequen-
cies are usually computed simply using classical physics, and
an estimate of the evaporation rates can be obtained by rely-
ing on equilibrium considerations and using the formation
free energies of the clusters computed by quantum chem-
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istry. This approach has been shown to give qualitative agree-
ment with experiments (Almeida et al., 2013; Olenius et al.,
2013b), but several very drastic assumptions are involved.
First-principles molecular dynamics simulations (Loukonen
et al., 2014a, b) have shown that one harmonically oscillating
cluster structure is far from a realistic description of the ther-
mal motion of molecules in a small electrically neutral clus-
ter, as molecules may rotate inside the cluster, continuously
breaking intermolecular bonds and forming new ones. Al-
though only electrically neutral clusters were studied, some
of the sulfuric acid–dimethylamine clusters are very strongly
bound, and similar processes might, therefore, take place also
in strongly bound ionic clusters. This implies that the tradi-
tional way of computing cluster formation free energies may
be a rough approximation. As estimates of cluster formation
energies based on different quantum chemical approaches
may differ by several kcal/mol (Leverentz et al., 2013) and
evaporation rates depend exponentially on the cluster for-
mation energies, theoretical evaporation rates may easily be
wrong by several orders of magnitude. Different quantum
chemistry methods can give qualitatively very different pre-
dictions for cluster concentrations (Kupiainen-Määttä et al.,
2013, 2015), and it is not clear whether any of the methods
can be trusted. Also, the treatment of the collision rates is
highly simplified, but errors of more than a factor of two are
unlikely.
An alternative approach for estimating the rate constants is
to start from experimental cluster concentrations and find rate
constants that reproduce these results. This has been done
previously by Bzdek et al. (2010) who measured time se-
ries of cluster concentrations in order to study base exchange
in positively charged clusters containing a fixed number of
sulfuric acid molecules, and by Jen et al. (2014) who mea-
sured concentrations of neutral clusters containing two sul-
furic acid molecules in the presence of different base com-
pounds. However, in both cases the studied system consisted
of only a few cluster types, and the theoretical description
was highly simplified. Bzdek et al. (2010) assumed sequen-
tial pseudo-first-order substitution reactions, and used the an-
alytic solution of the time evolution of the concentrations to
fit the pseudo-first-order rate constants. Jen et al. (2014), on
the other hand, used a heuristic cluster formation model with
only two free parameters to optimize. In both cases, the op-
timization problem was simple enough that traditional fitting
tools could be used. More recently, Chen et al. (2015) used a
more complicated model with tens of unknown parameters to
describe measured particle concentrations in an experiment
involving methanesulfonic acid, trimethylamine and water,
but they used effective reaction rates instead of separate col-
lision and evaporation rates, and only presented one reason-
ably good fit instead of attempting to find either the best fit
or all sets of parameter values giving a good fit.
In this study, measured cluster distributions are combined
with detailed cluster formation simulations, explicitly de-
scribing all possible collision and evaporation processes.
Theoretical estimates are used for the collision rates, while
all evaporation rate coefficients as well as some parameters
related to experimental details are optimized to reproduce the
experimental data. Due to the large number of unknown pa-
rameters, the fitting is done by Monte Carlo simulation. The
method is applied to measurement data from the CLOUD
experiment (Olenius et al., 2013b; see Kirkby et al., 2011
for more details on the CLOUD experiment). This study fo-
cuses solely on ion clusters, but a similar approach could also
be used for determining evaporation rates of neutral clusters
based on cluster distributions measured with a chemical ion-
ization mass spectrometer.
2 Experimental ion cluster distributions
The experimental cluster distributions used in this study are
from an earlier publication from the CLOUD experiment at
CERN (Olenius et al., 2013b). Concentrations of negatively
charged sulfuric acid–ammonia clusters were measured in
steady-state conditions with sulfuric acid vapor concentra-
tions between 107 and 109 cm−3 and ammonia mixing ra-
tios from below 35 up to 250 ppt. The clusters were detected
using a high resolution APi-TOF (atmospheric pressure in-
terface time-of-flight) mass spectrometer. The largest clus-
ters considered in the study contained one HSO−4 ion, four
H2SO4 molecules and four ammonia molecules. However,
it is likely that most of the clusters initially also contained
some water molecules, although none were detected, and wa-
ter was concluded to evaporate from the clusters inside the
APi-TOF. The clusters were also assumed to lose some or
all of the ammonia molecules inside the instrument prior to
detection. Therefore, the concentrations were reported sep-
arately for ammonia-containing and ammonia-free clusters,
but the ammonia-containing ones were not sorted further by
number of ammonia molecules. The bisulfate ion HSO−4 and
the two smallest clusters, HSO−4 ·(H2SO4)1−2, were only ob-
served with no ammonia molecules attached. Olenius et al.
(2013b) presented a total of 25 cluster distributions measured
with ion production from natural ionization, a temperature of
278 K and different sulfuric acid and ammonia vapor concen-
trations, but three of these distributions had very low concen-
trations for some of the cluster types and were thus omitted
from the present study.
3 Simulation methods
Cluster dynamics simulations were performed with ACDC
(Atmospheric Cluster Dynamics Code), a program that
writes out the birth–death equations for a given set of
molecules and clusters and solves them by numerical inte-
gration. Unlike in earlier implementations of ACDC where
MATLAB was used, the birth–death equations were now
integrated using the Fortran ordinary differential equation
solver VODE (Brown et al., 1989). A detailed description
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of the code has been published elsewhere (McGrath et al.,
2012; Olenius et al., 2013a), and only the main points and
the differences to the earlier version are presented here.
3.1 ACDC simulations
To minimize the computational burden of solving the birth–
death equations, only negatively charged clusters were con-
sidered. Both quantum chemical calculations and mass spec-
trometry measurements indicate that negatively charged clus-
ters with three sulfuric acid molecules or less (including the
bisulfate ion) do not take up ammonia molecules (Kirkby
et al., 2011; Olenius et al., 2013b). Based on the main forma-
tion pathway in cluster formation simulations (Olenius et al.,
2013a), the clusters HSO−4 ·(H2SO4)0−2, HSO−4 ·(H2SO4)3 ·
(NH3)0−3 and HSO−4 · (H2SO4)4 · (NH3)0−4 were chosen to
form the simulated system in this study. The only electrically
neutral species included in the simulation were the H2SO4
and NH3 monomers.
Some of the negatively charged clusters could in principle
result from collisions of neutral clusters with negative ions,
but both experimental observations (Jen et al., 2014) and
quantum chemical calculations (Olenius et al., 2013a) sug-
gest that sulfuric acid–ammonia clusters are so weakly bound
that their concentrations are orders of magnitude lower than
the sulfuric acid monomer concentration at conditions cor-
responding to the experiments reported by Olenius et al.
(2013b). Therefore, the contribution of neutral clusters was
not taken into account in this study. Water molecules were
not modeled explicitly, but the collision and evaporation co-
efficients should be interpreted as effective rates averaged
over the hydrate distribution of each cluster type (see for in-
stance Paasonen et al., 2012).
In addition to growing by collisions with monomers or
decaying by monomer evaporations, the negative clusters
can get neutralized by recombination with positively charged
ions and clusters. To keep the situation simple, the distri-
bution of positive clusters was not simulated explicitly, but
the overall positive ion concentration was set to match the
total negative ion concentration, and all negative ions were
assumed to have the same recombination rate coefficient of
1.6×10−6 cm3 s−1 (Israël, 1970) with these generic positive
ions. The formed neutral clusters were outside the system of
interest, and their concentrations were not recorded.
The formation of negative ions was modeled similarly as
was done by Almeida et al. (2013). Generic charger ions
with the properties of O−2 are first produced at a constant
rate, and upon collisions with H2SO4 molecules they ionize
these to form bisulfate ions. The charger ions can also be lost
by recombination with positive ions. Finally, all clusters and
charger ions can be lost on the chamber walls, and this was
described by a size- and composition-independent wall loss
coefficient.
To mimic the experimental conditions as closely as pos-
sible, each simulation was started from a situation with non-
zero sulfuric acid and ammonia monomer concentrations and
no ions. The charger ion source was switched on, and the
time evolution of the cluster concentrations was simulated,
keeping the neutral monomer concentrations constant. The
experimental cluster distributions correspond to steady-state
conditions (Olenius et al., 2013b), and the lengths of the indi-
vidual experiments were of the order of half an hour (Kirkby
et al., 2011). The modeled cluster distribution was calcu-
lated as an average of the distributions at time t1 = 20 min
and t2 = 30 min after the beginning of the run. The extent to
which the simulation had reached a steady state was charac-
terized by the ratio of the concentrations at t2 and t1, calcu-
lated in each case for the cluster for which this ratio deviated
most from unity. This convergence parameter was used to-
gether with the cluster concentrations to determine how well
the simulations reproduced the experimental results.
3.2 Simulation parameters
As the measurement data consisted of steady-state concen-
trations, it was not possible to fit both the collision and evap-
oration rates – multiplying all rate constants by the same
factor would only change the timescale of the process but
not the steady-state concentrations. Collision frequencies be-
tween ions and polar or polarizable molecules can be ap-
proached theoretically by considering classical electrostatic
interactions. While a closed-form analytical expression can-
not be obtained even when neglecting quantum effects, the-
oretical estimates for collision rates are much more reli-
able than those for evaporation rates. In all the simulations
presented in this study, the collision rate constants were
computed using the parameterization of Su and Chesnavich
(1982) based on classical trajectory simulations. The values
for the reactions in the studied system were between 10−9
and 4× 10−9 cm3 s−1.
In principle, the evaporation rates might have any values,
and there is no way to constrain even their order of magnitude
based on earlier experimental evidence or simple theoretical
considerations. However, the interval in which the evapora-
tion rates are allowed to vary does not in practice need to be
infinitely wide. If the length of the simulation is 30 min, it
does not matter whether a cluster has a lifetime of one day
or one week – it will in any case not evaporate. On the other
hand, if a cluster collides with monomers on average once
per second or once per minute, there is no effective difference
whether it has an evaporation lifetime of one millisecond or
one microsecond – it will almost certainly evaporate before
it has a chance to grow further. Even so, the range of interest
for the evaporation rates spans several orders of magnitude,
and the base ten logarithms of the rates (used as the param-
eters to be varied by Markov chain Monte Carlo (MCMC)
instead of the rates themselves) were sampled from the range
of −10 to 10.
The simulations also involve a large number of
experiment-related parameters whose values cannot be mea-
www.atmos-chem-phys.net/16/14585/2016/ Atmos. Chem. Phys., 16, 14585–14598, 2016
14588 O. Kupiainen-Määttä: A Monte Carlo approach for determining cluster evaporation rates
sured directly or estimated reliably based on any fundamental
theory. These were also treated as free parameters and var-
ied using MCMC. For some of the parameters, however, at
least an order-of-magnitude estimate is available, and these
estimates were used for constraining the range in which the
parameters were allowed to vary.
A wall loss rate of 1.7× 10−3 s−1 was determined for the
electrically neutral H2SO4 monomer in the CLOUD cham-
ber (Almeida et al., 2013). This rate decreases with increas-
ing cluster size, but ions may have a higher loss rate. The
probability of an individual cluster being lost on a wall also
varies with location inside the chamber, or in practice with
time as the air is continuously circulated around the chamber
by large fans. As the size, charge and composition depen-
dence of the wall losses is not known, all clusters were, for
simplicity, assumed to have the same wall loss rate, and its
value was sampled from the range 0 to 10−2 s−1. The size-
independence of the wall loss rate may cause some uncer-
tainty to the results, but introducing even more free param-
eters in order to vary the value separately for each cluster
would also be problematic.
Based on measured ion concentrations and approximate
loss rates of ions, the ion production rate due to natu-
ral ionization was estimated to be of the order of 3 ion
pairs cm−3 s−1 (Olenius et al., 2013b). In this study, it was
sampled from the range of 0 to 10 ion pairs cm−3 s−1.
In some experiments, no ammonia was added intentionally
to the chamber. While its concentration was in these cases
below the detection limit of 35 ppt, some trace amount must
have been present as ammonia molecules were observed in
the clusters. In the simulations, two approaches were used
regarding the ammonia concentration: either a constant back-
ground ammonia mixing ratio of 5 ppt was used for all these
experiments, or the mixing ratio was allowed to vary sepa-
rately for each of these low-ammonia experiments, and the
values were sampled between 0 and 50 ppt.
3.2.1 Fragmentation in the mass spectrometer
It is possible that some clusters fragment inside the instru-
ment before detection. Weakly bound water molecules prob-
ably evaporate to a great extent (Ehn et al., 2011), and they
are not taken explicitly into account in the cluster distribu-
tion. Also, ammonia and sulfuric acid molecules may be de-
tached from the clusters due to energetic collisions with gas
molecules when the clusters are accelerated inside the instru-
ment. In some of the MCMC simulations, all clusters were al-
lowed to fragment, and the fragmentation probabilities were
sampled between 0 and 1, with the constraint that the sum
of all fragmentation probabilities corresponding to the same
cluster fragmenting to form different products could not be
higher than one.
In an IMS-TOF (ion mobility spectrometer–time-of-flight
mass spectrometer) experiment, detachment of sulfuric acid
molecules was observed to be important at least for the
pure trimers, HSO−4 ·(H2SO4)2, which can lose either one
or two H2SO4 molecules (Adamov et al., 2013). In the
present study, each of the pure sulfuric acid clusters
HSO−4 ·(H2SO4)i could fragment through i different pro-
cesses with separate fragmentation probabilities, forming the
products HSO−4 ·(H2SO4)0,1,2,...,(i−1).
On the other hand, in another IMS-TOF exper-
iment, larger sulfuric acid–dimethylamine clusters
HSO−4 ·(H2SO4)i ·((CH3)2NH)i with i = 3,4,5 were
observed not to fragment (Bianchi et al., 2014). The frag-
mentation patterns of larger clusters containing sulfuric acid
and ammonia have not been determined experimentally,
and it is possible that fragmentation is more important
than for the above-mentioned dimethylamine-containing
clusters. However, the larger the cluster, the more vibrational
degrees there are to absorb any excess energy released in
collisions, so the fragmentation probabilities can be expected
to decrease with increasing cluster size (Kurtén et al., 2010).
For simplicity, detachment of sulfuric acid molecules
from ammonia-containing clusters was not taken into
account, although it might in reality occur to some
extent, and the removal of ammonia molecules from
the clusters was described by only four parameters:
the probabilities of detecting HSO−4 ·(H2SO4)3·NH3
and HSO−4 ·(H2SO4)3·(NH3)2−3 clusters as pure acid
tetramers and of detecting HSO−4 ·(H2SO4)4·NH3 and
HSO−4 ·(H2SO4)4·(NH3)2−4 clusters as pure acid pen-
tamers. This choice of fragmentation-related parameters is
a trade-off between describing the processes as accurately
as possible and keeping the number of free parameters
reasonable.
3.3 Monte Carlo simulations
The effect of the above-mentioned unknown parameters
(evaporation rates, ion production rate, wall loss coefficient,
background ammonia concentrations, fragmentation proba-
bilities) on the cluster distribution was studied by Bayesian
analysis using MCMC. (See, e.g., Brooks et al., 2011, for
an introduction to MCMC methods.) The aim of MCMC in
parameter estimation is to find combinations of parameter
values that reproduce the experimental data as well as possi-
ble. Instead of finding one best fit, the objective is to find a
distribution of the most-likely parameter values. This is ac-
complished by forming a chain Z of parameter values that
converges toward the desired distribution as the length of the
chain increases.
3.3.1 The Metropolis algorithm
The parameters are varied using a random-walk approach,
and at each step the new parameter values (denoted as
the vector xnew with length ncoefs) are used for running
ACDC simulations corresponding to all experiments. In the
Metropolis algorithm, the proposal density q(xnew,xold) de-
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scribing the probability of attempting a step from the old
point xold to a new point xnew is equal to the proposal density
q(xold,xnew) related to the reverse step from xnew to xold.
The difference between the modeled and measured cluster
distributions is quantified by the square sum
SSnew =
nout∑
i=1
(
log10yexp,i − log10ynew,i
)2
, (1)
where nout = ne× (nc+ 1) is the number of output values,
ne = 22 is the number of experiments, nc = 7 is the number
of cluster types whose concentrations are measured, ynew is a
vector of length nout containing simulated cluster concentra-
tions for all runs as well as one convergence parameter (see
Sect. 3.1) for each run, and yexp is the corresponding vector
for the experimental data with a value of 1 for the conver-
gence parameter for all runs. The reason for including the
convergence parameter here is to penalize low wall loss rates
and ion source rates that would lead to an unrealistically slow
time evolution of the cluster distribution.
Assuming that the experimental data contain measurement
errors that can be described as uncorrelated multiplicative
lognormal noise with the same variance σ 2 for each mea-
sured value yexp,i , the likelihood of observing the data yexp
given the parameter values xnew is
p(yexp | xnew)=
1(
2piσ 2
)nout/2 exp
(
− 1
2σ 2
SSnew
)
. (2)
At each step of the random walk, the value SSnew is com-
pared to the square sum SSold saved at the previous step. If
the new value is lower or equal to SSold (that is, if the new
parameter values reproduce the experimental data at least as
well as the previous ones) the point is accepted. If, on the
other hand, SSnew > SSold, the point may still get accepted,
but only with probability
p(yexp | xnew)
p(yexp | xold)
= exp
[
− 1
2σ 2
(SSnew−SSold)
]
. (3)
The overall acceptance probability for both cases can then be
written as α =min
(
1,exp
[
− 12σ−2(SSnew−SSold)
])
. If the
new point is accepted, the parameter values xnew are saved to
the chain Z and SSold is replaced by SSnew. Otherwise, the
previous point xold is added again to the chain Z.
3.3.2 DE-MCZ algorithm for finding all local maxima
of the distribution
Some parameters were found to have posterior distribu-
tions with more than one local maximum. Plotting two-
dimensional posterior distributions of pairs of parameters
showed in many cases L-shaped or otherwise non-convex re-
gions of high probability that are hard to sample using tradi-
tional methods. In order to ensure that the random walk was
able to find all the local maxima and converged to the cor-
rect distribution, the DE-MCZ algorithm (differential evolu-
tion Markov Chain algorithm sampling the difference vectors
from the past) introduced by ter Braak and Vrugt (2008) was
employed. In DE-MCZ , several chains are run in parallel, and
each chain in turn takes a step xnew = xold+ γ (x1− x2)+ δ,
where γ is a scalar, x1 and x2 are two different randomly
selected points from the joint history of all chains, Z, and δ
is a small additional term drawn from a normal distribution
with a small variance compared to the width of the posterior
distribution. In their test systems, ter Braak and Vrugt (2008)
found that three chains worked well, but in this study five
chains were used as they were noted to ensure better mixing.
Based on the recommendations of ter Braak (2006) and ter
Braak and Vrugt (2008) and on test simulations, γ was set to
0.98 at every fifth step and 2.38/
√
2× ncoefs otherwise. The
width of the distribution for sampling δ was based on an esti-
mate of the width of the posterior distribution, as discussed in
the Supplement. As the rule for proposing steps is symmet-
ric with respect to xnew and xold but depends on the history,
the DE-MCZ algorithm is an adaptive Metropolis algorithm
and the acceptance probability is calculated like in the basic
Metropolis algorithm.
Further details about the MCMC simulations are presented
in the Supplement.
3.4 Overview of the simulations
An overview of the simulation methods is presented in Fig. 1.
The same MCMC procedure (shown in orange in the figure)
was used with two alternative sets of cluster distributions as
input. In both cases, these cluster distributions corresponded
to 22 individual experiments (or computer experiments) with
varying sulfuric acid and ammonia vapor concentrations, and
for each experiment the concentrations of seven cluster types
were included in the distribution. In the MCMC simulation,
all unknown parameters (evaporation rates etc.) were first
given some random values, and these were used for run-
ning a set of 22 ACDC simulations with vapor concentra-
tions corresponding to the input cluster distributions. The
cluster concentrations obtained from the ACDC runs were
compared with the input cluster concentrations, and the pa-
rameters were given new values. The new parameter values
were again used to run a set of ACDC simulations, and the
process was repeated over and over.
The starting point of the main part of the study (dark green
box) were the 22 cluster distributions measured at CLOUD
at varying sulfuric acid and ammonia vapor concentrations.
These were used as input for an MCMC simulation, and the
main output of the MCMC simulation were parameter values
that reproduced most closely the measured cluster distribu-
tions. However, unlike traditional fitting procedures, MCMC
gives a distribution of most-likely parameter values (called
the posterior distribution) and corresponding cluster distri-
butions instead of one best fit.
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Figure 1. Schematic representation of the steps involved in the study. The green boxes show the two alternative starting points.
The second part of the study focused on testing the per-
formance of the MCMC data analysis method. First one pos-
sible set of parameter values was selected (light green box
in Fig. 1). Quantum-chemistry-based theoretical predictions
were used for the cluster evaporation rates, and the other
parameter values were estimated based on the experiment.
These parameter values (referred to later in the paper as input
parameter values) were used as input for a set of 22 ACDC
simulations corresponding to the same sulfuric acid and am-
monia vapor concentrations as in the experimental cluster
distributions. The chosen input values of the fragmentation
parameters were applied to the output concentrations from
these ACDC runs to get a set of 22 cluster distributions. Some
random noise (see Sect. 4.1) was added to these simulated
cluster distributions to obtain synthetic “measured” cluster
distributions. These, in turn, were then used as input for an
MCMC simulation, and the output was again a distribution of
most likely parameter values as well as corresponding clus-
ter distributions. Since in this case the “correct answers” (that
is, the input parameter values used to produce the synthetic
cluster distribution) were known, the parameter distributions
obtained as output from MCMC could be compared to the
input values.
4 Results
Although the main result from the MCMC simulation are the
distributions of likely parameter values, it is useful first to
look at the cluster distributions corresponding to these out-
put parameter values (referred to later as output cluster dis-
tributions) and check how accurately the input data are re-
produced. Such comparisons are presented in Sect. 4.1 for
the CLOUD data and two sets of MCMC simulations with a
different set of free parameters. If the output cluster distribu-
tions are very far from the measured cluster distributions, it
can be concluded that the model used in the simulations did
not correspond closely enough to the actual processes deter-
mining the observed cluster distributions. In such a case, the
fitted parameters do not necessarily correspond directly to
the corresponding real parameters, or indeed have any clear
physical interpretation.
The output values of the evaporation rates and fragmenta-
tion probabilities are discussed in detail in Sect. 4.2 and 4.3,
respectively, only for cases where the output cluster distri-
butions closely reproduce the measured concentrations. The
results for the other parameters are presented in Sect. S3 of
the Supplement.
Even when the MCMC simulation finds a good fit to the
observed distributions, the interpretation of the output pa-
rameter distributions is not always clear. The number of in-
put data points from the CLOUD experiment is so small
that unambiguous values were not reached for most of the
evaporation rates. To get better insight into what conclusions
can safely be drawn, Sect. S2 in the Supplement presents
test simulations for synthetic input cluster distributions with
known evaporation rates and fragmentation probabilities.
4.1 Cluster distributions
Figure 2 presents the experimental cluster distributions from
CLOUD together with the output cluster distributions from
an MCMC simulation where only the evaporation rates are
varied and fragmentation in the mass spectrometer is not
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Figure 2. Cluster distributions measured at CLOUD and the corresponding modeled cluster concentrations from an MCMC simulation where
only the evaporation rates are varied and no fragmentation is allowed. “A” stands for H2SO4, “A−” for HSO−4 and “N” for NH3.
taken into account. The background ammonia concentration
is set to 5 ppt, and the values reported by Olenius et al.
(2013b) are used for the ion production rate and wall losses.
The medians of each concentration from the output of the
MCMC simulations are presented as a horizontal line, and
the vertical lines span between the 2.5th and 97.5th per-
centiles. Comparison of the measured and simulated con-
centrations shows that while overall the simulated concentra-
tions are mostly of a correct order of magnitude, the MCMC
fitting does not produce the correct precursor concentration
dependence for all ion cluster types. In case of the bisul-
fate ion HSO−4 and the charged dimer HSO
−
4 ·H2SO4, the
measured ion concentrations are notably lower in the exper-
iments with a high ammonia concentration than in experi-
ments with a similar acid concentration and no added am-
monia, while the simulated concentrations show practically
no ammonia dependence. For the larger clusters, on the other
hand, the ammonia dependence is captured reasonably well.
However, the sulfuric acid concentration dependence of the
output cluster distributions also differs from the observed
dependence for many of the larger clusters at low ammo-
nia concentrations. This discrepancy is most prominent for
HSO−4 ·(H2SO4)4·NH3 and HSO−4 .
Using the ion production rate and wall loss constant as
free parameters while still keeping a fixed background am-
monia concentration does little to improve the fit. The same
discrepancies remain also if the background ammonia con-
centrations are varied.
Figure 3 presents the output cluster distributions from
an MCMC simulation where the fragmentation probabili-
ties discussed in Sect. 3.2.1 are treated as free parameters.
The ion production rate and wall loss constant are also var-
ied, but all background ammonia concentrations are set to
5 ppt. Apart from a few outliers in the experimental concen-
trations, the agreement between the measured and modeled
concentrations is remarkably good. This suggests that the
poor fit in Fig. 2 may be explained by the concentrations ob-
served by the mass spectrometer not corresponding directly
to the ion concentrations in the CLOUD chamber, but instead
to the concentrations after some of the clusters have frag-
mented in the inlet of the mass spectrometer. In fact, the acid
and base monomer concentration dependence is very similar
for the measured concentrations of the three smallest ions,
HSO−4 ·(H2SO4)0−2, which would be consistent with some
of the trimers being detected as monomers and dimers after
having fragmented inside the instrument.
4.2 Evaporation rates from the analysis
Figure 4 shows the posterior distributions of the coefficients
corresponding to logarithms of the evaporation rates. The
three sets of distributions correspond to different options
for treating the background ammonia concentration. Either
all below-detection-limit ammonia concentrations are varied
separately as MCMC parameters (green), or they are all set
to 1 ppt (blue) or 5 ppt (purple). In the MCMC simulation
where the background ammonia concentration is fitted, the
median values for these concentrations are between 7 and
20, although the values are spread from 0 to 30 or 40.
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Figure 4. Posterior distributions of the base 10 logarithm of the evaporation rates (in units of s−1) corresponding to the experimental cluster
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All sets of MCMC simulations give a similar result for
parameters number 1, 2 and 4: the pure negatively charged
sulfuric acid dimer HSO−4 ·H2SO4, trimer HSO4−·(H2SO4)2
and pentamer HSO−4 ·(H2SO4)4 are stable, having evapora-
tion rates below 1 s−1. The reason for the uniform shape of
these distributions at low evaporation rates is that once the
evaporation rate is much lower than the rates of any com-
peting processes, its exact value has no effect on the cluster
distribution. As discussed in the Supplement, the peak seen
in some of these distributions should not be interpreted as
giving a good estimate for the evaporation rate – instead,
the evaporation rate can have any value below the threshold
where the probability density goes to zero.
The distributions of some of the other evaporation rates de-
pend strongly on the ammonia concentration assumed for the
low-ammonia experiments. For instance, an ammonia con-
centration of 10 or 20 ppt (corresponding to the case where
the ammonia concentrations were treated as free parame-
ters) would require the HSO−4 ·(H2SO4)3·NH3 cluster to have
an ammonia evaporation rate of about 200 s−1 in order for
enough pure sulfuric acid tetramers HSO−4 ·(H2SO4)3 to be
observed, while the evaporation rate would need to be well
below 1 s−1 if the ammonia concentration was instead 1 ppt.
A similar pattern is observed for some of the other ammo-
nia evaporation rates, and interdependencies between the dif-
ferent evaporation rates lead to the posterior distributions of
some sulfuric acid evaporation rates also depending on how
the background ammonia concentration is treated.
For the two cases where the background ammonia concen-
tration is set to a fixed value, some of the posterior distribu-
tions consist of several peaks (see Fig. 4). As described in
more detail in the Supplement, the MCMC results can in fact
be divided into two or three separate solutions, respectively,
for the cases with background ammonia concentrations of 1
and 5 ppt. These alternative solutions correspond to different
cluster types being stable and unstable, but they all still give
an equally good fit to the measured cluster distributions. For
instance, when assuming a background ammonia concentra-
tion of 5 ppt, the posterior distribution of parameter number
5 shows three separate peaks (purple line in Fig. 4). Look-
ing only at the sets of parameter values in the right hand
side peak, it can be noted that the value of parameter num-
ber 3 always corresponds to the left hand side peak of this
distribution (see Fig. S14 in the Supplement), and param-
eter number 8 always has a low value due to correlations
between the different parameters. This set of ranges for the
parameter values is denoted as solution (E), and similarly
the two other peaks in the distribution of parameter num-
ber 5 correspond to solutions (C) and (D). The observation
that the distributions can be divided into separate solutions
in this way implies that, for instance, either an evaporation
rate of 100 s−1 for ammonia from the HSO−4 ·(H2SO4)3·NH3
cluster and an evaporation rate of 3 s−1 of the pure sulfuric
acid tetramer or an evaporation rate of 0.2 s−1 for ammo-
nia from the HSO−4 ·(H2SO4)3·NH3 cluster and an evapora-
tion rate of 60 s−1 of the pure sulfuric acid tetramer could
produce a good fit to the experimental cluster distributions,
but an evaporation rate of 100 s−1 for ammonia from the
HSO−4 ·(H2SO4)3·NH3 cluster and an evaporation rate of
60 s−1 of the pure sulfuric acid tetramer would not reproduce
the data. For the simulations with an ammonia concentration
of 1 ppt, the separate solutions (A) and (B) correspond to the
two peaks in the distribution of coefficient number 6.
The estimates extracted for the evaporation rates from the
MCMC simulations are presented in Table 1. As discussed
above, only an upper limit can be determined for some evapo-
ration rates, and it should be noted that the actual value could
equally well be just below this limit or several orders of mag-
nitude lower. For example, the rate at which HSO−4 ·H2SO4
dimers are lost through collisions with neutral sulfuric acid
molecules is between 0.04 and 1.3 s−1 in the different exper-
iments. If the evaporation rate of the dimer is lower than this,
the dimers will practically never evaporate before colliding
with an H2SO4. If the evaporation process never happens,
its rate cannot be expected to be determined based on the
measurements. In order to constrain these low evaporation
rates more tightly, experiments with very low but well quan-
tified precursor concentrations would be needed, resulting in
a lower rate for the competing growth process, but external
losses and collisions with positive ions would still limit the
range of evaporation rates that can be determined.
For certain evaporation rates, a distinct peak is observed
in the posterior distribution. Also, in this case it should be
kept in mind that the true value could be anywhere within
the width of the peak. As can be expected, all these well
constrained evaporation rates are in the intermediate range,
mostly between 1 and 100, where growth by collisions does
not completely overwhelm the evaporation process, but the
cluster is not so unstable that it would never collide and grow
further. These clusters probably correspond to rate limiting
steps on the main formation pathway.
Some of the parameters have posterior distributions with
a non-zero probability density over the whole range. Some
of these evaporation processes occur between clusters that
are grouped together in the cluster distribution, and others
are perhaps not on the main formation pathway. In any case,
they do not have a strong impact on how well the modeled
concentrations fit to the experimental data, and their values
are therefore not constrained.
Also, evaporation rates estimated from quantum chemi-
cal Gibbs free energies (Ortega et al., 2014; Almeida et al.,
2013) are presented in Table 1 for comparison. The theo-
retical evaporation rates have an uncertainty of one or two
orders of magnitude, as they depend exponentially on the
stepwise cluster formation energies, which have an uncer-
tainty of 1–2 kcal mol−1. For the three smallest pure sulfuric
acid clusters, HSO−4 ·(H2SO4)1−3, the quantum-chemistry-
based evaporation rates are in good agreement with the val-
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Table 1. Evaporation rates corresponding to the three MCMC simulations presented in Fig. 4. The cases where the background ammonia is
set to a fixed value of 1 or 5 ppt are divided into two and three alternative solutions, respectively, denoted as (A)–(E). (See the Supplement
for more details.) For parameters that have a posterior distribution with a clear peak and practically zero probability density elsewhere, the
location of the peak (bold face) is given together with the range of possible values in parentheses. In many cases only an upper limit can
be determined, and some rates cannot be determined at all (–). The last column presents quantum-chemistry-based evaporation rates for
comparison. In the reactions, “A” stands for H2SO4, “A−” for HSO−4 and “N” for NH3.
[NH3] in MCMC 1 ppt 1 ppt 5 ppt 5 ppt 5 ppt 0–50 ppt QC
(A) (B) (C) (D) (E)
1: A ·A−−A < 1 < 0.6 < 1 < 1 < 1 < 1 8×10−18
2: A2 ·A−−A < 0.2 < 0.2 < 0.2 < 0.2 < 0.3 < 0.3 2×10−4
3: A3 ·A−−A 60 60 60 60 3 2 1
(20–90) (30–90) (20–100) (8–100) (0.5–20) (0.4–7)
4: A4 ·A−−A < 0.01 < 0.03 < 0.03 < 0.06 < 0.6 < 0.3 200
5: A3 ·A− ·N−N < 0.2 < 0.03 0.02 1 100 200 2
(< 0.1) (0.1–20) (20–600) (20–800)
6: A4 ·A− ·N−A 1 5 8 < 3 10 20 0.08
(< 2) (2–10) (< 20) (< 30) (3–100)
7: A4 ·A− ·N−N 2 < 3 6 20 < 20 < 60 6×10−4
(< 6) (1–30) (6–60)
8: A3 ·A− ·N2−N < 10 2 20 < 30 < 2 < 60 0.5
(< 100) (< 200)
9: A4 ·A− ·N2−A < 0.1 < 0.2 – < 1 < 1 – 0.002
10: A4 ·A− ·N2−N < 0.1 < 0.3 – < 10 < 0.6 – 0.01
11: A3 ·A− ·N3−N – – – – – – 200
12: A4 ·A− ·N3−A < 106 < 106 < 6×105 < 6×105 < 3 < 3×104 3×10−9
13: A4 ·A− ·N3−N – – – – – – 3×10−4
14: A4 ·A− ·N4−N – – – – – – 9×108
ues determined from analyzing the experimental data. The
pure acid pentamer HSO−4 ·(H2SO4)4, on the other hand, is
predicted by quantum chemistry to have an evaporation life-
time of only 5 ms, while the analysis of the experimental data
suggests that it has a very low evaporation rate (and hence
a very long evaporation lifetime). In case of the ammonia-
containing clusters, the MCMC simulations with different
options concerning the background ammonia concentration,
as well as the different alternative solutions from the simula-
tions, give different ranges of most likely values of the evapo-
ration rates, some of which agree better and some worse with
the theoretical estimates.
4.3 Estimating fragmentation probabilities
The probabilities of fragmentation processes that might oc-
cur in the inlet of the mass spectrometer were varied sep-
arately from the evaporation rates, as the process involved
is different: the evaporation rates discussed in the previous
section correspond to molecules evaporating spontaneously
from the cluster at atmospheric pressure and a temperature of
273 K, while fragmentation in the inlet occurs when the ionic
clusters are accelerated and experience high-energy colli-
sions with neutral carrier gas molecules. In reality, the two
concepts are not totally unrelated, as both processes depend
on the binding energy of the cluster, but the fragmentation
probability is also likely to depend on the number of vibra-
tional degrees of freedom that can absorb energy from the
collision. As the different factors determining the fragmen-
tation probability, and even the exact conditions inside the
APi-TOF inlet, remain unclear, all fragmentation probabili-
ties were varied freely.
Figure 5 shows posterior distributions for the studied
fragmentation probabilities. For the larger pure acid clus-
ters HSO−4 ·(H2SO4)2−4, several different fragmentation pro-
cesses are considered, and their probabilities are presented
separately in Fig. 5. The posterior distributions of the overall
fragmentation probabilities (that is, the sums of the probabil-
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Figure 5. Posterior distributions of the fragmentation probabilities in the mass spectrometer inlet corresponding to the experimental cluster
distributions and different options for treating the background ammonia concentration in the experiments where it was below the detection
limit and therefore unknown. “A” stands for H2SO4, “A−” for HSO−4 and “N” for NH3.
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Figure 6. Posterior distributions of the total fragmentation prob-
abilities of the HSO−4 ·(H2SO4)2−4 clusters corresponding to the
experimental cluster distributions and different options for treating
the background ammonia concentration in the experiments where it
was below the detection limit and therefore unknown. “A” stands
for H2SO4 and “A−” for HSO−4 .
ities of all fragmentation processes in which a given cluster
can be lost) of these clusters are shown in Fig. 6. For the
MCMC simulations with a fixed background ammonia con-
centration, the distributions corresponding to the alternative
solutions (see previous section) are shown in Sect. S3 of the
Supplement.
The posterior distribution of the dimer fragmentation
probability is spread over the whole range from no fragmen-
tation to 100 % fragmentation. While there is a peak close to
70 %, the possibility of dimers not fragmenting at all (which
seems likely based on earlier experimental and theoretical
evidence of the dimer being extremely stable) is not ruled
out.
The trimers are found to fragment to some extent, pro-
ducing both monomers and dimers. Assuming that both
dimers and trimers have very low evaporation rates, but the
tetramer is not very stable, the HSO−4 ions that are formed
from charging H2SO4 molecules will quickly gain first one
and then a second acid molecule and, as the next growth
step is slower, accumulate to form a high concentration
of trimers. If a notable fraction of these trimers fragment
both into monomers and dimers, most of the monomers and
dimers that are detected may actually be fragmentation prod-
ucts from trimers, as was also observed experimentally by
Adamov et al. (2013). This would mean that the actual con-
centrations of negatively charged monomers and dimers in
the chamber cannot be measured, preventing the accurate de-
termination of the dimer evaporation rate and fragmentation
probability. This scenario is in good agreement with the ob-
servations that the dimer fragmentation probability cannot
be determined and only a relatively high upper limit can be
found for the dimer evaporation rate.
Also, the pure acid tetramers and pentamers fragment, pos-
sibly even more than the trimers, but it cannot be determined
which fragmentation pathways are most important. A large
fraction of the HSO−4 ·(H2SO4)3−4·NH3 clusters probably
lose the ammonia molecule before detection, although the
exact shape of the posterior distributions depends on how the
low ammonia concentrations are treated in the MCMC simu-
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lation. The results for the probability of the clusters contain-
ing two or more ammonia molecules losing all of them, on
the other hand, is almost independent of the simulation op-
tions, and only a small fraction of these clusters are detected
as pure acid clusters.
5 Conclusions
A Markov chain Monte Carlo (MCMC) approach is pre-
sented for determining evaporation rates from measured clus-
ter distributions. The time evolution of the cluster popula-
tion is described by birth–death equations and solved numer-
ically. The values of the collision and evaporation rates are
varied, and the obtained cluster distributions are compared to
the measurements. In addition to the evaporation rates, sev-
eral other poorly known parameters related to the experimen-
tal setup are varied. The method is applied to concentration
distributions of negatively charged sulfuric acid–ammonia
clusters measured in the CLOUD chamber in CERN.
Of the pure sulfuric acid ion clusters HSO−4 ·(H2SO4)1−4,
the dimer, trimer and pentamer are found to be very stable,
while the tetramer has a higher evaporation rate and may cor-
respond to a rate-limiting step in the cluster formation pro-
cess. The stability of the dimer and trimer and the instability
of the tetramer are consistent with cluster formation energies
calculated with different quantum chemical methods (Or-
tega et al., 2014; Herb et al., 2013) and with semi-empirical
estimates combining measurements and quantum chemistry
(Lovejoy and Curtius, 2001; Curtius et al., 2001). However,
the low evaporation rate of the pure acid pentamer is in con-
tradiction with the computational and semi-empirical clus-
ter energies (Ortega et al., 2014; Lovejoy and Curtius, 2001;
Curtius et al., 2001). On the other hand, these previously de-
termined cluster energies correspond to dry clusters, and hy-
dration is likely to stabilize clusters at least to some extent.
It is, in principle, possible that the pentamer could have a
very stable hydrated structure, while the tetramer would only
be moderately stabilized by hydration. Furthermore, evapo-
ration rates calculated based on cluster formation energies in-
volve the assumption that the evaporation process proceeds
directly from the minimum energy configuration of the initial
cluster to the minimum energy configuration of the product
cluster. In reality, the process is likely to require some reor-
ganization of the molecules and might have an energy barrier
that slows down the evaporation. Finally, the apparent stabil-
ity of the pentamer might also be an artifact caused by the
finite system size in the simulations.
The results are more ambiguous for the ammonia-
containing clusters. The MCMC simulations produce sev-
eral alternative sets of evaporation rates that all provide an
equally good fit to the experimental cluster distributions.
This inconclusiveness stems at least partly from the choice
of ammonia concentrations used in the set of experiments.
In more than half of the experiments, the ammonia concen-
trations are in an unknown narrow range below the detection
limit of 35 ppt, while the other runs have ammonia concen-
trations in a second narrow range from 100 to 250 ppt. Re-
peating the MCMC simulations with a new set of experimen-
tal cluster distributions measured at ammonia concentrations
distributed evenly over a wide range would most probably
narrow down the estimates for many of the evaporation rates.
The observation that several alternative sets of parameter
values can produce a good fit to the same experimental data
highlights the risk in using a simplified cluster model with
only one or two fitting parameters, as was done by Jen et al.
(2014) and Kürten et al. (2015). While the model may give
a good fit to the observations, the corresponding set of evap-
oration rates may be only one out of several solutions, and
does not necessarily correspond to the true evaporation rates.
Another important finding is that fragmentation in the in-
let of an APi-TOF mass spectrometer may have a signifi-
cant effect on the observed cluster distribution. The amount
of fragmentation depends on the type of inlet that is used,
and also the specific voltages and other settings that are used.
However, if it is not possible to suppress fragmentation com-
pletely for some instrument type or experimental setup, it is
important to at least gain some understanding of the frag-
mentation processes, and MCMC analysis appears to be a
suitable tool for this. In this study, the mass spectrometer
was assumed to have been calibrated so that there was no
mass discrimination, but in the future, the mass dependent
transmission efficiency of mass spectrometers could also be
studied using MCMC analysis.
While definitive values could not yet be obtained for all
evaporation rates, the MCMC approach is shown to be a
promising new tool for analyzing cluster concentration mea-
surements. It can give valuable information about cluster
evaporation processes that cannot be observed directly. How-
ever, enough experimental data, measured over a wide range
of all precursor concentrations, are needed in order to draw
clear conclusions. All details related to the experimental
setup must be mimicked as closely as possible in the sim-
ulations in order for the fitting parameters to have a clear
physical meaning. Also, uncertainties in the measured cluster
concentrations need to be taken into account in more detail in
future studies. Furthermore, as cluster formation is inherently
a dynamical process, the MCMC analysis would be more ef-
ficient for datasets of cluster concentrations as a function of
time, instead of the steady-state distributions used here. This
would also enable the fitting of collision rate constants in ad-
dition to evaporation rates.
6 Data availability
The measured cluster distributions from Olenius et
al. (2013b) were obtained from the authors of that paper.
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