Abstract-In Part I of this paper, we propose a decentralized optimal frequency control of multi-area power system with operational constraints, where the tie-line powers remain unchanged in the steady state and the power mismatch is balanced within individual control areas. In Part II of this paper, we propose a distributed controller for optimal frequency control in the network power balance case, where the power mismatch is balanced over the whole system. With the proposed controller, the tie-line powers remain within the acceptable range at equilibrium, while the regulation capacity constraints are satisfied both at equilibrium and during transient. It is revealed that the closed-loop system with the proposed controller carries out primal-dual updates with saturation for solving an associated optimization problem. To cope with discontinuous dynamics of the closed-loop system, we deploy the invariance principle for nonpathological Lyapunov function to prove its asymptotic stability. Simulation results are provided to show the effectiveness of our controller.
NOMENCLATURE

Variables
θ j Rotor angle at node j. ω j Frequency at node j. P g j (Aggregate) mechanical power input at node j. 
I
N PART I of the paper we have investigated the optimal frequency control of multi-area power system with operational constraints [1] . In that case, the tie-line powers are required to be unchanged in the steady state after load disturbances, which implies the power mismatch in each area has to be balanced individually. It is referred to as the per-node power balance case. In Part II of the paper, we consider the transmission congestion in the distributed optimal frequency design.
The per-node balance case in Part I mainly considers the situation where the power delivered from one area to another is fixed, e.g., contract power, which should not be violated in normal operation. However, in some circumstances, control areas may cooperate for better frequency recovery or regulation cost reduction. In this case, power mismatch may be balanced by all generations and controllable loads among all control areas in cooperation. Similar situations also appear in one control area with multiple generators and controllable loads that cooperate to eliminate the power mismatch in the area. It is referred to as the network power balance case. Compared with the per-node balance case, the most challenging problem in this case is that the tie-line powers may change and congestions may occur. In addition, local information is not sufficient and neighboring information turns to be helpful. As for the constraints, the tie-line power constraints are not hard limits, which only need to be satisfied at equilibrium. The capacity limits on the generations and controllable loads also required to be satisfied both in steady state and during transient.
In the recent literature of frequency control, tie-line power constraints are considered in [2] - [7] . In [2] , tie-line power constraints are included in the load-side secondary frequency control. A virtual variable is used to estimate the tie-line power, whose value is identical to the tie-line power at equilibrium. In [3] and [4] , an optimal economic dispatch problem including tie-line power constraints is formulated, then the solution dynamics derived from a primal-dual algorithm is shaped as a port-Hamiltonian form. The power system dynamics also have a port-Hamiltonian form, which are interconnected with the solution dynamics to constitute a closed-loop Hamiltonian system. Then, the optimality and stability are proved. In [6] , a unified method is proposed for primary and secondary frequency control, where the congestion management is implemented in the secondary control. In [7] , a real-time control framework is proposed for tree power networks, where transmission capacities are considered.
Similar to the per-node balance case, hard limits, such as capacity constraints of power injections on buses, are enforced only in the steady-state in the literature, which may fail if such constraints are violated in transient. Here we construct a fully distributed control to recover nominal frequency while eliminating congestion. Differing from the literature, it enforces regulation capacity constraints not only at equilibrium, but also during transient. We show that the controllers together with the physical dynamics serve as primal-dual updates with saturation for solving the optimization problem. The optimal solution of the optimization problem and the equilibrium point of closed-loop system are identical.
The enforcement of capacity constraints during transient and tie-line power limits simultaneously makes the stability proof difficult. Specifically, the Lyapunov function is not continuous anymore, as in the per-node case in Part I of the paper. In this situation, the conventional LaSalle's invariance principle does not apply. To overcome the difficulty, we construct a nonpathological Lyapunov function to mitigate the impacts of nonsmooth dynamics. The salient features of the controller are: 1) Control goals: the controller restores the nominal frequency and balance the power mismatch in the whole system after unknown load disturbance while minimizing the regulation costs;
2) Constraints: the regulation capacity constraints are always enforced even during transient and the congestions can be eliminated automatically; 3) Communication: only neighborhood communication is needed in the network balance case; 4) Measurement: the controller is adaptive to unknown load disturbances automatically with no need of load measurement. The rest of this paper is organized as follows. In Section II, we describe our model. Section III formulates the optimal frequency control problem in the network balance case, presents the distributed frequency controller and proves the optimality, uniqueness and stability of the closed-loop equilibrium. Simulation results are given in Section IV. Section V concludes the paper.
II. NETWORK MODEL
We summarize the notation used in Part I [1] . The power network is model by a directed graph G := (N, E) where N = {0, 1, 2, . . . n} is the set of nodes (control areas) and E ⊆ N × N is the set of edges (tie lines). If a pair of nodes i and j are connected by a tie line directly, we denote the tie line by (i, j) ∈ E. Let m := |E| denote the number of tie lines. Use (i, j) ∈ E or i → j interchangeably to denote a directed edge from i to j. Assume the graph is connected and node 0 is a reference node.
The power system dynamics for each node j ∈ N iṡ
Let x := (θ, ω, P g , P l ) denote the state of the network and u := (u g , u l ) denote the control. 1 The capacity constraints are:
Here (2a) and (2b) are hard limits on the regulation capacities of generation and controllable load at each node, which should not be violated at any time even during transient. The system operates in a steady state initially, i.e., the generation and the load are balanced and the frequency is at its nominal value. All variables represent deviations from their nominal or scheduled values so that, e.g., ω j (t) = 0 means the frequency is at its nominal value.
In this paper, all nodes cooperate to rebalance power over the entire network after a disturbance. The power flows P ij on the tie lines may deviate from their scheduled values and we 1 Given a collection of x i for i in a certain set A, x denotes the column vector x := (x i , i ∈ A) of a proper dimension with x i as its components. require that they satisfy line limits, i.e.,
for some upper and lower bounds P ij , P ij . In DC approximation the power flow on line (i, j) is given by P ij = B ij (θ i − θ j ). Hence line flow constraints in the pernode balance case is θ i = θ j for all (i, j) ∈ E and in the network balance case is:
where
As the generation P g j and controllable load P l j in each area can increase or decrease, and a line flow P ij can in either direction, we make the following assumption.
A1:
3) θ 0 (t) := 0 and φ 0 (t) := 0 for all t ≥ 0. The assumption θ 0 ≡ φ 0 ≡ 0 amounts to using (θ 0 (t), φ 0 (t)) as reference angles. It is made merely for notational convenience: as we will see, the equilibrium point will be unique with this assumption (or unique up to reference angles without this assumption).
III. CONTROLLER DESIGN FOR THE NETWORK POWER BALANCE CASE
In the per-node balance case, individual control areas rebalance power within their own areas after disturbances. However, in many circumstances, it may be more efficient for all control areas to eliminate power imbalance of the overall system in a coordinated manner. This can be modeled as the condition:
In this case the tie-line flows may not be restored to their pre-disturbance values. To ensure that they are within operational limits, the constraints (3) are imposed. Even though the philosophy of the controller design as well as the proofs are similar to the per-node case, the details are much more complicated. Our presentation will however be brief where there is no confusion.
A. Control Goals
In the network power balance case, the control goals are formalized as the following optimization problem.
where z j is a shorthand defined for convenience as
As in the per-node case, we define the variablesθ ij := θ i − θ j , or in vector form,θ := C T θ . As we fix θ 0 := 0 to be a reference angle under assumption A1,θ = C T θ defines a bijection between θ andθ. Similarly we defineφ ij := φ i − φ j orφ := C T φ, and φ 0 := 0 so there is a bijection between φ andφ. Note that bothθ andφ are restricted to the column space of C T . We will use (θ, φ) and (θ,φ) interchangeably. For instance we will abuse notation and writeÛ(φ) := CBC T φ orÛ(φ) := CBφ.
We now summarize some of the interesting properties of NBO (5) that will be proved formally in the next two subsections. We first compare NBO (5) with PBO in [1] for the per-node balance case.
Remark 1 (Comparison of NBO and PBO):
1) Intuitively the network balance condition (4) is a relaxation of the per-node balance condition (3) in [1] , and hence we expect that the optimal cost of NBO lower bounds that of PBO. This is indeed the case, as we now argue. Constraint (5c) implies that any feasible point of (5) has z j = 0 and hence these two optimization problems have the same objective function. Their variables and constraints are different in that PBO directly enforces the per-node balance condition while NBO (5) has the additional variable φ and constraints (5c) (5d). Any optimal point (θ * , ω * , P g * , P l * ) for PBO however defines a feasible point (θ * , φ, ω * , P g * , P l * ) for NBO (5) with the same cost where
, and θ ij ≤ 0 ≤ θ ij by assumption A1. 2) Even though any feasible point of (5) has z j = 0, the objective function is augmented with z 2 j to improve convergence (see [8] ). Even though neither the network balance condition (4) nor the line limits (3) are explicitly enforced in (5), they are satisfied at optimality (Theorem 2 below). Indeed, the virtual phase angles φ and the conditions (5b)-(5d) are carefully designed to enforce these conditions as well as to restore the nominal frequency ω * = 0 at optimality. This technique is previously used in [2] .
Remark 2 (Virtual Phase Angles φ): 1) Under mild conditions, ω * = 0 at optimality for both PBO and NBO. For NBO, this is a consequence of the constraint (5c) on φ; see Lemma 2. Summing (5c) over all j ∈ N also implies the network balance condition (4) since 1
e., tie-line flows are restored P * ij = 0) and U(θ * , ω * ) = 0. This does not necessarily hold in NBO. However φ is regarded as virtual phase angles because, at optimality, φ * differs from the real phase angles θ * only by a constant,
Then the constraints (5d) are exactly the flow constraints (3) . In other words, we impose the flow constraints onθ indirectly by enforcing such constraints on the virtual angleφ.
B. Distributed Controller
Our control laws are:
For any x i , a i ∈ R, the operator [
is defined by
For a vector case, [x] + a is defined accordingly componentwise [9] .
Here we assume that each node i updates a set of internal 2 In contrast to the completely decentralized control derived in the per-node balance case, here the control is distributed where each node i updates (λ i (t), η
)) using only local measurements or computation but requires the information (λ j (t), z j (t)) from its neighbors j to updateφ ij (t). Note that z i (t) is not a variable but a shorthand for (function)
where the functions are defined by the right-hand sides of (6e) (6f). Now we comment on the implementation of the control (6) . Remark 3 (Implementation): 1) As discussed above, communication is needed only between neighboring nodes (areas) to update the variablesφ ij (t). 2 For each (directed) link (i, j) ∈ E we assume that only node i maintains the variables (η
In practice, node j will probably maintain symmetric variables to reduce communication burden or for other reasons outside our mathematical model here.
2) Similar to the per-node power balance case, we can avoid measuring the load change p j by using (1b) and the definition of z j (t) to replace (6a) with (6) can also achieve per-node balance by setting θ ij = θ ij = 0, it is still distributed and needs more computation and communication compared to the controller in Part I.
C. Design Rationale
The controller design (6) is also motivated by a (partial) primal-dual algorithm for (5), as for the per-node power balance case.
Primal-dual algorithms: The optimization problem in the network balance case differs from that in the per-node balance case in the inequalities (5d) onφ. Consider a general constrained convex optimization with inequality constraints:
and X ⊆ R n is closed and convex. Here an inequality constraint h(x) ≤ 0 is imposed explicitly. Let ρ 1 ∈ R k 1 be the Lagrange multiplier associated with the equality constraint g(x) = 0, ρ 2 ∈ R k 2 that associated with the inequality constraint h(x) ≤ 0, and ρ :
A standard primal-dual algorithm takes the form:
where x , ρ 1 , ρ 2 are strictly positive diagonal gain matrices. Here, if a is a scalar then (a) + := max{a, 0} and if a is a vector then (a) + is defined accordingly componentwise. For a dual algorithm, (8a) is replaced by
As for the per-node balance case, all variables in x(t) are updated according to (8a) except ω(t) which is updated according to (8d), as we see below.
The set X in (8a) is defined by the constraints (2):
Controller (6) design: Let ρ 1 := (λ, μ) be the Lagrange multipliers associated with constraints (5c) and (5b) respectively, ρ 2 := (η + , η − ) the multipliers associated with constraints (5d), and ρ := (ρ 1 , ρ 2 ). Define the Lagrangian of (5) by (10) , as shown at the top of the next page. Note that it is only a function of (x, ρ) and independent of u := (u g , u l ) as we treat u as a function of (x, ρ) defined by the right-hand sides of (6e) (6f).
The closed-loop dynamics (1) (6) carry out an approximate primal-dual algorithm (8) for solving (5) in real time over the
coupled physical power network and cyber computation. Since the reasoning is similar to the per-node balance case, we only provide a summary. Rewrite the Lagrangian L 2 in vector form
First, the control (6b) (6c) can be interpreted as a continuous-time version of the dual update (8c) on the dual variable ρ 2 := (η + (t), η − (t)):
. Second, the control (6a) carries out the dual update (8b) on
where λ := diag(γ λ j , j ∈ N). The swing dynamic (1b) carries out the dual update (8b) on μ(t) because, as in the per-node balance case, we can identify μ(t) ≡ ω(t) so thaṫ
Finally we show that (1a), (1c), (1d), and (6d) implement a mix of the primal updates (8a) and (8d) on the primal variables x := (θ(t);φ(t); ω(t); P g (t); P l (t)). Setting ω(t) ≡ μ(t) is equivalent to the primal update (8d) on ω(t), as in the pernode balance case. Moreover the control laws (6e) (6f) are then equivalent to
i.e., the generator and controllable load at each node j carry out the primal update (8a). For (θ,φ), (1a) and (6d) are equivalent to the primal update (8a):
D. Optimality of Equilibrium Point
In this subsection, we address the optimality of the equilibrium point of the closed-loop system (1) (6). Given an
is an equilibrium point or an equilibrium of the closed-loop system (1) (6) if
1) The right-hand side of (1) vanishes at x * and u(x * , ρ * ).
2) The right-hand side of (6a)-(6d) vanishes at (x * , ρ * ).
is optimal for (5) and ρ * is optimal for its dual problem.
We make the following assumption. A2: The problem (5) is feasible.
The following theorem characterizes the correspondence between the equilibrium of the closed-loop system (1) (6) and the primal-dual optimal solution of (5).
Theorem 1: Suppose A2 holds. A point (x * , ρ * ) is primaldual optimal if and only if (x * , ρ * ) is an equilibrium of closedloop system (1) (6) satisfying (2) and μ * = 0.
Next result says that, at equilibrium, the network balance condition (4) and line limits (3) are satisfied and the nominal frequency is restored. Moreover the equilibrium is unique.
Theorem 2: Suppose A1 and A2 hold. Let (x * , ρ * ) be primal-dual optimal. Then 1) The equilibrium (x * , μ * ) is unique, with (θ * , φ * ) being unique up to (equilibrium) reference angles (θ 0 , φ 0 ). 2) The nominal frequency is restored, i.e., ω * j = 0 for all j ∈ N; moreoverφ * ij =θ * ij for all (i, j) ∈ E. 3) The network balance condition (4) is satisfied by x * . 4) The line limits (3) are satisfied by x * , implying P ij ≤ P ij ≤ P ij on every tie line (i, j) ∈ E. Theorem 2 shows that the equilibrium point has a simple yet intuitive structure. Moreover, Theorem 2 implies that the closed-loop system can autonomously eliminate congestions on tie lines. This feature has important implications. It means our distributed frequency control is capable of serving as a corrective re-dispatch without the coordination of dispatch centers if a congestion arises. This can enlarge the feasible region for economic dispatch, since corrective re-dispatch has been naturally taken into account.
The proofs of Theorem 1 and 2 are given in Appendix A.
E. Asymptotic Stability
In this subsection, we address the asymptotic stability of the closed-loop system (1) (6), under an additional assumption.
A3:
The initial state of the closed-loop system (1) (6) is finite, and p g j (0), p l j (0) satisfy constraint (2) . As in the per-node balance case the closed-loop system (1) (6) satisfies constraint (2) even during transient.
Lemma 1: Suppose A1 and A3 hold. Then constraint (2) is satisfied for all t > 0, i.e., (P g (t), P l (t)) ∈ X for all t ≥ 0 where X is defined in (9) .
The proof is exactly the same as that for [1, Lemma 3] and omitted.
Similar to the per-node balance case, we first rewrite the closed-loop system using statesθ,φ instead of θ, φ (they are equivalent under assumption A1). Setting μ ≡ ω, the closedloop system (1) (6) is equivalent to (in vector form):
Note that the right-hand sides of (13e) (13f) are discontinuous due to projection to the nonnegative quadrant for (η + (t), η − (t)). The system (13) is called a projected dynamical system and we adopt the concept of Caratheodory solutions for such a system where a trajectory (w(t), t ≥ 0) is called a Caratheodory solution, or just a solution, to (13) if it is absolutely continuous in t and satisfies (13) With regard to system (13), we first define two sets, σ + and σ − , as follows [8] .
Then (6b) and (6c) are equivalent tȯ
In a fixed σ + , σ − , define F(w).
If σ + and σ − do not change, F(w) is continuously differentiable in w. Similarly, we define S := R m+n+1 × X × R 2m+n+1+m , where the closed convex set X is defined in (9) . Then for any w we define the projection of w − F(w) onto S as
Then the closed-loop system (13) is equivalent tȯ
where the positive definite gain matrix is:
Note that the projection operation H has an effect only on (P g ; P l ) and Lemma 1 indicates that w(t) ∈ S for all t > 0, justifying the equivalence of (13) and (16) .
A point w * ∈ S is an equilibrium of the closed-loop system (16) if and only if it is a fixed point of the projection H(w * ) = w * . Let E 2 := { w ∈ S | H(w(t)) − w(t) = 0 } be the set of equilibrium points. Then we have the following theorem.
Theorem 3: Suppose A1, A2 and A3 hold. Starting from any initial point w(0), w(t) remains in a bounded set for all t and w(t) → w * as t → ∞ for some equilibrium w * ∈ E 2 that is optimal for problem (5).
For any equilibrium point w * , we define the following function taking the same form as the per-node case.
where k is small enough such that 2 − k −1 2 > 0 is strictly positive definite.
For any fixed σ + and σ − ,Ṽ 2 is continuously differentiable as F(w) is continuously differentiable in this situation. Similar to V 1 (w) used in Part I of the paper, we know V 2 (w) ≥ 0 on S andṼ 2 (w) = 0 holds only at any equilibrium [12] . Moreover,Ṽ 2 is nonincreasing for fixed σ + and σ − , as we prove in Appendix B.
It is worth to note that the index sets σ + and σ − may change sometimes, resulting in discontinuity ofṼ 2 (w) . To circumvent such an issue, we slightly modify the definition of V 2 (w) at the discontinuous points as:
is upper semi-continuous in w, and V 2 (w) ≥ 0 on S and V 2 (w) = 0 holds only at any equilibrium w * = H(w * ). As V 2 (w) is not differentiable for w at discontinuous points, we use the Clarke gradient as the gradient at these points [13, p. 27] .
Note thatṼ 2 is continuous almost everywhere except the switching points. Hence both V 2 (w) is nonpathological [14] , [15] . With these definitions and notations above, we can prove Theorem 3. The detail of proof is provided in Appendix B.
IV. CASE STUDIES
A. System Configuration
A four-area system based on Kundur's four-machine, twoarea system [16] , [17] is used to test our optimal frequency controller. There are one (aggregate) generator (Gen1∼Gen4), one controllable (aggregate) load (L1c∼L4c) and one uncontrollable (aggregate) load (L1∼L4) in each area, which is shown in Fig. 1 . The parameters of generators and controllable loads are given in Table I . The total uncontrollable load in each area are identically 480MW. At time t = 20s, we add step changes on the uncontrollable loads in four areas to test the performance of our controllers.
All the simulations are implemented in PSCAD [18] with 8GB memory and 2.39 GHz CPU. We use the detailed electromagnetic transient model of three-phase synchronous machines to simulate generators with both governors and exciters. The uncontrollable load L1-L4 are modelled by the fixed load in PSCAD, while controllable load L1c-L4c are formulated by the self-defined controlled current source. The closed-loop system diagram is shown in Fig. 2 . We need measure local frequency, generation, controllable load and tieline power flows to compute control demands. Onlyφ ij are exchanged between neighbors. All variables are added by their initial steady state values to explicitly show the actual values.
B. Simulation Results
In this case, the generations in each area are initiated as (560.9, 548.7, 581.2, 540.6) MW and the controllable loads (70.8, 89.6, 71.3, 79.4) MW. The load changes are identical to those in Table II , which are also unknown to the controllers. We use method in Remark 4 to estimate the load changes. Operational constraints on generations, controllable loads and tie lines are shown in Table II. 1) Stability and Optimality: The dynamics of local frequencies and tie-line power flows are illustrated in Fig. 3 . The frequencies are well restored in all four control areas while the tie line powers are remained within their acceptable ranges. The generations and controllable loads are different from that before disturbance, indicating that the system is stabilized at a new steady state. The resulting equilibrium point is given in Table III , which is identical to the optimal solution of (5) computed by centralized optimization using CVX. These simulation results confirm that our controller can autonomously guarantee the frequency stability while achieving optimal operating point in the overall system. 
2) Dynamic Performance:
In this subsection, we analyze the impacts of operational (capacity and line power) constraints on the dynamic property. Similarly, we compare the responses of frequency controllers with and without considering input saturations. The trajectories of mechanical power of turbines and controllable loads are shown in Fig. 4 and Fig. 5 , respectively. In this case, the system frequency is restored, and the same optimal equilibrium point is achieved.
3) Comparison With AGC: AGC is often utilized in the conventional secondary frequency control. To compare performance of our controller, we give the frequency dynamics of proposed controller (left) and AGC (right) in Fig. 6 .
The results show that frequency nadir under the proposed controller similar to that under AGC. The AGC does not cause frequency overshoot, while the proposed controller causes a small overshoot (about 0.04Hz). In addition, the convergence times are also similar. To achieve the optimal regulation with capacity constraints and tie-line congestions, our controller may cause a small frequency overshoot, but it still has a pretty smooth transient performance.
4) Congestion Analysis:
In this scenario, we reduce tieline power constraints to P ij = −P ij = 50MW, which causes congestions in tie-line (2,3) and (2, 4) . The steady states under the distributed control are listed in Fig. 7 indicate that (2,4) reaches the limit in steady state. However, by adopting the proposed fully distributed optimal frequency control, the congestion is eliminated and all the tie line powers remain within the limits. Thus, congestion control is achieved optimally in a distributed manner.
5) Time Delay Analysis: As shown in Fig. 2 ,φ ij are conveyed between area i and j. In the real power system, there may be communication delays between areas, which vary from tens of milliseconds to hundreds of milliseconds [19] . In this paper, time delays are set to be 100ms and 500ms. Dynamics of mechanical power outputs and controllable loads with different time delays are shown in Fig. 8 and Fig. 9 respectively.
It is shown in Fig. 8 and Fig. 9 that dynamics of mechanical power outputs and controllable loads converge to the same value in both cases. However, the convergence time of 500ms delay is a little longer than that of 100ms delay. These results also show that our controller adapt to common time delays in the real power system.
V. CONCLUSION
In this paper, we have devised a distributed optimal frequency control in the network balance case, which can autonomously restore the nominal frequencies after unknown load disturbances while minimizing the regulation costs. The capacity constraints on the generations and controllable loads can also be satisfied even during transient. In addition, congestions can be eliminated automatically, implying tie-line powers can be remained within given ranges. Only neighborhood communication is required in this case. Like the per-node case, here the closed-loop system again carries out a primaldual algorithm with saturation to solve the associated optimal problem. To cope with the discontinuity introduced due to enforcing different types of constraints, we have constructed a nonpathological Lyapunov function to prove the asymptotic stability of the closed-loop systems. Simulations on a modified Kundur's power system validate the effectiveness of our controller.
This approach is also applicable to other problem involving frequency regulation, e.g., standalone microgrid or demand side management. We highlight two crucial implications of our work: First, our distributed frequency control is capable of serving as an automatically corrective re-dispatch without the coordination of dispatch center when certain congestion happens; Second, the feasible region of economic decisions can be enlarged benefiting from the corrective re-dispatch. In this sense, our work may provide a systematic way to bridge the gap between the (secondary) frequency control in a fast timescale and the economic dispatch in a slow timescale, hence breaking the traditional hierarchy of the power system frequency control and economic dispatch.
APPENDIX A PROOFS OF THEOREM 1 AND THEOREM 2
We start with a lemma. Lemma 2: Suppose (x * , u * ) is optimal for (5). Then 1) ω * = 0, i.e., the nominal frequency is restored; 2) the network balance condition (4) is satisfied by
, the line limits (3) are satisfied.
Proof: Suppose (x * , u * ) is optimal but ω * = 0. Then (5c) implies
Considerx := (θ, φ * ,ω, P g * , P l * ) withθ := φ * andω := 0. Thenx satisfies (5b) (5c) due to (A.1). Hence (x, u * ) is feasible for (5) but has a strictly lower cost, contradicting the optimality of (x * , u * ). Hence ω * = 0. Multiplier both sides of (A.1) by 1 T yields the network balance condition (4), proving 2).
To prove 3), setting ω * = 0 in (5b) and combining with (5c) yield
Since CBC T is an (n + 1) × (n + 1) matrix with rank n, its null space has dimension 1 and is spanned by 1 because C T 1 = 0. Hence CBC T (φ * −θ * ) = 0 implies that φ * −θ * = (φ * 0 −θ * 0 ) 1. To prove 4), note thatφ = C T φ andθ = C T θ and hencẽ
i.e.,φ * =θ * . We conclude from (5d) that θ ij ≤ θ * ij ≤ θ ij . This completes the proof.
We have the following result.
for any γ g j > 0 and γ l j > 0. Lemma 3 shows that the saturation of control input does not impact the optimal solution of optimization problem (5) .
With Lemma 1, Lemma 2 and Lemma 3, we now can prove Theorem 1 and Theorem 2.
Proof of Theorem 1: ⇒: Suppose (x * , ρ * ) is primaldual optimal. Then x * satisfies the operational constraints (2) . Moreover the right-hand side of (1) vanishes because:
•θ = 0 since ω * = 0 from Lemma 2.
•ω = 0 since constraint (5b) holds for x * .
•Ṗ g =Ṗ l = 0 since ω * = 0 and x * satisfies (5e) and (5f).
•λ = 0 since (5c) holds for x * .
•η + =η − = 0 since (5d) holds for x * .
• From (12f) we havė
Since (x * , ρ * ) is a saddle point, we must have ∇φL 2 (x * , ρ * ) = 0, implyingφ = 0. Hence (x * , ρ * ) is an equilibrium of the closed-loop system (1) (6) that satisfies the operational constraints (2) . Moreover μ * = ω * = 0 since
⇐: Suppose now (x * , ρ * ) is an equilibrium of the closedloop system (1) (6) that satisfies (2) and μ * = 0. Since (5) is convex with linear constraints, (x * , ρ * ) is a primal-dual optimal if and only if (x * , u(x * , ρ * )) is primal feasible and satisfies
This is because ∇ ρ 1 L 2 (x * , ρ * ) = 0 sinceμ =λ = 0, η + * ≥ 0, η − * ≥ 0, and the complementary slackness condition η
To show that (x * , u(x * , ρ * )) is primal feasible, note that since (x * , u(x * , ρ * )) is an equilibrium of (1), it satisfies ω * = 0 and hence (5e) (5f), in addition to (2) . Moreoverω = 0 means (x * , u(x * , ρ * )) satisfies (5b),λ = 0 implies (5c),η + =η − = 0 implies (5d).
To show that (x * , ρ * ) satisfies (A.2), note that (5e) (5f) and (6e) (6f) imply that The rest of the proof follows the same line of argument as that in [1, Th. 1] . This proves that (x * , ρ * ) is primal-dual optimal and completes the proof of Theorem 1. Next we prove Theorem 2.
Proof of Theorem 2:
Let (x * , ρ * ) = (θ * ,φ * , ω * , P g * , P l * , λ * , η + * , η − * , μ * ) be primal-dual optimal. For the uniqueness of x * , (ω * , P g * , P l * ) are unique because the objective function in (5) is strictly convex in (ω, P g , P l ). Hence μ * = ω * is unique as well. Assumption A1 that φ * 0 := 0 and (A.1) imply that φ * is uniquely determined by the equilibrium (ω * , P g * , P l * ). Since θ * − φ * = (θ * 0 − φ * 0 )1, assumption A1 that θ * 0 := 0 then implies that θ * is unique. This proves the uniqueness of (x * , μ * ).
The remaining three parts of the theorem follow from Lemma 2.
APPENDIX B PROOF THEOREM 3
We start with a lemma. Lemma 4: Suppose A1, A4 and A5 hold. Then 1)V 2 (w(t)) ≤ 0 in a fixed σ + and σ − .
2) The trajectory w(t) is bounded, i.e., there exists w such that w(t) ≤ w for all t ≥ 0.
Proof of Lemma 4:
Given fixed σ + , σ − , for all (i, j) / ∈ σ + , (i, j) / ∈ σ − , we havė Next, we prove that (B.1d) is nonpositive. Similar to the per-node case, substituting μ(t) ≡ ω(t) into the Lagrangian L 2 (x, ρ) in (11) we obtain a functionL 2 (w) defined as follows.
In addition, denote w 1 = (θ, P g , P l ,φ), w 2 = (λ, ω, η + , η − ). 
