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Abstract
A plasma-assisted hydrogen di↵usion flame, denoted as a coaxial AC DBD burner, was
designed and analyzed for comparisons with simulations and to better understand the cou-
pling of the plasma and reacting flow. Emission, PLIF, and schlieren imaging of the burner
revealed three distinct operating regimes of the flame, from a reference flickering flame with
no applied potential, through a regime of wide flames at moderate potentials from 4-7 kV
peak, to the fully collapsed or flattened flame at the highest potentials considered in this
work at 9 kV peak voltage all at 18 kHz. Particle image velocimetry measurements revealed
the formation of a toroidal vortex within the flame, beginning as an internal toroidal vortex
in the wide flame regime, and switching to an outer toroidal vortex in the collapsed flame
regime, producing a near counter flow flat di↵usion flame on the burner surface that is ven-
tilated by this toroidal vortex. Thermal and species measurements of the flame, by means
of Rayleigh or Raman scattering techniques, in di↵erent regimes demonstrated a change in
the fuel mixing structure and location of the reaction zone due to the position and intensity
of the plasma-induced toroidal vortex. Finally, optical electric field measurements, from an
electric field induced second harmonic generation technique, revealed the spatial-temporal
structure of the horizontal and vertical components of the electric field over the top surface
of the burner, thus completing the velocity, temperature, and electric field measurements on
this plasma assisted burner.
These electric field measurements, coupled with PIV measurements, produced new insight
into the body force e↵ect of AC DBD discharges. The electric field measurements revealed
period-averaged biases in the electric field as a function of position above the burner surface.
Mapping the response of positively charged ions to this period biased electric field showed
the ions travelled in the same direction as the bulk flow measured with PIV, suggesting
the period-averaged momentum transfer of the ions to the neutral molecules integrated over
many AC periods is the leading cause of this induced flow velocity. This was true for
both quiescent air operation of the DBD, as well as cold flow operation which resulted in a
complete reversal of the bulk flow direction.
The specific diagnostic tools utilized to examine the fundamental characteristics of the
DBD burner are not new techniques, but the application of them to the complex environment
of the burner led to additional developments that allowed for the actual measurement of the
quantities of interest. For the PIV measurements, the collapsed flame configuration led to
issues with the alumina solid particle seeding momentum dominating the flowfield. This led
to utilizing flame synthesis of silica to seed the flame, thus having a self-seeding collapsed
flame for velocity measurements. Filtered Rayleigh scattering signals were a combination
of species and temperature, thus relying on spontaneous Raman measurements to correct
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for the species contribution to back out temperatures from Rayleigh scattering. Hybrid
fs/ps CARS measurements at long probe delays led to issues with the dephasing of O2
molecules, leading to a new model incorporating finely split Raman transitions to account
for the non-trivial decay. Finally, single-shot simultaneous temperature, species, and electric
field measurements were demonstrated in a flame for the first time by means of coupled
CARS-EFISHG, allowing for corrections to the EFISHG signal to be made for temperature
and species concentrations of the measurement region.
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1 Introduction
1.1 Motivation
Combustion, while perhaps becoming less popular in the age of electric cars and renewable
energy, remains the workhorse power generation source for a variety of transportation, in-
dustrial, and residential purposes that ensure the quality of life we have today. However,
due to the environmentally driven push to avoid the negatives products of most combustion
fuels, e↵orts have been underway for decades to better understand the combustion process in
order to better optimize the mechanism of heat release. This could mean a number of things
from reducing soot generation, creating more e cient ignition sources, increasing a burner’s
operating regime, stabilizing a flame, or even burning more fuel in smaller environments.
One intriguing option for all of these situations, and the heart of this dissertation work,
is the coupling of a plasma source to the reacting fluid in hopes of improving the burner
performance.
Plasma, being the fourth state of matter, on its own has a large community for a variety
of applications. Plasma by definition is an ionized gas, meaning negatively charged elec-
trons are separated from their original atoms or molecules creating positively charged ions.
Some systems, such as plasmas in space, are completely ionized plasmas where very few if
any neutral molecules remain, but all the work in this document is in the weakly ionized
plasma regime where the charged particles make up only a small portion of the overall gas
composition. The addition of these charged particles allows nominally inert environments
to be conductive and highly responsive to external electric fields, with the latter e↵ect the
underlying cause of the work presented in this document. Plasmas occur naturally in many
forms such as the aurora borealis, solar plasma, and of course lightening, but can also be
induced in laboratory environments in glow, corona, or arc discharges by the application of
high voltage across two electrodes. Plasma has found a home in many fields, from treatment
of synthetic materials all the way to human skin, etching of electronics, sterilization of water
and gas, TVs, aerodynamic flow control, and of course coupling with combustion.
Plasma-coupled combustion, somewhat of a buzzword in the research community, cer-
tainly sounds exciting on the surface. The addition of generated ions could open chemical
pathways normally nonexistent, allowing for increased fuel consumption and faster flame
speeds. Imposed electric fields could interact with the ions in the flame or the ones produced
by the plasma itself to alter the flame structure or to anchor it to the fuel source. In reality
the benefits certainly remain in the world of research for now, because as the name suggests,
plasma-coupled combustion really is the combination of two distinct fields in the scientific
community with the coupled expertise growing with the plethora of interest in recent years.
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At the heart of the growing interest in plasma-coupled combustion, or really any field,
is the continued experimental observation of numerous plasma-coupled burners around the
world. Eventually, society may reach a point where the uncertainties in theoretical models in
these challenging plasma-combustion systems are below some required tolerance for predic-
tive and engineering work, but until then experimental measurements remain a requirement
for the advancement in the physical understanding of the combustion process - especially
with the coupled presence of plasma. These systems provide unique challenges for experi-
mentalists, as well as modelers, for the wide range of timescales in such a system. Initial gas
breakdown and streamer generation in plasmas occur in nanoseconds, combustion kinetics
are on the order of microseconds, while actual fluid motion occurs in millisecond timescales,
demonstrating at least 6 orders of magnitude di↵erence for the most fundamental compo-
nents of a plasma-coupled burner. Attempting to understand how one scale a↵ects another
encourages the use of di↵erent types of diagnostics focused on measuring unique dynamics of
the overall system. Understanding just one component is not enough. For example, carefully
executed measurement of the induced flow from a plasma system will surely give you the
result of the system, but not necessarily the underlying cause. Why is there flow in the
first place? Is this streaming flow? A body force e↵ect? More plasma-focused diagnostics
would be necessary, and a lot of work has been done recently, particularly in the world of
ultrafast diagnostics,1,2 in order to improve and expand measurement capabilities to help
answer some of these underlying questions.
A journey through the available literature of today shows a wide arching e↵ort to accom-
plish both a physical understanding of these systems and the desire to develop diagnostics for
which to overcome some of the measurement challenges. In general, plasma-coupled combus-
tion is now a well-established field3,4 with potential applications in ignition enhancement,5,6
soot suppression,7–9 and general flame shape modulation10–14 with some of the largest of those
e↵ects coming from just the applied electric field.9,15 One of the most popular plasma sources,
a dielectric-barrier-discharge (DBD) actuator is attractive given its simple, low-current, non-
thermal nature coinciding with the ability of ceramics to act both as the dielectric barrier
while handling the heat requirements induced by the flame itself. These DBDs first found
their way into the aerospace community by means of flow control and are the subject of
many reviews.16–19
An alternating current (AC) DBD is utilized exclusively for this work and at its simplest
form is comprised of an exposed electrode and an electrode encapsulated by a dielectric
barrier with one electrode connected to the ground and the other connected to the AC high
voltage system. The basic ambient air behavior of such a system is described in detail in
the work by Enloe et al.20 Enloe states that while the discharge in an AC DBD appears
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continuous by eye, in reality the discharge is self-limiting due to the slope reversal in the
driving AC period. When the exposed electrode is more negative than the dielectric surface
and the encapsulated electrode and the voltage is high enough, the exposed electrode acts
as a cathode, emitting electrons onto the dielectric surface. These electrons build up on
the surface over time, acting to oppose the driving potential applied to the electrodes. If
the magnitude of the applied potential doesn’t continually increase, such as in an AC signal
when the slope switches, the charge build up on the dielectric surface will be enough to shut
o↵ the discharge. Then, as the AC signal shifts in sign and the exposed electrode becomes
positively charged, the dielectric surface now acts as the cathode in the system, emitting the
electrons from the previous discharge period towards the exposed electrode. To prove this
concept, Enloe devised a high voltage AC signal that would momentarily reverse in slope
during the positive going and negative going AC cycles and monitor the discharge with a
photomultiplier tube (PMT). Every time the voltage changed sign, the discharge stopped,
as the dielectric surface charge matched the imposed potential and thus demonstrating the
self-limiting nature.
The work of Humble et al.21 looked at the induced flow of a coaxial AC DBD actuator
into quiescent air by means of particle image velocimetry (PIV). Their setup involved a
3mm diameter encapsulated electrode connected to the high voltage source and an exposed
electrode just above the dielectric surface with an identical 3mm hole cut out and connected
to the ground. With a peak voltage of 5 kV at a frequency of 5 kHz, the actuator induced
counter rotating vortex pairs in line with the PIV laser sheet, demonstrating in three dimen-
sions a toroidal vortex around the 3mm diameter hole with the velocity close to the wall
ejecting radially outward. The flow then returned to the center and created a downward flow
onto the top surface of the actuator. The authors attributed this induced velocity field to
the body force of the actuator, which is an e↵ect of the electric field of the applied potential
on the ions and electrons in the gas which in turn appear to “push” the background gas and
create this induced velocity. Enloe20 states that this induced velocity from DBD actuators
must be an e↵ect of the DBD geometry, as changes to the polarity of the driving AC signal
still result in the same direction of induced flow. This vortex seen by Humble is similar to the
starting vortex seen by others in linear plasma actuators with smoke flow visualization,22,23
and time resolved-PIV measurements24 in what is becoming known as DBD induced wall
jetting. The images produced by Whalley et al.22 show the development of Kevin-Helmholtz
instabilities within the wall jet due to an inflection point in the flow velocity which continue
into the core of the starting vortex.
Extending this vortex generation concept to a case with a DBD coupled with a flame,
one first runs into the work of Xiong et al.14 and their co-flow coaxial AC DBD burner.
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Their study revealed the generation of an internal toroidal vortex within a propane flame
by means of mie scattering o↵ of TiO2 particles seeded into the flame when used with an
applied voltage of 4 kV at a frequency of 250Hz. They attributed this motion to the applied
electric field coupled with the normally positively charged polycyclic aromatic hydrocarbons
(PAHs) creating a body force on the flow. An increase in the AC frequency to 8 kHz revealed
the presence of an outer toroidal vortex, counter-rotating against the internal vortex. This
work was followed by a parametric study25 to understand the major factors in the generation
of these vortices. Testing di↵erent fuel flowrates, fuel jet geometries, and hydrocarbon fuels,
they determined the major e↵ect was not the sooting tendency of the fuel, but the physical
geometry of the produced PAHs and the electrode positions.
However, the induced fluid dynamics are not the only quantities of interest in the plasma-
coupled burners. The work of Cha et al.7 included examining the discharge power of their
AC DBD burner with and without a propane flame on, showing a significant increase in the
power with the presence of the flame. They described this phenomenon by the increased
reduced electric field and the presence of charged species naturally found in a flame. The
reduced electric field, or E/n where E is the electric field and n the gas density, is increased
in a flame, as the elevated temperature decreases the gas number density. With an increase
in E/n, there is an increase in the mean free path of electrons, thus enhancing the plasma
and perhaps even the extent of the streamer generations. In addition, the ions and electrons
found in flames naturally aid in the generation of a streamer between the exposed electrode
and the dielectric surface. With all these free charges present in a plasma-coupled flame, one
might think to examine any rotational-vibrational nonequilibrium present in the gas, which
was the focal point of the work from Dedic et al.26 Their work involved single-shot hybrid
femtosecond/picosecond coherent anti-Stokes Raman scattering (fs/ps CARS) of both the
pure-rotational S-branch and the rovibrational Q-branch of nitrogen. The AC source oper-
ated at a 13.56MHz frequency, and the resulting spectra showed significant nonequilibrium
in the two temperatures. This suggests the importance of measuring both in a plasma system
if the pure-rotational CARS instrument cannot adequately resolve higher vibrational level
pure-rotational transitions.
Examining the fluid flow and the flame temperature may be an important e↵ect of the
DBD burner, but to directly measure part of the actual cause of the induced body force,
one must have a diagnostic capable of measuring the electric field. Over the last 10 years or
so, the renewed interest in optical measurements of the electric field in plasma systems by
means of four wave mixing experiments27 has brought advances from measurements only in
hydrogen28–30 to a variety of measurements in nitrogen or room air31–34 to now in a hydrogen
di↵usion flame.35 More recent advances have demonstrated the second harmonic generation
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(SHG) in femtosecond pulses are quadratically proportional to the applied electric field2,36,37
in a new use of the electric field induced second harmonic generation technique, or EFISHG
- well known in the chemistry community.38–42 Unlike the four wave mixing experiments
which rely on the appropriate frequency shift for the pump and Stokes preparation pulses,
EFISHG is species independent,37 where the only di↵erence in signal between species is the
di↵erences in hyperpolarizabilities. This technique has recently been used in a hydrogen
flame coupled with an AC DBD.43
Use of these optical electric field techniques provides insight into the electric field behavior
on a time resolution of the driving AC period, as now the behavior of the electric field on
average per period can be probed as was done in the work of Goldberg et al.30 Goldberg’s
work featured the CARS-like 4 wave mixing scheme to measure the electric field in an AC
DBD plasma, resolving the electric field in time throughout the driving period. Their work,
performed at 300 torr in H2 on a parallel plate DBD configuration, showed electric field
values following the applied voltage curves but significantly less than the expected voltage
to gap ratio. In fact, the measured electric field flattens out near the Paschen breakdown
threshold for their given conditions. They argued the charging of the dielectric surface limits
the electric field, as the charge accumulation on the surface is on a much longer timescale
than the AC period. In addition, to demonstrate the long-lasting electric field present in an
AC DBD as opposed to the short-time electric field present in a nanosecond pulse discharge,
they overlapped the two methods, demonstrating how the ns pulse discharge eliminates any
charge buildup on the surface from the AC potential and thus e↵ectively negating the electric
field.
1.2 Research Goals
The major contribution of this research e↵ort is to fully characterize and describe the be-
havior of an in-house DBD burner by providing experimental measurements from a variety
of fields of interest, creating in a sense the story of our DBD burner’s behavior. Telling
this story will both provide additional insight to the driving body force mechanism of DBD
plasma actuators while producing validation quality data for the simultaneous simulation
e↵ort at the University of Illinois.
By describing the behavior of the DBD burner, in particular with the induced flow
created by the electric field, this work provides a unique prospective to the numerous studies
trying to understand what is physically happening to the bulk flow with the introduction
of DBD surface discharges (see the discussion in Corke et al.16). Based mostly on PIV and
emission measurements, there is not a general consensus on what occurs during the two
5
discharge segments within an AC period, but showing the community the usefulness of the
EFISHG technique when it comes to these environments provides another tool to directly
measure one of the two components of the body force (with the other being the charged
species in the electric field). This would help the previous discussions that were limited
to simple conjectures on the behavior of the electric field from PIV21,24,44–46 or smoke flow
visualization20,22,23,47 of the bulk flow by advancing to actual direct measurements of the
electric field, providing a better description of the physical environment as a function of space
and time. From a diagnostic benefit perspective, none of the techniques presented in this
work are new, rather it is the application or the steps required to use them in this application
that perhaps are new and will hopefully open doors for experimentalists performing similar
work in the future. These adaptations of existing diagnostics are discussed throughout the
experimental setup sections and will include coupled flame synthesis of nanoparticles-PIV,
coupled FRS-SRS, insight into oxygen collisional dephasing in CARS measurements, and
coupled CARS-EFISHG.
The University of Illinois at Urbana-Champaign, coupled with The Ohio State Univer-
sity, was selected as a Department of Energy (DOE) Predictive Science Academic Alliance
Program (PSAAP II), specifically titled the Exascale Simulation of Plasma-Coupled Com-
bustion (XPACC), providing the funding for the experimental work presented here6,48–51
coupled with a significant and simultaneous modeling e↵ort52–55 locally at the university.
This overarching center encouraged the complete experimental characterization of our DBD
burner to aid in model development and validation, allowing for the time and diagnostics
to detail the plasma-coupled flame from the di↵erent plasma/combustion/flow timescales
discussed previously with examples from the literature. In addition, the acquisition of an
ultrafast laser system to perform this work will benefit the research group for years to
come, providing extraordinary diagnostic capability normally untouched by more traditional
nanosecond laser-based measurements.
For the work presented in this dissertation, a coaxial AC DBD was preferred for its
ability to generate axisymmetric electric fields that drastically altered the flame structure
of a low-flowrate hydrogen di↵usion flame, providing order of magnitude changes in the
flame shape as validation data for simultaneous modeling e↵orts.55 Measurements on this
DBD burner followed those outlined above in the literature review, with an emphasis on the
velocity, temperature, and electric field properties of the flame as suggested by the title of
this document. A lot of the initial velocity and temperature diagnostics performed on the
burner analyze what one can see by eye, providing detailed descriptions of the species-specific
flow and thermal properties, but nothing suggests why it happens. Each applied potential
results in some average flame structure/velocity/temperature which has been measured by
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one of many techniques such PIV,48 filtered Rayleigh scattering (FRS),50 spontaneous Raman
scattering (SRS),50 or CARS,51 but it’s the electric field that causes these changes in the flow
properties by means of a body force on the charged species that acts to push the background
bulk flow in a certain direction. A significant component of the dissertation is devoted to the
setup of a femtosecond EFISHG technique in order to better understand this electric field
behavior.
An additional side goal is to adapt the current hybrid fs/ps CARS technique to demon-
strate the simultaneous measurements of gas temperature, species concentration, and electric
field on a single shot basis using a coupled CARS-EFISHG technique. Simultaneous mea-
surements of CARS-SHG is not new, as it is quite common in biological imaging,56–58 but
the application to a plasma-coupled flame is, to the author’s knowledge, a new use of the
measurement capability. There are now a plethora of hybrid fs/ps CARS measurements
in the combustion community where the pump/Stokes beam is simply dumped after the
measurement volume59–68 when it could be utilized for the second harmonic generation from
an external electric field in environments where an electric field measurement could be use-
ful.26,51 The work presented in this dissertation is mostly a demonstration, or proof of
concept, that the two techniques can coincide in a plasma-coupled combustion environment.
The work focuses on the feasibility of gas temperature and gas species corrections to the
EFISHG signal on both an average and single-shot basis in a nitrogen-diluted hydrogen
di↵usion flame.
The dissertation is broken up as follows. Chapter 2 provides an overview of the DBD
burner design process, including the dielectrics considered up to the final configuration, and
the basic flame operating conditions. Basic emission imaging of the plasma and definitions
of the flame regimes of interest are described in Chapter 3. A discussion of the velocity,
temperature and species, and electric field measurements are found in Chapters 4, 5, and
6 respectively. The demonstration of simultaneous CARS-EFISHG is found in Chapter 7.
A summary of the DBD burner behavior is found in Chapter 8. Concluding remarks and
recommendations are made in Chapter 9, funding acknowledgements are found in Chapter
10, and the Appendices are found at the end of the document, providing details on some
absorption measurements and more detail on specific aspects of the overall work.
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2 DBD Burner Design and Operation
The end goal for the DBD burner design was to produce a small, bench-top sized burner that
was able to produce significant plasma e↵ects on an axisymmetric flame with simple fuel.
The desire for a small unit was driven by the desire to perform multiple physics-targeted
experiments on the burner, probing di↵erent aspects of the flame/plasma. Significant plasma
e↵ects with a simple fuel for an axisymmetric flame were encouraged for chemistry simplicity
in the simulation e↵ort, along with an easy yes/no as to whether or not the simulation was
probing the right physics. This encouraged the use of pure hydrogen as the fuel in a rather
simple di↵usion flame.
Given that there are a lot of unanswered questions in plasma-coupled combustion, keeping
the burner relatively simple provided the best testbed to attempt to answer these questions
with a simultaneous simulation/experimental approach. Plasmas in general are known to
deposit thermal energy into an environment, generate radical species which may provide ad-
ditional chemical pathways for reactions to occur, and exert body forces leading to induced
motion of the neutral background gas. Having a burner with simple chemistry (hydrogen
fuel), allowing for relatively quick simulations (axisymmetric geometry), and in a diagnosti-
cally accessible environment (di↵usion flame in quiescent air), modeling all three aspects of
plasmas was possible54 to compare with experimental observations in order to down-select to
the dominant body-force contribution for this burner while matching measurable quantities
of interest along the way.51,55
A dielectric barrier discharge actuator at its simplest form is just a capacitor, with two
conducting elements separated by an insulator, or a dielectric barrier. The driving voltage
could be from an AC source, providing ionization of the gas and a longterm electric field, or
a nanosecond discharge, providing significant ionization but mitigating any longterm electric
field.30 An AC source was selected, both due to the longer lasting electric field, but also
due to the well known characteristics of an AC DBD such as the self-limiting/non-thermal
nature of the discharge, and the lack of any significant EMI present in nanosecond pulsed
systems. However, selection of the actual geometry, dielectric, electrodes, and operating
conditions required to achieve the desired design objectives was not as trivial, as numerous
design iterations were necessary to achieve a suitable burner.
2.1 Design Iterations
The initial design phase involved a series of tests to see how a particular geometry/dielectric
material would stand up to the demands of a high voltage/high temperature environment.
All geometries began with the basic concept of coaxial electrodes, originally made of brass,
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where one electrode, denoted as the tube electrode, doubled as the fuel tube for the hydrogen
flow. The other electrode, called the ring electrode, was separated from the tube by means
of the dielectric material. With the dielectric separating the electrodes and encasing the
ring electrode, the hydrogen di↵usion flame ended up sitting right on top of the dielectric
surface, creating a significant temperature requirement on the dielectric material. The four
dielectric materials considered are listed in table 1, detailing three parameters of importance
to our demands. A low dielectric constant is required, as the lower the constant the more the
material can withstand an electrical breakdown. This mostly limits the material selections to
plastics, ceramics, and glass, with the temperature limitation e↵ectively eliminating plastics
such as Teflon, as Teflon almost immediately began to burn with the presence of the flame.
Table 1: Typical Dielectric Material Properties.
Material Dielectric Constant Temperature Limit C Thermal Conductivity W/mC
Macor 6 1000 1.46
Teflon 2.1 340 0.25
Boron Nitride 4-4.6 2000 27-33
Quartz 3.8 1670 3
The other three dielectrics withheld the temperature tolerance, and the first collapse of a
hydrogen di↵usion flame was demonstrated on a 1” diameter Macor based dielectric actuator
similar to the first actuator shown in figure 1. For this rather small geometry, the flowrates
of hydrogen were limited to less than 1L/min to minimize the surface area of the flame
for such a small geometry. Unfortunately, each Macor piece would only survive roughly a
week, as the constant thermal cycling brought about by testing the collapse of the flame
led to thermal stress cracks in the dielectric. Once there was a crack, an arc would occur
immediately between the two electrodes, as the dielectric was now compromised.
However, the Macor pieces were easy to machine, and a series of these smaller burners
provided valuable insight to the basic operating conditions for particular tube electrode
positions and hydrogen flowrates. Eventually, a larger diameter Macor actuator, the second
actuator featured in figure 1, fully encapsulated the ring electrode and provided a larger
surface area on which to collapse the flame at higher applied potentials. Now larger flowrates
of hydrogen were allowed, but with increasing flowrate, the required potential to collapse
the flame also became higher. Therefore from this point on the flowrate was maintained at
1 L/min for all future tests. Even the larger Macor piece didn’t last for long, again doomed by
thermal stresses, but again provided important scaling information on the burner behavior.
Boron nitride was the next dielectric tested in hopes of a more robust material that
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Figure 1: Design process of the DBD burner.
allowed for longer and more rigorous testing. While the dielectric never broke, the boron
nitride was a more chalk-like ceramic material, and thus easy to deform almost to the touch.
One unexpected aspect was how the high thermal conductivity of the material actually led to
the condensation of the water vapor products from the hydrogen di↵usion flame to condense
on the burner surface right at the base of the flame where the plasma was meant to be as
seen in figure 2. The material was so good at distributing heat that in order to mitigate the
condensed water from disrupting the plasma behavior, the dielectric had to be heated up
enough to diminish the condensation. Once gone, the burner was available for testing, only
now at this new initial condition of a significantly higher dielectric surface temperature. The
time it took at the beginning of every test to raise the temperature also diminished actual
testing time, so eventually the boron nitride pieces were also set to the side.
(a) (b) (c)
Figure 2: (a) Issues of the physical size, resulting the the flame wrapping around and “con-
necting” the two electrodes, (b) the high thermal conductivity of Boron Nitride causing water
condensation of the burner surface, and (c) the e↵ect of the orifice shape on the discharge
characteristics.
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Finally, quartz was tested as a possible solution somewhere in the middle of the Macor
and boron nitride dielectrics, having a higher temperature tolerance than Macor while also
having a lower thermal conductivity than boron nitride. Quartz is much more di cult to
machine, requiring expert machinists, thus adding to the delay time in getting new actuators.
Fortunately, the quartz held up over what has now been years of testing the flame collapse
directly on the quartz surface. Sodium impurities are present in the quartz, likely from
machining, and appear occasionally in the emission of the flame as a strong band near
590 nm.69 The thermal conductivity was high enough such that for the onset of every first
flame collapse for a 1 L/min flowrate of hydrogen, water vapor was present at the edges of
the flame for the first 20 seconds or so, but quickly evaporated. Initial, circular actuators
were build for bench-top testing, with a more finalized rectangular geometry preferred as
shown in figure 1 for use in wind tunnel experiments.6
Some of the issues discussed with the early actuators are summarized in figure 2, begin-
ning with the physical size limitations of the 1” diameter Macor actuators. For flowrates
reaching 1L/min of hydrogen, the flame at moderate applied potentials would essentially
reach around the edge of the actuator and connect with the ring electrode, almost creating a
short circuit in the discharge and preventing any further collapsing of the flame. The larger
boron nitride actuators were a solution to the physical dimension issues, but then had water
vapor condensation problems near the fuel orifice. Finally, the di culty in machining the
quartz pieces led to some issues with the edge of the orifice, as some components came back
with a rounded edge instead of a sharp one, completely changing the physical locations and
dimensions of the discharge as well as the flowfield. Figure 3 displays all of the actuators all
together, including the initial tube and ring electrodes up to the final design for the quartz
burner.Overview
• XPACC
ª Goals
• Actuator	Design	
ª Geometry	and	material
• Plasma	Characteristics	
ª Emission
ª Power
• The	effect	on	a	flame
ª Emission
ª Schlieren
ª PIV
2
Figure 3: Picture of all the actual DBD actuators used.
This final design is depicted in figure 4, and was used for all of the work presented in
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this document. Complete sketches are detailed in Appendix A. This design was an exposed-
encapsulated surface discharge coaxial AC DBD actuator that coupled as a hydrogen dif-
fusion flame burner. The exposed tube electrode was connected to the ground side of the
circuit, and was mounted to the quartz actuator by a plexiglass mount and a set screw from
below the burner. The tube was mounted at 4.1mm below the surface to best match the
capacitance of the initial driving AC high voltage system, but was kept there through all the
studies. The encapsulated electrode, or the ring electrode, was pressed up into the quartz
cutout by means of a Macor cylinder to hold the ring in place. The ring acted as the high
voltage electrode, where the high voltage line was initially soldered onto the ring but eventu-
ally spot welded to mitigate the solder melting under collapsed flame conditions. A dielectric
gel (Novagard G661) surrounded the ring, preventing any discharges from occurring on the
ring and e↵ectively limiting them to the tube electrode. Three di↵erent identical quartz
dielectrics were utilized over the course of the following experiments. The copper electrodes
were replaced periodically, as the tube electrode would blacken over time, and the dielectric
gel on the ring would burn at times if the flame remained collapsed for too long.
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Figure 4: (a) Final DBD burner design and (b) the major dimensions in millimeters.
2.2 Electrical Setup and Discharge Power
All initial measurements utilized an Information Unlimited PVM 500 High Voltage (HV)
Power Supply allowing for operation in the peak 6 kV to 12 kV range at frequencies of
20 kHz to 30 kHz. However, a more stable output was desired, thus a switch to a combined
system of a Protek B8003FD Function Generator outputting to a Crown XTi 4000 Amplifier
which in turn outputted to a custom HV transformer from Corona Magnetics INC (turn
ratio 1:137.5) provided more than enough power to reach the voltage levels desired. All runs
were at 18 kHz, limited by the sharp-cuto↵ lowpass filter of the amplifier and the annoyance
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of an audible ringing from the transformer at lower frequencies.
Electrical properties of the system were measured using a Tektronix P6015A HV probe for
the input HV to the actuator, and a Pearson 4100 Current Monitor for the input or discharge
current. DBD power was determined using the monitor capacitor method introduced by
Manley70 and commonly used in the DBD community in general.71–74 A Tektronix TPP0201
10:1 voltage probe measured the voltage drop across a Kemet Ceramic 470 pF Capacitor on
the ground side (i.e. tube side) of the actuator. This electrical setup along with an example
of a typical voltage-current signal coupled with a photomultiplier tube output (Hamamatsu
H957-06), demonstrating light emission at the same time as the current spikes, is detailed in
figure 5. All measurements were recorded on a 20MHz Picoscope 4424 oscilloscope.
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Figure 5: (a) DBD Burner electrical setup and (b) an example current-voltage-PMT plot
demonstrating light emission corresponding to the discharge current spikes.
Discharge power measurements were acquired by use of the monitor capacitor method
explained earlier and presented in Eq. (1) where P is the discharge power, T the period
of the driving signal, Va the voltage drop across the actuator only, and QM the charge on
the monitor capacitor. This method results in the average discharge power into the gas per
driving period. This is calculated experimentally by generating charge-voltage curves for
each AC period, where the charge is simply the capacitance of the monitor capacitor times
the voltage drop over the capacitor, and the voltage drop across the actuator is voltage drop
of the entire system measured by the 1000:1 HV probe minus the voltage drop across the
monitor capacitor by the 10:1 probe.
P =
1
T
Z T
0
VadQM . (1)
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Examples of these charge voltage curves (viewed clockwise) are shown in figure 6 display-
ing the e↵ect of input voltage amplitude on the discharge power (proportional to the area
under the curve) from no flame (but with hydrogen flow) and flame cases. Pons,75 Asphis,76
and Kriegseis77,78 describe these curves in detail and thus will not be discussed in full here.
However, again supporting the observations from the discharge current and PMT measure-
ments, the charge distribution experiences variations during the negative-going input voltage
signal (more clearly seen in the flame case) whereas the curve is smooth the remainder of
the period. In addition, there is a bias in charge on the capacitor for the flame case. The
no flame case reveals a nearly symmetric charge pattern, while the flame case (noted for
higher input voltages) results in a positive bias in charge. While this bias remains to be fully
understood, it does seem to be introduced by an increase in temperature of the gas and/or
the dielectric surface. The higher the input voltage the more collapsed the flame, thus the
closer the flame is to the dielectric surface creating a higher surface temperature.
(a) (b)
Figure 6: Charge-voltage curves for (a) hydrogen flow but no flame and (b) flame cases.
A direct comparison of the charge-voltage curves for a collapsed flame and just the cold
flow of hydrogen at 9 kV peak applied potential is shown in figure 7a, again revealing the
strong temperature dependence on the measured discharge power. Figure 7b is a time re-
solved example of the increase in discharge power through an ignition event of cold hydrogen
fuel with an applied peak potential of 12 kV. Each curve, from red to purple, represents one
driving period throughout a laser induced breakdown ignition event6 with an applied peak
voltage of 12 kV.
While these charge voltage (or Lissajous) curves reveal aspects about the discharge on
their own, they only produce a single data point in terms of discharge power. Figure 8a
shows these discharge power results with respect to the peak input voltage. Ambient no-flow
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Figure 7: (a) Charge-voltage curves for a flame and cold flow of hydrogen and (b) charge-
voltage curves through an ignition event with increasing time in the direction of the arrow.
conditions, hydrogen flow, and a lit hydrogen di↵usion flame case are all presented and all
show di↵erent results. As for the di↵erence between ambient air and the flame case, Cha et
al.7 experienced the same e↵ect with a propane flame and attributed it to the decrease in
gas density due to the large increase in temperature brought about by the flame.
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Figure 8: (a) Discharge power as a function of gas and temperature and (b) discharge power
as a function of the dielectric surface temperature.
However, the presence of hydrogen, which would also act to decrease the gas density,
appears to slightly increase the discharge power as well. This is not due to an increase in
current drawn from the power supply, but rather due to an increase in the phase lag of the
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voltage to the input current. Comparing the DBD operation to a capacitor, this reveals the
presence of hydrogen introduces an additional resistive component to the actuator (i.e. a
perfect capacitor with no resistance results in a 90o phase lead of input current).
The dielectric surface temperature, found to be another important component of the
measured discharge power, is measured by use of an Omega OS151-HTK IR Probe. Plasma
in the nozzle prevented the use of thermocouples (arcing concern) and the 8µm to 14µm
emission sensitivity of the probe is a↵ected by water vapor emission if positioned above the
flame. Therefore, the probe is aimed at the orifice from the side positioned at an angle. The
probe was calibrated with a thermocouple by use of a hot plate to correct for emissivity
changes resulting from an increase in temperature.
This e↵ect of temperature on the discharge power measurements is shown in figure 8b.
The temperature displayed was a spatial average temperature of a roughly 1/3” diameter
section taken with the IR probe of the quartz surface right around the nozzle. Although
a collapsed flame was used to raise the temperature of the dielectric in the first place, all
measurements were taken without a lit flame (hydrogen flow only) as the temperature was
decreasing. The results show a large e↵ect of temperature on the discharge power, but the
question remains as to whether this is a gas temperature e↵ect, dielectric temperature e↵ect,
or a combination of the two.
This increase in the discharge power with increasing temperature for the same applied
voltage implies the plasma is enhanced or more e↵ective at depositing energy to an environ-
ment with higher temperatures. At higher temperatures, the number density, n, of the gas
decreases and thus for a constant applied electric field, E, the reduced electric field, or E/n,
increases. With a reduced number density with the same field, the mean free path of elec-
trons, or the distance an electron travels between collisions, will increase while maintaining
the same electric field forcing on the negatively charged electrons.
One way to visualize this e↵ect is with imaging of the streamer emission in a lit hydrogen
flame in figure 9 comparing hydrogen flow only to the lit flame. Streamers are defined for
the purposes of these images as the emission lines of N2 molecules that are electronically
excited by collisions with electrons traveling through the electric field. These are single shot
images with the 332 nm filter with the exposure times listed. Averaging of the flame case
proved meaningless, as each image produced another random streamer pattern through the
flame. The flame image was captured at a lower power (i.e. the flame is not collapsed,
yet there is a visual e↵ect on the flame) with the smaller ring electrode. The di↵erence
in the two cases is clearly an order of magnitude (5mm to 50mm), most likely due to the
large increase in gas temperature of the flame helping to promote the presence of streamers.
Again, these large streamers presented some di culty in the actuator design process, but
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switching to the larger ring electrode with the quartz dielectric mitigated any concerns with
the streamers creating a short circuit between electrodes. The stochastic nature of these
streamers shows this actuator is not a di↵use plasma source which is typical of AC DBDs at
or near atmospheric pressure.
(a) (b)
Figure 9: Nitrogen emission for (a) no flame and (b) flame environments.
2.3 Standard Operating Conditions and Considerations
Unless stated otherwise, for all results presented in this document the electrical system was
operated at a frequency of 18 kHz with peak voltages reaching 9 kV peak (thus 18 kV peak-
to-peak) with a fuel flowrate of 1 L/min. This upper bound of 9 kV was chosen to provide
three distinct flame operating regimes discussed at the end of this section. Typical deviations
of these quantities, specifically from the PIV measurements, are listed in table 2 where the
deviations listed are just one standard deviation. Peak voltages remain steady throughout,
but the discharge power begins to have significant fluctuations once the dielectric surface
heats up and the flame becomes less steady.
The hydrogen flow of 1 L/min through the actuator was regulated by an MKS Type 1179
Mass-Flo Controller. In addition to a flashback arrestor before the H2 tank, steel wool was
placed upstream of the tube electrode to prevent any flashbacks. Typically another nitrogen
line was coupled with the hydrogen line and utilized to blowo↵ the flame when the runs were
complete. Flowrates were checked with a bubble meter, and no evidence of any significant
deviation to the 1 L/min rate was observed throughout the experiments.
Actual operation consisted of flooding the lines with nitrogen before any run to diminish
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Table 2: Typical Run Conditions
Property 0 kV 5 kV 6 kV 7 kV 8 kV 9 kV
Voltage (kV) 0 5.06 6.06 7.02 8.14 9.1
Voltage Deviation (kV) 0 0.02 0.03 0.06 0.09 0.25
Discharge Power (W) 0 0.78 1.18 1.92 12.1 19.3
Power Deviation (W) 0 0.03 0.08 0.35 1.6 2.4
Surface Temperature (C) 103 135.7 153.7 158.6 274 326.8
Temperature Deviation (C) 2.1 2.6 4.0 4.1 10.7 7.8
any presence of room air/oxidizer in the system before flowing hydrogen. Argon, another
inert gas that would similarly work for this purpose, was avoided as any remnant of argon
in the gas lines promoted significant streamers from the DBD back down the fuel tube.
Once flushed with nitrogen, the hydrogen was released at 1 L/min and lit with a standard
commercial lighter. There is a small pop sound, but with this fuel flowrate there was never
any flashback through the burner (not always the case for smaller flowrates).
Once the flame was lit, great care was taken to make sure the surrounding air currents
did not a↵ect the natural behavior. As a low flowrate di↵usion flame that sits on the quartz
surface, the momentum of the jet is too low to maintain its nominally axial flow with even
minor air currents. The physical structure of the burner prevents the use of a co-flow to
stabilize the flame, as the quiescent air behavior over a quartz surface is the desired e↵ect.
To prevent room air from disturbing the flame significantly, a 1 ft cube was built around
the actuator with high voltage access from below, optical access from the sides by means of
quartz, glass, or just physical openings, and a vent out of the top. These simple surroundings
helped reveal the natural buoyancy-driven flickering of the flame as discussed later in this
chapter.
Any application of the high voltage was continuously monitored by means of an oscil-
loscope. The DBD burner itself did not appear to exhibit any run limitations for applied
potentials below the collapse potential. Significant run times on the order of 10’s of minutes
were easily obtained. However, once the flame was collapsed, significant heat transfer to
the quartz dielectric surface led to increase sodium impurity emission, burned o↵ the quartz
surface, and eventually to the burning and smoke generation from dielectric gel covering the
ring electrode. This smoke would enter the measurement region and would, depending on
the diagnostic, create serious issues for the detectors. Therefore these collapsed flame runs,
or the 9 kV runs, were limited to run times of approximately 1minute or less to prevent these
issues from occurring.
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3 Plasma and Flame Imaging
Now knowing the basic structure and operation of the DBD burner, this section details
the basic plasma emission behavior, defines the main flame regimes studied throughout this
document, and details the flickering of the flame.
3.1 Plasma Emission Characteristics
The behavior of the actuator as one would see by eye with the lights o↵ for di↵erent gases
and applied voltages is shown by the long exposure imaging in figure 10. The view is looking
across the top surface of the quartz, seeing the ejected plasma streamers o↵ the sharp edge
of the fuel orifice. The trends are clear, with the emission from predominantly electronically
excited nitrogen molecules present with a flowing gas being stronger for the same applied
potential than that of quiescent air. The overall width of the plasma extent appears to
increase with the flowing gas as well, while the no flow case is limited to within a radius of
10mm or so. Remember that this type of emission imaging is really viewing the symptoms of
the electron movement or avalanche between the two copper electrodes throughout the AC
period. These energetic electrons collide with neutral species to excite, ionize, or possibly
dissociate molecules, with this emission coming from the excited species returning to their
preferred ground states. This suggests, based simply on the emission intensity, that perhaps
the cold flow of gas amplifies or alters this avalanche process, but little more can be said from
time averaged emission imaging. These di↵erences are examined further with the electric
field results.
However, viewing long exposure photographs, or viewing by eye, does not tell the im-
portant temporal story of the discharge. Broadband emission imaging in 5µs gates of the
DBD burner both from above the actuator and across the surface of the burner are shown
in figure 11, providing an idea of the discharge environment as a function of space and time
through an AC period. The self limiting, and thus discontinuous, discharge of DBD actua-
tors is well known, due to the charge build up on the dielectric surface opposing the driving
electric field, and prevents the discharge from actually looking like what one sees by eye
(figure 10).The side views represent the region in which the measurements are taken, above
the quartz surface, as no optical access is available in the tube itself. Only two times are
displayed for these side views, as the discharge was only present during the end of either
discharge period (twice every AC period). Position 9 in particular has significant streamer
emission in the measurement volume, suggesting possible plasma shielding of the electric
field for any measurements during that particular time frame and possibly leading to biases
in the electric field from the positive going and negative going parts of the AC period.
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Figure 10: Broadband emission imaging of the actuator as a function of peak applied voltage
and gas flow, providing a depiction of what one would see by eye in the lab. The 9 kV case
was used exclusively in this work.
Figure 11: Broadband emission imaging of the DBD burner discharge in quiescent air for
9 kV peak applied voltage at 18 kHz frequency. The current-voltage curve is the average of
50 waveforms, top view images are the average of 50 images, and the side views are the
average of 500 images.
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3.2 Flame Regimes
A similar story can be told with the flame emission, where again long, broadband exposure
images are shown in figure 12a of the flame for di↵erent applied peak potentials.
(a)
(b)
(c)
Figure 12: (a) Time average broadband emission imaging of the flame for di↵erent applied
peak potentials at 18 kHz. (b) Single-shot OH PLIF imaging of the same flame cases from
left to right. (c) Single image schlieren photographs at the labeled potentials.
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This average image presents a wonderful depiction of the three operating regimes of
interest in the DBD burner from the reference, 0 kV flame through the wide flames (4-
6 kV), and finally to the collapsed flame at 9 kV. Regimes around 7-8 kV are not steady, and
fluctuate between the wide and collapsed flame configurations depending on the dielectric
surface temperature. The OH radical distribution from OH planar laser induced florescence
(PLIF), shown in figure 12b, helps to identify the reaction zone for the flame for these
same applied potentials. These images are left as single shots, as in reality the flame is
not as steady as one may assume based on the broadband emission imaging. To further
exploit this idea, figure 12c shows schlieren imaging for di↵erent applied potentials, revealing
laminar conditions for the reference and wide flames, but a much more chaotic and unsteady
environment for the collapsed flame.
Spectrally, for a wide flame case with plasma emission present, one sees a combination of
flame emission coupled with the plasma. An Ocean Optics Jaz A0271 spectrometer provided
a broad emission spectrum of the entire plasma-flame system from the UV through the near-
IR as shown in figure 13. Note the existence of the nitrogen second positive system,79 common
in DBD actuators, and of sodium,69 an impurity in the quartz deemed to have negligible
influence on the flame behavior. Signs of the OH radical and water vapor emission from
the combustion itself are present, providing wavelengths to probe for examining the flame
alone. Any OH emission imaging around 310 nm or even 285 nm was polluted with nitrogen
emission, so any general flame emission imaging was limited to water vapor emission bands
around 720 nm.
Figure 13: Broadband spectrum.
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3.3 Flame Flicker
As discussed previously, when disturbances from the current in room air were mitigated, the
buoyancy driven flickering55 of the flame was seen by eye. A Z-type schlieren instrument
was installed to help visualize this flickering. High speed schlieren imaging, at 500Hz, of the
flame for di↵erent applied potentials resolved the ⇠10Hz frequency in time with an example
from an applied voltage of 7 kV shown in figure 14. From the images, one can see a laminar
flame that sheds a region of hot product gas in very defined increments.
Figure 14: Schlieren imaging of the flame flicker at an applied voltage of 7 kV.
However, this particular condition was not stable in time. As mentioned previously, the
regime of 7-8 kV is unstable and a function of the dielectric surface temperature. One of the
best ways to prove that is simultaneous measurements of the average surface temperature
with an IR probe, the flickering content measured with an IR photodiode, and the high
voltage applied to the actuator. Those measurements, in order, are shown in figure 15. For
the first ⇠33 s of run time, the applied voltage remains constant, and the photodiode signal,
while di cult to interpret on the given timescale, is oscillating with the water vapor in the
flickering flame. However, the surface temperature is gradually increasing over time, until
reaching a critical point around 100oC when the flame collapses, the water vapor signal
diminishes, the temperature begins to increase at a faster rate, and the applied voltage
suddenly increases. This is not a steady collapsed flame though, as spikes in the water vapor
signal are seen at a lower frequency than seen previously, suggesting the flame’s desire to
return to the wide flame regime.
This is not an issue for lower applied potentials, and utilizing the IR photodiode to
acquire 40,000 samples at 1 kHz, the flickering frequency with applied voltage is determined
with an FFT of the data through the wide flame regime with an example displayed in figure
16a, showing the fundamental frequency and a higher harmonic. Six datasets are taken at
each applied potential, with the error bars in figure 16b being the standard deviation. The
initial onset of the plasma appears to have more of a disturbing e↵ect on the flame flicker as
the deviations are the largest. However, potentials from 4-6 kV provided flickering as steady
as the reference, 0 kV case. No frequency content was found for the collapsed flame.
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Figure 15: IR temperature measurements, flickering measurements from H2O emission, and
voltage amplitude as a function of time.
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Figure 16: Water vapor flickering at (a) 6 kV and (b) the decaying trend as a function of
applied voltage.
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4 Velocity Measurements: Particle Image Velocimetry
Planar, 2-dimensional particle image velocimetry (PIV) is a physically simple experimen-
tal concept that provides challenges in the means of seed particle selection and the post-
processing of the acquired images. Simply put, planar PIV is the imaging of the light
scattered o↵ of particles introduced into the flowfield by a short-pulse, high-intensity light
source (i.e. a laser) in controlled time delays to track the position of particles with respect
to time. By means of some post-processing algorithm, the acquired images can be turned
from particle fields to velocity vectors of the particles, with the hope that given the flow
environment and the selection of seeding particle, these particle velocities can be assumed
to follow the flow exactly and are thus considered flow velocities. In practice, there is always
some deviation in the particle velocity from the actual flow velocity, thus care must be taken
to account for the flow-specific e↵ects on the particles. Full details on the PIV technique are
found elsewhere,80 with this section focused on the experiment, seeding selection, results,
and possible uncertainties for the PIV measurements in the stand burner.
4.1 Experimental Setup
The PIV setup, detailed in figure 17, features a New Wave Research Solo 200XT-15Hz
532 nm Nd:YAG dual cavity laser with both a PCO 1600 and PCO 2000 CCD camera
to collect the scattered light. The chamber around the actuator prevented any room air
from disturbing the flame during data acquisition while also preventing seed particles from
entering the room. Acrylic windows provided optical access for the nearly-collimated laser
sheet and the detector, positioned normal to the laser sheet. All measurements were taken
along the centerline of the burner.
Polarization and 
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Timing Controls
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Figure 17: Cartoon of the PIV setup.
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Assuming an axial jet of 1m/s, the delay between laser pulses was selected such that
a particle would move 10 pixels from one image to the next. The low laser pulse energy
(⇠10mJ per pulse) was allowed due to the high scattering e ciency of the seed particles
and prevented any saturation of the detector from scattering o↵ the surface of the actuator.
Emission from the flame was deemed negligible compared to the scattering of the laser light;
thus no additional processing corrections81 were necessary. While flame flicker was present
for all non-collapsed flame cases, no e↵ort was put into resolving the flicker with PIV82 due
to the seeding issues described below.
(a) (b)
Figure 18: (a) Actual experimental setup, showing the input smoke tube on the right, and
the two cameras used for the PIV and emission imaging respectively. (b) An image of the
smoke and alumina seeing in the cold flow of a hydrogen jet.
In the 6-9 kV regime, the behavior of the flame varies with the surface temperature, thus
care was taken to ensure measurements were all taken at similar surface temperatures, limit-
ing individual datasets to approximately 200 image pairs recorded at 10Hz. The temperature
of the quartz was monitored with an Omega OS151-HTK IR Probe (8-14µm) aimed at a
roughly 1 in diameter circle close to the orifice. Calibrations for the emissivity of quartz were
performed using a hot plate and a thermocouple, and first-order corrections for water vapor
emission interference from the flame were made by simply blowing o↵ the flame impulsively
and measuring the drop in temperature (corrected down by at most 35 K). LaVision’s DaVis
PIV processing software was used to process the image fields into actual particle velocities.
The settings used for the camera and the corresponding delay times between images are
shown in table 3, and settings for the processing of all PIV images are included in Section
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B.
Table 3: PIV Camera Settings
Lens (FL, f#) Extension Tubes Delay Time (µs)
50mm, f8 8mm 650
85mm, f8 20mm 260
135mm, f8 68mm 140
4.2 Seeding Selection
Measurements in this plasma-flame system required a few di↵erent seeding techniques in
order to achieve adequate seeding for all regions of the flame at di↵erent applied potential
conditions. For all experiments, the actuator was positioned inside a chamber with an
exhaust out of the top (note that the exhaust was closed for all runs to avoid any issues
with the pressure drop on the flame while taking measurements). Outside of the flame, a
N2 based smoke was used from a ViCount smoke generator from Concept Smoke Systems,
but at high temperatures (i.e near the flame) the smoke evaporated, leaving large regions
unseeded which is great for flame edge detection work,83,84 but not for our purposes.
Ceramic powders are universally used to seed high temperature regions of flames85,86 as
well as seed regions with large electric fields/plasmas,21,85,87 none of which reported any
issues with particle charging. For our setup, 40-50 nm diameter alumina particles were fed
into the fuel stream by means of vigorously shaking the seeding chamber as shown in figure
19c to provide seeding for the higher temperature regions.
However, the momentum of the particles out of the orifice prevented them from matching
the di↵usion of hydrogen, thus decent seeding was only achieved in the jet itself as shown in
figure 19. For potentials at and below 7 kV, the alumina did a decent job tracking the motion
of these toroidal vortices that formed on the surface outside of the orifice, even collecting at
well defined stagnation rings on the surface of the quartz (see the corresponding uncertainty
discussion in section 4.4). At higher potentials as the flame transitions from an axial to a
radial jet, the alumina ejects out of the orifice along the surface but remains there, unable
to fully portray the flow field.
The solution to this was to take advantage of a silica precursor, hexamethyldisiloxane
(C6H18OSi2) shown reacting with oxygen in Eq. 2:
1C6H18OSi2 + 12O2 ! 2SiO2 + 6CO2 + 9H2O (2)
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(a) (b)
(c)
Figure 19: Alumina seeding of the fuel jet for (a) 0 kV and (b) 7 kV from the (c) seeding
chamber mounted below the DBD burner. The seeding chamber featured two rotational
imbalances (rb1 and rb2) on small electric motors that vigorously shook the chamber to
disperse the alumina into the hydrogen.
to appropriately fill the regions of hot gas in the flame. Flame synthesis of nanoparticles is
well studied88 as well as methods for increased particle density in flames.89 Our precursor
of choice is evaporated into the fuel stream and at high temperatures (i.e. in a flame) reacts
with oxygen to produce nano-sized particles of silica. Due to the high vapor pressure, the
chamber containing the precursor, figure 20a, was held in an ice bath, figure 20b, during
operation to limit the e↵ect of the added fuel on the flame itself.
The e↵ect of the added precursor on the flame shape (as viewed with H2O emission imag-
ing) and its corresponding uncertainty to the overall fuel momentum and flame chemistry
is discussed later in section 4.4.2. Figure 21 demonstrates the silica seeding in the reference
flame, where seeding is only generated high above the surface where higher temperatures and
oxygen are present, a wide flame, where seeding covers the internal vortex regions but not
the main axial fuel jet, and finally a collapsed flame where seeding is seemingly generated
everywhere. Use of the silica was limited to the collapsed flame regime where as seen in
figure 22 it covered the hot external vortex region that was otherwise unoccupied with the
smoke seeding.
4.3 PIV Results
The resulting velocity fields are all presented (figure 23) as particle velocities for now, as the
particles themselves can vary from the actual flowfield by particle lag,90 particle charging by
the plasma,87 thermophoretic forces on the particles due to the large temperature gradients
in the flame,91 and by simply changing the original flowfield by some added chemistry or
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(a) (b)
Figure 20: (a) The chamber containing the precursor and (b) the chamber in an ice bath to
limit the precursor vapor entering the fuel stream.
momentum addition from the seeding. A discussion on the uncertainties associated with these
factors is included in section 4.4, but even with these limitations, the PIV measurements
provide an estimated flow velocity and at the very least an excellent description of the
flowfield for di↵erent applied potential cases. Each image in figure 23 depicts contours of the
velocity magnitude and the resulting streamlines for an average of at least 1000 laser shots.
Half of the image, or simply the location of the flame for the collapsed flame configuration, is
covered by an average water vapor emission image taken simultaneously to the recorded PIV
for a 200 laser-shot run to give a sense of what one would see by eye against what the actual
flowfield looks like. For all cases other than the collapsed flame, this just simply covers half
of the near-symmetric flowfield, while the 9 kV case conveniently covers the colder, fuel rich
region of the flame that doesn’t achieve adequate seeding anyway.
Figure 23a demonstrates the particle velocities of the reference, 0 kV case, immediately
revealing the gap in seeding between the alumina and the smoke as discussed previously with
the experimental setup. This reference case flickers at ⇠10Hz, but the measurements were
recorded at random times throughout the flickering phase (i.e. not phase-locked), thus the
average profiles for both the emission image and the velocity magnitude are an integration
through the flickering phase. While possible to resolve the flickering by PIV in general,82
the lack of adequate seeding density in the high temperature regions of the flame prevented
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(a)
(b)
(c)
Figure 21: Silica seeding examples for (a) 0 kV, (b) 5 kV, and (c) 9 kV.
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Figure 22: 9 kV case for smoke seeding (top) and silica seeding (bottom).
any serious experimental campaign looking into this. The results however represent a strong
axial flow of fuel from the orifice where the flame base is wider than the orifice itself due to
the fast di↵usion of the light H2 molecules. The significantly heavier alumina seeding was
never going to match this di↵usion of H2, thus PIV results are limited to the core of the fuel
stream. The surrounding air appears to move very weakly towards the flame, with magnitude
di↵erences barely above 0m/s but obvious in the streamlines, and convects upwards in the
fuel jet direction once it approaches the high temperature reaction zone. Overall, this has
the appearance of a standard, reference, di↵usion flame.
Figures 23b-23c depict average flow profiles for 5 and 7 kV of applied potential respec-
tively, both cases utilizing the same alumina and smoke seeding of the reference flame. For
these wide flame cases, there is an immediate deviation of the normally pure-axial fuel stream
to a much more complex recirculation region near the quartz surface and away from the fuel
orifice. In figure 23b, the fuel appears to exit the fuel orifice vertically, but only reaching
2-3mm o↵ the surface before ejecting radially and back down towards the quartz surface.
The flow then appears to just touch the reaction zone, where the seeding is diminished, and
convects up along the high temperature region and then appears to split and either continue
axially or turn back towards the orifice, thus completing the recirculation. These measure-
ments are along a centerline plane of the burner, thus this recirculation or vortex is really a
toroidal vortex that sweeps angularly around the fuel orifice. The 7 kV result in figure 23c
demonstrates the same e↵ect, only now the fuel appears to immediately turn radially along
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the quartz surface upon exiting the fuel orifice and with increased velocity, pushing the base
of the flame out farther radially. The vortex is much more pronounced due to this increased
wall jetting on the quartz surface. The overall flow features reflect those of the cold flow
work21 and internal toroidal vortex work14,25 discussed previously in the introduction.
Finally, for the collapsed flame regime at 9 kV, shown both in detail in figure 23d and a
wider field-of-view covering the entire flowfield in figure 24, the wall jetting becomes strong
enough to completely dominate the fuel flow, leading to a pure-radial flowfield out of the
fuel orifice. The toroidal vortex now moves outside of the flame reaction zone and increases
in physical size. For this configuration, the flame surface area is significantly smaller, based
solely on the di↵erences in physical dimensions of the water vapor images, thus it appears
this now eternal toroidal vortex acts to ventilate the flame by bringing surrounding air to
the reaction zone, allowing all the fuel to be burnt in this now physically smaller flame. On
average, this toroidal vortex appears symmetric on both sides of the flame on the quartz
surface. The smaller vortex that appears above the flame emission image is thought to be
due to the seeding mechanism itself, mostly due to the increased momentum of the fuel flow
with the addition of the silica precursor as detailed in the uncertainty discussion (section
4.4.2) corresponding to this section.
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(a) (b)
(c)
(d)
Figure 23: PIV results showing contours of velocity magnitude with streamlines and overlaid
with average water vapor emission images for (a) 0, (b) 5, (c) 7, and (d) 9 kV of applied
potential at 18 kHz. Over 2000 images were recorded for each configuration, with a limit of
1000 computed vectors required to actually keep the data point. Regions in the reference
and wide flame regimes that are blacked out had less than 1000 vectors due to negligible
seeding. All vectors were kept for the collapsed flame configuration.
Single-shot PIV images for these environments were typically poor, hence the 1000 shot
average at a minimum for each case considered. Seeding challenges in general, along with
the possible sources of uncertainty, in some sense make this a glorified flow visualization
experiment with at best estimations of the flow velocity. However, they do depict the time-
averaged flowfield of the bulk fluid motion, useful for future explanations of species-specific
transport, and as a comparison to the time-resolved measurements of the electric field. Some
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Figure 24: Full-field PIV imaging of the 9 kV case.
component velocities are included in the overall summary of the document in Chapter 8.
4.3.1 Flow Instability
The external vortex for the collapsed flame acts to bring flow back towards the flame reaction
zone, both in the negative radial direction and negative axial direction. This negative radial
flow directly opposes the wall jetting flow emitted radially outwards along the quartz surface,
leading to an inflection point in the flow velocity along a line near the flame stoichiometric
surface. This velocity di↵erence along this interface of outwards and inward flow is well
known to lead to Kevin-Helmholtz instabilities which can been seen in single-shot PIV images
of the collapsed flame such as in figure 25b and has been seen in the starting vortex of a
DBD-driven wall jet.22 These instabilities are generated near the surface with the hot gas
ejected radially which contains seeding and the cold gas above it which does not contain
seeding, allowing for these vortex pairs to be visualized by laser scattering o↵ the hot gas.
This instability is the cause of the overall unstable flow of the collapsed flame, visualized by
schlieren in figure 25a.
4.4 Sources of Uncertainty
The PIV results from section 4.3 were presented as the particle velocities (whether it be
alumina, smoke, or silica particles), not the actual flow velocities, due to the need to correct
for particle lag, thermophoretic forces, and particle charging for this flow. Overviews of
the forces on particles92 and the e↵ects on PIV uncertainty90 provide estimations of how
particle velocities may deviate from the actual flow and how PIV processing itself may
lead to additional errors, although the DaVis software now contains its own uncertainty
estimation. No complete uncertainty analysis was performed on the DBD burner, but rather
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(a) (b)
Figure 25: (a) Single path-integrated schlieren image of the collapsed flame denoting the
main dome of the reaction zone and the external toroidal vortex and (b) single-shot silica
seeding image for the results shown in figure 23d.
the unique aspects of this flow, such as the large temperature gradients, high voltage, and
the self-seeding silica precursor, are discussed for their contributions to the overall velocity
uncertainty. General uncertainties, such as particle lag, is assumed to be small, as the flow
velocity is very small (2m/s at most) and standard experimental errors (i.e. pixel calibration)
are also considered small and not addressed further.
However, it is understood general statements are often desired for measurements such
as these, but in the end they will always be estimates of the actual uncertainty. For this
particular case, as outlined above, only particle velocities are measured and corrections are
required to achieve real flow velocities. Actual experimental errors would also add to the
particle velocity measurement themselves. This presents many layers of possible sources of
uncertainty that can be a function of position in space. Based on the discussion below,
I would consider the measured particle velocities to be within 20-30% of the actual flow
velocities due to the alterations to the flow and/or chemistry by the seeding, thermophoresis,
and the unknown e↵ect of particle charging.
4.4.1 Particle Charging
Particle charging is the case where the plasma can generate a charge on the normally neutral
particle and thus allowing its motion to be altered by the presence of an applied electric field.
Measuring this would require knowledge of the actual charge on a particle and a measure of
the DBD electric field. However, as shown with the EFISHG measurements, the electric field
components change drastically in space and time, thus there would be significant spatial and
temporal dependence of any body force e↵ect on any charged particles. Measuring the charge
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on a particle is nearly impossible, thus most work is left to speculation and statements to
the point that no particle charge was observed in our PIV measurements.21,93 However, that
is not the case in the DBD burner, as evidence of possible alumina charging can be seen in
figure 26 by comparing nitrogen emission imaging of the top of the burner to the collection
of alumina particles after a PIV dataset for a collapsed flame case.
(a) (b)
Figure 26: (a) N2 C-B emission and (b) alumina deposition. Images were taken during and
after a collapsed flame experiment for the emission and alumina deposition respectively.
These filament footprints, or Lichtenberg figures19 revealed here by the electronically
excited nitrogen molecules are common in DBD actuators and represent where the filament
touches the dielectric surface. The so called “memory e↵ect”, where these footprints tend
to appear consistently in the same physical location on the dielectric surface due to the
discharge remnant not being fully dissipated before the next discharge cycle, suggests that
an accumulation of charged particles may appear on these filament footprint locations as
seen in figure 26b.
4.4.2 Flame Chemistry
The use of flame synthesis of silica as a method of seeding introduces a new set of uncertainties
in that reactions are occurring to produce the silica (i.e. changing the combustion chemistry)
in addition to increasing the momentum of the fuel jet with the introduction of the silica
vapor. Simply put, while providing an adequate seeding source useful for PIV measurements,
the measurements themselves may be on a fundamentally di↵erent flame. Knowing this, care
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was taken to mitigate the precursor e↵ect on the flame by controlling the temperature of the
chamber where the liquid precursor and hydrogen fuel mix by means of an ice bath. The
higher the temperature, the more precursor vapor in the fuel stream, and thus the larger
deformation in the flat flame shape as shown in figure 27a. It’s thought that the deformation
made in the flame by the precursor is the reasoning for the weak toroidal vortex seen just
above the flame surface in figure 23d and would not normally be present in this flow.
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Figure 27: Error in the measured thermometry as a function of water vapor concentration
and temperature for (a) 100 ps and (b) 450 ps probe delays.
In terms of an actual chemistry e↵ect, a simple energetic content calculation (bond en-
ergies of products minus the bond energies of the reactants) gives an idea of the energy
percentage of the precursor in relation to the entire flame. Knowing the fundamental prop-
erties of hydrogen and the silica precursor from table 4 and determining the flowrate of
precursor vapor by measuring the change in mass over time, for 4oC, the mass flowrate of
precursor was roughly 8% that of the hydrogen and the energetic content was 1.5% of the
hydrogen flame energy. Results for the other two temperatures considered are shown in
figure 27b, demonstrating a stronger e↵ect of the precursor when there is more added to the
fuel stream at higher temperatures. Actual operating conditions were at or below the 4oC
case, thus providing the upper bound on the general e↵ect of the precursor on the flame. For
a two order of magnitude di↵erence in the energetic content, di↵erences in the combustion
chemistry are considered negligible to the flowfield, but the single order of magnitude e↵ect
from the change in the overall fuel stream momentum cannot be ignored. Again, this is
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thought to produce the smaller toroidal vortex that would not been seen in a clean hydrogen
fuel flow.
Table 4: Energetic Content of the Silica Precursor
Molecule Molecular Weight (g/mol) Energetic Content (MJ/mol)
C6H18OSi2 162.38 3.54
H2 2.02 0.243
4.4.3 Changing Boundary Conditions
Another concern of seeding the fuel stream with alumina or silica is the e↵ect the deposition
of these ceramic particles has on the flowfield and the actual DBD operation. For the alumina
seeding, the particles are light enough to follow the flow up until near the stagnation point
along the quartz surface in the wide flame regime where the toroidal vortex remains on the
fuel side of the flame. The alumina particles tend to build up over time during runs, creating
a physical barrier to the fuel flow as seen in figure 28a that may bias the stagnation point
position the longer the run time. To limit this e↵ect, all measurements were restricted to
sets of 200 images (or 20 seconds at 10Hz acquisition) and the surface was cleaned between
runs. This however does not prevent biases in the flow during the actual 20 seconds of run
time.
(a) (b)
Figure 28: (a) Alumina seeing deposited at the stagnation ring on the quartz surface and
(b) silica deposition on the surface of the actuator.
The silica doesn’t build up at the stagnation points, rather it simply coats the quartz
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surface during the run as seen in figure 28b, creating an extra layer of dielectric material
between the two electrodes. This may not physically obstruct the flow, but the changes
in the dielectric barrier over the course of the experiment may lead to operating conditions
slightly o↵ of the actual desired conditions. Again limiting run times and cleaning the burner
surface (granted much more di cult for the silica cases) helps mitigate this issue, but the
properties of the plasma may deviate during a run.
Views from the side of the burner for both the alumina seeding and the silica seeding at
their worst are shown in figure 29. The pile of alumina at the stagnation point for this 7 kV
case is a couple millimeters o↵ the quartz surface. Runs like this were discarded due to the
uncertainties in the physical barrier. For the silica, at times the silica itself would burn o↵
the surface if the coating layer became too thick, resulting in chunks of silica curling into
the measurement region and obstructing the flow while also causing issues for the detector
with the laser light scattering.
(a) (b)
Figure 29: Side view of (a) the alumina seeding build up over time as marked by an arrow
for an applied voltage of 7 kV and (b) the burning of the silica layer o↵ the quartz surface
as shown by the average of numerous images at 9 kV.
4.4.4 Thermophoresis
Thermophoretic forces, or forces on particles in the direction opposite to an increasing tem-
perature gradient, must be accounted for due to the large gradient in temperature at the
flame edges. However, temperature information is required to attempt to make these correc-
tions, thus the FRS corrected results are utilized for examination of the reference, 0 kV flame
and two wide flame examples of 4 and 5 kV. The collapsed flame case was not examined,
as there are no temperature measurements of the external toroidal vortex. The 1D CARS
measurements are in a region where the seeding density was so poor that no usable vectors
were achieved.
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The work of Gomez et al.94 was utilized for the determination of the axial and radial
thermophoretic velocities, VT , defined as
VT =
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is defined as the thermophoretic di↵usivity for a particle, P , in units of cm2/s.
This is related to the gas mixture by a momentum accommodation coe cient, ↵, and the
momentum di↵usivity of the gas mixture, ⌫, in units of cm2/s by
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Gomez set the accommodation coe cient equal to 1, approximately valid for particles <
0.4µm,95 and thus is the same value used for this work. Determination of the gas kinematic
viscosity is found for this work by the known relative mole fractions of H2/N2 from the SRS
measurements. The kinematic viscosity on a species basis is found by the division of the
absolute viscosity from Sutherland’s Law by the gas density, where ⇢ = P/(RT ) for an ideal
gas. This relation is shown in Eq. 5, where the constants for Sutherland’s law96 are detailed
in table 5.
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Table 5: Reference Temperatures and Constants for Sutherland’s Law
TS (K) To (K) µo (10 6 Pa s)
H2 72 293.85 8.76
N2 111 300.55 17.81
The gas kinematic viscosity is then determined by weighting the relative mole fractions
of H2/N2 at each particular point. Then, knowing the gas temperature at every location,
one can determine the thermophoretic di↵usivity at each point from Eq. 4 and the radial
and axial components of the thermophoretic velocity from Eq. 3. A reminder of the total
derivative in cylindrical coordinates is given in Eq. 6.
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Results of the calculated thermophoretic di↵usivity for the average 4 kV flame are shown
in figure 30. The U-shaped structure of the correlation exists from the di↵erence in density
40
of the hydrogen fuel stream and the surrounding air, with the two meeting at the reaction
zone at the highest temperature. The H2 fuel side is represented by the larger values in the
thermophoretic di↵usivity, being the light molecule, and the room air represents the lower
side of the U-shape. Actual results of the thermophoretic velocity are shown in figures 31-33
on the following pages. Note that all induced velocities are small in magnitude, with the
largest values appearing as a downward induced velocity near the base of the flame. The
issues at r = 0mm are with the discontinuity with Eq. 6. A point of interest is the radial
induced velocity for the wide flames (4-5 kV) where the particles are encouraged to follow
the flow direction of the internal toroidal vortex.
Overall the radial thermophoretic velocities are maximized at the reaction zone, either
pushing particles away if just outside the high temperature region or pushing them inwards
if on the fuel side. These are mostly regions where seeding was absent, thus no direct
comparisons to recorded particle velocities are available. The vertical velocities are dominant
near the quartz surface, acting to push particles down and away from the high temperature
flame above. These reach over 5 cm/s for the wide flame regimes, and are not negligible in
comparison to the ⇠20 cm/s vertical particle velocities seen in the internal toroidal vortices
as they are ⇠25% of the measured value, suggesting a possible significant bias in the vertical
positioning of the measured vortices.
41
Figure 30: Example correlation plot of the calculated thermophoretic di↵usivity as a function
of temperature in the 4 kV flame.
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Figure 31: (a) Depiction of the inputs used for the 0 kV case from corrected FRS thermometry
and SRS species measurements, (b) the resulting simple density and thermophoretic di↵usion
coe cient, and (c) the resulting axial and radial thermophoretic velocities.
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Figure 32: (a) Depiction of the inputs used for the 4 kV case from corrected FRS thermometry
and SRS species measurements, (b) the resulting simple density and thermophoretic di↵usion
coe cient, and (c) the resulting axial and radial thermophoretic velocities.
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Figure 33: (a) Depiction of the inputs used for the 5 kV case from corrected FRS thermometry
and SRS species measurements, (b) the resulting simple density and thermophoretic di↵usion
coe cient, and (c) the resulting axial and radial thermophoretic velocities.
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5 Temperature Measurements
Spontaneous Raman scattering (SRS), filtered Raleigh scattering (FRS), and coherent anti-
Stokes Raman scattering (CARS) were all utilized to measure the temperature or species
of the flame for di↵erent operating regimes. Technically, single-shot CARS measurements
like those presented in this section could have covered all three regimes, but limited lab
time simplified the experimental test matrix to just covering the collapsed flame. SRS is a
spatially resolved, but time integrated technique, and was useful for the remaining reference
and wide flame regimes. FRS began as a technique to visualize the cold flow of H2 under the
presence of di↵erent applied voltages, but expanded to thermometry by use of corrections
from the SRS concentration measurements. All three methods are discussed in this chapter.
5.1 Spontaneous Raman Scattering
Spontaneous Raman scattering (SRS) measurements involve the collection of vibrational
and rotational energy distributions of the molecules in the test section and are performed
at a point or along a line. Signals are spectrally shifted away from the probe beam and
when adequately resolved, can be fit to synthetic spectra to determine the temperature of
the gas. While single-shot measurements in flames are possible,97 accumulating the signal
over several seconds or several laser shots is common to counteract the weak signal.98 How-
ever, with enough spectral bandwidth and adequate resolution, one can capture both species
concentrations and temperature from the flowfield with this one technique. For this work,
rotational temperatures were found by fitting either H2 or N2 spectra. Species concentra-
tions throughout the flame were limited to relative concentrations of H2/N2, as each species
required a separate spectral window and a considerable amount of lab time to scan through
the entire flame.
5.1.1 Theory
Spontaneous Raman scattering is, at its simplest form, the inelastic scattering of light by col-
lisional, energy-exchanging processes between photons and the molecules in the measurement
region. This scattering of light at frequencies other than the pump laser beam frequency
results from the oscillation of the molecules themselves due to an interaction of the dipole
moment induced on the molecules by the electric field of the incoming laser. The ability,
or willingness of the molecules to align themselves with the laser electric field is known as
the polarizability of the molecule, which is species specific. Given that light is an oscillat-
ing electric field, these molecules, which themselves are now oscillating dipoles, may release
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photons that are shifted o↵ the pump beam wavelength due to the inelastic collisions with
photons.
For Raman scattering specifically, scattered photons that decrease in energy (increase in
wavelength) are known as a Stokes shift, while photons that increase in energy (decrease
in wavelength) are known as an anti-Stokes shift. The actual location of the scattered
frequency is a function of the molecular species, with the relative weighting between spectral
lines governed by the gas temperature. The work in this section is limited to a discussion of
Stokes shifts of vibrational levels by 1, denoted as Q-branch transitions ( v = +1,  J = 0).
Pure rotational Raman, similar to the CARS measurements (section 5.3), are known as S-
branch Raman transitions ( v = 0,  J = +2) with example experimental spectra shown in
Appendix E.
In order to determine the transition frequency of a particular Raman profile, one must
model the respective rotational and/or vibrational energy levels of the upper and lower states.
Similar discussions and derivations are found elsewhere,26,99 and the units throughout the
discussion remain in wavenumbers (cm 1). Conversion to energy in Joules can be made by
multiplying the results by Planck’s constant and the speed of light with care taken to convert
from meters to centimeters or vice vera. Starting with the rotational energy, Erot,J , for a
particular rotational state, J , one obtains
Erot,J = BvJ(J + 1) DvJ2(J + 1)2, (7)
including contributions from the rotational constant of the molecule, Bv, and the centrifu-
gal correction term to account for the increasing internuclear distance of the molecule with
increasing rotational energy, Dv. In reality, a molecule simultaneously rotates and vibrates,
with the vibration altering the rotational moment of inertia. To account for this, the rota-
tional constant and centrifugal correction are then themselves corrected from their respective
equilibrium positions, Be and De, by means of Eqs. 8-9 where increases in the vibrational
level, v, are weighted by vibration-rotation correction factors, ↵e,  e, and  e.
Bv = Be   ↵e
 
v +
1
2
 
+  e
 
v +
1
2
 2
(8)
Dv = De +  e
 
v +
1
2
 
(9)
Vibrational energies, Evib,v, are similarly found by means of the quantum number v and
molecular constants of the particular molecule of interest, !e and !exe, with the result shown
in Eq. 10.
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Evib,v =
 
v +
1
2
 ⇥
!e   !exe
 
v +
1
2
 ⇤
(10)
The actual spectral lines are then determined by the di↵erence in energy levels with se-
lection rules governed by which branch of transitions one is viewing. Eq. 11 demonstrates
the corresponding Raman frequency, ⌫v+1,J ;v,J for a Q-branch transition o↵ of a pump wave-
length of ⌫o based on the corresponding energy di↵erences in the respective ro-vibrational
levels. The same equation is written in the root molecular constants in Eq. 12.
⌫v+1,J ;v,J = ⌫o  
 
Evib(v + 1)  Evib(v)
 
+
 
Erot(v + 1, J)  Erot(v, J)
 
(11)
⌫v+1,J :v,J = ⌫o  
⇥
!e   2!exe(v + 1)  ↵eJ(J + 1)
⇤
(12)
Observation of Eq. 12 reveals the key importance of the ↵e term, denoted as the vibration-
rotation interaction constant, in separating out the Raman frequencies for increasing J . For
the Q-branch transitions considered in this work,  J = 0, thus without any vibrational-
rotational interaction, the individual transitions would appear right on top of one another.
Instead, with increasing J the transitions are biased towards the pump beam frequency,
weighted by ↵e. The molecular constants utilized in Eq. 7-12 are detailed in table 6,99,100
showing the di↵erence in the ↵e term from the heavier, N2 molecule to the much lighter, H2
molecule. For heavier molecules in general, there is much more rotation-vibration interaction
spectrally, requiring significant experimental spectral resolution to isolate the individual
Raman transitions. Hydrogen, being much lighter, leads to the complete separation of Q-
branch Raman transitions with increasing J . This di↵erence in the line separation can be
seen in figures 36a and 37a in the following section, where the individual Raman transitions
of the N2 spectrum are integrated over the instrument function of the spectrometer.
Table 6: N2 and H2 diatomic properties. All properties are listed in units of cm 1.
N2 H2
!e 2358.518 4401.121
↵e 0.0173035 3.0622
!exe 14.324 121.33
 e -0.31536099e-4 0.057
De 0.5774e-5 0.0469414
 e 0.155e-7 -0.0027
Bo 1.99826 60.85147
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Calculation of the actual Raman spectra, IR, for a particular species, k, vibrational, and
rotational level is determined by
IR /
X
k
X
v
X
J
f(⌫(k)v,J)
g(k)v,JW
(k)
v,J
QrotQvib
e
⇥ Evib,v
kTvib
⇤
e
⇥ Erot,J
kTrot
⇤
, (13)
where f is the instrument function of the spectrometer applied at the Raman frequency
determined from Eq. 12, g(k)v,J is the total degeneracy, W
(k)
v,J is a weight term including the
statistical weights for even and odd J transitions, Qrot and Qvib are the rotational and vi-
brational partition functions respectively, and Trot and Tvib are the respective rotational and
vibrational temperatures of the gas. Summing over all species, vibrational, and rotational
states, one can obtain the spectral profile. The spectral lineshapes, and thus instrument func-
tion, were determined by fits to room air and the temperature broadening was defined by
the rotational-vibrational interactions (i.e. the actual broadening is the addition of higher
energy rotational states). As shown, vibrational-rotational thermal equilibrium is not as-
sumed for the flame, with the rotational temperatures utilized as the true gas temperature
as rotational modes collide back to equilibrium faster than vibrational modes. Examples of
these respective Boltzmann distributions for vibration and rotation for nitrogen are shown
in figure 34. For temperatures below ⇠700K, nearly all the gas population is in the v = 0
vibrational level, thus any colder gas thermometry for Q-branch transitions relies on the ro-
tational distributions and once again the ↵e vibration-rotation interaction constant to spread
the Raman signal as a function of temperature.
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Figure 34: (a) Vibrational population states and (b) selected rotational population states of
nitrogen as a function of temperature.
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Examples of pure-rotational S-branch transitions and “pure-vibrational” Q-branch tran-
sitions without any rotational contribution are shown in figure 35 for nitrogen. The S-branch
spectra help visualize the Boltzmann distribution of the rotational states as a function of
temperature, with the hotter the gas, the more population in the higher energy levels. This
also demonstrates the relative rotational Raman intensities of N2, shown as a 2:1 ratio from
the even J states to the odd J states arising from the symmetry properties of the wave
function for N2 (the nuclear spin degeneracy for even J is 6 while only 3 for odd J). For
illustrative purposes only, the vibrational-only Q-branch spectra for the same temperatures
and normalized to the 400K case depict the somewhat less sensitive vibrational Boltzmann
distribution with respect to temperature. A combined rotation-vibration Q-branch synthetic
spectrum is detailed in figure 36a in the following section.
(a)
(b)
Figure 35: (a) Depiction of the nitrogen pure-rotational S-branch spectra and (b) a depiction
of only the vibrational transitions of the nitrogen Q-branch for the same temperatures.
5.1.2 Fitting Model
For simplicity, the Raman spectra for N2 and H2 were only considered here. The model
was the allowed Q-branch Raman transitions of the two species with the line strengths
governed by a Boltzmann distribution. The instrument function of the detector for each
case was determined by fitting spectra in room air or in cold H2, which on average was
assumed Gaussian with an ⇠7 cm 1 FWHM. This limited cold temperature measurements,
as the thermometry relied upon the broadening of the spectral lines by populating higher
rotational energy levels (via ↵e). To speed up the post processing, the experimental spectra
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were fit against temperature libraries of synthetic spectra for each molecule. Examples of
the library and the experimental fit are shown in figure 36 for nitrogen. The library was
two dimensional for the overlapped rotational-vibrational transitions for N2, resulting in fits
for both vibrational and rotational temperatures. While these two-temperature fits do show
non-equilibrium in the flame, one cannot firmly conclude that the temperatures were not in
equilibrium. With the signal-to-noise issues as shown in addition to the need to accumulate
over 500 shots in a flickering flame no further analysis was performed. Only rotational
temperatures are considered in this work. Comparison to the isolated rotational lines of H2
shown later provides confidence that the rotational N2 thermometry via the broadening of
the spectral lines in comparison to the room air fits is indeed correct.
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Figure 36: Synthetic N2 Q-branch spectra for various temperatures and an example fit to
experimental data.
A similar example for the rotational Raman distribution of H2 is detailed in figure 37.
The Raman signal in the fuel rich side of the flame was significant, resulting in a much
stronger signal-to-noise for the relatively cold fuel.
For species concentration measurements from spontaneous Raman,99 Eq. 14 was used
where nx is the number density of species x, Ic is the Boltzmann corrected integrated area
of the particular species Raman profile, R is the Raman cross section, and C is a correction
term encompassing the laser pulse energy and the collection optics.
nx =
Ic
RC
(14)
Assuming only the four major species exist (N2, O2, H2, and H2O), the collection term
can be canceled and the mole fractions are readily determined. Vibrational Raman cross
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Figure 37: Synthetic H2 Q-branch spectra for various temperatures and an example fit to
experimental data.
sections were used from Eckbreth99 and are repeated in table 7. For simplicity, these room
temperature values were utilized throughout the flame, leading to increased uncertainty in
high temperature measurements of species concentration.
Table 7: Raman Cross Sections.
Molecule Raman Cross Section, R (⇥10 30 cm2/sr)
O2 4.6
N2 3.5
H2 8.7
H2O 7.8
5.1.3 Experimental Setup
An advantage of spontaneous Raman scattering is the simplicity of the setup as shown in
figure 38, involving only a long focal length lens to the test section and collection optics
into a spectrometer. Measurements were recorded along a horizontal line which was imaged
onto the slit of the spectrometer. The setup allows for a spatial extent of ⇠5mm with a
resolution of ⇠75µm achieved by binning spatially by 15. The detector was binned spectrally
by 2, resulting in a spectral extent of ⇠700 cm 1 with a 1.3 cm 1 dispersion at 400 nm. To
achieve adequate signal-to-noise, signals were accumulated over 500 laser shots. The burner
was mounted on a 3-axis translation stage in order to position the imaging line at di↵erent
locations in the flame.
For the H2 di↵usion flame of interest, all four major species are readily measured by this
SRS setup. However, with a 450mm focal length and 2400 gr/mm grating for the signal
acquisition, all four Raman signals appeared in di↵erent spectral windows. Therefore, for
each spatial location, the grating was adjusted in order to measure each species. Examples
of these isolated spectral windows are shown in figure 39 for three di↵erent parts in the
flame. While this prevented measuring species at the same time, it did provide adequate
spectral resolution to determine the rotational temperatures of both N2 and H2 - allowing
for temperature measurements from flame to room air conditions without any fuel present.
All species required di↵erent spectral windows, so to limit data acquisition time all four
species are only measured at 5mm above the burner surface, while H2 and N2 are measured
throughout the flame.
Spectrometer
2400 groves/mm
200 mm FL 
collimating lens
10 ns, 10 Hz, 118 mJ
Flame
355 nm
1000 mm FL 
focusing lens
Aluminum Image 
Rotating Mirrors
500 mm FL 
focusing lens
Andor iStar ICCD
Figure 38: Experimental setup for the spontaneous Raman scattering measurements.
5.1.4 SRS Results
Having each of the major species isolated on its own spectral window limited the data
acquisition to radial scans at specified heights above the burner, but still enough to provide
useful information about the species specific transport in this flame. At 5mm above the
burner surface, full scans are shown for 0, 4, and 5 kV in figure 40 with a reference 0 kV
FRS image marking a height of 5mm. The 0 kV flame looks textbook - near 100% fuel at
the source, water vapor at the reaction zone, and oxygen reappearing outside the reaction
zone. For this case without plasma, the DBD burner essentially operates as a very weak
H2 jet flame where the di↵usion of H2 is close to the actual fuel stream velocity out of the
orifice. PIV measurements tell us the jet is purely axial out of the fuel orifice, but that’s
measured with alumina particles that will never match the di↵usion of H2. These Raman
measurements show the width of the H2 core is much greater than the ⇠5mm diameter
53
00.5
1
Room Air H2 O2 N2 H2O
0
0.5
1
In
te
n
si
ty Reaction Zone
1500 2000 2500 3000 3500 4000
Raman Shift (cm−1)
0
0.5
1
Fuel Rich
Figure 39: Examples of the di↵erent spectral windows for each of the major species. Each
line is normalized to the maximum recorded signal for that position. The fuel rich case shows
some rotational H2 Raman lines.
orifice, demonstrating the importance of di↵usion on the fuel as it exits the orifice. This
increased width of the core also causes the reaction zone to sit further away from the orifice,
evidenced by the oxygen only reappearing ⇠8mm from the centerline.
However, simple di↵usion arguments are not enough to explain the width of the fuel
concentration in the wide flame regimes. Starting with the 4 kV case in figure 40c, the
base of the H2 core now extends 2mm further than the reference flame to just past 10mm
radially. Earlier PIV results show for these wide flames, the fuel out of the orifice turns
radially instead of its nominal axial ejection. This bulk fluid movement manifests itself in
the species distribution by pushing the reaction zone further out radially and defining this
larger fuel core. However, as opposed to the reference flame, the fuel core is no longer
completely H2, but rather measurable concentrations of H2O and N2, product and inert
species, are found at the fuel source at r=0mm. Again revisiting the PIV measurements,
this radial flow of fuel from the orifice recirculates inside the reaction zone, hence the internal
toroidal vortex classification, and splits between returning to the fuel source and convecting
axially away from the burner with the hot flow from the reaction zone. The component
returning to the fuel source must include product species picked o↵ of the reaction zone
and inert N2 that does not contribute to the combustion process as evidenced by the small
concentrations measured at the source.
This concentration of product and inert species brought back to the source only increases
with applied potential, with upwards of 20% N2 and H2O present at 5 kV as shown in figure
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40d. This demonstrates the radial induced velocity and vorticity of the toroidal vortex from
this DBD burner increases with applied voltage, visualized by the H2 fuel core expanding
to r=12mm and the higher concentrations of non-fuel species at the center, respectively.
Oxygen remains negligible as it is all consumed in the reaction zone, but the inert/product
species at r = 0mm presents an unusual mixture at the source for a di↵usion flame. Note
that these are all average results stitched together in ⇠5mm segments. This relies on the
flame remaining steady, which is not always the case for the applied potential applications
and is why this study was limited to the wide flame regime. This issue is clearly seen in the
stitch mismatch for the H2 mole fraction in the 5 kV plot in figure 40.
While full mole fraction data is available for specific heights above the burner, scans
of nitrogen and hydrogen were performed in height increments of 1mm above the burner
surface. This was done in order to outline the relative concentrations of hydrogen and
nitrogen throughout the flame and provide rotational temperature measurements on both
the fuel rich and fuel lean sides of the flame. For the fuel rich sides, the H2 Raman signals
were much stronger than the corresponding N2 signals, thus the resulting fits were more
precise. At higher temperatures and outside of the reaction zone, the nitrogen signal was
strongest with the depletion or complete lack of hydrogen. Depending on which residual was
smallest between the H2 and N2 fits, that temperature was used for the SRS temperature
and the other ignored. Comparison of the spread of the temperature results for a 0 kV case
5mm above the surface is shown in figure 41, confirming the large spread of N2 rotational
temperatures near the fuel source due to the small signal-to-noise.
Figure 41 also shows split contours of relative H2/N2 concentration and rotational tem-
peratures. Both splits are the average of both sides of the flame flipped onto one another to
make the image symmetric (and for use later when correcting the FRS profiles). The tem-
perature data itself from SRS is quite noisy, as each datapoint is just a single measurement
accumulated over 500 laser shots. No fluctuation data are available with this time-averaged,
spatially-resolved technique, but enough information is gained to again promote understand-
ing on the species-specific characteristics of the flame. The reaction zone is marked by the
flame temperature and again shows a widening of the flame base with increasing potential.
As discussed with the full species concentrations in figure 40, the fuel flow converts from a
nominally axial flow to more of a radial flow from 0 to 5 kV.
5.1.5 Sources of Uncertainty
The discussion of uncertainty for the SRS measurements is limited to the model fitting al-
gorithm, and the importance of selecting the correct instrument function of the system.
Checking the fitting algorithm for fit biases based on initial inputs is critical to the applica-
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Figure 40: Mole fraction data 5mm above the burner surface as (a) marked on a normalized
FRS image with a dashed line for (b) 0, (c) 4, and (d) 5 kV applied potentials. The Reynolds
number of the jet is ⇠50.
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Figure 41: (a) An example radial scan of rotational N2 temperatures and H2 temperatures
5mm above the burner surface and contour plots of relative H2/N2 concentration and rota-
tional temperatures for (b) 0, (c) 4, and (d) 5 kV applied potential.
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bility of a fitting code to real data. These same checks were made for the fitting codes used
for the CARS measurements and the H2O absorption measurements. All of these codes work
by interpolating through a library of precomputed spectra to determine the quantities that
make the best fit with the experimental data (i.e. minimum residual to the fitted spectrum).
The quantities that the code allows to float are the measurement deliverables (SRS: rota-
tional and vibration temperatures, CARS: T, O2/N2, and H2/N2. and H2O Absorption: T,
H2O mole fraction), a small vertical shift in the synthetic spectra, a small horizontal shift,
and a small wavelength/wavenumber stretch or compression. Initial guesses and bounds are
required for each of these floating variables. Depending on the code, there could be locking
to certain measurement deliverables by the fitting code based on the initial guess if there are
numerous local minima to the residual. To be sure this does not occur, spectra with known
solutions can be scanned through the fitting code to determine the residual characteristics
as a function of the initial guess. This is shown for the rotational temperature of N2 for the
SRS measurements in figure 42.
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Figure 42: Residuals of the library fits based on the initial guess. Di↵erent colors depict
synthetic spectra with di↵erent known temperature solutions.
Starting at 400K and advancing in 300K increments to 2800K, the known spectra are
fit using the code with an initial temperature guess locked in place in order to determine
the residual. For this particular case, only one minimum, local and global, is found for each
temperature considered, suggesting the code is indeed working properly. However, this is
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the ideal scenario, where everything is known from the start. In reality, the experimental
spectra will not perfectly match the model, and the instrument function of the measured
spectra must be determined. To stress the importance of an accurate determination of the
instrument function, once again spectra of known characteristics are fit with models shifted
in instrument function to the larger and smaller sides in figures 43a and 43b respectively.
Fitting with a larger instrument function encourages the code to underestimate the gas
temperature while smaller instrument functions act to increase the gas temperature. In
reality, the instrument function is adjusted to match that measured in room air, thus the
levels of deviation presented in figure 43 should be mitigated.
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Figure 43: The e↵ect of instrument function of the code fits to synthetic spectra for both (a)
a larger instrument function, resulting in lower temperature fits and (b) a smaller instrument
function, resulting in higher temperature fits.
Overall, the reported measurements for species concentrations and rotational temperature
are spatially resolved, but time averaged over 500 laser shots recorded at 10Hz and thus
over 50 s of real time. The concentrations are determined by Boltzmann corrections to the
transition’s intensity, and are thus coupled with the temperature uncertainty which itself is
heavily a function of signal-to-noise of the measurement and the fitting procedure as detailed
above. General uncertainties are di cult to state and will always be estimates, but based only
on the scatter of measured signals in room air I would state the temperature uncertainties
are ⇠5% with the species measurements somewhere north of that value at ⇠7% due to the
use of temperature in the concentration estimates. However, this is more of an estimate
in the fluctuation based on the code fitting. Actual uncertainties incorporating the fixed
Raman cross section, thermal doppler broadening, selection of a Gaussian lineshape, signal
accumulation, and signal-to-noise will be larger and temperature and species dependent.
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5.2 Filtered Rayleigh Scattering
Filtered Rayleigh scattering (FRS) is a technique involving molecular scattering o↵ a fre-
quency narrow probe beam where the probe beam intensity is filtered out by a molecular
filter, in this case iodine, while the molecule, velocity, temperature, and pressure depen-
dent broadened scattered signal (description of actual scattering given by Young101) passes
through the filter onto the detector.102–104 This technique can be applied to combustion
environments by correcting the acquired signal for the known species concentrations from
spontaneous Raman measurements105,106 or by flooding the measurement volume with nitro-
gen to argue the cross section throughout the measurement domain is constant.107 Other ap-
plications include the measurement of velocity,104 temperature profiles from a laser spark,108
and in this work the cold flow properties of the DBD burner by probing the large di↵erence
in Rayleigh cross section of H2 and N2.
5.2.1 Theory and Model
From the concluding remarks of Young,101 by the definitions of the experimentalists who dis-
covered the phenomena, molecular scattering of incident laser light is comprised of Rayleigh
scattering and vibrational Raman scattering (such as the Q-branch Raman scattering dis-
cussed previously). The classification of the two as separate quantities comes from how
Rayleigh scattering is due to the polarizability of a molecule, while vibrational Raman scat-
tering is due to the polarizability derivatives. Rayleigh scattering thus includes both the
frequency shifted rotational Raman scattering (such as the S-branch of Raman scattering
discussed above) and the center Cabannes line, nearly centered on the pump laser wave-
length for negligible velocity situations. This Cabannes line is really what is examined in
the filtered Rayleigh scattering technique, with itself composed of the Brillouin doublet and
the central Landau-Placzek line. The Cabannes line is referred to the Rayleigh-Brillouin
spectral profile in the overarching FRS work of Forkey102 where full details on the technique
and derivation of the relevant equations may be found.
For our cases, the observed signal is a function of the interrogation region’s temperature
and species concentration as described by Eq. 15 where S(⌫) is the detected signal for a
given frequency, T the temperature of the measurement region,  i the species mole fraction,
 i the Rayleigh cross section for species i, gi the Rayleigh scattering lineshape109 for species
i (shown for the major species of interest in figure 45), and finally the iodine absorption
profile shape, ⌧ . All cases are normalized by a room air flatfield image where standard air
concentrations are assumed with 0.79 N2 and 0.21 O2. Both the room air flatfield and flow-
on imaging were background corrected before the normalization. This helps eliminate any
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additional background terms from entering the model, thus leaving the result as a ratio of
the flow on signal to the reference room air signal. The lineshape model used for this study
is the S6 model109 whereas the iodine absorption profile was modeled using the code from
Forkey et al.102,110 after being scaled by the broadband absorption observed experimentally.
Examples of these profiles for 300 K are shown in figure 44. The Rayleigh cross sections111
used for this work are shown in table 8.
For the cold flow calculations, the signal on the detector was fit to a curve relating signal
to volume fraction of H2 to N2 expressed in Eq. 16 by using a set of calibration measurements
of hydrogen diluted in various amount of nitrogen. This volume fraction is the most direct
measurement and is equivalent to mole fraction, but it does not include e↵ects from the
additional signal levels of oxygen which may lead to errors as much as 3% when approaching
room air concentrations (i.e. the lowest concentrations of H2).
S(⌫)
Sref (⌫)
=
Tref
T
NP
i=1
 i i
R
gi⌧d!
 O2 O2
R
gO2⌧d! +  N2 N2
R
gN2⌧d!
(15)
Table 8: Rayleigh Cross Sections.
Molecule Rayleigh Cross Section,   (⇥10 28 cm2/sr)
O2 5.08
N2 6.13
H2 1.34
H2O 4.43
H2
N2
=
VH2
VH2 + VN2
⇥ 100% (16)
5.2.2 Experimental Setup
Figure 45 shows the experimental setup for the filtered Rayleigh Scattering experiments.
The main output beam, set to ⇠185mJ is split with a 6 degree wedge with ⇠20mJ sent
to a reference system composed of an up-collimating telescope to two 30% reflective beam
splitters sending beams through a reference I2 cell and the I2 cell used for the experiment,
both with photodiodes (ThorLabs DET10A, rise time 1 ns) positioned after the cell. The
remaining beam is used as the pulse monitor reference in order to monitor shot-to-shot
variations in laser power.
The majority of the main beam passes through the 6 degree wedge and continues through
sheet forming optics with the last, 3 in diameter spherical lens acting as both a collimating
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Figure 44: An example of the experimental iodine absorption profile compared to the theo-
retical model with the relevant scattered signals for N2, O2, and H2 at 300 K.
source and a focusing source for the laser sheet right at the orifice of the stand burner. This
sheet is imaged by an Andor iStar ICCD camera through the I2 experimental cell held at
100oC by means of heat tape wrapped around the exterior of the cell.
A computer controlled frequency o↵set is fed to the seeder (-8V to +8V) to adjust the
frequency of the output beam in order to scan to an appropriate iodine absorption band.
Doing so allows the bulk of the elastic scattering of the 0.003 cm 1 beam to be absorbed
by the iodine cell while the frequency broadened Rayleigh scattering passes through the cell
onto the camera. Scanning the frequency of the seeded beam allows for the experimental
determination of the I2 absorption profile in the reference arm of the experimental setup.
This is compared to a model of the I2 absorption from Forkey et al.110 in figure 44. The
Forkey output is modified to account for broadband absorption of the I2 profile by scaling
the entire spectrum to match the experimental curve. The same scaling factor of ⇠0.7 is
used for regions where there is not experimental data, leading to considerable uncertainty
when the scattered signals are spectrally broadened. The modified theoretical absorption
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Figure 45: FRS setup featuring the reference arm used to determine the center frequency
of the FRS probe beam through a reference and an experimental Iodine cell by means of
photodiodes (PD) collected in a boxcar integrator. The experimental cell is then repositioned
in front of the detector to collect scatted light o↵ the laser sheet.
profile is utilized for the calculations in order to account for the large spectral width of the
H2 scattered signal at elevated temperatures.
Determination of the temperature also requires knowledge of the species concentrations
(shown in Eq. 15). For this, a two dimensional calibration library was developed by consider-
ing only H2 and N2 and modeling the expected signal with respect to room air. The thermal
broadening of the lines, demonstrated in figure 46, leads to di↵erent acquired signals on the
detector and theoretical calibration curves of temperature versus signal for a given ratio of
H2/N2. Uncertainties based on this two model approach are discussed in section 5.2.4.
5.2.3 Corrected FRS Data
Taking advantage of the di↵erence in Rayleigh cross section of N2 and H2, the average cold
H2 flowfield was measured with FRS where the results are displayed as volume fractions
(defined in Eq. 16) for the applied voltages of 0, 6, and 9 kV in figure 47. Each case is the
average of 1000 laser shots, providing confidence in the shape of the average flowfield for
each applied potential. From a flow visualization point of view, these cold flow results mimic
those of the flame cases for similar applied potentials where 6 kV provides a flame with a
wider base and 9 kV results in a flat flame. As 2D slices through the center of the flame, the
6 kV and 9 kV cases show the position of the toroidal vortices of, for this case, cold H2 fuel,
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Figure 46: Examples of the thermal broadening of the H2 and N2 signals and an example
calibration curve of the normalized raw signal as a function of species concentration and
temperature.
clearly separated from the surrounding air.
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Figure 47: H2 volume fraction of N2 for 0, 6, and 9 kV from filtered Rayleigh scattering
where the orifice for each case is depicted by the white rectangle. As seen in the intensity
from the 0 kV case near the quartz surface, there is signal bias that is not physically correct
with the gap in H2 concentration.
The flame cases, now coupled measurements of temperature and species concentrations,
are shown as averages of over 2000 images for each case (but only 1000 for 9 kV) in figure
48. The signal-coupling makes the toroidal vortex less obvious for the intermediate potential
cases, as the flame base just appears to spread out radially. Not until the 9 kV case does
the vortex become apparent, as it separates from the main reaction zone of the collapsed
flame. The lower intensity of the vortex as compared to the surrounding air suggests a higher
temperature and/or a larger population of water vapor (no H2 was visible in the vortex).
From previous schlieren imaging,112 it’s known that the flame flickers near 10Hz for the
uncollapsed cases, thus the averages integrate over all the flickering phases. The collapsed
flame appears unsteady with no dominant fluid frequency present, but clearly on average it
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Figure 48: Average raw FRS profiles normalized by images taken in room air. The 9 kV case
is the average of 1000 images, while the other cases are averages of over 2000 images.
appears symmetric. The feature on the right side of the 9 kV flame case originating from
the top of the reaction zone is just beam steering of the laser sheet due to the large density
change at the top of the flattened flame.
As discussed previously and shown in the 2D calibration curves for temperature and
species concentration in figure 46, to make any quantitative measurements with FRS for this
constant pressure, negligible velocity flow environment, one needs either the temperature
or the species concentrations from another source. Using the relative H2/N2 ratios from
SRS provides corrections to the acquired FRS signal to more appropriately match the true
temperature. However, initial testing suggests the actual frequency on which the probe beam
was centered was slightly o↵. As detailed in figure 49, correcting the line center location
drastically changes the theoretical normalized signal level for pure N2 to values that match
what is seen in the SRS measurements. However, this is a significant shift, and even with an
o✏ine I/Io system to monitor the frequency, more work must be done to ensure the accuracy
of the FRS model for the actual measured center frequency.
The results of applying the adjusted calibration library to the data are down in figure
50, showing both the case where everything is assumed to be nitrogen compared to the
two-species system of hydrogen and nitrogen. The corrections, somewhat noisy due to the
single-shot nature of the H2/N2 concentrations from SRS, recreate the colder fuel flow near
the orifice of the burner as seen with the SRS rotational temperatures. Comparing specific
radial scans of the corrected FRS measurements shows much improved agreement with the
SRS thermometry as compared with the N2 only case in figure 51.
Due to the large frequency adjustment required to match the FRS and SRS thermal
profiles, no complete uncertainty analysis has been conducted at this time. Major sources
of uncertainty will include assuming only a two species system for the FRS corrections (see
Section 5.2.4), the center wavelength for the FRS model, and the fact that both the FRS and
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Figure 49: The required frequency shift of the center wavelength in order to achieve appro-
priate corrections to the FRS data to match the SRS data. The shift is shown (a) in the
Iodine absorption profile and (b) on the e↵ect of the normalized signal with wavelength and
temperature.
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Figure 50: Contour FRS images of the corrected temperature field and the temperature field
assuming only N2.
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Figure 51: Radial temperature scans 5.15mm o↵ the burner surface for (a) 0, (b) 4, and
(c) 5 kV cases comparing the SRS thermometry to the corrected FRS results. To match
the spatial resolution, the SRS results are averaged every 3-4 shots. The FRS temperatures
outside the flame show a bias in cold temperature thermometry.
SRS measurements are for the average flame conditions. Clearly single-shot measurements
are preferred in order to accurately make corrections on a shot-to-shot basis.
5.2.4 Sources of Uncertainty
For a constant pressure, negligible velocity system such as the DBD burner, the measured
intensity from a FRS system is a coupled function of both the species concentrations and the
gas temperature. Corrections to obtain one value or the other, such as what was done with
the SRS species measurements to back out the gas temperature, stresses the importance of
the quality of data used as inputs (the SRS data) and how clean individual signals themselves
are. This uncertainty discussion looks into possible uncertainty in the iodine absorption
model as well as the viability of a 2-species model for the corrections.
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The critical components of a measured FRS signal are the expected Rayleigh scattering
signal and the filter for which the detector views the signal. This filter, restricted to just
the iodine cell in the DBD burner experiments, was scanned through by means of altering
the laser frequency and monitoring the transmitted light through the cell as a function of
frequency. This scanning ability, somewhat limited for the use of rather broad scattering
signals of H2 in particular, provides just an idea of where the measurement is spectrally for
each data acquisition. Once the location is matched with a theoretical iodine absorption
profile,110 shown in figure 52 for various temperature and pressures, the theoretical profile is
used for regions outside of the measured profile, placing a large amount of uncertainty in the
characteristics of the I2 absorption model compared to what the filter profile actually looks
like. In addition, the e↵ects of H2O are not considered in this work, leading to additional
uncertainty. Use of an additional filter to neglect any Raman scattering signal o↵ the laser
sheet would also have helped mitigate any stray signal from scattering that was not desired.
Taking the SRS results as the answer, the required FRS corrections based only on H2
and N2 made sense for a frequency position on the theoretical iodine profile from figure 49,
quite far from the expected/measured frequency. This discrepancy remains unresolved, as
the corrections should be feasible for this type of simple flame environment. Issues perhaps
with the boxcar integrators (integrating windows, alignment changes in the photodiodes)
could be to blame, but no real solution was found. However, the SRS thermometry, while
not a nice, planar image, fills the gap in the measurement of temperature for these wide
flame regimes.
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Figure 52: (a) Temperature and (b) pressure trends of the iodine absorption profile.
As described in the FRS corrections discussion (section 5.2.3), only nitrogen and hy-
drogen were considered through the flame. Both species were modeled by use of Tenti’s
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S6 model,109 which has been validated for N2113,114 and H2115 with some measurements at
elevated temperatures in a hydrogen flame,116 providing confidence that the model works
for the two species of interest. Considering only these two species is not ideal, as errors in
the mixture cross-section can grow as large as 12% across the equivalence ratio space for a
H2-air system in equilibrium as shown in figure 53. Granted that SRS measurements suggest
non-equilibrium and considering all the heat loss to the quartz surface, this test may not
perfectly reflect the conditions experienced in this flame, but does provide a limitation to the
accuracy of this two-species model. The FRS work of Muller106 demonstrated this correction
concept for an entire propane/air flame with limited results in comparison to simultaneous
Raman measurements. The most success with this correction technique was the work of
Kearney105 in a methane di↵usion flame.
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Figure 53: (a) An example of the Rayleigh cross section deviation using H2 and N2 only com-
pared to equilibrium estimates for the species concentrations. (b) Equilibrium concentrations
for the major species in a H2-air flame.
Overall, the uncertainty on these corrections is quite high and in general a function of
spatial position in the flame (i.e. temperature, species concentrations) and on the SRS
measurements themselves. I would personally trust the SRS measurements over anything
obtained with FRS, and based on this two-species model I would state the FRS thermom-
etry uncertainty to be ⇠20% of the actual value. While not discussed here, a much more
systematic approach (O2? H2O? Sensitivity to di↵erent parameters?) is needed to provide
a better estimate for the uncertainty. In the end, while the iodine filter allowed imaging
close to the burner surface and provided excellent visualizations, perhaps straight Rayleigh
scattering without the filter (and sacrificing measurements close to the surface) would have
been the better method for quantitative measurements.
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5.3 Coherent anti-Stokes Raman Scattering
Coherent anti-Stokes Raman scattering, or CARS, is becoming a rather common technique in
the fluid/combustion community117 from it’s use in the microscopy/chemistry community.118
This section details the 1D hybrid CARS setup performed on the DBD burner with Sean
Kearney at Sandia National Laboratories in Albuquerque, NM.
5.3.1 Theory of CARS
Hybrid fs/ps CARS is most readily described in the time domain, where fs-duration pump
and Stokes photons impulsively prepare a Raman coherence that couples rotational levels
J and J 0 = J ± 2, where J is the total angular-momentum quantum number. The coher-
ence decays via collisional dephasing, and is subsequently probed during this decay with a
frequency-narrow ps pulse. Introduction of a time-delayed probe pulse e↵ectively eliminates
the nonresonant background signal as shown in figure 54, which is generated by the response
of the electron cloud to the pump and Stokes pulses. The electron response e↵ectively decays
instantaneously with the expiration of the femtosecond pump and Stokes pulses, so that the
Raman-resonant nuclear response of the molecule need only be modeled. The time dependent
Raman-resonant polarization,  , in the time domain can be defined as follows:59,63,119,120
 (t) = iN
X
k
X
⌫
X
 J=±2
W (k)⌫,J sin(!
(k)
⌫,Jt)exp(  (k)J t) (17)
where N is the number density of the gas, k the species, ⌫ the vibrational level, J the
rotational level, W (k)⌫,J a weight term, ! the Raman frequencies (determined similarly to how
the SRS Q-branch transitions were found in Eq. 12, except now for the S-branch transitions
of  v = 0,  J = ±2), and   spectral linewidth. Only the Stokes ( J + 2) transitions
need be considered due to symmetry conditions. The total CARS polarization represents a
summation over all rotationally resonant species of interest, k and the thermally populated
vibrational, ⌫, and rotational, J , quantum levels.
The W (k)⌫,J coe cients are given by
W (k)⌫,J = Xk 
(2)
⌫,kbJ,J 0F
(k)
J (N
(k)
⌫,J  
2J + 1
2J 0 + 1
N (k)⌫,J 0), (18)
where Xk are the species mole fractions;  
(2)
⌫,k is the polarizability anisotropy;
121 F (k)J are
the Herman-Wallis factors correcting rotational line strengths for vibration-rotation interac-
tion;122 and N (k)⌫,J are the temperature-dependent rotational-vibrational Boltzmann fractions.
The Placzek-Teller coe cient for a transition from J to J 0 = J + 2 is given by
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Figure 54: Demonstrations of how probe delay diminishes the nonresonant background in
hybrid CARS experiments.
bJ,J 0 =
3(J + 1)(J + 2)
2(2J + 3)(2J + 1)
. (19)
For a given probe-pulse delay, ⌧ , the electric field of the resulting CARS signal is given
by the product of the Raman-resonant molecular response in Eqs. 17-19 and the electric field
of the probe pulse. If we assume that the probe is Fourier-transform limited and neglect the
probe carrier frequency, then its field is simply the square root of the probe pulse intensity
envelope, Ipr(t), which we measure by cross correlation of the probe with a femtosecond-
duration nonresonant CARS polarization in argon,
ECARS(t  ⌧) =  (t)
q
Ipr(t  ⌧) (20)
Upon Fourier transform of the CARS electric field in Eq. 20, the squared amplitude yields
the CARS frequency spectrum for a given probe delay. The calculated Raman response
function from Eqs. 17-19 for N2 at T = 300K is shown in figure 55. The response is
characterized by distinct recurrence peaks associated with the near-uniform spacing between
the !J ,67 which become less pronounced at longer time delays. The overall response is
assumed to decay exponentially in time, as captured through the Raman linewidths,  J in
Eq. 17.
We have used a modified exponential gap (MEG) model123 to calculate the N2 Raman
linewidths, assuming N2-N2 self collisions. For the conditions of interest here, foreign gas
broadening of N2 lines by extreme cases of up to 90% H2 and 90% H2O can result in a change
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Figure 55: (a) Decay of the impulsively prepared Raman polarization in N2 at T = 300K with
sample 60 ps probe pulses shown at di↵erent time delays. (b) Example synthetic spectra of N2
at probe delays of 100 and 450 ps for temperatures of 300, 1500, and 2400K, demonstrating
how longer delays bring hot and cold spectra closer in relative intensity.
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of ⇠7% to ⇠4% respectively in the evaluated temperature based on estimates124 for a probe
delay of 100 ps. A mixture containing 90% H2O is not realistic for our flame system, so
that errors arising from the neglect of nitrogen-water collisions are expected to be small at
a 100-ps probe-pulse delay. Measurement bias resulting from N2-H2 collisions may exceed
5% immediately adjacent to the fuel source, but are much less significant elsewhere. The
longest probe delays utilized in this study were 450 ps in regions outside the reaction zone
where H2O is the dominant collider gas. Calculations assuming 50% H2O lead to errors in
the calculated temperature of up to 7.6% at a probe delay of 450 ps when assuming only
N2-N2 self collisions.
Temperature-dependent linewidth data for O2 and H2 were obtained by scanning the
probe delay, ⌧ , and observing the decay of O2 line intensities in CARS spectra recorded from
the product gases of  = 0.1-1.1, near-adiabatic H2/air flat flames, and the decay of the H2
S (0) transition in the fuel-rich zone of the DBD burner. In using this measured linewidth
data to interpret our CARS spectra, we have neglected di↵erences in the composition of
collider gas species between the Hencken- and DBD-burner flames. This was justifiable for
O2 because literature values125,126 for O2-H2O linewidths are quantitatively similar to self-
broadened values; the largest e↵ect of H2O on the line broadening of O2 is a 7% increase
in linewidths at 300 K assuming 50% H2O, and an even lower impact of H2O at elevated
temperatures.
Decay of the H2 S (0) rotational transition was observed to be an order of magnitude
slower than the N2 and O2 rotational lines, so that the approximation  J=0 ⇠0 was used to
analyze our spectra for H2 mole fractions based on this single hydrogen transition. Collisional
decay of the O2 rotational spectrum was observed to di↵er significantly from the simple
exponential decay of Eq. 17 , for the 100- to 450-ps range of probe pulse delays employed in
our experiments. We believe this discrepancy is a result of the 3⌃ g ground state structure
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of the O2 molecule, where fine splitting of the rotational Raman transitions results in a
more complex coherence dephasing. These flat-flame coherence decay measurements will be
discussed further in Appendix F. In summary, the O2 lines decay faster than expected with
a simple exponential decay, leading to underestimates in the O2/N2 ratios if not corrected
for.
The J-dependent collisional decay of the N2 Raman lines that dominates the rotational
CARS spectrum was additionally used to optimize the dynamic range of our temperature
measurements.60 At short probe delays, peak CARS signal strengths at room temperature
can be 2-3 orders of magnitude higher than at flame temperatures, and the dynamic range
of the CARS detection system is typically not su cient to monitor both hot- and cold-gas
contributions. The N2 linewidths exhibit a monotonic decrease with J,123,128 so that the
73
high- J transitions that are populated at flame temperatures decay more gradually than
low- J contributions that dominate CARS spectra from cold gas. Operating at large ⌧ helps
minimize the temperature-dependent change in the peak CARS signal strength by preferen-
tially decreasing the large low-temperature signal while maintaining relatively modest signal
losses at high temperature, where signal yield is weaker. This e↵ect is illustrated in figure 55,
where calculated N2 CARS spectra at T = 300 and 1500K are presented for probe delays of
⌧= 100 and 450 ps. At ⌧= 100 ps, the peak CARS signal at T = 300K is ⇠200 times higher
than at T = 1500K. When a much longer delay of ⌧= 450 ps is used, the high-temperature
signal is now just a factor of ⇠7⇥ smaller than the room temperature case, so that both
spectra can readily be captured within the dynamic range of the 16-bit CCD detector used
here. Other methods to improve the dynamic range of CARS measurements in unsteady
flames involve modifications on the detector side of the instrument, including a dual-channel
detection system utilizing two cameras and two spectrometers,129 and splitting the image of
the CARS signal into multiple vertically binned segments on a single CCD.130,131
5.3.2 Experimental Considerations
We have adapted the one-dimensional fs/ps rotational CARS imaging system, as first demon-
strated by Bohlin et al.,60 and shown here in figure 56. An energy level diagram for the
rotational CARS process is additionally shown in the inset to figure 56. At time t = 0, a Ra-
man coherence is induced across all pure-rotational transitions within the bandwidth of the
femtosecond pump/Stokes source. The coherence evolves in time and is later probed at time
t = ⌧ with a frequency-narrow picosecond pulse, as per figure 55. A combined pump/Stokes
pulse was provided at a repetition rate of 2 kHz by the near-transform-limited, broadband
output of a Ti:Sapphire femtosecond regenerative amplifier. The pump/Stokes pulse energy
was regulated to 4.2mJ using a variable attenuator, and the bandwidth of the 50-fs pulse
was ⇠350 cm 1. A narrow-linewidth probe beam was derived from the frequency-doubled
output of a picosecond Nd:YAG regenerative amplifier, with 20Hz repetition rate, 60 ps pulse
duration, and 25mJ pulse energy at 532 nm. The mode-locked seed laser of the femtosecond
source was RF locked to the optical pulse train emitted by the ⇠85MHz repetition-rate
picosecond seed oscillator of the picosecond Nd:YAG system. A 20Hz trigger signal was
derived by decrementing the 2 kHz Pockels cell driver signal from the fs amplifier to select
fs-ps pulse pairs that could be phase locked with sub-picosecond jitter. As seen in figure
56, a mechanical time-of-flight delay was introduced into the probe beam line for careful
adjustment of the temporal overlap of the fs and ps pulses.
An f = 300mm cylindrical lens focused the laser beams in the horizontal dimension to
produce vertical light sheets in the beam-waist region, where the CARS interaction occurred.
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Figure 56: Cartoon experimental setup of the 1D hybrid CARS system.
Crossing of two laser beams was achieved by observing the light-sheet profiles on an align-
ment camera (Spiricon LT665 beam profiling camera) placed at the focus of the 800 nm
femtosecond pump beam. The crossing angle of the 532 nm probe beam was adjusted to
achieve overlap at the pump focal plane, while the telescope system in the probe beam line
was adjusted to match the 532 nm focal plane to the 800 nm pump focus. An f = 1000mm
cylindrical lens, with its curvature oriented to focus the pump beam in the vertical dimen-
sion, was placed ⇠500mm ahead of the CARS measurement volume to reduce the height
of the pump beam by ⇠1/2 in the interaction region, which increased the focused pump
intensity and matched the height of the 532 nm probe beam. This lens arrangement resulted
in a CARS interaction volume that was ⇠5mm in vertical extent, which was oriented normal
to the DBD quartz surface and parallel to flow emanating from the fuel tube.
The rotational CARS signal was generated collinearly with the probe beam and was sep-
arated from the intense 532 nm laser beam by angle tuning two Semrock 561.4 nm RazorEdge
short-pass filters.132 The CARS beam crossing was imaged in the vertical dimension onto
the entrance slit of a 1m spectrograph with an 1800 l/mm grating, using a two-lens imaging
system with f = 500mm and f = 250mm cylindrical lenses both in a 2 f relay-imaging ar-
rangement. An f = 50mm cylindrical lens focused the CARS signal beam in the horizontal
dimension to pass through the 100-µm spectrometer slit, and an electron-multiplying CCD
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camera collected the single-shot images at 20Hz, limited by the repetition rate of the ps
laser and preventing any studies of time-resolved flame dynamics. The resulting CARS sig-
nal image consisted of a spatially resolved vertical axis and a spectrally resolved horizontal
axis on the CCD detector at the spectrograph image plane. The CCD chip was binned by 2
pixels in the spectral-axis dimension and by 10 pixels in the vertical spatial-axis dimension,
resulting in a 140µm vertical spatial resolution in the 1-D CARS images when projected back
to the plane of the CARS interaction. The spatial axis was calibrated by translating a glass
coverslip vertically through the beam crossing and observing the position of the resulting
hard edge in the image of the nonresonant background signal generated within the coverslip.
The beam energy was lowered for these spatial tests, thus this hard edge is the line between
no observable signal in air to the nonresonant background observed in the glass.
The CARS spatial resolution in the beam propagation (axial) direction was found by
translating the glass coverslip parallel to the beam path through the crossing and measuring
the nonresonant CARS signal intensity for each axial position. An axial resolution of 600µm
was determined as the distance between locations where the axially integrated signal reached
5% and 95% of the total integrated intensity. Resolution normal to the laser sheets was de-
termined from the width of the focused probe laser beam on the alignment camera described
above, which was ⇠30µm. The resulting three-dimensional spatial resolution of our CARS
measurements was thus determined to be 140µm x 600µm x 30µm in the vertical, axial,
and normal directions, respectively. Note that for this axisymmetric flame, the denoted axial
resolution is the limiting flame radial resolution, and is the direction into the page for all
presented results.
An example of the approximate measurement line height against a time-averaged water-
vapor emission image of the collapsed plasma-assisted flame structure is provided in figure 57.
The CARS measurement line was translated horizontally across the radial flame centerline
by moving the burner in 1mm increments from -15mm to 15mm, and recording 500 single-
laser-shot CARS images at each horizontal location. The high-temperature region in this
flame follows a similar trend to the curved water-vapor emission profile, which generally
demarcates the hot product zone of the flame. The interior of the flame, at r <7mm, was
dominated by hot gases, with temperature fluctuations at their minimum levels, so that the
required temperature dynamic range was not too great, and a probe delay of ⌧ = 100 ps was
used to maximize CARS signal strength. At more outward radial locations, temperature
fluctuations increased, and a greater amount of cold gas was encountered in the CARS
measurement volume. Using the method described above and illustrated in figure 55, we
systematically increased ⌧ to best optimize the yield of valid laser shots, with spectra of
both su cient signal-to-noise and detector counts below saturation. The probe delays used
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in our experiments are mapped to corresponding spatial regions of the flame in figure 57.
Figure 57: Average H2O emission image at 9 kV depicting the probe delays used for each
radial position separated with lines demonstrating the approximate measurement height.
5.3.3 CARS Data Processing and Fitting Model
Before interrogation for temperature and mole-fraction data, the CARS images were cor-
rected using reference images averaged for 500 laser shots. Average stray-light images, ob-
tained by blocking the 800 nm pump/Stokes beam, were subtracted from the single-laser-shot
CARS frames to correct for background light at the probe laser frequency, which was in close
spectral proximity to the rotational CARS signal. Background-corrected CARS images were
then normalized by the average nonresonant spectrum, obtained by flooding the measure-
ment volume with argon at zero probe-pulse delay, to correct for the spectral response of
the detection system and the finite bandwidth spectrum of the femtosecond pump/Stokes
source. Argon spectra were recorded before and after each run to ensure consistency in the
pump/Stokes bandwidth.
An example nonresonant spectrum of this type is shown in figure 58 alongside the Raman-
resonant contributions at a probe delay of ⌧ = 100 ps from the N2 S branch for ! < 300 cm 1
and the H2 S (0) transition at 354 cm 1. The sharp cuto↵ around 60 cm 1 is from the low-
pass filters used to attenuate the 532 nm probe beam. The nonresonant spectrum illustrates
the finite bandwidth of the CARS instrument, where large corrections to the spectrum must
be made as Raman shifts approach 300 cm 1 and higher. The resulting processed CARS
spectrum for analysis is shown on the right-hand side of figure 58. For thermometry and
O2/N2 measurements, the data in the 50-300 cm 1 range were fit to a library of theoretically
calculated spectra based on Eqs. 17-20. H2/N2 mole fraction results were obtained from
the amplitude of the H2 S (0) line at 354 cm 1, where the correction for the pump/Stokes
bandwidth was very large, and a key source of potential uncertainty in the fuel-mole-fraction
data.
To verify the e↵ectiveness of the bandwidth correction, additional images of the nonres-
onant signal were acquired with exposure settings su cient for the low-wavenumber contri-
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Figure 58: Raw experimental spectra and the corresponding nonresonant background, and
the corrected spectrum to be fitted.
butions to saturate the detector, while generating high signal-to-noise results above ⇠250
cm 1. These additional images were scaled to match full-range nonresonant spectra of the
kind shown on the left-hand side of figure 58 to verify the accuracy of the corrections made
to the H2 CARS signal. Single-laser-shot nonresonant spectra were also acquired to assess
the fluctuations in the H2 signal due to the stability of the fs laser pulses, which was deter-
mined to be ⇠9% rms. Root-mean-square fluctuations of the H2 signal intensity along the
fuel-jet centerline were up to 45% of local mean values due to the vigorous ventilation from
the external toroidal vortex discussed later and could thus be reliably measured with our
CARS instrument.
A representative single-laser-shot CARS image acquired along the fuel-jet centerline of
the DBD flame with a probe-beam delay of ⌧ = 100 ps is shown in figure 59. Spectra were
extracted from the image-intensity results along each pixel row, with model fits to the data
shown in figures 59b-59d. The CARS data show a di↵usion-flame structure and are consistent
with the water-vapor luminosity image shown in figure 57. The three selected locations in
figures 59b-59d show a cold ( T = 892K) gas zone at the top of the image, near y = 4.9mm,
with significant O2 content (O2/N2 = 0.204); peak flame temperatures with very little or no
O2 and low signal level are apparent at y = 3-4mm; and, closer to the surface, temperatures
drop while fuel concentrations rise, as seen from the H2 S (0) transition near ! = 354 cm 1.
Only viewing this first rotational band restricts H2 concentration measurements at higher
temperatures by both the overlap of N2 lines at the same spectral locations and how quickly
the S (0) transition decays with temperature in comparison to the S (1) band at 587 cm 1.
Nitrogen is present in su cient abundance for CARS thermometry at y = 400µm above
the fuel-jet exit plane in all single-laser-shot CARS images, as a result of high rates of air
transport toward the fuel source by the toroidal vortex system.
Temperature and O2/N2 ratio data were obtained from library fits of the type shown
in figures 59b-59d using the collisional model developed from the flat-flame reference obser-
vations in Appendix F. Our method provides rotational temperatures, which are expected
to be in equilibrium with the vibrational temperature for the weakly ionized DBD plasma
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Figure 59: (a) An image of a single-shot with examples of spectrum with theoretical fits and
residuals at heights of (b) 0.9, (c) 2.9, and (d) 4.9mm above the burner surface.
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considered here, as simulation results55 indicate that the fraction of vibrationally excited
particles is just 10 7. This is inconsistent with the SRS thermometry presented earlier, al-
though this is most likely due to the issues with the vibrational temperature measurements
with SRS. H2/N2 mole-fraction measurements were obtained from the spectrally integrated
intensities of the H2 S (0) transition and all N2 transitions in the range J = 7-42. An expres-
sion for the H2/N2 mole-fraction ratio can be derived from Eqs. 17-20 by considering each
transition individually and noting that the optical power emitted from each J transition can
be obtained by integrating the squared amplitude of Eq. (4) over time. If we then consider
the relative signals of the single S (0) transition in H2 and sum over all transitions of interest
in the N2 S-branch spectrum, one obtains
XH2
XN2
=
s
SH2
SN2
✓
( 0)2N2
( 0)2H2
◆
s
⌃J
✓
3(J+1)(J+2)
2(2J+3)(2J+1) [Nj   (2J+1)2J 0+1 NJ 0 ]N2
◆2
f(⌧, t, J)
(NJ=0  NJ=2/5)H2
. (21)
where S is the spectrally integrated CARS intensity for the species indicated and
f(⌧, t, J) = exp
✓
( t)2
16log2
 2J
◆
exp(  J⌧) (22)
is an expression that accounts for the decay of the N2 contribution to the coherence at probe
delay, ⌧ , as well as the decay of the coherence over the finite-duration,  t, of the assumed
Gaussian probe laser pulse. CARS spectra for probe pulse delays from ⌧= 50-400 ps, recorded
within the fuel-rich interior of the DBD-burner flame, are shown in figure 60. The decay of
the N2 contribution to the spectrum at Raman shifts ! < 300 cm 1 is much more rapid than
the H2 S (0) line at ! = 354 cm 1. Based on this result, we have made the approximation
that  J=0=0 for the H2 S (0) transition in the derivation of Eq. 21.
5.3.4 fs/ps CARS Results
Single-laser-shot profiles of temperature, O2/N2 , and H2/N2 obtained at four select radial
locations within the DBD-plasma-assisted flame are shown in figure 61 to demonstrate the
amount of information gleaned from the spatial/spectral images using both the model fits
and Eq. 21. Significant, detectable N2 signal is observed in the very near field of the fuel
jet at r = 0, y = 0, indicating a strong net transport of nitrogen, and likely product water
vapor, through the flame front and penetrating to the fuel source itself. Detectable O2 is not
observed on the fuel side of the high-temperature zone, as oxygen is consumed entirely by
the flame, while H2 is not detected past r = 8mm. The reported O2/N2 values in figure 61
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Figure 60: (a) Single-shot spectra for increasing probe delay and (b) the exponential fits to
the coherence-decay data normalized to the hydrogen line at a delay of 50 ps showing the
decay time of N2 compared to that of H2.
below the reaction zone for r = 0mm and r = 5mm are at the detection limit of the system
around O2/N2 = 0.04, determined by a correlation plot of temperature and O2/N2 values
throughout the flame.
The dynamic range of the CARS instrument is adjusted with radial position by means of
the probe delay in accordance with figure 57 and the corresponding discussion. At r = 0mm,
the low-temperature regions above y = 4mm do not saturate the detector because the cold-
gas distribution is located in the lower intensity tails of the laser sheet profile and the CARS
signal strength decreases towards the edges of the detector. We use the laser-sheet profile
to our advantage in these center radial locations, out to r = 8mm, where a probe-pulse
delay of ⌧= 100 ps could be employed to enhance signal levels in the hot-gas zone, while
avoiding detector saturation in the cold-gas region. Conditions at more radially outward
locations were characterized by increased levels of unsteadiness associated with proximity
to the meandering toroidal vortex, and the curved reaction zone of figure 57. Both of these
conditions resulted in encroachment of the cold-gas zone into the high-intensity center of the
laser-sheet profile and necessitated improved CARS dynamic range, prompting longer probe
delays, such as ⌧= 450 ps at r = 13mm in figure 61.
We collected 500 single-laser-shot CARS images, similar to figure 61, at each radial
location. Spectra containing saturated detector pixels or with a peak signal level below
800 detector counts were discarded, as were data which showed poor fitting residuals. The
resulting single-shot data yield was greater than 95% over the vast majority of measurement
locations, with a small number of measurement stations (less than 10% and confined to the
outer edges of the region of interest featuring the longest probe delays and the lower intensity
tails of the measurement volume) exhibiting up to 50% data dropout. Mean values, averaged
over all valid laser shots, for all three scalars of interest are shown in the contour plots of
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Figure 61: Single-shot realizations of temperature, O2/N2, and H2/N2 in the DBD-plasma-
assisted H2 di↵usion flame at radial positions of (a) 0, (b) 5, (c) 8, and (d) 13mm.
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figure 62. The slight lack of symmetry in the mean contours is likely due to sampling error
associated with the finite number of measurements acquired at each radial position, and also
a result of changes to the burner surface temperature over the course of the experiments.
Figure 62: Contour plots of quantities of interest for the 1 L/min, 8.75 kV hydrogen di↵usion
flame.
Enforcing symmetry by averaging both sides together produces figure 63, which shows
both the mean quantities and the associated rms fluctuations derived from what is now
e↵ectively 1000 laser shots at each radial location. The overall temperature distribution
displays a dome-like shape that is consistent with the water-vapor emission image shown in
figure 57, and the ±15mm radial domain of the measurements captures the spatial extent of
the mean structure in the high-temperature region that results from the plasma- augmented
collapse of the di↵usion-flame. Peak mean flame temperatures range from T = 2100-2200K
for r < 8mm, where the displacement of the high-temperature zone from the cold quartz
substrate is maximized, down to T ⇠1400K at r = 15mm, where increased mixing of hot
combustion gases and surrounding air potentially combine with heat loss to the quartz burner
substrate to reduce the mean temperature.
The corresponding structure for the mean O2/N2 contours exhibits a typical flame-front
behavior, with O2 consumed to zero values in the high-temperature reaction zone and steadily
increasing to values in excess of 20% O2/N2 on the lean side of the flame. Some increase
in mean O2/N2 to near 10% levels is observed near the quartz surface for r = 10-15mm,
which is potentially a result of elevated levels of unsteady mixing in this region, but is
also impacted by decreased sensitivity to O2 at the longer probe-pulse delays used here as
well, as suggested by the sudden jump in the O2/N2 contour at r = 10mm. In general,
the fluctuating quantities for r  10mm should be viewed with some caution because of the
increased probe time delays of ⌧= 300 and 450 ps used there. At these delays the CARS
signal-to-noise in flame gases is decreased by 3-4⇥ and the magnitude of the O2 signal has
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decreased significantly as a result of the rapid collisional dephasing discussed in Appendix
F.
(a) (b)
Figure 63: Contour plots after symmetry was enforced for both the (a) average and (b) the
rms-fluctuating quantities.
The H2 fuel is consumed within the first 2-3mm of vertical extent and does not penetrate
radially beyond r ⇠7-8mm. Detection of H2 only near the fuel-tube exit and the flattened
profile of the H2/N2 contours is consistent with observations of cold hydrogen in the schlieren
imaging presented earlier in figure 25a. The structure of the mean fuel distribution demon-
strates the impact of the plasma-induced body force e↵ect of the DBD, which results in a
radially outward fuel flow and collapse of the reaction zone to the horizontal structure seen
in the mean temperature field. A fundamental debate regarding the significant reduction in
flame surface area associated with the plasma-assisted collapsed flame structure has dealt
with complete consumption of the fuel within a very small region close the jet origin vs. a
radially outward ejection of unconsumed fuel. Our H2/N2 data suggest the fuel is completely
consumed, although measurements closer to the burner substrate are required to fully con-
firm this observation, as our first data points are 400µm o↵ the quartz substrate, and it is
possible that H2 at levels below the CARS detection limit may be present external to the
stoichiometric surface.
Root mean-square fluctuations of the measured quantities are shown in figure 63, with
associated histograms that approximate the probability density of the scalar fluctuations
throughout the flame are displayed in figures 64-66. The temperature and oxygen fluctua-
tions generally follow a typical di↵usion-flame structure, with very low values near the fuel
source, where the temperature is stable and there is little or no O2 present. In contrast,
H2/N2 fluctuations are at a maximum closest to the fuel nozzle and monotonically decay
with distance from the source. Root-mean-square fuel fluctuations near the fuel source are
5⇥ larger than the measurement noise associated with stability of the CARS pump/Stokes
pulse spectrum as quantified by observation of single-laser-shot nonresonant CARS spectra
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acquired in argon. Closest to the fuel tube exit, at r = 0mm, y = 0.4mm, the pdf of the
H2/N2 fluctuations is broad and represents a nearly uniform distribution, evolving consis-
tently to a more Gaussian shaped, narrow structure with increasing distance from the fuel
tube. This result is atypical of unsteady or turbulent di↵usion flame structure, where scalar
fluctuations are at a minimum in the very near field.
One plausible explanation for this atypical result lies in the highly unsteady flowfield,
which is well-visualized in the schlieren imaging of the flame in figure 25a. The fuel side
toroidal vortex brings large amounts of air to the flame front, where O2 is consumed entirely.
Vigorous, unsteady transport brings N2 through the reaction zone and to the fuel source,
where significant nitrogen signal is observed in the single-laser-shot CARS images of figure
61. Pressure fluctuations from the nearby unsteady flame structure, which result in clearly
audible sound emission from the flattened, plasma-assisted flame may additionally propa-
gate back to the fuel tube to induce a fluctuating component to the fuel flow, but further
experimentation is required to confirm this e↵ect. The unsteady transport of N2 to the fuel
source and any unsteady component to the fuel flow itself would then both contribute to the
high levels of H2/N2 fluctuations and associated broad pdf structure in the near field to the
fuel tube. This is consistent with the previous SRS concentration measurements, showing
how the then internal toroidal vortex acts to bring product and inert species back to the fuel
tube.
Temperature fluctuations in this near-field region remain dampened, however, because
the H2/N2 ratio is generally large at ⇠5-8 near the tube exit, so that the low-enthalpy of
the cold fuel dominates the unsteady temperature fluctuations convected with high-enthalpy
N2 that has been transported through the reaction zone. Simple thermodynamic mixing
calculations (mole fraction weighted specific heats assuming only N2 and H2 species) for N2
at T = 2000-2400 K mixing with preheated H2 fuel at T = 700K are consistent with the
CARS-measured mixed H2/N2 gas temperatures of 900-1100K observed in the vicinity of
the fuel nozzle. Further from the source, the second peak in H2/N2 fluctuations coincident
with the peak mean temperature region of the flame at a height of y ⇠4mm results from
measurement noise associated with decreased overall signal levels and population of the N2
J = 44 and 45 transitions at ! = 350.1 and 357.8 cm 1, in close proximity to the H2 S (0)
transition near 354 cm 1.
Histograms of temperature shown in figure 64 are another way to visualize the consistency
of the measurements at certain regions in the flame. For r within 5mm of the fuel tube center,
the variation in temperature at a particular position is low, consistent with the flat flame
configuration closer to the orifice as revealed by the schlieren imaging. Further out radially
however, results in a much larger spread, demonstrating the unsteady nature of the flame,
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Figure 64: Histograms of the temperature fluctuations through the DBD plasma-assisted
flame.
particularly at the reaction zone. The interaction of the toroidal vortex formed outside of
the measurement region with the reaction zone appears unsteady enough to cause these
issues. The intensity distribution in the water vapor emission images appears to confirm this
idea simply with the more gradual variation in intensity to the surrounding air as the radial
position increases.
The O2/N2 histograms in figure 65 show similar trends, where the concentrations are low
and consistent in the fuel rich parts of the flame, but become much more distributed for
further radial locations. The particular case of r = 8mm, h = 4mm shows variations from
near room air concentrations down to ⇠0.05 for just this particular point. Almost the entire
radial location of r = 12mm shares this large distribution except for perhaps the h = 4mm
case, which at this point is now mostly at room air concentrations. Closest to the fuel tube
exit, at r = 0mm, y = 0.4mm, the pdf of the H2/N2 fluctuations in figure 66 is broad and
represents a nearly uniform distribution, evolving consistently to a more Gaussian shaped,
narrow structure with increasing distance from the fuel tube. The unsteady transport of N2
to the fuel source and any unsteady component to the fuel flow itself both contribute to the
high levels of H2/N2 fluctuations and associated broad pdf structure in the near field to the
fuel tube as discussed previously.
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Figure 65: Histograms of the oxygen fluctuations through the DBD plasma-assisted flame.
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Figure 66: Histograms of the hydrogen fluctuations through the DBD plasma-assisted flame.
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5.3.5 Foreign Gas Collisions
The decay of the resonant pure-rotational CARS signal is governed by the collisional dephas-
ing of the resonant species with itself and foreign species. In the DBD burner, those other
species are limited to hydrogen, oxygen, and water vapor, thus knowledge of the dephasing
characteristics of those species on nitrogen, the main molecule utilized in the thermometry
calculation, is necessary. This dephasing is defined by the exponential decay governed by
the linewidth of the species,  , for a particular rotational level, J (note that Appendix F
describes how oxygen does not decay exponentially, but this discussion is limited to nitrogen
thermometry). These linewidths are calculated by summing the columns of the relaxation
matrix populated by the modified exponential gap (MEG) model, defined in Eq. 23 where
↵,  ,  , and n are all MEG parameters that are fit to experimental data. Other variables
are Ei, representing the energy of a particular rotation level, k is the Boltzmann constant,
T the gas temperature, P the pressure of the system (note that in Albuquerque the pressure
is 0.81 atm), and f(n) is a temperature pre-exponential factor.
  = ↵f(n)P
"
1 + 1.5 EikT  
a+ 1.5 EikT
#2
e
   E
kT (23)
In the code used for the results, only self collisions, or N2-N2 collisions were utilized,
as nitrogen was the predominant species in most locations outside of the fuel rich region
near the fuel orifice. To better understand the error associated by neglecting collisions with
other species, the model must be expanded to include how the nitrogen linewidths vary with
collisions with other molecules. Values for the MEG parameters that govern the linewidths
of nitrogen a↵ected by other species are tabulated in table 9 for N2-N2 collisions123 and
N2-H2O collisions.133 Values of N2-H2 linewidths are fit directly from data from Bohlin
et al.134 as shown in figure 67a, with a comparison with all the linewidths considered for
various rotational states of nitrogen and gas temperatures shown in figure 67b. Note that to
simplify the process, the N2-O2 linewidths were considered to be equivalent to the N2-N2 self
collisional linewidths. Also, the N2-N2 and N2-H2O linewidths were measured in Q-branch
spectra, while the N2-O2 measurements and those in this work are the S-branch.
Using these adapted collisional models and Eqs. 17 - 20 from Section 5.3, “real” spectra
are generated synthetically along the equivalence ratio domain of a hydrogen/air mixture
assuming adiabatic equilibrium135 as shown with the temperature and species mole fractions
in figure 68a. For each equivalence ratio, the mole fractions of species are weighted with their
coinciding collisional linewidths with nitrogen to produce a particular mixture linewidth for
that particular species/temperature combination. The N2-H2 linewidths were interpolated
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Table 9: MEG parameters for N2 self collisions and collisions with H2O
Parameter N2-N2 N2-H2O
↵ 0.02646 0.0279
  1.85 1.9
  1.199 0.78
n 0.1381 1.42
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Figure 67: (a) Simple, linear fits to N2-H2 linewidths and (b) the linewidths used for the
uncertainty calculations for the temperature measurements.
between the sets provided in Bohlin et al.,134 with any temperature > 1466K just remaining
on the linewidths given for 1466K. Then, these spectra are fit with a model that only assumes
N2 self collisions, with the results for two di↵erent probe delays of 100 and 450 ps, the ones
used most in the actual experiment as shown previously in figure 57. These results are
plotted with the actual temperature and as a percent error of the local value in figure 68b,
demonstrating that the N2 self collisions constantly under-predict the gas temperature across
the equivalence ratio domain. As expected, errors are magnified at longer probe delays, as
the molecules have more time to collide and dephase; thus if the dephasing model is wrong,
the error will only amplify with time. Luckily, the errors are predominantly in regions with
high fuel content - regions for which the shortest probe delays of 100 ps were used in the
experiment.
Utilizing the results in figure 68b as an error library, the temperature measurements in the
DBD burner were addressed directly as shown in figure 69. Knowing the probe delay for each
radial position, determining which side of   = 1 the particular data point was on (i.e fuel rich
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Figure 68: (a) Equilibrium results for a H2-air di↵usion flame at atmospheric pressure and
(b) the resulting error as a function of equivalence ratio and probe delay when CARS spectra
matching the equilibrium values are fit with a model assuming only N2-N2 collisions.
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or lean), and knowing the measured temperature at each particular point, the error library
could be interpolated over to estimate the error at each location in the flame. The results
of this process are shown in figure 69b, depicting the measured CARS temperature, the
estimated percent error, and the corresponding magnitude of the error for each measurement
position. The results agree with the trends discussed previously, where the majority of the
error is found in fuel rich regions close to the burner surface near r=0mm and in regions with
longer probe delays outside of the main reaction zone. The maximum magnitude in error is
restricted to the higher temperature regimes in the 450 ps delay locations with magnitudes
reaching ⇠50K. Note that these errors would propagate through to the corresponding species
measurements, as there is a Boltzmann (or temperature) correction factor that accounts for
changes in the spectral weighting. The word error is used in this section as opposed to
uncertainty, as I’ve knowingly only used a N2-N2 collisional model while knowing the other
species concentrations.
5.4 Temperature Summary
As discussed in the introduction to this chapter, di↵erent temperature and species techniques
were utilized to examine di↵erent parts of the flame, including absorption measurements of
OH and H2O that are found in the appendix. This section aims to briefly compare the
methods and the results in the DBD burner.
The best technique for gas phase thermometry is CARS. Having a single-shot, spatially
resolved technique to probe both temperature and relative species concentrations based on
relative line strengths is a very powerful tool in these combustion environments. Some
applications, dependent on the repetition rate of the laser system, can be time-resolved as
well. However, the CARS experimental setup is expensive and complicated, although 2-
beam CARS simplifies the process. SRS is similarly powerful in that it is a direct measure of
the rotational or vibrational energy levels of a particular molecule. It can also be spatially
resolved and as opposed to CARS very simple to setup, but the scattered signal is very
weak and thus will always be time averaged over many laser shots, preventing any time
resolved measurements. Rayleigh scattering as used in this work is not as clean cut as
the Raman techniques, as the measurement is simply an intensity based on the species
and temperature rather than directly probing energy levels. This significantly increases the
uncertainty and cannot be utilized for thermometry alone unless it’s used in a constant
species environment. The absorption measurements found in the appendix are always path
integrated, thus limiting their direct use in a system such as the DBD burner. However,
they’re still an excellent way to view minor species and can be time resolved with new high
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Figure 69: (a) Initial conditions of probe delay, fuel rich or fuel lean and the percent error
in temperature. (b) The average temperature, the percent error and the magnitude of that
error.
92
frequency ramped diode lasers.
A comparison of the rotational gas temperature from N2 and O2 (CARS), N2 and H2
(SRS), and OH (absorption) is detailed in figure 70 for the DBD burner at 9 kV at a height
of 2mm above the burner surface. The CARS measurements are the average of 500 shots, the
SRS results are the accumulation of 500 shots, and the OH absorption measurements are the
average of six 1 s exposures. The highest temperature for this height is roughly 2000K for all
the techniques used. The scatter in the SRS measurements is due to the weak signal strength
and reliance on one fit to the accumulation of 500 laser shots in an unsteady collapsed flame.
However, one point of interest is the bump in fitted temperature around r = 25mm, perhaps
close to where the external vortex of hot product species rises o↵ the quartz surface. The
line-of-sight OH measurements match the highest temperature locations, but otherwise fail
at recreating the actual temperature profile. The addition of an Abel inversion, while also
correcting for optical depth and considering the long exposure time, lead this method to be
the least accurate of the set examined here.
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Figure 70: Comparison of the gas rotational temperature from CARS, SRS, and OH absorp-
tion for 2mm above the burner surface for the 9 kV flame case.
Shown in figure 71, the Raman thermometry results for four di↵erent flame cases (0, 4, 5,
and 9 kV) are compared with equilibrium predictions on a temperature versus H2/N2 axis.
By making this comparison, I am not saying the flame is in equilibrium, but rather I am
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simply providing a reference for a H2-air system. Overall, the CARS results are fits to single
shots and thus there are a lot more data points for that particular measurement at 9 kV. The
SRS measurements just have one fit per spatial location and therefore have less overall data
points. The SRS data has more scatter than the CARS measurements and reaches higher
concentrations of H2. All the SRS measurements contained a relatively fuel-rich core, as
they were cases with an internal toroidal vortex, while the CARS measurements were for the
collapsed flame specifically where the fuel is more intensely driven out radially against the
quartz surface. Peak temperatures for each case are around 2400K, and in general follow a
similar correlation with the H2/N2 ratio.
Figure 71: Correlation plots of temperature with respect to H2/N2 for the CARS and SRS
measurements in comparison to equilibrium predictions.
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6 Electric Field Measurements: Second Harmonic Gen-
eration
Knowing the average flow velocity, temperature, and species concentrations of the three
flame regimes of interest is really just a measure of the e↵ect of the DBD on the flame itself.
Those results are the symptoms of this underlying body force e↵ect that acts to turn the
nominally axial fuel jet into a radial jet. Spatially and temporally resolved electric field
measurements by means of the electric field induced second harmonic generation (EFISHG)
technique are described in detail in this chapter with the goal of explaining the observed
induced flow on the flame. However, measurements are limited to quiescent air and cold flow
applications without the flame. Examples in a flame are shown in Chapter 7.
6.1 Theory of EFISHG
This technique can be explained as a nonlinear mixing process dependent on the third-order
susceptibility tensor,  (3), as shown in Eq. 24:
P (2!)i =
3
2
N (3)eff ( 2!, 0,!,!)E(F )j E(!)E(!) (24)
where P (2!)i is the induced polarization of the second harmonic beam, N is the number
density of the gas, E(!) is the electric field of the probe beam, and E(F )j is the electric field
to be measured.42 The ‘four’ beams for this mixing process are really just one laser beam at
frequency ! which in reality occupies two beam slots in the equation with the ‘frequency-less’
external electric field acting as the third beam, disrupting the symmetry in the isotropic gas
allowing for the generation of the second harmonic at 2! (normally forbidden in symmetric
and homogeneous media). This simple formulation also leads to a trivial phase matching
scheme where the generated coherent second harmonic signal appears right on top of the
input probe beam.
This technique has been shown to be species independent2 and wavelength independent36
which is encouraging for use in combustible mixtures of multiple molecules and existing flame
emission lines. Variability of the probe wavelength (accomplished by tuning the output of
the fs OPA) also allows for one to adjust the second harmonic generation to a spectral
range void of flame or plasma emission. The measured signal intensity is proportional to the
polarization squared and thus goes as:36
I2! / AN2(EExt)2(Ipump)2 (25)
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where I2! is the intensity of the second harmonic beam, A is a calibration factor that includes
the measurement length and the e↵ective susceptibility, EExt is the external electric field,
and Ipump is the intensity of the fs pump beam. All measurements presented in this work are
at room temperature, thus negating any number density e↵ect, but the measurement length
will be a point of concern as discussed later.
This e↵ective susceptibility is really a combination of the first and second hyperpolariz-
abilities of the gas mixture (  and   respectively) and can be written as41,42
 (3)eff =   + µ /3kT (26)
where µ is the permanent dipole moment, k is the Boltzmann constant, and T is the gas
temperature. For the simple diatomic molecules featured in this work, none have a permanent
dipole, thus the only component of interest is the fourth rank tensor,  . Cartoon examples
of the SHG of symmetric diatomics and the polyatomic water vapor molecule are shown in
figure 72. The work here focuses on the component analysis of the electric field, and thus the
isotropic average of the component of   parallel to the desired electric field component, or
 ||. However, in the static limit, the isotropic average of the perpendicular component of the
second order hyperpolarizability,  ?, is a factor of 3 less than the parallel component, or  ||
= 3 ?.41 This leads to an unwanted signal contribution from the perpendicular component
if not properly mitigated with a polarizer.
The EFISHG signal can be optimized by adjusting the pump beam polarization to match
that of the desired electric field component (i.e. match  ||). Given that the signal is a func-
tion of the polarizability squared, the resulting relative signal, from parallel polarization to
perpendicular, becomes 9:1 due to the  || = 3 ? relationship. This relative signal di↵erence,
or IR, is shown in Eq. 27 where ↵ is the angle between the pump beam polarization and
the electric field direction.38 Setting the polarization of the EFISHG pump to match the
component of the electric field, thus ↵=0o, the signal will be maximized. However, set-
ting the polarization perpendicular to the electric field, ↵=90o, will not completely diminish
the resulting signal, showing only an upstream polarization optic is not enough to isolate
particular electric field components.
IR = (3cos↵)
2 + (sin↵)2 (27)
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Figure 72: Cartoon of the EFISHG process, showing how (a) molecules with a permanent
dipole moment can generate the second harmonic without the need for an external electric
field, and (b) how an electric field can induce asymmetry in normally symmetric molecules,
allowing them to vibrate and create a pathway for the second harmonic generation.
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6.2 Experimental Setup
Figure 73 is a schematic of the side and top views of the actuator detailing the major
diameters of the electrodes, example measurement locations above the quartz surface for
the EFISHG measurements, and the definition of the desired components of the electric
field with respect to the standard axisymmetric (r,z) coordinate system. Measurements were
performed at various radial locations, with the closest to the surface being z = 0.7mm and
in increments of 1mm above that.
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Direction
Figure 73: Depiction of both the side and top views of the DBD actuator. The side view
provides the relevant coordinate system and the definitions of vertical and horizontal electric
fields, along with an example of the line-of-sight measurement locations. The top view details
the ring electrode, providing major dimensions and an example of the laser beam path above
the actuator surface.
The rather simple, single-beam experimental setup is presented in figure 74 with features
of the major polarization components and the 4-wave energy level diagram (3 photons, one
frequency-less electric field). The source of the EFISHG pump beam is a fs OPA (Light
Conversion TOPAS) pumped with a 35 fs Solstice Ace amplifier from Spectra-Physics. The
output is nominally 35 fs at 1200 nm with up to 400µJ per pulse at 1 kHz in the current
configuration. An IR pump beam was selected to ensure the corresponding SHG at 600 nm
was optically isolated from the plasma itself and for use in coupled CARS experiments. Due
to the use with CARS, the 1200 nm beam passes through a series of delay lines and an up-
telescoping lens system before entering what is shown in figure 74, with each surface or lens
possibly adding parasitic SHG to the EFISHG pump beam.
Upstream of the DBD actuator, the horizontally polarized (p-polarized) pump pulse
passes through an f = 750mm focusing lens followed by a half waveplate to optimize the
pump polarization for the measurement of a specific electric field component (shown as
horizontal-to-vertical or P-to-S in figure 74). The beam is then reflected towards the DBD
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actuator with a dichroic and passes through a longpass filter to help clean up any parasitic
SHG from the OPA or any previous lenses/mirrors. At the measurement region, the EFISHG
signal is generated at the same component as the applied electric field, denoted in the figure
as an angle ↵ o↵ of the incoming pump beam. Downstream of the actuator, the EFISHG
signal is separated out from the fundamental by use of a dispersion prism, custom dichroic
mirror, and a shortpass filter in front of a PMT. A plate polarizer is used to isolate specific
components of the electric field, depicted again as the vertical component in the cartoon
example.
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Figure 74: Experimental setup of the EFISHG technique with detailed depictions of the
major polarization components and the energy level diagram. (HWP = half waveplate, LPF
= longpass filter, DP = dispersion prism, SPF = shortpass filter)
The signals from the photodiode collecting the fundamental pulse, the PMT collecting
the EFISHG signal, and the high voltage probe measuring the driving AC voltage are all
collected on a 1GHz oscilloscope, set to trigger for each PMT signal. With an AC DBD,
there was negligible signal noise on the PMT, unlike those reported with a ns pulser.36 Note
that the driving frequency for the DBD actuator was 18 kHz while the laser system operates
at 1 kHz, thus after every acquisition, 17 other periods occur before the next datapoint is
collected. All measurements presented are thus pseudo time-resolved, as while they are
presented as measurements along 1 period, they are actually measurements from di↵erent
periods stitched together. In reality, the DBD frequency was adjusted slightly day to day by
⇠ 2Hz in order to maintain a slight mismatch in the driving and acquisition frequencies to
allow the acquisition to move slightly along the driving AC period from shot to shot.
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To test the EFISHG system, a simple copper plate-to-plate geometry was attached to
the same AC driving voltage used for the DBD actuator. The plates were mounted 1 cm
apart and the current was monitored to make sure the system remained electrostatic (i.e.
no discharge current). These calibration plates could be mounted horizontally or vertically
to help isolate specific components of the electric field. Single-shot horizontal EFISHG
signals (defined as matching horizontal calibration plates and horizontal laser polarization)
are shown in figure 75a from the remaining parasitic SHG (from lenses and polarization optics
in particular) even after the longpass filter at 0 kV/cm, through the nominally quadratic
signal dependence on applied electric field up to around 4 kV/cm, to a regime where the
PMT becomes saturated around 5 kV/cm. Figure 75b demonstrates this quadratic signal
dependence for both the horizontal and vertical configurations (defined as vertical calibration
plates and vertical polarization), as well as the saturation e↵ects of the signal as it approached
higher voltage-to-gap ratios. However, all measurements in the DBD actuator were well
below this saturation regime of the PMT; thus saturation e↵ects were ignored for the actual
measurements.
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Figure 75: (a) Single-shot EFISHG examples from the parasitic SHG from the 35 fs beam at
0 kV applied potential up to where the signal on the PMT is saturated near 5 kV. (b) Cali-
bration curves for both the horizontal and vertical polarization/components. Dots represent
single laser shots with the curves giving quadratic fits to the data below 4 kV.
A crucial component to the EFISHG technique is the measurement length of the system
which is hidden in the A calibration term from Eq. 25. For the rather long focal length of
750mm chosen for this experiment, the signal generation region along the beam propagating
direction is quite long with respect to the DBD actuator as shown in figure 76a for three
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di↵erent input pulse energies. These measurements were performed by switching one of the
plates in the plate-to-plate calibration setup with a needle, ideally creating a point source
of electric field, and scanning the now needle-to-plate calibration stand along the beam
propagating direction. The plate-to-plate measurement length was determined by rotating
the plates 90  with respect to their configuration during the calibration and scanning the
plates vertically through the pump beam in order to determine the measurement length in
the beam propagating direction during the actual calibration.
Clearly there is a mismatch in the measurements lengths, with the calibration plates
being slightly smaller than the diameter of the ring electrode from the DBD actuator. The
overall measurement length change with respect to pulse energy appears negligible for the
energies tested. The original desire was to obtain a smaller measurement length by use of
a shorter focusing lens,2 but continual issues with generating plasma in air and unexpected
dips in the signal response with position along the beam encouraged a longer focal length.
This limits the measurement to essentially line of sight, integrated over the entire surface
of the DBD actuator. For this radially symmetric system, it complicates the measurement
of the horizontal component of the electric field in that the measurement is really just a
component of the radial electric field in the horizontal direction as defined earlier in figure
73.
Figure 76b depicts the EFISHG signal response as a function of the upstream waveplate
angle and the downstream polarizer in front of the PMT. For some arbitrary, but constant,
polarizer angle, the signal follows the predicted 9:1 ratio with respect to input beam po-
larization as discussed earlier with Eq. 27. The highest amplitude occurs when the input
polarization matches the external field orientation, with the minimum signal appearing when
the polarization is normal to the field orientation. This suggests that a waveplate upstream
of the measurement region is not enough to isolate components of the field, as some of the
perpendicular field will always be present. However, a downstream plate polarizer will com-
pletely diminish the polarization normal to the desired field orientation as shown by the
signal response with respect to the polarizer angle.
To set the EFISHG instrument to observe only a particular component of the electric
field (horizontal or vertical), the following procedure was performed. For the case where
the desired component is vertical, the calibration plates are mounted horizontally and the
signal on the PMT for an arbitrary polarizer position is maximized by use of the upstream
waveplate. The plate polarizer is then rotated until the signal disappears, thus completely
neglecting the horizontal polarization/component of the external electric field. Then the
calibration plates are mounted vertically, in the same direction as the desired electric field,
and the signal is again maximized by rotation of the upstream waveplate. Rotation of the
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Figure 76: (a) Measurement length of the EFISHG technique as a function of pulse energy
in relation to the physical dimensions of the DBD burner. (b) EFISHG signal as a function
of angle for both an upstream HWP demonstrating the 9:1 signal ratio and a downstream
plate polarizer showing complete extinction of the opposite polarization.
waveplate did not result in any noticeable spatial movement of the beam with respect to the
measurement region.
6.3 Results
Due to these measurement length issues and discrepancies in the actuator surface with respect
to radial position, the data are presented as line-of-sight raw signals for the vertical and
horizontal components of the electric field. The response from the PMT is a negative signal
for increasing light, therefore for all DBD actuator measurements the results are left as
negative magnitudes. Even with this limitation, the raw data alone tells a significant story
in the operation of this DBD actuator in both ambient air and in cold flow operation.
The results are split between measurements in ambient air and measurements with the
cold flow of H2 and N2. Ambient air was tested as a reference case, describing the natural
behavior of the DBD as if it was an actuator, not a burner with the flow of fuel. The cold flow
test cases are to describe the behavior of the actuator without combustion, thus simplifying
the problem. The goal is to determine if these measurements can help explain the radial
ejection of flow from the fuel orifice, with the results explained and summarized in the Body
Force Analysis discussion of section 6.3.3.
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6.3.1 Ambient Air Results
The vertical component measurements of the electric field are displayed in figure 77 as both
a contour map with the positions related to the physical dimensions of the actuator and
as individual lines for each height at an applied potential of 8.6 kV. For clarity, each point
represents the average of 10 laser shots and thus restricts the temporal resolution. Even
as line-of-sight data, the bulk of the signal appears over the ring surface area with almost
negligible signal present at r = 0mm. This is a rather confusing result, as any line-of-sight
measurements at r = 0mm would still cover the ring, but also passes over open air at the
orifice and the region of quartz without a ring present suggesting a strong bias in measured
electric field when the beam passes over the dielectric surface as opposed to open air. Even
moving the burner along the beam direction when positioned at r = 0mm did little to
increase the signal. These issues prevent the use of an Abel inversion to look at the data
from a radial point of view. All measurements show a signal decay as a function of height,
with the maximum signal appearing just on the inside of the ring surface area, corresponding
to the region with the highest coverage of the ring electrode.
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Figure 77: The line-of-sight vertical component of the electric field as a function of position
at a specified time presented as both a (a) contour plot showing the relevant positioning
with respect to the actuator, and (b) line-out plots for each height. Each dot is the average
of 10 laser shots.
The corresponding horizontal component is shown in figure 78 for a similar applied po-
tential. Unlike the vertical measurements, the horizontal component diminishes over the top
of the ring and is maximized at the edges of the ring. The value at r = 0mm is zero, as
the component of the radial electric field is aligned with the laser propagating direction at
that point. Note that these magnitudes are just the components of the radial electric field.
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Not present in the vertical data, there is a slight lack of symmetry on either side of r =
0mm, suggesting an issue with the edge of the copper ring on one side or the other. This
could also be due to a slight bias in the position of the tube electrode to one side or the
other. Sub-millimeter precision is di cult with positioning of the tube, and the response of
electrons to an applied field doesn’t need much to generate a bias. Regardless, comparison
of figure 77a and figure 78a provides confidence the polarization suppression technique for
the isolation of particular electric field components is indeed working, as for the same spatial
locations di↵erent intensities are recorded corresponding to either directly above the ring
(vertical) or at the edges (horizontal) of the ring.
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Figure 78: The line-of-sight horizontal component of the electric field as a function of position
at a similar time to the vertical measurements in figure 77. These are again presented as
both a (a) contour plot showing the relevant positioning with respect to the actuator, and
(b) line-out plots for each height. Each dot is the average of 10 laser shots.
It’s important to remember the above measurements are line-of-sight and weighted by the
signal generation in the measurement length over the burner (and more importantly the ring
electrode) surface. To visualize this, figure 79 shows the signal magnitudes from the previous
contour plots with respect to the where the laser was traveling over the top surface of the
ring electrode. In general, this depiction shows the importance the measurement location
with respect to the ring electrode. For the vertical components, it appears the maximum
signal corresponds with the measurement position that integrates over the ring electrode for
the longest physical length. The horizontal measurements, again just a component of the
radial electric field, are strongest at the edges where the radial component is mostly in what
is defined as the horizontal direction. There is a gap in signal when the laser beam is far
enough away from an edge that has a tangent in the horizontal direction.
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Figure 79: Figure demonstrating the line-of-sight measurements of the EFISHG technique
over the DBD burner. Dashed lines represent the locations of the maximum vertical signal
and the begin of the rise in the radial signal. Note that due to the di↵erent path lengths
over the ring, individual magnitudes can not be directly compared to those measured at
a di↵erent spatial location. In addition, the vertical and horizontal magnitudes cannot
be directly compared either due to the di↵erent polarizations used and the corresponding
di↵erence in the calibration curves.
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The spatial results tell us little more than the electric field components are related to the
physical positions/dimensions of the ring electrode. More detail is hidden in the temporal
behavior of the electric field during an AC period. Taking particular measurement positions
and looking at the raw data in time provides plots like those featured in figure 80 for both
the vertical and horizontal components of the electric field. Overall, the signals peak at the
peak applied potentials, but depending on the physical locations, they don’t always peak to
the same value on the positive and negative AC sections. For example, in both plots the blue
curves represent positions far from the actuator orifice and appear symmetric with both the
positive and negative applied potentials. However, the red curves, signifying positions closer
to the orifice and thus close to the plasma emission, are not symmetric with positive and
negative sides. The lack of symmetry for the same magnitude of applied voltage, suggests
some mechanism of shielding of the electric field.
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Figure 80: EFISHG signals as a function of time for two radial positions for both (a) the
vertical component and (b) the horizontal component of the electric field. Both plots are
single shot measurements at h = 0.7mm. For both cases, the blue curves are in regions of the
DBD burner where the field is electrostatic and thus appear symmetric in time. However,
the two red curves are in regions where the DBD burner is not symmetric, resulting in a
mismatch of amplitude and a phase shift in the signal.
Applying this concept from figure 80 to all the radial locations by scanning through the
positive (red) and negative (blue) sides of the AC period and picking out the maximum
signals provides figure 81. For both the vertical and horizontal components, the positive
going signal is stronger for measurements taken within r < 10mm, or again measurements
close to the actuator orifice and near the plasma. Farther away results in the peak values
matching one another, suggesting an electrostatic electric field when away from the charged
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species near the orifice.
To explain what is happening, one must understand the movements of the charged species
during both the positive and negative going sections. For the positive going side, the ring is
the high voltage electrode, thus the tube appears as the negatively charged electrode which
attracts the positively charged ionized species. The tube electrode is exposed, so the ion
charge e↵ectively goes to zero once it hits the electrode and reaching the ground of the circuit.
The electrons in turn are repelled towards the positively biased ring electrode, constantly
trying to counteract the driving applied potential. However, because the ring is encapsulated
in quartz, the electrons just deposit themselves on the quartz surface, never actually making
it to the ring electrode. This leads to a negative surface charge accumulation on the quartz
for the positive going cycle.
(a) (b)
Figure 81: Plots of the maximum signal level throughout the positive (red) and negative
(blue) sides of the AC driving period as a function of position on the burner for both the
(a) vertical and (b) horizontal components. For both cases, either the red case is larger in
magnitude or they are equal in magnitude.
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Once the driving potential stops increasing, the charge accumulation of the quartz surface
will match that of the applied field and the discharge will shuto↵ like that from times 3 to
4 and 9 to 10 as shown much earlier in figure 11. Then, as the applied voltage to the
ring electrode decreases, the roles of the tube and ring electrode are reversed, as the ring
becomes the negative charge, repelling the accumulated electrons from the quartz surface to
the exposed tube electrode. These electrons start another electron avalanche, generating ions
that now move towards the negatively charged ring electrode. This time the ions accumulate
on the quartz surface and possibly recombine (actual details of this process are unknown with
just this single measurement), while the electrons continue through the circuit to the ground
through the tube electrode. Figure 82 depicts this process for the two driving periods, and
along with the bias featured in figure 81, suggests the accumulation of ions is a stronger
deterrent to the applied electric field than an accumulation of electrons.
However, this thought ignores the space charge present in the measurement gap also
shown in figure 82. The EFISHG technique measures the electric field magnitude, which is
the summation of the applied field and that present in the space charges that directly opposes
the applied field. Decoupling the two with just this one measurement is nearly impossible.
However, the measured field mismatch is accurate if one considers dropping in a charged
species in a particular spatial location. This added charge will have a biased movement
based on the di↵erence in field strength over the AC period. This di↵erence is crucial to the
overall flow behavior, as the timescales of an individual AC cycle are orders of magnitude
faster than the fluid timescale; thus the fluid will not react to any single AC period but
rather any di↵erence that is built up over time such as what is suggested by figure 81. This
discussion will continue with the body force analysis after detailing the cold flow results.
6.3.2 Cold Flow Results
To compare with the ambient air case, 1 L/min flows of nitrogen and hydrogen were studied
as well, only this time just at the z = 0.7mm height above the quartz surface. Previous
filtered Rayleigh scattering measurements provide an example of the cold flow of hydrogen
in an average sense for both 0 and 9 kV of peak applied potential at 18 kHz. The plots in
figure 83 are presented as signal counts, thus only spatial information is relevant for these
measurements.
Similarly to the quiescent air measurements, both components of electric field can be
viewed as a function of peak signal in time for the positive and negative going parts of the AC
period for nitrogen and hydrogen. These measurements were performed with simultaneous
CARS measurements, thus the signal to noise is not as good as before, as now an additional
dichroic mirror is needed in front of the PMT. However, from a comparative point of view,
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Figure 82: Cartoon of the ion and electron movements during the (a) positive going part of
the DBD period and (b) the negative going part. Arrows showing the applied electric field
and the electric field present from the space charge are overlaid on the cartoons, with the
summation of the two being what the EFISHG technique actually measures.
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Figure 83: Average FRS images for the cold hydrogen flow for peak applied potentials of
(a) 0 and (b) 9 kV. Measurements below ⇠0.4mm above the actuator surface are discarded
due to surface reflections. Intensities are left as raw data from the highest concentrations of
hydrogen (blue) to room air (red).
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the data are still interesting, as it appears a flow of both inert and combustion species has
the same trend in signal as a function of time. Figure 84 shows the signals for the vertical
component of electric field, where two major di↵erences appear in the measurements with
the flow of gases. First is the significant spike that occurs around r = 6-7mm in the positive
going signal, and the spike in signal at r = 0mm for the negative going section. Both spikes
and their respective times occur physically in regions where electrons are attracted and ions
are repelled.
Figure 84: Similarly to figure 81, these plots show the maximum vertical signal levels for
quiescent air compared to nitrogen and hydrogen flows for both the positive (red) and neg-
ative (blue) sides of the AC driving period for h = 0.7mm. Unlike the quiescent air case
where the positive going side is always stronger in magnitude, the colors for these plots
are transparent in order to reveal the spatial dependence of the relative signal magnitudes
for the positive and negative going sides of the AC signal. The quiescent air plot does not
perfectly match the previous example as now the signal-to-noise was much lower for these
coupled CARS-EFISHG measurements as opposed to EFISHG alone with the quiescent air
measurements.
Looking specifically at these two spikes provides figure 85, detailing a more time-resolved
comparison of the three signals. Again the case with flowing gas appears on top of one
another, and both deviating from the measurements in quiescent air.
Similar plots are shown in figure 86 for the horizontal component of the electric field.
The only deviation this time appears within the first bump in signal close to the actuator
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Figure 85: EFISHG vertical signal magnitudes as a function of time for quiescent air, nitrogen
flow, and hydrogen flow for (a) r = 0mm and (b) r = 6mm. The EFISHG magnitudes are
twice the actual raw data magnitudes for clarity.
orifice. Instead of being biased towards the positive going side, for the cases with flowing
gas the trend actually reverses and becomes biased towards the negative going side.
Observing the individual line plots from the time resolved measurements provides a
di↵erent story however for the horizontal component. For this case, the signals with the
flowing gas are not obviously stronger than that of the quiescent air. Rather, the flowing gas
signals are much more chaotic in time for measurements close to the orifice as seen in figure
87a. Farther away, however, the actuator is electrostatic and the flowing gas measurements
overlap with the quiescent air results, appearing symmetric in time for the positive and
negative going cycles.
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Figure 86: The horizontal component of the electric field (the perpendicular results to figure
84), showing the maximum horizontal signal levels for quiescent air compared to nitrogen
and hydrogen flows for both the positive (red) and negative (blue) sides of the AC driving
period. Again, the quiescent air case here is limited by the signal-to-noise of the coupled
CARS-EFISHG measurements as opposed to EFISHG alone and thus does not perfectly
match the previous quiescent air results.
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Figure 87: EFISHG horizontal signal magnitudes as a function of time for quiescent air,
nitrogen flow, and hydrogen flow for (a) r = 4mm and (b) r = 18mm. Once again, the
EFISHG magnitudes are twice the actual raw data for clarity.
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6.3.3 Body Force Analysis
While this switch in electric field behavior from the quiescent air case to the cold flow
case is not fully understood, the results do, however, agree with the induced flow for both
cases. Again visiting the timescale argument, if one considers that the flow does not react
to anything occurring during one AC period (⇠55µs) but rather any additive biases built
up over numerous periods, the induced flow can be explained by the period-averaged biased
motion of positively charged ions in the flow. These electric field biases on a period-averaged
basis were just shown as a function of space for the quiescent air and cold flow environments
in figure 81 and figures 84-86 respectively. Knowing the ring electrode is attached to the
high voltage signal (i.e. it’s positively charged when the AC signal is positive, or red in
the contour plots, and negatively charged when the AC signal is negative, or blue), one
can track the response of ions as a function of position above the burner. These relatively
heavy ions (when compared to electrons) “push” on the background, neutral molecules by
means of momentum transfer through collisions, thus biasing the bulk flow in the preferred,
period-averaged direction of positively charged ions.
This discussion begins with the quiescent air case with the electric field bias shown earlier
(figure 81) and the resulting cartoon of the forcing on an ion in figure 88a and corresponding
PIV measurements in figure 88b describing both components of the flow and streamlines.
The vertical arrows for each ion in figure 88a represent the vertical components of the
electric field forcing for the positive (red) AC voltage segment and the negative (blue) AC
voltage segment, with the horizontal arrows and colors similarly describing the horizontal
components as informed from the period biased measurements in figure 81. The size of each
arrow represents an approximation of the relative forcing of the electric field on the ion, with
the larger arrow suggesting the period-averaged biased motion. Note that the red arrows
only signify that the AC voltage signal is in the positive side of the AC period when the ring
electrode is positively charged compared to the tube. It does not always suggest a particular
direction, as seen from the right most to the left most ion cartoon in figure 88a. In this
particular case, the positive going section pushes a positively charged ion away from the ring
but pulls it towards the tube.
Three cartoon ions are detailed in figure 88a with the dashed line demonstrating the
induced motion of the background gas for this particular case. Only locations from the
radial center of the burner to just outside the internal diameter of the ring electrode are
considered, as any locations farther away have electrostatic electric fields with no measured
bias, and thus no period-averaged biased motion on charged species. Beginning with the ion
on the right, corresponding to r ⇠7mm in figure 81, we know there is a bias on the positive
going side of the AC period for both vertical and horizontal components, thus suggesting
113
the ion gets pushed up and radially in, away from the ring electrode. Once it reaches r
⇠4mm, the horizontal component remains biased away from the ring electrode, but now the
vertical component begins to shift from pushing away from the ring to pulling towards the
tube electrode. Finally, close to the center of the burner, the ion will be pulled downward
towards the tube electrode and again radially inward. The symmetry of the burner suggests
the horizontal component will cancel at r = 0mm, thus the main forcing on an ion at the
fuel orifice is vertically downward.
Based on the ion motion and the concept that ions (rather than electrons which travel in
the exact opposite direction and have less mass and smaller momentum transfer collisional
cross sections) push the background gas, the fluid motion should follow that of the ions as
drawn with the dashed line. In reality the orifice is a fixed geometry and only so much fluid
can be forced into the tube, thus at r = 0mm there must be a stagnation point that splits
the induced neutral gas flow from traveling down the tube and proceeding away from the
tube. PIV measurements in figure 88b support this theory, showing both vertical velocity
down into the tube but with the majority of the flow traveling up and away. The horizontal
components of the bulk flow are indeed radially inward, with the streamlines showing a
stagnation point just above the fuel orifice. The PIV results are slightly biased to the right,
most likely due to slight misalignments in mounting the tube electrode, but overall suggest
a flow environment that follows the period-averaged motion of positive ions.
The exact same analysis is performed on the cold flow environment in figure 89a with the
arrow direction and intensity informed from previous figures 84-86. This time, nearly the
exact opposite behavior is observed. Ions are now pushed away from the tube and towards
the ring electrode. Once above the ring, ions are pushed up and away from the quartz
surface. This initial radial ejection followed by the vertical forcing suggests the bulk flow
will be entrained back to the fuel source in order to fill in this void of fluid just above the
orifice, which is exactly what is observed in the PIV measurements of figure 89b and in the
flame measurements presented earlier. This radially outwards flow directly contradicts how
the DBD burner performed under quiescent air conditions. While not surprising that the
cold flow has enough momentum to escape the fuel orifice as opposed to being forced back
down like that in the quiescent air case, it is surprising that the electric field itself appears
to adapt to the flow environment. This mechanism is not fully understood, but again this
cold flow case supports the idea that the period-averaged motion of positively charged ions
acts to guide the motion of the bulk fluid.
While consistent across the microsecond timescale of the electric field measurements
(18 kHz driving AC signal) and the millisecond timescale of the actual fluid motion, this
analysis still leaves many questions unanswered. For example, what amount of ion density is
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Figure 88: (a) Cartoon of the period-averaged forces on an ion for di↵erent positions above
the burner surface based on an applied voltage of 9 kV in quiescent air and (b) the corre-
sponding velocity components and streamlines measured from PIV. For this case, the electric
field bias is always when the ring is positively charged, thus the ions will be pushed away
from the ring. This resulting period-average bias in the ion direction will lead to a corre-
sponding bulk flow in the same direction as shown with the dashed line in (a), showing the
flow is forced back down the tube electrode. The streamlines for the PIV results agree, with
red arrows overlaid to depict the fluid direction.
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Figure 89: (a) Cartoon of the period-averaged forces on an ion for di↵erent positions above
the burner surface based on an applied voltage of 9 kV from the cold flow of N2 or H2 results
and (b) the corresponding velocity components and streamlines measured from PIV. The
flow for the PIV measurements was pure hydrogen at 1 L/min. For this case, the bias is
dependent on where the ion is in space above the quartz, but in general leads to ions pushed
away from both the tube and the ring electrode. The middle ion cartoon represents a net
downward force for the case where the ion is closer to the tube electrode and is pulled towards
the tube and pushed away from the ring. Any closer to the ring and there becomes a large
net force pushing the ion away from the surface as seen for the rightmost cartoon ion.
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required to achieve this bulk flow velocity? What is the actual force value to accomplish this
and how does it compare to the forcing from the velocity measurements (assuming you knew
the pressure distribution)? These EFISHG measurements alone are not enough to answer
these questions and thus they remain examples of possible future work.
6.4 Sources of Uncertainty
EFISHG is such a simple, yet elegant, technique that one could argue the entire uncertainty
may revolve around the analysis of the measured signal, where the brunt of the work involves
the issue of the signal measurement length. Assuming changes in the laser pulse energy are
negligible from shot to shot and the response of the PMT is constant along the duration of
the measurement period, the issues around this technique involve what actually occurs at
the measurement volume.
6.4.1 Measurement Length and Signal Calibration
As presented previously, the acquired signal is proportional to a calibration constant that
involves the measurement length of the system. Depending on the focusing optics in use,
this length could be quite long, thus care must be taken to simultaneously determine any
change in the measurement volume’s gas properties along the length of the measurement
region. As shown with the simultaneous CARS-EFISHG measurements, a change in the gas
temperature or species concentration will change the signal recorded on the PMT for an
otherwise identical system, requiring knowledge of the properties for each measurement. An
additional concern is the ability to appropriately isolate specific components of the electric
field by use of a polarizer in front of the PMT. Without selecting particular components, the
signal will accumulate throughout the measurement regime regardless of the electric field
orientation as long as it’s not along the beam propagating direction, complicating the signal
analysis.
Coupled with this thought is the ability to calibrate the EFISHG signal magnitude with
a known electric field. However, this known electric field also has a particular species concen-
tration and its own measurement length - both factors in the determination of the recorded
signal magnitude. There are two cases to consider here: (1) where the calibration electric
field is a di↵erent system entirely or (2) the calibration is simply the electrostatic duration
of the plasma discharge of interest. For the first case with a separate calibration system,
great care must be taken to ensure the measurement lengths between the calibration and the
experiment are identical - a di cult task if the measurement is in an unknown environment.
Without systems with identical measurement lengths, corrections must be made to the signal
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measured in the experiment to obtain an equivalent measurement length as the calibration.
This is not a trivial process, as again in an unknown experimental electric field, one does
not necessarily know electric field distribution along the measurement length, thus making
it easy to be fooled by the measured signal.
The second example of using the electrostatic portion of an otherwise discharge system
eliminates the requirement of a separate calibration system, but it simultaneously raises the
concerns of requiring the ability to analytically determine the electric field over the path
length of the measurement volume and the assumption that the extent of the electric field
is constant between the electrostatic phase and the discharge phase. For a complex system,
an analytical solution to the electrostatic field may not be trivial, and must be coupled
with the signal generation as a function of position along the beam propagating direction.
Assumptions on the constant electric field extent between the electrostatic phase and the
discharge phase may additionally be complicated in AC DBD systems by the introduction
of an ionic wind, possibly changing the mixture in which the measurement is located. This
is certainly true for the DBD burner, as the reference flame to the flattened flame result in
drastic di↵erences in the spatial structure of the mixture. Significant ionization may also
present challenges for the interpretation of the results, as the ions themselves may generate
an EFISHG signal or diminish what one would expect from a fully neutral mixture.
The work presented in this dissertation remains as raw signals from the PMT due to the
di culty in making these measurements quantitative. The calibrations presented reflect the
ability to appropriately isolate particular components of the electric field and to represent
the fundamental quadratic signal dependence with applied electric field. However, even with
the results as raw signals, they still help tell a spatial-temporal story on the electric field
properties of the DBD burner.
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7 Coupled CARS-EFISHG
Measurement length considerations limited the use of simultaneous CARS-EFISHG in the
DBD burner, so a specially devised system was made to demonstrate these coupled mea-
surements in a simple H2 di↵usion flame as described in this chapter.
7.1 Combined Theory and Experimental Setup
Measurements took place on a multipurpose E-Field stand that allowed for both calibration
measurements in a copper plate-to-plate configuration and the ability to mount a small
burner just underneath the electrodes to test signals in combustion environments. The
simple, plate-to-plate geometry of the calibration setup was used to initially detect the
EFISHG signal on a PMT and later used for signal intensity calibration purposes for known
voltage-to-gap ratios. The plates could also be mounted in both horizontal and vertical
configurations to separately calibrate the two components of the electric field, with the
horizontal configuration shown in figure 90. Care was taken to send the beams through
the center of the gap for all measurements, and the discharge current was monitored for
all calibration measurements to ensure that the system was electrostatic (i.e. no breakdown
in the gap). The high voltage source was a 10-18 kHz AC system used for other DBD
experiments in the past.51,55
A more advanced version of the stand, also shown in figure 90, swaps out one of the plate
electrodes for a modified/bent needle positioned over a small, boron nitride based burner
(orifice diameter = 4.8mm). The needle is formed in such a way to have the length parallel
to the plate electrode be roughly that of the fuel orifice of the burner (this parallel part from
end to end was 5.5mm). The needle, plate, and burner were all positioned on translation
stages in order to position the electric field wherever we desired with respect to the flame
itself. The needle itself was mounted ⇠5mm above the boron nitride surface.
Measurements with this needle-to-plate configuration featured EFISHG and CARS beams
as close as possible to the needle without clipping the signal in both ambient and flame
environments. For ambient temperature conditions, di↵erent gases were flowed through
the burner, flooding the needle in whatever gas was chosen. The flame utilized in these
experiments was a nitrogen-diluted hydrogen di↵usion flame (3 L/min N2, 1 L/min H2). For
these combustion cases, the needle could be positioned in many di↵erent locations from
outside the flame, to within the fuel stream, to just on the reaction zone. All of these
situations are shown in figure 91.
The 2-beam CARS-EFISHG system originates from a Spectra-Physics Solstice Ace 35 fs
amplifier that separately pumps a fs-TOPAS OPA to generate 1200 nm at nominally 35 fs
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Figure 90: Pictures of the test stand in both the (a) plate-to-plate configuration used for
calibration purposes and (b) in a needle-to-plate configuration with a small burner positioned
underneath for the combustion experiments.
(a) (b) (c) (d)
Figure 91: Operation of the needle-to-plate system, from (a) the ambient case used for the
flow of di↵erent gases, flame cases both just (b) outside and (c) inside the flame, and (d) a
discharge case just at the edge of the flame.
and a second harmonic bandwidth compressor (SHBC)59 to generate 400 nm at ⇠3.7 ps. The
temporally short but frequency broad 1200 nm beam acts as both the pump/Stokes beam in
the pure-rotational CARS scheme and as the EFISHG probe while the temporally long but
frequency narrow 400 nm beam acts as the probe beam for the CARS system. An energy
level diagram of these near-simultaneous processes is shown in figure 92, with the broadband
1200 nm beam shown to describe how di↵erent photons behave in the two techniques. Note
that these measurements are nearly simultaneous, as the EFISHG signal is generated over
the duration of the fs pulse, while the CARS signal is technically generated 8-23 ps later, or
whatever probe delay is used in the experiment. Pulse energies for the pump/Stokes beam
at 1200 nm maxed out at 290µJ at the measurement location (FLEET/breakdown was not
seen on an ICCD camera), with up to 150µJ at 400 nm.
The actual setup is also shown in figure 92, depicting the 2-beam approach. The CARS
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Figure 92: (a) A cartoon of the broadband fs pulse, demonstrating how two photons at any
one frequency combine for the SHG while the photon energy di↵erence generates the Raman
coherence. An energy level diagram also demonstrates these two simultaneous processes.
(b) The experimental setup for the coupled CARS-EFISHG experiments (SPF = short-pass
filter, LPF = long-pass filter, DP = dispersion prism, HWP = half waveplate).
system is a two-beam approach,51,60 while the EFISHG system is similar to others used re-
cently to measure the electric field in plasmas. The EFISHG signal at 600 nm is separated
from the fundamental at 1200 nm by means of a dispersion prism and dichroic mirrors and
focused onto a PMT. A plate polarizer is used to isolate the component of the measured
electric field (i.e. transmit horizontal, block vertical would be measuring the horizontal com-
ponent of the electric field), although only horizontal measurements are shown in this work.
For the 2-beam CARS approach, the signals comes o↵ right on top of the probe beam and
is filtered out of the intense probe beam by means of both a short-pass filter51 and by a
Glan-Laser polarizer before entering the spectrometer. The EMCCD and PMT detectors
allow for acquisition at the repetition rate of the amplifier (1 kHz). However, the EMCCD in
use has a limited pixel array of 512x512, limiting the spectral range of the CARS instrument.
In order to utilize polarization suppression of the probe beam, the input beams must
be optimized to ensure the CARS signal is generated at a di↵erent polarization from the
probe beam itself. This has been done by many others,59,60,136,137 with a description of
the polarization scheme used in our experiment shown in figure 93. Essentially, with a
horizontally polarized probe beam and a pump/Stokes beam polarized at 45 degrees, the
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resulting resonant signal will appear at 72 degrees60 from the probe beam. The Glan-Laser
polarizer can then be rotated such that the CARS signal is maximized with respect to
the probe beam on the detector. In addition, since the EFISHG pump beam is also the
pump/Stokes CARS beam, an incoming 45 degree polarization means you are pumping
both vertical and horizontal components of the external electric field. Simply using a plate
polarizer in front of the PMT detector can limit the signal to one component or really any
direction you care about.
400 nm 1200 nm
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Figure 93: Depiction of the polarization setup for the simultaneous CARS-EFISHG setup
(left), and a comparison of the EFISHG signal suppression for both the upstream HWP and
the downstream plate polarizer. The extinction ratio of the upstream HWP is not great, thus
resulting in parasitic polarization normal to the desired polarization (i.e. the signal never
actually goes to zero).
Finally, and arguably most importantly, are the respective measurement lengths of the
two techniques. For EFISHG, it has been shown that the detectable measurement length of
the system is related to the Rayleigh range of the focusing setup2 for a 100 fs pulse. However,
for our 35 fs pulse, using a shorter focusing lens actually leads to a variety of non-Gaussian
measurements lengths most likely due to some phenomenon associated with the higher peak
powers in a 35 fs pulse. Due to this, a longer focal length lens of 750mm was used for all the
experiments. This, at the very least, provided a relatively flat signal response over the length
of the measurement region. However, this length was more than 30mm FWHM, and in an
e↵ort to get the signal region to match that of the CARS system, the needle as described
previously was manufactured to match the burner orifice, thus limiting the external electric
field to the geometry of the needle. The crossing angle of the CARS beams was then adjusted
to try and match the measurement length of the EFISHG signal from the needle.
The results of the measurement length experiments are shown in figure 94. The EFISHG
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length was determined by rotating the needle, which was originally parallel to the beam
propagating direction, normal to the beams and moving the entire needle-to-plate system
vertically through the beams and recording the signal for each position. Maintaining this
geometry, the needle and plate were then translated along the beam propagating direction
to get an idea of the total signal generation region, much larger than that of the electric field
from the needle itself. Finally, the CARS measurement length was estimated by measuring
the nonresonant background in a 50µm glass coverslip by bringing the probe beam to a
delay of 0 ps and scanning the coverslip in the beam propagating direction. Even with the
e↵orts to match the measurement lengths, there is still a slight mismatch, with the EFISHG
measurement length being slight larger than the CARS measurement length.
The measurement length for these systems was chosen for a couple reasons. First, both
measurement lengths are roughly the size of the burner orifice or 4.8mm, thus match what-
ever gas is flowing through the burner. Second, the longer the electric field system, the
stronger the signal will be. This becomes increasingly important when probing in flame
environments. However, one serious drawback with the system is the longer CARS measure-
ment length. Probing over multiple millimeters in a thin flame reaction zone causes issues
of an integrated cold/hot gas signal, making it di cult to fit the captured spectra and could
bias results to colder temperatures. Performing these measurements on a reference burner
(flat flame on a Hencken burner) would lead to higher quality results than this simplified H2
di↵usion flame.
In addition to the physical measurement length, the temporal length of the probe beam
is important to understand in order to make sense of the acquired spectra. Both the spectral
and temporal properties of the SHBC beam are detailed in figure 95. The spectral profile was
measured with the spectrometer listed above, and gives, in conjunction with the spectrometer
instrument function, the spectral resolution of the rotational CARS scheme. The temporal
profile was measured by a cross correlation of the probe beam with the fs pump/Stokes
beam in argon at room air and integrating the nonresonant background at each time during
the scan. Argon is an atomic species, thus only generates a nonresonant background from
the electron response to the pump/Stokes pulse which decays orders of magnitude faster
than any rotational response from the molecules of interest. This experimentally determined
temporal profile is used to gate the synthetically generated rotational response to provide
matching spectra from theory to fit the experimental results.
Examples of two fits from this code51 are shown in figure 96 for single laser shots in the
fuel rich region of a simple N2 diluted H2 di↵usion flame. As shown in the figure, to prevent
the strong S(0) H2 rotational line from dominating the residual, the N2-O2 portion of the
spectrum is fit first for temperature and O2/N2 concentration. The resulting quantities are
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Figure 94: Comparison of the CARS measurement length to the measurement length of
the EFISHG technique from both a (a) FWHM and a (b) 5-95% perspective. The EFISHG
signal is generated over a long distance for this setup (240µJ, f = 750mm), but one can limit
the signal generation by devising an E-Field source that limits where the signal is present
along the applicable signal generation region of the EFISHG beam as shown by the needle
measurement lengths.
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Figure 95: (a) Spectrum and (b) temporal profile of the SHBC beam utilized as the probe
beam for the CARS experiments. The SHBC was pumped by a 35 fs pulse leading to a
bandwidth of 7.1 cm 1 FWHM and temporal profile of 3.7 ps FWHM.
then held constant, and the entire spectrum is fit to now include H2/N2 concentrations. As
stated previously, the longer measurement length has led to some issues with fitted spectra,
thus the results presented in this work are limited to regions of the flame with nearly constant
properties along the CARS measurement length.
As discussed previously with the measurement length determination, the high peak power
of the 35 fs pulse led to uncertain measurement lengths for faster focusing optics. This in
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Figure 96: Two di↵erent single-shot rotational CARS fits in the fuel rich region of the flame
for (a) a cold fuel and (b) a slightly warmer fuel rich case. Spectra are first fit for the
temperature and relative oxygen concentration, and then fit for the corresponding hydrogen
concentration. The limited low-energy bandwidth of this instrument severely limits the
overall sensitivity of the thermometry measurements as well as the ability to measure O2
rotational lines.
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Figure 97: Examples of the signals as a function of the applied pulse energy for both (a)
300 and (b) 750mm focal length lenses. The signals were recorded as follows, all after the
EFISHG pump passes through the dispersion prism: Fundamental - integrated area on a
photodiode, SHG - integrated area of the total signal on the PMT at the specified voltage,
EFISHG - SHG minus the parasitic contribution at 0 kV applied potential, THG - integrated
area of the third harmonic generation on a photodiode. All points are the average of 1000
laser shots. Note that these measurements were recorded without the dichroic and polarizer
positioned in front of the PMT as shown in figure 92.
turn also led to a saturation of the SHG signal at higher pulse energies, preventing any
measure of the EFISHG signal. Eventually, with increasing pulse energy, the third harmonic
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signal was detected as shown in figure 97, and found to possibly be a useful diagnostic on
its own (Appendix H) In the end, the f = 750mm focal length lens was utilized due to
its broader distribution of the EFISHG signal with pulse energy and its more reliable (yet
much longer) measurement length. Possible solutions to this may be to utilize the picosecond
400 nm SHBC output as the EFISHG pump, although now the second harmonic is at 200 nm.
Adding chirp to a fs pump beam to stretch the pulse out in time may also provide a solution
to allow shorter focal lengths and thus smaller measurement regions.
The results focus on two di↵erent aspects of the EFISHG signal generation from Eq.
25: A, the average polarizability of the gas (varying species), and N2, the number density
squared (varying temperature). Situations were designed to analyze both of these aspects
on a mean and single-shot basis.
7.2 Demonstration in a Gas Mixture
The polarizabilities of molecules/atoms, their willingness to align to an external electric field,
are all tabulated either from experiments or calculations in the chemistry community,41 and
the results for the molecules of interest are tabulated here at room temperature:
Table 10: Second order hyperpolarizabilities for the molecules of interest when they are
parallel to the applied electric field from Shelton et al.41 ( : 1 au = 7.0423 ⇥ 10 54 m5V 2).
2nd Hyperpolarizability
Species   (au)
Ar 1167
N2 917
O2 962
H2 686
These provide a direct proportionality to the expected signal for di↵erent gases. To test
this, using the needle-to-plate configuration, di↵erent gases were flowed through the burner
while taking both CARS and EFISHG measurements. The average results for every 100V
for the EFISHG measurements and of all 1000 shots for the CARS measurements are shown
in figure 98. Quadratic curves biased by the relative species hyperpolarizabilities and all
normalized by the same factor are overlaid with the corresponding color, demonstrating
good overall agreement. Argon generates the most signal, followed by a small, but clear
signal increase from nitrogen to oxygen. Room air is e↵ectively the same as nitrogen, while
hydrogen is significantly lower from all the rest.
However, the desire is to make corrections to a measured signal on a single-shot basis.
Selecting air and hydrogen as the two species to test a dynamic mixture with (can measure
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Figure 98: The EFISHG signals as a function of species for a given applied voltage and the
corresponding normalized raw CARS signals for each gas. Each dot on the EFISHG curve is
the average over 100V of applied potential. The lines represent the expected curves based
on tabulated hyperpolarizabilities from table 10, where the air line is simply the weighted
average of the oxygen and nitrogen polarizabilities. Note that the argon CARS signal is
nonexistent, as there is no rotational response for atomic species.
both CARS signals), simultaneous CARS-EFISHG probed a dynamic hydrogen flow in room
air with the results shown in figure 99. Separate scans in room air and pure hydrogen
provided a floor and ceiling for the measurements, and the mixture itself floated in between
the two bounds based on the corresponding fitted concentration. Example single shot spectra
for three di↵erent times are also displayed in figure 99, demonstrating the dominance of the
hydrogen line for room air temperatures.
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Figure 99: (a) Examples of the single shot EFISHG signals as a function of time in room air,
hydrogen, and a dynamic mixture of hydrogen in room air. (b) Example single shot spectra
for the three designated locations are detailed to the right.
Plotting these results from figure 99 on average for every 100V, the mixture does appear
in between the room air and hydrogen cases as shown in figure 100. The calibration lines
based on the molecules polarizabilities are also overlaid on the figure. This demonstrates the
ability to account for changes in the species concentration, but the system can be improved.
The CARS detector should be modified in the future to more accurately determine the
H2/N2 concentration, especially in room air as the H2 line dominates the spectra. For all
measurements here, the dispersion from the spectrometer was adequate for a 1024-pixel
column detector, but the Andor EMCCD detector used here was only 512⇥512, limiting the
spectral field of view and ignoring the dominant room air rotational lines if you want to fit
H2 on the chip. Relay de-magnification out of the back end of the spectrometer is one option
to attempt to include more of the room air signal, but if still using the same detector the
overall spectral resolution will decrease.
7.3 Demonstration in a Simple Flame
The other position of interest is the / N2 signal dependence, or for our purposes, the
/ 1T 2 dependence assuming an ideal gas. With the needle-to-plate setup, varying the gas
temperature is as simple as repositioning the flame with respect to the needle as shown in
figure 91. Positioning the needle on the fuel rich side of the flame increases the temperature
of the needle itself over time and does disturb the normally steady jet flame. However,
this does help mitigate the e↵ect of water vapor on the signal itself. Water vapor, itself
a polyatomic molecule with a permanent dipole moment, will generate a second harmonic
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Figure 100: Average EFISHG signal every 100V as a function of the driving potential for
room air, hydrogen, and the mixture analyzed above. The lines demonstrate the normalized
expected signals based on tabulated polarizability information for the air and hydrogen cases.
signal even without an applied external electric field. Without a direct way to measure
water vapor with pure rotational CARS, this parasitic signal source will contaminate the
results. Water vapor is a product species, and while still present on the fuel side, staying
on the fuel side of the burner will help mitigate any e↵ect from this species (i.e./lower H2O
concentrations).
The results of 1000 laser shots in room air and at 4 di↵erent positions within the flame are
shown in figure 101. The EFISHG signals are again presented as the average of every 100V,
the CARS spectra are the average of 1000 shots, and the resulting histograms represent the
spread in the data from fits to single laser shots at each of the locations (actual example fits
for this set are presented earlier in figure 96). Higher temperature cases are positions where
the needle is closer to the reaction zone, while the cold fuel rich examples are when the
needle is nearly centered on the burner orifice. A larger spread, both in fuel concentration
and temperature, of the highest temperature case examined, perhaps represents an issue of
trying to position the needle near the reaction zone of the flame and causing a destabilizing
force on the flame itself. However, overall the general trend of increasing temperature to
decreasing EFISHG signal holds for all sets. Only the flame is moved for each set on a
translation stage independent of the electrode geometry, thus all other properties besides
perhaps the needle temperature are constant for each experiment.
Taking the EFISHG signals and now knowing the relative fuel concentration and the
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Figure 101: The simultaneous measurements of the (a) EFISHG signal and (b) the CARS
signals for di↵erent locations in the H2 di↵usion flame. The dots on the EFISHG plot are
the average every 100V, the CARS signals are the average over 1000 laser shots, and (c)
the resulting fits for all 1000 shots are shown in the histograms. The average values are
tabulated next to the respective histogram. Oxygen measurements were below the detection
limit for these probe locations.
temperature for these particular probe locations, one can plot normalized expected signal
curves based on the mixture’s temperature and polarizability, determined by a weighted
average of air and hydrogen polarizabilities from table 10. These are performed on a rela-
tive basis, as all curves share a common normalization factor. The results are overlaid on
the experimental EFISHG results in figure 102 where the solid lines incorporate temper-
ature corrections only while the dashed lines represent both the temperature and species
corrections. This demonstrates, particularly for the 342K case, that simply knowing the gas
temperature is not enough in correctly predicting the signal temperature. Both temperature
and the mixture components must be known.
Similar to the species measurements, simply doing these corrections on an average basis is
not enough, and single-shot corrections are desired. To approach this concept, the needle was
positioned just outside the flame near the reaction zone and the applied voltage was increased
until a discharge was present, similar to the far right side of figure 91. Now, with a discharge
present, the system is no longer electrostatic as it has been for all previous measurements,
thus now species ionization is prevalent just o↵ the needle and into the measurement region.
This leads to additional concerns of the e↵ect of ionized species on the EFISHG signal, as
well as the e↵ect of any ionic wind on the flow itself. The ionic wind, really just a body
force e↵ect on the charges particles due to the electric field, can cause a bulk flow in the
measurement volume by the ion collisions with neutral species.
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Figure 102: Utilizing the results of the CARS fits, curves of expected signal based on the
/ 1T 2 signal dependence are overlaid onto the experimental EFISHG signals as solid lines.
The dashed lines additionally take into account the relative species concentrations.
Simultaneously measuring the electric field with the gas temperature provides two quan-
tities of interest as a function of the driving potential. Two examples of this needle plasma
case are shown in figure 103, with the only di↵erence being a slight increase in peak applied
potential from the case on the left to that on the right (4.92 to 4.99 kV). The case on the left
provides a case where the electric field is not symmetric with driving potential, being larger
when the needle is on the positive going side, while also demonstrating an ionic wind on both
sides of the driving potential from the temperature measurements. For both the high and
low sides of the AC period, the reaction zone is pushed away from the needle, resulting in a
cooler measured temperature from the CARS measurements. As the electric field returns to
zero, buoyancy forces in the flame drive the reaction zone back towards the needle resulting
in a higher measured temperature. This process repeats for both sides of the cycle. Note
that the driving frequency of the AC cycle was 10 kHz while the acquisition system and laser
system were both at 1 kHz, thus for after every shot presented here, 9 other cycles occur
before the next measurement. Due to this, it is not a true time resolved technique.
A slight increase in peak potential results in a similar behavior, only now with a higher
frequency oscillation in the electric field and temperature at the peaks of the driving potential
as shown on the right of figure 103. For this case, the ionic wind must be stronger, as the
measured temperature is lower and the measured electric field is higher for each of the
individual flickers at the peaks. However, this ionic wind is balanced out by the buoyancy
force of the hot gas in the flame, as the flame reaction zone does not want to be pushed into
the fuel rich core, thus resulting in this flickering case at both potential peaks, but again
stronger when the needle is high potential. At the higher potential, the needle is repelling
131
ions as opposed to repelling electrons, thus suggesting the larger increase in applied electric
field.
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Figure 103: Waveforms of the applied voltage, EFISHG signal, and the fitted CARS tem-
perature as a function of time for two di↵erent cases involving the needle-to-plate stand just
on the edge of the flame reaction zone. The two conditions are identical, other than a slight
increase in applied peak potential from (a) ⇠4.92 kV to (b) ⇠4.99 kV. Note that the applied
voltage is in units of kV, the SHG signal is left as the raw signal after the parasitic SHG
background subtraction, and the temperatures are presented as the fitted result divided by
300.
Zooming in on one example of the higher frequency flickering shows how the temperature
and electric field flickering coincides in figure 104 with example CARS fits for both a high
and low temperature case, demonstrating the potential in utilizing these two techniques for
simultaneous measurements.
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Figure 104: Zoomed image of the high potential case from figure 103, showing (a) the coin-
ciding fluctuations in the temperature and EFISHG signal along with (b) the corresponding
CARS temperature fits for the two selected locations.
133
8 Summary and Discussion of the Flame Behavior
The above discussion is predominantly focused on the results of each individual technique,
while the following details the overall flame behavior based on all the techniques brought
together.
8.1 Reference Flame: 0 kV
The reference di↵usion flame is a well-studied flow that provides a baseline for which to
expand o↵ of with the presence of the DBD plasma. A combination of the PIV streamlines
and the corrected FRS thermometry is shown in figure 105a where the streamlines are limited
to regions outside of the hot reaction zone based on the seeding limitations. The cold fuel
ejects axially from the orifice and the cold hydrogen di↵uses slightly radially as well, defined
by the width of the high temperature region with respect to the fuel orifice. The cartoon
of this flowfield, describing the flow on an average flow-specific basis (left) and from an
instantaneous species-specific perspective (right) is shown in figure 105b. As suggested by
the PIV streamlines outside the flame, the surrounding air is drawn into the reaction zone
where the oxygen reacts with the hydrogen fuel to produce water vapor while the inert
nitrogen simply passes through the reaction zone, becoming rotationally and vibrationally
excited in the higher temperature regimes as shown with the previous SRS measurements.
A buoyancy-driven ⇠10Hz flickering is present in the flame as seen by previous schlieren
and water vapor emission imaging (Section 3.3), thus the results in figure 105a just represent
a time-averaged flowfield. Utilizing the single-shot 1 kHz CARS system used in the coupled
CARS-EFISHG measurements, detection of the temperature and fuel fraction can be found
by probing di↵erent heights within the flame. Figure 106 shows the fitted results at a mea-
surement location 9mm above the burner surface. The example fit is for a single laser shot,
again demonstrating the process of first fitting for the temperature and oxygen concentration
before fitting for the hydrogen concentration. Scatter plots of the fitted temperature and
H2/N2 ratio show the consistency of the flame flicker as a function of time.
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Figure 105: (a) PIV streamlines overlaid on a contour map of the average flame temperature
from the corrected FRS results and (b) a cartoon of the average and species-specific flowfield
for the reference flame.
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Figure 106: A single-shot fit of the CARS spectra for a case 9mm above the burner surface
and the results of the model fits for gas temperature and H2/N2.
8.2 Wide Flames: 4-7 kV
A similar flow cartoon to that of the reference flame is shown for the wide flame regime in
figure 107b, again representing the mean flowfield one can infer from the PIV measurements
and what is considered as an instantaneous, species-specific flowfield. With the information
gleaned from the SRS imaging, some of which repeated in figure 107b, we know the con-
135
centration of hydrogen at the fuel source decreases with increasing applied potential in this
wide flame regime seemingly by means of transport of N2 and H2O to the fuel source. The
mechanism that causes this must be the internal toroidal vortex present for these interme-
diate potential cases, acting to pick o↵ water vapor and nitrogen from the reaction zone
and depositing it back to the fuel source, creating this unusual mixture at the orifice exit.
With increasing potential, the radial jetting of the fuel increases which both increases the
width of the flame base by spreading out the fuel radially instead of axially, and increases
the strength of the toroidal vortex, bringing in more and more product and inert species to
the fuel source. Both of these phenomena are shown by the species mole fraction diminishing
at r=0mm while expanding radially with increasing potential in figure 107a.
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Figure 107: (a) Mole fraction of H2 for di↵erent applied potentials 5mm above the burner
surface and (b) a cartoon of the average and species-specific flowfield for an intermediate,
wide-flame potential case.
Coupled plots for a 5 kV flame of the FRS corrected temperature with PIV streamlines,
figure 108a, and SRS H2/N2 measurements with PIV streamlines, figure 108b, both with
depictions of the electric field support these statements and the cartoon visualization of the
flowfield. The internal toroidal vortex operates in the cold, fuel rich region of the flame, with
the high temperature reaction zone sitting just outside the overlaid streamlines in figure 108a.
These coupled images demonstrate how the this toroidal vortex acts to both distribute the
flow radially, while returning the fuel source with water vapor and thermally excited nitrogen
generated at the reaction zone of the flame.
Note that the electric field measurements were recorded for a 9 kV ambient air envi-
ronment, but the locations of the respective components of the electric field are geometry
dependent, thus for the applied potentials considered here the electric field is expected to
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remain at the same locations with a drop in magnitude. Coupled with the gas temperature
and streamlines in figure 108a, one can see the relative positioning of the vortex and flame
reaction zone with respect to the electric field at a particular moment in the AC period. The
timescales of the electric field are orders of magnitude faster than the fluid timescale, thus
the average positioning of the flame properties are the result of the long-term body force
e↵ects on the flame due to the mismatches in the electric field on the positive and negative
going parts of a driving period and not individual AC cycles themselves.
With this in mind, one can see how the edge of the reaction zone stays just inside the rise
of the radial electric electric field towards the outer edge of the ring. The recirculation region
tends to touch down on the quartz surface in the gap between the two peaks in the horizontal
field signal, right where the vertical field is maximized. This perhaps encourages the flow
to deviate from its natural convection up through the reaction zone as seen in the reference
flame by instead turning the flame back to the quartz surface. In addition, once the outer
extent of the toroidal vortex reaches the flame reaction zone, the flow heats up, resulting in
the split between the recirculated gases and the hot gases driven axially by buoyant forces.
(a)
(b)
Figure 108: (a) Coupled plots of both the horizontal and vertical EFISHG signals at the time
where the applied voltage is +8.5 kV with a contour map of the average flame temperature
at 5 kV from the corrected FRS images with streamlines from PIV. (b) To supplement, this
is an identical plot only now with a contour plot of the fuel fraction with respect to nitrogen.
For these intermediate, wide flame regimes, the radially jetting from the DBD body force
does not yet induce enough radial momentum on the flow to overcome the buoyant force
at the reaction zone. While increasing the plasma potential does indeed increase the width
of the flame, it does not fully flatten until the next collapsed flame regime is obtained as
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discussed in the following section. At the widest end of the wide flame regime around 7 kV
shown in figure 109, the internal toroidal vortex is significantly larger than that of the 5 kV
case but once again seems to touch the quartz surface upon reaching the ring electrode where
the vertical component of the field is the strongest. The left side of the contour in figure
109 shows the vertical particle velocity where there is a significant negative flow towards this
inner edge of the ring electrode, right where the radial velocity begins to increase and the
initial horizontal electric field diminishes on the inner diameter of the ring. Even with this
more intense radial jetting, the toroidal vortex still remains on the ring electrode with the
reaction zone remaining within the outer diameter of the ring electrode.
(a)
Figure 109: Coupled plots of both the horizontal and vertical EFISHG signals at the time
where the applied voltage is +8.5 kV with a contour map of the two components of the PIV
measurements with the streamlines overlaid.
8.3 Flattened Flames: 9 kV
Finally, once the applied potential, and thus electric field, is strong enough to induce enough
momentum on the fuel flow to overcome the buoyant forces that drive the flame axially in the
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wide flame cases, the flame collapses on the burner surface with an external toroidal vortex as
opposed to an internal vortex. For the cases presented here, the electric field measurements
are at the same applied voltage as the flow or temperature measurements (note that the
CARS measurements were actually at 8.75 kV peak). Figure 110a depicts a comparison of
the cold flow of H2 and the flame case to the measured electric field. The cold flow appears
to match the behavior of the horizontal component of the electric field, as both appear to
diminish at the inner diameter of the ring electrode. In reality, the cold H2 remains just on
the quartz surface over the ring electrode, only beginning to proceed axially at the outer
diameter of the ring as seen in figure 110b.
Position-wise, the collapsed flame case behaves quite similarly to the internal toroidal
vortices of the wide flame regimes, as again the edges of the flame reaction zone appear
to touch the quartz surface just past the inner diameter of the ring electrode. This is the
location of maximum vertical electric field signal for the ambient air measurements, while
also being the location of significant flame heat loss to the quartz surface. The physical
positions of the respective cold and hot toroidal vortices of the cold fuel flow and collapsed
flame also appear to agree in figure 110b with both re-circulations occurring just past the
outer diameter of the ring electrode.
(a)
(b)
Figure 110: (a) Coupled plots of both the horizontal and vertical EFISHG signals at the
time where the applied voltage is +8.5 kV with the mean temperature from the 1D CARS
measurements and finally a depiction of the cold fuel flow under 9 kV applied potential.
(b) FRS depictions of the flow with the flame o↵ and with the flame on coupled with the
EFISHG magnitudes.
One final velocity-temperature-electric field comparison, encompassing the title of this
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dissertation, is shown in figure 111 for the collapsed flame. The toroidal vortex, now external
due to the higher radial momentum, ventilates the flame by bringing in surrounding room air
to allow the hydrogen to burn in this smaller surface area configuration. The downwash of
oxidizer, nitrogen, and water vapor onto the reaction zone from the vortex along with the flow
instabilities from the inflection point of the radial flow leads to the unsteady nature hidden
in the average measurements, but shown in the cartoon in figure 111b in the instantaneous
flow perspective.
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Figure 111: (a) Coupled plots of both the horizontal and vertical EFISHG signals at the
time where the applied voltage is +8.5 kV with the mean temperature from the 1D CARS
measurements and finally a depiction of the cold fuel flow under 9 kV applied potential.
(b) FRS depictions of the flow with the flame o↵ and with the flame on coupled with the
EFISHG magnitudes.
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9 Summary and Conclusions
Throughout the course of the dissertation work, a variety of laser diagnostics were utilized as
tools to measure particular quantities of interest in order to promote a better understanding
of what was physically occurring in the DBD burner. While the main goal was not the
diagnostic itself, unique modifications were required for each technique. The discussion of
the overall story, or behavior, of the DBD burner was informed by these diagnostics. This
chapter summarizes these diagnostic developments and the behavior of the DBD burner
while concluding with recommendations for possible future work that could stem from this
project.
9.1 Diagnostic Development
Throughout the course of the dissertation research, entrenched diagnostics were altered in
order to measure quantities of interest in a plasma-coupled combustion environment. Begin-
ning with the PIV measurements, the challenges brought about by seeding a low flowrate,
light fuel, quiescent air di↵usion flame led to the coupling of flame synthesis of nanoparticles
with PIV to adequately seed the collapsed flame. To the author’s knowledge, this has not
been done before, and has led to significant observations in the flame flowfield and a baseline
for the use of a silica precursor to seed a flame. Corrections to filtered Rayleigh scattering
thermometry, while not new in the combustion community, demonstrated the ability and
limitations of correcting signals for relative species concentrations on a time-averaged basis.
FRS itself on the cold flow environment proved beneficial by revealing the average fluid struc-
ture of the fuel alone under di↵erent applied potentials. Hybrid CARS measurements led to
the discovery of requiring additional modeling of oxygen rotational transitions to accurately
describe the dephasing characteristics of oxygen rotational lines. These corrections would be
critical to those studying oxygen concentrations at longer probe pulse delays. After applying
these corrections, the 1D line imaging measurements with this technique were arguably the
best optical measurements of temperature and species that one could hope to achieve in an
environment like the DBD burner.
Arguably the biggest contribution was the demonstration of simultaneous measurements
of temperature, species concentration, and electric field by means of coupled CARS-EFISHG
in a plasma-coupled hydrogen flame - the first example of such a measurement technique
on a single-shot basis to the author’s knowledge. For any plasma-induced flow from an AC
DBD, knowledge of the spatial-temporal nature of the electric field is crucial to understand
the long-term forcing on the bulk fluid itself. Expanding this technique to environments
with various mixtures and/or temperatures, one must appropriately account for the gas
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characteristics on a single-shot basis in order to make sense of the acquired results, as there
are significant thermal and species e↵ects on the EFISHG process. While not incorporating
water vapor, demonstration of these corrections, on a mean and single-shot basis, provide a
baseline for the applicability of the technique in other fluid mixtures.
9.2 Story of the DBD Burner
A DBD burner was designed and built for the purposes of studying the fundamental behavior
of an AC DBD plasma coupled with a hydrogen di↵usion flame. The axisymmetric geometry,
simple fuel, and robust quartz dielectric allowed for the use of numerous diagnostics to
examine di↵erent aspects of the coupled system. Ultimately, the work in this document
provides a unique perspective of spatially and temporally resolving the electric field while
also measuring the bulk flow properties to explain the cause and e↵ect of this DBD-driven
body force on a simple flame. The light, hydrogen fuel was significantly altered by a body
force mechanism on the bulk flow by the electric field in the discharge, creating di↵erent
spatial structures of the flame for di↵erent applied voltages. The three regimes studied were
the reference, 0 kV flame without any applied potential, a wide flame regime with potentials
from 4-7 kV, and a collapsed flame configuration at the highest potential studied at 9 kV.
Due to the various timescales and associated quantities of interest, diagnostics focused on the
flow velocity by means of PIV, flame temperature and species measurements from SRS, FRS,
and CARS, and finally electric field measurements by means of EFISHG. The combination
of all three components depict the overall story of the DBD burner as a function of the three
regimes considered.
The reference, plasma-free flame was a simple axial jet of hydrogen that featured buoyancy-
driven flickering near 10Hz. For increased applied potential into the wide flame regime, the
flickering slowed as the axially ejected fuel began to turn radially a couple millimeters above
the quartz surface, revisiting the surface just on the outside of the ring electrode internal
diameter where the horizontal component of the electric field diminishes and the vertical
field is the strongest. Flow continues along radially on the surface until it reaches the reac-
tion zone, where buoyancy drives the flow axially leading to a split in the flow where some
continues axially away from the surface and some recirculates back to the quartz surface,
creating an internal toroidal vortex. This vortex acts to bring hot inert and product species
from the reaction zone back to the fuel source at the orifice. As the potential increases
up until around 7 kV peak, this internal toroidal vortex increases in strength and size, but
remains attached to the surface just outside the internal diameter of the ring electrode.
Further increases in the applied potential, such as to 9 kV, generates a significant enough
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body force e↵ect that the fuel momentum is enough to eject the flow radially along the quartz
surface past the ring electrode, causing the flame to collapse to within 5mm of the burner
surface. The location where the reaction zone meets the quartz surface coincides with the
previous touchdown locations of the internal toroidal vortices in the wide flame regime, just
outside the internal ring electrode diameter. Radial flow ejected past the reaction zone, full
of hot product species and inert nitrogen, generates a large external toroidal vortex outside
of the flame, acting to ventilate the now smaller surface area flame by bringing surrounding
oxygen to the stoichiometric surface. This vortex also causes a region of flow reversal near
the initial radial ejection of gas along the quartz surface, causing instabilities in the flow
which led to an overall unsteady behavior as opposed to the laminar reference, and wide
flame regimes.
Measurements of the electric field on the DBD burner under ambient and cold flow
conditions revealed biases in the positive and negative going directions on a per cycle basis
that extended just past the internal diameter of the ring electrode, suggesting this mismatch
leads to the long-term forcing on the fluid creating a radial flow out of a nominally axial
di↵usion flame. Mapping through the period-averaged biased motion of positively charged
ions as a function of position on the burner, it was shown that the biased motion of the ions
actually follows the bulk flow as seen with PIV measurements, suggesting it is the momentum
transfer from collisions of ions with the neutral gas that governs the induced flow in the DBD
burner. This unique coupling of electric field and velocity measurements has demonstrated
a new way to analyze this body force phenomenon in these AC DBD systems.
9.3 Recommendations/Future Work
All the work presented in this dissertation was performed on a fixed geometry with hydro-
gen fuel. Given how the electric field distribution is governed by the electrode geometry,
parametric studies to analyze the e↵ect of things such as the inner ring diameter would be
of interest to the induced wall jetting of the DBD burner. The major geometric features of
the DBD burner (internal toroidal vortex, location where the collapsed flame touches the
surface, extent of the horizontal electric field component) all appeared to be an e↵ect of the
inner ring electrode diameter. In addition, testing with heavier, hydrocarbon fuels o↵ers
both more engineering relevance and a comparison of the body force e↵ect at similar applied
potentials to the hydrogen cases presented here.
Simple tests varying the fuel flowrate of H2 for this fixed geometry could reveal the
balance of forces driving the internal versus external toroidal vortex formation on the quartz
surface. The induced momentum of the flow from collisions with ions creates an initial radial
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velocity of fluid into the reaction zone where it heats up and convects away from the quartz
surface by the buoyant force. Eventually, the induced radial momentum is strong enough
to push the flow through the reaction zone, causing the flame to collapse and now create
an external toroidal vortex. Varying the fuel flowrate and monitoring the applied voltage
or discharge power required to collapse the flame may provide insight as to the relative
weightings between this plasma body force and the flame buoyant force.
This work has shown a more detailed description of the induced flow from surface dis-
charge DBDs can be made with the combination of PIV and EFISHG techniques to measure
the electric field and bulk flow velocities. Expanding this to other environments may prove
useful for explaining the body force e↵ect. Simple, more fundamental plate-to-plate AC
DBDs could be studied by altering which electrode is encapsulated in a dielectric and which
gases are included in the discharge environment (O2). Coupling gated emission imaging of
the discharge as a function of the AC period with electric field measurements can provide
information on the discharge with respect to any electric field biases. Finally, phase-locked
PIV measurements for a lower frequency AC DBD could support the pushing of the period-
averaged bias movement of ions on the neutral, background species by looking for a possible
velocity deficit as a function of time within an AC period.
From a diagnostic point of view, extension of the EFISHG technique from point-wise
measurements to 1D measurements should be possible by means of switching a spherical lens
with a cylindrical lens. The downstream detector could no longer be the PMT, but rather
something such as an ICCD camera in order to image the line at the measurement region to
the detector. For this, one would most likely be power limited with the output of a fs-TOPAS,
but simply using the 800 nm fundamental output for an EFISHG signal at 400 nm should
work for single-shot spatially resolved measurements of electric field. Also, reexamination
of coupling EFISHG and THG to obtain species and electric field measurements at a point
may help diminish the complexities of simultaneous CARS-EFISHG, however without the
added benefit of a temperature measurement.
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Appendix A DBD Actuator Schematics
The following schematics supplement the discussion over the final DBD burner design in
figure 4.
Figure 112: Rectangular Actuator Dimensions.
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Appendix B DaVis 8.2.2 Processing Steps
The following details the processing steps used for all the PIV results. This discussion couples
with the PIV setup found in Chapter 4.
1. Add default attributes
• 2 frames
• 645 µs (50mm FL) or 255 µs (85mm FL) between frames
2. PIV
• vector calculation - double frames
• Image preprocessing
– particle intensity normalization (scale = 5 pixels)
• Define mask
– geometric mask only
• Vector calculation parameter
– cross-correlation
– multi-pass, 64x64 to 32x32, auto, 50% overlap, 3 passes
– high accuracy mode for final passes
– multi-pass options (2x remove and iteratively replace (remove >2, reinsert
<3))
– Vector post processing o↵
3. Vector Postprocessing
• non-linear filter group
• delete vector if Qpeak <1.1
4. Vector Statistics: Vector Field Result
• Average V, Standard deviation V (99% confidence)
• threshold minimum (500, but ended up using all of them)
5. Vector Statistics: Scalar Field result
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Appendix C OH Absorption Measurements
This appendix is additional diagnostic information covering OH absorption that couples with
the temperature measurements in Chapter 5 of the dissertation.
Resolving the rotational structure of the OH absorption lines around 311 nm allows for
the determination of the rotational temperature of the OH radical. The measurements are
inherently path-length averaged, thus must be Abel inverted to convert to radial measure-
ments of temperature. In addition, passing through the length of the flame for the 9 kV
cases raises optical depth concerns, as some absorption lines reach 30+% absorption, re-
quiring curve of growth corrections.138,139 These curve of growth correct equivalent widths
are then Abel inverted140 to form radial profiles of temperature and OH number density.
However, all these post-processing steps add noise and uncertainty to the measurement, cre-
ating the need for techniques more applicable for this flame. OH energy levels and molecular
properties for the code were from the work of Dieke et al.141 and the computer software
LIFBASE.142 This stand alone section details the model, experimental setup, and results of
the OH absorption measurements performed on the DBD burner.
164
Nomenclature
a Rotational energy constant
A2⌃ OH first electronic excited state
Bij Einstein B coe cient
B Rotational energy constant
D Rotational energy constant
✏ ground state energy
gi lower state degeneracy
  constant
h Planck constant
J Rotational quantum number
k Boltzmann constant
L Line of sight
r Radius
  Collisional cross-section term
T Rotational temperature (K)
⌧ Optical depth
⌫ center wavenumber for transition
⌫ 0 OH vibrational state for the first electronic excited state
⌫ 00 OH vibrational state for the ground electronic state
Wij area of absorption profile, or equivalent width (nm)
X2⇧ OH ground electronic state
Y (⌫) Line shape function
Y (⌫)C Collisional line shape function
Y (⌫)D Doppler line shape function
The total procedure is as follows:
1. Collect the line-of-sight absorption data for each height
• 6 times at each measurement location
2. Curve of growth corrections for each equivalent width due to large optical depth
• Iterate twice, incorporating better temperature guesses
3. Fit and smooth corrected equivalent widths
• Heavily smoothed for temperature measurements, lightly for number density
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4. Abel invert the smoothed, fitted signal to obtain a radial distribution of equivalent
width
5. Calculate the desired quantities with the corrected, inverted equivalent widths
• Boltzmann plot for temperature
• Linear assumption for number density
C.1 Collection of Absorption Spectra
The absorption setup featured a straight shot of the source LED (Gallium Nitride centered
around 315 nm wavelength) through a focusing 150mm FL UV lens over the actuator to a
focal point (measured to have a 0.64mm beam waist) just above the actuator orifice. The
light was collected with a 50mm FL UV lens and re-focused onto the 25µm slit on the
2m FL 3600 gr/mm spectrometer. The imaging system was a UV sensitive Hamamatsu
C7041 CCD 1044x128 pixel camera with all the vertical pixels binned. Moving the actuator
on the translation stage or lab jack allowed the beam path to remain stationary, although
background and source spectra were retaken for every measurement point to account for any
changes in the system over time. Figure 114 gives an idea of the beam path over the surface
of the actuator.
GaN LED
3600 gr/mm, 2 m FL
25 um slit Spectrometer
1044x128 CCD Camera
150 mm FL
50 mm FL
Actuator
Figure 114: OH absorption experimental setup.
The measurement points for the collapsed flame are detailed in figure 115. The circles are
to scale and represent the beam waist size in relation to the flame size (water vapor emission
image). For each point, six signal spectra were taken along with the required background,
flame only, and source only spectra. Data was collected outward until no OH absorption
signal remained. No signal was seen for 6mm or higher above the surface, thus measurements
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Figure 115: Absorption points probed for the collapsed flame.
stopped at 5mm. All raw data files are in folders corresponding to the date at which the
experiment took place.
For each of the six signal spectra taken at each location, the absorption profile was found
by the relation in Eq. 28, accounting for the flame emission and background intensity. An
example of a spectrum is shown in figure 116.
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Figure 116: An example rotational OH spectrum.
C.2 Equivalent Width Calculation
After processing the raw files, the equivalent width of each relevant OH rotational transition
(see table 14) is calculated by numerically integrating over the spectral profile. The pixel
range for each transition is hardcoded to ensure the correct bands are used. A 98% threshold
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(percentage of the background levels) is utilized to distinguish noise from the actual spectral
profile. For each range, the peak pixel for the absorption is found (simply a minimum finder
in the given range) and the edges are found moving in either direction until the change in
intensity slope becomes positive again. Figure 117 depicts this process with the red spectrum
the raw absorption spectrum, green the threshold, and blue being the resulting spectrum.
Each transition is numerically integrated from edge to edge to determine the raw equivalent
width.
Figure 117: Example of determining the raw equivalent width.
C.3 Curve of Growth Corrections
However, the raw equivalents widths cannot be utilized directly for further calculations, as
the relations to be discussed rely on the assumption of linear absorption. Luckily, these raw
equivalent widths can all be corrected using a curve of growth analysis.138,139 The general
expression for the equivalent width, Eq. 37, is a function of the absorption coe cient,
Eq. 30, and the path length of light (L). The line shape function, Y(⌫), is that of a Voigt
profile (combination of Gaussian/thermal broadening and Lorentzian/pressure broadening
line shapes).
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Wlu =
Z
[1  e k⌫L]d⌫ (29)
k⌫ =
h⌫
c
BlunlY (⌫) (30)
A linear analysis, for which k⌫L << 1, leads to the simplification of the exponential term
shown in Eq. 31, allows for a much simpler expression for the equivalent width as detailed
in the progression from Eq. 32, Eq. 33, and Eq. 34. Note that the line shape function is a
probability density function, so it integrates to 1.
e k⌫L ⇡ 1  k⌫L (31)
Wlu =
Z
k⌫Ld⌫ (32)
Wlu =
Z
h⌫
c
BlunlY (⌫)Ld⌫ (33)
Wlu =
h⌫
c
BlunlL (34)
This is quickly rearranged to the standard linear number density relationship in Eq. 35.
nl =
cWlu
h⌫BluL
(35)
Now for the nonlinear analysis, k⌫L ⌅ 1, such that the original equation must be used.
For processing ease, the equation is rewritten in terms of an optical depth, defined in Eq.
36, resulting in Eq. 37.
⌧ =
h⌫
c
BlunlL (36)
Wlu =
Z
[1  e ⌧Y (⌫)]d⌫ (37)
Using both Eq. 34 and Eq. 37, the procedure is as follows as depicted in figure 118:
1. Integrate over the raw absorption profiles to get the measured Wlu.
2. Calculate the Voigt line profile, Y(⌫) for each transition.
3. Starting with a small initial value for ⌧ (optical depth), iterate Eq. 37 until the equiv-
alent width matches the measured Wlu to within some tolerance.
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4. Using the resulting ⌧ value, determine the coinciding linear equivalent width. This is
now your corrected Wlu.
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1− eτY (ν)
]
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Measured Wlu
Corrected Wlu
Figure 118: Curve of growth example.
This was done to all transitions of interest for every case. For larger optical depths (20-
30% absorption), the correction is significant, while nearly negligible for smaller values. An
example of this is shown in figure 119, where the measurement regions near the end of the
flame (i.e. regions with low OH concentration) have small corrections as compared to those
near the center of the flame.
Figure 119: Optical depth corrections versus position.
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Figure 120: Convergence of the determined OH temperature as a function of iteration.
The Voigt profile is, however, a function of the gas temperature which is originally un-
known. The initial guesses for temperature (quantity 0 in figure 120) are the values obtained
if the absorption is assumed to be linear. With this initial guess, correcting the equivalent
widths, and reprocessing for the rotational temperatures, a first iteration of temperature is
obtained. Again, these new first iteration temperatures are used to correct the equivalent
widths and obtain second iteration temperatures. These second iteration values are chosen
as the ‘answer’ as further iterations have negligible changes in the resulting temperature as
shown in figure 120.
C.4 Inversion Scheme
However, because these line measurements are line-of-sight through the flame, the absorption
signals (i.e. the integrated areas for each transition) must be Abel inverted to obtain a
radial distribution of the OH signal.143 From this inverted signal, useful radial temperature
distributions are obtained. The Abel inversion itself is shown in Eq. 38 where the diagram
in figure 121 demonstrates the coordinate system for the given equation.
f(r) =   1
⇡
Z 1
r
dI
dy
dyp
y2   r2 (38)
Note how the derivative of these line measurements is required for the inversion, pre-
venting the use of the raw data directly (derivative term ‘blows up’ for sharp changes in the
signal). Therefore the corrected equivalent widths were all fit such that the profiles were
smooth to keep the derivative term in check. The fits were accomplished by the following
procedure:
1. Cubic Spline
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Figure 121: Abel Transform
• Raw data was fit to a cubic spline
• 0.01mm step size
• Enforced a zero slope at the center
2. Smoothing Function
• Resulting splines were smoothed with the MATLAB smooth function ’rloess’
• 60% average length for 1mm, 3mm, and 4mm cases
• 90% average length for 2mm
3. Enforce Zero Slope
• Starting 1000, 900, 300, and 300 points away from the centerline for the 1mm,
2mm, 3mm, and 4mm cases respectively
• Replace these values by matching the slope and value at the starting point and
holding a zero slope while matching the average value of the first 4 experimental
points at the centerline
(a) Matching accomplished by subtracting o↵ a value (diff) ⇤ (scale) ⇤ (arrayn)
from the starting point
(b) di↵ = di↵erence from starting point value to the point right before it (i.e.
starting slope)
(c) scale = current positionstarting point (i.e. 1 at the starting point, and 0 at the centerline,
matching the desired slopes)
(d) array = an array the length of the starting point starting with 1 and ending
at 0
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(e) n = is an exponential to be fit to match centerline value, the average of the
4 points closest to the centerline
The fits were slightly di↵erent (in terms of starting point for enforcing the zero slope) for
each height due to the structure of the equivalent width distribution and the desire to ensure
the Abel inversion would work correctly (i.e. no negative values, derivative doesn’t blow up).
This may be considered ‘cooking’ the data, but the fits look decent and the process is required
to get reasonable results, thus presenting the issues with such line-of-sight measurements in
general. Figure 122 demonstrates these fits compared to the real (corrected) equivalent width
data while figure 123 shows the resulting Abel inverted equivalent widths. All derivatives
and integrals were calculated numerically.
Figure 122: Fits to the corrected equivalent widths as a function of radial position.
C.5 Temperature Processing
After both correcting the equivalent widths for optical depth and then inverting these cor-
rected widths, they can be used for temperature calculations. The derivations and theory
are detailed elsewhere144 and summarized here beginning with the simple relation in Eq.
39 comparing the linear approximated lower state number density to the partition function
expression. This is rearranged to Eq. 40, which can be converted to slope-intercept form as
shown in Eq. 41 (identical to the analysis of the H2O absorption spectra in Appendix D.2).
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Figure 123: Abel inverted signal example for the OH transitions.
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Assuming linear absorption with these corrected equivalent widths, the temperature is
found to be a function of tabulated values for each rotational energy level along with the
integrated absorption area for each rotational transition. All tabulated values were obtained
via LIFBASE.145
Actual calculation of the ground state energy for each transition was found146 beginning
with Eq. 42 for the k = J - 12 component of the electronic spin doublet and Eq. 43 for the
k = J + 12 component. The value of J is the rotational quantum number obtained from the
line identification with help from LIFBASE (i.e. Q2(J)). The constants for these relations146
are repeated in table 11 for convenience.
f1(k) = B

(k + 1)2   1  1
2
p
4(k + 1)2 + a(a  4)
 
 Dk2(k + 1)2 (42)
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f2(k) = B

k   1 + 1
2
p
4k2 + a(a  4)
 
 Dk2(k + 1)2 (43)
Table 11: (⌫” = 0) 2⇧ State Constants
Constant Value
B 18.515
D 0.00187
a -7.547
For each of the 6 cases at each height, linear fits are made at each point (Boltzmann
plots) with this fit being used to back out the rotational temperature. The R2 value for each
fit at each location is monitored for all cases as shown in figure 124.
Figure 124: Linear fits for rotational temperatures.
The results, considered as the average of 6 runs at each location (with the errors bars
being the standard deviation), is shown in figure 125 with the black points being the average
value.
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Figure 125: Average radial temperature 3mm above the surface.
C.6 Number Density Processing
The number density is found using the linear relationship in Eq. 44 after the equivalent
widths are corrected for optical depth and Abel inverted.
nl =
cWlucorrected
h⌫BluL
(44)
The line of sight (L) for the calculation is determined by modeling the flame as a circle
as depicted in figure 126. The radius is considered the point at which no distinguishable OH
signal is seen for the given height, while the x position is set as the measurement point.
Figure 126: Line of sight calculations for the OH number density measurements.
The corrected line-of-sight lower state number densities are found with Eq. 44, fitted and
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smoothed, and then Abel inverted to obtain a radial distribution of the OH number density.
The fits use the same procedure as those for the temperature measurements, although not
as heavily smoothed:
1. Cubic Spline
• Raw data was fit to a cubic spline
• 0.01mm step size
• Enforced a zero slope at the center
2. Smoothing Function
• Resulting splines were smoothed with the MATLAB smooth function ’rloess’
• 50% average length for all cases
3. Enforce Zero Slope
• Starting 200 points away from the centerline for all cases
• Replace these values by matching the slope and value at the starting point and
holding a zero slope at the centerline
(a) Matching accomplished by subtracting o↵ a value (diff) ⇤ (scale) from the
starting point
(b) di↵ = di↵erence from starting point value to the point right before it (i.e.
starting slope)
(c) scale = current positionstarting point (i.e. 1 at the starting point, and 0 at the centerline,
matching the desired slopes)
Inverting these smoothed profiles results in a radial distribution of the corrected lower
state number densities as shown in figure 127.
Conversion from these lower state number densities to the upper state number density
comes from use of the partition function from Eq. 45. The total partition function, Eq.
46, can be simplified to just the combined rotational-vibrational model (the translational
component doesn’t apply and the electronic ground state degeneracy will just cancel out).
These values and their corresponding sub equations are given in Eq. 47 through Eq. 55
where ✓r and ✓v are in units of Kelvin.
nl
n
=
gle
 El
kT
Z
(45)
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Figure 127: Fitting and Abel inversion example for the OH number density.
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Spectroscopic constants for the ground electronic and first electronic state of OH are
given in table 12. Only the ground state was used for calculation of the partition function,
but for completeness the first state is provided as well. These values were obtained from
NIST.
Table 12: OH Properties
Electronic State E (cm 1) !e (cm 1) Be (cm 1) gi xe!e (cm 1) De (cm 1) ↵e (cm 1)
X2⇧ 0 3737.76 18.91 4 84.881 19.38e-4 0.7242
A2⌃ 32684 3178.8 17.358 2 92.917 20.39e-4 0.7868
Finally, after converting the corrected, Abel inverted, lower state number densities to the
total number density for all 6 scans, the average OH number density is obtained as shown
in figure 128.
Figure 128: Total OH number density results for 3mm o↵ the burner surface.
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C.7 Experimental Test Conditions and Measurements
The test conditions for the actuator for all the absorption measurements are detailed in
table 13, with the properties of the rotational transitions of interest featured in table 14.
The lines chosen for analysis were those with only one rotational energy level contribution
to the absorption profile.
Table 13: OH Absorption Test Conditions
Property Value
H2 flowrate 1 L/min
Applied Voltage 8.96 kV
Voltage Deviation 0.09 kV
Discharge Power 23.17W
Power Deviation 1.81W
Sensor Integration Time 10 s
Table 14: OH A2⌃(⌫ 00 = 0)! X2⇧(⌫” = 0) Absorption Line Properties
Transition ⌫ (cm 1) B (m2/Js) ✏i (J) Used
Q2(7.5) 32281.68 3.77e9 1328.2385 X
Q1(10.5) 32263.38 3.772e9 1977.9312 X
P1(5.5) 32235.91 2.164e9 505.5959 X
Q2(10.5) 32189.81 3.714e9 2410.4588 X
P1(6.5) 32180.76 2.148e9 729.6461 X
Q2(11.5) 32151.84 3.667e9 2840.5321 X
Q1(13.5) 32142.66 3.622e9 3275.2464 X
Q2(12.5) 32110.19 3.609e9 3304.3173
Q1(14.5) 32095.73 3.552e9 3774.0328
Q1(15.5) 32045.32 3.475e9 4305.0249
P1(9.5) 32001.5 2.081e9 1613.5123
C.8 Description of Results
The resulting temperature distributions are detailed in figure 129, demonstrating the how
the temperature is highest above the orifice and decays radially. The slight increase in
temperature for the 1mm case is due to the flame edge as can be seen in figure 115. Heavy
smoothing was required in the fitting procedure, thus the relatively smooth temperature
profiles. Error bars are the standard deviation of the 6 scans at each height.
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Figure 129: OH rotational temperatures as a function of height above the burner surface
and radial position.
Given that similar measurements of the gas rotational temperature were performed with
hybrid fs/ps CARS, direct comparisons are made in figure 130 to show the issues with
these absorption measurements based on the host of assumptions required to achieve a final
solution.
The OH number density profiles are given in figure 131. These were not smoothed as
severely as the temperature measurements, thus the results can be trusted more than the
rotational temperatures. The bumps in the number density correlate well with the flame
edge as seen in figure 115. Air at atmospheric pressure is on the order of 1019 cm 3, thus
the OH concentration is in the parts per thousand regime.
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(a) (b)
(c) (d)
Figure 130: Comparisons of the CARS rotational temperatures (red) to the OH rotational
temperatures (blue) for heights of (a) 1, (b) 2, (c) 3, and (d) 4mm above the burner surface.
Error bars the standard deviation of 500 shots for the CARS measurements and 6 10 s
exposures for the OH measurements.
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Figure 131: OH total number density results.
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Appendix D H2O Absorption Measurements
This appendix is additional diagnostic information covering H2O absorption that couples
with the temperature measurements in Chapter 5 of the dissertation.
D.1 Experimental Setup
H2O absorption via tunable diode laser absorption spectroscopy (TDLAS) was also at-
tempted on the flame, using a diode laser around 1392 nm ramped at 1 kHz. Again, these
measurements were line of sight, thus limited in actual use, but also provides some informa-
tion about the location of water vapor in the flame (and particularly the external toroidal
vortex region for the collapsed, 9 kV flame). Issues with this technique revolved around path
length averaging of the spectra for both absorption of the room air water vapor and the water
vapor in the flame. Inert cells of pure N2 were utilized to mitigate this e↵ect, and full inert
cells spanning the entire measurement length were used as the background spectra, but there
was still a path length through air. Selection of what this length actually was changes the
results drastically, thus no further work was performed on this diagnostic for this particular
application. The experimental setup for these measurements is found in figure 132.
Figure 132: TDLAS experimental setup.
The half and full inert setups, used for the actual experiment and the signal background
respectively, are shown in figure 133. Both are simply plastic tubbing with plumbing to allow
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(a) (b)
Figure 133: Pictures of the (a) half-inert setup used for the actual flame experiments and
(b) the full-inert setup used to determine the background of the absorption profile.
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nitrogen to flood the entire length of the tube. The bottom of the figures shows the optical
fiber containing the laser where it shoots across the top surface of the DBD burner and into
an IR photodiode. For the half inert case, a wedged calcium fluoride window is taped to
the edge of the tube. For collapsed flame cases, this window would get contaminated with
water vapor ejected from the flame at early times, but quickly evaporated allowing for useful
measurements.
(a) (b)
Figure 134: (a) An example of the full inert signal (black) against a room air signal (red)
and (b) the background corrected signals for di↵erent path lengths through air.
Example spectra utilizing the two setups shown in figure 133 are displayed in figure 134
for room air measurements. Figure 134a shows an actual room air absorption signal of
water vapor in red against a flat background generated from a laser scan in the full inert
setup (i.e. no water vapor present). An absorption signal is always a line-of-sight path-
integrated measurement, and with water vapor already in room air, the signal intensity will
vary depending on the path length of the CW beam in air. Figure 134b provides an example
of this by comparing the full and half inert setups to a scan fully in room air.
D.2 Isolated Line Approach and Results
Initially for the ease of processing, an isolated line approach was taken in hopes of utilizing the
ratio of only two absorption lines to provide temperature information in the flame in which
to assist with the H2O number density calculation. The theoretical process is identical to
that of the OH absorption measurements presented in the previous OH Appendix in section
C.5. However, as seen in figure 135 for both a hot and cold gas environment, the lines
for water vapor really are not that isolated. Regardless, the three main lines of interest,
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spectrally marked by green-blue-red in figure 135, are detailed in table 15 from the HITRAN
database147 where ⌫ is the center frequency of the transition, A12 the Einstein A coe cient,
E1 the lower state energy, and g1 and g2 are the degeneracies of the lower and upper states
respectively.
(a) (b)
Figure 135: Examples of the isolated lines considered (utilized only the green and red lines)
for both (a) cold gas and (b) hot gas.
Table 15: H2O Isolated Lines of Interest
⌫ (cm 1) A12 (1/s) E1 (cm 1) g1 g2
7194.141 8.352 1059.8353 7 7
7194.461 8.398 1059.6466 7 7
7194.805 11.09 95.1759 2 1
The analysis begins with the linear relationship between the gas temperature, the molec-
ular properties, and the measured equivalent width of the absorption line as shown in Eq.
56. This is the same as Eq. 41, utilized for the isolated OH absorption lines to determine the
gas temperature after optical depth and Abel inversion corrections, where essentially Wij
is the measured quantity and everything else is determined from HITRAN.   is a constant
o↵set that is not required for the temperature determination.
Ei
✓ 1
kT
◆
= ln
✓
Wij
gi⌫ijBij
◆
    (56)
HITRAN outputs the Einstein A coe cient, whereas Eq. 56 requires the B coe cient,
but Eq. 57 provides the relation between the two. Once the measurements are made and
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using the two outer most “isolated” lines (green and red in figure 135 and the first and last
rows in table 15), one can plot the equivalent widths as a function of the lower state energy.
A linear fit to the points reveals the temperature of the gas by means of the determined
slope. While not plagued by large optical depth concerns like the OH measurements, these
absorption lines are not actually isolated, generating a significant uncertainty in the measured
equivalent widths (i.e. how do you define the bounds of integration?).
Bij =
Aij
2h⌫3
gj
gi
(57)
Regardless of the issues with the measurements, they can at the very least provide an
idea of the line-of-sight gas temperature at various points in the flame. Examples of these
are shown in figure 136 for di↵erent points in a 9 kV collapsed flame geometry. Each contour
plot represents 6566 scans taken at 1 kHz, providing a sense of the data fluctuation for a
particular path integrated temperature. General trends suggest an isolated line approach is
somewhat close to working, as for the radial scan example in figure 136a, the gas temperature
appears to maximize around where the beam travels nearly tangentially to the flame edge,
thus integrating over the hottest region for the longest period of time, while the coldest
measurement is farthest away from the flame. Similar statements can be made for the
vertical scan in figure 136c, but it’s the cases probing around the hot exterior toroidal vortex
in figure 136e that prove interesting. The lowest case (yellow) closest to the surface and at
the bottom of the toroidal vortex appears to be the hottest region investigated, integrating
through the hot product and inert gases ejected radially along the quartz surface. The other
edges of the vortex decrease in temperature with absolute position from the flame itself, but
again care must be taken to interpret these line-of-sight results.
D.3 H2O Absorption Model and Results
Given that the absorption lines in this system are not actually isolated, a better approach
would be to model the absorption spectrum completely which is the subject of this section.
This developed code followed the work of others148,149 in order to produce pre-computed
libraries with which to fit the experimental spectra (similar to the CARS and SRS results
presented previously). To begin, one must start with the definition of absorption, or really
a transmission of a particular frequency, ⌫, defined by the ratio of light through a medium
with the absorber present, I(⌫), over the intensity without the absorber, Io(⌫), as shown in
Eq. 58. This ratio is related to the exponential of the absorbance, defined as k⌫L where L is
the path length in cm and k⌫ the absorption coe cient in cm 1. The path length is a rather
straightforward physical measurement, but one that is complicated by having water vapor
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 136: Results using the isolated line approach for three di↵erent parts of the flame
under an applied voltage of 9 kV. Images on the left are FRS imaging that defines the
measurement locations presented in the contour plots on the right. (a-b) Horizontal scan
⇠2mm o↵ the burner surface. (c-d) Vertical scan through the flame at r=0mm. (e-f)
Measurements targeting the mean position of the toroidal vortex. Each color in every contour
plot contains 6566 scans.
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present naturally in room air and the desired measurement volume. This will lead to a path
length average spectra to be defined later.
T⌫ =
I(⌫)
Io(⌫)
= e[ k⌫L] (58)
The absorption coe cient can be defined as Eq. 59, where S(T ) is a line strength factor in
cm/molecule,   is a line shape parameter in units of cm and a function of the gas temperature,
pressure, and mole fraction of water vapor, and nH2O is the number density of the water vapor
molecules in the measurement volume of interest. Assuming an ideal gas, Eq. 60, the overall
number density is determined from the gas temperature and, for this application, assuming
atmospheric pressure. Then the number density of the water vapor specifically is just the
mole fraction of the calculated number density, nH2O = XH2On.
k⌫ = S(T ) (T, P,XH2O)nH2O (59)
n =
P
kT
(60)
The line strength factor is shown as a ratio to reference, room air conditions in Eq. 61,
where Z(T ) it the temperature-dependent partition function, c the speed of light in cm/s,
k the Boltzmann constant, h is Planck’s constant, and E” is an alternative notation for the
ground state energy level in cm 1. The components of the partition function are listed in
Eq. 62-66.
S(T ) = S(To)
T
To
Z(To)
Z(T )
1  exp
⇣
  hc⌫okT
⌘
1  exp
⇣
  hc⌫okTo
⌘exp hcE”
k
⇣ 1
T
  1
To
⌘ 
(61)
Z(T ) = ZtZrotZvibZelec (62)
Zt =
V
h3
(2⇡mkT )3/2 (63)
Zrot =
sqrt⇡
!
✓
T 3
⇥r1⇥r2⇥r3
◆1/2
(64)
Zvib = ⇧i
 
1  exp
⇣ ⇥⌫,i
T
⌘◆ 1
(65)
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Zelec = ⌃igie
 Ei
kT (66)
However, from Eq. 61, only the ratio of the partition function to a reference temperature is
needed, thus only functions of temperature are required allowing the ratio, Zratio to simplify
to what is shown in Eq. 67.
Zratio(T ) = T
3Zvibg1 (67)
Water vapor is a nonlinear polyatomic and thus has 3N   6 vibrational modes, so N = 3
(symmetric stretch, asymmetric stretch, bending) meaning there are 3 vibrational modes
listed in table 16. Multiplying the values in the table by (hc)/k converts the units from
cm 1 to K. Utilizing these equations and using a pseudo-voigt function150 for the line shape
function, the following absorption lines from table 17 were modeled as a function of mole
fraction of water vapor and gas temperature. All values in the table were taken from HI-
TRAN.
Table 16: H2O Vibrational Modes
⇥⌫,1 3656.65 cm 1
⇥⌫,1 1594.59 cm 1
⇥⌫,1 3755.79 cm 1
Table 17: H2O Lines Included in the Model
⌫ (cm 1) S (cm/molecule) A12 (1/s)  air (cm 1atm 1)  air (cm 1atm 1) E” (cm 1) nair J’ J”
7194.14104 3.19E-22 8.352 0.0575 0.32 1059.8353 0.61 7 7
7194.19292 1.21E-24 0.0007469 0.0892 0.412 224.8384 0.67 5 4
7194.3955 3.05E-24 0.1964 0.0404 0.19 1293.6337 0.51 9 10
7194.46113 1.07E-22 8.398 0.053 0.329 1059.6466 0.61 7 7
7194.57595 4.03E-23 0.5659 0.0836 0.445 931.237 0.61 7 7
7194.6859 3.19E-24 7.18 0.0926 0.44 1819.3351 0.71 3 3
7194.80522 3.07E-21 11.09 0.1 0.47 95.1759 0.69 1 2
7194.9621 1.13E-23 0.05553 0.0737 0.418 610.3411 0.54 4 5
The results of the code are as follows. The absorption coe cient from Eq. 59 is plotted
over the spectral range of interest for a fixed pressure and number density over temperatures
of 300, 600, and 900K, demonstrating the change in spectral-line weights as a function of
temperature. This simultaneously demonstrates why the isolated line approach in theory
would work. The issues with the spectral bounds of integration remain, but are eliminated
now with the entire spectrum modeled.
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Figure 137: H2O absorbance predicted by the model for three di↵erent temperatures at
atmospheric pressure.
Applying the absorption coe cient over a measured path length is the last step required
to test the viability of the model and how it compares with experiments. Examples of two
di↵erent path lengths in room air are shown in figure 138a for both the experiments in solid
lines and the simulations in dashed lines, demonstrating excellent agreement. Figure 138b
depicts an actual fit to an experimental room air spectrum with the residual plotted above
the absorption feature. The fit allowed both the mole fraction of water vapor and the gas
temperature to vary while searching for the smallest residual fit over a library of precomputed
spectra such as those shown in figure 139 for di↵erent temperatures and a fixed mole fraction
on the top row and for di↵erent mole fractions at a fixed temperature on the bottom row.
Environments with constant properties over the length of the measurement region, like a
simple room air case, are easy to measure with the technique.
However, that is not the case with the DBD burner. There is always going to be some
path length in cold air and another path length in the hot gas of the flame. A depiction of
these di↵erent path lengths is shown in figure 140a with a corresponding hot and cold gas
weighted spectrum shown in figure 140b. For these types of environments, the code requests
the path length and properties of the cold gas region (temperature and mole fraction of water
vapor), and fits the experimental spectrum by weighting some hot gas spectra with the cold
gas spectra. The weighted average of the input cold spectra and the fit hot gas spectra is
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(a)
(b)
Figure 138: (a) Path length comparison of experiments to the model. (b) Result of a model
fit to a room air experimental spectrum.
Figure 139: Example of the pre-computed library utilized for fitting experimental spectra.
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compared against the experiment and iterated to find a minimum residual. The example in
figure 140b shows the measured experimental spectrum in black, a curve that could never be
determined from a single path length measurement alone. However, this two-region fitting
appears to do a decent job of matching the experiment, while providing an estimate of the
gas properties over the length of what is defined as the hot gas region.
This, however, presents a new issue of how to define the hot gas versus the cold gas region
and whether or not two regions is enough. Just having one hot gas region simply means the
measurement is still just a path average over the length of the flame at the probe location.
An example of this issue is shown by the results in figure 141, where the radius of the hot gas
region is defined as a circle of radius 30mm. Thus, as measurements commence outwards,
the region of hot gas actually shrinks, putting less weight on the hot gas signal which tends
to drive up the gas temperature and or the water vapor mole fraction towards the edge of the
hot gas region (i.e. the last data point before the 30mm cuto↵). Measurements outside of the
imposed hot gas regions are assumed to be of constant, near room air values, and are thus
fitted as a single path length. This must not be true however, due to the still decreasing
value of gas temperature with radial position outside of 30mm. Even in the flame, the
measurements are path averaged, thus an Abel inversion similar to the OH measurements is
required in order to obtain realistic measurements of the temperature as a function of radial
position. This was the stopping point for this work, as other diagnostics (CARS, SRS) better
suited for this environment were pursued for flame thermometry measurements.
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Figure 140: (a) TDLAS path length weighted setup and (b) an example of the weighted fits
to the experimental spectrum based on path length.
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(a) (b)
Figure 141: (a) FRS imaging of a 9 kV collapsed flame with the radial measurement locations
labeled and (b) the corresponding temperature and water vapor results form the path length
averaged fits. Mean values follow along the line, but all 6566 shots are plotted as smaller
points, providing an idea as to the fluctuations in the data.
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Appendix E Pure-Rotational S-Branch Spontaneous Ra-
man Measurements
This appendix is supplemental to the discussion in section 5.1 over Raman scattering Q-
branch measurements.
In an attempt to rotational resolve the Q-branch of nitrogen, a longer 2m focal length
spectrometer was brought in to replace the 450mm spectrometer used for all the measure-
ments presented earlier. This new experimental setup, along with the resolution advantage
is shown in figure 142. However, due to the larger dispersion of the new spectrometer, the
signal was much weaker overall and required more accumulations to achieve an adequate sig-
nal levels in the hot region of the flame. Such integration of numerous laser shots may have
also integrated over di↵erent gas temperatures during the acquisition due to the flickering
nature of the flame. This, in addition to simply not having the adequate resolution, may
have eliminated the opportunity to actually see rotational lines.
However, adding a longpass filter near 355 nm in front of the spectrometer allowed for
viewing of the pure-rotational signal through the hot reaction zone of the flame. A stitched
example of this is displayed in figure 143, where the image is similar to the 1D CARS
measurements in the collapsed flame. However, in this case, the y-axis represents the radial
direction, where the base of the image is in the fuel rich region of the flame where the S
(0) H2 line is clearly visible, with little to no nitrogen present. As you move farther out
radially, higher energy levels of N2 are populated and the H2 signal is diminished, signaling
the high temperature reaction zone of the flame. Finally, as you reach the outside of the
reaction zone, the signal becomes much more intense due to the higher number density of
the colder gas. Oxygen lines are also now present, as all oxygen would normally be burnt
in the reaction zone. The actual use of the S-branch imaging is just limited to examples, as
the requirements of many more spectral windows as well as the accumulation time proved
too costly to warrant further examination.
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Figure 142: (a) New experimental setup for the SRS measurements with a longer focal
length spectrometer and (b) the corresponding resolution advantage as a function of grating
characteristics in a hot region of the flame for the nitrogen Q-branch.
Figure 143: Example of S-branch pure-rotational Raman scattering as stitched together by
means of 5 spectral windows denoted by the green lines with an accumulation of 5000 laser
shots at each position. The vertical dimension is really the radial position in the flame.
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Appendix F CARS O2 Collisional Modeling
This appendix supplements the discussion of collisional dephasing modeling in Section 5.3.
F.1 Hencken Burner Measurements
CARS spectra from  = 0.1-1.1, H2/air flames stabilized on the Hencken burner were utilized
to estimate collisional linewidths for N2 and O2 across a wide range of temperatures. Probe
delay scans from ⌧ = 50 to 450 ps were performed and the decay of the Raman intensities
in time for all isolated J transitions was fit to a single exponential decay to obtain the
dephasing time, ⌧CARS,J . Raman linewidths were then calculated from  J= (2⇡c⌧CARS,J) 1,
as demonstrated previously by numerous authors.128,151,152 Measured linewidths for N2 were
within 10% of MEG model predictions obtained using the constants published for N2-N2 self
collisions,123 and we have used this model to analyze our spectra. Measured linewidths for
O2, shown in figure 144a, were within 5-10% of MEG predictions126 at room temperature,
but are a factor of ⇠1.5-2⇥ larger than MEG values at temperatures in excess of 900K,
revealing that the O2 contribution to the Raman polarization decays more rapidly at elevated
temperatures than a single exponential decay based on existing linewidth data and Eq. 17
suggest. These observations regarding O2 collisional dephasing are consistent with recent
fs/ps CARS measurements by Bohlin et al.,124 who report a characteristic decay time of
⇠100 ps for the O2 Raman Q branch at temperatures of 1200-1400K in a CH4/air flame - a
value that is ⇠1.7⇥ more rapid than would be obtained by averaging MEG-model-predicted
results over thermally populated rotational levels at the same temperatures.
This issue, as described later in this section, is due to the coupling of the electronic and
nuclear angular momenta which splits each rotational Raman transition, N , into six possible
values of the total angular momentum quantum number, J . Rather than including all 6
possible (N,J) sublevels in our theoretical calculations of CARS spectra, we set N = J in
Eq. 17 and treated each rotational level as a single transition with an e↵ective exponential
decay parameter that was calculated as  J,eff = C(⌧, T ) J,MEG. C is an empirical correction
factor that depends on probe delay and temperature, and was determined by fixing O2/N2
and temperature at known values for H2/air adiabatic equilibrium, and performing a least-
squares fit of the measured CARS spectra from the Hencken burner by varying C. We
performed these calculations across the full range of probe pulse delays and temperatures
in our Hencken-burner measurements to obtain the correction factors shown in figure 144b.
These corrections generally increase with probe delay and reflect the increasingly rapid decay
of the O2 Raman coherence at late times. At temperatures T = 300-1570K, the correction
factors trend toward unity at probe delay ⌧= 50ps, as the early-time coherence decay is
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Figure 144: Oxygen linewidth measurements based on probe time-delay scans obtained
in near-adiabatic H2/air flames. Measured Raman linewidths (symbols) compared against
MEG model predictions126 are shown in (a). Temperature- and delay-dependent correction
factors applied to the MEG model to reproduce the observed collisional decay of the O2
spectrum in the Hencken burner (b).
well-represented by exp(  Jt). At higher temperatures the early-time results are less than
1, which we believe is an artifact from low O2 signal-to-noise ratio at the high temperatures
and low O2 concentrations encountered in these Hencken-burner flames.
Temperature and O2/N2 measurements from the Hencken-burner product gases are shown
in figure 145, where squares represent data obtained by applying the correction factors of
figure 144b to the MEG-model linewidths for O2 and circles indicate results from fits where
the correction to MEG was not used. When plotted against the fuel/air equivalence ratio
in figure 145a, ⇠70% of the temperature measurements are within 5% of the adiabatic
equilibrium values expected for the Hencken flame.153 For equivalence ratios higher than 0.4,
⇠95% of the measurements are within 5% of equilibrium. In general, there is no systematic
change in the temperature measurements as the probe delay was varied, demonstrating
robust thermometry regardless of probe pulse delay.
Our Hencken-burner data are additionally plotted as T vs. O2/N2 in figure 145b. Plot-
ting the results in this fashion removes uncertainties associated with the metered gas flow
rates to provide an improved comparison to adiabatic equilibrium, and better illustrates the
e↵ect of complexities associated with oxygen coherence decay on the O2/N2 measurements.
The impact of the linewidth corrections on the O2/N2 measurements is significant. When
using uncorrected MEG linewidth data, a systematic bias toward increasingly lower O2/N2
is observed as the probe pulse delay is increased. Use of corrected O2 linewidths based on
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figure 144b result in O2/N2 measurements that generally fall within 3-5% of the adiabatic
equilibrium curve for temperatures of 1000K or higher, with the exception of the measure-
ments at ⌧ = 450 ps probe delay, where signal levels for O2 have become exceedingly low as
a result of more rapid decay relative to the N2 polarization. In general, our relative O2/N2
measurements are most reliable for low probe-pulse delays and degrade with increased ⌧ as
a result of the decreased signal-to-noise in the O2 spectrum.
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Figure 145: Temperature and O2/N2 ratio measurements from near-adiabatic H2/air flames
stabilized on the Hencken burner. Temperature dependence on metered gas equivalence ratio
is shown in (a). The temperature/oxygen characteristic shown in (b) reveals the impact of
collisional modeling on our O2/N2 measurements. Squares represent results analyzed using
correction factors obtained from the observed collisional decay, while closed circles represent
measurements analyzed using the MEG model and a single exponential decay.
F.2 O2 Collisional Dephasing
However, calibrating this e↵ect out is not a satisfying result, thus further investigation into
this O2 dephasing issue was performed. Complications with these O2/N2 measurements
at long probe delays revolve around spectroscopic complexities introduced by the triplet
character of the ground electronic state of O2. In this case, 2S+1 = 3, or S = 1, where S is
the electron spin. The angular momentum for the molecule is then described by rotational,
N , and total angular momentum, J , quantum numbers, where J = (N   1, N,N + 1). For
a rotational Raman transition with  N = +2, which contributes to the CARS spectrum,
the selection rules are  J = 0, 1, 2, so that the coupling of the electronic and nuclear
angular momenta splits the Raman transition into six possible lines, as describe by Berard
et al.127and shown in figure 146. The transitions are grouped and denoted as (S , S0, S+),
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with these main groupings separated by nominally ⇠2 cm 1, and a much finer splitting
between the three transitions which compose the S0 group. The splitting between these
three groups leads to both high- and low-frequency beats in the time-dependent O2 Raman
polarization, which impact the dephasing of the Raman coherence and are not captured by
the single exponential decay of Eq. 17 in the main paper.
(a) (b)
Figure 146: (a) Energy level diagram for the 6 possible transitions for the N = 1 to N =
3 case and (b) the corresponding lines in the frequency domain using the calculated line
strengths. Figures are obtained from information in Berard et al.127
We have simulated the O2 coherence decay, probed by Gaussian pulses of 5 ps and 60
ps FWHM. Transition data from Berard et al.127 were used with expressions similar to
Eqs. 17-20, where we consider a single Raman transition from N to N = N + 2, and the
summation is taken over all 6 possible (N,J) combinations. Simulated decays for N =1 and N
= 9 are shown in figure 147. A short, 5-ps-duration probe pulse, resolves both the high- and
low-frequency beat contributions for the N = 1 Raman transition. The period of the high-
frequency beat is ⇠17 ps and has been observed experimentally by Miller et al.152 for the N
= 1 and 3 transitions in O2. At N = 9, the transition strength of the S and S+ groupings
is weak, and no high-frequency beat is observed. The low-frequency beat contribution has
much more significant impact on practical measurements using hybrid fs/ps CARS. This
contribution is e↵ectively a sinusoid superposed with an exponential decay, such that the
Raman polarization dephases more rapidly than the simple exp(  Jt) alone.
Our coherence-decay measurements acquired from H2/air flames stabilized on the Hencken
burner are shown in figure 148 for the indicated isolated O2 lines at probe delays ranging
from ⌧ = 100 to 450 ps. The coherence decay data in figure 148b indicate the first half
period of the beat, which increases with N and is approaching ⇠1 ns for N = 11-29. The
simulated coherence dephasing of figure 147 has been observed experimentally by Milner et
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(a) (b)
Figure 147: (a) Signal decay for the N = 1 Raman transition, demonstrating high frequency
beating when probed with a short probe pulse (integrated over otherwise) and (b) the signal
decay for the N = 9 Raman transitions, demonstrating minimal high frequency content.
al.,154 and it is this long-duration beating that is the source of the rapid decay of the O2
Raman polarization in our experiments.
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Figure 148: (a) Average spectrum taken at 920K in the Hencken burner with isolated O2 lines
marked and (b) their corresponding signal decay as a function of probe delay demonstrating
the beginning of the low-frequency beating of the fine-split O2 transitions in the S0 triplet.
F.3 Full O2 dephasing model
Using the measured triplet linewidths from Berard127 and the references within, these ad-
ditional transitions were added to the model in order to more appropriately describe the
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physical behavior of the O2 collisional dephasing. The results of the model are shown in
figure 149, displaying a room air pure oxygen signal with the additional transitions present,
most evident at the lower energies, and the vibrational levels considered in the calculation.
Assuming the Boltzmann distribution is weighted the same on all 6 transitions for each ro-
tational state, this model can then be utilized to examine the decay in isolated O2 lines as
a function of probe delay due to the beating of these finely split lines. Using this improved
model, the decay of oxygen rotational lines can be modeled as a function of probe delay for
di↵erent temperatures, figure 150a, and di↵erent rotational transitions, figure 150b.
The results of this model, compared against the typical exponential decay seen in N2 and
H2 (and what was originally in the O2 model) and the empirical correction factors developed
previously in figure 144b, show good agreement with the improved model in figure 151 and
the empirical corrections determined from actual data in a Hencken burner and thus provides
confidence in the model itself. Figures 151c-151d show the new model against the actual
decay of the isolated oxygen lines from the Hencken burner at the same temperatures.
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Figure 149: (a) Synthetic S-branch Raman spectra for O2 at 300K with the added triplet
transitions (seen best at lower wavenumbers) and (b) showing the vibrational levels consid-
ered by displaying the spectra to 3000K.
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Figure 150: (a) Decay of the O2 N=11 transition as a function of temperature and (b) the
decay of multiple rotational transitions at 1200K.
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Figure 151: (a-b) Comparisons of the decay of isolated oxygen lines with probe delay as
predicted by the simple exponential decay from MEG models (dashed lines), the empirical
correction factors developed from the Hencken burner (dots) and the new model itself (solid
lines) for two di↵erent temperatures. (c-d) Comparison of the new model to the actual decay
measured in the Hencken burner.
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Appendix G Schematics of the fs laser system
Our ultrafast laser system begins with a Spectra-Physics Solstice Ace Ti:sapphire femtosec-
ond amplifier that operates at 1 kHz with a nominal output of 7 mJ at 35 fs FWHM with
a wavelength centered at 800 nm. With custom split pulse-compressors out of the ampli-
fier, our system can separately pump and optimize the output of both a second harmonic
bandwidth compressor (SHBC) and a fs-TOPAS optical parametric amplifier (OPA). The
SHBC acts to increase the pulse duration from an input 800 nm, 35 fs pulse to a 400 nm,
⇠3.5 ps pulse which is useful for frequency narrow probe beam applications such as CARS.
The fs-OPA with a deep UV module allows for wavelength conversion of the input 800 nm
to as low as 190 nm and up to 2000 nm with the nominal pulse duration remaining at 35
fs, providing significant bandwidth over a plethora of wavelengths. The overall system to
scale for an initial iteration of the CARS-EFISHG experiment is shown in figure 152 with a
cartoon of the beam properties through the ultrafast system provided in figure 153.
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Figure 152: Overall initial laser setup to scale (table on the left is 10’⇥5’). The optical setup
is for an initial 3-color CARS-EFISHG experiment.
Alignment of all three beams shown in figure 152 in space and time by means of a BBO
crystal placed at the focus results in the generation of the second harmonic of the input
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beams, the frequency sum of the 800 and 1200 nm beams, a ro-vibrational CARS signal at
600 nm probed by the 800 nm beam, and two pure-rotational CARS signals sitting on top
of the 400 nm probe beam (Raman coherence is separately created by both the 800 and the
1200 nm broadband beams). These colors are shown in figure 154a with a picture of the
CARS signal seen by eye on a card after being dispersed by the spectrometer in figure 154b.
To achieve results like this, first one must match the spatial overlap of the laser beams. This
is accomplished by placing neutral density filters in front of each of the beams and positioning
a CCD detector chip at the focus of the beam that does not have a telescoping lens system in
the beam path. Then, the telescoping lens systems on the other two beams are adjusted such
that their respective beams also focus on the same plane. The temporal overlap begins with
photodiodes and an oscilloscope. The beam that comes out last (the SHBC in our system)
should travel directly to the measurement region. The other two beams then must have
automated delay lines to adjust the timing by simply changing the path length over which
the beams have traveled. Using triggered photodiodes with the same BNC cable length and
measuring at the beam spatial overlap, one can get the timing to below 100 ps or so between
the beams if not better. From there, you rely on sum frequency generation in a BBO crystal.
Knowing the beams are overlapped in space, one can overlap in time by scanning one beam
with respect to the other and looking for the sum frequency generation on a card positioned
behind the BBO crystal (assuming the crystal is at the correct phase-matching angle).
Stretcher
Regenerative 
Amplifier Compressor 1
Compressor 2 SHBC
TOPAS
From Element
Figure 153: Cartoon of the beam path through the ultrafast laser system where the x-axis
in the laser beam depictions represents the time and any rainbow color e↵ect represents
frequency chirp on the laser pulse.
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Figure 154: (a) Nonresonant CARS signal generated in argon seen on a card, where the gap
between the signal and the probe beam is from the shortpass filter and (b) the generation of
colors on a card with all three beams overlapped in space and time (800, 400, and 1200 nm
inputs at 35, 3500, and 35 fs FWHM respectively).
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Appendix H Simultaneous EFISHG-THGMeasurements
Supplementing the results shown earlier in figure 97, the experimental setup used for mea-
suring the third harmonic generation (THG) is shown in figure 155, where the focusing lens
on the 1200 nm beam was varied between the 750mm shown and the faster 300mm to mimic
the CARS probe beam. Note that for these measurements, the THG of 1200 nm appears
at 400 nm, thus to eliminate uncertainties with the measurements, simultaneous CARS was
not performed to avoid contaminating the THG detector with stray probe beam light.
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Figure 155: Setup for the simultaneous measurements of the EFISHG signal and the THG
signal.
The sensitivity of each signal to di↵erent gas environments was studied in figure 156 where
each case was normalized to the room air measurements. Simultaneous measurement of the
fundamental, SHG, and the THG by means of a photodiode, PMT, and another photodiode
respectively, was performed without the use of individual filters in front of the detector;
thus stray light from a di↵erent harmonic may contaminate the signal. This appears to
be the case as each set has a consistent bias based on the intensity of the generated 3rd
harmonic. Regardless, the measurements suggest a strong THG dependence on the gas
present in the measurement region, with oxygen by far being the strongest generated signal
and nitrogen the weakest. Both the SHG and THG had a strong response to the flickering
flame, demonstrating a useful diagnostic for the measurement of the flame flickering. In
addition, the THG has been shown to not be a↵ected significantly by an external electric
field, thus could be useful in a single-beam EFISHG-THG technique. The average and scatter
results of figure 156 are shown in figure 157a, with the measured THG spectrum shown in
figure 157b.
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Figure 156: Simultaneous measurements of the fundamental (1200 nm), SHG (600 nm), and
THG (400 nm) for an f = 300mm case in di↵erent environments. The flame example was
in the flickering, 0 kV reference flame on a mini DBD burner.
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Figure 157: (a) The averaged results and scatter of the previous figure for each of the
harmonics and (b) a spectrum of the THG.
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