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Abstract
Estimating parameters of Partial Differential Equations (PDEs) is of interest in a num-
ber of applications such as geophysical and medical imaging. Parameter estimation is com-
monly phrased as a PDE-constrained optimization problem that can be solved iteratively using
gradient-based optimization. A computational bottleneck in such approaches is that the under-
lying PDEs need to be solved numerous times before the model is reconstructed with sufficient
accuracy. One way to reduce this computational burden is by using Model Order Reduction
(MOR) techniques such as the Multiscale Finite Volume Method (MSFV).
In this paper, we apply MSFV for solving high-dimensional parameter estimation problems.
Given a finite volume discretization of the PDE on a fine mesh, the MSFV method reduces the
problem size by computing a parameter-dependent projection onto a nested coarse mesh. A nov-
elty in our work is the integration of MSFV into a PDE-constrained optimization framework,
which updates the reduced space in each iteration. We present a computationally tractable
way of explicitly differentiating the MOR solution that acknowledges the change of basis. As
we demonstrate in our numerical experiments, our method leads to computational savings for
large-scale parameter estimation problems where iterative PDE solvers are necessary and offers
potential for additional speed-ups through parallel implementation.
Keywords: model order reduction, parameter estimation, PDE constrained optimization,
optimal control, geophysical imaging.
1 Introduction
PDE parameter estimation problems frequently arise in practical applications, e.g., in geophysical
imaging [85, 76, 79, 26, 31, 11, 43], medical imaging [4, 16, 5, 65, 23], and hydrology [57, 25].
Commonly, parameter estimation is formulated as a PDE-constrained optimization problem and
solved iteratively using gradient-based optimization. One challenge in these approaches is the large
computational cost required to numerically solve the discretized PDEs. The costs of PDE solves are
compounded for mainly two reasons: First, the PDEs are solved repeatedly for different parameters
until the parameters are estimated with reasonable accuracy. Second, the PDE needs to be solved
with sufficient accuracy to provide high-quality reconstructions and reliable gradient information
for efficient optimization.
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One popular approach to reduce the computational burden in PDE-constrained optimization
is to use Model Order Reduction (MOR); see, e.g., [61, 32, 72, 49, 38, 41, 13, 40] and the re-
cent survey [78]. A key idea is to reduce the complexity of the PDE solves by projecting the
controls (i.e., the parameter) and/or the states (i.e., the PDE solutions) onto lower-dimensional
subspaces. Several techniques have been used recently to compute subspaces with good approx-
imation properties, e.g., reduced basis methods [72], moment matching [33], empirical interpola-
tion [8, 23], Krylov subspace methods [73], and perhaps most commonly Proper Orthogonal De-
composition (POD) [12, 61, 32, 59, 65]. MOR techniques have also led to remarkable performance
gains in sampling methods used in statistical formulations of PDE parameter estimation problems;
see, e.g., [37, 63, 69, 83].
In order to be effective for PDE-constrained optimization, the solutions obtained using MOR
techniques need to accurately approximate solutions of the original problem for a sufficiently large
set of parameters [12]. For example, the success of POD-based methods relies on the availability of
sufficiently many and well-distributed snapshots that are solutions of the original problem for given
parameters which are used to build an MOR basis. While sampling the parameter space is feasible
in low-dimensional settings, the problem becomes more difficult or intractable for high-dimensional
parameter spaces. Similar restrictions apply to interpolatory MOR techniques.
In this work, we use multiscale finite volume methods (MSFV) [28, 62, 47, 48, 55, 77, 56, 21, 20,
19] to numerically solve PDE-constrained optimization problems with high-dimensional parameter
spaces. In MSFV the reduced subspace is built by computing an operator-induced interpolation
between grid functions on a nested coarse mesh and solutions on the original fine mesh. Being
operator-induced means that the basis vectors used to represent the subspace are informed by the
parameters. The interpolation is computed by solving fine mesh versions of the original problem
separately for each coarse mesh block, which can be parallelized, and, in contrast to, e.g., POD,
can avoid solving the fine mesh problem altogether. The MSFV method bears similarity with
other adaptive meshing techniques, e.g., [64, 50], however, the homogenization applied to obtain
the reduced problem is operator-dependent and can thus capture larger variety in the parameters.
MSFV methods have been employed successfully to reduce the costs of PDE solves in porous media
flow problems [52, 68, 58, 71, 22, 27, 67, 54, 53] and more recently in electromagnetics [46].
In this work, we integrate MSFV methods into the projected Gauss-Newton approach presented
in [46, 80] and exemplarily show their potential using a geophysical imaging example. Rather than
using a fixed reduced space throughout the iterative scheme, we use a computationally tractable
way to adaptively update the basis within the derivative-based optimization process [22]. In
our discretize-then-optimize framework this requires explicit differentiation of the MSFV method.
Derivatives of MSFV methods have also been approximately computed using interpolation [60], ad-
joint methods [35, 36, 34], and more recently using a general algebraic framework [22]. In contrast
to these works, we explicitly differentiate the solution of the discretized problem obtained with the
MSFV solver with respect to the parameter of interest. Our work is most closely related to [22],
however, we use local sensitivity equations alleviating the need for automatic differentiation. We
also demonstrate that a parallel implementation of the derivative operators is tractable.
The paper is structured as follows. In Sec. 2, we introduce the general mathematical framework
for the parameter estimation problem and the formulation of the Direct Current Resistivity (DCR)
survey. In Sec. 3, we give a general overview of model order reduction (MOR) in the parameter
estimation framework as well as a brief overview of MSFV methods. In Sec. 4, we show how to
compute the derivatives of the reduced forward problem for the optimization scheme. In Sec. 5, we
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demonstrate that the reduced forward problem yields results that are comparable to methods using
the full mesh in a reduced runtime. In Sec. 6, we conclude with a discussion of possible extensions
of our method.
2 Parameter Estimation
In this section, we provide a brief description of the general framework for PDE parameter estima-
tion and highlight some challenges associated with solving their numerical solution. Our discussion
follows the discussions in [43, 80]. We also introduce the Direct Current Resistivity (DCR) model
problem, which we use for our numerical experiments. The DCR problem is also known as the
inverse conductivity problem and is thus closely related, e.g., to Electrical Impedance Tomogra-
phy [4, 16, 5, 65].
2.1 Forward Problem
Let Ω ⊂ Rd be the computational domain with d = 2, 3 and let m : Ω → R a model function
describing the parameter of interest. We consider measurement data of the form
Dij = Fij(m) + ij , (1)
where the forward operator is given by
Fij(m) = (pi, uj(m)),
for each i = 1, . . . , Nr, j = 1, . . . , Ns. Here, pi : Ω→ R is the ith receiver function, uj : Ω→ R is the
field induced by the jth source qj : Ω → R, D ∈ IRNr×Ns are the discrete measurements, and Nr
and Ns are the number of receivers and sources, respectively. We assume that the measurements
are given by the L2 inner product between pi and uj plus some additive noise ij that for simplicity
is assumed to be Gaussian white noise. The field uj (also called the state) satisfies
A(m)uj = qj , (2)
where A(m) is the underlying PDE operator including boundary conditions. While this framework
is generic and can be used for many geophysical and medical applications, we focus in the following
on DC Resistivity survey.
The DC Resistivity survey is an exploration technique used in many geophysical applications
[70]. It uses artificial sources to introduce a direct current into the ground, thereby creating an
electric potential field. Measurements of these potential fields are then collected on the surface and
are used to estimate the conductivity in the subsurface.
In this case, the operator A in (2) corresponds to the steady-state heterogeneous diffusion
operator, and the governing equations are given by
∇ · (σ(m(x))∇uj(x)) = qj(x), x ∈ Ω,
∇uj(x) · ~n(x) = 0, x ∈ ∂Ω, (3)
uj(x)→ 0 as |x| → ∞ j = 1, . . . , Ns.
Here, the parameter of interest is the conductivity function σ : Ω → R, m is the model function
that parametrizes σ, for example, σ(m) = exp(m), and uj is the potential field induced by the jth
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source qj . The goal is then to estimate the model m given surface measurements. While (3) can
be extended to tensor-valued conductivities, we limit the following discussion to the scalar case for
simplicity.
2.2 Discrete Forward and Inverse Problem
We follow the discretize-optimize approach in [43, 80]. To this end, we discretize the domain Ω on
a uniform meshMh consisting of Nm cells and Nn nodes. Here, h > 0 is a parameter that denotes
the discretization size. Also, let m ∈ RNm , uj , qj , pi ∈ RNn , and j ∈ RNr be the discretizations
of the model m, the field uj , the receiver pi, the source qj , and the measurement noise ij given
in (1) and (2) on Mh, respectively. The discrete data measurements are given by
D = F(m) + ,
with the forward problem
F(m) = P>A(m)−1Q = P>U, (4)
where A ∈ RNn × RNn is the discretized PDE operator, F is the discrete forward operator, P =
[p1 p2 ... pNr ] is the receiver matrix that maps from the fields to the data, Q = [q1 q2 ... qNs ] are
the sources, U = [u1 u2 ... uNs ] are the induced fields, and  = [1 2 ... Ns ] is the measurement
noise.
In the optimal control literature, m corresponds to the discrete ”control” and the fields, uj ,
are the discrete ”states” [39, 82]. We assume that the operator A is nonsingular and differentiable
with respect to the model parameters. To this end, we incorporate the third boundary condition
in (3) by fixing the value of uj at one grid point. This renders the fields uj uniquely defined given
the model m and due to the construction of A also differentiable with respect to the model.
The parameter estimation problem then aims at estimating the underlying model given the
data, D, sources Q, and receivers P. To this end we eliminate the PDE constraint and consider
the so-called reduced optimization problem
min
m
Φ
(
P>A(m)−1Q,D
)
+R(m),
s.t. mL ≤m ≤mH ,
(5)
where Φ : RNr×Ns × RNr×Ns → R is a misfit function, R : RNm → R is a regularization term, and
mL and mH can be used to enforce physical bounds for the model parameters. For some common
choices of misfit and regularization functions, we refer to [43], and without loss of generality focus
on the sum-of-squared-differences misfit
Φ(Dpred,Dobs) =
1
2
‖Dpred −Dobs‖‖2F , (6)
where ‖ · ‖F denotes the Frobenius norm. In addition, we consider Tikhonov regularization
R(m) =
α
2
‖L(m−mref)‖22, (7)
where mref is the reference model, and the operator L can be, e.g., a discrete derivative operator
and α > 0 is a regularization parameter. Since the dimensions of m are typically very large, we
approximately solve (5) using the projected Gauss-Newton-PCG method described in [43].
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2.3 Sensitivity Computation
A key ingredient of derivative-based methods for solving (5) is the sensitivity matrix J(m), which
characterizes how small changes in the model affect the measurements. Since similar techniques
will be used to differentiate the multiscale basis, we briefly review the concept of sensitivity compu-
tations given in [43]. For any small perturbation δm ∈ RNm , the sensitivity matrix J(m) satisfies
P>u(m + δm) ≈ P>u(m) + J(m)δm +O(δ‖m‖2).
As a consequence, we have that the sensitivity matrix is given by
J(m) = P>
∂u
∂m
. (8)
To obtain the derivatives of the fields with respect to the model parameter, we use implicit differ-
entiation. To simplify notation, we consider the case of a single source q and write the discretized
PDE-constraint as
A(m)u = q.
Applying the product rule to differentiate both sides with respect to m, we obtain
∇m(A(m)u) + A(m) ∂u
∂m
= 0.
For nonsingular A(m) this is equivalent to
∂u
∂m
= −A(m)−1 (∇m(A(m)u)) .
Finally, inserting this into (8) gives the sensitivity matrix
J(m) = −P>A(m)−1 (∇m(A(m)u)) . (9)
As can be seen in (5) and (9), each evaluation of Φ and product with J or its transpose requires
one PDE solve per source. This renders solving (5) very expensive, particularly for parameter
estimation problems involving hundreds of thousands or even millions of sources; see, e.g, [44, 84].
This observation motivates lowering the cost of the PDE solves through model order reduction
techniques.
3 Model Order Reduction in Parameter Estimation
In this section, we introduce reduced order modeling [7, 17] using Multiscale Finite Volume (MSFV)
techniques in the context of parameter estimation problems. MSFV is only one way to lower the
computational costs associated with PDE-constraints and we refer to [78] for a general overview.
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3.1 Model Order Reduction
MOR can be applied both to the model, reducing the dimensionality of the nonlinear optimization
problem (5), and the fields, reducing the dimensionality of the PDE-constraint. In the following,
we assume that the model is represented efficiently, e.g., using a tensor or OcTree mesh as in [45],
and focus on the latter part. A common theme in MOR is to project the PDEs onto a small,
k-dimensional, subspace (where k  n) that is spanned by the basis
Sk = [s1 s2 . . . sk] ∈ RNn×k.
We can then replace the forward problem in (4) with the following reduced forward approximation
Fk(m) = P
>Uk(m), (10)
where
Uk(m) = SkAk(m)
−1S>k Q
is the reduced approximation of the fields and
Ak(m) = Sk(m)
>A(m)Sk(m) (11)
is the reduced PDE. Inserting the reduced forward problem into (5) yields the surrogate problem
min
m
Φk
(
P>SkAk(m)−1S>k Q,D
)
+R(m),
s.t. mL ≤m ≤mH .
(12)
Since the approximate fields Uk(m) change for every iteration in the optimization scheme (12), a
key challenge in solving the reduced optimization problem is finding a good basis Sk so that Uk(m)
is a good approximation of U(m) for all possible m.
Prominent examples for finding these bases are moment matching [33], superposition of locally
reduced models [66], matrix interpolation [75, 3], Interpolatory Model Order Reduction [9, 24],
Proper Orthogonal Decomposition [42, 87] and a Greedy procedure [30, 63, 12], all of which have
been explored in parameter estimation. Most of these techniques use an offline phase in which
the PDEs are solved for a large number of right hand sides and a basis is constructed from these
solutions. While these methods have been shown to be effective for many problems, they are more
difficult to apply for the problem at hand in which the dimensionality of m is typically in the order
of millions and sampling the parameter space becomes intractable.
To avoid the challenge of sampling the high-dimensional parameter space we propose using an
adaptive basis
Sk(m) = [s1(m) s2(m) . . . sk(m)],
where now the projection basis depends on the model parameter m. This leads to the optimization
problem
min
m
Φk
(
P>Sk(m)Ak(m)−1Sk(m)>Q,D
)
+R(m),
s.t. mL ≤m ≤mH . (13)
In the following subsection, we use the multiscale finite volume method [28] to construct the basis
Sk. As we show in the next section, where we compute the sensitivities of (13) for MSFV, this leads
to a computationally tractable smooth optimization scheme. While the adaptive basis approach is
not limited to MSFV, computing derivatives might be more involved for other techniques.
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Figure 1: Outline of the construction of a multiscale basis function using a bilinear Piecewise
Lagrangian Polynomial as boundary conditions. Here, m(x) = 10 in Ω1H , and m(x) = 1 everywhere
else. The adaptivity of the basis is evident by looking at its values on Ω1H .
3.2 Multiscale FEM/FV Methods
We now introduce the basic steps of MSFV that are performed to construct the basis Sk to be used
in (10). Our discussion closely follows [28]. Each multiscale basis function is constructed in the
following manner.
1. Partition the fine mesh Mh into a nested coarse mesh MH =
Nc⋃
j=1
ΩjH where Ω
j
H is the jth
coarse cell, and Nc is the number of coarse cells.
2. Choose a forcing term q, and prescribe values to a particular multiscale basis function s :
RNn → R on the boundary of the coarse grid cells; see below for some common options.
Denote these block-boundary values by sbc.
3. Obtain the values of the multiscale basis function inside each coarse cell by solving the under-
lying PDEs on the local fine mesh using the prescribed boundary conditions for each coarse
cell from step 2, i.e.,
A(m)s = q, x ∈ ΩiH , s = sbc, x ∈ ∂ΩiH , (14)
for each i = 1, ..., Nc, where in the case of the DCR survey, A corresponds to the diffusion
operator, and s is a particular multiscale basis function.
The multiscale basis functions are thus obtained by solving the underlying PDEs locally and
independently on each coarse mesh cell given specialized boundary conditions and/or forcing terms.
We can therefore compute the bases in parallel. Each column in the projection basis Sk corresponds
to one multiscale basis function; the number of columns in Sk therefore depends on the number
of boundary conditions and/or forcing terms assigned. Furthermore, (14) shows that Sk is an
operator-induced interpolation, thus allowing for the multiscale projection basis to adapt to the
current optimal parameter in the optimization scheme. For a detailed analysis on the convergence
of MSFEM/MSFV methods, we refer to [51, 29, 18].
The scheme is illustrated in Fig. 1. The specific choice of boundary conditions and/or forcing
terms offers the flexibility to introduce application-specific prior knowledge into the construction.
We consider the following techniques:
• Piecewise Lagrange Polynomials: multiscale basis functions are constructed by setting
sbc to be piecewise Lagrange polynomials on the coarse mesh, and solving (14) with q = 0.
Due to the dependency of A on m, the obtained basis function captures the local conductivity
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structure. For example, unless the PDE parameters are constant in the coarse mesh cell the
obtained multiscale basis functions generally differ considerably from the generic FEM basis
functions [28] .
• Source Bases: multiscale basis functions are constructed by solving (14) with q as the
restricted sources from (2) and setting sbc = 0 [28, 46].
• Global Skeleton: multiscale basis functions are constructed by first computing the fields
uref using a fixed reference parameter mref. The values of uref on the coarse mesh (global
skeleton) are then used as sbc in (14) with q = 0.
• Local Bases: multiscale basis functions are constructed by solving for the fields uref using a
fixed reference parameter mref. Subsequently boundary conditions for each coarse mesh block
are constructed. For example, on the jth cell, we apply a principal component analysis to
the values of the fields uref on the boundary ∂Ω
j
H to identify the r most important boundary
conditions uj1, u
j
2, . . . , u
j
r. The associated multiscale basis functions are then obtained by
solving (14) in ΩjH where s
j
l = u
j
l on ∂Ω
j
H for each l = 1, 2, . . . , r, and by keeping the values
of the basis as zero in the rest of the domain.
4 Optimization with Multiscale FEM/FV Methods
With the multiscale basis at hand, we now revisit the sensitivity computation of the reduced misfit
in (13). In this section, we derive the gradient, or sensitivities, of the reduced misfit and design an
efficient mechanism for their implementation. A similar derivation has also been proposed recently
in [22].
4.1 Reduced Optimization
We exemplarily compute the derivative of a data vector d obtained from a single source, q, in (10).
The general case can then be obtained by decomposing the misfit function into a sum over the
sources. Furthermore, we assume the sum-of-squared misfit
Φ(m) =
1
2
‖rk(m)‖2,
where the residual function is
rk(m) = P
>Sk(m)Ak(m)−1Sk(m)>q− d.
In this case, the gradient is simply
∇mΦ = Jk(m)> rk(m),
where Jk(m) is the sensitivity (or Jacobian) of the reduced forward model, that is,
Jk(m)
> =∇m
(
P>Sk(m)Ak(m)−1Sk(m)>q
)
. (15)
In the remainder of this section, we derive the sensitivity of the misfit for the case of a fixed basis in
the reduced forward model. We then give a detailed derivation of the (more complicated) gradient
of the misfit when the basis is adapted to the model. Finally, we compare both results and provide
an intuition about the difference of the gradients obtained for the fixed basis and adaptive basis.
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4.2 Optimization with Fixed Reduced Space
For problems where Sk does not depend on m, Jk(m) in (15) can be computed by the following
sensitivity calculation. Writing
S>k A(m)Sku = S
>
k q,
and differentiating both sides with respect to m, we obtain that
S>k G + S
>
k A(m)Sk
∂u
∂m
= 0,
where the matrix G is obtained by differentiating A(m)Sku assuming u is constant, that is,
G =∇m(A(m)Sku). (16)
This implies that
∂u
∂m
= −(S>k A(m)Sk)−1S>k G.
Multiplying by the receiver matrix we see that the Jacobian of the reduced residual is
Jk(m) = −P>Sk(S>k A(m)Sk)−1S>k G. (17)
4.3 Optimization with Adaptive Reduced Space
Computing the sensitivity is more involved when using an adaptive reduced basis in which Sk
depends on the model [22]. In this case we need to differentiate the basis vectors, s1(m), . . . , sk(m),
with respect to the model m. This derivation is not standard and provided in detail below. We also
provide a description of our implementation that makes computing matrix-vector products with
these derivatives tractable.
Similar to the previous section, the sensitivities for the general case are computed using implicit
differentiation, i.e., differentiating both sides of
Sk(m)
>A(m)Sk(m)u = Sk (m)> q. (18)
For ease of presentation, we denote the operators that compute directional derivatives of Sk(m)
and its transpose by
Yk(v,m) =∇m (Sk(m)v) (19)
and
Xk(w,m) =∇m
(
Sk(m)
>w
)
. (20)
We also omit the dependency on m for brevity. Differentiating both sides of (18) and using the
notation in (19) and (20), we obtain
Xk(q) =Xk(ASku) + S
>
k G + S
>
k AYk(u)Ak
∂u
∂m
,
where G is as defined in (16). Assuming that the reduced discrete PDE is non-singular, this implies
that
∂u
∂m
= A−1k
(
Xk(q−ASku)− S>k (G + AYk(u))
)
.
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Figure 2: Difference plot of fine mesh and multiscale sensitivities. Here, we use one dipole source
and the identity matrix as receivers. We obtain relative errors of 0.01 and 0.026 for the multi-
scale adaptive and fixed sensitivities, respectively. The color axis is chosen identically to allow for
comparison.
Multiplying by the receiver matrix, P>, the current basis, Sk, and applying the product rule yields
the Jacobian of the reduced forward problem
Jk = P
>
(
Yk(t(m)) + Sk(m)
∂u
∂m
)
, (21)
where the coefficients of the fields with respect to the multiscale basis are denoted by
t(m) =
(
Sk(m)
>A(m)Sk(m)
)−1
Sk(m)
>q.
Clearly, there is a difference between the Jacobian obtained for a fixed basis in (17) and the Jacobian
obtained for the adaptive basis given in (21). Note that even if Sk changes slowly with respect to
m, the term AYk(u) may not be small as A is the discretization of a differential operator. This
might cause problems in the optimization when adapting the basis between iterates while using the
Jacobian in (17). Indeed, if one ignores the dependence of Sk on m and uses the Jacobian in (17),
the error in the gradient can be rather large.
4.4 Illustrating the Error
Ignoring the dependency of Sk on the model m might not always lead to a large error in the gradient
computation. Consider first the ideal case where the subspace Sk(m) is chosen in such a way that
P>A(m)−1q = P>Sk(m)Ak(m)−1Sk(m)>q (22)
for every m. In this case, it is clear that the dependence of Sk in m does not affect the quality of
the multiscale solution. We denote the error between the full and the reduced forward problem by
ek(m) = P
>
(
A(m)−1q− S(m)Ak(m)−1S(m)>q
)
,
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and assume that for some  > 0, the reduced forward problem satisfies the relaxed version of (22)
‖ek(m)‖ ≤ , ∀m.
In this case, we have that for all δm,
‖ek(m + δm)− ek(m)‖ = ‖(Jk − J)δm‖+O‖δm‖2
≤ 2.
Since the choice of δm is arbitrary, we obtain that the columns of J and Jk are at most 2 away.
Now, consider the solution of the optimization problem where the reduced model yields an
accurate approximation to the desired function. In this case, if the change in m is not too large,
ignoring the dependence of Sk on m may not lead to any serious complications. Nonetheless, if the
subspace approximation of the reduced model to the true model is not negligible, then ignoring it
in the computation may lead to gross errors in the evaluation of the derivatives and to the lack of
convergence of the optimization problem.
As a small example, we compare the fine mesh sensitivities with the multiscale fixed and adaptive
sensitivites for a test problem with mesh of size 36 × 36 × 12, one dipole source, and the identity
matrix as receivers. We choose the current model m so that σ(m) = 0.1 in the center to resemble
a conductive block and 0.01 in the rest of the domain. We compute the directional derivative for a
constant perturbation δm = −0.001[1, ..., 1]>. This results in relative errors of 0.01 for the adaptive
sensitivities and 0.026 for the fixed sensitivities. As to be expected, ignoring the dependence of Sk
on m leads to big errors on the edge of the conductive block as can be seen in the difference plots
in Fig. 2.
4.5 Computing Yk(v, m) and Xk(w, m)
The directional derivatives Yk(v,m) and Xk(w,m) are key components in the computation of the
reduced adaptive sensitivities; see (21). The computations of Yk(v,m) and Xk(w,m) require the
multiscale basis Sk to be differentiable, which is ensured when using multiscale FEM/FV methods.
Let the discretized version of (14) in a particular coarse cell be given by
A(m)sj(m) = qj
for j = 1, ..., k, where sj is the discretized version of the jth multiscale basis function. By construc-
tion of each multiscale basis function sj , j = 1, . . . , k, this implies that
A(m)Sk(m)v = Qkv, (23)
where again, Sk(m) = [s1(m) s2(m) . . . sk(m)], Qk = [q1 q2 . . . qk], and v ∈ Rk is the vector
corresponding to the directional derivative Yk(v,m).
We exemplarily discuss the case of Dirichlet boundary conditions on the coarse block. Deriva-
tives for local forcing terms can be computed along the same lines. We reduce the linear system (23)
in the following manner. For ease of presentation, denote Sk(m)v by x(m) ∈ RNn . Let NI and
NB be the number of interior and boundary nodes in the current cell, respectively, and define
xI(m) ∈ RNI and xB ∈ RNB as the corresponding values of x(m) at the interior and boundary
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nodes of the chosen coarse cell (note that xB is known and does not depend on the model). Sim-
ilarly, let qˆ = Qkv, and define qˆI ∈ RNI and qˆB ∈ RNB as the entries of qˆ in the inner and
boundary nodes, respectively. We can then rewrite (23) in terms of the interior nodes as
AII(m)xI(m) = qˆI −AIB(m)xB, (24)
where we partition the matrix A as follows
A =
(
AII AIB
ABI ABB
)
.
Differentiating both sides of (24) with respect to m, and using the product rule, we can isolate the
term ∇mxI(m) to obtain
∇mxI(m) =−AII(m)−1(∇m(AII(m)xI) +∇m(AIB(m)xB)),
which can be rewritten as
∇mx(m) = −RIAII(m)−1RI>(∇m(A(m)x)),
where RI ∈ RNn×NI is the basis for the inner nodes constructed by eliminating the columns of
the identity matrix I ∈ RNn×Nn corresponding to the indices of the boundary nodes. The above
computation yields
Yk(v,m) = ∇mSk(m)v = ∇mx(m)
on a local coarse cell. This procedure is repeated for each coarse cell, and the solutions are merged
together as it is done in the construction of Sk. The construction of Xk(w,m) is along the same
lines.
We like to emphasize that, similar to the construction of the multiscale basis Sk, computing
Yk(v,m) and Xk(w,m) can be done locally and independently on each coarse cell, leading to a
parallelizable implementation. With Sk(m), Yk(v,m), and Xk(w,m), we are thus able to solve
the reduced adaptive optimization using gradient or Hessian based methods.
5 Numerical Experiments
In this section, we demonstrate the potential of the multiscale MOR parameter estimation method
for a DC resistivity survey. We show that the multiscale inversion can reduce the time-to-solution
compared to iterative PDE solvers, which are necessary for large-scale parameter estimation prob-
lems, with a moderate loss of reconstruction quality. We provide results for the fixed and adaptive
multiscale basis; see Sec. 4.2 and Sec. 4.3, respectively. We experiment on two test data: a block
model that consists of two conductive blocks and that is homogeneous in the rest of the domain,
and a 3D SEG/EAGE model of a salt reservoir described in [2]. We also perform a strong scaling
test for the construction of Sk(m), Yk(v,m), and Xk(w,m) to show the parallel efficiency of our
current implementation.
Our multiscale framework is implemented as an extension to jInv [80], an open source package
for PDE parameter estimation written in Julia [10]. For the discretization of the PDE operators,
we use built-in methods in jInv, which are based on the mimetic finite volume method described
in [43]. We use jInv’s methods for optimization, misfit functions, and regularizers. For brevity, we
omit the term ”multiscale” when referring to the multiscale adaptive and multiscale fixed inversions
and refer to them as adaptive and fixed inversions instead.
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Table 1: Relative errors and runtimes for the block model test problem in Sec. 5.1. Here, k cor-
responds to the total number of basis functions (and size of the PDE linear system), MS Fixed 63
and MS Adaptive 63 correspond to the multiscale inversions using coarse mesh blocks consisting of
63 fine mesh cells, and MS Fixed 123 and MS Adaptive 123 correspond to the multiscale inversions
using blocks of size 123 fine mesh cells. The experiment is run on a standard Macbook air 2015
running macOS Sierra, with Intel core-i7 2.2 GHz CPU with 2 cores and 8 GB of RAM. The
adaptive multiscale reconstruction is done in parallel using 2 processors. The fine mesh forward
problem is solved using MUMPS and block CG. The reconstruction using MUMPS is considered as
the baseline and is therefore assigned an error of 0.
k time (seconds) relative error
fine mesh (MUMPS) 17,797 26.7 0
fine mesh (block CG) 17,797 423.9 6.7e-2
MS fixed 63 572 26.5 3.8e-2
MS adaptive 63 572 306.6 2.1e-2
MS fixed 123 150 25.4 4.9e-2
MS adaptive 123 150 114.7 2.6e-2
5.1 Block Model Test Problem
We compare the reconstructions of the block model using the fine mesh inversion on a mesh of size
36 × 36 × 12, and the multiscale inversion using fixed and adaptive bases for two different coarse
meshes. The first one contains 9 blocks of size 123 each, and the second one contains 72 blocks of
size 63 each. The test problem features 25 sources and 1, 369 receivers located on the top surface.
To construct the multiscale basis, we use boundary conditions obtained from Lagrange polynomials.
We augment the basis by adding 25 basis functions of the global skeleton, and 93 and 400 local basis
boundary conditions described in Sec. 3.2 for the coarse meshes consisting of 123 and 63 blocks,
respectively. Constructing these boundary conditions required 25 fine mesh PDE solves in an offline
phase which took about 0.24 seconds. The overall number of basis functions is k = 150 and k = 572
for the 123 and 63 respective coarsening strategies. To solve the fine mesh forward problem, we
use MUMPS [1] and a block CG method [74] with at most 100 iterations and stopping tolerance of
10−6. In order to make a fair comparison with the multiscale reconstructions, the stopping criteria
for the block CG method are chosen such that the relative error of the block CG reconstruction
has the same order of magnitude as the relative errors of the multiscale reconstructions; see Table
1. The reduced multiscale forward problems are all solved using MUMPS as we assume they are
always small enough to be solved using a direct solver. For the inversions, we use 10 projected
Gauss-Newton iterations with at most 15 CG iterations for each step. We add 1% noise to the data,
and enforce smoothness by using a diffusion regularizer with regularization parameter α = 10−8.
In Table 1, we show results for the small block model test problem. The full mesh reconstruction
requires solving a 17, 797 × 17, 797 linear system for the forward problem, whereas in the coarse
meshes consisting of 63 and 123 cells, we project the PDEs down to 572× 572 and 150× 150 linear
systems, respectively. We see that the adaptive inversions have a slower runtime than the fine mesh
inversion when using MUMPS. Indeed, when the problem size is small enough to be solved using a
direct solver such as MUMPS, there is no need to use MOR. However, in the typical setting where
MOR is used, iterative solvers are more commonly used to solve large linear systems [81], and as
we can see in Table 1, both MS adaptive and MS fixed inversions are faster than the fine mesh
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Figure 3: Model reconstructions for the block model test problem using the full mesh, and the
adaptive and fixed multiscale inversions for two different coarsenings: 63 and 123 fine mesh cells
per coarse cell. The figures were reproduced using the data visualization software Paraview [6].
inversion using the block CG algorithm as a linear solver.
The adaptive inversion is in general slower than the fixed inversion since the projection bases
must be rebuilt in every Gauss-Newton iteration and the sensitivity computations are more involved.
However, as can be seen in the relative errors and in Fig. 3, we obtain superior reconstructions
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using the adaptive inversions. The relative error of the adaptive reconstructions are about two
times lower than the relative errors of the fixed reconstructions. This coincides with the images in
Fig. 3, where for the aggressive 123 coarsening, the adaptive inversion manages to reconstruct the
shape much better than the fixed reconstruction. For the more moderate 63 coarsening, we project
to a much larger subspace, leading to a fair reconstruction of the shape in both fixed and adaptive
inversions. However, the intensity values are more accurate in the adaptive reconstruction than in
the fixed reconstruction.
Table 2: Relative errors and runtimes for the SEG test problem in Sec. 5.2. Here, k corresponds to
the total number of basis functions (and size of the reduced discretized PDE), MS Fixed 83 and MS
Adaptive 83 correspond to the multiscale inversions using coarse mesh blocks consisting of 83 fine
mesh cells, and MS Fixed 163 and MS Adaptive 163 correspond to the multiscale inversions using
blocks of size 163 fine mesh cells. The experiment is run on a shared memory computer operating
Ubuntu 14.04 with 2 Intel Xeon E5-2670 v3 2.3 GHz CPUs using 12 cores each, and a total of 128
GB of RAM. Here, Julia is installed and compiled using Intel Math Kernel Library (MKL). The
adaptive multiscale reconstruction is done in parallel using 16 processors. The fine mesh forward
problem is solved using MUMPS and block CG. The reconstruction using MUMPS is considered as
the baseline and is therefore assigned an error of 0.
k time (hours) relative error
fine mesh (MUMPS) 139,425 0.46 0
fine mesh (block CG) 139,425 5.98 3.2e-2
MS Fixed 83 4415 0.25 7.0e-2
MS Adaptive 83 4415 3.08 4.0e-2
MS Fixed 163 1009 0.22 1.6e-1
MS Adaptive 163 1009 1.97 1.1e-1
5.2 SEG/EAGE Test Problem
As a more realistic test problem, we consider the 3D SEG/EAGE model problem on a mesh of size
64× 64× 32 with 72 sources and 3698 receivers. The test data is generated in jInv using the fine
mesh. We use Lagrange polynomials to construct the multiscale basis and augment the basis by
adding 72 basis functions of the global skeleton. We also use 862 and 3938 local basis boundary
conditions described in Sec. 3.2 for the coarse meshes consisting of 163 and 83 blocks, respectively.
The construction of these boundary conditions required 72 fine mesh PDE solves in an offline phase
which took about 2.21 seconds. We compare the performance for a very coarse mesh containing
blocks with 163 fine mesh cells each and a more moderate coarsening using blocks of size 83. For
this test problem, we have k = 1009 and 4415 basis functions for the 163 and 83 coarsenings,
respectively. Similar to the block model test problem, we use MUMPS and the block CG method
with at most 100 iterations and stopping tolerance of 10−6 to solve the fine mesh forward problem,
and we use MUMPS for the reduced multiscale forward problems. Again, the block CG stopping
criteria are chosen such that the relative error of the block CG reconstruction has the same order
of magnitude as the relative error of the multiscale inversions; see Table 2. For the inversions, we
use 10 projected Gauss-Newton iterations with at most 15 CG iterations for each step. We add
1% noise to the data, and enforce smoothness by using a diffusion regularizer with regularization
parameter α = 10−15 in both full mesh and multiscale inversions.
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Figure 4: Model reconstructions for the SEG/EAGE test problem using the full mesh, and the
adaptive and fixed multiscale inversions for two different coarsenings: 83 and 163 fine mesh cells
per coarse cell. The figures were reproduced using the data visualization software Paraview [6].
In Table 2, we show results for the SEG model test problem. The full mesh reconstruction
requires solving a 139, 425× 139, 425 linear system for the forward problem, whereas in the coarse
meshes consisting of 83 and 163 cells, we project the PDEs down to 4415× 4415 and 1009× 1009
linear systems, respectively. As in the previous experiment, the runtimes of the adaptive inversions
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are larger than the one for MUMPS but considerably smaller than the one obtained using the
iterative block CG algorithm as a linear solver.
From the relative errors and Fig. 4, we again obtain more accurate reconstructions from the
adaptive inversion - this is particularly clear in the 163 reconstructions. In the 83 case, the coarsen-
ing is fine enough so that the models are very similar; however, the adaptive multiscale reconstruc-
tion captures the peak of the full mesh model, whereas in the fixed multiscale reconstruction, there
are discontinuities near the peak of the model. This is reflected in the relative errors in Table 2.
Table 3: Strong scaling tests for constructing Sk,Yk(v,m),Xk(w,m) using a coarsening of 16
3 fine
cells per coarse cell, and with 72 sources and 3698 receivers. Computations are run on a Microway
system that has four Intel Xeon E5-4627 CPUs with 40 cores and 1 TB of memory.
time (seconds) speedup
number of workers Sk(m) Yk(v,m) Xk(w,m) Sk Yk(v,m) Xk(w,m)
1 3.8595 2.7380 2.9933 1 1 1
2 2.7331 1.6775 1.8633 1.41 1.63 1.61
4 1.8164 1.0514 1.3548 2.12 2.60 2.21
8 1.4150 1.0658 1.3818 2.73 2.57 2.16
5.3 Parallel Efficiency
The computations of Sk(m),Yk(v,m),Xk(w,m) require local PDE solves which can be performed
independently on each coarse cell and provides an opportunity for parallel processing; see also Sec. 4.
We test the behavior of our implementation of these methods for a fixed problem size as we increase
the number of workers from 1 to 8 as shown in Table 3. We use the same setup as in the example
from Sec. 5.2, i.e., a mesh of size 64 × 64 × 32 with a coarsening of 163 fine mesh cells per coarse
cell. Increasing the number of workers from 1 to 8 decreases the runtimes of Sk(m), Yk(v,m), and
Xk(w,m) from around 3.86, 2.74, and 2.99 seconds to 1.41, 1.06, and 1.38 seconds, respectively.
We therefore get speedup factors of 2.73 for Sk(m), 2.57 for Yk(v,m), and 2.16 for Xk(w,m) on
the given machine, on which some resources such as caches are shared among workers. A summary
of the runtimes can be found in Table 3.
6 Conclusion
We embed a Multiscale Finite Volume (MSFV) methods into a PDE-constrained optimization
framework and demonstrate its potential for solving high-dimensional parameter estimation prob-
lems. As usual in Model Order Reduction (MOR) techniques, we reduce the computational costs
associated with the PDE constraint by projecting the discrete PDEs onto a lower-dimensional sub-
space. Following the MSFV approach, we obtain a reduced version of the original fine mesh PDE
problem by projecting it onto a nested coarse mesh using an operator-dependent Galerkin projec-
tion. The key novelty of our method is the combination of MSFV and the numerical optimization
scheme used for parameter estimation. Here, we exploit the fact that the multiscale basis is sensi-
tive to the current PDE parameter and propose a reduced inverse problem featuring an adaptive
projection that can be solved using derivative-based optimization. We outline the potential of
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our method using two inverse conductivity problems in 3D that are inspired by Direct Current
Resistivity.
What sets our approach apart from existing works on ROM for PDE constrained optimization
is the choice of multiscale methods for obtaining the reduced problem. This choice is mainly
motivated by two reasons. First, using multiscale methods as ROM techniques avoids the necessity
of sampling the parameter space, which is problematic in high-dimensional spaces. Apart from
optional boundary conditions, the method is fully online and does not require solving the fine mesh
problem. Second, multiscale methods simplify the formulation and solution of adaptive inversion
problems as the multiscale basis vary smoothly with respect to the PDE parameters. Similar to
the recent work of [22], we show that computing derivatives is tractable by using local sensitivity
computations; see Sec. 4.
Following a discretize-then-optimize strategy, we explicitly differentiate the solution of the dis-
cretized problem obtained with the MSFV solver with respect to the parameter to be estimated.
Earlier works on differentiating multiscale solutions obtained approximate derivatives through inter-
polation [60], used adjoint-based approaches [35, 36, 34], or required automatic differentiation [22].
Similar to other discretize-then-optimize approaches, our method produces an accurate gradient of
the discrete objective problem irrespective of the mesh size and quality of the reduced order model.
We also demonstrate that the involved local sensitivity computations can be performed in parallel
providing additional opportunity for speedup.
Our numerical experiments show that the adaptive multiscale provides parameter estimates
that feature details below the coarse mesh resolution. As expected (see discussion in Sec. 4.2), our
numerical experiments confirm that ignoring the dependence of Sk on the model parameter m also
degrades reconstruction quality, especially when using aggressive coarsening. The computational
complexity of the multiscale inversion grows linearly with respect to the number of coarse mesh
blocks and (if direct methods are used) cubic with respect to the number of fine mesh cells in each
coarse mesh blocks. Thus, larger computational savings are to be expected as the number of fine
mesh cells grows and in particular for problems where direct linear solvers cannot be applied and
iterative solvers are required. This can also be seen in our numerical experiments.
We applied our method to the DCR survey, where the forward problem involves solving the
diffusion equation. We intend to further explore this method for other parameter estimation prob-
lems arising from electromagnetic, and gravity based surveys which involve solving different PDEs
[15, 86]. Multiscale Finite Volume (MSFV) methods provide more flexibility in building the re-
duced basis than used in this work. For example, additional basis functions representing sources
and receivers can be added; see Sec. 3.2. Another approach to reduce the impact of boundary
conditions on the multiscale basis is using oversampling [28, 14].
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