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Abstract
We consider the operator spectrum of a three-dimensional N = 2 supercon-
formal field theory with a moduli space of one complex dimension, such as
the fixed point theory with three chiral superfields X,Y ,Z and a superpoten-
tial W = XYZ . By using the existence of an effective theory on each branch of
moduli space, we calculate the anomalous dimensions of certain low-lying op-
erators carrying large R-charge J . While the lowest primary operator is a BPS
scalar primary, the second-lowest scalar primary is in a semi-short representa-
tion, with dimension exactly J + 1, a fact that cannot be seen directly from the
XYZ Lagrangian. The third-lowest scalar primary lies in a long multiplet with
dimension J + 2− c−3 J−3 +O(J−4), where c−3 is an unknown positive coefficient.
The coefficient c−3 is proportional to the leading superconformal interaction
term in the effective theory on moduli space. The positivity of c−3 does not fol-
low from supersymmetry, but rather from unitarity of moduli scattering and
the absence of superluminal signal propagation in the effective dynamics of the
complex modulus. We also prove a general lemma, that scalar semi-short rep-
resentations form a module over the chiral ring in a natural way, by ordinary
multiplication of local operators. Combined with the existence of scalar semi-
short states at large J , this proves the existence of scalar semi-short states at all
values of J . Thus the combination ofN = 2 superconformal symmetry with the
large-J expansion is more powerful than the sum of its parts.
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1 Introduction
Generic CFT need not be weakly coupled, in the sense of lying in families –
discrete or continuous – with limits that can be reduced to weakly interacting
free fields or solved exactly in somemore general way. However even individual
theories that are strongly coupled, may have families of observables with limits
that are weakly coupled in this sense. The simplest such limit to study is that
of large global charge.
In [1] and related work [2–5] it was noted that three dimensional CFT with
global symmetries simplify in this sense in some familiar examples, when one
considers the dimensions of low-lying operators of large global charge J . The
theories considered in [1] are the critical O(2) model and the infrared fixed
point of theN = 2 supersymmetric theory with a single chiral superfield Φ and
superpotential W = Φ3. In each case, the operator dimension of the lowest op-
erator with charge J is a scalar operator with dimension ∆J = c 3
2
J+
3
2 + c 1
2
J+
1
2 −
0.0093+O(J−
1
2 ) where the unknown coefficients c 3
2
, c 1
2
may differ between theo-
ries and the J-independent term is universal.1 The common form of the large-J
expansions for ∆J follows from the fact that the two theories are both described
by an effective theory in the same universality class. The effective theory de-
scribes a single compact scalar χ ≃ χ + 2π transforming as χ → χ + (const.)
under the global symmetry. This effective theory can be used to calculate di-
mensions of operators using radial quantization on the sphere of radius r, tak-
ing the Wilsonian cutoff Λ to satisfy r−1 << Λ <<
√
J
r . Then both quantum effects
and higher-derivative terms are suppressed by powers of J , and the renormal-
ization group equation at the conformal fixed point forces all Λ dependence
cancel in observables, order by order in J . Crucially, conformal invariance is
a symmetry of the effective theory at the quantum level, which constrains the
Λ-independent terms to be classically scale invariant (indeed, Weyl invariant)
and further determines the Λ-dependent terms uniquely in terms of the Λ-
independent terms.
The J+
3
2 scaling in the O(2) andW = Φ3 models is a consequence of the fact
that neither theory has a continuous family of Lorentz-invariant vacua on flat
spatial slices. As a result, the curvature of the space is irrelevant for high-energy
states on the sphere, and so the relationship between the energy densityH ≡ T00
and the charge density ρ ≡ J0 in the large-J ground state can only be H ∼ |ρ|+
3
2 .
In the case of the N = 2 superconformal W = Φ3 theory, the J+ 32 scaling
1 The value was corrected [6] from the one originally appearing in [1], which suffered from a
misuse of ζ-function regularization.
2
encodes the fact that SUSY is strongly spontaneously broken at large R-charge.
That SUSY must be broken follows from the fact that the chiral ring truncates;
the only BPS scalar primaries are 1 and φ itself. However the fact that the
breaking is parametrically large at high J , cannot be understood in terms of the
structure of the chiral ring, and only the use of the effective theory can uncover
it.
The case of an infinite chiral ring is different. For N = 2 SCFT with infi-
nite (finitely generated) chiral ring, there is a moduli space of Lorentz-invariant
vacua on R3, whose holomorphic coordinate ring is the "radical" of the chiral
ring – the chiral ring modulo its nilpotent elements [7]. Conversely, if there is
a k-complex-dimensional moduli space, then it is described by a nilpotent-free
chiral ring with k algebraically independent generators, or k+ℓ generators with
ℓ relations.
The moduli space of vacua implies a degenerate spectrum when the curva-
ture vanishes, and consequently the curvature is always relevant in the rela-
tionship between H and ρ on the sphere. For a theory with a moduli space
of vacua, low-lying states of large R-charge satisfy a relationship of the form
H ∼
(
Ric
2
)+ 12 |ρ|, where Ric is the Ricci scalar curvature of the spatial slice. In
radial quantization, this translates into a relationship ∆J ∼ +1 · |J |1, a relation-
ship that is exact for the lowest operator with charge J , which is always BPS if a
moduli space exists and J satisfies an appropriate quantization condition.
Possibly the simplest interacting theory with a moduli space is the XYZ
model, theN = 2 superconformal infrared fixed point of three free chiral super-
fields X,Y ,Z perturbed by a superpotential W = g XYZ where g is a coupling
constant with dimension [g] = [mass]+
1
2 . At scales E << g2 this theory flows to a
superconformal theory that is strongly coupled: The the anomalous dimensions
and OPE coefficients of the fields2 X,Y ,Z are all of O(1). The theory has exactly
one marginal operator that breaks the U (1)3 symmetry and lowers the dimen-
sion of the moduli space (as shown by a Leigh–Strassler type argument [8]), but
no marginal operators neutral under the full global symmetry. The chiral ring
of this theory is one-dimensional, corresponding to the case where k = 1 and
ℓ = 2. The three generators X,Y ,Z obey the relation XY = XZ = YZ = 0, so
that the moduli space consists of three branches, freely generated by X,Y , and
Z respectively.
That is, the chiral ring consists of linear combinations of the elements,
{Xp ,Y p ,Zp, ∀p ≥ 0}. This theory has three independent U (1) global symme-
tries U (1)X,Y,Z under which X,Y , and Z carry charge +1, respectively, and the
2 We will use the same notation for the superfields X,Y ,Z and their θ = θ¯ = 0 bosonic compo-
nents.
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R-charge JR is a linear combination of the three,
JR ≡
2
3
(JX + JY + JZ) . (1.1)
Scalar superconformal primary operators are in the chiral ring if they satisfy
the BPS bound ∆ = JR. If an operator is not in the chiral ring, but satisfies
(∆ − JR)/JR << 1, we ought to be able to think of them as "near-BPS", and their
anomalous dimensions should be computable in large-J perturbation theory.
The first examples of such a perturbation theory known to the authors are
[9,10]. In those papers the authors used the additional simplifications ofN = 4
SUSY in four dimensions, as well as the planar approximation at large N . In
this paper we will show that near-BPS operator dimensions can be calculated
straightforwardly in a large-J expansion in the XYZ model, which lacks these
additional simplifications.
In particular, we will extend the approach of [1] to study the anomalous
dimensions of near-BPS scalar operators with large R-charge on the "X branch",
that is, operators with JR, JX >> 1, and JX − 32JR and ∆ − JR of order 1. We will
quantize the theory on S2 spatial slices and use the effective field theory of
the X branch of moduli space, to compute the operator dimension realized as
the energy of the state on the sphere, via the state-operator correspondence.
At large J , the moduli space effective theory becomes a controlled tool: Both
higher-derivative operators and Feynman diagrams with loops have their effects
suppressed by powers of J .
We find some interesting results:
• After the lowest operator, which is BPS, the next-lowest operator with the
same charge is also a scalar and lies in a "semi-short" multiplet – its Q¯2
descendant is absent and its dimension is precisely J +1.
• The third-lowest operator with the same charges lies in a long multiplet
and receives corrections to its dimension of order J−3.
• The J−3 correction comes from a single insertion of the lowest-derivative
super-Weyl-invariant interaction term in the effective theory on moduli
space.
• The coefficient of this effective term is not perturbatively calculable, but
its sign is positive definite by virtue of the causality constraint discussed
in [11]. As a result, the J−3 correction to the energy of the third-lowest
scalar primary operator is negative definite.
4
2 Effective theory of the X branch
As in the case of theO(2) model in [1], we begin by observing that theWilsonian
action at large values of the fields X,Y ,Z has an expansion in powers of the cut-
off over the UV scale defined by the scalar vevs themselves. In this regime the
loop contributions to the RG equation, both the finite and Λ-dependent parts,
are parametrically smaller than the action of a classical scale transformation,
and the RG fixed point equation becomes the condition for classical scale in-
variance, with calculable corrections that simply determine the Λ-dependent
terms from the Λ-independent terms. For the particular directions where one
of the three fields is nonzero and the other two vanish, the other two fields are
massive, with masses above the cutoff, and one can obtain an effective action
for one of these fields alone.
Structure of the effective action
The effective theory of the X modulus has a relatively simple structure. In flat
space, terms can be understood as full-superspace integrals,
∆L =
∫
d2θd2θ¯I , (2.1)
where I is an operator with JX = JR = 0.
Terms in the effective Lagrangian can be classified into two types: classical
and quantum terms. Classical terms are independent of the cutoff Λ and in-
variant under the Weyl transformation X → exp
(
2σ
3
)
X, with the superpartner
of X transforming as ψX → exp
(
7σ
6
)
ψX . The scaling dimension of Iclassical must
be exactly 1.
Quantum terms are entirely dependent on the form of the regulator and
scale as positive powers of the cutoff scale Λ. They are not Weyl-invariant or
even scale invariant as terms in the action; scale invariance is explicitly broken
by the Λ-dependence. These terms are of the form
I = Λq I1−q , (2.2)
where I1−q is an operator of dimension 1− q and q > 0.
It is important to note that the condition q > 0 satisfied by the quantum
terms is not a universal rule in effective field theories: When we integrate out
a shell of modes, between Λ and Λ − δΛ, the propagators are 1
Λ2
and naively
it would seem that Λ can appear to negative powers in the Wilsonian action.
Rather, the q > 0 rule follows from the fact that the effective theory on mod-
uli space is infrared-free. The 1PI effective action for X, expanded around a
5
nonzero vev, is therefore convergent, since X is an observable in the infrared
theory. But the 1PI effective action is nothing more than the Λ→ 0 limit of the
Wilsonian effective action. So the Wilsonian action must be finite in the Λ→ 0
limit.
There is less to the quantum terms than meets the eye. We are treating our
theory as a Wilsonian theory in a perturbatively controlled regime by taking
EIR << Λ << EUV, with EUV = |X |+
3
2 . The condition of conformal invariance dic-
tates that the effect of integrating out a shell of modes and lowering the cutoff
fromΛ toΛ−δΛmust be exactly cancelled by rescaling themomenta by a factor
of (1− δΛ
Λ
)−1, with a redefinition of the fields to restore the normalization of the
kinetic term. This allows us to write a renormalization group equation which
can be solved to derive the coefficients of theΛ-dependent quantum terms from
the Λ-independent classical action, order by order in ΛEUV =
Λ
|X | 32
. The quantum
terms, then, comprise a sort of epiphenomenon: Once the regulator has been
fixed and the conformal invariance of the underlying theory is taken as an in-
put, the cutoff-dependent terms contain no independent information.
Concretely, the RG evolution of the classical action is of the form3
δ[RG]L(classical) =
∑
i
Λ
qi Oi , (2.3)
where Oi is an operator of dimension ∆i ≡ 3− qi . Then the fixed point equation
for RG evolution allows us to solve for L(a+1) in terms of L(a) by
Λ
δ(RG)
δΛ
L(a) =
∑
∆c,3
(3−∆c)Λ3−∆c L(a+1)∆c , (2.4)
where L(a+1)
∆c
is the set of terms in the Lagrangian with canonical scaling dimen-
sion ∆c.
We do not need to know the concrete form of the quantum terms at all for
most practical purposes. In correlation functions, their only role is to cancel the
Λ-dependence from quantum amplitudes order by order in EIR/ |X |
3
2 . In prac-
tice, we can simply quantize the classical action with a (sufficiently supersym-
metric) cutoff, and add local counterterms with positive powers of Λ to cancel
any divergences. Since the underlying theory is conformal, there is no danger
of getting the wrong answer by doing this.
For purposes of tree-level amplitudes we need not consider theΛ-dependent
terms at all, and for one-loop amplitudes it is simplest to use a scale-free regu-
3 There can also in principle be dependences of the form Λqi [ln(Λ/EUV)]
si with qi > 0. These can
be incorporated into the RG equation but for simplicity we omit them.
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lator such as ζ-function or dimensional regularization. We therefore need not
consider the Λ-dependent terms further in this paper.
Weyl invariance and super-Weyl invariance
Weyl invariance constrains terms more strongly than simple scale invariance,
and super-Weyl invariance constrains them more strongly still. Since the origi-
nal CFT is Weyl invariant and can be formulated on an arbitrary geometry4, the
same must be true of the effective theory of the X branch. This turns out to be
rather constraining for possible effective operators.
First, let us see why certain low-derivative terms that are scale invariant
cannot be given a Weyl-invariant completion and therefore cannot appear as
terms in the effective action of a CFT, even without considering constraints due
to SUSY.
Defining the field 5
φ ≡ X 34 , (2.5)
we see that the leading scale-invariant term in three dimensions would be |φ|6 =
|X | 92 . This term is also Weyl-invariant although it is of course disallowed by
supersymmetry. Note that when we say a term O in the Lagrangian is scale-
invariant or Weyl-invariant, we mean this as a shorthand that the term trans-
forms as a tensor of weight 3, so that
∫ √|g |d3xO is truly Weyl-invariant.
The next term would be the kinetic term (∇µφ)(∇µφ¯). This term is scale-
invariant but notWeyl-invariant and therefore not conformally invariant either.
However it has a Weyl-invariant completion obtained by adding the conformal
coupling to the Ricci scalar, +18Ric3 |φ|2.
Leading interaction term
Now let us discuss the interaction term and its effects on the spectrum of the X
branch.
There are no Weyl-invariant bosonic operators with three derivatives. This
is immediately clear on the basis of Lorentz invariance and parity. At the four-
derivative level, there is a unique Weyl-invariant operator with four-derivatives
[12–16] which in flat space takes the form of a supersymmetrized operator of
Fradkin-Tesytlin-Paneitz-Riegert (FTPR) type [12,17–19]:
OFTPR ≡
1
φ¯
∂2∂2
1
φ
, (2.6)
4 at least, a smooth one of nonnegative scalar curvature
5 This transformation is innocuous when calculating energies, but potentially subtle when com-
puting two-point functions of large-charge operators, when the classical solution can attain 0
and∞ and the physics may be sensitive to the singular branch points there.
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The curvature couplings of the FTPR operator have been worked out [12], and
take the form
OFTPR
≡ 1
φ¯
[
∇2∇2 +∇µ
(
5
4
gµνR − 4Rµν
)
∇ν −
1
8
(
∇2R
)
+RµνRµν −
23
64
R2
]
1
φ
,
(2.7)
where Rµν = (Ric3)µν is the Ricci tensor and R = Ric3 is the Ricci scalar.
For purposes of this paper, we need only know the Lagrangian on S2 ×R,
which is conformally flat. So we could have worked out the curvature couplings
for this particular geometry by Weyl-transforming the flat-space FTPR term
under the transformation
ds2
S2×R =
r2
|w|2 ds
2
R
3 , (2.8)
where wµ are the linear coordinates on R3 and r is the radius of the sphere.
The curvature couplings derived this way agree with the general form in (2.7)
In principle, there may be terms in the effective theory that are Weyl-invariant
but do not have a super-Weyl-invariant completion. However the super-Weyl-
invariant completion of the FTPR operator exists and has recently been written
down [20]. In flat space, it can be written as the superspace invariant
Osuper-FTPR ≡
∫
d2θd2θ¯Isuper-FTPR , I super-FTPR ≡
∂µΦ∂
µ
Φ¯(
ΦΦ¯
)2 , (2.9)
where Φ ≡ φ +√2θψ + · · · is a chiral superfield, whose complete expression is
given in (A.4).
By coupling this action to a background supergravity multiplet (see for in-
stance [21, 22]), we should in principle be able to derive the general curvature
couplings of the fermions as well. However in practice, working out the com-
ponent form of the super-FTPR term from the curved superspace expression is
quite cumbersome. Since we only interested for purposes of this paper in the
case of S2×R, it is more efficient to Weyl-transform the action directly from the
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flat-space expression. For a sphere of radius r, we obtain:
Osuper-FTPR = L(super-FTPR)4-boson +L
(super-FTPR)
2-fermion +L
(super-FTPR)
4-fermion , (2.10)
L(super-FTPR)4-boson = OFTPR =
1
φ¯
[(
∇2
)2 − 3
2r2
∇2 + 4
r2
∂2t −
9
16r4
]
1
φ
, (2.11)
L(super-FTPR)2-fermion = −ψ¯α
[(
∇2 − 3i
r
∂t +
2
r2
)
1
φ¯2
][(
γ
µ
αβ∇µ +
i
r
γ tαβ
)
1
φ2
]
ψβ , (2.12)
L(super-FTPR)4-fermion = −
ψ¯βψ¯
β
φ¯3
(
∇2 − 1
4r2
) ψαψα
φ3
. (2.13)
Here ∇2 is the full three-dimensional Laplacian, not the Laplacian on the spatial
directions only.
Sign constraint
The four-derivative, zero-fermion term in the flat-space classical action comes
entirely from the FTPR term (2.6). It has been pointed out [11] that such a term
can only appear with a positive sign in the effective action for a massless field.
A negative sign would give rise to superluminal signal propagation, as well as
unitarity violation in moduli scattering, within the regime of validity of the
effective theory. When we calculate the spectrum, we will see that the positivity
of the coefficient (which we shall call α) shall translate directly into a negative
sign for the coefficient of the leading large-J correction to the dimension of the
lowest unprotected scalar operator of large R-charge J .
Global symmetries
In table 1, we present the action of the global symmetries on the fields of the
UV description and on the φ,ψ fields of the moduli space of the X branch. Note
that the φ-number and ψ-number symmetries are separately conserved as exact
symmetries in the moduli space effective theory, not merely accidental symme-
tries. These separate boson- and fermion-number conservation laws simplify
the classification of states and operators in the large-J effective theory to a con-
siderable extent.
3 Quantization of the effective X branch theory
We now derive the Feynman rules for the quantization of the effective theory
of the X branch. Our approach is the standard approach to the quantization of
an effective field theory. We have a double hierarchy EIR << Λ << MUV, where
9
U (1)X U (1)YZ U (1)R U (1)φ U (1)ψ
W 0 0 +2 +2 −2
Q 0 0 −1 −1 +1
Q¯ 0 0 +1 +1 −1
X +1 0 +2/3 +4/3 0
Y −1/2 +1 +2/3 +1/3 −1
Z −1/2 −1 +2/3 +1/3 −1
φ +3/4 0 +1/2 +1 0
ψ +3/4 0 −1/2 0 +1
Table 1: R and non-R global charges. The charge assignments in the effective
theory are Jφ =
2
3JX + JR and Jψ =
2
3JX − JR. The U (1)YZ symmetry acts trivially
on all light states on the X branch. The fermion-number symmetry U (1)ψ is
unbroken even when φ gets an expectation value, and organizes Feynman rules
in large-J states.
Λ is the cutoff (of unspecified form) and MUV is the ultraviolet scale set by the
"vev" of |φ|2. We will be working in finite volume, so the "vev" is not truly
a vacuum expectation value; however we shall refer to it as a "vev" anyway
informally. Later on we will comment on the physically and mathematically
precise meaning of the vev in the sense we use it. For now, it is sufficient to
refer to it by its operational meaning: We define the path integral by dividing
Φ ≡ X 34 into a "vev" Φ0 and a fluctuation f , and path integrate over f in the
usual way, imposing Feynman boundary conditions on it.
Vev and fluctuations
We begin by defining
X ≡ Φ 43 , Φ = X 34 (3.1)
and decomposing the bosonic component φ ≡Φ
∣∣∣
θ=θ¯=0
into
φ ≡ φ0 +F ≡ eit/2(ϕ0 + f ), (3.2)
where F is presumed to satisfy the free-field equation of motion ∇2φ =
+18Ric3φ =
1
4r2
φ, and ϕ0 is constant. We then decompose the FTPR term into
vev and fluctuations, retaining terms of four or fewer fluctuations. Note that
substituting φ0 into Osuper-FTPR will only yield zero, so that the classical correc-
tion vanishes.
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We now list a few vertices that will be relevant later. By explicit computa-
tion, there are no corrections quadratic in fluctuations, modulo terms propor-
tional to the leading-order equations ofmotion. By Lorentz invariance this must
be so in flat space; by Weyl rescaling it is automatically the case on S2 ×R as
well. There are also cubic vertices with three bosonic fluctuations, as well as two
fermions and one bosonic fluctuation; however these do not contribute to the
observables we will calculate and we do not list them. In general, the FTPR ver-
tex with nB bosonic fluctuations and nF fermions, scales as |φ0|−(nB+nF+2), so the
cubic vertices scale as |φ0|−5 ∝ J−5/2 and the quartic vertices scale as |φ0|−6 ∝ J−3.
Hereafter we denote the propagation of F by solid lines and that of ψ and ψ¯ by
dotted lines.
The 4-point bosonic vertex is
=
2F¯2
φ¯30
[
(∇2)2 − 3
2r2
∇2 + 4
r2
∂2t −
9
16r4
]
2F2
φ0
3
∝ J−3.
(3.3)
The vertex with two fermions and one bosonic fluctuation is
= −4ψ¯α
[(
−∂2t +∇2 −
3i
r
∂t +
2
r2
)
F¯
φ¯30
][(
γ
µ
αβ∇µ +
i
r
γ tαβ
)
F
φ30
]
ψβ
∝ J−3.
(3.4)
and the vertex with four fermions and no bosonic fluctuations is
=
ψ¯αψ¯
α
φ¯30
[
−∂2t +∇2 −
1
4r2
] ψαψα
φ30
∝ J−3.
(3.5)
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As we will explain later when we give a precise definition of the "vev" φ0,
the F field satisfies Feynman boundary conditions, thus has the usual Feynman
propagator.
Feynman rules and J-scaling of diagrams
Having decomposed the field into vev and fluctuations, we can most easily un-
derstand the scaling of corrections by writing the Feynman rules for the f and
ψ fields. A diagramwithm FTPR vertices with k1,k2, · · · ,km lines on each vertex,
will scale as |φ0|−2m−
∑
ki , and therefore as J−m−
1
2
∑
ki .
4 Corrections to operator dimensions
4.1 Dynamics on S2 ×R
Nowwe are going to study the theory in radial quantization, which means com-
puting operator dimensions as energies on S2 with radius r, in units of 1r . We
will focus on the lowest states with given global charges (in particular the R-
charge), as well as low-lying excited states above the lowest. We will see that
the lowest state is described by a classical solution with a particular symme-
try, and that the fluctuations around the classical solution are weakly coupled
when the global charges are large. Thus the quantum properties of the lowest
state and states of low excitation number above the lowest, are calculable in a
perturbation series with expansion parameter 1J .
Classical solutions with lowest energy for a given global charge
There is a particular family of classical solutions on S2 ×R that saturates the
lower bound on the energy for a given R-charge, E ≥ JR/r, where r is the radius
of the sphere.
This solution exists regardless of the form of the terms in the effective ac-
tion for X. This follows from a general fact in classical mechanics: The lowest
classical solution with a given value of a conserved charge J , always preserves
a "helical" symmetry, i.e., a combined symmetry under a time translation and
action of the conserved charge J by Poisson brackets. Furthermore, the angular
frequency of the global symmetry action is given by ω ≡ dEdJ . In the case where
the global symmetry is an R-charge, the lowest classical solution with a given JR
is invariant under a combined time translation and R-symmetry rotation, and
the angular frequency of the R-symmetry rotation is exactly 1/r for any value
of the amplitude. That is, the lowest classical solution(s) carrying a given value
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of the R-charge have a helical symmetry, with X,Y ,Z depending on time as
exp{2it/3r}.
Due to the presence of the XYZ superpotential, there is no such solution
with more than one of X,Y ,Z turned on at a time, so the lowest classical so-
lutions carrying a given R-charge are simply X = X0 exp{2it/3r}, and then two
other branches of solutions, with X replaced by Y or Z . These branches of solu-
tions have X,Y , and Z charge equal to 32 times their R-charge, respectively. Due
to the S3 symmetric group permuting the three branches, we can ignore the Y
and Z branches, and focus exclusively on the properties of the X branch.
Unlike the values of of E and ω for a given JR, which are universal, the am-
plitude |X0| of the helical solution as a function of JR depends on the unknown
form of the Wilsonian action. However we can estimate the value of |X0| on JR
using dimensional analysis. All scale invariant bosonic terms take the form of
polynomials in derivatives of X and X¯ in the numerator, dressed with the ap-
propriate power of |X | in the denominator to render the term scale invariant. So
each additional derivative (or curvature) in the numerator costs an additional
power of |X |2 (or two) in the denominator. Thus the derivative (and curvature)
expansion of the Lagrangian is also an expansion in inverse power of |X |, be-
cause of the underlying conformal invariance of the theory, which we use as an
input in constraining the action. It follows that the leading term in the effective
action for X, which is simply the free kinetic term with conformal coupling to
the Ricci scalar, controls the leading large-J asymptotics of the magnitude of
|X0| in the helical solution. Thus we conclude that |X0| is proportional to ( Jr )
3
4 at
leading order, with a coefficient depending on the normalization of the kinetic
term and corrections that are subleading at large J .
4.2 Meaning of the "vev"
Free-field matrix elements with a "vev" are coherent state matrix elements
In finite volume, there is of course no such thing as spontaneous breaking of
global symmetries. This can be seen easily from the fact that the expectation
value of a charged operator in a state of definite charge, is always zero. This
statement holds only if the state is an exact charge eigenstate. However states
with exactly Gaussian correlation function for charged free fields can be con-
structed as coherent states. If a† ≡ (a†)φ is a creation operator for an excitation
of the φ field in the s-wave, then the coherent state
∣∣∣ [v] 〉〉 ≡ exp{v · a†} |0〉 (4.1)
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has the property that
a
∣∣∣ [v] 〉〉 = v ∣∣∣ [v] 〉〉 , (4.2)
and correlation functions of the oscillators in the state
∣∣∣ [v] 〉〉 are exactly Gaus-
sian. Therefore free fields φ,φ¯ built from the oscillators have the property that
f ≡ φ − 〈φ〉 and f¯ ≡ φ¯ − 〈φ¯〉 have the same correlation functions as the vacuum
correlation functions of φ and φ¯:〈
[v]
∣∣∣O{φ,φ¯}∣∣∣ [v]〉 = 〈0|O{f , f¯ } |0〉 , (4.3)
where we have defined
|[v]〉 ≡ N −
1
2
v
∣∣∣ [v] 〉〉 , Nv ≡ 〈〈 [v]∣∣∣ [v] 〉〉 = exp{+|v|2} . (4.4)
It remains to compare the expectation values in a large-J eigenstate with
expectation values in a coherent state6 and to show that the latter approximates
the former in the large-J limit, with calculable corrections.
Using | J〉 = 1√
J !
(a†)J |0〉, the definition (4.1) can be written
∣∣∣ [v] 〉〉 =∑
J
vJ√
J !
| J〉 (4.5)
and inverted to give
| J〉 = (2πi)−1
∮
dv
vJ+1
∣∣∣ [v] 〉〉 . (4.6)
(Here, J denotes Jφ, the charge of the φ-oscillator).
This state has exactly Gaussian correlators, with a connected two-point func-
tion identical to that of the (uncharged) vacuum. It follows that the relation
between the vacuum and coherent-state two-point function is simply a shift of
the one-point functions, by a free classical solution. We can therefore use Feyn-
man diagrams in a "background" given by the classical solution represented by
the coherent state expectation value, to calculate arbitrary free-field correlation
functions in the coherent state. So the usual Feynman diagrammatic pertur-
bation theory with a "vev" given by a nontrivial free classical solution for the
scalar field, is simply a way of doing time-ordered perturbation theory in the
coherent state in finite volume. This is relevant to the large-J expansion for
definite-J matrix elements, because as we will now see, large-J matrix elements
in charged Fock states are approximated at leading order by matrix elements in
the corresponding coherent state.
6 This calculation was developed by one of the authors (SH) with Ian Swanson, and used to esti-
mate corrections to the energies of rotating relativistic strings [23].
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Relationship between Fock states and coherent states
A consequence of this representation is that expectation values for Fock states
are approximated at leading order in J by expectation values in coherent states,
up to (calculable) subleading large-J corrections. To see this concretely, we need
the following facts:
• The definite-J Fock matrix element is given by a double contour integral
of coherent-state matrix elements;
• The double contour integral for a neutral operator can be evaluated by
saddle point;
• Fluctuation corrections to the saddle-point approximation are suppressed
by powers of J ; and
• The leading saddle-point approximation is simply given by the coherent-
state matrix element in the coherent state where the expectation value of
the charge, is J .
First we write the expectation value A(O)[J] ≡ 〈J |O |J〉 in the state J as a dou-
ble contour integral,
A(O)[J] = (2π)−2
∮ ∮
dw
wJ+1
dv
vJ+1
〈〈
[w]
∣∣∣O ∣∣∣[v] 〉〉 (4.7)
One combination of the two integrals simply projects onto operators O that
commute with Jˆ . Assume WLOG that O carries a definite charge, i.e., [Jˆ ,O] =
JOO. If JO , 0, then clearly its expectation value in Fock states must vanish. The
first of the two contour integrals simply implements the projection that causes
the Fock state expectation value to vanish.
If O is uncharged, the remaining contour integral is nonzero, and can be
evaluated by saddle point when J is large, with fluctuation corrections that can
be calculated as a series in 1J . Define F
(O)[Jcl] as the expectation value of an
uncharged operator O in a coherent state of classical charge equal to J :
F(O)[J] ≡ 〈[w]|O |[v]〉
∣∣∣∣∣
J≡w·v
, (4.8)
Then the Fock expectation value A(O)[J] is given by
A(O)[J] =
∑
m,n≥0
1
2
RmnJm
(
d
dJ
)n
F(O)[J] , (4.9)
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where the leading coefficientR00 is 1, and all the other coefficients are given by
the generating function
∑
m,n≥0
Rmnxmyn = e−xy (1 + y)x . (4.10)
Note that Rmn = 0 unless m ≤ n/2, so there are only a finite number of nonzero
terms at a given order in J . Concretely, if we expand
A(O)[J] =
∑
k≥0
A
(O)
k [J] (4.11)
where A
(O)
k [J] is the relative-order J
−k contribution to the Fock-state expectation
value, then
A
(O)
k [J] =
∑
n−m=k
RmnJm
(
d
dJ
)n
F(O)[J] , (4.12)
and the first few contributions are
A0[J] = F[J] ,
A1[J] = −12J F
′′[J] ,
A2[J] = +
1
8
J2F ′′′′[J] +
1
3
JF ′′′[J] .
(4.13)
As expected, the leading approximation A0[J] is simply equal to the coherent-
state expectation value.
Conical deficit and φ-charge quantization
The change of variables φ ≡ X 34 is well-behaved at large values of X (compared
to the infrared scale) but singular at the origin. The classical helical solution
never comes near the origin of field space, nor do fixed-energy perturbations of
the helical solution in the limit of large J . So one would expect the singularity
of the change of variables to be irrelevant in large-J perturbation theory.
On the one hand, this expectation is entirely accurate, in the sense that the
details of the "resolution" of the singularity are indeed irrelevant to all orders
in the 1/J expansion. Any two physically well-defined resolutions of the singu-
larity, must necessarily correspond to different Hamiltonians H1,2 that modify
the moduli space effective action in a neighborhood of φ-field space of sizeM+
1
2
(equivalently, a neighborhood of X-field space of size M+
3
4 ), where M is some
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ultraviolet scale. If the correction terms scale like M
k
2 / |φ|k at long distances in
field space, then the corresponding large-J corrections go as (M/J)
k
2 . If the two
resolutions of the geometry are both exactly conical outside of a a region of field
space |φ| <M 12 , then the corrections to observables from the modified geometry
vanish to all orders in J . This is the precise sense in which the singularity at the
origin is "irrelevant" for large-J physics: At large J , the field doesn’t live at the
origin or anywhere near it.
However the conical deficit is a property of the geometry that is visible
asymptotically, and the effective theory should know about all properties of the
moduli space geometry where the vev is large compared to the infrared scale.
The quantization rule for φ-charge is precisely the property of the quantum
effective theory that encodes the conical deficit at large vev. For purposes of
deriving a large-J asymptotic expansion in the effective field theory, one may
simply take JX to be a multiple of 3 , in which case the number of φ-excitations
is an integer, and in particular a multiple of 4.
To verify that the only effect of the conical deficit is to alter the quantization
rule, one can simply repeat any calculation in the φ effective theory, in terms of
a logarithmic superfield defined as L ≡ ln(Φ). In terms of L, the only effect of
the conical deficit is to alter the periodicity of the imaginary part of L; otherwise
the Lagrangian is completely unaffected by the deficit. We conclude that the
conical deficit has no effect on the energy spectrum to any order in perturbation
theory, so long as the classical solution uniformly satisfies |φ|2 >> EIR.
4.3 BPS property and vanishing of the vacuum correction
The classical energy of the large-J ground state
First, as a consistency check, we shall examine the energies of the BPS states,
at the classical and one-loop level. By general multiplet-shortening arguments
[24–27], these energies must remain uncorrected, and equal to the R-charge of
the state. However even at the classical level, it is not immediately apparent
that the super-FTPR term leaves the energies of the BPS states unaffected at
the classical level. The term is a sum of many contributions with particular
coefficients, none of which individually vanishes for the helical ground state
classical solution. Nonetheless the sum of the terms in the FTPR expression
(2.11) does indeed combine to give zero when evaluated on the helical solution:
O(bosonic)FTPR =
1
φ¯
[(
∇2
)2 − 3
2r2
∇2 + 4
r2
∂2t −
9
16r4
]
1
φ
= 0 , (4.14)
for any spherically homogeneous helical solution with frequency 12r , φ =
exp{it/(2r)}φ0. This gives us some confidence in the applicability of the moduli
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space effective action to compute energies consistently.
Next, we shall compute the one-loop energies of the ground states, as well
as semiclassical and one-loop energies of first-excited states as a consistency
check, to build further confidence in our methods.
One-loop energy of the large-J ground state
We now check the one-loop energy of the large-J ground state, by expanding the
action around the helical solution to quadratic order in fluctuations, and sum-
ming ±ω over bosonic and fermionic fluctuations with frequency ω, with the
sign appropriate to the statistics. At the free level, the bosonic and fermionic
fluctuations are paired at each frequency, and thus their contributions to the
vacuum energy cancel mode by mode. The super-FTPR term could in principle
have corrected the frequencies at order J−2 but it does not: As noted in section
3, the super-FTPR term, when expanded around the helical solution, contains
no pieces quadratic in fermions or in bosonic fluctuations, and thus the energy
is automatically uncorrected at absolute order J−2 (which is relative order J−3)
even without any further nontrivial Bose-Fermi cancellation. So we see that
the energy of the BPS ground state is therefore uncorrected up to and includ-
ing order J−2, as it must be to all orders in J . A nontrivial test of the large-J
expansion would be to verify the cancellation of the correction to all orders in
the loop expansion. It may be that some type of superfield formalism adapted
to quantization about the helical ground state would make such cancellations
more transparent.
4.4 Semi-short property of the s-wave one-particle state
Next we turn to the computation of first-excited energies at large J . The lowest
state above the large-J ground state with the same U (1) quantum numbers, is
the state with an additional φ excitation and φ¯ excitation, both in the ℓ = 0
mode, i.e., the s-wave. At the free level, each has frequency ω = 12r , and we
have seen that the frequency is unaffected by the interaction term up to and
including order J−2. So up to and including order J−2, the energy of the first
excited state is simply J +1.
Since this state is not a BPS chiral primary, one might be interested to cal-
culate corrections to its energy in the large-J expansion. However the one-loop
correction actually vanishes.
Heuristically, the first-excited state can be thought of as obtained by shifting
the φ charge of the vacuum from J → J + 1, and then cancelling it by adding a
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single quantum of φ¯ in the s-wave:
φ = g exp
(
− it
2r
)
, φ¯ = g∗ exp
(
+
it
2r
)
.
Note that this linearized solution does not preserve the helical symmetry of the
ground state; it is φ¯ rather than φ that has a positive-energy mode excited. The
one-loop correction to the energy of the state coming from a quartic vertex, can
be seen to cancel explicitly. The one nontrivial aspect of this cancellation is
the operator ordering of the quartic term: Since the vev corresponding to the
coherent BPS state breaks time-reversal invariance spontaneously, the ordering
of operators is not simply described in terms of time-ordered terms. The more
convenient description is in terms of normal-ordered operators in the Hilbert
space on the sphere: All operators appearing have at least two φ¯-multiplet an-
nihilation oscillators ordered to the right, and thus the perturbing Hamiltonian
does not affect the energy of the semishort state, which has only a single φ¯ ex-
citation.
The existence of semishort states with the appropriate charges is visible at
the level of the superconformal index; we have included an expression for the
index in the Appendix, as well as its expansion to several orders, so that the
reader may see the agreement for herself. It is interesting to note that the semi-
short states of the X-branch persist down to J = 0: The "moment map" operator
is semi-short on general grounds, because it the superconformal primary whose
descendant is the U (1)X current [28, 29]. This operator can be thought of as
the conformal Kähler potential itself for the effective theory of the X branch,
namely K ∝ (XX¯) 34 . This representation in terms of the X field is not a well-
defined, controlled operator for general purposes, but this expression is well-
defined and precise in matrix elements between large-J states.
The one-particle states with nonzero spin are also in semi-short representa-
tions at the free-field level. At the interacting level, it is easy to prove in many
cases that the semi-short property persists, because there are no states with the
appropriate angular momentum, U (1)R, and U (1)X quantum numbers to fill
out a full long representation at weak but finite coupling. For instance, the vec-
tor states obtained by acting on the BPS vacuum φJ+1 with the ℓ = 1 modes of
the φ¯ field, can be shown to be protected by such an argument. This prediction
is also verified by the superconformal index.
4.5 Correction to the two-particle energies
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Semi-short property means no disconnected diagrams
Say we calculate the energy correction to the state with two φ¯s on top of φJ . By
expanding in VEV and fluctuations, two diagrams to consider at order J−3 are
as follows:
(4.15)
and
(4.16)
Incidentally, we know from the argument in the last subsection that this dia-
gram should vanish:
(4.17)
Note that these Feynman diagrams with loops in them have scheme depen-
dence, i.e., how you regularize and renormalize loop integrals – once we choose
one scheme that is compatible with supersymmetry on S2 ×R, the expression is
meaningful, and the diagram (4.17) gives exactly zero. Hence the only contri-
bution to the energy correction at order J−3 is the diagram (4.15).
The above argument holds even when some of the φ¯s are changed into ψ¯, the
Q¯-descendant of φ¯. The only diagram that contributes to the energy correction
to the state ψ¯φ¯
∣∣∣φJ〉 is
(4.18)
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while for ψ¯ψ¯
∣∣∣φJ〉 this is
(4.19)
Two-particle states energy correction
Now let us calculate the energy correction to the state φ¯φ¯
∣∣∣φJ〉 by expanding
in VEV and fluctuations. Here note that we only have to care about spatially
uniform field because of the argument in the last subsection. Truncating f to
s-waves accordingly, we get the Lagrangian density for the fluctuation f (t),
L = L0 +αLint
L0 = ˙¯FF˙ −
1
4
F2 = ˙¯f ˙f +
i
2
( ˙¯f f − f¯ ˙f )
Lint = −
24
|ϕ0|6
f¯ 2 ˙f 2,
(4.20)
Above we have for simplicity set the radius r of the sphere to 1, as we shall con-
tinue to do in the rest of this section. Dots represent derivative with respect to t
and the radius of S2 is set equal to unity. We derive the Hamiltonian (4π times
the Hamiltonian density) of the system from this Lagrangian. The conjugate
momentum in terms of f and f¯ is Π := ˙¯f − i2 f¯ and Π¯ := ˙f + i2f , respectively.
H =H0 +αHint
H0 = 4π
(
Π +
i
2
f¯
)(
Π¯ +
i
2
f
)
Hint = 4π ×
24
|ϕ0|6
f¯ 2 ˙f 2.
(4.21)
As always we define creation and annihilation operators as
a† =
√
4π
(
Π +
i
2
f¯
)
, a =
√
4π
(
Π¯ − i
2
f
)
,
b† =
√
4π
(
Π¯ +
i
2
f
)
, b =
√
4π
(
Π − i
2
f¯
)
,
(4.22)
and Hint becomes
− 1|ϕ0|6
× 6
π
× (a† − b)(a† − b)aa. (4.23)
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We then evaluate the energy correction to the state a†a† |0〉, which corresponds
to φ¯φ¯
∣∣∣φJ〉:
∆E = − 6α|ϕ0|6π
〈
0
∣∣∣∣aa [(a† − b)(a† − b)aa]a†a†
∣∣∣∣0〉〈
0
∣∣∣aaa†a† ∣∣∣0〉 = −
12α
|ϕ0|6π
. (4.24)
Likewise, the energy correction to ψ¯φ¯
∣∣∣φJ〉 and ψ¯ψ¯ ∣∣∣φJ〉 can be evaluated and
gives the same number as that of φ¯φ¯
∣∣∣φJ〉, as it should be due to supersymmetry.
Detailed calculations are given in the Appendix C.
Note that the form of the operator perturbation is normal-ordered rather
than time-ordered. This is a consistency condition for supersymmetry, and it
can be derived directly from the necessity of the existence of a set of opera-
tors implementing the N = 2 superconformal algebtra; in fact, it can be seen
just from the consistency of a smaller algebra generated by half the generators,
namely those preserving the BPS states XJ . In appendix E, we demonstrate how
the closure of the operator algebra in the interacting theory directly dictates the
form of the operator perturbation of the Hamiltonian in a toy model, obtained
by truncating the φ¯ multiplet down to its zero mode on the sphere.
In the matrix element (4.24), note that disconnected contributions coming
from vacuum bubbles and propagator corrections are absent; the vanishing of
these contributions follow from the nonrenormalization of the vacuum energy
and semishort one-particle energy, respectively.
We also draw the attention to the relative negative sign between the pa-
rameter α in the Lagrangian, and the first correction to the non-BPS operator
dimension. A positive value for α implies a negative anomalous dimension, and
vice versa. As noted in section 2, the sign of α must be positive due to a super-
luminality constraint [11] and thus the order J−3 contribution to the anomalous
dimension is negative.
We have also calculated, in appendix C, the energy shifts of the one-boson,
one-fermion state with the fermion in the ℓ = 12 sector, and also the two-fermion
state with both fermions in the ℓ = 12 mode. These are the Q¯ and Q¯
2-descendants
of the primary state, respectively. The first-order interaction contributions to
the anomalous dimensions are the same as for the two-boson state, which non-
trivially checks that our formalism implements superconformal symmetry con-
sistently.
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5 Operator algebras and the semishort spectrum
In this section we return to the question of the semishort energy (non)correction.
We have seen explicitly that the one loop correction to the scalar semishort en-
ergy cancels, and there is an algebraic argument that the scalar semishort en-
ergy is unrenormalized to all orders in large-J perturbation theory: The energy
can only change if the semishort joins with other states to form a long multi-
plet, and there are no states with the correct quantum numbers, that are near
energy ∆ = JR + 1 at large J , to fill out a long multiplet. This establishes that
there is a scalar semishort at sufficiently large J . In this section we will see that
this fact has consequences at low values of J due to the structure of the operator
algebra: Scalar semishorts form a module over the chiral ring, and as a result
associativity will relate semishorts at high J to those at low J .
Nonsingularity of certain OPE structure functions
In any unitary N = 2 SCFT in three dimensions, all superconformal primary
operators must satisfy [24–27],
∆ ≥ R+ s3. (5.1)
with the inequality saturated if and only if the state is annihilated by Q¯↓:
∆O = RO + s3O ⇔ Q¯↓O = 0 . (5.2)
(In fact, we need not even assume O be fully superconformal primary; we need
only assume it is annihilated by the energy- and R-charge-lowering supercharge
S↑ ≡ (Q¯↓)† conjugate to Q¯↓.)
By acting with an SO(3) rotation on the supercharge we can change the axis
of the spin, and by exchanging Q with Q¯ we can send R→−R, so in general we
have the BPS bound
∆ ≥ |R|+ s , (5.3)
where s is the total spin. This bound is saturated if and only if the operator is
annihilated by one of the four energy raising supercharges Qα , Q¯α .
For instance, an element of the chiral ring, i.e., a scalar superconformal pri-
mary operator O satisfying
Q¯αO = 0 , (5.4)
has dimension equal to its R-charge
R = ∆ . (5.5)
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A scalar semi-short operator OSSS, i.e. a scalar superconformal primary satis-
fying Q¯2OSSS = 0 but not Q¯OSSS = 0, does not saturate the bound (5.2), but its
Q¯↑ superpartner O(↑)SSSSP is annihilated by Q¯↓ and also S¯↑, and therefore does
saturate it:
∆SSSSP = RSSS +
3
2
, ∆SSS = RSSS +1 . (5.6)
The scalar chiral primaries have a ring structure because their OPE is auto-
matically nonsingular [30, 31]. The argument follows immediately from rota-
tional invariance, scale invariance, and the BPS formula (5.2).
If O1,2 are two chiral ring elements, then their dimensions and R-charges
satisfy ∆1,2 = R1,2. Their OPE is of the form
O1(σ)O2(0) =
∑
i
fi(σ)Oi(0) , (5.7)
where Oi are operators of R-charge Ri = R1 +R2, dimension ∆i , spin si , and in
particular third component of spin equal to s3i . The function fi has σ-scaling
γi ≡ ∆i − ∆1 − ∆2 = ∆i − R1 − R2. So by (5.3) we have γi ≥ si , and so all the
structure functions fi vanish at σ = 0 unless Oi is a scalar. In the latter case the
structure function has a finite limit, the OPE is nonsingular, and the product of
two BPS scalar primaries at coincident points defines an associative multiplica-
tion which is the multiplicative structure of the chiral ring.
Now we consider the operator product of a BPS scalar OBPS of R-charge RBPS
with a scalar semi-short OSSS with R-charge RSSS. The dimensions of the opera-
tors are ∆BPS = RBPS and ∆SSS = RSSS+1. In this case, there can be singular terms
in the OPE, such as
OBPS(σ)OSSS(0) ∼ |σ |−1O′BPS(0) + (less singular) (5.8)
where O′BPS is a BPS scalar primary of ∆′BPS = R′BPS = RBPS +RSSS. There is also
the nonsingular term
OBPS(σ)OSSS(0) ∋ · · ·+O′SSS(0) + · · · (5.9)
which will be of principal interest to us in this section.
We would like to establish that this smooth and nonvanishing term (5.9) in
the OPE defines an associative multiplication of the chiral ring on the scalar
semi-shorts. We cannot draw this conclusion directly from the OPE above, be-
cause the nonsingular terms in a generic OPE are not in general associative;
only the sum of all terms, singular and not, generally satisfy associativity when
taken together. However by taking a Q¯-descendant, we can establish associativ-
ity of (5.9) indirectly: By taking the Q¯↑ descendant, we can define an associative
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action of the chiral ring on the superpartners O(↑)SSSSP ≡ Q¯↑ · OSSS of scalar semi-
shorts.
Both OBPS and OαSSSSP ≡ Q¯α · OSSS satisfy the BPS formula (5.2), so by the
same arguments as above, any structure functions fi appearing in their OPE
must scale as |σ |γ , with the exponent γ defined as
γ ≡ ∆RHS −∆BPS −∆SSSSP = ∆RHS −RBPS −RSSS − 32 (5.10)
where ∆RHS and RRHS = RBPS +RSSS + 1 are the dimension and R-charge of the
operator on the right hand side of the OPE. If the spin of the operator on the
RHS is sRHS, then the dimension satisfies the inequality (5.3),
∆RHS = RBPS +RSSS +1+ sRHS . (5.11)
In the case where the RHS is a scalar semishort superpartner, so sRHS =
1
2 , so
∆RHS ≥ RBPS +RSSS +
3
2
, γ ≥ 0 . (5.12)
This allows for two possible Lorentz-invariant tensor structures,
OBPS(σ)OαSSSSP(0) ∋ (constA)OαA(0) + (constB)γ
αβ
µ
σµ
|σ |O
β
B(0) . (5.13)
It can be shown that the second of the two tensor structures can never appear in
a parity-symmetric theory such as the XYZ model. The result is that the OPE
of a chiral ring element with the superpartner of a scalar semishort operator is
of the form
OBPS(σ)OαSSSSP(0) ∋ (constA)OαA(0) (5.14)
where OαSSSSP is the scalar sem-short superpartner and the operator OαA is a spin-
1
2 operator saturating the BPS bound. Any such operator is again necessarily the
Q¯α descendant of a scalar semi-short, as shown by the following argument.
By virtue of the BPS bound, all other operators on the right-hand side of
(5.14) vanish in the limit σ → 0. Therefore the Q¯-descendants of scalar sem-
ishorts form a module over the commutative ring of the chiral primaries:7
OBPS(σ)OαSSSSP(0) = (const)Oα
′
SSSSP(0) + (vanishing at σ = 0) . (5.15)
7 In D = 4 this module structure was argued for in [32].
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From this, it follows that the scalar semishorts themselves form a module
over the chiral ring. Naively this would appear to follow without any further
justification, as one expects that the OPEs of descendants are completely de-
termined by the OPEs of primary operators. For conformal invariance this is
indeed the case, a fact synonymous with the existence and uniqueness of the
conformal blocks. For superconformally covariant OPEs, this argument does
not generalize; there exist multiparameter families of nontrivial, fully super-
conformally invariant functions of three points in superspace [33]. Multiplying
a supercovariant three-point function by such a function of three copies of su-
perspace, yields another supercovariant three-point function. However, in the
case where one of the three operators is a BPS scalar primary, this issue does
not arise: The identity is the only function on three copies of superspace that is
annihilated by D¯α acting on any one of the three points.
Heuristically, we can talk directly about the action of the chiral ring on scalar
semi-shorts through the combined operation
OBPS ×OSSS = O′SSS ≡
(
Q¯↑
)−1 · OBPS · Q¯↑ · OSSS (5.16)
Since the chiral ring is annihilated by Q¯↑, the operator OBPS does indeed for-
mally commute through Q¯↑, justifying the above definition. However, the unique-
ness of superconformal three-point functions with one chiral primary is neces-
sary to make logical sense of equation (5.16).
The property of scalar semishort operators, that they form a module over
the chiral ring, has a remarkable consequence for the spectrum of the theory:
It implies the existence of scalar semishorts at low J as well. Starting with the
moment map operator (XX¯)
3
4 = φφ¯, we act J times with φ to obtain a scalar
semishort φ¯φJ+1. Algebraically, this state could in principle vanish: A priori the
representation of the chiral ring on the module of semishorts need not be faith-
ful. However we have seen already that the scalar semishort φ¯φJ+1 is nonvan-
ishing for sufficiently large J , using the effective description! By associativity,
then, it is impossible for any of the intermediate products φ¯φk+1 to vanish, for
any nonnegative value of k.
The presence of scalar semishorts for all k can of course in principle be seen
via the superconformal index; and in the Appendix we expand the index to
several orders and verify the prediction. However it should be emphasized that
the large-J picture yields the same conclusion with a far less laborious method.
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6 Conclusions
In this note we have computed the dimensions of certain operators in theN = 2
superconformal XYZ model in three dimensions, to first nontrivial order in
an expansion in large R-charge JR and large X-charge JX ∼ 32 JR. To do this,
we treated the theory in radial quantization, and used the effective theory on
the moduli space of the X branch. In this theory, both quantum corrections
and higher-derivative interaction terms are suppressed by powers of |φ| = |X | 34
when |φ| is large, and |φ| scales as J+ 12 . We have seen that the state with one φ¯
excitation in the s-wave is protected because its superconformal representation
is semi-short [24–27] and has to candidate state with the correct quantum num-
bers to play the role of its Q¯2 descendant. The third-lowest scalar primary can
be understood as two φ¯ quanta in the s-wave, on top of a sea of (2JR+2) φ-quanta
in the s-wave. This state is in a long multiplet and has an energy shift that is
proportional to the coefficient of the first interaction term – the supersymmet-
ric version of the FTPR term. By arguments based on unitarity and causality,
the coefficient of the super-FTPR term in the action must be positive, and as a
result, the energy shift must be negative-definite. There is an interesting formal
similarity between the large-R-charge expansion of the anomalous dimension,
and the large-spin expansion of the anomalous dimension of operators with
large spin [34,35], despite the two expansions resting on rather different logical
arguments. It would be interesting to understand these two expansions within
a unified framework of operator dimensions with large quantum numbers.
One major virtue of the large-J expansion, in the case where a moduli space
exists, is that it gives us the tools to connect properties of a superconformal
field theory that are expressed in "bootstrap"-like language8 – i.e., anomalous
dimensions and operator algebra structure constants – with those that can be
expressed in the language of effective field theory on the moduli space of vacua.
In moduli space dynamics, superconformal invariance is spontaneously bro-
ken and properties of the theory can be computed perturbatively in the low-
energy effective theory. Such perturbative computations do not rely on any
weak coupling in the underlying dynamics; the perturbative parameter in the
context of moduli space EFT is the ratio of the infrared to the ultraviolet energy
scale, which here is simply an inverse power of the total charge of the state.
Thus our framework can be used to compute a 1/J expansion for properties of
near-BPS states in a controlled fashion.
As a consistency check, we have verified that the appropriate BPS states with
large X-charge do in fact exist. For chiral ring elements this is immediate, and
8 For a review of modern developments in the conformal bootstrap, see for instance [36, 37] and
references therein.
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it is slightly more nontrivial for semi-shorts scalar states. Interestingly, once
we can verify the existence of scalar semishorts at high X-charge, the module
structure of the semishorts over the chiral ring, immediately implies the exis-
tence of scalar semishorts at low X-charge as well. This prediction agrees with
explicit calculations of the spectrum extracted with some effort from the su-
perconformal index. Thus it appears the combination of holomorphy with the
large-J expansion is more powerful than the sum of its parts. It may be hoped
that this combination of points of view may be used to gain insights into the
dynamics of other interesting superconformal theories as well.
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A Notation
Here we summarize the notation used in the bulk of this paper. The metric on
flat R1,2 is ηµν = diag(−,+,+) with µ = 0,1,2. The Dirac matrices (γµ)αβ satisfy
the Clifford algebra,
{γµ,γν}α β = (γµ)αδ(γν)δβ + (γν)αδ(γµ)δβ = 2ηµνδ
β
α . (A.1)
Then, γ
µ
αβ := (γ
µ)α
δǫδβ is symmetric in α ↔ β. One may choose (γµ)αβ =(
iσ2,σ1,σ3
)
, so that (γµ)∗ = γµ. We define the complex conjugation on prod-
ucts of Grassmann variables as (ψ1ψ2)
∗ = ψ¯1ψ¯2. A chiral superfield Φ
(
x,θ, θ¯
)
is
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defined by D¯αΦ = 0, where Dα and D¯α are the superderivatives,
Dα :=
∂
∂θα
− (γµ)α βθ¯β
∂
∂xµ
, D¯α :=
∂
∂θ¯α
− (γµ)α βθβ
∂
∂xµ
. (A.2)
They satisfy the anticommutation relation,
{
Dα ,D¯β
}
=
{
Dβ ,D¯α
}
= 2(γµ)αβ ∂µ. (A.3)
Φ
(
x,θ, θ¯
)
is expanded as
Φ
(
x,θ, θ¯
)
= φ(x) +
√
2θφ(x) +θ2F(x)
−
(
θγµθ¯
)
∂µφ(x)−
1√
2
θ2
(
θ¯γµ∂µψ(x)
)
+
1
4
θ2θ¯2∂µ∂
µφ(x).
(A.4)
The normalization for the Berezinian integral is∫
θ2θ¯2d2θd2θ¯ = 1, (A.5)
and it is convenient to note that, up to total derivatives,∫
Id2θd2θ¯ = 1
16
D2D¯2I
∣∣∣∣∣
θ=θ¯=0
. (A.6)
B Uniqueness of the super-FTPRoperator onflat space
We would like to show here that on flat space there is no supersymmetric
dimension-3 operator constructed with four superderivatives, except for the
super-FTPR operator (2.9). First of all, we do not have to consider operators
containing any odd number of superderivatives acting on a single Φ or Φ¯, be-
cause such operators are always equal to ones containing only even number of
superderivatives acting on a single Φ or Φ¯, modulo the leading-order super-
space equations of motion, D2Φ ≃ 0 and D¯2Φ¯ ≃ 0.
From (A.3), we have
D¯αDβΦ = D¯βDαΦ, (B.1)
and especially D¯αDαΦ = 0. These identities are useful in decreasing the number
of index structures. For instance, one can show that any candidate containing
four superderivatives acting on a single Φ in any order vanishes modulo the
leading-order superspace equations of motion.
29
By the above consideration, we conclude that only the following operators
possibly survive,
O(4)1 :=
∫
d2θd2θ¯
D¯αDβΦD¯
αDβΦ
Φ3Φ¯
+ c.c.
 ,
O(4)2 :=
∫
d2θd2θ¯
D¯αDβΦDαD¯βΦ¯(
ΦΦ¯
)2 .
(B.2)
O(4)2 is equivalent to the super-FTPR operator (2.9), since
{
Dα ,D¯β
}
= 2γ
µ
αβ∂µ.
O(4)1 is also equivalent to the super-FTPR operator, because
D¯αDβΦD¯αDβΦ
Φ3Φ¯
∼ ∂µΦ∂
µ
Φ
Φ3Φ¯
∼ 1
Φ2
∂µ
(
∂µΦ
Φ¯
)
∼ ∂µΦ∂
µ
Φ¯(
ΦΦ¯
)2 . (B.3)
Here, by "∼" we mean modulo total superderivatives, the leading-order equa-
tions of motion, and numerical coefficients. So, there is only one supersymmet-
ric dimension-3 operator with four superderivatives on flat space modulo total
superderivatives, and it is nothing but the unique super-Weyl completion of the
FTPR operator.
C Energy correction to one-boson one-fermion and
two-fermion excitations
We assume the radius of S2 to be unity throughout this section.
C.1 One-boson one-fermion excitation
Quantization of the lowest spin ψα state must be done as follows:
ψα(x) =
∑
s=±
βsu
α
s (x) +γ
†
s v
α
s (x)
/∇S2us = ius, /∇S2vs = −ivs
u¯(−) = v(−), u¯(+) = −v(+)
γ0u(−) = v(+), γ0v(+) = −u(−)
(C.1)
We also make use of the equation of motion for ψ:
(γ0)αβ∂tψ
β + (γ i)αβ∇S2,iψβ = 0 (C.2)
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At the end of the quantization process we set
u¯sαu
α
r =
1
4π
δsr , u¯sαv
α
r = 0 (C.3)
as a normalisation condition. According to this quantization convention we get
the free Dirac Hamiltonian,
HDirac0 =
∑
s=±
(
β†s βs +γ†s γs
)
, (C.4)
with the commutation relation being
{β,β†} = {γ,γ†} = 1. (C.5)
The interaction term in the Hamiltonian of order J−3 which includes 2-fermion
2-boson interaction is given by
αH
(2,2)
int = −4πα × 4ψ¯α
[(
−∂2t +∇2S2 − 3i∂t +2
) F¯
φ¯30
][(
γ
µ
αβ∇µ + iγ tαβ
) F
φ30
]
ψβ , (C.6)
where α is a proportionality constant as in (4.20). Making use of the equation
of motion and the fact that φ0 = e
it/2ϕ0 and then taking only the spin-1/2 and
spin-0 contribution for the fermion and the boson field, respectively, we get
H
(2,2)
int = −
4π
|ϕ0|6
× 24ψ¯γ0ψ × (f¯ − i ˙¯f )f (C.7)
Using the quantization of the boson field given in Section 4.5 and that of the
fermion field given above, we get
H
(2,2)
int = −
6
π|ϕ0|6
(2a† − b)a×
∑
s=±
(
β†s βs +γ†s γs
)
, (C.8)
which leads to the energy correction to the state a†β†+ |0〉 is
∆E = − 12α
π|ϕ0|6
. (C.9)
This agrees with the energy correction to the two-boson state, as it should be
from supersymmetry.
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C.2 Two-fermion excitation
The interaction term in the Hamiltonian of order J−3 which includes 4-fermion
interaction is given by
αH
(0,4)
int = 4πα ×
ψ¯βψ¯
β
φ¯3
(
−∂2t +∇2S2 −
1
4
)
ψαψα
φ3
, (C.10)
where α is a proportionality constant as in (4.20). Making use of the fact that
φ0 = e
it/2ϕ0 and taking only the spin-1/2 contribution for the fermion field, we
get
H
(0,4)
int =
4π
|ϕ0|6
L¯(2L+3iL˙ − L¨), (C.11)
where L = ψψ. Then by using (C.1) and the normalization condition, we get
L¯L = − 1
8π2
(γ−γ+ + β†−β†+)(γ†+γ†− + β+β−)
L¯L˙ =
i
4π2
(γ−γ+ + β†−β†+)(γ†+γ†− + β+β−)
L¯L¨ =
1
2π2
(γ−γ+ + β†−β†+)(γ†+γ†− + β+β−)
(C.12)
and H
(0,4)
int becomes
H
(0,4)
int = −
12
π|ϕ0|6
(γ−γ+ + β†−β
†
+)(γ
†
+γ
†
− + β+β−) (C.13)
and the resulting energy correction to the two-fermion state β†+β†− |0〉 is
∆E = − 12α
π|ϕ0|6
, (C.14)
which agrees with the energy correction to the two-boson state, as it should be
from supersymmetry.
D Superconformal index and scalar semi-shortmul-
tiplets
In this appendix we check the superconformal index for the XYZ model to
confirm that scalar semi-short multiplets really exist in the theory. The super-
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conformal index for the XYZ model is given by the following plethystic expo-
nential [39,40],
IXYZ(x,tX , tYZ ) := Tr
(
(−1)Fz∆−R−s3x∆+s3tJXX tJYZYZ
)
= exp

∞∑
n=1
1
n
F(xn, tnX , t
n
YZ )
 ,
(D.1)
Here, s3 is the third component of the spin on S2, and tX and tYZ are the
fugacities for U (1)X and U (1)YZ , respectively. F(x,tX , tYZ ) is the so-called letter
index,
F(x,tX , tYZ ) := f (x,tX ) + f
(
x,t−1/2X tYZ
)
+ f
(
x,t−1/2X t
−1
YZ
)
, (D.2)
f (x,t) :=
tx2/3 − t−1x4/3
1− x2 .
(D.3)
Because of the superconformal algebra, only protectedmultiplets can contribute
to the superconformal index and therefore it is independent of the variable z in
(D.1). In a BPS multiplet, the BPS primary operator and its ∂↑↑-derivatives con-
tribute to the index, whereas contributions from the other states in the BPS
multiplet cancel between themselves. In a given scalar semi-short multiplet, it
is the Q¯↑ descendant of the semi-short primary operator and its ∂↑↑-derivatives
that contribute to the index. When the index is expanded with respect to x, con-
tributions from BPS multiplets have positive coefficients, whereas those from
semi-short multiplets have negative coefficients. The operators ∂↑↑ and Q↑ are
the partial derivatives and supercharges with spin +1 and +12 along the z-axis.
In principle, the superconformal index contains all information about oper-
ators in short or semi-short representations. In principle, even the terms in a
full and explicit calculation of the index do not necessarily correspond one-to-
one with operators satisfying (5.2), because cancellations can occur. Chiral ring
elements contribute with a positive sign, while superpartners of scalar sem-
ishorts, for instance, contribute with a negative sign. In practice, cancellations
occur frequently in many familiar theories, including the XYZ model in D = 3.
These cancellations can be removed by organizing the index into characters of
the particular short representations that appear.
We do not do this, since the organization into characters is cumbersome a
and we are just calculating the some particular terms in the index to estab-
lish its agreement with the spectrum of semishort representations as computed
with the large-J effective theory. Rather, we list both the positive and negative
contributions to the index separately, noting the cancellations as they occur.
33
To see the existence of the scalar semi-short multiplets, we expand the super-
conformal index (D.1) with respect to x up to and including O(x10/3). However,
some contributions from semi-short multiplets are canceled by those from BPS
multiplets, and therefore we cannot see all the contributions from semi-short
multiplets just by expanding the index. So, we separate these two kinds of
contributions order by order, by brute force. We also identify all the positive
contributions up to and includingO(x10/3) with (descendants of) BPS operators.
The superconformal index (D.1) is expanded with respect to x as follows:
IXYZ (x,tX , tYZ )
= 1
1
+ x2/3
(
tX
X
+
tYZ
t1/2X
Y
+
1
t1/2X tYZ
Z
)
+ x4/3
(
t2X
X2
+
t2YZ
tX
Y2
+
1
tXt
2
YZ
Z2
)
+ x2
(
t3X
X3
+
t3YZ
t3/2X
Y3
+
1
t3/2X t
3
YZ
Z3
)
−2x2
Q¯↑DX
Q¯↑DYZ
+ x8/3
(
t4X
X4
+
t4YZ
t2X
Y4
+
1
t2Xt
4
YZ
Z4
+ tX
∂↑↑X
+
tYZ
t1/2X
∂↑↑Y
+
1
t1/2X tYZ
∂↑↑Z
)
− x8/3
(
tX +
tYZ
t1/2X
+
1
t1/2X tYZ
)
+ x10/3
(
t1/2X tYZ
X∂↑↑Y
+
1
tX
Y∂↑↑Z
+
t1/2X
tYZ
Z∂↑↑X
+ t5X
X5
+
t5YZ
t5/2X
Y5
+
1
t5/2X t
5
YZ
Z5
+ t2X
∂↑↑X2
+
t2YZ
tX
∂↑↑Y2
+
1
tXt
2
YZ
∂↑↑Z2
)
− x10/3
(
t2X +
t2YZ
tX
+
1
tXt
2
YZ
)
+O
(
x4
)
.
(D.4)
The negative contribution at O(x2) is due to the Q¯↑ descendants of the mo-
ment map operators DX and DYZ , which trivially exist because of the U (1)X
and U (1)YZ symmetries. The negative contributions at O(x
8/3) and at O(x10/3)
are nontrivial, however. These cannot be descendants of the moment map op-
erators on dimensional grounds. For instance, the −x8/3tX and −x10/3t2X terms
are naturally identified with the which are the Q¯↑ descendants of semishort
operators of spin 0 and dimension 5/3 and 7/3, respectively. In terms of the
almost-free φ variables, these semishorts can be represented as φ0φ¯0 |X〉 and
φ0φ¯0
∣∣∣X2〉, where as explained in section 4.2, the state ∣∣∣XJ〉 can be thought of as
φ
4J
3
0 |0〉.
Heuristically, these semi-short operators can be thought of as DX · X and
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DX ·X2, respectively, where DX is the weight-1 scalar semishort "moment map"
operator, whose descendant is the spin-1 X-number current. However this de-
scription is not fully precise, because the leading term in the OPE of DX with
XJ is not the semishort operator DXX
J but rather the chiral primary XJ , and the
coefficient function is singular, |σ |−1.
We emphasize that, for purposes of understanding the spectrum directly at
sufficiently large J , the power of supersymmetric representation theory is use-
ful mainly as a convenience: The explicit computations of the large-J effective
theory simply agree with those of the index, with the spectrum computation
becoming more reliable at large J .
The most important thing we learn directly is that there is a nonzero scalar
semishort in the OPE of DX with X
J , for sufficiently large J :
DX(σ)X
J (0) ∋ CDX XJXJ |σ |0XJ (0) + · · · , (D.5)
where the structure constant CDX X
J
XJ and can be calculated semiclassically
from an expectation value of DX in the state
∣∣∣XJ〉, and is nonzero. This gives
information about the index only asymptotically.
Combined with the power of associativity, the existence of semishorts at
large J has more consequences: Since the product · defines an associative mul-
tiplication, and since DX ·XJ , 0, then all the lower-dimension products DX ·X,
DX · X2, · · · must automatically be nonzero as well. This is in agreement with
the index as expanded above. So we see that large-J methods combined with
associativity, yield information about semishort operators at low J as well.
E Semishort superalgebra
Let us try to set up a formalism of truncating the superalgebra to a finite degrees
of freedom, which are creation and annihilation operators. This section is useful
in understanding the vanishing of the 1-loop energy correction to the BPS and
semi-short state with given charge J . For the consistency with the notation in
A, upper the indices of the operators with dagger assigned.
E.1 Commutation relations
We work in radial quantization – then we have, as a basic building block of
the algebra, ∆, the operator dimension, and †, the Hermitian conjugation. We
are here doomed to dismiss either P or K at the very least, because of the fact
that the bosonic conformal algebra can only be unitary represented in infinite-
dimension Hilbert space. At any rate, however, we are trying to find a trunca-
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tion of the algebra that contains as many supercharges as possible, under such
a constraint.
In order to specify such a subalgebra of the full superalgebra that has the
above property, let us fix some conventions. Denote by Q
(σ∆σR)
α the generator
that changes the dimension by σ∆/2 units, and the R charge by σR units. For
instance, the we denote byQ
(++)
↑ the generator that raises both dimension ∆ and
R-charge J ≡ JR and also the 3-component s3 of the angular momentum sa.
We would now like to restrict our attention to generators that are preserved
by the BPS states, that is, we are only going to consider Q
(++)
α and Q
(−−)
α . Now
these two have to be related by conjugation, but as we choose the spinor index
convention as [
sa,Q
(±±)
α
]
=
1
2
σaβαQ
(±±)
β . (E.1)
Then we have (
Q
(±±)
α
)†
= ±ǫαβQ∓∓β . (E.2)
Hereafter, by using these conventions, we simplify our notation the following
way,
Qα ≡Q(++)α , Q†α =
(
Q
(++)
α
)†
= ǫαβQ
(−−)
β . (E.3)
Now, according to theN = 2 superconformal algebra, we have the following
commutation relations for these generators chosen to preserve:
{
Qα ,Q
†
β
}
= δαβ (∆ − J) +σaβα sa, (E.4){
Qα ,Qβ
}
=
{
Q†α ,Q†β
}
= 0, (E.5)
[J ,Qα] = +Qα , [J ,Q
†
α] = −Q†α , (E.6)
[∆,Qα] = +
1
2
Qα , [∆,Q
†
α] = −
1
2
Q†α , (E.7)
[sa,Qα] = +
1
2
σaβαQβ , [s
a,Q†α] = −
1
2
σaαβQ
†
β , (E.8)[
sa, sb
]
= iǫabcsc, [J ,∆] = [J , sa] = [∆, sa] = 0. (E.9)
E.2 Oscillator realization
Let us deal with the case where we have a single free multiplet with the trans-
formation law of the s-wave mode of a free antichiral superfield φ¯ on the S2. We
shall call the bosonic oscillator a,a† and the fermionic oscillator b†α. Note that
here we will take the convention that assigns b†α the same transformation law
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under spatial rotations, which is given in (E.8). Then the oscillator realization
of the superalgebra is given by
J =
1
2
b†αbα −
1
2
a†a ,
sa =
1
2
σaαβ b
†
αbβ ,
∆ =
1
2
a†a+ b†αbα .
Qα = b
†
α a , Q
†
α = a
† bα .
(E.10)
where we have taken the oscillators to satisfy canonical commutation and anti-
commutation relations [
a,a†
]
= 1 ,
{
bα ,b
†
β
}
= δαβ .
The generators (E.10) satisfy the algebra (E.4)-(E.9). On the oscillators they act
as
[sa,b†α] =
1
2
σaβα b
†
α , [s
a,bα] = −
1
2
σaαβ bβ . (E.11)
[J ,a†] = −1
2
a† , [J ,a] = +
1
2
a , (E.12)
[J ,b†α] = +
1
2
b†α , [J ,bα] = −
1
2
bα , (E.13)
[sa,b†α] =
1
2
σaβα b
†
β , [s
a,bα] = −
1
2
σaαβ bβ . (E.14)
E.3 Perturbation theory
Now let us set us perturbation theory. We wish to make a small change to the
generators, at order ǫ, and demand that the structure of the superalgebra still
be preserved at order ǫ. So define Qα(ǫ), Q
†
α(ǫ), ∆(ǫ) to be
Qα(ǫ) =Qα(0) + ǫQ
′
α(0) +O
(
ǫ2
)
,
Q†α(ǫ) =Q
†
α(0) + ǫQ
†
α
′(0) +O
(
ǫ2
)
,
∆(ǫ) = ∆(0) + ǫ∆′(0) +O
(
ǫ2
)
.
(E.15)
Many first-order perturbations of the algebra are unphysical, and correspond
merely to first-order redefinitions of the variables induced by transformations
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on Hilbert space; we fix much of this ambiguity by the condition that sa and J
to be constant, independent of ǫ:
dJ
dǫ
=
dsa
dǫ
= 0 . (E.16)
Then use the notation
Qα ≡Qα(0) , Q†α ≡Q†α(0), (E.17)
qα ≡Q′α(0) , q†α ≡Q†α ′(0), (E.18)
∆
′ = ∆˜′ ≡ ∆′(0) = ∆˜′(0), (E.19)
and take the first ǫ-derivative of the the algebra (E.4)-(E.9)
{Qα(ǫ),Q†β(ǫ)} = δαβ∆˜(ǫ) +σaβα sa, (E.20)
{Qα(ǫ),Qβ(ǫ)} = {Q†α(ǫ),Q†β (ǫ)} = 0 , (E.21)
[J ,Qα(ǫ)] = +Qα(ǫ) , [J ,Q
†
α(ǫ)] = −Q†α(ǫ) , (E.22)
[∆(ǫ),Qα(ǫ)] = +
1
2
Qα(ǫ) , [∆(ǫ),Q
†
α(ǫ)] = −
1
2
Q†α(ǫ) . (E.23)
[sa,Qα(ǫ)] = +
1
2
σaβαQβ(ǫ) , [s
a,Q†α(ǫ)] = −
1
2
σaαβQ
†
β(ǫ) , (E.24)
[sa, sb] = +i ǫabc sc , [∆(ǫ), sa] = 0 , (E.25)
and evaluate at ǫ = 0. This gives a set of "easy" perturbation equations, which
involve commutators with the fixed generators J and sa,
[J ,qα] = +qα , [J ,q
†
α] = −q†α , (E.26)
[sa,qα] = +
1
2
σaβα qβ , [s
a,q†α] = −
1
2
σaαβ q
†
β , (E.27)
[sa,∆′] = [sa, ∆˜′] = 0 . (E.28)
and "hard" perturbation equations which involve two different perturbations:
{Qα ,qβ}+ (α↔ β) = {Q†α ,q†β}+ (α↔ β) = 0 , (E.29)
{Qα ,q†β}+ {Q†β ,qα} = δαβ∆˜′ = δαβ∆′ , (E.30)
[∆,qα]− [Qα ,∆′] = +
1
2
qα , (E.31)
[∆,q†α]− [Q†α ,∆′] = −
1
2
q†α . (E.32)
38
The "easy" perturbation equations (E.26) just express that the transformation
laws of the perturbed generators under the "fixed" generators J , sa are the same
as those of the corresponding unperturbed generators.
Let us solve the hard perturbation equations. First, start with equation
(E.29). Solving this in full generality may be difficult, but can be at least done
in a sufficient condition way, i.e. this equation is solved by
qα ≡ [Qα ,O[2]] , q†α = −[Q†,O†[2]]
We can use the notation · for acting by commutation or anticommutation. We
denote this by Q, and also define
Q2 ≡ ǫαβQαQβ , Q†2 ≡ ǫαβQ†αQ†β
The meaning of the subscript [2] will become clear shortly. So then we have
qα
↓
=Qα · O[2] , q†α = −Q† · O†[2] . (E.33)
The symbol
↓
=means it’s just an ansatz. But this ansatz does automatically solve
(E.29). The easy equations (E.26) just constrains O to be a scalar with vanishing
R-charge.
Now consider equation (E.30). Contracting it with 12δαβ , this equation tells
us that
∆
′ =
1
2
Q†αQαO[2] −
1
2
QαQ
†
αO†[2] . (E.34)
An imaginary part of O contributes a total derivative to ∆′. For real A,
O[2] →O[2] + iA , ∆′ → ∆′ + A˙ ,
so an imaginary part of O just corresponds to changing the Hamiltonian by con-
jugation by an infinitesimal unitary transformation parametrized by A which
is scalar and J-neutral. Since ultimately we only care about the system up to
change of basis, we can fix that ambiguity by simply taking the convention
O†[2] = O[2]. (E.35)
With convention (E.35) we get
∆
′ =
1
2
[Q†α ,Qα]O[2]. (E.36)
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So now equation (E.30) reads:
[Q†β ,Qα] · O[2] = δαβ∆′ . (E.37)
Since we can take equation (E.36) to define ∆′, the only remaining content of
(E.37) is equivalent to the statement that
σaαβ [Q
†
β ,Qα]O[2] = 0 . (E.38)
The ansatz we’re going to make, to solve (E.3), is
O[2] ↓=
1
2
[Q†γ ,Qγ ] · O[0] − O[0]. (E.39)
The first term would be present in flat-space SUSY. Indeed, the formula for ∆′
in terms of four supercharges acting on O[0], is just an operator realization of
superspace perturbation theory, with O[0] playing the role of the superspace
integrand of D-term type. The second term on the RHS of (E.39) is not present
in flat-space SUSY, and corresponds to a nontrivial background curvature of
superspace in the sense of [21,22].
E.4 A last bit of closure of the algebra
There is one last nontrivial equation that must be satisfied. It comes from eq.
(E.31) (and its conjugate (E.32)). Equation (E.31) reads
[∆,qα]− [Qα ,∆′] = +
1
2
qα (E.40)
This equation does not impose any further independent conditions on the per-
turbation of the generators. In principle it follows automatically and can be
verified directly on the generators constructed from O[0]. To see this it is sim-
plest to note that this equation is the commutator (E.23) at first order in ǫ; this
equation is forced by (E.20) and (E.21) via the graded Jacobi identity, and this
must hold order by order in ǫ. Thus (E.40) follows automatically from the other
first-order closure equations (E.29) and (E.30) without imposing further condi-
tions on the perturbation.
E.5 Examples
Now we would like to apply our formula to some examples of O[0], which cor-
respond to the superspace integrand of superspace perturbation theory, to see
concretely how interaction terms made from the semishort zero mode corre-
spond to perturbations ∆′ of the Hamiltonian. In particular, we will see that all
such perturbations come out automatically normal-ordered, with at least one
semishort zero mode annihilation operator on the right.
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Example: Perturbation corresponding to quadratic deformations
So the simplest sort of deformation to add would of course be O[0] ≡ E a†a. Then
using (E.10), we find that
O[2] =Q†γQγO[0] −∆O[0] +κO[0] =Q†γQγO[0] +κO[0] = E
(
a†a+ b†γbγ
)
(E.41)
and the perturbation of the supercharges and dilatation operator simply vanish:
qα =Q
†
α = ∆
′ = 0. (E.42)
Quartic perturbation
Now let us work out the formulae for the quartic perturbation. We define
O[0] =
E
4
a†2a2 . (E.43)
Then we have
O[2] = E
(
3
4
a†2a2 + b†γbγa
†a
)
, (E.44)
and
qα =
E
2
b†α a
† a2 −Eb†γb†αbγ a,
q†α =
E
2
a†2 bα a−Eb†γ a† bαbγ .
(E.45)
The first-order modification ∆′ of the operator Hamiltonian is
∆
′ = 2Ea† b†α bα a+ E a†2 a2 + Eb†γ b†α bαbγ . (E.46)
More general perturbations with a single semishort multiplet
The most general perturbation O[0] you can write down made from the bosonic
oscillator, preserving the R-symmetry, is
O[0] ≡ Ep2a
†pap . (E.47)
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So then
E−1O[2] =
(
2
p
− 1
p2
)
a†pap + b†γ a
†p−1ap−1bγ ,
E−1 qα =
(
1− 1
p
)
a†p−1 b†α ap − (p − 1)b†γ b†α a†p−2ap−1bγ ,
E−1 q†α =
(
1− 1
p
)
a†pap−1 bα − (p − 1)b†γ a†p−1ap−2 bα bγ ,
E−1∆′ = 2(p − 1) b†α a†p−1 ap−1 bα +2
(
1− 1
p
)
a†pap
+ (p − 1)2 b†γ b†α a†p−2 ap−2 bα bγ .
(E.48)
For p = 1, note that qα , a
†
α and ∆
′ vanish, as we found earlier.
The BPS zero mode multiplet
Now we introduce the BPS zero mode. Let us call it z, but we shall think of it as
corresponding to φ0, up to a constant.
From the point of view of our small superalgebra, this operator z is actually
a rather funny object. It has J = +12 and at the free level, it has ∆ = +
1
2 too. This
means it commutes with ∆− J . Since it is a BPS primary field, it also commutes
with theQ andQ† as well. So, from the point of view of the small superalgebra,
z is really just a c-number. However, on the other hand, z only commutes with
∆− J , and not with ∆ and J individually. So, since we have not yet specified the
normalization of z, let us define it so that
[z†, z] = +1 . (E.49)
Note that this is only possible in a unitary theory because z is the energy-raising,
rather than the energy-lowering part of φ.
So, z has the same R-charge as a, but the same frequency as a†. The compos-
ite object Aˆ† ≡ za† has frequency 1/r and vanishing R-charge. We can therefore
make new interesting perturbations out of this operator.
Since z,z† commute with the whole superalgebra, Aˆ and Aˆ† have the same
SUSY representations as a,a† respectively. Defining Bˆ†α ≡ zb†α, we have
QαAˆ = 0 , Q
†
αAˆ = −Bˆα , (E.50)
QαAˆ
† = Bˆα , Q†αAˆ† = 0 , (E.51)
QαBˆβ = δαβ Aˆ , Q
†
αBˆβ = 0 , (E.52)
QαBˆ
†
β = 0 , Q
†
αBˆ
†
β = δαβ Aˆ
† . (E.53)
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General bosonic perturbations involving a semishort and a BPS multiplet
So now we can make all sorts of fascinating R-symmetric perturbations such as
O[0] = 1pq Aˆ
†qAˆp . (E.54)
This is non-Hermitean, but we can always add the Hermitean conjugate tomake
it Hermitean. So we have
QγO[0] =
1
p
Bˆ†γ Aˆ
†q−1 Aˆp (E.55)
and
Q†γQγO[0] = +
2
p
Aˆ†q Aˆp + Bˆ†γ Aˆ
†q−1 Aˆp−1Bˆγ . (E.56)
One major difference, now that z,z† have been introduced, is that R-neutral
operators no longer necessarily commute with ∆. In particular we have
[∆, Aˆ†] = +Aˆ† , [∆, Aˆ] = −Aˆ , (E.57)
[∆, Bˆ†] = +
3
2
Bˆ† , [∆, Bˆ] = −3
2
Bˆ , (E.58)
and so [
∆, Aˆ†qAˆp
]
= (q − p)Aˆ†qAˆp . (E.59)
The expressions for O[2] and the perturbed generators are:
O[2] =Q†γQγO[0] −∆O[0] +κO[0] =
p + q − 1
pq
Aˆ†q Aˆp + Bˆ†γ Aˆ
†q−1 Aˆp−1Bˆγ ,
qα =QαO[2] =
q − 1
p
Bˆ†α Aˆ†q−1 Aˆp − (q − 1)Bˆ†γ Bˆ†α Aˆ†q−2 Aˆp−1Bˆγ ,
q†α =Q†αO[2] =
p − 1
q
Aˆ†q Aˆp−1 Bˆα − (p − 1)Bˆ†γ Aˆ†q−1 Aˆp−2BˆαBˆγ ,
∆
′ = (p + q − 2) Bˆ†α Aˆ†q−1 Aˆp−1 Bˆα +
(
q
p
+
p
q
− p + q
pq
)
Aˆ†q Aˆp
+ (p − 1)(q − 1)Bˆ†γ Bˆ†α Aˆ†q−2 Aˆp−2BˆαBˆγ .
(E.60)
This formula of course assumes neither p nor q vanishes; we normalized the
perturbation, for convenience, by dividing by pq at the beginning. If instead we
hadn’t, and we had defined
O[0] ≡ a†qap , (E.61)
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then we would have had
∆
′ = pq (p + q − 2) Bˆ†α Aˆ†q−1 Aˆp−1 Bˆα +
(
q2 + p2 − p − q
)
Aˆ†q Aˆp
+ (p − 1)(q − 1)Bˆ†γ Bˆ†α Aˆ†q−2 Aˆp−2BˆαBˆγ .
(E.62)
Protection of the semishort state
So now we see, regardless of the form of the perturbation, the Hamiltonian per-
turbation not only has vanishing expectation value in the semishort multiplet,
it simply annihilates the entire semi-short multiplet, as SM pointed out. This
much stronger condition would seem to guarantee the protection of the sem-
ishort multiplet not just to first order, but to all orders in perturbation theory.
The nonzero modes of the free antichiral superfield φ¯ and the free chiral
superfield φ should also be included; from the point of view of quantum meh-
chanics, these are higher-spin multiplets, obtained by Kaluza-Klein reduction
of the 2+1-dimensional superfields on the sphere.
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