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THE CATEGORY OF WEIGHT MODULES FOR SYMPLECTIC
OSCILLATOR LIE ALGEBRAS
GENQIANG LIU AND KAIMING ZHAO
Abstract. The rank n symplectic oscillator Lie algebra gn is the semidirect product of
the symplectic Lie algebra sp2n and the Heisenberg Lie algebraHn. In this paper, we study
weight modules with finite dimensional weight spaces over gn. When z˙ 6= 0, it is shown
that there is an equivalence between the full subcategory Ogn [z˙] of the BGG category Ogn
for gn and the BGG category Osp
2n
for sp
2n
. Then using the technique of localization
and the structure of generalized highest weight modules, we also give the classification of
simple weight modules over gn with finite-dimensional weight spaces.
1. Introduction
Many important Lie algebras in mathematical physics are finite dimensional but not semi-
simple, such as Schro¨dinger algebras [8], conformal Galilei algebras [17, 22], symplectic
oscillator Lie algebras [3, 21], Euclidean algebras [20] and so on. Unlike finite dimensional
semi-simple Lie algebras, the representation theory of those Lie algebras is still not well
developed [19, 25]. In this paper we will establish the representation theory for symplectic
oscillator Lie algebras.
The rank n symplectic oscillator Lie algebra gn is the the semidirect product of the sym-
plectic Lie algebra sp2n and the Heisenberg Lie algebra Hn. This algebra is also called
Jacobi Lie algebra in the literature, see [3, 2]. The universal enveloping algebra of gn is an
infinitesimal Hecke algebra, see [13]. In mathematics, the Jacobi group is the semidirect
product of the symplectic group and the Heisenberg group [3]. The Jacobi group is an
important object in connection with quantum mechanics, geometric quantization, optics.
The Jacobi groups were used to describe the “squeezed coherent states” of quantum optics
[1]. In Number Theory, automorphic forms on the Jacobi group are called Jacobi forms
which has close relationship with the modular forms, see [3, 12].
In this paper, we study the BGG category Ogn for gn and give the classification of simple
Harish-Chandra modules for gn.
A classification of simple Harish-Chandra modules over the following Lie algebras have
been obtained, the Virasoro algebra [24], finite dimensional simple Lie algebras [14, 25],
conformal Galilei algebras [22], the twisted Heisenberg Virasoro algebra [23], and affine
Kac-Moody algebras [16, 10] (the zero central charge case was claimed in [10]).
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The paper is organized as follows. In Section 2 we provide the related definitions and
notations.
In Section 3 we first we establish an isomorphism from U(gn)/〈z − z˙〉 to the associative
algebra U(sp2n)⊗Dn for z˙ 6= 0 (Proposition 3), and show that any module in Ogn [z˙] with
z˙ 6= 0 is completely reducible over Hn (Lemma 5). Then we prove that the full subcategory
Ogn [z˙] of Ogn for gn with nonzero z˙ is equivalent to the BGG category Osp2n for sp2n
(Theorem 7).
The classification of all simple weight modules with finite dimensional weight spaces for gn
is obtained in Section 4. Theorem 14 gave all such gn-modules with z acts trivially, which
are actually simple parabolically induced sp2n-modules and simple cuspidal sp2n-modules
(See [25]). Theorem 15 gave all such gn-modules with z acts non-trivially, which consists
of three classes: cuspidal gn-modules in (a), parabolically induced gn-modules in (b), and
a third class described in (c). We can see that the third class in Theorem 15 (c) does not
appear for finite-dimensional simple Lie algebras. The representation theory of polynomial
differential operator algebras, technique of localization and the structure of parabolically
induced modules are widely used in our proofs.
Throughout this paper, we denote by Z, Z+, N, C and C
∗ the sets of all integers, nonnegative
integers, positive integers, complex numbers, and nonzero complex numbers, respectively.
For any Lie algebra g, we denote its universal enveloping algebra by U(g).
2. Definitions and notations
2.1. The symplectic oscillator Lie algebra gn. We know that the symplectic Lie
algebra sp2n has the natural representation on C
2n by left matrix multiplication. Let
{e1, e2, · · · , e2n} be the standard basis of C2n. The Heisenberg Lie algebra Hn = C2n ⊕ Cz
is the Lie algebra with Lie bracket given by
[ei, en+i] = z, [z,Hn] = 0.
Recall that the symplectic oscillator algebra gn is the the semidirect product Lie alge-
bra
g = sp2n ⋉Hn.
Explicitly, the semidirect relations are
[X, v] = Xv, [X, z] = 0,
for all X ∈ sp2n, v ∈ C2n. When n = 1, g1 is the Schro¨dinger algebra studied in [8]. The
representations of g1 were studied in [9, 8, 11].
The universal enveloping algebra U(gn) of the Jacobi Lie algebra gn is an infinitesimal
Hecke algebra, see Example 4.11 in [13].
2.2. Root space decomposition of gn. Recall that sp2n is the Lie subalgebra of gl2n
consisting of all 2n× 2n-matrices X satisfying SX = −XTS where
S =
(
0 In
−In 0
)
.
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Equivalently, sp2n consists of all 2n× 2n-matrices with block form(
A B
C −AT
)
such that B = BT , C = CT . Let eij denote the matrix unit whose (i, j)-entry is 1 and
0 elsewhere. Then h = span{hi := ei,i − en+i,n+i | 1 ≤ i ≤ n} is the standard Cartan
subalgebra of sp2n and
hn = Ch1 ⊕ · · · ⊕ Chn ⊕ Cz
is a Cartan subalgebra of gn. Let {ǫi} ⊂ h∗n be such that ǫi(hk) = δi,k and ǫi(z) = 0. The
root system of gn is precisely
∆ = {±ǫi ± ǫj ,±ǫj |1 ≤ i, j ≤ n} \ {0} = ∆sp2n ∪ {±ǫj |1 ≤ j ≤ n}
where ∆sp2n is the root system of sp2n. The positive root system is
∆+ = {ǫi − ǫj , ǫk + ǫl, ǫk, | 1 ≤ i < j ≤ n, 1 ≤ k, l ≤ n}.
We list root vectors in gn as follows. The indices i, j are integers between 1 and n, with
i 6= j when we encounter ǫi − ǫj .
Root vector Root
Xǫi := ei ǫi
X−ǫi := en+i −ǫi
Xǫi+ǫj := ei,n+j + ej,n+i ǫi + ǫj
X−ǫi−ǫj := en+i,j + en+j,i −ǫi − ǫj
Xǫi−ǫj := ei,j − en+j,n+i ǫi − ǫj
Then we obtain a basis of gn as follows
B := {Xα|α ∈ ∆} ∪ {hi, z|1 ≤ i ≤ n}.
Set
n± :=
⊕
α∈∆±
gα.
Then the decomposition
(1) gn = n− ⊕ hn ⊕ n+
is a triangular decomposition of gn which tells us that
U(gn) ∼= U(n−)⊗ U(hn)⊗ U(n+).
The Lie subalgebra b := hn ⊕ n+ is a Borel subalgebra of gn.
2.3. Weight modules. A gn-module M is called a weight module if hn acts diagonally on
M , i.e.
M = ⊕λ∈h∗nMλ,
where Mλ := {v ∈M | hv = λv}. Denote
Supp(M) := {λ ∈ h∗n |Mλ 6= 0}.
A weight module is called a Harish-Chandra module if all its weight spaces are finite dimen-
sional. For a weight module M , a weight vector v ∈ Mλ is called a highest weight vector if
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n+v = 0. A module is called a highest weight module if it is generated by a highest weight
vector. A module is called to be uniformly bounded if the dimensions of all weight spaces
are bounded by a fixed integer.
2.4. Verma modules. For λ ∈ h∗ and z˙ ∈ C denote by Cλ,z˙ the one-dimensional b-module
with the generator vλ and the action given by
n+Cλ,z˙ = 0, z · vλ = z˙vλ, h · vλ = λ(h)vλ for all h ∈ h.
The Verma module is defined, as usual, as follows:
M(z˙, λ) := Indgnb Cλ,z˙
∼= U(gn)
⊗
U(b)
Cλ,z˙.
For convenience, we also denote 1⊗ vλ of M(z˙, λ) simply by vλ. Let K(z˙, λ) be the unique
maximal proper submodule of M(z˙, λ). The quotient module L(z˙, λ) = M(z˙, λ)/K(z˙, λ)
is the unique simple quotient module of M(z˙, λ). Similarly, we have the modules Msp2n(λ)
and Lsp2n(λ) for sp2n.
3. BGG category
In this section, we study the BGG category Ogn for gn.
3.1. The BGG category Ogn.
Definition 1. The BGG category Ogn for gn is the full subcategory of ModU(gn) (the
category of all left U(gn)-modules) whose objects M are the modules satisfying the following
three conditions.
(a) M is a finitely generated U(gn)-module.
(b) M is a weight module.
(c) M is locally n+-finite, i.e., for each v ∈ M , the subspace U(n+)v is finite dimen-
sional.
Similarly, we have the BGG category Osp2n for sp2n.
For information on the BGG category O for semisimple Lie algebras, one can see [4, 19].
By the standard arguments, we can prove that the category Ogn has the following prop-
erty.
Lemma 2. Let M be any object in Ogn.
(1) The module M has a finite filtration
0 = M0 ⊂M1 ⊂ · · · ⊂Mm =M
with each factor Mj/Mj−1 for 1 ≤ j ≤ m being a highest weight module.
(2) Each weight space of M is finite dimensional.
(3) Any simple object in Ogn is isomorphic to some L(z˙, λ) for λ ∈ h∗, z˙ ∈ C.
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So highest weight modules are the basic elements of the category Ogn .
Next we will introduce the Shale-Weil representation for gn, which is important for our
later arguments on the category Ogn .
3.2. Shale-Weil representation. For n ∈ N, denote by Dn the algebra of polynomial
differential operators of C[t1, · · · , tn], called the Weyl algebra of rank n. Namely, Dn is the
associative algebra over C generated by 2n-indeterminates t1, . . . , tn, ∂1, . . . , ∂n subject to
the relations
[∂i, ∂j ] = [ti, tj] = 0, [∂i, tj] = δi,j, 1 ≤ i, j ≤ n.
A Dn-module V is a weight module if all ti∂i are semisimple on V . For a weight module V , a
weight vector v ∈ Vλ is called a highest weight vector if C[t1, t2, · · · , tn]v = 0. A Dn-module
V is called a highest weight module if it is generated by a highest weight vector.
Proposition 3. For any nonzero scalar z˙, we have the associative algebra isomorphism
φz˙ : U(gn)/〈z − z˙〉 → U(sp(2n))⊗Dn defined by
Xǫi−ǫj 7→ Xǫi−ǫj ⊗ 1 + 1⊗ ti∂j , (i 6= j),
Xǫi+ǫj 7→ Xǫi+ǫj ⊗ 1 + 1⊗ titj,
X−ǫi−ǫj 7→ X−ǫi−ǫj ⊗ 1− 1⊗ ∂i∂j ,
hi 7→ hi ⊗ 1 + 1⊗ ti∂i + 1
2
,
Xǫi 7→ 1⊗
√
z˙ti,
X−ǫi 7→ −1⊗
√
z˙∂i,
where 1 ≤ i, j ≤ n.
Proof. We can directly verify that the linear map fz˙ : gn → (Dn, [, ]) defined by
(2)
Xǫi−ǫj 7→ ti∂j , (i 6= j),
Xǫi+ǫj 7→ titj ,
X−ǫi−ǫj 7→ −∂i∂j ,
hi 7→ ti∂i + 1
2
,
Xǫi 7→
√
z˙ti,
X−ǫi 7→ −
√
z˙∂i,
for 1 ≤ i, j ≤ n, is a Lie algebra homomorphism. (Note that the above embedding for
sp2n is similar to [6]). Using PBW Theorem we have the surjective associative algebra
homomorphism θz˙ : U(gn)→ Dn defined by extending fz˙.
It is clear that U(gn)/〈z − z˙〉 = U(sp2n) ⊗ U(Hn)/〈z − z˙〉 where the right-hand side is
just considered as a vector space tensor product, not tensor product of the two associative
algebras.
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We have the algebra homomorphism ι1 : U(sp2n)→ U(sp2n)⊗Dn defined by
Xǫi−ǫj 7→ Xǫi−ǫj ⊗ 1 + 1⊗ ti∂j , (i 6= j),
Xǫi+ǫj 7→ Xǫi+ǫj ⊗ 1 + 1⊗ titj,
X−ǫi−ǫj 7→ X−ǫi−ǫj ⊗ 1− 1⊗ ∂i∂j ,
hi 7→ hi ⊗ 1 + 1⊗ ti∂i + 1
2
,
where 1 ≤ i, j ≤ n. Note that ι1 is injective. We also have the algebra isomorphism
ι2 : U(Hn)/〈z − z˙〉 → Dn defined by
Xǫi 7→
√
z˙ti, X−ǫi 7→ −
√
z˙∂i, ∀1 ≤ i ≤ n.
We can eaily see that φz˙ is a surjective algebra homomorphism, and
U(sp(2n))⊗Dn = ι1(U(sp2n))⊗ ι2(U(Hn)/〈z − z˙〉),
where the right-hand side is just considered as a vector space tensor product. Then the
linear map (not considered as algebra homomorphism)
φz˙ = ι1 ⊗ ι2 : U(sp2n)⊗ U(Hn)/〈z − z˙〉 → ι1(U(sp2n))⊗ ι2(U(Hn)/〈z − z˙〉)
is a vector space isomorphism. Therefore φz˙ is an algebra isomorphism. The proof is
complete. 
Note that the restriction of φz˙ : U(Hn)/〈z − z˙〉 → Dn is an algebra isomorphism for z˙ 6= 0.
Later in this paper will identify these two associative algebras.
For any U(sp2n)-module V , Dn-module N , via the homomorphism φz˙, V ⊗N can be viewed
as a gn-module which is denoted by V ⊗z˙ N . In particular, the simple Dn-module
S = (C[t±11 ]/C[t1])⊗ (C[t±12 ]/C[t2])⊗ · · · ⊗ (C[t±1n ]/C[tn])
becomes a gn-module through θz˙, denoted by Sz˙, which is isomorphic to the simple highest
weight gn-module L(z˙,−12(ǫ1+ · · ·+ ǫn)). This module is called the Shale-Weil module over
gn (see [25]).
3.3. The structure of highest weight modules over gn.
Proposition 4. Let z˙ ∈ C, λ ∈ h∗.
(a) If z˙ = 0, then HnL(z˙, λ) = 0.
(b) If z˙ 6= 0, then we have that
M(z˙, λ) ∼= Msp2n(λ′)⊗z˙ S,
L(z˙, λ) ∼= Lsp2n(λ′)⊗z˙ S,
where λ′ = λ + 1
2
(ǫ1 + · · · + ǫn). Consequently, M(z˙, λ) is simple if and only if
Msp2n(λ+
1
2
(ǫ1 + · · ·+ ǫn)) is simple.
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Proof. (a) In M(z˙, λ) we have
(3) XǫjX−ǫkvλ = Xǫi+ǫjX−ǫkvλ = 0,
and
Xǫi−ǫjX−ǫkvλ = −δikX−ǫjvλ,
yielding that
n∑
k=1
U(gn)X−ǫkvλ =
n∑
k=1
U(n−)X−ǫkvλ,
which is a proper submodule of M(z˙, λ). So X−ǫkvλ ∈ K(z˙, λ), i.e, X−ǫkvλ = 0 in L(z˙, λ),
for any k ∈ {1, . . . , n}. By the fact that Hn is an ideal of gn and the simplicity of L(z˙, λ),
we have HnL(z˙, λ) = 0.
(b) Let vλ′ be a highest weight vector ofMsp2n(λ
′). It is not hard to see thatMsp2n(λ
′)⊗z˙ Sz˙
is a highest weight gn-module with highest weight λ
′− 1
2
(ǫ1+ · · ·+ ǫn). Next we prove that
Msp2n(λ
′)⊗z˙ Sz˙ ≃ M(z˙, λ′ − 1
2
(ǫ1 + · · ·+ ǫn)).
Take X ∈ U(n−) with
(4) X(vλ′ ⊗z˙ t−11 t−12 · · · t−1n ) = 0.
Using a PBW basis, we can write
X =
∑
α∈Zn
+
fα(Xǫi−ǫj , X−ǫi−ǫj)
∏
1≤i≤n
Xαi−ǫi.
where fα(Xǫi−ǫj , X−ǫi−ǫj) ∈ U(n−)∩U(sp2n). From (4) and Proposition 3, by induction on
|α| we deduce that fα(Xǫi−ǫj , X−ǫi−ǫj) = 0 for all α. Thus X = 0, yielding thatMsp2n(λ′)⊗z˙
S ≃ M(z˙, λ′ − 1
2
(ǫ1 + · · ·+ ǫn)).
Since Lsp2n(λ
′)⊗ S is a simple U(sp2n)⊗Dn-module, from the definition of Lsp2n(λ′)⊗z˙ S
and Proposition 3 we see that it is a simple gn-module. Thus the second isomorphism in
(b) follows. 
3.4. The characterizations of Ogn [z˙]. We denote by Ogn [z˙] the full subcategory of Ogn
consisting of all modules M ∈ Ogn such that z acts on M as a scalar z˙.
Lemma 5. Let M ∈ Ogn [z˙] with z˙ 6= 0. Let v be a nonzero weight vector in M . Then
U(Hn)v = V1 ⊕ · · · ⊕ Vk, with Vi ∼= Sz˙ for each i ∈ {1, . . . , k}.
Proof. Since U(Hn)/〈z − z˙〉 ∼= Dn, we can consider that U(Hn)v = Dnv which is still a
weight module with respect to h. Since M has finite dimensional weight spaces, we see that
dimC[t1∂1, · · · , tn∂n]v <∞.
Note that as vectors spaces
Dn =
(
C[t1, · · · , tn] + C[∂1, · · · , ∂n]
)⊗ C[t1∂1, · · · , tn∂n].
Thus the Dn-module Dnv has finite composition length k. We will prove the statement by
induction on k.
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If k = 1, then Dnv is a simple highest weight module, i.e., Dnv ∼= Sz˙. Let V be a maximal
Dn-submodule of Dnv. By the induction hypothesis, V = V1⊕ · · ·⊕ Vk−1, with Vi ∼= Sz˙ for
each 1 ≤ i ≤ k−1, and there is an epimorphism γ : Dnv → Sz˙ such that ker(γ) = V . Since
Dnv/V is a highest weight module over Dn, we take a highest weight vector w¯ ∈ Dnv/V
with w ∈ Dn being a weight vector. Then tiw ∈ V for any 1 ≤ i ≤ n.
Claim: There exists v′ ∈ V such that ti(w + v′) = 0 for any 1 ≤ i ≤ n.
If t1w 6= 0, we choose the smallest integer l such that tl+11 w = 0. From
t1∂
i
1t
i
1 = ∂
i
1t
i+1
1 − i∂i−11 ti1,
we have that
t1(w +
l∑
i=1
1
i!
∂i1t
i
1w) = t1w +
l∑
i=1
1
i!
∂i1t
i+1
1 w −
l∑
i=1
1
(i− 1)!∂
i−1
1 t
i
1w
=
l−1∑
i=1
1
i!
∂i1t
i+1
1 w −
l∑
i=2
1
(i− 1)!∂
i−1
1 t
i
1w
= 0.
Note that
∑l
i=1
1
i!
∂i1t
i
1w ∈ V . By repeating the above arguments, we can have v′ ∈ V such
that ti(w + v
′) = 0 for any 1 ≤ i ≤ n. The claim follows.
Then Dn(w+v
′) ∼= Sz˙. By the simplicity of Dn(w+v′), we see that Dnv = V ⊕Dn(w+v′) ∼=
V ⊕ Sz˙. Then the proof is complete. 
Proposition 6. Let z˙ 6= 0. For any M ∈ Ogn [z˙], there is an N ∈ Osp2n such that M ∼=
N ⊗z˙ S.
Proof. Consider M as a U(sp2n) ⊗ Dn-module via the isomorphism φz˙ in Proposition 3
where actually φz˙(U(Hn)/〈z− z˙〉) = Dn. By Lemma 5, we know that M is a direct sum of
irreducible highest weight Dn-modules all isomorphic.
Let V be the subspace of M consisting all highest weight vectors over Dn. We see that
U(sp2n)V = V . On the other hand we have M = V ⊗S. Thus going back to the gn-module
M we see that M = V ⊗z˙ S. 
Theorem 7. If z˙ 6= 0, then the functor
−⊗z˙ S : Osp2n → Ogn [z˙],
is an equivalence of the two categories.
Proof. Denote F = − ⊗z˙ S. Note that the automorphisms of simple Dn-modue S is C∗.
From Proposition 5, we see that the homomorphism
FV,W : Homsp2n(V,W )→ Homgn(F(V ),F(W ))
is isomorphism, for any modules V,W ∈ Osp2n . Again from Proposition 6, F is an equiva-
lence of the two categories. 
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Remark: When z˙ = 0, the Verma module M(0, λ) has infinite composition length. Then
subcategory Ogn [0] has more complicated structure. For n = 1, the discussion of the cate-
gory Ogn [0] can be referred to [11]. Some properties of the category O over a deformation
of the symplectic oscillator algebra were given in [18].
4. Classification of simple Harish-Chandra gn-modules
Before giving the classification of simple Harish-Chandra modules over gn, we will first
study generalized highest weight modules.
4.1. Generalized highest weight modules. Denote
g+n =(⊕1≤i,j≤nCXǫi+ǫj )⊕ (⊕1≤i≤nXǫi),
g−n =(⊕1≤i,j≤nCX−ǫi−ǫj)⊕ (⊕1≤i≤nX−ǫi),
g0n =hn ⊕ (⊕1≤i 6=j≤nCXǫi−ǫj ).
Then we have a different triangular decomposition
gn = g
−
n ⊕ g0n ⊕ g+n .
Let V be a simple g0n ⊕ g+n -module with g+n V = 0 and zv = z˙v for any v ∈ V , where
z˙ ∈ C. Note that g0n = gln ⊕ Cz. So V is actually a simple gln-module. The induced
gn-module
M(z˙, V ) = U(gn)⊗U(g0n⊕g+n ) V
is called a generalized Verma module over gn. We denote its unique irreducible quotient
module by L(z˙, V ). By the analogous construction, we have the sp2n-modules Msp2n(V )
and Lsp2n(V ), for any simple gln-module V .
Similar to Proposition 4, we have the next result.
Proposition 8. (a) If z˙ = 0, then HnL(z˙, V ) = 0.
(b) If z˙ 6= 0, then we have that
M(z˙, V ) ∼= Msp2n(V )⊗z˙ S,
and
L(z˙, V ) ∼= Lsp2n(V )⊗z˙ S.
Proof. (a) The proof is similar to that for Proposition 4 (a). We omit the details.
(b) It is not hard to see thatMsp2n(V )⊗z˙ S is a generalized highest weight gn-module. Next
we prove that
M(z˙, V ) ∼= Msp2n(V )⊗z˙ S.
It is enough to show that, for any linearly independent vk ∈ V (k = 1, 2, · · · , r) and
Xk ∈ U(g−n ) with
(5)
r∑
k=1
Xkvk = 0,
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we can deduce that Xk = 0 for all k. Using a PBW basis, we can write
Xk =
∑
α∈Zn
+
f (k)α (X−ǫi−ǫj)
∏
1≤i≤n
Xαi−ǫi.
where f
(k)
α (X−ǫi−ǫj) ∈ U(g−n ) ∩ U(sp2n). From (5) and Proposition 3, by induction on |α|
we deduce that f
(k)
α (X−ǫi−ǫj) = 0 for all α. Thus all Xk = 0, yielding that Msp2n(V )⊗z˙ S
is a generalized Verma module over gn, i.e., M(z˙, V ) ∼= Msp2n(V )⊗z˙ S.
Since Lsp2n(V )⊗z˙ S is a simple U(sp2n)⊗Dn-module, from the definition of Lsp2n(V )⊗z˙ S
and Proposition 3 we see that it is a simple gn-module. Thus the second isomorphism in
(b) follows. 
By Lemma 3.3 in [7], we have the following Lemma.
Lemma 9. Let M be a weight gn-module with all finite dimensional weight spaces, α ∈
∆sp2n. The following two conditions are equivalent.
(a) For each λ ∈ SuppM , the space Mλ+kα is zero for all but finitely many k > 0.
(b) The element Xα acts locally nilpotently on M .
Lemma 10. [7] If M is a simple weight gn-module, then the action of Xα on M is injective
or locally nilpotent, for any α ∈ ∆.
Next, we will introduce a lemma which will be used in studying the structure of generalized
highest modules.
Lemma 11. Let M be any simple Harish-Chandra gn-module, on which z acts as some
z˙ ∈ C.
(a) If X2ǫi acts locally nilpotently on M , then so does Xǫi. If z˙ 6= 0, then the converse
is also true.
(b) If X2ǫi and X2ǫj acts locally nilpotently on M with i 6= j, then Xǫi+ǫj also acts locally
nilpotently on M .
Proof. (a) If X2ǫi acts locally nilpotently on M , then by Lemma 9, for each λ ∈ SuppM ,
the space Mλ+2kǫi is zero for all but finitely many k > 0. Thus Xǫi acts locally nilpotently
on M .
Conversely, if z˙ 6= 0, Xǫi acts nilpotently on M but X2ǫi acts injectively on M , then for
each λ ∈ SuppM , the space Mλ+2kǫi 6= 0 for any k ∈ Z+. By the nilpotence of Xǫi, we have
an infinite sequence of positive integers k1 < k2 < · · · < kl < · · · and nonzero vkl ∈Mλ+klǫi
such that Xǫivkl = 0 for each l ∈ N. Using that z˙ 6= 0, we can see that {Xkl−ǫivkl | l ∈ N} is
a linearly independent infinite subset of Mλ, contradicting the fact that dimMλ <∞.
(b) Suppose that Xǫi+ǫj acts injectively on M .
We claim that both X−2ǫi and Xǫj−ǫi acts nilpotently on M . If Xǫj−ǫi acts injectively
on M , then from [Xǫj−ǫi, Xǫi+ǫj ] = X2ǫj and Lemma 9, we see that X2ǫj acts injectively
on M , contradicting the nilpotence of X2ǫj . If X−2ǫi acts injectively on M , then from
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[Xǫi+ǫj , X−2ǫi] = 2Xǫj−ǫi and Lemma 9, we see that Xǫj−ǫi acts injectively on M , contra-
dicting the nilpotence of Xǫj−ǫi.
Let si be the subalgebra generated by X2ǫi, X−2ǫi which is isomorphic to sl2. The nilpotence
of X2ǫi and X−2ǫi tells us that M is a sum of finite dimensional irreducible si-modules. So
the weight set of M is invariant under the action of the reflection r2ǫi . Since Xǫi+ǫj acts
injectively on M , for each λ ∈ SuppM , the space Mλ+kǫi+kǫj 6= 0 for any k ∈ N. Then
r2ǫi(Mλ+kǫi+kǫj) =Mλ−〈λ,ǫi〉ǫi+kǫj−kǫi 6= 0,
for any k ∈ N. This implies that Xǫj−ǫi acts injectively on M , a contradiction. So (b)
follows. 
Proposition 12. Let M be a simple weight gn-module with all finite dimensional weight
spaces. If X2ǫi acts locally nilpotently on M for any 1 ≤ i ≤ n, then M ∼= L(z˙, V ) for some
simple Harish-Chandra gln-module V .
Proof. By Lemma 11, Xǫi, Xǫi+ǫj act locally nilpotently on M for any 1 ≤ i ≤ n. Then we
can find a weight vector v which is annihilated by g+n . Let V = {v ∈ M | g+n v = 0} which
has to be a simple g0n-module. Consequently, M
∼= L(z˙, V ). Since M is a Harish-Chandra
gn-module, V has to be a Harish-Chandra gln-module. 
4.2. Simple Harish-Chandra modules. In this subsection, we will give the classification
of simple weight gn-modules with finite dimensional weight spaces. Our method is quite
different from those in [25, 7] where they broke the whole system into different subsets
according to actions’ nilpotency of root vectors. We need only to use all the root vectors
with respect to long roots ±2ǫi as you will see next.
For any simple Harish-Chandra gn-module M , we set
IM ={1 ≤ i ≤ n | X2ǫi |M and X−2ǫi|M are injective},
FM ={1 ≤ i ≤ n | X2ǫi |M and X−2ǫi|M locally nilpotent},
F+M ={1 ≤ i ≤ n | X2ǫi |M is locally nilpotent, but X−2ǫi|M is injective},
F−M ={1 ≤ i ≤ n | X2ǫi |M is injective, but X−2ǫi|M is locally nilpotent}.
Then IM ∪ FM ∪ F+M ∪ F−M = {1, . . . , n}.
Consider the multiplicative subset
S(I) = {
∏
i∈IM
Xri−2ǫi | ri ∈ Z+}
which is an Ore subset of U(gn), and hence we have the corresponding Ore localization
U(gn)S(I), see [5, 25]. Assume that IM = {i1, . . . , ik}.
For b = (b1, . . . , bk) ∈ Ck, there is an isomorphism θb of U(gn)S(I) such that
θb(u) =
∑
j1,...,jk≥0
(
b1
j1
)
· · ·
(
bk
jk
)
adXj1−2ǫi1 · · · adX
jk
−2ǫik
(u)X−j1−2ǫi1 · · ·X
−jk
−2ǫik
,
for any u ∈ U(gn)S. In particular, we can check that
(6) θb(Xǫ−il ) = X−ǫil , θb(Xǫil ) = Xǫil + blX−ǫilX
−1
−2ǫil
,
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(7) θb(X2ǫil ) = X2ǫil + 2bl(bl − 1− 2hil)X−1−2ǫil ,
for any 1 ≤ l ≤ k.
For a U(gn)S(I)-module M , it can be twisted by θb to be a new U(gn)S(I)-module M
θb . As
vector spaces Mθb = M . For v ∈ M , x ∈ gn, x · v = θb(x)v. The modules M and Mθb are
said to be equivalent.
Lemma 13. Let M be a simple Harish-Chandra gn-module. If both Xα and X−α act on M
injectively, then both act on M bijectively.
Proof. Consider the two injective linear maps Xα : Mλ → Mλ+α and X−α : Mλ+α → Mλ.
Since dimMλ < ∞ and dimMλ+α < ∞, we see that dimMλ = dimMλ+α, and both Xα
and X−α act on M bijectively. 
Theorem 14. Let M be a simple Harish-Chandra gn-module, on which z acts as zero.
Then HnM = 0, i.e., M is a simple Harish-Chandra sp2n-module.
Proof. We can now consider M as a module over sp2n ⋉C
2n. By the structure of the Weyl
group of sp2n, there is an inner automorphism σ of sp2n such that
σ(g2ǫi) = g2ǫi , i ∈ IM ∪ FM ∪ F+M ,
and
σ(g2ǫi) = g−2ǫi, σ(g−2ǫi) = g2ǫi , i ∈ F−M .
Since σ is an inner automorphism, we can extend σ to be an automorphism σ˜ of sp2n⋉C
2n
such that σ˜(C2n) = C2n. The module M can be twisted by σ˜ to be a new gn-module M
σ˜.
Then HnM = 0 if and only if Hn ·M σ˜ = 0. For M σ˜,
IM σ˜ ∪ FM σ˜ ∪ F+M σ˜ = {1, . . . , n}.
For convenience, we can assume that
IM ∪ FM ∪ F+M = {1, . . . , n}.
Let L be the subalgebra of gn generated by
Xǫi−ǫj , Xǫi+ǫj , X−ǫi−ǫj , X−ǫi, Xǫi, i, j ∈ IM ,
which is isomorphic to gk.
If FM ∪ F+M = ∅, let N = M . Otherwise set
N = {v ∈M | Xǫiv = X2ǫiv = 0 for any i ∈ FM ∪ F+M}.
Since Xǫi, X2ǫi act locally nilpotent onM and [Xǫi , X2ǫi] = 0 for any i ∈ FM∪F+M , the space
N is nonzero. Note that N is a uniformly bounded sp2n-module. Then N is a uniformly
bounded L-module. Choose a weight vector v which is a common eigenvalue of X2ǫiX−2ǫi
for any i ∈ IM . Assume that X2ǫiX−2ǫiv = aiv, ai ∈ C. Let w = X−2ǫi1 · · ·X−2ǫikv. Take bi
so that 2bl(bl − 1− 2hil)w = ailw. Then by the formula (7), we see that θb(X2ǫi)w = 0 for
any i ∈ IM . Now consider the L-module N θb . We can check that
N ′ = {v ∈ N θb | X2ǫi acts locally nilpotent on N θb , ∀ i ∈ IM}
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is a nonzero L-submodule of N θb . Being uniformly bounded, N ′ has a simple L-submodule
N ′′. By (a) in Lemma 11, Xǫi acts locally nilpotent on N
′′ for any i ∈ IM . Then by
Proposition 12, N ′′ is a simple generalized highest weight L-module. By Proposition 8 (a),
we deduce that
θb(Xǫi)N
′′ = θb(X−ǫi)N
′′ = 0, ∀i ∈ IM .
By the formula (6), we see that
XǫiN
′′ = X−ǫiN
′′ = 0, ∀i ∈ IM .
Consequently XǫiN
′′ = 0, and hence Xǫi acts locally nilpotent on M for any i = 1, . . . , n.
Similarly, we can prove X−ǫi acts locally nilpotent on M for any i = 1, . . . , n. Then
W = {v ∈M | X−ǫiv = Xǫiv = 0, ∀ i = 1, . . . , n}
is nonzero, which is a gn-submodule of M . The simplicity of M tells us that W = M , i.e.,
HnM = 0. 
It is known (see [15]) that any irreducible weight module over the Weyl algebra Dn is
isomorphic to some irreducible subquotient of the module
F (a) := taC[t±11 , . . . , t
±1
n ],
for some a = (a1, . . . , an) ∈ Cn, where ta = ta11 · · · tann . Since F (a) ∼= F (a + β) for any
β ∈ Zn, we always assume that ai = 0 if ai ∈ Z. Set
Inta = {i | ai ∈ Z}.
Assume that Inta = {j1, . . . , jl}. Let
(8) G(a) = F (a)/(DnC[tj1] + · · ·+DnC[tjl]).
We can see that G(a) is a simple Dn-module.
For any simple Harish-Chandra gn-module M , we have defined the set
IM = {1 ≤ i ≤ n | X2ǫi |M and X−2ǫi |M are injective}.
Theorem 15. Let M be a simple Harish-Chandra gn-module with a nonzero central charge,
say z˙ ∈ C∗.
(a) If IM = {1, . . . , n}, then M is equivalent to N ⊗z˙ F (a) for some finite dimensional
simple sp2n-module N and a = (a1, . . . , an) ∈ Cn with a1, . . . , an 6∈ Z.
(b) If IM = ∅, then there is a simple Harish-Chandra gln-module V such that M is
equivalent (under an inner automorphism of gn) to the generalized highest weight
module L(z˙, V ) defined in subsection 4.1.
(c) If IM is a nonempty proper subset of {1, . . . , n}, then there is a simple Harish-
Chandra gln-module V and a = (a1, . . . , an) ∈ Cn such that M is equivalent (under
an inner automorphism of gn) to Lsp2n(V )⊗z˙ G(a), where Inta = {1, . . . , n} \ IM .
Proof. For each i : 1 ≤ i ≤ n, either Xǫi or X−ǫi acts injectively on M . Otherwise z˙ = 0
since there is no nontrivial finite-dimensionalDn-module, which contradicts our assumption.
So FM = ∅.
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(a) By Lemma 11, both Xǫi and X−ǫi act injectively on M . Let v ∈M be a nonzero weight
vector which is a common eigenvector of XǫiX−ǫi for all i. Then by the classification of
simple weight modules over the Weyl algebraDn (see [15]), there is an a = (a1, . . . , an) ∈ Cn
with a1, . . . , an 6∈ Z such that U(Hn)v ∼= F (a). Note that F (a) is a U(Hn)-module via the
map θz˙ . By the isomorphism φz˙ in Proposition 3 and the dimension finiteness of weight
spaces, we must have M ∼= N ⊗z˙ F (a) for some finite dimensional simple sp2n-module N .
(b) Since IM = ∅, after twisting M by an inner automorphism, we can assume that F+M =
{1, . . . , n}, that is, X2ǫi acts locally nilpotently on M for any 1 ≤ i ≤ n. By Proposition 12,
there is a simple Harish-Chandra gln-module V such thatM is equivalent to the generalized
highest weight module L(z˙, V ).
(c) Suppose that IM = {i1, . . . , ik}. After twisting M by an inner automorphism (similar
arguments to those in the proof of Proposition 14), we can assume that
IM ∪ F+M = {1, . . . , n}.
Here we have replaced our old M with an equivalent module.
Choose a nonzero weight vector v ∈M such that Xǫiv = 0 for any i ∈ F+M . We can further
choose v so that it is a common eigenvector of XǫiX−ǫi for all i. Then we can see that there
is an a = (a1, . . . , an) ∈ Cn such that U(Hn)v ∼= G(a) with ai = 0 for i ∈ F+M .
Using the isomorphism in Proposition 3, there is a simple sp2n-module N such that M is
equivalent to N ⊗z˙ G(a). Note that
Supp(G(a)) =
∑
i∈IM
(aiǫi + Zǫi) +
∑
j 6∈IM
(−Nǫj).
Since all the weight spaces of N⊗z˙G(a) are finite dimensional, there is a weight λ of N such
that λ+ 2ǫi 6∈ Supp(N) for any i ∈ {1, . . . , n}. This implies that there are nonzero vectors
in N which are annihilated by g+n ∩ sp2n. Therefore N is isomorphic to the generalized
highest weight module Lsp2n(V ). See Proposition 12. 
So far we have obtained the classification for all simple Harish-Chandra modules over the
symplectic oscillator Lie algebra gn for all n. Theorem 14 gave all such gn-modules with
z acts trivially, which are actually simple parabolically induced sp2n-modules and simple
cuspidal sp2n-modules (See [25]). Theorem 15 gave all such gn-modules with z acts non-
trivially, which consists of three classes: cuspidal gn-modules in (a), parabolically induced
gn-modules in (b), and a third class described in (c). We can see that the third class in
Theorem 15 (c) does not appear for finite-dimensional simple Lie algebras.
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