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HESSIAN ESTIMATES FOR NON-DIVERGENCE FORM ELLIPTIC
EQUATIONS ARISING FROM COMPOSITE MATERIALS
HONGJIE DONG AND LONGJUAN XU
Abstract. In this paper, we prove that any W2,1 strong solution to second-order
non-divergence form elliptic equations is locally W2,∞ and piecewise C2 when the
leading coefficients and data are of piecewise Dini mean oscillation and the lower-
order terms are bounded. Somewhat surprisingly here the interfacial boundaries
are only required to be C1,Dini. We also derive global weak-type (1, 1) estimates
with respect toA1Muckenhouptweights. The corresponding results for the adjoint
operator are established. Our estimates are independent of the distance between
these surfaces of discontinuity of the coefficients.
1. Introduction and main results
Let D be a bounded domain in Rn that contains M disjoint sub-domains
D1, . . . ,DM with C1,Dini boundaries, that is, D = (∪Mj=1D j) \ ∂D. For more de-
tails about C1,Dini boundaries, see Definition 2.2. We suppose that if the boundaries
of two D j touch, then they touch on a whole component of such a boundary. We
thus without loss of generality assume that ∂D ⊂ ∂DM.
We consider the following second-order elliptic equation in non-divergence
form
Lu := ai jDi ju + b
iDiu + cu = f (1.1)
in D, where the Einstein summation convention on repeated indices is used.
Throughout this paper, the coefficients ai j, bi, and c are bounded by a positive
constant Λ. We assume that the principal coefficients matrices A = (ai j)n
i, j=1 are
defined on Rn and uniformly elliptic with ellipticity constant δ ∈ (0, 1):
δ|ξ|2 ≤ ai j(x)ξiξ j, ∀ ξ = (ξ1, . . . , ξn) ∈ Rn, ∀ x ∈ Rn.
Without loss of generality, we may assume that A is symmetric, i.e, ai j = a ji.
We are interested in the case when the coefficients and data are allowed to be
discontinuous across the interfacial boundaries. Such problem, in particular for
the corresponding divergence form equations, has been studied by many authors.
See, for instance, [21, 20, 5, 23, 24, 1].
In this paper, we prove the piecewise C2 regularity and local W2,∞ estimate
for W2,1 strong solutions of (1.1) when the coefficients and f are piecewise Dini
continuous in the L1-mean sense in each subdomains. Moreover, when the sub-
domains, D1, . . . ,DM−1, are away from the boundary ∂D, we prove global weak-
type (1, 1) estimates with A1 Muckenhoupt weights for anyW2,1 strong solution of
(1.2) without imposing further conditions on the leading coefficients ai j other than
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being piecewise Dini mean oscillation over an open set containingD; see Theorem
6.1.
Our argument is based on Campanato’s approach presented in [4, 18], the key
point of which is to show that themean oscillation ofD2u (orDu, or u, respectively)
in balls vanishes in certain order as the radii of balls go to zero. The method
was used recently for divergence and non-divergence form elliptic equations with
coefficients satisfying certain conditions. For instance, in [24] the authors derived
very general BMO,Dini,Ho¨lder, and higher regularity estimates forweak solutions
to the corresponding divergence form systems by using Camapato’s approach,
where the estimates may depend on the distance between sub-domains. See also
[5] in which both divergence form systems and non-divergence form equations
were studied when the subdomains are laminar. In [10], the authors studied C2
and weak-type (1, 1) estimates of the solution to
ai jDi ju = f . (1.2)
They showed that anyW2,2 strong solution to (1.2) is C2 provided that the modulus
of continuity of coefficients in the L1-mean sense satisfies the Dini condition. Later,
the authors in [7] extended and improved the results in [10], by showing that any
strong solution to elliptic equations in non-divergence form with zero Dirichlet
boundary conditions is C2 up to the boundary when the coefficients satisfy the
same condition. The main obstacle in [7, 10] is that the usual argument based on
Lp (p > 1) estimates does not work because only the assumptions on the L1-mean
oscillations of the coefficients and data are imposed. To overcome it, they used
weak-type (1, 1) estimates and adaptedCampanato’s method in the Lp setting with
p ∈ (0, 1). The above idea was also used in a recent paper [12], where the authors
showed that W1,p, 1 ≤ p < ∞, weak solutions to divergence form elliptic systems
are Lipschitz and piecewise C1 under the same conditions on the coefficients and
data as imposed before. Hence, this paper can be regarded as a companion paper
of [12].
Similar to [12], an addeddifficulty is the lack of regularity ofD2u in one direction.
For this, we adapt the scheme in [12] to our case. We point out that the coordinate
system in our setting and [12] is chosen according to the geometry of the sub-
domains and is different at each point. This is in contrast to [5, 7, 10], where the
coordinate system is fixed. Therefore, our mean oscillation estimates depend on
the balls under consideration, which makes the argument much more involved.
Denote by A the set of piecewise constant functions in each D j, j = 1, . . . ,M.
We assume that A is piecewise Dini continuous in the L1 sense inD, that is,
ωA(r) := sup
x0∈D
inf
Aˆ∈A
?
Br(x0)
|A(x)− Aˆ| dx (1.3)
satisfies the Dini condition, where Br(x0) ⊂ D. For more details about the Dini
condition, see Definition 2.1. For ε > 0 small, we set
Dε := {x ∈ D : dist(x, ∂D) > ε}.
Denote b := (b1, . . . , bn).
Our first result reads that if the coefficients and f are piecewise Dini continuous
in the L1 sense, then any W2,p strong solution to the above equation (1.1) is locally
W2,∞ and piecewise C2.
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Theorem 1.1. Let D be defined as above. Let ε ∈ (0, 1), p ∈ (1,∞), and γ ∈ (0, 1).
Assume that A, b, c, and f are of piecewise Dini mean oscillation inD, and f ∈ L∞(D). If
u ∈ W2,p(D) is a strong solution to (1.1) inD, then u ∈ C2(D j ∩Dε), j = 1, . . . ,M, and
Du is Lipschitz in Dε. Moreover, for any fixed x ∈ Dε, there exists a coordinate system
associated with x, such that for all y ∈ Dε, we have
|Dxx′u(x) −Dxx′u(y)|
≤ C
∫ |x−y|
0
ω˜A(t)
t
dt ·
(
‖D2u‖L1(D) +
∫ 1
0
ω˜ f (t)
t
dt + ‖ f ‖L∞(D) + ‖u‖L1(D)
)
+ C|x − y|γ
(
‖D2u‖L1(D) + ‖ f ‖L∞(D) + ‖u‖L1(D)
)
+ C
∫ |x−y|
0
ω˜ f (t)
t
dt, (1.4)
where C depends on n,M, p, δ,Λ, ε, ωb, ωc, and the C1,Dini characteristics of ∂D j, ω˜•(t) is
a Dini function derived from ω•(t); see (3.14).
We note that in the above theorem the interfacial boundaries are only required
to be inC1,Dini, which is the same condition as in [12]. This is in contrast to the usual
Dirichlet boundary value problem in which case for the C2 estimate the boundary
of the domain is assumed to be in C2,Dini. See, for example, [7].
Under the stronger condition that the coefficients and f are piecewise Ho¨lder
continuous inD, we further show that Dxx′u is Ho¨lder continuous.
Corollary 1.2. Let D be defined as above and each sub-domain has C1,µ boundary with
µ ∈ (0, 1]. Let ε ∈ (0, 1) and p ∈ (1,∞). Assume that A, b, c, f ∈ Cα(D j) with α ∈(
0, µ/(1 + µ)
]
. If u ∈ W2,p(D) is a strong solution to (1.1) in D, then the assertions of
Theorem 1.1 also hold true. Furthermore, (1.4) is replaced by
|Dxx′u(x) −Dxx′u(y)| ≤ C|x − y|α

M∑
j=1
| f |α;Dj + ‖D
2u‖L1(D) + ‖u‖L1(D)
 , (1.5)
where C depends on n,M, α, µ, δ,Λ, ε, p, ‖A‖Cα(D j), ‖b‖Cα(D j), ‖c‖Cα(D j), and the C1,µ norms
of ∂D j.
Remark 1.3. It follows from (1.5) that D2u ∈ Cα
(
D j ∩Dε
)
. Indeed, from the proof
of Theorem 1.1, we have D2u ∈ L∞
loc
with
‖D2u‖L∞(Dε) ≤ C‖D2u‖L1(D) + C
M∑
j=1
| f |α;Dj + C‖u‖L1(D).
Then, Du and u are Lipschitz inDε. Since
Dnnu =
1
ann
 f − biDiu − cu −
∑
(i, j),(n,n)
ai jDi ju
 ,
we also have Dnnu ∈ Cα
(
D j ∩Dε
)
. Therefore, u ∈ C2,α
(
D j ∩Dε
)
. By using inter-
polation inequalities, the term ‖D2u‖L1(D) on the right-hand side of (1.4) and (1.5)
can be dropped. We also point out that for Lp-viscosity solutions, a result similar
to Corollary 1.2 was obtained in [23] when α ∈
(
0, µ/(n(1+µ))
]
by using a different
argument.
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To prove the above results, we need to consider the formal adjoint operator
defined by
L∗u = Di j(ai ju) −Di(biu) + cu,
and deal with the following boundary value problemL
∗u = div2 g inD,
u =
gν·ν
Aν·ν on ∂D,
(1.6)
where g = (gi j)n
i, j=1, div
2 g = Di jg
i j with g ∈ L∞(D), and ν is the unit outer normal
vector on ∂D. For more details about the adjoint solution to (1.6), see Definition
2.4. By using a similar idea to that in the proof of Theorem 1.1, we also obtain the
corresponding results for the adjoint problem (1.6).
Theorem 1.4. Let D be defined as in Theorem 1.1. Let ε ∈ (0, 1), p ∈ (1,∞), and
γ ∈ (0, 1). Suppose that A, b, c, and g are of piecewise Dini mean oscillation in D,
g ∈ L∞(D). Let u ∈ Lp(D) be a local adjoint solution of
L∗u = div2 g inD.
Then u ∈ L∞(Dε). Moreover, for any fixed x ∈ Dε, there exists a coordinate system
associated with x, such that for any y ∈ Dε, we have
|u¯(x) − u¯(y)|
≤ C
∫ |x−y|
0
ω˜A(t)
t
dt ·
( ∫ 1
0
ω˜g(t)
t
dt + ‖g‖L∞(D) + ‖u‖Lp(D)
)
+ C|x − y|γ
(
‖g‖L∞(D) + ‖u‖Lp(D)
)
+ C
∫ |x−y|
0
ω˜g(t)
t
dt, (1.7)
where u¯ = annu − gnn and C depends on n, M, p, δ, Λ, ε, ωb, ωc, and the C1,Dini
characteristics of ∂D j.
Corollary 1.5. LetD be defined as in Corollary 1.2. Let ε ∈ (0, 1) and p ∈ (1,∞). Assume
that A, b, c, g ∈ Cα(D j) with α ∈ (0, 1). If u ∈ Lp(D) is a local adjoint solution of
L∗u = div2 g inD.
Then the assertions of Theorem 1.4 also hold true, and (1.7) is replaced with
|u¯(x) − u¯(y)| ≤ C|x − y|α

M∑
j=1
|g|α;Dj + ‖u‖Lp(D)
 ,
where C depends on n,M, p, α, µ, δ,Λ, ε, ‖A‖Cα(D j), ‖b‖Cα(D j), ‖c‖Cα(D j), and the C1,µ norms
of ∂D j.
Remark 1.6. Restricting to eachD j ∩Dε, since u = (ann)−1
(
u¯ + gnn
)
, ann and gnn are
in Cα(D j), we conclude that u ∈ Cα(D j ∩Dε).
By using a duality argument and Theorem1.4, we derive the following corollary.
Corollary 1.7. Let A, b, c, and f be as in Theorem 1.1. If u ∈ W2,1(D) is a strong
solution to (1.1) inD, then we have u ∈ W2,p
loc
(D) for some p ∈ (1,∞), and the conclusion
of Theorem 1.1 still holds.
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We refer the reader to [15] for a related result.
Remark 1.8. Similar to Corollary 1.7, we can show that under the assumptions
imposed in Theorem 1.4, if u ∈ L1(D) is a local adjoint solution of
L∗u = div2 g inD,
then u ∈ Lp
loc
(D) for some p ∈ (1,∞), and the conclusion of Theorem 1.4 still holds
true.
Throughout this paper, unless otherwise stated, C denotes a constant indepen-
dent of the distance between sub-domains.
The rest of this paper is organizedas follows. In Section 2, wefix our domain and
the coordinate system. We also introduce some notation, definitions, and auxiliary
results used in this paper. In Section 3, we provide the proofs of Theorem 1.1 and
Corollary 1.2. We prove Theorem 1.4 and Corollary 1.5 in Section 4 and Corollary
1.7 in Section 5. We give a global weak-type (1, 1) estimate in Section 6. In the
appendix, we give a weighted W2,p-estimate and solvability for non-divergence
form elliptic equations in C1,1 domains with the zeroDirichlet boundary condition,
which is of independent interest.
2. Preliminaries
In this section, we fix our domain and list some notation, definitions, and
auxiliary lemmas used in the paper.
2.1. Notation and definitions. We follow the notation and definitions from [12].
Write x = (x1, . . . , xn) = (x′, xn), n ≥ 2. Denote
Br(x) := {y ∈ Rn : |y − x| < r}, B′r(x′) := {y′ ∈ Rn−1 : |y′ − x′| < r},
and Br := Br(0), B
′
r := B
′
r(0
′),Dr(x) := D∩ Br(x). For a function f defined in Rn, we
set
( f )D =
1
|D|
∫
D
f (x) dx =
?
D
f (x) dx,
where |D| is the n-dimensional Lebesgue measure ofD. We shall use the notation
[u]k;D := sup
x∈D
|Dku(x)| and [u]k,γ;D := sup
x,y∈D
x,y
|Dku(x) −Dku(y)|
|x − y|γ ,
where k = 0, 1, . . . , and γ ∈ (0, 1]. For k = 0, we denote [u]γ;D := [u]0,γ;D for
abbreviation. We also define
|u|k;D :=
k∑
j=0
[u] j;D and |u|k,γ;D := |u|k;D + [u]k,γ;D.
We denote Ck,γ(D) to be the set of bounded measurable functions u that are k-
times continuously differentiable in D and [u]k,γ;D < ∞. Moreover, the following
notation will be used:
Dx′u = ux′ , D
2
x′u = ux′x′ , Dxx′u = uxx′ , DD
2
x′u = uxx′x′ , D
2Dx′u = uxxx′ .
For a function f , k = 1, 2, . . . , n, and h > 0, we define the finite difference quotient
δh,k f (x) :=
f (x + hek) − f (x)
h
.
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Definition 2.1. We say that a continuous increasing functionω : [0, 1]→ R satisfies
the Dini condition if ω(0) = 0 and∫ t
0
ω(s)
s
ds < +∞, ∀ t ∈ (0, 1].
Definition 2.2. Let k ≥ 1 be an integer andD ⊂ Rn be open and bounded. We say
that ∂D is Ck,Dini if for each point x0 ∈ ∂D, there exists R0 ∈ (0, 1/8) independent
of x0 and a C
k,Dini function (that is, Ck function whose k-th derivatives are Dini
continuous)ϕ : B′
R0
→ R such that (upon relabeling and reorienting the coordinates
axes if necessary) in a new coordinate system (x′, xn), x0 becomes the origin and
DR0(0) = {x ∈ BR0 : xn > ϕ(x′)}, ϕ(0′) = 0,
and Dkx′ϕ has a modulus of continuity ω0, a Dini function which is increasing,
concave, and independent of x0.
Definition 2.3. (1) We say w : Rn → [0,∞) belongs to A1 if there exists some
constant C such that for all balls B in Rn,?
B
w(y) dy ≤ C inf
x∈B
w(x).
The A1 constant [w]A1 of w is defined as the infimum of all such C’s.
(2) We say w : Rn → [0,∞) belongs to Ap for p ∈ (1,∞) if
sup
B
w(B)
|B|
w
−1
p−1 (B)
|B|

p−1
< ∞,
where the supremum is taken over all balls in Rn. The value of the supremum is
the Ap constant of w, and will be denoted by [w]Ap .
The following definition is extracted from [15].
Definition 2.4. Let g ∈ Lp(B1), 1 < p < ∞ and 1/p+ 1/p′ = 1. We say that u ∈ Lp(B1)
is an adjoint solution of (1.6) if u satisfies∫
B1
uLv =
∫
B1
tr(gD2v), (2.1)
for any v ∈W2,p′(B1)∩W1,p
′
0
(B1), where tr(gD
2v) = gi jDi jv. By a local adjoint solution
of
L∗u = div2 g in B1,
we mean a function u ∈ Lp
loc
(B1) that verifies (2.1) for any v ∈W2,p
′
0
(B1).
2.2. Some properties of the domain, coefficients, and data. Below, we slightly
abuse the notation. Let D be the unit ball B1 and take x0 ∈ B3/4. We now localize
and fix our domain as follows. By suitable rotation and scaling, we may suppose
that a finite number of sub-domains lie in B1 and that they take the form
xn = h j(x
′), ∀ x′ ∈ B′1, j = 1, . . . , l (≤ M),
with
−1 < h1(x′) < · · · < hl(x′) < 1,
and h j(x
′) ∈ C1,Dini(B′
1
). Set h0(x
′) ≡ −1 and hl+1(x′) ≡ 1 so that we have l+1 regions:
D j := {x ∈ D : h j−1(x′) < xn < h j(x′)}, 1 ≤ j ≤ l + 1.
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Wemay suppose that there exists someD j0 , such that x0 ∈ B3/4∩D j0 and the closest
point on ∂D j0 to x0 is (x′0, h j0(x′0)), and ∇x′h j0(x′0) = 0′ after a proper rotation. We
introduce the l + 1 “strips”
Ω j := {x ∈ D : h j−1(x′0) < xn < h j(x′0)}, 1 ≤ j ≤ l + 1.
Then we have the following result, which is [12, Lemma 2.3].
Lemma 2.5. There exists a constant C, depending on n, l and the C1,Dini characteristics of
h j, 1 ≤ j ≤ l, such that
r−n|(D j∆Ω j) ∩ Br(x0)| ≤ Cω1(r), 1 ≤ j ≤ l + 1, 0 < r < r0 := 2
3
∫ R0/2
0
ω′0(s)s ds,
where D j∆Ω j = (D j \ Ω j) ∪ (Ω j \ D j), R0 is defined in Definition 2.2, ω′0 denotes
the left derivative of ω0, and ω1(r) := ω0(2r + R) is a Dini function for some constant
R := R(r) > 2r satisfying ∫ R
0
ω′0(2r + s)s ds = 3r/2.
Let Aˆ( j) ∈ A be a constant function inD j which corresponds to the definition of
ωA(r) in (1.3). We define piecewise constant (matrix-valued) functions
A¯(x) = Aˆ( j), x ∈ Ω j.
Using bˆ( j) and fˆ ( j), which are also constant functions in D j, we similarly define
piecewise constant functions b¯ and f¯ . From Lemma 2.5 and the boundedness of A,
we have ?
Br(x0)
|Aˆ − A¯| dx ≤ C(n,Λ)r−n
l+1∑
j=1
|(D j∆Ω j) ∩ Br(x0)| ≤ Cω1(r), (2.2)
which is also true for bˆ and fˆ .
2.3. Some auxiliary lemmas. We first recall the W2,p-solvability for elliptic equa-
tions with leading coefficients which are variably partially VMO (vanishing mean
oscillation) in the interior of B1 and VMO near the boundary. We choose a cut-off
function η ∈ C∞0 (B7/8) with
0 ≤ η ≤ 1, η ≡ 1 in B3/4, |∇η| ≤ 16.
Let L˜ be the elliptic operator defined by
L˜u = a˜i jDi ju + b
iDiu + cu,
where a˜i j = ηai j+δ(1−η)δi j, δ is the ellipticity constant of ai j, and δi j is the Kronecker
delta symbol. Consider L˜u − λu = f in B1,u = 0 on ∂B1, (2.3)
where λ ≥ 0 is a constant, f ∈ Lp(B1). Here a˜i j satisfy the conditions of [6, Theorem
2.5] in the interior of the domain B1, i.e., for a sufficiently small constant γ0 =
γ0(n, p, δ) ∈ (0, 1) to be specified later, we can find a constant r0 ∈ (0, 1) such that
the following holds: For any x0 ∈ B1 and r ∈ (0,min{r0,dist(x0, ∂B1)/2}] (so that
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Br(x0) ⊂ B1), in a coordinate systemdependingon x0 and r, one canfinda symmetric
a¯i j := a¯i j(xn) satisfying the ellipticity condition and?
Br(x0)
|a˜i j(x) − a¯i j| dx ≤ γ0. (2.4)
Moreover, for any x0 ∈ ∂B1 and r ∈ (0, r0], we have?
Br(x0)
|a˜i j(x) − (a˜i j)Br(x0)| dx ≤ γ0.
Applying [6, Theorem 2.5] to our case and using the argument in [19, Sections 8.5
and 11.3], we get
Lemma 2.6. For any p ∈ (1,∞), there exists a small constant γ0 = γ0(n, p, δ) ∈ (0, 1)
such that the following hold.
(1) For any u ∈W2,p(B1) ∩W1,p0 (B1),
λ‖u‖Lp(B1) +
√
λ‖Du‖Lp(B1) + ‖D2u‖Lp(B1) ≤ C‖L˜u − λu‖Lp(B1),
provided that λ ≥ λ0, where C and λ0 ≥ 0 depend on n, p, δ, Λ, and r0.
(2) For any λ > λ0 and f ∈ Lp(B1), (2.3) admits a unique solution u ∈ W2,p(B1) ∩
W
1,p
0
(B1). In the case when c ≤ 0, we can take λ = 0.
In the Appendix, we shall prove a more general result in weighted Sobolev
spaces. From [6, Theorem 2.5], the Sobolev embedding theorem, and a standard
localization argument which is similar to that in the proof of [5, Lemma 4], we also
have the following interior estimates.
Lemma 2.7. Let p ∈ (1,∞). there exists a small constant γ0 = γ0(n, p, δ) ∈ (0, 1) such
that the following hold. Assume that u ∈ W2,p
loc
satisfies ai jDi ju + b
iDiu + cu = f in B1,
where f ∈ Lp(B1). Then there exists a constant C = C(n, δ,Λ, p, r0) such that
‖u‖W2,p(B1/2) ≤ C
(
‖u‖L1(B1) + ‖ f ‖Lp(B1)
)
.
In particular, if p > n, it holds that
|u|1,γ;B1/2 ≤ C
(
‖u‖L1(B1) + ‖ f ‖Lp(B1)
)
,
where γ = 1 − n/p and C depends only on n, p, δ, Λ, and r0.
The adjoint operator corresponding to L˜ is defined by
L˜∗u := Di j(a˜i ju) −Di(biu) + cu.
Lemma 2.8. Let q ∈ (1,∞). Assume that g = (gi j)n
i, j=1 ∈ Lq(B1). Then, there is a λ0 ≥ 0
depending on n, q, δ,Λ, and r0, such that for any λ > λ0,L˜
∗u − λu = div2 g in B1,
u =
gν·ν
Aν·ν on ∂B1
(2.5)
admits a unique adjoint solution u ∈ Lq(B1). Moreover, the following estimate holds,
‖u‖Lq(B1) ≤ C‖g‖Lq(B1),
where C = C(n, q, δ,Λ, r0). In the case when c ≤ 0, we can take λ = 0.
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Proof. For f ∈ Lp(B1) with 1/p+ 1/q = 1, it follows from Lemma 2.6 that there exists
a unique solution v ∈W2,p(B1)∩W1,p0 (B1) such that L˜v− λv = f a.e. in B1, provided
that λ > λ0. Moreover,
λ‖v‖Lp(B1) +
√
λ‖Dv‖Lp(B1) + ‖D2v‖Lp(B1) ≤ C‖ f ‖Lp(B1). (2.6)
Define the functional T : Lp(B1)→ R by
T( f ) :=
∫
B1
tr(gD2v) dx. (2.7)
Combining (2.6), (2.7), and Ho¨lder’s inequality, we have
|T( f )| ≤ ‖D2v‖Lp(B1)‖g‖Lq(B1) ≤ C‖ f ‖Lp(B1)‖g‖Lq(B1).
Hence, T is a bounded functional on Lp(B1). By the Riesz representation theorem,
there exists a unique u ∈ Lq(B1), such that
T( f ) =
∫
B1
u f dx, ∀ f ∈ Lp(B1). (2.8)
Moreover,
‖u‖Lq(B1) ≤ C‖g‖Lq(B1).
It follows from (2.7) and (2.8) that∫
B1
u(L˜v − λv) dx =
∫
B1
tr(gD2v) dx,
that is, u ∈ Lq(B1) is the unique adjoint solution to (2.5). 
Now we denote
L¯0u := a¯
i j(xn)Di ju,
where a¯i j(xn) satisfies the same ellipticity and boundedness conditions as ai j(x).
Lemma2.9. Assume that u ∈ C1,1
loc
satisfies L¯0u = f¯ (x
n) in B1, where f¯ ∈ L∞(B1). Then for
any p ∈ (0,∞), there exists a constant C = C(n, δ,Λ, p) such that for any c ∈ R(n−1)×(n−1) ,
‖D2Dx′u‖L∞(B1/2) ≤ C‖D2x′u − c‖Lp(B1). (2.9)
Proof. By using the finite difference quotient technique and applying Lemma 2.7
with a slightly smaller domain, one can see that D2x′u − c ∈W
2,q
loc
(B1) satisfies
L¯0(D
2
x′u − c) = 0 in B1
and
‖D2x′u − c‖W2,q(B1/2) ≤ C‖D2x′u − c‖L2(B3/4).
If q > n, we obtain
‖D2x′u − c‖L∞(B1/2) + ‖DD2x′u‖L∞(B1/2) ≤ C‖D2x′u − c‖L2(B3/4). (2.10)
Because L¯0(Dx′u) = 0 in B1, one can see that
DnnDx′u =
−1
a¯nn(xn)
∑
(i, j),(n,n)
a¯i j(xn)Di jDx′u.
Therefore, using (2.10) and a¯nn(xn) ≥ δ, we have
‖DnnDx′u‖L∞(B1/2) ≤ C‖D2x′u − c‖L2(B3/4),
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which implies that
‖D2Dx′u‖L∞(B1/2) ≤ C‖D2x′u − c‖L2(B3/4). (2.11)
For any 0 < p < 1 < ∞, by using Ho¨lder’s inequality, we get
‖D2x′u − c‖L2(B4/5) ≤ ‖D2x′u − c‖
p
2
Lp(B4/5)
‖D2x′u − c‖
1− p2
L∞(B4/5)
. (2.12)
Combining (2.10), (2.12), and Ho¨lder’s inequality, we obtain
‖D2x′u − c‖L∞(B3/4) ≤ C‖D2x′u − c‖
p
2
Lp(B4/5)
‖D2x′u − c‖
1− p
2
L∞(B4/5)
≤ 1
2
‖D2x′u − c‖L∞(B4/5) + C‖D2x′u − c‖Lp(B4/5).
By a well-known iteration argument (see, for instance, [18, Lemma 3.1 of Ch. V]),
we get
‖D2x′u − c‖L∞(B3/4) ≤ C‖D2x′u − c‖Lp(B1), ∀ p > 0. (2.13)
Coming back to (2.11), we obtain (2.9). The lemma is thus proved. 
In the proof of Theorem 1.4, we need to use the following
Lemma 2.10. Assume u ∈ C0,1
loc
satisfies
L0u := Di(a¯
i j(xn)D ju) = 0
in B1. Then for any p ∈ (0,∞), there exists a constant C = C(n, p, δ,Λ) such that for any
constant c ∈ R, we have
‖Du‖L∞(B1/2) ≤ C‖u − c‖Lp(B1). (2.14)
Proof. We first assume that c = 0. It directly follows from [12, Lemma 2.5] that for
any q ∈ (1,∞),
‖u‖W1,q(B4/5) ≤ C‖u‖L2(B1). (2.15)
Then for q > n by the Sobolev embedding theorem, we have
‖u‖L∞(B4/5) ≤ C‖u‖L2(B1).
For 0 < p < 1, by using a similar argument used in deriving (2.13), we get
‖u‖L∞(B4/5) ≤ C‖u‖Lp(B1). (2.16)
For k = 1, . . . , n − 1 and h ∈ (0, 1/12), since a¯i j(xn) is independent of x′, we have
L0(δh,ku) = 0 in B2/3. We thus use [12, Lemma 2.5] again and (2.16) to get
‖δh,ku‖W1,q(B1/2) ≤ C‖δh,ku‖L2(B2/3) ≤ C‖Dx′u‖L2(B3/4) ≤ C‖u‖L2(B4/5) ≤ C‖u‖Lp(B1), p > 0.
Letting h→ 0 gives
‖Dx′u‖W1,q(B1/2) ≤ C‖u‖Lp(B1), p > 0. (2.17)
Moreover, notice that in B1,
DnU = −
n−1∑
i=1
n∑
j=1
a¯i jDi ju, Dx′U =
n∑
j=1
a¯njDx′D ju,
whereU := a¯nj(xn)D ju. Then by using (2.15), (2.16), (2.17), and the boundedness of
a¯nj(xn), we obtain
‖U‖W1,q(B1/2) = ‖U‖Lq(B1/2) + ‖DU‖Lq(B1/2)
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≤ C‖Du‖Lq(B1/2) + C
(
‖Dx′U‖Lq(B1/2) + ‖DnU‖Lq(B1/2)
)
≤ C‖u‖W1,q(B1/2) + C‖DDx′u‖Lq(B1/2)
≤ C‖u‖L2(B2/3) + C‖Dx′u‖W1,q(B1/2) ≤ C‖u‖Lp(B1). (2.18)
Combining (2.17) and (2.18), by the Sobolev embedding theorem for q > n, we have
‖Dx′u‖L∞(B1/2) + ‖U‖L∞(B1/2) ≤ C‖u‖Lp(B1), p > 0.
Thus, by a¯nn(xn) ≥ δ, we get
‖Du‖L∞(B1/2) ≤ C‖u‖Lp(B1), p > 0.
Now, replacing u with u − c, we conclude (2.14). 
We will also apply the following lemma, which is [10, Lemma 2.7].
Lemma 2.11. Let ω be a nonnegative bounded function. Suppose there is c1, c2 > 0 and
0 < κ < 1 such that for κt ≤ s ≤ t and 0 < t < r,
c1ω(t) ≤ ω(s) ≤ c2ω(t). (2.19)
Then, we have
∞∑
i=0
ω(κir) ≤ C
∫ r
0
ω(t)
t
dt,
where C = C(κ, c1, c2).
[7, Lemma 4.1] can be extended as follows by replacing the exponent p = 2 with
a general p ∈ (1,∞). See also [12, Lemma 6.3].
Lemma 2.12. LetD be a bounded domain in Rn satisfying
|Dr(x)| ≥ A0rn for all x ∈ D and r ∈ (0, diamD], (2.20)
where A0 > 0 is a constant. Let p ∈ (1,∞) and T be a bounded linear operator on Lp(D).
Suppose that for any y¯ ∈ D and 0 < r < µ diamD, we have∫
D\Bcr(y¯)
|Tb| ≤ C0
∫
Dr(y¯)
|b|
whenever b ∈ Lp(D) is supported in Dr(y¯),
∫
D b = 0, and c > 1, C0 > 0, µ ∈ (0, 1) are
constants. Then for any g ∈ Lp(D) and any t > 0, we have
|{x ∈ D : |Tg(x)| > t}| ≤ C
t
∫
D
|g|,
where C = C(n, c,C0,D,A0, µ, ‖T‖Lp→Lp) is a constant.
3. Proofs of Theorem 1.1 and Corollary 1.2
In this section, we shall first consider the solution u ∈ W2,p(D) to the equation
(1.1) without lower-order terms. Then for the general case, we move lower-order
terms to the right-hand side and use the Lp-estimates in Lemma 2.7.
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3.1. Proof of Theorem 1.1. We first assume that bi ≡ c ≡ 0. The general case will
be outlined at the end of the proof. We fix x0 ∈ B3/4 ∩ D j0 , 0 < r ≤ 1/4, and take a
coordinate system associated with x0 as in Section 2.2. We shall derive an a priori
estimate of the modulus of continuity of Dxx′u by assuming that u ∈ C1,1(B3/4).
Denote
L¯x′
0
u := a¯i j(x′0, x
n)Di ju.
As before, wemodify the coefficients a¯i j(x′0, x
n) to get the following elliptic operator
defined by
L˜x′
0
u := a˜i jDi ju,
where a˜i j = ηa¯i j(x′
0
, xn) + δ(1 − η)δi j with η ∈ C∞0 (Br(x0)) satisfying
0 ≤ η ≤ 1, η ≡ 1 in B2r/3(x0), |∇η| ≤ 5/r.
We present several lemmas (and their proofs) that will provide key estimates for
the proof of Theorem 1.1.
Lemma 3.1. Let p ∈ (1,∞) and v ∈W2,p(Br(x0)) ∩W1,p0 (Br(x0)) be a unique solution ofL˜x′0v = FχBr/2(x0) in Br(x0),v = 0 on ∂Br(x0),
where F ∈ Lp(Br/2(x0)). Then for any t > 0, we have
|{x ∈ Br/2(x0) : |D2v(x)| > t}| ≤ C
t
‖F‖L1(Br/2(x0)),
where C = C(n, p, δ) > 0.
Proof. For simplicity, we set x0 = 0 and r = 1. We modify the proof of [11, Lemma
2.12]. By using Lemma 2.6, we can see that the map T : F 7→ D2v is a bounded
linear operator on Lp(B1/2), it suffices to show that T satisfies the hypothesis of
Lemma 2.12. We introduce a new matrix-valued function aˆi j = a˜i j/a˜nn, so that
aˆnn = 1. Clearly, aˆi j satisfies the ellipticity and boundedness conditions with a new
ellipticity constant determined by δ. Therefore, v ∈W2,p(B1) ∩W1,p0 (B1) satisfiesaˆ
i jDi jv = FˆχB1/2 in B1,
v = 0 on ∂B1,
where Fˆ = F/a˜nn. It is sufficient to show
|{x ∈ B1/2 : |D2v(x)| > t}| ≤ C
t
‖Fˆ‖L1(B1/2).
We take c = 24 and fix y¯ ∈ B1/2, r ∈ (0, 1/4). Let b ∈ Lp(B1) be supported in
Br(y¯) ∩ B1/2 with mean zero and v1 ∈W2,p(B1) ∩W1,p0 (B1) be a solution ofaˆ
i jDi jv1 = b in B1,
v1 = 0 on ∂B1,
(3.1)
the solvability of which follows from Lemma 2.6.
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For any R ∈ [cr, 1] such that B1/2 \ BR(y¯) , ∅ and g = (gi j)ni, j=1 ∈ C∞0 ((B2R(y¯) \
BR(y¯)) ∩ B1/2), let v2 ∈W1,p
′
0
(B1) be a weak solution ofDi(a˘
i jD jv2 +D ja˘
i jv2) = div
2 g in B1,
v2 = 0 on ∂B1,
where 1/p + 1/p′ = 1 and A˘ = (a˘i j) are defined as follows,
a˘nn = 1; a˘i j = aˆi j for i, j ∈ {1, . . . , n − 1};
a˘nj = 2aˆnj and a˘ jn = 0 for j ∈ {1, . . . , n − 1}. (3.2)
It is easy to check that A˘ satisfies the ellipticity and boundedness conditions with
a new ellipticity constant determined by δ. Also, D ja˘i j, j = 1, . . . , n − 1 is bounded
and Dna˘
in = 0. Since g = 0, a˘i j = a˘i j(x′
0
, xn) =: a˘i j(xn), and a˘nn = 1 in BR/12(y¯) ⊂ B2/3,
we get
Di(a˘
i j(xn)D jv2) = 0 in BR/12(y¯).
By the DeGiorgi-Nash-Moser estimate, we see that v2 is Ho¨lder continuous in Br(y¯)
and
[v2]γ;Br(y¯) ≤ [v2]γ;BR/24(y¯) ≤ CR−γ−
n
p′ ‖v2‖Lp′ (BR/12(y¯)), (3.3)
where γ ∈ (0, 1) and C > 0 depending only on n, δ and Λ. On the other hand, one
observe that
n∑
i, j=1
Di(a˘
i jD jv2 +D ja˘
i jv2)
=
n−1∑
i, j=1
Di(aˆ
i jD jv2 +D jaˆ
i jv2) + 2
n−1∑
j=1
Dn(aˆ
njD jv2 +D jaˆ
njv2) +Dn(aˆ
nnDnv2)
=
n−1∑
i, j=1
Di j(aˆ
i jv2) + 2
n−1∑
j=1
Dnj(aˆ
njv2) +Dnnv2 =
n∑
i, j=1
Di j(aˆ
i jv2). (3.4)
Here, we used the fact that aˆnn = 1. Therefore, we see that v2 is also an adjoint
solution of Di j(aˆ
i jv2) = div
2 g in B1,
v2 = 0 on ∂B1.
(3.5)
Hence, by using Lemma 2.8, we get
‖v2‖Lp′ (B1) ≤ C‖g‖Lp′ (B1) = C‖g‖Lp′ ((B2R(y¯)\BR(y¯))∩B1/2). (3.6)
By (3.1), (3.5), and the hypothesis on b, we have∫
(B2R(y¯)\BR(y¯))∩B1/2
Di jv1g
i j
=
∫
Br(y¯)∩B1/2
bv2 =
∫
Br(y¯)∩B1/2
b
(
v2 − v2(y¯)
)
.
Then by using (3.3) and (3.6), we bound the absolute value of the right-hand side
above by
‖b‖L1(Br(y¯)∩B1/2)‖v2 − v2(y¯)‖L∞(Br(y¯)∩B1/2) ≤ ‖b‖L1(Br(y¯)∩B1/2)[v2]γ;Br(y¯)∩B1/2rγ
≤ C
( r
R
)γ
R
− n
p′ ‖b‖L1(Br(y¯)∩B1/2)‖v2‖Lp′ (BR/12(y¯))
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≤ C
( r
R
)γ
R
− n
p′ ‖b‖L1(Br(y¯)∩B1/2)‖g‖Lp′ ((B2R(y¯)\BR(y¯))∩B1/2).
By duality, we have
‖D2v1‖Lp((B2R(y¯)\BR(y¯))∩B1/2) ≤ C
( r
R
)γ
R
− n
p′ ‖b‖L1(Br(y¯)∩B1/2).
Hence, by Ho¨lder’s inequality, we get
‖D2v1‖L1((B2R(y¯)\BR(y¯))∩B1/2) ≤ C
( r
R
)γ‖b‖L1(Br(y¯)∩B1/2). (3.7)
Let N be the smallest positive integer such that B1/2 ⊂ B2Ncr(y¯). By taking R =
cr, 2cr, . . . , 2N−1cr in (3.7) and summarizing, we have∫
B1/2\Bcr(y¯)
|D2v1| dx ≤ C
N∑
k=1
2−γk‖b‖L1(Br(y¯)∩B1/2) ≤ C
∫
Br(y¯)∩B1/2
|b| dx.
Therefore, T satisfies the hypothesis of Lemma 2.12, and the proof is finished. 
Denote
φ(x0, r) := inf
q∈Rn×(n−1)
(?
Br(x0)
|Dxx′u − q|q dx
)1/q
,
where q ∈ (0, 1) is some fixed exponent. First of all, by Ho¨lder’s inequality, we
have
φ(x0, r) ≤
(?
Br(x0)
|Dxx′u|q dx
)1/q
≤ Cr−n‖Dxx′u‖L1(Br(x0)), (3.8)
where C = C(n).
Lemma 3.2. For any γ ∈ (0, 1) and 0 < ρ ≤ r ≤ 1/4, we have
φ(x0, ρ) ≤ C
(ρ
r
)γ
r−n‖Dxx′u‖L1(Br(x0)) + Cω˜A(ρ)‖D2u‖L∞(Br(x0)) + Cω˜ f (ρ), (3.9)
where C = C(n, p, δ, γ), and ω˜•(t) is a Dini function derived from ω•(t).
Proof. For any t > 0, by using Lemma 3.1with F = f (x)− f¯ (x′0, xn)+(a˜i j(x)−ai j(x))Di ju
and (2.2), we have
|{x ∈ Br/2(x0) : |D2v(x)| > t}| ≤ C
t
∫
Br/2(x0)
|F| dx
≤ C
t
(∫
Br/2(x0)
| f (x) − f¯ (x′0, xn)| dx +
∫
Br/2(x0)
|(a˜i j(x) − ai j(x))Di ju| dx
)
≤ C
t
(
rnω¯ f (r) + r
nω¯A(r)‖D2u‖L∞(Br(x0))
)
, (3.10)
where ω¯•(r) := ω•(r) + ω1(r). Therefore, for any given q ∈ (0, 1), we have∫
Br/2(x0)
|D2v|q dx =
∫ ∞
0
qtq−1|{x ∈ Br/2(x0) : |D2v(x)| > t}| dt
=
(∫ τ
0
+
∫ ∞
τ
)
qtq−1|{x ∈ Br/2(x0) : |D2v(x)| > t}| dt
≤ Cτq|Br(x0)| +
Cq
1 − qτ
q−1(rnω¯ f (r) + rnω¯A(r)‖D2u‖L∞(Br(x0))).
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By choosing a suitable τ, we have(?
Br/2(x0)
|D2v|q dx
)1/q
≤ C
(
ω¯A(r)‖D2u‖L∞(Br(x0)) + ω¯ f (r)
)
. (3.11)
Let w = u − v, which satisfies L¯x′
0
w = f¯ (x′
0
, xn) in Br/2(x0). By Lemma 2.9 with a
suitable scaling, we see that for any q ∈ Rn×(n−1),
‖D2Dx′w‖qL∞(Br/4(x0)) ≤ Cr
−(n+q)
∫
Br/2(x0)
|Dxx′w − q|q dx.
Hence, for any κ ∈ (0, 1/4), we have
‖Dxx′w − (Dxx′w)Bκr(x0)‖qLq(Bκr(x0)) ≤ C(κr)
n+q‖D2Dx′w‖qL∞(Br/4(x0))
≤ Cκn+q
∫
Br/2(x0)
|Dxx′w − q|q dx.
That is,(?
Bκr(x0)
|Dxx′w − (Dxx′w)Bκr(x0)|q dx
)1/q
≤ C0κ
(?
Br/2(x0)
|Dxx′w − q|q dx
)1/q
, (3.12)
where C0 > 0 is a constant depending on n, p, δ, andΛ. Recalling that u = w+ v, by
using (3.11) and (3.12), we obtain(?
Bκr(x0)
|Dxx′u − (Dxx′w)Bκr(x0)|q dx
)1/q
≤ C0κ
(?
Br/2(x0)
|Dxx′u − q|q dx
)1/q
+ Cκ−
n
q
(
ω¯A(r)‖D2u‖L∞(Br(x0)) + ω¯ f (r)
)
.
Since q ∈ Rn×(n−1) is arbitrary, we obtain
φ(x0, κr) ≤ C0κφ(x0, r) + Cκ−
n
q
(
ω¯A(r)‖D2u‖L∞(Br(x0)) + ω¯ f (r)
)
.
For any γ ∈ (0, 1), fix a κ ∈ (0, 1/4) sufficiently small such that C0κ ≤ κγ. Then
φ(x0, κr) ≤ κγφ(x0, r) + C
(
ω¯A(r)‖D2u‖L∞(Br(x0)) + ω¯ f (r)
)
.
By iterating, for j = 1, 2, . . ., we obtain
φ(x0, κ
jr) ≤ κ jγφ(x0, r) + Cω˜A‖D2u‖L∞(Br(x0))(κ jr) + Cω˜ f (κ jr), (3.13)
where
ω˜•(t) =
∞∑
i=1
κiγ
(
ω¯•(κ−it)χκ−it≤1 + ω¯•(1)χκ−it>1
)
, (3.14)
which is a Dini function; see [5, Lemma 1], and satisfies (2.19).
Now, for any ρ satisfying 0 < ρ ≤ r ≤ 1/4, we take j to be the integer satisfying
κ j+1 < ρ/r ≤ κ j. Then, by (3.13) and (2.19), we have
φ(x0, ρ) ≤ C
(ρ
r
)γ
φ(x0, r) + Cω˜A(ρ)‖D2u‖L∞(Br(x0)) + Cω˜ f (ρ). (3.15)
Hence, (3.9) follows from (3.8) and (3.15). 
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Lemma 3.3. We have
‖D2u‖L∞(B1/4) ≤ C‖D2u‖L1(B3/4) + C
(∫ 1
0
ω˜ f (t)
t
dt + ‖ f ‖L∞(B1)
)
, (3.16)
where C > 0 is a constant depending only on n, p, δ, γ, and ωA.
Proof. Let κ ∈ (0, 1/4) be the constant in the proof of Lemma 3.2, {qx0,κKr}∞K=0 ∈
R
n×(n−1) be such that
φ(x0, κ
Kr) =

?
BκKr(x0)
|Dxx′u − qx0,κKr|q dx

1/q
.
Since
|qx0,κr − qx0,r|q ≤ |Dxx′u − qx0,r|q + |Dxx′u − qx0,κr|q,
by taking average over x ∈ Bκr(x0) and taking the q-th root, we obtain
|qx0,κr − qx0,r| ≤ C(φ(x0, κr) + φ(x0, r)).
By iterating, we have
|qx0,κKr − qx0,r| ≤ C
K∑
j=0
φ(x0, κ
jr). (3.17)
Notice that (3.13) implies
lim
K→∞
φ(x0, κ
Kr) = 0.
Thus, byusing the assumption thatDu ∈ C0,1(B3/4) and the Lebesguedifferentiation
theorem, we obtain for a.e. x0 ∈ B3/4,
lim
K→∞
qx0,κKr = Dxx′u(x0).
On the other hand, (3.14) implies that ω˜A and ω˜ f satisfy (2.19). Therefore, by taking
K → ∞ in (3.17), using (3.13) and Lemma 2.11, for a.e. x0 ∈ B3/4, we have
|Dxx′u(x0) − qx0,r| ≤ C
∞∑
j=0
φ(x0, κ
jr)
≤ C
(
φ(x0, r) + ‖D2u‖L∞(Br(x0))
∫ r
0
ω˜A(t)
t
dt +
∫ r
0
ω˜ f (t)
t
dt
)
. (3.18)
By averaging the inequality
|qx0,r|q ≤ |Dxx′u − qx0,r|q + |Dxx′u|q
over x ∈ Br(x0) and taking the q-th root, we have
|qx0,r| ≤ 21/q−1φ(x0, r) + 21/q−1
(?
Br(x0)
|Dxx′u|q dx
)1/q
.
Therefore, combining (3.18) and (3.8), we obtain for a.e. x0 ∈ B3/4,
|Dxx′u(x0)| ≤ Cr−n‖Dxx′u‖L1(Br(x0))
+ C
(
‖D2u‖L∞(Br(x0))
∫ r
0
ω˜A(t)
t
dt +
∫ r
0
ω˜ f (t)
t
dt
)
.
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For any x1 ∈ B1/4 and 0 < r < 1/4, we take the supremum of the above inequality
over Br(x1) to get
‖Dxx′u‖L∞(Br(x1)) ≤ Cr−n‖D2u‖L1(B2r(x1))
+ C
(
‖D2u‖L∞(B2r(x1))
∫ r
0
ω˜A(t)
t
dt +
∫ r
0
ω˜ f (t)
t
dt
)
.
Recalling that ai j(x)Di ju(x) = f (x), one can see that
Dnnu =
1
ann
 f −
∑
(i, j),(n,n)
ai jDi ju
 .
Therefore, we have
‖D2u‖L∞(Br(x1)) ≤ Cr−n‖D2u‖L1(B2r(x1)) + C
(
‖D2u‖L∞(B2r(x1))
∫ r
0
ω˜A(t)
t
dt
+
∫ r
0
ω˜ f (t)
t
dt + ‖ f ‖L∞(B1)
)
.
We fix r0 < 1/4 such that for any 0 < r ≤ r0,
C
∫ r
0
ω˜A(t)
t
dt ≤ 1
4n
.
Then, for any x1 ∈ B1/4 and 0 < r ≤ r0, we get
‖D2u‖L∞(Br(x1)) ≤ 4−n‖D2u‖L∞(B2r(x1)) + Cr−n‖D2u‖L1(B2r(x1))
+ C
(∫ r
0
ω˜ f (t)
t
dt + ‖ f ‖L∞(B1)
)
.
For k = 1, 2, . . ., denote rk = 3/4 − (1/2)k. For x1 ∈ Brk and r = (1/2)k+2, we have
B2r(x1) ⊂ Brk+1 . We take k0 ≥ 1 sufficiently large such that (1/2)k0+2 ≤ r0. It follows
that for any k ≥ k0,
‖D2u‖L∞(Brk ) ≤ 4−n‖D2u‖L∞(Brk+1 ) + C2kn‖D2u‖L1(B3/4) + C
(∫ 1
0
ω˜ f (t)
t
dt + ‖ f ‖L∞(B1)
)
.
By multiplying the above by 4−kn and summing over k = k0, k0 + 1, . . ., we have
∞∑
k=k0
4−kn‖D2u‖L∞(Brk )
≤
∞∑
k=k0+1
4−(k+1)n‖D2u‖L∞(Brk+1 ) + C‖D
2u‖L1(B3/4) + C
(∫ 1
0
ω˜ f (t)
t
dt + ‖ f ‖L∞(B1)
)
.
Recalling the assumption that u ∈ C1,1(B3/4), the summations on both sides are
convergent, and we finally obtain (3.16). The lemma is proved. 
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. By (3.18), for r ∈ (0, 1/8), we have
sup
x0∈B1/8
|Dxx′u(x0) − qx0,r|
≤ C sup
x0∈B1/8
φ(x0, r) + C‖D2u‖L∞(B1/4)
∫ r
0
ω˜A(t)
t
dt + C
∫ r
0
ω˜ f (t)
t
dt =: Cψ(r). (3.19)
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We recall that for each x0, the coordinate system and thus x
′ are chosen according
to x0. By Lemma 3.2, for any r ∈ (0, 1/8), we obtain
sup
x0∈B1/8
φ(x0, r) ≤ C
(
rγ‖D2u‖L1(B1/4) + ω˜A(r)‖D2u‖L∞(B1/4) + ω˜ f (r)
)
. (3.20)
Suppose that y ∈ B1/8 ∩D j1 , j1 ∈ [1, l + 1]. Clearly, if |x0 − y| ≥ 1/32, then
|Dxx′u(x0) −Dxx′u(y)| ≤ 2‖D2u‖L∞(B1/4)
≤ C|x0 − y|γ
(
‖D2u‖L1(B3/4) +
∫ 1
0
ω˜ f (t)
t
dt + ‖ f ‖L∞(B1)
)
, (3.21)
where we used (3.16) in the second inequality. Otherwise, if |x0 − y| < 1/32, we set
r = |x0 − y| and discuss it further according to the following two cases:
Case 1. If
r ≤ 1/16max{dist(x0, ∂D j0),dist(y, ∂D j1)},
then j0 = j1. We define
ϕ(x0, r) := inf
Q∈Rn×n
(?
Br(x0)
|D2xu −Q|q dx
)1/q
.
For any q = (qi j) ∈ Rn×(n−1), we define Q˜ := (Q˜i j) ∈ Rn×n by
Q˜i j = qi j for i = 1, . . . , n, j = 1, . . . , n − 1; Q˜in = qni for i = 1, . . . , n − 1;
Q˜nn =
1
aˆnn
(
fˆ −
∑
(i, j),(n,n)
aˆi jQ˜i j
)
,
(3.22)
where aˆi j and fˆ are constant functions corresponding to ai j and f , respectively.
Combining
Dnnu(x) =
1
ann(x)
(
f −
∑
(i, j),(n,n)
ai jDi ju
)
,
(3.22) and (3.9), we reach the following estimate: for any γ ∈ (0, 1) and 0 < ρ ≤ r <
1/8, we have
ϕ(x0, ρ) ≤ C
(
φ(x0, ρ) + ω f (ρ) + ωA(ρ)(‖ f ‖L∞(Bρ(x0)) + ‖Dxx′u‖L∞(Bρ(x0)))
)
.
By using the same argument that led to (3.19), we obtain
sup
x0∈B1/8
|D2xu(x0) −Qx0,r|
≤ C sup
x0∈B1/8
φ(x0, r) + C
(
‖D2u‖L∞(B1/4) + ‖ f ‖L∞(B1/4)
) ∫ r
0
ω˜A(t)
t
dt + C
∫ r
0
ω˜ f (t)
t
dt,
(3.23)
whereQx0,r ∈ Rn×n satisfying
ϕ(x0, r) =
(?
Br(x0)
|D2xu −Qx0,r|q dx
)1/q
.
Then by the triangle inequality, we have
|D2xu(x0) −D2xu(y)|q
≤ |D2xu(x0) −Qx0,r|q + |D2xu(z) −Qx0,r|q + |D2xu(z) − X⊤Qy,rX|q
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+ |D2xu(y) − X⊤Qy,rX|q, (3.24)
where X = (Xi j) is an n × n matrix, and Xi j = ∂y
i
∂x j
for i, j = 1, . . . , n. We use Dy to
denote derivatives in the coordinate system associated with y, so that
D2xu(y) = X
⊤D2yu(y)X.
Therefore, similar to (3.23), we have
|D2xu(y) − X⊤Qy,rX| = |X⊤(D2yu(y) −Qy,r)X| ≤ C|D2yu(y) −Qy,r|
≤ Cφ(y, r) + C
(
‖D2u‖L∞(B1/4) + ‖ f ‖L∞(B1/4)
) ∫ r
0
ω˜A(t)
t
dt + C
∫ r
0
ω˜ f (t)
t
dt.
We take the average over z ∈ Br(x0) ∩ Br(y) in (3.24), and then take the q-th root to
get
|D2xu(x0) −D2xu(y)| ≤ C
(
ψ(r) + ‖ f ‖L∞(B1/4)
∫ r
0
ω˜A(t)
t
dt
)
.
By using (3.16), (3.19), and (3.20), we obtain
|D2xu(x0) −D2xu(y)|
≤ C|x0 − y|γ‖D2u‖L1(B3/4) + C
∫ |x0−y|
0
ω˜ f (t)
t
dt
+ C
∫ |x0−y|
0
ω˜A(t)
t
dt
(
‖D2u‖L1(B3/4) +
∫ 1
0
ω˜ f (t)
t
dt + ‖ f ‖L∞(B1)
)
, (3.25)
where γ ∈ (0, 1) is arbitrary.
Case 2. If r > 1/16max{dist(x0, ∂D j0),dist(y, ∂D j1)}, then by the triangle inequal-
ity, we have
|Dxx′u(x0) −Dxx′u(y)|q
≤ |Dxx′u(x0) − qx0,r|q + |qx0,r − qy,r|q + |Dyy′u(y) − qy,r|q + |Dyy′u(y) −Dxx′u(y)|q
≤ Cψq(r) + |Dxx′u(z) − qx0,r|q + |Dyy′u(z) − qy,r|q + |Dyy′u(z) −Dxx′u(z)|q
+ |Dyy′u(y) −Dxx′u(y)|q, ∀ z ∈ Br(x0) ∩ Br(y). (3.26)
In order to estimate the last two terms in (3.26), we first notice that
Dyy′u(y) −Dxx′u(y) = X−⊤D2xu(y)X−1I1 −D2xu(y)I1
=
(
X−⊤ − I
)
D2xu(y)I1 + X
−⊤D2xu(y)
(
X−1 − I
)
I1, (3.27)
where I is the n × n identity matrix and I1 = (δi j) is an n × (n − 1) matrix. On the
other hand, we suppose that the closest point on ∂D j1 to y is (y′, h j1(y′)), and let
ν2 =
(
− ∇x′h j1(y′), 1
)⊤
√
1 + |∇x′h j1(y′)|2
be the unit normal vector at (y′, h j1(y
′)) on the surface {(y′, t) : t = h j1(y′)}. The
corresponding tangential vectors are
τ2,1 = (1, 0, . . . , 0,Dx1h j1(y
′))⊤, . . . , τ2,n−1 = (0, 0, . . . , 1,Dxn−1h j1(y
′))⊤.
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We define the projection operator by
projab =
〈a, b〉
〈a, a〉a,
where 〈a, b〉 denotes the inner product of the vectors a and b. Then apply the
Gram-Schmidt process as follows:
τˆ2,1 = τ2,1, τ˜2,1 =
τˆ2,1
|τˆ2,1| ,
τˆ2,2 = τ2,2 − projτˆ2,1τ2,2, τ˜2,2 =
τˆ2,2
|τˆ2,2| ,
...
τˆ2,n−1 = τ2,n−1 −
n−2∑
j=1
projτˆ2, jτ2,n−1, τ˜2,n−1 =
τˆ2,n−1
|τˆ2,n−1| .
Similarly, we denote ν1 = (0′, 1)⊤ to be the unit normal vector at (x′0, h j0(x
′
0
)), and
the corresponding tangential vectors are
τ1,1 = (1, 0, . . . , 0, 0)
⊤, . . . , τ1,n−1 = (0, 0, . . . , 1, 0)⊤.
It follows from the proof of Lemma 2.5 that the upper bound of |∇x′h j(y′)| is Cω1(r),
j = 1, . . . ,M. Then we have
|ν1 − ν2| =
∣∣∣∣∣∣∣∣∣(0
′, 1)⊤ −
(
− ∇x′h j1(y′), 1
)⊤
√
1 + |∇x′h j1(y′)|2
∣∣∣∣∣∣∣∣∣ ≤ Cω1(|x0 − y|),
which is also true for |τ1,i − τ˜2,i|, i = 1, . . . , n − 1. Thus, coming back to (3.27), we
obtain
|Dxx′u(y) −Dyy′u(y)| ≤ C‖D2u‖L∞(B1/4)ω1(|x0 − y|). (3.28)
The penultimate term of (3.26) is also bounded by the right-hand side of (3.28).
Coming back to (3.26), we take the average over z ∈ Br(x0)∩Br(y) and take the q-th
root to get
|Dxx′u(x0) −Dxx′u(y)|
≤ C
(
ψ(r) + φ(x0, r) + φ(y, r) + ‖D2u‖L∞(B1/4)ω1(|x0 − y|)
)
≤ C
(
ψ(r) + ‖D2u‖L∞(B1/4)ω1(|x0 − y|)
)
.
It follows from (3.16), (3.19), and (3.20) that
|Dxx′u(x0) −Dxx′u(y)|
≤ C|x0 − y|γ‖D2u‖L1(B3/4) + C
∫ |x0−y|
0
ω˜ f (t)
t
dt
+ C
∫ |x0−y|
0
ω˜A(t)
t
dt ·
(
‖D2u‖L1(B3/4) +
∫ 1
0
ω˜ f (t)
t
dt + ‖ f ‖L∞(B1)
)
. (3.29)
Thus, we finish the proof of Theorem 1.1 without lower-order terms under the
assumption that u ∈ C1,1(B3/4).
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Now we remove the assumption that u ∈ C1,1(B3/4). For this, it follows from
the interior regularity in [7] for the non-divergence form elliptic equations that we
only need to show that for any x0 ∈ ∂Dm,m = 1, . . . ,M− 1, there is a neighborhood
of x0 in which Du is Lipschitz. In the case when ∂Dm is smooth, say C2,α with
α ∈ (0, 1), we can use the technique of locally flattening the boundaries, and an
approximation argument, which is similar to that in the proof of [12, Theorem 1.1].
To be specific, from the assumption that x0 belongs to the boundaries of at most
two of the subdomains, we can find a small r0 > 0 and a C2,α diffeomorphism of
flattening the boundary ∂Dm∩Br0(x0): y = Φ(x) = (Φ1(x), . . . ,Φn(x)), which satisfies
Φ(x0) = 0, detDΦ = 1, and
Φ(∂Dm ∩ Br0(x0)) = Φ(Br0(x0)) ∩ {yn = 0}.
Let uˆ(y) := u(x), which satisfies
aˆi jDi juˆ = hˆ,
where aˆi j(y) = DkΦ
iDlΦ
jakl(x), hˆ(y) = fˆ (y) − akl(x)DklΦiDiuˆ, and fˆ (y) = f (x), which
are also of piecewise Dini mean oscillation in Φ(Br0(x0)). Then, it suffices to show
that Duˆ is Lipschitz near 0. We take the standard mollification of the coefficients
aˆi j and data hˆ in the y′ direction with a parameter ε > 0. Then we get a uniform
Lipschitz estimate independent of ε by using [5, Theorem 3] and the a prioriW2,∞
estimate in Lemma 3.16. Finally, we take the limit as εց 0 by following the proof
of [5, Theorem 3].
For Dm with C1,Dini boundary, we shall approximate Dm by a sequence of in-
creasing smooth domains {Dkm}∞k=1, which can be constructed via the regularized
distance function ρ(x) such that ρ(x) ∼ dist(x, ∂Dm) for any x ∈ Dm close to ∂Dm,
is of class C∞
loc
(Dm), and has uniform C1,Dini-characteristics. For the existence and
properties of ρ, we refer the reader to [22, Theorem 2.1] and [11, Lemma 5.1]. We
set
Dkm :=
{
x ∈ Dm : ρ(x) > 1/k
}
, k = 1, 2, . . . ,
which have uniform C1,Dini-characteristics. Note that ∂Dm ∩ B2r(x0) can be repre-
sented by
xn = ϕ(x′),
where ϕ is a C1,Dini function. Similarly, for any fixed k = 1, 2, . . . , ∂Dkm ∩ B2r(x0) can
be represented by
xn = ϕk(x
′),
whereϕk, k = 1, 2 . . . , areC1,Dini functions with uniform C1,Dini-characteristics. Next
we approximate ai j and f by
a
i j
k
(x′, xn) = ai j(x′, xn + ϕ(x′) − ϕk(x′)), fk(x′, xn) = f (x′, xn + ϕ(x′) − ϕk(x′)),
which are of piecewise Dini mean oscillation in subdomains B2r0(x0) ∩ Dkm and
B2r0(x0) \ Dkm with uniform moduli of continuity, and as k →∞,
a
i j
k
→ ai j a.e., fk → f in Lp(Br0(x0)).
After that, we can find a sequence of solutions uk ∈ W2,p(Br/2(x0)) that converges
to u almost everywhere with a unform C1,1 norm in Br0(x0), by modifying the
coefficients a
i j
k
which is similar to the argument in Section 2.3. Finally, passing to
the limit finishes the proof of Theorem 1.1 under the assumption that bi ≡ c ≡ 0.
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For the general case, we rewrite (1.1) as
ai jDi ju = f − biDiu − cu =: f0.
Then we have
ω f0(r) ≤ ω f (r) + ‖Du‖L∞(Br(x0))ωb(r) + rγ[Du]γ;Br(x0)‖b‖L∞(Br(x0))
+ ‖u‖L∞(Br(x0))ωc(r) + rγ[u]γ;Br(x0)‖c‖L∞(Br(x0)), (3.30)
where γ ∈ (0, 1) and Br(x0) ⊂ B3/4. By using Lemma 2.7,
‖u‖L∞(Br(x0)) + ‖Du‖L∞(Br(x0)) + [u]γ;Br(x0) + [Du]γ;Br(x0)
≤ C
(
‖u‖L1(B1) + ‖ f ‖L∞(B1)
)
. (3.31)
Therefore, applying (3.31) to (3.30), and using (3.29) (or (3.25), (3.21)), we have
|Dxx′u(x0) −Dxx′u(y)|
≤ C
∫ |x0−y|
0
ω˜A(t)
t
dt ·
(
‖D2u‖L1(B3/4) +
∫ 1
0
ω˜ f0(t)
t
dt + ‖ f0‖L∞(B3/4)
)
+ C|x0 − y|γ‖D2u‖L1(B3/4) + C
∫ |x0−y|
0
ω˜ f0 (t)
t
dt
≤ C
∫ |x0−y|
0
ω˜A(t)
t
dt ·
(
‖D2u‖L1(B3/4) +
∫ 1
0
ω˜ f (t)
t
dt + ‖ f ‖L∞(B1) + ‖u‖L1(B1)
)
+ C|x0 − y|γ
(
‖D2u‖L1(B3/4) + ‖ f ‖L∞(B1) + ‖u‖L1(B1)
)
+ C
∫ |x0−y|
0
ω˜ f (t)
t
dt.
Theorem 1.1 is proved.
3.2. Proof of Corollary 1.2. Similar to the proof of Theorem 1.1, we take x0 ∈
B3/4 ∩D j0 . Let A( j) ∈ Cα(D j), 1 ≤ j ≤ l + 1, be matrix-valued functions, b( j) and f ( j)
be in Cα(D j). Define the piecewise constant (matrix-valued) functions
A¯(x) = A( j)(x′0, h j(x
′
0)), x ∈ Ω j.
From b( j) and f ( j), we similarly define piecewise constant functions b¯ and f¯ . By
Lemma 2.5, in this case we have ω1(r) ∼ rµ/(1+µ). Therefore, we get the following
result, which is similar to [21, Lemma 5.2].
Lemma 3.4. Let A, A¯, b, b¯, f , and f¯ be defined as above. There exists a constant C >
0, depending only on max1≤ j≤l+1 ‖A‖Cα(D j), max1≤ j≤l+1 ‖b‖Cα(D j), max1≤ j≤l+1 ‖ f ‖Cα(D j),
max1≤ j≤l+1 ‖h j‖C1,µ(D j) and n, l, µ, α, δ,Λ, such that for any x0 ∈ B3/4 and r ∈ (0, 1],
?
Br(x0)
|A − A¯| dx +
?
Br(x0)
|b − b¯| dx +
?
Br(x0)
| f − f¯ | dx ≤ Crα.
Corollary 1.2 directly follows from (3.21), (3.25), and (3.29) by taking γ ∈ (α, 1).
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4. Proofs of Theorem 1.4 and Corollary 1.5
The proof of Theorem 1.4 is similar to that of Theorem 1.1. Again, we first
assume that bi ≡ c ≡ 0. The adjoint operator corresponding to L¯x′
0
is defined by
L¯∗x′
0
u := Di j(a¯
i j(x′0, x
n)u).
Similarly, we define the modified operator
L˜∗x′
0
u := Di j(a˜
i ju).
Then, we have
L˜∗x′
0
u = Di j
((
a˜i j(x) − ai j(x)
)
u
)
+ div2 g.
To prove Theorem 1.4, we first present a lemma that is an adjoint version of Lemma
3.1.
Lemma 4.1. Let p ∈ (1,∞) and v ∈ Lp(Br(x0)) be a unique solution to the adjoint problemL˜
∗
x′
0
v = div2(GχBr/2(x0)) in Br(x0),
v = 0 on ∂Br(x0),
where G ∈ Lp(Br/2(x0)). Then for any t > 0, we have
|{x ∈ Br/2(x0) : |v(x)| > t}| ≤ C
t
‖G‖L1(Br/2(x0)),
where C = C(n, p, δ) > 0.
Proof. For simplicity, we set x0 = 0 and r = 1. By Lemma 2.8, the map T : G 7→ v
is a bounded linear operator on Lp(B1/2). As before, we take c = 24. For y¯ ∈ B1/2
and r ∈ (0, 1/4), let B = (Bi j)n
i, j=1 ∈ Lp(B1) be a matrix-valued function supported in
Br(y¯) ∩ B1/2 with mean zero, and
bi j = Bi j +
a˜i j
a˜nn
Bnn, (i, j) , (n, n), bnn = Bnn.
By Lemma 2.8, there exists an adjoint solution v1 ∈ Lp(B1) of the problemL˜
∗
x′
0
v1 = div
2 b in B1,
v1 = 0 on ∂B1,
For any R ∈ [cr, 1] such that B1/2 \ BR(y¯) , ∅ and f ∈ C∞0 ((B2R(y¯) \ BR(y¯)) ∩ B1/2), let
v2 ∈W2,p
′
0
(B1) be a strong solution ofL˜x′0v2 = f in B1,v2 = 0 on ∂B1.
By using Definition 2.4,
Dnnv2 =
1
a˜nn
(
f −
∑
(i, j),(n,n)
a˜i jDi jv2
)
,
the matrix B is supported in Br(y¯) ∩ B1/2 with mean zero, and f = 0 in BR/2(y¯), we
have ∫
(B2R(y¯)\BR(y¯))∩B1/2
v1 f =
∫
B1
Di jv2b
i j
=
∫
Br(y¯)∩B1/2
∑
(i, j),(n,n)
Di jv2B
i j
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=
∫
B1/2∩Br(y¯)
∑
(i, j),(n,n)
(
Di jv2 −Di jv2(y¯)
)
Bi j. (4.1)
Recalling that in Br(y¯) ⊂ BR/24(y¯) ⊂ B2/3, a˜i j(x) = a¯i j(x′0, xn), we see that v2 satisfies
a¯i j(x′0, x
n)Di jv2 = 0 in BR/24(y¯).
By using Lemma 2.9 with a suitable scaling, we have
‖D2Dx′v2‖L∞(B1/2∩Br(y¯)) ≤ CR−1−
n
p′ ‖D2v2‖Lp′ (BR/24(y¯))
≤ CR−1− np′ ‖D2v2‖Lp′ (B1) ≤ CR
−1− n
p′ ‖ f ‖Lp′ ((B2R(y¯)\BR(y¯))∩B1/2). (4.2)
Coming back to (4.1), we use (4.2) to get∣∣∣∣∣∣
∫
(B2R(y¯)\BR(y¯))∩B1/2
v1 f
∣∣∣∣∣∣ ≤ CrR−1− np′ ‖B‖L1(B1/2∩Br(y¯))‖ f ‖Lp′ ((B2R(y¯)\BR(y¯))∩B1/2).
The rest of the proof is identical to that of Lemma 3.1 and thus omitted. 
The following lemma is an analogy of Lemma 3.2. Set
φ(x0, r) := inf
q0∈R
(?
Br(x0)
|u¯ − q0|q dx
)1/q
,
where u¯(x) = ann(x)u(x) − gnn(x). We recall that the coordinate system is chosen
according to each x0.
Lemma 4.2. For any γ ∈ (0, 1) and 0 < ρ ≤ r ≤ 1/4, we have
φ(x0, ρ) ≤ C
(ρ
r
)γ
r−n‖u¯‖L1(Br(x0)) + Cω˜A(ρ)
(
‖u¯‖L∞(Br(x0)) + ‖g‖L∞(Br(x0))
)
+ Cω˜g(ρ), (4.3)
where C = C(n, p, δ, γ) > 0, and ω˜•(t) is a Dini function derived from ω•(t).
Proof. By Lemma 4.1 with G = (A˜(x) − A(x))u + g(x) − g¯(x′0, xn) and the argument
that led to (3.10), we have
|{x ∈ Br/2(x0) : |v(x)| > t}| ≤ C
t
(
rnω¯g(r) + r
nω¯A(r)‖u‖L∞(Br(x0))
)
.
Therefore, for any given q ∈ (0, 1), we have(?
Br/2(x0)
|v|q dx
)1/q
≤ C
(
ω¯g(r) + ω¯A(r)‖u‖L∞(Br(x0))
)
. (4.4)
Let w = u − v ∈ Lp(Br(x0)), which satisfies L¯∗x′
0
w = div2 g¯(x′0, x
n) in Br/2(x0). Denote
aˆi j(x′0, x
n) :=
a¯i j(x′0, x
n)
a¯nn(x′
0
, xn)
, w¯ := a¯nn(x′0, x
n)w − g¯nn(x′0, xn).
Then aˆnn(x′0, x
n) = 1, and
Di j(aˆ
i j(x′0, x
n)w¯) = Di j
(
a¯i j(x′0, x
n)w − aˆi j(x′0, xn)g¯nn(x′0, xn)
)
= Di j(a¯
i j(x′0, x
n)w) − div2 g¯(x′0, xn) = 0 in Br/2(x0).
Now we prove that Dw¯ ∈ Lp
loc
(Br/2(x0)). We choose η ∈ C∞0 (Br/4(x0)) with
0 ≤ η ≤ 1, η ≡ 1 in Br/5(x0), |Dη| ≤ 40/r.
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Then
Di j(aˆ
i j(x′0, x
n)w¯η) = 2Di(aˆ
i j(x′0, x
n)w¯D jη) − aˆi j(x′0, xn)w¯Di jη. (4.5)
Next we show that w¯ ∈ W1,p(Br/5(x0)). For k = 1, . . . , n − 1 and 0 < |h| < r/12, we
take the finite difference quotient on both sides of (4.5) to get
Di j(aˆ
i j(x′0, x
n)δh,k(w¯η)) = 2δh,kDi(aˆ
i j(x′0, x
n)w¯D jη) − aˆi j(x′0, xn)δh,k(w¯Di jη) (4.6)
for any x ∈ Br/3(x0). For the first term of right-hand side in (4.6), we have
aˆi j(x′0, x
n)w¯D jη ∈ Lp(Br/2(x0)). For the second term of right-hand side in (4.6), we
consider ∆V = −aˆ
i j(x′0, x
n)δh,k(w¯Di jη) in Br/3(x0),
V = 0 on ∂Br/3(x0).
We temporarily suppose that aˆi j(x′0, x
n)w¯Di jη is smooth. Then for each x ∈ Br/3(x0),
k = 1, . . . , n − 1 and 0 < |h| < r/12, we have
aˆi j(x′0, x
n)δh,k(w¯Di jη) = δh,k(aˆ
i j(x′0, x
n)w¯Di jη)
=
∫ 1
0
Dk(aˆ
i j(x′0, x
n)w¯(x + thek)Di jη(x + thek))dt · ek
= Dk
(∫ 1
0
aˆi j(x′0, x
n)w¯(x + thek)Di jη(x + thek)dt · ek
)
.
By using theW1,p estimate for the Poisson equation, we have
‖V‖W1,p(Br/3(x0)) ≤ C‖w¯‖Lp(Br/2(x0)).
Coming back to (4.6), we use the local estimate for the adjoint operator to get
‖δh,k(w¯η)‖Lp(Br/4(x0)) ≤ C‖w¯‖Lp(Br/2(x0)).
This estimate holds if aˆi j(x′0, x
n)w¯Di jη is smooth, and thus is valid by approximation
for aˆi j(x′0, x
n)w¯Di jη ∈ Lp(Br/3(x0)). Therefore, we let h→ 0 to obtain
‖Dx′w¯‖Lp(Br/5(x0)) ≤ C‖w¯‖Lp(Br/2(x0)).
Similarly, we have for any k ≥ 1, Dkx′w¯ ∈ Lp(Br/5(x0)). By using the fact that
a˘in(x′
0
, xn) = 0 for i = 1, . . . , n − 1, and a˘nn(x′
0
, xn) = 1 (cf. (3.2)), we have
Dnnw¯ = −
n−1∑
i, j=1
Di
(
a˘i j(x′0, x
n)D jw¯
)
−
n−1∑
j=1
Dn
(
a˘nj(x′0, x
n)D jw¯
)
in Br/5(x0).
We now apply [8, Corollary 4.4] to conclude that Dnw¯ ∈ Lp(Br/5(x0)) and w¯ ∈
W1,p(Br/5(x0)). Therefore, by repeating the same line that led to (3.4), we have
Di(a˘
i j(x′0, x
n)D jw¯) = Di j(aˆ
i j(x′0, x
n)w¯) = 0 in Br/5(x0).
For any q0 ∈ R, by Lemma 2.10 with a suitable scaling, we have
‖Dw¯‖q
L∞(Br/6(x0))
≤ Cr−(n+q)
∫
Br/5(x0)
|w¯ − q0|q dx.
Thus, similar to (3.12), we obtain(?
Bκr(x0)
|w¯ − (w¯)Bκr(x0)|q dx
)1/q
≤ C0κ
(?
Br/2(x0)
|w¯ − q0|q dx
)1/q
.
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Then by using (4.4), we get(?
Bκr(x0)
|u¯ − (w¯)Bκr(x0)|q dx
)1/q
≤ 21/q−1
(?
Bκr(x0)
|w¯ − (w¯)Bκr(x0)|q dx
)1/q
+ C
(?
Bκr(x0)
|(ann(x) − a¯nn(x′0, xn))u
+ g¯nn(x′0, x
n) − gnn(x) + a¯nn(x′0, xn)v|q dx
)1/q
≤ C0κ
(?
Br/2(x0)
|u¯ − q0|q dx
)1/q
+ Cκ−n/q
(
ω¯A(r)‖u‖L∞(Br(x0)) + ω¯g(r)
)
.
Therefore, similar to the argument that led to (3.13), we have
φ(x0, κ
jr) ≤ κ jγφ(x0, r) + C‖u‖L∞(Br(x0))ω˜A(κ jr) + Cω˜g(κ jr)
≤ κ jγφ(x0, r) + C
(
‖u¯‖L∞(Br(x0)) + ‖g‖L∞(Br(x0))
)
ω˜A(κ
jr) + Cω˜g(κ
jr),
which implies (4.3). The lemma is proved. 
Finally, we give the proof of Theorem 1.4.
Proof of Theorem 1.4. We use the same argument that led to proof of Theorem 1.1
and list the main differences. By Lemma 4.2, for any r ∈ (0, 1/8), we have
sup
x0∈B1/8
φ(x0, r) ≤ C
(
rγ‖u¯‖L1(B1/4) + ω˜A(r)
(
‖u¯‖L∞(B1/4) + ‖g‖L∞(B1/4)
)
+ ω˜g(r)
)
.
Similar to (3.19), we have
sup
x0∈B1/8
|u¯(x0) − qx0,r|
≤ C sup
x0∈B1/8
φ(x0, r) + C
(
‖u¯‖L∞(B1/4) + ‖g‖L∞(B1/4)
) ∫ r
0
ω˜A(t)
t
dt + C
∫ r
0
ω˜g(t)
t
dt,
where qx0,r ∈ R satisfying
φ(x0, r) =
(?
Br(x0)
|u¯ − qx0 ,r|q dx
)1/q
.
By repeating the same line of the proof of (3.16), we have
‖u¯‖L∞(B1/4) ≤ C‖u¯‖L1(B3/4) + C
(∫ 1
0
ω˜g(t)
t
dt + ‖g‖L∞(B3/4)
)
. (4.7)
Using a similar argument as in the proof of Theorem 1.1, for any y0 ∈ B1/8∩D j1 , j1 ∈
[1, l + 1], we have the following two cases:
Case 1. If |x0 − y0| ≤ 1/32, we set r = |x0 − y0|. Recalling the definition of u¯,
we see that ann and gnn depend on the coordinate system. Under the coordinate
system associated with y0, we use the notation u¯. Then, similar to (3.28), we get
|u¯(y0) − u¯(y0)| ≤ C
(
‖u‖L∞(B1/4) + ‖g‖L∞(B1/4)
)
ω1(|x0 − y0|).
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Thus, we obtain
|u¯(x0) − u¯(y0)| ≤ C
∫ |x0−y0 |
0
ω˜A(t)
t
dt ·
(
‖u‖L1(B3/4) +
∫ 1
0
ω˜g(t)
t
dt + ‖g‖L∞(B1)
)
+ C|x0 − y0|γ‖u‖L1(B1/4) + C
∫ |x0−y0 |
0
ω˜g(t)
t
dt. (4.8)
Case 2. If |x0 − y0| ≥ 1/32, then
|u¯(x0) − u¯(y0)| ≤ C|x0 − y0|γ
(
‖u‖L1(B3/4) +
∫ 1
0
ω˜g(t)
t
dt + ‖g‖L∞(B3/4)
)
. (4.9)
The theorem is proved when bi ≡ c ≡ 0.
For the general case, we rewrite the equation as
Di j(a
i ju) = div2 g +Di(b
iu) − cu.
Consider ∆w = Di(b
iu) − cu in B1,
w = 0 on ∂B1.
Then, by theW1,p estimate, we have
‖w‖W1,p(B1) ≤ C‖u‖Lp(B1). (4.10)
Hence, we get
Di j(a
i ju) = div2(g + wI).
Then by using the local estimate for the adjoint operator and (4.10), we have
‖u‖Lp∗ (B1/2) ≤ C
(
‖g + w‖Lp∗ (B1) + ‖u‖Lp(B1)
)
≤ C
(
‖g‖L∞(B1) + ‖u‖Lp(B1)
)
,
where 1/p∗ = 1/p − 1/n if p < n and p∗ ∈ (p,∞) is arbitrary if p ≥ n. By a bootstrap
argument, for any q ∈ (1,∞) we have w ∈W1,q
loc
(B1) and
‖w‖W1,q(B1/2) ≤ C
(
‖g‖L∞(B1) + ‖u‖Lp(B1)
)
.
ByMorrey’s inequality, we can take a sufficiently large q > n such that w ∈ Cβ
loc
(B1)
with β = 1 − n/q > max(γ, µ/(1+ µ)), and
‖w‖Cβ(B1/2) ≤ C
(
‖g‖L∞(B1) + ‖u‖Lp(B1)
)
.
Denote g′ := g + w, and we have
ωg′(r) ≤ ωg(r) + rβ[w]β;B1/2 .
We can replace gwith g′ in (4.8) and (4.9), respectively, to get
|u¯(x0) − u¯(y0)|
≤ C
∫ |x0−y0 |
0
ω˜A(t)
t
dt ·
(
‖u‖Lp(B3/4) +
∫ 1
0
ω˜g(t)
t
dt + ‖g‖L∞(B1)
)
+ C|x0 − y0|γ
(
‖g‖L∞(B1) + ‖u‖Lp(B1)
)
+ C
∫ |x0−y0|
0
ω˜g(t)
t
dt,
28 H. DONG AND L. XU
and
|u¯(x0) − u¯(y0)| ≤ C|x0 − y0|γ
(∫ 1
0
ω˜g(t)
t
dt + ‖g‖L∞(B1) + ‖u‖Lp(B1)
)
.
Theorem 1.4 is proved. 
Corollary 1.5 follows from (1.7) by using Lemma 3.4 and taking γ ∈ (α, 1).
5. Proof of Corollary 1.7
In this section, we will use the idea in [3, 15] to prove that if u ∈W2,1(D) verifies
Lu = f a.e. inD with f ∈ Lp(D) for some p ∈ (1,∞), then u ∈W2,p
loc
(D).
Proof of Corollary 1.7. We rewrite the equation (1.1) as
Lu − λ0u = f − λ0u =: f0,
where λ0 is a large fixed constant and f0 ∈ Lp(D). Without loss of generality, we
may assume that 1 < p < n/(n − 1). Let ζ ∈ C∞0 (Dε) with ζ ≡ 1 in D′ ⊂⊂ Dε, and
0 ≤ ζ ≤ 1. Let ϕ ∈ C∞0 (Dε). We shall show that∣∣∣∣∣∣
∫
Dε
Di j(uζ)ϕ
i j dx
∣∣∣∣∣∣ ≤ C‖ϕ‖Lp′ (Dε)(‖ f ‖Lp(D) + ‖u‖W2,1(Dε)),
where 1/p + 1/p′ = 1. Let uσ ∈ C∞(Dε) be a sequence of functions converging to u
inW2,1
loc
(Dε) as σ→ 0. Then for any ϕ ∈ C∞0 (Dε), we have∫
Dε
Di j(uζ)ϕ
i j dx = lim
σ→0
∫
Dε
Di j(uσζ)ϕ
i j dx. (5.1)
By using the same idea that led to Lemma 2.8, we modify the coefficients ai j to get
a˜i j(x) = ηai j(x) + δ(1 − η)δi j,
where η ∈ C∞
0
(D) is a cut-off function satisfying
0 ≤ η ≤ 1, η ≡ 1 inDε, |∇η| ≤ C(n, ε).
Then by using Lemma 2.8, there exists an adjoint solution v ∈ Lp′ (D) toDi j(a˜
i jv) −Di(biv) + (c − λ0)v = Di jϕi j inD,
v = 0 on ∂D,
and
‖v‖Lp′ (D) ≤ C‖ϕ‖Lp′ (Dε). (5.2)
Therefore, for any w ∈W2,p(D) ∩W1,p
0
(D), we have∫
D
v
(
a˜i jDi jw + b
iDiw + (c − λ0)w
)
dx =
∫
D
ϕi jDi jw dx.
It is easy to see that uσζ ∈W2,p(D) ∩W1,p0 (D) for any σ > 0. Then,∫
D
v
(
ai jDi j(uσζ) + b
iDi(uσζ) + (c − λ0)(uσζ)
)
dx =
∫
D
ϕi jDi j(uσζ) dx. (5.3)
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It follows from Theorem 1.4 that v ∈ L∞(Dε). Since uσ → u in W2,1loc(Dε) as σ → 0,
we thus use (5.1) and (5.3) to get∫
Dε
ϕi jDi j(uζ) dx =
∫
Dε
v
(
ai jDi j(uζ) + b
iDi(uζ) + (c − λ0)uζ
)
dx
=
∫
Dε
v
(
ai jDi ju + b
iDiu + (c − λ0)u
)
ζ dx
+
∫
Dε
(
vai jDi jζu + uvb
iDiζ
)
dx + 2
∫
Dε
vai jDiuD jζ dx.
By using (5.2), we obtain∣∣∣∣∣∣
∫
Dε
v
(
ai jDi ju + b
iDiu + (c − λ0)u
)
ζ dx
∣∣∣∣∣∣
≤ C‖v‖Lp′ (Dε)‖ f0‖Lp(Dε) ≤ C‖ϕ‖Lp′ (Dε)
(
‖ f ‖Lp(Dε) + ‖u‖W1,1(Dε)
)
,∣∣∣∣∣∣
∫
Dε
(
vai jDi jζu + uvb
iDiζ
)
dx
∣∣∣∣∣∣ ≤ C‖v‖Lp′ (Dε)‖u‖Lp(Dε) ≤ C‖ϕ‖Lp′ (Dε)‖u‖W1,1(Dε),
and ∣∣∣∣∣∣
∫
Dε
vai jDiuD jζ dx
∣∣∣∣∣∣ ≤ C‖v‖Lp′ (Dε)‖Du‖Lp(Dε) ≤ C‖ϕ‖Lp′ (Dε)‖u‖W2,1(Dε).
Therefore, we get∣∣∣∣∣∣
∫
Dε
ϕi jDi j(uζ) dx
∣∣∣∣∣∣ ≤ C‖ϕ‖Lp′ (Dε)(‖u‖W2,1(Dε) + ‖ f ‖Lp(Dε)).
We thus have u ∈W2,p(D′), and
‖u‖W2,p(D′) ≤ C
(
‖u‖W2,1(Dε) + ‖ f ‖Lp(Dε)
)
.
Corollary 1.7 is thus proved. 
6. Weak-type (1, 1) estimates
In this section, we consider the case when the sub-domains D1, . . . ,DM−1 are
away from ∂D. In this case, we denote δ0 = min1≤ j≤M−1 dist{∂D j, ∂D}. We derive
global weak-type (1, 1) estimates with respect to an A1 Muckenhoupt weight w for
solutions to the non-divergence form equation without lower-order terms and the
corresponding adjoint problem. Denote
w(D) :=
∫
D
w(x) dx, ‖ f ‖Lpw (D) :=
(∫
D
| f |pw dx
)1/p
, p ∈ [1,∞),
and
W
2,p
w (D) := {u : u,Du,D2u ∈ Lpw(D)}.
Theorem 6.1. Let p ∈ (1,∞), D have a C1,1 boundary, and w be an A1 Muckenhoupt
weight. Suppose that the coefficients A = (ai j)n
i, j=1 are of piecewise Dini mean oscillation
over an open set containingD. For f ∈ Lpw(D), let u ∈W2,pw (D) be a strong solution toa
i jDi ju = f inD,
u = 0 on ∂D.
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Then for any t > 0, we have
w
(
{x ∈ D : |D2u(x)| > t}
)
≤ C
t
‖ f ‖L1w(D),
where C depends on n,M, p, δ,Λ, δ0, [w]A1 , the C
1,1 norm of ∂D, and the C1,Dini charac-
teristics of ∂D j, j = 1, . . . ,M − 1. Moreover, the linear operator T : f 7→ D2u can be
extended to a bounded operator from L1w(D) to weak-L1w(D).
Remark 6.2. From the proof below we can see that the result in Theorem 6.1
still holds for equations with lower-order terms provided that L1 ≤ 0 so that the
weightedW2,p solvability is available; see Theorem 7.1.
To state the corresponding results for the adjoint operator, we need to impose
additional conditions for the coefficient A and the Dini function introduced in
Definition 2.2.
Assumption 6.3. 1) A is of piecewise Dini mean oscillation in D, and satisfies the
following condition: there exists some constant c0 > 0 such that for any r ∈ (0, 1/2),
ωA(r) ≤ c0(ln r)−2.
2) For some constant c1, c2 > 0, ω′0(R0) ≥ c1 and for any R ∈ (0,R0/2), ω0(R) ≤
c2(lnR)
−2.
Theorem 6.4. Let p ∈ (1,∞),D have a C2,Dini boundary, and w be an A1 Muckenhoupt
weight. Under Assumption 6.3 the following hold. For f = ( f i j)n
i, j=1 ∈ L
p
w(D), let
u ∈ Lpw(D) be a solution to the adjoint problemDi j(a
i ju) = div2 f inD,
u =
fν·ν
Aν·ν on ∂D.
Then for any t > 0, we have
w
(
{x ∈ D : |u(x)| > t}
)
≤ C
t
‖ f ‖L1w (D),
where C depends on n,M, p, δ,Λ, δ0, [w]A1 , the C
2,Dini characteristics of ∂D and the C1,Dini
characteristics of ∂D j, j = 1, . . . ,M− 1. Moreover, the bounded linear operator T : f 7→ u
can be extended to a bounded operator from L1w(D) to weak-L1w(D).
Remark 6.5. The result in Theorem 6.4 still holds for the problemL
∗u = div2 f inD,
u =
fν·ν
Aν·ν on ∂D,
when L1 ≤ 0 by using Corollary 7.5 and the same argument as in the proof of
Theorem 6.4.
Instead of Lemma 2.12 above, which was used in [7, 10, 11], in the proofs of
Theorems 6.1 and 6.4, we apply a generalized version of it stated below since our
argument and estimates depend on the coordinate system associated with a given
point, as mentioned before.
Lemma 6.6. [12, Lemma 6.3] Let w be a doubling measure andD be a bounded domain
in Rn satisfying (2.20). Let p ∈ (1,∞) and T be a bounded linear operator on Lpw(D).
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Suppose that if for some f ∈ Lpw(D), t > 0, and some cube Qkα we have
t <
1
w(Qkα)
∫
Qkα
| f |w dx ≤ C1t,
where C1 ≥ 1 and {Qkα} is a collection of “cubes” defined in [12, Appendix], then f admits
a decomposition f = g + b in Qkα, where g and b satisfy∫
Qkα
|g|pw dx ≤ C1tpw(Qkα),
∫
D\Bcr(x0)
|T(bχQkα)|w dx ≤ C1tw(Qkα)
with x0 ∈ Qkα and r = diamQkα. Then for any f ∈ Lpw(D) and t > 0, we have
w({x ∈ D : |T f (x)| > t}) ≤ C
t
∫
D
| f |w dx,
where C = C(n, c,D,C1, ‖T‖Lpw→Lpw) is a constant. Moreover, T can be extended to a
bounded operator from L1w(D) to weak-L1w(D).
Proof of Theorem 6.1. By Theorem 7.1, we can see that the map T : f 7→ D2u is a
bounded linear operator on L
p
w(D). It suffices to show thatT satisfies the hypothesis
of Lemma 6.6. For simplicity, we may assume thatD is contained in B5 and A has
piecewise Dini mean oscillation on B10. Let {Qkα} be a collection of dyadic “cubes”
introduced in the proof of [7, Lemma 4.1]. Notice that the assumptions in Lemma
6.6 satisfies automatically for large cubes (i.e., small k) by taking a sufficiently large
c. We thus can assume that each Qkα is small enough so that they do not intersect
with ∪M−1
j=1
D j and ∂D at the same time. The following proof proceeds in the same
way as in [7, Theorem 1.10] except that in our case, we consider the decomposition
of f with respect to the A1 Muckenhoupt weight w; that is, for some Q
k
α and t > 0,
suppose
t <
1
w(Qkα)
∫
Qkα
| f |w dx ≤ C1t, (6.1)
where C1 ≥ 1. For a fixed xk ∈ Qkα, we associate Qkα with a Euclidean ball Brk(xk)
such that Qkα ⊂ Brk(xk), where rk := diamQkα ≤ δ0/2. Let W be the nonnegative
adjoint solution to
Di j(a
i jW) = 0 in B10, W = 1 on ∂B10.
Then W is in the reverse Ho¨lder class, with constants which depend only on n, δ,
and Λ:
(W)B2rk (xk) ≤ C(W)Brk (xk),

?
Brk (xk)
W
n
n−1 dx

n−1
n
≤ C
?
Brk (xk)
W dx,
whenever B2rk (xk) ⊂ B10. Also, (W)B10 ≈ 1; see [7, 13, 16, 17]. Then we have the
following global estimate: For any xk ∈ D and 0 < rk ≤ δ0/2, by using (4.7) when
Bk ∩ ∂D = ∅ and [7, Lemma 2.26] when Bk ∩ ∂D j = ∅, j = 1, . . . ,M − 1, we get
||W||L∞(Drk (xk)) ≤ Cr−nk ||W||L1(Drk (xk)), (6.2)
where C depends on n,M, δ,Λ, δ0, ωA, the C1,1 norm of ∂D, and the C1,Dini charac-
teristics of ∂D j, j = 1, . . . ,M − 1. We now decompose f = g + b in a given Qkα such
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that
g :=
1
W(Qkα)
∫
Qkα
fW, b = f − g.
Then ∫
Qkα
bW dx = 0, (6.3)
and by using (6.2), the definition of A1 weights, and (6.1), we have
|g| ≤
||W||L∞(Qkα)
W(Qkα)
∫
Qkα
| f | dx ≤ C|Qkα| inf
Qkα
w
∫
Qkα
| f |w dx ≤ C
w(Qkα)
∫
Qkα
| f |w dx ≤ Ct.
We thus get ∫
Qkα
|g|pw dx ≤ Ctpw(Qkα).
Let u1 ∈W2,pw be the unique solution toa
i jDi ju1 = bχQkα inD,
u1 = 0 on ∂D.
Set R0 = diam D and c = 4R0/δ0. For any R ∈ [crk,R0) such that D \ BR(xk) , ∅
and h ∈ C∞0 (D2R(xk) \ BR(xk)), in view of Corollary 7.5 below, there exists a unique
adjoint solution u2 ∈ Lp
′
w−1/(p−1)
ofDi j(a
i ju2) = div
2 h inD,
u2 = 0 on ∂D.
Let u˜2 := u2/W. Then by duality and (6.3), we have∫
D
Di ju1h
i j
=
∫
Qkα
u˜2Wb =
∫
Qkα
(u˜2 − u˜2(xk))Wb.
Similar to [7, (3.6)-(3.8)] (see also [2, 13, 16]), we have
‖u˜2 − u˜2(xk)‖L∞(Qkα) ≤ C
( rk
R
)α‖u˜2‖L∞(Dδ0R/(2R0)(xk))
≤ C
( rk
R
)α 1
W(Bδ0R/(2R0)(xk))
∫
DR(xk)
|u˜2|W dx
= C
( rk
R
)α 1
W(Bδ0R/(2R0)(xk))
∫
DR(xk)
|u2|,
where α ∈ (0, 1). Hence, we obtain∣∣∣∣∣∣
∫
D2R(xk)\BR(xk)
Di ju1h
i j
∣∣∣∣∣∣ ≤ C( rkR
)α ‖W‖L∞(Bδ0R/(2R0)(xk))
W(Bδ0R/(2R0)(xk))
‖u2‖L1(DR(xk))‖b‖L1(Qkα)
≤ C
( rk
R
)α
R−n‖u2‖L1(DR(xk))‖b‖L1(Qkα)
≤ C
( rk
R
)α
R−n
(∫
D
|u2|p′w−
1
p−1 dx
) 1
p′ ( ∫
D2R(xk)
w dx
) 1
p 1
inf
Qkα
w
∫
Qkα
|b|w dx
≤ C
( rk
R
)α (∫
D2R(xk)\BR(xk)
|h|p′w− 1p−1 dx
) 1
p′ ( ∫
D2R(xk)
w dx
) 1
p−1
∫
Qkα
|b|w dx,
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where we used (6.2), Ho¨lder’s inequality, the definition of A1 Muckenhoupt
weights, and (7.13). By duality, we have
‖D2u1‖Lpw(D2R(xk)\BR(xk)) ≤ C
( rk
R
)α( ∫
D2R(xk)
w dx
) 1
p−1‖b‖L1w(Qkα).
Therefore, by Ho¨lder’s inequality, we obtain
‖D2u1‖L1w(D2R(xk)\BR(xk)) ≤ C
( rk
R
)α‖b‖L1w(Qkα).
The rest of proof is identical to that of Lemma 3.1 and thus omitted. Hence, we get
the desired result by using Lemma 6.6. 
We will also use the following lemma.
Lemma 6.7 (Lemma 3.4 of [10]). Let ω be a nonnegative increasing function such that
ω(t) ≤ (ln t4 )−2 for 0 < t ≤ 1, and ω˜ be given as in (3.14) with ω in place of ω¯. Then for
any r ∈ (0, 1], we have ∫ r
0
ω˜(t)
t
dt ≤ C
(
ln
4
r
)−1
,
where C > 0 is some positive constant.
Proof of Theorem 6.4. By Corollary 7.5, one can see that the map T : f 7→ u is a
bounded linear operator on L
p
w(D). We follow the argument in the proof of [12,
Theorem 5.2] withminor modifications. Under the same conditions that f ∈ Lpw(D)
andQkα as mentioned in the proof of Theorem 6.1, we decompose f in a given cube
Qkα according to the following two cases.
(i) If dist(xk, ∂D) ≤ δ0/2, then Brk(xk) ∩ D j = ∅, j = 1, . . . ,M − 1. In this case, we
take yk ∈ ∂D such that |xk − yk| = dist(xk, ∂D). Let
g :=
?
Qkα
f dx, b = f − g in Qkα.
Then (b)Qkα = 0 and
|g| ≤
?
Qkα
| f | dx ≤ 1|Qkα| inf
Qkα
w
∫
Qkα
| f |w dx ≤ C
w(Qkα)
∫
Qkα
| f |w dx ≤ Ct,
where we used the definition of A1 weights and (6.1). Hence,∫
Qkα
|g|pw dx ≤ Ctpw(Qkα).
We now check the hypothesis regarding b. Let v1 ∈ Lpw(D) be an adjoint solution of
the problem Di j(a
i jv1) = div
2(bχQkα ) inD,
v1 = bχQkαν · ν/(Aν · ν) on ∂D,
the solvability of which follows from Corollary 7.5. Set R0 = diam D and c =
4R0/δ0. Then for any R ∈ [crk,R0) such that D \ BR(xk) , ∅ and h ∈ C∞0 (D2R(xk) \
BR(xk)), let v2 ∈W2,p
′
w−1/(p−1)
(D) be a strong solution ofa
i jDi jv2 = h inD,
v2 = 0 on ∂D.
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By using Definition 2.4, the matrix b is supported in Qkα with mean zero, and
h ∈ C∞0 (D2R(xk) \ BR(xk)), we have∫
D2R(xk)\BR(xk)
v1h =
∫
Qkα
Di jv2b
i j
=
∫
Qkα
(
Di jv2 −Di jv2(xk)
)
bi j. (6.4)
Since R ≤ R0, Bδ0R/(2R0)(xk) does not intersect with sub-domains. Also, ai jDi jv2 = 0
in DR(xk). Then by flattening the boundary and using a similar argument that
led to an a priori estimate of the modulus of continuity of D2v2 in the proof of [7,
Theorem 1.5], we have
|D2v2(x) −D2v2(xk)| ≤ C
(( |x − xk|
R
)γ
+ ω∗A(|x − xk|)
)
R−n‖D2v2‖L1(Dδ0R/(2R0)(xk)) (6.5)
for any x ∈ Qkα ⊂ Dδ0R/(4R0)(xk), where γ ∈ (0, 1) is a constant and for 0 < t ≤ 1,
ω∗A(t) := ωˆA(t) +
∫ t
0
ω˜A(s)
s
ds + ω˜A(4t) +
∫ t
0
ω˜A(4s)
s
ds,
ωˆA(t) := ω˜A(t) + ω˜A(4t) + ω
♯
A
(4t), and ω♯
A
(t) := sup
s∈[t,1]
(t/s)γω˜A(s).
Then, coming back to (6.4), we obtain∣∣∣∣∣∣
∫
D2R(xk)\BR(xk)
v1h
∣∣∣∣∣∣ ≤ 1inf
Qkα
w
‖b‖L1w(Qkα)‖D2v2 −D2v2(xk)‖L∞(Qkα)
≤ CR
−n
inf
D2R(xk)
w
‖b‖L1w(Qkα)‖D2v2‖L1(Dδ0R/(2R0)(xk))
(
r
γ
k
R−γ +
(
ln
4
rk
)−1)
≤ C
( ∫
D2R(xk)
w dx
) 1
p−1‖b‖L1w(Qkα)
(∫
D
|D2v2|p′w−
1
p−1 dx
) 1
p′ (
r
γ
k
R−γ +
(
ln
4
rk
)−1)
≤ C
( ∫
D2R(xk)
w dx
) 1
p−1‖b‖L1w(Qkα)
(∫
D2R(xk)\BR(xk)
|h|p′w− 1p−1 dx
) 1
p′ (
r
γ
k
R−γ +
(
ln
4
rk
)−1)
,
where we used (6.5), Lemma 6.7, the definition of A1 Muckenhoupt weights,
Ho¨lder’s inequality, and the estimate(∫
D
|D2v2|p′w−
1
p−1 dx
) 1
p′
≤ C
(∫
D
|h|p′w− 1p−1 dx
) 1
p′
= C
(∫
D2R(xk)\BR(xk)
|h|p′w− 1p−1 dx
) 1
p′
.
The rest of proof is identical to that of Theorem 6.1. We thus obtain∫
D\Bcrk (xk)
|v1|w dx ≤ C
∫
Qkα
|b|w dx ≤ C
∫
Qkα
| f |w dx + C
∫
Qkα
|g|w dx ≤ Ctw(Qkα).
That is, ∫
D\Bcrk (xk)
|TbχQkα |w dx ≤ Ctw(Qkα).
(ii) If dist(xk, ∂D) ≥ δ0/2, then Brk(xk) ∩ ∂D = ∅. In this case, we choose the
coordinate system according to xk. In Q
k
α, we set
gi j =
?
Qkα
(
f i j − a
i j
ann
f nn
)
dx +
ai j
ann
?
Qkα
f nn dx, (i, j) , (n, n), gnn =
?
Qkα
f nn dx,
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and b = f − g. Then ∫
Qkα
|g|pw dx ≤ Ctpw(Qkα).
Let
b˜i j = bi j − a
i j
ann
bnn, (i, j) , (n, n), b˜nn = bnn.
Then (b˜)Qkα = 0. It then follow from the argument as in the first case that∫
D2R(xk)\BR(xk)
v1h =
∫
Qkα
Di jv2b
i j
=
∫
Qkα
∑
(i, j),(n,n)
Di jv2b˜
i j
=
∫
Qkα
∑
(i, j),(n,n)
(
Di jv2 −Di jv2(xk)
)
b˜i j, (6.6)
where we used
Dnnv2 = −
∑
(i, j),(n,n)
ai j
ann
Di jv2 in Brk(xk).
Recalling that crk ≤ R ≤ R0 so that Bδ0R/(2R0)(xk) ∩ ∂D = ∅. Then by using a similar
argument that led to (3.29) (or (3.25), (3.21)), we obtain
|Dxx′v2(x) −Dxx′v2(xk)|
≤ CR−n
(( |x − xk|
R
)γ
+
∫ |x−xk |
0
ω˜A(t)
t
dt
)
‖Dxx′v2‖L1(Bδ0R/(2R0)(xk))
for any x ∈ Qkα ⊂ Bδ0R/(4R0)(xk). Coming back to (6.6) and using a similar argument
as in the case (i), we obtain∫
D\Bcrk (xk)
|v1|w dx ≤ C
∫
Qkα
|b˜|w dx
≤ C
∫
Qkα
|b|w dx ≤ C
∫
Qkα
| f |w dx + C
∫
Qkα
|g|w dx ≤ Ctw(Qkα).
By Lemma 6.6, the theorem is proved. 
7. Appendix
In theappendix, wegive theW
2,p
w -estimate andsolvability for thenon-divergence
form elliptic equation in C1,1 domains with the zero Dirichlet boundary condition.
Consider λu − Lu = f inD,u = 0 on ∂D, (7.1)
where λ ≥ 0,D ∈ C1,1, and Lu := ai jDi ju + biDiu + cu. Let p ∈ (1,∞) and w be an Ap
weight. Denote
W˚
2,p
w (D) := {u ∈W2,pw (D) : u = 0 on ∂D}.
Nowwe impose the regularity assumptions on ai j. Let γ0 = γ0(n, p, δ, [w]Ap) ∈ (0, 1)
be a sufficiently small constant to be specified. There exists a constant r0 ∈ (0, 1)
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such that ai j satisfy (2.4) in the interior ofD and are VMO near the boundary: for
any x0 ∈ ∂D and r ∈ (0, r0], we have?
Br(x0)
|ai j(x) − (ai j)Br(x0)| dx ≤ γ0.
In addition, bi and c are bounded by a constant Λ. Then we have the following
Theorem 7.1. Let p ∈ (1,∞), w ∈ Ap, and L1 ≤ 0. There exists a sufficient small constant
γ0 = γ0(n, p, δ, [w]Ap) ∈ (0, 1) such that under the above conditions, for any λ ≥ 0 and
f ∈ Lpw(D), there exists a unique u ∈ W2,pw (D) satisfying (7.1). Furthermore, there exists
a constant C = C(n, p, δ,Λ,D, [w]Ap , r0) such that
‖u‖
W
2,p
w (D) ≤ C‖ f ‖Lpw(D).
First we note that when λ ≥ λ1(n, p, δ, λ,D, [w]Ap , r0), the theorem follows from
the proofs of [9, Theorems 6.3 and 6.4] combinedwith the argument in [6, Theorem
2.5] and [19, Sections 8.5]. To deal with the case when λ ∈ [0, λ1), we need the
following lemmas. The first one is a local regularity of solutions in weighted
Sobolev spaces.
Lemma 7.2. Let 1 < p ≤ q < ∞, z ∈ D. DenoteDr := D∩ Br(z). Then if
ξu ∈ W˚2,pw (D2R) ∀ ξ ∈ C∞0 (B2R(z)), Lu ∈ Lqw(D2R), (7.2)
we have
ξu ∈ W˚2,qw (D2R) ∀ ξ ∈ C∞0 (B2R(z)). (7.3)
Furthermore, there exists a constant C = C(R, p, q, n, δ,Λ, [w]Ap, r0) such that if (7.2)
holds, then
‖u‖
W
2,q
w (DR) ≤ C
(
‖Lu‖Lqw(D2R) + ‖u‖Lpw(D2R)
)
. (7.4)
Proof. We follow the proof of [19, Theorem 11.2.3] when w = 1. For q = p, (7.3)
is obvious and (7.4) is obtained by using the method in the proof of [19, Theorem
9.4.1]. For q > p, we define
α =
n
n − 1 for n ≥ 2; p( j) = α
jp, j = 0, 1, . . . , k − 1, p(k) = q,
where k− 1 is the last j such that p( j) < q. Take λ sufficiently large that λ− L, as an
operator acting from W˚
2,p( j)
w (D) onto Lp( j)w (D) for j = 0, 1, . . . , k, is invertible. Denote
f = Lu, g = (L − λ)(ξu) = ξ f + 2ai jDiuD jξ + u(L − c − λ)ξ.
By weighted Sobolev embedding theorem, see [14, Theorem 1.3], we have
ζu ∈W1,p(1)w (D)
for any ζ ∈ C∞
0
(B2R(z)). Hence, g ∈ Lp(1)w (D). By the choice of λ, the equation
(L − λ)v = g
has a solution in W˚
2,p(1)
w (D) ⊂ W˚2,pw (D) which is unique in W˚2,pw (D). We thus obtain
that for j = 1,
v = ξu ∈ W˚2,p(1)w (D), ∀ ξ ∈ C∞0 (B2R(z)). (7.5)
If p(1) < q, then by repeating this argument with p(1) in place of p, we get (7.5) for
j = 2. In this way we conclude (7.3).
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Next we prove (7.4). By the choice of λ, for j ≥ 1 and any ξ, η ∈ C∞0 (B2R(z)) such
that η = 1 on the support of ξ, we have
‖ξu‖
W
2,p( j)
w (D) ≤ C‖ξ f + 2a
i jDiuD jξ + u(L − c − λ)ξ‖Lp( j)w (D)
≤ C
(
‖ f ‖Lqw(D2R) + ‖ηu‖W1,p( j)w (D)
)
≤ C
(
‖ f ‖Lqw(D2R) + ‖ηu‖W2,p( j−1)w (D)
)
,
where we used the weighted Sobolev embedding theorem in the last inequality.
By iterating the above inequality, we obtain that for any ξ ∈ C∞
0
(B3R/2(z)), there is
an η ∈ C∞0 (B7R/4(z)) such that
‖ξu‖
W
2,q
w (D) ≤ C
(
‖ f ‖Lqw(D2R) + ‖ηu‖W2,pw (D)
)
.
Finally, recalling the conclusion for the case when p = q, we have
‖ηu‖
W
2,p
w (D) ≤ C‖u‖W2,pw (D7R/4) ≤ C
(
‖ f ‖Lpw (D7R/2) + ‖u‖Lpw(D7R/2)
)
.
This yields (7.4) and the lemma is proved. 
Next we recall the resolvent operator of L − λI by
Rλ : Lpw(D)→ W˚2,pw (D).
Then Rλ is a bounded operator for λ ≥ λ1. The following properties of Rλ for λ
large play an important role in proving Lemma 7.4 below.
Lemma 7.3. Let the coefficients of L be infinitely differentiable, L1 ≤ 0, and λ ≥ λ1. Then
(1) For any bounded f and any γ ∈ (0, 1), we have Rλ f ∈ C1+γ(D), Rλ f = 0 on ∂D,
and inD,
|Rλ f (x)| ≤ Rλ| f |(x) ≤ λ−1 sup
x∈D
| f (x)|. (7.6)
(2) There exists an integer m0 = m0(n, p, δ,Λ,D, [w]Ap, r0), such that for any f ∈
L
p
w(D), we have
sup
x∈D
|Rm0
λ1
f (x)| ≤ C‖ f ‖Lpw (D), (7.7)
where C = C(n, p, δ,Λ,D, [w]Ap, r0).
Proof. For f ∈ L∞(D), (7.6) is proved in [19, Theorem 11.2.1(3)]. To prove (7.7), we
set α = n/(n − 1), p( j) = α jp, and
u0 = f , u j = R jλ1 f , j ≥ 1.
Notice that for j ≥ 1, we have
λ1u j+1 − Lu j+1 = u j.
Therefore, by using the solvability and estimates forλ large,we have u j+1 ∈ W˚2,pw (D)
and
‖u j+1‖W2,pw (D) ≤ C‖u j‖Lpw(D) ≤ C‖u j‖Lp( j)w (D).
By using Lemma 7.2, we get
‖u j+1‖W2,p( j)w (D) ≤ C
(
‖u j‖Lp( j)w (D) + ‖u j+1‖Lpw(D)
)
.
Hence,
‖u j+1‖W2,p( j)w (D) ≤ C‖u j‖Lp( j)w (D). (7.8)
38 H. DONG AND L. XU
By the weighted embedding theorem, we have
‖u j+1‖Lp( j+1)w (D) ≤ C‖u j‖Lp( j)w (D).
Iterating the above inequality yields that for j ≥ 0, we obtain
‖u j‖Lp( j)w (D) ≤ C‖u0‖Lp(0)w (D) = C‖ f ‖Lpw (D). (7.9)
It follow from Ho¨lder’s inequality and the definition of Ap weights that u j+1 ∈
W2,p( j)/p(D). Then we fix a j = j(n, p) by choosing p( j) > np/2. For such j, we
conclude from (7.8) and (7.9) that
sup
x∈D
|u j+1(x)| ≤ C‖u j+1‖W2,p( j)/p(D) ≤ C‖u j+1‖W2,p( j)w (D) ≤ C‖ f ‖Lpw(D),
which shows that (7.7) holds with m0 = j + 1. The lemma is proved. 
Next we show the solvability when λ ≥ ǫ0 for a positive constant ǫ0 > 0.
Lemma 7.4. Let p ∈ (1,∞), w ∈ Ap, ǫ0 > 0, and L1 ≤ 0. Under the above conditions, for
any λ ≥ ǫ0 and u ∈ W˚2,pw (D), we have
‖u‖
W
2,p
w (D) ≤ C‖λu − Lu‖Lpw(D), (7.10)
where C depends on n, p, δ,Λ,D, ǫ0, [w]Ap , and r0.
Proof. As noted after Theorem 7.1, it suffices to prove the case when ǫ0 ≤ λ < λ1.
We follow the idea in [19, Section 11.3]. Here we list the main differences. By
approximations, we may assume that the coefficients are smooth. Similar to the
proof of [19, Theorem 8.5.6], we have
‖u‖
W
2,p
w (D) ≤ C
(
‖λu − Lu‖Lpw(D) + ‖u‖Lpw(D)
)
.
Therefore, it suffices to prove for ε0 ≤ λ < λ1, we have
‖u‖Lpw(D) ≤ C‖λu − Lu‖Lpw(D).
For this, we define
f := λu − Lu.
Then
λ1u − Lu = (λ1 − λ)u + f , u = (λ1 − λ)Rλ1u + Rλ1 f .
By induction on m, we have
u =
(
(λ1 − λ)Rλ1
)m
u +
m−1∑
i=0
(
(λ1 − λ)Rλ1
)iRλ1 f , (7.11)
where m ≥ 1 is any integer. We next introduce constants C1 andMm such that
‖Rλ1g‖Lpw(D) ≤ C1‖g‖Lpw(D) ∀ g ∈ L
p
w(D), Mm =
m−1∑
i=0
(λ1 − ǫ0)iCi+11 . (7.12)
By using (7.11), 0 < λ1 − λ ≤ λ1 − ǫ0, (7.12), (7.6), and (7.7), we obtain for m > m0,
‖u‖Lpw(D) ≤ w(D)1/p(λ1 − ǫ0)m sup
x∈D
|Rm−m0
λ1
Rm0
λ1
u(x)| +Mm‖ f ‖Lpw(D)
≤ w(D)1/pλm0
1
(1 − ǫ0/λ1)m sup
x∈D
|Rm0λ1 u(x)| +Mm‖ f ‖Lpw(D)
≤ C2w(D)1/pλm01 (1 − ǫ0/λ1)m‖u‖Lpw(D) +Mm‖ f ‖Lpw(D).
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Fixing m > m0 such that
C2w(D)1/pλm01 (1 − ǫ0/λ1)m ≤ 1/2,
we get (7.10). The lemma is proved. 
We now give
Proof of Theorem 7.1. By using the method of continuity, we only need to prove
that for any u ∈ W˚2,pw (D) and λ ≥ 0, we have (7.10). To this end, without loss of
generality we may assume thatD ⊂ B2R0 , where R0 = diamD. We take the global
barrier v0 from [19, Lemma 11.1.2]:
v0(x) = cosh(4c0R0) − cosh(c0|x|)
satisfies Lv0 ≤ −1, and v0 > 0 in B4R0 and v0 = 0 on ∂B4R0 , where c0 > 0 is a constant
to be chosen. Next we introduce a new operator L′ by
L′u = v−10 L(v0u).
Notice that in D ⊂ B2R0 , according to the construction of v0, we have L′1 ≤ −δ′
for a constant δ′ > 0 depending on n, δ,Λ, and R0, provided that c0 = c0(d, δ,Λ) is
sufficiently large. By using Lemma 7.4 applied to L′′ := L′ + δ′, we get
‖u‖
W
2,p
w (D) ≤ C‖uv
−1
0 ‖W2,pw (D)
≤ C‖(λ + δ′)uv−10 − L′′(uv−10 )‖Lpw(D)
= C‖(λu − v0L′(uv−10 ))v−10 ‖Lpw(D)
= C‖(λu − Lu)v−10 ‖Lpw(D) ≤ C‖(λ − L)u‖Lpw(D).
Hence, we finish the proof of the theorem. 
Finally we give the solvability of the adjoint operator of L defined by
L∗u := Di j(ai ju) −Di(biu) + cu.
By using a similar argument in the proof of Lemma 2.8, fromTheorem 7.1, we have
Corollary 7.5. Let p ∈ (1,∞), w ∈ Ap, and L1 ≤ 0. Assume that g = (gi j)ni, j=1 ∈ L
p
w(D).
The coefficients ai j, bi, and c satisfy the same conditions as imposed in Theorem 7.1. Then
for any λ ≥ 0, L
∗u − λu = div2 g inD,
u =
gν·ν
Aν·ν on ∂D
admits a unique adjoint solution u ∈ Lpw(D). Moreover, the following estimate holds
‖u‖Lpw(D) ≤ C‖g‖Lpw(D), (7.13)
where C = C(n, p, δ,Λ,D, r0, [w]Ap).
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