Hippocampal oscillations are critical for information processing, and are strongly influenced by inputs from the medial septum. Hippocamposeptal neurons provide direct inhibitory feedback from the hippocampus onto septal cells, and are therefore likely to also play an important role in the circuit; these neurons fire at either low or high frequency, reflecting hippocampal network activity during theta oscillations or ripple events, respectively. Here, we optogenetically target the long-range GABAergic projection from the hippocampus to the medial septum in rats, and thereby simulate hippocampal input onto downstream septal cells in an acute slice preparation. In response to optogenetic activation of hippocamposeptal fibers at theta and ripple frequencies, we elicit postsynaptic GABAergic responses in a subset (24%) of septal cells, most predominantly in fast-spiking cells. In addition, in another subset of septal cells (19%) corresponding primarily to cholinergic cells, we observe a slow hyperpolarization of the resting membrane potential and a decrease in input resistance, particularly in response to prolonged high-frequency (ripple range) stimulation. This slow response is partially sensitive to GIRK channel and D2 dopamine receptor block. Our results suggest that two independent populations of septal cells distinctly encode hippocampal feedback, enabling the septum to monitor ongoing patterns of activity in the hippocampus.
Introduction
The hippocampus exhibits distinct oscillatory patterns, including theta (4 -12 Hz) and ripples , which are thought to be critical to information processing. Theta is believed to represent the "online" state of the hippocampus, facilitating information processing by providing temporal organization of active neuronal assemblies and modifying synaptic weights both within the hippocampus and between the hippocampus and other brain regions. Ripples, in contrast, occur when the hippocampus is working "offline": they coincide with increased hippocampalcortical communication and have demonstrated importance in memory consolidation (Girardeau et al., 2009 ).
Given the prominence of hippocampal oscillations, much effort has been devoted to determining the underlying circuitry. Although the hippocampus can in some situations intrinsically generate theta oscillations (Goutagny et al., 2009) , the heavy cholinergic and GABAergic inputs from medial septum play a critical role in maintaining and pacing theta. Septal cholinergic (ChAT) cells are thought to determine the tone (amplitude) of theta by tonically depolarizing pyramidal cells and basket interneurons (Chapman and Lacaille, 1999) , whereas septal GABAergic cells rhythmically hyperpolarize basket cells, leading to a rhythmic disinhibition of pyramidal cells (Tó th et al., 1997) that is thought to set the pace of the theta rhythm (Gerashchenko et al., 2001) . More recently, a glutamatergic cell population has also been described in septum: these cells project to hippocampus (Huh et al., 2010) and synapse locally onto inhibitory cells (Manseau et al., 2005) , but their role in regulating oscillations is not yet clear.
The discovery that the hippocampus projects back to the medial septum (Freund and Antal, 1988; Tó th et al., 1993) , and that these hippocamposeptal (HS) projection neurons are themselves a direct target of septal innervations (Takács et al., 2008) , suggests that hippocampal network activity may result instead from more complex interactions between the two regions. HS cells are inhibitory (GABAergic) neurons located in all hippocampal subfields throughout dorsal and ventral hippocampus (Freund and Antal, 1988; Tó th et al., 1993) . In addition to their long-range septal projections, HS cells send collateral projections extensively within the hippocampus Jinno et al., 2007; Takács et al., 2008) and are therefore well situated to coordinate synchronous neuronal activity.
HS cells are densely innervated by local pyramidal or granule cells Takács et al., 2008) . Consequentially, their firing mirrors that of the principal hippocampal cells: during theta oscillations they fire at low frequency, phase-locked to theta, while during ripples they burst at high frequency (Jinno et al., 2007) . Here, we investigated the response of cells in the medial septum to hippocampal inputs of high and low frequency, using an optogenetic approach to control the sparse, long-range HS projection with high temporal precision within an acute slice preparation. In particular, we sought to test the hypothesis that stimulation of HS afferents at different frequencies, specifically at 8 Hz (theta) and 50 Hz (ripples), elicits different postsynaptic responses in subsets of septal cells.
Materials and Methods
All experiments were performed according to protocols approved by the Stanford Institutional Animal Care and Use Committee.
Viral production and stereotactic injections. The 2 kb mouse somatostatin (SST) promoter was amplified from mouse (C57BL/6) genomic DNA and cloned into an adeno-associated virus (AAV) vector using Mlu1 and BspE1 restriction sites. The promoter was placed directly upstream of mammalian codon-optimized ChR2(H134R) fused in-frame with enhanced yellow fluorescent protein (eYFP), followed by the expressionenhancing woodchuck hepatitis virus post-transcriptional regulatory element. The construct was fully sequenced to check for accuracy of the cloning procedure. AAV serotype 2 was produced by the University of Carolina (UNC) Chapel Hill Vector Core. Viral titers were 2-3 ϫ 10 12 colony forming units (cfu) per ml. Wild-type 3-4-week-old male LongEvans rats were injected bilaterally in dentate gyrus and CA1, with the following coordinates (mm from bregma): Ϫ3.8 anteroposterior, 2.0 mediolateral, 2.5 and 3.5 dorsoventral; Ϫ4.6 anteroposterior, 2.5 mediolateral, 2.4 and 3.6 dorsoventral.
To identify cholinergic cells in ChAT::Cre transgenic rats, a Credependent, eYFP-expressing virus of AAV serotype 5 was produced by the UNC Chapel Hill Vector Core at a genomic titer of 1 ϫ 10 12 cfu per ml. Male ChAT::Cre transgenic Long-Evans rats 3.5-4.5 months old were injected in the medial septum, using a 10°-angle approach to reach the following coordinates (mm from bregma): ϩ1.0 anteroposterior, 0.0 mediolateral, 7.3 dorsoventral; ϩ0.7 anteroposterior, 0.0 mediolateral, 6.6 dorsoventral.
Slice/tissue preparation. Long-Evans rats 3-8 months old were deeply anesthetized using 50 mg/kg sodium pentobarbital and perfused transcardially with 40 ml ice-cold sucrose solution. Brains were removed and immediately transferred to ice-cold sucrose solution, which contained the following (in mM): 234 sucrose, 11 glucose, 26 NaHCO 3 , 2.5 KCl, 1.25 NaH 2 PO 4 , 10 MgSO 4 , and 0.5 CaCl 2 , equilibrated with 95% O 2 /5% CO 2 . Coronal slices measuring 300 m each were sectioned on a VT 1000S (wild-type rats) or 1200S (ChAT::Cre rats) vibratome (Leica) at 4°C in sucrose solution and transferred into a holding chamber filled with artificial CSF (ACSF; in mM: 126 NaCl, 26 NaHCO 3 , 2.5 KCl, 1.25 NaH 3 PO 4 , 2 CaCl 2 , 2 MgCl 2 , 10 glucose, equilibrated with 95% O 2 /5% CO 2 , pH 7.4). After a recovery period of 1 h at 32°C, the holding chamber containing the slices was removed from the water bath and allowed to cool to room temperature.
Electrophysiology and optogenetic activation. Slices were transferred to a recording chamber and constantly superfused with oxygenated ACSF at a rate of ϳ2 ml/min. All experiments were conducted at 30 -32°C; all cells recorded were located in the medial septum/diagonal band of Broca (MSDB) or hippocampus. Presence of eYFP-expressing fibers in the MSDB was verified after conclusion of electrophysiological recordings. Whole-cell voltage-clamp and current-clamp recordings were obtained using borosilicate glass electrodes with a tip resistance of 2-4 M⍀. The pipette solution contained (in mM) the following: 120 K-gluconate, 11 KCl, 1 MgCl 2 , 1 CaCl 2 , 10 HEPES, 10 EGTA, pH 7.3, adjusted with KOH.
For patching in ChAT::Cre rats, the pipette solution additionally contained Na-GTP (0.3 mM; Sigma-Aldrich). For patching in wild-type rats, signals were amplified with a Multiclamp 700A amplifier, acquired using a Digidata 1320A digitizer, sampled at 10 kHz, and filtered at 3 kHz. For patching in ChAT::Cre rats, signals were amplified with a Multiclamp 700B amplifier, acquired using a Digidata 1440A digitizer, sampled at 10 kHz, and filtered at 2 kHz. ChR2-expressing fibers were optically activated using a blue laser (473 nm wavelength; OEM Laser Systems) delivered through an optic fiber (300 m diameter; Thorlabs). Light intensity ranged from 15 to 20 mW and stimulation duration was 5 ms. The optic fiber was directed to obtain illumination of the region surrounding the recorded cell's soma. Optogenetically evoked IPSCs recorded in voltageclamp mode at a holding potential of Ϫ40 mV, 5-12 traces were averaged, and synaptic failures were included in the analysis. Neuronal firing patterns were assessed in current-clamp mode by giving a series of hyperpolarizing and depolarizing current injections (0.5 s each), typically Ϫ100 to ϩ200 pA in 25 pA increments. To record action potential waveforms, single spikes were evoked by giving one brief, high-amplitude depolarizing current injection (typically ϩ200 to ϩ400 pA for 1 ms). Changes in input resistance were monitored during current-clamp recordings by giving 150 ms hyperpolarizing current injections (5-25 pA, depending on the cell's initial input resistance) at a frequency of 1 Hz. Pharmacological reagents were applied via the bath solution, including the following: GABA(A) receptor antagonist picrotoxin (50 M; Tocris Bioscience), GIRK-channel antagonist barium (100 M; Sigma-Aldrich), GABA(B) receptor antagonist CGP 55845 hydrochloride (100 nM; Tocris Bioscience), nonselective SST receptor (SSTR) antagonist cyclosomatostatin (5 M; Tocris Bioscience), SST2AR antagonist cyanamid (1 M; SigmaAldrich), SST2AR agonist octreotide (1 M; Tocris Bioscience), muscarinic acetylcholine receptor antagonist ipratropium bromide (10 M; Tocris Bioscience), A1 adenosine receptor antagonist 1,3-dipropyl-8-phenylxanthine (1 M; Tocris Bioscience), D2 dopamine receptor antagonist prochlorperazine dimaleate (10 M; Tocris Bioscience), neuropeptide Y Y1 receptor antagonist BIBP 3226 (1 M; Tocris Bioscience), -opioid receptor antagonist cyprodime HCl (5 M; Tocris Bioscience), D2 dopamine receptor agonist quinpirole (10 M; Tocris Bioscience). All reagents were dissolved according to the manufacturer's recommendations and then added to 50 ml of ACSF to obtain the final working concentration.
Data analysis. Access resistance (R a ) and input resistance (R in ) were monitored continually to ensure stability of the recording and data were only included when R a was Ͻ25 M⍀ and R in was Ͼ90 M⍀. Analysis of action potential success rate (Fig. 1) , septal cell characteristics (Fig. 2) , and IPSC properties (Fig. 3 ) was performed using pClamp10 (Molecular Devices), followed by statistical analysis using Graphpad Prism version 5.04 for Windows (GraphPad Software; www.graphpad.com).
GraphPad was also used to analyze the distribution of responses by cell type (see Fig. 7 ).
To analyze the slow changes in response to prolonged stimulation (Figs. 4-6 ), custom software written in Matlab (Mathworks) was used to extract input resistance and membrane potential at the time of each current pulse. Spurious values (for example if the measurement coincided with an action potential or some other instability in the recording) were removed manually. The statistical analysis was then performed using the S programming language as implemented within the S-PLUS system distributed by TIBCO Software (TIBCO Spotfire Sϩ Version 8. 1.1, 2008) . The Sϩ script files developed for the analysis made extensive use of the built-in linear modeling function lm, the natural spline function ns, and the nonparametric bootstrapping function bootstrap (available within the resample library). Other functions and code were custom written. With some small changes, the scripts would also run under the Open Source system R.
Plots of input resistance over time were fit with cubic splines using ordinary least squares. Cubic splines are piecewise cubic polynomial functions that join smoothly at the breakpoints (or knots) where the cubics connect. Splines are easily constructed given the knot and boundary positions, have the capacity to approximate complex shapes in a parsimonious fashion, and can be fitted within the standard linear model framework using ordinary least squares. The usual tests of significance are appropriate if a normal error distribution can be assumed. For all of the analyses, a natural cubic spline regression model was used (constraining the model function to be linear beyond the boundaries) with two internal knots. Given the knot positions, this model contains four unknown parameters (including the constant term that corresponds to the initial baseline level). Knots were adjusted manually to improve the fit.
To determine whether individual responses showed a statistically significant response, an F test was performed to test whether the spline model was a significant improvement on a horizontal line. To correct for multiple such tests, a p value of Յϳ0.0004 was set to achieve an approximate overall 5% level of significance. Since individual traces showed considerable random noise, parameters of interest were estimated from averaged population data, using the same cubic spline model fitted using weighted least squares. Note that cells were generally tested with 500 light pulses, and the population analysis excludes several responsive cells that were tested with fewer light pulses. Baseline input resistance levels varied across cells as expected, so individual traces were standardized by either subtracting, or dividing by, the average prestimulus resistance, before averaging across the traces. Therefore, both absolute and percentage changes in input resistance were estimated and are reported throughout. To determine confidence intervals (CIs) for the parameters of interest, a bootstrap approach was used to obtain a bootstrapped sampling distribution for each parameter. The model residuals were resampled (with replacement) 5000 times. On each occasion the bootstrap sample of residuals was added to the original fitted values to obtain a new bootstrapped trace, to which the natural spline model was refitted and the parameters estimated. This procedure resulted in a sample of 5000 bootstrap estimates for each parameter. The 95% CI was taken to be the interval containing the central 95% of bootstrapped estimates, with 2.5% in each tail.
The same approach was used to determine the membrane potential decrease in response to stimulation. After standardization by subtraction of the baseline membrane potential, the sample averaged trace showed an obvious, seemingly linear, downward drift throughout the experimental period. An ad hoc detrending process was performed before model fitting, parameter estimation, and bootstrapping. A regression line was fitted to the prestimulus section of the average trace. Using the intercept and slope estimates, the line was extrapolated over the entire experimental period and then subtracted from the original averaged trace. The resulting trace was then analyzed in the usual way.
Reversal potential of the slow response was estimated as follows: The input resistance was estimated in each of the control and slowresponse conditions by the change in voltage divided by the injected current. From this the reversal potential of the slow response was estimated by assuming a parallel conductance model in which the slow response resulted from simple addition of an increased linear membrane conductance in parallel with the resting membrane conductance. Reversal potential was then estimated as that which would produce the change in membrane potential given the increase in conductance during the slow response. Correlation between the evoked hyperpolarization and input resistance decrease was calculated using a Spearman nonparametric correlation. Differences in occurrence of IPSCs and slow responses by cell type were assessed via a logistic regression interaction test. Correlation between IPSCs and slow responses within cells was calculated using a Fisher's exact test.
Immunohistochemistry. For thin-slice immunohistochemistry, rats were perfused transcardially 6 -12 weeks postinjection with PBS followed by 4% paraformaldehyde (PFA). After an overnight postfix in PFA, brains were equilibrated in 30% sucrose in PBS for Ն72 h. Forty- . Expression was predominantly localized to stratum oriens (superficial to the pyramidal cell layer (DAPI; white) in CA1 and deep to it in CA3) as well as in the DG hilus. Minimal expression was seen in CA2. C, High-magnification view of CA1, demonstrating overlap (white arrowheads) between SST immunostaining (red) and virally expressed eYFP (green). DAPI (white) delineates the pyramidal cell layer. D, High-magnification view of the DG, demonstrating overlap (white arrowheads) between SST immunostaining (red) and virally expressed eYFP (green). DAPI (white) delineates the granule cell layer. E, Sample current-clamp trace from a virally transduced cell, demonstrating high-fidelity light-evoked spiking at both 8 and 50 Hz.F, ChR2-YFP-expressing axons in the medial septum, indicating successful targeting of HS cells, seen at low magnification (left) and high magnification (right).
micrometer-thick sections were obtained using a frozen microtome. Primary antibody incubations were performed overnight at 4°C in 3% normal donkey serum (NDS) and 0.3% Triton-X, with an antibody to SST (goat polyclonal; 1:500; Santa Cruz Biotechnology). Secondary antibody (1:500; Jackson Laboratories) was applied in 3% NDS and 0.3% Triton-X for 1-3 h at room temperature. To quantify viral specificity for SSTϩ neurons in SST-immunolabeled slices, eYFPϩ neurons were first identified based on native fluorescence (without further amplification), and presence or absence of SST expression was then assessed in those identified neurons. Slices were DAPI-stained (1:50,000) and coverslipped with polyvinyl alcohol and 1,4 diazabicyclo[2.2.2]octane in glycerine (Sigma-Aldrich). Images were obtained on a Leica confocal microscope using 5ϫ, 20ϫ (oil immersion), and 40ϫ (oil immersion) objectives.
For biocytin labeling and post hoc immunohistochemistry in acute slices, biocytin (Invitrogen) was added to the pipette solution at 0.3% weight/volume. Each cell was imaged at low magnification after patching to identify its anatomical location, and slices were marked to indicate orientation. Thick slices were fixed overnight at 4°C in PFA, rinsed with PBS, and incubated for 2 h at room temperature in 60 l of Alexa Fluor 546 streptavidin conjugate (Invitrogen) added to 10 ml of 1% Triton-X in PBS containing 0.2 g of BSA (Sigma-Aldrich). Primary antibody incubations were performed overnight at 4°C in 0.2% Triton-X, with an antibody to ChAT (goat polyclonal; 1:200; Millipore). Secondary antibody (1:500; Jackson Laboratories) was applied in 0.2% Triton-X for 2 h at room temperature. Slices were DAPI-stained, coverslipped, and imaged as described above.
Results

Optogenetic targeting of the HS preparation and identification of septal cell types in slice
To optogenetically target HS neurons, we exploited the fact that they almost uniformly express the neuropeptide SST (Jinno and Kosaka, 2002; Gulyás et al., 2003) , and we created an AAV (AAV2; UNC Vector Core) in which Channelrhodopsin-2 (ChR2) expression is under the control of the SST promoter (Tan et al., 2008) . ChR2 was fused in-frame with eYFP to enable direct visualization of the cell bodies and axons of expressing neurons (Fig. 1A) . Virus was injected in both dorsal and ventral hippocampus (Fig. 1B) with cell body expression in hippocampus observed between ϳϪ3.2 and Ϫ5.2 mm relative to bregma on the anteroposterior axis; in more posterior (ventral) hippocampus, expression was generally stronger superficially, as shown. Within the hippocampal subfields, strong viral expression was seen in stratum oriens of CA1 and CA3 and in the hilus of the dentate gyrus (DG), minimal viral expression was observed in CA2, and no viral expression was observed in cell bodies in subiculum or other brain regions. Expression was predominantly localized to the stratum oriens in CA1 and CA3, and to the hilus of the DG. Virus expression overlapped well with SST immunostaining in both CA1 (Fig. 1C) and DG (Fig. 1D) , with 86% of expressing cells staining positive for SST (609 of 709 cells across three animals). Of the eYFPϩ neurons that were SSTϪ, 70% (70 of 100 cells) were located in the granule cell layer (in the DG) or the pyramidal cell layer (in CA1 or CA3); the specificity among nonprincipal cells was 95% (609 of 639 cells).
To assess ChR2 functionality, we patched virus-expressing cells in acute hippocampal slices and demonstrated robust photocurrents (818 Ϯ 155 pA; n ϭ 9). To establish that light stimulation could drive action potentials in expressing cells at a rate comparable to the upper bounds of spontaneous firing rates of HS cells as measured in vivo (Jinno et al., 2007) , we first verified that expressing cells were all capable of following a prolonged (5 s) train of both 8 and 50 Hz current pulses (1.03 Ϯ 0.03 spikes per current pulse at 8 Hz; 1.00 Ϯ 0.00 spikes per current pulse at 50 Hz; n ϭ 5), and then confirmed that those cells could similarly follow 8 and 50 Hz light pulses (1.28 Ϯ 0.25 spikes per light pulse at 8 Hz; 1.01 Ϯ 0.00 spikes per light pulse at 50 Hz; n ϭ 8; Fig. 1E ), with the occasional multiple spikes consistent with previous reports of firing evoked by ChR2(H134R) (Mattis et al., 2012) . Since HS neurons constitute only approximately one-third of all SSTϩ hippocampal cells (Jinno and Kosaka, 2002) , we confirmed that the HS cells were among the SST cells targeted by the virus by verifying the presence of eYFPϩ axons in the medial septum (Fig. 1F ) .
To investigate the synaptic effects of the HS projection on septal cells, we performed whole-cell recordings in an acute medial septum slice preparation. Extensive prior literature has focused on characterizing septal cell types based on their physiological properties (Markram and Segal, 1990; Gorelova and Reiner, 1996; Morris et al., 1999; Knapp et al., 2000; Manseau et al., 2005) , which have been mapped onto their immunohistochemical characteristics (Sotty et al., 2003) . In general agreement with those studies, we found cells resembling previously described fast-firing (putative GABAergic), cluster-firing (putative glutamatergic), and slow-firing (putative cholinergic) cells; we further divided slow-firing cells into two types based on differences in action potential waveform ( Fig. 2A) .
The cell types differed significantly by maximum firing rate ( Fig. 2B ): fast-firing cells had the highest rate (94 Ϯ 5 Hz, n ϭ 51), followed by cluster-firing cells (59 Ϯ 11 Hz, n ϭ 13), followed by both subtypes of slow-firing cells (type 1 slow firing: 30 Ϯ 2 Hz, n ϭ 55; type 2 slow firing: 38 Ϯ 3 Hz, n ϭ 33). Membrane potential sag was measured from hyperpolarizations to ϳϪ80 to Ϫ90 mV. Consistent with previous reports (Morris et al., 1999; Sotty et al., 2003) , fast-firing cells had significantly larger membrane potential sag than both subsets of slow-firing cells (fast-firing cells: 4.5 Ϯ 0.5 mV, n ϭ 38; type 1 slow-firing cells: 2.2 Ϯ 0.4 mV, n ϭ 46; type 2 slow-firing cells 1.5 Ϯ 0.3 mV, n ϭ 29); cluster-firing cells similarly had larger sag (4.3 Ϯ 0.8 mV, n ϭ 9; Fig. 2C ). The action potential waveforms also differed significantly between cell types, quantified by measurements of 50% spike width (Fig. 2D) and maximum rise and decay slopes (Fig. 2E) . Fast-firing and cluster-firing cells had spikes with the narrowest widths and the largest maximum rise and decay slopes, as expected, and type 2 slow-firing cells also had spikes that were significantly narrower and steeper than those of type 1 slow-firing cells.
Based on their slow and broad waveform, we conclude that type 1 slow-firing cells are the previously described cholinergic cells of the MSDB (Markram and Segal, 1990; Gorelova and Reiner, 1996; Morris et al., 1999; Sotty et al., 2003) , but the neurochemical identity of the type 2 slow-firing cells was less clear. To investigate this, we filled patched septal cells of both subtypes with biocytin, postfixed the acute slices, and stained for ChAT. Type 1 slow-firing cells were confirmed to be ChAT-positive (7 of and a type 2 slow-firing cell (gray trace) to illustrate differences in IPSC kinetics. Traces are normalized to peak and aligned to the light stimulus. D, Summary data showing rise time, decay time constant, and half-width of evoked IPSCs in the four cell types: fast firing (n ϭ 18), cluster firing (n ϭ 3), type 1 slow firing (n ϭ 8), and type 2 slow firing (n ϭ 8). Tukey's post hoc tests revealed no significant differences in rise time or half-width, but the decay time constant for type 2 slow-firing cells (10.3 Ϯ 1.1 ms) was significantly larger than that of both fast-firing (5.8 Ϯ 0.6 ms) and cluster-firing (3.5 Ϯ 0.4 ms) cells. Error bars represent SE. **, Significance Ͻ0.01.
9 clearly colabeled with ChAT), in contrast to several fast-firing cells used as a negative control (Fig. 2F ) . However, type 2 slowfiring cells were more difficult to assess by this method (3 of 3 ambiguous staining). We therefore took an alternative approach, targeting known cholinergic cells by injecting a Cre-dependent AAV into the medial septum of transgenic ChAT::Cre rats (Witten et al., 2011) and recording from virus-expressing cells in adult rats. Among these known cholinergic cells, 79% (15 of 19) were type 1 slow-firing cells and 21% (4 of 19) were type 2 slow-firing cells; none were fast-firing or cluster-firing cells. Given the known high specificity of this transgenic rat line (Witten et al., 2011) , we conclude that cholinergic cells can have either type 1 or type 2 slow-firing characteristics.
Fast and slow responses in septal cells in response to HS input
Postsynaptic GABAergic responses were assayed by holding neurons at Ϫ40 mV in voltage clamp and stimulating the slice with short trains of light pulses, sourced by a blue laser (473 nm). A subset of neurons (53 of 225 cells; 24%) responded with IPSCs, which could be evoked effectively at both 8 and 50 Hz (Fig. 3A) . These responses appeared to be GABA(A) mediated, and indeed were completely abolished by the addition of picrotoxin (50 M) in 4 of 4 cells, including fast-firing, type 1 slow-firing, and type 2 slow-firing cell types (Fig. 3B) . The kinetics of these light-evoked IPSCs varied by cell type, with those in type 2, but not type 1, slow-firing cells having significantly greater decay times than those in fast-firing and cluster-firing cells (Fig. 3C,D) .
To investigate whether hippocampal input could affect the membrane properties of septal cells, we recorded from septal neurons in current clamp while administering serial smallcurrent injections (5-25 pA) to monitor input resistance. We used prolonged pulse trains (500 pulses) in order to maximize our ability to detect and characterize these postsynaptic changes. In response to 50 Hz stimulation with blue light, we observed a slow-onset decrease in input resistance, corresponding to a small membrane hyperpolarization, in a subset of cells (Fig. 4A) . To identify cells that had a statistically significant response to stimulation, we plotted calculated input resistance over time, fit the data, and tested whether the fit was significantly better than that of a horizontal line (see Materials and Methods for further description). Using this approach, we identified 25 cells that responded to stimulation with a significant decrease in input resistance (of a total of 133 cells; 19%).
As a population, the responsive cells demonstrated a small but significant slow-onset hyperpolarization (0.78 mV; 95% CI, 0.72-0.83 mV; Fig. 4B ). Even though the extent of hyperpolarization was quite modest, we were able to estimate the reversal potential of the evoked current by using a simple parallel conductance model (see Materials and Methods). Estimated reversal potentials ranged from mildly to strongly hyperpolarizing (range, Ϫ64 to Ϫ85 mV; Fig. 4C ), consistent with expectations of a potassiumdominated conductance. Since hyperpolarization magnitude was highly correlated with decrease in input resistance (p ϭ 0.0043; Fig.  4D ), which was larger and therefore easier to quantify, we focused on input resistance for the remainder of the analysis.
To quantify the magnitude and kinetics of the input resistance decrease, we averaged across all responsive cells using either baseline-divided (Fig. 4E ) or baseline-subtracted (Fig. 4F ) input resistance measurements and fit the same model to the averaged population data as to the individual traces (see Materials and Methods). The average response magnitude across responsive cells was a normalized input resistance decrease of 16.8% (95% CI, 15.3-18.2%) and an absolute decrease of 48.4 M⍀ (95% CI, 44.0 -52.8 M⍀). For both fits the minimum input resistance occurred ϳ12 s after the onset of light stimulation. No net effect on resting potential or input resistance was seen in a control group of a subset of nonresponsive cells, matched for number of cells and patched on the same days (Fig. 4 B, E,F ) .
We next sought to explore the mechanism underlying this slow response. As a necessary positive control, we first confirmed that the response could be reliably repeated across multiple trials of light stimulation (Fig. 5A) , delivered with Ն5 min of recovery Prolonged stimulation leads to hyperpolarization and decreased input resistance in a subset of cells. Cells were recorded in current clamp between Ϫ60 and Ϫ65 mV. Brief current injections (10 -25 pA) were given at a rate of 1-2 Hz to monitor input resistance. A, Current-clamp trace illustrating slow-onset and persistent hyperpolarization and decreased input resistance in response to pulses of blue light delivered at 50 Hz. B, Summary membrane potential data of all responsive cells (n ϭ 24, red), illustrating that on average responding cells have a small light-evoked decrease in membrane potential. Data were binned (n ϭ 3) and linearly detrended to correct for a small (ϳ1 mV) hyperpolarizing drift over the course of the recording. A matched control group of the same number of nonresponding cells patched on the same days was plotted for comparison (n ϭ 24, black). C, Estimated reversal potentials of the response ranged from Ϫ64 to Ϫ85 mV (mean, Ϫ74.9 Ϯ 1.1 mV, n ϭ 23). D, Hyperpolarization and normalized input resistance decrease were highly correlated ( (21) ϭ 0.57, p ϭ 0.0043). Input resistance was averaged across all responsive cells with a statistically significant response (n ϭ 24, red), binned (n ϭ 3), and plotted over time to show either the normalized (E) or absolute (F ) decline in input resistance. For plots over time (B, E, F ), error bars represent SE.
in between. In absolute terms, input resistance recovered fully between stimulations (second stimulation baseline: 96.8 Ϯ 7.8% of first stimulation baseline; n ϭ 7). Since the activation of potassium channels, including GIRK channels, could result in decreased input resistance and hyperpolarization, we tested whether the GIRK channel antagonist barium (Lesage et al., 1995) would block the response and found a ϳ50% inhibition (Fig. 5B) .
Having already established that HS projection stimulation releases GABA (giving rise to the GABA(A)-mediated IPSCs described above; Fig. 3 ), we hypothesized that the slow response Figure 5 . Mechanism of the slow response. A-D, Normalized input resistance (R in ) in response to 500 pulses of 50 Hz light delivered at baseline, with drug application, and after wash-out. R in in each case was averaged across cells that are responsive at baseline, binned (n ϭ 3), and plotted over time (columns 1-3 ). The population data were fit with splines to determine the relative and absolute magnitude of the input-resistance fall (columns 4 and 5, respectively). A, R in was stable to repetitive 50 Hz light delivery (n ϭ 7, 7, and 3, respectively). B, Barium, a GIRK channel antagonist, partially blocked the response (n ϭ 7). Normalized R in fell significantly from 18.5% (95% CI, 16.3-20.8%) at baseline to 8.2% (95% CI, 5.5-10.9%) with barium, and absolute R in fell significantly from 50.9 M⍀ (95% CI, 45.1-56.8 M⍀) at baseline to 28.6 M⍀ (95% CI, 20.0 -37.3 M⍀) with barium. C, Cyclosomatostatin, a nonspecific SSTR antagonist, partially blocked the response (n ϭ 4). Normalized R in trended down from 18.0% (5-95% CI, 14.8 -21.2%) at baseline to 12.5% (5-95% CI, 8.8 -16.9%) with cyclosomatostatin, while the absolute R in fell significantly from 53.0 M⍀ (5-95% CI, 42.8 -63.1 M⍀) at baseline to 26.5 M⍀ (5-95% CI, 18.3-36.7 M⍀) with cyclosomatostatin. D, Prochlorperazine, a D2 receptor antagonist, significantly blocked the response (n ϭ 5). Normalized R in fell significantly from 21.4% (5-95% CI, 19.0 -23.8%) at baseline to 5.9% (5-95% CI, 3.5-8.2%) with prochlorperazine, and absolute R in significantly fell from 69.0 M⍀ (5-95% CI, 61.2-76.8 M⍀) at baseline to 22.2 M⍀ (5-95% CI, 14.2-30.2 M⍀) with prochlorperazine. E, Sample current-clamp trace (top left) illustrates slow-onset hyperpolarization and decreased R in in response to quinpirole (red line), a D2-receptor agonist (scale bar: 5 mV, 1 min). R in for that trace was calculated, binned (n ϭ 3), and plotted over time (bottom left). Voltage deflections in response to current injections at baseline (1) and after quinpirole administration (2), at the times indicated on the full trace on the left (scale bar: 1 mV, 1 s). Absolute R in for all three responsive cells at baseline and in response to quinpirole demonstrates large fall in each case (plot on right). For A-E, error bars on the plots over time (columns 1-3) represent SE, whereas error bars on the summary plots (columns 4 -5) represent 5-95% CIs. Significance (*) was defined as nonoverlapping 95% CIs, which are generated by bootstrapping. may be mediated by GABA(B) receptors on responsive cells. However, the GABA(B) receptor antagonist CGP 55845 hydrochloride showed no evidence of even a partial block (n ϭ 2, data not shown). HS cells also express SST (Jinno and Kosaka, 2002; Gulyás et al., 2003) , a neuropeptide known to signal through GIRK channels (Mihara et al., 1987; Sims et al., 1991) and to evoke similar inhibitory responses in other brain regions (Twery and Gallagher, 1989; Greene and Mason, 1996; Schweitzer et al., 1998) , so we hypothesized that the response might be due to SST released by optogenetic stimulation from HS terminals. Indeed, we were able to achieve a partial block (ϳ30%) with the nonspecific SSTR antagonist cyclosomatostatin (5 M; Fig. 5C ).
Since the SST2A receptor is the subtype most abundantly expressed on somata in the adult rat medial septum (Thoss et al., 1995; Fehlmann et al., 2000) , we next assessed whether specifically inhibiting the SST2A receptor could antagonize the response. However, the specific SST2A receptor antagonist cyanamid (1 M) had no significant effect on the response (data not shown). In a separate line of experiments, we tested whether octreotide, a SST2AR agonist, would mimic the response. However, of 27 cells tested with octreotide, only two (7%) responded with an unambiguous decrease in input resistance (data not shown), versus 19% responding to optogenetic stimulation (whereas we would expect a comparatively larger proportion of cells to respond to agonist application given that the optogenetic stimulation is prone to false-negative results). Notably, among the cells that showed no response to octreotide were two cells with a confirmed response to optogenetic stimulation. Thus we conclude that the slow response is not mediated by the somatically expressed SST2AR, but may rather be partially mediated by a different SSTR subtype, expressed either on the somata of responsive cells or on terminals of upstream cells.
We next tested the hypothesis that our stimulation may be recruiting downstream network activity that could act via other receptor types to give rise to the observed response. Cells in the medial septum express many additional receptor types, including muscarinic acetylcholine receptors (Van der Zee and Luiten, 1994; Levey et al., 1995) , A1 adenosine receptors (Rivkees et al., 1995) , D2 dopamine receptors (Weiner et al., 1991) , neuropeptide Y receptors (Wolak et al., 2003) , and -opioid receptors (Mansour et al., 1994) , all of which have previously shown to give rise to similar slow-timescale inhibitory responses. We performed a series of experiments using mixtures of antagonists to different combinations of these receptors (n ϭ 1-2 per mixture, data not shown; see Materials and Methods for details), and discovered that among them the response was uniquely blocked by the D2 receptor antagonist prochlorperazine (10 m), which profoundly inhibited the light-evoked input-resistance decrease (Fig. 5D) , from 21.4% (5-95% CI, 19.0 -23.8%) at baseline to 5.9% (5-95% CI, 3.5-8.2%) after prochlorperazine wash-on. To corroborate this result, we selectively patched identified cholinergic cells in ChAT::Cre rats and bath-applied the D2 receptor agonist quinpirole (10 m). We identified the characteristic slow response in three of six cells with highly significant inputresistance drop ranging from 43 to 55% (Fig. 5E) .
Frequency dependence and cell type divergence of HS signaling
Since HS cells are known to fire at either high or low frequency, depending on the hippocampal state (Jinno et al., 2007) , we next assessed whether this slow response was more readily evoked by the same number of pulses delivered at either 8 or 50 Hz. Among cells that had a statistically significant decrease in input resistance to 50 Hz stimulation, seven of eight had a smaller or nonsignificant response to the same total number of pulses delivered at 8 Hz, as illustrated by a sample trace (Fig. 6A) . No cells that failed to respond to 50 Hz stimulation responded significantly to 8 Hz stimulation. The data from responsive cells was again normalized, averaged, fit using the cubic spline model, and then bootstrapped to enable a statistical comparison between the magnitudes of the response in the two conditions (Fig. 6B) . Indeed, 50 Hz stimulation led to a statistically larger fall in input resistance, both in relative (16.1 vs 3.3%; Fig. 6C ) and absolute (48.0 vs 14.6 M⍀; Fig. 6D ) terms. We also noted that the kinetics of the response differed between the two conditions: the 50 Hz stimulation response peaked at 14 s compared with 41 s for 8 Hz (Fig. 6E) .
Finally, we examined the distribution of cell types among the cells that exhibited fast (GABAergic) and/or slow responses. We found that the two responses were statistically uncorrelated on a per-cell basis ( p ϭ 0.78). In fact, of the 133 cells tested for both IPSCs and slow responses, only four exhibited both. We further examined the two responses by noting the location of patched cells within the septum that exhibited one or both response types, and observed no obvious relationship between location within the septum and either cell type or response (Fig. 7A) .
Of the total number of patched septal cells (255 cells), almost all (248) could be classified as one of the four cell types described above (Fig. 2) . Of these classified cells, 31% (79 cells) were fast Cells were recorded in current clamp between Ϫ60 and Ϫ65 mV. Brief current injections (10 -25 pA) were given at a rate of 1 Hz to monitor input resistance. A, Sample current-clamp trace illustrates a response to 500 pulses of blue light delivered at 50 Hz, but not at 8 Hz. Scale bar: 5 mV, 15 s. B, Summary data showing input resistance of the same cells (n ϭ 8) in response to either 50 Hz stimulation (red) or 8 Hz stimulation (blue). Blue bars indicate light stimulation (note that the duration of 8 Hz stimulation is longer). Data were binned (n ϭ 3) for plotting. C, Percentage input-resistance decrease for 50 Hz (16.1%) versus 8 Hz (3.3%). D, Absolute input-resistance decrease for 50 Hz (48.0 M⍀) versus 8 Hz (14.6 M⍀). E, Time to reach minimum input resistance was faster for 50 Hz (14 s) than for 8 Hz (41 s). Ninety-five percent CIs, calculated by bootstrapping of population fits, were nonoverlapping for all three comparisons (C-E). Error bars on the plots over time (B) represent SE, whereas error bars on the summary plots (C-E) represent 5-95% CIs. Significance (*) was defined as nonoverlapping 95% CIs, which are generated by bootstrapping.
firing, 8% (21 cells) were cluster firing, 42% (106 cells) were type 1 slow firing, and 17% (42 cells) were type 2 slow firing (Fig.  7B, left) . We found that the distribution of cell types with IPSCs to light stimulation had an increased representation of fastfiring cells, which constituted nearly half of the GABAergic responses (Fig. 7B, center) . This is in agreement with previous anatomic studies showing that the HS projection preferentially targets septal GABAergic cells (Tó th et al., 1993; Gulyás et al., 2003) . On the other hand, type 1 slow-firing cells were over-represented among cells with the slow response (75%, or 18 of 24 responding cells; Fig. 7B , right). All other cell types were underrepresented, including the type 2 slowfiring cells (only one of which had a slow response). In an analysis of the percentage of each cell type that displayed the different response types (Fig. 7C) , fast-firing cells were the most likely to have GABAergic responses (37% responding, 26 of 73 cells), while type 1 slow-firing cells were the most likely to have slow responses (25% responding, 18 of 71 cells). In total, the distribution of cell types displaying the two response types was very different ( p ϭ 0.0024).
We conclude that the HS projections elicit two types of responses in two independent populations of septal target cells, with the slow response being more prominent after high-frequency (ripple-range) stimulation.
Discussion
Although septal cell types have been extensively classified in juvenile rats (Markram and Segal, 1990; Gorelova and Reiner, 1996; Morris et al., 1999; Sotty et al., 2003) , to our knowledge our work is the first such effort in adult animals (Fig.  2) . In general agreement with previous studies, we observed fast-firing, clusterfiring, and slow-firing neurons, which approximately correspond with chemical classifications of GABAergic, glutamatergic, and cholinergic cell types (Sotty et al., 2003) . Notably, we were unable to clearly identify burst-firing cells, a second type of GABAergic cell previously described (Sotty et al., 2003) , perhaps due to a difference between juvenile and adult physiology. Among the slow-firing cells that we identified, the majority (type 1 slow-firing cells) had the canonical cholinergic waveform (Markram and Segal, 1990; Gorelova and Reiner, 1996; Morris et al., 1999; Sotty et al., 2003) , colabeled with ChAT on post hoc immunostaining (Fig. 2) , and constituted the predominant cell type found with targeted patching in ChAT::Cre transgenic rats. We also observed a second population of slow-firing cells (type 2 slow-firing cells) with a narrower and steeper action potential, which were also found among the virus-expressing cells in the transgenic rats. Cells of both slow-firing patterns are therefore likely to be cholinergic, although our data do not preclude the possibility that a subset may coexpress GAD67, or may alternatively express VGluT, as has previously been shown for slowfiring cells in juvenile rats (Sotty et al., 2003) . The fact that the two populations of slow-firing cells had differing responses to hippocampal inputs (Fig. 7) suggests that they play functionally different roles in the HS circuit.
In accordance with previous anatomic (Tó th et al., 1993) and physiologic (Manseau et al., 2008 ) studies, we find that hippocampal input elicits a GABAergic response (Fig. 3) that is biased toward fast-spiking (putative GABAergic) septal cells (Fig.  7) . Since many septal cells exhibit rebound spiking following hyperpolarization, this GABAergic input may in fact generate rhythmic firing, as previously shown with electrical stimulation of the fornix/fimbria in an innovative in vitro HS preparation (Manseau et al., 2008) . During theta oscillations, therefore, rhythmic GABAergic hippocampal input onto septal cells may synchronize theta-frequency activity, as recently demonstrated with a GABAergic hippocampal projection onto predominantly GABAergic neurons in entorhinal cortex (Melzer et al., 2012) . Within the hippocampus, reciprocal connectivity has been demonstrated between HS cells and inhibitory (oriens-lacunosum moleculare) cells, and was shown to promote synchrony of gamma oscillations (Quilichini et al., 2012) . It is intriguing to speculate that there may be a similar reciprocal loop between HS cells and fast-firing septal cells that may promote theta synchrony, and indeed HS cells receive direct GABAergic inputs from the medial septum (Takács et al., 2008) . During ripples, in contrast, more sustained inhibitory input from hippocampus may contribute to the decreased firing observed in many septal cells (Dragoi et al., 1999) .
In an independent subset of septal cells, HS stimulation elicited a slow hyperpolarization and decrease in input resistance (Fig. 4) . Based on the calculated reversal potential of the response, and its substantial inhibition by a GIRK channel antagonist (Fig. 5 ), the evoked current is likely to be largely mediated by potassium ions. However, it is also likely that there are additional evoked currents contributing to the decrease in input resistance while attenuating the extent of hyperpolarization; these may include chloride currents (as expected in the cells that demonstrated IPSCs) and currents through hyperpolarization-activated voltage-gated ion channels (such as hyperpolarization-activated cyclic nucleotide-gated cation channels or low-threshold calcium channels) that may open as a consequence of GIRK channel activation.
The simplest models to explain the slow response would be either (1) GABA release and activation of GABA receptors on postsynaptic cells or (2) SST release and activation of SSTRs on postsynaptic cells. However, these are both inconsistent with the entirety of our experimental data. The response is not sensitive to GABA(B) receptor blockers, and previous work suggests postsynaptic GABA(B) receptors are mainly active on GABAergic septal neurons (Henderson and Jones, 2005) . Tonic GABA(A) receptor-mediated currents are insensitive to barium, and the reversal potential of the response does not suggest a pure chloride conductance as would be expected with an ionotropic GABA receptor. Additionally, evoked IPSCs and slow responses were seen in independent cell populations (Fig. 7) . Regarding possible direct activation of postsynaptic SSTRs, the slow response was neither inhibited by an SST2AR antagonist nor mimicked by an SST2AR agonist, where SST2AR is the SSTR cell type most abundantly expressed on somata in the adult rat medial septum (Thoss et al., 1995; Fehlmann et al., 2000) . Furthermore, the evoked slow response was predominantly found in slow-firing cells, whereas SST2ARs are expressed on GABAergic neurons (Bassant et al., 2005) . Together, our results suggest that a direct postsynaptic GABA-receptor-mediated or SST2-receptor-mediated current does not underlie the slow response.
Since the simple models described above are inconsistent with our data, we conclude that the mechanism underlying the slow response is more complex, possibly involving circuit elements in addition to the HS fibers and the target septal cells. In support of this, we found that the slow response was profoundly inhibited by the D2 receptor antagonist prochlorperazine (Fig. 5) . Prochlorperazine has also been reported to interact with several other receptor types to a lesser extent (Peroutka and Snyder, 1982; Boublik and Funder, 1984; Hamik and Peroutka, 1989; Lummis and Baker, 1997) . However, our finding that bath application of quinpirole (a D2 agonist) mimicked the slow response in slowfiring cells (Fig. 5) argues in favor of a D2R-mediated effect.
Although D2 receptors have been found in the medial septum (Weiner et al., 1991) , little is known about dopaminergic regulation of septal cholinergic signaling. Intriguingly, systemic in vivo quinpirole administration has been shown to decrease hippocampal acetylcholine release (Day and Fibiger, 1994) , which would be consistent with our findings. The precise mechanistic connection between HS stimulation and D2 receptor activation remains unclear. There are two main hypotheses consistent with all of our pharmacological data (i.e., partial inhibition by barium, nonselective SST-receptor antagonists, and D2-receptor antagonists), which could explain the mechanism underlying the slow response.
In the first model, optogenetic stimulation results in postsynaptic induction of dopamine release, with dopamine then binding D2Rs on target septal cells. Previous histological analysis of the HS projection found that a majority of HS synaptic targets are onto dendritic shafts (Tó th et al., 1993) , which could support this model. Some literature suggests that GABA may potentiate dopamine release through an unknown mechanism (Starr, 1978) , although this would not explain the observed inhibition by SSTR antagonists. SST induction of dopamine release has been demonstrated several times (Chesselet and Reisine, 1983; Hathway et al., 1998; Pallis et al., 2001; Marazioti et al., 2008) , although the mechanisms remain unknown. In the second model, released SST acts via hybrid SSTR/D2R heterooligomers, which have been shown to be pharmacologically distinct from the constituent receptor homodimers (Rocheville et al., 2000; Baragli et al., 2007) . The response of these hybrid receptors to various agonists or antagonists of either variety has not been characterized in detail, but if this receptor hybridization occurs within the medial septum, then this model could in theory also be consistent with all of our pharmacology results.
While the fast, GABAergic septal response to HS input fits well into the existing literature about the circuit, the slow, modulatory septal response has not previously been described. Membrane potential hyperpolarization and decreased input resistance are both expected to lead to a decrease in excitability and thus decreased spike rate. Decreased excitability of septal cholinergic cells would likely lead to decreased cholinergic tone in the hippocampus, attenuating, although not abolishing, hippocampal theta oscillations (Lee et al., 1994; Teles-Grilo Ruivo and Mellor, 2013). Our analysis of the response kinetics (Fig. 6 ) suggests that these changes may occur on a timescale of seconds, although shorter bursts of high-frequency HS activity, as seen physiologically during ripples, may cause briefer, nonsaturating effects. Intriguingly, recent in vivo recordings in awake animals identify a subpopulation of slow-firing, putative cholinergic cells that seem to promote hippocampal theta amplitude on a similarly slow timescale (Zhang et al., 2011) . Therefore, although the hippocampus is capable of dynamically switching back and forth between theta and sharp wave/ripples following changes in animal behavior (Kramis et al., 1975) , our results raise the possibility that the larger HS circuit is also subject to slow modulation, which may bias, although not dictate, the state of the network. Our results also point to an interaction between the HS and dopaminergic projections to the medial septum, and between cholinergic and dopaminergic modulatory systems in the larger circuit.
Our work highlights the flexibility and complexity of neuronal processing. While the fast, GABAergic response was readily evoked at both high and low frequency, the slower, presumptively G-protein-coupled response was much stronger in response to high-frequency stimulation.
In conclusion, we demonstrate that the same projection can mediate two distinct downstream responses, communicated across different timescales and in independent cell populations.
