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Abstract
Given a genus 2 curve C defined over a finite field Fq of odd char-
acteristic such that 2|#Jac(C)(Fq), we study the growth of the 2-adic
valuation of the cardinality of the Jacobian over a tower of quadratic
extensions of Fq. In the cases of simpler regularity, we determine the
exponents of the 2-Sylow subgroup of Jac(C)(F
q2k
).
1 Introduction
We consider Jacobians of genus 2 curves C over a finite field Fq of odd
characteristic p with a hyperelliptic model
C : y2 = f(x), (1)
where f(x) ∈ Fq[x] has degree 5 or 6 and no multiple roots. We assume our
sextic models to have no roots in Fq because models of degree 6 with a root
in Fq are equivalent to degree 5 models.
We are interested in the powers of 2 in the cardinalities #Jac(C)(F
q2k
)
of the Jacobian as k increases. In principle, the minimal degree d such that
2 | #Jac(C)(Fqd) is either 5 when f(x) is an irreducible quintic, or 3 if f(x)
is an irreducible sextic or a product of two irreducible cubics. However, we
make the assumption that already over Fq we have 2 | #Jac(C)(Fq) because
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we are interested in the cardinality after quadratic extensions. Moreover,
our 2-torsion subgroup Jac(C)(Fq)[2] is isomorphic to (Z/2Z)r for some
r = 1, . . . , 4 because we assume p 6= 2. Similarly, we denote the rank of
Jac(C)(F
q2k
)[2] by rk.
Recall that the affine support of (reduced) divisors of order 2 consists
of Weierstrass points which are either Fq-rational, or pairs of conjugates of
points in Fq2 \Fq. Since the x-coordinates of Weierstrass points are roots of
f(x), the 2-rank of the curve can therefore be deduced from the factorization
type of the f(x), and we have:
Fact. type f(x) r0 r1 rk,∀k ≥ 2
[2,3] 1 2 2
[1,4] [2,4] 1 2 4
[1,1,3] 2 2 2
[1,2,2] [2,2,2] 2 4 4
[1,1,1,2] 3 4 4
[1,1,1,1,1] 4 4 4
Table 1: rk vs. factorization types of f(x).
Notice cubic irreducible factors in f(x) imply rk = 2 for k ≥ 1.
Definition 1. We say f(x) ∈ Fq[x] is of inert type if f(x) is a multiple of
a cubic irreducible polynomial over Fq, and of split type if it is not.
In this way, inert factorization types are either [2,3] or [1,1,3], and split
factorization types are [1,4], [1,2,2], [1,1,1,2], [1,1,1,1,1], [2,4] or [2,2,2]. Our
proofs are slightly different for inert or split types.
We set the notation
Nk = #Jac(C)(Fq2k ).
Our first purpose is to determine the difference of 2-adic valuations
v2(Nk+1)− v2(Nk), k ≥ 0.
We start by relating the factorization types of f(x) with the coefficients of
the characteristic polynomial of the Frobenius endomorphism of Jac(C)(Fq).
In Proposition 1 of Section 2 we show this difference is strictly positive for
every k ≥ 0, and that it stabilizes to 2 or 4 if k ≥ 4. These results agree
with Iwasawa Theory [8, Theorem 13.13 and p. 130], which for large enough
k predicts v2(Nk) = λk + ν for 0 ≤ λ ≤ 4 and ν a constant.
In some of these regular cases, we show how the gain in valuation spreads
out in the exponents of the 2-Sylow subgroup Jac(C)(F
q2k
)[2∞]. Namely,
given
Jac(C)(F
q2k
)[2∞] ∼= Z/2nk1Z× Z/2nk2Z× Z/2nk3Z× Z/2nk4Z,
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with nk1 ≥ nk2 ≥ nk3 ≥ nk4 ≥ 0, we obtain the values of nk+1i for i = 1, . . . , 4
(see Proposition 3 in Section 3).
However, from a computational prespective it is interesting to know how
the difference grows also before such a regularity occurs. We devote a large
portion of this paper to the case of low exponents k = 1, 2, 3 (see Section 4).
A comment on our methodology is due. We study the 2-power torsion in
Jac(C)(F
q2
k ) from two different points of view. In Section 2 we use the infor-
mation provided by the 2-valuation of some coefficients of the characteristic
polynomial of Frobenius of Jac(C). On the other hand, sections 3 and 4
require the manipulation of Mumford coordinates of divisors, and lean on
a characterization of a divisor being in the image of the multiplication-by-2
map.
To do this, we identify Jac(C) with the divisor class group Pic0(C), and
we work with Mumford coordinates [u(x), v(x)] of divisors. Recall that u(x)
is a monic polynomial such that u(x) | f(x) − v2(x) and, in genus 2 we
have deg(u(x)) ≤ 2. In [4], a criterion for a divisor D to be of the form
D = 2D′ was given in terms of the Mumford coordinates, and computing
the pre-images D′ explicitly consists in finding the roots of a polynomial
pD(x) ∈ Fq[x] of degree 16 attached to D ∈ Jac(C)(Fq) that depends on the
the degree of f(x) and on the coefficients (and the degree) of u(x), v(x) (see
[3, 5]). We state this in the form of a Lemma.
Lemma 1. For any D ∈ Jac(C)(F
q2k
), there exists a polynomial pD(x) such
that {D′ ∈ Jac(C)(F
q2k
) | 2D′ = D} is obtained from the roots of pD(x) in
F
q2k
.
Proof. pD(x) is given in [3] if deg(f(x)) = 5 and [5] if deg(f(x)) = 6.
We use use pD(x) in the proof of Proposition 3 in Section 3. In Section
4 we use the characterization provided in [4].
2 Information in the characteristic polynomial of
Frobenius
Let φk be the Frobenius endomorphism of Jac(C)(Fq2k ) and let
χk(x) = x
4 − akx3 + bkx2 − q2kakx+ q2k+1 (2)
be the characteristic polynomial of φk. It is well known that the coefficients
of χk(x) satisfy the bounds |ak| ≤ 4q2k−1 and |bk| ≤ 6q2k . More precisely,
by [6, Lemma 3.1] we have
2|ak|q2k−1 − 2q2k ≤ bk ≤ a
2
k
4
+ 2q2
k
.
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On the other hand, since
Nk = χk(1) = (q
2k+1 + 1)− ak(q2k + 1) + bk, (3)
the assumption 2 | #Jac(C)(F
q2k
) clearly implies
v2(bk) ≥ 1 or bk = 0. (4)
Moreover, the coefficients ak, bk satisfy the recurrences (see [2])
ak+1 = a
2
k − 2bk, bk+1 = b2k − 2q2
k
a2k + 2q
2k+1 . (5)
From these, we immediately have
Nk+1 = Nk
(
(q2
k+1
+ 1) + ak(q
2k + 1) + bk
)
, ∀k ≥ 0. (6)
Hence we have identified the 2-adic valuations responsible for the next car-
dinality Nk+1, namely
νk = v2(Nk), νk = v2((q
2k+1 + 1) + ak(q
2k + 1) + bk).
Indeed, from (6) immediately
νk+1 = νk + νk. (7)
Moreover, by substituting ak and bk from (5) in (6), we obtain:
Nk+1 = Nk
(
(ak−1(q2
k−1 − 1))2 + (q2k + 1− bk−1)2
)
, ∀k ≥ 1. (8)
Lemma 2. Let χk(x) = x
4−akx3+bkx2−q2kakx+q2k+1 be the characteristic
polynomial of the Frobenius endomorphism of Jac(C)(F
q2k
).
i) If νk 6= v2(ak(q2k + 1)) + 1, then νk = min{νk, v2(ak(q2k + 1)) + 1}.
ii) If νk = v2(ak(q
2k + 1)) + 1, then νk ≥ νk + 1.
Proof. Clearly
(q2
k+1
+1)+ak(q
2k +1)+bk =
(
(q2
k+1
+1)−ak(q2k +1)+bk
)
+2 ·ak(q2k +1).
Hence
νk = min{νk, v2(ak(q2k + 1)) + 1}
if νk 6= v2(ak(q2k + 1)) + 1. Otherwise, νk ≥ νk + 1.
From (7) and Lemma 2 we immediately obtain the strict growth.
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Corollary 1. The 2-adic valuation above satisfies
νk < νk+1, ∀k ≥ 0.
We now identify the coefficients of Frobenius involved in our increment.
Proposition 1. Let C be a curve and let χk(x) be the characteristic poly-
nomial of Frobenius of Jac(C)(F
q2k
).
i) If v2(a0) = 0, then
νk+1 = νk + 2, ∀k ≥ 2,
ii) If v2(a0) ≥ 1 or a0 = 0, then
νk+1 = νk + 4, ∀k ≥ 3,
Proof. If v2(a0) = 0, then v2(a1) = v2(a
2
0 − 2b0) = 0. By (5), v2(ak) =
0,∀k ≥ 2. Since v2(q2k + 1) = 1, ∀k ≥ 1, we know that v2(ak(q2k + 1)) +
1 = 2,∀k ≥ 1. Therefore νk+1 ≥ νk + min{νk, 2} by Lemma 2. But also
νk > 2,∀k ≥ 2 by Corollary 1, so we can assure νk+1 = νk + 2,∀k ≥ 2.
If v2(a0) ≥ 1 or a0 = 0, since also v2(b0) ≥ 1 or b0 = 0 by (4), we obtain
v2(a1) ≥ 2, v2(b1) = 1 and v2(a1(q2 + 1)) + 1 ≥ 4 from (5). Since v2(bk) =
1,∀k ≥ 1, then v2(ak) = 2 and v2(ak(q2k +1))+1 = 4,∀k ≥ 2. By Corollary
1, νk > 4,∀k ≥ 3, so by Lemma 2 we can assure νk+1 = νk + 4,∀k ≥ 3.
Remark 1. If v2(a0) ≥ 1 and ν0 ≥ 2, then νk+1 = νk + 4, ∀k ≥ 2.
For exponents k ≤ 3 we need a bit more. Indeed, for k ≥ 1 (8) implies
νk = v2
(
(ak−1(q2
k−1 − 1))2 + (q2k + 1− bk−1)2
)
, ∀k ≥ 1. (9)
We now restate (9) in form of an equivalent Lemma. Let
Ak = v2(ak−1(q2
k−1 − 1)) and Bk = v2(q2k + 1− bk−1). (10)
Lemma 3. Let Ak, Bk, as above. For k ≥ 1, we have
i) If Ak 6= Bk, then νk = 2 min{Ak, Bk}.
ii) If Ak = Bk, then νk = 2Ak + 1.
We now define
tk = v2(q
2k−1 − 1).
Note that t2 ≥ 3 and tk ≥ k + 1 for k ≥ 2.
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Corollary 2. Let Ak, Bk as above. For k ≥ 2,
Ak = tk + v2(a
2
k−2 − 2bk−2),
Bk = v2((q
2k−1 − 1)2 + b2k−2 + 2a2k−2q2
k−2
).
Moreover, νk ≤ 4tk + 3, and νk is even unless v2(bk−2) = v2(ak−2) = tk.
Proof. The expressions in ak−2 and bk−2 follow from the recurrences (5).
Note that Ak = v2(ak−1(q2
k−1−1)) = tk+v2(ak−1). Hence, if v2(bk−2) 6= tk,
then
Bk = min{2tk, 2v2(bk−2), 2v2(ak−2) + 1} (11)
since the first two terms in (q2
k−1 − 1)2 − b2k−2 + 2qa2k−2 have distinct even
valuations and the third term has odd valuation. Otherwise v2(bk−2) = tk
implies v2((q
2k−1 − 1)2 − b2k−2) ≥ 2tk + 3. The remaining claims follow from
the following possibilities.
• Assume v2(bk−2) 6= tk.
– If v2(ak−1) < v2(bk−2) + 1 then 2v2(ak−2) = v2(ak−1). Therefore
from (11) we obtain Bk ≤ 2v2(ak−2) + 1 and we have Ak =
tk + 2v2(ak−2). Hence Bk < Ak and νk = 2Bk ≤ 4tk.
– If v2(ak−1) > v2(bk−2) + 1, then 2v2(ak−2) = v2(bk−2) + 1. Hence
we can take Bk ≤ v2(bk−2)+2 and we have Ak > tk+v2(bk−2)+1.
We then obtain Bk < Ak and νk = 2Bk ≤ 4tk.
– Otherwise v2(ak−1) = v2(bk−2) + 1. If v2(bk−2) < tk, then Ak =
tk + v2(bk−2) + 1 and Bk ≤ 2v2(bk−2) < tk + v2(bk−2), so Bk <
AK . Otherwise, v2(bk−2) > tk yields Ak = tk + v2(bk−2) + 1 and
Bk ≤ 2tk < tk + v2(bk−2), so Bk < Ak. Hence νk = 2Bk ≤ 4tk.
• Otherwise, let v2(bk−2) = tk.
– If v2(ak−2) < tk then v2(2q2
k−2
a2k−2) < 2tk−1, soBk = 2v2(ak−2)+
1. On the other hand, either v2(ak−1) = min{2v2(ak−2), tk + 1}
or v2(ak−1) ≥ tk + 2, so Ak = tk + 2v2(ak−1) or Ak ≥ 2tk + 1
(only if v2(ak−1) > tk/2). Since tk ≥ 3, then Ak > Bk and we
have νk = 2Bk ≤ 4tk.
– If v2(ak−2) > tk, then Ak = 2tk+1, and we have v2(2q2
k−2
a2k−2) ≥
2tk + 3, hence Bk ≥ 2tk + 3 > Ak. Hence νk = 2Ak = 4tk + 2.
– Finally, let v2(ak−2) = tk. ThenAk = 2tk+1, and v2(2q2
k−2
a2k−2) =
2tk + 1 = Bk. Since Bk = Ak, we have νk = 4tk + 3.
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3 General results on increment and exponents
We say a divisor D ∈ Jac(C)(F
q2k
) has a bisection if there exists D′ ∈
Jac(C)(F
q2k
) such that 2D′ = D. Our first result in this Section describes
the situation for which every divisor has a bisection “a quadratic extension
away”.
Proposition 2. Let C be a curve such that rk+1 = rk. If D ∈ Jac(C)(Fq2k )
has no bisections, then D has at least one bisection over F
q2k+1
.
Proof. Consider the case rk = 4. Let θi be the roots of f(x) and D =
[u(x), v(x)] ∈ Jac(C)(F
q2k
). From [4] we know D has a bisection if and only
if u(θi) is a square in Fq2k , ∀i. But all the u(θi) are squares in Fq2k+1 . Thus
D has a bisection over F
q2k+1
. When rk = 2, the claim follows similarly.
In our next proposition we use the polynomial pD(x) introduced in
Lemma 1.
Proposition 3. Let C be a genus 2 curve over F
q2
k whose Jacobian has a
non-trivial 2-Sylow subgroup isomorphic to Z/2nk1Z × Z/2nk2Z × Z/2nk3Z ×
Z/2nk4Z, with nk1 ≥ nk2 ≥ nk3 ≥ nk4 ≥ 0.
i) If the type of f(x) is inert, then νk+1 = νk + 2 and
(nk+11 , n
k+1
2 ) = (n
k
1 + 1, n
k
2 + 1), ∀k ≥ 2.
ii) If the type of f(x) is split, then νk+1 = νk + 4 and
(nk+11 , n
k+1
2 , n
k+1
3 , n
k+1
4 ) = (n
k
1 + 1, n
k
2 + 1, n
k
3 + 1, n
k
4 + 1), ∀k ≥ 3.
Proof. By Proposition 2, all D ∈ Jac(C)(F
q2k
)[2∞] have a bisection over F
q2k
when rk = 4, and by Proposition 1 we know that, after a certain number of
quadratic extensions, the valuation νk+1 increases by 2 or 4, depending on
the value of a0.
If the type of f(x) is split, then the rank of Jac(C)(Fq)[2] is 4 af-
ter at most 2 quadratic extensions. As a consequence, the exponents of
Jac(C)(F
q2k
)[2∞], with k ≥ 2, must be (nk1, nk2, nk3, nk4), nk4 > 0. Since every
divisor has a bisection over F
q2k+1
, the only option is that νk+1 = νk + 4 for
k ≥ 3. Therefore each exponent increases exactly by 1, proving ii).
If the type of f(x) is inert, then the rank of Jac(C)(Fq)[2] after one
quadratic extension is 2, and the exponents of Jac(C)(F
q2k
)[2∞] are (nk1, nk2).
Over a cubic extension, the rank of Jac(C)(F
q2k·3)[2] becomes 4. From [3,
Theorem 2], we know that the only possible factorization of the polynomial
pD(x) for a divisor D which does not have bisection is [2,2,6,6]. The fac-
torization of pD(x) over this cubic extension becomes [2, . . . , 2]. Therefore
Jac(C)(F
q2k·3)[2
∞] has exponents (nk1, nk2, nk3, nk4), with nk4 > 0.
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Over a second quadratic extension, the exponents of the new 2-Sylow
subgroup Jac(C)(F
q3·2k+1 )[2
∞] must be (nk1 + 1, nk2 + 1, nk3 + 1, nk4 + 1), be-
cause by ii) each level increases exactly by 1. Hence, our 2-Sylow sub-
group Jac(C)(F
q2k+1
)[2∞] must have exponents (nk1+1, nk2+1), and therefore
νk+1 = νk + 2, proving i).
Corollary 3. Let C be a curve with χk(x) as in (2).
i) If the type of f(x) is inert, then v2(a0) = 0.
ii) If the type of f(x) is split, then either v2(a0) ≥ 1 or a0 = 0.
Proof. Immediate from Proposition 3 and Corollary 1.
In Table 2 below we collect the information about the 2-adic valuation
of a0 and b0 we deduce from ν0 in (3) and the factorization type of f(x).
f(x) type ν0 a0 (mod 2) b0 (mod 4)
inert , q ≡ 1 (mod 4) 1 1 2
inert , q ≡ 3 (mod 4) 1 1 0
inert, q ≡ 1 (mod 4) ≥ 2 1 0
inert, q ≡ 3 (mod 4) ≥ 2 1 2
split 1 0 0
split ≥ 2 0 2
Table 2: 2-adic data on a0 and b0
The information in Table 2 might be useful in the initial steps of the
genus 2 versions of the SEA algorithm for point counting [1].
4 The case of low exponents k = 1, 2, 3
With the previous results, we now study the increment of the 2-adic valua-
tion νk for k = 1, 2, 3 in terms of q, ν0 and the 2-adic valuation of a0. We
treat split and inert types separately.
Inert types
Inert types satisfy v2(a0) = 0 by Corollary 3, hence v2(ak) = 0∀k by (5).
Therefore the valuation v2(a0(q+ 1)) is exactly 1 if q ≡ 1 (mod 4), and ≥ 2
if q ≡ 3 (mod 4), while v2(ak(q2k + 1)) = 1,∀k ≥ 1.
With this and Lemma 2 the values of ν1 and ν2 follow. These are shown
in Tables 3 and 4 below, where only two entries need further justification.
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f(x) inert ν0 ν1 ν2
r0 = 1 1 2
(1)[6, 2t1 + 3]
r0 = 1, 2 2 ≥ 5 ν1 + 2
≥ 3 ν0 + 2 ν1 + 2
Table 3: Valuations ν1, ν2 when a0 6= 0, v2(a0) = 0 and q ≡ 1 (mod 4).
f(x) inert ν0 ν1 ν2
r0 = 1 1 2
(2)5
r0 = 1, 2 2 4 6
[3, t2 − 1] 2ν0 ν1 + 2
t2 ≥ 2ν0 + 1 ν1 + 2
≥ t2 + 1 ν0 + t2 ν1 + 2
Table 4: Valuations ν1, ν2 when a0 6= 0, v2(a0) = 0 and q ≡ 3 (mod 4).
(1) Here A1 = v2(a0(q − 1)) = t1 ≥ 2. Since ν0 = v2((q2 + 1) − a0(q +
1) + b0) = 1, then v2(b0) ≥ 2, and then B1 ≥ 2. By Lemma 3 we have
4 ≤ ν1 ≤ 2A1 + 1 = 2t1 + 1 (which is even unless the upper bound is
reached, when B1 = t1).
(2) Here A1 = 1. Since ν0 = v2((q
2 + 1)− a0(q+ 1) + b0) = 1, it turns out
that v2(b0) ≥ 2, soB1 = v2(q2+1−b0) = 1. Hence ν2 = ν1+2A1+1 = 5
by Lemma 3.
Example 1. Consider the curves
C1 : y
2 = x5 + 42x3 + 127x2 + 82x+ 18,
C2 : y
2 = x5 + 51x3 + 4x2 + 78x+ 26,
both defined over Fq with q = 131 ≡ 3 (mod 4) and t2 = 3. Their fac-
torization types are [1,1,3], so the 1st rank is r0 = 2. The values of ν1, ν2
are:
f(x) ν0 ν1 ν2
C1 [1,1,3] 3 7 9
C2 [1,1,3] 3 17 19
Split types
Split types satisfy v2(a0) ≥ 1 or a0 = 0 by Corollary 3. Therefore, if a0 6= 0
the valuation v2(a0(q + 1)) is ≥ 2 if q ≡ 1 (mod 4) and ≥ 3 if q ≡ 3
(mod 4), while a0 = 0 implies ν1 = 2 · ν0 because then N1 = N20 . In any
case v2(bk) = 1,∀k ≥ 1 by (5). Introducing ν0 we deduce more rules.
9
• By (3), ν0 > 1 if and only if v2(b0) = 1.
– If a0 = 0 or v2(a0) > 1, then v2(a1) = 2 and v2(a1(q
2 + 1)) = 3.
– If v2(a0) = 1, then v2(a1) ≥ 3, and therefore v2(a1(q2 + 1)) ≥ 4.
• By (3), ν0 = 1 if and only if v2(b0) ≥ 2 or b0 = 0, which also implies
r0 = 1. Therefore, independently of the value of a0, v2(a1) ≥ 2 by (5).
Since in all cases v2(a1) ≥ 2, we obtain v2(a2) = 2 by (5).
Now ν1, ν2, ν3 follow by Lemma 2. These are shown in Tables 5 and 6.
f(x) split ν0 ν1 ν2 ν3
r0 = 1 1 2 4
(1)[10, 4t2 + 7]
r0 = 1, 2 2 4
(2) ≥ 8 ν2 + 4
r0 = 1, 2, 3 ≥ 3 (3) ≥ ν0 + s (4)[ν1 + 4, ν1 + 2t1 + 3] ν2 + 4
r0 = 4 ≥ 4 ≥ ν0 + 4 ν1 + 4 ν2 + 4
Table 5: Valuations ν1, ν2, ν3 when a0 6= 0, v2(a0) ≥ 1.
f(x) split ν0 ν1 ν2 ν3
r0 = 1 1 2 4
(5)[12, 4t2 + 6]
r0 = 1, 2 2 4
(6) ≥ 10 ν2 + 4
r0 = 1, 2, 3, 4 ≥ 3 2 · ν0 ν1 + 4 ν2 + 4
Table 6: Valuations ν1, ν2, ν3 when a0 = 0.
(1) Notice A2 = v2(a1(q
2 − 1)) ≥ 5. Since ν1 = v2((q4 + 1)− a1(q2 + 1) +
b1) = 2, we have v2(q
4 + 1 + b1) = 2. Then B2 = v2(q
4 + 1− b1) ≥ 3,
hence ν3 ≥ 10 by Lemma 3. By Corollary 2, ν2 ≤ 4t2+3 is even unless
v2(a0) = v2(b0) = t2, in which case the upper bound is attained.
(2) Since ν0 = ν0 = 2, then v2(a0(q+ 1)) ≥ 3 and v2(q2 + 1 + b0) = 2, and
we have that B1 ≥ 3. On the other hand, A1 = t1 + v2(a0) ≥ 2. Then
ν1 ≥ 4 and ν1 6= 5 since the case A1 = B1 = 2 is excluded.
(3) By Lemma 2,
s =

3 if q ≡ 1 (mod 4),
3 if q ≡ 3 (mod 4) and ν0 = 3 (in which case ν1 = ν0 + s = 6),
4 otherwise.
(4) We have v2(b0) = 1, A1 = v2(a0) + t1, B1 = v2(q
2 + 1− b0) = v2(N0 +
a0(q + 1)− 2b0). If v2(a0) > 1, then A1 > 2, B1 = 2, and by Lemma 3
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the lower bound is ν1 = 2B1 = 4. If v2(a0) = 1, then A1 = t1 + 1, so
the upper bound is achieved when A1 = B1. Therefore ν1 = 2A1+1 =
2t1 + 3 and all other values of ν1 are even.
(5) Here we have A2 = v2(a1) + t2 = v2(b0) + t2 + 1 and B2 = v2(q
4 + 1−
b1) = v2((q
2 − 1)2 − b20). Since v2(b0) ≥ 2 then A2 ≥ 6 and B2 ≥ 4.
Therefore ν2 ≥ 8 by Lemma 3. Hence a lower bound of ν3 is 12.
From Corollary 2, ν2 ≤ 4t2 + 3 is even unless v2(a0) = v2(b0) = t2.
Since a0 = 0, then v2(a0) 6= t2, so ν2 ≤ 4t2 + 2.
(6) It can be easily seen that B1 = v2(q
2 + 1− b0) ≥ 3. Since a0 = 0, then
A1 6= B1, so ν1 ≥ 6 and even by Lemma 3.
Example 2. Consider the curves
C3 : y
2 = x5 + 136x3 + 80x2 + 32x+ 61,
C4 : y
2 = x5 + 53x3 + 83x2 + 6x+ 67,
C5 : y
2 = x5 + 9x3 + 86x2 + 136x+ 56,
defined over Fq with q = 137 ≡ 1 (mod 4), t1 = 3 and t2 = 4. Their
factorization types are [1,4], so r0 = 1. The values of νk and a0 are:
f(x) a0 ν0 ν1 ν2 ν3
C3 [1,4] 0 1 2 4 12
C4 [1,4] 0 1 2 4 16
C5 [1,4] 6= 0 5 8 14 18
Example 3. Consider the curves
C6 : y
2 = x5 + 36x3 + 49x2 + 72x+ 7,
C7 : y
2 = x5 + 78x3 + 110x2 + 93x+ 17,
both defined over Fq with q = 131 ≡ 3 (mod 4) and t1 = 1. Their factor-
ization type is [1,1,1,2], so r0 = 3, and a0 6= 0. The values of νk are:
f(x) ν0 ν1 ν2 ν3
C6 [1,1,1,2] 4 8 12 16
C7 [1,1,1,2] 4 9 14 18
4.1 Variation of some 2-Sylow exponents for k = 1, 2, 3
We now study the exponents of the 2-Sylow subgroup of Jac(C)(F
q2k
)[2∞]
when k ≤ 3 in some cases. We are going to use the ideas in [4], which give
a characterisation for a divisor D = [u(x), v(x)] ∈ Jac(C)(Fq) to have bisec-
tions in Jac(C)(Fq) in terms of
∏d
i=1 u(θi) being a square for all irreducible
factors h(x) =
∏d
i=1(x− θi) of f(x).
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Lemma 4. Let f(x) be an inert type [2,3] over Fq whose quadratic irre-
ducible factor g(x) splits as g(x) = (x− b)(x− bq) in Fq2 [x] and whose cubic
splits as h(x) =
∏3
i=1(x− θi) in Fq3 [x]. Then
i) The divisor [g(x), 0] has bisections in Jac(C)(Fq) if and only if both
h(b)h(bq) and
∏3
i=1 g(θi) are squares in Fq.
ii) If q ≡ 1 (mod 4) then neither of the divisors [x − b, 0] and [x − bq, 0]
have bisections in Jac(C)(Fq2).
iii) If q ≡ 3 (mod 4), the divisor [x− b, 0] (resp. [x− bq, 0]) has bisections
in Jac(C)(Fq2) if and only if h(b) (resp. h(bq)) is a square in Fq2.
Proof. Claim i) follows from [4, Theorem 4.7]. Claims ii) and iii) can be
derived from [4, Proposition 3.3] taking into account that b−bq is a quadratic
residue in Fq2 if and only if q ≡ 3 (mod 4).
Lemma 5. Let f(x) be a split type [1,4] over Fq with f(x) = (x − a)s(x).
Let s(x) = g(x)gq(x) in Fq2 [x] with g(x) irreducible of degree 2 and s(x) =∏3
i=0(x− bq
i
) in Fq4 [x].
i) The divisor [x − a, 0] has bisections in Jac(C)(Fq) if and only if s(a)
is a square in Fq.
ii) The divisor [g(x), 0] has bisections in Jac(C)(Fq2) if and only if g(a)
is a square in Fq2.
iii) The divisor [x− b, 0] has bisections in Jac(C)(Fq4) if and only if b− a
and b− bqi, i = 1, 2, 3 are all squares in Fq4.
Proof. Claim i) can be deduced from [4, Proposition 3.3]. Claim ii) follows
from [4, Theorem 4.7] taking into account that gq(b)gq(bq
2
) is square in Fq2 .
Claim iii) follows from [4, Theorem 3.1]
Definition 2. For any divisor W ∈ Jac(C)(F
q2k
), we define the branch of
W as
B∞W (Fq2k ) = {D ∈ Jac(C)(Fq2k ) | 2tD = W for some t ∈ N}.
For D ∈ Jac(C(F
q2k
)), we call the smallest natural number r such that
2rD = 0 the level of D (that is to say, D has order exactly 2r). For a given
level r > 0, and a given divisor W of level s, we let
BrW (Fq2k ) = {D ∈ Jac(C)(Fq2k ) | 2r−sD = W}.
Note that B∞O (Fq2k ) = Jac(C)(Fq2k )[2∞] and, by letting the set of non-
trivial 2-torsion divisors be W = {[x − b, 0], [x − bq, 0], [g(x), 0]}, it is clear
that we have a partition
BrO(Fq2k ) =
⋃
W∈W
BrW (Fq2k ) ∪ {O}.
12
Lemma 6. Let f(x) be an inert type [2,3] over Fq whose quadratic factor
g(x) splits as g(x) = (x−b)(x−bq) over Fq2. Assume there are no divisors of
order 4 in Jac(C)(Fq2), that k ≥ 2 and that there is a nonzero divisor Db ∈
B∞[x−b,0](Fq2k ) of some level r ≥ 1. Then every divisor D¯ ∈ Br[g(x),0](Fq2k ) is
of the form D¯ = D +Dq with D ∈ Br[x−b,0](Fq2k ) or D ∈ Br[x−bq ,0](Fq2k ).
Proof. We argue by counting divisors in branches of the 2-Sylow tree. With
our assumptions, group theory implies
#Br[x−b,0](Fq2k ) = #Br[x−bq ,0](Fq2k ) = #Br[g(x),0](Fq2k ).
We first determine in how many ways one can obtain the same divisor with
an expression of the form D +Dq. For this, consider the endomorphism
ϕ : Jac(C)(F
q2k
) → Jac(C)(F
q2k
)
D 7→ D +Dq.
Since Br[x−b,0](Fq2k )σ = Br[x−bq ,0](Fq2k ) and Br[x−bq ,0](Fq2k )σ = Br[x−b,0](Fq2k ),
we have ϕ
(
Br[x−b,0](Fq2k )∪Br[x−bq ,0](Fq2k )
)
⊂ Br[g(x),0](Fq2k ). We now consider
two distinct divisors D and D′ in BrO(Fq2k ) such that
D +Dq = D′ +D′q.
Let D1 = D
′ −D 6= 0, then 2rD1 = 0 and D′ +D′q = D +D1 +Dq +D1q,
so we must have D1 + D1
q = 0. This implies Dσ1 = −D1, and we have two
cases to consider:
• If D1 has order 2, then Dσ1 = D1, i.e. D1 ∈ Jac(C)(Fq). Due to the
group structure, this implies D1 = [g(x), 0].
• If D1 has order 4 or higher, then (Dσ1 )σ = D1, i.e. D1 ∈ Jac(C)(Fq2).
However, there are no divisors of order greater than 2 in Jac(C)(Fq2),
so this case cannot occur.
Hence ker(ϕ) = 〈[g(x), 0]〉, so for any divisor D ∈ im(φ) there are two
different possibilities to write it as a sum of conjugates:
D +Dq and D + [g(x), 0] + (D + [g(x), 0])q.
Since D and D + [g(x), 0] are in the same branch when r > 1, this shows
ϕ(Br[x−b,0](Fq2k )) ∩ ϕ(Br[x−bq ,0](Fq2k )) = ∅.
Furthermore, since the three branches are of the same size and the kernel of
ϕ has order 2, then
ϕ
(
Br[x−b,0](Fq2k ) ∪ Br[x−bq ,0](Fq2k )
)
= Br[g(x),0](Fq2k ).
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Lemma 7. Let f(x) = (x−a)s(x) be a split type [1,4] over Fq whose quartic
factor splits as s(x) = g(x)gq(x) over Fq2 and s(x) =
∏3
i=0(x − bq
i
) over
Fq4. Assume there are no divisors of order 4 in Jac(C)(Fq2).
i) Assume that k ≥ 2 and that there is a nonzero divisor Dc ∈ B∞[g(x),0](Fq2k )
of some level r ≥ 1. Then every D¯ ∈ Br[(x−a),0](Fq2k ) is of the form
D¯ = D +Dq, for some D ∈ Br[g(x),0](Fq2k ) or D ∈ Br[gq(x),0](Fq2k ).
ii) Assume that k ≥ 3 and that there is a nonzero divisor Db ∈ B∞[x−b,0](Fq2k )
of some level r ≥ 1. Then every D¯ ∈ Br[(g(x)),0](Fq2k )∪Br[(gq(x)),0](Fq2k )
is of the form D¯ = D+Dq
2
for some D ∈ B∞[x−b,0](Fq2k )∪B∞[x−bq ,0](Fq2k )∪
B∞
[x−bq2 ,0](Fq2k ) ∪ B
∞
[x−bq3 ,0](Fq2k ).
Proof. The proof is analogous to that of Lemma 6.
The next propositions show the variation of the exponents of the 2-
Sylow subgroup Jac(C)[2∞](F
q2k
) when the initial subgroup (k = 0) is a
cyclic group of order 2 or 4 but not bigger. In our notation this corresponds
to
r0 = 1 and ν0 = 1, 2.
From now on, we denote
Sk = exponents of (Jac(C)(Fq2k )[2
∞]).
Inert types
In the following Proposition we show the values of the 2-Sylow structure for
inert types [2,3]. Since r0 = 1, these curves have f(x) = g(x)h(x) over Fq[x],
whose quadratic factor g(x) = (x− b)(x− bq) over Fq2 .
Proposition 4. The variation of the exponents of Jac(C)(F
q2k
)[2∞] for
k = 1, 2 and inert types [2,3] is shown in Tables 7 and 8.
S0 S1 ν2 S2
(1) (1, 1) 0 (mod 2) (n, n), n = ν2/2
(1) (1, 1) 2t1 + 3 (n+ 1, n), n = (ν2 − 1)/2
(2) (ν1 − 1, 1) ν1 + 2 (ν1, 2)
Table 7: Variation of 2-Sylow exponents for inert types, q ≡ 1 (mod 4)
Proof. From Table 1 we know that if r0 = 1, then r1 = 2. Since for all cases
ν0 = 1 implies ν1 = 2 by Tables 3 and 4, clearly S0 = (1) implies S1 = (1, 1)
in both cases.
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S0 S1 S2
(1) (1,1) (3,2)
(2) (2,2) (3,3)
Table 8: Variation of 2-Sylow exponents inert types, q ≡ 3 (mod 4)
Assume S0 = (1). In order to find the value of S2 when q ≡ 1 (mod 4),
let’s consider a divisor D = [u(x), v(x)] in Jac(C)(Fq4) such that 2n−1D =
[x−b, 0]. By Lemma 6, every divisor D¯ such that 2n−1D¯ = [g(x), 0] is of the
form D¯ = D+Dq with D in the branch of [x− b, 0] or [x− bq, 0]. Moreover,
for our purpose we assume D does not have a bisection (hence clearly Dq
has no bisection either). By [4, Thm 4.7], the fact that D has no bisection
is equivalent to two of the values in
{u(b), u(bq),
3∏
i=1
u(θi)} (12)
not being squares in Fq4 . Now, if we take the dereduced representative of D¯
(see [4] for more details on this) we have
f(x)− (k(x)u¯(x) + v¯(x))2
u¯(x)
= u(x)uq(x). (13)
Assume u(b) is a square in Fq4 and u(bq) is not. Then, by substitution in
(13) it turns out that u¯(b) cannot be a square. Hence, D¯ does not have
a bisection and thus S2 = (n, n). The same argument works when u(b
q)
is the square in (12). Otherwise, assume the square in (12) is
∏3
i=1 u(θi).
Since neither uq(b) nor uq(bq) are quadratic residues, we deduce u¯(b), u¯(bq)
and
∏3
i=1 u¯(θi) are squares from (13). Therefore D¯ has a bisection over Fq4 :
there exists D¯ = [u¯(x), v¯(x)] ∈ Jac(C)(Fq4) such that 2D¯ = D¯ = D + Dq.
Hence,
u¯(x)2 = u(x)uq(x). (14)
Since u(b) and uq(b) are non squares in Fq4 , u(b)uq(b) = uq+1(b) is a square
in Fq4 . However it cannot be a 4-th power in Fq4 because q+1 ≡ 2 (mod 4).
This implies u¯(b) can not be a square by (14). Therefore D¯ has no bisections
over Fq4 and D admits one and at most one extra bisection over Fq4 . Hence
S2 = (n+ 1, n).
Assume now S0 = (2). Over Fq2 the divisor [g(x), 0] of order 2 splits
yielding [x − b, 0], [x − bq, 0]. If q ≡ 1 (mod 4) then neither of these have
further bisections by ii) of Lemma 4, and the value of S1 follows. If q ≡ 3
(mod 4), then h(b)h(bq) is a square of Fq by i) of Lemma 4. But this is
equivalent to both h(b), h(bq) being squares of Fq2 . Therefore iii) of Lemma
4 implies both divisors have a bisection over Fq2 . Since ν1 = 4 from Table 4,
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then S1 = (2, 2). The values of S2 in this same row in Tables 7 and 8 follow
from Proposition 2 and Table 4.
Split types
In the following Proposition we show the values of the 2-Sylow structure for
split types [1,4]. Since r0 = 1, these curves have f(x) = (x − a)s(x) with
s(x) ∈ Fq[x] irreducible over Fq, with factorization g(x) = g(x)gq(x) over
Fq2 and s(x) =
∏3
i=0(x− bq
i
) over Fq4 . We assume g(x) = (x− b)(x− bq2).
Proposition 5. The variation of the exponents of Jac(C)(F
q2k
)[2∞] for split
types and k = 1, 2, 3 is shown in Tables 9 and 10.
S0 S2 ν3 S3
0 (mod 4) (n, n, n, n), n = ν3/4
(1) (1,1,1,1) 2 (mod 4) (n+ 1, n+ 1, n, n), n = (ν3 − 2)/4 ≥ 2
4t2 + 7
† (n+ 1, n+ 1, n+ 1, n), n = (ν3 − 3)/4 ≥ 2
Table 9: Variation of 2-Sylow exponents for split types, ν0 = 1.
S0 S1 ν2 S2
8† (3, 2, 2, 1)
(2) (2,2) 0 (mod 2) (n, n, 1, 1), n = (ν2 − 2)/2 ≥ 4
1 (mod 2)† (n+ 1, n, 1, 1), n = (ν2 − 3)/2 ≥ 4
Table 10: Variation of 2-Sylow exponents for split types, ν0 = 2.
Proof. For split types, r0 = 1 implies r1 = 2 and r2 = 4 by Table 1. Re-
garding Table 9, ν0 = 1 implies ν1 = 2 and ν2 = 4 by Tables 5 and 6. Hence
S0 = (1) implies S1 = (1, 1) and S2 = (1, 1, 1, 1). Consider now a divisor
D = [u(x), v(x)] in Fq8 with no bisection and such that 2n−1D = [x− b, 0].
By [4, Thm 4.7], this is equivalent to a nonzero even number of the values
in {u(a), u(b), u(bq), u(bq2), u(bq3)} not being squares in Fq8 . Clearly, the
conjugates Dq
i
= [uq
i
(x), vq
i
(x)] do not have further bisections either and
they satisfy
2n−1Dq
i
= [x− bqi , 0],
2n−1(Dq
i
+Dq
j
) = [(x− bqi)(x− bqj ), 0], i, j = 0, . . . , 3, i 6= j,
2n−1(D +Dq +Dq
2
+Dq
3
) = [x− a, 0],
2n−1(D +Dq +Dq
2
) = [(x− a)(x− bq3), 0],
†Only when a0 6= 0.
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and so on. We have to find out if some sum of the conjugates D,Dq, Dq
2
, Dq
3
has a further bisection.
• Assume u(a) is a non-square in Fq8 . Then there are 1 or 3 non-squares
in {u(b), u(bq), u(bq2), u(bq3)}. By ii) of Lemma 7, every divisor D¯
such that 2n−1D¯ = [g(x), 0] is of the form D¯ = D + Dq2 with D in
some branch [x− bqi , 0]. We can find an appropriate bqj such that the
evaluation of the first coordinate of D¯ at bq
j
is a non square of Fq8 . For
example assume there is just 1 non-square and that it is u(b). Then
uq
2
(b) = (u(bq
2
))q
2
is the conjugate of a square, hence a square. Now,
from the dereduced identity
f(x)− (k(x)u¯(x) + v¯(x))2
u¯(x)
= u(x)uq
2
(x) (15)
we deduce u¯(b) and u¯(bq
2
) are the non squares. Hence D¯ does not have
a bisection. The same argument works for the branch of [gq(x), 0].
Consider now a divisor D′ such that 2n−1D′ = [(x − a), 0]. By i) of
Lemma 7, D′ = D¯+ D¯q, with D¯ in the branch of [g(x), 0] or [gq(x), 0].
Assuming, as above, that u¯(bq) is a square and u¯(b) is not, we derive
u′(b) is not a square from the dereduced identity (13). Therefore, D′
does not have a bisection. The previous cases rule out the possible
bisections of D¯ in the remaining branches of [(x− bqi)(x− bqi+1), 0] or
[(x− a)(x− bqi), 0] by contradiction. Hence S3 = (n, n, n, n).
• Assume u(a) is a square in Fq8 . Then there are 2 or 4 non-squares in
{u(b), u(bq), u(bq2), u(bq3)}. Assume first there are just 2 non-squares.
Since conjugation (by q and also by q2) respects both squares and non-
squares, we can assume the non-squares are u(b), u(bq
2
). Then, every
divisor D¯ = D + Dq
2
such that 2n−1D¯ = [g(x), 0] has a bisection by
evaluating (15) at any conjugate of b. Similarly, every D′ = D¯ + D¯q
has a bisection which has no successive bisections by ii) of Lemma 7.
Hence S3 = (n+ 1, n+ 1, n, n).
Finally, assume none of u(bq
i
) is a square. Then the sums D¯ of 2
conjugates of D do have a bisection D¯. Again by ii) of Lemma 7
no D¯ has a further bisection. Besides, every D′ = D¯ + D¯q such that
2n−1D¯ = [x−a, 0] has a bisection, but does not have a further bisection.
Hence S3 = (n+ 1, n+ 1, n+ 1, n).
Regarding S1 in Table 10, since s(a) is a square in Fq if and only if g(a)
and g(a)q are squares in Fq2 , then [g(x), 0] and [gq(x), 0] do have bisections
by i) and ii) of Lemma 5. Therefore S1 = (2, 2). About S2, since q
2 ≡ 1
(mod 4), then b − bq2 is not a square in Fq4 (and neither is the conjugate
bq − bq3). Therefore the divisors [x− bqi , 0] do not have bisections in Fq4 for
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i = 0, . . . , 3 by iii) of Lemma 5. The remaining differences b− bq, b− bq3 =
(bq − b)q3 , bq2 − bq3 = (b − bq)q2 being non-squares (hence only b − bq is a
non-square) determines the case (3, 2, 2, 1) since then all sums of (2 to 4)
conjugates of [x− b, 0] do have a bisection indeed. Otherwise, the exponents
of S2 have the form (n
′, n, 1, 1). Let D = [u(x), v(x)] in Fq4 with no bisection
and such that 2n−1D = [g(x), 0]. Then u(a) being a square or not determines
the cases (n+ 1, n, 1, 1) and (n, n, 1, 1) respectively by i) of Lemma 7.
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