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Abstract. In this work we perform a Green’s function analysis of giant-dipole systems. First
we derive the Green’s functions of different magnetically field-dressed systems, in particular
of electronically highly excited atomic species in crossed electric and magnetic fields, so-called
giant-dipole states. We determine the dynamical polarizability of atomic giant-dipole states
as well as the adiabatic potential energy surfaces of giant-dipole molecules in the framework
of the Green’s function approach. Furthermore, we perform an comparative analysis of the
latter to and exact diagonalization scheme and show the general divergence behavior of the
widely applied Fermi-pseudopotential approach. Finally, we derive the giant-dipole’s regularized
Green’s function representation.
1. Introduction
Giant-dipole states are an exotic species of Rydberg atoms in crossed electric and magnetic fields.
They have been first explored theoretically [1–5] and experimentally [6, 7] firstly in the early
1990s. The giant-dipole states are of decentered character and possess, in contrast to the usual
Rydberg states, a huge electric dipole moment. It has been shown that the total potential of the
electronic motion possesses a gauge invariant term which leads to an outer potential well [8]. This
potential well supports weakly bound states possessing a large spatial separation of the Rydberg
electron and the ionic core. The mathematical origin of this effect is the non-separability of the
center of mass and electronic motions in the presence of the external fields [9–13]. More precisely,
translation symmetry and conservation of the total momentum in field-free space is replaced
by the conservation of a novel quantity, the so-called total pseudomomentum. Recently, the
existence of giant-dipole Wannier excitons in crossed electric and magnetic fields have also been
predicted inside a Cu2O semiconductor environment [14]. Furthermore, giant-dipole molecular
states consisting of a highly excited atom in crossed fields and a neutral ground state atom have
been shown to exist and the corresponding electronic configurations as well as their rovibrational
properties have been analyzed in detail [15].
In the last years, emphasis has been laid on diatomic ultra-long range molecules consisting of a
Rydberg atom whose electron binds a neutral ground state atom as a result low-energy scattering
off the ground state species. These particular molecules were predicted and experimentally
verified to exist in ultracold traps [16–19]. Since then a number of observations of Rydberg
molecules with a variety of electronic and rovibrational structures were made [20–31]. The
standard approach to describe these ultra-long range molecules is the Fermi-pseudopotential
approach [32]. However, an alternative approach based on a Green’s function method has
been established as well [33–37]. In a recent work, C. Fey and coworkers pointed out the
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interconnections and limitations of both approaches [36]. In particular, it was shown that the
standard Fermi-pseudopotential approach modeled by a bare delta scattering potential leads to
non-converging results. These difficulties can be overcome by considering a regularized δ-function
potential which is equivalent to the application of a regularized Green’s function approach.
In this work, we apply the analysis performed in Ref. [36] to the giant-dipole systems in
general. After a short introduction, we present in Sec. 2 some general properties of the Green’s
function for the case of decoupled subsystems. In Sec. 3 we derive the Green’s function for
magnetically field-dressed systems including the giant-dipole system. The result of this analysis
is then used in Sec. 4 to calculate a spectroscopic response function, namely the dynamical
polarizability of giant-dipole systems. In Sec. 5 we analyze the adiabatic potential energy
surfaces (PES) where we show a divergent behavior whenever a bare Fermi-pseudopotential
approach is used to model the electron-perturber interaction. Using the result for the giant-
dipole Green’s function, we verify this divergent behavior for the giant-dipole system. In Sec.
6 we use the giant-dipole Green’s function approach to calculate the PES in different levels of
approximations. Finally, we present the result for the regularized giant-dipole Green’s function.
2. Green’s function of decoupled systems
We first consider the Green’s function of a system H consisting of an arbitrary number N of
decoupled subsystems hi. The related Green’s function G(r, r
′;E) of the total system H in
energy space is given by
(E −H)G = 1 ⇒ (E −H(r))G(r, r′;E) = δ(r − r′) ≡
N∏
i=1
δ(ri − r′i), (1)
where H(r) =
∑
i hi(ri), r = (r1, ..., rN ). Using the eigenfunctions φi of the subsystems hi
hiφ
(i)
k (ri) = ε
(i)
k φ
(i)
k (ri), i = 2, ..., N, (2)
we can expand the Green’s function G of the total system as
G(r, r′;E) =
∑
k2...kN
G1(r1, r
′
1;E −
N∑
i=2
ε
(i)
ki
)
N∏
n=2
φ
(n)∗
kn
(r′n)φ
(n)
kn
(rn) (3)
whereby G1 is the Green’s function related to the Hamiltonian h1, i.e.
(E − h1)G1(r1, r′1;E) = δ(r1 − r
′
1). (4)
Using the completeness relation of the φ
(i)
k -functions
δ(ri − r′i) =
∑
k
φ
(i)∗
k (ri)φ
(i)
k (r
′
i) (5)
one can directly verify that Eq. (3) solves Eq. (1) (see Appendix A). Furthermore, from Eq. (1)
one obtains the known spectral representation of an arbitrary Green’s function G
G(r, r′;E) =
∑
i
ψi(r)ψ
∗
i (r
′)
E − εi , (6)
where ψi, εi denote the eigenfunctions and eigenvalues of H.
Obviously, the expansion Eq. (3) is not unique as any subsystem hi can be used to construct
the Green’s function of the total system. Furthermore, it is easy to verify that in case of an
unitary transformation U of the Hamilton H, the corresponding Green’s function transforms
analogously, i.e. G˜(r, r′;E) = UG(r, r′;E)U−1.
3. Green’s functions of magnetically field-dressed systems
We first derive the Green’s function of various magnetically field-dressed systems including the
considered giant-dipole system.
3.1. Harmonically trapped systems
As a first example we consider a particle with charge q of mass µ in a homogeneous magnetic
field [38] along the z-direction (B = Bez), confined to an additional harmonic potential in
z-direction
H = Hxy +Hz, Hxy =
1
2µ
(
p2x + p
2
y
)− qB
2µ
Lz +
q2B2
8µ2
(x2 + y2), Hz =
p2z
2µ
+
µ
2
ω2zz
2. (7)
In order to determine the Green’s function related to this system we use the Green’s function
Gxy of a magnetically field dressed charge in two dimensions. This is given by [39,40]
Gxy(x, y, x
′, y′;E) = ei(x
′y−xy′)µωc/2G0(η;E), ωc =
qB
µ
, (8)
where we have introduced η = ((x− x′)2 + (y − y′)2)µωc/2 and
G0(η;E) = e
−η/2µωc
2pi
∞∑
n=0
Ln(η)
E − ωc(n+ 12)
. (9)
Here the expression Ln(x) denotes the Laguerre polynomials [41]. Using both the eigenenergies
εn = ωz(n+ 1/2) and eigenfunction φn(z) = (µωz/pi)
−1/4(2nn!)−1/2 Hn(
√
µωzz) exp(−µωzz2/2)
of the harmonic oscillator, we easily obtain the Green’s function Gxy of this system as
Gxy(r, r
′;E) = ei(x
′y−xy′)µωc/2−η/2µωc
2pi
∞∑
n,m=0
φm(z)φm(z
′)
E − ωz(m+ 1/2)− ωc(n+ 12)
Ln(η). (10)
Next, we consider a situation with an additional anisotropic harmonic confinement both in x- and
y-directions, whereby the harmonic confinement remains untouched. For such a configuration
the Hamilton Hxy from Eq. (7) is rewritten and given by
Hxy =
1
2µ
(
p2x + p
2
y
)− qB
2µ
Lz +
q2B2
8µ2
(x2 + y2) +
µ
2
ω2xx
2 +
µ
2
ω2yy
2, ωx 6= ωy. (11)
In contrast to Eq. (7) this Hamiltonian has lost its azimuthal symmetry. However, in Ref. [3] it
has been shown that such a Hamiltonian can be diagonalized via an unitary transformation
U = exp(iαxy) exp(iβpxpy), α, β ∈ R (12)
which transforms Hxy into the sum of two decoupled harmonic oscillators with rescaled masses
M1,2 and frequencies ω1,2 with
M1,2 =
√
(ω2x + ω
2
y + ω
2
c )
2 − 4ω2xω2y
sgn(ω2x − ω2y)(ω2x − ω2y ± ω2c ) +
√
(ω2x + ω
2
y + ω
2
c )
2 − 4ω2xω2y
, (13)
ω1,2 =
1√
2
[ω2x + ω
2
y + ω
2
c ± sgn(ω2x − ω2y)
√
(ω2x + ω
2
y + ω
2
c )
2 − 4ω2xω2y ]1/2. (14)
Thus, the eigenenergies εn1n2 and eigenfunctions ψn1n2(x, y) of Eq. (11) are given by
εn1n2 = (n1 + 1/2)ω1 + (n2 + 1/2)ω2, ψn1n2(x, y) = U(φn1(x)φn2(y)), ni ∈ N0.
The functions φn1(x), φn2(y) denote the eigenfunctions of one-dimensional harmonic oscillator
with masses Mi and frequencies ωi. The specific form of the eigenfunction ψn1n2(x, y) depends
on U and has been derived explicitly in Ref. [3]. These eigenenergies and eigenfunctions can be
used to expand the Green’s function related to the Hamiltonian H = Hxy +Hz from Eq. (7) by
using the Green’s function of the one-dimensional harmonic oscillator which is given by [42]
G
(1d)
har (z, z
′;E) = −
√
µ
piωz
Γ
(
1
2
− E
ωz
)
DE/ωz−1/2(−
√
2µE z<)DE/ωz−1/2(
√
2µE z>). (15)
Here DE denotes a parabolic cylinder function [41] and z<, z> are the lesser and greater of the
spatial variables z and z′, z< ≡ min(z, z′), z> ≡ max(z, z′). Using Eq. (3) we easily obtain
Ggd(r, r′;E) =
∑
n1n2
G
(1d)
har (z, z
′, E − εn1n2)ψn1n2(x, y)ψ∗n1n2(x′, y′). (16)
The poles of the Green’s function (16), which are related to the poles of the Gamma function Γ,
determine the eigenenergies of the total system H. As Γ(x) possesses poles for x = −n, n ∈ N0,
the eigenenergies of H are given by En1n2n = εn1n2 + ωz(n+ 1/2). This is the same result as it
is expected from the structure of the transformed Hamiltonian H˜ = UHU−1.
3.2. Giant-dipole Green’s function
The main focus this work are a special kind of atomic species, the so-called giant-dipole atoms
which consists of a highly excited atom in crossed homogeneous electric and magnetic fields.
In particular, we consider the case that a highly excited single valence electron orbits around a
positively charged ionic core of coordinate rc and mass mc. If we approximate the ionic core as
a charged point particle, we find the following Hamiltonian
H =
(p+A(re))
2
2me
+
(p−A(rc))2
2mc
+E · (re − rc)− 1|re − rc| , A(r) =
1
2
B × r, B ⊥ E. (17)
This system has been studied in detail in Refs. [3,4,8]. In systems of crossed electric and magnetic
fields the total momentum P is not a conserved quantity, but the so-called pseudomomentum
K ≡ P − B × r/2 [3]. For this reason, Eq. (17) can be transformed into a single particle
representation where the corresponding Hamiltonian is given by
Hgd =
(p− qA(r))2
2µ
+ Vgd(r), Vgd(r) = E · r − 1
r
+
1
2M
(K +B × r)2 (18)
with r = re − rc, M = me + mc, µ = memc/M and q = (me − mc)/M . Obviously, this is
the problem of a particle of mass µ and charged q in an external magnetic field and potential
Vgd. Using the transformation K →K −M(E ×B)/B2, the electric field can be incorporated
into the pseudomomentum. Hence we can set E = 0 in the following and discuss the properties
of the potential Vgd via K only. Note that K = |K| = 1 a.u. corresponds to an electric field
strength of 2.8 · 103 V/m [3].
For a specifically chosen set of parameters, this potential exhibits an outer well containing
many bound electronic states. As atomic states bound in this outer potential well exhibit huge
permanent electric dipole moments of around 105 Debye, they have become known as giant-
dipole states [3]. Expanding the potential Vgd around the minimum rmin of the outer well up to
second order
Vgd(r) =
µ
2
(
ω2x(x− xmin)2 + ω2y(y − ymin)2 + ω2z(z − zmin)2
)
(19)
and performing a corresponding spatial transformation r → r + rmin [3] we arrive at the giant-
dipole Hamiltonian which represents a charge q in a homogeneous magnetic field B and a
three-dimensional harmonic potential
Hgd =
(p− qA(r))2
2µ
+
µ
2
(
ω2xx
2 + ω2yy
2 + ω2zz
2
)
. (20)
The frequencies ωi ≡ ωi(K,B) depend on the applied fields and characterize the anisotropy
of the outer potential well. As mc  me one has q ≈ −1 and µ ≈ me, which means that the
giant-dipole system can be effectively described by an electron in a homogeneous magnetic field
and the external potential Vgd.
Throughout this work we consider B = 2.35 T, K = 1 a.u.. For arbitrary field strengths
the Green’s function related to the giant-dipole Hamiltonian Hgd is given by Ggd in Eq. (16).
However, for the fields considered in this work one can verify that the system possesses nearly
cylindrical symmetry, i.e. ωx ≈ ωy ≡ ωρ. If not stated otherwise, we adopt this azimuthal
approximation throughout this work. In this case, it is straightforward to verify that the
corresponding giant-dipole Green’s function Ggd reads as
Ggd(r, r
′;E) =
1
2pi
∞∑
n=0
∞∑
m=−∞
G
(1d)
har (z, z
′, E − εnm)Rnm(ρ)Rnm(ρ′)eim(φ−φ′) (21)
with
Rnm(ρ) =
√
2µΩ(n+ |m|)!
n!(|m|!)2 e
− 1
2
µΩρ2
(√
µΩρ
)|m|
1F1(−n; |m|+ 1;µΩρ2) (22)
and
εnm = 2Ω
(
n+
|m|+ 1
2
)
+ ωc
m
2
. (23)
Here 1F1 denotes the confluent hypergeometric function [41] of the first kind, while ωc = −B/µ
is modified cyclotron frequency and Ω2 = ω2c/4 + ω
2
ρ.
According to Sec. 2 we can rewrite Eq. (21) by using the Green’s function of the two-
dimensional isotropic harmonic oscillator G
(2d)
har is given by [43]
G
(2d)
har (ρ, ρ
′, φ− φ′;E) = − 1
2piρρ′
∞∑
m=−∞
Γ
( |m|+1−E
2
)
Γ
( |m|+1
2
) ME/2,|m|/2(ρ2<)WE/2,|m|/2(ρ2>)eim(φ−φ′), (24)
where Ma,b and Wa,b are Whittaker functions [41] and ρ<(>) are, respectively, the lesser and the
greater of ρ and ρ′. This gives an alternative expression to Eq. (21), namely
Ggd(r, r
′;E) =
∞∑
nz=0
G
(2d)
har (ρ, ρ
′, φ− φ′;E − ωz(nz + 1
2
))φnz(z)φnz(z
′). (25)
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Figure 1: (a) Frequency dependent scaled dynamical polarizabilities µω2zα
||
n(ω) and µΩωcα
⊥
n (ω)
as functions of ω/ωz and ω/ωc, respectively. The black line near ω/ωc(z) = 1 indicates the
divergence of the polarizabilities. (b) Magnified plot for the interval ω/ωc ∈ [0, 10−3] for
µΩωcα
⊥
n (ω). The divergence around ω/ωc = 5 · 10−4 is clearly visible.
4. Dynamic polarizabilities of giant-dipole states
As a first application of the giant-dipole Green’s function, we consider the dynamic polarizability
α(ω) that connects the system’s induced dipole moment dind as a response to an external time-
dependent driving field with frequency ω, i.e. dind = α(ω)E(ω). As the dynamic polarizability
tensor α(ω) is represented by a symmetric 3 × 3 matrix, the induced dipole moment and
the corresponding energy shift is determined by three independent quantities according to the
principal axis theorem. In case of the giant-dipole system the dynamic polarizability depends
on the entries αii, i = x, y, z, which are the polarizabilities parallel or perpendicular to the
magnetic field direction. In particular, it can be shown that α
(n)
ii is related to the system’s
Green’s function via the relation [44]
α
(nmnz)
ii (ω) = −
∑
σ=±1
〈Ψnmnz |xiGgd(ωnmnz ± σω)xi|Ψnmnz〉
= −
∑
σ=±1
∫
dr dr′Ψ∗nmnz(r)xiGgd
(
r, r′;ωnmnz + σω
)
xi
′Ψnmnz(r
′). (26)
where Ψnmnz and ωnmnz denote the giant-dipole eigenfunctions and eigenenergies, respectively.
Expressing the confluent hypergeometric functions as generalized Laguerre polynomials [41] and
using three term recursion formulas we find the polarizabilities parallel and perpendicular to B
α‖n(ω) =
1
µ
1
ω2z − ω2
, α⊥n (ω) =
1
2µΩ
(
Ω + ωc/2
(Ω + 12ωc)
2 − ω2 +
Ω− ωc/2
(Ω− 12ωc)2 − ω2
)
. (27)
For finite atomic lifetimes τ , i.e. a decay rate Γ = 1/τ for the giant-dipole states, one has to
replace ω2 → ω2 + iωΓ. The imaginary part of the complex polarizability provides information
about the dispersion properties. However, in this analysis we have taken the limit Γ→ 0.
The polarizability parallel to the magnetic field is described by a Drude-Lorentz model, where
a single valence electron is considered to be confined in a one-dimensional harmonic potential. In
the limiting case of ωc → 0, the same result is obtained for the polarizability in the perpendicular
B-field direction. The polarizabilities do not depend on the specific state, a result which
is a typical feature of harmonically confined particles and also obtained in the Drude-model.
This result can be extended beyond the azimuthal approximation, i.e. for arbitrary electric and
magnetic field strengths. The explicit results of this analysis is presented in Appendix B. In
Fig. 1 we show the frequency dependence of the scaled dynamical polarizabilities µω2zα
||
n(ω)
and µΩωcα
⊥
n (ω), respectively. Due to their dependence on ωz, ωc and Ω the polarizabilities are
implicit functions of the applied magnetic field strength and the pseudomomentumK. In case of
the parallel to B polarizability we clearly see the resonances for ω/ωz = 1. For the polarizability
perpendicular to B we find four resonances at ω1,2/ωc = (Ω/ωc ± 1/2), with give ω1 ≈ 1.00054
and ω2 ≈ 5.4× 10−4, respectively.
Note that the quantity α(ω = 0) commonly denotes the system’s static polarizability which
relates the induced dipole moment to a static electric field. However, for giant-dipole atoms
it is not reasonable to define such a quantity since an additional external electric field simply
redefines the system to a new giant-dipole species.
5. The electronic problem of ultra-long range molecules - Green’s function ansatz
The general problem of ultra-long range molecules consists of atomic species of highly excited
electronic character possessing a single excited valence electron with a very low kinetic energy.
The first molecular species under consideration were based on alkali systems with only one
valence electron in the outermost electronic orbital [16,19,26]. However, in recent years molecules
consisting of divalent constituents such as strontium [25,30] have been realized as well.
The standard ansatz for the electronic Hamiltonian in adiabatic approximation is given by
Hel = H0 + Ven(r,R) with H0 = T + V (r). (28)
Here, the coordinates r = (x, y, z) and R = (xn, yn, zn) denote the spatial positions of the
electron and the neutral ground state atom (neutral pertuber for short), respectively. H0 is
the Hamiltonian describing the Rydberg electron in its ionic core potential V (r) and Ven(r,R)
is the interaction between the Rydberg electron and the neutral perturber. Finally, we model
the interatomic potential for the low-energy scattering between the Rydberg electron and the
neutral perturber by the Fermi-pseudopotential [32, 45]
Ven(r,R) = 2piAs[k]δ(r −R). (29)
In Eq. (29), the quantity As[k] = − tan(δ0(k))/k denotes the energy-dependent triplet s-wave
scattering length which is evaluated from the corresponding phase shifts δ0(k) [33]. The kinetic
energy Ekin = k
2/2 of the valence electron at the collision point with the neutral perturber can
be taken in a semiclassical approximation k2/2 = Eel − V (r).
Over time, two approaches have been established to deduce the electronic eigenenergies ε(R)
of Hel, which parametically depend on the perturber position and serve as an input for its
dynamics. First, the electronic Hamiltonian Hel can be diagonalized using an arbitrary single
particle basis {|φi〉}i=1,...,N . Depending on the specific problem, quantum defect rubidium wave
function [16], giant-dipole states [15] and hybridized hydrogen states [46] have been applied. In
an alternative approach, the Green’s function G0(r, r
′) of the unperturbed electronic problem
H0 satisfying
(E −H0)G0(r, r′;E) = δ(r − r′) (30)
is used to formulate an implicit problem for the system’s energy E. In particular, in Ref. [36]
it has been shown that this approach leads to the following self-consistent integral equation for
the perturbed wave function and energies E, respectively
ψ(r) = −
∫
dr′G0(r, r′;E)Ven(r′,R)ψ(r′) ⇒ 1− 2piAs[k]G0(R,R;E) = 0. (31)
In previous works the Green’s function approach has been applied to systems where the highly
excited Rydberg electron is attached to an ionic core potential V (r) = −1/r + Vqd(r), where
Vqd(r) is a short ranged quantum defect potential which takes into account deviations of the
Coulomb potential due to finite size effects of the core of non-hydrogenic atomic species.
It is known that for such systems the Green’s function can be written as G0(r, r
′;E) =
GC(r, r
′;E)+Gqd(r, r′;E) wherebyGC denotes the Coulomb Green’s function [33]. This Green’s
function diverges for r → r′, in particular GC(r, r′;E)→ −1/2pi|r−r′| [33]. However, it can be
shown that this kind of divergent behavior is not only restricted to Rydberg systems interacting
via a Coulomb-like potential, but to all potentials V (r) that are less divergent than a bare
Coulomb potential.
To verify this prediction we introduce the relative position vector ξ = r − r′, which gives
∆r → ∆ξ ≡ ∂2ξ1 + ∂2ξ2 + ∂2ξ3 , V (r) = V (ξ; r′) and G0(r, r′;E) = G0(ξ, r′;E). For |ξ| = ξ → 0
we assume that ξ2V → 0. In this case the kinetic energy term is dominant compared to the
interaction potential V in the Hamiltonian H0 and E. From Eq. (30) we obtain(
E − p
2
2
− V (ξ; r′)
)
G0(ξ, r
′;E) = δ(ξ) ⇒
ξ→0
1
2
∆ξG0(ξ, r
′;E) = δ(ξ). (32)
This problem is related to the Green’s function of a free particle. G0 is now a function of ξ only,
i.e. G0(ξ), and closely related to the Green’s function of the three-dimensional Laplace operator
which is given by −1/(4piξ). Thus, from Eq. (32) we easily derive
G0(ξ) ≈ − 1
2piξ
= − 1
2pi|r − r′| . (33)
Obviously, this is the functional behavior known from the Coulomb problem [33] as it has been
predicted. We note that the 1/ξ dependence is not a direct result of the electron potential
V (r), but stems from the kinetic energy term. As the Green’s function approach is equivalent
to the exact diagonalization of the electronic Hamiltonian H0 in Eq. (28), Eqs. (31) and (33)
indicate a non-convergent behavior in the case a Fermi-pseudopotential is used to model the
electron-perturber interaction for any kind of adiabatic electron system.
For this reason, in order to study such systems, alternative approaches such as an exact
diagonalization scheme using a regularized Fermi-pseudopotential as well as Green’s function
methods have been considered [33,36]. In the case that the regularized Green’s function method
is employed, one has to determine the energy E from the self-consistent equation
1− 2piAs[k]G(reg)0 (R,R;E) = 0. (34)
The function G
(reg)
0 denotes the systems regularized Green’s function. Throughout the literature
a number of regularization procedures have been discussed [33,36]. Here we follow the procedure
applied by Fabrikant et al. [33] and define
G
(reg)
0 (r; r
′;E) ≡ G0(r; r′;E) + 1
2pi|r − r′| with G
(reg)
0 (R,R;E) ≡ lim
r→R
G
(reg)
0 (r;R;E), (35)
which means that one simply subtracts the divergent term from G0. This definition slightly
differs from the definition in Ref. [36], but gives identical results in the case of r = r′ = R which
is required for the determination of E via Eq. (34) (see Appendix C).
6. Ultra-long range giant-dipole molecules
In this section we consider a highly excited hydrogen atom which is prepared in a giant-dipole
state interacting with a neutral ground state 87Rb atom (see Sec. 5). For this particular system,
the molecular Hamiltonian reads
H =
P 2
2mn
+Hgd + Vgd,n(r,R), (36)
where Vgd,n denotes the interaction of the neutral perturber atom with the giant-dipole Rydberg
electron. For deeply bound states in the outer potential well the electron possesses a low kinetic
energy. For this reason, it is legitimate to model this interaction potential via a Fermi-type
s-wave pseudopotential as it has been discussed in Sec. 5. Analogous to previous works we
consider the electron-perturber interaction to be purely determined by the triplet scattering
channel [15]. In order to solve the eigenvalue problem associated with Hamiltonian (36) an
adiabatic ansatz is employed for the electronic and perturber degrees of freedom, leading to
the electronic Hamiltonian Hel = Hgd + Vgd,n which parametically depends on the perturber
position. In order to obtain the PES, an exact diagonalization scheme using the eigenstates of
Hgd has been adopted in a previous analysis [15]. As the giant-dipole Hamiltonian Hgd describes
an magnetically-field dressed electron in an external three dimensional harmonic potential, its
eigenfunctions are identical to those of Eq. (15).
However, in this work we employ the Green’s function approach as it was presented in Sec. 2
and 3, respectively. In this case, we have to determine the energies E which are the roots of the
equation
1− 2piAs[k]Ggd(R,R;E) = 0, (37)
which has to be determined via a numerical root-finding routine. As discussed in Section 5 the
Green’s function Ggd of the giant-dipole system for arbitrary field strengths would be given by
Eq. (16), i.e. Ggd = Ggd.
As it has been discussed in Sec. 5 the bare giant-dipole Green’s functions (21) possess a
singularity for r = r′. This behavior can easily be verified for r′ = 0:
lim
r→0
Ggd(r, 0, E) ∼ lim
z→0
∞∑
n=0
G
(1d)
har (z, 0, E − εn0) ∼ −
∞∑
nz=0
φ22nz(0)
∞∑
n=0
1
n
→ −∞. (38)
According to the analysis provided in Sec. 5 this divergence is supposed to behave as −1/(2pir).
To analyze this in more detail, we introduce the truncated giant-dipole Green’s function G
(tr)
gd
via its spectral representation, i.e.
G
(tr)
gd (r, r
′;E;N) =
1
2pi
N∑
n=0
Mmax∑
m=−Mmin
Nz∑
nz=0
φnz(z)φnz(z
′)Rnm(ρ)Rnm(ρ′) eim (φ−φ
′)
E − εnm − εnz
, (39)
with N = {Mmin,Mmax, Nz, N}. In case we restrict the summations up to a set of finite N we
can analyze different levels of approximations of the exact function Ggd. In particular, using the
truncated Green’s function Eq. (39) we can analyze the divergent behavior in more detail as for
this approximation the divergence for r = r′ is cut off.
A detailed analysis of this issue is presented in Fig. 2(a,b), where we present the functional
behavior of the truncated Green’s function for different levels of approximations. In particular,
we have chosen the spatial coordinates to be r′ = 0, φ = 0 and take the limit Nz →∞. In this
case the summation over m is restricted to m = 0 and we obtain
G
(tr)
gd (ρ, z, 0;E) =
1
2pi
N∑
n=0
G
(1d)
har (z, 0;E − εn0)Rn0(ρ)Rn0(0). (40)
In Fig. 2(a), we depict a double logarithmic plot for G
(tr)
gd (0, z, 0;E = 0) for a number of different
N = 0, 200, ..., 1000 as a function of z. In this representation the limiting curve −1/(2piz) is
simply a straight line (black dashed curve) which makes it very convenient for comparison with
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Figure 2: Double logarithmic plot for the asymptotic behavior of the truncated giant-dipole
Green’s function G
(tr)
gd (r, 0;E) given by Eq. (40) for N = 0, 200, ..., 1000 in the limit r → 0. Fig.
(a) shows G
(tr)
gd as a function of z for ρ = 0, where Fig. (b) presents the same function dependent
on ρ for z = 0. In both figures the dashed black line indicates the limiting case −1/(2pir).
The inset in figure (b) shows the oscillations of −2piρG(tr)gd (ρ, 0;E) for N = 200 and N = 1000,
respectively.
the calculated data. Obviously, for increasing N the Green’s function approaches the divergent
behavior as the numerical curves more and more approach the black dashed curve in the vicinity
of z → 0.
In Fig. 2(b) we present the same analysis for z = 0 following ρ→ 0, i.e. G(tr)gd (ρ, 0, 0;E = 0).
Here, the situation is more complicated as the Green’s function possess as strongly oscillating
structure as a function of ρ. For increasing N the numerical curves decrease approaching the
−1/2piρ limit (black dashed curve) for ρ → 0. However, the oscillations move inwards as well,
making a precise analysis of the N →∞ behavior quite challenging. To get more insight we have
analyzed the oscillatory behavior separately which is presented in the inset of Fig. 2(b). Here,
we show the oscillations of N = 200 and N = 1000 numerical curve. Obviously, for larger N
the frequency of the oscillating has increased while its amplitude decreases for sufficiently large
ρ. In Appendix D we present a more systematic analysis where we show that the oscillatory
behavior is well approximated by J1(2
√
Nρ) where J1(x) denotes the J1-Bessel function [41]. As
J1(2
√
Nρ)→ 0 for N →∞ we see that the oscillations vanish in the case of the full giant-dipole
Green’s function possessing a −1/(2pir) behavior.
Although the full Green’s function possesses a divergent behavior, the truncated
representation Eq. (39) can still be used to calculate approximate PES when it is inserted
into Eq. (37). As it has been discussed in [36], this is equivalent to the exact diagonalization
approach where one uses a finite set of giant-dipole basis functions {Ψnmnz(r)} with n = 0, ..., N ,
m = −Mmin, ...,Mmax, nz = 0, ..., Nz to diagonalize the electronic Hamiltonian Hel given
in Eq. (28). In the present case, we have calculated the ground state PES both via exact
diagonalization and, in comparison, via the truncated Green’s function approach using the same
basis functions. The result of this analysis is presented in Figs. 3(a,b), respectively.
In particular, Fig. 3(a) shows the ground state PES for zn = 0 as a function of ρn for different
levels of approximations. The blue solid line labeled as “pert. theory (exact diag.)” shows the
pure first order perturbation theory result for the giant-dipole state Ψ000(r), i.e.
E(ρn, zn) = ε00 +
ωz
2
+As[k]φ
2
0(zn)R
2
00(ρn). (41)
The same result is easily derived from Eq. (37) for Mmin = Nz = Mmax = N = 0, which is
indicated by the blue dots and labeled as “pert. theory (Gf-approach)”. In the same figure the
solid red curve shows the exact diagonalization results for a basis set of Mmin = 60, Nz = 30 and
Mmax = 0, N = 0, the same parameters which had been employed for the truncated Green’s
function ansatz. The results of those calculation are indicated by red dots and labeled as “finite
basis (exact diag.)”, in comparison to the results of the exact diagonalization approach which
is labeled as “finite basis (Gf-approach)”. We see that both results are identical as expected
from Ref. [36]. In comparison with the perturbation theory results, the corresponding potential
curves lie energetically below the latter.
Finally, Fig. 3(a) shows a result provided by the Green’s function approach which cannot be
obtained within the exact diagonalization scheme. In particular, in the limit Nz →∞ we obtain
from Eq. (39)
G
(tr)
gd (R,R;E;N) =
1
2pi
Mmax∑
m=−Mmin
G
(1d)
har (zn, zn;E − ε0m)R20m(ρn), (42)
which is inserted into Eq. (37). Because the basis set used for exact diagonalization is necessarily
finite, the result provided by Eq. (42) can only be analyzed in the Green’s function approach.
In Fig. 3(a), the result of this particular analysis is indicated by black dots and labeled as “Gf-
approach (Nz →∞)”. One observes that this PES lies energetically below the other curves with
a maximum deviation of around 11% for ρ = 0 from the finite basis set analysis. This deviation
is related to the inclusion of higher Nz terms, but remains finite as the summations over the n
and m quantum numbers are truncated at N = 0 and (Mmin,Mmax), respectively. Performing
the unlimited summations over n and m would lead to a divergent shift of the potential curve
as in this limit we obtain the full Green’s function Eq. (16) (see Sec. 5).
In Fig. 3(b), we present the analogous study for the ground state PES for ρn = 0 as a function
of zn for the same parameters as in Fig. 3(a). Because of the z → −z parity symmetry of the
electronic Hamilton Hel, the potential curve is symmetric in zn. The potential curve along the
zn-direction forms a Gaussian-like well. For this reason, the three-dimensional potential surface
forms a single well with a minimum at ρn = zn = 0. As we have seen in the calculations for the
graphs in Fig. 3(a) the potential curves energetically decrease for increasing basis set. Again,
the limiting case Nz →∞ is indicated by black dots. The deviations of these calculations with
respect to the finite basis set results (solid red line) are again in the range of 11%.
Finally, we derive the regularized giant-dipole Green’s function G
(reg)
gd as it was discussed in
Sec. 5. For this derivation we use a the cylindrical representation of the 1/|r − r′| term which
is given by [41]
1
|r − r′| =
1
pi
√
ρρ′
∞∑
m=−∞
eim(φ−φ
′)Qm−1/2(χ) (43)
in terms of the Legendre-Q functions Qm−1/2(x) [41] with χ = (ρ2 + ρ′2 + (z − z′)2)/(2ρρ′).
Using this relation we then easily derive the following analytic expression for the regularized
giant-dipole Green’s function at r = r′
G
(reg)
gd (r, r;E) =
1
2pi
∞∑
m=−∞
( ∞∑
n=0
G
(1d)
har (z, z;E − εnm)R2nm(ρ) +
1
piρ
Qm−1/2(1)
)
. (44)
7. Conclusion
In this work, we have presented a Green’s function analysis of giant-dipole systems. In a first
step, we have derived the exact Green’s function representation of several magnetically field-
dressed systems. In particular, we calculated the Green’s function for giant-dipole systems for
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Figure 3: Ground state PES of a giant-dipole ultra-long range molecule with a rubidium
perturber for B = 2.35 T, K = 1.0. Figure (a)((b)) show potential curves for zn = 0 (ρn = 0).
Both figures present results for different approaches: blue curve - first order perturbation theory,
blue dots - perturbative Green’s function, orange curve - exact diagonalization with Nz = 30,
Mmin = 60, N = Mmax = 0, red dots - truncated Green’s function approach Eq. (40) with the
same set of functions, black dots - Green’s function approach with Nz →∞ (Eq. (42)).
arbitrary field parameters as well as in the two-dimensional harmonic approximation. Using
these results of the Green’s function analysis, we have calculated the dynamical polarizability.
This property is of special interest as it characterizes the systems response to an external time-
dependent driving field, which provides insights into the dynamics of interacting atom-laser
systems. Furthermore, we have applied the Green’s function approach to deduce electronic
properties for a specific species of ultra-long range molecules, so-called diatomic giant-dipole
molecules. In particular, we have calculated the adiabatic potential energy surfaces which we
compare to results that have been obtained within an exact diagonalization approach [3, 15].
Beside the specific electronic potential curves of these particular molecular species, we have
also shown a general divergent behavior in the potential energy calculation of ultra-long range
molecules within the Fermi-pseudopotential approach, which indicates a general insufficiency of
this specific ansatz. For this reason, we derived the regularized Green’s function of the giant-
dipole problem, as this approach has proven to avoid the insufficiencies of the pseudopotential
approach in previous works [33,36].
Although our study has provided novel information on the Green’s function approach of giant-
dipole systems, there are still open questions. For instance, a derivation of a closed representation
of the giant-dipole Green’s function would be useful for the implementation of numerically robust
routines. Furthermore, in this work we have only considered a pure triplet pseudopotential for
the electron-perturber interaction. Thus, the question arises how the inclusion of both the
singlet scattering channel as well a hyperfine structure of the perturber atoms change the
PES. Furthermore, the inclusion of higher-order terms in the Fermi-pseudopotential ansatz
has shown to provide additional features for both single- and multi-perturber ultra-long range
molecules [17, 37]. In particular, in Ref. [37] it was shown that the Green’s function ansatz is
quite suitable to study multi-perturber systems, which is an open question for molecular giant-
dipole systems as well. For this reason, molecular giant-dipole systems provide a plethora of
interesting problems which can be addressed in future studies.
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Appendix A (Derivation of the Green’s function expression)
We show that Eq. (3) solves Eq. (1) by performing the corresponding calculation. We get
(E −H)G(r, r′;E)
=
∑
k2...kN
(E −H)G1(r, r′1;E −
N∑
i=2
ε
(i)
ki
)
N∏
n=2
φ
(n)∗
kn
(r′n)φ
(n)
kn
(rn) ,
(
H =
N∑
i=1
hi
)
=
∑
k2...kN
[E −
N∑
i=2
ε
(i)
ki
− h1 +
N∑
i=2
(ε
(i)
ki
− hi)]G1(r, r′1;E −
N∑
i=2
ε
(i)
ki
)
N∏
n=2
φ
(n)∗
kn
(r′n)φ
(n)
kn
(rn)
=
∑
k2...kN
(E −
N∑
i=2
ε
(i)
ki
− h1)G1(r, r′1;E −
N∑
i=2
ε
(i)
ki
)
N∏
n=2
φ
(n)∗
kn
(r′n)φ
(n)
kn
(rn)
+
∑
k2...kN
N∑
i=2
(ε
(i)
ki
− hi))G1(r, r′1;E −
N∑
i=2
ε
(i)
ki
)
N∏
n=2
φ
(n)∗
kn
(r′n)φ
(n)
kn
(rn). (45)
Using Eqs. ((2),(4)) we get
(E −
N∑
i=2
ε
(i)
ki
− h1)G1(r, r′1;E −
N∑
i=2
ε
(i)
ki
) = δ(r1 − r′1), and hiφ(i)ki (ri) = ε
(i)
ki
φ
(i)
ki
(ri).
For this reason the second term in Eq. (45) cancels and the first term can be rewritten to
∑
k2...kN
δ(r1 − r′1)
N∏
n=2
φ
(n)∗
kn
(r′n)φ
(n)
kn
(rn) =
N∏
n=1
δ(rn − r′n) = δ(r − r′),
which is the expression that is to be derived.
Alternatively, one can derive Eq. (3) by using Eq. (6). Here, one has to consider the fact that
the total wave function ψ is a product state of the φ-functions and that the total eigenenergies
are sums of the single Hamiltonian eigenenergies ε
(i)
k . We get
G(r, r′;E) =
∑
k1...kN
∏N
n=1 φ
(n)∗
kn
(r′n)φ
(n)
kn
(rn)
E −∑Ni=1 ε(i)ki
=
∑
k2...kN
∑
k1
φ
(n)∗
k1
(r′1)φ
(n)
k1
(r1)
E −∑Ni=2 ε(i)ki − ε1
N∏
n=2
φ
(n)∗
kn
(r′n)φ
(n)
kn
(rn)
=
∑
k2...kN
G1(r, r
′
1;E −
N∑
i=2
ε
(i)
ki
)
N∏
n=2
φ
(n)∗
kn
(r′n)φ
(n)
kn
(rn).
In the final step we used the expansion of the G1 Green’s function (see Eq. (6)). Obviously, any
Green’s function Gi can be used to express the total function G(r, r
′;E).
Appendix B (Calculation of giant-dipole polarizabilities)
The giant-dipole system for arbitrary field strengths can be transformed via a unitary
transformation into a systems of three decoupled harmonic oscillators with Green’s function
G˜
(3d)
har (r, r
′;E) [3]. Because the eigenfunctions Ψn(r) and the giant-dipole Green’s function
transform according to
|Ψn〉 = U |φn1φn2φnz〉, Ggd(E) = UG˜(3d)har (E)U † (46)
we get
α
(n)
ii (ω) = −
∑
σ=±1
〈φn1φn2φnz |U †xiUG˜(3d)har (ωn ± σω)U †xiU |φn1φn2φnz〉 (47)
The transformation of the spatial coordinates under the unitary transformation is explicitly
given as [47]
U †xU = x− βpy, U †yU = y − βpx, U †zU = z,
which leads to the expressions for the dynamical polarizabilities
α(n)xx (ω) = −
∑
σ=±1
〈φn1φn2φnz |(x− βpy)G˜(3d)har (ωn ± σω)(x− βpy)|φn1φn2φnz〉,
α(n)yy (ω) = −
∑
σ=±1
〈φn1φn2φnz |(y − βpx)G˜(3d)har (ωn ± σω)(y − βpx)|φn1φn2φnz〉,
α(n)zz (ω) = −
∑
σ=±1
〈φn1φn2φnz |zG˜(3d)har (ωn ± σω)z|φn1φn2φnz〉.
Obviously, the result of α
(n)
zz (ω) remains unchanged and is given by Eq. (27), i.e. α
(n)
zz (ω) = α
||
n(ω).
Appendix C (Regularized Green’s function)
Analogous to Ref. [36], we define the regularized Green’s function G˜
(reg)
0 as
G˜
(reg)
0 (r, r
′;E) ≡ ∂
∂ξ
(
ξG0(r, r
′;E)
)
, ξ = |r − r′|.
With G0 = −1/(2piξ) +G(reg)0 we obtain
G˜
(reg)
0 (r, r
′;E) = G0(r, r′;E) +
1
2piξ
+ ξ
(
∂
∂ξ
G
(reg)
0 (r, r
′;E)
)
.
In the limit ξ → 0 we then find
G˜
(reg)
0 (r, r;E) = lim
ξ→0
(
G0(r, r
′;E) +
1
2piξ
)
+ lim
ξ→0
ξ
(
∂
∂ξ
G
(reg)
0 (r, r
′;E)
)
︸ ︷︷ ︸
=0
= G
(reg)
0 (r, r;E).
Appendix D (Oscillations of the truncated giant-dipole Green’s function)
The oscillatory part of G
(tr)
gd (ρ, 0;E = 0)
osc[−2piρG(tr)gd (ρ, 0;E = 0)] = 2piρ
(
G
(tr)
gd (z = ρ, 0;E = 0)−G(tr)gd (ρ, 0, E = 0)
)
≈ J1(2
√
Nρ)
for r → 0 is shown in Fig. 4 dependent on the summation limit N . For sufficiently large N it is
well approximated by a J1-Bessel function [41], in particular J1(2
√
Nρ). In the case of N →∞
it is J1(2
√
Nρ) → 0 for ρ > 0. For this reason the oscillations vanish in the limit of the full
giant-dipole Green’s function.
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Figure 4: Oscillatory part osc[−2piρG(tr)gd (ρ, 0;E = 0)] (solid curves) in comparison to a Bessel
function approximation given by J1(2
√
Nρ) (dashed curves).
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