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We study fourfold rotation invariant gapped topological systems with time-reversal symmetry in
two and three dimensions (d = 2, 3). We show that in both cases nontrivial topology is manifested
by the presence of the (d − 2)-dimensional edge states, existing at a point in 2D or along a line
in 3D. For fermion systems without interaction, the bulk topological invariants are given in terms
of the Wannier centers of filled bands, and can be readily calculated using a Fu-Kane-like formula
when inversion symmetry is also present. The theory is extended to strongly interacting systems
through explicit construction of microscopic models having robust (d− 2)-dimensional edge states.
Introduction. A symmetry protected topological state
(SPT) is a gapped quantum state that cannot be con-
tinuously deformed into a product state of local orbitals
without symmetry breaking [1–3]. SPT is known to have
gapless boundary states in one lower dimension [4], i. e.,
the (d−1)-dimensional edge, such as the spin-1/2 excita-
tions at the end of a Haldane chain [5] or the Dirac sur-
face states at the surface of a topological insulator [6, 7].
The gapless states are protected by the symmetries on
the (d− 1)-dimensional edge, and when the symmetry is
a spatial symmetry, they only appear on the boundary
that is invariant under the symmetry operation [8–11].
Very recently, the possibility of having gapped d − 1-
dimensional edge but gapless d− 2-dimensional edge has
been discussed [12–15]. In Ref. [12], it was shown that in
a 2D spinless single particle (i.e., no spin-orbit coupling)
system that has anti-commuting mirror planes, all four
side edges can be gapped without symmetry breaking on
an open square, but there are four modes localized at the
four corners (0D edge) protected by mirror symmetries.
Here we first extend the theory of 0D edge states to spin-
1/2 fermion systems without mirror symmetries but with
fourfold rotation symmetry and time-reversal symmetry.
We point out that the presence of 0D-edge states can be
understood as the result of a mismatch between the lo-
cations of the centers of the Wannier states and those of
atoms. Then we generalize the theory to 3D, and define
a new topological invariant by classifying the ‘spectral
flow’ of the Wannier centers between the kz = 0- and the
kz = pi-slices in the Brillouin zone. When this invariant is
nontrivial, there are four helical edge modes on the oth-
erwise gapped side surfaces of the 3D system. We further
show that when space inversion is also present, there is
a Fu-Kane-like formula [16] relating this invariant to cer-
tain combinations of rotation and inversion eigenvalues of
the filled bands at high-symmetry crystal momenta. Fi-
nally, we generalize the theory to strongly interacting sys-
tems, by constructing microscopic models of boson and
fermion SPT states that have (d − 2)-dimensional edge
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states for d = 2, 3 using coupled wires construction. We
remark that these edge states, protected by C4 and some
local symmetry such as time-reversal, are not pinned to
the corners or hinges of the system, and can even appear
in geometries having smooth side surfaces.
Mismatch between the atom sites and the Wannier
centers. Wannier functions for the filled bands can
be constructed for all 2D gapped insulators that have
zero Chern number [17]. When symmetries are involved
(time-reversal and/or spatial), the set of Wannier func-
tions may or may not form a representation of the sym-
metry group [18]. If they do, then we call these Wannier
functions ‘symmetric’. If a set of symmetric Wannier
functions cannot be found for all filled bands, we know
that the system cannot be adiabatically deformed into an
atomic insulator: this is considered a generalized defini-
tion of topologically nontrivial insulators [19, 20], since
atomic orbitals automatically form a set of symmetric
wavefunctions. Atomic insulators are usually considered
trivial. Nevertheless, we realize that even they can also
be somewhat nontrivial if there is a mismatch between
the Wannier centers and the atomic positions, as shown
in the left panel of Fig. 1(a). A Wannier center (WC)
can be understood as the middle of the Wannier function
(but see Ref. [21] for a rigorous definition), and if the
Wannier functions are symmetric, their centers are also
symmetric. When the mismatch happens, it means that
while the insulator can be deformed into some atomic in-
sulator, it would not be made by the atoms forming the
lattice. The presence of 0D edge states of the system put
on an open disk is the manifestation of the ‘mismatch’.
To be specific, let us consider a square lattice model
H = (1− cos kx − cos ky) τ0σzs0 + sin kxτ0σxsx
+ sin kyτ0σxsy + ∆ (cos kx − cos ky) τyσys0, (1)
in which all the atomic orbitals are put on the lat-
tice sites. Here τi, σi (i = 0, x, y, z) are Pauli matri-
ces representing the orbital degrees of freedom, and si
(i = 0, x, y, z) representing the spin. This model can be
thought as two copies of 2D topological insulator plus
a mixing term with ∆ as coefficient; and it has time-
reversal symmetry T = −isyK and a rotation symmetry
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2C4 = τze
−ipisz/4. The system put on a torus is fully
gapped because the four terms in Eq. (1) anti-commute
with each other and their coefficients do not vanish at
the same time.
As shown in Ref. [21], whatever value ∆ takes, the
insulator is equivalent to an atomic one, and its WCs
are located at the plaquette centers. We have explicitly
constructed a set of symmetric Wannier functions and
prove that, protected by the time-reversal and C4 sym-
metries, the Wannier centers stay invariant under any
gauge transformation that keeps the Wannier functions
symmetric. This model hence realizes the mismatch be-
tween the WCs at plaquette centers and the atomic po-
sitions at sites.
Now we cut along the dotted lines in the left panel of
Fig. 1(a) and turn the 2D torus into an open square.
Since this cut preserves C4 symmetries, the states cen-
tered at the plaquette center will be equally divided into
the four quarters, so that each quarter carries one extra
electron on top of some even integer filling. Due to T ,
this means that a pair (Kramers’ pair) of zero modes are
located near each of the four corners of the square. One
may observe that in the absence of particle-hole symme-
try (which is an accidental symmetry of the model), the
modes can be moved away from zero and pushed into
the bulk states, but we argue that even when this hap-
pens, the corners are still nontrivial in the following sense.
The total eight modes (two near each corner) come from
both the conduction and the valence bands, each hav-
ing (Nband− ν)L2− 4 and νL2− 4 electrons respectively,
where Nband ∈ even and ν ∈ even are the total num-
ber of bands and the filling number respectively, and L
the length of the square (Fig. 1(b)). No matter where
the Fermi energy is, a gapped ground state must have
4 mod 8 electrons on an even-by-even lattice, so that
each corner has exactly one (or minus one) extra elec-
tron on top of the filling of the bulk. This is in sharp
contrast with the systems having trivial corner states,
whose energy levels are plotted in Fig. 1(c). In that
case, the in-gap states can be pushed into the conduc-
tion bulk and there is no extra charge at each corner.
In Fig. 1(d)-(e), we plot the charge density at µ = µ1
in real space, and plot the extra electric charge within a
small area near the corner as a function of radius in the
Slater-product many-body ground state.
To see how the odd parity of the corner charge is pro-
tected by C4, we contrast the above scenario with the one
having a nematic perturbation breaking C4 down to C2,
so that the Wannier centers are shifted to the positions
shown in the right panel of Fig.1(a). When the system
is cut along the dotted lines, quarter has inside it an in-
teger number of Kramers’ pairs, and the degeneracy at
each corner is absent.
1D helical state and Z2 Wannier center flow. A nat-
ural generalization of the 0D state in 2D is the 1D edge
state in 3D, where both the 3D bulk and 2D side surfaces
are insulating, as shown in Fig. 2(c). Our construction
of this state is also based on the WC picture. Assume the
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FIG. 1. Nontrivial 0D edge modes of 2D fermion. In (a) we
sketch the mismatch between the atom sites and the WCs in
the presence (left panel) and the absence (right panel) of C4,
where the atom sites are represented by the block circles and
the WCs are represented by the colored orbitals. In (b) and
(c), level counting for systems with nontrivial and with trivial
0D edge state are shown, respectively. In (d) the numerical
calculated density profile of the 2D model with a finite size
of 50 × 50 is plotted, where the Fermi level is set at µ1. The
four bright regions in (d) show the additional charges located
at the corners. To count the number of additional charges
around a corner, we plot the integral of the density deviation
from the filling (ν = 4) in (e).
3D system has T and C4 symmetries, so we can take a C4
invariant tetragonal cell and transform the Hamiltonian
along the z-direction to momentum space. Each slice
with fixed kz can be thought as a 2D system, wherein
the kz = 0, pi-slices are time-reversal and C4 invariant
while the others are only C4 invariant. Consider an in-
sulator that has four filled bands, or four WCs for each
kz-slice. Due to C4, the four WCs are related to each
other by fourfold rotations; and due to T , at kz = 0 or
kz = pi, two WCs that form a Kramers’ pair must coin-
cide. Therefore, at kz = 0 and kz = pi, there are only
three possible configurations for the four WC: all four at
1a, all four at 1b and two at each 2c Wyckoff positions.
Wyckoff positions are points in a lattice that are invari-
ant under a subgroup of the lattice space group. For
a square lattice in a Wigner-Seitz unit cell, 1a and 1b
are the center and the corner invariant under C4, 2c are
the middles of the edges invariant under C2, and 4d are
generic points invariant under identity (the trivial sub-
group). If the configurations at kz = 0 and at kz = pi
are different, the evolution of the WC between the two
slices forms a ‘Z2-flow’, a robust topological structure re-
3vealing that the 3D insulator is not an atomic one. Out
of several different combinations of the configurations at
kz = 0 and kz = pi, there are two topologically distinct
Z2-flows, where the four WCs flow from 1b to 1a and from
1b to 2c [solid yellow and dashed green lines in Fig. 2(a)],
respectively. The latter Z2-flow can be shown equivalent
to a weak topological index (Ref. [21]), and we from now
on focus on the first Z2-flow from 1b to 1a. Whether this
flow is present or not gives us a new Z2-invariant, and
its edge manifestation is the existence of 1D helical edge
modes on the side surface of a bulk sample. (For more
rigorous definition and classification of the WC flow for
arbitrary number of filled bands, see Ref. [21].)
To see this bulk-edge correspondence, we cut the bulk
along both x and y directions, keeping the periodic
boundary condition along z. From top-down perspec-
tive, a corner of the sample takes the shape of the dotted
lines shown in Fig. 2(a). One can see that at the cor-
ner, the boundary cuts through exactly one (or three)
line in the WC flow, corresponding to one helical mode
along the hinge between the two open surfaces. To make
the picture more concrete, we consider the following 3D
model, which is a simple extension of the 2D model in
Eq. (1).
H =
(
2−
∑
i
cos ki
)
τ0σzs0 +
∑
i
sin kiτ0σxsi
+ ∆ (cos kx − cos ky) τyσys0 (2)
The kz = 0-slice is equivalent with the 2D model in Eq.
(1), thus having four charges locating at the plaquette
center. The kz = pi-slice is, however, a 2D atomic insu-
lator with four charges locating at the lattice site. The
mismatch between the WCs at kz = 0- and kz = pi-slices
means that the Z2-flow exists. To confirm the Z2-flow,
we also choose a smooth gauge for all the kz slices from
kz = 0 to kz = pi and plot the WC flow explicitly, which
indeed gives the Z2-flow, shown in Ref. [21]. The 1D
helical state is also confirmed by a numerical calculation
of the band structure of a finite tetragonal cylinder, as
plotted in Fig. 2(b). For this particular model, the heli-
cal edge states can be viewed from another perspective.
The edge between the two open surfaces can be consid-
ered as the domain wall between them. On each surface
there is a mass gap, and the rotation symmetry in this
model enforces the two masses to be opposite, so that at
the domain wall there is a helical mode [11] [see Fig. 2(c)
for a schematic and see Ref. [21] for more details].
Symmetry indicators for the Z2-invariant. To see if
a given insulator has 1D helical edge modes on the side
surface, one needs to calculate the evolution of the WCs
as a function of kz, which in turn requires finding sym-
metric, smooth and periodic Bloch wave functions for all
bands at each kz-slice as is done for our model Hamil-
tonian. This is practically impossible in real materials.
Now we show that in the presence of additional inversion
symmetry, this Z2-invariant can be determined by the
rotation and inversion eigenvalues at all high-symmetry
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FIG. 2. Nontrivial 1D helical modes of 3D insulator. In (a)
we plot the two generators of nontrivial Z2-flows from the
kz = 0-slice to the kz = pi-slice, where the lattice site (1a),
the plaquette center (1b), and the edge midpoint (2c) are rep-
resented by black planchet, hollow circle, and grey planchet,
respectively. In (b) the numerically calculated helical modes
of our 3D model on a tetragonal cylinder geometry is plotted.
The length along x and y directions is 50. In (c) we sketch the
domain wall between surfaces of opposite masses, enforced by
the C4 rotation symmetry.
momenta, simplifying the diagnosis. We call this method
a “Fu-Kane-like formula”, likening it to the Fu-Kane for-
mula for time-reversal topological insulators [16], where
inversion is not required to protect the nontrivial topol-
ogy, but when present greatly simplifies the calculation.
This formula is derived based on the new theory of
symmetry indicators [19, 20]: given any insulator, a full
set of eigenvalues of the space group symmetry operators
for filled bands at all high-symmetry points generates a
series of indicators. They tell us if this set is consistent
with any atomic insulator, and if yes, the theory fur-
ther gives where the atomic orbitals are located. Our
goal is to find such an indicator that is equivalent to the
Z2-invariant for the WC flow. Following the WC flow
picture, we require: (i) at kz = 0 and kz = pi, the eigen-
values of C4, C2 = C
2
4 and P are consistent with atomic
insulators; (ii) there is no surface state on the side sur-
faces; and (iii) comparing the two slices at kz = 0 and
kz = pi, the numbers of atomic orbitals at 1a and at 1b
change by ±4 and ∓4, respectively. For a concrete exam-
ple, let us consider space group P4/m, whose indicators
form a group Z2 × Z4 × Z8 [19], so that insulator ac-
cording to its C4 and P eigenvalues can be denoted by
(mnl) (m = 0, 1, n = 0, 1, 2, 3, l = 0, 1, ..., 7), and an in-
sulator with a nonzero indicator cannot be adiabatically
deformed into an atomic insulator. Using the three cri-
teria above, we find that the Z2-flow is nontrivial only
if (mnl) = (004). We have found the explicit formulas
to calculate these indicators directly from the symme-
try eigenvalues, which can be applied to all space groups
having both C4 and P. (See Ref. [21] for the results, and
find a MATLAB script therein for automated diagnosis
for materials in these space groups.)
Extension to strongly interacting SPT. In the above we
have established the theory of (d − 2)-dimensional edge
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FIG. 3. Coupled wires construction for a 3D SPT with robust
1D edge modes. Each filled circle is a wire from topdown, and
each open circle including four elementary wires is a ‘physical’
wire that can be realized in 1D lattice models. The breaking
of mirror symmetry in (a) causes the edge modes to move to
the positions in (b).
modes for free fermions through the WC picture. Since
WC is a single particle object, the same picture does not
apply for strongly interacting bosons or fermions. Here
we rebuild a 3D free fermion model with robust 1D heli-
cal edge modes using coupled wires construction [22–26],
a method that can be easily extended to strongly inter-
acting SPT. These SPT can either be bosonic [27] or
fermionic, and are in general protected by spatial sym-
metry [28] plus some internal symmetry [29].
Consider an arrangement of 1D wires shown in top-
down view in Fig. 3(a), each of which represents a he-
lical mode. Due to the fermion doubling theorem, each
wire alone cannot be physically realized in 1D, but an
even number of these wires can be realized as a 1D wire
fine tuned to a critical point. In our model, four wires
make a physical, critical 1D wire. For concreteness we
assume that under C4-rotation the four wires inside cycli-
cally permute. Then we couple the wires in the following
way: the four wires, in topdown view, which share a pla-
quette are coupled diagonally, i.e., 1 coupled to 3 and
2 to 4. For a 3D torus these couplings (solid red lines)
make the coupled wire system an insulator. For a cylin-
der geometry open in x and y directions, however, there
are ‘dangling helical wires’ on the side surfaces, which
can again be gapped by turning on a dimerizing coupling
(dotted lines). But one soon discovers that, as long as
C4 is preserved, there are always four unpaired wires on
the side surface (represented by green dots), which are in
fact the same 1D helical edge mode protected by C4 and
T studied above.
This construction can be easily extended to strongly
interacting SPT. One simply replaces each helical wire
with a (d− 2)-dimensional edge of a (d− 1)-dimensional
SPT protected by some local symmetry. For example,
each ‘wire’ can be a 0D spin-1/2, which is the edge of a
1D Haldane chain protected by SO(3) symmetry. In that
case, the resultant construction in Fig. 3(a) is nothing
but an AKLT-like state [30, 31] formed by S = 2 spins,
but unlike previously considered AKLT states in 2D, it
has gapped 1D edge but four 0D gapless spin-1/2 exci-
tations localized at the four corners in an open square.
We can also replace each wire by the edge of a Levin-Gu
state [32], protected by a Z2 local symmetry, then the
construction in Fig. 3(a) is a 3D bosonic SPT with 1D
gapless modes at four corners. Notice that in these bo-
son examples, time-reversal symmetry is not necessary.
Similar construction can be used to obtain SPT states
protected by both the local symmetries (being T , SO(3)
or Z2) and C4-rotation symmetry.
Discussion. It is important to note that, while in ex-
amples studied so far, the (d−2)-dimensional edge modes
sit at the corners or hinges in the disk or cylinder geom-
etry, it is not always the case. In the model shown in
Fig. 3(a), the edge modes are pinned to the corners by
the mirror symmetries (dotted lines), and breaking these
mirror planes in the bulk or on the surface causes the
edge modes to move away. In the example shown in Fig.
3(b), we break the mirror symmetry of the construction
on the surface, so that the dangling wires move from the
corners to some generic points on the side. As long as
C4 is present, the (d − 2)-dimensional edge modes are
stable, yet not pinned to corners or hinges in the absence
of mirror symmetries. In fact, they still appear even if
the whole side surface is smooth without hinges at all.
We also emphasize that while these edge modes are pro-
tected by C4-rotation symmetry, breaking the symmetry
perturbatively in the bulk or on the boundary does not in
general gap out the modes, because time-reversal alone
is sufficient to protect 1D helical edge modes. The only
way of gapping the modes is to annihilate them in pairs,
and this means large C4-breaking either in the bulk or
on the boundary. Similar discussions may be extended
to systems with twofold, threefold, sixfold rotations.
Experimentally, the four helical edge modes of a 3D
electronic insulator contribute a quantized conductance
of 4e2/h that may be measured in electric transport [7].
Also the (d−2)-dimensional edge modes may be detected
by local probes such as scanning tunneling microscopy,
either on a bulk sample or at the step edge of a thin film.
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1Supplemental materials for “(d− 2)-dimensional edge states of rotation symmetry
protected topological states”
I. A BRIEF REVIEW OF WANNIER
FUNCTIONS
Wannier functions (WFs) are defined as the Fourier
transformations of Bloch wave functions, with a gauge
freedom
|wαR〉 = 1√N
∑
kα
e−ik·R |φαk〉 (S1)
|φαk〉 =
∑
n
Unα (k) |ψnk〉 (S2)
Here |ψnk〉 is the n-th Bloch state at k, R is a lattice
vector in real space, N is the number of cells, α is the
wannier index, and U (k) can be an arbitray unitary ma-
trix. Generally speaking, as long as |φαk〉 takes a smooth
gauge in the whole Brillouin zone, the corresponding WF
|wαR〉 will be well localized around the lattice R.
The WC (Wannier center) is defined as the position
expectation on the WF. It can be calculated from the
Berry connection in momentum space
〈wαR| xˆ |wαR〉 =
∫
ddk
(2pi)d
Aα (k) +R (S3)
where the Berry connection is defined as
Aα (k) = i
∑
mn
〈Umαum| ∂k |Unαun〉 (S4)
and un (k) is the periodic part of the Bloch wavefunction
|ψnk〉. In general, WCs are gauge dependent, i.e. they
depend on the choice of the gauge Unα(k). An exception
is the 1D insulating system where the 1D WCs can be
thought as the spectrum of the Wilson loop along the 1D
Brillouin zone and thus are gauge invariant quantities.
Such a property leads to the modern theory of polariza-
tion and has greatly facilitated the studies of topological
insulators because the spectrum of wilson loop is believed
to be isomorphic with the surface dispersion.
To define the symmetric WFs, let us firstly review the
concept of Wyckoff positions. General positions in the
unit cell can be classified into a few types of Wyckoff
positions by the their site symmetry groups (SSGs). The
SSG for a given site x1 can be defined as the collection
of all the space group elements that leave x1 invariant
(module a lattice vector), i.e.
G (x1) = {g ∈ G|∃R s.t. gx1 = x1 +R} (S5)
Here gx = pgx1 +tg with pg the point group operation of
g and tg the translational operation of g. The equivalent
positions of x1 can be generated from a complete set of
the representatives of the quotient group G/G (x1)
xσ = gσx1 − [gσx1] gσ ∈ G/G(x1) (S6)
where g1 = e is the identity, and [gσx1] is the lattice
containing gσx1 such that xσ locates inp the home cell.
Hereafter, for convenience some times we will split the
Wannier index α into a site index σ and an orbital index
µ, indicating that the WF is the µ-th orbital locating at
the site xσ. A set of WFs is called symmetric if (i) they
form representations (reps) of the SSGs
∀g ∈ G (xσ) g |wσµR〉 =
∑
ν
Dνµ (g)
∣∣wσν,R+[gxσ ]〉
(S7)
, (ii) WFs at a general equivalent position of x1 can
be generated from the WFs at x1 by a symmetry op-
eration relating the two positions, and (iii) for time-
reversal invariant systems, we further ask the WFs to
form Kramers’ pairs, i.e.
T |wαR〉 =
∑
β
Ωβ,α |wβR〉 (S8)
where Ω is an anti-symmetric unitary matrix. For con-
venience in the following we take its standard form as
Ω =
[
0 −I
I 0
]
(S9)
The transformations of |φσµk〉 under symmetry opera-
tions are completely determined by the symmetry prop-
erty of WFs. For the space groups considered in our
work, we have
∀g ∈ G g |φσµk〉 =
∑
σ′µ′
Dkσ′µ′,σµ (g) |φσ′µ′gk〉 (S10)
Dkσ′µ′,σµ (g) = δ
′
xσ′ ,gxσe
igk·(xσ′−gxσ)Dµ′µ (g) (S11)
, where δ′xσ′ ,gxσ = 1 if xσ′ = gxσ module a lattice, and
T |φαk〉 =
∑
β
Ωβ,α |φβ,−k〉 (S12)
The transformation matrices Dk and Ω will be referred
as the sewing matrices in the following.
II. GAUGE INVARIANT 2D WANNIER
CENTERS
The discussion about the mismatch between atom sites
and WCs in the text presumes the gauge invariance of the
occupied 2D WCs. Otherwise, we can choose a gauge
where the WCs move away from the plaquette center to
negative all the arguments. Similarly, the gauge invari-
ance of the Z2-flow discussed in the text also needs the 2D
2WCs at kz = 0, pi-slices to be gauge invariant. Here, we
will set such a cornerstone by proving that in some special
cases the 2D WCs indeed are gauge invariant guaranteed
by the crystalline symmetry.
Since all the symmetry properties of symmetric WFs
are encoded in the sewing matrices, in the proof below
we follow the logic that two sets of symmetric WFs can
be deformed to each other only if the sewing matrices
generated from them can be transformed to each other
by a smooth gauge transformation. A relevant useful
concept is the band representation (BR), i.e. the set
of irreducible reps (irreps) at high-symmetry momenta,
which is indeed the diagonal blocks of sewing matrices in
momentum space. In some cases, the information in BR
is enough to demonstrate two sets of WFs are inequiva-
lent. Therefore, before the proof, let us figure out what
BR can tell us. The smallest 2D space group contain-
ing C4 is p4. As shown in table SI, it has four types of
wyckoff positions in real space, wherein the 1a and 1b
positions are the site and plaquette center, respectively.
To describe the BR we only need to count the irreps at Γ
and M , because the irreps at X and general momentum
are always same. After a few derivations according to
Eq. (S11), we find the mappings from symmetric WFs
to BRs as
E1a1
2
7→ EΓ1
2
+ EM1
2
(S13)
E1a3
2
7→ EΓ3
2
+ EM3
2
(S14)
E1b1
2
7→ EΓ1
2
+ EM3
2
(S15)
E1b3
2
7→ EΓ3
2
+ EM1
2
(S16)
E2c1
2
7→ EΓ1
2
+ EΓ3
2
+ EM1
2
+ EM3
2
(S17)
E4d1
2
7→ 2EΓ1
2
+ 2EΓ3
2
+ 2EM1
2
+ 2EM3
2
(S18)
Here we use the symbol of an irrep decorated with a
Wyckoff position to represent the WFs forming this ir-
rep at this Wyckoff position, and use the symbol of an
irrep decorated with a momentum to represent the bands
forming this irrep at this momentum. We follow the no-
tations for irreps in Ref. [36]. In the following, we will
make use of these mappings.
A. Gauge invariant Wannier centers at 1a (site)
As will be proved latter, a set of WFs at 1a can be
moved away by a symmetric gauge transformation only
if they form a rep consist of an even number of combined
rep E1a1
2
+ E1a3
2
. Therefore, the conclusion is that, for a
SSG W K Coordinates irreps at W irreps at K
C4
1a Γ (0, 0) E 1
2
E 3
2
E 1
2
E 3
2
1b M
(
1
2
, 1
2
)
E 1
2
E 3
2
E 1
2
E 3
2
C2 2c X
(
0, 1
2
)
E 1
2
E 1
2
C1 4d ... (x, y) E 1
2
E
TABLE SI. The Wyckoff positions and high-symmetry mo-
menta in 2D space group p4 (with time-reversal symmetry).
Due to the time-reversal symmetry, all the irreps at Wyck-
off positions and time-reversal invariant momenta are double
degenerate.
given set of WFs at 1a, taking off all the even number of
the rep E1a1
2
+ E1a3
2
, the left WFs consisted of
n
(
E1a1
2
+ E1a3
2
)
+mE1a1
2
+m′E1a3
2
(S19)
, where n = 0, 1, and one of mm′ equals to zero, will stay
still under any symmetry allowed gauge transformation.
We will prove this statement in three steps.
Firstly, we will show that the eight WFs forming the
rep 2E1a1
2
+ 2E1a3
2
can be moved to four Kramers’ pairs at
4d positions without breaking any symmetry. Apply an
unitary transform for the bases in 2E1a1
2
+ 2E1a3
2
|w1〉 = e−ipi4
∣∣∣∣12
〉
A
+ e−i
pi
4
∣∣∣∣ 1¯2
〉
B
+ ei
pi
4
∣∣∣∣32
〉
A
+ ei
pi
4
∣∣∣∣ 3¯2
〉
B
(S20)
|wi+1〉 = C4 |wi〉 i = 0, 1, 2 (S21)
|wi+4〉 = T |wi〉 i = 0, 1, 2, 3 (S22)
, where the subscript A/B is used to distinguish the two
same irreps, we find that the time-reversal rep has the
standard form Ω, while the C4 rep is identical with the
E4d1
2
WFs
D (C4) = σ0 ⊗
0 0 0 −11 0 0 00 1 0 0
0 0 1 0
 (S23)
Therefore, the WFs in 2E1a1
2
+ 2E1a3
2
can be moved to 4d
without breaking any symmetry. We denote this equiv-
alent relation as 2E1a1
2
+ 2E1a3
1
∼ E4d1
2
. Readers may find
that such a equivalence is consistent with the BR map-
pings in Eq. (S13)-(S18).
Secondly, it is obvious that the left mE1a1
2
or m′E1a3
2
WFs alone can not be gauged away because the BR gen-
erated from mE1a1
2
or m′E1a3
2
can not be reproduced by
any combination of WFs at other sites.
3Thus, to complete the proof, we only need to prove a
single rep E1a1
2
+E1a3
2
must stay at 1a under any symmet-
ric gauge transformation. From the BR mappings, we
find that E1a1
2
+ E1a3
2
can only be moved to E1b1
2
+ E1b3
2
or
E2c1
2
. Such transformations are very unnatural from an
intuitive perspective, because if we continuously move
the four WFs at 1a to 1b or 2c, the intermediate process
will break either time-reversal or C4. (Enforced by the
C4 symmetry, the four WFs must move to four different
directions, leading to separation of Kramers’ pairs). To
prove this statement, here we show that the gauge trans-
formation from E1a1
2
+ E1a3
2
to E1b1
2
+ E1b3
2
or E2c1
2
must be
singular. Let us first consider the transformation from
E1a1
2
+E1a3
2
to E1b1
2
+E1b3
2
. For convenience, here we choose
the WF bases with a “cyclical” gauge
|w1〉 = e−ipi4
∣∣∣∣12
〉
+e−i
pi
4
∣∣∣∣ 1¯2
〉
+ei
pi
4
∣∣∣∣32
〉
+ei
pi
4
∣∣∣∣ 3¯2
〉
(S24)
|wi+1〉 = C ′4 |wi〉 i = 1, 2, 3 (S25)
where C ′4 is the rotation operation centered at 1a and 1b
for the E1a1
2
+E1a3
2
and E1b1
2
+E1b3
2
WFs, respectively. In this
guage, for both 1a and 1b positions, |wi〉 and |wi+2〉 form
a Kramers’ pair and the time-reversal rep matrix has the
standard form Ω. According to Eq. (S11) the C4 sewing
matrices generated from |wi〉 at 1a and 1b positions can
be derived respectively as
Dk = W =
0 0 0 −11 0 0 00 1 0 0
0 0 1 0
 (S26)
D˜k = We−iky (S27)
Now assume there is a well defined gauge transformation
U (k) that relates these two sets of WFs, then from Eq.
(S10) and (S12) such a gauge transform must satisfy
U (−k) = ΩU∗ (k) ΩT (S28)
U (C4k) = WU (k)W
†eiky (S29)
leading to the equation U∗ (k) = U (k) eikx+iky . Thus we
can write U (k) as an orthogonal matrix O (k) multiplied
by a phase factor
U (k) = O (k) e−
i
2 (kx+ky) O (k) ∈ O (n) (S30)
Substitute this back to Eq. (S28) and (S29), we get
the constraints on O (k) as (i) O (−k) = ΩO (k) ΩT
and (ii) O (C4k) = WO (k)W
†, wherein the first con-
straint is implied by the second one. By requiring U (k)
to be periodic, we get another two constraints as (iii)
O (kx + 2pi, ky) = −O (k) and (iv) O (kx, ky + 2pi) =
−O (k). In fact, such constraints make O (k) must be
singular at some momenta. To see this, express O (k) as
O (k) = ξ · exp (−iH (k)) (S31)
where ξ = ±1 is the determinant, and H (k) is a 4 by 4
imaginary Hermition matrix parameterized as
H (k) = ω (k) [n1 (k) τyσx + n2 (k) τ0σy + n3 (k) τyσz]
+ θ (k) [m1 (k) τzσy +m2 (k) τxσy +m3 (k) τyσ0]
(S32)
Here we take the convention that ω, θ are real and pos-
itive, and n = (n1n2n3)
T
, m = (m1m2m3)
T
are unit
vectors. It should be noticed that as the first three ma-
trices and the last three matrices respectively form a set
of SU (2) generators, and these two sets are commutative
with each other, such a parameterization realizes an iso-
morphic mapping from SO (4) to SU (2)×SU (2). There-
fore, the orthogonal matrix can be expressed as a product
of two commutative matrices
O (k) = ξ · O1 (k)O2 (k) (S33)
where
O1 = cosω − i sinω (n1τyσx + n2τ0σy + n3τyσz) (S34)
O2 = cos θ− i sin θ (m1τyσx +m2τ0σy +m3τyσz) (S35)
The constraints (i) and (ii) lead to
ω (C4k) = ω (k) θ (C4k) = θ (k) (S36)
n (C4k) = [n2, n1,−n3]T (k) (S37)
m (C4k) = [−m2,m1,m3]T (k) (S38)
And the anti-periodic property in constraints (iii) and
(iv) must be realized by either O1 or O2. In fact,
whatever which O is chosen to be anti-periodic, the
anti-periodic condition together with the symmetry con-
straints (Eq. (S36)-(S38)) will make O singular at some
momenta. Here we only take O1 as an example. With
the anti-periodic condition, only two branches of solu-
tions exist, the first is
ω (kx + 2pi, ky) = ω (kx, ky + 2pi) = ω (k) + pi (S39)
n (kx + 2pi, ky) = n (kx, ky + 2pi) = n (k) (S40)
and the second is
ω (k) =
pi
2
(S41)
n (kx + 2pi, ky) = n (kx, ky + 2pi) = −n (k) (S42)
4Obviously, the first breaks the C4 symmetry constraint
(Eq. (S36)) because ω (pi, 0) = ω (−pi, 0) + pi. While,
the second solution is singular at (pi0), since there must
be n (pi, 0) = 0 due to the C4 constraint (Eq. (S36))
and the anti-periodic constraint (Eq. (S42)). Therefore,
we achieve the conclusion that there is no smooth gauge
transformation can deform E1a1
2
+E1a3
2
to E1b1
2
+E1b3
2
. The
proof for the inequivalence between E1a1
2
+ E1a3
2
and E2c1
2
completely parallelizes the above process.
B. Gauge invariant Wannier centers at other
positions
As 1a and 1b positions can be renamed to each other
by re-choosing the origin point, there is no physical dif-
ference between them and all the statements about 1a
should also hold for 1b. Therefore a set of WFs at 1b
can be moved away by a symmetric gauge transforma-
tion only if the WFs consist of an even number of rep
E1b1
2
+ E1b3
2
. And, taking off all the even the number of
the rep E1b1
2
+E1b3
2
, the centers of the left WFs are gauge
invariant.
As for the 1c position, just like the 2E1a1
2
+ 2E1a3
2
WFs
in section II A, a pair of E2c1
2
can reduce to four Kramers’
pairs at the 4d position, i.e. 2E2c1
2
∼ E4d1
2
. Thus, if there
are an even number of E2c1
2
at the 1c position all of them
can be gauged away to 4d positions, however, if there is
an odd number of E2c1
2
, at least two WFs (a Kramers’
pair) will stay at 1c under any symmetric gauge trans-
formation.
In summary, a set of WFs at any wyckoff position can
be moved by symmetric gauge transformations if and
only if the rep (of the SSG at the Wyckoff position) they
form is consistent with a set of E4d1
2
WFs. In other words,
all the move of WFs should pass through 4d positions,
which is very consistent with the intuitive picture.
C. Occupied Wannier functions for the 2D model
The occupied bands of our 2D model give the BR
EΓ1
2
+EΓ3
2
+EM1
2
+EM3
2
, which is irrelevant with the param-
eter ∆ since the corresponding term vanish at Γ and M .
However, such a BR can not give a concrete real space in-
formation because it can be generated from E1a1
2
+E1a3
2
, or
E1b1
2
+E1b3
2
, or E2c1
2
. Here, by constructing the WFs explic-
itly, we will show that the occupied states are equivalent
to E1b1
2
+ E1b3
2
WFs. We follow the projection procedure
described in Ref. [18]. Firstly, let us guess four trial lo-
cal orbitals, denoted by |γα〉, at the home cell and define
them by the model orbitals
|γα〉 =
′∑
Rβ
|aβR〉MRβα (S43)
Here |aβR〉 is the β-th atomic orbital in the lattice R
in our 2D model, MR (8 by 4) is the overlap matrices
between atomic orbitals and the trial orbitals, and the
summation
∑′
R is taken only for a few lattices around the
home cell. Assume |γα〉 form the rep E1b1
2
+E1b3
2
and limit
the the summation over R within R1 = (00), R2 = (10),
R3 = (11), and R4 = (01), the symmetry properties
satisfied by |γα〉 imply a set of constraints on MR
MRi+1 = C4M
RiDγ† (C4) (S44)
MRi = TMRiΩT (S45)
Here C4 = τze
−ipi4 sz is the C4 operator on the atomic
orbitals, Dγ (C4) is the E
1b
1
2
+ E1b3
2
rep matrix of C4,
T = −isyK is the time-reversal operator on the atomic
orbitals, and Ω is the time-reversal rep on E1b1
2
+ E1b3
2
.
Aligning the gauge of occupied Bloch states with respect
to the trial orbitals, we can define a set of projected
Bloch-like states
|Υαk〉 =
∑
n∈occ
|ψnk〉 〈ψnk| γα〉 (S46)
and the overlap matrix between them
Sαβ (k) = 〈Υαk|Υβk〉 (S47)
Then by the Lo¨wdin orthonormalization procudure, a set
of orthonormal Bloch-like states are obtained∣∣∣ψ˜αk〉 = ∑
β
S
− 12
βα (k) |Υβk〉 (S48)
The WFs transformed from these Bloch-like states will
be well localized and satisfy the E1b1
2
+E1b3
2
rep as long as
the overlap matrix S (k) is non-singular over the whole
Brillouin zone.
In practice, we generate a random MR1 matrix and
symmetrize it due to Eq. (S44)-(S45). A non-singular
S (k) has been successfully obtained. The WCs are also
confirmed by the wilson loop method and are found in-
deed to locate at the 1b position. In the wilson loop
method, the center of the α-th WF is calculated by
xα =
1
2pi
∫
dkyxα (ky) (S49)
yα =
1
2pi
∫
dkxyα (kx) (S50)
ei2pixα(ky) = 〈u˜α,0,ky |u˜α,(N−1)∆k,ky 〉 · · ·
× 〈u˜α,2∆k,ky |u˜α,∆k,ky 〉〈u˜α,∆k,ky |u˜α,0,ky 〉
(S51)
5ei2piyα(kx) = 〈u˜α,ky,0|u˜α,kx,(N−1)∆k〉 · · ·
× 〈u˜α,kx,2∆k|u˜α,kx,∆k〉〈u˜α,kx,∆k|u˜α,kx,0〉
(S52)
where ∆k = 2piN , and |u˜αk〉 is the periodic part of the
orthonormal Bloch-like state
∣∣∣ψ˜αk〉.
It should be noticed that, whatever the value of ∆
takes, the occupied WCs should locate at 1b. This is
simply because the ∆ term can not close the band gap
and the four WFs E1b1
2
+E1b3
2
can not be moved away from
1b by any adiabatic process, as proved before.
III. WANNIER CENTER FLOW IN 3D SYSTEM
A. Classification of the flows
For a 3D system with both time-reversal and C4 sym-
metries, we can choose a tetragonal cell with its principal
axis along the z direction and apply a fourier transfor-
mation along z. Here we focus on the case where all
the kz-slices are equivalent to some 2D atomic insula-
tor. The above conclusions about the gauge invariant
2D WCs applies for the kz = 0, pi-slices because both the
time-reversal and C4 symmetries present there. However,
in general intermediate kz-slices, the above conclusions
fail because of the absence of time-reversal symmetry.
Then an immediate observation follows is that a bulk
state must be nontrivial if there is a mismatch between
its 2D WCs in kz = 0- and kz = pi-slices. We argue
that the bulk topology is only determined by the WFs
at the kz = 0, pi-slices, because, as the sewing matrices
in the intermediate slices are completely determined by
the two ends (from the compatibility relation) and all
the 2D atomic insulator with same sewing matrices are
topologically equivalent, all the possible evolutions must
be equivalent with each other. Therefore, for a given set
of 2D WFs at the kz = 0- and kz = pi-slices, a nontrivial
flow exists if (i) the WCs at kz = 0- and kz = pi-slices
are inequivalent with each other and (ii) the WCs at the
two ends can be continuously deformed to each other by
a time-reversal breaking process. Considering that the
gauge invariant WCs at kz = 0, pi-slices can only locate
at 1a, 1b and 2c positions and the flows between 1a and
2c can be generated form the flows between 1b and 2c
and the flows between 1b and 1a, to figure out the flow
classification we only need to discuss the latter two cases.
Let us start with the flows between 1b and 1a. For
both 1b and 1a in kz = 0- or kz = pi-slices, we only need
to study the left immovable irreps
n
(
E 1
2
+ E 3
2
)
+mE 1
2
+m′E 3
2
(S53)
as discussed in section II A. Here n = 0, 1 and the one
of m,m′ equals to zero. Firstly, we will show that the
2m (2m′) 2D WFs in the E 1
2
(E 3
2
) irreps at 1a or 1b can
not move along the flow. This can be seen by presuming
an infinite small move and comparing the C4 rep matrix
before and after the move. Here we take m E1a1
2
irreps
for an example. Before the move, the C4 rep matrix is
a direct sum of m E 1
2
rep matrices, thus the trace gives
Tr [D (C4)] = m
√
2. While, after the move, the WFs lo-
cating at 4d positions must form a traceless D (C4), be-
cause the four equivalent 4d positions transform to each
other in turn under the C4 rotation. Therefore the pre-
sumption of the infinite small move is untenable. Sec-
ondly, notice that a single rep E 1
2
+ E 3
2
can be sepa-
rated into four WFs at 4d positions by a time-reversal
breaking process, which can be achieved in two steps.
In the first step, we take the “cyclical” gauge defined
in Eq. (S24)-(S25), where C4 transforms the WFs to
each other in turn and time-reversal transforms |wi〉 to
|wi+2〉. In the second step, we split |w1〉 and |w3〉 in the
x direction and split the |w2〉 and |w4〉 in the y direc-
tion. Thus, through the 4d positions, there can be a flow
E1b1
2
+ E1b3
2
→ E1a1
2
+ E1a3
2
or E1a1
2
+ E1a3
2
→ E1b1
2
+ E1b3
2
,
where the arrow represents a flow from kz = 0 to kz = pi.
Such flows are gauge invariant because both E1b1
2
+ E1b3
2
and E1a1
2
+E1a3
2
at the two ends can not be gauged away.
However, double of the flows must be trivial because
the 2E1a1
2
+ 2E1a3
2
or the 2E1b1
2
+ 2E1b3
2
can be gauged
away, as discussed in section II A. It should also be no-
ticed that the flow E1a1
2
+ E1a3
2
→ E1b1
2
+ E1b3
2
is equal to
the flow E1b1
2
+ E1b3
2
→ E1a1
2
+ E1a3
2
module a trivial flow
2E1a1
2
+ 2E1a3
2
→ 2E1b1
2
+ 2E1b3
2
. Therefore, in summary, we
obtain a Z2 class of the flow between 1b and 1a, wherein
the nontrivial element E1b1
2
+E1b3
2
→ E1a1
2
+E1a3
2
manifests
itself by 1D helical modes, as discussed in the text.
The discussion of the flow between 1b and 2c is much
more simple. As discussed above, at 1b position, a non-
trivial flow must start or end with E1b1
2
+ E1b3
2
irreps.
While, at the side of 2c, the flow can only merge to
the E2c1
2
irrep. As the C4 sewing matrix of E
2c
1
2
irrep
is consistent with the C4 sewing matrix of E
4d
1
2
, the flow
E1b1
2
+E1b3
2
→ E2c1
2
indeed can be realized by a time-reversal
breaking process. Similar with the 1b → 1a flow, this
flow also generates a Z2 class, because the double of it
2E1b1
2
+ 2E1b3
2
→ 2E2c1
2
can be trivialized by deformations
at the two ends. What kind of surface state is manifested
in this class of flow? By an isomorphic mapping from the
flow to the surface dispersion, we find even number Dirac
points on both the zx and the yz surfaces, indicating the
bulk is a weak topological insulator.
Beware that, the two flows defined above do not give
a complete classification of the time-reversal and C4 pro-
tected 3D topological crystalline insulators, instead, they
only classify the a special kind of insulators where each
kz-slice is equivalent with a 2D atomic insulator.
6B. Construct the flow of the 3D model
To verify our theory, in this section we explicitly show
the 1b → 1a flow in our 3D model by constructing 2D
WFs continuously from kz = 0- to kz = pi-slices. As
described in section II C, the overlap matrix in real space
(MR) can be thought as the input of the construction
procedure. Therefore, to get continuous WF gauges from
kz = 0 to kz = pi, we can firstly work out the overlap
matrices at the two ends, i.e. MR (0) and MR (pi), and
then interpolate MR (kz) in the intermediate slices. As
the kz = 0-slice is equivalent with our 2D model, we
can directly use the 2D WFs constructed in section II C.
While, to be consistent with the flow process, here we
choose the “cyclical” gauge defined in Eq. (S24)-(S25),
for which the overlap matrices build for E1b1
2
+ E1b3
2
in
appendix II C, denoted as M˜R here, should be multiplied
by an unitary matrix
MRi (0) = M˜RiV † (S54)
where V can be read from the “cyclical” gauge defini-
tion in Eq. (S24)-(S25). The overlap matrix at kz = pi
can also be constructed in a similar way: randomly gen-
erate an overlap matrix and then symmetrize it. To be
consistent with the flow, in kz = pi-slice we also choose
the “cyclical” gauge for the four E1a1
2
+E1a3
2
trial orbitals
and put them in the lattices R1 = (00), R2 = (10),
R3 = (11), and R4 = (01), respectively. We also gener-
ate an additional δMRi term to cover the time-reversal
breaking process in the intermediate slices. At last, the
overlap matrix can be interpolated as
MRi (kz) =
(
1− kz
pi
)
MRi (0) +
kz
pi
MRi (pi)
+ λ
kz
pi
(
1− kz
pi
)
δMRi (S55)
Here λ is an adjustable parameter. Within the continu-
ous symmetric WF gauges from kz = 0 to kz = pi, we cal-
culate the evolution of WCs by the Wilson loop method
and plotted it in Fig. (S1), which indeed coincides with
the nontrivial Z2-flow.
IV. LOW ENERGY THEORY
Another perspective to understand the 1D helical
modes is from the effective low energy theory on the sur-
faces. As the 3D model can be thought as two copies
of topological insulators plus a mixing term, on surfaces
there should be two Dirac points and a mass term be-
tween them
H = k1τ0s˜1 + k2τ0s˜2 +mτy s˜3 (S56)
Here k1, k2 are the surface momenta, s˜i are pauli matrices
representing the pseudo spin. In the geometry in Fig. (3)
1a
1b
2c
FIG. S1. The numerically calculated WC flow from kz = 0-
to kz = pi-slices in the 3D model, where the parameter ∆ is
set to 0.2.
in the text, we set k1 = ky, k2 = kz for the yz surface,
and k1 = −kx, k2 = kz for the zx surface. For a general
surface deviating from the yz plane by an angle θ, we set
k1 = − sin θkx + cos θky (S57)
k2 = kz (S58)
Then, by the symmetry analysis in the following, we show
that the mass term flips its sign under the C4 rotation,
i.e. m (θ) = −m (θ + pi2 ). Thus, enforced by the C4 sym-
metry, there must be domain walls of masses, where the
helical states live, on the surfaces. Two interesting ob-
servations immediately follow. The first is that, as the
domain walls are enforced by the C4 symmetry, in gen-
eral, they do not necessarily locate at the hinges. In-
stead, it can be anywhere on the surfaces. For our 3D
model, the helical modes are pinned at the hinges by the
accidental mirror symmetry. The second observation is
that, the 1D helical modes are stable against to any time-
reversal preserving perturbations—even the C4 breaking
perturbations—because to gap out the helical modes one
need to move two domain walls separated far away in real
space together to annihilate them in pair, which can not
be realized by a perturbation.
Now let us derive the effective theory in Eq. (S56)
and prove the mass flipping under C4. Firstly, we write
the bulk Hamiltonian in the surface coordinates (k1k2k3),
where k3 = cos θkx + sin θky, and expand it to first order
of k1, k2 and second order of k3
H =
(
−1 + k
2
3
2
)
τ0σzs0 + k3τ0σx (sx cos θ + sy sin θ)
+ k1τ0σx (−sx sin θ + sy cos θ) + k2τ0σxsz
+
∆ (θ)
2
k23τyσys0 (S59)
where
∆ (θ) = ∆
(
sin2 θ − cos2 θ) (S60)
7It should be noticed that, even this is a low energy the-
ory, the property ∆
(
θ + pi2
)
= −∆ (θ) holds to any or-
der because this is enforced by the symmetry relation
C4τyτys0C
−1
4 = −τyτys0. By the gauge transformation
sx cos θ+sy sin θ → s3, −sx sin θ+sy cos θ → s1, sz → s2,
and the replacement k3 → −i∂3, we get the Hamiltonian
on the surface as
H =
(
−1− ∂
2
3
2
)
τ0σzs0 − i∂3τ0σxs3 − ∆ (θ)
2
∂23τyσys0
+ k1τ0σxs1 + k2τ0σxs2 (S61)
Then, neglecting the k1, k2, and ∆ terms, we get the zero
modes equation in the x3 ≥ 0 semi-infinite system[(
1 +
1
2
∂2x
)
− τ0σys3∂3
]
ψ (x3) = 0 (S62)
with the boundary condition
ψ (0) = ψ (∞) = 0 (S63)
It has four solutions
ψµn (x3) = uµn
1√C
(
e−λ+x3 − e−λ−x3) (S64)
, where
λ± = 1± i (S65)
u =
1√
2

i 0 0 0
0 i 0 0
1 0 0 0
0 −1 0 0
0 0 i 0
0 0 0 i
0 0 1 0
0 0 0 −1

(S66)
Then expand the remaining terms in Eq. (S61) on these
solutions, we get the effective theory
H = k1τ0s˜1 + k2τ0s˜2 +m (θ) τy s˜3 (S67)
where m (θ) is the mass induced by the mixing term ∆ (θ)
m (θ) =
∆ (θ)
2C
∫
dx3
(
e−λ+x3 − e−λ−x3)∗
× ∂23
(
e−λ+x3 − e−λ−x3) (S68)
Therefore, as ∆
(
θ + pi2
)
= −∆ (θ), the sign of mass must
flip under the C4 rotation.
V. SYMMETRY INDICATORS
The Z2-flow has provided a good physical picture and
serves as a topological invariant characterizing the non-
trivial states. However, for real materials, it is practically
impossible to find smooth and symmetric gauges to cal-
culate the flow. Thus it would be very useful if there is
some Fu-Kane-like criterion that can diagnose the topol-
ogy from merely symmetry eigenvalues. As will be shown
latter, such a criterion indeed exists if the system has an
additional inversion symmetry.
We follow the newly developed symmetry indicator
method [19, 20] to diagnose the topology. In this method,
a BR is represented by a column vector of integers, where
each entry gives the appeared number of a particular ir-
rep at a particular high-symmetry momentum. All the
admissible BRs that satisfy the compatibility relations
form a linear space. On the other hand, the bases of this
linear space can also be generated from a set of atomic
insulators. Consequently, any BR can be expanded by
the atomic BR bases with integral or fractional coeffi-
cients, wherein fractional coefficients imply some kind of
nontrivial topology.
A. Symmetry indicators in space group P4/m
The smallest space group containing both C4 and in-
version is P4/m, whose symmetry indicators form a
group Z2 × Z4 × Z8. In this section, we will work out
the generators of the group.
In table SII, we list all the wyckoff positions and high-
symmetry momenta, and the irreps of their SSGs in space
group P4/m. By definition, a BR should be given by the
numbers of irreps at Γ, M , X, Z, A, R, Λ, V , W , D,
E. However, as the latter five momenta can be continu-
ously connected to the former six momenta which have
higher symmetries, the irreps at these five momenta can
be inferred directly from the knowledge of the irreps at
the former six momenta and the compatibility relation.
Thus we conclude that the BR is completely determined
by the irreps at Γ, M , X, Z, A, and R. By applying
Eq. (S11) repeatedly, we have found all the independent
atomic BR bases and summarize them in table SIII.
Now let us find out all the the compatibility relations
allowed BRs. The compatibility relations consist of five
constraints on the occupation number
n
(
EΓ1
2 g
)
+ n
(
EΓ3
2 g
)
+ n
(
EΓ1
2u
)
+ n
(
EΓ3
2u
)
= n
(
EM1
2 g
)
+ n
(
EM3
2 g
)
+ n
(
EM1
2u
)
+ n
(
EM3
2u
)
= n
(
EZ1
2 g
)
+ n
(
EZ3
2 g
)
+ n
(
EZ1
2u
)
+ n
(
EZ3
2u
)
= n
(
EA1
2 g
)
+ n
(
EA3
2 g
)
+ n
(
EA1
2u
)
+ n
(
EA3
2u
)
= n
(
EX1
2 g
)
+ n
(
EX1
2u
)
= n
(
ER1
2 g
)
+ n
(
ER1
2u
)
(S69)
and two constraints on the angular momentum conserva-
tion along ΓZ and MA
n
(
EΓ1
2 g
)
+ n
(
EΓ1
2u
)
= n
(
EZ1
2 g
)
+ n
(
EZ1
2u
)
(S70)
8Site sym.
Wyckoff position High sym. K
W Irrep K Irrep
C4h
1a (000)
E 3
2
u, E 3
2
g, E 1
2
u, E 1
2
g
Γ (000)
E 3
2
u, E 3
2
g, E 1
2
u, E 1
2
g
1b
(
00 1
2
)
Z (00pi)
1c
(
1
2
1
2
0
)
M (pipi0)
1d
(
1
2
1
2
1
2
)
A (pipipi)
C2h
2e
(
1
2
00
)
E 1
2
u, E 1
2
g
X (0pi0) E 1
2
u, E 1
2
g2f
(
1
2
0 1
2
)
R (0pipi)
C4
2g (00z) E 3
2
, E 1
2
Λ (00u) E 3
2
, E 1
22h
(
1
2
1
2
z
)
V (pipiu)
C2 4i
(
1
2
0z
)
E 1
2
W (0piu) E 1
2
Cs
4j (xy0) E 1
2
D (uv0) E 1
24k
(
xy 1
2
)
E (uvpi)
C1 8I (xyz) E 1
2
GP E 1
2
TABLE SII. Wyckoff positions, high-symmetry momenta, and the irreps of their SSGs in space group P4/m (with time-reversal
symmetry).
BR
A1 E
1a
1
2
g
EΓ1
2
g
+ EM1
2
g
+ EX1
2
g
+ EZ1
2
g
+ EA1
2
g
+ ER1
2
g
A2 E
1a
3
2
g
EΓ3
2
g
+ EM3
2
g
+ EX1
2
g
+ EZ3
2
g
+ EA3
2
g
+ ER1
2
g
A3 E
1a
1
2
u
EΓ1
2
u
+ EM1
2
u
+ EX1
2
u
+ EZ1
2
u
+ EA1
2
u
+ ER1
2
u
A4 E
1a
3
2
u
EΓ3
2
u
+ EM3
2
u
+ EX1
2
u
+ EZ3
2
u
+ EA3
2
u
+ ER1
2
u
A5 E
1b
1
2
g
EΓ1
2
g
+ EM1
2
g
+ EX1
2
g
+ EZ1
2
u
+ EA1
2
u
+ ER1
2
u
A6 E
1b
3
2
g
EΓ3
2
g
+ EM3
2
g
+ EX1
2
g
+ EZ3
2
u
+ EA3
2
u
+ ER1
2
u
A7 E
1c
1
2
g
EΓ1
2
g
+ EM3
2
g
+ EX1
2
u
+ EZ1
2
g
+ EA3
2
g
+ ER1
2
u
A8 E
1c
3
2
g
EΓ3
2
g
+ EM1
2
g
+ EX1
2
u
+ EZ3
2
g
+ EA1
2
g
+ ER1
2
u
A9 E
1c
1
2
u
EΓ1
2
u
+ EM3
2
u
+ EX1
2
g
+ EZ1
2
u
+ EA3
2
u
+ ER1
2
g
A10 E
1d
1
2
g
EΓ1
2
g
+ EM3
2
g
+ EX1
2
u
+ EZ1
2
u
+ EA3
2
u
+ ER1
2
g
A11 E
1d
3
2
g
EΓ3
2
g
+ EM1
2
g
+ EX1
2
u
+ EZ3
2
u
+ EA1
2
u
+ ER1
2
g
A12 E
2e
1
2
g
EΓ1
2
g
+ EΓ3
2
g
+ EM1
2
u
+ EM3
2
u
+ EX1
2
g
+ EX1
2
u
+ EZ1
2
g
+ EZ3
2
g
+ EA1
2
u
+ EA3
2
u
+ ER1
2
g
+ ER1
2
u
A13 E
2f
1
2
g
EΓ1
2
g
+ EΓ3
2
g
+ EM1
2
u
+ EM3
2
u
+ EX1
2
g
+ EX1
2
u
+ EZ1
2
u
+ EZ3
2
u
+ EA1
2
g
+ EA3
2
g
+ ER1
2
g
+ ER1
2
u
TABLE SIII. Atomic BR bases of space group P4/m. In the first, second, and third columns, we list the notations of atomic
BR bases, the irreps in real space to generate it, and the BR in momentum space, respectively.
n
(
EM1
2 g
)
+ n
(
EM1
2u
)
= n
(
EA1
2 g
)
+ n
(
EA1
2u
)
(S71)
Solve these linear equations, we get 13 independent BR
generators, wherein 10 of them are atomic BRs, while the
other 3 are not. The three nontrivial generators can be
chosen as
BZ2 = E
Γ
3
2 g
− 2EΓ1
2 g
− EΓ3
2u
+ 2EΓ1
2u
− EM3
2 g
+ EM3
2u
− 6EZ3
2 g
+ 6EZ3
2u
(S72)
BZ4 = E
Γ
3
2 g
− EΓ3
2u
− EZ3
2 g
+ EZ3
2u
(S73)
BZ8 = E
Γ
3
2 g
− EΓ3
2u
(S74)
Here ZN in the subscript represents that NBZN is an
atomic BR. Therefore, the BRs of P4/m can be clas-
sified into 2 × 4 × 8 classes, each of them is given by
three integers (mnl) that define the representative BR
mBZ2 + nBZ4 + lBZ8 , with m = 0, 1, n = 0, 1, 2, 3, and
l = 0, 1 · · · 7.
B. Understand the indicators
From the parity criterion, we find that all these three
generators correspond to weak or strong topological in-
sulators. Specifically, BZ2 has a nontrivial weak in-
dex Z2(110; 0), BZ4 also has a nontrivial weak index
Z2(001; 0), whereas BZ8 has a nontrivial strong index
Z2(000; 1).
The double of BZ4 or BZ8 corresponds to mirror
(Mz = PC2) protected topological crystalline insulators,
wherein 2BZ4 has mirror Chern number 2 (mod 4) in
both the kz = 0- and kz = pi-slices, while 2BZ8 has mir-
ror Chern number 2 (mod 4) in the kz = 0-slice and mir-
9ror Chern number 0 (mod 4) in the kz = pi-slice. This
can be proved by firstly divide the eigenstates at kz = 0-
slice (kz = pi-slice) into two sectors according to their Mz
eigenvalues and then apply the following Chern number
Fu-Kane-like formula in each sector [37]
iC = (−1)Nocc
∏
n∈occ
ξn(Γ)ξn(M)ζn(X) (S75)
Here ξn(Γ) is the C4 eigenvalue of the n-band at Γ, ξn(M)
is the C4 eigenvalue of the n-band at M , ζn(X) is the
C2 eigenvalue of the n-band at X, and C is the Chern
number.
Now the only left element is 4BZ8 . To figure out it, let
us firstly generalize the mappings in Eq. (S13)-(S16) to
the case with inversion symmetry. Treating kz = 0- and
kz = pi-slices as two 2D systems and applying Eq. (S11),
we find that
E1a1
2 g
(0/pi) 7→ EΓ/Z1
2 g
+ E
M/A
1
2 g
+ E
X/R
1
2 g
(S76)
E1a3
2 g
(0/pi) 7→ EΓ/Z3
2 g
+ E
M/A
3
2 g
+ E
X/R
1
2 g
(S77)
E1a1
2u
(0/pi) 7→ EΓ/Z1
2u
+ E
M/A
1
2u
+ E
X/R
1
2u
(S78)
E1a3
2u
(0/pi) 7→ EΓ/Z3
2u
+ E
M/A
3
2u
+ E
X/R
1
2u
(S79)
E1b1
2 g
(0/pi) 7→ EΓ/Z1
2 g
+ E
M/A
3
2 g
+ E
X/R
1
2u
(S80)
E1b3
2 g
(0/pi) 7→ EΓ/Z3
2 g
+ E
M/A
1
2 g
+ E
X/R
1
2u
(S81)
E1b1
2u
(0/pi) 7→ EΓ/Z1
2u
+ E
M/A
3
2u
+ E
X/R
1
2 g
(S82)
E1b3
2u
(0/pi) 7→ EΓ/Z3
2u
+ E
M/A
1
2u
+ E
X/R
1
2 g
(S83)
Therefore, we find that the 4BZ8 can be interpreted as
E1b1
2 g
(0) + E1b3
2 g
(0) + E1a1
2 g
(pi) + E1a3
2 g
(pi)
7→ 4BZ8 mod an atomic BR (S84)
which implies the WC flow from the plaquette center
(kz = 0) to the site (kz = pi). As all the atomic BRs
can not imply any WC flow, all the BRs in the (004)
class must have the nontrivial Z2-flow.
C. Matlab script
Here we also provide a Matlab script to automatically
calculate the symmetry indicator of a given BR of the
space group P4/m.
1 c l e a r ;
2 %
3 % bases =========================================
4 %
5 e G12g=ze ro s (20 ,1 ) ; e G12g (1 ) =1; e G32g=ze ro s (20 ,1 ) ; e G32g (2 ) =1;
6 e G12u=ze ro s (20 ,1 ) ; e G12u (3 ) =1; e G32u=ze ro s (20 ,1 ) ; e G32u (4 ) =1;
7
8 e M12g=ze ro s (20 ,1 ) ; e M12g (5 ) =1; e M32g=ze ro s (20 ,1 ) ; e M32g (6 ) =1;
9 e M12u=ze ro s (20 ,1 ) ; e M12u (7) =1; e M32u=ze ro s (20 ,1 ) ; e M32u (8) =1;
10
11 e X12g=ze ro s (20 ,1 ) ; e X12g (9 ) =1; e X12u=ze ro s (20 ,1 ) ; e X12u (10) =1;
12
13 e Z12g=ze ro s (20 ,1 ) ; e Z12g (11) =1; e Z32g=ze ro s (20 ,1 ) ; e Z32g (12) =1;
14 e Z12u=ze ro s (20 ,1 ) ; e Z12u (13) =1; e Z32u=ze ro s (20 ,1 ) ; e Z32u (14) =1;
15
16 e A12g=ze ro s (20 ,1 ) ; e A12g (15) =1; e A32g=ze ro s (20 ,1 ) ; e A32g (16) =1;
17 e A12u=ze ro s (20 ,1 ) ; e A12u (17) =1; e A32u=ze ro s (20 ,1 ) ; e A32u (18) =1;
18
19 e R12g=ze ro s (20 ,1 ) ; e R12g (19) =1; e R12u=ze ro s (20 ,1 ) ; e R12u (20) =1;
20 %
21 % AI bases ======================================
22 %
23 AA=[
24 e G12g + e M12g + e X12g + e Z12g + e A12g + e R12g , . . . % 1a 1/2g
25 e G32g + e M32g + e X12g + e Z32g + e A32g + e R12g , . . . % 1a 3/2g
26 e G12u + e M12u + e X12u + e Z12u + e A12u + e R12u , . . . % 1a 1/2u
10
27 e G32u + e M32u + e X12u + e Z32u + e A32u + e R12u , . . . % 1a 3/2u
28 e G12g + e M12g + e X12g + e Z12u + e A12u + e R12u , . . . % 1b 1/2g
29 e G32g + e M32g + e X12g + e Z32u + e A32u + e R12u , . . . % 1b 3/2g
30 e G12g + e M32g + e X12u + e Z12g + e A32g + e R12u , . . . % 1c 1/2g
31 e G32g + e M12g + e X12u + e Z32g + e A12g + e R12u , . . . % 1c 3/2g
32 e G12u + e M32u + e X12g + e Z12u + e A32u + e R12g , . . . % 1c 1/2u
33 e G12g + e M32g + e X12u + e Z12u + e A32u + e R12g , . . . % 1d 1/2g
34 e G32g + e M12g + e X12u + e Z32u + e A12u + e R12g , . . . % 1d 3/2g
35 e G12g + e G32g + e M12u + e M32u + e X12g + e X12u . . .
36 + e Z12g + e Z32g + e A12u + e A32u + e R12g + e R12u , . . . % 2e 1/2g
37 e G12g + e G32g + e M12u + e M32u + e X12g + e X12u . . .
38 + e Z12u + e Z32u + e A12g + e A32g + e R12g + e R12u % 2 f 1/2g
39 ] ;
40 %
41 % N o n t r i v i a l g ene ra to r s =========================
42 %
43 BZ2 = e G32g − 2∗ e G12g − e G32u + 2∗e G12u . . .
44 − e M32g + e M32u − 6∗ e Z32g + 6∗ e Z32u ;
45 BZ4 = e G32g − e G32u − e Z32g + e Z32u ;
46 BZ8 = e G12u − e G12g ;
47 %
48 % diagnose the BR ==============================
49 %
50 %BR = e G12g + e G32u + e M12u + e M32g + e X12g + e X12u . . .
51 % + e Z12u + e Z32g + e A12u + e A32g + e R12g + e R12u ;
52 BR = e G12g + e G32g + e M12g + e M32g + e X12g + e X12g . . .
53 + e Z12g + e Z32g + e A12g + e A32g + e R12u + e R12u ;
54 %
55 [m, n , l ] = f u n c l a s s 8 3 ( BR, AA, BZ2 , BZ4 , BZ8) ;
56 f p r i n t f ( ’m, n , l= %d , %d , %d\n ’ ,m, n , l ) ;
57 %
58 % subrout ine to c a l c u l a t e the i n d i c a t o r =========
59 %
60 f unc t i on [ n1 , n2 , n3 ] = f u n c l a s s 8 3 ( bb , AA, b1 , b2 , b3 )
61 t o l=1e−3;
62 f o r n1=0:1
63 f o r n2=0:3
64 f o r n3=0:7
65 btmp = n1∗b1+n2∗b2+n3∗b3 ;
66 CC=AA\(btmp − bb) ;
67 e r r = norm(CC−round (CC) ) ;
68 %
69 %f p r i n t f ( ’%d %d %d %f \n ’ , n1 , n2 , n3 , e r r )
70 %
71 i f e r r < t o l
72 break ;
73 end
74 end
75 %
76 i f e r r < t o l
77 break ;
78 end
79 end
80 %
81 i f e r r < t o l
82 break ;
83 end
84 end
11
85
86 i f e rr>=t o l
87 n1=−1;
88 n2=−1;
89 n3=−1;
90 end
91
92 end
where the variable BR is the input band representa-
tion, and (mnl) is the indicator calculated from BR. For
practical application, one only need to replace the defi-
nition of BR (line 52 in the code). It should be noticed
that, this script is not limited to the space group P4/m,
but is applicable to any space group containing C4 and
inversion symmetries.
We have used the occupied BR of our 3D model (the
commented definition at line 50 in the code) to verify the
symmetry indicator, which indeed gives (004).
D. Fu-Kane formula
As discussed in section V B, the Z2 indicator m and the
Z4 indicator n can be indeed calculated from the knowl-
edge of inversion and rotation eigenvalues. Specifically,
we have
(−1)m =
∏
K
∏
n∈occ
λn(K) (S85)
in = iCm(pi) (S86)
where λn(K) is the parity of the n-th Krammer pair at
the momentum K, K goes over the four time reversal
invariant momenta (TRIM) with kx = pi, and Cm(pi) is
the mirror Chern number of kz = pi slice (mod 4) which
can be calculated from Eq. (S75). Here we also find a
similar formula to calculate the Z8 indicator l from the
symmetry eigenvalues directly
l =
(
n−1
2
+ 3n+3
2
− n+1
2
− 3n−3
2
)
/2 mod 8 (S87)
which is applicable to all space groups with inversion and
symmorphic C4 rotation. The concrete definition of n
+
1
2
,
n−1
2
, n+3
2
, n−3
2
in various groups are listed in table SIV.
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Lattice Space groups n Definitions for n+3
2
, n−3
2
, n+1
2
, n−1
2
Γq 83, 123, 124, 127, 128
n+1
2
n(EΓ1
2
g
) + n(EM1
2
g
) + n(EZ1
2
g
) + n(EA1
2
g
) + n(EX1
2
g
) + n(ER1
2
g
)
n−1
2
n(EΓ1
2
u
) + n(EM1
2
u
) + n(EZ1
2
u
) + n(EA1
2
u
) + n(EX1
2
u
) + n(ER1
2
u
)
n+3
2
n(EΓ3
2
g
) + n(EM3
2
g
) + n(EZ3
2
g
) + n(EA3
2
g
) + n(EX1
2
g
) + n(ER1
2
g
)
n−3
2
n(EΓ3
2
u
) + n(EM3
2
u
) + n(EZ3
2
u
) + n(EA3
2
u
) + n(EX1
2
u
) + n(ER1
2
u
)
Γvq 87, 139, 140
n+1
2
n(EΓ1
2
g
) + n(EM1
2
g
) + n(EX1
2
g
) + 2n(EN1
2
g
) + n
(
EP1
2
)
a
n−1
2
n(EΓ1
2
u
) + n(EM1
2
u
) + n(EX1
2
u
) + 2n(EN1
2
u
) + n
(
EP3
2
)
n+3
2
n(EΓ3
2
g
) + n(EM3
2
g
) + n(EX1
2
g
) + 2n(EN1
2
g
) + n
(
EP3
2
)
n−3
2
n(EΓ3
2
u
) + n(EM3
2
u
) + n(EX1
2
u
) + 2n(EN1
2
u
) + n
(
EP1
2
)
Γc 221
n+1
2
n(EΓ1
2
g
) + n(FΓ3
2
g
) + n(ER1
2
g
) + n(FR3
2
g
) + 2n(EM1
2
g
) + n(EM3
2
g
) + 2n(EX1
2
g
) + n(EX3
2
g
)
n−1
2
n(EΓ1
2
u
) + n(FΓ3
2
u
) + n(ER1
2
u
) + n(FR3
2
u
) + 2n(EM1
2
u
) + n(EM3
2
u
) + 2n(EX1
2
u
) + n(EX3
2
u
)
n+3
2
n(FΓ3
2
g
) + n(EΓ5
2
g
) + n(FR3
2
g
) + n(ER5
2
g
) + 2n(EM3
2
g
) + n(EM1
2
g
) + 2n(EX3
2
g
) + n(EX1
2
g
)
n−3
2
n(FΓ3
2
u
) + n(EΓ5
2
u
) + n(FR3
2
u
) + n(ER5
2
u
) + 2n(EM3
2
u
) + n(EM1
2
u
) + 2n(EX3
2
u
) + n(EX1
2
u
)
Γfc
225
n+1
2
n(EΓ1
2
g
) + n(FΓ3
2
g
) + 2n(EX1
2
g
) + n(EX3
2
g
) + 2n(EL1
2
g
) + 2n(EL3
2
g
) + n(EW1
2
)
n−1
2
n(EΓ1
2
u
) + n(FΓ3
2
u
) + 2n(EX1
2
u
) + n(EX3
2
u
) + 2n(EL1
2
u
) + 2n(EL3
2
u
) + n(EW3
2
)
n+3
2
n(FΓ3
2
g
) + n(EΓ5
2
g
) + 2n(EX3
2
g
) + n(EX1
2
g
) + 2n(EL1
2
g
) + 2n(EL3
2
g
) + n(EW3
2
)
n−3
2
n(FΓ3
2
u
) + n(EΓ5
2
u
) + 2n(EX3
2
u
) + n(EX1
2
u
) + 2n(EL1
2
u
) + 2n(EL3
2
u
) + n(EW1
2
)
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n+1
2
n(EΓ1
2
g
) + n(FΓ3
2
g
) + n(EX3
2
g
) + n(EX1
2
u
) + n(EX3
2
u
)
n−1
2
n(EΓ1
2
u
) + n(FΓ3
2
u
) + n(EX3
2
u
) + n(EX1
2
g
) + n(EX3
2
g
)
n+3
2
n(FΓ3
2
g
) + n(EΓ5
2
g
) + n(EX1
2
g
) + n(EX1
2
u
) + n(EX3
2
u
)
n−3
2
n(FΓ3
2
u
) + n(EΓ5
2
u
) + n(EX1
2
u
) + n(EX1
2
g
) + n(EX3
2
g
)
Γvc 229
n+1
2
n(EΓ1
2
g
) + n(FΓ3
2
g
) + n(EH1
2
g
) + n(FH3
2
g
) + 3n(EN1
2
g
) + n
(
EP1
2
)
+ n
(
FP3
2
)
n−1
2
n(EΓ1
2
u
) + n(FΓ3
2
u
) + n(EH1
2
u
) + n(FH3
2
u
) + 3n(EN1
2
u
) + n
(
FP3
2
)
+ n
(
EP5
2
)
n+3
2
n(FΓ3
2
g
) + n(EΓ5
2
g
) + n(FH3
2
g
) + n(EH5
2
g
) + 3n(EN1
2
g
) + n
(
FP3
2
)
+ n
(
EP5
2
)
n−3
2
n(FΓ3
2
u
) + n(EΓ5
2
u
) + n(FH3
2
u
) + n(EH5
2
u
) + 3n(EN1
2
u
) + n
(
EP1
2
)
+ n
(
FP3
2
)
a In space group 87, the little group at N is Ci and the corresponding irreps are denoted as A 1
2
g and A 1
2
u in Ref. [36], both of which
are one dimensional. However, due to the Kramers theorem, the irreps at N should be double degenerate, thus we adopt the two
dimensional notations E 1
2
g and E 1
2
u.
TABLE SIV. The concrete expressions for n+3
2
, n−3
2
, n+1
2
, n−1
2
in the Z8 Fu-Kane-like formulas in all applicable space groups. The
notations of high symmetry momenta follow Ref. [38], and the notations of point group irreps follow Ref. [36].
