Modern methods for data visualization via dimensionality reduction, such as t-SNE, usually have performance issues that prohibit their application to large amounts of high-dimensional data. In this work, we propose NCVis -a high-performance dimensionality reduction method built on a sound statistical basis of noise contrastive estimation. We show that NCVis outperforms state-of-the-art techniques in terms of speed while preserving the representation quality of other methods. In particular, the proposed approach successfully proceeds a large dataset of more than 1 million news headlines in several minutes and presents the underlying structure in a humanreadable way. Moreover, it provides results consistent with classical methods like t-SNE on more straightforward datasets like images of hand-written digits. We believe that the broader usage of such software can significantly simplify the large-scale data analysis and lower the entry barrier to this area.
: NCVis visualization of more than 2 million news headlines [8] in less than 15 minutes. The word clouds illustrate the most frequent words used in the headlines from the area.
classical approach is to focus on a considerably smaller subset and try to find patterns there. But, intuitively, we can benefit from using the data, especially when one recalls the advances of statistical methods.
The classical linear approaches to dimensionality reduction, such as Principal Component Analysis (PCA; [5] [6] [7] ), are computationally efficient and widely used for data preprocessing and feature extraction. However, their linearity usually does not allow them to obtain high-quality low-dimensional representations that would be useful for visualization. Though the development of nonlinear dimensionality reduction methods such as Multidimensional scaling (MDS; [19] ), Isomap [18] , Locally Linear Embedding (LLE; [16] ), Laplacian Eigenmaps [1] and Local Tangent Space Alignment (LTSA; [22] ) allowed to improve the quality of low-dimensional embeddings, their strong performance on artificial data is often not supported by comparable results on real-world high-dimensional data.
The situation has changed when t-SNE [10] -an approach focused on interpretable dimensionality reduction -was introduced and was quickly considered to be a de-facto standard for data visualization via dimensionality reduction. The computational performance of t-SNE is enough to provide a positive user experience with small to medium-sized data, but its poor scalability does not allow for processing large data sets. Several optimizations [9, 21] were proposed to solve this problem, but none of them were able to provide a considerable improvement of its performance. The recently introduced LargeVis [17] and Umap [12] focus on the usage of stochastic optimization for the objective function similar to the one of t-SNE. Both these methods achieve a considerable speedup as compared to their competitors, but still are based on a large set of heuristics, which results in difficulties with understanding the underlying idea and practical usage.
In this paper, we formulate a statistical approach to design highperformance dimensionality reduction algorithms. In this case, the need for heuristics is minimized, so the efficacy can be granted for free. Our approach is based on the theory of Noise Contrastive Estimation (NCE; [3, 4] ) and proceeds from the assumption that though many representations may have structural similarities with the target object, only a few of them avoid including unnecessary details. This variant of Occam's razor can be interpreted in the following way: while maximizing the correspondence with real data, also minimize the similarity with noise.
When applied to the dimensionality reduction problem, NCE approach allows us to introduce Noise Contrastive Visualization (NCVis) -a highly-scalable method for visualization via dimensionality reduction. The main issue which prevents the efficient batch training of t-SNE is the necessity to re-normalize the distribution in embedding space at every step. NCVis allows to avoid this issue and its scalability becomes the direct consequence of self-normalizing properties of NCE [3, 4] .
Our main contributions can be summarized as follows:
• We propose a principled statistical approach NCVis to obtain scalable dimensionality reduction algorithms basing on Noise Contrastive Estimation methodology. The approach allows for efficiently parallelizable batch training of embeddings. • We implement NCVis as a multi-platform Python package 1 providing a stable out-of-the-box experience. • Experiments have proved that NCVis outperforms state-ofthe-art methods for visualization via dimensionality reduction in terms of speed without losing a high visualization quality. • Due to the parallel nature of the algorithm, NCVis gains significant benefits from hardware leveraging which allows us to visualize millions of high-dimensional objects in several minutes using a standard multi-core PC.
PROBLEM STATEMENT
In this paper, we address the problem of building a low-dimensional representation of high-dimensional data:
1 https://github.com/stat-ml/ncvis
We also suppose that some distance function d(·, ·) : R M × R M → [0, +∞) can be defined for each pair of vectors from the set { z i } N i=1 . We assume that the value of this function should increase as the dissimilarity between the points goes up. That is why there is no demand for metric properties except for non-negativity: d(·, ·) ≥ 0.
NOISE CONTRASTIVE VISUALIZATION
In this paper, we introduce Noise Contrastive Visualization (NCVis)a highly-scalable method for visualization via dimensionality reduction based on the Noise Contrastive Estimation (NCE) approach. Its implementation is based on a special optimization procedure, which makes it well suited for parallelization.
An informal overview of the method goes as follows. One can select pairs of neighbors from the original high-dimensional data set. Suppose, that this is done in random manner: the higher the distance between points, the lower the probability for them to be selected. Now suppose that we also given a low-dimensional representation of the original data points, so we can perform a similar procedure there. It seems reasonable, that a good representation should induce the same pairs that were observed in the original data. Note that in order to build such a representation, we need to compute all the pairwise distances in the embedding. This will allow us to compare them and use terms "large" and "small" properly. However, we can reformulate the objective. Consider noisy representation where all the neighbors probabilities are almost equal. We can now use them as reference to mark lower-dimensional probabilities as either large or small. In this case we do not need to gather information about all the pairs of neighbors, it will be enough to know the scale of lower-dimensional probabilities with respect to the noisy probabilities.
Noise Contrastive Estimation
We start by describing NCE approach and establishing the notations to be used further. Noise Contrastive Estimation (NCE) was introduced in [3] and developed in a more recent work [4] . Let P d be a data distribution with density p d and samples
coming from this distribution. Consider also noise distribution P n with density p n and corresponding samples
, and assign a binary label C t to each element u t :
. Our initial goal is to obtain an approximation of p d with some model p m (·; θ ). It is important to notice that normalization is included in the parameters θ , so, generally speaking, the model is unnormalized. NCE objective J T (θ ) is then given by the principle of maximum likelihood:
.
In order to apply the law of large numbers, we can also rewrite it as
Assume that both P d and P n have a finite mean. When T d tends to infinity (and T n also tends to infinity as T n = νT d ) the following objective is obtained using the weak law of large numbers:
Due to a stochastic nature of the objective function, the first order batch optimization methods can be beneficial in the case of the large number of parameters θ . The explicitly written gradient with respect to the vector of parameters is given by
A strong resemblance can be noticed between the proposed approach and a standard ML estimate for unnormalized models. Maximum Likelihood objective function L(θ ) and its gradient are given by
The similarity between Equation (2) and Equation (3) goes even further, when noise ratio ν tends to infinity:
As it follows, every stationary point of MLE objective where p m (x; θ ) is normalized is also a stationary point of NCE objective and vice versa.
Recall that t-SNE [10] minimizes Kullback-Leibler divergence between p d and p m , and thus maximizes the corresponding likelihood. The optimum is usually searched for by a gradient descent or other first-order optimization methods. To conclude, if noise ratio ν is high enough and the resulting model is normalized, there is no significant difference between using t-SNE and NCVis (see also the experimental validation in Section 4.2).
Probabilistic Model
In this section, we specify the particular instance of the approach described above to provide a simple but powerful probabilistic method for obtaining high-quality visualizations.
First of all, we reintroduce the main idea of t-SNE which starts from defining conditional probabilities P = {p i j } N i, j=1 of highdimensional points:
In Equation (4) the variances {σ 2 i } N i=1 are selected to keep the entropy of distributions {p i j } N j=1 close to the predefined value for each i. Similarly, for points in low-dimensional space the probabilities Q = {q i j } N i, j=1 are introduced:
are obtained by minimizing Kullback-Leibler divergence between the distributions:
The main problem here is that every q i j is normalized, which requires the computation of aggregate sum k l q kl and leads to a significant slowdown and parallelization issues. This difficulty can be overcome by switching to unnormalized models which can be done by using NCE since it provides a robust framework to handle such problems.
We note, that probabilities p i j from (4) quickly become negligible when the distance between the points increases. Having taken it into account, we propose to simply use neighborhood indicators instead of Gaussian type probabilities in (4) . For a fixed number neighbours k we define function
Another function that is useful for us is 1 k (i, j) = 1 k i (j) ∨ 1 k j (i), which is non-zero if at least one of the points is among k nearest neighbors of the other point. Now for each pair of points (i, j) in the high dimensional space we introduce the probability of observing their co-occurrence
For a lower-dimensional space, unlike t-SNE, we propose to treat normalization constant Q as one of the parameters:
where a and b are some fixed values. Such an expression for probabilities is inspired by Umap [12] . Finally, using NCE notation, we observe the nearest neighbor graph
As proposed before, we are intended to unite the normalization parameter Q and vector representations {z i } N i=1 into a single vector parameter θ = {Q, {z i } N i=1 }. In this notation the modelling distribution is given by
To be consistent in simplification, we propose the noise distribution with the following sampling procedure:
This induces the following noise distribution:
After the construction of the distributions, which one can easily sample from, we will now utilize stochastic gradient ascent to optimize NCE objective.
Optimization Algorithm
The whole purpose of using Noise Contrastive Estimation is the ability to leverage batch optimization. The expectations in Equation (1) can be approximated by sampling from the distributions P d and P n , respectively. That is why it was essential to keep them as simple as possible. Otherwise, efficient parallelization may not be enough to compensate for the complexity of sampling. The details can be found in Algorithm 1.
During the initialization phase, we use the Power Iteration method. The reason can be formulated as follows. If the nearest neighbor graph adjacency matrix has a block structure, the corresponding coordinates of the initialization vector will be located closely to each other. Thus, representations of the nodes from one community will be located near each other providing high values of likelihood.
In our setting, it is crucial to have an efficient solution for the nearest neighbor graph construction. To achieve it, we have selected the approach based on Hierarchical Navigable Small World graphs (HNSW), whose advantages over the alternatives are presented in detail in [11] . The main idea of the method is to build a hierarchical structure of proximity graphs that allows localizing nearest neighbors via subsequent scale reduction efficiently.
Complexity
If we use k nearest neighbors for each point, then NCVis will consist of the following steps:
(1) The nearest neighbor graph construction by HNSW has complexity O(N log N ) [11] .
// gradient ascent step end end Algorithm 1: Embedding construction algorithm.
(2) Embedding initialization is performed with the Power Iteration method. Due to the sparsity of the graph, it has complexity O(kN ). Consequently, the overall complexity is O N (k + log N ) and is determined by the complexity of the graph construction approach for a sufficiently small number k of nearest neighbors.
PERFORMANCE EVALUATION
We compared the speed and visualization quality of NCVis to those of other existing methods. Our algorithm aims to provide stateof-the-art performance on large data sets while giving predictable output is standard cases. It is essential for a such software to show a good out-of-the-box performance and to have a convenient interface. The most popular methods in this category are Multicore t-SNE [20] , Umap [12] and t-SNE implemented in Scikit-learn [14] . However, we also want our method to be competitive with those which do not satisfy this criterion but are still efficient in practice such as FIt-SNE [9] and LargeVis [17] . For all the experiments, we used NCVis with 15 nearest neighbors, 50 optimization epochs and the data set size as the number of samples.
Speed Comparison
We use preprocessed samples from the News Headlines Of India data set [8] to perform the comparison. Test cases are generated by taking the first 1000, 2 · 1000, . . . , 2 10 · 1000 samples from the data set. The hardware used is 12 × Intel ® Core ™ i7-8700K CPU @ 3.70GHz, 64 Gb RAM. Figure 2 summarized the results of the experiment which show that the performance of the proposed method is superior to its alternatives. It should be noted here that Scikit-learn t-SNE and Umap do not support parallelization while other methods benefit from it. 
Quality Comparison
Our next step was to evaluate the quality of the method and, what is more important, its predictable behavior on simple data sets. We used the Optical Recognition of Handwritten Digits Data Set from [2] which comprised 5620 preprocessed handwritten digits and thus has a simple structure that is assumed to be revealed by visualization. Figure 3 proves that NCVis shows the behavior consistent with classical methods like t-SNE while producing visualization up to the order of magnitude faster.
Parallelization Efficiency
Another important criterion to measure the method's scalability is an efficient use of the resources. We can compare the methods, which support parallelization, by the efficiency of parallelization. We use a traditional notation: let τ 1 , τ 2 , . . . , τ n be the times which correspond to execution with 1, 2, . . . , n processes. One can define efficiency as S n = τ 1 τ n : it equals 1 for n = 1 and for more processes we expect S n to be close to n. Even though in practice the achievement of such an efficiency is challenging, we can still use it as a reasonable comparison criterion. The results of the experiment are presented in Figure 4 . We used 10000 samples from a news data set. It should be pointed out, however, that slow data loading procedures impact FIt-SNE and LargeVis performance.
LARGE SCALE APPLICATION
There are numerous artificial tasks which exhibit a clear cluster structure. On the contrary, pure clusters rarely occur in real-life applications. Nevertheless, there is still inner structure which can be revealed by visualization. To show the full potential of NCVis we will visualize a large India News headlines data set of more than 2 million samples [8] . The challenge is to study the incredibly vast set of topics in a reasonable amount of time.
Data Preprocessing
The samples in the data set D = {s i } N i=1 are India News headlines. Our task is to build vector representation for each of them. In order to do so, we use 1 million English word vectors [13] trained on Wikipedia 2017, UMBC webbase corpus and statmt.org news data set. These data allow us to perform mapping R :
For each word we then find the representation according to the rule
Finally, each sentence is represented by the mean of its words: Efficiency, 1 n FIt-SNE LargeVis Multicore t-SNE NCVis Figure 4 : The comparison of visualization approaches by efficiency. Ideally, the efficiency should be equal to the number of threads. NCVis does not achieve this limit but significantly outperforms other methods. 
Data Visualization
Afterwards, NCVis is used with cosine similarity as distance function to construct the visualization:
Cosine similarity was selected as representations for similar words have greater dot product than for dissimilar ones. Thus we assume that the same also holds for sentence representations. The result can be found in Figure 5 .
Visualization Analysis
There are more than 1 thousand categories provided in the data set, which makes a standard cluster analysis complicated. However, it can be much more useful to introduce a less excessive list of topics based on the data set structure. One can focus on specific groups of points to develop a better understanding of the presented headlines. We propose to visualize vector representations of news headlines and then to focus on areas of interest: isolated regions and regions with a higher density, see several examples on Figure 5 . Within a short time, we have been able to find relevant news topics and study them more carefully by sampling the headlines from one of the selected areas (for example, the one connected with medicine). Several headlines sampled from this "medicine" region are presented in Table 1 . We clearly see strong semantic links between the selected headlines which shows that the obtained visualization is meaningful. Figure 5 : NCVis visualization of India News headlines embeddings. The focus is on several dense and isolated areas, as we believe to find the most interesting information there.
RELATED WORK
The problem of data visualization is well studied and can be solved in several ways.
The Scikit-learn implementation of t-SNE [15] is probably the most well-known and most widely used visualization method. Among the advantages of the method making it so popular are a convenient, user-friendly, interface and its ability to provide state-of-the-art visualization quality for small and medium-sized data sets. Still, it fails to be efficient enough for large-scale applications because of the normalization problem discussed in Section 3.2.
The issue of scalability can be addressed directly by using the parallel version of the algorithm. Despite the fact that the author of Multicore t-SNE [20] adopted this approach and provided the corresponding implementation, the method remains considerably slow and has a low parallelization efficiency, since the normalization term is computed explicitly.
FIt-SNE [9] is much more scalable and uses an entirely different idea to compute interactions between the points. It originates from a fast simulation of N -body problem, where Fast Fourier Transform can be used to gain a significant speedup. However, only computational part of the algorithm has been changed, and it still behaves similarly to t-SNE in terms of processing large samples.
All the techniques described above leave the theoretical basis unchanged and try to solve the performance difficulties of the original t-SNE algorithm. Another family of methods takes an entirely different path by introducing its own objective functions. As far as we know, LargeVis [17] is the first method with a focus on graph visualization that uses the idea of negative sampling. This vital step removes the necessity of explicit calculations of the normalization term.
Umap [12] approach is based on the same idea as LargeVis, but it pays much more attention to heuristics, providing a noticeable performance gain. It is also the first method that combines a convenient user interface and efficiency. However, due to the absence of a parallelism support, it faces significant scaling difficulties.
CONCLUSION
We developed NCVis -a highly-scalable method for visualization via dimensionality reduction based on the sound theory of Noise Contrastive Estimation. The main idea behind this approach is to focus not only on likelihood maximization between the real data and the model but to keep the model as distinct from the noise as possible. It allows to remove excess information about the object and, at the same time, highlight relevant details. We derive our method from the theory of Noise Contrastive Estimation and outline some of its essential properties. We emphasize that when the amount of noise is large enough, NCVis produces the results, which are close to those obtained with the well-known t-SNE method.
The experimental validation of NCVis was performed on the conventional multi-core hardware against the state-of-the-art methods for visualization via dimensionality reduction such as Multicore t-SNE [20] , Umap [12] , t-SNE implemented in Scikit-learn [14] , FIt-SNE [9] and LargeVis [17] . We show that the proposed method significantly outperforms the competitors in terms of speed: it needs only 6 minutes to provide well-interpretable visualizations for more than 1 million of high-dimensional data points. Moreover, we show that the parallelization efficiency of NCVis is much higher than the one of other methods. This fact creates the possibility for visualization of the data of an arbitrary scale given sufficiently powerful hardware. Finally, on the classical data set of handwritten digits [2] , NCVis provides high-quality visualization which is consistent with the famous t-SNE results while computing it 30 times faster.
The whole pipeline can be found online 2 . Taking into account that NCVis is easy to install and cross-platform, our method can be considered as a perfect candidate for real-life applications.
