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Einleitung
Zentraler Gegenstand der Arbeit ist das Studium der simultanen Approximierbarkeit einer endli-
chen Menge reeller Zahlen ζ1, ζ2, . . . , ζk durch (hauptsa¨chlich) rationale oder algebraische Zahlen.
Das erste Kapitel ist der Approximation durch rationale Zahlen gewidmet. Wir untersuchen dazu
das Verhalten des Ausdrucks max1≤t≤k |ζtx − yt| fu¨r ganzzahlige (x, y1, . . . yk) fu¨r die |x| durch
einen reellen Parameter Q beschra¨nkt ist. Das daraus resultierende System von Ungleichungen
(1.5)-(1.8) macht das simultane Approximationsproblem durch geeignete Wahl eines Ko¨rpers
K(Q) und eines Gitters Λ(ζ1, ζ2, . . . , ζk) zuga¨nglich fu¨r Methoden der Geometrie der Zahlen, die
auf Anwendungen der Gitterpunktsa¨tze von Minkowki beruhen.
In diesem Zusammenhang haben W. Schmidt und L. Summerer in [14],[15] das dynamische Ver-
halten der sukzessiven Minimafunktionen bezu¨glich K(Q) und Λ(ζ1, ζ2, . . . , ζk) untersucht und
neue Approximationskonstantenψj , ψj , (1 ≤ j ≤ k+1) eingefu¨hrt, welche die Approximierbarkeit
von (ζ1, ζ2, . . . , ζk) charakterisieren. Diese stehen in engem Zusammenhang zu den von Khinchin
bzw Bugeaud und Laurent eingefu¨hrten Approximationskonstanten ωj, ω̂j , 1 ≤ j ≤ k+1. Vorerst
mangelt es jedoch noch an Anwendungen auf konkrete (ζ1, ζ2, . . . , ζk), sodass wir zuna¨chst daran
interessiert sind, Beispiele von (ζ1, ζ2, . . . , ζk) zu konstruieren, fu¨r die ψj , ψj , (1 ≤ j ≤ k+1) (oder
a¨quivalent dazu ωj , ω̂j , 1 ≤ j ≤ k+1) explizit bestimmt werden ko¨nnen. Dafu¨r eignen sich Zahlen
ζ1, ζ2, . . . , ζk, die sowohl einzeln als auch simultan sehr gut approximierbar sind: inspiriert von
Liouville’s erstem konkretem Beispiel einer transzendenten Zahl (l =
∑
n≥1 2
−n!) betrachten wir
zuna¨chst sehr rasch konvergente Reihen dieser Bauart. Dies fu¨hrt gleichzeitig auf Erkenntnisse
u¨ber den Zusammenhang zwischen s-adischen Entwicklungen und Approximationseigenschaften,
die auch fu¨r sich interessant sind.
Eine mo¨gliche Anwendung dieser Untersuchungen ist die explizite Konstruktion von ζ1, ζ2, . . . , ζk,
deren Approximationskonstanten eine Vermutung von W. Schmidt besta¨tigen, die erst ku¨rzlich
von N. Moshchevitin in [9] auf nicht-konstruktive Weise verifiziert wurde, sowie gewisse
Verallgemeinerungen davon in Spezialfa¨llen.
Standen im 1. Kapitel die Approximationskonstanten ψ
j
, ψj(1 ≤ j ≤ k + 1) fu¨r konkrete Werte
von ζ1, ζ2, . . . , ζk im Mittelpunkt, so bescha¨ftigt sich das 2. Kapitel mit den parameterabha¨ngigen
Funktionen ψj(Q), 1 ≤ j ≤ k + 1, aus denen diese Konstanten abgeleitet sind. Das Verhalten
dieser (und der in diesem Zusammenhang definierten Funktionen Lj(q), 1 ≤ j ≤ k + 1, die im
wesentlichen den Logarithmen der sukzessiven Minima entsprechen) ermo¨glicht ein noch
genaueres Versta¨ndnis des Systems (1.5)-(1.8).
Dabei beginnen wir mit Untersuchungen von Beispielen von ζ1, ζ2, . . . , ζk aus Kapitel 1 und ver-
feinern gewisse Ergebnisse. Dabei ist insbesondere eine Verbesserung des Verhaltens der letzten
beiden sukzessiven Minima aus Korollar 1.6 hervorzuheben, welche sich in deutlich verbesserten
Schranken fu¨r die Approximationskonstanten ωk, ωk+1 bzw ω̂k, ω̂k+1 im Kontext selbigen
Korollars widerspiegeln.
Der zweite Teil von Kapitel 2 ist dem Studium eines noch ma¨ßig gut verstandenen Spezialfalls
des Zusammenspiels der Funktionen ψj(Q), 1 ≤ j ≤ k + 1 gewidmet, der bereits durch den
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Wert der Approximationskonstante ω = ω1 bestimmt wird. Ziel ist es, in beliebiger vorgege-
bener Dimension k und zu jedem zula¨ssigen Parameter ω = ω1 reelle Zahlen ζ1, ζ2, . . . , ζk zu
finden, die diesem Fall genu¨gen, oder andernfalls seine Existenz widerlegen. Es werden dazu die
von Roy eingefu¨hrten sogenannten extremal numbers als bekannte Beipiele in Dimension k = 2
vorgestellt, bevor, teilweise mithilfe von Resultaten aus fru¨heren Kapiteln, die Existenz eines in
gewisser Hinsicht ausgearteten Falls in beliebiger Dimension bewiesen, sowie notwendige Vor-
aussetzungen an ζ1, ζ2, . . . , ζk erarbeitet werden. Dabei ergeben sich als eigensta¨ndiges Resultat
scharfe Schranken fu¨r alle Werte ωj , ω̂j und eine minimale Anzahl von Vektoren (ζ1, ζ2, . . . , ζk)
deren zugeordnete Approximationskonstanten ωj, ω̂j alle in den Schranken auftretenden Werte
annehmen.
Gerade in Kapitel 2 sind viele Ergebnisse durch Matlabplots der Approximationsfunktionen Lj(q)
motiviert, und die abgeleiteten Ergebnisse damit illustriert. Der zugeho¨rige Programmcode ist
im Appendix zu finden.
Schließlich widmet sich Kapitel 3 der Approximation durch algebraische Zahlen. Dabei steht die
Approximationskonstante w∗n(ζ) im Mittelpunkt der Betrachtung, welche wir in Definition 3.5 im
Zusammenhang mit Definition 3.3 definieren werden. Diese Approximationskonstante beschreibt
das Verhalten des Ausdrucks |ζ − α|, wobei α alle algebraische Zahlen vom Grad ho¨chstens n
durchla¨uft, in Abha¨ngigkeit einer oberen Schranke fu¨r die Gro¨ße des gro¨ßten auftretenden Koef-
fizienten des Minimalpolynoms von α mit teilerfremden ganzzahligen Koeffizienten. Insbsondere
werden wir die offene Vermutung thematisieren, ob w∗n(ζ) ≥ n fu¨r alle reellen ζ und natu¨rlichen
Zahlen n gilt. In diesem Zusammenhang hat Sprindzˆuk gezeigt, dass es ho¨chstens eine Lebesgue-
Nullmenge von Ausnahmen ζ gibt. Die Konstante w∗n(ζ) steht in engem Zusammenhang zu einem
Problem der Approximation der Linearform x+ ζy1 + ζ
2y2 + · · ·+ ζnyn und ist damit in gewis-
sem Sinn dual zu dem Problem der simultanen Approximation von ζ1, ζ2, . . . , ζn (wobei n dem
obigen k entspricht, der Notationswechsel hat technische Gru¨nde) aus den Kapiteln 1 und 2 im
Spezialfall (ζ1, ζ2, . . . , ζn) = (ζ, ζ
2, . . . , ζn).
Hauptergebnisse von Kapitel 3 sind alternative Beweise zweier bekannter Ergebnisse von Buge-
aud/Laurent bzw W. Schmidt betreffend klassische Approximationskonstanten, deren hier ange-
gebene Beweise auf den Gitterpunktsa¨tzen von Minkowski beruhen. Aus zweiterem Ergebnis wird
die Beziehung w∗n(ζ) ≥ n+32 + o(1) fu¨r n → ∞ folgen, was eine Verbesserung der gleichma¨ßigen
Schranke w∗n(ζ) ≥ n+12 aus Wirsings Arbeit [18] darstellt. Weiter fu¨hren wir im Zusammenhang
mit der Vermutung w∗n(ζ) ≥ n Funktionen Γn,ζ ,Γ∗n,ζ ein, die es ermo¨glichen einige Folgerungen
abzuleiten, die sich aus der Existenz von n ∈ N und ζ ∈ R mit w∗n(ζ) < n ergeben wu¨rden.
Kapitel 1
Approximation durch rationale
Zahlen
1.1 Klassische und neuere Ergebnisse
1.1.1 Klassische Ergebnisse zur Approximation einer reellen Zahl
Bevor wir unser Augenmerk auf die simultane Approximation legen, seien noch ausgewa¨hlte
Resultate hauptsa¨chlich aus der eindimensionalen Approximationstheorie erwa¨hnt, auf die spa¨ter
referenziert werden wird.
Das vielleicht klassischste Resultat der diophantischen Approximation la¨sst sich wie folgt
formulieren.
Satz 1.1 (Dirichletscher Approximationssatz, eindimensional). Fu¨r jede reelle Zahl ζ und jedes
Q > 1 gibt es eine ganzzahlige Lo¨sung (x, y) 6= (0, 0) des Systems
|x| ≤ Q
|ζx − y| ≤ 1
Q
.
Insbesondere gibt es unendlich viele rationale Zahlen pq , sodass∣∣∣∣ζ − pq
∣∣∣∣ ≤ 1q2 . (1.1)
Beweis: Man kann den Satz leicht aus dem 1. Gitterpunktsatz von Minkowski folgern, welchen
wir im na¨chsten Abschnitt 1.1.2 mit Quelle eines Beweises angeben werden. Siehe auch die
Bemerkung nach dem 1. Gitterpunktsatz von Minkowski. 
Bemerkung: Das Resultat (1.1) la¨sst sich auf vielfa¨ltige Weise verbessern, siehe zB Satz 15 Seite
49 in [10]. Die eindimesionale Version des Approximationssatzes wird fu¨r diese Arbeit aber eine
untergeordnete Rolle spielen und er ist hauptsa¨chlich der Vollsta¨ndigkeit halber angefu¨hrt.
Eine Verallgemeinerung fu¨r die simultane diophantische Approximation mehrerer Vera¨nderlicher
lautet:
Satz 1.2 (Dirichletscher Approximationssatz, allgemein). Fu¨r jeden Vektor reeller Zahlen
(ζ1, ζ2, . . . , ζk) und jedes Q > 1 gibt es eine ganzzahlige Lo¨sung (x, y1, . . . , yk) 6= (0, 0, . . . , 0) des
Systems
7
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|x| ≤ Q
|ζ1x− y1| ≤ Q− 1k
...
...
...
|ζkx− yk| ≤ Q− 1k .
Beweis: Wiederum einfaches Korollar aus dem 1. Gitterpunktsatz von Minkowski, siehe auch die
Bemerkung nach selbigem Satz. 
Ein grundlegendes Resultat zur Approximation algebraischer Zahlen lautet:
Satz 1.3 (Satz von Roth). Zu einer irrationalen algebraischen Zahl ζ gibt es zu jedem ǫ > 0 nur
endlich viele ganzzahlige Lo¨sungspaare (p, q) der Gleichung∣∣∣∣ζ − pq
∣∣∣∣ ≤ 1q2+ǫ .
Beweis: Siehe [11]. 
Das nachfolgende Resultat von Khinchin besagt, dass im maßtheoretischen Sinn fast keine reelle
Zahl besonders gut approximierbar ist.
Satz 1.4 (Khinchin). Sei ψ : N 7→ R+ eine monoton fallende Funktion und es sei
∑∞
k=1 ψ(k) <∞
im eigentlichen Sinne konvergent. Dann hat fu¨r reelles ζ außerhalb einer Lebesgue-Nullmenge die
Ungleichung ∣∣∣∣ζ − xy
∣∣∣∣ < ψ(y)y
ho¨chstens endlich viele Lo¨sungspaare (x, y) ∈ Z2. Insbesondere hat fu¨r jedes ǫ > 0 mit
ψ(y) := 1y1+ǫ die Gleichung ∣∣∣∣ζ − xy
∣∣∣∣ < 1y2+ǫ
nur endlich viele Lo¨sungspaare (x, y) ∈ Z2.
Beweis: Siehe [5], Satz auf Seite 707. 
Es gibt zu diesem Satz auch mehrdimensionale Verallgemeinerungen analog zur Verallgemeine-
rung des Dirichletschen Approximationssatzes. In der allgemeinen Version ist der Exponent 2+ ǫ
durch 1 + 1k + ǫ zu ersetzen, wenn k wieder die Zahl der Variablen ζ. bezeichnet.
Zusammen mit dem Dirichletschen Approximationssatz, genauer (1.1), ergibt sich also, dass fu¨r
fast alle reellen Zahlen ν = 2 genau der richtige Exponent fu¨r das klassische eindimensionale
Approximationsproblem ist, den besten Exponenten zu finden fu¨r welchen∣∣∣∣ζ − xy
∣∣∣∣ ≤ 1yν (1.2)
unendlich viele Lo¨sungspaare (x, y) ∈ Z2 besitzt.
Eine Verallgemeinerung des Satzes von Roth auf die simultane diophantische Approximation ist
der folgende
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Satz 1.5 (Schmidtscher Teilraumsatz). Seien L1, . . . ,Lk Q-linear unabha¨ngige Linearformen in
k Variablen mit algebraischen Koeffizienten. Dann liegen fu¨r alle δ > 0 die von (0, 0, . . . , 0) ∈ Zk
verschiedenen Lo¨sungen x ∈ Zk der Gleichung
|L1(x)| · |L2(x)| . . . |Lk(x)| ≤ |x|−δ
in endlich vielen Hyperebenen von Qk. Insbesondere hat fu¨r δ > 0 und algebraische Zahlen
ζ1, ζ2, . . . , ζk, sodass {1, ζ1, ζ2, . . . , ζk} eine Q-linear unabha¨ngige Menge ist, das System∣∣∣ζt − yt
x
∣∣∣ < 1
x1+
1
k
+δ
, 1 ≤ t ≤ k
ho¨chstens endlich viele Lo¨sungen (x, y1, y2, . . . , yk) ∈ Zk+1.
Beweis: Siehe [13]. Das allgemeine Resultat ist im wesentlichen Inhalt von Theorem 1 und
Theorem 1′ Seite 530, die spezialisierte Variante folgt leicht aus Lemma 7 Seite 536. 
Die spezialisierte Version besagt also, dass im Falle algebraischer Zahlen stets 1+ 1k der bestmo¨gli-
che Exponent der simultanen Approximation ist, womit alle im spa¨teren Abschnitt 1.1.3 defi-
nierten Approximationskonstanten ωj, ω̂j den Wert
1
k annehmen. Dieser Fall wird im weiteren
also nicht von großer Relevanz fu¨r unsere Betrachtungen gut approximierbarer Zahlen sein.
Weiter stellen wir noch zwei grundlegende Resultate zu Kettenbru¨chen vor, die wir spa¨ter benut-
zen werden. Vorbereitend an dieser Stelle gleich Definitionen, die sich durch die Arbeit ziehen
werden.
Definition 1.1. Fu¨r α ∈ R bezeichne ||α|| := min{|α − y| : y ∈ Z} den Abstand zur na¨chstge-
legenen ganzen Zahl, ⌊α⌋ := max{y ∈ Z : y ≤ α} die gro¨ßte ganze Zahl kleiner oder gleich α,
⌈α⌉ := min{y ∈ Z : y ≥ α} die kleinste ganze Zahl gro¨ßer oder gleich α und {α} := α− ⌊α⌋ den
Nachkommaanteil (fu¨r positives α).
Insbesondere gilt also entweder ||α|| = α − ⌊α⌋ oder ||α|| = ⌈α⌉ − α, sowie ||α|| ≤ 12 . Fu¨r gute
Approximationsvektoren (x, y1, . . . , yk) gilt offenbar |ζtx − yt| = ||ζtx|| fu¨r 1 ≤ t ≤ k. Siehe in
diesem Zusammenhang auch Lemma 1.1 aus dem na¨chsten Abschnitt 1.1.2.
Definition 1.2 (Kettenbruch). Ein unendlicher Kettenbruch ist ein fortgesetzter Bruch der
Form
[b0; b1, b2, . . .] := b0 +
1
b1 +
1
b2+
1
...
, bi ∈ N.
Die Zahlen bi heißen Teilnenner. Definieren wir weiter fu¨r ganze Zahlen n ≥ 0 rekursiv
pn = bnpn−1 + pn−2, p−1 = 1, p−2 = 0 (1.3)
qn = bnqn−1 + qn−2, q−1 = 0, q−2 = 1, (1.4)
sodass also piqi = [b0; b1b2 . . . bi], nennen wir
pi
qi
die i-te Kettenbruchna¨herung oder den n-ten
Na¨herungsbruch und pi den i-ten Hauptza¨hler und qi den i-ten Hauptnenner. Jede positive reelle
Zahl besitzt eine eindeutige solche Kettenbruchdarstellung mit ζ = limi→∞ piqi . Fu¨r negative
ζ < 0 definieren wir ζ = [−b0 − 1; b1, b2, . . .] wobei ⌊−ζ⌋ =: b0 und 1− {ζ} = [0; b1, . . .].
Satz 1.6 (Legendre, 1803). Gilt fu¨r ζ ∈ R und (p, q) ∈ Z× N die Beziehung∣∣∣∣ζ − pq
∣∣∣∣ ≤ 12q2 ,
so ist pq ein Na¨herungsbruch in der Kettenbruchentwicklung von ζ.
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Beweis: Siehe [10], Satz 12 Seite 45,46. 
Satz 1.7 (Lagrange, 1798). Sind (piqi )i≥1 die Kettenbruchna¨herungen an ein ζ ∈ R und ist
(p, q) ∈ Z× N gegeben mit (p, q) 6= (Mpi−1,Mqi−1) fu¨r alle M ∈ Z und (p, q) 6= (pi, qi),
und weiter q ≤ qi, dann folgt |ζq − p| > |ζqi−1 − pi−1|. Insbesondere gilt im Falle (p, q) /∈
{(pi−1, qi−1), (pi, qi)} und 0 < q ≤ qi stets |ζq − p| ≥ |ζqi−1 − pi−1|.
Beweis: Siehe [10], Seite 52,53. 
Die mehrdimensionale Version des Dirichletschen Approximationssatzes wird im weiteren ein
wichtiges Resultat fu¨r das Studium des ersten sukzessiven Minimums sein, das wir in Ku¨rze
einfu¨hren. Der Schmidtsche Teilraumsatz besagt zusammen mit dem Resultat von Khinchin,
dass Tupel ζ1, ζ2, . . . , ζk algebraischer Zahlen generische Approximationseigenschaften besitzen.
Die meisten Konstruktionen von guten simultanen Approximationen die von Interesse sein wer-
den, schließen also solche Tupel algebraischer Zahlen aus. Allerdings ist es im allgemeinen schwer
von gegebenen ζ1, ζ2, . . . , ζk nachzuweisen, dass sie den generischen Fall ergeben, sodass es hilf-
reich ist konkrete Beispiele zu haben. Wir werden dies fu¨r die Konstruktion von (1.19) sowie in
Korollar 2.3 ausnutzen.
Die angefu¨hrten Resultate zu Kettenbru¨chen werden wir im Abschnitt 2.2.4 beno¨tigen um not-
wendige Bedingungen fu¨r die Existenz von Zahlen ζ1, ζ2, . . . , ζk mit gewissen simultanen Appro-
ximationseigenschaften zu erarbeiten.
1.1.2 Geometrie der Zahlen: Gitter, sukzessive Minima und die Funk-
tionen ψj(Q)
Um simultane Approximationseigenschaften, die u¨blicherweise u¨ber Ungleichungssysteme defi-
niert sind, zu studieren, hat sich die Geometrie der Zahlen als hilfreiches Werkzeug erwiesen. Die
Ungleichungssysteme kann man na¨mlich in die Sprache von Gitterpunktproblemen u¨bersetzen.
Dazu beno¨tigen wir zuna¨chst einige elementare Definitionen und Eigenschaften von Gittern.
Definition 1.3. Ein Gitter in Rk+1 ist ein endlich erzeugter Z-Untermodul der abelschen Gruppe
(Rk+1,+).
Bemerkung: Man kann zeigen, dass Gitter genau die diskreten Untergruppen von (Rk+1,+) sind.
Dabei heißt eine Untergruppe U von Rk+1 diskret, wenn fu¨r jedes x ∈ U eine Umgebung V ∋ x
existiert mit V ∩ U = {x}.
Definition 1.4. Ein zentralsymmetrischer konvexer Ko¨rper K ⊂ Rk+1 ist eine nichtleere, kon-
vexe und kompakte Teilmenge von Rk+1 welche zusa¨tzlich die Eigenschaft
K = −K := {−x : x ∈ K} besitzt.
Definition 1.5. Sei K ⊂ Rk+1 ein zentralsymmetrischer konvexer Ko¨rper und Λ ⊂ Rk+1 ein
Gitter. Dann ist fu¨r 1 ≤ i ≤ k + 1 das i-te sukzessive Minimum λi bezu¨glich Λ und K definiert
als das Infimum aller λ ≥ 0, fu¨r die dim(span{λK ∩ Λ}) = i als reeller Vektorraum.
Bemerkung: Insbesondere ist λ1 die kleinste positive Zahl λ, fu¨r die λK ∩ Λ 6= ∅.
Aufgrund der Kompaktheit vonK und weil Λ diskret ist, darf man statt dem Infimum in der Defi-
nition auch Minimum schreiben. Der Vorteil der Gitterpunktversion ist, dass man Ergebnisse aus
der Geometrie der Zahlen zur Verfu¨gung hat. Von zentraler Bedeutung sind die Gitterpunktsa¨tze
von Minkowski. Sie liefern erste Erkenntnisse u¨ber das Verhalten der Funktionen ψi(Q).
Definition 1.6. Die Grundmasche eines Gitters Λ in Rk+1 ist das von einem Erzeugendensy-
stems des Gitters als Z-Modul aufgespannte Parallelepiped.
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Man kann zeigen, dass sich alle Grundmaschen eines Gitters durch eine unimodulare Matrix,
also eine Matrix mit ganzzahligen Eintra¨gen und Determinante Eins, ineinander u¨berfu¨hren
lassen und damit das selbe Volumen det(Λ) haben. Dies zeigt die Wohldefiniertheit der folgenden
Gitterpunktsa¨tze von Hermann Minkowski. Beachte dabei auch, dass konvexe MengenM ⊂ Rk+1
stets Lebesgue-messbar sind, ihr (k + 1)-dimensionales Lebesguemaß nennen wir ihr Volumen.
Siehe dazu [3], Korollar 7.8 auf Seite 69 oder auch Theorem 5 auf Seite 9 in [4].
Satz 1.8 (Minkowskis 1. Gitterpunktsatz). Sei K ein zentralsymmetrischer konvexer Ko¨rper
in Rk+1 mit Volumen V (K) ≥ 2k+1 und Λ ein Gitter mit Grundmaschenvolumen det(Λ). Gilt
V (K) ≥ 2k+1 det(Λ), dann entha¨lt K mindestens einen vom Nullvektor verschiedenen Gitter-
punkt (und wegen der Symmetrie sogar zwei).
Beweis: Siehe [4], Theorem 1 Seite 40. 
Bemerkung: Man kann mithilfe des 1. Gitterpunktsatzes von Minkowski leicht den (allgemeinen)
Dirichletschen Approximationssatz folgern, indem man die in Ku¨rze eingefu¨hrten Gitter Λ aus
(1.11) und K(Q) gegeben durch (1.12),(1.13) verwendet. Denn mit diesen Wahlen berechnet man
det(Λ) = 1 sowie V (K(Q)) = 2k+1 fu¨r alle Q > 1.
Satz 1.9 (Minkowskis 2. Gitterpunktsatz). Sei K ein zentralsymmetrischer konvexer Ko¨rper in
Rk+1 mit Volumen V (K) ≥ 2k+1 und Λ ein Gitter mit Grundmaschenvolumen det(Λ). Dann
erfu¨llen die sukzessiven Minima bezu¨glich K,Λ die Ungleichungen
2k+1
(k + 1)!
det(Λ)
V (K)
≤ λ1λ2 · · ·λk+1 ≤ 2k+1 det(Λ)
V (K)
.
Beweis: Siehe [4], Kombination aus Theorem 1 Seite 60 und Theorem 2 Seite 62. 
Nun wollen wir den Zusammenhang zur diophantischen Approximation herstellen.
Ausgangspunkt ist das vom reellen Parameter Q > 1 abha¨ngige System
|x| ≤ Qµ1+θ
|ζ1x− y1| ≤ Qµ2+θ
...
...
...
|ζkx− yk| ≤ Qµk+1+θ
mit vorgegebenen µ1, µ2, . . . , µk+1 mit
∑k+1
i=1 µi = 0, und wir untersuchen fu¨r vorgegebene
ζ1, ζ2, . . . , ζk in Abha¨ngigkeit von θ die ganzzahligen Lo¨sungsvektoren (x, y1, . . . , yk). Wir wer-
den durchgehend die Annahme x ≥ 0 treffen, denn da (x, y1, . . . , yk) 7→ (−x,−y1, . . . ,−yk)
die Approximationskontanten nicht vera¨ndert ist dies keine Einschra¨nkung. Da dieses System
sehr allgemein ist, werden wir uns mit dem Spezialfall µ1 = 1, µ2 = µ3 = · · · = µk+1 = − 1k
bescha¨ftigen. Das System geht dann u¨ber in
|x| ≤ Q1+θ (1.5)
|ζ1x− y1| ≤ Q− 1k+θ (1.6)
...
...
... (1.7)
|ζkx− yk| ≤ Q− 1k+θ. (1.8)
Bis zum 3. Kapitel, in dem wir einen Spezialfall des dazu dualen Problems behandeln, wird sich
die Arbeit immer implizit mit der Beschreibung des dynamischen Verhaltens von θ = θ(Q) in
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diesem System (1.5)-(1.8) in Abha¨ngigkeit von ζ1, ζ2, . . . , ζk bescha¨ftigen.
Zuna¨chst definieren wir das Infimum aller Werte θ = θ(Q), zu denen das System eine Menge von j
linear unabha¨ngigen Lo¨sungen aus Zk+1 besitzt, als ψj(Q). Der Dirichletsche Approximationssatz
besagt, dass fu¨r alle Q > 1 gilt:
ψ1(Q) < 0. (1.9)
Weiter sieht man leicht, dass fu¨r alle Q > 1
−1 ≤ ψ1(Q) ≤ ψ2(Q) . . . ≤ ψk+1(Q) ≤ 1
k
(1.10)
erfu¨llt ist. Denn im Falle ψ1(Q) < −1 fu¨r ein Q und in Konsequenz θ(Q) < 0 im System folgt aus
der ersten Ungleichung x = 0 und aus den anderen Ungleichungen weiter, dass auch alle u¨brigen
yi = 0 sind, ein Widerspruch zur linearen Unabha¨ngigkeit des Approximationsvektors. Den Fall
ψk+1(Q) >
1
k kann man auch leicht ausschließen, vergleiche dazu etwa die Argumentation von
ω̂j ≥ 0 nach (1.38) oder die im folgenden gegebene Beschreibung des stu¨ckweise linearen Verhal-
tens der Funktionen Li(q) mit Steigung ≤ 1k , woraus die Aussage unmittelbar u¨ber die Definition
selbiger Funktionen aus den ψi folgt. Siehe auch die Ausfu¨hrungen auf Seiten 75,76 in [14].
Daru¨ber hinaus sind alle ψi stetig als Funktionen von Q, wie wir in Ku¨rze sehen werden.
Eine andere Sichtweise der Funktionen ψi ist, sie direkt u¨ber die sukzessiven Minima eines Git-
terpunktproblems zu definieren.
Sei das Gitter Λ in Abha¨ngigkeit der vorgegebenen ζ1, ζ2, . . . , ζk gegeben als
Λ = {(x, ζ1x− y1, . . . , ζkx− yk) : x, y1, . . . , yk ∈ Z} (1.11)
und der konvexe Ko¨rper K = K(Q) in Abha¨ngigkeit von Q definiert als der Quader aller Punkte
(z1, z2, . . . , zk+1) ∈ Rk+1, die den Ungleichungen
|z1| ≤ Q (1.12)
|zi| ≤ Q− 1k , 2 ≤ i ≤ k + 1. (1.13)
genu¨gen. Die Funktionen ψi(Q) definiert via (1.5)-(1.8) ergeben sich dann offenbar aus den
sukzessiven Minima λi(Q) bezu¨glich Λ und K(Q) als
λi(Q) = Q
ψi(Q).
Damit vererbt sich die Stetigkeit der Funktionen λi, deren Stetigkeit unmittelbar aus ihrer De-
finition und der Abgeschlossenheit von K = K(Q) folgt, auf die Funktionen ψi. Von zentralem
Interesse fu¨r das Versta¨ndnis des Verhaltens der Funktionen ψi fu¨r große Werte von Q sind
ψ
i
:= lim inf
Q→∞
ψi(Q), ψi := lim sup
Q→∞
ψi(Q)
fu¨r 1 ≤ i ≤ k + 1.
Neben den Funktionen ψi werden wir noch von den daraus via q := log(Q) und
Li(q) := qψi(Q) (1.14)
abgeleiteten Funktionen Li Gebrauch machen. Der Vorteil gegenu¨ber den Funktionen ψi ist, dass
die Li stu¨ckweise linear mit Steigungen in {−1, 1k} sind. Denn definiert man fu¨r ein
x = (x, y1, y2, . . . yk) ∈ Zk+1 den Ausdruck
Lx(q) := max
{
log(x) − q, max
1≤t≤k
log (|ζtx− yt|) + q
k
}
, (1.15)
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so ist Li(q) der kleinste Wert s, zu dem i linear unabha¨ngige x existieren mit Lx(q) ≤ s. Also
folgt Lj(q) stets dem Verlauf eines Lx, von denen es fu¨r beschra¨nkte q nur endlich viele gibt.
Die Funktionen Lx haben aber offensichtlich die geforderte Eigenschaft, Steigungen in
{−1, 1k}
zu haben.
Dadurch erkennt man nun auch leicht, dass Intervalle [q0, q1] auf denen ein Lj(q) fa¨llt respektive
steigt, Intervalle [Q0, Q1] := [e
q0 , eq1 ] induzieren auf denen ψj(Q) fa¨llt respektive steigt. Dies sieht
man ein, da außerhalb der diskreten lokalen Extrema von Lj(q) diese Funktionen differenzierbar
sind mit Differentialquotienten L′j(q) ∈ {−1, 1k} und wir berechnen mit der Quotienten- und
Kettenregel und (1.14)
ψ′j(Q) =
d
dQ
[
Lj(log(Q))
log(Q)
]
=
log(Q)L′j(log(Q))− Lj(log(Q))
Q log(Q)2
=
qL′j(q)− Lj(q)
Qq2
.
Im Falle, dass Lj fa¨llt, gilt wie oben festgestellt aber L
′
j(q) = −1 und auf steigenden Intervallen
L′j(q) =
1
k . Zusammen mit (1.10),(1.14) folgt offenbar die Behauptung, dass fallendes respektive
steigendes Verhalten von Lj(q) an einer Stelle q fallendes respektive steigendes Verhalten von
ψj(Q) an der Stelle Q = e
q impliziert.
Weil die Exponenetialfunktion eine Bijektion von [0,∞) 7→ [1,∞) darstellt, ist dadurch insbe-
sondere eine eineindeutige Zuordnung von lokalen Extrema von ψj(Q) und lokalen Extrema von
Lj(q) = Lj(log(Q)) gegeben.
An dieser Stelle sei gleich erwa¨hnt, dass durchwegs in den Plots Teile der Graphen mancher
Lj aufgund mangelnder Auflo¨sung in Bereichen rasch aufeinanderfolgender lokaler Extrema ge-
kru¨mmt erscheinen, obwohl die Funktionen Li stu¨ckweise linear sind. Sehr intensiv ist dieser
ta¨uschende Effekt bei Abbildung 1.1 bei L2 etwa im Bereich 13 < q < 16, bei Abbildung 2.2
bei L3 bei etwa 13 < q < 15, Abbildung 2.3 ebenso L3 etwa in 11 < q < 14, Abbildung 2.4 an
mehreren Stellen bei L4, in Abbildung 2.5 bei L2 im Intervall 15 < q < 18 sowie in Abbilung 2.6
bei L2 in den Intervall 8 < q < 10 und 14 < q < 16, sowie bei L3 im Intervall 14 < q < 17.
Weiters erscheinen gelegentlich Li, Li+1 auf Intervallen I als gleich, obwohl naturlich Li+1 > Li
mit kleinen Werten Li+1(q) − Li(q) fu¨r q ∈ I, da es auf beschra¨nkten Intervallen nur endlich
viele Stellen mit Li(q) = Li+1(q) geben kann. Dieses Pha¨nomen la¨sst sich zB in Abbildung 1.1
beobachten.
Weiter sei noch angemerkt, dass mit diesen Definitionen die Beschra¨nktheit einer Funktion Li
die Beziehungen ψ
i
= ψi = 0 impliziert, wogegen die Umkehrung nicht zwangsweise gilt. Es ist
beispielsweise die Situation
∃(qn)n≥1 : lim
n→∞
Li(qn) = ∞
lim
q→∞
Li(q)
q
= 0
denkbar. Das bedeutet, dass das i-te sukzessive Minimum λi(Q) schwa¨cher als jede Potenz von
Q wa¨chst aber gegen unendlich strebt. Siehe auch den Anfang des Abschnitts 2.1 fu¨r na¨here
Erla¨uterungen zu den Funktionen Li.
Minkowskis 2. Gitterpunktsatz impliziert nach Logarithmieren, dass es eine nur von Λ,K abha¨ngi-
ge Konstante C(Λ,K) gibt, sodass gleichma¨ßig in Q
q ·
∣∣∣∣∣
k+1∑
i=1
ψi(Q)
∣∣∣∣∣ ≤ C(Λ,K), (1.16)
beziehungsweise
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∣∣∣∣∣
k+1∑
i=1
Li(q)
∣∣∣∣∣ ≤ C(Λ,K) (1.17)
gilt. Aus (1.16) folgt insbesondere limQ→∞
∑k+1
j=1 ψj(Q) = 0. Aus (1.17) und weil die Li sa¨mtlich
Steigungen in {−1, 1k} annehmen ergibt sich salopp gesprochen, dass an jeder Stelle q im Mittel
immer genau eine Funktion Li fa¨llt und die u¨brigen steigen.
Eine weitere grundlegende Eigenschaft der Funktionen ψi(Q), auf die wir uns oft berufen werden,
ist, dass es fu¨r unser System beliebig große Stellen Q mit ψi(Q) = ψi+1(Q) gibt. Fu¨r einen Beweis
siehe Theorem 1.1 in [14], wo dies sogar fu¨r allgemeinere Systeme nachgewiesen wird. Daraus
folgt offensichtlich
ψ
i+1
≤ ψi, 1 ≤ i ≤ k. (1.18)
Beachte, dass fu¨r dieses Resultat die Q-lineare Unabha¨ngigkeit von {1, ζ1, . . . , ζk} beno¨tigt wird.
Unter Weglassen dieser Bedingung hat Moshchevitin gezeigt, dass es stets mo¨glich ist, Zahlen
ζ1, ζ2, . . . , ζk zu konstruieren, sodass fu¨r beliebiges 1 ≤ i ≤ k die Beziehungen λi → 0, λi+1 →∞
gelten. Dies u¨bersetzt sich in die Sprache der ψi im wesentlichen zu
ψi < 0, ψi+1 > 0, (1.19)
wobei dies gema¨ß obiger Bemerkungen nur eine hinreichende Bedingung ist und auch Gleichheit
in jeder der beiden Ungleichungen gelten ko¨nnte.
Der folgende Satz 1.10 bescha¨ftigt sich na¨her mit dem linear abha¨ngigen Fall. Er zeigt, dass man
diesen Fall im wesentlichen auf den linear unabha¨ngigen Fall zuru¨ckfu¨hren kann, sodass also in
der Tat die Forderung der linearen Unabha¨ngigkeit sehr natu¨rlich und ausreichend ist. In seinem
Beweis werden wir Hilfsresultate beno¨tigen, die in Form zweier vorangestellter Lemmata und
eines Korollars zusammengefasst sind.
Lemma 1.1. Sei D eine positive ganze Zahl und seien ζ1, ζ2, . . . , ζD zusammen mit 1 linear
unabha¨ngig u¨ber Q. Dann exisitieren fu¨r alle ǫ > 0 und Q = Q(ǫ) hinreichend groß D + 1 linear
unabha¨ngige Approximationsvektoren, sodass die linken Seiten von (1.6)-(1.8) des Systems
(1.5)-(1.8) sa¨mtlich kleiner als ǫ sind.
Beweis: Im Falle ψ
j
< 1k fu¨r ein 1 ≤ j ≤ D + 1 ist die Aussage fu¨r die ersten j Approximati-
onsvektoren trivial. Denn in diesem Fall konvergieren die rechten Seiten von (1.6)-(1.8) fu¨r eine
gegen unendlich strebende Folge von Q-Werten gegen Null und damit haben auch die linken
Seiten diese Eigenschaft. Weil selbige linke Seiten monoton fallend in Q sind konvergieren sie
sogar gegen 0 fu¨r Q→∞. Wegen ψ
1
< 0 folgt die Aussage also offensichtlich fu¨r den Bestappro-
ximationsvektor. Fu¨r die u¨brigen folgt die Aussage durch Induktion nach j aus der erwa¨hnten
Tatsache, dass es im linear unabha¨ngigen Fall beliebig große Stellen Q mit ψj(Q) = ψj+1(Q)
gibt, da an solchen Stellen die Werte der linken Seiten von (1.6)-(1.8) des j-ten und
(j + 1)-ten Approximationsvektors (also des zu ψj(Q) bzw ψj+1(Q) geho¨rigen Approximations-
vektors) u¨bereinstimmen. 
Bemerkungen: 1) Die Voraussetzung der linearen Unabha¨ngigkeit ist im allgemeinen notwendig,
siehe auch Kommentar 1 zum folgenden Satz 1.10.
2) Insbesondere sieht man mit jeder Wahl ǫ < 12 fu¨r hinreichend großes q ≥ q0(ǫ): betrachtet
man einen Approximationsvektor (x, y1, . . . , yD), der eine Verbesserung von (mindestens) einem
Lj(q), 1 ≤ j ≤ D + 1 bewirkt, so gilt stets |ζtx− yt| = ||ζtx|| fu¨r 1 ≤ t ≤ D.
Lemma 1.2. Seien eine positive ganze Zahl D und zusammen mit 1 linear unabha¨ngige reelle
Zahlen ζ1, ζ2, . . . , ζD vorgegeben. Sei ζD+1 eine weitere reelle Zahl, sodass {1, ζ1, ζ2, . . . , ζD, ζD+1}
linear abha¨ngig u¨berQ ist. Sei jedem ParameterQ > 1 eine beliebigeMatrix V (Q) ∈ Z(D+1)×(D+2)
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zugeordnet, deren (D + 1) Zeilen aus Approximationsvektoren (x(i), y
(i)
1 , . . . , y
(i)
D+1) ∈ ZD+2,
1 ≤ i ≤ D + 1 mit |x(i)| ≤ Q bestehen.
Gibt es fu¨r jede Konstante η > 0 einen Wert Q > 1, sodass die linken Seiten von (1.6)-(1.8)
(mit k = D) fu¨r alle diese Approximationsvektoren kleiner als η sind, so ist die letzte Spalte von
V (Q) eine Linearkombination der ersten (D + 1) Spalten von V (Q) fu¨r Q ≥ Q(η).
Beweis: Nach Voraussetzung und weil die linken Seiten von (1.6)-(1.8) monoton fallend in Q sind
kann man die zweite bis (D + 1)-te Spalte von V (Q), die den linken Seiten von (1.6)-(1.8) mit
k = D + 1 bis auf die fehlende letzte Gleichung entsprechen, gegen Null konvergieren lassen fu¨r
Q→∞. Nach Voraussetzung hat weiters ζD+1 mit ζ0 := 1 eine Darstellung der Form
ζD+1 =
D∑
j=0
aj
bj
ζj =
∑D
j=0 cjζj
R
, aj , bj, cj , R ∈ Z. (1.20)
Denn wu¨rde der Koeffizient von ζD+1 in einer nichttrivialen Linearkombination welche die Null
darstellt (eine solche existiert wegen der linearen Abha¨ngigkeit) gleich Null, so wa¨ren wider-
spru¨chlich zu den Voraussetzungen bereits {1, ζ1, ζ2, . . . , ζD} linear abha¨ngig u¨ber Q. Dies recht-
fertigt die Darstellung in (1.20).
Es gilt fu¨r festes hinreichend großes Q(η) und 1 ≤ j ≤ D, 1 ≤ i ≤ D + 1 nach Voraussetzung
y
(i)
j = x
(i)ζj + ϑi,j mit |ϑi,j | ≤ η. Man berechnet mit (1.20) weiter fu¨r jedes 1 ≤ i ≤ D + 1
x(i)ζD+1 =
D∑
j=0
x(i)ζj
cj
R
=
D∑
j=0
(y
(i)
j − ϑi,j)
cj
R
=
∑D
j=0 y
(i)
j cj
R
−
∑D
j=0 ϑi,jcj
R
.
Der Ausdruck rechts ist von der Form
Ti,j
R + υi,j mit ganzzahligem Ti,j =
∑D
j=0 y
(i)
j cj und
υi,j → 0 wenn η → 0. Beachte dass R fest ist und folglich entweder Ti,jR ∈ Z oder Ti,jR hat Abstand
mindestens 1R von jeder ganzen Zahl. Wa¨hlt man η <
1
3R so, dass auch alle υi,j <
1
3R so kann dies
also nur dann Abstand kleiner η von einer ganzen Zahl y
(i)
D+1 haben, wenn y
(i)
D+1 =
∑D
j=0 cj
R y
(i)
j .
Da die Koeffizienten also fu¨r alle 1 ≤ i ≤ D + 1 u¨bereinstimmen folgt die Behauptung. 
Korollar 1.1. Seien eine positive ganze Zahl D und zusammen mit 1 linear unabha¨ngige reelle
Zahlen ζ1, ζ2, . . . , ζD vorgegeben. Seien weiter ζD+1, ζD+2, . . . , ζk jeweils Q-Linearkombinationen
von 1 und ζ1, ζ2, . . . , ζD. Dann sind die linken Seiten von (1.5)-(1.8) (wobei k in (1.5)-(1.8)
hier D entspricht) bezu¨glich der besten D + 1 linear unabha¨ngigen Approximationsvektoren
fu¨r hinreichend großes Q fu¨r das eingeschra¨nkte ”gestrichene System” ζ1, ζ2, . . . , ζD nach oben
beschra¨nkt durch die linken Seiten der ersten D+1 Ungleichungen von (1.5)-(1.8) des erweiterten
Systems.
Beweis: Wir fassen die Approximationsvektoren wieder als Zeilen zugeordneter Matrizen
V (Q) ∈ Z(D+1)×(D+1), V ′(Q) ∈ Z(D+1)×(k+1) zusammen. Da die Zeilenvektoren des ”ungestri-
chenen Systems” linear unabha¨ngig sind, muss es auch D + 1 linear unabha¨ngige Spalten von
V (Q) geben. Wegen Lemma 1.1 konvergieren die linken Seiten von (1.5)-(1.8) zu den besten D+1
linear unabha¨ngigen Approximationsvektoren aber alle gegen Null. Lemma 1.2 sukzessive ange-
wandt auf jede der Zahlen ζD+1, ζD+2, . . . , ζD+k ergibt, dass fu¨r hinreichend großes Q die ersten
D+1 Spalten bereits linear unabha¨ngig sein mu¨ssen, da sich der Rang durch Hinzufu¨gen der rest-
lichen Spalten beim U¨bergang von V ′(Q) zu V (Q) nicht mehr vergro¨ßert. Das besagt aber gerade,
dass die Einschra¨nkungen der Approximationsvektoren in V (Q) auf die ersten D+1 Koordinaten
bereits linear unabha¨ngige Approximationsvektoren des zu V ′(Q) geho¨rigen ”gestrichenen Sy-
stems” liefern. Daraus folgt offensichtlich die Behauptung a fortiori, da das ”gestrichene System”
weniger Ungleichungen beinhaltet, die erfu¨llt sein mu¨ssen. 
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Vorbemerkung: Vorausschickend zum Beweis von Satz 1.10 sei noch bemerkt, dass wir o¨fter
auf folgende Tatsache zuru¨ckgreifen werden: Die beiden Funktionen log(x) − q bzw log(y) + qk
entsprechen den fallenden respektive steigenden Anteilen der Funktionen Lx aus (1.15) mit x
der ersten Komponente von x. Jeder Punkt (q, L(q)) ∈ R2 im (q, L(q))-Diagramm entspricht bei
festem k einem via L(q) = log(x)− q = log(y) + qk determinierten Paar (x, y) ∈ R2. Wir nennen
diese Zuordnung
̺k : R
2 7−→ R2
(q, L(q)) 7−→
(
eL(q)+q, eL(q)−
q
k
)
=: (x, y).
Dabei ist eigentlich im Definitionsbereich nur der Winkelraum Υ ⊂ R2 im (q, L(q))-Diagramm
der durch q ≥ 0 und −q ≤ L(q) ≤ qk gegeben ist von Interesse. Offenbar ist ̺k eine bijektive
Funktion, die Umkehrabbildung ̺−1 ist gegeben durch
̺−1k : (0,∞)× (0,∞) 7−→ R2
(x, y) 7−→
(
k
k + 1
[log(x) − log(y)], log(x) − k
k + 1
[log(x)− log(y)]
)
.
Wir beschra¨nken uns aufgrund der Korrespondenz zu den Funktionen Lx auf Paare (x, y) ent-
weder mit einer festen ganzen Zahl x oder Paaren (x, y) mit festem y von der Form
h(N) := max1≤t≤k |ζtN − yt| mit einer ganzen Zahl N ≤ x. Sei die aus Geraden bestehende
Menge aller solcher Paare mit Y bezeichnet. Formal bedeutet unsere Restriktion, wir schra¨nken
die Menge aller betrachteten (q, L(q)) auf ̺−1k (Y ) ein. Wir betrachten mit dieser Notation den
Verlauf von Funktionen Lj(q) zu vorgegebenen ζ1, ζ2, . . . , ζk. An fallenden Anteilen des Graphen
(q, Lj(q)) fa¨llt also bei festem ganzzahligen x = xa die Variable y, wobei genauer y kontinuier-
lich von h(xa−1) bis h(x) mit einer ganzen Zahlen xa−1 (”dem vorangehenden x”), also fallende
Anteile sind von der Form ̺−1({(xa × (h(xa−1), h(xa))}) mit ganzen Zahlen xa−1 < xa. An den
darauf folgenden steigenden Anteilen wa¨chst bei festem y = h(xa) der Wert x kontinuierlich von
xa zu einer gro¨ßeren ganzen Zahl xa+1, sie sind also von der Form ̺
−1({(xa, xa+1) × h(xa)}).
Die zu einem Lj gema¨ß obiger Konstruktion geho¨rigen Stellen xa sind dabei genau die ganzen
Zahlen, bei denen eine Verbesserung der Approximationsgute von Lj auftritt. Man sieht also ins-
besondere, dass bei vorgegebenen ζ1, . . . , ζk die zu einem Lj geho¨rige Folge (xa)a≥1 den Verlauf
von Lj bereits vollsta¨ndig determiniert.
Weiter ist die Projektion Πx der Graphen von ̺k(q, Lj(q)) auf die erste Koordinate monoton
steigend und bildet surjektiv auf (1,∞) ab und weiter ist gema¨ß Lemma 1.1 die Projektion Πy
von ̺k(q, Lj(q)) monoton fallend und bildet surjektiv auf (0,−∞) ab.
Satz 1.10. Sei ζ = (ζ1, ζ2, . . . , ζk) ∈ Rk. Falls ζ ∈ Qk so gilt
lim
Q→∞
ψ1(Q) = ψ1 = ψ1 = −1 (1.21)
lim
Q→∞
ψj(Q) = ψj = ψj =
1
k
, 2 ≤ j ≤ k + 1. (1.22)
Falls ζ /∈ Qk sei ∅ 6= Z := {ζi1 , ζi2 , . . . , ζiD} ⊂ {ζ1, . . . , ζk} eine maximale Teilmenge, sodass
Z ∪{1} linear unabha¨ngig u¨ber Q ist. Bezeichnet Ψj(Q), 1 ≤ j ≤ D+1 die Approximationsfunk-
tionen zum eingeschra¨nkten System ζi1 , ζi2 , . . . , ζiD und entsprechend Ψj := lim infQ→∞Ψj(Q),
Ψj := lim supQ→∞Ψj(Q), so gilt
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ψ
j
=
D(k + 1)
k(D + 1)
Ψj +
D − k
k(D + 1)
, 1 ≤ j ≤ D + 1, (1.23)
ψj =
D(k + 1)
k(D + 1)
Ψj +
D − k
k(D + 1)
, 1 ≤ j ≤ D + 1. (1.24)
(1.25)
Daru¨ber hinaus gilt
lim
Q→∞
ψj(Q) = ψj = ψj =
1
k
, D + 2 ≤ j ≤ k + 1. (1.26)
Beweis: Fu¨r ζ ∈ Qk, setze ζj = ajbj mit geku¨rzten Bru¨chen fu¨r 1 ≤ j ≤ k und ν := kgV(bj).
Der Approximationsvektor (ν,−a1 νb1 , . . . ,−ak νbk ) ∈ Zk+1 annuliert die linken Seiten des Sy-
stems (1.6)-(1.8) und das bedeutet, dass ab einer Stelle q ≥ q0 gilt: L1 fa¨llt mit Steigung −1,
genauer gilt L1(q) = −q + log(ν) (denn ν ist offenbar minimal mit der Annulatoreigenschaft)
und damit insbesondere (1.21). Aus L1(q) = −q + log(ν) folgt aber wegen (1.17) auch sofort
Lj(q) ≥ L2(q) ≥ −L1(q)−C(Λ,K)k = qk − log(ν)−C(Λ,K)k fu¨r j ≥ 2 und weiter (1.22).
Sei im weiteren also ζ /∈ Qk oder a¨quivalent Z 6= ∅. Da die Approximationsfunktionen ψj(Q)
nicht von der Reihenfolge der ζj abha¨ngen, seien diese oBdA so geordnet, dass
{i1, i2, . . . , iD} = {1, 2, . . . , D}. Wir zerlegen den Beweis in zwei Teile.
1. Beweisteil: Zuerst zeigen wir (1.23)-(1.26) im Spezialfall von Vektoren der Form ζt = ζ1 fu¨r
D + 1 ≤ t ≤ k.
Beachte, dass in diesem Fall die letzen (k + 1) − (D + 1) = k − D Gleichungen in (1.5)-(1.8)
keine zusa¨tzliche Information mehr liefern, sich also die Exponenten auf den rechten Seite nicht
vera¨ndern wenn man zum gro¨ßeren System u¨bergeht. Das bedeutet, dass in beiden Systemen
dieselben x-Werte bessere Approximationsvektoren hervorrufen fu¨r ψj ,Ψj und 1 ≤ j ≤ D + 1
(pra¨ziser: die Bilder der Projektionen der Matrizen V (Q), V ′(Q) auf die erste Spalte u¨ber alle
Q ∈ [1,∞) aus Lemma 1.2 stimmen u¨berein, mit mo¨glicherweise verschiedenen Umschaltpunkten
Q). Wir argumentieren mit Hilfe der Funktionen Lj . Betrachte den Graphen (q
(1), L
(1)
j (q)) des
linear unabha¨ngigen Systems (das erweiterte System sei dagegen durchwegs mit .(2) bezeichnet).
Zu jedem solchen vorgegebenen Punkt gibt es gema¨ß der Vorbemerkung ein zugeho¨riges Paar
(x, y) = ̺D(q
(1), L(q(1)) reeller Zahlen x, y, sodass
L
(1)
j (q) = log(x) − q(1) = log(y) +
q(1)
D
.
Aufgrund obiger Bemerkungen gilt mit denselben x, y, dass ein Punkt im Graphen des großen
Systems liegt dessen q = q(2)-Wert die Beziehung
log(x)− q(2) = max
1≤t≤k
log(y) +
q(2)
k
= log(y) +
q(2)
k
erfu¨llt. Es stimmen also insbesondere in beiden Systemen die Werte xa aus der Vorbemerkung
u¨berein. Beide Gleichungen zusammen fu¨hren auf
q(2) =
(D + 1)k
(k + 1)D
q(1). (1.27)
Andererseits gilt aber, da die Punkte beiden Graphen angeho¨ren, die Beziehung
L
(s)
j (q
(s)) = log(x) − q(s), s ∈ {1, 2}
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und weiter mit Q(s) := eq
(s)
, s ∈ {1, 2}
ψj(Q
(2)) + 1
Ψj(Q(1)) + 1
=
L
(2)
j (q
(2))
q(2)
+ 1
L
(1)
j (q
(1))
q(1)
+ 1
=
q(1)
q(2)
. (1.28)
Kombination von (1.27),(1.28) ergibt
ψj(Q
(2)) =
(k + 1)D
(D + 1)k
Ψj(Q
(1)) +
D − k
(D + 1)k
. (1.29)
Beachte weiter, dass die Zuordnung q(1) 7→ q(2) bijektiv und monoton [0,∞) 7→ [0,∞) ist.
Denn jedes Paar (q(1), L
(1)
j (q
(1))) sowie (q(2), L
(2)
j (q
(2))) geht je aus einem eindeutig bestimmten
Paar ̺−1D (q
(s), L
(s)
j (q
(s))) = (x, y) ∈ R2 bzw ̺−1k (q(s), L(s)j (q(s))) = (x, y) ∈ R2 hervor und
die Menge der getroffenen (x, y) ⊂ R2 ist in beiden Fa¨llen die gleiche da wir gesehen haben,
dass die Folgen der xa-Werte der Vorbemerkung zum Beweis, welche die Graphen vollsta¨ndig
determinieren, u¨bereinstimmen. Daraus folgt in diesem Fall unmittelbar (1.23),(1.24). Wegen
(1.16) ist limQ→∞
∑D+1
j=1 Ψj(Q) = 0 und mit (1.29) folgt weiter
lim
Q→∞
D+1∑
j=1
ψj(Q) = (D + 1)
D − k
k(D + 1)
=
D − k
k
.
Andererseits liefert (1.16) angewandt auf das große System limQ→∞
∑k+1
j=1 ψj(Q) = 0 und damit
weiter
lim
Q→∞
k+1∑
j=D+2
ψj(Q) =
k −D
k
= (k −D) 1
k
aber ψj(Q) ≤ 1k und da {D + 2, D + 3, . . . , k, k + 1} eine (k − D)-elementige Menge ist folgt
insgesamt (1.26). Dies schließt den ersten Beweisteil ab.
Nun wollen wir den allgemeinen linear abha¨ngigen Fall auf den Spezialfall zuru¨ckfu¨hren, indem
wir zeigen, dass die Funktionen Lj(q) sich asymptotisch kaum von denen des Spezialfalls unter-
scheiden.
2. Beweisteil: Bezeichne von nun an ψj(Q), Lj(q) die Approximationsfunktionen zu einem Vektor
(ζ1, ζ2, . . . , ζD, ζ1, ζ1, . . . , ζ1) ∈ Rk aus dem Spezialfall und ψ′j(Q), L′j(q) jene zu (ζ1, ζ2, . . . , ζk),
gema¨ß den Voraussetzungen und anfa¨nglichen Konventionen im Beweis von Satz 1.10.
Wir bemerken nun: Da im ”ungestrichenen System” (1.5)-(1.8) alle ab der (D + 2)-ten Glei-
chung redundant sind, handelt es sich in Wahrheit um ein Teilsystem des ”gestrichenen Sy-
stems”. Wir ko¨nnen also Korollar 1.1 auf ζD+1, ζD+2, . . . , ζk anwenden und erhalten insgesamt
ψ′j(Q) ≥ ψj(Q), L′j(q) ≥ Lj(q) fu¨r alle hinreichend großen Q, q und 1 ≤ j ≤ D + 1. Andererseits
kann die Differenz L′j(q) − Lj(q), 1 ≤ j ≤ D + 1, nicht zu groß werden, wie wir nun zeigen.
Behauptung A: Es existiert eine Konstante E > 0 sodass es fu¨r 1 ≤ j ≤ D + 1 zu jedem Punkt
(q, Lj(q)) im Graphen von Lj (wobei q von j abha¨ngt) einen Punkt (q̂, L
′
j(q̂)) im Graphen von
L′j gibt (wobei q̂ von j abha¨ngt), sodass |q̂−q| < E, |L′j(q̂)−Lj(q)| < E. Angenommen, das wa¨re
korrekt. Da die Funktionen L′j , Lj beschra¨nkte Ableitungen (aus {−1, 1k}) haben folgt daraus,
dass |L′j(q)−Lj(q)| = L′j(q)−Lj(q) gleichma¨ßig in q beschra¨nkt ist und nach der Definition der
Funktion Lj aus ψj damit limQ→∞ |ψ′j(Q)−ψj(Q)| = 0 vorerst fu¨r 1 ≤ j ≤ D+1 wie gewu¨nscht.
Damit folgt aber bereits limQ→∞ ψj(Q) = 1k fu¨r D + 2 ≤ j ≤ k + 1 mit einer Argumentation
analog zum Ende des ersten Beweisteils. Es bleibt also nur noch Behauptung A zu zeigen.
Dazu konstruieren wir zu jedem Approximationsvektor zum ”ungestrichenen” System einen zu-
geho¨rigen Approximationsvektor des ”gestrichenen Systems”, dessen erste Koordinaten nicht
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wesentlich gro¨ßer sind und der eine nicht wesentlich schlechtere Approximation liefert und zei-
gen, dass lineare Unabha¨ngigkeit einer Menge von Vektoren im ”ungestrichenen System” unter
dieser Konstruktion erhalten bleibt.
Bemerke zuna¨chst, dass fu¨r D + 1 ≤ j ≤ k nach Voraussetzung ζj =
∑D
i=0
ai,j
bi,j
ζi wobei ζ0 := 1
und mit ganzen Zahlen ai,j , bi,j, mit der Argumentation wie im Beweis von Lemma 1.2 nach
(1.20). Seien (x, y) = ̺k(q, Lj(q)) die zugeho¨rigen Werte gema¨ß der Vorbemerkung zu einem
Paar (q, Lj(q)) und xa das maximale Element der Folge (xa)a≥1, sodass xa ≤ x. Mit die-
ser Wahl ruft also xa die beste Approximationsgu¨te an der Stelle (q, Lj(q)) hervor. Weiter sei
xa = (xa, y1,a, . . . , yk,a) = (xa, y1,a, . . . , yD,a, y1,a . . . , y1,a) der zugeho¨rige Approximationsvektor
zu xa. Betrachte mit
∏
1≤i≤D,D+1≤j≤k |bi,j | =: ∆1 den Approximationsvektor
Xa := (Xa, Y1,a, . . . , Yk,a) := ∆1
(
xa, y1,a, . . . , yD,a,
D∑
i=0
ai,D+1
yi,a
bi,D+1
, . . . ,
D∑
i=0
ai,k
yi,a
bi,k
)
.
Sei ∆2 := max1≤i≤D,D+1≤j≤k |ai,j | und ∆3 := (k − d)∆1∆2, dann folgt mit der Dreiecksunglei-
chung
max
1≤t≤D
|ζtXa − Yt,a| ≤ ∆1 max
1≤t≤D
|ζtxa − yt,a|
max
D+1≤t≤k
|ζtXa − Yt,a| ≤ ∆3 max
1≤t≤D
|ζtxa − yt,a|,
also
h(Xa) := max
1≤t≤k
|ζtXa − Yt,a| ≤ ∆3 max
1≤t≤D
|ζtxa − yt,a| =: ∆3h(xa). (1.30)
Wir behaupten mit diesen Abscha¨tzungen zeigen zu ko¨nnen, dass es einen Punkt (q̂, L′j(q̂)) gibt
von der Form
(q̂, L′j(q̂)) = ̺
−1
k (x
′, y′) (1.31)
x ≤ x′ ≤ ∆1x, y ≤ y′ ≤ ∆3y. (1.32)
(Dabei ist L′j hier vorerst eine formale Bezeichnung aber wir werden die lineare Unabha¨ngig-
keit der so entstehenden Approximationsvekoren erkennen, sodass es sich tatsa¨chlich um eine
Abscha¨tzung von Lj im ”gestrichenen” System handelt.) Dazu setzen wir x
′ := max{Xa, x}. Wir
erhalten einerseits x ≤ x′ ≤ Λ1x wie gewu¨nscht und andererseits ist die Approximationsgu¨te zum
einen nicht schlechter als min{h(Xa), h(x)} ≤ h(Xa) ≤ ∆3h(xa), also y′ := h(Xa) ≤ ∆3y. Zum
anderen kann man um y ≤ y′ zu erhalten im Fall x′ = x einfach y := h(Xa) setzen. Im anderen
Fall x′ = Xa gilt immerhin h(Xa) < h(x) < h(xa) und in Folge gibt es wegen der Stetigkeit
der Funktionen L′j und der Monotonie der Projektionen Πx,Πy aus der Vorbemerkung einen
Punkt (x′, y′) mit abgea¨ndertem (verkleinertem) x ≤ x′ < Xa und mit y = y′. Das zeigt die
Behauptung.
Zusammen mit (q, Lj(q)) = ̺
−1
k (x, y) und (1.31),(1.32) ergibt sich u¨ber die Formel von ̺
−1
k wegen
der linearen Unabha¨ngigkeit einer Menge von Vektoren Xa (wir fu¨hren dies gleich aus) Behaup-
tung A mit E := kk+1 [log(∆1) + log(∆3)] + log(∆1). Die lineare Unabha¨ngigkeit einer Menge
von Vektoren xa, also insbesondere derer, die den Verlauf von Lj (ohne Strich!) bestimmen,
impliziert, wie u¨ber die Definition von Xa aus xa leicht zu sehen ist, dabei die im Argument
eben verwendete lineare Unabha¨ngigkeit der zugeordneten Vektoren Xa. 
Bemerkungen: 1) Im Fall ζ ∈ Qk kann man leicht einsehen, dass genauer alle Lj mit j ≥ 2 ab
einer Stelle q = q(j) mit konstanter Steigung 1k nach unendlich streben. Da na¨mlich fu¨r beliebiges
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E > 0 jedes ζtx − yt im Falle |ζtx − yt| < E nur endlich viele Werte annehmen kann und diese
sich nur verkleinern ko¨nnen bei wachsendem Q, sind sie alle ab einer Stelle Q0 konstant.
Insbesondere gilt fu¨r alle zum (ab einer Stelle Q konstanten) Bestapproximationsvektor linear
unabha¨ngigen Vektoren dass sie ho¨chstens von der Approximationsgu¨te
max1≤t≤k |ζtx− yt| ≥ ν−1 > 0 mit ν wie im Beweis von Satz 1.10 sind.
2) Man kann Satz 1.10 verwenden um dieQ-lineare Unabha¨ngigkeit von vorgegebenen ζ1, ζ2, . . . , ζk
zusammen mit 1 nachzuweisen. Es ist na¨mlich ψ
k+1
< 1k eine hinreichende Bedingung hierzu.
3) Satz 1.10 erlaubt auf einfache Weise die Konstruktion von ζ1, ζ2, . . . , ζk die bei vorgegebe-
nem i der Bedingung (1.19) genu¨gen. Wa¨hle zusammen mit 1 Q-linear unabha¨ngige algebraische
Zahlen ζ1, ζ2, . . . , ζi−1, die nach dem Schmidtschen Teilraumsatz und (1.16) alle ψj = ψj = 0
fu¨r 1 ≤ j ≤ i erfu¨llen (beachte, dass Lebesgue-fast alle vorgegebenen ζ1, ζ2, . . . , ζi−1 diese Eigen-
schaft ebenfalls besitzen). Erweitert man diese durch beliebige Q-Linearkombinationen zu einer
k-elementigen Menge, ergibt Satz 1.10 die Aussage.
4) Der 2. Beweisschritt zeigt im wesentlichen, dass zu festen ζ1, ζ2, . . . , ζk die Werte ψj , ψj nur
vom aufgespannten algebraischen Zahlko¨rper Q(ζ1, . . . , ζk) abha¨ngen.
Ein beispielhafter Plot des Q-linear abha¨ngigen Falles ist in Abbildung 1.1 zu sehen mit k = 3
und den Werten
ζ1 =
√
5, ζ2 = 3
√
5 +
1
3
, ζ3 =
1
2
√
5 +
1
7
.
Mit der Notation von Satz 1.10 gilt D = 1, da alle ζj im quadratischen Zahlko¨rper Q(
√
5) liegen,
der bereits von jedem der drei Elemente durch einfache Adjunktion erzeugt wird. Tatsa¨chlich
streben wie von Satz 1.10 vorhergesagt die letzten beiden Approximationsfunktionen L3, L4 ab
einer gewissen Stelle asypmtotisch mit Steigung 1k =
1
3 nach unendlich, wie man in
Abbildung 1.1 erkennen kann.
0 5 10 15 20 25
−7
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−4
−3
−2
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3
Abbildung 1.1: linear abhaengiger Fall
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Fu¨r den Rest der Arbeit seien ζ1, ζ2, . . . , ζk zusammmen mit 1 linear unabha¨ngig u¨ber Q.
Wegen (1.9),(1.10),(1.18) ergeben sich fu¨r jede Wahl von ζ1, ζ2, . . . , ζk die Schranken
−1 ≤ ψ
1
≤ ψ1 ≤ 0
ψ
2
≤ 0 (1.33)
ψj ≤
1
k
, 1 ≤ j ≤ k + 1.
Weiter zeigen Summerer/Schmidt mittels (1.10),(1.16) und (1.18) in die Formeln (1.14),(1.16)
aus [15], welche sich in unserer Notation u¨bersetzen in
ψ
j
≥ j − k − 1
kj
, 1 ≤ j ≤ k + 1 (1.34)
ψj ≥
j − k
k(j + 1)
, 1 ≤ j ≤ k. (1.35)
1.1.3 Die klassischen Approximationskonstanten ωj, ω̂j und der Zusam-
menhang zu den Funktionen ψj(Q)
Weitere wichtige Gro¨ßen zur Beschreibung der Approximationsgu¨te, die sich durch die Arbeit
ziehen werden, sind die die von Khinchin und Jarnik eingefu¨hrten klassischen Approximations-
konstanten ω1, ω2, . . . , ωk+1 und die von Laurent und Bugeaud eingefu¨hrten Approximationskon-
stanten ω̂1, ω̂2, . . . , ω̂k+1, welche wir nun definieren.
Definition 1.7. Fu¨r feste ζ1, ζ2, . . . , ζk seien die Werte ωj respektive ω̂j fu¨r jedes 1 ≤ j ≤ k+ 1
definiert als das Supremum aller ν ∈ R, fu¨r die das System
|x| ≤ X, |ζix− yi| ≤ X−ν 1 ≤ i ≤ k (1.36)
fu¨r beliebig großeX respektive fu¨r jedes hinreichend großeX eine Menge von j linear unabha¨ngi-
gen Lo¨sungen (x, y1, . . . , yk) ∈ Zk+1 besitzt.
Man beachte, dass die Folge der X-Werte von j abha¨ngig ist. Es ist also potentiell mo¨glich, dass
mit einer fu¨r ein j passende Folge von X-Werten fu¨r ein i 6= j der Wert ωi nicht durch eine Folge
von Approximationsvektoren (x, y1, . . . , yk) ∈ Zk+1 mit |x| ≤ X im Sinne der Definiton der ωi
zu erreichen ist.
Aus dieser Definition ersieht man im Q-linear unabha¨ngigen Fall leicht
∞ ≥ ω ≥ ω2 . . . ≥ ωk+1 ≥ 0 (1.37)
∞ ≥ ω̂ ≥ ω̂2 . . . ≥ ω̂k+1 ≥ 0. (1.38)
Um die einzige nicht vo¨llig triviale Ungleichung ω̂k+1 ≥ 0 (neben ωk+1 ≥ 0 was aber trivi-
al daraus folgt) einzusehen, nehme man eine beliebige Menge von (k + 1) linear unabha¨ngigen
Vektoren
(
x(j), y
(j)
1 , . . . , y
(j)
k
)
, 1 ≤ j ≤ k + 1 aus Zk+1 und bilde das Maximum von allen auf-
tretenden Approximationswerten, das heißt M := max1≤j≤k+1max1≤i≤k |ζix(j) − y(j)i |. Fu¨r alle
x ≥ max1≤j≤k+1 x(j) ist die (k+1)-te Approximation dann per Definition durch M beschra¨nkt.
Aus ω̂k+1 < 0 wu¨rde aber folgen, dass sie unbeschra¨nkt ist. In Lemma 1.1 haben wir aber ge-
zeigt, dass sie sogar stets gegen Null konvergiert, sofern {1, ζ1, . . . , ζk} eine Q-linear unabha¨ngige
Menge ist, was wir im wesentlichen aus (1.18) gefolgert haben. Man ko¨nnte ω̂k+1 ≥ 0 alternativ
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auch aus dem in Ku¨rze folgenden Satz 1.11 und (1.10) folgern.
Man kann auch analog zu den Funktionen ψj parameterabha¨ngige Approximationsfunktionen
ωj(X), ω̂j(X) einfu¨hren, u¨ber die sich die Approximationskosntanten als lim sup bzw lim inf
zuru¨ckgewinnen lassen. Es sei zuna¨chst fu¨r ω, ω̂ beschrieben. Definiere dazu
TX :=
{
x = (x, y1, . . . , yk) ∈ Zk+1 : |x| ≤ X
}
,
und setze weiter
D(X) := min
x∈TX
max
1≤i≤k
|xζi − yi|. (1.39)
Definiert man die Funktion ω(X) := logX D(X) =
logD(X)
logX , so ergibt sich eine dynamische Be-
trachtung der klassischen Approximationskonstanten. Entsprechend kann man Dj(X) fu¨r ho¨here
2 ≤ j ≤ k + 1 definieren und so Funktionen ωj(X) fu¨r 1 ≤ j ≤ k + 1 erhalten. Eine explizite
Formel fu¨r die Funktionen ωj(X) fu¨r 2 ≤ j ≤ k + 1 ist gegeben durch
ωj(X) = max
{
ν ∈ R : dim
(
span
{
(x, y1, . . . , yk) : max
1≤t≤k
|ζtx− yt| ≤ X−ν
})
≥ j
}
.
Es gilt dann fu¨r 1 ≤ j ≤ k + 1 offenbar
ωj = lim sup
X→∞
ωj(X), ω̂j = lim inf
X→∞
ωj(X).
Da sich die Werte Dj(X) nur fu¨r X ∈ Z vera¨ndern ko¨nnen, folgt aus der Stetigkeit und Mono-
tonie der Logarithmusfunktion, dass ωj(X) stetig und monoton fallend auf Intervallen der Form
[N,N + 1) fu¨r natu¨rliche Zahlen N sind. Existiert fu¨r ein ganzzahliges X0 ein Approximations-
vektor mit x = X0 der eine Verbesserung von Dj(X) hervorruft, springt die Funktion ωj(X)
nach oben, also ωj(X0) > limXրX0 ωj(X). Diese X-Werte lo¨sen ein Fallen der Funktionen Lj(q)
bzw ψj(Q) auf gewissen Intervallen q ∈ [q0, q1] bzw Q ∈ [Q0, Q1] aus, wa¨hrend Intervalle auf
denen ωj(X) fa¨llt Intervalle q ∈ [q′0, q′1] induzieren auf denen die Funktionen Lj(q) bzw ψj(Q)
steigen.
Im weiteren werden die Funktionen ωj(X) nur mehr selten explizit beno¨tigt, doch fu¨r die kom-
menden Konstruktionen ist die dynamische Sicht von ωj , ω̂j hilfreich.
Man sieht aus der Definition sofort, dass sich gute Approximationen durch große Werte von ω, ω̂
auszeichnen. Der Zusammenhang zwischen den Funktionen ωj(X) und den Funktionen ψj(Q)
ist im folgenden Satz festgehalten. Obwohl er nur eine Aussage u¨ber die extremalen Werte
ψ
j
, ψj , ωj , ω̂j beinhaltet, wird aus dem Beweis ersichtlich, dass man tatsa¨chlich einen Zusam-
menhang der beiden dynamischen Funktionen erha¨lt.
Satz 1.11. Sei k ein positive ganze Zahl. Fu¨r jede Wahl von (ζ1, ζ2, . . . , ζk) ∈ Rk bestehen
zwischen den Gro¨ßen ωj , ω̂j und ψj , ψj die Beziehungen
(1 + ωj)(1 + ψj) = (1 + ω̂j)(1 + ψj) =
k + 1
k
, 1 ≤ j ≤ k + 1. (1.40)
Dabei gelte die formale Konvention 0 ·∞ = k+1k fu¨r den Fall ωj =∞ bzw ψj = −1 oder ω̂j =∞
bzw ψj = −1.
Beweis: Wir zeigen nur die Gleichung (1 + ωj)(1 + ψj) =
k+1
k fu¨r beliebiges, aber im weiteren
als fest angenommenes j. Auf ganz a¨hnliche Weise kann man (1 + ω̂j)(1 + ψj) =
k+1
k einsehen,
woraus die Aussage des Satzes folgt.
Ist θ > ψ
j
, dann hat das System
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|x| ≤ Q1+θ (1.41)
|ζix− yi| ≤ Q− 1k+θ (1.42)
keine Menge von j linear unabha¨ngigen Lo¨sungen fu¨r gewisse beliebig große Q-Werte. Setzt man
X = Q1+θ, η := −1 + k + 1
k(1 + ψ
j
)
,
wird das System (1.41),(1.42) zu
|x| ≤ X (1.43)
|ζix− yi| ≤ X−η, 1 ≤ i ≤ k. (1.44)
Nach Definition von ωj also ωj ≥ η, und la¨sst man θ gegen ψj streben erha¨lt man
ωj ≥ −1 + k + 1
k(1 + ψ
j
)
und weiter
(1 + ωj)(1 + ψj) ≥
k + 1
k
.
Fu¨r die andere Ungleichung rollen wir es von der anderen Seite auf. Ist η < ωj , so hat (1.43),(1.44)
je eine Menge von j linear unabha¨ngigen Lo¨sungen fu¨r eine gegen unendlich strebende Folge von
X-Werten. Setzt man
Q = X
1
1+θ , wobei θ = −1 + k + 1
k(1 + η)
,
so geht das System (1.43),(1.44) in das System (1.41),(1.42) u¨ber und daher ψ
j
≤ θ. La¨sst man
in dieser U¨berlegung η gegen ωj streben, erha¨lt man
ψ
j
≤ −1 + k + 1
k(1 + ωj)
⇐⇒ (1 + ωj)(1 + ψj) ≤
k + 1
k
.
Beide Ungleichungen zusammen liefern die Gleichheit. 
Bemerkung (zur Konvention): Im Fall von zusammen mit 1 Q-linear unabha¨ngigen ζ1, ζ2, . . . , ζk
kann in Wahrheit nur der Fall ω =∞ bzw ψ
1
= −1 auftreten wie wir bald sehen werden.
Man kann also gema¨ß Satz 1.11 aus der Kenntnis von ωj , ω̂j die Gro¨ßen ψj , ψj errechnen und
umgekehrt, die Approximationskonstanten ωj, ω̂j sind jedoch ha¨ufig die praktikableren Gro¨ßen
fu¨r die weitere Vorgehensweise. Gleichung (1.40) hat zur Folge, dass
ωj >
1
k
⇐⇒ ψ
j
< 0, (1.45)
ω̂j >
1
k
⇐⇒ ψj < 0. (1.46)
Dabei kann man in beiden A¨quivalenzen die Ungleichungszeichen umdrehen.
Beachte, dass nach Definition ψ
j
< 0 bedeutet, dass das j-te sukzessive Minimum λj(Q) fu¨r
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Q → ∞ gegen Null konvergiert wa¨hrend es im Falle ψ
j
> 0 gegen unendlich konvergiert. Des-
wegen werden (1.45),(1.46) des o¨fteren von Interesse sein, vor allem in Hinblick auf die Schmidt
Vermutung die wir spa¨ter formulieren werden.
Mittels (1.40) und (1.9),(1.33),(1.34),(1.35) ergibt sich eine Verbesserung des Wertebereichs der
Werte ωj, ω̂j aus (1.37),(1.38) im zusammen mit 1 Q-linear unabha¨ngigen Fall zu
1
k
≤ ω ≤ ∞ (1.47)
1
k
≤ ω2 ≤ 1, (1.48)
0 ≤ ωj ≤ 1
j − 1 , 3 ≤ j ≤ k + 1 (1.49)
1
k
≤ ω̂ ≤ 1 (1.50)
0 ≤ ω̂j ≤ 1
j
, 2 ≤ j ≤ k. (1.51)
Weiter folgt aus ω̂k+1 ≤ ω̂k
0 ≤ ω̂k+1 ≤ 1
k
. (1.52)
Diese Schranken lassen sich allesamt nicht verbessern, wie wir spa¨ter in Abschnitt 2.2.2 sehen
werden. Wir werden na¨mlich in Korollar 2.3 zu beliebigem k fu¨r jede einzelne Kombination der
in (1.47)-(1.52) auftretenden Randwerte C ∈ {0, 1, 12 , . . . , 1k} samt zugeho¨riger Approximations-
konstante W ∈ {ωj, ω̂j : 1 ≤ j ≤ k + 1} einen Vektor (ζ1, ζ2, . . . , ζk) in Abha¨ngigkeit von C ,W
konstruieren, der genau C fu¨r den entsprechenden Wert W liefert. Dabei werden wir bei festem
k mit je drei verschiedenen Vektoren auskommen um alle Schranken nachzuweisen.
Natu¨rlich besteht jedoch große Korrelation zwischen den Werten ωj , ω̂j bei einem festen Vektor
(ζ1, ζ2, . . . , ζk), wie man schon aus (1.16) zusammen mit (1.40) erahnen kann. Die Konstruktionen
in der Arbeit zielen unter anderem darauf ab, das Wertespektrum von
Ω(ζ1, ζ2, . . . , ζk) := (ω, ω2, . . . , ωk+1, ω̂, ω̂2, . . . , ω̂k+1) ⊂ R2k+2 (1.53)
besser zu verstehen.
1.2 Assoziierte Liouvillezahlen und assoziierte schwache
Liouvillezahlen
Ein wesentliches Ziel der Arbeit ist zusammen mit 1 Q-linear unabha¨ngige k-Tupel reeller Zah-
len ζ1, ζ2, . . . , ζk mit vorgegebenen simultanen Approximationseigenschaften zu konstruieren.
Diese Eigenschaften sollen sich in den Funktionen ψ1, ψ2, . . . , ψk+1 widerspiegeln, oder a¨qui-
valent in den Approximationskonstanten ωj. Um Q-linear unabha¨ngige Vektoren reeller Zahlen
(1, ζ1, ζ2, . . . , ζk) zu konstruieren und Aussagen u¨ber ihre Approximationskonstanten ω, ω̂ zu tref-
fen, eignet sich die Darstellung der Zahlen in einer festen gemeinsamen Basis s ≥ 2. Dies trifft
insbesondere auf Zahlen zu, die alle gute Approximationseigenschaften bezu¨glich Potenzen dieser
Basis besitzen. Vorbild dafu¨r ist das von Liouville als erstes Beispiel einer transzendenten Zahl
angegebene ζ =
∑
n≥1 2
−n!, was eine Wahl aller ζi von vergleichbarer Gestalt nahelegt. Wir
werden die simultanenen Approximationseigenschaften solcher ζ1, ζ2, . . . , ζk ausfu¨hrlich untersu-
chen. Dies legt in Zusammenhang mit den Erkenntnissen aus dem Abschnitt 1.1.1 die folgende
Definition nahe.
ASSOZIIERTE LIOUVILLEZAHLEN UND ASSOZIIERTE SCHWACHE LIOUVILLEZAHLEN 25
Definition 1.8. Eine Zahl ζ ∈ R, fu¨r die es fu¨r jedes ν > 0 unendlich viele teilerfremde Lo¨sun-
gen (p, q) ∈ Z2 der Gleichung (1.2) gibt, heißt Liouvillezahl oder Zahl vom Liouvilletyp. Weiter
nennen wir Zahlen fu¨r die es ein ǫ > 0 gibt, sodass (1.2) unendlich viele teilerfremde Lo¨sungen
(p, q) fu¨r ν = 2 + ǫ besitzt, eine schwache Liouvillezahl oder Zahl vom schwachen Louvilletyp.
Existiert fu¨r eine Liouvillezahl respektive schwache Liouvillezahl eine feste Basis s ≥ 2, sodass
unendlich viele auftretende Nenner von der Form q = sα mit einer positiven ganzen Zahl α sind,
so nennen wir ζ eine spezielle Liouvillezahl oder Zahl vom speziellen Liouvilletyp respektive Zahl
vom schwachen speziellen Liouvilletyp oder spezielle schwache Liouvillezahl und jede zugeho¨rige
Basis s eine Basis der speziellen Liouvillezahl respektive Basis der schwachen speziellen Liouvil-
lezahl.
Weiter nennen wir eine endliche Menge von speziellen Liouvillezahlen respektive speziellen schwa-
chen Liouvillezahlen assoziierte Liouvillezahlen respektive assoziierte schwache Liouvillezahlen,
wenn sie mindestens eine gemeinsame Basis besitzen.
Bemerkungen: 1) Der Begriff Liouvillezahl ist in der klassischen Literatur in der angegebenen
Definition gebra¨uchlich, die spezialisierteren Begriffe sind sprachliche Hilfskonstrukte fu¨r die wei-
tere Arbeit.
2) Klarerweise ist jede Liouvillezahl auch eine schwache Liouvillezahl und per definitionem jede
spezielle Liouvillezahl respektive spezielle schwache Liouvillezahl eine Liouvillezahl respektive
schwache Liouvillezahl. Weiter erkennt man leicht, dass Liouvillezahlen genau diejenigen irratio-
nalen Zahlen sind, deren eindimensionale Approximationskonstante fu¨r {ζ} die Beziehung ω =∞
erfu¨llt.
Die Bedingung an ζ vom schwachen Liouvilletyp zu sein ist offensichtlich a¨quivalent dazu, dass
ζ irrational ist und die eindimensionale Approximationskonstante zu {ζ} die Bedingung ω > 1
erfu¨llt.
3) Nach dem Satz von Roth sind alle schwachen Liouvillezahlen transzendent und sie bilden
weiters nach dem Satz von Khinchin eine Lebesguenullmenge.
4) Eine (schwache) spezielle Liouvillezahl kann sogar unendlich viele Basen besitzen. Man muss
dabei nur Konstruktionen von Bemerkung 2 zur folgenden Proposition 1.2 geringfu¨gig verallge-
meinern. Fu¨r klassische spezielle Liouvillezahlen von der Form
ζ =
∞∑
n=0
s−an , lim
n→∞
an+1
an
=∞,
wie sie ku¨nftig untersucht werden, kann man zeigen, dass alle Basen Potenzen von s sein mu¨ssen,
weil alle sehr guten Approximationsvektoren ausschließlich von der Form (2an , ⌊2anζ⌋) sind.
Genauer handelt es sich bei den Basen um die Menge B := {sα : α|an fu¨r unendlich viele n}.
In diesem Zusammenhang bedeutet sehr gut, dass fu¨r jede Folge von Approximationsvektoren
(mit monoton steigenden ersten Koordinaten) nicht von dieser Form der Exponent in (1.2) einen
Limes superior kleiner oder gleich 2 hat (was ω = 1 entspricht). Dies kann man mit einer a¨hnlichen
Nachkommaargumentation wie im Beweis von Schritt 1 im spa¨ter folgenden Satz 1.12 einsehen,
wir gehen an dieser Stelle nicht weiter darauf ein. Vergleiche dazu auch Abbildung 2.11 und die
zugeho¨rige Beschreibung.
1.2.1 Die Berechnung von ω, ω̂
Zuna¨chst beschra¨nken wir uns auf das Studium von ω := ω1 und ω̂ := ω̂1. Wir betrachten wie
im vorangehenden Abschnitt motiviert Zahlen vom speziellen Liouvilletyp.
Fu¨r 0 < ζ < 1 seien mit a
(s)
n die nichtverschwindenden Koeffizienten in der s-adischen Entwick-
lung von ζ bezeichnet, sodass also
ζ =
∑
n≥1
αns
−a(s)n , 1 ≤ αn ≤ s− 1
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und die Entwicklung von 1− ζ sei als duale Darstellung bezeichnet und notationell
1− ζ =
∑
n≥1
βns
−a′(s)n , 1 ≤ βn ≤ s− 1.
Als erstes untersuchen wir den Zusammenhang zwischen diesen klassischen Approximationskon-
stanten ω, ω̂ und den in den ζi, 1 ≤ i ≤ k nicht verschwindenden a(s)n . Genauer werden dabei die
Quotienten
a
(s)
n+1
a
(s)
n
,
a
′(s)
n+1
a
′(s)
n
Aufschluss u¨ber die Gu¨te der Approximation in Basis s, also mit x-Werten
von der Form sα in der Definition von ω, ω̂, geben.
Sind ζ1, ζ2, . . . , ζk gegeben durch
ζi =
∑
n≥1
α
(s)
n,is
−ai,(s)n , 1 ≤ αn ≤ s− 1, 1 ≤ i ≤ k
1− ζi =
∑
n≥1
β
(s)
n,is
−a′i,(s)n , 1 ≤ βn ≤ s− 1, 1 ≤ i ≤ k
so seien die monotonen Folgen (b
(s)
n )n≥1 respektive (b
′(s)
n )n≥1 als die Totalordnungen von ∪i,nai,(s)n
respektive ∪i,na′i,(s)n definiert. Im Fall s = 2 folgt beispielsweise, sofern alle ai,(s)n verschieden
sind fu¨r verschiedene Paare (n, i), dass ζ1 + ζ2 + · · · + ζk =
∑
n≥1 2
−b(2)n . Fu¨r s ≥ 3 ist die
Aussage essentiell die gleiche, es mu¨ssen dabei aber noch die Koeffizienten αn,i beru¨cksichtigt
werden. Wir vernachla¨ssigen zu jeder festen Basis s die genauen Werte der Koeffizienten α
(s)
n,i
(beachte, dass es zu einem b
(s)
N auch mehrere Indizes i ∈ {1, 2, . . . , k} mit ai,(s)M(i) = b
(s)
N fu¨r
M(i) ∈ N und damit mehrere αi,(s)n geben kann) und interessieren uns nur noch fu¨r die Folgen
(bn)n≥1 und (b
′(s)
n )n≥1 und ihre Aussagekraft u¨ber die simultanen Approximationseigenschaften
von ζ1, ζ2, . . . , ζk. Formal kann man auch so vorgehen, dass man alle Koeffizienten α
(s)
n,i durch 1
ersetzt, zu jedem festen s ≥ 2 also die Zahl
θs =
∑
n≥1
s−b
(s)
n
betrachtet, und (b
′(s)
n )n≥1 als Folge der nichtverschwindenden Nachkommastellen von 1 − θs
definiert.
Es ist naheliegend, dass diese Vorgehensweise im fu¨r uns besonders interessanten Fall von Zahlen
ζi mit individuell guter Appproximation zur Basis s sehr gut geeignet ist. Im Hinblick auf diese
Fa¨lle sind die folgenden Ergebnisse zugeschnitten, die jedoch allgemein formuliert werden ko¨nnen
und im generischen Fall einfach triviale Aussagen liefern.
Mittels dieser Folgen (b
(s)
n )n≥1, (b
′(s)
n )n≥1 la¨sst sich ein erster Zusammenhang zwischen ω und der
Gesamtheit aller s-adischen Entwicklungen formulieren, welcher Inhalt der folgenden Proposition
ist.
Proposition 1.1. Mit obiger Notation gilt
ω ≥ max
{
lim sup
||(s,n)||∞→∞
b
(s)
n+1 − b(s)n − 1
b
(s)
n
, lim sup
||(s,n)||∞→∞
b
′(s)
n+1 − b′(s)n − 1
b
′(s)
n
}
, sowie (1.54)
ω ≤ max
{
lim sup
||(s,n)||∞→∞
b
(s)
n+1 − b(s)n
b
(s)
n
, lim sup
||(s,n)||∞→∞
b
′(s)
n+1 − b′(s)n
b
′(s)
n
}
. (1.55)
wobei ||(A,B)||∞ := max{|A|, |B|} (Wegen der A¨quivalenz der Normen in R2 kann man auch
jede andere Norm verwenden und die Abscha¨tzungen bleiben gu¨ltig. Siehe dazu auch die dem
Beweis anschließenden Bemerkungen.)
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Beweis: Wir beweisen zuna¨chst (1.54). Nach Definition von (b
(s)
n )n≥1 als gemischter Folge die aus
den Einzelfolgen (an)n≥1 entsteht, haben alle Zahlen ζ1, ζ2, . . . , ζk Nullen an den Nachkomma-
stellen b
(s)
n +1, b
(s)
n +2, . . . , b
(s)
n+1−1 in der s-adischen Entwicklung fu¨r alle s ≥ 2. Da Multiplikation
von ζj mit s
b(s)n das Komma um b
(s)
n Stellen nach rechts schiebt, bedeutet dies, fu¨r 1 ≤ j ≤ k
beginnen die Zahlen sb
(s)
n ζj mit bn+1 − bn − 1 Nullen in Basis s hinter dem Komma. Es erfu¨llt
demnach jedes Paar (s, n) die Beziehung∣∣∣sb(s)n ζj − ⌊sb(s)n ζj⌋∣∣∣ ≤ s−(b(s)n+1−b(s)n −1), 1 ≤ j ≤ k.
Analog gilt fu¨r die Werte 1− ζj und alle Paare (s, n)∣∣∣∣∣∣sb′(s)n ζj∣∣∣∣∣∣ = ∣∣∣∣∣∣sb′(s)n (1− ζj)∣∣∣∣∣∣ ≤ ∣∣∣⌈sb′(s)n ζj⌉− sb′(s)n ζj∣∣∣ ≤ s−(b′(s)n+1−b′(s)n −1).
Also gilt fu¨r alle Paare (s, n)
max
1≤j≤k
||xζj || ≤ max
{
s−(b
(s)
n+1−b(s)n −1), s−(b
′(s)
n+1−b′(s)n −1)
}
, mit x = sb
(s)
n oder x = sb
′(s)
n .
(1.56)
Da sbn →∞ bzw sb′n →∞ gleichbedeutend mit ||(s, n)||∞ →∞ ist, folgt (1.54) direkt aus der De-
finition der Approximationsgro¨ße ω. Sei na¨mlich eine Folge von Paaren mit ||(s, n)||∞ →∞ gege-
ben, fu¨r welche
b
(s)
n+1−b(s)n −1
b
(s)
n
bzw
b
′(s)
n+1−b′(s)n −1
b
′(s)
n
gegen die entsprechenden lim sup-Werte aus der rech-
ten Seite von (1.54) konvergiert. Durch Xσ(n,s) := xσ(n,s) := s
b(s)n bzw X ′σ(n,s) := xσ(n,s) := s
b′(s)n ,
wobei σ eine beliebige Bijektion N× N 7→ N ist, erhalten wir eine Folge von X-Werten und
x-Werten, welche gema¨ß (1.56) zu einer Approximationskonstante ω in (1.36) fu¨hren, die durch
jeden dieser beiden lim sup-Werte nach unten abgescha¨tzt werden kann.
Um (1.55) einzusehen, zeigen wir zuerst die folgende Behauptung: Es genu¨gt es zu zeigen, dass
zu jedem reellen Parameter X ein s0 = s0(X) existiert, sodass
b
(s0)
2 − b(s0)1
b
(s0)
1
≥ ν oder b
′(s0)
2 − b′(s0)1
b
′(s0)
1
≥ ν, (1.57)
wobei ν = ν(s) gegeben ist als der gro¨ßte auftretende Exponent
max
1≤j≤k
||ζjs|| = s−ν (1.58)
unter allen s ≤ X .
Fu¨r eine Folge (Xi)i≥1 bezeichne (νi)i≥1 den gro¨ßten Exponenten, sodass (1.58) fu¨r alle s ≤ Xi
gilt. Die Existenz eines s0 = s0(X) fu¨r alle X impliziert die Existenz einer Folge (βi)i≥1
mit βi ≥ νi und βi von der Form b
(s0)
2 −b
(s0)
1
b
(s0)
1
und damit insbesondere von der Form der Aus-
dru¨cke in (1.55) mit n = 1. Man kann die Folge (Xi)i≥1 nach Definition von ω so wa¨hlen, dass
limi→∞ νi = lim supi νi = ω ist. Daru¨ber hinaus kann man die Folge (Xi)i≥1 oBdA so wahlen,
dass si = Xi gilt, da der Exponent von ν in (1.36) fu¨r festes x mit steigendem X fa¨llt. Kom-
bination dieser Beobachtungen liefert lim supi→∞ βi ≥ ω wobei βi einem lim sup-Ausdruck von
(1.55) entspricht mit (si, ni) = (si, 1), wobei si die Rolle von s0 oben mit X = Xi spielt.
Bleibt fu¨r diese Folgen limi→∞ ||(si, ni)||∞ = limi→∞ ||(si, 1)||∞ = lim supi→∞ si = ∞ zu
zeigen. Das ist aber einfach zu sehen. Wegen si = Xi impliziert die Definition von si dass
si = si(Xi) den Ausdruck max1≤j≤k ||ζjsi|| minimiert unter allen si ≤ Xi. Andererseits gilt
lim infs→∞max1≤j≤k ||ζjs|| = 0 fu¨r jede zusammen mit 1 Q-linear unabha¨ngigen ζ1, ζ2, . . . , ζk
und wegen der Definition der (si)i≥1 schließen wir limi→∞max1≤j≤k ||ζjsi|| = 0. Folglich kann
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(si)i≥1 nicht beschra¨nkt sein da in diesem Fall nur endlich viele (strikt positive) Werte
max1≤j≤k ||ζjsi|| auftreten wu¨rden. Daher lim supi→∞ si =∞.
Um den Beweis zu vervollsta¨ndingen weisen wir nun die Existenz eines s0 = s0(X) nach, das
unserem Kriterium (1.57) genu¨gt. Bemerke zuerst, dass fu¨r hinreichend großes s sicher fu¨r alle
1 ≤ j ≤ k die Beziehung aj,(s)1 = a′j,(s)1 = 1 gilt, denn fu¨r s ≥ 1mini ||ζi|| folgt
{sζj} /∈ {[0, 1s ] ∪ [ s−1s , 1)}, 1 ≤ j ≤ k. Wir ko¨nnen also annehmen, dass X groß genug ist, dass
a
j,(s)
1 = a
′j,(s)
1 = 1 fu¨r alle 1 ≤ j ≤ k und damit insbesondere b(s)1 = 1. Es ist nun leicht
zu sehen, dass s0 := s ein zula¨ssige Wahl ist, denn (1.58) besagt gerade, dass die Zahlen sζj
allesamt mit ⌊ν⌋ Nullen respektive (s−1)-en in der s-adischen Nachkommaentwicklung beginnen.
Kombination dieser Tatsachen ergibt folglich
a
j,(s)
2 −aj,(s)1
a
j,(s)
1
= a
j,(s)
2 − 1 ≥ ⌊ν⌋ + 1 ≥ ν, und damit
auch
b
(s)
2 −b(s)1
b
(s)
1
=
minj a
j,(s)
2 −aj,(s)1
a
j,(s)
1
≥ ν respektive selbige Tatsachen mit durchwegs gestrichenen
Variablen a′.,(s). , b
′(s)
. . 
Bemerkungen: 1) Kann man die rechte Seite von (1.54) fu¨r ein festes s abscha¨tzen durch
ω ≥ max
{
lim
n→∞
b
(s)
n+1 − b(s)n
b
(s)
n
, lim
n→∞
b
′(s)
n+1 − b′(s)n
b
′(s)
n
}
,
und gilt ω = ∞ respektive ω > 1, sodass es also eine Abfolge guter Approximationen in die-
ser Basis s gibt, so handelt es sich bei ζ1, ζ2, . . . , ζk um assoziierte Liouvillezahlen respektive
assoziierte schwache Liouvillezahlen zur Basis s. Umgekehrt bildet aber eine Menge von (schwa-
chen) Liouvillezahlen nicht allgemein (schwache) assoziierte Liouvillezahlen, wie wir im folgenden
ausfu¨hren werden.
2) Man kann zumindest im Fall ω =∞ auch leicht Fa¨lle konstruieren, in denen s in der rechten
Seite von (1.54) nicht konstant ist. Etwa mit folgender Konstruktion, die vorerst fu¨r beliebiges
T , das der linken Seite von (1.54) entsprechen soll (es soll also ω ≥ T gelten) vorgefu¨hrt sei: Man
fa¨ngt bei s = 2 an und gibt sich eine gewisse endliche Zahl an Nachkommastellen in Basis s vor,
sodass eine Zahl von der Form B =
∑t
i=0 αi2
−i mit αi ∈ {0, 1} und αt = 1 entsteht. Jede Zahl
ζ ∈ R mit B ≤ ζ ≤ B + 2−t−1 hat diese Anfangssequenz in Basis 2. Sei I1 := [B,B + 2−t−1].
Gehe daraufhin zu einer anderen Basis, etwa s = 3, u¨ber und wa¨hle eine rationale Zahl in I1 mit
endlicher Nachkommaentwicklung in der neuen Basis 3. Dies ist sicher mo¨glich, denn man findet
eine solche Zahl von der Form
∑z
i=0 3
−βi wenn man z nur so groß wa¨hlt, dass 3−z kleiner der
Intervallla¨nge von I1 ist. Ha¨nge an diese neue Zahl in der neuen Basis s = 3 eine beliebige Anzahl
an Nullen und danach eine Eins. Diese neue Nachkommaentwicklung definiert wie vorhin ein In-
tervall I2, in dem alle Zahlen mit der vorgegebenen Entwicklung anfangen. Wa¨hle dann wieder
eine neue Basis, etwa s = 5, und verfahre wie vorhin. Indem man diese Prozedur ad infinitum
durchfu¨hrt und in jedem Schritt die Anzahl der Nullen in entsprechendem Verha¨ltnis T (bzw
einem gegen T konvergierenden Verha¨ltnis) zur Anzahl der vorgegebenen Stellen wa¨hlt (siehe
dazu auch den Beweis von Proposition 1.1) erha¨lt man eine Folge von guten Approximationen
zu verschiedenen Basen. Um den Fall ω =∞ zu konstruieren ist dieses Verha¨ltnis einfach gegen
unendlich strebend zu wa¨hlen wie man via Gleichung (1.54) einseht. Im Fall von endlichem ω
erha¨lt man zumindest ω ≥ T (da man a priori nicht ausschließen kann, dass es beliebig oft in
anderen Basen als der gerade aktuell in der Konstruktion betrachteten eine bessere Approxima-
tion gibt, ko¨nnte ω > T gelten).
3) Man ko¨nnte sich in der Argumentation des Beweises auch auf den Fall r = 1 beschra¨nken.
Fa¨lle gema¨ß Bemerkung 1) werden im weiteren bei Konstruktionen aber ha¨ufig eine Rolle spielen,
also mit s fest und Vektoren (x, y1, y2, . . . , yk) mit x-Werten von der Form s
β .
4) Der Fall b
(s)
1 = 1 in einer Basis s ist gewissermaßen ein Spezialfall, da in diesem Fall eine
s-adische Anfangssequenz von Nullen nach dem Komma von ζjs, die zu einer guten Approxi-
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mation durch x = s fu¨hrt, keine Enstprechung in (1.54),(1.55) haben. Fu¨r hinreichend große s
(abha¨ngig von den ζi, genauer ist
1
mini ||ζi|| sicher ausreichend wie im Beweis von Proposition 1.1
gezeigt) ist jedoch b
(s)
1 = 1 gesichert, sodass man diese endlich vielen s-Werte nicht zu beru¨ck-
sichtigen braucht.
5) Der generische Fall fu¨r k ≥ 2 ist ω = 1k < 1, und in der Tat liefert Proposition 1.1 fu¨r alle
s mit b
(s)
1 = 1, b
(s)
2 = 2 die Schranken 0 bzw 1. Proposition 1.1 zeigt insbesondere weiter, dass
im generischen Fall nur endlich viele s mit b
(s)
2 > 2 existieren, da man sonst die falsche untere
Schranke ω ≥ 1 erhielte. Es existieren also nur endlich viele Basen bezu¨glich derer alle ζi simultan
an der zweiten Nachkommstelle (nach Multiplikation mit s also an der ersten) jeweils entweder
eine 0 oder s − 1 stehen haben. Die Formeln aus Proposition 1.1 dienen also hauptsa¨chlich der
Konstruktion von assoziierten (schwachen) Liouvillezahlen und haben im generischen Fall wenig
Aussagekraft.
6) Beachte, dass die rechte Seite von (1.55) maximal um 1 gro¨ßer ist als die rechte Seite von (1.54)
sowie, dass die Werte im Falle guter Approximation in einer festen Basis s u¨bereinstimmen.
Korollar 1.2. Mit weitergefu¨hrter Notation wie vor/in Proposition 1.1 gilt
ω ≥ max
{
sup
s
lim sup
n≥1
b
(s)
n+1 − b(s)n − 1
b
(s)
n
, sup
s
lim sup
n≥1
b
′(s)
n+1 − b′(s)n − 1
b
′(s)
n
}
. (1.59)
Beweis: Wir mu¨ssen zeigen, dass die linke Seite von (1.54) gro¨ßer ist als die rechte Seite von (1.59).
Dies ist aber offensichtlich der Fall, denn findet man zu festem s0 eine Folge von gegen unendlich
strebenden n-Werten fu¨r die max
{
b
(s0)
n+1−b(s0)n −1
b
(s0)
n
,
b
′(s0)
n+1 −b′(s0)n −1
b
′(s0)
n
}
gegen ein Ωs0 ∈ R konvergiert, so
kann man selbiger Folge die Folge von Paaren (n, s0) mit ||(n, s0)||∞ →∞ zuordnen und erha¨lt,
dass die rechte Seite von (1.54) mindestens Ωs0 sein muss. Da man entsprechende Konstruktion
fu¨r alle s durchfu¨hren kann und sich mit Ωs durch Variation von s dem Supremum aus (1.59)
nach der Supremumsdefinition beliebig nahe anna¨hern kann, folgt das Korollar aus (1.54). 
A¨hnliche U¨berlegungen liefern eine Abscha¨tzung fu¨r ω̂ nach unten.
Proposition 1.2. Die Approximationskonstante ω̂ erfu¨llt
ω̂ ≥ max
{
sup
s
lim inf
n≥1
max
1≤j≤n
b
(s)
j+1 − b(s)j − 1
b
(s)
n+1
, sup
s
lim inf
n≥1
max
1≤j≤n
b
′(s)
j+1 − b′(s)j − 1
b
′(s)
n+1
}
. (1.60)
Beweis: Es genu¨gt nach der Supremumsdefinition die Ungleichung
ω̂ ≥ As := max
{
lim inf
n≥1
max
1≤j≤n
b
(s)
j+1 − b(s)j − 1
b
(s)
n+1
, lim inf
n≥1
max
1≤j≤n
b
′(s)
j+1 − b′(s)j − 1
b
′(s)
n+1
}
fu¨r jede Basis s separat nachzuweisen. Sei also s fest gewa¨hlt und der Index s in der Folge
b
(s)
n = bn unterdru¨ckt. Wir mu¨ssen wegen der Definition von ω̂ zu beliebigem ǫ > 0 und jedem
hinreichend großen X = X(ǫ) einen Approximationsvektor (x, y1, . . . , yk) ∈ Zk+1 mit x ≤ X und
max
1≤j≤k
|ζjx− yj| ≤ X−As+ǫ (1.61)
finden. Sei also fu¨r ǫ > 0 und großes vorgegebenes X der Index und n0 durch s
bn0 ≤ X < sbn0+1
respektive sb
′
n0 ≤ X < sb′n0+1 bestimmt. Wa¨hle x := sbj respektive x := sb′j wobei j dadurch
bestimmt ist, dass das entsprechende innere Maximum aus der Definition von As fu¨r das gegebene
n0 angenommen wird. Aufgrund der Definition von (bn)n≥1 als gemischter Folge sind die ersten
bj+1 − bj − 1 Nachkommastellen eines jeden ζtsbj , 1 ≤ t ≤ k respektive (1 − ζt)sbj , 1 ≤ t ≤ k
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Nullen in Basis s. Das heißt aber mit yt := ⌊ζtx⌋ fu¨r alle 1 ≤ t ≤ k respektive yt := ⌈ζtx⌉ fu¨r
alle 1 ≤ t ≤ k
max
1≤t≤k
||ζtx|| = max
1≤t≤k
|ζtx− yt| ≤ sbj−bj+1+1 ≤ X
bj−bj+1+1
bn0+1 (1.62)
respektive max
1≤t≤k
||ζtx|| = max
1≤t≤k
|(1− ζt)x− yt| ≤ sb′j−b′j+1+1 ≤ X
b′j−b
′
j+1+1
b
n′
0
+1 . (1.63)
Fu¨r die linken Ungleichungen vergleiche den Beweis von Proposition 1.1, die rechten folgen aus
X < sbn0+1 respektive X < sb
′
n0+1 . Also gilt die Ungleichung fu¨r alle X und folglich alle hinrei-
chend großen n0 und daher kann man zum lim infn→∞ u¨bergehen. Somit hat (1.61) fu¨r alle X
so groß, dass der Exponent auf der rechten Seite von (1.62) respektive (1.63) gro¨ßer als As − ǫ
ist, eine Lo¨sung. Nach der Definition des lim inf ist aber sichergestellt, dass fu¨r alle hinreichend
großen n oder gleichbedeutend X diese Bedingung eintritt. Das schließt den Beweis ab. 
Von nun an wird auf die duale Darstellung nicht mehr weiter eingegangen. Alle Konstruktionen
werden fu¨r Werte von ζ durchgefu¨hrt, die viele aufeinanderfolgende Nullen in einer Basis s haben,
sodass also {ζsai,(s)n } nahe 0 ist.
Beispiel 1: Seien ζ1, ζ2 in Basis s = 2 gegeben als
ζ1 =
∑
n≥0
2−n! = 2−1 + 2−2 + 2−6 + · · · (1.64)
ζ2 =
∑
n≥0
2−(2n)! +
∑
n≥1
2−(2n+1)!−1 = 2−1 + 2−2 + 2−7 + 2−24 + 2−121 + · · · . (1.65)
Dann gilt: a
1,(2)
n = n!, (a
2,(2)
n )n≥1 = (1, 2, 7, 24, 121, . . .) und daraus resultiert
(b
(s)
n )n≥1 = (1, 2, 3, 6, 7, 24, 120, 121, . . .).
Um ζ1, ζ2 durch Zahlen von der Form s
β = 2β gut zu approximieren, ist es offensichtlich
bestmo¨glich die Folge der Exponenten βn als 2
(2n)! zu wa¨hlen, fu¨r Xn = xn = 2
−(2n)! gilt
damit
min
y∈N
|ζixn − y| ≤ x−(2n+1)!/(2n)!n = x−(2n+1)n , i ∈ 1, 2
also ω =∞ nach Definition. Um ω̂ nach unten abzuscha¨tzen, betrachtet man wie in der Definition
von ω̂ eine beliebige große ganze Zahl X . Es gelte bn ≤ log2(X) < bn+1. Das beste zugeho¨rige
x ≤ X ist dann x = 2bj mit bj ≤ bn so, dass bj+1 − bj maximal ist. Mit dieser Wahl ist offenbar
ω(X) ≥ bj+1 − bj
log2(X)
≥ bj+1 − bj
bn+1
.
da die Wahl x = 2bj ≤ X gema¨ß dem Beweis von Proposition 1.1 diesen Wert fu¨r ν in (1.58)
erzielt und ω(X) das Supremum alle solchen ν ist. In unserem Fall wird man stets j = n wa¨hlen
fu¨r n 6= (2k + 1)! und j = n − 1 im Fall n = (2k + 1)! und erha¨lt je nachdem ob bn Fakulta¨t
einer geraden oder ungeraden Zahl ist (oder einer ungeraden, plus 1) eine Lo¨sung von (1.58) mit
x ≤ X und ν = νi wobei
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ν1 := lim inf
n≥1
(2n+ 1)!− (2n)!
(2n+ 1)!
= lim inf
n≥1
2n
2n+ 1
= 1
ν2 := lim inf
n≥1
(2n)!− ((2n− 1)! + 1)
(2n− 1)! + 1 = 1
ν3 := lim inf
n≥1
(2n+ 1)!− (2n)!
(2n+ 1)! + 1
= 1.
Proposition 1.2 besagt aber gerade ω̂ ≥ min{ν1, ν2, ν3} da hier alle Fa¨lle erscho¨pft sind. Zusam-
men mit (1.50) letztlich also ω̂ = 1.
Beispiel 2: Von gesondertem Interesse ist der Fall, dass die Zahlen ζi in (1.36) die Potenzen einer
Zahl ζ ∈ R sind, also ζi = ζi, 1 ≤ i ≤ k. Dabei verlangt man, dass ζ nicht algebraisch vom
Grad ≤ k ist, sodass die Q-lineare Unabha¨ngigkeit gewa¨hrleistet ist. Wir setzen wieder ζ = ζ1
mit der Liouvillezahl ζ1 von Beispiel 1. Diese ist transzendent und erfu¨llt daher die Bedingung.
Fu¨r Zahlen wie ζ mit großen Lu¨cken in der Entwicklung in einer Basis s kann man die Potenzen
sehr einfach wieder einfach in Basis s anschreiben oder zumindest abscha¨tzen, da kein oder kaum
Ziffernsturz passiert. Man erkennt durch Ausmultiplizieren
ζ2 =
∑
(i,j)∈N2
2−(i!+j!), und allgemeiner
ζd =
∑
(i1,...,id)∈Nd
2−(i1!+···+id!), 1 ≤ d ≤ k.
Sei Hd,t := {(i1, . . . , id) ∈ Nd : max1≤j≤d ij = t} und Sd(i1, . . . , id) := i1! + · · · + id!. Sei weiter
Fd,t :=
∑
α∈Hd,t 2
−Sd(α). Die entscheidende Beobachtung, um ω =∞ einzusehen, ist nun folgen-
de: In einem Summand von ζd sei iu = max{i1, . . . , id}. Dann gilt i1! + · · · + id! ≤ diu! ≤ kiu!.
Also ist jeder Summand von Hd,t nach unten beschra¨nkt durch 2
−kt!. Dies ist klarerweise bei
festem t auch fu¨r
∑
T≤t Fd,T zutreffend.
Andererseits besteht Hd,t aus t
d − (t − 1)d < td < tk Zahlen sa¨mtlich nicht gro¨ßer als 2−t! und
damit fu¨r jedes ǫ > 0 fu¨r hinreichend großes t = t(ǫ)
2−t! ≤ Fd,t ≤ 2−t!tk ≤ 2−t!(1−ǫ), 1 ≤ d ≤ k.
Das bedeutet, dass in Fd,t an den ersten t!(1−ǫ) Nachkommastellen in Basis 2 Nullen stehen wenn
man t nur groß genug wa¨hlt. Es ist wegen des schnellen Wachstums der Fakulta¨t einfach einzuse-
hen, dass dieses Argument auch fu¨r den Ausdruck
∑
T≥t Fd,T gu¨ltig ist. Es gilt zusammenfassend
also fu¨r t hinreichend groß, dass ζd =
∑
T<t Fd,t +
∑
T≥t Fd,t zwischen der k(t− 1)! + 1-ten und
der t!(1− ǫ)-ten Nachkommastelle nur Nullen stehen hat. Wa¨hlt man also K(t) maximal, sodass
bK(t) ≤ kt!, dann ist
lim
t→∞
bK(t)+1
bK(t)
≥ (t+ 1)!(1− ǫ)
kt!
=
(t+ 1)(1− ǫ)
k
.
Mit Korollar 1.2 schließt man, weil der Ausdruck auf der rechten Seite mit t→∞ gegen unend-
lich konvergiert, auf ω =∞. Das Vorgehen entspricht dabei der Wahl der Folge der X-Werte als(
X(t)
)
t≥1 = (x
(t))t≥1 = 2kt! sowie
(
y
(t)
d
)
t≥1
= ⌊x(t)ζd⌋ fu¨r 1 ≤ d ≤ k in Gleichung (1.36).
Fu¨r die Gro¨ße ω̂ ist vorerst auf diese Weise nur die wegen (1.40) triviale Abscha¨tzung nach unten
durch 1k mo¨glich. Denn wa¨hlt man die Folge der X-Werte als
(
X(t)
)
t≥1 = 2
kt!−1, so nimmt der
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maximale Quotient aus Proposition 1.2 nie einen Wert > 1k an, weil die maximale Intervallla¨nge
bn+1 − bn fu¨r bn ≤ kt! − 1 durch t! − (t − 1)! < t! beschra¨nkt ist, und zu jedem ǫ > 0 gilt fu¨r
hinreichend großes t die Beziehung t! <
[
1
k + ǫ
]
(kt! − 1). Tatsa¨chlich werden wir in Satz 3.1 in
Abschnitt 3.1 exakt beweisen, dass ω̂ = 1k .
Beachte, dass das zu Beispiel 2 duale Problem, also die Linearformenversion, der Approximation
von 0 durch P (ζ) mit Polynomen P ∈ Z[T ] von beschra¨nkter Ho¨he- das ist der betragsgro¨ßte
Koeffizient- entspricht. Dieses ist in Kapitel 3 untersucht.
Bisher ist nicht klar, ob sich mithilfe obiger Konstruktionen auch tatsa¨chlich wie gefordert Q-
lineare unabha¨ngige Zahlentupel {1, ζ1, . . . , ζk} finden lassen. Dies la¨sst sich fu¨r Fragestellungen
dieser Art mit einem Variationsprinzip einsehen, das hier einmalig exemplarisch vorgefu¨hrt sei
und mit leichten Adaptionen auf alle spa¨teren Situationen anwendbar ist, sodass man sich um
die Q-lineare Unabha¨ngigkeit nie gesondert Gedanken machen muss und dies daher in Zukunft
u¨bergangen wird.
Wir zeigen: Sind Folgen (a
i,(s)
n )n≥1, 1 ≤ i ≤ k, wobei s im folgenden in der Notation unterdru¨ckt
sei, gegeben mit vorgegebenen Quotienten
lim
n→∞
ain+1
ain
= κi, 1 ≤ i ≤ k, (1.66)
so ko¨nnen dazu passende ζ1, ζ2, . . . , ζk- sodass die s-adische Nachkommaentwicklung von ζi al-
so nur an den Stellen (an,i)n≥1 nichtverschwindende Werte annimmt- linear unabha¨ngig mit 1
gewa¨hlt werden.
Das la¨sst sich mit einem Induktionsbeweis einsehen. Fu¨r k = 1 gilt die Behauptung, denn jede
nichtperiodische Folge (an,1)n≥1 fu¨hrt zu einer irrationalen Zahl ζ1 und offensichtlich lassen sich
solche Folgen unter jeder Bedingung (1.66) konstruieren. Sind die Folgen
(an,1)n≥1, (an,2)n≥1, . . . (an,k)n≥1 konstruiert, sodass {1, ζ1, . . . ζk} Q-linear unabha¨ngig sind und
die Folgen die Bedingungen (1.66) erfu¨llen, so kann man eine beliebige Folge (an,k+1)n≥1, wel-
che die Bedingung (1.66) mit i = k + 1 erfu¨llt, variieren, indem man etwa fu¨r jedes n eine der
beiden Zahlen an,k+1 oder a
′
n,k+1 = an,k+1+1 als n-tes Folgenglied wa¨hlt. Jede solche Variation
genu¨gt offensichtlich weiterhin der Bedingung (1.66) fu¨r i = k + 1. Auf diese Weise entstehen
u¨berabza¨hlbar viele Folgen (an,k+1)n≥1, die zu festen (an,1)n≥1, (an,2)n≥1, . . . (an,k)n≥1 die Be-
dingungen (1.66) erfu¨llen. Da es aber nur abza¨hlbar viele Q-Linearkombinationen von festen
ζ1, ζ2, . . . , ζk gibt, folgt aus der Induktionsannahme, dass es (sogar u¨berabza¨hlbar viele) Varia-
tionen von (an,k+1)n≥1 gibt, die zu einer Zahl ζk+1 fu¨hren, sodass {1, ζ1, . . . , ζk+1} Q-linear
unabha¨ngig sind unter den Randbedingungen (1.66). Damit ist der Induktionsschritt geschafft.
Bemerkung: Da obiges Argument hauptsa¨chlich auf Kardinalita¨tsu¨berlegungen basiert und die
zu einer vorgegebenen endlichen Menge reeller Zahlen algebraisch abha¨ngigen Zahlen ebenfalls
nur abza¨hlbar sind, stellt sogar die Forderung algebraisch unabha¨ngiger Zahlen {ζ1, ζ2, . . . , ζk}
keine Einschra¨nkung dar. Man kann also in allen folgenden Sa¨tzen ”zusammen mit 1 Q-linear
unabha¨ngig” auch durch die sta¨rkere Forderung ”algebraisch unabha¨ngig” ersetzen.
Aus (1.59) folgt insbesondere ω = ∞, wenn nur lim sup b
(s)
n+1
b
(s)
n
= ∞ fu¨r irgendeine Basis s. Nun
soll das noch mithilfe der Einzelfolgen a
i,(s)
n charakterisiert werden.
Lemma 1.3. Es gilt fu¨r alle s ≥ 2:
min
i
lim inf
n≥1
(
a
i,(s)
n+1
a
i,(s)
n
)1/k
≤ lim sup
n≥1
b
(s)
n+1
b
(s)
n
≤ min
i
lim sup
n≥1
a
i,(s)
n+1
a
i,(s)
n
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Beweis: Die rechte Ungleichung ist trivial. Fu¨r die linke sei bei festem s die linke Seite gegeben als
C := mini lim infn≥1
a
i,(s)
n+1
a
i,(s)
n
und n0 so groß, dass fu¨r alle i und alle n ≥ n0 gilt (s sei im folgenden
in der Notation weggelassen):
ain+1
ain
≥ C − ǫ.
Zu beliebigem bn, n ≥ n0 gibt es m, i0 mit ai0m = bn. Es liegen dann im Intervall [am, (C − ǫ)am]
ho¨chstens k Zahlen bi, denn von jeder Einzelfolge kann nur ein Folgenglied diese Bedingung
erfu¨llen und nach Schubfachschluss muss fu¨r zwei Werte bj, bj+1 im Intervall [a
i0
m, a
i0
m+1] der
Quotient
bj+1
bj
mindestens (C − ǫ)1/k betragen. Mit ǫ→ 0 folgt die linke Ungleichung. 
Dies ergibt zusammen mit (1.59)
ω ≥ min
i
lim inf
n≥1
(
a
i,(s)
n+1
a
i,(s)
n
)1/k
− 1, ∀s ≥ 2.
Das zeigt insbesondere, dass bereits
lim
n→∞
a
i,(s)
n+1
a
i,(s)
n
=∞, 1 ≤ i ≤ k
in irgendeiner Basis s hinreichend fu¨r ω =∞ ist. Weiters ist die Bedingung
min
i
lim sup
n≥1
max
{
a
i,(s)
n+1
a
i,(s)
n
,
a
′i,(s)
n+1
a
′i,(s)
n
}
=∞
notwendig, falls man sich auf approximierende Zahlen von der Form x = sβ zu beliebigem festem
s beschra¨nkt und die duale Darstellung in der U¨berlegung wieder mitberu¨cksichtigt.
Nun soll untersucht werden, unter welchen Bedingungen ω̂ = 1 gilt. Aus (1.60) folgt wieder, dass
lim
n→∞
b
(s)
n+1
b
(s)
n
=∞
in einer beliebigen Basis s hinreichend ist, wie man mittels j = n im Maximum von (1.60) sieht.
Denn diese Wahl liefert
ω̂ ≥ lim inf
n≥1
b
(s)
n+1 − b(s)n
b
(s)
n+1
= 1− 1
lim infn≥1
b
(s)
n+1
b
(s)
n
= 1
So kann man bereits sehr einfach einen Fall mit ω̂ = 1 konstruieren. Dies kann aber nicht wie im
Fall von ω durch unabha¨ngige Bedingungen an die Einzelfolgen a
i,(s)
n erreicht werden, denn man
kann einfach Folgen konstruieren mit
lim
n→∞
a
i,(s)
n+1
a
i,(s)
n
=∞, 1 ≤ i ≤ k, (1.67)
fu¨r die lim infn→∞
b
(s)
n+1
b
(s)
n
= 1 < ∞ gilt, zum Beispiel ai,(s)n = n! + i in einer beliebig vorgegebe-
nen festen Basis s. Durch geeignete geringfu¨gige Variationen la¨sst sich wieder sicherstellen, dass
zugeho¨rige ζ1, ζ2, . . . , ζk zusammen mit 1 linear unabha¨ngig u¨ber Q sind. Wie im folgenden ge-
zeigt wird ist die Bedingung (1.67) auch nicht hinreichend um auf diesem Weg ω̂ = 1 zu erhalten.
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Definiere zu beliebig fest gewa¨hlter Basis s (sie sei in der Notation im folgenden unterdru¨ckt) a1n
als beliebige Folge mit
lim
n→∞
a1n+1
a1n
=∞
und
a2n = a
1
n +
⌊
1
k
(a1n+1 − a1n)
⌋
a3n = a
1
n +
⌊
2
k
(a1n+1 − a1n)
⌋
...
...
akn = a
1
n +
⌊
k − 1
k
(a1n+1 − a1n)
⌋
.
Dann gilt offensichtlich
lim
n→∞
ain+1
ain
=∞, 1 ≤ i ≤ k.
Definiere nun Kn durch bKn = a
1
n, dh Kn gibt an, wann in der gemischten Folge (bi)i≥1 die
Folgenglieder von (a1n)n≥1 auftreten. Mit dieser Bezeichnung gilt aufgrund der a¨quidistanten
Absta¨nde
bm+1 − bm ≤
a1n − a1n−1
k
=
bKn − bKn−1
k
<
bKn
k
, m ≤ Kn − 1
und damit ist ω̂ selbst in diesem Fall mit (1.60) nicht besser als trivial mit 1k abzuscha¨tzen. Wir
werden spa¨ter sehen, dass in diesem Fall tatsa¨chlich ω̂ = 1k . In Kontext von Lemma 1.5 gilt
na¨mlich η2 = η3 = · · · = ηk+1 = 1k und daraus folgt u¨ber (1.89) die Gleichheit.
Fordert man jedoch zusa¨tzlich zu (1.67) noch limn→∞
ain
a1n
= 1, so ist ω̂ = 1 zwingend erfu¨llt.
(Dabei reicht es dann natu¨rlich (1.67) fu¨r i = 1 zu fordern.) Genauer gilt:
Lemma 1.4. Gilt limn→∞
ain
a1n
= 1, 1 ≤ i ≤ k, so ist
ω̂ ≥ 1− 1
mini lim infn≥1
ain+1
ain
.
Beweis: Sei die Teilfolge (bLn)n≥1 von (bn)n≥1 definiert wie folgt: zu festem m ∈ N sei zuna¨chst n
maximal gewa¨hlt mit mini a
i
n ≤ m. Der zugeho¨rige von m abha¨ngige Index im Minimum sei i0.
Es gibt dann also exakt n Folgenglieder von (ain)n≥1 die ≤ m sind fu¨r gewisse i (darunter ist i0)
und ho¨chstens (n− 1) fu¨r alle restlichen Indizes. Dabei sind es fu¨r hinreichend große n aufgrund
der Voraussetzungen des Lemmas exakt (n− 1). Weiter ist ai0n das kleinste der Folgenglieder ain
fu¨r 1 ≤ i ≤ k. Weiter sei bLn := mini ain, sodass Ln den Index jeden solchen Minimums in der
geordneten Folge (bn)n≥1 angibt. Beachte, dass mit dieser Wahl nach Voraussetzung des Lemmas
limn→∞
bLn
ain
= 1 fu¨r alle 1 ≤ i ≤ k, was in der letzten Gleichung des Beweises Verwendung finden
wird.
Dann gilt nach (1.60)
ω̂ ≥ lim inf
n≥1
bLn − bLn−1
bm
. (1.68)
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Es genu¨gt also, die rechte Seite von (1.68) abzuscha¨tzen. Nach Definition von Ln in Abha¨ngigkeit
von m ist limn→∞
bLn
bm
= 1 und daher
lim inf
n≥1
bLn − bLn−1
bm
= lim inf
n≥1
bLn − bLn−1
bLn
· bLn
bm
= lim inf
n≥1
bLn − bLn−1
bLn
= 1− 1
lim infn≥1
bLn
bLn−1
.
Nach der Definition von Ln und der Voraussetzung an die a
i
n stimmt letzterer Wert aber mit der
geforderten Schranke u¨berein, denn
lim inf
n≥1
bLn
bLn−1
= lim inf
n≥1
a1n · bLna1n
a1n−1 · bLn−1a1n−1
= lim inf
n≥1
a1n+1
a1n

Bemerkung: Die erzielten Ungleichungen zur Abscha¨tzung von ω, ω̂ sind nicht immer scharf, denn
in (1.47),(1.50) haben wir gesehen, dass 1k eine untere Schranke fu¨r ω, ω̂ darstellt, hingegen folgt
aus den obigen Ungleichungen in den meisten Fa¨llen nur ω ≥ 0 und ω̂ ≥ 0. Dies liegt daran,
dass dann keine gute Approximation durch x-Werte durchgehend nur von der Form sβ zu einem
festen s ≥ 2 vorliegt. Die U¨berlegungen eignen sich hauptsa¨chlich zur Konstruktion vom seltenen
Fall von gut approximierbaren Zahlentupeln vom speziellen Liouvilletyp.
1.2.2 Der Fall ω =∞: Ho¨here sukzessive Minima fu¨r Liouvillezahlen
Wir haben im vorangehenden Abschnitt das erste sukzessive Minimum in Verbindung mit den
s-adischen Nachkommaentwicklungen von ζ1, ζ2, . . . , ζk gebracht. Nun wollen wir Aussagen u¨ber
den Zusammenhang der ho¨heren sukzessiven Minima zur s-adischen Entwicklung von gewissen
ζ1, ζ2, . . . , ζk gewinnen. In diesem Abschnitt zuna¨chst im Falle von assoziierten Liouvillezahlen,
also insbesondere soll ω = ∞ fu¨r die Einzelapproximation eines jeden ζi gelten. Dabei werden
wir uns in den Konstruktionen auf Fa¨lle beschra¨nken, in denen auch die simultane Approximati-
onskonstante durch ω =∞ gegeben ist. Im na¨chsten Abschnitt 1.2.3 werden dann mit a¨hnlichen
Methoden Ergebnisse fu¨r assoziierte schwache Liouvillezahlen erarbeitet.
Die Kenntnis der Werte ω, ω̂ erlaubt u¨ber (1.40) und Ungleichungen aus vorangehenden Abschnit-
ten, insbesondere (1.18),(1.16), gewisse Abscha¨tzungen fu¨r die ho¨heren sukzessiven Minima bzw
ihre abgeleiteten Gro¨ßen ψj(Q). Diese sind jedoch wenig zufriedenstellend.
Um sta¨rkere Ergebnisse zu den ho¨heren sukzessiven Minima zu erhalten, beno¨tigt man die Gro¨ßen
ωj , ω̂j mit j ≥ 2. Da ein Vorgehen unter den sehr allgemeinen Bedingungen des vorangehenden
Abschnitts zu schwierig erscheint, spezialisieren wir die betrachteten ζ1, ζ2, . . . , ζk weiter. Der
Einfachkeit halber sei im folgenden s = 2 fixiert, die folgenden Konstruktionen lassen sich aber
auf a¨hnlichem Wege fu¨r beliebige Basen durchfu¨hren. Wir zeigen den folgenden
Satz 1.12. Sei k eine positive ganze Zahl und sei η = (η1, η2, . . . , ηk+1) ∈ R× Rk gegeben,
sodass folgende Bedingungen erfu¨llt sind:
η1 =∞ (1.69)
η1 > η2 ≥ η3 ≥ . . . ≥ ηk+1 > 0 (1.70)
η2 + η3 + · · ·+ ηk+1 = 1. (1.71)
Dann existieren k monotone Folgen positiver ganzer Zahlen (an,j)n≥1, 1 ≤ j ≤ k, sodass
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an,1 < an+1,k < an+1,k−1 < . . . < an+1,1, n ≥ 1. (1.72)
limn→∞
an+1,k
an,1
= η1 =∞ (1.73)
limn→∞
an+1,i − an+1,i+1
an+1,1
= ηi+1, 1 ≤ i ≤ k. (1.74)
und sodass
ζ1 =
∑
n≥1
2−an,1
ζ2 =
∑
n≥1
2−an,2
...
...
ζk =
∑
n≥1
2−an,k
zusammen mit 1 Q-linear unabha¨ngig sind und deren zugeordnete Approximationskonstanten
ω1, ω2, . . . , ωk+1 die Identita¨ten
ω1 = η1 =∞ =: ℘1(η)
ω2 = max
{
η2
η2 + η3 + . . .+ ηk+1
,
η3
η3 + η4 + . . .+ ηk+1
, . . . ,
ηk+1
ηk+1
}
=: ℘2(η)
ω3 = max
{
η3
η2 + η3 + . . .+ ηk+1
,
η4
η3 + η4 + . . .+ ηk+1
, . . . ,
ηk+1
ηk + ηk+1
}
=: ℘3(η)
...
...
ωk+1 =
ηk+1
η2 + η3 + · · ·+ ηk+1 =: ℘k+1(η)
erfu¨llen.
Bemerkung: Bedingung (1.74) ist fu¨r das Repra¨sentantensystem {1, 2, . . . , k}mod k zu verstehen,
das heißt der Fall i = k ist zu verstehen als
lim
n→∞
an+1,k − an,1
an+1,1
= ηk+1.
Bedingung (1.72) besagt also, dass zu festem Index n die Zahlen an,j mit steigendem j kleiner
werden, aber alle gro¨ßer als an−1,1 und kleiner als an+1,k sind, und die Bedingungen (1.73),(1.74)
dru¨cken die Verha¨ltnisse dieses Abfalls bei festem n aus. Eine wesentliche Eigenschaft obiger
Konstruktion, die in Zukunft oft verwendet wird, ist, dass die Intervallla¨ngen zweier aufeinan-
derfolgender Folgenglieder in der monoton geordneten gemischten Folge (bn)n≥1 die aus den
Einzelfolgen (an,j)n≥1 entsteht niemals abnimmt, also bi+1 − bi nichtfallend in i ist.
Beweis: Wir zeigen zuna¨chst, dass Folgen die (1.72)-(1.74) erfu¨llen fu¨r jede Wahl von η (unter
den Rahmenbedingungen (1.69)-(1.71)) existieren. Um die Q-lineare Unabha¨ngigkeit ku¨mmern
wir uns anschließend.
Wa¨hle dazu fu¨r 1 ≤ j ≤ k die Zahlen a1,j = k + 1 − j und definiere rekursiv die weiteren
Folgenglieder durch
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an+1,1 =
⌊
1
ηk+1
n · an,1(ηk+1 + ηk + · · ·+ η2)
⌋
+ (k − 1) (1.75)
an+1,2 =
⌊
1
ηk+1
n · an,1(ηk+1 + ηk + · · ·+ η3)
⌋
+ (k − 2) (1.76)
...
... (1.77)
an+1,k =
⌊
1
ηk+1
n · an,1(ηk+1)
⌋
+ (k − k) (1.78)
Man erkennt unschwer mithilfe von (1.71), dass das System (1.75)-(1.78) den Bedingungen
(1.72),(1.73),(1.74) genu¨gt. Dabei kann man obiges Konstruktionsschema auch geringfu¨gig vari-
ieren, um garantieren zu ko¨nnen, dass man ζi mit Q-linear unabha¨ngigen {1, ζ1, . . . , ζk} erhalten
kann, die (1.75)-(1.78) erfu¨llen, siehe Abschnitt 1.2.1 nach Beispiel 2. Dies sei hier nicht noch
einmal ausgefu¨hrt.
Um fu¨r die durch die Folgen (an,i)n≥1 definierten Zahlen ζi die Aussage des Satzes einzusehen,
mu¨ssen wir die Ungleichungen ωi ≤ ℘i(η) und ωi ≥ ℘i(η) zeigen. Wir beginnen mit dem einfa-
cheren Fall ωi ≥ ℘i(η).
ωj ≥ ℘j(η) :
Dies erfolgt konstruktiv, indem fu¨r die Abscha¨tzung von ωj eine Menge von X-Werten zusammen
mit j Folgen von Approximationsvektoren(
x(1,i), y
(1,i)
1 , . . . , y
(1,i)
k
)
i≥1
,
(
x(2,i), y
(2,i)
1 , . . . , y
(2,i)
k
)
i≥1
, . . .
(
x(j,i), y
(j,i)
1 , . . . , y
(j,i)
k
)
i≥1
angegeben wird, wobei die j Approximationen fu¨r festes i ∈ N linear unabha¨ngig in Rk+1 sind
und derart, dass der Wert ωj = ℘j(η) erreicht wird. Die Definition von ωj als Supremum al-
ler wa¨hlbaren Zahlen, zu der eine solche Folge von Approximationsvektoren existiert, ergibt die
Behauptung. Wir werden uns auf den Fall ℘j(η) = ηj beschra¨nken. Die Konstruktion la¨sst sich
mit geringen Adaptionen auf den Fall u¨bertragen, dass ℘j(η) mit einem anderen Wert in seiner
Definition als Maximum u¨bereinstimmt, wie sich herausstellen wird.
Dabei werden wir die Folgen von Vektoren der Reihe nach konstruieren und in einem Zuge die ge-
forderten Approximationseigenschaften nachweisen, und am Ende noch durch Auswertung einer
Determinante feststellen, dass diese Konstruktion wie gefordert linear unabha¨ngige (k+1)-Tupel
liefert.
Zuna¨cht sei die aus den (an,i)n≥1 entstehende gemischte Folge wieder mit (bn)n≥1 bezeichnet wie
bisher. Schreibt man eine ganze ZahlM alsM = km+1− r mit m ∈ N und 1 ≤ r ≤ k, dann gilt
wegen (1.72) die Identita¨t bM = bmk+1−r = am,r. Wir behaupten nun: aus den Voraussetzungen
(1.72),(1.73),(1.74) folgt fu¨r 1 ≤ j ≤ k direkt limn→∞ an+1,jan,j = ∞ und damit nach Lemma
1.3 lim supn→∞
bn+1
bn
= ∞ und weiter ω = ∞. Dies sieht man ein, indem man die der Folge
(an,1)n≥1 entsprechende Teilfolge (bmk)m≥1 von (bn)n≥1 wa¨hlt. Man sieht sofort aus (1.73), dass
limm→∞
bmk+1
bmk
= limm→∞
am+1,k
am,1
=∞. Wir haben also mit dieser Konstruktion
lim
n→∞
bK
an,1
=∞ (1.79)
erreicht, wobei K der kleinste Index j ist, fu¨r den bj > an,1 = bj−1. Damit ist die Behauptung
gezeigt.
Fu¨r die Abscha¨tzungen ωj ≥ ηj mit j ≥ 2 ist es jedoch zweckma¨ßig, die in der Definition der
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ωj auftretenden Gro¨ßen X, (x, y1, y2, . . . , yk), die implizit (insbesondere mittels Lemma 1.3) in
obiger U¨berlegung aufgetreten sind, explizit aufzuschreiben. Die Korrespondenz ist wie folgt
gegeben.
Man wa¨hlt zuna¨chst fu¨r jedes n die ZahlenX(n) = x(1,n) = 2an,1 . Die in Bezug auf 1 ≤ j ≤ k feste
Wahl der X-Werte X(n) = 2an,1 wird allgemein bei passender Wahl aller x(i,n), y
(i,n)
1 , . . . y
(i,n)
k
genau die Ungleichungen ωj ≥ ηj ergeben. In der Abschlussbemerkung dieses Beweisteils wird
erkla¨rt, welche andere Wahl von X(n) und zugeho¨rigen x, y1, y2, . . . , yk jeweils auf die u¨brigen
Terme im Ausdruck ℘j(η) fu¨hrt. Setzt man in natu¨rlicher Weise fu¨r 1 ≤ t ≤ k die u¨brigen
k Koordinaten des ersten Approximationsvektors durch y
(1,n)
t =
⌊
x(1,n)ζt
⌋
, so erha¨lt man eine
Folge von Approximationsvektoren (x(1,n), y
(1,n)
1 , . . . , y
(1,n)
k )n≥1, wobei nach der Konstruktion die
y
(1,n)
t fu¨r 1 ≤ t ≤ k entstehen, indem man das Komma von ζt um an,1 Stellen nach hinten schiebt
und den entstehenden Nachkommaanteil abschneidet. Das ergibt wegen der Schachtelung (1.72)
der Nachkommaentwicklungen der ζi, 1 ≤ i ≤ k, die Folge der ersten Approximationsvektoren
(
x(1,n), y
(1,n)
1 , . . . , y
(1,n)
k
)
n≥1
=
2an,1 ,∑
j≤n
2an,1−aj,1 ,
∑
j≤n
2an,1−aj,2 , . . . ,
∑
j≤n
2an,1−aj,k

n≥1
.
Die Eigenschaft (1.79) sichert, dass fu¨r jedes feste C > 0 fu¨r hinreichend große n simultan in
1 ≤ t ≤ k gilt: ∣∣∣x(1,n)ζt − y(1,n)t ∣∣∣ ≤ (x(1,n))−C = (X(n))−C .
Damit haben wir wie gewu¨nscht nochmals ω = ω1 =∞ mit diesen Wahlen besta¨tigt.
Die Folge der zweiten Approximationsvektoren sei nun analog mit x(2,n) = 2an,2 und
y
(2,n)
t =
⌊
x(2,n)ζt
⌋
konstruiert. Beachte, dass wenn an,1 = bL, dann an,2 = bL−1 nach der
Bedingung (1.72). Entscheidend ist nun die Beobachtung, dass bei Multiplikation mit 2an,2 in
der Entwicklung von ζ1 die n-te nichtverschwindende Nachkommastelle an,1 nicht mehr in y
(n,2)
1
auftaucht. Die Folge der zweiten Approximationsvektoren ergibt sich zu
(
x(2,n), y
(2,n)
1 , . . . , y
(2,n)
k
)
n≥1
=
2an,2 , ∑
j≤n−1
2an,2−aj,1 ,
∑
j≤n
2an,2−aj,2 , . . . ,
∑
j≤n
2an,2−aj,k

n≥1
.
Aus Kombination der Beziehungen (1.73),(1.74) folgt, dass fu¨r jedes feste 0 < C < η2 fu¨r
hinreichend große n simultan in 1 ≤ t ≤ k gilt:∣∣∣ζtx(2,n) − y(2,n)t ∣∣∣ ≤ (x(1,n))−C = (X(n))−C .
Damit wird insbesondere der Wert η2 mit diesen Wahlen der ersten beiden Vektorfolgen ange-
nommen und damit ω2 ≥ η2.
Nun kann man analog weiter vorgehen, indem man x(p,n) = 2an,p , 1 ≤ p ≤ k, und
y
(p,n)
t =
⌊
ζtx
(p,n)
⌋
, 1 ≤ t ≤ k, definiert und erha¨lt jeweils(
x(p,n), y
(p,n)
1 , . . . , y
(p,n)
k
)
n≥1
=
2an,p , ∑
j≤n−1
2an,p−aj,1 ,
∑
j≤n−1
2an,p−aj,2 , . . . ,
∑
j≤n−1
2an,p−aj,p−1 ,
∑
j≤n
2an,p−aj,p , . . .
∑
j≤n
2an,p−aj,k

n≥1
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und man sieht wieder aus (1.73),(1.74), dass der Wert ηj fu¨r diese speziellen Wahlen der ersten
j Vektorfolgen erreicht wird und damit ωj ≥ ηj fu¨r 1 ≤ j ≤ k.
Fu¨r den (k + 1)-ten Approximationsvektor wa¨hle x(k+1,n) = 2an−1,1 und entsprechend
y
(k+1,n)
t =
⌊
x(k+1,n)ζt
⌋
fu¨r 1 ≤ t ≤ k. Man berechnet den Vektor folglich zu
(
x(k+1,n), y
(k+1,n)
1 , . . . y
(k+1,n)
k
)
n≥1
=
2an−1,1 , ∑
j≤n−1
2an−1,1−aj,1 , . . .
∑
j≤n−1
2an−1,1−aj,k

n≥1
Es ergeben (1.72),(1.73),(1.74) zusammen, dass fu¨r diese Wahl der Wert ηk+1 erreicht wird und
damit ωk+1 ≥ ηk+1.
Um den Beweis von ωj ≥ ηj zu beenden, muss man noch die lineare Unabha¨ngigkeit der (k + 1)
entstehenden Approximationsvektoren aus Zk+1 begru¨nden. Es ist also sicherzustellen, dass die
(k + 1)× (k + 1)-Matrix, in deren j-ter Zeile der j-te Approximationsvektor steht, also
Bn =

2an,1
∑
j≤n 2
an,1−aj,1 ∑
j≤n 2
an,1−aj,2 . . .
∑
j≤n 2
an,1−aj,k
2an,2
∑
j≤n−1 2
an,2−aj,1 ∑
j≤n 2
an,2−aj,2 . . .
∑
j≤n 2
an,2−aj,k
...
...
...
...
2an,k
∑
j≤n−1 2
an,k−aj,1 ∑
j≤n−1 2
an,k−aj,2 . . .
∑
j≤n 2
an,k−aj,k
2an−1,1
∑
j≤n−1 2
an−1,1−aj,1 ∑
j≤n−1 2
an−1,1−aj,2 . . .
∑
j≤n−1 2
an−1,1−aj,k

fu¨r alle n ≥ 1 regula¨r ist.
Multipliziert man die (p+1)-te Zeile von Bn je mit 2
an,p+1−an,p und zieht das Ergebnis von der
p-ten Zeile ab, so sind alle Eintra¨ge Null bis auf den Nebendiagonaleintrag, der 1 ist. Man beginnt
also bei p = 1 mit diesem Verfahren und fu¨hrt es der Reihe nach bis p = k− 1 durch. Zieht man
schließlich das 2an,k−an−1,1-fache der letzten Zeile von der vorletzten ab, so ergibt sich eine Folge
von Matrizen Cn, die einerseits nach den Rechenregeln fu¨r Determinanten gleiche Determinante
wie Bn besitzen und andererseits die folgende Gestalt haben:
Cn =

0 1 0 0 . . . 0
0 0 1 0 . . . 0
...
...
...
...
0 0 0 . . . 0 1
2an−1,1
∑
j≤n−1 2
an−1,1−aj,1 ∑
j≤n−1 2
an−1,1−aj,2 . . . . . .
∑
j≤n−1 2
an−1,1−aj,k

Entwickelt man die Determinanten der Matrizen (Cn)n≥1 nach der ersten Spalte, ergibt sich
| det(Cn)| = 2an−1,1 6= 0. Somit gilt ωj ≥ ηj fu¨r 1 ≤ j ≤ k + 1.
Nun wollen wir noch darauf eingehen, wie obige Konstruktion abzua¨ndern ist, um die u¨brigen
Ungleichungen zu erhalten. Sei 2 ≤ j ≤ k + 1 fest gewa¨hlt. Wir mu¨ssen dazu zeigen, dass ωj
auch gro¨ßer als jeder andere Term in ℘j(η) ist. Dazu wa¨hlt man in obiger Konstruktion fu¨r jedes
feste 1 ≤ r ≤ k− j +2 die X(n) = x(1,n) = 2an,r und alle weiteren x(i,n) mit 1 ≤ i ≤ j der Reihe
nach mit den na¨chstkleineren bi-Werten. Im Spezialfall, der ωj ≥ ηj geliefert hat, war gerade
r = 1. Es sind die j Stu¨ck x(i,n), 1 ≤ i ≤ j also bei festem 1 ≤ r ≤ k − j + 1 gegeben durch
ASSOZIIERTE LIOUVILLEZAHLEN UND ASSOZIIERTE SCHWACHE LIOUVILLEZAHLEN 40
an,r, an,r+1, . . . , an,r+j−1 und im Sonderfall r = k − j + 2 durch an,r, an,r+1, . . . , an,k, an−1,1.
Weiter setzen wir wieder y
(i,n)
t =
⌊
x(i,n)ζt
⌋
fu¨r 1 ≤ i ≤ j, 1 ≤ t ≤ k. Die Systemmatrix der so
erhaltenen Approximationsvektoren im Fall j = k+1 hat eine ganz a¨hnliche Gestalt wie Bn aus
dem Spezialfall r = 1. Man rechnet wie im Spezialfall durch Determinantenumformungen nach,
dass die Approximationsvektoren fu¨r alle n ∈ N linear unabha¨ngig sind. Jedes r ergibt daru¨ber
hinaus eine der Ungleichungen des Satzes, wie man ebenfalls analog zum Fall r = 1 nachpru¨ft
indem man fu¨r jedes r die Zahl der auf x(j,n) folgenden Nullen bis zum darauf folgenden bi (j = i
in x(i,n) minimert wegen der Monotonie der Intervallla¨ngen diese Anzahl und ist somit der jeweils
beste Wert) in Relation zu den X(n) (oder besser log2(X
(n))) setzt mittels (1.73),(1.74).
Bemerkung: Die nicht auftretenden r > k− j +1 liefern einen kleineren Wert und mu¨ssen daher
in die U¨berlegungen nicht miteinbezogen werden.
ωj ≤ ℘j(η):
Fu¨r die Ungleichungen ωj ≤ ℘j(η) fu¨r 1 ≤ j ≤ k+1 muss man zeigen, dass die konstruierten Vek-
toren
(
x(j,n), y
(j,n)
1 , . . . , y
(j,n)
k
)
n≥1
optimal fu¨r (ζi)1≤i≤k sind, deren zugeordnete (an,i)n≥1 durch
die Bedingungen (1.75)-(1.78) bestimmt sind. Dabei spielt die geforderte lineare Unabha¨ngigkeit
der Approximationsvektoren eine entscheidende Rolle.
Der Beweis gliedert sich in drei Teile.
1. Schritt: Seien die Folgen (an,i)n≥1 fu¨r 1 ≤ i ≤ k mit (1.75)-(1.78) gebeben. Es gelte fu¨r
einen Approximationsvektor (x, y1, . . . , yk), dass der zugeho¨rige x-Wert in Basis 2 die Darstellung
x = 2r1 + 2r2 + · · · + 2rb mit r1 > r2 . . . > rb hat. Seien die Indizes g, h bestimmt durch
bh ≤ r1 < bh+1 und bg−1 ≤ rb < bg. Dann gilt
max
1≤t≤k
|xζt − yt| ≥ 2−(bg−bg−1)−o(−(bg−bg−1)), g > h+ 1− k (1.80)
max
1≤t≤k
|xζt − yt| ≥ 2−bh+2−k−o(−bh+2−k), g ≤ h+ 1− k. (1.81)
Daru¨ber hinaus widerspricht im Falle g ≤ h + 1 − k (dh der Voraussetzung von (1.81)) die
Bedingung x < 2bh+1−bh+1−k−1 der Ungleichung
max
1≤t≤k
|xζt − yt| < 2−bh+1−k−1−o(−bh+1−k) (1.82)
fu¨r h→∞.
2. Schritt: Sei ein Parameter X aus der Definition der ωi fest gewa¨hlt, fu¨r welchen ein Index m
existiert mit 2bm ≤ X < 2bm+1−2. Dann ko¨nnen j Vektoren
(
x(i), y
(i)
1 , . . . y
(i)
k
)
1≤i≤j
mit
x(i) ≤ X 1 ≤ i ≤ j (1.83)
max
1≤t≤k
∣∣∣x(i)ζt − y(i)t ∣∣∣ ≤ 12 , 1 ≤ i ≤ j, (1.84)
nur dann linear unabha¨ngig sein, wenn (mindestens) eines der rv in der Darstellung in Basis 2
von x(i) fu¨r (mindestens) ein 1 ≤ i ≤ j kleiner als 2bm+2−j ist. Natu¨rlich sind nur solche Appro-
ximationsvektoren interessant, da die Approximation sonst schlecht ist. Siehe auch Lemma 1.1
und beachte, dass die dortige Voraussetzung Q-linearen Unabha¨ngigkeit in unserem Fall erfu¨llt
ist.
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3. Schritt: Aus den ersten beiden Schritten folgert man, dass die Wahl der Approximationsvekto-
ren fu¨r beliebiges hinreichend großes X in der Konstruktion zum Beweis von ωj ≥ ℘j(η) optimal
ist. Aufgrund der Voraussetzung ηk+1 > 0 sind alle Ausdru¨cke ℘j(η) wohldefiniert.
Allgemeine Bemerkungen zum Beweis der drei Schritte:
1) Im Beweis vor allem des 1. Schritts wird gelegentlich implizit verwendet, dass fu¨r 1 ≤ i ≤ k
die Beziehung limn→∞
an+1,i
an,i
=∞ gilt. Multipliziert man ζi mit einer ganzen Zahl 2α, so ha¨ngt
demnach der Nachkommaanteil im wesentlichen nur von der Nachkommastelle an0,i ab, wobei
n0 ∈ N minimal gewa¨hlt ist mit n0 > α, denn alle weiteren Einsen stehen viel weiter hinten. Im
Beweis des 1. Schrittes wird diese Tatsache ohne exakte Abscha¨tzungen etwas salopp verwendet,
wobei α den ri entsprechen wird, die in der Entwicklung der x-Komponente von Approximati-
onsvektoren in Basis 2 auftreten. Den vernachla¨ssigten Termen wird durch den o(1)-Term in der
Gleichung von Schritt 1 Rechnung getragen.
2) Weiters wird der Einfachkeit halber nicht mehr explizit von Folgen von Approximationsvekto-
ren gesprochen, sondern von einer festen Approximation zu großem X ausgegangen. Fu¨r dieses
X werden die entprechenden Eigenschaften nachgewiesen. Man kann eine Folge Xi von solchen
X-Werten bilden und so eine Folge von Approximationsvektoren erhalten.
3) Es werden folgende elementare Eigenschaften des Rechnens in Basis 2 ausgenutzt werden:
Eigenschaft 1: Sei α := 2−u und w ∈ N. Dann gilt
w < 2u =⇒ ||αw|| ≥ 2−u.
Eigenschaft 1a: Sei A := 2−u1 + 2−u2 + · · · + 2−ur mit 0 < ur < ur−1 . . . < u1 und die ganze
Zahl w ∈ N in Basis 2 gegeben durch w = 2r1 + 2r2 + · · · + 2rs mit 0 ≤ rs < rs−1 < . . . < r1.
Dann gilt
r1 < u1 =⇒ ||Aw|| ≥ 2−u1 .
Eigenschaft 1b: Sei α := 2−u und die ganze Zahl w ∈ N in Basis 2 gegeben durch
w = 2r1 + 2r2 + · · ·+ 2rs mit 0 ≤ rs < rs−1 < . . . < r1. Dann gilt:
r1 < u =⇒ ||αw|| ≥ 2rs−u−1.
Eigenschaft 1 ist ein Spezialfall sowohl von Eigenschaft 1a als auch Eigenschaft 1b. Eigenschaft
1a erkennt man dadurch, dass man die Summanden in A auf gleichen Nenner 2u1 bringt, von den
entstehenden Summanden im Za¨hler ist nur genau einer ungerade (Eins), sodass die 2-adische
Bewertung von A genau −u1 ist. Die 2-adische Bewertung von w ist aber wie man leicht sieht
genau rs < u1. Daher kann bei der Multiplikation keine ganze Zahl entstehen und da der Haupt-
nenner von Aw von der Form 2−u1 ist, folgt die Behauptung. A¨hnliche Argumentation mithilfe
der 2-adischen Bewertung zeigt Eigenschaft 1b.
4) Die Konstruktion (1.75)-(1.78) la¨sst sich vielleicht auf a¨hnliche Weise auf Fa¨lle mit verschwin-
denden ηi verallgemeinern, siehe dazu Bemerkung 3 nach dem Beweis.
Beweis Schritt 1: Sei mit der Notation aus der Formulierung von Schritt 1 oBdA bh+1 zur Folge
(an,1)n≥1 geho¨rig, also bh+1 = an1,1 fu¨r ein n1 ∈ N. Dann ist nach (17) weiter bh = an1,2. Wir
unterscheiden zwei Fa¨lle:
Fall 1: Die Zahlen ri sind alle gro¨ßer als an1−1,1, dh rb > an1−1,1. Dann gilt nach (1.72) offenbar
bg−1 = an1,f+1 ≤ rb < an1,f = bg fu¨r ein 1 ≤ f ≤ k − 1 oder bg−1 = an1−1,1 ≤ rb < an1,k = bg.
Zweiteren Fall bezeichnen wir im folgenden formal mit an1,f+1 ≤ rb < an1,f mit f = k, also for-
mal an1−1,1 = an1,k+1, um nicht immer notationell unterscheiden zu mu¨ssen. Wir partitionieren
nun {1, 2, . . . , b} in disjunkte Mengen I := {i : ri < an1,f} 6= ∅ und
J = {i : ri ≥ an1,g}. Offenbar gilt ζfx =
∑
i∈I 2
riζf +
∑
i∈J 2
riζf . Wir scha¨tzen die Nach-
kommaanteile der ersten Summe nach unten und die der zweiten nach oben ab. Es gilt, dass
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in ζfx =
∑
i∈I 2
riζf alle Komponenten 2
riζf maximal bis zur (an1,f − rb)-ten Nachkommastelle
Einsen stehen haben ko¨nnen, bevor zahlreiche Nullen (na¨mlich an1+1,f−an1,f viele) vor weiteren
Einsen stehen, die fu¨r die Gro¨ßenordnung unerheblich sind wie in Vorbemerkung 1 festgehalten.
Der Nachkommaanteil der entstehenden Zahl ist daher mindestens um 2−(an1,f−rb) von einer
ganzen Zahl entfernt nach Eigenschaft 1b, also∣∣∣∣∣
∣∣∣∣∣∑
i∈I
2riζf
∣∣∣∣∣
∣∣∣∣∣ ≥ 2−(an1,f−rb).
Bei der Summe u¨ber i ∈ J erscheint wegen ri < an1,1 fu¨r alle i in jedem ri fru¨hestens an der
(an1+1,k − an1,1)-ten Nachkommastelle eine Eins. Man kann also mittels geometrischer Summe
abscha¨tzen zu ∣∣∣∣∣
∣∣∣∣∣∑
i∈J
2riζf
∣∣∣∣∣
∣∣∣∣∣ ≤ 2−(an1+1,k−an1,1−1).
Weil an1+1,k− an1,1− 1 gema¨ß (1.73) viel gro¨ßer ist als an1,f − rb ergibt die Dreiecksungleichung
||ζfx|| =
∣∣∣∣∣
∣∣∣∣∣ ∑
i∈I∪J
2riζf
∣∣∣∣∣
∣∣∣∣∣ ≥ 2−(an1,f−rb+1).
Aus an1,f − rb + 1 < an1,f − an1,f+1 = bg − bg−1 folgt (1.80).
Bemerkung: Man sieht, dass unter Vernachla¨ssigung der Terme kleinerer Ordnung der Gleich-
heitsfall angenommen wird, wenn f = 1 und die Zahl x entweder von der Form 2an−1,2 ist,
was der Konstruktion aus ωj ≥ ηj entspricht ist, oder von der Form 2an−1,2 + 2an−1,2+1 +
. . . + 2an,1−1. Ist bh+1 in einer anderen Folge an1,i fu¨r ein 2 ≤ i ≤ k, so kann man wegen der
Monotonie der Intervallla¨ngen bj+1 − bj in j die analoge Argumentation mittels der Intervalle
(an1−1,i, an1−1,i−1), . . . , (an1,i+1, an1,i) fu¨hren. Die Annahme bh+1 ∈ (an,1)n≥1 stellt also in der
Tat in Fall 1 keine Einschra¨nkung dar.
Fall 2: rb ≤ an1−1,1. In diesem Fall fu¨hren wir die Argumentation u¨ber ζk. Bildet man u¨ber alle
Indizes imit ri ≤ an1,k (beachte an1,k ist das auf an1−1,1 folgende bi) die Summe der Terme 2riζk,
so ist die entstehende Zahl mindestens um 2−an1,k von einer ganzen Zahl entfernt nach Eigen-
schaft 1a, wenn man wieder gema¨ß Vorbemerkung 1 entsprechend kleine Terme vernachla¨ssigt.
Bezeichnet man obige Indexmenge mit I erha¨lt man also∣∣∣∣∣
∣∣∣∣∣∑
i∈I
2riζk
∣∣∣∣∣
∣∣∣∣∣ ≥ 2−an1,k .
Sei J die zu I komplementa¨re Indexmenge in der Entwicklung von x. Fu¨r die fehlenden Indizes
in J mit ri > an1,k hat aber jedes 2
riζk fru¨hestens nach bh+2− bh+1 Stellen (was an1+1,k − an1,1
entspricht) eine Eins in der Nachkommaentwicklung. Summation u¨ber diese i fu¨hrt wieder mit
der geometrischen Reihe auf die gleiche Gro¨ßenordnung (Verschiebung um maximal 1 Stelle)
und die nachfolgenden Einsen in den Entwicklungen sind wieder von viel kleinerer Ordnung und
ko¨nnen nach Vorbemerkung 1 vernachla¨ssigt werden. Man hat fu¨r die Summe der Indizes aus J
also ∣∣∣∣∣
∣∣∣∣∣∑
i∈J
2riζk
∣∣∣∣∣
∣∣∣∣∣ ≤ 2−(an1+1,k−an1,1+1).
Die Summe u¨ber alle Indizes ist nun also die Summe aus den Indizes in I also mit ri ≤ an1−1,1
und jener aus den Indizes in J also mit ri > an1−1,1 und fu¨hrt nach der Dreiecksungleichung und
weil bh+2 − bh+1 = an1+1,k − an1,1 nach (1.72),(1.73) (viel) gro¨ßer als an1,k ist dazu, dass xζk
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im wesentlichen mindestens Abstand 2−an1,k von einer ganzen Zahl haben muss (mit 2−an1,k+1
sicher zutreffend). Es gilt also zusammengefasst
||xζk|| =
∣∣∣∣∣
∣∣∣∣∣ ∑
i∈I∪J
2riζk
∣∣∣∣∣
∣∣∣∣∣ ≥ 2−an1,k+1.
Der Exponent an1,k−1 ist aber gerade bh+2−k−1, was (1.81) zeigt. Dabei tritt der asymptotische
Gleichheitsfall nur bei η2 = η3 = · · · = ηk+1 = 1k auf. Dieser Fall bildet dadurch gewissermaßen
eine Ausnahme wie wir gleich sehen werden. Eine Verbesserung la¨sst sich demnach auch auf diese
Weise in jedem Fall nicht erzielen.
Ist bh+1 in einer anderen Folge an1,i fu¨r ein 2 ≤ i ≤ k so la¨uft obige Argumentation analog
u¨ber ζi−1 und man benu¨tzt letztlich an1−1,i−1 < an1,i − an1,i+1, was wieder fu¨r n1 hinreichend
groß durch (1.72),(1.73) gerechtfertigt ist. Dabei kann der Gleichheitsfall nicht auftreten, es
gilt nach (1.73) offenbar sogar stets limn→∞
an1,i−an1,i+1
an1−1,i−1
= ∞. Dies rechtfertigt die Annahme
bh+1 ∈ (an,1)n≥1 auch in diesem Fall.
Gelte nun zusa¨tzlich x < 2bh+1−bh+1−k−1 (und weiterhin zuna¨chst bh+1 ∈ {(an,1)n≥1}). Sei
I 6= ∅ die Menge der Indizes i mit ri < an−1,1 = bh+2−k. Man sieht analog zum Beweis
von Schritt 1, dass ||∑i∈I 2riζ1|| ≥ 2−an−1,1 . Wa¨re bh ≤ r1 < an,1 − an−1,1 − 1, so folgte
0 ≤∑i/∈I 2riζ1 ≤ 2an−1,1−1 und wegen der Dreiecksungleichung ist die Approximation wieder im
wesentlichen nur von der Gu¨te a−1n−1,1, also ||ζ1x|| ≥ 2−an−1,1−1 − o(2−an−1,1−1). Dies zeigt also,
dass x < 2bh+1−bh+1−k−1 der Beziehung (1.82) fu¨r h hinreichend groß widerspricht .
Beweis Schritt 2: Angenommen die Behauptung wa¨re falsch fu¨r ein j. Schreibt man fu¨r 1 ≤ i ≤ j
die x(i) in Basis 2 als
x(1) = 2r1,(1) + 2r2,(1) + · · ·+ 2rg1,(1)
x(2) = 2r1,(2) + 2r2,(2) + · · ·+ 2rg2,(2)
...
...
x(j) = 2r1,(j) + 2r2,(j) + · · ·+ 2rgj,(j) ,
sodass also gu ∈ N die Anzahl der Einser von x(u) in der Entwicklung zur Basis 2 bezeichnet, so
folgte, dass alle auftretenden rz,(u) die Beziehung
2bm+2−j ≤ 2rz,(u) < 2bm+1−2 ⇐⇒ bm+2−j ≤ rz,(u) ≤ bm+1 − 2 (1.85)
erfu¨llen (aus der nicht Erfu¨llbarkeit von (1.85) im Fall j = 1 erkennt man wieder, dass die
Aussage fu¨r j = 1 trivial ist). Sei T maximal gewa¨hlt, sodass bT ≤ rz,(u) fu¨r alle auftretenden
rz,(u). Dann besagt (1.85) gerade m + 2 − j ≤ T < m + 1. Es handelt sich bei den Zahlen
bT , bT+1, . . . , bm also um maximal (j − 1) Stu¨ck. Es gibt also mindestens d = k − (j − 1) Folgen
(an,i1)n≥1, . . . , (an,id)n≥1, aus denen keines der bT , bT+1, . . . , bm stammt. Nach der Schachtelung
(1.72) besteht Id := {i1, i2, . . . , id} aus d modulo k aufeinanderfolgenden Zahlen. Wir ko¨nnen
oBdA annehmen, diese Folgen seien (an,1)n≥1, . . . , (an,d)n≥1 (was Id = {1, 2, . . . , d} entspricht).
Es haben also ζ1, ζ2, . . . , ζd in der Nachkommaentwicklung in Basis 2 keine 1 an einer Stelle
zwischen min{z,u} rz,(u) und max{z,u} rz,(u). Weiters ko¨nnen wir oBdA annehmen, dass bT in
(an,d+1)n≥1 sodass {bT+1, . . . , bm} auch mit (an,d+1)n≥1 leeren Durchschnitt hat. Wir werden
fu¨r die kommende Argumentation nur noch diese Folgen (an,s)n≥1 mit 1 ≤ s ≤ d+1 verwenden.
Wenn (1.83),(1.84) eine Lo¨sung haben soll, so muss offenbar fu¨r alle i, t entweder
⌊
x(i)ζt
⌋
= y
(i)
t
oder ⌈x(i)ζt⌉ = y(i)t gelten. Allerdings muss noch mehr gelten. Daru¨ber hinaus muss y(i)s =
⌊
x(i)ζs
⌋
fu¨r alle 1 ≤ s ≤ d+ 1 gelten, und demzufolge:
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x(a)
x(b)
=
⌊
ζsx
(a)
⌋⌊
ζsx(b)
⌋ = y(a)s
y
(b)
s
, 1 ≤ s ≤ d+ 1, 1 ≤ a, b ≤ j. (1.86)
Dies sieht man folgendermaßen: sei S ∈ {1, 2, . . . d+1} derjenige Index, sodass bm+1 ∈ (an,S)n≥1.
Im Fall j 6= S argumentieren wir wie folgt: Dadurch, dass alle bT < rz,(u) < bm+1 sind, aber fu¨r
die angegebenen (d+1) Folgen (an,s)n≥1 fu¨r 1 ≤ s ≤ d+1 keines der Elemente bT+1, . . . , bm diesen
Folgen liegt, steht die erste nichtverschwindende Nachkommastelle eines jeden 2ri,(u)ζs, 1 ≤ u ≤ j
fu¨r beliebiges 1 ≤ i ≤ gu fru¨hestens an Stelle bm+1− bm nach dem Komma. Damit ist bei festem
u aber auch die Summe x(u)ζs =
∑gu
i=1 2
ri,(u)ζs im wesentlichen durch das doppelte des Wertes
2−(bm+1−bm) beschra¨nkt (geometrische Reihe, wenn man alle weiteren Einser, die an viel spa¨teren
Stellen stehen, gema¨ß Eigenschaft 1 ignoriert), also sehr viel kleiner als 1, sicherlich < 12 . Um
(1.84) zu erfu¨llen, muss damit fu¨r diese 1 ≤ s ≤ d+1 stets abgerundet werden. Das war der erste
Punkt der Behauptung. Die Tatsache, dass sich fu¨r diese 1 ≤ s ≤ d + 1 die Nachkommaanteile
von x(u)ζs fu¨r alle 1 ≤ u ≤ j zu einer Zahl < 1 aufaddieren, zeigt aber auch sofort (1.86). Denn
da sich bei Multiplikation mit einem beliebigen x(u) nur Nullen vor das Komma schieben und es
keinen Ziffernsturz gibt, folgt na¨mlich⌊
ζsx
(a)
⌋⌊
ζsx(b)
⌋ = x(a) ⌊ζs⌋
x(b) ⌊ζs⌋ , 1 ≤ s ≤ d+ 1,
also (1.86). Im aussta¨ndigen Fall j = S bemerke, dass sich obiges Argument dennnoch auf die
Folge (an,S)n≥1 anwenden la¨sst, weil wegen der Forderung X < 2bm+1−2
⌈xζS⌉ − xζS > 1
2
,
es also keine gute Approximation von unten gema¨ß (1.84) existieren kann, bei der also der
Nachkommaanteil von ζSx nahe an Eins liegen wu¨rde.
Dies zeigt weiter, dass in der Systemmatrix, in deren l-ter Zeile der l-te Approximationsvektor
steht, also
Bn =

x(1)
⌊
ζ1x
(1)
⌋ ⌊
ζ2x
(1)
⌋
. . .
⌊
ζdx
(1)
⌋ ⌊⌈ζd+1x(1)⌉⌋ . . . ⌊⌈ζkx(1)⌉⌋
x(2)
⌊
ζ1x
(2)
⌋ ⌊
ζ2x
(2)
⌋
. . .
⌊
ζdx
(2)
⌋ ⌊⌈ζd+1x(2)⌉⌋ . . . ⌊⌈ζkx(2)⌉⌋
...
...
...
...
x(j)
⌊
ζ1x
(j)
⌋ ⌊
ζ2x
(j)
⌋
. . .
⌊
ζdx
(j)
⌋ ⌊⌈ζd+1x(j)⌉⌋ . . . ⌊⌈ζkx(j)⌉⌋

wobei ⌊⌈.⌉⌋ fu¨r wahlweises entweder aufrunden oder abrunden steht, die ersten
1+ (d+1) = k− j +3 Spalten zusammen Rang 1 haben, und der Gesamtrang der Matrix daher
ho¨chstens 1 + (k − (d+ 1)) = j − 1 < j ist. Dies zeigt Schritt 2.
Beweis Schritt 3: Wir zeigen, dass fu¨r festes j die Approximationskonstante ωj(X) durch einen der
Ausdru¨cke aus der Definition von ℘j(η) (abha¨ngig von log2(X)) nach oben beschra¨nkt ist. Dazu
sei X beliebig vorgegeben und h der durch 2bh ≤ X < 2bh+1 festgelegte Index. Man kann oBdA
annehmen, dass X sogar in einem Intervall der Form
[
2bh , 2bh+1−2
)
liegt, da es asymptotisch
keinen Unterschied macht, ob man fu¨r X = 2bh+1−2 und einen beliebigen Approximationsvektor
x := (x, y1, . . . , yk), x ≤ X , den Logarithmus von Dx := max1≤t≤k |ζtx− yt|, zur Basis
X = 2bh+1−2, was gerade ωj(X) entspricht, oder zur Basis ch+1 betrachtet. Tatsa¨chlich berechnet
man
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log2bh+1 (Dx) =
log(Dx)
log(2bh+1)
, log2bh+1−2(Dx) =
log(Dx)
log(2bh+1−2)
und lim
h→∞
log(2bh+1)
log(2bh+1−2)
= lim
bh→∞
log(2bh+1)
log(2bh+1−2)
= lim
bh→∞
bh+1
bh+1 − 2 = 1
sodass also insgesamt
lim
h→∞
log2bh+1 (Dx)
log2bh+1−2(Dx)
= 1. (1.87)
Fu¨r hinreichend großes h sind, weil man sich bei x auf Vektoren zu ωj mit j ≥ 2 (fu¨r j = 1 ist
nichts zu zeigen) beschra¨nken kann aber alle Ausdru¨cke logch+1(Dx) durch 2ω2 ≤ 2 (siehe 1.48))
nach oben beschra¨nkt. Zusammen mit (1.87) und da dies fu¨r alle X zutrifft, ergibt die Definition
der Gro¨ßen ωj sofort, dass obige A¨nderung der Basis diese unvera¨ndert la¨sst.
Sei also h = h(X) der durch ch ≤ X < 2bh+1−2 bestimmte Index. Nach Schritt 2 muss mindestens
einer der j linear unabha¨ngigen Approximationsvektoren (x, y1, y2, . . . yk) ∈ Zk+1 die Bedingung
bh−j+2 > rb erfu¨llen, also g ≥ h + 2 − j. Betrachte einen solchen Approximationsvektor. Sei
g der gro¨ßte Index bezeichnet, fu¨r den bg−1 < rb, was cl < rb fu¨r l ≤ g − 1 und cl > rb
fu¨r l ≥ g bedeutet wegen (1.113). Speziell gilt cg > rb. Die Feststellung eben bedeutet gerade
g ≥ h+2−j. Sei weiter i der Index, fu¨r welchen bh = aN,i in der Folge (an,i)n≥1 ist. Im folgenden
werden wir wiederholt die Abscha¨tzungen aus Schritt 1 unter Vernachla¨ssigung der o-Terme in
(1.80),(1.81),(1.82) verwenden, da diese offenbar keinen Effekt auf die folgenden asymptotischen
Abscha¨tzungen haben.
Zuerst behandeln wir den Fall bg ≥ aN−1,i (Fall 1 Schritt 1). Beachte zuna¨chst, dass−(bm−bm−1)
mit steigendem m monoton fallend ist. Deshalb folgt aus g ≤ h+ 2− j und (1.80)
max
1≤t≤k
|xζt − yt| ≤ 2bh−j+1−bh−j+2 − o
(
2bh−j+1−bh−j+2
)
, h→∞. (1.88)
Zusammen mit X ≥ 2bh folgt
− logX max
1≤t≤k
|xζt − yt| ≤ − (bh−j+1 − bh−j+2) log(2)
bh log(2)
= −bh−j+1 − bh−j+2
bh
.
Man sieht nun leicht mit (1.72)-(1.74), dass wenn h durch das Repra¨sentantensystem {1, 2, . . . , k}
mod k la¨uft die Ausdru¨cke auf der rechten Seite asymptotisch genau die Werte ℘j(η) oder Null
liefern wenn c. →∞ bzw X →∞. Nach der Definition der Gro¨ßen ωj ist dieser Fall erledigt.
Im verbleibenden Fall bg < aN−1,i (Fall 2 Schritt 1) folgt aus (1.81) und weil bh+1 in (1.81)
dem Wert aN,i entspricht, dass max1≤t≤k |xζt − yt| im wesentlichen nach unten durch 12aN−1,i+1
beschra¨nkt ist (wenn man die Terme geringer Ordnung vernachla¨ssigt und i im Repra¨sentanten-
system {1, 2, . . . , k} mod k zu verstehen). Wir unterscheiden nun 3 Fa¨lle.
Falls i /∈ {k − 1, k}, ist die Approximation relativ zur Basis X schlecht, denn in diesem Fall
haben wir einerseits limN→∞
aN−1,i+1
aN,i
= 0 wegen (1.73)-(1.74), und andererseits wieder mit
X ≥ 2bh = 2aN,i
− logX max
1≤t≤k
|xζt − yt| ≤ − log2bh max
1≤t≤k
|xζt − yt| ≤ aN−1,i+1
bh
=
aN−1,i+1
aN,i
was also gegen 0 strebt fu¨r X →∞, also wieder keine Verbesserung liefert.
Im Fall i = k, oder a¨quivalent 2aN,k ≤ X < 2aN+1,1, liefern 2bg < 2aN−1,i = 2aN−1,k zusammen
mit (1.81) max1≤t≤k |xζt − yt| ≤ 12aN,1 und wegen X ≥ 2aN,k
ASSOZIIERTE LIOUVILLEZAHLEN UND ASSOZIIERTE SCHWACHE LIOUVILLEZAHLEN 46
− logX max
1≤t≤k
|xζt − yt| ≤ − log2aN,k max
1≤t≤k
|xζt − yt| ≤ aN,1 log(2)
aN,k log(2)
=
aN,1
aN,k
und wegen (1.73)-(1.74) gilt fu¨r h→∞ die Asymptotik
aN,1
aN,k
∼
aN,1 − aN−1,k
aN,k
.
Die rechte Seite konvergiert aber gegen ηk+1 = ℘k+1(η) fu¨r N →∞ wegen (1.73)-(1.74). Daraus
schließen wir in diesem Fall weiter ωj ≤ ℘k+1(η) fu¨r 1 ≤ j ≤ k+1 und weil auch ℘k+1(η) ≤ ℘j(η)
fu¨r 1 ≤ j ≤ k + 1 gilt insgesamt ωj ≤ ℘j(η) wie gefordert.
Wir unterteilen den u¨brig gebliebenen Fall i = k − 1, also 2aN,k−1 ≤ X < 2aN,k , in 2 Fa¨lle. Falls
x < 2aN,k−aN−1,k−1, ergibt (1.82) dass max1≤t≤k |xζt − yt| im wesentlichen durch 2−aN−1,k−1
nach unten beschra¨nkt ist. Man folgert daraus die Asymptotik
− logX max
1≤t≤k
|xζt − yt| ≤ (aN−1,k − 1) log(2)
aN,k−1 log(2)
=
aN−1,k − 1
aN,k−1
,
was fu¨r X →∞ gegen 0 konvergiert wegen (1.73)-(1.74).
Andernfalls x ≥ 2aN,k−aN−1,k−1, woraus wegen (1.73)-(1.74) limN→∞ log2(x)aN,k = 1 folgt. Beachte
X ≥ x und dass X → ∞ a¨quivalent zu N → ∞ ist. Kombination dieser Tatsachen und weil
wieder wegen (1.81) max1≤t≤k |xζt− yt| im wesentlichen durch 2−aN,1 nach unten beschra¨nkt ist
liefern die Asymptotik
− logX max
1≤t≤k
|xζt − yt| ≤ aN,1 log(2) + o (aN,1 log(2))
aN,k log(2)(1 + ǫ)
was wieder fu¨r ǫ → 0, N → ∞ von der Form aN,1aN,k + o(
aN,1
aN,k
) ist, was gegen ηk+1 = ℘k+1(η)
konvergiert wie im Fall i = k. Das zeigt Schritt 3.

Bemerkungen: 1) Es gilt in jedem Fall ω2 =
ηk+1
ηk+1
= 1, denn alle anderen auftretenden Terme
in ℘2(η) (sowie in allen anderen ℘j(η)) sind offensichtlich durch 1 beschra¨nkt. Tatsa¨chlich stellt
wegen (1.50) der Wert 1 ganz allgemein die obere Schranke fu¨r ω2 dar.
2) Rechnet man gema¨ß (1.40) von ℘i(η) auf die ψi zuru¨ck, erha¨lt man entsprechend Informatio-
nen u¨ber die Funktionen ψi.
3) Satz 1.12 hat den kleinen Scho¨nheitsfehler, dass Fa¨lle mit mindestens einem ωj = 0 oder
gleichbedeutend ψ
j
= lim infq→∞ ψj(q) = limq→∞ ψj(q) = 1k nicht durch das Vorgehen im Be-
weis des Satzes konstruierbar sind. Mo¨glicherweise la¨sst sich dies mit einer (1.75)-(1.78) a¨hnlichen
Konstruktion erzielen, wenn man zula¨sst, dass manche ηi auch den Wert Null annehmen konnen.
Es la¨sst sich der Beweis im wesentlichen u¨bernehmen, wobei in ℘j(η) auftretende Quotienten der
Form 00 aber eine gesonderte Rolle spielen. Man kann das System (1.75)-(1.78) etwa verallgemei-
nern zu
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an+1,k = n · an,1
an+1,k−1 = 2n · an,1
...
...
an+1,l−1 = (k − l)n · an,1
an+1,l−2 =
⌊
1
ηl−1
n2 · an,1ηl−1
⌋
an+1,l−3 =
⌊
1
ηl−1
n2 · an,1(ηl−1 + ηl−2)
⌋
+ 1
...
...
an+1,1 =
⌊
1
ηl−1
n2 · an,1(ηl−1 + ηl−2 + · · ·+ η2)
⌋
+ (l − 3),
womit alle formalen Quotienten als Limes berechenbar sind. Darauf sei im weiteren aber nicht
eingegangen.
4) Der Beweis zeigt, dass fu¨r die Folgen, die (1.75)-(1.78) erfu¨llen, in allen Approximationen, die
eine wesentliche Verbesserung der ψj bewirken (also ein la¨ngeres Abfallen) bzw die sich auf die
ωj auswirken, die x-Werte der Approximationsvektoren aus Z
k+1 von der Form 2bn−2 < x < 2bn
mit der aus den Einzelfolgen (an,j)n≥1 entstehenden gemischten Folge (bn)n≥1 sind.
5) Schritt 1 besagt gerade, dass fu¨r die angegebenen ζ1, ζ2, . . . , ζk, deren Basis 2 Entwicklungen
(1.75)-(1.78) erfu¨llen, in Korollar 1.2 sogar Gleichheit gilt. Das Supremum u¨ber s wird als Ma-
ximum bei s = 2 angenommen.
6) Man kann fu¨r jede andere Basis als s = 2 im Prinzip analog verfahren, der Beweis bleibt es-
senziell der selbe. In Satz 1.15 werden wir sogar eine noch gro¨ßere Klasse an Zahlen ζ1, ζ2, . . . , ζk
betrachten und Satz 1.12 somit noch weiter verallgemeinern.
7) Da ωk+1 > 0 oder wegen (1.40) gleichbedeutend ψk+1 <
1
k sind gema¨ß Bemerkung 2 zu Satz
1.10 alle ζ1, ζ2, . . . , ζk die den Voraussetzungen des Satzes genu¨gen zusammen mit 1 linear un-
abha¨ngig u¨ber Q. Das Variationsprinzip, das die schwa¨chere Aussage der Existenz von gewissen
zusammen mit 1 linear unabha¨ngigen Zahlen geliefert hat, ist also entbehrlich.
Wir kehren nochmals zur Situation des Satzes und (1.75)-(1.78) zuru¨ck. Nun wollen wir noch
Aussagen u¨ber die Werte ω̂j fu¨r 1 ≤ j ≤ k+1 treffen. Die Fa¨lle j 6= 1 sind in unserem speziellen
Fall mit η1 = ∞ dabei ganz einfach abzuhandeln, wobei nur sehr wenig von der Konstruktion
eingeht. Dies ist in folgender Proposition festgehalten.
Proposition 1.3. Seien fu¨r die Basis 2 Entwicklungen von zu ζ1, ζ2, . . . , ζk geho¨rigen Folgen
(an,1)n≥1, (an,2)n≥1, . . . , (an,k)n≥1 die Bedingungen (1.75)-(1.78) erfu¨llt. Dann gilt ω̂j = 0 fu¨r
j = 2, 3, . . . , k + 1.
Beweis: Wir haben im Beweis des Satzes aus (1.75)-(1.78) die Beziehung ω =∞ gefolgert. Daraus
folgt mit (1.40) unmittelbar ψ
1
= −1. Wegen (1.17) und der oberen Abscha¨tzung der ψj durch
1
k fu¨r 2 ≤ j ≤ k + 1 aus (1.10) muss offenbar ψj = 1k fu¨r j = 2, 3, . . . , k + 1 gelten. Andernfalls
wu¨rde na¨mlich ψ2 ≤ 1k − ǫ gelten. Insbesondere gilt dann fu¨r alle hinreichend großen q die
Beziehung ψ2(q) ≤ 1k − ǫ + ǫ3 , was an genu¨gend großen Stellen q mit ψ1(q) < −1 + ǫ3 wegen∑k+1
j=1 ψj(q) = ψ1(q) + ψ2(q) +
∑k+1
j=3 ψj(q) ≤ (−1 + ǫ3 ) + ( 1k − ǫ + ǫ3 ) + (k − 1) 1k < − ǫ3 einen
Widerspruch zur Beschra¨nkheit (1.17) erga¨be. Abermals (1.40) liefert das Gewu¨nschte. 
Es bleibt ω̂ fu¨r ζ1, ζ2, . . . , ζk aus Satz 1.12 zu ermitteln.
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Lemma 1.5. Seien ζ1, ζ2, . . . , ζk wie in Proposition 1.3 und die Voraussetzungen von Satz 1.12
erfu¨llt. Dann gilt:
ω̂ = min
{
ηk+1
ηk+1
,
ηk
ηk+1 + ηk
,
ηk−1
ηk+1 + ηk + ηk−1
, . . . ,
η2
ηk+1 + ηk + . . .+ η2
}
=: ℘̂(η) (1.89)
Beweis: Wir zeigen zuna¨chst ω̂ ≥ ℘̂(η). Dazu bemu¨hen wir Proposition 1.2, wobei wie u¨blich
die duale Darstellung außer Acht gelassen wird. Die rechte Seite von (1.60) mit s = 2 statt
dem Supremum stimmt unter Benutzung von (1.69),(1.70),(1.71) aber genau mit der rechten
Seite von (1.89) u¨berein, da die ηj genau die in (1.60) auftretenden Za¨hler darstellen und die
Partialsummen der Nenner in (1.89) die Nenner von (1.60), wobei bei zweiterem entscheidend
(1.73) eingeht. Man verwendet dabei genauer die geltende Asyptotik
lim
n→∞
an+1,1 − an,1
an,1
= lim
n→∞
an+1,1
an,1
(=∞).
Fu¨r die andere Ungleichung sei mit der Notation von Satz 1.12 X eine reelle Zahl der Form
X = 2bh+1−2 − 1, insbesondere gilt dann also 2bh ≤ X < 2bh+1 . Sei weiter wieder i der Index
sodass bh = qN,i in der Folge (qn,i)n≥1 ist. Setzt man j = 1 in (1.88) und bemerkt
X = 2bh+1 − 2− 1 ≥ 2bh+15 , ergibt sich im Falle g ≥ h+ 2− k
− logX max
1≤t≤k
|xζt − yt| ≤ − log 2bh+1
5
max
1≤t≤k
|xζt − yt| ≤ bh+1 − bh
bh+1 − log2(5)
. (1.90)
Man erkennt leicht, dass die rechte Seite genau die Ausdru¨cke von ℘̂(η) durchla¨uft wenn h das
Repra¨sentantensystem {1, 2, . . . , k} mod k durchla¨uft und h→∞. Genauer liefert
h 7−→ lim
h∈h,h→∞
bh+1 − bh
bh+1 − log2(5)
eine Bijektion zwischen dem Repra¨sentantensystem {1, 2, . . . , k} mod k und den Ausdru¨cken in
℘̂.
Im anderen Fall g ≤ h+1−k ist max1≤t≤k |xζt−yt| im wesentlichen nach unten durch 12aN−1,i+1
beschra¨nkt, was auf
− logX max
1≤t≤k
|xζt − yt| ≤ − log 2bh+1
5
max
1≤t≤k
|xζt − yt| ≤ aN,h
aN+1,h+1 − log2(5)
.
fu¨hrt. Die rechte Seite ist aber fu¨r alle h kleiner als (1.90) fu¨r selbiges h, also erzielt der Fall
g ≤ h+ 1− k niemals eine Verbesserung.
Insgesamt kann ω̂ durch jeden der Ausdru¨cke von ℘̂(η) nach oben abgescha¨tzt werden, also durch
℘̂(η). 
Bemerkungen: 1) Man erkennt, dass in (1.89) und ℘2(η) die selben Ausdru¨cke stehen, wobei im
Fall ω̂ das Minimum und im Fall ω2 = ℘2(η) das Maximum gebildet wird, was mit ω̂ ≤ ω2
in Einklang steht. Zuru¨ckrechnen mit (1.40) auf die Funktionen ψj besta¨tigt die stets geltende
Beziehung ψ1 ≥ ψ2 gema¨ß (1.18) in unserem speziellen Fall.
2) Im Spezialfall k = 2 berechnen sich mittels Satz 1.12, Proposition 1.3 und Lemma 1.5 die
Approximationskonstanten einfach zu
ω = ∞, ω2 = 1, ω3 = η3
ω̂ = η2, ω̂2 = 0, ω̂3 = 0.
In diesem Fall la¨sst sich Jarniks Identita¨t einfach verifizieren. Diese ist nach Theorem 1.5 in
[14] a¨quivalent zu ψ1 + 2ψ1ψ3 + ψ3 = 0. Rechnet man mittels (1.40) die ψ-Werte in ω-Werte
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um, erkennt man, dass dies wiederum zu ω̂ + ω3 = 1 a¨quivalent ist. In unserem Fall ist aber
ω̂ + ω3 = η2 + η3 = 1 wegen Bedingung (1.71).
Wir wollen nun Satz 1.12 noch fu¨r den Fall k = 2 in einer Form verallgemeinern, in der er
vielfa¨ltigere Konstruktionen erlaubt. Wir haben in Bemerkung 1 zu Satz 1.12 gesehen, dass die
Konstruktionen aus Satz 1.12 stets ω2 = 1 liefern. Andererseits zeigt Bemerkung 2 zu Lemma 1.5
(die Einschra¨nkungen fu¨r das Verhalten der extremalen Werte ω̂, ω3 aufzeigt die auf der Jarnik-
Identita¨t basieren) kombiniert mit der Tatsache, dass η2, η3 unter der Randbedingung (1.71) frei
wa¨hlbar sind, dass im Fall k = 2 sonst jede mo¨gliche Konstellation der Werte ωj , ω̂j durch eine
Konstruktion gema¨ß Satz 1.12 erreicht werden kann.
Wir zielen nun also darauf ab, noch weitere Freiheiten fu¨r den Wert ω2 zu erhalten. Dazu drehen
wir die Gro¨ßenordnungen von η2 und η3 um und vollziehen sinngema¨ß noch einmal den Beweis
von Satz 1.12 unter dieser Adaption nach. Der Beweis sei aufgrund der A¨hnlichkeit zum Beweis
von Satz 1.12 nur skizziert.
Lemma 1.6. Sei η = (η1, η2, η3) ∈ R× R2 unter den Bedingungen (1.69),(1.71) und
η2 < η3
gegeben. Seien weiter Folgen (an,i)n≥1 gegeben, die (1.72)-(1.74) erfu¨llen. Dann bestimmen diese
Folgen ζ1, ζ2, sodass {1, ζ1, ζ2} eine Q-linear unabha¨ngige Menge ist, und deren zugeordnete
Approximationskonstanten durch
ω = η1 =∞, ω̂ = η3
ω2 = max
{
η3,
η2
η3
}
, ω̂2 = 0
ω3 = η2, ω̂3 = 0.
gegeben sind.
Beweis:[Skizze] Proposition 1.3 la¨sst sich hier klarerweise sinngema¨ß anwenden und liefert die
Werte ω̂2, ω̂3. Nennt man die rechten Seiten wieder ℘j bzw ℘̂, so sieht man genauso wie im Beweis
von Satz 1.12 die Ungleichungen ωj ≥ ℘j bzw wie im Beweis von Lemma 1.5 ω̂ ≥ ℘̂. Schritt
1 und Schritt 2 vom Beweis der Ru¨ckrichtung la¨sst sich ebenfalls aus Satz 1.12 u¨bernehmen.
Nun muss man nur noch die richtigen Intervallla¨ngen zueinander in Beziehung setzen wie dies in
Schritt 3 passiert ist. Dies sei nur skizziert, der Beweis ist de facto der selbe wie fru¨her.
Ist ein Approximationsvektor mit einem x-Wert von der Form x ∈ [2an,1 , 2an,2) gegeben, so ist das
gro¨ßte Intervall, das sich mit einem Approximationsvektor mit einem nicht gro¨ßeren x erzielen
la¨sst, offenbar von der La¨nge an,2− an,1, was sofort ω =∞ liefert, und das zweitbeste (von dazu
linear unabhangigen Approximationsvektor induzierte) ist durch die Wahl x = 2an−1,2 gegeben
und von der La¨nge an,1 − an−1,2. Der Quotient
an,1 − an−1,2
an,1
liefert asymptotisch den Wert η3.
Ist andernfalls x ∈ [2an,2 , 2an+1,1), so ist das gro¨ßte Intervall gegeben durch die Wahl x = 2an,1
und von der La¨nge an,2 − an,1, wogegen das zweitgro¨ßte durch x = 2an,2 gegeben ist und von
der La¨nge an+1,1 − an,2 ist. Dies liefert asymptotisch also den Wert η2η3 . Der gro¨ßere der beiden
Werte bestimmt somit ω2.
Analog verfa¨hrt man, um asymptotisch die Approximationskonstanten zu
ω3 = max
{
0
η3
,
η2
η2 + η3
}
= η2,
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sowie
ω̂ = min
{
η3
η2 + η3
,
η3
η3
}
= η3
zu bestimmen.

Man erha¨lt also im Falle, dass alle anderen Approximationskonstanten vorgegeben sind, die ex-
plizite Konstruktion eines Vektors ζ1, ζ2, . . . , ζk mit einem zweiten Wert fu¨r ω2 neben 1 wie
in Satz 1.12. Insbesondere ist damit zumindest im Falle k = 2 durch die Kenntnis von (2k + 1)
Approximationskonstanten von Ω ∈ R2k+2 aus (1.53) die letzte in der Regel noch nicht bestimmt.
Bemerkungen: 1) Beachte, dass in Lemma 1.6 ω̂ = ω2 genau dann gilt, wenn η3 ≥ η2η3 . Dies ist
wegen (1.71) wiederum gleichbedeutend mit η3 ≥
√
5−1
2 .
2) Man kann die Bedingung (1.70) auch im Falle k ≥ 3 durch eine beliebige Ordngung der ηi
ersetzen und erha¨lt andere Beschreibung der ωj respektive ω̂ durch Maximaausdru¨cke respektive
einen Minimumausdruck in den ηi. Die entstehenden Audru¨cke sind jedoch schwer u¨berschaubar
und fu¨r unsere Zwecke wenig relevant und wir gehen daher nicht weiter darauf ein.
3) Im Fall η2 = η3 =
1
2 geht Lemma 1.6 in Satz 1.12 bzw genauer in Korollar 1.3 des nachfolgenden
Abschnitts 1.2.3 u¨ber.
1.2.3 Konstruktion des Falles in dem alle ψj(Q) simultan ihr maximales
Wertespektrum ausfu¨llen
Nun haben wir also im Kontext von Satz 1.12 alle Gro¨ßen ωj, ω̂j in Abha¨ngigkeit der ηi be-
stimmt. Dabei wirkt die Darstellung als Maximum bzw Minimum auf den ersten Blick noch
etwas ineffektiv, dennoch ermo¨glicht sie einige interessante Konstruktionen: als erste Anwen-
dung werden ζ1, ζ2, . . . , ζk konstruiert, deren zugeho¨rige Funktionen ψj alle simultan auf jedem
Intervall (q0,∞) ihr mo¨gliches Wertespektrum ausscho¨pfen, welches durch Gleichheit in den Un-
gleichungen (1.34),(1.35) sowie ω̂k+1 = 0 gegeben ist. Dass alle extremalen Werte gleichzeitig
angenommen werden ko¨nnen, wird nun gezeigt. Insbesondere wird simultan die maximale Dif-
ferenz von ψj − ψj angenommen, salopp formuliert scheren also die Graphen der Funktionen
Lj(q) weitestmo¨glich aus. Der Wert von ψj − ψj ist gegeben durch 1 fu¨r j = 1 und durch
1
k − j−k−1kj = k+1jk fu¨r 2 ≤ j ≤ k + 1.
Korollar 1.3. Es existieren ζ1, ζ2, . . . , ζk, sodass {1, ζ1, . . . , ζk} eine Q-linear unabha¨ngige Menge
ist und deren Approximationskonstanten ψ
j
, ψj durch
ψ
j
=
j − k − 1
jk
, 1 ≤ j ≤ k + 1
ψ1 = 0
ψj =
1
k
, 2 ≤ j ≤ k + 1
gegeben sind.
Beweis: Wir verwenden die ζ1, ζ2, . . . , ζk, die sich aus der Konstruktion aus Satz 1.12 mit der
speziellen Wahl
η2 = η3 = · · · = ηk+1 = 1
k
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ergeben. Selbiger Satz ergibt fu¨r 1 ≤ j ≤ k + 1 unmittelbar ωj = 1j−1 , wenn man im Fall j = 1
formal 10 =∞ setzt. Mit (1.40) ergibt dies die geforderten Ungleichungen fu¨r die Werte ψj
Mit Lemma 1.5 u¨berzeugt man sich im Falle der Gleichheit aller ηi weiter leicht von ω̂ =
1
k und
Proposition 1.3 liefert schließlich ω̂j = 0 fu¨r 2 ≤ j ≤ k + 1. Umrechnen mittels (1.40) ergibt die
Aussagen des Korollars bezu¨glich der Werte ψj . (Anmerkung: in umgekehrter Richtung haben
wir die Abscha¨tzungen (1.47)-(1.51) fru¨her aus (1.9),(1.34),(1.35) abgeleitet.) 
Bemerkungen: 1) Die Ungleichungen ωj ≤ 1j−1 und in Folge ψj ≥
j−k−1
jk kann man fu¨r Kon-
struktionen aus Satz 1.12 auch sofort anhand der ℘j ablesen, indem man fu¨r ein festes j jeden
in ℘j(η) vorkommenden Ausdruck mittels (1.70) abscha¨tzt durch
ηi
ηi−j+2 + ηi−j+3 + · · ·+ ηk+1 ≤
ηi
ηi + ηi + · · ·+ ηi + ηi+1 + · · ·+ ηk+1 ≤
ηi
(j − 1)ηi =
1
j − 1 .
2) Wir werden spa¨ter in Satz 3.1 bzw Korollar 3.1 sehen, dass fu¨r gewisse speziellen Liouville-
zahlen ζ simultan fu¨r alle k ∈ N die ersten k Potenzen, also (ζ1, ζ2, . . . , ζk) = (ζ, ζ2, . . . , ζk),
Korollar 1.3 erfu¨llen.
1.2.4 Eine konstruktive Verallgemeinerung des Spezialfalls i = 1 der
bewiesenen Vermutung von W.M. Schmidt
Es soll nun als einfaches Korollar zu Satz 1.12 auf konstruktivemWeg ein Spezialfall des Resultats
Theorem 1 auf Seite 2 in [9] von Moshchevitin zuna¨chst nachvollzogen und anschließend verallge-
meinert werden. Dieses besagt in der Originalformulierung, dass es zu festem k und 1 ≤ h ≤ k−1
stets ζ1, ζ2, . . . , ζk gibt, sodass {1, ζ1, . . . , ζk} Q-linear unabha¨ngig sind, deren h-tes sukzessives
Minimum gegen 0 und deren (h+2)-tes sukzessives Minimum gegen∞ konvergiert. In der Sprache
der Funktionen ψj , die ja im wesentlichen die Logarithmen der sukzessiven Minima darstellen,
u¨bersetzt sich diese Aussage in leicht verscha¨rfter Form im Fall h = 1 in:
Korollar 1.4. Sei k ≥ 2 beliebig. Dann exisitieren ζ1, ζ2, . . . , ζk, sodass die Menge {1, ζ1, . . . , ζk}
Q-linear unabha¨ngig ist und deren Approximationsfunktionen ψj
ψ1 < 0 und ψ3 > 0
erfu¨llen.
Beweis: Nach (1.40) ist die Aussage a¨quivalent zu ω̂ > 1k und ω3 = ℘3(η) <
1
k . Um dies zu
konstruieren setzen wir
ηj+1
ηj
= α, 2 ≤ j ≤ k,
fu¨r zuna¨chst beliebiges 0 < α ≤ 1. Damit ist Bedingung (1.70) erfu¨llt. Um die Randbedingung
(1.71) zu gewa¨hrleisten, setze zudem ηk+1 :=
αk−1
1+α+···+αk−1 . Die u¨brigen ηi sind dann durch obige
Bedingung bestimmt. Es berechnet sich mit dieser Wahl ω3 = ℘3(η) zu
ω3 = max
{
α
1 + α+ · · ·+ αk−1 ,
α
1 + α+ · · ·+ αk−2 , . . . ,
α
1 + α
}
=
α
1 + α
< α
ω̂ = min
{
1,
1
1 + α
, . . . ,
1
1 + α+ · · ·+ αk−1
}
=
1− α
1− αk > 1− α.
Jedes 0 < α < 1k liefert wegen 1 − α > 1 − 1k ≥ 1k fu¨r k ≥ 2 Zahlen ζ1, ζ2, . . . , ζk, die den
Anforderungen der Korollars genu¨gen. 
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Bemerkungen: 1) Die im Vorfeld erwa¨hnte Verscha¨rfung besteht darin, dass aus
limq→∞ λh(q) =∞ respektive limq→∞ λh+2(Q) = 0 noch nicht zwingend die strikte Ungleichung
ψh < 0 respektive ψh+2 > 0 folgt. Denn falls λh(Q) respektive λh+2(Q) schwa¨cher als jede po-
sitive respektive negative Q-Potenz Qf gegen unendlich respektive 0 konvergiert, gelten fu¨r die
Funktionen Lh respektive Lh+2 die Beziehungen limq→∞
Lh(q)
q = limQ→∞ ψh(Q) = 0 respektive
limq→∞
Lh+2(q)
q = limQ→∞ ψh+2(Q) = 0 und damit insbesondere ψh = 0 respektive ψh+2 = 0.
Vergleiche auch die Bemerkungen u¨ber die Funktionen ψj(Q), Lj(q) in der Einleitung.
2) La¨sst man im Beweis α → 0 streben, so folgt ω3 → 0 und ω̂ → 1 und folglich kann man den
extremalen Werten ψ1 = − 12 + 12k und ψ3 = 1k (= limQ→∞ ψ3(Q) in diesem Fall) beliebig nahe
kommen, siehe auch (1.35). In Satz 2.3 werden wir sehen, dass auch der Fall der extremen Werte
selbst konstruierbar ist.
Man kann a¨hnlich wie im Beweis von Korollar 1.4 durch passende Wahl von α erreichen, dass
fu¨r vorgegebenes 3 ≤ r ≤ k + 1 genau die Funktionen ψr, ψr+1, . . . , ψk+1 die Bedingung ψ. > 0
erfu¨llen, wa¨hrend ψ2, ψ3, . . . , ψr−1 beide Vorzeichen fu¨r beliebig große Q (unendlich oft) anneh-
men und ψ1 < 0 gilt. Dies ist die eingangs erwa¨hnte Verallgemeinerung und Inhalt des folgenden
Korollars zu Satz 1.12.
Korollar 1.5. Sei k ≥ 2 beliebig. Dann exisitieren ζ1, ζ2, . . . , ζk, sodass die Menge {1, ζ1, . . . , ζk}
Q-linear unabha¨ngig ist und sodass die zugeho¨rigen Approximationsfunktionen ψj
ψ1 < 0
ψ
i
< 0 < ψi, 2 ≤ i ≤ r − 1
ψ
r
> 0.
erfu¨llen.
Beweis: Um dies einzusehen sei oBdA k ≥ 3. Denn im Fall k = 2 besteht die Aussage nur aus
dem Fall ψ1 < 0 und ψ3 > 0, dessen Konstruierbarkeit schon in Korollar 1.4 abgehandelt ist.
Man muss dazu lediglich die Gro¨ße α, definiert wie im Beweis von Korollar 1.4, so wa¨hlen, dass
αr−2
1 + α+ · · ·+ αr−2 <
1
k
<
αr−3
1 + α+ · · ·+ αr−3 . (1.91)
Die Bedingung ω̂ > 1k und damit ψ1 < 0 ist fu¨r α < 1 stets erfu¨llt. Die linke Seite von (1.91)
stimmt aber genau mit ℘r(η) u¨berein, wie man sich a¨hnlich wie im Fall r = 3 u¨berzeugt. Um-
rechnen mittels (1.40) liefert also ψ
i
< 0 fu¨r 1 ≤ i ≤ r − 1 und ψ
i
> 0 fu¨r r ≤ i ≤ k + 1.
Zweiteres ist die gewu¨schte Aussage u¨ber ψ1 bis ψr−1 und ersteres impliziert wegen ψj =
1
k > 0
fu¨r 2 ≤ j ≤ k + 1, dass von ψ2(Q) bis ψr−1(Q) beide Vorzeichen jeweils fu¨r beliebig große Q
angenommen werden.
Zum Abschluss mu¨ssen wir noch zeigen, dass (1.91) fu¨r alle 3 ≤ r ≤ k+1 eine Lo¨sung α ∈ (0, 1)
besitzt. Definiere dazu die durch u = 0, 1, . . . , k − 2 parametrisierten Funktionen
Φu : α 7−→ α
u
1 + α+ · · ·+ αu
Damit ist (1.91) gleichwertig mit der Lo¨sbarkeit von Φu+1(α) <
1
k < Φu(α) fu¨r jedes 0 ≤ u ≤
k − 2. Der Fall u = 0 bzw r = 3 ist Inhalt von Korollar 1.3, sei also ab jetzt u ≥ 1. Einfach
nachzupru¨fende Eigenschaften der Funktionen Φu sind: Φu sind stetig, Φu(α) > Φu+1(α) fu¨r alle
0 < α ≤ 1, 1 ≤ u ≤ k − 1 sowie Φu(0) = 0,Φu(1) = 1u+1 > 1k fu¨r alle 1 ≤ u ≤ k − 2. Durch
Differenzieren erha¨lt man weiter
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Φ′u(α) =
uαu−1(1 + α+ · · ·+ αu)− αu(1 + 2α+ · · ·uαu−1)
(1 + α+ · · ·+ αu)2
=
α2u−2 + 2α2u−3 + · · ·+ (u − 1)αu + uαu−1
(1 + α+ · · ·+ αu)2 > 0
also sind die Funktionen Φu streng monoton steigend im Argument α. Der Zwischenwertsatz fu¨r
stetige Funktionen liefert fu¨r festes 1 ≤ u ≤ k − 2 eine Stelle t mit Φu(t) = 1k . Nach obigen
Feststellungen gilt einerseits Φu(α) >
1
k fu¨r alle α > t und andererseits Φu+1(α) <
1
k in einer
Umgebung α ∈ (t0, t1) mit t0 < t < t1 von t. Indem man t1 gegebenenfalls verkleinert, ergibt
jede Wahl von α ∈ (t, t1) die gewu¨nschte Ungleichungskette Φu+1(α) < 1k < Φu(α). 
Wir wollen die abschließend noch auf die sukzessiven Minima λi(Q) ru¨cku¨bersetzen. Beachte,
dass durch Korollar 1.5 im Fall ω =∞ in einem gewissen Sinn fu¨r fast alle simultanen mo¨glichen
asymptotischen Verhaltensweisen der sukzessiven Minimafukntionen λi(Q) explizite Konstruk-
tionen gegeben sind. Denn wie schon o¨fter verwendet folgt aus ω = ∞ sofort ψj = 1k > 0
und damit limQ→∞ λj(Q) = ∞ fu¨r alle j ≥ 2. Betrachtet man fu¨r jedes 1 ≤ i ≤ k + 1 die
asymptotischen Fa¨lle
• lim infQ→∞ λi(Q) = 0 = lim supQ→∞ λi(Q)
• lim infQ→∞ λi(Q) = 0, lim supQ→∞ λi(Q) =∞
• lim infQ→∞ λi(Q) =∞ = lim supQ→∞ λi(Q)
so sind alle mo¨glichen Konstellationen in Korollar 1.5 explizit konstruiert. Lediglich im Falle
eines (oder mehrerer) lim infQ→∞ λi(Q) /∈ {0,∞} oder lim supQ→∞ λi(Q) /∈ {0,∞} ist die Kon-
struktion nicht gesichert. Eine genauere Analyse des Beweises von Satz 1.12 ko¨nnte sich hierbei
bei solchen Konstruktionen als nu¨tzlich erweisen, wir gehen aber nicht weiter darauf ein.
1.2.5 Der Fall ω < ∞: Ho¨here sukzessive Minima fu¨r schwache Liou-
villezahlen
Wir haben im vorangehenden Abschnitt explizit Liouvillezahlen ζ1, ζ2, . . . , ζk konstruiert, deren
zugeho¨rige Approximationsfunktionen ψj , 1 ≤ j ≤ k + 1 einem vorgegebenen asymptotischen
Verhalten folgen. Dabei erfu¨llte stets auch die simultane Approximationskonstante ω die Bezie-
hung ω =∞, was a¨quivalent zu ψ
1
= −1 ist.
Nun wollen wir a¨hnliche Resultate fu¨r schwache Liouvillezahlen- was also insbesondere ω <∞ fu¨r
die simultane Approximationskonstante ω nach sich zieht- herleiten. Dazu zeigen wir nun einen
Satz 1.12 sehr a¨hnlichen Satz mit a¨hnlichen Beweisideen, der hauptsa¨chlich zur Beschreibung der
simultanen Approximation spezieller schwacher Liouvillezahlen dient. Wir werden jedoch in Satz
2.3 den Fall C = ∞ von Korollar 1.7 aufgreifen, der sich wieder mit speziellen Liouvillezahlen
befasst.
In Worten formuliert war eine Annahme von Satz 1.12, dass in der dortigen Notation die Lu¨cke
immer zwischen an−1,1 und an,k viel gro¨ßer als alle vorangehenden Lu¨cken bn+1 − bn war, wo-
gegen darauffolgende Lu¨cken nur bis zur Lu¨cke zwischen an,1 und an+1,k lediglich mindestens
gleich groß wie die zwischen an−1,1 und an,k sein mussten. Damit war die Folge (an,1)n≥1 bzw
(an,k)n≥1 gewissermaßen ausgezeichnet. Im Beweis von Schritt 3 der Ungleichungen ωj ≤ ℘j(η)
ist dabei jedoch an vielen Stellen entscheidend Bedingung (1.69) eingegangen. Um die Werte
ωj , ω̂j explizit bestimmen zu ko¨nnen, erweist sich im allgemeinen Fall ω ≤ ∞ als zweckma¨ßiger,
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Konstruktionen zu verwenden, in denen keine Folge ausgezeichnet ist. Wir beweisen zuna¨chst
einen Satz, in dem die ersten (k−1) Approximtionskonstanten gewissermaßen explizit berechnet
werden. Wir werden das Prinzip des Beweises danach nochmals verallgemeinern.
Satz 1.13. Sei k ≥ 2 und Zahlen ζi =
∑∞
n=1 2
−an,i fu¨r 1 ≤ i ≤ k gegeben, sodass die Bedingung
(1.72) erfu¨llt ist. Sei weiter die gemischte Folge wieder mit (bn)n≥1 bezeichnet. Gilt die Beziehung
bn+1
bn
> 2, n ≥ n0,
dann sind die ersten (k − 1) Approximationskonstanten gegeben durch
ω = lim sup
n→∞
bn+1 − bn
bn
, ω̂ = lim inf
n→∞
bn − bn−1
bn
ω2 = lim sup
n→∞
bn − bn−1
bn
, ω̂2 = lim inf
n→∞
bn−1 − bn−2
bn
ω3 = lim sup
n→∞
bn−1 − bn−2
bn
, ω̂3 = lim inf
n→∞
bn−2 − bn−3
bn
...
...
...
...
...
...
ωk−1 = lim sup
n→∞
bn−k+3 − bn−k+2
bn
, ω̂k−1 = lim inf
n→∞
bn−k+2 − bn−k+1
bn
.
Weiter gelten fu¨r die letzten beiden Approximationskonstanten die Ungleichungen
ωk ≥ lim sup
n→∞
bn−k+2 − bn−k+1
bn
, ω̂k ≥ lim inf
n→∞
bn−k+1 − bn−k
bn
ωk+1 ≥ lim sup
n→∞
bn−k+1 − bn−k
bn
, ω̂k+1 ≥ lim inf
n→∞
bn−k − bn−k−1
bn
Beweis: Bezeichne die rechten Seiten in Satz 1.13 mit ℘j bzw ℘̂j . Wir ko¨nnen oBdA annehmen,
dass n0 = 1 gilt, da Weglassen von Anfangstermen in ζj definierenden Summen jeweils rationalen
Transformation ζj 7→ ζj + a, a ∈ Q entsprechen, welche die Approximationskonstanten nicht
a¨ndern, siehe etwa Bemerkung 4 zu Satz 1.10.
Wir zeigen wie in Satz 1.12 beide Ungleichungen, wobei die Richtung ωj ≤ ℘j und ω̂j ≤ ℘̂j
nur fu¨r j ≤ k − 1 zutreffend ist. Dies liefert offenbar genau die Aussage des Satzes. Setze zur
Vereinfachung der Notation ch := 2
bh .
Bezeichne im Beweis durchgehend zu beliebigem X die ganze Zahl h bestimmt als den Index
fu¨r den ch ≤ X < ch+1 gilt. Offenbar ist h → ∞ gleichwertig mit X → ∞, was wir oft implizit
gebrauchen werden. Wir zeigen zuerst die Ungleichungen ωj ≥ ℘j .
Sei dazu j beliebig aber fest vorgegeben. Sei weiter h zuna¨chst beliebig vorgegeben und setze
x(i) = ch+1−i und y
(i)
t = ⌊ζtx⌋ fu¨r 1 ≤ t ≤ k, 1 ≤ i ≤ j. Wir erhalten
max
1≤i≤j
max
1≤t≤k
||ζtx(j)|| = ||ζt0x(j)|| =
ch+1−j
ch+2−j
+ o
(
ch+1−j
ch+2−j
)
(1.92)
mit t0 := h+ 2− j, ganz a¨hnlich zum Beweis 1.12. Wir wa¨hlen speziell eine Folge
(Xr)r≥1 = (xr)r≥1 = (chr )r≥1 mit (mr)r≥1 sodass
lim
r→∞
− logXr
chr+1−j
chr+2−j
= lim sup
h→∞
− logch
ch+1−j
ch+2−j
= lim sup
h→∞
log(ch+2−j)− log(ch+1−j)
log(ch)
(1.93)
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erfu¨llt ist, welche gema¨ß der Definition des lim sup existiert. Auf diese Art erha¨lt man die Aus-
dru¨cke aus ℘j als untere Schranken fu¨r ωj, wenn man die lineare Unabha¨ngigkeit der Appro-
ximationsvektoren (x(j), y
(j)
1 , . . . , y
(j)
k ), 1 ≤ i ≤ j, voraussetzt. Der Nachweis der linearen Un-
abha¨ngigkeit ist jedoch essentiell der selbe wie in Satz 1.12.
Um als na¨chstes ω̂j ≥ ℘̂j nachzuweisen, beachte dass fu¨r jede Folge (hr)r≥1 und Approximations-
vektoren definiert wie im Beweis von ωj ≥ ℘j eben logarithmieren zur Basis ch+1 > X anstatt
ch eine untere Abscha¨tzung fu¨r ωj(X) zu X ∈ [chr , chr+1) ergibt. Da dies auf jede Folge (hr)r≥1
anwendbar ist erhalten wir ℘̂j = lim infX→∞ ωj(X) als untere Schranken fu¨r ω̂j nach Definition
des lim inf, wie behauptet. Bisher haben wir also die unteren Schranken ℘j respektive ℘̂j fu¨r ωj
respektive ω̂j fu¨r 1 ≤ j ≤ k + 1 gezeigt.
Fu¨r die oberen Schranken bemerke zuerst, dass wir uns mit der essentiell gleichen Argumentation
von Schritt 3 in Satz 1.12 auf den Fall ch ≤ X ≤ 14ch+1 beschra¨nken ko¨nnen. Weiter bleiben die
Schritte 1 und 2 von ℘j(η) ≤ ωj aus dem Beweis von Satz 1.12 gu¨ltig in der vorliegenden Situati-
on. Tatsa¨chlich gelten die Abscha¨tzungen (1.80),(1.81) offensichtlich schon unter der Bedingung
bn+1
bn
> 2, welche schwa¨cher als (1.116) ist, mit der in Satz 1.12 argumentiert wurde. Der Beweis
von Schritt 2 verla¨uft vo¨llig analog.
Wir unterteilen nun zu jedem festen X alle Approximationsvektoren (x, y1, . . . , yk) mit x ≤ X
in zwei Kategorien. Sei g die gro¨ßte ganze Zahl, sodass cg−1|x fu¨r einen Approximationsvektor
(x, y1, . . . , yk) wie in Schritt 1 von Satz 1.12. Bei festem X fu¨hrt die Unterscheidung von Ap-
proxiamtionsvektoren mit g > h+ 1 − k, welche wir Vektoren der Kategorie 1 nennen, und den
u¨brigen mit g ≤ h+ 1− k, welche wir Vektoren der Kategorie 2 nennen, auf 2 mo¨gliche Fa¨lle.
Fall 1: Wenn fu¨r festes X mit ch ≤ X < 14ch+1 die Beziehung g > h + 1 − k fu¨r einen Approxi-
mationsvektor mit x ≤ X gilt (dh der Vektor geho¨rt zur Kategorie 1), liefert (1.80)
ωj(X) ≤ − logch
ch+1−j
ch+2−j
=
log(ch+2−j)− log(ch+1−j)
log(ch)
, 1 ≤ j ≤ k + 1. (1.94)
Folglich ist fu¨r jedes X der Wert ℘j obere Schranke fu¨r ω
1
j (X), worunter wir zu festem X den ma-
ximalen Wert ν vestehen, sodass (1.36) eine Menge von j linear unabha¨ngigen Lo¨sungsvektoren
sa¨mtlich von Kateogorie 1 besitzt. Definiert man ω1j := lim supX→∞ ω
1
j (X), gilt also
ω1j ≤ ℘j , 1 ≤ j ≤ k + 1. (1.95)
Wir wollen nun den Zusammenhang zwischen den Approximationskonstanten ω̂j und Appro-
ximationsvektoren von Fall 1 herstellen. Wir definieren ω̂1j := lim infX→∞ ωj(X). Wir starten
mit einer beliebigen Folge (Xr)r≥1 mit zugeho¨riger Teilfolge (chr)r≥1 von (ch)h≥1 und definieren
(X ′r)r≥1 durch X
′
r :=
1
5chr+1 fu¨r alle r. Es ergeben (1.80) und die Tatsache, dass
cm
cm+1
monoton
fallen wegen unserer Voraussetzung bn+1bn > 2, dass die Approximationskonstanten ω
1
j (X
′
r) nach
oben beschra¨nkt sind durch
ω1j (X
′
r) ≤ − log 15Xr+1
(
chr+2−j
chr+1−j
)
=
log(chr+2−j)− log(chr+1−j)
log(chr+1)− log(5)
(1.96)
fu¨r 1 ≤ j ≤ k + 1. Wa¨hlt man die Folge (Xr)r≥1 so, dass die korrespondierende Folge (hr)r≥1
die Eigenschaft
lim
r→∞
− loghr
chr+1−j
chr+2−j
= lim inf
h→∞
− logch
ch+1−j
ch+2−j
= lim inf
h→∞
log(ch+2−j)− log(ch+1−j)
log(ch)
, (1.97)
besitzt, was nach Definition des lim inf erreicht werden kann, und setzt man n = h + 1 in der
Definition von ℘̂j , sieht man, dass die rechte Seite von (1.96) gegen ℘̂j konvergiert mit r → ∞.
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Deswegen existiert limr→∞ ω1j (Xr) und ist nach oben beschra¨nkt durch ℘̂j und insbesondere
erkennt man
ω̂1j ≤ ℘̂j , 1 ≤ j ≤ k + 1. (1.98)
Fall 2: Im verbleibenden Fall g ≤ h+1−k (dh der Vektor geho¨rt zu Kategorie 2), betrachte wieder
eine zuna¨chst beliebige Folge (Xr)r≥1 mit korrespondierender Teilfolge (chr )r≥1 von (ch)h≥1 die
sich durch chr ≤ Xr < chr+1 ergibt. Wir ko¨nnen uns erneut auf den Fall chr ≤ Xr < 14chr+1
beschra¨nken, da dies die Approximationskonstanten nicht beeinflusst. Aus (1.81) folgern wir
max
1≤t≤k
|ζtx− yt| ≥ 1
chr+2−k
− o
(
1
chr+2−k
)
. (1.99)
Wir definieren nun ω2j (X), ω
2
j als Supremum aller ν sodass (1.36) eine Menge von j linear un-
abha¨ngigen Lo¨sungsvektoren besitzt, von denen mindestens einer von Kateogorie 2 ist. Aus (1.99)
und der Voraussetzung bn+1bn =
log(cn+1)
log(cn)
> 2 erkennen wir, dass man durch logarithmieren zur
Basis chr < Xr fu¨r r→∞ fu¨r ω2j (Xr) die oberen Schranken
− logXr
(
chr+2−k
chr+3−k
)
≤ − logchr
(
chr+2−k
chr+3−k
)
=
log(chr+3−k)− log(chr+2−k)
log(chr )
(1.100)
fu¨r 1 ≤ j ≤ k + 1 erha¨lt. Beachte, dass die Schranken aus (1.100) fu¨r jede Folge (Xr)r≥1 mit
korrespondierender Folge (chr)r≥1 gelten. Daraus ergibt sich
A := lim sup
h→∞
log(ch+3−k)− log(ch+2−k)
log(ch)
≥ lim sup
X→∞
ω2j (X) = ω
2
j (1.101)
nach der Definition des lim sup. Nun gilt aber A = ℘k−1 (wobei n in der Definition von ℘k−1
genau h in der Definition von A entspricht). Daher
ω2j ≤ ℘k−1, 1 ≤ j ≤ k + 1. (1.102)
Andererseits gilt fu¨r jede Folge (Xr)r≥1 wegen (1.99) und der Voraussetzung
bn+1
bn
= log(cn+1)log(cn) > 2
fu¨r r hinreichend groß und 1 ≤ j ≤ k − 1
ω2j (Xr) ≤ − logXr
(
1
chr+2−k
− o
(
1
chr+2−k
))
< − logXr
(
chr+2−k
chr+3−k
)
≤ ω1k−1(Xr), (1.103)
wobei sich die Ungleichung ganz rechts aus den Konstruktionen der Ungleichungen ωj ≥ ℘j, ω̂j ≥
℘̂j im Fall j = k− 1 ergeben (siehe (1.92),(1.93)). Da dies erneut auf jede Folge (Xr)r≥1 zutrifft,
sieht man
ω̂2j := lim inf
X→∞
ω2j (X) ≤ lim inf
X→∞
ω1k−1(X) = ω̂
1
k−1 ≤ ω̂1j , 1 ≤ j ≤ k − 1. (1.104)
Wir kombinieren nun die erarbeiteten Resultate fu¨r ωsj , ω̂
s
j , s ∈ {1, 2} um die geforderten oberen
Schranken zu erhalten. Da jeder Approximationsvektor bei festem X entweder zu Fall 1 oder
Fall 2 geho¨rt besteht die Gleichheit
ωj(X) = max{ω1j (X), ω2j (X)}, fu¨r alle X > 0. (1.105)
Fu¨r beliebige Funktionen f, g : R+ 7→ R gilt offensichtlich
max
{
lim sup
X→∞
f(X), lim sup
X→∞
g(X)
}
= lim sup
X→∞
max {f(X), g(X)} .
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Wendet man dies auf f(X) = ω1j (X), g(X) = ω
2
j (X) an ergibt sich, dass ωj = lim supX→∞ ωj(X)
mit dem Maximum von ω1j = lim supX→∞ ω
1
j (X) und ω
2
j = lim supX→∞ ω
2
j (X) u¨bereinstimmt.
Wegen (1.95),(1.102) ist fu¨r 1 ≤ j ≤ k− 1 dieses Maximum gegeben durch max{℘j, ℘k−1} = ℘j,
was die oberen Schranken fu¨r ωj , 1 ≤ j ≤ k − 1 beweist.
Wir mu¨ssen noch die oberen Schranken fu¨r ω̂j nachweisen. Wir kombinieren (1.105), (1.98) und
(1.104) zu
ω̂j = lim inf
X→∞
max
s=1,2
{ωsj(X)} = lim inf
X→∞
ω1j (X) = ω̂
1
j ≤ ℘̂j
fu¨r 1 ≤ j ≤ k − 1. Dies zeigt die Ungleichungen ω̂j ≤ ℘̂j fu¨r 1 ≤ j ≤ k − 1.

Bemerkungen: 1) Der Beweis der Ungleichungen ωj ≥ ℘j , ω̂j ≥ ℘̂j fu¨r 1 ≤ j ≤ k + 1 beno¨tigt
nur Bedingung (1.72), wie der Beweis gezeigt hat. Die Wachstumsbedingung ist nur in den
Ungleichungen ωj ≤ ℘j , ω̂j ≤ ℘̂j fu¨r 1 ≤ j ≤ k − 1 eingegangen.
2) Es gelten in der Tat im allgemeinen keine Gleichheiten in den Ungleichungen. Siehe dazu Satz
2.1 und die Plots im spa¨teren Abschnitt 2.1.2.
3) Man erkennt unter minimalen Adaptionen aus dem Beweis, dass die lim sup, lim inf Werte aus
Satz 1.13 auch den Wert ∞ annehmen du¨rfen. Dies gilt durchwegs auch fu¨r die folgenden Sa¨tze
und Korollare und wir werden davon spa¨ter in Satz 2.3 Gebrauch machen.
4) Es gilt im Fall C′ := ℘1+1 = lim supn→∞
bn+1
bn
<∞ wegen C′′ := 11−℘̂1 = lim infn→∞
bn+1
bn
> 2
stets ωk+1 ≥ C′′−1C′k−1 ≥ 1C′k−1 > 0 die analoge Feststellung zu Bemerkung 7 zu Satz 1.12, dass die in
Satz 1.13 involvierten ζ1, ζ2, . . . , ζk stets zusammen mit 1 linear unabha¨ngig u¨ber Q sind. Im Fall
C′ = ∞ kann man auf das Variationsprinzip zuru¨ckgreifen um zumindest eine u¨berabza¨hlbare
Menge zusammen mit 1 Q-linear unabha¨ngiger ζ1, ζ2, . . . , ζk zu finden.
Korollar 1.6. Gelten die Voraussetzungen von Satz 1.13 und existiert zusa¨tzlich der Grenzwert
von bn+1bn fu¨r n gegen unendlich, also
lim
n→∞
bn+1
bn
=: C ≥ 2,
dann sind die ersten (k − 1) Approximationskonstanten gegeben durch
ω = C − 1
ω2 =
C−1
C = ω̂
ω3 =
C−1
C2 = ω̂2
...
...
...
ωk−1 = C−1Ck−2 = ω̂k−2
C−1
Ck−1
= ω̂k−1.
Weiter erfu¨llen die letzten beiden Approximationskonstanten die Beziehungen
ωk ≥ C − 1
Ck−1
ωk+1 ≥ ω̂k ≥ C − 1
Ck
ω̂k+1 ≥ C − 1
Ck+1
.
Zu gegebenem C kann man eine Folge (bn)n≥1 mit den geforderten Eigenschaften so wa¨hlen,
dass zusa¨tzlich ζ1, ζ2, . . . , ζk zusammen mit 1 Q-linear unabha¨ngig sind.
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Beweis: Aus der Zusatzvoraussetzung folgert man durch elementare Rechenregeln fu¨r Grenzwerte
fu¨r jedes h ∈ N die Beziehung limn→∞ bn+hbn = limn→∞
bn+h
bn+h−1
bn+h−1
bn+h−2
· · · bn+1bn = Ch. Damit gilt
also fu¨r alle g, h
lim inf
n→∞
bn+h − bn+g
bn
= lim
n→∞
bn+h
bn
− bn+g
bn
= Ch − Cg
lim sup
n→∞
bn+h − bn+g
bn
= lim
n→∞
bn+h
bn
− bn+g
bn
= Ch − Cg
Wa¨hlt man g, h wie sie sich aus den Formeln in Satz 1.13 ergeben, ergeben sich durch leichte
Rechnung und unter Verwendung von ωk+1 ≥ ω̂k in den Ungleichungen dadurch die angefu¨hrten
Terme.
Die Existenz der Folge (bn)n≥1 mit den geforderten Eigenschaften ist im Fall C < ∞ durch
die Wahl von beliebigem b1 und der Rekursionsvorschrift bn+1 = ⌈Cbn⌉ wegen C ≥ 2 > 1 bzw
bn = n! im Fall C =∞ gewa¨hrleistet. Satz 1.10 im Fall C <∞ bzw das u¨bliche Variationsprinzip
im allgemeinen Fall ermo¨glichen die Wahl einer Folge, sodass zusa¨tzlich ζ1, ζ2, . . . , ζk zusammen
mit 1 Q-linear unabha¨ngig sind.

Bemerkung: Gema¨ß der Bemerkung 1 zu Satz 1.13 ist C > 1 ausreichend um die Ungleichungen
aus Korollar 1.6 zu erhalten.
Nun wollen wir mithilfe dieses Ergebnisses weitere Spezialfa¨lle der bisher nicht konstruktiv be-
wiesenen Schmidt Vermutung konstruieren. Es sei aber darauf hingewiesen, dass wir im folgenden
Abschnitt ein- zumindest fu¨r hinreichend große Werte von k- besseres Ergebnis angeben werden.
Korollar 1.7. Sei k ∈ N vorgegeben. Dann existiert ein i0 = i0(k) ∈ N, sodass fu¨r alle ganz-
zahligen i ≤ i0 reelle Zahlen ζ1, ζ2, . . . , ζk existieren, sodass {1, ζ1, ζ2, . . . , ζk} linear unabha¨ngig
u¨ber Q sind und deren zugeordnete Approximationsfunktionen die Bedingungen
ψi < 0 und ψi+2 > 0
erfu¨llen. Dabei kann man die untere Schranke i0(k) ≥ log2(k) angeben.
Beweis: Die Korrektheit fu¨r beliebiges k ≥ 2 und i0(k) = 1 ist Aussage von Korollar 1.4. Sei
also von nun an 2 ≤ i ≤ k − 3, um Satz 1.13 anwenden zu ko¨nnen. Nach (1.40) mu¨ssen wir
ζ1, ζ2, . . . , ζk finden, sodass ω̂i >
1
k und ωi+2 <
1
k . Mit den Konstruktionen aus der Bemerkung
zu Korollar 1.6 und den daraus resultierenden Formeln von Korollar 1.6 wird dies zu
C − 1
Ci+1
<
1
k
<
C − 1
Ci
. (1.106)
Man erkennt leicht, dass fu¨r h ≥ 2 die Funktionen Ψh(x) = x−1xh stetig und streng monoton fallend
auf (2,∞) mit limx→∞Ψh(x) = 0 sind. Weiter gilt Ψh+1(x) < Ψh(x) auf (1,∞). Fu¨r i < log2(k)
hat die Gleichung 1k =
x−1
xi = Ψi(x) wegen Ψi(2) =
1
2i >
1
k nach dem Zwischenwertsatz eine
Lo¨sung x = C0 > 2. Es gilt offenbar Ψi+1(C0) <
1
k . Wegen der Stetigkeit von Ψi+1 und der
Monotonie von Ψi gilt auf einem Intervall (C0−ǫ, C0) die gewu¨nschte Ungleichungskette (1.106).
Man kann also jedes C ∈ (max{2, C0 − ǫ}, C0) wa¨hlen und erfu¨llt auch die Voraussetzungen von
Satz 1.13. Man erha¨lt also durch obiges Vorgehen die untere Schranke i0(k) ≥ ⌊log2(k)⌋. 
Als na¨chstes wollen wir die Beweismethode von Satz 1.13 verwenden, um unter schwa¨cheren
Voraussetzungen als den dortigen Aussagen u¨ber die das Verhalten der ersten Approximati-
onskonstanten zu bekommen. Dabei werden in dem Maß weniger Konstanten bestimmt werden
ko¨nnen, in dem die Bedingungen schwa¨cher werden, wie sich zeigen wird. Satz 1.13 wird als
Spezialfall im folgenden Satz enthalten sein. Wir nennen im folgenden die Voraussetzungen von
Satz 1.13 ohne die Beziehung bn+1bn > 2 die Basisvoraussetzungen von Satz 1.13.
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Satz 1.14. Es seien die Basisvoraussetzungen von Satz 1.13 erfu¨llt, und fu¨r fixiertes 1 ≤ d ≤ k−1
und sei κd die positive reelle Nullstelle von Pd(x) := x
d − xd−1 − 1. Weiter gelten
1. bn+1bn > κd, n ≥ n0
2. die Folge dn := bn+1 − bn sei ab einem Index n ≥ n1 monoton steigend.
Dann sind die ersten (k − d) Approximationskonstanten gegeben durch
ω = lim sup
n→∞
bn+1 − bn
bn
, ω̂ = lim inf
n→∞
bn − bn−1
bn
ω2 = lim sup
n→∞
bn − bn−1
bn
, ω̂2 = lim inf
n→∞
bn−1 − bn−2
bn
ω3 = lim sup
n→∞
bn−1 − bn−2
bn
, ω̂3 = lim inf
n→∞
bn−2 − bn−3
bn
...
...
...
...
...
...
ωk−d = lim sup
n→∞
bn−k+d+2 − bn−k+d+1
bn
, ω̂k−d = lim inf
n→∞
bn−k+d+1 − bn−k+d
bn
Weiter gelten fu¨r die u¨brigen Approximationskonstanten die Ungleichungen
ωk−d+1 ≥ lim sup
n→∞
bn−k+d+1 − bn−k+d
bn
, ω̂k−d+1 ≥ lim inf
n→∞
bn−k+d+1 − bn−k+d
bn
...
...
...
...
...
...
ωk+1 ≥ lim sup
n→∞
bn−k+1 − bn−k
bn
, ω̂k+1 ≥ lim inf
n→∞
bn−k − bn−k−1
bn
.
Beweis: Wir ko¨nnen wieder mit demselben Argument wie im Beweis von Satz 1.13 oBdA
n0 = n1 = 1 setzen. Wir verfahren im wesentlichen weiter analog zum Beweis von Satz 1.13
und verwenden Voraussetzung 2 an der Stelle, wo wir dort die dazu a¨quivalente aus C ≥ 2
folgende Monotonie von cmcm+1 verwendet haben. Weiter verfahren wir wieder weitgehend analog
zum bis zur Ungleichung (1.100), anstatt derer unsere schwa¨chere Voraussetzung bn+1bn > κd statt
bn+1
bn
> 2 > κd die obere Abscha¨tzung
− logXr
(
1
chr+d+1−k
)
< − logXr
(
chr+d+1−k
chr+d+2−k
)
≤ ω1k−d(Xr)
liefert. Dann folgen wir wieder dem Beweis von Satz 1.13 bis (1.103), wo abermals bn+1bn > κd
statt bn+1bn > 2 > κd die Abscha¨tzung
ω2j (Xr) ≤ − logXr
(
1
chr+d+1−k
)
< − logXr
(
chr+d+1−k
chr+d+2−k
)
≤ ω1k−d(Xr).
erlaubt. Der Rest des Beweises ist wieder essentiell derselbe. 
Bemerkungen: 1) Es gelten a¨hnlich wie in Bemerkung 1 zu Satz 1.13 auch ohne die Bedingungen
bn+1
bn
> κd und der Voraussetzung 2) alle Ungleichungen ωj ≥ ℘j . La¨sst man nur Voraussetzung
2) weg, kann man leicht sehen, dass im allgemeinen die umgekehrten Ungleichungen falsch sind.
Durch Variation der Intervallla¨ngen kann man hierzu Gegenbeispiele konstruieren. Wir skizzieren
den Beweis eines einfachen Gegenbeispiels. Sei dazu k ≥ 3, d ≥ 2 und eine Folge (bn)n≥1 mit
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limn→∞
b2n+1
b2n
=: C′′ mit beliebigem C′′ ∈ (κd, 2) und limn→∞ b2nb2n−1 =: C′ > 12−G gegeben. In
diesem Fall sieht man leicht, dass C′, C′′ mit den gleich bezeichneten Werten aus Bemerkung 4
zu Satz 1.13 u¨bereinstimmen. Wir weisen die Beziehung ω̂ > ℘̂ nach. Diese Voraussetzungen an
(bn)n≥1 besagen, dass kurze mit langen Intervallen (bn+1−bn) abwechseln. Es gilt dann einerseits
℘̂1 =
C′′−1
C′′ wie man leicht aus der Definition von ℘̂1 folgert, sowie andererseits aber ω̂ =
C′−1
C′C′′
wie wir nun skizzieren, was nach unserer Voraussetzung an C′ die gewu¨nschte Ungleichung ω̂ > ℘̂
liefert. Indem man die Folge (Xn)n≥1 von X-Werten aus der Definition der Approximationskon-
stanten wa¨hlt als Xn := 2
b2n+1−1 ist die beste Approximation mit x ≤ Xn dann gegeben mit der
Wahl x = xn := 2
b2n−1 (wie man sich mit den im wesentlichen gleichen Argumenten wie in Satz
1.13 unter Beru¨cksichtigung von k ≥ 3 u¨berlegt) und fu¨hrt zu max1≤t≤k |ζtx−y| = 2−(b2n−b2n−1).
Dies fu¨hrt auf
lim
n→∞
− logXn
(
max
1≤t≤k
|ζtxn − yn,t|
)
= lim
n→∞
b2n − b2n−1
b2n+1
=
C′ − 1
C′C′′
.
Es ist aber leicht zu sehen, dass es keine Folge (Xi)i≥1 von X-Werten die asymptotisch einen
kleineren Wert als C
′−1
C′C′′ liefert. Um dies einzusehen definieren wir zu einer beliebigen solchen
Folge zu Xi den Approximationsvektor
(
x(i), y
(i)
1 , . . . , y
(i)
k
)
durch xi = 2
bn(i) und y
(i)
t =
⌊
x(i)ζt
⌋
fu¨r 1 ≤ t ≤ k mit n(i) dem gro¨ßten ungeraden Index, sodass 2bn(i) ≤ Xi. Wir erhalten mit diesen
Wahlen
lim inf
i→∞
− logXi
(
max
1≤t≤k
∣∣∣ζtx(i) − y(i)t ∣∣∣) ≥ C′ − 1C′C′′ .
Die Argumentation ist dabei im wesentlichen analog zu den Beweisen von Satz 1.12 bzw Satz
1.13 und wir fu¨hren es daher nicht exakt aus.
2) Eine hinreichende Bedingung fu¨r die Gu¨ltigkeit der Voraussetzung 2) ist C′′ ≤ κdκd−1 mit C′′
wieder aus Bemerkung 4 zu Satz 1.13.
Korollar 1.8. Es seien die Basisvoraussetzungen von Satz 1.13 und Voraussetzung 1) aus Satz
1.14 fu¨r festes 1 ≤ d ≤ k − 1 erfu¨llt. Weiter existiere der Grenzwert bn+1bn fu¨r n gegen unendlich,
es gelte also
lim
n→∞
bn+1
bn
=: C ≥ κd.
Dann sind die ersten (k − d) Approximationskonstanten gegeben durch
ω = C − 1
ω2 =
C−1
C = ω̂
ω3 =
C−1
C2 = ω̂2
...
...
...
ωk−d = C−1Ck−d−1 = ω̂k−d−1
C−1
Ck−d = ω̂k−d.
U¨berdies erfu¨llen die u¨brigen Approximationskonstanten die Beziehungen
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ωk−d+1 ≥ C − 1
Ck−d
ωk−d+2 ≥ ω̂k−d+1 ≥ C − 1
Ck−d+1
...
...
...
ωk+1 ≥ ω̂k ≥ C − 1
Ck
ω̂k+1 ≥ C − 1
Ck+1
.
Zu gegebenem C kann man eine Folge (bn)n≥1 mit den geforderten Eigenschaften angeben, sodass
zusa¨tzlich ζ1, ζ2, . . . , ζk zusammen mit 1 Q-linear unabha¨ngig sind.
Beweis: Analog zum Beweis von Korollar 1.6 unter Beachtung der Tatsache, dass wegen der
Existenz des Grenzwerts C gro¨ßer als 1 Voraussetzung 2) aus Satz 1.14 automatisch gewa¨hrleistet
ist.
Die Existenz der Folge (bn)n≥1 mit den geforderten Eigenschaften ergibt sich aus C ≥ κd > 1
wie in Korollar 1.6. 
Wesentliche Eigenschaften von κd sind in der folgenden Proposition festgehalten.
Proposition 1.4. Es gelten die Beziehungen
1 +
1
d
< κd < 2
lim
d→∞
κd = 1.
Beweis: Zuna¨chst ist 1 < κd < 2 wohldefiniert wegen Pd(1) = −1 < 0 und Pd(2) = 2d−1 − 1 ≥ 0
sowie
P ′d(x) = dx
d−1 − (d− 1)xd−2 > 0, x ≥ 1.
Fu¨r d = 1, 2 rechnet man den ersten Punkt direkt nach. Sei ab jetzt also d ≥ 3. Weil (1 + 1d )d
monoton gegen die Eulersche Zahl e strebt und damit auch (1 + 1d )
d−1 = (1 − 1d+1)(1 + 1d )d
monoton steigt, folgt
Pd
(
1 +
1
d
)
< e−
(
1 +
1
3
)3−1
− 1 ≈ −0.0595 < 0.
Damit ist der erste Punkt gezeigt.
Wa¨re der zweite Punkt falsch, ga¨be es ein ǫ > 0, sodass fu¨r beliebig große d
(1 + ǫ)d < (1 + ǫ)d−1 + 1.
Dies ist aber offensichtlich fu¨r alle d >
log( 1
ǫ
)
log(1+ǫ) + 1 falsch. 
Man erha¨lt also in der Tat schwa¨chere Voraussetzungen als in Korollar 1.6, was gro¨ßere Freiheiten
bei der Konstruktion der Approximationskonstanten mit sich bringt. Dafu¨r sind bei festem k
weniger Approximationskonstanten bekannt.
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1.2.6 Explizite Konstruktion von Spezialfa¨llen der bewiesenen Vermu-
tung von W.M.Schmidt
Die Ergebnisse des vorangehenden Abschnitts, insbesondere Korollar 1.8, ermo¨glichen nun, fu¨r
weitere Spezialfa¨lle von Schmidts Vermutung eine explizite Konstruktion von Beispielen. Wir
werden in den folgenden Beweis redundante Zusatzinformationen einbauen, wodurch er etwas
la¨nger als notwendig ausfa¨llt, unter anderem, da wir spa¨ter in Abschnitt 2.2.6 in Korollar 2.6
und den auf jenes Korollar 2.6 folgenden Ausfu¨hrungen nochmals darauf zuru¨ckkommen.
Korollar 1.9. Fu¨r beliebiges aber festes k ≥ 2 gibt es eine Konstante R(k) mit
• R(k) > klog(k) fu¨r hinreichend großes k,
• Fu¨r festes 3 ≤ T ≤ R(k) existiert C0 = C0(T ), sodass wir eine Folge positiver ganzer
Zahlen (bn)n≥1 mit limn→∞
bn+1
bn
= C0 wa¨hlen ko¨nnen, sodass die via Korollar 1.8 mit
C = C0 konstruierten ζ1, ζ2, . . . , ζk zusammen mit 1 Q-linear unabha¨ngig sind und ihre
Approximationskonstanten
ψT−2 < 0 und ψT > 0 (1.107)
erfu¨llen.
Es kann R(k) := k − 1 + (k − 2)
log
(
k
1
k−2−1
)
log(k) gewa¨hlt werden.
Beweis: Sei k beliebig aber fest vorgegeben. Wegen (1.40) mu¨ssen wir fu¨r vorgegebenes
3 ≤ T ≤ R(k) ein C0 = C0(T ) finden, sodass die zu den via Korollar 1.8 konstruierten
ζ1, ζ2, . . . , ζk geho¨rigen Approximationskonstanten ω̂T−2 > 1k > ωT erfu¨llen, um (1.107) zu erhal-
ten. Wir identifizieren im weiteren ein vorgegebenes C mit den in Korollar 1.8 dazu konstruierten
Zahlen ζ1, ζ2, . . . , ζk (zusammen mit 1 linear unabha¨ngig u¨ber Q gewa¨hlt), da die Approxima-
tionskonstanten gema¨ß Korollar 1.8 nur von C abha¨ngen und nicht von der genauen Wahl von
ζ1, ζ2, . . . , ζk. Weiter ist in Korollar 1.8 die Existenz von zusammen mit 1 Q-linear unabha¨ngigen
ζ1, ζ2, . . . , ζk gezeigt worden.
Wir verwenden die Notation von Satz 1.14 und zeigen zuna¨chst, dass wir (1.107) errreichen
ko¨nnen fu¨r Werte T , welche folgende Bedingung erfu¨llen:
∃ y ≥ κk−T : ΨT−1(y) > 1
k
, (1.108)
wobei die Funktionen Ψ. wie in Korollar 1.7 definiert sind. Wir erinnern an dieser Stelle an
die dort erwa¨hnten Eigenschaften der Funktionen Ψ. und eine einfache Kurvendiskussion zeigt
allgemeiner als dort beno¨tigt, dass jedes Ψu genau ein lokales Extremum (ein Maximum) bei
u
u−1
hat, also auf [1, uu−1 ] steigt und auf [
u
u−1 ,∞) fa¨llt.
Sei also obige Bedingung fu¨r ein y erfu¨llt. Wegen der Eigenschaft limx→∞ ψu(x) = 0 fu¨r jedes u
gibt es mit u = T − 1 dann auch eine Stelle x > y die ΨT−1(x) = 1k und x ≥ T−1T−2 erfu¨llt, sodass
insbesondere ΨT−1 bei x bereits fa¨llt.
Wir erhalten also ΨT−1(x) = 1k ,ΨT−2(x) = CΨT−1(x) = C
1
k >
1
k . Wegen der Stetigkeit der
Ψ. und unserer Wahl von x im Intervall in dem ΨT−1 fa¨llt gibt es ein Intervall C0 ∈ (x, x+ δ)
in dem ΨT−1(C0) < 1k < ΨT−2(C0). Wir ko¨nnen folglich mit C := C0 wegen C0 > x > κk−T
Korollar 1.8 mit d := k − T anwenden und erkennen, dass die gewu¨nschte Ungleichungskette
ωT = ΨT−1(C0) < 1k < ω̂T−2 = ΨT−2(C0) gilt. Das zeigt die Behauptung.
Offenbar ist wegen des oben beschriebenen Monotonieverhaltens der Ψ. Bedingung (1.108) fu¨r
vorgegebenes T a¨quivalent zur Gu¨ltigkeit genau einer der beiden folgenden Bedingungen:
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κk−T ≤ T − 1
T − 2 und ΨT−1
(
T − 1
T − 2
)
>
1
k
(1.109)
κk−T >
T − 1
T − 2 und ΨT−1(κk−T ) >
1
k
. (1.110)
Betrachten wir zuerst die (hinreichende) Bedinung (1.109). Die rechte Ungleichung bedeutet
ausgeschrieben
T−1
T−2 − 1(
T−1
T−2
)T−1 > 1k .
Der Nenner der linken Seite konvergiert aber gegen die Eulersche Zahl e und man u¨berzeugt sich
weiter durch elementares Umformen, dass T ≥ (1 + ǫk)ke mit einer Folge limk→∞ ǫk = 0 eine
hinreichende Bedingung liefert, also T ∼ ke .
Die linke Ungleichung von (1.109) la¨sst sich mithilfe der Polynome Pd aus Satz 1.14 ausdru¨cken.
Weil Pd, deren gro¨ßte Nullstellen nach Definition gerade κd sind, offenbar limz→∞ Pd(z) = +∞
erfu¨llen, ergeben sich na¨mlich als a¨quivalente Bedingungen
Pk−T
(
T − 1
T − 2
)
> 0 ⇐⇒
(
T − 1
T − 2
)k−T
−
(
T − 1
T − 2
)k−T−1
− 1 > 0.
Multiplikation mit (T − 2)k−T−1 und vereinfachen ergibt die erneut a¨quivalente Bedingung(
T − 1
T − 2
)k−T−1
> T − 2 ⇐⇒ k > log(T − 2)
log(T − 1)− log(T − 2) + T + 1.
Aber log(T − 1)− log(T − 2) = ∫ T−1
T−2
1
t dt ≥ 1T−2 , also ist weiter
k > T (log(T − 2) + 1) − 2 log(T − 2) + 1 ∼ T log(T ) hinreichende untere Schranke von k bei
festem T und daraus sieht man leicht, dass umgekehrt bei festem k eine hinreichende Schranke
fu¨r T durch T ≤ klog(k) gegeben ist. Fu¨r hinreichend großes k ist mit dieser Asymptotik nach den
obigen Erkenntnissen aber auch die andere Ungleichung von (1.109) erfu¨llt.
Eine scha¨rfere Schranke ergibt sich im Fall von Bedingung (1.110). Angenommen es wa¨re bei
festem k und fu¨r beliebiges, aber festes 1 ≤ T ≤ k + 1 mit C := κk−T die Ungleichung
C − 1
Ck−1 − Ck−2 >
1
k
(1.111)
erfu¨llt. Es folgt aus der Definition von C = κk−T dass CT−1 = Ck−1 − Ck−2 und mit (1.111)
weiter
ψT−1(C) =
C − 1
CT−1
=
C − 1
Ck−1 − Ck−2 >
1
k
fu¨r dieses T , also die rechte Ungleichung von (1.110). Um die linke Ungleichung von (1.110)
mu¨ssen wir uns aber nicht ku¨mmern, wie folgendes Argument zeigt: weil T−1T−2 globales Maximum
von ΨT−1 auf [1,∞) ist, impliziert die rechte Ungleichung von (1.110) bereits die rechte Unglei-
chung von (1.109), also erfu¨llen wir unter Voraussetzung der rechten Ungleichung von (1.110) in
jedem Fall entweder das System (1.109) oder das System (1.110) wie gewu¨nscht.
Die Ungleichung (1.111) ist aber wegen C > 1 a¨quivalent zu κk−T = C ≤ k 1k−2 . Weil Pk−T ,
dessen gro¨ßte Nullstelle κk−T > 1 ist, auf [1,∞) steigt, ist dies wiederum gleichbedeutend mit
Pk−T
(
k
1
k−2
)
≥ 0, also
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k
k−T
k−2 − k k−T−1k−2 − 1 > 0.
Dies la¨sst sich umformen zu
T ≤ k − 1 + (k − 2)
log
(
k
1
k−2 − 1
)
log(k)
=: R(k).
Um den Beweis abzuschließen mu¨ssen wir noch R(k) ≥ klog(k) fu¨r hinreichend großes k nachweisen.
Es gilt aber fu¨r hinreichend großes k
R(k) >
k
2
[
1 +
log(k
1
k−2 − 1)
log(k)
]
>
k
2
[
1 +
log(k
1
k − 1)
log(k)
]
>
k
log(k)
,
denn die (fu¨r k ≥ 4 einzig nichttriviale) rechte Ungleichung ist gleichwertig mit k · (k 1k − 1) > e2,
aber k
1
k > 1 + Mk fu¨r alle M und alle k ≥ k(M) := eM wegen des monotonen
limk→∞(1 + Mk )
k = eM < k. Also k · (k 1k − 1) > M fu¨r k ≥ k(M) und mit M := e2 + 1 > e2
folgt die Behauptung. 
Bemerkungen: 1) Es gilt zwar limk→∞
R(k)
k = 0, die Folge konvergiert jedoch sehr langsam.
2) Beachte, dass log
(
k
1
k−2 − 1
)
≤ 0 und in Folge R(k) ≤ k − 1 fu¨r k ≥ 4 mit strikten Un-
gleichungen fu¨r k ≥ 5. Matlab berechnet die exakten Werte ⌊R(100)⌋ = 34, ⌊R(1000)⌋ = 281,
⌊R(10000)⌋ = 2411, ⌊R(100000)⌋= 21224. Beachte auch, dass notationstechnisch R(k) dem Wert
i0(k) + 2 aus Korollar 1.7 entspricht.
3) Man kann in obigem Beweis (1.109),(1.110) durch die Beziehung κk−T > 1k ersetzen und den
Beweisteil zu (1.109) ignorieren, siehe auch dem Beweis vorangehende Ausfu¨hrungen.
4) Falls ω̂u−2 > ωu fu¨r ein beliebiges u unter den Voraussetzungen von Korollar 1.8 (mit be-
liebigem festem d) gilt, so kann man den Beweis von Korollar 1.9 adaptieren um (1.107) fu¨r
T = u − 1 zu erhalten. Man muss mit der gro¨ßeren Funktion ωu−1 anstatt ωu argumentieren,
fu¨r die man wegen der geltenden Ungleichungen von Korollar 1.8 wieder ein Intervall findet auf
dem sie gro¨ßer als 1k ist und unter der Zusatzvoraussetzung ω̂u−2 > ωu verla¨uft der Beweis dann
im wesentlichen analog zu jedem von Korollar 1.9 weiter. Im Beweis von Korollar 1.9 wurde
ausgenutzt, dass man die Zusatzvoraussetzung fu¨r die dortigen Indizes aufgrund der Identita¨ten
aus Korollar 1.8 als wahr erkennt.
5) Man kann die Voraussetzungen von Satz 1.12 und Korollar 1.6 bzw 1.8 derart mischen, dass
man den Grenzwert der Quotienten bn+1bn fu¨r jede Restklasse von n im Repra¨sentantensystem{1, 2, . . . , k} mod k unter gewissen Randbedingungen vorschreibt. Dabei kann man eventuell Er-
gebnisse vergleichbar mit jenen zu Bemerkung 3 nach Korollar 1.4 erzielen. Die entstehenden
Randbedingungen sind jedoch sehr artifiziell und wir gehen hier nicht na¨her darauf ein.
Die Sa¨tze dieses Kapitels mit ihren recht konstruktiven Beweisen erlauben eine u¨ber die Kenntnis
der extremalen Werte ψj , ψj hinausgehendes Versta¨ndnis der Funktionen ψj(Q). Fu¨r jene j, fu¨r
die man Gleichungen der ωj , ω̂j in Satz 1.14 erha¨lt, kann man das qualitative Verhalten der
Funktionen ψj(Q) bzw Lj(q) auf Basis der Beweise vollsta¨ndig beschreiben. Das Verhalten der
u¨brigen ist komplizierter. Wir werden im Abschnitt 2.2.5 darauf zuru¨ckkommen.
1.3 Verallgemeinerung auf eine gro¨ßere Klasse von Liou-
villezahlen
Eine Analyse der wesentlichen Argumente der Beweise aus den letzten beiden Abschnitten, insbe-
sondere von Satz 1.12 und Satz 1.13, legt Verallgemeinerungen nahe, die fu¨r sich interessant sind
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ohne eine s-adische Interpretation in einer festen Basis s ≥ 2 zu besitzen, also keine speziellen
(schwachen) Liouvillezahlen gema¨ß unserer Definition sind. Wir beweisen zuna¨chst ausfu¨hrlich ei-
ne Verallgemeinerung von Satz 1.12, analog lassen sich alle weiteren Ergebnisse verallgemeinern.
Weiter lassen sich diese Verallgemeinerungen auch auf Satz 3.1 in Kapitel 3 anwenden.
Satz 1.15. Sei k eine positive ganze Zahl und fu¨r 1 ≤ j ≤ k sei ζj =
∑∞
n=1
1
qn,j
, wobei
q1,k < q1,k−1 . . . < q1,1 < q2,k < q2,k−1 . . . < q2,1 < q3,k < . . . (1.112)
natu¨rliche Zahlen sind und jede Zahl ein Teiler der darauffolgenden ist, das bedeutet
qn,j+1|qn,j , 1 ≤ j ≤ k − 1 und qn,1|qn+1,k (1.113)
fu¨r alle n ≥ 1. Weiters gelte
lim
n→∞
log(qn+1,i−1)− log(qn+1,i)
log(qn+1,k)
= ηi, 2 ≤ i ≤ k, (1.114)
lim
n→∞
log(qn+1,k)− log(qn,1)
log(qn+1,k)
= ηk+1, (1.115)
lim
n→∞
log(qn+1,k)
log(qn,1)
= η1 =∞, (1.116)
wobei η = (η1, η2, . . . , ηk+1) derart gegeben sind, sodass (1.69),(1.70),(1.71) erfu¨llt sind. Dann
sind die simultanen Approximationskonstanten von (ζ1, ζ2, . . . , ζk) gegeben durch
ω1 = η1 =∞ =: ℘1(η)
ω2 = max
{
η2
η2 + η3 + · · ·+ ηk+1 ,
η3
η3 + η4 + · · ·+ ηk+1 , . . . ,
ηk+1
ηk+1
}
=: ℘2(η)
ω3 = max
{
η3
η2 + η3 + · · ·+ ηk+1 ,
η4
η3 + η4 + · · ·+ ηk+1 , . . . ,
ηk+1
ηk + ηk+1
}
=: ℘3(η)
...
...
ωk+1 =
ηk+1
η2 + η3 + · · ·+ ηk+1 =: ℘k+1(η).
Beweis: Wir folgen im wesentlichen dem Beweis von Satz 1.12. Wir zeigen wieder beide Unglei-
chungen ωj ≥ ℘j(η) und ωj ≤ ℘j(η).
ωj ≥ ℘j(η):
Wir zeigen nur ωj ≥ ℘j,1 = ηj mit ℘j,1 dem ersten Ausdruck in ℘j . Fu¨r die u¨brigen Ungleichungen
kann man wieder analog zum Beweis von Satz 1.12 argumentieren. Wir wa¨hlen unsere Folge von
Bestapproximationsvektoren als
(
x(1,n), y
(1,n)
1 , . . . , y
(1,n)
k
)
n≥1
=
qn,1, qn,1∑
j≤n
q−1j,1 , qn,1
∑
j≤n
q−1j,2 , . . . , qn,1
∑
j≤n
q−1j,k

n≥1
.
und danach alle weiteren
(
x(p,n), y
(p,n)
1 , . . . , y
(p,n)
k
)
n≥1
fu¨r 1 ≤ p ≤ k analog zum Beweis von
Satz 1.12 als
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qn,p, qn,p ∑
j≤n−1
q−1j,1 , qn,p
∑
j≤n−1
q−1j,2 , . . . , qn,p
∑
j≤n−1
q−1j,p−1, qn,p
∑
j≤n
q−1j,p , . . . , qn,p
∑
j≤n
q−1j,k

n≥1
.
Definiere schließlich den (k + 1)-ten Approximationsvektor mittels x(k+1,n) = qn−1,1 und
y
(k+1,n)
t = ⌊ζtqn−1,1⌋ fu¨r 1 ≤ t ≤ k, also
(
x(k+1,n), y
(k+1,n)
1 , . . . , y
(k+1,n)
k
)
=
qn−1,1, qn−1,1 ∑
j≤n−1
q−1j,1 , . . . , qn−1,1
∑
j≤n−1
q−1j,k

n≥1
.
Man u¨berzeugt sich mittels (1.113), dass diese Approximationsvektoren alle aus Zk+1 sind. Wei-
ters sieht man wie im Beweis von Satz 1.12, dass wegen (1.113) zusammen mit (1.116),(1.114) fu¨r
jedes 1 ≤ j ≤ k und ǫ > 0 die Approximationen fu¨r 1 ≤ i ≤ j und hinreichend großes n = n(ǫ)
jeweils den geforderten Abscha¨tzungen∣∣∣x(i,n) − ζiy(i,n)∣∣∣ ≤ (x(1,n))−℘j,1+ǫ = (X(n))−℘j,1+ǫ
genu¨gen. Der Nachweis der linearen Unabha¨ngigkeit la¨sst sich ebenso mit unseren Adaptionen
u¨bernehmen. Bezeichnet Bn wieder die Matrixfolge in welcher in der j-ten Zeile der j-te Ap-
proximationsvektor steht, so zieht man wieder mit p = 1 beginnend jeweils das
qn,p
qn,p+1
-fache der
(p+ 1).-ten Zeile von der p-ten Zeile ab, so erha¨lt man eine Matrix von der Gestalt
Cn =

0 1 0 0 . . . 0
0 0 1 0 . . . 0
...
...
...
...
0 0 0 . . . 0 1
qn−1,1 qn−1,1
∑
j≤n−1 q
−1
j−1,1 qn−1,1
∑
j≤n−1 q
−1
j−1,2 . . . . . . qn−1,1
∑
j≤n−1 q
−1
j−1,k

und es gilt | det(Bn)| = | det(Cn)| = qn−1,1 6= 0 fu¨r alle n ≥ 1.
ωj ≤ ℘j(η):
Wir verallgemeinern jeden der drei Schritte aus dem Beweis von Satz 1.12.
1. Schritt: Sei (cn)n≥1 die monoton geordnete gemischte Folge (qk,1, qk−1,1, . . .). Fu¨r einen Ap-
proximationsvektor (x, y1, . . . , yk) sei h der Index, fu¨r den ch ≤ x < ch+1 (das ist die Verallge-
meinerung der 2-adischen Bedingung an r1 aus Satz 1.12) und g die gro¨ßte ganze Zahl mit cg−1|x
(das ist die Verallgemeinerung von rb aus Satz 1.12). Wegen x < ch+1 und folglich ch+1 ∤ x sieht
man unmittelbar g ≤ h + 1. Wenn X → ∞ dann auch h → ∞ und wir behaupten fu¨r h → ∞
gelten die Abscha¨tzungen
max
1≤t≤k
|ζtx− yt| ≥ cg−1
cg
− o
(
cg−1
cg
)
, g > h+ 1− k (1.117)
max
1≤t≤k
|ζtx− yt| ≥ 1
ch+2−k
− o
(
1
ch+2−k
)
, g ≤ h+ 1− k. (1.118)
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Daru¨ber hinaus widerspricht im Falle g ≤ h + 1 − k (d.h. der Voraussetzung in (1.118)) die
Zusatzvoraussetzung x < 12ch+1c
−1
h+1−k der Beziehung
max
1≤t≤k
|ζtx− yt| < 1
2
1
ch+1−k
− o
(
1
ch+1−k
)
(1.119)
fu¨r X →∞ oder gleichbedeutend h→∞.
Beweis: Wir nehmen der Einfachkeit halber zuerst an, dass ch+1 ∈ (qn,1)n≥1 gilt. Wir werden
spa¨ter darauf eingehen, wie diese Einschra¨nkung auf den allgemeinen Fall, dass ch+1 in einer
beliebigen Folge ist, zu verallgemeinern ist. Diese Bedingung bedeutet gerade ch+1 = qn1,1 fu¨r
ein n1 ∈ N und es folgt weiter ch = qn1,2. Wegen (1.113) haben wir cl|x fu¨r alle l ≤ g − 1 und
cl ∤ x fu¨r alle l ≥ g, insbesondere cg ∤ x. Wir machen nochmals auf g ≤ h + 1 aufmerksam. Um
die Behauptungen aus Schritt 1 zu zeigen betrachten wir die 2 zugeho¨rigen Fa¨lle separat:
Fall 1: cg > qn1−1,k. Beachte, dass dies wegen qn1−1,1 = ch+1−k a¨quivalent zu g ≥ h+ 2− k bzw
cg ≥ ch+2−k ist. Wir ko¨nnen x = x1+ x2 schreiben mit 0 < x1 < cg und cg|x2, denn unsere Vor-
aussetzung an g stellt x1 6= 0 sicher. Bezeichne g die Restklasse von g im Repra¨sentantensystem
{1, 2, . . . , k} mod k, was einfach (1, 2, . . .) = (k, k−1, . . . , 1, k, k−1, . . .) bedeutet. Beachte weiter,
dass cg der kleinste Wert cg ist mit g in der Klasse g, oder anders ausgedru¨ckt ζg =
∑
l≥0 c
−1
g+kl,
wovon wir im folgenden implizit Gebrauch machen werden. Wir behaupten
||x1ζg|| ≥ c−1g cg−1 −
∑
l≥1
c−1g+lkcg−1 ≥ c−1g cg−1 − 2ch+1c−1h+2 (1.120)
{x2ζg} = ||x2ζg|| =
∣∣∣∣∣∣
∣∣∣∣∣∣x2
∑
l≥1
c−1g+kl
∣∣∣∣∣∣
∣∣∣∣∣∣ ≤ 2ch+1c−1h+2. (1.121)
Ungleichung (1.120) erha¨lt man mittels 0 < x1cg < 1 and cg−1|x1, was man wegen cg−1|x, cg−1|cg
und cg|x2 per Definition einsieht, zusammen also cg−1|x − x2, aber x − x2 = x1. Kombination
dieser beiden Tatsachen und weil g+ k, g+2k, . . . gerade die Indizes g in der Klasse g sind zeigt,
dass x1ζg von der Form
x1ζg =
x1
cg
+ x1
∑
l≥1
c−1g+lk =
Kcg−1
cg
+ x1
∑
l≥1
c−1g+lk ≥ K
cg−1
cg
+ x1
∑
l≥1
c−1g+lk
mit K ∈ {1, 2, . . . , cgcg−1 − 1} ist (beachte cg−1|cg). Die Behauptung folgt nun aus x1 < cg ≤ ch+1,∑
l≥1
c−1g+lk < c
−1
g+k
(
1 +
1
2
+
1
4
+ · · ·
)
= 2c−1g+k, (1.122)
und c−1g+k ≤ c−1h+2, was wegen der Voraussetzung von Fall 1 zutrifft.
Um (1.121) einzusehen, bemerke zuna¨chst dass fu¨r alle s ≤ g wegen (1.113) cs|x2 gilt, insbeson-
dere fu¨r jene cs mit s in der Klasse g. Also sind alle x2c
−1
s mit s ≤ g ganze Zahlen. Das heißt aber
die Ausdru¨cke von Ordnung nicht gro¨ßer als x2c
−1
g+k von x2ζg =
∑
l≥0 x2c
−1
g+kl , das ist genau
x2
∑
l≥1 c
−1
g+kl, hat den selben Nackommaanteil wie die Gesamtsumme. Wir haben nun einerseits
x2 ≤ x ≤ ch+1, und andererseits cg+k ≥ ch+2 nach Voraussetzung von Fall 1. Zusammen mit
(1.122) ergibt sich (1.121).
Addiert man (1.120) zu (1.121) und bemerkt, dass wegen (1.116) ch+1c
−1
h+2 = o(c
−1
g cg−1) gilt,
sodass man also die Dreiecksungleichung auf die Nachkommaanteile anwenden kann, folgert man
weiter
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||xζg || ≥ c−1g cg−1 − 4ch+1c−1h+2.
Wegen (1.70),(1.69) ist jedoch c−1m cm−1 monton fallend in m und der Fehlerterm 4ch+1c
−1
h+2 ist
offenbar o(chc
−1
h+1) wegen (1.116), und insgesamt
cg−1
cg
− o
(
ch
ch+1
)
≤ ||ζgx|| ≤ max
1≤t≤k
||ζtx||.
und weiter (1.117) denn chch+1 ≤
cg−1
cg
wegen (1.70) und (1.115)-(1.116).
Falls ch+1 in einer anderen Folge (qn,i)n≥1 liegt, dh ch+1 = qn1,i mit i 6= 1, betrachten wir
cg ≥ qn1−1,i und erhalten wieder
||x1ζg|| ≥ c−1g cg−1 −
∑
l≥1
c−1g+lkcg−1 ≥ c−1g cg−1 − 2ch+1c−1g+k
{x2ζg} = ||x2ζg|| =
∣∣∣∣∣∣
∣∣∣∣∣∣x2
∑
l≥1
c−1g+kl
∣∣∣∣∣∣
∣∣∣∣∣∣ ≤ 2ch+1c−1g+k,
wie im Beweis des Spezialfalls (ohne die Abscha¨tzung ch+2 ≤ cg+k von oben). Wegen (1.115)-
(1.116) gilt wiederum ch+1c
−1
g+k = o(c
−1
g ) mit h→∞ (oder a¨quivalent g →∞ weil g ≥ h+2−k)
und die verbleibende Argumrentation is nahezu gleich. Daher gilt (1.117) in jedem Fall.
Fall 2: cg ≤ qn1−1,1. In diesem Fall ist es angenehmer direkt mit den Ausdru¨cken q.,. anstatt
c. zu arbeiten. A¨hnlich wie in Fall 1 sei x = x1 + x2 mit 0 < x1 < qn1,k und qn1,k|x2. Wieder
wegen qn1−1,1|qn1,k und der Definition von g ist x1 6= 0 gewa¨hrleistet. Analog zum Beweis von
(1.120),(1.121) aus Fall 1 folgern wir
||x1ζk|| ≥ 1
qn1,k
− 2qn1,1q−1n1+1,k
0 ≤ x2ζk ≤ 2qn1,1q−1n1+1,k.
Wiederum Dreiecksungleichung und (1.69) ergeben
||xζk|| ≥ 1
qn1,k
− 4 qn1,1
qn1+1,k
=
1
qn1,k
− 4ch+1
ch+2
.
Jedoch gilt wegen (1.115)-(1.116) wieder ch+1ch+2 = o(c
−1
h+2−k) = o(c
−1
n1,k
) und letztlich
1
qn1,1
− o(c−1h+2−k) ≤ ||ζkx|| ≤ max1≤t≤k ||ζtx||.
Aus qn1,k = ch+2−k folgt (1.118) in diesem Fall. Falls ch+1 in einer anderen Folge (qn,i)n≥1, i 6= k
liegt, ko¨nnen wir ganz analoge Abscha¨tzungen auf ζi+1 = ζi+1 anstatt ζk anwenden. Damit ist
unsere Voraussetzung auch hier keine Einschra¨nkung. Folglich stimmt (1.118) in jedem Fall.
Wir mu¨ssen noch (1.119) nachweisen. Vorerst gelte wieder ch+1 ∈ (qn,1)n≥1. Wir schreiben
wieder x = x1 + x2 mit 0 < x1 < qn1−1,1 und qn1−1,1|x2. Beachte, dass wieder x1 6= 0 aus der
Voraussetzung g ≤ h + 1 − k, also cg ≤ ch+1−k = qn1−1,1, und der Definition von g folgt. Sei
x < 12ch+1c
−1
h+1−k =
1
2qn1,1q
−1
n1−1,1. Spalten wir den Nachkommateil von x2ζk, welcher gerade∑
l≤0 x2c
−1
h+1+lk ist weil die anderen Summanden ganze Zahlen sind wegen der Definition von x2,
in der Art {x2ζk} = ||x2ζk|| =
∑
l≥0 x2c
−1
h+1+kl = x2c
−1
h+1 +
∑
l≥1 x2c
−1
h+1+kl auf und verwenden
x2 ≤ x, folgern wir
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||x2ζ1|| ≤ 1
2
c−1h+1−k +
∑
l≥1
ch+1c
−1
h+1−kc
−1
h+1+kl. (1.123)
Die rechte Seite ist offenbar 12c
−1
h+1−k + o(c
−1
h+1−k) wegen (1.116).
Andererseits liefern die Definition von x1 und ch+1−k = qn1−1,1 ∤ x1 wegen g ≤ h + 1 − k nach
Voraussetzung, sowie ein zu Fall 1 sehr a¨hnliches Argument∣∣∣∣∣∣∣∣x1 ( 1q1,1 + 1q2,1 + · · ·+ 1qn1−1,1
)∣∣∣∣∣∣∣∣ ≥ 1qn1−1,1 .
Wegen x1 < qn1−1,1 ist die Summe der fehlenden Terme von ζ1x1, also x1
∑
l≥0
1
qn1+l,1
, nach
oben durch 2
qn1−1,1
qn1,1
beschra¨nkt mit Abscha¨tzungen wie in (1.122). Insgesamt
||x1ζ1|| ≥ 1
qn1−1,1
− 2qn1−1,1
qn1,1
=
1
qn1−1,1
− o
(
1
qn1−1,1
)
= c−1h+1−k − o(c−1h+1−k) (1.124)
mit analoger Argumentation wie in Fall 1. Dreiecksungleichung angewandt auf (1.123),(1.124)
liefert
max
1≤t≤k
||ζtx|| ≥ ||ζ1x|| ≥ 1
2
c−1h+1−k − o
(
c−1h+1−k
)
.
Damit ist also gezeigt, dass x < 12ch+1c
−1
h+1−k der Abscha¨tzung (1.119) widerspricht und die
Voraussetzung ch ∈ (qn,1)n≥1 kann stellt offenbar keine Einschra¨nkung dar.
2. Schritt: Sei ein Parameter X aus der Definition der ωj fest gewa¨hlt, und dazu m mit
cm ≤ X < cm+14 . Dann ko¨nnen fu¨r 1 ≤ j ≤ k+1 eine Menge von j Vektoren (x(i), y
(i)
1 , . . . , y
(i)
k )1≤i≤j
die den Bedingungen (1.83),(1.84) genu¨gen nur dann linear unabha¨ngig sein, wenn cm+2−j (min-
destens) einen der Ausdru¨cke x(i) nicht teilt. Natu¨rlich sind nur Vektoren interessant, welche
(1.84) erfu¨llen, da die Approximation sonst schlecht ist. Siehe auch Lemma 1.1 und beachte, dass
die dortige Voraussetzung Q-linearen Unabha¨ngigkeit in unserem Fall erfu¨llt ist.
Beweis: Sei oBdA cm ∈ (qn,1)n≥1, also cm = qm1,1 fu¨r ein m1 ∈ N und folglich
cm+1 = qm1+1,k. Der Beweis fu¨r cm in einer anderen Folge verla¨uft ganz analog. Angenommen
cm−j+2 wa¨re fu¨r alle 1 ≤ i ≤ j Teiler von x(i). Nach unserer Voraussetzung sind die (j − 1)
Zahlen cm−j+2, cm−j+3, . . . , cm einerseits zu den Folgen qn,1, qn,2, . . . , qn,j−1 geho¨rig. Bemerke
nun andererseits, dass Voraussetzung cu|cu+1 fu¨r alle u ≥ 1 zusammen mit cm−j+2|x(i) fu¨r alle
1 ≤ i ≤ j impliziert, dass fu¨r alle s ≤ m− j + 2 die Zahl cs Teiler von x(i) ist. Weiter folgt aus
diesen beiden Feststellungen, dass fu¨r g /∈ {1, 2, . . . , j − 2}, also g ∈ G := {j − 1, j, . . . , k}, die
Teilsumme x(i)
∑m1
r=1
1
qr,g
von ζgx
(i) eine ganze Zahl ist, weil dies auf jeden einzelnen Summanden
x(i)
qr,g
zutrifft. Weil sich weiters die fehlenden Terme ho¨herer als m1-ter Ordnung in ζgx
(i) fu¨r
g ∈ G \ {k} offensichtlich zu einer Zahl kleiner als 12 aufsummieren bedeutet dies fu¨r alle i ≤ i ≤ j
und g ∈ G \ {k} folglich gerade
∣∣∣∣∣∣ζgx(i)∣∣∣∣∣∣ = ζgx(i) − ⌊ζgx(i)⌋ = ∞∑
r=m1+1
1
qr,g
<
1
2
, (1.125)
und zusammen mit (1.84) folgt weiter
y(i)g =
⌊
ζgx
(i)
⌋
= x(i)
m1∑
r=1
1
qr,g
. (1.126)
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Wegen unserer Voraussetzung X < cm+14 =
qm1+1,k
4 folgen obige Resultate (1.125),(1.126) aber
in gleicher Weise auch fu¨r g = k. Fu¨r alle g ∈ G gilt also sicher (1.126). Daraus sieht man nun
leicht
x(a)
x(b)
=
y
(a)
g
y
(b)
g
, g ∈ G, 1 ≤ a, b ≤ j.
Damit haben in der Systemmatrix, in deren i-ter Zeile der i-te Approximationsvektor(
x(i), y
(i)
1 , . . . , y
(i)
k
)
∈ Zk+1 steht (1 ≤ i ≤ j), die erste zusammen mit den letzten |G| = k− j+2
Spalten zusammen Rang 1. Damit kann der Gesamtrang der Matrix ho¨chstens
1 + [(k + 1)− 1 − (k − j + 2)] = j − 1 < j sein. Demnach sind die j Zeilen linear abha¨ngig, ein
Widerspruch. Es kann demnach cm−j+2 nicht alle x(i) teilen, wie behauptet.
3.Schritt: Wir zeigen, dass fu¨r festes j die Approximationskonstante ωj(X) durch einen der
Ausdru¨cke aus der Definition von ℘j(η) (abha¨ngig von log(X)) nach oben beschra¨nkt ist. Dazu
sei X beliebig vorgegeben und h der durch ch ≤ X < ch+1 festgelegte Index. Man kann oBdA
annehmen, dass X sogar in einem Intervall der Form
[
ch,
ch+1
4
)
liegt, da es asymptotisch keinen
Unterschied macht, ob man fu¨r X = ch+14 und einen beliebigen Approximationsvektor
x := (x, y1, . . . , yk) den Logarithmus von Dx := max1≤t≤k |ζtx−yt|, x ≤ X , zur Basis X = ch+14 ,
was gerade ωj(X) entspricht, oder zur Basis ch+1 betrachtet. Tatsa¨chlich berechnet man
logch+1(Dx) =
log(Dx)
log(ch+1)
, log ch+1
4
(Dx) =
log(Dx)
log(
ch+1
4 )
und lim
h→∞
log(ch+1)
log( ch+14 )
= lim
ch+1→∞
log(ch+1)
log( ch+14 )
= lim
ch+1→∞
ch+1
ch+1 − log(4) = 1
sodass also
lim
h→∞
logch+1(Dx)
log ch+1
4
(Dx)
= 1. (1.127)
Schließlich sind, weil man sich bei x auf Vektoren zu ωj mit j ≥ 2 (fu¨r j = 1 ist nichts zu zei-
gen) beschra¨nken kann alle Ausdru¨cke logch+1(Dx) fu¨r h hinreichend groß durch 2ω2 ≤ 2 (siehe
(1.48)) beschra¨nkt. Zusammen mit (1.127) und da dies fu¨r alle X zutrifft, ergibt die Definition
der Gro¨ßen ωj sofort, dass obige A¨nderung der Basis diese unvera¨ndert la¨sst.
Sei also h = h(X) der durch ch ≤ X < ch+14 bestimmte Index. Nach Schritt 2 muss mindestens
einer der j linear unabha¨ngigen Approximationsvektoren (x, y1, y2, . . . yk) ∈ Zk+1 die Bedingung
ch−j+2 ∤ x erfu¨llen. Betrachte einen solchen Approximationsvektor. Sei g der gro¨ßte Index, fu¨r
den cg−1|x, was cl|x fu¨r l ≤ g− 1 und cl ∤ x fu¨r l ≥ g bedeutet wegen (1.113). Speziell gilt cg ∤ x.
Die Feststellung eben bedeutet gerade g ≥ h+2− j. Sei weiter i der Index, fu¨r welchen ch = qN,i
in der Folge (qn,i)n≥1 ist. Im folgenden werden wir wiederholt die Abscha¨tzungen aus Schritt
1 unter Vernachla¨ssigung der o-Terme in (1.117),(1.118),(1.119) verwenden, da diese offenbar
keinen Effekt auf die folgenden asymptotischen Abscha¨tzungen haben.
Zuerst behandeln wir den Fall cg ≥ qN−1,i (Fall 1 Schritt 1). Beachte zuna¨chst, dass cm−1cm mit
steigendem m monoton fallend ist. Deshalb folgt aus g ≤ h+ 2− j und (1.117)
max
1≤t≤k
|xζt − yt| ≤ ch−j+1
ch−j+2
− o
(
ch−j+1
ch−j+2
)
, h→∞.
Zusammen mit X ≥ ch folgt
− logX max
1≤t≤k
|xζt − yt| ≤ −
log(
ch−j+1
ch−j+2
)
log(ch)
= − log(ch−j+1)− log(ch−j+2)
log(ch)
.
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Man sieht nun leicht mit (1.115)-(1.116), dass wenn man h aus einer festen Klasse h des Repra¨sen-
tantensystems {1, 2, . . . , k} mod k wa¨hlt, der Ausdruck auf der rechten Seite asymptotisch einen
Wert aus der Definition der Ausdru¨cke ℘j(η) oder Null konvergiert wenn h → ∞ bzw X → ∞.
Klarerweise ist auch jeder Ausdruck in ℘j(η) auf diese Weise von einer Klasse h induziert. Nach
der Definition der Gro¨ßen ωj ist dieser Fall damit erledigt.
Im verbleibenden Fall cg < qN−1,i (Fall 2 Schritt 1) folgt aus (1.118) und weil ch+1 in (1.118)
dem Wert qN,i entspricht, dass max1≤t≤k |xζt − yt| im wesentlichen nach unten durch 1qN−1,i+1
beschra¨nkt ist (wenn man die Terme geringer Ordnung vernachla¨ssigt und i im Repra¨sentanten-
system {1, 2, . . . , k} mod k zu verstehen). Wir unterscheiden nun 3 Fa¨lle.
Falls i /∈ {k−1, k}, ist die Approximation relativ zur Basis X schlecht, denn in diesem Fall haben
wir einerseits limN→∞
qN−1,i+1
qN,i
= 0 wegen (1.116), und andererseits wieder mit X ≥ ch = qN,i
− logX max
1≤t≤k
|xζt − yt| ≤ − logch max1≤t≤k |xζt − yt| ≤
qN−1,i+1
log(ch)
=
log(qN−1,i+1)
log(qN,i)
was also gegen 0 strebt fu¨r X →∞, also wieder keine Verbesserung liefert.
Im Fall i = k, oder a¨quivalent qN,k ≤ X < qN+1,1, liefern cg < qN−1,i = qN−1,k zusammen mit
(1.118) max1≤t≤k |xζt − yt| ≤ 1qN,1 und wegen X ≥ qN,k
− logX max
1≤t≤k
|xζt − yt| ≤ − logqN,k max1≤t≤k |xζt − yt| ≤
log(qN,1)
log(qN,k)
und wegen (1.116) gilt fu¨r h→∞ die Asymptotik
log(qN,1)
log(qN,k)
∼
log(qN,1)− log(qN−1,k)
log(qN,k)
+ o
(
log(qN,1)
log(qN,k)
)
.
Die rechte Seite konvergiert aber gegen ηk+1 = ℘k+1(η) fu¨r N →∞ wegen (1.115). Daraus schlie-
ßen wir in diesem Fall weiter ωj ≤ ℘k+1(η) fu¨r 1 ≤ j ≤ k+ 1 und weil auch ℘k+1(η) ≤ ℘j(η) fu¨r
1 ≤ j ≤ k + 1 gilt insgesamt ωj(η) ≤ ℘j(η) wie gefordert.
Wir unterteilen den u¨brig gebliebenen Fall i = k − 1, also qN,k−1 ≤ X < qN,k, in 2 Fa¨lle. Falls
x < 12
qN,k
qN−1,k
, ergibt (1.119) dass max1≤t≤k |xζt − yt| im wesentlichen durch 12 1qN−1,k nach unten
beschra¨nkt ist. Man folgert daraus die Asymptotik
− logX max
1≤t≤k
|xζt − yt| ≤
log(12qN−1,k)
log(qN,k−1)
≤ log(qN−1,k)− log(2)
log(qN,1)
,
was fu¨r X →∞ gegen 0 konvergiert wegen (1.116).
Andernfalls x ≥ 12
qN,k
qN−1,k
, woraus wegen (1.116) limN→∞
log(x)
log(qN,k)
= 1 folgt. Es gilt also fu¨r
beliebiges ǫ > 0 und N hinreichend groß log(x) > (1 + ǫ) log(qN,k). Beachte X ≥ x und dass
X →∞ a¨quivalent zu N →∞ ist. Kombination dieser Tatsachen und weil wieder wegen (1.118)
max1≤t≤k |xζt − yt| im wesentlichen durch 1qN,1 nach unten beschra¨nkt ist liefern
− logX max
1≤t≤k
|xζt − yt| ≤ log(qN,1 + o(log(qN,1)))
log(qN,k(1 + ǫ))
.
was wieder fu¨r ǫ → 0, N → ∞ gegen ηk+1 = ℘k+1(η) konvergiert wie im Fall i = k. Das zeigt
Schritt 3.

Bemerkungen: 1) Man kann die Bedingungen des Satzes abschwa¨chen durch eine der folgenden
Bedingungen
VERALLGEMEINERUNG AUF EINE GRO¨SSERE KLASSE VON LIOUVILLEZAHLEN 72
∀ǫ > 0 ∃ r0(ǫ) : kgV(c1, c2, . . . , cr) ≤ c1+ǫr ∀r ≥ r0 ∈ N
bzw ∃ C > 0 : kgV(c1, c2, . . . , cr) ≤ Ccr ∀r ∈ N.
wobei (cn)n≥1 wie im Beweis von Satz 1.15 die monoton geordnete gemischte Folge, die aus
allen qi,n entsteht, darstellt. Die Folge (dn)n≥1 mit dn := kgV(c1, c2, . . . , cn) stellt in diesem Fall
die Folge der x-Koordinaten von guten Approximationsvektoren dar die im Spezialfall dn = cn
aus Satz 1.15 einfach (cn)n≥1 entsprochen hat. Bei der Ru¨ckrichtung ωj ≤ ℘j(η) kann man
die Argumentation von Schritt 1 bis 3 wo¨rtlich u¨bernehmen und bemerken, dass es asymtotisch
keinen Unterschied macht, ob man Logarithmen zur Basis ci oder di betrachtet. Vergleiche dazu
den Beweis von Schritt 3, wo ein ganz a¨hnliches Argument am Anfang verwendet wurde.
2) Die teilweise einfacheren Beweisschritte zeigen, dass die Teilbarkeitsbedingung die natu¨rlichere
Forderung ist, um die Resultate von Satz 1.12 zu erhalten.
3) Wa¨hlt man die natu¨rlicher wirkende Notation
q1,1 < q1,2 . . . < q1,k < q2,1 < . . . < q2,k < q3,1
so muss man bei entsprechender Definition der ηi via
lim
n→∞
log(qn+1,1)
log(qn,k)
= ηk+1 = ∞
lim
n→∞
log(qn,i+1)− log(qn,i)
log(qn,k)
= ηi, 1 ≤ i ≤ k
jeweils in den Formeln fu¨r ωj die Ersetzung ηi ↔ ηk+2−i fu¨r i ≤ i ≤ k+ 1 vorgenommen werden
und es wu¨rden die Ungleichungszeichen von (1.70) in die umgekehrte Richtung zeigen.
Ganz analog kann man andere Sa¨tze aus fru¨heren Abschnitten verallgemeinern, es seien noch ein
paar Beispiele ohne Beweise angegeben.
Satz 1.16. Es seien (qn,1)n≥1, (qn,2)n≥1, . . . , (qn,k)n≥1 eine Menge von k Folgen natu¨rlicher
Zahlen, die (1.112),(1.113) genu¨gen und wieder
ζj =
∞∑
n=1
1
qn,j
, 1 ≤ j ≤ k.
Die Folge der Logarithmen der geordneten gemischten Folge sei mit (bn)n≥1 bezeichnet, also
(bn)n≥1 = (log(qk,1), log(qk−1,1), . . .) und es gelte
lim inf
n→∞
bn+1
bn
> 2.
Dann sind die ersten (k − 1) Approximationskonstanten von (ζ1, ζ2, . . . , ζk) gegeben durch
ω = lim sup
n→∞
bn+1 − bn
bn
, ω̂ = lim inf
n→∞
bn − bn−1
bn
ω2 = lim sup
n→∞
bn − bn−1
bn
, ω̂2 = lim inf
n→∞
bn−1 − bn−2
bn
ω3 = lim sup
n→∞
bn−1 − bn−2
bn
, ω̂3 = lim inf
n→∞
bn−2 − bn−3
bn
...
...
...
...
...
...
ωk−1 = lim sup
n→∞
bn−k+3 − bn−k+2
bn
, ω̂k−1 = lim inf
n→∞
bn−k+2 − bn−k+1
bn
.
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Weiter gelten fu¨r die letzten beiden Approximationskonstanten die Ungleichungen
ωk ≥ lim sup
n→∞
bn−k+2 − bn−k+1
bn
, ω̂k ≥ lim inf
n→∞
bn−k+1 − bn−k
bn
ωk+1 ≥ lim sup
n→∞
bn−k+1 − bn−k
bn
, ω̂k+1 ≥ lim inf
n→∞
bn−k − bn−k−1
bn
.
Beweis: Vergleiche Beweis Satz 1.13. 
Korollar 1.10. Gelte unter den Voraussetzungen des letzten Satzes
lim
n→∞
bn+1
bn
= C > 2.
Dann sind die ersten (k − 1) Approximationskonstanten gegeben durch
ω = C − 1
ω2 =
C−1
C = ω̂
ω3 =
C−1
C2 = ω̂2
...
...
...
ωk−1 = C−1Ck−2 = ω̂k−2
C−1
Ck−1
= ω̂k−1.
Weiter erfu¨llen die letzten beiden Approximationskonstanten die Beziehungen
ωk ≥ C − 1
Ck−1
ωk+1 ≥ ω̂k ≥ C − 1
Ck
ω̂k+1 ≥ C − 1
Ck+1
Beweis: Analog zum Beweis von Korollar 1.6. 
Eine Veranschaulichung von Korollar 1.10 im Fall k = 2, C = 2.3 ist in Abbildung 1.2 zu sehen.
Wir wollen hier schon auf die A¨hnlichkeit zu den spa¨ter folgenden Abbildungen 2.2,2.4, welche
je einen Spezialfall aus Satz 1.14 darstellen werden, hinweisen.
Dabei sind ζ1, ζ2 nach dem Schema
ζ1 =
1
q(1)
+
1
q(3)
+
1
q(5)
+
1
q(7)
ζ2 =
1
q(2)
+
1
q(4)
+
1
q(6)
+
1
q(8)
konstruiert, wobei q(1) = 2 und q(j + 1) = q(j)
⌈
q(j)1.3
⌉
fu¨r 1 ≤ j ≤ 7, was man sich ad infini-
tum fortgesetzt denken muss. Es sind nach dieser Konstruktion offensichtlich die Bedingungen
(1.112),(1.113) mit qn,1 = q(2n− 1), qn,2 = q(2n) erfu¨llt sowie C = 2.3 in Kontext von
Korollar 1.10.
VERALLGEMEINERUNG AUF EINE GRO¨SSERE KLASSE VON LIOUVILLEZAHLEN 74
0 5 10 15 20 25
−6
−5
−4
−3
−2
−1
0
1
2
3
4
Abbildung 1.2: allgemeinere Liouvillezahlen
Kapitel 2
Das dynamische Verhalten der
sukzessiven Minima
2.1 ψj(Q) als Funktionen
Bisher haben wir uns beim Studium der Funktionen ψj(Q) auf Aussagen u¨ber die Werte ψj , ψj
beschra¨nkt. Dies ist ausreichend, um das asymptotische Verhalten von ψj(Q) zu beschreiben. Nun
wollen wir auf das lokale Verhalten der ψj(Q) im Spezialfall von Vektoren, deren Komponenten
vom Liouvilletyp sind, na¨her eingehen. Wir betrachten die aus ψj mittels
Lj(q) = qψj(e
q), mit q := log(Q)
gewonnenen Funktionen Lj(q). Grundlage der Analyse ist die Darstellung
Li(q) = min
{
Lxi(q) : ∃(x1, . . . ,xi) : dim (span{x1, . . . ,xi}) = i, Lxi(q) = max
1≤j≤i
Lxj(q)
}
wobei x = (x, y1, . . . yk) ∈ Zk+1 und
Lx(q) = max
{
log |x| − q, max
1≤j≤k
log (|ζjx− yj|) + q
k
}
(2.1)
auf welcher auch das Matlab-Programm, das die Li zeichnet, basiert. In Worten besagt die For-
mel, dass man an allen x-Stellen die Funktion Lx(q) auswertet, der Gro¨ße nach ordnet und
den kleinsten Wert Lxi(q) nimmt, zu dem es (i − 1) kleinere (genauer: nicht gro¨ßere) Werte
Lxj (q), 1 ≤ j ≤ i− 1 gibt, sodass die Vektoren xj ∈ Zk+1, 1 ≤ j ≤ i, linear unabha¨ngig sind. Die
Funktion Li kann stu¨ckweise mit Lxi identifiziert werden.
Da Li stu¨ckweise linear mit Anstiegen −1 oder 1k ist, muss man nur die Knickstellen der Funktio-
nen Li(q) kennen. Dazu muss man die Vektoren (x, y1, . . . , yk) kennen, bei denen eine A¨nderung
der Monotonie von mindestens einem Li eintritt. Beachte, dass eine A¨nderung der Monotonie von
Lj von steigend auf fallend wegen der Forderung der linearen Unabha¨ngigkeit nicht zwangsla¨ufig
eine solche fu¨r alle Lj mit gro¨ßeren Indizes j > i impliziert. In speziell konstruierten Fa¨llen
kann man nun hoffen, die x-Werte bei denen eine Monotoniea¨nderung auftritt, einfach ablesen
zu ko¨nnen. Die Werte yj ergeben sich dann einfach als ⌊ζjx⌋ (allgemein ko¨nnte es auch ⌈ζjx⌉
sein, wir werden aber nur Vektoren ζ1, ζ2, . . . , ζk betrachten, in denen stets abgerundet wird).
Dadurch ko¨nnen lokale Maxima und Minima einfach berechnet werden.
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2.1.1 Ein konkretes Beispiel
Zuerst wollen wir zu Beipiel 1 aus Abschnitt 1.2.1 zuru¨ckkehren, betrachten also ζ1, ζ2 aus
(1.64),(1.65). Wir werden der Einfachkeit halber nur anhand dieses Beispiels exakt ausfu¨hren,
wie man das Verhalten der Funktionen ψj bestimmen kann. Alle folgenden Abscha¨tzungen lassen
sich jedoch leicht auf allgemeinere Fa¨lle, a¨hnlich denen vorangehender Abschnitte, u¨bertragen.
Fu¨r unser Vorgehen in diesem Abschnitt ist konkret lediglich die Forderung, dass in der gemisch-
ten Folge (bn)n≥1, die sich aus den ζi in Basis 2 (oder einer anderen) ergibt, alle bn nahe an
Fakulta¨ten liegen und es damit große Lu¨cken von Nullen der Form [n!(1+ ǫ), (n+1)!(1− ǫ)] gibt,
notwendig um im wesentlichen analoge Ergebnisse zu erhalten. Darauf gehen wir spa¨ter etwas
genauer ein, siehe (2.12).
Wir untersuchen zuerst L1(q) zu Beispiel 1. In Basis 2 ist in der gemischten Folge (bn)n≥1 immer
ein großer Abstand zwischen einem bn = (2m + 1)! + 1 und bn+1 = (2m + 2)! sowie zwischen
bn = (2m)! und bn+1 = (2m + 1)!. Es bilden also x-Koordinaten von Approximationsvektoren
von der Gestalt
x = 2(2m+1)!+1 oder x = 2(2m)! zusammen mit yi = ⌊xζi⌋, i = 1, 2, gute Approximationen. Solche
x-Werte scheinen also Kandidaten fu¨r das Generieren von lokalen Extrema der Funktion L1 zu
sein. Tatsa¨chlich zeigen wir, dass auch wenn nicht jedes neue Paar von Maxima und Minima von
solchen x-Werten hervorgerufen werden muss, das Verhalten der Funktionen L1 qualitativ fast
darauf hinausla¨uft. Wir geben im folgenden eine Abscha¨tzung fu¨r die lokalen Extrema von L1(q)
an.
Dazu untersuchen wir nun genauer, wie gut die Approximation mit x-Werten der Form
x = 2(2m+1)!+1 oder x = 2(2m)! ist. Nach obiger Feststellung zur gemischten Folge (bn)n≥1 gilt
fu¨r diese x: die Anzahl der Nachkommanullen im Dualsystem bis zur ersten Eins in jedem der
beiden Ausdru¨cke xζi, i = 1, 2, ist (2m + 2)! − ((2m + 1)! + 1) bzw (2m + 1)! − (2m)!. Anders
ausgedru¨ckt
2(2m+1)!+1−(2m+2)! ≤ min
i=1,2
⌊
2(2m+1)!+1ζi
⌋
≤ 2 · 2(2m+1)!+1−(2m+2)!, x = 2(2m)! (2.2)
2(2m)!−(2m+1)! ≤ min
i=1,2
⌊
2(2m)!ζi
⌋
≤ 2 · 2(2m)!−(2m+1)!, x = 2(2m+1)!+1.
Dabei sind fu¨r uns die rechten Ungleichungen die relevanten. Die Behauptung ist nun, dass alle
lokalen Extrema von L1 durch x-Werte entstehen, die sich der Gro¨ße nach wenig von diesen
speziellen x-Werten unterscheiden. Sei zuerst x = 2(2m)! fu¨r ein m ∈ N. Wir behaupten nun
konkret:
Das kleinste x0, das eine Verbesserung zu (2.2) erzielt, erfu¨llt
2(2m+1)!−(2m)!−1 ≤ x0 ≤ 2(2m+1)!+1. (2.3)
Die rechte Ungleichung gilt, weil fu¨r die Wahl x0 = 2
(2m+1)!+1 tatsa¨chlich die Verbesserung des
Wertes mini=1,2
⌊
2(2m+1)!+1ζi
⌋
von 2(2m)!−(2m+1)! auf 2(2m+1)!+1−(2m+2)! erreicht wird. Fu¨r die
linke sei x0 in Basis 2 dargestellt als x0 =
∑u
i=1 2
ai , wobei a1 < a2 . . . < au. Die Behauptung
(2.3) ist dann a¨quivalent zu au ≥ (2m + 1)! − (2m)! − 1. Angenommen dies wa¨re falsch. Dann
gilt also au ≤ (2m+ 1)!− (2m)!− 2. Wir unterteilen die ai in die disjunkten Mengen
A := {ai : ai < (2m)!}, B := {ai : ai ≥ (2m)!}. Dann gibt es einen Index i0, sodass
ai ∈ A⇐⇒ i ≤ i0. Es gilt nun x0ζi = S1(i) + S2(i) wobei
S1(i) :=
∑
j≤i0
2ajζi, i = 1, 2
S2(i) :=
∑
j>i0
2ajζi, i = 1, 2.
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Wir scha¨tzen die Absta¨nde der beiden Summen S1, S2, zur na¨chsten ganzen Zahl einzeln ab,
wobei wir die Abha¨ngigkeit von i in der Notation unterdru¨cken, denn die Rechnung ist fu¨r
i = 1, 2 faktisch die selbe. Dabei werden wir wie beim Beweis von Satz 1.12 hinreichend kleine
Terme negativer Zweierpotenzen vernachla¨ssigen, die auf die folgenden Abscha¨tzungen keine
quantitativen Auswirkungen haben. Wir zeigen nun folgende Behauptung A: die Summen S1, S2
erfu¨llen genau eine der beiden folgenden Bedingungen:
||S1|| ≥ 2−(2m)! ∧ 0 ≤ S2 ≤ 2−(2m)!−1 (2.4)
oder S1 = 0 ∧ 2−(2m+1)!+(2m)! ≤ ||S2||. (2.5)
Die Mengen A,B ko¨nnen nicht beide leer sein. Ist A = ∅, so wird bei S1 offenbar der Wert 0
angenommen. Dann ist aber B 6= ∅ und damit S2 nicht die leere Summe. Jeder Summand von S2
ist nach Definition von B bzw S2 (und weil in ζ1 der Term 2
−(2m+1)! auftritt) ≥ 2−(2m+1)!+(2m)!.
Damit ist die Summe, also S2, ebenfalls durch diesen Wert nach unten beschra¨nkt. Andererseits
ist nach Voraussetzung an au die Beziehung S2 ≤ 2 · 2−(2m+1)!+(2m)!+2 < 12 erfu¨llt. Damit ist 0
die na¨heste ganze Zahl an S2 und zusammen mit dem bereits gezeigten folgt also (2.5).
Im Falle A 6= ∅ beobachten wir, dass fu¨r jeden einzelnen Term der nichtleeren Summe S1
die Ungleichung 2ajζi ≥ 2−(2m)! gilt. Indem man alle Summanden auf gemeinsamen Nenner
2−(2m)!+a1 ≥ 2−(2m)! bringt und erkennt, dass der Za¨hler ungerade ist, weil a1 echt kleiner als al-
le anderen ai ist, wa¨hrend im Nenner ho¨chstens 2
(2m)! steht, ergibt sich die linke Ungleichung aus
(2.4). (Dieses Argument beruht auf der 2-adischen Bewertung und ist in a¨hnlicher Form schon in
anderen Beweisen aufgetreten). Nach der getroffenen Voraussetzung au ≤ (2m+1)!−(2m)!−2 ist
jeder Summand von S2 nach oben durch 2
−(2m)!−2 unter Vernachla¨ssigung von Termen niedriger
Ordnung als 2−(2m+1)! in ζi, i = 1, 2, abzuscha¨tzen. Mittels geometrischer Reihe la¨sst sich also
S2 durch das doppelte dieses Wertes nach oben abscha¨tzen, was schließlich exakt die rechte Seite
von (2.4) liefert. Damit ist Behauptung A gezeigt.
Aus der Korrektheit der Behauptung A folgern wir nun weiter: Ist Bedingung (2.4) erfu¨llt, so gilt
mini=1,2 ||x0ζi|| = ||S1 + S2|| ≥ 2−(2m)! − 2−(2m)!−1 = 2−(2m)!−1. Wegen
(2m)! + 1 < (2m+ 1)!− (2m)! haben wir wie gefordert keine Verbesserung zu x = 2(2m)! erzielt.
Andererseits fu¨hrt der Fall (42) ebenfalls bestenfalls zur gleichen Approximationsgu¨te, die von x
induziert wird. Damit ist (2.3) bewiesen.
Indem man analog im Falle x = 2(2m+1)!+1 verfa¨hrt, erha¨lt man das entsprechende Ergebnis,
dass
2(2m+2)!−(2m+1)!−2 ≤ x0 ≤ 2(2m+2)! (2.6)
gelten muss, um eine bessere simultane Approximation als die von x zu erhalten.
Nun wollen wir die Gu¨te der Approximationen von allen Vektoren x0 abscha¨tzen, die wiederum
(2.3) respektive (2.6) fu¨r ein festes aber beliebiges m erfu¨llen und eine Verbesserung zu der
von x = 2(2m)! respektive x = 2(2m+1)!+1 darstellen. Sei zuerst x = 2(2m)!. Wir behaupten: Im
Fall x = 2(2m)! sind die Approximation aller x0, die unter Bedingung (2.3) eine Verbesserung
hervorrufen, von der Gu¨te
2−(2m+2)!+(2m+1)!−(2m)! ≤ min
i=1,2
||ζix0|| ≤ 2−(2m+2)!+(2m+1)!+2 (2.7)
oder 2−(2m+1)!−1 ≤ min
i=1,2
||ζix0|| ≤ 2−(2m+1)!+(2m)!. (2.8)
Dies beweisen wir nun. Die linke Ungleichung von (2.8) gilt nach Voraussetzung, da es sich um
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eine Verbesserung handeln soll. Die linke Ungleichung von (2.7) gilt wegen x0 ≥ 2(2m+1)!−(2m)!.
Fu¨r die wesentlicheren rechten Ungleichungen spalten wir ζ1, ζ2 auf in
ζi = Z1,i + Z2,i :=
∑
aj≤(2m+1)!+1
2−aj +
∑
aj>(2m+1)!+1
2−aj , i = 1, 2
wobei aj die Einsen in der Nachkommaentwicklung zur Basis 2 von ζi sind. Man erkennt mit der
2-adischen Bewertung, dass ||Z1,ix0|| = 0 oder ||Z1,ix0|| ≥ 2−(2m+1)! ist. Andererseits ist wegen
x0 ≤ 2(2m+1)!+1 durch die geometrische Reihe die Abscha¨tzung Z2,ix0 ≤ 2−2·[(2m+2)!−(2m+1)!−1]
mo¨glich. Also mit der Dreiecksungleichung
||ζix0|| = ||Z1,ix0 + Z2,ix0|| ≤ 2−2·[(2m+2)!−(2m+1)!−1],
respektive ||ζix0|| = ||Z1,ix0 + Z2,ix0|| ≥ 2−(2m+1)!−1
im Fall Z1,ix0 = 0, respektive Z1,ix0 ≥ 2−(2m+1)! ist. Damit ist die Behauptung bewiesen.
Die Ungleichungen (2.7) sagen aus, dass eine Verbesserung der aus x gewonnnen alten Ap-
proximation 2−(2m+1)!+(2m)! sehr gut ist, hingegen tritt im Fall von (2.8) eine sehr schwache
Verbesserung auf. Die Wahl x0 = 2
(2m+1)! liefert jedoch eine gute Approximation gema¨ß (2.7),
es wird genau der Wert mini=1,2 ||ζix0|| = 2−(2m+2)!+(2m+1)! angenommen. Es gibt also ein
x1 im Intervall
[
2(2m+1)!−(2m)!−1, 2(2m+1)!
]
, bei dem eine Verbesserung der Approximation von
mini=1,2 ||ζix1|| ∈
[
2−(2m+1)!−1, 2−(2m+1)!+(2m)!
]
auf einen Wert
mini=1,2 ||ζix1|| ∈
[
2−(2m+2)!+(2m+1)!−(2m)!, 2−(2m+2)!+(2m+1)!+2
]
auftritt.
Indem man im wesentlichen analog verfa¨hrt, sieht man im Fall x = 2(2m+1)!+1, dass es ein x2 im
Intervall aus (2.6) gibt, bei dem eine Verbesserung des Wertes mini=1,2 ||ζix1|| von einem Wert
in
[
2−(2m+2)!−C, 2−(2m+2)!+(2m+1)!+C
]
auf einen Wert in[
2−(2m+3)!+(2m+2)!−(2m+1)!−C, 2−(2m+3)!+(2m+2)!+1+C
]
mit einem kleinen C- C = 3 ist sicher
hinreichend- auftritt.
Wir wollen nun mithilfe dieser Charakterisierungen die Funktion L1(q) na¨herungsweise beschrei-
ben. Aufgrund von (2.3),(2.6) treten fu¨r alle ǫ > 0 Monotoniea¨nderungen von L1 von steigend
auf fallend fu¨r h ≥ h0(ǫ) nur in Bereichen der Form x0 ∈ Ah := [h!(1 − ǫ), h!(1 + ǫ)] auf und wie
oben gesehen existiert in jedem Intervall Ah ein Wert x1(h) oder x2(h), der die neue optimale
Bestapproximation zumindest bis zum Intervallanfang vom folgenden Ah+1 festlegt und diese ist
von der Gu¨te mini=1,2 ||x1/2(h)ζi|| ∈
[
2−(h+1)!(1+ǫ), 2−(h+1)!(1−ǫ)
]
. (Man erkennt, dass dies eine
starke Abschwa¨chung obiger Ergebnisse ist, was problemlos die Adaption auf die allgemeineren
Fa¨lle (2.11),(2.12) zula¨sst.) Dabei soll x1/2(h) andeuten, dass es sich entweder x1(h) oder x2(h)
handelt, je nachdem ob h gerade oder ungerade ist.
Nun ko¨nnen wir dieses Wissen auf (2.1) anwenden, um die durch x1/2(h) hervorgerufenen Knick-
punkte (qh, L1(qh)) von L1 na¨herungsweise zu berechnen. Sei h hinreichend groß fest gewa¨hlt.
Sei x1/2(h) ∈ Z3 der zu x1/2(h) geho¨rige Approximatonsvektor. Das Minimum qh der Funktion
Lx1/2(h) berechnet sich durch Gleichsetzen der beiden Ausdru¨cke im Maximum von (2.1), was
zuna¨chst auf
2
3
log(2)[h!(1− ǫ) + (h+ 1)!(1− ǫ)] ≤ q
h
≤ 2
3
log(2)[h!(1 + ǫ) + (h+ 1)!(1 + ǫ)]
fu¨hrt und mit ǫ0 = 2ǫ
2
3
log(2)(h+ 1)!(1− ǫ0) ≤ qh ≤
2
3
log(2)(h+ 1)!(1 + ǫ0).
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Anders ausgedru¨ckt haben wir die Asymptotik
q
h
∼
2
3
log(2)(h+ 1)!. (2.9)
Der zugeho¨rige Funktionswert L1(qh) = log(|x1/2(h)|)− qh genu¨gt den Beziehungen
log(2)h!(1− ǫ)− 2
3
log(2)(h+ 1)!(1 + ǫ0) ≤ L1(qh) ≤ log(2)h!(1 + ǫ)−
2
3
log(2)(h+ 1)!(1− ǫ0).
Man sieht fu¨r h → ∞ das asymptotische Verhalten L1(qh) ∼ − 23 log(2)(h + 1)! ∼ −qh, das
ψ
1
= −1 besta¨tigt.
Die lokalen Maxima von L1 ergeben sich durch schneiden des steigenden Teils eines Lx1/2(h) mit
dem fallenden Anteil von Lx1/2(h+1). Mit x1/2(h+ 1) ∼ log(2)(h+ 1)! und
mini=1,2 ||x1,2(h)ζi|| ∼ log(2)(h+ 1)! ergibt sich qh na¨herungsweise als Lo¨sung von
log(2)(h+ 1)!− qh =
qh
2
− log(2)(h+ 1)!
und damit
qh ∼
2
3
2(h+ 1)! log(2) =
4
3
log(2)(h+ 1)!. (2.10)
Der zugeho¨rige Funktionswert berechnet sich zu mit x1,2(h+ 1) ∼ log(2)(h+ 1)! zu
L1(qh) ∼ −qh + (h+ 1)! log(2) = −
1
3
log(2)(h+ 1)!.
Man besta¨tigt an diesen lokalen Maxima L1(qh)qh
∼ − 14 . Tatsa¨chlich gilt ψ1 = − 14 , was man mit-
hilfe von (1.40) aus ω̂ = 1 folgert, was wir in unserem Beispiel nachgewiesen haben. Wir haben
also die Stellen mit den extremen Werten von ψ1 asymptotisch bestimmt.
Zusammenfassend haben wir also die folgende Beschreibung von L1(q) gefunden: L1(q) ist bis
auf ku¨rzere Ausnahmebereiche in der Na¨he von Punkten der Form q = 23 log(2)h! bzw
q = 43 log(2)h!, die im Vergleich zu den Intervallla¨ngen gegen 0 konvergieren, auf Intervallen der
Form
[
2
3 log(2)h!,
4
3 log(2)h!
]
monoton steigend mit Steigung 12 und auf den verbleibenden Inter-
vallen
[
4
3 log(2)h!,
2
3 log(2)(h+ 1)!
]
monoton fallend mit Steigung −1. Abbildung 2.1 illustriert
schematisch dieses Verhalten von L1(q). Beachte, dass Abbildung 2.1 kein Programmplot ist.
Bevor wir zu den ho¨heren ψj kommen noch ein paar Verallgemeinerungen der Resultate zu
ψ1. Beachte, dass wir von der genauen Struktur von ζ1, ζ2 keinen Gebrauch gemacht haben.
Es ist lediglich eingegangen, dass beide in der Nachkommaentwicklung an Stellen eine 1 stehen
haben, die asymptotisch gegen die Fakulta¨ten konvergieren. Weiter ist die Basis s = 2 willku¨rlich
gewa¨hlt, man muss nur log(2) durchgegend durch log(s) ersetzen im allgemeinen Fall. Man
kann also die asymptotischen Formeln (2.9),(2.10) mit dieser Korrektur fu¨r die wesentlichen
Umschaltpunkte und die Monotonieintervalle allgemein fu¨r ζ1, ζ2 von der Form
ζi =
∞∑
j=1
s−a
i
j , lim
j→∞
aij
j!
= 1, i = 1, 2 (2.11)
verwenden. Allgemeiner ist sogar die Bedingung, dass die gemischte Folge (bn)n≥1 nahe an Fa-
kulta¨ten liegt, hinreichend. Genauer reicht die Bedingung
∀ǫ > 0 ∃K0 : ∀K ≥ K0, {(bn)n≥1} ∩ [K!(1 + ǫ), (K + 1)!(1− ǫ)] = ∅. (2.12)
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L1
ψ
1
= −1
ψ1 = ψ2 = − 14
qh qh+1
qh+1
Abbildung 2.1: Skizze zu Beispiel 1 aus Abschnitt 1.2.1
Die Herleitung zeigt auch, dass man dies noch leicht auf den Fall von mehr als k = 2 Variablen
erweitern kann. Indem man in (2.1) die Variable k als beliebig ansetzt, bekommt man mit analo-
ger Argumentation wie oben allgemein fu¨r ζ1, . . . ζk, die Bedingung (2.11) oder (2.12) genu¨gen,
Intervalle, in denen L1 im wesentlichen steigend mit Steigung
1
k respektive fallend mit Steigung
−1 ist, von der Form
[
k
k+1 log(s)h!,
2k
k+1 log(s)h!
]
respektive
[
2k
k+1 log(s)h!,
k
k+1 log(s)(h+ 1)!
]
.
Nun wollen wir noch Aussagen u¨ber ψ2, ψ3 ableiten. Zuerst halten wir fest, dass wegen
ψ
2
≤ ψ1 = − 14 und (1.34), was in unserer Situation k = j = 2 genau ψ2 ≥ − 14 liefert, die Be-
ziehung ψ
2
= − 14 folgt. Das bedeutet, dass die Graphen von ψ1 und ψ2 sich unendlich oft in der
Na¨he von Stellen der Form q = 43 log(2)h! treffen, denn wie gezeigt kommt nur dort ψ1 nahe an
den Wert − 14 heran. Wegen der Jarnik Identita¨t in der Form ψ1+ψ3+2ψ1ψ3 = 0, siehe Theorem
1.5 in [14], folgt aus ψ1 = − 14 weiter ψ3 = 12 . Es gilt also limQ→∞ ψ3(Q) = 12 . Damit kann L3
also nie u¨ber einen la¨ngeren Zeitraum hinweg fallen und muss bis auf kurze Ausnahmeintervalle
stets mit Steigung 12 steigen. Weiter mu¨ssen wegen der Beschra¨nktheit von L1 + L2 + L3 in den
langen Intervallen, in denen L1 fa¨llt, einerseits L2, L3 beide bis auf kleine Ausnahmebereiche
beide steigen, andererseits muss in den langen Intervallen in denen L1 steigt fast u¨berall L2 oder
L3 fallen. Da es wie gerade festgestellt nicht L3 sein kann, muss L2 beinahe u¨berall auf diesen
Invervallen fallen. Damit ist das grobe Verhalten der Funktionen L1, L2, L3 also das folgende:
in den Intervallen
[
k
k+1 log(s)h!,
2k
k+1 log(s)h!
]
steigen L1, L3 fast u¨berall mit Steigung
1
2 und L2
fa¨llt mit Steigung −1, und auf Intervallen der Form
[
2k
k+1 log(s)h!,
k
k+1 log(s)(h+ 1)!
]
steigen
L2, L3 mit Steigung
1
2 wa¨hrend L1 mit Steigung −1 fa¨llt. Dabei bedeutet fast u¨berall in diesem
Kontext, dass die Ausnahmeintervallla¨nge geteilt durch die Gesamtintervallla¨nge fu¨r h → ∞
gegen 0 konvergiert. Damit ist das Verhalten der Funktionen ψi in diesem Beispiel weitestgehend
verstanden. Tatsa¨chlich zeigt Matlab, dass es viele kleinere Umschaltpunkte von L2, L3 gibt,
deren zugeho¨rige x-Werte in den Approximationsvektoren keinem Muster zu folgen scheinen.
Lokalere strukturelle Aussagen scheinen also schwer zu erhalten zu sein.
Nun wollen wir noch konsequenterweise diskutieren, welche im Fall k = 2 hergeleiteten Eigen-
schaften der ho¨heren sukzessiven Minimafunktionen Lj , j ≥ 2, sich auf den allgemeinen Fall
(2.11) bzw (2.12) mit beliebigem k ausweiten lassen. Da fu¨r alle Aussagen u¨ber das Verhalten
von L1(q) die Bedingungen (2.11),(2.12) hinreichend waren, du¨rfen wir also wieder davon ausge-
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hen, dass L1 auf Intervallen der Form Bh :=
[
2k
k+1 log(s)h!,
k
k+1 log(s)(h+ 1)!
]
fast u¨berall mit
Steigung −1 fa¨llt und auf den verbleibenden Intervallen
[
k
k+1 log(s)h!,
2k
k+1 log(s)h!
]
fast u¨berall
mit Steigung 1k steigt. Ebenso mu¨ssen wegen der Beschra¨nktheit von
∑k
i=1 Li die Funktionen
L2, L3, . . . , Lk+1 auch in diesem allgemeineren Fall fast u¨berall mit Steigung
1
k auf Interval-
len steigen, auf denen L1 mit Steigung −1 fa¨llt. Damit kennt man also auf diesen Intervallen
das wesentliche Verhalten aller Lj . Insbesondere besta¨tigt man, da die La¨nge dieser Intervalle
Bh :=
[
2k
k+1 log(s)h!,
k
k+1 log(s)(h+ 1)!
]
im Verha¨ltnis zu den vorangehenden Anfangsabschnit-
ten
[
0, 2kk+1 log(s)h!
]
gegen uenendlich streben, die Beziehung ψj =
1
k , 2 ≤ j ≤ k + 1, die schon
aus ψ
1
= −1 folgt. Genauer erkennt man, dass an den Stellen kk+1 log(s)(h+ 1)! mit h→∞ die
Asymptotik
Lj(q)
q ∼
1
k , 2 ≤ j ≤ k + 1 gilt.
Bleibt also noch das Verhalten von ψ2, . . . , ψk+1 auf Intervallen
[
k
k+1 log(s)h!,
2k
k+1 log(s)h!
]
zu
untersuchen. Dies ist jedoch mit weit gro¨ßerem technischen Aufwand verbunden. Auf diesen In-
tervallen muss wegen der Bedingung (1.17) wieder an jeder Stelle im Mittel eine Funktion mit
Steigung −1 fallen wa¨hrend alle anderen mit Steigung 1k steigen. Es ist anzunehmen, dass unter
(2.11), (2.12) ganz allgemein u¨ber weite Strecken nur L2 fallen kann, sodass man die Asympto-
tiken ψ
2
= ψ1 =
1−k
2k und ψ2 = ψ3 =
1
k gelten wie im Fall k = 2 und alle ho¨heren sukzessiven
Minima ψj(Q), 3 ≤ j ≤ k+1 dann natu¨rlich ebenfalls fu¨r Q→∞ gegen 1k konvergieren mu¨ssen.
Aufgrund der Allgemeinheit von (2.11), (2.12) ist es jedoch schwer, eine a¨hnliche Argumentation
wie in Beweis von Schritt 1 von Satz 1.12 aufzubauen um scheinbar pathologische Approxima-
tionsvektoren auszuschließen, die beispielsweise ψ
3
< 1k bewirken ko¨nnten. Wir gehen hier nicht
na¨her darauf ein.
2.1.2 Abscha¨tzungen fu¨r die letzten beiden sukzessiven Minima aus
Kapitel 1.2.5
Nun wollen wir auf die Graphen der Funktionen Lj aus Korollar 1.6 zuru¨ckkommen. Genauere Be-
trachtung des Beweis von Satz 1.12 wird eine Beschreibung des qualitativen Verhaltens der Funk-
tionen L1(Q), L2(Q) . . . , Lk−1(Q) ermo¨glichen. Die beiden fehlenden Funktionen Lk(Q), Lk+1(Q)
verhalten sich komplexer. Wir beschreiben zuna¨chst die ersten (k−1) Approximationsfunktionen.
Betrachten wir zuna¨chst das Zusammenspiel von L1, L2. Der Beweis von Satz 1.13 bzw Korollar
1.6 zeigt, dass Approximationsvektoren x1 = (x, y1, . . . , yk) ∈ Zk+1 mit x-Komponente der Form
x = x1,t = 2
bn zu Stellen qt = q(1,2),t im Sinne des letzten Unterkapitels, also mit L1(qt) = L2(qt),
fu¨hren. Das bedeutet also L1(qt) = L2(qt) = log(x) − qt mit x Werten der Form x = 2bn . Dabei
handelt es sich um eine reine Approximation von oben, das bedeutet der Approximationsvektor
ist von der Form
x1 := (x1, ⌊ζ1x1⌋, ⌊ζ2x1⌋, . . . , ⌊ζkx1⌋) .
(Dabei ist der Index t unterdru¨ckt worden.)
Der Beweis von Schritt 2 des Falls ωj ≤ ℘j(η) von Satz 1.12 zeigt, dass nach dem auf qt folgenden
Knickpunkt rt bis zu xt = 2
bn+1−2 keine Vera¨nderung am steigenden Verlauf von L1(q) auftreten
kann. Tatsa¨chlich sieht man leicht, dass genauer die Approximationsgu¨te
max1≤r≤k |ζrx−yr| ≈ 2−(bn+1−bn) durch x = x1 hervorgerufen erst durch einen Approximations-
vektor mit x-Koordinate x2,t = 2
bn+1 − 2bn verbessert wird. Die Verbesserung tritt dabei durch
die Terme geringerer Ordnung in den 2-adischen Entwicklungen von ζS geho¨ren, sofern S den
Index bezeichnet mit bn+1 ∈ (an,S)n≥1. Beachte x2,t ∼ 2bn+1 fu¨r t → ∞ bzw gleichbedeutend
n→∞, es tritt also erst kurz vor der starken Verbesserung hervorgerufen durch x = 2bn+1 (auf
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die Approximationsgu¨te max1≤r≤k |ζrx − yr| ≈ 2−(bn+2−bn+1)) eine kleine Verbesserung zur von
x1 induzierten Approximationsgu¨te von auf. Die zugeho¨rige Stelle des lokalen Maximums von L1
sei ct+1. Der Approximationsvektor, der diese kleine Verbesserung hervorruft, ist von der Form
x2 := (x2, ⌊ζ1x2⌋, ⌊ζ2x2⌋, . . . ⌊ζS−1x2⌋, ⌈ζSx2⌉, ⌊ζS+1x2⌋, . . . , ⌊ζkx2⌋) .
(Dabei ist wieder der Index t unterdru¨ckt worden.)
Der Verlauf von L1 ist damit also im wesentlichen vollsta¨ndig bestimmt.
Als na¨chstes beschreiben wir den groben Verlauf von L2, L3, . . . , Lk−1 mittels Korollar 1.6. Da
x1,x2 linear unabha¨ngig sind, rufen x1,t, x2,t beide Stellen mit L1(q) = L2(q) hervor, q ∈ {qt, ct}.
Auf die bisherigen Erkenntnisse werden wir im Beweis von Satz 2.1 zuru¨ckgreifen. Der Beweis
von Satz 1.13 bzw Korollar 1.6 zeigt, dass im Falle k ≥ 3 die Funktion L2 im wesentlichen von qt
bis zum Abfallen verursacht durch x2,t mit Steigung
1
2 steigen muss und es ein lokales Maximum
q(2,3),t gibt, welches die Asymptotik ω̂2 =
C−1
C2 bzw mit (1.40) a¨quivalent ψ2 =
C2−kC+k
k(C2+C−1) liefert.
An dieser Stelle q(2,3),t ist auch L2(q(2,3),t) = L3(q(2,3),t). Die Funktion L3 steigt nach Korollar
1.6 von q(2,3),t asymptotisch mit Steigung
1
2 bis es durch ein x3,t ∼ 2
bn+1 verursacht zu fallen
beginnt, bis zu einer Stelle q(3,4),t, wobei L3(q(3,4),t) = L4(q(3,4),t). Dieser Verlauf setzt sich
analog bei den ho¨heren Li fort.
Jedes Li steigt also im wesentlichen von q(i−1,i),t, wo es mit Li−1 zusammentrifft, bis q(i,i+1),t,
wo es mit Li+1 zusammentrifft, mit asymptotischer Steigung
1
2 und beginnt dann durch ein
xi,t ∼ 2
bn+1 bedingt mit asymptotischer Steigung −1 bis q(i−1,i),t+1 zu fallen. Fu¨r jedes feste t gilt
dabei zwangsla¨ufig x1,t > x2,t . . . > xk−1,t. Damit ist das grobe Verhalten von L2, L3, . . . , Lk−1
beschrieben. Abbildung 2.6 illustriert dies sehr gut im Falle k = 3, siehe auch die Bemerkungen
zu Abbildung 2.2.
Der Fall k = 2
Nun kommen wir zum Studium von Lk(Q), Lk+1(Q). Zuna¨chst widmen wir uns dem Fall k =
2. Folgender Satz 2.1 zeigt ansatzweise die Problematik beim Versta¨ndnis des Verlaufs von
L2(Q), L3(Q) auf. Der Beweis wird implizit Informationen u¨ber deren qualitativen Verlauf geben,
die allerdings nicht vollsta¨ndig sind.
Vorbemerkung zum Beweis: Wir werden ωj(q) schreiben fu¨r die mittels (1.40) aus einem Punkt
(q, Lj(q)) umgerechneten Werte ψj(e
q) =
Lj(q)
q . Dies entspricht also dem Wert ωj(X) aus Ab-
schnitt 1.1.3 mit X dermaßen, dass log(X) − q = qk + Lj(q), das heißt X = e
k+1
k
q+Lj(q). Diese
vom Parameter q und zugeho¨rigen Funktionswert L.(q) abha¨ngigen Funktionen sind also von den
Funktionen ωj(X) aus Abschnitt 1.1.3 zu unterscheiden.
In diesem Kontext werden wir dabei o¨fter implizit verwenden, dass wenn an einer Stelle (q, Lj(q))
die Approximation durch 2−A und die x-Komponente des Approximationsvektors aus Z3 durch
x = 2B gegeben sind, der entsprechende Wert ωj(q) =
A
B ist, was direkt aus der Definition
von ωj(q) folgt. Insbesondere gilt im Falle, dass der Schnittpunkt der durch die Approximati-
onsgu¨te 2−A bestimmten Gerade g(q) = q2 − log(2)A mit der durch x = 2B bestimmten Gerade
h(q) = −q + log(2)B im Graph von Lj enthalten ist, die Identita¨t ωj(q) = AB .
Wir greifen im Beweis auf die eben gewonnenen Erkenntnisse u¨ber den Graph von L1 zuru¨ck.
Satz 2.1. Sei k = 2 und die Voraussetzungen von Korollar 1.6 erfu¨llt. Dann gilt
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C − 1
C
≤ ω2 ≤ max
{
C
C2 − 1 ,
C − 1
C
}
(2.13)
ω̂2 =
1
C + 1
(2.14)
ω3 =
1
C
(2.15)
min
{
C − 1
C2
,
1
C2 − 1
}
≤ ω̂3 ≤ 1
C2 − 1 (2.16)
Im Falle C <∞ ist insbesondere ω̂2 < ω3.
Beweis: Wegen Korollar 1.6 gilt ω̂ = C−1C und weiter folgt aus der Jarnik-Identita¨t in der Version
ω̂ + ω3 = 1 (siehe Bemerkung 2 zu Lemma 1.5) unmittelbar (2.15).
Um die u¨brigen Werte zu bestimmen fu¨hren wir die Argumentation hauptsa¨chlich u¨ber die Funk-
tionen ψi und nutzen die gleichma¨ßige Beschra¨nktheit (1.17) aus.
Sei (qt)t≥1 die Folge von Stellen mit L1(qt) = L2(qt) mit einem x-Wert im Approximationsvek-
tor von der Form 2bN gema¨ß den Ausfu¨hrungen zuvor (die Folge besteht also aus jedem zweiten
lokalen Maximum von L1). Sei weiter (rt)t≥1 die Folge der zugeho¨rigen Knickpunkte von L1, die
auf die lokalen Maxima qt folgen. Es gilt dann also qt < rt < qt+1 fu¨r alle t ≥ 1. Wir haben
gesehen, dass dann die Asymptotiken
lim
t→∞
L1(qt)
qt
= ψ1
lim
t→∞
L1(rt)
rt
= ψ
1
gelten. Sei also zu zuna¨chst beliebigem ǫ > 0 der Index t0 so groß gewa¨hlt, dass
∣∣∣∣L1(qt0)qt0 − ψ1
∣∣∣∣ < ǫ∣∣∣∣L1(rt0)rt0 − ψ1
∣∣∣∣ < ǫ.
Weiter ko¨nnen wir wegen limt→∞(rt− qt) =∞ den Index t1 so groß wa¨hlen, dass die Bedingung
rt1 − qt1 >
2C(Λ,K)
ǫ
(2.17)
erfu¨llt ist. Setze t := max{t0, t1}, dann sind fu¨r dieses t alle drei Bedingungen erfu¨llt. Wir
behaupten nun, dass L2 im Intervall (qt, rt) im wesentlichen mit Steigung
1
2 steigt. Genauer
L2(rt)− L2(qt)
rt − qt ≥
1
2
− ǫ. (2.18)
Wegen
∣∣∣∑3i=1 Li(qt)∣∣∣ ≤ C(Λ,K) und ∣∣∣∑3i=1 Li(rt)∣∣∣ ≤ C(Λ,K) folgt∣∣∣∣∣
3∑
i=1
(Li(qt)− Li(rt))
∣∣∣∣∣ =
∣∣∣∣∣
3∑
i=1
Li(qt)−
3∑
i=1
Li(rt)
∣∣∣∣∣ ≤ 2C(Λ,K).
Andererseits L1(qt) − L1(rt) = rt − qt sowie Li(qt) − Li(rt) ≥ − rt−qt2 fu¨r i = 2, 3. Wa¨re die
Bedingung (2.18) verletzt, wa¨re also
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∣∣∣∣∣
3∑
i=1
(Li(qt)− Li(rt))
∣∣∣∣∣ ≥ (rt − qt)ǫ,
im Widerspruch zu (2.17). Damit ist die Behauptung gezeigt. Man erha¨lt mit ǫ→ 0 also wegen
L1(qt) = L2(qt)
ψ2(rt) =
L2(rt)
rt
∼
L1(qt) +
1
2 (rt − qt)
rt
. (2.19)
Als na¨chstes wollen wir mit Rt := e
rt die Werte ψ1(Rt), ψ3(Rt) bestimmen. Dazu berechnen
wir den asymptotischen Quotienten rtqt . Um rt (asymptotisch) aus qt zu berechnen, muss man
offenbar die beiden Geraden g1 durch den Punkt (qt, ψ1qt) mit Steigung −1 und g2 durch den
Nullpunkt mit Steigung ψ
1
schneiden. Die Werte ψ
1
, ψ1 lassen sich aus der Kenntnis von ω, ω̂
durch Korollar 1.6 und (1.40) berechnen zu
ψ
1
=
−2C + 3
2C
, ψ1 =
2− C
4C − 2 .
Es ergibt sich weiter
lim
t→∞
rt
qt
=
C2
2C − 1 .
Wir haben also wegen (2.19) die asymptotischen Beziehungen
ψ1(Rt) ∼ ψ1 =
−2C + 3
2C
ψ2(Rt) ∼
(
ψ1 −
1
2
)
2C − 1
C2
+
1
2
=
C2 − 3C + 3
2C2
.
Daraus ergibt sich wegen limt→∞ rt =∞ und limq→∞
∑3
i=1 ψi(q) = 0
ψ3(Rt) ∼ −ψ1(Rt)− ψ2(Rt) = C
2 − 3
2C2
. (2.20)
Wegen ψ3 ≥ lim supt→∞ ψ3(Rt) = limt→∞ ψ3(Rt) ergibt umrechnen von (2.20) mit (1.40) die
rechte Ungleichung in (2.16).
Wir haben oben gesehen, dass L2(q) auf Intervallen der Form (qt, rt) im wesentlichen mit Stei-
gung 12 steigt. Eine analoge Argumentation liefert im u¨brigen, dass auch L3(q) auf (qt, rt) im
wesentlichen mit Steigung 12 steigt.
Um (2.14) einzusehen, mu¨ssen wir den Verlauf von L2(q) noch etwas weiter, also im Anfangs-
abschnitt von Intervallen der Form (rt, qt+1), verstehen. Tatsa¨chlich steigt L2(q) noch weiter bis
an eine Stelle st mit Asymptotik
st
rt
> 1. Um dies einzusehen, kehren wir zur Notation aus Satz
1.13 zuru¨ck. Wir zeigen folgende Behauptung 1, die im wesentlichen (1.82) in Kontext von Satz
1.13 darstellt:
Die auf ein bn folgende wesentliche Verbesserung von L2(q) wird von einem Approximationsvektor
mit x-Komponente gro¨ßer als 2bn+1−bn−1−1 hervorgerufen. Dabei ist eine wesentliche Verbesse-
rung eine solche, die nicht nur auf einer Verbesserung der Terme kleinerer Ordnung basiert. Jede
nicht wesentliche Verbesserung ist insbesondere eine Verbesserung von
max{|ζ1x− y1| , |ζ2x− y2|} (2.21)
um eine Gro¨ßenordnung o(2−bn+1) und hat damit keinen wesentlichen Einfluss auf das Verhalten
von L2(q).
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Beweis von Behauptung 1: Sei wegen der Symmetrie in den Bedingungen von Satz 1.13 oBdA
bn = am,2 fu¨r einm ∈ N, also bn in der Folge (an,2)n≥1. Dann ist bn−1 = am−1,1 und bn+1 = am,1.
Der Beweis von Satz 1.13 bzw Korollar 1.6 hat gezeigt, dass x = 2bn eine Verbesserung von (2.21)
in L2 auf den Wert 2
−(bn−bn−1) hervorruft, da ein neuer Approximationsvektor (x, y) entsteht
mit Approximationsgu¨te 2−(bn+1−bn) in (2.21), der linear unabha¨ngig zum alten Bestapproxima-
tionsvektor ist. Sei nun entgegen unserer Behauptung 1 von einem Approximationsvektor (x1, y1)
mit x1 ∈ (2bn , 2bn+1−bn−1) eine Verbesserung dieses Wertes 2−(bn−bn−1) erzielt. Sei x1 in Basis 2
gegeben durch
x1 = 2
r1 + 2r2 + · · ·+ 2rb , r1 < r2 . . . < rb < bn+1.
Wir unterscheiden zwei Fa¨lle. 1. Fall: rb ≥ bn−1 = am−1,1. Falls sogar rb ≥ bn, so ist (x1, y1) im
interessanten Fall max{|ζ1x− y1|, |ζ2x− y2|} < 12 linear abha¨ngig zum durch x hervorgerufenen
Bestapproximationsvektor (x, y), vergleiche den Beweisteil ωj ≥ ℘j(η) von Satz 1.12.
Also bn−1 ≤ rb < bn. Dann ist aber
|ζ2x1 − y1| ≥ 2−(bn−bn−1) − o(2−bn+2),
also tritt keine wesentliche Verbesserung auf.
2. Fall: rb < bn−1 = am−1,1. Sei I := {i : ri < bn−1} 6= ∅. Indem man die Summanden auf
gleichen Nenner bringt sieht man unter Vernachla¨ssigung der Terme kleinerer Ordnung∣∣∣∣∣
∣∣∣∣∣∑
i∈I
2riζ1
∣∣∣∣∣
∣∣∣∣∣ ≥ 2−bn−1 .
Nach der Voraussetzung der Behauptung rb < bn+1− bn−1− 1 ist aber andererseits wieder unter
Vernachla¨ssigung der Terme kleinerer Ordnung∣∣∣∣∣
∣∣∣∣∣∑
i/∈I
2riζ1
∣∣∣∣∣
∣∣∣∣∣ ≤ 2−bn−1−1.
Die Dreiecksungleichung liefert∣∣∣∣∣
∣∣∣∣∣
b∑
i=1
2riζ1
∣∣∣∣∣
∣∣∣∣∣ =
∣∣∣∣∣
∣∣∣∣∣∑
i∈I
2riζ1 +
∑
i/∈I
2riζ1
∣∣∣∣∣
∣∣∣∣∣ ≥ 2−bn−1−1.
Wegen den Voraussetzungen von Korollar 1.6 gilt aber bn−1 < bn − bn−1, demnach
2−bn−1−1 > 2−(bn−bn−1). Also tritt auch hier keine wesentliche Verbesserung ein, was Behauptung
1 beweist.
Sei im weiteren n = n(t) so bestimmt, dass x = 2bn die Extrema qt, rt von L1 hervorruft. Dann
bewirkt in Folge x = 2bn+1 die Extrema qt+1, rt+1 usw sowie x = 2
bn−1 die Extrema qt−1, rt−1
usw bei L1.
Die Behauptung 1 zeigt also, dass die Approximationsgu¨te 2−(bn−bn−1) mindestens bis zu einem
Approximationsvektor aus Z3 mit x ∼ 2bn+1−bn−1 im wesentlichen beibehalten wird. Daher also
mittels der Definition von ω̂2
ω̂2 ≤ lim
n→∞
log(2)(bn − bn−1)
log(2)(bn+1 − bn) =
C − 1
C2 − 1 =
1
C + 1
.
Beachte, dass die Betrachtung von ψ2(Rt) ≤ ψ2 mittels (1.40) nur auf ω̂2 ≤ C−1C2−C+1 gefu¨hrt
ha¨tte, was wegen C ≥ 2 schlechter als die Abscha¨tzung durch 1C+1 ist (mit Gleichheit im Fall
C = 2). Also muss die Funktion L2(q) von rt an weiter ansteigen. Sei g die Gerade durch
(qt, L1(qt)) mit Steigung
1
2 , der L2, wie wir gerade gesehen haben, im wesentlichen folgt bis
ψJ (Q) ALS FUNKTIONEN 86
mindestens an eine Stelle (st, ut) = (st, L2(st)), die sich durch x = 2
bn+1−bn−1 und die Appro-
ximationsgu¨te von max{|ζ1x − y1|, |ζ2x− y2|} = 2−(bn−bn−1) definiert (wir rechnen sie in Ku¨rze
aus). Wir zeigen als na¨chstes, dass L3 asymptotisch von (rt, L3(rt)) bis zur Stelle (st, ut) mit
Steigung −1 fa¨llt. Klarerweise L3(s)−L3(rt) > rt− st, weil die Li maximales Gefa¨lle −1 haben.
Andererseits ergibt (2.1), dass der Knickpunkt rt asymptotisch gegeben ist als Lo¨sung rt = q
von
q
2
− log(2)(bn+1 − bn) = −q + log(2)bn,
also durch
rt ∼
2
3
log(2)bn+1 ∼
2
3
log(2)C2bn−1. (2.22)
Ebenso berechnet man mittels (2.1)
st ∼
2
3
log(2)(bn+1 + bn − 2bn−1) ∼ 2
3
log(2)(C2 + C − 2)bn−1. (2.23)
Man berechnet nun mittels (1.40) und St := e
st aus ω2(st) =
1
C+1 den Wert ψ2(St) ∼
C−1
2C+4 und
zusammen mit (2.20),(2.22),(2.23) in der Tat den asymptotischen Quotienten
st − rt
ut − L2(rt) =
st − rt
C2−3
2C2 st − C−12C+4rt
= −1. (2.24)
Da L1 und L2 beide auf (rt, st) im wesentlichen mit Steigung
1
2 steigen, muss also L3 tatsa¨chlich
auf ebendiesem Intervall im wesentlichen mit Steigung −1 fallen, wie man ganz a¨hnlich dem
Beweis, dass L2 auf (qt, rt) steigen muss, einsieht. Folglich gilt wegen (2.24) die Beziehung
L2(st) ∼ L3(st). Wir verstehen nun also die Funktionen Li auf Intervallen (qt, st) ziemlich genau.
Um die fehlende Ungleichung von (2.14)
ω̂2 ≥ 1
C + 1
(2.25)
zu zeigen, bemerken wir zuerst, dass im Falle ψ2 ≥ C−12C+4 die Stellen q mit gro¨ßerem ψ2(q) im
(q, Li(q))-Diagramm in Intervallen der Form (st, qt+1) liegen mu¨ssen, da L2 auf den verblei-
benden Intervallen (qt, st) mit Steigung
1
2 steigt und daraus sieht man wegen der stets erfu¨llten
Ungleichung ψ2 ≤ 12 leicht, dass ψ2 an der Stelle St das Maximum im Intervall (Qt, St) annimmt.
Das ist gleichbedeutend damit, dass im (q, Li(q))-Diagramm die Stelle q = st den gro¨ßten Wert
ψ2(q) liefert. Weiter bemerken wir, dass einerseits L2(st) ∼ L3(st) wie gerade gesehen, und an-
dererseits L1 auf (st, qt+1) steigt. Daher muss L2 + L3 auf (st, qt+1) asymptotisch mit Steigung
− 12 fallen. Dies la¨sst sich ebenfalls exakt nachpru¨fen wie im Beweis der Steigung 12 von L2 auf
(qt, rt). Wegen ψ2 ≥ limt→∞ ψ2(st) = C−12C+4 > 0 und demnach L2(st) > 0 mu¨sste an einer Stelle
T ∈ (st, qt+1), die einen gro¨ßeren L2-Wert liefert, die Ungleichung L2(T ) > L2(st) gelten, und
wegen L3(T ) ≥ L2(T ) auch L3(T ) > L2(st) = L3(st). Also (L2 + L3)(T ) > (L2 + L3)(st). Dies
widerspricht aber offenbar der erwa¨hnten Asymptotik von L2+L3 auf (st, qt+1). Also ψ2 ≤ C−12C+4
und mittels (1.40) folgt (2.25).
Als na¨chstes zeigen wir (2.13). Wegen dem Beweis von Korollar 1.6 fu¨hrt ψ2(rt) =
2−C
4C−2 mittels
(1.40) auf ω2(rt) =
C−1
C . Da L2 auf (qt, st) steigt, kann eine Verbesserung nur auf Interval-
len (st, qt+1) passieren. Wir untersuchen nun, wie gut eine Verbesserung in solchen Intervallen
ho¨chstens sein kann. Wir zeigen folgende Behauptung 2: Mit der Notation aus Behauptung 1
gibt es keine zwei linear unabha¨ngigen Approximationsvektoren mit x-Werten ≤ 2bn+1−1, fu¨r die
jeweils (2.21) einen Wert ≥ 2−bn annimmt. Ist dies gezeigt, folgt (2.13) unmittelbar, da diese
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maximale Verbesserung an einer Stelle mit x-Wert ≥ 2bn+1−bn−1 angenommen wird (weil L2 auf
(qt, st) steigt und die Stelle (st, L2(st)) entspricht x ∼ 2
bn+1−bn−1), also auf diesen Intervallen
der Quotient abgescha¨tzt werden kann durch
ω2 ≤ lim
n→∞
bn
bn+1 − bn−1 =
C
C2 − 1 .
Der Beweis von Behauptung 2 basiert wieder auf einem Argument der Basis 2 Arithmetik. Sei
durch (x0, y0) eine Verbesserung von (2.21) auf einen kleineren Wert als 2
−bn hervorgerufen und
x0 = 2
r1 + 2r2 + . . .+ 2rb mit r1 < r2 . . . < rb.
1.Fall: r1 < bn = am,2. Sei I die Menge der Indizes j mit rj < bn. Auf gleichen Nenner bringen
liefert ∣∣∣∣∣
∣∣∣∣∣∑
i∈I
2riζ2
∣∣∣∣∣
∣∣∣∣∣ ≥ 2−bn .
Weil alle ri < bn+1 = am+1,1 und damit fu¨r i /∈ I die Ungleichung 2riζ2 ≤ 2−(bn+2−bn+1)+1
zutreffend ist und dies auch fu¨r ihre Summe gilt, haben wir
||x0ζ2|| =
∣∣∣∣∣
∣∣∣∣∣∑
i∈I
2riζ2 +
∑
i/∈I
2riζ2
∣∣∣∣∣
∣∣∣∣∣ ≥ 2−bn − 2−(bn+2−bn+1)+2 ∼ 2−bn ,
wie gefordert.
2. Fall: r1 ≥ bn. Dann ist jede gute Approximation linear abha¨ngig zur Bestapproximation her-
vorgerufen durch einen Approximationsvektor mit x = 2bn , siehe wieder Beweis von Schritt 2 der
Richtung ωj ≤ ℘j(η) von Satz 1.12. Es kann sich ω2 also auch in diesem Fall nicht verbessern.
Dies zeigt Behauptung 2 und damit (2.13).
Damit haben wir also gewisse Einschra¨nkungen fu¨r den Verlauf von L2 in Intervallen (st, qt+1)
gefunden.
Um die linke Ungleichung aus (2.16) einzusehen, bemerken wir zuerst, dass wir bereits
limt→∞ ψ3(Rt) = C
2−3
2C2 gesehen haben. Wir mu¨ssen also nur auf Intervallen der Form (st, qt+1)
suchen. Wir fu¨hren nun eine weitere Stelle st < vt < qt+1 ein. Dabei sei (vt, wt) im (q, Li(q))-
Diagramm der Schnittpunkt der Gerade g1 definiert durch die Approximatonsgu¨te 2
−bn , also
g1(q) =
q
2 − log(2)bn−1, und g2 bestimmt durch x = 2bn+1 via g2(q) = log(x)− q. Wir wissen von
oben, dass in (0, qt+1) der Graph von L2 oberhalb von g1 liegt, also L2(q) ≥ g1(q) auf q ∈ (0, qt+1)
und insbesondere L2(vt) ≥ g1(vt). Dies ergibt einen asymptotischen Wert
lim
t→∞
ω2(vt) ≤ lim
n→∞
bn
bn+1
=
1
C
= ω3
wegen (2.15). Umrechnen mit (1.40) ergibt mit Vt := e
vt die Beziehung ψ2(Vt) ≥ C−22C+2 . Wir
zeigen, dass asymptotisch sogar die Gleichheit ψ2(Vt) ∼ ψ3(Vt) ∼
C−2
2C+2 gilt.
Wegen L1(vt) ∼ −(L2(vt) + L3(vt)) ≥ (−2) · L2(vt) = C−2C+1vt mit Gleichheit nur im Falle
L2(vt) ∼ L3(vt) ist dies a¨quivalent zu L1(vt) ∼
2−C
C+1vt bzw
lim
t→∞
ψ1(Vt) = lim
t→∞
L1(vt)
vt
=
2− C
C + 1
. (2.26)
Man muss also L1(vt) berechnen. Weil rt die Minima von L1 sind und weil L1 auf
(rt, vt) ⊂ (rt, qt+1) mit Steigung 12 steigt ergibt sich
L1(vt) ∼ L1(rt) +
1
2
(vt − rt) = rt
(
ψ
1
+
1
2
vt
rt
− 1
2
)
. (2.27)
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Man berechnet weiters mit (2.1)
vt
2
− log(2)bn ∼ log(2)bn+1 − vt,
das weiter fu¨hrt zu
vt ∼
2
3
log(2) (bn+1 + bn) ∼
2
3
log(2)
(
C2 + C
)
bn−1.
Zusammen mit (2.22) fu¨hrt dies zu
lim
t→∞
vt
rt
=
C + 1
C
.
Setzt man diesen Wert in (2.27) ein besta¨tigt man (2.26).
Wir haben insbesondere die Stellen als vt identifiziert, an denen die kleinsten Werte von ψ3, bzw
an denen der Wert ω3 asymptotisch angenommen werden. (Es gilt außerdem: weil L1 (respektive
L2) auf (vt, qt+1) (respektive (qt+1, rt+1)) mit Steigung −1 fallen muss wegen der Beschra¨nktheit
der Summe, muss L3 auf dem Intervall (vt, rt+1) asymptotisch mit Steigung
1
2 steigen.)
Aus dieser Erkenntnis folgt nun, dass L3 auf dem Intervall (st, qt+1) (oder (st, vt)) ein Maximum
besitzt, das ho¨chstens dem Schnitt der Geraden g3 durch (qt, L1(qt)) mit Steigung
1
2 und der
Geraden g4 durch (qt+1, L1(qt+1)) mit Steigung −1 ist (beachte, dass (vt, wt) ∈ g4). Da g3 durch
die Approximationsgu¨te 2−(bn−bn−1) und g4 durch x = 2bn+1 gebeben ist berechnet man mithilfe
der Vorbemerkung zum Beweis damit asymptotisch fu¨r q ∈ (st, qt+1)
ω3(q) ≤ lim
n→∞
bn − bn−1
bn+1
=
C − 1
C2
,
und zusammen mit unserem Wissen u¨ber L3 in den Intervallen (qt, st) schließlich die linke Seite
von (2.16).
Der letzte Punkt folgt aus dem bereits bewiesenen fu¨r C <∞ via
ω3 =
1
C
>
1
C + 1
= ω̂2.

Bemerkungen: 1) Im Fall C = 2 fallen rt und st gema¨ß (2.22),(2.23) asymptotisch zusammen.
2) Der Beweis zeigt qualitativ das Verhalten von L1, L2, L3 in Intervallen (qt, st) sowie in Inter-
vallen (vt, qt+1) sehr genau. Wir fassen es nochmals zusammen:
• L1: steigt auf (rt, qt+1), fa¨llt auf (qt, rt)
• L2: steigt auf (qt, st), fa¨llt auf (vt, qt+1)
• L3: steigt auf (vt, rt+1), fa¨llt auf (rt, st)
Die Steigungen betragen dabei asymptotisch jeweils aus {−1, 12}.
In Intervallen (st, vt) wurde dagegen grob abgescha¨tzt und Funktionsplots legen nahe, dass das
genaue Versta¨ndnis dieser Intervalle schwierig ist. In Abbildung 2.2 erkennt man na¨mlich das
unterschiedliche Verhalten von L2, L3 nach lokalen Minima ri von L1. Dabei ist Abbildung 2.2
der (q, Lj(q)-Plot von
ζ1 = 2
−1 + 2−7 + 2−31, ζ2 = 2−3 + 2−15
bis zur Schranke, wo L3(q0) > 20.5 ist fu¨r ein lokales Minimum q0 von L3. Es soll also der Fall
ζ1 =
∑
n≥0 2
−22n+1+1, ζ2 =
∑
n≥1 2
−22n+1 simuliert werden, fu¨r den die gemischte Folge (bn)n≥1
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durch bn = 2
n − 1 gegeben ist und in Folge C := limn→∞ bn+1bn = 2. Beachte, dass wir wegen der
Forderung der strikten Ungleichung bn+1bn > 2 in Korollar 1.6 nicht den naheliegenden Fall von
Zweierpotenzen im Exponenten betrachten.
Man sieht, dass beim vorletzten rt in Abbildung 2.2 L2 anna¨hrend mit Steigung −1 fa¨llt bis etwa
zur entsprechenden Stelle vt, wa¨hrend beim letzten rt zuerst ein kleinerer Knick erfolgt bevor L2
la¨ngere Zeit fa¨llt. Dabei folgt L3 nach letzterem dem Verlauf von L2 anna¨hernd bis zur Phase
des langen Fallens von L2. Dann passiert in letzterem Fall noch ein Knick in L2 bevor die Stelle
vt erreicht wird.
0 5 10 15 20 25
−4
−3
−2
−1
0
1
2
3
Abbildung 2.2: k=2, C=2 Fall
Ein Intervall (st, pt+1) ist in der folgenden Abbildung 2.3 nochmal vergro¨ßert dargestellt und die
Stellen st, vt, pt+1 in dieser Reihenfolge nach wachsendem q mit Datenpunkten markiert. Weiter
la¨sst sich die Zeichnung aus numerischen Gru¨nden nicht zeichnen, da die Bestapproximation bei
der Stelle pt+1 als 0 erkannt wird. Man kann aus Abbildung 2.2 na¨mlich
pt+1 ≈ 21.72, L1(pt+1) = L2(pt+1) ≈ −0.2311
ablesen, und e21.72−0.2311 ≈ 231 und Terme geringerer Ordnung als 2−31 fehlen.
Man erkennt hier noch besser als in Abbildung 2.2, dass im Gegensatz zum vorangehenden Knick
aus Abbildung 2.2 zwei weitere wesentliche lokale Minima und Maxima von L2 im Intervall (st, vt)
dazukommen. Es ist zu erwarten, dass das erkennbare unregelma¨ßige Verhalten der Intervalle
(st, vt) mit wachsendem t immer sta¨rker wird.
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Abbildung 2.3: Detailvergro¨ßerung von Abbildung 2.2
Die wesentlichen Ergebnisse im Laufe des Beweises von Satz 2.1 werden in Abbildung 2.4 sehr
gut visualisiert. Dabei ist
ζ1 = 2
−1 + 2−9, ζ2 = 2−3 + 2−27.
Es soll also der Fall ζ1 =
∑
n≥0 2
−32n , ζ2 =
∑
n≥0 2
−32n+1 simuliert werden. Aufgrund des exak-
ten Faktors bn+1bn = 3 lassen sich hier die berechneten Werte aus Satz 2.1 im Fall C = 3 ablesen.
Beachte, dass L1 nur aus numerischen Gru¨nden nach dem letzten Maximum nicht weitergezeich-
net wird, da die Approximation als 0 erkannt wird weil ho¨here Terme fehlen, die nicht mehr
erkannt werden wu¨rden (am schwerwiegendsten ist dabei der fehlende Term 2−81 in ζ1, der im
wesentlichen das folgende lokale Minimum von L1 bestimmen wu¨rde).
Man liest aus dem Matlabplot die Werte
qt ≈ 6.921, L1(qt) = L2(qt) ≈ −0.6984
rt ≈ 12.48, L1(rt) ≈ −6.238
st ≈ 13.78, L2(st) = L3(st) ≈ 2.724
vt ≈ 16.63, L2(vt) = L3(vt) ≈ 2.079
ab. Damit berechnet man beispielsweise
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rt
qt
≈ 1.8032 ≈ 1.8 = C
2
2C − 1
vt
rt
≈ 1.3325 ≈ 4
3
=
C + 1
C
vergleiche Resultate im Laufe des Beweises von Satz 2.1, und es ko¨nnten weitere Beispiele guter
U¨bereinstimmung angefu¨hrt werden. Nicht ganz so gut wird wegen dem etwas vor rt einsetzenden
schleichenden Knick von L3 die Vorhersage ψ3(Rt) ∼
1
3 aus (2.20) getroffen, L3 hat bei etwa
q ≈ 12.48 einen Knick mit L3(12.48) ≈ 3.466, was auf
ψ3(Rt) ≈ 3.466
12.48
≈ 0.2777 < 1
3
fu¨hrt. Diese Abweichung ist letztlich auf den Fehler C(Λ,K) aus (1.17) zuru¨ckzufu¨hren.
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Abbildung 2.4: k=2, C=3 Fall
Ein Stellenpaar st, vt ist in Form von Datenpunkten in der folgenden Abbildung 2.5 nochmals im
Zoom hervorgehoben, wobei st < vt. Man kann links von st auch etwa die Stelle rt erahnen, wo
L3 idealisierterweise zu fallen beginnen sollte (und das im Bild nicht aufscheinende L1 zu steigen
beginnt, besser erkenntlich in Abbildung 2.4).
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Abbildung 2.5: Detailvergro¨ßerung von Abbildung 2.4
Das folgende Korollar zeigt, dass man aus Satz 2.1 unter einer schwachen Forderung an C aus
Korollar 1.6 alle Approximationskonstanten explizit bestimmen kann.
Korollar 2.1. Sei β die gro¨ßte Nullstelle von x3 − 2x2 − x + 1. Mit den Voraussetzungen von
Korollar 1.6 im Fall k = 2 und unter der Bedingung C ≥ β ≈ 2.2470 gilt
ω = C − 1
ω̂ =
C − 1
C
= ω2
ω̂2 =
1
C + 1
ω3 =
1
C
ω̂3 =
1
C2 − 1
Beweis: Die Bedingung an C ist gleichbedeutend mit
C − 1
C2
≥ 1
C2 − 1 ,
C − 1
C
≥ C
C2 − 1 .
Damit folgen alle Aussagen unmittelbar aus Satz 2.1. 
Beachte aber, dass der Beweis von Satz 2.1 noch genauere Informationen u¨ber das dynamische
Verhalten der Funktionen ψj(Q) entha¨lt.
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Der allgemeine Fall
Nun kommen wir zum allgemeinen Fall k ≥ 3. Wir zeigen einen Satz, der Satz 2.1 verallge-
meinert. Dabei werden wir auf die Notation des Beweises von Satz 2.1 und den vorangehenden
Diskussionen uber L1, . . . , Lk−1 zuru¨ckgreifen und nicht alles so detailliert ausfu¨hren wie dort,
da die Argumentation sehr a¨hnlich ist.
Anzumerken ist, dass wir im allgemeinen Fall k ≥ 3 fu¨r die Berechnung von ωk+1 die Jarnik-
Identita¨t nicht zur Verfu¨gung haben, weshalb wir hier zur Berechnung die Argumentation u¨ber
(1.17) fu¨hren werden. Bezu¨glich der im Beweis verwendeten Notation vergleiche die Vorbemer-
kung zu Satz 2.1.
Satz 2.2. Seien die Voraussetzungen von Korollar 1.6 erfu¨llt. Dann gilt
C − 1
Ck−1
≤ ωk ≤ max
{
C
Ck − 1 ,
C − 1
Ck−1
}
(2.28)
ω̂k =
C − 1
Ck − 1 (2.29)
ωk+1 =
1
Ck−1
(2.30)
min
{
1
Ck − 1 ,
C − 1
Ck
}
≤ ω̂k+1 ≤ 1
Ck − 1 (2.31)
Im Falle C <∞ ist insbesondere ω̂k < ωk+1.
Beweis: Man berechnet asymptotisch den zu bn geho¨rigen Tiefpunkt rt von L1 durch schneiden
der Geraden g1 definiert durch die Approximationsgu¨te 2
−(bn+1−bn) und g2 definiert durch
x = 2bn , demnach also als Lo¨sung rt = q von
q
k
− log(2)(bn+1 − bn) = log(2)bn − q,
was auf
rt ∼
k
k + 1
log(2)bn+1 (2.32)
fu¨hrt. Ganz a¨hnlich ergeben sich im Falle j 6= k+1 allgemein die Stellen q(j,j+1),t mit q(0,1),t := rt
zu
q(j,j+1),t ∼
k
k + 1
log(2) (bn + bn−j+1 − bn−j) , 0 ≤ j ≤ k − 1. (2.33)
Da jede Funktion Lj fu¨r 1 ≤ j ≤ k + 1 im Intervall (q(j,j+1),t, rt) asymptotisch mit Steigung 1k
steigt weil L1 in jedem dieser Intervalle mit Steigung −1 fa¨llt, gilt außerdem
Lj+1(rt) ∼ Lj+1(q(j,j+1),t) +
1
k
(rt − q(j,j+1),t), 0 ≤ j ≤ k − 1. (2.34)
(Bemerkung: Lj(q(j,j+1),t) = Lj+1(q(j,j+1),t) fu¨r j ≥ 2, aber fu¨r j = 0 muss in obiger Formel
Lj+1 stehen weil L0 nicht definiert ist). Man berechnet des weiteren
Lj+1(q(j,j+1),t) ∼ ψj+1(q(j,j+1),t)q(j,j+1),t
wobei wegen ωj+1(q(j,j+1),t) =
C−1
Cj mittels (1.40)
ψj+1(q(j,j+1),t) =
Cj − kC + k
k (Cj + C − 1) , 0 ≤ j ≤ k − 1
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gilt. (Bemerkung: Im Fall j ≤ k − 2 ist ωj+1(q(j,j+1),t) = ωj+1.) Zusammen mit bM+1bM ∼ C fu¨r
große M ergibt dies mit (2.33) zuna¨chst
Lj+1(q(j,j+1),t) ∼
log(2)
k + 1
bn
Cj − kC + k
Cj
, 0 ≤ j ≤ k − 1 (2.35)
und dies wiederum eingesetzt in (2.34) nach einer Indexverschiebung
Lj(rt) ∼
log(2)
k + 1
bn
[
C − (k + 1)C2−j + (k + 1)C1−j] , 1 ≤ j ≤ k.
Wegen der (1.17) also
Lk+1(rt) ∼ −
k∑
j=1
Lj(rt) ∼ − log(2)
k + 1
bn
[−C + (k + 1)C1−k] . (2.36)
Andererseits sieht man analog zu Behauptung 1 im Beweis von Satz 2.1, dass eine wesentliche
Verbesserung von Lk erst durch einen Approximationsvektor mit x-Komponente mindestens
2bn+1−bn+1−k−1 hervorgerufen wird. Das liefert, dass Lk bis an eine Stelle st > rt weitersteigen
muss, welche die asymptotische Beziehung
st ∼
k
k + 1
log(2)bn−k+1
(
Ck + C − 2) ∼ k
k + 1
log(2)bn
(
C + C2−k − 2C1−k) (2.37)
erfu¨llt. An der Stelle st ist der Wert ωk(st) asymptotisch gegeben durch ωk(st) =
C−1
Ck−1 , was
mittels (1.40) auf
Lk(st) ∼ st
(
−1 + k + 1
k
1
1 + C−1Ck−1
)
∼
log(2)
k + 1
bn
(
C − kC2−k + (k − 1)C1−k) (2.38)
fu¨hrt. Mithilfe von (2.36),(2.37) und (2.38) berechnet man weiter
Lk(st)− Lk+1(rt) ∼ k
k + 1
log(2)bn
[
C2−k − 2C1−k] ∼ −(st − rt).
Da Lk+1 im Intervall (rt, st) asymptotisch mit Steigung −1 fallen muss weil alle u¨brigen Lj
steigen, bedeutet dies aber weiter
Lk(st) ∼ Lk+1(st).
Daraus ergibt sich nun (2.29) mit einer analogen Argumentation zum Beweis von (2.14). Da
die Funktionen L1, L2, . . . , Lk−1 im Intervall (st, q(k−1,k),t) mit Steigung 1k steigen, muss dort
Lk + Lk+1 asymptotisch mit Steigung −1 + (k − 1) 1k = − 1k < 0 fallen, weshalb in solchen Inter-
vallen insbesondere Lk fallen muss und folglich kein gro¨ßerer Wert von ψk angenommen werden
kann und damit kein kleinerer fu¨r ω̂k. In Intervallen (q(k−1,k),t, st+1) haben wir aber gerade ge-
sehen, dass an den Stellen st das Maximum von Lk angenommen wird. Die Approximationsgu¨te
von asymptotisch 2−(bn+1−bn) und der Wert x ∼ 2bn+1−bn+1−k an diesem Punkt (st, Lk(st)) er-
geben nach Definition von ω̂k aber (2.29).
(2.28) ergibt sich durch einen zu Behauptung 2 von Satz 2.1 analogen Sachverhalt. Die Verallge-
meinerung von jener Behauptung 2 mit analogem Beweis ist: Es gibt keine k linear unabha¨ngigen
Approximationsvektoren mit x-Werten ≤ 2bn+1−1, sodass die Approximationsgu¨te
max
1≤i≤k
|ζix− yi| ≤ 2−bn+2−k
erfu¨llt. Daraus folgt (2.28) mit analoger weiterer Argumentation wie im Beweis von (2.13) von
Satz 2.1 (man verwendet wieder, dass x ≥ 2bn+1−bn+1−k in einem Approximationsvektor weil Lk
ψJ (Q) ALS FUNKTIONEN 95
bis st steigt).
Als na¨chstes zeigen wir (2.31). Beachte zuerst, dass Lk+1 auf Intervallen (q(k−1,k),t, rt+1) steigt
und damit das Maximum von Lk in diesen Intervallen bei q = rt+1 angenommen wird. Mittels
(2.36),(2.32) berechnet man mit Rt := e
rt
ψk+1 ≥ ψk(Rt) ∼
Lk+1(rt)
rt
∼
1− (k + 1)C−k
k
,
was mittels (1.40) die rechte Seite von (2.31) ergibt.
Danach fa¨llt Lk+1 bis st und kann die dortige Approximationsgu¨te 2
−(bn−k+2−bn−k+1) maximal
bis zu x = 2bn+1 beibehalten (fu¨r genaueres vergleiche den Beweis von (2.16) Satz 2.1) was gerade
auf den ω-Wert C−1Ck fu¨hrt. Da Lk+1 in einem der beiden Intervalltypen (q(k−1,k),t, st+1) oder
(st, q(k−1,k),t) seine lokalen Maxima annehmen muss, folgt (2.31) zusammen mit der Ungleichung
fu¨r ω̂k+1 aus Korollar 1.6.
Um schließlich (2.30) einzusehen, verwenden wir wieder die Hilfsstelle vt definiert als 1. Koor-
dinate im (q, Lj(q))-Diagramm des Schnittpunkts (vt, wt) der Geraden g1 definiert durch die
Approximationsgu¨te 2−bn−k+2, also g1(q) = qk − log(2)(bn+1 − bn) und der Geraden g2 definiert
durch x = 2bn+1 , also g2(q) = −q + log(x). Damit berechnet man
vt ∼
k
k + 1
log(2)(bn+1 + bn−k+2) ∼
k
k + 1
log(2)bn
(
C + C2−k
)
. (2.39)
Offenbar gilt
ωk(vt) =
1
Ck−1
. (2.40)
Der Beweis von (2.28) zeigt, dass mit Vt := e
vt die Beziehung ψk(Vt) ≥ Ck−1−kk(Ck−1+1) gilt und damit
ψk+1(Vt) ≥ ψk(Vt) ≥ C
k−1 − k
k(Ck−1 + 1)
, (2.41)
wobei C
k−1−k
k(Ck−1+1) aus ωk(vt) =
1
Ck−1 durch Umrechnen mittels (1.40) entsteht. Wir zeigen nun,
dass sogar die asymptotische Gleichheit
ψk(Vt) ∼ ψk+1(Vt) ∼
Ck−1 − k
k(Ck−1 + 1)
(2.42)
gilt. Wegen (2.41) und (1.17) ist die Bedingung (2.42) a¨quivalent dazu, dass im Falle von (2.42)
der Gleichheitsfall
∑k+1
j=1 Lj(vt) = 0 eintritt. Wir setzen also (2.42) voraus und rechnen die
Bedingung
∑k+1
j=1 Lj(vt) ∼ 0 nach. Wegen (2.39) gilt unter der Voraussetzung (2.42)
Lk(vt) ∼ Lk+1(vt) ∼ vt
Ck−1 − k
k (Ck−1 + 1)
∼
Ck−1 − k
Ck−1 + 1
log(2)
k + 1
bn
(
C + C2−k
)
. (2.43)
Die Funktionen Lj , 1 ≤ j ≤ k − 1 steigen jeweils asymptotisch auf den Intervallen der Form
(q(j−1,j),t, vt) ⊂ (q(j−1,j),t, q(j,j+1),t+1) (zur Erinnerung: q(0,1),t = rt also (rt, vt) ⊂ (rt, q(1,2),t+1)
im Fall j = 1) mit Steigung 1k . Also
Lj(vt) ∼ Lj(q(j−1,j),t) +
1
k
(
vt − q(j−1,j),t
)
, 1 ≤ j ≤ k − 1. (2.44)
Setzt man (2.35),(2.33) und (2.39) in (2.44) ein ergeben sich die ersten (k − 1) Werte Lj(vt) zu
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Lj(vt) ∼
log(2)
k + 1
bn
[
Cj−1 − kC + k
Cj−1
+ C − 1− C2−j + C1−j + C2−k
]
=
log(2)
k + 1
bn
[
C + C2−k + (k + 1)C1−j − (k + 1)C2−j] , 1 ≤ j ≤ k − 1.
Zusammen mit (2.43) ergibt sich
k+1∑
j=1
Lj(vt) = 2Lk(vt) +
k−1∑
j=1
Lj(vt) =
log(2)
k + 1
bn · T
wobei
T :=
k−1∑
j=1
(
C + C2−k + (k + 1)C1−j − (k + 1)C2−j)
+ 2Ck−1 − k
Ck−1 + 1
(
C + C2−k
)
,
und man besta¨tigt durch eine etwas la¨ngliche, aber vo¨llig elementare Rechnung schließlich T = 0.
Damit ist also (2.42) beweisen.
Weil Lk+1 im Intervall (vt, rt) steigt und dann bis st fa¨llt und Lk+1(st) > Lk+1(vt) kann ein
kleinerer Wert von ψ
k+1
nur in Intervallen (st, vt) auftreten. Wa¨re jedoch Lk+1(T ) < Lk+1(vt)
fu¨r ein T , das asymptotisch kleiner als vt ist, mu¨ssten im Intervall (T, vt) alle Lj steigen, ein
Widerspruch zu (1.17). Dies zeigt letztendlich zusammen mit (2.40) Gleichung (2.30).
Der letzte Punkt folgt aus
ω̂k =
C − 1
Ck − 1 =
1
1 + C + · · ·+ Ck−1 <
1
Ck−1
= ωk+1
fu¨r k ≥ 2 und C <∞. 
Das wesentliche Verhalten der Funktionen Lj ist also:
• Lj steigt auf (q(j−1,j),t, q(j,j+1),t), fa¨llt auf (q(j,j+1),t, q(j−1,j),t+1), 1 ≤ j ≤ k − 1
• Lk steigt auf (q(k−1,k),t, st), fa¨llt auf (vt, q(k−1,k),t)
• Lk+1 steigt auf (vt, rt), fa¨llt auf (rt, st)
U¨ber das genauere Verhalten von Lk, Lk+1 auf Intervallen der Form (st, vt) sagt Satz 2.2 wieder
wenig aus. Abbildung 2.6 zeigt im Fall k = 3 den Anfangsabschnitt von
ζ1 = 2
−1 + 2−15, ζ2 = 2−3 + 2−31, ζ3 = 2−7
bis zur Schranke, wo L4(q0) > 19.5 ist fu¨r ein lokales Minimum q0 von L3. Dabei soll also der
Fall C = 2 simuliert werden, vergleiche die Bemerkungen zu Abbilung 2.2. (Fu¨r gro¨ßere Werte
von C ist die Rechenzeit bis an markante Stellen sehr lang).
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Abbildung 2.6: k=3, C=2 Fall
Korollar 2.2. Sei βd die gro¨ßte reelle Nullstelle von Pd(x) = x
d+1 − 2xd − x + 1. Unter den
Voraussetzungen von Korollar 1.6 gilt im Falle C ≥ βk
ωk =
C − 1
Ck−1
ω̂k =
C − 1
Ck − 1
ωk+1 =
1
Ck−1
ω̂k+1 =
1
Ck − 1 .
Beweis: Die Bedingung an C liefert
C
Ck − 1 ≤
C − 1
Ck−1
,
1
Ck − 1 ≤
C − 1
Ck
.
Damit folgen alle Aussagen unmittelbar aus Satz 2.2.

Bemerkung: Korollar 2.2 gilt auch im Falle k = 1. In diesem Fall berechnet man mit Korollar 2.2
ω = C − 1 (2.45)
ω̂ = 1 = ω2 (2.46)
ω̂2 =
1
C − 1 . (2.47)
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Im Fall k = 1 gilt wegen |L1 + L2| < C(Λ,K) stets ψ1 = ψ2 = 0, was mittels (1.40) auf
(2.46) fu¨hrt. Weiter sieht man mit einer typischen Basis 2 Argumentation im k = 1 Fall, also
ζ =
∑∞
n=1 2
−an mit
an+1
an
> β1 =
3 +
√
5
2
, n ≥ 1
lim
n→∞
an+1
an
= C ≥ β1,
in der Tat leicht (2.45). Weiter gilt im Fall k = 1 wieder wegen |L1 + L2| < C(Λ,K) stets
ψ
1
+ ψ2 = 0, umrechnen dieser Beziehung mittels (1.40) fu¨hrt zu ωω̂2 = 1 und zusammen mit
(2.45) ergibt sich (2.47).
Die durch βk gegebene untere Schranke fu¨r C wird mit wachsendem k besser. Das ist Inhalt der
folgenden
Proposition 2.1. Es gelten fu¨r βd aus Korollar 2.2 die Beziehungen
lim
d→∞
βd = 2
βd = 2 + 2
−d − o(2−d).
Beweis: Man berechnet einerseits fu¨r d ≥ 2 direkt Pd(2) = −1 < 0, andererseits ist mit ηd := 2+ 1d
fu¨r d ≥ 3
ηd+1d + 1 > η
d+1
d = η
d
d
(
2 +
1
d
)
> 2ηdd +
ηdd
d
> 2ηdd + ηd, (2.48)
wobei letzte Ungleichung a¨quivalent zur Ungleichung ηd ≥ d 1d−1 ist, die wegen
d
1
d−1 < 2 < ηd gilt, wie eine einfache Kurvendiskussion der Funktion x 7→ x 1x−1 im Intervall (3,∞)
zeigt. Wegen (2.48) also Pd(ηd) > 0. Nach dem Zwischenwertsatz existiert also im Intervall (2, ηd)
eine Nullstelle. Wegen
P ′d(x) = (d+ 1)x
d − 2dxd−1 − 1 ≥ xd − 1 > 0, x ≥ 2
erfu¨llt weiter aber auch ho¨chstens eine reelle Nullstelle κ =: βd von Pd die Bedingung κ > 2.
Wegen limd→∞ ηd = 2 folgt der erste Punkt.
Man berechnet fu¨r den zweiten Punkt
Pd
(
2 + 2−d
)
=
(
2 +
1
2d
)d (
2 +
1
2d
− 2
)
− (2 + 2−d)+ 1 =(
1 +
1
2d+1
)d
− 1− 1
2d
>
(
1 +
d
2d+1
)
− 1− 1
2d
=
d− 2
2d+1
> 0
wobei in der vorletzten Ungleichung der binomische Lehrsatz angewandt wurde. Wegen P ′d(x) > 0
auf x ∈ (2,∞) also weiter βd < 2 + 2−d. Im Falle xd = 2 + ǫ2−d mit 0 < ǫ < 1 berechnet man
Pd(xd) = ǫ
[(
2 + ǫ
2d
2
)d
− 1
2d
]
− 1 < ǫ
(2 + 12d
2
)d
− 1
2d
− 1, (2.49)
und weil der Ausdruck in der rechten eckigen Klammer wegen
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lim
d→∞
(
2 + 1
2d
2
)d
− 1
2d
= lim
d→∞
(
1 +
1
2d+1
)2d+1 d
2d+1 − lim
d→∞
1
2d
= lim
d→∞
e
d
2d+1 = 1
gegen 1 konvergiert, ist die rechte Seite von (2.49) gegen ǫ− 1 < 0 konvergent. Das bedeutet fu¨r
jedes feste 0 < ǫ < 1 ist fu¨r d hinreichend groß die Beziehung βd > 2 + ǫ2
−d gu¨ltig. Aus beiden
Abscha¨tzungen fu¨r βd zusammen folgt die Behauptung. 
Der Vollsta¨ndigkeit halber sei an dieser Stelle noch ein Plot mit Quotienten bn+1bn < 2 angefu¨hrt,
der Korollar 1.8 visualisieren soll. Es ist in Abbildung 2.7
ζ1 = 2
−2 + 2−9, ζ2 = 2−3 + 2−17, ζ3 = 2−5 + 2−33.
Es soll also wieder der Fall C = 2 simuliert werden, aber ohne die fu¨r Korollar 1.6 notwendige
Voraussetzung bn+1bn > 2. Wegen
bn+1
bn
> κ2 ≈ 1.6180 ab n ≥ 2 ist aber die Voraussetzung fu¨r
Korollar 1.8 erfu¨llt mit d = 2. Die Eigenschaft, dass lokale Maxima von L2 durch Approximati-
onsvektoren mit x-Werten nahe 2bn auftreten, ist hier also nicht mehr zwingend erfu¨llt, hingegen
ist sie fu¨r L1 noch erfu¨llt. In der Tat erkennt man, dass sich die Funktion L2 qualitativ sehr von
der Funktion L2 in Abbildung 2.6 unterscheidet, L1 hingegen nicht bis auf die vor allem anfangs
raschere Abfolge lokaler Extrema bedingt durch die kleineren Quotienten bn+1bn .
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Abbildung 2.7: k=3, C=2 Fall Nr 2
2.2 Der aufgefa¨cherte Fall
Ziel dieses Abschnitts ist, den Fall von ζ1, ζ2, . . . , ζk deren zugeordnete Approximationsfunktionen
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ψj = ψj+1, 1 ≤ j ≤ k, (2.50)
erfu¨llen, na¨her zu untersuchen.
2.2.1 Extremal numbers
Ein erstes Beispiel fu¨r Vektoren, deren Aproximationsfunktionen (2.50) erfu¨llen, stellen im Fall
k = 2 die von Roy eingefu¨hrten sogenannten extremal numbers dar.
Definition 2.1. Eine reelle Zahl ζ heißt extremal number, falls die Approximationskonstante ω̂
zur simultanen Approximation von (ζ1, ζ2) := (ζ, ζ
2) maximal unter allen reellen Zahlen ist, die
nicht algebraisch vom Grad kleiner oder gleich 2 sind.
Es ist bekannt, dass der maximale Wert aus der Definition durch γ :=
√
5−1
2 gegeben ist. Ket-
tenbru¨che von der Form
ζ = [0; a, b, a, a, b, . . .] (2.51)
mit dem Fibonacciwort auf {a, b} fu¨hren beispielsweise zu extremal numbers ζ. Siehe [12] zu
beidem, Theorem 3.1 Seite 8 bzw Seite 13.
In Abbildung 2.8 sehen wir einen Plot fu¨r ein ζ mit Kettenbruchentwicklung (2.51) im Fall
a = 1, b = 2.
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Abbildung 2.8: extremal numbers
Dabei wurde eine hinreichend lange Anfangssequenz des Fibonacciwortes auf {1, 2} fu¨r die Ket-
tenbruchentwicklung beru¨cksichtigt, um den gegebenen Anfangsabschnitt im (q, Lj(q))-Diagramm
ausreichend genau widerzugeben (die eingeschra¨nkte Computergenauigkeit macht eine zu lange
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Anfangssequenz ohnehin nutzlos, da Werte ab einer gewissen Stelle einfach nicht mehr erkannt
werden). Es wird bis zur Stelle des ersten lokalen Minimums q0 von L3 mit q0 > 19 gezeichnet.
Das scheinbar gekru¨mmte Einknicken von L2 ist charakteristisch zumindest fu¨r extremal numbers
von Typ (2.51), wie auch Plots zu anderen Wertepaaren a, b belegen, bei denen dieses Verhalten
noch sta¨rker ausgepra¨gt ist. Dieses spielt aber asymptotisch fu¨r q → ∞ keine Rolle bei der Be-
rechnung der Werte ψ
j
, ψj fu¨r j = 2, 3.
Extremal numbers erfu¨llen na¨mlich (2.50) auf eine besondere Art und Weise, die ab Abschnitt
2.2.3 genauer thematisiert wird. Siehe Theorem 3.1 in [12] fu¨r einen Beweis.
Wir werden im Abschnitt 2.2.4 nochmals auf die extremal numbers im Zusammenhang mit dem
aufgefa¨cherten Fall von (2.50) eingehen, wobei wir dort die Kettenbruchentwicklung von extremal
numbers beleuchten werden.
Weiters werden sie im Kontext s-adischer Entwicklung im Abschnitt 3.1 nochmals vorkommen.
2.2.2 Der extremale Fall und die Schranken fu¨r ω, ω̂
Wir wenden uns nun fu¨r beliebige k einem interessanten Spezialfall von (2.50) zu, der in anderem
Sinne als extremal bezeichnet werden kann.
Definition 2.2. Wir nennen fu¨r festes k ≥ 2 den Fall von ζ1, ζ2, . . . , ζk deren zugeho¨rige Appro-
ximationsfunktionen
ψ
1
= −1 (2.52)
ψ1 =
1− k
2k
= ψ
2
(2.53)
ψj =
1
k
= ψ
j+1
, 2 ≤ j ≤ k (2.54)
ψk+1 =
1
k
(2.55)
erfu¨llen, den extremalen Fall von (2.50).
Dabei ist (2.55) nur der Vollsta¨ndigkeit halber angefu¨hrt.
Auf der Suche nach Bespielen von ζ1, ζ2, . . . , ζk deren Approximationsfunktionen (2.50) erfu¨llen,
betrachten wir zuna¨chst ζ1, ζ2, . . . , ζk aus Satz 2.2. Unter den spezielleren Voraussetzungen von
Korollar 1.6 gilt (2.50) bis auf die Gleichung ψ
k
= ψk+1 bzw ω̂k = ωk+1. Satz 2.2 zeigt aber
auf, dass diese aussta¨ndige Gleichung sich nicht unter den Voraussetzungen von Korollar 1.6 bei
endlichem C ∈ R erzielen la¨sst. Beachte, dass unter den Voraussetzungen von Satz 1.14 selbiger
Satz 1.14 sowie die Beziehung ω̂ = ω2 bzw ψ1 = ψ2 bereits die Existenz von limn→∞
bn+1
bn
im-
plizieren, was wieder auf die Situation von Korollar 1.6 fu¨hrt. Also schließen die Konstruktionen
aus Satz 1.14 im nichtextremalen Fall die Bedingung (2.50) sogar aus.
Kehren wir nun aber zum extremalen Fall von (2.50) zuru¨ck. Der folgende Satz 2.3 zeigt neben
der Existenz auch, dass dieser Spezialfall bereits allein durch die zusa¨tzliche Bedingung ψ
1
= −1
induziert wird, was die Bezeichung extremal rechtfertigt.
Satz 2.3. Sei k ≥ 2 vorgebeben. Dann existieren ζ1, ζ2, . . . , ζk sodass {1, ζ1, ζ2, . . . , ζk} eine
Q-linear unabha¨ngige Menge ist und (2.52)-(2.55) gilt. U¨berdies stellt (2.53),(2.54),(2.55) eine
Folgerung aus (2.52) dar, wenn (2.50) gilt.
Beweis: (2.52)-(2.55) ist via (1.40) gleichbedeutend mit dem System
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ω = ∞ (2.56)
ω̂ = 1 = ω2 (2.57)
ω̂j = 0 = ωj+1, 2 ≤ j ≤ k (2.58)
ω̂k+1 = 0. (2.59)
Korollar 1.6 zeigt aber im Falle k ≥ 3, C =∞ wegen
lim
C→∞
C − 1
C
= 1, lim
C→∞
C − 1
Cj
= 0, j ≥ 2
alle Gleichungen (2.56)-(2.59). Im Fall k = 2, C =∞ zeigt Satz 2.1 selbige Gleichungen.
Fu¨r den zweiten Punkt bemerke zuna¨chst, dass im Falle (2.52) stets ψj =
1
k , 2 ≤ j ≤ k+1, siehe
Proposition 1.3. Diese U¨berlegung zeigt (2.55) und zusammen mit (2.50) auch (2.54).
Fu¨r (2.53) bemerke zuerst, dass 1−k2k nach (1.34),(1.35) die untere Schranke fu¨r beide Werte
ψ1, ψ2 darstellt. Fu¨r die Umkehrung zuerst ein paar Vorbemerkungen. Es ist jedes Maximum von
L1(q) im (q, Lj(q))-Diagramm ein Minimum von L2(q), also L1(q) = L2(q), wie aus folgendem
Argument ersichtlich wird. Fu¨r a ∈ N gilt
max
1≤t≤k
|ζt(ax) − (ayt)| = a max
1≤t≤k
|ζtx− yt| ≥ max
1≤t≤k
|ζtx− yt| , (2.60)
also sind zwei aufeinanderfolgende Bestapproximationsvektoren linear unabha¨ngig. Daraus folgt
aber sofort die Aussage.
Beachte auch, dass wie im Abschnitt 1.1.2 festgestellt jedes lokale Maximum eines Lj(q) mit
einem Maximum von ψj(Q) korrespondiert (und umgekehrt), sodass man in der Tat nur lokale
Extrema von L1(q) betrachten muss um ψ1 zu bestimmen.
Wa¨re nun einer der Werte ψ
2
, ψ1 nun echt gro¨ßer als diese Schranke
1−k
2k , mu¨sste wegen (1.18) in
jedem Falle ψ1 >
1−k
2k und es existiert somit eine gegen unendlich konvergente Folge von lokalen
Maxima (qn)n≥1 von L1 mit ψ1(qn) = ψ2(qn) > V mit einem V > 1−k2k .
Setze V0 := 2(V − 1−k2k ) > 0. Fu¨r hinreichend großen Index n gilt wegen (2.54),(2.55) des weiteren
ψj(qn) >
1
k − 1k−1 V02 fu¨r 3 ≤ j ≤ k + 1 und wir ha¨tten weiter insgesamt
lim
n→∞
k+1∑
j=1
ψj(qn) > 2V + (k − 1)
[
1
k
− V0
2(k − 1)
]
=
V0
2
> 0,
wegen limn→∞ qn =∞ ein Widerspruch zu (1.16). Das zeigt (2.53). 
Bemerkungen: 1) Man kann den im Beweis von Satz 2.3 verwendeten Fall C = ∞ von Korollar
1.6 als einen Spezialfall von Bemerkung 3 zu Satz 1.12 auffassen.
Dabei ist η2 = 1, η3 = η4 = · · · = ηk+1 = 0 und zusa¨tzlich fa¨llt jedes ηj+1 viel schneller gegen
Null als ηj im Sinne
lim
n→∞
an,j−an,j+1
an,j
an,j+1−an,j+2
an,j+1
=∞, 1 ≤ j ≤ k
mit der Notation aus Satz 1.12.
2) Die Tatsache dass jedes Maximum von L1 ein Minimum von L2 ist, ist nicht notwendig um
Satz 2.3 zu beweisen. Es ist hinreichend die lokalen Maxima (qn)n≥1 von L1 bzw ψ1 (oder ein-
fach Stellen mit ψ1(q) >
1−k
2k + ǫ mit ǫ > 0 beliebig) zu betrachten und dort L2(qn) ≥ L1(qn) zu
verwenden. Wir werden (2.60) aber im folgenden noch verwenden.
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Nun haben wir alle Werkzeuge zur Hand, um auf einfache Weise die Optimalita¨t der Schran-
ken (1.47)-(1.52) anhand konkreter Beispiele abzuleiten. Wir werden dabei zu festem k nur 3
verschiedene Typen von Vektoren (ζ1, ζ2, . . . , ζk) brauchen, na¨mlich
• generischer Fall (zB zusammen mit 1Q-linear unabha¨ngige algebraische Zahlen ζ1, ζ2, . . . , ζk)
• ζ1, ζ2, . . . , ζk wie in Korollar 1.6 mit C =∞, etwa ζj =
∑
n≥1
1
(nk+j)! fu¨r 1 ≤ j ≤ k
• ζ1, ζ2, . . . , ζk wie in Korollar 1.3
Korollar 2.3. Die Schranken aus (1.47)-(1.52) sind fu¨r alle (ζ1, ζ2, . . . , ζk), fu¨r die {1, ζ1, ζ2, . . . , ζk}
eine Q-linear unabha¨ngige Menge ist, sa¨mtlich scharf.
Beweis: In Korollar 1.3 haben wir gesehen, dass die oberen Schranken aus (1.47),(1.48), (1.49)
sowie die unteren Schranken aus (1.50),(1.51),(1.52) scharf sind.
In Satz 2.3 haben wir gesehen, dass die linke Seiten von (1.49) und die rechte Seite von (1.50)
optimal sind.
Schmidts Teilraumsatz sagt aber, dass im Falle algebraischer Q-linear unabha¨ngiger Zahlen alle
klassischen Approximationskonstanten simultan den Wert 1k annehmen (was bereits aus ω =
1
k
folgt). Also ko¨nnen auch die linken Seiten von (1.47),(1.48) sowie die oberen Schranken aus (1.51),
(1.52) nicht verbessert werden. Man pru¨ft einfach, dass dies alle 12 Schranken aus (1.47)-(1.52)
abdeckt. 
Beachte, dass weil ψ
1
= 0 bereits impliziert, dass alle Werte ψ
j
, ψj Null sein mu¨ssen, der ge-
nerische Fall stets vertreten sein muss wenn man alle scharfen Schranken nachweisen will. Man
u¨berzeugt sich dadurch leicht, dass die angegebene Zahl von 3 Vektoren (ζ1, ζ2, . . . , ζk) bei festem
k ≥ 3 tatsa¨chlich minimal ist, um alle Schranken zu erhalten. Im Fall k ∈ {1, 2} kann man sogar
noch (ζ1, ζ2, . . . , ζk) aus Korollar 1.3 weglassen.
2.2.3 Der allgemeine (nicht extremale) aufgefa¨cherte Fall
Nun wenden wir uns wieder dem allgemeinen, nicht extremalen Fall von (2.50) zu, in dem also
(2.52) nicht erfu¨llt ist. Der Fall ψ
1
= 0 impliziert wegen (1.9) und (1.16) sofort ψ
j
= ψj = 0 fu¨r
alle 1 ≤ j ≤ k + 1 und ist daher uninteressant. Wir gehen also von −1 < ψ
1
< 0 aus. Interes-
sant ist der idealisierte Spezialfall, in dem asymptotisch alle wesentlichen lokalen Extrema von
allen Lj(q) durch dieselbe Folge (x
(i))i≥1 von x-Werten zustande kommen und die Folge (x(i))i≥1
konstantes logarithmisches Wachstum log(x
(i+1))
log(x(i))
hat. In diesem Fall bewirkt ein solches x(i) also
ein Einknicken von Lk+1 an einer Stelle q(k+1),i bis es an einer Stelle q(k+1,k),i > q(k+1) auf Lk
trifft und den steigenden Verlauf von Lk bis zum folgenden q(k+1,k),i+1 fortsetzt. Die Funktion
Lk beginnt ihrerseits bei q(k+1,k),i zu fallen bis sie an einer Stelle q(k,k−1),i auf das bis dahin
steigende Lk−1 trifft und steigt dann bis zum na¨chsten q(k,k−1),i+1. Dieser Vorgang setzt sich
fort bis an einer Stelle q(2,1),i die Funktionen L2 und L1 zusammentreffen und L2 den steigenden
Verlauf von L1 fortsetzt, hingegen L1 bis zu einer Stelle q(1),i+1 zu fallen beginnt und ab q(1),i+1
beginnt es wieder zu steigen bis zum folgenden q(2,1),i+1. Wir nennen dies den aufgefa¨cherten
Fall von (2.50), welchen wir in Ku¨rze exakt definieren. Aus (2.50) und der Forderung des kon-
stanten logarithmischen Wachstums sieht man, dass dies insbesondere die Existenz einer Folge
von Approximationsvektoren
(
x(i), y
(i)
1 , . . . , y
(i)
k
)
i≥1
mit
lim
i→∞
log
(
x(i+1)
)
log
(
x(i)
) = ωj
ωj+1
, 1 ≤ j ≤ k (2.61)
lim
i→∞
−
log
(
max1≤t≤k
∣∣∣x(i)ζt − y(i)t ∣∣∣)
log
(
x(i)
) = ω. (2.62)
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impliziert, wobei (2.61) auch fu¨r j = k+1 mit der naheliegenden Konvention ωk+2 := ω̂k+1 gilt.
Weiter erkennt man leicht mit (1.16), dass im Falle, dass ab einem Index i ≥ i0 jede Menge von
(k + 1) solcher aufeinanderfolgender Approximationsvektoren(
x(i), y
(i)
1 , . . . , y
(i)
k
)
,
(
x(i+1), y
(i+1)
1 , . . . , y
(i+1)
k
)
, . . . ,
(
x(i+k), y
(i+k)
1 , . . . , y
(i+k)
k
)
(2.63)
linear unabha¨ngig ist, die Bedingungen (2.61),(2.62) auch hinreichend sind um obiges Verhal-
ten der Approximationsfunktionen Lj(q) zu erhalten. Denn in diesem Fall sind fu¨r jedes q alle
Lj(q), 1 ≤ j ≤ k + 1 im wesentlichen nach oben durch die entsprechenden Werte aus dem
aufgefa¨cherten Fall (gema¨ß obiger Beschreibung ”definiert”) beschra¨nkt und wegen (1.17) muss
daher schon Gleichheit gelten. Diese U¨berlegung rechtfertigt (im Sinne der A¨quivalenz zur obigen
Beschreibung) und legt folgende Definition nahe.
Definition 2.3. Falls fu¨r die Approximationskonstanten zu ζ1, ζ2, . . . , ζk Bedingung (2.50) und
die Asymptotiken (2.61),(2.62) mit einem ω ∈ [ 1k ,∞] und einer Folge (x(i))i≥1 gelten und zusa¨tz-
lich fu¨r i ≥ i0 die (k+1) Approximationsvektoren aus (2.63) linear unabha¨ngig sind, nennen wir
dies den aufgefa¨cherten Fall von (2.50) oder kurz nur den aufgefa¨cherten Fall.
Der idealisierte aufgefa¨cherte Fall ist fu¨r k = 2 in Abbildung 2.9 illustriert. Beachte, dass dies
kein Programmplot ist und nur schematisch zu verstehen ist. Vergleiche auch Abbildung 2.8, in
der das Schema von Abbildung 2.9 einigermaßen erkennbar ist. In der Tat stellen die extremal
numbers sogar Beispiele fu¨r den aufgefa¨cherten Fall von (2.50) dar, siehe [12]. Dabei bezeichnen
qs, qs+1, qs+2, p jeweils die 1. Koordinate im (q, Lj(q))-Diagramm. Beachte, dass wegen (1.17) im
Falle, dass jedes wesentliche lokale Maximum von Lj ein lokales Minimum von Lj+1 ist, das Sche-
ma aus Abbildung 2.9 bzw das entsprechende ho¨herdimensionale Analogon im Falle k > 2 dazu
impliziert, also insbesondere jeweils die beiden mit qs (und analog qs+1, qs+2) bezeichneten Stel-
len in der Tat die selbe 1. Koordinate im (q, Lj(q))-Diagramm haben mu¨ssen. Denn andernfalls
ga¨be es ein Intervall, in dem alle Lj gleichzeitig steigen, was (1.17) widerspricht.
qs
qs+1
qs+2
ψ
1
ψ1 = ψ2
ψ2 = ψ3
ψ3
p
qs
qs+1
qs+2
xi
xi+1
xi+2
q
L1
L2
L3
Abbildung 2.9: Skizze idealisierter aufgefaecherter Fall
Wir wollen nun zuna¨chst den Fall k = 2 aus Abbildung 2.9 noch na¨her hinsichtlich der Werte
ψ
j
, ψj beleuchten. Man erkennt aus Abbildung 2.9
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qs+1ψ1 = qsψ3 − (qs+1 − qs)
qs+2ψ3 = qsψ1 +
qs+2 − qs
2
und daraus weiter
ψ
1
− 12
ψ3 − 12
=
qs+2
qs
=
qs+2
qs+1
qs+1
qs
=
(1 + ψ3)
2
(1 + ψ
1
)2
.
Es ergibt sich nach unserer Voraussetzung ψ
1
< 0 und damit ψ
1
6= ψ3 der Zusammenhang
ψ2
1
+ ψ
1
ψ3 + ψ
2
3 +
3
2
(ψ
1
+ ψ3) = 0. (2.64)
und mit der Lo¨sungsformel fu¨r quadratische Gleichungen kann man ψ3 ausdru¨cken durch
ψ3 = −
ψ
1
2
− 3
4
+
√
−3
4
ψ2
1
− 3
4
ψ
1
+
9
16
. (2.65)
Aus Abbildung 2.9 sieht man auch
qs+1ψ1 + (qs+1 − p) = pψ2 = qsψ1 +
p− qs
2
,
woraus man mit a¨hnlichem Vorgehen wie oben
ψ1 = ψ2 =
1
2
2ψ
1
+ ψ3
ψ3 − ψ1 + 32
. (2.66)
gewinnt. Die Jarnik-Identita¨t in der Form ψ1+2ψ1ψ3+ψ3 = 0 (Theorem 1.5 in [14], wir haben
dies bereits in Kapitel 1 verwendet) liefert weiter
ψ2 = ψ3 = −
ψ1
2ψ1 + 1
,
womit zusammen mit (2.65),(2.66) alle Approximationskonstanten durch ψ
1
explizit ausgedru¨ckt
werden ko¨nnen.
Dru¨ckt man sich in (2.66) die Variable ψ3 = ψ3(ψ1, ψ1) aus, so besta¨tigt man genau mit der
Wahl
ψ
1
=
3ψ1
4ψ
2
1 + 2ψ1 + 1
(2.67)
Gleichung (2.64). Es gilt also mit ϕj := kψj Gleichheit
ϕ
1
=
3ϕ1
ϕ21 + ϕ1 + 1
=
(
n2 − 3n+ 3)ϕ1 + (n− 3)ϕ21
(n− 2)2 + (2n− 5)ϕ1 + ϕ21
in Formel (1.20) von Summerer/Schmidt in [15] im Fall n = k + 1 = 3, was in unserer Notation
k = 2 entspricht. Selbiges (1.20) in [15] besagt, dass fu¨r zusammen mit 1 Q-linear unabha¨ngige
ζ1, ζ2, . . . , ζk stets die Ungleichung
ϕ
1
≤
(
n2 − 3n+ 3)ϕ1 + (n− 3)ϕ21
(n− 2)2 + (2n− 5)ϕ1 + ϕ21
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gilt. In diesem Fall wird bei vorgegebenem ψ
1
also ψ1 unter allen zusammen mit 1 Q-linear un-
abha¨ngigen ζ1, ζ2, . . . , ζk minimiert oder wegen (1.40) a¨quivalent ω̂ bei festem ω maximiert. Es
liegt daher die Vermutung nahe, dass diese Eigenschaft des aufgefa¨cherten Falls auch in ho¨herer
Dimensionen k > 2 Gu¨ltigkeit beha¨lt. Wir werden in Bemerkung 1 zu Proposition 2.4 bzw Ko-
rollar 2.5 und im Kontext von Lemma 3.1 nochmal kurz darauf zuru¨ckkommen.
Jetzt wollen wir den aufgefa¨cherten Fall mit beliebigem k hinsichlich der Werte ψ
j
, ψj diskutieren.
Im Fall von beliebigem k erkennt man, dass sich mit einem analogen Vorgehen zum obigen Fall
k = 2 die Gleichung (
ψ
1
− 1
k
)(
ψ
1
+ 1
)k
=
(
ψk+1 −
1
k
)(
ψk+1 + 1
)k
(2.68)
gewinnen la¨sst.
Eine Auflo¨sung von ψk+1 in (2.68) nach ψ1 wu¨rde also u¨ber mehrfache Anwendung von (1.40)
alle ψ
j
= ψj+1 in Abha¨ngigkeit von ψ1 berechenbar machen ohne den Umweg u¨ber neue Stellen,
wie wir sie im Fall k = 2 mit p eingefu¨hrt haben. Bedingung (2.68) la¨sst sich mit (1.40) umformen
zu
(1 + ω)k+1
ω
=
(1 + ω̂k+1)
k+1
ω̂k+1
. (2.69)
Mit der Substitution t := ω + 1 la¨uft die Bestimmung von ω̂k+1 aus ω auf das Auffinden der
reellen Nullstelle im Intervall Ik := (0,
1
k ) von Polynomen vom Typ
Pk+1(t) := t
k+1 − ct+ c = 0
hinaus, wobei Pk+1(c) = 0 mit c ∈ Jk := ( 1k ,∞) und sich Ik, Jk aus den Bedingungen
−1 < ψ
1
< 0, ψk+1 > 0 ergeben. Aus (2.61) ergibt sich des weiteren
ωj = ω
1− j−1
k+1 ω̂
j−1
k+1
k+1 , 1 ≤ j ≤ k + 1, (2.70)
wobei dies auch fu¨r j = k + 2 unter der Konvention ωk+2 := ω̂k+1 zutrifft. Mit diesem Wissen
wollen wir nun nochmals auf die extremal numbers zuru¨ckkommen, die wie bereits angemerkt
Beispiele des aufgefa¨cherten Falls von (2.50) darstellen. Aus der Kenntnis von ω̂ =
√
5−1
2 =: γ
berechnet man zusammen mit (1.40),(2.67),(2.61)
ω = 1
ω2 = γ = ω̂
ω3 = γ
2 = ω̂2
γ3 = ω̂3.
Dies fu¨hrt mit (1.40) zu Werten
ψ
1
= − 14
ψ
2
≈ −0.0729 ≈ ψ1
ψ
3
≈ 0.0854 ≈ ψ2
0.2135 ≈ ψ3.
Aus Abbildung 2.8 liest man der Reihe nach folgende Na¨herungswerte dieser Gro¨ßen ab:
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(24.49,−5.084) ≈ (q, Lj(q)) ∈ L1 =⇒ q
L1(q)
≈ −0.2076
(20.86,−1.455) ≈ (q, Lj(q)) ∈ L1 ∩ L2 =⇒ q
L1(q)
≈ −0.0698
(18.22, 1.165) ≈ (q, Lj(q)) ∈ L2 ∩ L3 =⇒ q
L2(q)
≈ 0.0639
(15.68, 2.699) ≈ (q, Lj(q)) ∈ L3 =⇒ q
L3(q)
≈ 0.1721.
Die Werte stellen sich also erst fu¨r recht großes q ein. Anzumerken ist auch noch, dass bei
vorangehenden Minima von L1 der Wert
q
L1(q)
kleiner als −0.25 ist.
2.2.4 Die Rolle der Kettenbruchentwicklung
Nun wollen wir aus bekannten Eigenschaften von Kettenbru¨chen in der eindimensionalen dio-
phantischen Approximation noch notwendige Bedingungen fu¨r den aufgefa¨cherten Fall unter der
Zusatzvoraussetzung ω > 1 ableiten. Die nachfolgenden aufeinander aufbauenden Ergebnisse aus
Proposition 2.2 bis Satz 2.4 sind jedoch allgemein gehalten und Satz 2.4 ließe sich allgemeiner fu¨r
beliebige ζ1, ζ2, . . . , ζk mit ω > 1 und einer Folge (x
(i))i≥1 formulieren, welche nicht notwendig
den Bedingungen (2.61),(2.62) genu¨gt. Satz 2.4 ist somit thematisch verwandt mit Proposition
1.1 und Korollar 1.2, wo ω in Zusammenhang mit s-adischen Kriterien gebracht wurde.
Proposition 2.2. Seien fu¨r die Folge der Kettenbruchna¨herungen (piqi )i≥1 an ζ ∈ R die Zahlen
δi bestimmt durch ∣∣∣∣ζ − piqi
∣∣∣∣ = 12q−2−δii , (2.71)
so gilt
log(qi+1)
log(qi)
≥ 1 + δi.
Beweis: Weil pi+1qi+1 eine bessere Approximation an ζ ist als
pi
qi
gilt
1
qiqi+1
≤
∣∣∣∣piqi − pi+1qi+1
∣∣∣∣ ≤ ∣∣∣∣piqi − ζ
∣∣∣∣+ ∣∣∣∣pi+1qi+1 − ζ
∣∣∣∣ ≤ 2 · 12q−2−δii = q−2−δii ,
was nur eine Umformulierung der Aussage darstellt.

Proposition 2.3. Sei (piqi )i≥1 die Folge der Kettenbruchna¨herungen an ζ ∈ R, so folgt aus∣∣∣r
s
− ζ
∣∣∣ < ∣∣∣∣piqi − ζ
∣∣∣∣
bereits s ≥ qi+1.
Beweis: Unmittelbare Folgerung aus dem Satz von Lagrange. 
Daraus folgt gewinnt man unmittelbar
Korollar 2.4. Sei (piqi )i≥1 die Folge der Kettenbruchna¨herungen an ζ ∈ R, dann gilt
Ψ(ζ) := lim
i→∞
− log (|qjζ − pj|)
log (qj+1)
= 1.
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Beweis: Sei δ′i bestimmt durch
|qiζ − pi| = q−δ
′
i
i .
Offenbar gilt mit δi aus (2.71) nun
lim
i→∞
δ′i
1 + δi
= 1. (2.72)
Andererseits ist δ′i gegeben durch
δ′i = −
log (|qjζ − pj |)
log (qj)
.
Damit und mit Proposition 2.2 schließt man weiter fu¨r alle i ≥ 1
− log (|qjζ − pj |)
log (qj+1)
= − log (|qjζ − pj |)
log (qj)
log (qj)
log (qj+1)
≤ δ′i
1
1 + δi
.
Wegen (2.72) also Ψ(ζ) ≤ 1. Andererseits gilt wegen Proposition 2.3 und dem Dirichletschen
Approximationssatz sicher Ψ(ζ) ≥ 1, da im Falle Ψ(ζ) < 1 fu¨r hinreichend großes i und
X = qi+1 − 1 das System
|x| ≤ X
|ζx − y| ≤ X−1
keine Lo¨sung (x, y) ∈ Z2 ha¨tte. Damit muss Gleichheit gelten. 
Satz 2.4. Es mo¨gen ζ1, ζ2, . . . , ζk und eine Folge (x
(i))i≥1 die Bedingungen (2.61), (2.62) des
aufgefa¨cherten Falls von (2.50) erfu¨llen, wobei daru¨ber hinaus ω > 1 fu¨r die simultane Appro-
ximationskonstante von ζ1, ζ2, . . . , ζk gelten mo¨ge. Dann ist die Folge
(
x(i)
)
i≥1 ab einem Index
i ≥ i0 gegeben als
x(i) = kgV
(
q1,σ1(i), q2,σ2(i), . . . , qk,σk(i)
)
, (2.73)
wobei fu¨r 1 ≤ j ≤ k die σj : {i0, i0 + 1, . . .} 7→ N monotone, gegen unendlich strebende Ab-
bildungen sind und (qj,n)n≥1 die Folge der Hauptnenner in der Kettenbruchentwicklung von ζj .
Es bezeichnet also (qj,σj(i))i≥1 bis auf mo¨gliches mehrfaches Auftauchen von Folgengliedern eine
Teilfolge der Hauptnennerfolge (qj,n)n≥1 der Kettenbruchentwicklung von ζj .
Beweis: Nach unserer Voraussetzung lasst sich ω schreiben als ω = 1 + 2ǫ mit ǫ > 0, es erfu¨llt
die Folge x(i) also fu¨r jedes 1 ≤ j ≤ k ab hinreichend großem Index i ≥ ij die Beziehung∣∣∣x(i)ζj − y(i)j ∣∣∣ < (x(i))−1−ǫ fu¨r geeigneten y(i)j ∈ Z oder a¨quivalent∣∣∣∣∣ζj − y
(i)
j
x(i)
∣∣∣∣∣ ≤ (x(i))−2−ǫ ≤ 12 (x(i))2 ,
wenn man ij falls no¨tig noch hinreichend vergro¨ßert um auch die rechte Ungleichung sicherzu-
stellen. Damit la¨sst sich fu¨r i ≥ i0 := max1≤j≤k ij simultan in 1 ≤ j ≤ k der Satz von Legendre
anwenden, also muss
y
(i)
j
x(i)
je eine Kettenbruchna¨herung von ζj sein. Im weiteren seien nur mehr
Indizes i ≥ i0 betrachet. Das bedeutet aber, dass x(i) ein gemeinsames Vielfaches von qj,σj(i) fu¨r
gewisse σj(i), 1 ≤ j ≤ k ist und die y(i)j durch die Relationen
x(i)
qj,σj(i)
=
y
(i)
j
pj,σj(i)
∈ Z \ {0} (2.74)
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induziert sind, also y
(i)
j = x
(i) pj,σj(i)
qj,σj(i)
. Beachte nun, dass alle Vektoren, die der Bedingung (2.74)
genu¨gen, von der Form a(x(i)′, y(i)1 , . . . , y
(i)
k ) mit a ∈ N und x(i)′ definiert als die rechte Seite von
(2.73), sind. Wegen (2.60) fu¨hrt das kleinste gemeinsame Vielfache x(i) = x(i)′ fu¨r jedes ζj aber
zu einer besseren Approximation als jedes echte Vielfache davon.
Bleiben also noch die Aussagen u¨ber die Funktionen σj zu zeigen. Sei x
(i) also das kgV von qj,σj(i)
mit Kettenbruchna¨herungen
pj,σj (i)
qj,σj (i)
von ζj und seien
(
x(i), y
(i)
1 , . . . , y
(i)
k
)
die von der Relation
(2.74) induzierten Approximationsvektoren, also mit y
(i)
j = x
(i) pj,σj(i)
qj,σj (i)
. Um die Monotonie von σj
zu zeigen, schreiben wir fu¨r 1 ≤ j ≤ k alle σj(i+ 1) als σj(i+ 1) = σj(i)− dj mit dj ∈ Z an und
fu¨hren wir die Annahme, dass fu¨r mindestens einen Index dj ≥ 1 gilt, auf einen Widerspruch.
Sei s ∈ {1, 2, . . . , k} also ein solcher Index mit ds ≥ 1. Wegen Korollar 2.4 ist fu¨r hinreichend
großes i = i(ǫ) wegen ds ≥ 1 insbesondere
− log
(∣∣qs,σs(i)−dsζs − ps,σs(i)−ds∣∣)
log
(
x(i)
) < − log (∣∣qs,σj(i)−dsζs − ps,σs(i)−ds∣∣)
log
(
qs,σs(i)
) < 1 + ǫ (2.75)
erfu¨llt. Andererseits ist wegen x(i+1) > x(i)
− log
(∣∣qs,σs(i)−dsζs − ps,σs(i)−ds∣∣)
log
(
x(i+1)
) < − log (∣∣qs,σs(i)−dsζs − ps,σs(i)−ds∣∣)
log
(
x(i)
) . (2.76)
Weiters gilt wegen unserer Annahme σj(i + 1) = σj(i) − dj und dem bereits bewiesenen (2.73)
angewandt auf den Index i + 1, dass
(
x(i+1), y
(i+1)
1 , . . . , y
(i+1)
k
)
gegeben ist als die rechte Seite
von (2.73) mit der Ersetzung σj(i) − dj statt σj(i) in jedem Index der q.,. (wobei dj fu¨r j 6= s
negativ sein darf). Zusammen mit (2.60) ergibt sich
−
log
(∣∣∣x(i+1)ζs − y(i+1)s ∣∣∣)
log
(
x(i+1)
) ≤ − log (∣∣qs,σs(i+1)ζs − ps,σs(i+1)∣∣)
log(x(i+1))
= − log
(∣∣qs,σs(i)−dJ ζs − ps,σs(i)−ds∣∣)
log(x(i+1))
.
(2.77)
Die Beziehungen (2.75),(2.76),(2.77) zusammen ergeben also eine Ungleichungskette, die insbe-
sondere
−
log
(∣∣∣x(i+1)ζs − y(i+1)s ∣∣∣)
log
(
x(i+1)
) < 1 + ǫ < ω
zur Folge hat, entgegen der Voraussetzung (2.62). Wegen der Beliebigkeit von s kann x(i+1) also
nicht kleinstes gemeinsames Vielfaches von Zahlen der Form qj,σj(i)−dj sein, falls fu¨r mindestens
ein 1 ≤ j ≤ k die Beziehung dj ≥ 1 gilt, was die Monotonie von jeder der Funktionen σj zeigt.
Die letzte Aussage limi→∞ σj(i) = ∞ fu¨r 1 ≤ j ≤ k folgt einfach aus der Irrationalita¨t der
ζj und (2.62) die zeigen, dass man mit der andernfalls endlichen Menge von Hauptnennern
{qj,n : n ≤ n0} und daraus gema¨ß (2.74) entstehenden Approximationsvektoren nicht beliebig
gut approximieren ko¨nnte, also ∣∣∣x(i)ζj − y(i)j ∣∣∣ ≥ δ > 0 ∀i.
Klarerweise impliziert (2.62) aber limi→∞
∣∣∣x(i)ζj − y(i)j ∣∣∣ = 0 fu¨r alle 1 ≤ j ≤ k, ein Widerspruch.

Satz 2.4 legt nahe, wie man den aufgefa¨cherten Fall fu¨r k = 1 konstruieren kann. Man muss
Zahlen ζ wa¨hlen, deren Hauptnennerfolge (qn)n≥1 die Wachstumsbedingung
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lim
n→∞
log(qn+1)
log(qn)
= ω
erfu¨llt. Beachte, dass im Fall k = 1 stets ω ≥ 1 gilt und Satz 2.4 in diesem Fall auch fu¨r
ω = 1 korrekt bleibt, also keine Einschra¨nkung an das irrationale ζ gegeben ist. Ist [b0; b1, . . .]
die Kettenbruchentwicklung von ζ, so reicht wegen der Beziehung qn+1 = bn+1qn + qn−1 die
Asymptotik
lim
n→∞
log(bn+1)
log(bn)
= ω
fu¨r eine sonst beliebige Folge (bn)n≥1 positiver ganzer Zahlen aus. In Abbildung 2.10 ist der Fall
ω = 1.5 illustriert, dabei wurde b0 = 0, b1 = 2 und bj+1 =
⌈
b1.5j
⌉
fu¨r 1 ≤ j ≤ 10 gesetzt, wobei
man sich dieses Schema natu¨rlich ad infinitum fortgesetzt denken muss.
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Abbildung 2.10: 1-dimensionaler Faecherfall
Beachte, dass eine Wahl von ζ =
∑∞
n=1 2
−an fu¨r die C := limn→∞
an+1
an
> 3+
√
5
2 und somit
C = ω + 1 gilt und auch (2.50) im Fall k = 1 wegen ψ1 = ψ2 = 0 immer erfu¨llt ist. All dies ist
in der Bemerkung zu Korollar 2.2 festgehalten. Die einfache Rechnung
lim
n→∞
log(2an+1)
log(2an)
= ω + 1 6= ω = ω
1
=
ω
ω̂
zeigt nun aber, dass hier nicht der aufgefa¨cherte Spezialfall entsteht. Dies liegt daran, dass
gute Approximationen durch x-Werte der Form 2an in zu niedriger Frequenz entstehen und
dazwischen eine Reihe von Kettenbruchhauptnennern jeweils kleine Verbesserungen bewirken.
Abbildung 2.11 visualisiert dieses Verhalten. Dabei ist ζ = 2−1+2−3+2−9+2−27, was also den
Fall ζ =
∑
n≥1 2
−3n simulieren soll.
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Abbildung 2.11: 1-dimensionaler Fall ohne Faecher
Dies zeigt auf, dass zumindest im Fall k = 1 der aufgefa¨cherte Fall ein echter Spezialfall von
(2.50) ist.
Beispiel: Nun wollen wir in Kontext von Satz 2.4 nochmal auf die extremal numbers zuru¨ckkom-
men. Wir wissen bereits, dass diese Beispiele fu¨r den aufgefa¨cherten Fall von (2.50) darstellen.
Satz 2.4 la¨sst sich zwar wegen ω = 1 nicht anwenden, numerische Berechnungen deuten aber
darauf hin, dass er fu¨r extremal numbers zumindest von der Form (2.51) trotzdem erfu¨llt ist.
Dabei scheinen genauer die gemeinsamen besten x-Werte der simultanen Approximation von
ζ, ζ2 stets eine Teilfolge der Kettenbruchhauptnenner von ζ und ein kleines Vielfaches von den
Hauptnennern der Kettenbruchhauptnenner von ζ2 darzustellen, sodass also die kgV-Werte in
Satz 2.4 mit gewissen Hauptnennern von ζ u¨bereinstimmen. Betrachtet man etwa das bereits
fru¨her verwendete Beispiel von a = 1, b = 2 in (2.51) mit den simultanen ersten 6 besten
x-Werten 1, 2, 4, 25, 576, 81788 (der Ausreißer 81212 wurde weggelassen) und vergleicht die Folge
der Kettenbruchhauptnenner von ζ gegeben durch
1, 3, 4, 7, 18, 25, 68, 93, 161, 415, 576, 991, 2558, 3549, 9656, 13205, 22861, 58927, 81788 und jene von
ζ2 gegeben durch 1, 2, 25, 27, 52, 131, 445, 576, 1597, 3770, 16677, 20447 so erkennt man leicht die-
ses Muster, denn 4 · 20447 = 81788 und sonst sind die simultanen besten x-Werte hier sogar
gemeinsame Hauptnenner von ζ, ζ2, was aber Zufall ist.
Wir wollen als na¨chstes einen weiteren Satz beweisen, der wieder auf bekannten Approximati-
onseigenschaften von Kettenbruchen beruht und einen weiteren Zusammenhang (notwendige Be-
dingung) zwischen den Kettenbruchhauptnennern der ζi und dem aufgefa¨cherten Fall von (2.50)
herstellt. Eine Interpretation des eben bewiesenen Satzes 2.4 ist: Eine notwendige Bedingung
fu¨r den aufgefa¨cherten Fall ist also insgesamt gegeben durch die Existenz einer Folge (x(i))i≥1
mit Wachstumsbedingung (2.61), welche aus Kettenbruchhauptnennern von ζ1, ζ2, . . . , ζk gema¨ß
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(2.73) in Kontext der Notation von Satz 2.4 hervorgeht, und daru¨ber hinaus muss Approxi-
mationsbedingung (2.62) gelten. Es wa¨re nun also wu¨nschenswert, auch Bedingung (2.62) in
Beziehung zum Wachstum der Kettenbruchhauptnenner der Zahlen ζi zu bringen um eine noch
vollsta¨ndigere Beschreibung durch diese zu erhalten. Insbesondere zeigt der folgende Satz zusam-
men mit der im na¨chsten Abschnitt 2.2.5 folgenden Proposition 2.4, dass die auf die x(i) folgenden
Kettenbruchhauptnenner der ζj alle im wesentlichen in den Intervallen
[(
x(i)
)ω
,
(
x
(i)
i
)ω/ω̂]
lie-
gen mu¨ssen. Beachte auch, dass im Beweis auch eine Asymptotik u¨ber Gro¨ße der Teilnenner b.,.
der Kettenbruchentwicklung hergeleitet ist.
Satz 2.5. Unter fortgefu¨hrter Notation sowie Voraussetzungen von Satz 2.4 gilt
ω ≤ lim inf
i→∞
min
1≤j≤k
log(qj,σj(i)+1)
log(x(i))
≤ lim sup
i→∞
min
1≤j≤k
log(qj,σj(i)+1)
log(x(i))
≤ min
{
ω + 1,
ω
ω̂
}
. (2.78)
Weiter gilt, dass fu¨r jedes ǫ > 0 und hinreichend großes i = i(ǫ) und jedes 1 ≤ j = j(i) ≤ k die
Beziehung
log(qj,σj(i)+1)
log(x(i))
> ωω̂ + ǫ nur im Falle σj(i) = σj(i+ 1) (oder gleichbedeutend
qj,σj(i) = qj,σj(i+1)) gelten kann.
Insbesondere ist im Fall σj(i) 6= σj(i+ 1) fu¨r alle i ≥ i0 ∈ N und 1 ≤ j ≤ k
lim sup
i→∞
max
1≤j≤k
log(qj,σj(i)+1)
log(x(i))
≤ ω
ω̂
. (2.79)
Beweis: Wir beweisen zuerst obere Schranke ωω̂ auf der rechten Seite von (2.78). Klarerweise gibt
es aber zu jedem i mindestens einen Index 1 ≤ j = j(i) ≤ k, sodass qj,σj(i+1) > qj,σj(i) (da sonst
x(i) = x(i+1)) und folglich wegen der Monotonie von σj weiter qj,σj(i+1) ≥ qj,σj(i)+1. Weiter gilt
fu¨r diesen Index j wegen (2.73) die Beziehung qj,σj(i+1)|x(i+1), also qj,σj(i+1) ≤ x(i+1) und somit
insgesamt nach Logarithmieren log(qj,σj(i)+1) ≤ log(x(i+1)) ∼ log(x(i))ωω̂ , wobei die Asymptotik
eine Umformulierung von (2.61) darstellt. Division durch log(x(i)) zeigt die Behauptung und der
Beweis zeigt genauer auch den Zusatzkommentar und in Folge (2.79). Die mittlere Ungleichung ist
triviale Folgerung aus den Definitionen von lim inf und lim sup. Nun zeigen wir die verbleibenden
beiden Ungleichungen aus (2.78).
Allgemein gilt fu¨r reelles α = [a0; a1, a2, . . .] und korrespondierenden Kettenbru¨chen (
pn
qn
)n≥1,
also
qn+1 = an+1qn + qn−1, (2.80)
wegen ∣∣∣∣α− pnqn
∣∣∣∣ = 1
q2n
(
[an+1, an+2, . . .] +
1
[an,an−1,...,a0]
)
die Beziehung
1
an+1 + 2
≤ qn|αqn − pn| ≤ 1
an+1
.
Dies besagt, wenn ω′n die Approximationskonstante aus (1.36) fu¨r |qnα − pn| bezeichnet, also
q
ω′n
n = |qnα− pn|,
an+1 ∼ q
ω′n−1
n . (2.81)
Bezeichne ζj = [bj,0; bj,1, bj,2, . . .] die Kettenbruchentwicklung von ζj fu¨r 1 ≤ j ≤ k. Beachte dass
wegen (2.74) fu¨r alle i ≥ 1 und 1 ≤ j ≤ k
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∣∣∣∣∣ζj − y
(i)
j
x(i)
∣∣∣∣∣ =
∣∣∣∣ζj − pj,σj(i)qj,σj(i)
∣∣∣∣ . (2.82)
Seien fu¨r jedes i die Werte ω′σj(i), ti definiert als Lo¨sungen von
(qj,σj(i))
−ω′σj(i) = min
1≤j≤k
∣∣qj,σj(i)ζj − pj,σj(i)∣∣ , 1 ≤ j ≤ k (2.83)
(x(i))−ti = min
1≤j≤k
∣∣∣ζjx(i) − y(i)j ∣∣∣
und 1 ≤ j0 = j0(i) ≤ k der Index, fu¨r welchen bei festem i das Minimum auf der rechten Seite
von (2.83) angenommen wird. Wegen (2.82) folgt dann
log(x(i))
log(qj,σj(i))
(ti + 1)− 1 = ω′σj(i), j = j0 (2.84)
log(x(i))
log(qj,σj(i))
(ti + 1)− 1 ≤ ω′σj(i), j 6= j0 (2.85)
(beachte dass der ”shift” um Eins durch Umrechnen der verschiedenen Approximationsprobleme
|ζ − pq | und |ζq − p| entsteht). Nach Definition der Folge (x(i))i≥1 gilt aber ω = limi→∞ ti. Aus
(2.84),(2.85) folgt damit insbesondere fu¨r alle ǫ > 0 und hinreichend großes i = i(ǫ)
log(x(i))
log(qj,σj(i))
(ω + 1)− 1− ǫ ≤ ω′σj(i), 1 ≤ j ≤ k
mit asymptotischer Gleichheit fu¨r j = j0 und ǫ = 0. Man erha¨lt weiter mit (2.81) angewandt auf
die Zahlen α = ζj und deren Na¨herungskettenbruchhauptnennern qj,σj(i) und korrespondierenden
bj,σj(i)
bj,σj(i)+1 ≥ q
(ω+1) log(x
(i))
log(qj,σj (i)
)
−2−ǫ
j,σj(i)
, 1 ≤ j ≤ k (2.86)
mit asymptotischer Gleichheit fu¨r j = j0 und ǫ = 0. (2.86) zusammen mit (2.80) angewandt auf
qj,σj(i) liefern nun fu¨r 1 ≤ j ≤ k
qj,σj(i)+1 = bj,σj(i)+1qj,σj(i) + qj,σj(i)−1 ∼ bj,σj(i)+1qj,σj(i)
≥ q
(ω+1) log(x
(i))
log(qj,σj (i)
)
−1−ǫ
j,σj(i)
= (x(i))
ω+1−(1+ǫ)
log(qj,σj (i)
)
log(x(i))
mit asymptotischer Gleichheit in der Ungleichung fu¨r j = j0 und ǫ = 0. Lassen wir nun ǫ → 0
streben, so folgt die linke Seite von (2.78) mit der trivialen Abscha¨tzung
log(qσj(i))
log(x(i))
≤ 1 fu¨r alle i
und 1 ≤ j ≤ k sowie die fehlende rechte Ungleichung von (2.78) mit j = j0 wegen der trivialen
Abscha¨tzung
log(qσj(i))
log(x(i))
≥ 0. Denn dies zeigt gerade, dass fu¨r alle 1 ≤ j ≤ k respektive den Index
j = j0(i) der Exponent von qj,σj(i+1) zur Basis x
(i) also fu¨r hinreichend großes i und ǫ → 0
durch ω nach unten respektive durch ω + 1 nach oben beschra¨nkt ist, weshalb man zum lim inf
respektive lim sup u¨bergehen kann. 
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2.2.5 Abscha¨tzungen fu¨r ω̂ in Abha¨ngigkeit von ω
Beachte, dass ω̂ im hier behandelten aufgefa¨cherten Fall bereits durch ω mittels (2.69) und (2.70)
festgelegt ist, also das Minimum in der rechten Seite von (2.78) abha¨ngig von ω und k numerisch
bestimmt werden kann. Es ergibt sich also aus Satz 2.5 in natu¨rlicher Weise die Fragestellung
nach der Gro¨ßenordnung von ωω̂ in Abha¨ngigkeit von ω ∈
[
1
k ,∞
]
.
Tatsa¨chlich ist stets ωω̂ das Minimum der rechten Seite in Satz 2.5, wie die folgende Proposition
zeigt. Der Term ω + 1 ist in Satz 2.5 also redundant, bemerke in diesem Zusammenhang aber,
dass sein Beweis mehr Information entha¨lt als die Aussage des Satzes an sich.
Proposition 2.4. Es gilt im aufgefa¨cherten Fall von (2.50) fu¨r die angegebenen k und alle
1
k ≤ ω ≤ ∞ und zugeho¨rigem ω̂ = ω̂(ω, k) bestimmt durch (2.69),(2.70)
ω + 1 ≥ ω
ω̂
≥ ω, k ≥ 1 (2.87)
lim
ω→∞
ω + 1− ω
ω̂
= 0, k ≥ 2. (2.88)
Dabei gilt in der rechten Ungleichung von (2.87) genau im Falle k = 1 oder ω = ∞ Gleichheit,
fu¨r die linke genau im Fall ω =∞.
Beweis: Die rechte Ungleichung von (2.87) folgt einfach aus (1.50). Der Gleichheitsfall ω̂ = 1
gilt stets fu¨r k = 1, da die Gleichung dann a¨quivalent zu ψ1 = 0 ist. Im Fall k ≥ 2 folgt aus
Gleichheit in der rechten Ungleichung wegen (1.40) zuna¨chst ψ1 =
1−k
2k . Gema¨ß (1.20) in [15],
was in unserer Notation
ψ
1
≤ (k
2 − k + 1)ψ1 + k(k − 2)ψ
2
1
(k − 1)2 + k(2k − 3)ψ1 + k2ψ21
,
entspricht, folgt daraus ψ
1
= −1 und mit (1.40) weiter ω = ∞ wie behauptet. Andererseits
ist die Gleichheit im Falle ω = ∞ Aussage von (2.57), was via (1.40) aus der Definition des
aufgefa¨cherten Falls folgt.
Wir zeigen nun die linke Ungleichung von (2.87). Gelte entgegen der Behauptung fu¨r ein k ≥ 1
die Beziehung ω̂ ≤ ωω+1 . Gema¨ß (2.70) mit j = 2 (bemerke es gilt ω2 = ω̂) fu¨hrt dies zu
ω̂k+1 ≤
[(
ω
ω + 1
)
ω−
k
k+1
]k+1
=
ω
(ω + 1)k+1
. (2.89)
Setze
fk(x) :=
(x+ 1)k+1
x
, k ≥ 1.
Eine elementare Kurvendiskussion zeigt, dass jedes fk auf x ∈ (0, 1k ) fa¨llt und auf x ∈ ( 1k ,∞)
steigt (also insbesondere bei x = 1k ein globales Minimum auf (0,∞) hat). Damit folgt wegen
ω̂k+1 <
1
k aus (2.69) und (2.89) weiter
fk(ω) = fk(ω̂k+1) ≥ fk
(
1
fk(ω)
)
, k ≥ 1.
Mit z := 1fk(ω) ≥ 0 bedeutet dies zfk(z) = (z+1)k+1 ≤ 1, ein Widerspruch zu z > 0. Klarerweise
kann nur im Fall C =∞ Gleichheit angenommen werden.
Fu¨r (2.88) bemerke zuerst, dass im Spezialfall k = 2 noch eine explizite Formel fu¨r ω̂k+1 mittels
(2.69) gegeben ist durch
ω̂k+1 = ω̂3 =
ω + 1
2
√
1 +
4
ω
− ω + 3
2
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und sich (2.88) weiter mit (2.70) im Fall j = 2 (beachte wieder ω̂ = ω2) auf das Nachpru¨fen von
lim
ω→∞
ω + 1−
 ω
ω+1
2
√
1 + 4ω − ω+32
1/3 = 0
reduziert. Erweitert man im Ausdruck unter der dritten Wurzel Za¨hler und Nenner mit
ω
ω+1
2
√
1+ 4
ω
+ω+32
ist dies a¨quivalent zu
lim
ω→∞
ω + 1−
(
1
2
ω2
[
(ω + 1)
√
1 +
4
ω
+ ω + 3
]) 1
3
= 0.
Da (2.87) im Fall k = 2 a¨quivalent zu ω + 1 >
(
1
2ω
2
[
(ω + 1)
√
1 + 4ω + ω + 3
]) 1
3
fu¨r alle
ω ≥ 1k = 12 ist, mu¨ssen wir also nur zeigen, dass fu¨r alle ǫ > 0 und hinreichend großes ω = ω(ǫ)
die Beziehung
(ω + 1− ǫ)3 < 1
2
ω2
[
(ω + 1)
√
1 +
4
ω
+ ω + 3
]
(2.90)
gilt. Scha¨tzt man auf der rechten Seite von (2.90) nun
√
1 + 4ω ≥ 1 + 2ω − 2ω2 ab, was fu¨r ω groß
genug sicher zutreffend ist wie man durch ausquadrieren besta¨tigt, ergibt sich als hinreichende
Bedingung fu¨r (2.90) nach ausmultiplizieren
ω3 + (3− 3ǫ)ω2 + 3(1− ǫ)2ω + (1− ǫ)3 < ω3 + 3ω2 − ω
4
− 1
4
,
was offensichtlich fu¨r hinreichend großes ω = ω(ǫ) zutrifft, da der fu¨hrende quadratische Term
einen gro¨ßeren Koeffizienten auf der rechten Seite hat. Damit ist (2.88) im Fall k = 2 bewiesen.
Wir zeigen nun, dass fu¨r jedes feste ω der Wert ω̂ fallend in k ist, und folgern somit die Behaup-
tung aus dem Fall k = 2 und (2.87).
Wir fu¨hren dazu zuna¨chst die Notation ω̂j,(l) fu¨r ω̂j in Dimension k = l und ω̂(l) := ω̂1,(l) ein. Es
ist also zu festem ω der Wert ω̂k+1,(k) als die Lo¨sung von fk(ω) = fk(a) im Intervall a ∈ (0, 1k )
bestimmt, und die u¨brigen ωj,(k) = ω̂j−1,(k) fu¨r 2 ≤ j ≤ k + 1 ergeben sich aus (2.69),(2.70).
Wir wollen also ω̂(k+1) < ω̂(k) zeigen, um den Beweis abzuschließen.
Bemerke zuna¨chst, dass fu¨r festes ω die Beziehung
fk+1(ω)
fk(ω)
= 1 + ω gilt, sodass wegen (2.69)
angewandt auf k und k + 1 auch
fk+1(ω̂k+2,(k+1))
fk(ω̂k+1,(k))
= 1 + ω (2.91)
gelten muss. Es ist aber auch
ω̂k+2,(k+1) < ω̂k+1,(k), (2.92)
denn im Falle ω̂k+1,(k) >
1
k+1 ist dies trivial (wegen ω̂k+2,(k+1) <
1
k+1 ) und im Fall ω̂k+1,(k) <
1
k+1
folgt es aus dem monotonen Fallen von fk+1 auf dem Intervall (0,
1
k+1 ) und aus
fk+1(ω̂k+1,(k))
fk(ω̂k+1,(k))
= 1 + ω̂k+1,(k) < 1 + ω kombiniert mit (2.91).
Wegen (2.92) ist der Za¨hler von fk+1(ω̂k+2,(k+1)) kleiner als der von fk+1(ω̂k+1,(k)) und damit
kleiner als das
fk+1(ω̂k+1,(k))
fk(ω̂k+1,(k))
= (1 + ω̂k+1,(k))-fache des Za¨hlers von fk(ω̂k+1,(k)). Wegen (2.91)
muss folglich der Nenner von fk+1(ω̂k+2,(k+1)) um mindestens den Faktor
1+ω̂k+1,(k)
ω+1 kleiner als
der von fk(ω̂k+1,(k)) sein, also
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ω̂k+1,(k)
ω̂k+2,(k+1)
>
1 + ω
1 + ω̂k+1,(k)
. (2.93)
Beachte nun, dass (2.70) mit j = 2 (beachte wieder ω2 = ω̂) angewandt auf k und k + 1
ω̂(k) = ω
k
k+1 ω̂
1
k+1
k+1,(k) (2.94)
ω̂(k+1) = ω
k+1
k+2 ω̂
1
k+2
k+2,(k+1) (2.95)
ergibt. Verwendet man (2.93) in (2.95) und bildet die Quotienten der jeweils linken und rechten
Seiten von (2.94) durch (2.95), so erha¨lt man
ω̂(k)
ω̂(k+1)
> ω−
1
(k+1)(k+2) ω̂
1
(k+1)(k+2)
k+1,(k)
(
1 + ω
1 + ω̂k+1,(k)
) 1
k+2
. (2.96)
Man u¨berzeugt sich aber leicht von
ω−
1
(k+1)(k+2) ω̂
1
(k+1)(k+2)
k+1,(k)
(
1 + ω
1 + ω̂k+1,(k)
) 1
k+2
= 1 ⇐⇒ fk(ω) = fk(ω̂k+1,(k)) (2.97)
und die rechte Gleichung von (2.97) ist per Definition erfu¨llt also auch die linke und (2.96) und
(2.97) liefern zusammen ω̂(k) > ω̂(k+1) wie behauptet. 
Nun wollen wir bei fixiertem ω das Verhalten des aufgefa¨cherten Falls in Abha¨ngigkeit von k
studieren.
Korollar 2.5. Betrachte fu¨r jedes feste ω > 0 den aufgefa¨cherten Fall in Abha¨ngigkeit von k.
Dabei ist k ≥ ⌈ 1ω⌉ wegen ω ∈ [ 1k ,∞].
Dann sind bei festgehaltenem j die Werte ωj,(k) = ωj(ω, k) monoton fallend in k und unter der
formalen Konvention ω̂0 := ω, ωk+2,(k) := ω̂k+1,(k) gilt
lim
k→∞
ω̂j−1,(k) = lim
k→∞
ωj,(k) = ω ·
(
1
ω + 1
)j−1
, 1 ≤ j ≤ k + 2.
Beweis: Im Beweis von Proposition 2.4 haben wir insbesondere gezeigt, dass
ω̂(k) = ω̂(ω, k) = ω2(ω, k) monoton fallend in k ist. Daraus folgt leicht mit (2.70), dass sogar
fu¨r alle j ≥ 2 und k1 > k2 ≥ j − 1 und alle ω ≥ 1k2 die Ungleichung ωj(ω, k1) < ωj(ω, k2)
gilt. Es werden also bei festgehaltenem ω alle entsprechenden Approximationskonstanten im
aufgefa¨cherten Fall von (2.50) mit steigender Dimension kleiner. Weiter folgt wegen (2.61) unter
der formalen Konvention ωk+2 := ω̂k+1
ω̂j−1,(k) = ωj,(k) = ω ·
(
ω̂(k)
ω
)j−1
≥ ω ·
(
1
ω + 1
)j−1
, 2 ≤ j ≤ k + 2. (2.98)
Aus Monotonie und Beschra¨nkheit folgt insbesondere, dass bei festem ω fu¨r alle j die Grenzwerte
limk→∞ ωj,(k) = limk→∞ ωj(ω, k) existieren und nach unten durch die rechten Seiten von (2.98)
beschra¨nkt sind. Wir mu¨ssen zeigen, dass sogar Gleichheit gilt.
Dabei reicht es wegen (2.70) offenbar, sich auf den Fall j = 2 zu beschra¨nken, denn (2.70) besagt
insbesondere ωj+1 = ωj
ω̂
ω = ωj
ω2
ω .
Definieren wir nun eine Folge von Werten α(k) ∈ [1,∞) durch
ω̂(k)
ω
= α(k) · 1
ω + 1
, k ≥
⌈
1
ω
⌉
,
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so mu¨ssen wir also limk→∞ α(k) = 1 zeigen. Setzt man nun ω̂k+1,(k) = ω
(
ω̂(k)
ω
)k+1
, was eine
Umformulierung von (2.70) ist, in die rechte Seite von (2.69) ein, so ergibt dies nach elementarer
Umformung
α(k) = 1 + ω ·
(
α(k)
ω + 1
)k+1
, k ≥
⌈
1
ω
⌉
. (2.99)
Wir wissen, dass α(k) monoton fallend konvergiert. Im Fall limk→∞ α(k) ≥ ω + 1 erga¨be sich
limk→∞
ω̂(k)
ω ≥ 1 und damit wegen der Monotonie von α(k) weiter ω̂(k) > ω fu¨r alle k, ein
offfensichtlicher Widerspruch zur Definition dieser Gro¨ßen. Deswegen muss limk→∞ α(k) < ω+1
gelten und folglich konvergiert die rechte Seite von (2.99) aber fu¨r k → ∞ gegen 1 und deshalb
auch die linke, was gerade limk→∞ α(k) = 1 wie gewu¨nscht liefert. 
Bemerkungen: 1) Die linke Ungleichung von (2.87) besagt, dass im aufgefa¨cherten Spezialfall
von (2.50) stets ω̂ ≥ ωω+1 gilt, wobei die Differenz ω̂ − ωω+1 bei festem ω mit steigendem k
beliebig klein wird. Beachte in diesem Zusammenhang, dass die Konstruktionen aus Korollar
1.6 die Beziehung ω̂ = ωω+1 liefern, so wie auch sonst zumindest fu¨r 1 ≤ j ≤ k − 1 Gleichheit
in den Ungleichungen (2.98) gilt. Es sei an die Vermutung aus dem Abschnitt 2.2.3 erinnert,
wonach der aufgefa¨cherte Fall den maximalen Wert ω̂ unter allen zusammen mit 1 Q-linear
unabha¨ngigen ζ1, ζ2, . . . , ζk mit fester Approximationskonstante ω liefert. Proposition 2.4 und
Korollar 2.5 zeigen, dass ζ1, ζ2, . . . , ζk aus Korollar 1.6 dieser mutmaßlichen Maximierung sehr
nahe kommen.
2) Zusammen mit der Ungleichung ω̂
2
1−ω̂ ≤ ω von Jarnik ergibt die linke Ungleichung von (2.87)
fu¨r den aufgefa¨cherten Fall von (2.50) die Abscha¨tzungen
ω̂2
1− ω̂ ≤ ω ≤
ω̂
1− ω̂ .
3) Im Fall k = 1 gilt fu¨r irrationales ζ generell immer ω̂ = 1 und daher ω+1− ωω̂ = 1 fu¨r alle ω ≥ 1.
2.2.6 Der Zusammenhang zur Schmidtschen Vermutung
Abschließend in diesem Abschnitt wollen wir noch etwas na¨her auf den Zusammenhang zwischen
dem aufgefa¨cherten Fall und der Schmidtschen Vermutung eingehen.
Dazu nehmen wir an, dass es bei festgehaltenem k fu¨r jeden vorgegebenen Wert ω ∈ [ 1k ,∞]
zusammen mit 1 Q-linear unabha¨ngige ζ1, ζ2, . . . , ζk gibt, die den Bedingungen des aufgefa¨cherten
Falls genu¨gen. Beachte in diesem Zusammenhang, dass sich im nicht-extremalen Fall ω 6=∞, die
Q-lineare Unabha¨ngigkeit wegen Bemerkung 2 zu Satz 1.10 nicht separat gefordert werden muss,
weil dann wegen (2.69) offenbar ωk+1 > ω̂k+1 > 0 gilt.
Wir werden zweierlei Methoden pra¨sentieren um aus dem aufgefa¨cherten Fall Ergebnisse fu¨r
die Schmidtsche Vermutung herzuleiten. Die erste in Korollar 2.6 vorgestellte bedient sich der
Ergebnisse von Proposition 2.4 und ist hinsichtlich der Beweistechnik stark an Korollar 1.9
angelehnt. In Proposition 2.5 werden anschließend die Schranken aus Korollar 2.6 mit der zweiten
Methode verscha¨rft.
Korollar 2.6. Angenommen fu¨r jede fest gewa¨hlte positive ganze Zahl k und alle ω ≥ 1k gibt
es ζ1, ζ2, . . . , ζk die auf den aufgefa¨cherten Fall von (2.50) zu diesen Parametern fu¨hren. Dann
existiert eine Folge von Werten T (k), wobei limk→∞
T (k)
k =
1
e , sodass man zu jedem T ≤ T (k)
den Wert ω dermaßen wa¨hlen kann, dass fu¨r die Approximationskonstanten der zugeho¨rigen
ζ1, ζ2, . . . , ζk
ψT < 0, ψT+2 > 0
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gilt.
Beweis: Wegen (2.50) und (1.40) mu¨ssen wir ω so bestimmen, dass die dadruch festgelegten
Werte ωT+1, ωT+2 die Beziehungen ωT+2 <
1
k < ωT+1 erfu¨llen. Wir wissen, dass fu¨r ω → ∞
ganz allgemein ω̂j → 0 fu¨r j ≥ 2 gilt, siehe Beweis von Proposition 1.3. Also gilt wegen (2.50)
ωj → 0 fu¨r alle j ≥ 3. Kann man also zu festem T eine Stelle ω = ω(0) finden, sodass ωT+1 > 1k
fu¨r das zugeho¨rige ωT+1 = ωT+1(ω(0)), kann man wegen der strikten Ungleichung ωT+2 < ωT+1
fu¨r jedes feste ω > 1k und der stetigen Abha¨ngigkeit von ωT+1, ωT+2 von ω (wegen (2.69) und
dem Hauptsatz u¨ber implizite Funktionen gilt dies fu¨r ωk+2 := ω̂k+1 und wegen (2.70) weiter
fu¨r beliebiges T ) eine Stelle ω(1) > ω(0) finden, sodass die gewu¨nschte Ungleichungskette mit
ω = ω(1) gilt. Wegen (2.98) existiert so eine Stelle insbesondere, wenn es ein ω >
1
k mit
gT+1(ω) :=
ω
(ω+1)T+1 >
1
k gibt. Man berechnet mit der Wahl ω =
1
T nun
gT+1
(
1
T
)
=
T T
(T + 1)T+1
∼
1
(T + 1)e
, fu¨r T →∞.
Damit gibt es also fu¨r alle T ≤ T (k) ∼ ke einen solchen Wert ω wie behauptet. 
Offenbar wa¨re dies asymptotisch eine Verbesserung zur Schranke in Korollar 1.9 die im wesent-
lichen dadurch zustande kommt, dass wir im dortigen Ungleichungssystem (1.109) in unserem
Fall nur die rechte Ungleichung erfu¨llen mu¨ssen, die weniger restriktiv ist als die linke. Siehe
dazu auch Bemerkung 2 zu Proposition 2.4. Dabei ist anzumerken, dass die Konstruktion we-
gen ω̂ 6= ωω+1 selbst im Falle von gegebenen ζ1, ζ2, . . . , ζk, die auf den aufgefa¨cherten Fall von
(2.50) fu¨hren mit vorgegebenem ω, nicht ganz so explizit ist wie die aus Korollar 1.9, da man
ein passendes Intervall z ∈ (x, x + δ) aus dem Beweis von Korollar 2.6 zu vorgegebenem T nicht
so leicht bestimmen kann (in Korollar 2.6 la¨uft dies einfach auf na¨herungsweises Lo¨sen einer
Polynomgleichung hinaus).
Man kann im aufgefa¨cherten Fall von (2.50) aber durch die Wahl von ω-Werten in einem Intervall
( 1k ,
1
k+ǫ) mit kleinem ǫ > 0 eine noch bessere Schranke hinsichtlich der Schmidtschen Vermutung
erzielen. Beachte, dass im Fall ω = 1k stets alle Approximationskonstanten den Wert
1
k anneh-
men, insbesondere in unserem aufgefa¨cherten Fall von (2.50). Es ist also eine naheliegende Frage,
wie viele ωj fu¨r alle hinreichend kleinen ǫ > 0 u¨ber den Wert
1
k steigen und wie viele unter diesen
Wert fallen. In der Tat zeigt die nachfolgende Proposition, dass fu¨r ǫ > 0 hinreichend klein etwa
jeweils die Ha¨lfte der Approximationskonstanten in jede der beiden Kategorien fallen.
Proposition 2.5. Unter den Voraussetzungen wie in Korollar 2.6 kann man
ψT < 0, ψT+2 > 0 (2.100)
fu¨r alle T < k+12 erreichen. U¨berdies ist (2.100) in einer Umgebung ω ∈ ( 1k , 1k + ǫ) fu¨r gerades k
mit T = k2 und fu¨r ungerades k mit T =
k−1
2 erfu¨llt.
Beweis: Im folgenden sei stets 2 ≤ j ≤ k + 2. Betrachte die Funktion p(x, y) = (1+xy)k+1xy .
Bemerke zuerst, dass fu¨r x0 := ω
1− k+1
j−1 := (α 1k )
1− k+1
j−1 , α > 1 und y0 := ω
k+1
j−1
j im Falle ωj ≤ 1k
die Beziehung
∂p(x, y)
∂y
(x0, y0) = (kx0y0 − 1)(1 + x0y0)k 1
x20y
2
0
< 0 (2.101)
erfu¨llt ist, und umgekehrt fu¨r α hinreichend nahe bei 1 ist ωj ≤ 1k auch notwendig um (2.101) zu
erfu¨llen. Alle Funktionen φj := x 7→ x
k+1
j−1 sind offenbar monoton steigend auf (0,∞) ∋ ωj und
zusammen mit α > 1 folgt kx0y0 ≤ k
(
α 1k
)1− k+1
j−1 ( 1k )
k+1
j−1 = α1−
k+1
j−1 < 1 weil α > 1 und k+1j−1 ≥ 1
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sowie limα→1 α1−
k+1
j−1 = 1, und die anderen Faktoren in (2.101) sind positiv.
Andererseits folgt aus (2.69) und (2.70)
(
1 + α 1k
)k+1
α 1k
=
[
1 +
(
α 1k
)1− k+1
j−1 ω
k+1
j−1
j
]k+1
(
α 1k
)1− k+1
j−1 ω
k+1
j−1
j
. (2.102)
Wieder wegen der Monotonie der Funktionen φj auf (0,∞) ∋ ωj wird also die rechte Seite von
(2.102) wegen (2.101) gro¨ßer wenn ωj ∈ (0, 1k ) kleiner wird. Deshalb ist bereits
(
1 + α 1k
)k+1
α 1k
<
[
1 +
(
α 1k
)1− k+1
j−1
(
1
k
) k+1
j−1
]k+1
(
α 1k
)1− k+1
j−1
(
1
k
) k+1
j−1
(2.103)
eine hinreichende und nowendige Bedingung fu¨r ωj >
1
k fu¨r alle ω = α
1
k mit α > 1 hinreichend
nahe bei 1 oder gleichbedeutend ω in einem Intervall ( 1k ,
1
k + δ) mit δ > 0 hinreichend klein.
Umformen von (2.103) ergibt die gleichbedeutende Aussage
1 + αk
1 +
(
α
k
)1− k+1
j−1
(
1
k
) k+1
j−1
< α
1
j−1
und weiteres Umformen der linken Seite letztlich
k + α
k + α1−
k+1
j−1
< α
1
j−1 ⇐⇒ k > α− α
j−k−1
j−1
α
1
j−1 − 1
.
Setzen wir nun θ := α
1
j−1 , ist einerseits θ fa¨llt gegen 1 a¨quivalent zu α fa¨llt gegen 1 und ande-
rerseits ist die rechte Seite obiger A¨quivalenz weiter a¨quivalent zu
k > θj−1−k
θk − 1
θ − 1 = θ
j−2 + θj−3 + · · ·+ θj−1−k =: χj(θ). (2.104)
Offenbar gilt χj(1) = k fu¨r alle j, also ist χ
′
j(1) < 0 hinreichend und χ
′
j(1) ≤ 0 notwendig um
(2.104) auf einem Intervall θ ∈ (1, 1 + δ0) sicherzustellen und damit auch (2.103) fu¨r
α ∈ (1, 1 + δ1) mit positiven δ0, δ1. Die Bedingung χ′j(1) < 0 kann man explizit auflo¨sen zu
(j − 2) + (j − 3) + · · ·+ (j − k − 1) = kj −
k+1∑
i=2
i = kj − k
2 + 3k
2
< k ⇐⇒ j < k + 3
2
.
Die Aussagen der Proposition folgen nun wieder im wesentlichen wegen limω→∞ ωj = 0 fu¨r j ≥ 3,
ωj > ωj+1 fu¨r alle j, ω und der stetigen Abha¨ngigkeit der Werte ωj von ω wie in Korollar 2.6.
Diese Tatsachen erlauben den Schluss, dass fu¨r jedes T < T0 :=
k+3
2 ein Intervall fu¨r ω existiert,
auf dem ωT >
1
k > ωT+1 sowie weiters nach obigen Feststellungen in einem hinreichend kleinen
Intervall ω ∈ ( 1k , 1k + ǫ) die Beziehung ωT > 1k fu¨r alle T < T0 und ωT > 1k fu¨r T > T0. Wegen
ω̂T−1 = ωT ist dies wiederum wegen (1.40) a¨quivalent zu ψT < 0 fu¨r T < T0 − 1 und ψT > 0 fu¨r
T > T0+1. Im Falle von geradem k ist die gro¨ßte ganze Zahl kleiner T0−1 gerade ⌊k+32 ⌋−1 = k2
und so ergeben sich die gewu¨schten Schranken.
Im Fall von ungeradem k ist lediglich fu¨r T = T0 noch nicht klar ob ωT >
1
k und folglich
ψT−1 = ψT < 0, sodass wieder die Aussagen der Proposition zutreffen, oder ob jeweils umgekehr-
te Ungleichheitszeichen gelten. Diese fehlende Information ist offensichtlich durch das Vorzeichen
von χ′′j (1) = (j − 2)(j − 3) + (j − 3)(j − 4) + · · ·+ (j − 1− k)(j − 2− k) mit j := T0 bestimmt.
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Man erkennt leicht, dass χ′′T0(1) = χ
′′
k+3
2
(1) > 0 (da nur ein Summand negativ ist und dieser von
geringstem Absolutbetrag ist) und daher gilt χT0(1+ǫ) > k fu¨r kleines ǫ und in Folge ωT0 <
1
k fu¨r
ω nahe bei 1k mit analoger Argumentation wie vorher, was die aussta¨ndige Behauptung liefert.

Bemerkung: Im Fall k = 2 ist die Aussage von Proposition 2.5 gleichbedeutend mit ψ1 < 0 < ψ3,
was im Falle dass nicht alle ψ
j
, ψj gleich Null sind, stets gewa¨hrleistet ist. In diesem wechselt also
kein ωj− 1k (bzw ω̂j− 1k ) oder a¨quivalent ψj (bzw ψj) bei steigendem ω ∈ ( 1k ,∞) das Vorzeichen
und gema¨ß Proposition 2.5 kommt dies sonst nur noch im Fall k = 3 vor.
Kapitel 3
Approximation durch
algebraische Zahlen
In diesem Kapitel wollen wir Ergebnisse zur Approximation einer reellen Zahl durch algebrai-
sche Zahlen, deren Erweiterungsgrade u¨ber Q durch eine feste positive ganze Zahl n beschra¨nkt
sind, in Abha¨ngigkeit von n studieren. Um die Approximationsgu¨te zu bewerten, werden dabei
die Ho¨hen der Minimalpolynome zugrunde gelegt werden, wobei die Ho¨he eines Polynoms den
Betrag des betragsgro¨ßten Koeffizienten bezeichnet. Wir werden sehen, dass Aussagen u¨ber al-
gebraische Approximation eng mit dem zum Problem (1.5)-(1.8) dualen Problem im Spezialfall
(ζ1, ζ2, . . . , ζk) = (ζ, ζ
2, . . . , ζk) zusammenha¨ngen.
In diesem Zusammenhang beginnen wir zuna¨chst mit dem Studium dieses Spezialfalls von
(1.5)-(1.8), also dem noch nicht dualisierten Problem. Wir werden sehen, dass sich durch a¨hnliche
Methoden wie in Kapitel 1 vergleichbare Ergebnisse erhalten lassen.
Die u¨brigen Abschnitte von Kapitel 3 bescha¨ftigen sich dann explizit mit dem dualen Problem
und algebraischer Approximation.
3.1 Die Methode von Kapitel 1 im Spezialfall ζi = ζ
i
Wir wollen nun das Verhalten von Vektoren (ζ1, ζ2, . . . , ζk) = (ζ, ζ
2, . . . , ζk) studieren, deren
Eintra¨ge ζt alle Potenzen einer vorgegebenen Zahl ζ sind. In Satz 3.1 untersuchen wir die Appro-
ximationskonstanten fu¨r eine Klasse von Zahlen ζ, die insbesondere vom speziellen Liouvilletyp
zur Basis 2 sind (wobei die Wahl der Basis keine Rolle spielt). Wir erhalten in diesem Fall ei-
ne sehr a¨hnliche Situation zum Spezialfall η2 = η3 = · · · = ηk+1 = 1k von Satz 1.12 bzw die
Situation von Korollar 1.3, wobei ζj in Satz 3.1 im wesentlichen dem sich aus Satz 1.12 bzw
Korollar 1.3 ergebenden ζk+2−j entspricht fu¨r 1 ≤ j ≤ k+1. Die Wahl einer festen Menge von j
Folgen von Approximationsvektoren und der Nachweis der aus ihnen resultierenden geforderten
Approximationsgu¨te fu¨r die Abscha¨tzungen von ωj nach unten ist hier technisch etwas diffiziler
als im Beweis von Satz 1.12. Der Nachweis der linearen Unabha¨ngigkeit verla¨uft dann aber im
wesentlichen wieder wie im Beweis von Satz 1.12 und es ergeben sich alle anderen Abscha¨tzungen
fu¨r den Beweis des Satzes leicht aus dem 2. Gitterpunktsatz von Minkowski und anderen bereits
hergeleiteten Resultaten.
Es sei auch wie bereits unmittelbar vor Satz 1.15 angemerkt nochmals festgehalten, dass die
Resultate von Satz 3.1 und Korollar 3.1 auch unter den allgemeineren Voraussetzungen gema¨ß
Satz 1.15 des Abschnitts 1.3 zutreffen mit im wesentlichen analogem Beweis. Wir werden die
Verallgemeinerung in Korollar 3.2 ohne Beweis angeben.
121
DIE METHODE VON KAPITEL 1 IM SPEZIALFALL ζI = ζ
I 122
Satz 3.1. Sei 0 < ζ < 1 in Basis 2 gegeben durch ζ =
∑
l≥1 2
−al , also mit einer streng monoton
steigenden Folge positiver ganzer Zahlen (al)l≥1, sodass
lim sup
l→∞
min
{
al+1
al
,
al+2
al+1
}
=∞,
was insbesondere im Falle
lim
l→∞
al+1
al
=∞
gilt. Sei weiter k ∈ N beliebig. Dann sind die Approximationskonstanten zu
(ζ1, ζ2 . . . , ζk) := (ζ, ζ
2, . . . , ζk) unter der formalen Konvention 10 =∞ gegeben durch
ωj =
1
j − 1 , 1 ≤ j ≤ k + 1
ω̂ =
1
k
ω̂j = 0, 2 ≤ j ≤ k + 1.
Beweis: Sei k beliebig, fest gewa¨hlt.
Wir bestimmen zuna¨chst alle Werte von ωj , die Werte ω̂j lassen sich dann leicht berechnen.
Es gilt stets ωj ≤ 1j−1 , wie wir in (1.47)-(1.49) gesehen haben. Wir mu¨ssen also nur mehr die
umgekehrten Ungleichungen ωj ≥ 1j−1 zeigen.
Sei dazu 1 ≤ j ≤ k + 1 beliebig aber fest vorgegeben. Dazu geben wir wie im Beweis von Satz
1.12 wieder explizit eine Folge (Xj,n)n≥1 und eine Menge von j Folgen von (zu jedem festen
Index n) linear unabha¨ngigen Approximationsvektoren
(x1,n, y1,n1 , . . . , y
1,n
k )n≥1, (x
2,n, y2,n1 , . . . , y
2,n
k )n≥1, . . . , (x
k+1,n, yk+1,n1 , . . . , y
k+1,n
k )n≥1
mit xi,n ≤ Xj,n fu¨r alle n ≥ 1, 1 ≤ i ≤ j an, welche fu¨r jedes ǫ > 0 und hinreichend großes
n = n(ǫ) die gewu¨nschte Asymptotik
max
1≤t≤k
∣∣∣xi,nζt − yi,nt ∣∣∣ ≤ X− 1j−1+ǫj,n , 1 ≤ i ≤ j, (3.1)
ergeben. Wir wa¨hlen ein Teilfolge (bn)n≥1 = (aln)n≥1 von (al)l≥1 dermaßen, dass
lim
n→∞
aln+1
aln
= lim
l→∞
aln+2
aln+1
=∞. (3.2)
Eine solche existiert nach Voraussetzung des Satzes.
Wir behaupten, eine passende Folge von X-Werten, um (3.1) zu erhalten, ist dann gegeben durch
Xj,n := 2
(j−1)aln+1+kbn = 2(j−1)aln+1+kaln , n ≥ 1, 1 ≤ j ≤ k + 1 (3.3)
mit zugeho¨rigen Approximationsvektoren
xi,n := 2(i−1)aln+1+kaln , n ≥ 1, 1 ≤ i ≤ j, (3.4)
yi,nt :=
⌊
ζtxi,n
⌋
, n ≥ 1, 1 ≤ i ≤ j, 1 ≤ t ≤ k. (3.5)
Offensichtlich ist die Voraussetzung xi,n ≤ Xj,n fu¨r 1 ≤ i ≤ j erfu¨llt. Wir mu¨ssen die geforderten
Approximationseigenschaften (3.1) und die lineare Unabha¨ngigkeit der entstehenden Vektoren
(zu jedem festen n) nachweisen. Wir beginnen mit ersterem.
Bezeichne SN die N -te Partialsumme von ζ, also
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SN :=
N∑
l=1
2−al . (3.6)
Sei zuerst j = 1. Wir setzen N := ln fu¨r ein zuna¨chst beliebiges aber hinreichend großes n. Dann
erkennt man nach Konstruktion durch Auspotenzieren von ζt mittels des binomischen Lehrsatzes
einerseits
StNx
1,n ∈ Z, 1 ≤ t ≤ k,
weil fu¨r jedes t jeweils alle Summanden ganze Zahlen sind, und andererseits
0 ≤ ζt − StN ≤ 2 · 2−aln+1 .
Zusammen ergibt sich nach Definition (3.5)
y1,nt = S
t
Nx
1,n, 1 ≤ t ≤ k
max
1≤t≤k
∣∣∣ζtxi,n − yi,nt ∣∣∣ ≤ 2 · 2aln−aln+1 , 1 ≤ t ≤ k.
Wegen der Wahl von X1,n = 2kaln aus (3.3) mit j = 1 und (3.2) gilt
lim
n→∞
aln+1
aln
= lim
n→∞
aln+1 − aln + 1
kaln
=∞, (3.7)
also ω =∞ wie behauptet.
Sei nun j ≥ 2. Wir definieren fu¨r 1 ≤ t ≤ k, 1 ≤ i ≤ k+1 die Ausdru¨cke T iN+1,t als die Summe aller
Ausdru¨cke in der Entwicklung von ζt nach Ausmultiplizieren mittels des binomischen Lehrsatzes,
in denen 2−aN+1 nicht o¨fter als (i− 1) mal vorkommt und kein 2−aL mit L ≥ N + 2 vorkommt.
Aus dieser Definition ergeben sich gema¨ß kombinatorischer Standardformeln die Identita¨ten
T iN+1,t =
min{t,i−1}∑
τ=0
(
t
τ
)
St−τN 2
−τ ·aN+1, 1 ≤ t ≤ k, 1 ≤ i ≤ k + 1. (3.8)
Insbesondere erkennt man etwa T 1N+1,t = S
t
N fu¨r 1 ≤ t ≤ k, was wir aber nicht beno¨tigen werden.
Weiter folgt aus (3.8) unmittelbar
T t+1N+1,t > T
t
N+1,t, 1 ≤ t ≤ k (3.9)
T t+1N+1,t = T
t+2
N+1,t = · · · = T k+1N+1,t. (3.10)
Aus der Definition der Ausdru¨cke T iN+1,t erkennt man weiters mit N := ln einerseits
xi,nT iN+1,t ∈ Z, 1 ≤ t ≤ k, 1 ≤ i ≤ k + 1, (3.11)
denn jeder der auftretenden Summanden ist offensichtlich eine ganze Zahl. Andererseits behaup-
ten wir, dass fu¨r eine Konstante C(k) > 0 und hinreichend großes n (bzw gleichbedeutend N)
0 < ζt − T iN+1,t < C(k) · 2−i·aN+1, 1 ≤ t ≤ k, 1 ≤ i ≤ k + 1. (3.12)
Per Definition haben alle Summanden, die in (der Entwicklung von) StN+1 auftreten aber nicht
in (der Entwicklung von) T iN+1,t, mindestens i mal den Faktor 2
−aN+1 = 2−aln+1 . Wegen
SN+1 < ζ < 1, t ≤ k und
(
a
b
)
< a! fu¨r alle positiven ganzen Zahlen a, b folgt
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0 < StN+1 − T iN+1,t =
(
SN+1 + 2
−aN+1)t = t∑
τ=i
(
t
τ
)
2−τ ·aN+1St−τN+1 < k · k!2−i·aN+1. (3.13)
Aber es gilt auch wieder wegen SN+1 < ζ < 1
0 < ζt − StN+1 = (ζ − SN+1)
(
ζt−1 + ζt−2SN+1 + · · ·+ St−1N+1
)
< (ζ − SN+1) kζt−1 < k (ζ − SN+1) < k · 2−aN+2+aN+1+1.
Wegen (3.2) wird der letzte Ausdruck rechts aber fu¨r n → ∞ (bzw gleichbedeutend N → ∞)
sicher kleiner als 2−(k+1)·aN+1 < 2−i·aN+1. Also insgesamt
0 < ζt − StN+1 < 2−i·aN+1, 1 ≤ t ≤ k, 1 ≤ i ≤ k + 1,
und addiert man dies zu (3.13) ergibt sich (3.12) mit C(k) := k · k! + 1.
Fu¨r hinreichend große n wird die rechte von (3.12) kleiner 1 und es folgt somit aus (3.11),(3.12)
mittels der Definition (3.5)
yi,nt = x
i,nT iN+1,t, 1 ≤ t ≤ k, 1 ≤ i ≤ k + 1 (3.14)∣∣∣ζtxi,n − yi,nt ∣∣∣ = xi,n (ζt − T iN+1,t) ≤ C(k)2kaN−aN+1, 1 ≤ t ≤ k, 1 ≤ i ≤ k + 1.(3.15)
Wegen (3.3),(3.15) gilt fu¨r jedes ǫ > 0 und n ≥ n0(ǫ)
− logXj,n
(
max
1≤t≤k
∣∣∣ζtxi,n − yi,nt ∣∣∣) = − log
(
max1≤t≤k
∣∣∣ζtxi,n − yi,nt ∣∣∣)
log(Xj,n)
≥ 1
j − 1 − ǫ, 1 ≤ i ≤ j
was a¨quivalent zu (3.1) ist. Damit sind die Abscha¨tzungen gezeigt.
Bleibt also noch die lineare Unabha¨ngigkeit der Approximationsvektoren zu zeigen. Wie im
Beweis der Ungleichungen ωj ≥ ℘j(η) in Satz 1.12 zeigen wir, dass fu¨r alle n die Systemmatrix
aus Z(k+1)×(k+1), in deren j-ter Zeile der j-te Approximationsvektor steht, regula¨r ist. Aufgrund
von (3.14) ist diese mit N := ln von der Gestalt
V n =

x1,n T 1N+1,1x
1,n T 1N+1,2x
1,n . . . . . . T 1N+1,kx
1,n
x2,n T 2N+1,1x
2,n T 2N+1,2x
2,n . . . . . . T 2N+1,kx
2,n
...
...
...
...
...
...
xk,n T kN+1,1x
k,n T kN+1,2x
k,n . . . . . . T kN+1,kx
k,n
xk+1,n T k+1N+1,1x
k+1,n T k+1N+1,2x
k+1,n . . . . . . T k+1N+1,kx
k+1,n

Wir fu¨hren beginnnd bei h = k fortlaufend bis h = 1 folgende Zeilenumformung durch: Wir
ziehen das x
h+1,n
xh,n
-fache der h-ten Zeile von der (h + 1)-ten Zeile ab. Auf diese Weise erhalten
wir wegen (3.10) eine obere Dreiecksmatrix, deren Diagonaleintra¨ge wegen (3.9) alle nicht ver-
schwinden. Damit ist V n fu¨r alle n regula¨r, was zu zeigen war.
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Nun mu¨ssen wir noch die Werte ω̂j bestimmen. Wegen ω =∞ erha¨lt man fu¨r 2 ≤ j ≤ k+1 mit
dem gleichen Vorgehen wie im Beweis von Proposition 1.3 die Identita¨ten ω̂j = 0 bzw ψj =
1
k .
Aufgrund unserer speziellen Situation ist der noch aussta¨ndige Wert ω̂ ebenfalls leicht zu berech-
nen. Aus ωk+1 =
1
k folgt mit (1.40) zuna¨chst ψk+1 = 0.
Wegen (1.16) und ψ1(Q) ≤ ψ2(Q) . . . ≤ ψk+1(Q) ist ψ1 < 0 nicht mo¨glich. Andernfalls wa¨re
na¨mlich fu¨r ein ǫ > 0 und alle hinreichend großen Q die Beziehung ψ1(Q) < −ǫ gu¨ltig und in
Folge an Stellen mit kleinem ψk+1(Q) <
ǫ
2k die Bedingung (1.16) fu¨r Q→∞ wegen∑k+1
j=1 ψj(Q) ≤ ψ1(Q) + kψk+1(Q) < −ǫ + ǫ2 = − ǫ2 verletzt. Wegen (1.9) gilt aber auch ψ1 ≤ 0.
Es bleibt daher nur der Fall ψ1 = 0 u¨brig, mittels (1.40) ergibt sich ω̂ =
1
k .

Bemerkung: Der Beweis zeigt bei festgehaltenem k genauer folgendes Kriterium um die im Satz
angegebenen Approximationskonstanten zu erhalten: Fu¨r festes k und ζ =
∑
l≥1 2
−al existiert
eine Teilfolge (aln)n≥1 von (al)l≥1 mit der Eigenschaft, dass fu¨r alle C > 0 ein n0 = n0(C)
existiert mit
aln+1
aln
> C, n ≥ n0
aln+2
aln+1
> k + 1, n ≥ n0.
Korollar 3.1. Sei ζ :=
∑
l≥1 2
−l!. Dann gilt simultan fu¨r alle k ∈ N unter der formalen Kon-
vention 10 =∞
ωj =
1
j − 1 , 1 ≤ j ≤ k + 1
ω̂ =
1
k
ω̂j = 0, 2 ≤ j ≤ k + 1.
Beweis: Die Voraussetzungen fu¨r Satz 3.1 sind offensichtlich mit (al)n≥1 gegeben durch al = l!
und der identischen Teilfolge ln = n fu¨r alle n ≥ 1 erfu¨llt. 
Bemerkung: Die Wahl der Basis 2 hat keinerlei Bedeutung in Satz 3.1 und Korollar 3.1. Die
eingangs erwa¨hnte Verallgemeinerung ist im folgenden Korollar festgehalten, welches sich analog
zur Verallgemeinerung von Satz 1.15 aus Satz 1.12 beweisen la¨sst.
Korollar 3.2. Sei ζ =
∑
l≥1
1
ql
mit ganzen Zahlen ql, sodass ql|ql+1 fu¨r alle l ≥ 1 und daru¨ber
hinaus gelte
lim sup
l→∞
min
{
ql+1
ql
,
ql+2
ql+1
}
=∞.
Dann gelten die Aussagen von Satz 3.1.
Wir haben also noch eine Konstruktionsmethode von Vektoren (ζ1, ζ2, . . . , ζk) ∈ Rk gefunden,
die Korollar 1.3 genu¨gen. Beachte, dass die auftretenden Zahlen ζ als Liouvillezahlen transzen-
dent sind, was per Definitionem simultan fu¨r alle k ∈ N die Q-lineare Unabha¨ngigkeit von
{1, ζ, ζ2, . . . , ζk} impliziert (die sich auch sofort aus Bemerkung 2 zu Satz 1.10 ergibt).
Wir haben also insbesondere gesehen, dass im Spezialfall ζi = ζ
i der optimale Wert ψ
1
= −1
angenommen werden kann. Eine schwierigere Fragestellung ist es, den Wert ψ1 zu minimieren
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bzw a¨quivalent ω̂ zu maximieren. Die Zahlen ζ mit dieser Eigenschaft haben wir im Abschnitt
2.2.1 im Fall k = 2 als extremal numbers eingefu¨hrt und festgehalten, dass ω̂ =
√
5−1
2 gilt. In
ho¨herer Dimension k ≥ 3 ist der genaue gro¨ßtmo¨gliche Wert von ω̂ unbekannt, siehe auch die
Vermutung in Abschnitt 2.2.3. Das na¨chste Lemma zeigt in diesem Zusammenhang im Fall von
beliebigem k, dass ω nicht zu groß sein darf, wenn ω̂ maximiert werden soll.
Lemma 3.1. Sei ζ ∈ R \Q. Dann erfu¨llen die zu ζ, ζ2, . . . , ζk geho¨rigen Approximationskon-
stanten ω, ω̂ die Beziehung
ω̂ ≤ max
{
1
ω
,
1
k
}
.
Beweis: Wir zeigen zuerst, dass 0 < ζ < 1 keine Einschra¨nkung darstellt. Denn mit
Mx(ζ) := max
1≤t≤k
∣∣∣∣ζtx∣∣∣∣
folgt aus dem binomischen Lehrsatz fu¨r jedes N ∈ Z
∣∣∣∣(ζ +N)tx∣∣∣∣ = ∣∣∣∣∣
∣∣∣∣∣
t∑
l=0
(
t
l
)
N t−lζlx
∣∣∣∣∣
∣∣∣∣∣ ≤
∣∣∣∣∣
∣∣∣∣∣NkN !
t∑
l=0
ζlx
∣∣∣∣∣
∣∣∣∣∣ ≤ Nk+1N !Mx(ζ),
also Mx(ζ + N) := max1≤i≤k ||(ζ + N)ix|| ≤ WMx(ζ) mit einer Konstante W := Nk+1N !, die
nicht von x abha¨ngt. Fu¨r x → ∞ gilt damit offenbar nach Definition der Approximationskon-
stanten ωj, dass alle diese Approximationskonstanten von ζ + N nicht gro¨ßer sind als die von
ζ. Da man diese Relation in beide Richtungen lesen kann, muss also Gleichheit gelten. Also sei
oBdA ζ aus dem Repra¨sentatensystem [0, 1) von R/Z, also 0 < ζ < 1. Weiter sei T := ⌊ω⌋. Dann
gibt es wegen ζ /∈ Q eine gegen unendlich strebende Basenfolge (si)i≥1, sodass insbesondere fu¨r
ζ fu¨r alle η > 0 die Beziehung ||ζsi|| ≤ s−ω+ηi . Da Multiplikation mit si nur das Komma um eine
Stelle verschiebt bedeutet dies, ζ hat bezu¨glich jedem si im Falle einer Approximation von oben
eine Darstellung
ζ(si) = 0.a100 . . . 0aT+2aT+3 . . . , (3.16)
mit von i abha¨ngigen 0 ≤ aj = aj(i) ≤ si − 1 bzw
ζ(si) =
a1
si
+
aT+2
sT+2i
+
aT+3
sT+3i
+ · · · ≤ a1
si
+
1
sT+1i
(3.17)
mit 0 ≤ ai ≤ si − 1, wobei fu¨r hinrechend großes i wegen a1 = ⌊siζ⌋ sicher a1 6= 0. Den anderen
Fall einer Approximation von unten
ζ(si) = 0.a1(si − 1)(si − 1) . . . (si − 1)aT+2aT+3 . . .
kann man ganz a¨hnlich behandeln, wir gehen auf ihn nicht weiter ein. Weiter ko¨nnen wir oBdA
annehmen, dass
ggT(a1, si) = 1 (3.18)
gilt. Denn ansonsten betrachte die Basen siggT(si,a1) , in denen sich ebenfalls die Darstellung (3.16)
ergibt. (Die Approximation von ζ2, . . . , ζk bezu¨glich dieser vera¨nderten Basis muss nicht gut sein,
was fu¨r unsere Argumentation aber nicht notwendig ist. Vergleiche Beispiel 3 dieses Abschnitts.)
Es ergibt sich
ζj =
aj1
sji
+O(s−T−1i ), 1 ≤ j ≤ k. (3.19)
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Wir unterscheiden nun naheliegenderweise die beiden Fa¨lle ω > k und ω ≤ k.
1.Fall: ω > k. Dann gilt T ≥ k in (3.16) bzw (3.17). Fu¨r zuna¨chst beliebiges ǫ > 0 setze
Xi := s
k−ǫ
i . Wir behaupten nun, dass sich fu¨r alle ganzzahligen x = x(i) < Xi keine wesentlich
bessere Approximation als
Mx(ζ) := max
1≤t≤k
||ζtx|| ≤ s−1i (3.20)
finden la¨sst. Um dies zu zeigen, nehmen wir an, es ga¨be eine Verbesserung zu (3.20).
Der x = x(i)-Wert des besseren Approximationsvektors habe in Basis si die Darstellung
x =
D∑
d=1
bds
rd
i , r1 = r1(i) < r2 . . . < rD = rD(i), 0 ≤ bd = bd(i) ≤ si − 1. (3.21)
Setze u := r1 + 1. Nach Voraussetzung von Fall 1 gilt 1 ≤ u ≤ k. Wir fu¨hren den Widerspruch
zu (3.20) u¨ber die Zahl ζux. Auf gleichen Nenner sui bringen liefert wegen (3.18), b1 < si und
der Definition von u ∣∣∣∣∣∣∣∣xau1sui
∣∣∣∣∣∣∣∣ = ∣∣∣∣∣∣∣∣b1su−1i au1sui
∣∣∣∣∣∣∣∣ = ∣∣∣∣∣∣∣∣b1au1si
∣∣∣∣∣∣∣∣ ≥ 1si .
Andererseits kann der Restterm x
(
ζu − au1sui
)
von xζu wegen (3.19) und unserer vorausgesetzten
Schranke fu¨r x nach oben abgescha¨tzt werden durch s−1−ǫi . Man folgert mit der Dreiecksunglei-
chung fu¨r jedes δ > 0 und i = i(δ) groß genug
||xζu|| ≥ s−1i − s−1−ǫi ≥ s−1−δi . (3.22)
Also insbesondereMx(ζ) ≥ s−1−δi , und weil dies fu¨r alle x unter unserer Randbedingung x < sk−ǫi
gilt ω̂ ≤ 1+δk−ǫ fu¨r alle ǫ > 0, δ > 0 und mit ǫ→ 0, δ → 0 die Behauptung ω̂ ≤ 1k von Fall 1.
Fall 2: ω ≤ k. Beachte, dass wieder die Darstellung (3.16) gilt. Es gelte wieder (3.21) fu¨r ein
hypothetisches unserer Annahme widersprechendes x. Sei fu¨r zuna¨chst beliebiges ǫ > 0 weiter
x ≤ sω−ǫi =: Xi. Es folgt in jedem Fall u ≤ T . Im Fall u < T kann man die Argumentation von
Fall 1 verwenden, um die Schranke ||ζux|| ≥ s−1−δi fu¨r alle δ > 0 und hinreichend großes i zu
erhalten. Im Fall u = T berechnet man analog∣∣∣∣∣∣∣∣xaT1sTi
∣∣∣∣∣∣∣∣ = ∣∣∣∣∣∣∣∣b1aT1si
∣∣∣∣∣∣∣∣ ≥ 1si .
Die Restterme von ζTx lassen sich hier wegen x ≤ sω−ǫi widerum nach oben durch s−1−ǫi
abscha¨tzen. Mit (3.22) folgert man daraus wieder ||ζTx|| ≥ s−1−δi fu¨r alle δ > 0 und hinrei-
chend groses i, wie im Fall u < T . Analog zu Fall 1 schließt man weiter Mx(ζ) ≥ s−1−δi und weil
x ≤ sω−ǫi beliebig war ω̂ ≤ 1+δω−ǫ und mit ǫ→ 0, δ → 0 schließlich ω̂ ≤ 1ω , die Aussage von Fall 2.

Bemerkungen: 1) Wegen (1.50) ist die Aussage des Satzes nur fu¨r ω > 1 nichttrivial. Da der Satz
von Roth a¨quivalent zu ω = 1 im Falle k = 1 und einer algebraischen Zahl ζ ist und in Folge
ω ≤ 1 in beliebiger Dimension k fu¨r die Approximation von ζ, ζ2, . . . , ζk mit algebraischem ζ, ist
die Aussage des Satzes nur fu¨r transzendente Werte von ζ interessant. (Beachte auch, dass wenn
ζ algebraisch vom Grad ≥ k + 1 ist, wegen des Schmidtschen Teilraumsatzes sogar ω = 1k gilt.)
2) Gema¨ß (1.50) kann man Lemma 3.1 auch formulieren als
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ω̂ =
1
k
, ω ≥ k
1
k
≤ ω̂ ≤ 1
ω
, 1 ≤ ω < k.
ω̂ ≤ ω, ω < 1.
Beachte, dass fu¨r die extremal numbers ω = 1 gilt, also ist in ho¨herer Dimension k > 2 der Fall
ω < 1 zu erwarten.
3) Man kann den ersten Teil des Beweises ausweiten um allgemeiner zu zeigen, dass Transforma-
tionen der Form ζ 7→ aζ + b mit a, b ∈ Q die Werte ωj, ω̂j unvera¨ndert la¨sst. Vergleiche auch den
Unterabschnitt E =∞, in dem das duale von Approximationen durch Polynome mit beschra¨nk-
ter Ho¨he Problem behandelt wird.
4) Davenport, Schmidt und Laurent zeigen im Theorem auf Seite 46 in [7] fu¨r die Approximati-
onskonstante ω̂ von ζ, ζ2, . . . , ζk fu¨r ζ nicht algebraisch vom Grad ≤ ⌈k2 ⌉ die Abscha¨tzung
ω̂ ≤
⌈
k
2
⌉−1
, (3.23)
was momentan die besten bekannten oberen Schranken darstellt. Nach unten ist keine bessere
Abscha¨tzung des Supremums von ω̂ u¨ber alle ζ, ζ2, . . . , ζk mit ζ ∈ R nicht algebraisch vom Grad
≤ k als die triviale durch 1k aus (1.50) bekannt.
Lemma 3.1 liefert in diesem Zusammenhang die folgende Aussage: fu¨r jede Folge (ζn)n≥1 reeller
Zahlen, sodass die Approximationskonstanten ω̂ bezu¨glich ζn, ζ
2
n, . . . , ζ
k
n gegen das Supremum
aller auftretenden Werte ω̂ zu ζ, ζ2, . . . , ζk fu¨r reelle ζ, konvergieren, ist die simultane Appro-
ximationskonstante ω bezu¨glich ζn, ζ
2
n, . . . , ζ
k
n durch ω ≤ k beschra¨nkt fu¨r n ≥ n0. Insbsondere
ist im Falle der Existenz eines ζ = ζ0, das die Approximationskonstante ω̂ zu ζ, ζ
2, . . . , ζk maxi-
miert, sicher ω ≤ k fu¨r die Approximationskonstante ω zu ζ0, ζ20 , . . . , ζk0 .
5) Sei die Gro¨ße w∗k(ζ) definiert als das um 1 verringerte Supremum aller wa¨hlbaren µ in (3.55)
im Abschnitt Abscha¨tzung, in dem das duale Problem behandelt wird. Dabei entspricht das k
hier dem dortigen n. Lemma 1 auf Seite 396 in [2] von Davenport/Schmidt, das wir spa¨ter im
Abschnitt 3.2.2 selbst alternativ beweisen werden, besagt in unserer Notation fu¨r alle ζ nicht
algebraisch vom Grad ≤ k
w∗k(ζ)ω̂ ≥ 1 ∀k ≥ 2. (3.24)
Zusammen mit Lemma 3.1 bzw obiger Bemerkung 2 zu diesem Lemma sieht man einfach den
Zusammenhang
ω ≤ k =⇒ w∗k(ζ) ≥ ω, ∀k ≥ 2.
In diesem Fall ω ≤ k liegt der Wert w∗k(ζ) unter Vorwegnahme von Notation und Ergebnissen
aus dem folgenden Abschnitt 3.2 zwischen ω und wk(ζ). Weiter gilt im Falle ω = k immer
w∗k(ζ) ≥ k, wobei hierfu¨r aber wegen Khinchins Transferprinzip wk(ζ) ≥ kω + k − 1 zusammen
mit der hinreichenden Bedingung (3.93) aus dem folgenden Unterabschnitt E =∞ die schwa¨chere
Bedingung ω ≥ 1 ausreichend ist.
Definition 3.1. Fu¨r einen Approximationsvektor (x, y1, . . . , yk) ∈ Zk+1 heißt ζjx eine Approxi-
mation von oben, wenn yj = ⌊ζjx⌋ bzw a¨quivalent {ζjx} < 12 und andernfalls Approximation von
unten. Sind alle ζjx simultan Approximationen von oben respektive unten, so sprechen wir von
einer gleichseitigen Approximation von oben respektive unten. Gilt k = 2 und ist genau eine der
beiden Approximationen ζjx eine Approximation von oben und die andere eine Approximation
von unten, so nennen wir dies eine verschiedenseitige Approximation.
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Thematisch verwandt mit Lemma 3.1 und beweistechnisch a¨hnlich ist auch das folgende
Lemma 3.2. Sei ζ ∈ R und fu¨r die Approximationskonstante ω von ζ, ζ2, . . . , ζk gelte ω > 1.
Dann existiert eine Folge von Basen (si)i≥1, sodass fu¨r ζ in der Darstellung si
ζ = 0.a1a2a3 . . .
die Beziehung
si | a21 ∧ a2 = 0 respektive (3.25)
si | (a1 + 1)2 ∧ a2 = si − 1 (3.26)
gilt, je nachdem ob ζsi eine Approximation von oben respektive von unten ist. Weiters ist die
Approximation zu ζsi, ζ
2si eine gleichseitige Approximation. Ist daru¨ber hinaus die Darstellung
von ζ2 in Basis si gegeben durch
ζ2 = 0.b1b2b3 . . .
so gilt im Fall einer gleichseitigen Approximation von oben entweder b1si = a
2
1 oder
(b1 − 1)si = a21, wobei im Fall ζ < 12 stets der erste Fall eintritt und im Fall einer gleichseitigen
Approximation von unten (b1+1)si = (a1+1)
2 oder (b1+2)si = (a1+1)
2, wobei im Fall ζ < 12
stets der erste Fall eintritt.
Beweis: Zuerst bemerken wir, dass wir oBdA k = 2 annehmen ko¨nnen, da die Aussage sonst
nur schwa¨cher wird. Wir zeigen nur (3.25), der Nachweis von (3.26) verla¨uft analog. Es gelte
ω = 1+ ǫ mit ǫ > 0. Weil ζsi eine Approximation von oben ist folgt aus der Definition von ω fu¨r
i hinreichend groß
ζsi − ⌊ζsi⌋ = ζsi − a1 ≤ s−1−
ǫ
2
i ,
und Division durch si und Addition von
a1
si
liefert
ζ ≤ a1
si
+ s
−2− ǫ2
i . (3.27)
Fu¨r alle si fu¨r welche die Aussage des Satzes (3.25) falsch ist, gilt offenbar(
a1
si
)2
≥ 1
s2i
.
Zusammen mit (3.27) und der Dreiecksungleichung folgt fu¨r jedes δ > 0 wenn man i gegebenen-
falls noch vergro¨ßert
||ζ2si|| ≥ 1
si
− 2s−1− ǫ2i − s−3−ǫi ≥ s−1−δi . (3.28)
Ga¨be es keine Teilfolge die die Aussage des Satzes erfu¨llt, wa¨re (3.28) mit δ → 0 ein Widerspruch
zu ω > 1.
Um a2 = 0 einzusehen bemerke, dass wegen ||ζsi|| ≤ s−1i die Beziehung a2 = 0 oder a2 = si − 1
folgt. In zweiterem Fall wa¨re aber a1si +
si−1
s2i
≤ ζ ≤ a1+1si und weiter wegen (3.25)∣∣∣∣∣∣∣∣2a1 + 1si − 2(a1 + 1)s2i + 1s3i
∣∣∣∣∣∣∣∣ ≤ ||ζ2si|| ≤ ∣∣∣∣∣∣∣∣2a1 + 1si
∣∣∣∣∣∣∣∣ ,
und beide Seiten konvergieren fu¨r i→∞ gegen {2ζ} 6= 0, ein Widerspruch.
Fu¨r den zweiten Punkt bemerke, dass im Falle von (3.25) wegen (3.27)
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{ζ2si} ≤ 2s−1−
ǫ
2
i + s
−3−ǫ
i ,
was gegen Null konvergiert fu¨r si →∞. Dies zeigt wie gewu¨nscht, dass ζ2si eine Approximation
von oben ist, wenn ζx eine solche ist. Analog sieht man ein, dass a2 = si − 1 gelten muss im
Falle einer Approximation von unten, also ist ζ2si eine Approximation von unten wenn ζsi eine
solche ist. Damit handelt es sich bei ζsi, ζ
2si in jedem Fall um eine gleichseitige Approximation.
Die letzte Aussage zeigen wir wieder nur im Fall von gleichseitgen Approximationen von oben,
der Fall einer gleichseitigen Approximation von unten geht analog und im letzten Punkt haben
wir verschiedenseitige Approximation ausgeschlossen. Wir wissen im Fall einer gleichseitigen
Approximation von oben bereits aus (3.25), dass
a21
si
=
⌊ζsi⌋2
si
∈ Z. (3.29)
Wegen 0 < ζsi − ⌊ζsi⌋ < 1 folgt andererseits fu¨r hinreichend großes i
ζ2si − 2 < ζ2si − 2ζ + 1
si
<
a21
si
< ζ2si (3.30)
und wegen (3.29) weiter ⌊ζ
2si⌋
si
∈ {⌊ζ2si⌋, ⌊ζ2si⌋ − 1}. Wegen ⌊ζ2si⌋ = b1 und weil man die linke
Seite von (3.30) im Falle ζ < 12 durch ζ
2si − 1 ersetzen darf, folgt die Aussage. 
An dieser Stelle noch ein Beispiel, das Lemma 3.1 und Lemma 3.2 illustrieren soll.
Beispiel 3: Sei ζ = 2−1 + 2−4 + 2−50 und zuna¨chst k = 2. In der Basis si = 28 = 256 ergeben
sich die Darstellungen
ζ = 0. 144 0 0 0 0 0 64
ζ2 = 0. 81 0 0 0 0 0 72
Man berechnet 81 ·256 = 1442, wie nach Vorhersage von Lemma 3.2. Sei nun k ≥ 2 beliebig. Divi-
diert man gema¨ß dem Beweis von Lemma 3.1 die Ausdru¨cke si, a1 durch ihren ggT, so entstehen
s′i = 2
4 = 16, a′1 = 9. In der neuen Basis s
′
i berechnet man die Nachkommadarstellungen
ζ = 0. 9 0 0 0 0 0 0 0 0 0 0 0 4
ζ2 = 0. 5 1 0 0 0 0 0 0 0 0 0 0 4 8
ζ3 = 0. 2 13 9 0 0 0 0 0 0 0 0 0 3 12
...
...
wobei die beiden Eintra¨ge 4 sowie der Eintrag 3 je an 13. Stelle hinter dem Komma stehen, weil
13 das kleinste Vielfache von 4 gro¨ßer als 50 ist. Interessanter ist jedoch die Dreiecksstruktur
davor. Weil Multiplikation mit si nur das Komma um eine Stelle nach rechts verschiebt erkennt
man, dass ζ2s′i keine gute Approximation an eine ganze Zahl ist wegen a2 = 1, ebenso ζ
3s′i
2
wegen a3 = 9 usw. Dies veranschaulicht etwas vereinfacht das Grundprinzip des Beweises von
Lemma 3.1.
Die x-Werte der Form x = 2n! respektive x = san , die zu guten Approximationsvektoren
(x, y1, . . . , yk) aus Lemma 3.1 respektive Korollar 3.1 fu¨hren, erfu¨llen nicht die Bedingung (3.18),
wobei x den Werten si in der Notation von Lemma 3.1 entpricht. Es gilt na¨mlich in der Notation
von Lemma 3.1 gema¨ß Lemma 3.2 s1|a21, vergleiche auch Beispiel 3.
Dabei ist noch zu erwa¨hnen, dass es sich nach Konstruktion bei den guten Approximationen von
Lemma 3.1 bzw Korollar 3.1 immer um gleichseitige Approximationen von oben gehandelt hat,
DIE METHODE VON KAPITEL 1 IM SPEZIALFALL ζI = ζ
I 131
also mit kleinem {xζi} nahe bei 0 fu¨r alle 1 ≤ i ≤ k. Dagegen scheint es sich bei den extremal
numbers beispielsweise immer um eine verschiedenseitige Approximation von ζx, ζ2x zu handeln,
wie man mithilfe von Ausgaben des Programms sieht. Im Falle a = 1, b = 2 in (2.51) ermittelt das
Programm die ersten x-Werte- sie seien in Anlehnung an Lemma 3.2 mit mit si bezeichnet- die
Verbesserungen an L1 erzielen, als si = 1, 2, 4, 25, 576, 81212, 81788. Dabei ist 81212 ein Ausreißer
der nur geringfu¨gige Verbesserung zu si = 576 erzielt. Fu¨r die u¨brigen besta¨tigen Ausgaben die
Beziehungen
a21 + 1 = (b1 + 1)si, a2 = 0 respektive (3.31)
(a1 + 1)
2 − 1 = b1si, a2 = si − 1 (3.32)
je nachdem ob {ζsi} nahe Null und {ζ2si} nahe Eins respektive umgekehrt. Diese mu¨ssen in der
Tat erfu¨llt sein, um in diesem Fall max{||ζsi||, ||ζ2si||} ≤ s−1i im Falle von verschiedenseitiger
Approximation von ζsi, ζ
2si zu ermo¨glichen, was man a¨hnlich wie im Beweis von Lemma 3.2
nachpru¨ft.
Beachte, dass fu¨r extremal numbers ω = 1 gilt, wie wir im Abschnitt 2.2.3 festgestellt haben.
Also darf Lemma 3.2 gerade noch nicht angewendet werden, was diese Ergebnisse ermo¨glicht.
Sollte die Aussage der stets verschiedenseitigen Approximation von ζsi, ζ
2si und damit fu¨r jede
gute Approximation si eine der beiden Gleichungen (3.31),(3.32) zutreffen, erga¨ben sich mit-
hilfe der Feststellungen aus dem Abschnitt 2.2.1 die folgenden beiden Charakterisierungen der
extremal numbers. Gehen wir von einer Zahl 0 < ζ < 12 mit [Q(ζ) : Q] ≥ 3 aus, dann gilt:
• ζ ist eine extremal number, wenn die Approximationskonstante ω zur simultanen Appro-
ximation von ζ, ζ2 unter der Voraussetzung einer stets verschiedenseitigen Approximation
maximiert wird. In diesem Fall ist ω = 1.
• sei die Folge S := (si)Ri=1, R ∈ {N ∪∞} definiert als die monoton wachsend geordnete
Menge positiver ganzer Zahlen si, welche eine der beiden Gleichungssysteme
⌊ζsi⌋2 + 1 = (⌊ζ2si⌋+ 1)si ∧ ⌊ζs2i ⌋ − si⌊ζsi⌋ = 0 (3.33)
(⌊ζsi⌋+ 1)2 − 1 = ⌊ζ2si⌋si ∧ ⌊ζs2i ⌋ − si⌊ζsi⌋ = si − 1 (3.34)
erfu¨llen. Dann ist ζ eine extremal number genau dann, wenn |S| =∞ und
lim
i→∞
log(si+1)
log(si)
=
2√
5− 1 ≈ 1.6180.
Ist ζ hingegen keine extremal number und |S| =∞, so gilt lim supi→∞ log(si+1)log(si) > 2√5−1 .
Die erste Aussage folgt aus Lemma 3.2. Um die zweite einzusehen bemerken wir zuerst, dass per
Definitionem fu¨r extremal numbers ω̂ =
√
5−1
2 =: γ gilt und fu¨r alle u¨brigen ζ unter unseren
Voraussetzungen ω̂ > γ. Weiters sind (3.33) respektive (3.34) a¨quivalent zu (3.31) respektive
(3.32). Haben (3.33) oder (3.34) also unendlich viele Lo¨sungen, so gilt offenbar ||siζj || ≤ s−1i fu¨r
j = 1, 2 und damit ω ≥ 1, und nach Lemma 3.2 im Falle von ausschließlich verschiedenseitigen
Approximationen, was fu¨r die extremal numbers nach unserer Voraussetzung gilt, folgt sogar
ω = 1. Wegen
log(si+1)
log(si)
≥ ω
ω̂
≥ 1
γ
=
2√
5− 1 (3.35)
mit Gleichheit in der zweiten Ungleichung von (3.35) nur im Falle von ω̂ = γ, also bei extremal
numbers, folgt lim sup log(si+1)log(si) ≥ 2√5−1 und Gleichheit ist nur im Falle von extremal numbers
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mo¨glich. Im Abschnitt 2.2 haben wir aber festgestellt, dass das (q, Lj(q))-Bild von ζ, ζ
2 mit einer
extremal number ζ aber im wesentlichen wie Abbildung 2.9 aussieht mit ω = 1. (Ein exakter
Plot so eines Anfangsabschnitts ist in Abbildung 2.8 zu sehen.) Genauer gibt es nach Roy zu
jeder extremal number eine Folge (xi)i≥1 positiver ganzer Zahlen, sodass
lim
i→∞
log(xi+1)
log(xi)
=
1
γ
max
{||ζxi|| , ∣∣∣∣ζ2xi∣∣∣∣} ∼ x−1i .
Dies fu¨hrt auf den aufgefa¨cherten Fall von (2.50) mit ω = 1. Wegen unserer Voraussetzung der
stets verschiedenseitigen Approximation und |S| = ∞ stimmt diese Folge (xi)i≥1 mit unserer
Folge (si)i≥1 u¨berein und dies impliziert Gleichheit auch in der ersten Ungleichung von (3.35)
fu¨r alle extremal numbers.
Fu¨r andere Charakterisierungen der extremal numbers siehe Theorem 3.1 in [12].
3.2 Das duale Problem
Im folgenden werden die Approximatierbarkeit einer reellen Zahl ζ ∈ R durch algebraische Zahlen
beschra¨nkten Grades untersucht. Grundlage dazu bildet die Approximation an 0 durch Werte
P (ζ), wobei P die Polynome mit ganzzahligen Koeffizienten durchla¨uft. Dieses Problem steht
offenbar in engem Zusammenhang zur Approximation von Linearformen, wie aus dem System
|y1| ≤ Q 1n+θ (3.36)
|y2| ≤ Q 1n+θ (3.37)
...
...
... (3.38)
|yn| ≤ Q 1n+θ (3.39)
|ζy1 + ζ2y2 + · · ·+ ζnyn + x| ≤ Q−1+θ, (3.40)
ersichtlich ist. Dabei sind (x, y1, . . . , yn) ∈ Zn+1 gesucht, sodass θ mo¨glichst klein wird. Genauer
definieren wir ν∗j (Q) die kleinste reelle Zahl, sodass (3.36)-(3.40) eine Menge von j linear un-
abha¨ngigen Lo¨sungen besitzt.
Man kann dieses System analog zum System (1.5)-(1.8) als Gitterpunktproblem auffassen. Wir
geben zwei verschiedene Arten an, dies zu tun. Einerseits definieren wir η∗j , 1 ≤ j ≤ n + 1, als
die sukzessiven Minima bezu¨glich des Gitters Λ∗ und des Ko¨rpers M(Q) gegeben durch
Λ∗ := {(x+ ζ1y1 + ζ2y2 + · · ·+ ζnyn, y1, y2, . . . , yn) : x, y1, . . . , yn ∈ Z} (3.41)
M(Q) :=
{
(x, y1, . . . , yn) ∈
[
− 1
Q
,
1
Q
]
×
[
−Q 1n , Q 1n
]n}
(3.42)
und erkennen ν∗j (Q) =
log(η∗j (Q))
q .
Andererseits stimmen η∗j (Q) auch mit den sukzessiven Minima bezu¨glich
Λ := Zn+1 (3.43)
L(Q) := {(x, y1, . . . , yn) ∈ Rn+1 : |yt| ≤ Q 1n 1 ≤ t ≤ n, |x+ ζy1 + · · ·+ ζnyn| ≤ Q−1}(3.44)
u¨berein, was den obigen Zusammenhang zwischen den via (3.36)-(3.40) definierten ν∗j und den
sukzessiven Minima besta¨tigt. Zweitere Sichtweise werden wir spa¨ter in diesem Abschnitt (und
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folgenden) mit X := Q
1
n , sowie ohne Notationswechsel im Abschnitt 3.2.3, aufgreifen.
Wir ko¨nnen das System auch im wesentlichen als das zur Problemstellung (1.5)-(1.8) der bis-
herigen Kapitel duale Problem, im Spezialfall (ζ1, ζ2, . . . , ζn) = (ζ, ζ
2, . . . , ζn) mit einem ζ ∈ R,
auffassen. Dabei ist die Zahl der Variablen hier mit n anstatt wie im dualen Fall mit k bezeich-
net. Dazu betrachten wir die sukzessiven Minima λ∗j (Q) zum Gitter Λ
∗ aus (3.41) und anstatt
M(Q) aus (3.42) den zum Simplex K aus (1.12),(1.13) dualen konvexen Ko¨rper K∗(Q) ⊂ K(Q),
welcher gegeben ist durch
K∗(Q) :=
{
f = (f1, f2, . . . , fn+1) ∈ K(Q) :
n+1∑
i=1
|fi| ≤ 1
}
.
K∗(Q) ist dabei wieder fu¨r alle Q ein Simplex. Diese unterscheiden sich in der Tat wenig von
den Lo¨sungen des Systems (3.36)-(3.40), wie wir nun zeigen. Setzt man
ψ∗j (Q) :=
log(λ∗j (Q))
q
, (3.45)
so gilt na¨mlich
lim
Q→∞
ψ∗j (Q)− ν∗j (Q) = 0. (3.46)
Es ist na¨mlich wie oben gezeigt ν∗j (Q) u¨ber die sukzessiven Minima η
∗
j (Q) bezu¨glich des Gitters
Λ∗ und des Ko¨rpersM(Q) gegeben und wegen K∗(Q) ⊂M(Q) ⊂ (n+1)K∗(Q), siehe auch [14],
Seite 68, folgt
η∗j (Q) ≤ λ∗j (Q) ≤ (n+ 1)η∗j (Q).
Zusammen mit (3.45) folgt (3.46). Insbesondere folgt mit
ν∗j := lim inf
Q→∞
ν∗j (Q), ν
∗
j := lim sup
Q→∞
ν∗j (Q),
ψ∗
j
:= lim inf
Q→∞
ψ∗j (Q), ψ
∗
j := lim sup
Q→∞
ψ∗j (Q),
aus (3.46)
ψ∗
j
= ν∗j , ψ
∗
j = ν
∗
j .
Es macht also keinen essentiellen Unterschied, ob wir mit η∗j , ν
∗
j oder mit λ
∗
j , ψ
∗
j arbeiten.
Aus Minkowskis Gitterpunktsatz folgt wieder λ∗1(Q) < 1 fu¨r alle Q > 0. Es seien gleich an dieser
Stelle ein paar Anmerkungen zu den ho¨heren sukzissiven Minima gemacht, welche wir im Ab-
schnitt 3.2.3 verwenden werden. Bis dahin werden wir aber hauptsa¨chlich von λ∗1(Q) abgeleitete
Gro¨ßen im polynomialen Spezialfall in den Mittelpunkt unserer Betrachtungen stellen.
Es gelten Mahlers Identita¨ten
1≪ λ∗n+2−j(Q)λj(Q)≪ 1, 1 ≤ j ≤ n
mit nur vom Vektor ζ = (ζ1, ζ2, . . . , ζn) abha¨ngigen Konstanten in≪ und diese erlauben, die Ap-
proximationskonstanten der beiden zueinander dualen Problemstellungen zu einem festen Vektor
ζ zueinander in Beziehung setzen. In Ausdru¨cken der Funktionen ψj , ψ
∗
j u¨bersetzen sich Mahlers
Identita¨ten in
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q · ∣∣ψ∗j (Q)− ψn+2−j(Q)∣∣ ≤ C(Λ,K), 1 ≤ j ≤ n+ 1, (3.47)
also insbesondere limQ→∞ ψ∗j (Q)− ψn+2−j(Q) = 0. Dies zieht insbesondere
ψ∗
j
= −ψn+2−j , ψ
∗
j = −ψn+2−j (3.48)
nach sich.
An dieser Stelle sind noch die aus (1.16),(1.18),(1.10) zusammen mit (3.47) folgenden Beziehun-
gen
q ·
∣∣∣∣∣∣
n+1∑
j=1
ψ∗j (Q)
∣∣∣∣∣∣ ≤ C(Λ,K), Q > 1 (3.49)
ψ∗
j+1
≤ ψ∗j , 1 ≤ j ≤ n, (3.50)
− 1
k
≤ ψ∗1(Q) ≤ ψ∗2(Q) ≤ . . . ≤ ψ∗n+1(Q) ≤ 1, Q > 1, (3.51)
erwa¨hnenswert, die sich bereits in [14] Seite 77,78 finden. Insbesondere folgt aus (3.49) analog
zum dualen Fall limQ→∞
∑n+1
j=1 ψ
∗
j (Q) = 0.
Seien fu¨r das Linearformenproblem die Approximationskonstanten wn,j(ζ) respektive ŵn,j(ζ)
analog zu den dualen Approximationskonstanten ωj respektive ω̂j im Falle von k = n Variablen
ζi definiert als das Supremum aller reellen Zahlen ν, sodass das System
|yi| ≤ X, 1 ≤ i ≤ n∣∣∣∣∣x+
n∑
i=1
ζiyi
∣∣∣∣∣ ≤ X−ν
unendliche viele (respektive fu¨r alle hinreichend großenX) eine Menge von j linear unabha¨ngigen
Lo¨sungen besitzt, und setze wn(ζ) := wn,1(ζ) und ŵn(ζ) := ŵn,1(ζ). Dabei sind die Doppelindi-
zes vorerst nur im Hinblick auf spa¨ter folgende Notation verwendet, wo wir
wn(ζ) := wn(ζ), ŵn(ζ) := ŵn(ζ) mit ζ = (ζ, ζ
2, . . . , ζn) in Abha¨ngigkeit von n untersuchen
werden. Man kann analog zum dualen Problem parameterabha¨ngige Funktionen wn,j(ζ)(X) de-
finieren und erha¨lt wn,j(ζ) = lim supX→∞ wn,j(ζ)(X), ŵn,j(ζ) = lim infX→∞ wn,j(ζ)(X). Wir
werden dies aber nicht weiter verwenden. Man kann a¨hnlich wie in Satz 1.11 die Beziehungen
(wn,j(ζ) + 1)
(
1
n
+ ψ∗
j
)
= (ŵn,j(ζ) + 1)
(
1
n
+ ψ
∗
j
)
=
n+ 1
n
(3.52)
zeigen, mittels (3.48) ko¨nnen wir dies auch anschreiben als
(wn,j(ζ) + 1)
(
1
n
− ψn+2−j
)
= (ŵn,j(ζ) + 1)
(
1
n
− ψ
n+2−j
)
=
n+ 1
n
, (3.53)
wobei n = k im Sinne der Notation aus dem dualen Problem gilt. Fu¨r einen Beweis verweisen
wir auf [14] Proof of Theorem 1.4 Seite 79 und 80, wo dies fu¨r j = 1 ausgefu¨hrt ist, der Beweis
des allgemeinen Falles verla¨uft analog, vergleiche auch den Beweis von Satz 1.11.
Zusammen mit Satz 1.11 berechnet man daraus wieder fu¨r 1 ≤ j ≤ n+ 1
wn,j(ζ) =
1
ω̂n+2−j
, ŵn,j(ζ) =
1
ωn+2−j
. (3.54)
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Die Schranken aus (1.47)-(1.52) liefern zusammen mit (3.54) folgende Schranken fu¨r die Appro-
ximationskonstanten des Linearformenproblems:
n ≤ wn(ζ) ≤ ∞
n+ 2− j ≤ wn,j(ζ) ≤ ∞, 2 ≤ j ≤ n
1 ≤ wn,n+1(ζ) ≤ n
n+ 1− j ≤ ŵn,j(ζ) ≤ ∞, 1 ≤ j ≤ n
1 ≤ ŵn,n(ζ) ≤ n
0 ≤ ŵn,n+1(ζ) ≤ n.
Dass diese Schranken sa¨mtlich bestmo¨glich sind, folgert man unmittelbar aus (3.54) und Korollar
2.3.
Weiters ermo¨glicht (3.54) insbesondere bei Kenntnis von ωk+1 (respektive ω̂k+1) die Berechnung
von wn(ζ) (respektive ŵn(ζ)), welche im folgenden von Interesse sein werden. Weiter sei noch
festgehalten, dass wir in den ersten beiden Kapiteln fu¨r gewisse Spezialfa¨lle von simultaner Ap-
proximation von (schwachen) Liouvillezahlen vom speziellen Typ alle Approximationskonstanten
berechnet bzw abgescha¨tzt haben. Die entsprechenden Approximationskonstanten des polyno-
mialen Linearformenproblems lassen sich mit (3.54) einfach umrechnen, was wir jedoch nicht
weiter verfolgen.
3.2.1 Polynome, Ho¨hen und ein Ergebnis von Sprindzˆuk
Wie bereits angedeutet, wird Approximation mit Polynomen im weiteren eine große Rolle spielen.
Im dualen Problem, das in den ersten beiden Kapiteln behandelt wurde, haben wir um die
Gu¨te einer Approximation zu bewerten, die Gro¨ße max1≤t≤k |ζtx − yt| in Zusammenhang mit
einer oberen Schranke X fu¨r |x| gebracht. Sich auf |x| zu beschra¨nken war keine wesentliche
Einschra¨nkung, da fu¨r gute Approximationen die Asymptotik yt ∼ ζtx besteht, also
|x| ≪ |yt| ≪ |x| fu¨r 1 ≤ t ≤ k mit nur von ζ1, ζ2, . . . , ζk abha¨ngigen Konstanten in ≪, welche
beim Logarithmieren zur Basis X fu¨r große X bedeutungslos werden.
Um in unserer Situation der Approximation der Linearform x+ ζy1+ · · ·+ ζnyn einen sinnvollen
Begriff von der Gu¨te einer Approximation zu bekommen, eignet sich nach dem Notationswechsel
x0 := x, xt := yt fu¨r 1 ≤ t ≤ n als Maß der Betrag des betragsgro¨ßten Koeffizienten des
entstehenden Polynoms P (ζ) = x0+ ζx1+ · · ·+ ζnxn. In der folgenden Definition ist das fu¨r uns
im weiteren wichtige Vokabular in diesem Zusammenhang festgehalten.
Definition 3.2. Ist ein Polynom P ∈ Z[T ] gegeben durch P (T ) = x0+x1T + · · ·+xnT n, so sei
H(P ) := max {|x0|, |x1|, . . . , |xn|}
die Ho¨he des Polynoms P und fu¨r eine algebraische Zahl α sei die Ho¨he H(α) von α als die Ho¨he
H(P ) des Minimalpolynoms P ∈ Z[T ] von α mit teilerfremden Koeffizienten definiert.
Konkret lautet die Fragestellung in den u¨brigen Abschnitten von Kapitel 3 ab dieser Stelle, die
Exponenten µ zu klassifizieren, sodass
|ζ − α| ≪ H(α)−µ (3.55)
unendlich viele Lo¨sungen fu¨r algebraische Zahlen α fest beschra¨nkten Grades [Q(α) : Q] ≤ n mit
nur von n, ζ abha¨ngigen Konstanten in ≪ besitzt.
Definition 3.3. Wir bezeichnen fu¨r n ≥ 1 das Supremum aller µ ∈ R, sodass (3.55) unendlich
viele Lo¨sungen α mit [Q(α) : Q] ≤ n besitzt, im folgenden mit An(ζ).
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Die Gro¨ße An(ζ) steht in engem Zusammenhang zur Polynomapproximation (insbesondere der
Gro¨ße wn(ζ)) wie wir spa¨ter genauer ausfu¨hren. Auf der Ebene der Polynome gilt, dass fu¨r alle
positiven ganzen Zahlen n und reellen ζ
|P (ζ)| ≪ H(P )−n (3.56)
mit einer von ζ, n abha¨ngigen Konstante in ≪ fu¨r alle ζ unendlich viele Lo¨sungen P ∈ Z[T ] vom
Grad ≤ n hat. Dies folgert man aus dem Gitterpunktsatz von Minkowski, denn betrachtet man
fu¨r festes X den Bereich D ⊂ Rn+1 definiert durch die Ungleichungen
|x1| ≤ X
|x2| ≤ X
...
...
|xn| ≤ X
|P (ζ)| = |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n,
so gilt vol(D) = 2n+1 und D ist symmetrisch und als Simplex konvex. Man findet also einen
ganzzahligen von Null verschiedenen Gitterpunkt (x0, x1, . . . , xn) in D, den wir im folgenden
durchgehend mit dem Polynom P (T ) = x0+x1T + · · ·+xnT n identifizieren werden. (Vergleiche
vorangehende Einleitung des Abschnitts 3.2 insbesondere im Hinblick auf (3.43),(3.44), wo die
Variable X hier dem dortigen Q
1
n enspricht.)
Fu¨r die Ho¨he eines im Bereich D liegenden P gilt aber H(P )≪ X , denn |x1|, . . . , |xn| sind nach
Definition durch X beschra¨nkt und aus der Dreiecksungleichung folgert man leicht
|x0| ≤ (1 + |ζ|+ · · ·+ |ζn|)X ≪ X . Die beiden Tatsachen
|P (ζ)| = |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n
H(P ) ≪ X
liefern |P (ζ)| ≪ H(P )−n. La¨sst man X → ∞ streben, so erkennt man, weil einerseits X−n fu¨r
X →∞ gegen 0 konvergiert und es wegen ζ nicht algebraisch vom Grad ≤ n (andernfalls ist die
Aussage trivial, man nehme Vielfache des Minimalpolynoms) andererseits in jedem beschra¨nkten
Bereich ein minimales |P (ζ)| > 0 gibt, dass es P mit beliebig großen Ho¨hen mit den geforderten
Eigenschaften geben muss und damit unendlich viele.
Das vorliegende Problem (3.55) ist jedoch komplizierter. Es wird vermutet, dass der optimale
globale (also fu¨r alle ζ simultan) Exponent µ in (3.55) durch (n + 1) gegeben ist, also die
Beziehung An(ζ) ≥ n+ 1 fu¨r alle ζ ∈ R erfu¨llt ist, wobei noch ungekla¨rt ist, ob diese Schranke
tatsa¨chlich erreicht wird. Ein heuristisches Argument fu¨r die Schranke (n+1) ist, dass fu¨r ein α
mit Minimalpolynom P ∈ Z[T ] wie oben gilt
|ζ − α| ≤ n ·
∣∣∣∣ P (ζ)P ′(ζ)
∣∣∣∣ . (3.57)
Dies sieht man ein, indem man die Ungleichung umformt zu
|ζ − α| ·
∣∣∣∣P ′(ζ)P (ζ)
∣∣∣∣ ≤ n (3.58)
und bemerkt, dass fu¨r ein Polynom P (T ) = (T − α1)(T − α2) · · · (T − αn) die logarithmische
Ableitung gegeben ist durch
P ′(T )
P (T )
=
1
T − α1 +
1
T − α2 + · · ·+
1
T − αn .
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Es gilt also mit T := ζ
|ζ − α| ·
∣∣∣∣P ′(ζ)P (ζ)
∣∣∣∣ = ∣∣∣∣ ζ − αζ − α1 + · · ·+ ζ − αζ − αn
∣∣∣∣ , (3.59)
und die Wahl α := αj mit der Nullstelle αj von P , die |ζ − αj | u¨ber alle j minimiert, ergibt
die Behauptung (3.58), weil alle Summanden in (3.59) durch 1 beschra¨nkt sind, sodass in Folge
(3.57) gilt. Fu¨r |ζ − α| gilt folglich
|ζ − α| ≪
∣∣∣∣ P (ζ)P ′(ζ)
∣∣∣∣
mit nur von n, ζ abha¨ngigen Konstanten in ≪, und eine echt kleinere Gro¨ßenordnung ist nicht
zu erwarten. (Tatsa¨chlich kann man relativ einfach fu¨r alle ζ ∈ R die Ungleichung
An(ζ) ≤ wn(ζ) + 1 (3.60)
zeigen, siehe [17] Seite 22. Das ist fu¨r uns aber die uninteressante Richtung der Ungleichung.)
Ungleichung (3.57) bildet die Grundlage des gesamten weiteren Vorgehens.
Nun zeigt aber Sprindzˆuk in [16], dass die Menge der ζ ∈ R, fu¨r die es ein ǫ > 0 gibt, sodass fu¨r
unendlich viele Polynome P ∈ Z[T ] vom Grad ≤ n
|P (ζ)| ≤ H(P )−n−ǫ
erfu¨llt ist, eine Lebesgue-Nullmenge Λ von R bildet. Der typische Fall ist also, dass der Exponent
−n in |P (ζ)| ≪ H(P )−n optimal ist.
Weiter ist offenbar der Exponent ν = 1 in |P ′(ζ)| ≫ Xν offenbar bestmo¨glich, da P ja im Bereich
D liegt. Weil also |P (ζ)| ≪ X−n im allgemeinen bestmo¨glich und ν = 1 im allgemeinen optimal
sind, liegt nach (3.58) die Vermutung nahe, dass µ = n + 1 in (3.55) die global beste Schranke
ist, also An(ζ) ≥ n + 1 fu¨r alle ζ gilt. Anderenfalls, wenn also fu¨r ein ζ ∈ R die Ungleichung
An(ζ) < n + 1 gilt, mu¨ssten alle P , die |P (ζ)| ≪ X−n erfu¨llen - wie oben aus Minkowskis
Gitterpunktsatz gefolgert, existieren solche Punkte stets- auch |P ′(ζ)| ≤ Xr fu¨r ein festes von P
unabha¨ngiges r < 1 erfu¨llen, also in Richtung des Normalvektors der Hyperebene P ′(ζ) = 0 des
Rn+1 durch ein Xr, r < 1 beschra¨nkt sein. Auf solche Schranken r wird unten in Fall 2 nochmals
eingegangen.
Im weiteren werden hier 2 Fa¨lle unterschieden. Es sei dabei an die Gro¨ßen wn(ζ), ŵn(ζ), definiert
im vorangehenden Abschnitt 3.2, erinnert.
Fall 1: ŵn(ζ) = n. Dies ist gleichbedeutend mit:
Es gibt zu ζ ∈ R fu¨r alle ǫ > 0 beliebig große H , sodass fu¨r kein Polynom P ∈ Z[T ] vom Grad
≤ n mit Ho¨he H(P ) ≤ H
|P (ζ)| ≤ H−n−ǫ
erfu¨llt ist. (Also ŵn(ζ) ≤ n und weil umgekehrt ŵn(ζ) ≥ n fu¨r alle ζ ∈ R gilt ist dieser Fall
gleichwertig mit ŵn(ζ) = n).
Fall 2: ŵn(ζ) > n. Dies ist gleichbedeutend mit:
Es gibt zu ζ ∈ R ein ǫ > 0, sodass fu¨r jedes hinreichend große H ein Polynom P ∈ Z[T ] vom
Grad ≤ n mit Ho¨he H(P ) ≤ H mit
|P (ζ)| ≤ H−n−ǫ (3.61)
existiert.
Da die Bedingung fu¨r Fall 2 die Negation der Bedingung von Fall 1 ist, fa¨llt jedes ζ ∈ R entweder
in Fall 1 oder in Fall 2. Im weiteren werden wir ζ ∈ R als zu Fall 1 geho¨rig oder als zu Fall 2
geho¨rig bezeichnen. Oben zitiertes Resultat von Sprindzˆuk besagt insbesondere, dass die zu Fall
2 geho¨rigen ζ ∈ R eine Nullmenge Λ bilden. Man beachte aber, dass die hier fu¨r Fall 2 gestellte
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Forderung sta¨rker ist als die Voraussetzung bei Sprindzˆuk.
Es wird im weiteren in Satz 3.2 auf geometrischem Wege bewiesen, dass fu¨r zu Fall 1 geho¨rige
ζ stets An(ζ) ≥ n + 1 erfu¨llt ist. Dies liefert eine kleine Verbesserung zu Corollary 1 in §21 in
Sprindzˆuks Arbeit [16], der An(ζ) ≥ n + 1 außerhalb obiger Ausnahmenullmenge Λ der Zahlen
mit wn(ζ) > n beweist, diese ist aber gro¨ßer als die Menge der zu Fall 2 geho¨rigen ζ wegen der
sta¨rkeren Voraussetzung ŵn > n in Fall 2 (wobei im Falle von Λ bzw wn(ζ) = n wegen (3.60)
sogar die Identita¨t An(ζ) = n+ 1 folgt).
Weiters wird aus einer Verallgemeinerung der Beweismethode fu¨r zu Fall 2 geho¨rige ζ, abha¨ngig
von dem gro¨ßtmo¨glichen ǫ > 0, das man zu ζ in (3.61) wa¨hlen kann, eine untere Abscha¨tzung
fu¨r An(ζ) folgen, die sich bereits als Theorem 2.1 in [1] findet. Dies ist in Satz 3.3 festgehalten.
Die Schranke aus Satz 3.3 stimmt jedoch nur im Fall ǫ = 0 mit n + 1 u¨berein und wird mit
wachsendem ǫ schlechter. In Kombination mit einem Ergebnis von E. Wirsing in [18], genauer
Formel (4) auf Seite 68 ebendort, werden wir daraus aber eine kleine Verbesserung der globalen
unteren Schranke von An(ζ) ≥ n+32 folgern, welche direkt aus selbigem Resultat abgeleitet war.
Mithilfe von Abscha¨tzungen betreffend die Werte ψ
k+1
, ψk+1 aus ju¨ngster Vergangenheit von
Summerer/Schmidt in Theorem 1.3 aus [15] lassen sich noch weitere geringfu¨gige Verbesserungen
an der Schranke vornehmen. An dieser Stelle sei noch erwa¨hnt, dass die spezielle Struktur des
Problems der Linearformenapproximation eines Vektors der Form (ζ, ζ2, . . . , ζk), die sich im
geometrischen Beweis anhand von den Hyperebenen P (ζ) = 0, P ′(ζ) = 0 in Rn+1 (mit P ∈ Z[T ])
manifestieren wird, im Beweis keine tragende Rolle spielen wird. Von der speziellen Gestalt der
Hyperebene P ′(ζ) = 0 wird lediglich verwendet, dass der Konstante Term beim Differenzieren
wegfa¨llt und damit ihr Normalvektor in {0} × Rn liegt.
Es wird schließlich noch als Korollar 3.5 eine hinreichende Bedingung zur allgemeinen Gu¨ltigkeit
(also in beiden Fa¨llen) von An(ζ) ≥ n+1 angegeben, deren Richtigkeit aber sehr in Frage steht.
Dann wird Fall 2, fu¨r welchen die Schranke An(ζ) ≥ n+1 nicht allgemein bewiesen ist, noch auf
eine andere Art behandelt. Es werden in der vorliegenden Arbeit mithilfe von Funktionen Γ,Γ∗,
deren Einfu¨hrung durch die vorangehende geometrische Anschauung des Problems motiviert ist,
Bedingungen herausgearbeitet, die sich aus der Annahme An(ζ) < n+1 fu¨r ein ζ ∈ R in diesem
Fall ergeben wu¨rden.
3.2.2 Anwendungen des ersten Gitterpunktsatzes und Besta¨tigung ei-
ner Abscha¨tzung von Bugeaud und Laurent
Fall 1: ŵn(ζ) = n
In diesem Fall zeigen wir den folgenden Satz:
Satz 3.2. Fu¨r jede positive ganz Zahl n, jedes zu Fall 1 geho¨rige ζ ∈ R und jedes ǫ > 0 gibt es
unendlich viele algebraische Zahlen α vom Grad ho¨chstens n mit
|ζ − α| ≪ H(α)−n−1+ǫ, (3.62)
es gilt also An(ζ) ≥ n+ 1.
Beweisschema und Notation: Es sei n im folgenden beliebig aber fest. Es wird eine Folge Pi von
Polynomkoeffizientenvektoren (x0, x1, . . . , xn) ∈ Zn+1 konstruiert, die zu festen ζ, ǫ0 > ǫ1 > 0
die Beziehungen
|Pi(ζ)| ≪ X−ni (3.63)
H(Pi) ≪ X1+(n−1)ǫ1i (3.64)
|P ′i (ζ)| ≫ X1−ǫ0i (3.65)
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fu¨r hinreichend großen Index i mit gegen unendlich strebenden Xi ∈ N und von ζ, n, ǫ0, ǫ1
abha¨ngigen Konstanten erfu¨llen. Dabei ist
P (ζ) = x0 + x1ζ + · · ·+ xnζn
Daraus ergibt sich nach (3.57) die Existenz einer Nullstelle α von Pi mit
|ζ − α| ≪ X−n−(1−ǫ0)i ≪ H(Pi)κ(ǫ0,ǫ1) = H(α)κ(ǫ0,ǫ1)
mit κ(ǫ0, ǫ1) :=
−n−(1−ǫ0)
1+(n−1)ǫ1 und von ζ, n, ǫ0, ǫ1 abha¨ngigen Konstanten.
Wegen lim(ǫ0,ǫ1)→(0,0) κ(ǫ0, ǫ1) = −(n+ 1) gilt die Behauptung (3.62), wenn man die frei wa¨hl-
baren ǫ0 > ǫ1 > 0 klein genug wa¨hlt und dazu die Folge Pi konstruiert, die (3.63),(3.64),(3.65)
fu¨r hinreichend großen Index i simultan erfu¨llt. Genauer wird die Folge (Pi)i≥1 so konstruiert,
dass (3.63),(3.64) immer erfu¨llt ist und fu¨r hinreichend große von n, ζ, ǫ0, ǫ1 abha¨ngige Indizes i
auch Bedingung (3.65).
Beweis: Wir mu¨ssen die Polynome Pi aus den einfu¨hrenden Bemerkungen, die also (3.63)-(3.65)
erfu¨llen sollen, konstruieren. Seien zuna¨chst
GX :=
{
(x0, x1, . . . xn) ∈ Rn+1 : |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n
}
H :=
{
(x0, x1, . . . xn) ∈ Rn+1 : x0 = 0
}
H1 :=
{
(x0, x1, . . . xn) ∈ Rn+1 : x0 + x1ζ + · · ·+ xnζn = 0
}
H2 :=
{
(x0, x1, . . . xn) ∈ Rn+1 : x1 + x2 · 2ζ + · · ·+ xn · nζn−1 = 0
}
Dabei sind H1, H2 die Nullstellenhyperra¨ume von P (ζ) und P
′(ζ). Sei weiter mit der Einheits-
spha¨re Sn := {x ∈ Rn+1 : ||x|| = 1} ⊂ Rn+1
vn := H
⊥
2 ∩ Sn ∈ H,
wobei man sich beliebig fu¨r einen der beiden Vektoren ausH⊥2 ∩Sn entscheidet, und v1, v2, . . . , vn−1
so, dass (v1, v2, . . . , vn) eine orthonormale Basis von H wird. Wir wollen Punkte P mit großer
Ableitung |P ′(ζ)| konstruieren, und vn ist genau so gewa¨hlt, dass große Werte |P ′(ζ)| mit großen
vn-Koordinaten von P korrespondieren. Die beiden unterscheiden sich nur durch den multiplika-
tiven Faktor R :=
∣∣∣∣(0, 1, 2ζ, . . . , nζn−1)∣∣∣∣−1
2
, der in Lemma 3.5 auftauchen wird.
Betrachte die kompakten Gebiete
∆X :=
{
α1v1 + α2v2 + · · ·+ αnvn : |αj | ≤ X1−ǫ1 , 1 ≤ j ≤ n
}
(3.66)
∆̂X :=
{
α1v1 + α2v2 + · · ·+ αnvn : |αj | ≤ X1−ǫ1 , 1 ≤ j ≤ n− 1, |αn| ≤ X1+(n−1)ǫ1
}
(3.67)
und weiter
BX := Π
−1 (∆X) ∩GX
B̂X := Π
−1
(
∆̂X
)
∩GX ,
wobei Π die Orthogonalprojektion von Rn+1 auf H ist (also in Richtung x0).
Nach diesen Definitionen gilt ∆X ⊂ ∆̂X sowie in Folge BX ⊂ B̂X und die Bereiche unterscheiden
sich dadurch, dass die mit Dach versehenen Bereiche in vn-Richtung- also genau in Richtung des
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sta¨rksten Wachstums von P ′(ζ)- la¨nger sind. Genauer u¨berzeugt man sich unmittelbar, dass fu¨r
die vn-Koordinate vn(P ) eines jeden Punktes P ∈ B̂X \BX gilt
|vn(P )| ≥ X1−ǫ1 . (3.68)
Außerdem beachte man, dass nach Definition von GX jeder Punkt in BX bzw B̂X automatisch
|P (ζ)| ≤ X−n erfu¨llt.
Die Intention ist zu zeigen, dass fu¨r eine nach unendlich strebende Folge von X-WertenXi jeweils
ein ganzzahliger Punkt Pi in B̂Xi \ BXi existiert. Ein solcher Punkt wu¨rde also |Pi(ζ)| ≤ X−ni
erfu¨llen und gema¨ß (3.68) eine große Ableitung |P ′i (ζ)| besitzen, wie gewu¨nscht. Nach (3.57) wird
jedes Element Pi einer solchen Folge eine gute Approximation α liefern.
Um die Existenz so einer Folge von Punkten Pi zu zeigen, beweisen wir 2 Lemmata, wobei im
zweiten unsere Bedingung von Fall 1 eingehen wird.
Lemma 3.3. Fu¨r alle X ∈ N gilt:
Zn+1 ∩ B̂X 6= ∅
Beweis: Da B̂X offenbar konvex und ursprungssymmetrisch ist, reicht es, vol(B̂X) = 2
n+1 zu
zeigen, um die Aussage des Lemmas aus dem Gitterpunktsatz von Minkowski zu folgern, denn
die Gitterkonstante von Zn+1 ist 1.
Die Projektion von B̂X auf die (x1, x2, . . . xn)-HyperebeneH ist gerade ∆̂X und hat n-dimensionales
Volumen (2X)n. Dies gilt, weil (v1, v2, . . . vn) eine ONB von H bilden und daher
vol
(
∆̂X
)
=
∏
1≤j≤n
2βj
wobei βj die Grenzen fu¨r αj in (3.67) bezeichnen, was den Wert
vol
(
∆̂X
)
=
(
(2X)1−ǫ1
)n−1
(2X)1+(n−1)ǫ1 = (2X)n
ergibt. Da aber GX genau ein Streifen der konstanten Dicke 2X
−n in x0-Richtung um die Hy-
perebene H1 ist und ∆̂X ⊂ H = x⊥0 , gilt nach dem Cavalieri-Prinzip
vol
(
B̂X
)
= vol
(
∆̂X
)
· 2X−n = (2X)n · 2X−n = 2n+1.

Lemma 3.4. Sei ζ zu Fall 1 geho¨rig. Dann existiert eine Folge (Xi)i≥1 mit
lim
i→∞
Xi =∞ und ∀i ≥ 1 : BXi ∩ Zn+1 = ∅
Beweis: Wir zeigen zuerst: jedes Polynom mit Koeffizientenvektor
in BX = Π
−1(∆X) ∩GX erfu¨llt
H(P )≪ (1 + |ζ|+ · · ·+ |ζ|n)X1−ǫ1 ,
genauer
H(P ) ≤ √n (1 + |ζ|+ · · ·+ |ζ|n)X1−ǫ1. (3.69)
Da (x1, x2, . . . , xn) und (v1, v2, . . . , vn) ONB von H sind, gilt fu¨r alle vj , 1 ≤ j ≤ n, dass ihre
gro¨ßte Koordinate in der ONB (x1, x2, . . . , xn) kleiner als
||vi||2
||vi||∞ ≤
√
n
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ist, wobei ||.||2 die euklidische Norm und ||.||∞ die Supremumsnorm jeweils in Koordinaten
(x1, x2 . . . xn) bezeichnet. Weil die Koordinaten jedes Elements von ∆X in der ONB (v1, v2, . . . vn)
nach (3.66) durch X1−ǫ1 beschra¨nkt sind, folgt die Behauptung aus der Dreiecksungleichung.
Diese Erkenntnis sagt also aus, dass es im wesentlichen egal ist, in welcher ONB man arbeitet,
die Exponenten in den Schranken bleiben die selben. Nach Voraussetzung hat fu¨r jedes ǫ > 0 die
Ungleichung (3.61) fu¨r beliebig große X keine Lo¨sung P ∈ Zn+1 mit H(P ) ≤ X . Man kann also
eine Folge (Xi)i≥1 bilden, sodass (3.61) keine Lo¨sung fu¨r X = Xi hat.
Das bedeutet aber zusammen mit (3.69), dass fu¨r jedes ǫ > 0
|P (ζ)| ≤ X(−n−ǫ)(1−ǫ1)i = X−n+nǫ1+ǫ(ǫ1−1)i
keine Lo¨sung hat. Insbesondere hat mit ǫ := n·ǫ11−ǫ1 die Gleichung
|P (ζ)| ≤ X−ni
keine Lo¨sung, also ist kein solcher Koeffizientenvektor P in GXi und damit auch nicht in
BXi = GXi ∩ Π−1(∆Xi ). Das ist aber genau die Aussage des Lemmas. 
Beide Lemmata zusammen ergeben
Korollar 3.3. Fu¨r zu Fall 1 geho¨rige ζ existiert eine Folge (Xi)i≥1 mit limi→∞Xi =∞, sodass
∀i ≥ 1 :
(
B̂Xi \BXi
)
∩ Zn+1 6= ∅.
Beweis: Die Folge (Xi)i≥1 aus Lemma 3.4 erfu¨llt nach Lemma 3.3 die Voraussetzung. 
Die Bedingungen (3.63),(3.64) sind fu¨r alle Pi nach Konstruktion trivial erfu¨llt, denn das gilt fu¨r
jeden Punkt in B̂Xi . Dabei gilt fu¨r (3.64) genauer fu¨r hinreichend große X die Abscha¨tzung
H(P ) ≤ √n (1 + |ζ|+ · · ·+ |ζ|n)X1+(n−1)ǫ1
wie man fast analog zum Beweis der Behauptung (3.69) von Lemma 3.4 sieht.
Der entscheidende Punkt (3.65), der den Beweis von Satz 3.2 vollendet, ist einfache Konsequenz
folgenden Lemmas, in dem die verwendete Notation beibehalten wird:
Lemma 3.5. Sei ǫ0 > ǫ1 und
EX,ǫ0 :=
{
(x0, x1, . . . , xn) ∈ Rn+1 :
∣∣x1 + x2 · 2ζ + · · ·+ xn · nζn−1∣∣ ≤ X1−ǫ0} .
Dann gilt:
∃X0 = X0(ζ, n, ǫ0, ǫ1) : ∀X ≥ X0 : EX,ǫ0 ∩
(
B̂X \BX
)
= ∅.
Beweis: Bezeichne mit WK die Menge aller Punkte des R
n+1, deren vn-Koordinate in der ONB
(v1, v2, . . . , vn) von H betragsma¨ßig ho¨chstens K ist. Einerseits gilt nach der Wahl von vn als
Orthogonalvektor von H2
EX,ǫ0 =WR·X1−ǫ0 mit R :=
∣∣∣∣(0, 1, 2ζ, . . . , nζn−1)∣∣∣∣−1
2
,
andererseits gilt fu¨r jedes Y = (Y1, . . . , Yn) ∈ (∆̂X \∆X) in dieser Basis nach (3.68), dass die
vn-Koordinate Yn := vn(P ) gro¨ßer als X
1−ǫ1 ist. Wegen ǫ0 > ǫ1 gilt fu¨r X > R
1
ǫ0−ǫ1 , dass
X1−ǫ1 > R ·X1−ǫ0, folglich Y /∈WR·X1−ǫ0 . Weil Y ∈ (∆̂X \∆X) beliebig war, also(
∆̂X \∆X
)
∩ EX,ǫ0 = ∅
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und damit auch
Π−1
((
∆̂X \∆X
)
∩ EX,ǫ0
)
= ∅,
und wegen EX,ǫ0 = Π
−1(EX,ǫ0) gilt:
(B̂X \BX) ∩ EX,ǫ0 = Π−1
(
∆̂X \∆X
)
∩GX ∩ EX,ǫ0
= Π−1
(
∆̂X \∆X
)
∩GX ∩ Π−1 (EX,ǫ0)
⊂ Π−1
(
∆̂X \∆X
)
∩ Π−1 (EX,ǫ0)
= Π−1
((
∆̂X \∆X
)
∩ EX,ǫ0
)
= ∅.
Das Lemma ist also mit der Wahl X0 := R
1
ǫ0−ǫ1 gu¨ltig.

Man beachte, dass ein Punkt P nach Konstruktion genau dann in EX,ǫ0 ist, wenn
|P ′(ζ)| ≤ X1−ǫ0 , das heißt
P ∈ EX,ǫ0 ⇐⇒ |P ′(ζ)| ≤ X1−ǫ0 . (3.70)
Fu¨r jedes Pi gilt jedoch nach Defintition Pi ∈ B̂Xi \BXi , nach Lemma 3.5 fu¨r die spezielle Wahl
X = Xi in EX,ǫ0 also Pi /∈ EXi,ǫ0 fu¨r alle hinreichend großen Indizes i, genauer fu¨r i so groß,
dass Xi ≥ X0 := R
1
ǫ0−ǫ1 (beachte limi→∞Xi = ∞). Diese U¨berlegung kombiniert mit (3.70)
zeigt die aussta¨ngige Behauptung (3.65) und zusammen mit (3.63),(3.64) also in Folge (3.62),
wie eingangs erla¨utert. Damit ist Satz 3.2 bewiesen. 
Das abschließende Lemma zeigt, dass im Fall ŵn(ζ) = n im Gegensatz zum Fall wn(ζ) = n im
allgemeinen keine Gleichheit An(ζ) = n + 1 gilt. Aufgrund notationeller Mehrdeutigkeiten im
Zusammenhang mit dem verwendeten Satz 3.1 sei dabei n0 anstatt wie bisher n die Anzahl der
Variablen, wir betrachten also die Linearformen x0 + ζx1 + ζ
2x2 + · · ·+ ζn0xn0 .
Lemma 3.6. Sei wie in Satz 3.1 bzw Korollar 3.1 ζ =
∑
l≥1 2
−al mit
lim supl→∞min{al+1al ,
al+2
al+1
} =∞ gegeben. Dann gilt fu¨r alle positiven ganzen Zahlen n0
ŵn0(ζ) = n0, wn0(ζ) = An0(ζ) =∞.
Beweis: In Satz 3.1 haben wir gesehen, dass fu¨r die Approximationskonstanten des letzten
(n0 + 1)-ten sukzessiven Minimums bezu¨glich ζ, ζ
2, . . . , ζn0 die Identita¨ten
ωn0+1 =
1
n0
, ω̂n0+1 = 0
gelten. Aus (3.54) folgt damit
wn0(ζ) =∞, ŵn0(ζ) = n0.
Um An0(ζ) =∞ einzusehen, betrachte zu beliebigem aber festem n die Polynome
(PN )N≥1 ∈ Z[T ] gegeben durch PN (T ) = x1,nT n − x1,nSkN wobei SN die Partialsummen der
binomischen Entwicklung von
∑N
l=1 2
−al bezeichnet und auch die Notation x1,n aus Satz 3.1 ent-
nommen ist (beachte nochmals n in x1,n ist nicht die Variablenanzahl welche mit n0 bezeichnet
ist). Fu¨r diese Polynome gilt gema¨ß dem Beweis von Satz 3.1 fu¨r alle N die Beziehung
PN (ζ) = x
1,nζn − x1,nSkN = {ζnx1,n}.
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Wie der Beweis von Satz 3.1 gezeigt hat, induzieren genauer gerade Approximationsvektoren mit
1. Komponente x1,n den Wert ω =∞, was insbesondere die Asymptotik
limN→∞− logH(PN )(PN (ζ)) = ∞ impliziert aufgrund der speziellen Form von PN . Fu¨r die Ab-
leitungen an der Stelle ζ gilt andererseits P ′N (ζ) = nx
1,nζn−1 ≫ x1,n = X1,n ∼ H(PN ) (wieder
mit X1,n wie in Satz 3.1).
Aus den beiden Beziehungen
P ′N (ζ)≫ X1,n = H(PN ), lim
N→∞
− logH(PN )(PN (ζ)) =∞
zusammen folgt wegen (3.58) die Behauptung. 
Fall 2: ŵn(ζ) > n
Der Zusammenhang zwischen ǫ und der Schranke Der wesentliche Schritt des Beweises
von Satz 3.2 geho¨rige ζ ∈ R war zu zeigen, dass fu¨r beliebig große X ein ganzzahliger Punkt in
B̂X \BX existiert, also (
B̂X \BX
)
∩ Zn+1 6= ∅.
Um das zu zeigen, wurde in Lemma 3.4 wesentlich Gebrauch von der Voraussetzung an ζ aus
Fall 1 gemacht. Jedes solche X liefert so ein passendes P und in Folge von (3.57) eine gute
Approximation α. In diesem Abschnitt wollen wir bei fester Dimesnion n den ebenfalls eingangs
erwa¨hnten Zusammenhang zwischen An(ζ) und dem gro¨ßtmo¨glichen ǫ, das man zu festem ζ in
(3.61) zu jedem Parameter H wa¨hlen kann, herstellen.
Dieses zu vorgegebenen n, ζ gro¨ßtmo¨gliche ǫ sei im folgenden mit E bezeichnet, das heißt
E = E(n, ζ) := ŵn(ζ) − n.
A priopri ko¨nnte E den Wert∞ annehmen. Weil (3.56) stets eine Lo¨sung besitzt, ist E ≥ 0. Der
Fall E > 0 ist genau Fall 2. In Fall 2 gilt also E ∈ (0,∞].
Dennoch wollen wir fu¨r die folgenden U¨berlegungen E = 0 zulassen (was genau Fall 1 entspricht),
da es nicht weiter sto¨rend ist und sich im wesentlichen mit dem Beweis aus Fall 1 deckt. Wir
werden den Fall E = ∞ separat behandeln. In diesem Fall wird die Schranke An(ζ) ≥ n+ 1 in
(3.55) nachgewiesen werden. Tatsa¨chlich wird diese fu¨r E ≥ n2−2 nachgewiesen werden- de facto
sogar fu¨r eine etwas schwa¨chere Voraussetzung. Man ko¨nnte den unten folgenden E = ∞-Fall
auch als E ≥ n2 − 2-Fall bezeichnen.
Zuerst aber wenden wir uns dem Fall 0 < E <∞ zu, fu¨r den man mit einer a¨hnlichen Vorgangs-
weise wie in Fall 1 eine Schranke herleiten kann, die allerdings fu¨r E > 0 schlechter als n+ 1 ist
und mit wachsendem ǫ zunehmend schlechter wird.
E <∞ Mit E sei hier wieder durchwegs das gro¨ßte in (3.61) wa¨hlbare ǫ ∈ [0,∞) bezeichnet.
Definition 3.4. Es bezeichne fu¨r E ∈ [0,∞) die Gro¨ße An,E die beste gleichma¨ßige Schranke
fu¨r An(ζ) unter allen ζ mit ŵn(ζ) ≥ n+ E, also
An,E := inf{An(ζ) : ǫ(ζ) ≥ E} = inf{An(ζ) : ŵn(ζ) ≥ n+ E}.
Unser Hauptziel in diesem Abschnitt ist es mit a¨hnlichen Mitteln wie im vorangehenden Ab-
schnitt den folgenden Satz zu beweisen. Es sei auch auf die dem Satz nachfolgende Bemerkung
hingewiesen, die noch na¨here Einblicke liefern wird.
Satz 3.3. Es gilt
An,E ≥ n+ E
1 + E
+ 1 ≥ ŵn(ζ)
ŵn(ζ) + 1− n + 1.
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Dabei ist die Ungleichung ganz rechts so zu verstehen, dass wir nur ζ mit ŵn(ζ) ≥ n+E zulassen.
Beweis: Sei analog zur Einfu¨hrung der Bereich D′ definiert durch
|x1| ≤ X
|x2| ≤ X
...
...
|xn| ≤ X
|P (ζ)| = |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n−E.
Nach Voraussetzung hat dieses System stets eine Lo¨sung P ∈ Zn+1, denn wu¨rde man die zusa¨tz-
liche Bedingung |x0| ≤ X fordern, ha¨tte man genau
H(P ) ≤ X
|P (ζ)| ≤ X−n−E,
was nach Voraussetzung eine Lo¨sung besitzt (genauer: das hat System fu¨r alle δ > 0 eine Lo¨sung
wenn man den Exponenten −n − E durch −n − E + δ ersetzt, vergleiche die Argumentation
von Fall 1). Ohne die Zusatzbedingung gibt es also a fortiori auch eine Lo¨sung. Ebenso sei in
Anlehnung an Fall 1
G′X :=
{
(x0, x1, . . . , xn) ∈ Rn+1 : |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n−E
}
und H,H1, H2, (v1, v2, . . . , vn),∆X exakt so wie aus Fall 1 und mit
∆̂′X :=
{
α1v1 + α2v2 + · · ·+ αnvn : |αj | ≤ X1−ǫ1 , 1 ≤ j ≤ n− 1, |αn| ≤ X1+E+(n−1)ǫ1
}
,
wobei ǫ1 > 0 ein zuna¨chst frei wahlbarer Parameter ist den wir spa¨ter gegen Null konvergieren
lassen, seien wieder
B′X := G
′
X ∩ Π−1(∆X)
B̂′X := G
′
X ∩ Π−1
(
∆̂′X
)
.
Wir zeigen nun das analoge Resultat zu Fall 1, na¨mlich dass es fu¨r beliebig große X einen Punkt
in (B̂′X \ B′X) ∩ Zn+1 gibt. Dieser Punkt P hat dann wieder kleines |P (ζ)| und eine große vn-
Koordinate- ist also weit von der P ′(ζ) = 0 Hyperebene entfernt und hat damit großes |P ′(ζ)|.
Das Problem ist, dass die Ho¨he H(P ) nur noch mit der X-Potenz 1 + E + (n− 1)ǫ1 nach oben
abscha¨tzen la¨sst, und dieses zusa¨tzliche E verschlechtert den Wert κ(ǫ0, ǫ1) von Fall 1, sodass
n+1 auf diesem Wege nicht direkt erreicht werden kann. Die Schranken aus dem Gitterpunktsatz
von Minkowski sind dafu¨r nicht ausreichend.
Lemma 3.7.
∀X ∈ N : Zn+1 ∩ B̂′X 6= ∅.
Beweis: Analog zum Beweis von Lemma 3.3 rechnet man nach, dass vol(B̂′X) = 2
n+1, sodass man
den Gitterpunktsatz von Minkowski daher anwenden kann. 
Lemma 3.8. Es existiert eine Folge (Xi)i≥1 mit limi→∞Xi =∞ und
∀i ≥ 1 : B′Xi ∩ Zn+1 = ∅.
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Beweis: Dies folgt im wesentlichen wie Lemma 3.4 unter Beru¨cksichtigung der Maximalita¨t von
ǫ = E in (3.61).
Die Maximalita¨t von E besagt gerade, dass fu¨r δ > 0
|P (ζ)| ≤ H−n−E−δ (3.71)
fu¨r unendlich viele X = H keine Lo¨sung P mit H(P ) ≤ H besitzt. Es gibt also zu festem δ > 0
eine Folge (Xi)i≥1, sodass (3.71) mit H = Xi keine Lo¨sung P mit H(P ) ≤ Xi besitzt. Alle P im
Bereich B′X erfu¨llen aber wegen B
′
X ⊂ BX und Ungleichung (3.69)
H(P )≪ X1−ǫ1.
Nach (3.71) hat also
|P (ζ)| ≤ X(−n−E−δ)(1−ǫ1) (3.72)
fu¨r X = Xi keine Lo¨sung. Wa¨hlt man δ < δ0 := (n + E) · ǫ11−ǫ1 , so hat mit (3.72) auch die mit
dieser Wahl wegen (−n − E − δ)(1 − ǫ1) > −n − E fu¨r δ < δ0 sta¨rkere Ungleichung (3.61) fu¨r
X = Xi a fortiori keine Lo¨sung P mit H(P ) ≤ Xi in Zn+1. Das besagt aber gerade, dass in den
Bereichen B′Xi kein ganzzahliger Punkt liegt, also die Aussage des Lemmas. 
Korollar 3.4. Es existiert eine Folge (Xi)i≥1 mit limi→∞Xi =∞, sodass
∀i ≥ 1 :
(
B̂′Xi \B′Xi
)
∩ Zn+1 6= ∅.
Beweis: Die Folge (Xi)i≥1 aus Lemma 3.8 erfu¨llt nach Lemma 3.7 die Voraussetzung. 
Die (oder besser eine) zu Xi geho¨rige Folge, die Korollar 3.4 erfu¨llt, sei wieder mit Pi bezeichnet.
Um nun die gewu¨nschte Abscha¨tzung in Abha¨ngigkeit von E zu erhalten, bemerken wir, dass
fu¨r alle Punkte in B̂′Xi \B′Xi und damit insbesondere fu¨r die Pi gilt:
|Pi(ζ)| ≤ X−n−Ei (3.73)
X1−ǫ1i ≪ H(Pi) ≪ X1+E+(n−1)ǫ1i (3.74)
H(Pi)≪ |P ′i (ζ)| ≪ H(Pi) (3.75)
mit nur von n, ζ abha¨ngigen Konstanten in (3.74),(3.75), wobei die Konstante in (3.75) wieder
durch Umrechnen der ONB (x1, x2, . . . xn) in die ONB (v1, v2, . . . vn) von H entsteht. Im folgen-
den sind ebenfalls alle ≪ so zu verstehen, dass die Konstanten von n, ζ abha¨ngen.
Dabei gilt (3.73) einfach wegen Pi ∈ G′Xi . Gleichung (3.74) gilt weil nach Konstruktion vn die
betragsgro¨ßte Koordinate von v1, v2, . . . , vn fu¨r jeden Punkt in B̂
′
Xi
\B′Xi ist, folglich
H(Pi)≪ |vn(Pi)| ≪ H(Pi) (3.76)
und die Grenzen fu¨r |vn(P )| fu¨r ein P in B̂′Xi \B′Xi sind nach Definition von ∆̂′Xi genau die von
(3.74).
Schließlich gilt (3.75), weil sich vn(P ) sich von P
′(ζ) nur durch eine multiplikative Konstante R
unterscheidet, wie bereits im Beweis von Lemma 3.5 ausgenutzt. Zusammen mit (3.76) folgt also
(3.75).
Abha¨ngig vom genauen Exponenten von H(Pi) in (3.74) erha¨lt man nun Schranken fu¨r µ in
(3.55). Gilt H(Pi) = X
γi
i , wobei 1 − ǫ1 ≤ γi ≤ 1 + E + (n − 1)ǫ1 nach (3.74), so gibt es nach
(3.57) mit den Schranken fu¨r |Pi(ζ)| aus (3.73) respektive |P ′i (ζ)| aus (3.75) eine Nullstelle α von
Pi mit
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|ζ − α| ≪ Xκii , (3.77)
wobei κi :=
−n−E−γi
γi
. Diese Gleichungen gelten dabei fu¨r alle ǫ1 > 0. La¨sst man ǫ1 → 0 so erha¨lt
man weil κi offenbar mit steigendem γi fa¨llt, im schlechtest mo¨glichen Fall
limi→∞ γi = lim supi≥1 γi = 1 + E, dass es fu¨r alle E0 < E eine Lo¨sung zu
|ζ − α| ≪ X
−n−E−(1+E0)
1+E0
i
fu¨r hinreichend große i gibt. Ist lim infi≥1 γi sogar echt kleiner als 1 + E, so kann man diese
Schranke entsprechend verbessern, siehe (3.79) unten.
Der Wert An,E := inf{An(ζ) : ǫ(ζ) ≥ E} = inf{An(ζ) : ŵn(ζ) ≥ n+E}mit ǫ(ζ) dem gro¨ßtmo¨gli-
chen gleichma¨ßigen ǫ aus (3.61), la¨sst sich also nach unten in Abha¨ngigkeit von E durch
An,E ≥ σn,E := n+ E + (1 + E)
1 + E
=
n+ E
1 + E
+ 1 ≥ ŵn(ζ)
ŵn(ζ) + 1− n + 1 (3.78)
abscha¨tzen (wobei die Ungleichung ganz rechts so zu verstehen ist, dass wir nur ζ mit
ŵn(ζ) ≥ n+ E zulassen). Das ist aber gerade die Aussage der Satzes. 
Man verifiziert also leicht im Fall E = 0- und nur diesem- das Ergebnis (3.62). Fu¨r E →∞ gilt
aber limE→∞ σn,E = 1. Das ist natu¨rlich ein unbrauchbare Schranke fu¨r An(ζ).
Bemerkung: Der Beweis von Satz 3.3 zeigt genuer: gilt fu¨r die Folge Pi jeweils H(Pi) = X
γi
i ,
1− ǫ1 ≤ γi ≤ 1 + E + (n− 1)ǫ1, so la¨sst sich die Schranke fu¨r An,E verbessern zu
An,E ≥ σn,E := lim inf
i≥1
n+ E + γi
γi
. (3.79)
Da die Schranke κ := lim infi≥1 κi fu¨r wachsendes
Γ := lim inf
i
γi
schlechter (kleiner) wird, ist (3.79) a¨quivalent zu
An,E ≥ σn,E = n+ E + Γ
Γ
≥ ŵn(ζ) + Γ
Γ
+ 1 (3.80)
(Wobei die Ungleichung rechts wieder so zu verstehen ist, dass wir nur ζ mit
ŵn(ζ) ≥ n+ E zulassen).
Diese Konstruktion la¨sst sich erneut fu¨r jedes ǫ1 > 0 durchfu¨hren. Lassen wir ǫ1 gegen 0 streben,
so gelten die Abscha¨tzungen 1 ≤ Γ ≤ 1 + E.
Insbesondere sieht man aus (3.80), dass man im Fall
Γ = Γ(E) ≤ 1 + E
n
(3.81)
die gewu¨nschte Schranke An,E ≥ n + 1 erreicht. Falls insbesondere Γ = 1 fu¨r jedes zu Fall 2
geho¨rige ζ gelten wu¨rde, so wa¨re folglich An(ζ) ≥ n+1 fu¨r alle ζ ∈ R bewiesen. Nimmt man die
Notation aus einem spa¨teren Kapitel vorweg, so sieht man allgemeiner mit dieser U¨berlegung:
w∗n(ζ) ≥
ŵn(ζ)
Γ
Man sieht die aussta¨ndige Behauptung (3.80) und in Folge das a¨quivalente (3.79) dabei einfach
ein, indem man eine Teilfolge (Yj)j≥1 und zugeho¨rig (Pj)j≥1, (γj)j≥1 von (Xi)i≥1, (Pi)i≥1, (γi)i≥1
mit limj→∞ γj = Γ wa¨hlt, nach der Definition von Γ als lim inf ist dies sicher mo¨glich, und fu¨r
die zugeho¨rige Folge (Pj)j≥1 wieder wie oben auf die Existenz einer Folge von α-Werten mit
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(3.77) schließt. Wegen limj→∞ γj = Γ folgt die Aussage.
Unabha¨ngigkeit von der konkreten Folge Xi Momentan ha¨ngt Γ noch von der speziell
gewa¨hlten Folge (Xi)i≥1 ab. Da man jedoch bei der Wahl der Folge viele Freiheiten hat, kann man
die Bedingungen so formulieren, dass die willku¨rliche Folge (Xi)i≥1 nicht auftaucht. Betrachtet
man die Menge aller P ∈ Zn+1, fu¨r die es ein X gibt mit P ∈ B̂′X \B′X , wobei man jedem solchen
P das gro¨ßte solcheX zuordnet, ordnet die entstehende Folge Pi nach Ho¨he und definiert mit dem
zugeordneten Xi wieder H(Pi) = X
γi
i , so ist Γ = lim infi≥1 γi notationstechnisch unabha¨ngig von
(Xi)i≥1 gegeben als das Infimum aller Zahlen η ≥ 1, fu¨r die das System
|v1(P )| ≤ X
|v2(P )| ≤ X
...
...
|vn−1(P )| ≤ X
|P (ζ)| = |x0 + ζx1 + · · · ζnxn| ≤ X−n−E
|P ′(ζ)| ≥ Xη
fu¨r beliebig große X eine Lo¨sung (x0, x1, . . . xn) hat. Dabei geht wie u¨blich (v1, v2, . . . vn) durch
eine orthogonale Transformation aus (x1, x2, . . . xn) hervor wobei vi(P ) die vi-Koordinate des
Punktes P = (x0, x1, . . . xn) bezeichnet. In der letzten Gleichung konnte H(P ) aus der Defintion
der γi durch |P ′(ζ)| ersetzt werden wegen H(P ) = |vn(P )| = |P ′(ζ)|R mit R aus Lemma 3.5.
Es sei an dieser Stelle nochmals erwa¨hnt, dass im Falle (3.81) die Schranke An(ζ) ≥ n+1 erreicht
wird.
Umschreiben der Ergebnisse in klassische Notation: w∗n(ζ) Wir gehen vom Ergebnis
(3.78) des letzten Abschnitts aus, welches in Abha¨ngigkeit von E eine Schranke fu¨r An(ζ) lie-
fert. Insbesondere wurde fu¨r E = 0 in (3.78) die gewu¨nschte Schranke An(ζ) ≥ n + 1 erreicht.
Dabei wurde ein Bereich des Rn+1 betrachtet, in dem die Koordinaten v1, v2, . . . , vn−1 der ONB
(v1, v2, . . . , vn) durch eine Konstante X
1−ǫ1 beschra¨nkt waren, und untersucht, fu¨r welche ganz-
zahligen vn-Koordinaten es eine zugeho¨rige ganzzahlige x0-Koordinate gibt, sodass |P (ζ)| ≤ X−n
eine Lo¨sung hat. Wir wollen nun die in dieser praktikablen aber etwas unscho¨nen Notation ge-
wonnenen Ergebnisse noch etwas klarer formulieren, und verwenden dazu eine an Sprindzuks
Notation angelehnte Bezeichnung. Es gilt fu¨r wn(ζ) := wn(ζ) mit ζ := (ζ, ζ
2, . . . , ζn) definiert
wie im Abschnitt 3.2 die Identita¨t
wn(ζ) = lim sup
H→∞
log 1wn(H,ζ)
logH
,
wobei
wn(H, ζ) := min
P :H(P )≤H
|P (ζ)|.
Man erkennt, dass wn(ζ) genau dem am Beginn des Linearformenkapitels betrachteten Ausdruck
wn(ζ) mit ζ = (ζ, ζ
2, . . . , ζn) entspricht. Die Tatsache, dass
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|x1| ≤ X
|x2| ≤ X
...
...
|xn| ≤ X
|P (ζ)| = |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n
stets lo¨sbar ist (Minkowskis 1. Gitterpunktsatz) u¨bersetzt sich in dieser Notation insbesondere
in wn(ζ) ≥ n, denn das X entspricht genau dem H in der neuen Notation. Der Ausdruck wn
wird beispielsweise bei Sprindzˆuk verwendet um die Schranke An(ζ) = n+1 fu¨r alle ζ außerhalb
der Ausnahmenullmenge Λ zu beweisen.
Unsere sta¨rkere Voraussetzung fu¨r Fall 2 veranlasst jedoch das Hauptaugenmerk auf den Aus-
druck
ŵn(ζ) := lim inf
H→∞
log 1wn(H,ζ)
logH
,
mit dem lim inf anstelle des lim sup zu legen. Dies entspricht genau dem Ausdruck ŵn(ζ) aus der
Einleitung des Abschnitts 3.2 mit ζ := (ζ, ζ2, . . . , ζn).
Es hat sich eine alternative klassische Notation im Kontext zu An(ζ) eingebu¨rgert, welcher wir
ab diesem Zeitpunkt hauptsa¨chlich folgen werden.
Definition 3.5. Es bezeichne w∗n(ζ) den Wert An(ζ) − 1 mit An(ζ) definiert wie in Definition
3.3 im Unterkapitel 3.2.1.
Also haben wir im letzten Abschnitt in Satz 3.3 das nachfolgende Lemma gezeigt, welches die
im Titel des aktuellen Abschnitts 3.2.2 genannte Abscha¨tzung von Laurent und Bugeaud ist:
Lemma 3.9. Sei n eine postive ganze Zahl und ζ ∈ R nicht algebraisch vom Grad ≤ n. Gilt
ω̂n(ζ) < ∞, so gilt die folgende Beziehung zwischen den klassischen Approximationsgro¨ßen
w∗n(ζ), ŵn(ζ):
w∗n(ζ) ≥
ŵn(ζ)
ŵn(ζ) + 1− n. (3.82)
Insbesondere ist eine hinreichende Bedingung fu¨r die Richtigkeit der Schranke An(ζ) ≥ n+1 fu¨r
alle ζ ∈ R in dieser Notation gegeben durch:
Korollar 3.5. Falls ŵn(ζ) = n fu¨r alle ζ ∈ R die nicht algebraisch vom Grad ≤ n sind, so folgt
w∗n(ζ) ≥ n fu¨r alle solchen ζ ∈ R.
Die Annahme im Korollar ist gleichbedeutend mit E = 0 fu¨r alle ζ ∈ R die nicht algebraisch
vom Grad ≤ n sind.
Bemerkungen: 1) Fu¨r algebraische Zahlen ζ vom Grad ≤ n ist ŵn(ζ) = E = ∞, weshalb man
mit dieser Methode keine Aussagen treffen kann.
2) Man ha¨tte (3.82) auch ohne (3.80) direkt aus (3.78) folgern ko¨nnen, hier ist jedoch etwas mehr
Information enthalten.
3) Fu¨r den Wert wn(ζ) wissen wir aus Satz 3.1, dass wn(ζ) = ∞ mo¨glich ist. Resultate zu
wn(ζ) und wn(ζ) sind von Interesse. Es sei in diesem Zusammenhang kurz auf die Mahlersche
Klasseneinteilung der reellen Zahlen und ein paar Resultate eingegangen.
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Mahler unterteilt alle transzendenten reellen Zahlen in die disjunkten Klassen der U -Zahlen,
S-Zahlen und T -Zahlen. Dabei sind U -Zahlen ζ gegeben als die Menge aller Zahlen mit
∃n : wn(ζ) =∞
Diejenigen transzendenten reellen Zahlen ζ mit
∃n : w∗n(ζ) =∞
heißen U∗-Zahlen. Aus diesen Definitionen und jener der Gro¨ßen wn(ζ), w∗n(ζ) folgt unmittelbar,
dass sich die Gu¨ltigkeit der Kriterien fu¨r U -Zahlen fu¨r ein n = n0 auf alle kleineren 1 ≤ n ≤ n0
u¨bertra¨gt. Das kleinste wa¨hlbare n ∈ N heißt der Index der U -Zahl respektive U∗-Zahl. LeVeque
konstruiert in [8] in Theorem 5 Seite 227, transzendente U -Zahlen zu beliebigem Index n.
S-Zahlen sind diejenigen fu¨r die der Wert lim supn→∞
ωn(ζ)
n < ∞ gilt, analog sind S∗-Zahlen
diejenigen fu¨r die lim supn→∞
ω∗n(ζ)
n <∞ gilt.
Folglich sind T -Zahlen diejenigen, fu¨r die lim supn→∞
ωn(ζ)
n = ∞ ohne dass es einen endlichen
Index mit wn(ζ) =∞ gibt und analog fu¨r T ∗-Zahlen.
Da die abza¨hlbare Vereinigung von Nullmengen wieder eine Nullmenge ist (und der abza¨hl-
bare Durchschnitt komplementa¨rer Mengen folglich ein Komplement vom Maß 0 liefert), zeigt
Sprindzˆuks Resultat insbesondere, dass Lebesgue-fast alle Zahlen S-Zahlen sind und es sich
folglich bei den U -Zahlen und T -Zahlen um Lebesgue-Nullmengen handelt. Beachte in diesem
Zusammenhang, dass die mehrdimensionale Version des Satzes von Khinchin und (3.54) aufgrund
der speziellen Situation (ζ1, ζ2, . . . , ζk) = (ζ, ζ
2, . . . , ζk) nicht ausreichend ist, um entsprechende
Aussagen aus dem dualen Problem zu u¨bertragen.
Koksma fu¨hrt in [6] Seite 179 auch den Begriff des Index einer S-Zahl ein als das Infimum aller
γ > 0 sodass fu¨r alle n ≥ 1, H ≥ 1 die Ungleichung
ωn(H, ζ) ≥ ΓnH−γ·n
fu¨r nur von ζ, n abha¨ngigen Konstanten Γn gilt. Er zeigt weiter in [6] in Satz 9 Seite 186, dass
jede S-Zahl eine S∗-Zahl mit mindestens um 2 verkleinertem sowie maximal gleichem ∗-Index
ist.
4) Die Voraussetzung von Korollar 3.5 ist fu¨r n = 2 nicht erfu¨llt (die extremal numbers sind
Gegenbeispiele), sodass Korollar 3.5 fru¨hestens bei n = 3 angewandt werden kann. Beachte, dass
wir fu¨r das duale Problem etwa in Satz 1.12 viele Freiheiten fu¨r Konstruktionen von ζ1, ζ2, . . . , ζk
mit ωk+1 <
1
k in beliebiger Dimension k gegeben haben, was wegen (3.54) gleichbedeutend mit
ŵn(ζ) > n ist (ζ = (ζ1, ζ2, . . . , ζk) und beachte n = k), jedoch haben wir hier die zusa¨tzliche
Einschra¨nkung ζi = ζ
i, wofu¨r wir keine Konstruktion von ωk+1 <
1
k angegeben haben.
E = ∞ Hier wird allgemeiner gezeigt, dass fu¨r hinreichend großes E, das nur von n abha¨ngt,
fu¨r alle ζ mit E = E(ζ) die Beziehung An(ζ) ≥ n + 1 gilt. Genauer wird gezeigt, dass im Falle
An(ζ) < n+ 1 gelten muss
wn(ζ) ≤ n2 − 2.
Damit auch ŵn(ζ) ≤ n2 − 2 bzw E ≤ n2 − n − 2. Insbesondere ist die Schranke An(ζ) ≥ n+ 1
im Fall E =∞ damit nachgewiesen.
Es sei angemerkt, dass dieser Unterabschnitt ”E =∞” in einem gewissen Sinn nur der Vollsta¨ndig-
keit halber angefu¨hrt ist, da wir fu¨r die Verbesserung der Schranke w∗n(ζ) im darauffolgenden
Unterabschnitt ein bekanntes Resultat von Wirsing verwenden werden (auf dem auch die bislang
beste gleichma¨ßige untere Schranke von w∗n(ζ) beruht, welche wir verbessern), welches sta¨rker
als die in diesem Unterabschnitt angefu¨hrten Abscha¨tzungen ist. Die kommenden Berechnungen
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sind jedoch elementarer als Wirsings Arbeit und reichen aus, um die Zielsetzung An(ζ) ≥ n+ 1
im Falle E =∞ herzuleiten.
Wir wollen also den Wert wn(ζ) nach oben abscha¨tzen. Es gebe also zu festem K ∈ N fu¨r alle
δ > 0 unendlich viele Lo¨sungen P der Ungleichung
|P (ζ)| ≤ H(P )−K+δ. (3.83)
Beachte, dass das Supremum aller wa¨hlbaren K genau wn(ζ) entspricht. Mu¨sste (3.83) fu¨r alle
hinreichend großen H(P ) anstatt fu¨r unendlich viele gelten, was dann ŵn(ζ) statt wn(ζ) ent-
spra¨che, so entspra¨che K dem Wert n+E. Wir werden zuna¨chst voraussetzen, dass es unendlich
viele Polynome gibt, die der Bedingung (3.83) genu¨gen, mit der zusa¨tzlichen Eigenschaft, dass
xn die betragsgro¨ßte Koordinate ist, also
H(P ) = |xn|. (3.84)
Danach werden wir diese Behauptung mithilfe eines Resultats in Sprindzuks Arbeit rechtfertigen.
Dabei faktorisieren wir die reellen Zahlen nach der A¨quivalenzrelation
ζ ∼ ζ′ ⇐⇒ ∃A,B,C,D ∈ Z : ζ′ = Aζ +B
Cζ +D
(3.85)
und verwenden Sprindzuks Resultat, dass es in jeder A¨quivalenzklasse einen Repra¨sentanten
gibt, der eine Polynomfolge mit (3.83) und (3.84) zula¨sst, und dann zeigen wir im 2. Schritt die
Invarianz von An(ζ) innerhalb einer Klasse der A¨quivalenzrelation.
Sei nun also (3.84) erfu¨llt. Dann folgt offenbar
H(P ) ≤ H(P (k)) = n!
(n− k)! |xn| ≤ n!H(P ), 0 ≤ k ≤ n− 1, (3.86)
das heißt alle Ableitungen H(P (k)) sind im wesentlichen von der selben Gro¨ßenordnung H(P ).
Gilt fu¨r solche P
|P ′(ζ)| ≥ H(P )−K+δ+n+1,
so hat (3.55) unter der Voraussetzung An(ζ) ≥ n+ 1 nach (3.57) fu¨r jedes solche P eine Lo¨sung
α unter den Nullstellen von P .
Sollte also An(ζ) < n+ 1 gelten, muss folglich
|P ′(ζ)| ≤ H(P )−K+δ+(n+1)
und wegen (3.86)
|P ′(ζ)| ≪ H(P ′)−K+δ+(n+1)
gelten. Da man P ′ ebenfalls als Polynom vom Grad n mit fu¨hrendem Koeffizienten 0 auffassen
kann, kann man gleiches Argument nun auf P ′ und den neuen Exponenten (−K + n+ 1) statt
(−K) anwenden und sieht zuerst
|P ′′(ζ)| ≪ H(P ′)−K+δ+2(n+1)
und weiter wegen (3.86)
|P ′′(ζ)| ≪ H(P )−K+δ+2(n+1).
Indem man in diesem Sinne weitermacht erha¨lt man also
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|P (k)(ζ)| ≪ H(P )−K+δ+k(n+1), 0 ≤ k ≤ n− 1.
Setzt man k = n− 1, bekommt man die Beziehung
n!|xn| ≪ H(P )−K+δ+n2−1. (3.87)
Aus (3.84) folgt aber n!|xn| ≥ H(P ), also muss der Exponent von H(P ) in (3.87) mindestens 1
sein. Daraus folgt mit δ → 0
K ≤ n2 − 2.
Das bedeutet also
wn(ζ) ≤ n2 − 2,
insbesondere E ≤ n2 − n + 2. Fu¨r gro¨ßere Werte von E ist An(ζ) ≥ n + 1 also- vorerst noch
unter der Zusatzvoraussetzung- bewiesen.
Bemerkung: Man kann obiger Konstruktion genauer entnehmen, dass im Fall An(ζ) < n + 1
gelten muss:
wk(ζ)− wk−1(ζ) ≤ n+ 1, 2 ≤ k ≤ n.
Die Zusatzvoraussetzung (3.84) stellt keine Einschra¨nkung der Allgemeinheit dar, wie nun aus-
gefu¨hrt wird. Sprindzˆuk zeigt, dass es zu jedem ζ ∈ R ein ζ′ gibt, das durch eine Mo¨biustrans-
formation mit ganzzahligen Koeffizienten aus ζ hervorgeht, also gema¨ß (3.85), und es somit eine
Polynomfolge (Pi)i≥1 mit (3.84) fu¨r alle Pi gibt, sodass wn(ζ) = wn(ζ′). Fu¨r diese ζ′ la¨sst sich
obige Konstruktion also durchfu¨hren und man erha¨lt die Schranke An(ζ
′) ≥ n + 1. Sei nun zu
festem ζ ein solches ζ′ fest gewa¨hlt. Es gibt also zu jedem δ > 0 eine Folge von α-Werten (αi)i≥1
mit
|ζ′ − αi| ≤ H(αi)−n−1+δ. (3.88)
Die Menge aller durch eine Mo¨biustransformation mit ganzzahligen Koeffizienten ineinander
u¨berfu¨hrbaren Zahlen induzieren eine A¨quivalenzrelation auf R. Daher kann man umgekehrt
auch ζ aus ζ′ durch eine solche gewinnen und
ζ =
Eζ′ + F
Gζ′ +H
, E, F,G,H ∈ Z
schreiben. Betrachtet man die Folge (βi)i≥1 definiert durch
βi =
Eαi + F
Gαi +H
,
so gilt einerseits
Q(αi) = Q(βi) =⇒ [Q(αi) : Q] = [Q(βi) : Q] = n
und die Zahlen βi haben also weiterhin den passenden Grad n, andererseits
|ζ − βi| =
∣∣∣∣Eζ′ + FGζ′ +H − Eαi + FGαi +H
∣∣∣∣
=
∣∣∣∣(EH − FG)(ζ′ − αi)(Fζ′ +G)(Fαi +G)
∣∣∣∣ .
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Der Nenner des letzten Ausdrucks la¨sst sich wegen Fζ′ +G 6= 0 und limi→∞ αi = ζ′ fu¨r großes
i durch die feste Konstante (|Fζ′ +G|/2)2 nach unten abscha¨tzen, sodass man also mit (3.88)
|ζ − βi| ≪ H(αi)−n−1+δ (3.89)
mit einer von i unabha¨ngigen, nur von ζ, E, F,G,H abha¨ngigen Konstante folgert.
Wir wa¨ren fertig, wenn wir zeigen ko¨nnten, dass
H(βi)≪ H(αi)≪ H(βi) (3.90)
mit von ζ, n abha¨ngigen Konstanten gilt. Dann ko¨nnten wir na¨mlich H(αi) durch H(βi) ersetzen
in (3.89). Um dies zu nachzuweisen, zeigt Sprindzˆuk in §6 Seite 232 in [16]: gibt es zu einem nur
von ζ, n,K (also von H(P ) unabha¨ngigen) C ∈ R unendlich viele Lo¨sungen P zu
|P (ζ)| ≤ C ·H(P )−K ,
dann gibt es zu jedem a ∈ N zu den Ausdru¨cken
ζ1 = ζ + a, a · ζ, 1
ζ
(3.91)
fu¨r ein entsprechendes C1 ∈ R unendlich viele Q, die
|Q(ζ1)| ≤ C1H(Q)−K
erfu¨llen. Das zeigt die oben erwa¨hnte Gleichung wn(ζ) = wn(ζ
′). Die zugeho¨rigen Polynome Q
sind na¨mlich der Reihenfolge nach gegeben durch
Q(x) = P (x− a), anP
(x
a
)
, xnP
(
1
x
)
.
Entscheidend ist die Tatsache, dass fu¨r durch solche Transformationen ineinander u¨bergefu¨hrte
Polynome offenbar
H(Q)≪ H(P )≪ H(Q)
mit nur von a abha¨ngigen Konstanten zutreffend ist. Dies ist fu¨r uns der entscheidende Punkt. Es
stehen also auch die Ho¨hen von Nullstellen von P und Q in selbigem Zusammenhang, sie sind ja
gerade definiert als die Ho¨hen der Minimalpolynome. Man kann aber jede Mo¨biustransformation
durch wiederholte Anwendung der Einzeltransformationen aus (3.91) erhalten. Weil die βi durch
eine feste Mo¨biustransformation aus den αi hervorgehen, zeigt dies (3.90).
Wirsings Resultat und Schranken fu¨r w∗n(ζ) Insgesamt haben wir also im letzten Unter-
abschnitt ′′E =∞′′ zusammen mit Korollar 3.5 fu¨r An(ζ) < n+1 die notwendigen Bedingungen
n < ŵn(ζ) ≤ wn(ζ) ≤ n2 − 2
herausgearbeitet. Allgemeiner sieht man durch obiges Vorgehen, dass sich ein Zusammenhang
der Form
(
w∗n(ζ) ≤ A =⇒ wn(ζ) ≤ (n− 1)A− 1
) ⇐⇒ w∗n(ζ) ≥ 1 + wn(ζ)n− 1
erzielen la¨sst.
Die Schranke n2 − 2 und ihre Konsequenzen fu¨r den Zusammenhang zwischen wn(ζ) und w∗n(ζ)
sind in diesem Kontext nicht bestmo¨glich. E. Wirsing zeigt in [18] (Formel (4) auf Seite 68) auf
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komplizierterem Wege fu¨r ζ nicht algebraisch vom Grad ≤ n folgenden Zusammenhang zwischen
wn(ζ) und w
∗
n(ζ):
w∗n(ζ) ≥
wn(ζ) + 1
2
(3.92)
Daraus ergibt sich fu¨r die Richtigkeit der Schranke w∗n(ζ) ≥ n die schwa¨chere hinreichende
Bedingung wn(ζ) ≥ 2n− 1, es la¨sst sich demnach die Verbesserung
n < ŵn(ζ) ≤ wn(ζ) ≤ 2n− 1 (3.93)
gewinnen (und damit insbesondere E < n− 1). Weiters folgt zusammen mit (3.82)
w∗n(ζ) ≥ max
{
wn(ζ) + 1
2
,
ŵn(ζ)
ŵn(ζ) + 1− n
}
.
und wegen ŵn(ζ) ≤ wn(ζ) insbesondere
w∗n(ζ) ≥ max
{
ŵn(ζ) + 1
2
,
ŵn(ζ)
ŵn(ζ) + 1− n
}
. (3.94)
Mithilfe dieser Ungleichung kann man nun eine kleine Verbesserung der gleichma¨ßigen Abscha¨tzung
des Wertes w∗n(ζ) durch
w∗n(ζ) ≥
wn(ζ) + 1
2
≥ n+ 1
2
(3.95)
vornehmen, die unmittelbar aus dem Resultat (3.92) von Wirsing folgt.
Definiert man gema¨ß n ≤ ŵn(ζ) ≤ wn(ζ) auf dem Intervall t ∈ [n,∞) die Funktionen
φn,1(t) :=
t
t+ 1− n, φ2(t) :=
t+ 1
2
,
wobei das Argument t der Approximationsgro¨ße ŵn(ζ) entspricht, so erkennt man, dass einerseits
φ1 monoton fallend und φ2 monoton steigend ist, sowie andererseits φn,1(n) = n >
n+1
2 = φ2(n)
gilt. Mit dieser Erkenntnis folgt aus (3.94), dass
w∗n(ζ) ≥ φn,1(t0)(= φ2(t0)),
wobei (t0, φn,1(t0)) der Schnittpunkt der Graphen von φn,1, φ2 ist. Die Schnittstelle errechnet
sich zu
t0 =
n
2
+
√
n2
4
+ n− 1
und der zugeho¨rige gemeinsame Funktionswert φn,1(t0) = φ2(t0), der zugleich eine untere Schran-
ke fu¨r w∗n darstellt, berechnet sich in Folge zu
n+ 1
2
≤ φn,1(t0) =
n
2 +
√
n2
4 + n− 1 + 1
2
≤ n+ 2
2
,
was in der Tat geringfu¨gig besser als (3.95) ist, besonders fu¨r große n, denn man vergewissert
sich mithilfe von √
n2
4
+ n− 1 =
√(n
2
+ 1
)2
− 2
leicht von limn→∞ n+22 − φn,1(t0) = 0, also
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w∗n(ζ) ≥ φn,1(t0) =
n
2
+ 1− o(1).
Man erkennt an der Rechnung, dass eine bessere Abscha¨tzung von wn(ζ) nach unten in Abha¨ngig-
keit von ŵn(ζ) als die triviale durch ŵn(ζ) Potential zu einer Verbesserung der besten gleichma¨ßi-
gen Schranke w∗n(ζ) in sich tra¨gt. Dies entspricht wegen (3.54) einer Abscha¨tzung von ω̂k+1 in
Abha¨ngigkeit von ωk+1 im dualen Problem. Unter Verwendung von
ψk+1 ≥
(k2 − k + 1)ψ
k+1
+ k(k − 2)ψ2
k+1
(k − 1)2 + k(2k − 3)ψ
k+1
+ k2ψ2
k+1
, (3.96)
was Theorem 1.3, (1.20′) in [15] in unsere Notation u¨berfu¨hrt, darstellt (beachte k + 1 = n),
errechnet man mittels (1.40) und anschließend (3.54)
wn(ζ) ≥ (n− 1)ŵn(ζ)(ŵn(ζ)− 1)
1 + (n− 2)ŵn(ζ) . (3.97)
Die Verbesserung wn(ζ)−ŵn(ζ) ist jedoch fu¨r Werte von ŵn(ζ) nahe bei n sehr gering, sodass man
bei Ersetzen von ŵn(ζ)+12 durch
Z+1
2 , mit Z der rechten Seite von (3.97), in (3.94) bei analoger
weiterer Rechnung nur eine marginale Verbesserung erha¨lt (den exakten Wert abha¨ngig von n
kann man durch Lo¨sen einer Polynomgleichung von Grad 3 mithilfe der Cardanischen Lo¨sungsfor-
mel explizit berechnen, was hier aber ausgespart sei. Numerische Berechungen in Matlab deuten
darauf hin, dass die Schranke n+22 nicht erreicht wird). Beachte aber, dass es keinen Grund gibt,
die Abscha¨tzungen (3.96) und daraus resultierende Konsequenzen fu¨r bestmo¨glich zu halten und
dass vor allem die spezielle Struktur (ζ1, ζ2, . . . , ζk) = (ζ, ζ
2, . . . , ζk) nicht eingeht. Im Fall k = 2
zeigen jedoch die extremal numbers, dass (3.96) in diesem Fall zumindest fu¨r das Wertepaar
(
ψ
k+1
, ψk+1
)
=
((
2
1 +
√
5
)2
,
(
2
1 +
√
5
)3)
scharf ist.
Die Funktionen Γn,ζ und Γ
∗
n,ζ Wir kehren zum Fall E <∞ zuru¨ck. Hier soll im Falle
An(ζ) < n + 1 etwas u¨ber das Verhalten von |P ′(ζ)| bei festen Schranken fu¨r die Koordinaten
v1(P ), v2(P ), . . . vn−1(P ) ausgesagt werden. Wir wollen die jedem E = E(ζ) zugeordnete Zahl
Γ = Γn,ζ(E) zuna¨chst zu einer Funktion auf
Γn,ζ : [0, E] 7−→ [1, 1 + E]
erweitern. Dabei entspricht somit das bisherige Γ weiterhin Γn,ζ(E). Dazu definieren wir in
Anlehnung an den Unterabschnitt ”Unabha¨ngigkeit von der konkreten Folge Xi” von 3.2.2:
Definition 3.6. Wir bezeichnen fu¨r t ∈ [0, E] das Infimum aller η ≥ 1 fu¨r die das System
|v1(P )| ≤ X
|v2(P )| ≤ X
...
...
|vn−1(P )| ≤ X
|P (ζ)| = |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n−t
|P ′(ζ)| ≥ Xη
fu¨r beliebig große X eine Lo¨sung P ∈ Zn+1 besitzt, mit Γn,ζ(t).
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Wegen Γn,ζ(E) ≤ 1+E ist Γn,ζ wohldefiniert und monoton steigend auf [0, E], denn die vorletzte
Bedingung wird mit wachsendem t sta¨rker und damit wird das Infimum u¨ber eine kleinere Menge
erstreckt.
Indem man zu jedem festen t ∈ [0, E] eine Folge (P (t)i )i≥1 in Zn+1 wa¨hlt, deren |P (t)′i (ζ)|-Werte
bzw gleichbedeutend H(P
(t)
i ) gegen X
Γn,ζ(t) konvergieren erha¨lt man eine Verallgemeinerung
von (3.80): Bezeichnet An,E wieder den bestmo¨glichen gleichma¨ßigen Exponenten An(ζ) unter
allen ζ mit ω̂n(ζ) = n+ E, dann gilt
An,E ≥ σt = n+ t+ Γn,ζ(t)
Γn,ζ(t)
, ∀t ∈ [0, E]. (3.98)
Wieder mu¨sste im Falle An(ζ) < n+ 1 fu¨r alle t ∈ [0, E] gelten
Γn,ζ(t) > 1 +
t
n
und insbesondere gilt dann Γn,ζ(0) > 1.
Aus (3.98) sieht man allgemeiner den Zusammenhang zwischen Γn,ζ(t) und der Approximations-
gro¨ße w∗n:
Γn,ζ(t) >
n+ t
w∗n(ζ)
.
Nun wollen wir die Funktion Γn,ζ nach oben abscha¨tzen. Leider kann man fu¨r eine obere Schranke
von Γn,ζ(t) nicht unmittelbar wie im Fall t = E argumentieren und daher keine Ungleichung der
Form Γn,ζ(t) ≤ 1 + t erhalten, weil fu¨r die Herleitung von Γn,ζ(E) ≤ 1 +E die Maximalita¨t von
E eine entscheidende Rolle gespielt hat.
Man erha¨lt aber das schwa¨chere Resultat
Lemma 3.10. Gilt fu¨r ein ζ ∈ R die Beziehung An(ζ) < n+ 1, dann folgt
Γn,ζ(t) ≤ (n+ t) 1 + E
n+ E
, t ∈ [0, E].
Beweis: Es ist zu zeigen, dass fu¨r alle ǫ > 0 das System
|v1(P )| ≤ X
|v2(P )| ≤ X
...
...
|vn−1(P )| ≤ X
|P (ζ)| = |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n−t
X ≤ |P ′(ζ)| ≤ X(n+t) 1+En+E−ǫ
fu¨r beliebig große X Lo¨sungen besitzt. Wir wollen zu festem ǫ > 0 mithilfe von Korollar 3.4
eine Folge (Yi)i≥1 von X-Werten und eine zugeho¨rige Folge von Polynomen (Pi)i≥1 finden, die
obigem Ungleichungssystem genu¨gen. Wir lo¨sen die Gleichung
(Y αi )
−n−E = Y −n−ti
woraus sich α = n+tn+E ≤ 1 ergibt. Wir betrachten eine Folge (Xi)i≥1 von X-Werten und zugeho¨ri-
ge Polynome (Pi)i≥1 die sich aus Korollar 3.4 ergeben und setzen Yi := X
1
α
i , sodass alsoXi = Y
α
i
gilt. Wegen Korollar 3.4 erfu¨llen diese Folgen (Pi)i≥1, (Yi)i≥1 einerseits (wegen Pi ∈ B̂′Xi) die
Eigenschaften
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|v1(Pi)| ≤ Y αi ≤ Yi
|v2(Pi)| ≤ Y αi ≤ Yi
...
...
|vn−1(Pi)| ≤ Y αi ≤ Yi
|Pi(ζ)| = |x0 + ζx1 + · · ·+ ζnxn| ≤ (Y αi )−n−E = Y −n−ti
erfu¨llen, sowie gema¨ß 1 + En ≤ Γn,ζ(E) ≤ 1 + E (beachte: wir haben gezeigt dass im Fall
1 + En > Γn,ζ(E) stets An(ζ) ≥ n + 1 entgegen der Voraussetzung des Lemmas) andererseits
(wegen Pi /∈ B′Xi) auch
Y
(1+E
n
)α
i ≤ |P ′i (ζ)| ≤ Y (1+E)α−ǫi = Y
(1+E) n+t
n+E−ǫ
i . (3.99)
Beachte nun, dass (
1 +
E
n
)
α =
n+ t
n
≥ 1,
was eingesetzt in (3.99) insbesondere
Yi ≤ |P ′i (ζ)| ≤ Y
(1+E) n+t
n+E−ǫ
i
zur Folge hat. Damit genu¨gen die Folgen (Yi)i≥1, (Pi)i≥1 den gestellten Anforderungen. 
Zusammenfassend erfu¨llt Γn,ζ also:
a < b =⇒ Γn,ζ(a) < Γn,ζ(b)
1 +
t
n
< Γn,ζ(t) ≤ (n+ t) 1 + E
n+ E
, ∀t ∈ [0, E]
und insbesondere
Γn,ζ(0) = 1 + J0 > 1
Γn,ζ(E) ≤ 1 + E.
Soll fu¨r ein ζ die Ungleichung An(ζ) < n + 1 gelten, so darf aber der Exponent der Ableitung
|P ′(ζ)| auch von der anderen Seite nicht beliebig nahe an 1 herankommen. Wir definieren
Definition 3.7. Sei die Funktion
Γ∗n,ζ : [0, E] 7−→ [−∞, 1],
wobei Γ∗n,ζ(t) das Supremum aller reellen Zahlen η < 1 ist, sodass das System
|v1| ≤ X
|v2| ≤ X
...
...
|vn−1| ≤ X
|P (ζ)| = |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n−t
|P ′(ζ)| ≥ Xη
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fu¨r beliebig große X eine Lo¨sung P ∈ Zn+1 besitzt.
A¨quivalent dazu kann Γ∗n,ζ definiert werden durch
Γ∗n,ζ(t) := lim sup
X→∞
log |P ′(ζ)|
logH(P )
,
wobei der lim sup nur u¨ber diejenigen P erstreckt wird, welche den Bedingungen
|P (ζ)| ≤ X−n−t
H(P ) = X
genu¨gen (was gleichbedeutend mit |P (ζ)| ≤ H(P )−n−t ist).
Γ∗n,ζ ist monoton fallend und wegen (3.57) muss im Falle An(ζ) < n+ 1
Γ∗n,ζ(0) = 1− J1 < 1
gelten. Genauer u¨berzeugt man sich mithilfe von (3.57) im Fall An(ζ) < n+ 1 davon, dass
Γ∗n,ζ(t) < 1− t, ∀t ∈ [0, E]
gelten muss, denn die Ho¨hen H(Pi) sind nun durch X (anstatt durch |P ′(ζ)| wie im Γn,ζ-Fall)
gegeben. Fu¨r An(ζ) < n+ 1 muss man also lediglich
n+ t+ Γ∗n,ζ(t)
1
< n+ 1
nach Γ∗n,ζ(t) lo¨sen. Allgemeiner zeigt dieses Vorgehen
Γ∗n,ζ(t) ≤ w∗n(ζ) + 1− n− t.
Weiter kann man den Wertebereich von Γ∗n,ζ noch weiter eingrenzen und in gleichem Zuge eine
Abscha¨tzung von Γ∗n,ζ(t) nach unten bekommen. Tatsa¨chlich gilt:
Lemma 3.11. Die Funktion Γ∗n,ζ erfu¨llt die Differenzenungleichung
Γ∗n,ζ(t) ≥ −n− t, ∀t ∈ [0, E].
Beweis: Angenommen es ga¨be ein t ∈ [0, E] mit Γ∗n,ζ(t) < −n − t. Dann folgte also fu¨r alle
hinreichend großen X :
|P (ζ)| ≤ X−n−t =⇒ |P ′(ζ)| ≤ X−n−t.
Weil P ′ ebenfalls als Polynom vom Grad n mit Leitkoeffizient 0 aufgefasst werden kann, kann
man selbige U¨berlegung auf P ′ anwenden und induktiv weiter fu¨r ho¨here Ableitungen und erha¨lt
|P (k)(ζ)| ≤ X−n−t, 1 ≤ k ≤ n− 1, (3.100)
und schließlich mit k = n− 1 in (3.100)
|P (ζ)| ≤ X−n−t =⇒ |P (n−1)(ζ)| = n!|xn| ≤ X−n−t < 1
2
=⇒ xn = 0.
Wir haben jedoch im Abschnitt E =∞ festgestellt, dass sich µ durch eine Mo¨biustransformation
mit ganzzahligen Koeffizienten von ζ nicht vera¨ndert und es stets eine solche Mo¨biustransforma-
tion gibt, sodass eine Folge zugeho¨riger Polynome |xn| als gro¨ßten Koeffizienten haben. Erneute
Anwendung dieser Tatsache an dieser Stelle fu¨hrt mit xn = 0 sofort zu dem Widerspruch, dass
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jedes Glied dieser Folge das Nullpolynom sein mu¨sste. Damit ist die Annahme Γ∗n,ζ(t) < −n− t
zu einem Widerspruch gefu¨hrt. 
Die wesentlichen Eigenschaften von Γ∗n,ζ im Falle An(ζ) = ω
∗
n(ζ) + 1 < n+ 1 sind also:
a < b =⇒ Γ∗n,ζ(a) > Γ∗n,ζ(b)
−n− t ≤ Γ∗n,ζ(t) < 1− t, ∀t ∈ [0, E],
insbesondere
Γ∗n,ζ(E) ≥ −n− E
Γ∗n,ζ(0) < 1.
Fasst man also Ergebnisse betreffend Γn,ζ ,Γ
∗
n,ζ zusammen, so ergibt sich, dass fu¨r die Lo¨sungen
P ∈ Zn+1 des Systems
|v1(P )| ≤ X
|v2(P )| ≤ X
...
...
|vn−1(P )| ≤ X
|P (ζ)| = |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n−t
fu¨r alle ǫ > 0 fu¨r hinreichend große X = X(ǫ) die Bedingung
|P ′(ζ)| ≤ XΓ∗n,ζ(t)+ǫ ∨ |P ′(ζ)| ≥ XΓn,ζ(t)−ǫ
und insbesondere
|P ′(ζ)| ≤ XΓ∗n,ζ(0)+ǫ = X1−J1+ǫ ∨ |P ′(ζ)| ≥ XΓn,ζ(0)−ǫ = X1+J0−ǫ
erfu¨llt sein muss, so An(ζ) < n + 1 gelten soll. Es muss also einen gewissen Bereich geben,
der durch eine mittelgroße |vn|-Koordinate bzw mittelgroße Werte von |P ′(ζ)| im Verha¨ltnis zur
gro¨ßten der u¨brigen Koordinaten |vi|, 1 ≤ i ≤ n−1 gekennzeichnet ist, in dem keine ganzzahligen
Gitterpunkte P liegen, fu¨r die P (ζ) nahe an 0 liegt.
Bemerkung: Im Falle |P ′(ζ)| ≥ XΓ(0)−ǫ folgt aus der Definition von vn, dass die paarweisen Quo-
tienten von den Koordinaten x0(P ), x1(P ), x2(P ), . . . , xn(P ) von guten Approximationen P fu¨r
gegen unendlich strebendes X = H(P ) gegen feste, von ζ, n abha¨ngige Konstanten konvergieren.
Genauer gilt
lim
X→∞
xi(P )
x1(P )
= iζi−1, 1 ≤ i ≤ n,
lim
X→∞
x0(P )
x1(P )
= −ζ − 2ζ3 − 3ζ5 − · · · − nζ2n−1.
Um die erste Gleichung einzusehen bemerke, dass vn gerade durch den Richtungsvektor
(γ1, γ2, . . . , γn) = (1, 2ζ, . . . , nζ
n−1) ∈ H gegeben ist, und wegen Γn,ζ(t) ≥ Γn,ζ(0) > 1 ist vn(P )
von gro¨ßerer Ordnung als die restlichen Koordinaten v1(P ), v2(P ), . . . , vn−1(P ) von P in der
Ebene H deren Gro¨ße sa¨mtlich durch X beschra¨nkt ist. Schreibt man nun αi(P )vi fu¨r den Vektor
in der La¨nge αi in Richtung vi (αi(P ) entspricht unserem bisherigen vi(P ) entspricht) sowie βi(P )
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fu¨r den Vektor in der La¨nge βi in Richtung vi (βi(P ) entspricht unserem bisherigen xi(P )), so
ist ein Approximationspunkt P in den ONB (v1, v2, . . . , vn) und (x1, x2, . . . , xn) gegeben als
P = α1(P )v1 + · · ·+ αn(P )vn = β1(P )x1 + · · ·+ βn(P )xn.
Man erkennt wegen |βi(P )−αn(P )| ≤
√
nmax1≤i≤n−1 |αi(P )| ≤
√
nX (was wir schon in Lemma
3.4 benutzt haben) und |αn(P )| ≥ γiXΓ(0)−ǫ
γiX
Γ(0)−ǫ − (n− 1)√nX ≤ βi(P ) ≤ γiXΓ(0)−ǫ + (n− 1)
√
nX, 1 ≤ i ≤ n.
Daraus und aus Γn,ζ(0) > 1 zusammen mit der Wahl ǫ =
Γ(0)−1
2 (sodass der Exponent vonX echt
gro¨ßer als 1 ist) erkennt man, dass der Quotient xi(P )xj(P ) =
βi(P )
βj(P )
fu¨r gegen unendlich strebendes
X gegen γiγj konvergiert. Mit j = 1 ist das die Aussage des ersten Punktes. Der zweite folgt aus
dem ersten und der Forderung, dass |P (ζ)| klein ist, denn der erste Punkt liefert
lim
X→∞
ζx1(P ) + ζ
2x2(P ) + · · ·+ ζnxn(P )
x1(P )
= ζ + 2ζ3 + · · ·+ nζ2n−1.
Wa¨re die zweite Gleichung falsch, so ko¨nnte |P (ζ)| nicht einmal stets beschra¨nkt sein, ein Wi-
derspruch.
Die Bereiche AX,t,BX,t In den kommenden zwei Unterabschnitten gehen wir durchwegs von
der zu widerlegenden Behauptung An(ζ) < n + 1 fu¨r ein gewisses ζ ∈ R und eine ganze Zahl
n ≥ 2 aus.
Gema¨ß der Feststellung des letzten Unterabschnitts seien nun die beiden Bereiche AX,t,BX,t
wie folgt definiert.
Definition 3.8. Sei AX,t gegeben als die Menge aller (x0, x1, . . . , xn) ∈ Rn+1 sodass
|v1(P )| ≤ X
|v2(P )| ≤ X
...
...
|vn−1(P )| ≤ X
|P (ζ)| = |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n−t
|P ′(ζ)| ≤ XΓ∗n,ζ(t)
und BX,t
|v1(P )| ≤ X
|v2(P )| ≤ X
...
...
|vn−1(P )| ≤ X
|P (ζ)| = |x0 + ζx1 + · · ·+ ζnxn| ≤ X−n−t
|P ′(ζ)| ≥ XΓn,ζ(t)
Bemerkung: Man sieht leicht, dass die Bereiche in beiden Argumenten monoton sind, es gilt:
X1 ≤ X2 =⇒ AX1,t ⊂ AX2,t, BX1,t ⊂ BX2,t ∀t ∈ [0, E];
t1 ≤ t2 =⇒ AX,t2 ⊂ AX,t1 , BX,t2 ⊂ BX,t1 ∀X ≥ 0.
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Im folgenden sei mit P stets ein ganzzahliger Punkt P ∈ Zn+1 gemeint.
Nach den Feststellungen u¨ber Γn,ζ ,Γ
∗
n,ζ muss jedes P von hinreichend großer Ho¨he, das die erste
bis zur vorletzten Bedingung von oben fu¨r ein Paar t,X erfu¨llt, in genau einem der Bereiche
AX,t oder BX,t liegen. Zu festem P und t in einem der Bereiche AX,t,BX,t fu¨r ein X kann man
offenbar ein minimales zugeho¨riges X angeben, sodass dies erfu¨llt ist. Dann gilt offenbar
X = max{|v1(P )|, |v2(P )|, . . . , |vn−1(P )|} =: Ĥ(P ) und die obigen Bedingungen an die v1, . . . , vn−1
sind dann offenbar gleichbedeutend mit
Ĥ(P ) ≤ X.
Fu¨r P ∈ AX,t gilt dann offenbar H(P ) = max{|x0|, Ĥ(P )}, in Konsequenz
Ĥ(P ) ≤ √nH(P )
H(P ) ≤ √n(1 + |ζ|+ · · ·+ |ζ|n) · Ĥ(P ),
wa¨hrend fu¨r P ∈ BX die Ho¨he durch die vn-Koordinate bestimmt wird, denn in diesem Fall gilt
1√
n
|vn(P )| ≤ H(P ) ≤
√
n|vn(P )|.
Differenzenungleichungen fu¨r Γn,ζ,Γ
∗
n,ζ Na¨chstes Ziel in der Untersuchung von Γn,ζ ,Γ
∗
n,ζ
ist, zuna¨chst unter einer Zusatzvoraussetzung und anschließend ohne Zusatzvoraussetzungen eine
Differenzenungleichung fu¨r die Funktion Γn,ζ herzuleiten. Diese werden den Verlauf der Funktion
Γn,ζ noch ein wenig besser beschreiben, wobei naheliegenderweise die Ergebnisse unter Annahme
der Zusatzvoraussetzung etwas besser ausfallen.
Dahinterliegende Motivation ist, dass alle guten Approximationen P (im Verha¨ltnis zu ihrer Ho¨he
X = H(P )) in den Bereichen AX,t,BX,t liegen, entsprechend der Definitionen dieser Bereiche.
Diese Bereiche definieren sich aber gerade durch die Funktionen Γn,ζ ,Γ
∗
n,ζ. Dabei bedeuten große
Werte Γn,ζ(t) kleine Bereiche BX,t sowie kleine Werte von Γ
∗
n,ζ(t) kleine Bereiche AX,t. Die im
folgenden erarbeiteten Differenzengleichungen geben Aufschluss daru¨ber wie schnell die Funk-
tionen Γn,ζ(t),Γ
∗
n,ζ(t) bei wachsendem Argument t steigen bzw fallen mu¨ssen und damit, wie
schnell sich der Bereich ohne gute Approximation dabei vergro¨ßert.
Die Idee der Herleitung ist durch die Addition eines Punktes P ∈ BX,t und eines Punktes
Q ∈ AY,t fu¨r Y > X , wobei man Y gegen X mithilfe der folgenden Zusatzvoraussetzung gegen
konvergieren lassen kann, einen Punkt P + Q zu bekommen, der ebenfalls kleines (P + Q)(ζ)
hat. Man kann also wieder die erste bis zur vorletzten Bedingung in der Defintion von AX,t bzw
BX,t erfu¨llen mit leicht variierten X = X0, t = t0. Die no¨tige Zugeho¨rigkeit von P +Q zu einem
Bereich der Form AX,t oder BX,t mit diesem Paar X = X0, t = t0 liefert dann Bedingungen an
die Funktion Γn,ζ .
Wir nehmen im ersten Teil dieses Abschnitt die folgende Zusatzvoraussetzung an:
Zu jedem ǫ > 0 und beliebigem t ∈ [0, E] und zu hinreichend großen X = X(ǫ, t) gibt es ein
Element Q ∈ AY,t mit X ≤ Y ≤ X1+ǫ. Wegen der Monotonie von AX,t im zweiten Argument ist
es dabei eigentlich ausreichend diese Voraussetzung fu¨r t = E zu fordern. Ist die Voraussetzung
aber erst fu¨r ein t1 < E gu¨ltig, gelten die in Folge hergeleiteten Beziehungen fu¨r alle 0 ≤ t ≤ t1.
Diese Voraussetzung besagt also, dass die Absta¨nde der Ho¨hen von der Ho¨he nach geordne-
ten guten Approximationen Qi in AY,t nie sehr groß werden. Dies trifft insbesondere zu, wenn
wn(ζ) = ŵn(ζ) gilt.
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Proposition 3.1. Unter Annahme obiger Zusatzvoraussetzung an ζ gelten die Differenzenun-
gleichungen
Γn,ζ(t) ≥
(
1 +
t
n
)
Γn,ζ(0) > 1 +
t
n
(3.101)
Γn,ζ(t̂) ≤ (1 + E) n+ t̂
n+ E
, t̂ ∈ [0, E]. (3.102)
Die Funktion Γ ist fast u¨berall differenzierbar und an Differenzierbarkeitsstellen t von Γ gilt
Γ′n,ζ(t) ≥
Γn,ζ(t)
n+ t
≥ Γn,ζ(0)
n
>
1
n
. (3.103)
Beweis: Fu¨r eine gegen unendlich strebende Folge (Xi)i≥1 und ein im ganzen Abschnitt durchwegs
fest gewa¨hltes t > 0 sei eine Folge (Pi)i≥1 ∈ Zn+1 in BXi,t vorgegeben. Zusa¨tzlich soll die
vn(P )-Koordinate gegen Γn,ζ(t) konvergieren, was wegen der Definition von Γn,ζ(t) als lim sup
erreicht werden kann. Diese Folge erfu¨llt dann die Bedingungen
Ĥ(Pi) = Xi
|Pi(ζ)| ≤ X−n−ti
X
u−η1(i)
i ≤ |P ′i (ζ)| ≤ Xu+η1(i)i
mit
u := Γn,ζ(t), lim
i→∞
η1(i) = 0
und wir setzen
v := Γ∗n,ζ(t).
Weiters sei fu¨r zuna¨chst beliebiges 0 < ǫ0 < u− 1 eine Folge (Qi)i≥1 ∈ Zn+1 in
A
X
1+ǫ0+η2(i)
i ,t
\A
X
1+ǫ0
i ,t
mit
lim
i→∞
η2(i) = 0 (3.104)
gegeben, also
X1+ǫ0i ≤ Ĥ(Qi) = X1+ǫ0+η2(i)i
|Qi(ζ)| ≤ X(1+ǫ0)(−n−t)i
|Q′i(ζ)| ≤ X(1+ǫ0)v
Die Existenz so einer Folge ist insbesondere durch die Zusatzvoraussetzung gesichert, wenn man
das dortige X fu¨r jedes hinreichend große i als X1+ǫ0i wa¨hlt.
Fu¨r die Folge Pi +Qi gilt nach Konstruktion
Ĥ(Pi +Qi) ≤ Xi +X1+ǫ0+η2(i)i ,
insbesondere wegen (3.104) fu¨r jedes ǫ1 > 0 und i groß genug
Ĥ(Pi +Qi) ≤ X1+ǫ0+ǫ1i .
Fu¨r Pi +Qi gilt weiter, wenn man gegebenenfalls Qi durch −Qi ersetzt,
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|(Pi +Qi)(ζ)| ≤ X−n−ti . (3.105)
Ist na¨mlich
0 < Pi(ζ) ≤ X−n−ti ,
so gilt
−X−n−ti < −X(1+ǫ0)(−n−t)i ≤ −|Qi| < 0
und damit (3.105). Im Falle Pi(ζ) < 0 argumentiert man analog um ein Qi mit Qi(ζ) > 0
zu finden, aus dem (3.105) folgt. Wegen der Nullsymmetrie der Bereiche AXi,t,BXi,t ist eine
Substitution Qi 7→ −Qi zula¨ssig.
Wa¨hlt man
ǫ2 > (n+ E)ǫ1 >
(n+ t) ǫ11+ǫ0
1 + ǫ0 + ǫ1
∀t ∈ [0, E], (3.106)
so erha¨lt man
| (Pi +Qi) (ζ)| ≤
(
X1+ǫ0+ǫ1i
)−n−t
1+ǫ0
(
X1+ǫ0+ǫ1i
)ǫ2
= X−n−ti X
ǫ1
−n−t
1+ǫ0
+(1+ǫ0+ǫ1)ǫ2
i = Y
−n−t
1+ǫ0
+ǫ2
i .
Insgesamt haben wir also erreicht, dass fu¨r jedes ǫ2 > 0 das System
|v1(Pi +Qi)| ≤ Yi (3.107)
|v2(Pi +Qi)| ≤ Yi (3.108)
...
... (3.109)
|vn−1(Pi +Qi)| ≤ Yi (3.110)
|(Pi +Qi)(ζ)| ≤ Y
−n−t
1+ǫ0
+ǫ2
i = Y
−n+(n ǫ0
1+ǫ0
− t
1+ǫ0
+ǫ2) (3.111)
fu¨r abgeschnittene Teilfolgen der Form (Pi)i≥i0 , (Qi)i≥i0 ∈ Zn+1 von (Pi)i≥1, (Qi)i≥1 ∈ Zn+1
lo¨sbar ist, wobei Yi := X
1+ǫ0+ǫ1
i fu¨r hinreichend kleines ǫ1 in Abha¨ngigkeit von ǫ2 gema¨ß (3.106).
Nun untersuchen wir |(Pi +Qi)′(ζ)|.
Es gilt einerseits
|(Pi +Qi)′(ζ)| ≥ Xu−η1(i)i − (X1+ǫ0i )v
und wegen
u ≥ (1 + ǫ0) > (1 + ǫ0)v (3.112)
folgt fu¨r hinreichend große Indizes i
|(Pi +Qi)′(ζ)| ≥ Xu−η1(i)i − (X1+ǫ0i )v ≥ X1+ǫ0+ǫ1i ≥ (X1+ǫ0+ǫ1i )1−J1 ,
und daher also
Pi +Qi /∈ AX1+ǫ0+ǫ1i ,w ∀w ∈ [0, E].
Es muss also fu¨r alle t̂ < t−nǫ01+ǫ0 wegen (3.107)-(3.111)
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Pi +Qi ∈ BX1+ǫ0+ǫ1i ,t̂, (3.113)
da Pi +Qi ja nach Voraussetzung An(ζ) < n+ 1 in einem der Bereiche AXi,t̂ oder BXi,t̂ liegen
muss fu¨r ein t̂ mit oberer Grenze aus (3.113). Andererseits ist
|(Pi +Qi)′(ζ)| ≤ Xu+η1(i)i + (X1+ǫ0i )v.
Die rechte Seite kann man fu¨r hinreichend großen Index i wieder wegen (3.112) nach unten
abscha¨tzen durch
X
u+η1(i)
i + (X
1+ǫ0
i )
v ≤ Xu+u
ǫ1
1+ǫ0
i = X
(1+ǫ0+ǫ1)
u
1+ǫ0
i .
Die Folgen (Pi)i≥i1 , (Qi)i≥i1 erfu¨llen also fu¨r genu¨gend großes von ǫ1 abha¨ngiges i1 das Unglei-
chungssystem (3.107)-(3.111) und zusa¨tzlich
|(Pi +Qi)′(ζ)| ≤ Y
u
1+ǫ0
i . (3.114)
Daraus und aus (3.113) gewinnen wir nun die angestrebte Differenzengleichung fu¨r Γn,ζ .
La¨sst man das frei wa¨hlbare ǫ2 > 0 und damit auch ǫ1 > 0 gegen 0 konvergieren, so sieht man:
Wir haben aus
Γn,ζ(t) = u
gefolgert, dass fu¨r hinreichend kleine ǫ0 > 0
Γn,ζ(t̂) ≤ u
1 + ǫ0
∀ t̂ < t− nǫ0
1 + ǫ0
.
Durch Berechnung des Differenzenquotienten
Γn,ζ(t)− Γn,ζ(t̂)
t− t̂ ≥
u
n+ t
=
Γn,ζ(t)
n+ t
liefert einerseits t̂ = 0 wieder
Γn,ζ(t) ≥
(
1 +
t
n
)
Γn,ζ(0) > 1 +
t
n
, (3.115)
andererseits liefert wegen Γn,ζ(E) ≤ 1 + E mit t = E eine Abscha¨tzung von Γn,ζ nach oben
Γn,ζ(t̂) ≤ (1 + E) n+ t̂
n+ E
, t̂ ∈ [0, E],
was nochmals bereits bekannte Resultate besta¨tigt. Die Differenzenungleichung und die folgende
Differentialungleichung (3.116) geben jedoch etwas mehr Information u¨ber den Verlauf von Γn,ζ.
Weiters erkennt man mit t̂ → t−nǫ01+ǫ0 und ǫ0 → 0, was insbesondere t̂ → t zur Folge hat, dass an
den Differenzierbarkeitsstellen t von Γn,ζ
Γ′n,ζ(t) ≥
Γn,ζ(t)
n+ t
≥ Γn,ζ(0)
n
>
1
n
, (3.116)
wobei in der vorletzten Ungleichung Gebrauch von (3.115) gemacht wurde. Beachte, dass Γn,ζ we-
gen der Monotonie fast u¨berall differenzierbar ist. Damit sind alle Behauptungen der Proposition
bewiesen. 
Bemerkungen: 1) Aufgrund der vielen Abha¨ngigkeiten der η1, η2, ǫ0, ǫ1, ǫ2 sei nochmals die logi-
sche Hierarchie dieser Gro¨ßen im Beweis aufgezeigt: Fu¨r festes t wird zu u = Γn,ζ(t) ≥ 1 ein
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beliebiges ǫ0 < u− 1 gewa¨hlt. Dann kann man zu jedem ǫ2 > 0 das System (3.107)-(3.111) und
(3.114) lo¨sen mit jedem ǫ1 (das in der Definition von Yi auftritt) gema¨ß (3.106), sofern i groß ge-
nug ist um η1(i), η2(i) hinreichend klein werden zu lassen, damit die auftretenden Ungleichungen
erfu¨llt sind. Weil η1(i), η2(i) fu¨r i gegen unendich gegen Null konvergieren, ist dies erreichbar.
Man kann also letztlich fu¨r beliebiges ǫ0, ǫ2 die Gleichungen (3.107)-(3.111) und (3.114) erfu¨llen.
La¨sst man ǫ2 gegen Null konvergieren, erha¨lt man eine Abscha¨tzung fu¨r Γn,ζ , die zu einer rechts-
seitigen Differenzengleichung fu¨r Γn,ζ fu¨hrt, in der ǫ0 nicht mehr explizit vorkommt, jedoch einen
Bereich von t̂-Werten bestimmt, in dem diese gu¨ltig ist. Weil man ǫ0 beliebig klein machen kann,
gilt die Differenzengleichung fu¨r jedes t̂ < t. La¨sst man nun ǫ0 gegen Null konvergieren, so erha¨lt
man an den Differenzierbarkeitsstellen von Γn,ζ eine Differentialungleichung.
2) Wie bereits erwa¨hnt, ist die Zusatzvoraussetzung im Falle wn(ζ) = ŵn(ζ) gewa¨hrleistet. Um
dies zu beweisen, reicht es im wesentlichen den Fall t = E zu betrachten. Aufgrund der Monotonie
von AX,t im zweiten Argument wird sich dann der allgemeine Fall ergeben. Im Fall t = E und
wn(ζ) = ŵn(ζ) hat das System
|v1(P )| ≤ X (3.117)
|v2(P )| ≤ X (3.118)
...
... (3.119)
|vn(P )| ≤ X (3.120)
|P (ζ)| ≤ X−n−E (3.121)
einerseits nach Definiton von ŵn(ζ) = n+ E stets eine Lo¨sung, andererseits hat das System
|v1(P )| ≤ X
|v2(P )| ≤ X
...
...
|vn(P )| ≤ X
|P (ζ)| ≤ X−n−E−δ
fu¨r δ > 0 nach Definiton von wn(ζ) = n+E und hinreichend große X nie eine Lo¨sung. Zweiteres
bedeutet aber, dass das System
|v1(P )| ≤ X1− δn+E+δ
|v2(P )| ≤ X1− δn+E+δ
...
...
|vn(P )| ≤ X1− δn+E+δ
|P (ζ)| ≤ X−n−E
fu¨r hinreichend großes X fu¨r kein δ > 0 eine Lo¨sung hat. Zusammen ergibt sich also, dass es
Lo¨sungen P1 ∈ Zn+1 zum Problem
|P1(ζ)| ≤ X−n−E
mit
X1−
δ
n+E+δ ≤ H(P1) ≤ X
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fu¨r beliebig kleines δ > 0 und hinreichend großes von δ abha¨ngiges X gibt. Die Behauptung folgt
fu¨r t = E mit δ → 0, indem man dasX aus der Definition der ZusatzvoraussetzungmitX1− δn+E+δ
identifiziert und ǫ := δn+E+δ setzt. Da AX,E aber der kleinste der Bereiche AX,t, t ∈ [0, E] ist,
gilt sie a fortiori fu¨r alle t ∈ [0, E].
Man sieht allgemeiner, dass die Gro¨ße
2n− 1
n
≥ Ωn(ζ) := wn(ζ)
ŵn(ζ)
≥ 1,
wobei wir in der Abscha¨tzung von Ωn nach oben (3.93) verwendet haben, ein Maß dafu¨r ist, wie
lange Approximationen ho¨chstens anhalten ko¨nnen bis neue gute Approximationspunkte (gema¨ß
(3.117)-(3.121)) kommen mu¨ssen. Genauer ist sie ein Maß fu¨r
℘n(ζ) := lim sup
i→∞
logH(Pi+1)
logH(Pi)
≥ 1,
wenn (Pi)i≥1 hier die nach Ho¨hen geordenten ganzzahligen Lo¨sungen des Systems (3.117)-(3.121)
sind. Es ist leicht einzusehen, dass ℘n(ζ) den minimalen Wert von (1 + ǫ) aus der Definition der
Zusatzvoraussetzung liefert. Die Zusatzvoraussetzung entpricht also ℘n(ζ) = 1. Das Resultat von
eben zeigt gerade
Ωn(ζ) = 1 =⇒ ℘n(ζ) = 1.
Allgemeiner kann man mit obiger Vorgangsweise zeigen:
℘n(ζ) ≤ Ωn(ζ).
Abschließend soll noch ohne Zusatzvoraussetzung eine Abscha¨tzung fu¨r das minimale Wachstum
von Γ sowie fu¨r das minimale negative Wachstum der Funktion Γ∗n,ζ hergeleitet werden, um eine
noch etwas bessere Beschreibung fu¨r Γn,ζ,Γ
∗
n,ζ im allgemeinen Fall zu gewinnen.
Proposition 3.2. Die Funktion Γ∗n,ζ genu¨gt der Differenzenungleichung
Γ∗n,ζ(t) ≤ Γ∗n,ζ(0) + t ·
Γ∗n,ζ(0)− 1
1 + n
,
weiter ist Γ∗n,ζ fast u¨berall differenzierbar und an Differenzierbarkeitsstellen t gilt
Γ∗n,ζ
′(t) ≤ Γ
∗
n,ζ(t)− 1
1 + n+ t
< 0.
Die Funktion Γn,ζ genu¨gt den Differenzenungleichung
Γn,ζ(t) ≥ Γn,ζ(0) + t · Γn,ζ(0)− 1
1 + n
,
weiter ist Γn,ζ fast u¨berall differenzierbar und an ihren Differenzierbarkeitsstellen t gilt
Γ′n,ζ(t) ≥
Γn,ζ(t)− 1
1 + n+ t
> 0.
Beweis: Wir beginnen mit Γ∗n,ζ . Dabei multiplizieren wir Punkte Qi ∈ AXi,t mit Ho¨hen Xi fu¨r
festes t mit von Xi abha¨ngigen ganzen Zahlen mi, sodass eine Folge ganzzahliger Punkte miQi
entsteht, und scha¨tzt ab, wie sehr sich die Approximation |miQi(ζ)| ho¨chstens verschlechtern
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kann, verglichen mit Qi(ζ).
Sei fu¨r ein festes t ∈ [0, E] die Funktion Γ∗n,ζ an der Stelle t durch beliebiges δ < 1 gegeben:
Γ∗n,ζ(t) = δ (3.122)
Dann gibt es nach Definition von Γ∗n,ζ eine ganzzahlige Punktfolge (Qi)i≥1 mit
H(Qi) = Xi
|Qi(ζ)| ≤ X−n−ti
|Q′i(ζ)| ≤ Xδ−ǫii mit limi→∞ ǫi = 0.
Multipliziert man jedes Qi mitmi := ⌊ni⌋ wobei ni := X
t−t0
1+n+t0
i fu¨r zuna¨chst beliebiges 0 ≤ t0 < t
und setzt zur Vereinfachung der Notation γ(t, t0) :=
t−t0
1+n+t0
, so berechnet man
H(miQi) = miXi
|miQi(ζ)| = mi|Qi(ζ)| ≤ X−n−t+γ(t,t0)i = (niXi)−n−t0
= (miXi)
−n−t0−ρi = (H(miQi))−n−t0−ρi
wobei limi→∞ ρi = 0, sowie
|(miQi)′(ζ)| = mi|Q′i(ζ)| ≤ Xδ+γ(t,t0)−ǫii
= (niXi)
δ+γ(t,t0)
1+γ(t,t0) = (miXi)
δ+γ(t,t0)
1+γ(t,t0)+λi mit lim
i→∞
ǫi = lim
i→∞
λi = 0.
Nach Definition von Γ∗n,ζ heißt das
Γ∗n,ζ(t0) ≥
δ + γ(t, t0)
1 + γ(t, t0)
.
Zusammen mit (3.122) berechnet man
Γ∗n,ζ(t)− Γ∗n,ζ(t0)
t− t0 ≤
δ − δ+γ(t,t0)1+γ(t,t0)
t− t0 =
δ − 1
1 + n+ t
=
Γ∗n,ζ(t)− 1
1 + n+ t
.
Mit t0 = 0 erha¨lt man
Γ∗n,ζ(t) ≤ Γ∗n,ζ(0) + t ·
Γ∗n,ζ(0)− 1
1 + n
.
Außerdem liefert der Grenzu¨bergang t0 → t an allen Differenzierbarkeitsstellen t von Γ∗n,ζ
Γ∗n,ζ
′(t) ≤ Γ
∗
n,ζ(t)− 1
1 + n+ t
< 0.
Beachte, dass Γ∗n,ζ als monotone Funktion fast u¨berall differenzierbar ist.
Ganz a¨hnlich kann man vorgehen, um eine Abscha¨tzung bzw Differentialgleichung fu¨r Γn,ζ zu
erhalten. Sei
Γn,ζ(t) = δ
′ > 1, (3.123)
und man betrachte wieder das im wesentlichen gleiche System wie oben
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H(Pi) = Xi
|Pi(ζ)| ≤ X−n−ti
|P ′i (ζ)| ≥ Xδ
′+ǫi
i mit lim
i→∞
ǫi = 0.
Definiert man mi wie oben und bildet miPi, so erha¨lt man mit ganz a¨hnlicher Argumentation,
dass fu¨r 0 ≤ t0 < t beliebig
Γn,ζ(t0) ≤ δ
′ + γ(t, t0)
1 + γ(t, t0)
gilt, wobei das Ungleichungszeichen wegen der Defintion von Γn,ζ als lim inf statt lim sup umge-
dreht ist, und weiter mit (3.123) und t0 = 0
Γn,ζ(t) ≥ Γn,ζ(0) + t · Γn,ζ(0)− 1
1 + n
.
Diese Abscha¨tzung ist etwas schwa¨cher als die aus (3.115), beno¨tigt aber keine Zusatzvorausset-
zungen. Mit t0 → t erha¨lt man andererseits fu¨r die Ableitung von Γn,ζ an allen ihren Differen-
zierbarkeitsstellen t
Γ′n,ζ(t) ≥
Γn,ζ(t)− 1
1 + n+ t
> 0,
was wiederum etwas schwa¨cher als (3.116) ist. Beachte wieder, dass auch Γn,ζ wegen der Mono-
tonie fast u¨berall differenzierbar ist. Damit sind alle Aussagen der Proposition bewiesen. 
Bemerkung: Es ist Γ∗n,ζ(0)− 1 < 0, die Aussagen bezu¨glich Γ∗n,ζ folgen also nicht trivial aus der
Monotonie von Γ∗n,ζ , sondern man erha¨lt eine Abscha¨tzung, wie schnell Γ
∗
n,ζ mindestens fallen
muss. Analoges gilt fu¨r Γn,ζ .
3.2.3 Anwendungen des zweiten Gitterpunktsatzes, Besta¨tigung einer
Abscha¨tzung von Davenport und Schmidt und ein neues Resultat
Die Ergebnisse zur Approximation von algebraischen Zahlen ab Abschnitt 3.2 beruhten bisher
im wesentlichen auf geschickter Anwendung von Minkowskis 1. Gitterpunktsatz. Wir wollen nun
wieder ausgehend von (3.58) die Kenntnis des Verhaltens der ho¨heren sukzessiven Minima aus
Minkowskis 2. Gitterpunktsatz einfließen lassen, um in ζ gleichma¨ßige Abscha¨tzungen fu¨r den
Wert w∗n(ζ) zu erzielen. Wir zielen darauf ab, mit der Notation aus der Einleitung des Abschnitts
3.2 den folgenden Satz zu zeigen:
Satz 3.4. Fu¨r alle ζ ∈ R und positive ganze Zahlen n gilt fu¨r die Approximationskonstante
wn(ζ)
∗ die Beziehung
w∗n(ζ) ≥ wn,n+1(ζ).
Leichte Adaption der Methode des Beweises wird dann schließlich in Satz 3.5 ein weiteres Resultat
liefern.
Satz 3.4 ist wegen (3.54) beinahe gleichbedeutend mit dem Resultat (3.24) aus [2], wobei wir
auf die dortige Voraussetzung, dass ζ nicht algebraisch vom Grad ≤ n ist, verzichten ko¨nnen.
Daraus erhalten wir unter Zuhilfenahme von (3.23) aus [7] (fu¨r genauere Literaturangaben siehe
Abschnitt 3.1 Bemerkung 4 nach Lemma 3.1) respektive Wirsings Resultat (3.92) gleichma¨ßige
Abscha¨tzungen fu¨r w∗n(ζ) nach unten, welche in den folgenden drei Korollaren festgehalten sind.
Die Abscha¨tzungen werden dabei immer besser, aufgrund der verschiedenen Methodik seien
jedoch alle drei Ergebnisse vorgestellt.
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Korollar 3.6. Fu¨r alle positive ganze Zahlen n und ζ ∈ R nicht algebraisch vom Grad ≤ ⌈n2 ⌉
gilt fu¨r die Approximationskonstante w∗n(ζ) die Beziehung
w∗n(ζ) ≥
⌈n
2
⌉
.
Beweis: In unserer Situation der simultanen Approximation von ζ, ζ2, . . . , ζn gilt im dualen Pro-
blem die Abscha¨tzung (3.23). Zusammen mit (3.54) und Satz 3.4 ergibt sich die Aussage des
Korollars. 
Korollar 3.7. Fu¨r alle positive ganze Zahlen n und ζ ∈ R nicht algebraisch vom Grad ≤ n gilt
fu¨r die Approximationskonstante w∗n(ζ) die Beziehung
w∗n(ζ) ≥
n
4
+
√
n2
16
+
n
2
=: S (n). (3.124)
Beweis: Wir zeigen zuerst die Beziehung
wn(ζ) ≥ n− 1 + n
wn,n+1(ζ)
. (3.125)
Man kann sich mittels (3.52) die Approximationskonstante ψ∗
n+1
aus wn,n+1(ζ) ausdru¨cken durch
ψ∗
n+1
=
n− wn,n+1(ζ)
n(wn,n+1(ζ) + 1)
. (3.126)
Verwendet man das aus (3.49) folgende
ψ
∗
1 ≤ −
1
n
ψ∗
n+1
(3.127)
(vergleiche genauer die linke Ungleichung auf Seite 70 unten in [14], woraus es mit (3.48) folgt)
um ψ
∗
1 nach oben abzuscha¨tzen und rechnet dann wieder auf die sich mittels (3.52) ergebende
untere Schranke fu¨r ŵn(ζ) zuru¨ck, ergibt sich genau die rechte Seite von (3.125). Diese ist folglich
auch fu¨r wn(ζ) ≥ ŵn(ζ) untere Schranke, also ist (3.125) korrekt.
Aus (3.125) und Wirsings Schranke w∗n(ζ) ≥ wn(ζ)+12 ≥ ŵn(ζ)+12 sowie Satz 3.4 folgt
w∗n(ζ) ≥ max
{
n
2
+
n
2wn,n+1(ζ)
, wn,n+1(ζ)
}
.
Der linke Term in Maximum fa¨llt mit steigendem wn,n+1(ζ), sodass der Wert w
∗
n(ζ) bei Gleichheit
der beiden Terme im Maximum minimiert wird. Die Lo¨sung der entstehenden quadratischen
Gleichung liefert aber genau S (n). 
Bemerkungen: 1) Man kann wieder mittels (1.20′) in [15] kleine Verbesserungen erzielen, verglei-
che Unterabschnitt ”Wirsings Resultat und Schranken fu¨r w∗n(ζ)” von Abschnitt 3.2.2.
2) Die Schranke S (n) in (3.128) liegt offenbar im Intervall (n2 ,
n
2 + 1) und es gilt
S (n) = n2 + 1 − o(1). Die Schranke ist daher fu¨r große n besser als die von Korollar 3.6 und
stimmt gro¨ßenordnungsma¨ßig mit der im Unterabschnitt ”Wirsings Resultat und Schranken fu¨r
w∗n(ζ)” von Abschnitt 3.2.2 via Lemma 3.9 gewonnenen u¨berein.
Indem man die in Korollar 3.7 verwendete Ungleichung (3.127) und den Verlust durch die
Abscha¨tzung von ŵn(ζ) anstatt direkt von wn(ζ) umgeht und eine alternative Abscha¨tzung ver-
wendet, erha¨lt man noch eine Verbesserung. Diese ist in Korollar 3.8 festgehalten. Die besagte
alternative Abscha¨tzung ist in der folgenden Proposition festgehalten.
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Proposition 3.3. Fu¨r die zu Q-linear unabha¨ngigen ζ1, ζ2, . . . , ζn geho¨rigen Approximations-
konstanten gilt
ψ∗
1
≤ − 2
n− 1ψ
∗
n+1
.
Beweis: Fu¨r beliebiges ǫ > 0 gilt per Definitionem fu¨r alle hinreichend großen Q die Beziehung
ψ∗n+1(Q) ≥ ψ∗n+1 − ǫ. Weiters ist aber auch wegen (3.50) auch ψ
∗
n+1
≤ ψ∗n, also gibt es beliebig
große Q mit ψ∗n(Q) ≥ ψ∗n+1(Q)− ǫ. Es gibt also einerseits beliebig große Q, sodass die Beziehung
ψ∗n(Q) + ψ
∗
n+1(Q) ≥ 2ψ∗n+1(Q)− 2ǫ gilt.
Gema¨ß (3.51) gilt an diesen Stellen Q aber andererseits (n−1)ψ∗1(Q) ≤
∑n−1
j=1 ψ
∗
j (Q). Die Aussage
der Proposition folgt aus beiden Erkenntnissen zusammen mit (3.49) und ǫ→ 0. 
Korollar 3.8. Fu¨r alle positive ganze Zahlen n und ζ ∈ R nicht algebraisch vom Grad ≤ n gilt
fu¨r die Approximationskonstante w∗n(ζ) die Beziehung
w∗n(ζ) ≥
1
4
(
n+ 1 +
√
n2 + 10n− 7
)
=: U (n). (3.128)
Es gilt fu¨r n→∞ die Beziehung U (n) = n2 + 32 + o(1).
Beweis: Wir verfahren a¨hnlich zum Beweis von Korollar 3.7. Wir verwenden (3.126) und Proposi-
tion 3.3 (im Spezialfall (ζ1, ζ2, . . . , ζn) = (ζ, ζ
2, . . . , ζn) fu¨r ζ nicht algebraisch vom Grad ≤ n) an
Stelle von (3.127) um ψ∗
1
durch Ausdru¨cke in wn,n+1(ζ) nach oben abzuscha¨tzen. Nun verwenden
wir Wirsings Resultat (3.92) und den erhaltenen Ausdruck fu¨r ψ∗
1
in (3.52), um schließlich w∗n(ζ)
durch wn,n+1(ζ) in der Form
w∗n(ζ) ≥
wn(ζ) + 1
2
≥ n+ 1
2
· 1
1− 2n−1 n−wn,n+1(ζ)wn,n+1(ζ)+1
abzuscha¨tzen. Es ergibt sich zusammen mit Satz 3.4
w∗n(ζ) ≥ max
n+ 12 · 11− 2n−1 n−wn,n+1(ζ)wn,n+1(ζ)+1 , wn,n+1(ζ)
 .
Der linke Ausdruck im Maximum fa¨llt wieder mit steigendem wn,n+1(ζ). Gleichsetzen der Aus-
dru¨cke im Maximum, Lo¨sen der quadratischen Gleichung und Vereinfachen liefert U (n).
Fu¨r die asymptotische Formel fu¨r U (n) bemerke, dass die Diskriminante D(n) in (3.128) fu¨r
n → ∞ von der Form √(n+ 5)2 − 32 ist, sie kann also fu¨r n → ∞ als D(n) = n + 5 + o(1)
angeschrieben werden. Der Rest ist elemantare Grenzwertrechnung:
U (n) =
1
4
(
n+ 1 +
√
n2 + 10n− 7
)
=
n+ 1
4
+
n+ 5 + o(1)
4
=
n
2
+
3
2
+ o(1).

Bemerkungen: 1) Der Fehlerterm U (n)− n2 − 32 ist fu¨r alle n negativ, konvergiert also von unten
gegen 0.
2) Es sind andere Abscha¨tzungen bekannt die Wirsings Resultat w∗n(ζ) ≥ n+12 in a¨hnlicher Art
verbessern, siehe Seite 2 in [12] fu¨r Referenzen. Die angegebenen Methoden demonstrieren aber
insbesondere die Nu¨tzlichkeit der Funktionen ψj(Q) im Kontext solcher Fragestellungen.
Wir beweisen nun Satz 3.4. Wir betrachten das System (3.36)-(3.40), bezeichnen es als System
A, und verwenden die Notation vom einleitenden Abschnitt 3.2. Wir erinnern, dass wenn η∗j,A(Q)
das j-te sukzessive Minimum bezu¨glich Λ und L(Q) aus (3.43),(3.44) an einer festen Stelle Q
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bezeichnet, und ν∗j,A(Q) das minimale θ = θ(Q), sodass das System (3.36)-(3.40) j linear un-
abha¨ngige Lo¨sungen hat, der Zusammenhang η∗j,A(Q) = Q
ν∗j,A(Q) besteht, siehe den einleitenden
Abschnitt 3.2. Weiter betrachten wir System B, das aus System A unter der zusa¨tzlichen Re-
striktion |P ′(ζ)| ≤ c(Q)Q 1n hervorgeht mit geeigentem spa¨ter spezifizierten c(Q) ∈ R+ und
P (ζ) = x + ζy1 + · · · + ζnyn. Wir betrachten die sukzessiven Minima ν∗j,B(Q) bezu¨glich dem
Gitter Λ∗ und dem Ko¨rper K (Q) := L(Q) ∩ c(Q) ·W (Q) ⊂ L(Q) wobei
W (Q) :=
{
(x, y1, . . . , yn) ∈ Rn+1 :
∣∣y1 + 2ζy2 + · · ·+ nζn−1yn∣∣ ≤ Q 1n} .
Der Ko¨rper L(Q) wird also im wesentlichen in Richtung orthogonal zur Hyperebene P ′(ζ) = 0
um den Faktor c(Q) komprimiert, um K (Q) zu erhalten. Wir wa¨hlen dabei c = c(Q) dermaßen,
dass
vol(K (Q)) =
1
2(n + 1)!
vol(L(Q)) <
1
(n + 1)!
vol(L(Q)) =
2n+1
2(n + 1)!
(3.129)
gilt. Aufgrund der Stetigkeit des Volumens vol(K (Q)) in c(Q) sowie vol(K (Q)) = vol(L(Q))
fu¨r alle hinreichend großen c(Q) ≥ c0(Q) und vol(K (Q)) = 0 fu¨r c(Q) = 0 existiert nach dem
Zwischenwertsatz fu¨r stetige Funktionen genau ein solches c = c(Q) ∈ (0, c0(Q)).
Aufgrund von (3.129) ergibt der 2. Gitterpunktsatz von Minkowski, dass fu¨r jedes Q mindestens
ein sukzessives Minimum in System B echt kleiner sein muss als das entsprechende Minimum
in System A. Wir ko¨nnen im weiteren oBdA davon ausgehen, dass dies durchgehend auf das
letzte Minimum zutrifft, also ν∗n+1,A(Q) > ν
∗
n+1,B(Q) fu¨r alle Q, sonst werden die Schranken
in den kommenden Abscha¨tzungen nur besser. Das bedeutet aber nach Konstruktion, dass es
(mindestens) einen ganzzahligen Vektor d(Q) ∈ Zn+1 in(
Qν
∗
n+1,A(Q)L(Q)
)
\
(
Qν
∗
n+1,A(Q)K (Q)
)
gibt. Wir identifizieren d(Q) = (x, y1, . . . , yn) in natu¨rlicher Weise mit dem ihm zugeordneten
Polynom P (ζ) = x+ ζy1+ · · ·+ ζnyn. Eine gegen unendlich strebende Folge von Q-Werten (und
somit Vektoren d(Q) ∈ Zn+1) induziert also eine Folge von Polynomen P in eben geschilderter
Weise, die Abha¨ngigkeit der Polynome P von Q sei in der Folge in der Notation unterdru¨ckt.
Zum einen gilt fu¨r d(Q), weil sich L(Q),K (Q) nur in der Richtung orthogonal zur Hyperebene
P ′(ζ) = 0 unterscheiden
|P ′(ζ)| > Qν∗n+1,A(Q)c(Q)Q 1n . (3.130)
Weil aber d(Q) ∈ Qν∗n+1,A(Q)L(Q) gilt andererseits fu¨r alle ǫ > 0 und hinreichend großesQ = Q(ǫ)
per Definition von ν∗n+1,A(Q)
|P (ζ)| ≤ Q−1+ν∗n+1,A(Q)+ǫ, (3.131)
H(P ) ≪ Q 1n+ν∗n+1,A(Q). (3.132)
mit nur von ζ, n abha¨ngigen Konstaten in ≪. Genauer gilt wegen |yt| ≤ Q 1n+ν∗n+1,A(Q) fu¨r
1 ≤ t ≤ k, sowie klarerweise |P (ζ)| ≤ 1 fu¨r Q hinreichend groß fu¨r das zum (n+1)-ten Minimum
ν∗n+1,A(Q) an der Stelle Q entsprechende P
|x| ≤ |P (ζ)| + (1 + |ζ|+ · · ·+ |ζ|n) max
1≤t≤n
|yt| ≤ 1 + (1 + |ζ|+ · · ·+ |ζ|n)Q 1n+ν∗n+1,A(Q).
Wir erhalten folglich, da auch alle anderen Betra¨ge der Koeffizienten von P durch Q
1
n
+ν∗n+1,A(Q)
beschra¨nkt sind, die Abscha¨tzung H(P ) ≤ 1+(1+ |ζ|+ · · ·+ |ζ|n)Q 1n+ν∗n+1,A(Q) fu¨r Q hinreichend
groß, also insbesondere (3.132). Da (3.130),(3.131),(3.132) fu¨r alle Q gilt, kann man eine Folge
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(Qs)s≥1 von Q-Werten wa¨hlen, sodass ν∗n+1,A(Q) gegen ν
∗
n+1,A konvergiert und erha¨lt fu¨r ǫ > 0
und hinreichend großes Q = Qs (also mit s ≥ s(ǫ)) ganzzahlige Punkte, deren zugeordnete
Polynome
|P (ζ)| ≤ Q−1+ν∗n+1,A+ǫ (3.133)
|P ′(ζ)| ≥ c(Q)Q 1n+ν∗n+1,A (3.134)
H(P ) ≪ Q 1n+ν∗n+1,A (3.135)
mit nur von ζ, n abha¨ngigen Konstanten in ≪ erfu¨llen. Ko¨nnen wir zeigen, dass
limQ→∞ logQ c(Q) = 0, folgt Satz 3.4 mittels (3.133),(3.134),(3.135) mit ǫ→ 0 via
w∗n(ζ) + 1 ≥ −
log
(
P (ζ)
P ′(ζ)
)
log(H(P ))
≫ n+ 1
n
1
1
n + ν
∗
n+1,A
= ωk,k+1(ζ) + 1, (3.136)
wobei die linke Unlgeichung aus (3.58) sowie die letzte Gleichheit aus (3.46) und (3.52) folgt.
Die aussta¨ndige Aussage limQ→∞ logQ c(Q) = 0 ist in allgemeinerer Form Inhalt des folgenden
geometrischen Lemmas. Dort wird im wesentlichen gezeigt, dass B < c(Q) < B′ mit von Q
unabha¨ngigen Konstanten B = B(n, ζ), B′ = B′(n, ζ). Die Abscha¨tzung nach unten ist dabei
nur aus Gru¨nden der Vollsta¨ndigkeit angefu¨hrt.
Lemma 3.12. Betrachte zu festen n ≥ 2, ζ ∈ R und positiven reellen Parametern R,Q die
Mengen
χA(Q) :=
{
(x, y1, . . . , yn) ∈ Rn+1 : |P (ζ)| ≤ Q−1
}
χB(R) :=
{
(x, y1, . . . , yn) ∈ Rn+1 : |P ′(ζ)| ≤ R
}
χC(Q) :=
{
(x, y1, . . . , yn) ∈ Rn+1 : |yt| ≤ Q 1n , 1 ≤ t ≤ n
}
,
wobei P (ζ) = x+ ζy1 + · · ·+ ζnyn.
Dann gilt fu¨r hinreichend große Q und alle R ≤ C(n, ζ)√nQ 1n
FRQ−
1
n ≤ vol (χA(Q) ∩ χB(R) ∩ χC(Q)) ≤ ERQ− 1n
mit von Q unabha¨ngigen Konstanten C(n, ζ), E = E(n, ζ), F = F (n, ζ).
Beweis: Beachte zuerst, dass fu¨r Q hinreichend groß wegen P (ζ) ≤ Q−1, wie schon mehrfach
verwendet, |x| ≤ 1 + (1 + |ζ|+ · · ·+ |ζn|)Q 1n gilt, man also die redundante Zusatzvoraussetzung
|x| ≤ C(n, ζ)Q 1n mit einer Konstante C(n, ζ) treffen kann, ohne das Problem zu vera¨ndern. Man
muss also um das Volumen von χA(Q) ∩ χB(R) zu berechnen, nur (x, y1, . . . , yk) im Quader
T (Q) ⊃ χA(Q) ⊃ χA(Q) ∩ χB(R), der durch |yt| ≤ Q 1n fu¨r 1 ≤ t ≤ n und |x| ≤ C(n, ζ)Q 1n
gegeben ist, beru¨cksichtigen.
Wir unterziehen nun Rn+1 einer Drehung ̟ dermaßen, dass die durch P (ζ) = 0 gegebene Hyper-
ebene auf die durch x = 0 gegebene Hyperebene H0 abgebildet wird. Das Bild der Hyperebene
P ′(ζ) = 0 unter ̟ sei die Hyperebene H1. Man u¨berzeugt sich leicht, dass die durch P (ζ) = 0
definierte Hyperebene verschieden von der durch P ′(ζ) = 0 gegebenen Hyperebene ist, also gilt
H0 6= H1, also ist die Dimension von H0 + H1 := {x + y|x ∈ H1, y ∈ H2} echt gro¨ßer als n,
und damit schon H0 + H1 := {x + y|x ∈ H0, y ∈ H1} = Rn+1. Wir folgern weiter aus der
Dimensionsformel aus der linearen Algebra:
dim(H0 ∩H1) = dim(H0) + dim(H1)− dim(H0 +H1) = n+ n− (n+ 1) = n− 1.
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Das Bild des Quaders T (Q) unter ̟ ist sicherlich im zentralsymmetrischen Wu¨rfel κ(Q) mit
der Seitenla¨nge 2C(n, ζ)
√
nQ
1
n gegeben durch
κ(Q) :=
{
(x, y1, . . . , yn) : |x| ≤
√
nC(n, ζ)Q
1
n , |yt| ≤
√
nC(n, ζ)Q
1
n , 1 ≤ t ≤ k
}
,
enthalten. Damit also auch
̟(χA(Q) ∩ χB(R) ∩ χC(Q)) ⊂ ̟(T ) ⊂ κ(Q). (3.137)
Deshalb ist das (n− 1)-dimensionale Volumen von H0 ∩H1 ∩κ(Q) offensichtlich proportional zu
(Q
1
n )n−1, also gleich DQ
n−1
n mit einer von Q unabha¨ngigen Konstante D.
Nennen wir fu¨r a, b ∈ R die zu H0 bzw H1 parallelen Hyperebenen
H0,a := ̟ ({P : P (ζ) = a}) =
{
(x, y1, . . . , yn) ∈ Rn+1 : x = a
}
,
H1,b := ̟ ({P : P ′(ζ) = b}) ,
(insbesondere also H0 = H0,0, H1 = H1,0), so gilt klarerweise auch dim(H0,a ∩H1,b) = n− 1 fu¨r
alle a, b und obiges Argument trifft auch auf alle
̟ ({P : P (ζ) = a}) ∩̟ (P : {P ′(ζ) = b}) ∩ κ(Q) = H0,a ∩H1,b ∩ κ(Q)
unter der Identifikation P = (x, y1, . . . , yn) ∈ Rn+1 zu. Man kann aus Kompaktheits- und Ste-
tigkeitsgru¨nden ein D0 wa¨hlen, sodass alle diese Bilder H0,a ∩ H1,b ∩ κ(Q) ein durch D0Qn−1n
beschra¨nktes (n−1)-dimensionales Volumen haben (oder man umgibt ̟(κ(Q)) mit der kleinsten
Kugel, die es entha¨lt und erha¨lt analog eine Abscha¨tzung der gegebenen Form). Also ausgeschrie-
ben
voln−1 (H0,a ∩ H1,b ∩ κ(Q)) ≤ D0Q
n−1
n , a, b ∈ R. (3.138)
Nun scha¨tzen wir in die andere Richtung ab. Die rotationsinvariante (n+1)-dimensionale Kugel
Un+1(Q) mit Radius Q
1
n liegt in χC(Q) und der (n− 1)-dimensionale Schnitt
Un+1(Q)∩H0∩H1 ⊂ χA(Q)∩χB(R)∩χC(Q) ist offenbar eine (n−1)-dimensionale Kugel Un−1(Q)
vom selben Radius Q
1
n in der n-dimensionalen Hyperebene H0. Diese hat aber bekanntermaßen
ein zu (Q
1
n )n−1 proportionales (n− 1)-dimensionales Volumen, also insgesamt
vol(Un+1(Q) ∩ H0 ∩ H1) = vol(Un−1(Q)) =: τ(Q) = wnQ
n−1
n , wn ∈ R.
Beachte nun, dass χB(R) aus der Menge aller Punkte in R
n+1 besteht, die von der Hyperebene
P ′(ζ) = 0 einen Abstand ho¨chstens m2R mit einer von Q unabha¨ngigen Konstante m2 haben.
Damit ist ̟(χB(R)) die Menge aller Punkte, die von H1 Abstand ho¨chstens m2R haben. Schnei-
det man diese Menge ̟(χB(R)) ⊃ H1 mit Un+1(Q) ∩H0, entsteht also eine volumsgleiche (weil
einfach gedrehte) n-dimensionale Menge der Form
V0(R,Q) :=
(y1, y2, . . . , yn) ∈ Rn : |y1| ≤ m2R,
 n∑
j=1
y2j

1
2
≤ Q 1n
 .
Integriert man das (n− 1)-dimensionale Volumen der Schnitte mit konstantem y1 (jeweils
(n− 1)-dimensionale Kugeln) nach y1, um nach dem Satz von Fubini das Volumen von V0(R,Q)
zu erhalten, erkennt man leicht, dass fu¨r R ≤ C(n, ζ)√nQ 1n mit einer von Q unabha¨ngigen
Konstante m3
voln(V0(R,Q)) ≥ m3RQ
n−1
n
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gilt. Genauer ist eine untere Abscha¨tzung vonm3 offenbar durch das Volumen der n-dimensionalen
Kugel mit Radius r dividiert durch das C(n, ζ)-fache des Volumens rn des Wu¨rfels mit Sei-
tenla¨nge r gegeben, also m3 ≤ wnC(n,ζ) mit den oben eingefu¨hrten Gro¨ßen wn, C(n, ζ). (Fu¨r alle
R > C(n, ζ)
√
nQ
1
n ist voln(V0(R,Q)) konstant weil dann χB(R) ⊃ T (Q). Das ist aber fu¨r den
Beweis nicht wichtig und im weiteren sei stets R ≤ C(n, ζ)√nQ 1n angenommen).
Wir wollen nun die n-dimensionalen Volumina von Va(R,Q) := ̟(χB(R))∩Un+1(Q)∩H0,a mit
kleinem a abscha¨tzen (in der Rechnung eben mit V0 war a = 0).
Aus Stetigkeitsgru¨nden gibt es zu jedem festen Q ein Intervall I(Q) = (−T (Q), T (Q)) sodass fu¨r
a ∈ I(Q) gilt
voln(Va(R,Q)) ≥ 1
2
voln(V0(R,Q)) ≥ 1
2
m3RQ
n−1
n , a ∈ (−T(Q),T(Q)). (3.139)
Wir fu¨hren dies noch na¨her aus: Sei πY : R
n+1 7→ Rn die Projektion (x, y1, . . . , yn) 7→ (y1, . . . , yn)
und bezeichne 1M (z) die Indikatorfunktion an der Stelle z ∈ Rn bezu¨glich einer Teilmenge
M ⊂ Rn. Wir definieren fu¨r jedes Paar R,Q und eine reelle Folge (al)l≥1
M0 := πY (V0(R,Q)) = πY (̟(χB(R)) ∩ Un+1(Q) ∩H0) ⊂ Rn
Ml := πY (Val(R,Q)) = πY (̟(χB(R)) ∩ Un+1(Q) ∩H0,al) ⊂ Rn, l > 0.
Beachte, dass M0 =M0(R,Q),Ml =Ml(R,Q) von R,Q abha¨ngen.
Da H1 6= H0 gibt es zuna¨chst sogar ein reelles Intervall a ∈ (−N,N) um Null sodass
χB(R) ∩ Un+1(Q) ∩ H0,a 6= ∅. Aufgrund der Definitionen von χB(R), Un+1(Q), H0,a sieht man
leicht die stetige Abha¨ngigkeit von der x-Komponente a. Es folgt offenbar punktweise in z fu¨r
jede Nullfolge (al)l≥1 bei festen R,Q
lim
l→∞
fl(z) := lim
l→∞
1Ml(z) = 1M0(z) =: f0(z).
Daraus folgt mit dem Lemma von Fatou angewandt auf das n-dimensionale Lebesguemaß λn
voln(M0) =
∫
Rn
f0 dλn =
∫
Rn
lim
l→∞
fl dλn = lim
l→∞
∫
Rn
fl dλn = lim
l→∞
voln(Ml).
Die Beliebigkeit der Nullfolge (al)l≥1 impliziert die stetige Abha¨ngigkeit dieser Volumina voln(Ma)
von a, aber klarerweise, weil πY orthogonal zu den Hyperebenen H0,a ⊃ Va projiziert auch
voln(Ma) = voln(Va(R,Q)). Damit folgt insgesamt (3.139).
Wir behaupten als na¨chstes: Das maximal wa¨hlbare a = T (Q) in (3.139), sodass also
voln(Va(R,Q)) =
1
2m3RQ
n−1
n , ist bei festem R proportional zu Q
1
n . Bemerke hierzu zuna¨chst,
dass mit Q∗ := unQ bzw
(
R∗, (Q∗)
1
n
)
:=
(
uR, uQ
1
n
)
mit reellem Parameter u > 0 alle betrach-
teten Mengen als Teilmengen des Rn+1 a¨hnlich mit A¨hnlichkeitsfaktor u sind, also insbesondere
fu¨r alle a
voln(Va(R,Q))
RQ
n−1
n
=
unvoln (Va(R,Q))
(uR)(un−1Q
n−1
n )
=
voln (Vua (R
∗,Q∗))
R∗(Q∗)
n−1
n
.
Im Falle a = T (Q) ergibt sich also genau mit der Wahl T (Q∗) = ua = (Q∗)
1
n
[
Q−
1
nT (Q)
]
jeweils
der Wert 12m3. Dabei kann man
[
Q−
1
nT (Q)
]
zu fest gewa¨hltem Q = Q0 als Konstante auffassen.
Da zusa¨tzlich noch das Volumen voln(Va(R,Q)) bei festem Q mit wachsendem R abnimmt und
folglich fu¨r u > 1 oder a¨quivalent Q∗ > Q das Paar (R,Q∗) ein gro¨ßeres Volumen voln(Va(., .))
liefert als das Paar (R∗, Q∗), folgt die Behauptung.
Insbesondere wa¨chst T (Q) bei festem R mit steigendem Q. Daraus folgt aber mit (3.139), dass
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es ein festes a′′ > 0 gibt, sodass fu¨r alle hinreichend großen Q ≥ Q1 mit einem Q1 = Q1(a′′) und
−a′′ ≤ a ≤ a′′ gilt:
voln (Va(R,Q)) ≥ 1
2
m3RQ
n−1
n . (3.140)
Fu¨r −a′′ ≤ a ≤ a′′ und Q ≥ Q1 wie oben ist wegen (3.138),(3.140) folglich mit G0 := 12m3
G0Q
n−1
n R ≤ voln (H0,a ∩̟(χB(R) ∩ χC(Q))) ≤ D0Q
n−1
n ·D1R (3.141)
fu¨r ein positive Konstante D1, die nur vom Winkel zwischen der x-Achse und H1 abha¨ngt.
Wir haben also das n-dimensionale Volumen von Schnitten mit Hyperebenen H0,a fu¨r kleine a
deren Normalvektor (x, y1, . . . , yn) = (1, 0, 0 . . . , 0) ist, abgescha¨tzt.
χA(Q) hat die Dicke 2mQ
−1 in zur Hyperebene P (ζ) = 0 orthogonaler Richtung mit von Q un-
abha¨ngigen nur vom Winkel zwischen x-Achse und Hyperebene P (ζ) = 0 abha¨ngigen Konstante
m = m(n, ζ). Daraus folgt
̟(χA(Q)) =
⋃
−mQ−1≤a≤mQ−1
H0,a =
{
(x, y1, . . . , yn) ∈ Rn+1 : |x| ≤ mQ−1
}
. (3.142)
Der Satz von Fubini ergibt nun durch Integrieren des n-dimensionalen Fla¨chenelements Fx(Q)
bei festem x-Wert entlang der x-Achse das Volumen des um ̟ gedrehten Ko¨rpers
χA(Q) ∩ χB(R) ∩ χC(Q). Unter Beachtung von (3.142) liefert dies
vol (̟(χA(Q) ∩ χB(R) ∩ χC(Q))) =
∫ mQ−1
−mQ−1
Fx(Q)dx. (3.143)
Da die Hyperbenen x = a gerade H0,a sind, also Fa(Q) = voln(Va(Q)), kann man die oberen
und unteren Schranken aus (3.141) direkt als Abscha¨tzungen fu¨r Fx(Q) auffassen. Gema¨ß dieser
Abscha¨tzungen eingesetzt in (3.143) ergeben sich fu¨r Q2 := m
1
a′′ und Q ≥ max{Q1, Q2}, sodass
man also (3.140) und damit (3.141) auf den Integrand in (3.143) anwenden kann, die obere bzw
untere Schranke
vol (̟(χA(Q) ∩ χB(R) ∩ χC(Q))) ≤ 2mQ−1 ·D0D1Q
n−1
n R = 2mD0D1Q
− 1
nR
vol (̟(χA(Q) ∩ χB(R) ∩ χC(Q))) ≥ 2mQ−1 ·G0Q
n−1
n R = 2mG0Q
− 1
nR.
wobei (3.137) bei der Abscha¨tzung nach oben eingegangen ist. Da ̟ als Drehung das Volumen
unvera¨ndert la¨sst also auch
vol (χA(Q) ∩ χB(R) ∩ χC(Q)) ≤ 2mD0D1Q− 1nR
vol (χA(Q) ∩ χB(R) ∩ χC(Q)) ≥ 2mG0Q− 1nR.
Die Aussage des Lemmas folgt mit E := 2mD0D1, F := 2mG0. 
Bemerkung: Nur die Abscha¨tzungen nach unten beno¨tigen die Voraussetzungen Q hinreichend
groß und R ≤ C(n, ζ)Q 1n , wie der Beweis gezeigt hat. Dies sind aber die fu¨r unsere Zwecke
wichtigeren Abscha¨tzungen, wie der Beweis nachfolgenden Korollars zeigt.
Korollar 3.9. Im Kontext vom Beweis von Satz 3.4 gilt limQ→∞ logQ c(Q) = 0.
Beweis: Es gilt offenbar mit der Notation von Lemma 3.12 und c(Q) definiert wie im ersten Teil
des Beweises von Satz 3.4, c(Q) = R(Q)Q−
1
n fu¨r genau jenes R = R(Q), fu¨r das
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vol (χA(Q) ∩ χB(R) ∩ χC(Q)) = 2
n+1
2(n + 1)!
.
Offenbar ist dabei R ≤ C(n, ζ)√nQ 1n erfu¨llt, da sonst χA(Q)∩χB(R)∩χC(Q) = χA(Q)∩χC(Q)
und damit vol(χA(Q) ∩ χB(R) ∩ χC(Q)) = vol(χA(Q) ∩ χC(Q)) = 2n+1 6= 2n+12(n+1)! .
Wir du¨rfen also Lemma 3.12 anwenden und mit der Konstante F = F (n, ζ) aus ebendiesem
Lemma gilt
2n+1
2(n+ 1)!
≥ FR(Q)Q− 1n ,
oder a¨quivalent B ·Q 1n ≥ R(Q) = Q 1n c(Q) mit B := 2n+12(n+1)!F fu¨r alle Q > 0 und damit c(Q) ≤ B
fu¨r alle Q. Insbesondere also limQ→∞ logQ c(Q) = 0. 
Nun kommen wir abschließend zum im Titel vom aktuellen Abschnitt 3.2.3 erwa¨hnten neuen Re-
sultat. Dieses la¨sst sich unter geringfu¨gigen Adaptionen analog zum Beweis von Satz 3.4 herleiten,
weshalb wir den Beweis nur skizzenhaft ausfu¨hren. Es betrifft die gleichma¨ßige Approximations-
konstante ŵ∗n(ζ). Sie steht in analogem Zusammenhang zu w
∗
n(ζ) wie etwa wn(ζ) zu ŵn(ζ) (oder
ωj zu ω̂j) und ist wie folgt definiert.
Definition 3.9. Wir bezeichnen zu festen n ≥ 1 und ζ ∈ R die gro¨ßte reelle Zahl, sodass
|ζ − α| ≪ H(α)−µ−1
fu¨r alle hinreichend großen H eine algebraische Zahl α vom Grad ≤ n mit H(α) ≤ H mit nur
von n, ζ abha¨ngigen Konstanten in ≪ als Lo¨sung besitzt, mit ŵ∗n(ζ).
Es folgt wieder aus (3.57), dass man sich auf das Studium von Polynomen von Grad ≤ n be-
schra¨nken kann, um die Approximationskonstante ŵ∗n(ζ) zu verstehen. Dies werden wir im Beweis
implizt verwenden.
Satz 3.5. Fu¨r alle positiven ganzen Zahlen n und alle ζ ∈ R gilt
ŵ∗n(ζ) ≥ ŵn,n+1(ζ).
Beweis:[Skizze] Indem man im wesentlichen der Argumentation des Beweises von Satz 3.4 folgt,
erha¨lt man unter Beru¨cksichtigung der Definitionen der Gro¨ßen ν∗n+1,A und ν
∗
n+1,A, dass es fu¨r
jedes hinreichend großeH ein Polynom P der Ho¨he H(P ) ≤ H gibt, sodass (3.133)-(3.135) erfu¨llt
ist, wenn man jeweils ν∗n+1,A durch ν
∗
n+1,A ersetzt. Daraus ergibt sich die Behauptung mittels
(3.52) analog zu (3.136) in Kombination mit Korollar 3.9 zu Lemma 3.12. 
Bemerkungen: 1) Da wir ein vergleichbares Resultat zu jenemvon Wirsing fu¨r ŵ∗n(ζ) nicht zur
Verfu¨gung haben, ist es schwierig eine vernu¨nftige gleichma¨ßige untere Schranke fu¨r ŵ∗n(ζ) an-
zugeben.
2) Man kann analog zu Satz 3.4 auch Lemma 3.9 ”dualisieren”, die Beziehung
ŵ∗n(ζ) ≥
wn(ζ)
wn(ζ) + 1− n.
wurde in [7] erbracht und findet sich auch in [17] Seite 22.
Korollar 3.10. Sei n eine positive ganze Zahl und ζ ∈ R. Weiter sei ω die Approximationskon-
stante der Kapitel 1 und 2 zu (ζ, ζ2, . . . , ζn). Dann gilt
ŵ∗n(ζ) ≥
1
ω
.
Beweis: Kombination aus Satz 3.5 und (3.54). 
Anhang A
Programm
A.1 Herleitung eines Algorithmus
Das vorliegende Programm bescha¨ftigt sich mit dem simultanen Approximationsproblem
|x| ≤ Q+1+θ
|ζ1x− y1| ≤ Q− 1n−1+θ
|ζ2x− y2| ≤ Q− 1n−1+θ
...
...
|ζn−1x− yn−1| ≤ Q− 1n−1+θ
fu¨r Q -linear unabha¨ngige und oBdA positive {1, ζ1, ζ2, . . . , ζn−1}. Genauer betrachtet man die
sukzessiven Minima
λi(Q) := min{λ > 0 : dim(span(λ · C ∩ Γ)) = i}
wobei C der Quader C := [−Q,Q]×
[
−Q− 1n−1 , Q− 1n−1
]n−1
ist und Γ das Gitter bestehend aus
allen Vektoren
(x, ζ1x− y1, ζ2x− y2, . . . , ζn−1x− yn−1), x := (x, y1, y2, . . . , yn−1) ∈ Zn
Die im Programm berechneten Li sind nun definiert durch
Li(q) := log(λi(e
q)), q := log(Q)
Definiert man fu¨r ein x = (x, y1, y2, . . . , yn−1) ∈ Zn
Lx(q) := max
{
log(x) − q, max
1≤i≤n−1
log (|ζix− yi|) + q
n− 1
}
so ist Li(q) der kleinste Wert s, zu dem i linear unabha¨ngige x existieren mit jeweils Lx(q) ≤ s.
Klarerweise gibt es ein zugeho¨riges x mit Li(q) = Lx(q) und genau bei lokalen Maxima von Li
treffen zwei Vektoren xk,xk+1 zusammen mit xk < xk+1, dieses x = xk+1 ist allein maßgeb-
lich fu¨r das folgende lokale Minimum. Es bezeichne im weiteren x2 das zum lokalen Extremum
geho¨rige x, die lokalen Minima seien auch als Knickpunkte bezeichnet.
Diese Li(q) sind folglich stu¨ckweise linear mit Steigung −1 oder 1/(n− 1).
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Input:
ζ := (ζ1, ζ2, . . . , ζn−1) mit {1, ζ1, ζ2, . . . , ζn−1} Q- linear unabha¨ngig (idealisiert).
q max ... terminiert Abbruch, genauer wird bis zum Schnittpunkt der fallenden (weitergezeich-
neten) Gerade des ersten lokalen Minmums q von Ln(q) das q > q max und alle n Bestapproxi-
mationen kleiner als log(0.5) erfu¨llt, mit den Li(q) gerechnet und geplottet
Output:
plot der Funktionen L1(q), L2(q), . . . Ln(q) bis zu oben genannter Gerade
laenge vorlauf... gro¨ßtes x im Vorlauf des Programms d(n) > log(0.5)
x max ... letztes durchlaufenes x
bestapproximationen ... Vektor der n Bestapproximationen maxi |ζix − yi|, x ≤ x max zu l.u.
zugeho¨rigen Vektoren x
log bestapproximationen... Vektor La¨nge n, Eintragsweise Logarithmen obigen Vektors
K ... Matrix; in der j-ten Zeile stehen die M(j)-Stu¨ck lokalen Extrema von Lj der Gro¨ße nach,
ab M(j) + 1 bis maxjM(j) durch 0 fortgesetzt
Bemerkung: es gilt x max≥ laenge vorlauf +1
Das Programm berechnet der Reihe nach die lokalen Extrema der Li(q) die von neuen x hervor-
gerufen werden und speichert sie in Matrix K mit n Zeilen. Dabei wird durchgehend Verwendung
davon gemacht, dass fu¨r xk < xk+1 mit xk < xk+1 stets bis zum ersten Knickpunkt Lxk < Lxk+1
gilt, sodass also die zu lokalen Extrema Ki,1:M(i) von Li geho¨rigen x mit steigendem Index j im
Vektor M streng monoton wachsende x-Koordinaten haben.
Es werden fu¨r jede neue x-Koordinate die notwendige Anzahl an Bestapproximationen
(y1, y2, . . . , yn−1) ∈ Zn−1 fu¨r Lx mit x = (x, y1, y2, . . . , yn−1) bestimmt. Dann wird u¨berpru¨ft, in
welcher Weise diese neuen Vektoren den Verlauf der Li vera¨ndern und schließlich x um 1 erho¨ht
und das Ganze beginnt von neuem.
Um diese U¨berpru¨fungsphase korrekt und rechenzeitsparend durchzufu¨hren sind zwei einfache
Lemmata nachzupru¨fen:
Lemma A.1. Fu¨r festes x ∈ N erfu¨llt genau ein (n− 1)-Tupel (y1, y2, . . . , yn−1) die Bedingung
ωx := max
i
|ζix− yi| ≤ 1
2
Beweis: Fu¨r feste i, ζi, x ist |ζix − yi| ≤ 12 wegen ζi /∈ Q fu¨r alle i und daher {ζix} 6= 12 offenbar
nur genau fu¨r die eindeutig bestimmte na¨chste ganze Zahl ||ζix|| an ζix erfu¨llt. Also ist auch das
(n− 1)-Tupel eindeutig als dieser Bestapproximationsvektor bestimmt. 
Bemerkung: Man sollte gema¨ß Lemma A.1 Fa¨lle vermeiden, in denen numerisch fu¨r kleine x und
einen Index {ζix} ≈ 12 gilt.
Lemma A.2. Betrachtet man fu¨r festes x ∈ N wieder zu jedem x := (x, y1, y2, . . . , yn−1) ∈ Zn
den Wert
ωx := max
i
|ζix− yi|
und ordnet diese der Gro¨ße nach, so sind unter den kleinsten 2n−2 + 1 Zahlen ωx stets n Stu¨ck
ωx1 , ωx2 , . . . , ωxnzu finden, deren zugeho¨rige Vektoren x1,x2, . . . ,xn linear unabha¨ngig sind.
Definition A.1 (lineare Hu¨lle, affine Hu¨lle). Die lineare Hu¨lle zu gegebenen y1,y2, . . . ,yk ∈ Rn
ist der von den yi aufgespannte Unterraum von R
n, formelma¨ßig gegeben durch
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{λ1y1 + λ2y2 + · · ·+ λkyk : λi ∈ R}
Die affine Hu¨lle zu gegebenen y1,y2, . . . ,yk ∈ Rn ist der um den Vektor y1 verschobene Unter-
raum von Rn der von den Differenzvektoren {yi−y1, 2 ≤ i ≤ k} aufgespannt wird, formelma¨ßig
gegeben durch {
λ1y1 + λ2y2 + · · ·+ λkyk : λi ∈ R,
k∑
i=1
λi = 1
}
Hilfslemma: Die Dimension der affinen Hu¨lle einer Teilmenge des Rn ist nie gro¨ßer als die der
linearen Hu¨lle und Gleichheit gilt genau dann, wenn die affine Hu¨lle mit der linearen Hu¨lle u¨ber-
einstimmt. Dies ist genau dann der Fall, wenn die affine Hu¨lle den Nullvektor entha¨lt.
Beweis Hilfslemma: Aus der Definition der affinen bzw linearen Hu¨lle als Linearkombinationen
folgt unmittelbar, dass die affine Hu¨lle stets in der linearen Hu¨lle enthalten ist. Daraus folgen
sofort die ersten beiden Aussagen. Letzte folgt aus der Tatsache, dass affine Teilra¨ume genau
dann Unterra¨ume sind, wenn sie den Nullvektor enthalten.
Bemerkung: Es folgt ebenfalls sofort aus den Definitionen von linearer und affiner Hu¨lle, dass die
Dimension der affinen Hu¨lle nicht mehr als um 1 kleiner sein kann als die der linearen Hu¨lle.
Beweis: Vorab zur Bezeichnung: Unter der i-ten Bestapproximation zu gegebenen x0, ζ1, ζ2, . . . , ζn−1
vestehen wir
d(i) := max {t ∈ R : ∀x1, . . . ,xi l.u. : t ≤ log(ωxi)} (A.1)
wobei alle xi die x-Koordinate x0 haben. Beachte, dass es stets ein i-Tupel von Vektoren
x1,x2, . . . ,xi gibt, fu¨r welches d(i) angenommen wird da es fu¨r jedes feste x0 nur eine end-
liche Menge von Approximationsvektoren gibt die zu guten Approximationen fu¨hren (weshalb
man u¨berhaupt erst Maximum statt Supremum schreiben darf). Die zugeho¨rigen Vektoren xj
heißen Bestapproximationsvektoren. Weiters bedeutet im folgenden die richtig gerundete Zahl
zu ζix die na¨chste ganze Zahl, und falsch gerundet die zweitna¨chste. Die beiden Werte sind also
als ungeordnete Menge gegeben durch ⌊ζix0⌋ und ⌈ζix0⌉.
Zuna¨chst ordnet man die logarithmierten Absta¨nde der ζix zur na¨chsten ganzen Zahl der Gro¨ße
nach ordnet, also
b1 = min
i
min
y∈N
|ζix− y|, min
i
=: i1
b2 = min
i6=i1
min
y∈N
|ζix− y|, min
i6=i1
=: i2
b3 = min
i/∈{i1,i2}
min
y∈N
|ζix− y|, min
i/∈{i1,i2}
=: i3
...
...
bn−1 = min
i/∈{i1,i2...,in−2}
min
y∈N
|ζix− y| = max
i
min
y∈N
|ζix− y|
Man u¨berzeugt sich leicht davon, dass fu¨r festes x = x0 die Bestapproximation mit Wert bn−1
durch richtiges runden aller ζix0 und fu¨r 1 ≤ j ≤ n − 1 die kleinsten 2j Werte ωx- davon die
gro¨ßten 2j−1 mit Wert bn−1−j- dadurch entstehen, dass man alle Kombinationen yik = ⌊ζikx0⌋
und yik = ⌈ζikx0⌉ fu¨r n − j ≤ k ≤ n− 1 nimmt und die u¨brigen n− j − 1 richtig rundet. (Mit
j = n− 1 sind das u¨brigens genau die (n− 1)-Tupel, fu¨r die ωx < 1 gilt.)
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Diese 2j Punkte bilden die Eckpunkte eines j-dimensionalen Wu¨rfels Wj mit Seitenla¨nge 1, und
es gilt
Wj ⊂Wj+1.
Offenbar nimmt die Dimension der affinen Hu¨lle der ersten k Punkte genau an den Stellen
k ∈ Ω := {1, 2,∪n−2j=1 {2j + 1}} um eins zu, wenn man fu¨r die leere Menge formal Dimension −1
setzt, denn der erste Punkt spannt erst einen affinen Raum der Dimension 0 auf. Ordnet man
zu x = x0 fu¨r alle Vektoren x die Werte ωx der Gro¨ße nach
x1 < x2 < . . . ,
so spannt die n-elementige Menge {xk, k ∈ Ω} folglich einen (n − 1)-dimensionalen affinen
Raum auf. Daher ko¨nnte die Dimension nach obigem Hilfslemma nur dann echt kleiner n sein,
wenn die affine Hu¨lle dieser Wu¨rfeleckpunkte den Nullvektor entha¨lt. Das ist aber unmo¨glich, da
der ganze Wu¨rfel in einer Hyperebene mit fester x-Koordinate ungleich Null liegt. 
Bemerkung: Der Beweis von Lemma A.2 zusammen mit der Bemerkung nach dem Hilfslem-
ma zeigen, dass man zu festem x explizite Kenntnis der n Bestapproximationsvektoren besitzt.
Denn die lineare Hu¨lle einer Menge von Vektoren kann durch Hinzugabe eines weiteren Vektors
natu¨rlich nur dann an Dimension anwachsen wenn die affine dies tut. Die durch die Indexmenge
Ω- die ja die Stellen des Anwachsens der affinen Hu¨lle um Dimension 1 kennzeichnet- beschrie-
bene Menge an Bestapproximationsvektoren kann also nicht verbessert werden. Dies wird im
weiteren verwendet.
Im weiteren wird aufgrund der Lesbarkeit nicht durchgehend streng zwischen dem Vektor der
Bestapproximationen und dem logarithmierten Vektor log bestapproximationen unterschieden
(siehe Output). Der im folgenden auftretende Vektor d wird stets die bereits logarithmierten
Bestapproximationen enthalten, zwischendurch wird Bestapproximation(en) aber auch fu¨r die
noch nicht logarithmierte Version verwendet.
Nach Lemma A.2 und der Definition von Lx existieren zu x = 1 stets n linear unabha¨ngige
Vektoren x die
Lx(q) ≤ 0, q ∈ [0, q0], q0 > 0
erfu¨llen. Das bedeutet, dass alle Li in einer Nullumgebung Steigung −1 haben. Um den ersten
Knickpunkt von Lj zu berechnen, muss man also den Vektor b aus dem Beweis von Lemma
A.2 berechnen und sich fu¨r spa¨ter auch die zugeho¨rigen Bestapproximationsvektoren merken.
Dies geschieht, indem die n Bestapproximationen aus dem Beweis von nach Lemma A.2 der
Gro¨ße ihrer Bestapproximation nach zeilenweise in eine (n × n)-Matrix C gespeichert werden,
die n Bestapproximationen (aus den bi gewonnen) logarithmiert in einen Vektor d. Die Zeilen
von C minimieren also ω(x) fu¨r linear unabha¨ngige x und ist xi die i-te Zeile von C, so gilt
d(i) = log(ωxi).
Im Programm passiert dies entprechend dem Beweis von Lemma A.2. Zuerst werden die Absta¨nde
von ζix zur na¨chsten ganzen Zahl der Gro¨ße nach geordnet. Die bereits nach aufsteigender Gro¨ße
geordnetenWerte seien mit g(1), g(2), . . . , g(n−1) bezeichnet. Sie entsprechen den b1, b2, . . . , bn−1
aus dem Beweis von Lemma A.2. Tatsa¨chlich werden im Programm die Bestapproximationen zu
jedem 1 ≤ i ≤ n− 1 noch ungeordnet und zuerst in einem Vektor b gespeichert und dann mittels
eines vordefinierten sort-Algorithmus die Werte geordnet in einen Vektor g gespeichert und ein
Hilfsvektor h mitgefu¨hrt, der angibt an welcher Stelle in b das entsprechende Element von g
steht, also g(j) = b(h(j)). (Dies ist unter anderem notwendig, um die richtigen Spalten in der
Matrix C zu a¨ndern, die im kommenden im Vorlauf durch zusammenstu¨ckeln zweier Matrizen
entsteht. Wu¨rden die Spalten dieser beiden Matrizen verschieden getauscht, ko¨nnte der Rang
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nicht korrekt wiedergegeben werden.)
Der Bestapproximationsvektor ist einfach dieser Vektor der na¨chsten ganzen Zahlen, der zu-
geho¨rige Wert ist d(1) = log(g(1)). Danach erha¨lt man fu¨r 1 ≤ j ≤ n−1 jeweils den na¨chstbesten
Bestapproximationsvektoren mit Wert d(j+1) = log(1−g(j+1)), indem man die ij-Koordinate
falsch und die u¨brigen richtig rundet.
Die ersten Knickpunkte K(i, .) von Li errechnen sich durch Lo¨sen von
log(x)−K(i, .) = d(i) + K(i, .)
2
=⇒ K(i, .) = 2
3
· [log(x)− d(i)] , 1 ≤ i ≤ n. (A.2)
Nun beginnt der Vorlauf des Programms, die Phase in der d(n) > log(0.5). Anfangs ist dies fu¨r
n ≥ 2 stets erfu¨llt, da der Vektor d nach Lemma A.1 nur an der ersten Stelle einen Wert kleiner
log(0.5) annimmt. Die Matrix C wird gema¨ß dem Beweis von Lemma A.2 um die Matrix D der n
Bestapproximationsvektoren zum na¨chsten x- wieder analog zur Bestimmung der Matrix C bei
der Bestimmung ersten Knickpunkte mithilfe von neuen Vektoren b, g, h- erweitert, zeilenweise
geordnet nach der Approximationsgu¨te, sodass eine (2n×n)-MatrixE entsteht. Der aus dem zum
neuen x geho¨rigen Vektor g gewonnene Vektor der Bestapproximationswerte der oben bereits mit
den Bestapproximationen d u¨bereinstimmte wird nun mit r bezeichnet. Es gilt also
r(1) = log(g(1))
r(j + 1) = log(1− g(n− j)), 1 ≤ j ≤ n− 1.
Der Vektor d wird um den neuen Vektor r auf einen Vektor e der La¨nge 2n erweitert, also
e(j) = d(j), 1 ≤ j ≤ n
e(j) = r(j), n+ 1 ≤ j ≤ 2n.
Nun wird e wieder mit der sort-Funktion zu einem Vektor p geordnet und die entsprechenden
Indizes in e in einem Vektor q mitgefu¨hrt, sodass also p(j) = e(q(j)), 1 ≤ j ≤ 2n, und mit-
hilfe dieser Vektoren werden die Zeilen der Matrix E der Approximationsgu¨te nach geordnet
und die ersten (2n− 1) entstehenden Zeilen der Matrix wieder in C umbenannt, C ist also eine
(2n − 1) × n-Matrix. Der schlechteste Approximationsvektor der in der letzten (2n)-ten Zeile
stehen wu¨rde muss nicht mehr betrachtet werden, da nach den ersten (2n− 1) Zeilen sicher eines
der beiden n-Tupel aus der alten Matrix C und der Matrix D bereits vollsta¨ndig aufgetreten ist
und daher der Rang der Matrix an dieser Stelle bereits n ist. Dabei ist die lineare Unabha¨ngigkeit
der ersten n Zeilen von C noch nicht notwendig gewa¨hrleistet.
Danach wird also fu¨r Lj untersucht, wann die ersten j linear unabha¨ngigen Vektoren in C
gefunden sind. Dies geschieht unter Vermeidung der rank-Funktion, indem alle n-elementigen
Teilmengen
{(m1,m2, . . . ,mn) : m1 < m2 < . . . < mn} ⊂ {1, 2, . . .2n− 1}
lexikographisch geordnet durchlaufen werden bis erstmals die Matrix die aus den
m1,m2, . . .mn-ten Zeilen von C gebildet wird, regula¨r ist. C wird von dieser neuen (n×n)-Matrix
u¨berschrieben. Die entsprechenden mi-Werte zeigen auch an, welche Eintra¨ge von e in welcher
Abfolge im neuen Vektor d stehen mu¨ssen, der nun die korrekten n besten Werte entha¨lt. Ge-
nauer: Die alte Matrix C (vor der eben erfolgten Rangabkla¨rung) hat genau ab der mj-ten Zeile
Rang mindestens j (klarerweise mj ≥ j), und es gilt daher offenbar d(j) = e(mj), 1 ≤ j ≤ n.
Die nun u¨berschriebene (n× n)-Matrix C und der Vektor d sind nun die echten Bestapproxima-
tionen bis inklusive zur neuen x-Koordinate.
Ist also xi die i-te Zeile von C, so minimiert d(i) den Wert log(ωxi), sodass es i linear unabha¨ngi-
ge Vektoren y1,y2, . . .yi gibt mit log(ωyi) ≤ d(i). Dann werden die neuen Extrema gema¨ß (A.2)
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berechnet. Fu¨r genau die j, fu¨r die Lj durch ein zum neuen x geho¨riges x keine (zwei) neuen
Extrema entstehen, werden diese im na¨chsten Durchlauf u¨berschrieben.
Ab dem Zeitpunkt d(n) < log(0.5) (in der Regel passiert dies sehr fru¨h, nach Lemma A.3 ge-
schieht es stets irgendwann) muss man gema¨ß Lemma A.1 nur noch die Bestapproximationen zu
ζix, also b1(x) betrachten. Verla¨sst man also den Vorlauf, so wird in jedem weiteren Durchlauf
zuerst so lange x erho¨ht und (nur) die zugeho¨rige Bestapproximation dazu berechnet, bis diese
(Erst-)Bestapproximation kleiner als das aktuelle d(n) ist, also die aktuelle n.-Bestapproximation,
denn das sind die einzigen Werte, an denen potentiell neue Extrema der Lj entstehen ko¨nnen. In
diesem Fall arbeitet man fortan also durch Hinzufu¨gen des zugeho¨rigen Bestapproximationsvek-
tors zur Matrix der alten n Bestapproximationsvektoren nur mehr mit einer ((n+1)×n)-Matrix
C vom Rang n. Daher reicht es herauszufinden, an welcher Stelle (in welcher Zeile) die Matrix
ihren vollen Rang verliert und von da an ist der Rang stets um 1 defizient. Dies wird im Pro-
gramm realisiert, indem man j so lange vergro¨ßert bis beim U¨berschreiben der Zeilen (n− j) bis
n durch die jeweils darauffolgende bis die entstehende Matrix regula¨r ist. In der (n− j)-ten Zeile
wird C dann offenbar rangdefizient. Dieses Vorgehen vermeidet abermals die rank-Funktion, es
mu¨ssen erneut lediglich die Determinanten der entsprechenden Matrizen C ausgewertet werden
um festzustellen ob sie regula¨r sind. Der Vektor d wird wieder bestimmt, indem ab der defizienten
Index jeder Eintrag von d durch den darauffolgenden u¨berschrieben wird, und die neuen lokalen
Extrema werden wieder gema¨ß (A.2) berechnet.
Letztendlich werden noch L1, L2, . . . , Ln−1 bis zur Gerade des letzten Maximums und Minimums
von Ln linear mit Anstieg 1/(n− 1) vom letzten lokalen Minimum weitergezeichnet, sollten sie
durch x max nicht ohnehin neue Extrema annehmen, da bis dahin offensichtlich kein x neue
Extrema verursacht hat. Die Abfrage, ob ein Lj durch x max verursachte Extrema hat erfolgt
durch eine Schleife.
Abbruch: Der Algorithmus bricht ab, wenn im letzten Durchlauf der langen while-Schleife
K(n,M(n)) > q max erkannt wird- also ein Extremum von Ln große¨r als q max ist, und man
sich nicht mehr in der Schleife befindet, in der d(n) < log(0.5) gilt. Man muss zeigen, dass beides
fu¨r q ≥ q0, q0 ∈ R erfu¨llt ist. Dies ist mit unserer Notation nochmals im untenstehenden Lemma
abgearbeitet, es entspricht aber im wesentlichen der Aussage von Lemma 1.1.
Lemma A.3. Seien ζ1, ζ2, . . . , ζn−1 mit {1, ζ1, ζ2, . . . , ζn−1} Q-linear unabha¨ngig. Dann hat jedes
Lj unendlich viele lokale Extrema und es existiert ein q0 ∈ R sodass d(n) < log(0.5) fu¨r q ≥ q0,
mit d(i) wie oben in (A.1) fu¨r 1 ≤ i ≤ n, wobei die x-Koordinaten aller xi indirekt durch q
beschra¨nkt sind.
Beweis: Da das sukzessive Minimaproblem nach dem Dirchiletschen Approximationssatz stets
eine Lo¨sung besitzt und Q−
1
n−1 fu¨r festes n bei Q→∞ gegen 0 konvergiert und das Maximum
der auftretenden rechten Seiten des Ungleichungssystems aber gerade ωx ist, was unserem d(1)
entspricht, muss also d(1) → 0 fu¨r q → ∞ und daher muss wegen der vorausgesetzten Q-
linearen Unabha¨ngigigkeit (insbesondere gibt es also ein irrationales ζi, was fu¨r diese U¨berlegung
ausreichend ist) L1 auch unendlich viele Extrema haben. Fu¨r alle weiteren Lj, j ≥ 2 folgt es
induktiv aus der Tatsache, dass fu¨r jedes 1 ≤ s ≤ n− 1 unendlich viele Stellen q mit
λs(q) = λs+1(q)
gibt, also auch unendlich viele Stellen q mit
Ls(q) = Ls+1(q).
Aus d(j) → 0 fu¨r q → ∞ folgt also d(j + 1) → 0 fu¨r q → ∞ und damit gibt es auch unendich
viele lokale Extrema fu¨r Lj+1. 
MATLABCODE 182
Bemerkung: die Vorlaufphase des Programms kann fu¨r spezielle Wahlen der ζi beliebig lange wer-
den. Wa¨hlt man zu k ∈ N simultan 0 < {ζi} < 12k , so sind die (Erst-)Bestapproximationsvektoren
zu x = 1, x = 2, . . . , x = k paarweise linear abha¨ngig, also kann erst ab x = k + 1 die Vorlauf-
phase verlassen werden. Tatsa¨chlich passiert dies teils erst erheblich spa¨ter (als bei max 12{ζi} ),
also ist die Rechenzeit fu¨r den Vorlauf in solchen Fa¨llen hoch. Das Problem, dass numerisch
mit rationalen Zahlen gerechnet wird und daher die Forderung aus Lemma A.3 keine praktische
Grundlage hat tritt jedoch aufgrund der genu¨gend großen Zahl von 16 Nachkommastellen in
Matlab typischerweise nicht auf.
A.2 Matlabcode
function[m]= L1L2L3zeichnen32(zeta, q_max)
% Input: Vektor zeta der Laenge >=1, plot-Grenze q_max
% berechnet und plottet L_i(q) von q=0 wahlweise bis zur
% Gerade f(q)= log(x_max)- q an der L_n das erste Minimum nach
% q_max annimmt fuer das die n-te Bestapproximation kleiner log(0.5) ist
% und gibt weiters
% K(j,.) ... Vektoren mit lokalen Extrema von resp. L_j
% der letzte Eintrag von r,s ist in der Regel kein Extremum von L1 bis
% L_n-1 sondern nur von L_n
% x_max ... letztes durchlaufenes x
% Bestapproximation ... Bestapproximationsvektor am Schluss des plots
% zurueck;
% Bestapproximation: max_{j} min_{y_j}(abs(zeta_j*x-y_j)
% bzw max_{j} min_{y_j}log((abs(zeta_j*x-y_j))
% Q:= exp(q), 0 < x =< Q, y1, y2 ganze Zahlen
% 2./3./...n. Bestapproximation: entsprechend mit 2/3/...n lu Vektoren
% 1. SCHRITT: ersten Minima aller L_i bestimmen, x=1
% man kann die ersten Minima explizit ohne Schleife hinschreiben,
% sie haben alle x=1;
% 2. SCHRITT: Vorlauf
% nimm die besten n alten und berechne alle Approximationen < 1
% zu neuem x_neu und suche aus all diesen die n lu Bestapproximationen
% solange bis d(n)< log(0.5);
% 3. SCHRITT: Programm ab dem Zeitpunkt wo d(n)< log(0.5) ab dort brauche ich
% nur noch die Bestapproximation zu jedem x_neu berechnen
tic % Zeitmessung
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n= length(zeta)+1; % n ist Raumdimension, length(zeta) ist (n-1)
% Initialisieren
K(1:n, 1)= 0; % Umschaltstellenvektoren q-Werte; erster Index ist i in L_i,
% zweiter die Stelle ("= das wievielte Extremum")
L(1:n, 1)= 0; % L_i-Vektoren; erster Index ist i in L_i, zweiter die Stelle
M(1:n)= 1; % Hilfsvariablen zum erhoehen des Indizes in K,L
x_neu= 1;
% 1. SCHRITT
for j=1:n-1
if zeta(j)*x_neu- floor(zeta(j)*x_neu)< 1/2
a(j,1)= floor(zeta(j)*x_neu);
b(j)= zeta(j)*x_neu- floor(zeta(j)*x_neu);
a(j,2)= ceil(zeta(j)*x_neu);
else
a(j,1)= ceil(zeta(j)*x_neu);
b(j)= ceil(zeta(j)*x_neu)- zeta(j)*x_neu;
a(j,2)= floor(zeta(j)*x_neu);
end
end
% a(j, 1)... Bestapproximationskoordinate zu zeta(j)*x_neu
% a(j, 2)... Zweitbestapproximationskoordinate zu zeta(j)*x_neu
% b(j)... Bestapproximation zu zeta(j)*x_neu,
% b(j)= min_{y}: abs(zeta(j)*x_neu-y)
[g,h]= sort(b,2);
d(1)= log(g(n-1));
for j=2: n
d(j)= log(1- g(n-j+1));
end
% d bestimmt
% definiere zugehoerige (n*n)-Matrix C zu Vektor d
% in j-ter Zeile steht die j.-Bestapproximation aus Z^n
C(1:n, 1)= x_neu; % 1. Spalte von C befuellt
for j=1:n
for t= 1:n-1
C(j,h(t)+1)= a(h(t),1);
end
end
for j=1:n-1
C(j+1, h(n-j)+1)= a(h(n-j),2);
end % ueberschreiben der falschen Eintraege
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% Matrix C bestimmt
for j=1:n % ersten lokalen Minima bestimmen
M(j)= M(j)+1;
K(j,M(j))= [(n-1)/n]*[log(x_neu)-d(j)];
L(j,M(j))= log(x_neu)- K(j,M(j));
end
% Praeparation fuer Schleife
x_neu= x_neu+1;
for j=1:n-1
if zeta(j)*x_neu- floor(zeta(j)*x_neu)< 1/2
a(j,1)= floor(zeta(j)*x_neu);
b(j)= zeta(j)*x_neu- floor(zeta(j)*x_neu);
a(j,2)= ceil(zeta(j)*x_neu);
else
a(j,1)= ceil(zeta(j)*x_neu);
b(j)= ceil(zeta(j)*x_neu)- zeta(j)*x_neu;
a(j,2)= floor(zeta(j)*x_neu);
end
end
% a(j, 1)... Bestapproximationskoordinate zu zeta(j)*x_neu
% a(j, 2)... Zweitbestapproximationskoordinate zu zeta(j)*x_neu
% b(j)... Bestapproximation zu zeta(j)*x_neu,
% b(j)= min_{y}: abs(zeta(j)*x_neu-y)
d_neu= log(max(b)); % neue Bestapproximation, nur fuer n=1 notwendig
% 2. SCHRITT
while K(n,M(n))< q_max
% brauche in jedem Schleifendurchlauf x_neu, d_neu, Matrix a=a(1:n-1,1:2)
% Vektor b=b(1:n-1), Matrix C=C(1:n,1:n) und Vektor d= d(1:n)
while d(n) > log(0.5)
% d_neu < log(0.5) < d(n) -> x_neu ist sicher neues x
for j=1:n % lokale Maxima bestimmen
M(j)= M(j)+1;
K(j,M(j))= [(n-1)/n]*[log(x_neu)-d(j)];
L(j,M(j))= log(x_neu)- K(j,M(j));
end
% a(j, 1)... Bestapproximationskoordinate zu zeta(j)*x(j)
% a(j, 2)... Zweitbestapproximationskoordinate zu zeta(j)*x(j)
% b(j)... Bestapproximation zu zeta(j)*x(j),
% b(j)= min_{y}: abs(zeta(j)*x(j)-y)
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[g,h]= sort(b,2);
r(1)= log(g(n-1));
for j=2: n
r(j)= log(1- g(n-j+1));
end
% r enthaelt fuer die besten n lu Bestapproximationsvektoren zu
% neuem x der Groesze nach geordnet den Wert
e= [d r]; % length(e)= 2n
[p,q]= sort(e,2);
% definiere nun (n*n)-Matrix D der 2n lu bestapproximationen
% mit x= x_neu zu Vektor r;
D(1:n, 1)= x_neu; % 1. Spalte von C befuellt
for j=1:n
for t= 1:n-1
D(j,h(t)+1)= a(h(t),1);
end
end
for j=1:n-1
D(j+1, h(n-j)+1)= a(h(n-j),2);
end
% definiere Hilfsmatrix E die spaeter wieder zu C umgeschrieben
% wird
% E enthaelt die wie e:= [d r] geordneten Bestapproximationsvektoren
% zu e (noch nicht notwendig lu)
E= [C; D];
for j=1:2*n-1
C(j,1:n)= E(q(j),1:n); % ordnet E wie p und benennt E wieder in C um
end
% Matrix C fertig bestimmt mit n oder (n-1) alten und jenen
% (n-1) oder n neuen Bestapproximationen fuer die eine
% Aenderung in alter Matrix C auftreten kann von diesen
% muessen die kleinsten n linear unabhaengigen ermittelt werden;
% Vektor p der Laenge 2n enthaelt zugehoerige Werte;
% Vektor q der Laenge 2n enthaelt zugehoerige Positionen
% in Vektor e:= [d r];
% so lange n-Tupel (m_1,m_2,...,m_n) von (1,2,...,2n) lexikographisch
% geordnet durchlaufen bis die entstehende Matrix in der in der
% n-ten Zeile die m_n-te Zeile von C steht regulaer wird
s= 1:n;
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R=C(1:n,1:n);
while abs(det(R))<1/2
j=0;
while s(n-j)== 2*n-1-j
j=j+1;
end
alpha= s(n-j);
for i=(n-j):n
s(i)= alpha+i-(n-j)+1;
end
for j=1:n
R(j,1:n)= C(s(j),1:n);
end
end
C=R; % richtige Matrix C
for j=1:n
d(j)= p(s(j));
end
for j=1:n % lokale Minima bestimmen
M(j)= M(j)+1;
K(j,M(j))= [(n-1)/n]*[log(x_neu)-d(j)];
L(j,M(j))= log(x_neu)- K(j,M(j));
if K(j,M(j))== K(j, M(j)-1)
% falls durch x_neu keine neuen Extrema gefunden
M(j)= M(j)-2; % ueberschreibe Werte in naechstem Durchlauf
end
end
laenge_vorlauf= x_neu;
x_neu= x_neu+1;
for j=1:n-1
if zeta(j)*x_neu- floor(zeta(j)*x_neu)< 1/2
a(j,1)= floor(zeta(j)*x_neu);
b(j)= zeta(j)*x_neu- floor(zeta(j)*x_neu);
a(j,2)= ceil(zeta(j)*x_neu);
y(j)= a(j,1); % nur fuer ersten Durchlauf unterer
% while-Schleife (3.SCHRITT), notwendig
% um notationelle Uebereinstimmung mit
% dieser Schleife zu erzielen
else
a(j,1)= ceil(zeta(j)*x_neu);
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b(j)= ceil(zeta(j)*x_neu)- zeta(j)*x_neu;
a(j,2)= floor(zeta(j)*x_neu);
y(j)= a(j,1); % nur fuer ersten Durchlauf unterer
% while-Schleife (3.SCHRITT), notwendig
% um notationelle Uebereinstimmung mit
% dieser Schleife zu erzielen
end
end
% a(j, 1)... Bestapproximationskoordinate zu zeta(j)*x_neu
% a(j, 2)... Zweitbestapproximationskoordinate zu zeta(j)*x_neu
% b(j)... Bestapproximation zu zeta(j)*x_neu,
% b(j)= min_{y}: abs(zeta(j)*x_neu-y)
d_neu= log(max(b)); % neue Bestapproximation
end % Ende while d(n) > log(0.5) Schleife
% nun erstmals d(n) < log(0.5)
% 3. SCHRITT
while d(n)<= d_neu % solang kein besseres x gefunden wird
% bestapproximation fuer naechstes x berechnen und bedingung
% wieder pruefen
x_neu= x_neu+1;
% Bestapproximation berechnen
for j=1:n-1
if zeta(j)*x_neu- floor(zeta(j)*x_neu)< 1/2
y(j)= floor(zeta(j)*x_neu);
z(j)= zeta(j)*x_neu- floor(zeta(j)*x_neu);
else
y(j)= ceil(zeta(j)*x_neu);
z(j)= ceil(zeta(j)*x_neu)- zeta(j)*x_neu;
end
end
% y(j)... Bestapproximationskoordinate zu zeta(j)*x_neu
% z(j)... Bestapproximation zu zeta(j)*x_neu
% z(j)= min_{y}: abs(zeta(j)*x_neu-y)
d_neu= log(max(z)); % neue Bestapproximation
end % neuer x_neu-Kandidat gefunden
best= [x_neu y]; % neue Bestapproxiamtionskoordinaten
a=1;
while d(a)< d_neu
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a=a+1;
end % an a-ter Stelle steht d_neu, d(a)= d_neu
for j=n:-1:a
C(j+1, 1:n)= C(j, 1:n);
end
C(a, 1:n)= best; % vorlaeufige neue Matrix C, noch nicht lu
j=n+1;
f= C(j,1:n);
C= C(1:n,1:n);
while abs(det(C))<1/2 % det(C)==0 testen, wegen
% Ganzzahligkeit der Determinante gleichbedeutend mit
% -1<det(C)<1 und wegen rechenungenauigkeit bei det
% matlabintern besser so testen
j=j-1;
g= C(j,1:n);
C(j,1:n)= f;
f=g;
end % neue Matrix C fuer naechsten Durchlauf bestimmt
% genau ab Zeile j war der Rang um (genau) 1 defizient
for i=a:j-1 % lokale Maxima bestimmen
M(i)= M(i)+1;
K(i,M(i))= [(n-1)/n]*[log(x_neu)-d(i)];
L(i,M(i))= log(x_neu)- K(i,M(i));
end
B= [d(1:a-1) d_neu d(a:j-2)];
for i=a:j-1
d(i)= B(i);
end
% neue n Bestapproximationen bestimmt, andere d(i)’s bleiben gleich
for i=a:j-1 % lokale Minima bestimmen
M(i)= M(i)+1;
K(i,M(i))= [(n-1)/n]*[log(x_neu)-d(i)];
L(i,M(i))= log(x_neu)- K(i,M(i));
end
% fuer naechsten Durchlauf
x_neu= x_neu+1;
% Bestapproximation berechnen
for j=1:n-1
if zeta(j)*x_neu- floor(zeta(j)*x_neu)< 1/2
y(j)= floor(zeta(j)*x_neu);
z(j)= zeta(j)*x_neu- floor(zeta(j)*x_neu);
else
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y(j)= ceil(zeta(j)*x_neu);
z(j)= ceil(zeta(j)*x_neu)- zeta(j)*x_neu;
end
end
% y(j)... Bestapproximationskoordinate zu zeta(j)*x_neu
% z(j)... Bestapproximation zu zeta(j)*x_neu
% z(j)= min_{y}: abs(zeta(j)*x_neu-y)
d_neu= log(max(z)); % neue Bestapproximation
end
% zeichne L(1),L(2),...L(n-1) weiter bis zur
% Gerade des letzten Maximums und Minimums von L(n)
for j= 1:n-1
if K(j,M(j))- K(n,M(n)) ~= L(n,M(n))- L(j,M(j))
% liegen nicht bereits auf der Gerade vom letzten L_n max&min
M(j)= M(j)+1;
K(j, M(j))= [(n-1)/n]*(log(x_neu-1)- d(j));
L(j, M(j))= log(x_neu-1)- K(j,M(j));
end
end
% plotte Funktionen in min(n,5) verschiedenen Farben
hold;
for j=1:n
for i= 1:M(j)
v(i)= K(j,i);
w(i)= L(j,i);
end
if j/5== floor(j/5)
plot(v,w,’--k’,’LineWidth’,1,...
’MarkerEdgeColor’,’k’,...
’MarkerFaceColor’,’g’,...
’MarkerSize’,0.2)
elseif j/5== floor(j/5)+1/5
plot(v,w,’-c’,’LineWidth’,1,...
’MarkerEdgeColor’,’k’,...
’MarkerFaceColor’,’g’,...
’MarkerSize’,0.2)
elseif j/5== floor(j/5)+ 2/5
plot(v,w,’--b’,’LineWidth’,1,...
’MarkerEdgeColor’,’k’,...
’MarkerFaceColor’,’g’,...
’MarkerSize’,0.2)
elseif j/5== floor(j/5)+ 3/5
plot(v,w,’-r’,’LineWidth’,1,...
’MarkerEdgeColor’,’k’,...
’MarkerFaceColor’,’g’,...
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’MarkerSize’,0.2)
else
plot(v,w,’-.g’,’LineWidth’,1,...
’MarkerEdgeColor’,’k’,...
’MarkerFaceColor’,’g’,...
’MarkerSize’,0.2)
end
v=0; % zuruecksetzen fuer naechsten Durchlauf
w=0; % zuruecksetzen fuer naechsten Durchlauf
end
for j=1:n
letzte_L_j_Extrema(j,1:min(12,M(j)))= K(j, max(1,M(j)-11):M(j));
letzte_L_j_Werte(j,1:min(12,M(j)))= L(j, max(1,M(j)-11):M(j));
end
letzte_L_j_Extrema
letzte_L_j_Werte
log_bestapproximationen= d;
log_bestapproximationen
bestapproximationen= exp(d);
bestapproximationen
laenge_vorlauf
x_max= x_neu-1;
x_max
M
K;
L;
toc % Zeitmessung
Anhang B
Zusammenfassung (Abstract)
In dieser Dissertation untersuchen wir die simultane Approximierbarkeit von reellen Zahlen
ζ1, ζ2, . . . , ζk, die wir mithilfe der klassischen Approximationskonstanten ωj , 1 ≤ j ≤ k + 1 sowie
unter Verwendung der in den letzten Jahren eingefu¨hrten Approximationskonstanten ψ
j
, ψj zu
quantifizieren. Dabei steht konkret das vom Parameter Q > 1 abha¨ngige System
|x| ≤ Qµ1+θ (B.1)
|ζ1x− y1| ≤ Qµ2+θ (B.2)
...
... (B.3)
|ζkx− yk| ≤ Qµk+1+θ (B.4)
fu¨r vorgegebene ζ1, ζ2, . . . , ζk im Vordergrund. Wir fragen, abha¨ngig vom ParameterQ, nach dem
Supremum aller reellen θ, sodass das System ganzzahlige Lo¨sungen (x, y1, . . . , yk) besitzt. Auf das
dazu in gewisser Weise duale Problem der Approximation von Linearformen x+ ζ1y1+ . . .+ ζkyk
wird ebenfalls na¨her eingegangen, insbesondere im interessanten Spezialfall (ζ1, ζ2, . . . , ζk) =
(ζ, ζ2, . . . , ζk), in dem es also um Polynomapproximation geht.
Diese Probleme lassen sich mithilfe der Methoden aus dem Bereich Geometrie der Zahlen als
Gitterpunktprobleme auffassen, was sich als fruchtbarer Ansatz erwiesen hat.
Im Verlauf der Arbeit werden ζ1, ζ2, . . . , ζk mit verschiedenen vorgegebenen Approximations-
eigenschaften konstruiert, deren Approximationskonstanten explizit angegeben werden ko¨nnen.
Dabei geht es meist um Spezialfa¨lle besonders guter Approximation.
We study the simutaneous approximation properties of real numbers ζ1, ζ2, . . . , ζk in terms of
classical approximation constants ωj , 1 ≤ j ≤ k + 1 and ψj , ψj introduced in recent years. More
concretely we study the system (B.1)-(B.4) in dependence of the parameter Q. Furthermore, we
study the dual problem of approximation of linear forms.
These problems can be interpreted as a lattice point problems and one can use results from
geometry of numbers.
We give examples of ζ1, ζ2, . . . , ζk with special prescribed approximation properties and applica-
tions. We mostly deal with the case of well approximable numbers.
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