tests of gene-gene interactions, gene-environment interactions, and maternal effects [7] [8] [9] . For a single genotype test, the likelihood of interest is 
where G c is the offspring genotype, G m c and G f c are the maternal and paternal genotypes respectively at the same marker, and Y c indicates the binary disease phenotype. The likelihood in Equation 1 is maximized equivalently by solving the following log-linear model:
where i , j , k indicate the genotype for the mother, father and child respectively. The outcomes N ijk represent counts for each possible combination of triad genotypes from a single SNP, ij indicates one of six possible mating types for the mother and father, and ␤ 1 , ␤ 2 indicate the risk of disease associated with possessing one or two copies of genotype G . e ␤ 1 represents the relative risk for a child with one copy of the marker allele, compared with a child born from the same type of mating pair with no copies of the allele. Similarly, e ␤ 2 represents the relative risk for a child with two copies of the marker allele, similarly compared with a child having no copies. Finally, the model includes an offset term to account for the two-fold probability of transmitting one minor allele versus none or two minor alleles from a pair of heterozygous parents. Extensions of Equation 1 and 2 to estimate interactions are relatively straightforward.
When the minor allele frequency of the genotype under study is small, some combinations of genotypes in the nuclear families may not be observed. Denote the major allele of a marker as A and the minor allele as a . The minor allele frequency is p a and then the genotype frequencies under Hardy-Weinberg equilibrium (HWE) are P ( G = 0) = (1 -p a ) 2 , P ( G = 1) = 2 p a (1 -p a ), and P ( G = 2) = p 2 a . For these frequencies, the probability of observing a family where all three members have the genotype a / a is P ( N 222 ) = p 4 a . If p a ! 0.1, then most reasonably sized datasets will not contain any families of this type, that is, N 222 = 0. When there are zero counts of this kind in the dataset, parameter estimates in the log-linear model will become unstable. For example, in Equation 2, we see E [ N 222 ] = e 22 + ␤ 2 . Then, as E [ N 222 ] ] 0, the mating type parameter becomes unstable, 22 ] -G , and the relative risk e ␤ 2 will also be underestimated. Zero-inflated Poisson (ZIP) regression allows for cells with zero counts and stabilizes parameters in the regression model [10] . This paper will tailor the ZIP likelihood to the case-parent triad design thereby stabilizing the mating type parameters.
In family-based studies, such as the case-parent triad design, the presence of missing parents, especially paternal genotypes, is a common occurrence. There are several contributing causes. For adult onset diseases, the parents of the offspring may no longer be alive. Given that husbands are usually older than wives and have shorter lifespans, the paternal genotypes are missing more often. For childhood diseases, missing data may result from paternal abandonment before disease diagnosis. A lifethreatening disease diagnosis in a child may also cause familial disruption, sometimes leading to divorce, that can result in unavailable paternal information [11] . In addition, genotyping failure, an unavoidable technical issue, results in missing data.
Attempts to recover partial information in triad studies can lead to inflated type I error rates [12] . Previous studies have shown that the multiple imputation procedure, for example, has inflated type I error when 30% or more of the families have missing genotypes [13] . Thus, this paper will stress the importance of preserving the type I error rate so as to avoid inference that is too liberal. Likelihood-based methods may be employed to infer missing data. Partial information from mothers and fathers can be exploited fully. Previous likelihood-based methods have elegantly demonstrated inference in the presence of missing data while simultaneously estimating odds ratios [14] . The odds ratio approximates the relative risk when disease prevalence is low. The methods introduced here, however, will simultaneously account for missing data and estimate relative risks precisely, with no approximation required.
The expectation-maximization (EM) algorithm has been used to infer missing genotypes and recover much of the power that would be lost by eliminating families [8] . In the case-parent triad context, the method fractionally assigns the incomplete triads to their theoretically possible cells, on the basis of current estimates of the parameters (the E step), then repeats the maximization (the M step) of the likelihood on the basis of the newly revised, pseudocomplete data. Unless the EM algorithm incorporates the relative risk parameters in the missing data imputation, the method will not fully account for the variance of the relative risks. Details are given in Section 2.1. Although one can use the Louis method to correct the information matrix from the EM algorithm results, a speedier approach employs a quasi-Newton optimization instead [15] . The new methods proposed in this paper si-multaneously estimate all important parameters, while also accounting for zero counts in the Poisson model. Section 2.2 explains a likelihood-based method that properly controls the type I error rate in the presence of missing data using the context of the log-linear model in Equation 2. The method is then expanded to the ZIP regression described in Section 2.3 to properly account for bias due to zero counts.
Methods
This section first outlines the EM algorithm to impute missing data for the case-parent triad design, as described nicely by Weinberg [8] . Then we provide an alternative method to optimize the same likelihood, demonstrating the ability to simultaneously account for missing data and estimate regression coefficients. Finally, this likelihood is expanded to stabilize parameters in the instance of zero counts using a ZIP model.
The EM Algorithm
Let N ijk denote the observed number of complete triads, with i , j , and k denoting the number of the minor allele in the mother, father, and child, respectively. Let M i ? k denote the number of incomplete triads, where one parent is missing, the other parent has i copies and the child has k copies of the minor allele of interest. Without loss of generality, we assume for simplicity of description, that only fathers are missing, just as in [8] . The methods are extended to scenarios with missing offspring genotypes in a straight-forward manner. Let p ijk denote the probability of the occurrence of N ijk among all the possible combinations. The set G contains the 15 possible genotype combinations in the triad: {000, 010, 011, 100, 101, 110, 111, 112, 021, 201, 121, 122, 211, 212, 222}. In the presence of missing data, the logarithm of the observeddata multinomial likelihood would be ? log log log .
Then the EM algorithm is applied to impute missing data. To start with, the method fractionally assigns p ijk to each possible cell, then the E-step performs the estimation as follows:
where r denotes the iteration, with r = 0, 1, 2, ..., until convergence. On the basis of the revised estimates of N ijk , the algorithm maximizes the multinomial likelihood using the pseudocomplete data through the M step:
The E step and M step repeat alternatively until convergence. After the EM algorithm converges, the final estimated version of N ijk serves as the observed N ijk and is plugged into the log-linear model in Equation 2. Parameter estimates are obtained by maximizing the Poisson likelihood for the imputed counts and calculating the relative risks. Note that this method does not account for the uncertainty arising from the imputation of family counts N ijk therefore underestimating the variance of ␤ 1 and ␤ 2 . Instead, inference is based on a likelihood ratio test using the formulation in Equation 3 to ensure an appropriate type I error rate.
Poisson Regression Likelihood with Missing Data
The method in Section 2.1 has the advantage of stable imputation of missing data using the EM algorithm. However, it underestimates the variance of the regression coefficients because it substitutes the unobserved response with its estimates from the EM algorithm. To take this variance into account, this section provides a method that solves the full Poisson likelihood directly by incorporating both the log-linear model and the missing data uncertainty into one equation.
Recall, the log-linear model provided in Equation 2 of Section 1. After rewriting the formula, we can easily obtain the expected number of complete triads, with i maternal copies, j paternal copies and k copies from the offspring, as follows:
For complete data, the original Poisson log-likelihood is log , log
This likelihood is equivalent to the multinomial likelihood in most situations after the Multinomial-Poisson transformation [16] . The transformation is inappropriate when parameter estimates lie on the boundary of the parameter space. This may occur when there are family counts of zero, N ijk = 0 for some i , j , k leading to instability in the Poisson likelihood. Rather than estimate the expected value of N ijk , as in Section 2.1, we simply substitute the E [ N ijk ] with their assumed structure as in Equation 4 . The Poisson likelihood is transformed into the following nice expression:
For incomplete data, the Poisson likelihood can be derived similarly. log , log .
In this way, we achieve the expression of the true likelihood without sacrificing any precision since we have not involved any estimation steps yet. Then the problem of making the observed data, including both the complete and incomplete triads, most probable is equivalent to maximizing the combined log-likelihood log( L complete ͉ ␤ , ) + log( L incomplete ͉ ␤ , ) with respect to the ␤ and vectors using a quasi-Newton optimization algorithm [17, 18] .
Zero-Inflated Poisson Likelihood
As mentioned previously, when the minor allele frequency is small p a ! 0.1, the probability of observing zero counts in the data set is much higher. The family type N 222 is observed in the population with frequency p 4 a and therefore N 222 would be unobserved with frequency 1 -p 4 a . Assuming Hardy-Weinberg equilibrium, the frequency p a can be used to calculate the probability of observing each family type P [ N ijk ͉ ijk D G ] in the population. The probability of observing a zero count is then 1 -
Zero-inflated Poisson (ZIP) regression allows for cells with zero counts by including the probability of observing a zero count in the likelihood [10] . The general form of the ZIP regression is a finite mixture model where the responses are independent and assume a distribution as follows: 
ijk / c ! We can improve upon the general ZIP model by using information about Mendelian inheritance in the likelihood. The optimization procedures are most stable when the mixing parameters map to a single value. The probabilities ijk can be treated as functions of p a and derived assuming Hardy-Weinberg equilibrium. For example, 000 = 1 -(1 -p a ) 4 , 010 = 1 -
, and 222 = 1 -p 4 a . For complete data, the ZIP log-likelihood is log , 
Simulation Methods
For 300 and 500 simulated family trios, we compared the performance of (1) the EM algorithm, (2) the direct Poisson likelihood, and (3) the ZIP likelihood. Performance was also assessed for the multiple imputation approach of Croiseau et al., but the results of this method only appear in the Supplemental material [13] . For each simulation, a marker is generated such that the minor allele frequency is in the set p a D {0.05, 0.10, 0.25, 0.40}. The proportion of missingness was simulated to occur either not at all, or in 10, 20, 30, or 40% of families in the dataset. A missing marker was assigned at random to the fathers in the simulated trios. Results will be equivalent if the missing marker is assigned to the mothers. Relative risks were set either to e ␤ 1 = 1, e ␤ 2 = 1 or e ␤ 1 = 1.5, e ␤ 2 = 2.25.
For every possible combination of the relative risks, allele frequencies, and missingness, we compare the results from 1,000 simulated datasets. In each simulation a likelihood ratio test compares the full model when ␤ 1 0 0 or ␤ 2 0 0 to the reduced model ␤ 1 = ␤ 2 = 0. This hypothesis tests for any association due to the genetic marker without assuming a form for penetrance. The threshold of significance in the test is set at the usual p value of 0.05.
Results

Simulations
For simulations where the relative risk parameters are e ␤ 1 = 1, e ␤ 2 = 1, one can calculate the overall type I error. The type I error should be 0.05 for each of the three methods in Section 2. Figure 1 results for each of these three methods in all scenarios. The EM algorithm given in Section 2.1 and the direct likelihood given in Section 2.2 control the type I error reasonably for all minor allele frequencies and the degree of missingness. The ZIP likelihood also controls the type I error appropriately when N = 300 and p a 6 0.25 or when N = 500 and p a 6 0.1. When the minor allele frequency is smaller than this, however, the type I error is too low. On average, when p a ^ 0.1, the ZIP likelihood type I error is 0.029 when N = 300 and 0.037 when N = 500.
Next, for simulations where the relative risk parameters are e ␤ 1 = 1.5, e ␤ 2 = 2.25, we calculated the overall power. The highest power is expected to occur when there is no missing data and then power decreases somewhat as the amount of missing data increases. Figure 2 compares the power for all three methods in all simulation scenarios. When there is complete data, the EM algorithm and the direct likelihood yield the exact same power. The ZIP likelihood has slightly lower power than the other two methods in this scenario. On average, with complete data, the ZIP likelihood power is 0.036 smaller than the other two methods when N = 300 and 0.023 smaller when N = 500.
As the degree of missing data increases, power will decrease. The EM algorithm shows a decrease in power between complete data and 40% missing of 0.053 when N = 300 and 0.035 when N = 500, averaged over all allele frequencies. For the direct likelihood these values are 0.056 and 0.038, respectively. The ZIP likelihood power decreases slightly more than the direct likelihood, with average decreases of 0.055 and 0.045, respectively. Tables 1-4 in the Supplemental material (see www. karger.com/doi/000228924) provide the specific type I error and power values for each simulation scenario and method. These tables also outline the results of the multiple imputation algorithm. The results indicate that the multiple imputation procedures have less power and smaller type I error than the EM algorithm or the direct likelihood. Interestingly, this is the opposite effect than expected based on previous simulation studies [13] . In most situations, this algorithm also has less power and smaller type I error than the ZIP model. Tables 1 and 2 show the average relative risk estimates in the log-additive model over 1000 simulations for each simulation scenario and for each method. Additionally Tables 5-6 in the Supplemental material show average relative risk estimates in the null model. All three optimization methods estimate the relative risk e ␤ 1 fairly well, meaning that the bias of this estimate is small. The estimation of e ␤ 2 , however, is much less accurate. Recall the argument in the Introduction that showed a bias when there are zero counts in the dataset. We expect the EM approach and the direct likelihood to underestimate e ␤ 2 when the minor allele frequency is small and indeed this is the case. The ZIP method also underestimates e ␤ 2 , but to a lesser degree. Of the three methods, when p a = 0.05, the EM algorithm has the most bias and the ZIP likelihood has the least bias. Under the null model, this is true for p a ^ 0.10. Table 3 focuses on the relative risk estimate e ␤ 2 = 2.25 when N = 500. This table provides the confidence intervals in addition to the mean estimate. The 95% confidence intervals are the simulation confidence intervals. For most parameter combinations, these intervals are the largest for the EM algorithm and the smallest for the ZIP likelihood. This provides further evidence that the ZIP likelihood tends to stabilize the relative risk estimates.
Orofacial Cleft Study
Each of the three methods in Section 2 were used to analyze a set of Danish triads where the offspring exhibited orofacial clefts. A sample of 529 families with affected offspring were genotyped for 23 single nucleotide polymorphisms (SNPs) and each was tested for association with cleft lip and palate [19] . In Shi et al. [19] the EM algorithm was used to impute missing data in the cohort. A 2 degree of freedom likelihood ratio test assessed the statistical significance of each SNP, the same test of sig- Table 4 demonstrates that all three methods give very similar results for the three SNPs tested. The sample size is between 517 and 523 families and the percent missing 4 show that the p values are the largest using the ZIP likelihood, as expected. Further, the largest parameter estimate differences between the three methods are in the second relative risk, again as expected. Based on the results in Section 3.1, the ZIP estimates of RR 2 = e ␤ 2 are likely to be closest to the truth when the minor allele frequency is small.
Discussion
This research presents two new methods to test for association in case-parent triad studies. These methods simultaneously estimate relative risks, account for missing data, and test for preferential transmission of alleles from unaffected parents to affected offspring. Previous methods in the literature do not optimize this joint likelihood and therefore do not sufficiently address the variability in the data. Optimizing a joint likelihood is required to appropriately estimate the parameters and their variance. The EM algorithm shown in Section 3.1 bypasses this problem by using the multinomial likelihood for inference. Solving the direct Poisson likelihood instead gives simultaneous estimation of parameters of interest and their variance while maintaining the appropriate type I error. An added benefit is that the direct likelihood formulation may be more easily expanded to a broader class of models, including gene-gene and gene-environment interaction models. Section 3.1 illustrated that the ZIP likelihood stabilizes relative risk estimates when the minor allele frequency is small, p a = 0.05, particularly the relative risk to compare transmission of two alleles to transmission of zero alleles. Recall that the log-linear model given in Equation 2 shows that E [ N 222 ] = e 22 + ␤ 2 . As E [ N 222 ] ] 0 there is increased instability in the parameter estimates 22 and ␤ 2 . The ZIP regression stabilizes these estimates and this is validated in the results in Section 3.1. This stabilization requires estimating one extra parameter in the likelihood, the minor allele frequency p a .
Estimating an additional parameter in the ZIP likelihood results in some loss of power, anywhere between 0 and 12%, compared to the direct Poisson likelihood. Therefore, improving the accuracy of the relative risk estimates comes at the expense of power. Our recommendation is to suggest the ZIP model when bias is the primary concern in an association study and to suggest the direct Poisson likelihood when inference is the primary concern. The power of the ZIP method, however, is still better than an approach that would remove triads with missing genotypes from the dataset. Our simulations demonstrated power gains of 10 to 18% for the ZIP method compared to methods that would ignore missing data. The direct likelihood had similar power gains between 10 and 18% compared to an approach ignoring missing data (results not shown).
The ZIP model likelihood assumes HWE when calculating the probability of zero counts for a particular family type. This assumption plays a minimal role in estimation of the key parameters, the relative risks, and in statistical inference about these parameters. Therefore, deviations from HWE, or more general mis-specification of the mixing parameters, will not noticeably affect the model or its results.
To make our methods more accessible to the statistical community, we developed a group of functions in R (http://www.r-project.org) to analyze case-parent triad data and infer missing data using the methods outlined in this paper. The functions are available at the website http://www.biostat.umn.edu/ ϳ tracyb/trios.html and are compatible with any version of R. The ZIP likelihood optimization is somewhat sensitive to the choice of initial parameters because the likelihood space has local maxima. We recommend trying several initialization vectors to ensure the validity of results. The functions available on our website also provide smart choices for the initial vector of parameters.
As these research methods develop, we are also interested in extending our approach to more general scenarios. In addition to models with interactions, we are interested in the joint estimation of haplotypes and their association with outcome in case-parent triads. Other researchers have described haplotype association methods for the case-parent design, including , Allen and Satten (2007) , and Gjessing and Lie (2006) [20] [21] [22] . This research provides a suitable background with which to extend haplotype inference within the ZIP likelihood approach.
In the current research environment, where scientists place great emphasis on replicating results from genetic association tests, we stress the importance of using methods that properly control type I error rates. Our research provides two new methods to test for association that do not over-estimate the rejection probabilities under the null in the presence of missing data. Studies of complex disease phenotypes also require an estimate of the impact for each covariate tested. These estimates indicate the importance of various genetic and environmental risk factors that contribute to a complex trait. By accounting for unobserved family types in a triad dataset via the ZIP likelihood, we more accurately estimate the contribution of genetic risk factors.
