Convolution of seismic wavelet with reflectivity of the earth yields seismic trace which also involves additive noise. Sparse spike deconvolution can remove wavelet effect from seismic noisy data and recover impulse response of the earth. The problem of deconvolution can be viewed as an inversion problem which consists of two main steps. The first stage is to find locations of spikes and the second one is to calculate amplitudes of them. Indeed, desired solution is a set of spikes with appropriate amplitudes such that when convolved with known seismic wavelet fit the data within a predetermined misfit error. Detection of spikes time lags is a nonlinear optimization problem that can be solved using Adaptive Simulated Annealing (ASA). ASA is one of the global stochastic optimization methods which can find the global minimum of complex cost functions with good accuracy. Here for a given seismic trace we locate spikes one by one and after achieving the optimized set of spikes, amplitudes are evaluated using linear least squares.
INTRODUCTION
Deconvolution compresses the basic wavelet in the recorded seismogram and increases temporal resolution and yields a representation of subsurface reflectivity. The impedance contrast between adjacent layers causes the reflections that are recorded along a surface profile. The recorded seismogram can be modeled as a convolution of the earth's reflectivity with the seismic wavelet. Actually, the earth's impulse response is what would be recorded if the wavelet were just a spike (Yilmaz, 2001) . From mathematical point of view the convolutional model can be represented as bellow ሺሻ = ሺሻ * ሺሻ + ሺሻ (1) where, x(t) is the recorded seismogram, w(t) is the basic seismic wavelet, e(t) is the earth's impulse response, and n(t) is the random ambient noise. All that normally is known in equation (1) 
is x(t).
However, in certain cases the source wavelet is partly known; for example, the signature of an airgun array can be measured. Furthermore, there is no a priori knowledge of the ambient noise n(t). So we just have one single equation with three unknowns and only one known. To solve this problem we made two assumptions. The seismic wavelet (or an estimate of that) is known and the random noise is known and normally distributed. Sparse spike diconvolution aims to find least number of spikes with appropriate amplitudes, which when convolved with the seismic known wavelet fit the recorded seismogram within an acceptable misfit error (Velis, 2008) . Detection of spikes time lags is a nonlinear optimization problem that can be solved using Adaptive Simulated Annealing. After achieving the optimized set of spikes, amplitudes are evaluated using linear least squares.
THEORY
Equation (1) can be represented in matrix form as
Where, X, E, and N are seismic trace, earth's reflectivity and random noise respectively, each one consists of n samples. W is a symmetric n×n matrix known as Toeplitz matrix. We can show this equation simply as bellow
To solve the inversion problem, we develop a model for E such that when appear in equation (3) satisfy equality within a given tolerance error.
Adaptive simulated annealing is a global optimization algorithm that relies on randomly importance-sampling the parameter space (Ingber, 1995) . This method compares the optimization problem with a statistical mechanical system in which a solid is heated and melted. Then the liquid phase is slowly cooled to form solid crystals again. When the system cools slowly most of the particles have enough time to be rearranged in such a position that the energy of the whole system becomes minima. ASA supposes that the variables in cost function can be viewed as particles in solid and the cost function is the total energy of the system. The optimization process is controlled by a parameter T which can be identified with the physical temperature. ASA considers a system in initial state with energy E 1 and then perturbs the system such that the energy becomes E 2 . If E 2 ≤E 1 the system is allowed to move to the second state, but if E 2 >E 1 the system is allowed to move to new state with probability P as bellow
where, T refers to a parameter like physical temperature which is called schedule of annealing. This statement is known as Metropolis criterion (Metropolis et al. 1953 ). Ingber used a schedule for annealing as bellow (Ingber, 1995)
where, T is annealing schedule, T 0 is a large enough starting temperature, k is the time index of annealing, D is parameter space dimension, and c is a constant for tuning the algorithm for various problems. ASA finds the global minimum of the cost function without getting trapped in local minima. Figure 1 shows a mathematical example of implementing adaptive simulated annealing in optimization of a function with variety of local minimums. The minimum value of this function is equal to zero and occurs in (0,0). ASA detects 3.5548×10
-22 at (x= -2.11×10 -6 , y= -2.117×10 -5 ) as the minimum value for the function in Fig 1. 
IMPLEMENTATION TO DECONVOLUTION
For the problem of sparse spike deconvolution we define the cost function as the energy of the difference between seismic trace and developed model. As this cost function takes the minimum possible value, the model approaches the data (i.e. seismic trace). In equation (2) the unknown E, which must be calculated, multiplies with matrix W Figure 1 . A mathematical example of optimization by means of ASA as shown in equation (3) . Now the cost function can be defined as
Where, F represents cost value for each set of data and model. For simplicity, in this work we assume that the noise is known. For normally distributed noise with mean zero and standard deviation σ the expected misfit is ݊ߪ ଶ . So the expected misfit for the model can be calculated (Velis, 2008 ). Figure 2 shows a synthetic seismic trace, the resulted model, and the impulse response which resulted from sparse spike deconvolution and corresponds to the trace. Here, signal to noise ratio is 10 and the random noise is normally distributed with zero mean and standard deviation of 0.02. We used a zero phase Ricker wavelet with dominant frequency of 40(Hz) as seismic wavelet. Note that this sparse spike deconvolution not only recovers the true reflectivity, but also removes random noise from the original trace. So the achieved model is noise free and fits the data very good. The correlation coefficient between input seismic data and resulted model is 0.9668 which shows that the model is very close to data and this method is a powerful tool for seismic deconvolution.
SYNTHETIC DATA RESULTS
Second synthetic example is a zero offset seismic section of a dipping event beneath a horizontal layer. As in Figure 3 , the achieved reflectivity is acceptable and no implausible effect appears in the solution. Correlation coefficients between traces of input data and extracted model are very high and show the efficiency of ASA to find spikes. Another synthetic example shows the ability of the method to detect closely compacted layers either with normal or reverse polarity. All the layers are recovered in the model and the results are satisfactory (Figure 4 ). 
FIELD DATA RESULTS
Finally, to check the efficiency of the method on real data we used a portion of field data from south west of Iran. A time window of post stack seismic section have been selected and processed. The results show that although this method has some problems with layers in which acoustic impedance contrast is low; generally, the algorithm can handle real seismic sections with acceptable accuracy. Figure 5 represents the real data results. ASA has located the spikes very good and their amplitudes have been calculated with acceptable accuracy.. 
CONCLUSIONS
In this paper we developed a method to recover impulse response of the earth by means of Adaptive Simulated Annealing (ASA). Here we defined cost function as the energy of the difference between seismic data and the model of the earth. Both synthetic and real seismic data show good efficiency of the method. High correlation coefficients denote that the solutions are desirable and uncertainty of the method is low. 
