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Abstract
Recent work on localization of groups with respect to maps raised some yet unsettled questions
regarding the behavior of nite and nilpotent groups under localization functors. In this note it
is shown that the localization of a nite group need not be a nite group. c© 2000 Elsevier
Science B.V. All rights reserved.
MSC: 18A40; 20J99; 55P60
In this paper we show that the localization (cf. [2]) of a nite group need not
be nite. In a construction presented in this paper, we apply a localization functor
to a nite simple group and obtain an innite simple group. Note that the question
of whether these functors preserve simplicity or perfectness remains, thus, unsettled.
Despite progress recently made by Carles Casacuberta and Gemma Bastardas (private
communication), it is yet not known whether the localization of a nite nilpotent group
is nite or nilpotent.
Remark: throughout the paper, Sn and An denote the symmetric and alternating groups
on n letters, respectively.
Theorem 1. For all even n  10 there exists a map  : An ! SOn−1(R) which is
localizing; namely; in the diagram bellow; for every group homomorphism ’; there
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exists a unique homomorphism ’ rendering it commutative.
(1)
In particular L(An) = SOn−1(R).
We will need the following propositions.
Proposition 2. Let n be an odd integer; n  5. Then every monomorphism (of
abstract groups) ’ : SOn(R)! SOn(R) is surjective.
Proof. Note that n  5 implies that G = SOn(R) is simple. From Corollary 9:3(ii) in
[1] (or direct use of 9.1) we know that ’ is continuous, and therefore a map of Lie
groups. Compactness of G implies that H =’(G) is a closed subgroup of G, hence is
a Lie group itself. Thus ’ is an isomorphism of G onto H , therefore dimH = dimG
and it follows that H is open in G. Connectedness of G shows that ’ is onto.
The following proposition will be used for Rn with the ordinary inner product, and
this special case should be in mind. In a simple language, the proposition claims that
if ; 0 : G ! On(R) are two absolutely irreducible representations (cf. [3, Section 29])
which are conjugate using an element of GLn(R), then they are conjugate using an
element of On(R).
Proposition 3. Let V be an n-dimensional vector space over a eld F . Assume B :
V  V ! F is a non-degenerate symmetric bilinear form with the property that
B(v; v) 2 F2 for all v 2 V . Let  : G ! O(V )GL(V ) be a representation of a
nite group G into the orthogonal group of V; which is absolutely irreducible; namely
Hom((V; ); (V; ))=F . Let 0 : G ! O(V ) be another representation conjugate to ;
namely there exists g 2 GL(V ) such that 0(x) = g(x)g−1 for all x 2 G. Then there
exists h 2 O(V ) and  2 F such that g= h.
Proof. For a 2 GL(V ) we denote by a the adjoint transformation. This is the unique
element of GL(V ) satisfying B(av; u) = B(v; au) for all u; v 2 V . Recall that a = a,
(a−1)= (a)−1 and if a 2 O(V ) then a= a−1. Given x 2 G, then for every u; v 2 V
we have
B(u; v) = B(0(x)u; 0(x)v) = B(g(x)g−1u; g(x)g−1v)
= B(u; (g−1)(x)gg(x)g−1v):
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Non-degeneracy of B and orthogonality of (x) imply (g)−1(x)−1gg(x)g−1 = 1V ,
hence gg(x)=(x)gg. By assumption,  is an absolutely irreducible representation,
therefore (cf. 29:13 in [3]), gg=  for some  2 F.
Since by assumption B(v; v) is a square in F for every v in V , it is possible to choose
an orthonormal base v1; : : : ; vn for V , namely, B(vi; vj)= i; j. Observe that B(gvi; gvj)=
B(vi; ggvj) = i; j, so g takes the orthonormal base v1; : : : ; vn of V to the orthogonal
base gv1; : : : ; gvn. Choosing i to be elements of F satisfying 2i =B(gvi; gvi) we clearly
have g= g0D, where g0 and D are linear transformations of V and
D : vi 7! ivi
g0 : vi 7! gvi=i:
Note that D = D and that g0 2 O(V ). It now follows that  = g g = Dg0 g0D =
DD = D2, therefore D = 1=2 diag(1). But as diag(1) 2 O(V ) we see that indeed
g= h for some h 2 O(V ) and  2 F .
We now prove Theorem 1. Assume n  10 is even. Let Rn be endowed with the
usual inner product and let  : Sn ! GLn(R) be the representation of Sn by permutation
matrices. Clearly im On(R). It is known (cf. [3, 32.5]) that this representation is
the sum of two irreducible ones Rn = U?V where dimU = 1 and dim V = n − 1.
The latter gives rise to a representation 0 : Sn ! O(V ) = On−1(R). The restriction
 = 0jAn is again an irreducible representation of An (see [3, Theorem 32:5]). From
[3, 29.13 and 29.15] we see that  is absolutely irreducible. Furthermore, observe that
An =  2Sn, hence im  2On−1(R) = SOn−1(R).
We now prove that  : An ! SOn−1(R) localizes. We note that since n − 1 is odd
and n  6 then SOn−1(R) is simple. Let ’ : An ! SOn−1(R) be a homomorphism. If ’
is trivial then clearly choosing ’ trivial renders diagram (1) commutative. Furthermore,
since SOn−1(R) is simple this is the only possible extension for ’.
Now, assume that ’ is not trivial. Then ’ is a representation of dimension n−1. We
claim that ’ is conjugate to . Indeed, ’ is a sum of irreducible representations (over
the eld C). According to [4, 25.15], any irreducible representation of An, (n> 6) of
dimension <n − 1 is the trivial representation, and moreover all representations of
dimension n − 1 are conjugate. It follows that either ’ is the sum of n − 1 trivial
representations or it is conjugate to  (as representations over C). The rst possibility
is ruled out by the assumption that ’ is non-trivial. Now,  and ’ are conjugate (over
C), so from Noether’s Theorem (cf. [3, Theorem 29.7]) there exists g 2 GLn−1(R)
such that ’(x) = g(x)g−1 for all x 2 An. From Proposition 3 we see that g = h for
some h 2 On−1(R) and  2 R. Now ’(x) = hxh−1 = gxg−1 (x 2 SOn−1(R)) extends ’
in diagram (1).
We show that ’ so dened is in fact unique. If  is another extension for ’,
then simplicity of SOn−1(R) implies that  is monic. Proposition 2 shows that  
is an automorphism. From the main result of ([5, Theorem 4.9]) and the fact that

n−1(R) = SOn−1(R), it follows that  (x) = (x)axa−1 where  : SOn−1(R) ! f1g
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is a character and a is a semilinear transformation preserving orthogonality. However,
Aut(R) = 1, hence a is in fact in On−1(R). Further,  is clearly trivial, therefore
 (x) = axa−1 for all x 2 SOn−1(R).
Now, for h described above in the denition of ’ we have ’= aa−1 = hh−1 so
a−1h commutes with the representation . Since  is absolutely irreducible, it follows
that a−1h is scalar, and therefore  = ’. This shows that ’ is unique and completes
the proof of the theorem.
I am indebted to Shahar Mozes and Victor Halperin from the Hebrew University
for introducing crucial ideas. I would also like to thank G. Lusztig, A. Goldberger and
Y. Shalom for the valuable help they gave.
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