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We show that the convolution of the harmonic function f = h+ g¯, where h(z) + e−2iγg(z) =
z/(1 − eiγz) having analytic dilatation eiθzn(0 ≤ θ < 2pi), with the mapping fa,α =
ha,α + ga,α, where ha,α(z) = (z/(1 + a) − e
iαz2/2)/(1 − eiαz)2, ga,α(z) = (ae2iαz/(1 +
a)−e3iαz2/2)/(1−eiαz)2 is convex in the direction −(α+γ). We also show that the convolu-
tion of fa,α with the right half-plane mapping having dilatation (a−z2)/(1−az2) is convex in
the direction −α. Finally, we introduce a family of univalent harmonic mappings and find out
sufficient conditions for convexity along imaginary-axis of the linear combinations of harmonic
functions of this family.
Keywords: Convexity; convexity in one direction; convolution; dilatation; convex
combination
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1. Introduction
The complex-valued harmonic function f on the unit disk D = {z ∈ C : |z| < 1} can
be written as f = h+ g¯, where h and g are analytic functions and are respectively
known as analytic and co-analytic parts of f . By Lewy’s theorem, the function f
is locally univalent and sense-preserving if and only if h′(z) 6= 0 and the dilatation
ω(z) = g′(z)/h′(z) is bounded by one on D. Let SH denote the class of all harmonic,
sense-preserving and univalent mappings defined on D normalized by the conditions
f(0) = 0 and fz(0) = 1. Additionally, if the function f satisfies fz¯(0) = 0, then the
class of such functions is denoted by S0H . The sub-classes of SH and S0H consisting
of functions mapping D onto convex domains are respectively denoted by KH and
K0H . For 0 ≤ α < 2pi, let S0(Hα) ⊂ S0H denote the class of all harmonic functions
that maps D onto Hα :=
{
w ∈ C : Re(eiαw) > −1/2}. In [1], Dorff et al. showed
that if f = h+ g¯ ∈ S0(Hα), then
h(z) + e−2iαg(z) =
z
1− eiαz . (1)
A domain D is said to be convex in direction θ (0 ≤ θ < 2pi), if every line parallel to
the line joining 0 and eiθ lies completely inside or outside the domain D. If θ = 0,
such a domain D is called convex in the horizontal direction (CHD for short). The
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convolution (or Hadamard product) of two analytic functions f , g : D → C with
Taylor series expansions
f(z) =
∞∑
n=1
anz
n and g(z) =
∞∑
n=1
bnz
n,
is defined by (f ∗ g)(z) = ∑∞n=1 anbnzn, and the harmonic convolution of the
functions f = h+ g¯ and F = H +G is defined by f ∗ F = h ∗H + g ∗G. Consider
the harmonic mapping fa,α = ha,α + ga,α, (−1 < a < 1, 0 ≤ α < 2pi), where
ha,α(z) =
z/(1 + a)− eiαz2/2
(1− eiαz)2 and ga,α(z) =
ae2iαz/(1 + a)− e3iαz2/2
(1− eiαz)2 . (2)
Also, we see from (2) fa,α(z) = e
−iαfa,0(e
iαz). Therefore, Re
(
eiαfa,α(e
iαz)
)
> −1/2
and hence fa,α ∈ S0(Hα), as fa,0 is a right half-plane mapping. Therefore, (1) gives
ha,α(z) + e
−2iαga,α(z) =
z
1− eiαz . (3)
The convolution of univalent convex harmonic function is not necessarily convex
harmonic and it need not even be univalent. Convexity in one direction of the
convolution of mappings in the class KH were studied in [1–3, 9].
Lemma 1.1: [1, Theorem 2, p.491] Let fk ∈ S0(Hγk), (k = 1, 2). If f1 ∗ f2 is
locally univalent and sense-preserving in D, then f1 ∗ f2 ∈ S0H and is convex in the
direction −(γ1 + γ2).
Lemma 1.2: [9, Theorem 7, p.268] Let f1 = h1+ g¯1 is a right half-plane mapping
given by h1 + g1 = z/(1 − z), and for pi/2 ≤ α < pi, let f2 = h2 + g¯2 be a strip
mapping given by h2(z) + g2(z) =
1
2i sinα log
(
1+eiαz
1−eiαz
)
. If f1 ∗ f2 is locally univalent
and sense-preserving, then f1 ∗ f2 ∈ S0H and is convex in the direction of the real
axis.
Lemma 1.3: [2, Theorem 1.1] Let f ∈ S0(Hγ) with dilatation ω(z) = eiθzn
(n ∈ N, θ ∈ R) and f0,0 = h0,0 + g¯0,0, where h0,0, g0,0 are given by (2). If n = 1, 2,
then f0,0 ∗ f ∈ S0H and is convex in the direction −γ.
Lemma 1.4: [3, Theorem 2.2] Let fa,0 = ha,0 + g¯a,0, where ha,α, ga,α are given
by (2). If f = h + g¯ is a right half-plane mapping given by h + g = z/(1 − z)
with dilatation ω(z) = eiθzn (n ∈ N, θ ∈ R), then fa,0 ∗ f ∈ S0H and is CHD for
a ∈ [(n− 2)/(n + 2), 1).
In this paper, we generalize the result in Lemma 1.4 by showing that the con-
volution fa,α ∗ f is convex in the direction −(γ + α) of the mappings fa,α as
given by (2) with f = h + g¯, satisfying h(z) + e−2iγg(z) = z/(1 − eiγz) with
the dilatation ω(z) = eiθzn (n ∈ N, θ ∈ R). We also find the values of a,
for the convolution of fa,α with the right half-plane mapping having dilatations
(a− z2)/(1−az2) and −(a− z)2/(1−az)2 to be convex in the direction of −α. Fi-
nally, we study convex combination of mappings from a family of locally-univalent
and sense-preserving mappings f = h + g¯ obtained by shearing of h(z) + g(z) =(
z(1+z2)(1+z4)...(1+z2
n
+αz2
n−1
)/(1+z2
n+1
)
)∗log(1/(1 − z)), n ∈ N, α ∈ [−1, 1],
for different choices of the dilatation ω = g′/h′.
September 10, 2018 20:51 Complex Variables and Elliptic Equations 2016CVEE-Subzar-
ConvolCombination
Complex Variables and Elliptic Equations 3
2. Main Results
We begin this section with the following lemma, which gives a relation among the
dilatations of harmonic mappings and their convolution.
Lemma 2.1: Let the function fa,0 = ha,0 + ga,0 be harmonic mapping, where
ha,0, ga,0 are given by (2). If ω is the dilatation of slanted right half-plane mapping
fγ = hγ + gγ ∈ S(Hγ), then the dilatation ω˜ of fa,0 ∗ fγ is given by
ω˜(z) =
2ω(z)(1 + e−2iγω(z))(a− eiγz) + zω′(z)(a − 1)(1 − eiγz)
2(1− aeiγz)(1 + e−2iγω(z)) + e−2iγzω′(z)(a − 1)(1 − eiγz) . (4)
Proof : Let the function f = h + g¯ be a harmonic mapping with the dilatation
ω1 = g
′/h′ and let fa,0 ∗ f = ha,0 ∗ h+ ga,0 ∗ g =: h1+ g1. A calculation shows that
h1(z) = ha,0(z) ∗ h(z) = 1
2
(
h(z) +
1− a
1 + a
zh′(z)
)
,
and
g1(z) = ga,0(z) ∗ g(z) = 1
2
(
g(z) − 1− a
1 + a
zg′(z)
)
,
and the dilatation ω˜ of fa,0 ∗ f is given by
ω˜1(z) =
g′1(z)
h′1(z)
=
2ag′(z)− (1− a)zg′′(z)
2h′(z) + (1− a)zh′′(z)
=
2aω1h
′(z)− (1− a)z(ω1(z)h′′(z) + ω′1(z)h′(z))
2h′(z) + (1− a)zh′′(z) . (5)
Since, fγ = hγ + gγ ∈ S(Hγ) and ω is its dilatation, we have
ω(z)h′γ(z) = g
′
γ(z) and hγ(z) + e
−2iγgγ(z) =
z
1− eiγz . (6)
The above two equations in (6) together gives
h′γ(z) =
1
(1 + e−2iγω(z))(1 − eiγz)2 , (7)
and
h′′γ(z) =
2(1 + e−2iγω(z))eiγ − e−2iγω′(z)(1 − eiγz)
(1 + e−2iγω(z))2(1− eiγz)3 . (8)
Now, using the expressions of h′γ and h
′′
γ given by (7) and (8) in place of h
′ and h′′
in (5) and replacing ω1 by ω, we get the desired expression for the dilatation ω˜(z)
of the convolution fa,0 ∗ fγ . 
Theorem 2.2 : Let the function fa,α = ha,α + ga,α be harmonic mapping, where
ha,α, ga,α are given by (2). If ω = e
iθzn(θ ∈ R, n ∈ N) is the dilatation of slanted
right half-plane mapping fγ = hγ + gγ ∈ S(Hγ), then the function fa,α ∗ fγ ∈ S0H
and is convex in the direction −(α+ γ) for a ∈ [(n − 2)/(n + 2), 1).
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Proof : Since
ha,α(z) =
z/(1 + a)− eiαz2/2
(1− eiαz)2 and ga,α(z) =
ae2iαz/(1 + a)− e3iαz2/2
(1− eiαz)2 ,
therefore we have
(fγ ∗ fa,α)(z) = (hγ ∗ ha,α)(z) + (gγ ∗ ga,α)(z)
= hγ(z) ∗
(
z/(1 + a)− eiαz2/2
(1− eiαz)2
)
+ gγ(z) ∗
(
ae2iαz/(1 + a)− e3iαz2/2
(1− eiαz)2
)
= hγ(z) ∗
(
e−iα
eiαz/(1 + a)− (eiαz)2/2
(1− eiαz)2
)
+ gγ(z) ∗
(
eiα
aeiαz/(1 + a)− (eiαz)2/2
(1− eiαz)2
)
= e−iα
(
hγ(z) ∗ ha,0(zeiα) + gγ(z) ∗ ga,0(zeiα)
)
= e−iα(hγ ∗ ha,0 + gγ ∗ ga,0)(zeiα)
= e−iα(fγ ∗ fa,0)(zeiα).
Let ωγ,α be the dilatation of the function fγ ∗ fa,α. Therefore, we have by above
equation
ωγ,α(z) = e
2iαωγ,0(e
iαz). (9)
In order to prove the result, by Lemma 1.1, we just need to show that |ωγ,α(z)| < 1.
Equation (9) shows it is enough to prove the result for α = 0, that is to show
|ωγ,0(z)| < 1. Now, by Lemma 2.1 we have
ωγ,0(z) =
2ω(z)(1 + e−2iγω(z))(a − eiγz) + zω′(z)(a − 1)(1 − eiγz)
2(1 − aeiγz)(1 + e−2iγω(z)) + e−2iγzω′(z)(a − 1)(1 − eiγz) .
Substitute ω(z) = eiθzn in the above equation, we get
ωγ,0(z) =
2eiθzn(1 + eiθe−2iγzn)(a− eiγz) + neiθzn(a− 1)(1 − eiγz)
2(1− aeiγz)(1 + eiθe−2iγzn) + ne−2iγeiθzn(a− 1)(1 − eiγz)
= −e2iθe−iγzn


zn+1 − ae−iγzn + 1/2(2 − n+ an)e−iθe2iγz
+ 1/2(n − 2a− an)e−iθeiγ
1/2(n − 2a− an)eiθe−iγzn+1
+ 1/2(2 − n+ an)eiθe−2iγzn − aeiγz + 1

 . (10)
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Put zeiγ = w and θ − (n+ 2)γ = β. Then by using (10), we get
ωγ,0(z) = −e2iγe2iβwn


wn+1 − awn + 1/2(2 − n+ an)e−iβw
+ 1/2(n − 2a− an)e−iβ
1/2(n − 2a− an)eiβwn+1
+ 1/2(2 − n+ an)eiβwn − aw + 1


= e2iγω0,0(w), (11)
where ω0,0(w) corresponds to θ = β. By Lemma 1.4, |ω0,0(w)| < 1 and hence (11)
gives |ωγ,0(z)| < 1. 
In the next two theorems, we consider the right half-plane mapping with dilata-
tions (a − z2)/(1 − az2) and −(a − z)2/(1 − az)2, and examine its convolution
properties with the mapping fa,0 = ha,0 + g¯a,0, where ha,0, ga,0 are given by (2).
The proof of these results requires the following lemma due to Cohn.
Lemma 2.3: (Cohn’s rule)[4]. Given a polynomial t(z) = a0+ a1z+ ...+ anz
n of
degree n, let
t∗(z) = znt(1/z¯) = a¯n + a¯n−1z¯ + ...a¯0z¯
n.
Denote by r and s, the number of zeros of t(z) inside and on the unit circle |z| = 1
respectively. If |a0| < |an|, then
t1(z) =
a¯nt(n)− a0t∗(z)
z
is of degree n− 1 and has r1 = r− 1 and s1 = s number of zeros inside and on the
unit circle |z| = 1 respectively.
Theorem 2.4 : Let the function f = h + g be the harmonic right hal-plane
mapping with h(z) + g(z) = z/(1 − z), and the dilatation ω(z) = (a − z2)/(1 −
az2), a ∈ [0, 1). If the function fa,α = ha,α + g¯a,α is harmonic right half-plane
mapping, where ha,α, g¯a,α are given by (2), then the function fa,α ∗ f ∈ S0H and is
convex in the direction of real-axis.
Proof : If a = 0, the result follows from Lemma 1.3, so we consider the case
0 < a < 1. By Lemma 1.1, we only need to show that the dilatation of the function
fa,α ∗ f is bounded by one in D. From (9), we see it is enough to prove the result
for α = 0. Let ω˜ be dilatation of the function fa,0 ∗ f ∈ S0H . Setting γ = 0 and
ω(z) = (a− z2)/(1− az2) in Lemma 2.1, we get
ω˜(z) =
p(z)
p∗(z)
, (12)
where
p(z) = z4 + (1− a)z3 − (4a− a2 − 1)z2 + a(a− 1)z + a2
and
p∗(z) = z4p(1/z).
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Therefore, if z1, z2, z3, z4 are zeros of p(z), then 1/z1, 1/z2, 1/z3, 1/z4 are zeros of
p∗(z), and hence we can write (12) as
ω˜(z) =
(z − z1)(z − z2)(z − z3)(z − z4)
(1− z1z)(1 − z2z)(1− z3z)(1− z4z) .
Thus, in order to show that |ω˜(z)| < 1, it is enough to show that |zi| < 1, i =
1, 2, 3, 4.
Consider the polynomial q1 given by
q1(z) =
p(z)− a2p∗(z)
z
= (1− a4)z3 + (1− a)(1 + a3)z2 + (1 + a2 − 4a)(1 − a2)z + a(a2 − 1)
= (1− a2)p1(z),
where
p1(z) = (1 + a
2)z3 + (1− a+ a2)z2 + (1 + a2 − 4a)z − a.
Since |a|2 < 1, by Cohn’s rule, the number of zeros of the polynomial p1 in D is
one less than that of the polynomial p. Again, consider the polynomial q2 given by
q2(z) =
(1 + a2)p1(z) + ap
∗
1(z)
z
= (1 + a2 + a4)z2 + (1− 2a2 + a4)z + 1− 3a+ a2 − 3a3 + a4
=: p2(z).
Since |a| < |1+ a2|, by Cohn’s rule, the number of zeros of the polynomial p2 in D
is one less than that of the polynomial p1. Also, consider the polynomial q3 given
by
q3(z) =
(1 + a2 + a4)p2(z)− (1− 3a+ a2 − 3a3 + a4)p∗2(z)
z
= 3a(a− 1)2(1 + a2)[(2 + a+ 2a2)z + (1 + a)2]
= 3a(a− 1)2(1 + a2)p3(z),
where
p3(z) = (2 + a+ 2a
2)z + (1 + a)2.
Since |1 − 3a + a2 − 3a3 + a4| < |1 + a2 + a4| for 0 < a < 1), by Cohn’s rule the
number of zeros of the polynomial p3 in D is one less than that of the polynomial
p2. Finally, z = −(1 + a)2/(2 + a + 2a2) ∈ D is zero of the polynomial p3 for
0 < a < 1. Therefore, it follows that all the four zeros of the polynomial p lies in
D, and hence |ω˜(z)| < 1. 
Theorem 2.5 : Let the function f = h + g be the harmonic right half-plane
mapping with h(z) + g(z) = z/(1 − z), and the dilatation ω(z) = −(a − z)2/(1 −
az)2, a ∈ [0, 1). If the function fa,α = ha,α + g¯a,α is harmonic right half-plane
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mapping, where ha,α, g¯a,α are given by (2), then the function fa,α ∗ f ∈ S0H and is
convex in the direction of real-axis.
Proof : If a = 0, the result follows from Lemma 1.3, so we consider the case
0 < a < 1. By Lemma 1.1, we only need to show that the dilatation of the function
fa,α ∗ f is bounded by one in D. From (9), we see it is enough to prove the result
for α = 0. Let ω˜ be the dilatation of the function fa,0 ∗ f ∈ S0H . Setting γ = 0 and
ω(z) = −(a− z)2/(1− az)2 in Lemma 2.1, we get
ω˜(z) =
−(a− z)3(1 + z) + (a− z)z(a − 1)(1 − az)
(1− az)3(1 + z) + (a− z)z(a − 1)(1 − z)
=
z4 + (1− 4a+ a2)z3 + (1− 4a+ 4a2 − a3)z2 + (−a+ 4a2 − a3)z − a3
−a3z4 + (−a+ 4a2 − a3)z3 + (1− 4a+ 4a2 − a3)z2 + (1− 4a+ a2)z + 1
=
p(z)
p∗(z)
, (13)
where
p(z) = z4 + (1− 4a+ a2)z3 + (1− 4a+ 4a2 − a3)z2 + (−a+ 4a2 − a3)z − a3
and p∗(z) = z4p(1/z). Therefore, if z1, z2, z3, z4 are zeros of p(z), then
1/z1, 1/z2, 1/z3, 1/z4 are zeros of p
∗(z), and hence we can write (13) as
ω˜(z) =
(z − z1)(z − z2)(z − z3)(z − z4)
(1− z1z)(1 − z2z)(1− z3z)(1− z4z) .
We shall show that |ω˜(z)| < 1 by proving that zi ∈ D for i = 1, 2, 3, 4.
Consider the polynomial q1 given by
q1(z) =
p(z) + a3p∗(z)
z
= (1− a6)z3 + (1− 4a+ a2 − a4 + 4a5 − a6)z2
+ (1− 4a+ 4a2 − a3)(1 + a3)z + (−a+ 4a2 − 4a4 + a5)
= (1− a2)p1(z),
where
p1(z) = (1 + a
2 + a4)z3 + (1− 4a+ 2a2 − 4a3 + a4)z2
+ (1− 4a+ 5a2 − 4a3 + a4)z − (a− 4a2 + a3).
Since |a|3 < 1, by Cohn’s rule the number of zeros of the polynomial p1 in D is one
less than that of the polynomial p. Again, consider the polynomial q2 given by
q2(z) =
(
(1 + a2 + a4)p1(z) + (a− 4a2 + a3)p∗1(z)
)
/z
= (1 + a2 + 8a3 − 15a4 + 8a5 + a6 + a8)z2
+ (1− 4a+ a2)(1− a+ a2)2(1 + 3a+ a2)z
+ (1− 3a− 2a2 + 11a3 − 9a4 + 11a5 − 2a6 − 3a7 + a8)
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=: p2(z).
Since |a − 4a2 + a3| < |1 + a2 + a4| for 0 < a < 1, by Cohn’s rule the number of
zeros of the polynomial p2 in the the D is one less than that of the polynomial p1.
Also, consider the polynomial q3 given by
q3(z) =
1
z
(
(1 + a2 + 8a3 − 15a4 + 8a5 + a6 + a8)2p2(z)
− (1− 3a− 2a2 + 11a3 − 9a4 + 11a5 − 2a6 − 3a7 + a8)2p∗2(z)
)
= 3a(a2 − 1)2(1 + a2 + a4)((2− a− 4a2 + 16a3 − 4a4 − a5 + 2a6)z
+ (1− 2a− 8a2 + 8a3 − 8a4 − 2a5 + a6))
= 3a(a2 − 1)2(1 + a2 + a4)p3(z),
where
p3(z) = (2− a− 4a2 + 16a3 − 4a4 − a5 + 2a6)z
+ (1− 2a− 8a2 + 8a3 − 8a4 − 2a5 + a6).
For 0 < a < 1, both 1+a2+8a3−15a4+8a5+a6+a8 and 1−3a−2a2+11a3−9a4+
11a5 − 2a6− 3a7 + a8 are positive, and the difference of the 2nd term from the 1st
term is 3a(a2−1)2(1+a+a2), which is also positive on the interval (0, 1). Therefore,
|1−3a−2a2+11a3−9a4+11a5−2a6−3a7+a8| < |1+a2+8a3−15a4+8a5+a6+a8|
for 0 < a < 1, and hence by Cohn’s rule the number of zeros of the polynomial p3
in D is one less than that of the polynomial p2. Finally, |1− 2a− 8a2+8a3− 8a4−
2a5 + a6| < |2− a− 4a2 + 16a3 − 4a4 − a5 + 2a6| on 0 < a < 1 and hence the zero
z = −(1− 2a− 8a2 + 8a3 − 8a4 − 2a5 + a6)/(2− a− 4a2 + 16a3 − 4a4 − a5 + 2a6)
of the polynomial p3(z) lies in D. Therefore, all the four zeros of the polynomial p
lies in D, and hence |ω˜(z)| < 1. 
In the next theorem, we examine the convexity along real axis of the convolution
of the mapping f0,0 = h0,0 + g¯0,0, where h0,0, g0,0 are given by (2), with the strip
mapping instead of right half-plane mapping.
Theorem 2.6 : Let the function f = h+ g be harmonic mapping given by
h(z) + g(z) =
1
2i
log
(
1 + iz
1− iz
)
,
with the dilatation ω(z) = (a − z2)/(1 − az2), a ∈ (−1, 1). If the function f0,0 =
h0,0 + g¯0,0 is harmonic right-half plane mapping, where h0,0, g0,0 are given by (2),
then the function f ∗ f0,0 ∈ S0H and is convex in the direction of real axis.
Proof : Since, we have ω(z) = g′(z)/h′(z) and h(z) + g(z) = 12i log
(
1+iz
1−iz
)
, it
follows that
h′(z) =
1
(1 + ω(z))(1 + z2)
and
h′′(z) = −2z(1 + ω(z)) + ω
′(z)(1 + z2)
(1 + ω(z))2(1 + z2)2
.
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Using the above expressions for h′ and h′′, by (5) the dilatation ω˜(z) of the function
f0,0 ∗ f reduces to
ω˜(z) = −zω
′(z)(1 + z2)− 2zω(z)(1 + ω(z))
2(1 + ω(z))− ω′(z)z(1 + z2) .
Substituting ω(z) = (a − z2)/(1 − az2) in above equation, we get ω˜(z) = z2, and
hence |ω˜| < 1 on D. The result now follows from Lemma 1.2. 
3. Linear Combination of Harmonic mappings.
Before going into the detail in this section, we first introduce a result due to Hen-
gartner and Schober for checking the convexity of analytic functions in the direction
of imaginary-axis, and a result due to Clunie and Sheil-small for constructing uni-
valent harmonic mapping convex in given direction. These results will be of interest
in this section.
Lemma 3.1: [5, Theorem 1, p.304] Suppose f is analytic and non-constant map-
ping in D, then
Re
(
(1− z2)f ′(z)) > 0, z ∈ D
if and only if
(1) f is univalent in D
(2) f is convex in the direction of imaginary axis, and
(3) there exists sequences z′n and z
′′
n converging to z = 1 and z = −1, respectively,
such that
lim
n→∞
Re(f(z′n)) = sup
|z|<1
Re(f(z)),
lim
n→∞
Re(f(z′′n)) = inf
|z|<1
Re(f(z)).
Lemma 3.2: [6] A locally univalent harmonic mapping f = h + g on D is uni-
valent mapping of D onto a domain convex in the direction of φ if and only if
h− e2iφg is univalent analytic mapping of D onto a domain convex in the direction
of φ.
Wang et al. gave a sufficient condition of univalency for the convex combination
f3 = tf1 + (1 − t)f2, 0 ≤ t ≤ 1 of two harmonic univalent functions f1 and f2.
Indeed, they have proved the following:
Theorem 3.3 : [7, Theorem 3, p.455] If the function fi = hi + gi ∈ SH satisfies
hi(z)+gi(z) = z/(1−z) for i = 1, 2, then the convex combination f3 = tf1+(1−t)f2,
0 ≤ t ≤ 1, is univalent and convex in the direction of real axis.
Kumar et al. [8] introduce a locally univalent and sense-preserving harmonic
functions fα = hα + gα given by hα(z) + gα(z) = z(1 − αz)/(1 − z2), α ∈ [−1, 1],
with the dilatation ω = g′α/h
′
α ∈ D, and proved the following:
Theorem 3.4 : [8, Theorem 2.7] For i = 1, 2, let the function fαi = hαi + gαi
be normalized harmonic mapping satisfying hαi(z) + gαi(z) = z(1− αiz)/(1 − z2),
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αi ∈ [−1, 1]. If ω1(z) = −z and ω2(z) = z are the dilatations respectively of
the mappings fα1 and fα2, then their convex combination f = tfα1 + (1 − t)fα2,
0 ≤ t ≤ 1, belongs SH and is convex in the direction of imaginary axis provided
α1 ≥ α2.
Theorem 3.5 : [8, Theorem 2.9] For i = 1, 2, let the function fαi = hαi + gαi
be normalized harmonic mapping satisfying hαi(z) + gαi(z) = z(1− αiz)/(1 − z2),
αi ∈ [−1, 1]. Let ω1(z) = −z and ω2 be the dilatations respectively of mappings
fα1 and fα2, with |ω2(z)| < 1. Let f = tfα1 + (1 − t)fα2 , 0 ≤ t ≤ 1, be convex
combination of fα1 and fα2 . Then, we have
(1) If ω2(z) = −z2 and α1 > α2, then f is in SH and is convex in the direction of
imaginary axis.
(2) If ω2(z) = z
2 and |α1| > |α2|, and α1α2 ≥ 0, then f is in SH and is convex in
the direction of imaginary axis.
For α ∈ [−2(√2 − 1), 2(√2 − 1)], n ∈ N, we will introduce a family of locally
univalent and sense-preserving harmonic mappings fα,n = hα,n + gα,n, given by
hα,n(z) + gα,n(z) =
z(1 + z2)(1 + z4) . . . (1 + z2
n
+ αz2
n−1
)
1 + z2n+1
∗ log 1
1− z , z ∈ D,
(14)
with the dilatation ω(z) = g′α,n(z)/h
′
α,n(z) ∈ D. In this section, we will study the
convexity in the direction of real axis of convex combinations of mappings in this
family. First, we check the convexity in the direction of real axis of the functions
fα,n. Differentiating (14), we get
h′α,n(z) + g
′
α,n(z) =
(1 + z2)(1 + z4) . . . (1 + z2
n
+ αz2
n−1
)
1 + z2n+1
. (15)
Now, upon putting zn−1 = w, and using (15), we see
Re
(
(1− z2)(h′α,n(z) + g′α,n(z))
)
= Re
(
(1− z2n)(1 + z2n + αz2n−1)
1 + z2n+1
)
= Re
(
(1− w2)(1 + w2 + αw)
1 + w4
)
= Re
(
1− w4 + αw − αw3
1 + w4
)
=
1− |w|8 + α(1 − |w|6)Re(w) − α(1 − |w|2)Re(w3)
|1 + w4|2
= (1− |w|4)
(
1 + |w|2 + |w|4 + |w|6 + α(1 + |w|2 + |w|4)Re(w)− αRe(w3)
|1 + w4|2
)
> 0,
if
1 + |w|2+|w|4 + |w|6 + α(1 + |w|2 + |w|4)Re(w)− αRe(w3)
=
(
(|w|2 + |w|4)(1 + α)Re(w))+ ((√2− 1)2 + |w|6 − αRe(w3))
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+
(
1− (
√
2− 1)2 + αRe(w)) > 0
Since for α ∈ [−2(√2−1, 2(√2−1)], the first term in the above sum is non-negative,
the second and the third terms are positive, therefore
1 + |w|2 + |w|4 + |w|6 + α(1 + |w|2 + |w|4)Re(w) − αRe(w3) > 0,
and hence
Re
(
(1− z2)(h′α,n(z) + g′α,n(z)
)
> 0. (16)
Therefore, by Lemma 3.1, hα,n + gα,n is analytic and convex in the direction of
imaginary axis, and hence Lemma 3.2 implies that the function fα,n = hα,n+gα,n ∈
SH and is convex in the direction of imaginary axis.
In the next theorem, we will show that, for the convex combination of the func-
tions fα,n to be convex in the direction of imaginary axis, it is sufficient for this
combination to be local univalent and sense-preserving.
Theorem 3.6 : For i = 1, 2, let the function fαi,n = hαi,n + gαi,n be normalized
harmonic mapping, satisfying hαi,n(z)+ gαi,n(z) =
(
z(1+ z2)(1+ z4) . . . (1+ z2
n
+
αiz
2n−1)/(1 + z2n+1)
) ∗ log 1/(1 − z), αi ∈ [−2(√2 − 1), 2(√2 − 1)], n ∈ N and
|g′αi,n/h′αi,n| < 1 in D. Then the convex combination f = tfα1,n + (1− t)fα2,m, 0 ≤
t ≤ 1 is in SH and is convex in the direction of of imaginary axis, provided f is
locally univalent and sense-preserving.
Proof : We have f = tfα1,n + (1 − t)fα2,n = thα1,n + (1 − t)hα2,n +
tgα1,n + (1− t)gα2,n. Let F = thα1,n + (1 − t)hα2,n + tgα1,n + (1 − t)gα2,n, and
Fαi,n = hαi,n + gαi,n, i = 1, 2. Now by using (16), we have
Re[(1− z2)F ′(z)] = Re[(1− z)2(tF ′α1,n(z) + (1− t)F ′α2,n(z))]
= tRe[(1− z)2F ′α1,n(z)] + (1− t)Re[(1− z)2F ′α2,n(z)] > 0.
Therefore, by Lemma 3.1, the function F = thα1,n+(1−t)hα2,n+tgα1,n+(1−t)gα2,n
is analytic and convex in the direction of imaginary axis, and hence Lemma 3.2
shows that the function f = tfα1,n+(1−t)fα2,n ∈ SH and is convex in the direction
of imaginary axis. 
Lemma 3.7: For i = 1, 2 and n ∈ N, let the function fαi,n = hαi,n + gαi,n be
the normalized harmonic mapping, such that hαi,n(z) + gαi,n(z) =
(
z(1 + z2)(1 +
z4) . . . (1+ z2
n
+αiz
2n−1)/(1+ z2n+1)
) ∗ log 1/(1 − z), αi ∈ [−2(√2− 1), 2(√2− 1)]
and ωi = g
′
αi,n/h
′
αi,n, with |ωi(z)| < 1 in D. Then for n ≥ m, the dilatation ω˜ of
the convex combination f = tfα1,n + (1− t)fα2,m, 0 ≤ t ≤ 1 is given by
ω˜(z) =
p(z)
q(z)
, (17)
where
p(z) = ω1(z)
(
1 + z2
m)
. . .
(
1 + z2
n
+ α1z
2n−1
)
(1 + ω2(z))
(
1 + z2
m+1)
+ (1− t)ω2(z)
(
1 + z2
n+1)(
1 + z2
m
+ α2z
2m−1
)
(1 + ω1(z)),
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and
q(z) =
(
1 + z2
m)
. . .
(
1 + z2
n
+ α1z
2n−1
)
(1 + ω2(z))
(
1 + z2
m+1)
+ (1− t)(1 + z2n+1)(1 + z2m + α2z2m−1)(1 + ω1(z)).
Proof : As f = tfα1,n+(1− t)fα2,m = thα1,n+(1− t)hα2,m+ tg¯α1,n+(1− t)g¯α2,m,
ω1 = g
′
α1,n/h
′
α1,n and ω2 = g
′
α2,m/h
′
α2,m, therefore the dilatation ω˜ of the function
f is given by
ω˜ =
tg′α1,n + (1− t)g′α2,m
th′α1,n + (1− t)h′α2,m
=
tω1h
′
α1,n + (1− t)ω2h′α2,m
th′α1,n + (1− t)h′α2,m
. (18)
Also, we have
hα1,n(z) + gα1,n(z) =
z(1 + z2)(1 + z4) . . .
(
1 + z2
n
+ α1z
2n−1
)
(
1 + z2n+1
) ∗ log 1
(1− z)
Differentiating the above equation, and using ω1(z) = g
′
α1,n(z)/h
′
α1,n(z), we get
h′α1,n(z) =
(1 + z2)(1 + z4) . . .
(
1 + z2
n
+ α1z
2n−1)
(1 + ω1(z))
(
1 + z2n+1
) .
Similarly, we see
h′α2,m(z) =
(1 + z2)(1 + z4) . . .
(
1 + z2
m
+ α2z
2m−1
)
(1 + ω2(z))
(
1 + z2m+1
) .
Now, using the above expressions for h′α1,n and h
′
α2,m in (18), we get the desired
result. 
For n = m in Lemma 3.7, (17) reduces to
ω˜ =
tω1
(
1 + z2
n
+ α1z
2n−1
)
(1 + ω2) + (1− t)ω2
(
1 + z2
n
+ α2z
2n−1
)
(1 + ω1)
t(1 + ω2)
(
1 + z2n + α1z2
n−1
)
+ (1 + ω1)(1− t)
(
1 + z2n + α2z2
n−1
) .
(19)
Theorem 3.8 : For i = 1, 2 and n ∈ N, let the function fi,n = hi,n + gi,n
be the normalized harmonic mapping such that hi,n(z) + gi,n(z) =
(
z(1 + z2)(1 +
z4) . . . (1+z2
n
+αz2
n−1
)/(1+z2
n+1
)
)∗log 1/(1 − z), α ∈ [−2(√2−1), 2(√2−1)] and
having dilatation ωi = g
′
i,n/h
′
i,n. If |ωi(z)| < 1 in D, then the convex combination
f = tf1,n + (1 − t)f2,n, 0 ≤ t ≤ 1 belongs to SH and is convex in the direction of
imaginary axis.
Proof : In view of the Theorem 3.6, we only need to show that the function f is
locally univalent and sense-preserving. Let ω˜ be the dilatation of the function f .
Setting α1 = α2 = α in (19), we get
ω˜(z) =
tω1(z) + (1− t)ω2(z) + ω1(z)ω2(z)
1 + tω2(z) + (1− t)ω1(z) .
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Therefore, from [7, Theorem 3], we get |ω˜| < 1. Hence the function f is locally
univalent and sense-preserving. 
In the next three theorems, we examine the convexity in the direction of imagi-
nary axis of the convex combinations of functions fα,n, having different dilatations.
Theorem 3.9 : For i = 1, 2 and n ∈ N, let the function fαi,n = hαi,n + gαi,n
be normalized harmonic mapping satisfying hαi,n(z) + gαi,n(z) =
(
z(1 + z2)(1 +
z4) . . . (1+z2
n
+αiz
2n−1)/(1+z2n+1)
)∗ log 1/(1 − z), αi ∈ [−2(√2−1), 2(√2−1)].
If ω1(z) = −z2n−1 and ω2(z) = z2n−1 are dilatations respectively of the functions
fα1,n and fα2,n, then the convex combination f = tfα1,n + (1 − t)fα2,n, 0 ≤ t ≤ 1
belongs to SH and is convex in the direction of imaginary axis provided α1 ≥ α2.
Proof : In view of Theorem 3.6, we only need to show that the function f is locally
univalent and sense-preserving. Let ω˜ be the dilatation of the function f . Using
ω1(z) = −z2n−1 and ω2(z) = z2n−1 in (19), we get
ω˜(z) =


−tz2n−1(1 + z2n + α1z2n−1)(1 + z2n−1)
+ (1− t)z2n−1(1 + z2n + α2z2n−1)(1− z2n−1)
t
(
1 + z2
n−1)(
1 + z2
n
+ α1z
2n−1
)
+ (1− t)(1− z2n−1)(1 + z2n + α2z2n−1)

 .
Put z2
n−1
= w in above equation, we get
ω˜(z) =
−tw(1 + w2 + α1w)(1 + w) + (1− t)w(1 + w2 + α2w)(1 − w)
t(1 + w)(1 + w2 + α1w) + (1− t)(1− w)(1 + w + α2w)
= −w w
3 + (2t− 1 + α1t+ α2(1− t))w2 + (1− α2(1− t) + α1t)w + (2t− 1)
(2t− 1)w3 + (1− α2(1− t) + α1t)w2 + (2t− 1 + α1t+ α2(1− t))w + 1 ,
which is the dilatation ω(w) of the function f in the Theorem 3.4, with −2αi
replaced by αi, see [8, Theorem 2.7]. Therefore, |ω˜| < 1. Hence the function f is
locally univalent and sense-preserving. 
Theorem 3.10 : For i = 1, 2 and n ∈ N, let the function fαi,n = hαi,n + gαi,n
be the normalized harmonic mapping satisfying hα,n(z) + gα,n(z) =
(
z(1 + z2)(1 +
z4) . . . (1+ z2
n
+αz2
n−1
)/(1+ z2n+1)
) ∗ log 1/(1 − z), αi ∈ [−2(√2− 1), 2(√2− 1)].
If ω1 = −z2n−1 and ω2(z) (|ω2| < 1) are dilatations respectively of fα1,n and fα2,n,
then for the convex combination f = tfα1,n + (1− t)fα2,n, 0 ≤ t ≤ 1, we have
(1) If ω2(z) = −z2n and α1 > α2, then the function f belongs to SH and is convex
in the direction of imaginary axis.
(2) If ω2(z) = z
2n and |α1| > |α2|, and α1α2 ≥ 0, then the function f belongs to SH
and is convex in the direction of imaginary axis.
Proof : In view of Theorem 3.6, we only need to show that the function f is locally
univalent and sense-preserving. Let ω˜ be the dilatation of the function f . Using
ω1(z) = −z2n−1 and ω2(z) = −z2n in (19), we get
ω˜(z) =


−tz2n−1(1 + z2n + α1z2n−1)(1− z2n)
− (1− t)z2n(1 + z2n + α2z2n−1)(1− z2n−1)
t(1− z2n)(1 + z2n + α1z2n−1)
+ (1− t)(1− z2n−1)(1 + z2n + α2z2n−1)

 .
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Put z2
n−1
= w , above equation gives
ω˜(z) =
−tw(1 + w2 + α1w)(1 − w2)− (1− t)w2(1 +w2 + α2w)(1 − w)
t(1− w2)(1 + w2 + α1w) + (1− t)(1 − w)(1 + w + α2w) ,
which is the dilatation ω(w) of the function f in the Theorem 3.5, with −2αi
replaced by αi. Therefore, |ω˜| < 1. Hence the function f is locally univalent and
sense-preserving. Part (2) follows similarly. 
Theorem 3.11 : For i = 1, 2 and n ∈ N − {1} , let the function fαi,n = hαi,n +
gαi,n, be the normalized harmonic mapping satisfying hα,n(z) + gα,n(z) =
(
z(1 +
z2)(1+z4) . . . (1+z2
n
+αz2
n−1
)/(1+z2n+1)
)∗log 1/(1 − z), αi ∈ [−2(√2−1), 2(√2−
1)]. If ω1(z) = −z2n−2 and ω2(z) = z2n−1 are dilatations respectively of functions
fα1,n and fα2,n, then the convex combination f = tfα1,n + (1 − t)fα2,n, 0 ≤ t ≤ 1
belongs to SH and is convex in the direction of imaginary axis, provided α1 ≤ α2.
Proof : For α1 = α2, the result is proved in Theorem 3.8, so we consider the case
α1 < α2. Also, for t = 0, 1, the result has been already shown in the discussion
proceeding the Theorem 3.5, so we will prove it for the case 0 < t < 1. Let ω˜ be
the dilatation of the function f . Using ω1(z) = −z2n−2 and ω2(z) = z2n−1 in (19),
we get
ω˜(z) =


−tz2n−2(1 + z2n + α1z2n−1)(1 + z2n−1)
+ (1− t)z2n−1(1 + z2n + α2z2n−1)(1− z2n−2)
t(1 + z2
n−1
)(1 + z2
n
+ α1z
2n−1)
+ (1− t)(1− z2n−2)(1 + z2n + α2z2n−1)

 .
Take z2
n−2
= w, above equation gives
ω˜(z) =
−tw(1 + w4 + α1w2)(1 + w2) + (1− t)w2(1 + w4 + α2w2)(1 − w)
t(1 + w2)(1 + w4 + α1w2) + (1− t)(1− w)(1 + w4 + α2w2) ,
= −w p(w)
p∗(w)
,
where
p(w) = w6 + (t− 1)w5 + (α2 + (1 + α1 − α2)t)w4 + α2(t− 1)w3
+ (1 + α1t)w
2 + (t− 1)w + t
and
p∗(w) = w6p(1/w).
Therefore, if w1, w2, w3, w4, w5, w6 are zeros of p(z), then
1/w1, 1/w2, 1/w3, 1/w4, 1/w5, 1/w6 are zeros the of the polynomial p
∗(w),
and we can write ω˜ as
ω˜(z) = −w (w − w1)(w − w2)(w −w3)(w − w4)(w − w5)(w − w6)
(1− w1w)(1 − w2w)(1 −w3w)(1 − w4w)(1 − w5w)(1 − w6w) .
Thus, to show that |ω˜(z)| < 1, it is enough to show |wi| < 1, i = 1, 2, . . . , 6.
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Consider the polynomial q1 given by
q1(w) =
p(w)− tp∗(w)
w
= (1− t2)w5 − (1− t)2w4 + (1− t)(α2 + α1t)w3 − α2(1− t)2w2
+ (1− t)(1 + (1 + α1 − α2)t)w − (1− t)2
= (1− t)p1(z),
where
p1(z) = (1 + t)w
5 − (1− t)w4 + (α2 + α1t)w3 − α2(1− t)w2
+ (1 + (1 + α1 − α2)t)w − (1− t).
Since |t| < 1, by Cohn’s rule the number of zeros of the polynomial p1 in D is one
less than that of the polynomial p. Again, consider the polynomial q2 given by
q2(w) =
(1 + t)p1(w) + (1− t)p∗1(w)
w
= 4tw4 + t(1− t)(α1 − α2)w3 + (α1 + 3α2 + (α1 − α2)t)tw2
+ (α1 − α2)t(1− t)w + (4 + (α1 − α2)(1 + t))t
= tp2(w),
where
p2(w) = 4w
4 + (1− t)(α1 − α2)w3 + (α1 + 3α2 + (α1 − α2)t)w2
+ (α1 − α2)(1− t)w + 4 + (α1 − α2)(1 + t).
Since |1− t| < |1+ t|, by Cohn’s rule the number of zeros of the polynomial p2 in D
is one less than that of the polynomial p1. Also, consider the polynomial q3 given
by
q3(w) =
4p2(w)− (4 + (α1 − α2)(1 + t))p∗2(z)
w
= −(α1 − α2)(1 + t){(8 + (α1 − α2)(1 + t))w3 + (α1 − α2)(1− t)w2
+ (α1 + 3α2 + (α1 − α2)t)w + (α1 − α2)(1− t)}
= −(α1 − α2)(1 + t)p3(w),
where
p3(w) = (8 + (α1 − α2)(1 + t))w3 + (α1 − α2)(1 − t)w2
+ (α1 + 3α2 + (α1 − α2)t)w + (α1 − α2)(1− t).
Since |4+(α1−α2)(1+t)| < 4, by Cohn’s rule the number of zeros of the polynomial
p3 in D is one less than that of the polynomial p2. Now, for the zeros of p3 in D,
consider
|p3(w)− (8 + (α1 − α2)(1 + t))w3|
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= |(α1 − α2)(1 − t)w2 + (α1 + 3α2 + (α1 − α2)t)w + (α1 − α2)(1 − t)|
≤ 2|(1 − t)(α1 − α2)|+ |α1 + 3α2 + (α1 − α2)t|
= 2(1 − t)(α2 − α1) + |α1 + 3α2 + (α1 − α2)t|
< (8 + (α1 − α2)(1 + t)).
Thus, |p3(w)− (8+ (α1 −α2)(1+ t))w3| < |(8+ (α1−α2)(1+ t))w3| on |w| = 1, by
Rouche’s theorem all the three zeros of p3(w) lie in D. Hence, we see that all the
six zeros of the polynomial p lie in D. Therefore, |ω˜| < 1. The result now follows
from Theorem 3.6. 
Upon looking at the Theorems 2.4, 2.5 and 2.6, we can propose the following
questions.
(1) To find the values of a ∈ (−1, 1) and θ ∈ R, such that the result in the Theorem
2.4 holds if we take ω(z) = eiθ(a− zn)/(1 − azn), n = 3, 4, . . . .
(2) To find the values of a ∈ (−1, 1) and θ ∈ R, such that the result in the Theorem
2.5 holds if we take ω(z) = eiθ(a− zn)/(1 − azn), n = 3, 4, . . . .
(3) To find the values of a ∈ (−1, 1) and θ ∈ R, such that the result in the Theorem
2.6 holds if we take ω(z) = eiθ(a− z)n/(1 − az)n, n = 3, 4, . . . .
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