Normalisation of the basis function activations in a radial basis function (RBF) network is a common way of achieving the partition of unity often desired for modelling applications. It results in the basis functions covering the whole of the input space to the same degree. However, normalisation of the basis functions can lead to other e ects which are sometimes less desirable for modelling applications. This paper describes some side e ects of normalisation which fundamentally alter properties of the basis functions, e.g. the shape is no longer uniform, maxima of basis functions can be shifted from their centres, and the basis functions are no longer guaranteed to decrease monotonically as distance from their centre increases { in many cases basis functions can`reactivate', i.e. re-appear far from the basis function centre. This paper examines how these phenomena occur, discusses their relevance for non-linear function approximation and examines the e ect of normalisation on the network condition number and weights.
Introductory remarks
Basis function networks have recently been the subject of increasing attention in the neural network, control and signal processing literature. Basis function networks, in particular Gaussian radial basis function (RBF) networks, have been successfully applied to a number of complex pattern recognition, modelling, control and signal processing tasks. In many cases the use of normalised basis functions has resulted in an improvement in performance. This paper discusses the e ect of normalisation, as used in (Moody and Darken 1989 , Barnes et al. 1991 , Jones et al. 1989 , Johansen 1994 , on the behaviour of RBF networks. Normalisation is most relevant for RBF nets, as other networks which partition the input space in an axis-orthogonal manner (e.g. B-Spline nets), can be designed to achieve a partition of unity without normalisation. While the approximation capabilities of normalised networks have been analysed (Benaim 1994) , the side-e ects of normalisation have not yet been considered in detail. Normalisation of basis functions arises naturally when basis function networks are viewed in a probabilistic framework, e.g. (Jordan and Jacobs 1994) , and is also used in fuzzy logic systems (Takagi and Sugeno 1985) . In other contexts normalisation is sometimes desired because it results in every point in the input space being covered by the basis functions to the same degree, i.e. the basis functions sum to unity at every Daimler-Benz Research, Alt-Moabit 96a, D-10559 Berlin, Germany. E-mail: murray, shorten@DBresearch-berlin.de point. When this is the case a partition of unity across the input space is said to have been achieved. That the basis functions should form a partition of unity is an important property for basis function networks for a number of reasons. It often results in a structure which is less sensitive to poor basis function parameter selection (centres and widths). In cases where the basis function network is used within a local model structure (Johansen 1994 , Murray-Smith 1994 ) (i.e. y = P M i=1 f i (x) i (x)), where the f i (x)'s are local models, a partition of unity ensures that it is possible for the network to exactly represent the target system in the case of an exact structural match between the system and f i (x) 1 . In the case of RBF nets, where f i (x) is equal to a constant w i , this means that un-normalised networks are unable to exactly model a constant even in the absence of noise.
Paper structure
This paper is structured as follows: After an overview and discussion of normalised networks, the e ects of normalisation on the form of the basis functions and the network parameters is considered. It is demonstrated that, in addition to achieving a partition of unity, normalisation of the basis functions can lead to unexpected side e ects. The most important of these is the change in shape of the basis functions and the possible loss in smoothness of representation. In addition, for basis functions with non-compact support 2 , normalisation results in the whole of the input space being covered and not just the part of the space populated by the training data. This can lead to stability problems at the edge of the input space. It is also shown that in the case of irregular networks 3 , normalisation can give rise to two further phenomena, a shift in maximum and loss in monotonicity of the basis functions. The loss in monotonicity can lead to what we term`reactivation', whereby the basis function can reappear far from its centre, thereby having more than one region of signi cant activity. The e ect of normalisation on the least squares solution for the network weights is then discussed. Finally, these e ects will be illustrated by means of an example and their consequences for modelling and other applications involving interpolation discussed.
Modelling with normalised radial basis functions
The output of a basis function network (BFN) is described by,
where y is the network output 4 , x is the vector of input variables, M is the number of processing units, w i is the weight associated with unit i, and is the non-linear activation function before normalisation.
1
This assumes a network where the fi(x)'s have the same model structure.
2
By compact support it is meant that the basis functions are non-zero for some nite range. Outside of this range the basis function takes the value zero. 3 We use the term`irregular' to describe networks where the basis function centres are distributed non-uniformly across the input space, or where di ering sizes of basis functions are used.
We denote the normalised form of basis function k by k , where
where d( ) denotes some distance metric, c i is the centre of the ith basis function and i is the width of the ith unit. In principle, the basis function can be any non-linear function, but many authors use local basis functions for a number of practical reasons (`local' implying that the basis function is only`signi cantly active' for some limited range of the input). Local basis functions are advantageous because of the increased interpretability of the network, the ability to produce locally accurate con dence limits (Leonard et al. 1992) , and because locality can also be utilised to improve computational e ciency (Murray-Smith and Johansen 1995). 
Normalisation of the basis functions in such a network is often motivated by the desire to achieve a partition of unity across the input space. By partition of unity it is meant that, at any point in the input space the sum of all normalised basis functions equals unity, i.e.
This has the e ect of covering every point of the input space to the same degree, unlike the un-normalised case where the total weighting over the input space is nonuniform. The approximation capabilities of such networks have been considered in detail by Benaim (Benaim 1994) and it has been shown that normalised RBF's are capable of universal approximation (Kaplan 1991) in a satisfactory sense. Werntges (Werntges 1993 ) discusses the advantages of normalisation in RBF nets, describes the advantages of a partition of unity produced by normalisation, but does not consider the side-e ects discussed in this paper.
3 Side-e ects of normalisation
In order to achieve a partition of unity for many network types it is necessary to normalise. However, when the basis functions in the network are non-compact, normalisation also leads to a number of important side e ects which can have important consequences for the resulting network. In this section we describe these side e ects and their consequences for the behaviour of the network.
3.1 Loss of independence and change of shape of basis function
Un-normalised radial basis function networks usually use homogeneous basis functions, sometimes with di ering parameters. In normalised nets this is not the case { the shape of the basis functions is usually quite di erent from the un-normalised basis function, and the shape is in uenced not only by the basis function's width, but also by the proximity of the other functions in the network. Note the decrease in basis function maxima in the normalised case shown in gure 2(b). As the width of the basis function decreases the normalised network becomes less smooth, and tends towards a crisp nearest-neighbour classi er. The e ect in two dimensions is shown by the contour plot in gures 6 and 7. It can also be seen from equation (2) that each normalised basis function is a function of all the original basis functions; normalisation introduces a coupling between the original basis functions. Therefore, changing the parameters of one basis function a ects all other normalised basis functions in the network. This can have important consequences for on-line applications where the network parameters are updated with each new data point, i.e., a change in the parameters of a single basis function a ects all other basis functions in the network.
Covering of the input-space
In the case where the basis functions used are non-compact in nature, for example when Gaussians are used, then normalisation results in the whole of the input space being covered and not just the region of the input space populated by the training data. It can be seen from gures 2(b) and 3 that in the normalised case the activation tends toward unity at the edges of the space. A further di culty with normalised basis functions involves two phenomena which occur due to normalisation. If centres are not uniformly spaced, or if basis functions of di ering widths are used, the maximum of the basis function may no longer be at its centre. A further e ect of varying basis widths is that the basis function can become multi-modal, meaning that it can now also increase as the distance function increases, instead of continuously decreasing { the unit`reactivates'. These e ects are shown in gure 4. Reactivation occurs when neighbouring basis functions have di ering widths. A onedimensional example shown in gure 5 using two basis functions illustrates how this phenomenon occurs. The reactivation point x, assuming monotonically decreasing basis functions, is the point at which the distance metric d 1 (equation 3) for the rst basis function is no longer smaller than d 2 for the second basis function. For a Euclidean distance metric this implies, 
Equation (7) shows that reactivation only occurs when the ratio between 1 and 2 is less than the ratio of the unweighted distances from the centres. In networks with uniformly wide basis functions reactivation cannot occur. The shift in the position of the activation function's maximum occurs when neighbouring basis functions are either unevenly spaced or have di ering widths. This behaviour can cause problems if the network is being used to estimate an underlying probability distribution as is the case when local linear models are weighted by the basis functions used to approximate the function, as in (Johansen 1994 , MurraySmith 1994 . Within this framework, reactivation can lead to local models becoming signi cantly active in regions in which they were never intended to operate.
5
The local learning methods for local model networks discussed in (Murray-Smith and Johansen 1995) require a partition of unity to be able to model the target function.
E ects of normalisation on multi-dimensional problems
The e ects of normalisation can become more pronounced as the input dimension increases. Due to the increased number of neighbouring units in higher dimensions, the cumulative activation in a given region tends to increase with dimension, leading to normalised basis functions often having dramatically reduced maxima. Note also that the di erence between the normalised radial and ellipsoidal basis functions is less extreme than the di erence between the original functions { in many cases normalisation makes the use of more complex distance metrics less signi cant. Two dimensional contour plots are shown below in gure 6. 
Network weights and condition number
The concepts of neural network robustness (with regards to variance of the optimisation process and generalisation ability for new data) are closely related to the magnitude of the networks weights w and the condition number of the design matrix ( , de ned below). The condition number is a useful indicator of how robust the solution for the network parameters actually is, i.e. how the solution for w is a ected by slightly perturbing the training data. Similarly, large weights can lead to non-robust models. It is therefore of interest to examine the e ect of normalisation on the least squares weight solution for the network parameters, and the e ect of normalisation on the condition number of the network's design matrix. The decrease in basis function magnitude brought about by normalisation in networks with large levels of overlap (see gure 2) typically results in a compensating increase in weight magnitude. This has the e ect of increasing the sensitivity of the resulting model to noisy data or model mismatch. The condition number is strongly dependent on the degree of`similarity' 6 of overlapping basis functions. Intuitively this implies that, for regular networks with narrow basis functions, normalisation results in an increase in condition number, and for networks with wide basis functions, a decrease in condition number. Therefore, for networks with wide basis functions, normalisation can result in a signi cant weight increase while at the same time causing an improvement in the condition of the design matrix. Figure 8 shows the e ect of basis function width on the condition number of regular networks before and after normalisation.
6
The degree of similarity is quanti ed by the linear correlation of basis function responses in their region of overlap.
Normalisation and the least squares solution
This section discusses the e ect of normalisation on the least squares solution for the network weights and on the condition number of the design matrix. We consider approximating the function y = f(x) by a basis function expansion of the form of equation (1), where the basis functions are normalised as in equation (2) 
The solution to the least squares minimisation problem is then given by nding a w which minimises (ŷ ? y) T (ŷ ? y):
Minimisation of (13) for equation (11) 
Bounds on network weights
Now consider equation (14). By using the triangular inequality an upper bound for the network weights can be written, 
Equations 7 (22) and (23) demonstrate that the bounds on the network weights are dependent on the entries of C (i.e. the inverse sum of the basis functions). It is noted that c min and c max can be very small when there is a large amount of overlap between the network basis functions. In this case the bound on the network weights will increase signi cantly as a result of normalisation. An increase in the weights typically occurs when the widths of the un-normalised basis functions are large, whereas a decrease in weight magnitude tends to be associated with small widths. In multidimensional cases, the e ect of large basis functions becomes even more dramatic, for the reasons described in section 3.4.
Normalisation and network condition number
Finally, it is noted that equations (20) and ( 
Equation (24) suggests that the ratio cmax c min is very important in determining the condition number of C . Note that for large amounts of overlap between the unnormalised basis functions, both c max and c min can be very large, whereas the ratio cmax c min need not be signi cantly greater than unity. This implies that although the network weights increase signi cantly, this increase does not imply a signi cant increase in network condition number. The converse is true for networks with basis functions which do not overlap signi cantly; a signi cant increase in condition number can correspond to a decrease in network weights. as a function of overlap between neighbouring basis functions. The ratio cmax c min and the variance of the cumulative network activation (indicating how close the basis functions are to a uniform partition of the input space) are also depicted. Note that for narrow units normalisation results in an increase in condition number, whereas for wider basis functions, it results in a lower condition number. Thè cross-over' point, i.e. the point from which normalisation actually improves network condition is also the point at which cmax c min is closest to unity. cmax c min = 1 implies that the un-normalised basis functions form a uniform partition in the area covered by the input data.
In gure 8 we illustrate the e ect of overlap on the condition of the design matrix for 11 basis functions spread uniformly on a single input dimension from 0 to 1. The condition numbers of the design matrices are calculated for basis function widths ranging from 2 = 0:02:::0:5, and 10000 data points spread uniformly from 0 to 1. The change in condition in this example is unlikely to have a major e ect in learning, but the example illustrates the processes involved and provides tools for their analysis. The e ect of normalisation on matrix condition becomes more important in higher dimensional spaces because of the increased level of overlap, and in irregular networks, where reactivation often increases the coupling between basis functions.
Illustrative example
In order to illustrate the e ects noted in the previous sections a simple one-dimensional example of RBF modelling is presented. The function to be modelled is depicted in gure 9. Uniform white noise of amplitude 0:2 was superimposed on the target as depicted in gure 9. 
E ect of varying the basis function overlap
A network consisting of three basis functions (centred at 0:3; 0:5; 0:9]) was used for the modelling task. The widths of the various basis functions were varied to illustrate the e ects noted above. The modelling performance of the network with narrow basis functions is depicted in gure 10. The basis functions are deliberately chosen to have a low level of overlap in order to exaggerate the e ects of normalisation. The reactivation and covering of the input space e ects can be clearly seen in gure 10. The approximation is very poor because the basis functions are too narrow. The e ect of wide basis functions is presented in gure 11. It can be clearly seen that the network approximation is better than with narrow basis functions, due to the increased level of overlap. Reactivation still occurs in the normalised case.
The diagonal elements of the C matrix for the above example are depicted in gure 12.
It can be clearly observed that the ratio cmax c min is greater for the case of the narrow basis functions. This explains why normalisation increased the condition number in the case 
Conclusions
In this paper we have described phenomena which occur in basis function networks when a partition of unity is achieved by normalising the basis functions. These e ects can be summarised as follows:
1. Normalisation leads to a change in shape of basis function. 2. If non-compact basis functions are used, normalisation leads to the whole of the input space being covered. This can result in stability problems at the edges of the space populated by the training data, when networks are used to represent dynamic systems. Ideally, a network should also return an input-dependent condence estimate which rejects data points outside the area covered by the training data, but in practice the reliable estimation of the probability distribution function is often di cult to achieve. 3. For irregular networks the maxima of the units can shift away from the centres, and the units can reactivate in other parts of the input space. Reactivation, and the resulting non-localised behaviour of individual basis functions means that the very motivation behind much of the work carried out on RBF nets, i.e. localised behaviour, is no longer guaranteed. 4. The analysis in section 4.1 shows how normalisation a ects both the condition number of the design matrix and the magnitude of the parameters w for a given network. It was demonstrated that large overlap between basis functions leads to a increase in network weights but not necessarily to an increase in network condition number. 5. E ects 1-4 become more pronounced as the input dimension increases.
A partition of unity is highly desirable for many modelling applications. In many network types this partition of unity can only be achieved by normalising the network basis functions. However, normalising non-compact basis functions leads to unavoidable side-e ects, which can lead to unpredictable network behaviour. The e ects noted in this paper are relevant for any application where an interpolation function is used. In particular, reactivation is an important consideration for intelligent control paradigms (Shorten to appear). Researchers and users of basis function nets, local model nets, and fuzzy systems should consider these e ects when designing, interpreting and validating both networks and training algorithms.
