Abstract. We consider contracting and expanding curvature flows in S n+1 . When the flow hypersurfaces are strictly convex we establish a relation between the contracting hypersurfaces and the expanding hypersurfaces which is given by the Gauß map. The contracting hypersurfaces shrink to a point x 0 while the expanding hypersurfaces converge to the equator of the hemisphere H(−x 0 ). After rescaling, by the same scale factor, the rescaled hypersurfaces converge to the unit spheres with centers x 0 resp. −x 0 exponentially fast in C ∞ (S n ).
and such that both F and its inverseF are concave. Let M (t) resp.M (t) be solutions of the flows (1.2)ẋ = −F ν resp.
(1.3)ẋ =F −1 ν, where the initial hypersurfaces M 0 resp.M 0 are strictly convex and wherẽ M 0 is the polar set of M 0 , then both flows exist on the maximal time interval [0, T * ), the hypersurfacesM (t) are the polar hypersurfaces of M (t), and vice versa, The contracting hypersurfaces shrink to a point x 0 while the expanding hypersurfaces converge to the equator of the hemisphere H(−x 0 ). After rescaling, by the same scale factor, the rescaled hypersurfaces satisfy uniform estimates in the C ∞ topology with uniformly positive principal curvatures. When the curvature function F of the contracting flow is strictly concave, see Definition 3.1 on page 6 for a precise definition, or when F = 1 n H, then the rescaled hypersurfaces of both flows converge to the unit spheres with centers x 0 resp. −x 0 exponentially fast in C ∞ (S n ). The class of strictly concave curvature functions comprises the appropriate roots σ k , 2 ≤ k ≤ n, of the elementary symmetric polynomials, the functions of class (K), and hence the inversesσ k of the σ k , 1 ≤ k ≤ n. Proofs of these results concerning strictly concave curvature functions are given in Section 3 on page 6 . As a byproduct we also obtain a simple proof that the σ k are concave.
Here is a more detailed summary of our results.
1.1. Theorem. Let F ∈ C ∞ (Γ + ) be a symmetric, monotone and homogeneous of degree 1 curvature function and assume that both F and its inversẽ F are concave. Normalize F such that (1.4) F (1, . . . , 1) = 1
and consider the curvature flows (1.2) resp. (1.3) with initial smooth and strictly convex hypersurfaces M 0 resp.M 0 , whereM 0 is the polar of M 0 . Then both flows exist in the maximal time interval [0, T * ) with finite T * . The respective flow hypersurfaces are polar sets of each other. The contracting flow hypersurfaces shrink to a point x 0 while the expanding hypersurfaces converge to the equator of the hemisphere H(−x 0 ). The contracting flow is compactly contained in the open hemisphere H(x 0 ) for t δ ≤ t < T * while the expanding flow is contained in H(−x 0 ) for all 0 ≤ t < T * . Introducing geodesic polar coordinate systems with centers in x 0 resp. −x 0 and writing the flow hypersurfaces as graphs of a function u resp. u * , then, for any m ∈ N, we have (1.5) |u| m,S n ≤ c m Θ ∀ t ∈ [t δ , T * )
resp.
(
where Θ(t, T * ) is the solution of the flow (1.2) with spherical initial hypersurface and same existence interval.
The rescaled functions
(1.8) (
are uniformly bounded C ∞ (S n ) and the rescaled principal curvatures are uniformly positive.
When the curvature function F , governing the contracting flow, is strictly concave, or when F = 1 n H, then the functions in (1.7) resp. (1.8) converge to the constant function 1 in C ∞ (S n ) exponentially fast.
Contracting curvature flows have first been considered by Huisken for the mean curvature in Euclidean and Riemannian spaces, cf. [14, 15] . We are adapting his method of proving an exponential decay for the difference of the principal curvatures to the present situation in order to derive our decay estimates for the rescaled hypersurfaces. Tso proved that contracting hypersurfaces by the Gauß curvature shrinks the hypersurfaces to a point [19] , while Chow proved the contraction to a round point in case of the square root of the scalar curvature and the n-th root of the Gauß curvature, cf. [5, 6] . Andrews, [2, 3] , considered contracting flows for a class of curvature functions in Euclidean and Riemannian spaces and proved convergence to a point, boundedness of the rescaled hypersurfaces in the C ∞ topology and also convergence to a sphere (or spheres in the Riemannian case), though we do not understand his arguments for the convergence of the rescaled hypersurfaces and consider his proofs to be incorrect.
Expanding flows, or inverse curvature flows, have been considered in Euclidean and hyperbolic space [8, 11, 12, 18] . Recently, inverse curvature flows have been studied in S n+1 by Makowski and Scheuer [17] who proved convergence to a hemisphere in C 1,α .
1.2. Remark. Our results for the contracting flows are also valid in R n+1 .
Definitions and notations
The main objective of this section is to state the equations of Gauß, Codazzi, and Weingarten for hypersurfaces M in a (n+1)-dimensional Riemannian manifold N . Geometric quantities in N will be denoted by (ḡ αβ ), (R αβγδ ), etc., and those in M by (g ij ), (R ijkl ), etc. Greek indices range from 0 to n and Latin from 1 to n; the summation convention is always used. Generic coordinate systems in N resp. M will be denoted by (x α ) resp. (ξ i ). Covariant differentiation will simply be indicated by indices, only in case of possible ambiguity they will be preceded by a semicolon, i.e., for a function u in N , (u α ) will be the gradient and (u αβ ) the Hessian, but e.g., the covariant derivative of the curvature tensor will be abbreviated byR αβγδ;ǫ . We also point out that (2.1)R αβγδ;i =R αβγδ;ǫ x ǫ i with obvious generalizations to other quantities.
Let M be a C 2 -hypersurface with normal ν. In local coordinates, (x α ) and (ξ i ), the geometric quantities of the hypersurface M are connected through the following equations (2.2) x α ij = −h ij ν α the so-called Gauß formula. Here, and also in the sequel, a covariant derivative is always a full tensor, i.e.,
The comma indicates ordinary partial derivatives.
In this implicit definition the second fundamental form (h ij ) is taken with respect to −ν.
The second equation is the Weingarten equation
, where we remember that ν α i is a full tensor. Finally, we have the Codazzi equation
and the Gauß equation
When we consider hypersurfaces M ⊂ S n+1 to be embedded in R n+2 , we label the coordinates in R n+2 as (x a ), i.e., indices a, b, c, ... always run through n + 2 values either from 1 to n + 2 or from 0 to n + 1.
At the end of this section let us state some evolution equations satisfied by solutions of the curvature flows (2.7)ẋ = −Φν in a Riemannian space form N = N n+1 with curvature K N . Here Φ = Φ(F ).
2.1. Lemma. The term Φ evolves according to the equation
where (2.9)
For a proof see [10, Lemma 2.3.4] . Assume that the flow hypersurfaces are written as graphs in a geodesic polar coordinate system. Define v by (2.11) v −1 = ∂ ∂x 0 , ν and let η = η(r) be a positive solution of the equation
whereH is the mean curvature of the slices {x 0 = r}, then
satisfies the equation
2.2. Lemma. Let N be a space of constant curvature K N , then the second fundamental form of the curvature flow (2.7) satisfies the parabolic equations
For a proof see [10, Lemma 2.4.3].
2.3.
Lemma. Let h ij be invertible and set (h ij ) = (h ij ) −1 , then the mixed tensorh i j satisfies the evolution equation
− {ΦF pq,kl h pq;r h kl;s + 2ΦF klhpq h pk;r h ql;s +ΦF r F s }h ishr j .
Curvature functions
3.1. Definition. Let F ∈ C 2 (Γ ) be a symmetric, homogeneous of degree 1, monotone and concave curvature function. We call F strictly concave, if the multiplicity of the eigenvalue λ = 0 for D 2 F (κ) is one for all κ ∈ Γ .
We shall show that the k-th root of the elementary symmetric polynomials H k , 2 ≤ k ≤ n, are strictly concave. This will also offer a simple independent proof of the concavity of the k-th root of H k .
The H k are defined as the connected component Γ k of the cone
containing Γ + . The cones are monotonely ordered
3.2. Theorem. The curvature functions
are strictly concave.
Proof. The proof relies on the concavity of the functions
A proof of this fact can be found in [16, Theorem 2.5]. There, it also proved that the Q k are strictly concave in Γ + . For the proof of the theorem we shall use induction with respect to k. A proof that σ 2 is strictly concave is given in the lemma below.
Thus, let us assume the σ k , 2 ≤ k < n − 1, is already strictly concave. Define
Here, the indices denote partial derivatives. Then the concavity of F is equivalent to the relation
We shall prove this inequality by induction and also
where ξ = 0 and where κ ∼ ξ means that (3.9) ξ = λκ.
Let ϕ be defined by
The argument κ ∈ Γ is obviously an eigenvector of D 2 F (κ) with eigenvalue 0. Hence, let κ ∼ ξ ∈ R n be arbitrary, ξ = 0, then we deduce (3.12)
where we used the concavity of ϕ and the assumption (3.8) for the function
we obtain (3.14)
The lemma below will complete the proof of the theorem.
3.3.
Lemma. The function σ 2 is strictly concave.
Proof. We shall first prove that F = σ 2 is concave. We use the same technique as in the proof of the theorem above and shall verify that the inequality (3.7) is satisfied for F . Define
and let ξ ∈ R n , then (3.17)
To prove that F is strictly concave, assume there exists 0 = ξ ∈ R n such that
For simplicity let us define
Define σ by
Summing over i yields
and hence we deduce (3.25) σ = 0 for otherwise we get a contradiction. But when σ = 0, we infer from (3.23)
Now, we want to prove that the inversesσ k of σ k , 1 ≤ k ≤ n, are also strictly concave. This will follow from the fact that they are of class (K). 
which is also referred to as F to be strictly monotone,
or, equivalently, if we setF = log F ,
where F is evaluated at (h ij ) and (h ij ) is the inverse of (h ij ).
Note that we only consider curvature functions which are homogeneous of degree 1. 3.6. Lemma. Let F ∈ (K) be homogenous of degree 1, then F is strictly concave.
Proof. The Hessian of F satisfies the inequality
cf. [10, inequality (2.2.9)]. The right-hand side is strictly negative definite unless evaluated for a multiple of κ. Indeed, let κ ∼ ξ ∈ R n , ξ = 0, then, using Schwarz's inequality, we deduce (3.32)
where the inequality is a strict inequality unless
or equivalently,
Polar sets and dual flows
Let M ⊂ S n+1 be a connected, closed, immersed, strictly convex hypersurface given by an immersion
then M is embedded, homeomorphic to S n , contained in an open hemisphere and is the boundary of a convex bodyM ⊂ S n+1 , cf. [7] . Considering M as a codimension 2 submanifold of R n+2 such that (4.2)
wherex ∈ T x (R n+2 ) represents the exterior normal vector ν ∈ T x (S n+1 ), we proved in [10, Theorem 9.2.5] that the mapping
is an embedding of a strictly convex, closed, connected hypersurfaceM . We called this mapping the Gauß map of M . More precisely, we proved
n+1 be a closed, connected, strictly convex hypersurface of class C m , m ≥ 3, then the Gauß mapx in (4.3) is the embedding of a closed, connected, strictly convex hypersurfaceM ⊂ S n+1 of class C m−1 . ViewingM as a codimension 2 submanifold in R n+2 , its Gaussian formula is
whereg ij ,h ij are the metric and second fundamental form of the hypersurfacẽ M ⊂ S n+1 , and x = x(ξ) is the embedding of M which also represents the exterior normal vector ofM . The second fundamental formh ij is defined with respect to the interior normal vector.
The second fundamental forms of M ,M and the corresponding principal curvatures κ i ,κ i satisfy
If M is supposed to satisfy a curvature equation of the form (4.7)
where F is a curvature function defined in Γ + , F = F (κ i ), F symmetric, monotone, homogenous of degree 1 and smooth (for simplicity), F ∈ C ∞ (Γ + ), then the polar setM of M satisfies the equation
whereF is the inverse of F ,
One may consider the equation (4.7) and (4.8) to describe dual problems. This duality is also valid in case of curvature flows. ẋ, x = 0,
x represents ν in T x (R n+2 ) and (4.14)
We also note that x is the normal toM and that the Weingarten equation has the form x,x = 0, and we infer
as well as
in view of (4.10). Thus, we deduce
Taking (4.17), (4.21) and
into account we finally conclude
The corresponding flow equation in S n+1 has the form
and introduce polar coordinates with center in the convex body defined byM (t 0 ), then, for t 0 ≤ t < t 0 + ǫ,M (t) can be written as graph over S
and we obtain the scalar curvature flow equation 
This is exactly the scalar curvature equation, by considering the partial derivative ofũ with respect to t, of the flow equation
F is the inverse of F , i.e., when the M (t) satisfy the inverse curvature flow equation Proof. In view of the symmetry involved it suffices to prove
Let Λ be defined by
Λ is evidently not empty, since a small one-sided neighbourhood of 0 belongs to Λ in view of the uniqueness of the solution of the scalar curvature flow We shall employ this duality by choosing
i.e., we shall study and solve inverse curvature flows and direct curvature flows simultaneously using their specific properties to our advantage.
First estimates
From now on we assume that both F ,F are concave and that
Φ is defined by
and we consider the curvature flows 
Proof. Label the κ i such that
Then we can pretend that
is smooth and that we apply the parabolic maximum principle to h n n in equation (2.15) on page 5, for details see the proof of [10, Lemma 3.3.3] .
Thus, fix 0 < T < T * and let (t 0 , ξ 0 ), 0 < t 0 ≤ T , be a point such that
Then we deduce from (2.15)
n , a contradiction, i.e., the maximum is attained at t = 0.
5.2.
Lemma. LetM (t) be a solution of the flow (5.4), then there exists
during the evolution, where the principal curvature are labelled
and where
Proof. We apply a maximum principle for tensors which was originally proved by Hamilton [ 
satisfies the equation Hamilton's maximum principle then has the form: if the tensor T ij is strictly positive definite at time t = 0 and if the right-hand side satisfies the so-called null eigenvector condition, i.e., T ij ≥ 0 and T ij η j = 0 implies
then T ij > 0 during the evolution. However, the termÑ ij does not satisfy a null eigenvector condition in general. Andrews therefore proved in [4, Theorem 3.2 ] that the conclusion is still valid ifÑ ij satisfies the weaker condition
Moreover, he proved that the weaker condition is satisfied by the present tensorÑ ij , cf. [4, Theorem 4.1], providedF and F are both concave, cf. [4, Corollary 2.4]. Hence, the maximum principle can be applied provided N ij satisfies the null eigenvector condition, which can be easily verified by choosing coordinates such that
and the fact that K N ≥ 0. Of course ǫ 0 has to be sufficiently small such that T ij > 0 at time t = 0.
Contracting flows: Convergence to a point
From now on we are mainly considering contracting flows. To facilitate notation we drop any tildes, i.e., the curvature function involved is denoted by F and the flow equation is
In view of the results in the previous section there exist uniform positive constants c 1 and c 2 such that the principal curvatures
satisfy the estimates
When the initial hypersurface is a geodesic sphere the flow hypersurfaces are all spheres with the same center and their radii Θ = Θ(t) satisfy the equation
The spherical flows exist only for a finite time, hence the flow (6.1) exists only for a finite time and there exists a spherical flow Θ = Θ(t, T * ) which shrinks to a point when t approaches T * , where T * is the maximal existence time for the flow (6.1). These claims can be immediately deduced by looking at initial spheres M 1 resp. M 2 such that the initial convex bodyM 0 , where M 0 is the initial hypersurface of the general flow, satisfies (6.6)
Since the corresponding flow hypersurfaces can never touch, in view of the maximum principle, we conclude that the general flow only exists for a finite time and that (6.8)
where T i and T * are the lengths of the corresponding maximal time intervals. By the same argument we also obtain: 6.1. Lemma. Let M (t) be a solution of (6.1) on a maximal time interval [0, T * ) and represent M (t), for a fixed t ∈ [0, T * ), as a graph in polar coordinates with center in x 0 ∈M (t),
Proof. The sphere with center x 0 and radius Θ(t, T * ) has to intersect M (t) because of (6.8) . Note that, when the relation (6.6) is valid at time t = t 0 , then it is also valid for any t ≥ t 0 provided the flows exist that long.
The solution Θ = Θ(t, T * ) of (6.5) is given by
Let ρ − (t) resp. ρ + (t) be the inradius resp. circumradius ofM (t). Choosing their respective centers as origins of geodesic polar coordinates we deduce from (6.10)
i.e., (6.14) lim
We want to prove that the corresponding limit of ρ + (t) also vanishes. Then, the flow would shrink to a point. Let x 0 ∈M (t) be arbitrary and consider the corresponding conformally flat coordinate system (6.15)
Write M (t) as graph of u(t) in Euclidean polar coordinates and let κ i resp. κ i be the principal curvatures of M (t) when considered as a hypersurface in S n+1 resp. R n+1 , then we can prove:
6.2. Lemma. The principal curvaturesκ i of M (t) are pinched, i.e., there exists a uniform constant c such that
where theκ i are labelled
Proof. The κ i andκ i are related through the formula 
because of (6.4).
6.3. Lemma. Let x 0 ∈M (t) be as above and let M (t) = graph u be a representation of M (t) in Euclidean polar coordinates, then there exists a constant c 0 = c 0 (M 0 ) such that the estimate (6.21) is valid for any t ∈ [0, T * ). Moreover, for any T ∈ [0, T * ) and x 0 ∈M (T ) ⊂ S n+1 , the flow hypersurfaces M (t), 0 ≤ t ≤ T , can be represented as graphs in the geodesic polar coordinate system of S n+1 with center in x 0 .
Proof. The convex bodiesM (t) ⊂ S n+1 are decreasing with respect to t, especially, we have
cf. Remark 6.5 below. SinceM 0 is strictly convex its diameter is less than π
Hence, any geodesic starting in x 0 which is contained inM (t) has length less than π − γ, which in turn implies that the estimate (6.21) should be valid with c 0 = c 0 (γ). The second claim of the lemma is an immediate consequence of (6.24) and (6.25). Now, choose x 0 ∈M (t) to be the center of the inball ofM (t) ⊂ S n+1 with corresponding inradius ρ − (t) and circumradius ρ + (t), and letρ − (t) resp. ρ + (t) be the inradius resp. circumradius ofM (t) ⊂ R n+1 . Note that the center of the Euclidean inball is the center of the polar coordinates.
The pinching estimate (6.16) then implies, cf. [2, Theorem 5.1 and Lemma 5.4], (6.26)ρ + (t) ≤ cρ − (t) with a uniform constant c, henceM (t) ⊂ R n+1 is contained in the Euclidean ball Bρ(0)
DefineΘ by (6.28)Θ = 2 tan Θ 2 , then we deduce from (6.10)
where M (t) = graph u is now a representation of M (t) in Euclidean polar coordinates, concluding further
Choose δ > 0 so small such that
hence, in S n+1 , we have
where B ρ(t) (x 0 ) is the geodesic ball with center x 0 and radius
i.e.,
Thus, we have proved:
where c is the constant in (6.26), or equivalently,
Hence, the flow (6.1) converges to a point.
6.5. Remark. The convex bodiesM (t) converge monotonely, i.e., (6.38)
Proof. It suffices to consider t 2 − t 1 to be small such that M (t), t ∈ [t 1 , t 2 ], can be written as graphs in polar coordinates with center inM (t 2 ). Then u = u(t, ·) satisfies the scalar flow equation
Let us finish this section by proving that the flow hypersurfaces are smooth and uniformly convex during the evolution.
6.6. Theorem. During the evolution the flow hypersurfaces M (t) are smooth and uniformly convex satisfying a priori estimates in any compact subinterval
where the a priori estimates only depend on M 0 , F and T .
Proof. It suffices to prove the a priori estimates. Let 0 < T < T * , then the inradius ρ − (t 0 ) satisfies
with a uniform constant independent of T . Indeed, from (6.26) and (6.29) we infer On the other hand,ρ − (T ) as well asΘ(T, T * ) are uniformly bounded by the constant c 0 , in view of (6.21) and (6.29). The estimate (6.42) is therefore an immediate consequence of (6.43). Let x 0 ∈M (T ) be the center of an inball and introduce geodesic polar coordinates with center x 0 . Then, the coordinate system covers the flow (5.1) as long as 0 ≤ t ≤ T , in view of Lemma 6.3. Writing the flow hypersurfaces as graphs of a function u(t, ·) we have (6.46) 0 < δ ≤ u ≤ π − γ and hence, due to the convexity of M (t),
is uniformly bounded. Furthermore, we have already proved that the principal curvatures are uniformly bounded from below
Since F is concave it suffices to prove that the κ i are also uniformly bounded from above
in order to first apply the Krylov-Safonov and then the Schauder estimates to obtain the desired a priori estimates. To derive (6.49) we consider the function
which satisfies the evolution equation (2.14) on page 5. Letχ = χ −1 , thenχ solves the evolution equation
Because of (6.46) and the boundedness of v there exists δ > 0 such that
and hence
is well defined and satisfies the evolution equation
We are now ready to prove the estimate (6.49). As in the proof of Lemma 5.1 on page 14 we may pretend that h n n = κ n , the largest principal curvature, is a smooth function and look at the point (t 0 , ξ 0 ), t 0 > 0, where
n . Applying the maximum principle we obtain (6.56)
Since F ij is uniformly positive definite and (6.57) F ≤ ch n n , we deduce w and, hence, h n n is a priori bounded. 6.7. Remark. Let δ be the small constant in (6.31) and define (6.58)
then we deduce from (6.36)
Choosing δ even a bit smaller without changing the notation we may also assume that
In view of the a priori estimates in the preceding theorem we shall henceforth only consider t ∈ [t δ , T * ).
The rescaled flow
We shall first prove that
The proof will be an adoption of the proof of a similar result in [2, Theorem 7.5]. Let t δ < t 0 < T * be arbitrary and B ρ−(t0) (x 0 ) be an inball of
. Choosing x 0 to be the center of a geodesic polar coordinate system the hypersurfaces M (t) can be represented as graphs
cf. Remark 6.7.
7.1. Lemma. Let χ be defined as in (6.50) on page 21, then
Proof. The function (7.5) η(r) = 1 sin r is a solution of the equation
whereH is the mean curvature of the slices {x 0 = r}. Moreover,
On the other hand, we deduce from
and thus u i = 0, since h ij is positive definite. Letχ = χ −1 as before, thenχ is the equivalent of the Euclidean support function and in view of the estimate (7.3) and Lemma 7.1 there exists a universal constant ǫ 0 such that
We are now able to prove:
7.2. Lemma. There exists a uniform constant c such that
Proof. Let t 0 ∈ (t δ , T * ) be arbitrary and consider the function
then w satisfies the differential inequality, cf. (6.54) on page 21,
where we used that (7.18)H n = cos u sin u and (7.19)χ = sin uv −1 . Setting (7.20)w = e w we infer
in view of (7.13). Hence we conclude
where c is a new uniform constant independent of t 0 and t δ . Choosing t 0 small enough we obtain
and thus, because of (7.19) and (6.36) on page 19,
with a different constant c. To complete the proof we use the estimates (6.13) on page 17 and again (6.36).
7.3.
Corollary. The rescaled principal curvaturesκ i = θκ i satisfy
with a uniform constant.
Proof. From (7.14) we infer
Since F i j is uniformly positive definite because of the pinching estimates, the result follows.
Next we want to apply the Harnack inequality to get an estimate from below forF (7.27) inf
To convince ourselves that the necessary requirements are fulfilled we first have to establish some preparatory results.
7.4. Lemma. Let t 1 ∈ [t δ , T * ) be arbitrary and let t 2 > t 1 be such that
Let x 0 ∈M (t 2 ) be the center of an inball. Introduce polar coordinates around x 0 and write the hypersurfaces M (t) as graphs
then there exists a positive constant c such that
where
Proof. Let B ρ−(t1) (y 0 ) be an inball ofM (t 1 ), then we infer from (6.36) on page 19 and (6.13) on page 17
and we deduce further, since
Hence, we have proved the upper estimate in (7.30). The lower estimate follows from (6.37) and (6.13), because
7.5. Lemma. Under the assumptions of the preceding lemma the quantity
Proof. From [10, inequality (2.7.83)] we obtain
where 0 ≤κ is an upper bound for the principle curvatures of the slices {x 0 = const} intersecting M (t), hence Combining this estimate with the one in (7.31) gives the result. , where, r 2 = Θ(t 2 , T * ), then ϕ(t, ·) is uniformly bounded in C 2 (S n ) for any t 1 ≤ t ≤ t 2 , independent of t 1 , t 2 . Furthermore, let Γ k ij resp.Γ k ij be the Christoffel symbols of the metrics g ij resp. σ ij , then the tensor
is also uniformly bounded independent of t 1 , t 2 .
Proof. The C 0 and the C 1 -estimates are due to (7.30) and Lemma 7.5. To prove the C 2 -estimates we employ the relation and where the covariant derivatives are with respect to the metric σ ij . Multiplying both sides of (7.44) with Θ(t, T * ) we deduce
in view of the C 1 -estimates, (7.30) and (7.25). To prove the boundedness of (7.43) we choose coordinates such that in a fixed pointΓ k ij vanishes. Then Γ k ij is a uniformly bounded tensor comprised of algebraic compositions of v, Dϕ, D 2 ϕ and σ ij as one easily checks.
Let us define a new time parameter
Let a prime indicate differentiation with respect to τ and a dot with respect to t, and let us denote scaled quantities by a tilde unless otherwise specified, e.g., let 
where (7.53)
with uniformly bounded coefficients, and where the covariant derivatives are with respect to standard metric σ ij of S n . The coefficients are bounded independently of τ i . Since, in view of (7.28) (7.54)
we deduce, by applying the parabolic Harnack inequality,
with a uniform constant c.
Proof. It suffices to prove thatF satisfies a uniformly parabolic equations as indicated. Combining (7.50) and (2.8) on page 4 we immediately deduce, in view of (7.25) and the pinching estimates, that the only non-trivial term in the transformation of (2.8) is
where the semicolon indicates covariant derivatives with respect to g ij . Now, using geodesic polar coordinates as in Lemma 7.4, we can express the metric in the form
cf. the definition in (7.42), and we deduce
is uniformly positive definite, in view of (7.30) and Lemma 7.5, hence
is uniformly positive definite. Thus, it remains to consider the covariant derivatives, but (7.60)
where F ij are the covariant derivatives of F with respect to σ ij and Γ k ij resp. Γ k ij are the Christoffel symbols with respect to g ij resp. σ ij , hence we infer from Lemma 7.6
where a ij is uniformly positive definite and b i uniformly bounded.
7.8. Corollary. The scaled curvaturesκ i are uniformly bounded from below
Proof. Since (7.63) inf
and t 1 ∈ [t δ , T * ) is arbitrary, it suffices to estimate (7.65) sup
Indeed, let (t, ξ) ∈ M (t) be a point such that
because of (7.30) and hence (7.69) sup
Now, let x 0 ∈ S n+1 be the point the flow hypersurfaces are shrinking to and introduce geodesic polar coordinates around it. Let
and let
where τ is defined as in (7.47). Then, we can prove: 7.9. Lemma. There exists a uniform constant c such that
and
Proof. Let us look at the rescaled version of the scalar curvature equation
which has the form
in view of Corollary 7.8. Let us suppose there exists τ 0 ≥ τ δ and ξ ∈ S n such that
whereũ is evaluated at (τ, ξ), yielding
a contradiction, hence we conclude
7.10. Lemma. The quantitiesũ, v and |Dũ| are uniformly bounded in Q(τ δ , ∞), where
Proof. (i) Let t ∈ [t δ , T * ) be arbitrary, and B ρ−(t) (y 0 ) be an inball ofM (t), then we infer from (7.33) (7.82)M (t) ⊂ B 4cρ−(t) (y 0 ).
On the other hand, x 0 ∈M (t) and
(ii) From the proof of Lemma 7.5 we immediately deduce that
which in turn implies
7.11. Remark. Let ϕ be such that
then the covariant derivatives ofũ resp. ϕ with respect to σ ij satisfy the pointwise estimate
hence we conclude that the C 2 -norm ofũ is uniformly bounded and also the difference of the Christoffel symbols (7.90) Γ k ij −Γ k ij , cf. Lemma 7.6 and its proof. Moreover, observing that
where ϑ is a smooth function such that
and taking a similar estimate for cos u into account, we conclude from (7.44)
where Φ is smooth function with respect to its arguments, monotone and concave with respect to −ũ ij , where the covariant derivatives are defined relative to the standard metric on S n .
Hence, we deduce, by applying the Krylov-Safonov and Schauder estimates: 7.12. Theorem. The rescaled functionũ satisfies the uniformly parabolic equation
In the next section we shall prove thatũ converges exponentially fast to the constant function 1 when F is strictly concave or when F = 1 n H. Let us also emphasize that the Θκ i are not the principal curvatures of graphũ, though they are of course related.
Convergence to a sphere
The key estimate for proving that the rescaled hypersurfaces converge to a sphere is the exponential decay of the quantity
Huisken proved it in [14, Section 5] by deriving the uniform estimate
for the unscaled hypersurfaces, where 0 < σ < 1 is small. We shall adapt his approach to the present situation where the fact that we consider general curvature function F creates some additional difficulties. Some of the estimates, we shall prove below, will be valid for arbitrary curvature functions, or at least for curvature functions we consider in this paper, but the estimate (8.2) can only be proved for F = 1 n H or F strictly concave. 8.1. Lemma. Let M be a strictly convex hypersurface with pinched principal curvatures such that
and let F be monotone and concave. Then there exists ǫ > 0, ǫ = ǫ(ǫ 0 , F ), such that
Proof. Huisken proved the lemma for F = H. We consider F to be defined in Γ + and set (8.6)
we deduce from (8.4)
Since F is concave satisfying F (1, . . . , 1) = 1 we have
We also need a reverse inequality:
Lemma. Under the assumptions of the previous lemma there exists a positive constant c such that
Proof. The proof will reveal that curvatures need not be positive, it will only be necessary that
are compactly contained in the defining cone. To simplify the notation we shall also assume that F (1, . . . , 1) = n such that we have to prove the inequality
and consider the convex combination
where the κ i are labelled such that
Denote the partial derivatives of ϕ simply by indices, then
hence we deduce from Taylor's formula
for some 0 ≤ t ≤ 1 yielding the estimate (8.17), since
is uniformly bounded.
We are going to estimate the function
where (8.25) α = 2 − σ and 0 < σ < 1. We shall also drop the subscript σ simply writing f for the left-hand side of (8.24). In order to derive the evolution equation for f we use the relation
and the equations (8.27)
We then obtain (8.30)
where we used the relation
We also need a purely elliptic version of equation (8.30 ). This can be achieved by replacing f ′ using the formula 
Some of the negative terms on the right-hand side can be exploited. First, we observe that
For more general curvature functions this inequality can not be derived. Instead we shall consider the last term on the right-hand side of (8.34). If F = F (κ) is strictly concave in a convex cone Γ ⊂ R n , then there exists a positive constant c such that In our case the principal curvatures of the flow hypersurfaces are pinched, hence, the normalized curvatures (8.38) are compactly contained in Γ + , and we can prove: 8.3. Lemma. Let the curvature function F satisfy our general assumptions and assume in addition that it is strictly concave, then there exists a uniform constant ǫ > 0 such that
Proof. The claim immediately follows from (8.5), (8.13), (8.17) , (8.35 ) and (8.37) and the fact that F is strictly concave.
8.4.
Lemma. There exists a uniform constant c > 0 such that
Proof. We have
where each term can be estimated by the square root of right-hand side of (8.40). The estimate for I 1 is trivial, I 2 can be estimated along the lines of the proof of Lemma 8.2, while (8.42)
from which the estimate follows immediately.
We are now able to prove a crucial estimate:
8.5. Lemma. Let F be strictly concave, then there exists a constant c > 0 such that for any p ≥ 2, any δ > 0 and any 0 ≤ t < T * the estimate
is valid.
Proof. Multiplying inequality (8.39) with f p−1 and integrating by parts we obtain (8.44)
The terms on the right-hand side can be estimated or transformed as follows:
which can be estimated by the right-hand side of (8.43).
In view of the estimate (8.40) the right-hand side of the preceding equality can be estimated as desired. Finally, let us consider
which can be estimated as desired completing the proof of the lemma.
Now we can show that for large p the L p -norms of f = f (t, ·) are uniformly bounded provided σ is small enough. 8.6. Lemma. Let F be strictly concave, then there exist C 1 > 0 and σ 0 > 0 such that for all
where c > 1 is the constant in (8.43), the estimate
is valid, where
Proof. We multiply equation (8.30 ) with pf p−1 and integrate by parts. Observing that the terms involving K N add up to be non-positive if σ is small, σ ≤ σ 0 , in view of Lemma 8.2, (8.12 ) and the fact that
and by applying the estimate
which has already been used in the proof of Lemma 8.3, we obtain (8.53)
where we may choose c to be the same constant that we used in (8.43 ). Hence, we deduce, because of (8.49),
Choosing now
where c 0 > 0 will be specified below, and
we infer from (8.43 ) that the right-hand side of inequality (8.54) can be estimated from above by
from which the result immediately follows.
8.7. Theorem. Let F be strictly concave or let F = 1 n H then there exist constants δ > 0 and c 0 > 0 depending only on F and M 0 such that
Proof. When F = 1 n H we use the estimate (8.36) instead of (8.37) to obtain the result in Lemma 8.6. Then, in both cases, F strictly concave or F = 1 n H, the further arguments are essentially identical to those in Huisken's paper. 8.8. Remark. In the proof of Lemma 8.5, Lemma 8.6 and Theorem 8.7 we used the fact that the sectional curvature K N satisfies (8.62) K N ≥ 0 but only out of convenience. In case of the opposite sign slightly different arguments would have prevailed, since the terms stemming from the curvature of the ambient space are of lower order and can be handled fairly easily.
Combining the estimate (8.61) with the regularity result of the rescaled hypersurfaces we shall prove that the rescaled hypersurfaces converge to a unit sphere in C ∞ (S n ) exponentially fast provided F is strictly concave or F = 1 n H. First, we prove: 8.9. Lemma. Let F be strictly concave or F = 1 n H, letM (τ ) be the rescaled hypersurfaces andh ij ,F , etc. be the rescaled geometric quantities, then there are positive constants c, δ such that
and where we emphasize that each geometric quantity is scaled separately by multiplying or dividing it with appropriate powers of Θ, and by pointing out that the scaled principal curvature are not the principal curvatures ofM . This caveat applies especially to the integral in (8.63).
Proof. Consider the inequality (8.39), where now f is defined by choosing σ = 0, i.e.,
f is scale invariant, hence we deduce from (8.60) and Corollary 7.8 on page 28
All terms in inequality (8.39) scale like F 2 , i.e., they are of order two. Integrating over M , using integration by parts and rescaling the resulting inequality yields the result in view of (8.40) and (8.66 
Proof. We first estimate the unscaled quantities in M (t) (8.69)
hence the result. Note that
in view of Myers' theorem.
A similar lemma is also valid for the mean curvature:
8.11. Lemma. There exists positive constants c, δ such that
We are now ready to prove that the rescaled flow hypersurfaces converge to a sphere, to a geodesic sphere of radius 1. 
where we note that
cf. (7.91) and (7.92) on page 30.
Differentiating now (8.79) with respect to ϕ k D k we obtain
where R decays exponentially in view of (8.68) 
for almost every τ ≥ τ 0 , and we deduce
Hence,
exists and, because of
we obtain (8.87) lim τ →∞ w max = 0, from which we conclude further, in view of (8.84),
As a corollary we can prove:
8.13. Corollary. The rescaled flow hypersurfaces converge to the unit sphere in C ∞ (S n ).
Proof. Letũ k =ũ(τ k , ·) be a convergent subsequence in C ∞ (S n ), then we deduce from (8.75) that the limit hypersurface is a sphere which is the unit sphere, since the geodesic spheres with radius Θ intersect the hypersurfaces M (t) = graph u, cf. (6.10) on page 17. Since any convergent subsequence converges to the same limit, the corollary is proved.
Applying now the interpolation inequalities for the C m -norms we can state:
8.14. Theorem. Let F be strictly concave or F = 1 n H, then the rescaled functionũ converges in C ∞ (S n ) to the constant function 1 exponentially fast.
Let us finally prove that the rescaled F -curvature converges to 1 exponentially fast.
8.15. Lemma. Let F be strictly concave or F = 1 n H, then there exist positive constants c, δ such that
Proof. We use the evolution equation for F . Let
and define
F.
Then we deduce from (7.50) on page 26 Combining these two inequalities with inequality (8.67) completes the proof of the lemma.
Inverse curvature flows
Let the curvature functions F govern the contracting curvature flows and their inversesF the expanding flows (9.1)ẋ =F −1 ν.
A contracting flow converges to a point x 0 ∈ S n+1 and are thus staying in the corresponding hemisphere H(x 0 ) for t close to T * , i.e., for t δ ≤ t < T * , and hence the corresponding expanding flow stays in the opposite hemisphere H(−x 0 ) for those values of t and converges to the equator. Since the flow is expanding, all flow hypersurfaces therefore stay in H(−x 0 ). The respective flow hypersurfaces are related by the Gauß map.
Fix a curvature F to define a contracting flow and write the flow hypersurfaces M (t) as graphs of a function u with respect to geodesic polar coordinates centered in x 0 and write the polar hypersurfaces M (t) * , which are the flow hypersurfaces of the corresponding inverse curvature flow, as graphs of a function u * with respect to geodesic polar coordinates centered in −x 0 . This coordinate system will cover the inverse curvature flow in the interval [t δ , T * ). Then we have:
9.1. Lemma. The functions u, u * satisfy the relations (9.2) u max = π 2 − u * min ∀ t ∈ [t δ , T * ) and (9.3) u min = π 2 − u * max ∀ t ∈ [t δ , T * ).
Proof. Let S r (x 0 ) be a geodesic sphere around x 0 of radius r and (9.4) S * r (x 0 ) = S r * (−x 0 ) be the polar sphere, then (9.5) cos r sin r = sin r * cos r * , hence (9.6) r = π 2 − r * .
Since the polar sets of convex bodiesM i , i = 1, 2, satisfy
[10, Corollary 9.2.10], we immediately deduce the relations (9.2) and (9.3) from (9.7).
9.2.
Corollary. There exists a positive constant c such that
9.3. Lemma. Let in view of (9.8), hence the result.
The inverse mean flow exists in the interval [0, T * ) and is smooth. In order to prove this, we choose a point y 0 ∈M * 0 as the center of a geodesic polar coordinate system, then this system covers the whole flow, since the flow hypersurfaces are boundaries of strictly convex bodies. We have C 0 and C 1 -estimates, cf. (9.12), as well as C 2 -estimates. Furthermore,F is strictly positive on compact subintervals of [0, T * ), hence the flow is smooth on compact subintervals.
For the rescaling process we may therefore restrict our attention to the interval [t δ , T * ), where we can write the flow hypersurfaces as graphs in the coordinate system centered at −x 0 . For u * we have the estimates (9.8) and (9.10). Using then similar arguments as in the proofs of Lemma 7.6 on page 26 and Theorem 7.12 on page 30 we conclude: 9.4. Theorem. Let u * represent an inverse mean curvature flow in S n+1 in the geodesic polar coordinate system specified above, where the curvature function and its inverse are both monotone and concave, then u * converges to the constant function are uniformly bounded in C ∞ (S n ). When the curvature function F of the corresponding contracting flow is strictly concave, or when F = 1 n H, then w(τ, ·) converges in C ∞ (S n ) to the constant function 1 exponentially fast.
