In many cases, biological sequence databases contain redundant sequences that make it difficult to achieve reliable statistical analysis. Removing the redundant sequences to find all the real protein families and their representatives from a large sequences dataset is quite important in bioinformatics. The problem of removing redundant protein sequences can be modeled as finding the maximum independent set from a graph, which is a NP problem in Mathematics. This paper presents a novel program named FastCluster on the basis of mathematical graph theory. The algorithm makes an improvement to Hobohm and Sander's algorithm to generate non-redundant protein sequence sets. FastCluster uses BLAST to determine the similarity between two sequences in order to get better sequence similarity. The algorithm's performance is compared with Hobohm and Sander's algorithm and it shows that Fast-Cluster can produce a reasonable non-redundant pro-tein set and have a similarity cut-off from 0.0 to 1.0. The proposed algorithm shows its superiority in generating a larger maximal non-redundant (independent) protein set which is closer to the real result (the maximum independent set of a graph) that means all the protein families are clustered. This makes FastCluster a valuable tool for removing redundant protein sequences.
INTRODUCTION
Recently, with the explosion of biological sequence data, many biological sequence databases have redundant sequences which can cause problems for data analysis. These redundant sequences cannot provide valuable information for analysis but detracts from the statistical significance of interesting hits. Moreover, processing these redundant sequences often requires more time and computational resources. Removing redundant sequences is undoubtedly very helpful for performing statistical analysis and accelerating extensive database searching [1] . And it is also a way to obtain the real protein families and their representatives from a large sequences dataset. Therefore, it is necessary to develop an appropriate algorithm to remove redundant sequences from a biological sequence database.
Hobohm and Sander's algorithm is a widely used algorithm in many redundant sequence removing programs. Hobohm and Sander's algorithm was firstly introduced by U.Hobohm et al. of EMBL laboratory in 1992. In 1998, Lissa Holm and Chris Sander developed a program based on this algorithm to generate a nonredundant protein database NRDB90 [2] . After that, other researchers developed some programs for removing redundant sequences on the basis of Hobohm and Sander's algorithm, such as CD-HIT and PISCES.
CD-HIT [3, 4] is a well-known program for processing large sequence databases efficiently. It is fast and flexible and can generate a representative set based on an incremental greedy algorithm introduced by Hobohm
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JBiSE and Sander [5, 6] . It uses short word filtering to determine the similarity between two sequences rather than performing an actual sequence alignment. However, the results generated by short word filtering are not accurate to some degree. The lowest threshold of CD-HIT is around 40% and it is not suitable for removing redundancy on lower threshold. PISCES [7] is a public server for culling sets of protein sequences from the Protein Data Bank. It determines sequence similarity by PSI-BLAST [8] alignments which are more accurate, and it also uses a structural quality criterion to cull sequences from a sequence database. Hobohm and Sander's algorithm has the advantage of being simple and fast. But the result set generated by this algorithm is not large enough since some non-redundant sequences may also be removed.
FastCluster, introduced in this paper, uses BLAST [9] to determine sequence similarity, which is a general sequence alignment tool and can provide better sequence similarity than word filtering. FastCluster makes improvements to Hobohm and Sander's algorithm and can get a larger non-redundant protein dataset, which means more protein families can be clustered.
METHODS

Hobohm and Sander's Algorithm
Hobohm and Sander's algorithm sorts all sequences by length in descending order to generate an ordered sequence set S. Then similar sequences will be put together into the same cluster. The longest sequence is added into the first cluster (initially empty), which is also the representative of the cluster, and then all the other sequences are compared with the representative. If the similarity between a sequence and the representative is above a threshold then it will be included into the same cluster as the representative's, otherwise a new cluster will be created with it as the representative. Every remaining sequence will be processed in the same way, either as the representative of a new cluster if the similarity between it and any representative is below the threshold, or included into some existing cluster if it is similar to the cluster's representative.
Graph Theory Based Algorithm
In order to make some improvements to Hobohm and Sander's algorithm, a new algorithm using maximum independent set of graph theory to generate a representative set is developed. Firstly all the sequences are clustered simply and the first sequence of each cluster is the temporary representative sequence of the cluster. Then the maximum independent set of each cluster (excluding the representative sequence) is figured out. Finally the maximum independent set of each cluster is processed and the final maximal independent set can be generated. Based on the algorithm above, FastCluster was written in C++ and tested on Linux platform. The input to the program is a protein sequence set in FASTA format. Three output files can be generated by FastCluster. One is a FASTA file containing a list of representative proteins free from redundancy. Another output file lists the clusters and their members and the third output file contains clusters and the size of each cluster's maximal independent set. FastCluster can be downloaded from http://pcal.biosino.org/FastCluster.html.
Blast-Based Similarity Score (BSS)
FastCluster uses BLAST to make pair wise sequence alignments. The similarity score between two sequences is determined by the identical percentage of their hits (homologous sequence segments). When a sequence alignment has more than one hit, the percentage of the sum of all hits' identical is calculated to represent the overall similarity score between the two sequences.
A Python script was used to parse BLAST output and construct a BLAST-BASED SIMILARITY SCORE (BSS) matrix. An expectation value parameter 1e-3 is set to filter BLAST output in which the expectation value of each hit is smaller than 1e-3. When calculating BSS, three cases have to be considered: 1) there are no hits found; 2) there is one hit found; 3) there are more than one hit found. Formula 1 below shows how to calculate the BSS. Formula 1: The formula to calculate BSS. 'I' is short for the length of a hit's identities, and 'L' stands for the length of a hit's length. In case of no hits found, the BSS is regarded as 0. When there is one hit in the BLAST output, the identical percentage is taken as the BSS. On the occasion of more than one hit found, the percentage of the sum of all hits' identities is taken as the BSS. Figure 1 shows an example of how to calculate the BSS from BLAST output.
Graph Definition
A graph is a mathematical object which is composed of vertices and edges. It is usually used to represent relations between objects. Graphs can be categorized into four types: undirected graphs (or simple graphs), directed graphs, multigraphs and weighted graphs. FastCluster uses an undirected graph to represent relations between protein sequences.
Clique and Independent Set of a Graph
An undirected graph is denoted by
, in which V is the set of vertices and E are the set of edges and every edge is composed of two adjacent vertices in V .
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JBiSE In FastCluster, an undirected graph is defined as follows: any vertex represents a protein sequence; and if two protein sequences have a BSS above the given threshold, there is an edge between them. A clique C of a graph G is a subset of V , and every vertex in C is adjacent to all the other vertices in C , while an independent set of a graph is a set of vertices, none of which are adjacent. A clique is said to be maximal if it is not the subset of any larger clique, and maximum if there are no larger cliques in the graph [10] . The complement of a graph G is the graph ' G with the same vertex set but whose edge set consists of the edges not present in G . [http://mathworld.wolfram.com/Graph Complement.html]. By taking the complement of a graph, the maximum independent set problem is transformed into the maximum clique problem.
The concept of clique and independent set is illustrated in Figure 2. 
Algorithm Procedure
The algorithm used in FastCluster is described in the following steps. 1) Run local BLAST for sequence set S to make pair wise alignments. 2) Parse BLAST output and construct a BSS matrix for all the sequences. 3) Sort all sequences in descending order by length and construct the first cluster with the longest sequence as its representative. 4) Align each remaining sequence in S with the existing representatives. If the BSS (from BSS matrix in step 2) between a sequence with any representative is above a given threshold, then it is included into that cluster, otherwise a new cluster starts with it as representative. 5) Repeat Step 4 until S is empty. Thus, a list of clusters for set S is generated and every cluster has a temporary representative sequence (the first sequence of that cluster). 6) Compute the maximum independent set for each cluster. 7) Construct an empty set R . If the maximum inde-
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JBiSE pendent set of the last cluster has more than or equal to 2 sequences, then every sequence in the maximum independent set is put into R , otherwise the representative of the cluster is put into R . 8) Process each remaining maximum independent set from the last one to the first. If a set has more than or equal to 2 sequences which have no edge with any sequence in R , then put these sequences in the maximum independent set into R , otherwise put the cluster's representative into R . 9) Output the final representative non-redundant set R to a file in Fasta format.
Algorithm Comparison
An algorithm comparison is shown in Figure 3 . As shown below, S is an ordered sequence set and R is the result sequence dataset. ( ) i r S is composed ofsequences which are similar to representative sequence i r . In Figure 3 ,
is the maximum independent set of ( ) i r S , in which no sequence is similar to any other one, and f is a procedure to process the maximum independent set of every cluster.
Both of the algorithms share the same procedure to generate a list of clusters ( )
. That is to say, both of them sort all sequences by length in decreasing order firstly to generate an ordered sequence set S and then partition them into different clusters. The difference lies in the way they generate result set R .
Hobohm and Sander's algorithm (Figure 3(a) ) simply picks up the representative sequence of each cluster and put them together to compose result set R , while FastCluster behaves in a different way.
It searches the maximum independent set for each cluster and get n maximum independent set , it is clear that R in FastCluster is larger than R in the algorithm of Hobohm and Sander. An example below is used to prove that.
An Example for Algorithm Comparison
As shown in Figure 4 , vertices 1,2,3,4,5 and 6 represents 6 different protein sequences respectively. If two protein sequences have a BSS above the given threshold, there is an edge between them. Vertices 1,2,3,4,5 and 6 
