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The Jaynes-Cummings model is a cornerstone of light-matter interactions. While finite, the model
provides an illustrative example of renormalisation in perturbation theory. We show, however, that
exact renormalisation reveals a rich non-perturbative structure, and that the model provides a
physical example of a theory with a chaotic coupling trajectory and multi-valued beta-function. We
also construct an exact Wilsonian-like renormalisation group flow for the effective scattering matrix,
and show how multi-valued features arise in the flow. Our results shed light on non-perturbative
aspects of renormalisation and on the structure of the Jaynes-Cummings model itself.
The Jaynes-Cummings model, describing a single elec-
tromagnetic mode interacting with a two-level atomic
system [1], underlies light-matter interactions [2, 3], cav-
ity QED [4] and circuit QED [5]. Despite its long history,
it is only recently that some fundamental aspects of the
model, such as its gauge-independence and validity in the
strong-coupling regime, have been understood [6, 7].
Here we consider the renormalisation of the Jaynes-
Cummings model (JCM). Renormalisation is often in-
troduced, in quantum field theory, as a necessary tool
for removing ultra-violet (UV) divergences, which arise
at next-to-leading order in perturbation theory, or one-
loop level in terms of Feynman diagrams. At each or-
der of perturbation theory, the parameters of the theory
are perturbatively adjusted to match some observational
input, which removes divergences and, by fixing the pa-
rameters, makes the theory predictive. From this per-
spective it becomes clear, as is well-known though not as
frequently discussed, that even UV-finite theories require
a ‘finite renormalisation’ of their free parameters [8, 9].
The JCM is no exception – it requires, as we will show,
a finite renormalisation of its light-matter coupling at
each order of perturbation theory. This is analogous to
coupling renormalisation in the loop expansion of QED,
and goes through as one might expect. This approach
is by definition limited, though, to the small-coupling
regime, but there are good reasons to go beyond this;
the quantum collapse-revival physics of the JCM [10, 11],
for example, only appears at strong-coupling [12]. (Note,
despite historical belief, the JCM remains valid at strong
coupling [6].) Further, solvable models show that renor-
malisation can lead to exotic behaviour such as chaos and
the appearance of limit cycles [13, 14]. Such behaviour is
often regarded as a curiosity, though, since there are the-
orems for both 2 and 4-dimensional theories (the c and
a-theorems [15–19]) which demonstrate the existence of
monotonic functions of the renormalisation group (RG)
flow, the implication being that periodic or chaotic cou-
pling trajectories are forbidden.
We will show here that carrying out renormalisation of
the apparently simple JCM non-perturbatively reveals a
surprising depth of structure. We will see that one can
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construct a beta-function, describing the RG flow of the
coupling, which is multivalued, with the direction of the
flow reversing when encountering branch points. Despite
this, monotonic functions of the flow exist. Thus the
JCM provides a physical, and exact, example of the fact
that exotic coupling trajectories are not ruled out by the
existence of monotonic flow functions [20].
An unusual physical consequence of the multi-valued
flow would appear to be that more than one renormalisa-
tion condition is needed to fix the single coupling in the
JCM and make the theory predictive; we will show how
to resolve this using the exact solution of the JCM.
Finally, we will consider the analogue of a Wilsonian
effective action approach [21, 22] to renormalisation of
the JCM: in quantum field theory this corresponds not
to the loop expansion (integrating out all quantum fluc-
tuations at once, order by order in perturbation theory)
but by integrating out fluctuations energy by energy, in
the complete theory. We will construct an exact RG flow
for the effective scattering matrix, and show how a single-
valued flow is compatible with a multi-valued coupling.
THE JAYNES-CUMMINGS HAMILTONIAN
The JCM couples a single electromagnetic mode, fre-
quency ω, to a two-level atomic system, ground state | ↓ 〉
and excited state | ↑ 〉 with energy gap ωa. The Hamilto-
nian is H = H0 + gV for coupling g, where
H0 = ωa
†a+ ωaτ3 , V = a†τ− + aτ+ , (1)
in which the electromagnetic mode ladder operators a, a†
obey [a, a†] = 1 as usual, and the τ operators may be rep-
resented in terms of the atomic states as τ+ = | ↑ 〉〈 ↓ |,
τ− = | ↓ 〉〈 ↑ | and τ3 = [τ+, τ−]/2. The time-evolution
operator U(t) in the interaction picture is known ex-
actly [23–26]: let ∆ = ωa − ω be the ‘detuning’ between
the photon and atomic energies, and define the operators
φ =
√
g2a†a+ ∆
2
4 and ψ =
√
g2aa† + ∆
2
4 , then
U(t) = cosψt− i∆τ3 sinψt
ψ
− igV sinφt
φ
. (2)
(Functions of operators are defined by their power se-
ries.) Although we will reintroduce it later, for simplicity
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2we now set ∆ = 0 (the ‘resonance limit’, in which the
free energy H0 is conserved), which means replacing φ
and ψ in U(t) with the simpler expressions g
√
a†a and
g
√
aa†, respectively.
RENORMALISATION
The basic observables in the JCM are transition ampli-
tudes between states of form | j, l 〉 containing some num-
ber of photons j, and with the atom in one of its two
states. Defining
Aj(t) := i〈 j + 1, ↓ |U(t)| j, ↑ 〉 , (3)
the simplest observable is the probability |A0(T )|2 for the
atom to decay from its excited state, emitting a photon,
after some time T . A measurement of this probability,
Pobs, can be used as a renormalisation condition to deter-
mine (from the form of (2)) g0 := gT , and so g. To make
a more specific analogy with field theory, suppose that
the coupling is switched off after some time t = T , then
S := U(T ) is the S–matrix; this depends only on the
dimensionless coupling g0, which would be the analogue
of the charge in the QED S-matrix.
We start by making contact with perturbation theory.
This amounts to evaluating (3) in powers of the ‘bare’
coupling g0. This expansion has a Feynman-diagram
analogy in QED, since the JCM interaction couples a
single photon to two atomic (matter) degrees of free-
dom. The ‘tree level’ contribution to the decay prob-
ability is |A0(T )|2 = g20 . We would therefore identify
g0 =
√
Pobs ≡ gr, the physical, or renormalised, cou-
pling [27]. At the next order of perturbation theory, cor-
responding to 1-loop in QED, one finds that
A0(T ) = g0 − 1
6
g30 +O(g50) , (4)
and so g0 must be adjusted to ensure that the calculated
and measured observables still agree. Writing g0 as a
power series in gr, and repeating the 1-loop calculation,
the renormalisation condition determines g0 to be
g0 = gr +
1
6
g3r +O(g5r) . (5)
At each subsequent order of perturbation theory, the
renormalisation condition uniquely determines the rela-
tionship between the bare and renormalised couplings.
The theory is then renormalised to that order in pertur-
bation theory, all as expected.
We now turn to exact results and non-perturbative
renormalisation. All calculations may be performed ex-
actly in the JCM; the amplitudes Aj(t) are simply
Aj(t) = sin gt
√
j + 1 , (6)
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FIG. 1. Scattering probabilities Pj (columns) given by differ-
ent branches of the solution to the renormalisation condition
at Pobs = 1/10. All branches (rows, with n and± labelling the
choices in (7)) yield the same P0 = Pobs = 1/10 by construc-
tion, but give different Pj for j > 0. The fact that the rows
differ shows that different branches define different theories.
and the renormalisation condition is gr = sin g0. This
condition has an infinite number of solutions correspond-
ing to the possible branches of arcsin,
g0 = arcsinn
(±√Pobs) , (7)
in which arcsinn(x) = npi + (−1)n arcsin(x) for n ∈ Z.
The n = 0 branch is easily checked to give the all-orders
generalisation of the perturbative solution (5).
The choice of branch has physical consequences, as can
easily be seen from the ‘spectrum’ of scattering probabili-
ties Pj := |Aj(T )|2 shown in Fig. 1. Here g0 is determined
by different choices of solution in (7). Different branches
give, by definition, the same value Pobs for P0, but yield
different values of Pj for j > 0. Thus each branch defines
a different theory, and the renormalisation condition is
not enough, non-perturbatively, to identify the coupling
and make the theory predictive. This situation is un-
usual, and we will return to it below.
MULTIVALUED RG FLOWS
It is illuminating to recast the above result in terms
of a β-function. Define the ‘renormalisation time’ t :=
log t/T , then the β-function
β(gr) :=
dgr(t)
dt
, (8)
describes the evolution of the coupling with respect to
time [28, 29], such that gr(0) is to match the renormalised
coupling above. Again beginning with perturbation the-
ory, the 1-loop β-function is easily found by inverting the
series (5) for gr, differentiating and transforming back:
β1-loop(gr) = gr − 1
3
g3r . (9)
From a small gr > 0, the coupling (seemingly) flows to-
ward an IR fixed point at gr =
√
3. This is however
31
3
4
2
0-1 1 gr-π-2π
π2π
3π
-3π
4πβ(gr)
FIG. 2. Starting from gr & 0, the coupling flows toward
gr = 1, where the β-function (11) switches branch, and the
flow turns toward gr = −1, and so on. The flow is shown
after encountering n turning points, for n from 0 to 4.
outside the perturbative regime, so we turn to the exact
solution. The all-orders, perturbative β-function is
βall(gr) =
√
1− g2r arcsin(gr) . (10)
For a flow which begins at gr & 0, the β-function is
positive and so gr → 1. Here it encounters a turning
point, and the flow continues by switching branches of the
square root and arcsin [20], upon which the β-function
switches sign and g decreases back to −1, where it again
changes branch, and becomes positive. After encounter-
ing n turning points the β-function is given by
βn(gr) = (−1)n
√
1− g2r arcsinn(gr) . (11)
The flow is illustrated in Fig. 2 and Fig. 3. The former
shows that the turning points bound the coupling to obey
|gr| ≤ 1 (as it must, see text below (6)). This means that
the fixed point at gr =
√
3, inferred from 1-loop per-
turbation theory, can never be reached. This provides
a greatly simplified analogy of the Landau pole in QED,
inferred from perturbation theory, but which lies in an in-
accessible part of parameter space [30, 31]. The exact and
perturbative coupling trajectories are compared in Fig. 3.
Those calculated from the 1-loop β-function deviate from
the exact solutions when gr first approaches one, and
then tend to the fictitious fixed point at gr =
√
3. De-
pending on initial conditions, corresponding to a choice
of branch in (7), a given exact solution can exhibit an ar-
bitrary number of oscillations, corresponding to passing
through arbitrarily many branches of the β-function.
This chaotic behaviour, and the β-function itself, are
very similar to those found in the Ising model, a con-
nection we can make concrete. While we defined our
coupling using an amplitude to mirror QFT discussions,
we could have used a probability. Consider then x(t) :=
g2r(t), the β-function for which follows from (11). The
turning points are now at x = 0 and x = 1. After en-
countering n turning points, the β-function (11) becomes
βn(x) =
√
x(1− x)
(
(−1)n
⌊1 + n
2
⌋
+arcsin
√
x
)
, (12)
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FIG. 3. Coupling trajectories as a function of RG time;
solid curves are exact solutions, dashed lines are their 1-loop
approximations. The exact solutions both yield the same
renormalised coupling, gr(0) = 1/2, but come from differ-
ent branches of (7) corresponding to g = (pi/6 + 2pi)/T and
g = (pi/6+6pi)/T in the Hamiltonian. The 1-loop trajectories
tend to the fictitious IR fixed point at gr =
√
3.
which is, up to a trivial rescaling of t, the β-function
for the spin coupling of the Ising model in an imaginary
magnetic field [20, 32], the RG equation for which can be
transformed to the logistic map with parameter 4 [33–
35]. The flow corresponding to that in Fig. 2 may be
found in [35, Fig. 2]; the similarities are clear.
We note that, despite the flow being chaotic, mono-
tonic functions of the flow exist [36, 37]. Following [20],
define the “c-function”
dc(gr)
dgr
= β(gr) =⇒ dc(t)
dt
= β2(gr(t)) . (13)
As a function of the coupling, c is multivalued like β(gr),
but as a function of t it is monotonic; explicitly
c(t) =
1
8
(
2g0e
t sin(2g0e
t) + cos(2g0e
t)− 1)+ 1
4
g20e
2t .
(14)
Thus the JCM complements the examples in [20] showing
that, contrary to what is often inferred from the c or a-
theorems [15–19], chaotic coupling trajectories are not
ruled out by the existence of monotonic flow functions.
Moreover the JCM provides a simple, physical, example
of a system with a chaotic coupling trajectory.
(LACK OF) PERIODICITY
For an RG trajectory which flows around a closed loop,
a limit cycle, the parameters in the Hamiltonian return to
their original values after a finite RG time [13]. Thus the
Hamiltonian, its spectrum and all its implied physics, are
periodic as a function of the flow [14]. Special circum-
stances are required for such behaviour to appear, see
e.g. [38] and references therein, but the situation here is
somewhat different.
The β-function above describes the variation of the
coupling with respect to time (not with respect to inte-
grating out modes in a Wilsonian approach, see below).
4It is defined in terms of the S-matrix, and as such its
periodic features are inherited from the periodic features
of time evolution in the JCM. Periodicity is thus present
in this sense. However (and even without considering
the β-function), different branches of solution here give
different physics, as shown in Fig. 1. As a result, a single
measurement is not enough, non-perturbatively, to deter-
mine the single coupling in the JCM. This is markedly
different to what happens in perturbation theory [39].
This peculiarity of the JCM is explained as follows. The
interaction Hamiltonian V can only change the photon
content of an initial number state |n 〉 by ±1. Hence, in
terms of number states, the theory splits into a product of
decoupled two-level photon subsytems [23–26]. In our ex-
ample, n = 0 and all amplitudes in the effective two-level
theory (transitions between superpositions of | 0, ↑ 〉 and
| 1, ↓ 〉) are indeed periodic as g0 changes its value from
one branch to another – this is the periodicity expected of
a cyclic coupling trajectory [13, 14]. However, the same
periodicity does not extend to the entire ‘spectrum’ of
probabilities Pj because the renormalisation condition is
essentially blind to all other, decoupled, subsystems. It
would be interesting to investigate whether this structure
is particular to the JCM, or whether similar behaviour
could occur in other, more complex, theories.
EFFECTIVE ACTION APPROACH
Finally, we turn to renormalisation of the JCM in a
more Wilsonian sense. In the ‘average effective action’
approach to the RG, see e.g. [21, 22], one constructs a
function depending on a parameter k which, for k →
∞, reproduces the classical action of the theory, and for
which a change k → k − δk corresponds to integrating
out quantum fluctuations with energies in the range (k−
δk, k). As such the full effective action of the quantum
theory is recovered as k → 0.
We will here construct a flow which takes us from the
‘bare’ vertices of the JCM in the UV, i.e. the interaction
Hamiltonian V , to the full S-matrix in the IR. We do so
by re-introducing the detuning ∆ (the gap between the
photon and atomic energies) and using it as a flow pa-
rameter, as follows. As before, we switch off the coupling
at time T , so U(T ) is the S-matrix. Define k = T∆/2,
for 0 ≤ k < ∞, and write Uk for the S-matrix with this
detuning, see (2). Then, for k large, this Uk behaves as
Uk ∼ cos k − 2iτ3 sin k − ig0V sin k
k
. (15)
which shows that transitions between atomic levels are
suppressed as 1/k because of the large energy gap ∝ k
between them. Thus the detuning acts as a mass scale
which suppresses quantum fluctuations. (Strictly this
holds only if we place a cutoff Λ on the allowed mode oc-
cupation number, which is otherwise unbounded. Hence
V should be considered as projected onto a finite subset
of modes throughout; Λ is analogous to a UV cutoff in
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••
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FIG. 4. Solutions to the renormalisation condition (18)
defining the coupling ek, at gr = 1/2. Points show numer-
ical solutions. As k decreases toward 1, multiple solutions
appear in the flow, and interpolate toward the IR solutions
(19) (horizontal lines) shown for n = 0 . . . 4.
QFT, and is removed at the end of the calculation.) Sub-
tracting the diagonal contributions in (15), Uk is clearly
proportional to the bare vertex g0V up to a factor. Given
this, we define an effective transition matrix Tk by
Tk = Uk −
(
cos k − 2iτ3 sin k
)− ig0V (1− sin k
k
)
, (16)
which obeys the two limits
Tk → −ig0V , k →∞ ,
Tk → e−ig0V − 1 , k → 0 .
(17)
As such Tk interpolates between the bare vertex in the
UV, k → ∞, where all quantum transitions are sup-
pressed, and the T–matrix proper (the S–matrix minus
the forward scattering contribution) in the IR, as k → 0
and the suppression is removed. This is our Hamiltonian
analogue of the average effective action, which we are
able to write down exactly since we know the S-matrix
for arbitrary detuning. Nicely, the subtractions in (16)
correspond directly to the usual modification of the av-
erage effective action by the subtraction of a regulator-
function dependent term, in order to ensure the correct
UV behaviour in (17) [40].
It is clear that the effective T -matrix (16) is a single-
valued function of k, and does not exhibit any periodicity.
Can the structures seen above, in particular the multi-
valued bare coupling, then reappear? To answer this, we
let the coupling become k-dependent, writing g0 → ek,
and adjust ek to preserve our renormalisation condition
under the flow; in this picture that condition is just
gr = i〈 1, ↓ |Tk| 0, ↑ 〉
= (1− sin k
k
)ek +
ek√
k2 + e2k
sin
√
k2 + e2k ,
(18)
5for given, fixed gr. In the IR, k → 0, we can solve this
immediately to find
gr ' sin ek =⇒ ek ' arcsinn gr , (19)
which is just the multi-valued solution of the renormalisa-
tion condition above. In the UV, we must solve (18) nu-
merically; the solution(s) are shown in Fig. 4 along with
the exact IR result (19). For large k, there is only a single
solution to (18), which deviates only slightly, for k > 0,
from the all-orders perturbative solution ek = arcsin gr
(the n = 0 branch). As k decreases toward the IR, how-
ever, new, additional solutions appear in the flow. These
appear in pairs and, as shown, interpolate to the nth and
(n+ 1)th branch solutions, for n ≥ 1, as k → 0, with the
higher n solutions appearing at smaller k. Thus, the per-
turbative solution to the renormalisation condition (or
rather an extension of it) exists for all k, while the ‘non’-
perturbative solutions appear at finite RG times; as a
result, in the IR, there are several possible endpoints of
the flow, with different couplings arcsinn gr. This repro-
duces all the multi-valued features encountered above.
We remark that the faint grey lines in Fig. 4 show con-
tours of (18) at several values of gr ≥ 1; these illustrate
that for gr > 1 solutions to the renormalisation condition
can appear and disappear in the flow as k decreases, but
that they never reach the IR at k = 0; this is consis-
tent with the fact that there no physical solutions to the
renormalisation condition in the IR for gr > 1.
DISCUSSION
The Jaynes-Cummings model allows for a simple illus-
tration of perturbative renormalisation, in which a single
measurement (renormalisation condition) determines the
single free parameter (the coupling) in the Hamiltonian,
making the theory predictive.
Non-perturbatively, though, there are multiple solu-
tions of the renormalisation condition, and the corre-
sponding beta-function is multi-valued, despite the ex-
istence of monotonic flow functions. Recast in terms of
a Wilsonian-like flow for the S-matrix, the multiple cou-
plings appear in the flow at finite RG time.
The Jaynes-Cumming model thus provides exactly
solvable examples of many renormalisation phenomena.
In future work it would be interesting to investigate how
the structures found here are affected when one adds
further interaction terms to the Hamiltonian, such as
‘counter-rotating’ terms which turn Jaynes-Cummings
into the (also solvable [41]) Rabi model.
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