The goal of this paper is to propose, evaluate, and compare several data mining strategies that apply feature transformation for subsequent classification, and to consider their application to medical diagnostics. We (1) 
Introduction
Current electronic data repositories, especially in medical domains, contain enormous amount of data including also currently unknown and potentially interesting patterns and relations that can be uncovered using knowledge discovery and data mining methods [3] . Commonly supervised machine learning is used, in which there exists a set of training instances (cases) represented by a vector of the values of features (attributes) and the values of the class label. An induction algorithm is used to learn a classifier, which maps the space of feature values into the set of class values. The classifier is later used to classify new instances with unknown classifications (class labels). Inductive learning systems were successfully applied in a number of medical domains, e.g. in localization of a primary tumor, prognostics of recurrence of breast cancer, diagnosis of thyroid diseases, and rheumatology [3] .
However, researchers and practitioners realize that the effective use of these inductive learning systems requires data preprocessing before applying a learning algorithm. Especially this is important for multidimensional heterogeneous data, presented by a large number of features of different types. The so-called "curse of dimensionality" pertinent to many learning algorithms, denotes the drastic raise of computational complexity and classification error with data having large number of features. Hence, the dimensionality of the feature space is often reduced before classification is undertaken. There are a number of dimensionality reduction techniques, and according to the adopted reduction strategy they are usually divided into feature selection and feature transformation (also called feature discovery) approaches. The key difference between feature selection and feature transformation is that in the former only a subset of original features is selected while the latter is based on generation of completely new features. The variants of the latter are feature extraction and feature construction. Feature construction implies discovering missing information about relationships among the features by inferring or creating additional features while feature extraction discovers a new feature space having fewer dimensions through a functional mapping, keeping as much information in the data as possible [9] .
For some problems a feature subset may be useful in one part of the instance space, and at the same time it may be useless or even misleading in another part of it. Therefore, it may be difficult or even impossible to remove irrelevant and/or redundant features from a data set and leave only useful ones by means of feature selection. Feature selection techniques that just assign weights to the individual features are also insensitive to interacted or correlated features. That is why the transformation of the given representation before weighting the features is often preferable.
In this paper we consider several approaches to PCA-based feature transformation for classification and discuss how important the use of class information is when transforming original and selecting extracted features. In Section 2 beside the brief discussion of PCA-based transformations, we consider how to decide whether a feature transformation is useful or not for a problem at hand. In Section 3 we address the problem whether extracted features should be used together with or instead of the original feature space to learn a classifier, and which and how many extracted features are useful for classification. In Section 4 we present the results of experiments with the feature transformation techniques on some problems of medical diagnostics and conclude with preliminary findings and consider the directions of further research. Finally, in Section 5 some interpretability issues with respect to the use of feature transformation are discussed.
PCA-based feature transformation for classification
Conventional Principal Component Analysis (PCA) is one of the most commonly used feature extraction techniques. It is based on extracting the axes on which data shows the highest variability [7] . Although PCA "spreads out" data in the new basis, and can be of great help in unsupervised learning, there is no guarantee that the new axes are consistent with the discriminatory features in a classification problem.
Another approach is to account class information during the feature extraction process. One technique is to use some class separability criterion from Fisher's linear discriminant analysis, based on a family of functions of scatter matrices: the within-class covariance, the betweenclass covariance, and the total covariance matrices. In [15] parametric and nonparametric eigenvector-based approaches that use the within-and between-class covariance matrices and thus do take into account the class information were analyzed and compared. In [14] these approaches were applied to dynamic integration of classifiers. Both parametric and nonparametric approaches use the simultaneous diagonalization algorithm [1] to optimize the relation between the within-and between-class covariance matrices. However, the difference between the approaches is in calculation of the between-class covariance matrix. The parametric approach accounts one mean per class and one total mean, and thus it potentially may extract at most the number of classes minus one features. The nonparametric method tries to increase the number of degrees of freedom in the between-class covariance matrix, measuring the between-class covariances on a local basis.
An important issue is how to decide whether a PCA-based feature transformation approach is appropriate for a certain problem or not. Since the main goal of PCA is to extract new uncorrelated features, it is logical to introduce some correlation-based criterion with a possibility to define a threshold value. One of such criteria is the Kaiser-Meyer-Olkin (KMO) criterion that accounts for both total and partial correlation: It can be seen that if two features share a common factor with other features, their partial correlation ij a will be small, indicating the unique variance they share. And then, if ij a are close to zero (the features are measuring a common factor) KMO will be close to one, while if ij a are close to one (the variables are not measuring a common factor) KMO will be close to zero. Generally, it is recommended to apply PCA for a data set only if KMO is greater than 0.5. In [11] it was recommended to apply PCA for meta-learning tasks if KMO is greater than 0.6.
Which and how many principal components are useful for classification?
In this section we are interested in the problem of selecting the best subset of orthogonally transformed features for subsequent classification, i.e. we are not searching for the best transformation but rather try to find the best subset of transformed components, which allow achieving the best classification.
One common method is to introduce some threshold, e.g. variance accounted by a component to be selected. This results in selecting principal components, which correspond to the largest eigenvalues. The problem with this approach is that the magnitude of eigenvalue depends on data variance only and has nothing to do with class information. In [6] Jollife presents several real-life examples where principal components corresponding to the smallest eigenvalues are correlated with the output attribute. So, principal components important for classification may be excluded because they have small eigenvalues. In [10] another example of such a situation is shown. Nevertheless, criteria for selecting the most useful transformed features are often based on variance accounted by the features to be selected.
In [13] , e.g. it is argued that the selection of all the components, the corresponding eigenvalues of which are significantly greater than one, would produce the similar results as if the number of components to select was defined according to the following formula:
where the number of features and instances should be relatively large. An alternative approach is to use a ranking procedure and select principal components that have the highest correlations with the class attribute. Although this makes intuitive sense, there is criticism of such an approach. In [1] this alternative approach was shown to work slightly worse than using components with the largest eigenvalues in the prediction context. The problem of selecting useful transformed features is not so important for the parametric class-conditional approach since: (1) it takes into account class information, and (2) it extracts only the number of classes minus one component(s).
Another important issue is deciding on whether selected transformed features should be used together with or instead of original features to learn a classifier. In [11] the use of selected transformed features as additional ones for a decision-tree learner, instance-based learner and Naïve Bayes learner is recommended. In [15] we show that the use of selected transformed features only for an instance-based learner can significantly increase its accuracy for many problems.
Experimental results
In this study we experimented with conventional PCA feature transformation and a parametric class-conditional approach. We compared the work of four different approaches that combine 3-nearest neighbour classifier (3-NN) with conventional PCA feature transformation or parametric class-conditional feature transformation and either use transformed features together with or instead of original ones. We also compare them with the work of 3-NN without any feature transformation. We limit our study to data sets that have numerical features only. The non-parametric approach that in [15] was shown to have better results on data sets with categorical features than numerical ones is excluded from this study.
The experiments were conducted on five data sets from the UCI repository with different problems of medical diagnostics: Pima Indians Diabetes, Heart Disease, Liver Disorders, Thyroid Gland, and Wisconsin Breast Cancer (www.ics.uci.edu/~mlearn/MLRepository.html).
In Table 1 , for each data set we present the number of instances, the KMO value, the number of features used by every approach and the corresponding accuracy. For Diabetes and Thyroid data sets none of feature transformation techniques can improve the work of plain 3-NN classifier. For Heart and Cancer data sets 3-NN achieves the highest accuracy results when the new features extracted by parametric approach are used instead of the original ones. And for Liver data set the best results are achieved when the feature extracted by the parametric approach is used together with the original ones. It can be seen from the table that KMO is not a relevant criterion (at least for the considered data sets) to decide whether a PCA-based feature transformation technique is worth being applied to a problem of medical diagnostics. Although for every data set KMO was higher than 0.5, the principal components, when used instead of the original features, resulted in the lower accuracy of 3-NN classifier, and when used together with the original features, never improved the classification accuracy. Therefore, some additional measures beside KMO need to be considered.
No theoretical analysis has been performed yet to answer whether transformed features need to be used together with or instead of original features. This is an interesting direction of further research.
Feature transformation and interpretability
Before arguing for and against feature transformation with respect to the interpretability issue, let us consider first what is commonly meant by interpretability.
Interpretability refers to whether a classifier is easy to understand. It is commonly accepted that rule-based classifiers like a decision tree and associative rules are very easy to interpret, and neural networks and other connectionist and "black-box" classifiers have low interpretability. kNN is considered to have very poor interpretability because the unstructured collection of training instances is far from readable, especially if there are many of them. While interpretability concerns a typical classifier generated by a learning algorithm, transparency (or comprehensibility) refers to whether the principle of the method of constructing a classifier is easy to understand (that is a users' subjective assessment). Therefore, for example, a kNN classifier is scarcely interpretable, but the method itself is transparent because it appeals to the intuition of humans who spontaneously reason from similar cases. Similarly, interpretability of Naive Bayes can be estimated as not very high, but the transparency of the method is good for example for physicians who find that probabilistic explanations replicate their way of diagnosing, i.e., by summing evidence for or against a disease [8] .
However, when feature transformation is applied for rule-based approaches (e.g. association rules), interpretation of produced rules naturally becomes more difficult or even impossible. Since binarization of categorical attributes is required for PCA-based feature transformation, interpretation of results for a data set containing categorical features deteriorates drastically.
The common criticism of instance-based learning is that it does not provide explicit knowledge to the user like association rules do. However, each individual prediction can be explained transparently by uncovering those instances on which the decision is based. This is naturally useful for situations when the end user is rather familiar with previous medical cases than with some complex measures that are used to characterize them. However, a major problem of simple approaches like kNN is that the Euclidian distance will not necessarily be suited for finding intuitively similar cases, especially if irrelevant attributes are present. And feature extraction may be of great help in this context of explanations based on similar cases. In [15] we show how different feature extraction techniques "improve" the neighborhood of the instances with respect to their classes in the Euclidian space. The additional benefit of feature extraction is in the possibility of cases' visualization (and performing visual analysis) by projecting them onto 2D or 3D plots.
PCA-based feature extraction for classification can be treated as means of constructive induction. In [2] it is argued that constructive induction, when generating new features, can produce new (emerging) concepts which in turn may lead to a new understanding of a problem and can produce additional knowledge, including new concepts and their relationship to the primary concepts.
PCA-based feature transformations allow to summarize the information from a large number of features into a limited number of components, i.e. linear combinations of the original features. It is argued that, unfortunately, principal components are often difficult to interpret. Many methods of rotating components to improve their interpretability have been proposed. The varimax rotation is the most well known of the orthogonal rotation methods. Chapter 8 in
