Parallel Gaussian Channels Corrupted by Independent States With a
  State-Cognitive Helper by Dikshtein, Michael et al.
ar
X
iv
:1
80
7.
03
51
8v
2 
 [c
s.I
T]
  2
8 O
ct 
20
18
Parallel Gaussian Channels Corrupted by
Independent States With a State-Cognitive Helper
Michael Dikshtein∗ , Ruchen Duan†, Yingbin Liang†‡, and Shlomo Shamai (Shitz)§
∗Department of EE, Technion, Haifa 32000, Israel, michaeldic@campus.technion.ac.il
†Samsung Semiconductor Inc, San Diego, CA 92121 USA, r.duan@samsung.com
‡Department of ECE, The Ohio State University, Columbus, OH 43210 USA, liang.889@osu.edu
§Department of EE, Technion, Haifa 32000, Israel, sshlomo@ee.technion.ac.il
Abstract
We consider a state-dependent parallel Gaussian channel with independent states and a common cognitive helper, in which two
transmitters wish to send independent information to their corresponding receivers over two parallel subchannels. Each channel is
corrupted by independent additive Gaussian state. The states are not known to the transmitters nor to the receivers, but known to
a helper in a noncausal manner. The helper’s goal is to assist a reliable communication by mitigating the state. Outer and inner
bounds are derived and segments of the capacity region is characterized for various channel parameters.
Index Terms
Dirty paper coding, Gel’fand-Pinsker scheme, noncausal channel state information, parallel channel.
I. INTRODUCTION
In this paper we consider a communication scenario where two transmitters wish to send messages to their corresponding
receivers over a parallel state-dependent channel and a helper who knows the state in a noncausal manner, wishes to assist
each receiver to mitigate the interference caused by the state. The motivation to study such a model arises from practical
considerations. For example, consider a situation where there are two Device to Device (D2D) links located in two distinct
cells and there is a downlink signal sent from the base-station to some conventional mobile user in the cell. In addition there
is some central unit that knows in a noncausal manner the signal to be sent by each base-station, the helper in our model, and
tries to assist the D2D communication links by mitigating the interference.
The model addressed in this paper has a mismatched property, that is the state sequence is known only to some nodes,
which differs it from the classical study on state-dependent channels. The study of channels with side information goes back
to Shannon who considered a DMC channel with random parameters with casual side information at the transmitter. The case
of noncausal side information was solved by Gel’fand and Pinsker (GP) [1] for the discrete memoryless channel. Costa [2]
considered a Gaussian version of the GP channel, and derived a surprising result, such that the interference can be completely
canceled. Such a phenomena is known as Writing on Dirty Paper (WDP) property. Steinberg and Shamai [3] proposed an
achievable scheme for the broadcast channel with random parameters, where they have shown that the WDP property holds
for the Gaussian BC with additive state. In this work a similar scheme would be used to derive an inner bound.
The type of channels with mismatched property has been addressed in the past for various models, for example, in [4] the
state dependent MAC channel is studied with the state known at only one transmitter. The best outer bound for the Gaussian
MAC setting was recently reported in [5]. The point to point helper channel studied in [6] and [7] can be considered as a
special case of [4], where the cognitive transmitter does not send any message. Authors of [8] have recently considered a
scenario with a state cognitive relay. The state dependent Z-IC with common state known in noncausal manner only to the
primary user was studied in [9].
Our previous work [10] studied a situation where each channel is corrupted by same but differently scaled state was
considered. In [11] a similar setup was considered but with infinite state power. The achievabilty scheme in latter paper was
a time-sharing version of point-to-point helper channel, such that the helper alternatively assists receivers. This work differs
from the previous ones in that we address a situation where the states are independent with arbitrary state power.
Our main contribution in this paper is derivation of inner bound which is an extension of the Marton coding scheme for
discrete broadcast channel to the current model. We will apply this bound for the Gaussian setting and characterize the segments
of the capacity region for various channel parameters.
II. NOTATIONS AND PROBLEM FORMULATION
Random variables are denoted using a sans-serif font, e.g., X, their realizations are denoted by the respective lower case
letters, e.g., x, and their alphabets are denoted by the respective calligraphic letter, e.g., X . The expectation of X is denoted by
E [X]. Let Xn stand for the set of all n-tuples of elements from X . An element from Xn is denoted by xn = (x1, x2, . . . , xn)
and substrings by xji = (xi, xi+1, . . . , xj).
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Fig. 1: State-Dependent Parallel Channel with a Helper.
We consider a 3-transmitter, 2-receiver state dependent parallel discrete memoryless channel depicted in Figure 1, where
Transmitter 1 wishes to communicate a message M1 to Receiver 1, and similarly Transmitter 2 wishes to transmit a message
M2 to its corresponding Receiver 2. The messages M1 and M2 are independent. The communication takes over a parallel
state-dependent channel characterized by a probability transition matrix p(y1, y2|x0, x1, x2, s). The Transmitter at the helper
has noncausal knowledge of the state and tries to mitigate the interference caused in both channels. The state variable S is
random taking values in S and drawn from a discrete memoryless source (DMS)
PSn(s
n) =
n∏
i=1
PS(si)
A (2nR1 , 2nR2 , n) code for the parallel state-dependent channel with state known non-causally at the helper consists of
• Two message sets [1 : 2nR1} and [1 : 2nR2 ].
• Three encoders, where encoder at the helper assigns a sequence xn0 (s
n) to each state sequence sn ∈ Sn, encoder 1
assigns a codeword xn1 (m1) to each message m1 ∈ [1 : 2nR1 ] and encoder 2 assigns a codeword xn2 (m2) to each message
m2 ∈ [1 : 2nR2 ].
• Two decoders, where decoder 1 assigns an estimate mˆ1 ∈ [1 : 2nR1 ] or an error message e to each received sequence yn1 ,
and decoder 2 assigns an estimate mˆ2 ∈ [1 : 2nR2 ] or an error message e to each received sequence yn2 .
We assume that the message pair (M1,M2) is uniformly distributed over [1 : 2
nR1 ] × [1 : 2nR2 ]. The average probability of
error for a length-n code is defined as
P (n)e = P
{
Mˆ1 6= M1 or Mˆ2 6= M2
}
. (1)
A rate pair (R1, R2) is said to be achievable if there exists a sequence of (2
nR1 , 2nR2 , n) codes such that limn→∞ P
(n)
e = 0.
The capacity region C is the closure of the set of all achievable rate pairs (R1, R2).
Our goal is to characterize the capacity region C for the state-dependent Gaussian parallel channel with additive state known
at the helper, where the outputs at the receivers for one channel use are described by the equations
Y1 = η1X0 + X1 + S1 + Z1 (2a)
Y2 = η2X0 + X2 + S2 + Z2 (2b)
where Z1 ∼ N (0, 1) and Z2 ∼ N (0, 1) are additive Gaussian noise of Y1 and Y2, S1 ∼ N (0, Q1) and S2 ∼ N (0, Q2) are
additive Gaussian state, both known noncausally at the transmitter, and ηj , j = 1, 2, is the channel gain from the helper to
receiver j. The Gaussian random variables Z1, Z2, S1, S2 are independent of each other. The channel inputs Xj, j = 0, 1, 2 are
power constrained: E
[
Xj
2
] ≤ Pj .
III. MAIN RESULTS
A. Outer and Inner Bounds
In order to characterize the capacity region of this channel, we first provide an outer bound on the capacity region as follows
Proposition 1. Every achievable rate pair (R1, R2) of the state-dependent parallel Gaussian channel with a helper must
satisfy the following inequalities
R1 ≤ min
{
1
2
log
(
1 +
P1
η21P0 + 2η1ρ0S1
√
P0Q1 +Q1 + 1
)
+
1
2
log
(
(1− ρ20S1 − ρ20S2)η21P0 + 1
)
,
1
2
log(1 + P1)
}
(3a)
R2 ≤ min
{
1
2
log
(
1 +
P2
η22P0 + 2η2ρ0S2
√
P0Q2 +Q2 + 1
)
+
1
2
log
(
(1− ρ20S1 − ρ20S2)η22P0 + 1
)
,
1
2
log(1 + P2)
}
(3b)
for some ρ0S1 and ρ0S2 that satisfy
ρ20S1 + ρ
2
0S2 ≤ 1. (3c)
Proof: This outer bound is an extension of the outer bound derived in [6]. For a complete proof see Appendix A.
The upper bound for each rate consists of two terms, the first one reflects the scenario when the interference cannot be
completely canceled, and the second is simply the point-to-point capacity of channel without state.
We next derive an achievable region for the channel based on an achievable scheme that integrates Marton’s coding, single-
bin dirty paper coding and state cancellation. More specifically, we generate two auxiliary random variables, U and V to
incorporate the state information so that Receiver 1 (and respectively 2) decodes U (and respectively V) and then decodes the
respective transmitter information. Based on such achievable scheme, we derive the following inner bound on the capacity
region for the DM case.
Proposition 2. An inner bound on the capacity region of the discrete memoryless parallel state-dependent channel with a
helper consists of rate pairs (R1, R2) satisfying:
R1 ≤ min{I(U,X1;Y1)− I(U; S), I(X1;Y1|U)} (4a)
R2 ≤ min{I(V,X2;Y2)− I(V; S), I(X2;Y2|V)} (4b)
R1 +R2 ≤ min{I(U,X1;Y1)− I(U; S) + I(V,X2;Y2)− I(V; S)− I(V;U|S), I(X1;Y1|U) + I(X2;Y2|V)} (4c)
for some pmf p(u, v, x0|s)p(x1)p(x2).
Remark 1. The achievable region in Proposition 2 is equivalent to the following region
R1 ≤ min{I(U1,X1;Y1)− I(U1; S), I(X1;Y1|U1)} (5a)
R2 ≤ min{I(U2,X2;Y2)− I(U2;U1, S), I(X2;Y2|U2)} (5b)
for some pmf p(u1, u2, x0|s)p(x1)p(x2).
Proof: See Appendix B.
Denote
α1 , (α11, α12) α2 , (α20, α21, α22) β , (β1, β2).
Let f1(·), g1(·), f2(·) and g2(·) be defined as
fk(αk, β, γ)=
1
2
log
η2kγP
′
0 · σ2Yk(βk)
hk(αk, β, γ)
gk(αk, β, γ) =
1
2
log
(
1 +
Pk · σ2Uk (αk)
hk(αk, β, γ)
)
where
hk(αk, β, γ) = σ
2
Yk|Xk
(βk) · σ2Uk(αk)− σ2UkYk(αk, β)
σ2Yk(βk) = η
2
kP0 + (2βkηk + 1)Qk + Pk + 1
σ2Yk|Xk(βk) = η
2
kP0 + (2βkηk + 1)Qk + 1
σ2U1(α1) = η
2
1γP
′
0 + α
2
11Q1 + α
2
12Q2
σ2U2(α2) = η
2
2(γ + α
2
20γ)P
′
0 + α
2
21Q1 + α
2
22Q2
σU1,Y1(α1, β) = η
2
1γP
′
0 + (1 + β1η1)α11Q1 + α12β2η1Q2
σU2,Y2(α2, β)=η
2
2(P
′
02 + α20P
′
01) + α22Q2(1 + β2η2) + α21β1η2Q1
Based on the above inner bound, we obtain an achievable region for the Gaussian channel by setting an appropriate joint input
distribution.
Proposition 3. An inner bound on the capacity region of the parallel state-dependent Gaussian channel with a helper consists
of rate pairs (R1, R2) satisfying;
R1 ≤ min{f1(α1, β, γ), g1(α1, β, γ)} (6a)
R2 ≤ min{f2(α2, β, γ), g2(α1, β, γ)} (6b)
for some real constants α11, α12, α20, α21, α22, β1, β2 and γ satisfying β
2
1Q1 + β
2
2Q2 ≤ P0, γ ∈ [0, 1] and γ = 1− γ.
Proof: The region follows from Remark 1 by choosing the joint Gaussian distribution for random variables as follows:
U = X′01 + η
−1
1 (α11S1 + α12S2)
V = X′02 + α20X
′
01 + η
−1
2 (α21S1 + α22S2)
X0 = X
′
01 + β1S1 + X
′
02 + β2S2
X
′
01 ∼ N (0, γP ′0) X′02 ∼ N (0, γP ′0)
X1 ∼ N (0, P1) X2 ∼ N (0, P2)
where X′01,X
′
02,X1,X2, S1, S2 are independent. The constraint on β1 and β2 follows from power constraint on X0.
Now we provide our intuition behind such construction of the r.v.’s in the proof of Proposition 3. X0 contains two parts, the
one with βj , j = 1, 2 controls the direct state cancellation of each state. The second part X
′
0j, j = 1, 2, is used for dirty paper
coding via generation of the state-correlated auxiliary r.v.’s U and V.
Another important result of Proposition 3 is a constraint on β1 and β2
β21Q1 + β
2
2Q2 ≤ P0 (7)
we now define βj , ρ0Sj
√
P0
Qj
, and use this setting to write (7) as
ρ20S1 + ρ
2
0S2 ≤ 1 (8)
which is equivalent to (3c).
B. Capacity Region Characterization
In this section we will characterize segments on the capacity boundary for various channel parameters using the inner and
outer bounds that were derived in Section III-A. Consider the inner bounds in (6a) - (6b). Each bound has two terms in the
argument of min. We suggest to optimize each term independently and then compare it to the outer bounds in (3a)-(3b). In
the last step we will state the conditions under which those terms are valid. We first consider the bound on R1. Let
αa11 =
(1 + η1β1)η
2
1γP
′
0
η21P
′
0 + 1
αa12 =
β2η
3
1γP
′
0
η21P
′
0 + 1
(9)
Then f1(α
a
1 , β, γ) takes the following form
f1(α
a
1 , β, γ) =
1
2
log
(
1 +
P1
η21P0 + 2η1ρ0S1
√
P0Q1 +Q1 + 1
)
+
1
2
log
(
1 +
η21γP
′
0
1 + η21γP
′
0
)
(10)
If f1(α
a
1 , β, γ) ≤ g1(αa1 , β, γ), then R1 = f1(αa1 , β, γ) is achievable. Moreover, if we choose γ = 1, then R1 = f1(αa1 , β, 1)
meets the outer bound (the first term in "min" in (3a)). Furthermore, by setting
αb11 = 1 + η1β1 α
b
12 = η1β2
we obtain
g1(α
b
1, β, γ) =
1
2
log
(
1 +
P1
1 + η21γP
′
0
)
If g1(α
b
1, β, γ) ≤ f1(αb1, β, γ), then
R1 =
1
2
log
(
1 +
P1
1 + η21γP
′
0
)
is achievable. Similarly, by choosing γ = 1, then R1 =
1
2 log(1+P1) is achievable and this meets the outer bound (the second
term in "min" in (3a)). Next we consider the bound on R2. Let
αa20 =
η22γP
′
0
η22γP
′
0 + 1
αa21 =
β1η
3
2γP
′
0
η22γP
′
0 + 1
αa22 =
(1 + η2β2)η
2
2γP
′
0
η22γP
′
0 + 1
(11)
Then f2(α2, β, γ) takes the following form
f2(α
a
2 , β, γ) =
1
2
log
(
1 +
P2
η22P0 + 2η2ρ0S2
√
P0Q2 +Q2 + 1
)
+
1
2
log
(
1 + η22γP
′
0
)
(12)
If f2(α
a
2 , β, γ) ≤ g2(αa2 , β, γ), then R2 = f2(αa2 , β, γ) is achievable. Moreover, if we choose γ = 0, then R2 = f2(αa2 , β, 0)
meets the outer bound (the first term in "min" in (3b)).
Furthermore, we set
αb20 = 1 α
b
21 = η2β1 α
b
22 = 1 + η2β2 (13)
and then obtain
g2(α
b
2, β, γ) =
1
2
log (1 + P2) (14)
If g2(α
b
2, β, γ) ≤ f2(αb2, β, γ), then R2 = 12 log (1 + P2) is achievable and this meets the outer bound. This also equals the
maximum rate for R2 when the channel is not corrupted by state.
For simplicity of representation, we denote η , (η1, η2), P , (P1, P2), Q , (Q1, Q2).
Summarizing the above analysis, we obtain the following characterization of segments of the capacity region boundary.
Theorem 1. For every choice of γ, the channel parameters (η, P0, P ,Q) can be partitioned into the sets A1,B1, C1, where
A1 = {(η, P0, P ,Q) : f1(αa1 , β, γ) ≤ g1(αa1 , β, γ)
C1 = {(η, P0, P ,Q) : f1(αb1, β, γ) ≥ g1(αb1, β, γ)}
B1 = (A1 ∪ C1)c.
If (η, P0, P ,Q) ∈ A1, then R1 = f1(αa1 , β, 1) captures one segment of the capacity region boundary, where the state cannot
be fully cancelled. If (η, P0, P ,Q) ∈ C1, then R1 = 12 log(1+P1) captures one segment of the capacity region boundary where
the state is fully cancelled. If (η, P0, P ,Q) ∈ B1, then the R1 segment of the capacity region boundary is not characterized.
The channel parameters (η, P0, P ,Q) can also be partitioned into the sets A2,B2, C2, where
A2 = {(η, P0, P ,Q) : f2(αa2 , β, γ) ≤ g2(αa2 , β, γ)
C2 = {(η, P0, P ,Q) : f2(αb2, β, γ) ≥ g2(αb2, β, γ)
B2 = (A2 ∪ C2)c.
If (η, P0, P ,Q) ∈ A2, then R2 = f2(αa2 , β, 0) captures one segment of the capacity region boundary, where the state cannot
be fully cancelled. If (η, P0, P ,Q) ∈ C2, then R2 = 12 log(1 + P2) captures one segment of the capacity boundary where the
state is fully cancelled. If (η, P0, P ,Q) ∈ B2, then the R2 segment of the capacity region boundary is not characterized.
The above theorem describes two partitions of the channel parameters, respectively under which segments on the capacity
region boundary corresponding to R1 and R2 can be characterized. Intersection of two sets, each from one partition, collectively
characterizes the entire segments on the capacity region boundary.
C. Numerical Results
In this section, we demonstrate our results using various channel parameters. We plot the inner and outer bounds for various
values of helper power P0, channel gains, η1 and η2 and different state power. The results are shown in Figure 2. The outer
bound is based on Proposition 1. The inner bound is the convex hull of all the achievable regions, with interchange between
the roles of the decoders. The time sharing inner bound is according to point-to-point helper channel achievable region. The
scenario where the helper power is less than the users power is depicted in subfigures 2a and 2b, while the channel gains
in subfigure 2a are equal, they are mismatched in subfigure 2b. Note that in both cases our inner bound outperforms the
time-sharing bound, especially in the mismatched case, and some segments of the capacity region are characterized.
The scenario with helper power being higher than the users power and matched and mismatched channel gain is depicted
in subfigures 2c and 2d respectively. Similarly as for low helper power regime, our proposed achievability scheme performs
better than time-sharing.
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Fig. 2: Numerical Results
IV. CONCLUSION
We have studied a parallel state-dependent Gaussian channel with a cognitive helper with independent states and arbitrary
state power. Inner and outer bounds were derived and segments of the capacity region boundary were characterized for various
channel parameters. We have also demonstrated our results using numerical simulation and have shown that our achievability
scheme outperforms time-sharing that was shown to be optimal for the infinite state power regime in [11]. In our previous work
[10], a model with same but differently scaled states was considered. These two models represent a special case of more general
scenario with correlated states, our results in both studies imply that as the states are more correlated than it easier to mitigate the
interference. Furthermore the gap between the inner bound and the outer bound in this work suggests that a new techniques for
outer bound derivation is needed as we believe that the inner bounds consisting of pairs (R1, R2) = (f1(α
a
1 , β, γ), f2(α2, β, γ))
is indeed tight for some set of channel parameters.
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APPENDIX A
First, define the following correlation coefficients:
ρ0S1 ,
∑n
i=1 E [X0,iS1,i]
n
√
P0Q1
, ρ0S2 ,
∑n
i=1 E [X0,iS2,i]
n
√
P0Q2
(15)
By Fano’s inequality
H(M1|Yn1 ) ≤ nR1P (n)e + 1 , nǫ(1)n (16)
H(M2|Yn2 ) ≤ nR2P (n)e + 1 , nǫ(2)n (17)
where ǫ
(1)
n and ǫ
(2)
n tend to zero as n→∞. First we develop an upper bound on R1 as follows:
nR1 + I(S
n;Yn1 |M1) = H(M1)−H(M1|Yn1 ) +H(M1|Yn1 ) + I(Sn;Yn1 |M1)
(a)
≤ I(M1,Sn;Yn1 ) + nǫ(1)n
= h(Yn1 )− h(Yn1 |M1,Sn) + nǫ(1)n
(b)
≤ h(Yn1 )− h(Yn1 |M1,Xn1 ,Xn0 ,Sn) + nǫ(1)n
= h(Yn1 )− h(Zn1 ) + nǫ(1)n
(c)
≤
n∑
i=1
h(Y1,i)− nh(Z1) + nǫ(1)n
where (a) follows from (16), (b) and (c) is since conditioning reduces differential entropy. The second differential term in the
last inequality is equal to h(Z1) =
1
2 log(2πe). As for the first term in the sum,
h(Y1,i) ≤ 1
2
log(2πe)E
[
Y
2
1,i
]
=
1
2
log(2πe)
(
E
[
X
2
1,i
]
+ η21E
[
X
2
0,i
]
+ 2E [X0,iS1,i] +Q1 + 1
)
.
Hence,
n∑
i=1
h(Y1,i) ≤ n 1
n
n∑
i=1
1
2
log(2πe)
(
E
[
X
2
1,i
]
+ η21E
[
X
2
0,i
]
+ 2η1E [X0,iS1,i] +Q1 + 1
)
≤ n1
2
log(2πe)
(
1
n
n∑
i=1
E
[
X
2
1,i
]
+ η21
1
n
n∑
i=1
E
[
X
2
0,i
]
+ 2η1
1
n
n∑
i=1
E [X0,iS1,i] +Q1 + 1
)
≤ n1
2
log(2πe)
(
P1 + η
2
1P0 + 2η1ρ0S1
√
P0Q1 +Q1 + 1
)
,
and
nR1 + I(S
n;Yn1 |M1) ≤
n
2
log
(
P1 + η
2
1P0 + 2η1ρ0S1
√
P0Q1 +Q1 + 1
)
+ nǫn
I(Sn;Yn1 |M1) can be written as follows:
I(Sn;Yn1 |M1) = h(Sn|M1)− h(Sn|M1,Yn1 )
(a)
= h(Sn)− h(Sn|Y˜n1 )
(b)
≥ nh(S)−
n∑
i=1
h(Si|Y˜1,i)
where (a) holds since Sn is independent of M1 and Y˜
n
1 , η1X
n
0 + S
n
1 + Z
n
1 , and (b) is due to the memorylessness of the state
source PS and owing to the fact that conditioning reduces differential entropy . Consider the conditional differential entropy
term in the last sum,
h(Si|Y˜1,i) = h
(
Si −
(
κ11
κ12
)
Y˜1,i|Y˜1,i
)
≤ h
(
Si −
(
κ11
κ12
)
Y˜1,i
)
≤ 1
2
log(2πe)2

 (1− κ11)2Q1Q2 − η21(κ11E [X0,iS2,i]− κ12E [X0,iS1,i])+κ11Q2(κ11 − 2η1E [X0,iS1,i] (1− κ11) + κ11η21E [X20,i])
+κ12Q1(κ12 − 2η1E [X0,iS2,i] (1− κ11) + κ12η21E
[
X
2
0,i
]
)


for any κ11, κ12 ∈ R. Thus,
n
1
n
n∑
i=1
h(Si|Y˜1,i) ≤ n
2
1
n
n∑
i=1
log(2πe)2

 (1 − κ11)2Q1Q2 − η21(κ11E [X0,iS2,i]− κ12E [X0,iS1,i])+κ11Q2(κ11 − 2η1E [X0,iS1,i] (1− κ11) + κ11η21E [X20,i])
+κ12Q1(κ12 − 2η1E [X0,iS2,i] (1− κ11) + κ12η21E
[
X20,i
]
)


≤ n
2
log(2πe)2

 (1− κ11)2Q1Q2 − η21(κ11 1n
∑n
i=1 E [X0,iS2,i]− κ12 1n
∑n
i=1 E [X0,iS1,i])
+κ11Q2(κ11 − 2η1 1n
∑n
i=1 E [X0,iS1,i] (1− κ11) + κ11η21 1n
∑n
i=1 E
[
X20,i
]
)
+κ12Q1(κ12 − 2η1 1n
∑n
i=1 E [X0,iS2,i] (1− κ11) + κ12η21 1n
∑n
i=1 E
[
X20,i
]
)


≤ n
2
log(2πe)2

(1 − κ11)2Q1Q2 − η21(κ11ρ0S2
√
P0Q2 − κ12ρ0S1
√
P0Q1)
+κ11Q2(κ11 − 2η1ρ0S1
√
P0Q1(1 − κ11) + κ11η21P0
+κ12Q1(κ12 − 2η1ρ0S2
√
P0Q2(1 − κ11) + κ12η21P0)

 .
Next, we choose κ11 and κ12 as follows:
κ11 =
η1ρ0S1
√
P0Q1 +Q1
η21P0 + 2η1ρ0S1
√
P0Q1 +Q1 + 1
κ12 =
η1ρ0S2
√
P0Q2
η21P0 + 2η1ρ0S1
√
P0Q1 +Q1 + 1
and evaluate the latter inequality to have
n
1
n
n∑
i=1
h(Si|Y˜1,i) ≤ n
2
log(2πe)2
(
Q1Q2
(
(1− ρ20S1 − ρ20S2)η21P0 + 1
)
η21P0 + 2η1ρ0S1
√
P0Q1 +Q1 + 1
)
Finally
I(Sn;Yn1 |M1) ≥
n
2
log
η21P0 + 2ρ0s1η1
√
P0Q1 +Q1 + 1
(1− ρ20s1 − ρ20s2)η21P0 + 1
Thus the bound in (3a) is satisfied. The bound (3b) follows from similar considerations. It remains to show that ρ20S1+ρ
2
0S2
≤ 1.
We use the non-negativity property of the covariance matrix of (X0, S1, S2)
detΣX0S1S2 = det

 var [X0] cov [X0S1] cov [X0S2]cov [X0S1] var [S1] cov [S1S2]
cov [X0S2] cov [S1S2] var [S2]


(a)
= det

 var [X0] cov [X0S1] cov [X0S2]cov [X0S1] var [S1] 0
cov [X0S2] 0 var [S2]


= var [X0] var [S1] var [S2]
− (cov [X0S1])2var [S2]− (cov [X0S2])2var [S1]
(b)
≥ 0
where (a) follows from independence of S1 and S2 and (b) from non-negativity of covariance matrix. Now we arrange parts
and use (15) to have:
(cov [X0S1])
2
var [X0] var [S1]
+
(cov [X0S2])
2
var [X0] var [S2]
= ρ20S1 + ρ
2
0S2 ≤ 1.
This completes the proof of Proposition 1.
APPENDIX B
We use random codes and fix the following joint distribution:
PSUV X0X1X2Y1Y2 = PSUV PX0|SUV PX1PX2PY1|SX0X1PY2|SX0X2
Codebook Generation. Generate 2nR˜U randomly and independently generated sequences un(r), r ∈ [1 : 2nR˜U ], each according
to
∏n
i=1 PU (ui). Similarly, generate 2
nR˜V randomly and independently generated sequences vn(t), t ∈ [1 : 2nR˜V ] according
to
∏n
i=1 PV (vi).
Randomly and independently generate 2nR1 sequences xn1 (m1),m1 ∈ [1 : 2nR1 ], each according to
∏n
i=1 PX1(x1i). Similarly
generate 2nR2 sequences xn2 (m2), m2 ∈ [1 : 2nR2 ], each according to
∏n
i=1 PX2(x2i).
These codewords constitute the codebook, which is revealed to the encoders and the decoders.
Encoding. Let ǫ′′ > ǫ′ > 0.The encoder at the helper, given sn, finds r˜ such that
(sn, un(r˜)) ∈ T (n)ǫ′ (PSU ),
if there is more then one such r˜, choose the smallest one. If no such r˜ can be found declare an error. Next, given (sn, un(r˜)),
find t˜ such that (
sn, un(r˜), vn(t˜)
) ∈ T (n)ǫ′′ (PSUV )
if there is more then one such t˜, choose the smallest one. If no such t˜ can be found declare an error. Then, given sn, un(r˜)
and vn(t˜), generate xn0 with i.i.d. components according to
∏n
i=1 PX0|SUV(x0,i|si, ui, vi).
To send messagem1, the encoder at transmitter 1 transmits x
n
1 (m1). Similarly, to send messagem2, the encoder at transmitter
2 transmits xn2 (m2).
Decoding. Let ǫ > ǫ′′ > ǫ′ > 0. Given yn1 , decoder 1 declares that mˆ1 was sent if its the unique message such that
(un(rˆ), xn1 (mˆ1), y
n
1 ) ∈ T (n)ǫ (PUX1Y1).
If no or more than one mˆ1 can be found, it declares an error.
Similarly, given yn2 , decoder 2 finds the unique message mˆ2 such that
(vn(tˆ), xn2 (mˆ2), y
n
2 ) ∈ T (n)ǫ (PV X2Y2).
If no or more than one mˆ2 can be found, it declares an error.
Analysis of the probability of error. Assume without loss of generality that the message pair (M1,M2) = (1, 1) was sent
and let r0 be the chosen index for u
n and t0 be the chosen index for v
n. The encoder at the helper makes an error only if
one or both of the following errors occur:
E01 = {(Sn,Un(r)) /∈ T (n)ǫ′ (PSU) for all r ∈ [1 : 2nR˜U ]},
E02 = {(Sn,Un(r0),Vn(t)) /∈ T (n)ǫ′ (PSUV) for all t ∈ [1 : 2nR˜V ]}.
Thus, by the union of events bound, the probability that the encoder at the helper makes an error, can be upper bounded as
P(E0) = P(E01 ∪ E02) ≤ P(E01) + P(Ec01 ∩ E02)
By the covering lemma with U = ∅, X ← S, Xˆ ← U, and A = {1 : 2nR˜U}, P(E01) tends to zero as n → ∞ if R˜U >
I(U; S) + δ(ǫ′).
Similarly, using the covering lemma with U = ∅, X← (S,U), Xˆ← V, and A = {1 : 2nR˜V }, P(Ec01 ∩ E02) tends to zero as
n→∞ if R˜V > I(V; S,U) + δ(ǫ′′).
The decoder at receiver 1 makes an error only if one or more of the following events occur
E11 = {(Un(r0),Xn1 (1),Yn1 ) /∈ T (n)ǫ (PUX1Y1)},
E12 = {(Un(r0),Xn1 (m1),Yn1 ) ∈ T (n)ǫ (PUX1Y1) for some m1 6= 1},
E13 = {(Un(r),Xn1 (m1),Yn1 ) ∈ T (n)ǫ (PUX1Y1) for some r 6= r0 and m1 6= 1}.
Again, by the union of events bound, the probability that the decoder at receiver 1 makes an error, can be upper bounded as
P(E1) = P(E11 ∪ E12 ∪ E13)
≤ P(E01 ∪ E11 ∪ E12 ∪ E13)
≤ P(E01) + P(Ec01 ∩ E11) + P(Ec01 ∩ E12) + P(E13)
We have already shown that P(E01) tends to zero as n→∞ if R˜U > I(U; S) + δ(ǫ′). Next, note that
Ec01 = {(Sn,Un(r0)) ∈ T (n)ǫ′ (PSU)} = {(Sn,Un(r0),Xn0 ) ∈ T (n)ǫ′ (PSUX0 )}
and
PYn
1
|SnUn(r0)Xn0 X
n
1
(1)(y
n
1 |sn, un, xn0 .xn1 ) =
n∏
i=1
PY1|SUX0X1(y1i|si, ui, x0i, x1i)
=
n∏
i=1
PY1|SX0X1(y1i|si, x0i, x1i)
Hence, by the conditionally typicality lemma, P(Ec01 ∩ E11) tends to zero as n→∞.
As for the probability of the event (Ec01 ∩ E12), Xn1 (m1) is independent of (Un(r0),Yn1 ) ∼
∏n
i=1 PUY1(ui, y1i). Hence,
by the packing lemma, with U = ∅, X ← (U,X1), Y ← Yn1 and A = {[1 : 2nR˜U ]/r0 × [2 : 2nR1 ]}, P(Ec01 ∩ E12) tends to
zero as n → if R1 < I(X1;U,Y1) − δ(ǫ). X1 and U are mutually independent, hence the latter condition is equivalent to
R1 < I(X1;Y1|U)− δ(ǫ).
Finally, since for m1 6= 1, r 6= r0, (Xn1 (m1),Un(r)) is independent of (Xn1 (1),Un(r0),Yn1 ), again by the packing lemma
with U = ∅, X ← (U,X1), Y ← Y1 and A = [2 : 2nR1 ] × [1 : 2nR˜U ]/r0, P(E13) tends to zero as n → ∞ if R˜U + R1 <
I(U,X1;Y1)− δ(ǫ).
Next consider the average probability of error for decoder 2. The decoder at receiver 2 makes an error only if one or more
of the following events occur
E21 = {(Vn(t0),Xn2 (1),Yn2 ) /∈ T (n)ǫ (PVX2Y2)},
E22 = {(Vn(t0),Xn2 (m2),Yn2 ) ∈ T (n)ǫ (PVX2Y2) for some m2 6= 1},
E23 = {(Vn(t),Xn2 (m2),Yn2 ) ∈ T (n)ǫ (PVX2Y2) for some t 6= t0 and m2 6= 1}.
Again, by the union of events bound, the probability that the decoder at receiver 2 makes an error, can be upper bounded as
P(E2) = P(E21 ∪ E22 ∪ E23)
≤ P(E0 ∪ E21 ∪ E22 ∪ E23)
≤ P(E0) + P(Ec0 ∩ E21) + P(Ec0 ∩ E22) + P(E23)
In a very similar fashion as was shown for decoder 1, it can be shown that P(E2) tends to zero as n→∞ if
R˜V ≥ I(V; S,U) + δ(ǫ′)
R2 ≤ I(X2;Y2|V)− δ(ǫ)
R2 + R˜V ≤ I(V,X2;Y2)− δ(ǫ)
Finally, combining the aforementioned bounds yields the following achievable region:
R1 ≤ min
{
I(U,X1;Y1)− I(U; S), I(X1;Y1|U)
}
R2 ≤ min
{
I(V,X2;Y2)− I(V;U, S), I(X2;Y2|V)
}
This completes the proof of achievability.
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