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We give sufficient conditions for generation of strongly continuous con- 
traction semigroups of linear operators on Hilbert or Banach space. Let L be 
a dissipative (unbounded) linear operator in a Hilbert space .#’ and let {P,} be 
an increasing sequence of self-adjoint projections converging weakly to the 
identity projection. We show that if there is a positive integer k such that for all n 
the range of P,, is contained in the domain of L and mapped by L into the range 
of PWk, and if the sequence {LP,, - P,,LP,,} is dominated in norm 
(IILP, - P,,LP, 11 Q a,,) by some {a,} C I$$+ with xmyX an1 = 00, then the 
closure of the restriction of L to ucEl range (P,) is the infinitesimal generator 
of a strongly continuous contraction semigroup on J$. Applications to an 
important class of finite perturbations, properly larger than the finite Kato 
perturbations, are given. 
We also give sufficient conditions for generation of contraction semigroups 
when {P?} (indexed by a directed set) is a set of bounded self-adjoint operators 
converging weakly to the identity and each having range contained in D(L). In 
the latter theorem, and in an analogous theorem for dissipative linear operators 
L in a Banach space, we do not assume that L interchanges at most finitely many 
of the approximately reducing operators PY . 
1. INTRODUCTION 
Recently the groundwork has been laid for a theory of unbounded 
derivations in uniformly hyperfinite C*-algebras (UHF algebras) 
by Sakai and Powers [14, 161. Subsequently a number of papers 
appeared on the subject by different authors. Bratteli and Robinson 
[l, 21 noted that when the unique tracial state on the algebra is 
introduced, Hilbert space methods may be applied to the study of the 
derivations. Kishimoto [8] showed that application of the theory of 
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dissipative operators in Banach spaces leads to interesting results. 
It is to be expected that the study of the derivations hints to new 
methods in operator theory. Thus the present paper deals with 
“feedback” from the process of applying operator theory to unbounded 
derivations. In a sequel paper [7] we plan to include applications to 
dissipative “positive” unbounded linear operators in UHF algebras. 
In a conversation Professor Sakai raised the following problems. 
Let H be a symmetric operator in a Hilbert space Z. Suppose there is 
an increasing sequence {Vn} of finite-dimensional subspaces of A? 
such that G% = u, I’, is dense in Z and contained in the domain 
D(H) of H. For each n let P,, be the orthogonal projection of Z onto 
V, , and suppose that the uniform operator norm of HP, - P,HP, 
does not grow too fast, (for instance /I HP, - P,HP, 11 = O(1) or 
O(dim P,)). 
(1) When may we conclude that the restriction Ho of H to 9 
is essentially self-adjoint ? 
(2) Is there a canonical way of constructing a self-adjoint 
extension of H,, from the given data ? 
We give solutions to more general problems below, but Sakai’s 
problems form the starting point for our investigations. 
In the analog for the UHF algebras, the projections P, correspond 
of course to the canonical conditional expectations of the C*-algebra 
in question onto finite type I subfactors. Suppose there is a positive 
integer K such that H maps V, into Vn+k for all 1~. Then in the 
C*-physics-analog H corresponds to a finite-range interaction 
Hamiltonian. 
2. BACKGROUND 
Basic for our discussion is a linear operator L defined on a subspace 
D(L) of a given Banach space g. It will always be assumed that the 
numerical range W(L) of L is contained in a half-plane F, = {z E Cc: 
Re z < w} where 0 < w < 03. This means that whenever x E D(L) 
and f E J%‘* (continuous linear functionals on g) are such thatf(x) = 
I/f /I jl x 11, then Ref(Lx) < w 11 f ]I jl x 11. L is said to be dissipative if 
W(L) CF, . If g is a Hilbert space with inner product (e, +) (linear in 
second variable), W(L) is contained in F, if and only if Re (x, Lx) < 
w 11 x II2 for all x E D(L). 
Replacing L by the operator L - WI (where I denotes the identity 
on a’) we observe that the study of operators with numerical range in 
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F, for w > 0 may be reduced to the study of dissipative operators. In 
this spirit it follows from [9, Lemmas 3.3 and 3.41 that if the domain 
D(L) of L is dense in 9, and if W(L) C F, , then L has a smallest closed 
linear extension L, and’ IV(L) CF, as well. By the Hille-Yosida 
theorem [4] and Lemma 1 below the closure L is the infinitesimal 
generator of a strongly continuous semigroup at of bounded linear 
operators on &@ if and only if, for some complex number 4 with 
Re A, > w, the range of &,I - L is dense in a. When g is a Hilbert 
space that happens if and only if e - 01 is a maximal dissipative 
extension of L - WI, by a result of Phillips [12]. For the semigroup at 
generated byrS we have the estimate I/ alx j/ < em6 11 x 11 for all x E g and 
t E [0, co). The results mentioned above will be used in the sequel 
without explicit reference. 
We have included the following known lemma, because it is hard to 
locate an explicit reference. 
LEMMA 1. Let L be a densely defined dissipative linear operator 
in a Banach space S?. Suppose for some A, E Q: with Re A0 > 0 that the 
range of A,,I - L is dense in S?. Then AI - E has a bounded inverse R, 
for all h E @ with Re h > 0, and 11 R, I! < (Re A)-r. 
Proof. For every x E D(L) with I/ x I/ = 1 there is an f E L?Z* such 
that l/f 11 = 1 and f(x) = 1. For every h E @ with Re h > 0 the 
following estimate then holds: 
(j(h1 - L)x 11 > Ref(hx -LX) = Re X - Ref(Lx) 3 Re h, 
and by linearity Il(A.Z - L)x II > Re h I/ x I/ for all x E D(L). It follows 
that h - J? has a bounded inverse R, with /I RA II < (Re X)-l if and only 
if the range of AI - L is dense in a. 
Put G,, = (A E C: Re X > O}. Let U be the set of points X E G, such 
that Al - L has a bounded inverse. By connectedness of G,, it is 
enough to show that U is relatively open and closed in G,, . 
If A, E U, then the Neumann series R(h) = C,“=, (A, - A)” RylF1 
converges for all h E C with I h - A, I < Re A, and defines for such h 
a bounded inverse for AI - L. This means that {A: I h - A, I < 
Re A,} C U. Hence U is relatively open. 
Let (Ai} be a sequence in U which converges to a point X in G, . 
Then the resolvents RA, exist and 11 R,, // < (Re X,)-l. Since 
Aj ---t h E G, , (Re A,)-l + (Re A)-1. We also have the resolvent 
identity RAj - R,,k = (hk - Aj)RArRAk . This means that the limit 
lim, RA, = R exists in B(a) (b ounded linear operators on .!% with 
uniform norm) by completeness, and /I R 11 < (Re X)-l. Using that L is 
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closable one may easily conclude that R is a bounded inverse for 
AI - L. Hence, U is also closed in G, . By connectedness we have 
U= Go. Q.E.D. 
We turn now to the generation theorems for dissipative operators in 
Hilbert spaces and in Banach spaces. It is clear that all results for 
dissipative operators translate directly to operators with numerical 
range in a half-plane F, for w > 0. 
The Hilbert space results do not generalize in an obvious way to 
Banach spaces. In the latter setting we need an increasing sequence of 
subspaces (VJ each having the following duality property: For all 
fE?!sP and all integers 71 the restriction of 1 f 1 to I’, assumes its 
maximum on the unit ball in V, . That is, there is an x, E V, with 
(1 x, /I = 1 and f (xn) = 11 f Iv 11. This property is automatic if each V, 
is a closed subspace of a Hibert space, or a finite-dimensional sub- 
space of a Banach space. The linear spaces are always assumed 
complex. 
3. UNIFORM APPROXIMATION BY REDUCING BOUNDED 
SELF-ADJOINT OPERATORS 
From the outset a linear operator L with domain D(L) in a Hilbert 
space X is given. There is a set of bounded operators {P,,] indexed by 
y in a directed set r. It is a standing assumption that the range of P,, is 
contained in D(L) for ally. It is also assumed that lim,(x, Pp) = (x, x) 
for each x E A?, i.e., for x E JP and E > 0 there is a y0 = r(x, c) E I’ 
such that 1(x, P,x) - 11 x iI2 I < E for all y > y,, . By the polarization- 
identity, the above convergence is equivalent to weak convergence of 
{Py} to the identity. (If each P, is a self-adjoint projection, weak 
convergence of (P,,} to the identity implies strong convergence (to the 
identity) as well.) 
Note that when L is dissipative, it has a closed extension. Since 
range (Py) C D(L), the operator LP, is bounded on 8 by the closed 
graph theorem. The extent to which L is not reduced by the family 
{P,,} is measured for each x E A? by the (extended) real numbers 
and 
p(x) = sup Re(x, LP,,x), 
YEl- 
u(x) = mrp Re(x, LP,,x - PJPyx). 
Clearly the number sup{[ u(x)/: x EZ, jl x/j = I> is finite if 
H LPY - P,LP, I/ is uniformly bounded in y. 
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LEMMA 2. The union of the ranges of P, for y E r is dense in X. 
Since it is contained in D(L), L is densely de$ned. 
Proof. Suppose x E A? is orthogonal to u,, range (PY). Then 
0 = lim,(x, P,x) = 11 x 112. Q.E.D. 
Let 9 be the linear span of u,. range (PY), and let L, be the restric- 
tion of L to g. 
LEMMA 3. Let L be a linear operator, and let {PY} be as above. If 
x E SF is orthogonal to the range of I - L, , then 
liym (x, LP,x) = jl x /12. 
Proof. By the assumption (x, LP,x) = (x, P,x> for all y E r. 
Since the right-hand side converges to )I x iI2 for y -+ co, the left-hand 
side does as well. Q.E.D. 
PROPOSITION I. Let L be a linear operator, and let (PY} be as above. 
Suppose that 
/L = sup(/A(x): xE X, /I x /j = l} < co. 
Then for all h E C\(O) with Re X > p the range of AI - L, is dense in S. 
Proof. If range (I- FL,,) is not dense for some nonzero X with 
Re A > CL, there is a unit vector x in the orthogonal complement. 
By Lemma 3 we then have lim, Re(x, LP,x) = Re A. By assumption 
Re(x, LP,x) < TV < Re X for all y E r. This contradiction concludes 
the proof. 
THEOREM 1. In addition to the standing assumptions we assume that 
L is dissipative and that P, is self-adjoint for all y. Then L, pregenerates 
a strongly continuous contraction semigroup of linear operators on X if 
IILP, - PJPY II is uniformly bounded in y. (By definition that means that 
L,, = L is the in$nitesimalgenerator f such a semigroup.) 
Proof. Put IV,, = LP, - P,LP,, . By assumption v = supV /I N, 11 is 
finite. For all unit vectors x E # and y E r we have 
Re(x, LP,x) = Re(x, N,x) + Re(x, P,LP,.x) 
<v + WP,x, LP,.x> 
< v. 
Let h be a complex number with Re h > v. By the proposition we 
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conclude that the range of U - L, is dense in 3Ea. Hence L, is a 
pregenerator by Lemmas 2 and 1 combined with the Hille-Yosida 
theorem. Q.E.D. 
COROLLARY 1. Let S be a symmetric operator in a .Hilbert space. 
Let {P,,> be a set of bounded self-adjoint operators indexed by a directed 
set r. Suppose that range (P,,) C D(S) for all y, and that P, --t I 
weakly. Then S is essentially self-adjoint on the (dense) linear span of 
Uy range (PJ ;f 
Remarks. 
syp I/ SP, - P,SP, /I < co. (1) 
JTm @(dO is 
(1) Typically an unbounded self-adjoint operator M = 
S; ven in the Hilbert space in question. The operators 
{P,,} are then spectral projections {E([-n, n])} for M, or resolvent 
approximations (X(U - M)-l} to the identity. A symmetric operator S 
for which range (PY) C D(S) and (1) holds is then essentially self- 
adjoint on D(M). In a sense S is a perturbation of M (cf. Sections 6 
and 7 below). This point of view is adopted at some places and applied 
to group representations in a joint article [6] by the author and 
R. T. Moore. (In interesting cases M is self-adjoint, and we have 
S = BM for some B E B,,(Z) with iS dissipative. In this setting 
condition (1) states that M and 8 are mildly noncommuting.) 
(2) For a given essentially self-adjoint operator S it would be 
interesting to know if the corresponding spectral projections or the 
resolvents (h(;\l - S)-I) can be approximated with an increasing 
sequence of finite-dimensional projections {P,} such that range 
(P,) C D(S) for all n and supn ]I SP, - P,SP, 11 < CO. 
4. LINEAR OPERATORS SATISFYING A “FINITE-RANGE 
INTERACTION" PROPERTY 
In this section we will be dealing with a fixed dissipative linear 
operator L in a Hilbert space .X. It will be assumed that there is an 
increasing nest {V,} of closed linear subspaces of 2 (V, C V,,,) such 
that $8 = uf, V, is dense in &’ and contained in the domain of L. 
Let P, be the orthogonal projection of 3? onto V, for each n = 1,2,... . 
A simple 2~ argument shows that 9 is dense in # if and only if {P,) 
converges to the identity projection in the strong operator topology. 
The restriction of L to 9 is denoted by L, . 
We say that L is $nite with respect to {V,} if there is a positive 
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integer k such that LV, C V,,, for all n. In terms of the projections 
this is equivalent to the identity 
P,,,LP, = LP, for all 12. (2) 
The sequence (N,} of bounded operators given by N, = 
LP, - P,LP, is called the deficiency sequence for L and (V,). 
The main result of this paper is the following generation theorem 
for dissipative operators which are finite with respect to a given nest. 
We show that such operators pregenerate contraction semigroups even 
when the growth of (/ N, )I is as fast as O(n). 
THEOREM 2. Let L be a dissipative linear operator in a Hilbert 
space 8. Let {V,) b e an increasing nest of closed subspaces whose union 
is dense and contained in D(L). Suppose that L is Jinite with respect o 
{V,). Then L generates a strongly continuous contraction semigroup, and 
u, V, is a core for E, if there is a sequence {an) C IX!, such that 
11 LP, - P,LP, /j < a, for all n and 
il a;’ = 00. (3) 
Proof. By the Hille-Yosida theorem and Lemma 1 it is enough to 
show that the range of I - L, is dense in &‘. Suppose the range is not 
dense. Then there is a unit vector x in the orthogonal complement. 
Let K be a positive integer such that (2) is satisfied. We are then 
going to show that there is an integer n, > K such that 
By (3) this is a contradiction. 
We first conclude from Lemma 3 that lim,,, Re(x, LP,x) = 1. 
Hence, there is an integer n,, (which we may take > k) such that 
+ < Re(x, LP,x) for all 71 > n, . (5) 
Introducing the deficiency operators N, = LP, - P,LP, we get 
Re(x, LP,x) = Re(x, N,x) + Re(x, P,,LP,,x) < Re(x, Nnx), (6) 
where we used P,* = P, combined with the fact that L is dissipative. 
The following property of the operators N, is fundamental for the 
proof. For j > 1 let Ei denote the orthogonal projection of X onto 
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vj 0 q-1 , and put E, = PI . Let 71 > k be given. Then for all 
integers j E [l, n - k] u (n + K, CO), we have NnEi = EjNn = 0. In 
fact we can do slightly better. 
Since PnEi = 0 for j > n, it is clear that N,Ej = 0 for such j. 
Ifj < n - k, then 
We used that LVj C Vj+k C V, , and hence LE, = P,LEj . 
Suppose j > n + k. Then 
EjN,, = EiLp, - E$P,LP,, = E,(I - P,) LP,, 
= Ej(I - P,) P&P, = Ei(Pn+k @ P,)LP, = 0, 
since E,P,,, = 0. 
If finally j < it, then 
EjN, = EjLP, - EjPnLpn = EiLPN - E,Lp, = 0. 
We conclude that N, vanishes on the orthogonal complement of 
V, 0 V,-, and restricts to a bounded linear mapping of V, 0 V,, 
into V,,, 0 V, . To see this note that for positive integers s and t the 
product EflnE, vanishes if either Efl,, = 0 or else N,E, = 0. This 
means that EflnE, is nonzero only if n < s < n + k and n - k < 
t < n. Using this it is then possible to obtain a good estimate for the 
right-hand side of (6). When nothing else is indicated it is assumed 
that the summation is over the positive integers. Since 59 = (J, V, 
is dense in A?, the projections P, converge to the identity projection 
in the strong operator topology. Hence x = C, Es, and by orthog- 
onality 11 x II2 = C, 11 E,x l12. Substitution into (x, N,x) leads to the 
estimate 
Wx, N,P) = Re (c -&xx, N, c Etx) = C C Re(x, E,N,E,x) 
9 t s t 
n+k ?I 
= ,=?+I t=?k,l 
Re<E,x, N&x) 
400 PALLE E. T. J0RGENSEN 
If we then combine this with (5) and (6), and use the assumption 
IIN,II G%> the following estimate emerges: 
ntk 
a,l < 4k C (1 E,x II2 for all n > n, . 
j=n-k+l 
Summation over n > n, and interchange of the n and j summations 
on the right-hand side leads to 
f a,’ < 4k i ( g 
71=fio j=-kfl n=n 0 
II J%+ix 112) 
= (4k)(2k) 11 x II2 = 8k2. 
(The final estimate uses the assumption k < nto .) This is the desired 
inequality (4). It follows that there cannot be a unit vector which is 
orthogonal to the range of I - L,, . Hence L,, is the infinitesimal 
generator of a strongly continuous contraction semigroup by the 
initial remarks of this proof. Q.E.D. 
Remarks. (1) The condition that L be finite with respect to a 
given nest {Vn} is stronger than the related condition that 9 = (J, I’, 
is invariant under L (although it may not seem so at a first glance). If 
9 is invariant under L, then we may find an increasing subsequence 
n(i) of the positive integers such LV,(,) C Vnu+r) . In other words, L 
is finite with respect to nest {IV,] of closed subspaces defined by 
w, = ~nw Y and 9 = Ui IV{ . The corresponding “interaction 
constant” k is one. But it may very well be that the dominating 
sequence {a,> (II N, II < 4 is such that C,“=, a;l = cc and 
CL a;h < co. So we cannot expect to be able to apply Theorem 2 
to L and (I&}. 
(2) If a, is linear in n (as is the case in the following example) 
the case of k > 1 may be reduced to the case k = 1. Suppose that 
LVn c VT&+, for all n. Put Wi = ,vik for i =,l, 2 ,... . Then 
L W, C W,+r for all i, and the series CnE1 a;’ and &=r a& are both 
divergent. In general however, it is not possible to restrict oneself to 
the case k = 1. 
(3) Note that under the assumptions of the theorem, the operator 
L, = P,LP, is bounded on 2 and dissipative for each n. It vanishes 
on 2 0 I’, and restricts to a (bounded) endomorphism of I’, . This 
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means that CL,~ = exp(tl,) defines a strongly continuous contradtion 
semigroup on 8 for all n, where the right-hand side is defined by a 
power series in tL, . (L, is clearly dissipative since Re(x, L,x) = 
Re(P,x, LP,x) < 0 for all x E LV. It follows that anIP’. C V, and 
oc,l is the identity on 2 @ V, . To see this, use that L, , and hence 
ant, commutes with P, .) 
The theorem above gives a useful necessary condition for a dissi- 
pative operator, that is pregenerates a contraction semigroup. If on 
the other hand it is known that L generates uch a semigroup &, then 
at may be approximated in the strong operator topology with semi- 
groups ant generated by the bounded L, = P,LP, . This fact follows 
from a simple application of an approximation result due to Chernoff 
[3, p. 2391. 
COROLLARY. Let L and {Vn} satisfy the conditions of Theorem 2. Let 
CU,~ denote the contraction semigroup generated by L, = P,LP, for each n, 
and let elf denote the contraction semigroup generated by L. 
Then for all x E S, limndm LY,~X = ollx uniformly for t in any compact 
subset of [0, m). 
Proof. %’ = U, V, is a core for J? by Theorem 2. The corollary 
follows then immediately from Chernoff’s approximation theorem, 
once it is verified that for all x E 9, limndm L,x = Lx. That is easy in 
the present case: For given x E 9, L,x = Lx when n is sufficiently 
large. 
Remark. It is of considerable interest that neither of the two 
assumptions of the theorem can be dropped. We show below that 
there is a symmetric operator H in a Hilbert space X and a nest {V,J 
of closed(finite-dimensional) subspaces with lJ, V, = D(H) dense in 
Z. The corresponding deficiency operators N, = HP, - P,HP, 
satisfy 11 N, /I = O(n), but H has deficiency indices (0, 1). Hence, H 
has no self-adjoint extension. It follows from the theorem that His not 
finite with respect to (Vn}. That can (and will) also be checked 
directly, of course. 
In Section 7 we exhibit a symmetric densely defined operator Hand 
a nest { VJ of closed subspaces having the following properties 
(1) W4 = U, V,; 
(2) H is finite with respect to { Vn}; 
(3) H has deficiency indices (2,2); 
(4) II N, II = @(n2). 
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Hence, the growth condition in the theorem cannot be replaced by 
O(n2). 
EXAMPLE. The textbook example of a symmetric operator with 
deficiency indices (0, 1) is described for instance in [15, p. 3281. The 
operator in question is called elementary symmetric. 
Let X be the Hilbert space of square-summable sequences 
x = (5, > t2 ,...), ZL I t, I2 < co. Let n be a positive integer. An 
element x is said to belong to V,, if E, = 0 for all m > n and 
5i + f2 + *.. + f, = 0. Clearly then V, is a closed subspace in X 
(of dimension n - 1) for each n, and V, C V,+, . It is easy to verify 
that .9 = u, V, is a dense linear subspace of 2. 
For given n, the orthogonal projection I’, of 2 onto V, is given on 
vectors x = ([i , f2 ,...) 6% by 
pnx = (771 3 72 Y.), 
where qrn = &,, - ([,+*.*+5,)/n for m<n, and v,=O for 
m > n. 
The elementary symmetric operator H is given on vectors 
x = (& , t2 ,...) E 9 by Hx = (Q , 772 ,... ), where Q = if,, and 
qrn = i2(5, + *** + fm-l) + i&for m > 1. 
Suppose x E V, . Then vnL = 0 for all m > n, and 
--ih + .‘. + 7%) = (2n - l)E, + ... + 55,-, + 36-I + 5,. 
It follows that there are vectors x E I’, such that Hx q! 9. So 9 is not 
invariant. Therefore H cannot be finite with respect to {Vn}. 
It can be shown that the deficiency sequence (N,} satisfies the 
identity 
3112 (I iv, /I = (?I” - 1)1/Z, 
a growth which is within the bound specified in Theorem 2. It is 
elementary (but not trivial) to compute 11 N, /I. For this reason some 
details have been omitted. 
Inspection shows that N, = (I - P,)HP, applied to a vector 
x = (.fl , f2 ,...) is given by N,x = (vi , r/a ,... ), where 
rl - n-w - l>E, + (n - 3)& + *** + (3 - +L-l + (1 - n&J m- 
for m = 1, 2,..., n, and 71rn = 0 for m > n. 
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Hence 
sup I/ N,x [I” = n-‘((?z - 1)2 + (n - 3)2 + *** + (3 - n)2 + (1 - ?y) 
11X11=1 
= (n - l)(n + 1)/3. 
This is the square of the desired identity. 
6. MULTIPLICATIVE BOUNDED PERTURBATIONS 
Let % be a Hilbert space. Let M be an unbounded self-adjoint 
operator in X with spectral resolution M = Jzm @(d[). Let I3 be a 
bounded self-adjoint operator on &‘. Let (In} be an increasing nest 
of Bore1 subsets of the line with (J, Jn = R. Put P, = F(J,) and 
V, = P,Z for n = 1,2,... , It will be assumed that B is finite with 
respect to the nest {V%}. Also MP, is assumed to be bounded for all n. 
In this section we give sufficient conditions for the operator L = iBM 
to generate a strongly continuous one-parameter group on X. Since 
vn c vn,, > and 9 = u, V, is contained in D(L) and dense in 9, 
it is clear that we are in the setting of Theorem 2. 
THEOREM 3. Let M and B be as above. 
(i) Suppose there is a positive integer k such that BV, C V,,, 
for all 12 = 1, 2,... . Then the commutator [M, B] is dejined on 9. 
(ii) Suppose that [M, B] extends to a bounded operator on #. 
Then the numerical range of L = iBM is contained in the vertical strip 
(iii) If(i) and (ii) hold and there is a sequence {an> C R, such that 
11 LP, - P,LP, 11 < an and ~~=, a;’ = co, then L is the injinitesimal 
generator of a strongly continuous one-parameter group & on 2 and 
II at IIK exp(l t I ll[M, B]ll/2) for all t E R. 
PROBLEM. Suppose 01~ is an arbitrary strongly continuous one- 
parameter group of bounded linear operators on a Hilbert space. 
Suppose there is an o > 0 such that 11 O?~ 11 < eulfl for all t E R. Let L 
be the infinitesimal generator of at. It would be interesting to know if 
it is always possible to decompose L as L = iBM with M self-adjoint 
and D(M) = D(L), and B bounded and self-adjoint. 
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Proof of the Theorem. Part (i) is trivial. 
(ii) Under the assumption that [AZ, B] extends to a bounded 
operator on X (also denoted by [M, B]) we show that 
I Re(x, iBMx)l < IlPf, Bill/2 for all x E D(M), with (1 x /I = 1. (7) 
Since 9 is a core for M, and hence for L = iBM as well, it is enough 
to verify (7) for unit vectors x E 9. For such x we have Lx + L*x = 
i[B, M]x. Hence 2 / Re(x,Lx)I = 1(x, i[B, MIX) < Ij[B, Ml/. This 
concludes the proof of (ii). 
(iii) Put w = ilj[M, B]Il. By the Hille-Yosida theorem for 
groups and Lemma 1 it is enough to show that each range (L-j-( 1 +w)l) 
is dense in %‘. Since the operators --WI f L are both dissipative, the 
conclusion follows from Theorem 2. 
Remark. For the purpose of actually computing {N,} for operators 
of the form L = iBM the following formula is useful. Using that P, com- 
mutes with M, we get N, = LP, - P,LP, = (BP, - P,BP,)iMP, . 
So if we chose the sets 1% such that 11 BP, - P,BP, ]I is uniformly 
bounded and (1 MP, /I = O(n), then the conditions of Theorem 3 will 
be satisfied. 
EXAMPLE. The theorem has an interesting application to the L2 
theory of vector fields on the circle with a coefficient which is a 
trigonometric polynomial. Let L = A(x) d/dx be such a vector field. 
We denote the circle by T and the Hilbert space L2( T) by 9. Let V, 
be the linear span of the monomials eim with --n < m < n. Suppose 
the polynomial A(*) is of degree k. Then clearly LVn C V,,, for all 
n = 1, 2,... . Hence L is finite with respect to the nest {Vm}. 
Put w = + supr I dA(x)/dx I. W e s h ow that J? generates a strongly 
continuous one-parameter group OI~ on A? with 11 CX~ 11 < ewltl for all 
t E R. To that end it is enough to verify the assumption of Theorem 
3(iii). But that is quite elementary, (hence the usefulness of the 
theorem). If c denotes the maximum of the absolute values of the 
coefficients in the polynomial A( *), then 
11 LP, - P,LP, // < c(2k)%z for all 71 
(cf. the above remark). 
In this example the generation property of L may be obtained by 
other means. Indeed the vector field L generates a global flow (t, x) -+ 
@(t, x) on the compact manifold T. It can be shown that 01~ given by 
W(4 =f(@'(c 4) on 2~ periodic functions defines a strongly 
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continuous one-parameter group of type (1, w) with w as above. But 
it is not obvious. (For a general discussion, cf. [6, Sect. II].) 
To verify that the range of AI - L is dense in 8 for two values of h 
one usually has to solve two (2k)th order difference equations to 
conclude that the coefficients of a vector which is orthogonal to the 
range must all vanish. 
7. ADDITIVE PERTURBATIONS 
Consider the following classical perturbation problem. Let 
M = J-“m tF(d5) b e an unbounded self-adjoint operator in a Hilbert 
space &. Let S be a symmetric operator such that D(M) C D(S). 
When is M + S essentially self-adjoint on D(M) ? 
The following result is a consequence of Theorem 2. We actually 
get essential self-adjointness of M + S on the finite vectors for M. 
That is, the vectors 9 spanned by (J@‘(J)%‘: F(J)M is bounded}. 
THEOREM 4. Let M = jyE tF(dt) be self-adjoint, and let S be 
symmetric. Suppose there is an increasing nest {J,} of Bore1 subsets of the 
line (J, C J,+l) such that 
(1) Un J, = FL 
(2) F( Jn)M is bounded, and S is dejkzed on F( J,)Z for all n. 
(3) S is jnite with respect to {F( J,)}. 
(4) We have the domination 
II fQVn) - FL/,) sWn)ll < a, 
for some sequence {a,} C R, with ‘& a;’ = CO. 
Then M + S (dejined on U, F( J&Q is essentially self-adjoint. 
Note. We do not assume D(M) C D(S). But in case this inclusion 
is satisfied, then S is automatically defined on F( J,)Z if F( Jn)M is 
bounded. 
Proof. Let {Jn> b e a nest of Bore1 sets with the desired properties. 
Put P, = F( J,) and V, = P,&Y. Let L be the operator M + S 
with D(L) = u, V, . S’ mce M commutes with its spectral projections 
P, , the deficiency operators for L coincide with the ones for S, and 
the latter satisfy the right estimates by (4). By the same argument, L 
is finite with respect to {I?%}. So L is essentially self-adjoint by 
Theorem 2. 
5s+3/4-7 
406 PALLE E. T. JBRGENSEN 
Three examples. We give three examples where a self-adjoint 
operator M is perturbed by an unbounded symmetric operator S 
which is finite with respect to an increasing nest {F(J,)} of spectral 
projections for M. 
EXAMPLE 1. L = M + S is essentially self-adjoint, and the 
deficiency sequence {N,} for S is uniformly norm bounded. 
Let .#’ be the Hilbert space L2(R) of square integrable functions 
on the line. Let M be the self-adjoint multiplication operator given by 
(Mj)(x) = xf(x) on functionsf such that xf( *) E L2. Let k be a positive 
integer, and let b be a measurable real valued function with support in 
the half-interval (- co, k]. We denote by 5’ the convolution operator 
given by 5” = b*f on functions f such that b *f E L2. For each 
n == I, 2,..., let xn denote the characteristic function of the interval 
J, = (-- CD, n]. Let P, be the corresponding projections P, f = x,f. 
Then P,,,SP, = SP, for all n, such that S is finite with respect to 
{P,}. Assuming b E L2 and using a simple Sobolev lemma it is easy to 
show that D(M)C D(S). A n elementary computation (left to the 
reader) finally yields the estimate 
11 sP,f - P+w,f /I < (k)1’2 (Jo’ I b(x)12 d.$” (s,“_, If WI” dx)“’ 
for all f E Z and 72 = 1, 2,... . Note that N, --+ 0 in the strong operator 
topology. 
It follows that the deficiency sequence is uniformly norm bounded, 
and we conclude from the theorem that M + S is essentially self- 
adjoint. 
EXAMPLES 2 AND 3. In the second example L = M + S is 
essentially self-adjoint and 11 N, /I = O(n), whereas in the third 
example the sum is not essentially self-adjoint. The deficiency 
sequence then grows like n2. 
Let Z be the Hilbert space I”(&) of square-summable sequences 
x = (f,, , f1 ,... ). Let (e,)&-, be th e canonical orthonormal basis for Z’. 
For each n we denote by P, the orthogonal projection of 8 onto the 
subspace spanned by the first n + 1 of the basis vectors. Let A- and 
A, be the annihilation and creation operators given in the usual way: 
With e-i = 0 we have 
A-e, = (n)liz en-, and A+e, = (n + 1)112 e,,, for all n E N, . 
The sum A, + A- is symmetric on 9 = span{e,}. Let T be the 
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corresponding closure. Clearly, T and all powers of T are finite with 
respect to (PJ. 
We claim that 
/( TP, - P,TP, I/ = (n + l)l/‘, 
n < jl T2Pn - PnT2Pn /I < n + 2, 
and 
n2 < 11 T4P, - P,T4P, I/ < (n + 4)2 for all n. 
The verification is left to the reader. As a first consequence of 
Theorem 2 we conclude that T and T2 are essentially self-adjoint on 9. 
Let M be the self-adjoint operator which on 9 is given by Me, = 
(2n + l)e, . Then L, = M - T2 is essentially self-adjoint on 9 by 
Theorem 4. But L, = M - iT2 - iT4 has deficiency indices (2, 2). 
The reader familiar with well-known properties of the Hermite 
functions can easily check that the operator L, may be realized as 
z, = -d2/dx2 - x2 (or in the “PQ language” of quantum mechanics 
&, = P2 - Q”.) The isometry X = L2(R) maps the vector elL to the 
Hermite function h, which satisfies (P” + Qz)kn = (2n + l)h, . 
With the same isomorphism we have& = -d2/dx2 - x4 = P2 - Q”. 
The latter operator can be checked to have deficiency indices (2, 2). 
That is done for instance in the introduction to [5] which also contains 
a group theoretic discussion of the operators E, and z, . 
The third example shows that Theorem 2 (and hence 3 and 4 as 
well) is in a weak sense best possible. Theorem 2 states that a sym- 
metric operator which has an associated deficiency sequence {NJ 
satisfying ]I N, // = O( n must be essentially self-adjoint. If the growth ) 
is like O(n2), then essential self-adjointness fails for at least one 
example. 
Remark. Note that the condition 11 LP, - P,LP, I/ > Const . n2 
for a given symmetric operator L does not imply that L is not essentially 
self-adjoint. 
The operator L, = M - *T2 + aT4 is essentially self-adjoint, but 
the deficiency sequence associated with the nest {V,J considered 
above grows in norm like n2. (In the function space picture we have 
E, = -d2/dx2 + x4. Using elliptic regularity and the fact that 
E, > 0 it is easy to show that the range of I + E, is dense in L2([w). 
Essential self-adjointness follows.) 
Thus Theorem 2 does not distinguish operators that are semi- 
bounded and operators that are not. A separate publication is planned 
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for the semibounded operators. At this point we only state the 
following preliminary result with a few indications of proof. 
SCH~LIUM. Let L be a positive operator in a Hilbert space S. Let 
{V,) be an increasing nest of closed subspaces whose union is contained in 
D(L) and dense in s?. We assume that L is finite with respect to {V,} 
(of degree k say). Let P, be the orthogonal projection of s?’ onto V, , 
and T,, the corresponding projection of .2 onto V,,, @ V,-, for n > k. 
Suppose there is a sequence (a,} C R, such that C,“=,,, ai1 = co and 
-ad’, < N, + N,* for all n > k. 
Then L, is essentially self-adjoint. 
Proof. Since L is positive, it is enough to show that the range of 
I + L, is dense in X. Suppose it is not. Let x be a unit vector which 
belongs to the orthogonal complement. Then (x, (I + L)P,x) = 0 
for all n. We conclude that limn+,,(x, LP,x) = - 1. We may pick n, 
(> k) such that Re (x, LP,x) < -$ for all n > no . Since 
(x, P,LP,) > 0 this means (with N, = LP, - P,LP,) that 
(x, N,x) + (x, N,*x) = 2 Re(x, N,x) < -1. 
Hence -a, Ij T,x II2 < - 1 by the assumption of the scholium. 
Summation over n finally leads to the contradiction 
2k 2 C /I T,x II2 > 1 a,’ = GO, 
fiaTI “>“a 
concluding the proof of the scholium. 
Examples 2 and 3 above are usually studied by analytic vector 
methods [13]. The above scholium for semibounded operators is not 
optimal. 
PROBLEM. Let L be a symmetric operator in a Hilbert space, and 
suppsoe there is a dense set A of analytic vectors for L. Then L is 
essentially self-adjoint by Nelseon’s theorem [lo]. Suppose for given L 
and A that it is possible to find finite subsets A, of A such that the 
closed subspeces V, spanned by A, define an increasing nest {V,} 
with (J, V,, dense and L finite with respect to this nest. Is it then true 
that the corresponding deficiency sequence {N,) for L is dominated by 
some {a,> C rW+(/I N, /j < a,) with C,“=, a;’ = co ? 
The following result shows that the perturbation class of Theorem 4 
is related to the class of finite Kato perturbations. 
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PROPOSITION 2. Let M = sy* fF(d[) be self-adjoint in X, and let S 
be symmetric with D(M) C D(S). S u pp ose there is an increasing nest of 
Bore1 subsets J,& of the line such that F( Jn)M is bounded for all n, and S 
is finite with respect o {F( In)}. (For some k < 00, F( Jn+k) SF( J,) = 
SF( J,) identically in n.) If there are constants a and b with a < 1 such 
that jj Sx 11 < a Ij Mx II + b jl x/I for all x E D(M) (i.e., S is a Kate 
perturbation of M), then the dejiciency sequence for S grows in norm at 
most like {a,} where 
a, = a II ~Wn\Jn-dll + b. 
So $11 MF( J,\ ],+)I/ = O(n), we conclude that C,“=, a;’ = a3. 
Remark. If T C If3 and sp(M) denotes the spectrum of M, then 
II MF(T)II = sup{1 5 I: t E T n sp(M)}. 
Proof of the Proposition. The more compact notation P, = F(Jn) 
and I’, = P,X is introduced. For m > n the orthogonal projection 
of L%? onto V, @ V, (the orthogonal complement of V, in V,) is 
denoted by P, @ P, . Using details from the proof of Theorem 2 we 
get the identity 
N, = SP, - P,SP,, = (P,+k 0 P,) S(P,, 0 P,-k) for all 71. 
This means that N, is a finite linear transformation of V, @ V,-, into 
V,,, 0 V, which has the same matrix coefficients as S with respect to 
these subspaces. The other matrix coefficients vanish. 
Since S is a Kato perturbation (cf. above), we have for x E &? and 
n > k, 
II Nnx II = IlV’n+tc 0 Pn) V’n 0 J’n-,b II G II W’s 0 Pa--lc)x II 
G a II wpn 0 pn-& II + b IlPn 0 pn-7& II 
G (a II J+wJn\Jn-d + 4 II x Il. 
The conclusion of the proposition is an easy consequence of this. 
8. DISSIPATIVE LINEAR OPERATORS IN BANACH SPACES 
We conclude with a generation theorem for dissipative unbounded 
linear operators in a Banach space. Throughout the section ~3 will be 
a given (complex) Banach space. We will assume that (V,) is an 
increasing nest of closed subspaces having the following property. 
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For alIfE &?* and for all n, the restriction of Refto {X E V,: 11 x I/ = l} 
assumes its maximum. (This means that for given f E g* there is a 
sequence of points x, in the unit ball of V, such that f(xn) = Ilflv, 11 
for all fz.) 
It will also be assumed that there are norm-one-projections P, 
(11 P, // = 1 and P,” = P,) of ~43 onto V, for each n. We prove an 
analog of Theorem 1 in this setting. 
It is unlikely that Theorem 2 has a generalization to arbitrary 
Banach spaces, but in the setting of UHF C*-algebras Theorem 2 
may be applied to Hilbert space obtained by completion in the trace 
norm. 
THEOREM 5. Let L be a dissipative linear operator in 98. Let {VJ be 
a nest of closed subspaces as above such that U, V, is contained in the 
domain of L and dense in 39. 
If v = sup% 11 LP, - P,LP, 11 < CO, then the closure L of L is the 
injinitesimal generator of a strongly continuous contraction semigroup on 
AY, and Un V, is a core for E. 
Proof. As in the first theorem it is enough to show that the range 
of pI - L, is dense in 93 for v < p, where L, denotes the restriction 
of L to U, V, . If v < p and f E g* are such that 11 f 11 = 1 and 
f((pI - L)P,x) = 0 for all x E 6% and n = I, 2,..., we may pick unit 
vectors X, E V, such thatf(xn) = I/f, y, I). But (P,*f )(xJ = f(PnxJ = 
f(xn). We claim that 11 flvn // = I/ P,*fil. (Using Pm2 = P, , it is easy 
to show that liflV, // 5 // Pn*f //. The verification of the other 
inequality uses I/ P, Ij = 1. F or x in the unit ball of ~8, I(P,*f)(x)j = 
if(Pnx)l < llflv, II II J’s II d llfIv, II II P, II II x II = llflv, Il. This corn- 
pletes the proof of the claim. Conversely, if 11 f / V, /I = 11 P,*f 11 for 
Vf E a*, then I/ P, I( = 1.) 
So we have (Pn*f)(xn) = // Pn*fll for each n. Hence Ref(P,Lx,) = 
Re(P,*f)(k) < 0, since L is dissipative. 
With N, = LP, - P,LP, the following estimate holds: 
Ref(Lx,) = Ref(N,x,) + Ref(P&,) < Ref(N,x,) < v. 
We claim that supn j/f, V, // = 1. Assuming the claim we can find no 
such that II flYnO 11 > p-Iv. But we also have 
I I f~ vso ! I = f(~,) = p-l Re f(-k,) G P-~v. 
This is a contradiction. Hence, the range of pI - L, must be dense. 
To prove the claim we must show that for a given E > 0 there is an 
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integer n and a vector y E V, with 11 y I/ < 1 and f(y) > 1 - E. If 
E < 1 is given we may find a unit vector x E .%9 such thatf(x) > 1 - S 
where 0 < S < ~(2 - e)-l. By an argument of Nelson [I 1, 
Theorem 5.11 there is a vector x which belongs to some V, such that 
// z - x (/ < S and f(z) = f(x). For y = (1 + S)-% we then have 
y~~~,~~y~~~I,andf(y)=(l+S)-‘f(x)>(1+S)-~(l-S)>1--. 
Q.E.D. 
COROLLARY. Let ~ll and 01,~ denote the contraction semigroups 
generated by E and L, = P,LP, respectively. Under the hypotheses of 
the theorem lim,,, an t = ~1 in the strong operator topotogy, the conver- 
gence being uniform for t in compact subintervals of [0, 03). 
Proof. Note first that the identity jl P,*f II = Ij flv, I/ for f E 23* 
implies that L, = P,LP, is dissipative, viewed as an operator in V, 
for all n. Hence, 01,~ is a contraction. 
The corollary is a consequence of ChernofI’s approximation result 
[3, Proposition]. Since 9 = (J, V, is a core for L, we only have to 
show that for all x E 9, limn+m L,x =Lx. Let xE9 and EE[W+ be 
given. If x 15 Vm, , then L,x = P,Lx for all n > n, . There is a y E Vm, 
for some n1 >, n, such that I( y - Lx Ij < e/2. Then for all n > n, , 
IILX - 2% II < II P&x - P,Y II + IIY -Lx II 
G II p7i II IILX - Y II + 4 < E. Q.E.D. 
NOTES ADDED IN PROOF 
1. Shortly after the completion of this paper Dr. Richard McGovern reported 
a very nice solution to the problem raised in Remark 2 following Corollary 1. It is 
summarized below with his kind permission. It is known by a theorem of H. Weyl 
that every bounded self-adjoint operator H on a separable Hilbert space &’ may be 
decomposed as a sum H = C + D where C is compact and where D is diagonal 
De< = &e, with respect to some orthonormal basis {ei}. C may be chosen with norm 
less than a prescribed c. McGovern proves a generalization of Weyl’s theorem to 
unbounded self-adjoint operators. As a corollary he gets that for every unbounded 
self-adjoint H and every l > 0 there is an increasing sequence {PJ of finite-dimensional 
orthogonal projections such that Un P,X is a core for H and /I HP, - P,HP, 11 < E 
for all n. 
2. It has been pointed out to me by Professor R. Kadison that a better title for 
my paper perhaps would have been “Approximately inwasiunt subspaces for un- 
bounded linear operators.” That would conform better with the terminology used by 
workers in the field of quasitriangular and quasidiagonal operators. The following 
easy (probably known) lemma partially justifies the use of “reducing” in the title, 
because the most important applications of our result are to symmetric (i.e., hermitian) 
operators. 
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LEMMA. Let H be an unbounded symmetric operator in a Hilbert space. Let P be a 
self-adjoint projection with range contained in the domain of H. Then 
;~lHP-PHl~S~~HP-PHPII~2/iHP-PHjl (*I 
The second inequality actually holds for arbitrary H, not necessarily symmetric. 
Proof. 11 HP - PH 11 $ jl HP - PHP 11 + Ii(PHP - HP)* // = 2 11 HP - PHP 11 
follows by the triangle inequality, using the identity // PHP - PH // = II(PHP - HP)*// 
on the domain of H. By the norm of an operator A which is only defined on D(H) we 
mean 1; A 11 = sup{/1 Ax 11: x E D(H), 11 x 11 = 11. All norms in (*) are finite by the 
Closed Graph Theorem. 
The proof of the second inequality follows immediately from HP - PHP = 
HP-PH+P(PH-HP)andIIHP-PHP/I$(l+IIP//)//HP-PHI/. 
3. A bounded operator A is called quasitriangular if there is an increasing nest of 
finite-dimensional self-adjoint projections P, such that P,, f I strongly and 
Ij AP, - P,,AP, // -+ 0. Other than on the formal level there seems not to be any 
connection between our results and results in the theory of quasitriangular operators. 
The reason is that there are no extension problems for everywhere defined bounded 
operators. So the problem which is solved in this article has never been asked in the 
setting of quasitriangular operators. Therefore we have not mentioned those operators 
in our paper. 
4. Pertinent to Sakai’s second problem the author conjectured on the basis of the 
theory of Jacobi matrices and the example following Theorem 2 that every densely 
defined symmetric operator whose domain is invariant and equal to the union of an 
increasing nest of finite-dimensional subspaces must have equal deficiency indices. 
The conjecture was disproved by Professor Paul R. Chernoff. It is likely that com- 
putation of 11 N, I/ for Chernoff’s example yields interesting conclusions. We reproduce 
the example below. In our example following Theorem 2 the same operator is given 
in an orthonormal basis. Chernoff obtains the desired conclusion by decomposing X 
with respect to a total but nonorthogonal sequence of functions. 
Let .% be the Hilbert space L2(0, co) and let S be the operator -id/dx which on 
D(S) = {f oL2(0, co): f absolutely continuous, f’ EL”, f(0) = 0} is symmetric with 
deficiency indices (0, 1). Define g, by 
go(x) = exp( --x - x-i) for x > 0, 
= 0 if x = 0, 
&t(x) = x-%(x) for n = 1,2,.... 
Then g, E D(S) and Sg, = -i(g,+z - ng,,, - g,) for n = 0, l,... . 
If V, denotes the spann of g, ,..., g, for each n, it follows that V0 C I’, C Ya C ... C 
D(S) and SV, C I’,,+z. Moreover, it can be checked that Us I’, is dense using 
denseness of the Legendre functions. 
5. Perhaps one of the most interesting applications of Theorem 2, that we dis- 
covered after the completion of the paper, is to infinite first- or second-order sym- 
metric polynomial in the cannonical P- and Q-operators on Fock space, say. Let 
{Pi , Q,} be a restricted Fock-Cook representation [13] indexed by j E I, an arbitrary 
index set. It can be shown, by Theorem 2, that every symmetric second-order poly- 
nomial 
(**> 
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defines a self-adjoint operator in the Fock space of la(l) if all the scalar coefficients 
a, b, c, d, and e are absolutely sumrnable (i.e., 1’ with respect to the double or single 
indices in question). We note that self-adjointness is known in the case of a finite sum 
D31. 
6. After the completion and submission of this paper, the author has been informed 
that Dr. Niels Skovhus Poulsen proved some versions of our main results (notably 
Theorem 4) in 1970-1971 ( ?) in connection with his investigations of intinite-dimen- 
sional Lie algebras of unbounded operators. In addition, we were informed, Poulsen 
gave some interesting applications to quantum field theory. Unfortunately, none of 
these results were ever published. It is perhaps interesting that while Poulsen’s work 
was inspired by applications to quantum field theory, our formulations are abstractions 
of phenomena in statistical mechanics. 
7. We finally report that Theorem 5 has been generalized to finite dissipative linear 
operators L in Banach space. We obtain the same conclusion as in Theorem 5 but with 
the much weaker condition /I LP, - P,,LP, // = O( n on the deficiency sequence. This ) 
result, with applications to quantum lattice models with unbounded surface energy, 
is contained in a forthcoming paper of the author. 
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