Although numerous studies link adolescent religiousness to a variety of outcomes, limitations in the measurement of adolescent religiousness constrain interpretation of the findings. We introduce a multi-item measure of adolescent religiousness, the Religious Commitment Inventory for Adolescents (RCI-A), that assesses both religious behavior and sentiments and is appropriate for use with adolescents of varying religious faiths. Ninth graders (N ϭ 1,419) completed the RCI-A and several other survey instruments online. Results revealed that the RCI-A has strong psychometric properties (e.g., internal consistency, test-retest reliability, and construct validity) and is appropriate for use with adolescents from a variety of religious faiths. Furthermore, it predicted engagement in risk behavior (cigarette, marijuana, and alcohol use).
Numerous studies link adolescent religiousness to a variety of outcomes. Among the most important findings is that religious adolescents are less likely than nonreligious adolescents to engage in a variety of risky behaviors such as substance use. For example, religious adolescents in Canada and the United States (representing the Midwest in some studies and the entire country in other studies) report that they are less likely than nonreligious adolescents to smoke cigarettes, drink alcohol, and use illicit drugs (Adlaf & Smart, 1985; Amey, Albrecht, & Miller, 1996; Cochran & Akers, 1989; Dunn, 2005; Miller, Davies, & Greenwald, 2000; Nonnemaker, McNeely, & Blum, 2003; Steinman & Zimmerman, 2004; Wallace & Forman, 1998) . Although researchers have shown the link between adolescent religiousness and risky behavior in many studies, several limitations in the measurement of adolescent religiousness limit interpretation of these findings.
First, a review of the religiousness-risk behavior relationship reveals that researchers commonly measure religiousness with single items, such as frequency of church attendance (Rew & Wong, 2006) . Although single-item measures of religiousness can explain a significant proportion of the variance captured by multiitem measures (Gorsuch, 1984) , single-item measures are problematic because they have unknown reliability (McIver & Carmines, 1981) . Moreover, single-item measures do not allow for more sophisticated statistical analysis strategies, such as structural modeling, that focus on assessing the latent content of measures.
Second, many researchers have assessed religiosity using behavioral measures such as frequency of attendance and participation in religious services and events (Rew & Wong, 2006) , perhaps because of the ease with which behavioral measures can be defined and operationalized. However, behavioral measures that simply ask adolescents to estimate their public religious involvement might reflect parents' rather than the adolescents' choices and beliefs. In addition, measures that focus on behavior classify nonreligious adolescents as individuals who are uninvolved in an organized religion even though some of these adolescents might have strong religious sentiments. Using behavioral measures is also problematic because they are proxy measures that do not directly assess the underlying psychology that conceivably influences other dimensions of behavior. In addressing these concerns, some researchers have operationalized religiousness as a selfjudgment (e.g., "How important is religion to you?"). Researchers often pair a single self-judgment item with single-item measure of service attendance to assess adolescent religiousness (e.g., Bahr, Maughan, Marcos, & Li, 1998; Hardy, 2003; Mason & Windle, 2001 . Although this two-item approach is preferable to measurement of a construct with a single item, it is likely less precise than measuring a construct with a psychometrically validated scale.
Finally, many available measures of religiousness assess Christian religiousness and exclude other faiths (Cornwall, Albrecht, Cunningham, & Pitcher, 1986; Hill & Hood, 1999) . Even scales that do not overtly reference Christian religious figures or stories often include references to attending "church" or "Bible study" (e.g., Age Universal Religious Orientation Scale; Gorsuch & Venable, 1983) , limiting the applicability to non-Christian participants.
One exception to these criticisms is the Brief Multidimensional Measure of Religiousness/Spirituality (BMMRS; Fetzer Institute/ National Institute on Aging Working Group, 1999) . The BMMRS measures several dimensions of religiousness/spirituality, and the wording of the items permits assessment of non-Christians. Although the BMMRS was created for adult samples, researchers report that most BMMRS subscales are reliable and valid when used with adolescent participants (Harris et al., 2008) . However, some items on the BMMRS (i.e., "During the last year about how much was the average monthly contribution of your household to your congregation or to religious causes?") are likely difficult for adolescents to answer. Furthermore, researchers report low internal consistency in two subscales (i.e., Forgiveness and Negative Religious/Spiritual Coping; Harris et al., 2008) . Finally, although the items from the BMMRS permit the inclusion of non-Christians, some items assume participants represent Judeo-Christian faiths (e.g., "How often do you pray privately in places other than at church or synagogue?").
Religious Commitment Inventory for Adolescents
One measure of religiousness that addresses these concerns in research with adult samples is the 10-item Religious Commitment Inventory (RCI-10; Worthington et al., 2003) . The RCI-10 defines religiousness in terms of adherence to one's religious values, beliefs, and practices in one's daily living. This definition and the items that compose the measure encompass both religious sentiments and behavior.
The RCI-10 has strong psychometric characteristics and is designed to be appropriate for adults from all faith backgrounds in that the items do not reference any particular faith (Worthington et al., 2003) . The RCI-10 appears to measure religiousness reliably among Christians, Buddhists, Hindus, Muslims, and nonreligious undergraduates, with Cronbach's alpha ranging from .92 to .98 for various religious groups. Furthermore, nonreligious undergraduates score significantly lower on the RCI-10 than do religious undergraduates. Finally, Christians and Muslims score significantly higher than do Buddhists on the RCI-10 but do not differ from each other in their scores. It is noteworthy that the nonChristian samples were small, suggesting replication and caution in interpretation.
In the present research, we modified the RCI-10 to be appropriate for adolescents and then tested the modified instrument on a large sample of adolescents. To avoid confusion with the RCI-10, we label the modified instrument the RCI-A.
We set two goals and tested several predictions in this research. Our first goal was to produce a measure for adolescent religiousness that has good psychometric characteristics (clear factor structure, acceptable reliability and validity) across different groups of adolescents. An exploratory factor analysis of the RCI-10 produced two factors: Intrapersonal Religiousness and Interpersonal Religiousness (Worthington et al., 2003) . Because the factors were highly correlated, the RCI-10 authors recommended treating the RCI-10 as a single scale. We tested both a one-factor and twofactor model to determine the best factor structure for the RCI-A.
Given that the RCI-10 already has strong psychometric characteristics, we predicted that scores on the RCI-A would be internally consistent for the entire sample, for boys and girls, for different race groups, and for different religious subgroups (e.g., Christians and Jews). We also predicted that RCI-A scores would be rankorder stable across time. That is, participants would show high test-retest correlations in their responses to the scale. Furthermore, we predicted that the factor structure of the RCI-A would hold across gender, race, and religious affiliation. Finally, we predicted that higher scores on our measure would correlate highly with related constructs such as the extent to which participants believe in God, attend religious services, and have dealt with difficult situations in their lives.
Our second goal was to examine the extent to which the RCI-A predicts an important outcome among adolescents: engagement in risk behavior. We noted earlier that greater religiousness corresponds with less risky behavior. Thus, we predicted that higher scores on the RCI-A would correspond to less drug use experience (e.g., alcohol, tobacco, and marijuana).
Method Participants
The data came from a large, longitudinal study of religion and adolescent substance use. We sent approximately 12,000 letters to parents of ninth graders in school districts in central and northcentral Florida inviting their child to participate in an online study examining religiousness and risk behavior. We then sent an e-mail with a personal password and link to 2,128 adolescents whose parents returned signed consent forms. Of the 1,428 people who logged into the Webpage, six were ineligible based on their grade and three withdrew without completing the Time 1 survey. In the end, 1,419 students (677 boys, 735 girls, seven not reported) completed the survey at Time 1 and 1,253 (598 boys, 649 girls, six not reported) completed a follow-up survey 6 months later at Time 2, for an 88% return rate. Participants received $35 for completing the Time 1 survey and $15 for completing a shorter Time 2 survey. Participants were predominantly White/non-Hispanic (White/nonHispanic ϭ 967, White/Hispanic ϭ 77, African American ϭ 144, Asian American/Pacific Islander ϭ 37, other ϭ 140, not reported ϭ 54), 14 or 15 years old (13 ϭ 14, 14 ϭ 780, 15 ϭ 553, 16 ϭ 66, 17 ϭ 6), and Christian/Protestant (Christian/Protestant ϭ 862, Catholic ϭ 215, agnostic ϭ 44, atheist ϭ 67, Hindu ϭ 9, Muslim ϭ 9, Jewish ϭ 17, Buddhist ϭ 12, Mormon ϭ 9, other ϭ 86, not reported ϭ 89). Because we have no demographic information on the adolescents who received invitations, we cannot evaluate the extent to which our final sample is comparable to the larger sample that received invitations to participate in the study.
Procedure
Participants who logged into the Webpage first read an assent page that restated the purpose and duration of the study, and again described the compensation participants would receive for completing the surveys. After giving their assent to participate, participants completed the survey questionnaires, which were presented in a randomized order.
Materials
Demographic items. Demographic items assessed participants' sex, race, and religious affiliation.
Religious service attendance. We assessed frequency of religious service attendance with an item that read, "On average, how often do you attend religious services?: 0 ϭ never, 1 ϭ only on important holidays, 2 ϭ once a month, 3 ϭ two or three times a month, and 4 ϭ once a week or more." Importance of faith. We assessed the extent to which participants feel faith is important with an item that read, "How important is your faith in your everyday life?: 1 ϭ not at all important to 5 ϭ very important." This document is copyrighted by the American Psychological Association or one of its allied publishers.
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RCI. The RCI-10 is a 10-item measure of the extent to which people follow their religious values, beliefs, and practices (Worthington et al., 2003) measured on a scale from 1 (not at all true of me) to 5 (totally true of me). The original RCI had high internal consistency (Cronbach's alphas above .85), test-retest reliability over 5 months (r ϭ .84), and evidence of construct validity (Worthington et al., 2003) .
Although the RCI-10 is an excellent measure of religious commitment among adults, we made modifications to make the scale suitable for adolescents (see Table 1 ). First, we modified the wording of Items 2, 3, and 9 so that someone with only a sixthgrade reading level could understand them. Second, we split Item 10, which was double-barreled, into two items. The modified scale consisted of 11 items.
Religious coping. We measured religious coping by selecting 18 of the 105 items on the RCOPE scale (Pargament, Koenig, & Perez, 2000) . We chose items on the basis of their perceived relevance to adolescents. Prior to completing the scale items, we instructed participants to think of a negative event that they had experienced in the past year. We then instructed participants to indicate the extent to which they used each strategy to cope with the negative event (0 ϭ not at all to 3 ϭ a great deal). Sample RCOPE items include "Saw my situation as part of God's plan" and "Prayed for a miracle." Risk behavior. Participants reported the frequency with which they smoked cigarettes, drank alcohol, and used marijuana in the prior 6 months.
Results

Analyses Overview
To meet our research goals and test our hypotheses, we performed several analyses. In the first set of analyses, we treated the RCI-A as a measured variable and examined the test-retest reliability and internal consistency of the RCI-A across gender, race, and religious affiliation. In the second set of analyses, we treated the RCI-A as a latent variable and examined the factor structure of the RCI-A and whether the factor structure was invariant across gender, race, and religious affiliation. In addition, we examined whether latent RCI-A variables correlated with other religious measures and predicted risk behavior.
Reliability
We performed our first set of analyses using IBM SPSS 20. The RCI-A demonstrated acceptable test-retest reliability over 6 months, r(1220) ϭ .80, p Ͻ .001. In addition, the RCI-A showed Table 2 . Not all participants responded to the RCI, leading to some missing data.
Perhaps not surprisingly, coefficient alpha was low for atheists (␣ ϭ .59). To explore the source of this low reliability, we examined the descriptive statistics. As expected, the mean score on the RCI-A was low, and the mode and median response for every item were 1 ϭ not at all true of me, the lowest possible response option. This response pattern is not likely the source of the low coefficient alpha. Instead, we believe the low reliability is due to inconsistent variability on the individual RCI-A items. Although quite low for some items, the variability was quite high for three of the items. Item 6, "I enjoy spending time with others of my religious affiliation," showed the highest variability. The high variability for this item is problematic because it suggests that participants who identified as atheists were interpreting the meaning of the item differently. Because our sample was small, it is difficult to draw conclusions about whether the RCI-A is appropriate for use with atheists.
RCI-A Factor Structure
Exploratory factor analyses of the original RCI-10 revealed that a two-factor model fit the data better than a one-factor model (Worthington et al., 2003) . However, the RCI-10 authors recommended treating the scale as a one-factor scale because the factors in the two-factor model were highly correlated (rs Ͼ .71). We explored whether these findings replicated with the RCI-A.
We performed a series of confirmatory factor analyses using Mplus 6 software to determine how to best conceptualize the RCI. We used five fit indices to evaluate how well each model fit the data and to compare models. The fit indices were the chi-square statistic, the comparative fit index (CFI), the Tucker-Lewis index (TLI), the root mean square error of approximation (RMSEA), and the standardized root mean square residual (SRMR). An individual model fits reasonably well if the chi-square statistic is not significant, the CFI and TLI are Ն.90 (Kline, 1998) , and the RMSEA and SRMR are Յ.08 (Browne & Cudeck, 1993; Hu & Bentler, 1998) . It is noteworthy that the chi-square statistic is sensitive to sample size and will often yield a significant result even for a model with good fit when N Ͼ 200. Therefore, we did not use the chi-square statistic to evaluate the fit of individual models. Instead, we used the chi-square difference test of two nested models to evaluate significant improvement in model fit.
First, we tested the one-factor model. As seen in Table 1 , all 11 RCI-A items loaded highly on the single RCI-A factor (loadings Ն .68). The CFI (.93) and TLI (.91) were above the minimum cutoff (i.e., Ն .90), but ideally they would be close to or above .95 (Byrne, 1994) . The SRMR (.03) was well below and the RMSEA (.12) was above the suggested cutoff value (i.e., Յ.08). Taken together, the fit indices for the one-factor model suggested that we introduce modifications to the model to improve model fit. Based on the modification indices and theoretical considers, we chose to allow the residuals for Items 10 and 11 to correlate. As seen in Table 1 , Items 10 and 11 were drawn from a single item in the original RCI-10 scale. Because the wording for Items 10 and 11 is similar and the two items are adjacent in the RCI-A, they likely share some variance that is not due to the factor.
Our test of the revised one-factor model revealed that the factor loadings remained high (Ն.67), the values for the CFI (.95) and TLI (.94) increased, the value for the RMSEA (.10) deceased, and the SRMR (.03) remained the same. The chi-square difference test between the original one-factor model and revised one-factor model was significant, ⌬ 2 (1) ϭ 319.6, p Ͻ .05. The revised one-factor model fits the data significantly better than the unmodified one-factor model.
Finally, to be thorough, we tested the two-factor model found for the original RCI-10. The RCI-A items loaded highly on their respective factors-Intrapersonal Religiousness (Ն.68) and Interpersonal Religiousness (Ն.69)-and the two factors were highly correlated, r ϭ .91, p Ͻ .05. The values on the CFI (.96), TLI (.95), and SRMR (.03) all suggest good model fit. The RMSEA (.09) was slightly above the rule-of-thumb cutoff of Յ.08. The chi-square difference test between the unmodified one-factor model revealed Note. Means with differing subscripts are significantly different. These results should be interpreted with caution given the small sample sizes. For column 3 (M), the response scale was 1 (not at all true of me) to 5 (totally true of me). This document is copyrighted by the American Psychological Association or one of its allied publishers.
that the two-factor model fit the data significantly better than the one-factor model, ⌬ 2 (1) ϭ 453.5, p Ͻ .05. Both the revised one-factor model and the two-factor model fit the data significantly better than the unmodified one-factor model. Ultimately, we chose the revised one-factor model over the twofactor model for use in subsequent analyses for two reasons. First, the authors of the RCI-10 recommend treating their scale as a single-factor scale. Second, intrapersonal and interpersonal religiousness were highly correlated, leading to a multicolinearity problem when we used the RCI-A as a predictor in subsequent analyses.
We acknowledge a fourth potential second-order factor model that we do not present in Table 1 . When first-order factors are highly correlated, researchers sometimes create a second-order model wherein the first-order factors are explained by a higher order factor. Psychometricians advise that the second-order model must have at least three first-order factors (Kline, 2005) , but that investigators can add constraints to a second-order model with only two first-order indicators to reach identification. We do not present this model because it is equivalent to (i.e., yields the same predicted correlations and fit statistics) and thus cannot fit the data any better than our revised one-factor model.
Factorial Invariance
Factorial invariance testing examines whether an instrument measures the same underlying construct equally across groups (Byrne, 2004; Millsap, 1997) . We tested whether our revised one-factor model was invariant across gender, race, and religious affiliation. Researchers recommend samples sizes of at least 200 per group for invariance testing (Meade & Kroustalis, 2006) , which led us to combine participants from different racial and religious backgrounds. We thus considered our tests for race and religious affiliation exploratory and recommend caution in interpreting our findings.
To examine invariance, we first ran our model separately for each group (e.g., boys vs. girls) to test for configural invariance. Configural invariance addresses whether the pattern of loadings is equal across groups. Next, we used the forward (sequential constraint imposition) approach to test measurement invariance, which addresses whether the loadings, intercepts, residual variances, and covariances are equal across groups, and structural invariance, which addresses whether the factor variance is equal across groups (Dimitrov, 2010) . We tested a series of models, starting from the least restricted to the most restricted. We performed nested models tests using the chi-square difference test to determine whether invariance held at each step. If the chi-square difference test between two models is not significant, we can conclude that the parameters are invariant.
As seen in Table 3 , we found evidence for configural invariance when comparing our model across genders. The RCI-A items loaded highly on the RCI-A factor and the fit of the model was adequate for both the male and female models. Next, we tested for measurement invariance. We first ran a model (M0) that had no parameters constrained to equality. In the next model (M1), we constrained the factor loadings to be equal across gender. The chi-square difference test (see Table 4 ) between these two models was not significant, suggesting no difference across gender. For the next model (M2), we added the constraint that the items' intercepts must be equal across gender. The chi-square difference test between M2 and M1 was not significant, suggesting again no difference across gender.
For the next model (M3), we added a constraint on residual variances and covariances. The chi-square difference test between M3 and M2 was significant. We then freed the residual variance for the first RCI item (i.e., allowed it to have a different estimate for boys and girls) based on the recommendation of the modification indices. We labeled this revision M3R. The chi-square difference test between M3R and M2 was not significant. Thus, we Note. CFI ϭ comparative fit index; TLI ϭ Tucker-Lewis index; RMSEA ϭ root mean square error of approximation; SRMR ϭ standardized root mean square residual. This document is copyrighted by the American Psychological Association or one of its allied publishers.
found evidence for partial measurement invariance. Factor loadings, intercepts, and residual variances/covariances were equal across gender except for one residual variance. The final model (M4) added the constraint of equal factor variance. The chi-square difference test between M4 and M2 (Note: M4 is nested within M2, not M3) was not significant. Thus, we found evidence for structural invariance of our model across gender. We performed the same series of analyses to examine invariance across race (White/non-Hispanics vs. other) and religious affiliation (Christian/Protestant vs. other believers). As seen in Table 4 , we had to free three residual variances (Items 1, 2, and 8) to achieve a nonsignificant chi-square difference for race. We know of no rule on the number of parameters that can be freed to claim partial measurement invariance. Also, psychometricians consider testing for invariance of the residual variances and covariances an overly restrictive test of the data (Bentler, 2004) . Therefore, we feel comfortable concluding that we found evidence for partial measurement invariance and structural invariance for the race model. For the religious affiliation model, we compared Christian/ Protestant participants with all other believers (we excluded agnostics and atheists from the analyses). As evident in Table 4 , we did not need to free any parameters during the testing of the religious affiliation model. Therefore, we observed strict measurement invariance and structural invariance.
In summary, we observed partial measurement invariance for both the gender and race models, strict measurement invariance for the religious affiliation model, and structural invariance for all three models. The RCI-A appears to measure the same underlying construct equally across gender, race, and religious affiliation. As stated previously, the results regarding race and religious affiliation should be interpreted with caution.
Convergent Validity
To examine convergent validity, we correlated the RCI-A with measures of religious coping, importance of faith, and religious service attendance. As expected, higher scores on the RCI-A corresponded with greater use of religious coping strategies, r(1412) ϭ .78, p Ͻ .05, importance of faith, r(1412) ϭ .79, p Ͻ .05, and religious service attendance, r(1412) ϭ .72, p Ͻ .05.
Predicting Risk Behaviors
As noted at the outset, prior studies have revealed that religiousness correlates with risk behavior. We examined whether the RCI-A predicted cigarette smoking and alcohol and marijuana use. To improve normality, we performed square root transformation on our risk behavior outcomes measures. As seen in Table 5 , for the total sample, the RCI-A significantly predicted all three risk behaviors. Greater religiousness corresponded with less smoking, drinking, and marijuana use.
We also tested the link between religiousness and risk behavior by gender, race, and religious affiliation. For each group, we tested two models for each risk behavior. In the constrained model, we constrained to equality the factor loadings and path between religiousness and a risk behavior. In the free model, we relaxed the constraint on the path between religiousness and risk behavior. Because these two models are nested, we compared them using a chi-square difference test. A significant chi-square difference (i.e., Ͼ3.84) indicates that the constrained model does not fit as well as the free model and that the relationship between the predictor and the outcome varies by group membership.
As seen in Table 5 , the chi-square difference was significant in only one case. The relationship between religiousness and smoking This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
varied by race. Greater religiousness corresponded with less smoking among White/non-Hispanic participants, but was unrelated to smoking among participants of all other racial backgrounds. To probe this finding further, we divided the "other" race category into "African Americans" and "other." For both groups, scores on the RCI-A were unrelated to cigarette smoking. We return to this finding in the Discussion section. The nonsignificant chi-square differences for models testing other groups of participants (i.e., boys vs. girls, protestant vs. other religious groups) suggest that the relationship between religiousness and risk behavior did not vary by group membership. Instead, greater religiousness corresponded with less risk behavior (see Table 5 ).
1 As stated previously, we urge caution in interpreting the models testing differences between racial and religious groups because they collapse across several categories of race and religion.
Discussion
Our goal in this research was to develop and test a measure of adolescent religiousness that is psychometrically sound and that can be used with adolescents representing a diverse array of religious faiths. Using the RCI-10 as a starting point, we created the RCI-A, an 11-item measure that combines both religious behaviors and sentiments and can be meaningfully completed by members of different religious groups. Analyses revealed that the RCI-A is internally consistent and reliable across time. It is reliable for male and female adolescents, for participants of varying racial backgrounds, and for a host of religious groups. Analyses revealed that a one-factor model fit the data well and was invariant across gender, race, and religious affiliation. The RCI-A correlated in predictable ways with religious attendance, importance of faith, and the use of religious coping strategies. Finally, the RCI-A significantly predicted risk behavior.
The Utility of the RCI-A
Several findings warrant further discussion. First, the RCI-A was internally consistent for all religious groups except atheists. Although responses of atheists to most items (i.e., low variability and at the bottom of the scale) may reflect their nonreligious status, atheists showed high variability in response to a few items, which may indicate inconsistent interpretation of the meaning of these items. The low variability in responses to some individual items and the varied interpretation of the meaning of other items can account for the low internal consistency of the RCI-A for atheists. However, the larger question is how valid is the RCI-A for use with atheists. A nomothetic approach to individual differences (Jaccard & Dittus, 1990) suggests that the RCI-A is valid for atheists because it correctly identifies atheists as low in religiousness. However, an idiographic approach to individual differences (Allport, 1937; Pelham, 1993) suggests that the RCI-A is invalid for atheists because it attempts to quantify a quality in atheists that does not exist (Britt & Shepperd, 1999) . Although we had too few atheists in our sample to draw strong conclusions, the low alpha for atheists supports the idiographic approach and suggests that the RCI-A may have low utility with atheists.
Second, the RCI-A correlated highly with religious coping, importance of faith, and religious service attendance. Our measures of importance of faith and service attendance were single-item measures and the high correlation with the RCI-A may be due to the high similarity between these items and items on the RCI-A. Nevertheless, the high correlation suggests that these items may be reasonable alternative measures of religiousness when survey space is limited. However, as we noted at the outset of this article, single-item measures are not without problems. Most notable is that single-item measures do not lend themselves to sophisticated statistical analysis, such as structural modeling.
Third, the RCI-A consistently predicted risk behavior across groups with one exception: Religiousness predicted cigarette smoking for White/non-Hispanic participants, but not for participants with other 1 We also ran the predictive models with social desirability, measured by the Marlowe-Crowne Social Desirability Scale (Strahan & Gerbasi, 1972) , and age included as covariates. The addition of these covariates did not change the pattern of results. The inclusion of the covariates resulted in slight decreases in the relationships between the RCI-A and both alcohol and marijuana use, but these decreases were not significant. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
racial backgrounds. Although contrary to our prediction, this finding has precedent. Some other studies have found race differences in the relationship between religiousness and risk behavior (Amey et al., 1996; Brown, Parks, Zimmerman, & Phillips, 2001; Hair, Moore, Kuhfeld, & Sidorowicz, 2009; Heath et al., 1999; Wallace, Brown, Bachman, & LaVeist, 2003) . The inconsistency across studies may arise from differences in sample size, sample diversity, measures of religiousness, or the outcomes examined. Alternatively, it may arise from differences in how different racial groups experience of religion.
As sociologists have noted, religiousness more often reflects a choice and internalization of religious values among White Americans, for example, than Black Americans (Ellison & Sherkat, 1999) , and thus would understandably be more predictive of risk behavior among White Americans. However, the finding that religiousness predicted use of alcohol and marijuana equally well for White and non-White participants is problematic for this interpretation.
Limitations and Future Directions
Our study has several limitations that suggest directions for future research. First, our sample consisted largely of White, mostly Protestant Christian adolescents. We had few participants from other religious groups. The RCI-A was reliable across groups, and invariance testing revealed that the RCI-A was invariant across religious affiliation. However, to create an "other believer" group with a large enough sample size for invariance testing, we were forced to combine several religious groups. Catholics made up a large portion of the "other believer" category, and the results of invariance testing may primarily reflect the similarities between Protestants and Catholics. Our findings must be viewed cautiously in light of low representation from some religious groups.
Second, our sample consisted of ninth graders, and our results may have varied had we examined adolescents that were older or younger than our sample. Researchers have found that in the years from 13 to 18, youth group attendance declines and the percentage of teens reporting "no religion" increases (Smith, Denton, Faris, & Regnerus, 2002) . Furthermore, these researchers report that religious service attendance declines over the 5 years from eighth to 12th grade. These changes may reflect development changes experienced during adolescence. Specifically, increased capacity for abstract thought may lead adolescents to question their religious beliefs (Fowler, 1991) . This questioning, combined with a desire for autonomy from parents and perhaps a granting of autonomy by parents, may lead adolescents to explore different ideologies or to reject religion altogether (Erikson, 1980; Fowler, 1991) . Taken together, these findings suggest that mean scores on the RCI-A may decrease from early to late adolescence. Although we believe the meaning of the scale remains unchanged, future research should test whether the scale's factor structure is invariant across age.
Third, religion is culturally bound and cultures vary by region of the country. For instance, researchers have found regional differences in religiousness. Southern adolescents are more likely to attend religious services weekly and participate in youth groups compared with adolescents in other regions (Northeast, North Central, West; Smith et al., 2002) . Although we drew our sample of adolescents from schools in Florida, a southern state, recent surveys with adult samples suggest that Florida should not be grouped with other southern states in levels of religiousness. For example, whereas residents of states in the Deep South (e.g., Mississippi, Georgia) appear higher than average in religiousness as measured by importance of religion and religious service attendance, Floridians do not differ from the national average in religiousness (Newport, 2012) . Similarly, the percentage of Floridians who report that religion is very important in their lives, pray at least once a day, and believe in God with absolute certainty was only 1% above the national average (Pew Research Center, 2009 ). In addition, the percentage of Floridians who attend religious services at least once a week was 2% below the national average. To the extent that adolescents and adults from the same states are similar, the levels of religiousness we observed in our sample are likely more similar to the national statistics than to statistics for the South.
It is also worth remembering that our study examined adolescents (mostly Christian) in the United States. It remains to be seen how well our preliminary findings for other religions replicate in, and generalize to, adolescents from other cultures. Measures of religiousness written by researchers in countries with the JudeoChristian faith traditions are often inappropriate for use in countries such as Japan, China, and India because ideas associated with religion in the Judeo-Christian world (e.g., importance of faith and belief in the transcendent) are often not applicable.
Fourth, although we observed a link between religiousness and risk behavior, our results are based on self-reported risk behavior, which may or may not reflect actual risk behavior. Moreover, it is possible that willingness to report engagement in risky behavior correlates with religiosity, leading to a bias in our results. It is noteworthy that our results were unchanged when we included social desirability as a covariate (see footnote 1). Nevertheless, the possibility of self-reporting bias speaks to the need for researchers to survey actual rather than self-reported risk behaviors, although such a goal remains exceedingly difficult. Finally, we examined only substance use. It remains to be seen whether the RCI-A predicts others risky activity such as unprotected sex, truancy, and petty crimes.
Conclusion
Religion plays a central role in the life of many adolescents. However, researchers have lacked a measure of religiousness that is applicable to adolescents of all faiths. Our measure of adolescent religiousness has strong psychometric properties and is appropriate for adolescents from a broad array of religious faiths. Finally, our measure predicted an important outcome-risk behavior-even after controlling for other variables.
