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Abst rac t - - I t  is shown that a large class of flexible manufacturing cells can be modeled using 
timed Petri nets. Net models of simple schedules (i.e., schedules in which exactly one part enters 
and one leaves the cell during each cycle) are conflict-free nets. Two complementary approaches to 
analysis of such models are presented: invariant analysis and throughput analysis. Invariant analysis 
provides analytic (or symbolic) solutions for the cycle time of a cell analyzing (invariant) subnets of 
the original net. Throughput analysis performs a series of performance-preserving net reductions to 
simplify the original model. Several directions for further esearch are indicated. ~) 1999 Elsevier 
Science Ltd. All rights reserved. 
Keywords - -F lex ib le  manufacturing systems, Schedules for manufacturing cells, Performance 
evaluation, Timed Petri nets, Net invariant analysis. 
1. INTRODUCTION 
Flexible manufactur ing systems are discrete-event systems which are composed of 
(i) a set of versatile machines, 
(ii) an automatic transportat ion system, and 
(iii) a decision-malting system which determines what has to be done, when and where [1]. 
Machines are often grouped into manufacturing cells (or robotic cells), in which a robot performs 
sequences of pickup, move, load, unload, and drop operations, transport ing the manufactured 
parts from one machine of the cell to another. The throughput of the cell depends on the 
sequence of robot activities as well as on the sequence in which different parts enter the cell [2]. 
The problem of maximizing the throughput of a robotic cell can thus be considered as a scheduling 
problem [3]. 
The behavior of flexible manufacturing systems is represented by 'events' and 'activities'; an 
event corresponds to a change of system's tate while an activity corresponds to an operation 
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performed by a machine or a robot. Different sets of activities determine the states of the 
system. In each state, several activities can occur concurrently, for example, several machines 
can perform their operations imultaneously and the robot can also transport a part. Petri nets 
provide a simple and convenient formalism for modeling systems that exhibit parallelism and 
concurrency [4,5]. In fact, one of the very first applications of Petri net models was to analyze 
production schemata [6]. However, the complexity of real-life systems as well as rather difficult 
and not well-understood nature of concurrency seem to have caused a rather limited popularity 
of these models for a number of years [7,8]. 
In order to study performance aspects of Petri net models, the duration of activities must also 
be taken into account and included into model specifications. Several types of Petri nets 'with 
time' have been proposed by assigning 'firing times' to the transitions or places of a net. In timed 
nets, transition firings are 'real-time' events, i.e., tokens are removed from input places at the 
beginning of the firing period, and they are deposited to the output places at the end of this 
period (sometimes this is also called a 'three-phase' firing mechanism). The firing times may be 
either deterministic or stochastic, i.e., described by some probability distribution function. In 
both cases, the concepts of state and state transitions have been formally defined and used in 
derivation of different performance characteristics of the model [9]. 
Analysis of net models can be based on their behavior (i.e., the space of reachable states) or 
on the structure of the net; the former is called reachability analysis while the latter structural 
analysis. Invariant analysis eems to be the most popular example of the structural approach. 
Structural methods eliminate the derivation of the state space, so they avoid the 'state explosion' 
problem of teachability analysis, but they cannot provide as much information as the reachability 
approach does. Quite often, however, all the detailed results of reachability analysis are not really 
needed, and more synthetic performance measures, that can be provided by structural methods, 
are quite satisfactory. 
This paper uses timed Petri nets (with deterministic firing times) to model the behavior of 
flexible manufacturing cells. Performance measures (e.g., cycle times or throughputs) of net 
models are determined through invariant analysis and through net reductions. For simple sched- 
ules (i.e., schedules in which exactly one part enters and one leaves the cell in each cycle), the 
basic invariant subnets are conflict-free nets, so the performance of the model is determined by 
the performance of the 'dominant' (invariant) subnet. Since this dominant subnet must be one of 
the basic invariant subnets, the analytic (or symbolic) solution is provided by associating model 
parameters with net elements indicated by the basic invariant subnets. In the case of net re- 
ductions, several simple, performance-preserving net reductions are proposed which simplify the 
original net model to a 'standard' form for which the (analytical) formula'can easily be derived. 
2. T IMED PETRI  NETS 
This section recalls concepts used in subsequent parts of this paper. It is rather brief since 
more detailed discussion is provided elsewhere [4,5,9]. 
A place/transition net Af is a triple J~f = (P, T, A) where: 
• P is a finite, nonempty set of places, 
• T is a finite, nonempty set of transitions, 
• A is a set of directed arcs, A C_ P x T U T x P, such that for each transition there exists 
at least one place connected with it. 
For each place p (and each transition t) the input set, Inp(p) (or Inp(t)), is the set of transitions 
(or places) connected by directed arcs with p (or t). Output sets, Out(p) and Out(t), are defined 
similarly. A place p is shared iff it is an input place for more than one transition. A net is 
conflict-free if it does not contain shared places. Only conflict-free nets are considered in this 
paper. 
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A marked Petri net J~ is a pair A4 --- (A/', too) where: 
• J~ is a Petri net, A/" = (P, T, A), 
• m0 is an initial marking function, m0 : P ~ (0, 1, . . .  ) which assigns a (nonnegative) 
number of tokens to each place of the net. 
Let any function m : P --+ {0, 1, . . .  ) be called a marking in a net Af = (P, T, A). 
A transition t is enabled by a marking m iff every input place of this transition contains at 
least one token. Every transition enabled by a marking m can fire. When a transition fires, a 
token is removed from each of its input places and a token is added to each of its output places. 
This determines a new marking in a net, a new set of enabled transitions, and so on. 
The set M(Ad) of reachable markings of a marked net A4 = (Af, m0) is the set of all markings 
which are reachable from the initial marking m0 in the net Af. 
A place p of a marked net A4 is bounded, iff there exists a bound on the number of tokens 
that any marking function of the set M(A4) can assign to p 
(k > 0)V (m e M(A4))m(p) < k. 
A marked net is bounded iff all its places are bounded. Obviously, the set M(A4) of a bounded 
net is finite. 
A net Af is regular if each transition has the same numbers of incoming and outgoing arcs. 
Regular nets are conservative, i.e., the total number of tokens in the net is preserved by (any) 
firing. 
In timed Petri nets, each transition takes a 'real time' to fire, i.e., there is a 'firing time' 
associated with each transition of a net which determines the duration of transition's firings. 
A conflict-free timed Petri net T is a pair T = (A4, f )  where: 
• A4 is a conflict-free marked Petri net, A4 = (A/',m0), IV" = (P ,T ,A) ,  
• f is a firing time function which assigns the nonnegative (average) firing time f(t)  to each 
transition t of the net, f : T ~ R e, and R e denotes the set of nonnegative r al numbers. 
The behavior of a timed Petri net can be represented by a sequence of 'states' where each 
'state' describes the distribution of tokens in places and firing transitions of the net; detailed 
definitions of states and state transitions are given in [9]. The states and state transitions can 
be combined into a graph of reachable states; this graph is a semi-Markov process defined by 
the timed net T. For regular timed conflict-free nets, the reachability graphs are simple cycles 
which represent the cyclic behavior of such nets. Each such timed Petri net contains a basic 
invariant subnet with the cycle time equal to the cycle time of the whole net. Moreover, all other 
basic invariant subnets have cycle times which are not greater than the cycle time of the net, the 
properties of the net are thus determined by one of its basic invariant subnets. 
3. MODELS OF S IMPLE SCHEDULES 
Simple schedules are schedules in which exactly one part enters and one leaves the cell in each 
cycle. Each cycle of the cell is composed of a sequence of (possibly concurrent) activities of the 
components of the cell. At each instant of time, these activities determine the 'state' of the cell. 
A simple manufacturing cell composed of three machines and a robot is sketched in Figure 1 [3]; 
the machines are denoted by M1, M2, and M3; In represents a conveyor bringing the parts in, 
while Out a conveyor for outgoing parts. It is assumed (for simplicity) that each part has to go 
through M1, M2, and M3, in that order before leaving the cell. 
It can be shown [3] that there are n! simple schedules for a cell containing n machines. Fig- 
ures 2a-2f show the six possible simple schedules for a cell with three machines (as in Figure 1); 
the schedules differ in the order of robot's actions and concurrency of machines' operations. De- 
noting the robot moves from X to Y by X ~ Y if the robot carries a part and by X --* Y 
otherwise, the schedules from Figure 2 are given in Table 1. 
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Figure 1. An outl ine of a three-machine c il. 
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Figure 2. Simple schedules for a three-machine c ll. 
Table 1. Simple schedules for a three-machine c ll. 
Schedule Sequence of Act ions 
A In =*, M1 =~ M2 =*, Ms =~ Out --. In 
B , In =# M1 =# M2 --* M3 =# Out --* M2 =~ Ms --* In 
C In:~MI--*M3=>Out-*MI=~M2=~M3--.In 
D In :=~ M1 ---* M2 =# M3 --* M1 =~ M2 --* M3 =~ Out --* In 
E In =~ M 1 --* M2 ::~ M3 ::# Out --* M1 =~ M2 --* In 
F In ~ M1 --* M3 ::~ Out  --* M2 ~ M3 --* M1 =~ M2 --* In 
The schedules in Figure 2 are shown in the moments of time in which a (new) part is picked 
from the input conveyor; the placement of parts in the cell is indicated by black circles; for 
example, for Schedule D, whenever a part is picked from input, another part is being processed 
by machine 1142. 
Activities are associated with components ofthe cell, i.e., the machines and the robot. In timed 
Petri net models, all activities are represented by net transitions with firing times representing 
the average times of the corresponding activities. The places correspond to conditions indicating 
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that the activity can begin (if all input places contains tokens) or that an activity is completed 
(output places of a transition). 
Timed Petri net models of manufacturing cells with simple schedules are composed of the 
following. 
• A transition with one input and one output place for each machine; firing times associated 
with these transitions are the average operation times, and the places correspond to the 
"input" and "output" of the machine (a token deposited into the machine's input place 
indicates that the machine can begin its operation, i.e., that it is 'loaded'; when the 
operation is finished, a token is deposited into the output place indicating that the machine 
can be 'unloaded'). 
• A cyclic directed path representing the robot's schedule; this path is composed of tran- 
sitions and places (connected by directed arcs); the transitions model robot's operations 
"pick-move-load", unload-move-load", and "unload-move-drop" with firing times rep- 
resenting the average durations of these operations; the places represent 'readiness for 
another operation'. 
The robot actions are 'naturally' synchronized with machine operations; a machine cannot 
start its operation unless it is loaded; the robot cannot unload a machine until its operation 
is finished, etc. All such synchronizations are represented by transitions with two input places 
(robot and machine). 
A timed Petri net model of the cell from Figure 1 with Schedule A (Figure 2a) is shown in 
Figure 3. The three machines (or rather machine operations) are represented by tl, ~2, and t3, 
each transition with its input and output place (for the conditions 'part loaded'--plo, P21, and 
p32--and 'machine operation finished'--p12, P23, and P34). The firing times associated with 
these transitions, f(tl) = 01, f(t2) = o2, and f(t3) --- 03, represent the times of performing the 
operations on machines M1, M2, and M3, respectively. 
p01 tl p12 p21 t2 p23 p32 t3 p34 
t01 
t 
p04 t40 p40 
Figure 3. Petri net mode! of Schedule A. 
The sequence of robot actions is represented by the path tin, t12, •23, t34, t40 with the inter- 
pretation shown in Table 2 below, where 'a' denotes the pickup time, 'b' the unload time, 'c' 
the load time, 'd' the drop time, and 'e' the 'travel' time between machines (it is assumed, for 
simplicity, that all travel times between two adjacent machines are the same, and are also the 
same for Out to In move, In to M1 as well as M3 to Out move). 
Table 2. Robot operations for Schedule A (Figure 3). 
Transition Operation Time 
t01 pick a part from In, move to M1 and load a + c + e 
t12 unload M1, move to M2 and load b + c + e 
t23 unload M2, move to M3 and load b + c + e 
t34 unload M3, move to Out and drop b + d + e 
t40 move from Out to In e 
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It is assumed that there is always an available part in In, and that Out removes manufactured 
parts so quickly, that there is never any waiting; consequently, In and Out are not shown in the 
model although they could easily be added if needed. 
A model of Schedule C (Figure 2c) is shown in Figure 4; tt, t2, and t3 represent he ma- 
chine operations, as in Figure 3, and the remaining transitions correspond to the robot's actions 
described in Table 3 below. 
Table 3. Robot operations for Schedule C (Figure 4). 
Transition Operation Time 
t01 pick a part from In, move to MI and load a -I- c + e 
t12 unload M1, move to M2 and load b + c + e 
t13 move from M1 to M3 2e 
t23 unload M2, move to M3 and load b + c -I- e 
t3o move from M3 to In 2e 
t34 unload M3, move to Out and drop b + d + e 
t41 move from Out to M1 2e 
plO tl p12 p21 t2 p23 p32 t3 p34 
t0' / ~ ~  t12 ~ ~ ~ t23 ~ - ' )~  t34 
pO 
Figure 4. Petri net model of Schedule C. 
The initial marking function corresponds to the distribution of parts in the cell; for Schedule C 
(Figure 2c and Figure 4), the initial token in P03 represents the robot ready to pick a part from 
the input conveyor, while the token in p32 represents another part being manufactured by Ma 
(P34 could be marked instead of/)32). 
Similar models can easily be derived for other simple schedules. 
4. NET  INVARIANTS 
A net Af~ = (Pi, Ti, Ai) is a Pi-implied subnet of a net A f = (P, T, A) if it contains all arcs 
incident with Pi in A f and all transitions incident with these arcs, i.e., iff 
Ti = {t e T [ 3 (p • Pi)(p,t) • A V (t,p) • A},  (1) 
Ai = A ~ (Pi x T U T x P~). (2) 
Furthermore, if there is a family of subsets Pi of the P, i -- 1 , . . . ,  k, that covers the set P, i.e., 
such that Ul<i<k Pi = P, and if all Pi-implied subnets are regular, then the net is bounded as 
the number of tokens in each subnet cannot change (although some subnets can "overlap" which 
means that the token count of the net can increase and decrease as the transitions fire but all 
such changes are within fixed bounds). On the other hand, if a net is unbounded, it must contain 
at least one unbounded place which cannot belong to any regular subnet of this net. This is 
further formalized by an elegant concept of net invariants. 
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Each place/transition net iV" = (P, T, A) can be conveniently represented by a connectivity (or 
incidence) matrix C : P x T --* {-1 ,0 ,  +1} in which places correspond to rows, transitions to 
columns, and the entries are defined as 
-1 ,  if(p,t) eAA(t,p)¢A, 
V(pEP)V(tET)C[p,t]= +1, if(t,p) EAA(p,t)¢A, 
0, otherwise. 
It can be verified that if a marking function rnj is obtained from another marking function m~ 
by firing a transition tk, then (in vector notation) mj = m~ + C[*, k], where C[*, k] denotes the 
k th column of C, i.e., the column corresponding to tk. 
Connectivity matrices disregard "self-loops', that is pairs of arcs (p, t) and (t,p); any firing of 
a transition t cannot change the marking of p in such a self-loop, so self-loops are neutral with 
respect o token count of a net. A pure net is defined as a net without self-loops [5]. 
A P-invariant (place-invariant) of a net AZ is any positive solution I of the matrix equation 
C T X I = O, 
where C T denotes the transpose matrix of C. 
It follows immediately from this definition that if I1 and/2  are P-invariants of jV', then also 
any linear (positive) combination of/1 and/2  is a P-invariant of Af. 
A characteristic P-invariant of a net is defined as a P-invariant which does not have simpler 
invariants. All characteristic P-invariants I are binary vectors [5], I : P ~ {0, 1}. 
It should be observed that in a pure net IV', each P-invariant I of a net Af determines a P1- 
implied subnet of Af, where P1 = {P • P [ I(p) > 0} (PI is sometimes called a support of 
invariant I); all nonzero elements of I select he rows of C, and each row corresponds to a place 
with all input (+1) and output ( -1)  arcs associated with it. Furthermore, for a characteristic 
P-invariant, the Pl-implied net is regular since for each transition in the implied subnet the 
number of incoming arcs ( -1)  must be equal to the number of outgoing arcs (+1). Consequently, 
if there is a set of characteristic P-invariants which covers the net (i.e., each place belongs to 
(at least one) characteristic nvariant), then the net is bounded. If a net is unbounded, its all 
unbounded places cannot belong to any characteristic P-invariants, and since all other invariants 
are linear combinations of characteristic nvariants, unbounded places cannot belong to any P- 
invariants of a net. 
The set of all subnets of a net Af implied by characteristic nvariants is denoted by Sub(A/). 
Finding characteristic invariants is a "classical" problem of linear algebra, and there are efficient 
algorithms to solve this problem [10]. 
For the net shown in Figure 3, the connectivity matrix is given in Table 4. 
Table 4. 
C t l  t2 t3 tOl t12 t23 t34 t40 
Pol -1  0 0 +1 0 0 0 0 
P l l  0 0 0 +1 -1  0 0 0 
P12 +1 0 0 0 -1  0 0 0 
P21 0 --i 0 0 +i 0 0 0 
P22 0 0 0 0 +1 --1 0 0 
P23 0 +1 0 0 0 --I 0 0 
P32 0 0 --1 0 0 +1 0 0 
P33 0 0 0 0 0 +1 --I 0 
p34 0 0 +1 0 0 0 --1 0 
P40 0 0 0 0 0 0 + 1 -- 1 
P04 0 0 0 --1 0 0 0 +1 
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Table 5. 
C tl t2 t3 to1 ~12 ~23 t34 t40 
Pll 0 0 0 +1 -1  0 0 0 
P22 0 0 0 0 +1 --1 0 0 
P33 0 0 0 0 0 + I  --i  0 
P4o 0 0 0 0 0 0 +1 -1  
P04 0 0 0 -- 1 0 0 0 q- 1 
Table 6. 
Invariants I1 12 13 14 15 16 17 Is 
P01 0 0 0 0 1 1 1 1 
Pll 1 1 1 1 0 0 0 0 
P12 0 0 0 0 1 1 1 I 
P21 0 0 1 I 0 0 1 1 
~22 1 1 0 0 1 1 0 0 
P23 0 0 1 1 0 0 1 1 
]932 0 1 0 1 0 1 0 1 
P33 1 0 1 0 1 0 1 0 
P34 0 1 0 1 0 1 0 1 
P4o 1 1 1 1 1 1 1 1 
P04 1 1 1 1 1 1 1 1 
It can be easily verified that the set of places {Pit, P22, P33, P40, P04} determines a submatrix in 
which the sum of elements for each column is zero, so this set of places determines a place invariant 
of the net from Figure 3 (see Table 5). Moreover, no subset of this set of places determines an 
invariant, so this invariant is a characteristic invariant. 
It appears that the net shown in Figure 3 has eight characteristic invariants (see Table 6). 
The characteristic place invariants imply subnets with the following subsets of the set of tran- 
sitions (see Table 7). 
Table 7. 
Invariant tl t2 t3 tOl t12 t23 t34 t40 
I1 0 0 0 1 1 1 1 1 
/2 0 0 1 1 1 1 1 1 
13 0 1 0 1 1 1 1 1 
/4 0 1 i 1 1 1 1 1 
/5 I 0 0 1 I i I 1 
/6 1 0 I I 1 1 I i 
/7 1 I 0 1 1 1 I 1 
IS I I i I 1 I 1 i 
It should be observed that although no set of places corresponding toa characteristic invariant is 
a subset of a set of places corresponding to another characteristic invariant, the sets of transitions 
implied by characteristic invariants are all subsets of the set implied by the invariant Is; is some 
sense, Is is thus a 'dominant' invariant. 
5. INVARIANT ANALYS IS  OF S IMPLE  SCHEDULES 
For a certain class of net models, invariant analysis can be used for performance evaluation, and 
in particular, for evaluation of the cycle time of net models of simple schedules. The cycle time 
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and its inverse, the throughput, are the most important (and popular) performance measures [11]; 
several other performance measures can be derived from the cycle time or throughput using the 
laws of operational analysis [12]. 
An elementary net is a Petri net in which all transitions and all places have a single incoming 
and a single outgoing arc. It can be easily shown [13] that the cycle time ro of an elementary 
(timed) net T --- (2~4, f), M = (Af, m0), is equal to 
 s(t) 
T0(T ) = leT 
mo(p)' 
pEP 
If a (conflict-free) net T is covered by elementary nets, i.e., if each place and each transition 
of T belongs to some elementary subnet, the cycle time r0(T) is greater or equal to the cycle 
time of each elementary subnet Ti 
VTi • Sub(T): r0(T) >_ v0(T~), 
and the inequality is due to synchronization delays of transitions hared by more than one subnet; 
these synchronization delays are due to the fact that when a transition initiates its firing, tokens 
are removed from all input places simultaneously, so if some of these tokens arrive earlier than 
others, they must 'wait' in corresponding places for the 'last' one. 
Moreover, for each transition t~ of the net T, there must exist (at least one) input place 
pi • Inp(ti) such that its waiting time is equal to zero; since each transition initiates its firing in 
the same instant of time in which it becomes enabled, the moment of arrival of the 'last' input 
token is also the moment when the transition initiates its firing. Now, if Pi is an output place 
of transition tj, Pi • Out(tj), the same argument can be applied to tj; so, there must exist (at 
least one) tj's input place pj • Inp(tj) such that its waiting time is zero, and so on. Since the 
set of transitions is finite, this sequence of transitions and places must be cyclic, and thus, it 
determines an elementary subnet T~ such that 
~0(T) = T0(~). 
Because for all invariant-implied subnets Ti • Sub(T), 
T0(T) > 
the equality of To(T) = r0(Tk) can be satisfied only for the subnet with the maximum cycle time, 
so 
T0(T) = 
For the net shown in Figure 3, one of the subnets includes all transitions (subnet 8); since all 
invariant subnets contain exactly one token, the cycle time of subnet 8 determines the cycle time 
of the net 
T(O A) = O1 + 02 • 03 + a + 3b + 3c + d + 5e. 
The net in Figure 4 has six characteristic nvariants (see Table 8). 
The subsets of transitions implied by the invariants are given in Table 9. 
It can be observed that the set of transitions implied by invariant I1 is a subset of that implied 
by/3, that the set implied by/2 is a subset of that implied by (4), and that a set implied by/5 
is a subset of that implied by/6. Consequently, the cycle time in this case is equal to 
°) = max(T3, T4, T6), 
200 W.M.  ZUBEREK AND W. KUBIAK 
Table 8. 
Invariants 11 12 13 /4 15 16 
PlO 0 0 0 0 1 1 
P12 0 0 0 0 1 1 
P21 0 0 i 1 0 1 
P23 0 0 1 1 0 1 
P32 0 1 0 1 0 0 
P34 0 1 0 1 0 0 
P03 1 0 1 0 1 1 
P13 1 0 1 0 0 0 
P14 1 1 1 1 0 0 
P22 1 1 0 0 1 0 
P30 1 0 1 0 1 1 
P31 1 0 1 0 0 0 
P41 1 1 1 1 0 0 
Table 9. 
Invariant tl t2 t3 to1 t12 t13 ~23 t30 ~34 t41 
11 0 0 0 1 1 1 1 1 1 1 
12 0 0 1 0 1 0 1 0 1 1 
/3 0 1 0 1 1 1 1 1 I 1 
14 0 1 1 0 1 0 1 0 1 1 
15 1 0 0 1 1 0 1 1 0 0 
I~ 1 1 0 1 1 0 1 1 0 0 
where rj is the cycle time of the subnet implied by invariant I j  (all subnets contain a single 
token) 
r3 = o2 + a + 3b+ 3c+d+ 10e, 
T4 = O2 +03 + 3b+ 2c+d+ 5e, 
~'6 = Ol +02 +a+ 2b + 3c+ 5e. 
Petri net models of other schedules as well as their cycle times can be derived in a similar way. 
6. NET  TRANSFORMATIONS 
An alternative approach to finding the cycle time of a net model is to reduce the original net 
model in a way which preserves its performance properties to such a simpler net, for which the 
cycle time can be determined easily. The concept of net throughputs [13,14] can be used for such 
reductions. Intuitively, throughput of a place p in a timed net T, ~r(p), is equal to the average 
number of tokens entering p in a unit time, or leaving p in a unit time; in the steady state of the 
net, the average numbers of tokens entering and leaving p must be equal since no 'accumulation' 
of tokens can occur. Similarly, throughput of a transition t in a net T, O~-(t), is equal to the 
average number of new (or completed) transition's firings in a unit time. It should be noted that 
the throughput of a transition does not depend upon the number of incoming or outgoing arcs. 
More formally, the throughput of a timed net T is defined as a function 8 : P U T --* R $ which 
assigns a nonegative number to each place and each transition of the net in such a way that 
n 
V (x E P U T)O(x) = lim . - .~  r . (x ) '  
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where Tn(x) denotes the time instant at which the n th consecutive token enters (or leaves) the 
place x or at which the transition x initiates (or terminates) its n th firing. 
It follows immediately from this definition of throughput that: 
• the throughput of a place p is equal to the sum of throughputs of its input transitions as 
well as the sum of throughputs of its output transitions 
V (p E P)O(p) = ~ O(ti) = ~ /~(tj); 
t~ EInp(p) tj EOut (p) 
• for each (nonshared) place p, the throughput of p's output transition is equal to the 
throughput of p, 
V (p E P) Out(p) = {t} =~ 0(t) = 0(p). 
An elementary net is a connected net in which there is exactly one input place and exactly one 
output place for each transition of the net, and one input transition and one output ransition for 
each place of the net. In other words, the (directed) graph of an elementary net is a (simple) cycle. 
It follows immediately from the the above property that in elementary nets the throughputs of 
all transitions and all places are the same. To determine the value of these throughputs, Little's 
law [11] can be applied to an elementary net considered as an open system in which the mean 
response time is equal to the sum of (the average) firing times of all transitions. 
For a timed elementary net 7" 
m0(p) 
V (x E P U T)8(x) = pEP 
 s(t) 
tET 
Analysis of nets in which transitions can have more than one input arc must take into account 
'synchronization delays' which do not exist in state graphs (and elementary nets). Since firing of 
a transition removes (single) tokens from all input places simultaneously, some tokens may wait 
(in places) for the enabling of a transition. Such waiting times will affect the response time of 
timed models. However, there are simple solutions to some special cases of nets. 
An omega net is a net composed of two elementary nets which have exactly one common 
transition. Consequently, the throughput of all elements i  the same, and is equal to 
/~(T) = rain (8(T1), 8(T2)), 
where 0(T1) and 8(T2) are throughputs ofthe first and the second elementary subnets, respectively 
(when considered independently of the other). 
o1< o1< 
p2 
' \ ' /  , .  _L 
. .  - ; "  - ,3 , 
(a) (b) (¢) 
Figure 5. Net transformations. 
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It can easily be shown that different timed nets may have isomorphic state graphs, which means 
that the behavior of such nets is "equivalent" in the sense of stationary probabilities of states 
and performance properties which can be derived from these stationary probabilities [9]. Simple 
net transformation which preserve such "equivalence" are as follows [15]. 
(a) Backward split: a simple transition followed by a "fork" one, as shown in Figure 5a, is 
equivalent to a simple transition replaced by a "fork" with parallel paths. 
(b) Reduct ion of parallel paths: in the case of parallel paths (as shown in Figure 5b), the 
paths (with any number of transitions) are replaced by a single transition with the firing 
time equal to the maximum of the total firing time for each path. 
(c) Removal  of parallel paths: in the case of parallel paths with one path containing only 
a place (as shown in Figure 5c), the path with the single place can be removed without 
affecting the performance of the model. 
Many other useful performance-preserving net transformations can be derived using the iso- 
morphism of state graphs [14,15]. 
7. THROUGHPUT ANALYSIS OF SIMPLE SCHEDULES 
The net model of Schedule A, shown in Figure 3, contains everal parallel paths (Pll and tl, 
P22 and t2, P33 and t3) which can be reduced (removing Pll, P2, and P33 with their input and 
output arcs) creating an elementary net, so the throughput for Schedule A is simply 
1 
OA = 
(Ol + 02 +o3 + a+ 3b+3c+d+ 5e)" 
A model of the robot's Schedule B is shown in Figure 6, in which tl, t2, and t3 represent 
the machine operations, as in Figures 3 and 4, and the remaining transitions correspond to the 
robot's actions. 
Table 10. 
Transition Operation Time 
tol pick from In, move to M1, load a + c + e 
t 12 unload M1, move to M2 and load b + c + e 
t23 unload M2, move to M3 and load b + c + e 
tso move from M3 to In 2e 
t32 move from M2 to M3 e 
t34 unload M3, move to Out, drop b + d + e 
t42 move from Out to M2 2e 
tl t2 plO p12 p21 p23 p32 t3 p34 
\ p03 t30 ~ J t'2 11)42 1
"X.,4/" 
Figure 6. Petri net model of Schedule B.
The initial marking function assigns a token to P03 (which represents he robot ready to pick 
a part from the input conveyor) and a token to P32 (which represents another part that is loaded 
on M3; P34 could be marked instead of P32). 
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tl 1 t2 - -  t3 p l 0 ~ P  2 p21~PZU p32 
c '-I +°" / p03 t30 p30 / 24 t42 p42 I t12 
Figure 7. Transformed Petri net model of Schedule B. 
pl0 tl p12 p21 t2 p23 p32 tx p34 
Figure 8. Simp]Lfied Petri net mode] of Schedule B. 
The arcs incident with Pzz form a path parallel to the transition tz. Removal of these arcs 
and then backward splitting the transitions tz2, tl, toz, and t30 (as well as some rearranging 
of net elements) results in a net shown in Figure 7, in which two parallel paths are connecting 
transitions t23 and t34. 
Reduction of these parallel paths to a single equivalent transition tx with the firing time 
f(tx) = max (f(t3), f(t30) + f(t01) Jr- f ( t l )  -{- f(t12) + f(t32)) , 
creates an omega net shown in Figure 8. Its throughput is
( 1 1 ) 
OB=min (oz+o2+a+2b+3c+5e) '  (2b+e+d+4e+max(o3 ,oz+a+b+2c+5e) )  ' 
and the cycle time 
T~ B) = max(oz + o2 + a + 2b + 3c + 5e, 2b + c + d + 4e + max(o3, oz + a + b + 2c + 5e)). 
A Petri net model of Schedule E is shown in Figure 9, in which the initial marking function 
assigns a token to Pou (the robot ready to pick a new part form the input conveyor) and to P21 
(a part loaded in machine M2; P23 could be marked instead of P2z). The robot's action are 
represented by the following transitions. 
Since the arcs incident with P33 form a path parallel to the transition i3, Pa3 with its arcs 
can be removed, and then backward splitting applied to to1 and t20 results in a net shown in 
Figure 10, with two parallel paths connecting t12 with t23. 
Reduction of these two parallel paths to a single equivalent transition ty with the firing time 
f(t,) = max (f(t2), f(~:2o) + f(tol) + f(t21)), 
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Table 11. 
Transition Operation Time 
tol pick from In, move to M1, load a + c + e 
t12 unload M1, move to M2 and load b + c + e 
t20 move from M2 to In 2e 
t21 move from M1 to M2 e 
t23 unload M2, move to Ms and load b + c + e 
t34 unload M3, move to Out, drop b + d + e 
t41 move from Out to M1 2e 
plO tl p12 p21 t2 p23 p32 t3 p34 
~ ' ~ ~  ~- -~ i -~.~A-  .~-~- - - - - -~/ - - - - - - " -a~ 
\ p02 t20 ~ t21 j t41 p41 / 
Figure 9. Petri net model of Schedule E. 
plO tl p12 p21 t2 p23 p32 t3 p34 
Figure 10. Transformed Petri net model of Schedule E. 
J\ .o . H 
Figure Ii. Simplified Petri net model of Schedule E. 
(and a s imple  rear rangement  of  the  t rans i t ion  tt2) creates an omega net  shown in F igure  11. I ts  
th roughput  is 
OE=min  (o l+a+b+2e+4e) '  (o3+2b+e+d+4e+mex(o2,a+e+4e))  ' 
and the  cycle t ime 
~-o (~) = max(o l  + a + b + 2c + 4e, o3 + 2b + e + d + 4e + max(o2,  a + e + 4e)). 
A s imi lar  approach  can be appl ied to the  o ther  s imple schedules.  
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8. CONCLUDING REMARKS 
It has been shown that timed Petri nets can conveniently model (at least a class of) flexible 
manufacturing cells. For simple schedules, the modeling nets are composed of conflict-free nets, so 
the cycle t ime (or throughput) can easily be determined from cycle times of the invariant subnets. 
In fact, a parameterized analytic solution can easily be derived (as outlined in Section 4), with 
times of basic operations (like "load", "unload", "move") as parameters. An alternative analysis, 
which also provides an analytic solution, is based on simple net reductions. 
The evaluation of the net models discussed in Sections 4 and 6 can be used for the determination 
of optimal schedules. For example, for the manufacturing cell of Figure 1, there are six different 
simple schedules (models of some of them are shown in Figures 3, 4, and 6); the optimal schedule 
in this case is the schedule with minimal cycle time 
Top t ~-~ Min(T(A) ,T(oB), . . . ,T(oF)) .  
The optimization procedure (based on systematic analysis of schedules) can be automated; 
although the number of schedules grows very quickly with the number of cell components, this 
large number can be significantly reduced if specific values of parameters are known and taken 
into account. Furthermore, high-level Petri net models, and in particular colored nets [16], can 
unify different schedules within one general net model. 
A number of simplifying assumptions were used in the discussion presented in previous ections, 
e.g., all parts are identical, robot 'travel times' are equal, etc. It  should be noted, however, that 
all these assumptions were made to simplify the discussion and they can easily be removed by 
straightforward modification of the presented approach. 
Only simple schedules are discussed in this paper, but a similar approach can be developed 
for schedules in which several parts enter (and leave) the cell within a single cycle. All such 
'composite' schedules can be obtained from of a number of simple schedules combined together. 
A systematic method of 'consistent' compositions of simple schedules, combined with a simple 
method of analysis of simple schedules can thus be applied to modeling and analysis of composite 
schedules. 
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