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Abstract—We develop a novel data-driven robust model pre-
dictive control (DDRMPC) approach for automatic control of
irrigation systems. The fundamental idea is to integrate both
mechanistic models, which describe dynamics in soil moisture
variations, and data-driven models, which characterize uncer-
tainty in forecast errors of evapotranspiration and precipitation,
into a holistic systems control framework. To better capture the
support of uncertainty distribution, we take a new learning-
based approach by constructing uncertainty sets from histor-
ical data. For evapotranspiration forecast error, the support
vector clustering-based uncertainty set is adopted, which can
be conveniently built from historical data. As for precipitation
forecast errors, we analyze the dependence of their distribution
on forecast values, and further design a tailored uncertainty
set based on the properties of this type of uncertainty. In
this way, the overall uncertainty distribution can be elaborately
described, which finally contributes to rational and efficient
control decisions. To assure the quality of data-driven uncertainty
sets, a training-calibration scheme is used to provide theoretical
performance guarantees. A generalized affine decision rule is
adopted to obtain tractable approximations of optimal control
problems, thereby ensuring the practicability of DDRMPC. Case
studies using real data show that, DDRMPC can reliably maintain
soil moisture above the safety level and avoid crop devastation.
The proposed DDRMPC approach leads to a 40% reduction of
total water consumption compared to the fine-tuned open-loop
control strategy. In comparison with the carefully tuned rule-
based control and certainty equivalent model predictive control,
the proposed DDRMPC approach can significantly reduce the
total water consumption and improve the control performance.
Index Terms—Model predictive control, irrigation, weather
forecast, uncertainty, data-driven robust optimization.
I. INTRODUCTION
Nowadays, the global competition for water resources is
becoming more and more intense, and agriculture is under
tremendous pressure from urbanization and industrialization
in securing adequate water supply. It is known that about
70% of water in the world is consumed for farming and
irrigation purposes [1]. What’s more, up to 60% of the water
used for irrigation is wasted because of the inefficiency in
configuring limited water resource [2]. In this sense, when
natural precipitation cannot satisfy the water needs, intelligent
irrigation technologies are of vital importance in ensuring
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sustainability of water resource management and promoting
agricultural productivity.
Formally speaking, the goal of irrigation can be deemed
as maintaining the soil moisture above a prespecified level by
replenishing water in a timely and efficient manner. The recent
development of sensor networks and distributed control sys-
tems provide opportunities to achieve automatic and efficient
irrigations. Considerable research efforts have been made in
hardware design and implementation of automatic irrigation
systems [3], [4]. Another line of research concentrates on
irrigation strategies. The most-used one in practice is to
pre-determine the irrigation schedule based on practitioners’
empirical knowledge of climatic patterns, crop demands, and
soil characteristics, as commonly adopted by most commercial
automatic irrigation systems. However, from the viewpoint of
feedback control, this method essentially belongs to the cat-
egory of open-loop control, thereby falling short of promptly
responding to deficits in soil moisture that are harmful to crop
growth.
Being reactive to real-time soil moisture conditions, various
closed-loop irrigation methods have been developed and im-
plemented in the past decades. The simplest ones are referred
to as “rule-based” or “ON-OFF” strategies, in which a certain
amount of water will be supplied once soil moisture deficiency
is detected. However, parameters are generally tuned by prac-
titioners in an empirical manner, and hence model information
is not systematically utilized, which erect obstacles for further
improvement of control performance.
As a prevalently applied model-based control technology,
model predictive control (MPC) can optimize the predicted
future system behavior under explicit constraints and derives
the optimal control sequence at every instant [5], [6], [7]. After
implementing the first input, the controller moves to the next
time step and solves the optimization problem repeatedly. In
this way, MPC achieves real-time response to the variations of
system states and inherent robustness to random disturbances.
Applications of MPC in irrigation systems have emerged due
to its capability of explicitly handling constraints on soil
moisture levels and irrigation amounts [8], [9]. Meanwhile,
various forecasts, including evapotranspiration and precip-
itation forecasts, can be easily incorporated in the MPC
paradigm, which are potentially helpful for reducing water
consumptions and improving efficiency of irrigation systems.
However, due to sensor imperfections, unknown disturbances
and limited capabilities of forecasting technologies, forecasts
themselves are inevitably prone to uncertainty, which exerts
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2significant influence on control performance and finally affects
crop productivity. Unfortunately, this issue is not systemat-
ically investigated by existing MPC-based irrigation control
strategies, and it leaves much room to further enhance the
efficiency of automatic irrigation systems.
To develop efficient closed-loop irrigation control technolo-
gies, there are several research challenges that must be criti-
cally addressed. The first challenge is how to utilize abundant
historical data to appropriately characterize the uncertainty
within various forecasts, since analytic uncertainty models
are typically difficult to establish in practice. The second
one is how to effectively integrate mechanistic models built
on domain-specific knowledge, with data-driven models built
based on machine learning and data analytics, into a holistic
robust MPC (RMPC) framework to derive rational control
decisions. The last conundrum is how to solve the induced
optimal control problems with acceptable computational costs,
such that the framework can be handily implemented in
practice.
To systematically address these issues, we propose in this
paper a novel data-driven RMPC (DDRMPC) framework for
efficient irrigation control. We use water balance models to
describe the dynamics of soil moisture level, and in order
to make full use of real-time forecasts, tailored data-driven
uncertainty sets are developed to accurately describe the dis-
tribution of uncertain forecast errors. In this way, information
of both first-principle mechanisms and historical data can be
synthesized [10], [11]. The uncertain prediction errors are
decomposed into two parts, one for evapotranspiration and the
other one for precipitation. A support vector clustering (SVC)-
based uncertainty set, which can be actively constructed from
uncertainty data [2], is adopted to describe the distribution of
evapotranspiration forecast error, thereby seamlessly incorpo-
rating historical data information into RMPC. Then, by analyz-
ing the distributional characteristics of precipitation forecast
errors, we find that their distributions critically depend on
the forecast values, and further propose a specific conditional
uncertainty set to address such dependence in a data-driven
manner. In this way, the overall uncertainty distribution can
be elaborately described using historical data information,
which finally contributes to rational control decisions and
improvements in control performance. To ensure the quality of
data-driven uncertainty sets, we further endow uncertainty sets
with appropriate probabilistic guarantees by using a training-
calibration procedure. The generalized affine decision rule
(GADF) is then employed to provide tractable approximations
to the induced optimization problems, which can be solved
conveniently using off-the-shelf solvers and hence secure the
ease of practical implementation of DDRMPC. Finally, we
carry out comprehensive simulations based on real weather
condition data to demonstrate the effectiveness of the proposed
DDRMPC framework for irrigation control.
Notations and Definitions: N0 is the set of non-negative
natural numbers, and the set of consecutive non-negative
integers {j, · · · , k} is denoted by Nj:k. The p-norm of a matrix
is denoted by ‖ · ‖p, while ‖ · ‖ represents the Euclidean norm
of a vector by convention. The Kronecker product operator
is denoted by ⊗. Denote by I and 0 the identity matrix
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Fig. 1. Water balance in the root zone soil with variables defined in (1).
and the zero vector with dimensions deemed obviously by
context. The Minkowski sum of two sets U and V is defined
as U + V = {u+ v|u ∈ U ,v ∈ V}.
II. PRELIMINARIES
A. Dynamic Model Based on Water Balance
We use a simplified first-order auto-regressive model to
describe the water balance in the root zone soil [9]. As shown
in Fig. 1, variations of water storage in the soil are caused
by both inflows (irrigation and precipitation) and outflows
(evapotranspiration, runoff and deep percolation). This leads
to the following mathematical expression:
xt+1 = (1− c) · xt + ut − et + pt, (1)
where xt denotes the amount of water in soil, et and pt are
the cumulative evapotranspiration and precipitation in time
period t, and ut is the irrigation amount. It is assumed in
this work that runoff and water percolation are proportional to
soil moisture level [13], modelled by a decay factor 0 < c < 1
in (1), where the value of c can be determined by means of
system identification techniques [9]. All variables are normally
expressed in millimeters (mm). If quantitative predictions for
evapotranspiration and precipitation are available, the water
balance equation (1) can be further rewritten as:
xt+1 = (1− c) · xt + ut − eˆt − ηt + pˆt + ξt, (2)
where eˆt and pˆt denote predictions of evapotranspiration and
precipitation in time period t, respectively, and ηt and ξt are
the associated prediction errors. Therefore, it can be formally
expressed as the following discrete-time LTI system:
xt+1 = Axt +Buut +Bvvt +Bwwt, (3)
where A = 1−c and Bu = Bv = Bw = 1. The external input
vt = pˆt − eˆt is introduced to account for evapotranspiration
and precipitation forecasts that are known a priori, while wt =
ξt − ηt denotes the additive disturbance arising from forecast
errors, whose distribution is not necessarily known. Given the
length H of prediction horizon, a state-space expression of the
water balance model (3) is given by:
x = Ax0 +Buu+Bvv +Bww, (4)
where A, Bu, Bv and Bw are appropriately structured dy-
namics matrices. The model (4) enjoys considerable generality
with wide applications in building control [14] and smart-
grid operations [15], where the uncertainty in predictions of
3available energy intensity is considered to affect the dynamic
system. Furthermore, it is assumed that the pairs (A,Bu) are
stabilizable. State, input and disturbance sequences are defined
as:
x =
[
xT0 · · · xTH
]T
, u =
[
uT0 · · · uTH
]T
, (5)
v = pˆ− eˆ, pˆ = [pˆT0 · · · pˆTH]T , eˆ = [eˆT0 · · · eˆTH]T , (6)
w = ξ − η, ξ = [ξT0 · · · ξTH]T , η = [ηT0 · · · ηTH]T . (7)
Different from generic settings of RMPC, we do not enforce
the stochastic disturbance wt in (3) to be i.i.d., because of
its inconsistency with the physical truth in irrigation systems.
Rather, our focus is directly placed on the entire disturbance
sequence w, whose possible realizations are described by a
bounded uncertainty set W ⊆ RH , which includes the origin
in its interior.
During the control horizon, we enforce the soil moisture to
be above a certain level, that is, xt ≥ xmin, which can be
interpreted as a series of polytopic state constraints:
Fxxt ≤ fx, t ∈ N1:H , (8)
where Fx = −1, fx = −xmin, and xmin is the minimum
soil moisture level. Such state constraints are introduced with
the aim to maintain an appropriate amount of water in the
soil. This control is important because moisture deficits in soil
influence crop growth, yield, quality and susceptibility to dis-
ease [16], [17], [18]. Note that upper-bounds of soil moisture
levels can be also included in this scheme to avoid excessive
watering [19]. In addition, polytopic input constraints are also
considered to describe practical limitations of water supply:
Fuut ≤ fu, t ∈ N1:H , (9)
where Fu = [1 − 1]T, fu = [umax 0]T and umax is the
maximum irrigation amount in each time interval. By stacking
all constraints in the control horizon together, we can arrive
at the following succinct expressions:
Fxx ≤ fx, Fuu ≤ fu, (10)
where Fx = I ⊗ Fx and Fu = I ⊗ Fu. It is worth
mentioning that more general constraints related to economic
and environmental performances can be handled within the
RMPC framework. For instance, constraints can be imposed
directly on the quality of some high-valued crops, which is a
physiological function of soil moisture levels.
B. RMPC
RMPC is typically adopted to ensure constraint satisfaction
under bounded disturbances, with extensive applications in
various fields [20]. In the receding horizon implementation
of RMPC of the linear system (4), system inputs u are
essentially determined in response to random disturbances w,
thereby being uncertain as well. As a consequence, we wish to
design a causal disturbance feedback control policy pi(w) :=
[pi0(·), · · · , piH−1(·)], where the causality requires pit(·) to
depend only on the disturbance sequence (w0, · · · , wt−1)
that is realized before time period t. The optimal policy
ensures constraint satisfaction for all possible realizations of
uncertainty w ∈ W:
Fxx ≤ fx, Fupi(w) ≤ fu, ∀w ∈ W, (11)
where the bounded set W is typically called the uncertainty
set. Given the initial state x0 = x and a properly defined cost
function JH(x,pi), the optimization problem of RMPC can be
formally expressed as:
min
pi
JH(x,pi)
s.t. x = Ax+Bupi(w) +Bvv +Bww
Fxx ≤ fx, ∀w ∈ W
Fupi(w) ≤ fu, ∀w ∈ W
(12)
which is solved in a receding horizon fashion. There are
a number of options for the cost function JH(x,pi) [20],
including the nominal cost:
JH(x,pi) =
H−1∑
t=0
l(x¯t, u¯t) + lf (x¯H), (13)
the worst-case cost:
JH(x,pi) = max
w∈W
H−1∑
t=0
l(xt, pit(w)) + lf (xH), (14)
and the expected cost:
JH(x,pi) = E
{
H−1∑
t=0
l(xt, pit(w)) + lf (xH)
}
, (15)
where l(x, u) is the cost-to-go loss function of system states
and inputs, and lf (x) is the terminal loss function. In the
nominal cost (13), {x¯t} and {u¯t} denote nominal predicted
trajectories of system states and inputs in the absence of
disturbance, that is, w = 0. By deliberately designing loss
functions in RMPC, one can pursue goals of minimizing water
usage by penalizing large values of {ut}, and/or maintaining
soil moisture around a prespecified level according to other
economic criteria. Meanwhile, the control horizon could be
several days or several weeks depending on the forecast model
[21], [22], [23]. When the forecast horizon does not match
the decision horizon, the terminal loss function provides more
flexibility to drive the system towards a preferable state beyond
the horizon. For instance, more weights can be put on lf (·) by
the user to account for possibility of sufficient water supply
in future.
III. UNCERTAINTY SET FORMULATIONS
The uncertainty set W of stochastic disturbance sequence
w plays an important role in RMPC, since it exerts direct
influence on the conservatism of control decisions. If the size
of W is excessively large, the attained control decision has
to protect against unrealistic extreme uncertainty, which leads
to poor control performance in the nominal case. Conversely,
if the size of W is small, insufficient protection is provided
and there could be constraint violations. Therefore, in order
to obtain satisfactory performance of RMPC, the uncertainty
set must be carefully devised to capture the distributional
4characteristics of disturbance. An implicit assumption is that
the distribution of short-term prediction errors remains approx-
imately unaltered, although there exists variability in the dis-
tribution of weather conditions in different years. This is also a
standing assumption and an observation in robust operations of
energy systems, such as reservoir management [24], building
climate control [14] and smart grid operations [25], [26],
where invariant distributions of short-term prediction errors
of energy intensities are described directly with historical
scenarios collected in recent years. Note that in the state-space
model (4), the uncertain disturbance sequence w = ξ − η is
the difference between the forecast error of precipitation ξ,
and that of evapotranspiration η. In this section, therefore, we
seek to design individual uncertainty sets for η and ξ based
on machine learning and in-depth data analytics, which finally
constitute the expression of W .
A. Uncertainty Description of Evapotranspiration Forecast
Error
To build an uncertainty set for the sequence of evapo-
transpiration forecast error η, a prediction model must be
available to derive eˆ. A variety of models have been proposed
in the literature, which typically utilize sunlight intensity, wind
speed, relative humidity and temperature as input variables
[27]. Assume that we have collected N sample pairs of evap-
otranspiration predictions {eˆ(i)}Ni=1 derived based on a certain
forecast model, and the associated measurements {e(i)}Ni=1.
Then, a set of N data samples {η(i) = e(i) − eˆ(i)}Ni=1
representing uncertainty in evapotranspiration forecast errors
can be obtained. The goal is then to actively estimate the
support Dη of η from training samples {η(i)}Ni=1, which
serves as the data-driven uncertainty set in RMPC. This is
achieved by employing SVC based on weighted generalized
intersection kernel (WGIK), which was proposed in [2] as
a data-driven uncertainty set specifically tailored to robust
optimization, as shown below:
η ∈ Dη =
{
η
∣∣∣∣∣∑
i∈SV
αi‖Q(η − η(i))‖1 ≤ θ
}
, (16)
where Q is a weighting matrix. Model parameters {αi} and
uncertainty set parameters θ can be determined by solving
a quadratic program (QP). The attractiveness of the data-
driven uncertainty set Dη lie in that, the asymmetry and
correlation in the uncertainty distribution can be well described
by using SVC, and outliers in training samples {η(i)}Ni=1 can
be seamlessly tackled; besides, (16) is essentially a polytope,
which turns out to underpin the tractability of the induced
robust optimization problem. More details of the SVC-based
uncertainty set are included in the supplementary document.
B. Uncertainty Description of Precipitation Forecast Error
In general, future precipitation predictions are directly avail-
able from weather forecasts. By collecting forecast values
{pˆ(i)}Ni=1 and the corresponding measurements {p(i)}Ni=1,
realizations of precipitation forecast errors {ξ(i) = p(i) −
pˆ(i)}Ni=1 can be readily obtained. One could also adopt en-
semble climate forecasts to enhance the accuracy of pˆ(i) by
synthesizing information from multiple models into a single
forecast trajectory, which have become increasingly available
to water management [22], [23], [28]. Due to limited data
availability, precipitation forecasts from a single model are
employed in this work.
Different from the case of evapotranspiration, however,
one cannot directly apply the SVC-based uncertainty set to
estimate the support of ξ, primarily because precipitation is
essentially a discrete event, and its intensity is always non-
negative. In Fig. 2, the empirical distribution of ξ and pˆ is
depicted, which is based on real precipitation forecast and
forecast error data collected at Des Moines, Iowa in 2016 [29].
The forecast data typically have the following properties.
On one hand, the distribution of forecast error ξt is appar-
ently asymmetric around its nominal value, which is zero. A
generic approach to handle asymmetry in the robust optimiza-
tion is to decompose the uncertainty into forward deviation
ξ+ and backward deviation ξ− [30], [31]:
ξ = Cξ+ −Dξ−, ξ¯ = ξ+ − ξ− ∈ Ξ, ξ+, ξ− ≥ 0, (17)
where C = diag{c1, · · · , cH} and D = diag{d1, · · · , dH} are
diagonal matrices including scaling parameters. The discrep-
ancy between C and D is the main cause for the asymmetry in
ξ. Forward and backward deviations ξ+ and ξ− can be inter-
preted as being normalized to have the same scale. Therefore,
the difference ξ¯ = ξ+ − ξ− tends to have a homogeneous
distribution, which can be well characterized by some generic
uncertainty set Ξ, e.g. the norm-based uncertainty set [30].
However, (17) cannot be directly employed to describe the
distribution of precipitation forecast error ξ, which varies
significantly with different values of pˆt, as indicated by Fig.
2. Specifically, when the value of forecast error is negative,
i.e. ξt < 0, the realistic precipitation amount will be smaller
than the forecasted value, that is, pt < pˆt. In this case, the real
precipitation amount must be nonnegative, i.e. pt ≥ 0, and the
worst-case is that there is no rainfall at all, i.e. pt = 0. This
indicates that the lower-bound of ξt depends on pˆt:
ξt = pt − pˆt ≥ −pˆt. (18)
Next, we state that the dependence holds for the upper-
bound as well. Typically, there is a maximum precipitation
amount pmax that the realistic precipitation amount pt cannot
exceed in a period, that is, pt ≤ pmax, which implies:
ξt = pt − pˆt ≤ pmax − pˆt. (19)
Eq. (19) can be interpreted as that, if a large precipitation
amount pˆt is forecasted, there will be less room for the realistic
amount to exceed the forecast value, which is in accordance
with our intuition. Based on the above analysis, both the lower-
bound and upper-bound of each dimension in ξ, and hence the
distribution of ξ, depend on the forecast sequence pˆ. From Fig.
2, the validity of (18) and (19) can be clearly observed as well.
To derive an analytical expression of the uncertainty set for
ξ that depends on pˆ, we further assume that the uncertainty
ξ can be realized in a generative manner that ξ is a function
of both external variable pˆ and the random variable ξ¯, i.e.
ξ = f(ξ¯, pˆ), where the distribution of ξ¯ is independent from
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(b) 12-hour ahead (t = 2)
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Fig. 2. Prediction errors versus prediction values of cumulative precipitation at Des Moines, Iowa from May 2016 to Oct. 2016 [29].
pˆ. In this way, existing uncertainty sets become applicable to
describe the distribution of ξ¯, thereby indirectly characterizing
the distribution of ξ. Starting from these motivations, we
describe the distribution of precipitation forecast errors ξ based
on (17) by incorporating scaling information into matrices C
and D, which are functions of pˆ:
C(pˆ) = diag{pmax − pˆ1, · · · , pmax − pˆH}, (20)
D(pˆ) = diag{pˆ1, · · · , pˆH}. (21)
This turns out to parameterize the dependence of ξ on both pˆ
and ξ¯:
ξ = C(pˆ)ξ+ −D(pˆ)ξ−
= C(pˆ) max{ξ¯,0} −D(pˆ) max{−ξ¯,0} , f(ξ¯, pˆ) (22)
where max{ξ¯,0} = ξ+ ≤ 1 and max{−ξ¯,0} = ξ− ≤ 1
hold after normalizations, which in turn ensure the lower-
bound (18) and the upper-bound (19). In this sense, ξ¯ can
be understood as the primitive uncertainty that is independent
of external variables pˆ and essentially induces randomness
of ξ. Because the distribution of ξ¯ may have an intrinsic
complicated structure, we propose to use the SVC-based
uncertainty set to excavate its support information from a set
of data samples {ξ¯(i)}Ni=1:
ξ¯ = ξ+ − ξ− ∈ Dξ¯, (23)
where
Dξ¯ =
{
ξ¯
∣∣∣∑
i∈SV αi‖Q(ξ¯ − ξ¯
(i)
)‖1 ≤ θ
}
. (24)
By summarizing the above results, we can arrive at the
following expression of the conditional uncertainty set to
deliberately describe the distribution of precipitation forecast
error ξ:
Dξ(pˆ) =
{
ξ ∈ RH
∣∣∣∣∣ ξ = C(pˆ)ξ
+ −D(pˆ)ξ−
ξ+ − ξ− ∈ Dξ¯, 0 ≤ ξ+, ξ− ≤ 1
}
.
(25)
Since Dξ¯ is a polytope, it can be easily deduced that Dξ(pˆ)
is also a polytope.
We point out that the proposed conditional uncertainty set
also applies to uncertainties that arise from predictions of some
discrete events with bounded intensities, e.g. cloud cover and
building occupancy, provided that historical forecast and mea-
surement data are available. In such cases, prediction errors
also manifest asymmetric and dependent structures that are
similar to precipitation prediction errors; hence, the proposed
conditional uncertainty set enjoys generality in certain degrees.
Up to now, we can formulate the uncertainty set W of
disturbance sequence w based on the Minkowski sum of two
elementary uncertainty sets for η and ξ. Because w = ξ− η,
we have w ∈ W = Dξ(pˆ) + (−Dη), which is obviously a
polytope whose parameters depend on pˆ as well.
IV. DATA-DRIVEN TUNING OF UNCERTAINTY SETS AND
PERFORMANCE GUARANTEES
In this work, uncertainty sets are constructed in a data-
driven manner. Therefore, their performance is of crucial
importance in DDRMPC. A general criterion to certificate the
performance of an uncertainty set D is called the (1 − )-
prediction set [32], which can be precisely expressed as
P{w ∈ D} ≥ 1 − . However, because data sampling is
prone to randomness, the constructed data-driven uncertainty
set D itself is random. Therefore, we wish to make sure that
6the data-driven uncertainty set D is a (1 − )-prediction set
with a suitably large confidence 1−β, which can be formally
described as:
PD {P {w ∈ D} ≥ 1− } ≥ 1− β, (26)
where the outmost probability PD{·} refers to the probability
of constructing the data-driven uncertainty set D, and the
innermost probability P{·} is taken respect to uncertainty w
itself.  and β are user-specified parameters. Typically, one
could set  to be 0.05 or 0.10, and β to be smaller than 10−3.
To attain the performance guarantee (26), we adopt the
training-calibration procedure developed by [32] to further
tune the size of the uncertainty set based on an independent
set of calibration samples. It assumes that the uncertainty set
can be parameterized as D = {w|y(w) ≤ θ}, where y(·) is a
scalar function; meanwhile, all available data samples have
been split into a training dataset and a calibration dataset.
After initially determining y(·) with the training dataset, the
value of θ in D is then refined based on the calibration dataset
{w(i)calib}Ncalibi=1 of cardinality Ncalib according to the following
rule:
θ , max
1≤i≤Ncalib
{
y
(
w
(i)
calib
)}
. (27)
If the number of calibration data satisfies Ncalib ≥
log β/ log(1− ), then the performance guarantee (26) can be
secured for the uncertainty set D with the value of θ calibrated
according to (27) [33]. Therefore, this strategy can be directly
applied to Dη , since the size of SVC-based uncertainty set
in (16) is governed by only one parameter θ, and the scalar
function y(·) corresponds to the LHS of the constraint in (16).
This yields the following performance guarantee for Dη:
PDη {P {η ∈ Dη} ≥ 1− } ≥ 1− β. (28)
As for the conditional uncertainty set Dξ(pˆ) for ξ, notice
that we only need to ensure the same performance guarantee
for Dξ¯, which is also an SVC-based uncertainty set. There-
fore, the training-calibration strategy can be trivially applied.
According to (22) and (25), if
PDξ¯
{
P
{
ξ¯ ∈ Dξ¯
} ≥ 1− } ≥ 1− β, (29)
is satisfied, it can be easily deduced that the performance
guarantee
PDξ(pˆ) {P {ξ ∈ Dξ(pˆ)} ≥ 1− } ≥ 1− β, (30)
will hold as well.
Since the uncertain disturbance sequence w in (4) is com-
prised of evapotranspiration forecast errors and precipitation
forecast errors, which are described by two individual data-
driven uncertainty sets, we are specifically interested in how
well the distribution of w is described by W = Dη +
(−Dξ(pˆ)) in a probabilistic sense. Next, we provide the fol-
lowing theorem to establish appropriate performance guarantee
for the Minkwoski sum of two data-driven uncertainty sets.
Theorem 1: Let Dη and Dξ(pˆ) be data-driven uncertainty
sets of evapotranspiration forecast error η and precipitation
forecast error ξ, respectively. If Dη and Dξ(pˆ) admit their
respective performance guarantees:
PDη {P {η ∈ Dη} ≥ 1− 1} ≥ 1− β1, (31)
PDξ(pˆ) {P {ξ ∈ Dξ(pˆ)} ≥ 1− 2} ≥ 1− β2, (32)
then the following performance guarantee for the data-driven
uncertainty set W = Dη + (−Dξ(pˆ)) holds:
PW {P {w = η − ξ ∈ W} ≥ 1− } ≥ 1− β, (33)
where  = 1 + 2, β = β1 + β2.
Proof: See the supplementary document.
Theorem 1 indicates that, it suffices to endow uncertainty
sets Dη and Dξ(pˆ) with performance guarantees separately,
and then (26) will be automatically ensured. Given  and β,
one could trivially set 1 = 2 = /2, β1 = β2 = β/2.
V. TRACTABLE APPROXIMATIONS WITH GENERALIZED
AFFINE DISTURBANCE FEEDBACK LAW
A. Generalized Affine Disturbance Feedback
Optimizing the infinite-dimensional closed-loop policy
pi(w) in the RMPC problem (12) typically leads to an in-
tractable problem. This motivates the use of the affine dis-
turbance feedback (ADF) policy as a tractable approximation
[34], [35], [36]:
pit(w) :=
∑t−1
j=0
Mt,j(ξj − ηj) + ht, t ∈ N1:H (34)
where pit(w) is restricted to depend linearly on all past distur-
bances. The ADF admits the following compact expression:
pi(w) = Mw + h = M(ξ − η) + h, (35)
where
M =

0 0 · · · 0
M1,0 0 · · · 0
...
...
. . .
...
MH,0 MH,1 · · · 0
 , h =

h0
h1
...
hH
 . (36)
The causality of ADF policy is secured by the lower-triangular
structure of M. It has been proved in [34] that ADF is
identical to state feedback policy, which typically leads to
non-convex optimization problems that are difficult to tackle
online. In contrast, under ADF the optimal control problem
(12) of RMPC becomes the following optimization problem,
with coefficients M and h in ADF being decision variables:
min
M,h
JH(x,M(ξ − η) + h)
s.t. Fx [Ax0 + (BuM+Bw)(ξ − η) +Buh+Bvv] ≤ fx,
∀η ∈ Dη, ξ ∈ Dξ(pˆ)
Fu [M(ξ − η) + h] ≤ fu, ∀η ∈ Dη, ξ ∈ Dξ(pˆ)
(37)
which can be further reformulated as a convex optimization
problem using robust optimization techniques if JH(·, ·) is
convex [34]. Despite of these merits, the ADF policy is
inevitably prone to suboptimality. As a matter of fact, w can
7be expressed as a linear combination of the lifted uncertainties
ξ+, ξ− and η:
w = ξ − η = C(pˆ)ξ+ −D(pˆ)ξ− − η. (38)
Then we can make further improvement by enforcing affine
dependence of pi(·) directly on ξ+, ξ− and η:
pit(w) :=
∑t−1
j=0
(
M+t,jξ
+
j +M
−
t,jξ
−
j + Lt,jηj
)
+ ht, (39)
which is termed as generalized affine decision rule (GADF)
based on lifted uncertainties [37], [38]. The GADF also allows
for a compact expression:
pi(w) = M+ξ+ +M−ξ− + Lη + h, (40)
where M+, M− and L are lower-triangular matrices with all
diagonal elements being zeros, thereby ensuring the causality
of GADF. By imposing dependence of GADF on lifted un-
certainties, the conservatism of approximations can be further
reduced [37], [38]. For this reason, the GADF policy is
adopted in this work, which yields the following optimization
problem:
min
h,M+
M−,L
JH(x,M
+ξ+ +M−ξ− + Lη + h)
s.t. Fx
[
Ax0 + (BuM
+ +BwC(pˆ))ξ
+ + (BuL−Bw)η
+ (BuM
− −BwD(pˆ))ξ− + Buh+Bvv] ≤ fx,
∀η ∈ Dη, ξ+ − ξ− ∈ Dξ¯, 0 ≤ ξ+, ξ− ≤ 1
Fu
(
M+ξ+ +M−ξ− + Lη + h
) ≤ fu,
∀η ∈ Dη, ξ+ − ξ− ∈ Dξ¯, 0 ≤ ξ+, ξ− ≤ 1
(41)
where M+,M−,L,h become decision variables to be opti-
mized. The advantage of GADF over ADF can be formally
demonstrated in terms of the following theorem.
Theorem 2: For every possible feasible solution {M,h} of
problem (37), there always exists a solution {M+,M−,L,h}
that is feasible for problem (41) and has the same objective
value.
The proof can be made in a similar spirit to that of
Proposition 3 in [38], and is hence omitted here for brevity.
Theorem 2 indicates that solving the GADF-induced problem
(41) yields at least as good results as solving the classic ADF-
induced problem (37). In this way, the conservatism brought
by ADF approximation can be possibly reduced.
B. Tractable Reformulations of Robust Constraints
Next, we provide results to deal with the tractability of
robust state and input constraints in the problem (41). Since
the left hand side (LHS) of each constraints is linear in the
lifted uncertainties ξ+, ξ− and η, it can be regarded as a
worst-case maximization problem with the objective being
linear in ξ+, ξ− and η. Therefore, we only need to transform
the associated worst-case optimization problems into their
equivalent minimization problems, which are also referred to
as robust counterparts, thereby ensuring the tractability of (41).
Because η is decoupled from ξ+ and ξ− in the LHS of all
input and state constraints in (41), we first deal with worst-
case problems related to η. To this end, we adopt the following
lemma from literature, which is in fact the tractability result
of the SVC-based uncertainty set.
Lemma 1 [2]: The worst-case performance on the SVC-
based uncertainty set, which is the optimal value of the
following problem
max
η
aTη
s.t.
∑
i∈SV αi‖Q(η − η
(i))‖1 ≤ θ
(42)
is equal to the optimal value of the following linear program
(LP):
min
µi,λi,k
∑
i∈SV(µi − λi)
TQη(i) + kθ
s.t.
∑
i∈SV Q(λi − µi) + a = 0
λi + µi = k · αi · 1, ∀i ∈ SV
λi,µi ≥ 0, k ≥ 0
(43)
As with the lifted uncertainties ξ+ and ξ−, we establish
the following theorem in this paper to address the tractability
issue.
Theorem 3: The optimal value of the worst-case maximiza-
tion problem
max
ξ+,ξ−
aTξ+ + bTξ−
s.t.
∑
i∈SV αi‖Q(ξ
+ − ξ− − ξ¯(i))‖1 ≤ θ
0 ≤ ξ+, ξ− ≤ 1
(44)
is equal to that of the following LP:
min
µi,λi,r,s,k
∑
i∈SV(µi − λi)
TQξ¯
(i)
+ (r+ s)T1+ kθ
s.t.
∑
i∈SV Q(µi − λi) + r ≥ a∑
i∈SV Q(λi − µi) + s ≥ b
λi + µi = k · αi · 1, ∀i ∈ SV
λi,µi, r, s ≥ 0, k ≥ 0
(45)
Proof: See the supplementary document.
Therefore, both input and state constraints in (41) can be
recast as a series of linear inequalities and equalities, with
additional decision variables involved. Finally, if the objective
JH(x,pi) is convex in pi, we are able to reformulate (41) as
a convex optimization problem that can be readily solved in
practice, thereby ensuring the practicability of DDRMPC.
VI. SIMULATED CASE STUDIES
A. Problem Description
In this section, we carry out closed-loop simulation case
studies based on real weather condition data collected at Des
Moines, Iowa, US to validate performances of different control
methods. In the dynamic model (1), the sampling interval is
set as 6 h, and the value of c is determined as 0.025. Historical
weather condition data from May 2017 to Oct. 2017 have been
8collected from [29], based on which closed-loop simulations
are performed.
In this work, our control goal is to maintain the soil moisture
above a safety level xmin = 30 mm with minimum water
usage under the maximum water supply umax = 10 mm. More
general goals can also be designed to achieve efficient control
of crop yield, growth rate, disease and quality. We employ two
MPC techniques, i.e. the proposed DDRMPC and the certainty
equivalent MPC (CEMPC), where the prediction horizon of
the dynamic model (4) has H = 8 intervals. To minimize
water usage, we use the expected cost function (15) with cost-
to-go function l(x, u) = uTu and terminal cost lf (x) = 0,
and various constraints can be systematically incorporated
in the MPC framework. To optimize the system behavior
in the near future, forecasts of both evapotranspiration and
precipitation are needed, while in CEMPC, it is assumed that
all forecasts are accurate. We collect 48-hour ahead forecast
data for 6-hour cumulative precipitations pˆ from [29]. As for
evapotranspiration forecast eˆ, we adopt the simple prediction
model established in [39]:
eˆt = Γc × RA×
√
TD (Tt + 17.8
oC) , (46)
where Γc is a crop-specific parameter. In this work, the Alta
fescue grass is considered and the value of Γc is set as 0.0023
accordingly [39]. RA stands for the extraterrestrial radiation,
which is in the same unit as eˆt. TD denotes the annual average
daily temperature difference, which can be derived from local
meteorological data, and Tt is the average outdoor temperature
during the tth time period. Since outdoor temperature forecasts
for Tt are also available from [29], predictions of future
evapotranspiration eˆ can be readily obtained based on (46).
Note that the proposed DDRMPC framework is compatible not
only with the evapotranspiration forecast model (46) but also
with more general models, because the uncertainty is described
in a data-driven manner. Here the forecast model (46) merely
serves as a simple example, and in practice one can use
more flexible models based on other micro-meteorological
and environmental factors such as cloud cover and relative
humidity to improve the accuracy.
To establish two data-driven uncertainty sets in DDRMPC,
we collect both forecast data and measurement data from May
2016 to Oct. 2016, which yields 729 scenarios in total for
forecast errors η and ξ. We set  = 0.05 and β = 10−4,
which indicate that with 99.99% confidence, the data-driven
uncertainty set covers 95% of probability mass of uncertainty.
It leads to 1 = 2 = 0.025 and β1 = β2 = 5 × 10−5,
and hence Ncalib = 387 samples are used as calibration
data. The rest 342 data samples are used for training SVC
models and deriving initial data-driven uncertainty sets. In
the conditional uncertainty set Dξ(pˆ), the maximum 6-hour
cumulative precipitation amount in each time period is set as
pmax = 50 mm. It is worth mentioning that, user-specified
parameters such as pmax, xmin and umax can also be adjusted
flexibly in order to account for time-varying seasonal factors.
Finally, optimal control problems of both proposed
DDRMPC and CEMPC can be cast as QPs. The numerical
solver cvx in MATLAB [40] is adopted and all computations
are carried out on a desktop computer with an Intel Core
i7-6700 processor at 3.40 GHz and 32 GB of RAM. After
deriving the optimal solution, only the first control decision is
implemented onto the irrigation system, and this procedure is
repeated in a receding horizon manner.
B. Setups for Generic Control Strategies
In addition to two MPC techniques, two classic irrigation
control strategies, i.e. the simple open-loop control [41] and
the rule-based control [42], are also implemented in the
simulations for a comprehensive comparison. In the open-loop
control, the irrigation amount is scheduled weekly according
to the criterion ut+τ ≡ max{b − axt, 0}, ∀τ ∈ N0:27. It
indicates that the irrigation amount in the upcoming week
(7 × 4 = 28 time periods in total) is pre-determined based
on the soil moisture level at the beginning, and the lower
the soil moisture level xt, the larger the irrigation amount
ut+τ (0 ≤ τ ≤ 27). Coefficients a and b are fine-tuned to
minimize total water usage while maintaining zero probability
of constraint violations, and the results under different coeffi-
cient values are shown in Fig. 4. Accordingly, coefficients are
chosen as a = 0.07 and b = 6.4 mm.
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Fig. 3. Heat maps of average violation probability and total irrigation amount
in the open-loop control.
In the rule-based control, after the soil moisture level is
detected to fall below a certain threshold δ, a constant amount
of water C will be supplied, that is,
ut =
{
C, if xt ≤ δ
0, if xt > δ
(47)
Control performances induced by different parameters values
of {δ, C} are reported in Fig. 4. We choose parameters that
can safely maintain soil moisture above 30 mm with minimum
water usage. According to Fig. 4, the threshold δ and the
irrigation amount C is determined as 33 mm and 3 mm,
respectively.
C. Results and Discussions
We report control performances of simulations from May
2017 to Oct. 2017 under four different control strategies,
namely the open-loop control, the rule-based control, CEMPC
and DDRMPC. In Fig. 5, state profiles of soil moisture levels
are plotted, where the soil moisture lies in a low level most
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Fig. 4. Heat maps of average violation probability and total irrigation amount
in the rule-based control.
of the time, and increases abruptly when there is heavy
precipitation. However, after the precipitation ends, the soil
moisture level tends to decrease due to the effect of runoff
and deep percolation. We can observe that the open-loop
control yields the worst performance, whereas the proposed
DDRMPC and CEMPC can operate the system much closer
to the safety level (30 mm) than the rule-based control. It
indicates that it is necessary to apply closed-loop irrigation
control methods, and further incorporating meaningful infor-
mation of weather forecast in closed-loop control is helpful
for improving performance. In addition, CEMPC induces the
least conservative control decisions. This is also justified by
statistics with respect to monthly irrigation amounts, which
are reported in Table I. This is reasonable because CEMPC
assumes forecasts to be precise and provides no allowance
for robustness. Therefore, when weather forecast predicts
the possibility of precipitation in the near future, CEMPC
provides less water supply confidently with the aim to avoid
unnecessary water usage.
Table II further shows water losses due to runoff and
percolation of different control strategies, where CEMPC leads
to the least water loss in each month. This is because CEMPC
maintains the soil moisture at a lower level, thereby effectively
reducing the effect of runoff and percolation, which is propor-
tional to the soil moisture level. Nevertheless, a fatal limitation
of CEMPC is that, it fails to provide sufficient protection for
constraints on soil moisture levels. In Table III, probabilities
of state constraint violations in each month are calculated
and reported. It can be seen that the proposed DDRMPC
and rule-based control strategy can always maintain the soil
moisture level above 30 mm, whereas constraint violations
frequently occur for CEMPC, which are particularly harmful
for crop quality and productivity, and even result in a complete
loss of crops. When heavy precipitation is predicted, CEMPC
reduces the irrigation amount with the aim to fully utilize
future precipitations. However, if the real precipitation amount
turns out to be smaller than its forecast value, soil moisture
deficiency will occur.
From these comparisons, the merits of the proposed
DDRMPC can be explained as that, by extracting useful in-
formation from historical uncertainty data, a desirable balance
is made between utilizing precipitation for reducing water
usage and hedging against uncertainty in the forecast error.
Although the open-loop control and the rule-based control
achieve zero probabilities of moisture deficit, a large water
consumption is inevitable. Compared to open-loop control,
we can save 40% of water consumption by utilizing forecast
information in the control horizon, while still maintaining soil
moisture above the safety levels. In comparison with closed-
loop control strategies, improved control performances can
also be obtained by DDRMPC, mainly because DDRMPC
desirably provides a certain degree of robustness. Although
DDRMPC consumes slightly more water than CEMPC, it
eventually pays off because a satisfactory performance is
achieved in safeguarding soil moisture level constraints under
disturbances, which is particularly important to ensure crop
quality and yield. In this sense, by using data information, the
proposed DDRMPC can achieve a desirable tradeoff between
using forecast information for saving water, and hedging
against uncertainty in forecast error. In general, poorer forecast
accuracy leads to larger uncertainty in forecast errors. In
response to this increased uncertainty, DDRMPC provides
more conservative decisions to ensure tight constraints that
significantly influence crop quality and yield.
Next, we investigate control performances of classic RMPC
strategies, where the generic norm-based uncertainty set
w ∈ W = {w |‖w‖1 ≤ Ω} , (48)
and the ADF policy are adopted in the optimal con-
trol problem (12). Here different budget parameters Ω
are used in the uncertainty set (48), that is, Ω ∈
{0, 0.01, 0.05, 0.1, 0.25, 0.5, 1, 1.5, 2}, thereby giving rise to
a variety of tradeoffs between efficiency and robustness.
Hence, the overall control performances in terms of average
probability of constraint violations and total irrigation amount
in 2017 are plotted and compared against DDRMPC in Fig.
6. Note that when Ω = 0, RMPC will reduce to CEMPC,
which assumes perfect forecasts and hence brings frequent
constraint violations. With the value of Ω increasing, the
size of W becomes larger, which brings more robustness
and hence continually reduces the probability of moisture
deficiencies at the price of more water to be consumed
for irrigation. However, its performance is much worse than
that of DDRMPC. Fig. 6 indicates that in order to ensure
zero probability of constraint violations, we need to choose
Ω = 2, resulting in the total irrigation amount of 875.94 mm,
which is higher than DDRMPC. This is because in generic
RMPC, the uncertainty set with a fixed shape is adopted to
delineate the support of uncertainties, thereby falling short
of capturing the dependence of distribution on forecast val-
ues and leading to over-conservative solutions. For example,
when the forecast states no precipitation in the near future,
the worst-case uncertainty w shall have a small magnitude.
In this case, a fixed uncertainty set inevitably incorporates
excessive large uncertainty and leads to over-conservatism.
This clearly demonstrates that by actively learning uncertainty
information from data and elaborately designing uncertainty
sets for various forecast errors, the conservatism of RMPC can
be considerably reduced and hence better control performance
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Fig. 5. Soil moisture levels under different control strategies.
TABLE I
IRRIGATION AMOUNTS IN 2017
May Jun. Jul. Aug. Sep. Oct. Total
Open-Loop Control (mm) 234.00 300.00 283.00 226.00 268.00 92.00 1403.00
Rule-Based Control (mm) 123.00 201.00 216.00 150.00 135.00 57.00 882.00
CEMPC (mm) 115.20 196.64 209.03 141.11 131.12 47.32 840.42
SP Tracking MPC (mm) 121.96 199.47 219.24 146.14 134.44 52.51 873.75
DDRMPC (mm) 118.03 199.46 210.62 144.42 133.12 50.63 856.28
DDRMPC under ADF Policy (mm) 118.17 199.67 210.64 144.55 133.24 50.78 857.05
TABLE II
WATER LOSS DUE TO RUNOFF AND PERCOLATION AMOUNTS IN 2017
May Jun. Jul. Aug. Sep. Oct. Total
Open-Loop Control (mm) 213.64 178.94 193.07 207.02 198.32 213.59 1204.58
Rule-Based Control (mm) 125.90 101.95 109.25 127.51 118.14 122.25 705.00
CEMPC (mm) 120.81 95.96 103.29 120.80 111.47 114.49 666.82
SP Tracking MPC (mm) 124.61 101.76 110.54 126.12 116.97 117.57 697.57
DDRMPC (mm) 123.10 98.28 105.37 123.76 113.42 118.21 682.14
DDRMPC under ADF Policy (mm) 123.25 98.39 105.49 123.88 113.49 118.37 682.87
can be obtained by DDRMPC, thereby demonstrating the value
of data in control design.
840 850 860 870 880
Total Irrigation Amount (mm)
0
2
4
6
8
10
12
14
16
Av
g.
 P
ro
b.
 o
f M
oi
st
ur
e 
De
fic
it 
(%
) RMPC with Norm-Based Set
DDRMPCCEMPC
Budget Parameter  Ω = 2
Fig. 6. Overall control performance comparison between classic RMPC with
norm-based sets and DDRMPC in 2017.
We provide more details to comprehensively illustrate the
practicability of implementing the proposed DDRMPC frame-
work. The computational complexities of solving optimization
problems in various MPC methods are reported in Table IV.
Compared with CEMPC and RMPC with Ω = 2, the optimal
control problem is more complicated in DDRMPC because a
large number of Lagrange multipliers have been introduced
to transform the infinite-dimensional problem into its robust
counterpart. However, the computation is still thrifty since
all constraints can still be cast as linear inequalities and
equalities in the light of GADF, which can be readily handled
by convex programming techniques. The average CPU time
for DDRMPC is only 1.18s, which is acceptable in practice
since it suffices to finish the optimization procedure within the
sampling interval of 6 h.
We also examined the control performance of a carefully
tuned set-point (SP) tracking MPC, with the SP chosen as
33 mm. The resulting statistics are reported in Tables I, II,
and III. Although its performance is better than that of rule-
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TABLE III
PROBABILITIES OF CONSTRAINT VIOLATIONS IN 2017
May Jun. Jul. Aug. Sep. Oct. Average
Open-Loop Control (%) 0 0 0 0 0 0 0
Rule-Based Control (%) 0 0 0 0 0 0 0
CEMPC (%) 8.06 21.67 23.38 15.32 17.50 5.98 15.36
SP Tracking MPC (%) 0 0 0 0 0 0.85 0.14
DDRMPC (%) 0 0 0 0 0 0 0
DDRMPC under ADF Policy (%) 0 0 0 0 0 0 0
TABLE IV
COMPUTATIONAL COMPLEXITIES OF DIFFERENT MPC APPROACHES
CEMPC DDRMPC RMPC (Ω = 2)
# of Variables 27 4,247 147
# of Constraints 9 2,137 45
Avg. CPU Time (s) 0.26 1.18 0.36
based control, with nearly zero violation probability, it still
consumes more water than DDRMPC. Meanwhile, to seek a
good performance and avoid constraint violations, one needs
to carefully specify the SP as a key parameter. However, the
relation between the SP and the violation probability is not
clear. By contrast, DDRMPC yields a more convenient data-
driven way to adjust parameters ( and β) and control the
conservatism.
Finally, we make a further comparative study to uncover the
advantages of using GADF as the approximated control law.
For comparison, the ADF policy (34) is adopted, and we can
still formulate the robust optimal control problem and translate
it into an equivalent tractable robust counterpart. Under control
law obtained in this way, closed-loop simulations have been
carried out, and the results are reported in Tables I-III as
well. It can be seen that under the ADF policy, a slightly
worse control performance is obtained due to heavier water
usage and increased water loss. This is because the suboptimal
solution obtained by ADF approximation is always not better
than that obtained by GADF approximation, thereby revealing
the advantages of GADF policies.
VII. CONCLUSIONS AND RECOMMENDATIONS
In this paper, we develop a novel DDRMPC framework
for efficient irrigation control. To optimize trajectory of future
soil moisture levels and minimize water usage, predictions
of evapotranspiration and precipitation are considered in the
RMPC framework. To better capture the support of uncer-
tainty distribution, we use two data-driven uncertainty sets
to characterize possible realizations of evapotranspiration and
precipitation forecast errors. For evapotranspiration forecast
error, the SVC-based uncertainty set is adopted, which can be
conveniently built from historical data. Because precipitation is
a rare event with bounded intensities, we proposed the notion
of conditional uncertainty set to describe the dependence of
distributions of forecast errors on forecast values. To endow
uncertainty sets with appropriate probabilistic guarantees, a
practical training-calibration procedure is employed. GADF
is adopted to approximately and efficiently solve the induced
optimization problems in DDRMPC. The closed-loop simu-
lation results demonstrate that, by actively learning uncer-
tainty information from historical data, DDRMPC can reliably
maintain soil moisture above the safety level and avoid crop
devastation, with total water consumption reduced by 40%
compared to the fine-tuned open-loop control strategy. It also
achieves significant improvements in control performance in
comparison with classic carefully tuned rule-based control and
certainty equivalent model predictive control.
In future work, more efforts could be made in incorporating
more economic and environmental indices into control objec-
tives and constraints. Another direction is to investigate tree
crops of higher values, where the central focus is placed on
the crop quality rather than the yield. The key issue arises
from the complicated mechanistic models of tree crops, where
biological and physical mechanisms are highly nonlinear and
hence pose challenges in real-time optimizations.
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Supplementary Document for “Robust Model
Predictive Control of Irrigation Systems with Ac-
tive Uncertainty Learning and Data Analytics”
This supplementary document includes funda-
mentals of support vector clustering (SVC) and
proofs of Theorem 1 and Theorem 3.
PART I: FUNDAMENTALS OF SUPPORT VECTOR
CLUSTERING (SVC)
SVC maps data w into a high-dimensional feature
space based on a nonlinear mapping φ(w). Given N
data samples {w(1), · · · ,w(N)}, a circle with min-
imal volume is sought in the feature space, which
encompasses most data samples. This is achieved
by solving the following problem:
min
c,R,ζ
R2 +
1
Nν
N∑
i=1
ζi
s.t. ‖φ(w(i))− c‖2 ≤ R2 + ζi, i = 1, · · · , N
ζi ≥ 0, i = 1, · · · , N
(49)
where c and R are the center and the radius of
the circle. Nonnegative auxiliary variables {ζi ≥ 0}
are introduced to indicate data violations of the
circle. The objective in (49) aims to simultaneously
minimize the volume of the circle and penalize
outliers with ζi > 0. The regularization parameter
0 < ν < 1 is responsible for balancing between
two discrepant goals. The dual problem of (49) is
essentially a QP [1]:
max
α
−
N∑
i=1
N∑
j=1
αiαjK(w
(i),w(j)) +
N∑
i=1
αiK(w
(i),w(i))
s.t. 0 ≤ αi ≤ 1/Nν, i = 1, · · · , N
N∑
i=1
αi = 1
(50)
where {αi} are Lagrange multipliers, and
K(w(i),w(j)) = φ(w(i))Tφ(w(j)) stands for
the kernel function, which is the inner product
between two nonlinear mappings. For data-driven
robust optimization, WGIK is proposed by [2]:
K(w,v) = δ − ‖Q(w − v)‖1, (51)
where δ is a sufficiently large number, Q = Σ−1/2
and Σ is the covariance of w. After solving (50),
the enclosing circle in the feature space can be
established, which yields the data-driven uncertainty
set in the data space:
D = {w ∣∣‖φ(w)− c‖2 ≤ R2}
=
{
w
∣∣∣∣∣∑
i∈SV
αi‖Q(w −w(i))‖1 ≤ θ
}
(52)
where
SV = {i |αi > 0, 1 ≤ i ≤ N } , (53)
θ =
∑
i∈SV
αi‖Q(w(i′) −w(i))‖1, i′ ∈ BSV, (54)
BSV = {i |0 < αi < 1/Nν, 1 ≤ i ≤ N } . (55)
PART II: PROOF OF THEOREM 1
It holds that:
P {w ∈ W}
= P {η − ξ ∈ Dη + (−Dξ(pˆ))}
≥ P {η ∈ Dη and ξ ∈ Dξ(pˆ)}
≥ P {η ∈ Dη}+ P {ξ ∈ Dξ(pˆ)} − 1
(56)
where the last inequality is due to a well-known
probability inequality. Therefore, the simultaneous
occurrence of two events P {η ∈ Dη} ≥ 1− 1 and
P {ξ ∈ Dξ(pˆ)} ≥ 1− 2 indicates that the event
P {η − ξ ∈ Dη + (−Dξ(pˆ))} ≥ 1− 1− 2 = 1− 
(57)
occur consequently. Therefore, we have
PW {P {η − ξ ∈ Dη + (−Dξ(pˆ))} ≥ 1− }
≥ PW {P {η ∈ Dη} ≥ 1− 1 and P {ξ ∈ Dξ(pˆ)} ≥ 1− 2}
≥ PDη {P {η ∈ Dη} ≥ 1− 1}
+ PDξ(pˆ) {P {ξ ∈ Dξ(pˆ)} ≥ 1− 2} − 1
= 1− β1 − β2
= 1− β
(58)
This completes the proof.
PART III: PROOF OF THEOREM 3
By introducing auxiliary variable {ρi, i ∈ SV},
we first recast the primal optimization problem as:
max
ξ+,ξ−,ρi
aTξ+ + bTξ−
s.t.
∑
i∈SV
αi · ρTi 1 ≤ θ
− ρi ≤ Q(ξ+ − ξ− − ξ¯(i)) ≤ ρi, ∀i ∈ SV
0 ≤ ξ+, ξ− ≤ 1
(59)
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The associated Lagrangian can be written as:
L(ξ+, ξ−,ρi, r, s,µi,λi, k)
= aTξ+ + bTξ− + rT(1− ξ+) + sT(1− ξ−)
+
∑
i∈SV
µTi
[
ρi −Q(ξ+ − ξ− − ξ¯(i))
]
+
∑
i∈SV
λTi
[
ρi + Q(ξ
+ − ξ− − ξ¯(i))
]
+ k
[
θ −
∑
i∈SV
αi · ρTi 1
]
(60)
where r ≥ 0, s ≥ 0,µi ≥ 0,λi ≥ 0, k ≥ 0 are the
Lagrange multipliers. Therefore, the dual function
is given by:
g(r, s,µi,λi, k)
= max
ξ+≥0,ξ−≥0,ρi
L(ξ+, ξ−,ρi, r, s,µi,λi, k)
=
∑
i∈SV
(µi − λi)TQξ¯(i) + (r + s)T1 + kθ
(61)
when complementary conditions∑
i∈SV
Q(µi − λi) + r ≥ a, (62)∑
i∈SV
Q(λi − µi) + s ≥ b, (63)
λi + µi = k · αi · 1, ∀i ∈ SV (64)
are satisfied. Otherwise, g(pi+,pi−, ,µi,λi, k) =
+∞. This yields the dual optimization problem.
Due to the compactness of the feasible region of
the primal problem as well as the strong duality of
linear programs, the objective values of the primal
and the dual are identical. This completes the proof.
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