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The	RMDFT	functional derived	by	applying	the	EDA	to	the	reference	HS	system	
In this study, we applied the effective-density approximation (EDA)[1] to the excess intrinsic 
free-energy functional for the reference HS system  in the RMDFT. It is relatively easy to 
perform the RMDFT calculation of the SFE if the EDA functional is employed as ; it is 
because, the EDA functional is much simpler than the one obtained by, for example, the 
fundamental measure theory (FMT)[2] or its modified versions.[3,4] We believe that the values of SFE 
obtained by the RMDFT would not significantly be affected by the difference in the details of the 
FHSex n[ ]
FHSex n[ ]
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free energy functional that is applied to the reference HS fluid, but rather depend on the HS diameter 
of the reference system. 
Equation (14) is rewritten as follows if one uses the EDA functional for : 
∆𝐺!"#$ = − 1𝛽 𝑑r!!!!!! 𝑛! r!! 𝑈!!" − 𝑛! + 𝑑r!O 𝑛O r!O 𝑈!!" 𝑓!" 𝑛O!"" r!O 𝑛O − 𝑛!𝑓!" 𝑛!− 𝑑r!O 𝑛O r!O 𝑈!!" 𝑓!" 𝑛O!"" r!O 𝑛O
+ 𝑑r!O𝑊OO r!O − r!O 𝑛O r!O 𝑈!!" 𝑓!"! 𝑛O!"" r!O 𝑛O
− 𝑛! 𝑓!" 𝑛! + 𝑛!𝑓!"! 𝑛! 𝑑r!O𝑊OO r!O − r!O
+ 𝑛!𝛽 𝑑r!!𝑑r!!!!!!
!
!!! 𝐶!"!" r!! − r!! 𝑛! r!! 𝑈!!" − 𝑛!+ 12𝛽 𝑑r!!𝑑r!!!!!!
!
!!! 𝐶!"!" r!! − r!! 𝑛! r!! 𝑈!!" − 𝑛! 𝑛! r!! 𝑈!!" − 𝑛!  
           (A1) 
Here, 𝑓!"! 𝑛  is the first derivative of 𝑓!" 𝑛 , which is the excess free energy of the HS system per particle. 
A highly accurate expression for 𝑓!" 𝑛 , obtained from the Carnahan–Starling (CS) equation of state,[5,6] is 
available: 
𝑓!" 𝑛 ≡ !!"!"! = !! ! !!!!!!! ! ,       (A2) 
𝜂 = 𝜋𝑛! 𝑑!" ! 6,        (A3) 
where 𝑑!" is the diameter of the reference HS fluid. 𝑛O!"" r!O 𝑛O  in equation (A1) is defined by the EDA 
excess intrinsic free-energy functional for the reference HS system: 
𝐹!"!" 𝑛! = 𝑑r!O 𝑛O r!O 𝑈!!" 𝑓!" 𝑛O!"" r!O 𝑛O ,     (A4) 
FHSex n[ ]
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where 𝑛O!"" r!O 𝑛O  is the effective density, which is assumed to be a functional of 𝑛O r 𝑈!!" . 
𝑛O!"" r 𝑛O  is approximated by the first-order density functional Taylor series expansion: 
𝑛O!"" r 𝑛O = 𝑛!+ 𝑑r!O𝑊OO r − r!O 𝑛O r!O 𝑈!!" − 𝑛! .    (A5) 
This expansion coefficient 𝑊OO 𝑟  appears in equation (A1) and is related to the second-order direct 
correlation function 𝐶!!!" 𝑟  for the reference HS fluid via 
𝑊OO k = −2𝛽𝑓!"! 𝑛! + 2𝛽𝑓!"! 𝑛! ! − 4𝑛!𝛽𝑓!"!! 𝑛! 𝐶!!!" 𝑘 2𝑛!𝛽𝑓!"!! 𝑛! ,  (A6) 
where 𝑊OO k  and 𝐶!!!" k  are the Fourier transforms of 𝑊!! 𝑟  and 𝐶!!!" 𝑟 , respectively, and 𝑓!"!! 𝑛  
is the second derivative of 𝑓!" 𝑛 . The density functional differentiation of 𝐹!"!" 𝑛!  appearing in equation 
(A1) is obtained from equation (A4) as follows: 
!!!"!" !!!!! r !!!" = 𝑓!" 𝑛O!"" r 𝑛O + 𝑑r!O𝑊OO r − r!O 𝑛O r!O 𝑈!!" 𝑓!"! 𝑛O!"" r 𝑛O . (A7) 
In this study, we calculated the site-site direct correlation functions 𝐶!" 𝑟  for bulk water and the 
site-density distribution functions of the solvent around the solute molecule 𝑛α r 𝑈!!"  using the 
1D-RISM-KH and 3D-RISM-KH integral equations [7,8], respectively. Before we calculate the SFE using 
equation (A1) with the sets of 𝐶!" 𝑟  and 𝑛α r 𝑈!!" , it is necessary to determine 𝑊OO 𝑟  or 
𝐶!!!" 𝑟  by solving the Ornstein-Zernike (OZ) integral equation,[5] in which the following EDA equation 
combined with the Percus’ relation [5,9] is used as the closure: 
𝐻!" 𝑟 = 𝑛 r 𝑈!"!" 𝑛! − 1,       (A8) 
𝑛 𝑟 𝑈!"!" = 𝑛!𝑒𝑥𝑝 −𝛽𝑈!" 𝑟 ,      (A9) 
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𝑈!" 𝑟 = 𝑈!"!" 𝑟 + 𝛿𝐹!"!" 𝑛𝛿𝑛 r 𝑈!"!" − 𝜇!"#$ 
      = 𝑈!"!" 𝑟 + 𝑓!" 𝑛O!"" 𝑟 𝑛O − 𝑓!" 𝑛!  
      = 𝑑r𝟏𝑊 r − r𝟏 𝑛 r𝟏 𝑈!"!" 𝑓!"! 𝑛O!"" r𝟏 𝑛 − 𝑛!𝑓!"! 𝑛! ,    (A10) 
𝐻!" 𝑘 = 𝐶!" 𝑘 + 𝑛!𝐶!" 𝑘 𝐻!" 𝑘 .      (A11) 
Here, 𝑈!"!" 𝑟  in the Percus’ relation in equation (A8) is equal to the interaction potential between HS 
particles of the reference system. 
 
3D-RISM	calculation	
We need the site-density distribution functions nα r UλPR{ }( )  to calculate the SFE using eq. (A1). In 
the present study, we employed the three-dimensional reference-interaction-site-model (3D-RISM) 
theory [7,8] to calculate nα r UλPR{ }( ) . 
The 3D-RISM theory is an integral equation theory that we can use to obtain the solvent 
distribution functions from the intermolecular potential functions and the thermodynamic conditions 
(i.e., temperature and density). It produces the distribution functions of the solvent molecules around 
the solute molecule. The calculations involved in this method have two steps. The first step is to 
calculate the pair correlation functions in the aqueous solution on the basis of the solvent-solvent 
1D-RISM theory,[10,11] which represents the microscopic structure of the distribution of the water 
molecules. In the second step, a solute molecule is immersed into the solvent and the 3D distribution 
 5 
functions of the solvent molecule are calculated using the 3D-RISM integral equations.   For an 
infinitely dilute solution, the solute-solvent 3D-RISM integral equations can be written as 
hˆγ (k) = cˆa (k)*σˆ aγ (k)
a=1
p
∑ + n0 cˆa (k)* Hˆaγ (k)
a=1
p
∑       (A12) 
Here, hˆγ (k)  and cˆγ (k)  are the Fourier transforms of hγ (r)  and cγ (r) , which are the 
solute-solvent total and direct correlation functions between the solute molecule and solvent site 
€ 
γ . 
It is noted that eq. (A12) contains the solvent-solvent total correlation function Hαγ (r) , which is 
defined by eq. (13) in the main text. Thus, one needs to solve eq. (13) before solving eq. (A12). We 
can calculate nα r UλPR{ }( )  from hγ (r)  using the Percus’ relation, 
nα r UλPR{ }( ) = n0 (hα (r)+1) .[12,13] 
 Equations (13) in the text and (A12) both have two unknown functions, namely, the total 
and direct correlation functions. Therefore, an additional equation is required to solve them. We 
employed partially linearized HNC (PLHNC) equation,[7] which is called Kovalenko-Hirata (KH) 
equations, [8] as the closure: 
Hαγ (r) =
exp(χαγ (r)) χαγ (r)<1
χαγ (r)−1 χαγ (r) ≥1
#
$
%
&%
χαγ (r) = −βvαγ (r)+Hαγ (r)−Cαγ (r)
      (A13) 
and 
hγ (r) =
exp(χγ (r)) χγ (r) <1
χγ (r)−1 χγ (r) ≥1
⎧
⎨
⎪
⎩⎪
χγ (r) = −βUγPR r r1λ{ }( )+ hγ (r)− cγ (r)
      (A14) 
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where vαγ (r)  is the intermolecular interaction potential between sites α  and γ  on the solvent 
molecule, and UγPR r r1λ{ }( )  is given by the external field caused by the solute molecule having  
interaction sites, 
,      (A15) 
where  is the intermolecular interaction potential between site  of the solvent molecule 
and site b of the solute molecule. We used eqs. (13) and (A13) for the first step and eqs. (A12) and 
(A14) for the second step. To solve the 1D-RISM and 3D-RISM integral equations, we respectively 
introduce the following difference functions: 
Tαγ (r) = Hαγ (r)−Cαγ (r)        (A16) 
and 
tγ (r) = hγ (r)− cγ (r)         (A17) 
The numerical procedure for the first/second step can be briefly summarized as follows. 
1. Calculate 
€ 
uαγ (r) /UγPR r r1λ{ }( )  at each 1D/3D grid point. 
2. Initialize Tαγ (r) / tγ (r)  to zero. 
3. Calculate Hαγ (r) /hγ (r)  using Eq. A13/A14. 
4. Calculate Cαγ (r) / cγ (r)  from Cαγ (r) = Hαγ (r)−Tαγ (r) /cγ (r) = hγ (r)− tγ (r) . 
5. Transform Cαγ (r) / cγ (r)  to Cˆαγ (k) / cˆγ (k)  using the 1D/3D fast Fourier transform 
(1D-FFT/3D-FFT). 
M
UαPR r r1λ{ }( ) = uαb r − r1λ( )
b=1
M
∑
uαb r( ) α
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6. Calculate Hˆαγ (k) / hˆγ (k)  using eq. 13/A12. 
7. Invert Hˆαγ (k) / hˆγ (k)  to Hαγ (r) /hγ (r)  using the 1D-FFT/3D-FFT. 
8. Calculate Tαγ (r) / tγ (r)  using Eq. A16/A17. 
9. Calculate the new Tαγ (r) / tγ (r)  from Tαγ (r) / tγ (r)  and its history using an acceleration method. 
10. Repeat steps 3–9 until the input and output functions become identical within the convergence 
tolerance.  
We had proposed a few acceleration methods for solving these integral equations. In this 
study, a modified version of the Anderson method was employed.[14] 
 
HS-diameter	dependence	of	the	SFEs	for	methane,	propane,	and	isobutane	 	
We investigated how the grid spacing used in the EDA calculation for the reference HS fluid affects 
the SFE value obtained by the RMDFT. Figure S1 shows HS-diameter dependences of the SFE for 
methane, propane, and isobutane calculated by the RMDFT using the grid spacing 0.01 and 0.00125 
Å in the EDA calculation of the reference HS fluid. In Fig. S1, the SFE values calculated by using 
the fine grid spacing of 0.00125 Å seem to be shifted by 0.05 Å toward the smaller value of dHS  
compared with those with the grid spacing of 0.01 Å. The optimal HS diameter by the fine grid 
spacing 0.00125 Å is determined as 2.875 Å that might correspond to the middle point between the 
discrete points of 2.87 and 2.88 Å provided by the grid spacing of 0.01 Å. Note that the radial 
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distribution function g r( )  obtained by the EDA calculation with the grid spacing of 0.01 Å 
discontinuously changes from zero to nonzero between at the distances of 2.87 and 2.88 Å. These 
observations suggest that the SFE obtained by the RMDFT based on the EDA solution calculated by 
using the grid spacing 0.01 Å with the HS diameter of 2.88 Å approximately corresponds to the SFE 
obtained by the RMDFT based on the EDA solution calculated by using the HS diameter of 2.875 Å 
(i.e., (2.87+2.88)/2 Å) with a sufficiently fine grid spacing.  
 
Figure S1. HS-diameter dependence of the SFE values for methane, propane, and isobutane 
obtained by the RMDFT based on the EDA solution calculated with the grid spacing 0.01 and 
0.00125 Å. The horizontal lines with black, blue, and red indicate the experimental values of SFE 
for methane, propane, and isobutane, respectively. The perpendicular solid and dashed lines at dHS of 
2.875 and 2.88 Å indicate the optimal HS diameters determined with the use of the grid spacing 
0.00125 and 0.01 Å, respectively.  
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Schematic	illustration	of	the	free	energy	surface	of	chignolin	based	on	the	experimental	data	
On the basis of the experimental data for temperature dependence of the molar fraction of the native 
state, fN, we can estimate the difference of the free energy between the native and denatured states, 
ΔF kBT = FD − FN( ) kBT , where FN  and FD  are the free energy for the native and denatured 
states, respectively, using ΔF kBT = − ln 1− fN( ) fN⎡⎣ ⎤⎦ . From Fig. 5 G in Ref. [15], the values of fN  
are obtained as 0.6 at 298K and as 0.1 at 373K, as a result, we estimate ΔF kBT  to be about 0.4 at 
298 K and –2.2 at 373 K. Based on these values for ΔF kBT , we can illustrate a schematic free 
energy surface as a function of the radius of gyration Rg of chignolin, F Rg( ) kBT . In this figure, 
the values of F Rg( ) kBT  for the native state at both the temperatures are assumed to be zero.
 
Figure S2. Schematic free energy surfaces of chignolin F Rg( ) kBT  as a function of the radius of 
gyration Rg at temperatures of 298 and 373 K. These are illustrated based on the experimental data 
on the difference in the free energy between for the native (N) state and for the denatured (D) state, 
i.e. ΔF kBT = FD − FN( ) kBT , that is, 0.4 at 298 K and -2.2 at 373 K [15]. The reason why most parts 
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of the free energy surfaces are shown as broken lines is having no experimental data except for the 
difference in the free energy between at the native state and at the denatured state. 
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