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A simple method for numerical analytic continuation is developed. It is designed to analytically
continue the imaginary time (Matsubara frequency) quantum Monte Carlo simulation results to
the real time (real frequency) domain. Such a method is based on the Pade´ approximation. We
modify it to be a linear regression problem, and then use bootstrapping statistics to get the averaged
result and estimate the error. Unlike maximum entropy method, no prior information is needed.
Test-cases have shown that the spectrum is recovered for inputs with relative error as high as 1%.
I. INTRODUCTION
One of the bottlenecks of quantum Monte Carlo study
is how to perform a reliable analytic continuation from
imaginary time to real time. Two major families are the
Pade´ method [1–6] and the kernel based maximum en-
tropy method [7–19]. They both have their pros and cons
[20, 21]. The Pade´ method needs very accurate imaginary
time input data. The maximum entropy method requires
a priori information.
In this work, we are going to use the Pade´ method
by casting it to a standard rational function regression
problem. In order to estimate the error, bootstrapping
statistics is used to generate an ensemble of imaginary
input data. Compared with the traditional kernel based
method, the rational function representation is more nat-
ural, because the zeros and poles will capture all the in-
formation, if the physical system is made of finite ele-
ments of RLC (resistor-inductor-capacitor) components.
II. THE STATEMENT OF THE PROBLEM
A. Notations
The spectral function ρ(ω) is a R→ R>0 function. The
analytic Green function G(z) is a C→ C function. They
are related by:
G(z) =
∫ +∞
−∞
ρ(ω)
1
ω − z dω (1)
The analytic Green function, is compact and elegant, be-
cause the Matsubara Green function and the retarded
Green function can be represented as imaginary and real
part of the analytic Green function:
GM (ωn) = G(iωn) (2)
GR(ω) = G(ω + i0+) (3)
The spectral function
ρ(ω) = − 1
pi
Im[GR(ω)] (4)
contains all the information of the dynamics. And it
is easy to get the entire G(z) from ρ(ω) by integrating
Eq. 1 directly. However, it is hard to recover ρ(ω) from
the information of GM (ωn) via:
GM (ωn) =
∫ +∞
−∞
ρ(ω′)
1
ω′ − iωn dω
′ (5)
This is an inverse problem. GM comes from Monte Carlo
simulation, with error, and ωn’s are discrete and finite.
B. Statement
Input: estimated Matsubara frequency Green func-
tion with the error GM (ωn) ± δGM (ωn) for ωn ∈
{Ω, 2Ω, · · · , NΩ}, where Ω = 2piβ 1
Output: the estimated spectral function and its un-
certainty ρ(ω)± δρ(ω)
In a better treatment, the error of Matsubara Green
function would be an N ×N co-variant matrix. But here
we treat GM (ωn) as independent random variables.
C. Test
A good method to test is as follows:
Generation: choose a test function ρTrue(ω)
Encryption: use Eq. 1 and 2 to generate GMTrue(ωn),
then add random noise δGM (ωn) to get G
M (ωn)
Recovery: using δGM (ωn) and G
M (ωn) in the last
step as input, use the Pade´ Regression method to get the
output ρ(ω)± δρ(ω)
Comparison: compare the recovered ρ(ω) and the
original ρTrue(ω)
1 We are using Boson Matsubara frequencies throughout this pa-
per. However, identical considerations apply for Fermionic Mat-
subara frequencies.
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2III. THE METHOD
A. Rational function method
The Pade´ method assumes that the analytic Green
function G(z) takes the form of a rational function
QL,M (z) =
pL(z)
pM (z)
=
a0 + a1z + a2z
2 + ...aLz
L
b0 + b1z + b2z2 + ...bMzM
(6)
Where L and M are the degrees of the polynomials; as
a normalization convention, we shall also choose b0 =
1. The idea is to use (L + M + 1) complex parame-
ters {a0, a1, · · · , aL, b1, · · · , bM} to represent an arbitrary
G(z). Instead of using the value of ρ(ω) on discrete ω
to represent G(z), as in the maximum entropy method.
An alternative form of Eq. 6 can be more physicially
meaninguful, it is given by:
QL,M (z) =
pL(z)
pM (z)
=
a0(z −A1) · · · (z −AL)
(z −B1) · · · (z −BM ) (7)
There are L zeros and M poles, and a complex amplitude
a0. As a result of causality, G(z) should be analytic in the
upper half plane. In a reasonable regression, all Bi should
be in the lower half plane, or Bi should be canceled by Aj
in the upper half plane. Also, for physics problems with
symmetry, the distribution of zeros and poles should have
those symmetries. This reduces the degrees of freedom
of the parameters.
B. The regression problem
As a regression problem, our input data are N Mat-
subara frequencies zn = iΩn, and the values of Green
function un = G(zn) at these frequencies. The output
are the coefficients ai and bi in the rational polynomial
of Eq. 6. There are N equations, and L + M + 1 pa-
rameters to be fit. N of those Eq. 6 can be written in
a linear regression form: Eq. 8 and Eq. 9 2. Where the
matrixX and the vector y contain input data, the vector
β contains the parameters to be calculated.

−u1z11 −u1z21 . . . z01 z11 z21 . . .
−u2z12 −u2z22 . . . z02 z12 z22 . . .
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
−uNz1N −uNz2N . . . z0N z1N z2N . . .


b1
b2
...
...
a0
a1
a2
...

=

u1
u2
...
...
...
...
uN−1
uN

(8)
XN×(L+M+1)β (L+M+1)×1 = yN×1 (9)
Eq. 9 is the compact form of Eq. 8
Sub-index n in zn and un labels one Matsubara fre-
quency point, and they are all at the n-th row of X .[
nth row of X
]
β = un has the same meaning of Eq. 6
C. Choice of L and M
Here X is a vandermonte-like matrix, it is highly sin-
gular. As a rule of thumb, we choose:
L ≈M ≈ N/2
The argument is as follows: For too large M and L, the
model might be over-fitting. In the case of L+M+1 = N ,
2 the equal sign “=” in Equation 8 and 9 should be understood
in a linear regression manner: find β , such that ||Xβ − y||2 is
minimized
the number of equations is the same as the numbers of
fitting parameters. For small L, and M , we are afraid
that, there will not be enough poles and zeros to repre-
sent G(z). L ≈ M tends to cancel zeros and poles, and
the real G(z) only contain a few poles. In a fully devel-
oped Bayesian method, both β and L,M are taken as
estimation random variables. But for simplicity, we are
going to choose the most representative N/2 value as L
and M
D. Bootstrapping statistics
In the Pade´ method [1], singleX and y are used to gen-
erate a single β without error estimation. Here, we treat
X and y as the mean value of a distribution with stan-
dard errors δX and δy. These errors come from Monte
Carlo result: ui and δui.
The idea of bootstrapping statistics is to generate an
ensemble of input data: {X} and {y}. Then perform
3the regression individually to get an ensemble of {β},
and then get a collection of spectrum {ρ(ω)}. From the
ensemble of spectrum, we take the best estimation and
its uncertainty as mean{ρ(ω)} and std{ρ(ω)} (standard
deviation). Compared to the traditional model based
regression and error estimation, bootstrapping is simple
and natural — various slightly different inputs are thrown
into this black-box , then we check the difference among
those output spectra. If those outputs are close to each
other, it indicates the spectrum recovery is reliable.
Now, we need to generate those resamplings, {X} and
{y}. It is done by replacing the best values ui in Equation
(8) by a distribution of themselves. Our assumption is
that the Monte Carlo estimation of Green function value
ui has a normal distribution N (ui, δui). This is a result
of the central limit theorem. In this paper, we take the
relative error δuiui ≤ 1%. The assumption is even bet-
ter satisfied for smaller relative errors. The procedure is
summarized as follows:
• Generate an ensemble of resampling {X}, {y}. This
is done by replacing the best value ui in Equa-
tion (8), with its distribution ui → N (ui, δui) =
N (GˆM (ωn), δGM (ωn))
• Perform least square linear regression for individ-
ual input data pair β = X−1y so that we have an
ensemble {β}
• Use {β} to generate {ρ(ω)} and then calculate
mean{ρ(ω)} and std{ρ(ω)}
The number of resamplings is defined as N. It should
be large enough, so that mean{ρ(ω)} and std{ρ(ω)} (std
stands for standard deviation) converge. Our answer is
therefore given by
ρ(ω)± δρ(ω) ≈ mean{ρ(ω)} ± std{ρ(ω)} (10)
Notice that the estimated error δρ(ω) is not std{ρ(ω)}√
N
.
δρ(ω) is the variation of the output spectrum, subject to
slightly different input data. It represents the robust-
ness of such “input-blackbox-output” system (Fig. 1),
therefore should be std{ρ(ω)}. Eq. 10 is asymptotically
reliable as the relative error δρ/ρ becomes smaller and
smaller. If this relative output error is larger than order
1 (for example 13 ), we need to continue Monte Carlo sim-
ulation for a higher precision u ± δu, and then use it as
the input data of the blackbox.
Such bootstrapping doesn’t take too much time to run,
the major time cost still comes from Monte Carlo. In a
problem with N = 35 Matsubara frequency points, tak-
ing N = 20000 resamplings for good convergence, it only
costs one minute in a laptop. The overall time complex-
ity is O(NN3), as it performs O(N3) linear regression
β = X−1y for N times. The choice of discrete lattice ω
only affects the plotting.
FIG. 1. A schematic of the method. (1) The Monte Carlo
data ui and δui is used to generate an ensemble of Matsubara
spectra. (2) Perform linear regression individually. (3) Get
an ensemble of real spectra. Check the relative error of those
spectra, if too large, then we need longer time Monte Carlo
calculation for a smaller δui/ui.
IV. TEST CASES
Two factors can change the testing results, which we
should be aware of. The first factor is the number of
Matusbara frequency data points N and the interval
Ω = 1β . They should be chosen such that the most of the
spectral weight is within the range [−NΩ, NΩ], or say∫ −NΩ
+NΩ
ρ(ω)dω ≈ 1(normalized ρ(ω)). The second factor
is the relative error of input data η = δu/u. We take
η = 10−15, 10−6, 10−4, 10−3, 10−2, representing the error
of most diagrammatic expansion or Monte Carlo simu-
lation. In this section, we are going to use a piece-wise
linear function (Fig 2) as the test spectrum; more test
cases are given in the appendix.
A. Input data with small error
In Fig. 2, the orange curve is the exact test spectral
function. The blue curve is a Pade´ recovery from blurred
imaginary Green function with machine precision per-
centage error (10−15).
4FIG. 2. Pade´ approximation spectrum recovery, number of
input Matsubara frequency points N = 35; error of input
Matsubara frequency Green function η = 10−15. The orange
curve is the piece-wise linear test function, the blue curve is
the recovered spectrum. They agree very well, except for a
few sharp tuning points
In Fig. 3, a lot of poles and zeros are paired together; it
probably means that N = 35 parameters correspond to
over-fitting. But this pairing-canceling mechanism makes
the result robust, even for over-fitting parameters. This
is also the reason why, we approximately chose L ≈M ≈
N/2 in section III C. Also, as a result of causality, the
upper half plane should have no poles. We see that all
the poles are cancelled by zeros in the upper half plane.
The locations of zeros and poles, and the coefficient a0
in Eq. 7 carry all the information. Actually, it is the
zeros and poles, which are closest to the real axis that
will mostly influence the shape of the spectral function.
In other other words, if some zeros or poles are far away
from the origin, it will have very little influence in the
result. This is the second reason for the robustness.
FIG. 3. Distribution of zeros and poles. Input fitting points
N = 35 , degree of nominator polynomial L = 17, degree
of denominator polynomial M = 17. There are exactly 17
poles on the complex plane. In the upper half plane, the
zeros cancels the poles (removable singularity), thus making it
analytic (causality). The poles close to the real axis has a huge
influence on the shape of the approximation spectrum ρ(ω):
they are the most important part of Pade´ approximation.
B. Input data with large error3
The computational time scales as [CPU Time] ∝
1/σ2 = ( uδu )
2. Clearly, we cannot have machine preci-
sion Monte Carlo data for really large systems. Below is
a test with large error in the input Matsubara frequency
data. Fig. 4 is an ensemble of recovered real frequency
spectrum using bootstrapping statistics. The relative er-
ror of input Matsubara frequency data is 0.0001%. Fig 5
is the averaged value and error bars.
3 η = 10−6, 10−4, 10−3, 10−2 are large compared with η = 10−15
5FIG. 4. The {ρ(ω)} ensemble. Each ρ(ω) curve is one recovery
using Pade´ regression, there are 30 of them in the plot. The
input data’s relative error is η = 0.0001% (6 significant digits).
FIG. 5. 6 significant digits input recovery. Red dots are the
mean{ρ(ω)}, the blue error bars are std{ρ(ω)} . The relative
error of the output spectrum is less than 1
3
, detailed shape is
reliable.
Figures 6, 7, and 8 give the results of relative error
0.01%, 0.1%, 1% respectively. We can see that, the 0.01%
result still gives the accurate locations of double peaks
ω = 1, 2.5, and the valley at ω = 1.5, and linear shape of
the curves. Even for the 1% error data, our method gen-
erates a very reasonably recovered spectrum, it locates
the spectrum’s location 0 < ω < 3 and gives the correct
peak height around 1 to 1.5. Notice that, for such test
spectrum, double peak triangles, is a difficult function to
recover. In the appendix, a family of physically sensible
spectrum are tested.
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FIG. 6. 4 significant digits input recovery. Red dots are the
mean{ρ(ω)}, the blue error bars are std{ρ(ω)} . The relative
error is of order one, the detailed shape is not reliable.
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FIG. 7. 3 significant digits input recovery. Red dots are the
mean{ρ(ω)}, the blue error bars are std{ρ(ω)}. The relative
error is of order one, the detailed shape is not reliable.
In order to check that η = 1% recovery is not an acci-
dent, we shift the double triangle spectrum horizontally
by -4,-2,0,2 to get four difference test functions (Fig. 9),
we can see that the recovered spectrum all falls in the
correct range. And the performance is surprisingly well
for the lower frequency blue curve, because its spectral
weight is closer to the imaginary axis.
However, if we want to recover the detailed shape of an
unknown spectrum, we should really check the error bar
std{ρ(ω)}. When the error bar is large (same order as
the value), the detailed shape is not reliable, which is the
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FIG. 8. 2 significant digits input recovery. Red dots are the
mean{ρ(ω)}, the blue error bars are std{ρ(ω)}. The relative
error is at order one, the detailed shape is not reliable.
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FIG. 9. Spectrum recovery for 1% relative error input data.
Solid curves are the recovered spectrum; dashed curves are the
original test function, they are shifted by 2 for comparison.
There are 4 pairs, same color is the pair. We can see that,
the position of spectrum falls in the correct range of each
original test function, the magnitude is also at the same order
of the test function. The blue curve agrees reasonably well.
This method performs better for low frequencies, because low
frequency points are closer to imaginary axis’ input data.
case of Fig. 6 7 8. In the case of Fig. 5, the error bar is
no larger than 13 of the best value, we are then sure that
the detailed shape is reliable.
V. CONCLUSION
In this work we use rational function to represent the
physical system. A matrix form is constructed, to con-
vert it to a standard linear regression problem. Boot-
strapping statistics is applied, to get best estimation and
estimated errors. For high precision recovery, the error
gives information about whether or not we need to in-
crease the Monte Carlo data’s accuracy. For low preci-
sion recovery, our method still gives correct position and
amplitude of the spectrum even for 1% relative error in-
put data. This regression form can be used for further
study, either combined with maximum entropy, or ma-
chine learning methods [11–13]. Future work can also be
done utilizing the symmetry aspect of zeros and poles
and the fully Bayesian choices of L and M .
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Appendix A: Recovery test for more functions
Below, a few other functions are given as examples.
The dashed green thick line is the exact spectral func-
tion. The other 4 solid lines are Pade´ regression recov-
ered results for different relative errors, ranging from 1%
to 0.001% First of all, we see that, this method all gives
the correct location of spectral weight, even for 1% error.
Secondly, Lorentzian curves are exactly recovered, (sin-
gle peak 0.1 %, double peak 0.001%), because they are
rational functions. For the Gaussian curve, we cannot
recover the detail shape, but the location of the peak is
still accurate. For the semicircle and square, the exact
shapes are not recovered, but the starting and the end-
ing frequencies agree reasonably well. As the error gets
smaller, the more peaks is added to approach the exact
result.
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FIG. 10. Dashed line is the Lorentzian distribution test spec-
trum. Colored solid lines are recovered spectra with different
input errors.
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FIG. 11. Dashed line is the double Lorentzian distribution
test spectrum. Colored solid lines are recovered spectra with
different input errors.
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FIG. 12. Dashed line is the Gaussian distribution test spec-
trum. Colored solid lines are recovered spectra with different
input errors. As the input accuracy is increasing, neither
mean{ρ(ω)} nor std{ρ(ω)} converge. Gaussian analytic func-
tion is a very special case.
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FIG. 13. Dashed line is the semicircle distribution test spec-
trum. Colored solid lines are recovered spectra with different
input errors.
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FIG. 14. Dashed line is the square distribution test spectrum.
Colored solid lines are recovered spectra with different input
errors.
