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Kurzfassung
Die deflektometrische Oberflächeninspektion beschäftigt sich mit der Prü-
fung spiegelnder Oberflächen nach dem Prinzip der Deflektometrie. Mittels
einer Kamera wird das Spiegelbild eines Musters, das über eine Musteran-
zeige angezeigt wird, beobachtet. Beeinflusst durch die Form der Oberfläche,
ist das beobachtete Spiegelbild verzerrt und erlaubt eineDetektion vonDefek-
ten. Wird anstatt eines einzelnen Musters eine Folge von Mustern angezeigt,
die jeden Ort auf dem Schirm eindeutig kodieren, lässt sich weiter auf die
Neigungen der Oberfläche schließen. Ein Punkt auf der Oberfläche wird vom
Sensor beobachtet, wenn Lichtstrahlen vom Bildschirm über die Oberfläche
in den Kamerasensor reflektiert werden. Der Sichtbereich einer einzelnen
Messung hängt demnach im höchsten Maße von der relativen Lage des
Sensors zum Prüfobjekt und von der Form des Prüfobjektes selbst ab. Diese
Abhängigkeit gilt ebenfalls für weitere für die Inspektion relevante Größen
wie die Ortsauflösung und die Neigungsempfindlichkeit. Für große oder
komplex geformte Oberflächen müssen außerdem mehrere Messungen aus-
geführt werden, um die Oberfläche vollständig zu erfassen. Die manuelle
Wahl der einzelnen Sensorkonfigurationen, das heißt der Positionier- und
Orientierungsparameter für den Sensor, ist aus den oben genannten Gründen
nicht trivial und aufwändig.
In dieser Arbeit werden Verfahren zur automatischen Bestimmung der Sen-
sorkonfiguration untersucht. Das Problem der Oberflächeninspektion wird
in ein probabilistisches Rahmenwerk formalisiert, in dem Messunsicherheit
und Unwissen über die Oberfläche einheitlich beschrieben werden können.
iii
Kurzfassung
Während der Planung müssen die einzelnen Messungen in ein gemeinsa-
mes Oberflächenmodell fusioniert werden. Es werden zwei unterschiedliche
Oberflächenmodelle untersucht. Die Oberfläche wird zum einen als ein
Gauß-Prozess modelliert. Der Gauß-Prozess kann als eine Verallgemei-
nerung der Normalverteilung auf Funktionen aufgefasst werden. Sie ist
durch eine Erwartungswertfunktion und eine Kovarianzfunktion eindeutig
bestimmt. Aus der Kovarianzfunktion lässt sich ein Unsicherheitsmaß für
die Oberfläche extrahieren. In einer weiteren Repräsentation wird anstatt der
Höhe der Oberfläche nur die Neigung modelliert. Die Oberfläche wird als
eineMenge von kleinen Spiegeln modelliert, wobei die Neigung jedes einzel-
nen Spiegels durch eine Wahrscheinlichkeitsverteilung gegeben ist. Durch
die gemessenen Normalen wird die Verteilung der Spiegel aktualisiert. Wei-
terhin werden zwei Planungsverfahren untersucht. Bei der Greedy-Planung
wird das Finden eines Plans mit einer Sequenz von Optimierungsproblemen
approximiert, die jeweils nur für einen Zeitschritt im Voraus planen. Die
Sweep-Planung nutzt ein zweistufigen Optimierungsverfahren zur Berech-
nung eines Plans. Im äußeren Prozess wird ein Plan mit einer festen Anzahl
an Messungen gesucht. Dabei wird der innere Prozess verwendet, der bei
fester Anzahl an Messungen in mehreren Durchläufen jeweils eine Sensor-
konfiguration auswählt und diese optimiert. Zur Optimierung der einzelnen
Sensorkonfigurationen wird das Simulated-Annealing-Verfahren verwendet.
Hierzu wird die Pertubationsfunktion für die deflektometrische Anwendung
angepasst. Schließlichwerden die Planungsverfahren in simulationsbasierten
Experimenten evaluiert und an einer realen Oberfläche angewandt.
iv
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ŝr Reflektierter Sichtstrahl
T f Operator angewandt auf eine Funktion f
T i(t) Homogene Translationsmatrix entlang der Einheits-
achse ei um den Betrag t
T (1) f ,T (2) f Operator T angewendet auf das erste und zweite
Argument einer Funktion f
u Bildschirmspalte (3.8.1)
U Sequenz der induzierten Punkte
U(bk) Funktion zur Extraktion der Unsicherheit
U(x) Unsicherheitskarte, gibt die Unsicherheit (Varianz)
an jedem Punkt der Schätzung an.
UD(C) Determinante der Kovarianzmatrix C
UE(C) maximaler Eigenwert der Kovarianzmatrix C
UM(C) maximales Diagonalelement der Kovarianzmatrix C
Usuff Gewünschte maximale Unsicherheit für die
Terminierung der Informationsbeschaffung.
UT(C) Spur der Kovarianzmatrix C
(u, v) Pixelkoordinaten auf der Kamera





wp Rauschvektor des physikalischen Messmodells
W s Unsicherheit der deflektometrischen Registrierung
ws Rauschvektor des approximativen deflektometrischen
Messmodells
X Die Menge der Zustände in einem MDP oder POMDP
xk Zustand zum Zeitpunkt k
X? Sequenz der zu evaluierenden Stellen
Z Messstellen und zugehörige Neigungen aus einer
deflektometrischen Messung
Griechisch
αl Rotation des Schirms um seine y-Achse Eulerwinkel
β Relative Helligkeit des gemessenen Musters
β̄ Relative Helligkeit des angezeigten Musters
βl Rotation des Schirms um seine x-Achse Eulerwinkel
χ Sensorkonfigurationsparameter, der den Sichtpunkt der
Kamera auf der Oberfläche beschreibt
δ(x) Delta-Distribution
δx Evaluationsfunktional an der Stelle x
ε Radius der Unschärfescheibe
η(λp) Quanteneffizienz
γ Relativer Kontrast des gemessenen Musters
γ̄ Relativer Kontrast des angezeigten Musters
γl Rotation des Schirms um seine z-Achse Eulerwinkel
λ Gewichtungsfaktor zwischen Unsicherheitsreduktion
und weiteren Kosten einer Messung
µa A-posteriori Erwartungswert der Funktionswerte an den




µg A-posteriori Erwartungswert der Funktionswerte an den
Evaluierungsstellen, berechnet mittels exakter Gauß-
Prozess Inferenz
µn A-posteriori Erwartungswert der Neigung für eine Zelle
im diskreten Modell
µd Dunkelrauschen




µg,dark erwarteter Grauwert aufgrund des Dunkelrauschens
µp Durchschnittliche Anzahl von Photonen
µ(x) Erwartungswertfunktion eines Gauß-Prozesses
∇x Gradient an der Stelle x
Ω Die Menge der Beobachtungen eines POMDP
φc Azimuthwinkel der Kamera
φ̂ Schätzung der Phase
φl Azimuthwinkel des Schirms
φmax Schwellenwert für dieAbweichung der Referenzneigung
zur Neigung in der Zelle
Amax Schwellenwert für Fläche einer Zelle
Φ(x) Basisfunktionen des approximierten Gauß-Prozesses
π(bk) Strategie eines Belief-MDP
Π Projektor eines Objektpunktes auf die Bildebene
Π1 Projektor eines Objektpunktes auf die idealisierte
Bildebene
Π2 Verzerrungsfunktion
Π3 Transformationsfunktion von Bildpunkten auf der
idealisierten Bildebene auf die Bildebene
πI Informationsbeschaffungsstrategie (Kapitel 2)
xv
Abkürzungs- und Symbolverzeichnis
πT Prüfentscheidungsstrategie (Kapitel 2)
ψk Phaseverschiebungen
ρE(bn) Endkosten
ρ(bk,ak) Kostenfunktion eines ρPOMDP
Σa A-posteriori Kovarianzmatrix der Funktionswerte an
den Evaluierungsstellen, berechnet mittels approximier-
ter Gauß-Prozess Inferenz
Σg A-posteriori Kovarianzmatrix der Funktionswerte an
denEvaluierungsstellen, berechnetmittels exakterGauß-
Prozess Inferenz
σe Standardabweichung der Anzahl freigesetzten
Elektronen
σg Standardabweichung des gemessenen Grauwertes
σφ Standardabweichung der gemessenen Phase
σq Standardabweichung der Quantisierung des Grauwertes
Σn A-posteriori Kovarianzmatrix der Neigung für eine
Zelle im diskreten Modell
τc Rotationswinkel der Kamera um seine optische Achse
Θ Menge der Sensorkonfigurationen
θ Sensorkonfiguration
θ0:n−1 Plan
ϑc Elevationswinkel der Kamera
ϑl Elevationswinkel des Schirms
θ̃k Sensorkonfiguration, Teil des Zustands in einer
Oberflächeninspektionsaufgabe




Die automatische Oberflächeninspektion nimmt in der heutigen Industrie
eine zunehmend bedeutende Rolle ein. Eine besondere Herausforderung sind
spiegelndeOberflächen, da sie nicht direkt sichtbar sind, sondern nur über die
Reflexion der Umgebung beobachtet werden können. Dies führt dazu, dass
herkömmliche für nichtspiegelnde Oberflächen angewandte Methoden, wie
zum Beispiel projizierende Triangulationsverfahren in diesem Fall nicht her-
angezogen werden können. Die Deflektometrie ist ein Verfahren, das genau
die spekulare Reflexion nutzt, um auf die Gestalt der Oberfläche zu schließen.
Dazu erzeugt sie eine kontrollierte Umgebung, deren Spiegelbild über die
Prüfoberfläche mittels einem Sensor beobachtet wird. Die Verformung der
Spiegelbilder liefert die gewünschte Information, die anschließend für die
entsprechende Inspektionsaufgabe ausgewertet werden muss. Anwendung
für spiegelnde Oberflächen finden sich zum Beispiel bei solarthermischen
Kraftwerken oder in der Automobilindustrie. In solarthermischen Kraftwer-
ken bündeln Kollektoren das einfallende Sonnenlicht auf einen Absorber, um
Wärme zu erzeugen. Schon kleine Abweichungen in der Form können hier
zu einem niedrigen Wirkungsgrad führen. In der Automobilindustrie ist die
Defektfreiheit der Karosserie ein wichtiger Faktor für die Verbraucher. Die
Hersteller sind dementsprechend daran interessiert, Karosserieteile sofort
nach der Lackierung auf sichtbare Defekte zu prüfen.
Spiegelnde Oberflächen werden meist noch vonMenschen begutachtet. Dies
ist zeitaufwendig und die repetitive Arbeit führt zur Ermüdung der Prüfer.
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Durch eine Automatisierung können hier hohe Durchsatzraten und geringere
Kosten erreicht werden.
1.1 Deflektometrie
Die Prüfung spiegelnder Oberflächen lässt sich mit den klassischen Verfah-
ren wie dem Shape from Shading] [Zha99] oder Streifenprojektionsverfahren
[Gen11] nicht bewerkstelligen, da diese Verfahren auf eine diffuse Refle-
xion angewiesen sind und spiegelnde Reflexionen zu Störungen führen.
Ein geeignetes Verfahren hierfür ist die Deflektometrie [Bey15, Per97]. Sie
funktioniert nach dem Prinzip, welches auch ein menschlicher Beobachter
intuitiv zur Prüfung einer spiegelnden Oberfläche anwendet. Er schaut sich
das Spiegelbild eines regelmäßigen Musters über die Prüfoberfläche an und
versucht aus verschiedenen Blickwinkeln auf Defekte zu schließen. Die
Anomalien werden im Spiegelbild des Musters durch Deformationen, wie
Welligkeiten, starke Vergrößerung oder Verkleinerung sichtbar. Eine techni-
sche Umsetzung dieses Prinzips geschieht üblicherweise durch eine Kamera,
die die Rolle des Beobachters einnimmt, und einen Mustergenerator, der
eine kontrollierte Umgebung erzeugt. Für den Mustergenerator kann eine
kostengünstige Flüssigkristallanzeige (engl. liquid crystal display, LCD) ver-
wendet werden. Während der Bildschirm ein Muster anzeigt, beispielsweise
ein Streifenmuster, beobachtet die Kamera das Spiegelbild des Musters.
Abhängig von der Form der Oberfläche ist das beobachtete Muster verzerrt.
Diese Information lässt bereits qualitative Aussagen über mögliche Defekte
zu. Wird anstatt eines Musters eine Folge von Mustern gezeigt, mit dem
Ziel jeden einzelnen Punkt auf dem Schirm eindeutig zu kodieren, so lässt
sich eine Zuordnung von beobachteten Kamerapunkten und Schirmpunkten







Abbildung 1.1: Abhängigkeit des Messbereichs in der Deflektometrie von der Oberfläche.
(a), (c), (e) Darstellung der Szene mit unterschiedlichen Oberflächen Kugel,
Ausschnitt des Inneren einer Kugel und einer gewellten Oberfläche. (b), (d), (f)
zugehöriges von der Kamera beobachtetes Bild.
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Im Vergleich zu Streifenprojektionsverfahren ist die Deflektometrie beson-
ders empfindlich gegenüber Neigungsänderungen im Gegensatz zu Höhen-
änderungen. Die Neigung an einem Oberflächenpunkt kann von einem
deflektometrischen Sensorsystem nur gemessen werden, wenn Lichtstrahlen
ungehindert vom Schirm über diesen Oberflächenpunkt zur Kamera gelan-
gen können. Die Menge der Oberflächenpunkte, die das deflektometrische
Sensorsystem messen kann, bestimmen den Messbereich. Der Messbereich
in der Deflektometrie ist durch den Sichtbereich der Kamera und durch
den Schirm beschränkt. Insbesondere aber beeinflusst die Oberfläche Größe
und Form des Messbereichs. Beispielsweise werden die Sichtstrahlen von
der Kamera aus betrachtet bei der Reflexion an einer konvexen Oberfläche
expandiert. Dadurch kann nur ein relativ kleiner Bereich auf der Oberfläche
vermessen werden. Dieser wird kleiner, je weiter der Schirm entfernt ist. Im
Gegensatz dazu konvergieren die Sichtstrahlen, wenn die Oberfläche konkav
ist. Bis zu einem gewissen Schirmabstand können große Bereiche des Objek-
tes beobachtet werden. Außerdem kann der Messbereich abhängig von der
Prüfoberfläche eine beliebig komplizierte Form annehmen. Er kann auch
nicht zusammenhängend sein; siehe Abbildung 1.1. Die Ortsauflösung ist
zum einen durch den Abstand der Kamera zum Objekt und zum anderen von
der Schärfentiefe der Kamera abhängig. Wenn auf die Oberfläche fokussiert
wird, kann eine hohe Ortsauflösung erreicht werden. Bei einer Fokussierung
auf den Schirm kann die Unsicherheit, mit der die Normale gemessen wird,
verringert werden. Wird der Abstand des Schirms vergrößert, lässt sich
ebenfalls die Unsicherheit bezüglich der Normalen reduzieren.
1.2 Problemstellung
Häufig ist es nicht möglich, mit einer einzelnen Messung die Information
über die Oberfläche zu erlangen, die für die Prüfung der Spezifikation
benötigt wird. Dies gilt insbesondere für die Deflektometrie, bei der die zu
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prüfende Oberfläche Teil der optischen Abbildung ist und die Messung auf
komplizierte Weise beeinflusst, wie im vorherigen Abschnitt 1.1 diskutiert.
Für die Prüfung eines Objekts muss die Sensorkonfiguration, wie die Lage
des Sensors, die optischen Parameter der Kamera und die Anzahl der benö-
tigten Messungen bestimmt werden. Eine manuelle Wahl, die zusätzlich zur
gesamten Abdeckung des erforderlichen Bereichs der Prüfoberfläche auch
die Einhaltung von Spezifikationen bezüglich Unsicherheit, Ortsauflösung
und Messzeit einhält, ist nicht trivial. Deshalb werden die Aufnahmepara-
meter in dieser Arbeit durch ein automatisches Planungsverfahren bestimmt.
Es wird zwischen einem statischen Messaufbau und einem dynamischen
Aufbau, bei dem der Sensor bewegt werden kann, unterschieden. In dem
zweiten Fall muss das Sensorsystem zur Positionierung und Orientierung an
einem Handhabungssystem, zum Beispiel an einen Industrieroboter ange-
bracht werden. Im Rahmen dieser Arbeit wird der Schwerpunkt auf den
dynamischen Aufbau gelegt. Die eingesetzten Methoden lassen sich aber
auch für die Planung eines statischen Aufbaus verwenden.
1.3 Stand der Forschung
In diesem Abschnitt wird der Stand der Forschung in den relevanten Feldern
zusammengefasst.
1.3.1 Planung in der Deflektometrie
Es gibt nur vereinzelte Veröffentlichungen über die Planung in der Deflek-
tometrie. Erste Ansätze finden sich in Kammel [Kam04]. Er stellt ein teil-
automatisches Verfahren vor, mit dem sich die Lage und die Orientierung
der Kamera bestimmen lassen. Er nimmt zunächst an, dass die Kamera
unendlich weit von der Testoberfläche entfernt ist und die Strahlen parallel
auf die Oberfläche treffen. Damit lässt sich für diskrete Kameraansichten ein
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Histogramm der Normalen, die in Richtung der Kamera zeigen, aufstellen.
Hieraus werden unterschiedliche Ansichten auf die Oberfläche berechnet. In
diesen Ansichten schaut die Kamera noch parallel zu dem im Sichtbereich
gemittelten Normalenvektor auf die Oberfläche. Auf Basis des Histogramms
werden in einem heuristischen Verfahren die Parameter der Kamera weiter
verfeinert. Für den Schirm wird eine stetige Leuchtfläche berechnet, die eine
optimale Untersuchung erlaubt.
Die bisher einzig bekannte Arbeit, die Sensorkonfigurationen automatisch
durch einen Algorithmus bestimmt, ist [Lob13]. Die Autoren stellen ein Ver-
fahren zur Erkennung von Hagelschäden an Pkws vor. Ihr Aufbau ist statisch
und besteht aus 13 Rückprojektionsleinwänden, die um den und über dem
Pkw angebracht sind. Zwischen den Schirmen sind konstruktionsbedingt
Lücken, in denen Kameras angebracht werden können. Mit demselben stati-
schen Aufbau sollen mehrere Pkw Typen, deren CAD-Modell bekannt ist,
inspiziert werden können. Hierfür wird eine Menge von Kamerapositionen
gesucht, die den Positionseinschränkungen genügen und einen möglichst
großen Bereich aller Pkw-Oberflächen abdecken. Die zu optimierende Ziel-
funktion besteht aus einer Kombination der beobachteten Flächen an den
unterschiedlichen Fahrzeugtypen und wird über ein Ray-Tracing Verfah-
ren berechnet. Zur beschleunigten Berechnung der Zielfunktion wird die
beobachtete Fläche eines Fahrzeugs auf einer Grafikkarte (engl. graphical
processing unit, GPU) berechnet. Die Messunsicherheit wird in der Güte-
funktion nicht berücksichtigt.
1.3.2 Sensoreinsatzplanung
Im Forschungsfeld der Sensoreinsatzplanung wird eine Vielzahl von Metho-
den untersucht [Che08], mit dem Ziel, die optimale Konfiguration eines oder
mehrerer Sensoren für eine bestimmte Aufgabe zu bestimmen.
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Die Anwendungsfelder im Computersehen und der Robotik sind:
• Inspektion von Objekten,
• Rekonstruktion von Oberflächen,
• Erkennung von Objekten,
• Exploration der Umgebung,
• Sensornetzwerke.
Die Literatur in diesem Bereich ist sehr umfangreich und die folgenden
Betrachtungen beschränken sich auf eine Untermenge der Verfahren, die
mit der in dieser Arbeit betrachteten Problemstellung verwandt sind. Dabei
wird der Schwerpunkt auf Entfernungssensoren (engl. range sensor) für die
Oberflächenrekonstruktion und -inspektion gelegt. Im Vergleich zur Deflek-
tometrie können Entfernungssensoren direkt 3D-Punkte aus der Messung
extrahieren. Unter Entfernungssensoren fallen hier zum Beispiel Stereo-
Kameras, Sensoren die auf Projektionsverfahren beruhen, eine einzelne
Kamera, die die Tiefe aus Bildsequenzen erzeugt (Structure from Motion)
oder auch Time-of-Flight-Sensoren.
Die Arbeit von Tarabanis et al. [Tar95] gibt einen Überblick über die Pla-
nung für Objektmerkmalsdetektion mittels Intensitätsbildern. Bei dieser
Form von Planung ist das Ziel die Sensorkonfiguration so einzustellen, dass
bei bekannter Identität und Lage des Objekts bestimmte Objektmerkmale
spezielle Anforderungen im Messbild erfüllen. Diese Anforderungen kön-
nen zum Beispiel die Sichtbarkeit, die Vergrößerung oder die Fokussierung
des zu untersuchenden Objektmerkmals sein. Tarabanis et al. klassifizie-
ren die Arbeiten nach der Art wie Sensorkonfigurationen erzeugt werden.
Sogenannte Generate and Test Verfahren erzeugen zunächst eine Sensor-
konfiguration und testen sie auf die Einhaltung der Anforderungen. Bei
den Synthesize Methoden sind die Anforderungen analytisch gegeben und
die Sensorkonfiguration wird aus der analytischen Beziehung gewonnen.
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Schließlich wird bei den Methoden basierend auf Expertensystemen von
einem Experten das Wissen über die Planungsdomäne in Form von Regeln
definiert und das System schlägt auf Basis der vorliegenden Information
geeignete Sensorkonfigurationen vor.
Eine weitere neuere Übersicht findet sich in Scott et al. [Sco03]. Sie gibt
einen Überblick über Planungsalgorithmen zur 3D-Objektrekonstruktion
und Inspektion für aktive triangulationsbasierte Entfernungssensoren. Sie
unterscheidet zwischen modellbasierten, d.h. eine Referenzoberfläche ist
gegeben, und nicht modellbasierten Methoden. Unter den modellbasierten
Methoden sindMethoden, die die Oberfläche und die Sensorkonfigurationen
diskretisieren und anhand einer Sichtbarkeitsmatrix (engl. visibility matrix)
beschreiben, mit welcher Sensorkonfiguration welches Oberflächenstück
gesehen werden kann. In einer Erweiterung beschreiben die Elemente der
Matrix keinen Binärwert, sondern einMaß für dieMessqualität. Eine weitere
Methode nutzt sogenannte Aspekt-Graphen. Der Sensorkonfigurationsraum
wird in Bereiche partitioniert, die qualitativ zum selbenMessergebnis führen.
Diese Bereiche werden Aspekte genannt und repräsentieren Knoten im
Aspekt-Graphen. Benachbarte Aspekte sind mit Kanten verbunden. Diese
Beschreibung eignet sich für Objekte, die sich als Polyeder beschreiben
lassen. Für Freiformoberflächen ist die Definition eines Aspekt-Graphen
nicht trivial und die Konstruktion nicht praktikabel.
Schließlich gibt es Verfahren, die das Problem als eine Variation desProblem
der Museumswächter (engl. art gallery problem) formulieren. Hierbei han-
delt es sich um ein klassisches Problem aus der algorithmischen Geometrie.
Danner und Kavraki [Dan00] stellen einen Algorithmus für die Erweiterung
in drei Dimensionen vor. Die Methode beschränkt sich auf Oberflächen, die
sich durch Polyeder darstellen lassen.
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Fast alle betrachteten Arbeiten in Tarabanis et al. und Scott et al. nutzen
geometrische Methoden zur Planung der Sensorkonfigurationen. Eine Aus-
nahme bilden die Arbeiten von White und Ferrie [Wha90]. Sie nutzen ein
probabilistisches Modell zum Anpassen von parametrischen Superquadri-
ken an segmentierte Tiefendaten. Außerdem nutzen sie die Unsicherheit der
Schätzung, um die nächste Ansicht zu wählen. Im Folgenden werden weitere
neuere Arbeiten, die einen probabilistischen Ansatz wählen, vorgestellt.
Wenhardt [Wen07] stellt ein Planungsverfahren für die Rekonstruktion einer
Oberfläche anhand einer beweglichen Kamera vor. Die Oberfläche wird als
eine Menge von 3D-Punkten modelliert. Mittels eines Extended Kalman
Filters wird die Schätzung der 3D-Punkte mit den beobachteten 2D-Punkten
aktualisiert. Der Startwert wird über ein Triangulationsverfahren aus den
ersten beiden Bildern erzeugt. Die nächste Ansicht wird so gewählt, dass
die Unsicherheit der 3D-Punkte am stärksten reduziert wird. Als Unsicher-
heitsmaße werden die sogenannten D-, E- und T-Kriterien verwendet, die
aus dem Experimental Design [EPB82] bekannt sind.
Einen ähnlichen Ansatz verwendet Dunn et al. [Dun09a], [Dun09b]. Ihr
Oberflächenmodell besteht aus einer Menge von ebenen Patches. Im Unter-
schied zu Wenhardt verwenden sie eine Kostenfunktion basierend auf den
Eigenwerten der Kovarianzmatrix der geschätzten 3D-Position der Patches
und weiteren Größen, die darauf ausgelegt sind, die Bildqualität zu verbes-
sern. Beispielsweise wird ein Maß für die Texturvariation genutzt, da diese
für die Korrespondenzsuche relevant ist. Hollinger [Hol12] stellt ein Verfah-
ren für die Planung mehrerer Ansichten für autonome Unterwasserfahrzeuge
(engl. autonomous underwater vehicle, AUV) zur Unterwasserinspektionen
aus sonarerzeugten Punktwolken vor. Zur Repräsentation der Oberfläche
und Fusion der Messdaten verwendet er einen impliziten Gauß-Prozess. In
einem iterativen Algorithmus wird die nächste Ansicht so gewählt, dass





Aus den unzähligen Oberflächenrepräsentationen sind für diese Arbeit nur
die probabilistischen Repräsentationen interessant. Hier soll auf eine kleine
Auswahl eingegangen werden. Speziell für die Anwendung in der Deflek-
tometrie wurden Markow-Zufallsfelder [Rue05] zur Rekonstruktion der
Oberfläche genutzt. Horbach [Hor07] nutzt ein Markow-Zufallsfeld für die
Rekonstruktion spiegelnder Oberflächen mittels der Deflektometrie. Das
Markow-Zufallsfeld wird über die Pixel auf dem Sensorchip der Kamera
definiert. An jedem Pixel wird der Abstand der Oberfläche von der Testo-
berfläche zum Projektionszentrum der Kamera in Richtung des zugehörigen
Sichtstrahls geschätzt. Diese Repräsentation ist auf die Schätzung einer ein-
zelnen Messung beschränkt und dient nur als Zwischenrepräsentation falls
sich die Oberfläche aus mehreren Teilmessungen zusammensetzt.
Pak erweitert das probabilistischeVoxel-Carving [Liu11] auf dieAnwendung
in der Deflektometrie [Pak13]. Im Vergleich zu Horbach nutzt Pak ein
Markow-Zufallsfeld, das über ein Volumen des dreidimensionalen Raums
definiert ist und die gesamte zu schätzende Oberfläche in impliziter Form
repräsentiert. Das Volumen ist in achsenausgerichtete Quader, sogenannte
Voxel partitioniert, die jeweils die Information darüber enthalten, ob die
Oberfläche das Voxel schneidet, und wenn ja, zusätzlich die Normale an
dieser Stelle. Sowohl in der Arbeit von Horbach als auch in Pak wird die
Maximum A-posteriori Lösung ohne Extraktion der Unsicherheit berechnet.
Weitere Repräsentationen der Oberfläche außerhalb der Deflektometrie nut-
zen Gauß-Prozesse. In [Wil07] wird die Schätzung von Oberflächen mit-
tels impliziten Gauß-Prozessen vorgestellt. Bei impliziten Gauß-Prozessen
wird die Oberfläche in impliziter Form als ein Gauß-Prozess repräsentiert.
In [Dra11] beispielsweise wird diese Repräsentation verwendet, um die
10
1.5 Beiträge zum Stand der Forschung
Form von Objekten für das automatische Greifen mittels eines Roboters zu
beschreiben. Eine weitere Anwendung findet sich in [Smi10] bei der Rekon-
struktion von Oberflächen mittels 3D-Punktwolken. In [Shr09] wird für die
Modellierung von Terrain ein Gauß-Prozess verwendet. Im Vergleich zu den
vorherigen Arbeiten stellen die Autoren hier allerdings die Oberfläche durch
eine explizite Funktion dar.
1.5 Beiträge zum Stand der Forschung
Der Beitrag dieser Arbeit zum Stand der Forschung ist die erste Methode
zur Planung der Oberflächeninspektion in der Deflektometrie mit Berück-
sichtigung von Unsicherheiten. Dies beinhaltet folgende Teilbeiträge:
• Das Problem der deflektometrischen Oberflächeninspektion wird als
ein sequentielles probabilistisches Planungsproblem formuliert. Die
Lösung des Problems erfordert, dass während der Planung eine Wahr-
scheinlichkeitsverteilung über der Oberfläche genutzt wird, die die
gesamte Information über die bisherigen Messungen beinhaltet. Aus
ihr kann eine Unsicherheit extrahiert werden, die die Güte einer
Messfolge quantifiziert. Die Planungsaufgabe kann von der Informati-
onsbeschaffung entkoppelt werden und die Spezifikationen bezüglich
der Unsicherheit gestellt werden.
• Es werden zwei probabilistische Oberflächenmodelle für die Deflek-
tometrie vorgestellt und deren Eignung für die Planung untersucht.
Das erste Modell basiert auf einem Gauß-Prozess. Dieser ermöglicht
die Rekonstruktion der Oberfläche aus Neigungsdaten und zusätzli-
chen Punkten. Zusätzlich liefert das Modell Unsicherheiten, die für
die Kostenfunktion der Planung relevant sind. Das deflektometrische
Rekonstruktionsproblem wird linearisiert, indem angenommen wird,
dass eineReferenzoberfläche existiert. Das zweiteModell repräsentiert
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die Oberfläche als eine Menge von diskreten Spiegeln. Die Neigung
der Spiegel wird anhand eines Kalman Filters geschätzt.
• Eswerden Planungsverfahren zurMinimierung der Unsicherheit unter-
sucht. Untersucht wurden der Greedy-Planungs-Algorithmus und eine
weitere Methode, die für eine feste Anzahl an Messungen einen Plan
erzeugt und über die Anzahl der Messungen sucht. Die vorgestellten
Planungsalgorithmen reduzieren die Minimierung auf die Optimie-
rung einzelner Sensorkonfigurationen. Hierzu wird ein Simulated-
Annealing Optimierer für die Minimierung des deflektometrischen
Gütemaßes angepasst.
1.6 Gliederung der Arbeit
Eine wichtige Rolle für die Gliederung der Arbeit spielt Kapitel 2. Hier
wird das probabilistische Rahmenwerk vorgestellt, in dem das betrachtete
Problem formuliert wird. Die drei Hauptkomponenten in dem Rahmenwerk
sind ein Messmodell, ein probabilistisches Oberflächenmodell und ein Pla-
nungsalgorithmus. Diese werden in den nächsten drei Kapiteln beschrieben.
In Kapitel 3 wird das verwendete Messmodell für den deflektometrischen
Sensor vorgestellt und seine Implementierung anhand eines Simulators. Das
Modell beinhaltet ebenfalls eine Beschreibung der Messunsicherheit. In
Kapitel 4 werden zwei probabilistische Oberflächenmodelle vorgestellt. Hier
wird ebenfalls auf die Fusion der Messdaten in das Modell und die Extrak-
tion der Gütemaße basierend auf der Unsicherheit eingegangen. Die Pla-
nungsverfahren werden in Kapitel 5 vorgestellt. Dabei werden zunächst die
Optimierungsalgorithmen behandelt. In Kapitel 6 werden die vorgestellten
Planungsalgorithmen an synthetischen und realen Oberflächen untersucht.
Schließlich wird in 7 eine Zusammenfassung und ein Ausblick gegeben.
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In diesemKapitel wird ein Rahmenwerk zur probabilistischen Planung in der
Oberflächeninspektion vorgestellt. Diese basiert auf Huber, der in [Hub09]
ein allgemeines Rahmenwerk für die Sensoreinsatzplanung beschreibt. Die
Oberflächeninspektion wird als ein sequentielles Entscheidungsproblem
modelliert. Ein sequentielles Entscheidungsproblem besteht aus einemAgen-
ten und einer Umwelt. Der Agent besitzt ein Ziel und kann eine Menge
möglicher Aktionen ausführen, mit denen er die Umwelt beeinflussen kann.
Nachdem der Agent eine Aktion ausgeführt hat, erhält er eine Beobachtung
von der Umwelt und entscheidet auf Grundlage dieser Information und der
in der Vergangenheit gesammelten Information, welche Aktion als nächstes
ausgeführt werden soll.
In dieserArbeit liegt das Interesse speziell beiAgenten, die dasZiel verfolgen,
mehr Information über ihre Umwelt zu sammeln. Im Anwendungsfeld der
Oberflächeninspektion kann angenommenwerden, dass dieUmwelt stationär
ist und aus dem Prüfobjekt und dem konfigurierbaren Messsystem besteht.
Der betrachtete Agent steuert das Messsystem und die Aktionen entsprechen
Messungen am Prüfobjekt mit unterschiedlichen Sensoreinstellungen.
In den Abschnitten 2.1 und 2.2 wird ein häufig genutztes mathematisches
Modell für probabilistische sequentielle Entscheidungsprobleme vorgestellt.
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In Abschnitt 2.3 wird die Oberflächeninspektion in dem vorgestelltenModell
formalisiert. In diesem Modell wird die Gütefunktion über die Unsicher-
heit modelliert. Hier sind geeignete Unsicherheitsmaße notwendig, die in
Abschnitt 2.4 vorgestellt werden. Schließlich werden in Abschnitt 2.5 einige
generelle Lösungsverfahren diskutiert und anschließend das für diese Arbeit
geeignetste Verfahren identifiziert.
2.1 Markow-Entscheidungsprozess (MDP)
Ein Markow-Entscheidungsprozess (engl. Markov Decision Process, MDP)
ey[Ber17] modelliert probabilistische sequentielle Entscheidungssprobleme.
Er findet Anwendung unter anderem in Gebieten wie dem Operations Re-
search [Whi85, Whi88, Whi93] oder der Robotik. Zu diskreten Zeitpunkten
k ∈ N+ wird die für die Anwendung relevante Umwelt mit einem Zustand
xk ∈ X beschrieben. Mit Wissen über den Zustand trifft der Agent zu
jedem Zeitpunkt eine Entscheidung, wählt also eine Aktion ak ∈ A aus1.
Dies überführt die Umwelt in einen Nachfolgezustand, der durch die Tran-
sitionswahrscheinlichkeit p(xk+1 | xk,ak) modelliert wird. Dabei hängt der
Folgezustand nur von der gewählten Aktion und dem aktuellen Zustand ab,
nicht aber von den vergangenen Zuständen. Hierbei handelt es sich um die
Markow-Annahme, die formal besagt, dass der Folgezustand xk+1 bedingt
unabhängig von den vergangenen Zuständen xk−1 . . . , x0 ist:
p(xk+1 | xk, xk−1 . . . , x0,ak) = p(xk | xk−1,ak) . (2.1)
Für jedes Paar von Zustand und gewählter Aktion gibt eine Schrittkostenfunk-
tion g(xk,ak) die Güte der Entscheidung an. Das Ziel ist eine Minimierung
1 Im Allgemeinen kann die Aktionsmenge A sowohl vom Zeitpunkt k als auch von dem
Zustand xk abhängen.
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der erwarteten Kosten. Zusammenfassend besteht das MDP aus einem
5-Tupel (X , A, p(xk+1 | xk, ak), g(xk,ak), p0(x0)), in dem
• X die Menge der Zustände,
• A die Menge der Aktionen,
• p(xk+1 | xk,ak) die Transitionswahrscheinlichkeit,
• g : X ×A→ R die Schrittkostenfunktion und
• p0(x0) die Anfangsverteilung der Zustände
darstellt. Bei der Oberflächeninspektion ist der Zustand nicht vollständig
beobachtbar, da Informationen nur indirekt anhand Messungen bezüglich
des Prüfobjektes gesammelt werden können. Für diese Art von Entschei-
dungsproblemen gibt es eine Erweiterung des MDPs zu einem sogenannten




Der teilweise beobachtbare Markow-Entscheidungsprozess (engl. Partial
Observable Markov Decision Process, POMDP) [Kae98] ist eine Verallge-
meinerung des MDP. In dieser Modellierung steht dem Agenten für eine
Entscheidung der Zustand nicht zur Verfügung. Stattdessen wird eine wei-
tere Größe zk ∈ Ω beobachtet, die in einer Relation zum Zustand steht.
Zum Beispiel ist zk nur ein Teil des Zustands oder nur ein verrauschter
Zustandswert. Der Zusammenhang der Beobachtung mit dem Zustand wird
über eine bedingte Dichte p(zk+1 | xk,ak) modelliert. Eine alternative und
gleichwertige Beschreibung des Zusammenhangs ist über eine Funktion
zk+1 = h(xk,ak,wk) möglich, wobei wk ein Rauschgröße ist.
15




Abbildung 2.1: Schematische Darstellung der direkten Abhängigkeiten zwischen Zuständen,
Beobachtungen und Aktionen in einem POMDP.
Eine schematische Darstellung der direkten Abhängigkeiten der Zufallsgrö-
ßen und Entscheidungsvariablen ist in Abbildung 2.1 gegeben. Zusammen-
fassend wird ein POMDP durch ein 7-Tupel
(X , A, p(xk+1 | xk,ak), Ω, p(zk+1 | xk,ak), g, p0(x0)) (2.2)
beschrieben mit
• X die Menge der Zustände,
• A die Menge der Aktionen,
• p(xk+1 | xk,ak) die Transitionswahrscheinlichkeit,
• Ω die Menge der Beobachtungen,
• p(zk+1 | xk,ak): die Beobachtungswahrscheinlichkeit,
• g : (A ×Ω)k ×A→ R die Schrittkostenfunktion und
• p0(x0) die Anfangsverteilung der Zustände.
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2.2 Teilweise beobachtbarer Markow-Entscheidungsprozess
In der Literatur werden die Schrittkosten des POMDP über die Schrittkosten
des zugrundeliegenden MDP formuliert. Die Schrittkosten des zugrundelie-
genden MDP hängen nur von dem Zustand xk und der Aktion ak ab. Die
hier definierten Schrittkosten sind in einer allgemeineren Form definiert
und hängen von allen bisherigen Beobachtungen z1, . . . , zk und allen bis-
herigen Aktionen a0, . . . ,ak−1 ab. Die Anordnung dieser Größen in einer
chronologischen Folge
Hk = (a0, z1, . . . ak−1, zk) ∈ (A ×Ω)k (2.3)
wird auch Historie oder Informationsvektor zum Zeitpunkt k genannt. Sie
fasst die gesamte Information, die bis zum Zeitpunkt k über die vergangenen
und den aktuellen Zustand vorhanden ist, zusammen. Die A-posteriori-
Verteilung über dem Zustandsraum ist eine zur Historie gleichwertige Größe
[Sma73] und wird mit
bk(xk) = p(xk |Hk) (2.4)
bezeichnet. Während die Historie nur aus einer Aneinanderreihung aller
Aktionen und Beobachtungen besteht, besitzt die A-posteriori-Verteilung
den Vorteil, dass sie schon die Inferenz bezüglich der interessierenden
Größe, nämlich des Zustands beinhaltet. In dieser Arbeit sind folgende zwei
Spezialfälle der Kostenfunktion von Interesse:




schreiben lässt, wobei g̃(xk,ak) die Kostenfunktion des zugrundelie-
genden Markow-Entscheidungsprozesses ist, erhält man den in der
Literatur definierten POMDP.
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• Für den Fall, dass sich dieKostenfunktion als eine allgemeine Funktion
ρ : B ×A→ R der A-posteriori-Verteilung und Aktion
g(Hk,ak) = ρ(bk,ak) (2.6)
schreiben lässt, erhält man ein ρPOMDP [Ara10]. Dabei ist B die
Menge der A-posteriori-Verteilungen. Dieser Fall beinhaltet auch den
ersten Fall, aber zusätzlich auch Fälle, bei denen die Kostenfunktionen
die Unsicherheit der A-posteriori-Verteilung bk nutzt.
Im Folgenden wird begrifflich nicht zwischen ρPOMDP und POMDP unter-
schieden und beide werden mit POMDP bezeichnet.
2.2.1 Belief-MDP
Da in einem POMDP die A-posteriori-Verteilung über dem Zustand eine
zur Historie gleichwertigen Größe ist, enthält sie die gesamte Information,
auf deren Basis Entscheidungen getroffen werden können. Demnach ist es
möglich, den POMDP in ein gleichwertiges MDP umzuformulieren [Son78].
Die A-posteriori-Verteilung übernimmt in dem abgeleiteten MDP die Rolle
des Zustands. In diesem Zusammenhang wird die A-posteriori-Verteilung
auch Beliefstate genannt und der MDP als Belief-MDP bezeichnet. Formal
ist ein Belief-MDP ein 6-Tupel (B, A, Ω, ρ, b0) wobei
• B die Menge der Beliefstates b über dem MDP,
• A die Menge der Aktionen a,
• Ω die Menge der Beobachtungen z,
• B : B ×A ×Ω→ B die Zustandstransitionsfunktion,
• ρ : B ×A→ R die Kostenfunktion und
• b0(x0) die A-priori-Verteilung des Zustands
18
2.2 Teilweise beobachtbarer Markow-Entscheidungsprozess
ist. Die Zustandsmenge B besteht aus der Menge aller Wahrscheinlichkeits-
verteilungen über dem ursprünglichen Zustandsraum X . Die Menge der
Aktionen wird vom POMDP übernommen. Der Zustand bk+1 zum nächsten
Zeitpunkt wird anhand









k+1(xk+1) im Allgemeinen die Form
b−k+1(xk+1) =
∫
p(xk+1 | xk,ak)bk(xk) dxk (2.9)
hat. Für einen stationären Zustand gilt für die Transitionswahrscheinlichkeit
p(xk+1 | xk,ak) = δ(xk+1 − xk) , (2.10)
wobei δ(x) die Delta-Distribution bezeichnet. In diesem Fall verändert sich
der Zustand nicht und die Aktionen beeinflussen nur die Beobachtungen.
Für stationäre Zustände ist b−
k+1(xk+1) = bk(xk). Die Kostenfunktionen
der Form (2.5) oder (2.6) können direkt übernommen werden, weil sie
bezüglich des Beliefstates definiert sind. Der Anfangszustand b0(x0) ist
gleich der A-priori-Verteilung p0(x0) des Zustands des POMDPs.
2.2.2 Strategie
Während in einem MDP die optimale Entscheidung zu jedem Zeitschritt
nur vom Zustand desselben Zeitpunkts abhängt, muss für eine optimale
Entscheidung im POMDP diese von der Beliefstate abhängen. Eine Funktion,
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die abhängig von der Beliefstate und des Zeitschritts dieAktion für denselben
Zeitschritt ausgibt, wird Strategie (engl. policy) genannt π : B × N+ → A.
Wenn die Strategie unabhängig von dem Zeitschritt ist, spricht man von
einer stationären Strategie und wenn sie unabhängig von der Historie ist,
von einem Plan. Die Güte einer Strategie wird durch den Ausdruck






definiert. Dabei ist α ∈ (0,1] eine skalare Gewichtung, durch deren geeignete
Wahl sichergestellt wird, dass die Reihe konvergiert. Für den Fall α = 1
erhält man die erwarteten Gesamtkosten. Für den Fall, dass α < 1 gewählt
werden muss, spricht man von diskontierten Kosten.
2.3 Probabilistische Modellierung der
Oberflächeninspektion
In diesem Abschnitt wird die Oberflächeninspektion als ein POMDP model-
liert. Eine schematische Darstellung der Abhängigkeiten ist in Abbildung 2.2
gegeben. Der Zustand in einer Oberflächeninspektionsaufgabe besteht aus
der zu prüfenden Oberfläche und dem Zustand des Sensors
X =MS × Θ , (2.12)
wobei MS eine Menge von Oberflächen und Θ die Menge der Sensorkon-
figurationen bezeichnet. Eine Sensorkonfiguration umfasst die relevanten
einstellbaren Parameter am Messinstrument, mit denen sich eine Messung
beeinflussen lässt.
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Abbildung 2.2: Direkte Abhängigkeiten von Aktionen ak , Beobachtung zk+1 und der Oberflä-
che S bei der Oberflächeninspektion.
stabilen Position. Außerdem wird das Prüfobjekt nicht von den Messungen
beeinflusst. Eine Bewegung der Oberfläche zwischen den Messungen kann
durch eine entgegengesetzte Bewegung des Sensors modelliert werden. Die
Oberfläche ist teilweise beobachtbar. Über sie kann Information nur anhand
von Messungen gewonnen werden. Eine Messung gibt nur eine beschränkte
Sicht auf die Oberfläche. Beispielsweise erfasst sie nur spezielle Merkmale
der Oberfläche in einem örtlich begrenzten Bereich und ist mit Rauschen
gestört. Der Sensorkonfigurationszustand θ̃ ∈ Θwird dagegen als vollständig
beobachtbar modelliert.
Die Aktionen bestehen aus einer Vereinigung zweier Aktionstypen:
A = AI ∪AT . (2.13)
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Die zu inspizierende Oberfläche S ∈MS bleibt während des Messvorgangs
unverändert. Das heißt dieOberfläche selbst ist starr und befindet sich in einer
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a ∈ AI, dann wird mit θa die zugehörige Sensorkonfiguration bezeichnet.
Die Menge AT besteht aus Aktionen, die die Inspektion beenden und eine
Prüfentscheidung ausgeben. SiewerdenTerminalaktionen genannt. Beispiele
für Terminalaktionen bei einer Prüfaufgabe, bei der defekte Objekte aus-
sortiert werden sollen, könnten das Aussortieren des Prüfobjekts aufgrund
signifikanter Defekte, das Akzeptieren des Prüfobjekts oder die Klassifi-
zierung des Prüfobjekts als B-Ware sein. Abhängig von der Prüfaufgabe
können die Terminalaktionen auch komplexere Formen annehmen, wie zum
Beispiel bei einer Prüfaufgabe, in der die Anzahl und Position der Fehler
bestimmt werden sollen.
Die Zustandstransitionsfunktion für eine Aktion ak ∈ AI ist durch
p((Sk+1, θ̃k+1) | (Sk, θ̃k),ak) = δ(Sk+1 − Sk)δ(θ̃k+1 − θak ) (2.14)
gegeben.Durch dasAusführen derAktion ak ∈ AI zu einemZeitpunkt k wird
der Sensor in die Sensorkonfiguration θak versetzt und die Prüfoberfläche
bleibt unverändert. Das Ausführen einer Terminalaktion ak ∈ AT lässt
sowohl die Prüfoberfläche als auch die Sensorkonfiguration unverändert.
Die Prüfung einer Oberfläche besteht aus mehreren Messungen, die zum
Beispiel an lokalen örtlichen Bereichen der Oberfläche erfolgen. Die Mes-
sungen erfolgen in Zeitintervallen [tk, tk+1). Am Anfangszeitpunkt tk jedes
Intervalls wird der Sensor mit der Sensorkonfiguration θk eingestellt, also
eine Aktion aus der Menge AI gewählt. Danach wird die Messung ausge-
führt. Ihr Ergebnis ist die Beobachtung zk+1 und steht am Ende der Messung
zum Zeitpunkt tk+1 zur Verfügung. Die Beobachtung zk+1 kann je nach Sen-
sor unterschiedliche Formen annehmen. Sie kann zum Beispiel bei einem
triangulationsbasierten Sensor aus einer Menge von Tupeln, die aus einer
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Die Menge AI bestehen aus den Aktionen, die das Messsystem einstellen
und eine nachfolgende Messung mit dieser Konfiguration ausführen. Die
Menge AI ist isomorph zur Menge der Sensorkonfigurationen AI ' Θ. Sei
2.3 Probabilistische Modellierung der Oberflächeninspektion
Arbeit betrachtet wird, werden stattdessen Messstellen und deren Neigungen
gemessen. Der Messvorgang wird mit einer Funktion h modelliert:
z
k+1 = h
((Sk, θ̃k),ak,wk ) (2.15)
wobei wk ein Rauschen ist.
Die Schrittkosten werden gemäß der Gleichung (2.5) gewählt. Hierbei reicht
es die Kostenfunktion des zugrundeliegenden MDPs zu definieren:
g̃
((S, θ̃),a) = 
c(S,a) a ∈ AT
ga(θ̃,a) a ∈ AI
(2.16)
Die Funktion c : MS × AT → R beschreibt die Kosten für die Prüfent-
scheidung, zum Beispiel wird hier bestraft, wenn eine Oberfläche fälsch-
licherweise aussortiert wird oder Defekte übersehen werden. Die Funk-
tion c realisiert die Spezifikation der Inspektionsaufgabe. Die Funktion
ga : Θ ×AI → R ist eine Kostenfunktion, die die Kosten für das Einstellen
des Sensors und den Messaufwand, wie Messzeit beinhaltet. Bei Kosten-
funktion (2.16) treten die ausschlaggebenden Kosten am Ende der Planung
durch die Terminalaktion auf.
Wie die obige Modellierung andeutet, lässt sich die Oberflächeninspektion
in zwei Phasen einteilen. Die erste Phase besteht aus der Informationsbe-
schaffung anhand vonMessungen. In der zweiten Phase wird die Information
über die Oberfläche ausgewertet, um eine Prüfentscheidung zu treffen. Die
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Messstelle auf der Oberfläche und der zugehörigen Höhe zusammengesetzt
sind, bestehen. Bei einem deflektometrischen Sensor, wie er hier in dieser
2.3.1 Trennung der Informationsbeschaffung
und der Prüfaufgabe
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wie das Aussortierten von defekten Oberflächen gut erledigt werden kann.
Informationsbeschaffung ist hier nur Mittel zum Zweck. Die Formulierung
hat den Vorteil, dass die hierauf basierenden Strategien optimal für die
Inspektionsaufgabe sind.
Es gibt allerdings mehrere Argumente die Informationsbeschaffung und die
Inspektionsaufgabe bei der Berechnung der Strategie zu separieren. Durch
eine Separierung kann eine höhere Flexibilität bei der Planung erreicht
werden, da eine gewisse Unabhängigkeit bezüglich der Inspektionsaufgabe
erreichtwerden kann, d.h. die inGleichung (2.16) definierte Spezifikation der
Aufgabe über die Kostenfunktion c kann in gewissen Grenzen nachträglich
verändert werden. Dies ist vorteilhaft, zumal in der Praxis häufig die genaue
Spezifikation von Defekten schwierig ist. Das ist beispielsweise bei Defekten
der Fall, die nach ästhetischen Kriterien [Zie14, Zie15] bewertet werden und
damit nicht leicht formalisierbar sind. Ein weiterer pragmatischer Grund
für die Separierung besteht darin, dass durch die verzögerten Kosten der
Terminalaktionen am Ende der Inspektion eine Berechnung der Strategie
erschwert werden kann.
Eine zuverlässige Prüfentscheidung ist nicht möglich, wenn nicht genug
Information bezüglich der für die Inspektion relevanten Merkmale der Ober-
fläche vorhanden ist. Erst durch genügend Messungen lässt sich umfassende
Information über die Oberfläche sammeln und eine Prüfentscheidung treffen.
Das Maß an Information über die Oberfläche lässt sich anhand der Unsi-
cherheit bezüglich der Schätzung der Merkmale der Oberfläche beschreiben.
Sie erlaubt die Trennung der beiden Phasen. Sei U : B → R ein Unsicher-
heitsmaß, das auf der Menge der Beliefstates definiert ist. Eine Informati-
onsbeschaffungsstrategie πI : B × Θ → AI führt solange Messungen aus,
bis die Unsicherheit des Beliefstates eine untere Schranke Usuff erreicht.
24
obige Formulierung beinhaltet beide Phasen. Die Kostenfunktion bewer-
tet eine Messfolge abhängig davon, ob die zugehörige Inspektionsaufgabe,
2.3 Probabilistische Modellierung der Oberflächeninspektion
eine Prüfentscheidungsstrategie πT : B → AT über das Inspektionsergebnis.
Das ist äquivalent mit der Einschränkung der gesuchten Strategien auf
π((bk, θ̃), k) =

πI((bk, θ̃), k) U(bk) > Usuff
πT(bk, k) sonst .
(2.17)
Die Informationsbeschaffungsstrategie berechnet sich aus einem POMDP,
wie er im vorherigen Unterabschnitt definiert wurde, mit dem Unterschied,
dass anstelle der Schrittkosten (2.16) die Schrittkosten ρ : (B×Θ)×AI → R,
ρ
((bk, θ̃k),ak ) = gu(bk,ak) + λga(θ̃k,ak) (2.18)
gewählt werden, wobei es sich bei der Funktion gu um den negativen erwar-






mit bk+1 = B(bk,ak, zk+1). Der Betrag beschreibt das Ausmaß, um das die
Unsicherheit durch die Aktion ak reduziert wird. Der Informationsgewinn
selbst ist eine Zufallsvariable, da der Folgezustand bk+1 von der zufallsbe-
hafteten Beobachtung z
k+1 abhängt und deren Realisierung erst nach dem
Ausführen der Aktion ak bekannt wird. Die skalare Größe λ ∈ R in Glei-
chung (2.18) ist ein Faktor, der die beiden Kostenfunktionen untereinander
gewichtet. Die Schrittkosten ρ in Gleichung (2.18) haben die Form (2.6),
so dass sie eine Definition der Kosten auf Basis der Unsicherheit erlauben.
Falls die Kostenfunktion c bekannt ist, kann die Prüfentscheidungsstrategie
aus arg mina
∫
c(S,a)bn(S) dS berechnet werden, wobei n die Anzahl der
Messungen ist. Ansonsten kann eine auf heuristische oder auf maschinelles
Lernen basierte Prüfentscheidung getroffen werden.
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In dieser Phase wird damit die Spezifikation durch die Anforderung, die
hinreichende Unsicherheit zu erreichen, ersetzt. Anschließend entscheidet
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2.4 Unsicherheitsbestimmung
Die Kostenfunktion ρ hängt von dem Beliefstate ab. Ihre Minimierung
führt zur Reduktion der Unsicherheit. Mögliche Formen der Unsicherheits-
quantifizierung einer Verteilung lassen sich in die zwei Klassen Kovarianz-
basierte und informationstheoretisch basierte einteilen. Informationstheore-
tische Unsicherheitsmaße basieren auf der Shannonschen Informationstheo-
rie [Sha49]. Bei diesen Maßen wird die bedingte differentielle Entropie des
Zustandes zur Berechnung der Unsicherheit herangezogen. Sie sind für den
weiteren Verlauf dieser Arbeit nicht relevant und sollen deshalb nicht näher
beschrieben werden. Kovarianz-basierte Kostenfunktionen hängen von der






Hierbei wird die Kovarianz bezüglich des Zustands xk gebildet, dessen
Verteilung durch den Beliefstate bk gegeben ist. Während die Kovarianz-
matrix die Varianzen in allen Richtungen enthält, ist für die Planung nur
eine skalare Unsicherheitsgröße notwendig. Es gibt mehrere Methoden eine
skalare Unsicherheitsgröße aus der Kovarianz zu extrahieren:
• Die Spur der Matrix




entspricht der Summe aller Varianzen Cii . Geometrisch entspricht
dies der Summe aller Halbachsen des Kovarianzhyperellipsoids.
• Die Determinante
UD(C) = det C (2.22)
26
2.5 Lösungsverfahren
ist proportional zum Volumen des Kovarianzhyperellipsoids. Für eine
Normalverteilung mit Kovarianz C ist die Entropie eine streng mono-
ton wachsende Funktion der Determinanten det C. Folglich ist in
diesem Fall die Minimierung der Determinanten äquivalent zur Mini-
mierung der Entropie.
• Der größte Eigenwert
UE(C) = max eig(C) (2.23)
ist die Länge der größten Halbachse des Kovarianzhyperellipsoids.




unterscheidet sich von den anderen Größen, da es nicht invariant
bezüglich einer Koordinatentransformation ist.
Bei der Oberflächeninspektion können die Varianzen Cii meist physikalisch
interpretiert werden. Die Interpretation ist abhängig von der gewählten
Oberflächenrepräsentation. Zum Beispiel können die Varianzen in dem in
Abschnitt 4.3 definierten Oberflächenmodell als Varianz der geschätzten
Höhe an einer Oberflächenstelle interpretiert werden.
2.5 Lösungsverfahren
Die exakte Lösung des Planungsproblems besteht in der Berechnung einer
optimalen Strategie. Die optimale Strategie wird in einer Planungsphase vor
der eigentlichen Messung berechnet und in einer Messphase ausgeführt. Das
Ausführen einer Strategie basiert auf einen geschlossenen Kreislauf. Anhand
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des aktuellen Beliefstates wird mit der Strategie die aktuelle Aktion berech-
net und die zugehörige Messung ausgeführt. Die Messdaten werden genutzt,
um die Beliefstates zu aktualisieren. Die Ausführung mit Rückführung ist
bei Entscheidungsproblemen mit hohen Unsicherheiten sinnvoll, da nicht
mit Sicherheit vorausgesagt werden kann, in welchen Zustand das System
wechselt oder welche Beobachtung eine Messung hervorbringt. Allerdings
ist die Berechnung solch einer Strategie schon für relativ kleine Probleme
aufwendig. In dieser Arbeit ist der Zustand besonders hochdimensional. Der
Zustand des Belief-MDPs besteht aus einer Verteilungen über allen Oberflä-
chen. Die bekannten exakten Lösungsmethoden [Mur00, Bri00] skalieren
nur auf Probleme mit kleinen Dimensionen. Deshalb sind approximative
Methoden unverzichtbar.
Die sogenannte open loop Planung [Ber17] ist eine approximative Lösungs-
methode, bei der für jeden aktuellen Zeitpunkt ein Plan berechnet und die
erste Aktion hieraus ausgeführt wird. Aufgrund von Unsicherheiten in der
Zustandstransition und demMessmodell führt eine Aktion zu einemZustand,
für den der restliche Plan nicht geeignet ist. Deshalb wird im nächsten Zeit-
schritt ein neuer Plan auf Basis eines aktualisierten Belief-States berechnet.
Da die Planung bis zum Ende des Zeithorizontes in der Praxis noch zu
aufwendig ist, wird häufig über einen kürzeren Planungshorizont geplant.
Dies wirdModellprädiktive Planung genannt. Ein Spezialfall hiervon ist die
Greedy-Planung, die nur einen Schritt im Voraus plant. Diese Algorithmen
planen in der Ausführungsphase, also während der tatsächlichen Messung.
Die Neuplanung in jedem Schritt ist aufgrund der probabilistischen Natur
des Problems erforderlich.
Für eine Oberflächeninspektion ist eine online Planung, wie sie in der open-
loop Planung oder derModellprädiktiven Planung erfolgt, nicht zweckmäßig.
Häufig erfordern Inspektionsaufgaben hohe Taktraten, die mit diesen Metho-
den nicht eingehalten werden können. Die Oberflächeninspektion bietet eine
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kontrollierte Umgebung, in der durch den Messaufbau die Messunsicher-
heit niedrig gehalten werden kann. In diesem Fall kann trotz Unsicherheit
eine Approximation als ein deterministisches Planungsproblem durchge-
führt werden. Hierzu muss die Zustandstransitionsfunktion der Beliefstate
B(bk,ak, zk+1) unabhängig von der Realisierung der Beobachtung sein. Im
Fall von geringem Rauschen kann das damit erreicht werden, indem unsi-
chere Größen durch ihre Erwartungswerte ersetzt werden.
Eine weitereMöglichkeit die Unabhängigkeit zu erreichen ist, wenn folgende
Bedingungen erfüllt sind:
1. Die Verteilung des Zustandes kann in jedem Messschritt mit einer
Normalverteilung beschrieben werden.
2. Die Kosten beruhen auf einem Unsicherheitsmaß, der nur von der
Kovarianzmatrix abhängt.
3. Die Beobachtungen hängen linear vom Zustand ab und das Beobach-
tungsrauschen ist normalverteilt.
Die Unabhängigkeit wird dadurch erreicht, dass bei Erfüllung der obigen
Bedingungen die A-posteriori-Kovarianzmatrix des Zustandes nicht von
den Beobachtungen abhängt. Diese Approximation wird in dieser Arbeit
verfolgt. Der erste und zweite Punkt werden dadurch sichergestellt, dass
die vorgestellten Oberflächenrepräsentationen auf einer Normalverteilung
basieren; siehe Kapitel 4. Da der dritte Punkt im Allgemeinen nicht gegeben
ist, wird für nichtlineareBeobachtungsfunktionen diese umden beobachteten
Wert linearisiert; siehe Kapitel 3.
2.6 Zusammenfassung
In diesem Kapitel wurde ein probabilistisches Rahmenwerk zur Modellie-
rung des Oberflächeninspektionsproblems vorgestellt und Lösungsverfahren
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diskutiert. Die Oberflächeninspektion wird als ein sequentielles Entschei-
dungsproblem mittels eines Belief-MDPs formuliert. Zunächst wurde eine
Modellierung gewählt, bei der das Ziel der Planung in der Erfüllung der
Inspektionsaufgabe lag. Anschließend wurde diskutiert, dass die Trennung
der Informationsbeschaffung und der Inspektion mehrere Vorteile bringt.
Zum einen ist häufig die direkte Modellierung einer Gütefunktion für die
Inspektion schwierig, so dass eine Trennung eine gewisse Unabhängigkeit
zur dieser liefert. Zum anderen ist die Berechnung einer Strategie schwierig,
da die Kosten erst am Ende, bei Erfüllen der Aufgabe, zur Verfügung stehen.
Die Trennung der Informationsbeschaffung von der Inspektion ist möglich,
da durch die probabilistische Formulierung die gesamte Information über die
Messungen in Form der Unsicherheit vorliegt. Diese Unsicherheit wird mit-
tels einer Informationsbeschaffungsstrategie unter einen Schwellenwert, der
sogenannten hinreichenden Unsicherheit, gesenkt. Damit wird sichergestellt,
dass für eine anschließende Inspektion genügend Information bezüglich der
zu inspizierenden Oberfläche vorhanden ist.
Eine exakte Lösung des so formulierten Problems erfordert eine Zustands-
rückführung, weil aufgrund von hohen Unsicherheiten die Beobachtungen
zufällige Realisierungen haben können. Da sowohl die Planungmit Zustands-
rückführung als auch eine Approximation, bei der nach jedem Messschritt
neu geplant werden muss, nicht praktikabel sind, wird ein Approximati-
onsverfahren vorgeschlagen, das unter Einhaltung der Bedingungen aus
Abschnitt 2.5 trotz Unsicherheit einen deterministischen Plan erlaubt.
Mit diesem Kapitel wurde der Grundstein für die folgenden drei Kapitel
gelegt, in denen nun die einzelnen Komponenten der Planung das Messmo-
dell, die Modellierung des Beliefstates mit der Zustandstransitionsfunktion




In diesem Kapitel wird das Sensormodell vorgestellt, das es ermöglicht,
während der Planung für beliebige Sensorkonfigurationen die Messdaten
und Unsicherheiten zu prädizieren. Dabei wird der Sensor als ein Smart-
Sensor modelliert, der eine zusätzliche Weiterverarbeitung der Messdaten
zur Neigung beinhaltet. Die Implementierung des Sensormodells erfolgt
als ein Simulator. In Abschnitt 3.1 wird die Modellierung der Messung
diskutiert. Die Abschnitte 3.2, 3.3 und 3.4 beschreiben die Komponenten
Kamera, Referenzoberfläche und Schirm einer deflektometrischen Messung,
die für die Nutzung im Simulator modelliert werden müssen. Abschnitt 3.5
führt eine Parametrisierung der Sensorkonfiguration ein. In Abschnitt 3.6
wird schließlich auf die geometrische Modellierung der Messabbildung
eingegangen. Dort wird der deterministische Anteil der Messabbildung
beschrieben. In Abschnitt 3.7 wird zunächst die für den stochastischen Anteil
derMessabbildung relevante deflektometrische Registrierung eingeführt und
in Abschnitt 3.8 die Messunsicherheit behandelt.
3.1 Messmodell
Das Messmodell lässt sich durch eine mengenwertige Funktion
Z = h(S,θ,I,w) (3.1)
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beschreiben. Darin sind Z eine Menge von gemessenen Messstellen und
den zugehörigen Neigungen, S die zu untersuchende Oberfläche, θ die zu
einer Messaktion zugehörige Sensorkonfiguration, I eine Menge von Mus-
terbildern und w ein Rauschvektor. Es handelt sich hier um einen aktiven
Sensor, in dem Sinne, dass mittels eines in die Umgebung ausgesendeten
und wieder empfangenen Signals auf das zu messende Objekt geschlossen
wird. Grundsätzlich kann das Signal bestehend aus den Musterbildern I in
die Sensorkonfiguration mit integriert werden, da sie die Messungen beein-
flussen. In der Gleichung (3.1) werden sie allerdings getrennt angegeben, da
die Planung der Musterbilder in dieser Arbeit nicht betrachtet wird. Dies ist
keine große Einschränkung, wenn das Material der Oberfläche homogen ist
und keine zu starken konvexen Krümmungen existieren, die das beobachtete
Muster unter dieAbtastgrenze verkleinern. Das Codierungsverfahren kann in
diesem Fall vor der Planung gewählt werden und bleibt über die Teilmessun-
gen konstant. Um die Gleichung (3.1) und weitere folgende übersichtlich zu
gestalten, wird in diesem Kapitel die Abhängigkeit der Sensorkonfiguration
und der Messdaten vom Messschritt k nicht explizit angegeben. Außerdem
wird der Sensorzustand θ̃ ebenfalls nicht mit angegeben, da er durch die
zur Messaktion gehörenden Sensorkonfiguration θ überschrieben wird und
keinen Einfluss auf die Messung hat.
3.1.1 Komponenten des Messmodells
Zur Diskussion und Modellierung des Messmodells h ist es vorteilhaft eine
Aufteilung dieser in die drei Komponenten
• physikalische Messung




l(u, v) = hr(I, Ĩ)(u, v) (3.3)
• und Bestimmung der Neigung
Z = hn(Sr, l,θ,wn) (3.4)
vorzunehmen. Die erste Komponente (3.2) beschreibt die eigentliche physi-
kalische Messung. Die Eingabe hierfür besteht sowohl aus der Sensorkonfi-
guration θ als auch aus der Bildsequenz für die Kodierung des Bildschirms
I. Die Ausgabe des Sensors ist eine Sequenz von Bildern Ĩ. Das Rauschen
bezüglich derMessung ist mitwp bezeichnet und beinhaltet das Bildrauschen
sowie die Positionierunsicherheit des Sensors.
Die zweite Komponente (3.3) besteht aus der Berechnung der Zuordnung
von Kamerapixeln zu Bildschirmpixeln anhand der gemessenen Bildfolge.
Diese Zuordnung wird auch deflektometrische Registrierung genannt und
wird mit l : R2 → R2 bezeichnet. Für die Berechnung sind nur die beiden
Bildsignale I und Ĩ nötig.
Die dritte Komponente (3.4) berechnet bei gegebener Sensorkonfiguration
aus der deflektometrischen Registrierung die Menge der Neigungen auf der
Oberfläche in Form der Normalen. Man beachte, dass hn demnach eine men-
genwertige Funktion ist. Die Berechnung benötigt die Referenzoberfläche Sr.
Das Rauschen wn beschreibt die Unsicherheit bezüglich der Kalibrierung.
Dieses wird in dieser Arbeit jedoch nicht berücksichtigt und deshalb im
Folgenden nicht weiter in der Argumentliste von hn mitgeführt.
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3.1.2 Approximation des Messmodells
Die Modellierung der physikalischen Messung erfordert die Simulation der
Lichtausbreitung ausgehend vom Schirm über die reflektierende Oberfläche
in die Kamera. Unter anderem spielen dabei die Eigenschaften des Lichts,
die Abstrahlcharakteristik des Schirms, die Oberflächeneigenschaften des
Prüfobjektes, dieAbbildungsoptik und der Sensor derKamera eineRolle.Die
Physik unterscheidet drei Modelle, mit denen die Lichtausbreitung und ihre
Wechselwirkung mit der Materie beschrieben werden können. Diese sind
die geometrische Optik, die Wellenoptik und die Quantenoptik. Für den hier
betrachtetenAnwendungsfall in der Deflektometrie reicht hierbei Erstere aus,
da sich hiermit bereits Wechselwirkungen wie Reflexion und Brechung im
Makroskopischen beschreiben lassen. Eine Ausnahme bildet die Erzeugung
des Bildes am Sensor, wofür die Quantennatur des Lichts berücksichtigt
werden muss. Für die geometrische Modellierung ist es nun ausreichend,
die Abbildung l(u, v) bei gegebener Oberfläche und Sensorkonfiguration
zu bestimmen. Daraus folgt, dass die erste und zweite Komponente des
Messmodells hr und hp zu einer Abbildung hs zusammengefasst werden
können, die definiert ist als
l = hs(S,θ,ws) ≈ hr(I, hp(S,θ,I,wp)) (3.5)
mit dem Rauschvektor ws.Die Planungsverfahren sind unabhängig von
der tatsächlichen Modellierung, sodass hs bei Bedarf durch eine genauere
Modellierung ersetzt werden kann. Jedoch kann eine aufwändigere Methode
die Planungszeit erheblich steigern.
Die Menge Z als Zufallsvariable kann sowohl in der Anzahl der Elemente
als auch in den Werten der Elemente variieren. Da sich die Neigungen bei
gegebener Oberfläche für jeden Pixel unabhängig voneinander berechnen
lassen und das Messrauschen für jeden Pixel als unabhängig angenommen
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wird (siehe 3.8 für die Modellierung von ws), lässt sich die Abbildung hn
für jeden Pixel getrennt betrachten.
Unter der Annahme, dass für einen Pixel (u, v) eine gültige Messung exis-
tiert, ist l(u, v) = hs(S,θ,ws)(u, v) der zugehörigeMesswert und hierfür wird
vereinfacht l(u, v) = hs(S,θ,ws,u, v) geschrieben. Eine gültige Messung für
einen Pixel (u, v) liegt vor, wenn Licht von einem Schirmpunkt und deren
Umgebung über die Oberfläche in das Pixel reflektiert wird und über die
deflektometrische Registrierung die Zuordnung zum zugehörigen Schirmpi-
xel berechnet werden kann. Ebenso wird für das Pixel (u, v) das zugehörige
Paar aus Messstelle und Normale (x, n) = hn(Sr, l,θ,u, v) geschrieben. Um
die Komponenten des Paares einzeln zu benennen, wird auch die Notation
x = h(1)n (Sr, l,θ,u, v) und n = h(2)n (Sr, l,θ,u, v) verwendet. Die Menge Z
setzt sich aus allen gültigen Messungen zusammen.
3.2 Kameramodell
Das in dieser Arbeit verwendete Kameramodell beruht auf einer Abbildung
mit einer dünnen Linse. Eine Linse wird als dünn bezeichnet, wenn die Dicke
der Linse viel kleiner ist als ihre Brennweite. In diesem Fall kann die Bre-
chung der Lichtstrahlen an den Grenzflächen der Linse durch die Brechung
an einer Ebene angenähert werden. Bei einer scharfen Abbildung verhält
sich die geometrische Abbildung gemäß einer Zentralprojektion durch das
optische Zentrum. Diese Abbildung muss noch zusätzlich erweitert werden,
weil reale optische Systeme Verzeichnungen aufweisen. Sie bewirken eine
systematische Abweichung der Bildpunktposition und müssen daher mit
modelliert werden. Zunächst werden in Unterabschnitt 3.2.1 die nötigen
Begriffe und Koordinatensysteme eingeführt. Anschließend wird in Unter-





Das Modell der Kamera besteht aus einer dünnen Sammellinse parallel
zu einer Bildebene; siehe Abbildung 3.1. Die Ebene, die die dünne Linse
approximiert, heißt Hauptebene. Linsen werden üblicherweise als rotations-
symmetrisch angenommen. Ihre Rotationsachsewird optische Achse genannt.
Der Schnittpunkt der optischen Achse mit der Hauptebene ist das optische
Zentrum O. Die dünne Sammellinse bewirkt, dass parallel zur optischen
Achse einfallende Strahlen in einem Brennpunkt, welcher auf der optischen
Achse liegt, gebündelt werden. Der Abstand vom Brennpunkt zum optischen
Zentrum wird Brennweite f genannt. Der Abstand zwischen Bildebene und
Linse wird Bildweite b genannt.
Die Lage der Kamera wird relativ zu einem Elternkoordinatensystem P
zum Beispiel einem Weltkoordinatensystem W angegeben. 1 Das Kamera-
koordinatensystem C wird durch die Bildebene EC und die optische Achse
aufgespannt und hat seinen Ursprung im optischen Zentrum. Der Sensor
ist in der Bildebene angebracht und sein Koordinatensystem wird mit B
gekennzeichnet. Der Bildmittelpunkt wird mit o bezeichnet. Die Sensor-
ebene besteht aus Pixeln der Größe du × dv , die in einer Gitterstruktur
angeordnet sind. Von Interesse ist zusätzlich eine ideale Bildebene, die
in einem Abstand von eins zur Hauptebene liegt. Das Koordinatensystem,
das durch die Projektion des Kamerakoordinatensystems C auf die ideale
Bildebene ẼC entsteht, wird mit B̃ bezeichnet.
1 In Abschnitt 3.5 wird eine Sensorkonfigurationsparametrierung gewählt, die als Elternko-





Die Abbildung eines Objektpunktes auf die Bildebene kann in drei Teilabbil-
dungen Π1, . . . ,Π3 getrennt werden. Die Gesamtabbildung ergibt sich durch
die Komposition der Projektoren Π = Π3 ◦ Π2 ◦ Π1. Die Teilabbildungen
beschreiben folgende Aspekte der Abbildung:
• Die Abbildung Π1 : E3 → ẼC beschreibt die Projektion eines Objekt-
punktes auf die idealisierte Bildebene im Abstand eins vom Projek-
tionszentrum, wobei E3 den dreidimensionalen euklidischen Raum
darstellt.
• Die Abbildung Π2 : ẼC → ẼC beschreibt die Verzerrung, die durch
die nicht perfekte Linse entsteht.
• DieAbbildungΠ3 : ẼC → EC schließlich transformiert die Bildpunkte
in der idealisierten Bildebene auf die wahre Bildebene.
Der Umweg der Abbildung über die idealisierte Bildebene hat den Vorteil,
dass die berechneten Verzeichnungsparameter unabhängig von Auflösung
und Brennweite der Kamera sind [For12]. Die Parameter der Abbildung Π1
werden als extrinsische Parameter bezeichnet, die Parameter der restlichen
Abbildungen als intrinsische Parameter. Im Folgenden werden die einzelnen
Abbildungen näher spezifiziert. Hierbei werden Punkte des euklidischen
Raums in homogenen Koordinaten repräsentiert.
Sei ein Punkt Px ∈ R4 in homogenen Koordinaten relativ zu einem Eltern-








die Rotationsmatrix, deren Spalten die Achsen des Kamerakoordinatensys-
tems im Elternkoordinatensystem beinhalten, und C tP ∈ R3 der Ortsvektor
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des Elternkoordiantensystemursprungs relativ zum Karmerakoordinatensys-











mit CRP = PRTC und der Einheitsmatrix I2×2 ∈ R2×2. In Gleichung (3.7)
wird der Punkt Px in das Kamerakoordinatensystem transformiert und
anschließend über die Zentralprojektion auf die ideale Bildebene abgebildet.
Die radiale Verzerrung kann durch
Π2(x) = x + ar2(x − o) (3.8)
modelliert werden, wobei r2 = ‖x − o‖2 den quadratischen Abstand des
Pixels zum Bildmittelpunkt o darstellt. Radiale Verzeichnungen bewirken,
dass Geraden auf Kurven abgebildet werden.










berechnet, wobei ou und ov die Komponenten des Bildmittelpunktes o
relativ zum Koordinatensystem B̃ sind. Die Transformation setzt sich aus
einer Verschiebung des Ursprungs in die linke obere Ecke des Sensors und









Abbildung 3.1: Unschärfescheibe auf dem Kamerasensor.
3.2.3 Schärfentiefe
Das Objektiv wird durch eine dünne Linse modelliert. Damit lässt sich
der Schärfentiefebereich ermitteln. In diesem Modell kann die Linse nur
Punkte auf einer Ebene scharf abbilden. Eine Kamera mit Bildweite b und
Brennweite f bildet die Ebene im Abstand g scharf ab; siehe Abbildung 3.1.










gegeben. Die Punkte, die nicht auf der Ebene liegen, werden auf eineUnschär-
fescheibe abgebildet. In der Anwendung kann häufig eine kleine Unschärfe-
scheibe toleriert werden, beispielsweise wenn die Unschärfescheibe kleiner
als die Pixelabstand ist. Der Abstand von g, bei dem Punkte auf eine Unschär-
fescheibe mit dem Radius ε abgebildet werden, lässt sich über die Gleichung
∆g(ε) = εg
Df
g− f − ε
(3.11)
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bestimmen, wobei D der Durchmesser der kreisförmigen Eintrittspupille ist.
Bei gegebener Toleranz ε lässt sich der Bereich angeben, indem das Objekt











Abbildung 3.2: Unschärfescheibe auf der Oberfläche
Mit einer ähnlichen geometrischen Betrachtung kann man die Bereiche
der Oberfläche, die auf einen Punkt abgebildet werden, bestimmen. Dazu
betrachtetman den inversen Strahlenverlauf von derKamera zumSchirm. Sei
∆g = GF der Abstand zwischen Objekt und objektseitiger Schärfeebene und
ϑ der Winkel zwischen der optischen Achse der Kamera und der Oberfläche;
siehe Abbildung 3.2, dann ergibt sich der Unsicherheitsbereich εs auf der
Oberfläche aus der Summe
εs = εs,1 + εs,2 , (3.12)
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wobei die Summanden sich aus
εs,1 =
sin(α)
cos(α + ϑ)∆g (3.13)
εs,2 =
sin(α)
cos(−α + ϑ)∆g (3.14)




Bei der Oberflächeninspektion kommt ein Oberflächenmodell an mehreren
Stellen zum Einsatz. Zum einen bei der Schätzung der Oberflächenabwei-
chung aus den Messdaten, zum anderen während der Planung zur Prädiktion
der Messdaten. In diesem Abschnitt geht es um Letzteres. Für die Modellie-
rung der Referenzoberfläche lassen sich zwei Komponenten unterscheiden.
Diese sind die Gestalt der Oberfläche und die Reflektanz der Oberfläche
[Wer11]. Die Gestalt der Oberfläche lässt sich durch ein Oberflächenmo-
dell beschreiben. Speziell für die Anwendung der Planung und Simulation
werden folgende Anforderungen an das Oberflächenmodell gestellt:
• Es sollte eine effiziente Schnittpunktberechnungmöglich sein, da diese
Operation in der Simulation für jeden Pixel der Kamera mindestens
einmal ausgeführt wird.
• Das Modell sollte die wahre Oberfläche ausreichend genau repräsen-
tieren. Beispielsweise kann es auch nötig sein, C2-Stetigkeit vorauszu-
setzen, um die Kompatibilität zu den CAD-Modellen zu gewährleisten:
In der Regel sind die in der Industrie verwendeten Modelle C2-stetig,
weil ihre Formen meist optisch ansprechender sind [Kam04].
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Ein Vergleich von unterschiedlichen Oberflächenmodellen ist in [Kam04]
gegeben. Generell ist es sinnvoll, die Repräsentation zu verwenden, in der
das CAD-Modell gegeben ist.
Die zweite Komponente für die Modellierung der Oberfläche, die Reflektanz
der Oberfläche, lässt sich über die sogenannte bidirektionale Reflektanzver-
teilungsfunktion (BRDF) modellieren. Die BRDF beschreibt die reflektierte
Strahldichte dLr in eine Richtung (φr, ϑr) in Abhängigkeit von der einfal-
lenden Bestrahlungsstärke dEe aus der Richtung (φe, ϑe), wobei φr, φe die
Azimuthwinkel und ϑr, ϑe die Elevationswinkel darstellen:
BRDF(φr, ϑr, φe, ϑe) = dLr(ϑr, φr)dEe(ϑe, φe) . (3.15)
Die hier vorgestellte BRDF ist eine vierdimensionale Funktion. Umfang-
reichere Modelle berücksichtigen zusätzlich weitere Abhängigkeiten wie
die Wellenlänge oder den Ort. Die Vermessung solch einer BRDF für die
Anwendung in der Planung erfordert aufgrund der hohen Dimension viele
Abtastpunkte.
In dieser Arbeit wird eine perfekt spiegelnde Reflexion angenommen:
BRDF(φr, ϑr, φe, ϑe) ∝ δ(φr − φe − π)δ(ϑr − ϑe) . (3.16)
Das Reflexionsverhalten teilspiegelnder rauer Oberflächen kann hiermit
nicht modelliert werden. Diese bewirken allerdings eine Kontrast- und
Helligkeitsverminderung des beobachteten Musters, die einen wesentlichen
Einfluss auf die Messunsicherheit haben. Aus diesem Grund muss diese
Beschränkung bei der Schätzung der Unsicherheit anderweitig kompensiert










Für den Schirm wird gewöhnlich eine LC-Display gewählt, da es einen
einfachen Weg bietet, eine planare, hochauflösende Musteranzeige zu rea-
lisieren. Relevant für die Deflektometrie sind eine hohe Helligkeit des
Schirms sowie eine möglichst richtungsunabhängige Abstrahlcharakteristik.
Das hier betrachtete Modell berücksichtigt allerdings nur die geometrischen
Eigenschaften des LC-Displays.
3.4.1 Geometrische Modellierung
Die Größe des bildgebenden Bereichs des Bildschirms wird eben und recht-
eckig modelliert mit der Länge Lu und Höhe Lv. Die geometrischen Parame-
ter des Bildschirms bestehen aus einer Rotation und Translation relativ zu
einemElternkoordinatensystem.Dieses System ist bei einemkompakten Sen-











die Rotationsmatrix, deren Spalten die Koordinatenachsen des Schirms in
Elternkoordinaten beinhaltet und P tD ∈ R3 die Verschiebung des Schirm-
koordinatenursprungs relativ zum Elternkoordinatensystem, dann ist die







Die Bildschirmebene ED ist durch die Gleichung
ED =
{
x | nTD (x − tD) = 0
}
(3.19)
gegeben, wobei nD die Normale der Schirmebene ist.
3.4.2 Weitere Einflussgrößen
Im Folgenden wird eine Auswahl an Einflussgrößen diskutiert, die die Qua-
lität der deflektometrischen Registrierung beeinflussen, die aber entweder
nicht modelliert sind oder durch eine Kalibrierung oder Korrektur vor der
Planung kompensiert werden können.
• Die Abstrahlcharakteristik des Schirms wird in dem Modell nicht
direkt berücksichtigt. Dennoch spielt sie eine wichtige Rolle. Die
Helligkeit und der Kontrast des Bildschirms nehmen mit flachem
Sichtwinkel ab. In der Simulation wird diese durch einen Grenzwinkel
modelliert, der den Sichtwinkel auf den Schirm eingrenzt.
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Das Bildschirmkoordinatensystem D liegt in der linken oberen Ecke des
Schirms; siehe Abbildung 3.3. Sei
3.5 Sensoraufbauten und Konfiguration
• Die Annahme der Ebenheit des Schirms kann in der Realität verletzt
sein und führt zu systematischen Fehlern in der Dekodierung. Ist
die Abweichung bekannt, kann diese berücksichtigt werden, indem
anstelle einer Schirmebene ED eine Schirmoberfläche modelliert wird.
Hiermit muss gleichzeitig auch die Schnittpunktberechnung mit dem
Schirm und die Bestimmung der Pixelposition aus dem Schnittpunkt
angepasst werden.
• Petz [Pet06] beschreibt den systematischen Fehler, der durch die
Lichtbrechung an den transparenten Schichten des LCDs eintritt. Er
schätzt diesen Fehler als hoch ein. Bei bekannten Brechungsindizes
und Schichtdicken kann eine Korrektur berechnet werden.
• Die nichtlineare Systemantwort des Schirms führt bei Phasenschie-
beverfahren zu systematischen Fehlern in der Dekodierung. Mittels
einer Kalibrierung kann die Bildschirmkennlinie ermittelt und bei der
Musteranzeige berücksichtigt werden; siehe [Pet06, Rap11].
3.5 Sensoraufbauten und Konfiguration
In der Praxis sind generell mehrere Aufbauten realisierbar. Günstig ist
ein Aufbau, bei dem sowohl der Schirm als auch die Kamera unabhängig
voneinander bewegt werden können. Durch diese Flexibilität ist es mög-
lich, auch schwierige Bereiche der Oberfläche zu beobachten und größere
Messbereiche zu realisieren. Der Nachteil dieses Aufbaus ist, dass zwei
Handhabungswerkzeuge jeweils für die Kamera und den Schirm benötigt
werden. Üblich ist ein kompakter Aufbau, bei dem die Kamera und der
Schirm starr zueinander angebracht sind. Die relative Position von Kamera
und Schirm ist damit vor der Messung durch den Sensor bestimmt. Eine
weitere Möglichkeit ist die Lage des Schirms zu fixieren und die Kamera frei
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bewegbar zu machen. Solche Aufbauten bieten sich bei größeren Schirmen
an, wie sie zum Beispiel in einer Cave [Bal14] eingesetzt werden.
Die geometrischen Freiheitsgrade sind die Position und Orientierung des
Schirms sowie der Kamera. Beim Aufbau mit unabhängiger Kamera und
Schirm entspricht das zwölf Freiheitsgraden. Für den Aufbau mit kompakten
Sensor oder fixem Schirm ergeben sich sechs Freiheitsgrade. Eine Vielzahl
von Parametrierungen sind für die Lage des Sensors möglich. Im Folgenden
wird eine Parametrierung der Konfiguration für den uneingeschränkten
Sensor definiert. Für den kompakten Sensor kann die Komponente des
Schirms weggelassen werden, da diese während der Messung konstant







Abbildung 3.4: Schematische Darstellung der Lage eines Sensors relativ zu einer Oberfläche,
dargestellt sind die Koordinatensysteme des Bildschirms, der Kamera und das
lokale Koordinatensystem am Sichtpunkt χ.
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Die Parametrierung ist ein zwölfdimensionaler Vektor
θ = (χT , φc, ϑc, dc, τc, φl, ϑl, dl, αl, βl, γl)T (3.20)
mit
• einer Stelle χ ∈ Sr auf der Referenzoberfläche,
• der Kamerakonfiguration φc ∈ [0,2π), ϑc ∈ [− π2 , π2 ], dc ∈ R+
und τc ∈ [0,2π)
• der Schirmposition φl ∈ [0,2π), ϑl ∈ [− π2 , π2 ] und dl ∈ R+
• und der Schirmorientierung αl ∈ [−π, π), βl ∈ [− π2 , π2 )] und
γl ∈ [−π, π).
Im Folgenden werden die Komponenten des Parametervektors näher erläu-
tert. Die ersten zwei Parameter bestehen aus der Stelle χ. Falls sich die
Oberfläche als eine Funktion f : R2 → R modellieren lässt, dann gilt
χ ∈ supp{ f } ⊂ R2, wobei (χT , f (χ))T einen Punkt auf der Referenzober-
fläche beschreibt. Er wird im folgenden Sichtpunkt genannt. An diesem
Punkt kann ein Koordinatensystem Lχ definiert werden, das die intrinsi-
schen lokalen Eigenschaften der Oberfläche beschreibt. Diese wird durch
den Tangentenvektor in Richtung des höchsten Anstiegs gχ und dem Nor-
malenvektor nχ an dem Punkt anhand des Festsetzens einer Orientierung
für das Koordinatensystem eindeutig bestimmt. Die homogene Koordinaten-
transformation des Koordinatensystems lautet
WHLχ =
©­­«
nχ gχ × nχ gχ 0
0 0 0 1
ª®®¬ . (3.21)
Die x-Achse zeigt in Richtung des Vektors gχ. Falls der Gradient Null ist,
dann wird gχ gleich der x-Achse gewählt. Die z-Achse zeigt in Richtung
des Oberflächennormalenvektors nχ und die y-Achse wird orthogonal zu
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den beiden anderen Richtungen gewählt. Hier gibt es zwei Möglichkeiten,
die unterschiedlich orientierte Koordinatensysteme erzeugen. Alle weiteren
Parameter werden relativ zu diesem Koordinatensystem definiert; siehe
Abbildung 3.4 für eine schematische Darstellung. Das führt dazu, dass die
Sensorkonfigurationen invariant bezüglich Rotationen und Translation der
Oberfläche sind. Außerdem ist eine Invarianz bezüglich der lokalen Neigung
gegeben. Falls an zwei Orten eine ähnliche Neigung vorhanden ist, zum
Beispiel bei symmetrischen Oberflächen, können Konfigurationen durch
Veränderung von χ von einem Ort zum anderen transportiert werden.
Für die Kamera wird die Bedingung gestellt, dass ihre optische Achse
die Referenzoberfläche in dem Sichtpunkt schneidet. Die Kamera wird
parametrisiert durch den Elevations- ϑc, dem Azimuthwinkel φc und den
Abstand relativ zum Sichtpunkt dc. Der weitere freie Parameter ist die
Rotation um die optische Achse der Kamera τc. Für das Koordinatensystem
der Kamera ergibt sich
LχHC = R2(φc)R1(ϑc)R3(τc)T 3(−dc) (3.22)
Dabei repräsentieren die homogenen Matrizen Ri(φ) Rotationen um die
Einheitsachse ei um einem Winkel φ, wobei i ∈ {1,2,3}. Sie sind durch
R1(φ) =
©­­­­­­­­­«
1 0 0 0
0 cos(φ) − sin(φ) 0
0 sin(φ) cos(φ) 0




3.5 Sensoraufbauten und Konfiguration
R2(φ) =
©­­­­­­­­­«
cos(φ) sin(φ) 0 0
0 1 0 0
− sin(φ) cos(φ) 0 0






cos(φ) − sin(φ) 0 0
sin(φ) cos(φ) 0 0
0 0 1 0
0 0 0 1
ª®®®®®®®®®¬
(3.25)
definiert. Die homogenen Matrizen T i(t) repräsentieren eine Verschiebung






gegeben mit i ∈ {1,2,3}.
Die Position des Bildschirms wird durch sphärische Koordinaten (φl, ϑl, dl)
und seine Orientierung durch eulersche Winkel (αl, βl, γl) parametrisiert.
Für das Koordinatensystem des Schirms erhält man
LχHD =
©­­­­­­­­­«
1 0 0 dl cos(φl) sin(ϑl)
0 1 0 dl sin(φl) sin(ϑl)
0 0 1 dl cos(ϑl)














Abbildung 3.5: Schematische Darstellung zur Bestimmung des Normalenvektors aus einer
deflektometrischen Messung
Im Vergleich zur Kamera ist der Bildschirm nicht an den Sichtpunkt gekop-
pelt. Die Parameter für die Position und Orientierung des Bildschirms sind
beim kompakten Sensor konstant.
3.6 Geometrisches Modell der
deflektometrischen Messung
Dieser Abschnitt widmet sich der Berechnung der Zuordnung von Kamera-
pixeln zu Schirmpixeln l : R2 → R2, der Neigungen und der zugehörigen
Messstelle. Bei gegebener Position und Orientierung des Schirms relativ
zur Kamera, lässt sich auf die Abbildung l̃ : R3 → R3 schließen, die einen
Vektor im euklidischen Raum vom Projektionszentrum der Kamera O zum
Schirmpixel darstellt. Die folgenden Betrachtungen erfolgen für einen Pixel
mit den Koordinaten (u, v) und für den Fall, dass das Pixel eine gültige
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Messung repräsentiert. Eine schematische Darstellung der geometrischen
Zusammenhänge ist in Abbildung 3.5 gegeben.
3.6.1 Zuordnung zwischen Kamerapixel und Schirmpixel
Die Berechnung der Zuordnung zwischen Kamerapixel und Bildpunkt
erfolgt durch die Verfolgung der Lichtstrahlen in umgekehrter Strahlrichtung
von der Kamera zum Schirm. Der Sichtstrahl von einem Kamerapixel in
Richtung der Oberfläche wird durch die Gleichung
Ri =
{
tC + α ŝ | α ∈ R+
}
(3.28)
beschrieben. Dieser trifft auf die Oberfläche S im Schnittpunkt r s ∈ Ri ∩S .
Dort wird der Strahl gemäß dem Reflektionsgesetz abgelenkt. Die Richtung
des reflektierten Strahls berechnet sich durch
ŝr = ŝ − 2n̂S (r s)n̂S (r s)T ŝ , (3.29)
wobei n̂S (r s) der Normalenvektor am Schnittpunkt ist. Hiermit ergibt sich
für den reflektierten Strahl
Ro =
{
r s + α ŝr | α ∈ R+
}
. (3.30)
Weiter trifft der reflektierte StrahlRo auf die Schirmebene. Ihr Schnittpunkt
rD ∈ Ro∩ED ergibt sich durch Einsetzen der Geradengleichung (3.30) in die
Schirmebenengleichung (3.19). Nach Auflösen der so erhaltenen Gleichung
nach dem Abstand von der Oberfläche zum Schirm ergibt sich weiter für
den Schnittpunkt
rD = r s + sr mit sr =





Diese Gleichung hat eine Lösung, falls die Richtung des Strahls ŝr und der
Normalenvektor des Schirms n̂D nicht senkrecht zueinanderstehen.
Für die deflektometrische Registrierung ergibt sich schließlich
l(u, v) = hs(S,θ,0,u, v) =
©­­«
uTD(rD(u, v) − tD)
vTD(rD(u, v) − tD)
ª®®¬ . (3.32)
3.6.2 Bestimmung der Neigung
Ist die Kalibrierung des Sensors bekannt, lässt sich aus l der Vektor l̃ ∈ R3
vom Projektionszentrum der Kamera zum Schirmpixel berechnen. Aus die-
sem Vektor und der Richtung des Sichtstrahls ŝ lässt sich auf die Neigung
der Oberfläche schließen. Da der Abstand von der Kamera zum Schnittpunkt
des Sichtstrahls mit der Oberfläche unbekannt ist, erhält man ein Norma-
lenfeld im gesamten Sichtfeld der Kamera. Wird ein Punkt r auf einen
Kamerapunkt rC abgebildet, dann ergibt sich für den Sichtstrahl und den
reflektierten Strahl
s(r) = r − rC (3.33)
sr(r) = r − l̃(rC) (3.34)
und damit für den Normalenvektor
n̂(r) = ŝ(r) − ŝr(r)‖ ŝ(r) − ŝr(r)‖ . (3.35)
Dieses Normalenfeld hat die Eigenschaft, dass ihre Normalenvektoren an
den Stellen, an denen die Oberfläche verläuft, mit den Normalenvektoren
der Oberfläche übereinstimmen.
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Die Bestimmung der Oberfläche anhand dieser Information ist nicht ein-
deutig und die Lösungsmenge ist eine eindimensionale Mannigfaltigkeit;
siehe [Bal08].2 Um Eindeutigkeit zu erreichen, muss Zusatzwissen genutzt
werden. Dieser Vorgang wird auch Regularisierung genannt. Eine mögliche
Form der Regularisierung ist über Linearisierung [Wer07]. Hierzu wird
eine Referenzoberfläche genutzt, um den Abstand des Pixels zum Sicht-
punkt auf der Oberfläche entlang des Sichtstrahls zu approximieren. Sei
r̃ s(u, v) ∈ Ri ∩ Sr der Schnittpunkt des Strahls vom Kamerapixel (u, v) mit
der Referenzoberfläche, dann erhält man mittels dieser Regularisierung für
die Messstellen des Normalenvektors:
h(1)n (Sr, l,θ,u, v) = r̃ s(u, v) , (3.36)
h(2)n (Sr, l,θ,u, v) = n̂Sr (r̃ s(u, v)) (3.37)
für die Messkomponente hn. In der Gleichung (3.37) wird direkt der Nor-
malenvektor aus der Referenzoberfläche bestimmt, da der Sensor als ein
Smart-Sensor modelliert wurde und damit die inverse Berechnung von
der deflektometrischen Registrierung zum Normalenvektor im Messmodell
enthalten ist.
Mit der Annahme, dass die Referenzoberfläche als eine Funktion fr(x, y)
darstellbar ist, kann der gemessene Gradient q mit n̂ = n̂Sr (r̃ s(u, v)) wie
folgt berechnet werden:





2 In neueren Arbeiten wird zusätzlich ausgenutzt, dass das Gradientenfeld der Oberfläche
rotationsfrei sein muss [Liu15, Pak14]. Mit diesem zusätzlichen Wissen ist eine eindeutige
Lösung der deflektometrischen Rekonstruktion möglich. Allerdings wurde diese Methodik




Das Ziel der deflektometrischen Registrierung ist eine eindeutige Zuord-
nung zwischen den Kamerapixeln und den Bildschirmpixeln herzustellen.
Zwar wird die deflektometrische Registrierung im vorgestellten Sensormo-
dell nicht zur Berechnung vom l(u, v) verwendet, da bei der betrachteten
Approximation die Schnittpunkte der Sichtstrahlen mit dem Bildschirm
direkt bestimmt werden, aber sie ist relevant für die Diskussion des Phasen-
rauschens. Die Zuordnung l(u, v) lässt sich durch eine zeitliche Kodierung
der Bildschirmpixel mittels Bildsequenzen erreichen. Beispiele für zeitliche
Kodierungsverfahren sind Gray-Code oder Phasenschiebeverfahren; siehe
[Kam04] für einen Überblick über zeitliche Kodierungsverfahren für die
Deflektometrie und [Sal04] für einen umfassenderen Überblick über Kodie-
rungsverfahren generell. In der Deflektometrie wird häufig das Phasenschie-
beverfahren verwendet, da es robust gegenüber unscharfer Abbildung ist und
Subpixel-Genauigkeit erreichen kann.
3.7.1 Phasenschiebeverfahren
Beim Phasenschiebeverfahren werden die beiden Achsen der Bildebene
unabhängig voneinander kodiert. Hier wird nur die Kodierung der Spalten
betrachtet. Die Kodierung der Zeilen erfolgt analog dazu. Jedem Pixel in




wobei Mp die maximale Anzahl der sich wiederholenden Phasen auf dem
Schirm angibt (das heißt für Mp > 1 erfolgt eine uneindeutige Zuordnung)
und Lu die Breite des Schirms ist. Die Anzeige einer Mustersequenz mit M
Mustern, ermöglicht eine zeitliche Kodierung der Pixel. Die Grauwerte mit
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dem ein Pixel kodiert wird, werden durch verschobene Kosinus-Funktionen
mit zugehöriger Phase φ beschrieben:
ḡk = gsat β̄ (1 + γ̄ cos(φ + ψk)) , k = 1, . . . ,M . (3.39)
Dabei ist gsat der maximale Grauwert, β̄ ∈ [0,1] die relative Helligkeit und
γ̄ ∈ [0,1] der relative Kontrast des angezeigtenMusters. Damit der Grauwert
die Bedingung 0 ≤ ḡk ≤ gsat erfüllt, muss für die relative Helligkeit und
den relativen Kontrast die Beziehung β̄(1 + γ̄) ≤ 1 gelten. Ein Muster mit
höchstmöglichem Kontrast wird mit γ̄ = 1, β̄ = 12 erreicht. Bei der Menge
{ψ1, . . . ,ψM }mitψ1 = 0 handelt es sich um die Phasenverschiebungen.Man
unterscheidet Phasenschiebeverfahren nach der Anzahl der Verschiebungen
und ob eine gleichmäßige oder ungleichmäßige Verschiebung vorliegt. Eine
große Klasse von Phasenschiebealgorithmen sind die sogenannten symme-
trischen M-Schritt Algorithmen. Hierbei werden die Verschiebungsschritte




(k − 1), k ∈ {1, . . . ,M} . (3.40)
An einer Pixelposition auf der Kamera werden M Grauwerte gemessen
gk ≈ gsatβ (1 + γ cos(φ + ψk)) , k = 1, . . . ,M . (3.41)
Idealerweise ändert sich an dem Signal nur der Kontrast und die Helligkeit







Aus der berechneten Phase lässt sich anhand (3.38) auf die Position auf dem
Schirm schließen, allerdings ist die Position nur eindeutig in einer einzelnen
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Periode. Eindeutigkeit könnte erreicht werden, indem dieWellenlänge gleich
der Bildschirmbreite gewählt wird. Allerdings muss die Quantisierung des
Aufnahmegeräts imVergleich zur Bildschirmbreite relativ hoch sein. Dies ist
in der Regel nicht gegeben. In der Praxis werden deshalb mehrere Kosinus-
Muster mit unterschiedlichen Frequenzen gewählt. Dadurch werden jedem
Pixelmehrere Phasen zugeordnet. Über eine anschließende Phasenentfaltung
wird die Bildschirmposition eindeutig bestimmt; siehe Unterabschnitt 3.7.2.
3.7.2 Phasenentfaltung
Die Phasenschiebecodierung mit nur einer Wellenlänge liefert kein eindeu-
tiges Ergebnis. Daher werden häufig mehrere Muster mit unterschiedlichen
Perioden gewählt. In der Literatur gibt es hierfür mehrere Ansätze. Beispiels-
weise schlägt Kammel [Kam04] ein mehrstufiges Phasenschiebeverfahren
vor, bei dem die Periodenlänge in jeder Stufe halbiert wird. Petz [Pet06]
verwendet ein zweistufiges Phasenschiebeverfahren mit zwei teilerfremden
Perioden. Diese Verfahren berücksichtigen dabei nicht die Unsicherheit der
Phase. In [Pak16] verwendet Pak eine Phasenentfaltung mittels Gaußmisch-
verteilungen für die Kalibrierung von Kameras. Sie berechnet zusätzlich zur
Bildschirmposition auch eine Unsicherheit. In Unterabschnitt 3.8.1 wird die
detaillierte Herleitung der Phasenentfaltung mittels Gaußmischverteilungen
vorgestellt und ihre Anwendung diskutiert.
3.8 Unsicherheit
Bisher wurden die Messmodellkomponenten für den rauschfreien Fall
betrachtet. Die Zufallsvariable ws in hs führt dazu, dass l eine Zufalls-
variable ist sowie die daraus resultierenden Neigungen. In diesem Abschnitt
soll die Unsicherheit durch das Messmodell propagiert werden, um zu einer
Unsicherheit der Neigungsmessung zu gelangen.
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Zunächst ist es allerdings erforderlich die Unsicherheitsquellen zu identi-
fizieren. Hier sollen zwei dominierenden Quellen aufgezählt werden. Die
Bildaufnahme ist immer mit Rauschen behaftet, welches bei der deflektome-
trischen Registrierung zu Phasenrauschen führt. Das Phasenrauschen hängt
direkt von der Helligkeit und dem Kontrast der aufgenommenen Bilder ab
und kann als Maß für die Qualität der Registrierung dienen; siehe Unterab-
schnitt 3.8.1. Einen weiteren Einfluss auf die Neigungsunsicherheit hat die
Lageunsicherheit der Kamera und des Bildschirms. Diese wird zum einen
durch die Positioniergenauigkeit des Handhabungswerkzeugs beeinflusst
und zum anderen durch die Kalibrierungsunsicherheit der relativen Position
von Sensorkomponenten zum Handhabungswerkzeug oder der Kameraka-
librierung. In dieser Arbeit wird angenommen, dass diese Unsicherheit
in einer kontrollierten Umgebung niedrig gehalten werden kann, so dass
sie nicht berücksichtigt wird. Eine zu hohe Positionierungenauigkeit kann
dazu führen, dass die gemessenen Messbereiche nicht mit den geplanten
Messbereichen übereinstimmen.
3.8.1 Prädiktion der Phasenunsicherheit
Wie weiter unten in diesem Unterabschnitt gezeigt wird, kann die Berech-
nung des Phasenrauschens auf die relative Helligkeit β und den Kontrast
γ der deflektometrischen Registrierung und zusätzlichen standardisierten
Eigenschaften der Kamera zurückgeführt werden. Unter anderem hängen
der Kontrast und die relative Helligkeit von der Sensorkonfiguration, der
Form und insbesondere der Rauigkeit der Oberfläche ab und sind für jeden
Pixel unterschiedlich [Höf13]. Da das approximierte Modell hs die deflek-
tometrische Registrierung nur strahlengeometrisch modelliert, lassen sich
diese Größen nicht aus dem Messmodell herleiten. Das Phasenrauschen
muss vor der Planung experimentell bestimmt werden. In dieser Arbeit wird






















Abbildung 3.6: Mathematisches Modell der Bildentstehung durch den EMVA 1288 Standard
[EMV10].
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Phasenrauschen aus den beobachteten Mustersequenzen prädiziert werden.
Dies wird im restlichen Unterabschnitt diskutiert.
Unsicherheit der Bildaufnahme
Der EMVA 1288 Standard [EMV10] definiert eine einheitliche Methode
zur Messung und Berechnung von Parametern zur Charakterisierung von
Bildsensoren. Ihr liegt ein lineares mathematisches Modell zugrunde. Ein
schematisches Model ist in Abbildung 3.6 gegeben.
Das Licht eines Oberflächenpatches aus der Szene wird durch ein Linsensys-
tem gesammelt und auf den digitalen Bildsensor geleitet. Eine Anzahl von np
Photonen treffen auf den lichtempfindlichen Teil der Pixel und erzeugen ne
freie Elektronen. Die Quanteneffizienz η(λp) beschreibt den Zusammenhang











die durchschnittliche Anzahl von Photonen, die





durchschnittliche Anzahl von freigesetzten Elektronen. Diese Elektronen
werden in einem Potentialtopf gehalten. Anschließend werden die Ladungen
in eine Spannung umgewandelt und verstärkt. Dies wird als ein linearer
Prozess definiert und das erwartete Grauwertsignal ist
µg = K(µe + µd) , (3.44)
wobei K der Verstärkungsfaktor ist. Die spontane Bildung von zusätzlichen
nd Ladungsträgern, beispielsweise durch thermodynamische Prozesse, sorgt
für ein zusätzliches Rauschsignal, das sogenannte Dunkelrauschen, dessen




bezeichnet wird. Im letzten Schritt
wird der Wert quantisiert. Aus den Gleichungen (3.43) und (3.44) ergibt sich





= K(ηµp + µd) . (3.45)
Eswerden dreiUnsicherheitsquellenmodelliert. DieAnzahl der freigesetzten
Elektronen ne schwankt stochastisch gemäß der Poisson Verteilung, da eine
zufällige Anzahl an Photonen auf die Pixelfläche treffen (Schrotrauschen).





= µe . (3.46)
Der Analog-Digital-Konverter fügt eine zusätzliche Unsicherheit hinzu, die
in den Quantisierungsintervallen gleichverteilt ist und eine Varianz von
σ2q =
1
12 hat. Da die drei Zufallsgrößen np, ne und nd als stochastisch
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unabhängig angenommen werden können, ergibt sich für die Varianz des









= K2(σ2e + σ2d ) + σ2q . (3.47)
Phasenunsicherheit
In diesem Unterabschnitt wird die Fortpflanzung der Unsicherheit durch
das Phasenschiebeverfahren beschrieben. Rathjen [Rat95] untersucht die
statistischen Eigenschaften der Phasenschiebealgorithmen. Seinen Überle-
gungen liegt die Annahme zugrunde, dass die Intensitätswerte mit einer
Normalverteilung approximiert werden können. Dies ist möglich, wenn
das Dunkelrauschen und Schrotrauschen die Hauptrauschquellen sind. Im
Allgemeinen unterscheidet sich die Verteilung der Phase von einer Normal-
verteilung, da sie nichtlinear von den Intensitäten abhängt. Rathjen zeigt,
dass für Algorithmen mit gewissen statistischen Eigenschaften3, worunter
auch symmetrische M-Schritt Algorithmen fallen, der Phasenfehler hinrei-
chend gut mit einer Normalverteilung approximiert werden kann, wenn für
das Signal-Rausch-Verhältnis SNR  1 gilt. Das Signal-Rausch-Verhältnis
ist definiert durch SNR = βgsatσg als das Verhältnis des durchschnittlichen
Grauwertes βgsat zur Standardabweichung σg des Grauwertes. Nach Surrel
















3 Für eine generelle Dekodierungsformel der Form tan(φ) = Z (g1 , . . . ,gM )N (g1 , . . . ,gM ) muss die Kor-





































Abbildung 3.7: (a) Schätzung des Phasenrauschens. (b) Schnittline bei y = 450 und Vergleich
der Varianzen geschätzt durch die Methode von Fischer und einer Schätzung
mittels einer Stichprobe.
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gegeben. Basierend auf Gleichung (3.48) erweitert Fischer [Fis12] dieses
Ergebnis, indem er das Kameramodell des EMVA Standards 1288 benutzt,
um ein Phasenrauschen abzuleiten, dass nur von den Größen des Phasen-
schiebeverfahrens (β, γ,M) und der Kameraparameter aus dem Standard
(µe,sat, σd,K) abhängt, wobei µe,sat die Sättigungskapazität ist. Nach dem
EMVA Standard 1288 hängt die Varianz des Grauwertes von dem Grauwert
ab; siehe Gleichung (3.47). Wird diese Abhängigkeit und (3.45) in (3.48)






K2(σ2e + σ2d ) + σ2q
. (3.49)














Der Kontrast γ und die Helligkeit β des gemessenen Pixels können berechnet



















Dabei ist g̃k = gk − µg,dark der Grauwert abzüglich dem erwarteten Dun-
kelsignal. In Abbildung 3.7 wird die Prädiktion des Phasenrauschens aus
einer Messung dargestellt und mit einer Schätzung aus einer Stichprobe
von 100 Messungen verglichen. Es wurde ein Muster mit einer Wellenlänge


























Abbildung 3.8: Ergebnis einer Schätzung mittels Gaußmischverteilung. Die Wellenlängen der
Muster für 3, 7 und 17 Wiederholungen betragen jeweils 640, circa 274 und
circa 112 Pixel.
Phasenentfaltung
Die probabilistische Phasenentfaltung wurde bereits von Pak [Pak16] für
die Kalibrierung von Kameras vorgestellt. In diesem Abschnitt wird eine
detaillierte Herleitung über das Bayes-Theorem gegeben. Für die Phasen-
entfaltung mit einer Wellenlänge λ = LuMp ergibt sich eine Messunsicherheit
der Phase wie in Gleichung (3.50). Sei u die zu schätzende Position und
u′ = u mod λ die gemessene Position. Aufgrund der Mehrdeutigkeit beim
Phasenschiebeverfahren ergibt sich insgesamt für die Likelihood eine Gauß-
mischverteilung mit Gaußglocken, die an den mit der Messung vereinbaren
Positionen u + kλ zentriert sind:





u′ | u + kλ,σ2
)
, k ∈ N,−u
λ
≤ k ≤ Lu − u
λ
.
Die Anzahl der Gaußglocken ist durch die Länge Lu der zugehörigen Bild-
schirmachse beschränkt. Gesucht ist die A-posteriori-Verteilung
p(u | u′1:n, λ1:n) (3.53)
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nach n Messungen mit den Wellenlängen λ1:n. Sie kann iterativ aus






u | u′n − kλn, σ2
)
p(u | u′1:n−1, λ1:n−1) (3.55)
berechnet werden. Für die obige Formulierung der A-posteriori-Verteilung
wird für die Likelihood angenommen, dass k von −∞ bis∞ läuft. Da eine
A-priori-Verteilung gewählt wird, die außerhalb des Bildschirms eine Wahr-
scheinlichkeit von Null besitzt, ist dies gleichwertig mit einer Formulierung,
in der der Wertebereich für k eingeschränkt ist. Für die A-priori-Verteilung





u ∈ [0, Lu]
0 sonst
(3.56)
In jedem Inferenzschritt (3.54) werden zwei Gaußmischverteilungen mitein-
ander multipliziert was zu einer Steigerung der Anzahl der Komponenten
führt. Die Gewichte des Produkts zweier Gaußmischverteilungen hängen von
den Gewichten, dem Erwartungswert und der Standardabweichung seiner
beiden Faktoren ab. Komponenten mit kleinen Gewichten können entfernt
werden, um das Produkt mit einer verringerten Anzahl an Komponenten zu
approximieren. Durch geschickte Wahl der Frequenzen kann die Anzahl der
Komponenten mit kleinem Gewicht vergrößert werden. Dies kann erreicht
werden, indem teilerfremde Musterfrequenzen gewählt werden, sodass ihr
Produkt größer ist als der Bildschirmbereich Lu. Dann überschneiden sich im
Idealfall nur zwei Komponenten. Zusätzlich ist es eine gute Strategie, zuerst
große Wellenlängen zu wählen, um die Gesamtanzahl der Komponenten
gering zu halten. In Abbildung 3.8 ist eine Schätzung der Bildschirmposition
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mittels Gaußmischverteilung dargestellt. Es wurden drei unterschiedliche
Wellenlängen gewählt.
3.8.2 Prädiktion der Neigungsunsicherheit
In diesem Unterabschnitt wird die Unsicherheit gemessener Neigungen
berechnet. Die Unsicherheit der Phasenentfaltung, die im vorherigen Unter-
abschnitt diskutiert wurde, führt zu einer Unsicherheit der gemessenen
Zuordnung l(u, v). Diese Unsicherheit wird in Form einer Gaußmischvertei-
lung modelliert. Unter der Annahme, dass die Verteilung um einen Schätz-
wert konzentriert ist, was durch dieWahl geeigneter Frequenzkombinationen
erreicht werden kann, kann sie weiter als eine Normalverteilung approxi-
miert werden, in dem der Erwartungswert und die Standardabweichung
berechnet werden. Sei ws ∈ R2 mit ws(u, v) ∼ N (0,W s) die Abweichung
zur gemessenen Zuordnung, dann ist
hs(S,θ,ws,u, v) = hs(S,θ,0,u, v) + ws(u, v) . (3.57)
Da der Vektor l(u, v) = hs(S,θ,0,u, v) nichtlinear in die Berechnung des Nor-
malenvektors eingeht, ist die resultierende Wahrscheinlichkeitsverteilung
keine Normalverteilung. Die Unsicherheit wird mittels einer Linearisierung
um den rauschfrei berechneten Vektor l(u, v) abgeschätzt:
h(2)n (Sr, l + ws,θ,u, v) ≈ h(2)n (Sr, l,θ,u, v) +
∂h(2)n
∂ l
ws(u, v) . (3.58)






‖ ŝ − ŝr‖
I − ŝr ŝTr
‖ sr ‖ (3.59)
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gegeben. Insgesamt ergibt sich für die Neigungsunsicherheit
W n = AW sA
T . (3.60)
DieseKoviaranzmatrix wirdwährend der Simulation genutzt, um zusätzliche
eine Unsicherheit für jeden Messpunkt zu berechnen.
3.9 Simulator
Die Implementierung des Sensormodells erfolgt über einen Simulator. Der
Simulator arbeitet ähnlich zu einem Raytracer wie er in der Computer-
grafik angewandt wird. Für jedes Pixel auf der Kamera wird ein Lichtstrahl
ausgesandt. Im Unterschied zum Raytracing werden nicht die Intensitäten,
sondern direkt die Schnittpunkte und Pixelkoordinaten auf dem Bildschirm
bestimmt, falls diese existieren. Für die Bestimmung der gemessenen Nor-
malenvektoren ist es ausreichend, diese direkt an den Schnittpunkt aus der
Referenzoberfläche zu extrahieren. Die alternative Berechnung der Norma-
lenvektoren anhand hs und hn führt zum selben Ergebnis, da die wahre
Oberfläche nicht bekannt ist und in der Simulation sowohl für die Berech-
nung der deflektometrischen Registrierung l als auch die Berechnung der
Normalenvektoren dieselbe Referenzoberfläche gewählt wird. Die Mess-
gleichungen hs, hn werden allerdings für die Berechnung der Unsicherheit
benötigt. Weitere Größen, die in diesem Zusammenhang berechnet werden,
sind der Auftreffwinkel des Strahls auf dem Schirm. Da die Abstrahlcha-
rakteristik des Schirms nicht modelliert wird, kann über diese Größe ein
Grenzwert gesetzt werden, der sicherstellt, dass Strahlen, die zu flach auf
den Schirm treffen, aussortiert werden. Über die Gleichung (3.14) wird
die Unsicherheitsscheibe auf der Oberfläche berechnet. Diese kann bei der
Schätzung der Oberfläche mitberücksichtigt werden.
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Weitere interessante Merkmale sind die Typen der Lichtpfade. Um diese zu
beschreiben, wird eine Grammatik genutzt. Das Alphabet der Grammatik
besteht aus den Stationen, die ein Strahl durchlaufen kann. Die Stationen sind
der Start auf der Sensorebene der Kamera, mit C abgekürzt, der Kamerakör-
per CB, die Oberfläche S und der Schirm, wobei unterschieden werden kann
zwischen dem bildgebenden Schirmbereich D, außerhalb des Schirmberei-
ches auf der Schirmebene DP und dem Schirmrücken DB. Die möglichen
Lichtpfade sind in der Bakus-Naur-Form gegeben durch
Die Strahlen, die zu einer gültigen Messung führen, haben die Form CSD.
Ungültige Messungen entstehen dadurch, dass keine Oberfläche C oder
kein Schirm CS beobachtet wird. Strahlen können auch durch den Schirm
CD oder durch die Kamera CSCB unterbrochen werden. Von besonderer
Bedeutung für die Optimierung sind die Pfade C, d.h. die Oberfläche wird
nicht beobachtet oder CSDB die Rückseite des Schirms wird beobachtet.
Verfälschte Messungen entstehen durch Mehrfachreflexionen (CS?D). Hier
reicht es nicht, diese als ungültige Messungen zu markieren, da sie in
der realen Messung nicht immer als solche identifiziert werden können.
Sensorkonfigurationen mit Mehrfachreflexionen können in der Gütefunktion
speziell bestraft werden, indem zum Beispiel ein hoher Bestrafungsterm
addiert wird. In den Abbildungen 3.9 und 3.10 sind beispielhaft jeweils
für eine konvexe Oberfläche und einer ausgewählten Konfiguration der
Lichtpfad, die Standardabweichung der Normalenvektoren, der Sichtwinkel


















































Abbildung 3.9: Dargestellt sind beispielhaft (a) der simulierte Lichtpfad und (b) die Standard-

























































Abbildung 3.10: Dargestellt sind beispielhaft (a) der Sichtwinkel der Kamera auf die Oberfläche
und (b) die Größe der Unschärfescheibe auf der Oberfläche aus der Simulation




In diesemKapitel wurde dasMessmodell vorgestellt. Zunächst wurde auf die
Modellierung der einzelnen Komponenten einer deflektometrischen Mes-
sung (die Kamera, die Oberfläche und den Bildschirm) eingegangen. Die
Sensorkonfiguration beschreibt die einstellbaren Größen des Sensors. In die-
ser Arbeit wurden die geometrischen Größen wie die Lage des Schirms und
der Kamera verwendet. Die deflektometrische Registrierung und die Berech-
nung der Normalenvektoren werden mittels geometrischer Betrachtungen
modelliert. Hierfürmuss angenommenwerden, dass eineReferenzoberfläche
gegeben ist.
Die Unsicherheitsquellen sind zum einen das Phasenrauschens, das aufgrund
der Bildaufnahme entsteht und sich auf die deflektometrische Registrierung
auswirkt und zum anderen die Positionierungenauigkeit des Handhabungs-
gerätes sowie die Kalibrierung, die sich auf die Neigungsunsicherheit aus-
wirken. Letztere wurden in dieser Arbeit nicht berücksichtigt. Da mit einem
geometrischen Modell die Unsicherheit der deflektometrischen Registrie-
rung nicht hergeleitet werden kann, muss diese über ein experimentelles
Verfahren geschätzt werden. Dies kann mit der Unsicherheitsprädiktion
von Fischer und der Phasenentfaltung über Gaußmischverteilung gesche-
hen. Die Unsicherheit der Normalenvektoren wird über eine Linearisierung
der Normalenmessgleichung bestimmt. Die Implementierung des Mess-
modells geschieht über einen Simulator, der zusätzlich zu den Messstel-
len, Normalenvektoren und Neigungsunsicherheiten noch weitere Größen
wie beispielsweise die Lichtpfade, die Auftreffwinkel auf den Schirm oder
Unschärfescheibe auf der Oberfläche berechnet, die während einer Planung
verwendet werden können.
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Während der Planung müssen die einzelnen simulierten Messungen fusio-
niert werden, um Aussagen über den bisherigen Plan hinsichtlich der Unsi-
cherheit zu treffen. Dies kann dadurch erfolgen, dass die Messungen genutzt
werden, um ein globales Modell der Oberfläche zu aktualisieren. Folgende
Anforderungen werden an das Oberflächenmodell gestellt
• Die Oberfläche sollte probabilistisch beschrieben werden, so dass
Unsicherheiten extrahiert werden können und die Unsicherheit der
Messungen berücksichtigt werden können.
• Die Berechnung der Unsicherheit sollte effizient erfolgen können.
• Eine effiziente rekursive Aktualisierung des Modells sollte möglich
sein. Damit lassen sich die Methoden in Kapitel 5 beschleunigen,
indem während der Planung nicht in jedem Optimierungsschritt alle
Messungen in das Modell fusioniert werden müssen.
In diesem Kapitel werden zwei probabilistische Oberflächenmodelle für
die Anwendung in der Planung vorgestellt. Die Fusion der Messungen in
diese Modelle und die Wahl des Unsicherheitsmaßes müssen gleichzeitig
betrachtet werden, da das Modell die Fusionsmethodik und die Unsicher-
heitsbeschreibung weitgehend bestimmt.
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4.1 Überblick über Oberflächenmodelle
Das Oberflächenmodell enthält alle Merkmale der Oberfläche, die für die
Messaufgabe relevant sind. In der Deflektometrie sind vorwiegend die
geometrischen Merkmale der Oberfläche, wie beispielsweise die Höhen
oder Neigungen von Interesse.
Die impliziteDarstellung einer OberflächeS beschreibt die Oberfläche durch
den Kern einer Funktion φI : R3 → R. Das heißt die Oberfläche ist durch
S = {x | φI(x) = 0} (4.1)
gegeben. Bei einer impliziten diskreten Darstellung wird der Raum in Voxel
eingeteilt, die in einer Gitterstruktur angeordnet sind. In einem Voxel wird
vermerkt, ob er zurOberfläche gehört oder nicht.Weitere geometrischeMerk-
male der Oberfläche wie zum Beispiel die Normale oder die Krümmungen
können in einem Voxel abgespeichert werden.
Eine explizite Darstellung einer Oberfläche wählt eine Parametrisierung
φE : Ω→ S der Oberfläche, die einen zweidimensionalen Parameterraum
Ω ⊂ R2 auf die Oberflächenmerkmale S = φE(Ω) abbildet. Beispiele
für häufig verwendete parametrische Modelle sind B-Splines oder NURBS.
ParametrischeOberflächenrepräsentationen haben denVorteil, dass sich drei-
dimensionale Probleme auf der Oberfläche in zweidimensionale Probleme
imParameterraumΩ reduzieren lassen. So können Punkte auf derOberfläche
durch eine einfache Funktionsevaluation von φE berechnet werden. Ande-
rerseits lassen sich nicht alle Oberflächen mit beliebigen Topologien stetig
parametrisieren. Stetigkeit ist eine wichtige Eigenschaft, weil sie sicherstellt,
dass Nachbarschaftsbeziehungen auf der Oberfläche auch im Parameterraum
erhalten bleiben. Eine Möglichkeit, um parametrische Oberflächen auf belie-
bige Topologien zu erweitern, besteht darin, die Oberfläche in Teilstücke zu
zerlegen und für jedes Teilstück eine separate Parametrisierung zu wählen.
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Eine Schwierigkeit bei der so stückweise definierten Oberfläche ist, je nach
Anforderung, den stetigen oder glatten Übergang von einem Teilstück zum
anderen zu garantieren.
Eine spezielle Parametrisierung ist, die Oberfläche durch einen Funktions-
graphen f : Ω→ R darzustellen, wobei der Parameterraum die horizontale








(u, v) ∈ Ω

(4.2)
Diese Repräsentation hat die Einschränkung, dass sie keine Überhänge oder
Faltungen darstellen kann.
Die Darstellung über Polygonnetze beschreibt die Oberfläche durch eine
Menge von Punkten, die über Kanten miteinander verbunden sind. Die
durch die Ecken begrenzten Flächen werden Facetten genannt. Besonders
häufig genutzt werden Dreiecksnetze, bei der die Facetten Dreiecke bilden.
Zur Definition einer Wahrscheinlichkeitsverteilung über den Oberflächen
kann zwischen örtlich diskreten und örtlich kontinuierlichenModellen unter-
schieden werden. Wahrscheinlichkeitsverteilungen für kontinuierliche Ober-
flächen können als eine lineare gewichtete Summe von Basisfunktionen
repräsentiert werden. Eine Wahrscheinlichkeitsverteilung auf den Gewich-
ten liefert eine Verteilung auf Oberflächen. In einer Verallgemeinerung
kann die Definition der Verteilung direkt im Funktionenraum erfolgen. Das
hat den Vorteil, dass die Repräsentationsstärke dieser Verteilung höher ist.
Ein Beispiel für solche Verteilungen sind Gauß-Prozesse. Sie werden in
Abschnitt 4.3 als Oberflächenmodell genutzt.
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Bei diskreten Modellen kann ein Markow-Zufallsfeld [Rue05] verwendet
werden. Hierzu werden die Merkmale an den diskreten Stellen als Zufallsva-
riablen modelliert. Jede Stelle hat eine Nachbarschaft und es wird angenom-
men, dass die zugehörigen Merkmale bezüglich ihrer Nachbarschaft bedingt
unabhängig sind. Diese Annahme kann häufig in der Praxis gerechtfertigt
werden und führt zu effizienten Verfahren zur Berechnung des Erwartungs-
wertes. Die Berechnung der Varianz ist im Allgemeinen aufwendig und
approximative Verfahren sind erforderlich. In Abschnitt 4.4 wird ein Modell
vorgestellt, das die Oberfläche als eine Verteilung der lokalen Oberflächen-
form an diskreten Stellen repräsentiert. Hier wird allerdings angenommen,
dass die Merkmale an den diskreten Stellen unabhängig voneinander sind.
4.2 Regression
Regressionsverfahren haben das Ziel einen funktionalen Zusammenhang
zwischen einer unabhängigen Größe x und einer abhängigen Zufallsvariable
y zu finden. In der klassischen Formulierung wird angenommen, dass eine
Menge von Daten Z = {(xi, yi) | i ∈ 1,2, . . . , |Z |} bestehend aus der unab-
hängigen Größen xi mit zugehörigen Realisierungen yi der Zufallsvariable
gegeben ist und die Realisierungen folgendem Modell
yi = f (xi) + wi (4.3)
genügen. Dabei ist f die gesuchte Regressionsfunktion und der Wert wi












den Varianzen σ2i .
Im Rahmen dieser Arbeit ist es nötig eine verallgemeinerte Form der Regres-
sion zu betrachten. Es wird angenommen, dass die abhängigen Größen
aus der Anwendung von linearen Operatoren T i : H → Rd auf die
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zu suchende Funktion entstammen, wobei H ein geeigneter Funktionen-
raum ist. Zusätzlich wird angenommen, dass die Unsicherheit bezüglich
der abhängigen Variable bekannt ist. Die Daten sind in diesem Fall durch
Z =
{(T i, qi,W i) | i ∈ 1,2, . . . , |Z |} bestehend aus den Operatoren T i , der
abhängigen Variable qi und der Unsicherheit W i bezüglich der abhängigen
Variable gegeben. Sie erfüllen den Zusammenhang









= 0 + δi jW i .
Das Regressionsverfahren kann zur Schätzung der Oberfläche ausMessdaten
verwendet werden. Die zu schätzende Oberfläche wird als eine Funktion f
und die einzelnen Messungen durch den Operator T modelliert. Wird T i
gleich dem Evaluationsfunktional Ti f = δxi f = f (xi) mit der Messstelle
xi gesetzt, so wird die Höhe der Oberfläche an der Stelle gemessen. Wird
nur eine unscharfe Messung in der Umgebung von xi ausgeführt kann
der Operator Ti f =
∫
k(x ′ − xi) f (xi) dx ′ verwendet werden, wobei k
ein Glättungskern ist. Von speziellem Interesse in der Deflektometrie ist
T i = ∇xi zur Messung der Gradienten.
4.3 Gauß-Prozess Modell
Das Gauß-Prozess Modell [Ros12, Ros13] modelliert die Oberfläche als
einen Gauß-Prozess über die Höhe. Oberflächendefekte können als Höhen-
abweichung zur Referenzoberfläche erkannt werden.
Über eine sogenannte Kovarianzfunktion wird eine A-priori-Verteilung über
die Höhenabweichungen definiert. Die Kovarianzfunktion beschreibt die
lineare Abhängigkeit zwischen zwei Oberflächenpunkten und verhält sich
75
wie ein Regularisierer: Es werden implizit Glattheitsannahmen über die
Oberflächen getroffen.
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Abbildung 4.1: Schematische Darstellung der Unsicherheitsreduktion eines Gauß-Prozesses
durch Beobachtungen. Die Messpunkte sind dargestellt mit einem 1σ-
Streuungsbalken. Die Unsicherheit der Schätzung ist durch den hellblauen
Bereich abgebildet, der die 1σ-Umgebung der Marginaldichten von dem Funk-
tionswert f (x) an jeder Stelle darstellt.
Anhand von Messungen an mehreren Messstellen wird eine aktualisierte
Verteilung über Oberflächen inferiert. Aufgrund der definierten Korrelation
zwischen Oberflächenpunkten sinkt nicht nur die Unsicherheit an den Mess-
stellen, sondern auch in einer Umgebung um diese; siehe Abbildung 4.1.
4.3.1 Gauß-Prozess
Ein stochastischer Prozess ist eine Familie von Zufallsvariablen f
x
, x ∈ T ,
wobei T eine beliebigen Indexmenge ist. Ein Gauß-Prozess ist ein sto-






, . . . , f
xn
∼ N (µ,Σ) (4.5)
normalverteilt mit zugehörigem Erwartungswert µ ∈ Rn und Kovarianz-
matrix Σ ∈ Rn×n. Da in dieser Arbeit der Gauß-Prozess genutzt wird, um
die Höhe einer Oberfläche zu repräsentieren, wird im Folgenden stets als
Indexmenge T = R2 gewählt. Eine alternative Sichtweise interpretiert den
Gauß-Prozess als eine Verallgemeinerung der Normalverteilung auf Funk-
tionen. Demnach ist der Gauß-Prozess eine Zufallsfunktion f und analog
zu einer multivariaten Normalverteilung durch die ersten beiden Momente
eindeutig bestimmt. Eine Funktion µ : R2 → R übernimmt die Rolle des
Erwartungswertes und eine Kovarianzfunktion k : R2 × R2 → R die Rolle
der Kovarianzmatrix. Insgesamt schreibt man auch
f ∼ GP (µ, k) . (4.6)
Der Zusammenhang zur obigen Definition lässt sich dadurch herstellen,
dass für beliebige x1, . . . , xn ∈ R2 die Funktionswerte f (x1), . . . , f (xn)





= µ(xi) und Cov
{
f (xi), f (x j)
}
= k(xi, x j). (4.7)
Gauß-Prozesse finden in zahlreichen Gebieten der Robotik oder des Maschi-
nellen Lernens Anwendung. Dort werden sie zur Dimensionsreduktion,
Regression oder Klassifikation eingesetzt. Obwohl bei einem Gauß-Prozess
die Verteilung auf einen unendlich dimensionalen Funktionenraum defi-
niert ist, lassen sich deren Lösungsverfahren mit Hilfe der Eigenschaft (4.7)
dennoch stets in einer endlichen Dimension formulieren.
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Sei x1, . . . , xn ∈ T mit beliebigem n ∈ N, dann ist
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4.3.2 Prior
Gemäß der Bayes’schen Formulierung wird für die zu schätzende Größe
eine A-priori-Verteilung definiert. Mit ihr kann Vorwissen in die Schätzung
einbezogen werden. Der A-priori-Gauß-Prozess ist durch die Angabe eines
A-priori-Erwartungswertes und einer A-priori-Kovarianzfunktion vollstän-
dig bestimmt.
Erwartungswert
Als A-priori-Erwartungswert wird die Referenzoberfläche gewählt. Mittels
des Gauß-Prozesses wird dann nur noch die Abweichung zu ihr geschätzt. Da,
wie im Unterabschnitt 4.3.5 zu sehen sein wird, die Unsicherheit nicht von
den gemessenen Höhen oder Gradienten abhängt, beeinflusst der A-priori-
Erwartungswert nicht die Kostenfunktion. Sie ist aber relevant für eine
Schätzung des Erwartungswertes. Für den Fall, dass keine Referenzoberflä-
che gegeben ist und die Oberfläche wie in Unterabschnitt 4.3.7 geschätzt
wird, ist der A-priori-Erwartungswert aber relevant. Dies liegt daran, dass
die Oberfläche iterativ in mehreren Schritten geschätzt wird und in jedem
Schritt anhand der Messung die Gradienten mittels des Erwartungswertes
neu berechnet werden.
Kovarianzfunktion
Die Kovarianzfunktion beschreibt die Kovarianzen zwischen zwei Höhen-
werten an unterschiedlichen Stellen auf der Oberfläche. Sie wirkt als ein
Regularisierer: Zum einen schränkt sie die Menge der vom Schätzer rea-
lisierbaren Funktionen ein und zum anderen definiert sie eine Norm auf
diesen Funktionenraum. Häufig zeichnen sich Funktionen mit kleineren
Normen dadurch aus, dass sie glatter sind, wobei die spezielle Ausprägung
der Glattheit je nach Kovarianzfunktion unterschiedlich ist.
78
4.3 Gauß-Prozess Modell
Eine Funktion k : R2 × R2 → R ist eine Kovarianzfunktion, wenn sie





j=1 cicj k(xi, x j) ≥ 0 für beliebige n ∈ N,
x1, · · · , xn ∈ R2 und c1, · · · , cn ∈ R
ist. Eine solche Funktion wird in der Literatur auch Kernel genannt und
kommt zum Beispiel in Support Vector Machines (SVMs) [Bos92] oder in
der Kernel-Hauptkomponentenanalyse (Kernel-PCA) [Sch99] zum Einsatz.
Einen Überblick über weitere Kernel-Methoden bieten [Sch01] und [ST04].
Eine für diese Arbeit relevante Klasse von Kovarianzfunktionen sind
k(x1, x2) = σ2Ak̃




wobei σ2A ∈ R+ und l ∈ R+ Parameter der Kovarianzfunktion sind und
k̃ : R2 → R eine positiv definite Funktion mit der Eigenschaft k̃(0) = 1.
Da k(x, x) = σ2A für alle x ∈ R2 kann der Parameter σ2A als Varianz der
Höhenwerte identifiziert werden. Der Parameter l ist die Längenskala, mit
der die Glattheit der Schätzung kontrolliert werden kann. Kovarianzfunk-
tionen, die durch die Gleichung (4.8) beschrieben werden können, sind
translationsinvariant.
In der Literatur wird häufig die sogenannte squared exponential Kovarianz-
funktion benutzt. Sie ist definiert durch
k̃se(x) = e−‖x ‖ (4.9)
Diese Kovarianzfunktion ist rotationssymmetrisch und besitzt einen unend-
lichen Support. In dieser Arbeit werden kubische B-Spline Funktionen als
Kovarianzfunktion benutzt. Für die kubische B-Splines hat man
k̃cb(x) = s3(x1)s3(x2) (4.10)
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mit x = (x1, x2)T und den eindimensionalen kubischen Basisfunktionen
s3(x) =

(2 − |x |)3 − 4(1 − |x |)3, |x | < 1
(2 − |x |)3, 1 ≤ |x | ≤ 2
0, |x | > 2 .
(4.11)
Die Kovarianzfunktion besitzt einen endlichen Support und ist separierbar.
Diese beiden Eigenschaften bieten Vorteile bei der Inferenz hinsichtlich der
Effizienz [Neg12]: Die Kovarianzmatrix ist dünnbesetzt und die Auswer-
tung der Kovarianzfunktion an Punkten in einem Gitter lässt sich über das
dyadische Produkt berechnen.
4.3.3 Auswirkung eines Operators auf den Gauß-Prozess
In diesem Unterabschnitt wird die Wahrscheinlichkeitsdichtefunktion der
Messgrößen, die aus der Anwendung eines Operators auf einen Gauß-
Prozess entsteht, bestimmt. Handelt es sich bei dem Operator um einen
nichtlinearen Operator, dann ist die resultierende Messgröße im Allgemei-
nen nicht normalverteilt. In diesem Fall ist die exakte Inferenz schwierig
und Approximationsverfahren müssen genutzt werden. In einem häufig auf-
tretenden Spezialfall hiervon kann der Operator durch eine nichtlineare
Funktion bezüglich einer Stelle x und dem zugehörigen Funktionswert f (x)
repräsentiert werden. Hierfür gibt es in der Literatur eine Vielzahl von
approximativen Inferenzverfahren [Kus06].
Im Rahmen dieser Arbeit genügt es lineare Operatoren zu betrachten. Särkkä
[Sär11] behandelt die Gauß-Prozess-Regression mit linearen Operatoren
zur Berechnung von stochastischen partiellen Differentialgleichungen. Die
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resultierende Größe der Anwendung des linearen Operators auf den Gauß-
Prozess ist aufgrund der Linearität des Erwartungswertes und der Bilinearität









= T iµ , (4.12)
und für die Kovarianz
Cov
{
T i f ,T j f
}







= T (1)i T
(2)
j k , (4.14)
wobei es sich bei den Operatoren T (1) und T (2) um den Operator T han-
delt, der jeweils auf das erste und zweite Argument der Kovarianzfunktion
angewendet wird.
Abhängig vom Definitionsbereich der Operatoren muss bei der Wahl der
Kovarianzfunktionen beachtet werden, dass neben der Symmetrie und der
positiven Definitheit zusätzliche Bedingungen an sie gefordert werden. Bei-
spielsweise muss für den Fall des Gradientenoperators ∇x die Kovarianz-
funktion zweimal differenzierbar sein.
4.3.4 Notation
Bevor auf die Schätzung der Oberfläche aus den Messdaten eingegangen
werden kann, muss kurz auf die Notation eingegangen werden. Seien
T = (T 1 . . .T n) und T̃ = (T̃ 1 . . . T̃ n) (4.15)
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zwei Folgen von Operatoren mit T i ∈ H → Rdi und T̃ i ∈ H → Rd̃i .
Die durch Anwendung der Operatoren T i auf eine Funktion f ∈ R2 → R










zu einem Vektor zusammengefasst. Alle Werte der möglichen Anwendung
der beiden Operatoren T i und T j auf eine Funktion
k : R2 × R2 → R (4.17)
























i=1 d̃i ) (4.18)
zusammengefasst. Schließlich wird mit dem Spaltenvektor
kT · (x) =
©­­­­­«
T 1k( · , x)
...




i=1 di ) (4.19)
die Anwendung der Operatoren T i auf das erste Argument der Funktion k
bezeichnet. Analog besteht der Zeilenvektor k ·T ∈ R1×(
∑n
i=1 di ) aus Kom-
ponenten, die durch die Anwendung der Operatoren T i auf das zweite




Die Berechnung der A-posteriori-Verteilung aus gegebenen Daten
Z =
{(T i, qi,W i) | i = 1,2, . . . , |Z |} (4.20)
wird Inferenz genannt. Die Operatoren werden zu einer Folge
X = (T 1, . . . ,T |Z |) (4.21)
zusammengefasst und die abhängigen Werte zu einem Vektor gestapelt
q = (qT1 , . . . , qT|Z |)T . (4.22)








zusammengefasst. Bei der Gauß-Prozess-Regression wird zunächst eine
Menge von Teststellen definiert, an denen die geschätzte Oberfläche evaluiert
werden soll. In einer Formulierung mittels Operatoren,werden diese durch
die Folge von Evaluationsfunktionalen
X? =
(
δx?1, . . . , δx?|Z |
)
(4.24)
repräsentiert. Die Funktionswerte der Teststellen sind gemäß Notations-
vereinbarung mit f X? notiert. Gesucht ist die Wahrscheinlichkeitsdichte-
funktion über den Funktionswerten bei gegebenen Daten p( f X? | q,X?,X).
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Die Herleitung der Schätzung erfolgt in zwei Schritten:
1. Zunächst wird die Verbundverteilung p( f X?, q | X?,X) zwischen den
Testwerten und den Trainingsdaten aufgestellt und
2. anschließend bezüglich der Trainingsdaten bedingt.
Zur Berechnung ersterer Wahrscheinlichkeitsdichtefunktion muss ihr Erwar-
tungswert und ihre Kovarianz bestimmt werden. Die Kovarianz zwischen










T i f + wi,T j f + w j
}
(4.25)
= T (1)i T
(2)
j k +W iδi j , (4.26)





= KXX +W . (4.27)










T i f + wi, f (x?j)
}
(4.28)
= T (1)i k( · , x j) (4.29)
= T (1)i δ
(2)
x? j k , (4.30)






= KXX? . (4.31)






= KX?X . Unter
Zuhilfenahme der obigen Gleichungen (4.27) und (4.31) für die Kovarianzen
erhält man insgesamt für die Verbundverteilung:
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Hieraus folgt für die gesuchte A-posteriori-Wahrscheinlichkeitsdichte-
funktion mittels der Identität über die Umformung von Normalverteilungen;
siehe Anhang A.1
p( f X? | q,X?,X) = N
(




µg = µX? + KX?XK
−1(q − µX ) (4.34)
Σg = KX?X? − KX?XK−1KXX? (4.35)
K = KXX +W .
Eine anschauliche Interpretation des Erwartungswertes der A-posteriori-
Wahrscheinlichkeitsdichtefunktion erhält man, wenn man die Schätzung für
eine Stelle x? betrachtet. Hierfür können für feste i die transformierten
Kovarianzfunktionen
φi(x?) = T (2)i k(x?, · ) (4.36)
als Funktion von x? als Basisfunktionen interpretiert werden.
Somit kann der Erwartungswert der A-posteriori-Wahrscheinlichkeitsdichte-
funktion als eine gewichtete Summe von Basisfunktionen
E
{





αTi φi(x?) + µ(x?) . (4.37)
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interpretiert werden, dabei werden die Gewichte mit
α = (αT1 , . . . ,αT|Z |)T = K−1 (q − µX ) (4.38)
berechnet.
4.3.6 Approximationsverfahren
Die Berechnung der A-posteriori-Kovarianz (4.35) und des A-posteriori-
Erwartungswertes (4.34) erfordern die Invertierung der Kovarianzmatrix,
deren Dimension quadratisch mit den Daten wächst. Beispielsweise hat die
Matrix im Falle der Inferenz mit Punkten eine Größe von |Z | × |Z | und im
Falle der Inferenz mit Gradienten die Größe 3|Z | × 3|Z |. Die Invertierung
hat den Aufwand O((d |Z |)3), wobei d die durchschnittliche Dimension
der Beobachtungsgrößen ist. Damit ist für große Datenmengen die exakte
Berechnung nicht praktikabel. Ist die Kovarianzmatrix invertiert, kann die
A-posteriori-Kovarianz in O((d |Z |)2) evaluiert werden. In der Praxis kann
bei einer großen Menge an Evaluationspunkten diese Operation ebenfalls
aufwendig sein.
Für die praktische Anwendung mit großen Datenmengen ist somit eine
Approximation erforderlich. Eine mögliche Methode besteht darin, nur
eine kleine Menge der Trainingsdaten zur Schätzung der Funktion zu ver-
wenden. Der Nachteil dieser Approximationsmethode ist, dass nicht alle
Trainingsdaten für die Schätzung berücksichtigt werden und damit Informa-
tion unberücksichtigt bleibt. Die Nyströmmethode [Wil01] approximiert die
Kovarianzmatrix durch eine Matrix geringeren Rangs. Eine große Klasse
von Methoden sind die sogenannten Sparse-Approximation-Methoden. Dar-
unter fallen Arbeiten wie [Sne06] oder [See03]. Die Idee hierbei ist, die
zu schätzende Funktion durch eine kleinere Menge von Punkten (die nicht
notwendigerweise zu den Trainingsdaten gehören) anstatt den gesamten
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Trainingsdaten zu repräsentieren. Diese Menge von Punkten hat in der Lite-
ratur viele unterschiedliche Bezeichnungen wie zum Beispiel Pseudopunkte,
Stützvektoren oder induzierte Punkte. Letztere wird in der Arbeit [QC05]
als eine universelle Bezeichnung dieser Punkte eingeführt einschließlich
einer Approximationsmethodik, mit der viele der Sparse-Methoden verein-
heitlicht beschrieben werden können. Diese Methodik wird im Folgenden in
einer verallgemeinerten Form mittels beliebiger Messoperatoren vorgestellt
und anschließend die in dieser Arbeit verwendete Approximationsinstanz
beschrieben. Die Lösungwird weiterhin in eine Form gebracht, die es erlaubt,
die Schätzung iterativ zu aktualisieren.
Die induzierten Punkte bestehen aus einer Menge von Punkten
U =
{
ui ∈ R2 | i = 1, . . . , |U |
}
, (4.39)
deren Operatoren mitU = (δu1, . . . , δu |U | ) und deren zugehörigen Funktions-
werte mit dem Vektor fU bezeichnet werden. Der Zusammenhang zwischen
den Trainingspunkten, der Testpunkte und den induzierten Punkten ist durch
p( f X?, f X ) =
∫
p( f X?, f X, fU ) d fU (4.40)
=
∫
p( f X?, f X | fU )p( fU ) d fU (4.41)
gegeben. Vielen Sparse-Approximations-Methoden liegt nun die funda-
mentale Annahme zu Grunde, dass die Trainings- und Testmenge bedingt
unabhängig von den induzierten Punkten sind. Dadurch erhält man aus er
Gleichung (4.41) weiter
p( f X?, f X ) ≈
∫
p( f X? | fU )p( f X | fU )p( fU ) d fU (4.42)
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und mittels weiterer Umformung die Wahrscheinlichkeitsdichtefunktion
p( f X? | f X ) =
p( f X?, f X )




p( f X? | fU )p( fU | f X ) d fU . (4.44)
In der obigen Gleichung (4.44) sieht man, dass Trainingsphase und Evalu-
ierungsphase getrennt betrachtet werden können. Aus den Trainingsdaten
kann zunächst dieWahrscheinlichkeitsdichtefunktion der induzierten Punkte
berechnet werden. Sie fasst verlustbehaftet die gesamte Information der
Trainingsdaten zusammen. Schließlich kann (ohne Verwendung der Trai-
ningsdaten) die Wahrscheinlichkeitsdichtefunktion der Evaluierungspunkte
berechnet werden. Der erste Faktor im Integral kann hierbei als Glättung
der Werte der induzierten Punkte interpretiert werden. Die exakte Lösung
für beide Terme ist
p( fU | f X ) = N
(
fU ; KUXK−1 f X,KUU − KUXK−1KXU
)
(4.45)
p( f X? | fU ) = N
(





ΣX? |U = KX?X? − KX?UK−1UUKUX? (4.47)
K = KXX +W . (4.48)
Zunächst ist nichts gewonnen, da die Gleichung (4.45) ebenfalls die Inver-
tierung der Kovarianzmatrix bezüglich der Trainingsdaten erfordert. Die
Approximationsverfahren unterscheiden sich nun darin, wie sie die beiden
Wahrscheinlichkeitsdichtefunktionen (4.45) und (4.46) approximieren.
In dieser Arbeit wird für die Wahrscheinlichkeitsdichtefunktion (4.45) fol-
gender Ansatz zur Approximation genutzt. Der Gauß-Prozess wird durch
eine Funktion f̃ approximiert, der die Funktionswerte mittels der induzier-
ten Punkte berechnet. Es wird gezeigt, dass diese Funktion ebenfalls ein
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Gauß-Prozess ist, allerdings mit einer degenerierten Kovarianzmatrix, das
heißt einer Kovarianzmatrix, die eine endliche Entwicklung mittels Basis-
funktionen besitzt. Dann kann der Rang der Kovarianzmatrix nicht größer
als jene endliche Anzahl sein, womit sich der Aufwand der Invertierung der
Kovarianzmatrix reduzieren lässt. Die Approximation f̃ berechnet sich aus
einer Linearkombination von Kernen an den induzierten Punkten
f̃ (x) = Φ(x)α + µ(x) (4.49)
mitΦ(x) = k ·U (x). Für dieWahrscheinlichkeitsdichtefunktion derGewichte
α wird gefordert, dass die Marginaldichte an den induzierten Punkten dem
exakten Wert des zu approximierenden A-priori-Gauß-Prozesses entspricht:
f̃
U
∼ N (µU,KUU ). So kann sichergestellt werden, dass die Approximation































und insgesamt α ∼ N (0,K−1UU ) . Da α normalverteilt ist, ist die Zufallsfunk-
tion f̃ ein Gauß-Prozess und deren Erwartungswertfunktion ist durch
µ̃(x) = E {Φ(x)α + µ(x)} = µ(x) (4.52)
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und deren Kovarianzfunktion durch
k̃(x1, x2) = Cov
{








= Φ(x1)K−1UUΦT (x2) (4.55)
gegeben. Der Erwartungswert und die Kovarianzmatrix der A-posteriori-
Wahrscheinlichkeitsdichtefunktion ergeben sich anschließend anhand der
Gleichung (4.45) unter Verwendung der hergeleiteten approximierten Grö-
ßen für die Kovarianzfunktion und Erwartungswertfunktion:
µa = µU + KUXK
−1
a (q − µX ) (4.56)
Σa = KUU − KUXK−1a KXU (4.57)
K a = KXUK
−1
UUKUX +W . (4.58)
Durch die Anwendung der Woodbury-Matrix-Identität [Pet12] können die
Gleichungen weiter umgeformt werden, so dass zum einen nur eine Matrix
mit den Dimensionen |U | × |U | invertiert werden muss und zum anderen die
Gleichungen iterativ berechnet werden können:






V a =KUU + KUXW
−1KXU (4.61)
d =KUXW
−1 (q − µX ) . (4.62)
Eine detaillierte Herleitung der Gleichungen ist in Anhang A.2 gegeben.
In der Evaluierungsphase wird mittels der Wahrscheinlichkeitsdichte-
funktion (4.46) und der Gleichung (4.44) die Evaluationspunkte ausgewertet.
Hier kann die gleiche Approximation wie (4.59)-(4.62) verwendet werden.
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Die Herleitung ist analog, dabei muss nur X? anstatt U und U anstatt
X verwendet werden. In Abbildung 4.2 ist das Ergebnis einer Schätzung
eines Kugelausschnitts mittels eines Gauß-Prozesses visualisiert. Als Mess-
operatoren wurden das Evaluationsfunktional und der Gradientenoperator
verwendet, mit denen jeweils der Höhenwert und die Neigungen extrahiert
wurden. Es wurden 500 Höhenwerte und 500 Neigungswerte genutzt. Zur
approximativen Inferenz wurden 25× 25 induzierten Punkte in einem Gitter
gewählt. Es ist eine deutlicher Zusammenhang zwischen hoher Varianz und
hohem Fehler zu erkennen.
Iterative Berechnung
Während der Planung werden Messungen zur Schätzung hinzugefügt oder
einzelneMessungen separat variiert. Hier ist es nützlich, wenn die Schätzung
iterativ erfolgen kann. Die Formeln (4.61) und (4.62) befinden sich schon
in einer Form, in der sie sich leicht iterativ berechnen lassen. Zur iterativen
Berechnung wird X in die einzelnen Elemente aufgespalten in einelementige
Sequenzen von Messoperatoren X i = (T i).
Die Größen V k und dk werden zunächst mittels
V 0 = KUU (4.63)
d0 = 0 (4.64)
initialisiert.Wie aus (4.61) und (4.62) leicht ersichtlich ist, kann dieMessung
k + 1 wie folgt hinzugefügt werden:







V k+1 = V k + KUXkW
−1
i KXkU . (4.66)
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Zur Auswertung des Erwartungswertes und der Kovarianzmatrix muss V k
einmal invertiert werden. Dies hat einen Aufwand von O(|U |3).















































Abbildung 4.2: Rekonstruierter Ausschnitt einer Kugeloberfläche anhand eines Gaußprozesses
mittels Höhenwerten und Neigungen. Farblich dargestellt sind (a) der absolute
Fehler und (b) die Varianz der Schätzung in logarithmischer Skala.
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4.3.7 Inferenz bei unbekanntem Referenzmodell und
bekannten Regularisierungspunkten
Ist bei der Deflektometrie keine Referenzoberfläche gegeben, so ist es, wie in
Unterabschnitt 3.6.2 diskutiert, nicht möglich zu bestimmen an welchem Ort
der Gradienten gemessen wurde. Stattdessen erhält man ein Gradientenfeld
im gesamten Sichtbereich der Kamera. Ist mindestens ein Punkt auf der Ober-
fläche bekannt, so lässt sich die Position der Oberfläche dennoch schätzen.
In [Wer11] wird ein iteratives Verfahren für die Schätzung der Oberfläche
in diesem Fall angegeben. Die Methode ist äquivalent zur Minimierung
eines Funktionals, welches die quadratische Distanz zwischen den von der
Messung induzierten Gradienten und der gesuchten Oberfläche berechnet
unter den Nebenbedingungen, dass die Oberfläche nahe an den Regularisie-
rungspunkten verläuft. Da Gauß-Prozesse, wie sie hier vorgestellt wurden,
unterschiedliche Messoperatoren erlauben, lässt sich eine ähnliche Heran-
gehensweise erzielen, indem die Regularisierungspunkte als das Resultat
eines zusätzlichen Messoperators modelliert werden.
Seien θ1:n die Sensorkonfigurationen, mit denen gemessen wurde und seien
l1:n(u, v) die zugehörigen gemessenen deflektometrischen Registrierungen.
Sei zusätzlich eine Menge von Regularisierungspunkten
Zr =
{(δxi , hi) | i ∈ 1,2 . . . , |Zr |]} (4.67)
gegeben, zum Beispiel die Höhe am Rand der Oberfläche. Die Oberflä-
che kann durch folgendes iteratives Verfahren geschätzt werden. In dem
Iterationsschritt k liegt eine Schätzung f
k
der Oberfläche vor. Für den
Iterationsschritt k = 0 wird, falls kein bestimmtes Vorwissen vorliegt, die
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A-priori-Verteilung f ∼ GP (0, k)mit geeigneterKovarianzfunktion gewählt.
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dient im aktuellen Iterations-
schritt k als Referenzoberfläche mittels der die Berechnung von Gradienten
linearisiert wird; siehe Unterabschnitt 3.6.2. Mittels der linearen Regres-
sion wird anschließend die Schätzung der Oberfläche für den nächsten
Schritt aktualisiert. Im Detail werden zunächst aus den deflektometrischen















, li,θi) ∪ Zr . (4.68)
Der Simulator wird über die mengenwertige Messabbildung hn (siehe




∼ GP(µg,Σg) , (4.69)
deren Erwartungswert im nächsten Schritt als Referenzoberfläche verwendet
wird. Der Algorithmus terminiert, wenn der Erwartungswert konvergiert.
Die Unsicherheit der Schätzung wird aus der Schätzung des letzten Iterati-
onsschritts extrahiert. ImVergleich zur Schätzungmit Referenzoberfläche Sr
hängt diese implizit vom Erwartungswert des Gauß-Prozesses ab. Außerdem
handelt es sich nur um einen approximativen Wert, da die Nichtlinearität der
Messgleichung nicht berücksichtigt wird. In Abbildung 4.3 ist das Ergebnis
einer Schätzung mittels der vorgestellten Methode visualisiert. Als Regu-
larisierungspunkte wurde 40 Punkte am Rand der Oberfläche gewählt. Als
Kovarianzfunktion dienten kubische B-Splines. Der Algorithmus terminiert
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nach 10 Iterationen; siehe Abbildung 4.4. Abbildung 4.5 zeigt die Schät-





























Abbildung 4.3: Absoluter Fehler der Schätzung mittels Gauß-Prozess und ohne Referenzober-
fläche in logarithmischer Skala nach zehn Iterationen.
4.3.8 Gütekriterien
Alle im Kapitel 2 vorgestellten kovarianzbasierten Gütemaße können ange-
wandt werden. Dabei muss beachtet werden, dass beim Gauß-Prozess die
Kovarianzmatrix durch die Kovarianzfunktion zu ersetzten ist. Die Varianz
an einem Punkt berechnet sich aus
V(x) = Cov
{
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Abbildung 4.4: Mittlerer absoluter und maximaler Fehler der Schätzung mittels Gauß-Prozess
ohne Referenzoberfläche in Abhängigkeit des Iterationsschritts.




( f? − E( f?))2p( f? | f X,X, x?) d f? dx? (4.71)
bestimmen. Diese Größe kann als gesamte Unsicherheit über der geschätzten











( f? − E( f?))2p( f? | f X ) d f? .
Die Berechnung des größten Eigenwerts in funktioneller Form ist aufwendig
und eignet sich nicht für die Praxis. Stattdessen wird der Gauß-Prozess
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diskretisiert. Die Kovarianzmatrix der so erzeugten Normalverteilung wird






















































(b) Schätzung nach einer Iteration
Abbildung 4.5: Rekonstruierter Ausschnitt einer Kugeloberfläche anhand eines Gauß-Prozesses
mit Punkten und Gradienten ohne Referenzoberfläche. Zu sehen ist (a) der
Erwartungswert der Oberflächenschätzung mit nur Höhendaten und (b) nach
einer Iteration.
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4.3.9 Modellauswahl
Die Wahl einer Kovarianzfunktion und seiner Parameter, der sogenannten
Hyperparameter gehört dem Problem der Modellauswahl (engl. Model
Selection) an. DieModellauswahl ist ein aktives Forschungsgebiet. Es lassen
sich daher eine Vielzahl vonMethoden in der Literatur finden, von denen hier
zwei genannt seien. Bei der Methode anhand derKreuzvalidierungwird über
einem diskreten Gitter im Parameterraum gesucht, wobei die Gütefunktion
eine Abschätzung des Generalisierungsfehlers anhand der Kreuzvalidierung
ist. Dieses Verfahren wird häufig zum Beispiel für SVMs verwendet und hat
den Nachteil, dass es einen hohen Aufwand besitzt. Eine andereMethodik ist
diemarginale Likelihood p(y | X) zumaximieren. In beiden Fällen geschieht
die Modellauswahl auf Basis der Daten.
Für den Fall der Planung allerdings müssen die Parameter gewählt werden,
bevor Daten vorhanden sind. Der Fehler einer Schätzung lässt sich in zwei
Komponenten aufteilen, den Approximationsfehler und den Schätzfehler.
Der Schätzfehler gibt den Kostenunterschied zwischen der vom Schätzer
berechneten Funktion und der im Modell bestmöglichen Funktion an. Der
Approximationsfehler gibt den Kostenunterschied zwischen der im Modell
bestmöglichen Funktion und der bestmöglichen Funktion über alle Funk-
tionen an. Der Approximationsfehler ist damit ein Maß für die Güte des
Modells unabhängig von den Daten. In dieser Arbeit wird vorgeschlagen die
Parameter über ein experimentelles Verfahren zu bestimmen mit dem Ziel
den Approximationsfehler zu allen relevanten Funktionen gering zu halten.
Wir beschränken uns auf den Fall einer Schätzung mit einer kubischen
Spline-Kovavarianzfunktion und die Wahl der induzierten Punkte in einem
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regelmäßigen Gitter. Der zu wählende Parameter in diesem Fall ist der Git-
terabstand. Der Parameter soll so gewählt werden, dass der Approximations-
fehler für die relevanten Funktionen niedrig ist. Die relevanten Funktionen
sind eine Klasse von Funktionen D, die die Defekte repräsentieren. Der
4.3 Gauß-Prozess Modell
Erwartungswert des A-posteriori Gauß-Prozesses kann auch durch die Mini-
mierung der Summe des quadratischen Fehlers und der Norm der Funktion
in einem speziellen durch die Kovarianzfunktion erzeugten Hilbertraum
bestimmt werden. Für eine steigende Anzahl an Messdaten geht der Einfluss
des Regularisierers gegen Null [Ras05] (Kapitel 7). Aus diesem Grund ist
es ausreichend nur den quadratischen Fehlerterm zu betrachten.
Sei T der Gitterabstand und ui(T) der i-te Punkt im Gitter, dann lässt sich











berechnen, wobei kcb die kubische B-Spline Kovarianzfunktion darstellt.Sei





2Ld2 | t ∈ R2, Ld ∈ R+
}
(4.73)
wobei Ld die Defektbreite beeinflusst und t die Position des Defekts ist.
Da die Höhe des Defekts lediglich die Skalierung der Gewichte α1, . . . , αD
proportional beeinflusst, wurde sie hier auf eins normiert.
Für den eindimensionalen Fall ist der Approximationsfehler eD(T) für unter-
schiedliche Fehlerbreiten Ld in Abbildung 4.6 aufgetragen. Der Parameter
T kann aus diesem Graphen abhängig von dem noch vertretbaren Feh-
ler gewählt werden. Bei einer Schranke von beispielsweise 10−3 muss für
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Defekte mit mindestens Ld = 30 ein Gitterabstand kleiner 18 gewählt wer-
den. Diese Methode eignet sich für Fehlermodelle mit wenigen Parametern,
da der Aufwand für die Berechnung des Fehlers (4.72) mit der Dimension
erheblich steigt.
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Abbildung 4.6: Darstellung des Approximationsfehlers eD in Abhängigkeit des Gitterabstandes
T für Defekte mit Ld = 10, 20, . . . , 60.
4.4 Diskretisiertes Modell
Mit dem in Abschnitt 4.3 vorgestellten Modell wird die Höhe der zu inspizie-
renden Oberfläche geschätzt. Dies ist zeitaufwendig und auch nicht immer
nötig. Je nach Inspektionsaufgabe sind relevante Merkmale, wie Neigun-
gen, ausreichend. In diesem Abschnitt wird ein Modell vorgestellt, das die
Oberfläche, anschaulich ausgedrückt, als eine Menge von kleinen Spiegeln
repräsentiert. Hierzu wird die Oberfläche in Zellen partitioniert und jeder
Zelle ein Spiegel zugeordnet, der über Parameter hinsichtlich Form und
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Lage beschrieben wird. Für eine probabilistische Beschreibung wird über




C1, . . . ,C |PS |
}
eine Partition der Oberfläche S. Die Ele-
mente Ci werden Zellen genannt. Die Oberfläche wird über eine Funktion
f : PS → Rd dargestellt, die jedem Element der Partition die Parameter der
Spiegel zuordnet. Da die Partition aus einer endlichen Menge von Elemen-
ten besteht, kann die Wahrscheinlichkeitsdichtefunktion der Oberfläche f
über seine Verbundwahrscheinlichkeitsdichtefunktion beschrieben werden:
f
1
, . . . , f |PS |
∼ p( f 1, . . . , f |PS |) mit f i = f (Ci). Hier soll angenommen
werden, dass die Parameter unabhängig sind, so dass ihre Wahrscheinlich-
keitsdichtefunktion in ein Produkt von Marginaldichten über die Parameter
p( f 1, . . . , f |PS |) ≈ p( f 1) · p( f 2) · . . . · p( f |PS |) zerfällt. Die Annahme der
Unabhängigkeit wird wie folgt gerechtfertigt: Durch das Modellieren der
A-priori-Wahrscheinlichkeitsdichtefunktion als das Produkt der Marginal-
dichten wird eine konservative Annahme über die Glattheit der Oberfläche
und der Defekte gemacht. Damit erreicht der berechnete Plan eine gewisse
Unabhängigkeit bezüglich dieser, da die Unsicherheitsabschätzung in die-
sem Fall ebenfalls konservativ ist. Während der Fusion von Messdaten kann
es zu Abhängigkeiten zwischen den einzelnen Parametern kommen, wenn
die Beobachtungen von mehreren Zellen abhängen. Das kann vorkommen,
falls die Unschärfescheibe des Lichtstrahls auf der Oberfläche größer ist
als eine Zelle. Werden sie unberücksichtigt gelassen, kommt es zu einer
Unterschätzung der Varianz. Um diesen Effekt zu reduzieren, wird die
Unsicherheitsscheibe während der Planung berücksichtigt. Die Strahlen, die
eine zu große Unschärfescheibe besitzen, werden als unzulässig definiert.
Schließlich führt die Unabhängigkeitsannahme zu einer Aufwandsreduzie-
rung, weil die Zellen unabhängig voneinander aktualisiert werden können.
Ohne Unabhängigkeitsannahme eignet sich die Modellierung der Verteilung
als ein Markow-Zufallsfelder.
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4.4.1 Ebene Spiegel
Das vorgestellte allgemeine Modell soll in diesem Unterabschnitt konkreti-
siert werden. Als Form der Spiegel wird eine Ebene gewählt. Sie modelliert
die Neigung der Oberfläche in der Zelle. Die Position der Zellen wird im
Zentrum der Zelle fixiert. Das Oberflächenmodell wird mit n : PS → R3
bezeichnet und ordnet jedem Spiegel seinen Normalenvektor zu. Da die Zel-
len unabhängig voneinander betrachtet werden können, wird im Folgenden
auf die Angabe des Zellenindex verzichtet.
Zunächst wird jeder Zelle C ein Referenznormalenvektor zugeordnet. Er




n̂Sr (r) dr , (4.74)
wobei n̂Sr (x) die Normale der Referenzoberfläche am Punkt x ist. Unter der
Annahme, dass das Beobachtungsrauschen niedrig ist und der zu messende
Normalenvektor nur wenig von dem Referenznormalenvektor abweicht,
lassen sich die Rauschterme auf der Ebene senkrecht zum Referenznorma-
lenvektor nr formulieren. Die A-priori-Wahrscheinlichkeitsdichtefunktion






modelliert, wobei ΣP ∈ R2×2 die A-priori-Kovarianzmatrix und AT ∈ R2×3
der Projektor auf die Ebene senkrecht zur Referenznormalenvektor n̂r ist
mit AT A = I2×2.
Die Beobachtungen bestehen aus den Normalenvektoren, deren zugehörige
Messstellen in die Zelle C fallen. Der Zusammenhang zwischen dem beob-
achteten Normalenvektor no und dem zu messenden Normalenvektor n lässt
sich über eine Taylorreihenentwicklung erster Ordnung an der Stelle w = 0
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| |n + Aw | | ≈ n + Aw , (4.76)
wobei das Rauschen gemäß w ∼ N (0,Σo) mit Σo ∈ R2×2 verteilt ist.
Zusammenfassend ergibt sich für die bedingte Dichte





Liegen für die Zelle C die Beobachtungen
ZC =
{
(n1,Σ1o) . . . , (n |ZC |,Σ |ZC |o )
}
(4.78)
bestehend aus einer Menge von Paaren aus gemessener Normalen und
Unsicherheiten vor, so kann mittels der Anwendung der Inferenzformel für
normalverteilte Größen aus Anhang A.1.4 und den Gleichungen (4.75) und
(4.77) die A-posteriori-Wahrscheinlichkeitsdichtefunktion wie folgt iterativ
berechnet werden:


























4 Oberflächenmodelle und Fusion
Da die Kovarianzmatrizen Σko und ΣP nur auf der Ebene senkrecht zum
Referenznormalenvektor definiert sind, haben die Matrizen Σkn nur einen
Rang von zwei und besitzen demnach keine Inverse. Statt der Inverse in
den Gleichungen (4.80) und (4.81) wird eine Pseudoinverse in dem von den
Spalten von A aufgespannten Raum berechnet.
Diskretisierungskriterien
Die Zellgröße ist ein entscheidender Parameter im Modell. Sie beeinflusst
die Auflösung der Oberflächenmodellierung und sollte außerdem so gewählt
werden, dass die Annahme über die Form der Spiegel gültig ist. Deshalb
ist es nötig, sie abhängig von den lokalen Eigenschaften der Oberfläche
zu wählen. Für das Aufteilen der Domäne wird ein hierarchischer Ansatz
gewählt. Die Domäne wird anhand eines Quadtrees iterativ zerlegt. Sollte
die Domäne der Oberfläche nicht rechteckig sein, wird das kleinste Rechteck
gewählt, in das die Domäne passt. Sollten die Seitenlängen der Domäne sich
zu stark unterscheiden, kann eine Anfangsaufteilung durch ein Gitter gewählt
werden, deren Zellen gleiche Seitenlängen besitzen und anschließend jede
Zelle einzeln anhand eines Quadtrees zerlegt werden. Der Algorithmus
teilt die Zellen soweit auf, bis entweder eine Zelle ganz in einem nicht
definierten Bereich liegt oder gewisse Terminierungskriterien erfüllt sind.
Zellen, die nicht im Definitionsbereich der Oberfläche liegen, werden als
solche markiert.
Zwei Terminierungskriterien werden betrachtet. Das erste Kriterium kon-
trolliert die Größe der Fläche, die die Zelle auf der Oberfläche einnimmt.
Hierzu wird gefordert, dass die Zellfläche einen Schwellenwert Amax nicht
überschreiten darf ∫
C
dσ ≤ Amax , (4.82)
wobei dσ das Oberflächenelement der Referenzoberfläche ist. Das Flächen-
kriterium reicht zur Festsetzung der Oberflächenauflösung aus, da durch die
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Abbildung 4.7: Diskretisierung einer Oberfläche mit Gauß-Delle im Zentrum anhand der beiden
vorgestellten Kriterien.
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Aufteilung sichergestellt wird, dass das Seitenverhältnis der Zelle approxima-
tiv eins ist. Sie sollte so gewählt werden, dass der kleinstmögliche relevante
Defekt noch beobachtet werden kann. Die Ausdehnung der Zelle kann
anhand des Abtasttheorems gewählt werden, das besagt, dass die Abtastrate
mindestens die doppelte Frequenz wie die maximale Frequenz des Signals
betragen muss.
Das zweite Kriterium stellt sicher, dass die Oberfläche in diesem Zellbereich
auch als Ebene approximiert werden kann. Dazu wird gefordert, dass die
maximale Abweichung der Normalenvektoren in der Zelle zu dem Referenz-
normalenvektor unter einem Schwellenwert φmax liegt:
∀r ∈ C : nTr n̂Sr (r) < φmax . (4.83)
Die Summe aus dem Schwellenwert φmax und der maximal gewünschte
Standardabweichung für die Normalen
√
Usuff muss niedriger als die kleinste
zu detektierende Neigungsabweichung sein.
In Abbildung 4.7 ist die Aufteilung einer Oberfläche mit einer Gauß-Delle
im Zentrum anhand der beiden Kriterien dargestellt. Der Schwellenwert
der Fläche ist auf Amax = 0.12 mm2 festgesetzt und die Winkelgenauigkeit
auf φmax = 0.12◦. Durch das Flächenkriterium können Zellen mit hohen
Krümmungen entstehen, während durch das Normalenkriterium alleine Flä-
chen entstehen können, die beliebig groß sind. Eine Kombination beider ist
erforderlich. Ein Nachteil der Quadtreezerlegung ist, dass eine höhere Zer-
legung entstehen kann, als gefordert, da eine Zelle bei noch nicht erfüllten
Kriterium gevierteilt wird, unabhängig davon wie groß der Abstand zum
Schwellenwert ist. Beim Flächenkriterium können so Zellen mit einer vier-
fach kleineren Fläche entstehen. Eine alternative Zerlegung ist die Zerlegung
der Domäne in Dreiecke wie sie bei FEM Methoden stattfinden. Hier gibt
es Methoden der adaptiven Aufteilung, die Kriterien, wie die Größe, Form
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und Anzahl der Dreiecke berücksichtigen. Für einen Überblick siehe zum
Beispiel [HL88].
Gütemaße
DieUnsicherheit der Schätzung der Parameter einer einzelnen Zelle kann aus
den A-posteriori-Verteilungen extrahiert werden. Die Kombination dieser
Unsicherheiten zu einer Gesamtunsicherheit der Schätzung der Oberfläche
muss gewichtet erfolgen, da die Zellen eine unterschiedliche Fläche besitzen.









gegeben. Da die Varianzen der Normalen in einer Zelle konstant sind, ergibt




















wobei Ai die Fläche der Zelle Ci ist. Für die maximale Varianz wird keine











4 Oberflächenmodelle und Fusion
4.5 Zusammenfassung
In diesem Kapitel wurden zwei Oberflächenmodelle vorgestellt. Sie werden
während der Planung zur Fusionierung der Messungen in ein einheitliches
Modell und zur Extraktion von Unsicherheit zur Bestimmung der Güte der
Pläne verwendet.
Das erste vorgestellteModell modelliert die Oberfläche als ein Gauß-Prozess.
Ein Gauß-Prozess beschreibt eine Verteilung über Funktionen und ist voll-
ständig durch die Definition einer Erwartungswertfunktion und einer Kova-
rianzfunktion beschrieben. Es lassen sich beliebige über lineare Operatoren
beschriebene Messungen in das Modell fusionieren. Da der Aufwand der
Inferenz mittels Gauß-Prozess kubisch mit den Beobachtungen wächst, wird
eine Approximation vorgeschlagen, die die Oberfläche mittels einer endli-
chen Anzahl an sogenannten induzierten Punkten repräsentiert. Durch die
Approximation wird allerdings gleichzeitig eine Glattheitsannahme über die
Defekte getroffen, die beispielsweise bei der Position der induzierten Punkte
in einem Gitter von der Gitterbreite abhängt.
Das zweite Modell, das diskrete Modell, stellt die Oberfläche als eine
Menge kleiner Spiegel dar. Die Oberfläche wird in eine Menge von Zel-
len partitioniert, in der jeder Spiegel positioniert ist. Die Spiegel werden
durch eine zu ihren Nachbarn unabhängige Wahrscheinlichkeitsverteilung
über ihrer Form beschrieben. Speziell werden ebene Spiegel betrachtet
mit der Neigung als Parameter. Die Wahrscheinlichkeitsverteilung wird
als eine Normalverteilung im Tangentialraum modelliert. Es wird eine
adaptive Diskretisierung vorgeschlagen, die sicherstellt, dass die maximale
Fläche der Zellen sowie die Neigungsabweichung zum Referenznormalen-




In Kapitel 2 wurde ein probabilistisches Rahmenwerk zur automatischen Pla-
nung einer Inspektionsaufgabe vorgestellt und die einzelnen Komponenten
anschließend in den nachfolgenden Kapiteln konkretisiert. Dieses Kapitel
setzt hiermit fort und stellt die letzte Komponente, das Planungsverfahren,
vor. Das Ziel der Planung ist eine Folge von Sensorkonfigurationen zu fin-
den, die die Unsicherheit bezüglich dem Wissen über die zu inspizierende
Oberfläche auf eine gewünschte maximale Unsicherheit Usuff minimiert und
gleichzeitig niedrige Kosten (zum Beispiel Anzahl der Messungen oder
Messzeit) besitzt. Insbesondere ist die Anzahl der Messungen ebenfalls
gesucht und bestimmt maßgeblich die Kosten. Das Optimierungsproblem
lässt sich in der Form
n?,θ?0:n−1 = arg min
n,θ0:n−1∈Θn
Jn(b0,θ0:n−1) (5.1)
formulieren, wobei b0 die A-priori-Verteilung über der Oberfläche und




ρ(bi,θi) + ρE(bn) (5.2)
mit
bi+1 = B(bi,θi, zi+1) (5.3)
109
5 Planungsverfahren
besteht aus der Summe aller Schrittkosten ρ(bi,θi) und den Terminalkosten
ρE(bn). Die Schrittkosten wurden in Gleichung (2.18) eingeführt und setzen
sich aus der Unsicherheit der Oberfläche und den Kosten der Aktionen
zusammen. Die Terminalkosten werden hier eingeführt, um sicherzustellen,
dass der berechnete Plan genügend Information über die Oberfläche sammelt
und die Informationsbeschaffungsphase beendet werden kann. Ein hoher
Bestrafungsterm wird aufaddiert falls die maximale Varianz in bn die in der




U(b0) falls UM(bk) > Usuff
0 sonst .
(5.4)
Bei der Funktion B handelt es sich um die Transitionsfunktion des Belief-
MDP; siehe Gleichung (2.8).
Bei (5.1) handelt es sich um ein nichtlineares Optimierungsproblem mit im
Allgemeinen mehreren lokalen Minima. Die Dimension der zu optimieren-
den Variable θ0:n−1 ist als eine Folge von Konfigurationen abhängig von
der Anzahl der Messungen n. Eine einzelne Evaluation der Zielfunktion ist
zeitaufwendig, da für jede Konfiguration eine Simulation der Messung an
der Oberfläche und eine anschließende Fusion in das Schätzmodell erfolgen
muss. Um die Komplexität des Planungsproblems zu reduzieren, werden
zwei approximative Verfahren untersucht. Die Greedy-Planung approximiert
das Optimierungsproblem (5.1) durch eine Folge von einfachen Optimie-
rungsproblemen, die jeweils nur einen Zeitschritt im Voraus planen. Dies
wird in Abschnitt 5.3 vorgestellt. In Abschnitt 5.4 wird eine weitere Methode
vorgestellt, die in einem zweistufigen Verfahren auf der oberen Ebene über
die Anzahl der Messungen optimiert und auf der unteren Ebene das Opti-
mierungsproblem (5.1) bei fester Anzahl der Messungen löst.
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Bevor auf die Planungsalgorithmen eingegangen wird, werden die Neben-
bedingungen in Abschnitt 5.1 näher erläutert. Die Planungsalgorithmen
reduzieren intern das Planungsproblem auf die Minimierung einzelner Sen-
sorkonfigurationen über die zugehörigen Schrittkosten. Abschnitt 5.2 geht
auf die verwendeten Optimierungsalgorithmen ein.
5.1 Nebenbedingungen
Nicht alle Konfigurationen aus Rd sind erlaubt. Zum einen gibt es die natür-
lichen Nebenbedingungen, die durch die Domäne der Oberfläche und der
Einschränkung der Winkeln entstehen, wie in dem Abschnitt 3.5 definiert.
Zum anderen kann das Handhabungswerkzeug nur Positionen anfahren, die
in seinem Arbeitsraum sind. Eine weitere Einschränkung kann durch hohe
Lasten am Arm entstehen. Je nach Gewicht des Sensors können hohe Dreh-
momente an den Motoren entstehen, wenn der Arm ausgestreckt ist. Diese
Positionen sollte deshalb ausgeschlossen werden. Mögliche Kollisionen
zwischen Kamera, Schirm und Oberfläche schränken die Konfigurationen
zusätzlich ein.
Konfigurationen, die beim Ausführen der zugehörigen Messung keine Stelle
der Oberfläche beobachten, sind gemäß der Kostenfunktion zulässig. Die
Berechnung der Schrittkosten liefert in diesem Fall die Kosten für den Auf-
wand und die Unsicherheit bleibt unverändert. Dennoch erweist es sich als
vorteilhaft, diese Konfigurationen mit leerem Messbereich aus der Menge
der zulässigen Konfigurationen auszuschließen, da die Gütefunktion über
diese Menge konstant ist und es sich hierbei um eine große Menge han-
delt. Bei wiederholtem zufälligen Ziehen von Konfigurationen aus einer
Gleichverteilung unter Berücksichtigung der natürlichen Einschränkungen,
liegt die relative Anzahl von Konfigurationen mit leerem Messbereich bei
über 90 Prozent. Dies führt zu Problemen bei Optimierungsalgorithmen,
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insbesondere diejenigen, die zufallsbasierte Lösungskandidaten auswählen.
Es können zwei Fälle unterschieden werden, die zu einem leeren Mess-
bereich führen. In dem ersten Fall beobachtet die Kamera keinen Bereich
der Oberfläche, in dem zweiten Fall kann die Reflexion des Bildschirmes
nicht beobachtet werden. Der erste Fall wird durch die Parametrisierung im
Abschnitt 3.5 ausgeschlossen. Der zweite Fall muss über eine Simulation der
Messung identifiziert werden. Effizient lässt sich die Prüfung auf Gültigkeit
dadurch erreichen, indem nur wenige Strahlen bei der Simulation verfolgt
werden. Hierdurch werden aber mehr Konfigurationen ausgeschlossen als
nötig. Bei einerMessungmit kleinem Sichtbereich kann es vorkommen, dass
eine hierfür geeignete Konfiguration als unzulässig identifiziert wird. Im Fall
eines uneingeschränkten Sensors und keinen zu starken Einschränkungen
der Positionierbarkeit gibt es aber immer eine andere Bildschirmposition,
die den Sichtbereich zulässig macht. Im Fall eines kompakten Sensors oder
starken Einschränkungen kann es sein, dass dies nicht möglich ist. Dann
lässt sich aber durch eine zweite vollständige Simulation prüfen, ob eine
zulässige Messung vorliegt. Bei zulässigen Messungen kann das Ergebnis
der Simulation zur Evaluation der Schrittkosten weiterverwendet werden.
5.2 Optimierungsalgorithmen
Die Wahl eines geeigneten Optimierungsalgorithmus hängt von den Eigen-
schaften der Schrittkostenfunktion ab. Die hier betrachteten Schrittkosten-
funktionen hängen nichtlinear von der Sensorkonfiguration ab. Sie besitzen
viele lokale Minima, zum Beispiel in dem Fall, in dem bereits Messun-
gen in den Zustand fusioniert worden sind. Hier existieren auch Plateaus,
das heißt Bereiche im Konfigurationsraum, an denen die Zielfunktion sich
nicht oder nur sehr schwach ändert. Dies ist immer der Fall, wenn Stel-
len beobachtet werden, die eine niedrige Unsicherheit besitzen, weil sie
schon in einem früheren Schritt vermessen wurden. Außerdem hängt die
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Differenzierbarkeit der Zielfunktion vom verwendeten Oberflächenmodell
ab. Beispielsweise ist das Spiegelmodell aufgrund der Diskretisierung der
Oberfläche nicht differenzierbar. Das Gauß-Prozess Modell dagegen ist kon-
tinuierlich und differenzierbar. Aber auch hier kann es zu Schwierigkeiten
kommen, beispielsweise an Stellen, an denen die in der Simulation verfolgten
Lichtstrahlen die Oberfläche berühren.
Aufgrund dieser Schwierigkeiten werden ableitungsfreie Methoden für die
Planung in der Deflektometrie untersucht. Diese zeichnen sich dadurch
aus, dass sie nur Funktionsevaluationen verwenden. Bei Optimierungsalgo-
rithmen wird zwischen lokalen und globalen Algorithmen unterschieden.
Lokale Algorithmen konvergieren bei einem gegebenen Startwert gegen ein
lokales Optimum, während globale Algorithmen versuchen das globale Opti-
mum zu finden. Hier wird aufgrund der vorhandenen lokalen Minima in der
Zielfunktion ein globaler Optimierungsalgorithmus bevorzugt. Weiterhin
wird die Bedingung gestellt, dass der Algorithmus mit wenigen Funktions-
evaluationen auskommen muss, da wie oben erwähnt die Evaluation der
Zielfunktion aufwendig ist.
Eine Klasse von Optimierungsalgorithmen, die ableitungsfrei sind und unter
welche auch genetische Algorithmen fallen, sind evolutionären Algorithmen.
Diese Algorithmen sind von der Evolutionstheorie der Biologie motiviert.
Sie erzeugen eine Population von Lösungskandidaten, die durch evolutionäre
Operatoren wie Selektion, Rekombination und Mutation in neue, bessere
Generationen entwickelt werden. Eine interessante Unterklasse bilden die
Estimation of Distribution Algorithmen (EDA) [Hau11]. Sie stellen die
Population als ein probabilistisches Modell dar, aus der Lösungskandidaten
gezogen werden. Diese Verteilung wird iterativ entwickelt, so dass idea-
lerweise die Wahrscheinlichkeit, Lösungskandidaten in der Umgebung des
Optimums vorzuschlagen, steigt. Ein Nachteil dieser Klasse von Verfahren
ist, dass sie viele Funktionsevaluationen benötigen.
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Ein globalerOptimierungsalgorithmus, der imVergleich zu den oben genann-
ten, bereits mit weniger Iterationen gute Ergebnisse liefert, ist der Simulated-
Annealing Algorithmus. Dieser wird in Unterabschnitt 5.2.1 vorgestellt und
für die deflektometrische Oberflächeninspektion angepasst. Ein weiterer
verwendeter Optimierungsalgorithmus ist der Nelder-Mead Algorithmus;
siehe Unterabschnitt 5.2.2. Hierbei handelt es sich um einen lokalen Opti-
mierungsalgorithmus. Er wird als ein Nachoptimierer verwendet, um das
Ergebnis des Simulated-Annealing Algorithmus weiter zu verbessern.
5.2.1 Simulated-Annealing
Das Simulated-Annealing-Verfahren [Kir83] ist ein heuristisches Meta-
Optimierungsverfahren. Motiviert ist das Verfahren durch den Abkühlvor-
gang von Metallen, bei dem sich durch langsames Abkühlen die Atome
in einen energieärmeren Zustand positionieren. Im Simulated-Annealing
Algorithmus beeinflusst die Temperatur die Wahrscheinlichkeit mit dem
sich der Funktionswert in einem Schritt verschlechtern kann. Das steht
im Gegensatz zu herkömmlichen deterministischen Optimierungsverfahren,
wie dem Gradientenabstiegsverfahren, bei dem in jedem Schritt eine Lösung
mit niedrigerem Funktionswert gefunden wird. Dies dient dazu aus lokalen
Minima entfliehen zu können.
Das Simulated-Annealing-Verfahren ist ein iteratives Verfahren. Es spei-
chert in jedem Schritt das bisher beste gefundene Ergebnis sowie eine
aktuelle Stelle θ, die iterativ verändert wird. In jedem Schritt wird gemäß
einer Perturbationsfunktion aus der Nachbarschaft der vorherigen Stelle ein
neuer zufälliger Lösungskandidat θprop gewählt. Dieser Vorgang kann als
das Ziehen einer Stichprobe aus einer bedingten Dichte pprop( · | θ) model-
liert werden. Sei J : Rd → R die zu optimierende Zielfunktion, weiter
wird der Wert J(θprop) mit dem vorherigen Wert J(θ) verglichen und die
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zugehörige Stelle abhängig von der Temperatur T mit einer gewissen Akzep-
tanzwahrscheinlichkeit pa(J(θprop), J(θ),T) akzeptiert. Der Schritt endet mit
der Reduzierung der Temperatur. Der Algorithmus terminiert, wenn die
Endtemperatur Te erreicht worden ist. In Algorithmus 1 ist das Simulated-
Annealing-Verfahren als Pseudocode gegeben.
Algorithm 1 Simulated-Annealing-Verfahren
T ← T0
while T > Te do
θprop ∼ pprop( · | θ)










Der Algorithmus enthält die drei Komponenten, Pertubationsfunktion,
Akzeptanzfunktion und Temperaturplan, die geeignet gewählt werden müs-






T wenn E ′ > E
1 sonst
(5.5)
gewählt. Für den Temperaturplan können unterschiedliche Abstiege, wie
zum Beispiel ein linearer oder ein exponentieller gewählt werden.
Wahl der Pertubationsfunktion
Die Pertubationsfunktion erzeugt in Abhängigkeit der aktuellen Stelle eine
zufällige neue Evaluationsstelle unter Zuhilfenahme der bedingten Dichte
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pprop( · | θ). Sie muss eine Abhängigkeit bezüglich der aktuellen Stelle besit-
zen, da sich das Verfahren sonst zu einer zufälligen Suche reduziert. Somit
ist beispielsweise eine Gleichverteilung auf alle möglichen Konfigurationen
keine gute Wahl. Für gewöhnlich wird bei einer kontinuierlichen Zielgröße
zunächst eine zufällige Richtung gewählt und anschließend eine zufälliger
Schritt in diese Richtung vollzogen. In der Deflektometrie führt die Wahl
einer beliebigen Richtung zu einer unnötig hohen Anzahl an Evaluationen,
wobei viele Konfigurationen niedrige Werte besitzen. Durch Ausnutzen der
Anwendungsdomäne können die Richtungen eingeschränkt werden, um mit
hoher Wahrscheinlichkeit relevante Konfigurationen zu erzeugen. Dabei
kann auch die Information über den Zustand, wie beispielsweise die Varianz
an jedem Ort auf der Oberfläche genutzt werden. Im Folgenden wird eine
modulare bedingte Dichte vorgestellt, die es erlaubt relativ einfach Wissen
in die Optimierung einzubringen. Sie muss dabei nicht in expliziter Form
vorliegen, sondern in einer Form, in der effizient Strichproben gezogen wer-
den können. Sie besteht aus einer Menge von Regeln R =
{
R1, . . . ,R |R |
}
,
wobei jede Regel Ri ein Tupel der Form Ri = (Ωi, pi(θ ′ |θ), αi) ist mit
• Ωi ⊂ Rd die Menge aller Konfigurationen, bei der die Regel Ri
angewendet werden kann,
• pi(θ ′ |θ) eine bedingte Wahrscheinlichkeitsdichte, aus der die neue
Stelle zufällig gezogen werden kann und
• αi ∈ R ein Gewicht, das die Priorität der Regel beschreibt.
Wenn Ωi = Rd dann ist die Bedingung trivial erfüllt und die Regel kann
immer angewendet werden. Soll nun aus pi(θ ′ |θ) von θ aus eine neue Kon-
figuration zufällig gezogen werden, müssen zunächst alle Regeln bestimmt
werden, die angewandt werden können. Dies ist der Fall wenn θ ∈ Ωi . Sei
die Menge aller in diesem Fall anwendbaren RegelnRθ = {i | θ ∈ Ωi}. Für




und die Konfiguration schließlich aus der Wahrscheinlichkeitsverteilung der
Regel pi(θ ′ |θ) gezogen.
Regeln
Die Wahl der Regeln gibt die Richtung an, in denen der Algorithmus
exploriert. Es werden Regeln ohne Bedingungen, also Ωi = Rd betrachtet,
deren Wahrscheinlichkeitsdichte über folgende Vorschrift beschrieben wird:
θprop = θ + Av, (5.6)
wobei der Vektor v eine Verschiebungsrichtung und die Skalierungsmatrix
A ∈ Rd×d eine zufällige Diagonalmatrix beschreiben. Die Diagonaleinträge
der Matrix A sind gemäß einer Gleichverteilung im Intervall [ai, bi] verteilt
(A)ii ∼ U([ai, bi]). Die Intervalle [ai, bi] geben den Betrag der möglichen
Skalierungen für die Komponenten an. Sei s ∈ R+, dann wird für die Ver-
schiebungsintervalle [ai, bi] ein symmetrisches Intervall mit ai = −s und
bi = s oder ein positives Intervall mit ai = 0 und bi = s gewählt, je nachdem
ob die Gegenrichtung mit einbezogen werden soll. Wenn v = ei ist, wobei
ei den i-te Einheitsvektor repräsentiert, dann beeinflusst die Regel nur eine
Komponente der Sensorkonfiguration. Dabeiwurden folgendeKomponenten
des Sensors zusammengefasst:
• Der Sichtpunkt χ des Sensors,
• Elevation ϑc und Azimuth φc der Kamera
• Tilt τc der Kamera
• Distanz dc der Kamera
• Distanz dl des Schirms
• Elevation ϑl und Azimuth φl des Schirms
• Orientierung αl, βl und γl des Schirms
117
5 Planungsverfahren
Diese Regeln beinhalten nur lokale Veränderungen der Komponenten. Wenn
mehrereMessungen an einer Oberfläche ausgeführt worden sind, dann haben
große teilweise unzusammenhängendeBereiche auf derOberfläche eine nied-
rige Varianz. Für ein Beispiel siehe Abbildung 5.1a, die die Unsicherheit
der Schätzung eines Abschnitts einer Kugeloberfläche nach 11 Messungen
zeigt. Dieser Effekt führt dazu, dass die Optimierung der nächsten Sensor-
konfiguration oft in flachen Bereichen konvergiert, weil sich die Varianz an
gemessenen Positionen nicht oder nur schwach ändert. Dies erfordert eine
Regel, die die Sensorkonfiguration so ändert, dass eine nicht beobachtete
Region auf der Oberfläche beobachtet werden kann. In jedem Messschritt
kann aus der aktuellen Schätzung eine Unsicherheitskarte U(x) aufgestellt
werden, die in jedem Punkt die Unsicherheit angibt. Aus der Unsicherheits-
karte der Schätzung wird die Wahrscheinlichkeitsdichtefunktion
pu(x) ∝ max(0,U(x) − vmin) (5.7)
definiert, wobei vmin für die minimale Unsicherheit steht, unterhalb derer
die zugehörige Stelle nicht mehr gezogen werden darf. Der Wert von vmin
hängt von der zu erreichbaren Unsicherheit und der Inspektionsaufgabe ab.
Für die hier vorgestellten Unsicherheitsmaße wird vmin = Usuff gewählt. Die
Wahrscheinlichkeitsverteilung (5.7) ist also an den Stellen größer als Null,
die noch nicht zufriedenstellend beobachtet wurden. Die bedingte Dichte










mit x ∼ pu(x). Die Regel überschreibt also die χ Komponente und die
neue Position ist unabhängig von dem aktuellen Lösungskandidaten. Abbil-































Abbildung 5.1: (a) Varianzverteilung nach 11 Messungen. Große unzusammenhängende Berei-
che auf der Oberfläche haben eine niedrige Varianz. Die Wahrscheinlichkeit,
dass die Pertubationsfunktion eine geeignete Pertubation durchführt, wird mit
steigender Anzahl derMessungen niedriger. (b) ZufälligeMenge von χ, erzeugt
durch einen Sampler, der unabhängig von der aktuellen Sensorkonfiguration
proportional zur Varianz zieht.
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durch die Unsicherheitskarte. Die Punkte in der Stichprobe liegen in Gebie-
ten mit hoher Unsicherheit dichter zusammen.
Es bleibt nur noch die Gewichte für die Regeln zu wählen. Es lässt sich
schon durch Ausprobieren die Signifikanz einiger Regeln feststellen. Bei-
spielsweise hat die Distanz der Kamera und des Bildschirms großen Einfluss
auf den Optimierungsverlauf.
Eine systematische Methode, ist die Schätzung der Gewichte basierend
auf einer Folge von Daten Ds = {(ik, vk) | k ∈ {1, . . . ,ma}} der Länge ma
bestehend aus dem Index der angewandten Regel ik und dem Informationsge-
winn vk . Diese werden durch eine Zufallsbewegung im Raum der Sensorkon-
figurationen anhand eines modifizierten Simulated-Annealing Algorithmus
erzeugt. Der Startwert des Pfades wird zufällig aus der Menge der zulässigen
Konfigurationen gewählt. Die Temperatur wird auf die Höchsttemperatur
gesetzt, um unabhängig von dem Temperaturplan zu sein. Jeder Schritt in
dem erzeugten Zufallspfad ist somit zulässig, d.h. erfüllt die Nebenbedingun-
gen und wird durch die Akzeptanzfunktion akzeptiert. Die Pertubationsfunk-
tion nutzt die oben genannten Regeln und es werden zunächst gleichverteilte
Gewichte gewählt, um einen Bias zu vermeiden. Aus dieser Datenbasis kön-
nen schließlich die Gewichte für die Regeln berechnet werden. Das Gewicht
αj der j-ten Regel berechnet sich aus der Summe aller Informationsgewinne




k=1 δik , jvk∑ma
k=1 vk
. (5.9)
Zum Vergleich der drei Pertubationsfunktionen: Pertubation mit zufälliger
Richtung, regelbasierte Pertubationmit homogenen und optimiertenGewich-
ten wurden Stichproben aus der besten erreichten relativen Varianz und die
dafür benötigte Anzahl an Schritten mittels mehreren Optimierungsläufe
erzeugt. Der Temperaturplan wurde so gewählt, dass die maximale Anzahl
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an Schritten 200 beträgt. In Abbildung 5.2 sind die Stichprobenpunkte aufge-
tragen und ihre zugehörigen Statistiken in der Tabelle 5.1 zusammengefasst.
Die Optimierung mit regelbasierter Pertubation erreicht eine im Vergleich
zu der Pertubation mit zufälliger Richtung signifikant bessere Unsicher-
heitsreduktion. Unter den regelbasierten Pertubationsfunktionen ist die mit
optimierten Gewichten im Schnitt besser als mit homogenen Gewichten.
Tabelle 5.1: Statistische Merkmale der besten relativen Varianz und die dafür benötigte Anzahl
an Schritten, berechnet aus mehreren Optimierungsläufen jeweils mit der zufäl-
ligen Pertubation der Richtung, der Pertubation per Regeln mit homogenen und
optimierten Gewichten.
Pertubation Schritte (Median) beste relative Varianz
zufällige Richtung 103 0.88 ± 0.06
regelbasiert, homogen 156 0.73 ± 0.09
regelbasiert, optimiert 163 0.71 ± 0.07
Berücksichtigung von Nebenbedingungen
Die Nebenbedingungen können zum einen berücksichtigt werden, indem die
Pertubationsfunktion so gewählt wird, dass sie keine Kandidaten in unzu-
lässigen Regionen vorschlägt. Zum anderen kann der Pertubation ein Test
nachgestellt werden, der unzulässige Kandidaten identifiziert. Die Pertuba-
tionsfunktion wird solange ausführt bis ein Kandidat gefunden oder eine
maximale Anzahl an Wiederholungen erreicht wird. Einfache Nebenbe-
dingungen, wie Grenzbedingungen (box-constraints) können über erstere
Methode berücksichtigt werden, komplexere wie Kollision zwischen Bild-
schirm und Oberfläche müssen explizit getestet werden. Bei Nebenbedin-
gungen, die den Raum der zulässigen Sensorkonfigurationen in zwei oder
mehrere unzusammenhängende Bereiche teilen, kann es vorkommen, dass
eine Menge von Sensorkonfigurationen nicht erreicht werden kann. Dies
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Abbildung 5.2: Stichproben der besten relativen Varianz und die dafür benötigte Anzahl an
Schritten, berechnet aus mehreren Optimierungsläufen jeweils mit der zufälli-
gen Pertubation der Richtung, der Pertubation per Regeln mit homogenen und
optimierten Gewichten.
hängt nicht nur mit der Schrittgröße der Pertubation ab, sondern auch von
den definierten Pertubationsrichtungen. Zur Lösung dieses Problems wird
dem Simulated-Annealing-Algorithmus erlaubt in einer begrenzten Anzahl
von Schritten den unzulässigen Bereich zu betreten. Wird keine zulässige
Sensorkonfiguration gefunden, wird die aktuelle Position des Pfades auf die
zuletzt zulässige Konfiguration zurückgesetzt.
5.2.2 Nelder-Mead
Das Nelder-Mead-Verfahren [Nel65], auch Downhill-Simplex-Verfahren
genannt, ist eine Methode zur Optimierung von nichtlinearen Funktionen.
Dazu verwendet sie nur Funktionsevaluationen also keine Gradienten. Die
Konvergenz des Algorithmus ist linear. Der Algorithmus evaluiert in jedem
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Schritt d+1Punkte,wobei d dieDimension des Suchraumes ist. Diese Punkte
spannen ein Simplex auf. Durch Anwendung unterschiedlicher Regeln wird
versucht diesen Simplex in Richtung Optimum zu transformieren. Die Haupt-
idee dabei ist es, den Punkt mit dem höchsten Funktionswert durch einen
neuen Punkt mit niedrigerem Funktionswert zu ersetzen. Der Punkt mit
dem bisherigen optimalen Funktionswert wird in jeder Iteration beibehal-
ten. Die ursprüngliche Formulierung des Algorithmus unterstützt keine
Nebenbedingungen. Die Autoren schlagen eine Penalty Methode vor, bei
der ein Strafterm zur Zielfunktion addiert wird, der ungültige Konfiguratio-
nen bestraft. Es gibt auch verschiedene Variationen des Algorithmus, die
Nebenbedingungen berücksichtigen; siehe zum Beispiel [Box65, Gui68].
5.3 Greedy-Planung
Bei der Greedy-Planung wird das Optimierungsproblem (5.1) durch eine
Folge von Optimierungsproblemen niedriger Komplexität ersetzt:
Jk(bk) = min
θk
ρ(bk,θk), k = 0,1, . . . . (5.10)
In jedem Iterationsschritt der Planung wird nur über eine Sensorkonfigu-
ration minimiert, in dem nur ein Schritt im Voraus geplant wird. Da die
Sensorkonfigurationen iterativ berechnet werden, kann die Greedy-Planung
auch online erfolgen. Dazu kann anhand der geplanten Sensorkonfiguration
θk eine reale Messung ausgeführt und zur Aktualisierung der Verteilung
über der Oberfläche bk genutzt werden. Dies hat den Vorteil, dass Unsi-
cherheiten, die nicht mit modelliert wurden, kompensiert werden können.
Allerdings ist dieses Vorgehen in der Praxis bei zeitrelevanten Aufgaben
nicht geeignet, da der Zeitaufwand der Optimierung hoch ist. Abhilfe schafft
hier, das Messsystem durch einen Simulator zu ersetzten. Dann kann die
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Planung offline erfolgen. Als Resultat erhält man einen Plan, der schließ-
lich online nur noch ausgeführt werden muss. Der Greedy-Algorithmus
terminiert, wenn die maximale Varianz kleiner oder gleich der gewünschten
Varianz Usuff ist.
5.3.1 Greedy-Planung mit Teildiskretisierung
Um lokale Minima zu vermeiden wird die Sensorkonfiguration teildiskreti-
siert [Ros12, Ros13]. Hierzu wird der Parameter χ auf diskrete Punkte auf
der Oberfläche eingeschränkt. Diese können in einem Raster in der Domäne
der Oberfläche gewählt werden. Eine andere Möglichkeit ist die Domäne
der Oberfläche in Regionen zu partitionieren und den Parameter χ auf diese
Regionen zu beschränken. Die Elemente der Partition repräsentieren die
diskreten Aktionen. In beiden Fällen wird so eine Familie von Sensorkonfi-
gurationräumen definiertP =
{
P1, . . . ,P |P |
}
mitPi ⊂ Θ. Die Selektion der
nächsten Sensorkonfiguration erfolgt hierarchisch. Auf der äußeren Ebene
wird aus der diskreten FamilieP eine MengePi gewählt und aus dieser wird





ρ(bk,θk), k = 0,1, . . . , . (5.11)
In der Implementierung dieses Verfahrens muss zunächst in der untersten
Hierarchie in jeder Region unabhängig voneinander eine optimale Sen-
sorkonfiguration gefunden werden. In der oberen Hierarchie wird aus der
diskreten Menge der Sensorkonfigurationen, die mit den niedrigsten Kosten
gewählt. Der Pseudocode für diese Prozedur ist in Algorithmus 2 gegeben.
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Algorithm 2 Naive Greedy-Optimierung mit Teildiskretisierung
b← b0
for all k = 0 . . . bis Terminierung do
for all Regionen i = 1 . . . |P | do
ζ?i ← arg minθ ρ(b,θ) mit Nebenbedingungen: θ ∈ Pi
end for





untere Schranken für die einzelnenKosten in denRegionen berechnetwerden.
Im Folgenden wird angenommen, dass die Kosten ga für den Aufwand der
Einstellung des Sensors konstant sind.
Für die Kosten einer beliebigen Sensorkonfiguration θ gilt die Ungleichung:
ρ(bk+1,θ) ≥ ρ(bk,θ) . (5.12)
Sie besagt, dass die Kosten für eine beliebige Sensorkonfiguration θ steigen,
je später sie eingesetzt wird. Dies liegt daran, dass die Sichtbereiche der
vorherigenMessungenmit θ Überschneidungen haben können und damit der
erwartete Informationsgewinn sinkt. Mit dieser Ungleichung ist es möglich
die Kosten des aktuellen Zeitschritts als eine untere Schranke für den nächs-
ten Schritt zu wählen. Die Ungleichung kann nicht direkt für die diskreten
Konfigurationen angewendet werden, da die optimale Konfiguration einer
Region sich von einem Schritt zum nächsten ändern kann. Per Definition der
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Der Algorithmus 2 berechnet die Sensorkonfigurationen für jede Region
in jedem Zeitschritt neu. Dies erfordert einen hohen Zeitaufwand. Die
Greedy-Planung kann beschleunigt werden, in dem das Wissen um die
Optimierung aus den vorherigen Schritten berücksichtigt wird. So können
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wobei ζ?i ∈ Θ die optimale Konfiguration des Sensorkonfigurationsraumes
Pi ist. Zusammen kann schließlich gefolgert werden, dass:
ρ(bk+1,θ) ≥ ρ(bk,θ) ≥ ρ(bk, ζ?i ) (5.14)
für alle θ ∈ Pi . Durch Ausnutzen der Lokalität der Messungen kann die
untere Schrankeweiter verfeinertwerden.Der Einflussbereich einerMessung
ist der Bereich auf der geschätzten Oberfläche, der von den gemessenen
Gradienten abhängt. Dieser kann größer als der Messbereich selbst sein
und hängt von der Wahl des Oberflächenmodells ab. Wenn sich nun der
Einflussbereich der Messung, die bk nach bk+1 überführt, nicht mit dem
Einflussbereich ζ?i schneidet, dann ändert sich der Wert ρ(bk, ζ?i ) nicht.
Beim Gauß-Prozess Modell muss dabei die verwendete Kovarianzfunktion
eine endliche Domäne besitzen oder zumindest lokal konzentriert sein und
schnell nach außen hin abfallen. Im letzten Fall kann der Einfluss des
Messbereichs auf einen endlichen Bereich approximiert werden.
Durch Zuhilfenahme der Ungleichung (5.14) und der Lokalität der Messung
kann der Naive Greedy-Algorithmus modifiziert werden, um den Berech-
nungsaufwand zu reduzieren. Zunächst werden in einer Initialisierungsphase
optimale Sensorkonfigurationen für alle Regionen berechnet. Der Algorith-
mus speichert die Kosten in einer Prioritätswarteschlange. Es wird zwischen
zwei Arten von Werten unterschieden: exakte Werte berechnet durch ρ und
untere Schranken. In jedem Zeitschritt wird aus der Prioritätswarteschlange
die Sensorkonfiguration mit dem niedrigsten Wert selektiert. Wenn es sich
um eine untere Schranke handelt, wird der exakte Wert berechnet und der
aktualisierte Wert neu in die Prioritätschlange eingefügt. Dieser Vorgang
wird wiederholt bis ein exakter Wert gewählt wird. Die zugehörige Sensor-
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optimalen Konfiguration in einer Region i ∈ {1, . . . , |P |} gilt jedoch, dass
für alle θ ∈ Pi:
ρ(bk,θ) ≥ ρ(bk, ζ?i ) , (5.13)
5.3 Greedy-Planung
gewählten Sensorkonfiguration schneiden, werden als untere Schranken mar-
kiert. Ein Pseudocode ist in Algorithmus 3 gegeben. Es sei angemerkt, dass
die Ungleichung (5.13) in der Praxis nicht gewährleistet werden kann, da
durch Optimierungsalgorithmen nicht immer das globale Optimum gefun-
den wird. In diesem Fall gilt diese Ungleichung nicht und das Verfahren
kann nur eine approximative Lösung finden.
Algorithm 3 Schnelle Greedy-Planung
for all i = 0 . . . |P | do
gi ← 0 . Kosten für Partition i
si ← True . Kosten der Partition i sind eine untere Schranke
ζ i ← 0 . Beste Sensorkonfiguration für Partition i
end for
b← b0
for all k = 0 . . . bis Terminierung do
j ← arg mini gi
while sj = True do
ζ j ← arg minθ ρ(b,θ) Nebenbedingungen: θ ∈ Pi
gj ← ρ(b, ζ j)
sj ← False
j ← arg mini gi
end while
θk ← ζ j
for all i = 0 . . . |P | do








konfiguration wird als die optimale in dem aktuellen Schritt gewählt. Alle
Sensorkonfigurationen in der Prioritätsschlange, die den Einflussbereich der
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In einem Experiment mit 36 Regionen wurde anhand des beschleunigten
Greedy-Algorithmus ein Plan mit 16 Messungen berechnet. Die Regionen
wurden erzeugt, indem die Sichtpunktkomponente auf einemGitter von 6×6
beschränkt wurde. Abbildung 5.3a zeigt die Anzahl der Optimierungen für
die Regionen und Abbildung 5.3b das dazu korrespondierende Histogramm
über dieAnzahl derOptimierungen.DiemaximaleAnzahl anOptimierungen
für eine Region liegt bei fünf. Im Vergleich dazu optimiert der Naive Greedy
Algorithmus in jedem Schritt die Konfigurationen für alle Regionen neu und
benötigt 16 Optimierungen pro Region. Die totale Aufwandsreduzierung
liegt bei einem Faktor von 4.1.
5.4 Sweep-Planung
Eine Hürde bei der Minimierung des Optimierungsproblems (5.1) ist die









ρ(bi,θi) + ρE(bn) . (5.16)
Das Optimierungsproblem (5.16) wird für feste Planlängen n gelöst und in
Gleichung (5.15) wird die optimale Anzahl n? gesucht.
Da die Terminalkosten im Optimierungsproblem (5.16) nur sicherstellen,
dass der optimale Plan die Unsicherheit ausreichend reduziert und für die
tatsächliche Minimierung hinderlich sind, werden sie aus der Zielfunktion
herausgenommen und direkt als Endkriterium der Optimierung definiert. Für
ein festes n gilt die Optimierung (5.16) als erfolgreich, falls die maximale
Varianz des Oberflächenmodells bn die geforderte UnsicherheitUsuff erreicht
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Abbildung 5.3: Aufwand der Optimierung: (a) zeigt die Anzahl der Optimierungen für die




oder unterschreitet. Die Optimierung schlägt fehl, wenn kein Plan gefunden
wird, der dieses Endkriterium erfüllt. Dies wird über die üblichen Kriterien
wie die Überschreitung einer maximalen Anzahl an Iterationen oder eine zu
langsame Konvergenz festgestellt. In der Praxis lässt sich die Existenz eines
Plans schneller feststellen als seine Nichtexistenz, da die Abbruchkriterien
für das Abbrechen der Optimierung konservativ gewählt werden, um keine
Fehlentscheidung zu treffen.
Die Suche kann auf mehrere Arten erfolgen. Bei einer linearen Suche wird
n mit einer maximalen oder minimalen Anzahl an Messungen initialisiert.
Eine maximale Anzahl an Messungen nmax kann über die Greedy-Lösung
berechnet werden. Eine Abschätzung einer minimalen Anzahl an benötig-
ten Messungen kann über den Informationsgewinn der optimalen ersten
Greedy-Messung erfolgen. Dividiert man ihren Wert durch die gesamte zu
reduzierende Unsicherheit ergibt sich die Abschätzung. Der Aufwand für
die lineare Suche ist O(nmax). Bei der binären Suche wird zwischen der
minimalen und der maximalen Anzahl an benötigten Messungen gesucht.
Der Aufwand für die binäre Suche beträgtO((nmax − nmin) log(nmax − nmin)).





m, . . . , 3m, 2m, m absteigend in der festen Schritt-
weite m gesucht. Wird für die Planlänge k · m ein Plan gefunden und für
(k + 1) · m kein Plan, so kann der Suchbereich in der Region zwischen
diesen Planlängen eingeschränkt werden. In der Region wird linear weiterge-
sucht. Der Vorteil dieser Suche ist, dass sie parallel ausgeführt werden kann.
Dabei wird m kleiner gleich der Anzahl der möglichen Threads gewählt.
Der Berechnungsaufwand beträgtO(nmax/m +m) im sequentiellen Fall und
O((nmax/m + m)/m) im parallelen Fall.
Die lineare Suche von nmax aus stößt nur einmal auf eine Planlänge, die
keine Lösung hat. Die Suche mit fester Schrittweise nur zweimal. Bei der
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binären Suche kann im Worst-Case jede betrachtete Planlänge bis auf das
berechnete Optimum fehlschlagen.
Das Optimierungsproblem (5.16) für feste n hat eine Dimension von nd. Die
direkte Optimierung mittels Simulated-Annealing kann erfolgen, indem in
der Pertubationsfunktion eine Konfiguration zufällig ausgewählt und pertur-
biert wird. Der Aufwand für die Evaluation steigt jedoch mit wachsendem n.
Um denAufwand zu reduzieren, ist es sinnvoll, ausgewählte Konfigurationen
über mehrere Schritte zu optimieren und die restlichen Konfigurationen kon-
stant zu halten. Dies wird erreicht, indem der Optimierungsalgorithmus in
mehreren Durchgängen die Zielfunktion minimiert; siehe Algorithmus 4. In
jedem Durchgang wird eine Aktion gewählt und die Zielfunktion bezüglich
dieser minimiert. Um lokale Minima zu vermeiden, wird hier nach einer
fest vorgegebenen Anzahl an Schritten gestoppt. Die Wahl der Sensorkonfi-
guration für einen Durchgang kann zufällig geschehen oder die Durchläufe
werden in Zyklen zusammengefasst, in denen jede Sensorkonfiguration ein-
mal ausgewählt wird. Es werden so viele Durchgänge durchgeführt, bis die
Terminierungsbedingung erfüllt ist [Ros14].
Algorithm 4 Optimierung anhand von Durchgängen
for all Zyklen i = 0 . . . bis Terminierung do
for all Messungen j = 0 . . . n do
b← b0










In diesem Kapitel wurden zwei Planungsverfahren, die Greedy-Planung
und die Sweep-Planung für die Oberflächeninspektion vorgeschlagen. Die
Planung wird als Minimierungsproblem über die Kosten, die aus der Unsi-
cherheit und den Aktionskosten gemäß dem in Kapitel 2 vorgestellten Rah-
menwerks bestehen, formuliert. Da das Optimierungsproblem eine hohe
Dimension aufweist, wurden Verfahren vorgestellt, die intern einen Opti-
mierer für jeweils eine Konfiguration nutzen.
Als Optimierungsverfahren wird das Simulated-Annealing-Verfahren einge-
setzt. Die Pertubationsfunktion des Simulated-Annealing Verfahrens wird
modular modelliert, so dass unterschiedliches Vorwissen, hauptsächlich in
Form von Schrittrichtungen, eingeführt werden kann. Das Nelder-Mead-
Verfahren wird als ein Nachoptimierer eingesetzt, um das Ergebnis weiter
zu verfeinern.
Bei der Greedy-Planung wird das Optimierungsproblem in eine Sequenz
von einfacheren Optimierungsproblemen zerlegt, die jeweils nur eine Schritt
im Voraus planen. Dadurch sinkt pro Optimierung die Dimension der Ziel-
größe auf die einer Sensorkonfiguration. Um dem Problem der lokalen
Minima zu entgehen, wird eine Teildiskretisierung der Sensorkonfigura-
tion vorgeschlagen und hierfür eine effiziente Planung unter Ausnutzung
einer Abschätzung einer oberen Schranke für die Unsicherheitsreduktion
des nächsten Messschritts verwendet.
Die Sweep-Planung nutzt einen hierarchischen Ansatz, bei dem auf der
höchsten Ebene über die Planlängen gesucht wird und auf der untersten
Ebene die Optimierung für feste Planlängen erfolgt. Zur Reduzierung des
Aufwandes wird die Optimierung in mehreren Durchläufen ausgeführt. Bei
jedem Durchlauf werden alle Sensorkonfigurationen jeweils einzeln ausge-
wählt und für eine feste Anzahl von Schritten optimiert. Dabei werden die
132
5.5 Zusammenfassung
restlichen Sensorkonfigurationen konstant gehalten. Die Suche der optima-
len Planlänge kann auf unterschiedlichen Arten erfolgen. In dieser Arbeit
wird eine Suche mit fester Schrittweite bevorzugt, die zunächst die mögli-
chen Planlängen auf ein Intervall der Länge der Schrittweite einschränkt






In diesem Abschnitt wird die Güte der Planungsverfahren anhand mehre-
rer Experimente evaluiert. Zunächst werden die Verfahren mit simulierten
Ergebnissen evaluiert. In Abschnitt 6.1 wird der dafür verwendete Messauf-
bau beschrieben. Anschließend wird in Abschnitt 6.2 die Unsicherheitsmaße
des Gauß-Prozess-Modells verglichen. In Abschnitt 6.3 wird die Planungmit
Gauß-ProzessModell und in Abschnitt 6.4 mit diskretenModell evaluiert. In
Abschnitt 6.5 wird dieWirkung der Approximation auf die Varianzreduktion
und der Planung untersucht. Die Berechnung und Ausführung eines Plans
für eine reale Oberfläche erfolgt abschließend in Abschnitt 6.6.
6.1 Testaufbau der simulationsbasierten
Experimente
Sensor
Bei den im Folgenden simulierten Experimenten wird ein Sensor bestehend
aus einer Kamera und einem Bildschirm gewählt, wobei beide Komponenten
unabhängig voneinander positioniert werden können. Die Dimension der
Sensorkonfiguration beträgt damit zwölf. Es wird ein Bildschirm mit einer
Bildschirmdiagonalen von 26 Zoll und einer Auflösung von 1920×1080
verwendet. Die Kamera wird mit einer Sensorgröße von 2.4 mm×1.8 mm
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und einer Brennweite von 5 mm simuliert. Die Bildweite wird gleich der
Brennweite gesetzt, um einen möglichst hohen Schärfentiefe zu erhalten.
Die Auflösung der Kamera wird abhängig vom Oberflächenmodell gewählt.
Für das diskrete Modell wird eine Auflösung von 1024×768 gewählt. Da das
Gauß-Prozess Modell aufgrund der Approximation eine niedrige Ortsauflö-
sung besitzt, wird hierfür eine kleinereAuflösung von 800× 600 gewählt. Die
Standardabweichung der Registrierung auf dem Bildschirm wird konstant
auf 0.5 mm gesetzt.
Die Parameter wurden so gewählt, dass eine sinnvolle Evaluation möglich
ist, das heißt, dass eine Inspektion mehrere Messungen erfordert und dass
einzelne Messungen genügend Information liefert. Sind die Unsicherheiten
zu hoch, werden mehrere sich überlagernde Messungen geplant, was in
der Praxis unerwünscht ist. In diesem Fall ist das Messsystem für die
Inspektionsaufgabe nicht geeignet.
Testoberflächen
Als Testoberfläche werden folgende Oberflächen verwendet; siehe auch
Abbildung 6.1 und 6.2:
• Ein planarer Spiegel fp(x, y) = h positioniert auf einer Höhe h.
• Ein konvexer Spiegel fs(x, y) =
√
r2 − (x − xc)2 − (y − yc)2 + zc mit
dem Radius r und dem Mittelpunkt (xc, yc, zc).
• Ein konkaver Spiegel fi(x, y) = −
√
r2 − (x − xc)2 − (y − yc)2+ zc, der
durch einen Parabolspiegel repräsentiert wird mit dem Radius r und
dem Mittelpunkt (xc, yc, zc).
Für das Zentrum des konvexen und sowohl des konkaven Spiegels wird
der Punkt (xc, yc, zc) = (0,0,0) und für den Radius r = 500 mm gewählt,
wenn nichts anderes angegeben. Die Höhe des planaren Spiegels wird
auf h = 0 gesetzt. Die Oberflächen sind jeweils in einem Bereich von
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Abbildung 6.1: Ebene Testoberfläche für die simulationsbasierte Evaluation der Planungsalgo-
rithmen
600 mm × 600 mm definiert. Diese Oberflächen werden als Referenzober-
flächen während der Planung genutzt.
Fehlermodelle
Zur Evaluation der Qualität der berechneten Pläne werden Testoberflä-
chen mittels einer simulierten Inspektion untersucht. Die Testoberflächen
werden aus der Referenzoberfläche mittels additiver Überlagerung eines
Defektmodells f (x) = fr(x) + fe(x) gebildet. Der Defekt fe wird als eine
Gauß-Funktion modelliert:




Anhand des Parameters x0 lässt sich die Position des Fehlers setzen, die
Parameter Ld und Hd beschreiben jeweils die Ausdehnung und die Höhe
des Defektes. Mit negativem Hd werden Dellen und mit positiven Beulen
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Abbildung 6.2: Testoberflächen für die simulationsbasierte Evaluation der Planungsalgorith-
men
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6.1 Testaufbau der simulationsbasierten Experimente
modelliert. Die maximalen Gradienten liegen auf dem Kreis ‖x − x0‖ = Ld






Insbesondere haben zwei Gauß-Funktionen den gleichen maximalen Nei-
gungswinkel, wenn das Verhältnis von Höhe zu Defektbreite HdLd überein-
stimmt. Das erlaubt Defekte unterschiedlicher Größe aber mit gleichem
maximalen Neigungswinkel zu modellieren.
6.1.1 Durchführung der simulationsbasierten Inspektion
Zur Detektion der Defekte auf den Testoberflächen wird das gleiche Modell
verwendet, dass für die Planung genutzt wird. Dies wird hier zur Evaluation
der Verfahren genutzt. Generell ist es jedoch nicht notwendig die Detektion
der Defekte auf den Modellen zu basieren. Beispielsweise kann eine Detek-
tion gänzlich auf den deflektometrischen Registrierungen basieren. ImDetail
werden die Messungen gemäß dem optimalen Plan und der spezifizierten
Unsicherheit simuliert und die so gewonnenen Messdaten in das jeweilige
Modell fusioniert.
Zur Prüfung wird die Abweichung mittels absoluter Differenz vom Erwar-
tungswert der geschätzten Modelle und dem Referenzmodell berechnet.
Beim Gauß-Prozess Modell wird die Höhenabweichung und beim diskreten
Modell die Normalenabweichung zum Referenzmodell geschätzt. In beiden
Fällen werden anschließend anhand eines Schwellenwertes Bereiche mit
hoher Abweichung identifiziert und mittels eines Blob-Detektors die Zen-
tren bestimmt. Durch Vergleich mit den wahren Defektpositionen wird die
Trefferquote (engl. recall) und die Genauigkeit (engl. precision) bestimmt.
Die Trefferquote ist definiert als das Verhältnis von der Anzahl der korrekt
erkannten Defekte zu der Anzahl der Defekte. Die Genauigkeit ist definiert
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als das Verhältnis von der Anzahl der korrekt erkannten Defekte zu der
Anzahl der erkannten Defekte (unabhängig davon ob diese korrekt sind oder
nicht). Da der Schwellenwert direkt auf den Abweichungen angewendet wird,
geben Trefferquote und Genauigkeit Aufschluss über die Güte des Plans. 1
6.2 Gütemaß des Gauß-Prozess Modells
Für das Gauß-Prozess Modell wurden im Abschnitt 4.3.8 vier Gütemaße
vorgestellt: Die totale VarianzUT, die Determinante des diskretisiertenGauß-
ProzessesUD, der maximale EigenwertUE und die maximale VarianzUM. In
diesem Abschnitt wird untersucht, welches Gütemaß zur Planung geeignet
ist. Die maximale Varianz wird in den vorgestellten Planungsverfahren in
der Terminierungsbedingung genutzt. Eine direkte Minimierung dieser ist
allerdings nicht geeignet, da diese Größe über weite Bereiche des Konfi-
gurationsraumes konstant ist. Aus diesem Grund wird sie in der folgenden
Untersuchung nicht aufgeführt. Mit dem Gauß-Prozess-Modell wird anhand
der Greedy-Planung ein Plan für die konvexe Oberfläche berechnet. Für den
Radius wird r = 1400 mm gewählt. Zur approximativen Inferenz werden
25×25 induzierte Punkte in einem Gitter gewählt. Der Plan wird anschlie-
ßend in einer Simulation ausgeführt und anhand der simulierten Messwerte
die Oberfläche rekonstruiert. Da der Gauß-Prozess mit Neigungsbeobach-
tungen die Oberfläche bis auf einen konstanten Höhenversatz schätzt, wurde
hier als Fehlermaß der minimale quadratische Fehler über der Höhe
E( f̂ , f ) = min
c
∫
( f̂ (x) + c − f (x))2 dx (6.3)
1 Die Trefferquote ist, wie vielleicht erwartet, keine bezüglich eines fallenden Schwellenwerts
monoton steigende Funktion, da der Schwellenwert am Anfang des Detektionsalgorithmus
auf den Abweichungen angewendet wird und beispielsweise bei niedrigem Schwellenwert
zu große Fehlerbereiche entstehen, deren Zentren falsch geschätzt werden.
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Abbildung 6.3: Durchschnittlicher Fehler für die Planung mittels Gauß-Prozess Modell bei
Variation der Gütemaße.
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gewählt. Dabei ist f̂ die Schätzung der Oberfläche und f die wahre Ober-
fläche. Die benötigte Anzahl von Messungen, um den obigen Fehler des
Erwartungswertes unter einen Schwellenwert zu reduzieren, dient als Indiz
für die Qualität des Gütemaßes. In Abbildung 6.3 wird der durchschnittliche
Fehler E in Abhängigkeit der Anzahl der Messungen dargestellt. Im Ver-
gleich schneidet hier das Maß UT am besten ab. Eine ähnliche Performanz
bietet dasMaßUD. Beide reduzieren den Fehler auf circa um den Faktor 1/10
innerhalb der ersten zehn Messungen. Der maximalen Eigenwert benötigt
dafür dreizehn Messungen.
Im Vergleich zum Maß UD bietet das Maß UT den Vorteil, dass es eine
anschauliche physikalische Interpretation, als Standardabweichung der Ober-
flächenhöhe besitzt. Das vereinfacht die Wahl der Parameter wie z.B. den
Schwellenwert für die gewünschte maximale Varianz. Außerdem lässt sie
sich effizient berechnen. Ein Nachteil der Minimierung des UT ist, dass sie
keine theoretische Aussage bezüglich der oberen Schranke der maximalen
Varianz zulässt. In den folgenden Experimenten wird stets das Unsicher-
heitsmaß UT für das Gauß-Prozess Modell verwendet.
6 Evaluation der Planungsverfahren
6.3 Planungsverfahren anhand des
Gauß-Prozess Modells
In diesemAbschnitt werden die Planungsalgorithmenmit demGauß-Prozess
als Oberflächenmodell anhand von simulierten Experimenten evaluiert. Für
das Gauß-Prozess-Modell wird für die Kovarianzfunktion der kubische
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B-Spline-Kern aus Abschnitt 4.10 verwendet. Zur approximativen Inferenz
werden 25×25 induzierte Punkte in einem Gitter gewählt. Die gewünschte
maximale Unsicherheit wird auf Usuff = 0.12 mm2 und die A-priori Unsi-
cherheit auf σ2A = 0.1
2 mm2 gesetzt. Das Sweep-Verfahren nutzt die Suche
mit fester Schrittweite mit m = 5. Zur Berechnung der Pläne wurde ein
Rechner mit 16 GB RAM und zwei Intel Xeon E5645 Prozessoren mit
einem Prozessortakt von 2.4 Ghz und je 6 Kernen verwendet.
In Abbildung 6.4 ist die relative durchschnittliche Varianz der geplanten
Messung mittels Greedy-Planung in Abhängigkeit des Zeitschritts aufgetra-
gen. Mit den ersten geplanten Messungen reduziert der Greedy-Algorithmus
einen großen Anteil der Unsicherheit über der Oberfläche. Die Reduktion
fällt mit steigender Anzahl an Messungen stark ab. Der Grund hierfür liegt
darin, dass die verbleibende Unsicherheit in mehreren Bereichen örtlich auf
der Oberfläche verteilt ist und dementsprechend viele Messungen benötigt
werden, um diese abzudecken.
Die Ergebnisse der Sweep-Planung für die gefundene optimale Anzahl
von Messungen sind in Abbildung 6.5 gegeben. Im Vergleich zum Greedy-
Algorithmus erreicht der Sweep-Algorithmus ungefähr 1.5 × −2× kürzere
Pläne. Auffallend bei beiden Planungsverfahren ist, dass die geplanten Mess-
bereiche sich nicht überlappen. Dies liegt an der niedrigen Oberflächenauflö-
sung und der damit einhergehenden Glattheitsannahme. Eine Zusammenfas-
sung der Ergebnisse ist in der Tabelle 6.1 gegeben. Für die Sweep-Planung
ist die Gesamtzeit der Suche über alle betrachteten Planlängen angegeben.
6.3 Planungsverfahren anhand des Gauß-Prozess Modells
143















Abbildung 6.4: Verlauf der relativen Varianz der mittels Greedy-Planung und Gauß-Prozess
Oberflächenmodell gefundenen Pläne für die Testoberflächen.















Abbildung 6.5: Verlauf der relativen Varianz der mittels Sweep-Planung und Gauß-Prozess
Oberflächenmodell gefundenen Pläne für die Testoberflächen.
Hier wird die Zeit sowohl für die Suche in parallel und sequentiell (Summe
über alle Planungen für die betrachteten Planlängen) angegeben.
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Simulierte Inspektion
AufmehrerenTestoberflächenwurden ein bis zwei additiveDefektemit zufäl-
liger Höhe und konstanter Ausdehnung eingefügt und mittels des Verfahrens
in 6.1.1 simulationsbasiert inspiziert. Aufgrund der groben Approximation
eignet sich das Modell nur zur Inspektion von Defekten mit mittlerer bis
globaler Ausdehnung. Bei einer Domänenausdehung von 600 mm und 25
induzierenden Punkten pro Gitterrichtung beträgt der Gitterabstand circa
25 mm, wobei die induzierenden Punkte in einem größeren Bereich als die
Domäne definiert sind. Der maximale Abstand der Punkte bei einer 4-er
Nachbarschaft beträgt
√
2 · 25 mm. Bei einem geforderten Approximations-
fehler von 10−3 mm wird gemäß der Abbildung 4.6 eine Defektausdehnung
von 50 mm gewählt. Die Ergebnisse der simulierten Inspektion sind in
Tabelle 6.2 aufgelistet. Für alle drei Oberflächen führt ein Schwellenwert
von 0.025 mm zu einer hohen Trefferquote mit einer Genauigkeit von 1.0.
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Tabelle 6.1: Zusammenfassung der Ergebnisse der Greedy-Planung und der Sweep-Planung
mit Gauß-Prozess Modell für die jeweiligen Testoberflächen. Aufgelistet sind das
Planungsverfahren (PV), die Oberfläche, die optimale gefundene Planlänge n?, die
erreichte maximale Standardabweichungσmax sowie die totale Zeit für die Planung
mit Suche im sequentiellen tseq und parallelen tpar Fall. Zur Berechnung der Pläne
wurde ein Rechner mit 16 GB RAM und zwei Intel Xeon E5645 Prozessoren mit
einem Prozessortakt von 2.4 Ghz und je 6 Kernen verwendet.
PV Oberfläche n? σmax/mm tseq/h tpar/h
greedy eben 6 0.09 8.40 -
greedy konvex 16 0.05 30.38 -
greedy konkav 8 0.04 12.03 -
sweep eben 4 0.07 72.10 46.30
sweep konvex 10 0.08 165.93 87.92
sweep konkav 4 0.10 78.77 70.97
6.4 Planungsverfahren anhand des diskreten Modells
Tabelle 6.2: Trefferquote (T) und Genauigkeit (G) für die Inspektion der unterschiedlichen
Testoberflächen in Abhängigkeit des Schwellenwertes.
Schwellenwert/mm
Oberfläche 0.0032 0.0065 0.0125 0.025 0.05 0.1 0.2
Eben
T 0.68 1.0 1.0 0.9 0.68 0.13 0.0
G 0.02 0.10 0.69 1.0 1.0 1.0 1.0
Konkav
T 0.72 0.96 0.98 0.96 0.68 0.08 0.0
G 0.03 0.10 0.72 1.0 1.0 1.0 1.0
Konvex
T 0.76 0.82 0.92 0.96 0.72 0.16 0.0
G 0.21 0.35 0.92 1.0 1.0 1.0 1.0
6.4 Planungsverfahren anhand
des diskreten Modells
In diesemAbschnitt werden die Planungsverfahrenmit demdiskretenModell
als Oberflächenmodell anhand von simulierten Experimenten evaluiert. Die
Oberflächen werden anhand des Verfahrens in Unterabschnitt 4.4.1 diskre-
tisiert. Hierfür wird für den Flächenschwellenwert 1.52 mm2 und für den
Schwellenwert der Normalenabweichung 0.1◦ gewählt. Für die A-priori
Unsicherheit wird σ2A = tan(5◦)2 gewählt. Die gewünschte maximale Unsi-
cherheit ist Usuff = tan(0.1◦)2. Das Sweep-Verfahren nutzt die Suche mit
fester Schrittweite mit m = 5. Zur Berechnung der Pläne wurde derselbe
Rechner wie in Abschnitt 6.3 verwendet.
In Abbildung 6.6 ist die relative durchschnittliche Varianz in Abhängigkeit
der Anzahl der Messungen für die mittels Greedy-Planung berechneten
Pläne dargestellt. Wie aus den in Abschnitt 6.3 genannten Gründen fällt
auch hier die Unsicherheitsreduktion mit steigender Anzahl der Messungen
stark ab.Die Ergebnisse der Sweep-Planung sind inAbbildung 6.7 dargestellt.
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Abbildung 6.6: Verlauf der relativen Varianz der mittels Greedy-Planung und diskretemModell
gefundenen Pläne für die Testoberflächen.















Abbildung 6.7: Verlauf der relativen Varianz der mittels Sweep-Planung und diskretem Modell
gefundenen Pläne für die Testoberflächen.
Der Sweep Algorithmus berechnet im Vergleich zum Greedy-Algorithmus
2 × −2.75× kürzere Pläne. In der Tabelle 6.3 ist eine Zusammenfassung der
interessanten Größen gegeben. Wie im vorherigen Abschnitt 6.3 ist auch
hier für die Sweep-Planung die Gesamtzeit der Suche über die Planlängen
für den parallelen und sequentiellen Fall angegeben.
146
6.4 Planungsverfahren anhand des diskreten Modells
Tabelle 6.3: Zusammenfassung der Ergebnisse der Greedy- und Sweep-Planung mit dem dis-
kreten Modell für die jeweiligen Testoberflächen. Aufgelistet sind das Planungsver-
fahren (PV), die Oberfläche, die optimale gefundene Planlänge n?, die erreichte
maximale Standardabweichung σmax sowie die totale Zeit für die Planung mit
Suche im sequentiellen tseq und parallelen tpar Fall. Zur Berechnung der Pläne
wurde ein Rechner mit 16 GB RAM und zwei Intel Xeon E5645 Prozessoren mit
einem Prozessortakt von 2.4 Ghz und je 6 Kernen verwendet.
PV Oberfläche n? σmax/◦ tpar/h tseq/h
greedy eben 11 0.095 2.43 -
greedy konvex 31 0.084 5.83 -
greedy konkav 8 0.084 1.92 -
sweep eben 4 0.097 21.30 31.20
sweep konvex 14 0.092 136.60 322.63
sweep konkav 4 0.067 45.15 74.33
Simulierte Inspektion
In diesem Unterabschnitt wird die Qualität des Plans hinsichtlich der Detek-
tionsgüte evaluiert. Hierfür wurden wie in Unterabschnitt 6.1.1 dargelegt
Testoberflächenmit additiv überlagertenDefekten betrachtet. Eswerden zwei
unterschiedliche Defektarten untersucht. Zum einen wird die Defektausdeh-
nung variiert bei konstanter maximaler Neigung und zum anderen wird die
maximale Neigung variiert bei konstanter Defektausdehnung. Bei Defekten
mit konstanter maximaler Neigung wird die Ausdehnung im Intervall von
0.03 mm bis 1.0 mm variiert und bei Defekten mit konstanter Defektaus-
dehnung wird die maximale Neigung im Intervall 0.116◦ bis 1.4◦ variiert.
Für die konstante maximale Neigung wird 20◦ und für die konstante Defekt-
ausdehnung 3 mm gewählt. Eine Auswahl der Defekte mit beispielhafter
Schwellenwertanwendung ist in Abbildung 6.8 und 6.9 dargestellt.
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Abbildung 6.8: Schematische Darstellung der Defekte bei variierender Ausdehnung (von
0.03 mm bis 1 mm in 0.03 mm Schritten) und konstanter maximaler Nei-
gung (20◦). Von oben nach unten: Wahre Neigungsabweichung des Defekts
in logarithmischer Skala, geschätzte Neigungsabweichung in logarithmischer
Skala, Anwendung eines Schwellenwertfilters mit jeweils 0.1◦, 0.2◦ und 0.3◦.
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Abbildung 6.9: Schematische Darstellung der Defekte bei variierender maximaler Neigungsab-
weichung (von 0.116◦ bis 1.4◦ in 0.116◦ Schritten) und konstanter Ausdehnung
von 3 mm. Von oben nach unten: Wahre Neigungsabweichung des Defekts
in logarithmischer Skala, geschätzte Neigungsabweichung in logarithmischer
Skala, Anwendung eines Schwellenwertfilters mit jeweils 0.1◦, 0.2◦ und 0.3◦.
Zur statistischen Auswertung wurden Testoberflächen mit 100 zufällig ver-
teiltenDefektpositionen und den oben genannten Parametern erzeugt.Mittels
dem Verfahren in 6.1.1 wurden die Trefferquote und die Genauigkeit bei
6.5 Approximationsmöglichkeit
6.5 Approximationsmöglichkeit
Da die Planung für ein Bauteil nur einmal offline ausgeführt wird, können
auch längere Planungszeiten akzeptiert werden. Trotzdem ist die Reduktion
der Planungszeit von Interesse solange die Planqualität nicht beeinflusst
wird, um beispielsweise Kosten zu sparen. In diesem Abschnitt wird unter-
sucht inwiefern sich eine Approximation der Simulation und Modelle auf
die Berechnungszeit und Qualität der Planung auswirken. Für beide Modelle
hängt der Aufwand für die Auswertung von der Anzahl der verfolgten Strah-
len ab. Mit ihnen steigt zum einen der Simulationsaufwand und zum anderen
der Aufwand zur Fusionierung der Daten in das Modell. Beim Gauß-Prozess
Modell spielt zusätzlich die Anzahl der induzierten Punkte eine große Rolle,
149
variierendem Schwellenwert registriert. Die Ergebnisse sind in der Tabelle
6.4 dargestellt. Die Trefferquote bei Defekten mit variierender Neigung
sind stabil. Der Schwellenwert bei 0.2◦ liefert das beste Ergebnis über alle
Defektarten mit zwei Ausnahmen. Bei der Ebene liegt der Schwellenwert
bei 0.1◦. Bei der konvexen Oberfläche mit variierender Breite erhält man
einen bessere Genauigkeit mit einem Schwellenwert von 0.6◦.
Der Schwellenwert von 0.1◦ bei der Oberfläche ohne Krümmung und der
Wert 0.2◦ bei Oberflächen mit Krümmung stimmen mit den Angaben der
gefordertenNeigungsunsicherheit während der Planung überein. BeiOberflä-
chen mit Krümmung kommt zusätzlich noch die Abweichung der Normalen
in der Zelle zur gewünschten maximalen Unsicherheit hinzu.
Obwohl mit einem Flächenschwellenwert von 1.52 mm2 geplant wurde,
lassen sich Fehler mit kleineren Ausdehnungen detektieren, solange sie eine
hohe Neigungsabweichung besitzen. Bei der konvexen Oberfläche lässt sich
dabei nicht derselbe Schwellenwert für sehr kleine Defekte und Defekte mit
niedriger Normalenabweichung nutzen.
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Tabelle 6.4: Trefferquote (T) und Genauigkeit (G) für die Inspektion der unterschiedlichen
Testoberflächen mit den Defektarten Ausdehnung und Neigung in Abhängigkeit
des Schwellenwertes.
Schwellenwert/mm
Oberfläche 0.1◦ 0.2◦ 0.3◦ 0.4◦ 0.5◦ 0.6◦ 0.7◦
Eben-Breite
T 0.87 0.87 0.84 0.83 0.82 0.81 0.81
G 0.98 0.98 0.95 0.95 0.94 0.94 0.94
Eben-Neigung
T 0.98 0.85 0.75 0.68 0.57 0.51 0.49
G 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Konvex-Breite
T 0.99 0.98 0.97 0.97 0.95 0.95 0.93
G 0.17 0.78 0.78 0.84 0.86 0.94 0.93
Konvex-Neigung
T 1.0 0.99 0.83 0.76 0.67 0.54 0.5
G 0.45 0.99 1.0 1.0 1.0 1.0 1.0
Konkav-Breite
T 0.95 0.94 0.92 0.94 0.94 0.93 0.92
G 0.15 0.98 0.98 0.99 0.99 0.99 0.99
Konkav-Neigung
T 1.0 0.97 0.79 0.73 0.64 0.53 0.49
G 0.60 1.0 1.0 1.0 1.0 1.0 1.0
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werden muss. Um den Aufwand zu reduzieren, kann die Auflösung während
der Simulation reduziert werden. Dies führt aber zu weniger Messpunkten
was imAllgemeinen zu einer Überschätzung der Unsicherheit führt. Um dem
entgegen zu wirken, muss gleichzeitig das Modell der Oberfläche vergröbert
werden. Beim Gauß-Prozess Modell handelt es sich bei der Vergröberung
um eine Reduzierung der Anzahl der induzierten Punkte und bei dem diskre-
ten Modell um eine Vergrößerung des Flächenschwellenwerts. Dabei wird
beim diskreten Modell der Neigungsschwellenwert in der Approximation
nicht gesetzt.
da für jede Evaluation eine von dieser Größe abhängige Matrix invertiert
6.5 Approximationsmöglichkeit
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Für jedeKombination ausVergröberung und Strahlenreduktionsfaktorwurde
mittels der Sweep-Planung mit den in den Abschnitten 6.3 und 6.4 berech-
neten optimalen Planlängen für die konvexe Oberfläche ein approximativer
Plan berechnet. Zur Bewertung des approximativen Plans wurde dieser
mit dem Ausgangsmodell (dem zu approximierenden Modell) ausgeführt.
Beim Gauß-Prozess Modell wird als Bewertungsgröße direkt die erreichte
maximale Standardabweichung der Höhe betrachtet. Beim diskreten Modell
bleibt jeweils ein Oberflächenanteil der nicht beobachtet wird, so dass die
maximale Standardabweichung keine Aussagekraft hat (Sie ist immer gleich
des A-priori Wertes). In diesem Fall wird stattdessen der Oberflächenanteil
betrachtet, der unzureichend beobachtet wurde, das heißt der mit der Fläche
gewichtete Anteil an Zellen, dessen Standardabweichung der gemessenen
Normale größer ist als die geforderte. Zur Berechnung der Pläne wurde
derselbe Rechner wie in Abschnitt 6.3 verwendet.
Bei beiden Modellen sinkt die Zeit für die Berechnung des Plans signifikant
mit der Reduktion der Kameraauflösung; siehe Abbildung 6.10b und 6.11b.
Allerdings ist sie keine monoton fallende Funktion bezüglich des Strahlenre-
duktionfaktors. Ist der Strahlenreduktionsfaktor relativ zur Diskretisierung
zu hoch, kann es zu einer Erhöhung der Berechnungszeit kommen, da der
Planungsalgorithmus mehr Durchläufe braucht. Die Berechnungszeit sinkt
ebenfalls mit der Oberflächenauflösung: Beim diskreten Modell sinkt sie
indirekt mit der Größe der Fläche, da weniger Flächenelemente beobach-
tet werden müssen und damit die Anzahl der Durchläufe sinkt und beim
Gauß-Prozess Modell sinkt sie mit der Anzahl der induzierten Punkte, da
die Dimension der Matrix in Gleichung (4.60) verkleinert wird.
In Abbildung 6.11a ist die erreichte maximale Standardabweichung für die
Matrix aus Reduktionsfaktor der Kameraauflösung und der Vergröberung
für den Gauß-Prozess aufgetragen. Eine Reduzierung nur der Anzahl der
Strahlen lässt sich bis auf das 642-fache ausführen ohne die Spezifikation






2.25×40 0.0 0.09 0.091 0.349 0.601 0.817 0.94
0.056 0.061 0.079 0.148 0.358 0.594 0.832
0.082 0.135 0.061 0.068 0.169 0.376 0.639
0.11 0.114 0.093 0.115 0.1 0.133 0.381
0.135 0.178 0.16 0.156 0.14 0.109 0.14















































2.25×40 55.556 32.418 26.347 10.36 8.019 6.769 5.514
54.328 26.374 5.09 6.954 2.215 1.719 1.256
49.181 15.084 4.267 0.991 1.763 0.916 0.238
21.65 7.007 1.446 0.375 0.491 0.585 0.229
13.162 6.417 0.496 0.44 0.087 0.105 0.301






















Abbildung 6.10: (a) Unzureichend beobachteter Oberflächenanteil und (b) Berechnungszeit der
approximativ berechneten Pläne für das diskrete Modell.
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62 0.452 0.447 0.447 0.447 0.447 0.459 0.473
0.428 0.439 0.461 0.449 0.442 0.447 0.447
0.399 0.4 0.441 0.446 0.462 0.438 0.448
0.411 0.389 0.436 0.429 0.423 0.437 0.453
0.355 0.418 0.389 0.37 0.396 0.44 0.421
0.0 0.0 0.02 0.061 0.122 0.309 0.228









































62 0.002 0.002 0.002 0.002 0.002 0.002 0.002
0.002 0.002 0.002 0.002 0.002 0.002 0.002
0.335 0.243 0.002 0.002 0.002 0.002 0.002
0.002 0.401 0.402 0.002 0.002 0.002 0.002
1.783 2.925 1.114 1.593 1.26 2.197 0.002
24.357 9.764 5.34 6.549 3.062 26.152 30.48
























Abbildung 6.11: (a) Maximale Varianz und (b) Berechnungszeit der approximativ berechneten
Pläne für den Gauß-Prozess.
6.5 Approximationsmöglichkeit
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von Usuff = 0.12 mm2 zu verletzen. Die Berechnungszeit reduziert sich
dabei mindestens auf die Hälfte. Dies lässt sich damit erklären, dass das
Oberflächenmodell eine niedrige Auflösung besitzt und die Planqualität
nicht durch die Messauflösung, sondern durch die möglichen maximalen
Messbereiche beschränkt ist. Die Reduktion der induzierten Punkte führt
zu einem schnellen Qualitätsverlust der Pläne. Bereits eine Anzahl von 152
induzierten Punkten führt zu Plänen, die circa eine viermal höhere maximale
Unsicherheit besitzen als die Spezifikation fordert. Das Ergebnis mit der
niedrigsten Berechnungszeit bei gleichzeitiger Einhaltung der Spezifikation
liefert eine Anzahl von 202 induzierten Punkten und einer Strahlenreduktion
von 42. Die Prädiktion geeigneter Parameter zur Approximation ist hieraus
allerdings nicht ersichtlich und hängt sicherlich auch von der Oberfläche ab.
Beim diskreten Modell bleibt bei jeder Parameterkombination ein unzurei-
chend beobachteter Oberflächenanteil; siehe Abbildung 6.11a. Bis zu einer
Strahlenreduktion von 322 liegen die niedrigsten Werte entlang der Diagona-
len und Nebendiagonalen. Werte auf der Diagonalen entsprechen demselben
Faktor für die Strahlenreduktion und der Oberflächenvergröberung.
6.6 Evaluation an einer realen Oberfläche
In diesem Abschnitt werden die Planungsverfahren an einer realen Oberflä-
che untersucht. Bei der Testoberfläche handelt es sich um eine Motorhaube
für den Renault Twingo; siehe Abbildung 6.12. Eine Referenzoberfläche
liegt in Form einesMesh-Modells vor, dass aus einer vorhergehenden Rekon-
struktion erstellt wurde. Aufgrund der Größe und Topologie des Objektes
wird das diskrete Modell als Oberflächenmodell für die Berechnung des
Plans gewählt.
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Abbildung 6.12: Das zu untersuchende Karosserieteil ist eine Motorhaube für den Renault
Twingo.
Abbildung 6.13: Messaufbau bestehend aus dem Industrieroboter KUKA KR 60 HA, kompak-
tem deflektometrischen Sensorkopf und Testoberfläche.
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Abbildung 6.14: Nahaufnahme des verwendeten kompakten deflektometrischen Sensorkopfs
bestehend aus Kamera und Bildschirm. Angezeigt wird ein Hilfsmuster zur
Kalibrierung von Schirm-zu-Kamera.
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6.6.1 Aufbau
Der Messaufbau, siehe Abbildung 6.13, besteht aus einem Industrieroboter
mit einem kompakten deflektometrischen Sensor (Abbildung 6.14) und
der Testoberfläche. Bei dem Industrieroboter handelt es sich um einen
sechsachsigen KUKA KR 60 HA. Die Positionierwiederholgenauigkeit des
Roboters ist mit 0.05 mm angegeben. Der Sensor hat eine Abmessung von
10 cm× 50 cm× 80 cm. Der benutzte LCD hat eine Bildschirmdiagonale
von 30 Zoll und eine Auflösung von 1920×1080. Bei der verwendeten
Kamera handelt es sich um eine AVRMANTA 123 mit einer Auflösung von
2000×1080. Es wird eine 5 mm Blende verwendet und die Bildweite gleich
der Brennweite eingestellt. Das Testobjekt wird auf einem Inspektionstisch
vor dem Roboter positioniert.
6.6.2 Kalibrierung
Die Planungsverfahren erfordern eine Bestimmung der Parameter und der
relativen Lagen der Komponenten (Kamera-Schirm-Oberfläche) des Mess-
systems anhand mehrerer Kalibrierungen. Die relevanten Koordinatensys-
teme und ihre Transformationen untereinander sind in Abbildung 6.15
schematisch dargestellt. Bei den Koordinatensystemen handelt es sich um
• das Roboterbasiskoordinatensystem R im Fuß des Roboters,
• das Flanschkoordinatensystem F an der Abschlussfläche der letzten
Roboterhauptachse,
• das Kamerakoordinatensystem C,
• das Schirmkoordinatensystem D,
• das WeltkoordinatensystemW, das mittels eines Schachbrettmusters
auf dem Inspektionstisch definiert wird,
• und das Objektkoordinatensystem O.
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Abbildung 6.15: Darstellung der relevanten Koordinatensysteme und zu bestimmenden Trans-
formationen zwischen diesen für die Kalibrierung des deflektometrischen
Messsystems und Versuchsaufbaus.
Folgende Kalibrierungen müssen ausgeführt werden:
1. Kamera-Kalibrierung,
2. Hand-Auge-Kalibrierung (Bestimmung von FHC),
3. Kamera-zu-Bildschirm-Kalibrierung (Bestimmung von CHD),
4. Roboter-zu-Welt-Kalibrierung (Bestimmung von RHW),
5. Objekt-zu-Welt-Kalibrierung (Bestimmung von WHO).
Die Transformation RHF ist eine Funktion bezüglich der Winkel an den
Gelenkachsen des Roboters. Diese wird über die Robotersteuerung bereitge-
stellt. Im Folgenden werden die verwendeten Kalibrierungsverfahren kurz
erläutert. Für eine weitere ausführlichere Beschreibung siehe die entspre-
chenden Referenzen in den Unterabschnitten.
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Kamerakalibrierung
Die Funktion der Kamerakalibrierung ist die Bestimmung der intrinsischen
Parameter der Kamera. Die Kamerakalibrierung erfolgt anhand einer Imple-
mentierung von OpenCV [Its14, Its15]. Diese basiert auf den Methoden
von Zhang [Zha00] und Heikkila [Hei97]. Durch mehrere Aufnahmen eines
planaren Kalibriermusters, meist einem Schachbrettmuster, wird jeweils eine
Homographie zwischen den Kalibriermusterpunkten und den abgebildeten
Punkten auf der Kamerabildebene geschätzt. Aus ihr lassen sich die intrinsi-
schen Kameraparameter mittels eines geschlossenen Ausdruck berechnen,
unter der Annahme, dass die Verzerrungsparameter Null sind. Die Koeffizi-
enten der Verzerrung werden anschließendmittels derMethode der kleinsten
Quadrate bestimmt. Diese so gewonnenen Parameter der Kamera werden
schließlich anhand einer nichtlinearen Minimierung des Rückprojektions-
fehlers verfeinert.
Hand-Auge-Kalibrierung
Mittels der Hand-Auge-Kalibrierung wird die räumliche Lage der Kamera
in Relation zum sogenannten Flansch-Koordinatensystem des Roboters
bestimmt. Eine Methode der Kalibrierung besteht darin mit dem Roboter
unterschiedliche Positionen anzufahren und die dadurch induzierte Bewe-
gung der Kamera zu beobachten. Daraus lässt sich die gesuchte Größe
bestimmen.
Bei i = 1, . . . ,mh angefahrenen Positionen erhält man aus der Robotersteue-
rung die Lagen des Flansch-Koordinatensystems RHFi relativ zur Robot-
erbasis. Die Lagen der Kamera relativ zur Welt lassen sich bei bekannten
intrinsischen Kameraparametern mittels dem Schachbrettmuster bestimmen:
CiHW. Die gesuchte Größe ist die Lage der Kamera relativ zum Flansch
FHC. Diese Größe hängt nicht von der angefahrenen Position i ab, da
die Lage der Kamera relativ zum Flansch fix bleibt. Insbesondere sind
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FiHCi =
F jHC j =
FHC für alle i, j. Nun wird aus den gegeben Grö-
ßen die Transformation von den Positionen i zu j jeweils für den Flansch
FiHF j = (RHFi )−1 RHF j und für die Kamera CiHC j = CiHW(C jHW)−1




CiHC j . (6.4)
Diese Gleichung hat die Form AX = XB mit A,B ∈ SE(3) und unbe-
kanntem X ∈ SE(3), wofür in der Literatur zahlreiche Lösungsvorschläge
[Fas05, Par94, Str06] existieren. Die Lösung dieser Gleichung ist unein-
deutig, weshalb im rauschfreien Fall mindestens zwei unabhängige Posi-
tionspaare benötigt werden [Shi89]. In dieser Arbeit wird für die Lösung
der Gleichung (6.4) der klassische Algorithmus von Tsai und Lenz [Tsa89]
verwendet. Dieser separiert die Rotations- und Translationskomponenten
und berechnet separat zunächst die Rotationskomponente und anschließend
die Translationskomponente.
Roboter-zu-Welt-Kalibrierung
Die Bestimmung des Weltkoordinatensystems W relativ zum Roboter-
basiskoordinatensystem R wird mittels einer nichtlinearen Optimierung
berechnet. Hierzu werden wie im vorhergehenden Unterabschnitt Positionen
i = 1, . . . ,mh angefahren. Die Robotersteuerung liefert die Lagen des
Flanschs relativ zum Roboterbasiskoordinatensystem FHRi . Die Lagen
der Kamera WHCi relativ zur Welt werden mittels Schachbrettmuster
bestimmt. Außerdem werden die bekannten mp Punkte des Schachbrettmus-
ters relativ zum Weltkoordinatensystem Wp j ∈ R4 aufgezeichnet. Seien die
aufgezeichneten Punkte auf der Bildebene mit p̃i j ∈ EC mit j = 1, . . . ,mp
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bezeichnet. Hiermit lässt sich der Rückprojektionsfehler für die i-te Ansicht
durch den Ausdruck




| | p̃i j − Π(CHF FiHR · H · Wp j)| | (6.5)
für ein Weltkoordinatensystem H ∈ SE(3) bestimmen. Bei der Gleichung
(6.5) werden die bekannten Punkte des Schachbrettmusters über die Koor-
dinatensysteme W,R,Fi und Ci in das Kamerakoordinatensystem transfor-
miert, anschließend auf den Kamerasensor projiziert und schließlich mit
den entsprechenden beobachteten Punkten verglichen. Insgesamt berechnet
sich die gesuchte Größe durch die Optimierung des Rückprojektionsfehlers
über alle Ansichten:




e2i (H) . (6.6)





FHC(WHC1 )−1 . (6.7)
Die angefahrenen Positionen aus der der Hand-Auge-Kalibrierung wurden
für diese Kalibrierung wiederverwendet.
Schirm-zu-Kamera Kalibrierung
Die Bestimmung der Lage der Kamera relativ zum Schirm erfordert die
Nutzung eines Spiegels, da der Schirm nicht im Sichtbereich der Kamera
liegt. Zur Kalibrierung wird das Verfahren aus [Rod10] verwendet, mit
dem Unterschied, dass als Kalibriermuster keine Schachbrettmuster, son-
dern Phasenschiebemuster verwendet werden. Auf dem Bildschirm wird
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eine Sequenz von Phasenschiebemustern gezeigt und mit der Kamera ihr
Spiegelbild beobachtet. Dies liefert eine deflektometrische Registrierung,
die genutzt werden kann, um die Lage einer virtuellen Kamera relativ zum
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Schirm zu berechnen. Die virtuelle Kamera sieht das gleiche Bild wie die
reale Kamera, beobachtet den Punkt allerdings direkt. Seien Cr das Koordi-
natensystem der realen Kamera sowie π1, . . . , πms mehrere Spiegel, über die
der Bildschirm beobachtet wirdmit ihrer jeweiligen Spiegelabbildung Si und
C̃i die Koordinatensysteme der virtuellen Kameras. Beobachtet werden die
Lage der virtuellen Kameras relativ zum Bildschirm DH C̃i . Die homogene
Matrix der virtuellen Kamera relativ zur reellen Kamera ist durch
CrH C̃i = Si (6.8)
gegeben. Die Spiegelabbildungen haben die Eigenschaft, dass Si = S−1i ist.
Daraus ergibt sich
C̃0H C̃i = (CrH C̃0 )−1 CrH C̃i = S0 Si , (6.9)
wobei sich die relativen Lagen der virtuellen Kameras untereinander durch
C̃0H C̃i = (DH C̃0 )−1 DH C̃i (6.10)
bestimmen lassen. Die Gleichung (6.9) stellt einen Zusammenhang zwischen
den unbekannten Spiegellagen und den bekannten virtuellen Kameralagen
her und dient als Grundlage zur Bestimmung eines Gleichungssystems mit
der die Spiegellagen und daraus anschließend die Lage der realen Kamera
sowie des Bildschirms bestimmt werden können.
Objekt-zu-Welt-Kalibrierung
Die Lage der Testoberfläche relativ zum Weltkoordinatensystem ist die
letzte Komponente, die für die Simulation der Messung benötigt wird. Der
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Planungsalgorithmus ist relativ robust gegenüber dieser Größe, weil die
Konfigurationen relativ zum Objekt geplant werden und damit unabhängig
vom Weltkoordinatensystem sind. Nur die Nebenbedingungen hängen von
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der relativen Position des Testobjekts zur Welt ab. Beispielsweise kann
die Veränderung der Lage des Testobjektes dazu führen, dass geplante
Positionen vom Roboter nicht mehr angefahren werden können, weil sie
außerhalb seines Arbeitsraumes liegen.
Aufgrund dieser schwachen Abhängigkeit wird für die Planung eine grobe
Abschätzung der Lage WH̃S genutzt, um den optimalen Plan zu berech-
nen. Die Abschätzung muss genau genug sein, so dass eine anschließende
Korrektur eine geplante Konfiguration nicht ungültig macht.
Für die Ausführung des Plans ist allerdings eine genauere Abschätzung
der Lage notwendig. Hierfür wird die Lage des Testobjektes mittels Rück-
projektionsfehler verfeinert. Sei θ0:n−1 der optimale Plan, der mittels der
Abschätzung WH̃S berechnet wurde. Seien l1:n(H) deflektometrische Mes-
sungen, die anhand des Simulators mittels dem optimalen Plan und der
Lage der Oberfläche H bestimmt werden. Seien l ′1:n die realen Messun-
gen, die mittels des optimalen Plans aufgenommen wurden. Da die Schät-
zung der Lage der Prüfoberfläche Fehler enthält, weichen die simulierten
deflektometrischen Messungen l1:n(WH̃S) von den realen l ′1:n ab. Für die
Bestimmung der Objektposition wird das Optimierungsproblem




| | l ′i − li(H)| |2 (6.11)
mit einer geeigneten Norm minimiert. Hier wurde für die Norm
| | l | |2 =
∑
u,v
| | l(u, v)| |2 (6.12)
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gewählt. Zur Optimierung wurde der Simulated-Annealing Algorithmus
verwendet. Als Startwert diente die Ausgangsabschätzung WH̃S.
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6.6.3 Nebenbedingungen
Da durch die Kinematik des Roboters nicht jede Position anfahrbar ist, muss
dies in den Nebenbedingungen berücksichtigt werden. Zum Beispiel führen
Positionen, die zu nah am Roboter ausgeführt werden, zu kleinen Achsen-
winkeln, die nicht angefahren werden können. Außerdem kann aufgrund
des längs angebrachten Sensors, dieser zum Beispiel nicht beliebig um die
z-Achse gedreht werden. Zusätzlich führte das hohe Sensorgewicht bei aus-
gestrecktem Roboterarm zu hohen Drehmomenten in den Gelenken, die zu
einer weiteren Verkleinerung des Arbeitsraumes führen.
Eingeschränkt durch die Reichweite in Längsrichtung ist es nicht möglich,
die gesamte Oberfläche zu inspizieren. Die Oberfläche wird so positioniert,
dass die ersteHälfte vermessenwerden kann.DieNebenbedingungenwerden
so gewählt, dass es möglich ist einen Plan für die gesamte Oberfläche zu
berechnen. Anschließend werden nur die anfahrbaren Konfigurationen zur
Inspektion genutzt.
Der Arbeitsraum wird durch zwei Nebenbedingungen approximiert:
• Die Orientierung des Sensors um die vertikalen Achse wird zwischen
-90◦ und 90◦ beschränkt.
• Die erlaubte Position des Sensors wird auf einen achsenorientierten
Quader beschränkt. Der Quader wird so gewählt, dass in longitudi-
naler Richtung die gesamte Oberfläche enthalten ist und prinzipiell
inspiziert werden kann. Praktisch kann der Roboter trotz ausgestreck-
tem Arm nicht die zweite Hälfte der Oberfläche erreichen. In lateraler
Richtung werden die Einschränkungen so gewählt, dass seitliche Posi-
tionen noch durch den Roboter anfahrbar sind.
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Hohe Drehmomentlasten können durch diese Nebenbedingungen einge-
dämmt, aber nicht vollständig eliminiert werden. Diese treten allerdings nur
bei ausgestrecktem Arm an der Grenze des Arbeitsraumes auf.
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6.6.4 Durchführung und Ergebnisse der Planung
Als Referenzoberfläche dient ein rekonstruiertes Meshmodell der Motor-
haube. Ein Glättungsfilter wird auf die Oberfläche angewendet, um hohe,
aufgrund der Rekonstruktion entstandenen Frequenzanteile, zu reduzie-
ren. Anschließend wird die Oberfläche in das in Abschnitt 4.4 vorgestellte
Modell überführt. Für den Flächenschwellenwert wird Amax = 4.0 mm2
und für die Normalenabweichung φmax = 0.1◦ gewählt. Die A-priori Unsi-
cherheit beträgt σ2A = tan(5◦)2. Die gewünschte maximale Unsicherheit ist
Usuff = tan(0.1◦)2. Für die Standardabweichung der Unsicherheit der Regis-
trierung wurde durchschnittlich 0.86 mm gemessen. Das Sweep-Verfahren
nutzt die Suche mit fester Schrittweite mit m = 5. Die Wahl des Startwertes
für das Sweep-Verfahren stellte sich für diese Oberfläche als wichtig heraus.
Die Startwerte wurden so ausgewählt, dass die Sichtpunkte homogen auf
der Oberfläche verteilt liegen und die restlichen Parameter so, dass bei einer
ebenen Fläche ein großer Messbereich vorliegt. Die Varianz der Messung
für den Startplan mit 40 Messungen ist in Abbildung 6.16 gegeben.
Zunächst wird das Messsystem mit den beschriebenen Verfahren kalibriert.
Anschließend wird ein Greedy-Plan berechnet und auf Basis des Ergebnisses
mittels Sweep-Verfahren der optimale Plan berechnet. Der optimale Plan
wird schließlich mittels des kalibrierten Messsystems ausgeführt und die
Oberfläche inspiziert.
Bei einer Anwendung in der Praxis muss zusätzlich eine Rundtour durch
die Messpunkte berechnet werden, die Kriterien wie Zeit oder Energie
minimiert, falls diese nicht in der Kostenfunktion berücksichtigt wurden.
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Abbildung 6.16: Varianz nach der Messung mit dem zufälligen Startplan des Sweep-Verfahrens
für einen Planlänge von 40.
Dies ist ein klassisches Problem in der Informatik für das mehrere exakte
und heuristische Lösungsansätze existieren [Lap92].
Die relative Varianz der Pläne, die mittels Greedy- und Sweep-Verfahren
berechnet wurden und die aus der Suche des Sweep-Verfahrens resultieren-
den Pläne, sind in Abbildung 6.17 gegeben. Die Greedy-Planung berechnet
einen Plan mit 62 Konfigurationen. Nach 33 Messungen sind bereits 80% der
Oberfläche hinreichend untersucht. Die Sweep Planung berechnet einen um
den Faktor 1.4 kürzeren Plan mit 40 Konfigurationen. Die Sweep-Planung
sucht dabei insgesamt über 7 Planlängen; siehe Tabelle 6.5.
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Abbildung 6.17: Verlauf der durchschnittlichen relativen Varianz für Planlängen 30, 35, 39,
45, 50 und 55 initiert durch die Gridsuche/Sweep-Planung und der Greedy-
Planung
Tabelle 6.5: Ergebnisse der Gridsuche/Sweep-Planung. Die als optimal bestimmte Planlänge
beträgt 40.
n Varianz/10−5 #Sweep Total/h Sweep/h Config/min
30 41.32 22 57.16 2.60 5.20
35 7.44 11 31.02 2.82 4.83
39 5.67 10 28.40 2.84 4.37
40 1.85 8 24.65 3.08 4.62
45 3.15 4 15.77 3.94 5.25
50 5.11 2 8.42 4.21 5.06
55 1.11 2 8.79 4.40 4.80
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Bei der Ausführung des mit Sweep-Verfahren berechneten Plans wurden nur
die Konfigurationen genutzt, die vom Roboter anfahrbar waren. Zunächst
werden die Messbereiche der realen Messungen und die mittels Simula-
tion berechneten Messungen untersucht; siehe Abbildung 6.18. Es ist zu
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MA MB MC MD ME
(a)
MA MB MC MD ME
MF MG
(b)
Abbildung 6.18: (a) Messbereiche des vom Sweep-Verfahren berechneten optimalen Plans. Zur
besseren Erkennung wurden die Konturen geglättet und in unterschiedlichen
Farben dargestellt. (b) Messbereiche der real ausgeführten Messung.
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erkennen, dass es Abweichungen zu den geplanten Messungen gibt. Mess-
bereiche MA und MB stimmen gut überein, Messbereiche MC und MD sind
in der real ausgeführten Messung gestauchter, während Messbereich ME
gestreckter ist. Es kann damit nicht mit Sicherheit gesagt werden, ob die
Spezifikation der Normalenunsicherheit an allen Stellen erfüllt ist. Da der
Plan Überlappungen enthält, ist zumindest die Abdeckung der Oberfläche in
leicht gekrümmten Bereichen nicht verletzt. Vorne im Krümmungsbereich
der Motorhaube (Bereiche MF und MG) gibt es allerdings auch Stellen, die
vom Sensor nicht erfasst werden. Der Grund für die Abweichung liegt zum
einen in der Positionierungenauigkeit des Roboters und an der Kalibrie-
rungsungenauigkeit. Die Positionierungenauigkeit des Roboters wird vom
Hersteller nicht angegeben, da üblicherweise die Anfahrpunkte eingelernt
werden und hierfür die Wiederholgenauigkeit ausschlaggebend ist. Eine
weitere Ungenauigkeit entsteht durch die Last des Sensors, die bei der Bahn-
planung im Roboter nicht berücksichtigt wird. Einen wesentlichen Einfluss
auf die Abweichung der Messbereiche hat die Orientierung des Sensors.
Beispielsweise führt eine Abweichung der Orientierung der Kamera von 1◦
bei einem Abstand von 1 m auf eine Abweichung der Messposition von circa
1.7 cm. Dies kann allerdings alleine noch nicht dieAbweichung von teilweise
circa 5 cm erklären. Da insbesondere Messbereiche MA und MB an einer
markanten Stelle der Oberfläche gut mit der Simulation übereinstimmen, ist
eine Ungenauigkeit der Oberflächenorientierung naheliegend.
Mittels einer visuellen Inspektion derOberfläche konnten fünf lokaleDefekte
im gesamten Messbereich identifiziert werden; siehe Abbildung 6.19. Abbil-
dungen 6.21, 6.22 und 6.20 zeigen, dass diese, bis auf Defekt DB, sowohl
in den Streifenbildern als auch in der Registrierung detektiert werden kön-
nen. Defekt DB konnte nicht erkannt werden, da zum einen die Norma-
lenabweichung gering ist und zum anderen die aufgrund des sogenannten
Orangenhaut-Effekts, einer künstlich erzeugen Welligkeit der Oberfläche,
der Defekt schwer zu erkennen ist.
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Abbildung 6.19: Defektpositionen auf der Oberfläche
6.7 Zusammenfassung
In diesem Kapitel wurden die Oberflächenmodelle und Planungsverfahren
evaluiert. Zunächst wurden die Gütefunktionen des Gauß-Prozess-Modells
untersucht. Hier zeigte sich, dass sowohl die Spur als auch die Determinante
für die Planung geeignet ist. Da die Spur sich effizient berechnen lässt und
intuitiv ist, wurde sie für den Rest der Evaluation verwendet. Anschließend
wurden Pläne mittels der Greedy- und Sweep-Planung unter Verwendung
jeweils des Gauß-Prozess-Modells und des diskretenModells berechnet. Die
Greedy-Planung erreicht in den ersten Messungen hohe Überdeckung. Da
aber nur einen Schritt im Voraus geplant wird, entstehen mehrere verstreute
Bereiche mit niedriger Varianz, was die Planlänge insgesamt erhöht.
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Abbildung 6.20: Schnitt entlang der Zeilen durch die deflektometrische Registrierung an den
jeweiligen Defektpositionen.
Die Sweep-Planung berechnete imVergleich zur Greedy-Planung 1.4-2.75×
kürzere Pläne, bei Erhöhung des Berechnungsaufwandes. Die Qualität der
Sweep-Planung wurde anhand einer simulationsbasierten Oberflächenin-
spektion für beide Modelle evaluiert. Dazu wurden Testoberflächen mit
additiven gaußförmigen Defekten überlagert und mit den berechneten Plä-
nen inspiziert. Beim diskreten Modell wurden Testoberflächen mit Defekten
variierender Defektausdehnung und maximaler Neigung verwendet. Dabei
konnten hohe Trefferquoten und Genauigkeiten für Defektausdehnungen
unter der geplanten Oberflächenauflösung erreicht werden. Die Neigungs-
empfindlichkeit entsprach dem in der Spezifikation angegeben Grenze. Das
Gauß-Prozess-Modell ist aufgrund der Approximation mittels induzierten
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Punkten für gröbere Defektausdehnungen geeignet. Hier wurde die Defekt-
ausdehung konstant gehalten und die Defekthöhe variiert. Auch hier konnten
hohe Werte unter der spezifizierten Höhenunsicherheit erreicht werden.
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Weiterhin wurden die Approximationsmöglichkeiten der Oberflächenmo-
delle untersucht. Zur Approximation diente die Reduktion der Anzahl der
verfolgten Strahlen. Da dies zu einer Überschätzung der Unsicherheit führt,
wurde gleichzeitig die Oberflächenauflösung reduziert. Beim diskreten
Modell über den Flächenschwellenwert und beim Gauß-Prozess-Modell
über die Anzahl der induzierten Punkte. Bei letzterem sinkt dadurch der Auf-
wand signifikant, da für die Auswertung der Unsicherheit eine zur Anzahl der
induzierten Punkte quadratisch wachsende Matrix invertiert werden muss.
Für verschiedeneKombinationen aus Oberflächenauflösung und Strahlendre-
duktionsfaktor wurden für die konvexe Oberfläche Pläne mit der optimalen
Planlänge, die aus den vorherigen Experimenten mittels Sweep-Planung
bestimmt wurde, berechnet. Anschließend wurde der Plan verwendet, um
die Unsicherheit jeweils mit dem approximierten Modell und mit dem Aus-
gangsmodell zu berechnen. Aus den Beobachtungen über die Approximation
lässt sich schließen, dass beim Gauß-Prozess-Modell aufgrund der bereits
niedrigen Oberflächenauflösung durch die induzierten Punkte die Anzahl
der Strahlen reduziert werden kann. Dabei sinkt die Berechnungszeit nicht
gemäß dem Strahlenreduktionsfaktor und steigt bei hohen Reduktionsfak-
toren, da die Anzahl der Durchläufe bei der Sweep-Planung steigt. Das
Modell verhält sich sensitiver gegenüber einer Reduktion der induzierten
Punkte. Die Planungszeit reduziert sich allerdings signifikant. In dem Expe-
riment konnte mit der besten Approximation (202 induzierten Punkte und ein
Strahlenreduktionsfaktor von 42) eine Aufwandreduktion um das 11-fache
erreicht werden. Die Prädiktion dieser Parameter ist allerdings nicht ersicht-
lich und hängt sicherlich auch von der Oberfläche ab. Für das diskrete
Modell blieb bei jeder verwendeten Kombination aus Oberflächenauflösung
und Strahlenanzahl ein Oberflächenanteil der nicht ausreichend, also nicht
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gemäß der gewünschten maximalen Unsicherheit, beobachtet wurde. In dem
Experiment lagen die niedrigsten Werte entlang der Diagonalen und Neben-
diagonalen. Für Werte auf der Diagonalen wurde derselbe Faktor für die
6.7 Zusammenfassung
Strahlenreduktion und der Oberflächenvergröberung genutzt. Allerdings gilt
diese Beobachtung nicht für beliebig hohe Faktoren. Dabei ist mit einem
unzureichend beobachteten Oberflächenanteil von 6% und 14% zu rechnen,
wobei dies wiederum von der Oberfläche abhängt.
In einem abschließenden Experiment wurden die Planungsverfahren an
einer realen Oberfläche, einer Motorhaube des Renault Twingo, evaluiert.
Aufgrund der Größe und Topologie der Oberfläche wurde das diskrete Ober-
flächenmodell verwendet. Die Sweep-Planung berechnet im Vergleich zur
Greedy-Planung einen um den Faktor 1.4 kürzeren Plan mit 40 Messungen.
Um die Qualität des Plans hinsichtlich der Detektionsgüte zu untersuchen,
wurden mittels einer visuellen Inspektion Defekte auf der Oberfläche detek-
tiert und anschließend untersucht, inwiefern diese in den geplanten Messun-
gen beobachtbar sind. Da mit dem menschlichen Auge Defekte weit unter
der gesetzten Toleranz von 0.1◦ detektiert werden können und die maximale
Abweichung der gefundenen Defekte unbekannt ist, konnte nur eine quali-
tative Evaluation erfolgen. Insgesamt konnten mittels der Messungen, die
mit dem Sweep-Plan ausgeführt wurden vier von fünf Defekten detektiert
werden. Ein Defekt konnte aufgrund der niedrigen Abweichung und des
Rauschens nicht detektiert werden.
175

7 Zusammenfassung und Ausblick
7.1 Zusammenfassung
In dieser Arbeit wurde ein Ansatz zur Planung der deflektometrischen Ober-
flächeninspektion untersucht, der Unsicherheitenwährend desMessvorgangs
mitberücksichtigt. Hierzu wurde die Inspektion von Oberflächen mittels
eines probabilistischen Rahmenwerks modelliert, das die Berücksichtigun-
gen der Unsicherheit derMessung und gleichzeitige Betrachtung vonWissen
über die Oberfläche ermöglicht. In dieser Formulierung wird die Inspektion
als ein sequentielles probabilistisches Entscheidungsproblemmodelliert. Für
die Planung wird die Informationsbeschaffung von der Inspektionsentschei-
dung entkoppelt. Die Informationsbeschaffungsstrategie führt Messungen
aus, bis die Unsicherheit bezüglich der Oberfläche einen Schwellenwert
unterschreitet. Anschließend wird die Prüfentscheidung getroffen. Aufgrund
derUnsicherheit im Systemmuss zum einen eineVerteilung über derOberflä-
che als Zustand genutzt werden und zum anderen erfordert die exakte Lösung
des Problems eine Rückkopplung, das heißt, dass der Strategie nach jeder
Messung der aktualisierte Zustand zugeführt werden muss. Da die Berech-
nung einer Strategie bei hohen Zustandsdimensionen aufwendig ist und
alternativ eine Approximation mittels Open-Loop oder Modellprädiktiver
Planung einen erheblichen Planungsaufwandwährend denMessungen erzeu-
gen würde, wurde auf die Rückführung verzichtet. Unter dem Gesichtspunkt,
dass eine Oberflächeninspektion meist in einer kontrollierbaren Umgebung
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stattfindet und die Unsicherheiten niedrig gehalten werden können, wurden
Planungsverfahren zur Berechnung eines deterministischen Plans betrachtet.
Mittels eines Simulators wird aus einer gegebenen Sensorkonfiguration
und einer Referenzoberfläche die zugehörige Messung simuliert und die
Messdaten in ein probabilistisches Oberflächenmodell fusioniert. Für das
Oberflächenmodell sowie die Fusion der Messungen in diesen wurden zwei
Modelle vorgestellt.
Das Gauß-Prozess Modell modelliert die Abweichung der Oberflächenhöhe
zur Referenzhöhe als ein Gauß-Prozess. Sie erlaubt Messoperationen über
beliebige lineare Operatoren zu modellieren und in das Modell einfließen zu
lassen. Aufgrund des hohen Berechnungsaufwandes wurden approximative
Inferenzverfahren betrachtet.
Das diskrete Modell modelliert die Oberfläche als eine Menge von kleinen
Spiegeln mit einer Wahrscheinlichkeitsverteilung über deren Form. Speziell
wurden ebene Spiegel betrachtet mit den Neigungen als Parametern. Das
Modell ist für Referenzoberflächen mit beliebigen Topologien anwendbar.
Im Vergleich zum Gauß-Prozess Modell ist der Fusionsaufwand gering.
Schließlich wurden zwei Planungsverfahren vorgestellt. Bei der Greedy-
Planung wird das Optimierungsproblem mit einer Sequenz von Optimie-
rungsproblemen approximiert, die jeweils nur für einen Zeitschritt bezüglich
einer Sensorkonfiguration optimieren.
Die Sweep-Planung ist eine Abwandlung hiervon, die in einem hierarchi-
schen zweistufigen Prozess einen Plan berechnet. Im äußeren Prozess wird
eine feste Anzahl vonMessungen gesucht. Dabei wird der innere Prozess ver-
wendet, der bei fester Anzahl an Messungen mittels mehreren Durchläufen
jeweils eine Sensorkonfiguration auswählt und diese optimiert. Zur Optimie-
rung der einzelnen Sensorkonfigurationen wird das Simulated-Annealing-




Anhand von simulationsbasierten Experimenten wurden die Oberflächen-
modelle und Planungsverfahren evaluiert. Die Sweep-Planung erreichte im
Vergleich zur Greedy-Planung circa 1.4 - 2.75 × kürzere Pläne. Anhand
simulationsbasierter Inspektionen konnte gezeigt werden, dass die Sweep-
Planung die geplante Spezifikation einhält. Aufgrund des hohen Berech-
nungsaufwandes wurde weiter untersucht, inwiefern sich eine Approxima-
tion der Simulation und Modelle auf die Berechnungszeit und Qualität
der Planung auswirkt. Die Approximation erfolgt durch die Reduktion der
Anzahl der verfolgten Strahlen und gleichzeitige Vergröberung der Ober-
flächenmodelle. Beim Gauß-Prozess konnte, da dieser bereits eine niedrige
Oberflächenauflösung besitzt, die Anzahl der Strahlen bei gleichbleibender
Anzahl an induzierten Punkten reduziert werden, ohne die Spezifikation
zu verletzen. Beim Sweep-Verfahren führt eine Approximation zu einem
Oberflächenanteil, der nicht ausreichend beobachtet wird. Dieser lag bei den
Experimenten im Bereich von 6%-14% für einen approximativ äquivalenten
Faktor für Strahlenreduktion und Oberflächenauflösungsreduktion.
Schließlich wurde anhand einer Motorhaube für den Renault Twingo die
Anwendung der Planungsverfahrenmit dem diskretenModell an einer realen
Oberfläche untersucht und seine Eignung festgestellt. Abweichungen der
gemessenen Messbereiche von den berechneten Messbereichen lagen an der
Kalibrierungs- bzw. Positionierungenauigkeit des Handhabungsgerätes, die
mit aufwändigeren Mitteln reduziert werden können. Insbesondere ist eine
präzise Referenzoberfläche für die Bestimmung der Position der Testober-
fläche und eine Kalibrierung des Handhabungsgerätes mit Last vorteilhaft.
7.2 Ausblick
In diesemAbschnitt werdenmögliche neue Forschungsrichtungen undErwei-
terungen vorgeschlagen.
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Positionierungenauigkeit
In dieser Arbeit wurde angenommen, dass die Position der Oberfläche
sowie die Kalibrierungsparameter mit einer ausreichend niedrigen Unsi-
cherheit bekannt sind und dass das Handhabungsgerät mit einer beliebigen
Genauigkeit positioniert werden kann. Dadurch kann die Unsicherheit in
der Richtung der verfolgten Lichtstrahlen vernachlässigt werden. Allerdings
kann bei geforderten hohen Oberflächenauflösungen das Erreichen der dafür
geforderten Unsicherheiten und Positioniergenauigkeit mit viel Aufwand
verbunden sein. Wird dann auf eine genaue Kalibrierung und Positionierung
verzichtet, wirken sich die Abweichungen des mittels ausgeführten Plans
beobachteten Messbereiche und des mittels simulierten Plans berechneten
Messbereiche auf die Planqualität aus. In diesem Fall reicht die Berechnung
eines zustandsunabhängigen Plans nicht aus, sondern erfordert entweder
eine Strategie mit Zustandsrückführung oder eine Neuplanung nach jedem
Messschritt mit aktualisiertem Zustand. Dies hat die wie oben diskutier-
ten Nachteile. Alternativ wäre eine Berechnung eines konservativen Plans
denkbar, der nur den trotz Unsicherheit sicher beobachteten Messbereich
berücksichtigt. Dadurch würden ausreichend Überdeckungen der Messbe-
reiche geplant, so dass trotz Positionierunsicherheiten die Spezifikation
eingehalten werden könnte.
Infrarotdeflektometrie
In der Automobilindustrie ist es oftmals von Interesse, Defekte auf Karos-
serieteile schon vor der Lackierung zu detektieren. Dies kann zwar mit
herkömmlichen Triangulationsverfahren erreicht werden, allerdings reicht
deren Empfindlichkeit häufig nicht aus, da nach der Lackierung schon
kleine Neigungsabweichungen mit steigenden Abstand deutlich gesehen
werden. Die Infrarotdeflektometrie [Höf17] weitet den Anwendungsbereich
der Deflektometrie von spiegelnden Oberflächen auf raue Oberflächen aus.
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Aufgrund der höheren Wellenlänge des Infrarotlichts wird diese an rauen
Oberflächen reflektiert, womit sich das Prinzip der Deflektometrie anwen-
den lässt. Mittels eines Infrarotmustergenerators und einer Infrarotkamera
lässt sich die Oberfläche nach dem deflektometrischen Prinzip inspizieren.
Ein Problem ist dabei einen geeigneten Mustergenerator zu entwerfen. Eine
technisch einfache Umsetzung ist die Nutzung eines heißen Drahtes [Höf16].
Eine Umsetzung der Planungsverfahren für solch ein Messsystem führt zu
neuen Herausforderungen. Eine Besonderheit des Messsystems ist, dass
einzelne Messung anhand des Drahtes für die Bestimmung der Normale
uneindeutig sind. Die möglichen Normalen reduzieren sich auf einen Pfad,
womit die Approximation mittels einer Normalverteilung als unangemessen
erscheint. Da die Messung mit Draht nur einen kleinen Messbereich besitzt,
erfordert die Inspektion vonOberflächen vieleMessungen, was hoheAnsprü-
che an das Optimierungsverfahren stellt. Hier ist es möglicherweise sinnvoll
den Messsensor entlang von Pfaden zu führen und eine Parametrisierung
als Sensorkonfiguration zu nutzen.
Planung für die Rekonstruktion
Eine weitere denkbare Erweiterung wäre die Planung bei unbekannter Refe-
renzoberfläche. Anwendung wäre hierbei beispielsweise die Erfassung der
geometrischen Form einer spiegelnden Oberfläche. Herausforderung sind
hier zum einen die probabilistische Schätzung der Oberfläche aus der deflek-
tometrischen Messung. Hier könnten Ansätze von Liu [Liu15] genutzt
werden, um eine eindeutige Rekonstruktion aus einer Messung zu erhalten
oder Regularisierungspunkte zu bestimmen. Weiterhin ist zur Planung eine
Prädiktion der Oberfläche mittels Teilwissen erforderlich, auf deren Basis





Dieser Abschnitt stellt eine Sammlung von Formeln für die Umformung
von Normalverteilungen zusammen. Seien im Folgenden x und y stets
normalverteilte Zufallsvektoren.
A.1.1 Marginalisierung















gegeben, dann berechnet sich die Marginalwahrscheinlichkeitsdichtefuntion
des Zufallsvektors x durch



















gegeben, dann berechnet sich die bedingte Dichte des Zufallsvektors x
gegeben y durch
x | y ∼ N
(











Σx | y = Σxx − ΣxyΣ−1yyΣyx . (A.6)
A.1.3 Verbundverteilung
Ist die Verteilung des Zufallsvektors
x ∼ N (µx,Σxx ) (A.7)
und die bedingte Verteilung
y | x ∼ N (Ax + n,Σy | x ) (A.8)
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Bei der Inferenz ist die Dichte des Zufallsvektors
x ∼ N (µx,Σxx ) (A.10)
und die bedingte Dichte
y | x ∼ N (Ax + n,Σy | x ) (A.11)
gegeben. Mittels der Ergebnisse in den Unterabschnitten A.1.3 und A.1.2
lässt sich die bedingte Dichte x | y herleiten. Es gilt
x | y ∼ N
(




µx | y = µx + ΣxxA
TK−1
(
y − Aµx − n
)
(A.13)
Σx | y =Σxx − ΣxxATK−1ΣyxAΣxx (A.14)




werden muss. Der Vollständigkeit halber sind die Gleichungen nochmals
aufgelistet:
µa = µU + KUXK
−1(q − µX ) (A.16)
Σa =KUU − KUXK−1KXU (A.17)
K =KXUK
−1
UUKUX +W . (A.18)
Unter Anwendung der Sherrison - Woodmore Identität
(ACB + D)−1 = D−1 − D−1B(C−1 + BD−1A)−1AD−1 (A.19)
wird zunächst die Abbildungsmatrix im zweiten Summanden der Gleichung




























In diesem Abschnitt werden die in Unterabschnitt 4.3.6 hergeleiteten Glei-
chungen (4.56) umgeformt, so dass eineMatrixmit kleineremRang invertiert
A.2 Anhang 2



















































































und zusammenfassend erhält man schließlich für den Erwartungswert und
die Kovarianzmatrix




V =KUU + KUXW
−1KXU (A.34)
d =KUXW
−1 (q − µX ) . (A.35)
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