Abstract. An approximate maximum likelihood method of estimation of diffusion parameters (ϑ, σ) based on discrete observations of a diffusion X along fixed time-interval [0, T ] and Euler approximation of integrals is analyzed. We assume that X satisfies a SDE of form dXt = µ(Xt, ϑ) dt + √ σb(Xt) dWt, with non-random initial condition. SDE is nonlinear in ϑ generally. Based on assumption that maximum likelihood estimatorθ T of the drift parameter based on continuous observation of a path over [0, T ] exists we prove that measurable estimator (θ n,T ,σ n,T ) of the parameters obtained from discrete observations of X along [0, T ] by maximization of the approximate log-likelihood function exists,σ n,T being consistent and asymptotically normal, andθ n,T −θ T tends to zero with rate √ δ n,T in probability when δ n,T = max 0≤i<n (t i+1 − t i ) tends to zero with T fixed. The same holds in case of an ergodic diffusion when T goes to infinity in a way that T δn goes to zero with equidistant sampling, and we applied these to show consistency and asymptotical normality of (θ n,T ,σ n,T ) and asymptotic efficiency ofθ n,T in this case.
Introduction
Let X = (X t , t ≥ 0) be an one-dimensional diffusion which satisfies Itô's stochastic differential equation (SDE) of the form
Here, W = (W t , t ≥ 0) is an one-dimensional standard Brownian motion, µ and b are real functions such that they ensure the uniqueness in law of a solution to (1) and x 0 is a given deterministic initial value of X (see e.g. [21] as a reference for SDE).
The problem is to estimate unknown vector parameter θ = (ϑ, σ) of X, given a discrete observation (X ti , 0 ≤ i ≤ n) of a trajectory (X t , t ∈ [0, T ]) over a time interval subdivision 0 =: t 0 < t 1 < · · · < t n := T , (n is a positive integer) with diameter δ n,T := max 0≤i<n (t i+1 − t i ), T > 0 being fixed. Component ϑ of θ is a (vector) drift parameter, and σ is a diffusion coefficient parameter. We assume that ϑ belongs to drift parameter space Θ, which is an open and convex set in Euclidean space R d , and that σ is a positive real number. Hence, θ = (ϑ, σ) is an element of open and convex parameter space Ψ := Θ × 0, +∞ .
Diffusion parameter estimation problems based on discrete observations have been discussed by many authors (see [1, 2, 7, 8, 10, 16, 17, 19, 24] ). Although the maximum likelihood estimator (MLE) has the usual good properties (see [7] ), it may not be possible to calculate it explicitly because the transition density of process X is generally unknown and so the likelihood function (LF) of the discrete process is unknown as well. Hence, other methods of estimations have to be considered.
The method of parameter estimation which is discussed in this paper and described in Section 3 below, is based on a Gaussian approximation of the transition density and can be interpreted as based on maximization of a discretized continuous-time log-likelihood function (LLF) as well. Such methods are usually called quasi-likelihood or approximate maximum likelihood (AML) methods, and in these ways obtained estimators we will briefly call approximate maximum likelihood estimators (AMLEs).
Motivation for analyzing the method described in Section 3 is in the fact that it can provide us with useful estimators of the parameters. It is well known that in a such way obtained AMLE of diffusion coefficient parameter is consistent and asymptotically normally distributed over fixed observational time interval [0, T ] when δ n,T → 0 (see [8] in case where all drift parameters are known, and see [12] in general cases). The same holds in ergodic diffusion cases when T → +∞ in a way that δ n,T = T /n → 0 for appropriate equidistant sampling (see e.g. [10] or [16] ). Local asymptotic properties of the AMLE of drift parameters over fixed interval [0, T ] and when δ n,T → 0 are less known especially in more general cases, particularly when drift is nonlinear in its parameters (see [3] ). Although a knowledge of local asymptotic properties of drift parameter AMLEs does not imply their consistency or asymptotic normality necessarily it may help in further analysis of the AMLEs which might include, for example, measuring effects of discretization on the estimator's standard errors with applications in simulation studies. In ergodic diffusion cases it is well known that the AMLE of drift (vector) parameter is consistent and asymptotically normal and efficient when T → +∞ in a way that T δ 2 n,T → 0 for equidistant sampling (see e.g. [10] for one-dimensional case and [16] for vector and more general cases) but the local properties of drift parameters AMLEs (for example the rate of convergence ofθ n,T −θ T to zero) are still less investigated as well. Let us stress that the problems of statistical inferences about diffusion drift parameters are very important especially in biomedical modeling (see [14] ).
In this paper we state general conditions for proving and prove: (1.) existence and measurability of the AMLEs, (2.) thatθ n,T −θ T converges to zero with rate δ n,T in probability when δ n,T → 0 over fixed bounded observational time interval [0, T ], and (3.) thatθ n,T −θ T converges to zero with rate δ n,T in probability when T → +∞ in a way that δ n,T = T /n → 0 in an ergodic diffusion case and equidistant sampling. We apply these findings in proving (4.) measurability, consistency and asymptotic normality of diffusion coefficient parameter AMLEs when δ n,T → 0 in both cases: when T is fixed, and in an ergodic diffusion case when T → +∞ and T δ n,T = T 2 /n → 0 with equidistant sampling, and (5.) consistency and asymptotic normality and efficiency of drift parameter AMLEs in an ergodic case when T → +∞ in a way that T δ n,T → 0 with equidistant sampling.
Properties (1.-2.) for drift parameter AMLEs were proved in [19] in cases when drift depended linearly on its parameters. For detailed review of liner case see [3] . The first nonlinear case was covered by the author in his Ph.D. thesis [13] . The main assumption was that the drift was an analytic function in its parameters with properly bounded derivatives of all orders. In this paper we only assume that the drift has at least d + 3 continuous derivatives with respect to the drift parameters (d is a dimension of the drift parameter vector). The main difficulty was in proving core technical Theorem 6.1 of Section 5. Although facts (4.-5.) have been already known we included these alternative proofs for completeness and the illustrative purposes of the applicability of the findings (1.-3.) and in this paper developed methods. We belive that other discretization schemes (for example, of higher order) can be analyzed similarly by using the techniques of this paper.
The paper is organized in the following way. In the next section we introduce notation used through the paper. The discussed method of estimation is described in Section 3.
The main results are presented in Section 4. An example is provided in Section 5. The proofs of the main results are in the last section. Lemmas are proved in Appendix.
Notations
Let | · | denote Euclidean norm in R d and its induced operator norm, and let | · | ∞ be max-norm. If f is a bounded real function, f ∞ := sup z |f (z)| is a sup-norm of f . Let L p (P) be the Banach space of all random variables with finite p-th moment and let The closure and the boundary of K will be denoted by K and ∂K respectively, and the σ-algebra of Borel subsets of Θ by B(Θ). If K ⊂ Θ is an open set such that K is compact in Θ then we will say that K is a relatively compact set in Θ.
Let (γ n , n ≥ 1) be a sequence of positive numbers and let (Y n , n ≥ 1) be a sequence of random variables defined on some probability space. We will say that (Y n , n ≥ 1) is O P (γ n ), and write Y n = O P (γ n ), if the sequence (Y n /γ n , n ≥ 1) is bounded in probability, i.e. if lim A→+∞ lim n P{γ −1 n |Y n | > A} = 0.
Estimation method
Let 0 = t 0 < t 1 < · · · < t n = T be discrete times at which diffusion X is observed, and let us denote by ∆ the difference operator defined in the following way: if
Let us discretize SDE (1) over interval [t i , t i+1 ] by using the Euler approximation of the both types of integrals:
In this way the following stochastic difference equation is obtained:
for 0 ≤ i < n, and Z 0 = x 0 . Solution to (2) is a time-discrete process Z = (Z 0 , Z 1 , . . . , Z n ) that is an approximation of X over [0, T ]. Up to the constant not depending on the parameters a LLF of the process Z is
Criterion function
is obtained from (3) by substituting (
depends only on drift parameter ϑ.
A point of maximumθ n,T = (θ n,T ,σ n,T ) of function (4) in Ψ is an AMLE of vector parametar θ if it exists. Notice that if AMLE exists then necessary
Hence every stationary pointθ n,T of function ℓ n,T uniquely determines second componentσ n,T of stationary pointθ n,T = (θ n,T ,σ n,T ) of function L n,T by the following expression:σ
Moreover, ifθ n,T is a unique point of the global maximum of function ℓ n,T thenθ n,T is a unique point of the global maximum of function L n,T . Hence to prove existence of a measurable AMLEθ n,T it is sufficient to prove that there exists a measurable point of maximum of function ℓ n,T .
Main results

Fixed maximal observational time case
Let the following assumptions be satisfied. (H2a): For all ϑ ∈ Θ, µ(·, ϑ) ∈ C 2 (E) and b ∈ C 3 (E). Moreover for all x ∈ E, b(x) = 0 and sign b = const.
For example, by Theorem 5.2.2 in [11] , (H1a) will be satisfied if in addition to (H2a) we assume that for all ϑ ∈ Θ SDE (1) satisfies so called the bounded linear growth assumption, i.e. that there exists a positive constant C such that for all x ∈ E, |µ(x, ϑ)| + |b(x)| ≤ C(1 + |x|). More precisely, (H2a) states that the functions x → b(x) and x → µ(x, ϑ), ϑ ∈ Θ, are continuously differentiable in E and hence locally Lipschitz. In this case there exists a strong, continuous and pathwise unique solution to SDE (1) on time interval [0, +∞ . However, there are some SDEs which satisfy (H1a) and (H2a) but do not satisfy the linear growth assumption (see e.g. the example of Section 5). 
Let P θ denote the law of X for θ ∈ Ψ. We assume that probabilities P θ , θ ∈ Ψ, are defined on filtered space (Ω, (F 0 T , T ≥ 0)) where Ω is a set of continuous functions
T is a σ-algebra generated by the coordinate functions up to the time T , and the filtration is augmented in so called the usual way (see e.g. I.4 in [21] ). On this space, coordinate process (ω → ω(t), t ≥ 0) is a canonical version of X (see [21] , I. §3). Hence, for each T > 0 we assume that X is defined on the measurable space (Ω, F 0 T ) as a canonical process with law P θ . For the moment, let us assume that we are able to observe the process (X t , 0 ≤ t ≤ T ) continuously. Because diffusion coefficient parameter σ can be uniquely determined through equation
(see [6] ) since b 2 > 0 by (H2a), the estimation problem from continuously observed process can be reduced to an estimation problem for drift parameter ϑ ∈ Θ. In this case for every fixed diffusion parameter σ assumed to be known, and every two different ϑ 1 , ϑ 2 ∈ Θ, probability measures P (ϑ1,σ) and P (ϑ2,σ) are equivalent on F 0 T , and
denotes Radon-Nikodym derivative of P (ϑ2,σ) with respect to P (ϑ1,σ) on F 0 T (see [9] ). If we fix some ϑ * ∈ Θ, a continuous-time LLF is ϑ → log
. Up to the constant and factor not depending on ϑ, function
is equal to the LLF. Hence, ℓ T will be called a continuous-time LLF (see [18] ). Assumption (H3a) implies that ℓ T is at least three-times continuously differentiable function on Θ, and for 1 ≤ m ≤ d + 3, its derivatives are equal to (see [18] for m ≤ 2)
Assumption (H4a) enables property (ii) in Theorem 4.1 below, to be proved. If (H3a) and (H4a) hold then Lemma 4.1. from [15] 
is an F n,T ⊗ B(Θ) measurable function by Lemma 4.1. in [15] .
If ℓ n,T is a concave function on Θ then a stationary pointθ n,T is an unique point of maximum of ℓ n,T on Θ and hence it is F n,T -measurable by e.g. Lemma 4.1. in [15] . If ℓ n,T is not a concave function on Θ, for proving F n,T -measurability of estimatorsθ n,T (and soθ n,T ) introduced in Section 3 we need additional assumptions:
(H6a): For all ω ∈ Ω and some r > 0,
Assumption (H6a) holds if (H5a) holds andθ T is the unique point of maximum of ℓ T on compact Θ.
Theorem 4.1 Let us assume that (H1a-4a) hold and T > 0 be fixed. Then there exists a sequence (θ n,T , n ≥ 1) of F 0 T -measurable random vectors such that for all θ = (ϑ, σ) ∈ Ψ and when δ n,T ↓ 0,
If either for n ≥ 1 and almost all ω ∈ Ω function ϑ → ℓ n,T (ϑ, ω) has a unique point of local maximum which is a point of the global maximum as well, or the hypotheses (H5a-6a) are satisfied, thenθ n,T can be chosen to be F n,T -measurable.
Corollary 4.2 Let (H1a-4a) hold, T > 0 be fixed, and (σ n,T , n ≥ 1) be given by (7) . Then
Moreover, ifθ n,T is F n,T -measurable thenσ n,T is F n,T -measurable too.
Remark 4.3 Theorem 4.1 still holds if we replace (H1a) with the assumption that T < ξ a.s. where ξ is a maximal random time such that SDE (1) has a solution on
ξ exists by assumption (H2a) and the existence and uniqueness theorem for SDEs (see e.g. [11] or [21] ).
Remark 4.4 Theorem 4.1 still holds if the drift and diffusion coefficient functions depend on time variable too (non autonomous case: (t, x) → µ(t, x, ϑ), σb(t, x)) in a way that assumptions (H2a) and (H3a) hold for µ and b with x and E replaced with (t, x) andẼ = [0, +∞ × E respectively.
Ergodic diffusions case
Let the coefficient diffusion function parameter σ > 0 be fixed. We need the following assumptions.
(H1b): (H1a) holds, and X is an ergodic diffusion with stationary distribution π ϑ (dx), ϑ ∈ Θ.
(H2b): (H2a) holds, and for all ϑ ∈ Θ functions µ(·, ϑ)b
, and there exist a function c ∈ L 1 (π ϑ ) and a number h 0 > 0 such that
(H3b): (H3a) and (H5a) hold, and there exist nonnegative functions g 0 , g 1 , g 2 :
, and for all x ∈ E and 0 ≤ m ≤ d + 3,
Θ is a relatively compact set in R d by assumption (H5a) since (H3b) holds. Assumptions (Hb1-b3) imply that for all ϑ 0 ∈ Θ and ϑ ∈ Θ, P (ϑ0,σ) -a.s.
by ergodic property of the diffusion and the law of large numbers for continuous martingales (see e.g. [21] , Chapters V and X). Function ℓ ϑ0 : Θ → R defined for every ϑ 0 ∈ Θ by formula (12) is at least three times continuously differentiable on compact Θ by (H3b), and
Hence, by the same argument as for (12) , for any fixed ϑ ∈ Θ, P (ϑ0,σ) -a.s. (12) , and (H4b). Hence ϑ 0 is the unique point of maximum of ℓ ϑ0 on Θ. This implies identifiability property of the model: let ϑ 1 , ϑ 2 ∈ Θ be such that P (ϑ1,σ) = P (ϑ2,σ) . Then π ϑ1 = π ϑ2 and so ℓ ϑ1 ≡ ℓ ϑ2 by (12) . Hence ϑ 1 = ϑ 2 . Moreover, (H5b) implies that the Fisher information matrix is positive definite, i.e.
The next theorem states that the continuous-time MLE of drift parameters exists, is consistent and asymptotically efficient, and satisfies assumptions (H4a) and (H6a) a.s. for almost all observational times.
Theorem 4.5 Let us assume that (H1b-5b) hold. Then there exists an (F 0 T , T > 0)-adapted process (θ T , T > 0) of random vectors such that for every θ = (ϑ, σ) ∈ Ψ the following holds:
The following theorem is a version of Theorem 4.1 for ergodic diffusions. In addition it states that AMLEs are consistent and asymptotically efficient when both maximal observational time and number of discrete observational time points tend to infinity for appropriate sampling schemes. Hence in its statement 'lim n,T ' denotes the limit when both T → +∞ and n → +∞.
Theorem 4.6 Let us assume that (H1b-5b) hold. Then there exists a process (θ n,T ; n ≥ 1, T > 0) of F n,T -measurable random vectorsθ n,T such that for all θ = (ϑ, σ) ∈ Ψ and π ϑ -a.s. nonrandom initial conditions, and all equidistant samplings such that δ n,T = T /n → 0, the following holds.
(vi) (P θ ) lim n,T σ n,T = σ, and if in addition lim n,T T δ n,T = 0 then
Example
Let the stochastic generalized logistic model be given with the following SDE:
where ϑ = (α, β, γ) (γ > 0) is a drift vector parameter. By using the methods of stochastic calculus it is possible to explicitly solve (14) that proves that there exists pathwise unique, continuous and strong solution to this SDE with X defined on Ω × [0, +∞ and values in E = 0, +∞ . Moreover, it turns out that for drift parameters such that α > σ/2, β > 0 and γ > 0, generalized logistic process X is recurrent and ergodic with a such stationary distribution π ϑ that for stationary X, X γ t follows Γ-distribution with parameters A := 2(α − σ/2)/(γσ) and B := γσ/(2β) (i.e. EX γ t = AB, E(X γ t ) 2 = AB(B + 1)) by e.g. Theorem 7.1, pp. 219-220 in [11] . Hence, assumption (H1b) holds.
In generalized logistic model, drift function is equal µ(x, ϑ) = (α − βx γ )x, and up to the diffusion parameter
′′′ ≡ 0 that are trivially integrable with respect to any probability law. Let f (x, ϑ) = µ(x, ϑ)/b(x) = α − βx γ . Notice that any partial derivatives of f with respect to ϑ are of the form −β n x γ log m x where n ∈ {0, 1}, m ∈ N 0 . Of the same forms are components of b
Finally, any p-th power of their absolute values (p is a positive integer) are of the form x c | log x| m up to a constant, where c > 0 is a real number and m is a nonnegative integer. These functions are integrable with respect to π ϑ . If we choose a relative compact Θ of drift parametric set σ 2 , +∞ × 0, +∞ 2 then there exist α 0 > σ/2, β 0 > 0 and γ 0 > 0 such that for all ϑ ∈ Θ, x > 0, and all 0 ≤ m ≤ 6, k ∈ {0, 1, 2} and integers j α , j β , j γ such that
Then g ∈ L p (π ϑ ) ∩ C 1 (E) for all p ≥ 1 and ϑ ∈ Θ which implies partially (H2b) and (H3b) by simple calculation (see the proof of Corollary 6.13 below). To finish the proof of (H2b) notice that for all h 0 > 0, and all 0 < h ≤ h 0 ,
for all t ≥ 0 and β > 0. This implies the same inequalities for expectations with respect to any initial conditions X 0 = x 0 . Hence (H2b) is proved.
To show that (H4b) holds, let us assume that
for some ϑ 1 ∈ Θ and ϑ 2 ∈ Θ. Since π ϑ1 is absolutely continuous w.r.t. Lesbegues measure λ on E, this implies that µ(x, ϑ 1 ) = µ(x, ϑ 2 ) for a.s. x > 0 w.r.t. λ. Hence, smooth function u(x) := β 1 x γ1 − β 2 x γ2 must be a constant function for λ-a.s. x > 0. This implies that γ 1 = γ 2 and hence ϑ 1 = ϑ 2 . This proves (H4b).
Finally, (H5b) holds since
γ log x are obviously linearly independent functions in L 2 (π ϑ ).
Proofs
Basically the proof of Theorem 4.1 is based on the so-called general theorem on approximate maximum likelihood estimation and its corollary that are stated and proved in [15] as Theorem 3.1 and Corollary 3.2. The proof of Theorem 4.6 is a modification of the proof of the same theorem based on Theorem 4.5. But first we need to state and prove Theorem 6.1, and its Corollaries 6.11 and 6.13 that are needed in applying the general theorem in this context. Proofs of some technical lemmas are in Appendix. Let us suppose that X = (X t , t ≥ 0) is a diffusion satisfying (H1a-2a) with true parameter θ 0 = (ϑ 0 , σ) ∈ Θ, and such that P(X 0 = x 0 ) = 1 for
, and a := |Aa| + |a ′ ν| for a ∈ C 2 (E).
2 (E) and there exist constants C a > 0, T a ≥ 0, and n a ∈ N such that
, and for all (x, ϑ) ∈ E × Θ and 
and constants C g > 0, T g ≥ 0, and n g ∈ N, such that
Then there exist constants C 1 > 0, C 2 > 0, T 0 ≥ 0, and n 0 ∈ N, possible dependent on K, d, and a, such that for all T > T 0 , and n ≥ n 0 , (B2-3) if f satisfies the same assumption (with rescaled function g). Namely,f ≡ f on E × K andf ≡ 0 on ∂K ε . The same holds for all partial derivatives off that exist, andf satisfies (B1) obviously. Since φ and all of its derivatives are bounded,f satisfies (B3) too with Cg instead of g with a constant C depending on φ. Obviously, statements (15) (16) (17) (18) hold for a function f that satisfies (B2-3), and a rectangular K if (15) (16) (17) (18) hold forf and the rectangular K ε . Moreover, notice that if (15) (16) (17) (18) hold for an arbitrary open and bounded d-dimensional rectangular K, then the same statements hold for every relatively compact set in Θ. Hence it is sufficient to prove (15) (16) (17) (18) for an open and bounded d-dimensional rectangular K ⊂ Θ, and a function f satisfying (B2-3) and the following additional assumption.
(B K
Moreover, let A be an invertible affine mapping of R d , and let f be a function on E × Θ that satisfies (B2-3) and (B K). Then the functionf defined on E × A(Θ) by the rulef (x, η) := f (x, A −1 η), satisfies (B2-3) and (B AK) too. Since the left hand side of (15) (16) (17) (18) 
for each fixed x ∈ E (see e.g. [23] , pp. 177-178). This relation is used in the proof of the next few lemmas (see Appendix).
Lemma 6.6 There exist constants K 1 > 0, K 2 > 0, T 0 ≥ 0, and n 0 ∈ N, depending on K 0 , g and a, and such that for all k ∈ Z d , T > T 0 , n ≥ n 0 and subdivisions 0 = t 0 < t 1 < · · · < t n = T (with δ n,T ↓ 0) the following hold:
where
Let S N (x, ϑ) := |k|≤N C k (x)e i k|ϑ for x ∈ E, ϑ ∈ K 0 and N be a positive integer.
Then it can be proved that lim N |S N (x, ϑ) − f (x, ϑ)| = 0 uniformly in ϑ ∈ K 0 by the methods of Fourier analysis (see e.g. [23] , pp. 180-183).
, and sup N,ϑ∈K0 |S N (x, ϑ) − f (x, ϑ)| ≤ Kg(x) for a positive and finite constant
Lemma 6.8 Let a ∈ C 1 (E) and let f be a function that satisfies (B2). Then for a.s.
Proof of Theorem 6.1. Let us prove (16) and (18) . The proofs of (15) and (17) go in the same way but we have to obtain expressions of form (25) below with respect to Lesbegues' instead of Winner's integral, and to apply Lemma 6.6 (20) and (22) . Without loosing generality let us assume that K = K 0 = d i=1 −π, π and let f satisfy (B2-3) and (B K 0 ). For fixed ϑ ∈ K 0 , T > 0 and a subdivision 0 = t 0 < t 1 < · · · < t n = T we define the following processes:
] by Lemma 6.7. Since (B1-4) hold and hence Lemma 6.5 holds there exist T 1 ≥ 0 and n 1 ∈ N such that for all T > T 1 , n ≥ n 1 integrals
and T 0 a 2 (X t ) dW t are well defined, and so
by the dominated convergence theorem for stochastic integrals (see e.g. [21] , Theorem (2.12), pp. 134-135). First, let us consider sequence (I N (ϑ)). For every ϑ ∈ K 0 ∩ Q d there exists a subsequence (N p ) ≡ (N p (ϑ)) and an event A(ϑ) of the probability 1 such that for all ω ∈ A(ϑ), lim p I Np (ϑ)(ω) = I(ϑ)(ω). Let us recall that
Let Ω 0 := ∩ ϑ∈K0∩Q d A(ϑ). Then on this event of probability 1, for all ϑ ∈ K 0 ∩ Q d , the following holds:
By taking limit when p → +∞, we get the following inequality:
Since ϑ → I(ϑ) is a continuous function by Lemma 6.8, it turns out that sup ϑ∈K0 |I(ϑ)| = sup ϑ∈K0∩Q d |I(ϑ)|, and so sup ϑ∈K0 |I(ϑ)| is a random variable. Hence
Since there exist T 0 ≥ T 1 and n 0 ≥ n 1 such that for all T > T 0 , n ≥ n 0 and subdivisions of [0, T ] with δ n,T ↓ 0,
by Lemma 6.6 and (24), the series on the righthand side of (25) (16) . The proof of (18) goes in a similar way considering sequence (J N (ϑ)).
We need following lemma for proving consistency and asymptotic normality of diffusion coefficient parameter estimator.
Lemma 6.9 Let (B4) hold, and let b ∈ C 3 (E). Moreover, let there exist constants C b > 0 and T b ≥ 0 such that
Then there exist constants C > 0, T 0 ≥ 0, and n 0 ∈ N, such that for all T > T 0 , and n ≥ n 0 ,
Remark 6.10 If b and its derivatives up to the third order are bounded then the statement of Lemma 6.9 hold for all T > T 0 = 0 by the same arguments as in Remark 6.2.
Fixed maximal observational time case
Let T > 0 be fixed, and let 0 = t 0 < · · · t n = T , n ∈ N, be subdivisions of [0, T ] such that δ n,T = max 0≤i≤n−1 ∆ i t ↓ 0 when n → +∞. We need the next corollary to Theorem 6.1.
Corollary 6.11 Let X be a diffusion such that (H1a-4a) hold and let K ⊂ Θ be a relatively compact set. Then for all θ 0 = (ϑ 0 , σ) ∈ Ψ, T > 0, and r = 0, 1, 2,
Proof of Corollary 6.11. We prove (26) for r = 0. Statement (26) for cases r = 1 and r = 2 can be proved similarly. Let θ 0 = (ϑ 0 , σ) ∈ Ψ be arbitrary, and let µ 0 := µ(·, ϑ 0 ). Moreover, let f (·, ϑ) := µ(·, ϑ)/b, ϑ ∈ K, and f 0 := µ 0 /b. Then for any n,
by the definitions of ℓ T and ℓ n,T , and ( H2a-3a) hold. Hence, by Remark 6.2 the statements of Theorem 6.1 holds for these functions, and any T > 0. By applying this conclusion to (27), the following holds: is an increasing sequence of stopping times (see [21] ) such that τ m ↑ +∞ a.s., when m → +∞.
Let m be fixed and let diffusion X m = (X m t ; t ≥ 0) be defined as solution to SDE:
By Theorem V.11.2 in [22] (Vol. 2, p. 128) such a diffusion exists and is a.s. unique. Moreover, for almost all ω ∈ Ω and t ∈ [0, τ m (ω)], X t (ω) = X m t (ω) by Corollary V.11.10 in [22] (Vol. 2, p. 131 ). This implies (see [25] ) that for an arbitrary number A > 0,
where ℓ A C m . First, let us take a limit when n → +∞, and then when A → +∞. Next, we take a limit when m → +∞, and hence we prove (26).
Proof of Theorem 4.1. We need to show that the model and random functions ℓ T and ℓ n,T , n ≥ 1, for fixed T > 0, satisfy conditions (A1-5) of Theorem 3.1 of [15] . Let F n,T be σ-subalgebras of F 0 T that are introduced in Section 4. We recall from the same section that ℓ T is a F 0 T ⊗ B(Θ)-measurable function. In the same way, ℓ n,T is F n,T ⊗ B(Θ)-measurable, for each n. Hence (A1) is satisfied. Corollary 6.11 implies that functions ℓ T and ℓ n,T , n ≥ 1, satisfy (A3). The same corollary and (H5a) imply (A4) and (A5). Condition (A2) is the same as assumption (H4a). Hence by Theorem 3.1 of [15] there exists a sequence of F 0 T -measurable random vectors (θ n,T , n ≥ 1) such that the statements of Theorem 4.1 hold.
For proving Corollary 4.2 we need the following lemma.
Lemma 6.12 Let (H1a-2a) hold, and T > 0 be fixed. Then for θ = (ϑ, σ) ∈ Ψ,
Proof of Corollary 4.2. Notice that (ii) implies the consistency (i.e. (i)) ofσ n . Let us prove (ii). Since
= N (0, 1), for (ii) to hold it is sufficient to prove that for all ǫ > 0,
Let ǫ > 0 and η > 0 be any numbers and let K be a relatively compact set in Θ. If
By Lemma 6.12, Corollary 6.11, property (ii) ofθ n,T from Theorem 4.1, and arbitrariness of K, (32) follows.
Ergodic case
For all T > 0 let 0 = t 0 < · · · < t n = T , n ∈ N, be equidistant subdivisions of [0, T ] such that δ n,T = T /n → 0 when T → +∞ and n → +∞. We need the following corollary to Theorem 6.1.
Corollary 6.13 Let X be a diffusion such that (H1b-3b) hold. Then for all θ 0 = (ϑ 0 , σ) ∈ Ψ, π ϑ0 -a.s. nonrandom initial conditions, and r = 0, 1, 2,
Proof of Corollary 6.13. Similarly to the proof of Corolarlly 6.11 it is sufficient to prove (33) for r = 0 since the statement of the corollary for cases r = 1 and r = 2 can be proved in the same way. Let θ 0 = (ϑ 0 , σ) ∈ Ψ be arbitrary, and let µ 0 := µ(·, ϑ 0 ), ν := √ σb, and P ≡ P θ0 , E ≡ E θ0 . Let us recall expression (27) from the proof of Corolarlly 6.11 where f (·, ϑ) = µ(·, ϑ)/b, ϑ ∈ Θ, and f 0 = µ 0 /b. Notice that f and f 2 satisfy (B2) since (H2a-3a) hold by (H2b-3b). Let us show that f 0 satisfies (B1) and f satisfies (B3) with respect to a ≡ f 0 and compact Θ, and that f 2 satisfies (B3) with respect to constant function a ≡ 1 and the same compact (notice that constant function trivially satisfies (B1)). If we fix ϑ ∈ Θ, m such that 0 ≤ m ≤ d + 1, and nonnegative integers j 1 ,...,
, and
by (H2b-3b). Then function g 00 :
for all 0 ≤ m ≤ d + 1. This implies that f satisfies the first part of (B3) with g ≡ g 00 . This also implies that |f 0 | + |f 0 | ≤ g 00 and hence f 0 ,f 0 ∈ L 8 (π ϑ0 ). By ChaconOrnstein theorem, ergodic theorem for additive functionals and its corollary (e.g. Theorem (A.5.2) on p. 504, Theorem (X.3.12) on p. 397, and Exercise (X.3.18) on p. 399 in [21] ), for π ϑ0 -a.s. initial values x 0 ∈ E,
since (H1b) holds, and subdivisions are equidistant (∆ i t = T /n for each i). Moreover, since f 0 ∈ L 4 (π ϑ0 ) too, the same holds for 4th powers of f 0 , i.e. if we substitute f 4 0
instead of f 8 0 in (34). Finally, the both conclusions hold forf 0 too. Hence f 0 satisfies (B1). It remains to show that g 00 satisfies the limiting properties from (B3). Using the same arguments as in proving (34) it follows that (34) holds for 8th and hence for 4th power of g 00 . Moreover, since f 0 , g 00 ∈ L 8 (π ϑ0 ) implies f 0 g 00 ∈ L 4 (π ϑ0 ), and (34) (with respect tof 0 and g 00 too) holds, it follows that lim n,T E(
Hence f satisfies (B3) for π ϑ0 -a.s. nonrandom initial conditions. It remains to show that f 2 satisfies (B3) with respect to function a ≡ 1. Let g := 7 · 2 d+1 g 2 00 ∈ L 4 (π ϑ0 ). Notice that uniformly with respect to ϑ ∈ Θ, 
≤ g. Then (34) (for 4th powers of g 00 ) implies that f 2 satisfies (B3) with respect to a ≡ 1, for π ϑ0 -a.s. nonrandom initial conditions. Finally, (B4) holds for π ϑ0 -a.s. nonrandom initial conditions since (H1b-H2b) hold. Hence we can apply Theorem 6.1 to (27) to conclude that there exists constants C > 0, T 0 ≥ 0, and n 0 ∈ N, such that for all T > T 0 and n ≥ n 0 , and arbitrary A > 0,
which proves the corollary.
In order to prove Theorems 4.5-4.6 we need the following lemmas.
Lemma 6.14 Let (H1b-3b) hold. Then for all θ 0 = (ϑ 0 , σ) ∈ Ψ there exist constants C r > 0 (r = 0, 1, 2) such that P θ0 -a.s. there exists T 0 > 0 such that for all ϑ 1 , ϑ 2 ∈ Θ, and all T ≥ T 0 ,
Lemma 6.15 Let (H1b-3b) hold. Then for all θ 0 = (ϑ 0 , σ) ∈ Ψ, P θ0 -a.s.
Proof of Theorem 4.5. Let θ 0 = (ϑ 0 , σ) ∈ Ψ be arbitrary. Since Θ is an open set there exists ε 0 > 0 such that K(ϑ 0 , ε 0 ) ⊂ Θ. Let ℓ ϑ0 be function (12) and let λ 0 := min |y|=1 y τ I(ϑ 0 )y = − max |y|=1 y τ D 2 ℓ ϑ0 (ϑ 0 )y > 0 be the minimal eigenvalue of the Fisher information matrix I(ϑ 0 ) since it is positive definite by (H5b). Moreover, let C r > 0 (r = 0, 1, 2) be constants from Lemma 6.14, and let Ω 0 be an intersection of the events from Lemmas 6.14-6.15, and the events such that (12) and (13) hold for ϑ 0 . Hence P θ0 (Ω 0 ) = 1, and for ω ∈ Ω 0 , let T 0 ≡ T 0 (ω) > 0 be a such that the statements of Lemma 6.14 hold for T ≥ T 0 . Let ε > 0 be such that ε ≤ ε 0 ∧ λ 0 /(4C 2 ). Then K(ϑ 0 , ε) ⊂ Θ. Let ω ∈ Ω 0 be fixed. Since (13) holds, there exists
is a strictly concave function on K(ϑ 0 , ε). Moreover, if z ∈ R d is such that |z| = ε, then for y := z/|z| and T ≥ T 1 ,
Then there existsθ T ∈ K(ϑ 0 , ε) such that Dℓ T (θ T ) = Ø (see e.g. Lemma 4.3. in [15] ), and
2 min |y|=1 y τ I(ϑ 0 )y for all ϑ ∈ K(ϑ 0 , ε) obviously. Since ε > 0 is an arbitrary small number, these imply statement (ii) of the theorem. Notice thatθ T is the unique point of maximum of function ℓ T on K(ϑ 0 , ε) since ℓ T is strictly concave on this set. To finish the proof of statement (i) we have to prove that there exists T 2 ≥ T 1 such thatθ T is the unique point of global maximum of ℓ T on Θ. Since for all ϑ ∈ Θ \ {ϑ 0 }, ℓ ϑ0 (ϑ 0 ) > ℓ ϑ0 (ϑ), ℓ ϑ0 ∈ C(Θ), and Θ \ K(ϑ 0 , ε) is a compact set, it follows that ℓ ϑ0 (ϑ 0 ) > sup |y|≥ε ℓ ϑ0 (ϑ 0 + y). By Lemma 4.4. in [15] there exists a number 0 < s(ε) < ε such that
Since Lemma 6.15 holds there exists
and hence ℓ T (ϑ 0 ) > sup |y|≥ε ℓ T (ϑ 0 + y). Finally, (i) follows. To prove statement (iii), first notice that
by Theorem 1 in [6] since (H1b-5b) hold, and second notice that forθ(s) :
, and let us recall ω ∈ Ω 0 and T 1 = T 1 (ω) from the first part od the proof. Notice that H T (ϑ 0 ) is a symmetric matrix. Then from Lemma 6.14, for T ≥ T 1 ,
and hence, for y ∈ R d such that |y| = 1,
implying that H T (ϑ 0 ) is a negative definite matrix, and
and (ii) and (13) hold, it follows that P θ0 -a.s.
Finally, since Dℓ T (θ T ) = Ø and I(ϑ 0 ) is nonrandom, (36-38) imply that
Proof of Theorem 4.6. Let θ 0 = (ϑ 0 , σ) ∈ Ψ be arbitrary, and let C r > 0 (r = 0, 1, 2) be constants from Lemma 6.14. Moreover, let Ω 0 be a P θ0 -probability one event from Lemmas 6.14-6.15 and Theorem 4.5 (i-ii). Let ω ∈ Ω 0 be fixed. Let ε 0 > 0 be a such number that K(ϑ 0 , ε 0 ) ⊂ Θ, and let λ 0 > 0 be the minimal eigenvalue of Fisher matrix
, and the statements of Lemma 6.14 hold. Let ε > 0 be an arbitrary small number such that ε <
for ϑ ∈ K(θ T , ε) and z ∈ R d such that |z| = ε, and y := z/|z|, the following holds:
Hence ϑ → ℓ n,T (ϑ) is a strictly concave function on K(θ T , ε), and there existsθ n,T ∈ K(θ T , ε) such that Dℓ n,T (θ n,T ) = Ø, andθ n,T is the unique stationary point and a point of maximum of ℓ n,T at K(θ T , ε). These imply thatθ n,T is a random vector. Since lim n,T P θ0 (Ω Ω n,T ∩ {Dℓ n,T (θ n,T ) = Ø} ∩ {|θ n,T −θ T | < ε} ⊆ {θ n,T =θ n,T } by uniqness of a stationary point of ℓ n,T on K(θ T , ε). To prove (iii), let A > 0 be an arbitrary number, and let Ω n,T (A) :
by Lemma 6.14 and since ε ≤ λ0
by Corollary 6.13, and (iii) follows. Consistency ofθ n,T (the first part of statement (v)) follows directly from (ii) and Theorem 4.5 (ii). To prove its asymptotic normality (the second part of (v)) notice that
when lim n,T T δ n,T = 0 since (iii) holds. Then the second part of (v) follows by Slutsky theorem since Theorem 4.5 (iii) holds. To prove statement (vi), first we need to prove that
for π ϑ0 -a.s. initial conditions. This follows from Lemma 6.9, the proof of Lemma 6.12, and the fact that the functions f := µ(·, ϑ)/b and b satisfies (B1-4) which is proved in Corollary 6.13. The proof of asymptotic normality ofσ n,T is the same as in the proof of Corollary 4.2 since when T → +∞ such that T δ n,T → 0, and since (i − v), Corollary 6.13, and Lemma 6.15 hold. Similarly consistency ofσ n,T follows from decomposition (31) in the proof of Corollary 4.2 (but without factor " √ n") by using (39) which appears with factor "δ n,T " (notice that δ n,T /T = 1/n), and by the strong low of large numbers instead of CLT. In this case it is sufficient to assume that δ n,T → 0 when T → +∞. Finally, for proving F 0 n,T -measurability ofθ n,T (and henceσ n,T too) it is sufficient to prove thatθ n,T is a unique point of maximum of ℓ n,T on Θ. This proof follows in the similar way as proof of uniqness ofθ T as global point of maximum of ℓ T on Θ by replacing ℓ T with ℓ n,T and ℓ ϑ0 with ℓ T . is a positive supermartingal (see [20] By Markov property and assumption (B4), for 0 < h ≤ h 0 ,
Hence, for 0 < h ≤ h 0 ,
Proof of Lemma 6.6. First, let us show that (21) implies (20) . In the sam way it can be shown that (23) implies (22) . Let δ := δ n,T , and I i := t i , t i+1 ]. Then CauchySchwarz inequality and isometry imply
Hence it is sufficient to prove that there exist constants K 1 > 0, T 1 ≥ 0, and n 1 such that and,
t tiā 4 (X s ) ds)+ +(t − t i )E(a 4 (X ti )g 4 (X ti )) + (t − t i )E c 0 (X ti ) + E t ti r 8 (X s ) ds)
by Lemma 6.5, (B1) and (B4). Hence there exist K 2 > 0, T 0 ≥ T 1 , and n 0 ≥ n 1 such that for all T > T 0 and n ≥ n 0 , (42) follows in the same way as (41) has been followed from (43) and (44) by using (B1-4).
Proof of Lemma 6.7. By Lemma 6.3, by the isometry, it follows that this expression is bounded by a constant for all T > T 1 and n ≥ n 1 and some T 1 ≥ 0 and n 1 in the same way as in the proof of Lemma 6.6 since (B4) holds. It remains to prove the same for the second expression from the right hand side of the above inequality. By applying Ito formula and (46) the following holds: 
