Multi-step methods such as Retrace(λ) and n-step Q-learning have become a crucial component of modern deep reinforcement learning agents. These methods are often evaluated as a part of bigger architectures and their evaluations rarely include enough samples to draw statistically significant conclusions about their performance. This type of methodology makes it difficult to understand how particular algorithmic details of multi-step methods influence learning. In this paper we combine the n-step action-value algorithms Retrace, Q-learning, Tree Backup, Sarsa, and Q(σ) with an architecture analogous to DQN. We test the performance of all these algorithms in the mountain car environment; this choice of environment allows for faster training times and larger sample sizes. We present statistical analyses on the effects of the off-policy correction, the backup length parameter n, and the update frequency of the target network on the performance of these algorithms. Our results show that (1) using off-policy correction can have an adverse effect on the performance of Sarsa and Q(σ); (2) increasing the backup length n consistently improved performance across all the different algorithms; and (3) the performance of Sarsa and Q-learning was more robust to the effect of the target network update frequency than the performance of Tree Backup, Q(σ), and Retrace in this particular task.
Notation
In reinforcement learning, the sequential decision-making problem is modeled using the Markov Decision Process formulation defined by the tuple S, A, R, P, γ . In this formulation, an agentwhich is both a learner and an actor -and an envi'ronment interact over a sequence of discrete time steps t ≥ 0. At every time step the agent receives a state S t ∈ S, which encodes information about the environment. Based on that information, the agent chooses and executes an action A t ∈ A. As a consequence of the executed action, the environment sends back to the agent a new state S t+1 and a reward R t+1 ∈ R. The reward and new state are distributed according to the transition dynamics probability function P , which defines the probability of observing (S t+1 , R t+1 ) given (S t , A t ).
Actions are selected according to a policy π(·|S t ) -a probability distribution over the actions given the current state. The goal of the agent is to maximize the expected sum of discounted rewards E π i≥t γ i−t R i+1 , where the expectation is with respect to π and P , and γ is a discount factor in the interval [0, 1] . In order to make informed decisions, agents often estimate the action-value function q π which maps states and actions to a value in R and is defined as q π (s, a)
To approximate the action-value function, agents use update rules based on stochastic approximation algorithms of the form:
whereĜ t is an estimate of the sum of discounted rewards, also known as the target of the update function, and Q t is the current estimate of the action-value function.
n-Step Methods
Algorithms for estimating the action-value function are often characterized by the target of their update function. For example, the one-step Sarsa algorithm uses the target:
= R t+1 + γQ t (S t+1 , A t+1 ).
This target estimates the sum of discounted reward by bootstrapping on the estimate of the future reward Q t (S t+1 , A t+1 ). If Q t (S t+1 , A t+1 ) was exactly q π (S t+1 , A t+1 ), then the expected value of Ĝ with respect to π and P would be exactly q π . If Q t is not exactly q π , then the target is slightly biased (Kearns & Singh, 2000) .
One way to reduce this type of bias is to take longer trajectories that contain more observations of future reward. If we apply this to the Sarsa algorithm, we obtain the n-step target:
where n is also known as the backup length parameter. We can simplify this expression by defining the estimate of the return recursively:
Similar to Sarsa, other n-step algorithms can also be defined recursively. For example, the target of the n-step Tree Backup algorithm (Precup et al., 2000) can be defined aŝ
where the base case is the same as in n-step Sarsa. The main difference between Sarsa and Tree Backup is that Sarsa samples a new action at every step of the backup whereas Tree Backup takes an expectation over all the possible actions.
Q(σ) is a recent algorithm that combines n-step Sarsa and Tree Backup (Asis et al., 2017) . In this case the parameter σ controls the degree of expectation and sampling at every step of the backup. The recursive definition of the target of n-step Q(σ) iŝ
where σ t ∈ [0, 1] for all t and the base case is the same as in n-step Sarsa and Tree Backup. The parameter σ makes it possible to reap the benefits of Sarsa and Tree Backup at different steps of training. A simple heuristic that has been proposed to achieve such benefit is decaying the parameter σ from 1 (Sarsa) to 0 (Tree Backup) over the course of training.
Off-Policy Algorithms
All the algorithms introduced so far estimate the correct action values as long as the samples are collected according to the target policy π; this is known as the on-policy case. Alternatively, samples could be collected according to a different policy µ, known as the behaviour policy, while estimating the action values of policy π. This is the case of off-policy learning.
In off-policy learning, the estimates of the return have to be corrected to account for the mismatch in the policies. This can be easily done in the n-step Sarsa algorithm by using importance sampling. In such case, the estimate of the return is defined aŝ
This algorithm is equivalent to the per-decision importance sampling from Precup et al. (2000) .
The Tree Backup algorithm does not need to be adjusted since it is already computing the estimates of the action-value function under the correct policy. On the other hand, Q(σ) can be adapted to the off-policy setting by combining per-decision importance sampling and Tree Backup:
In the off-policy case, we will study two more algorithms: n-step Retrace and n-step Q-learning. Retrace was originally proposed as an eligibility trace algorithm, but it can easily be adapted to the n-step case. In this case, the corresponding target is defined as
where c t+1 = min(k, ρ t+1 ), k is a positive cutoff parameter often set to 1, and the base case is the same as for the previous algorithms.
n-step Q-learning does not fall exactly within the off-policy family of algorithms since it does not correct for the mismatch between the target and behaviour policy. Nevertheless, in practice it has shown promising results (Horgan et al., 2018) ; hence, we will also study its performance. The target of the n-step Q-learning algorithm is defined as:
Note that the base case is different than the base case for all the previous algorithms. In the onestep case, n-step Q-learning estimates the action-values corresponding to the optimal policy π * corresponding to the optimal action-value function q * (s, a) .
= max π q π (s, a) ∀ (s, a) ∈ S × A. For n greater than 1, it is not clear what is the policy corresponding to the action-values that are being estimated.
The DQN Architecture
The action-value function q π can be estimated exactly by storing an individual estimate for each state-action pair. When this is not feasible, it can be approximated using a parameterized function q(·, ·, θ t ), where θ t ∈ R d is a parameter vector of size d. The weight vector θ t can then be learned by using semi-gradient descent (Sutton & Barto, 2018) .
For high dimensional state spaces, one of the most popular methods for approximating the actionvalue function is the DQN architecture (Mnih et al., 2015) . In essence, DQN is a neural network that takes in information about the state of the environment and outputs the estimate of the action-value function for each possible action. The neural network is trained by minimizing the loss function
with respect to θ t . Note that the architecture requires two sets of parameters: θ t , the set of parameters that are being learned at every time step; and the target network's parameters θ − t , which are updated less frequently and used exclusively to compute the target of the loss function. The update frequency of θ − t is a hyper-parameter known as the target network update frequency. DQN agents do not learn directly from samples collected from the environment. Instead, observations are stored in a buffer, known as the experience replay buffer. At every training step, a mini-batch of observations is sampled uniformly from the buffer to compute an update for θ t . Since the policy at the time of storing might not be equal to the policy at the time of sampling from the buffer, the target of the DQN loss has to be capable of estimating the return off-policy. This is not a problem in the original DQN since it uses the Q-learning target. However, this fact should be accounted for when combining other methods with this type of architecture.
Overall, the experience replay buffer introduces three extra hyper-parameters. First, the replay memory, which is the maximum number of observations that can be stored in the buffer. Second, the replay start size, which is a number of random actions executed before training starts to populate the buffer. Lastly, the mini-batch size, which is the number of observations sampled from the buffer at every training step.
Adapting the DQN Architecture
For our experiments we adapted the DQN architecture to work with all the algorithms described in the previous section. The loss function can be readily modified by substituting the target in the loss function. For each method, the loss function used by the architecture is
is the corresponding estimate of the return computed using the target network. The experience replay buffer also needs to be modified. In the case of the algorithms that compute the importance sampling ratio, the probability of taking an action π k (A k |S k ) is also stored in the buffer. Then, at the time of computing the update, the importance sampling ratio is computed as
where t is the time at which the update is computed and k is the time at which the observation was stored. In the case of Q(σ), the parameter σ t is also stored in the buffer. Overall, each entry in the buffer is of the form
where R k , π k , and σ k are set to zero if k corresponds to the first time step of an episode and I k is a boolean indicating if S k is a terminal state.
Empirical Evaluations
In our empirical evaluations, we study the effect of the off-policy correction, the parameter n, and the target network update frequency on the performance of the algorithms introduced in the previous sections. The results of this systematic study facilitate an in-depth understanding of these algorithmic details which could inform the design of new deep reinforcement learning agents.
In order to test the performance of all these algorithms and to allow for enough samples to obtain statistical significance, we used the mountain car environment as described in Sutton and Barto (2018) . To prevent algorithms from running for too long, we enforced a timeout of 5,000 time steps after which an episode was stopped. Note that timing out is not treated the same as termination. In the case of termination, all the subsequent rewards and action-values are considered zero when computing the target. On the other hand, in the case of a time out, the n-step target is truncated at the last available time step effectively making the n-step return shorter. We found in preliminary experiments that treating time outs the same way as terminations can have catastrophic effects in learning. All the agents were trained for 500 episodes.
The network architecture remained constant for all the experiments. It consisted of an input layer, a fully-connected hidden layer, and a fully-connected output layer. The input layer consisted of a two-dimensional vector with the position and velocity of the car; the fully-connected hidden layer consisted of 1, 000 rectified linear units; and the output layer was a fully-connected linear layer that returned the action-value for each action. To minimize the loss, we used the RMSprop optimizer (Tieleman & Hinton, 2012) with gradient momentum and squared gradient momentum of 0.95, and a minimum squared gradient of 0.01 -the same values used in the original DQN. For the learning rate parameter α we used a value of 0.00025 as in the original DQN architecture.
The replay memory size of the architecture was 20, 000 with a replay start size of 1, 000 random actions and a mini-batch size of 32. The default value for the target network update frequency was 1, 000; however, for one of the experiments we investigated the effect of this hyper-parameter on the performance of each algorithm. We will make special emphasis when using a different value for the target network update frequency.
All the agents behaved and estimated the action-values corresponding to an -greedy policy with = 0.1. Note that even when the behaviour and target policy are the same, the agent needs to compute the importance sampling ratio if it is to correct for the discrepancy between the policy at the time of storing and the policy at the time of sampling. We used a discount factor γ of 1 to encourage agents to find the terminal state before episodes timed out. We did not anneal for any of our experiments since we found in preliminary results that it did not result in a significant difference in performance.
Off-Policy vs On-Policy
Our first experiment was motivated by the results obtained with n-step Q-learning without off-policy corrections in the Ape-X architecture (Horgan et al., 2018) . In light of those results, we investigated how other algorithms would perform without any off-policy correction. We hypothesized that similar to n-step Q-learning, Sarsa and Q(σ) would not see an adverse effect in their performance if they did not use off-policy correction.
We tested two versions of the one-step algorithms Sarsa, Q(σ = 0.5), and decaying σ: a version with off-policy correction -called off-policy, and without off-policy correction -called on-policy. The decaying σ agent is a Q(σ) agent that has an initial value of σ of 1 which decreases by 0.002 at the end of each episode. In the case of the off-policy agents, the importance sampling ratio is defined as
, where π t is the policy at the time of the update and π k is the policy at the time of storing the observation in the buffer. We used the average return per episode as measure of performance. We studied this performance measure at three different time scales: the first 50 episodes of training (initial performance), the last 50 episodes of training (final performance), and the whole training period (overall performance). We ran 100 independent runs for each agent.
The on-policy version of each algorithm performed better than the off-policy version in terms of overall performance. Sarsa and Q(σ = 0.5) performed better in terms of final performance when not using off-policy correction. In terms of initial performance, the off-policy versions of each algorithm performed better than their on-policy counterparts. Figure 4 .1 shows the average performance over intervals of 50 episodes with corresponding 95% confidence intervals computed using a t-distribution. The differences in initial and final performance between the off-policy and on-policy versions of each of these algorithms were statistically significant as evidenced by the non-overlapping confidence intervals. Table 1 shows the overall performance of each algorithm with their corresponding sample standard deviation. The third column of the table shows the p-value of a Welch's test for the difference between the performance of the on-policy and the off-policy versions of each of the algorithms. Table 1 : Overall performance of each algorithm with off-policy correction (off-policy) and without (on-policy). The results are averaged over 100 independent runs. The number in parenthesis corresponds to the sample standard deviation. The third column corresponds to the p-value of the Welch's test for the difference in performance between the off-policy and the on-policy algorithms. The results of this experiment partially support our initial hypothesis. There was no adverse effect on the performance of each algorithm in terms of final and overall performance when not using off-policy correction. In fact, it seems that, if done naively, off-policy correction can have an adverse effect on learning. However, the initial performance was significantly improved when using off-policy correction. This effect suggests that an algorithm that used off-policy correction only during early training and no correction afterwards could achieve better performance. Henceforth, we will study Sarsa and Q(σ) without off-policy correction.
Overall

Comparison of n-Step Algorithms
The parameter n has been shown to trade-off between the bias and the variance of the estimate of the return (Kearns & Singh, 2000) . This effect has been observed in the linear function approximation case, but remains to be systematically studied in the deep reinforcement learning setup.
In this experiment we study the effect of the back up length n on the performance of Retrace, Qlearning, Tree Backup, Sarsa, Q(σ = 0.5), and decaying σ. For Retrace, we truncated the importance sampling ratio at 1. For decaying σ, we used a linear decay of 0.002 as in the previous experiment. Based on results obtained in the linear function approximation case with n-step Sarsa (Sutton & Barto, 2018) , we hypothesized that using a backup length greater than 1 would result in better performance, but using too big of a value would have an adverse effect. In order to test this hypothesis, we implemented a version of each of these algorithms for each value of n in {1, 3, 5, 10, 20}. The measure of performance was the same as in the previous experiment.
The 20-step version of each algorithm performed better than with smaller values of n in terms of initial and overall performance. In terms of final performance, values of n ≥ 3 performed similarly. The gain in overall performance was mainly due to improved initial performance. This effect was of larger magnitude for n-step Q-learning, Sarsa, and decaying σ. Figure 4 .2 shows the average return over intervals of 50 episodes with corresponding 95% confidence intervals. More detailed summaries of the initial, final, and overall performance can be found in appendix A.
The results of this experiment partially support our initial hypothesis. Increasing the value of n improved the performance of the algorithm. However, we were not able to find a value of n that was too high and that, consequently, had an adverse effect in performance. Our results are reminiscent of previous work where n was reported to be a sensitive hyper-parameter (Hessel et al., 2017) . As evidenced by figure 4.2, the value of n can have drastic effects in performance.
Target Network Update Frequency
In preliminary experiments we noticed that algorithms that relied more heavily on bootstrapping, such as Tree Backup, were more sensitive to the target network update frequency. We theorized that this effect was due to the mismatch in learning between the target network and the update network - the network that is updated at every time step. If this were true, then we would expect that n-step algorithms such as Tree Backup, Retrace, and Q(σ) would be more sensitive to changes in the target network update frequency, whereas Sarsa and Q-learning would be more robust. Note that this is the only experiment where we use a target network update frequency different from 1, 000.
To test this hypothesis we implemented the 20-step versions of Retrace, Tree Backup, Q(σ = 0.5), Sarsa, Q-learning, and decaying σ with target network update frequencies of 500, 1000, and 2000. We used the average return over the whole training period as measure of performance.
Increasing the target network update frequency had a more severe effect on the performances of Tree Backup, Retrace and Q(σ = 0.5) than on the performances of Sarsa and Q-learning. Table 2 shows the results of this experiment averaged over 100 independent runs.
These results support our initial hypothesis. Retrace, Tree Backup, and Q(σ = 0.5) seem to be more sensitive to the value of the target network update frequency. A possible explanation for this effect is that Retrace, Tree Backup, and Q(σ = 0.5 retrieve more estimates of the action value function in order to compute their target; in other words, they rely more heavily on the target network.
Conclusion
In this paper we have presented a systematic study of the performance of several multi-step algorithms combined with an architecture analogous to DQN (Mnih et al., 2015) . We studied popular algorithms used in deep reinforcement learning -Retrace, Q-learning, and Tree Backup -as well as algorithms that had not been previously studied in the deep reinforcement learning setting -Sarsa and Q(σ). Our statistical analysis allowed us to draw clear conclusions about the effect of the off-policy correction, the backup length parameter n, and the target network update frequency on the performance of each of these algorithms.
We presented three main results in this paper. First, we found that it is possible to ignore off-policy correction without seeing an adverse effect in the overall performance of Sarsa and Q(σ). This finding is problem specific, but it suggests that off-policy correction is not always necessary for learning from samples from the experience replay buffer. Nonetheless, off-policy correction seem to benefit performance during early training. It seems possible to devise an algorithm that exploited the early performance of the off-policy correction without being affected by its adverse effect in late performance. Second, we found that the parameter n can result in significant improvement in the performance of all of these algorithms. In this sense, our findings are reminiscent of previous results where n was reported to be a sensitive hyper-parameter (Hessel et al., 2017) . Finally, we found that some algorithms are more robust to the update frequency of the target network. Our results seem to indicate that algorithms that retrieve more information from the target network are also more sensitive to changes in this hyper-parameter. One interesting possibility is that these types of algorithms could greatly benefit from not using a target network at all, as long as it does not affect the stability of the network.
Appendix A: Initial, Final, and Overall Performance of n-Step Algorithms
To supplement the results of the second experiment, we present the summaries of the initial, final, and overall performance of all the n-step methods. The results are averaged over 100 independent runs and rounded to two decimal numbers. Moreover, we report the 95% confidence interval for each measure of performance to validate the results. Table 3 shows the summaries of the initial performance of each algorithm. Just like reported in the results of the second experiment, across all the algorithms, increasing the value of n consistently improved the initial performance. This effect was of larger magnitude for Sarsa, Q-learning, and decaying σ. Table 4 shows the final performance of each n-step algorithm in terms of average return over the last 50 episodes of training. For n ≥ 3 most of the final performance was very similar for most of the algorithms. Retrace was the only algorithm that whose final performance peaked at an intermediate value of n. Comparing all the algorithms in the table, 20-step Q(σ = 0.5) performed the best in terms of final performance. Table 5 shows the overall performance measured as the average return over the whole training period (500 episodes). Across all the algorithms, increasing the value of n consistently improved the overall performance. Even for the n-step Retrace algorithm, which best final performance is achieved with n = 5, the 20-step version performed the best. This seems to indicate that the improvement in overall performance is mostly due to improved initial performance.
The results found in these experiment are reminiscent of what was reported in Hessel et al. (2017) where they found n to be a sensitive hyper-parameter. If we take a look at the overall performance of Q-learning, for n = 1, 3, 5, the claim of n being a "sensitive" hyper-parameter seems justifiable since the performance almost doubles when comparing n = 1 and n = 5. On the other hand, our results contrast the results from Hessel et al. (2017) since we found that our network performed better with a value of n lot higher than the one used in the Rainbow architecture. Table 5 : Overall performance of n-step algorithms as measure by the average return over the whole training period (500 episodes). The results are averaged over 100 independent run. We also provide the sample standard deviation, and the lower and upper 95% confidence interval bounds to validate the results. 
