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1. INTRODUCTION AND SUMMARY OF RESULTS 
We study the Hamilton-Jacobi equation 
$(r,x)+h*(-B*D,q(t,x)) 
+ (Ax + Fx, D,cp(~ xl) =g(x), XEH, t>O 
(1.1) 
do, xl = cpo(x) 
in a real Hilbert space H, in connection with the optimal control problem 
where 
y’(t) + Ay( t) + Fy(t) = Bu( t) 
y(0) =x. 
for t E [0, r] 
(1.3) 
GENERAL ASSUMPTIONS. 1. H, U are real Hilbert spaces with scalar 
products ( ., ) and ( ., . ), respectively. The norms of H and U are denoted 
I . I and ] . I U, respectively. 
2. A is a densely defined, closed linear operator on H with the 
domain denoted D(A); -A is the infinitesimal generator of an analytic Co- 
semigroup e -“. For every t > 0, e ~ At is compact. B is a linear continuous 
operator from U to H and B* denotes its adjoint. 
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3. The operator F: H -+ H is Frtchet differentiable and admits a 
locally Lipschitz Frechet derivative F: H -+ L(H, H). There exist some real 
constants C,, C2 such that 
(AY+FY,Y)2 -cl lY12--2 vy E D(A ). (1.4) 
4. The functions g, cp,,: H -+ R are Frechet differentiable and admit 
locally Lipschitz derivatives Vg and Vq,. There exist a, a, E H and /I, /I0 E R 
such that 
k!(Y) 2 (% Y) + BY V~EH (1.5) 
(PO(Y) 2 (&J, Y) + BO, ‘dye H. (1.6) 
5. The function h: H + R = ] - co, + co ] is convex, lower semicon- 
tinuous and satisfies the growth condition 
h(u)ao IuIf/+y V’UE u 
for some o>O and PER. 
Denote by h*: U + R the conjugate function, i.e., 
(1.7) 
h*(p)=sup{(p, u)-h(u);uE U}. (1.7) 
Assumption 5 implies that h* is convex and continuous on U. We will 
further assume that 
6. The function h* is Gateaux differentiable with locally Lipschitz 
Gateaux derivative Vh *. 
Under our assumtions on A, F for every u E L2(0, T; V) and x E D(A) the 
Cauchy problem (1.3) has a unique absolutely continuous solution y with 
y’ = (d/dt) y E L2(0, T, H). Moreover, the map u + y is continuous and 
compact from L2(0, T; V) to C( [0, T]; H). In particular, this implies by 
standard arguments ([4]( that problem (1.2) admits at least one optimal 
solution (y, u) E C( [0, T]; H) x L2(0, T; U). 
Define the function 40: R+ x H + R, 
y’ + Ay + Fy = Bu, y(0) = x; u E L2(0, T; U) (1.8) 
and denote by D; cp(t, x) the subdifferential of cp(t, ) at x, i.e., the set of all 
WEH such that (see [6,9]) 
liminf((cp(t,z)-cp(t,x)-(w,z-x))lz-xl-’)>O. (1.9) Z’X 
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In general, the subset D; cp(t, x) is convex and closed for every x E H (if 
not empty) and if x + cp(t, x) is convex and lower semicontinuous then 
0; cp coincides with the subdifferential of x + cp(t, x) in the sense of convex 
analysis. There is also an obvious relation between the subdifferential 
D; cp( t, x) and Clarke’s generalized gradient a,q(t, x). More precisely, if 
x + cp(t, x) is locally Lipschitz then D; q(t, x) c a,q(t, x), Vx E H. 
The main result is 
THEOREM 1. Let the general assumptions l-6 be satisfied. Then the 
function cp: [0, T] x H + R is continuous, locally Lipschitz in x for every 
t E [0, T], absolutely continuous in t for every x E D(A) and D; cp(t, x) # @ 
for all (t, x) E [0, T] x H. 
Moreover, 
$-(t,x)+h*(-B*q)+(Ax+Fx,q)=g(x) a.e. tE CO, Z-1 
for all x E D(A ) and some q E D; cp( t, x). (1.10) 
do, xl = cpo(x), VXEH. (1.11) 
If cpo is such that, Vqo(p) E D(A*) for all p E H then 
$t,x)+h*(-B*q)+(Ax+Fx,q)=g(x) a.e. t E [0, T] 
for all x E D(A) and all q E 0.; cp(t, x). (1.12) 
For convenience we do not put the above theorem in the most general 
form. 
Without entering into details we note that Theorem 1 can be extended to 
more general equations of the form 
$+H(t,x, -B*D,cp)+(Ax+Fx,D,cp)=O (1.11) 
where 
and L: [0, T] x H x U+ R is a certain normal integrand convex with 
respect to U. One might expect to obtain similar results for more general 
hamiltonian functions H by associating to Eq. (1.11) an appropriate dif- 
ferential game as in [7]. 
Theorem 1 represents a sharpening of certain results established in [24] 
eventually under more general conditions. 
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We shall see later (Proposition 1) that the function cp is a viscosity 
solution to Eq. (1.1) in the sense of Crandall and Lions [S] (see also [6]). 
Recently these authors utilized this concept to prove existence and uni- 
queness for a large class of Hamilton-Jacobi equations of the form [7, S] 
~+Ho(r.x, cp,D,cp)=O in [0, r] xH (1.12) 
in a general Banach space X with the Radon-Nykodim property. Although 
these results do not explicit treat equations of the form (l.l), likely the 
arguments in [7, S] work in the present situation. Thus the main interest of 
Theorem 1 consists in regularity properties of viscosity solutions which 
under our assumptions are closer to the classical concepts. 
Our next result concerns optimal feedback controls for problem (1.2). 
THEOREM 2. Let the assumptions l-6 be satisfied. Then every optimal 
control u* to problem (1.2) is expressed as a function of corresponding 
optimal state y* by the feedback law 
u*(t)EVh*(-B*Dycp(T-t,y*(t))) Vt E [0, T]. (1.13) 
Equation (1.13) should be inerpreted in the following precise sense: 
u*(t)=Vh*(-B*?(t)) for all t E [0, T] 
and some q(t) E Dy cp(T- t, y*(t)). (1.14) 
Control problems of the form (1.2), (1.3) arise very often as smooth 
approximations of optimal control problems governed by nonlinear 
evolution equations 
y’ + Ay + a+(y) 3 Bu in [0, T] 
(1.15) 
Y(O) =yo 
where a$: H + 2H is the subdifferential of a lower semicontinuous convex 
function $: H + i?. Indeed we may approximate Eq. (1.15) by 
y’ + Ay + V$“( y) = Bu in [0, T] 
(1.16) 
Y(O) = Yo 
where $” is a smooth approximation of $ (see Cl]). In this way we may 
obtain optimal controls of problem (1.2), (1.15) as weak limits for E --+ 0 of 
feedback optimal controls of the form (1.13) corresponding to problem 
(1.2), (1.16). We note that (1.15) represent he general setting for parabolic 
variational inequalities and free boundary problems. 
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2. PROOF OF THEOREMS 1 AND 2 
As noted in Section 1 for every t E [0, T] and x E H the infimum defining 
cp(t, x) is attained; there is (y’, u’) E C( [IO, t]; H) x L2(0, t; U) such that 
cp(c xl =jr MY’(J)) + h(e))) ds+4oo(y’(t)) (2.1) 
0 
( y’)’ + Ay’ + Fy’ = Bu in (0, t); y’(O) = n. (2.2) 
Then according to the maximum principle, there is p’ E C( [0, t]; H) such 
that 
(p’)‘- A”p’- (F(y’))* p’=g(y’) in [0, t] (2.3) 
P’(f) = -Vvo(Y’(t)) 
d(s) = Vh*(B*p’(s)) v’s E [O, t]. 
(2.4) 
The solutions to Eqs. (2.2) and (2.3) are considered in “mild” sense. 
However, if x E D(A) then (y’)’ E L2(0, t; H) and y is Holder continuous on 
[0, t]. Hence the function s -g(y’(s)) is Holder continuous and by 
Theorem 7.1 in [ 10, p. 1681 we infer that p’ is a classical solution to 
Eq. (2.3) on [0, t). Hence uf is Holder continuous on every [IO, S] c [0, t) 
and y’ is a classical solution to (2.2). 
We will prove first the following lemma: 
LEMMA 1. The function cp is continuous on [0, T] x H. For every 
t E [0, T], cp(t, .) is locally Lipschitz and for every XE D(A) the function 
t + q(t, x) is Lipschitz continuous on [0, T]. 
Proof. The proof is identical with that of Lemma 8 in [3, p. 1211 but 
we outline it for convenience. Denote by y(s, x, u) the solution to Eq. (1.3) 
on [0, t]. Since F is Lipschitz on bounded subset we get by assumption 3’ 
the estimates 
ly(~,-v)12~C Ix12+j;lWl:.df) 
( 
for O<sdy (2.5) 
IY(S, x, u)-Y(& 4 u)l d c, b-.4, O<S<l (2.6) 
if II4 Lqo,r,u) d r. 
where r is arbitrary. On the other hand, for a fixed u. E U we have for 
1x1 d r 
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s ’ MY’(S)) + h(a )) ds+ cpo(y’(t)) 0 
Along with assumptions (1.5)-( 1.7) the latter implies that for every r > 0 
there exists o, > 0 such that 
s ; lu’(s)l2,dsbo, for 1x1 <r. (2.7) 
Then by (2.6) and the definition of cp( t, x) we conclude that for every r > 0, 
3 L, such that 
I~(~,x)-cp(G~)l6L, Ix-21 if 1x1, 121 6 1. (2.8) 
as claimed. 
To prove the second part of Lemma 1 we note first that for all 0 <s < t, 
The latter 
[3, p. 1221. 
(JO 
y’+Ay+Fy=Bu in [0, s]; y(0) =x 
= : My’(~)) + Mu’(z))) dr + cp(t -s, Y’(S)). I (2.9) 
follows immediately by definition of cp (see Lemma 9 in 
In particular, we see by (2.8) that 
Idc XI - d- $2 XII d I44t -s, Y’(S)) - cp(t - s, XII 
+ j’(Igb’)l + Mu’)l) dr. 
0 
(2.10) 
On the other hand, it follows by (2.4) and the conjugacy relation (1.7) that 
h(u’(s)) = -h*(B*p’(s)) + (Vh*(B*p’(s)), B*p’(s)). 
Since by (2.2), (2.3), (2.7), lp’(s)l < C for SE [0, t] where C is independent 
of t we infer by Assumption 6 that 
I~(~‘(~))l G c for all 0 6 s d t d T. (2.11) 
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Next we see by Eq. (2.2) that 
I j 
s 
lyr(s)-xl<le-AsX-x~ + e-A(s-r)(Buf(~) - Fy’(z)) dr 
0 
ds lAxI + MS, O<s<t<T 
because as already noted lur(s)l = IVh*(B*p’(s))l d C. 
Thus from (2.8), (2.10), and (2.11) 
lcp(t,x)-q(t-s,x)l <Los for all s E [O, tl 
where Lo is independent of t. This completes the proof of Lemma 1. 
LEMMA 2. For every t E [0, T] there exists 6, such that 
(AY’(J) + FY’(s)> P’(S)) - h*(B*p’(s)) 
+ dY’(S)) = 6, for SE [0, t]. (2.12) 
Proof: Forming the scalar product of (2.2) with (p’)’ and of (2.3) with 
(y’)‘, subtracting the results, and using the obvious formulas 
(MS), P’)‘(S)) = (h*(W(s)))‘; (VdY’)? (Y’)‘) = (g(Y’))’ 
we get (2.12) as claimed. 
For every x E H we set 
TX= { -p’(O);p’ satisfies Eqs. (2.2t(2.4) 
along with some optimal pair (y’, u’)}. (2.13) 
As noted earlier TX # 0 for all x E H. 
LEMMA 3. For all x E H and t E [0, T] we have 
f-x=D,cp(t,x). 
Proof. We will prove first that 
(2.14) 
I-X = 0.; dt, xl V(t, x)e [0, T] x H. 
To this end we fix (t, x0) and consider any solution pf to Eq. (2.3) 
corresponding to some optimal pair (y’, u’). For any z E H we have 
cp(t, xo)- cp(t, x) d jr(g(L) -s(yr)) ds 
0 
+ cpo(FJt)) - cpoh(t)) (2.15) 
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where 
= inf 
i, 
)X(Y~+w)ds+j-~ lu-u’l:ds 
+ cpo(y(t)); Y’ + AY + FY = Bu, y(O) =x 
and 
Y: + AY, + FY r = Bu, 
Y,(O) = x 
in [0, t] 
j: + Ajx + Fj, = Bu, 
L(O) =x0. 
in [0, t] 
By Eqs. (2.16), (2.17) we see that 
lYx(~)-.Fx(~N GC Ixo-XI for TV [0, T]. 
On the other hand, we have 
r’ I-’ 
J (g(Y,)+&))~~+J Iu,-u’l:~~+cpo(Y.~(T)) 
0 0 
G I ; k(Yt) + Mu’)) h+ cPo(Y.i(f)) 
where 
(y;)’ + Ay,; + Fy; = Bu’ in [0, t]; y,:(O) =x0. 
Thus letting x tend to x0 we see by (2.19) that 
cp(t,xo)+limsup rI~.~-u’~~~~d~(t,x,) s -c - xg 0 
because 
501 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
lim inf ! ‘MYJ + W4) ds + cpo(yxV)) 2 cp(c x0). x-.x0 
502 VIOREL BARBU 
Hence for x -+ x0 
llx -+ uf strongly in L2(0, t; U) 
YX~.i./Y’ strongly in C( [0, t]; H). 
(2.20) 
(2.21) 
Then by (2.15) it follows that 
+ (V%W(~))~ A(t) -.J.Jt)) 
+ E Ix”-xl for lxO--xI <6(c). (2.22) 
Let w be the solution to the equation 
w’+Aw+F(y’)w=O in [0, t] 
(2.23) 
w( 0) = xg - x. 
It is easy to see that if Ix0 - xl 6 b(c) then 
I.Frb) -Y,(S) - wb)l GE I% - xl 
Thus by (2.22) we get 
v’s E [O, t]. 
cp(h xo) - ~(6 xl 6 j-i FsW), w) ds + (VRCW(~)L w(t)) 
+ E Ixg-XI for Ix0 - x/ d 6(s). (2.24) 
Now we take the scalar product of Eq. (2.3) with w and integrate on 
[0, t] to get (without loss of generality we may assume that XED(A)) 
d4 XII) - cp(c x) d -(P’(O), w(O)) + 6 I% - XI 
for 1x0-x( G&E). 
Hence -p’(O) E D; cp( t, x0) as claimed. 
Now let y, E D; cp(t, x0) be arbitrary but fixed. According to definition of 
D; cp for every E > 0 there exists 6(s) such that 
x,=argmin{cp(t,x)-(y,,x)+s lx-xX,(; lx-x,, <d(s)}. (2.24) 
Define the function tie, 
Jf+E(X) = 6 Ix - XOI for lx-xOI <b(s) 
=E I~-~o12/rl(~) for lx-xx01 >b(s). 
where V(E) > 0 is sufficiently small. 
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Then by (2.24) we see that for every E > 0, 
46 x0) - (Yo, x) + $EbO) 
= inf(df, xl - (yo, x) + ICI,(x); x E H}. (2.25) 
Consider the optimization problem 
inf 
i!’ 
’ MY(S)) + Mu(s))) & + cPo(Y(f)) 
0 
- (Yo, Y(O)) + $AY(O)L 
(y, U) satisfy (1.8) on (0, t) , (2.26) 
and note that the infimum is attained in such a pair (y,, u,) satisfying 
system (1.8) and y(O) = x0. Indeed, we have 
inf 
i?’ 
r MY) + h(u)) ds + cPo(Y(t)) - (Yo, Y(O)) + $,(Y(O)) (.v.u) 0 
(Y, u) satisfy (1.3) 
I 
- (Y,, xl + $E(x) 
i 
= inf{cp(t, x) - (Y,, x) + (//AX); XE ff}. 
Now applying the maximum principle in problem (2.26) we infer that there 
exists ps E C( [0, t]; H) such that 
P::-A*P,-(F(y,))*P,=VdYJ in [0, t] 
P,(O) + y. E WAY,(O)) = 6 en 0 (2.27) 
PC(f) = --Vvo(Y,:(t)) 
u, = Vh*(B*p,) in [0, t] (2.28) 
wheresgnO=(xEH;Ixl61}. 
On the other hand, we have 
y; + Ay, + Fy, = Bu, in [0, t] 
Y,(O) = x0. 
(2.29) 
504 VIOREL BARBU 
By assumptions (1.5)-(1.7) and the obvious inequality 
s ; MY,) + Mu,)) ds +%(Ye(t)) - (h -%I) 
6 s ; (g(Y) + h(u)) ds +cpo(.Y(t)) - (YOU --%I  
for all (y, U) satisfying (1.3) and y(O) = x,,, we deduce that {u,} is weakly 
compact in L2(0, t; U) and {ye} is compact in C( [0, t]; H). Thus letting e 
tend to zero (on a subsequence) we conclude that 
u, -+ u’ weakly in L2(0, t; U) 
YE-Y’ strongly in C( [0, t]; H) 
where (y’, u’) satisfies Eq. (2.2), y’(O) = x0 and 
rp(t, x0) = j; MY’) + 44) LfJ + cPo(.Y’(t)). 
Similarly, we see by (2.27) that for E -+ 0 
PI. + PI strongly in C( [0, t]; H) 
where pf satisfies Eqs. (2.3), (2.4) and p’(O) = -y,. Hence y, E TX, and the 
proof of Lemma 3 is complete. 
Proof of Theorem 1. We will assume first that Vq,(y) E D(A*) for all 
y E H. Then by Eq. (2.3) we see that pr is continuously differentiable on 
[0, t] and therefore by (2.4) we infer that U’ is Lipschitzian on [0, t]. Then 
by Theorem 3.5 in [IO] we conclude that y’ is a continuously differentiable 
solution to Eq. (2.2). Let x E D(A) be fixed and let t E [0, T] be such that 
cp( ., x) is differentiable at t. By definition of cp we have 
d-&X)--(P(t,X)6 -j’ (g(y’(s))+h(u’(s)))ds I-6 
+cPob’(t - &)I - cPoW(t)) 
and by Lemma 2 and Eqs. (2.3), (2.4) we have 
g (4 xl 3&Y’(t)) + Mu’(t)) + (VcpoW(t)), W)‘(t)) 
= g(y’(t))-h*(B*p’(t))+(B*p’(t),Vh*(B*p’(t)) 
+ (p’(t),Ay’(t)+Fy’(t)-Bvh*(B*p’(t)))=6, (2.30) 
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because in virtue of (2.4), 
h(d) + h*(B*p’) = (u’, B*p’) in [0, t]. 
On the other hand, we have 
&+E,x)-q$~(frx)<~~~+~(g(z’)+h(u’))ds 
+ cpo(Z’(~ + El) - cpo(z’(t)) 
where o’(s) = #l(s) for SE [0, t]; o’(s) = u’(t) for s E [t, t + E] and 
(~0’ + AZ’ + Fz’ = Bo’ in [O,t+&] 
z’(0) =x. 
This yields 
2 (6 xl GtdY’(f)) + Mu’(t)) + (V%(Y’(f)), (y’)‘(t)) = 6,. 
Hence 
t$ (6 xl = 6, = (Ay’(O) + Fy’(O),p’(O)) - h*(B*p’(O)) +g(y’(O)) 
and by Lemma 3 we conclude that 
$&)+(Ax+Fx,q)+h*(-B*q)=g(x) (2.31) 
for all q E D; q(t, x). 
In the general case, consider the sequence { cp;} 
cpfdx) = cPo(e-A”x), E > 0. (2.32) 
Let cp’ be the corresponding function defined by (1.8), i.e., 
$(A xl = j-i My:) + 44)) ds+ cph(y:(t)) (2.33) 
where 
( y;)’ + Ay: + Fy:, = Bu: in [0, t] 
(2.34) 
YE(O) = x. 
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According to the first part of the proof, we have 
$& (t, x) + h*(B*p;(O)) - (Ax + Fx, pi(O)) =g(x) a.e. t E [0, T], 
cpv, x) = 4%(x) (2.35) 
where pi satisfy Eqs. (2.3) (2.4), i.e., 
(p~)‘-A*pl-(F(YB))*p::=g(Y~) in [0, t] 
p:(t) = -e ~A”V~O(eFA*Ey~(t)) 
(2.36) 
24; = Vh*(B*p;) in [0, t]. (2.37) 
By (2.33) and Assumptions 5, 6 we see that (u;} is bounded in 
L’(O, t; U). Therefore on a subsequence, again denoted {E}, we have for 
E--+0 
Uf + ii’ weakly in L*(O, t; U) 
YE-J’ strongly in C( [0, t]; H) 
P’(S) -+ FLY) strongly in H for all s E [0, t] 
where (G’,j’,jY’) satisfy Eqs. (2.2) (2.3) (2.4). Now by (2.1) we have 
and we infer that 
cP,(c xl + cp(t, -x) for E+O 
and 
Then letting E + 0 in (2.35) we obtain for every x E D(A) and a.e. t E [0, T], 
~‘_mo$$(t,x)+h*(B*p’(0))-(Ax+Fx,j’(O))=g(x). 
Since as seen in Lemma 3, j?‘(O) E -D-J cp( t, x) we have 
$(r,x)+h*(-B*q)+(Ax+FxJ)=g(x) a.e. t E [0, T] 
for some q ED; cp(t, x). This completes the proof. 
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Proof of Theorem 2. Let (v*, u*) be any optimal pair in problem (1.2), 
(1.3). Then by the maximum principle we have (see Eq. (2.9)) 
= s 0‘ My*(T)) + Mu*(T))) do +dT-s, Y*(J)) v’s E [O, T]. 
Hence 
cp(T-$3 y*(s)) = /‘My*(T)) +h(u*(T))) dT + cpo(y*(T)) 5 
= inf 
i, 
T (g(y) + h(u)) dT s 
+ cpo(y(T));y+Ay+t;y=Bu in [s, T]; 
Y(S) = Y*(s) 
i 
V/SE [O, T]. (2.38) 
Then there is PE C([s, T]; H) such that (see Eqs. (2.3) (2.4)) 
P’-A*P-(F’(y*))*P=Vg(y*) in [Is, T] 
P(T) = -VW&Y*(T)) 
U*(T) =Vh*(B*p(z)) VTE [s, T]. (2.39) 
Now by Lemma 3 we have 
-pb)~D,cp(T--s,y*b)) VSE [0, T] (2.40) 
and along with (2.39) the latter yields (1.13) as claimed. 
DEFINITION ([S, 61). The continuous function ‘p: (0, T) x H-+ R is a 
viscosity solution of (1.1) provided for all tj E C’( (0, T) x H) 
if cp - $ attains a local maximum at (t, x) E (0, T) x D(A) 
then (a$/&)(?, x) + h*( -B*D,ll/(t, x)) + (Ax + Fx, 
D.x$(4 x)1 G g(x) (2.41) 
and 
if cp - $ attains a local minimum at (t, X) then (aq/Jt) 
(4 xl + h*(-B*D.x+(t, x)) + (Ax + Fx, D,ll/(t, x)) > 
g(x)* (2.42) 
409/12OJ2-8 
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PROPOSITION 1. Under assumptions 1-6, cp is a viscosity solution to 
Eq. (1.1). 
Proof: If cp - II/ attains a local maximum at (t, x) then we have 
cp(t, x) - IC/(t, xl 3 cp(t - $9 Y(S)) - Il/(t - $3 Y(S)) for O<s<t 
where 
y’+Ay+Fy=Bu in [0, s] 
y(0) =x. 
This yields (see (2.9)) 
(2.43) 
Hence for u sufliciently smooth and x E D(A) we have 
Finally, by the conjugacy formula (1.7) we have 
$1,x)+ Ax+Fx,g(t,x) ( ) ( +h* -B*g (t, x) <g(x). ) 
If cp(t, x) - t+b(t, x) attains a local minimum at (t, x) then 
cp(t, x) - $(t, xl d cp(t -3, Y’(S)) - Il/(f -s, Y’(S)) v/s E [O, t] 
where (y’, u’) is optimal in problem ( 1.8) (see (2.1) then again by (2.9) we 
have 
(2 -s) -‘($(t, xl - IC/(f - $2 Y’(S))) 
d (t-s)-‘jj(g(y’(~))+h(u’(r)))d~. 
0 
Hence 
, h’(0) -Ax - Fx 
> 
>g(x) + h(u’(0)) 
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and by Eq. (2.4) we see that 
$,x)+h* II*-(t x) + -((t,x),Ax+Fx &g(x) ( 2 ’ ) (E ) 
as claimed. 
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