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Introduction
This paper is concerned with the existence of critical points of strongly indefinite functionals ,: X Ä R. Here X is a Hilbert space and , # C 1 (X, R) is of the form ,(x)= if there are only finitely many negative or finitely many positive eigenvalues (always counted with their multiplicities).
The study of strongly indefinite functionals is motivated by a number of problems from mathematical physics. They appear for example in the search for periodic solutions of Hamiltonian systems or of the one-dimensional wave equation, or when one is interested in (weak) solutions of boundary value problems for systems of elliptic equations. In many applications the original problem is symmetric with respect to some symmetry group G. This implies that G acts on X and that , is invariant with respect to this action, that is ,( gx)=,(x) for every g # G and x # X. We shall assume throughout this paper that G is a compact Lie group acting on X via orthogonal linear maps. As a consequence, each critical point x of , gives rise to a whole G-orbit Gx=[ gx: g # G] of critical points. Moreover, one expects that symmetry forces the existence of multiple critical G-orbits. This was already observed by Lusternik and Schnirelmann [26] in the early days of minimax theory.
The basic idea of Lusternik Schnirelmann theory is that there must exist a critical value of , in the interval [a, b] if the sublevel set , b :=[x # X: ,(x) b] cannot be deformed into , a (provided the Palais Smale condition holds). More precisely, the number of critical points of , in , b &, a can be estimated from below by the difference of the (Lusternik Schnirelmann) categories of , a and , b , or by the relative category of (, b , , a ). The difficulty in the case of strongly indefinite functionals can already be illustrated with the quadratic functional ,(x)= 1 2 (Ax, x). If A is non-degenerate then it has precisely one critical point, namely the origin which is in general a saddle point. The sublevel sets , &= and , += , =>0, are not homotopy equivalent if, and only if, A has a finite-dimensional negative eigenspace. Thus the saddle point 0 of , does not affect the topology of the sublevel sets if , is strongly indefinite. Rabinowitz was the first one to find critical points of a strongly indefinite functional ,. In [29] he restricted , to finite-dimensional subspaces of X, found critical points for the finitedimensional problems and controlled these critical points when the dimension of the subspaces became arbitrary large. In that paper the symmetry group was S 1 acting on a space of periodic functions via time shifts. Amann and Zehnder reduced in [1] , [2] the indefinite problem to a finite-dimensional one with the help of the saddle-point reduction. However, this required various additional assumptions which are not really necessary. They obtained multiple solutions for even functionals, so G=ZÂ2. Benci and Rabinowitz showed in [13] that the original idea of critical point theory works if one restricts the class of deformations. They proved the existence of a critical point in , b &, a by showing that , b cannot be deformed into , a using only deformations which have the form of the negative gradient flow of ,. This has been extended to certain symmetric situations by Benci [12] who introduced various index and pseudo-index theories whose definitions, however, depended on the topology of the sublevel sets of ,. Benci considered more general symmetry groups than ZÂ2 or S 1 . On the other hand, he required a certain dimension property for the finite-dimensional G-invariant subspaces of X which severely restricts both the class of groups G and the class of G-Hilbert spaces X. We also want to mention the work of Szulkin [34] , [35] who defined a relative category cat which depends on a class D of deformations similar to those of [13] ; see also [16] for a relative category in the equivariant context. Szulkin [35] also introduced a Morse theory for strongly indefinite functionals.
In this paper we pursue another approach which is based on a different extension of the Lusternik Schnirelmann category, the limit relative category of Fournier et al. [21] . This version of the category uses a Galerkin type approximation which reduces the study of strongly indefinite functionals to a semidefinite situation, but not to a finite-dimensional one. The approximation is incorporated in the definition of the category. This has the effect that one can deal with strongly indefinite functionals as if they were semidefinite. As a result one gains a great simplication of the proofs of several critical point theorems as well as some new results for very general classes of symmetries.
It is best to illustrate this with an example. Let X=Y ÄZ be an orthogonal decomposition of the Hilbert space X and Y 1 /Y 2 / } } } be an increasing sequence of subspaces of Y such that n 1 Y n is dense in Y. Consider an even functional ,: X Ä R which is semidefinite if restricted to X n :=Y n Ä Z. We assume the following mountain pass conditions: (MP 1 ) There exists :>0 and =>0 such that ,(x) : for every x # Z with &x&==.
(MP 2 ) For every finite-dimensional subspace V of X there exists R>0 such that ,(x) 0 for every x # V with &x& R.
The symmetric mountain pass theorem guarantees an unbounded sequence of critical values of , provided the Palais Smale condition holds. This has been shown in the seminal paper of Ambrosetti and Rabinowitz [3] if dim Y< . In our generalization we can still weaken (MP 1 ) and (MP 2 ) in several ways which are useful for applications. In addition we can deal with the case where , is only even with respect to the Z-variable. Thus the group action may have an infinite-dimensional fixed point set. We shall see that it suffices to show that the ZÂ2-equivariant limit category of the pair (X, , 0 ) is infinite. By definition, this amounts to showing that the usual ZÂ2-category of the pair (X n , , 0 n ) is infinite, where , n :=, | X n . This is precisely what one has to prove in the semidefinite case. We reduce the computation of the equivariant category of (X n , , 0 n ) to a Borsuk Ulam theorem in an elementary and short way. Thus even in the semidefinite situation our proof is new and simpler than the one of Ambrosetti and Rabinowitz at least if G=ZÂ2. Moreover, we can weaken the assumptions of the mountain pass theorem and we can deal with much more general symmetries than even functionals or those considered by Benci. For general Lie groups additional difficulties arise which are not present in the case G=ZÂ2, namely the existence of group orbits of different topological types. In order to treat these cases we have to use more complicated topological machinery. However, this will only be needed in the proofs of the Borsuk Ulam type theorems. We are not aware of any index theory (like the genus for G=ZÂp) which would allow to extend the original proof of Ambrosetti and Rabinowitz to the general case we consider.
At this point one should mention that the compactness condition which is needed in this approach is slightly different from the standard Palais Smale condition (PS). It is a combination of the (PS)*-condition introduced by Bahri and Beresticky [4] and Li and Liu [25] and the weak (PS)-condition introduced by Cerami [15] and Bartolo et al. [5] .
We shall apply the mountain pass theorem to the elliptic system
for x # 0, where 0/R N is a smooth bounded domain. We take Dirichlet boundary conditions. We shall prove the existence of infinitely many solutions provided the following conditions hold:
F(x, v, w) grows superquadratically in w for x # 0 0 where 0 0 is an open subset of 0; that is, there exist a 1 , a 2 >0, + 1 >2 such that
F grows nonquadratically at infinity in the sense of Costa and Magalha~es [17] .
F is even in w: F(x, v, w)=F(x, v, &w).
The second and third condition are implied by the usual superquadraticity condition but they are much weaker. The last assumption implies that we have to deal with an infinite-dimensional fixed point set. The associated functional , is defined on H Singe F is only superquadratic in w for x in some subset of 0 even the condition (MP 1 ) is not satisfied and has to be weakened.
The paper is organized as follows. In 92 we define the equivariant limit category and develop the corresponding minimax theory. This parallels the usual theory so that a short presentation suffices. In 93 we state and prove two indefinite versions of the symmetric mountain pass theorem. The proofs consist of a reduction to a Borsuk Ulam theorem. In 94 we prove a linking theorem again by finding a simple reduction to a Borsuk Ulam type theorem. We illustrate our results in 95 with an application to an elliptic system. Finally in 96 we collect those Borsuk Ulam type theorems which we used in the proofs of the critical point theorems. Here we prove new relative versions of the Borsuk Ulam theorem for different classes of Lie groups.
The Equivariant Limit Category
Let G be a compact Lie group. By a G-space X we mean a topological space together with a continuous map G_X Ä X, ( g, x) [ gx, satisfying ex=x and ( gh)x=g(hx) where e is the identity element of G and
denotes the H-fixed point set. This is in general not invariant. It is invariant under the action of the normalizer NH of H in G, so it may be considered as an NH-space. Given x # X the set Gx=[ gx: g # G] is the G-orbit of x. G-orbits are the minimal nonempty invariant subsets of X. A map f :
We sometimes write f : X w Ä G Y to denote a G-map. We fix a G-space X which we assume to be a G-ANR for simplicity. By definition, this means that X is a metric G-space which satisfies the following equivalent conditions:
(ii) For every closed G-subset A of a metrizable G-space Y and every G-map A Ä X there exists a continuous equivariant extension
Standard examples of G-ANRs are open subsets of G-Banach spaces and their equivariant retracts. For the purpose of this paper it suffices to assume that X is a Hilbert space on which G acts via orthogonal linear maps, a G-Hilbert space for short. A general reference for G-ANRs and their properties is the paper [28] by Murayama.
We also fix a set A of G-ANRs. We are only interested in the case where the elements of A are compact G-manifolds (these are always G-ANRs). A good example to keep in mind is the set of all homogeneous G-spaces GÂH, where H is a closed subgroup of G. Observe that a G-orbit Gx is a homogeneous G-space GÂH with H=G x =[ g # G: gx=x], the isotropy group of x # X.
Given (ii) For i=1, ..., k there exists a continuous deformation
If G=[e] is trivial and A contains only the one point space then A-cat X (Y) is the usual category of Y in X. Relative versions have been introduced in [31] , [19] , [22] , [16] . In the equivariant context the one point space has to be replaced by the set of homogeneous G-spaces GÂH. They should be thought of as``equivariant points''. In our more general setting the elements of A have to be considered as``A-points'' and a G-map A Ä X as an``A-point in X ''. If the elements of A are subsets of X and the maps A i Ä X in (ii) are inclusions then (ii) just says that U i <A i (rel. <).
Now let F=(X n : n 1) be a family of closed G-subsets
Definition 2.2. Given G-invariant subsets Z/Y we define the limit A-category of (Y, Z) in X with respect to F by
The non-equivariant version of the limit relative category is due to Fournier et al. [21] . Clearly we have A-cat
X has the usual properties of the category. The following proposition is an easy consequence of the corresponding one for A-cat X (see [16] ).
Now we can formulate the Lusternik Schnirelmann theory using the limit A-category. For simplicity we assume that X is a G-Hilbert space and F=(X n : n 1) is a family of closed G-invariant linear subspaces of X.
Definition 2.4. We say that , satisfies the Palais Smale condition with respect to F at the level c # R, denoted by (PS) (i) Every bounded sequence (x j : j 1) with x j # X nj , n j Ä , and ,(x j ) Ä c, {(, | X nj )(x j ) Ä 0 has a subsequence which converges in X to a critical point of ,.
(ii) There exist constants _, R, :>0 and n 0 # N such that for every n n 0 and every u # X n with &u& R and ,(u)
In the case F=[X] this weak version of the standard Palais Smale condition has been introduced by Cerami in [15] and applied by Bartolo, Benci and Fortunato in [5] to strong resonance problems. If 2.4(i) holds also for unbounded sequences then (ii) is automatically satisfied. In that case one arrives at the (PS)* c -condition introduced by Bahri and Berestycki [4] and Li and Liu [25] . Observe that {(, | X nj )(x j ) Ä 0 is weaker than {,(x j ) Ä 0. Therefore it does not suffice to show that (x j ) has a convergent subsequence. One has to prove in addition that the limit is in fact a critical point of ,.
Proposition 2.5. Suppose X is a Hilbert space and the gradient of , # C 1 (X, R) has the form {,=A+K where A: X Ä X is a Fredholm operator and K # C 0 (X) is completely continuous. Then , satisfies condition 2.4(i) provided n 1 X n is dense in X.
Proof. Let (x j : j 1) be a sequence as in 2.4(i). By assumption it is bounded, hence x j ( x weakly in X after passing to a subsequence. Let P nj : X Ä X nj be the orthogonal projection. Observe that
it follows that P nj Ax j Ä Ax, hence Ax j Ä Ax. Consequently we have x j Ä x because ker A is finite-dimensional. Clearly {,(x)=lim P nj ({,(x j ))=0. K It turns out that the Palais Smale condition 2.4 suffices to prove a deformation lemma. (b) We may assume that
be the open R-ball around 0 in X. Since U \ _ B R is bounded, 2.4(i) implies that there exist n 0 # N, 0<=~<$ and b>0 such that &{(, | X n )(x)&>b for every n n 0 and
Now follow the proof of Theorem 1.3 in [5] with f=, | X n : X n Ä R, n n 0 , to obtain a deformation
(c) Follows easily from part (b). K
As a corollary we obtain Proposition 2.7. If , satisfies 2.4 for some c>c 0 then 
:
where
c0 )= then , has an unbounded sequence of critical values c j Ä . K
The Mountain Pass Theorems
Let X be a Hilbert space with an orthogonal action of a compact Lie group G and consider a G-invariant C 1 -function ,: X Ä R. In our version of the symmetric mountain pass theorem we want to allow a very general class of symmetries on the one hand and a weak version of the usual mountain pass conditions on the other hand. Let us introduce the symmetries first.
The original symmetric mountain pass theorem dealt with even functionals where ,(&x)=,(x). Here G=ZÂ2 acts on X via the antipodal map. Observe that in this case all orbits Gx=[\x] consist of two points except for the fixed point x=0. Similarly, if G=S 1 there are precisely two topological types of orbits, namely the fixed points where Gx=[x] and all other orbits where Gx is homeomorphic to a circle. The orbits in this second class can be further classified by their isotropy group Gx=[ g # G: gx=x] which may be any finite subgroup of G=S 1 . Thus they are not equivariantly homeomorphic. However we shall see that only the non-equivariant topological type of the orbit plays a role in our considerations.
In the more general situation of an arbitrary compact Lie group G a difficulty arises which is not present in the cases where G is ZÂ2 or S 1 or when the action is free in X&X G . Namely, there may exist orbits of many different topological types. We need to restrict the topological types of the critical orbits we are looking for. More precisely, assuming ,(0)=0 we are interested in finding critical orbits above the level 0. Thus we need an additional condition on the orbits appearing in X&, 0 =[x # X: ,(x)>0].
(S 1 ) There exists a prime number p which divides the Euler characteristic /(Gx) of any orbit in X&, 0 . In other words, ,(x) 0 if p does not divide /(Gx).
In particular, ,(x) 0 for all fixed points of the action. If G is finite then /(Gx) is the number of elements of Gx. For the antipodal action on X we take p=2 and then (S 1 ) just says ,(0) 0. For G=S 1 observe that /(Gx)=0 if x is not a fixed point of the action. Thus (S 1 ) requires ,(x) 0 for all fixed points of the S 1 -action. It is interesting that only the Euler characteristic, one of the weakest topological invariants, is relevant in our context.
One can also reformulate the (S 1 ) condition in terms of fixed points if one reduces the group action as follows. Let T be a maximal torus of G, N be its normalizer and ?: N Ä W be the projection onto the Weyl group W :=NÂT. Let W p be a p-Sylow subgroup of W and N p :=? &1 W p . N p has the following property: For every subgroup H of G, p divides the Euler characteristic /(GÂH) of GÂH iff N p is not subconjugate to H. A proof can be found in [7] , Corollary 3.3.
Recall that K is said to be subconjugate to H, (K) (H), if gKg &1 /H for some g # G. Observe that (K) (H) iff (GÂH) K {<. Thus condition (S 1 ) may be rewritten as follows:
This is exactly the symmetry condition stated in [11] . We set Y :=X 
, 2, respectively. We assume that , satisfies the Palais Smale condition 2.4 with respect to the family
for every c>0. Next we state the mountain pass type conditions.
(MP 1 ) There exists :>0 and \>0 such that ,(x) : for all x # Z 2 with &x&=\.
(MP 2 ) For every n 1 there exists R n >0 such that ,(x)<0 for x # Y n Ä Z 2 n with &x& R n . A few remarks are in order. The Palais Smale condition implies that
This fact is actually useful in applications as we shall see in 95. Also observe that there are no assumptions on , | Z 1 nor on the dimensions of Y or Z 1 . So Theorem 3.1 holds for strongly indefinite functionals with possibly infinite-dimensional fixed point sets. Thus, even for G=ZÂ2, it is more general than its former versions [3] , [20] , [11] , etc. Finally we want to mention that we are not aware of any index theory in the sense of [12] or [8] which one could use to prove Theorem 3.1 as in the original approach of Ambrosetti and Rabinowitz [3] , [30] . We refer the reader to [9] for a survey concerning the existence of index theories for various symmetry groups.
Before proving Theorem 3.1 we state another mountain pass theorem which involves a different symmetry condition which is quite useful in applications. We start with some definitions.
A representation V of a compact Lie group G is said to be admissible if there exists a closed subgroup H of G and a normal subgroup K of H of finite index in H with HÂK solvable, V H =0 and V K {0. Recall that a compact Lie group G is solvable iff there exists a sequence G 0 /G 1 / } } } /G r =G of subgroups of G such that G 0 is the maximal torus T of G (possibly trivial) and G i is a normal subgroup of G i+1 of finite index p i (a prime) so G i+1 ÂG i =ZÂp i . In particular, every abelian group is solvable. The orthogonal group O(2) is also solvable.
A typical example of an admissible representation is when the maximal torus T of G acts with fixed points on V&0 whereas the action of the normalizer N is fixed point free, and the Weyl group W=NÂT is solvable. If G itself is solvable then every representation without nontrivial fixed points is admissible. See [6] , [7] for an equivalent description of admissibility which is closely related to Borsuk Ulam type theorems.
Again we consider a G-Hilbert space X and a G-invariant C 1 -function ,: X Ä R. We assume that we have a decomposition X=Y Ä Z 1 Ä Z 2 into G-invariant subspaces of X and that the subspaces Y n , Z
The next theorem extends a previous result in [6] . 
This happens in the important special cases where G=ZÂ2 or G=S 1 and the A i are non-trivial G-orbits. Clearly A 1 V } } } V A m is a G-space if all A i 's are G-spaces. G acts on the a i -components leaving the t i -components fixed.
Let G p be the set of all homogeneous G-spaces GÂH such that p divides their Euler characteristic /(GÂH). According to (S 1 ) every orbit in X&, 0 is equivariantly homeomorphic to an element of G p . Lemma 3.3. Suppose ,: X Ä R satisfies (MP 1 ), (MP 2 ) and (S 1 ). Assume moreover that k : Proof. Let X n =U 0 _ U 1 _ } } } _ U k be a covering as in 2.1. Then
which leaves the points in , 0 & X n fixed. We may assume that this map is the restriction of a G-map '~0 :
2 , so composing with the obvious retraction we obtain a G-map
which is the identity on O & Y n =S \ Y n . On the other hand 2.1(ii) gives us G-maps
.., k. Via a partition of unity (? i : X Ä R: i=0, 1, ..., k) subordinated to the given covering of X n we obtain a G-map
If G is a finite p-group then the (relative) Borsuk Ulam theorem 6.1 together with Lemma 3.3 imply Finally we prove Theorem 3.1 in the general case by showing that there is a finite p-group P/N p such that the map ' from Lemma 3.3, considered as a P-map, still has the property of being the identity on the P-fixed point sets. These will actually be the same as the N p -fixed point sets. The Borsuk Ulam theorem 6.1 will do the rest.
Recall the definitions of N p and W p at the begining of this section. If p r is greater than the order of W p , then
is a finite p-group [23] . We look again at the map
constructed in 3.3 and choose r large enough so that P is neither subconjugate to any of the isotropy subgroups of Z 1 n &0 nor to any of the
Proof. Let z # (Z 2 m ) P for some m n, and let X 1 =Y n ÄRz be the space generated by Y n and z. Then all points in X 1 are fixed under P. Now look at the covering U 0 , U 1 , ..., U k of X n constructed in the proof of 3.3. For i=1, ..., k, U i is mapped onto GÂH i which, by construction of P, is P-fixedpoint free. This implies X 1 /U 0 . The deformation U 0 <X n &S \ Z 2 rel. , 0 & X n restricts to a deformation 
we have that
This deformation at time t=1 induces a retraction
of a finite-dimensional sphere onto a subsphere of it. Therefore D 1 must be equal to D 0 , hence z=0 K
We now apply Theorem 6.1 to the restriction of the map ' to (Y n Ä Z 2 ) & O, in order to obtain a contradiction to the assumption in 3.3 that
for some n 1. Theorem 3.1 now follows from 2.8. K
The Linking Theorem
Let G be a compact Lie group and let T be a maximal torus T=S 
(L 2 ) There exists \>0 such that ,(x) c for all
(S) The maximal ( p-)torus T of G acts without fixed points on Proof. Let A :=[GÂH : (T) (H)]. Then, because of (S), every critical G-orbit of , with value in [c 0 , c ] belongs to A and Theorem 2.8 says that , has at least A-cat F X (, c , , c0 ) critical G-orbits. We shall show that for every n 1
is greater than or equal to the numbers given above. Fix n, and let
be a covering as in 2.1. The corresponding deformations at time t=1 give G-maps
Glueing these maps together via a partition of unity (as in the proof of 3.3) and restricting to S \ (X
whose restriction to the T-fixed point sets is the identity map of (S \ X 1 n ) T . Now apply the Borsuk Ulam Theorem 6.2. K As for the mountain pass theorems, we have also reduced the linking theorem 4.1 in a quite simple and straightforward manner to a Borsuk Ulam problem: Find the smallest number k(n) such that a G-map ' as above does exist. For G=ZÂ2 or G=S 1 one can prove these relative Borsuk Ulam theorems without using the somewhat fancy machinery which is only needed for the general case. 
If an index theory with the dimension property exists then Benci proves (in the situation of Theorem 4.1, essentially) the existence of at least (dim X 2 &dim X 4 )Âd critical G-orbits. Such an index theory exists if G is a torus or a p-torus. Then we have d=2 or d=1, respectively. Thus for ( p-)tori our result coincides with Benci's. For other symmetry groups our approach seems to be more general and usually leads to better estimates. Index theories with the dimension property are quite special. We refer the reader to [9] for a discussion of index theories. Moreover, even if the dimension property holds then I(SV)=1 if dim V=d and V & X G =[0]. In applications to critical point theory one wants to count the number of critical G-orbits, so one would like to have I(Gx)=1 for x # X&X G . If G=ZÂ2 or S 1 then a G-orbit is the same as a unit sphere; similarly, if G=SU(2) acts freely in X&X G . In general however, the sphere SV consists of a continuum of G-orbits and should not count as 1. 2 ) as &x&Ä . For simplicity we assume that both A and B are non degenerate self-adjoint operators X Ä X. Let X & be the negative eigenspace of A and X + be the positive eigenspace of B. In the notation of 4.1 we have
The hypotheses (L 1 ) and (L 2 ) are satisfied in this case.
(b) As an example we sketch an application to asymtotically linear Hamiltonian systems. Let H : R 2N Ä R be of class C 2 with H(0)=0, H$(0)=0. We set A :=H"(0) and assume H can be written as H(z)= 1 2 (Bz, z) +o(|z| 2 ) for |z| Ä . We are interested in periodic solutions of the Hamiltonian system
Suppose also that a compact Lie group G/O(2N) acts on R 2N such that
The action is then said to be generalized sympletic. Let _ :
. Thus one periodic solution of (4.4) gives rise to a whole G-orbit of periodic solutions. In this setting Theorem 4.1 can be used to count the number of nontrivial {-periodic G-orbits of periodic solutions. We refer the reader to [12] , 95, where the nonsymmetric case G=[e] has been studied, and to [10] or [7] , Chapter 9, where symmetric Hamiltonian systems have been investigated, although not the asymptotically linear case. We just mention how the group G enters in the functional analytic framework.
We set X=H 1Â2 (RÂZ, R 2N ) and consider the action integral
Critical points of , correspond to {-periodic solutions of (4.4). Observe that both G and S 1 act on X. These actions combine to an action of the semidirect product 1=S 1 < G on X. The elements of 1 are pairs #=(%, g) # S 1 _G and the multiplication is given by
1 is a compact Lie group. It acts on X as follows:
for #=(%, g) # 1 and x # X.
One easily checks that , is 1-invariant. Also (L 1 ) and (L 2 ) hold provided the linearized system z* =JBz has no {-periodic solutions. (Then , is nondegenerate at infinity). The maximal torus of 1 is T=S 1 _TG where TG is the maximal torus of G. The fixed points of T are the constant functions x # X whose image lies in the fixed point set of the maximal torus of G on R 2N : x(t) # (R 2N ) TG for every t # R. Thus the symmetry assumption (S) can be checked by looking at the constant functions. The existence of nontrivial {-periodic solutions of (4.4) now depends of course on the linearization of , near 0 and near infinity, that is on A and B. We leave the details of this program to the interested reader.
Applications
In this section we illustrate the mountain pass theorem with an application. We consider the elliptic system
for x # 0, where 0/R N is a bounded domain with smooth boundary. We take Dirichlet boundary conditions
The nonlinearity F satisfies the following conditions
(F 2 ) There exist c>0 and 1 p<(N+2)Â(N&2) such that for all
There exist an open subset 0 0 of 0 and constants a 1 , a 2 >0, + 1 >2 such that
for all x # 0 0 and v, w # R.
By (F 2 ) the nonlinearity grows subcritically. In particular, we see that for q :=p+1 and some constant b>0
(F 4 ) says that F(x, v, w) grows superquadratic in w provided x # 0 0 . Comparing (F 2 ) and (F 4 ) we obtain + 1 q=p+1. Condition (F 4 ) is a weak version of the condition introduced by Ambrosetti and Rabinowitz in [3] , where
holds for all x # 0 and |u| large. This implies
for some positive constants a 1 , a 2 . We need one more condition which quarantees that F(x, u) grows nonquadratic in u for |u| Ä for all x # 0.
This condition has been introduced by Costa and Magalha~es in [17] . Comparing (F 2 ) and (F 5 ) we get + 2 q. Observe that if (5.4) holds then (F 5 ) follows with + 2 =+ 1 .
Theorem 5.5. Suppose F satisfies (F 1 ) (F 5 ) and one of the following symmetry conditions:
Then there exist infinitely many solutions of (5.1), (5.2).
Proof. We consider the functional
As a norm in X we take for u=(v, w)
Conditions (F 1 ) and (F 2 ) imply that , # C 1 (X). It is well known and easy to check that critical points of , are (weak) solutions of (5.1) and (5.2). We want to apply the mountain pass Theorem 3.1.
For simplicity we only treat the symmetry condition (F 6 ). The other condition (F$ 6 ) is more standard and can be treated similarly. Setting The decomposition Z=Z 1 Ä Z 2 will be defined below. The subspace Z 1 will be finite-dimensional and we set Z Clearly, n 1 X n is dense in X because n 1 Y n is dense in Y.
We first show that , satisfies the Palais Smale condition 2.4 with respect to F at any level c # R. Since the nonlinearity grows subcritically by
Thus we obtain
Here &&& +2 denotes the L +2 (0)-norm. Now ,(u j ) is bounded and
Similarly we obtain
Adding these two inequalities and using (F 2 ) yields (recall that q=p+1)
Next recall that (if N>2)
If N=1, 2 we choose r>q large enough; see below. Let t # (0, 1] be defined by
Then the following inequality holds (see [17] ):
We plug this into (5.6) and obtain
Here we also used that &u j & +2 is bounded. By definition we have
and t=+ 2 (r&q)Âq(r&+ 2 ). This implies (1&t) q<2, hence &u j & must be bounded by (5.7) . This is a contradiction! If N=1, 2 we choose r big enough so that + 2 >r(q&2)Â(r&2). This is possible since we assumed + 2 >q&2 if N=1, 2. Then we argue as above. This proves the Palais Smale condition 2.4. Next we prove the symmetry condition (S). We have to show that ,(u) 0 if p=2 does not divide /(Gu), that is, if u=(v, 0). Using (F 3 ) this follows easily:
In order to see (MP 1 ) we first have to define the decomposition Z=Z 1 Ä Z 2 . Let 0<* 1 <* 2 * 3 } } } be the eigenvalues of &2 on H 1 0 (0) and let e j , j 1, be the corresponding eigenfunctions. We want to set
and Z 2 :=(Z 1 ) = /Z. Thus we have to show that for k sufficiently large there exist :>0, \>0 such that ,(u) : provided u=(0, w), w # Z 2 , &w&=\. This can be seen in a standard way (cf. [30] or [33] for example): Here q=p+1 and r is defined by rÂ2+(q&r)Â2*=1; 2*=2NÂ(N&2). We used (F 2 ), Sobolev's and Ho lder's inequality. Now (MP 1 ) follows because r>0 and * k Ä as k Ä 0. In fact, we may set \=2-c 2 +1, : :=1 and choose k large enough so that c 1 * 
Relative Borsuk Ulam Theorems
Let G be a compact Lie group and V and W be normed G-vector spaces, that is, they are normed vector spaces and the linear action of G preserves the norm. We also assume that V G has a G-invariant complement in V. We consider a neighborhood O of 0 in V such that V m & O Ã is bounded for some sequence V G /V 1 /V 2 / } } } /V of finite-dimensional G-invariant linear subspaces of V. In particular, dim V G < . 
Let T/G be a maximal torus T=S 1 _ } } } _S 1 of G if dim G>0 and a maximal p-torus T=ZÂp_ } } } _ZÂp if G is finite.
. Assume there exist closed subgroups H 1 , ..., H k of G such that T is not subconjugate to any of them, and a G-map 
Thus even if V was a G-Hilbert space in the beginning we have now replaced it by V which is a normed G-vector space, but not complete (except in the case dim V < which we have to show).
In the next step we construct a G-map : 
Altogether we obtain a G-map
which has the property that its restriction to the fixed point set is a homotopy equivalence:
In order to complete the proofs of Theorems 6.1 and 6.2 we need to use certain G-equivariant cohomology theories of so-called Borel-type. This means they are obtained by applying a non-equivariant cohomology theory to the Borel-fibration. Let us briefly recall what this is. For every compact Lie group G there is a contractible G-space EG on which G acts freely. Its orbit space BG :=EGÂG is known as the classifying space of G. Given a G-space X we write X_ G EG for the orbit space of X_EG with the diagonal action. The projection X_EG Ä EG induces a map p X : X_ G EG Ä BG of the orbit spaces which is a fibration with fibre X, called the Borel-fibration. Every G-map X Ä Y induces a fibre-preserving map X_ G EG Ä Y_ G EG over BG.
Given a (non-equivariant) multiplicative cohomology theory h* we obtain a G-equivariant cohomology theory h* G (see [16] , 4.1) by defining h* G (X, X$) :=h*(X_ G EG, X$_ G EG) for every pair of G-spaces (X, X$). The multiplicative structure of h* furnishes the coefficient group h* G (pt)=h*(BG) with a graded ring structure and induces an h* G (pt)-module structure on h* G (X, X$) by !:
Examples of h* are singular cohomology H*(&;R) with coefficients in a ring R or stable cohomotopy ?* (cf. [36] ). The corresponding Borelcohomology theories, H* G (&;R) and ?* G , will be used to prove the theorems 6.2 and 6.1, respectively.
Multiplicative G-equivariant cohomology theories provide lower bounds for the equivariant category which generalize the classical cup-length. Let A be a set of G-spaces. The following result was proved in Proposition 4.3 of [16] . Proposition 6.3. If A-cat X (X, X$)=k then there exists A 1 , ..., A k # A such that for every multiplicative G-equivariant cohomology theory h* G , every ! # h* G (X, X$) and every : i # ker(h* G (pt) Ä h* G (A i )); i=1, ..., k, the product !: 1 } } } : k is zero. K Theorem 6.1 will follow easily from 6.3 and the following two propositions. The first one is easy, the second one uses very deep results in stable cohomotopy.
Proposition 6.4. Let X be a G-space which is (non-equivariantly) contractible. Then, for every Borel-type cohomology theory h* G , the map X Ä pt induces an isomorphism h* G (pt)$h* G (X).
Proof. This follows immediately from the fact that p X : X_ G EG Ä BG is a fibration with contractible fiber X, therefore a homotopy equivalence (see [32] , 7.6.24). K Proposition 6.5. Let G be a p-group and U a normed G-vector space with dim U= , dim U G < and such that U G has an invariant complement U$. Then there exist : # ?* G (pt) and ! # ?* G (SU, SU G ) such that (i) : # ker (?* G (pt) Ä ?* G (GÂH)) for every proper subgroup H of G.
(ii) !: k {0 for all k # N.
Proof. Let A(G) be the Burnside ring of G (cf. [18] , 7.6.7). Since G is a p-group, the map A(G) Ä A (G) into the completion with respect to the augmentation ideal I(G)=ker(A(G) Ä Z) is a monomorphism according to [24] . Carlsson's proof of the Segal conjecture in [14] says that the natural map A (G) Ä ? k {0 for all k # N. Now let U$ be an invariant complement of U G in U. Since dim U$= , SU$ is contractible and ?* G (pt)$?* G (SU$ is an isomorphism it follows from the five-lemma that
is an epimorphism. Now take Borel stable cohomotopy ?* G and let : and ! be as in 6.5 with U=V _R, so SU$S V . ! comes from an element !$ # ?* G (7K, S W G ). But, since 7K is a compact G-ANR, k :=A-cat K (7K, S W G )< for A=[GÂH: H 3 G]. Thus, by 6.3, !$: k =0. Hence !:
k =0 contradicting 6.5. K Proof of Theorem 6.2. Using the map constructed above we can prove Theorem 6.2 by a spectral sequence argument as in the appendix of [10] . For the reader's convenience we sketch the argument here. A good reference for spectral sequences is McCleary's book [27] .
We first treat the case where G is finite, so T=ZÂp_ } } } _ZÂp. Let H* T be Borel (singular) cohomology H* T (X, X$) :=H*(X_ T ET, X$_ T ET ) with ZÂp cofficients (which we omit in the notation), and let : S V Ä 7K be as above.
induces a map of the (relative) Leray-Serre spectral sequences ) is an isomorphism by hypothesis. Therefore dim V dim 7K=dim W+k. If dim G>0 we first replace K and as follows. Since (T ) (H i ), T acts without fixed points on GÂH i . Thus T -cat(GÂH i ) 1+dim(GÂT)=1+dim G&dim T=: d where T is the set of all finite disjoint unions of homogeneous T-spaces TÂH with H 3 T (cf. [10] , 2.5). Each such TÂH maps T-equivariantly onto a 1-dimensional homogeneous T-space. Hence, via a partition of unity subordinated to a T -categorical covering of GÂH i as in 2.1, we obtain a T-map
with each K ij 1-dimensional, so dim K i =2d&1. Together with the map constructed above we get a T-map
which still satisfies deg ( $|S
Using the map $ instead of and K$ instead of K we can prove Theorem 6.2 in the case dim G>0 as above. We only have to take Borel cohomology with rational coefficients. K
