Abstract
Introduction
GridFTP has emerged as a de-facto standard for secure, reliable and high-performance data transfer across resources on the Grid [1] . In the course of its evolution through several versions, GridFTP has built on the core ftp-based data transfers with additional features such as parallel transfers, striped transfers, authentication and facilities to invoke the usertransparent resumption of transfers affected by network problems [2] .
Widely accessible and utilized GridFTP servers can be exposed to different types of client conducts and abuses. A group of legitimate clients -a flash crowdcan all start accessing the site within a short time window, creating heavy traffic and heavy loading on the server. Flash crowds are non-coordinated, intense and overwhelming client requests to a server, often in response to some specific event. Compromised client machines or deliberately configured grid hosts can also launch a denial-of-service attack on the GridFTP server, with similar consequences. Denial-of-Service (DoS) attacks are essentially attacks that saturate the use of some specific computing or networking resource(s) of a system, such as a server or a sub-network, and deny legitimate users the use of these resources. Over the recent years, such distributed DoS (DDoS) attacks to popular web sites have become quite commonplace; the GridFTP servers are not exempted from such attacks. The wide variations in the GridFTP server's performance caused by these events are undesirable for applications that have ongoing transfers. GridFTP servers (hereafter, also referred to as servers), are in fact, particularly vulnerable to such attacks and events that cause dramatic momentary or sustained increases in load levels on the server, as an initiated transfer takes a relatively long time to complete, particularly if uncached or large files are involved in the transfer. Moreover, an existing transfer by itself can demand additional processing (and memory) resources at the server if concurrent channels are used and when retries are automatically invoked on some of these channels because of networking errors or congestion. Thus, an implicit requirement of a GridFTP server is that it must preferentially serve ongoing data transfers over new transfer requests or over other types of requests (when the server provides services in addition to GridFTP).
Unless such a preference is given, the ongoing transfer will time out and get resubmitted soon thereafter, adding to the server's load, making a bad situation worse. Furthermore, the server's utilization is also reduced as some or all of partial progress made on the transfer is aborted.
SYN attacks (or SYN flood attacks) are a common form of DoS or DDoS attacks on servers. In a SYN attack, a SYN packet is sent by the attacking host to seemingly initiate the first phase of the 3-way handshake to set up a TCP connection, usually using a spoofed IP address. The attacker never completes the remainder of the connection setup process and ties up resources on the server till the specified timeout for connection establishment (70 seconds to a few minutes, depending on the kernel) expire. Till then, enough resources are tied up to deny connection requests from legitimate clients. Another common form of DoS or DDoS attack is to tie up one or more types of resources on the server by repeatedly requesting downloads of large files. One notable feature of attacks in this category is that the source addresses are not spoofed, as a genuine connection must be set up to actually transfer the file. Real-time performance guarantees are difficult to provide for servers due to several reasons. Because of the open nature of servers, the number of clients at a specific time is not completely predictable, although good approximations are possible. Load balancing techniques may be helpful for compensating sudden peaks in demands.
In this paper, we present a technique for selective admission control, implemented on an active network card based gateway (aka intelligent gateway) to a pool of GridFTP servers, which allow these servers to selectively process requests related to an ongoing transfer under heavy, unanticipated load conditions. The intelligent gateway relieves the actual servers from:
• Distinguishing packets for ongoing transfers from packets that belong to other requests.
• The overhead of processing packets for requests that will have to be eventually dropped in the process of prioritizing the existing transfers when the servers are heavily loaded.
• The bookkeeping overhead needed to resume an ongoing GridFTP transfer that was disrupted due to network errors/conditions. Consequently, the utilization of the GridFTP server improves dramatically and the response time to transfer requests remain relatively stable under a DoS attack or on unexpected heavy load. We evaluate our technique using a prototype implementation and present the experimental results. Our tests involve running several concurrent downloads in striping mode under different conditions. The requesting scripts record the connection time (time from initiation until actual transfer begins) as well as the total transfer time and number of bytes received. The conditions under which we test include: DDoS attack (large number of spoofed SYN packets), high server CPU load, and high server I/O load. Our results show that in each case, we can provide a similar level of service to ongoing clients as during normal, "base case" conditions.
A fundamental tenet of grids is that resources within an organization should be governed by local rules and policies. The gateway to the resources of a local organization is often responsible for handling loadbalancing, minimizing response-time, maximizing throughput, and for verifying the security credentials of each incoming request. The solution in this paper is consistent with this tenet.
Smart Admission Control
We consider a locally distributed server configuration, such as the one shown in Figure 1 , where the GridFTP server is implemented by a pool of server machines. The GridFTP server's performance can be severely limited by sudden increases in the requests for its services. Such increases will result in long response times or even in request time-outs. In general, as the request rates increase, the resultant increase on the server load causes the server response time to go up commensurately. Additionally, existing transfers are also delayed. To provide stable transfer times under abrupt increases in the load due to hostile events (such as a DoS attack) or due to rare but natural events (such as transfer resumption requests on network problems), an effective solution is to admit request packets selectively to the server. We now argue that such limiting is best performed by an intelligent gateway as it relieves the already-loaded server from the chores associated with such admission control.
To implement preferential admission control, the server has to track all ongoing transactions, the number of active service requests for each type of service (GridFTP and possibly others), and accept or deny incoming requests based on some criteria. However, this solution has some drawbacks. An individual server in a locally distributed server pool does not have information on the load and status of other servers. Consequently, server local decisions are not adequate in implementing load balancing or in inferring malicious events directed to the pool. Furthermore, under heavy load, the bookkeeping needed to monitor requests and to implement admission control policies can itself impose additional work on an already loaded machine. Finally, any malicious activity is hard to detect on individual servers Another solution may be to naively limit the incoming requests at the gateway leading to the server pool. This has some disadvantages. The ongoing GridFTP transfers are unknown to the gateway and associated packets may be dropped. It is also possible to deny the resumption request for an interrupted ongoing transaction request. A complete solution thus needs to take into account the context of a request. The load information of the servers is important as well; it is not possible to estimate a server machine's load by just examining the incoming packets. Load balancing can only be performed with accurate global knowledge of the load on each server machine.
It is precisely for the reasons listed above that we propose a solution of load and context conscious admission control to a GridFTP server pool using an intelligent gateway. Figure 1 shows the overall configuration for our prototype. One port of a dual-ported active NIC (network interface card) based gateway acts as an interface to the GridFTP server. All admitted client traffic goes through the active NIC portal towards the server pool via the second interface on the active NIC. Responses from the server use a different path as shown, bypassing the gateway.
Prototype System Details
The active NIC is responsible for selecting and distributing incoming packets to the servers after subjecting them to a filtering rule. In particular, the intelligent gateway maintains information to prioritize ongoing transfers and information to perform load balancing. The server cluster provides a single IP (virtual IP, VIP) address to the Internet, which is assigned to the incoming port of active NIC. The incoming packet headers are modified by the gateway, which changes the VIP with the IP address of the selected server machine. When the server machine responds to the request it uses VIP as the source IP.
The host, where active NIC is mounted (called the active NIC host), runs a daemon called the control agent. The control agent periodically collects information from server agents that run on the servers. The control agent uses this information to determine the dynamic packet filtering rules that have to be deployed on the gateway and updates the existing filtering rule set on the active NIC. Keeping the control agent on the active NICs host significantly eases the processing load on the active NIC.
In our prototype implementation, we have used a Ramix PMC 694 active NIC with dual 100 Mbits/sec Ethernet interfaces, two autonomous DMA controllers, a 233 MHz. Power PC CPU and 32 Mbytes of RAM and 8 Mbytes of Flash memory [3] . The Ramix PMC 694 is a PCI card. The primary packet filter used on the active NIC gateway is based on the well-known BPF+ filter [4] . The Ramix card runs RTEMS, a real-time operating system based on BSD UNIX and implements a TCP/IP stack to allow for TCP offloading. A proprietary library is used for communicating from the host PC to the PMC 694; this interface is not critical to the performance of our scheme. The server agents gather the information used to classifiy incoming packets as admissible or nonadmissible on a regular basis and pass this information to the control agent on the active NIC's host. The final decision for admission control and the dynamic alteration of the packet-filtering rule at the gateway is left to the control agent.
The data structure used to keep track of the IP addresses of hosts requesting a GridFTP transfer is PATRICIA tries, which is extremely efficient for inserting and searching such information [5] . The control agent, the server agent and the active NIC all use this data structure.
The IP addresses of the clients constitute the keys in this data structure. Each entry has a time stamp for last access time. Entries are aged according to this time stamp, and eventually removed from the data structure when the last access time becomes older than one hour.
Admission Control Policies
To implement admission control policies for the GridFTP server, the intelligent gateway classifies requesting hosts by their source IP addresses into the following categories:
• Green: These are hosts that are currently in the middle of a GridFTP transfer. Our aim is to keep servicing these addresses regardless of the DoS attacks and loading caused by (non-GridFTP) services. This class has a dynamic nature and has to be updated regularly. • Unknown: These are the hosts that have not used the GridFTP server within the finite history of server logs.
• Preferred: This optional class of hosts is specific to the server. The server can choose the set of preferred hosts that request file transfers based on the GridFTP authentication information, the host's domain, or any other criteria. Preferred hosts can also be specified through a static list. After classifying the requesting hosts into groups, the control agent transfers the corresponding filter rule updates to the active NIC gateway. The load on the server and the number of half-open connections are the main criterion to decide what packets are allowed to enter the server. We considered two types of loading information for each server machine in the pool: CPU load and I/O load. CPU load can be measured by monitoring CPU utilization and the I/O load is measured by monitoring number of I/O interrupts per second, and number of block operations done per second.
Admission Control Policy for Coping with SYN attacks and SYN overloads
We now discuss the admission control policy for coping with SYN DoS attacks of traffic from requesters in the unknown category. Note that the naïve dropping of SYN packets or solutions like IP Traceback [6] for coping with SYN attacks will not be effective in dealing with this problem, as these solutions have no way of easily identifying packets that form part of or are associated with an ongoing GridFTP transfer (including automatically triggered retries for the transfer).
The server agent on each server machine monitors its pending connection queue (aka the SYN queue, used to queue up all incoming SYN packets -i.e., packets that have the SYN flag set in the IP header). Two thresholds, T1 and T2, where T1 > T2 are used to regulate incoming SYN packets in our admission control policy and these are used as follows:
• When the overall SYN queue size is below T1, SYN packets from all types of hosts (green, preferred and unknown) are allowed to enter the server.
• When the SYN queue size is greater than T1 but less than T2, the admission control policy switches to soft limiting that permits packets from the green and preferred hosts to enter the server but limits the SYN packet rate from unknown hosts to only S1 SYNs per second.
• When the SYN queue size exceeds T2, the admission control policy switches to hard limiting and further reduces the SYN arrival rate from unknown hosts to S2 SYN packets per second, where S2 less than S1. S2, in fact can be zero.
For the experiments described later, we chose T1 and T2 as 550 and 700 respectively and as our default SYN queue limit was 769. We chose S1 and S2 as 7 and 2 respectively. The thresholds and SYN rates were determined to provide good overall performance over a wide range of GridFTP requests.
Admission Control Policy for Coping with Server Overloads
When a GridFTP server also provides other services, we need to have policies that allow the GridFTP services to remain stable despite loading on the server caused by the other services. We have considered two different types of loading on the server: (a) "compute" loading caused by the execution of scripts (such as cgi) that mostly consume CPU resources, and (b) I/O loading caused by the file I/O accesses made by standard services (such as http).
The admission control policy implemented in this case requires the server agents to monitor the load level on their respective server machine. When the loading crosses a threshold level of L, the machine is considered to be heavily loaded and the server agent notifies the intelligent gateway to perform dynamic load balancing of the non-GridFTP requests at the gateway. As new non-GridFTP requests come in, they are preferentially directed to the machines that are not heavily loaded.
For the results reported later, we used L as 0.8 (that is 80%) of the peak compute or I/O load.
Scalability
The proposed solution was evaluated using a single active NIC gateway controlling access to a small server pool. A single gateway device may not be able to cope with the processing requirements for traffic directed at large server pools. The potential bottlenecks are the storage needed for the green or preferred class of IP addresses, the processing overhead for packet filtering and statistics collection at the gateway, and the performance of the gateway's network interfaces.
The proposed solution can be scaled up to meet the processing needs for protecting large-scale server pools as follows:
Several active NIC gateways operating in parallel can be used. Multiple active NICs can be hosted on the common PCI bus of a single host. The PCI driver for the active NICs need to be modified to support the "broadcast" of status information to all cards on a common PCI bus. This can be easily done by passing on the status information via a common memory-mapped buffer in the RAM of the host of the gateways. Additionally, a front-end load balancing switch can be used to direct the incoming server traffic to a specific gateway. The memory requirements for the IP address classes on each gateway can be prohibitive as the number of attacking clients increase. A solution here will be to use a dynamic data structure like MULTOPS [7] that limit the storage usage and switch dynamically between maintaining information on a per IP address basis or on a subnet address basis depending on the amount of traffic data and offered traffic volume. We are currently implementing this alternative on our prototype. The processing capabilities on the active NIC gateways continue to increase steadily, and this offers some relief for the solutions targeting larger scale systems and traffic volumes. The emerging generation of cards from Ramix have such capabilities (dual or quad 1 GBits/secs interfaces, faster CPU, additional RAM etc.) An alternative to using active NIC gateways will be to use network processors. We have an ongoing effort using the Intel IXP2400 NPU.
Experimental Results
The servers used for the evaluation system are Pentium IV PCs running a modified version of Linux kernel 2.4.18. We used two switches and constructed two subnets with 100 Mbits/sec Ethernet. The server pool constitutes one subnet and the client GridFTP machines are from another subnet (representing the outside world). The active NIC is positioned as a gateway with its two ports connected to the two subnets. Multiple addresses are assigned to network interfaces of client and load machines to extend the IP range. For each request, clients are able to select an IP assigned to the interface.
Requestors connect directly to the gateway, which in turn forwards packets to the server, rewriting packet headers, or potentially dropping packets when necessary. Connections are normal GridFTP connections requesting transfers of files be sent in four parallel data connections in the "Extended Block Mode". The GridFTP requestor and server are both written in Python, while the activeNIC gateway software is written in C.
Our tests consist of running requestor scripts repeatedly under the different experimental conditions. A client script connects, authenticates, sets up the connection parameters, and requests the transfer of a file. The server transfers the file as requested after which the client quits and reports connection latency (time from initiation of the connection until transfer begins), total time (time from initiation of the connection until transfer completes). To gather performance results, the client script is run several times on each of the client machines. The experiments investigating the stability of GridFTP under SYN attacks or SYN overloading involved the use of two client hosts that used IP spoofing to generate the SYN traffic.
The scripts generating such traffic produced a maximum SYN traffic rate of 7500 SYN packets per seconds, sufficient to overwhelm the server when no admission control policy was implemented at the gateway. A separate set of hosts were used to generate the GridFTP requests. The experimental evaluations related to server overloading were carried out for two different types of loading: CPUbound load and I/O bound load. We applied a simple rate limiting policy to provide clients with ongoing transactions to have an acceptable response time. For the experiments that used CPU-bound loading, the servers are flooded with client requests for number crunching applications. These applications mimic the action of CPU demanding services like encryption and data compression. We used http downloading requests to simulate I/O loading.
Adjusting the rate limits and deciding when to start and stop packet limiting are critical to our scheme. As explained in Section 4, the individual server hosts can generate an overloading notification for the gateway. A similar notification is generated when the SYN queue sizes at each server host crosses the thresholds described in Section 4.1. Depending on the type of notification, the gateway implements the admission control policies described in Sections 4.1 and 4.2. The thresholds (T1, T2, L) and rate limits (S1, S2) used for admission control impact the server response time and can be adjusted to maintain the desired performance characteristics. Figures 2 and 3 show how reconnection latency and total service time are affected under a SYN attack. We ran our test under three different conditions as described in Section 4.1: tolerable SYN traffic rate, soft limiting and hard limiting conditions. The server's kernel was configured to buffer up to 769 SYN packets before dropping them. Because the connection timeout is set to 2 minutes, this means that if more than 7 packets per second are forwarded to the server, the buffer will begin to overflow over time, and clients will not be able to connect. The server updates the gateway whenever a client successfully authenticates, and the gateway stores the IP address of that client. When the soft or hard limiting is enabled, the gateway never blocks SYN packets from the green and preferred hosts, so GridFTP clients that have ongoing transfers or clients that are preferred maintain a normal level of service even under a SYN attack. Figure 4 shows how reconnection latency is affected when new connections are balanced between two servers. In this experiment, we have two servers handling all requests. Clients still connect directly to the active NIC gateway, but the gateway divides the requests between the two servers. The gateway consistently forwards packets from a given IP and port to the same server to properly maintain the connections. In our base case, there is no additional external CPU load applied to either of the servers beyond what is provided by the GridFTP requests. In the other two cases, other service requests (script execution requests and http downloads) provide the additional computing and I/O loading.
Total Service Time under DDoS Attacks
Without load balancing, new connection requests are distributed evenly between the two servers, when load balancing is enabled, the gateway polls the servers for their respective CPU utilization at 30 second intervals. When a given server's CPU utilization goes above threshold (L) of 80%, the active NIC begins sending a smaller percentage of new connection requests to it, directing the overwhelming majority of the "load" requests to the second server host. The results shown in Figures 2 through 5 clearly show that the response times and connection times for ongoing and preferred clients are maintained at levels very close to that of the base case even under SYN attacks and under very heavy server loading. (The base case corresponds to a scenario with normal SYN traffic rates and light server loading).
Related Work and Conclusions
Our work involves providing differentiated service to GridFTP. A substantial amount of related work has been developed in support of these techniques for web servers, though little, as yet, as been developed for the GridFTP service.
There is a plethora of work in supporting differentiated services on web servers. Some examples follow. Operating System facilities for supporting differentiated services are explored in [8] . The work of [9] uses transcoding technique to vary content resolution/quality to meet QoS needs on a per-client basis. The work of [10] proposes a technique for dynamically partitioning a server pool into classes and assigning servers to a specific class. In [11] sessionbased relationships among http requests are used to device traffic conformation functions that are used for resource allocation to limit server overloading. In [12] , an adaptive technique for determining the number of servers needed to service requests with specific targets is introduced and evaluated through simulations against optimal configurations. All of these techniques allow packets to enter the server and then are differentiated within the server. This implies that the servers take a performance hit to examine an incoming request and then either rejecting it or delaying its service. The performance hit can be substantial under flash crowd traffic or when a DoS attack is in progress. We filter low priority requests at the gateway, freeing up the server resources to perform the services for the high priority classes.
A complete solution for dealing with DDoS attacks, by necessity has to be distributed and requires the coordination of several entities on the network. Since many types of DDoS attacks use spoofed IP source addresses, a rather naive prevention mechanism is to use simple egress filtering -filters in switches take the traffic out of a subnet to ensure that the source addresses of packets going out corresponds to valid host IP addresses within the subnet. Although it sounds simple, this solution is not practical -the large majority of subnets do not have egress routers with this capability; neither will this scheme be of any use unless the filters are configured correctly. IP-traceback -tracing packets back to the source -and similar techniques can be used to trace a large and unusual influx of packets from a specific port (or set of ports). With the use of traceback, controlling or limiting packet flow is a more sophisticated and distributed mechanism for coping with DDoS [13, 6] . Mazu networks offers a commercial product for defending against DDoS attacks, that relies on traffic flow monitoring [14] ; some other vendors offer similar products as well.
Other distributed solutions for coping with DDoS are possible, including the use of trusted network components. Until these distributed solutions are standardized and widely adopted, servers have to deploy local solutions to protect themselves. Traceback and similar solutions (based solely on the monitoring of packet flow towards the servers) are generally incapable of dealing with load attacks, which do not always manifest themselves as a sudden burst of unusually heavy traffic. Furthermore, to detect such attacks, the en-route routers need to have the capability of examining the payload in the requests. Load attacks can be better dealt with by using the actual loading information at the servers. Distributing such loading information to en-route routers can be time consuming and complex -and, perhaps, practically infeasible. Solutions implemented on gateways closer to the server that incorporate the servers' loading information to perform dynamic packet filtering, as proposed in this paper, appear to be more attractive in coping with DDoS attacks.
We presented an intelligent gateway based solution for supporting differentiated service for a GridFTP server that preferentially services known clients under DDoS attack, and actively manages server load distribution based on the servers' systems' statistics. The capabilities of the active NIC-based gateway permit a dynamic mechanism to react intelligently to a denial of service attack, as well as external load on the servers to be efficiently implemented. The packet filtering rules at the gateway are dynamically altered based on the incoming packet rate and dynamic loading information periodically collected from each of the servers in the server pool.
We demonstrated how a flexible admission control policy can be implemented at the gateway to provide differentiated service to various client classes. The clients are classified based on whether or not they are known to the server. We also showed that the desired degree of real-time performance (bounded response time) can be guaranteed even under heavy server loading and denial of service attack by choosing rate limits appropriately. The proposed system is scalable, flexible and provides continuous service of the servers by performing dynamic request rate limiting at the active NIC-based gateway.
