Abstract-We consider an energy harvesting transmitter sending messages to two users over a fading AWGN broadcast channel. Energy required for communication arrives (is harvested) at the transmitter and a finite capacity battery stores it before being consumed for transmission. Based on a deterministic energy arrival and fading model, we obtain the maximum departure region in a given interval. We obtain the transmission policies that achieve the boundary of the maximum departure region by a directional waterfilling algorithm.
I. INTRODUCTION
A distinct characteristic of energy harvesting communication systems is that the energy required for communication arrives during the session in which communication takes place. The transmitter is able to harvest energy from nature in order to recharge its battery. The energy is modeled to arrive (be harvested) at random times and in random amounts. Therefore, transmission schemes must adapt to the incoming energy. In this paper, we consider communication with an energy harvesting transmitter over a fading AWGN broadcast channel.
In particular, we consider an energy harvesting transmitter that sends data to two receivers over a fading broadcast channel as in Fig. 1 . Data for the two receivers are backlogged at the transmitter buffers while arriving energy is stored in a finite capacity battery. Optimally scheduling the transmissions is challenging: First, the channel fade levels vary in time and an opportunism is required to take advantage of good channel states. Second, the transmitter has to adapt its transmission power with respect to the available energy and also avoid possible energy overflows from the finite-capacity battery.
There has been recent research effort on understanding data transmission with an energy harvesting transmitter that has a rechargeable battery [1] - [7] . In [1] , data transmission with energy harvesting sensors is considered, and the optimal online policy for controlling admissions into the data buffer is derived using a dynamic programming framework. In [2] , energy management policies which stabilize the data queue are proposed for single-user communication and under a linear approximation, some delay optimality properties are derived. In [3] , throughput optimal energy allocation is studied for energy harvesting systems in a time constrained slotted setting. In [4] , [5] , minimization of the transmission completion time is considered in an energy harvesting system and the optimal solution is obtained using a geometric framework. In [6] , energy harvesting transmitters with batteries of finite energy storage capacity are considered and the problem of throughput maximization by a deadline is solved in a static channel. In [7] , offline and online optimal transmission policies are provided for a single-user energy harvesting transmitter operating in a fading channel. In [8] - [10] optimal offline policies are found for the static AWGN broadcast channel.
In this paper, we extend the line of research in offline optimal scheduling to the fading broadcast channel. We obtain the full characterization of the maximum departure region [8] , [10] by a deadline T and determine the optimal offline transmission policies that achieve the boundary of the maximum departure region. We show that the energy allocated in each epoch is determined by a directional waterfilling algorithm [7] . In particular, water level in between two energy arrivals is calculated by using the waterfilling scheme described in [11] , [12] . If the water level is higher on the right, no energy is transfered; otherwise some energy is transferred to the future. Using the resulting water levels, portions of the power allocated for each user are found in each epoch separately.
II. TWO-USER FADING GAUSSIAN BROADCAST CHANNEL
In two-user energy harvesting fading broadcast channels, the transmitter has three queues as in Fig. 1 : two data queues where data packets for the two receivers are stored, and an energy queue where the arriving (harvested) energy is stored. The energy queue, i.e., the battery, can store at most E max units of energy, which is used for transmission only, i.e., energy required for processing is not considered.
The received signals at the two receivers are
where X is the transmit signal, and Z 1 , Z 2 are Gaussian noises with zero-mean and variances σ 2 1 and σ 2 2 , respectively, and h 1 , h 2 are the (squared) fading coefficients. As in [11] , we reflect the effect of fading on the noise power. In particular, we obtain an equivalent broadcast channel by letting n 1 = h2 . If the channel fade levels are constant at h 1 , h 2 , the resulting broadcast channel capacity region C(P ) has the following well-known characterization [13] :
where P is the average power available to the transmitter and α is the power share of user 1. We call the receiver which observes smaller noise power as the stronger receiver. Note that changes in the fading levels of the channels cause time variations in the strength order of the receivers. Whenever an input signal x is transmitted with power p in an epoch of duration ℓ in which the channel fades are constant at the levels h 1 and h 2 , R 1 ℓ and R 2 ℓ bits of data are served out from the backlogs of receivers 1 and 2, with the cost of pℓ units of energy depletion from the energy queue. Here, (R 1 , R 2 ) is the rate allocation for this epoch. (R 1 , R 2 ) must reside in the capacity region of the two-user AWGN broadcast channel C n1,n2 (p), indexed by the noise variances n 1 and n 2 , which vary during the communication session. Extending this for continuous time, if at time t the transmit power is p(t) and the noise variances are n 1 (t) = σ 2 1 /h 1 (t) and n 2 (t) = σ 2 2 /h 2 (t), the instantaneous rate pairs satisfy (R 1 (t), R 2 (t)) ∈ C n1(t),n2(t) (p(t)). The transmission policy in a broadcast channel is comprised of the total power p(t) and the portion of the total transmit power α(t) that is allocated for user 1.
We consider an offline setting where the changes that occur in the energy and fading levels throughout the communication session are known by the transmitter a priori. The fading and energy levels change at discrete time instants t f 1 , t f 2 , . . . , t f n , . . . and t e 1 , t e 2 , . . . , t e n , . . ., respectively. N is the number of energy arrivals and K is the number of changes in the joint fading level during the [0, T ] interval. Note that a change in the fading level means any change in the joint fading state (h 1 , h 2 ). We define an epoch as a time interval in which no energy arrival or channel fade level change occurs. We extend the definition of energy arrival sequence for the time instants at which a fading change occurs. In particular, the input energy for epoch i is denoted as E i−1 and it is equal to the amount of incoming energy if the epoch starts with an energy arrival; if epoch i starts with a variation in the fading level without an energy arrival, E i−1 = 0. Finally, we let ℓ i be the length of the ith epoch and
be the sequence of noise variances of the equivalent broadcast channels.
There are two constraints on p(t), due to energy arrivals at random times and also due to finite battery storage capacity. Let h − (t) = max{i : t e i < t}. Since energy that has not arrived yet cannot be used at the current time, there is a causality constraint:
Moreover, due to the finite battery storage capacity, if the energy level in the battery exceeds E max , some energy is lost due to overflow. In order to guarantee no-energy-overflow, it suffices to ensure that the energy level in the battery never exceeds E max at the times of energy arrivals. Hence, we have the following no-energy-overflow constraint:
where (x) + = max(0, x) and h + (t) = max{i : t e i ≤ t}.
III. MAXIMUM DEPARTURE REGION
In this section, we characterize the trade-off between the performances of user 1 and user 2 by finding the region of bits sent for receivers 1 and 2 in the interval [0, T ] with offline knowledge of energy and fading variations. The number of bits sent for receivers 1 and 2 are:
The instantaneous rates R 1 (t) and R 2 (t) are determined as a function of the instantaneous power policy p(t) with portion α(t) via (2) and (3).
Definition 1 For any fixed transmission duration T , the maximum departure region, denoted as D(T ), is the union of
R(B 1 , B 2 ) = {(b 1 , b 2 ) : 0 ≤ b 1 ≤ B 1 , 0 ≤ b 2 ≤ B 2 } where (B 1 , B 2 )
is the total number of bits sent by some power allocation policy that satisfies energy causality (4) and noenergy-overflow (5) conditions over the duration [0, T ).
We have the following lemma, the proof of which can be carried out following the proofs of Lemma 2 in [8] and Lemma 1 in [10] and hence is skipped here for brevity.
Lemma 1 D(T ) is a convex region.
In the following analysis, we call any policy that satisfies energy causality and no-energy-overflow conditions feasible. We call a feasible policy optimal if it achieves the boundary of D(T ). We first note that due to the convexity of D(T ) in Lemma 1 and the concave power-rate relation, an optimal policy should remain constant in any epoch (c.f. Lemma 1 in [8] and Lemma 2 in [4] , [5] ). Therefore, the policy is a sequence of powers {p i }
and user 1's power share
. The causality and no-energy-overflow conditions reduce to the following constraints, respectively:
We define the following functions:
By Lemma 1, any point on the boundary of D(T ) can be characterized by solving the following optimization problem:
In (11), p, α denote the vector of total powers and the power shares, respectively. (11) is not a convex problem as the variables p i , α i appear in a product form in the expression of r i (n 1 , n 2 , α, p), causing it to be non-concave in α i and p i . However, µ 1 r 1 (n 1 , n 2 , α, p) + µ 2 r 2 (n 1 , n 2 , α, p) is concave with respect to p for any given n 1 , n 2 , α. Using this property, we solve (11) in two steps as in [10] . We optimize over α i first and then over the total power p i . Consider the single variable optimization problem:
The problem in (12) is solved at α = α * (n 1 , n 2 , p). Assume n 1 < n 2 and let µ = µ 2 /µ 1 and σ 2 = n2 n1 . We have shown in [10] that if 1 < µ < σ 2 , α * (n 1 , n 2 , p) is expressed as:
If the order of noises is the other way, i.e., n 2 < n 1 , by changing the definitions as µ = µ1 µ2 and σ 2 = n1 n2 , for α * in (13), 1 − α * (n 1 , n 2 , p) gives the solution of (12) . Denoting the solution in (13) as α * in short, define
r * 2 (n 1 , n 2 , p)
We define
We have shown in [10] that g(n 1 , n 2 , p) is a strictly concave function of p. In particular, it has a continuous monotone decreasing first derivative: for n 1 < n 2 , whenever α * (n 1 , n 2 , p) = 1, the derivative is µ1 p+n1 and otherwise, it is µ2 p+n2 . Similarly, if n 2 < n 1 , whenever α * (n 1 , n 2 , p) = 0, the derivative is µ2 p+n2 and otherwise, it is µ1 p+n1 . Hence, by first optimizing over α i in (11), we obtain the following convex optimization problem over the total power sequence {p i }.
As the optimization problem in (17) is convex with a strictly concave objective function and convex feasible set, it has a unique solution and hence (11) has a unique optimal solution.
IV. THE OPTIMAL POLICY
After a Lagrangian analysis [14] , we find the optimal total power in epoch i as
where ν i is the water level in epoch i and s i ∈ {1, 2}. The solution is found by a directional waterfilling algorithm [7] . The algorithm requires walls at the instants of energy arrivals, with right permeable water taps in each wall which allows at most E max amount of water to flow, as shown in Fig. 2 . First, the taps are kept off and transfer from one epoch to the other is not allowed. Each incoming energy E i is spread in the time interval between energy arrivals. The resulting water levels and s i are found by the greedy waterfilling algorithm described in [11] , [12] . When each right permeable tap is turned on, the water levels are compared. If the water level on the right is lower, then the resulting water level is found by allowing energy transfer from the past epochs to the epochs. Optimal power allocation p * i is then calculated by plugging the resulting water levels into (18). Individual power shares are then found via (13) . An example run of the algorithm is shown in Fig. 2 , for a case of 12 epochs. Five energy arrivals occur during the communication session, in addition to the energy available at time t = 0. We observe that the water level equalizes in epochs 1-5. No power is transmitted in epoch 7, since 1 µs i hs i is too high. The energy arriving at the beginning of epoch 6 cannot flow left due to causality constraints, which are ensured by right permeable taps. We observe that the excess energy in epochs 6, 7 and 8 cannot flow right, due to the E max constraint at the beginning of epoch 9. 
V. NUMERICAL RESULTS
We consider a band-limited AWGN broadcast channel with bandwidth W = 1 MHz and noise power spectral density N 0 = 10 −19 W/Hz. The path loss between the transmitter and receiver 1 is c 1 = 100 dB and between the transmitter and receiver 2, is c 2 = 105 dB. In addition, the channel fading coefficients h 1 and h 2 vary during the transmission. We have
where n 1 = 1 h1 and n 2 = 10 0.5 h2 and P is in mW. We assume that at times t = [0, 2, 5, 8, 9, 12] s, energies with the following amounts are harvested: E = [8, 3, 6, 9, 8, 9] mJ. The battery capacity is E max = 10 mJ. The fading profile, h i = (h 1i , h 2i ) where i is the time index and both entries are in dB, is defined by h 1 = (7, 4), h 2 = (7, 2), h 3 = (2, 2), h 4 = (−1, 3),
We plot the corresponding maximum departure region for T = 14 s in Fig. 3 . There are four critical points of the maximum departure region, A, B, C and D. At point A, all the power is allocated for the transmission of user 1 and no data is transmitted for user 2; point D is vice versa. At points B and C, the priorities of the users are equal, i.e., µ = µ2 µ1 = 1. For the points to the left of B, µ ≥ 1 and for the points to the right of C, µ ≤ 1. The total power allocation at points A and D are found by single-user directional water-filling in [7] with the bottom level selected as 
VI. CONCLUSIONS
In this paper, we have considered communication over fading broadcast channels with an energy harvesting rechargeable transmitter. We characterized the region of bit departures by a deadline T in an offline setting. We showed that optimal policies are found by a specific directional waterfilling algorithm.
