Asymptotic couplings by reflection are constructed for a class of non-linear monotone SPDES (stochastic partial differential equations). As applications, the gradient/Hölder estimates as well as the exponential convergence are derived for the associated Markov semigroup. The main results are illustrated by stochastic generalized porous media equations, stochastic p-Laplacian equations, and stochastic generalized fast-diffusion equations. We emphasize that the gradient estimate is studied at the first time for these equations.
Introduction
The study of non-linear monotone SPDES (stochastic partial differential equations) goes back to the pioneering work of Pardoux [16, 17] , see [10] for an extensive literature on the existence and uniqueness of solutions as well as Itô's formula for the norm of solutions. This type SPDES cover a number of important models including the stochastic generalized porous media/fast-diffusion equations and the stochastic p-Laplacian equations, which have been intensively investigated in recent years. Among many other references on this topic we would like to mention [8, 19, 13, 14] for the existence and uniqueness of strong solutions, [2, 7] for weak solutions, [21, 15, 12, 23] for the Harnack inequalities and exponential ergodicity, and [3, 5, 9] for the extinction properties. However, so far there is no any gradient estimates for the associated Markov semigroup. Below we briefly recall a general formulation of the model and explain the difficulty for the study of gradient estimates.
Let V ⊂ H ⊂ V * be a Gelfand triple, i.e. (H, ·, · , · ) is a separable Hilbert space, V is a reflexive Banach space continuously and densely embedded into H, and V * is the duality of V with respect to H. Let V * ·, · V be the dualization between V and V * . We have V * u, v V = u, v H for u ∈ H and v ∈ V. Let L HS (H) denote the space of all HilbertSchmidt operators on H. Let W = (W t ) t≥0 be a cylindrical Brownian motion on H, i.e. Under some assumptions (see e.g. [13] ), this equation has a unique solution for any initial point in H. Let (P s,t ) s≤t be the associated Markov semigroup. Below we explain the difficulty for deriving gradient estimates on P s,t for t > s:
(i) Since A takes value in the much larger space V * than the state space H, the drift term is highly singular on H, so that the Malliavin calculus does not apply.
(ii) Since B is Hilbert-Schmidt, the noise part is too weak to imply gradient estimates as in the semi-linear SPDE case where QQ * ≥ λI for some constant λ > 0 (see [20, 24] ).
The purpose of this paper is to investigate gradient estimates on P s,t using the coupling by reflection. This coupling was introduced by Lindvall and Rogers [11] and further developed in [6] and many other papers, and is optimal (i.e. the coupling time is minimal) for finite-dimensional Brownian motions. To investigate gradient estimates for finite-dimensional SDES with multiplicative noise, this coupling was modified in [18] such that the reflection only occurs to an additive noise part, and the argument has been further developed in [24] for semi-linear SPDES. However, due to the above two points (i) and (ii), this argument does not apply to the present non-linear monotone SPDES. Indeed, since B is Hilbert-Schmidt, the stochastic equation associated to the coupling by reflection is not solvable in the literature (see Section 2 for details). To overcome this difficulty, we will construct a sequence of couplings to approximate the desired "coupling by reflection", and we call them asymptotic couplings by reflection. Although we can not prove the convergence of these couplings (i.e. the coupling by reflection is not yet well constructed for the present model), the asymptotic couplings by reflection are already enough to imply gradient/Hölder estimates on the associated Markov semigroup, see Theorem 2.1 and Theorem 2.3 below for details.
In the spirit of [18, 24] , we will split the noise into a multiplicative part and an additive part, and only construct the coupling by reflection for the additive part. To this end, we consider the equation
where T > 0 is a fixed constant, Q ∈ L HS (H),
are measurable, and (W
t ) t∈[0,T ] are two independent cylindrical Brownian motions on H. To construct the asymptotic couplings by reflection, we need the following assumptions for a fixed constant r > 0:
(A2) (Hemicontinuity) For any t ∈ [0, T ] and
(A3) (Coercivity) There exist constants C, θ > 0 such that
(A4) (Growth) There exists a constant c > 0 such that
Then (1.1) has a unique solution with X 0 = x for any initial point x ∈ H, and we denote the solution by (X t (x)) t∈[0,T ] (see e.g. [13] ). Recall that a continuous H-valued adapted process
and P-a.s.
where the Bochner integral t 0
A(s, X s ) ds is defined on V * but it takes values in H for all t ∈ [0, T ], and in this integral as well as in the stochastic integral [13] . Let (P s,t ) T ≥t≥s≥0 be the associated Markov semigroup, i.e.
where (X s,t (x)) t∈[s,T ] solves the equation (1.1) from time s with X s,s (x) = x. By the uniqueness of solutions, we have the semigroup property
We simply denote
To derive gradient estimates on P s,t , we also need the intrinsic norm induced by Q:
where we set inf ∅ = ∞ by convention.
The remainder of the paper is organized as follows. In Section 2, we introduce the main results of the paper and compare them with some known ones. In Section 3, we construct the asymptotic couplings by reflection and use them to estimate |P t f (x) − P t f (y)| for f ∈ B b (H), t > 0 and x, y ∈ H. In Sections 4 and 5, we prove our main results using asymptotic couplings by reflections for r ≥ 1 and r ∈ (0, 1) respectively. Finally, in Section 6, some specific examples are presented to illustrate the main results.
Main results
According to [12, 15, 21, 22] where the Harnack inequalities for monotone SPDES are studied, we shall need the following stronger versions of (A1) for r ≥ 1 and r ∈ (0, 1) respectively, which are easy to check in applications (see Section 6 for details).
(A1 ′ ) r ≥ 1, and there exist constants K, θ > 0 and κ > r − 1 such that
(A1 ′′ ) r ∈ (0, 1), and there exist constants K, θ, κ > 0 such that
2.1 For r ≥ 1 Theorem 2.1. Assume (A1 ′ ) and (A2)-(A4).
(1) If κ > 2r, then there exists a constant C > 0 such that for any 0 ≤ s < t ≤ T and f ∈ B b (H),
(2) If κ = 2r, then there exists a constant C > 0 such that for any 0 ≤ s < t ≤ T and f ∈ B b (H),
Remark 2.1. (1) When H = R d is finite-dimensional, P t becomes an elliptic diffusion semigroup. In this case it is well known that the sharp short time behavior of |∇P t | is of order
. Since in this case (A1 ′ ) holds for any κ > r − 1, the gradient estimate in Theorem 2.1(1) is sharp for short time when κ → ∞.
(2) Using coupling by change of measures constructed in [21] , it is shown in [22, Theorem 2.2.1] that (A1 ′ ) and (A2)-(A4) with κ ∈ (r −1, ∞)∩[2, ∞) imply the log-Harnack inequality
for all positive f ∈ B b (H), t ∈ (0, T ] and x, y ∈ H. According to [1, Proposition 2.3] , this implies
Since when κ > 2 we have
, this Hölder continuity is worse than that in Theorem 2.1(3). Moreover, when κ ≥ 2r, results in Theorem 2.1(1)-(2) are much stronger than the Hölder continuity.
As an application of Theorem 2.1, we have the following result on the exponential convergence of P t . When B = 0 and A(t, v) does not depend on t, this property has been investigated in [12, 23] . (1) If r > 1, then there exists constants C, λ > 0 such that
(2) If r = 1 and there exists a constant K > 0 such that
then there exists a constant C > 0 such that
holds for all x, y ∈ H, t ≥ 0 and 0 = f ∈ B b (H).
Remark 2.2. Let P t (x, ·) be the distribution of X t (x). Then (2.1) is equivalent to sup x,y∈H
where · var is the total variational norm. If A(t, v) and B(t, v) are independent of t, then in the situation of Theorem 2.2(1), P t has a unique invariant probability µ such that
which is known as the strong ergodicity. Moreover, (A3) implies µ( · 2 ) < ∞, so that when r = 1 Theorem 2.2(2) implies 
For r ∈ (0, 1)
We call B bounded, if (1) If κ > 2, then for any p > 0 there exists a constant C p > 0 such that
holds for for any 0 ≤ s < t ≤ T, f ∈ B b (H) and x, y ∈ H. If moreover B is bounded, then there exists a constant C > 0 such that
holds for for any 0 ≤ s < t ≤ T, f ∈ B b (H) and x, y ∈ H.
(2) If κ = 2, then for any p > 0 there exists a constant C p > 0 such that
If moreover B is bounded, then there exists a constant C > 0 such that for any 0 ≤ s < t ≤ T and f ∈ B b (H),
holds for all x, y ∈ H.
If the constant C p in Theorem 2.3(1) is bounded as p → ∞, then ny letting p → ∞ we obtain the gradient estimate
for some constant C > 0. However, in this paper we can not prove the boundedness of (C p ) p>0 . Nevertheless, the following result implies this gradient estimate when B = 0 and κ ≥ , then
holds for some constant C > 0.
Proof. According to [22 imply the log-Harnack inequality
for some constant C > 0 and all positive f ∈ B b (H). Using the argument in the proof of [1, Proposition 2.3], it is easy to see that this implies the desired gradient estimate (2.4).
Asymptotic couplings by reflection
Throughout this section, we assume (A1)-(A4) and let Q be symmetric with Q ≥ 0 and Ker(Q) = {0}. According to [18, 24] , we shall construct the coupling by reflection for the additive noise part. To this end, let
Then the stochastic equation for the coupling process (X t , Y t ) is formulated as follows:
where in the second equation
is not a well-defined continuous map, so that existing results on the existence and uniqueness of solutions for monotone SPDES do not apply, see [13, 14, 19] . To overcome this difficulty, we use (Q +
I)
−1 to replace Q −1 : for any n ≥ 1, let
Since Q is non-negative definite, for any n ≥ 1 the norm (Q + 1 n I) −1 x is equivalent to x . Moreover, to manage the singularity of σ n (u, v) on the diagonal {(u, u) : u ∈ H}, we introduce a cut-off function
Obviously, h,
. Now, for any n ≥ 1, consider the coupling stochastic equation
, the reflection occurs only when
. To see that this equation has a unique solution for any initial point in
t , W
t ) which is a cylindrical Brownian motion on H 3 . Then (3.2) can be reformulated as the following equation onH := H 2 :
ThenV ⊂H ⊂V * is a Gelfand triple. Moreover, it is easy to see from (A1)-(A4) and the construction of σ n thatĀ andB satisfy the following conditions for some constants K, θ > 0 depending on n, and all
Therefore, for any initial point (x, y) ∈ H 2 , the equation (3.2) has a unique solution (X n t (x, y), Y n t (x, y)) staring at (x, y), see e.g. [19, Theorem 2.1]. Below we prove that the solution is a coupling of X t (x) and X t (y), i.e. the law of (X n t (x, y)) t∈[0,T ] coincides with that of (X t (x)) t∈[0,T ] , and the same is true for (Y n t (x, y)) t∈[0,T ] and (X t (y)) t∈[0,T ] . Moreover, when n → ∞, these couplings provide an upper bound estimate of |P t f (x) − P t f (y)|.
where osc(f ) := sup f − inf f.
Proof. We simply denote (X
(1) It is easy to see that
is a cylindrical Brownian motion on H, which is independent of W (1) since, for any u, v ∈ H, the processes u, W 
So, the uniqueness of the weak solutions to (1.1) implies that X(x) and X n have a common distribution.
Similarly, since σ n is symmetric with (I − 2σ n ) 2 = I, the above argument also applies to Y n and X(y) so that they have a common distribution as well.
. Since h(ns) = 0 for s ∈ [0, 
Without loss of generality, we may and do assume that f is Lipschitz continuous. Let
for t ∈ [0, T ]. So, by (A1), there exists a constant K > 0 such that
and
Since Q n = Q + 1 n I, we have
So,
Combining this with (3.4), we obtain
Combining this with (1) we conclude that for any Lipschitz function f on H with Lipschitz constant L(f ),
Letting n → ∞ we prove (3).
Proof of Theorem 2.1 and Theorem 2.2
Since dW
gives rise to a cylindrical Brownian motion on H independent of dW (1) t , and since QdW
t , in (1.1) we may and do assume that Q is symmetric with Q ≥ 0. Let x, y ∈ H with x = y. We simply denote (X n . Then, according to Proposition 3.1(3), the key point for the proof of Theorem 2.1 is to estimate P(τ n > t), for which we follow the line of [6] . For any δ > 0, let
We have τ n,δ = 0 if δ ≤ x − y . According to [6] , we need to estimate E(τ n ∧ τ n,δ ∧ t) and P(τ n ∧ t ≥ τ n,δ ) respectively.
Lemma 4.1. Assume (A1)-(A4) and let K ′ be in (3.6). Then
Proof. It suffices to prove for δ > x − y . By (3.6), e
This completes the proof.
Next, we go to estimate E(τ n ∧ τ n,δ ∧ t). By using (A1 ′ ) to replace (A1) in the proof of (3.4), we obtain
Thus, instead of (3.6), we have
for some constant c 1 > 0. Since g ′′ ≤ 0, we arrive at
By applying (4.3) with proper choices of g, we will prove assertions (1)-(3) of Theorem 2.1 respectively as follows.
Proof of Theorem 2.1. Without loss of generality, we only need to prove for s = 0. Moreover, by the Markov property, it suffices to prove for t ∈ [0, T ∧ 1]. Below we prove assertions (1)-(3) respectively for s = 0 and t ∈ (0, T ∧ 1].
(1) Let κ > 2r. We have ε := κ−2r κ ∈ (0, 1). For any δ > 0, take
Noting that
, we obtain
for some constants c 1 , c 2 > 0. Combining this with (4.3), we arrive at
for some constant c 3 > 0. This, together with Lemma 4.1, yields lim sup
(4.6) Therefore, it follows from Proposition 3.1(3) that
holds for some constant C > 0 and all t ∈ (0, T ].
(2) Let κ = 2r. Take g(s) = s 0 log(e + z −1 ) r 1+r dz, s ≥ 0. We have
(1 + r)(s + es 2 ) < 0, s > 0.
Let G n be in (4.5) and simply take δ = 1. Then
for some constant c 1 > 0. Combining this with (4.3) we arrive at
for some constant c 2 > 0. Therefore, the first inequality in (4.6) and Lemma 4.1 yield
for some constant c 3 > 0. Then the proof of (2) is completed by Proposition 3.1(3). (3) Let κ ∈ (r − 1, 2r). We have ε := 2(κ+1−r) κ+2
we obtain
for some constants c 1 > 0. So, (4.3) yields
for some constant c 2 > 0. Combining this and Lemma 4.1 with the first inequality in (4.6), we obtain lim sup
for some constant c 3 > 0. Then the proof is finished by Proposition 3.1(3).
Proof of Theorem 2.2.
(1) Let r > 1. Since (A1 ′ ) is weaker for smaller κ, we assume κ ∈ (r − 1, 2(r − 1)) such that ε := 2(κ+1−r) κ ∈ (0, 1). Obviously,
where λ > 1, γ > 0 will be determined latter on. Noting that for any s > 0,
for some constant c 2 > 0, where the last step is due to (4.7). Therefore,
. Obviously, there exist λ, n 0 ≥ 1 such that
Moreover, take
Therefore, there exists a constant c 4 > 0 such that
Combining this with (4.3) we obtain
So, there exists a constant c 5 > 0 such that
On the other hand, by Theorem 2.1, there exists p ≥ 1 such that
holds for some constant c > 0. Thus, for f ∞ ≤ 1,
where the last step is due to (3.7). Letting n → ∞, we get
Considering the equation (1.1) from time s rather than 0, this inequality becomes
Thus, as explained above, we have
holds for some constants c 6 , k > 0 and some martingale M s . Since r > 1, this implies sup
Therefore, (4.8) implies
for some constant C > 0, so that the proof of (1) is finished.
(2) Let r = 1. It suffices to prove for large t > 0. By Itô's formula and (2.2), we have
Therefore, for any p ∈ (0, 2],
and, since 0 ≤ s → 
we prove (2).
Proof of Theorem 2.3
According to condition (A1 ′′ ), we will need to estimate moments on X t V . To this end, we first introduce the following lemma which is implied by (A3) and Itô's formula for X s 2 , see [12, 22] for B = 0. To save space, we omit the proof. 
If moreover B is bounded, then there exist two constants λ, c > 0 such that
Similarly to the proof of (4.1) using (A1 ′ ), it is easy to see that (A1
, and
So, for any δ > 0 and g ∈ C 2 ([0, δ]) with g ′ ≥ 0 and g ′′ ≤ 0, we have
Proof of Theorem 2.3. As explained in the proof of Theorem 2.1 that we only prove this theorem for s = 0 and t ≤ T ∧ 1. Below we prove assertions (1)- (3) respectively by (5.1) with different choices of g.
(a) Let κ > 2. We have ε := κ−2 κ ∈ (0, 1). For any δ > 0, take
Obviously,
Then letting
for some constant c 1 > 0. Thus, it follows from (5.1) that for some constant c 4 > 0. Then for any R > 0, 
and when B is bounded there exists a constant c > 0 such that
. Now, for any p > 0 it follows from (5.5) and (5.6) that lim sup
for some constant c 5 > 0. Combining this with Lemma 4.1, we obtain lim sup
for some constant c 6 > 0. Minimizing the upper bound in δ > 0, we arrive at lim sup
for some constant c 7 > 0. According to Proposition 3.1(1), this implies the first assertion in (1).
When B is bounded, by (5.5) and (5.7) we have lim sup
for any R > 0. Taking
we arrive at
for some constant c 8 > 0. Combining this with Lemma 4.1 and Proposition 3.1(3), we prove the second assertion in (1) .
(b) Let κ = 2. Take
By (5.1) we have
holds for some constant c 1 > 0 and
Similarly to (5.5) with δ = 1 and κ = 2, this implies
, R > 0 for some constant c 2 > 0. Combining this with (5.6) and (5.7), we conclude that for any p > 0 there exists a constant c(p) > 0 such that
holds, and when B is bounded
holds for some constant c > 0. Therefore, the assertions in (2) follow from Lemma 4.1 with δ = 1 and Proposition 3.1 (3) .
(c) Let κ ∈ (0, 2). We have ε := 2κ κ+2 ∈ (0, 1). Take g(s) = s ε . By (5.1) we have
for some constants c 1 , c 2 > 0. Let
By the choice of ε we have
so that (5.1) yields
for some constant c 3 > 0. As explained in (b), this implies (5.9), and also (5.10) when B is bounded, for g( x − y ) = x − y 2κ κ+2 . Therefore, the assertions in (3) from Lemma 4.1 with δ = 1 and Proposition 3.1(3).
Applications to specific models
In this section we apply Theorems 2.1 and 2.2 to the stochastic generalized porous media equations and the stochastic p-Laplace equations, and apply Theorem 2.3 as well as Proposition 2.4 to the stochastic generalized fast-diffusion equations.
Stochastic generalized porous media equations
Let (E, B, m) be a separable probability space and (L, D(L)) a negative definite self-adjoint linear operator on L 2 (m) having discrete spectrum. Let 
where m(
be measurable, and be continuous in the second variable. We consider the equation
where W
(1) t and W (2) t are independent cylindrical Brownian motions on H, Q ∈ L HS (H) and
To verify conditions (A1 ′ ) and (A2)-(A4) for A(t, v) := LΨ(t, X t ) + Φ(t, X t ), we assume that for a fixed constant r ≥ 1,
holds for some constants c, K, θ > 0 and all x, y ∈ L r+1 (m), where · r+1 is the norm in L 1+r (m). Obviously, this condition is satisfied provided
holds for some constant c 0 > 0, Ψ(t, s) = h(t)s r and Φ(t, s) = g(t)s with 0 < inf h ≤ sup h < ∞ and g ∞ < ∞, where s r := |s| r−1 s for s ∈ R.
Now, let V = L 1+r (m) and let V * be the dual space of V with respect to H. Then it is easy to see that (6.2) implies (A2)-(A4) for
Therefore, to apply Theorems 2.1 and 2.2, it remains to verify (A1 ′ ).
then assertions in Theorems 2.1 and 2.2 hold.
Proof. Note that
. By the second inequality in (6.2), (6.5) holds for some constants K 1 , θ 1 > 0. On the other hand, (6.4) implies Below, we present a simple example to illustrate this result. . So, the conclusion follows from Proposition 6.1. Proof. Let r = p − 1. Obviously, (6.6) and Schwartz's inequality imply for some constant C > 0. Then (A1 ′ ) follows from (6.5), which is implied by (6.3) and [12, Lemma 3.1] . It remains to show that when r = 1 (i.e. p = 2), the condition (2.2) in Theorem 1 n is a Dirichlet operator for some n ∈ N and the Nash inequality , then (2.4) holds.
Stochastic p-Laplacian equations

