In transport networks, Origin-Destination matrices (ODM) are classically estimated from road traffic counts whereas recent technologies grant also access to sample car trajectories. One example is the deployment in cities of Bluetooth scanners that measure the trajectories of Bluetooth equipped cars. Exploiting such sample trajectory information, the classical ODM estimation problem is here extended into a link-dependent ODM (LODM) one. This much larger size estimation problem is formulated here in a variational form as an inverse problem. We develop a convex optimization resolution algorithm that incorporates network constraints. We study the result of the proposed algorithm on simulated network traffic.
INTRODUCTION
Estimating Origin-Destination matrices (ODM) is of utmost importance in Internet traffic management (see e.g., [1, 2, 3] and references therein) as well as in transport networks, on which we focus here. ODM consist of trip volumes between origin and destination regions in the transport network, over some period of time. In transport, ODM are traditionally assessed either through surveys, which are effective yet expansive and still prone to errors due to subjectivity [4, 5] , or through traffic count (e.g., by magnetic loops at traffic lights) based estimations, a fairly intricate issue. However, the ubiquity of ICT (Information and Communications Technology) devices makes it now possible to identify and track individual vehicles at reasonable costs. An operating example is provided by the Bluetooth scanners operated in Brisbane by the Brisbane City Council [6] , whose study constitute our long-term target. Previous works have shown the benefits of such technology to construct car trajectories from Bluetooth enabled devices [7, 8] . In nature, such data are more informative than traffic counts (which ignore trajectories). However, they do not account for the full traffic as only Bluetooth equipped cars trajectories are obtained. The objective of the present work is to propose a method for recovering the ODM, by combining Bluetooth sample trajectories data and the traffic count data. In addition, we extend ODM estimation to the challenging task of estimating Link-dependent Origin-Destination matrices (LODM), which is possible only by the availability of Bluetooth data. These LODM provide an additional and useful layer of information as compared to ODM: the actually chosen path(s) used to go from an origin to a destination. On road networks, the number of OD pairs varies like the square of the number of nodes. When further multiplied by the number of available links, the problem dimensionality grows large, thus calling for efficient procedures. In the following, we will formulate LODM estimation problem as an inverse problem. Related Work. ODM estimation has already been studied as an inverse problem, notably using a prior ODM obtained from surveys or estimates [9, 10, 11] . ODM is usually estimated by minimizing an objective function based on its difference to the prior ODM, and on the difference between the measured traffic counts and the traffic counts derived from the assignment of the ODM. Several optimization methods were used: Entropy maximisation [12, 13, 14] , Bayesian inference [15, 16] , Generalised least squares estimator [17, 18] . Still, these methods relies on a modelling approach, mostly the four-step model [12] -assignment being the fourth step. They thus inherit the drawbacks of the assignment which, either using strong assumptions or being done with black-box traffic simulators, is a major source of uncertainty in ODM estimation. A second limitation is the need to either use prior ODM estimates, or models for generation and distribution of traffic (the first two steps). The final and major limitation is that these methods have not been extended to LODM estimation in transport. Objectives. We will study how the estimation of LODM (and ODM as a by-product) can be formulated as an inference problem on the transport networks, and then be solved by convex optimization techniques [19, 20] . The principle is to make full use of the available data (sample trajectories and traffic counts), using constraints induced by the topology of the transport network only -thus removing the relevance of the assignment step. After introducing notations, the direct problem is defined in Section 2 and the estimation as an inverse problem is formulated in Section 3. In Section 4, the proposed LODM estimation performance are explored using traffic simulations. Notations. The following notations are used for problem formulation: A, A and A respectively refer to vectors, matrices and tensors. The Hadamard product (element-wise product) of A and B is denoted A • B. For LODM, the two first dimensions are labelled i and j, referring to origin and destination; the third dimension, labeled l, stands for the links in the network. The symbol • is used to denote the dimension that does not contribute to a sum: e.g., the sum over first and third dimensions is written i,•,l A.
ESTIMATING LINK-DEPENDENT ODM

Problem Presentation
The road network is represented as a graph G = (V, L). The finite set of nodes V models the major intersections of the road network; each node is also a possible origin or destination. Each edge of the set L is directed and corresponds to a direct itinerary (or road) linking two nodes (i.e., not going through another node in V ). The structure of the graph is then given by two matrices I and E called the incidence and excidence matrices respectively. These matrices describe the relations between the nodes and the edges: for every (v, l) ∈ {1, . . . , |V |} × {1, . . . , |L|},
+1 if the edge l is arriving to the node v, 0 otherwise,
if the edge l is starting from the node v, 0 otherwise.
Note that in graph theory, it is the difference I − E that would be named as "incidence matrix". The information assumed available on this graph are B and q. The tensor B, of dimension |V | 2 × |L| gathers information from Bluetooth trajectories. Each trajectory adds a count of 1 into the elements of B corresponding to the OD and the links it uses (i.e., edges in G).
The vector q of dimension |L|, is the traffic flow measured on each edge. These counts can be obtained by magnetic loops. Such measurements are subject to count errors modelled here by a noise . The quantity to be estimated is the count of trajectories for all cars over the OD and links, denoted Q, which has to satisfy:
The traffic flow is proportional to the flow of Bluetooth equipped cars. We thus introduce a supplementary variable α such that Q = α • B, hence:
The challenge in this work is to estimate α (and thus Q) by using q and B, the only available information. This is a highly underdetermined inverse problem, admitting thus a large number of different solutions. For constraining this set of solutions, a variational approach is proposed, that consists in solving
where the functions F k : R |V |×|V |×|L| → ]−∞, +∞], for every k ∈ {1, . . . , K}, model several network properties.
Consistency of Flows on Edges and Nodes
According to (2) , a first function has to be designed in order to ensure the consistency of the solution with the measured flows on the links, thus a constraint on the edges. A usual choice for such a function is:
A second constraint comes from the balance of the flows on each node. It can be written using the classical ODM, denoted T :
where I and E are respectively the |V |-replication of the previous incidence and excidence matrices, defined as follows:
The balance requires that, at every node v, the flow having for destination v, computed as
, minus the flow originating from v, computed as
, should equal the flow going through the node v. This is written as:
Using variable α and data B and q with eq. (5), it reads as
The function resulting from this constraint is
Low Variability
A sound assumption is that the proportion, called penetration rate, of Bluetooth amongst the vehicles in use on the road network is not varying much. Measures have shown that in Brisbane the Bluetooth penetration rate varies between 22 and 30%. Thus, solutions with limited variability of the Bluetooth penetration rate are more likely. The variable α is the inverse of the penetration rate depending on links and OD. Its variability can be quantified through the following function, which is all the more interesting as being strongly convex, it insures the uniqueness of the solution :
where α o is the a priori average sampling ratio, computed as
Range
As the total flow is at least greater or equal to the flow of Bluetooth enabled vehicles, it is further imposed that α belongs to the following convex constraint set:
In the criterion, this constraint appears through an indicator function F4(α) = ιC (α), equals to 0 if α ∈ C and +∞ otherwise.
ALGORITHM
The criterion to obtain a relevant transport solution, designed using the topology of the networks and the data available, then reads:
with γ k ≥ 0 for every k ∈ {1, . . . , 3}, the weight of each constraint. The functions involved in criterion (12) are convex, lower semicontinuous and proper. Moreover, γ1F1 + γ2F2 + γ3F3 is differentiable with a β-Lipschitz gradient where the value of β depends on the norm of the matrices involved in each function. The function F4 = ιC is non-differentiable but it has a closed form expression for its projection [21] . To find α, we used the forward-backward algorithm, adapted from [22, 20, 23] , described as follow.
Algorithm 1 Forward-backward algorithm
Set τ = 1.99β
The initial condition α [0] is always taken set to zero. According to [23] , the sequence (α [n] ) n∈N converges to α. Moreover, its convergence rate has been described in [24] . In practice, we consider the convergence is achieved when the relative error between two iterates is such that
SIMULATION AND STUDY OF THE RESULT
Simulation setting
A simulation is developed to produce ground truth data. First, a schematic road network is built by locating a set of nodes randomly on a grid. The nodes are first linked by a minimum spanning tree (computed by the Kruskal's algorithm [25] ). Then, links are randomly added to connect the nodes with lower degree (sum of in and out edges) provided that the added links do not cross an existing one. This is stopped when the average total degree becomes 6 per node, a value consistent with that of real road networks (notably Brisbane transport network). In practice for this simulation, the number of nodes is |V | = 50. This choice is driven by the tractability of the experiment and the possibility of testing varied setups easily. Then trajectories are drawn with random origin and destination with uniform law, and use the shortest path connecting the two. Their number is set proportional to the number of links (and thus to the number of nodes).
For future comparison to Brisbane's network, the number of vehicles is set to 500 per links. Measures show that few hundreds vehicles per link are detected on average by the scanners per 15 minutes (a duration deemed relevant in transport to estimate ODM). With a penetration rate of Bluetooth devices estimated at around 30%, 500 vehicles per link is a reasonable value.
The penetration rate is drawn for each OD pair from a Gaussian distribution of mean 30% and standard deviation of 10% (and truncated to be between 0 and 1). This choice accounts for the variability of the ownership distribution of Bluetooth devices (which is not known) from one node to another depending, as an example, on the wealth of the neighbourhoods of the node. Finally, for each trajectory, it is drawn with a probability equal to the penetration rate on its OD whether it is a sample Bluetooth trajectory, or not. This allows us to have data B while the full set of trajectories gives Q for ground truth. The traffic flow per link q is obtained from Q by adding a noise drawn from a Gaussian N (0, 0.1) distribution. Figure 1 displays a simulated transport network with traffic counts q and Bluetooth proportion α represented on the edges.
Examining the role of the functions in the criterion
First, we examine the effect of the various functions that are involved in the criterion of (12) . For that, (12) is run several times with dif- Fig. 1 . A realisation of the simulation of a transport network, with volumes per link shown by the width of the edge (maximum width is for counts of 10, 000) and Bluetooth proportion on the links coded in grey levels (see level bar)). ferent weights γ1, γ2 and γ3 representing the importance of each term. To study their role separately, we first use only one of the term together with the range constraint ιC (α), thus setting the other two weights to zero. The results are reported in Table 1 , in the second block of lines. As expected, if only one term is active among F1 to F3, the other two depart significantly from the minimum value that can be achieved separately. Moreover, taking F3 only is leads to a solution extremely close to α o from (10) as shows a comparison of lines 1 and 4 of the Table 1 .
We then check whether the minimisation of one term is induced by the minimisation of the others and could be thus dispensed with. Clearly, using one term only leads to far from optimal values for the other two terms.
Using two terms without optimizing the weights (whose values are taken as 1), one sees in the second block in Table 1 that the third function always takes a large value as compared from the minimum achievable.
Finally, if using the three terms in the criterion, one obtains a fully coherent solution that respects the properties described in 2.2 and 2.3.
Optimal solution
The quality of the solutions can be checked by looking at the relative distance DQ between the simulated link-dependent OD matrix Q and the estimated one. This is computed as a 2 norm of the difference divided by the norm of the actual LODM. Others relative metrics are computed the same way: Dα and DT for, respectively, the inverse penetration rates α and the OD matrix T .
From Table 1 , these distances have minimal values when all the three terms F1 to F3 are active at the same time.
The optimal solution that can be recovered with (12) is sought by exploring the space of possible weights γ k (varying them systematically). The optimal solution retained is when DQ is minimum. The optimal combination of the weights, and the characteristics of the corresponding solution, are on the second to last line of Table 1 . It turns out that, for the same weights, Dα and DT are close to the smallest obtained value; this is not surprising and it tells that the formulation of the inverse problem for the variable α is sound for estimation of the LODM Q or the ODM T . We have also checked that the results are not too sensitive to some variations of the γ k around the best weights; for instance, having unity constant weights provides a result close to the optimal solution. Finally, let us emphasize that the value DQ is close to its minimum for several solutions. It is stemming from a well-known issue of this estimation prob- lem: When not properly constraint, it is highly under-determined and therefore many solutions can perform with a given criteria (DQ here). However, the solutions involving all the constraints F k have also small values for these functions. This is an important results as minimising the function F k does not require any ground truth. In addition, it discriminates between a set of acceptable solutions (with respect to DQ) by ensuring that the properties of the retained solution are consistent with the measured data and with having continuity of the flows at the nodes. Others solutions do not have all these consistencies. Figure 2 is a graphical representation of the results, aggregated on the edges of the network. It shows the counts and the estimated penetration rates for 2 solutions: (a) with constant penetration rate where α = α o , and (b) the optimal solution from (12) . It appears that the links with lowest traffic volumes are the hardest to recover: they have the highest relative errors both in terms of recovered volumes and of inverse penetration rates. For the solution of the inverse problem, the results are closer to the ground truth values than with solution (a) which is consistent with the obtained values of F1 (bigger for solution (a)) and highlight the importance of these criteria.
Comparing to a closed-form solution using link information
Interestingly, the solution obtained by the proposed LODM estimation procedure shows proximity with a closed-form expression that could be obtained differently. The Bluetooth trajectory samples can be used to count the number of Bluetooth enabled cars come over each link. A model α for α is to assume a constant the penetration rate over each link:
Using equation (13) leads to a closed-form estimate Q of Q:
This estimate is in fact computed as a fraction of the flow on the link, where the fraction is set to the proportion of OD pairs that use link l in the Bluetooth sample trajectories. It appears that this solution is often close to the solution from the algorithm (around 2.5% difference for the example shown). This is due to the fact that α written in (13) appears to lead already to low value for F1 and F3 (cf. last line of table1). The difference with the optimal solution for (12) is coming from the term F2 which is large for solution α.
It shows a posteriori that such deterministic solution is relevant, regarding the minimisation of (12) . However, it is not consistent with our knowledge of the problem to assume that the penetration rate is constant for each link independently of the OD (as we simulated with a penetration rate depending on the OD). Moreover, the variational approach is better with respect to all the consistency requirements, especially on the nodes, emphasising once more the importance of the functions F k . Also, for future work, we intend to add other constraints and regularizing priors that would relate itineraries information to links or involving smoothness in the network. The closed-form solution is not malleable like that.
CONCLUSION
For transport networks, an approach to estimate origin-destination matrices in a link-dependent way is developed. It uses as input the traffic counts on the edges of the networks and a set of sample trajectories like the ones that can be obtained through the use of Bluetooth scanners. The first result is that a simple forward-backward algorithm allows us to recover a good enough solution when formulating the inverse problem as (12) ; a second result is that all the terms in the criterion have a role to play and are useful to discriminate, amongst a set of solutions with correct quality metric, one that is better consistent with the measured data and the constraints on the networks. These results are an encouragement to implement further constraints (e.g., , continuity of the flow along the paths) and it would be relevant to introduce regularizing priors in the criterion (possibly using then a different suitable algorithm). For instance we could postulate that the inverse penetration rate is varying smoothly for its variables (i, j) describing OD on regions adjacent in the network, and one way to take that into account would be by introducing, as defined for instance in the recent work [26] , a norm of smoothness of α along the graph, be it a 2 norm or a total variation one to allow for some jumps. This is under current inspection.
