The article is devoted to a new type of measures which are hy- 
ysis and solutions of PDEs with elliptic partial differential operators (PDOs) and also parabolic PDOs with and without the i multiplier. In stochastic analysis measures with values in matrix algebras or operator algebras on Hilbert spaces are frequently studied and used for solutions and analysis of PDEs [4, 10, 11, 16, 17] .
It is necessary to mention that the Feynman integral approach works for PDOs of order not higher than two, because it is based on measures, particularly on modifications of Gaussian measures. But if a characteristic functional φ(t) of a measure has the form φ(t) = exp(Q(t)), where Q(t) is a polynomial, then its degree is not higher than two as the Marcinkievich theorem states (see, for example, Ch. II, §12 in [33] ).
It is natural to use hypercomplex numbers for analysis and solutions of PDEs. As it is known it was Dirac who first used the complexified quaternion algebra for a solution the Klein-Gordon hyperbolic PDE of the second order with constant coefficients which is utilized in spin quantum mechanics [6] .
On the other hand, for a hyperbolic, elliptic or parabolic PDO of order higher than two its decomposition into a product of lower order PDOs is given by Theorems 2.1, 2.7 and Corollaries 2.2, 2.3, 2.8 in [29] . Coefficients of operators in such decompositions are in the corresponding Cayley-Dickson algebras. Generally the complex field is insufficient for this purpose.
Therefore using this procedure it is possible to reduce a PDE problem in many cases to a subsequent consideration of PDEs of order not higher than two with Cayley-Dickson coefficients.
Remind that the Cayley-Dickson algebras A r over the real field R are natural generalizations of the complex field, where A 2 = H denotes the quaternion skew field (that is the non-commutative field), A 3 = O denotes the octonion algebra, A 0 = R, A 1 = C. There are the canonical embeddings A r ֒→ A r+1 and each subsequent algebra is obtained by the so called doubling procedure from the preceding algebra with the help of the doubling generator [1, 5, 15, 18] .
Among them the quaternion and octonion algebras are intensively applied in PDEs, mathematical physics, quantum field theory, hydrodynamics, industrial and computational mathematics, non-commutative geometry [6, 7, 14, 12, 13, 20] . In its turn this stimulated the development of noncommutative analysis over quaternions, octonions and the Cayley-Dickson algebras (see [1, 3, 12, 13, 14, 23, 24, 25, 26] and references therein).
Some results on solutions of PDEs of order higher than two with the help of Feynman-type integration over octonions and Cayley-Dickson algebras were shortly communicated by the author at a conference in [31] . They are based on generalizations of Gaussian measures. Therefore in order to implement this program of integration of PDEs of order higher than two it is necessary at first to develop a theory of such measures. 2 Hypercomplex Measures and PDEs.
1.1. Remark. PDEs. Denote by λ n the Lebesgue measure on the Euclidean space R n . Consider a domain U in R n which is either open,
, where Int(U) denotes the interior of U, whilst cl(U) notates the closure of U in R n . Recall that the Sobolev space H k (U, λ n , A r ) is the completion by a norm f k of the space of all k times continuously differentiable functions f : U → A r with compact support, where
denotes the j-th derivative poly-R-linear operator on R n at a point x, where n is a natural number. Particularly, it may be U = R n .
Suppose that an operator B j is realized as an elliptic PDOB j of the sec- 
where
We consider a second order PDO of the form
where a j = a j,0 +ia j,1 are nonzero coefficients, a j ∈ A r,C , a j,0 and a j,1 belong to A r , whereB j is an elliptic PDO of the second order on
by real variables x 1+β j−1 ,...,x β j , where 2 ≤ r < ∞.
There are the natural embeddings
where n = m 1 + ... + m m = β m . ThusB and allB j are defined on
, where β j = m 0 + ... + m j for each j, m 0 = 0, β 0 = 0; ψ k;j ∈ A r,C for each k and j. Then the operator
is the completion relative to a norm f k,l of the space of all functions f (x, t) : U × V → A r,C continuously differentiable k times in x and l times in t with compact support, where V is either open or canonically closed in R,
,
) has a structure of a Hilbert space over R, also of a two-sided A r,C -module. Particularly,
Using the change of variables we consider operators with constant coefficients
We denote by [B j ] a matrix with matrix elements b u,k;j ∈ R for every u and k in {1, ..., m j }, where j = 1, ..., m. Also
Since the operatorB j is elliptic, then without loss of generality the matrix
] is symmetric and positive definite. Then using a variable change it also is frequently possible to impose the condition Re(ψ k;j ψ *
Let A be a unital normed algebra over R, where A may be nonassociative, let its center Z(A) contain the real field R. Then by l m k=1 u k we denote an ordered product from right to left such that
where l (z n ) = l n k=1 z, z ∈ A, that is for the particular case u 1 = z,....,u n = z.
1.2. Definition. Let X be a right module over A r,C such that
where X 0 ,...,X 2 r −1 are pairwise isomorphic vector spaces over C. If an addition x + y in X is jointly continuous in x and y and a right multiplication xb is jointly continuous in x ∈ X and b ∈ A r,C and X j is a topological vector space for each j ∈ {0, 1, ..., 2 r − 1}, then X will be called a topological right module over A r,C .
For the right module X over A r,C an operator h from X into A r,C will be We say that X is a two-sided module over the complexified CayleyDickson algebra A r,C if and only if it is a left and right module over A r,C and i j x j = x j i j for each x j ∈ X j and j ∈ {0, 1, ..., 2 r − 1}.
2. Theorem. Let a PDOŜ be of the form 1(5) fulfilling the condition
q j ∈ C, φ j = arg(q j ) for each j, where 2 ≤ r < ∞. Then a fundamental solution K of the equation
where θ(t) = 0 for each t < 0, while θ(t) = 1 for each t ≥ 0, where 2 ≤ r < ∞, y j = (y β j−1 +1 , ..., y β j ) with y k ∈ R for each k,
Proof. To simplify calculations we consider the Fourier operatorF and
since by the Euler formula exp(α + βi) = e α (cos(β) + i sin(β)) for each real variables α and β, also since ii j = i j i for each j = 0, ..., 2 r − 1.
Then we deduce that
for each x ∈ R n and j = 0, ..., 2 r − 1.
, where I is the unit operator.
We take the R-linear space S(R n , A r,C ) of all infinite differentiable rapidly decreasing at infinity functions f : R n → A r,C . Its topology is provided by a family of semi-norms:
S(R
n , A r,C ) = X is also the left and right module over the algebra A r,C .
We consider X * r = S * r (R n , A r,C ) (see Definition 1.2). Notice that particularly over the complexified quaternions if h ∈ S * r (R n , A r,C ), then this operator h is right A r,C -linear operator (see Definition 1.2), since the algebra H C = A 2,C of complexified quaternions is associative. Then we infer that
We seek a solution K(x, t) which in the x and t variables belongs to Applying the Fourier transformF x in the x variable, x ∈ R n , to Equation
(1) and using Formula (4) we infer that
where y j = (y 1+β j−1 , ..., y β j ); 1(y) = 1 for each y, (δ(t); g(t)) = δ(g) = g(0)
for each continuous function g : R → A r,C , also (δ(x, t); f (x, t)) = f (0, 0) for
On the algebra A r,C we take the same norm as in Remark 1.1:
where z ∈ A r,C , z = p + iq, p ∈ A r and q ∈ A r , |p| = √ pp * , where √ · is the positive branch of the square root function on (0, ∞). Then for each z = p + iq and w = u + iv in A r,C , where p, q, u and v belong to A r .
Next we consider the series
For the exponential function exp l (zt) we deduce that
for each t ∈ R and z ∈ A r,C , since R ⊂ C and the complex field C is the center Z(A r,C ) of the algebra A r,C (see Remark 1.1).
Therefore, a solution of the differential equation (10) is
From Formula (5) we deduce Formula (2), since (y, x) ∈ R for each x and y in R n , also since exp(i(y, x)) ∈ C and C = Z(A r,C ) (see Remark 1.1).
It remains to verify that this integral converges for each t > 0, since (F x K)(y, t) = 0 for each t < 0, alsoF −1 (1) = δ. For this mention that
for each z ∈ A r,C , where u 0 and v 0 are real numbers,
We have that
where u ′ and v ′ are in A r , 2 ≤ r. This implies that
since w 2 ∈ C and Z(A r,C ) = C (see Remark 1.1). Hence
where ν ∈ C is such that w 2 = (iν) 2 , extending Formula (16) also at ν = 0 using the fact lim ν→0 ν −1 sin(ν) = 1. As usually
, with cosh(ν 1 ) = (exp(ν 1 )+exp(−ν 1 ))/2 and sinh(ν 1 ) = (exp(ν 1 )−exp(−ν 1 ))/2, where ν = ν 0 + iν 1 , with ν 0 ∈ R and ν 1 ∈ R.
we get that
(Re(a j,0 ))(B j y j , y j ) − Re(s j,1 , y j )]t,
(Re(a j,1 ))(B j y j , y j )]t,
where s j = s j,0 + is j,1 with s j,0 and s j,1 belonging to A r for each j, consequently, u 0 = u 0 (y, t) is a polynomial of the second order in the variable (17) imply that constants C 1 > 0 and C 2 > 0 exist so that
where y ∈ R n , since
The function ν 1 (y, t) is bounded on {y ∈ R n , t ∈ R : |y| ≤ C 2 , |t| ≤ ρ} for each 0 < ρ < ∞ and the mapping z = z(y, t) is continuous on R n × R.
Therefore, Formulas (15)- (18) imply that
Re(a j,0 )(B j y j , y j )t) = 0
√ C 1 and 0 < t. On the other hand, | exp(u 0 + iv 0 )| = exp(u 0 ), consequently, the integral in Formula (2) absolutely converges for each t > 0.
3. Definition. Let a j ∈ A r,C satisfy Condition 2(α) for each j, B j : (z 1 , . .., z n ), z k ∈ A r,C for each k. Shortly (y, z) will also be written instead of (y, z) s , when a situation is specified.
is called a characteristic functional of an A r,C -valued measure ϑ U,p on a Borel σ-algebra B(R n ) of the Euclidean space R n , where y ∈ R n . Define a measure µ U,p on the Borel σ-algebra B(A n r,C ) of the two-sided A r,C -module A n r,C by the formula:
denotes the family of all con-
Proof. The characteristic functionalθ U,p (see Formula 3(2)) induces 
From Formulas 2(15), 2(16), 2(19) and 3(2)-3(4) it follows that the op-
, where n r = 2 r+1 n, since on a j condition 2(α) is imposed for each j. Next we consider an integral in which a function stands on the left to the measure:
whenever it exists, where 6. Proposition. For each z ∈ A r,C the function χ z (t) = exp l (zt) is a character from R considered as the additive group into the algebra A r,C such that
for each t ∈ R and t 1 ∈ R.
Proof. Formula 2(16) applied to wt instead of w gives exp l (wt) = cos(ν(wt)) + wt ν(wt) sin(ν(wt)),
, where a branch of the square root function √ · on C is chosen such that
exp l (wt) = cos(tν(w)) + w ν(w) sin(tν(w)), for each t ∈ R, since t |t| sin(|t|ν(w)) = sin(tν(w)). This implies that exp l (wt) = (exp l (w)) t for each t ∈ R, since ν ∈ C, w 2 ∈ C and (wt) 2 /ν 2 (wt) = −1,
Together with exp((u 0 + iv 0 )t) = (exp(u 0 + iv 0 )) t and 2 (15) which in this situation reads as exp l (zt) = exp((u 0 + iv 0 )t) exp l (wt) this leads to Formula (1) and hence to (2) also, since u 0 + iv 0 ∈ C.
7. Proposition. If µ U,p is the measure of Definition 3, then
by −(B j y j i 2 r , i 2 r y j ), since i 2 r c = c * i 2 r and (bi 2 r )(i 2 r c) = −cb for each b and c in A r , where i 2 r ∈ A r+1 , A r ֒→ A r+1 (see also the notation in §2 and §3).
Form condition 2(α) it follows that the domain r we take the A r -analytic extension on the domain V ρ in the w-representation of the characteristic function ϑ U,p (z) with z = v + iy and w = v ⊕ y of the measure ϑ U,p . That is
for each z ∈ R n , since exp(i(x, z)) ∈ C for each x and z in R n and C = Z(A r,C ). The extension ofθ U,p (v + iy) from R n onto V ρ is specified using Formulas (2.2), (2.5) and (2.10) in [22] (or see [24] ) and 2(13) and 2 (15) . In view of Formulas 2(11) and 2(19) the functionθ U,p (v ⊕ iy) is analytic in v and y with v ⊕ y = w ∈ V ρ and lim w∈Vρ, |w|→∞θU,p (v + iy) = 0 for each 0 < ρ < ∞.
Moreover, this implies thatθ U,p (z) =θ U,p,0 (z)+iθ U,p,1 (z), whereθ U,p,0 (z) ∈ A r andθ U,p,1 (z) ∈ A r for each v⊕y = w ∈ V ρ with z = v+iy, alsoθ U,p,0 (v+iy)
andθ U,p,1 (v + iy) are A r -analytic in v and y with v ⊕ y = w in V ρ . Choose
The integral over R n has an extension to the noncommutative integral with the A r -variables provided by the left algorithm described in [23, 24, 25] .
By virtue of the noncommutative analog of the Jordan Lemma 3.11 in [22] (or 2.23 in [27] ) and the change of variables theorem 2.11 in [28] and Formula 2(19) we infer that
Using Identities 2(15), 2(16) we deduce that
for each x and z in R n . 
Proof. We take the matrix [B] = diag ([B 1 ], ..., [B m ] This implies Formula (1) with the Kronecker delta function so that δ j,l = 0 for each j = l, also δ j,j = 1 for each j.
Definitions.
Let Ω be a set with an algebra R of its subsets and an
A r,C -valued measure µ : R → A r,C , where 2 ≤ r, Ω ∈ R. Then ,n∈N |P t 1 ,. ..,tn |(Ω tn × · · · × Ω t 1 ) < ∞ and the limit exists lim t 1 <...<tn∈T 0 ;n∈N P t 1 ,...,tn (Ω tn × · · · × Ω t 1 ) ∈ A r,C , where T 0 := {t ∈ T :
P t (Ω t ) = 0}, T \ T 0 is finite.
Apparently the product of measure spaces is a particular case of a cylindrical distribution.
Therefore, the following corollary evidently follows from this remark and Theorem 14.
16. Corollary. The cylindrical Radon distribution P t 1 ,...,tn satisfying conditions of Remark 15 has an extension to a norm-bounded measure P on a completion R P of R := t 1 <...<tn∈T,n∈N G t 1 ,...,tn relative to P , where G t 1 ,...,tn := (π t 1 ,...,tn ) −1 (R t 1 ,...,tn ) and π t 1 ,...,tn : Ω → Ω tn × · · · × Ω t 1 is the natural projection.
