Viral sequence classification is an important task in pathogen detection, epidemiological surveys and evolutionary studies. Statistical learning methods are widely used to classify and identify viral sequences in samples from environments. These methods face several challenges associated with the nature and properties of viral genomes such as recombination, mutation rate and diversity. Also, new generations of sequencing technologies rise other difficulties by generating massive amounts of fragmented sequences. While linear classifiers are often used to classify viruses, there is a lack of exploration of the accuracy space of existing models in the context of alignment free approaches. In this study, we present an exhaustive assessment procedure exploring the power of linear classifiers in genotyping and subtyping partial and complete genomes. It is applied to the Hepatitis C viruses (HCV). Several variables are considered in this investigation such as classifier types (generative and discriminative) and their hyper-parameters (smoothing value and regularization penalty function), the classification task (genotyping and subtyping), the length of the tested sequences (partial and complete) and the length of k-mer words. Overall, several classifiers perform well given a set of precise combination of the experimental variables mentioned above. Finally, we provide the procedure and benchmark data to allow for more robust assessment of classification from virus genomes.
I. INTRODUCTION
Nucleotide sequence classification aims to assign an unlabeled or a new sequence (complete or partial) to a group of known sequences based on their characteristics. Sequence classification is used in several biomedical domains and comparative genomic fields such as pathogen detection [1] , [2] , taxonomic assignation of metagenomics reads [3] , [4] , and epidemiological and evolutionary studies [5] . This task could be performed using an alignment-free approach which does not rely on building a multiple sequence alignment of known and unknown sequences. Such alignment-free approach could avoid some inconveniences since the sequence alignment can be time and resource consuming [6] . Alignment-free based approaches for sequence classification have shown promising results and performances compared to approaches based on alignment and phylogeny [6] - [11] .
In previous works tackling taxonomic classification of metagenomics and viromics sequences, various tools implement statistical learning methods. For instance, in metagenomics, RDP [3] and NBC [12] both implement a naive Bayes classifier. Also for taxonomic assignment PhyloPy-thiaS+ implements structured output Support Vector Machines (SVM) framework [13] . A logistic regression model with L1 regularization was used in VirFinder, a tool for identifying viral sequences from metagenomic data [2] . For virus genome typing, a variable-order Markov model was implemented in COMET to classify Human Immunodeficiency Viruses 1 and 2 (HIV-1 and HIV-2, respectively) and Hepatitis C viruses (HCV) [8] . SVM was used as a core model in CASTOR-KRFE method to extract a minimal set of features and classify viruses [10] . Other tools offer different types of classifiers depending on their best performances on a specific family of virus such as CASTOR [9] and KAMERIS [11] . In particular, some methods were developed and implemented in tools that perform genotyping and subtyping of HCV genomic sequences (for more details see Table A .I, available in the online supplemental material). Most of statistical learning classifiers previously mentioned are linear and can be classified into two categories: 1) Generative classifiers, which model the distribution of the input and output data (sequences and their taxonomic classes); 2) discriminative classifiers, which either model the posterior distribution of output data (taxonomic classes given a sequence) or find a discriminant function to map directly a sequence to its class [14] , [15] .
In the context of alignment-free methods, composition representations of nucleotide sequences are widely used specially in sequence comparison and classification. They are based on the counts or frequencies of overlapping sub-sequences, with length k, for a given sequence [6] . These sub-sequences are known as words or k-mers in the literature of sequence classification.
Here we assess the performance of generative and discriminative linear classifiers in genotyping and subtyping of partial and complete genomes of HCV. We examine the potential of these classifiers in classifying partial genomic sequences trained with complete genomes. Classification of genomic fragments is a challenge posed by current technologies of DNA sequencing that generate massive amounts of nucleotide fragments. We show that a global profile of k-mer counts from complete genomes is sufficient to estimate the parameters of the models and classify correctly genomic fragments, and therefore no need to an explicit sampling of fragments in training setp. Several variables are considered in our assessment such as classifier types and their hyper-parameters, classification task, tested sequence lengths and k-mer lengths.
This article is divided in three main section. We start by an overview of linear models that can be used in virus sequence classification in Section II. Then we introduce the datasets and the benchmark procedure in Sections III and IV respectively. Section V highlights the overall performance of each model and discusses the choice in choosing adequate experimental settings.
II. LINEAR MODELS FOR SEQUENCE CLASSIFICATION A. Sequence representation
A nucleotide fragment S is a sequence of l ∈ N * ordered nucleotides S = (s 1 , s 2 , ..., s l ) ∈ A l , where A = {A, C, G, T } is the alphabet of nucleotides. A k-mer word u a is a subsequence of length k in S at position a such u a = S [a, a+k−1] for a = 1, 2, ..., d and d = l − k + 1. Also, S could be represented as a vector count x of m k-mer words x = (x 1 , x 2 , ..., x m ), where m = |A| k and x i is the number of occurrences of k-mer word u i in a sequence S, given by
and I(u i , v) = 1 if u i = v, 0 otherwise. Thus, a dataset D of n nucleotide sequences will be represented by a m × n matrix X = (x 1 , x 2 , ..., x n ). Finally, given a taxonomic rank (e.g. species or genotype), nucleotide sequences are labeled by a set of taxonomic disjoint classes T = {T 1 , T 2 , ..., T t }, t ∈ N * .
B. Linear classifiers
In multiclass classification problems, a linear classifier M generates linear decision boundaries to separate instances of different classes [15] . M is defined by a m × t matrix of weights W = (w 1 , w 2 , ..., w t ) and an activation function f (·) which could be nonlinear. It has the form f (w T x + w 0 ) [14] . w 0 represents the intercept of the model and w t = (w t1 , w t2 , ..., w tm ) the vector of weights for class T t . Learning classifiers differs in how they calculate the weights W in order to optimize the classification and how to define the function f (·). To determine the class of a new sequence represented by a vector x, a classifier either models the posterior class probabilities P (T t | x) and assigns the vector x to a taxonomic classT that maximizes the posterior density aŝ
or finds a discriminant function to map directly the vector x onto a class label [14] .
Moreover, modeling the posterior class probabilities could be done using generative or discriminative approaches. 1) Generative classifiers: A generative approach models a joint probability density of the class and the sequence P (T t , x) and uses Bayes' theorem (equation 3) to compute the posterior.
With classifiers based on this approach, we can sample data from the modeled joint density P (T t , x) in the space of vectors x. Substituting equation 3 in equation 2 gives us:
The probability density P (x) is constant over all classes and could be dropped in estimation of equation 4. The prior density of taxonomic classes P (T t ) could be estimated using either a Maximum Likelihood Estimation (MLE) method or a Bayesian approach. Several probabilistic classifiers adopt different approaches to model the class-conditional density P (x | T t ). Here we provide details of two types of generative classifiers: multinomial Bayes and Markov chain classifiers. Multinomial Bayes (MB) classifiers model the classconditional density by a multinomial distribution given by
Class-conditional probabilities of k-mers P (u i | T t ) are the MB classifier parameters. Each parameter could be estimated by a MLE method or by a Bayesian approach (by adding a smoothing value α). Markov chain (Markov) classifiers model each nucleotide sequence as a (k − 1)-order Markov chain model [16] .
where
Therefore, the sequence S will be represented by two vectors x and z corresponding to the profiles of words w and v respectively. The class-conditional density could be approximated by:
Similarly to a MB classifier, class-conditional probabilities of words u i and v i of Markov chain classifier could be determined by MLE or Bayesian methods. 2) Discriminative classifiers: A discriminative approach models directly the posterior density P (T t | x) without assuming any distribution P (x | T t ) for the input data. Hence, a binary logistic regression (LR) models the posterior density using the logistic function which has the form:
Regularized LR fits the vector of parameters w by joint minimization of the loss function and the regularization penalty function R as follows:
where t ∈ {−1, 1}, C is a cost parameter and λ is the regularization rate. R could take several forms such as L1 norm (||w|| 1 = i |w i |) or squared L2 norm (||w|| 2 2 = i w 2 i ). Contrary to LR, linear support vector machine (LSVM) yields a discriminative function that maps input sequences to taxonomic classes. For soft-margin LSVM classifier, the optimal parameters w are obtained by joint minimization of the hinge loss function or its squared and the penalty function as follows:
LR and LSVM described here are binary classifiers. For multiclass taxonomic assignment we could use a one-versusrest strategy where a classifier is learned per a taxonomic class against the other classes.
III. BENCHMARK DATASETS: HEPATITIS C VIRUSES Hepatitis C viruses (HCV) are an important cause of chronic liver disease and cancer [17] . The World Health Organization has estimated that 71 million people have chronic hepatitis C infection and approximately 399 000 people die each year from hepatitis C [18] . HCV have a positive-sense single-stranded RNA genome of about 9600 nucleotides. They belong to the Flaviviridae family of viruses. HCV are classified into six confirmed genotypes with at least 30% divergence among their genomes. At lower taxonomic level, genotypes are divided into several subtypes with ∼ 20% divergence [19] . In this paper, we used two datasets of HCV that were constructed in our previous work [10] . Each dataset contains 284 complete genomes labeled by 6 genotypes in HCVGENCG dataset and 18 subtypes in HCVSUBCG dataset (Table I) .
IV. EXPERIMENTAL SETTING
We investigated the behavior and performance of generative and discriminative linear classifiers in gentoyping and subtyping HCV genomic sequences. Two cross-validation based strategies were devised to assess the abilities of both classifier types to classify whole-length (complete) and partial (fragment) genomes (described in Algorithm 1 and Algorithm 2, respectively). For both strategies the classifiers were trained with complete genomes. Five-fold cross-validation is performed in all classification tasks. In each iteration the weighted Fmeasure was calculated on the test sequence data. Then, the overall performance of all iterations was averaged. The Fmeasure is given by the equation: 
Here, we present the experimental results when classifiers are trained on complete genomes but tested either with complete geneomes or genomic fragments. Then we highlight the overall observations that could drive subsequent studies.
A. Evaluation with complete genomes
The classifier performances were assessed in genotyping and subtyping of HCV complete genomes. The evaluation 
was based on a cross-validation strategy as described in Algorithm 1. In subtyping data (HCVSUBCG) the class 6f is underrepresented since it contains only four sequences. To ensure a large coverage of subtypes, we opted to not discard this class and use a 4-fold cross-validation. At least, this class will be represented by one sequence for each training fold. The results are presented in function of k-mer lengths (k) from 4 to 15 nucleotides.
1) Generative models: In this study, we assessed the performance of two types of generative classifiers: multinomial Bayes (MB) and Markov chain (Markov) classifiers. In order to infer the parameters of these classifiers (class-conditional densities) we used Maximum Likelihood Estimation (MLE) and Bayesian approaches. For the Bayesian approach to estimating MB and Markov parameters we used different α values for smoothing: (α = 1e−100, 1e−10, 1e−5, 1e−2 or 1). The evaluation results of generative models on complete genomes are shown in Figure 1 and Table II. All MB models have almost the same performance in terms of weighted F-measure when k ∈ {4, 5} (in genotyping from 0.447 ± 0.072 to 0.789 ± 0.068 and in subtyping from 0.545 ±0.06 to 0.676 ±0.032, respectively). However, starting from k = 6, the performance of MB models based on MLE (MLE-MB) was lower than those of models based on a Bayesian approach (B-MB). The weighted F-measure of MLE-MB model drops from its maximum value 0.837 ± 0.019 with k = 6 to 0.465 ± 0.035 with k ∈ [11, 15] in genotyping and from 0.654 ± 0.039 with k = 5 to 0.364 ± 0.061 with k ∈ [9, 15] in subtyping. We noted an improvement in the performance of B-MB models when increasing k-mer lengths either for genotyping or subtyping. Furthermore, with k ∈ [11, 13] in genotyping and with k ∈ {9, 10} in subtyping all B-MB models reach a maximum weighted F-measure of 0.997.
Markov chain models based on MLE (MLE-Markov) show their best performance at k = 5 with weighted F-measures of 0.900 ± 0.045 and 0.849 ± 0.036, in genotyping and subtyping respectively. At k = 7 in genotyping and at k = 6 in subtyping their performance drops drastically to reach an F-measure of 0.002±0.003 and 0.000±0.001, respectively and remain very low for longer k-mers. Unlike B-MB models, Markov models based on a Bayesian approach (B-Markov) do not maintain their performance high after reaching the maximum weighted F-measure values. The maximum weighted F-measures occur at k = 8 and equal to 0.997 ± 0.007 in genotyping and 0.975 ± 0.019 in subtyping for the majority of Markov models with smoothing. Moreover, in overall classification experiments with B-Markov models, smoothing with α = 1 shows the best performance with k ∈ [4, 6] but lower performance than the other Bayesian models when k > 7. However, α = 1e − 100 smoothing shows the best performance with all lengths of k except with k ∈ [4, 7] .
2) Discriminative models: Discriminative models were represented by two classifiers in our work: logistic regression (LR) and linear support vector machine (LSVM). For both classifiers, we evaluated L1 and L2 penalties for regularization. The squared hinge loss function was used for LSVM classifier. Performance results on complete genomes are shown in Figures 2 and A.1 for each model. In genotype taxonomic classification, LR and LSVM models classify the data with near perfect weighted F-measures (> 0.989 ± 0.015) across all k-mer lengths. The best performance is shown by LSVM using L1-based regularization with k ∈ [9, 10] (weighted F-measure = 1.000 ± 0.000). In subtype classification, LR and LSVM model performances decrease slightly although the weighted F-measures remain greater than 0.941 for all experiments (see Table II ). The maximum weighted F-measure value of 0.975 ± 0.019 is reached by all discriminative models in subtyping. In general, L2-based models perform better than L1-based models which is clearly seen specially when k > 8.
The evaluation with complete genomes shows that the overall performance varies substantially according to classifier types, their hyper-parameters and k-mer lengths. We observed different trend patterns of classification performances between generative and discriminative models, but same trends when comparing genotyping and subtyping tasks. Most models could achieve a high weighted F-measure value of 0.997 in genotyping and 0.939 in subtyping except for MLE-based models. However, k-mer lengths differ for these weighted F-measure values depending on each model instance. Using a SVM classifier, [10] reported quite similar results when classifying the same HCV genomic datasets (weighted F-measure = 1.000 and 0.986 in genotyping and subtyping, respectively [10] ). 
B. Evaluation with genomic fragments
All proposed classifiers were trained with HCV complete genomes and tested with genomic fragments belonging to the same taxonomic classes as the genomes. We used a crossvalidation strategy with 5-fold stratified and shuffled splits on the complete genome data. As described in Algorithm 2, in each iteration, a model is learned on a train set composed of complete genomes. After, it will be tested on fragmented sequences from the complete genomes of the test set. Each class was sampled up to 1000 fragments. The classifiers were evaluated separately with fragments of lengths 100 bp, 250 bp, 500 bp and 1000 bp. The results of this evaluation are shown in Figure 2 , and in Figure A 1) Generative models: With all fragment lengths, all MB models (including MLE-MB) have almost the same performance with k lengths of 4 and 5 at genotyping and subtyping classification tasks. For these k-mer lengths, the weighted Fmeasure ranges from 0.299 ± 0.021 to 0.857 ± 0.019 for genotyping and from 0.079 ± 0.006 to 0.829 ± 0.017 for subtyping (see Tables A.II-V) . At k = 7, the performance of MB models starts to diverge where we can note lower Fmeasure value for MLE-MB and B-MB with α = 1e − 100 than the other models. After reaching its maximum, MLE-MB performance starts to drop at k = 7 for all fragment lengths in genotyping. However, the performance of B-MB models (including the model with α = 1e−100) increases after k = 8 to exceed a weighted F-measure of 0.980 at some values of k for all fragment lengths and classification tasks.
Concerning Markov chain models, the performance of MLE-Markov attains its maximum at k = 6 for all fragment lengths and both classification tasks except for testing on 500 bp and 1000 bp fragments at subtyping where the maximums were at k = 5. The maximum values range from 0.769±0.023 to 0.883 ± 0.016 at genotyping and from 0.752 ± 0.040 to 0.826 ± 0.016 at subtyping (see Tables A.II-V) . After that, MLE-Markov performance on fragments falls and remains very low. Comparing B-Markov models at genotyping the α = 1e − 100-based model has consistently the maximal weighted F-measure values for all length fragments and with k = 9 (values up to 0.988 ± 0.016). Furthermore, in fragment subtyping, the performance of B-Markov models is highest at k ∈ [6, 8] depending on the smoothing value. The model with α = 1e − 5 reaches the best weighted F-measure at k = 8 with all fragment lengths for this classification task (values up to 0.987 ± 0.013). Subsequently, for both classification tasks, the performance drops gradually when k > 8 to remain low with weighted F-measure < 0.472 ± 0.068. A.II-V, models with regularization penalty L2 perform better than those with penalty L1 independently of the classification variables (kmer lengths, fragment lengths and typing tasks). For LR and LSVM L2-based models, the weighted F-measure exceeds a value of 0.900 when k-mers lengths are equal to or greater than 8, 7, 6 and 5 for 100 bp, 250 bp, 500 bp, 1000 bp fragments respectively. Furthermore, in both classification, the worst performance of L2-based models occurs when k equals 4 and fragment lengths is 100 bp (weighted F-measures < 0.332±0.011). However, L2-based models keep a performance higher when k is larger. Models with L1 regularization penalty have lower performance and their weighted F-measure does not exceed 0.767 ± 0.026. In fragment genotyping LR models with L1 penalty have highest weighted F-measure between 0.376 ± 0.016 and 0.767 ± 0.026 with k = 7 for 100 bp fragments and k = 8 for other fragment lengths. Moreover, in subtyping, they highlight a maximum weighted F-measure between 0.206 ± 0.006 and 0.662 ± 0.017 with k = 8 for 100 and 500 bp, k = 9 for 250 bp and k = 6 for 1000 bp fragments. LSVM models regularized by L1 penalty have in general lower results compared to L1-based LR models. In fragment genotyping, maximum weighted F-measure for L1based LSVM is between 0.323±0.007 and 0.730±0.019 with k = 7 for 100 bp and 250 bp fragments, k = 8 for 500 bp fragments and k = 6 for 1000 bp fragments. In fragment subtyping, maximum performance is obtained with k = 8 for all fragment lengths, except 1000 bp fragments(k = 6), and have weighted F-measure between 0.187 ± 0.009 and 0.642 ± 0.021. Unlike L2-based models, the capability of L1-based models in both classification declines when k-mer lengths are longer.
2) Discriminative models: LR and LSVM models show similar behaviors when testing with different fragment lengths. As shown in Figures 2 and A.1 and in Tables

C. Overall remarks
We evaluated a set of linear classifiers in genotyping and subtyping of HCV genomic sequence represented by k-mer profiles. This study evaluated various variables related to the level of taxonomic classification tasks (genotyping or subtyping), classifier types (generative or discriminative) and their hyper-parameters, genomic sequence lengths (complete or partial) and k-mer lengths (from 4 to 15).
The results of this evaluation show that classification at lowlevel taxonomic clades is more difficult than at higher levels. In general, the classifiers performed better at genotyping than at subtyping HCV sequences. Several studies for viral [9] , [10] and metagenomic [3] , [20] , [21] taxonomic classification have reported similar results where the performance is better at high-level classifications. Genomic sequences are more similar at low-level than at high-level clades, which makes more difficult to discriminate between sequences at low-level clades.
In both taxonomic levels, at least one or more generative and discriminative models reached a weighted F-measure > 0.950 depending on their hyper-parameters and lengths of k. Hence, we did not notice a clear advantage between both types of classifiers in term of weighted F-measure. However within each type, one model setting gave a clear advantage. For instance B-MB with α = 1e−100 and LSVM with L2 penalty are the best choice in generative and discriminative models respectively as they were stable among all experimental classifications. As observed in previous studies [20] - [22] , generative classifiers (MB and Markov) are sensitive to how they infer their parameters (class-conditional densities), either by MLE or Bayesian approaches. MLE approach could overfit and produce a sparse parameter matrix W when unseen k-mers in training step will have null estimates [20] , [23] or very small probabilities will underflow the numerical precision [14] . Bayesian-based models could avoid null estimates and numerical underflow by adding positive and non-zero values α (pseudo-counts) [24] . Hence, the MLE approach leads to inferior results compared to the Bayesian approach except for short k-mers (4 and 5), where they have similar performance and it is expected that most k-mers are seen in the dataset. Moreover, when k ∈ {6, 7}, Bayesian models (MB and Markov) with larger α perform better than with smaller α. However, this trend reverses when k-mers are longer than 7 nucleotides. [21] accuracies than models with α < 0.0001 in classifying fulllength rRNA sequences [21] . After all, the B-Markov model performance decreases when k > 10 despite the parameter smoothing. Larger k lengths produce more sparse k-mer profiles and when estimating Markov model parameters the division of k-mer by (k-1)-mer probability densities in equation 7 gives small values that could underflow the numerical precision.
Discriminative classifiers (LR and LSVM) classified HCV genotypes and subtypes almost perfectly with complete genomes represented by any length of k-mers. LR and LSVM models have similar behavior when they implement the same regularization penalty across all classification experiments. This suggests that their loss functions (logistic loss for LR and squared hing loss for LSVM) converge towards comparable results. When evaluating different classifiers for HIV-1 genome subtyping, [11] concluded that SVM-based classifiers, and logistic regression achieved the highest performances. The authors reported accuracies of 96.49% and 95.32% for LSVM and LR respectively at k = 6 [11] .
In our study, the form of regularization did not influence the performance of neither classifiers, whereas it played a crucial role in classifying genomic fragments when model parameters are learned with global profiles of k-mers from complete genomes. Regularization with L1 penalty decreases substantially the performance of classifiers on partial genomes unlike with L2 penalty. On one hand, linear classifiers with L1 regularization produce sparse parameter matrix W but dense matrix with L2 regularization [23] . On the other hand, genomic fragments generate also sparse vectors X since they are partial. Hence, with L1-based models, a disagreement between W values and those of X could easily happen if W was not learned from the same distribution of X as in our evaluation with fragments.
Evaluated classifiers have better performance when tested with genomic sequences homologous to the sequences used in the learning step. Although surprising, some generative and discriminative models trained with complete genomes perform very well when they classify partial sequences. We observed that longer fragments are classified better than shorter ones.
This was also observed in previous studies in virus genomic [8] and metagenomic [12] , [21] , [25] taxonomic classifications. Longer fragments generate less sparse data vectors and provide more information for classification [21] . Moreover, maximum performance of the evaluated models needs longer k-mers when fragments are shorter, as with MB classifier in [12] and LR in [2] .
Within the HCV datasets, the choice of the k-mer length depends on all classification variables including taxonomic classification task, classifier types, hyper-parameters and sequence lengths. Mostly k-mers with lengths between 8 and 10 are good options for classification tasks since they maximize the chance of achieving an optimal performance. However this observation does not hold for MLE-based models where the best option will be k ∈ [5, 6] . Previous works in virus typing and identification reported optimal k-mer lengths between 6 and 9 [2] , [8] , [10] , [11] . Moreover, studies in metagenomic taxonomic assignment showed that MB classifiers need k ∈ [12, 15] to achieve good performance [12] , [20] , [25] .
VI. CONCLUSION
In this paper we provide an exhaustive procedure to assess the classification performance of different discriminative and generative classifiers with complete and partial genomes. We apply it to a benchmark of HCV viruses for genotyping and subtyping using several k-mer lengths. The results highlight that there is no leading classifiers to perform on different experimental settings. Thus, the exploration of adequate experimental settings is required to capture the best performance. For HCV genomic data, this experimental settings allow to capture the highest predictive performance and to compare to the stateof-the art tools. Furthermore, most models perform well in either fragment and complete genome predictions. However, the hyper-parameters for estimating the model parameters and the k-mer lengths vary in order to approximate the optimal performance. This study will be generalized to other viruses and the framework will be released to allow reproducible and accurate experimental settings for virus classification. 
