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Abstract
It was shown by G. Pisier that any finite-dimensional normed space admits an α-
regularM -position, guaranteeing not only regular entropy estimates but moreover regular
estimates on the diameters of minimal sections of its unit-ball and its dual. We revisit
Pisier’s argument and show the existence of a different position, which guarantees the
same estimates for randomly sampled sections with high-probability. As an application, we
obtain a random version of V. Milman’s Quotient-of-Subspace Theorem, asserting that
in the above position, typical quotients of subspaces are isomorphic to Euclidean, with
a distance estimate which matches the best-known deterministic one (and beating all
prior estimates which hold with high-probability). Our main novel ingredient is a new
position of convex bodies, whose existence we establish by using topological arguments
and a fixed-point theorem.
1 Introduction
Let K denote an origin-symmetric convex compact set with non-empty interior (“body”)
in Euclidean space (Rn, 〈·, ·〉). Note that origin-symmetric convex bodies are precisely the
unit-balls of norms on Rn. The polar body K◦ is thus defined as the unit-ball of the corre-
sponding dual-norm, namely K◦ := {y ∈ Rn ; | 〈x, y〉 | ≤ 1 ∀x ∈ K}. Given another convex
body L, recall that the covering number N(K,L) is defined to be the minimal number of
translates of L whose union covers K, and that the entropy numbers ek(K,L) are defined as
inf
{
t > 0 : N(K, tL) 6 2k−1
}
for k ∈ N. When L = Bn2 , the Euclidean unit-ball, we simply
write ek(K) := ek(K,B
n
2 ).
In a seminal work [19] (cf. [20]), it was shown by V. Milman that for every origin-symmetric
convex body K in Rn, there exists a linear image (or position) K˜, so that:
N(K˜,Bn2 ), N(K˜
◦, Bn2 ), N(B
n
2 , K˜), N(B
n
2 , K˜
◦) ≤ exp(Cn),
for some universal numeric constant C > 0 (in fact, only the first two inequalities are required
to hold, the last two inequalities follow from the first two by duality of entropy [11, 1, 14]).
Throughout this work, c, C,C ′, C ′′ etc. denote positive universal numeric constants, whose
value may change from one instance to another. Any linear image K˜ satisfying the above
covering estimates for a fixed constant C > 0 is called an M -position of K. The importance
of theM -position stems (in particular) from its relation to Milman’s reverse Brunn–Minkowski
inequality [20] and the Bourgain–Milman reverse Blaschke–Santalo inequality [5] (see e.g. [2,
Chapter 8] or [28, Chapter 7]), and it has played a key role in numerous central results in the
field (see [2, 6, 28] for subsequent developments).
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However, for many applications, one requires additional control over the covering numbers
on all scales, with Bn2 above replaced by tB
n
2 . In another seminal work [27], the following
refinement was obtained by G. Pisier – for any origin-symmetric convex body K and for any
α > 1/2, there exists a position K˜α so that:
N(K˜α, tB
n
2 ), N(K˜
◦
α, tB
n
2 ) ≤ exp
(
P
1/α
α n
t1/α
)
∀t ≥ 1, (1.1)
for some constant Pα depending solely on α, satisfying:
Pα ≤ C√
α− 1/2 as α→ 1/2. (1.2)
We remark that Milman’s argument from [20] actually yields (1.1) with α = 1, but for many
applications it is vital to push α to the best possible value α = 1/2, and so the behavior of
Pα as α → 1/2 in (1.2) is of crucial importance. Any position satisfying (1.1) is called an
α-regular M -position (with constant Pα).
In fact, Pisier established in [27] a result which is stronger than the covering-regularity
estimates of (1.1), pertaining to the regularity of diameter of sections of convex bodies and
their polars. To state it, define the Gelfand numbers ck(K), k = 1, . . . , n, which provide
information on the minimal diameter of a section of K by a (k − 1)-codimensional subspace:
ck(K) := inf
{
1
2
diam(K ∩ F ) ; F ∈ Gn,n−k+1
}
.
Here Gn,m denotes the Grassmannian of all m-dimensional linear subspaces of R
n, equipped
with its natural Haar probability measure σn,m. Note that ck(K
◦) provides dual information
on the (reciprocal of the) maximal in-radius of an orthogonal projection of K onto a (k − 1)-
codimensional subspace. Pisier showed that for any origin-symmetric convex body K and for
any α > 1/2, the position K˜α satisfies:
ck(K˜α), ck(K˜
◦
α) ≤ Pα
(n
k
)α
∀k = 1, . . . , n, (1.3)
with Pα satisfying (1.2). The covering-regularity estimates (1.1) then follow from (1.3) by an
application of Carl’s theorem (e.g. [28, Theorem 5.2]) to L = K˜α, K˜
◦
α, which implies that:
sup
k≤n
kαek(L) ≤ Cα sup
k≤n
kαck(L),
with Cα uniformly bounded for α on any compact subinterval of (0,∞).
1.1 P -typical-position
We begin this work by noting that while the covering-regularity estimates (1.1) are completely
deterministic, the regularity estimates for sections and projections (1.3) leave open the ques-
tion of whether the same estimates hold, not only for a single good section or projection of
K˜α, but also for a typical randomly lotterred section or projection (according to the natural
Haar measure). An inspection of Pisier’s argument (see Subsection 4.1) reveals that his proof
only guarantees (for each k) the existence of a single good section or projection of K˜α. In our
first result in this work we revisit Pisier’s proof, and observe that by applying some additional
topological arguments, we can find a different position of K for which the estimates (1.3) hold
for random subspaces with high-probability:
Theorem 1.1. For every origin-symmetric convex body K ⊂ Rn and every α > 1/2, there
exists a position K¯α so that:
σn,n−k+1
{
F ∈ Gn,n−k+1 ; diam(L ∩ F ) > P¯α
(n
k
)α}
≤ exp(−ck) , ∀L = K¯α, K¯◦α , ∀k = 1, . . . , n,
(1.4)
where c > 0 is a universal numeric constant and Pα = P¯α satisfies (1.2).
To facilitate the ensuing discussion, we call K˜α satisfying (1.3) an α-regular P -position (with
constant Pα), and K¯α satisfying (1.4) an α-regular P -typical-position (with constants P¯α, c).
The main novelty in Theorem 1.1 lies in the fact that P¯α satisfies (1.2) and not worse
as α → 1/2. Indeed, as we shall presently explain, by employing various additional results
from the literature, it is possible to deduce Theorem 1.1 directly from (1.1) or from (1.3) with
K¯α = K˜α and a worse dependence, ensuring only:
P¯α ≤ C
(α− 1/2) 32
as α→ 1/2. (1.5)
The main novelty of the proof consists of using a generalized fixed-point theorem on topological
retracts to find a linear map Tα ∈ GLn so that (being slightly inaccurate) the complex
interpolation of K¯α = Tα(K) with B
n
2 is in the ℓ-position – see Proposition 3.2. Topological
arguments have been previously used to find good positions using diagonal maps T (e.g. [23,
Lemma 3.1]), but we are not aware of any instance when a fully general map T ∈ GLn has
been specified using a topological argument. We also remark that when K is the unit-ball of
a normed space over the complex field C, an analogous statement holds for typical C-linear
subspaces – see the proof of Theorem 1.1 in Section 4.
1.2 Relation to the M- and P -positions
By the preceding remarks, we have the following sequence of implications:
K is in α-regular P -typical-position ⇒
K is in α-regular P -position⇒
K is in α-regular M -position.
It turns out that each of the above implications may be reversed, but at the price of
increasing the constant Pα. Following S. Litvak and N. Tomczak-Jaegermann [13], it will be
convenient to introduce the random Gelfand numbers crk(K), defined for k = 1, . . . , n as:
crk(K) := inf
{
R > 0 ; σn,n−k+1{F ∈ Gn,n−k+1 ; 1
2
diam(K ∩ F ) > R} ≤ exp(−ck)
}
,
for an appropriate predetermined constant c > 0. By [13, Lemma 3.3], there exists ρ > 0 so
that:
ρ = crk(K ∩ ρBn2 ) = crk(K).
Recalling the argument from the proof of [13, Theorem 3.2], we employ the optimal form of
Milman’s low-M∗-estimate due to Pajor–Tomczak-Jaegermann [22] (cf. [2, Theorem 7.3.1]),
Dudley’s entropy estimate [28, Theorem 5.5] (see e.g. the proof of [14, Proposition 3.3] for
why it is enough to stop the summation at j = n), and Carl’s theorem [28, Theorem 5.2], to
deduce that for any k,m = 1, . . . , n and s ∈ {e, c}:
√
kρ =
√
k crk(K∩ρBn2 ) ≤ Cℓ∗(K∩ρBn2 ) ≤ C ′
n∑
j=1
sj(K ∩ ρBn2 )√
j
≤ C ′

 m∑
j=1
ρ√
j
+
n∑
j=m+1
sj(K)√
j


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(see Section 2 for the definition of the Gaussian-mean dual-norm ℓ∗(L)). Setting m = ⌊ck⌋
for an appropriate c > 0, it follows that for s ∈ {e, c}:
√
k crk(K) =
√
kρ ≤ C ′′
n∑
j=⌈ck⌉
sj(K)√
j
.
Consequently, if K is either in α-regular P -position or α-regular M -position with constant
Pα, one readily checks that:
crk(K) ≤
{
C2α Pαα−1/2
(
n
k
)α
α > 1/2
CP1/2 log(1 +
n
k )
√
n
k α = 1/2
(the case α = 1/2 above was obtained by V. Milman in [15, Theorem 3]). In other words, K
is in α-regular P -typical-position with constant C2α Pαα−1/2 whenever α > 1/2. Recalling (1.2),
this establishes Theorem 1.1 with K¯α = K˜α and the worse estimate (1.5), so we will need a
different approach to obtain (1.2).
For completeness, we also mention the high-dimensional paradigm that “existence implies
abundance”, which in our context dictates that the existence of a single section of small
diameter implies that a random section (of slightly higher codimension) also has a controlled
diameter (see [29, 8, 12]). However, even with the best known estimates, this would result in
an additional (n/k)1/2+ǫ factor in the diameter upper bound when transitioning from single
to random section, which is much worse than the approach above. This is expected, as the
former approach utilized the regularity of the entire sequence {ek} or {ck}, not just a single
value of k as in the latter one.
1.3 Random Quotient-of-Subspace Theorem
Our motivation for establishing Theorem 1.1 is that it naturally leads to a random version
of Milman’s Quotient-of-Subspace (QOS) Theorem [16]. In [16], V. Milman showed that for
every normed space X = (Rn, ‖·‖) and any k = 1, . . . , n, there exists E, a quotient of a
subspace of X, having dimension m = n− k + 1, so that:
dBM (E, ℓ
m
2 ) ≤ exp(exp(C
n
k
)).
Here dBM (X,Y ) denotes the Banach-Mazur distance between two normed spaces X,Y , de-
fined as the infimum of ‖T‖op‖T−1‖op over all linear isomorphisms T : X → Y . Note that we
do not distinguish between quotients of subspaces and subspaces of quotients as it is easy to
check that these two classes coincide (see e.g. Lemma 5.1). Incorporating the optimal form of
Milman’s low-M∗-estimate due to Pajor–Tomczak-Jaegermann [22] into Milman’s subsequent
QOS argument from [18] (see [28, Theorem 8.4] or [2, Theorem 7.4.1]), the following improved
estimate holds:
dBM (E, ℓ
m
2 ) ≤ C
n
k
log(1 +
n
k
).
In geometric terms, the statement is equivalent to finding, for any k = 1, . . . , n, a position K˜k
of an origin-symmetric convex body K ⊂ (Rn, 〈·, ·〉) and subspaces E ⊂ F ⊂ Rn with E of
dimension n− k + 1, so that:
dG((PF K˜k) ∩ E,BE2 ) ≤ C
n
k
log(1 +
n
k
), (1.6)
where PF denotes orthogonal projection onto F , B
E
2 denotes the Euclidean unit-ball in E, and
dG(K,L) denotes the geometric distance between two origin-symmetric convex bodies K,L
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in their linear hull, defined as inf{ab > 0 ; 1bL ⊂ K ⊂ aL}. To the best of our knowledge,
(1.6) is presently the best-known estimate in the QOS Theorem.
The original proofs in [16, 18] involved a complicated iteration scheme, later simplified by
Pisier (see [28, Chapter 8]), puttingK in a different position at each step of the iteration. As a
result, the statement of the QOS Theorem is deterministic, and only guarantees the existence
of the subspaces E ⊂ F ⊂ Rn. Subsequent proofs of the QOS Theorem which guarantee
that randomly selected E ⊂ F ⊂ Rn do the job with high-probability yield estimates much
worse than (1.6). For instance (following the proof of [28, Corollary 7.9]), by putting K in
an M -position K˜, the orthogonal projection PF K˜ onto a random subspace F of dimension
n − ⌈k/2⌉ + 1 is a finite-volume-ratio body with high-probability [2, Theorem 8.6.1], and
thus by a theorem of Szarek and Tomczak-Jaegermann [2, Theorem 5.5.3], a random section
(PF K˜) ∩E of dimension n− k + 1 satisfies with high-probability:
dG((PF K˜) ∩ E,BE2 ) ≤ eC(
n
k
)
2
.
While this may be satisfactory when k is proportional to n, when k ≪ n the difference with
(1.6) is super exponential in n/k. To the best of our knowledge, there were no prior results
yielding (1.6) with high-probability (even with a worse polylogarithmic term). Our second
main result, which served as the impetus to Theorem 1.1 and is a simple consequence thereof,
closes this gap. For convenience, we replace k by 2k in our formulation.
Theorem 1.2. For every origin-symmetric convex body K in Rn and for every integer k ∈
[1, n/2], there exists a position K¯k of K so that:
P(dG((PF K¯k) ∩ E,BE2 ) ≤ C
n
k
log(
n
k
)) ≥ 1− 2 exp(−ck),
P(dG(PE(K¯k ∩ F ), BE2 ) ≤ C
n
k
log(
n
k
)) ≥ 1− 2 exp(−ck),
where (F,E) is selected uniformly at random from the flag manifold G = {(F,E) ; Rn ⊃
F ⊃ E , F ∈ Gn,n−k+1 , E ∈ Gn,n−2k+2}, namely F is selected uniformly in Gn,n−k+1 and,
given F , E is selected uniformly in GF,n−2k+2 = {E ∈ Gn,n−2k+2 ; E ⊂ F} (according to the
corresponding Haar measures).
Moreover, this holds in an α-regular P -typical-position K¯k = K¯α for α =
1
2 +
1
log(n/k) , and we
have:
P
(
diam(L ∩ F ) ≤ C ′
√
n
k
log(
n
k
)
)
≥ 1− exp(−ck) ∀L = K¯k, K¯◦k . (1.7)
We refer to Section 5 for more on the natural Haar measure on G. In view of F. John’s
Theorem [2, Chapter 2.1], which implies that dBM (X, ℓ
n
2 ) ≤
√
n for any n-dimensional normed
space X over R, it is a very interesting question whether nk in any of the above results could
be replaced by
√
n
k , as the latter is the correct order of magnitude when k is of the order of
a constant.
The rest of this work is organized as follows. In Section 2 we introduce some notation
and provide the relevant background from Asymptotic Geometric Analysis. In Section 3, we
prove the existence of a new position using topological methods. The proofs of Theorems 1.1
and 1.2 are provided in Sections 4 and 5, respectively.
Acknowledgment. We thank Bo’az Klartag for helpful discussions.
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2 Preliminaries
In several places in this work we will need to work over the complex field C, and so we start
by carefully describing our setup over the field F, where F is either R or C. By considering the
unit-ball of a given norm on Fn, one obtains a well-known one-to-one correspondence between
norms and origin-symmetric convex bodies in the case of Rn, or circled convex bodies in the
case of Cn. Recall that a convex body K in Rn is called origin-symmetric if K = −K, and a
convex body in Cn is called circled if eiθK = K for all θ ∈ [0, 2π]. We denote the norm whose
unit-ball is the convex body K by ‖·‖K and the corresponding normed space by XK . We
equip Fn with the standard scalar-product 〈·, ·〉 = 〈·, ·〉
F
over F, and define the polar body K◦
as the unit-ball of the dual-norm ‖·‖∗K on Fn, namely K◦ := {y ∈ Fn ; |〈x, y〉F| ≤ 1 ∀x ∈ K}.
We denote the Euclidean norm by |x| = |x|F =
√〈x, x〉
F
.
We will often identify Cn with R2n by writing:
C
n = {x+ iy ; x, y ∈ Rn},
and modify our notation accordingly. To this end, it will be convenient to denote:
N =
{
n F = R
2n F = C
,
so that Fn ≃ RN . Note that if u, v ∈ Cn ≃ R2n, then 〈u, v〉
R
= Re 〈u, v〉
C
; in particular, the
Euclidean norm | · |R on R2n agrees with the Euclidean norm | · |C on Cn, and so there is no
need to specify which one we employ. The Euclidean unit-sphere in Fn is denoted by SN−1,
and its associated Haar probability measure is denoted by σN .
Let Bn2 = B
n
2 (F) denote the Euclidean unit-ball in F
n. Given an R-linear subspace E,
we denote by BE2 the Euclidean unit-ball in E. If K is a convex body in E, we denote by
r(K), R(K) the in-radius and out-radius of K, namely the best constants r,R > 0 so that:
rBE2 ⊂ K ⊂ RBE2 (equivalently,
1
R
|x| ≤ ‖x‖K ≤
1
r
|x| ∀x ∈ E).
The geometric distance dG(K,L) between two origin-symmetric convex bodies K,L ⊂ E is
defined as inf{ab > 0 ; 1bL ⊂ K ⊂ aL}.
The Grassmannian of all m-dimensional F-linear subspaces of Fn (0 ≤ m ≤ n) is denoted
by Gn,m(F); when F is clear from the context we will simply write Gn,m. We will denote the
Grassmannian of all m-dimensional R-linear subspaces of Cn (0 ≤ m ≤ 2n) by G2n,m(R).
Gn,m(F) is a homogeneous space of the orthogonal group O(n) when F = R and of the unitary
group U(n) when F = C, and so it is endowed with a natural (unique) Haar probability
measure, which we denote by σn,m = σn,m(F).
We denote by Mn(F) the space of linear maps on F
n. We denote the group of all F-linear
invertible maps on Fn by GLn(F). The group of R-linear maps on C
n is denoted by GL2n(R).
An invertible F-linear image of a convex body K in Fn is called a position of K. Note that
T (K)◦ = T−∗(K◦) for all T ∈ GLn(F).
2.1 ℓ-norm and ℓ-position
Let GN denote a standard Gaussian random vector on F
n, namely GN =
∑N
i=1 giξi where
{ξi}Ni=1 is an orthonormal basis of (Fn, 〈·, ·〉R) and {gi}Ni=1 are independent standard Gaussian
random variables; its Gaussian distribution is denoted by γN . Given a normed space XK =
(Fn, ‖·‖K) and p ∈ {1, 2}, we denote:
ℓp(K) := (E ‖GN‖pK)1/p , ℓ∗p(K) = ℓp(K◦) = (E(‖GN‖∗K)p)1/p;
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when p = 1, we simply write ℓ(K) and ℓ∗(K), respectively. Consider the minimization prob-
lem:
min{ℓ2(T (K)) ; T ∈ GLn(F) , detT = 1}. (2.1)
By compactness (since e.g. by (2.6) below we can restrict the minimization to ‖T−1‖op ≤√
π/2R(K)ℓ2(K)), a minimizer K˜ = T (K) exists and is called an ℓ-position of K; K is said
to be in ℓ-position if the minimum above is attained on T = Id. Denote by PDn(F) the convex
cone in GLn(F) of positive-definite maps, and by SPDn(F) the subset of PDn(F) with deter-
minant 1. By invariance of γN under the orthogonal group O(N) and polar decomposition,
the ℓ-position may always be realized by a map T in SPDn(F); moreover, this representative
in SPDn(F) is necessarily unique (see the proof of Lemma 2.1 below).
It was shown by Figiel and Tomczak-Jaegermann [7] (cf. [2, Theorem 6.4.5]) that if K is
in the ℓ-position then:
ℓ2(K)ℓ
∗
2(K) ≤ N ‖Rad(XK)‖op , (2.2)
where Rad(XK) : L
2(Fn, γN )⊗XK → L2(Fn, γN )⊗XK is the (Gaussian) Rademacher projec-
tion and ‖Rad(XK)‖op is its operator norm (also called the K-convexity constant of XK). We
refer to [28, Chapter 2] or [2, Chapter 6] for precise definitions, as those will not be required
here. At this point we only mention the following fundamental estimate of Pisier [25] (cf. [28,
Theorem 2.5],[5, Appendix]):
‖Rad(XK)‖op ≤ C log(1 + n). (2.3)
Combining (2.2) with (2.3), we have (by Jensen’s inequality) for any K ⊂ Fn in the ℓ-position:
ℓ(K)ℓ∗(K) ≤ C ′n log(1 + n). (2.4)
A point we do want to emphasize is that when F = C, the minimization in (2.1) which
guarantees (2.2) may indeed be taken only over GLn(C). Strictly speaking, since {ξi}2ni=1 is
an orthonormal basis over R, we do not know how to apply the Figiel–Tomczak-Jaegermann
argument to the minimization problem (2.1) over GLn(C), only over GL2n(R), and we can
a-priori only conclude that the ℓ-position which guarantees (2.2) is realized by a map T ∈
GL2n(R). However, as we’ve learned from Bo’az Klartag, the proper way to justify that things
remain valid over C is to a-posteriori deduce that T ∈ GLn(C). Since we will anyway require
a more general version of this argument for later use, we formulate it as follows:
Lemma 2.1. Let K denote an (origin-symmetric) convex body in RN , and let G denote a
subgroup of symmetries of K in O(N), namely gK = K for all g ∈ G < O(N). Consider the
minimization problem:
min{ℓ2(T (K)) ; T ∈ GLN (R) , detT = 1}. (2.5)
Then there exists a unique minimizer P of (2.5) in SPDN (R), and P commutes with the
elements of G, namely gP = Pg for all g ∈ G.
In particular, if K is a circled convex body in Cn ≃ RN=2n, there exists T ∈ GLn(C)
minimizing (2.5) and it is unique over SPDn(C).
Proof. Let T ∈ GLN (R) be any minimizer of (2.5). By polar decomposition, we may write it
as UP with U ∈ O(N) and P ∈ SPDN (R). By invariance of γN under O(N), it follows that
P is also a minimizer. Moreover, a minimizer of (2.5) in SPDN (R) is necessarily unique, as
easily follows from the triangle inequality in L2 and the fact that det1/N is a concave function
on PDN (R) which is strictly concave outside of rays. Since gK = K for g ∈ G and since
G < O(N), any g−1Pg is also a minimizer of (2.5), and so by uniqueness over SPDN (R) it
follows that g−1Pg = P , i.e. gP = Pg.
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It remains to note that when K is circled in Cn ≃ R2n, as iK = K, we may apply the
above reasoning to g = i and deduce that iP = Pi. But a T ∈ M2n(R) is in Mn(C) iff T
commutes with i, and so we deduce that P ∈ Mn(C) and hence in SPDn(C).
Note that by a standard contraction principle [2, (5.2.1)], if E is any R-linear subspace of
F
n, then:
ℓ(K ∩E) ≤ ℓ(K) , ℓ∗(PEK) ≤ ℓ∗(K),
where PE denotes orthogonal projection in (R
N , 〈·, ·〉
R
). By testing this on a one-dimensional
F-linear subspace E, it follows that:
1
r(K)
≤
{√
π/2 ℓ(K) F = R
ℓ(K) F = C
, R(K) ≤
{√
π/2 ℓ∗(K) F = R
ℓ∗(K) F = C
. (2.6)
2.2 Low-M∗-estimate
Given an origin-symmetric convex body K in Fn (which incidentally need not be circled),
recall the definition of the random Gelfand numbers crFk (K), defined for k = 1, . . . , n as:
crFk(K) := inf {R > 0 ; σn,n−k+1 {F ∈ Gn,n−k+1(F) ; R(K ∩ F ) > R} ≤ exp(−ck)} ,
for an appropriate predetermined constant c > 0. These numbers provide information on
the diameter of a typical section of K by a (k − 1)-codimensional F-linear subspace (whose
dimension is determined over F). When K ⊂ Cn, we may choose to also consider crRk (K)
corresponding to (k − 1)-codimensional R-linear subspaces (k = 1, . . . , 2n) of Cn ≃ R2n:
crRk (K) = inf {R > 0 ; σ2n,2n−k+1 {F ∈ G2n,2n−k+1(R) ; R(K ∩ F ) > R} ≤ exp(−ck)} .
The optimal form of Milman’s low-M∗-estimate due to Pajor–Tomczak-Jaegermann [22]
(cf. [2, Theorem 7.3.1]) asserts that:
sup
k=1,...,n
√
k crFk (K) ≤ Cℓ∗(K). (2.7)
Note that this applies to the case F = C as well with exactly the same proof (perhaps
modifying the value of C). The reason is that U(n) acts transitively on SN−1 and thus the
measure σN is the the unique Haar probability measure under the actions of both O(2n) and
its subgroup U(n); consequently the measures σn,n−k+1(C) on Gn,n−k+1(C) and σN on S
N−1
are compatible, and all of the usual concentration estimates apply to U(n) and Gn,n−k+1(C);
of course, when constructing ǫ-nets on subspaces and applying volumetric estimates, the
pertinent dimensionality parameter is the one over R and not C, but this factor of 2 only
results in a change of numeric constants.
For completeness, we comment on the nomenclature “low-M∗-estimate”. It is easy to check
using polar coordinates that ℓ∗(K) = (1+o(1))
√
nM∗(K) whereM∗(K) =
∫
SN−1 ‖θ‖∗K dσN (θ).
A lower bound on M∗(K) in terms of crk(K) was first obtained by Milman in [17, 18], but
with worse dependence on n/k; the square-root dependence in (2.7) established in [22] is
best-possible. In fact, it was shown by Y. Gordon [9] that the constant C in (2.7) may be
taken to be arbitrarily close to 1 [2, Theorem 7.3.5], and if one replaces crk(K) by ck(K), one
may actually use C = 1 + o(1) [2, Theorem 7.7.1].
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3 A new position via a fixed-point theorem
In the next section we will provide a proof of Theorem 1.1 on the existence of an α-regular
P -typical-position. We do so by revisiting Pisier’s argument from [28, Theorem 7.13], but
ultimately putting the body K in a different position than Pisier. The main new challenge
lies in justifying the existence of such a position, which is the goal of the present section.
Let S = {z ∈ C ; 0 < Re(z) < 1} denote the unit complex strip, and let S¯ denote its
closure. We denote by Fn the space of bounded continuous functions f : S¯ → Cn which are
holomorphic on S (in each coordinate). Given two circled convex bodies K0,K1 in C
n and a
parameter θ ∈ [0, 1], the complex-interpolant body [K0,K1]θ is defined as:
[K0,K1]θ := {f(θ) ; f ∈ Fn , f(it) ∈ K0 , f(1 + it) ∈ K1 ∀t ∈ R}.
Clearly [K0,K1]0 = K0, [K0,K1]1 = K1, and Kθ := [K0,K1]θ is a circled convex body in
C
n for all θ ∈ [0, 1]. It is easy to check that Kθ is precisely the unit-ball of the norm ‖·‖θ
obtained by the complex-interpolation method of Caldero´n and Lions applied to the norms
‖·‖0 , ‖·‖1 on Cn associated to K0,K1, respectively (cf. [3, 28]). The following are well-known
properties of complex-interpolation (see e.g. [28]):
‖x‖θ ≤ ‖x‖1−θ0 ‖x‖θ1 ∀x ∈ Cn, (3.1)
[K0,K1]
◦
θ = [K
◦
0 ,K
◦
1 ]θ, (3.2)
T ([K0,K1]θ) = [T (K0), T (K1)]θ ∀T ∈ GLn(C), (3.3)
[aK0, bK1]θ = a
1−θbθ[K0,K1]θ ∀a, b > 0. (3.4)
In addition, it will be crucial for us to note the following simple observation pertaining to the
linear operator:
Z¯ : Cn ∋ x+ iy 7→ x− iy ∈ Cn.
Lemma 3.1. Assume that K0,K1 are invariant under g ∈ U(n) or under Z¯ ∈ O(2n). Then
so is [K0,K1]θ for all θ ∈ [0, 1].
Proof. If g ∈ U(n) this is obvious from (3.3), or simply since the class of holomorphic functions
Fn is closed under linear transformations. To see this for Z¯, note that Fn is also closed under
the mapping f 7→ f(z¯).
Our main new observation in this section is the following:
Proposition 3.2. For any two circled convex bodies K0,K1 in C
n and θ ∈ [0, 1), there exists
a T ∈ PDn(C) so that [T (K0),K1]θ is in ℓ-position.
Moreover, if G¯ < O(2n) is the group generated by U(n) and Z¯, and K0,K1 are invariant
under some subgroup G < G¯, then the above T may be chosen to commute with all elements
of G, and hence [T (K0),K1]θ is invariant under G as well.
Note that this is not at all obvious, since in general there is no explicit way to express
[T (K0),K1]θ by means of T and [K0,K1]θ (unless T is a multiple of the identity, in which
case (3.4) applies). We also remark that there is nothing special about the ℓ-position in the
above statement – it equally holds for any position K˜ = T (K) which is invariant under O(2n),
uniquely defined over SPDn(C), varies continuously with K and satisfies rnB
n
2 ⊂ K˜ ⊂ RnBn2
for some rn, Rn > 0.
For the proof, we will require a bit of background from topology. A topological space Ω is
said to have the fixed-point property if any continuous f : Ω→ Ω has a fixed-point f(x) = x.
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By Brouwer’s theorem [21], a compact ball in Rn has the fixed-point property, and hence so
does any compact convex set in Rn. However, we will avoid the question of whether the Ω
we have in mind is homeomorphic to a compact ball, and so we will need to establish the
existence of the fixed-point property by employing additional topological arguments from the
theory of retracts, having its roots in the foundational work of Borsuk [4].
A subspace Ω of a topological space Y is called a retract of Y if there exists a continuous
map r : Y → Ω so that r ◦ ι : Ω → Ω is the identity map (where ι : Ω →֒ Y is the inclusion
map). Note that if Y is Hausdorff, then Ω = {y ∈ Y ; r(y) = y} must be a closed subset of
Y [4, I.(3.1)].
Observe that any retract Ω of a compact ball B in Rn has the fixed-point property.
Indeed, if f : Ω → Ω is continuous then g := ι ◦ f ◦ r : B → B is continuous as well and
has a fixed-point y ∈ B by Brouwer’s theorem; since r ◦ ι is the identity map, it follows that
r(y) = r(g(y)) = f(r(y)), and we confirm that r(y) ∈ Ω is a fixed-point for f . It remains to
provide a good criterion for being a retract of a compact ball in Rn. The following is known
to experts:
Lemma 3.3. Any compact, contractible, and strictly locally contractible Ω ⊂ Rn is a retract
of a compact ball in Rn and hence has the fixed-point property.
Ω is called strictly locally contractible if any open neighborhood U of any point x ∈ Ω
contains a contractible open neighborhood V of x (in fact, the weaker property of being
locally contractible suffices for the statement above to hold, in which V is only required to be
contractible in U , not necessarily in itself).
Proof. It was shown by Borsuk [4, V.10.4] (see [4, V.10.7] or [10, V.7.1] for the non-compact
case) that Ω ⊂ Rn is locally contractible if and only if it is an Absolute Neighborhood Retract
for the class of metrizable spaces (ANR(M)), meaning that whenever Ω is homeomorphic
to a closed subset Ω′ of a metrizable space M then Ω′ is a retract of an open neighborhood
N ′ of Ω′ in M . In addition, Borsuk showed [4, IV.9.1] (cf. [10, III.7.1-2]) that a metrizable
space Ω is a contractible ANR(M) if and only if Ω is an Absolute Retract for the class of
metrizable spaces (AR(M)), meaning that whenever Ω is homeomorphic to a closed subset
Ω′ of a metrizable space M then Ω′ is a retract of M .
We deduce by the above that any Ω ⊂ Rn which is both locally contractible and con-
tractible is an AR(M). Consequently, if Ω is in addition closed then it is a retract of Rn, and
if Ω is in addition compact then it is a retract of a compact ball in Rn.
We are now ready to prove Proposition 3.2:
Proof of Proposition 3.2. Recall that SPDn(C) denotes the set of positive-definite maps on
C
n having determinant 1, which inherits the natural subspace topology from Mn(C). Given
T ∈ SPDn(C) and recalling Lemma 2.1, let F (T ) denote the unique element S of SPDn(C)
so that:
S([K0, T
−1(K1)]θ) is in ℓ-position.
We will omit the external parentheses in the sequel. Since complex interpolation [K0,K1]θ is
clearly monotone inK0,K1 with respect to set-inclusion, SPDn(C) ∋ T 7→ KT = [K0, T−1(K1)]θ
is continuous with respect to geometric distance on convex bodies. Consequently, the map
SPDn(C)× SPDn(C) ∋ (T, S) 7→ (E ‖GN‖2S(KT ))1/2
is jointly continuous in (T, S), and since the ℓ-position map F (T ) is defined as the unique
minimizer in S of the latter map given T , it follows that SPDn(C) ∋ T 7→ F (T ) ∈ SPDn(C)
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is continuous. We will now show that, in fact, F maps an appropriate compact subset Ω ⊂
SPDn(C) into itself.
For T ∈ SPDn(C), denote by Tmax, Tmin > 0 the largest and smallest eigenvalues, respec-
tively. Note that by (2.6) and (3.1):
ℓ∗(S[K0, T
−1(K1)]θ) ≥ R(S[K0, T−1(K1)]θ) ≥ Smaxr([K0, T−1(K1)]θ) ≥ Smaxr(K0)1−θ(T−1maxr(K1))θ,
and dually, using (3.2) and (S−1)max =
1
Smin
:
ℓ(S[K0, T
−1(K1)]θ) ≥ R(S−1[K◦0 , T (K◦1 )]θ) ≥
1
Smin
r([K◦0 , T (K
◦
1 )]θ) ≥
1
Smin
r(K◦0 )
1−θ(Tminr(K
◦
1 ))
θ.
Since S[K0, T
−1(K1)]θ is by definition in the ℓ-position, we have by (2.4):
ℓ(S[K0, T
−1(K1)]θ)ℓ
∗(S[K0, T
−1(K1)]θ) ≤ Cn log(1 + n).
Multiplying the penultimate two inequalities and using that R(K◦i ) =
1
r(Ki)
, we conclude that:
Smax
Smin
≤ Cn log(1 + n)
(
R(K0)
r(K0)
)1−θ (R(K1)
r(K1)
)θ (Tmax
Tmin
)θ
.
Since θ ∈ [0, 1), we see that for an appropriately large M > 0 we have:
Tmax
Tmin
≤M ⇒ Smax
Smin
≤M.
Consequently, if we define Ω := {T ∈ SPDn(C) ; Tmax/Tmin ≤M}, Ω is obviously compact
and F is a continuous map acting on Ω. Moreover, if K0,K1 are invariant under G, we may
further restrict the set Ω to only include those T ’s which commute with G without affecting
the above properties; indeed, if T ∈ Ω commutes with G then so does T−1, hence T−1(K1) is
invariant under G, and hence by Lemma 3.1 so is [K0, T−1(K1)]θ, and hence S which puts it
in ℓ-position commutes with G < O(2n) by Lemma 2.1, and so F (T ) ∈ Ω.
It is easy to see that Ω is a topological manifold-with-boundary and hence trivially strictly
locally contractible. In fact, it is immediate to simultaneously verify contractiblity and strict
local contractiblity around a given T ∈ Ω, by using the contraction Ω × [0, 1] ∋ (S, t) 7→
St := T
t/2S1−tT t/2 and noting that St ∈ Ω for all t ∈ [0, 1] (as ‖AB‖op ≤ ‖A‖op ‖B‖op
and as functional calculus preserves commutation with normal operators). In summary, Ω ⊂
Mn(C) ≃ Cn2 is contractible, strictly locally contractible and compact, and hence by Lemma
3.3 has the fixed-point property. It follows that there exists T ∈ Ω so that F (T ) = T , i.e.
T [K0, T
−1(K1)]θ = [T (K0),K1]θ is in ℓ-position. This concludes the proof.
4 Proof of Existence of P -Typical-Position
In this section we provide a proof of Theorem 1.1 on the existence of an α-regular P -typical-
position.
One last ingredient we require is the following deep and crucial estimate of Pisier on the
(Gaussian) Rademacher projection [28, Theorem 7.11] (cf. [24, 26]) – for any circled convex
body K in Cn and θ ∈ (0, 1]:
Kθ := [K,B
n
2 ]θ ⇒ ‖RadXKθ ‖op ≤ Φ(θ) :=
1
tan(πθ/4)
. (4.1)
We mention in passing that from this estimate one may easily deduce the estimate (2.3) – see
the remark following the proof of [28, Theorem 7.11].
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Proof of Theorem 1.1.
Case of Cn.
We first treat the case that K is a circled convex body in Cn. Given α > 1/2, set
θ = 1 − 12α ∈ (0, 1). By Proposition 3.2, there exists T ∈ PDn(C) so that [T (K), Bn2 ]θ is in
ℓ-position. By (2.2) and (4.1), we obtain:
ℓ([T (K), Bn2 ]θ)ℓ
∗([T (K), Bn2 ]θ) ≤ 2nΦ(θ).
Consequently, by defining our desired position K¯α as aT (K) for an appropriately chosen
constant a > 0 and invoking (3.4) and (3.2), we ensure the individual estimates:
ℓ∗([K¯α, B
n
2 ]θ) ≤
√
2nΦ(θ) , ℓ∗([K¯◦α, B
n
2 ]θ) = ℓ([K¯α, B
n
2 ]θ) ≤
√
2nΦ(θ). (4.2)
By the low-M∗-estimate (2.7), we deduce:
sup
k=1,...,n
√
k crCk ([L,B
n
2 ]θ) , sup
k=1,...,2n
√
k crRk ([L,B
n
2 ]θ) ≤ C
√
n
√
Φ(θ) ∀L = K¯α, K¯◦α.
It remains to note that by (3.1), for any circled convex body L and R-linear subspace E:
R([L,Bn2 ]θ ∩ E) ≥ R(L ∩ E)1−θ.
Recalling that 11−θ = 2α, it follows that:
sup
k=1,...,n
kα crCk (L) , sup
k=1,...,2n
kα crRk (L) ≤ C2αnαΦ(θ)α ∀L = K¯α, K¯◦α. (4.3)
This confirms the assertion of Theorem 1.1 for circled convex bodies K in Cn with P¯α :=
C2αΦ(1 − 12α )α. Recalling the definition of Φ in (4.1), we immediately very that Pα = P¯α
satisfies the asserted asymptotic behaviour (1.2) as α → 1/2. Note that we have confirmed
that both typical C-linear and typical R-linear subspaces satisfy the above α-regular estimates.
Case of Rn.
It remains to treat the case when K is an origin-symmetric convex body in Rn. Following
Pisier [28, pp. 118-119], the idea is to reduce to the Cn case by complexifying K into a circled
convex body KC. Unfortunately, the reduction is not as direct as in [28], since we need to
not only find a single projection of K (in a suitable position) which has large in-radius, but
rather confirm this for typical orthogonal projections, and so we will need to use an additional
symmetry of the map T for which [T (KC), Bn2 ]θ is in ℓ-position to ensure this.
Let XK = (R
n, ‖·‖K), and consider any complexification XCK = (Cn, ‖·‖KC) so that the
inclusion ι : Rn →֒ Cn is an isometric embedding of XK into XCK , and in addition ‖·‖KC is
invariant under Z¯. Denoting:
Eℜ = ι(R
n) = {x+ iy ∈ Cn ; y = 0},
these two properties guarantee that KC ∩ Eℜ = K (obviously) but also PEℜKC = K, since
if ‖x+ iy‖KC ≤ 1, then by Z¯-invariance ‖x− iy‖KC ≤ 1, and so by the triangle inequality
‖x‖K = ‖x‖KC ≤ 1 as well.
For instance, following Pisier, one may construct XCK by endowing C
∗ ⊗R XK with the
injective tensor product norm, i.e. XCK is the space of R-linear operators B from C to XK
with the operator norm (and z ·B = B ◦ z for z ∈ C). In more pedestrian terms, this means:
‖x+ iy‖XC
K
= max
θ∈[0,2π]
‖cos θ x+ sin θ y‖K = max
θ∈[0,2π]
‖Re (eiθ · (x+ iy))‖K ,
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where Re(x + iy) = x is the natural orthogonal projection on (R2n, 〈·, ·〉
R
). Note that in-
stead of using the L∞([0, 2π])-norm above, we can equally use any Lp([0, 2π])-norm (suitably
normalized).
By Proposition 3.2, there exists T ∈ PDn(C) so that [T (KC), Bn2 ]θ is in ℓ-position. More-
over, since KC and Bn2 are Z¯-invariant, we may ensure by Proposition 3.2 that T commutes
with Z¯ and hence T (KC) and [T (KC), Bn2 ]θ are Z¯-invariant as well; these two latter properties
will be crucial for us. Any L ∈ Mn(C) may be written as L = A + iB with A,B ∈ Mn(R),
and hence L ∈ Mn(C) commutes with Z¯ iff L ∈ Mn(R) (i.e. B = 0). Consequently, our
map T from above is in fact in PDn(R), and T (K
C) ∩ Eℜ = T (KC ∩ Eℜ) = T (K). Since
T (KC) is Z¯-invariant, the argument from three paragraphs above implies that PEℜT (K
C) =
T (KC) ∩ Eℜ = T (K). Hence T (KC)◦ ∩ Eℜ = (PEℜT (KC))◦ = T (K)◦. All of the arguments
involving the Z¯-invariance were ultimately aimed at establishing that:
T (KC) ∩Eℜ = T (K) and T (KC)◦ ∩ Eℜ = T (K)◦. (4.4)
We remark that in Pisier’s original argument [28, p. 119], T (Eℜ) is not guaranteed to coincide
with Eℜ, and moreover T (K
C)◦ ∩ T (Eℜ) will in general not coincide with T (K)◦. In other
words, the map T ◦Re◦T−1 is not guaranteed to be an orthogonal projection onto T (Eℜ), and
so the orthogonal projection of T (KC) onto T (Eℜ) will in general not coincide with T (K).
Consequently, we would not be able to identify between orthogonal projections of T (KC) onto
subspaces F ⊂ T (Eℜ) and the corresponding orthogonal projections of T (K). By using the
Z¯-invariance as above, we are able to overcome this obstacle.
We are now ready to reduce to the complex case. By (4.3), setting K¯Cα = aT (K
C) for an
appropriate constant a > 0, we have for all k = 1, . . . , 2n:
σ2n,2n−k+1{F ∈ G2n,2n−k+1(R) ; R(LC ∩ F ) > P¯α
(n
k
)α
} ≤ exp(−ck) ∀L = K¯α, K¯◦α. (4.5)
Setting K¯α = aT (K), (4.4) translates to:
LC ∩ Eℜ = L ∀L = K¯α, K¯◦α,
and so for any R-linear subspace F :
R(LC ∩ F ) ≥ R(L ∩ (F ∩Eℜ)) ∀L = K¯α, K¯◦α.
Given L = K¯α, K¯
◦
α, k = 1, . . . , n, it follows that for any R > 0:
σ2n,2n−k+1{F ∈ G2n,2n−k+1(R) ; R(LC ∩ F ) > R}
≥ σ2n,2n−k+1{F ∈ G2n,2n−k+1(R) ; R(L ∩ (F ∩ Eℜ)) > R}
= σEℜ,n−k+1{F ∈ GEℜ,n−k+1(R) ; R(L ∩ F ) > R}.
The last equality holds since if F is distributed according to σ2n,2n−k+1 = σ2n,2n−k+1(R), then
with probability 1, F ∩ Eℜ is a (k − 1)-codimensional R-linear subspace of Eℜ (GEℜ,n−k+1
denotes the corresponding Grassmannian), and since its distribution is invariant under the
action of the orthogonal group on Eℜ, it is necessarily distributed according to σEℜ,n−k+1,
the (unique) Haar probability measure on GEℜ,n−k+1(R). Thus, it immediately follows from
(4.5) that for all k = 1, . . . , n:
σEℜ,n−k+1{F ∈ GEℜ,n−k+1(R) ; R(L ∩ F ) > P¯α
(n
k
)α
} ≤ exp(−ck) ∀L = K¯α, K¯◦α,
thereby concluding the proof.
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4.1 Comparison with Pisier’s argument
It is worthwhile to compare the above argument with Pisier’s original one from [27] (cf. [28,
Theorem 7.13]), in order to see why the latter only yields the existence of a single good section
(as opposed to with high-probability). Given two origin-symmetric convex bodies K,L in a
linear space E, let RL(K) denote the out-radius of K w.r.t. the norm structure induced by
L, namely maxx∈E ‖x‖L / ‖x‖K . We sketch Pisier’s argument in the complex case (using our
geometric notation); the reduction from Rn to Cn is similar to the one described above.
Let K be a circled convex body in Cn, and assume w.l.o.g. that it is in an α-regular
P -position (ensuring only existence of sections) with best possible constant Pα. Consider
[K,Bn2 ]θ with θ = 1 − 12α , and let T ∈ GLn(C) be such that T ([K,Bn2 ]θ) is in ℓ-position
(and scaled so that (4.2) holds). Then for any two subspaces E1, E2 ∈ Gn,n−k+1, denoting
E = E1 ∩ E2, we have by “triangle inequality” and (3.1):
RT−1(Bn
2
)∩E(K ∩ E) ≤ RT−1(Bn
2
)∩E1([K,B
n
2 ]θ ∩E1)R[K,Bn
2
]θ∩E2(K ∩ E2)
≤ RT−1(Bn
2
)∩E1([K,B
n
2 ]θ ∩E1)RBn2 ∩E2(K ∩ E2)θ.
By the low-M∗-estimate (2.7), the first term on the right-hand side is bounded above by
C
√
n/k
√
Φ(θ) with high-probability on E1 ∈ Gn,n−k+1 w.r.t. the Euclidean structure induced
by T . As for the second term, there exists by definition E2 ∈ Gn,n−k+1 so that RBn
2
∩E2(K ∩
E2) ≤ Pα(n/k)α. Lastly, sinceK was assumed to be in α-regular P -position with best possible
constant Pα, it follows that there exists k so that RT−1(Bn
2
)∩E(K ∩ E) ≥ Pα(n/(2k − 1))α
(perhaps after also applying the above argument to K◦). One can then conclude by solving
the resulting equation for Pα.
We can attempt to modify the above argument by assuming that K is in the α-regular
P -typical-position (ensuring good sections with high-probability) with best possible constant
Pα. However, one quickly sees that the above bootstrap argument fails, since randomness
over E2 is taken w.r.t. the standard Euclidean structure, but randomness over E1 is w.r.t.
Euclidean structure induced by T , and so we cannot ensure that a good estimate holds for E
w.r.t. the standard Euclidean structure. Our fixed-point argument was precisely designed to
address the latter incompatibility, and along the way slightly simplifies the overall argument
since there is no longer any need for bootstrapping as above.
5 Random Quotient-of-Subspace Theorem
In this final section we prove a random version of the Quotient-of-Subspace Theorem.
We start with an elementary lemma:
Lemma 5.1. Let A be any subset of Rn, and let E1, E2 denote two linear subspaces of R
n. If
E1 ⊃ E⊥2 (equivalently E2 ⊃ E⊥1 ) then PE1∩E2(A ∩ E1) = (PE2A) ∩ E1.
Proof. By definition:
PE1∩E2(A ∩E1) = {x ∈ E1 ∩ E2 ; ∃y ∈ (E1 ∩E2)⊥ ∩E1 x+ y ∈ A},
(PE2A) ∩ E1 = {x ∈ E1 ∩ E2 ; ∃y ∈ E⊥2 x+ y ∈ A},
and so the two sets are equal if E1 ∩ (E1 ∩ E2)⊥ = E⊥2 . But the latter holds iff E1 ⊃ E⊥2 .
Indeed, the “only if” direction is trivial, and if E1 ⊃ E⊥2 then:
E1 ∩ (E1 ∩ E2)⊥ = E1 ∩ (E⊥1 ⊕ E⊥2 ) = E1 ∩ E⊥2 = E⊥2 .
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Recall the definition of the flag manifold G = {(F,E) ; Rn ⊃ F ⊃ E , F ∈ Gn,n−k+1 , E ∈
Gn,n−2k+2} (k ≤ n/2). Note that O(n) acts transitively on the compact manifold G, thereby
equipping it with a unique Haar probability measure which is invariant under the latter action.
This means that if (F,E) is uniformly distributed on G according to its Haar probability
measure, then (U(F ), U(E)) ∼ (F,E) for any U ∈ O(n), where we use the notation X ∼ Y
to signify that X and Y are identically distributed. Note that in particular, U(F ) ∼ F for
any U ∈ O(n), and so by uniqueness of the Haar measure on Gn,n−k+1 it follows that F is
uniformly distributed on Gn,n−k+1. While we will not require this here, it is easy to show
that conditioned on F = F0 ∈ Gn,n−k+1, E is uniformly distributed on the Grassmannian
{E ∈ Gn,n−2k+2 ; E ⊂ F0} (for σn,n−k+1-a.e. F0).
We are now ready to provide a proof of Theorem 1.2.
Proof of Theorem 1.2. Let K denote an origin-symmetric convex body in Rn, and let k ∈
[1, n/2] be an integer. Set α = 1/2 + 1/ log(n/k) and R¯α = P¯α(n/k)
α, where P¯α is the
constant from Theorem 1.1. Using the asymptotic behavior (1.2) of Pα = P¯α as α → 1/2,
note that:
R¯2α ≤ C
n
k
log(
n
k
), (5.1)
for some universal constant C > 0.
Let K¯α denote the α-regular P -typical-position (with constant P¯α) whose existence is
ensured by Theorem 1.1. The estimate (5.1) already implies (1.7). Denote:
A1 = {E ∈ Gn,n−k+1 ; R(K¯α ∩ E) ≤ R¯α} , A2 = {E ∈ Gn,n−k+1 ; R(K¯◦α ∩ E) ≤ R¯α}.
Note that if E1 ∈ A1, E2 ∈ A2 and E1 ⊃ E⊥2 then:
dG(PE1∩E2(K¯α ∩ E1), BE1∩E22 ) = dG(PE2(K¯α) ∩E1, BE1∩E22 ) ≤ R¯2α. (5.2)
Indeed (invoking Lemma 5.1 in the last implication):
E1 ∈ A1 ⇒ K¯α ∩ E1 ⊂ R¯αBE12 ⇒ PE1∩E2(K¯α ∩ E1) ⊂ R¯αBE1∩E22 ,
E2 ∈ A2 ⇒ PE2K¯α ⊃
1
R¯α
BE22 ⇒ PE2(K¯α) ∩ E1 ⊃
1
R¯α
BE1∩E22 ,
E1 ⊃ E⊥2 ⇔ E2 ⊃ E⊥1 ⇒ PE1∩E2(K¯α ∩ E1) = PE2(K¯α) ∩ E1.
Now let (F,E) be uniformly distributed on the flag manifold G, and set E1 = F , E2 =
F⊥ + E. Then E1, E2 ∈ Gn,n−k+1, E1 ⊃ E⊥2 , and E1 ∩ E2 = E. Recalling (5.2) and (5.1), it
follows that:
P(dG(PE(K¯α ∩ F ), BE2 ) ≤ C
n
k
log(
n
k
)) ≥ P(E1 ∈ A1 and E2 ∈ A2). (5.3)
Clearly, by reversing the roles of E1, E2 above, we equally have:
P(dG((PF K¯α) ∩ E,BE2 ) ≤ C
n
k
log(
n
k
)) ≥ P(E1 ∈ A1 and E2 ∈ A2). (5.4)
It remains to bound P(E1 ∈ A1 and E2 ∈ A2) from below.
To this end, note that bothE1 and E2 are (individually) uniformly distributed onGn,n−k+1.
Indeed, for E1 this is obvious since E1 = F and we have already established the uniformity of
F . To see this for E2, note that for any U ∈ O(n), U(F⊥+E) = U(F )⊥+U(E) ∼ F⊥+E, and
the uniformity of E2 follows by the uniqueness of the Haar probability measure on Gn,n−k+1.
Consequently, applying Theorem 1.1, we obtain by the union bound:
1− P(E1 ∈ A1 and E2 ∈ A2) ≤ P(E1 /∈ A1) + P(E2 /∈ A2) ≤ 2 exp(−ck).
Recalling (5.3) and (5.4), this concludes the proof.
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Remark 5.2. As explained in Subsection 1.2, any α-regular M -position or α-regular P -
position is an α-regular P -typical position with a worse constant P¯α. Consequently, by using
(1.5) and repeating verbatim the above proof, the statement of Theorem 1.2 also holds with
the worse estimate C nk log
3(nk ) when K¯k is in Pisier’s α-regular M -position or α-regular P -
position with constant Pα satisfying (1.2) and α = 1/2 + 1/ log(n/k).
References
[1] S. Artstein, V. Milman, and S. J. Szarek. Duality of metric entropy. Ann. of Math. (2),
159(3):1313–1328, 2004.
[2] S. Artstein-Avidan, A. Giannopoulos, and V. D. Milman. Asymptotic geometric analysis.
Part I, volume 202 of Mathematical Surveys and Monographs. American Mathematical
Society, Providence, RI, 2015.
[3] J. Bergh and J. Lo¨fstro¨m. Interpolation spaces. An introduction. Springer-Verlag, Berlin-
New York, 1976. Grundlehren der Mathematischen Wissenschaften, No. 223.
[4] K. Borsuk. Theory of retracts. Monografie Matematyczne, Tom 44. Pan´stwowe
Wydawnictwo Naukowe, Warsaw, 1967.
[5] J. Bourgain and V. D. Milman. New volume ratio properties for convex symmetric bodies
in Rn. Invent. Math., 88:319–340, 1987.
[6] S. Brazitikos, A. Giannopoulos, P. Valettas, and B.-H. Vritsiou. Geometry of Isotropic
Convex Bodies, volume 196 ofMathematical Surveys and Monographs. Amer. Math. Soc.,
2014.
[7] T. Figiel and N. Tomczak-Jaegermann. Projections onto Hilbertian subspaces of Banach
spaces. Israel J. Math., 33(2):155–171, 1979.
[8] A. Giannopoulos, V. D. Milman, and A. Tsolomitis. Asymptotic formulas for the diameter
of sections of symmetric convex bodies. J. Funct. Anal., 223(1):86–108, 2005.
[9] Y. Gordon. On Milman’s inequality and random subspaces which escape through a mesh
in Rn. In Geometric aspects of functional analysis (1986/87), volume 1317 of Lecture
Notes in Math., pages 84–106. Springer, Berlin, 1988.
[10] S.-t. Hu. Theory of retracts. Wayne State University Press, Detroit, 1965.
[11] H. Ko¨nig and V. D. Milman. On the covering numbers of convex bodies. In Geometrical
aspects of functional analysis (1985/86), volume 1267 of Lecture Notes in Math., pages
82–95. Springer, Berlin, 1987.
[12] A. E. Litvak, A. Pajor, and N. Tomczak-Jaegermann. Diameters of sections and coverings
of convex bodies. J. Funct. Anal., 231(2):438–457, 2006.
[13] A. E. Litvak and N. Tomczak-Jaegermann. Random aspects of high-dimensional convex
bodies. In Geometric aspects of functional analysis, volume 1745 of Lecture Notes in
Math., pages 169–190. Springer, Berlin, 2000.
[14] E. Milman. A remark on two duality relations. Integral Equations and Operator Theory,
57(2):217–228, 2007.
[15] V. Milman. A note on a low M∗-estimate. In Geometry of Banach spaces (Strobl, 1989),
volume 158 of London Math. Soc. Lecture Note Ser., pages 219–229. Cambridge Univ.
Press, Cambridge, 1990.
[16] V. D. Milman. Almost Euclidean quotient spaces of subspaces of a finite-dimensional
normed space. Proc. Amer. Math. Soc., 94(3):445–449, 1985.
[17] V. D. Milman. Geometrical inequalities and mixed volumes in the local theory of Banach
16
spaces. Number 131, pages 373–400. 1985. Colloquium in honor of Laurent Schwartz,
Vol. 1 (Palaiseau, 1983).
[18] V. D. Milman. Random subspaces of proportional dimension of finite-dimensional normed
spaces: approach through the isoperimetric inequality. In Banach spaces (Columbia, Mo.,
1984), volume 1166 of Lecture Notes in Math., pages 106–115. Springer, Berlin, 1985.
[19] V. D. Milman. Ine´galite´ de Brunn-Minkowski inverse et applications a` la the´orie locale
des espaces norme´s. C. R. Acad. Sci. Paris Se´r. I Math., 302(1):25–28, 1986.
[20] V. D. Milman. Isomorphic symmetrization and geometric inequalities. In Geometric
aspects of functional analysis (1986/87), volume 1317 of Lecture Notes in Math., pages
107–131. Springer, Berlin, 1988.
[21] J. Munkres. Topology. Prentice Hall, second edition, 2000.
[22] A. Pajor and N. Tomczak-Jaegermann. Subspaces of small codimension of finite-
dimensional Banach spaces. Proc. Amer. Math. Soc., 97(4):637–642, 1986.
[23] G. Paouris and P. Valettas. Dichotomies, structure, and concentration in normed spaces.
Adv. Math., 332:438–464, 2018.
[24] G. Pisier. Sur les espaces de Banach K-convexes. In Seminar on Functional Analysis,
1979–1980 (French), pages Exp. No. 11, 15. E´cole Polytech., Palaiseau, 1980.
[25] G. Pisier. Un the´ore`me sur les ope´rateurs line´aires entre espaces de Banach qui se fac-
torisent par un espace de Hilbert. Ann. Sci. E´cole Norm. Sup. (4), 13(1):23–43, 1980.
[26] G. Pisier. Holomorphic semigroups and the geometry of Banach spaces. Ann. of Math.
(2), 115(2):375–392, 1982.
[27] G. Pisier. A new approach to several results of V. Milman. J. Reine Angew. Math.,
393:115–131, 1989.
[28] G. Pisier. The volume of convex bodies and Banach space geometry, volume 94 of Cam-
bridge Tracts in Mathematics. Cambridge University Press, Cambridge, 1989.
[29] R. Vershynin. Isoperimetry of waists and local versus global asymptotic convex geome-
tries. Duke Math. J., 131(1):1–16, 2006. With an appendix by Mark Rudelson and
Vershynin.
17
