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Рассмотрена первая начально-краевая задача для нагруженного диф-
ференциального уравнения конвекции диффузии дробного порядка. На
равномерной сетке построена разностная схема, аппроксимирующая
эту задачу. Для решения поставленной задачи в предположении суще-
ствования регулярного решения получены априорные оценки в диффе-
ренциальной и разностной формах. Из этих оценок следуют единствен-
ность и непрерывная зависимость решения от входных данных задачи,
а также сходимость со скоростью 𝑂(ℎ2 + 𝜏2).
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Введение
В последние годы внимание многих исследователей привлекают краевые зада-
чи, описываемые нагруженными уравнениями. Важность исследования нагружен-
ных уравнений связана с многочисленными их приложениями практически во всех
областях математики и естествознания. Например, основой качественного проры-
ва таких актуальных направлений, как физика фракталов, физика экстремальных
состояний, математическая биология и математическая экономика, выступают на-
груженные уравнения.
Первые работы были посвящены нагруженным интегральным уравнени-
ям [1–4]. Важность изучения таких уравнений подчеркивали А.Н. Крылов,
А.И.Смирнов, А.Н. Тихонов, А.А. Самарский, которые приводили примеры при-
кладных задач из техники и физики, сводящиеся к нагруженным интеграль-
ным уравнениям. Нагруженным дифференциальным уравнениям посвящены ра-
боты [5–8]. В работах A.M. Нахушева отмечается практическая и теоретиче-
ская важность исследований нагруженных дифференциальных уравнений. Од-
ним из методов приближенного решения краевых задач для дифференциальных
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уравнений является предложенный A.M. Нахушевым метод редукции интегро-
дифференциальных уравнений к нагруженным дифференциальным уравнениям.
В работе [6] впервые указана связь нелокальных задач с нагруженными уравне-
ниями. Нелокальные задачи типа Бицадзе-Самарского для уравнений Лапласа и
теплопроводности эквивалентно редуцированы к локальным задачам для нагру-
женных дифференциальных уравнений.
Численным методам решения различных краевых задач для уравнения диф-
фузии дробного порядка посвящены работы [9–15].
В данной работе рассматривается первая начально-краевая задача для нагру-
женного дифференциального уравнения конвекции диффузии дробного порядка.
На равномерной сетке построена разностная схема, аппроксимирующая эту зада-
чу. Для решения поставленной задачи в предположение существования регулярно-
го решения получены априорные оценки в дифференциальной и разностной фор-
мах. Полученные неравенства означают единственность решения и непрерывная
зависимость решения от входных данных задачи. В предположении существования
точного решения в классе достаточно гладких функций, а также в силу линейно-
сти рассматриваемых задач эти неравенства позволяют утверждать сходимость
приближенного решения к точному решению.
1. Постановка первой начально-краевой задачи
В прямоугольнике 𝑄𝑇 = {(𝑥, 𝑡) : 0 ≤ 𝑥 ≤ 𝑙, 0 ≤ 𝑡 ≤ 𝑇} рассмотрим первую
начально-краевую задачу для нагруженного дифференциального уравнения кон-
векции диффузии с дробной производной Капуто порядка 𝛼
𝜕𝛼0𝑡𝑢 =
𝜕
𝜕𝑥
(︂
𝑘(𝑥, 𝑡)
𝜕𝑢
𝜕𝑥
)︂
+ 𝑟(𝑥, 𝑡)
𝜕𝑢
𝜕𝑥
− 𝑞(𝑥, 𝑡)𝑢(𝑥0, 𝑡) + 𝑓(𝑥, 𝑡),
0 < 𝑥 < 𝑙, 0 < 𝑡 ≤ 𝑇, (1.1)
𝑢(0, 𝑡) = 𝑢(𝑙, 𝑡) = 0, 0 ≤ 𝑡 ≤ 𝑇, (1.2)
𝑢(𝑥, 0) = 𝑢0(𝑥), 0 ≤ 𝑥 ≤ 𝑙, (1.3)
где
0 < 𝑐0 ≤ 𝑘(𝑥, 𝑡) ≤ 𝑐1, |𝑞(𝑥, 𝑡)|, |𝑟(𝑥, 𝑡)|, |𝑟𝑥(𝑥, 𝑡)|, |𝑘𝑥(𝑥, 𝑡)| ≤ 𝑐2, (1.4)
𝜕𝛼0𝑡𝑢 =
1
Γ(1−𝛼)
𝑡
0
𝑢𝜏 (𝑥,𝜏)
(𝑡−𝜏)𝛼 𝑑𝜏, − дробная производная в смысле Ка-
путо порядка 𝛼, 0 < 𝛼 < 1, 𝑐𝑖 = 𝑐𝑜𝑛𝑠𝑡 > 0, 𝑖 = 0, 1, 2,
𝜕𝛼0𝑡𝑢 = 𝐷
𝛼
0𝑡𝑢 −
𝑢(0)
Γ(1−𝛼)𝑡𝛼 , 𝐷
𝛼
0𝑡𝑢 =
1
Γ(1−𝛼)
𝑑
𝑑𝑡
𝑡
0
𝑢𝑑𝜏
(𝑡−𝜏)𝛼− дробная производная в
смысле Римана-Лиувилля порядка 𝛼.
В дальнейшем будем предполагать, что задача (1.1) − (1.3) имеет единствен-
ное решение, обладающее нужными по ходу изложения производными. Будем так-
же считать, что коэффициенты уравнения и граничных условий удовлетворяют
необходимым по ходу изложения условиям гладкости, обеспечивающей нужный
порядок аппроксимации разностной схемы.
По ходу изложения будем также использовать положительные постоянные чис-
ла 𝑀𝑖, 𝑖 = 1, 2, ..., зависящие только от входных данных рассматриваемой задачи.
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2. Априорная оценка в дифференциальной форме
Теорема 1. Если 𝑘(𝑥, 𝑡) ∈ 𝐶1,0(𝑄𝑇 ), 𝑟(𝑥, 𝑡), 𝑞(𝑥, 𝑡), 𝑓(𝑥, 𝑡) ∈ 𝐶(𝑄𝑇 ),
𝑢(𝑥, 𝑡) ∈ 𝐶2,0
(︀
𝑄𝑇
)︀
∩𝐶1,0
(︀
𝑄𝑇
)︀
, 𝜕𝛼0𝑡𝑢(𝑥, 𝑡) ∈ 𝐶(𝑄𝑇 ) и выполнены условия (1.4), тогда
для решения задачи (1.1)-(1.3) справедлива априорная оценка
‖𝑢‖20 +𝐷−𝛼0𝑡 ‖𝑢𝑥‖20 ≤𝑀
(︁
𝐷−𝛼0𝑡 ‖𝑓‖20 + ‖𝑢0(𝑥)‖20
)︁
,
где 𝑀 = 𝑐𝑜𝑛𝑠𝑡 > 0, зависящее только от входных данных задачи (1.1)-(1.3).
Доказательство. Для получения априорной оценки решения задачи (1.1) - (1.3)
в дифференциальной форме умножим уравнение (1.1) скалярно на u:(︁
𝜕𝛼0𝑡𝑢, 𝑢
)︁
=
(︁(︀
𝑘𝑢𝑥
)︀
𝑥
, 𝑢
)︁
+
(︁
𝑟𝑢𝑥, 𝑢
)︁
−
(︁
𝑞𝑢(𝑥0, 𝑡), 𝑢
)︁
+
(︁
𝑓, 𝑢
)︁
, (2.1)
где
(︁
𝑎, 𝑏
)︁
=
 𝑙
0
𝑎𝑏𝑑𝑥,
(︁
𝑎, 𝑎
)︁
= ‖𝑎‖20, где 𝑎, 𝑏− заданные на [0, 𝑙] функции.
Преобразуем интегралы, входящие в тождество (2.1), пользуясь неравенством
Коши с 𝜀 [16, c.100], леммой 1 [11]
(︁
𝜕𝛼0𝑡𝑢, 𝑢
)︁
=
1
Γ(1 − 𝛼)
 𝑙
0
𝑢
 𝑡
0
𝑢𝜏 (𝑥, 𝜏)(𝑡− 𝜏)−𝛼𝑑𝜏. (2.2)
(︁
𝜕𝛼0𝑡𝑢, 𝑢
)︁
≥ 1
2
(︁
1, 𝜕𝛼0𝑡𝑢
2
)︁
=
1
2
𝜕𝛼0𝑡‖𝑢‖20, (2.3)(︁(︀
𝑘𝑢𝑥
)︀
𝑥
, 𝑢
)︁
=
 𝑙
0
𝑢
(︁
𝑘𝑢𝑥
)︁
𝑥
𝑑𝑥 = 𝑢𝑘𝑢𝑥|𝑙0 − 𝑐0‖𝑢𝑥‖20, (2.4)
(︁
𝑟𝑢𝑥, 𝑢
)︁
=
 𝑙
0
𝑟𝑢𝑢𝑥𝑑𝑥 ≤
𝑐22
4𝜀
 𝑙
0
𝑢2𝑑𝑥+ 𝜀
 𝑙
0
𝑢2𝑥𝑑𝑥 ≤ 𝜀‖𝑢𝑥‖20 +𝑀𝜀1‖𝑢‖20, (2.5)
−
(︁
𝑞𝑢(𝑥0, 𝑡), 𝑢
)︁
= −
 𝑙
0
𝑞𝑢(𝑥0, 𝑡)𝑢𝑑𝑥 = −𝑢(𝑥0, 𝑡)
 𝑙
0
𝑞𝑢𝑑𝑥 ≤
≤ 𝜀𝑢2(𝑥0, 𝑡) +
1
4𝜀
(︂  𝑙
0
𝑞𝑢𝑑𝑥
)︂2
≤ 𝜀‖𝑢𝑥‖20 +𝑀𝜀2‖𝑢‖20, (2.6)
(︁
𝑓, 𝑢
)︁
=
 𝑙
0
𝑓𝑢𝑑𝑥 ≤ 1
2
‖𝑢‖20 +
1
2
‖𝑓‖20. (2.7)
Учитывая преобразования (2.2)-(2.7), из (2.1) c учетом (1.2) находим
1
2
𝜕𝛼0𝑡‖𝑢‖20 + 𝑐0‖𝑢𝑥‖20 ≤ 2𝜀‖𝑢𝑥‖20 +𝑀𝜀3‖𝑢‖20 +
1
2
‖𝑓‖20. (2.8)
Из (2.8) при 𝜀 =
𝑐0
4
находим
𝜕𝛼0𝑡‖𝑢‖20 + ‖𝑢𝑥‖20 ≤𝑀4‖𝑢‖20 +𝑀5‖𝑓‖20. (2.9)
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Применяя к обеим частям (2.9) оператор дробного интегрирования 𝐷−𝛼0𝑡 , находим
‖𝑢‖20 +𝐷−𝛼0𝑡 ‖𝑢𝑥‖20 ≤𝑀4𝐷
−𝛼
0𝑡 ‖𝑢‖20 +𝑀6
(︁
𝐷−𝛼0𝑡 ‖𝑓‖20 + ‖𝑢0(𝑥)‖20
)︁
. (2.10)
На основании леммы 2 [11] из (2.10) находим искомую априорную оценку
‖𝑢‖20 +𝐷−𝛼0𝑡 ‖𝑢𝑥‖20 ≤𝑀
(︁
𝐷−𝛼0𝑡 ‖𝑓‖20 + ‖𝑢0(𝑥)‖20
)︁
, (2.11)
где 𝑀 = 𝑐𝑜𝑛𝑠𝑡 > 0, зависящее только от входных данных задачи (1.1)-(1.3).
Из оценки (2.11) следуют единственность и непрерывная зависимость решения
задачи (1.1)-(1.3) от входных данных.
3. Устойчивость и сходимость разностной схемы
Для решения задачи (1.1)-(1.3) применим метод конечных разностей. Построим
монотонную схему второго порядка точности, содержащие односторонние произ-
водные, учитывающие знак 𝑟(𝑥, 𝑡). Для этого рассмотрим вместо уравнения (1.1)
следующее уравнение с возмущенными коэффициентами [16]
𝜕𝛼0𝑡𝑢 = κ
(︀
𝑘𝑢𝑥
)︀
𝑥
+ 𝑟𝑢𝑥 − 𝑞𝑢(𝑥0, 𝑡) + 𝑓(𝑥, 𝑡), (3.1)
где κ =
1
1 +𝑅
, 𝑅 =
0.5ℎ|𝑟|
𝑘
– разностное число Рейнольдса.
На равномерной сетке 𝜔ℎ𝜏 дифференциальной задаче (1.1)-(1.3) поставим в
соответствие разностную схему порядка аппроксимации 𝑂(ℎ2 + 𝜏2) :
∆𝛼0𝑡𝑗+𝜎𝑦 = κ
𝑗
𝑖
(︁
𝑎𝑗𝑖𝑦
(𝜎)
?̄?
)︁
𝑥,𝑖
+𝑏−𝑗𝑖 𝑎
𝑗
𝑖𝑦?̄?,𝑖+𝑏
+𝑗
𝑖 𝑎
𝑗
𝑖+1𝑦
(𝜎)
𝑥,𝑖 −𝑑
𝑗
𝑖
(︁
𝑦
(𝜎)
𝑖0
𝑥−𝑖0 +𝑦
(𝜎)
𝑖0+1
𝑥+𝑖0
)︁
+𝜙𝑗𝑖 , (3.2)
𝑦
(𝜎)
0 = 𝑦
(𝜎)
𝑁 = 0, (3.3)
𝑦(𝑥, 0) = 𝑢0(𝑥), (3.4)
где ∆𝛼0𝑡𝑗+𝜎𝑦 =
𝜏1−𝛼
Γ(2−𝛼)
𝑗∑︀
𝑠=0
𝑐
(𝛼,𝜎)
𝑗−𝑠 𝑦
𝑠
𝑡 - дискретный аналог дробной производной Капуто
порядка 𝛼, 0 < 𝛼 < 1, обеспечивающий порядок точности 𝑂(𝜏3−𝛼) [12].
𝑎
(𝛼,𝜎)
0 = 𝜎
1−𝛼, 𝑎
(𝛼,𝜎)
𝑙 =
(︁
𝑙 + 𝜎
)︁1−𝛼
−
(︁
𝑙 − 1 + 𝜎
)︁1−𝛼
, 𝑙 ≥ 1,
𝑏
(𝛼,𝜎)
𝑙 =
1
2 − 𝛼
[︁
(𝑙 + 𝜎)2−𝛼 − (𝑙 − 1 + 𝜎)2−𝛼
]︁
− 1
2
[︁
(𝑙 + 𝜎)1−𝛼 + (𝑙 − 1 + 𝜎)1−𝛼
]︁
, 𝑙 ≥ 1,
при 𝑗 = 0, 𝑐(𝛼,𝜎)0 = 𝑎
(𝛼,𝜎)
0 ;
при 𝑗 > 0, 𝑐(𝛼,𝜎)𝑠 =
⎧⎪⎨⎪⎩
𝑎
(𝛼,𝜎)
0 + 𝑏
(𝛼,𝜎)
1 , 𝑠 = 0,
𝑎
(𝛼,𝜎)
𝑠 + 𝑏
(𝛼,𝜎)
𝑠+1 − 𝑏
(𝛼,𝜎)
𝑠 , 1 ≤ 𝑠 ≤ 𝑗 − 1,
𝑎
(𝛼,𝜎)
𝑗 − 𝑏
(𝛼,𝜎)
𝑗 , 𝑠 = 𝑗,
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𝑟0 = 𝑟(0, 𝑡) = 𝑟
(𝑗+𝜎)
0 ≤ 0, 𝑟𝑁 = 𝑟(𝑙, 𝑡) = 𝑟
(𝑗+𝜎)
𝑁 ≥ 0,
𝑎𝑗𝑖 = 𝑘
(︀
𝑥𝑖−0.5, 𝑡
𝑗+𝜎
)︀
, 𝑏𝑗𝑖 =
𝑟(𝑥, 𝑡𝑗+𝜎)
𝑘(𝑥𝑖, 𝑡𝑗+𝜎)
, 𝜙𝑗𝑖 = 𝑓(𝑥𝑖, 𝑡
𝑗+𝜎), 𝜎 = 1 − 𝛼
2
,
𝑐(𝛼,𝜎)𝑠 >
1 − 𝛼
2
(𝑠+ 𝜎)−𝛼 > 0, 𝑦(𝜎) = 𝜎𝑦𝑗+1 + (1 − 𝜎)𝑦𝑗 , 𝑑𝑗𝑖 = 𝑑(𝑥𝑖, 𝑡
𝑗+𝜎),
𝑥−𝑖0 =
𝑥𝑖0+1 − 𝑥0
ℎ
, 𝑥+𝑖0 =
𝑥0 − 𝑥𝑖0
ℎ
, 𝑥𝑖0 ≤ 𝑥0 ≤ 𝑥𝑖0+1.
Теорема 2. Пусть выполнены условия (1.4), тогда существует такое 𝜏0, что
если 𝜏 ≤ 𝜏0, то для решения разностной задачи (3.2)-(3.4) справедлива априорная
оценка
‖𝑦𝑗+1‖20 ≤𝑀
(︃
‖𝑦0‖20 +
𝑡𝛼𝑗
Γ(1 + 𝛼)
max
0≤𝑗′≤𝑗
‖𝜙𝑗
′
‖20
)︃
,
где 𝑀 = 𝑐𝑜𝑛𝑠𝑡 > 0, не зависящая от ℎ и 𝜏 .
Доказательство. Априорную оценку найдем методом энергетических неравенств.
Для этого введем скалярные произведения и норму:
(︀
𝑢, 𝑣
)︀
=
𝑁−1∑︁
𝑖=1
𝑢𝑖𝑣𝑖ℎ,
(︀
𝑢, 𝑣
]︀
=
𝑁∑︁
𝑖=1
𝑢𝑖𝑣𝑖ℎ,
(︀
𝑢, 𝑢
)︀
=
(︀
1, 𝑢2
)︀
= ‖𝑢‖20.
Умножим теперь (3.2) скалярно на 𝑦(𝜎) :(︁
∆𝛼0𝑡𝑗+𝜎𝑦, 𝑦
(𝜎)
)︁
=
(︁
κ
(︀
𝑎𝑦
(𝜎)
?̄?
)︀
𝑥
, 𝑦(𝜎)
)︁
+
(︁
𝑏−𝑎𝑦
(𝜎)
?̄? , 𝑦
(𝜎)
)︁
+
+
(︁
𝑏+𝑎(+1)𝑦(𝜎)𝑥 , 𝑦
(𝜎)
)︁
−
(︁
𝑑
(︁
𝑦
(𝜎)
𝑖0
𝑥−𝑖0 + 𝑦
(𝜎)
𝑖0+1
𝑥+𝑖0
)︁
, 𝑦(𝜎)
)︁
+
(︁
𝜙, 𝑦(𝜎)
)︁
. (3.5)
Преобразуем суммы, входящие в тождество (3.5), с учетом (3.3) и леммы 1 [12](︁
∆𝛼0𝑡𝑗+𝜎𝑦, 𝑦
(𝜎)
)︁
≥ 1
2
(︁
1,∆𝛼0𝑡𝑗+𝜎
(︀
𝑦2
)︀)︁
; (3.6)
(︁
κ(𝑎𝑦(𝜎)?̄? )𝑥, 𝑦(𝜎)
)︁
= κ𝑎𝑦(𝜎)?̄? 𝑦(𝜎)
⃒⃒⃒𝑁
0
−
(︁
𝑎𝑦
(𝜎)
?̄? , (κ𝑦(𝜎))?̄?
]︁
=
= −
(︁
𝑎κ?̄?, 𝑦(𝜎)?̄? 𝑦(𝜎)
]︁
−
(︁
𝑎κ(−1), (𝑦(𝜎)?̄? )2
]︁
≤
≤ −
(︁
𝑎κ?̄?, 𝑦(𝜎)?̄? 𝑦(𝜎)
]︁
− 1
(1 + ℎ𝑀1)
(︁
𝑎κ, (𝑦(𝜎)?̄? )2
]︁
; (3.7)
−
(︁
𝑑
(︁
𝑦
(𝜎)
𝑖0
𝑥−𝑖0 + 𝑦
(𝜎)
𝑖0+1
𝑥+𝑖0
)︁
, 𝑦(𝜎)
)︁
, 𝑦(𝜎)
)︁
= −
(︁
𝑦
(𝜎)
𝑖0
𝑥−𝑖0 + 𝑦
(𝜎)
𝑖0+1
𝑥+𝑖0
)︁(︁
𝑑, 𝑦(𝜎)
)︁
≤
≤ 1
2
(︁
𝑦
(𝜎)
𝑖0
𝑥−𝑖0 + 𝑦
(𝜎)
𝑖0+1
𝑥+𝑖0
)︁2
+
1
2
(︁
𝑑, 𝑦(𝜎)
)︁2
≤ 𝜀‖𝑦(𝜎)?̄? ]|20 +𝑀𝜀2‖𝑦(𝜎)‖20; (3.8)(︁
𝜙, 𝑦(𝜎)
)︁
≤ 1
2
‖𝑦(𝜎)‖20 +
1
2
‖𝜙‖20. (3.9)
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Принимая во внимание преобразования (3.6)-(3.9), из (3.5) находим(︁1
2
,∆𝛼0𝑡𝑗+𝜎 (𝑦
2)
)︁
+𝑀3‖𝑦(𝜎)?̄? ]|20 ≤ −
(︁
𝑎κ?̄?, 𝑦(𝜎)?̄? 𝑦(𝜎)
]︁
+
(︁
𝑏−𝑎𝑦
(𝜎)
?̄? , 𝑦
(𝜎)
)︁
+
+
(︁
𝑏+𝑎(+1)𝑦(𝜎)𝑥 , 𝑦
(𝜎)
)︁
+ 𝜀‖𝑦(𝜎)?̄? ]|20 +𝑀𝜀4‖𝑦(𝜎)‖20 +
1
2
‖𝑦(𝜎)‖20 +
1
2
‖𝜙‖20. (3.10)
Преобразуем первое, второе и третье слагаемые в правой части (3.10). Тогда по-
лучим
−
(︁
𝑎κ?̄?, 𝑦(𝜎)?̄? 𝑦(𝜎)
]︁
+
(︁
𝑏−𝑎, 𝑦
(𝜎)
?̄? 𝑦
(𝜎)
)︁
+
(︁
𝑏+𝑎(+1)𝑦(𝜎)𝑥 , 𝑦
(𝜎)
)︁
≤ 𝜀‖𝑦(𝜎)?̄? ]|20 +𝑀𝜀5‖𝑦(𝜎)‖20.
(3.11)
Из (3.10) с учетом (3.11) находим
∆𝛼0𝑡𝑗+𝜎‖𝑦‖
2
0 + ‖𝑦
(𝜎)
?̄? ]|20 ≤ 𝜀𝑀6‖𝑦
(𝜎)
?̄? ]|20 +𝑀𝜀7‖𝑦(𝜎)‖20 +𝑀8‖𝜙‖20. (3.12)
Выбирая 𝜀 =
1
2𝑀6
получаем
∆𝛼0𝑡𝑗+𝜎‖𝑦‖
2
0 + ‖𝑦𝜎𝑥 ]|20 ≤𝑀9‖𝑦𝜎‖20 +𝑀10‖𝜙‖20. (3.13)
Перепишем (3.13) в другой форме
∆𝛼0𝑡𝑗+𝜎‖𝑦‖
2
0 ≤𝑀𝜎11‖𝑦𝑗+1‖20 +𝑀𝜎12‖𝑦𝑗‖20 +𝑀13‖𝜙‖20. (3.14)
На основании леммы 7 [13] из (3.14) получаем
‖𝑦𝑗+1‖20 ≤𝑀
(︃
‖𝑦0‖20 + max
0≤𝑗′≤𝑗
‖𝜙𝑗
′
‖20
)︃
, (3.15)
где 𝑀 = 𝑐𝑜𝑛𝑠𝑡 > 0, не зависящая от ℎ и 𝜏 .
Из оценки (3.15) следуют единственность и устойчивость решения разностной
схемы (3.2)-(3.4) по начальным данным и правой части.
Пусть 𝑢(𝑥, 𝑡)− решение задачи (1.1) − (1.3), 𝑦(𝑥𝑖, 𝑡𝑗) = 𝑦𝑗𝑖 -решение разностной
задачи (3.2)−(3.4). Для оценки точности разностной схемы (3.2)−(3.4) рассмотрим
разность 𝑧𝑗𝑖 = 𝑦
𝑗
𝑖 −𝑢
𝑗
𝑖 , где 𝑢
𝑗
𝑖 = 𝑢(𝑥𝑖, 𝑡𝑗). Тогда, подставляя 𝑦 = 𝑧+𝑢 в соотношения
(3.2) − (3.4), получаем задачу для функции 𝑧
∆𝛼0𝑡𝑗+𝜎𝑧 = κ
𝑗
𝑖
(︁
𝑎𝑗𝑖𝑧
(𝜎)
?̄?
)︁
𝑥,𝑖
+𝑏−𝑗𝑖 𝑎
𝑗
𝑖𝑧?̄?,𝑖+𝑏
+𝑗
𝑖 𝑎
𝑗
𝑖+1𝑧
(𝜎)
𝑥,𝑖 −𝑑
𝑗
𝑖
(︁
𝑧
(𝜎)
𝑖0
𝑥−𝑖0 +𝑧
(𝜎)
𝑖0+1
𝑥+𝑖0
)︁
+Ψ𝑗𝑖 , (3.16)
𝑧
(𝜎)
0 = 𝑧
(𝜎)
𝑁 = 0, (3.17)
𝑧(𝑥, 0) = 0, (3.18)
где Ψ = 𝑂
(︁
ℎ2 + 𝜏2
)︁
- погрешности аппроксимации дифференциальной задачи
(1.1) − (1.3) разностной схемой (3.2) − (3.4) в классе решении 𝑢 = 𝑢(𝑥, 𝑡) задачи
(1.1) − (1.3).
Применяя априорную оценку (3.15) к решению задачи (3.16)−(3.18), получаем
неравенство
‖𝑧𝑗+1‖20 ≤𝑀 max
0≤𝑗′≤𝑗
‖Ψ𝑗
′
‖20, (3.19)
где 𝑀 = 𝑐𝑜𝑛𝑠𝑡 > 0, не зависящая от ℎ и 𝜏 .
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Из априорной оценки (3.19) следует сходимость решения разностной задачи
(3.2) − (3.4) к решению дифференциальной задачи (1.1) − (1.3) в смысле нормы
‖𝑧𝑗+1‖20 на каждом слое так, что существует такое 𝜏0, что при 𝜏 ≤ 𝜏0 справедлива
оценка
‖𝑦𝑗+1 − 𝑢𝑗+1‖0 ≤𝑀
(︁
ℎ2 + 𝜏2
)︁
.
Замечание 1. Полученные в данной работе результаты справедливы и в случае,
когда уравнение (1.1) имеет вид:
𝜕𝛼0𝑡𝑢 =
𝜕
𝜕𝑥
(︂
𝑘(𝑥, 𝑡)
𝜕𝑢
𝜕𝑥
)︂
+ 𝑟(𝑥, 𝑡)
𝜕𝑢
𝜕𝑥
−
𝑝∑︁
𝑠=1
𝑞𝑠(𝑥, 𝑡)𝑢(𝑥𝑠, 𝑡) + 𝑓(𝑥, 𝑡),
если потребовать выполнения условия |𝑞𝑠| ≤ 𝑐2.
4. Алгоритм численного решения
Для численного решения первой начально-краевой задачи для нагруженного
дифференциального уравнения конвекции диффузии с дробной производной Ка-
путо порядка 𝛼 приведем разностную схему (3.2) - (3.4) к расчетному виду. Тогда
уравнение (3.2) приводится к следующему виду
𝐴𝑖𝑦
𝑗+1
𝑖−1 −𝐶𝑖𝑦
𝑗+1
𝑖 +𝐵𝑖𝑦
𝑗+1
𝑖+1 − ℎ
2𝜏𝜎𝑑𝑗𝑖
(︁
𝑦𝑗+1𝑖0 𝑥
−
𝑖0
+ 𝑦𝑗+1𝑖0+1𝑥
+
𝑖0
)︁
= −𝐹 𝑗𝑖 , 𝑖 = 1, 𝑁 − 1, (4.1)
где
𝐴𝑖 = 𝜏𝜎κ𝑗𝑖 𝑎
𝑗
𝑖 − 𝜏ℎ𝜎𝑏
−𝑗
𝑖 𝑎𝑖, 𝐵𝑖 = 𝜏𝜎κ
𝑗
𝑖 𝑎
𝑗
𝑖+1 + 𝜏ℎ𝜎𝑏
+𝑗
𝑖 𝑎𝑖+1,
𝐶𝑖 = 𝐴𝑖 +𝐵𝑖 + ℎ
2 𝜏
1−𝛼𝑐
(𝛼,𝜎)
0
Γ(2 − 𝛼)
,
𝐹 𝑗𝑖 = 𝐴𝐴𝑖𝑦
𝑗
𝑖−1 − 𝐶𝐶𝑖𝑦
𝑗
𝑖 +𝐵𝐵𝑖𝑦
𝑗
𝑖+1 + ℎ
2𝜏𝜙𝑗𝑖 − ℎ
2 𝜏
1−𝛼
Γ(2 − 𝛼)
𝑗−1∑︁
𝑠=0
𝑐
(𝛼,𝜎)
𝑗−𝑠 (𝑦
𝑠+1
𝑖 − 𝑦
𝑠
𝑖 )−
−𝜏(1 − 𝜎)ℎ2𝑑𝑗𝑖
(︁
𝑦𝑗𝑖0𝑥
−
𝑖0
+ 𝑦𝑗𝑖0+1𝑥
+
𝑖0
)︁
𝐴𝐴𝑖 = 𝜏(1 − 𝜎)κ𝑗𝑖 𝑎
𝑗
𝑖 − 𝜏ℎ(1 − 𝜎)𝑏
−𝑗
𝑖 𝑎𝑖, 𝐵𝐵𝑖 = 𝜏(1 − 𝜎)κ
𝑗
𝑖 𝑎
𝑗
𝑖+1 + 𝜏ℎ(1 − 𝜎)𝑏
+𝑗
𝑖 𝑎𝑖+1,
𝐶𝐶𝑖 = 𝐴𝐴𝑖 +𝐵𝐵𝑖 − ℎ2
𝜏1−𝛼𝑐
(𝛼,𝜎)
0
Γ(2 − 𝛼)
.
Краевые условия (3.3) принимают вид
𝑦𝑗+10 = 𝑦
𝑗+1
𝑁 = 0. (4.2)
Таким образом, с учетом (4.1)-(4.2), разностная схема (3.2)-(3.4) приводится к
трехдиагональной системе линейных алгебраических уравнений⎧⎪⎪⎨⎪⎪⎩
𝐴𝑖𝑦
𝑗+1
𝑖−1 − 𝐶𝑖𝑦
𝑗+1
𝑖 +𝐵𝑖𝑦
𝑗+1
𝑖+1 − ℎ2𝜏𝜎𝑑𝑖
(︁
𝑦𝑗+1𝑖0 𝑥
−
𝑖0
+ 𝑦𝑗+1𝑖0+1𝑥
+
𝑖0
)︁
= −𝐹 𝑗𝑖 ,
𝑦𝑗+10 = 𝑦
𝑗+1
𝑁 = 0,
𝑦(𝑥, 0) = 𝑢0(𝑥).
(4.3)
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Решение системы (4.3) будем искать в виде
𝑦𝑖 = 𝛼𝑖+1𝑦𝑖+1 + 𝛽𝑖+1𝑦𝑖0 + 𝛾𝑖+1𝑦𝑖0+1 + 𝛿𝑖+1, 𝑖 = 0, 𝑁 − 1. (4.4)
Найдем теперь 𝛼𝑖, 𝛽𝑖, 𝛾𝑖, 𝛿𝑖, 𝑖 = 1, 𝑁.
Из условия (4.2) следует, что
𝛼1 = 𝛽1 = 𝛾1 = 𝛿1 = 0.
Подставляя
𝑦𝑖 = 𝛼𝑖+1𝑦𝑖+1 + 𝛽𝑖+1𝑦𝑖0 + 𝛾𝑖+1𝑦𝑖0+1 + 𝛿𝑖+1, 𝑦𝑖−1 = 𝛼𝑖𝑦𝑖 + 𝛽𝑖𝑦𝑖0 + 𝛾𝑖𝑦𝑖0+1 + 𝛿𝑖
в (4.1), получим
𝛼𝑖+1 =
𝐵𝑖
𝐶𝑖 −𝐴𝑖𝛼𝑖
, 𝛽𝑖+1 =
𝐴𝑖𝐵𝑖 − ℎ2𝜏𝜎𝑑𝑖𝑥−𝑖0
𝐶𝑖 −𝐴𝑖𝛼𝑖
,
𝛾𝑖+1 =
𝐴𝑖𝛾𝑖 − ℎ2𝜏𝜎𝑑𝑖𝑥+𝑖0
𝐶𝑖 −𝐴𝑖𝛼𝑖
, 𝛿𝑖+1 =
𝐹 𝑗𝑖 +𝐴𝑖𝛿𝑖
𝐶𝑖 −𝐴𝑖𝛼𝑖
. (4.5)
Выразим неизвестные 𝑦𝑖, 𝑖 = 0, 𝑁 через 𝑦𝑖0 , 𝑦𝑖0+1 следующим образом
𝑦𝑖 = 𝐻𝑖𝑦𝑖0 + 𝑇𝑖𝑦𝑖0+1 + Φ𝑖. (4.6)
В (4.6) найдем 𝐻𝑁 , 𝑇𝑁 ,Φ𝑁 , тогда учитывая условие (4.2), а также
𝑦𝑁 = 𝐻𝑁𝑦𝑖0 + 𝑇𝑁𝑦𝑖0+1 + Φ𝑁 , 𝑦𝑁−1 = 𝛼𝑁𝑦𝑁 + 𝛽𝑁𝑦𝑖0 + 𝛾𝑁𝑦𝑖0+1 + 𝛿𝑁 , полу-
чим
𝐻𝑁 = 𝑇𝑁 = Φ𝑁 = 0.
Найдем теперь 𝐻𝑖, 𝑇𝑖,Φ𝑖. Тогда, подставляя (4.6) в (4.4), получим
𝐻𝑖 = 𝛼𝑖+1𝐻𝑖+1 + 𝛽𝑖+1, 𝑇𝑖 = 𝛼𝑖+1𝑇𝑖+1 + 𝛾𝑖+1,
Φ𝑖 = 𝛼𝑖+1Φ𝑖+1 + 𝛿𝑖+1, 𝑖 = 𝑁 − 1, 0. (4.7)
Выразим 𝑦𝑖0 , 𝑦𝑖0+1 через 𝐻𝑖, 𝑇𝑖,Φ𝑖. Для этого рассмотрим выражения:
𝑦𝑖0 = 𝐻𝑖0𝑦𝑖0 + 𝑇𝑖0𝑦𝑖0+1 + Φ𝑖0 , (4.8)
𝑦𝑖0+1 = 𝐻𝑖0+1𝑦𝑖0 + 𝑇𝑖0+1𝑦𝑖0+1 + Φ𝑖0+1. (4.9)
Учитывая (4.8), (4.9), получим
𝑦𝑖0+1 =
𝐻𝑖0+1Φ𝑖0 + Φ𝑖0+1(1 −𝐻𝑖0)
(1 −𝐻𝑖0)(1 − 𝑇𝑖0+1) − 𝑇𝑖0𝐻𝑖0+1
, 𝑦𝑖0 =
𝑇𝑖0
1 −𝐻𝑖0
𝑦𝑖0+1 +
Φ𝑖0
1 −𝐻𝑖0
. (4.10)
Из (4.6), (4.10) находим решение 𝑦𝑖 системы (4.3).
5. Результаты численного эксперимента
Коэффициенты уравнения и граничных условий задачи (1.1)-(1.3) подбираются
таким образом, чтобы точным решением задачи была функция 𝑢(𝑥, 𝑡) = 𝑡3𝑒𝑥.
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Ниже в таблице при различных значениях параметров 𝛼 = 0.01; 0.5; 0.99,
𝑥0=0.1; 0.5; 0.9 и уменьшении размера сетки приведены максимальное значение
погрешности (𝑧 = 𝑦−𝑢) и порядок сходимости (ПС) в нормах |[·]|0 и ‖ · ‖𝐶(?̄?ℎ𝜏 ), где
‖𝑦‖𝐶(?̄?ℎ𝜏 ) = max
(𝑥𝑖,𝑡𝑗)∈?̄?ℎ𝜏
|𝑦|, когда ℎ = 𝜏 . Погрешность уменьшается в соответствии с
порядком аппроксимации 𝑂(ℎ2 + 𝜏2). Порядок сходимости определяется по следу-
ющей формуле: ПС= log ℎ1
ℎ2
|[𝑧1]|0
|[𝑧2]|0
, где 𝑧𝑖− это погрешность, соответствующая ℎ𝑖.
Таблица 1: Изменение погрешности и порядка сходимости в нормах
|[·]|0 и ‖ · ‖𝐶(?̄?ℎ𝜏 ) при уменьшении размера сетки при различных значениях
𝛼 = 0.01; 0.5; 0.99, 𝑥0 = 0.1; 0.5; 0.9 на 𝑡 = 1, когда ℎ = 𝜏
𝑥0 𝛼 ℎ max
0<𝑗<𝑚
|[𝑧𝑗 ]|0 ПС в |[·]|0 ‖𝑧‖𝐶(?̄?ℎ𝜏 ) ПС в ‖ · ‖𝐶(?̄?ℎ𝜏 )
0.1 0.01 110 0.002862204 0.003897047
1
20 0.000717282 1.9965 0.000980101 1.9914
1
40 0.000179427 1.9991 0.000245326 1.9982
1
80 0.000044863 1.9998 0.000061359 1.9994
1
160 0.000011216 2.0000 0.000015340 1.9999
0.50 110 0.002844933 0.003873287
1
20 0.000712956 1.9965 0.000974306 1.9911
1
40 0.000178345 1.9991 0.000243854 1.9984
1
80 0.000044593 1.9998 0.000060993 1.9993
1
160 0.000011149 2.0000 0.000015249 2.0000
0.99 110 0.002860206 0.003894299
1
20 0.000716781 1.9965 0.000979430 1.9913
1
40 0.000179302 1.9991 0.000245156 1.9982
1
80 0.000044832 1.9998 0.000061316 1.9994
1
160 0.000011208 2.0000 0.000015330 2.0000
0.5 0.01 110 0.002988675 0.004053683
1
20 0.000749047 1.9964 0.001023641 1.9855
1
40 0.000187130 2.0010 0.000255727 2.0010
1
80 0.000046724 2.0018 0.000063852 2.0018
1
160 0.000011668 2.0016 0.000015945 2.0016
0.50 110 0.002976100 0.004037566
1
20 0.000745922 1.9963 0.001019443 1.9857
1
40 0.000186353 2.0010 0.000254682 2.0010
1
80 0.000046531 2.0018 0.000063592 2.0018
1
160 0.000011620 2.0016 0.000015881 2.0016
0.99 110 0.002988454 0.004053400
1
20 0.000749013 1.9963 0.001023596 1.9855
1
40 0.000187126 2.0010 0.000255721 2.0010
1
80 0.000046724 2.0018 0.000063852 2.0018
1
160 0.000011668 2.0016 0.000015945 2.0016
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𝑥0 𝛼 ℎ max
0<𝑗<𝑚
|[𝑧𝑗 ]|0 ПС в |[·]|0 ‖𝑧‖𝐶(?̄?ℎ𝜏 ) ПС в ‖ · ‖𝐶(?̄?ℎ𝜏 )
0.9 0.01 110 0.003053951 0.004161500
1
20 0.000767395 1.9926 0.001048498 1.9888
1
40 0.000192055 1.9985 0.000262686 1.9969
1
80 0.000048017 1.9999 0.000065681 1.9998
1
160 0.000012002 2.0003 0.000016419 2.0001
0.50 110 0.003045777 0.004151003
1
20 0.000765354 1.9926 0.001045752 1.9889
1
40 0.000191545 1.9984 0.000262014 1.9968
1
80 0.000047890 1.9999 0.000065511 1.9998
1
160 0.000011970 2.0003 0.000016377 2.0001
0.99 110 0.003054578 0.004162306
1
20 0.000767553 1.9926 0.001048711 1.9888
1
40 0.000192095 1.9984 0.000262739 1.9969
1
80 0.000048027 1.9999 0.000065694 1.9998
1
160 0.000012005 2.0003 0.000016422 2.0001
Заключение
Настоящая работа посвящена изучению первой начально-краевой задачи для
нагруженного дифференциального уравнения конвекции диффузии с дробной
производной Капуто, а также разностной схемы, аппроксимирующей эту задачу на
равномерной сетке. Для решения поставленной задачи в предположение существо-
вания регулярного решения получены априорные оценки в дифференциальной и
разностной формах. Полученные неравенства означают единственность решения и
непрерывная зависимость решения от входных данных задачи. В предположении
существования точного решения в классе достаточно гладких функций, а также в
силу линейности рассматриваемых задач эти неравенства позволяют утверждать
сходимость приближенного решения к точному решению со скоростью 𝑂(ℎ2 + 𝜏2).
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The first initial boundary value problem for a loaded differential equation
of fractional order convection diffusion is considered. A difference scheme
approximating this problem is constructed on a uniform grid. To solve the
problem, assuming the existence of a regular solution, a priori estimates in
differential and difference forms are obtained. From these estimates follow
the uniqueness and continuous dependence of the solution on the input data
of the problem, as well as the convergence with the rate 𝑂(ℎ2 + 𝜏2).
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