Introduction
Since the pioneer work of Mandelbrot and his co-workers (Mandelbrot et al. 1968) , self-similar processes and especially fractional Brownian motion have been widely used in applications to model data that exhibit long-range dependence and scaling phenomena. However, in certain situations occurring either in the eld of turbulence (Frisch 1999) , or in biomechanics (Collins and De Luca 1994) , a more exible model is necessary in order to control locally the dependence structure and to allow the path regularity to vary with time.
With such a perspective, a stochastic model leading to an important extension of fractional Brownian motion has recently been developed. This model, called the multifractional
Brownian motion, was obtained through two dierent ways. Both consist in replacing the
Hurst parameter H by a function of time within the two main stochastic integral representations of fractional Brownian motion. The rst representation is a mean average approach and was proposed by Peltier and Lévy-Véhel (1995) . This leads to the process denoted by (W 1 (t)) t≥0 . The second one is a spectral approach introduced by Benassi et al. (1998) . This process is denoted by (W 2 (t)) t≥0 . Both processes are dened by:
with f t (s) = 1 Γ(H(t) + 1/2) |t − s| H(t)− Cohen (1998) proved the equality in distribution of both processes normalized in such a way that E(W 1 (t) 2 ) = E(W 2 (t) 2 ) = C 2 |t| 2H(t) .
From now on, a multifractional Brownian motion with Hurst function H(·) and scaling parameter C, dened by (1) or (2) is denoted by (W (t)) t≥0 . As a Gaussian model, this process can be dened as the only centered Gaussian process, zero at origin and with covariance function dened for H ∈ C η ([0, 1]) and s, t ∈ [0, 1] by:
E (W (t)W (s)) = C 2 2 g H(t), H(s) |t| H(t)+H(s) + |s| H(t)+H(s) − |t − s| H(t)+H(s) ,
where g is given by g H(t), H(s) = K H(t) + H(s)
The covariance function can be easily obtained using the representation theorem of |u| α , e.g. Bahr et al. (1965) :
R 1 − cos(λu) |λ| α+1 dλ, ∀u ∈ R, 0 < α < 2.
As noted in the introduction, multifractional Brownian motion leads to a more exible model since it fulllls the fractional Brownian motion extensions conditions we imposed ourselves.
The main objective of this paper is to develop and study an estimation procedure for multifractional Brownian motion. This problem was partially examined by Benassi et al. (1998) where an estimator of a continuously dierentiable Hurst function is derived and its consistency is proved. We seek to extend and complete their work by considering Hölderian
Hurst functions (of arbitrary order η > 0) and by establishing limit theorems associated with the functional estimators. These results constitute the main contributions and allow us to construct condence intervals, condence bands, and parametric tests.
Let us formulate the estimation problem. The identication of such a model is a dicult task since the increments process of a multifractional Brownian motion is no longer stationary, no longer a self-similar process and its path regularity explicitly varies with time. However several nice properties of fractional Brownian motion still hold locally for multifractional Brownian motion. Indeed, assuming that H ∈ C η ([0, 1]) and is such that sup t H(t) < min(1, η), Benassi et al. (1998) proved that
where B H(t) (u) denotes a standard fractional Brownian motion with parameter H(t) dened on R + . To estimate the Hurst function H(·) of a multifractional Brownian motion, this result suggests to adapt locally global methods used to identify a fractional Brownian motion. The method we propose is a local version of the quadratic variations method studied by Istas and Lang (1997) , Kent and Wood (1997), and Coeurjolly (2001) . It consists rst in ltering the observations of a self-similar (or locally self-similar at 0) stationary Gaussian process to weaken the dependence of the observations, and second in estimating the empirical second order moment of the ltered series. For the fractional Brownian motion case, this method exhibits nice properties: it produces estimators having rate of convergence that achieve Cramèr-Rao bounds (for fractional Brownian motion parameters) (Coeurjolly and Istas 2001 ) and next it is computationaly fast, numerically stable and behaves eciently with respect to the maximum likelihood for small sample sizes (Coeurjolly 2000, p.35) .
The rest of the paper is organized as follows. Section 2 introduces some notation and denes the local H 2 -variations statistic. We prove some convergence results and apply them to the identication problem in Section 3. We derive estimators of Hölderian Hurst functions, prove their consistency and asymptotical normality. When C is assumed to be known the estimators derived in Coeurjolly (2000a) had higher convergence rate but such an assumption seems quite unrealistic. Our method is a local one and as such depends on a neighbourhood size whose choice is discussed in Section 4 where a procedure to estimate the optimal neighbourhood is proposed and studied. A simulation study is conducted in Section 5 to explore the qualities of the estimators. Finally, proofs of dierent results are presented in Section 6. 
For example, when a = (1, −1), (V a ) represents the increments (W), and when a = (1, −2, 1), (V a ) represents the second order dierences of (W). As Lemma 1 reveals, ltering the discretized path of a multifractional Brownian motion allows to make the series locally stationary and to destroy locally the dependence structure between observations. Now, denote V N ,ε (t, a) the following random variable:
where V N ,ε (t) denotes a neighbourhood of t, dened, for a parameter ε > 0, by:
. From now on, we dene ε as a function of N , say ε N , such that: ε = ε N → 0 and N ε N → +∞ as N → +∞. The neigbourhood V N ,ε (t) is ensured to contain asymptotically an innite number of points and to be of length asymptotically zero. More precisely, we suppose the specic form below for
Remark: The statistics V N ,ε (t, a) can be seen as the local H 2 -variations of a certain Gaussian process (H 2 being the second Hermite polynomial dened by H 2 (t) = t 2 − 1).
We can now state convergence results of the local H 2 -variations of a discretized path of a multifractional Brownian motion (almost surely and in distribution for the topology of Skorohod).
Proposition 1.
(i) Let t ∈ [0, 1], let a be a lter of order p ≥ 1, and let ε N of the form (7). Then, as N → +∞, we have almost surely:
(ii) Let a be a lter of order p > H + 1/4 where H = sup t H(t), and let ε N of the form (7). Then, as N → +∞, the following convergence in distribution on ]0, 1[ holds:
where G = {G(t), t ∈]0, 1[} is a centered Gaussian process with covariance function given for
Moreover the function π a · (k) dened for H ∈]0, 1[ is given by:
These two results are local versions of the ones obtained for the fractional Brownian motion case (Coeurjolly 2001, Proposition 1) . Note that a lter of order at least 2 ensures the asymptotic normality for all the values of the function H(·). For a lter of order 1 (i.e.
the lter a = (1, −1)), this convergence is available if and only if 0 < H < 3/4.
We turn to identify a multifractional Brownian motion and particularly the estimation of the Hurst function using a method of moments.
Applications to the Hurst function estimation
Let us introduce for m ≥ 1, the lter dened by:
which is nothing else that the lter a dilated m times. Dene
The interest of the sequence (a m ) m≥1 is revealed by the fact that:
Thanks to Lemma 1, we have
Let M be an integer ≥ 2. The above relation suggests estimating H(t) by a simple local linear
We obtain a class of estimators, dened for t ∈]0, 1[, by Let a be a lter of order p > H + 1/4 where H = sup t H(t), M an integer ≥ 2 and assume ε N is of the form (7). Then, as N → +∞, we have
and almost surely,
(ii) Assume ε N is of the form (7) with α ≥ 1 2η + 1 and β < 0. On ]0, 1[, the following convergence in distribution holds:
where G = {G (t), t ∈]0, 1[} is a centered Gaussian process with covariance function given for
, m, n = 1, . . . , M .
Remarks:
• Benassi et al. (1998) proved the consistency of H N ,ε (for the particular lter (1, −2, 1))
under the condition that ε N = O N −α log(N ) β with 0 < α < 1/2.
• The condition α ≥ 1 2η + 1 and β < 0 in (ii) ensures that ε
• To estimate H(t) we could have performed a weighted linear regression of L N ,ε (t, a, M )
on (log(m)) m=1,...,M . In this case, it is easy to derive a result similar to Proposition 2, by locally adapting the corresponding in Coeurjolly (2000, Proposition 2.5). We have not done this here, because we believe that the gain is too small with respect to the computational cost involved by the estimation of the covariance matrix Σ.
Optimal neighbourhood
We now analyze the asymptotic behaviour of the mean integrated squared error (MISE) of
. Such a criterion is widely used in functional estimation. Thanks to Proposition 2, it is clear that the MISE (depending on ε N ) has the following behaviour:
Considering a discretized version of the MISE, say
it is immediate to see that the asymptotic behaviour of E(R N (ε)), is the same as that of the MISE. Denote α , β associated to ε N minimizing E(R N (ε)). One easily sees that
Since the function H(·) is independent of ε N , we have
The above asymptotic result suggests a natural procedure to estimate the optimal neighbourhood. We propose estimating R N (ε) by
and represents the average in a neighbourhood of i/N of size (of the order of ) N ε 2
which is the functional estimation of H(·) calculated with a neigbhorhood of size (of the order
The set E is assumed to be discrete and to contain at most n ρ elements, for some ρ > 0.
The following result proves the almost sure convergence of H N ,b ε N towards H(t) and proves its optimality in the sense that the average of the empirical risk calculated with ε N is equivalent to E(R N ( ε N )).
Proposition 3.
(i) For all t ∈ [0, 1], we have almost surely, as N → +∞
(ii) As N → +∞,
A simulation study H 1 (t) = 0.1 + (0.9 − 0.1)t,
H 2 (t) = 0.3 + 0.3/(1 + exp(−100(t − 0.7))).
We generate R = 50 series of length N = 2500. A Daubechies lter of order 4, a = Db4
(2 zero moments) is used to dene H N ,ε . We x the number of lters to M = 5. Let us concentrate rst on the optimal neighbourhood. For the sake of simplicity, we choose ε such that N ε is an integer. Dene h = N ε, h = N ε and h = N ε . The Table Tab .1 summarises
Then, we applied the previous procedure for each of the R = 50 paths to the estimation of the Hurst function. The gure Fig.1 displays the empirical distribution of the functional estimator together with the true function and the estimated condence bands (at a condence 4.17 × 10 −3 3.91 × 10 −3 Table 1 : Theoretical and estimated optimal empirical windows and associated risks ( E denotes the empirical mean based on the 50 paths generated).
6 Proofs
Local quadratic variations
Before analyzing the asymptotic behaviour of V N ,ε (t, a), we need the following lemma concerning the correlation structure of (V a ).
Lemma 1.
Let a be a lter of order
and let ε = ε N be of the form (7). We have, as N → +∞,
where
(iii) Moreover, as k → +∞, we have: π a
Proof of Lemma 1:
(i) To compute the covariance function, the stochastic representation of a multifractional Brownian motion is used. For the sake of simplicity, let us denote C (t) = C × K(2H(t)) 1/2 / √ 2. From (2) and the change of variables λ = N u, we obtain:
Since the lter is of order ≥ 1,
which allows to rewrite the rst term as:
Equations (26) and (27) allow to get the following upper-bound for B:
In a neighbourhood of 0, q,q a q a q e i(j−j +q −q)u |u| H(t)+H(t )+1 log(|u|) = o |u| 2p−H(t)−H(t ) log(|u|) .
Thus we can conclude to
(ii) The proof is trivial.
(iii) We refer, for example, the reader to Coeurjolly (2001, Lemma 1) for the proof of the asymptotic expansion of π a H (k).
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Proof of Proposition 1 (i):
Let us dene Z(j) =
and H 2 the second Hermite polynomial dened by Therefore, for all p ≥ 1, and for all H(t) ∈]0, 1[, there exists α > 1 such that E(V N ,ε (t, a) 2 ) = O(v N (t) −α ). We adapt a result of Doob (1953,p.492) giving a condition for which the empirical mean of a stationary (centered discretized) process tends almost surely to 0. Let us denote:
Let α ∈ R and m ∈ N be such that αα > 1 and v N (t) > m α . We have E( 
From Borel-Cantelli Lemma, we have, as m → +∞, V wm −→ 0, almost surely. Furthermore, E max
, and by (i) If p > H(t) + 1/4, the following convergence in distribution holds
with,
(ii) 
t is a centered Gaussian vector, such that ∀i, j ∈ {1, . . . , d},
.
Proof of Lemma 2:
(i) Recall that Z(j) denotes the random variable
. From Theorem 1 of Breuer and Major (1983,p.429) adapted to non-stationary Gaussian vectors, the necessary condition to obtain an asymptotic normality result for V N ,ε (t, a) is the squared-summability
The result is obtained using the fact that p > H(t) + 1/4.
(ii) We treat the case d = 2 since the case d > 2 can be easily derived. Dene for λ, µ ∈ R and t 1 , t 2 ∈]0, 1[, the random variable:
. Now, rewrite T N ,ε (λ, µ) as a simple sum:
and where g j (·) =
The function g j has clearly Hermite rank two. Moreover for j * 1 , j
else.
Thus, for all j ∈ {1, . . . , v N (t 1 ) + v N (t 2 )}, and since p > H + 1/4, we get:
From Theorem 1 of Breuer and Major (1983,p.429) adapted to non-stationary Gaussian vectors, there exists σ 2 (t 1 , t 2 ) such that ∀λ, µ ∈ R,
Finally, from previous computations
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To obtain the convergence in distribution of V N ,ε (·, a) for the topology of Skorohod, we need the following inequality, ensuring a tightnesscriterion.
Lemma 3.
Let a be a lter of order p > H + 1/4 where H = sup t H(t), let r be an odd
have:
Proof of Lemma 3:
From the diagram formula, e.g. Taqqu (1975) ,
where T 1 (resp. T 2 ) represents the terms obtained by the product of covariances (resp. terms obtained by the product of covariances to the power 2).
Term T 1 : up to permutations on indices each term of T 1 can be rewritten as
From Lemma 1 there exists K > 0, N 1 ∈ N * , such that for all N ≥ N 1 , we have:
Let A 1 , A 2 and A 3 be the covariance matrices related to the operators π a H(t) , π a
and π a
, and let Q α be the set of squared matrices with terms satisfying
It is clear that A 1 , A 2 and A 3 ∈ Q 2p−2H where H = sup t H(t). Moreover, Jaard (1990) has proved that Q α is an algebra, for α > 1. Thus,
Iterating this argument leads to the existence of a matrix B ∈ Q 2p−2H such that
Term T 2 : from the diagram formula and Lemma 1 (ii), there exists K > 0, N 2 ∈ N * such that for all N ≥ N 2 we have:
Using (36) and (37), we check that:
+ S H(t ) . Using (11), we obtain:
The series converges if p > H + 1/4. Consequently, U (t, t ) = O |t − t | 2η .
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Proof of Proposition 1 (ii):
Let r = 2 1 + 1 η , it follows from Lemma 3 that
By Lemma 2 and since rη > 1, we obtain classically the convergence in distribution, for the topology of Skorohod, of V N ,ε (·, a) towards the Gaussian process G with covariance function dened by (10).
Identication of multifractional Brownian motion
For the ease of presentation, let
Proof of Proposition 2 (i):
Note that
and that, almost surely
From Proposition 1 (i), it comes that almost surely N 2H(t) S N ,ε (t,a m )
−→ 0, which implies the almost sure convergence of H N ,ε (t, a, M ) towards
Before proving the convergence in distribution, we examine the nite-dimensional convergence of our estimators:
The results (39) and (43) ensure that v N (t)( H N ,ε (t, a) − H(t)) is asymptotically Gaussian.
The case d > 1 is easily deduced using Lemma 2 (ii), which implies the nite-dimensional Gaussian convergence of ξ N ,ε (·, a). We end with the following computation for t, t
, H(t), H(t ) A, as N → +∞. 
Thus, if ε N is such that α ≥ 1/(2η + 1) and β < 0, we obtain
Choosing r large enough, we obtain, using Lemma 3, the convergence in distribution on the range ]0, 1[ of √ 2N ε N ξ N ,ε (·, a m ), and then the one of √ 2N ε N ( H N ,ε (·, a, M )−H(·)) using (39).
Proof of Proposition 3:
(i) In fact it is sucient to prove that for all t ∈ [0, 1], we have almost surely sup ε N ∈E H N ,ε (t) − H(t) −→ 0, as N → +∞.
Let λ > 0 and k an integer ≥ 1, we have from (19) and from Chebyshev's inequality P sup
Using (44) and the fact that α ≥ 1/(2η + 1) and β < 0, we have E H N ,ε (t) − H(t)
Choosing k suciently large leads to the summability of n P sup ε N ∈E H N ,ε (t) − H(t) ≥ λ and to the result using Borel-Cantelli Lemma.
(ii) Since ε N = argmin ε N ∈E R N (ε N ) and since ε N ∈ E, we have almost surely R N ( ε N ) ≤ R N (ε N )
and so E( R N ( ε N )) ≤ E( R N (ε N )). Now,
, since E( R N (ε N )) − E(( R N (ε N )) ≥ 0. Finally, we have
For ε N ∈ E, there exists N 0 ∈ N such that, for all N ≥ N 0 , . Since 0 < η ≤ 1, the proof is achieved using the denition of the set E (see (19) , and (46)). 
