Abstract. The Error Back Propagation is iterative, the way of implementing it using the iterative MapReduce framework is presented. To solve the shortage of the traditional MapReduce framework in iterative program, the iterative MapReduce framework has added a transmitting module. Through the simulation of the control system in the K/TGR radioswitch to get the training sample. Training the sample based on the traditional framework and the iterative framework on Hadoop. The experimental results show that the BP algorithm based on the iterative framework demonstrated faster speed and higher accuracy. The iterative framework can effectively reduce the training time and avoid the problem in iterative calculation.
Introduction
Error Back Propagation（BP） algorithm is the basic algorithm in the field of fault diagnosis, and it is widely used in the field of fault diagnosis [1] . With the improvement of the complexity of the mechanical equipment, the data scale of the BP algorithm to deal with the fault samples is increasing, and how to deal with large scale data is becoming more and more important. MapReduce computing model is a distributed parallel computing model proposed by Google. It can organize the cluster to deal with large scale data sets, which has a huge advantage for the rapid processing of large scale data [2] . MapReduce is a distributed computing framework in cloud computing platform. It also can accurately and timely provide the powerful support for fault diagnosis.
BP algorithm is an iterative algorithm, and the traditional MapReduce computing framework exists defects in the iterative algorithm of the operation. In the process of operation, each iteration requires a task to be submitted, the efficiency is low, and the computation cost is high. Therefore, this paper uses an iterative MapReduce framework to carry out the optimization of the BP algorithm [4] , and the data transfer function of the transfer module is used to solve the problem of multiple tasks submitted. Finally, the training samples obtained from the simulation experiment are compared with the BP algorithm based on the traditional MapReduce framework and the iterative MapReduce framework. In the experiment, the latter is more than 10 times of the former, and the correct rate is higher than the former 1% ~ 3%, which shows the advantage of the iterative framework used in the BP algorithm.
MapReduce parallel computing model
Traditional MapReduce framework. MapReduce computation model of the basic idea is "divide and conquer", through the "map" and "reduce " to implement the parallel computation. Map task is to partition the part of the original data for the specified operation. Reduce tasks for each Map task generated intermediate results for the mixed operation, all the final results generated by the Reduce task after a simple process to get the final result set.
Iterative MapReduce framework. Traditional MapReduce framework for the processing of the iterative algorithm has some shortcomings [3] . In the iterative algorithm, the output of each iteration is the input of the next iteration. The traditional MapReduce framework is used to compute the 3rd International Conference on Materials Engineering, Manufacturing Technology and Control (ICMEMTC 2016) MapReduce task at each iteration. Therefore, the completion of the entire algorithm requires a number of tasks to be submitted, the computational efficiency is low, non computational overhead. Iterative MapReduce framework transfer the results of each iteration to the corresponding task node through the transfer module, only one task submitted to complete all operations. Therefore, it is more suitable for the iterative process of the MapReduce framework to achieve the iterative process. The overall framework of the iterative MapReduce is shown in Fig.1 .
Fig.1 Iterative MapReduce framework
The Control module and Transport module are added in the traditional framework of the iterative MapReduce framework. Control module which is responsible for the control of Transport module and provides running address for each node runs in the NameNode node. It monitors the data transfer between nodes and ensure the smooth operation of each node task. As can be seen from the frame, a new transmission module is noninterference with traditional framework between graphs. Therefore, when the transfer module is closed, the frame can perform the function of the traditional frame, which has the characteristics of strong adaptability and high flexibility of the framework.
Analysis of BP algorithm and implementation of MapReduce
Analysis of BP algorithm.BP algorithm is a basic algorithm of fault diagnosis based on neural network, which includes two parts, the forward propagation signal and the reverse update weight [1] .
In the forward propagation stage, the input of a neuron is (1) The output of the neuron is (2) Among them, represents the input of the first p layer j neurons, indicates its output, is the connection weights of the first i neurons in the (p-1) layer to the p layer in the j layer. represents the number of neurons in the first (p-1) layer.
is the activation function of neurons in the network.
In the reverse propagation phase, error criterion function for each sample is (3) N sample total error is (4) Among them, is the expected output of the first k neuron in the output layer. is the actual output of the neuron. M is the number of neurons in the output layer. The error gradient descent method is used to adjust the connection weights of the , so that the total error is minimized.
Adjust the formula is (5) Algorithm steps: (1) Set the initial weights and conditions (2) Forward propagation computation (3) Back propagation calculation correction weight. (4) Iterative calculation to meet the conditions. Implementation of iterative MapReduce algorithm based on BP algorithm.When the scale of the input data of the BP algorithm is increased, the time required to run the algorithm is increased, and the efficiency of the algorithm is reduced. According to the steps of the BP algorithm in 2.1, it is known that the operation of the BP algorithm is iterative. Therefore, using the iterative MapReduce framework for the optimization of BP algorithm can achieve better results than the traditional framework to achieve better results.
Implementation of the idea is the Map task to receive the input sample data and calculate the change of the output value of each sample. Reduce task is to receive the output of the Map task, the same amount of changes in the amount is collected in a Reduce node. All the weights of the sample weights are changed and then the average number is obtained. Finally, the weights are adjusted by the average number. When the results are needed to be iterated, the transfer module transmits the new weights to the nodes of the original Map task for the next round of calculation. This avoids the need to submit a task and restart a MapReduce calculation of the drawbacks of each iteration.
The BP algorithm is composed of three stages by using the iterative MapReduce framework. The functions of each stage are as follows.
Map stage: Map function receives sample data. According to the BP algorithm formula, forward propagation calculation and the calculation of the back propagation adjust weights are carried on. The weight value of each sample is recorded as . Intermediate key value pair is generated.
Reduce stage: Receiving intermediate key value same as is used as input value. The average value of all sample weight values is calculated and the average value is used as the final weight. According to the adjustment formula, the new weights are calculated, and the formula is as follows. 
Experimental results and analysis
BP algorithm sample data acquisition.A certain type of VHF radio air switch control system is simulated in MATLAB and the sample data required are got. According to the characteristics of the system structure, only the radio switch state is considered, and the failure mode of the radio switch can be obtained mainly from three kinds of modes. It includes Damage failure, Constant Gain Failure, Constant Deviation. The output of the sensor and controller is collected at t=10s, 20s, 30s, 40s, 50s and is used as the BP algorithm training sample data. Data collected from t=10s, 20s, 30s, 40s, 50s are shown in table 1. In the table each failure mode is listed as a representation of the two samples. The required number of sample data is got by adjusting in MATLAB. Table 1 List of sample data Experimental environment. Experiments use Hadoop cloud computing environment.Hardware configuration contains one main nodes and twelve slave nodes. CPU using Core Quad Intel 2 2.4GHz CPU Q6600, 16GB memory. Operating system kernel is Linux, the Java version is 1.6.0-26, the Hadoop version is 1.2.0 .
Experimental results.In the case of two different frameworks, the sample number is different, the time consumed by the MapReduce algorithm based on the traditional MapReduce and the iterative BP algorithm is completed. The algorithm is repeated 20 times, through the comparison and found that in the case of fewer samples, the time required to complete the training of the two frameworks is not large. But when the number of samples increased to more than , based on iterative framework of BP algorithm training time is significantly less than the training time of the traditional algorithm framework. Because when the number of samples is lower than , algorithm iterations is less. The superiority of the iterative framework is not reflected. As the sample size increases, the number of iterations of the algorithm also increases, then the iterative framework for the traditional framework of the advantages of the embodiment, the consumption of time is significantly less than the latter.
The two framework of the BP algorithm training error, as shown. Through the contrast found that two different under the framework of training algorithm error number difference, based on the training error of the BP algorithm of iterative MapReduce than traditional MapReduce based training error is reduced in a certain degree, but not the extent. Because the iterative framework is mainly to the multiple iterations of the task mechanism has been optimized, to a certain extent, to improve the training of the correct rate. But there is no special training to improve the correct rate to do the work, so in this regard, the iterative framework than the traditional advantages of the framework is not obvious.
Conclusion
BP algorithm is commonly used in the field of fault diagnosis algorithm, the MapReduce framework is applied to the BP algorithm to solve the problem of slow computing speed, low efficiency in large data environment, can effectively improve the real-time fault diagnosis. In this paper, based on the analysis of the BP algorithm, according to the characteristics of the BP algorithm, the iterative MapReduce framework of the transfer module is applied to the algorithm. Based on the traditional framework and the iterative framework of the BP algorithm to do a comparative experiment, the results show that the iterative MapReduce framework with respect to the traditional MapReduce framework, can effectively reduce the time cost of the algorithm. In the correctness of the algorithm, the iterative framework also has a certain degree of improvement than the traditional framework. However, the research also found that the iterative framework in the data size is less than the obvious advantages of the embodiment, in order to improve the accuracy of the algorithm is not enough to play the function of the iterative framework. These questions will be more concrete research in the next step of work.
