For most individuals, the respiratory control system produces a remarkably stable and coordinated motor output-recognizable as a breath-from birth until death. Very little is understood regarding the processes by which the respiratory control system maintains network stability in the presence of changing physiological demands and network properties that occur throughout life. An emerging principle of neuroscience is that neural activity is sensed and adjusted locally to assure that neurons continue to operate in an optimal range, yet to date, it is unknown whether such homeostatic plasticity is a feature of the neurons controlling breathing. Here, we review the evidence that local mechanisms sense and respond to perturbations in respiratory neural activity, with a focus on plasticity in respiratory motor neurons. We discuss whether these forms of plasticity represent homeostatic plasticity in respiratory control. We present new analyses demonstrating that reductions in synaptic inputs to phrenic motor neurons elicit a compensatory enhancement of phrenic inspiratory motor output, a form of plasticity termed inactivity-induced phrenic motor facilitation (iPMF), that is proportional to the magnitude of activity deprivation. Although the physiological role of iPMF is not understood, we hypothesize that it has an important role in protecting the drive to breathe during conditions of prolonged or intermittent reductions in respiratory neural activity, such as following spinal cord injury or during central sleep apnea.
Introduction
Throughout life, the brain exhibits a phenomenal capacity to produce a stable, rhythmic motor output that achieves adequate gas exchange, yet maintains sufficient dynamic range to respond to acute respiratory challenges. This feat is particularly astonishing given the myriad of changes an organism may experience that perturb respiratory control, such as development, aging, coordination of breathing with other motor behaviors, pregnancy, gain/loss of weight, ascent to altitude, etc. While plasticity in the respiratory control system likely confers flexibility in response to physiological or environmental challenges (Feldman et al., 2003; Johnson and Mitchell, 2013) , Experimental Neurology 287 (2017) [225] [226] [227] [228] [229] [230] [231] [232] [233] [234] unrestrained changes in neural activity can lead to network instability (Turrigiano, 2008; Turrigiano, 2012) . Thus, we hypothesize that to maintain the dynamic, yet reliable properties of the respiratory system in the presence of the many modulatory and plastic mechanisms that confer system flexibility, there likely are also mechanisms that ensure stability of respiratory motor output. One way stability may be maintained is through surveillance and maintenance of respiratory neural activity within specified limits.
The concept of promoting stability in complex physiological systems by homeostatically regulating a physiological parameter around an ideal value has long been appreciated (Cannon, 1932) . For example, it is well known that body temperature, blood pressure or blood glucose levels must necessarily be maintained within a narrow range (i.e., a "set-point") to be compatible for life. As such, environmental or physiological changes that push the system away from its set-point trigger compensatory responses that re-establish that set-point. Recently it has become clear that neuronal activity itself is subject to such homeostatic regulation Turrigiano, 2008; Turrigiano, 2012) . For example, when cortical or hippocampal neurons are forced to fire outside their normal range (either more or less) for an extended period of time, mechanisms of plasticity are induced that alter cellular properties in the right direction to restore normal firing rates Turrigiano, 2012; Tatavarty et al., 2013) . Recently, we discovered that activity in respiratory motor neurons might also be subject to such homeostatic regulation: when synaptic inputs to respiratory motor neurons are reduced (in the absence of changing blood gases), local mechanisms of plasticity are induced that counteract this reduction and increase respiratory motor output (Streeter and Baker-Herman, 2014a) .
In this review, we discuss evidence that local mechanisms sense and rapidly respond to changes in respiratory neural activity, with a focus on respiratory motor neurons. Although homeostatic mechanisms monitor and adjust neural activity bidirectionally, we highlight mechanisms underlying plasticity induced by hypoactivity. Finally, we put forth the hypothesis that plasticity induced by reductions in respiratory neural activity may be involved in compensatory adaptations during disease and that a failure of such mechanisms may contribute to ventilatory control disorders.
Neural stability is achieved through homeostatic plasticity
Synapse-specific, correlation based changes in synaptic strength are widely thought to be an important mechanism whereby neural circuits learn and store information (e.g., Hebbian plasticity). These experiencebased adaptations enable flexibility, but also generate a powerful destabilizing force on neural circuitry, making neurons and networks vulnerable to synaptic saturation or synaptic silencing through positive feedback mechanisms (Miller, 1996; Abbott and Nelson, 2000; Turrigiano, 2008; Turrigiano, 2012) . However, in most cases, neural transmission does not unravel as a result of plasticity. Instead, dependable yet dynamic neurotransmission accompany long-term synaptic changes and memory formation in healthy neural networks. Reliability of neurotransmission in a system that readily and continuously adapts its synaptic and network properties is thought to be forged by mechanisms that bidirectionally maintain neural activity within an optimal range for information processing (Abbott and Nelson, 2000; Davis, 2006; Turrigiano, 2008; Turrigiano, 2012; Davis, 2013) . Indeed, in organisms ranging from flies to humans, and in a variety of mammalian circuits including cortex Watt et al., 2000; Hengen et al., 2013) , hippocampus (Lissin et al., 1998; Burrone et al., 2002; Thiagarajan et al., 2005) spinal cord (O'Brien et al., 1998; Gonzalez-Islas and Wenner, 2006) and neuromuscular junction (Davis and Bezprozvanny, 2001) , neurons respond to long-term perturbations in neuronal activity by rebalancing cellular properties to restore setpoint basal activity levels. Importantly, while the overall output of the neuron/network is homeostatically maintained, the relative strength of individual synapses is preserved, thereby maintaining information storage. This so-called "homeostatic plasticity" is emerging as an important mechanism whereby neuronal function is stabilized in the face of repeated or prolonged perturbations that act to push neuronal activity away from its set-point (Turrigiano, 2008; Turrigiano, 2012) .
Since a neuron's firing rate is a complex interplay between synaptic inputs and intrinsic firing properties, it is not surprising that distinct forms of homeostatic plasticity have been identified that regulate synaptic information flow and intrinsic excitability. For example, deviations in neuronal activity can drive changes in synaptic strength at excitatory and/or inhibitory synapses that are in the right direction to restore baseline firing rates Davis, 2006; Turrigiano, 2008; Pozo and Goda, 2010; Turrigiano, 2012; Davis, 2013) . Homeostatic synaptic plasticity can manifest as a change in synapse number, presynaptic neurotransmitter release and/or neurotransmitter receptor expression (Davis and Bezprozvanny, 2001; Thiagarajan et al., 2007; Turrigiano, 2011; Yu and Goda, 2009 ). Deviations in neuronal activity can also result in homeostatic adjustments that re-establish baseline firing rates by altering intrinsic excitability (Turrigiano et al., 1994; Desai et al., 1999; Marder and Prinz, 2003) . Homeostatic intrinsic plasticity alters the balance of inward and outward voltage-dependent conductances, thereby modulating a neuron's response to a given synaptic input. Although it is useful to categorize these distinct mechanisms as separate entities for discussion, these mechanisms do not necessarily operate independently, but rather, may be simultaneously expressed within a single cell . Further complicating matters, mechanisms of homeostatic plasticity can operate locally at a single synapse (Hou et al., 2008; Hou and Man, 2012) , or globally throughout a single cell, a group of neurons, or on a network level (Turrigiano, 2008) , and can develop after several minutes (Frank et al., 2006) , hours (Sutton et al., 2006; Ibata et al., 2008) or days (Stellwagen and Malenka, 2006) of perturbed neuronal activity. Rules that govern when and where these different forms of plasticity are employed are not at all understood.
One key feature of homeostatic plasticity is that it is a quantitatively accurate form of modulation. In this sense, the homeostatic rebalancing of cellular properties that offset a perturbation achieves firing properties that are often indistinguishable from pre-perturbation levels. This requires that a cell has an endogenous set-point that defines the baseline output of the system, a sensor that detects deviations from that setpoint to generate an error signal, and mechanisms that drive compensatory changes in response to that error signal to reestablish the set-point (Davis, 2006) . It is clear that this defined set-point must be cell type specific since different neurons can have different "jobs" in the nervous system and as such, have vastly different firing properties. Firing properties can be as diagnostic of cell identity as any other attribute, including cell size, dendrite shape, or neurotransmitter composition (Davis, 2013) . Mechanisms that determine the set-point may involve cell specific expression of "terminal selector" transcription factors, which control the expression of genes that define cellular identity (Hobert, 2011; Davis, 2013) . A further prediction is that the time course for homeostatic adjustments will differ based on cell type. For example, inspiratory motor neurons operate at a high level of activity compared to the sporadic activity of other motor pools (Sieck et al., 2012) ; as such, perturbations in activity that push critical inspiratory motor neurons outside of their set-point and ideal dynamic range are expected to be sensed and responded to more rapidly than less active neurons.
Mechanisms giving rise to homeostatic plasticity are diverse, which is fitting given the diverse forms of homeostatic plasticity that have been identified. Many cellular/molecular players have been implicated in participating in homeostatic plasticity-far too many to discuss here; thus, the reader is directed to several excellent reviews (Turrigiano, 2011; Fernandes and Carvalho, 2016) . Since evidence suggests that many forms of homeostatic plasticity are cell-autonomous, in which neurons sense changes in their own activity through changes in calcium influx, it is not surprising that many calcium sensors have been shown to play a key role, such as calcium/calmodulin dependent kinases (CaMKII, CaMKIV and CaMKK; Thiagarajan et al., 2002; Ibata et al., 2008; Goold and Nicoll, 2010) and calcineurin (Arendt et al., 2015) . As neuronal information flow tends to converge on AMPA receptor activation (Turrigiano, 2012) , many of the molecules identified in homeostatic plasticity are known to regulate AMPA receptor trafficking, such as stargazin (Louros et al., 2014) , B3 integrins (Cingolani et al., 2008) , PICK1 (Anggono et al., 2011), PSD-95 and PSD-93 (Sun and Turrigiano, 2011) , GRIP1 (Gainey et al., 2015; Tan et al., 2015) , the immediate early gene product Arc/Arg3.1 (Shepherd et al., 2006) and Homer1a (Hu et al., 2010) . Additional mediators like BDNF , NMDA receptors (Lee and Chung, 2014) , retinoic acid , Plk2-CDK5 signaling (Seeburg et al., 2008) , Eph4A (Fu et al., 2011) , MeCP2 (Qiu et al., 2012) , immune molecule MHC1 (Goddard et al., 2007) and TNFα (Beattie et al., 2002; Stellwagen and Malenka, 2006) have also been identified. While a laundry list of potential "key" molecules has been generated, precise pathways and how these molecules all fit together to establish a neuron's set-point, sense deviations from that set-point and then re-establish and maintain set-point are unknown. Understanding the unique roles for the modulators identified in homeostatic plasticity and the interactions between distinct homeostatic signaling pathways may reveal redundancy and/or convergence of mechanisms to ensure appropriate activity rebalancing across neural circuits.
2. Is homeostatic plasticity a feature of the control of breathing?
As mechanisms of homeostatic plasticity are unraveled across species and a variety of neural circuits, it is becoming clear that homeostatic plasticity is not a unique adaptation, but rather a conserved feature of neural networks. Within the respiratory control system, which is constantly adapting to perturbations, preservation of life is dependent on its ability to produce stable, yet dynamic output. This leads to the hypothesis that the respiratory control system has a robust set of homeostatic mechanisms to maintain stable breathing in the face of prolonged or repeated changes in respiratory neural activity that push network output outside an ideal range (Koch et al., 2011; Strey et al., 2013) . However, to date, very little is known regarding the mechanisms of homeostatic plasticity in the control of breathing, or the role it may play in maintaining stable breathing throughout life.
Plasticity in respiratory motor neurons in response to reduced neural activity
To our knowledge, the first indication that a reduction in synaptic inputs to respiratory motor neurons elicits mechanisms that oppose that reduction and enhance respiratory motor output was a serendipitous observation by Castro-Moure and Goshgarian (1996) . These investigators focally cooled the ventral cervical spinal cord for 4 h to block cervical spinal axon conduction unilaterally, silencing descending inputs to ipsilateral phrenic motor neurons. As expected, blocking phrenic synaptic inputs silenced ipsilateral diaphragm EMG activity; however, to the investigators' surprise, upon restoration of axon conduction, EMG activity in the hemidiaphragm ipsilateral (but not contralateral) to cold block was significantly increased relative to pre-block levels (Castro-Moure and Goshgarian, 1996) . Although this study could not differentiate whether observed effects were due to central neural versus diaphragm neuromuscular junction plasticity, morphological changes in the ipsilateral phrenic motor pool suggested local mechanisms of plasticity were initiated within the phrenic motor pool in response to activity deprivation (Castro-Moure and Goshgarian, 1997) . To note, these observations were confounded by the possibility of fluctuating blood gases during the cold block since the rats were breathing spontaneously.
Later studies conclusively demonstrated that reduced respiratory neural activity in the absence of changing blood gases elicited central neural plasticity. In anesthetized, mechanically ventilated, vagotmized rats, brainstem respiratory activity was reversibly reduced (i.e., neural apnea) for~30 min using one of three different treatments: pharmacological respiratory depression with isoflurane, hyperventilation to reduce arterial PCO 2 below the threshold for inspiratory neural activity (i.e., apneic threshold), and mechanoreflex inhibition with high frequency ventilation (Mahamed et al., 2011) . Although these conditions created a neural apnea by different means, all three treatments resulted in a similar, long-lasting increase in phrenic motor output upon resumption of respiratory neural activity; thus, we suggested that reduced respiratory neural activity induces a compensatory form of plasticity in the respiratory control system that enhances phrenic motor output. Importantly, since arterial PO 2 was constant throughout the protocol in all treatments, and in two out of three treatments, arterial PCO 2 was constant, a role for fluctuations in blood gases in eliciting this form of plasticity could be ruled out. We termed this form of plasticity inactivityinduced phrenic motor facilitation (iPMF; Mahamed et al., 2011) , although this term is a bit of a misnomer since complete suppression of respiratory neural activity is not necessary to induce iPMF (Streeter and Baker-Herman, 2014a ; Fig. 1 ). Later studies revealed that plasticity following reduced respiratory neural activity is also expressed in hypoglossal motor output (inactivity-induced hypoglossal motor facilitation, iHMF; Baker-Herman and Strey, 2011) and inspiratory intercostal EMG activity (inactivity-induced intercostal motor facilitation, iIMF; Strey et al., 2013) . Since hypoglossal motor neurons control the diameter of the upper airway and intercostals are accessory muscles important in inspiration and expiration, these findings suggest that a compensatory enhancement of inspiratory motor output in response to reductions in respiratory neural activity might be a general feature of respiratory motor control. However, in these studies, respiratory neural activity was reduced throughout the brain and spinal cord by manipulating (and silencing) brainstem respiratory rhythm generation. As such, it was unknown where in the respiratory neural control system activity was being sensed.
To better understand the role for local mechanisms in sensing and responding to reductions in respiratory neural activity, we developed a novel model whereby synaptic inputs to one phrenic motor pool were reduced while respiratory neural activity was maintained at normal levels in the brainstem and contralateral phrenic nerve (Streeter and Baker-Herman, 2014a) . In anesthetized, mechanically ventilated rats (in which blood gases were held constant), we microinjected procaine into the C2 ventrolateral funiculus on one side of the spinal cord to reversibly block axon conduction in descending bulbospinal tracts providing respiratory-related synaptic inputs to ipsilateral phrenic motor neurons. In these studies, ipsilateral phrenic motor output was "clamped" at a level that was b40% of baseline for~30 min. Following activity deprivation, ipsilateral phrenic motor output was significantly increased relative to pre-activity deprivation levels, indicating that mechanisms local to the phrenic motor pool sensed and responded to a reduction in synaptic inputs to elicit iPMF. Since ipsilateral phrenic iPMF iPMF Fig. 1 . Reduced respiratory neural activity elicits rebound increases in phrenic burst amplitude. Compressed phrenic neurograms (~60 min recording) depicting baseline, a 30 min neural hypopnea (top) or 5, brief (~1 min) hypopneas separated by 5 min (bottom). Enhanced phrenic amplitude after neural hypopnea indicates iPMF.
motor output was only reduced, not eliminated, during the period of activity deprivation, we sought to understand the relationship between the amount of activity deprivation and the magnitude of the resulting iPMF; here, we present additional analysis of data presented in Streeter and Baker-Herman, 2014a (Fig. 2) . Linear regression analysis was used to determine the relationship between the average reduction in phrenic burst amplitude during axon conduction block and the resulting iPMF. A significant positive relationship (R 2 = 0.52, p b 0.01) was found, indicating that plasticity in response to a withdrawal of respiratory related synaptic inputs is proportional to the degree of activity deprivation; i.e., the more phrenic synaptic inputs are reduced, the larger the resulting compensatory response. If these results can be extended to other respiratory motor pools, these data suggest that local mechanisms sense and respond to a reduction in synaptic inputs to respiratory motor neurons to elicit a compensatory increase in inspiratory motor output that is proportional to the degree of activity deprivation. The "sensors" and "responders" for this form of plasticity are currently unknown but could include any combination of motor neurons, glia, or interneurons. While these studies demonstrated a fundamental, and previously unknown, property of respiratory motor neurons, it was difficult to imagine a scenario in which these mechanisms might actually come into play physiologically since a 30 min reduction in phrenic motor output generally is not compatible with life, except under the most extreme of circumstances (i.e., mechanical ventilation). Although we do not know the exact duration of reduced respiratory neural activity needed to initiate these mechanisms, it is clear that b 7 min is not enough )-as such, most mammals would long be dead before these mechanisms might kick in. Thus, we sought to experimentally replicate situations in which reduced respiratory neural activity might be commonly experienced. To model physiologically relevant occurrences of reduced inspiratory neural activity, we induced brief, intermittent neural apneas (Baertsch and Baker-Herman, 2013, 2015) , which are a feature of sleep in both healthy individuals and individuals with pathological sleep disordered breathing (Dempsey et al., 2010) . In anesthetized, mechanically ventilated rats, five brief (~1 min) neural apneas were induced (separated by 5 min), while recording phrenic inspiratory activity (Baertsch and BakerHerman, 2013) . Generally, after the first neural apnea, phrenic inspiratory activity resumed baseline levels; however, with each subsequent neural apnea, phrenic inspiratory activity progressively increased, such that after the fifth neural apnea, phrenic inspiratory activity was well above baseline levels in a phenotypically similar way as that following a prolonged (~30 min) neural apnea. Since combining the total duration of reduced respiratory neural activity (~7 min) experienced in each intermittent bout into one sustained episode did not enhance phrenic inspiratory motor output, we concluded that intermittent reductions in inspiratory neural activity more efficiently induce iPMF than prolonged neural apnea (Baertsch and BakerHerman, 2013) , which is not surprising since intermittent exposure to other stimuli, (e.g. hypoxia and interference of vagal transmission; Bach and Mitchell, 1996; Tadjalli et al., 2010 ) more efficiently elicit respiratory plasticity than sustained exposures (Baker et al., 2001; Tadjalli et al., 2010; Devinney et al., 2013) .
We have begun to understand key components of the mechanisms giving rise to plasticity following reduced respiratory neural activity. Surprisingly, mechanisms that induce iPMF following intermittent versus prolonged reduced respiratory neural activity are different (Strey et al., 2012; Broytman et al., 2013; Baertsch and Baker-Herman, 2015) . iPMF elicited by prolonged reductions in respiratory neural activity requires spinal tumor necrosis factor alpha (TNFα; Strey et al., 2012; Broytman et al., 2013) , whereas iPMF elicited by intermittent reductions does not (Baertsch and Baker-Herman, 2015) . Mechanisms that induce iPMF following intermittent reductions in respiratory neural activity are currently unknown, but preliminary results indicate a key role for retinoic acid. Of note, both TNFα and retinoic acid are known mediators of homeostatic synaptic plasticity in the hippocampus and cortex (Beattie et al., 2002; Stellwagen and Malenka, 2006; Aoto et al., 2008; Maghsoodi et al., 2008; Steinmetz and Turrigiano, 2010; Chen et al., 2014) . Our evidence suggests that both TNFα and retinoic acid ultimately converge on the atypical protein kinase C isozyme, protein kinase C zeta (PKCζ; Strey et al., 2012; Baertsch and Baker-Herman, 2015) , which stabilizes early, transient increases in phrenic burst amplitude post-activity deprivation into a long-lasting iPMF (Strey et al., 2012; Streeter and Baker-Herman, 2014a; Baertsch and Baker-Herman, 2015) . Collectively, these data suggest that while different mechanisms "sense" prolonged versus intermittent reductions in respiratory neural activity, they ultimately result in the activation of PKCζ, likely within phrenic motor neurons (Guenther et al., 2010; Strey et al., 2012) , to induce long-lasting increases in phrenic inspiratory output by an unknown mechanism.
It is important to note that in the models that have been developed thus far, activity deprivation has been rapidly induced, artificially clamped at a low level for a defined period of time, and then rapidly reversed. As a result, the compensatory plasticity (i.e., iPMF) that resulted from reductions in respiratory neural activity resulted in an "overshoot" upon reversal of activity deprivation. If iPMF represents a homeostatic response to activity deprivation, then one prediction is that a countermechanism would be activated in response to the relative hyperactivity observed when activity deprivation is relieved. Indeed, the definition of homeostatic plasticity implies that a set-point (i.e., baseline) level of activity is sought and maintained, and clearly, in the artificial conditions we used to elicit iPMF, baseline was not maintained-at least not following reversal of the activity deprivation "clamp." Nevertheless, consistent with the hypothesis that baseline activity is the regulated variable for such forms of plasticity, inactivity-induced respiratory motor facilitation is reversible; however, the time course for reversibility is variable, depending on motor pool and rat substrain. For example, in the hypoglossal and inspiratory intercostal motor pools, iHMF and iIMF last~15-30 min before inspiratory motor output declines back to baseline levels (i.e., pre-activity deprivation set-point; Baker-Herman and Strey, 2011; Strey et al., 2013) . Similarly, in some rat substrains, iPMF is also transient, and baseline levels of phrenic burst amplitude are restored within 60 min following resumption of respiratory neural activity (Streeter and Baker-Herman, 2014b ). It is not currently known if the transiency of inactivity-induced plasticity in these examples reflects activation of a hyperactivity-induced counter mechanism or a lack of stabilization of iPMF, nor do we understand why some rat substrains express a longer duration of inactivity-induced plasticity than others. However, similar Descending synaptic inputs to phrenic motor neurons on one side of the spinal cord were reversibly impaired with intraspinal procaine injections into the C2 ventrolateral funiculus in anesthetized, ventilated rats (Streeter and Baker-Herman, 2014a) . Linear regression analysis indicates a significant relationship between the average decrease in phrenic motor output during axon conduction block and the resulting increase in phrenic burst amplitude (i.e., iPMF) observed 15 min following reversal of conduction block. These data indicate that iPMF magnitude is proportional to the degree of phrenic activity deprivation.
to homeostatic downscaling following elevated levels of neural activity (Hou et al., 2011; Lee and Chung, 2014; Siddoway et al., 2014) , NMDAR activation during early iPMF expression appears to be key for dis-facilitating phrenic motor output and restoring baseline phrenic burst amplitude (Streeter and Baker-Herman, 2014b) , suggesting that the iPMFinduced "overshoot" of phrenic burst amplitude activates an NMDA receptor-dependent counter-mechanism that restores baseline phrenic activity. Three features of iPMF are consistent with the hypothesis that iPMF homeostatically adjusts and stabilizes phrenic burst amplitude. First, as already discussed, the magnitude of iPMF is proportional to the amount of activity deprivation (Fig. 2) . Secondly, mechanisms underlying iPMF also proportionally increase the response of phrenic burst amplitude to a respiratory challenge (hypercapnia; Baertsch and Baker-Herman, 2013; Streeter and Baker-Herman, 2014a; Baertsch and Baker-Herman, 2015) . Respiratory motor output operates within a limited range beginning at zero (neural apnea) and spanning to a maximum value that can be elicited during a potent respiratory challenge, such as high CO 2 , or during a non-ventilatory behavior (e.g., coughing). During resting/eupneic breathing, only a fraction of this range is utilized (Mantilla and Sieck, 2011) . As such, preservation of "normal" dynamic range following iPMF induction may be the result of a compensatory shift in overall phrenic excitability that restores inspiratory motor output when respiratory neural activity is reduced, while at the same time preserving the capacity to generate maximal respiratory responses. Thirdly, iPMF is associated with a shift in the CO 2 threshold for inspiratory activity that makes it harder for the system to experience reduced respiratory neural activity again (Baertsch and Baker, 2016 and see below for further discussion). In other words, activity deprivation induces a reconfiguration of the neurons generating breathing that makes the system more likely to remain active to maintain stable breathing. It is currently unknown whether such shifts in the CO 2 apneic threshold are due to the same local mechanisms as iPMF, or whether they are due to distinct mechanisms of plasticity operating elsewhere in the respiratory control network.
Plasticity in respiratory motor neurons in response to increased neural activity
While not the focus of this review, we will briefly discuss available evidence that mechanisms sense and respond to elevations in respiratory neural activity. One of the first studies to demonstrate that respiratory neurons respond to chronic elevations in activity by downregulating cellular properties is derived from work investigating the response of neurons in the nucleus tractus solitarius (NTS) to chronic intermittent hypoxia (CIH; Kline et al., 2007) . Hypoxia is sensed by peripheral chemoreceptors in the carotid body, which send afferent information to the central nervous system via the carotid sinus nerve. The NTS is the first relay for carotid chemoafferent feedback, where it is integrated with other visceral afferent information, then transmitted to other regions of the brain important in respiratory control. During hypoxia, carotid body chemoafferent activity increases, resulting in a reflexive increase in breathing; when normoxia is restored, chemoafferent activity and breathing return to baseline levels. However, if animals are exposed to repeated episodes of hypoxia (i.e., CIH), a form of plasticity is induced in this chemoreflex loop that results in augmented chemoafferent discharge in both hypoxia and normoxia Prabhakar, 2003, 2004; Kline et al., 2007) , thereby increasing the traffic of information to the NTS. Further, CIH also induces an increase in NTS neuronal activity, driven by an increase in spontaneous neurotransmitter release (Kline, 2010) . However, these CIH-induced increases in afferent activity are counterbalanced by a reduction in evoked synaptic transmission between sensory afferents and NTS second-order cells (Kline et al., 2007; Almado et al., 2012) , which may serve to somewhat "normalize" activity in NTS neurons. Mechanisms that underlie this activity-dependent synaptic downscaling may be due to Ca 2+ dependent reductions in evoked neurotransmitter release (Kline et al., 2007) and/ or a loss in the number of active synapses (Almado et al., 2012) . Regulation of activity in the NTS may be bidirectional; indeed, chronic ozone exposure results in a decrease in chemoafferent glutamate release, which is counterbalanced by a concomitant increase in NTS postsynaptic excitability (Chen et al., 2003) . Relatively less is understood regarding compensatory responses in respiratory motor neurons to increased respiratory neural activity. Artificially increasing phrenic burst amplitude with high frequency electrical stimulation of descending bulbospinal tracts onto phrenic motor neurons does not appear to elicit a counterbalancing depression in phrenic motor output (Hayashi et al., 2003) . This lack of effect may be due to the limited duration of electrical stimulation; in fact, it would be undesirable for inspiratory descending pathways to "downscale" following a brief augmented respiratory maneuver, such as a sigh, cough, or sneeze. However, compensatory changes in respiratory motor neurons may occur following more long-lasting increases in respiratory neural activity. Of note, prolonged or intermittent exposures to elevated levels of CO 2 elicit a rebound depression in phrenic burst amplitude (Baker et al., 2001; Valic et al., 2016) , although the mechanisms underlying this depression are incompletely understood.
Perhaps the clearest evidence for homeostatic plasticity following chronic elevations in respiratory motor neuron activity is work investigating hypoglossal motor neuron properties following developmental nicotine exposure. Nicotine is a powerful neuroteratogen, resulting in an array of developmental abnormalities, including in neurons underlying breathing (Pilarski et al., 2011; Jaiswal et al., 2013 Jaiswal et al., , 2016 . Developmental nicotine exposure disrupts normal growth of hypoglossal motor neurons (Powell et al., 2016) and increases their excitability (Pilarski et al., 2011; Jaiswal et al., 2013; Jaiswal et al., 2016) . However, these changes are counterbalanced by decreased glutamatergic (Jaiswal et al., 2013) and enhanced GABAergic synaptic transmission (Jaiswal et al., 2016) between brainstem neurons generating respiratory rhythm and pattern and hypoglossal motor neurons. Since hypoglossal motor output (i.e., the population response) remains largely unchanged following developmental nicotine exposure (Pilarski et al., 2011; Jaiswal et al., 2016) , these adaptations may serve to homeostatically mitigate chronic nicotine-induced increases in neuronal excitability (Pilarski and Fregosi, 2009; Jaiswal et al., 2016) . While these adaptations may preserve hypoglossal motor output in the face of developmental abnormalities in network circuitry, they are imperfect and do not come without cost: impaired ventilatory responses to critical stressors, such as hypoxia and hypercapnia (Hafstrom et al., 2005; Huang et al., 2010; Taylor et al., 2013) .
Does plasticity induced by reductions in respiratory neural activity play a role in clinical disorders?
While the models discussed above were developed to investigate where, how and under what conditions the respiratory control system senses and adapts to changes in neural activity, it is important to note that these models are often studied in well-controlled preparations designed to limit contributions from other respiratory modulators (e.g., hypoxia, sensory feedback). Whether homeostatic mechanisms influence respiratory motor output in physiological or pathophysiological conditions during which respiratory neural activity is either not properly generated or not successfully transmitted to the motor pools required for breathing remains uninvestigated. Consistent with the hypothesis that the central respiratory network can exhibit some degree of compensation, persistent deficits in individual respiratory neurons or components of the respiratory network have been identified in animal models of several clinical disorders prior to the onset of overt breathing abnormalities (Viemari et al., 2005; Johnson and Mitchell, 2013) . We have selected representative clinical conditions characterized by either a prolonged reduction (spinal cord injury) or brief, intermittent reductions (central sleep apnea) in respiratory neural activity to use as frameworks to postulate whether homeostatic mechanisms contribute to the restoration of appropriate respiratory motor output and/or whether a failure of homeostatic plasticity contributes to breathing instability.
Spinal injury: a role for iPMF in spontaneous recovery of phrenic burst amplitude?
The resilience of the respiratory neural network is exemplified through spontaneous recovery of respiratory motor output in motor neuron pools caudal to a spinal cord injury (SCI). SCI disrupts descending inputs from brainstem respiratory rhythm and pattern generating neurons to spinal motor neurons that innervate muscles required for breathing. Since respiratory motor neurons are found in cervical, thoracic and lumbar spinal segments, injury at any level of the spinal cord results in some type of respiratory impairment (Hoh et al., 2013) . The most devastating respiratory impairments occur with upper cervical SCI since this injury disrupts inputs to phrenic motor neurons innervating the diaphragm, in addition to motor neurons innervating accessory inspiratory (e.g., intercostal) and expiratory (e.g., abdominal and intercostal) muscles found in the thoracic and lumbar segments. Remarkably, many investigators have reported that an initially silent phrenic nerve/hemidiaphragm ipsilateral to a high cervical lesion will spontaneously recover rhythmic inspiratory activity in the minutes-to-hours following SCI (Ghali and Marchenko, 2015) , with improvements continuing in the days, weeks, and months following injury in both experimental models and in humans (Mansel and Norman, 1990; El-Bohy and Goshgarian, 1999; Nantwi et al., 1999; Raineteau and Schwab, 2001; Kaegi et al., 2002; Goshgarian, 2003; Golder et al., 2011; Lane, 2011; Lane et al., 2012; Gransee et al., 2013; Hoh et al., 2013; Gransee et al., 2015) . A suite of mechanisms have been proposed to contribute to this spontaneous recovery of ipsilateral phrenic/hemidiaphragm activity, including remodeling of spinal neural circuits (Lane, 2011; Lane et al., 2012; Hoh et al., 2013) , recruitment of latent pathways (Crossed Phrenic Phenomenon; Golder et al., 2003; Goshgarian, 2003 Goshgarian, , 2009 Lane et al., 2009 ), enhancement of spared ipsilateral synaptic inputs (Vinit et al., 2008; Vinit and Kastner, 2009 ) and neuromuscular junction/diaphragm muscle plasticity (Mantilla and Sieck, 2009) . Precise mechanisms that promote recovery of function following SCI are very poorly understood, but a prominent role for the neurotrophin, brain derived neurotrophic factor (BDNF), and its receptor, TrkB, have been implicated Mantilla et al., 2013; Mantilla et al., 2014; Gill et al., 2015) .
We hypothesize that mechanisms of plasticity that sense and respond to reduced phrenic synaptic inputs and/or phrenic neural activity are a previously unrecognized component of spontaneous recovery. Consistent with this hypothesis, atypical PKC expression and activity are increased in the phrenic motor pool within the time frame of phrenic motor recovery post-SCI (Guenther et al., 2012) . Indeed, upregulation of the atypical PKC isozyme, PKCζ, has been shown to promote plasticity in spinal dorsal horn neurons post-SCI and contribute to neuropathic pain (Narita et al., 2004; Marchand et al., 2011) . Similarly, immediately following SCI, TNFα levels increase in the spinal cord (Wang et al., 1996) , as does the expression of TNF receptors, TNFR1 and TNFR2, on spinal motor neurons (Yan et al., 2003) . While some of this elevation in TNFα and its receptors is due to the microglial response to tissue trauma (Hausmann, 2003; Loane and Byrnes, 2010) , reduced neural activity resulting from disruption in synaptic inputs may also play a key role (Stellwagen and Malenka, 2006) .
TNFα has the requisite characteristics to underlie spontaneous, compensatory plasticity in the phrenic motor system following SCI by strengthening spared ipsilateral pathways and/or recruiting latent pathways. TNFα increases BDNF synthesis and TrkB expression (Saha et al., 2006; Balkowiec-Iskra et al., 2011) , which is hypothesized to play a key role in augmenting neuronal excitability following SCI (Lin et al., 2011; Mantilla et al., 2014) . Secondly, TNFα rapidly (within minutes) increases surface expression of Ca 2 + permeable AMPA receptors (Ferguson et al., 2008; Beattie et al., 2010; Huie et al., 2015; Jiang et al., 2015) and NMDA receptors (Han and Whelan, 2010) on spinal motor neurons. Additionally, TNFα increases glutamate release from glia (Bezzi et al., 2001; Takeuchi, 2006) and decreases glutamate transporter expression on glia (Sitcheran et al., 2005; Zou and Crews, 2005; Tilleux and Hermans, 2007) . The impact of TNFα on GABA receptor expression appears more complex. While in vitro studies suggest that TNFα decreases GABA receptor expression in the hippocampus (Stellwagen et al., 2005; Pribiag and Stellwagen, 2013) , in vivo studies suggest that TNFα increases synaptic GABA receptors in motor neurons (Stuck et al., 2012) . Since SCI also results in a shift in the balance of chloride co-transporters on spinal motor neurons that diminish GABAergic inhibitory neurotransmission and may even render GABA excitatory (Cramer et al., 2008; Boulenguez et al., 2010) , the electrophysiological consequences of TNFα-induced increases in GABA receptor expression post-SCI are unclear. Collectively, these data point to an important role for TNFα in inducing homeostatic increases in excitatory synaptic transmission, in combination with down-regulation of inhibition, to enhance spared synaptic inputs and improve spinal motor function; however, in the injured spinal cord in which excessive TNFα is present, this may come at a cost-spasticity, excitotoxicity and cell death (Olmos and Llado, 2014) . Consistent with this hypothesis, while reducing elevated levels of TNFα post-injury may be beneficial in preventing excitotoxic damage and cell death (Genovese et al., 2006; Genovese et al., 2007; Genovese et al., 2008; Dinomais et al., 2009; Chen et al., 2011) , a complete lack of TNFα signaling may actually prevent post-SCI circuit remodeling and worsen motor recovery (Scherbel et al., 1999; Kim et al., 2001; Oshima et al., 2009; Yang et al., 2010) .
3.2. Central sleep apnea: a role for iPMF in preventing recurrent apnea/ hypopnea?
Recurrent episodes of absent (apnea) or markedly reduced (hypopnea) respiratory motor output is a hallmark feature of central sleep apnea (CSA); by contrast, obstructive sleep apnea (OSA) is characterized by continued (futile) central motor output in the presence of a closed or reduced airway. Although less common in the general population than OSA, CSA is relatively common in patients with heart failure (Levy et al., 2013) , neurological disease (Deak and Kirsch, 2014) , chronic spinal cord injuries (Berlowitz et al., 2005) , and long-term opioid use (Wang and Teichtahl, 2007) . It is becoming increasingly recognized that both CSA and OSA often co-exist in the same patient ("mixed" apnea; Xie et al., 2011; Javaheri and Dempsey, 2013) or CSA may develop during treatment of OSA for reasons that are not clearly understood ("complex" sleep apnea; Morgenthaler et al., 2006; Dernaika et al., 2007; Lehman et al., 2007) . Repetitive central neural apnea is also commonly observed in infants (Eichenwald et al., 1997; Ng and Chan, 2013) and in otherwise normal individuals upon ascent to altitude (Pack, 2011) . Although the root cause of central apneas in these diverse populations may be subtly different, recurrent lapses in inspiratory motor output is a common feature.
We hypothesize that iPMF-like mechanisms may be one of several endogenous homeostatic mechanisms that prevent the occurrence of central apnea/hypopnea by actively monitoring and responding to repetitive reductions in respiratory neural activity. Indeed, even in otherwise healthy individuals, recurrent reductions in respiratory neural activity are common during sleep (Javaheri, 2010; Dempsey et al., 2010) , although the frequency and duration of these apneas/hypopneas are typically minimal and not considered to be clinically relevant. One possibility is that these minimal disruptions in respiratory neural activity "train" the respiratory control system, resetting respiratory neuron properties throughout the neuraxis to defend an optimal activity level and prevent cessations in breathing. Mechanisms by which iPMF might stabilize inspiratory motor output to correct reductions in respiratory neural activity are not entirely clear. It is possible that enhanced phrenic burst amplitude following iPMF induction augments phrenic motor neuron responsiveness to otherwise sub-threshold descending respiratory drive (Batsel, 1967; Ezure et al., 2003; Garcia et al., 2016; Kam et al., 2013; St-John, 1998) , thereby preventing apneas and hypopneas due to "transmission" failure. However, enhanced phrenic motor output (and subsequent increases in breathing) is also expected to result in a lowering of arterial PaCO 2 . A critical determinant of ventilatory stability and the occurrence of CSA is the difference between the prevailing arterial PCO 2 during spontaneous breathing versus the arterial PCO 2 at which breathing efforts cease (the CO 2 apneic threshold; Dempsey et al., 2010) . As such, a reasonable prediction would be that iPMF might actually destabilize breathing and promote central neural apneas by bringing eupneic PaCO 2 closer to the apneic threshold. However, we recently discovered that iPMF induction with either intermittent or prolonged neural apnea elicited a long-lasting decrease in the apneic threshold for phrenic inspiratory activity (Baertsch and Baker, 2016) . Thus, reductions in respiratory neural activity transform the respiratory control network in a way that lowers the level of PaCO 2 necessary to trigger the next apnea, thereby minimizing the likelihood of recurrent apneas. While the location of apneic threshold plasticity remains unknown, we suggest that plasticity in respiratory motor neurons induced by reductions in respiratory neural activity attempt to homeostatically maintain stable breathing by strengthening inspiratory motor neuron responsiveness to descending respiratory drive and lowering the threshold for further apneas.
Why, then, does this built-in security system not prevent the recurring apneas characteristic of patients with CSA? One possibility is that the expression of iPMF and other forms of plasticity induced by reduced respiratory neural activity might be constrained in these patients. In addition to the frequency of apneas, one differentiating feature between individuals with clinically relevant CSA/OSA and otherwise healthy individuals with normal respiratory pauses during sleep is the duration of such events-in other words, the presence or absence of concurrent hypoxia (Dempsey et al., 2010) . Literature reports support the existence of an endogenous form of compensatory plasticity that "self-corrects" motor output instability and suggest the intriguing possibility that it may be constrained by concurrent hypoxia. First, many patients with mixed/complex sleep apnea receiving CPAP or tracheostomy will continue to have central apnea/hypopnea initially upon treatment; however, in many of these patients, central events will gradually, and spontaneously, self-resolve through mechanisms that are not understood (Arzt et al., 2009; Salloum et al., 2010; Deacon and Catcheside, 2015) . Secondly, many patients with CSA experience a reduction in central events following treatment with inspired oxygen; this effect is not apparent immediately, but occurs gradually over time (Chowdhuri et al., 2012) . Collectively, these data are consistent with the hypothesis that an endogenous form of compensatory plasticity corrects respiratory motor output instability, but it is only operative when underlying hypoxia is resolved. Further studies are necessary to address whether iPMF-like mechanisms are one component of this endogenous self-correction, and whether these mechanisms are constrained by hypoxia.
Conclusion
The brain is charged with a remarkable task-command several respiratory muscles to contract in a carefully coordinated sequence to generate a breath that maintains arterial blood gases at tightly controlled levels without fail, with only the briefest of pauses, and without error throughout the life of the organism. But it does not stop there. The system must also be precise enough to produce a motor output that does not result in fluctuations in blood gases, dynamic enough to respond quickly and effectively to acute respiratory challenges, and it must faithfully adapt during a myriad of life changes that perturb respiratory control, such as development, aging, pregnancy, weight gain/loss, ascent to altitude, etc. And finally, this respiratory motor output must be coordinated with other non-respiratory motor behaviors, such as vocalization, swallowing and airway clearance. Yet, throughout all of these tasks, producing and maintaining a stable motor output is paramount. A major gap in the field is understanding the mechanisms that enable the respiratory control system to be flexible and adaptive, yet persistently tenacious.
It is increasingly clear that individual neurons and neural networks sense and homeostatically respond to perturbations in their activity levels to maintain stable function (Turrigiano, 2008) . We hypothesize that the absolute requirement for stable breathing necessitates homeostatic mechanisms that sense and rapidly compensate for changes in respiratory neural activity within networks controlling breathing, and suggest that iPMF represents only one component in a continuum of homeostatic plasticity mechanisms that assure appropriate respiratory motor output throughout life. Indeed, similar mechanisms are also likely to be operative in other respiratory neuron pools essential for breathing, such as brainstem neurons that generate respiratory rhythm and pattern. We suggest that such plasticity subtly adjusts respiratory motor output on a continual basis throughout life, and may help to preserve respiratory motor output following the onset of pathophysiological disorders of ventilatory control (Strey et al., 2013) . In the phrenic motor system (and by extension, other respiratory motor pools) we propose that plasticity induced by reductions in respiratory-related synaptic inputs ensures reliable and dynamic respiratory activity via two mechanisms: 1) strengthening phrenic motor output, which in turn leads to a 2) lowering of the threshold for phrenic inspiratory activity. While it is still unknown whether such plasticity represents homeostatic plasticity in the control of breathing per se, enhancement of phrenic motor output that is proportional to its activity deprivation (Fig. 2) and the increase in phrenic dynamic range observed with iPMF are suggestive.
Several open questions remain. First, respiratory neural activity is not static throughout life; the level and pattern of appropriate respiratory neural activity is vastly different under different vigilance states (i.e., sleep versus wakefulness), during exercise, development/aging or under conditions of hypoxia/hypercapnia. A key feature of homeostatic plasticity is that it balances neural or network activity around an ideal set-point, but how homeostatic mechanisms are refined and regulated to permit a range of state-dependent set-points is completely unknown. One possibility is that state-dependent differences in the expression profile of a medley of different neuromodulators known to impact breathing (Saper et al., 2001; Jones, 2005; Saper et al., 2005; Horner, 2008) determine the appropriate set-point for respiratory neural activity and influence the capacity for homeostatic regulation of respiratory neural activity. However, this hypothesis remains to be investigated. A second major unanswered question is: how does plasticity induced by changes in respiratory neural activity interact with other forms of plasticity to shape necessary long-term adaptations in the respiratory control system? Rarely do changes in respiratory neural activity occur without concomitant changes in blood gases or mechanosensory feedback, both of which have been shown to elicit plasticity in isolation (Baker et al., 2001; Tadjalli et al., 2010) . However, how distinct forms of plasticity interact to promote or constrain plasticity to sculpt the final output of the system-a breath-has not been explored. Consideration of the interplay of diverse forms of respiratory plasticity and the impact of neuromodulators will be important to advance our understanding of how breathing is stabilized in response to perturbations that act to push respiratory neural activity outside its limits.
