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Abstract
We derive the one loop vacuum energy of the bosonic string theory in a system of
non-parallel D1-branes using the path integral method.
1 Introduction
The importance of D-branes (Dirichlet branes) in string theory relies on the fact that such an
extended objects may play a vital role in non-perturbative description of the relationships
between the different theories of strings [1, 2, 3]. In particular they play a very specific
role in describing the duality symmetries [4, 5]. On the other hand it is pointed out that
the tension between the branes reveals itself through the vacuum amplitude in a system of
parallel D-branes [6, 7].
In this letter we consider a non-parallel system of D1-branes and derive its one loop amplitude
for the bosonic strings upon applying the path integral method as considered in [6, 7, 8].
Such a system is studied earlier by utilizing the harmonic oscillator formalism for the strings
attached to the system through their end points [9, 10, 11]. We start our analyze by specifying
the position of the branes constructing the set up, in section 2. Then, after a quick review
of the path integral formulation of the one loop vacuum energy in section 3, we look for
the partition functions of the degrees of freedom satisfying the Neumann-Neumann (NN),
Dirichlet-Dirichlet (DD) and mixed boundary conditions in following subsections. Finally in
1
section 4, we give the final result for the one loop vacuum amplitude.
As a final remark, let us notify that in this work we have assumed the Einstein summation
rule for repeated indices to hold just for the Greek indices. We have also assumed the
Euclidean signature for both of the world-sheet and space-time manifolds.
2 Non-parallel D1-D1 Brane Set Up
Let us suppose the position of first D1-brane to be
X i(0, τ) = 0, i = 2, ..., 25 (1)
and the second one to be located at
X2(pi, τ) cosα = X1(pi, τ) sinα (2)
Xr(pi, τ) = lr (3)
where r = 3, ..., 25. Then, the conditions satisfied by the ends of an open string at the
boundaries, imposed by the classical equations of motion, read [9, 10, 11]
∂σX
1(0, τ) = 0 (4)
X2(0, τ) = 0 (5)
∂σX
1(pi, τ) cosα = −∂σX2(pi, τ) sinα (6)
3 One Loop Vacuum Energy: Path Integral Formulation
For the bosonic sigma model action
S =
g
2
∫
d2σ ∂σX
µ∂σX
µ = −g
2
∫
d2σXµXµ + boundary term (7)
the partition function is defined as
Z =
∫
DXµe−S[X] (8)
2
By expanding the typical degree of freedom Xµ in terms of the fluctuating filed around
the on-shell degrees of freedom Xµc , which satisfies the classical equations of motion, as
Xµ = Xµc + ξ
µ, one is left with
Z =
∫
Dξµe−S[ξ] (9)
where we have set S[Xc] = 0, by demanding an appropriate boundary condition to be
satisfied by Xc. Off-shell, the fluctuating field ξ
µ is assumed to nullify the boundary term of
equations (4), (5) and (6), by choosing appropriate eigen-modes in terms of which the field
ξµ is expanded. The one loop vaccum amplitude (or free energy) is defined to be [6-11]
A =
∫ ∞
0
ds
s
Tre−sH =
∫ ∞
0
ds
s
Z(s) (10)
=
∫ ∞
0
ds
s
∫
Dξµe−S[ξ]
provided that ξµ(τ + s, σ) = ξµ(τ, σ). Now, the above expression is our starting point to
digress from the Hamiltonian formalism (as appeared in [9, 10, 11]) and to purse the path
integral formulation of the problem.
3.1 Neumann-Neumann Boundary Condition
For the degree of freedom X0 satisfying the NN boundary condition we have
S0 = −g
2
∫
d2σξ0 ξ0 =
g
2
∑
n′∈N,m′∈Z
∑
n∈N,m∈Z
χ0n′m′χ
0
nmλnm(un′m′ , unm) (11)
and unm = −λnmunm. The fluctuation in terms of the eigen-modes unm = cos nσeiωmτ
(with ωm =
2pim
s
), which nullify the boundary term of the action, becomes
ξ0 =
∑
n∈N,m∈Z
χ0nmunm (12)
Then, by taking into account the following set of orthogonality relations
(un′m′ , unm) =
s
2
piδnn′δm+m′ (13)
(un′m′ , un0) = (un′0, unm) = 0 (14)
(u0m′ , u0m) = spiδm+m′ (15)
(u0m′ , unm) = (un′m′, u0m) = 0 (16)
3
where we have defined
(f, g) =
∫ pi
0
dσ
∫ s
0
dτ fg (17)
and bearing in mind that x0 is real, we find for the action
S0 =
1
2
pisg
( ∞∑
m=1
x
0†
+,mMmx
0
+,m +
1
2
x0 t+,0M0x
0
+,0 + 2
∞∑
m=1
|χ00m|2λ20m
)
(18)
with [Mm]n′n = δn′nλnm and x
0†
±,m = (χ¯
0
±1,m, χ¯
0
±2,m, ...). In particular one obtains the
partition function (q = e−s) [6, 7]
Z0(s) =
∫
Dξ0e−S0 (19)
=
∞∏
m=1
∫ ∞
−∞
d(x00,x
0
+,m,x
0†
+,m;χ
0
0m, χ¯
0
0m, χ
0
00)e
−S0
= T
∞∏
n=1
2√
sg
1√
λn0
∞∏
m=1
2
sg
1
λ0m
∞∏
n,m=1
4
sg
1
λnm
= T
√
g
2s
q−
1
24
∞∏
n=1
1
1− qn
Here we have introduced the compact notation d(x, y, ...) = dxdy.... Also, the following set
of formulas are used
sinh pix
pix
=
∞∏
n=1
(
1 +
x2
n2
)
(20)
∞∏
m=1
1
am2
=
√
a
2pi
(21)
∞∏
n=1
c =
1√
c
(22)
Note that integration over the zero mode χ000 yields the volume along the X
0 axis or the
interval of time T , during which the interaction between two branes takes place.
3.2 Mixed Boundary Condition
For the fluctuations which satisfy the mixed boundary condition of Eqs.(4), (5) and (6),
namely
∂σξ
1(0, τ) = 0 (23)
ξ2(0, τ) = 0 (24)
∂σξ
1(pi, τ) cosα = −∂σξ2(pi, τ) sinα (25)
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we choose the eigen-modes to be uαnm = cos σnαe
iωmτ and vαnm = sin σnαe
iωmτ , and expand
them as 

ξ1
ξ2

 =
∑
n,m∈Z
χnm


uαnm
vαnm

 (26)
with common eigen-value λanm = n
2
a + ω
2
m = (n + a)
2 + ω2m. The number a =
α
pi
takes the
values 0 ≤ a ≤ 1 and the eigen-modes fulfill the following set of relations
(uαn′m′ , u
α
nm) =
s
2
pi
(
δnn′ +
(−1)n+n′
pi
sin 2pia
n+ n′ + 2a
)
δm+m′ (27)
(uαn′m′, u
α
n0) = (u
α
n′0, unm) = 0 (28)
(vαn′m′ , v
α
nm) =
s
2
pi
(
δnn′ − (−1)
n+n′
pi
sin 2pia
n + n′ + 2a
)
δm+m′ (29)
(vαn′m′ , v
α
n0) = (v
α
n′0, v
α
nm) = 0 (30)
Now the choice
Φ =
1√
2

 ξ1
ξ2

 (31)
diagonalizes the action. So, by following the same steps which led to the equation (18) and
noting that λa−nm = λ
−a
nm we get
S2 = − g
2
∫
d2σΦtDΦ =
1
2
pisg
∞∑
m=1
(
x
†
+,mM
a
mx+,m + x
†
−,mM
−a
m x−,m
)
(32)
+
1
4
pisg
(
xt+,0M
a
0x+,0 + x
t
−,0M
−a
0 x−,0 + 2
∞∑
m=1
|χ0m|2λa0m +
∞∑
m=1
χ200λ
a
00
)
where we have introduced the 2 × 2 matrix D = 1. We have also assumed [Mam]nn′ =
λanmδnn′ . Therefore, we find the partition function as
Z2(s) =
∞∏
m=1
∫ ∞
−∞
d(x−,0,x+,0,x+,m,x
†
+,m,x−,m,x
†
−,m;χ0m, χ¯0m, χ00)e
−S2 (33)
=
( ∞∏
n=1
2√
sg
1√
λan0
∞∏
n,m=1
4
sg
1
λanm
)( ∞∏
n=1
2√
sg
1√
λ−an0
∞∏
n,m=1
4
sg
1
λ−anm
)
×
(
2√
sg
1√
λa00
∞∏
m=1
4
sg
1
λa0m
)
=
q
a
2
(1−a)− 2
24
1− qa
∞∏
n=1
1
1− qn−a
1
1− qn+a
where we have utilized the well-known formula
∞∑
n=1
(n + a) =
1
24
− 1
2
(
a+
1
2
)2
(34)
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3.3 Dirichlet-Diriclet Boundary Condition
To evaluate the contribution arising from the degrees of freedom satisfying the DD boundary
condition, i.e. the coordinates Xr with 3 ≤ r, we expand the corresponding fluctuations as
ξr =
σ
pi
l r +
∑
n∈N+,m∈Z
χrnmvnm (35)
where N+ = N− {0}. With the eigen-modes vnm = sin σneiωmτ , we find the action to be
S23 =
1
2
pisg
25∑
r=3
( ∞∑
m=1
x
r†
+,mMmx
r
+,m +
1
2
xr t+,0M0x
r
+,0
)
+
1
2pi
sg
25∑
r=3
l2r (36)
The last term of the above expression arises from the boundary term
g
2
∫ s
0
dτξr(pi, τ)∂σξ
r(pi, τ) =
1
2pi
sgl 2r (37)
Now we have the partition function as
Z23(s) =
25∏
r=3
∞∏
m=1
∫ ∞
−∞
d(xr+,0,x
r
+,m,x
r†
+,m)e
−S23 (38)
= e−
1
2pi
sg
∑
25
r=3
l2
r
( ∞∏
n=1
2
λn0
√
gs
∞∏
n,m=1
4
sg
1
λ2nm
)23
= q
1
2pi
gY 2
(
q−
1
24
∞∏
n=1
1
1− qn
)23
with Y 2 =
∑25
r=3 l
2
r .
4 Final Result for Vacuum Amplitude
Therefore, having at hand the contributions of several degrees of freedom satisfying different
boundary conditions, we find the final result for the partition function
Z(s) = Z0(s)Z2(s)Z23(s)Zgh(s) (39)
= T
√
g
2s
q
1
2pi
gY 2−1− a
2
(a−1)
1− qa
∞∏
n=1
(1− qn)−22(1− qn+a)−1(1− qn−a)−1
which yields the one loop amplitude as
A = T
∫ ∞
0
ds
s
√
g
2s
q
1
2pi
gY 2−1− a
2
(a−1)
1− qa
∞∏
n=1
(1− qn)−22(1− qn+a)−1(1− qn−a)−1 (40)
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where the contribution of the ghost and anti-ghost fields is taken into account by setting [6]
Zgh =
g
2s
Z−20 (41)
Now, Eq.(40) stands as the main achievement of this present work. The result which was
derived earlier in [9, 10, 11] on employing the Hamiltonian formalism.
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