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Chapter 1 Introduction 
Computer communication networks are a vital link in providing many 
of the services that we use daily, and our reliance on these networks is 
on the increase. The growing use of networks is driving network 
design towards greater performance. The greater need for network 
connectivity and increased performance makes the study of network 
performance constraints important [ 19]. 
Networks consist of both hardware and software components. Cur-
rently great advances are being made in network hardware, resulting 
in advances in the available raw network performance. In this thesis, I 
will show through measurement that it is difficult to harness all the 
raw performance and to make it available to carry network services. I 
will also identify some of the factors limiting the full utilization of a 
high speed network. 
Background 
Protocols serve to hide the physical characteristics of a network from 
applications and provide an abstraction that makes the network more 
useful to these applications. Network protocols provide the required 
level of service to the applications that use the network. The protocols 
perform a number of tasks, such as: taking care of the reliable, correct 
delivery of data, and optimizing the use of system resources. 
Protocols are required to ensure that communication between 
machines and remote locations is successful, despite the uncontrolla-
ble environment through which communication takes place [25]. Net-
works consist of a large infrastructure and many components that are 
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distributed outside of the computers that they link together. The exter-
nal location of many network components places them outside the 
controlled computer's environment, which exposes these components 
to uncontrolled interference. The nature of large networks usually 
requires that parts of the network are supplied by external organiza-
tions, which further removes control of the environment and quality 
of the service. 
Protocols provide the means of ensuring that correct communications 
take place even when the external environment causes errors in the 
data traveling in the network. Several types of damage can be 
incurred by data as it travels through the network. Data can be miss-
ing, data can be present but altered, or data can be received in the 
wrong order [25]. More than one type of damage can occur to the same 
data at the same time. The protocols have to detect when received data 
is different from the sent data and take steps to correct the damaged 
data. 
The environment may also contain other hazards. These include delib-
erate attempts to disrupt the network or attempts to gain unautho-
rized access to the network and the services that are available on the 
network. If these threats are present, it is the responsibility of the pro-
tocol to make such attempts as difficult as possible. 
Networks suffer from other physical constraints. Available network 
components and technology may not be ideal to support the applica-
tion's communication requirements. Protocols have to make the best 
use of the available physical resources. These resources include mem-
ory system bandwidth, CPU performance, network component perfor-
mance and interface performance. Performance problems generally 
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occur as data moves across interfaces between different types of hard-
ware, such as moving from the computer ' s memory to the network 
interface. The computer architecture can limit a machine's ability to 
move data from its memory to the network interface. 
Further resource constraints are introduced whenever public net-
works are used, removing parts of the overall network from the con-
trol of the network designer. This may provide various constraints on 
the overall network that conflict with applications requirements and 
constraints. 
Existing protocols and continued protocol research are able to address 
all the above issues to some degree. The problem is that various proto-
cols address different aspects of the problem, but often do not address 
all the relevant concerns of an application. Even fewer protocols 
address the newer requirements to produce high performance from 
existing interface technology. The conflicting constraints that exist in 
network protocol design results in applications having to compromise 
on which issues they require the protocol to handle. 
Many different network protocols exist due to the difficulty involved 
in designing a single protocol to meet the wide range of application 
requirements while being constrained by the underlying network lim-
itations. Often the application requirements conflict with each other. 
For example, it may be necessary to make a trade-off between protocol 
functionality and performance. Simple solutions to these issues do not 
currently exist and given the physical systems that are used to build 
networks, it is unlikely that the situation will improve in the near 
future. 
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Outline 
Existing equipment has to be included in most networks. This equip-
ment does not always provide the hardware support needed for effi-
ciently meeting the needs of the protocols. This poses additional con-
straints on the performance of protocols. As an example, people still 
wish to use 1200 baud modems that they own. This is despite the 
existence of much higher speed equipment. In the same way, high 
speed network equipment has to function in conjunction with hard-
ware which is not designed to meet such a network's performance 
requirements. 
Political and business considerations create situations in which exist-
ing hardware has to be used or less than ideal technology gets chosen 
for political reasons. These factors can be considered to be additional 
constraints under which the protocol has to perform. These are rea-
sons why network and protocol designs cannot only concentrate on 
the state of the art systems. Real systems have to be built to coexist 
with existing technology. 
My aim in this thesis is to investigate the problems preventing the full 
use of modern high speed network systems when using existing 
equipment. To do this, I measure the performance of several protocols 
that make use of high speed network hardware. I will use this data to 
isolate some problem areas with current software and hardware 
designs. I will show that getting higher performance from networks is 
not simply a matter of building faster networks. I will also show that 
there exist performance mismatches in current network interface sys-
tems. Using this information, I will suggest some possible solutions to 
these performance mismatches. My measurements are supported by 
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practical design and coding experience on the same high speed net-
work equipment. 
This work is divided into several sections: 
• Chapter 2 explains the background and reason for this thesis and 
discusses some relevant related work. 
• Chapter 3 outlines the reasons for studying protocols and discuss-
es several different protocols that were examined. 
• Chapter 4 has the performance measurements and discusses the 
meaning of the various results and the artifacts inherent in the da-
ta. This chapter concludes with a description of the implementa-
tion work I undertook to support the measurements. 
• Chapter 5 discusses how the implications gained from the mea-
surements and implementation experience could be used to plan 
solutions to the problems observed. Chapter 5 ends with a sum-
mary of the results and conclusion. 
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Chapter 2 Background and Related 
Work 
Computer communication takes place when a message is successfully 
transported from a sending application to one or more receiving appli-
cations, possibly on other machines. While this is a simple idea, many 
hardware and software components are involved and many transient 
problems caused by the environment can hamper this communication. 
In this thesis, I will concentrate on how the software that implements 
the protocol interacts with the computer and network hardware. This 
software controls the movement of data from the memory of the send-
ing application to the network, and from the network into the memory 
of the receiving application. 
The physical components of the network consist of hardware to con-
vert the data into a format compatible with transmission over the net-
work medium [25]. This process usually involves the modulation of 
some carrier signal. The modulated carrier is used to carry the data 
over a wire (or other medium) to the destination. The data is extracted 
from the modulated signal and made available to the protocol soft-
ware on the receiving side. Higher speed networking hardware 
increases the rate at which data can be transformed and transmitted 
over the network medium. I will show that current hardware and soft-
ware do not always allow the hardware performance to be realized by 
applications. 
As discussed in the introduction, protocols can be designed to offer a 
variety of features to applications. This has resulted in a number of 
different protocols being developed. In addition to the number of fea-
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tures that can be implemented, each can be implemented in several 
ways. Each implementation has to face several trade-offs. The trade-
offs are the result of the often conflicting requirements of the various 
possible features. An example would be a feature such as reliability 
which increases implementation complexity and reduces performance 
through the use of acknowledgment messages and other control infor-
mation. 
In this thesis, I am primarily concerned with the end-to-end applica-
tion level performance of the network system and possible reasons for 
not achieving maximum performance. The performance of a commu-
nication system can be measured in terms of network latency and 
communication bandwidth. 
The bandwidth is the amount of information that can be transported 
by the network in a given amount of time [25]. The bandwidth deter-
mines the amount of time it takes to send a given amount of data. 
The propagation delay is determined by the physical distance between 
the source and destination, and by the maximum signal propagation 
speed, which is the speed of light. In practice, the propagation speed is 
less than the speed of light due to different transmission properties of 
the materials used to make up networks. This propagation delay is 
approximately 1 nanosecond per foot of transmission distance in cop-
per wire. If satellite links are part of the network, the long distances 
involved introduce long propagation delays. 
Latency is the length of time it takes for messages to travel from 
source to destination. Protocol acknowledgment messages are subject 
to similar delays. Latency is the result of propagation delay of the data 
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signal, data transmission time, queuing delays, and protocol process-
ing time. 
Queuing delay is the time that messages spend on queues at various 
nodes in the network. This results from conflicts regarding network 
resources, messages are queued pending availability of a network link 
or some other resource. 
Processing time is the length of time required to process messages 
while traversing the network. It includes computation of checksums, 
error correcting and interpreting of header information. 
The transmission rate of the network is its ability to put data on the 
physical medium and is measured in bits per second. The transmis-
sion rate determines how fast messages can be sent. 
The transmission time is the time taken to send a message. It depends 
on the underlying transmission rate and the size of the message. 
Dividing the message size in bit by the transmission rate in bits per 
second yields the transmission time for the message. 
The data rate is the number of bytes of user data that can be sent every 
second. This is related to transmission rate, but is very different. Vari-
ous network layers add headers, trailers, checksum information and 
error correcting codes to the user data before it is placed on the net-
work. The data rate is a more useful measure network performance 
from an applications perspective. Throughput is another measure of 
how many bytes of user data can be sent each second. 
The protocol influences the data rate of the network as well as having 
an influence on the latency. It does this by reducing the data rate 
through the addition of data in the form of headers, trailers and error 
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detection and correction information, as well as through the transmis-
sion of protocol messages. The act of sending this extra data reduces 
the amount of bandwidth devoted to carrying the application data. 
Latency is increased through a combination of the extra transmission 
time, processing time and time spent waiting for protocol messages. 
Different protocols effect overall performance to different extents and 
in different ways. 
Different network designs produce different characteristics. Satellite 
links are an example of a network link that impose large propagation 
delays due to the long distances involved. Network characteristics 
such as this can favor some protocols more than others. There are also 
interactions between basic network characteristics. For example a net-
work with very short propagation delays but with a low transmission 
rate may be dominated by the long transmission times which may 
exceed the propagation delay orders of magnitude. In this case longer 
propagation delays would have little effect on the overall perfor-
mance. 
A large bandwidth can result in a reduction in latency if all other fac-
tors remain constant. This is achieved in two ways. First the transmis-
sion time for a message will be reduced, which reduces the time for 
the receipt of an entire message after transmission has begun, particu-
larly if the message is received and resent many times at intermediate 
nodes in the networks. The second is the reduction in congestion on 
any heavily used network link. Congestion causes messages to be 
placed on queues at various stages throughout the network, which 
adds to the time it takes for the message to reach its destination. In 
addition to increasing the delay by increased message buffering, mes-
sages can be lost by the network when congestion is experienced. This 
The Influence of Protocol Choice on Network Performance 17 
Background and Related Work 
loss is due to the limited resources in the network, which at some 
point result in network packets being dropped. This is a behavior of 
almost all wide area networks. Other network designs have been pro-
posed that eliminate the need to drop packets [15] but few are in wide-
spread use and all have other undesirable properties. A typical unde-
sirable property is to spread the congestion and slow down packets 
that were never destined to go through the congested portion of the 
network. 
Each application that uses a network has a wall-clock time that is the 
maximum acceptable time for the completion of a particular transac-
tion. If a transaction takes longer to complete than this acceptable 
time, the communication system is too slow. The performance criteria 
vary according to the particular application. Some applications 
require very low latency: an example would be a simple terminal 
application that requires characters to be echoed as they are typed. For 
such an application, a one second latency would be unacceptable. The 
application's data rate requirement would be low, 10 characters per 
second would be more than enough for typing (computer output 
would however benefit from rates of 2000 characters per second or 
more when updating a screen.) Other applications require high band-
width with little regard for latency. Examples of this would be most 
applications that transfer large amounts of data such as file transfer 
programs connecting to FTP servers. As application communication 
requirements have become more complex, there has been an increas-
ing demand for high speed networks. That is, networks with higher 
bandwidth and lower latency. 
Several other factors are also important in the discussion of protocols. 
Most of these can be considered as issues related to the quality of ser-
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vice offered by the communication system. These are value added ser-
vices that can be added in a variety of ways and at various levels in 
the protocol stack, including in the applications. Reliable or guaran-
teed delivery can be built on top of an unreliable basic protocol such 
as UDP. For reasons of ease of use and performance, building these 
features into the correct layers of a protocol stack is important. This is 
the same reason why C programs use C libraries instead of reinvent-
ing every function from some set of primitives. It makes sense to 
invest the effort required to build the desired functionality only once, 
and then reuse it every time it is needed. This allows the elimination 
of the duplication of work that would otherwise be required. It also 
means that bugs only have to be located and corrected once, rather 
than have the potential for causing the same problems in every appli-
cation. 
Related Work 
Soon after computers became useful to organizations, it became 
apparent that information rieeded to be moved from one machine to 
another. This requirement started the development of computer net-
works. Computer networks consist of two components, a hardware or 
physical component which carries the communication signals from 
machine to machine, and a software component which controls the 
use of the physical medium, the transmission of data, and the level of 
service that the network is able to provide. These two areas are 
researched separately, yet are very closely coupled in a functioning 
system. The interaction between the two systems is key to realizing 
the full potential of the network system as a whole. 
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Traditionally the controlling protocols have been designed with a 
stack architecture. The stack consists of a series of layers piled on top 
of each other. Each layer communicates only with the layer above and 
below, passing data through after performing some transformation or 
function on or with the data. A standard model is the International 
Standards Organization's (the !SO's) Open Systems Interconnect (OSI) 
model. 
The !SO's OSI model consists of 7 distinct layers, each serving a 
unique role [25] . The layers are determined by applying the following 
methods to the range of tasks that need to be accomplished by the pro-
tocol software: 
• A layer is needed for each different level of abstraction that can be 
found in the system. 
• Each layer should perform a well defined function. 
• The layers should be chosen to create a set of standard functional 
layers across distinct protocols. In other words, the layers of the 
protocol stack should be made independent. 
• The layers should be designed in such a way as to minimize the 
flow of control and or context information between the layers. This 
implies that the layers should be designed with the simplest possi-
ble inter-layer interface possible. 
• The number of layers should result in enough layers to contain 
only one major function per layer but the number of layers should 
not be so large as to be impractical. 
The layers proposed by the ISO are as follows: 
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The Physical Layer 
This layer is involved with the transmission of a raw data stream. It 
involves the physical medium on which the network is constructed, 
such as the wire, optical fiber, radio and satellite links. Its function is 
to carry stream of data bits from place to place. 
The Data Link Layer 
This layer involves the transmission of data frames. Its function is to 
remove errors that may be introduced in the physical layer. It does this 
by requesting retransmission of data frames and by rejecting duplicate 
frames. It also has the ability to implement some flow control. 
The Network Layer 
This layer deals with routing packets to the correct destination. The 
destination can be on the same machine, in which case a message is 
passed up the stack to the transport level, or it may be for a remote 
machine, in which case the message is passed to the data link level for 
a new destination machine. 
The Transport Layer 
This layer manages network connections, acting as the source or desti-
nation for data traveling through the network. It handles message dis-
assembly and reassembly, handling size mismatches between higher 
levels and lower levels in the protocol stack. The transport layer pro-
vides end-to-end reliable connectivity. It provides the flow control and 
the error control functionality which ensures the reliable delivery of 
data. 
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The Session Layer 
This layer negotiates network connections, establishing a context or 
session in which communication takes place. 
The Presentation Layer 
This layer performs data transformation. It takes care of byte ordering 
issues between host architecture and network architecture, as well as 
possible data encryption or compression. 
The Application Layer 
This layer deals with user application design issues. 
This functionality is required in all network systems. (In some systems 
some of the functionality may be available without any action being 
taken.) As the trend in network design has moved towards faster net-
works, the challenge has become the need to perform these tasks fast 
enough so as not to waste physical bandwidth at the physical level of 
the network. As networks increase in performance, it becomes increas-
ingly more difficult to implement protocol stacks in a layered 
approach. The reason is simply that layered implementations perform 
poorly [19] . 
Early Networks 
The early wide area networks were started in the 1960's. ARPANET 
simulation started in 1960 with actual network implementation by 
1969 [25]. This supported TCP as well as NCP protocols. SNA was 
The Influence of Protocol Choice on Network Performance 22 
Background and Related Work 
originally released in 1974, followed by later versions in 1976 and 
1979. The subsequent versions supported greater interconnectivity. 
As networks have grown, performance has increased. Increasing use 
has been made of X.25 (As an example, I have recently designed and 
implemented an asynchronous transport protocol for a commercial 
application that makes use of dial-up X.25 data lines) and packet 
frame relay. The benefits shown by the older network technology has 
fueled great interest in newer high performance technology such as 
ATM protocols. There is growing commercial acceptance of the need 
for wide area networks. This acceptance is related to the increasing 
need to have access to data that may be distributed around the world. 
In Search of High Speeds 
Studies of processor performance as it relates to networking show that 
copying data is getting proportionally slower as processors get faster 
[17]. This behavior is the result of memory speeds not keeping up with 
high end processor clock speeds. The very high cost of memory that 
can match CPU clock speeds has resulted in a move towards caching 
architectures. These make use of small amounts of high speed memory 
close to the processor with layers of slower and larger memory further 
away from the processor. 
Caches work by exploiting locality of data and instruction references 
by keeping frequently referenced memory addresses in a small fast 
memory. The memory system tries to fulfil memory references from 
this fast memory before accessing the large slower main memory. 
Unfortunately network activity, by its asynchronous nature, causes 
code usage to violate the locality assumption. This causes the instruc-
tion cache to need reloading every time a new packet arrives. The 
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nature of the data copying required also does not present an opportu-
nity to make good use of a cache. The amount of data to be accessed is 
large, and the number of accesses to each location is small. This results 
in the CPU being slowed to the speed of main memory, which can 
result in a slowdown by a factor of 4 or more [19]. 
A lot of effort goes into designing operating system and network soft-
ware that minimizes the need to copy data. One such approach tries to 
use a small amount of hardware support to gain a lot in performance. 
I was involved in the design and implementation of a memory based 
messaging system. 
Memory Based Messaging 
Memory based messaging is a technique that uses the memory and 
hardware of the machines involved in the network in a new and 
unique way. It can be used as the kernel to application interface in 
micro-kernel systems, removing the network code functionality from 
the kernel. This can be done because of the simple support which is 
required of the kernel to support memory based messaging. 
Memory based messaging is implemented using network hardware 
which is designed to take data out of application memory on transmis-
sion, and deliver it into application memory on reception. The trans-
mission of data is triggered by some application activity such as writ-
ing to memory or signalling the complete setup of a block of memory. 
In effect, this model gives the appearance of shared memory between 
processes. This shared memory effect may be one-way, in which case 
one machine may write to the memory and the other machines can 
read the results but not update the original machine's memory, or it 
can be symmetrical, in which case each machine can update or read 
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the same shared memory area. This sharing of memory does not have 
to be one-to-one, but may be set up to be one-to-many, many-to-many 
or many-to-one. Each of these arrangements offers its own set of chal-
lenges [4]. 
These implementation and protocol challenges are mostly based on 
the fact that the memory only appears to be shared, thus producing a 
variety of concurrence issues. Each of these issues can be dealt with at 
several levels from in the hardware to in the software implementation 
of the protocol, or even application design. This is a new way of han-
dling communication that offers many exciting possibilities. 
Protocols needed to handle general purpose memory based messaging 
implementations can involve many protocol issues that are applicable 
to more conventional networks. Memory based messaging does dem-
onstrate the protocol overhead that is imposed by the need to do the 
various housekeeping tasks that are required at the transport level. 
Tasks such as packet reordering and error correction can be very 
expensive, especially when no hardware is available to help. 
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Chapter 3 Study of Protocols 
In this thesis I study two protocols (VMTP and ATM), to understand 
why it is not always possible to attain the high performance that 
would be expected from the underlying hardware. The problem I wish 
to address is that the existence of high speed hardware does not 
directly translate into high speed network performance at the applica-
tion level. 
To investigate this problem, the two most important network perfor-
mance characteristics were evaluated for the two protocols. These per-
formance characteristics are throughput and latency. The first is a 
measure of the amount of data that can be sent through a network in a 
given time. The second is a measure of how long it takes for a particu-
lar message to cross the network. 
These two measures of performance are important because they 
address the two most important questions that an application pro-
gramer may ask of the network, 'how fast can I send data?' and 'how 
long will it take to get a reply from a remote machine?' . New applica-
tions such as real time video and HDTV place increasing demands on 
network performance. It must also be remembered that networks are 
seldom used by only one application, so the performance must be sat-
isfactory while meeting the various needs of multiple applications. 
Protocol Evaluation Criteria 
The ultimate test of a protocol is whether its performance meets the 
requirements of the applications that wish to use it. This is determined 
by the interaction of the protocol with the network and computer 
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hardware, given the particular workloads experienced by the compo-
nents of the system. To make the comparison of protocols generally 
applicable, I decided to perform the measurements at a protocol level 
instead of at an application level. The speed of data movement is mea-
sured in both the amount of data that can be moved in a given time 
(throughput) and the length of time it takes for a message to get to its 
destination (latency). 
There are many protocol requirements that result in overhead that 
reduces the available bandwidth. Protocols have to reach a compro-
mise which allows the overhead to be kept to a minimum while allow-
ing all the required protocol functionality to be retained. Packet head-
ers, trailers and checksums are usually required to handle the packet 
address, protocol specification and error checking. This information 
has to be added to each transmitted packet. A small packet size, such 
as used by ATM, results in more packets, leading to increased protocol 
overhead. 
The need to buffer packets in routers and switches adds to the time it 
takes for packets to get through the network. Techniques such as cut-
through routing which provided significant gains in latency at lower 
network speeds, provide significantly less benefit at higher network 
speeds. Cut-through routing provides a benefit by partially reducing 
the buffering time and cost while a network node is forced to wait for 
the reception of the complete message from a link before forwarding 
it. As link transmission speed increases, the time taken to receive an 
entire message decreases, reducing the potential benefit. Congestion 
prevents cut-through routing from providing any benefit since conges-
tion forces packets to be buffered and sometimes dropped. Dropped 
packets require parts of a message to be retransmitted, which reduces 
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throughput by using more bandwidth and also increases message 
latency. How protocols deal with these issues is of great importance 
when considering various protocol designs. 
Network latency depends on several factors. The time taken to process 
the data before sending it; the actual transmission time on the trans-
mission medium; the propagation delay, the time to buffer, process 
and forward the packets at each router or gateway; and the time to 
process the packets at the receiving end to extract the data. This time 
is doubled if an acknowledge has to be sent back in reply. Latency is 
also influenced by hardware constraints such as bandwidth of links, 
buffer space in gateways and routers. The method of routing that is 
used can also influence the length of the delay in gateways and rout-
ers. 
The reliability of communication depends on the efforts the transport 
protocol and lower layers put into ensuring timely and accurate deliv-
ery of the packets in the data stream. Mechanisms can include retrans-
mission system, error detection and/ or correction methods using the 
transmission of redundant data. Each of these methods involves trade-
off between performance and resource utilization. 
Security can have great implications in terms of performance. If some 
form of encryption is used, the time taken to encrypt and decrypt the 
data can be a significant overhead on the cost of the communication. 
The impact of packet loss on the applications can also be affected by 
the method of encryption used. For example a chained encoding sys-
tem would be unable to decode any data received after a packet loss 
unless some other method of resynchronizing is employed, again at 
some additional cost [8]. 
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Protocol complexity can make implementation difficult, software reli-
ability difficult or even impossible to ensure, and it can also add to the 
time taken to process data before sending or delivering the data. Some 
level of complexity is required to provide the services that are 
required, but there is the potential of having to live with costs of fea-
tures that are not required. 
Overview of Protocols Studied 
The two protocols that were studied form different layers of the OSI 
protocol stack, and as such perform different functions. The similari-
ties and differences between the protocols results from the particular 
problems each attempts to address. The usefulness of each protocol is 
determined by its ability to deliver the correct functionality to the 
applications while making efficient use of the underlying network. 
The following sections give a more detailed introduction to each pro-
tocol. 
The VMTP Transport Protocol 
VMTP is an end to end request-response protocol that was designed 
for a distributed system such as the V operating system [11, 7]. It 
forms the OSI transport layer in the protocol stack. VMTP is designed 
to support a client-server communication model. The V operating sys-
tem is designed around such a client-server model and VMTP is there-
fore very well suited to the V operating system. 
A VMTP transaction begins with a client sending a request to a server, 
possibly using multicast (one to many addressing). The server acts 
upon the request and then sends a reply back to the client. No separate 
acknowledgment is sent to the client unless one is requested by the eli-
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ent. Reliability is provided by a time-out driven retransmission mech-
anism. This mechanism works well in situations where packet loss is 
not common, but does result in significant cost when failure without 
response is a common network behavior. This type of good behavior 
for the protocol in some situations and very poor performance in oth-
ers illustrates the design trade-off that is involved. 
The VMTP implementation becomes complex when trying to support 
some of the more advanced protocol functionality. One such advanced 
function is VMTP's streaming mode. In streaming mode, the amount 
of data that can be sent in a single message is greatly increased from 
16 kilobytes to 4 megabytes. This adds considerable complexity to the 
buffer management and error recovery that are needed to handle vari-
ous exception conditions that may arise. A large part of this problem 
would apply to most protocol implementations. The protocol has to 
keep all data sent until it is acknowledged by the recipient (or recipi-
ents in the case of multicast). This is required to allow for the possible 
retransmission of packets that may be lost in the network. This results 
in every stream that is being transmitted or received needing to 
reserve up to 4 megabytes of kernel memory, which for performance 
reasons has to be physical memory instead of virtual memory. This 
quickly exceeds the memory that is available within most systems ker-
nels. 
Multicast or broadcast is another advanced feature which often adds a 
performance and a resource overhead to every participant on the net-
work. This arises out of the practical need for each machine to receive 
a multicast message and allow for the possible delivery to processes 
on that machine. Although some network interfaces can support mul-
ticast directly (e.g. ethernet,) it may be impossible to avoid copying 
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the message into main memory before deciding if a message is des-
tined for an application on a particular machine. This process costs the 
wrongful recipient in terms of wasted memory system bandwidth and 
CPU cycles that could have been used for application processing. This, 
as we shall see later, can become a severe limitation as network perfor-
mance increase. It is difficult to eliminate this problem without incur-
ring other costs. A possible solution would be the use of network 
adaptors that could resolve the addressing issues before the message 
is copied into main memory, but it is not necessarily a desirable solu-
tion to require all machines to have special hardware. 
It seems that for every network protocol, the difficulties and problems 
arise not in the normal operation but in the gray areas where errors 
and odd conditions have to be handled. If retransmission of data was 
not required, then no buffers would be needed in the kernel to keep 
the data around. A much smaller set of buffers would be required to 
formulate the required packets for transmission over the network. The 
reality of uncontrollable events results in the need for error detection 
and error correction facilities. 
ATM 
The Asynchronous Transfer Mode (ATM) protocol forms the network 
layer of the OSI protocol stack. An important feature of the ATM pro-
tocol is its small, fixed cell size. The fixed size cells have a number of 
desirable implication to both software and hardware design. The most 
notable is the ease of designing routers because of predictable 
resource requirements both in terms of transmission time and buffer 
requirements. 
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The small cell size means that almost all useful information must be 
sent in multiple cells. This leads to additional cost of the segmentation 
and reassembly mechanism that is required to split data into cells and 
the more expensive reassembly of cells into contiguous data. Small cell 
size also results in a larger number of headers for a given amount of 
data. In other words, when using ATM there is one cell header for 
every 48 bytes of data, cell headers are 5 bytes long (total cell size 53 
bytes). This results in 9.5% of the available network capacity being 
used to transport cell headers instead of useful payload data. 
The design of ATM seems to indicate that it will most often be used to 
carry some higher level protocol. This potentially leads to the duplica-
tion of protocol features such as error detection. Protocols used over 
ATM networks need to be aware of the services that the underlying 
network provides to avoid the cost of duplication. 
Overview of ATM Cards 
FORE Systems TCA-100 ATM cards using a TURBOchannel interface 
to the host DECstation were used. The cards provide hardware sup- . 
port for the ATM Adaption Layer (AAL) by using a Class 3/4 Segmen-
tation And Reassembly (SAR) cell format. The SAR format could be 
manually overridden if required. If used, the SAR format consumed 2 
bytes of each cell for a header containing sequence and message iden-
tification information and 2 bytes for payload length and CRC infor-
mation. 
The fundamental limitation of the ATM cards that I evaluated is that 
the kernel is expected to move the data to and from the card using 
software control. The reading and writing of data over the bus is 
expensive in terms of memory bandwidth. When reading or writing to 
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the interface card, the CPU cannot get any benefit from cache systems 
because the requirement is for the data to be placed in the interface 
card's registers or read from the interface card's registers. 
In addition, the bandwidth of the bus on which the interface card is 
placed can be slower than memory speeds in some machines. Many 
busses have a burst transfer mode, and this includes memory systems 
that have a burst mode to fill cache lines. When using a card such as 
the FORE systems TCA-100 ATM cards, it is not possible to take any 
advantage of this type of bus speedup technique. Each word has the 
overhead of going through bus arbitration to acquire the bus, which 
wastes cycles on every single read or write. 
It is not completely clear what a better method of access for an ATM 
interface would be. The problem is caused largely by the small size of 
a cell. This means that no large transfers can be used unless the inter-
face card has the logic to split the packets up and formulate headers. 
The receiving end would require the logic to reassemble the packets 
into larger units. 
The problem of having this logic on the interface card is that it limits 
the future protocol changes that can be made. It also requires that the 
transport protocol software has to repeat much of the work that is 
being done on the card, but at a higher level. The use of scatter-gather 
Direct Memory Access (DMA) would certainly help with this. 
A scatter-gather DMA controller is a direct memory access controller 
that can read from several disjoint memory areas and/ or write to sev-
eral disjoint memory areas in a single operation. This allows cell head-
ers and cell bodies to be stored in different memory areas, yet still cop-
ied in a single DMA transfer. In particular, a series of headers could be 
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created for a large transfer, with each being appended onto a single 
cells worth of data during transmission. This would eliminate the 
need to copy the data while assembling the cells before DMA transfer 
to the network interface card, resulting in a reduction in the amount of 
data movement required and also the amount of memory system 
access negotiation that is required. The ability to do scatter-gather 
DMA is built into the DECstation's TURBOchannel system architec-
ture. 
Another solution is to provide dedicated hardware to handle specific 
applications such as video. Video cells could be handled by hardware 
and placed in the display frame buffer without needing access to the 
CPU or the system memory bus. 
The receiving side presents greater problems in any network where 
packet ordering is not preserved across the network. This means that 
packets can arrive for different applications and out of order at the 
receiver. This task is made easier since ATM virtual circuits preserve 
cell ordering. 
The protocol has to identify the applications that require the packets 
and reassemble the various packets for the various applications. This 
is complicated by the fact that the receiver often has to keep timers on 
the packets that it is assembling to request retransmission of lost pack-
ets. When a part of a new message arrives, the ATM header has to be 
examined to determine the destination protocol or application, the 
size of the total message has to be determined so that the necessary 
memory can be secured, and the packet fragment has to be copied 
from the ATM cell and put in the correct part of the packet buffer. A 
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timer must then be set on the buffer and a note made of which parts 
have been received. 
When a cell is received, the segmentation and reassembly code must 
be determined whether it contains data for an existing partial mes-
sage, whether it is a duplicate, or whether it is part of a new message. 
If it contains data for an existing message, the timer has to be reset, 
and the new data copied into the correct place in the buffer. A note has 
to be made of which parts of the total message still have to be 
received. If the entire packet has been received, the buffer is handed 
up to the destination protocol or application. 
If a damaged cell is received, the cell can be discarded and a request 
for retransmission can be sent to the sending computer, or an attempt 
can be made to correct single bit errors if a standard ATM class 3 I 4 
SAR cell format is used. The latter is possible because a class 3/4 SAR 
cell has a separate data Cyclic Redundancy Check (CRC) and header 
CRC. This means that a cell can have a valid header but damaged 
data, allowing a negative acknowledgment message to be generated. 
The possibility of correcting single bit errors in the header would be 
useful if it was known that the payload portion of the cell was undam-
aged. 
These issues need to be addressed whenever we deal with a high 
speed network implementation. Later we will look at some solutions 
to the memory bandwidth limitations of an ATM network system. 
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Chapter 4 Measurements 
This section on measurements will begin with a discussion of the work 
done using ATM cells over a 155 megabit/ second ATM network fol-
lowed by a discussion of the measurements taken on the same 
machines using VMTP over a 10 megabit/ second ethernet. 
Equipment 
Several machines were used during the development and testing of 
the various implementation aspects of my work, including VAX 4 pro-
cessor firefly, DECstation 3100's, 2 different models of the DECstation 
5000's, an SGI Indigo and an SGI 8 processor machine. The 2 models of 
the DEC station 5000 varied in processor speed: the DECstation 5000 I 
240 has a 33M Hz processor and the DECstation 5000 I 200 has a 25MHz 
processor. Most of the following measurements were taken from a pair 
of machines. 
Measurement Machines 
The machines used for these tests were a pair of DECstation 5000 
machines. One machine was a DECstation 5000 model 240 while the 
other was a DECstation 5000 model 200. Both machines were running 
Ultrix V 4.2a for the actual performance tests. The DECstation 5000 I 
200 could also support the V and V ++ operating systems. Some perfor-
mance aspects of the system were measured on the V and V ++ systems 
to gain an understanding of the performance impact the different 
operating system implementations made. 
The difference between a DECstation 5000/200 and DECstation 5000/ 
240 is primarily the processor speed. In the DECstation 5000/240 the 
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processor is mounted on a daughter board and runs at 33MHz while 
the DECstation 5000/200 has the processor mounted directly on the 
25MHz motherboard. Both machines have 25MHz motherboards and 
are designed around a Turbo Channel architecture. 
The machines were configured as follows. The DECstation 5000/200 
machine had 256 megabytes of main memory installed, which allowed 
disk access to be avoided in some of the performance tests. The DECs-
tation 5000/240 was fitted with 32 megabytes of main memory. Each 
machine was supplied with a local disk. 
The tests that were dependent on network load were performed at 
night when the background load on the network was minimal. This 
load was monitored regularly during network performance tests to 
ensure that the background load remained insignificant. Results that 
were obtained when network load was a factor were discarded and 
the affected tests repeated. Each test was performed multiple times, 
the results were examined for possible strange values. Values were 
considered strange if they were not reproducible. Strange values were 
removed and the remaining values were then averaged. This approach 
was taken to minimize extraneous outside influence and should yield 
similar results to a statistical system which eliminates outlying 
datapoints and averages the remaining data. 
Turbo Channel Architecture 
The TURBOchannel is a synchronous bus with a 32 bit address/ data 
path. The DECstation 5000/200 is capable of 90 megabyte/second 
DMA transfers, 87 megabyte/second during software controlled 
DMA. Uncached CPU reads from memory have a maximum band-
width of 10 megabyte/second while CPU cache fill reads have a 30 
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megabyte/second bandwidth. Page writes have a 100 megabyte/sec-
ond bandwidth, non-page writes a 20 megabyte/second bandwidth 
and partial writes a 9.1 megabyte/second bandwidth. 
DMA 1-word reads are limited to 9.1 megabyte/second with 128 word 
reads capable of 92.8 megabyte I second. DMA 1-word writes have a 
bandwidth of 14.3 megabyte/second with 128 word writes having a 
bandwidth of 95.5 megabyte/ second. The maximum size of a single 
DMA transfer is 128 bytes. Any operations (including accesses to the 
TCA-1001 that are stalled due to full queues) that exceed the maxi-
mum bus time are aborted with a bus error. 
The TURBOchannel offers scatter-gather DMA operations. These 
operations could be used to split cell header information from cell 
payload when packets are received and do the reverse when the cells 
are transmitted. This behavior, if used, would increase the ATM inter-
face bandwidth by better use of the TURBOchannel bus. 
The current TCA-100 interface offers no DMA support. Thus the possi-
ble performance increases by off-loading the data movement from the 
CPU to the DMA system are only speculation. It would seem that sub-
stantial gains could be had from this approach. 
ATM Measurement 
The design of the hardware and the speeds involved in the ATM inter-
face causes the measurements to be specific to this particular interface. 
The following section will provide details of the ATM interface and 
discuss the implications of the design on the software. This will be fol-
1. The TCA-100 is the ATM interface card used in the ATM network performance mea-
surement. 
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lowed by a detailed discussion of the software needed to drive the 
interface. The final section will give the results of the measurements 
made using this system and software. 
The TCA-100 TURBOchannel ATM Interface 
The TCA-100 system used for this study was the first version pro-
duced by FORE Systems, Inc. The card is supplied with software 
which supports network communication using the Internet protocol 
through a standard Berkeley socket interface under Ultrix. This driver 
software was discarded for the purposes of this study for two reasons. 
The IP mapping to ATM cells provided an unwanted overhead and 
restricted the amount of control over the interface. The second reason 
was speed: the given driver performed more slowly than initial 
attempts with an optimized driver. 
It should also be pointed out that the performance tests resulted in the 
detection of some hardware problems within the interface cards, 
which then required replacement. These problems caused the machine 
to crash due to TURBOchannel bus access violations, which resulted 
in bus time-outs. The network card seemed to fail to release control of 
the bus under certain high stress performance tests. The replacement 
cards arrived after all the performance testing had been completed. A 
few informal tests did not seem to indicate any performance differ-
ence using the new cards, but it was not possible to repeat all the per-
formance tests. 
The card's interface is mapped into a 256 kilobyte region of the 
machine's address space. The driver that I wrote accessed this mem-
ory mapped interface through a non-cached portion of the processors 
address space. The design of the card makes the use of any direct 
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memory access (DMA) method of accessing the interface impossible. 
Therefore all data movement between the main memory and the card, 
both for data transmission and reception, has to be performed by the 
processor. These accesses also cannot make use of the TURBOchannel 
burst mode transfers. Each read or write, therefore, incurs the cost of 
TURBOchannel access arbitration. This significant overhead associ-
ated with each bus access increases the cost of each word transferred 
by several clock cycles. 
TCA-1 00 Hardware Design 
The card hooks up to two optical fibers, one for transmission and one 
for reception, and is designed to operate on each fiber completely sep-
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The ODL's are the optical data link devices which connect to the optical fiber 
cabling. 
The Taxi chips provide the 150 Mbps interface to the data streams between 
the ODL' s and the receive and transmit engines. 
FIGURE 1 TCA-100 ATM Interface 
The TURBOchannel interface implements the TURBOchannel slave 
interface protocol. The TURBOchannel ID PROM contains information 
about the card that is used by the kernel during system boot and TUR-
BOchannel initialization. The Receive and Transmit Queues support 
no-wait state access while the ID PROM and Control/Status registers 
require 6 wait cycles. This means that access to the control or status 
information needs to be kept to a minimum, as we shall see later. 
The Control register provides the following functions: 
• Receive cell count interrupt enable. 









Receive end of message interrupt enable . 
Receive timer enable. 
Transmit cell count interrupt enable . 
Receive engine enable . 
Transmit engine enable . 
Receive path reset (engine and cell counter reset, queue emptied) . 
Transmit path reset (engine and queue reset, queue emptied) . 
These functions allow interrupts to be set on various events to allow 
interrupt driven drivers to control the frequency of ATM interface 
interrupts. I did not make use of the interrupt facility provided by the 
interface. The response time for processing interrupts would have 
added a large overhead during high speed data transmission, which 
would have slowed down the rate of data transmission. Applications 
that make use of the interface could well use these interrupts in cases 
where speed is not vitally important. 




Receive cell count interrupt. 
Receive End of Message interrupt. 
• Receive timer interrupt. 
• Transmit cell count interrupt. 
• Receive cell lost. 
• Receive no carrier. 
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Polling this register is required to determine the source of an inter-
rupt, or can be used to monitor the given conditions when no inter-
rupts are set. Cell loss can be caused by incomplete packets on the net-
work or by a receive queue overflow. 
The receive cell count interrupt is generated using a pair of registers, a 
receive count register and a receive count comparator register. This is 
used to set up an interrupt when a given number of cells have been 
received and is usually used in conjunction with the receive timer. The 
receive timer is reset to the value of the receive timer register when-
ever the receive queue becomes non-empty. These two systems of gen-
erating interrupts can be used together to prevent interrupts happen-
ing too often when the data rate is high, but often enough when the 
data rate is low. 
A transmit cell counter and transmit cell count comparator pair of reg-
isters work in a similar way as the receive count and comparator pair 
of registers. No transmit cell timer exists, since this would probably 
not be a useful function. 
The Receive Queue is 32 bits wide and 4096 words deep. This is 
enough storage to buffer 292 cells. The queue can be filled from the 
network in 800 microseconds if not drained. This size buffer is not 
enough to prevent overruns during reception of VMTP messages. 
Overrun behavior is to drop further incoming packets. Since 292 cells 
is at most 14016 bytes and more typically 12848 bytes in the case of the 
SAR cell format, this is less than a maximum sized VMTP message. 
This places very tight timing constraints on a receiving machine dur-
ing a burst of network activity. This type of burst can be created by 
The Influence of Protocol Choice on Network Performance 43 
Measurements 
VMTP if a single VMTP send call is made with the maximum message 
size of 16 kilobytes. 
Having overruns and cell loss causes severe performance degradation. 
This degradation is caused by two factors. First, packet retransmis-
sion, if driven by time-outs, causes long delays before the missing 
packets are detected. Second, standard packet reassembly techniques 
drop packets that have missing cells, and request complete packet 
retransmission. This behavior is the result of the difficulty of packet 
reassembly at high cell rates. 
The receive engine aligns the cell on a word boundary for insertion 
into the receive FIFO and computes the CRC, if required. Bad cells are 
discarded if shorter than 5 bytes, or inserted into the FIFO and flagged 
as bad. 
The Transmit Queue is 32 bits wide and 512 words deep. This provides 
enough storage for 36 cells. The network can drain this queue in 100 
microseconds if no cells are added. Overrun behavior on writing to 
the transmit FIFO is to block the write until space is available in the 
FIFO to take the data. In theory, this allows one to copy cells into the 
FIFO as fast as the processor can copy the data. With the original 
cards, this occasionally caused a TURBOchannel time-out, which 
crashes the machine. The TURBOchannel can be stalled for 256 TUR-
BOchannel cycles, which should allow the card to transmit many 
words from the FIFO. What was being experienced, as mentioned 
before, was the adapter card failing to release control of the TURBO-
channel bus, thus blocking the CPU from completing a write opera-
tion. After the allowed 256 bus cycles had elapsed, a watchdog timer 
on the bus raised an exception, causing the machine to crash due to 
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the bus time-out. The problem was reported to FORE systems, which 
replaced the cards with components from different manufacturers, but 
carrying the same version number. The new cards were not visibly dif-
ferent except for the use of components from different manufacturers. 
There was insufficient time to test the new cards to see if the problem 
had been solved, but as was claimed earlier, the performance results 
were not affected. 
The transmit engine starts transmission whenever there is at least one 
complete cell in the transmit FIFO. If required, it also computes the 
cell CRC field and inserts it into the cell before transmission. 
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Cell Interface Format 
The receive interface supplies the cells as 14 words, which is 3 bytes 
more than the cell size. Figure 2 shows the cell format as presented by 
the receive interface: 
TCA-100 Cell Format 
Host Byte Order 
Host Byte Order 
byte10 byte9 byteS byte? Network Byte Order 
byte14 byte13 byte12 byte11 Network Byte Order 
byte18 byte17 byte16 byte15 Network Byte Order 
byte22 byte21 byte20 byte19 Network Byte Order 
byte26 byte25 byte24 byte23 Network Byte Order 
byte30 byte29 byte28 byte27 Network Byte Order 
byte34 byte33 byte32 byte31 Network Byte Order 
byte38 byte37 byte36 byte35 Network Byte Order 
byte42 byte41 byte40 byte39 Network Byte Order 
byte46 byte45 byte44 byte43 Network Byte Order 
byte 50 byte49 byte48 byte47 Network Byte Order 
byte51 byte 52 Pad2 Host Byte Order 
FIGURE 2 TCA-100 Cell Format 
Note the byte ordering of the various words of the cell. If the SAR cell 
format is examined (see SAR format diagram in Figure 3, on page 51) 
the ordering of the SAR payload is left in network order while the cell 
header, the SAR header and the SAR trailer words are supplied in host 
byte order. This prevents the need for the ATM Adaptation layer to 
worry about network byte ordering. The SAR payload however can-
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not be byte swapped, since it is passed up the protocol stack to higher 
layers which expect network byte ordering. 
Pad1 is used to give the computed CRC for the cell header (byte 0 to 
byte 4) . It is zero if the header CRC was correct. In the event of a single 
bit error, its value can be used to correct the bit error without recalcu-
lating the CRC for the header. The cell header CRC polynomial is x8 + 
x2 +x + 1 XORed with 01010101. Pad 1 need only be checked if single 
bit error correction is to be attempted. This is because Pad2 contains a 
bit which indicates whether the CRC was correct or not. 
Bit 0 of Pad2 indicates a framing error. Bit 1 indicates if the cell header 
CRC is correct. Bit 2 indicates if the payload CRC is correct. The pay-
load CRC is the second CRC that is optionally computed by the trans-
mit engine if a Class 3 I 4 ATM Adaption Layer (AAL) protocol is being 
used. This is the typical SAR cell format. A check of these 3 bits is suf-
ficient to determine if the cell is good or bad. 
Bits 3 to 5 are unused and set to 0. 
The upper 10 bits of Pad2 contain the computed payload CRC, which 
can be used to correct single bit errors. This CRC is computed using 
the CRC polynomial x10 + x9 + x5 + x4 + x + 1. These bits contain 0 if 
the payload CRC is correct. 
The transmit interface accepts cells in almost exactly the same format 
as the receive interface delivers. The only difference is in the use of the 
Pad1 byte and the Pad2 bytes. Pad1 bit 0 is used to indicate if the 
header CRC should be computed by the transmit engine and placed in 
byte4 or if byte4 should be sent unchanged. Normally the header CRC 
is computed by the transmit engine and inserted. The main use of sup-
pressing the computation of the CRC is to send cells with incorrect 
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CRC's to test the error handling and error recovery code at the receive 
interface. 
Bit 1 is used to indicate whether the Class 3/4 AAL payload CRC 
should be computed and placed in the last 10 bits of the cell. If the 
SAR cell format is being used, the suppression of automatic payload 
CRC calculation can be used to test error detection and possible recov-
ery at the receiving engine. If the cell is not a Class 3 I 4 AAL cell, this 
bit is turned off to allow cell data to be sent in the last 10 bits of the 
cell. 
Currently Pad2 is unused by the transmit interface. 
The address space of the ATM interface adapter card looks like 
the following: 
Table 1: TCA-1 00 Address Memory Map 
Address bits< 17 .. 16> 
Device 
(HEX) 
00 TURBOchannel ID PROM 
01 Registers 
10 Receive queue 
11 Transmit queue 
The ID PROM is a byte wide device, all other devices are word wide. 
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Access to the receive and transmit queues is through memory 
mapped interfaces that have the following structure: 
Table 2: TCA-100 Receive and Transmit Queue Access 



















The order of writing a cell into this interface is very important. 
First the header word must be written, followed by all the pay-
load words, followed by the trailer. The writing of the trailer 
notifies the transmit engine that a complete cell is ready in the 
case of the transmit interface. The words Oxl through OxC are 
functionally equivalent. In other words, writing or reading any 
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of the addresses accesses the next payload word. This allows the 
device 9-river to avoid address calculation during the loading of 
the payload. It does mean that the payload has to be written or 
read in the correct order. 
Violating the order causes a deformed cell to be sent. 
A cell can be discarded from the receive queue by writing a byte 
to the receive queue. This can be used to discard malformed cells 
that may arise or cells that are not wanted. 
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The Segmentation And Reassembly (SAR) cell format (shown in 
Figure 3) was used to allow larger packets to be segmented and then 
reassembled at the receiving machine. 
SAR Cell Format 
8 I 7 I 6 I 5 I 4 I 3 I 2 I 1 
0 Virtual Path Identifier (VPI) 
1 Virtual Path Identifier I Virtual Channel Identifier 
2 Virtual Channel Identifier 
3 Virtual Channel Identifier I Payload Typel RES I CLP 
4 Header Error Check 
5 Seg . Type 1 Sequence Number I MID 
6 Message Identifier (MID) 
Payload 
51 Payload Length I CRC 
52 Payload CRC 
RES: Reserved CLP: Cell Loss Priority 
FIGURE 3 SAR Cell Format 
The SAR format allows for a message to contain up to 16 cells (4 bit 
sequence number) which allows a 704 byte message. Ten bits are used 
for the message identifier. For the purpose of sending VMTP packets 
over ATM, I modified the sequence number field by adding a bit I 
removed from the message identifier field. This allows 1024 byte (1 
kilobyte) packets to be segmented into cells that form a single ATM 
message. It provided a simpler logical mapping of 1 kilobyte packets 
to messages. The change halves the receive window size for. message 
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identifiers and results in a reduction of the number of messages that 
can be outstanding at any one time for sliding window protocols. This 
is due to the halving of the receive window size that is possible using 
the message identifier field . 
The reduction in possible receive window size from 2(MIDbits -l) which 
is 29 (512 cells) to 256 cells. This is less than the receive queue size 
which could result in the receive queue being underutilized if mes-
sages are being received on only one virtual circuit. This inefficiency 
would not be noticed in a normal operating environment with more 
than one virtual circuit in use at any one time. 
This difference in the SAR protocol format made no difference to the 
measurements that I made because I was not using a sliding window 
protocol. Messages with missing cells were discarded and complete 
messages were resent based on requests from higher up in the proto-
col stack. This proved to increase performance on the relatively error 
free network I was using over doing the more complex cell reassembly 
management required to transmit requests for cell retransmission and 
to maintain a strict sliding window protocol. 
Driver Design 
The design of the sample driver programs supplied with the interface 
were discarded due to the poor performance they exhibited. The 
driver that I wrote was written at an application level, using direct 
memory mapping of the ATM interface. All measurements were thus 
subject to the normal operating system overhead of a Unix application 
program. All measurements were taken with no other users on the 
machine and no other unnecessary active applications. (Other than the 
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required Xll server, xterms, etc. No screen activity or mouse events 
were generated during any tests.) 
The driver was constructed from the bottom up. Measurements were 
taken for each aspect of the driver ' s functionality. The cost of various 
memory configurations for cells, caching effects and the costs of vari-
ous interface reads and writes were measured. The driver was then 
constructed in the following order, with detailed measurement and 
performance optimization at each level before going on to the next 
level. 
• Fixed words were written from a CPU register to the driver to 
form cells. This eliminated any caching effects and allowed the 
writing of full cells to be optimized. 
• Preformatted cells were written from the cache to the interface. 
This allowed the development of optimum code for reading cells 
from memory. 
• Preformatted VMTP packets (68 byte header+ (no data to 1 kilo-
byte data)) were split into cells with correct sequence numbers. 
The VMTP packets were read from cache to prevent the perfor-
mance from being affected by cache misses. 
• Real VMTP packets were sent for performance measurements. 
Measurements were taken at 1 byte increments to the VMTP pack-
et size. 
Significant performance increases were obtained by special casing 
every possible ATM cell size. This special casing consisted of a large 
case statement that wrote the required number of bytes of data into 
the cell followed by the correct amount of padding to fill the payload. 
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Since the payload for each cell is so small, the use of bcopy did not 
provide any performance benefit. The best performance was obtained 
by generating a Cell Header, SAR Header and a SAR trailer that 
assumed a full ATM cell payload. The SAR Header sequence number 
was updated on the fly as each cell of a packet was written to the inter-
face. This was done by adding Ox00000200 to the first word of the cell. 
Remember that the sequence number now included the former most 
significant bit of the message identifier. 
Two further special cases were generated. When the bytes remaining 
in the packet to be sent was less than a complete cell, the last cell was 
special cased to copy the correct amount of data and padding into the 
last cell of a message along with a hard-coded SAR trailer. The SAR 
trailer can be hard-coded since the only variable field is the 6 bits 
which indicate the payload length. The last special case was to handle 
VMTP packets with between 0 bytes and 20 bytes of data. These are 
VMTP packets that fit into 2 ATM cells. The reason for special casing 
these VMTP packets is the study of packet sizes [10] which indicated 
that a large percentage (70%) of VMTP packets contain no data outside 
the header. The reason for special casing packets with up to 20 bytes 
was to allow the efficient filling of the second ATM cell. The second 
optimization accounts for the much higher performance of small 
VMTP packets (less than 20 bytes) than for larger packets. 
The DECstation 5000 architecture uses write-through CPU caches. In 
order to improve performance while using write-through caches, the 
processor to memory interface incorporates a write-ahead buffer. This 
buffer is enabled for all addresses which means that even though the 
addresses that are being used to map the ATM interface are in the non-
The Influence of Protocol Choice on Network Performance 54 
Measurements 
cached memory address range, our writes are subject to the write-
ahead buffering. 
The effect of write-ahead buffering is to require that the write-ahead 
buffer is flushed before and after any writes to the cell header or 
trailer words. This is because the write-ahead buffer insures that every 
write to a memory location is completed before another access to that 
location is attempted. It does not guarantee the order of writing differ-
ent addresses back. If the order of the header and a body word are 
reversed, the TCA-100 will generate invalid cells and cell loss will 
result before the cell even reaches the network. The receiving interface 
may even be required to reset its receive engine and receive FIFO after 
such an event, resulting in even greater cell loss. The flush costs valu-
able cycles as it holds up the processor and the TURBOchannel bus. 
Performance on a DECstation 5000/240 was limited to a total transfer 
rate into the interface of 134.6 megabits/ second which yields a pay-
load transfer rate of 111.7 megabits/ second. This represents the maxi-
mum sustained transfer rate of cells from processor cache to the ATM 
interface. 
Implementation 
I ported VMTP from Ultrix 4.1 to Ultrix 4.2a. Changes to the organiza-
tion of the code in the Ultrix kernel between these two versions made 
it necessary to rewrite the hooks in the kernel as well as make adjust-
ments for other changes in the Ultrix code. 
The area in the Ultrix code where the various protocols get hooked 
into the decoding of an ethernet packet had been changed. The 
changes required a detailed understanding of the flow of control 
The Influence of Protocol Choice on Network Performance 55 
Measurements 
within the Ultrix kernel from the handling of network interrupts, the 
decoding of the various protocols and an understanding of the work-
ings of the network protocol code. Several modifications were 
required to both the kernel and the network code. The ported VMTP 
code had then to be tested to ensure correct functionality and reliable 
operation. The code was tuned until it performed correctly and with 
enough reliability for the code to be put into everyday use, replacing 
the original Ultrix 4.1 implementation as the implementation used to 
run the V and V ++ systems storage servers. 
I also implemented the first two prototypes of a memory to memory 
communication system. The first was written inC on the V operating 
system kernel and the second prototype was written in C++ on the 
V ++ system. The idea behind this implementation is to remove all the 
network protocol code from the kernel to reduce the kernel size and 
also allow user level programs to take a more active role in the net-
work. The hooks supplied by the kernel provide the application level 
software the ability to determine exactly what functionality it requires. 
The conventional kernel with built-in network support software gives 
all applications the same support with the result that some applica-
tions are given unnecessary support which results in a cost to all 
applications by way of lost CPU cycles and other kernel resources 
such as memory buffers. This results in a lowering of the potential 
maximum throughput for the whole system. Other applications 
require more services than the kernel provides, often leading to a 
duplication of effort and similar waste of resources as above. In this 
second case, the application also has to implement protocol functions 
that are often similar to functions that are implemented in the kernel. 
The Influence of Protocol Choice on Network Performance 56 
Measurements 
The argument in favor of removing all the support from the kernel 
and placing the functionality in a user level daemon process gives two 
major advantages to the system. The first is a decrease in kernel size 
and complexity, which is usually accompanied by an increase in reli-
ability which comes about due to the decrease in complexity. The sec-
ond is giving applications the ability to use the standard network 
functionality if they suit the application needs or to replace some or all 
the functionality with a different implementation. 
This particular implementation was designed in two parts, a local 
machine implementation and a remote implementation. The local case 
is specialized so that no unnecessary work is performed on data des-
tined for the same machine. The kernel provided a signaling mecha-
nism and hooks to set up shared memory segments. In the case of the 
Paradigm multiprocessor hardware, the signal mechanism is provided 
by the hardware, thus removing the need for traps into the kernel to 
generate the signals and an additional saving. The hardware can be 
configured by the kernel to generate a signal when the last word of a 
cache line is written. In the Paradigm hardware, this action can also 
trigger the transmission of the cache line over a high speed network 
resulting in the delivery of the cache line into the second level cache of 
another machine. 
The implementation from the application level, which I did, finds the 
model used by the Paradigm hardware and the DEC 5000 machine 
almost identical. The calls to the kernel to send signals can be removed 
on the Paradigm machine, although such a change will not make any 
difference. To use this network model, an application needs to include 
all the network protocol functionality that it requires. This is done in 
most applications by linking in a networking support library that 
The Influence of Protocol Choice on Network Performance 57 
Measurements 
implements the standard network functionality. Applications with 
special requirements implement the needed functions. The use of a 
library and the general hooks that the kernel provides also gives 
applications the ability to use more than one set of protocols for differ-
ent purposes. 
I implemented the user level library, which supplies the applications 
the standard functionality that was provided by the kernel in the past, 
in a more flexible way. The model is connection-oriented, with chan-
nels established between two processes that need to communicate. In 
the local case, the channel is a shared memory segment with the sig-
naling mechanism providing the trigger for the receiver. When a mes-
sage is sent for the first time, the channel and signal handlers at each 
end of the channel are initialized. The data is then written into a slot 
(or cache line in the case of the Paradigm hardware) and a signal is 
sent on that slot. The receiving end receives the signal and reads the 
information out of the slot. The library provided the needed collision 
detection and packet ordering that applications may need. 
In the case that the destination is on another machine, a user level net-
work process acts as a local proxy for the remote process. Thus the 
application sees exactly the same model of the channel as in the local 
case. The proxy network driver receives the signal and packs the con-
tents of the signaled slot into a network packet of whatever format is 
desired. On the Paradigm, if the hardware network support is used, 
the transmission is done by the hardware. On the receiving side, the 
network packet is received and accepted if no errors are detected. The 
packets contents are then put into a channel that connects the network 
driver (or remote proxy) to the final destination process. The driver 
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then signals on the slot and the receiving process cannot tell that the 
channel does not connect to a local process. 
Another implementation that I did included a device driver and pro-
tocol layers for an ATM network. This required controlling the ATM 
network card at the register level as well as forming ATM packets of 
the correct format, doing the necessary packet fragmentation andreas-
sembly to allow larger, more usual ethernet packets to be sent over the 
ATM network. I measured the ATM network extensively to analyze its 
potential speed on the DECstation 5000s that the ATM cards were 
designed for. The hardware consisted of a DECstation 5000/200 and a 
DECstation 5000/240 each fitted with an ATM card. The network was 
a point to point network without an ATM switch. Later implementa-
tion work included making the necessary changes to the device driv-
ers supplied with the cards and the Ultrix kernel to support VMTP 
over the ATM network. This was not completed due to the poor per-
formance, based on the analysis I performed, relative to the cost of the 
hardware, which reduced the value of completing the project. As will 
be presented later, the cards have a high potential throughput, but the 
potential is largely reduced by software and memory speed consider-
ations. The early evaluation did however provide a lot of insight into 
design of high speed networks and their protocols. 
The ATM card provided a memory mapped image of the hardware. 
This map consists of a number of hardware control registers that pro-
vide information about the state of the interface, an area into which 
outgoing packets are written and an area from which received packets 
can be read. The packet interfaces consist of a number of areas which 
are required to be read or written in specific orders in order for the 
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cards FIFOs to operate correctly. This causes a major constraint in the 
way the data reads and writes can be optimized. 
Other work involved doing extensive work on the V system storage 
server. This involved a lot of client and server implementation and 
debugging of the servers, the Ultrix VMTP network code and of the 
VMTP protocol implementation. Considerable effort had to be 
expended in an effort to get long term stability in the Ultrix implemen-
tation. This instability was the result of the complexity of the VMTP 
protocol implementation. This gives an insight into the difficulty of 
providing a reliable implementation of a real protocol of any reason-
able complexity. The VMTP protocol starts out very simple in design 
but becomes very complex as all the necessary special cases are taken 
care of. These cases are largely concerned with issues such as errors 
and special casing various situations in order to get good perfor-
mance. The implementation was greatly complicated by the lack of 
threads in the Ultrix kernel which results in many difficulties, particu-
larly in the area of timer and error handling. 
ATM Performance Measurements 
Once the driver development was completed, measurements were 
taken to understand the performance of the ATM SAR protocol using 
various sized packets. Packet sizes were incremented in units of single 
bytes. The smallest amount of data sent is recorded in the following 
graphs as 0 bytes. This would be a message consisting of a single 
VMTP packet header without any data segment, 68 bytes of ATM pay-
load data. The largest amount of data tested was a VMTP packet con-
taining 1024 bytes of data, this being a total of 1092 bytes of ATM pay-
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load data. All data amounts recorded between these limits were 
derived in the same way. 
This method of data size computation is consistent with typical uses of 
an ATM network, which is to transport higher level protocol packets. 
The FORE Systems TCA-100 interface card is packaged with a driver 
that allows the card to be accessed transparently as a TCP /IP network. 
This use of ATM networks will continue due to the limitations of the 
simple SAR type protocols. This protocol simplicity is a requirement 
imposed by the very small cell sizes that are used on ATM networks. 
The approach is similar and consistent with the practice of developing 
reliable delivery protocols using lower level protocols that may not be 
reliable, such as UDP. 
This layered approach to protocols allows highly tuned lower levels 
that provide good performance while allowing the higher layers to 
add richer communications semantics to be built into the overall pro-
tocol stack. It is an approach that allows the same lower level proto-
cols and semantics to be reused repeatedly in the development of all 
the rich application level protocol semantics that are required. This 
reuse of lower level code simplifies porting of the protocol stack to 
new architectures and new network technologies. This has significant 
real world advantages to software development companies. A final 
point in support of this approach is that applications requiring only 
simple protocol semantics are never required to pay a penalty due to 
support for more complex semantics. 
The graph in Figure 4 shows the relationship between the amount of 
data sent in a packet and the percentage of time spent copying the 
data. This is mostly the copying of data from the data source to the 
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ATM interface. The segmentation algorithm that I developed split the 
data buffer as it copied to the interface, thereby eliminating unneces-
sary copies from being performed on the data. 
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FIGURE 4 Percentage Copy vs. Packet Size 
The lowest copy cost relative to total transmission cost is incurred 
with packets containing 21 bytes of data. With VMTP packets which 
contain this much data, the total payload data size for the ATM cells is 
89 bytes, which completely fills 2 ATM cells and consumes a single 
byte from a 3rd cell. This is the first data size that does not follow the 
highly optimized code path that was designed to be efficient with 
empty and near empty data segments in the VMTP packets. All pack-
ets containing more data than this follow the same code path. 
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The repeating saw tooth shape in Figure 4 is due to the repeated inclu-
sion of new ATM cells into the chain of cells that are required to carry 
all the data. The peaks occur at 44 byte intervals. The low end of the 
peak coincides with the amount of data that causes the last ATM cell 
of the packet to contain only a single byte of data. Having a cell con-
tain only a single byte of data still requires a cell header, a SAR header 
and a SAR trailer to be copied to the interface. The overhead of this 
copy, the writing of the filler data to keep the cell size constant and the 
cost of calculating the SAR header and trailer all count as overhead 
and are thus not counted as part of the copy cost. 
The high end of each peak coincides with the amount of data required 
to completely fill all ATM cells that are being sent. This has a relatively 
higher cost than a cell containing less data since the fixed cost over-
head of sending each cell remains constant while the cost of copying 
data into the cell increases as more data is required to fill the cell. 
The overall curvature of the graph is explained by the fixed cost of 
generating the initial headers for the cells as well as the message iden-
tifier. This cost is slowly amortized as more data is sent. The percent-
age of the total cost attributed to copying then slowly increases. This 
trend stabilizes at large packet sizes at over 80% of the total cost of 
sending a packet. The dominant cost of sending large messages using 
ATM is the cost of copying the data to the interface. This cost consists 
of the memory system access times, the CPU processing costs, and the 
necessary bus access times associated with the data transfers. 
Figure 5 shows the relationship between the total network throughput 
and the size of the packets that are sent. These measurements were 
taken using a series of preformatted VMTP packets that were pre-gen-
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Megabits 
erated and then repeatedly sent over the ATM network. This method 
of data generation was used to eliminate the cost of VMTP packet for-
mation from the total cost of sending ATM cells over the network. The 
graph co!ltains values obtained for both the DECstation 5000/200 and 
a DECstation 5000/240. These give a comparison of the effect of differ-
ent CPU speeds in ATM network throughput. 
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FIGURE 5 Megabits per Second vs. Packet Size 
It should be noted that under some situations, it was possible to get 
worse performance using the DECstation 5000/240 than the DECsta-
tion 5000/200. With certain configurations of the driver implementa-
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tion, the CPU experienced penalties when accessing the TURBOchan-
nel bus that could not be recreated on the DECstation 5000/200. The 
cause of this seemed to be a mismatch between the 33MHz CPU speed 
and the 25MHz bus speed. The periodicity of the TURBOchannel bus 
accesses governed the severity of this problem. It also only occurred 
with a very small range of access timings which seemed to indicate 
interference with other TURBOchannel activity, for example memory 
refresh, screen buffer transfers or some other periodic bus activity. The 
measurements given here are based on driver implementations that 
did not trigger this behavior. 
The two machines differ in the total throughput. This is primarily the 
result of the processor speed difference as well as the difference in 
cache speeds. The rest of this discussion will be about the DECstation 
5000/240 performance curve. 
The best performance was obtained for the 2 ATM cell case, which cor-
responds to 20 VMTP data segment bytes for a total of 88 ATM pay-
load bytes. This particular message size results in the most highly 
optimized code path in the device driver being used. Smaller packet 
sizes show lower throughput because partially filled ATM cells have 
to be padded up to the maximum cell size. The overhead of copying 
this non-payload data reduces the overall bus bandwidth available to 
real data. 
The lowest performance is shown for a total of 89 bytes of data. This 
size requires the general code path to be used and also requires a 
third, almost empty cell to be sent. The addition of a third cell uses a 
total of a third of the total network bandwidth and almost a third of 
the bus bandwidth with practically no return in the amount of data 
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sent. The reason that the bus bandwidth waste is not a full third is that 
the filler data does not have to be fetched from memory. Thus it only 
crosses the TURBOchannel bus once on its way to the interface. 
The convergence of the graph in Figure 5 towards 80 megabits/ second 
is due to the amortisation of the fixed costs over an ever greater num-
ber of ATM cells and the reduction in the percentage of bandwidth 
wasted not carrying data in the final ATM cell of each packet. This is 
because only one ATM cell of each packet contains less than 44 bytes 
of data. In the case of 89 bytes of data to be sent, 43 bytes of filler are 
sent, which constitutes 48.31 o/o of the data size and a total of 32.58% of 
the data that is transmitted over the network. If on the other hand the 
total data size is 1057 bytes, the 43 bytes of filler constitutes only 4.07% 
of the data size and is only 3.91 o/o of the total data transmitted over the 
network. 
This shows that correctly sized messages can make a significant differ-
ence to performance, particularly when small messages are being sent. 
This has implications for many applications such as video or audio 
data over ATM. The use of full ATM cells results in more efficient utili-
zation of the network bandwidth, since complete cells are sent even 
with partially filled cells. 
The graph in Figure 6 shows the relationship between the number of 
packets that can be sent per second and the packet size. It shows the 
number of ATM cells and the number of VMTP packets. The two lines 
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on the graph are related, the upper line shows the number of ATM 
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FIGURE 6 Packets per Second vs. Packet Size 
The initial high number of VMTP packets per second is in the size 
range that follows the most highly optimized code path. After the ini-
tial drop in the packet rate, the VMTP packet rate falls in a series of 
steps. At each step, more ATM cells are required to send the data. The 
size of the steps decreases as the incremental cost of adding new cells 
becomes a smaller percentage of the total. 
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The ATM cell rate graph has a saw tooth appearance as it had in the 
preceding graphs. There is a slow downwards trend as more cells are 
used to send the data. The peaks occur at the points where a new ATM 
cell is added for each message. This causes a larger number of packets 
to be sent for each message with the smallest increase in overhead of 
copying data to the cells. 
The low points on the graph come at the point where each cell is being 
filled completely, thus incurring the highest copy cost overhead. The 
cost of copying into a nearly empty ATM cell is lower than copying 
into a full cell since the filler bytes cross the bus only once, while the 
data bytes have to cross the bus twice. 
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Figure 7 shows the breakdown of the total time to send 100,000 pack-
ets of each size from 0 bytes of segment data which is 68 bytes total to 
1024 bytes of data which is a total of 1092 bytes. 
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FIGURE 7 Time per 100,000 Packets 
The total time line illustrates the amount of time taken to send the 
100,000 packets of the given size including all transmission costs. This 
time is made up of the sum of the two lower lines. 
The copy cost is as expected, a linear increase as the amount of data to 
be copied increases. It is again clear that the copy cost dominates the 
total cost of sending the packets. This would indicate that the biggest 
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gain in increasing performance would come from improving the copy 
performance. The biggest bottleneck comes from the poor use of the 
TURBOchannel bus. With the given interface, each word that is writ-
ten to the interface can only cross the bus after TURBOchannel bus 
arbitration has taken place. This places a significant overhead on each 
write. Both direct memory access (DMA) and cache reads make use of 
burst transfers over the bus. With a burst transfer, the cost of bus 
acquisition is amortized over a large number of word transfers over 
the bus. 
The non-copy time graph in Figure 7 shows the overhead of setting up 
the packets, updating the headers and filling the end of the last ATM 
cell with filler bytes. The latter time is what accounts for the saw tooth 
shape of the graph. As the last cell fills, the amount of filler data that 
needs to be copied diminishes. The linear overall trend of the line is 
expected, since a fixed increase in overhead is incurred with the addi-
tion of each ATM cell. 
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VMTP Measurements 
The VMTP measurements took place between three different types of 
DECstation. These were the DECstation 3100s, DECstation 5000/200s 
and the DECstation 5000/240s, all running the Ultrix operating sys-
tem. The testing was done using a lightly loaded 10 megabit/ second 
ethernet network. Tests that showed results affected by sudden net-
work loads were discarded. The remaining measurements were aver-
aged to reduce the influence of random events on the measurements. 
The design of the VMTP protocol has a large impact on its maximum 
throughput. The protocol is based on a request-reply communication 
system. Requests send data to a server and the protocol waits for the 
reply before the next request can be sent. This naturally limits the 
throughput by relating it to the network latency. The longer the 
latency, the less time is actually spent sending data. This behavior is 
not quite as bad as it seems, because VMTP allows streams of packets 
representing a message to be sent without individual acknowledg-
ments on each part of the message. 
Retransmission requests are not done blindly: messages that are par-
tially received have the received parts accepted and a request is made 
for the retransmission of the missing parts of the message. This results 
in a substantial improvement in protocol efficiency on unreliable net-
works when large messages are being exchanged. The selective 
retransmission is implemented at a lower granularity than message 
size. In the current implementation this granularity is 512 bytes (half 
of one ethernet packet.) The selective retransmission is achieved by 
using a bitmap to indicate the missing portions of a message, which 
are then repackaged and resent. Since the amount of data that is sent 
in each VMTP packet over ethernet is 2 VMTP blocks of 512 bytes, it is 
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sometimes necessary to repackage the data blocks. This saves the 
amount of retransmission that is required on an error prone network. 
The graphs that follow are based on the performance experiments that 
were performed on the Ultrix implementations of VMTP. Some of the 
work utilized the VMTP implementation that I ported, while the 
remainder utilized the code that I was involved in debugging and 
modifying. 
Figure 8 shows the data rate that is achieved by a single client sending 
requests of the indicated size to a remote server. The server replies 
with an acknowledgment as soon as the packet is received correctly. 
The acknowledgment could potentially contain a reply value. In the 
test setup, any data returned from the server is placed in the data 
space within the VMTP packet header. Such data would have to fit 
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within the 20 bytes provided inside the reply header and could possi-
bly use the response code. 
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FIGURE 8 Megabits per Second vs. Packet Size 
Figure 8 indicates the expected increase in throughput as the size of 
the packets increases. The major factor in causing this trend is the 
amortisation of the request-response latency over a greater number of 
payload bytes. A secondary effect is the increased percentage of data 
relative to packet header information that is being sent. This again 
reduces the amount of bandwidth that is wasted on non-payload data 
transfer. 
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The first effect mentioned above, that of latency, is most pronounced 
for small packet sizes. The measured latency for a VMTP packet with 
all request data placed within the 12 bytes provided for user data in 
the request packet header is 15.39 milliseconds. The time taken to 
transmit the entire header of 68 bytes is 0.0544 milliseconds . The 
latency for a VMTP message of 16 kilobytes is 139.776 milliseconds. 
(These measurements exclude time possibly spent through media con-
tention.) The first case spends a total of 0.1088 milliseconds sending 
both the request and the reply, which is a total of 0.71 o/o of the total 
transaction time. When sending a large request, 90.09% of the trans-
mission time is used to transmit user data. 
This difference accounts for the rapid increase in throughput as packet 
size increases. The incremental advantage of increasing the packet size 
decreases as the packet size increases. This causes the graph to flatten 
out rather quickly. The fact that the graph still has an upwards slope 
as the maximum message size for a VMTP packet is approached is an 
indication that the network has not reached its data limit. As the limit 
of the network capacity is reached the graph would become horizon-
tal. 
Saturating the network with a single client utilizing a synchronous 
request-reply protocol is not possible. This is because the very nature 
of a synchronous request-reply protocol makes it self limiting in the 
amount of data that it can send from a single client. This is the result 
of the client having to wait for a response before attempting to send 
the next request. The client is then throttled back as contention is 
encountered on the network. 
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This behavior does not exist with all request-reply protocols, only 
those that offer or require synchronous sending of the data. In other 
words, if the call blocks until a reply is available, the client is subject to 
automatic flow control. If this is not the case, the client can cause con-
tention by sending many requests without waiting for replies. The 
outgoing requests can slow the responses to previous requests, allow-
ing a single client to degrade system performance. The advantage of 
such a system is that it allows the client to make full use of the CPU 
and make better use of the network if it can send concurrent requests. 
The Influence of Protocol Choice on Network Performance 75 
Measurements 
The graph that follows in Figure 9 shows the effect of multiple clients 
on the same machine all sending the largest requests to a single server 
which is returning the largest possible single message reply. 






Number of VMTP Clients 
FIGURE 9 Total Throughput for Multiple Clients 
The fact that both the reply and the request contain 16 kilobytes of seg-
ment data results in higher throughput than recorded on the previous 
graph when only the client sent large requests and the replies were 
small. As expected, the data rate increases as the number of clients on 
the machine increase. The increase is not uniform, because each addi-
tional client adds a smaller amount to the total. This test was limited 
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to only 3 clients due to some implementation problems at the time the 
measurements were made. The kernel on the client machine would 
begin to experience severe problems if 4 clients were used (reported 
throughput of 109 megabits/ second) and would consistently crash 
when 5 clients were used. My speculation is that the buffer manage-
ment in the kernel could not handle the large amounts of data that 
needed to be stored and managed within the kernel. 
If more clients could have been run, the graph would have flattened 
out rapidly, since even with 3 clients, the network is operating at a 
very high throughput for a 10 megabit ethernet. The improvement in 
total throughput would have become very small with each additional 
client added. The utilization would not have exhibited the reduction 
in throughput that would have been expected if the clients were run 
on different hosts, or the servers were run on different hosts. In a 
multi-host situation, performance would have quickly begun to 
degrade as contention for the ethernet developed. The collisions 
caused by attempting to access the ethernet would have wasted an 
increasingly large amount of the available bandwidth as more hosts 
were added. 
What the graph does show is that VMTP is capable of utilizing a very 
high percentage of the available ethernet bandwidth. This is particu-
larly true when only a small number of hosts are involved in generat-
ing a large amount of the network traffic. Data having multiple desti-
nations imposes no additional load on the network because of the 
possible use of VMTP multicast to groups of applications. 
Figure 10 shows the result of having multiple clients on a single host. 
This time, however, each is sending the smallest possible VMTP mes-
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sages and receiving the smallest possible replies. Both the Request and 
the Response packets consist of a 68 byte VMTP header containing up 
to 12 bytes of request data inside the header and 20 bytes of reply data 
in the reply header. 
Packets/client/second vs. Number of Clients 
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FIGURE 10 Packets/client/second vs. Number of Clients 
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The graph in Figure 10 shows the number of packets that can be sent 
in a one second period by each of the clients on the machine. As more 
clients try to send packets, the total number that each client is able to 
send decreases. This decrease is initially very rapid as more clients are 
added to a small number of clients, but the incremental change for 
each additional client gets smaller. 
For very large numbers of clients, the graph will appear very flat, but 
monotonically decreasing. This is because the operating system and 
network resources are limited and for large numbers of clients, they 
are effectively sharing a fixed resource among many. The typical case 
on a machine is to have a small number of clients involved in commu-
nication at any one time. 
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Figure 11 shows the total number of packets being sent by the host 
used in the previous experiment. 
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FIGURE 11 Packets/Host/Second vs. Number of Clients 
This graph shows that the overall number of packets sent on the net-
work increases quickly as more clients are sending simultaneously. 
The gain is due to the effects of latency on a single client. Multiple cli-
ents are able to utilize the time that other clients are waiting for a 
reply to previous requests. 
This results in a very rapid increase in the number of requests that the 
machine can send as the number of clients increases. Very soon how-
ever, all the available time is consumed by operating system and net-
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work protocol overhead, resulting in the total number of packets 
being sent to become very stable. As noted earlier, additional clients 
effectively just share a portion of this total 
The previous two graphs show the limits that VMTP would place on 
individual clients, and on individual hosts for applications that 
needed high speed communication of small amounts of data. This size 
of message is common for interactive applications that deal with input 
such as mouse events. Distributed simulations would possibly also 
require the ability to send large numbers of very small packets. 
Network traffic is dominated by very small packets and by very large 
packets with relatively few packets of intermediate size. The perfor-
mance using small packets is very important for any application that 
is not involved in the transfer of large amounts of data. This would be 
typical of most RPC applications that have only a few bytes of state 
that need to be transported from client to server, and equally modest 
response requirements. 
Interactive applications experience a lot of network traffic with similar 
characteristics. Keystrokes, mouse events as mentioned earlier, screen 
updates and responses to user input are predominately small in size 
and large in volume. Applications involved in transfers of large 
amounts of data make use of predominately full data packets. Since 
activity is dominated by these two extremes, small and large packets 
are the most common on the network. 
Figure 12 shows the effect of VMTP message size on the time taken to 
send a request and get a reply back. This particular test varied the size 
of the segment data sent in the request from a single client to a server. 
The server responded to each request with a reply containing no data 
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beyond the few bytes of user data that can be placed in the VMTP 
reply header. The time measurement includes the processing time of 
the kernel on both machines and the small amount of processing that 
the server performed. The server workload involved sending a VMTP 
reply as soon as it received a request, thus this load is negligible. 
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FIGURE 12 Request-Reply Latency vs. VMTP Packet Size 
The latency for a transaction increases very nearly linearly as the 
packet size increases. This is driven by the increased copy costs in the 
networking protocol software as more data is sent, requiring increased 
copying and data storage. The cost of sending multiple small mes-
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sages as done in earlier tests can be seen in this graph. Each transac-
tion would take at least an additional 15 milliseconds. This would 
result in two transactions each involving the transmission of a single 
byte taking approximately the same time as a single transaction 
involving 16 kilobytes. 
Clearly efficiency dictates sending as much data as possible in a single 
transaction, rather than using multiple transactions. 
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Chapter 5 Discussion and Conclusion 
A fundamental problem in protocol design is the trade-off between 
protocol complexity and protocol speed. Functionality and added ser-
vices add cost to the protocol in the form of added processing time 
required to handle messages. The protocol performance becomes a 
greater issue as network speed increases, because of the increasing 
rate at which data has to be handled by the receiving machine. 
From my measurements of ATM networks, I found that protocol over-
head becomes an issue at relatively low speeds of around 50 mega-
bits/second. With bus bandwidths of around 12 megabytes/second, 
the cost of copying data from buffers to where it is required becomes a 
limiting factor. With the considerable work required to reorder packets 
and strip or reroute data as well as the error checking and retransmis-
sion requirements, current raw network performance outstrips the 
rate at which data can be processed by the receiving machine. 
High network bandwidths can be effectively used for aggregate traffic 
on backbones. Local area networks typically do not require network 
bandwidths that are orders of magnitude larger than current local area 
network speeds. Live video network requirements depend on many 
details including; frame rate, image size, number of bits per pixel and 
compression ratio. An example of current live video feeds require only 
in the region of 700 kilo bits/ second [Silicon Graphics InPerson video-
conferencing software]. Video conference use would require only 
some small multiple of that since only a limited number of partici-
pants would need to be transmitting at the same time. Even if 20 par-
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ticipants required such a feed, the bandwidth would only be 14 mega-
bits/ second. This would represent less than 2% of a gigabit network. 
If one considers that current systems can handle most local file transfer 
or file server access over 10 megabit ethernet, it appears that unless 
very network intensive applications are found, network requirements 
will be easy to meet with current technology for all but the largest 
backbone networks. On the other hand, we always find a way to uti-
lize additional performance, whether it is memory, diskspace, CPU 
performance or bandwidth. We clearly do have a need in wide area 
networks for tremendous increases in network performance. 
The problem that current machines are having trouble handling is the 
protocol work that the machine has to perform at even these modest 
network speeds. Main memory system speeds are a large part of the 
problem. As processor speeds have increased, memory systems have 
become multi-leveled, often with 2 or more caches [20]. Processor 
clock speeds are high enough that it has become inefficient to access 
main memory and large amounts of effort are devoted to designing 
cache systems that maximize cache hits . 
Having a dedicated processor handle the protocol implementation of 
the network system seems at first like a good idea, but such an 
approach will only increase the cost of the network system. As general 
purpose processors get faster, the dedicated network processors will 
again become a bottleneck. Having dedicated hardware handling pro-
tocol also limits the types of service that can be offered. This leads to 
much more complex design decisions - how to anticipate future net-
work usage and changes in protocols. Errors in the protocol imple-
mentation will be much harder to correct. An example of how net-
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works may change is the proposed increase of the address space of the 
Internet protocol. Dedicated hardware could make such changes much 
more expensive. 
If we want to use the main CPU to handle the protocol processing, 
then we have to decide how to overcome memory bandwidth limita-
tions. One method that seems to have a lot of potential is for the net-
work to share the processor cache at some level where the dual bene-
fits of faster memory access for the network and faster access to the 
data by the processor pay off without causing expensive contention 
with the processor for access to the cache. 
In a multilevel cache hierarchy with a small on-chip processor cache, a 
larger (and often slower) second level cache and a much larger and 
slower main memory, the second level cache would seem like a likely 
candidate[8]. The first level cache would be too small, even if access to 
it was possible and would compete too directly with the processor for 
first level cache access. Direct access to main memory would give us 
the current situation with all its limitations. Direct network access to 
the cache has to be handled very carefully, since it would be all to easy 
to create a situation in which useful data was being displaced by the 
incoming network data. 
The level of extra hardware sophistication required to implement a 
network interface that communicates directly with the second level 
cache is not very large, as shown by David Cheriton in his work on the 
Paradigm machine [8]. Cache lines that are accessed by the network 
hardware should not be handled in exactly the same manner as regu-
lar cache lines. 
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In the Paradigm machine, cache lines can be set up to trigger a transfer 
of the cache line when it is updated. This ability allows the machine to 
set up routing of messages by having a destination cache line also set 
up to send when written to. This means that the routing of messages 
along a virtual circuit can take place without any CPU intervention 
once the mappings have been set up. The efficiency increases offered 
by this complete lack of copying data that has to be forwarded is con-
siderable. As discussed earlier, the cost of copying is a dominant cost 
in high speed networks. The direct forwarding approach leads to the 
reduction in number of copies from between 2 (kernel forwarding) 
and 4 (user program forwarding) to 0 in both cases. 
At the end points of communication, the advantages of this approach 
also become evident. The data that the network protocol software 
needs to examine is already in the second level cache, which saves 
expensive cache misses. It may also be possible to re-map the data to 
where it is required in physical memory without having to copy the 
data. The advantage of re-mapping depends on the cache line size. 
The size has to be large enough that the cost of re-mapping is smaller 
than the cost of a copy. 
The cost of reordering and/ or assembly and error checking of 
received packets represents the largest single cost in most protocols. 
The cost comes from the need to copy data while reassembling or reor-
dering messages and reading every byte to do checksum computation. 
Dealing with errors represents another area in which protocol design 
is very important. The exact nature of the underlying network deter-
mines the most likely approach for handling packets with errors. 
Some methods include error correction, time-out to retransmit nega-
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tive acknowledgments requesting retransmission, and in some cases, 
simply discarding the error packet. 
The factors that influence the way in which errors are handled are 
related to the use the data is to be put to, the underlying network, and 
the importance of the data. Clearly no retransmission can be requested 
if a network is unidirectional such as any broadcast data stream. If the 
data is important, error correction information or redundant packets 
can be sent. For some data types, retransmissions are of little or no 
value. Situations such as these exist when time sensitive data such as 
stock prices are being transmitted or in the case of real time data such 
as audio or positional information. In these cases, the usefulness of the 
particular packet diminishes as time passes since more up to date 
information would become available. 
The choice between using retransmission based on time-outs or nega-
tive acknowledgments requesting retransmission depends on network 
characteristics and protocol characteristics. An example: if the net-
work is considered to be reliable, then retransmission should be infre-
quently required and the protocol should not send a retransmission 
unless it is requested. 
There are several costs associated with unnecessary retransmission: 
the usage of network bandwidth, the usage of CPU and memory 
resources at both the sending and the receiving machines (in multicast 
transmissions multiple receivers can be affected.) In a multicast proto-
col, negative and positive acknowledgments can result in an unneces-
sary increase in network traffic on unreliable networks. It is important 
to realize that network errors not only affect network packets that con-
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tain data, but also cause acknowledgments and requests for retrans-
mission to get lost. 
The VMTP protocol achieves a compromise between these two 
approaches by requiring that replies to requests must arrive within a 
time-out interval, or else the request will be retransmitted. Acknowl-
edgment of the reply is implicit in the next request. If a reply is 
delayed at the server due to work that is required in performing the 
request, a message is sent to the client on receipt of the retransmission 
that tells the client that the request was received and is being pro-
cessed. The client then exponentially backs off the retransmission 
time-out and the cycle is repeated. 
The reason for repeated retransmission is that the reply could have 
been lost. If the packet is lost, when the retransmission request arrives, 
the missing parts of the message are selectively resent to the server. 
If the reply goes unacknowledged for the time-out interval, the reply 
is retransmitted, which causes the client to reply with an explicit 
acknowledgment. The difficulty of setting time-outs is that in some 
cases this system causes problems. 
The use of exponential back off in retransmission causes problems in 
discovery protocols (protocols designed to find required services), and 
this is one of the uses for which the VMTP protocol is used. The prob-
lem arises in the case that no server exists to respond to the requests. 
This is a common practice when the desire is to find a unique name. 
To find a unique name, a request is sent asking for a reply to the name 
that has been generated. If no reply is received in the total time-out 
interval, the name is considered unique. If the time-out is increased 
exponentially or if the interval is too long, the time required for the 
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discovery of a unique name is far longer than is desired or practical. If 
the number of transmissions is too few or not spaced far enough apart, 
then there is the possibility that the name will not be unique because 
of temporary problems in the network. This problem is made greater if 
the network is big or if the requests are sent over multiple networks. 
Multiple networks produce the worst case since local traffic on some 
networks could cause congestion and packet loss while other net-
works are lightly loaded and respond much quicker. 
The quality of service provided and the guarantees made by the vari-
ous levels of the network system influence the amount of work that 
the protocol has to perform. Reordering of packets is expensive: if the 
network delivers packets in order, it is one less task required of the 
receiving end. The reason reception is more expensive than transmis-
sion is because the computer that is transmitting data is in complete 
control of almost every aspect of the communication while sending. 
The receiver has to be able to handle a variety of data rates, packet 
ordering, message sizes and errors over which it has little control. The 
amount of software that is required to handle every conceivable situa-
tion that may come up is quite large. 
Since it is not possible to have a usable computer network without all 
the relevant issues being taken care of, it is more of a distribution 
problem in which the division of labor must be reconsidered to get the 
most out of high speed networks. The issue comes down to what layer 
of the network has the required information to best accomplish each of 
the required functions. Some issues are fairly simple, for example, 
routing should be done as low as possible in the communications 
stack, at the first level that has the relevant information to be able to 
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forward the message to the correct destination. Other issues are more 
complex. 
In the case of error handling, for example, applications may have 
information that allows them to discard packets or continue operation 
while waiting for more information. The largest disadvantage of forc-
ing applications to take care of these details is that simple applications 
do not want to have to take care of all the complexities that are 
required. 
Given the differences in requirements between applications, the sim-
ple options seem to be to offer a range of services- perhaps in the form 
of a variety of linkable libraries that do the necessary work for any 
given service. These services would make use of a very simple under-
lying network protocol which provides few or no guarantees about 
service quality. This approach would prevent the duplication of effort 
that goes on in many systems at the moment. 
Summary of Results 
This section is a summary of the most important results obtained dur-
ing the research for this thesis. The following are the key results for 
ATM results: 
1. The percentage of transmission time consumed by copying data 
varied from 40% to 80% with quick convergence towards 80%. 
(See Figure 4, "Percentage Copy vs. Packet Size," on page 62.) 
2. The throughput varied slightly as the last ATM cell for each 
packet filled. Average megabits per second converged to a 
performance level limit by machine performance. (See Figure 5, 
"Megabits per Second vs. Packet Size," on page 64.) 
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3. The cost of packet fragmentation into ATM cells does not 
increase as packet size increases. This is consistent with point 
number 2. (See Figure 6, "Packets per Second vs. Packet Size," on 
page 67.) 
4. For very small packets the non-copy overhead dominates the 
processing cost. For most packet sizes the copy cost dominates 
the other overhead costs. Both the copy and the non-copy 
overhead costs increase linearly with packet size. (See Figure 7, 
"Time per 100,000 Packets," on page 69.) 
The remaining results are the key results for VMTP measurements: 
1. The total throughput of applications using VMTP increases as 
the individual packet size increases. In other words, sending a 
few bigger packets is better than more, smaller packets. (See 
Figure 8, "Megabits per Second vs. Packet Size," on page 73.) 
2. Maximum network utilization is achieved by several VMTP 
clients communicating simultaneously. This is due to the 
communication latency of the request-reply protocol. Due to the 
performance and low latency of VMTP, very high network utili-
zation (65%) is obtained with a single client. (See Figure 9, "Total 
Throughput for Multiple Clients," on page 76.) 
3. Maximum network utilization is achieved at the expense of 
greater total overhead. This means that as more clients are 
added, performance for each client decreases and total machine 
load increases by more than the increase in network perfor-
mance. (See Figure 10, "Packets/client/second vs. Number of Clients," on 
page 78.) 
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4. Total output stabilizes quickly at a constant throughput as more 
clients are added. This supports number 3 because it shows that 
the extra expense of adding new clients provides reducing 
improvements in performance until network saturation is 
reached. (See Figure 11, "Packets/Host/Second vs. Number of Clients," 
on page 80.) 
5. Latency of request-reply communication increases as packet size 
is increased. This is due to increases in the transmission time 
and copy time. (See Figure 12, "Request-Reply Latency vs. VMTP 
Packet Size," on page 82.) 
This thesis has presented a discussion of the issues involved in net-
work protocol design. Measurements have also been made of various 
aspects of network and protocol performance. Finally, papers and 
texts which deal with similar and related issues have been examined 
to get a broader picture of these issues and also to back up the results 
of the investigation. 
It is clear that the design of a network protocol is not a simple task. 
There are a great variety of situations, desirable features and con-
straints that exist in any real world application. Together these factors 
make it impossible to design a single protocol that provides all the 
desired functionality for every use and application. 
The performance of the networks that exist easily spans a range of 7 
orders of magnitude. It is not possible to present a protocol design that 
can be used across the entire range of networks. We have shown some 
of the problems associated with such a range of performance. At the 
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ends of the communication speed range, the constraints on the system 
are totally different. Very few machines are able to handle data in the 
gigabit per second range and few can supply data at this sort of rate. 
On the other end of the speed range, many applications cannot oper-
ate in any reasonable way over a 300 bits per second link. 
Network latency is another variable that exhibits great variability. 
Most networks operate with sub-second latencies, although latencies 
in the low seconds are found in many wide area networks when loads 
are high. Networks guaranteeing delivery of messages can exhibit 
latencies of hours or even days when partial network failures occur. 
This range may be acceptable to a mail program but completely unac-
ceptable to an interactive program. The mail application would not 
want notification of network failure if a message was going to be 
delayed for an hour, but an interactive application would want notifi-
cation of communication failure if it was to face the same 1 hour delay. 
A related and often closely coupled issue is the configuration of the 
network. Local area networks usually differ in almost all respects to 
wide area networks. In distributed systems that span a wide area, the 
communication model at the application level has to be suited to both 
the wide area and the local area network characteristics. These details 
influence the design of the underlying protocols. 
The above are constraints placed on the protocol by the physical net-
work construction and design. Further constraints are imposed on the 
protocol by the needs and demands of the applications that are to be 
written on top of them. 
The delivery of data from a sender to a receiver cannot be considered 
the basic purpose of a network protocol since different applications 
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have different definitions of what the same simple phrase actually 
means. Two distinct ways of communicating exist: publish-subscribe 
and request-reply. The uses for each are largely disjoint from the uses 
for the other, but considerable overlap exists: a class of needs exists 
that can be fulfilled by either paradigm. In fact, almost all problems 
that can be solved using one method can be solved using the other, but 
here we start to see that the inappropriate choice in the design can be 
costly in terms of performance and wasted resources. 
The use of a point-to-point request-reply application to disseminate 
information to a large number of applications would require a large 
number of connections and a large number of copies of the data to be 
sent across the network. This solution clearly does not scale well given 
any limit to the available bandwidth in the network. Similarly, the use 
of broadcast to communicate between two applications potentially 
fills the entire network, including all subnets, with messages that are 
of no interest to the majority of machines. This consumes network 
bandwidth and machine resources throughout the network. The 
design of intermediate solutions that offer different blends of the 
extremes of functionality yield possible solutions. A few simple com-
munication models are one-to-one, one-to-many and one-to-(one-of-
many). 
The next set of constraints that are imposed on the protocol are those 
of application performance desires. The speed of delivery, the guaran-
tee of delivery, handling different priority communications and/or 
confirmation of message delivery. Each desire places additional con-
straints and complexity on the protocol design and implementation 
essentially requiring very efficient use to be made of the limited 
resources that are available in a network system. 
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Handling various failures and errors that occur in the system is 
another constraint requiring more design effort to create guarantees 
and timely delivery in complex systems. The design of the protocol 
should include an understanding of possible errors and methods of 
handling the errors in ways that give applications the most freedom to 
deal correctly with them. As we have seen earlier in the thesis, these 
constraints require the use of valuable network resources, and, as 
such, constrain the network performance. The exact design of systems 
to handle problems is thus another constraint on the systems perfor-
mance. 
The final set of design issues are the requirements for network secu-
rity. Security includes access control to data on the network and 
encryption of data to prevent access to data. Security requirements 
complicate protocol design and reduce network performance through 
the added steps and data transformations that are required. 
Given all the above constraints, it is clear that the design of the proto-
col from an application standpoint is complex, and we have argued 
that most of the decisions not only impact the ease of use and utility of 
the protocol and thus the value of the communications infrastructure. 
The other side of the coin is the consideration of the interaction 
between protocol design and network performance. 
We have argued that at the lowest levels the performance that can be 
achieved in all network systems is strongly influenced by the protocol 
design. The discussion of the motivation for various design decisions 
in regards to the application is to give a context and functional con-
straint that is placed on the protocol design. This removes from dis-
cussion the possibility of custom high performance solutions that 
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work for a single particular application, but do poorly when used for 
other purposes. Protocols designed in that manner are designed for 
specific narrow requirements or research needs and have very little 
use in real networks that are expected to handle a wide variety of traf-
fic. 
The examination of ATM network drivers illustrated a network in 
which the machine attached to the network was unable to utilize the 
full available bandwidth of the network. We demonstrated that 
despite all our efforts, and the theoretical discussions of the machines 
potential, it was not possible to drive the network at the limit. We also 
argued that this limitation was largely created by the way the protocol 
design and hardware implementation of the equipment constrained 
copy performance. Alternate designs were discussed that could lead 
to better utilization of the network. 
The examination of VMTP design and the discussion of the work of 
expanding the functionality of the protocol illustrated the costs of pro-
viding a large number of features and the limitations that are imposed 
by the operating system which are made worse by these design deci-
sions. The VMTP protocol is outwardly simple and elegant, but as fea-
tures are added, the implementation grows more complex. Eventually, 
kernel constraints started to play a role in the performance of the pro-
tocol. These constraints could largely have been removed if the design 
and implementation of the protocol were changed. 
The success of TCP /IP is testimony to its relative simplicity and 
adaptability. Features have slowly been added to IP over the years to 
meet the new and changing needs of the network community. Part of 
its success was due to the nature of the network and the applications 
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that used it. Network bandwidth was free to many end-users and thus 
a wide range of performance was acceptable. The network and the 
protocol effectively grew together, each influencing the other. With the 
growth of the Internet, expectations also grew. The lack of precon-
ceived performance goals allowed easier growth in the protocol. The 
current growth in commercial interest in the Internet is driving the 
need for increased performance. 
In the future, it is likely that performance will continue to be impor-
tant, while bandwidth will become cheaper. Demands on networks 
will be higher and thus the performance and network efficiency of 
protocols will become ever more important. The requirements of the 
machines that are connected to the network will also become impor-
tant. As networking becomes more widespread, the motivation to con-
nect smaller and less powerful computers will grow. It is conceivable 
that this trend will include 'smart appliances' at some point. These 
less powerful machines will rely on a protocol that does not place 
undue demands on their limited resources. 
We have shown that protocol design is a compromise. We have also 
shown that the protocol influences the performance of the network. 
The forces driving for more features in the protocol detract from the 
overall system performance. We have shown that this occurs because 
of the costs associated with handling the protocol. Protocol design, 
network design, network performance and application performance 
are all interlinked. The importance of communication is increasing, 
and therefore the importance of protocol design to maximize commu-
nication performance is also growing. Understanding the influence of 
protocol choice on network performance is growing in importance. 
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This thesis is meant to help with an understanding of some of the 
issues involved. 
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