Regression analysis is one of the statistical methods to estimate the relationship between two or more variables. Ordinary least squares is generally used to estimate parameters in linear regression, but it is susceptible to outliers. Winsor approach can be used to solve regression with outliers problem, especially outliers in response variables. To find out the effectiveness of this method on handling the outliers, we utilized simulation study. Simulation was applied in various sample sizes and outlier proportions. The result shows that Winsor 3 method is the best on handling outliers, particularly on medium sample size. Winsor 3 is a method that implements iterative principal on residual standard error and uses tuning constant values by 1.345. This method was applied to the real data about the height of hills against the climbing time as well. The method which gives the best result based on R 2 adj value is Winsor 3 method. This result is supported by the study using resampling 
Introduction
Regression analysis is a method that often use to estimate the relationship between two or more variables. Estimation of the relationship is presented in the regression model estimator or so-called regression line. The regression line is generally obtained from the ordinary least squares (OLS) method, but it is susceptible to outliers so it becomes inappropriate to use.
In linear regression, an observation is considered as outlier if it yields a large standardized residual ( [1] ). This large standardize residual is often caused by observations value of response variable that more greater or less than the value of other observations. Observations that have this condition is referred as outlier-y ( [2] ). Outlier-y will give significant effect on parameter estimator with OLS ( [3] ). It means, the value of parameter estimators in regression line will deviate from it should be; when the data do not contain outliers. This deviation make the determination coefficient and the goodness of the model decrease.
Alternative solution to overcome regression on data with outliers is regression with winsorized observation method or referred as the Winsor approach. On this method, observation value in y-axis with a large standardized residual will be handled or replaced by new y-observations so that the influence of outliers, especially outliers-y, could be minimized. The effectiveness of Winsor approach in performing parameter estimation in linear regression could be determined by a simulation study. In this study, the value of parameter has been set so the ratio between value of parameter with its estimator could be known. Huber method is also used in simulation study for comparison. This method applies the weighting principle and will provide better results in estimating parameters than OLS when the outliers exist, either outliers from a normal error or non normal error ( [4] ).
In addition to the simulation study, this research will also applied in the real data for further analysis. The purpose of this research is to evaluate and apply regression with the Winsor approach as an alternative solution in regression analysis on handling outliers in various sample sizes and outlier proportions.
Regression And Winsor Approach
As mentioned before, outlier is observations that yields large standardized residual. The size of standardized residual could be considered as outliers is equal to 2 or -2 ( [1] ). This refers on the OLS assumption, that residual or ε is a normal random variable with mean equal to 0 and variance σ 2 . Standardization in residual will produce random variables ε/σ which distributes standard normal. In the standard normal random variable, the values of those variables would be between -1.96 to 1.96 with 95% probability. Based on that fact, if standardized residual values are outside the interval -1.96 and 1.96 (or with rounding off called -2 and 2) will be regarded as outliers.
The ε value at random variable ε/σ that distributes in standard normal is unknown because it is a component of the regression model, so that it is estimated by e. The ei value represents the difference between y-observation and y-estimation ( −̂), while the σ could be estimated by s which is the square root of s 2 , with
, n is the number of observations and p is the number of parameters in the regression model. Furthermore, the standard error of the residual can be estimated by
The ℎ is value of the diagonal matrix H or matrix hat, with the following description:
And then, the equation to get standardized residual becomes:
with ri is standardized residual for ith observation (i = 1, 2, … , n). Regression that contains outlier could be handled by the Huber method or M-estimates. Huber objective function is defined as follows ( [4] ):
The value of c in equation 1 is referred to tuning constants. The constant is a component that determines the goodness of parameter estimators. The best of c value is between 1 and 2, say 1.5 ( [5] ), but another definition says that the c value depends on the distribution of residual/error ( [4] ). If the residual follows normal distribution and there are no outliers, the best c value is 1 (infinite).
Principle of regression analysis using the Huber method is to give weighting value to parameter estimators matrix. Weighting function commonly used are:
Previous description explains that the c value depends on the residual/error distribution. Estimator efficiency equal to 95% and resistant against outliers could be generated if the c value is equal to 1.345 when residual have normal distribution ( [6] ). Besides that, when compared with the c value 1.5, c value 1.345 yields a better parameter estimator especially on the error from the normal distribution ( [4] ). Winsor method was introduced by Charles P. Winsor in 1946 as one of the alternatives solution to solve the problems on counting statistic value if there are outliers in the data/observations. Then the method is used to estimate the parameters in the regression analysis in order to obtain estimators that do not affected by outliers (robust) ( [7] ). In Winsor method (or Winsor approach), the response observation values or y-observation (y) is converted into y-winsorized observation (y * ), and definition of the new y-observation value is defined as follows:
where : i-th response variable (y), : residual/error from i-th parameter estimator ( = − ), for = 1,2, … that obtained from OLS, ( 1 ) dan ( 2 ) : empirical quantile from residual, under condition 0 < 1 < 0.5 < 2 < 1. The value of ( ) in equation 3 can be converted to ( ) + ′ or ( ) +̂ with ̂ is the value of y estimator with OLS in order to be random variables that have identical and independent distribution ( [8] ), so the equation for the y winsorized observation be:
.
(4)
Equation 4 is called Winsor 1 equation. Estimation of the parameter is done by the OLS method on independent variable (x) against response variable y * or mathematically written as:
using value of residual quantile as upper and lower limit, or in other words an observation will be regarded as outliers if it is outside the limits. This does not match with the previously defined about outliers. Previous definition says that an observation will considered as outliers if the absolute value of standardized residual (ri) is greater than 2, so based on that definitions, we can be describe Winsor 2 equation:
Other definition for winsorized observation is ( [5] ):
Equation 5 is called Winsor 3 equation, the c constant is a tuning constant and si is
Winsor approach in regression analysis with outlier 2035 standard error of residual is derived from OLS method. If * values have been obtained, estimation of parameters and new residual standard error could also be obtained. Furthermore, the iterative procedure is applied by using residual value and new residual standard error in order to obtain convergence * against the parameter estimator.
Simulation Study

A. Design of Simulation
The simulation data consists of two parameters ( 0 and 1 ), one fixed independent variable (x), and the error (ε) that was generated from Normal(µ, σ) random variable. The fixed independent variable has been generated before from Normal(µ, σ) random variables like in error. These variables will determine the values the response variable (y) that obtained from the equation
. The number of simulation data equal to 2000 is regarded as a population data. Some n random sample (n=20, 40, 100, and 500) were taken from population data.
This research, both simulation and application in real data, referred to simple linear regression model with one independent variable. Therefore, the simulation study used two groups of data with different condition of variance. First group is data with low variance condition represented by data with standard deviation equals to 1, and the second group is data with high variance condition represented by data with standard deviation equal to 3. The tuning constant that we use is equals to 1.345, both for the Huber method and Winsor approach.
The analysis steps for this simulation research are: 1) Define 0 and 1 ( 0 = 10 and 1 = 2). 2) Define independent variable (X) generated by Normal(5, 3) and Normal(5, 1) distribution, as much as 2000 respectively. These group data is a population data for independent variable. 3) Generate ε1~Normal(0, 3) and ε2~Normal(0, 1) as much as 1600 respectively, this group data is a population data for non-outlier error. 4) Generate ε1~Normal(20, 3) and ε2~Normal(20, 1) as much as 400 respectively, this group data is a population data for outlier error. 5) Take sample from population data of independent variable and error in a sample size of 20, 40, 100, and 500, and then combined with various outlier proportions (0%, 5%, 10%, 15%, and 20%).
6) Determine the values of response variable (Y) based on this equation:
= 0 + 1 + with ε (error) is a combination of ε1 and ε2 in various outlier proportions. 7) Perform regression to every group of data using OLS method with parameter estimator formula:
standardized residual (ri), standard error of residual (si) from the regression result in each of group data, and R 2 (coefficient of determination) and mean square error (MSE). 9) Perform regression to every group of data using Huber method with these algorithm: a) Define matrix of x variable (X) and matrix of y variable (y). b) Define weighting function (w) using equation 2 with c (tuning constant) equal to 1.345. c) Estimate parameter values (b0 and b1) with formula:
10) Perform regression to every group of data using Winsor method with these algorithm: a) Define 1 value equal to 0.05 and 2 value equal to 0.95. b) Define quantile empiric from 1 ( ( 1 )) and 2 ( ( 2 )). c) Define * value using Winsor 1, 2, and 3 equation. Especially in Winsor 3, make an iteration until the b1 value convergence. d) Estimate parameter values using OLS method, but yi is changed by * so the matrix of parameter estimates becomes:
11) Repeat 1000 times from step 5 until 10. 12) Evaluate those three methods (OLS, Huber method, and Winsor method) based on relative bias value, absolute relative bias value, relative MSE, and average of determination coefficient (R 2 ) for every sample size and outlier proportion. The method that can handle outlier well is a method that gives smallest or close to 0 for relative bias, absolute relative bias, and relative MSE, and also gives largest or close to 1 for the average R 2 .
B. Exploration of Simulation Data
The data in simulation study consists of two conditions; data with standard deviation equals to 1 and data with standard deviation equals to 3. Scatter plot between independent and response variable at sample size of 100 and various outlier proportions is presented in Figure 1 and Figure 2 . The scattered between independent and response variables shows a linear pattern for all of the outlier proportions. In addition, the presence of outliers could also be seen from the points of observation that lie outside from the main linear patterns. It means, the linear regression model can be use in this simulation study. The simulation study that applied in σ = 1 produces some value of evaluation criteria that was calculated on any parameter estimators. These criteria are relative bias and relative MSE. In the parameter estimator β0, both of these criteria give similar increasing or decreasing pattern in bias and MSE values as shown in Figure  3 . In OLS method, the bias values tend to increase if the outlier proportions increase as well, while the Huber method, Winsor 1 and Winsor 2 give a constant tend in bias value until the 5% outlier proportion. The Winsor 3 method has the lowest bias value for each outlier proportions in all sample sizes, except in sample size 500. Beside that, the gap between bias value of Winsor 3 and Huber method would become smaller when the sample size become larger.
The similar results are also given on the relative MSE criteria. The difference is, MSE value of Winsor 1 and 2 method become larger than the OLS when the outlier proportion is more than equal to () 10%, except for the sample size 500. In this sample size, the MSE of Winsor 1 and 2 are tend to be equal to OLS and in Winsor 3 MSE value that was yielded almost same with Huber method
Other simulation results is parameter estimator β1. Figure 4 shows that the bias consists of positive and negative values. A positive bias indicates that the parameter estimator is over estimate, while a negative bias means that the parameter estimator is underestimate. In OLS method, if sample size is 500, the bias tends to be constant at 0 until the outlier proportion is 15%, and then increase in 20% outlier proportion. The same pattern is also produced by Winsor 1 and 2 method, though in this method the bias would decrease in 5% outlier proportions. The other methods (Huber and Winsor 3 method), had a similar pattern in each sample size and the bias of Winsor 3 method is closest to 0 except in 20% outlier proportion.
Figure 3 Relative bias (i and ii) and relative MSE (iii and iv) in several sample sizes and outlier proportions for β0 estimator
Other criteria is relative MSE that shown in Figure 4 . The relative MSE of Winsor 3 has the lowest value or closest to 0 for various outlier proportions. When the sample size is enlarged, the MSE of Huber method tends to get near to MSE of Winsor 3. Moreover, the MSE of Winsor 1 and 2 tend to increase until exceed the MSE of OLS when the sample sizes and outlier proportions increase.
Figure 4 Relative bias (i and ii) and relative MSE (iii and iv) in several sample sizes and outlier proportions for β1 estimator
Other criteria for evaluation of simulation study on regression analysis could also be seen by the coefficient of determination (R 2 ). The determination coefficient is a coefficient that indicates the proportion of total variation that could be explained by regression line and it is one of criteria to evaluate how good or bad a model is ( [1] ). Figure 5 shows a graph of the average R 2 for each outlier proportion in all sample sizes. In OLS method, the average R 2 is quite high when no outlier (outlier proportion is 0%), but it becomes very low when outlier detected in the data. The opposite result is indicated by Winsor 3 method. In this method, average R 2 will be constant in 0-15% outlier proportions, and then decrease in 20% outlier proportion. While in the Winsor 1 and 2 method average R 2 is still high until 5% outlier proportion, but it becomes very low in other outlier proportions until it near to average R 2 on the OLS. 
D. Simulation Study with σ = 3
The simulation study that was applied in σ = 3 was done in order to compare those three methods if the data had a high condition of variance (or standard deviation). In β0 , the relative bias of three methods shows that the bias increase if outlier proportions also increase as shown in Figure 6 . Overall, the lowest bias is generated by Winsor 3 method. In 5% outlier proportion, the bias of Huber, Winsor 1, 2, and 3 method have almost same value for all sample sizes. When outlier proportions and sample sizes is enlarged, Winsor 3 method generates a bias value that approach Huber method. Other result shows that the relative MSE has similar pattern with MSE on simulation study with σ = 1. These results showed that in 5% outlier proportion, MSE of Huber, Winsor 1, 2, and 3 method tend to be at the same point and in sample size 500, MSE of Winsor 3 will be close until exceed MSE of Huber method.
Parameter estimator β1 in this simulation study also produces three previous criteria. Results for the relative bias on the small sample size is the bias do not have a large difference in those three method. Lowest bias value produced by Winsor 3 method for 500 sample size, but when outlier proportion increase, the lowest bias is produced by the Huber method. Other criteria is MSE that also have a similar pattern with previous simulation. The lowest MSE is produced by Winsor 3, and if outlier proportions is quite low (5%), Huber, Winsor
Figure 6 Relative bias (i and ii) and relative MSE (iii and iv) in several
sample sizes and outlier proportions for β0 estimator 1, 2, and 3 method will produce the bias and MSE that not much different. As in the parameter estimator β0, when sample size is increased the bias and MSE value in Huber and Winsor 3 method will be closer/similar, and when outlier proportions is quite large (20%) Huber method will give the lowest value of bias and MSE. The graph for these criteria is presented in Figure 7 .
Figure 7 Relative bias (i and ii) and relative MSE (iii and iv) in several sample sizes and outlier proportions for β1 estimator Murih Pusparum, Anang Kurnia and Aam Alamudi
The average R 2 was also used for evaluation of the simulation study with σ = 3. The difference between average R 2 on the previous simulation is on data with large standard deviation (which also means large variance), the lowest R 2 in outlier proportion above 0% will be increase. In the data with 1 standard deviation, the lowest R 2 is only about 10%. However, if standard deviation is equal to 3 the lowest average R 2 will reach 30-40%. The graph of average R 2 can be seen in Figure 8 . Beside that, the highest R 2 is still produced by Winsor 3 on 20, 40, and 100 sample sizes, while the sample size is 500 the highest R 2 is produced by the Huber method. These results make the Winsor 3 method is not better than Huber method on a large sample size as though, but actually the R 2 that is produced by Winsor 3 method is good enough (above 50%) and also the difference with R 2 of Huber method is not too large.
The previous descriptions show that the Winsor 3 method is more robust than the Winsor 1 and 2 method. This is caused by the iterative procedure that was applied to the substitution criteria of response variable, which makes the residual will decrease if the number of iterations increase. The iterative procedure also makes this method more complex than the others, so if outlier proportions is low enough Winsor 1 and 2 method will be more efficient to implement. 
Application and Study in the Real Data
The real data that is used in this research is about the height of hills (as independent variable) against the climbing time (as the response variable) on 35 hills in Scotland ( [9] ). The data was also used previously by Mas'udah ([10]) on research about least trimmed squares regression analysis. Scatter plot between the height of hills and climbing time is presented in Figure 8 . Based on the scatter plot, there are three points that indicates as outliers so the regression line by OLS method has been affected by this outliers presence. The OLS method also shows that those three points have a large standardized residual value, or if in percentage it is about 8% outliers. Table 1 presents evaluation criteria for the real data. The evaluation criteria indicates that the Winsor 3 method has a highest R 2 adj and the Huber method has a lowest SSE (sum square error) and MSE. Low SSE and MSE caused by the weighting concept in the Huber method. The weighting function that used in this method has a value between 0 to 1, it means that the larger residual will give the weighting closer to 0. The 0 or close to 0 of weighting will cause the large residual has a tendency to set aside from group of observations. As a result, the value of residual or SSE that produced after weighting become very low. The regression parameter estimators indicates that the Winsor 3 method gives estimator of 1 the values which is almost equal to the OLS and Huber method. It means, the slope of regression line as good as the slope in OLS and other methods. Different things happen to estimator of β0, where the estimator of Winsor 3 method is not similar to the other methods. This is because the response variable of Winsor 3 method is replaced with new values that tend to be close to main pattern of data, so the value of estimator of β0 or intercept become different from the OLS.
Previous research ([10]) stated that in the same case study, the least trimmed squares (LTS) regression could also be applied to handle the outliers in the regression analysis. The results of LTS method were -300.13 for estimator of β0, 427.23 for estimator of β1, and 99.40 % for R 2 adj. Based on the criteria that described before, beside of Huber and LTS method, Winsor 3 method was also give a quite high of R 2 adj, and standard error of parameter estimators, SSE and MSE was lower than the OLS. It means, the Winsor 3 method could also be used in the regression analysis with outlier.
Application on the real data shows that the Winsor method gave a good result. This is also correspond with the resampling technique that was applied. The results of resampling technique are presented in Table 2. Based to Table 2 , it can be said that Winsor 3 method is good enough at handling outliers. It can be seen in the quite large of average R 2 adj and even close to 100%. Beside that, the error tend to decrease than when using the OLS method. 
Conclusion
The simulation study shows that the Winsor 3 method which applying iterative procedure on residual standard error gives the good results for all of outlier proportions and sample sizes, unless in 500 of sample size with 20% of outlier proportion. In this sample size and outlier proportion, Winsor 3 method become as good as the Huber method. It also shows that the Winsor 1 and 2 method as good as the Huber and Winsor 3 method in handling outliers if the outlier proportions is less than or equal to 5%. Winsor 1 method is a method that used the empirical quantile from residual, while Winsor 2 method uses the standardized residual as the substitution of response variable. Application on real data also shows that based on the standard error of parameter estimator and R 2 adj, Winsor 3 method is good enough to handle outliers in regression analysis. Resampling technique was also applied to the real data and shows a consistent result: the Winsor 3 method is still the best based on the average R 2 adj. Suggestions for further research is to consider the other substitute criteria of response variable in Winsor method so the result in handling outliers on the large sample sizes and outlier proportions will good enough. The other substitute criteria are with optimization of α1 and α2 in the Winsor 1 method or with apply the iterative procedure in Winsor 2 method's criteria.
