Abstract
Introduction
In a distance learning setting is desirable to attend automatically to potential speakers in the classroom who wish to interact with the instructor. Attention seeking gestures in a classroom include raising or waving a hand to capture attention. Such gestures are defined by the trajectory of hand. Other hand raising gestures may appear similar but are not attention seeking gestures (see Figure 1 ). In this paper we address the problem of recognizing attention seeking gestures through the use of Hidden Markov Models (HMMs).
Representing temporal structure in a HMM requires some mechanism to encode time. Two possible solutions to the problem of representing spatio-temporal structure in HMMs are considered. One approach is to model temporal information via structural constraints in the feature or symbol space. Another approach is to model the temporal information explicitly in the HMM through specific structural forms in the allowable state transitions within the HMM.
Previous Work
A number of different techniques exist to control temporal variability in a HMM. The temporal variability of the HMM can be controlled using Time T as a parameter to the HMM's emission probability. In an Input Output HMM (IOHMM) [2] both the state transition probability and emission probability are conditioned on the input sequence. A modified version of IOHMM can be used to learn the temporal behavior of the signals and to recognize signals. Deng [9] proposed a model that explicitly conditions the emission probability on the time index and the sequence of observations emitted from a given state is no longer assumed. An improvement to this model is the PHMM [14] model. However, PHMM requires the assumption that the distribution of the temporal property is finite-uniform implying that the value of the prior P (θ) for any particular θ is either constant or zero.
HMMs have also been parameterized based on temporal information. In [8] , the probability of generating a sequence of observations X = x t , x t+1 , . . . , x t+T in a given q j is given by
The time index is defined as the number of frames since entering a state till the current frame. All of the probabilities can be estimated using Multi-Layer Perceptrons(MLP) except P (t i |x) which requires either explicit or implicit boundary knowledge of the states. Although presegmented data is used to estimate the parameters of the HMM, a reliable estimation is a challenge in the case of blurred boundaries between states.
Both types of approaches are considered here for the task of attention seeking gesture recognition using HMM. In the ITHMM approach the temporal structure of gestures is encoded in the datastream. In the ETHMM approach the temporal structure of gestures is encoded in the structure of the HMM itself. These two techniques are described in detail in the following sections.
Implicit temporal information encoded HMM
In an Implicit Temporal Information Encoded HMM (ITHMM), the temporal information is modeled implicitly. The basic idea of the ITHMM is to parameterize the emission probability behind states on the temporal information in both the training and evaluation phases. Using the extended Baum-Welch algorithm, the temporal information and its variability is learned in the training phase. The output probability of a sequence
where the time index is defined as the number of states since entering the first state S 1 . Using the extended forwardbackward algorithm, the probability of output sequence is evaluated in the recognition phase.
An ITHMM is a five-tuple (S, V, A, B, π) where
The state at time t is denoted by random variable q t .
observation symbols over a discrete alphabet. The observation at time t is denoted by the random variable O t . The observation symbols correspond to the physical output of the system being modeled. T is the maximum possible length of the sequence.
M is the number of observation symbols.
N is the number of states. A = {a ij } denoted as an N × N matrix for the state transition probability distribution where a ij is the probability of making a transition from state s i to s j . a ij = P (q t+1 = s j |q t = s i ).
. π = {π i } denoted as the initial state distribution where π is the probability that the state s i is the initial state. More formally, π = P (q 1 = s i ).
Since A, B and π are probabilistic, they satisfy the following constraints:
Recognition
In a general HMM, given the observation sequence O = O 1 , O 2 , . . . , O T and a model λ = (A, B, π) , we compute P (O|λ), the probability of the observation sequence given a model using the forward-backward algorithm described in [10] . In an ITHMM, the forward-backward algorithm is modified to compute P (O|λ), the probability of the observation sequence given the implicit representation of time in the observation sequence. In the extended forwardbackward algorithm, the forward variable α t (i) is defined as
Initialization: (t = 1)
Induction: (t > 1)
Termination:
The backward variable β t (i) is defined as
Induction:
These definitions of α and β used in the training procedure are described in the following section.
Training
An extended version of Baum-Welch algorithm is used to train the ITHMM. The modification of the re-estimation procedure is straightforward.
π j = γ 1 (i) = expected frequency in state S j at time (t = 1) where
Using the above procedure, an improved ITHMM λ = (A, B, π) is computed using the current model λ = (A, B, π). In each iteration, λ is used in place of λ to improve the probability of O being observed from the model. The iteration procedure is continued until some limiting point is reached. The above procedure is an extension to original Baum-Welch algorithm and correspond to the Expectation and Maximization steps of the EM algorithm. Hence, this procedure is guaranteed to converge to a local maximum of the likelihood function. Details of the proof can be found in [7, 1] .
ITHMM as a variation of a HMM
The feature vector is an important factor in defining the temporal variability of gestures. The feature vectors should have enough discrimination power to recognize the specific gesture and sufficient generalization power to capture the noise and variability in the data. It is possible to include larger dimensions of feature vectors to increase the discriminative power of the HMM. Developing unique algorithms to manipulate ITHMM, it is possible to augment a standard HMM to represent time in the input tokens. Another dimension T is added to the feature vectors. Instead of using the feature vectors U = {u 1 , u 2 , u 3 , . . . , u t } as the input vector to the HMM, the temporal information is included with the feature vector as (U, T ) = {(u 1 , t 1 ), (u 2 , t 2 ), . . . , (u t , T t )} both in training and recognition phases to learn the temporal structure of the gesture implicitly. Here T is the time index of the sequence. This way, a general version of HMM can be used in place of a special purpose ITHMM. The forwardbackward algorithm described in [10] can be used without modification for recognition purposes. The general BaumWelch algorithm described in [1] can be used to train such an HMM.
Explicit temporal information encoded HMM
In an Explicit Temporal Information Encoded HMM (ETHMM), the temporal information is modeled by limiting the allowable state transitions. A left-to-right multiple parallel path HMM model is developed to model the temporal information. Each state time is represented by a collection of HMM states S i t . The observation at time step t depends on only one of the states variable of S t . The number of state variables in S t is mapped to the number of discrete feature symbols and each state variables in S t is mapped to a discrete encoded feature symbol that describes the temporal structure of the gesture in question. Each state variables has its own output probabilities and transition dynamics. It should be clear how the structural model of ETHMM describes the temporal information and gesture movement variation appropriately.
More formally, an ETHMM is a five-tuple (S, V, A, B, π) where S 2 , S 3 , . . . , S T } denoted as a set of T states. 1 , v 2 , v 3 , . . . , v M } denoted as a set of M distinct observation symbols over a discrete alphabet. The observation at time t is denoted by the random variable O t . The observation symbols correspond to the physical output of the system being modeled.
T is the maximum possible length of the sequence.
N is the number of discrete states variables in S t . It is also equal to the number of unique observation variables M . Since A B and π are probabilistic, they must satisfy the following constraints:
A = {a
An ETHMM is a model in which the state transitions are constrained from left to right. The state transition coefficient of this type of HMM must satisfy the following:
and
The interpretation of the equations (16,17) and (17) is that no backwards state transition is allowed and no self transition is allowed. Additionally, only the state variables representing time 1 have initial state probability greater than zero and their sum equals to 1. All other state variables have 0 as initial probability.
Recognition
In ETHMM, a modified version of forward-backward algorithm is used to compute P (O|λ), the probability of the observation sequence. In the extended forward-backward algorithm, the forward variable α t (i) is defined as
Initialization:
Training
The feature space is transformed onto the state space. Each state S i t is mapped to a unique feature symbol. Each meta state S t represents a time instance of the sequence. Therefore, the transition between S i t and S j t+1 becomes the probability of transition of symbol i at time t to symbol j at t + 1. The length of the ETHMM is the maximum possible length of the observation. The number of states and their transition must be computed using the training database. After the initial parameter estimation, an extended version of the Baum-Welch algorithm is used to train the ETHMM. π j = γ 1 (i) = expected frequency in state S j 1 at time (t = 1) where
Using the above procedure, an improved ETHMM λ = (A, B, π) is computed using the current model λ = (A, B, π) . In each iteration, λ is used in place of λ to improve the probability of O being observed from the model. The iteration procedure is continued until some limiting point is reached. The above procedure is an extension to original Baum-Welch algorithm and correspond to the Expectation and Maximization steps of the EM algorithm. This procedure is guaranteed to converge to a local maximum of the likelihood function. Details of the proof can be found in [7, 1] .
ETHMM as a variation of a standard HMM
Each ETHMM has an equivalent HMM. The two dimensional N × T states can be projected onto a single dimensional of (N × T ) states. Then a T × T × N three dimensional matrix for the state transition probability distribution is transformed into a two dimensional (T × N ) × T matrix. One advantage of this transformation is that unnecessary states can be pruned out from the state-space (less space is needed for computation). Additionally, the general version of forward-backward algorithm can be used for recognition and the general Baum-Welch algorithm can be used to train the ETHMM network.
Experimental evaluation
In order to evaluate the performance of the various HMMs training and test datasets were constructed. Subjects were captured with a standard CDD camera while making attention seeking and non-attention seeking gestures (see Figure 1) . The raw data stream was converted into token streams that captured the hand position in a headentric coordinate systems (for details of this process see [5] ). A "naïve HMM", an ITHMM and an ETHMM were trained using the same set of training data and then evaluated against the training data, novel attention seeking gestures and non-attention seeking gestures. A collection of attention seeking and non-attention seeking gesture video sequences were taken from six different subjects. The subjects were asked to raise their hands naturally in an attention seeking manner while facing a CCD camera. After twenty true attention seeking gesture sequences were captured for each subject, subjects were asked to perform non-attention seeking gesture such as irregular movement of the hands and heads, and scratching the nose or head. Five such sequences were obtained from each subject. A training database of true attention seeking gesture sequences was built by selecting 100 sequences randomly from the 120 true attention seeking gesture sequences. A database containing 20 novel attention seeking gestures was also constructed. A non-novel test database of 53 gesture sequences was constructed by selecting sequences randomly from the training database. A fourth database containing 30 sequences was built from the non-attention seeking gesture sequences. Table 1 summarizes the training and test dataset. The training database was used to train all the HMMs separately, and the training database and other databases were used to test the performance of the HMMs. 
Dataset type true sequences false sequences
Training set 100 0 Test set 53 0 Novel test set 20 0 False test set 0 30 Total 120 30
Offline test results
A series of tests were performed to find the "best" parameters of the naïve HMM using the test database and the false attention seeking database. The ideal HMM would recognize true attention seeking gestures 100% of the time and reject false attention seeking gestures 100% of the time. Obtaining such a HMM is unlikely. The ideal HMM would be found at top-right hand corner (1,1) of sensitivity-specificity graph (see Figure 2) . Good HMMs would be found near this point. For a N -state sized HMM, d N defines the squared distance in (sensitivity, specificity) space to the ideal HMM where
The best naïve HMM was chosen with 8 states and τ = 1.79E −6 with sensitivity = 0.77 and specif icity = The test databases of true attention seeking gestures and non-attention seeking gestures were then tested by the "best": naïve, ITHMM and ETHMM (see Figure 5) . Table  2 summarizes the offline test results. The basic interpretation of Table 2 is that all the HMMs have a good ability to detect true gesture sequences, but that the ETHMM and ITHMM have an increased accuracy in discriminating false gesture sequences. Table 2 . Offline gesture test: ETHMM, ITHMM and Naïve HMM performance for offline sequences. Sensitivity and specificity values were computed over all of the sequences.
Discussion
In an offline process both the ETHMM and ITHMM perform better than the naïve HMM. The ETHMM and ITHMM have a higher sensitivity and specificity than the naïve HMM.
The HMMs developed here model the spatio-temporal structure of the gestures in different ways. In an ITHMM, the temporal information is modeled implicitly by including structural constraints in the feature space. The temporal information is encoded within the feature space both in the training and recognition phases of the HMM. The initial parameters of an ITHMM are selected randomly. For the ITHMM, the training data were structured by introducing a third dimension "time" in the training examples. Due to the nature of the training examples, they all corresponded to real input signals, the backward state-state transition probabilities start to decay after each iteration of the training phase and approached zero at the completion of the training phase. Even when the initial structure was set to a fully connected topology, the ITHMM tends to organize itself into a left-to-right structural model.
In the ETHMM on the other hand, the temporal information is modeled explicitly in the HMM through specific structure forms in the allowable state transition nature of the HMM. A left-to-right parallel path HMM model is developed to model the temporal information. In the ETHMM approach, the spatio-temporal structure is modeled through its specific structural form in terms of the allowable state transition nature of the HMM. Statistical information about the training database is computed and the initial number of states, transition probabilities, initial transition probabilities, the number of distinct observation symbol are automatically generated. The feature space is mapped onto a state space in an ETHMM. The training of the ETHMM is guided by providing the HMM with a set of near optimal parameters. This search space for the optimum parameters is much smaller than for the naïve HMM. The ETHMM generates the same optimum parameters each time in the training phase and the parameters of the ETHMM represent the optimum parameters of the training examples. The solutions obtained by both the ETHMM and ITHMM are shown to be stable in experiments.
The naïve HMMs were forced to be a left-to-right HMM while the ITHMMs and ETHMMs organized themselves in a left-to-right model automatically. The naïve HMM depends critically on the initial parameters. The initial parameters of a naïve HMM are selected randomly. In the training phase, the naïve HMM tunes the parameters to the nearest local optimal. Different initial parameters leads to different local optimums.
Future work
Various improvements can be made to the ETHMM and ITHMM developed here. An immediate extension to the ETHMM would be to consider self-loop transitions between the states and an enhancement to the gesture spotting algorithm. This would provide finer control in modeling the spatio-temporal variation in the input signal.
At present there is no theoretical basis upon which to construct an optimum structure of the HMM that represents the data. The structure of HMM, e.g., the number of states, state transition constraints, observation probability distribution etc., are determined in an ad-hoc manner, via some heuristic approach (e.g., [12] ), or, by a systematic search. Another possible extension to this research would be to in-vestigate how to find an "optimum structure" in a systematic way that represents the data in question.
