Data
Information about students, teachers and classes involved in the treatment were collected from administrative sources and trough questionnaires addresses to both students and teachers. Total number of students involved in the program amounts to 429.
To conduct a proper evaluation of the project, the same information was also collected for 829 pupils in 35 classes socalled "control", not treated by experimental teaching but having some similar basic characteristics.
Administrative data, consisting on school registers, were provided by schools. Information on students' personal and family characteristics were collected though a questionnaire administered at the beginning of the second semester. A second questionnaire was administered to teachers in order to detect information on their age and contract type.
The information collected are summarised in Table 1 . Notes. In the Italian schooling system, evaluation is given at the end of the first quarter (end of January) and at the end of the second quarter (which coincides with the end of the school year). At the end of the first quarter, only marks are given, while at the end of each year a student is given not only marks but also a synthetic evaluation which can be: admission to the following class, failure (and thus repetition of the same grade), postponement of the evaluation to September (when the student will be newly evaluated in view of the results of an exam).
The evaluation of the INNOVARE program
The INNOVARE study was a cluster-randomized trial promoted and conducted by the Tuscan Regional government (Italy) in collaboration with the Regional school administration, a Teachers' association (CIDI) and the Regional Institute for Economic Planning of Tuscany (IRPET). The study aimed at assessing whether innovative teaching methods (including lab sections) could reduce drop-out from high school of students in vocational schools.
In the INNOVARE study a random sample of 53 classes was drawn from the vocational schools participating in the study: 18 classes were assigned to an innovative teaching method (intervention group) and 35 classes were assigned to the control treatment. In control classes, standard lectures were provided. Therefore, in the INNOVARE study the unit of assignment is the class. In a cluster-randomized trial (e.g., Donner, 1998; Murray, 1998; Braun and Feng, 2001; Frangakis, Rubin, and Zhou, 2002; and Murray et al., 2006) , clusters are assigned to treatment or control, but often individuals are of interest. Thus the unit of assignment may be different from the unit of analysis. The choice of the unit of analysis, which mainly depends on the research question of interest, is crucial, because it drives the statistical procedures to apply to draw inference on the quantities (estimands) of interest. In this paper, we conduct both cluster-level analyses and individual-level analyses using the potential outcome approach to causal inference (e.g., Rubin 1974 Rubin , 1978 Rubin , 1990a Rubin ,b, 2005 . A cluster-level analysis may provide useful information on the effectiveness of the intervention in reducing high-school drop-out. Here, drop-out is viewed as a social problem and focus is on interventions that can limit school drop-out as a whole. The class is the natural unit of inference and standard methods for the analyses of randomized experiments can be applied at the cluster level. An individual-level analysis aims at assessing whether the innovative teaching method has a causal effect on the student probability of dropping-out of school. In this case, the unit of assignment (class) is different from the unit of analysis (student), and the lack of independence among student in the same class, i.e., the presence of intraclass correlation, creates special methodological challenge and cannot be ignored. Both approaches have advantages and drawbacks. In a cluster-level approach, we can always conduct exact statistical inferences without introducing parametric assumptions and we can easily adjust for background characteristics. Also, a cluster-level analysis is correct and valid irrespective of the strength of the intraclass correlation, because it implicitly accounts for all sources of variability.
In the INNOVARE study, we implement cluster-level randomization inference adjusting for differences in the observed cluster-level covariates using subclassification on the propensity score (Rosenbaum and Rubin, 1983) . The randomization inference is non-parametric in that it does not make any functional form assumption and it is exact in that it does not rely on large sample approximations. Thus, results coming out of this analysis are exact and valid irrespective of the number of group assigned to each treatment status (e.g., Small et al., 2008, Imbens and Woolbridge, 2009; Mealli et al., 2011) . An individual-level analysis which accounts for the presence of intraclass correlation, using e.g., mixed effect regression models, may lead to more powerful model-based tests if the model is well specified than group randomization inference (Braun and Feng, 2001 ). In our study, individual-level analyses are conducted using multilevel models. Exact statistical inferences are not routinely available for multilevel regression models, but statistical inferences are usually based on large sample theory (i.e., large numbers of clusters). In the literature, there exist widely accepted guidelines for the numbers of cluster required to ensure validity of statistical inferences. Results obtained by model fitting using data from studies enrolling fewer than 20 clusters per intervention group should be interpreted with caution (Duncan et al., 1998) . The INNOVARE study involves only 18 treated classes and 35 control classes. Therefore, statistical inferences drawing using student-level analyses based on multilevel models may result in not much powerful tests due to the small number of classes assigned to the new treatment. When applicable, multilevel models offer several advantages over cluster-level analyses. Specifically, multilevel models allow one to (1) obtain estimates of intraclass correlation more naturally, which can be used to design future studies; (2) adjust for background covariates at both individual-and cluster-level; (3) investigate sources of heterogeneity in the treatment effect, including interaction between the treatment variable and some specific covariates; and (4) extend the analyses to more complex data structures more easily, involving more than two levels.
Let us now introduce some notation. There are K=53 clusters (classes). Each class contains nk students, i=1, …, nk; k=1,..., K. Therefore, there are = ∑ students in total. A fixed number of M=18 classes are randomly assigned to the active treatment and K-M classes are assigned to the control treatment. For each class k, let Wk denote the treatment assignment : Wk=0 for classes assigned to the standard treatment, Wk = 1 for those assigned the new treatment. Let Yk(w) be the potential outcome at cluster-level, given assignment to treatment level w. If the kth cluster is randomly assigned to treatment, write Wki = 1 for all i=1, …, nk; otherwise, if this cluster is assigned to control, write Wki = 0 for all i=1, …, nk. The ith student in the kth class has two potential responses, Yki(0) if the cluster containing i is assigned to treatment, and Yki(1) if this cluster is assigned to control. Let Yk = Yk(Wk) and Yki = Yki(Wki) be the actual outcome observed at cluster-and student level, respectively. In the study we focus on five outcomes: failure, postponement of the evaluation, drop-out, absence rate and the union of failure and drop-out. A vector of custer-level pre-treatment variables, Xk, is observed for each class, and a vector of individual-level pre-treatment variables, Zki, is observed for each student. Here, cluster-level pre-treatment variables include both class-specific characteristics and group-average of individual-level pre-treatment variables. 
Cluster randomization inference
In this section, we focus on a cluster-level analysis, using classes as units of analysis. Therefore, only cluster-level variables enter the analysis. Randomization inference allows us to draw exact inferences using only the random assignment of clusters to treatment or control. In randomization inference focus is on the observed sample, therefore sampling issues do not matter. Also no assumption is made about the underlying model that generated the data and the dependence structure of random cluster effects. Finally, the issue of interference between students in the same cluster does not arise, because focus is on cluster-level. We can reasonably assume that students in different classes do not interfere with each other, therefore for each class there exist only two potential outcomes in this experiment: Yk(1) if cluster k is assigned to treatment, and Yk(0) if cluster k is assigned to control. Table 1 shows summary statistics for the sample of 53 classes grouped by assignment, Wk. Although classes are randomly assigned to treatment, Table 1 shows that there exist some differences in background pretreatment variables between the treatment group and the control group. In order to account for these differences in the observed pretreatment variables we use subclassifications on propensity score -the conditional probability of receiving a treatment given pretreatment characteristics under the assumption that the treatment is strongly ignorable: Pr(Wk=1 | Yk(0), Yk(1), Xk)=Pr(Wk=1 | Xk), and 0 < Pr(Wk=1 | Xk) < 1, k=1, …, K (Rosenbaum and Rubin, 1983) . Strong ignorability amounts to assuming that within cells defined by the values of pre-treatment variables, the treatment is randomly assigned. Under this assumption we can view INNOVARE as a stratified cluster randomized experiment (Small et al., 2008) . Rosenbaum and Rubin (1983) show that if the exposure to treatment is random within cells defined by the covariates, it is also random within cells defined by propensity score: Pr(Wk=1 | Yk(0), Yk(1), e(Xk))=Pr(Wk=1 | e(Xk)), where e(Xk)=Pr(Wk=1 | Xk), is the propensity score for the kth class, k=1,…, K. In our analysis, the propensity score is estimated using a logit regression model. Based on the estimated propensity score, we restrict the analysis to the subsample of classes that satisfies an overlap or common support condition. Specifically, we discard four control classes with propensity score values lower than the minimum propensity score value for the treated classes, and one treated class with propensity score greater than 0.9, which is an extremely high value in our sample. Then, we re-estimated the propensity score using the selected subsample of 48 classes and use it for adjusting treatment comparisons for differences in background covariates using subclassification. We divided the sample into H=4 strata based on propensity score categories as shown in Table 2 . Analyses aim at assessing the balancing property of the propensity score suggest that covariates are well-balanced between treated and control classes within propensity score strata. The stratified cluster randomized experiment underlying INNOVARE can be described as follows. Let W=(W1,...,WK)'. Let Kh denote the number of clusters in stratum h, and let Mh be the (fixed) number of classes assigned to treatment in stratum h, h=1,...,H. Let BK {1,…, H} denote the stratum for class k. There are = ∏ possible values w=(w1,...,wK)' of the treatment assignment W, and and each has probability 1/L. In our study, L= 120 · 1, 287 · 36 · 45 = 250,192,800. Under the assumption that data come from a stratified cluster randomized experiment, our cluster-level analysis use randomization inference to draw exact inferences for our finite population (sample) of size K=48. We adopt the Fisher Exact P-values approach (Fisher, 1925) . Fisher focused on deriving exact p-values for sharp null hypotheses regarding the effect of treatments. Under a sharp null hypothesis all potential outcomes are known from the observed values of the potential outcomes. The most common null hypothesis in Fisher's framework is the s harp null hypothesis of no effect of the treatment for any unit (class) in the population: H0: Yk(0) = Yk(1) for all k, which implies that Yk(0) = Yk(1) = Yk, for all k. Under this type of null hypotheses, the value of any statistic S, that is, any function of the stochastic assignment vector, the observed potential outcomes, and the pretreatment variables, is known, not only for the observed assignment, but for all possible assignments. Thus, the distribution of any statistic generated by the randomization of the treatment assignment, can be deduced. This distribution is usually referred to as the randomization distribution. Using the randomization distribution of the statistic we can calculate p-values as the probability (under the assignment mechanism and under the null hypothesis) that we would observe a value of S as unusual as, or more unusual than, the observed value of S. Therefore the Fisher Exact P-values approach entails three steps: (i) the choice of a sharp null hypothesis, (ii) the choice of test statistic, and (iii) the measure of extremeness (p-values). Here we focus on the s harp null hypothesis of no effect of the treatment and we consider two test statistics: the difference in average outcomes by treatment status, Save, and the difference in average ranks for treated and control units , Srank, which are defined as follows: . The test statistics are calculated as weighted average of the test statistics across strata defined by the estimated propensity score with weights given by the proportion of classes in each stratum. Table 3 shows the observed values of the test statistics and the p-values against the alternative that, at least for some units, there is a non-zero effect : H1:  k: Yk(0)  Yk(1). The p-values are estimated using 10,000 draws from the randomization distribution. The test statistics show some evidence that the new teaching method reduces the percentage of drop-outs and failures and the absence rate, and increases the percentage of postponements of the evaluation. It is worth noting that the observed values of the statistic Save are greater (in absolute term) than the differences in average outcomes by treatment status calculated without accounting for differences in background covariates (see Table 1 ). Therefore, adjusting for differences in background covariates emphasizes the effect of the new teaching method in the INNOVARE study. However the p-values do not show any evidence against the null hypothesis of no treatment effect.
Individual-Level Analyses based on Multilevel Models
In this section we propose an individual-level analysis based on multilevel models, which properly account for dependencies of responses for students from the same class and allow us to adjust for both individual-level and cluster-level characteristics.
Recall that the number of classes assigned to the intervention group is relatively small in the INNOVARE study: only 18 classes are picked for the new teaching method. Therefore results shown in this section must be interpreted with caution.
We consider generalized linear mixed models with probit link for binary outcome variables and linear mixed models for continuous outcomes. Formally, let Cki be the vector of all the explanatory variables (including the treatment indicator) for student i in class k included in a model. Then, Y * ki = Ckiukki, where Y * ki = Yki and ki ~ N(0, 2 ) if Yki is a continuous variable, and Y * ki is a latent variable such that P(Yki =1) = P(Y * ki > 0) with ki ~ N(0,1) if Yki is a binary outcome. We also assume that uk ~ N(0, 2 u) independently of ki . For each outcome variable we consider two alternative model specifications, say A and B. Model A includes only individuallevel and cluster-level characteristics as explanatory variables; Model B includes also group-averages of the first level variables as explanatory variables on top of individual-level and cluster-level characteristics. Group-averages of the first level variables allow us to account for the presence of correlation between individual-level variables and cluster effects, as well as for the presence of interference between students belonging to the same class. The fitted models lead to very small (close to zero) estimates of the intraclass correlation coefficients, especially under Model B, suggesting that dependencies of responses for students from the same class tend to vanish conditional on the covariates (see the second column in Table 4 ). Therefore the effective sample size, which is a decreasing function of the intraclass correlation, is high, close to the number of students in the sample, implying that the individual-level analysis may provide useful information. The last three columns in Table 4 show the model-based estimates of the average potential outcomes and the average treatment effect (for binary outcomes these estimates are derived fixing the covariates at their observed mean). Our findings show some evidence that the new teaching method reduces the failure rate and the probability of either failing or droppingout. We also estimate that the new treatment reduces the absence rate, although the size of the effect is strongly influenced by the model specification. Finally, the new teaching method seems to increase the drop-out rate, even if the size of the effect is very small. The coefficient for the treatment variable is never statistically significant under Model A, suggesting that the effect of the new teaching method is negligible. Conversely, Model B provides statistically significant evidence at the 5% level that the new teaching method reduces failure rate and increases the probability of postponement of the evaluation. The differences we observed between the alternative model specifications are at least partially due to extremely small intraclass correlations we estimate under Model B that includes group averages of the first level variables as explanatory variables. Generally speaking a small intraclass correlation implies a high effective sample size, which in turn leads to smaller standard errors.
