Sustainable intensification and climate-smart agriculture initiatives promote complex systems-based innovations to simultaneously improve yields and conserve natural resources. These innovations are usually tested under near-perfect experimental conditions with purposively selected farmers. Using a quasi-experimental approach and geographic information system, we evaluate a systems-based sustainable intensification project in Malawi aiming at improving whole-farm productivity and nutrition through integrated agricultural innovations. We find adopters of these innovations to systematically differ from non-adopters and suggestive evidence of potential systematic targeting of project locations and households. Econometric results using efficient influence function and propensity score matching methods show consistently higher maize yield and value of harvest, on average and across quantiles, for project beneficiaries, compared to that of randomly selected nonbeneficiary households in non-target villages. Our findings highlight the need to rethink selection criteria for systems-based innovations, something that could potentially bear severe implications upon scaling up.
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Introduction
The livelihoods of rural households in many countries in sub-Saharan Africa (SSA) are based mainly on small-scale crop and livestock production systems. These systems are diverse, ranging from single-season, single cereal crop production to highly integrated tropical systems involving multiple cereal crops, roots and tubers, horticulture crops, and livestock. Common characteristics across these systems include low productivity, limited access to modern inputs and technologies, and vulnerability to weather shocks (Khan et al., 2014; Asfaw et al., 2012; Kamanula et al., 2011; Jayne et al., 2010; Shiferaw et al., 2008) . Increases in short-term climate variability and long-term climate change are expected to exacerbate the challenges facing these systems and the people who manage and rely on them.
The adoption of locally appropriate technologies is often viewed as a primary means of improving agricultural productivity and strengthening the resilience of rural households in SSA (NEPAD, 2013; Asfaw et al., 2012; Minde et al., 2008) . Innovations can increase the returns to farming, allow vulnerable households to accumulate income and assets, and enhance their ability to cope with weather and price shocks. Public spending on agricultural science is thus a high-return investment (Renkow and Byerlee, 2010; Raitzer and Kelly, 2008; Alston et al., 2000) with strong productivity and poverty impacts, especially when compared to alternative uses of scarce public resources (Fan and Pardey, 1997; Fan, 2000; Fan et al., 2000) .
Agricultural technologies may also complement other solutions designed to protect vulnerable rural households from shocks. Interventions such as microcredit services, conditional cash transfers, and weather index insurance can contribute to productivity growth or poverty reduction when coupled with the introduction of new technologies (Gilligan et al., 2009; Devereux, 2008; Devereux et al., 2008) .
During the second half of the twentieth century, investments have been largely allocated to improving the uptake of improved cultivars and synthetic fertilizers, both of which are inputs which embody modern technology and are used in production in a fairly straightforward manner. More recently, with increased recognition of the threats posed by climate change to agriculture in SSA, emphasis has shifted to the uptake of complex, systems-based agricultural technologies and management practices.
1 This technology class is commonly characterized by 1 The terms "systems-based technologies" and "systems approaches" are used here as shorthand for a broad class of complex and integrated technologies and practices. Scholars and practitioners familiar with many of the systems-based technologies its simultaneous contributions to increasing on-farm productivity without comprising either future production capacity, the natural resource base, or the wider environment. While there are several ways to describe this approach, "sustainable intensification" (SI) is its most common labels (Garnett et al., 2013) . SI may be viewed as an umbrella that covers the "climatesmart agriculture" (CSA) and/or "new agronomy" suite of solutions designed to increase productivity, conserve natural resources, and build resilience to frequent, complex, or unpredictable climatic shocks (The Montpellier Panel, 2013; Sumberg et al., 2012; Sumberg and Thompson, 2012; Beddington et al., 2012; Pretty et al., 2011) . SI draws extensively on systems-based research, or the inter-disciplinary study of how plants, livestock, soil, water, and climate interact at plot, farm, and landscape levels, and how these interactions influence (and are influenced by) social and economic factors such as commodity prices, normative behaviors, institutions, and government interventions. SI technologies that result from this research are generally knowledge-intensive farm management approaches that balance modern inputs and improved cultivars with practices designed to conserve soil fertility, water, and biodiversity at both the farm and landscape levels.
In this paper, we examine the testing of several systems-based technologies in a research-fordevelopment program, the Africa Research in Sustainable Intensification for the Next Generation -Africa RISING (hereafter AR). The main aim of AR is to understand whether systems-based technologies that are tailored to smallholder farmers' local conditions and introduced in a sequential and participatory manner are more likely to be adopted by targeted beneficiaries and be scalable to similar populations and environmental settings. In Malawi, AR is testing these hypotheses with smallholders using a participatory action research approach described in detail later.
Our aim is to illustrate how the approaches being taken by the project, while possibly useful in strengthening the innovative capabilities of participating farmers and ensuring wide project coverage, cannot be used to say much about the efficacy or cost-effectiveness of SI, systemsbased technologies, or participatory approaches to encouraging adoption. Using a quasiexperimental design, we examine the socio-economic characteristics of households targeted by the project to evidence strong sample selection biases. We then use efficient-influence function and propensity score matching methods to provide preliminary evidence of the predicted effects of the project on maize yields and the value of harvest, noting how these predicted discussed in this paper will recognize the shortcomings of this terminology, thus we encourage its interpretation in the broadest terms only.
effects will likely fall short of the project's SI goals. Finally, we explore the implications of these findings for the project's scalability and demonstrate how household characterization is essential to improving targeting criteria and technology selection and to replicating the project across a broader population of farmers in Malawi and other countries and SI projects.
The remainder of this paper is organized as follows. Section 2 reviews the relevant literature to illustrate the complexity of systems-based technologies, the difficulties in evaluating their impact, and the resulting risks of investing in SI programs based on potentially biased evidence.
Section 3 outlines the research context, evaluation design, and data used in the analysis. Section 4 discusses our identification strategies and Section 5 presents regression results. Section 6 concludes the paper.
Literature review
System-based technologies
Evidence on the productivity and poverty effects of technological change in developingcountry agriculture has been built largely around a single class of innovations that we describe here as discrete, embodied technologies. These are products for which the underlying technological advantage resides in a tangible agricultural input and is directly realized by use of the input, typically within a single season. The most common examples are high-yielding cultivars and synthetic fertilizers. These technologies are often promoted as land scale-neutral packages that governments and markets can deliver with relative ease and farmers can readily integrate into their existing crop management practices. Furthermore, the impacts of these technologies on yields, returns, household food security, or national food staple production are relatively easy to measure, as demonstrated by many (Tilman et al., 2011; Pretty et al., 2011; Fan et al., 2011; Evenson and Gollin, 2003; Fan, 2000; Fan et al., 2000; Fan and Pardey, 1997) .
Systems-based technologies, on the other hand, are complex sets of tangible and intangible elements that are combined with scientific guidance to bring about desired outcomes. Some elements may be discrete, and easy to identify, for example, a specific crop variety or synthetic fertilizer, a technique for removing weeds or pruning trees, a recommendation for the spacing of plants, or a timetable for the rotation of crops. But what characterizes the systems-based approach is the way these elements interact in a system to create synergistic effects, productivity and sustainability outcomes that are greater than the sum of their discrete parts.
Consequently, descriptions of these technologies often consist of a series of steps to be taken or practices to follow. Any one of these practices might be advisable on its own, but to view the system as a complete technological innovation entails adopting all or most of its various components. Examples include integrated pest management, zero tillage wheat cultivation, and systems of rice intensification (Bennett and Franzel, 2013; Thierfelder et al., 2012; Giller et al., 2011&2009; Uphoff et al., 2010&2008; Senthilkumar et al., 2008; McDonald et al., 2008&2006; Van den Berg and Jiggins, 2007; Feder et al., 2004; Orr and Ritchie, 2004) .
A second commonality of systems-based technologies is their high degree of context specificity. Because the innovation exists at the level of a system and not at the level of a particular piece of equipment, cultivar, or chemical product, systems-based technologies require considerable adaptation to accommodate variation in the site at which they are adopted.
Indeed, such adaptation is essential, as the optimal way to manage a system in one location at one point in time is unlikely to be the same for a different set of agroecological and socioeconomic conditions. The exact specifications under which a system will function best on a given parcel of land, or the variant of the system that will best satisfy an individual farmer's preferences, are impossible to know a priori. Flexibility, though often not made explicit, is as crucial an aspect of any systems-based technology as any more clearly articulated rule or principle. Successful systems-based technologies provide a balance between clear, replicable, and transferable principles, and sufficient room for experimentation and adaptation. They offer precepts without prescriptions.
A third feature of systems-based technologies is that they place greater demands on farmers to learn new skills, revisit longstanding beliefs about agricultural practices, and adopt an experimental and empirically minded approach to farm management. In other words, they require the accumulation of capacity for learning, management, and adaptation. This notion of adaptive capacity is a central element in the study of complex adaptive systems (Hall and Clark, 2010; Nelson et al., 2007) . While the changes in cognition and behaviour associated with increases in adaptive capacity are sometimes considered as complementary to or supportive of the technology itself, they are more properly understood as essential components of the technology. A systems-based technology can no more function without a capable farm manager than it can without water or sunlight.
A fourth feature of systems-based technologies is their groundings in the concept of resilience.
The term "resilience" denotes the capacity of an ecological system to absorb perturbations, adapt to changes, and continue to function in a stable manner over time (Nelson et al., 2007;  systems in a similar manner (Levin et al., 1998; Folke, 2006) , and expanded to combine agroecological and socio-economic resilience into a single conceptual framework (for example, Van Ginkel, 2014; Tittonell, 2013) . In effect, systems-based technologies are applications of this combined resilience framework, or efforts to create sustainable production systems that are sufficiently robust to ensure that households, communities, and landscapes can withstand shocks, adapt to change, and continue to produce efficiently over time in a manner that ensures both food security and sustainable use of scarce natural resources.
All these features impose strict constraints on the probability and rate of adoption as identified by Rogers (2003) Sumberg et al. (2013) . Examples that are already highlighted in the discourse include practices as varied as integrated soil fertility management, integrated pest management, system of rice intensification, organic agriculture, minimum tillage, agroforestry, and conservation agriculture. And while very few of these technologies dispense entirely with improved cultivars or synthetic fertilizers, they do illustrate how the future of agriculture will likely be characterized by elements that are more intangible and disembodied from the technology, which in turn demands greater emphasis on farmer-led leaning and adaptation to their particular context.
Evidence and evaluation issues
Widespread adoption of systems-based technologies may rely on the accumulation of evaluative evidence on performance at the household and farm levels, particularly with respect to the decisions made by farmers who experiment with, refine and adopt (or not adopt, or disadopt) these technologies. While there are sound practical and theoretical reasons to believe that these systems-based innovations can be beneficial, there is still insufficient evidence on social and economic impacts. One reason for the lack of evidence is that systems-based technologies are simply difficult to measure. The technology must be readily identifiable and consistently applied by farmers for its impact to be measured and compared across individuals, farms and households.
But many of these new practices are contingent on high levels of site-and context-specificity, meaning that their successful application relies heavily on farmers' ability to adapt a complex set of cultivation and resource management techniques to the specific attributes of their own farm-its unique soil, water, and cropping conditions-and their own individual capabilities.
Farmer adaptation, in turn, renders every technology slightly different when put into practice and leaves the evaluator without a consistent intervention to measure. Arguably, the design and implementation of impact evaluations needs to somehow account for the learning processes that make these complex practices work, particularly when learning is itself a reflection of farmers' unobservable innovative capabilities-aspirations, inquisitiveness, or entrepreneurial tendencies, for example. Evaluation efforts become even more challenging when trying to examine determinants and effects of adoption of technologies by a group of progressive farmers who either self-select or are selected by program implementers using specific criteria that may not always be visible to the evaluator.
Previous studies that attempted to quantify the impact of systems-based technologies find evidence of positive impacts and highlight the difficulties involved in accurately measuring the underlying agronomic and socioeconomic determinants of adoption of these technologies and subsequent effects. Some of the studies include Bennett and Franzel (2013) , 2012) . But such studies are still relatively rare, indicating that empirical evidence remains in short supply on issues such as farm-level costs and benefits, determinants of adoption within heterogeneous populations, and adoption dynamics. There is also limited evidence on the role of wealth, education, market access, information asymmetries, and individual preferences on farmers' willingness to adopt.
In some instances, these complex questions relating to both embodied and systems-based technologies have been pursued in experimental settings that address issues of sample selection bias, confounding variables, and identification of causal relationships (Banerjee and Duflo 2008; Duflo et al., 2008) . Of course, the randomized controlled trials favored in these approaches have attracted criticism from economists (Deaton, 2009; Leamer, 2010; Barrett and Carter, 2010) . The willingness to explore this approach with systems-based technologies has also attracted strong criticism from agronomists who develop and promote these technologies, and whose focus on farmer adaptation and innovation processes puts them at odds with the more structured designs of randomized controlled trials (RCTs).
Arguably, the resistance to RCTs in the evaluation of systems-based technologies also stems from constraints imposed by the project funding cycle and the wider aid effectiveness debate.
When RCTs are used to evaluate the effectiveness of a large-scale rollout, they tend to slow down the capacity of project implementers from reaching large-scale outcome targets which, implicitly, frustrate the project donors who release funding against those targets. This is a likely outgrowth of the global discourse over development aid effectiveness which has boosted demand for tangible, numeric results from development programs. Achieving such results requires rapid rollouts of projects and technologies to (self-selecting) high-probability adopters, short project time horizons, rapid feedback to donor constituencies, and a growing culture of project management that puts numeric accomplishments over deeper understanding of complex development processes. The unintended consequences of this approach include the promotion of solutions-including systems-based technologies-without strong evidence of impact or cost-effectiveness. We explore these issues in the evaluation of a specific systemsbased innovations in Malawi described in greater detail below.
Impact evaluation of agricultural projects has been shown to pose several challenges (Lucas and Longhurst, 2010; IEG, 2011) . Ideally, an RCT could have been designed to evaluate how AR's approach in Malawi improves whole-farm productivity and other development outcomes.
Unfortunately, project expectations were such that the initial rollout was conducted by targeting non-representative groups of farmers: farmers who the implementers identified as early adopters, positive deviants, and model farmers who, through demonstration activities and peer effects, were expected to encourage wider adoption. Under such circumstances, any attempt to evaluate the project will run into several problems.
First, trying to evaluate impact by comparing participants with non-participants may reflect not only the impact of the innovations but also any innate difference between participants and nonparticipants (see Banerjee and Duflo, 2009 for general discussion). Self-selected beneficiaries are likely to have a wide range of characteristics, expectations, and perceptions that could determine whether and which type of innovations they adopt, as well as their realization of the potential benefits associated with those innovations. This in turn could overestimate impact on, say, crop yield since beneficiaries could have had a higher yield (than that of non-participants) even without the innovations.
Second, unless intervention sites and households are representative of the target rural population within which the menu of SI innovations are expected to be scaled up, external validity and extrapolation of impact will be compromised. In the case of AR Malawi, innovations are expected to be scaled up to reach a target rural population of approximately 6.6 million. One may observe high adoption of innovations and/or stronger impact among nonrandomly selected group of progressive farmers in a high agricultural potential area but adoption and/or impact could be low when attempt is made to promote these innovations in low agricultural potential areas, for example. Third, when an intervention involves both a new technology and an advisory (training/learning) component, as does AR Malawi, an ideal evaluation design should be able to disentangle the technology effects from the learning effects.
For the same reasons, an ideal evaluation design should be able to measure the potential spillovers on non-treated individuals who may come into contact with the treated (Angelucci and Di Maro, 2010) .
Research context, evaluation design, and data
Research context
Africa RISING is an agricultural research-for-development program that aims to promote sustainable intensification of smallholder farming. It was initiated in 2012 and is being implemented in Malawi, Tanzania, Zambia, Ethiopia, Ghana, and Mali (ILRI, 2012). Ground nut, maize fertilized with NPK and urea, soya bean, and pigeon pea are the four most common (mix of) innovations applied at a plot level. Common are also maize fertilized with NPK and Urea (and compost) and intercropped with a legume (pigeon pea, cow pea, or beans) and a system of "doubled-up" legume, where pigeon pea is intercropped with either soya bean or groundnut or ground nut is intercropped with either soya bean, cow pea, or beans (sometimes fertilized with NPK). Previous studies have shown these integrated innovations to improve soil fertility, yield and nutrition while at the same time reducing fertilizer requirements (Bioversity, 2014; Mhango, 2011; . The specific varieties of maize and legumes adopted by AR households are summarized in Table A1 in the Appendix.
Evaluation design
To examine project targeting criteria and address the evaluation challenges discussed in Section 2 to the extent possible, we employed a quasi-experimental evaluation design involving several steps.
3 First, to better understand the spatial pattern and homogeneity of the determinants of agricultural potential and stratify the target area by agro-ecologies, we use high-resolution geographic information system (GIS). After reviewing various biophysical and socioeconomic data layers summarized in Table A2 in the Appendix, we find elevation and temperature-adjusted rainfall to adequately capture the variability in the biophysical characteristics of the study area. Using these two variables, the study districts were stratified as shown in Figure A1 in the Appendix.
Second, and after identification of program target villages by project implementers, we sampled four sections that are not the focus of the project (control sections). Control sections were chosen such that they would lie within each homogeneous agricultural potential area as AR target sections, while distant enough from action sections to avoid potential contamination.
We then sampled 26 control villages using probability proportional to size. Third, we randomly sampled households both from control villages (hereafter "control" households) and AR target villages who were not directly targeted by the project (hereafter "non-beneficiary" households).
While the number of AR beneficiary households was determined by project implementers, the sample size for non-beneficiary and control households was informed by our power calculation While control households allow us construct the missing counterfactual to estimate project effects, non-beneficiary households allow us measure potential project spillovers. To the extent the project improves adoption of SI innovations and productivity also among non-beneficiary households, ignoring spillovers would lead to underestimation of project effect and its policy implications. Given the non-random selection of AR villages, comparison of outcomes for nonbeneficiary households (in AR villages) and control households (in non-AR villages) captures not only spillovers but also potential effects of project targeting. Given that our survey was conducted right after AR beneficiaries collected their first harvest as project beneficiaries (year zero), the time lapse might have been relatively short to allow strong spillovers. In which case, non-beneficiary households could serve us within-village control group and comparison of AR beneficiaries with this group could provide evidence on project effects. Table 1 shows a summary of the study sample by group and geographic area. A total of 1,149
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households were surveys of which 398 were AR beneficiary (all beneficiaries as of June 2013), 207 were non-beneficiary, and 544 were control. This sample came from 26 AR target and 28 control villages. A summary of village-level data shows that AR villages were slightly more remote and had lower (higher) population density (historical average rainfall), relative to control villages (Table 2) . Also, AR target villages also have better access to agricultural extension services and farmers' cooperative groups.
A summary of selected household-level socioeconomic variables in Table 3 suggests the existance of systematic difference between the non-randomly selected AR households and the other two (randomly selected) groups. For example, AR beneficiaries exhibit larger household size, higher average adult years of education, and are more likely to have a married and male household head than non-beneficiary and control households. AR households are also better off in terms of different indicators of wealth we considered, including land ownership-total area of parcels operated by the household-and an asset-based wealth index we computed through factorial analysis (principal-component factor method) capturing ownership of household and agricultural durable assets, livestock, and housing characteristics. Ar households are also more likely to have parcels near their residence. There is insignificant differences between the three groups with respect to average travel time to the nearest seed supplier as well as access to basic services. 5 In terms of agricultural input use during October 2012 to May 2013, AR households report using more fertilizer (both chemical and manure) and agricultural labor (person-days per hectare) than the other two groups. They are also more likely to have used improved maize, irrigation, hired labor, and practice intercropping. Value of harvest is higher for AR households, as is yield of maize (Malawi's main staple crop).
A summary of the farming systems of households in Figure 4 shows that AR households are more likely to combine maize with many legumes while control households are more likely to practice mono cropping (of maize) or combine maize with fewer legumes. A plot-level summary of adopted technologies in Figure 5 shows maize-beans intercropping to be the most common technology mix, followed by intercropping of maize with one or more of the other pulses (ground nut, soya bean, cow pea, or pigeon pea). Common is also a system of "doubledup" legumes where ground nut is intercropped with either soya bean or pigeon pea, especially among AR households.
These summary statistics demonstrate how AR households are systematically different from the wider population of farmers, on average, along the various dimensions we considered. The observed difference between AR households (and villages) and those randomly chosen from the population may also suggest other observed (but not measured) and unobserved differences that could affect technology adoption decisions and subsequent outcomes. This means that estimation of internally valid project effects requires controlling for pre-existing differences by building a valid counterfactual (Duflo et al., 2008; Burtless, 1995) . Given that project beneficiaries are not representative of the broader population of farmers, project scale up efforts and strategies will also need to be examined carefully. In the next section, we discuss the identification strategy we employed to quantity early effects using one wave of cross-section data collected about three months after AR households collected their first harvest as a project beneficiary.
Identification strategy
To examine differences in expected outcomes between AR beneficiary and control households as well as between the other possible pairs, we employ Cattaneo's (2010) and (τ) is the outcome when treatment type is τ. Assuming a linear functional form, the outcome equation can be specified as follows (omitting subscript ).
where is a vector of covariates expected to affect and ϵ is the error term. For each , observed vectors {= ( , (τ), )′} and {= ( (0), (1), (2))′} are assumed to be an independently and identically distributed (iid) draw from and ′ . While our random sampling of non-beneficiary and control households removes some of the systematic correlation between treatment assignment and observed and unobserved characteristics, purposive selection of AR villages and households illustrated above necessitates adjustment for possible pre-treatment differences between the three groups. Formally, the treatment probability can be modelled as follows.
where is a vector of covariates that could affect treatment type and whose elements may overlap with those of X and ε is the error term. Assuming selection on observables and common support condition, Cattaneo (2010) proposes two estimators of conditional means and quantiles of the potential outcome distributions based on a two-step generalized method of moments -inverse probability weighting (IPW) and efficient-influence function (EIF). The IPW estimator models only the selection probability in Equation 3 while the EIF estimator models both the selection probability and outcome equations by including an augmentation term in the latter to correct for potential misspecifications in the former (Cattaneo, 2010) . Both estimators involve estimation of the generalized propensity scores (GPS) in the first stage and inverse probability weighting of observed outcomes in the second stage when recovering parameters of the potential outcomes distributions. 6 The "doubly robust" EIF estimator is shown to produce consistent parameter estimates when either model is correctly specified while IPW estimates will be inconsistent if there is misspecification in the selection equation and the propensity scores thereof are biased (Cattaneo, 2010; Tan, 2010; Zhao, 2004) . 7 In this paper, we present EIF estimates and compute standard errors using bootstrapping (Cattaneo et al., 2013) .
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Assuming the errors in Equation 3 to be iid with logistic distribution, we estimate the following multinomial logit model using maximum likelihood.
where T measures the treatment status and the probability for the reference category, control group, is given by
. The vector includes variables that affect treatment probability including household size, sex and age of the household head, average adult education in the household, travel time to the nearest seed supplier, elevation, and asset-based wealth index, along with squared terms of the continuous controls. Since AR focuses on a variety of cultivars and different fertilizer application rates and almost all the study households grew maize during the reference period, we examine project effects on two main variablesthe value of harvest and maize yield during October 2012 -May 2013. For the value of harvest, we specify the following fixed effects model.
6 See Cattaneo (2010) for large sample properties of these estimators and Cattaneo et al. (2013) for implementation details in Stata software. 7 It is not clear which estimator (IPW or EFI) is more robust when both the outcome and the selection probability models are misspecified (Tan, 2010) . 8 We estimated conditional means and quantiles using IPW estimator and found IPW estimates to be consistently higher than the EIF estimates.
where is the value of harvest (in thousands of Malawi Kwacha -MWK);
is a vector of total agricultural inputs used during the reference period including operated land area (hectare), agricultural labor (person-days per hectare), and fertilizers (kilograms per hectare); is a vector of other household-level covariates including household size, age and sex of household head, average adult education, travel time to seed supplier, distance to basic services index, an index for agriculture-related wealth (excluding land), and elevation of the household's residence. 9 For maize yield, we specify the following fixed effects model.
where is maize yield (ton per hectare), is a vector of agricultural inputs applied on maize plots including labor (person-days per hectare) and fertilizers (kilograms per hectare) and use of improved maize seed, and other variables are as defined before. After estimating conditional means and quantiles using the EIF estimator, we recover expected average and quantile treatment effects through pair-wise comparison of estimated parameter (Cattaneo et al., 2013) . We estimate quartiles to examine potential heterogeneity along the distribution of the two variables. As a robustness check, we also present average treatment effects using propensity score matching using kernel and nearest neighbour matching (Rubin, 1974 Rosenbaum and Rubin, 1983; Abadie and Imbens, 2012) .
Results
Before presenting conditional means and quartile estimates, we first check whether each household has a positive probability of being in each treatment (the overlap assumption) and that there is no mass of observations with predicted probabilities too close to zero or one (Khan and Tamer, 2010). Figure 6 shows the estimated densities of the predicted probabilities that each type of household (beneficiary, non-beneficiary, and control) is a control (Panel A), nonbeneficiary (Panel B), and AR beneficiary (Panel C). Parameter estimates of the best fit multinomial logit model are reported in Table A3 in the Appendix. The overlap plots (Busso et al. 2013) show that the estimated conditional densities for each treatment type have most of their respective masses in the regions where they overlap. While there is no mass of observations at the extreme tails of these distributions, it is worth noting that for AR beneficiaries, there is a relatively high mass of predicted probability of being in the control towards the left tail of the distribution.
On the other hand, and as would be expected, for control households there is a relatively high mass of predicted probability of being a beneficiary towards the left tail of the distribution. 
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In addition to the traditional comparison between project beneficiaries and control households, comparing means and quartiles for beneficiaries and non-beneficiaries, while intricate, could provide some useful insights, given that former group is selected non-randomly and the latter is selected randomly both from within the same villages. If spillovers is expected to be negligible in year zero, given the relatively few months that lapsed between exposure of beneficiary households to AR and date of data collection, non-beneficiary households could potentially serve as a with-in village control, since it is highly likely for this group to not have been contaminated. In this case, observed differences between AR and "non-beneficiary control" households can be explained by either project effect or within village targeting of better-off households (or both) and not of village targeting. If both spillovers and targeting are at play, on the other hand, using non-beneficiary households to build the missing counterfactual 10 Note that pairwise differences in estimated quantiles will not correspond with the quantiles of the estimated differences unless the rank-preservation assumption holds (Cattaneo et al., 2013) . This condition will hold if the value of the outcome variable for unit i that corresponds with the ℎ percentile when all units receive treatment also correspond with the ℎ percentile when all units receive a different treatment ′ .
for beneficiaries would bias our estimates (upwards due to targeting of better-off households and downwards due to the use of households who indirectly benefited from the project as controls).
A statistically significant differences in, say, means of a variable for beneficiary and control households captures both the predicted effect of the project and targeting of better-off villages and/or households. Similarly, a statistically significant difference in means for non-beneficiary and control households captures potential effects of project targeting (of better-off villages, from which non-beneficiaries are randomly sampled) and potential spillovers. A statistically significant differences in, say, medians for beneficiary and control households tells us the difference between the median of the population potential outcome distribution of the variable if all households become a beneficiary and the median of the population potential outcome distribution if all households are in the control group.
Given the one wave of cross-section data used in this study, we caution the reader to interpret our "treatment effects" as a combined predicted effects of the innovations and project targeting.
Pair-wise differences of means and quartiles are reported in Table 4 . Differences of estimated means of value of harvest are significant only when we compare beneficiary and control households, worth about 43, 000 MWK. The difference in harvest value between beneficiary and control households is also found to be significant across all quartiles, with the highest difference observed for the median and third quartile. This implies potentially weaker effect of the project for households at the left tail of distribution.
For maize yield, we also find a statistically significant expected average and quantile effects when comparing beneficiary and control households. We find an expected average treatment effect of about 0.8 tonnes per hectare and quintile effects ranging from about 0.3 (first quartile) to 1.1 (third quartile), once again suggesting a relatively smaller effect on households at the left tail of the distribution. We also find a significant difference when comparing nonbeneficiary households (in project target villages) with control households, which maybe capturing systematic targeting of areas with higher maize yield potential.
Comparison of outcomes for AR and control households using propensity score matching (PSM) shows expected average treatment effects on value of harvested and maize yield that ranges between 42, 000 and 49, 000 MWK ( for AR beneficiary and non-beneficiary households also show a statistically significant (at the 5% level) ATE. PSM estimates of ATE effects on maize yield for the other two pair-wise comparisons (Table 5 , Columns 9-12) are all significant, especially when comparing nonbeneficiary household (in AR target villages) with control households.
Conclusion
Given the projected increase in the world's population and the corresponding increase in the demand for food, feed, and biofuel sources, efforts to ensure food security may need to expand beyond discrete, embodied technologies and their package approaches to delivery. This entails focusing on a more integrated-and arguably more complex-approaches to simultaneously improve yields and manage natural resources more sustainably. With such complexity come challenges in accurately measuring and learning about the adoption and effects of these approaches to help inform scaling up efforts as well as designing and targeting of subsequent interventions.
In this paper, we examine the targeting and expected effects of a systems-based sustainable intensification (SI) project in Malawi. This project aims to identify SI best-bet options that fit the needs of resource-poor farmers and hypothesizes that households will be in a better position to innovate, adapt, and adopt when empirical knowledge about SI is translated into action through participatory action research. To provide evidence on the causal effects of the project and potential spillovers, we have employed a quasi-experimental design involving nonrandomly selected AR beneficiary households, randomly selected non-beneficiary households (in project target villages), and randomly selected control households (in non-AR villages). We have complemented our evaluation design with detailed and fine-grained geographic information system to better characterize the study area.
Results suggest that AR beneficiary households show significantly different socioeconomic characteristics than randomly selected households, suggesting that systematic targeting plays an important role. Regression results that control for pre-treatment characteristics show higher value of harvest and maize yield both on average and across all quantiles of the potential outcome distributions for project beneficiaries, relative to control households. Results also 11 Propensity score histogram in Figure 9 generally confirm balanced propensity scores for each pair-wise comparison.
suggest a higher maize yield for non-beneficiary households (in project target villages) compared with control households. This finding could suggest potential systematic targeting of villages with high maize yield potential, especially considering the relatively short time lapse between exposure of AR households to SI innovations and the time of data collection that potentially renders spillovers (from AR households to non-beneficiary households in the same village) negligible. Our findings highlight the need to rethink the criteria for selection of farmers into systems-based innovations, something that could potentially bear severe implications upon scaling up.
While we are unable to disentangle the different effects that are at play and provide robust evidence based on a wave of cross-sectional data, the analyses presented here provided crucial insights about the project and highlighted the need for inventive identification techniques to discern direct project effects from that of targeting and spillovers. We hope to be able to address some of the limitations of this paper using end-line data to be collected from the same households at the end of the first phase of the project. Note. * Significant at 10%; ** significant at 5%; *** significant at 1%. Source. MARBES (2013) and other sources summarized in Table A2 in the Appendix. Columns 4, 5, and 6 report significance levels from diffrences of means tests between AR beneficiary (Column 1) and non-beneficiary (Column 2) households; AR beneficiary and control (Column 3) households, and non-beneificary and control households, respectively. * Significant at 10%; ** significant at 5%; *** significant at 1%. Source. MARBES (2013). 12 Note: The visibility of the density function in Figure 6 diminishes significantly when the document is transformed into a portable document format (PDF). Graphs of density functions in non-PDF formats are available upon request. Figure A1 . Site stratification
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