Introduction
In this paper we prove a decomposition formula for generalized theta functions which is motivated by what in conformal field theory is called the factorization rule.
A rational conformal field theory associates a finite dimensional vector space (called the space of conformal blocks) to a pointed nodal projective algebraic curve over C whose marked points are labelled by elements of a certain finite set. If we choose a singular point p in such a labelled pointed curve X, then we get a new pointed curveX by taking the partial normalization at p and marking all points which lie either over one of the marked points of X (old points) or over the singularity p (two new points). The factorization rule gives a canonical direct sum decomposition of the space of conformal blocks associated to X with its labelled marked points, such that the summands appearing in that decomposition are spaces of conformal blocks associated to the pointed curveX whose old marked points are labelled by the same elements as the corresponding points of X. The direct sum runs over a certain finite set of labellings of the two new points.
In the case of a Wess-Zumino-Witten conformal field theory associated to a simply connected semisimple algebraic group G and a natural number κ ≥ 1 Tsuchiya, Ueno and Yamada have given a mathematical definition of the spaces of conformal blocks in terms of the representation theory of the affine Lie algebra associated to G and they have shown that these spaces satisfy the factorization rule ( [TUY] , [U] , cf. also [So] for an overview). It has been conjectured by physicists and later proved by various mathematicians that the spaces of conformal blocks of Tsuchiya, Ueno, Yamada have an algebro-geometric interpretation: In the case of smooth labelled pointed curves they can be identified with spaces of global Partially supported by the DFG. sections (called generalized theta functions) of certain line bundles on the moduli space (or moduli stack) of G-bundles with parabolic structures at the marked points ( [F1] , [BL] , [LS] ).
If one tries to define generalized theta functions also for singular curves, one encounters the problem that in general the moduli spaces of G-bundles on such curves are non-compact. To my knowledge there does not exist in the present literature a suitable compactification of such moduli spaces (cf. however [F2] , [Sun2] , [Sun3] for some results in that direction). It is clear that in absence of such a compactification it is hard to make sense of the factorization rule as stated above purely in terms of generalized theta functions.
Generalized theta functions can also be defined on moduli of principal Gl n -bundles (or equivalently of vector bundles) and there the situation regarding compactification is much better: There exist at least two approaches to compactify the moduli space of vector bundles (of given rank and degree, say) on a singular curve. One construction uses torsion free sheaves ([Se1] , [N] , [F2] ), the other one works with certain vector bundles on modifications on the singular curve and has been introduced by Gieseker [G] in the rank two case and has been generalized to arbitrary rank by Nagaraj and Seshadri [NS] and myself [K2] . The torsion free sheaves approach works for arbitrary singularities; Gieseker's approach has up to now been carried out only for the case where the curve is irreducible with only one ordinary double point.
A version of the factorization rule for generalized theta functions has been formulated and proved by Narasimhan, Ramadas and Sun in the framework of moduli varieties of semistable torsion free sheaves of fixed rank and degree ( [NR] , [R] , [Sun1] , [Sun2] ). They also prove (at least for rank= 2 or genus≥ 4) that in case of a one-dimensional family of curves which is generically smooth and degenerates at one point to an irreducible nodal curve with one singularity, the spaces of generalized theta functions form the fibers of a finite rank vector bundle on the one-dimensional base.
In the present paper we prove a factorization rule for generalized theta functions on the moduli stack of Gieseker vector bundles on an irreducible curve with one node (a stack version of Gieseker's approach which I have constructed in [K2] ). Our result is somewhat stronger than the analogous result of Narasimhan, Ramadas and Sun, since we obtain a canonical decomposition, whereas the decomposition proved by those authors is non-canonical. We do not address here the question how the spaces of generalized theta functions vary in families.
Here is the main result of the paper (cf. Theorem 5.5):
Theorem: Let k be an algebraically closed field of characteristic zero. Let C 0 be an irreducible projective algebraic curve over k with one ordinary double point, letC 0 be its normalization and let p 1 , p 2 be the two points ofC 0 which are mapped onto the singular point of C 0 . Let Θ be the theta line bundle on GVB, the moduli stack of rank n Gieseker vector bundles on C 0 and let κ be a positive integer. Then there is a canonical isomorphism of k-vector spaces
Here PB is the moduli stack parameterizing vector bundles onC 0 together with full flags in the fibers at the points p 1 and p 2 and A ′ is a finite set (depending on κ) which parametrizes a set of line bundles Θ κ PB (a, b) on PB.
The main ingredient of the proof is a result from my earlier paper [K2] , which says that GVB has normal crossing singularities and that there is a diagram of algebraic k-stacks:
where VB is the moduli stack of rank n vector bundles onC 0 , the morphism f is a locally trivial fibration whose standard fiber is a certain canonical compactification KGl n of the general linear group Gl n and the morphism ν identifies the stack GVBD with the normalization of GVB.
In view of that diagram the strategy of the proof of the theorem is quite straightforward: We identify the space H 0 (GVB, Θ κ ) with the subspace of H 0 (GVBD, ν * Θ κ ) consisting of sections of ν * Θ κ whose values coincide at points which map onto the same point of GVB. We show that the line bundle ν * Θ is naturally isomorphic to f * Θ ⊗ ∆ whereΘ is the theta line bundle on VB and ∆ is a line bundle whose restriction to a fiber of f is fixed line bundle on the compactification KGl n . We then apply the result from [K3] where we have decomposed the cohomology of line bundles on KGl n in terms of irreducible representations of Gl n × Gl n . This yields a canonical decomposition
Finally we determine how the subspace H 0 (GVB, Θ κ ) of H 0 (GVBD, ν * Θ κ ) behaves with respect to this decomposition. It turns out that the composite morphism
is an isomorphism. The last arrow in this diagram is simply the projection induced by the inclusion of the finite sets A ′ ⊂ A(∆ κ ). The greater part of this work has been carried out during a stay at the Tata Institute of Fundamental Research in Bombay. Its hospitality is gratefully acknowledged.
Review of the cohomology of line bundles on KGl(E, F )
Let k be a field of characteristic zero. Throughout this section, S will denote a k-scheme (or more generally an algebraic k-stack). We fix two locally free O S -modules E and F . Let KGl(E, F ) be the compactification of Isom(E, F ) introduced in [K1] §9 and denote by f : KGl(E, F ) → S the structure morphism. Let
Lemma 2.1. We have the following canonical isomorphisms of invertible O KGl(E,F ) -modules:
Proof. For i ∈ [0, n − 1] we denote by g i and h i the bf-morphism
respectively. By Proposition 6.2 in [K1] these induce canonical morphisms
respectively. It follows that we have canonical morphisms
is nowhere vanishing and consequently g and h are isomorphisms. 
Let I, J ⊆ [0, n − 1] and let i 1 := min(I), j 1 := min(J) where it is understood that min(∅) = n. Assume i 1 + j 1 ≥ n. We denote by A IJ (L) the set of all elements (a, b) ∈ Z n × Z n , which have the following properties:
(1) a 1 ≤ a 2 ≤ · · · ≤ a n (2) n j=i+1 (a j − e) ≤ m i for all i ∈ [n − j 1 , n − 1] and equality holds for i ∈ I.
For abbreviation we will often write A(L) instead of A ∅,∅ (L).
and let I, J ⊆ [0, n − 1] be subsets with min(I) + min(J) ≥ n. Then the following holds: 1. The O S -module (f IJ ) * i * IJ L is locally free and comes with a canonical decomposition as follows:
where f Fl : Fl → S denotes the structure morphism. 2. The decomposition stated in 1. is compatible with restriction in the sense that the following diagram commutes:
where the lower arrows are the canonical projection and inclusion morphisms induced by the
where m ′ i ≤ m i and l ′ j ≤ l j and equality holds, if i ∈ I and j ∈ J respectively. The following diagram commutes:
where the upper horizontal arrow is induced by the section
Proof. This is an easy consequence of the main result in [K3] .
Complements on modifications of pointed nodal curves
Let S be an arbitrary base scheme. In this section we present some constructions which yield two-pointed nodal curves over S.
By definition, a two-pointed nodal curve over S is a tuple (s 1 , C, π, s 2 ), where π : C → S is a projective finitely presented flat morphism whose geometric fibers are reduced curves with only ordinary double points as singularities and where s 1 and s 2 are sections of π, whose image is contained in the smooth locus of π. We will often write (s 1 , C, s 2 ) instead of (s 1 , C, π, s 2 ).
Definition 3.1. Let (s 1 , C, s 2 ) and (t 1 , D, t 2 ) be two-pointed nodal curves over S. Then we define the two-pointed nodal curve
where B is the curve (C ⊔ D)/(s 2 = t 1 ) and the sections r 1 , r 2 are defined by r 1 : S
Definition 3.2. Let L 1 and L 2 be two line bundles on S. We denote by |L 1 , L 2 | the twopointed nodal curve (s 1 , C, π, s 2 ), where C := P(L 1 ⊕ L 2 ) and s i : S → C is defined by the invertible quotient L 1 ⊕ L 2 → L i for i = 1, 2. 
Proof. This follows easily from the universal property of P(L ⊕ M).
Definition 3.4. Let (s 1 , C, s 2 ) be a two-pointed nodal curve over S and let M be a line bundle on S and µ a global section of M. Then we denote by
the two-pointed nodal curve (r 1 , B, r 2 ), where (B, r 1 ) is the simple modification of (C, s 1 ) associated to the data (M, µ) (cf. [K2] 5.3) and r 2 is defined as the composition r 2 : S
for the two-pointed nodal curve (t 1 , D, t 2 ), where (D, t 2 ) is the simple modification of (C, s 2 ) associated to the data (M, µ) and t 1 is defined by the composition t 1 : S
In situations where no doubts as to µ are likely to arise, we will sometimes write M ⊣ (s 1 , C,
Remark 3.5. Let notation be as in 3.4. By construction there is a canonical S-morphism
Let M be a line bundle on S with zero section 0 and let (s 1 , C, s 2 ) be a twopointed nodal curve. Then we have canonical isomorphisms of two-pointed nodal curves as follows:
s 2 ) Let f : B → C be the morphism, whose restriction to P(M ′ ⊕O S ) is the structure morphism to S composed with the section s 1 and whose restriction to C is the identity morphism. Clearly (f : B → C, r 1 ) is a simple modification of (C, s 1 ). Furthermore, by 3.
The other isomorphism follows completely analogously.
Lemma 3.7. Let L, M be two line bundles on S and let µ be a global section of M. Then there is a canonical isomorphism of two-pointed nodal curves as follows:
and q is the tautological invertible quotient on C = P(J ). It is easy to check that the morphism p • j is surjective. Hence the morphism u := q • f * 1 p • f * 1 j is surjective and defines a morphism
It is not hard to see that the pull-back by s and t of the epimorphism u identifies with
By considering the case where S is the spectrum of a field one verifies that (C, s) is a simple modification of (C 2 , s 2 ).
Clearly
The lemma now follows from [K2] 5.3. 
is canonically isomorphic to the two-pointed nodal curve
Proof. This follows by a q-fold application of lemma 3.7.
A remarkable set of isomorphisms
Let k be an algebraically closed field of characteristic zero. Let C 0 be an irreducible projective curve over k which is smooth except for one ordinary double point p ∈ C 0 (k). In [K2] we constructed the moduli stack GVB = GVB(C 0 /k) of Gieseker vector bundles on the curve C 0 . Let (C, E) be the universal Gieseker vector bundle over GVB and denote by π : C → GVB the projection. In [K2] we showed that the closed substack GVBD of C which parametrizes points in which π is non-smooth is naturally isomorphic to the normalization of GVB and can be interpreted as the moduli space of what we call "Gieseker vector bundle data".
LetC 0 be the normalization of C 0 and let p 1 , p 2 be the two k-valued points ofC 0 lying above the singular point p. Let VB be the moduli stack of vector bundles onC 0 and denote byπ :C 0 × VB → VB the projection onto the second factor. Let E and F be the pull back of the universal vector bundle onC 0 × VB via the section ofπ induced by the point p 1 and p 2 respectively. The main result in [K2] is the construction of a canonical isomorphism between KGl := KGl(E, F ) and the normalization GVBD of GVB. In particular, we have a natural morphism
In what follows, we will use the notation from the previous section applied to the special situation S = VB. However we will write PB instead of Fl for the stack (over VB) which parametrizes rank n vector bundles onC 0 together with full flags in the fibers at p 1 and p 2 . The letters PB stand of course for parabolic bundles. We are going to exploit the fact that under the morphism ν certain of the strata O I,J of KGl are identified.
We begin by defining the sets
The first set is familiar from section 2. It parametrizes the different strata of KGl(E, F ). The letters GI stand for "generalized isomorphism". The second set parametrizes types of Gieseker vector bundles as we will now explain. Let K be a field extension of k and let (X, F ) be a Gieseker vector bundle over K. Then X is a modification of C 0 ⊗ K which is either C 0 ⊗ K itself or of the form:
If X = C 0 ⊗ K, we say that (X, F ) is of type () or of generic type. Otherwise the type of (X, F ) is defined to be d = (d 1 , . . . , d q ) where q is the length of the inserted chain R 1 ∪· · ·∪R q of projective lines in X and d i :
We define a mapping (GI-types) → (GVB-types) by sending (I, J) to the tuple d = (d 1 , . . . , d r+s ), where I = {i 1 , . . . , i r } and J = {i 1 , . . . , j s } with 0 ≤ i 1 < · · · < i r < i r+1 := n and 0 ≤ j 1 < · · · < j s < j s+1 := n and d is defined by
This mapping can be usefully visualized by the following picture: 3. Let (I, J) be a GI-type, where I = {i 1 , . . . , i r } and J = {j 1 , . . . , j s } with 0 ≤ i 1 < · · · < i r < i r+1 = n and 0 ≤ j 1 < · · · < j s < j s+1 = n .
Let t := n − i ℓ for some ℓ ∈ [1, r + 1]. Then we define
Observe that in terms of the picture ( * ) this is just a shift by t to the right. In particular we have (I, J) + t ∼ (I, J). Analogously, for t := n − j ℓ for some ℓ ∈ [1, s + 1] we define (I, J) − t as a shift by t to the left. 4. It is clear that for each GVB-type d there is a unique subset J d ⊆ [0, n − 1] such that (∅, J d ) maps to d. For example, if d = (1, . . . , 1) (n entries), then J d = [0, n − 1]. J 1 ) and the following diagram commutes:
be a GI-type and let d be the associated GVB-type. Let ι := min(I ′ ) and let
Proof. 1. Let (I ′ , J ′ ) be a GI-type and let d be the associated GVB-type. Obviously it suffices to establish a canonical isomorphism β I ′ ,
Let S be a k-scheme and let (F , Φ) be an S-valued point of O ∅,J , where F is a vector bundle of rank n onC 0 × S and Φ is a generalized isomorphism
[K1] 9.1). Let ((s 1 , C, s 2 ); G, ϕ) be the Gieseker vector bundle data associated to (F , Φ) by the canonical isomorphism KGl → GVBD (cf. [K2] 9.5). Here (s 1 , C, s 2 ) is the two-pointed nodal curve (A n−1 , a n−1 ) ⊣ · · · ⊣ (A 0 , a 0 ) ⊣ (p 1 ,C 0 × S, p 2 ) ⊢ (B 0 , b 0 ) ⊢ · · · ⊢ (B n−1 , b n−1 ) (written in the notation from section 3), G is a vector bundle on C and ϕ is an isomorphism
We may assume that s ′ := ♯J ′ < ♯J, since otherwise we have (I ′ , J ′ ) = (∅, J), in which case we set β I ′ ,J ′ := id. Let j 1 < · · · < j ♯J be the elements of J, let ι := j s ′ +1 and let
Since the sections a 0 , . . . , a n−ι−1 are nowhere vanishing and since we have r * 2 O B (−r 2 ) = ι−1 i=0 B i (cf. 3.5, here we make use of the identification mC 0 ,p 2 /m 2C 0 ,p 2 = k), it follows from 3.6 that we have (s 1 , C, s 2 ) = (r 1 , B, r 2 )⊥(t 1 , D, t 2 ). Let (s ′ 1 , C ′ , s ′ 2 ) := (t 1 , D, t 2 )⊥(r 1 , B, r 2 ). Since by 3.8 we have
(1) (for i = ι we have made use of the identification mC 0 ,p 1 /m 2C 0 ,p 1 = k and the fact that the a 0 , . . . , a n−ι−1 are nowhere vanishing) and
(2)
is a Gieseker vector bundle data over S, whose associated Gieseker vector bundle is obviously canonically isomorphic to the one associated to ((s 1 , C, s 2 
which is easily seen to be an isomorphism. The property ν I ′ ,J ′ • β I ′ ,J ′ = ν ∅,J follows immediately from the construction.
2. This follows easily from the construction given in 1. (1) and (2) above. [K3] show to be false.
This follows from equations

Decomposition of generalized theta functions
We keep the notation from the previous section. In particular, (C, E) is the universal Gieseker vector bundle over GVB and π : C → GVB is the projection onto the base. We denote byẼ the universal vector bundle onC 0 × VB and byπ :C 0 × VB → VB the projection onto the second factor. Let Θ := det Rπ * E andΘ := det Rπ * (Ẽ) be the theta line bundle on GVB and on VB respectively. Our convention for the determinant of the cohomology is such that for a curve X and a vector bundle F on X we have det H(X, F ) = (det H 0 (X, F )) −1 ⊗ det H 1 (X, F ).
We fix a positive integer κ. Our aim is to decompose the space
canonically into a direct sum, where the summands are related toΘ. The following proposition tells us that we can regard H 0 (GVB, Θ κ ) as a subspace of H 0 (KGl, ν * (Θ κ )).
Proposition 5.1. Let L be a line bundle on GVB. Then the canonical homomorphism 
We need the following lemma, which is probably well-known, but for which I did not find a reference.
Lemma 5.2. Let k be a field, let X be a smooth k-scheme and let X 0 ⊂ X be a divisor with normal crossings. Let X 1 → X 0 be the normalization of X 0 and let L 0 be an invertible O X 0 -module. Then the following sequence is exact:
/ / H 0 (X 2 , L 2 ) Here X 2 denotes the fiber product X 1 × X 0 X 1 and L i is the pull back of L 0 by the morphism X i → X 0 for i = 1, 2. The arrows are the obvious ones.
Proof.
Step 1: Assume X = Spec (R), where R is a regular local ring and X 0 = Spec (R 0 )
, the elements x 1 , . . . , x m form a regular system of parameters for R and r ∈ [1, m].
By [EGA II] 6.3.8 we have X 1 = Spec (R 1 ) where R 1 = r i=1 R/(x i ) and it follows that X 2 = Spec (R 2 ) where R 2 = r i,j=1 R/(x i , x j ). We have to show the exactness of the sequence
Since a regular local ring is a unique factorization domain, any element of R which is divisible by all x i for i ∈ [1, r] is also divisible by the product r i=1 x i . This implies the injectivity of R 0 → R 1 .
Let (f i ) i∈ [1,r] be a family of elements in R with f i ≡ f j mod (x i , x j ) for i, j ∈ [1, r]. We have to show that there exists an element f of R with f ≡ f i mod (x i ) for all i ∈ [1, r]. If r = 1, this statement is trivial, so assume that r > 1 and that there exists f ′ ∈ R with f ′ ≡ f i mod (x i ) for i ∈ [1, r − 1]. By assumption we have f ′ − f r ≡ g i x i mod (x r ) for i ∈ [1, r − 1] and suitable g i ∈ R. But the ring R/(x r ) is regular local and thus a unique factorization domain and x 1 , . . . , x r−1 represent prime elements in R/(x r ). Therefore it follows that
x i = f r − hx r has the required property.
Step 2: Assume that X 0 ⊂ X is a divisor with strict normal crossings.
( * )
where for a X 0 -scheme Y we denote by H 0 (Y ) the space of global sections of the pull back of L 0 to Y . Since the morphisms X ′ i → X i are etale coverings for i = 0, 1, 2, the columns of this diagram are exact. Since X ′ 0 and X ′′ 0 are divisors of strict normal crossings in X ′ and X ′ × X X ′ respectively, the second and third row in this diagram is also exact by step 2. The exactness of the first row follows from this.
Proof. (of the proposition 5.1).
For abbreviation we set X 0 := GVB and X 1 := KGl. Let X ′ 0 → X 0 be a presentation of GVB, i.e. X ′ 0 is a scheme and X ′ 0 → X 0 is a smooth surjective morphism. Let X ′′ 0 := X ′ 0 × X 0 X ′ 0 and X 2 := X 1 × X 0 X 1 . Let X ′ i := X i × X 0 X ′ 0 and X ′′ i := X i × X 0 X ′′ 0 for i = 1, 2.
where L 2 is the pull back of L to X 2 , is also exact. From theorem 9.5 and the proof of 4.9 in [K2] we know that KGl can be identified with the locus Σ in the universal curve C where the projection C → GVB fails to be smooth. Therefore we have X 2 = Σ × GVB Σ and this is easily seen to be isomorphic to the disjoint union of KGl and Σ ′ where ((s 1 , C ′ , s 2 ), E ′ , φ) is the universal Gieseker vector bundle data on KGl and Σ ′ ֒→ C ′ is the locus where the morphism C ′ → KGl fails to be smooth.
From the construction which gives the isomorphism GVBD ∼ → KGl (cf. [K2] , Theorem 9.5) it is not difficult to see that Σ ′ is isomorphic to the disjoint union of all O {p},∅ , O ∅,{p} (p ∈ [0, n − 1]). In particular, we have an isomorphism:
Let pr 1 , pr 2 : X 2 = X 1 × X 0 X 1 → X 1 = KGl be the two projections. It is easy to see that we may chose the isomorphism (KGl ⊔ Σ ′ ) ∅,{p} are inverse to each other, it finally follows that the following sequence is exact:
We will now study the space H 0 (KGl, ν * (Θ κ )). As a first step we compute the line bundle ν * (Θ). The result is as follows:
Proposition 5.3. We have a canonical isomorphism of line bundles on KGl(E, F ):
where f is the morphism KGl → VB and where
Proof. Let ((s 1 , B, ρ, s 2 ) , G, ϕ) be the pull back by the isomorphism KGl → GVBD of the universal Gieseker vector bundle data on GVBD (cf. [K2] 9.5). Here (s 1 , B, ρ, s 2 ) is a twopointed nodal curve, G is a vector bundle on B and ϕ is an isomorphism s * 1 G ∼ → s * 2 G. Let (C ′ , E ′ ) be the Gieseker vector bundle over KGl, associated to ((s 1 , B, ρ, s 2 ); G, ϕ) (cf.
[K2] 4.9). By definition C ′ is the curve arising from B by identifying the two sections s 1 and s 2 and E ′ is the vector bundle on C ′ constructed from G by identifying s * 1 G with s * 2 G via ϕ. Thus we have a diagram of schemes as follows:
where h and g are the canonical projections,π ′ and π ′ are the structure morphisms and s is the section of π ′ defined by s := g • s 1 = g • s 2 .
It is clear that we have ν * Θ = det(Rπ ′ * E ′ ). From the canonical exact sequence of O C ′modules 0 → E ′ → g * G → s * s * E ′ → 0 and the fact that R 1 g * G = 0 (cf. [Kn] , Cor 1.5) we get the canonical isomorphism
The canonical exact sequence of O B -modules
LetẼ ′ := (idC 0 × f ) * Ẽ . Since by [K2] 9.1 we haveẼ ′ = (h * G(−s 1 − s 2 ))(p 1 + p 2 ), it follows that there is a canonical exact sequence of OC 0 ×KGl -modules
From this sequence, the fact that R 1 f * G(−s 1 − s 2 ) = 0 (cf. [Kn] , Cor 1.5) and the equalities p *
1Ẽ ′ = f * E and p * 2Ẽ ′ = f * F it follows that we have canonically:
Theorem 5.5. There is a canonical isomorphism
where A ′ is the set of all (a, b) ∈ Z n × Z n with 0 ≤ a 1 ≤ · · · ≤ a n ≤ κ − 1 and b i = κ − a n−i+1 for i ∈ [1, n].
The remaining of this section is devoted to the proof of theorem 5.5.
Definition 5.6. For p, q ∈ [0, n] with p + q ≥ n we set
Remark 5.7. 1. Let (I, J) be a GI-type and let p := min(I) and q := min(J). Then by 5.4 we have a canonical isomorphism
2. For p, p ′ , q, q ′ ∈ [0, n] with p ≤ p ′ , q ≤ q ′ and p + q ≥ n we have A p,q ⊆ A p ′ ,q ′ . Furthermore we have A n,n = A(∆ κ ), and A ′ n,n = A ′ is the set which appears in theorem 5.5. 3. Let p, q ∈ [0, n] with p + q ≥ n. Then A p,q is the disjoint union of the sets A ′ i,q , where i runs through [n − q, p]. Therefore we have V p,q = p i=n−q V ′ i,q . It follows that V p,q = V ′ p,q , if p + q = n and V p,q = V ′ p,q ⊕ V p−1,q , if p + q > n.
Definition 5.8. 1. Let p, p ′ , q, q ′ ∈ [0, n] with p ≤ p ′ , q ≤ q ′ and p + q ≥ n. Then we denote by {p},∅ ) • from 5.1 are equal (via the identification 5.7.1) to the morphisms σ n,n p,n , σ n,n n,p and β p,n n,p respectively. Thus H 0 (GVB, Θ κ ) can be identified with the subspace of all θ ∈ V n,n which have the property that β p,n n,p σ n,n p,n θ = σ n,n n,p θ for every p ∈ [0, n − 1]. 2. The following equalities are trivially verified:
and π p,q • σ p ′ ,q ′ p,q = τ p ′ ,q ′ p,q • π p ′ ,q ′ .
Lemma 5.10. Let p ∈ [0, n]. Then the isomorphism β p,n n,p : V p,n ∼ → V n,p maps the subspace V ′ p,n onto the subspace V ′ n,p .
Proof. For p = n the assertion is trivial, so let p ∈ [0, n − 1]. Assume for a moment that there exist line bundles where the vertical arrows are induced by the inclusions A ′ p,n ֒→ A p,n and A ′ n,p ֒→ A n,p . This clearly implies the lemma.
Thus it remains only to prove the existence of M and M ′ . For this, let c, c ′ ∈ Z n be defined by After these preparations we now come to the proof of theorem 5.5. I claim that the composite morphism H 0 (GVB, Θ κ ) / / H 0 (KGl, ν * Θ κ ) = V n,n πn,n / / V ′ n,n = (a,b)∈A ′ H 0 (PB, Θ κ PB (a, b))
is an isomorphism. To prove injectivity, let θ ∈ V n,n be an element in the kernel of π n,n , which satisfies the condition stated in 5.9.1. We have to show that θ = 0. Since V n,n = n p=0 V ′ p,n it suffices to show that π p,n σ n,n p,n θ = 0 for all p ∈ [0, n]. We do this by induction on p. For p = 0 we have β 0,n n,0 σ n,n 0,n θ = σ n,n n,0 θ = π n,0 σ n,n n,0 θ = τ n,n n,0 π n,n θ = 0 , which implies π 0,n σ n,n 0,n θ = σ n,n 0,n θ = 0. Now let p > 0 and assume π q,n σ n,n q,n θ = 0 for all q ∈ [0, p − 1]. This implies that σ n,n p,n θ is in fact contained in V ′ p,n . Therefore by 5.10 we have that β p,n n,p σ n,n p,n θ = σ n,n n,p θ is contained in V ′ n,p . But this implies β p,n n,p σ n,n p,n θ = π n,p σ n,n n,p θ = τ n,n n,p π n,n θ = 0 and thus π p,n σ n,n p,n θ = σ n,n p,n θ = 0. It remains to prove surjectivity. Let θ ′ be an element of V ′ n,n . For p ∈ [0, n] let θ ′ p ∈ V ′ p,n be defined inductively by the property β p,n n,p θ ′ p = τ n,n n,p θ ′ − p−1 q=0 π n,p β p,n n,p θ ′ q
