Visual surveillance in dynamic scenes is currently one of the most active research topics in computer vision and many existing applications are available. However, difficulties in realizing effective video surveillance systems that are robust to the many different conditions that arise in real environments, make the actual deployment of such systems very challenging.
Introduction
Visual surveillance in dynamic scenes is currently one of the most active research topics in computer vision. There is a wide spectrum of promising applications for automatic detection of objects motion and behaviors (see [20] for a survey). Among them, Pfinder [33] is a real-time system for tracking people and interpreting their behavior in an indoor environment while W4 [19] detects and tracks people outdoor. However, very often these applications are only prototypes and their use is limited to very special conditions. For example, Pfinder explicitly employs several domain-specific assumptions to make the vision task tractable and when these assumptions break, the system degrades its performances; W4 is evaluated in a parking lot that is a quasi static experimental scenario. Indeed, the majority of the outdoor applications consider only street scenarios where the background (i.e., the street) is mostly static and visual changes due to varying light conditions are limited.
The main difficulty in realizing effective video surveillance systems that can reliably work in real conditions is the need of implementing techniques that are robust to the many different conditions that arise in real environments. In order to develop an effective and robust video surveillance system it is important both to develop good solutions for all the video analysis phases: i.e., image segmentation, object detection and tracking, and to integrate these techniques in a proper way.
In this article we present ARGOS: a real, unique and pioneer video surveillance system for boat traffic monitoring that is in use to monitor the Gran Canal of Venice in Italy. Our system is able to build a reliable background model of the water channel and to track the boats navigating the channel with good accuracy (as our experiments demonstrate) in real-time. The system runs continuously 24 hours a day, 7 days a week, day and night in the city of Venice. With respect to a classic vehicle traffic monitoring system, we deal with an intrinsic non static background due to waves, sun reflections on the water, high and low tide. Furthermore, in a water channel there are neither forced driving lanes (boats can navigate both on the left and on the right) nor side lane delimiters, the dimensions and shapes of the boats navigating the channel may vary from the smallest gondolas up to the biggest ferry boats and it is not rare that half of the image from a camera is occupied by large boats. Finally, ARGOS requirements include the need of estimating the world position of each tracked boat and camera calibration has been employed to transform image coordinates to world referenced (Gauss-Boaga) coordinates. This calibration has been performed with the help of a differential GPS mounted on a boat. But also this phase is more difficult in water scenario, since a boat cannot stay perfectly still and tide varies up to 2 meters during the year, thus introducing a noise in this transformation.
We describe all the components of the ARGOS system and we discuss the choices made in order to realize a robust and efficient system. An extensive experimental evaluation has been performed in order to assess the performance of the system in real operating conditions. Very often they have been performed on-line during the real execution of the system and not off-line on pre-stored data sets. The real data used in the experiments create very interesting and challenging real data sets that may be used as benchmarks for many video surveillance modules. It is our intention to provide these data sets available for comparison of different methods.
The article is organized as follows. After a brief overview of the ARGOS project given in Section 2, we will relate our work with respect to the state-of-the-art in the field in Section 3. Then we describe the two main processes of our system: Image Segmentation (Section 4) and Multi-Object Tracking (Section 5). Section 6 briefly describes the user front-end, while the experimental evaluation of our system is reported in Section 7, and conclusions are drawn in Section 8.
Overview of ARGOS project
Wave motion has been recognized as one of the major causes of damage to the basement structures of historical buildings in Venice. Since 1960's the Venetian Municipal Authorities have been involved in defining rules and tradeoffs suitable for the need of both mobility of goods, inhabitants and tourists and preservation of historical heritage. Strict traffic behavior rules (such as speed limits), though, were proven to be only partly effective, due to the lack of continuous and autonomous traffic monitoring systems.
The ARGOS project [6] The ARGOS system controls a waterway of about 6 km length, 80 to 150 meters width, through 14 survey cells, as shown in Figure 1 left. All the survey cells are connected through a wireless network to the Control Center, providing for a unified view of the whole Grand Canal waterway. Each survey cell, installed just below the roof of several buildings leaning over the Grand Canal (see Figure 1 right), is composed of 4 optical sensors: one central wide-angle (90 degree), orthogonal to the navigation axis, two side deep-field cameras (50-60 degree), and one PTZ camera for the automatic high-resolution tracking of selected targets. The resulting overall view field of each cell along the waterway could stretch over 250-300 meters end-to-end. The four cameras are connected to a local computer where images are processed through a set of processing modules that are described in the following sections of this article. From an analysis of balancing between tracking and computational performance, we found out the best trade-off was to process 640×480 color images. Therefore a single machine (PC with an Intel Core 2 Duo 2.4 GHz CPU) is used to process three streams of 640×480 images. The main ARGOS functions are: optical detection and tracking of moving targets present in the field of view of each survey cell; computing position, speed and heading of any moving target observed by a cell; automatic detection of a set of predefined events; transmission of data and video stream to the Control Center.
These functions have been implemented in a video analysis software that runs on each survey cell and tracks all the boats in the range of the cell. The information about position and speed of each tracked boat as well as specific events are sent to the Control Center together with the image stream. The Control Center is then responsible for elaborating statistics of traffic, presenting to the end-user a representation of interesting events (e.g., speed-limit), recording video data, accepting temporal and geo-referentiated queries and playing back past events. Live information about traffic in Venice are provided through the web site www.argos.venezia.it.
ARGOS is integrated with the SALOMON system, that, since 1990's, equipped the public water-bus fleet with differential GPS receivers. SALOMON system was proven to be very effective and precise; however, because of the need of a permanent installment of the intelligent navigation unit on the boats, its use is currently limited to the major resident fleets only. The integration between ARGOS and SALOMON has been very useful for evaluation purposes, since it has been possible to directly compare in the real environment position and speed of boats tracked with the ARGOS system with the values from the differential GPS receivers, thus allowing for a precise measure of position and speed errors of the ARGOS system (see Section 7).
Related Work
Video-surveillance systems have been extensively experimented for observing and tracking vehicles and people in dynamic scenes (see [13, 20] ). While such systems enable robust foreground segmentation under a wide range of conditions, they cannot accommodate background clutter that exhibits high spatiotemporal correlation as water. Indeed, in water-based scenarios, waves caused by wind or by moving vessels (wakes) form highly correlated moving patterns that confuse traditional background analysis models [1] .
Some works [1, 26, 29, 34] have specifically considered water background modeling (see Section 3.1). However, they lack an accurate and probing evaluation activity and none of them can meet our real time requirements (only [26] claims quasi real-time performance).
On the other hand, there are several systems that tracks boats or ships in real time, but they rely on GPS units (Automatic Identification System) mounted on the vessels 1 , that are not available in our case. Moreover, the use of satellite images is again not suitable for detecting small boats like the ones travelling in Venice Grand Canal.
The ARGOS system presented in this paper has demonstrated to be an effective boat tracking system for water scenario and it is based only on images taken by a number of standard video cameras. As many other video-surveillance systems, the main components of our system are image segmentation and multi-object tracking. The next subsections thus highlight the relationship of our solution with the state-of-the-art in these fields.
Image segmentation on water background
While there are many general approaches to image segmentation with dynamic background, only a few of them have been tested on water background.
As suggested in [1] , for dealing with water background it is fundamental to integrate a pixel-wise statistical model with a global model of the movement of the scene (for example, optical flow). In fact, the background model needs to be sensitive enough to detect movement of objects that are of interest, adapting to long-term lighting and structural changes (e.g., objects entering the field of view and becoming stationary). It needs also to rapidly adjust to sudden background changes. Combining the statistical model with the optical flow computation allows to satisfy simultaneously both the sensitivity to foreground motion and the ability to model sudden background changes (waves and boat's wakes). However, the approach proposed in [1] seems too computationally demanding and the performance are not assessed with extensive experiments.
In [26] , a method for background modeling that is able to account for dynamic scenes is presented. The central idea is to generate a prediction mechanism that can determine the actual frame using the k latest observed images. Ocean waves are considered as an example of a scene to be described as dynamic and with non-stationary properties in time. The system works at 5 frames per second with 320×240 images and it seems again too computationally demanding for our purposes (i.e., processing three 640×480 video streams on a single machine).
In [29] , a method to determine real world scale as well as other factors, including wave height, sea state, and wind speed, from uncalibrated water video is proposed. Fourier transforms of individual frames are used to find the energy at various spatial frequencies. Principal component analysis (PCA) of the whole video sequence followed by another Fourier transformation is used to find the energy at various temporal frequencies. This approach works only for water waves in the open ocean due to some assumptions on wavelengths that are obviously not true in a narrow water channel with high boat traffic as the Grand Canal is.
Zhong and Sclaroff [34] propose an algorithm that explicitly models the dynamic, textured background via an Autoregressive Moving Average (ARMA) model. Unfortunately, this approach is not usable in real time application, since the authors claim a computational speed of 8 seconds per frame.
The many approaches on image segmentation with dynamic background can be generally classified into two categories [10] : those that build generative models for the background scene and those that model the background distribution with a nonparametric form. The simplest, but still effective, generative approaches are Adjacent Frame Difference (FD) [32] and Mean-Filter (MF) [32] . As its name suggests, FD operates by subtracting a current pixel value from its previous value, marking it as foreground if absolute difference is greater than a threshold. MF computes an on-line estimate of a Gaussian distribution from a buffer of recent pixel values either in the form of single Gaussians (SGM) [33, 21] or mixture of Gaussians (MGM) [16, 30, 15] or using others approaches (median [12] , minimum-maximum values [19] , etc.).
Non-parametric methods maintain a background distribution for a pixel based on a list of past examples, using kernel density estimates (KDEs) [14, 15, 25] . As stated in [10] , FD is the worst approach for computing dynamic background, while a major drawback of non-parametric approaches is that they ignore the time-series nature of the problem. Moreover, KDE requires training data from a sequence of examples that have a relatively clean background.
In our system we have implemented a mean-filter method based on mixture of Gaussians, integrated with an approximated online clustering mechanism (see Section 4). Although some experiments [17] report slightly better performance of SGM with respect to MGM, in our application we have experimented a different trend, with MGM having better performance. We believe that the water background has quite different characteristics of the indoor scenarios used in [17] for such a comparison.
Multi-object Tracking
Multi-Object Tracking (MOT) is an active research field and many technical solutions have been presented and compared. The joint probabilistic data association filter (JPDAF) [4] , and its many variants, integrates all the observations for all the objects in a joint probabilistic space. This allows for a very accurate solution, but it has a high computational complexity that makes the method suitable only when a few objects must be tracked. Other approaches that can better deal with many tracked objects are based on multiple trackers, one for each object, that are typically realized with Bayesian filtering methods (such as Kalman Filters or Particle Filters). However, multiple independent trackers have problems with occlusions and interactions among objects, since data association in these cases is very challenging.
To overcome these problems some approaches have been proposed. MacCormick and Blake [24] proposed a method based on probabilistic exclusion principle and Condensation algorithm, that prevent two targets to merge in a single track when they get close. Although the authors also introduce partitioned sampling in order to improve computational requirements, real-time performance is not addressed in the paper.
Another method using particle filters to deal with interacting targets is described in [23] . The method defines a Markov random field motion prior to model interactions among targets and to maintain identity of targets throughout an interaction. Markov chain Monte Carlo (MCMC) sampling step is used in the particle filter implementation in order to reduce computational requirements. The resulting filter is very effective in tracking many interacting targets, but also in this case real-time performance are not addressed.
A different group of solutions that have been designed to deal with (and recover from) data association errors is based on multiple hypothesis trackers (MHT) [27, 11] . In these trackers data association can generate multiple hypotheses on a track that can be later solved with future observations.
In the ARGOS system we have implemented a multi-hypothesis tracker based on a set of Kalman Filters (KF). Our approach differs from original MHT in the generation of hypotheses, that is limited in size and depth. Multiple hypotheses are maintained during the system operation and procedures for splitting and merging them are defined based on state distances and covariance matrices of the Kalman Filters. Section 5 describes in more details our approach to multi-hypothesis multi-object tracking.
Although other choices may be promising, the main motivation behind our choice was the need of real-time performance. From our experience we believe that MHT with KF provides for a good balance between real-time requirements and robustness in tracking many targets.
Image Segmentation for Water Scenario
The algorithm used for image segmentation consists of the following steps (see Figure 2): Background formation: a set S of n frames is used to build the background image B which represents only the static (i.e., non-moving) part of the scenario. This procedure is done continuously to adapt to the scenario's changes. Foreground computation: the difference between the current image I from the camera and the B image of the background gives the foreground image F. This image is a binary image and contains only elements which are not in the background (new elements in the scenario, see Figure 3 ). Blob formation: the binary image B is analyzed in order to find connected components (i.e., blobs). Optical flow: for every detected blob a sparse optical flow map is computed. Clustering: the map points are clustered using Rek-means algorithm [5] . In addition, optical flow is used to eliminate wave noise. Ellipse approximation: ellipses calculated on the size of the blobs represent an approximation of the boats detected. The centroids of the ellipses are used to track the boats over time (see Section 5) .
The general system architecture is shown in Figure 2 and the main techniques used are summarized in the following.
Background modeling
A set S of n frames from the camera is used to build the background image B that is updated with a period P to adapt to changes in the scenario. Our approach is based on a mixture of Gaussians [16, 30, 15] : the algorithm computes the histogram for each pixel (i.e., the approximation of the distribution) in the RGB color space and it clusters the raw data in sets based on distance in the color space. The clustering is made online after each new sample is added to S avoiding to wait until S is full. In this way the background extraction process is faster because the computational load is spread over the sampling interval instead of concentrating it after having completely filled S.
In order to correctly manage the fluctuating water background, up to seven clusters (i.e., background values) for each pixel are considered and for managing sudden changes in the background the period P can vary from 20 to 60 seconds depending on the illumination conditions (e.g., if the scene vary from cloudy to sunny, the system shorten the sampling period, updating the background model more quickly).
A pixel in the current frame is labeled as foreground if its RGB values differ from each of the background values by a threshold t that depends on illumination conditions (as an example t is different if the system works during the day or during the night).
Optical flow analysis
When two boats are very near, it is common to deal with two types of error: under segmentation, due to the perspective of the camera view: the system detects a number of blobs lower than the real number of objects in the scene (see Figure 3) ; over segmentation, that occurs when the system detects a number of objects greater than the correct one (see Figure 4 ). Both types of errors can be handled considering the optical flow (OF) which correlates two consecutive frames: every feature which is present in both the frames has a motion vector (direction, versus and value) which is not null if the position in the two frames is different.
ARGOS exploits the OpenCV 2 implementation of the pyramidal Lucas-Kanade optical flow algorithm [7] that yields a sparse map (see the left side of Figure 3 ).
The points in this map are associated to one of four predefined directions and characterized by a color. Thus the OF map consists in a set of colored points with colors indicating moving directions. Clustering the OF map allows for improving performance in segmentation: under-segmentation is avoided when two boats are close and move in opposite direction (see Figure 3) , over-segmentation is avoided by discarding blobs with a small number OF points (see Figure 4) .
However, clustering OF points is not a trivial task since we cannot know in advance how many boats are in the portion of the image under analysis. For coping with such OF is often useful also when we have a single boat with a long wake on the back. Figure 5 -a shows another typical segmentation error: the dimension of the boat is estimated more than double than the real one. The system clusters the OF map ( Figure 5 -c) associated with the blob (Figure 5-b) and detects the biggest cluster that corresponds to the boat and discards other little ones which are the water waves. Also in this case optical flow provides a correct detection (Figure 5-d) .
Finally, OF also helps in detecting false positives. As stated before, ARGOS provides background reliability to sudden illumination changes thanks to a dynamic sampling period P . When P is shortened, slow objects (e.g., gondolas) can be included incorrectly in the background producing ghosts (i.e., false positives). Although the background model is corrupted by these elements, subsequent OF analysis is able to discard them since they do not produce motion.
The OF method, however, has also some limitations. It fails when a boat is involved in particular maneuvers. For example, when a boat turns around itself, the optical flow may detect different directions for the different parts of the boat (e.g., one for the prow and another for the stern) and discard (for some frames) detection of such a target. Moreover, optical flow is not sufficient when boats travel close by in the same direction. From an analysis of the performance of the segmentation process on many live video streams from our application scenario, we have evaluated that situations where optical flow worsen the performance of the segmentation process are very limited, with respect to the advantages in refining segmentation when two boats moving in different directions come close and in presence of long wakes after the tracked boat.
Clustering through Rek-means
As mentioned before, sparse optical flow points must be clustered with the objective of assigning one cluster to each boat in the image. There are a lot of well known algorithms that perform the task of clustering data: k-means, Fuzzy C-means, Hierarchical clustering, EM, and many others [22] . Among them, k-means is the most efficient in terms of execution time [22] . However, k-means requires to specify in advance the number of clusters k, it converges only to a locally optimal solution, and the solution depends from the initialization step.
In order to overcome these limitations, we developed an extension of k-means that works without an a priori knowledge on the number of clusters (k) and is robust with respect to a random initialization. Our extension of k-means, called Rek-means [5] , has the following features:
1. it provides better results in clustering data coming from different Gaussian distributions;
2. it does not require to specify k beforehand;
3. it maintains real-time performance.
Rek-means algorithm. Rek-means has been developed for clustering data coming from many supposed Gaussian distributions and extends k-means algorithm by using small rectangular areas first to over cluster the data, then to efficiently merge them in the final clusters. The prefix "Re" in Rek-means stands for rectangle. Rek-means takes as input the OF sparse map and the list of m detected blobs. The output is a set of clusters representing the boats.
In order to transform the global clustering problem in a local one, m instances of Rek-means are executed, one for each blob: a preliminary data analysis step finds an initial set L of clusters, then for each l ∈ L, an iterative process computes k-means (with k = 1,2), validates the clustering results through a statistical test, and iterates k-means on subsets of data not passing the test.
In the following we briefly summarize Rek-means algorithm (details are given in [5] ). Suppose we have n 2D-points to cluster (see Figure 6 -a), in our case the OF points corresponding to a blob. We may choose a threshold d that is the maximal distance between two points in order to consider them belonging to the same cluster. We may choose also a minimal dimension dimC so that a cluster is considered of interest.
As a first step, we compute k-means with k = n/4 taking the n points we have to cluster as input (see Figure 6-b) . The output of this step is a set C of k clusters c i i = 1, .., k. The choice of this number k is a trade-off between speed of execution for this step and the number of clusters that will be associated in the next steps. Our choice (k = n/4) gave us good results in our application. In this step, we perform an over clustering of the data, thus we need to reduce the number of clusters.
The second step consists on discarding too small clusters: those whose size is ≤ 2. In fact, small clusters are likely to be outliers, i.e., points far from the true centroid we are searching for. Furthermore, this discarding rule is useful in presence of noise between two distinct clusters. The output of this step is a set R ⊆ C of clusters.
In the third step, Rek-means builds a rectangle around each remained centroid c r ∈ R (see Figure 6-c) . One of the rectangle vertices has coordinates (minX, minY), while the opposite rectangle vertex has coordinates (maxX, maxY) where minX and maxX are In the forth step, Rek-means associates clusters with respect to a distance function. In particular, if dist(RECT (c i ), RECT (c j )) ≤ d then clusters c i and c j are associated. In Figure 6 -c this association is represented by a line linking the rectangles that are close enough. This step produces larger macro-clusters and subsequently a new set of centroids for these macro-clusters are computed, by merging the points contained in the associated rectangles (see Figure 6 -d). Rek-means uses rectangles to discretize the cluster dimension since it is computationally efficient to compare the relative distance between them.
The threshold d is experimentally calculated and varies in function of the image part for dealing with the prospective view (e.g., d is greater in the central view with respect to the lateral views).
Finally, the validating step is iterated until data are well-separated. Rek-means assumes that the data to cluster follow a Gaussian distribution and uses the AndersonDarling (AD) statistics [2, 31] to test the data.
If a macro-cluster passes the AD test, it is reported as an output, on the contrary the macro-cluster is split (computing k-means with k = 2) in two new clusters and the validating step is recursively performed over each of them.
Although we cannot prove convergence of the algorithm, we have an experimental evidence (with data from our application domain, see [5] ) that if the threshold d is appropriately chosen, Rek-means converge to a global optimum.
Moreover, Rek-means is time efficient because it computes k-means with k = 2 over small sets of data. Further details on the method and experimental evaluation are provided in [5] .
Segmentation results
The overall result of the segmentation process is a set of ellipses characterizing all the boats detected in each image. Before tracking, the observations from each of the the three cameras in a survey cell are mapped into a single space, that represents a panoramic 180 degree view of the observation cell. This is obtained by simply finding homographies between the adjacent views which have a small overlap. Tracking (as described in the next section) is thus performed in this panorama space, avoiding the need of merging the results from the different cameras of a cell.
Multi-hypothesis Kalman Filter Tracking
Kalman Filter is commonly used in vision based tracking applications because it is an optimal recursive algorithm and it is easy to implement and computationally not demanding. Such a filter represents an efficient solution to the general problem of estimating the state of a discrete-time controlled process.
While Kalman filter is used to track a single object, when developing a multiobject tracking (MOT) method, one usually has to deal with data association and track management. In our application, especially when we have a very crowded scene, data association is very challenging, since it is not straightforward to assign an observation to a certain track. Therefore an approach based on a single hypothesis is not adequate, since it cannot recover from data association errors.
In our system we adopt a multi-hypothesis tracker based on a set of Kalman Filters [3] . Data association is used to determine relationships between observations and tracks, but multiple hypotheses are maintained when observations may be associated to more than one track. Track management is performed by extending the typical steps of a multi-object tracker (MOT). While in a single-hypothesis MOT, tracks are managed by allowing track initiation, track update and track deletion, in a multi-hypothesis MOT two steps must be added: track split, that occurs every time an observation can be assigned to more than one track and thus the system splits the tracks in two hypotheses; track merge, that allows for detecting and merging hypotheses that correspond to the same real track. Moreover, among all the tracks maintained in memory by the system only a subset of them are exported to the user. Finally, the results of tracking is also transformed in Gauss-Boaga coordinates that allows integration of the ARGOS results with GIS applications. This is obtained with a preliminary calibration of each cell helped by a differential GPS unit mounted on a boat.
An example of the result of tracking is shown in Figure 7 . The upper part shows tracks presented to the user with ID, speed and a few past observations, showing the motion of each boat; while the lower part shows a live top view of the part of the Grand Canal, obtained with the image-to-world rectification process.
In the following, we summarize the data association, the multi-hypothesis tracking steps, and the track selection. More details on the single and multi hypothesis tracking phases are available in [6] .
Data Association
The technique used for the data association is the Nearest Neighbor rule [18] . When a new observation is received, all existing tracks are projected forward to the time of the new measurement (predict step of the filter) and the observation is assigned to the nearest of such predicted state.
The distance between observations and predicted filter states is computed considering also the relative uncertainties (covariances) associated with them. The most widely used measure of the correlation between two mean and covariance pair {x 1 , P 1 } and Figure 7 : Example of panorama tracking and map projection. {x 2 , P 2 }, which are assumed to be Gaussian-distributed random variables, is:
If this quantity is above a given threshold, the two estimates are considered to be feasibly correlated. An observation is assigned to the track with which it has the highest association ranking. In this way, a multiple-target problem can be decomposed into a set of single-target problems. In addition, when an observation is "close enough" to more than one track, multiple hypotheses are generated (see Track split operation).
Track management
Track formation. When a new observation is obtained, if it is not highly correlated with any existing track, then a new track is created and a new Kalman filter is initialized with the position (x, y) observed and given to all the not observed components (e.g., velocity) a null value with a relatively high covariance. If the subsequent observations confirm the track existence, the filter will converge to the real state.
Track update. Once observations are associated to tracks, standard update of the Kalman Filters are performed and the filters normally evolve. Track split. When an observation is highly correlated with more than one track, new association hypotheses are created. The new observation received is used to update all the tracks with which it has a probability association that exceeds the threshold value. A copy of each not updated track is also maintained (track split). Subsequent observations can be used to determine which assignment is correct. This splitting is limited to the best 2 associations. Moreover, we limit the total number of hypotheses to 50.
Track merge. This step aims at detecting redundant tracks, i.e. tracks that (typically after being splitted) lock onto the same object. At each step, for each track the correlation with all the other tracks is calculated using equation (1) . If the probability association between two tracks exceeds a threshold (experimentally established), one of the two tracks is deleted, keeping only the most significant hypothesis.
Track deletion. Finally, when a track is not supported by observations, the uncertainty in the state estimate increases and when this is over a threshold, we can delete the track from the system. We have considered, as a measure of the uncertainty in the state estimate of each target, the Kalman filter gain relative to the track. An example of the multi-hypothesis tracking method is shown in Figure 8 : when two boats are very near they are detected as one (ellipse in Figure 8 -a) because there is a foreground under-segmentation error (Figure 8-b) and also the optical flow does not solve the problem because the two boats proceed in the same direction (Figure 8-c) . Thanks to the multi-hypothesis approach the system considers the wrong observation as a new track but it continues to track over time the former two because of the history of the observations (Figure 8-d) . After some frame, when the boats separate each other, the two correct tracks survive since they are supported by observations, while the new erroneous hypothesis will be deleted. Obviously, the multi-hypothesis tracker does not remove all the error cases, but it is successful in many cases in which a singlehypothesis tracker would fail.
Track selection for the end user
The presence of multiple hypotheses make unfeasible to export and display all the tracks in the system memory to the end user. Therefore, it is also important to select the tracks to be exported as the final result of tracking at each time. To this end, we have implemented an application-dependent evaluation of tracks that allows for selecting the good tracks to be exported to the end user. Good tracks are computed on the basis of time lived, size of covariance matrices, and analysis of the performed trajectory. This process has been tuned on our boat tracking application, and has the advantage of hiding to the user all those tracks that are probably not correct. For example, the system does not show too short tracks (often caused by reflections or waves), tracks that do not move linearly in the space for more than a given amount (again caused by local phenomena like waves or reflections). Moreover, the system always shows only one hypothesis in a multiple hypothesis set, choosing the more likely.
Only good tracks are considered when events and track analysis are computed. This allows for significantly more accurate results in traffic statistics and event detection. Moreover, when a track becomes good event and track analysis is performed also on past observations of such a track. In this way, we obtain a complete event and track analysis for good tracks, while bad tracks are not considered. As a drawback of this mechanism, the visualization of the beginning of a track is delayed. However, when the track starts, the system displays also past observations so the user does not perceive an error of the system.
Application and User Interface
In order to make available all the information gathered by the system in a useful way for the Venice Municipal Authorities, we have developed different visualizations of the results of the system.
The main control window shows a live global view of the Grand Canal, integrating a GIS map with live information about position and velocity of the boats currently in the canal (see Figure 9 ). Colors are used to denote the speed of the vehicles and other icons may appear close by to indicate specific events (such as, moving in a wrong way, stopping in a forbidden area, etc.) In addition, flow and density analysis are performed and displayed in order to have a global view of the traffic present in the canal at every time (example in Figure 10 ).
The relevant information that are extracted by ARGOS are divided in two groups: statistics measures and event detection.
The first kind of information is necessary to continuously monitor the traffic in the Canal. In particular, we want to calculate the traffic of boats moving in each direction for each survey cell at different times of the day, as well as the boat density in the different areas of the Canal. To this end track analysis has been performed in order to compute the quantities of interest. For example, for computing the flow of boats passing within the area monitored by a survey cell we have defined a virtual line in the Canal and counted the number of boats (i.e., tracks) passing this line (the next section reports experimental evaluation of this feature).
Another important measure is the velocity of the boats, that is one of the main concerns of Venetian Authorities. Such velocity is computed as the average speed over an interval of time of 5 seconds. Again, in the next section we provide experimental results about precision of measuring position and velocity of a boat. As for event detection, the main situations that must be automatically detected are: speed limits, i.e., detecting boats going at a velocity greater than a given threshold; parallel travel, i.e., detecting boats that move parallel and close each other for long time 3 ; wrong directions, i.e., detecting boats moving in the wrong direction in one-way pieces of the Canal; forbidden stops, i.e., detecting boats stopping in forbidden areas.
Event detection is again based on specific analysis of the determined tracks. Speed limit is checked using two thresholds (that have been fixed to 5 Km/h and 7 Km/h) and each target is labeled with a color: green for speed below 5 Km/h, yellow for speed between 5 and 7 Km/h and red for speed above 7 Km/h. The visualization of colored dots in the GIS map makes it possible to quickly detect speed limit violations. Moreover, the system automatically records the tracks moving at a velocity above 7 Km/h for some time, allowing for subsequent analysis and post-processing. Parallel travel is detected by track analysis, in which we first detect parallel motion (by projecting the position of one boat to the direction line of the other) and then computing the distance between the two direction lines. A pair of parallel boats that maintain this distance below a given threshold for more than a given amount of time will generate an automatic alert. Also in this case automatic recording will allow subsequent analysis. Finally, the other events are detected by defining zones in the canal that activate the corresponding checking procedures: for wrong direction we simply check that boats move in the right direction, for stops detection we monitor the time in which a boat remains within a limited area.
Experimental Evaluation
Performance analysis of video surveillance systems is typically performed off-line by manual labeling a set of frames and comparing the results of the system with such ground truth [9, 28] . Although this procedure guarantees precise results with respect to the performance metrics defined, it is very time-consuming, it can be applied only off-line and for a limited number of frames. Our approach to evaluation is different, since it is not based on manual labeling of video frames, but on human inspection of the system results. Although, this method may return only approximate results, due to human errors in such observations, it has important advantages: it can be performed on-line during the actual execution of the system on the real data, it can be performed on very long video sequences and several times in different operating conditions. Moreover, this approach allows for measuring more high-level performance of the system that were explicitly requested in the development of our project by the end user, the Venetian Authorities.
Consequently, the performance results reported here refer to the actual capability of the system to provide accurate traffic statistics and event detection. Table 1 summarizes the experimental evaluation that is reported in this paper, indicating also the modality in which they have been executed and the ground truth used for comparison. For the modality we consider three cases: on-line, evaluation is performed during the actual operation of the system, recorded on-line, evaluation is performed on a video recording the output of the system running on-line, or off-line, evaluation is performed on the system running off-line on recorded input videos. The ground truth considered for the evaluation is: differential GPS mounted on special boats, or human visual inspection. As already mentioned, we do not require manual labeling of video frames, thus we can conduct an extensive evaluation (total number of hours and frames considered for each class of experiments are also shown in the table).
All the tests have been executed with the same configuration of the software (i.e., with no specific optimization for a given functionality) on real images taken from different survey cells installed in Venice.
On-line evaluation The first experiment has been performed on-line during the execution of the system by an operator (not one of the developers of the system) that manually verified and annotated errors of the system. End-users decided in which days and hours these experiments have been performed and we report here all the results. The operator observed 10 minutes of operation for each cell (12 or 13 cells depending on the day) and counted the following errors: FN: False negatives, i.e., boats not tracked FP-R: False positives due to reflections (wrong track with a random direction) FP-W: False positives due to wakes (wrong track following the correct one)
Only good tracks, as described in Section 5.3, were visible to the operator and thus were considered in this evaluation. The false negative errors were counted only if the boat is not tracked at all or not tracked for a long time (more than about 20 seconds), while we do not count the delay in starting the tracking. Table 7 shows the results of this evaluation in 14 days. In some days only 13 or 12 cells were available. We report in the table the error rates for FN, FP-R and FP-W, i.e., the average number of errors per cell in 1 minute. As shown in the table, the majority of errors are due to wakes. The maximum value was detected in the first video with an average error rate of 0.531 per minute (i.e., 1 false positive of this kind every about 2 minutes in one cell). From the analysis of this table, it seems there is no a direct relationship between errors and meteo conditions. In fact, both bright sun and fog cause difficulties: in the first case because of many reflections and saturation of the images towards white that make almost impossible (also for humans) to detect white boats passing in white water spots, in the second case because colors of both foreground and background tends towards grey, making difficult foreground detection.
It is interesting to notice that these experiments involved 12 or 13 cells, each cell processing image streams from three cameras for a total of 1710 minutes of operation. Considering an average frame rate of 6 fps, the total number of frames that have been processed by the system during these tests is about 2.2 · 10 7 .
Counting evaluation test. The second evaluation has been conducted with the objective of assessing the performance of the system in counting the number of boats passing below a survey cell. The evaluation has been done by drawing a virtual line across the Canal view of a survey cell and counting boats (i.e., tracks) passing this line. The system automatically highlights tracks passing the line and an operator is responsible for verifying errors in detecting boats passing such a line. In particular, we measured false negatives (FN) rate, i.e., percentage of missing boats, and false positives (FP) rate, i.e., percentage of tracks passing the line but not corresponding to a boat, and accuracy of the system in estimating the total number of boats passing below the survey cell, where, fortunately, false positives and false negatives compensate each other.
Observe that the system counts tracks passing the center line and not single observations. Therefore tracking errors determine counting errors and this test is also useful for evaluating short-term tracking.
The evaluation has been performed by visual inspection of a set of output videos recorded during actual operation of the system. In Table 3 we summarize the results. All the videos captured 10 minutes of operation of the system, the first column indicates Day Duration (min.) Meteo FN FP-R FP-W Position and velocity evaluation tests. The evaluation tests reported above were not sufficient to assess the performance of the system in terms of position and velocity errors. Therefore we have performed two tests to evaluate precision in determining the position and the velocity of the boats. For these tests we monitored the results of the system when tracking a boat equipped with a differential GPS receiver that provides position accuracy in the order of cm. We thus compared the position and velocity computed by the ARGOS system, with those reported from GPS analysis. Due to the need of using a special boat for this analysis and to the fact that this is not always available, for this test we have performed only a few experiments. The boat passed below the cells in two different days and we could evaluate only a few trajectories for some of the cells.
In Table 4 we report the results of these tests, in terms of differences in position and velocity with respect to the differential GPS estimate. Track numbers refers to the ID assigned by the system to the boat equipped with the GPS unit that has been manually identified by an operator. Some abnormal values arise for the position of the first track and the velocity of the fourth one, that were due to imprecision in detection and tracking.
This highlights the difficulty of a vision-based tracking system, whose performance greatly depend on accuracy of detection and tracking, in comparison with GPS-like devices that usually have limited known errors. Nonetheless, an average position error of 5 meters and an average velocity error of 1 Km/h have been considered good performance by Venetian Municipal Authorities. Table 4 : Position and Velocity errors.
System Performance. As already mentioned, the overall tracking system runs on a single machine processing three high resolution (640×480) image streams. The processing also includes the decoding of the three image streams, since video is acquired from a network digital camera that uses a compressed video format. The machine used in each cell is a PC with an Intel Core 2 Duo 2.4 GHz CPU. The computational performance of the overall system described in this article has a frame rate varying from 5.5 to 7.5 frame per seconds, depending on the traffic in the scene and on the amount of light changes that drive background updating. The average frame rate is above 6.5 fps and it is sufficient to reliably track boats that are usually not moving very fast in the scenario.
Conclusions
In this paper we have presented an implemented video surveillance system for monitoring and analysis of boat traffic in the Grand Canal of Venice. The system is fully operational 7 days/week 24 hours/day and is in use by the Venetian Authorities to regulate and monitor traffic rules in the historical city. The web site of the ARGOS system 4 provides real-time traffic information of the Venice Grand Canal.
The ARGOS system performs real-time image processing, detecting and tracking the boats moving in the waterway. The system has been designed and realized with the objective of achieving at the same time real-time efficiency and robustness to different environmental conditions. The extensive experimental evaluation, performed also online, demonstrates the real system performance in real operating conditions. Nonetheless, further investigation can be performed in order to improve the performance. For example, track post-analysis (e.g., [8] ) may help in providing more precise results in a quasi-live setting (i.e., with a delay of a few seconds in reporting situations) that is still acceptable for the end-user.
