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1. Introduction
The uniformization theorem says that if G is a split semisimple group over a field k then any G bundle
on a smooth affine curve is trivial. In this form the result goes back to a 1967 result of Harder [5] which
proves it for G bundles over a Dedekind domain. In more recent work, Beauville and Laszlo [2] and
Drinfeld and Simpson [4] generalized the result to triviality of bundles over families of smooth affine
curves; see also Teleman [9] for k = C. There is also a version of uniformization for torsors for a non
constant group scheme due to Heinloth. Recently Belkale and Fakhruddin have generalized the result to
singular curves [3].
In this paper we first prove a special case of uniformization for nodal curves, theorem 3.5. We apply
3.5 to construct a relative compactification of the moduli of G-bundle over a family of smooth curves
degenerating to a nodal curve. Theorem 3.5 is implied by [3, thm 1.4] thus the main contribution of this
work is to the application of compactification of moduli of G-bundles on nodal curves.
To explain the application we give some more background on uniformization. The families version of
uniformization relates three important objects in geometry and representation theory: the loop group
LG, the affine Grassmannian GrG and the moduli stack MG(C) of G bundles on C. There is a sequence
of morphisms
LG→ GrG →MG(C)
and arguably the main corollary of Drinfeld and Simpson’s uniformization theorem is that the morphism
GrG → MG(C) is surjective. This leads to among other results a computation of Pic(MG(C)) and a
proof thatMG(C) is irreducible. Typically one is in the setting of a family of proper or projective smooth
curves C → S equipped with a principal G-bundle E and the uniformization theorem comes in order to
ensure E is trivial on the complement of a section.
In our setting we work over C and our base S is a smooth curve with a special point s0 ∈ S and the
curve C → S is smooth when restricted to S− s0. The singular fiber C0 has a unique node p0. In general
the total space C could be smooth or p0 could be a singular point. In the former case a ramified base
change S′ → S is necessary to ensure a section passing through p0. Let US denote the complement of
such a section.
I would like to thank Constantin Teleman for suggesting the question of nodal uniformization. I have also had many
useful conversations with Xinwen Zhu and I also thank Carlos Simpson for sharing his insight on this problem. Finally, I
thank Swarnava Mukhopadhyay for pointing me to the work of Belkale and Fakhruddin and I thank Prakash Belkale for
helpful comments and pointing out an error in an earlier version of this paper.
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Theorem 3.5 shows when G is simply connected that G bundles on US are trivial. We combine this with
a degeneration X of the loop group constructed in [8]. The spaceX is only a partial compactification but it
gives an interesting compactification of the moduli stack of bundles on the nodal fiber C0; see proposition
4.4. Further we give a description of the boundary in terms of compactifications of finite dimensional
groups. Specifically, over a fixed nodal curve C0 the stack of bundles MG(C0) is a (non principal)
fiber bundle with fiber G over MG(C˜0). We explain how to compactify the fibers using an equivariant
compactification G of G yeilding a stack MG(C0) which is universally closed. The compactification
one obtains from X is a union of stacks of the form MG(C0) however only one component uses a
compactification of G. The other components use compactifications of groups which appear as Levi
factors for parahoric subgroups in the loop group.
We do not know if the simply connectedness assumption can be dropped. It would be interesting to
know if nodal uniformization holds for non-simply connected semisimple groups, or more generally for
singular curves.
2. Versions of Uniformization
Here we state various versions of uniformization in part to review the literature and also in part to
raise the question of what is the correct generality to pursue uniformization theorems.
To utilize the result for moduli stacks of bundles one needs a uniformization theorem in families. In
their 1994 paper on conformal blocks [2], Beauville and Laszlo prove
Lemma 2.1 (SLr Uniformization). Let S be defined over an algebraically closed field of characteristic
0. Let C → S be a connected projective curve and D ⊂ C a relatively ample Cartier divisor and set
C∗ = C −D. Then for any S-scheme T and any SLr-bundle E on CT = C ×S T there is a Zariski cover
T = ∪iTi such that E|C∗
Ti
is trivial.
Proof. [2, lemma 3.5]. The results is stated for smooth constant families C × S and for D the image of
a section but the proof works more generally. See also [3, prop. 3.2]. In outline, one applies induction
on the rank of E. As D is ample, after a large twist E(nD) one can find a section non vanishing on C∗
yielding an exact sequence
0→ OC′ → E(nD)|C∗ → E
′ → 0.
Each C∗Ti is affine (see paragraph before thm 3.5) hence the sequence splits and by induction we are
done. 
The generalization from SLr to other semi simple groups was handled by Drinfeld and Simpson.
2.0.0.1. Smooth Setting. Let S be a scheme and C a proper smooth scheme over S with connected
geometric fibers of pure dimension 1. Let G be a split reductive group over Z and B a Borel subgroup.
Theorem 2.2 (Smooth Uniformization). Assume 2.0.0.1. Suppose further G is semisimple, E a G
bundle on C and let σ : S → X be a section and set U = C − σ(S). There is a faithfully flat base change
S′ → S of finite presentation such that E becomes trivial on U ×S S
′. If S is a scheme over Z[n−1] with
n = |pi1(G(C))| then S
′ can be taken to be an etale base change.
Proof. [4, Thm 3] 
Remark 1. In this paper we are primarily in the case G is simply connected and defined over C in which
case we can always take an etale base change in the theorem.
Theorem 2.2 is deduced by showing any G bundle admits a reduction to a Borel:
Theorem 2.3 (Smooth B-structures). Assume 2.0.0.1 and E a G bundle on C. Then there is an etale
base change S′ → S such that E admits reduction to B on C ×S S
′.
In subsection 2.1 we give a sketch of the proof of theorem 2.2 and how it is used to prove 2.2. The
argument uses the theory of Hilbert schemes together with the Riemann-Roch theorem for curves.
Even though the statement of theorem 2.2 is very general the argument itself is in fact more general in
the sense that various key ideas of the proof hold more generally. As evidence, Belkale and Fakhruddin
have generalizations of 2.2,2.3 for singular curves.
NODAL UNIFORMIZATION OF G-BUNDLES 3
2.0.0.2. Singular Setting. Let S be any scheme and C a proper, flat and finitely presented curve over S
and G,B as in 2.0.0.1.
Theorem 2.4 (Singular B-structures). Assume 2.0.0.2 and E a G bundle on C. Then there is an etale
base change S′ → S such that E admits reduction to B on C ×S S
′.
Theorem 2.5 (Singular Uniformization). Assume 2.0.0.2. Let D ⊂ C be a be a relatively ample effective
Cartier divisor which is flat over S, and let U = C −D. Assume G is semisimple and simply connected.
There is an etale base change S′ → S such that E becomes trivial on U ×S S
′.
Belkale and Fakhruddin also have a version of theorem 2.5 that doesn’t requireG to be simply connected
but more assumptions are needed [3, thm 1.5].
2.1. B-structures on G-bundles and local triviality. Here we give in outline the ideas of [4].
Let S be a scheme and X → S a proper morphism. Let G be a split reductive group and B a Borel
subgroup and pi : E → X a principal G bundle. For any S-scheme T let XT = X×S T and ET = E×XXT
and piT : ET → XT .
A B-reduction over T is a section σ of ET /B → XT . Set E
B
T = σ
∗ET ; this is B-bundle whose associated
G bundle is isomorphic to ET .
Define Φ: Sch/S → Set by setting ΦE(T ) to be the set of B-reductions of E over T . By identifying σ
with its graph Γσ ⊂ XT ×T ET /B it follows that ΦE is a subfunctor of the Hilbert scheme of subschemes
of X ×S E/B and therefore representable by a scheme φ : ME → S of finite presentation over S. Also let
Tpi/B denote the relative tangent bundle of E/B over X. So in summary we have:
E
pi

Tpi/B

ME
φ

XS
σ // E/B S
.
For a point s ∈ S let σ be a B reduction of Es. Standard deformation theory shows that the obstruction
to lifting σ to an infinitesimal thickening of Xs lies in H
1(Xs, σ
∗Tpi/B). Therefor by setting
M+E = {σ ∈ME |H
1(Xφ(σ), σ
∗Tpi/B) = 0}
we get a scheme M+E which is smooth over S. Because any smooth morphism has etale local sections we
obtain
Proposition 2.6. Let E be a G-bundle on X and let s ∈ S. If s lies in the image of M+E then E admits
a B-reduction etale locally at s.
Assume now X = C is a smooth curve. Let EB be a B reduction of E. For each positive root α we
have a line bundle EB×αGm; set dα(E
B) = deg(EB×αGm). One can use the Riemann-Roch theorem to
show when that if all dα(E
B) are sufficiently negative then EB corresponds to a point of M+E . Drinfeld
and Simpson prove
Proposition 2.7. Let C be a smooth projective curve over an algebraically closed field k and E a G-
bundle on C. Then for any number N there is a B-reduction EB such that degα(E
B) < N for all positive
roots α.
Proof. [4, prop 3] 
Remark 2. An analogue of this result is proved in the singular case in [3].
The previous two propositions prove theorem 2.3. The following result together with lemma 2.1 proves
theorem 2.2.
Proposition 2.8. Suppose U → S is an affine morphism and suppose any two GL2 bundles are isomor-
phic on a cover of S provided they have the same determinant. Let G be semisimple and simply connected.
Let E be a B-bundle on U . Then E reduces to a maximal torus T ⊂ B and the associated G-bundle E(G)
is trivial on some cover of S.
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Proof. We can assume S and hence U are affine. Let Bu be the unipotent radical of B. As Bu is a
successive extension of Gas and H
1(U,Ga) = 0 there are no Bu bundles on U . Thus i : H
1(U,B) →
H1(U, T ) is injective. Also the inclusion T ⊂ B provides a section to i.
The key to reducing from general G to the GL2 case is to introduce the twisting of a T bundle by pair
(L, λ) where L is line bundle and λ ∈ hom(Gm, T ) is a 1 parameter subgroup. Let ∪iUi be a Zariski cover
of U that trivializes E and L. Let tij be the transition functions for L. The twisted bundle is denoted
E ⊗L(λ) and has transition functions given by those of E multiplied by Ui ∩ Uj
tij
−→ Gm
λ
−→ T .
Any T bundle on U is obtained by a finite number of twistings of the trivial bundle. Moreover, because
G is simply connected hom(Gm, T ) is generated by the simple co-roots α
∨ of G. Thus we are reduced
to showing if E′ = E ⊗ L(α∨) then E(G), E′(G) are isomorphic locally over S. In fact we can show this
with G replaced by the group G′ generated by Gα and T where Gα ∼= SL2 is a principal SL2 subgroup
corresponding to α. It is routine to verify that G′ ∼= SL2 × T
′ or G′ = GL2 × T
′ for T ′ a torus. Clearly
this reduces to the question to G = SL2, GL2 and, in the GL2 case, twisting by α
∨ doesn’t change the
determinant thus we are done by hypothesis. 
Remark 3. It is explained in [4] how to reduce the general case to the non simply connected case. Also
the hypothesis of the proposition follow in the smooth curve case from lemma 2.1.
We should also mention the work of Heinloth [6]. He has generalized the results of Drinfeld and
Simpson to torsors for nonconstant semisimple group schemes G over a smooth curve C. His approach is
quite different from the ideas presented here. The key in Heinloth’s approach is to use that the morphism
GrG →MG(C) is smooth.
Given that uniformization works for the constant group scheme over singular curves it is tempting to
wonder about uniformization for non constant group schemes over singular curves.
3. Uniformization and B-reductions for Nodal Curves
Here we quickly establish results of uniformization and reduction to a Borel for a fixed nodal curve and
for a family of smooth curves degenerating to a nodal curve. The results in this section are either special
cases or implied by results in [3] which deals with arbitrary singular curves. The proofs given here are
streamlined for nodal curves which is sufficient for our main application in section 4 on compactifications
of moduli spaces.
Lemma 3.1. Let C = SpecA be an affine nodal curve and p, q ∈ C distinct smooth points. Let G be a
semisimple group and g ∈ G(C). Then there is a γ ∈ G(A) such that γ(p) = 1 and γ(q) = g.
Proof. Let Gsc be the universal cover of G. Let g′ be a lift of g ∈ G(C) to Gsc(C). Verifying the lemma
for Gsc and g′ implies it for G and g. So we can assume G = Gsc and G = 〈Uα〉α∈R where R is the set
of roots and Uα the corresponding root subgroups. Using isomorphisms Ga
φα
−→ Uα write g =
∏
i φαi(ti).
Let mp,mq be the maximal ideals of p, q. As p 6= q there is an f ∈ mp such that f(q) = 1. We can take
γ =
∏
i φαi(tif). 
Lemma 3.2. Let C be a nodal affine curve and G a semisimple group. Then any G bundle on C is
trivial.
Proof. Use induction on the number of nodes; the base case being handled by [5]. Assume C has n-nodes,
ν : C ′ → C is the partial normalization at nth node x and let p, q = ν−1(x). By induction, E′ = ν∗E
is trivial and obtained by an identifying isomorphism φ : E′p → E
′
q. Fixing a global trivialization of E
′
allows us to consider φ ∈ G. We can change φ by applying an element of Aut(E′) = G(C[C ′]). Therefore
by lemma 3.1, we can take φ = id. 
Corollary 3.3. Let C be nodal projective curve and G a reductive group and B a Borel subgroup. Any
G-bundle reduces to B and consequently any G-bundle is Zariski locally trivial.
Proof. Write G as an extension 1 → Gss → G → T → 1 with Gss semisimple and T a torus. This gives
rise to an exact sequence
(3.1) H1et(C,G
ss)→ H1et(C,G) → H
1
et(C, T ).
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Let E be a G bundle and E(T ) the associated T bundle. As Pic(C) is generated by Csm we have E(T )
is trivial U = C − {p1, . . . , pn} with pi smooth. Hence by (3.1), E|U comes from an G
ss-bundle and
hence trivial on U . In particular E has a reduction to B on U . As E/B → C is projective, the valuative
criterion implies the reduction extends over the pi. 
Remark 4. If G is any linear algebraic group then by using the exact sequence 1→ Gu → G→ Gred → 1
where Gu is the unipotent radical one can show any G-bundle on C is Zariski locally trivial. But we do
not use this.
3.1. Nodal Degeneration. We assume the following in this section
3.1.0.3. Nodal Degeneration. Let S be a smooth curve with a base point s0 ∈ S and C a proper scheme
over S with connected geometric fibers of pure dimension 1. We further assume C → S is finitely
presented and C is smooth on S − s0 and C0 := Cs0 is a nodal curve with a unique node p0. These
assumptions imply that C0 − p0 is smooth, affine and either irreducible or the disjoint union of two
smooth affine curves.
Let SpecA be an etale neighborhood of s0 ∈ S and t ∈ ms0 a local coordinate at s0. A neighborhood
of the node is etale locally SpecA[x, y]/(xy − tk). In the special case k = 1 we need to pass to a double
cover t 7→ t2 to ensure there is a section passing through p0. With that special case in mind we let
DS′ ⊂ C ×S S
′ be the image of a section passing through p0.
We now prove analogues of Drinfeld and Simpson’s theorems 2.3,2.2. Proposition 3.4 which addresses
B-reductions is not new, it is covered by Belkale and Fakhruddin’s theorem 2.4; however because we are
only interested in the nodal case we can give a more direct argument that establishes the result as a
corollary of prop 2.7. In turn this gives a quick proof of theorem 3.5; we note theorem 3.5 is implied by
[3, Thm 1.4].
Proposition 3.4. Assume 3.1.0.3 and let G be reductive and E a G bundle on C. Then there is an etale
base change S′ → S such that E admits reduction to B on C ×S S
′.
Proof. As C is smooth on S − s0 it suffices to verify proposition 2.6 at s0. This will follow if there are
B-reductions satisfying 2.7 on the normalization ν : C˜0 → C0 that descend to C0.
By proposition 3.4, G bundles are trivial in a Zariski neighborhood of p0 hence any two G-bundles are
isomorphic on an open set of p0 and a B-reduction on one induces one on the other changing degα(EB)
by a bounded amount; see paragraph before 2.7 for the definition of degα. Thus we can reduce to E
being the trivial bundle on C0.
Let F = (ν∗E)B be a B-reduction of ν∗E. If F is trivial on an open set containing {p1, p2} = ν
−1(p0)
then F descends to C0. Also F = σ
∗G for a map σ : C˜0 → G/B, as ν
∗E is trivial. Moreover G→ G/B is
trivial over the image V of B−B. We claim there is g ∈ G such that C˜0
σ
−→ G/B
g
−→ G/B sends pi to V ;
the resulting B-reduction descends to C0. To prove the claim translate in G/B so σ(p1) is the base point.
Let g ∈ G be any lift of σ(p2). As B
−B ∩B−Bg−1 6= ∅, there is an h ∈ B−B such that hσ(p2) ∈ V .
So F descends to C0; call the resulting B-bundle E
B . Because F is trivial in a neighborhood of p1, p2
we have ν∗(EB ×α Gm) = F ×
α
Gm and degL = deg ν
∗L for any line bundle hence the result follows
from 2.7. 
We can now prove theorem 3.5. We note again that theorem 1.4 from [3] implies theorem 3.5 below,
since a multiple of the section is Cartier, and ample. Specifically, we can directly compute the Picard
group in a neighborhood of the singularity p0. It suffices to do this etale locally as for any scheme
Picet ∼= PicZar (see e.g. [7, cor. 11.6]). It is well known Cl(A[x, y]/(xy − t
k)) = Z/k hence a large
multiple is Cartier.
Theorem 3.5. Assume 3.1.0.3 and let G be semisimple and let E be a G bundle on C. Let D be a
section passing through p0 and let U = C −D. Then there is an etale base change S
′ → S such that E
is trivial on U ×S S
′.
Proof. We can apply 2.2 on CS−s0 thus we need only prove the result for an etale neighborhood of s0.
Thus we can assume S is affine. Moreover replacing S with an etale cover S′ by 3.4 we can assume E
reduces to a B-bundle.
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We aim to apply 2.8 and first check the affine hypothesis. To show the morphism US → S is affine
if suffices to show US is affine. Some multiple nD is Cartier, if it is ample then US can be realized as
a closed subscheme of the complement of a hyperplane section in some PnS . The map C → S is finitely
presented and proper so by [1, 9.6.4] it suffices to check nD is ample on each fiber. This is immedite on
CS−s0 and on Cs0 the restriction to each component of Cs0 is positive hence ample.
To apply 2.8 it remains check the case G = SL2 and to check that any two GL2 bundles with the same
determinant are isomorphic Zariski locally on S′− s0. This last step is handled by 2.1. Note to apply 2.1
is essential that some multiple nD is relatively ample. The GL2 case is proved mutatis mutandis. 
4. Compactification
Recall the setup in 3.1.0.3. I’ll abbreviate Cs0 to C0. To warm up we first describe how to use a G×G
equivariant compactification G of G to compactify MG(C0).
If p1, . . . , pn ∈ C then M
p1,...,pn
G (C) denotes the stack G bundles E equipped with trivializations
τi ∈ Epi . Let q ∈ C0 be the node, ν : C˜0 → C0 the normalization and ν
−1(q) = {p1, p2}. Then
MqG(C) → MG(C) is a G bundle and M
p1,p2
G (C˜0) → MG(C˜0) is a G × G bundle and we have an
equivalence MqG(C0)
∼=M
p1,p2
G (C˜0) and a diagram
G
∆

//MqG(C0)
fq
//
∼=

MG(C0)
ν∗

G×G //Mp1,p2G (C˜0)
f1,2
//MG(C˜0)
Here fq, f1,2 are principal bundles for G,G ×G whereas ν
∗ is a fiber bundle with fiber the homogeneous
space G×G∆(G) . In particular, ν
∗ does not make MG(C0) into a principal G bundle over MG. Indeed, if we
try to make g ∈ G act on E ∈ MG(C0) we could first lift and E to (E, τq) ∈ M
q
G(C0) then represent
(E, τq) ∼= (ν
∗E, τ1, τ2) and then take gE = fq(ν
∗E, τ1g, τ2). This is not well defined because if we instead
chose the lift (ν∗E, τ1h, τ2h) then gE = fq(ν
∗E, τ1hg, τ2h) = fq(ν
∗E, τ1hgh
−1, τ2) which in general is not
equal to fq(ν
∗E, τ1g, τ2).
In any case we have
MG(C0) ∼=M
p1,p2
G (C˜0)×
(G×G) G×G
∆(G)
.
and we obtain a compactifcation as
MG(C0) :=M
p1,p2
G (C˜0)×
(G×G) G.
Lemma 4.1. The stack MG(C0) is universally closed over SpecC.
Proof. The map MG(C0)→ SpecC factors as
MG(C0)
c
−→MG(C˜0)→ SpecC.
So we just need that c is universally closed. So assume we have a diagram
SpecC((t))

l //MG(C0)

Mp1,p2G
fyytt
t
t
t
t
t
t
t
SpecC[[t]]
j
//MG(C˜0)
Denote by t the closed point of SpecC[[t]] and let W be an etale neighborhood of j(t) over which f is
a trivial fibration. Then c is trivial over W and to extend l is to extend a map SpecC((t)) → G to
SpecC[[t]]→ G which is always possible. 
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The generalization to families of curves is more complicated. One must pass from G to the loop group
LG. We briefly review loop groups. Let AffC denote the category of C-algebras, Set the category of sets
and Grp the category of groups. Let G be an affine algebraic group over C.
Definition 4.2. The loop group LG : AffC → Grp is the functor given by LG(R) := G(R((z))) where
R((z)) is the ring of formal Laurent series with coefficients in R.
It is known that LG is represented by an ind-scheme; an increasing union of infinite dimensional
schemes. Elements g(z) ∈ LG(R) are called loops. We also have positive loops L+G(R) := G(R[[z]]) and
polynomial versions LpolG(R) = G(R[z
±]) and L+polG = G(R[z]). In fact a more relevant group is the
semidriect product Grotm ⋉LpolG. This is defined by letting u ∈ G
rot
m act on a loop g(z) by g(z)
u
−→ g(uz).
We abbreviate Grotm ⋉ LpolG to L
⋉
polG.
We consider L⋉polG as a (L
⋉
polG)
×2 space via left and right multiplication. In [8] a (L⋉polG)
×2 equivariant
partial compactification X of L⋉polG is constructed inspired by the wonderful compactification of an adjoint
group. It fits into a diagram
(4.1) L⋉polG
//

X

∂Xoo

1 // A1/Gm 0/Gmoo
In general X is an ind-DM stack; in some cases it is actually an ind-scheme. In [8] an explicit description
is given to ∂X. To set up the description let G be simple, simply connected or rank r, T ⊂ G a maximal
torus let α0, . . . , αr be the simple roots of LG. To each root αi we can associate a maximal parahoric
subgroup Pi ⊂ LG and moreover we can pick a Levi decomposition Pi = LiUi.
Proposition 4.3. Let G be simple, simply connected or rank r. The boundary ∂X is a union of r + 1
components X0 ∪ · · · ∪Xr which can be labeled such that Xi is a fibration over a product of flag varieties
pii : Xi → (LG/Pi)
×2. For i 6= 0 the fibers of pii are the wonderful compactification of Li,ad and the fiber
of pi0 is a G
×2-equivariant compactification of G.
The diagram (4.1) suggests viewing X as a degeneration of L⋉polG. By taking an appropriate quotient
we turn X into a degeneration of the affine grassmannian GrG. Specifically let H = L
+
polG and let H be
the sheaf of groups over A1/Gm given by sections of H ×A
1/Gm → A
1/Gm. Then there is an evaluation
map H
ev0−−→ H and let H1 = ker ev0. This acts on the right of X and we let X
Gr = X/H1. The generic
fiber is now GrG and the special fiber remains unchanged and retains a left action of LG on the generic
fiber and an LG× LG action on the special fiber.
Now we return to our curve C → S. We take S to be affine and t ∈ ms0 a local coordinate at s0. We
view t as a section of OS(−s0) which we consider as a morphism to A
1/Gm. Using this morphism we
pull back XGr to obtain an ind-stack over S. Let D be a section passing through p0 and U = C −D.
We now define a fiber wise set theoretic action of G(U) on XGr. For each g ∈ G(U) and s ∈ S we
can Taylor expand the restriction gs ∈ G(Us) in a formal neighborhood of Ds. For s 6= s0 this gives an
element in LG and for s = s0 we obtain an element in LG × LG. In this way we get an action of G(U)
on XGr.
It is desirable to have a more functorial construction which would realize G(U) acting algebraically on
XGr. Currently we can prove:
Proposition 4.4. Let G be simple, simply connected of rank r. For each s ∈ S the group G(Us) acts
algebraically on XGrs . For s 6= s0 the stack quotient G(Us)\X
Gr is MG(Cs). For s = s0 we have the
union G(Us0)\X
Gr
s0 =
⋃r
i=0G(Us0)\Xi and
G(Us0)\X0
∼=MG(C0) :=M
p1,p2
G (C˜0)×
(G×G) G.
Proof. The first statement that the action is fiberwise algebraic holds because the original space X has
a fiberwise algebraic action of LG. The identification G(Us0)\X
Gr
s
∼=MG(Cs) follows from Drinfeld and
Simpson’s uniformization theorem.
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For the final statement, consider the moduli space MUG(C0) of pair (E, τ) where E is a bundle, τ is a
trivialization of E over C0 − p0. Fixing an isomorphism Ôp0
∼= C[[x, y]]/xy yields MUG(C0)
∼=
LxG×LyG
G[[x,y]]/xy .
Moreover defining Nx = ker(G[[x]]
x→0
−−−→ G) and Ny similarly we have
LxG× LyG
G[[x, y]]/xy
=
LxG× LyG
∆(G)⋉ (Nx ×Ny)
which realizes MUG(C0) as a G
×2/∆(G) ∼= G fibration over Gr×2G . By proposition 4.3 we have
X0 =M
U
G(C0)×
G×G G.
Now we give a different presentation of MUG(C0). Namely consider M
U,p1,p2
G (C˜0) which consists of tuples
(E, τ, t1, t2) where E, τ are as before and ti are framing of E at pi. The pair (t1, t2) means E descends to
a bundle on C0 with a single framing t at p0 giving rise to the moduli space M
U,p0
G (C0). We have
MUG(C0) =M
U,p0
G (C0)/G =M
U,p1,p2
G (C˜0)×
G×G G×2/∆(G)
X0 ∼=M
U,p1,p2
G (C˜0)×
G×G G
G(Us0)\X0
∼=M
p1,p2
G (C˜0)×
(G×G) G.

We can give a similar description for the other components G(Us0)\Xi with i 6= 0. For each i 6= 0
define a sheaf of groups Gi on C0 which has Gi(Ôq) = G(Ôq) for q 6= p0 and Gi(Ôp0) = ∆(Li,ad)⋉(Ui×Ui)
where Li,ad is the adjoint form of Li.
Let MGi(C0) denote the moduli stack of torsors for Gi on C0. As Gi is the sheaf of groups associated
to the constant group scheme away from p0, all Gi torsors are just G-bundle on Us0 = C0 − p0 and are
trivial. In particular we have
MGi(C0) = G(U0)\LG× LG/Gi(Ôp0).
Arguing as in the previous proposition we can also obtain
G(Us0)\Xi
∼=M
p1,p2
Gi
×Li×Li Li,ad.
In particular the special fiber G(Us0)\X
Gr
s0 in proposition 4.4 is a union of components each of which
is universally closed.
A construction of a relative compactification which is not only fiberwise is work in progress.
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