Feedforward computations, such as evaluating a neural network or sampling from an autoregressive model, are ubiquitous in machine learning. The sequential nature of feedforward computation, however, requires a strict order of execution and cannot be easily accelerated with parallel computing. To enable parrallelization, we frame the task of feedforward computation as solving a system of nonlinear equations. We then propose to find the solution using a Jacobi or Gauss-Seidel fixed-point iteration method, as well as hybrid methods of both. Crucially, Jacobi updates operate independently on each equation and can be executed in parallel. Our method is guaranteed to give exactly the same values as the original feedforward computation with a reduced (or equal) number of parallel iterations. Experimentally, we demonstrate the effectiveness of our approach in accelerating 1) the evaluation of DenseNets on Im-ageNet and 2) autoregressive sampling of MADE and PixelCNN. We are able to achieve between 1.2 and 33 speedup factors under various conditions and computation models.
Introduction
Feedforward computations and data processing pipelines are ubiquitous in machine learning. To evaluate the output of a neural network, layers are computed one after the other in a feedforward fashion. To sample text from an autoregressive model, words are generated in sequence one by one. Because of their inherently sequential nature, feedforward computations are difficult to execute in parallel -how can one output a label before any intermediate features are extracted, or generate the last word in a sentence before having seen the initial part? At first sight, the idea of executing in parallel the various steps that comprise a feedforward computation seems hopeless. Indeed, the task is clearly impossible in general. Machine learning workloads, however, have special properties that make the idea viable in some cases. First, computations are numerical in nature, and can tolerate small approximation errors. Second, computations have been learned from data rather than designed by hand. As a result, they might involve unnecessary steps, and have dependencies between the various (sequential) stages that are so weak that they can be ignored without significantly affecting the final results. Although we might not be able to explicitly characterize this structure, as long as it is present, we can design methods to take advantage of it.
Based on these insights, we propose an approach to accelerate feedforward ML computations with parallelism. Our key idea is to interpret a feedforward computation as solving a triangular system of nonlinear equations, and use numerical nonlinear equation solvers to find the solution. This is advantageous because 1) many numerical equation solvers can be easily parallelized; and 2) iterative numerical equation solvers generate a sequence of intermediate solutions of increasing quality, so we can use early stopping to trade off approximation error with computation time. In particular, we propose to find the solution using nonlinear Jacobi and Gauss-Seidel (GS) methods (Ortega & Rheinboldt, 1970) . Crucially, Jacobi iterations update each state independently and can be naturally executed in parallel. Moreover, we show feedforward computation corresponds to GS iterations, and can be combined with Jacobi iterations to build hybrid methods that interpolate between the two extremes.
We empirically demonstrate the effectiveness of our proposed numerical equation solvers with two experiments: accelerating DenseNet evaluation and autoregressive sampling from MADE (Germain et al., 2015) and PixelCNN++ (Salimans et al., 2017) . For DenseNet, our Jacobi-type methods lead to an estimated speedup factor of 2.2. For MADE sampling on MNIST (LeCun & Cortes, 2010) and CIFAR-10 (Krizhevsky et al., 2009 ) datasets, our Jacobi iteration method results in a speedup factor around 30 and 33 with respect to wall-clock time on real GPUs. For PixelCNN++ sampling, our theoretical speedup is between 1.2 to 6.9, with various actual speedups depending on implementation and hardware. arXiv:2002.03629v1 [cs. LG] 10 Feb 2020 2. Background
Feedforward Computation
Consider the problem of computing, given an input u, a sequence of states s 1 , s 2 , · · · , s T defined by the following recurrence relation:
where {h t } T t=1 are deterministic computable functions, and s 1:t−1 is an abbreviation for s 1 , s 2 , · · · , s t−1 . From now on, we use s a:b , a, b ∈ N + to denote s a , s a+1 , · · · , s b .
Given implementations of the functions {h t } T t=1 , a feedforward computation solves this problem by sequentially evaluating and memorizing s t , given u and the previously stored states s 1:t−1 . Note that it cannot be naïvely parallelized across different time steps as each state s t can only be obtained after we have already computed s 1 , · · · , s t−1 .
Feedforward computation is ubiquitous in machine learning. Below we focus on two prominent examples that will appear later in our experiments.
EVALUATING NEURAL NETWORKS
Suppose we have an input x and a neural network of L layers defined by f (x) a L (b L + W L a L−1 (· · · a 1 (b 1 + W 1 x))), where a (·), b and W denote the activation function, bias vector and weight matrix for the -th layer respectively. We typically evaluate f (x) via feedforward computation, as can be seen by letting T = L, u = x, and defining s t a t (b t + W t a t−1 (b t−1 + W t−1 a t−2 (· · · ))),
(1). By changing u, we can evaluate the neural network for different inputs.
SAMPLING FROM AUTOREGRESSIVE MODELS
Autoregressive models define a high-dimensional probability distribution p(x) via the chain rule p(x) = N i=1 p(x i |x 1:i−1 ). We can draw samples from this distribution using a sequential process called ancestral sampling. Concretely, we first drawx 1 ∼ p(x 1 ), and theñ x t ∼ p(x t |x 1:t−1 ) for t = 2, 3, · · · , N successively. Let u = (u 1 , u 2 , · · · , u N ) denote the states of the pseudorandom number generator that correspond to samples x 1 ,x 2 , · · · ,x N . For example, u 1 , u 2 , · · · , u N may be uniform random noise used in inverse CDF sampling. The ancestral sampling process is an instance of feedforward computation, as in Eq. (1) we can set T = N , s t =x t , and let h t (u, s 1:t−1 ) be the pseudo-random number generator that producesx t from p(x t |x 1:t−1 ) given u. We can randomly sample the input u to generate different samples from the autoregressive model.
Solving Systems of Nonlinear Equations
A system of nonlinear equations has the following form
where x 1 , x 2 , · · · , x N are unknown variables, and f 1 , f 2 , · · · , f N are nonlinear functions. There are many effective numerical methods for solving systems of nonlinear equations. In this paper we mainly focus on nonlinear Jacobi and Gauss-Seidel methods, and refer to Ortega & Rheinboldt (1970) for an excellent introduction to the field.
NONLINEAR JACOBI ITERATION
To solve a system of equations like Eq.
(2), iterative methods start from an initial guess x 0 (x 0 1 , x 0 2 , · · · , x 0 N ) of the solution, and gradually improve it through fixed-point iterations. We let x k = (x k 1 , x k 2 , · · · , x k N ) denote the solution obtained at the k-th iteration. Given x k , the nonlinear Jacobi iteration produces x k+1 by solving N univariate equations of the form:
for x i . It then sets x k+1 i = x i for all i = 1, 2, · · · , N . The process stops when it reaches a fixed point, or x k+1 is sufficiently similar to x k as measured by the forward difference x k+1 − x k < , where > 0 is a tolerance threshold. Crucially, all the N univariate equations involved can be solved in parallel because there is no data dependency among them.
Though empirically successful, the method of nonlinear Jacobi iteration could diverge in many cases, even when solving linear systems of equations (Saad, 2003) .
NONLINEAR GAUSS-SEIDEL ITERATION
Nonlinear Gauss-Seidel (GS) iteration is another iterative solver for systems of nonlinear equations. In analogy to Eq. (3), the k-th step of nonlinear GS iteration is to solve
for x i and to set x k+1 i = x i for i = 1, 2, · · · , N . The process stops when it reaches a fixed point, or x k+1 − x k < . Different from Eq. (3), GS updates leverage the new solutions as soon as they are available. This creates data dependency among adjacent univariate equations and therefore requires N sequential computations to get x k+1 from x k . Assuming that each univariate equation of Eq.
(3) and Eq. (4) takes the same time to solve, one GS iteration takes as much as N parallel Jacobi iterations.
Albeit one GS iteration is more expensive than Jacobi, it is guaranteed to converge faster under certain cases, e.g., solving tridiagonal linear systems (Young, 2014) . In general cases, however, there is no guarantee of convergence.
Beyond Feedforward Computation
Our main insight is to frame a feedforward computation problem as solving a system of (typically nonlinear) equations. This novel perspective enables us to use iterative solvers, such as nonlinear Jacobi and Gauss-Seidel methods, to parallelize and potentially accelerate traditional feedforward computations.
Feedforward Computation Solves a Triangular System of Nonlinear Equations
Given input u, the recurrence relation among states s 1 , s 2 , · · · , s T in Eq.
(1) can be explicitly expressed as the following system of nonlinear equations
We can write Eq. (5) in the form of Eq.
(2) if we let N = T ,
N . One unique property of these functions is that f i (·) does not depend on x i+1 , · · · , x N , and therefore a recurrence relation corresponds to a triangular system of nonlinear equations. Feedforward computation, as defined in Section 2.1, can be viewed as an approach to solving the above system of nonlinear equations.
Jacobi Iteration for Recurrence Relations
Any numerical equation solver can be employed to solve the system of nonlinear equations in Eq. (5) and if converges, should return the same values as feedforward computation. As an example, we can apply nonlinear Jacobi iterations to get Algorithm 1. Here we use s k 1:T to denote the collection of all states at the k-th iteration, and choose > 0 as a threshold for early stopping when s k 1:T − s k−1 1:T < , i.e., the forward difference of states is small.
Although the nonlinear Jacobi iteration method is not guaranteed to converge to the correct solutions for general systems of equations (see Section 2.2.1), it is straightforward to show that they converge for solving triangular systems.
In particular, we have Proposition 1. Algorithm 1 converges and yields the same result as feedforward computation in at most T parallel iterations for any initialization of s 0 1:T if = 0.
In the same vein, we can also apply nonlinear GS iterations to Eq. (5). Interestingly, one iteration of GS yields the same algorithm as feedforward computation.
As analyzed in Section 2, Jacobi iterations can exploit parallelism better than GS. Specifically, nonlinear Jacobi can complete T iterations during which GS is only able to finish one iteration, when assuming that 1) the recurrence relation Eq.
(1) can be evaluated using the same amount of time for all t = 1, · · · , T , and 2) T Jacobi updates can be done in parallel. Thus, under these assumptions, Algorithm 1 can be much faster than feedforward computation if the convergence of Jacobi iterations is fast. At least in the worst case, Algorithm 1 requires only T iterations executed in parallel, which takes the same time as one GS iteration (i.e., feedforward computation).
Hybrid Iterative Solvers
We can combine Jacobi and GS iterations to leverage advantages from both methods. The basic idea is to group states into blocks and view Eq. (5) as a system of equations over these blocks. We can blend Jacobi and GS by first applying one of them to solve for the blocks, and then use the other to solve for individual states inside each block. Depending on which method is used first, we can define two different combinations dubbed Jacobi-GS and GS-Jacobi iterations respectively. Suppose we use an integer interval B = a, b to represent a block of variables {s a , s a+1 , · · · , s b }, and let {B 1 , B 2 , · · · , B M } be a set of integer intervals that partitions 1, T . Jacobi-GS and GS-Jacobi methods can be prescribed in Algorithm 2 and 3, where s B is a shorthand for {s i | i ∈ B}. In particular, in Jacobi-GS (Algorithm 2),
all M blocks are updated in parallel and states within each block B i are updated sequentially based on the latest solutions. In GS-Jacobi (Algorithm 3), we sequentially update the M blocks based on the latest solutions of previous blocks
Bi end for return s 1 , s 2 , · · · , s T and the states within each block B i are updated in parallel.
Since Eq. (5) is a triangular system of nonlinear equations, we have the following observation.
Proposition 2. Both Jacobi-Gauss-Seidel (Algorithm 2) and Gauss-Seidel-Jacobi (Algorithm 3) converge to the same values as obtained by feedforward computation for any initialization if = 0.
In summary, all the numerical equation solvers we have discussed have guaranteed convergence for solving Eq. (5), and can act as valid alternatives to feedforward computation.
Which Solver to Choose?
In this section, we discuss under which scenarios one method is better than the other. We start by considering a very ideal computation model, where 1) for all t = 1, 2, · · · , T , the recurrence relation Eq. (1) takes the same amount of time to compute for all values that s 1:t−1 and u may take, and 2) we have access to at least T processors with the same computational power. We only count the computational cost of evaluating the recurrence relation Eq. (1) and ignore other potential cost, such as data copying, moving and synchronization.
We now analyze the advantages of various methods when the recurrence relations have different structures under the above computation model, and when the computation model is modified to be more general and practical.
Jacobi vs. Gauss-Seidel
In previous sections, our ideal computation model has been used several times to argue that T parallel iterations of the Jacobi method is time-wise equivalent to one sequential iteration of the GS method (i.e., feedforward computation in the case of solving Eq. (5)). According to Proposition 1, the Jacobi algorithm converges within T parallel iterations. This implies that running Algorithm 1 is always faster or equally fast than Gauss-Seidel or feedforward computation.
Since Jacobi iterations occupy much more processors for parallel execution, it is necessary to understand when the speedup of Jacobi methods is significant enough to justify this cost. To get some intuition, we consider some typical examples where Jacobi iteration may or may not lead to compelling speedups with respect to Gauss-Seidel.
Example 1: fully independent chains. The best case for Jacobi iteration comes when for each t = 1, · · · , T , s t = h t (u). For recurrent relations where different states are fully independent of each other, one parallel iteration of Jacobi suffices to yield the correct values for all states, whereas feedforward computation needs to compute each state sequentially. Parallelism in this case results in the maximum possible speedup factor of T .
Example 2: chains with long skip connections. Here is a slightly worse, but still very ideal case for Jacobi iterations: each state only depends on far earlier states in the sequence via long skip connections. One simple instance is when s 1 = h 1 (u) and s t = h t (u, s 1 ) for t > 1. The Jacobi method needs only 2 parallel iterations to obtain the correct values of all intermediate states, which leads to a speedup factor of T /2. We note that skip connections are commonly used in machine learning models, for example in ResNets (He et al., 2016) and DenseNets .
Example 3: Markov chains. The worst case for Jacobi iterations happens when the recurrence relation is Markov, i.e., s 1 = h 1 (u) and s t = h t (s t−1 ) for t > 1. The Markov property ensures that when t > 1, the only way for s t to be influenced by the input u is through computing s t−1 . Therefore, as long as s T depends on u in a non-trivial way, it will take at least T parallel iterations for the Jacobi method to propagate information from u all the way to s T . In this case the running time of Jacobi matches that of Gauss-Seidel under our computation model.
Remark
In general, a recurrence relation can be represented as a directed acyclic graph (DAG) with T + 1 nodes {u, s 1 , s 2 , · · · , s T } to indicate computational dependency between different states. The number of parallel iterations needed for the Jacobi method to converge equals the graph diameter, whereas the number of iterations required for feedforward computation is T . From this observation, Jacobi methods have a greater advantage when the DAG has a smaller diameter. In practice, the corresponding DAG of many feedforward processes in machine learning may not have a small graph diameter. For example, both ResNet and DenseNet have a diameter of T because adjacent lay-ers are connected. However, many connections may carry small weights and the resulting DAG after removing these insignificant connections can have a much smaller effective diameter. This is corroborated in our experiments on DenseNets, where a Jacobi-based approach achieves superior performance.
Jacobi vs. Jacobi-GS and GS-Jacobi
Our ideal computation model assumes sufficient number of parallel processors. When fewer than T parallel computing units are available, Jacobi-GS and GS-Jacobi can be more desirable than Jacobi because the number of parallel processors needed by them is smaller, depending on the number of blocks and block size.
Aside from T parallel processors, the advantage of Jacobi iterations also relies on the assumption that updates in the recurrence relation at t = 1, · · · , T all have the same running time. However, Jacobi methods may lose their benefits in two common cases where this assumption does not hold.
1. The computation time is often not uniform across different t. When this happens, each parallel iteration of the Jacobi method will take the same time as the slowest update across all time steps. If the feedforward computation is bottlenecked by the update at a single time step, multiple parallel iterations of Jacobi can multiply this bottleneck by a large factor.
2. The computation time might be different when executed in series versus in parallel. One such example is when some computation for h t (u, s 1:t−1 ) can be cached to save the time for computing h t+1 (u, s 1:t ) (cf ., Ramachandran et al. (2017)). This makes sequential computations faster than independent executions in parallel, and therefore reduces the cost-effectiveness of Jacobi methods compared to feedforward computation.
For the first failure case of Jacobi methods, Jacobi-GS can be a better choice since it can group different time steps so that each block takes roughly the same time to update, balancing the work load between different parallel processors. For the second case, both Jacobi-GS and GS-Jacobi are more advantageous because the sequential GS iterations within and between blocks can also benefit from the faster serial computation due to caches. Finally, Jacobi-GS might converge faster than Jacobi in practice even without the above considerations. For example, in the context of solving linear triangular systems, Chow et al. (2018) finds that the "block" Jacobi method, which is equivalent to our Jacobi-GS when applied to linear recurrence relations, enjoys faster convergence than naïve Jacobi iterations. Empirically, we study some trade-offs of Jacobi-GS and GS-Jacobi in the experiment of autoregressive sampling from PixelCNN++.
Experiments
In this section, we empirically verify the effectiveness of our proposed algorithms on 1) neural networks evaluation and 2) autoregressive sampling. We provide key experimental details and primary results in this section, and relegate some secondary details/results to Appendix B/C.
Evaluating DenseNets
DenseNets are very successful for image recognition tasks. They are convolutional neural networks with a basic building block called the dense layer. Each dense layer is comprised of two convolutions with batch normalization, and is connected to every other dense layer in a feedforward fashion. DenseNets are particularly suitable for Jacobi-type iterative approaches because information can quickly flow from input to output in one update via skip connections.
Setup We use a DenseNet-201 model pre-trained on Ima-geNet (Russakovsky et al., 2015) . We define a state in the corresponding recurrence relation to be the feature maps of a convolutional layer. We apply the Jacobi-GS method (Algorithm 2) to compute all states, where each dense layer (consisting of two states) is grouped as one block. In words, we evaluate each block in parallel, and perform the computation inside each block sequentially. Since there are 98 dense layers in DenseNet-201, we have a total of 98 blocks. We empirically verify that evaluating each dense layer separately takes comparable running time on GPUs. Therefore, by arranging these dense layers as blocks, Jacobi-GS can have roughly balanced workload for parallel execution.
Performance metrics To evaluate the best possible speedup, we simulated the performance of Jacobi-GS with a purely sequential implementation in PyTorch (Paszke et al., 2019) and estimated the running time for a real parallel implementation, assuming no overheads due to parallelism. We ignore the computational cost of operations between dense layers, such as transition and pooling, since their running time is comparably small. In order to estimate the time for parallel Jacobi-GS, we run each dense layer 10 times on the GPU and take the average to measure its wall-clock time, which we denote as t 1 , t 2 , · · · , t 98 . We assume one parallel iteration of Jacobi-GS requires max 1≤i≤98 t i , and the time needed for feedforward computation is
Results
We summarize the performance of Jacobi-GS in Figure 1 . The curves represent mean values computed using 100 images sampled from the ImageNet validation set, and the shaded areas denote corresponding standard deviations. We plot the curves of both error and forward difference, measured using the number of different labels in top-5 predictions. The results indicate that forward differences closely trace the ground-truth errors and therefore can be reliably used as a stopping criterion. As shown in Figure 1 , the estimated time for Jacobi-GS to converge is around 0.0121s, which is 2.2 times faster than 0.0261s, the estimated time needed for feedforward computation. Note that this is a theoretical speedup. The actual speedup might be smaller due to overheads of parallel execution.
Autoregressive Sampling
We now move on to accelerating autoregressive sampling. We consider two popular autoregressive models for image generation: MADE (Germain et al., 2015) and Pix-elCNN++ (Salimans et al., 2017) . Both models generate images pixel-by-pixel in raster scan order. We view each pixel as a state in the corresponding recurrence relation.
MADE
Setup Due to the special architecture of MADE, each iteration of feedforward computation requires a full forward propagation of the MADE network, which equals the cost of one parallel Jacobi iteration. This means that sampling from MADE is a perfect use case for Jacobi iterations, where no extra parallelism is needed compared to naïve feedforward computation. We compared Jacobi iteration vs.
feedforward sampling for models trained on MNIST and CIFAR-10 ( Krizhevsky et al., 2009) respectively. The experiments were repeated 100 times and we report the means and standard deviations measured in actual wall-clock time.
Results Our results are summarized in Figure 2 . For Jacobi iterations, the feedforward difference can nicely trace the curve of errors between the current and final samples, and can be directly used for early stopping. In contrast, feedforward differences for the standard feedforward computation are not indicative of convergence. In terms of wallclock time, Jacobi method only requires 0.015s to converge, while feedforward computation needs 0.447s. This amounts to a speedup factor around 30. For CIFAR-10, the time difference is 0.114s vs. 3.764s, which implies a speedup factor around 33. Note that this is an actual speedup on a single Nvidia 2080Ti GPU, accounting for all the overheads. The significant speedup achieved by Jacobi methods is not only useful for image generation, but also effective to other models where MADE sampling is a sub-process, such as computing the likelihood of IAFs (Kingma et al., 2016) , and sampling from MAFs (Papamakarios et al., 2017) .
PIXELCNN++
Background PixelCNN++ is another autoregressive model that typically achieves higher likelihood on image modeling tasks compared to MADE. The architectural difference from MADE facilitates faster feedforward sampling with caches (Ramachandran et al., 2017) . Namely, the computation performed for one state can be cached to accelerate the computation of later states. Unfortunately, as discussed in Section 4, parallel Jacobi updates cannot leverage these caches for faster sampling, and therefore one parallel update can be slower than one sequential update of feedforward sampling when considering caches. Jacobi-GS and GS-Jacobi, however, can take advantage of the caching mechanism in theory since they include sequential updates from the Gauss-Seidel component.
Setup We test feedforward, Jacobi, Jacobi-GS and GS-Jacobi for sampling from PixelCNN++ models trained on MNIST, Fashion-MNIST (Xiao et al., 2017) and CIFAR-10 (Krizhevsky et al., 2009) datasets. Each experiment is performed 10 times and we report both means and standard deviations. We consider feedforward sampling with and without caches. We implement Jacobi iterations in the same way as we did for MADE, where no cache is used. We modify the caching mechanisms from Ramachandran et al. (2017) so that they can be applied to Jacobi-GS and GS-Jacobi approaches. For GS-Jacobi, we view 5, 10, and 3 rows of pixels as a block on MNIST, Fashion-MNIST and CIFAR-10 respectively. For Jacobi-GS, we view two adjacent pixels in the same row as one block. 
Performance metrics
We employ two different ways to measure the performance of algorithms. First, to isolate our performance metrics from complexities caused by implementation details, such as caching and overheads of parallel execution, we use the number of parallel iterations to compare the convergence of various methods. For the Jacobi method, one parallel iteration is one Jacobi update of all variables. For Jacobi-GS, it corresponds to one GS update inside each block. For GS-Jacobi, one parallel iteration is one Jacobi update across the latest block where variables have not all converged. For feedforward with or without caching, one parallel iteration corresponds to one ordinary step of sampling. For all algorithms, one parallel iteration should ideally cost the same time if we ignore the effects of caching and overheads of parallelism. We calculate the theoretical speedup by comparing the number of parallel iterations needed for convergence, which should serve as the upper bound of the achievable speedup in practice. Our second performance metric is the wall-clock time of our own implementation of different algorithms in PyTorch, which provides a lower bound of the achievable speedup.
Results We report the performance of different samplers in Figure 3 and Tab. 1, and give an illustration of the sampling processes in Figure 4 . Jacobi, Jacobi-GS and GS-Jacobi all need fewer iterations to converge than feedforward computation. For both MNIST and Fashion-MNIST, Jacobi takes the shortest wall-clock time to converge. All Jacobitype approaches, i.e., Jacobi, Jacobi-GS and GS-Jacobi, run faster than feedforward computation with caching on these rows) and CIFAR-10 (bottom two rows) datasets. Odd rows visualize the feedforward sampling process, whereas even rows correspond to Jacobi-type methods. We use Jacobi for both MNIST and FashionMNIST, and Jacobi-GS for CIFAR-10. We show one sample every 28 parallel iterations for MNIST/Fashion-MNIST, and every 32 parallel iterations for CIFAR-10.
two datasets. For CIFAR-10, Jacobi-GS converges with the fewest number of iterations, whilst feedforward sampling with caching runs the fastest in wall-clock time using our own implementation. Note that with our implementation, one iteration of GS-Jacobi or Jacobi-GS is slower than that of Jacobi. This should not happen in theory because both GS-Jacobi and Jacobi-GS can leverage caches to save computation. But in practice, maintaining caches in PyTorch requires frequent data copying and moving, which are more expensive than convolutions according to our profiling. We would expect a more careful implementation (e.g., writing fused operations directly as CUDA kernels) can at least bring the running speed of Jacobi-GS and GS-Jacobi faster than Jacobi. In this case, we would expect Jacobi-GS to uniformly outperform all other competitors in wall-clock time on MNIST and CIFAR-10 datasets.
Related Work
Accelerating feedforward computation in the context of autoregressive sampling has been studied in the literature. In particular, cache-based acceleration methods (Ramachandran et al., 2017) are proposed for PixelCNN (Van den Oord et al., 2016) , WaveNet (Oord et al., 2016) and Transformers (Vaswani et al., 2017) , some of which serve as baselines in our experiments. Probability density distillation is proposed in (Oord et al., 2018) , however, unlike cached-based methods and our Jacobi-based approaches, it may provide samples that are very different from the original (slower) autoregressive model.
Common iterative solvers for linear equations include Jacobi, Gauss-Seidel, successive over-relaxation (SOR), and more general Krylov subspace methods. Forward/back substitution, as a process of solving lower/upper triangular linear systems, can also be viewed as feedforward computation. Many approaches are proposed to accelerate and parallelize this procedure. Specifically, level scheduling (Saad, 2003) performs a topological sorting to find independent groups of variables that can be solved in parallel. Block-Jacobi iter-ation methods (Anzt et al., 2015; Chow et al., 2018) , similar to the Jacobi-GS method in our paper, are proposed to maximize the parallel efficiency on GPUs.
Jacobi-type iterations are also used in message passing algorithms for probabilistic graphical models (Elidan et al., 2012; Niu et al., 2011) and graph neural networks (GNNs) (Scarselli et al., 2008) . In particular, Gaussian belief propagation (GaBP) includes the Jacobi method as a special case (Bickson, 2008) when solving Gaussian Markov random fields. The core computation of GNNs is a parameterized message passing process where methods similar to block-Jacobi scheduling are popular (Liao et al., 2018) .
Conclusion
By interpreting feedforward computation as solving a triangular system of nonlinear equations, we show that numerical solvers can, in some cases, provide faster evaluation at the expense of additional parallel computing power. In particular, we demonstrated that variants of Jacobi and Gauss-Seidel iterations are effective in accelerating the evaluation of DenseNets on ImageNet and sample generation from autoregressive models on several image datasets.
This observation opens up many new possible applications. We may apply the algorithms proposed in this paper to other important feedforward processes, such as backpropagation of gradients. We can build highly-optimized software packages to automatically parallelize feedforward computation. More sophisticated numerical equation solving techniques, such as Krylov subspace methods and continuation methods, may provide greater acceleration than Jacobi/Gauss-Seidel.
Finally, we reiterate that our method is not beneficial for all feedforward computations. We require the process to tolerate numerical errors, as well as have weak dependencies among various sequential stages that might be leveraged by numerical solvers. Moreover, it can be non-trivial for practical implementations to reap the benefits of acceleration that are possible in theory due to various overheads. Van den Oord, A., Kalchbrenner, N., Espeholt, L., Vinyals, O., Graves, A., et al. Conditional image generation with pixelcnn decoders. In Advances in neural information processing systems, pp. 4790-4798, 2016. Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser, Ł., and Polosukhin, I. Attention is all you need. In Advances in neural information processing systems, pp. 5998-6008, 2017.
Xiao, H., Rasul, K., and Vollgraf, R. Fashion-mnist: a novel image dataset for benchmarking machine learning algorithms, 2017.
Young, D. M. Iterative solution of large linear systems. Elsevier, 2014.
A. Proofs
Here we provide the convergence proofs for Jacobi, Jacobi-GS and GS-Jacobi algorithms.
Proposition 1. Algorithm 1 converges and yields the same result as feedforward computation in at most T parallel iterations for any initialization of s 0 1:T if = 0.
Proof. We prove the conclusion by induction, and without loss of generality we assume the algorithm terminates at the T -th iteration. Suppose the true solutions for Eq. (5) are s * 1 , s * 2 , · · · , s * T . For the first parallel iteration, we have s 1 1 ← h 1 (u) = s * 1 . Now we hypothesize that for the k-th (k ≥ 1) parallel iteration, ∀j ≤ k : s k j = s * j . Suppose the hypothesis for k is true. Considering the (k + 1)-th iteration, we have s k+1 k+1 ← h k+1 (u, s k 1:k ) = h k+1 (u, s * 1:k ) = s * k+1 . In addition, for i < k + 1, we have s k+1 i ← h i (u, s k 1:i−1 ) = h i (u, s * 1:i−1 ) = s * i . Therefore, we have proved that the hypothesis holds true for k + 1. Since we have shown that the hypothesis is true for k = 1, by induction it is true for all k ≥ T , which implies s T 1:T = s * 1:T . In other words, the algorithm gives the true solutions to Eq. (5) in at most T parallel iterations.
Proof. We first prove the convergence of Jacobi-GS. Suppose the true solutions are s * 1 , s * 2 , · · · , s * T , and without loss of generality the algorithm terminates at k = M . For the first parallel iteration, we consider block B 1 = a 1 , b 1 . After completing all the GS steps for the first parallel iteration, it is easy to see that ∀i ∈ a 1 , b 1 : s 1 i = s * i . Now we hypothesize that after the k-th (k ≥ 1) parallel iteration, ∀t ≤ k, ∀i ∈ B t : s k i = s * i . Consider the (k +1)-th iteration. Note that for all i ≤ k + 1, we have ∀j ∈ B i = a i , b i : s k+1 j ← h j (u, s k 1:ai−1 , s k+1 ai:j−1 ) = h j (u, s * 1:ai−1 , s k+1 ai:j−1 ), and GS iterations make sure that ∀j ∈ B i : s k+1 j = s * j . This proves that the hypothesis is true for k + 1. Since we have shown the correctness of the hypothesis for k = 1, by induction we know the hypothesis holds true for all 1 ≤ k ≤ M . This implies that s M 1:T = s * 1:T . Next, we prove the convergence of GS-Jacobi. For the first GS iteration, we know ∀j ∈ B 1 : s |B1| j = s * j from Proposition 1, and therefore s B1 = s |B1| B1 = s * B1 . We can simply continue this reasoning to conclude that ∀1 ≤ i ≤ M : s Bi = s |Bi| Bi = s * Bi .
B. Extra Experimental Details

B.1. DenseNets
We use the DenseNet-201 model provided by Py-Torch (Paszke et al., 2019) model zoo, which has been pre-trained on the ImageNet (Russakovsky et al., 2015) dataset with a top-5 error of 6.43%. We use a Nvidia 2080Ti GPU in our experiments. All GPU timing is done after calling torch.cuda.synchronize().
B.2. MADE
Background MADE defines a vector-valued function f : (s 1 , s 2 , · · · , s T ) → (f 1 , f 2 (s 1 ), · · · , f T (s 1:T −1 )).
Suppose we are interested in modeling a joint distribution p(s 1 , s 2 , · · · , s T ), where each conditional probability p(s t |s 1:t−1 ), t = 1, · · · , T is a logistic distribution with mean µ(s 1:t−1 ) and standard deviation σ(s 1:t−1 ). We can use MADE to parameterize µ(s 1:t−1 ) and σ(s 1:t−1 ) respectively, and use ancestral sampling to generate samples from p(s 1 , · · · , s T ). Before sampling, we determine a sequence of uniform random noise u = (u 1 , u 2 , · · · , u T ), ∀t : u t ∈ [0, 1] as the input to the recurrence relation. During sampling, we first run MADE to compute µ(s 1:t−1 ) and σ(s 1:t−1 ) based on existing samples s 1:t−1 and then use inverse CDF sampling, i.e., h t (u, s 1:t−1 ) σ(s 1:t−1 ) log ut 1−ut + µ(s 1:t−1 ), to generate the next sample s t . Therefore, the time required for each sampling step t hinges on the cost of evaluating MADE for σ(s 1:t−1 ) and µ(s 1:t−1 ). For a given iteration step t, the most common implementation of MADE for computing f t (s 1:t−1 ) follows three steps: 1) Right pad s 1:t−1 to an input of length T , i.e., (s 1 , · · · , s t−1 , s t , · · · , s T ), where s t:T are arbitrary padding values; 2) Feed the padded input to the MADE neural network to get f (s 1:t−1 , s t:T ) = f 1 , · · · , f t (s 1:t−1 ), f t+1 (s 1:t−1 , s t ), · · · , f T (s 1:t−1 , s t:T −1 ) ; 3) Take the t-th element of f (s 1:t−1 , s t:T ) to obtain f t (s 1:t−1 ). Because of the compulsory padding step, each iteration of feedforward computation requires a full forward propagation of the MADE network. Crucially, this equals the cost of one parallel Jacobi iteration even without extra parallel computation, since (f 1 , f 2 (s k 1 ), · · · , f T (s k 1:T −1 )) can also be produced using one forward propagation of MADE given s k 1 , · · · , s k T .
Additional Setup Our MADE network has two layers, each with 512 neurons. For training MADE on both MNIST and CIFAR-10, we use a batch size of 128, a learning rate of 0.001 for the Adam optimizer, and a step-wise learning rate decay of 0.999995. The models were trained for 1000 epochs. During sampling, we produce 100 images in parallel from our MADE model. 
B.3. PixelCNN++
Our code is mainly based on a PixelCNN++ implementation (without exponential moving average) in PyTorch from GitHub: https://github.com/pclucas14/pixel-cnn-pp. For CIFAR-10, we use the same architecture and the pre-trained checkpoint provided by the GitHub repository. For MNIST and FashionMNIST, the architectures are the same as that for CIFAR-10, except that we shrink the number of filters to 1/4. We train the models on MNIST and FashionMNIST using a batch size of 32, a learning rate of 0.0002 for the Adam optimizer, and a step-wise learning rate decay of 0.999995. The model was trained for 590 epochs on MNIST, and 350 epochs on FashionMNIST.
We use a single Nvidia 2080Ti GPU for all experiments, and we only include one image in each mini-batch to maximize the available parallel capacity per sample on the GPU.
C. Extra Results for PixelCNN++
C.1. MADE
We give a demonstration on the standard feedforward sampling procedure vs. our Jacobi sampling method in Figure 6 . The odd rows correspond to standard feedforward sampling, and the even rows are from the Jacobi sampling process. We show the intermediate samples every five (parallel) iterations on the left side of the ellipses, and the final image samples on the right.
C.2. PixelCNN++
We show the speedup factors when we force our Jacobi-type sampling approaches to produce exactly the sames results as feedforward computation (up to machine precision) in Table 2 .
In addition, we show forward differences in Figure 5 . The forward differences of Jacobi-type sampling methods all trace the errors very well and can be used for early stopping. In constrast, the forward differences of feedforward computation are not indicative of convergence.
