Starting from any graph on {1, . . . , n}, consider the Markov chain where at each time-step a uniformly chosen vertex is disconnected from all of its neighbors and reconnected to another uniformly chosen vertex. This Markov chain has a stationary distribution whose support is the set of non-empty forests on {1, . . . , n}. The random forest corresponding to this stationary distribution has interesting connections with the uniform rooted labeled tree and the uniform attachment tree. We fully characterize its degree distribution, the distribution of its number of trees, and the limit distribution of the size of a tree sampled uniformly. We also show that the size of the largest tree is asymptotically α log n, where α = (1 − log(e − 1)) −1 ≈ 2.18, and that the degree of the most connected vertex is asymptotically log n/ log log n.
Introduction

The model
Consider a Markov chain on the space of graphs on {1, . . . , n} whose transition probabilities are defined as follows: at each time-step, 1. Choose an ordered pair of distinct vertices (u, v) uniformly at random.
Disconnect v from all of its neighbors, then connect it to u.
Note that if u is the only neighbor of v at time t, then the graph is unchanged at time t + 1. A simple example illustrating the dynamics of this Markov chain is depicted in Figure 1 . This Markov chain has a stationary distribution whose support is the set of nonempty forests on {1, . . . , n}. Indeed, The stationary distribution of this chain is the random forest model that we study in this paper. We denote it by F n and call it the Moran forest, in reference to the Moran model of population genetics, where at each time step two distinct individuals are sampled uniformly at random, and the second one is replaced by a copy of the first [9, 11, 17] .
Main results
Our first result, which we detail in Section 2, is that there is a simple way to sample F n . This construction enables us to study several of its statistics, such as its number of trees (Section 3.1), its degree distribution (Section 4.1), and the typical size of its trees (Section 5.2). Some of these results are presented in Table 1 . Table 1 : Some statistics of the Moran forest, for fixed n in the case of the number of trees, and as n → ∞ for the degree and the size of a uniform tree. Note that the degree also has a simple, explicit distribution for fixed n (see Proposition 4.1). The Bernoulli variables I used to describe the distribution of N n are independent and, conditional on U , so are the Bernoulli and Poisson variables used for the distribution of D.
Notation Variable Distribution
In Section 3.2, we show that the Moran forest is closely linked to uniform rooted labeled trees. Specifically, we prove the following theorem.
Theorem 3.4. Let T be a uniform rooted tree on {1, . . . , n − 1}. From this tree, build a forest F on {1, . . . , n} according to the following procedure:
Remove all decreasing edges from T (that is, edges uv pointing away from the root such that u > v).
Add a vertex labeled n and connect it to a uniformly chosen vertex of T
Relabel vertices according to a uniform permutation of {1, . . . , n}.
Then, the resulting forest F has the law of the Moran forest F n .
Finally, we study the asymptotic concentration of the largest degree and of the size of the largest tree of F n . The following theorems are proved in Sections 4.2 and 5.3, respectively. = log n log log n + 1 + o p (1) log n log log log n (log log n) 2 ,
where o p (1) denotes a sequence of random variables that goes to 0 in probability.
Theorem 5.8. Let T max n
denote the size of the largest tree of F n . Then, T max n = α log n − (1 + o p (1)) log log n , where α = (1 − log(e − 1)) −1 ≈ 2.18019.
Sampling of the stationary distribution
Backward construction
Consider an i.i.d. sequence ((V t , W t ), t ∈ Z), where (V t , W t ) is uniformly distributed on the set of ordered pairs of distinct elements of {1, . . . , n}. These variables are meant to encode the transitions of the chain: W t represents the vertex that is disconnected at step t, and V t the vertex to which W t is then connected. We now explain how to construct a chain (F n (t), t ∈ Z) of forests by looking at the sequence ((V t , W t ), t ∈ Z) backwards in time.
Fix a focal time t ∈ Z. For each vertex v, let us denote by τ t (v) := max{s t : W s = v} the last time before t that v was chosen to be disconnected, and define m t (v) := V τt (v) to be the vertex to which it was then reconnected. We refer to the time τ t (v) as the birth time of v, and to the vertex m t (v) as its mother. Note that the variables (τ (v), 1 v n) are independent of (m(v), 1 v n).
Now, for each s t, let the vertices be in one of two states, active or inactive, as follows: vertex v is active at times s such that τ t (v) s t, and inactive at times s < τ t (v). Finally, let F n (t) be the forest obtained by connecting each vertex v to its mother if the mother is active at the time of birth of v, that is,
This procedure is illustrated in Figure 2 .
Let us show that the chain (F n (t), t ∈ Z) has the same transitions as the chain described in the introduction. First, note that for v = W t we have τ t (v) = τ t−1 (v), and thus m t (v) = m t−1 (v). As a result, edges that do not involve W t are the same in F n (t) and in F n (t−1). Now, τ t (W t ) = t, so that W t is always inactive as a mother in the construction of F n (t), and m t (W t ) = V t with τ t (V t ) < t, so that W t is linked to V t in F n (t). In other words, F n (t) is obtained from F n (t − 1) by disconnecting W t from its neighbors, and then connecting it to V t . This corresponds to the transitions of the chain described in the introduction.
Finally, (F n (t), t ∈ Z) is stationary by construction, and thus F n (t) is distributed as the Moran forest for all time t ∈ Z. 
Uniform attachment construction
We now give a forward-in-time variant of the construction described in the previous section. This forward-in-time procedure, which we call the uniform attachment construction (UA construction for short), is our main tool to study F n and will be used throughout the rest of the paper.
Let (U n ( ), 1 n) be a vector of independent variables such that U n ( ) is uniformly distributed on {1, . . . , n} \ { }. Consider the forest F * n on {1, . . . , n} obtained by setting k is connected to , with k < ⇐⇒ U n ( ) = k.
We will show that, after relabeling the vertices of F * n according to a uniform permutation of {1, . . . , n}, we obtain the Moran forest. Before this let us make a few remarks.
First, it will be helpful to think of the construction of F * n as a sequential process where, starting from a single vertex labeled 1, for = 2, . . . , n we add a new vertex labeled and connect it to U n ( ) if U n ( ) < . See Figure 3 . This will make the link with some well-known stochastic processes more intuitive. This also explains that we speak of the -th vertex in the UA construction to refer to vertex in F * n . Second, the edges of F * n are by construction increasing, in the sense that if we root every tree of F * n by letting the root of a tree be its smallest vertex, then each edge uv pointing away from the root of its tree is such that u < v.
Rooted trees that have only increasing edges are known as recursive trees [8] , and forests of recursive trees have been called recursive forests [4] . Recursive trees have been studied extensively. In particular, the uniform attachment tree, which corresponds to the uniform distribution over the set of recursive trees, has received much attention [5, 15, 16] . However, the random forest F * n does not seem to correspond to any previously studied model of random recursive forest (in particular, it is not uniformly distributed over the set of recursive forests). Proof. Consider the forest F n (0) built from the variables ((V t , W t ), t ∈ Z) in the previous section. To ease notation, we will omit the subscript in τ 0 and m 0 .
Let us relabel the vertices in increasing order of their birth time: since the variables (τ (v), 1 v n) are all distinct, there exists a unique permutation σ of {1, . . . , n} such that
In words, σ( ) is the -th vertex that was born in the construction of F n (0). Using the new labeling, let us denote its birth time by τ * ( ) = τ (σ( )) and its mother by m
Thus, if we set
. Therefore, to finish the proof we have to show that: (i) The variables (m * ( ), 1 n) are independent and such that m * ( ) is uniformly distributed on {1, . . . , n} \ { }.
(ii) The permutation σ is uniform and independent of (m * ( ), 1 n). Moreover, the variables (τ (v), 1 v n) are exchangeable so the permutation σ is uniform. Now, for any fixed permutation π of {1, . . . n} and any fixed map f : {1, . . . , n} → {1, . . . , n} such that f ( ) = for all , we have
concluding the proof.
Number of trees
Law of the number of trees
In the UA construction, let I = 1 {Un( )< } be the indicator variable of the event "the -th vertex was linked to a previously added vertex". The variables (I 1 , . . . , I n ) are thus independent Bernoulli variables such that
With this notation, the number of edges |E n | and the number of trees N n are
that is, the number of trees and the number of edges have the same, symmetric distribution. In consequence, from now on we only use the notation N n and refer to it as the number of trees of F n when stating our results-even though we sometimes work with the number of edges in the proofs.
From the representation of N n as a sum of independent Bernoulli variables, we immediately get the following result. 
The representation of N n as a sum of independent Bernoulli variables also makes it straightforward to get the following central limit theorem. 
Proof. This is an immediate consequence of the Lyapunov CLT for triangular arrays of independent random variables. Indeed, E |I − E(I )| 3 1. Therefore,
and the result follows, e.g., from Corollary 11.1.4 in [3] .
Link with uniform labeled trees
As announced in the introduction, there is a strong connection between the Moran forest and uniform labeled trees. Our starting point is the following observation about the probability generating function of N n . First,
Second, the coefficients of this polynomial have a simple combinatorial interpretation: a(n − 1, k) is the number of rooted trees on {1, . . . , n − 1} with k increasing edges, where an edge uv pointing away from the root is said to be increasing if u < v. This fact is known in the literature as a consequence of the more general Theorem 1.1 of [10] (see also Example 1.7.2 in [7] and Theorem 9.1 in [12] ).
This simple observation already gives us the following proposition.
Proposition 3.3. The probability mass function of the number of trees of F n is
where a(n, k) is the number of rooted trees on {1, . .
. n} with k increasing edges (sequence A067948 of the On-Line Encyclopedia of Integer Sequences [1]).
Looking for a bijective proof of Proposition 3.3 naturally leads to the following more general result about the link between the Moran forest and uniform rooted labeled trees.
Remove all decreasing edges from T (that is, edges uv pointing away from the root such that u > v).
Add a vertex labeled n and connect it to a uniformly chosen vertex of T
Relabel vertices according to a uniform permutation of {1, . . . , n}.
Proof. In the UA construction, let F n−1 denote the forest obtained after the addition of n − 1 vertices, before their relabeling. After this, the n-th vertex will be linked to a uniformly chosen vertex of F n−1 . As a result, to prove the theorem it suffices to show that F n−1 has the same law as the forest obtained from T by removing its decreasing edges.
To do so, we couple F n−1 and T in such a way that the edges of F n−1 are exactly the increasing edges of T . Formally, F n−1 is a deterministic function of the random vector U = (U n (2), . . . , U n (n − 1)). Moreover, U is uniform on the set
Thus, to end the proof it is sufficient to find a bijection Φ from S n−1 to the set of rooted trees on {1, . . . , n − 1} and such that
and consider the bijection Θ : S n−1 → S n−1 defined by
Importantly, note that Θ does not modify the entries of u that correspond to edges of
As a result, it remains to find a bijection Ψ from S n−1 to the set of rooted trees on {1, . . . , n − 1} such that u < ⇐⇒ u and are linked by an increasing edge in Ψ(u) .
This bijection will essentially be that used in [10] , which can itself be seen as a variant of Joyal's bijection [2, 14] .
Let G u be the directed graph on {1, . . . , n − 1} obtained by putting a directed edge going from u to for all 2.
If G u has no cycle or self-loop, then it is a tree. Moreover, the orientation of its edges uniquely identify vertex 1 as its root. Thus we set Ψ(u) = G u . If G u is not a tree, set C 0 = {1} and let C 1 , . . . , C k denote the cycles of G u , taken in increasing order of their largest element and treating self-loops as cycles of length 1. Note that because each vertex has exactly one incoming edge, except for vertex 1 which has none, these cycles are vertex-disjoint and directed.
To turn G u into a tree, set s 0 = 1 and for i 1 let m i denote the largest element of C i and m i s i its out-going edge in C i . With this notation, for i = 1, . . . , k remove the edge m i s i from G u and replace it by m i s i−1 . Note that
• This turns C 0 · · · C k into a directed path P going from s k to 1.
• Because m i = max C i and that 1 < m 1 < · · · < m k , every edge m i s i was non-increasing and has been replaced by the decreasing edge m i s i−1 .
Therefore, this procedure turns G u into a tree Ψ(u) rooted in s k , without modifying its increasing edges. Consequently, the increasing edges of Ψ(u) are exactly the pairs k for which k = u < .
To see that Ψ is a bijection, it suffices to note that the cycles C 0 , . . . , C k can be recovered unambiguously from the path P going from the root to vertex 1. Indeed, writing this path as the word 1m 1 · · · s 1 m 2 · · · s k , the m i are exactly the left-to-right maxima of that word.
Setting Φ = Ψ • Θ thus gives us the bijection that we were looking for, concluding the proof.
Degrees
Degree of a fixed vertex
Using the UA construction and the notation from Section 2.2, let us denote by
• I = 1 {Un( )< } the indicator variable of the event "the -th vertex is linked to a previously added vertex".
• X (v) = 1 {Un( )=σ −1 (v)} the indicator variable of the event "the -th vertex is linked to vertex v".
• B v = σ −1 (v) the step of the construction at which vertex v is added.
With this notation, the degree of vertex v is
Bernoulli variables with parameter 1/(n − 1) and I b is a Bernoulli variable with parameter
where the Bernoulli and the binomial variables are independent conditional on L v . Using that L v is uniformly distributed on {0, . . . , n − 1}, the mean, variance and probability generating function of D (v) n are obtained by routine calculations. Proposition 4.1. Let D n be the degree of a fixed vertex of F n . Then,
, that is, the average degree of a vertex is independent of the step at which it was added in the UA construction. (
(iv) P(D = 0) = 1 − 2/e and, for k 1,
Proof. First, for all z ∈ C \ {1},
This pointwise convergence of the probability generating function of D n proves the convergence in distribution of D n to a random variable D satisfying (ii). Point (i) then follows immediately from the integral expression of G D .
To compute the factorial moments of D, note that
As a result, for p 1 the p-th derivative of
and, in particular,
, proving (iii).
Finally, to prove (iv), using (i) we see that
and that, for k 1,
Noting that kx
and an easy integration by parts yields
from which (iv) follows by induction.
Before closing this section, let us give an asymptotic equivalent of the tail of D n . We will need it in the proof of Theorem 4.5 on the largest degree.
Proposition 4.4. Let D n be the degree of a fixed vertex of F n and let
Proof. First, observe that
Recalling from Proposition 4.3 that
The proof of (ii) is somewhat technical so we only outline it here and refer the reader to Section A.1 of the Appendix for the detailed calculations.
Consider the function
With this function, (ii) can be re-expressed as
n denotes the k-th derivative of ∆ n . But ∆ n can be expressed in terms of the generating functions of D and D n , namely as
The expressions of G D and G Dn obtained in Propositions 4.1 and 4.3 thus make it straightforward to obtain a power series expansion of ∆ n at z = 1, and this expansion can be used to bound ∆ (k) n (0) and conclude the proof. Finally, (iii) is a direct consequence of (i) and (ii).
Largest degree
The aim of this section is to prove the following result.
n denote the largest degree of F n . Then,
log n log log n + 1 + o p (1) log n log log log n (log log n) 2 ,
Our proof uses a first and second moment method that will also be used in the proof of Theorem 5.8 concerning the size of the largest tree. In order to avoid repeating ourselves, we isolate this classic part of our reasoning as a lemma, whose proof we recall for the sake of completeness. 
, and suppose that there exists a sequence (m n ) and a constant β such that, for all ε > 0, as n → ∞,
Then for all ε > 0,
which can also be written
Proof. First,
which goes to zero by (i). Now, denote by
n that are greater than or equal to (β − ε)m n . By the Cauchy-Schwartz inequality,
and so, by (ii) and (iii),
Note that under assumption (ii) of this lemma, for any ε > 0, letting
Therefore, to prove (iii) it suffices to show
We now turn to the proof of Theorem 4.5. n , making it easier to study their maximum by the first and second moment method.
Remember from Section 4.1 that, in the UA construction,
where B v is the step at which vertex v was added, X (v) is the indicator of "the -th vertex is linked to vertex v", and I is the indicator of "the -th vertex is linked to a previously added vertex". With this notation, set 
n − log n log log n , with m n = (log n)(log log log n)/(log log n) 2 and β = 1.
Using Proposition 4.4 and Stirling's formula, we see that for any
WritingD n to refer to the common distribution of the variablesD
we also have
In particular, for k n = (log n)/(log log n) + γ m n with m n = log n log log log n (log log n) 2 , this gives log P D n k n = − log n − γ − 1 log n log log log n log log n + O log n log log n
As a result, for all ε > 0,
Thus, to apply Lemma 4.6 and finish the proof it suffices to show that
whenever k n = (log n)/(log log n) + (1 − ε)m n . More precisely, using Remark 4.7 it is sufficient to show that
that the variables (X (2) , b 2 + 1 n) are independent Bernoulli variables with parameter 1/(n − 1). By further conditioning on the variables X (1) , the independence of (X (2) , b 2 + 1 n) still holds but their distribution is changed. Indeed, choose (x , = b 1 ) ∈ {0, 1} n−1 and consider the event
Then by construction, for all / ∈ {b 1 , b 2 }, we have
Consequently X (2) is always stochastically dominated by a Bernoulli( 1 n−2 ) random variable, and so we bound the distribution ofD
To get a bound on the distribution ofD (2) n conditional onD
Let us now write for conciseness L 1 = n − B 1 and L 2 = n − B 2 . Note that L 2 is not independent of {D
(1) n = i} because they are linked by L 1 . Indeed, L 1 is positively correlated toD
(1) n and we always have L 2 = L 1 . Nevertheless, since conditional on L 1 , L 2 is independent ofD
(1) n and uniform on {0, . . . , n − 1} \ L 1 , we have the following stochastic ordering:
where L 2 is uniformly distributed on {1, . . . , n − 1}. Summing over b 1 and b 2 , we thus get
. As the previous bound is uniform in i, we have
To conclude, it is sufficient to show that P(M n k n ) ∼ P D n k n since this implies
For this, define on the same probability space as the variables L 2 and M n the variable
L 2 is then uniformly distributed on {0, . . . , n − 2}, and we have the equality in distribution
As the two variables M n and M n 1 {L2 n−2} differ on an event of probability no greater than 1/(n − 1), we have
and finally (1) with γ = (1 − ε) allows us to conclude that this expression is indeed equivalent to P D n k n .
Tree sizes
In this section, we study the size of the trees composing the Moran forest. Section 5.2 is concerned with the typical size of these trees, while Section 5.3 focuses on the asymptotics of the size of the largest tree. But before going any further we need to introduce a process that will play a central role throughout the rest of this paper.
A discrete-time Yule process
Let Υ n = (Υ n ( ), 0) be the Markov chain defined by Υ n (0) = 1 and the following transition probabilities:
and stopped when reaching n.
The reason why this process will play an important role when studying the trees of F n is the following: let T n , we havẽ
where Υ n is independent of L v . In particular, the size of a tree created at step n − h of the UA construction is distributed as Υ n (h).
In the rest of this section, we list a few basic properties of Υ n that will be used in subsequent proofs.
Lemma 5.1. For all
Proof. For 0 < n − 1, we have Υ n ( ) < n almost surely, therefore we can write
, and the result follows by induction.
We now compare the discrete-time process Υ n to the Yule process. By Yule process, we refer to the continuous-time Markov chain (Y (t), t 0) that jumps from i to i + 1 at rate i (see e.g. [18] , Section 5.3).
Lemma 5.2.
As n → ∞,
where " =⇒ " denotes convergence in distribution in the Skorokhod space [6] , and (Y (t), t 0) is a Yule process.
Proof. Since both processes only have increments of +1, it suffices to prove that the sequence of jump times of (Υ n ( tn ), t 0) converges in distribution to that of the Yule process. For 1 i n, let
be the jump times of the chain Υ n . By the strong Markov property, the variables (t n (i + 1) − t n (i), 1 i n − 1) are independent, and t n (i + 1) − t n (i) ∼ Geometric(
where the variables (E(i), i 1) are independent and E(i) ∼ Exponential(i). This concludes the proof.
Lemma 5.3. For all integers
Proof. Let us start with the upper bound, and write λ := λ n (k) for simplicity. Note that, for all t 0 and i 1, 
Thus, until it reaches k +1 individuals, the process Υ n is dominated by the Markov chain (Y (
), 0 n − 1). This shows that
proving the second inequality of the lemma.
To prove the first inequality, we couple Υ n with a "censored" Yule process Y c . Intuitively, this censoring consists in ignoring births that occur less than 1/(n − 1) unit of time after another birth.
Formally, we define Y c by specifying the sequence t 0 = 0 < t 1 < t 2 < . . . of times corresponding to births in the population. Let (E i , i 1) be an independent sequence of exponential random variables where E i ∼ Exponential(i). Set t 0 = 0 and, for each i 1,
We now define, for all t 0,
The censoring of the Yule process after birth events implies that for any time t 0, the random variable Y c (t
Therefore, we can couple (Υ n ( ), 0 n − 1) and (Y c (t), t 0) in such a way that, for all 0 n − 1,
Now, by construction, the sequence (t i − i−1 n−1 , i 1) has the distribution of the sequence of jump times of a Yule process. Therefore,
which yields the lower bound of the lemma.
Size of some random trees
In this section, we study the size of some typical trees of F n . In particular, we study the asymptotics of the size T
(1) n of the tree containing vertex 1 and of the size T U n of a tree sampled uniformly at random among the trees composing F n . Our main result is the following theorem.
Theorem 5.4.
(i) Let T U n be the size of a uniform tree of F n . Then,
(ii) Let T
(1) n be the size of the tree containing vertex 1 in F n . Then,
that is, T
(1) n converges in distribution to the size-biasing of T U .
Remark 5.5. Note that even though the limit distribution of T
n is the size-biased limit distribution of T U n , for finite n the distribution of T (1) n is not the size-biased distribution of T U n . We start by giving the distribution of T (1) n in terms of the process Υ n defined in Section 5.1. For this, we first need to introduce some notation. Let T (v) n be the tree containing vertex v in F n . We denote by H (v) n the number of steps after the root of T (v) n was added in the UA construction. Recalling the notation from Section 2.2, where σ −1 (v) ∈ {1, . . . , n} denotes the step of the UA construction at which vertex v was added, we thus have
n be the size of the tree containing vertex 1 in F n , and denote by H
(1) n the number of steps after the root of that tree was added in the UA construction. Then,
is distributed as the size-biasing of Υ n (h).
Remark 5.7. The size-biasing of Υ n (h) can be easily represented as follows. Consider the Markov chain Υ * n = (Υ * n ( ), 0 n − 1) defined by Υ * n (0) = 1 and the following transition probabilities:
A straightforward induction on shows that Υ * n ( ) is distributed as the size-biasing of Υ n ( ).
Proof. First, note that H
(1) n = h if and only if a new tree is created at step n − h, and vertex 1 belongs to this tree. Now, the probability that a new tree is created at step n − h is
, and the size of this tree is then distributed as Υ n (h). Moreover, at the end of the UA construction the labels are assigned to the vertices uniformly. As a result, conditional on a tree having size i, the probability that it contains vertex 1 is i/n. We thus have
Summing over i and using Lemma 5.1 yields
which concludes the proof.
We can now turn to the proof of our main result.
Proof of Theorem 5.4. (i)
First recall the notation of the UA construction and Section 4, and note that conditional on the event {I n−h = 0} = {a new tree is created at step n − h of the UA construction}, the total number of trees has distribution
On the event {I n−h = 0}, let us denote by T n,h the size of the tree created at step n − h. Note that the marginal distribution of T n,h is simply Υ n (h). Let us now compute
and note that
The last term in this display goes to zero as n → ∞, uniformly in h. Indeed, using (3) and applying Hoeffding's inequality [13] to N n , which is a sum of n independent Bernoulli random variables, we get, for ε > 0 and uniformly in h,
where C is a positive constant that depends only on ε. Using that for any ε such that 0 < ε < 1/2 and any x > 0,
This shows that the last term in (4) goes to zero uniformly in h. We thus get
, and so summing over h and using Lemma 5.2 yields
Recalling the well-known fact that Y (x) has a Geometric(e −x ) distribution (see for instance Section 5.3 in [18] ) proves the first point.
(ii) We know from Proposition 5.6 that
Again, using Lemma 5.2 and dominated convergence, we have
which yields the result.
Size of the largest tree
The goal of this section is to derive asymptotics for T
n , the size of the largest tree in the Moran forest on n vertices, when n → ∞. 
where α = (1 − log(e − 1)) −1 ≈ 2.18019 and o p (1) denotes a sequence of random variables that goes to 0 in probability.
As in Section 5.1, for any vertex v let us defineT
n as the subtree descending from v in the UA construction. For our purpose, it will be sufficient to study the sizeT
n | of those subtrees instead of that of the trees T
n , so that applying Lemma 4.6 with m n = α log log n and β = −1 to the exchangeable variables (T
n − α log n) will prove the theorem. Again, we omit the superscript and denote byT n a random variable with distribution equal to that ofT
n . For the rest of the section, we thus study the tail probabilities of the variableT n . Recall from the UA construction that the number L of steps after a fixed vertex was added is uniformly distributed on {0, . . . , n − 1}, and from Section 5.1 that,
Proposition 5.9. For any sequence of integers
Proof. Using the upper bound in Lemma 5.3 and the fact that L is uniform on {0, . . . , n − 1}, we have
and thus Lemma A.1 from the Appendix gives
Elementary calculations show that when k n = o( √ n), we also have
It remains to examine the lower bound in Lemma 5.3. As above, we get an integral
using Lemma A.1 again, we get
which completes the proof.
Note that if k n is not integer-valued, then
which is not necessarily equivalent to e kn
(1 − e −1 ) kn+1 since k n − k n may oscillate between 0 and 1. However, we do have
, where the Bachmann-Landau notation u n = Θ(v n ) indicates that there exist two positive constants c and C such that c v n u n Cv n for n large enough. This approximation is sufficient for our purpose.
We may now prove Theorem 5.8 using the first and second moment method that we already used for the largest degree.
Proof of Theorem 5.8. We apply Lemma 4.6 to the exchangeable variables
with m n = α log log n and β = −1. The first two points of the lemma are readily checked, since Proposition 5.9 tells us that for α = (1 − log(e − 1))
and any γ > 0, we have for k n := α(log n − γ log log n)
Thus, for all ε > 0,
(ii) nP T n − α log n (−1 − ε)α log log n − → +∞.
All that remains to check is the third point of the lemma. From now on, we fix k n = α(log n − (1 + ε) log log n) for some ε > 0, and for the sake of readability, we set R n := P(T n k n ). With this notation, given Remark 4.7 we need to show
Since this is rather technical, we defer the complete proof to Lemma A.2 in Appendix A.2, and only outline the main ideas of the proof here. As in the study of the largest degree, we prove this by showing that the law ofT
k n } is close to its unconditional law. We first prove that
where
n } is the event that one of the two vertices 1 and 2 is an ancestor of the other in the UA construction. We then show
where A c n denotes the complement of A n . This is done by showing that, conditional on {T
(1) n = i}, on the event A c n the process counting the number of vertices of the tree T (2) n in the UA construction behaves as a modified Υ n process, which we essentially bound from above by Υ n−i . Therefore,T (2) n can be compared with an independent variable with distributionT n−i . Finally, we show that
thereby proving (6) and concluding the proof of Theorem 5.8.
Proof. Let us compute
where we used the change of variable y = k n (e 1−x − 1)(e − 1) −1 , and defined the map g n as g n (y) = e e − 1 f n 1 − log 1 + y k n (e − 1) .
k n sup x f n (x)), it follows from dominated convergence that
denote the size of the subtree descending from v in the UA construction of F n . Then, for α = −1/ log(1 − e −1 ) and any ε > 0, letting k n = α(log n − (1 + ε) log log n) and R n = P T n k n ,
Proof. Let us denote by
n } the event that one of the vertices 1 and 2 is an ancestor of the other. We start by showing that
By exchangeability, we have
Let us call the height of a vertex the number of steps after it was added in the UA construction. Conditional on {T
(1) n = i} and on the heights of the vertices ofT 
To show that this is small enough, we let K n := k n + α(log n) δ with 0 < δ < min(1, ε) and K n := 2α log n, and crudely bound i>kn P T n i (K n − k n )P T n k n + K n P T n K n + n P T n K n . Now let us show that these three terms are negligible compared to nR 2 n . Recalling from (5) that R n = Θ (log n) ε n , we have nR 2 n = Θ((log n) 2ε /n) and therefore
• K n P T n K n = Θ log n R n e −(log n) δ = o(R n ) = o(nR 2 n ).
• n P T n K n = Θ n n
As a result, (7) is proven and it remains to show that
where A c n denotes the complement of A n . We now fix n 1, i k n , and a finite sequence n − 1 1 > . . . > i 0. Let us write B for the event thatT With this definition, for any / ∈ { 1 , . . . , i }, conditional on B ∩ {L 2 = }, we have by construction |T| d =Υ ( ). Now, note that the probability of increasing is always bounded by j/(n − 1 − i). Therefore, Υ can be coupled with Υ n−i in such a way that, for all 0 m < n − i,
Υ (m) Υ n−i (m).
For n − i, we use the crude bound P(Υ ( ) k n ) E(Υ ( ))/k n . Using the same reasoning as in Lemma 5.1, we get E(Υ ( )) (1 + 1 n − i − 1 )
We thus have
= ei k n (n − 1) + n − i n − 1 P T n−i k n .
Since this bound depends on the set { 1 , . . . , i } only via its cardinality i, one can integrate with respect to the distribution of T
(1) n to get
Finally, because Υ n−(i+1) ( ) 
for any sequence K n k n . Letting K n := α(log n) 1+ε/2 , we then show that (10) is asymptotically no greater than R 2 n , and that (11) is negligible compared to R 2 n . Indeed, (10) is bounded from above by R n e K n k n (n − 1) + n − K n n − 1 P T n−Kn k n .
Now note that e Kn kn(n−1)
= O( (log n) ε/2 n ) = o(R n ), and that since n − K n ∼ n, we have
. Therefore, by Proposition 5.9, P T n−Kn k n ∼ R n . Finally, up to a multiplicative constant, (11) is bounded from above by
Putting everything together, we have proved that 
