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The fourth moment of a random vector is a matrix whose elements
are all moments of order four which can be obtained from the ran-
dom vector itself. In this paper, we give a lower bound for its dom-
inant eigenvalue and show that its eigenvectors corresponding to
positive eigenvalues are vectorized symmetricmatrices. Fourthmo-
ments of standardized and exchangeable random vectors are exam-
ined in more detail.
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1. Introduction
Let x = (X1, . . . , Xd)T be a d-dimensional random vector satisfying E
(
X4i
)
< +∞, for i =
1, . . . , d. The fourth moment of x is the d2 × d2 matrix μ4 (x) = E
(
x ⊗ xT ⊗ x ⊗ xT
)
, where “⊗"
denotes the Kronecker product. Statistical applications of the fourth moment include, but are not
limited to: covariance between quadratic forms of random vectors [10], estimates of a multivariate
mean [13], measures of multivariate kurtosis [8,1], Independent Component Analysis [4], models for
multivariate financial data [3]. Other applications are brieflymentioned inMeijer [12]. Analytical form
of the fourth moment are provided for several multivariate distributions, including the normal one
(see, for example [8]) and some of its generalizations [15,2,5–7].
No one of the above authors studied the eigensystem of the fourth moment, which is the focus
of the present paper. To this end, we shall make extensive use of the commutation matrix Kp,q, that
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is a pq × pq block matrix where each block is a q × p matrix and the (j, i)th element in the (i, j)th
block equals one, while all other elements in the same block equal zero [9, p. 79]. We shall also use the
vectorization operator vecA, stacking the columns of the matrix A on top of one another [9, p. 89]. The
row vector vecTA will then denote the transpose of the vectorized matrix A, while the column vector
vecAT will denote the vectorized transpose of A. Finally, Id, 1d and 0d will denote the d × d identity
matrix, the d-dimensional vector of ones and the d-dimensional vector of zeros, respectively.
2. Main results
The fourthmomentofa randomvector is a symmetric, positive semidefinitematrix (see, forexample
[1]). As a direct consequence, its dominant eigenvalue is a real number which never exceeds its trace.
The following theorem shows that the latter never exceeds the product of the dominant eigenvalue
itself and the vector’s dimension.
Theorem 1. Let μ4 be the fourth moment of a d-dimensional random vector. Moreover, let tr (μ4) and
λ1 (μ4) be the trace and the largest eigenvalue of μ4, respectively. Then tr (μ4)  d · λ1 (μ4) .
Proof. Let x = (X1, . . . , Xd)T be a random vector whose fourth moment is μ4 = {μijhk}, where
μijhk = E (XiXjXhXk) for i, j, h, k = 1, . . . , d. The fourth moment μ4 might be represented as a block
matrix
{
Mij
}
, whereMij =
{
E
(
XiXjxx
T
)}
is a d × d symmetric matrix. It follows that μijhk belongs to
the hth row and the kth column of Mij . Let Id = (e1, . . . , ed) be the d-dimensional identity matrix,
where ei is the d-dimensional vector whose ith entry is one and the others are zero. Moreover, let
vecT Id denote the transpose of vecId, that is the vector obtained by stacking the columns of Id on top
of one another. The product of vecId and vec
T Id is a d
2 × d2 matrix whose block representation is {Eij},
where Eij = eieTj is a d × d matrix whose element in the ith row and the jth column is one, and the
others are zero. The quadratic form vecT Idμ4vecId is the sum of the elements of μ4 which belong to
the ith row and the j−th column ofMij , that is
vecT Idμ4vecId =
d∑
i=1
d∑
j=1
μiijj.
On the othe hand, the trace ofμ4 equals the sum of the elements in themain diagonals ofM11,…,Mdd.
The ith diagonal element ofMii is μiiii, while the others are μiijj , with i = j. Hence the trace of μ4 is
tr (μ4) =
d∑
i=1
tr (Mii) =
d∑
i=1
d∑
j=1
μiijj = vecT Idμ4vecId.
Ordinary properties of eigenvalues (see, for example [11, p. 479] imply that
(
vecT Idμ4vecId
)/
(
vecT IdvecId
)
 λ1 (μ4) . The numerator and the denominator in the left-hand side of the inequal-
ity are the trace of μ4 and the vector’s dimension, respectively. Hence we can write tr (μ4) 
d · λ1 (μ4). 
Symmetry of μ4 (x) also implies that all its eigenvectors are real vectors. The following theorem
highlights further properties of the eigenvectors of μ4 (x).
Theorem 2. Let μ4 be the fourth moment of the d-dimensional random vector x. Then
(a) any eigenvector corresponding to a nonzero eigenvalue of μ4 is a vectorized symmetric matrix;
(b) the rank of μ4 is at most d(d + 1)/2, and it is achieved when the only eigenvectors corresponding
to null eigenvalues are vectorized skew-symmetric matrices;
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(c) when the rankof μ4 equals r < d(d+1)/2 there exist eigenvectors corresponding tonull eigenvalues
of μ4 which are linear combinations of d (d + 1) /2 − r vectorized symmetric matrices.
Proof. We shall first prove part (a) of the Theorem. Let Kp,q be a pq × pq commutation matrix, so
that vecMT = Kp,qvecM for any p × qmatrixM [9, p. 89]. We shall first prove that μ4 = Kd,dμ4. The
matrix x ⊗ xT ⊗ x ⊗ xT can be represented as vec
(
xxT
)
vecT
(
xxT
)
, using standard properties of the
Kronecker product and the vectorization operator, so that μ4 = E
[
vec
(
xxT
)
vecT
(
xxT
)]
. Since xxT
is a symmetric matrix, vec
(
xxT
)
= Kd,dvec
(
xxT
)
and μ4 = E
[
Kd,dvec
(
xxT
)
vecT
(
xxT
)]
. Now write
μ4 = Kd,dE
[
vec
(
xxT
)
vecT
(
xxT
)]
= Kd,dμ4 (which follows from linear properties of the expected
value). In order to complete first part of the proof, let λ be the nonzero eigenvalue ofμ4 corresponding
to v: μ4v = λv. Moreover, let v be the vectorized, d × d matrix A. Since μ4 = Kd,dμ4 we have
Kd,dμ4v = λv. The matrix Kd,d is at the same time symmetric and orthogonal, so thatμ4v = λKd,dv .
Theaboveequations lead to the followingone:v = Kd,dv,whichcanberepresentedasvecA = Kd,dvecA.
By the above mentioned property of the vectorization operator this equation is satisfied if and only if
A is a symmetric matrix, and this completes the first part of the proof.
We shall now prove part (b) of the Theorem.We shall first prove thatμ4w = 0d2 , wherew = vecB
and B is any d×d skew-symmetricmatrix, i.e. amatrix satisfying BT = −B [9, p. 5].We already proved
that μ4 = Kd,dμ4, which is equivalent to μT4 = μT4KTd,d and μ4 = μ4Kd,d, due to symmetry of both
μ4 and Kd,d. Skew-symmetry of B leads to w = −Kd,dw, so that y = μ4w implies y = μ4Kd,dw,
y = μ4w and y = −y, which holds true if and only if y is the d2-dimensional null vector. Any d × d
matrix is skew-symmetric if and only if it can be represented as
B =
n∑
i=1
n∑
j=i+1
aijEij, Eij = {ehk} , ehk =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
+1 if h = i, k = j
−1 if h = j, k = i
0 elsewhere
. (1)
As shown in the first part of the proof,μ4w = 0d2 wheneverw is a vectorized d × d skew-symmetric
matrix. Moreover, the same vectorw is uniquely generated by linear combinations of the d (d − 1) /2
vectors vecEij , since the d (d − 1) /2matrices Eij are a basis of the linear space characterizing the set of
all d×d skew-symmetricmatrices. Hence the dimension of the null space ofμ4 is at least d (d − 1) /2.
Equivalently, the rank of μ4 is at most d
2 − d (d − 1) /2 = d (d + 1) /2. Maximum rank is achieved
only if μ4w = 0d2 implies that w is a vectorized skew-symmetric matrix. This completes the second
part of the proof.
We shall now complete the proof. Let q = d2 − rank (μ4) and f = d (d − 1) /2. Then there
exist q d2-dimensional vectors v1, . . . , vq which are a basis for the null space of μ4. Without loss of
generality we can assume that vectors v1, . . . , vf are vectorized d × d skew-symmetric matrices, as a
direct consequence of the previous part of the proof. Any squarematrix can be represented as the sum
of a symmetric and a skew-symmetric matrix, so that any vector vi i = f + 1, . . . , q is of the form
vecAi+vecBi, where Ai and Bi are symmetric and skew-symmetricmatrices, respectively. An argument
similar to the one in the previous part of the proof shows that vectors vecBi, i = f +1, . . . , q, are linear
combinations of vectors v1, . . . , vf . Hence the vectors v1, . . . , vf , vecAf+1, . . ., vecAq are another basis
for the null space ofμ4. Moreover, any linear combination of vecAf+1, . . ., vecAq is a vector v satisfying
μ4v = 0d2 . 
Remark 1. The bivariate case provides some insight into part (b) of Theorem 2. Let x = (X1, X2)T be
a 2-dimensional random vector. Its fourth moment μ4 is the second moment of the random vector
x ⊗ x =
(
X21 , X1X2, X2X1, X
2
2
)T
. Since the second and third components of x ⊗ x are equal we have
(x ⊗ x)T v = 0,wherev is anyvectorproportional to (0, 1,−1, 0)T . As adirect consequence,μ4v = 04
and v is a vectorized skew-symmetric matrix.
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3. Standardized random vectors
A random vector z is said to be standardized if its mean and variance equal the null vector and the
identity matrix, respectively. It can be obtained from a random vector xwith meanμ and nonsingular
variance  by the affine transformation z = −1/2 (x − μ), where −1/2 is the symmetric square
root of −1, that is the inverse of . The fourth moment of −1/2 (x − μ) is often referred to the
fourth standardized moment of x, and used to obtain several measures of multivariate kurtosis (see,
for example [8]).
Theorems 3 and 4 deal with the dominant eigenvalue and with eigenvectors corresponding to null
eigenvalues of a standardized random vector, respectively. Theorem 5 examines the eigensystem of a
standardized random vector under the assumption of multivariate normality.
Theorem 3. Let μ4 be the fourth moment of a standardized random vector. Then the dominant eigenvalue
of μ4 is never smaller than the vector’s dimension.
Proof. Let z = (Z1, . . . , Zd)T be the standardized random vector, and let λ1 be the dominant eigen-
value of μ4. Then the trace of μ4 is
tr (μ4) =
d∑
i=1
d∑
j=1
E
(
Z2i Z
2
j
)
.
Linear properties of the expected value imply that
tr (μ4) = E
⎛
⎝
d∑
i=1
d∑
j=1
Z2i Z
2
j
⎞
⎠ = E
⎡
⎢⎣
⎛
⎝
d∑
i=1
Z2i
⎞
⎠
2
⎤
⎥⎦ .
Apply now Jensen’s inequality to obtain
E
⎡
⎢⎣
⎛
⎝
d∑
i=1
Z2i
⎞
⎠
2
⎤
⎥⎦  E2
⎛
⎝
d∑
i=1
Z2i
⎞
⎠ .
By assumption z is a standardized random vector, so that E (z) = 0d and var (z) = Id. Hence
E
⎛
⎝
d∑
i=1
Z2i
⎞
⎠ = tr (Id) = d and E
⎡
⎢⎣
⎛
⎝
d∑
i=1
Z2i
⎞
⎠
2
⎤
⎥⎦  d2.
By Theorem 1, tr (μ4)  d · λ1. This inequality and the previous one imply that λ1  d. 
Before stating Theorem 4, we recall that the kernel of a k× dmatrix A (also called the null space of
A), is the set of all d-dimensional vectors x satisfying Ax = 0k [14, p. 61].
Theorem4. Letμ4 andκ4 be the fourthmoment and the fourth cumulant of a standardized, d-dimensional
random vector, respectively. When the rank of μ4 is d (d + 1) /2 the kernel of μ4 is a linear subspace of
the kernel of κ4.
Proof. The fourth cumulant of a d-dimensional random vector x with mean μ and variance  is
κ4 (x) = μ4 (x − μ) − (Id2 + Kd,d
)
( ⊗ ) − vecvecT (see, for example [8]), which simplifies
into κ4 (z) = μ4 (z)− Id2 − Kd,d − vecIdvecT Id for a standardized random vector z = −1/2 (x − μ).
Let the d2-dimensional vector vecA be the vectorized, d× dmatrix A. We can then write κ4 (z) vecA =
μ4 (z) vecA− vecA− vecAT − vecIdtr (A) by applying ordinary properties of the trace and the commu-
tationmatrix. When vecA is assumed to be an element of the kernel ofμ4 (z), the above equality leads
to the following one: κ4 (z) vecA = −vecA − vecAT − vecIdtr (A). The additional assumption that the
rank of μ4 is d (d + 1) /2 implies that A is a skew-symmetric matrix, which satisfies vecA = −vecAT
and tr (A) = 0 (part b of Theorem 2). Hence κ4 (z) vecA = 0. 
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Before stating Theorem 5, we recall that a symmetric d × d matrix A is indefinite if there are two
d-dimensional vectors x and y such that xTAx > 0 and yTAy < 0 [14, p. 35].
Theorem 5. Let z be a d-dimensional, standardized normal vector. Then the largest eigenvalue of its
fourth moment is d + 2, has multiplicity one and the corresponding eigenvector is proportional to the
vectorized d× d identity matrix. Its other non-null eigenvalues equal 2 and the corresponding eigenvectors
are vectorized, symmetric and indefinite matrices.
Proof. The fourth moment of z is μ4 = vecIdvecT Id + Id2 + Kd,d (see, for example [8]). Let a be an
eigenvector corresponding to the non-null eigenvalueλ, so thatμ4a = λ
(
vecIdvec
T Id + Id2 + Kd,d
)
a.
ByProposition2, amight be represented as vecA,whereA is ad×d, symmetricmatrix.HenceKd,da = a,
by elementary properties of the commutation matrix [9, p. 89]. Moreover, when matricesM1 andM2
of appropriate dimension, tr
(
MT1M2
)
= vecTM1vecM2 [9, p. 89]. Hence the above equation simplifies
to μ4a = vecIdtr (A) + 2a, which holds true if and only if either tr (A) = 0 or a is proportional
to the vectorized, d-dimensional, identity matrix. In the former case, the above equation simplifies
to μ4a = 2a. Moreover, since A is a symmetric and non-null matrix, tr (A) = 0 implies than some
eigenvalues of A are positive and some others are negative or, equivalently, that A is indefinite [14, p.
35]. In the latter case, we have μ4vecId = vecIdtr (vecId) + 2vecId = (d + 2) vecId. Since d  1, the
eigenvalue associated with vecId is greater than any other eigenvalue of μ4. 
The above proposition may not hold when rank (μ4) < d (d + 1) /2. As an example, consider the
bivariate randomvectorx = (X1, X2)T ,whosecomponentsare independentand identicallydistributed
with P (X = 1) = P (X = −1) = 0.5. It follows that x is a standardized random vector whose fourth
moment is
μ4 =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 0 1
0 1 1 0
0 1 1 0
1 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
The rank of μ4 is 2 < 2(2 + 1)/2 = 3 and its kernel is spanned by (0,−1, 1, 0)T and (−1, 0, 0, 1)T .
The fourth cumulant of x is
κ4 =
⎛
⎜⎜⎜⎜⎜⎜⎝
−2 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −2
⎞
⎟⎟⎟⎟⎟⎟⎠
and its kernel is spanned by (0,−1, 1, 0)T and (0, 1, 0, 0)T . Hence the kernel of μ4 is not a linear
subspace of the kernel of κ4.
The following example is meant to give further insight into the eigensystem of μ4 (x) when x ∼
Nd (0d, Id).
Example 1. Let x = (X1, X2)T , where X1 and X2 are independent, standard normal variables. Then the
fourth moment of x is
μ4 (x) =
⎛
⎜⎜⎜⎜⎜⎜⎝
3 0 0 1
0 1 1 0
0 1 1 0
1 0 0 3
⎞
⎟⎟⎟⎟⎟⎟⎠
,
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which might be decomposed as Γ ΛΓ T , with
Γ = 1√
2
⎛
⎜⎜⎜⎜⎜⎜⎝
1 −1 0 0
0 0 1 −1
0 0 1 1
1 1 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
and Λ =
⎛
⎜⎜⎜⎜⎜⎜⎝
4 0 0 0
0 2 0 0
0 0 2 0
0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
4. Exchangeable random vectors
A random vector is said to be exchangeable if its distribution is invariant with respect to per-
mutations of its elements’ indices. When moments of appropriate order exist, mean and variance
of an exchangeable random vector are proportional to a vector of ones and an equicorrelation ma-
trix, respectively. The latter is a correlation matrix with identical off-diagonal elements [11, p. 461].
To the best of our knowledge, no one investigated the fourth moment of an exchangeable random
vector.
In the general case, the fourth moment of a d-dimensional random vector contains at most d(d +
1)(d+2)(d+3)/24 distinct elements. However, when the vector itself is assumed to be exchangeable,
the number of distinct elements never exceeds 5. The following example illustrates the point.
Example 2. Let x = (X1, X2, X3, X4)T be an exchangeable, d-dimensional random vector satisfying
E
(
X4i
)
< +∞, for i = 1, . . . , 4. Also, let a = E
(
X41
)
, b = E
(
X31X2
)
, c = E
(
X21X
2
2
)
, d = E
(
X21X2X3
)
,
e = E (X1X2X3X4). Then the fourth moment of x is
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a b b b b c d d b d c d b d d c
b c d d c b d d d d d e d d e d
b d c d d d d e c d b d d e d d
b d d c d d e d d e d d c d d b
b c d d c b d d d d d e d d e d
c b d d b a b b d b c d d b d c
d d d e d b c d d c b d e d d d
d d e d d b d c e d d d d c d b
b d c d d d d e c d b d d e d d
d d d e d b c d d c b d e d d d
c d b d d c b d b b a b d d b c
d e d d e d d d d d b c d d c b
b d d c d d e d d e d d c d d b
d d e d d b d c e d d d d c d b
d e d d e d d d d d b c d d c b
c d d b d c d b d d c b b b b a
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The following matrix appeared several times in the statistical literature.
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Definition 1. A d × d matrix F = {fij} is said to be totally symmetric if its diagonal (extra-diagonal)
elements are all equal:
fij =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
a i = j
b i = j
i, j = 1, . . . , d.
The variance of an exchangeable random vector with finite second moments is a totally symmetric
matrix. The class of totally symmetric matrices includes the identity matrices, the centring matrices
[11, p. 462] and the equicorrelation matrices [11, p. 461] as special cases. Next theorem shows that at
least one eigenvector of the fourth moment is a vectorized, totally symmetric matrix.
Theorem 6. Let μ4 (x) be the fourth moment of a d-dimensional, exchangeable random vector x. Then
there are either one or two distinct eigenvalues corresponding to eigenvectors which are vectorized, totally
symmetric matrices.
Proof. Let Pπ be the permutation matrix corresponding to the permutation π of d elements [14, p.
20]. It follows that the components of Pπ x are just the components of x, rearranged according to π .
The fourth moment μ4 (Pπ x) of Pπ x is related to μ4 (x) as follows (see, for example: [8,1]):
μ4 (Pπ x) = (Pπ ⊗ Pπ ) μ4 (x)
(
PTπ ⊗ PTπ
)
.
Without loss of generality wemight letμ4 (x) vecId = vec (Q), where Q is a d× dmatrix. By assump-
tion, x is an exchangeable random vector, so that its distribution is invariant to permutations. Hence
μ4 (x) = μ4 (Pπ x) and
μ4 (Pπ x) vecId = (Pπ ⊗ Pπ ) μ4 (x)
(
PTπ ⊗ PTπ
)
vecId = vecQ .
The inverseof (Pπ ⊗ Pπ ) is
(
PTπ ⊗ PTπ
)
, byorthogonality ofPπ andordinaryproperties of theKronecker
product. It follows thatμ4 (x)
(
PTπ ⊗ PTπ
)
vecId =
(
PTπ ⊗ PTπ
)
vecQ . This equationmight be simplified
intoμ4 (x) vecId = vec
(
PTπQPπ
)
, by recalling that vec (ABC) =
(
CT ⊗ A
)
vecBwhen the matrices A, B
andC are conformable formultiplication, that iswhen thenumberof columns inAequals thenumberof
rows in B and the number of columns in B equals the number of rows in C. By definition,μ4 (x) vecId =
vecQ , so that Q = PTπQPπ for any d × d permutation matrix Pπ . The transformation PTπQPπ permutes
the diagonal and the off-diagonal elements of Q , which remains unchanged if and only if Q is a totally
symmetric matrix. A similar argument implies that any d × d matrix F satisfying μ4 (x) 1d2 = vecF ,
where 1d2 is a d
2-dimensional vector of ones, is totally symmetric. Each and every totally symmetric
matrix might be represented as aId + b1d1Td , where a, b ∈ R. Hence an eigenvector of μ4 (x) is
a vectorized, totally symmetric matrix if and only if the following holds: μ4 (x) (avecId + b1d2) =
λ (avecId + b1d2) . By definition,μ4 (x) vecId = vecQ andμ4 (x) 1d2 = vecF , so that avecQ + bvecF =
λ (avecId + b1d2) . Since both Q and F are totally symmetric matrices, they admit the representations
Q = αqvecId + βq1d1Td and F = αf vecId + βf 1d1Td . Hence the above equation is equivalent to:
a
(
αqvecId + βq1d2
)+ b (αf vecId + βf 1d2
) = λ (avecId + b1d2) ,
which in turn is equivalent to vecId
(
aαq + bαf − λa) = 0d2 and 1d2
(
aβq + bβf − λb) = 0d2 . The
values a and b satisfying the above equations are the solutions of the eigenvalue problem
⎛
⎝ αq αf
βq βf
⎞
⎠
⎛
⎝ a
b
⎞
⎠ = λ
⎛
⎝ a
b
⎞
⎠ ,
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which admits either one or two solutions, associated with one or two eigenvectors corresponding to
distinct eigenvalues of μ4 (x). 
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