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The search for topologically non-trivial states of matter has become an important goal for con-
densed matter physics. Here, we give a theoretical introduction to the quantum anomalous Hall
(QAH) effect based on magnetic topological insulators in two-dimension (2D) and three-dimension
(3D). In 2D topological insulators, magnetic order breaks the symmetry between the counter-
propagating helical edge states, and as a result, the quantum spin Hall effect can evolve into the
QAH effect. In 3D, magnetic order opens up a gap for the topological surface states, and chiral edge
state has been predicted to exist on the magnetic domain walls. We present the phase diagram in
thin films of a magnetic TI and review the basic mechanism of ferromagnetic order in magnetically
doped topological insulators. We also review the recent experimental observation of the QAH effect.
We discuss more recent theoretical work on the coexistence of the helical and chiral edge states,
multi-channel chiral edge states, the theory of the plateau transition, and the thickness dependence
in the QAH effect.
PACS numbers: 73.20.-r 73.40.-c 73.43.-f 75.70.-i
I. INTRODUCTION
The search for topological states of quantum mat-
ter has attracted intensive interest in condensed matter
physics [1, 2]. The quantum Hall effect (QHE), discov-
ered in 2D electron systems in 1980s [3], was the first
topological quantum state different from any other quan-
tum states known before. In the QHE, the electronic
states of the 2D electron system form Landau levels (LLs)
under strong external magnetic fields, which is topologi-
cally distinct from vacuum. The 2D bulk of the sample is
an insulator, while the edge of the sample is electrically
conductive. The flow of this chiral current is dissipa-
tionless and results in a quantized Hall resistance h/νe2,
where h is the Planck constant, e is the electron charge,
and ν is an integer. The exactly quantized Hall resistance
is because it is characterized by a topological invariant ν,
which is the first Chern number [4, 5] and is independent
of material details.
In principle, the QHE can exist without the exter-
nal magnetic field and the associated LLs; however, the
Haldane model [6] with circulating currents on a hon-
eycomb lattice is not easy to implement experimentally.
The QAH effect, considered as a quantized version of
anomalous Hall effect discovered in 1881 [7], has been
theoretically proposed for magnetic topological insulators
(TIs) [8–13], where the ferromagnetic ordering and spin-
orbit coupling (SOC) are sufficiently strong that they
can give rise to a topologically nontrivial phase with a
finite Chern number. The rich material choice of time-
reversal-invariant TIs open up a new way to the exper-
imental realization of the QAH effect. A 2D TI is ex-
pected to show the quantum spin Hall (QSH) effect [14],
in which, a pair of spin-filtered counter-propagating heli-
cal edge states flows without dissipation and contributes
to a quantized longitudinal resistance. The QSH effect
has been realized and observed experimentally in both
HgTe/CdTe [15] and InAs/GaSb [16, 17] quantum wells.
3D TIs with a insulating bulk and gapless 2D Dirac-type
surface states on each surface, have been observed in
BixSb1−x alloy [18, 19] and in Bi2Se3 family compounds.
Bi2Se3, Bi2Te3, and Sb2Te3 compounds have a large bulk
gap and single Dirac surface band [20–22].
The QAH effect can be naturally achieved by introduc-
ing ferromagnetism (FM) into the TIs that breaks the
time-reversal (TR) symmetry. In a 2D TI, FM can sup-
press one of spin channels of the QSH edge states, driving
the system into a QAH phase [10]. Magnetization in a
3D TI gaps out the Dirac fermions at each surface per-
pendicular to the magnetization vector, and leads to a
QHE with a half QH conductance (e2/2h) [9]. In a 3D
TI film with perpendicular magnetization, the gapped
surface bands at top and bottom surfaces have distinct
topological characters due to their opposite normal di-
rections. Thus the edge of the sample can be viewed
as a domain wall between the upper and lower surface
bands, which induces a chiral edge state that carries a
Hall conductance of e2/h, giving rise to QAH effect. By
tuning the Fermi level of the sample into the magneti-
cally induced gap, one should observe a quantized Hall
conductance plateau σxy = e
2/h and a vanishing longi-
tudinal conductance σxx without a magnetic field.
In this paper, we give a theoretical introduction to the
QAH effect based on magnetic TIs. The organization
of this paper is as follows. After this introductory sec-
tion, Section II briefly reviews the basic mechanism of
the QAH effect in 2D and 3D magnetic TIs. Section III
describes the phase diagram in thin films of a magnetic
TI. Section IV presents the mechanism of ferromagnetic
order in magnetically doped TIs. Section V introduces
the experimental observation of the QAH effect. Sec-
tion VI presents the recent theoretical developments of
the QAH effect. Section VII reviews the recent experi-
mental progress. Section VIII concludes this paper.
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2II. BASIC MECHANISM OF THE QAH EFFECT
As discussed, breaking the TR symmetry of TIs
through introducing FM can lead to the QAH effect.
Here in this section, we review the basic mechanism of
the QAH effect in magnetic TIs.
A. Spin polarized band inversion in 2D
As a starting point, we cam consider a generic two-
band Hamiltonian:
h(k) = (k)12×2 + da(k)σa, (1)
where 12×2 is the 2 × 2 identity matrix, σa (a = x, y, z)
are Pauli matrices, and
(k) = C −D(k2x + k2y), (2)
da(k) = [Akx,−Aky,M(k)], (3)
M(k) = M −B(k2x + k2y) (4)
This two band model alone describes a TR symmetry-
breaking system [8]. the system is an insulator with a
quantized Hall conductance provided there is a gap be-
tween the two bands [5]. The value of the Hall conduc-
tance is given by the first Chern number defined in the
Brillouin Zone, which can be written as
σxy =
e2
h
1
4pi
∫
dkx
∫
dkydˆ ·
(
∂dˆ
∂kx
× ∂dˆ
∂ky
)
(5)
for the generic two band model in Eq. (1). It has the
topological meaning e2/h times the winding number of
the skyrmion pattern of the unit vector dˆ(k) around the
unit sphere. For M/B > 0 and M/B < 0, the wind-
ing number equals to 1 and 0, respectively. The sys-
tem behaves like an ordinary QH insulator, with a chiral
edge state that contributes to the Hall conductance e2/h.
Such a model describes the QAH effect realized with
both strong spin-orbit coupling (σx and σy terms) and
ferromagnetic polarization (σz term). The basic mecha-
nism here is to realize the spin polarized band inversion
(M/B > 0) in 2D.
To realize spin polarized band inversion in 2D, one can
break TR symmetry in the QSH system, where the bands
are already inverted. The QSH system is described by
HQSH =
(
h(k) 0
0 h∗(−k)
)
, (6)
due to TR symmetry, the upper and lower 2 × 2 blocks
carry the opposite winding numbers, and thus the edge
states are helical and the total Hall conductance van-
ishes. A QSH insulator can therefore be understood as
two QAHs which are TR partners. When the TR sym-
metry is broken, the helical edge states no longer prop-
agate symmetrically, and the Hall conductance will be-
come nonzero. In particular, if we consider the two blocks
to have different masses M (which breaks the TR sym-
metry) so that one block has M/B < 0 and the other
block has M/B > 0, the whole system will become a
QAH state with Hall conductance quantized to e2/h. In
the experiment, this can be realized by introducing an ex-
change coupling with magnetic impurities. Generically,
the spin splitting term induced by the magnetization of
magnetic impurities takes the form
Hs =
 G1 0 0 00 G2 0 00 0 −G1 0
0 0 0 −G2
 (7)
where G1 and G2 are the splitting of bands 1 and 2,
respectively. This term effectively changes the mass term
M of the upper block to M+(G1−G2)/2, and that of the
lower block to M − (G1−G2)/2. Provided G1 6= G2, the
masses of the two blocks are different from each other,
and the realization of QAH is possible. In the model
considered here, the QAH can be realized if G1G2 < 0,
while the system becomes metallic before developing a
quantized Hall conductance if G1G2 > 0. The above
discussion of TR breaking can be easily generalized to
more realistic models, which serves as a guiding principle
for generating a QAH insulator from a QSH insulator.
B. Magnetic domain wall on 3D TI surfaces
The low energy effective Hamiltonian of surface states
of a 3D TI with a single Dirac cone is
Hsurf(kx, ky) = vF (σ
xky − σykx), (8)
where the z direction is perpendicular to the sur-
face and vF is the Fermi velocity. Now we con-
sider the FM proximity to the surface state, and the
perturbation Hamiltonian is H1 =
∑
a=x,y,zmaσ
a.
The total Hamiltonian has the spectrum Ek =
±√(vF ky +mx)2 + (vF kx −my)2 +m2z. Thus, only
mzσ
z term can open a gap and destabilize the surface
states, which is odd under TR. This mass term will in-
duce a half-integer QH conductance, which can be ob-
tained by Eq. (5)
σxy =
mz
|mz|
e2
2h
, (9)
here the d(k) = (vF ky,−vF kx,mz) vector has a meron
configuration and dˆ(k) covers half of the unit sphere.
This half-integer quantum Hall is unique to the 3D TI
surfaces, originating from the nontrivial bulk topology
[9]. However, unlike the usual integer quantum Hall ef-
fect, the half-integer quantum Hall on the TI surface is
not a measurable effect. This is because in real systems
the quantized Hall conductance always comes from the
edge states, but mathematically the surface of a 3D TI
is always a closed two-dimensional manifold that has no
3T I
FM
(a) (b)
FIG. 1. (color online) (a) FM layer on the surface of the TI
with a magnetic domain wall, along which a chiral edge state
propagates. (b) Illustrate of the QAH effect in ferromagnets-
TI heterostructure with parallel magnetization. The magnetic
domain wall in (a) is topologically equivalent to (b). The net
Hall conductance is given by the summation of the contri-
butions from the top and bottom surfaces. With opposite
surface normal vector between top and bottom surfaces, the
top and bottom surfaces both contribute e2/2h Hall conduc-
tance. The chiral edge state is trapped on the side surfaces
of the TI and carry the quantized Hall current. Reproduced
with permission from [1, 9].
edge. Even if the entire TI surface is gapped out by mag-
netic impurities, the system cannot carry a charge Hall
current due to the lack of an edge. On the other hand,
if the TI is magnetically dopped and forms a ferromag-
netic phase, there will be a domain wall of magnetization
on the side surface, and thus the Hall conductance will
jump by e2/h across the domain wall according to Eq.
(9). Correspondingly, there will be a chiral edge state at
the domain wall [see Fig. 1(a)]. This mechanism there-
fore provides us another way of realizing the QAH effect
at zero magnetic field.
III. PHASE DIAGRAM IN THE THIN FILM OF
A MAGNETIC TI
As discussed, the crucial criteria to realize the QAH
effect is the spin polarized 2D band inversion. There-
fore, the thin film of a TI with FM order is one of most
promising materials. Here, in this section, we study the
phase diagram in this system.
A. Effective model
The low-energy bands of this system consist of Dirac-
type surface states only, for the bulk states are always
gapped. The generic form of the effective Hamiltonian
is [9, 12, 13]
H˜surf(kx, ky) + H˜Zeeman(kx, ky)
=
 0 ivF k− m(k) 0−ivF k+ 0 0 m(k)m(k) 0 0 −ivF k−
0 m(k) ivF k+ 0

+
 ∆ 0 0 00 −∆ 0 00 0 ∆ 0
0 0 0 −∆
 , (10)
with the basis of |t ↑〉, |t ↓〉, |b ↑〉 and |b ↓〉, where t, b
denote the top and bottom surface states and ↑, ↓ repre-
sent the spin up and down states, respectively. vF is the
Fermi velocity. ∆ is the exchange field along the z axis
introduced by the FM ordering. Here, ∆ ∝ 〈S〉 with 〈S〉
the mean field expectation value of the local spin. The
magnetization M ∝ 〈S〉ave where 〈S〉ave is the spatial av-
erage of 〈S〉. m(k) describes the tunneling effect between
the top and bottom surface states. In the thick slab ge-
ometry (m(k) ≈ 0), the top and bottom surface states are
well separated spatially. However, with the reduction of
the film thickness, m(k) is finite, and to the lowest order
in k, m(k) = M − B(k2x + k2y), and |M | < |∆| guaran-
tees the system is in the QAH state. There is another
term which describes the inversion asymmetry between
top and bottom surfaces due to the existence of substrate,
H˜inv =
 V 0 0 00 V 0 00 0 −V 0
0 0 0 −V
 , (11)
V represents the magnitude of inversion asymmetry.
In terms of the new basis |+ ↑〉, |− ↓〉, |+ ↓〉, |− ↑〉 with
|± ↑〉 = (|t ↑〉 ± |b ↑〉)/√2 and |± ↓〉 = (|t ↓〉 ± |b ↓〉)/√2,
the Hamiltonian (10) and (11) of system becomes
Htotal(kx, ky) =
( H+(k) V σ1
V σ1 H−(k)
)
, (12)
H±(k) = vF kyτ1 ∓ vF kxτ2 + (m(k)±∆) τ3 (13)
where τ i, σ1 are Pauli matrices.
B. Phase diagram
We will first study the phase diagram of the system in
Eq. (12) for V = 0. The system is decoupled into two
models with opposite chirality. H± are similar to the two
band model in Eq. (1). At half filling, H±(k) have Chern
number ∓1 or 0 depending on whether the Dirac mass
is inverted (m(k) ± ∆ < 0) or not (m(k) ± ∆ > 0) at
Γ point. Thus the total Chern number of the system is
C = ∆/|∆| when |∆| > |M |, and C = 0 when |∆| < |M |.
The Chern number changes by 1 at ∆ = ±M .
The bulk spectrum is Ek = ±
√
v2F k
2 ± [m(k)±∆]2.
Since topological invariants cannot change without clos-
ing the bulk gap, the phase diagram can be determined
4V
M
∆
QAH, C=+1
Metal
QSH
NI
NI
QSH
QAH, C=+1QAH, C=-1
∆
M(a)
(b)
QAH, C=-1
FIG. 2. (color online) (a) The phase diagram of the thin
films of a magnetic TI with V = 0. The x axis labels the
exchange coupling ∆ and y axis labels M . Integers C labels
the Chern number. (b) Phase diagram for finite V shown
only for V ≥ 0. Phase QSH is well defined only in the ∆ = 0
plane, phase Metal is well defined only in the M = 0 plane.
by first finding the phase boundaries which are gapless
regions in the (∆,M) plane, and then calculating the
Chern number of the gapped phases. Assuming B < 0,
then for this model the critical lines are determined by
|M ±∆| = 0 which leads to the phase diagram as shown
in Fig. 2(a). As expected, the phase boundary reduces
to the critical point ∆ = 0 between the QSH phase and a
trivial or normal insulator (NI) phase in the limit ∆ = 0.
The point ∆ = 0 is a multicritical point in this phase
diagram. For M > 0 and |M | > |∆| the system is adia-
batically connected to a trivial insulator state with a full
gap. For M < 0 and ∆ = 0 the system is in a nontrivial
QSH state.
Next, we consider the V 6= 0 in the Hamiltonian in
Eq. (12). Similar to the V = 0 case, we determine the
phase boundaries by the gapless regions in the energy
spectrum, which leads to the following condition
M2 + V 2 = ∆2. (14)
The entire phase diagram in the (M,V,∆) space is shown
in Fig. 2(b). Except for the metallic phase in the M = 0
plane with |V | > |∆| and the phase boundaries, there
are three gapped phases. The Chern number of each
phase can be determined by its adiabatic connection to
the V = 0 limit.
IV. FERROMAGNETIC ORDER IN A
MAGNETICALLY DOPED TI
As discussed in Section II, the key point to realize the
QAH effect is to introduce a long-range FM order into
the TI. In most conventional diluted magnetic semicon-
ductors, the Ruderman-Kittel-Kasuya-Yosida (RKKY)
mechanism is believed to have induced the long-range FM
order, which is the FM coupling between far away mag-
netic impurities mediated by itinerant electrons. How-
ever, to exhibit the QAH effect, the FM needs to be
present also in the insulating regime. There are two
possible mechanism, surface electron mediated RKKY
interaction [23] and bulk electron mediated Van Vleck
paramagnetism [12].
A. Surface electron mediated RKKY interaction
The low-energy effective Hamiltonian of the single
Dirac cone surface band is described in Eq. (8). The ex-
change coupling between impurity spin and surface states
takes the form
Hˆint =
∑
i
JiSi · ψ†σψ(Ri), (15)
where Ji is the exchange coupling strength, Si is the
spin of a magnetic impurity, and ψ†σψ(Ri) is the sur-
face band electron spin density at the magnetic impurity
position Ri. The surface electron mediated RKKY inter-
action between impurities can be obtained by integrating
out the fermions in the Hamiltonians (8) and (15), which
results in the form for any two magnetic impurities S1
and S2,
Hˆin =
∑
i,j=x,y,z
Φi,j(|r− r′|)S1i(r)S2j(r′). (16)
Φi,j(R) is a function of R = |r− r′|. When the surface
state has a finite Fermi wave vector kF as is the case in
a conventional Fermi liquid, the sign of the RKKY inter-
action between the impurity spins oscillates with Fermi
wavelength λF = 1/kF . If the Fermi level is around
the Dirac point so that kF → 0, the RKKY interac-
tion does not change sign, as shown in Fig. 3. The sign
of the resulting nearly uniform spin-spin interaction is
determined by a second order perturbation calculation,
which is generally FM. It is easy to understand such a
FM interaction instead of an antiferromagnetic interac-
tion physically, since a uniform spin polarization opens
up a maximal gap on the surface and minimizes the to-
tal kinetic energy. Such a FM spin-spin interaction at
the Fermi level of the Dirac point enables the system to
develop a ferromagnetic order spontaneously [23].
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FIG. 3. RKKY interaction versus the distance R between two
magnetic impurities. Fermi momentum kF for blue, green,
and red line is 0.5/a0, 1.0/a0, and 1.5/a0. a0 is the lattice
constant. Reproduced with permission from [23].
B. Ferromagnetism mediated by bulk electrons
Besides the surface electron mediated RKKY inter-
action, the magnetic exchange coupling between local
moments can also be mediated by insulating bulk elec-
trons through van Vleck paramagnetism. In order to
have a nonzero FM transition temperature, a sizable
electron spin susceptibility χe is needed [12]. However,
in most dilute magnetic semiconductors, for example,
(Ga1−xMnx)As, the electron spin susceptibility is neg-
ligible for the insulator phase.
For temperatures much less than the band gap, the
spin susceptibility for a band insulator can be obtained
by the second order perturbation on the ground state,
which can be written as
χzze =
∑
Enk<EF ,Emk>EF
4µ0µ
2
B
〈nk|Sˆz|mk〉〈mk|Sˆz|nk〉
Emk − Enk ,
(17)
where µ0 is the vacuum permeability, µB is the Bohr
magneton, EF is the Fermi energy, Sˆz is the spin oper-
ator of electron, |mk〉 and |nk〉 are the Bloch functions
in conduction and valence bands respectively. In order
to have a sizable χe, nonzero matrix element of spin op-
erator, Sˆz, between the valance and conduction bands is
need. Fortunately, in magnetically doped Bi2Se3 family
TIs, the conduction band and valence band have simi-
lar electronic orbitals because of the band inversion, i.e.,
the bonding and antibonding p orbitals, which results
in a considerable van Vleck magnetic susceptibility even
when the Fermi energy is in gap. Such a mechanism is
absent in GaAs system, which has s-like conduction and
p-like valence bands. Hence the spins of the magnetic
impurities in Bi2Se3 family TIs can be ferromagnetically
coupled via the van Vleck mechamism, even the system
is insulating.
V. EXPERIMENTAL OBSERVATION OF THE
QAH EFFECT
In a beautiful experiment, the QAH effect has been
discovered in Cr0.15(Bi0.1Sb0.9)1.85Te3 magnetic TI with
a thickness of five quintuple layers (QLs) by Xue’s
group [24]. With this composition, the film is nearly
charge neutral [25] so that the chemical potential can be
fine-tuned to the magnetically induced gap by the back
gate.
Fig. 4, (a) and (c), shows the magnetic field depen-
dence of ρyx and ρxx, respectively, measured at T =
30 mK at different bottom-gate voltages (Vgs). The
shape and coercivity of the ρyx hysteresis loops vary little
with Vg, thanks to the robust ferromagnetism probably
mediated by the van Vleck mechanism. In the magne-
tized states, ρyx is nearly independent of the magnetic
field, suggesting perfect FM ordering and charge neutral-
ity of the sample. On the other hand, the anomalous Hall
resistance (height of the loops) changes dramatically with
Vg, with a maximum value of h/e
2 around Vg = −1.5 V.
The magnetoresistance (MR) curves [Fig. 4(c)] exhibit
the typical shape for a ferromagnetic material: two sharp
symmetric peaks at the coercive fields. The Vg depen-
dences of ρyx and ρxx at zero field [labeled ρyx(0) and
ρxx(0), respectively] are plotted in Fig. 4(b). The most
important observation is that the Hall resistance exhibits
a clear plateau with exactly the value h/e2 at zero mag-
netic field, where the center of the plateau is at the gate
voltage Vg = −1.5 V. This indicates the QAH effect has
been realized experimentally. Accompanying the quan-
30 mK
30 mK
30 mK
30 mK
(a) (b)
(c) (d)
FIG. 4. The QAH effect observed at 30 mK. (a) ρyx as a
function of magnetic field at different Vgs. (b) Dependence
of ρyx(0) (empty blue squares) and ρxx(0) (empty red circles)
on Vg. (c) ρxx as a function of magnetic field at different Vgs.
(d) Dependence of σxy(0) (empty blue squares) and σxx(0)
(empty red circles) on Vg. The vertical purple dashed-dotted
lines in (b) and (d) indicate the in-gap gate voltage. Repro-
duced with permission from [24].
630 mK 30 mK
(a) (b)
V  = Vgg 0 V  = Vgg
0
FIG. 5. The QAH effect under strong magnetic field measured
at 30 mK. (a) Magnetic field dependence of ρyx at V
0
g . (b)
Magnetic field dependence of ρxx at V
0
g . The blue and red
lines in (a) and (b) indicate the data taken with increasing and
decreasing fields, respectively. Reproduced with permission
from [24].
tization in ρyx(0), the longitudinal resistance ρxx(0) ex-
hibits a sharp dip down to 0.098h/e2.
To confirm the QAH effect observed in Fig. 4, they
apply a magnetic field to localize all trivial states that are
dissipative in the sample. The magnetic field dependence
of ρyx and ρxx of the sample are as shown in Fig. 5(a)
and 5(b),respectively. As the magnetic field increases,
the longitudinal resistance ρxx decreases monotonically
after exhibiting a large MR peak at Hc. In particular, ρxx
completely vanishes for magnetic field greater than 10 T,
indicating the entrance into a perfect QH regime. Since
both ρxx and ρxy are smooth functions of the magnetic
field (up to 10 T), there is no quantum phase transition
and the sample remains in the same topological phase in
the 0−10 T magnetic field interval, i.e., the QAH phase.
VI. RECENT THEORETICAL DEVELOPMENT
OF QAH EFFECT
A. QAH effect with higher plateaus
The topological phases of 2D insulators without sym-
metry protection are classified by the first Chern number
C ∈ Z, which indicates the presence of C dissipation-
less chiral edge states. Accordingly, the Hall resistance is
quantized into h/Ce2 plateaus. Such plateaus has long
been observed in the integer QHE under strong magnetic
fields. In the absence of magnetic fields, QAH insulators
can also be classified into topological phases with various
Chern numbers C, while so far only the C = 1 QAH ef-
fect has been observed in experiments [24, 26, 27]. QAH
insulators with a higher Chern number, however, could
be significant both practically and fundamentally. While
the edge channel of QAH insulator is proposed as inter-
connects for integrated circuits, a QAH insulator with
multiple edge channels can greatly reduce the contact re-
sistance. Novel topological phases may also arise when
interaction or fractional filling is introduced into the sys-
tem [13].
With strong enough FM ordering and SOC, the QAH
effect with higher Chern numbers can be realized in thin
films of magnetic TIs. The magnetic TIs can be made
out of Bi2Te3, Bi2Se3 or Sb2Te3 compounds dopped with
Cr or V. The basic mechanism is to have multiple pairs of
inverted spin-polarized bands, each of which contributes a
Chern number 1 or −1. Their sum gives the total Chern
number C of the system, which can in principle be any
integer.
Consider a 2D thin film of dopped TIs with a spon-
taneous FM order. The low-energy bands consist of a
bonding and an antibonding state of pz orbitals, denoted
by |P2−z , ↑ (↓)〉 and |P1+z , ↑ (↓)〉, respectively. The 3D
effective Hamiltonian describing these four bands is
H3D(kx, ky, kz) =
(
H+(k) A1kziσy
−A1kziσy H−(k)
)
, (18)
H±(k) = ε(k) + di±(k)τi .
where τi (i = 1, 2, 3) and σy are Pauli matrices,
d1,2,3± (k) = (A2kx,±A2ky,M(k) ∓ ∆). To the lowest
order in k, M(k) = B0 + B1k
2
z + B2(k
2
x + k
2
y), ε(k) =
With SOC With SOC With SOC
Without SOC Without SOC Without SOC
,
,
,
,
FIG. 6. Evolution of the subband structure upon increasing
the exchange field. The solid lines denote the sub-bands that
have even parity at Γ point, and dashed lines denote sub-
bands with odd parity at Γ point. The blue color denotes the
spin up electrons; red, spin down electrons. (a) The initial
(E1, H1) sub-bands are already inverted, while the (E2, H2)
subbands are not inverted. The exchange field ∆1 release the
band inversion in one pair of (E1, H1) subbands and increase
the band inversion in the other pair, while the (E2, H2) sub-
bands are still not inverted. With stronger exchange field ∆2,
a pair of inverted (E2, H2) subbands appears, while keeping
only one pair of (E1, H1) subbands inverted. Reproduced
with permission from [13].
7D0 + D1k
2
z + D2(k
2
x + k
2
y) accounts for the particle-hole
asymmetry. B0 < 0 and B1, B2 > 0 guarantee the sys-
tem is in the inverted regime. The basis of Eq. (18) is
(|P1+z , ↑〉, |P2−z , ↓〉, |P1+z , ↓〉, |P2−z , ↑〉), where the ± in
the basis stand for the even and odd parity and ↑, ↓ rep-
resent spin up and down states, respectively. ∆ is the
exchange field along the z axis introduced by the FM
ordering.
For thin films with a thickness d, kz becomes quan-
tized, and the z-direction wave function takes the form
ϕn(z) =
√
2/d sin(npiz/d) (n ∈ Z+, z ∈ [0, d]), leading
to a series of 2D subbands labeled by index n. In the
limit A1 = 0, the Hamiltonian is decoupled into many
two-band 2D models h+(n) and h−(n) with opposite chi-
rality:
H˜2D(n) =
(
h+(n) 0
0 h−(n)
)
, (19)
where h±(n) = ε˜n12×2 + (M˜n∓∆)τ3 +A2kxτ1±A2kyτ2,
with the notations ε˜n = D0 +D1(npi/d)
2 +D2(k
2
x + k
2
y),
M˜n = B0 + B1(npi/d)
2 + B2(k
2
x + k
2
y). The basis for
H˜2D(n) is given by (|En, ↑〉, |Hn, ↓〉, |En, ↓〉, |Hn, ↑〉) =
ϕn(z)(|P1+z , ↑〉, |P2−z , ↓〉, |P1+z , ↓〉, |P2−z , ↑〉). When half
of the bands are filled, each model h±(n) has a Chern
number ±1 or 0, depending on whether the Dirac mass
is inverted (M˜n∓∆ < 0) or not (M˜n∓∆ > 0) at Γ point.
The total Chern number of the system becomes
C = N+ −N− , (20)
where N± is the number of h±(n) with inverted Dirac
mass, respectively. In the non-magnetic case when ∆ =
0, N+ = N−, and one gets either the trivial insulator or
the quantum spin Hall (QSH) insulator. When ∆ 6= 0,
N+ can be different from N−, and QAH insulators with
various Chern numbers can be realized (Fig. 6). In the
case A1 = 0 discussed here, neglecting the particle-hole-
asymmetric term ε˜n, the band inversion of h±(n) takes
place when d = npi
√
B1/(±∆−B0). These equations
give the phase boundaries between topological phases
with different Chern numbers (Fig. 7(a)). As is seen, the
Chern number of the system tends to be larger as the ex-
change field ∆ and the thickness d increases (Fig. 7(a)).
When ∆ ≥ |B0|, the Chern number monotonically in-
creases as a function of the thickness d.
When the A1 term is turned on, it induces a coupling
between h±(n) and h∓(n+1). As is shown in (Fig. 7(b)),
this makes the phase spaces of odd Chern number phases
enlarged and united, while those of even Chern numbers
separated into “islands”. In particular, a large phase
space is occupied by the C = 1 phase. The realization
of QAH effect with higher plateaus thus requires a large
enough exchange field.
To realize QAH effect with a Chern number C > 1, it
is necessary to have a large enough exchange field ∆ or
sufficiently many low energy 2D subbands (large enough
thickness). The exchange field ∆ can be enhanced by
increasing the magnetic elements doping concentration;
however, the doping concentration cannot be too high,
or the structure of the material will be totally changed.
The optimal way is to tune the doping concentration of
the material to the vicinity of topological phase transi-
tion point, where the 3D bulk band gap is small, thus
the FM exchange coupling would make more pairs of in-
verted 2D spin polarized bands possible. For example,
the topological phase transition of Bi2−yCry(Se0.6Te0.4)3
is shown to happen at y = 0.22 [28]. Correspondingly,
the thin film of this material will have many low energy
2D subbands [13].
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FIG. 7. The phase diagram of QAH effect in thin films of mag-
netic TIs with two variables: the exchange field ∆ and thick-
ness of thin film d. All parameters are taken from Ref. [20] for
Bi2(Se0.4Te0.6)3. (a) and (b) are phase diagrams without and
with A1 term, respectively. The different QAH phases are
denoted by corresponding Chern numbers. The particle-hole
asymmetric term is neglected for it does not change the topol-
ogy of the phase diagram. The width of each Hall plateau in
QAH effect depends on the band parameters and the thick-
ness of the material, which is distinct from that in integer
QHE. Reproduced with permission from [13].
8B. Anomalous edge transport in the QAH effect
In the integer QHE with C Landau levels filled, the
Hall resistance is quantized into ρxy = h/Ce
2, while the
longitudinal resistance ρxx vanishes exactly. Theoreti-
cally, the QAH effect with solely C chiral edge states
should show similar transport properties at zero mag-
netic field. However, in all experimental observation of
the QAH effect (C = 1) in thin films of Cr doped mag-
netic TIs [24, 26, 27], the Hall resistance (ρxy) reaches a
quantized value h/e2 while a small non-zero residual lon-
gitudinal resistance (ρxx) remains [see Fig. 4(b)]. Though
the Hall resistance is consistent with the quantum trans-
port of a single chiral edge state, the non-vanishing lon-
gitudinal resistance indicates the existence of dissipation
in the system. This dissipation can be explained by ad-
ditional (trivial) quasi-helical edge states that coexists
with the chiral edge state [29]. These nonchiral edge
states are not immune to backscattering, and therefore
contributes to the dissipative transport. The resistance
of such a system exhibits non-Ohmic behavior, and gives
nearly quantized ρxy while having non-zero ρxx.
The coexistence of nonchiral edge states with the chi-
ral edge state can generally happen in the experiment of
QAH effect. For five QLs of Crx(Bi,Sb)2−xTe3 studied
in the experiment [24], it is shown by first principles cal-
culations that there are nonchiral edge states coexisting
with the chiral edge state [29]. The nonchiral edge states
originates from helical edge states of the QSH effect with
TR symmetry broken by the magnetic moments, where
the gap of the helical edge states is opened at the Dirac
point and buried in the valence band. They can therefore
be dubbed as the quasi-helical edge states. Due to TR
symmetry breaking, they are no longer immune to the
backscattering, and become dissipative.
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FIG. 8. (color online) Hall bridge and transport properties.
(a) Schematic drawing of a Hall bar device of QAH effect with
quasi-helical edge channels (blue and black dashed) coexist-
ing with chiral edge channel (red solid). The current is from
terminal 1 to 4. (b) Voltage at terminal 1-6. The QAH ef-
fect with coexistence of chiral and quasi-helical edge channels
(green) show non-ohmic behaviors of ρxx. (c) ρxx and ρxy
vs. r with different numbers of effective voltage leads on each
side of the sample. Reproduced with permission from [29].
The edge transport of such a system can be studied
by the Landaur-Bu¨ttiker formalism. The general rela-
tionship between the currents and voltages is expressed
as
Ii =
e2
h
∑
j
(TjiVi − TijVj) , (21)
where Vi is the voltage on the ith electrode, Ii is the
current flowing from the ith electrode into the sample,
and Tji is the transmission probability from the ith to
the jth electrode. There is no net current (Ij = 0) on a
voltage lead or floating probe j, and the total current is
conserved,
∑
i Ii = 0. The currents are zero when all the
potentials are equal, implying the constraint
∑
i Tji =∑
i Tij .
For a standard Hall bar with N current and voltage
leads [such as Fig. 8(a) with N = 6], the transmission
probability for the chiral state of the ν = 1 QAH effect
are given by Ti+1,i = 1, for i = 1, ...,N (N + 1 iden-
tified with 1), and others = 0. For quasi-helical states,
Ti+1,i = k1, Ti,i+1 = k2 and others = 0, where k1, k2 < 1
since they are dissipative. In general, k1 and k2 become
zero for infinitely large sample. Thus the nonzero total
transmission matrix elements are
Ti+1,i = 1 + k1, Ti,i+1 = k2. (22)
In the case of current leads on electrodes 1 and 4, and
voltage leads on electrodes 2, 3, 5, and 6 (see Fig. 8(a)),
one finds that I1 = −I4 ≡ I. Setting V1 ≡ 0 and V4 ≡ V ,
and r ≡ k2/ (1 + k1), one finds the following solution:
Vj =
1− rj−1
1− r3 V, 1 ≤ j ≤ 4, (23)
Vj =
1− rj−7
1− r−3 V, 4 ≤ j ≤ 6, (24)
while I is given by Eq. (21). In the case of pure
chiral edge state transport in QAH effect where k1 =
k2 = 0, one finds ρxy ≡ (V2 − V6) /I = h/e2 and
ρxx ≡ (V3 − V2) /I = 0 as expected. For the heli-
cal edge state transport in QSH effect with Ti+1,i =
Ti,i+1 = 1, R14,14 ≡ (V4 − V1) /I = 3h/2e2 and R14,23 ≡
(V3 − V2) /I = h/2e2, and one has the Ohm’s law. When
there are both chiral and quasi-helical states, the volt-
ages of different leads vary exponentially, as is shown in
Fig. 8(b), and ρxx does not scale linearly with the spac-
ing between the voltage leads as Ohm’s law. Moreover,
ρxx is nonzero while ρxy is nearly quantized. In the ex-
periment where the sample is usually large, the effect of
decoherence between two real leads can be modeled by
an extra floating lead, which destroys the coherence by
introducing infinitely many low-energy degrees of free-
dom. Therefore, the standard Hall bar in Fig. 8(a) has
effectively n = 5 voltage leads on each side. For cer-
tain parameter range of r, ρxy can be quantized to h/e
2
plateau whereas ρxx is nonzero (see Fig. 8(c)), which ex-
plains the dissipative longitudinal transport observed in
the QAH effect.
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FIG. 9. (color online) Six-terminal Hall and nonlocal mea-
surements. (a) Standard Hall measurement with six terminals
and (b) corresponding voltages. The current is through 1 to
4, and the Hall voltage is measured between 2 and 6. Termi-
nal 6 (denoted as 6′) is not be symmetric to terminal 2 due
to misalignment, thus Hall signal may contain some longitu-
dinal component. (c) Nonlocal measurement and (d) voltage.
The current is through 1 to 2. The voltage with downward
and upward magnetic orderings are denoted as red solid and
blue dashed line, respectively. Reproduced with permission
from [29].
In the experiment, the magnetization M of the mag-
netic TI can be flipped to either up (↑) or down (↓).
In the case of pure chiral edge transport, the Hall resis-
tances in these two cases should equal, namely ρxy(↑) =
−ρxy(↑). It is however observed that ρxy(↑) 6= −ρxy(↑).
This can be interpreted with the above picture as fol-
lows. In reality, the voltage leads may not be aligned
very symmetrically. As is shown in Fig. 9(a), it is pos-
sible that the lower left voltage lead is at position 6′ in-
stead of 6, which is mirror reflection of the voltage lead
2. Fig. 9(b) shows the voltages when the magnetization
is up (the blue dashed line) and down (the red solid line).
Denote ρ0 = (V
↑
2 −V ↑6 )/I = −(V ↓2 −V ↓6 )/I, and one finds
ρxy(↑) = ρ0 − ∆ρ(↑) and ρxy(↓) = −ρ0 − ∆ρ(↓), where
the errors ∆ρ(↑) and ∆ρ(↓) are of the same sign. The two
Hall resistance are thus not equal to each other. When ρ0
is near the quantized value, one of them is smaller than
h/e2 while the other is larger than h/e2, which agrees
with the experimental observation.
The existence of nonchiral edge states can be directly
detected by non-local transport measurement. As is
shown in Fig. 9(c) and 9(d), the current passes through
leads 1 and 2, and voltage is measured between leads
4 and 5 far away from the bulk current path. In the
pure chiral edge state case, the voltage is zero. In the
case nonchiral edge states coexisting with the chiral edge
state, the voltage is nonzero, leading to a nonzero non-
local resistance R12,45 = (V4 − V5)/I. Remarkably, it
is easily seen in Fig. 9(d) that the nonlocal resistance
depends on the direction of the magnetization, namely
R12,45(↑) 6= R12,45(↓). (25)
On the contrary, the bulk dissipation has almost no
contribution to the nonlocal resistance, and has no de-
pendence on the magnetization direction. The nonlocal
measurement can therefore be used to prove the exis-
tence of nonchiral edge states. These nonlocal behaviors
have been observed in recent experiments of the QAH
effect [27].
There are also other methods which can be used for
proving coexistence of nonchiral edge states and the chi-
ral edge state. For example, by adding extra floating
leads to the standard Hall bar, one can increase the de-
coherence of the nonchiral edge states and reduce the lon-
gitudinal resistance ρxx. Another method is to measure
the QAH effect in the Corbino geometry, in which case
the current cannot flow from the inner ring to the outer
ring via edge, and the quantization of Hall resistance will
become exact.
C. Universal scaling behavior at the QAH plateau
transition
Continuous phase transitions usually exhibits critical
scaling behaviors. In the integer QHE plateau transi-
tion driven by the strong external magnetic field, ρxy
changes rapidly in a narrow interval of magnetic field,
while ρxx exhibits a peak, reflecting a delocalization tran-
sition in the Landau levels. The localization length ξ di-
verges in a power law ξ ∼ |B − Bc|−ν with a universal
critical exponent ν, which is experimentally measured
to be ν ≈ 2.38 [30–32]. This delocalization transition
can be approximated by the Chalker-Coddington net-
work model, whose critical exponent is ν ≈ 2.4 ± 0.2
as is shown by numerical simulations [33–35].
In the QAH effect experiment, the exchange field ∆
can be tuned from positive to negative by an external
magnetic field, and a plateau transition from ρxy = h/e
2
to ρxy = −h/e2 is driven at the coercivity field [24].
Theoretically, it is shown that this QAH plateau transi-
tion at the coercivity field is a quantum phase transition
and has universal critical behavior [36]. In fact, the QAH
plateau transition model can be mapped to the Chalker-
Coddington network model, though driven by a different
mechanism from that of the integer QHE plateau tran-
sition. The critical exponent for QAH phase transition
is therefore expected to be ν ≈ 2.4 ± 0.2. In addition,
since the Chern number of the system always changes by
1 at each transition, it is predicted that the transition
from ρxy = h/e
2 to ρxy = −h/e2 should show an inter-
mediate plateau ρxy = 0 for low enough temperatures or
10
large enough sample sizes, and the longitudinal resistance
should exhibit a double peak during the transition [36].
The C = 1 QAH effect is most easily governed by the
Hamiltonian
H0(kx, ky) =
(
H+(k) 0
0 H−(k)
)
, (26)
H±(k) = kyτ1 ∓ kxτ2 + (m(k)±∆) τ3. (27)
where τi are Pauli matrices, we set vF ≡ 1, and m(k) =
M−B(k2x+k2y). The total Chern number of the system is
∆/|∆| = ±1 when |∆| > |M |, and is 0 when |∆| < |M |.
When the direction of magnetization of a QAH insulator
is tuned from up to down by the external magnetic field,
there are two successive plateau transitions at ∆ = ±M .
In reality, at the coercivity field where the magnetization
flips, the material always consists of many random do-
mains, and the following three kinds of disorder presents:
HA = Ax(x, y)τ2 ⊗ σ3 −Ay(x, y)τ1 ⊗ 1, (28)
H∆ = ∆(x, y)τ3 ⊗ σ3, (29)
HV = V (x, y), (30)
where σi is the pauli matrix, A(x, y) ≡ (Ax, Ay), ∆(x, y),
and V (x, y) are the random vector potential, exchange
field and scalar potential, with their mean values equal
to 0, ∆ and 0, respectively.
It is sufficient to consider only the transition of H+(k)
at ∆ = −M , which becomes exactly the random Dirac
model if the approximation B = 0 is made. By a unitary
transformationG = (τ2−τ3)/
√
2, H+(k) can be rewritten
in real space as
H˜+ = GH+G
† = (−i∂x−Ax)τ3−(−i∂y−Ay)τ1−δτ2+V ,
(31)
where δ(x, y) = ∆(x, y) +M . At low energies, the evolu-
tion operator in a unit time is
U = e−iH˜+ ≈ 1− iH˜+−
H˜2+
2
≈ e−iV
(
γ α
−α∗ γ∗
)
, (32)
where
γ(x, y) = cos δ cos (−i∂y −Ay) e−i(−i∂x−Ax) , (33)
α(x, y) = ei(−i∂y−Ay) [sin δ + i sin (−i∂y −Ay)] . (34)
This matrix can be viewed as a 2-step scattering ma-
trix of the Chalker-Coddington network model. The net-
work model is defined on a square lattice of plaquettes
as is shown in Fig. 10. The four edges of plaquette (x, y)
is denoted as (x, y, i) with i = 1, 2, 3, 4. An electron
can propagate along the edges of each plaquette in the
direction indicated by the arrow, and can be scattered
at the vertices connecting two plaquettes. By denot-
ing the scattering amplitude at edge (x, y, i) as Zi(x, y),
the scattering process can be described with a parameter
ϑ(x, y) ∈ [0, pi/2] as(
Z2
Z4
)
=
(
cosϑ sinϑ
− sinϑ cosϑ
)(
Z1
Z3
)
. (35)
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FIG. 10. The network model. (a) shows the coordinate sys-
tem for plaquettes and the labeling of the four edges. (b) Am-
plitudes associated with possible scattering paths at nodes.
Reproduced with permission from [36].
Besides, the amplitude Zi(x, y) acquires a phase factor
eiφi(x,y) during the propagation along edge (x, y, i). Both
ϑ(x, y) and φi(x, y) are random in space. A scatter-
ing matrix S(ϑ, φi, tx±, ty±) can then be written down in
the basis of {Z1(x, y), Z3(x, y);Z2(x, y), Z4(x, y)}, where
tx±, t
y
± are the translation operators along ±x,±y, respec-
tively. It is easy to show that the two-step scattering
matrix takes the form
S2 =
( Du
Dd
)
. (36)
In the continuum limit, the transition operators can be
approximated as tx± = e
±∂x and ty± = e
±∂y , and one
finds exactly Du = U by identifying Ax = (φ1 − φ3)/2,
Ay = (φ4 − φ2)/2, V = −
∑4
i=1 φi/2 and ϑ = pi/4 + δ/2.
The scattering wave function of the network model has
a localization length ξ that diverges if 〈ϑ〉 = ϑc = pi/4
and φi uniformly distributed in [0, 2pi]. Numerical simu-
lations show that ξ ∝ |〈ϑ〉 − ϑc|−2.4±0.2 when deviating
from the critical point. When mapped into the plateau
transition of the QAH effect, this means the localiza-
tion length of the electron state at the Fermi level has
the scaling behavior ξ ∝ |〈δ〉|−ν , where ν ≈ 2.4. In the
experiment, the exchange field ∆ is proportional to the
external magnetic field H. Therefore, the localization
length can be expressed as ξ = ξ0|H −H∗|−ν , where H∗
is the critical magnetic field for the phase transition.
The longitudinal conductance of an insulating system
takes the form σxx = σmaxe
−Leff/ξ, where Leff is the ef-
fective size. It is therefore expected that
σxx(H) = σmaxe
−(Leff/ξ0)(H−H∗)ν (37)
at the plateau transition of the QAH. Similarly, the
derivative of σxy with respect to H obeys a similar law,
∂σxy
∂H
(H) =
ν
2Γ(1/ν)
e2
h
(
Leff
ξ0
)1/ν
e−(Leff/ξ0)(H−H
∗)ν ,
(38)
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FIG. 11. (color online) Magnetic field dependence of σxy and
σxx. (a) Sketch of σxy and σxx as a function of applied mag-
netic field H. The zero quantized plateau appears at the
hysteresis loop of σxy, while σxx shows two peaks around the
coercive field. (b) Sketch of σxy vs. H at three different T
with T1 < T2 < T3. (c) The corresponding σxx vs. H. Re-
produced with permission from [36].
where Γ(1/ν) is the Gamma function. More generally, it
can be shown that ∂nσxy/∂H
n ∝ Ln/νeff . These formulas
can be used in experiments for determining the critical
exponent ν.
In the real system, the effective system size is given by
Leff = min{L, aT−p/2}, where L is the system size, T is
the temperature, p > 0 is another critical exponent, and
a is a constant depending on the system. For sufficiently
large system sizes, the maximum slope in the σxy curve
then behaves as
(∂σxy/∂H)max ∝ T−κ, (39)
where κ = p/2ν. Similarly, the width of the σxx peak
scales as
∆1/2H ∝ Tκ. (40)
The plateau transition at ∆ = M has the same critical
behaviors. In the QAH effect experiment, the exchange
field ∆ varies rapidly with respect to the magnetic field H
near coercivity, and therefore it is not easy to resolve the
two transitions separately. However, with a sufficiently
large system size and at low enough temperatures, a zero
plateau should be observed in the plateau transition of
σxy, and σxx should exhibit two peaks, as is shown in
Fig. 11. Remarkably, the zero plateau kink in σxy has
been observed in recent experiments [37, 38].
D. Thickness dependence of the QAH effect
As discussed in Section III, as long as the FM exchange
energy ∆ is larger than the hybridization gap M between
top and bottom surface states in magnetic TIs, the sys-
tem will be always in the QAH phase. However, for real-
istic magnetic TI materials grown on dielectric substrate
with different thickness, such condition is not always sat-
isfied.
Clearly, the hybridization gap M and inversion asym-
metry V are thickness dependent in magnetic TIs. The
thickness of magnetic TI is denoted by the number of
QLs (n). Qualitatively, M decreases as n increases, while
V increases as n increases for such inversion asymmetry
can originate from the band bending induced by the sub-
strate. Take (Bi,Sb)2Te3 grown on SrTiO3 (111) sub-
strate for example, M(n > 4) = 0 and V (n < 5) = 0.
Therefore, when the thickness is very thin (n very small),
V = 0, M is large, the bulk van Vleck spin susceptibil-
ity is greatly reduced due to large hybridization gap, the
system would have smaller FM order and even cannot
develop FM order, in this case, M will dominate over
∆, the system is in the NI phase. When the thickness
is very thick (n very large), M = 0, V is large and may
be dominate over ∆, the system is in the Metal phase
[Fig. 2(b)], however, such Metal phase can be tuned into
the QAH phase by reducing V through dual gates (top
gate and back gate).
In short, when the thickness of magnetic TIs n ≤ n1 is
small where M 6= 0 and |∆| < √M2 + V 2, the system is
in the NI phase; when n ≥ n2 is large where M = 0 and
|V | ≥ |∆|, the system is in the Metal phase; when n1 <
n < n2 where |∆| >
√
M2 + V 2, the system is in the
QAH phase. However, the exact critical thickness n1, n2
is very much dependent on the microscopic details of the
TI and substrate materials. The thickness dependence of
the QAH effect in magnetic TIs predicted here is generic.
VII. RECENT EXPERIMENTAL PROGRESS
Most recently, the QAH effect has been observed
by another two experimental groups in the thin films
of magnetic TI Crx(Bi1−ySby)2−xTe3 [26, 27]. In
the experiment of Tokura’s group [26], thin films
of Crx(Bi0.2Sb0.8)2−xTe3 are grown on semi-insulating
InP(111) substrates using molecular beam epitaxy, which
has its Dirac point of the surface states isolated within
the 3D bulk band gap. For thin films with a thickness
d = 8 nm and x = 0.22, the QAH effect is observed at
temperatures as low as 50 mK. In another experiment of
Wang’s group [27], thin films of (Cr0.12Bi0.26Sb0.62)2Te3
are grown by molecular beam epitaxy, and the QAH ef-
fect has been observed in both the 10 QLs thin films
and the 6 QLs thin films at a temperature T = 85 mK.
In both experiments, the Hall resistance ρxy reaches the
quantized value h/e2, while a nonzero residual longitu-
dinal resistance ρxx remains, which can be explained by
the existence of nonchiral edge states as is shown in Sec-
tion VI B.
The experiment of Tokura’s group further studied the
quantum criticality behaviour near the QAH phase tran-
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sition, and show evidences that it can be described by the
renormalization group theory for the integer QH states.
They measured the longitudinal conductance σxx and
the Hall conductance σxy at various temperatures T and
gate voltages VT . On decreasing the temperature T , the
renormalization group flow line of (σxy(VT ), σxx(VT )) for
a fixed gate voltage VT can be plotted. These flow lines
are in a good agreement with those calculated from the
renormalization group theory for the integer QH ground
states at fixed Fermi levels, which indicates that the QAH
effect and the integer QH effect may have the same crit-
ical behaviors. This conclusion is strongly supported by
the theoretical analysis presented in Section VI C.
In the experiment of Wang’s group, the non-local
transport properties of the QAH system are studied.
Based on the standard Hall bar shown in Fig. 8(a),
they measured the non-local resistance R12,45 and R26,35,
where Rij,kl is defined as the voltage between leads k and
l per unit current applied between leads i and j. Both of
them are non-zero. By flipping the direction of magne-
tization in the system, they showed that the magnitude
of the non-local resistances is changed, which proves the
theoretical prediction in Eq. (25). These observations
provided us with strong evidences for the coexistence of
nonchiral edge states with the chiral edge state in the
QAH system.
VIII. OUTLOOK
We have reviewed the theoretical prediction of the
QAH in magnetic TIs and discussed recent theoretical
and experimental works in this field. The actual exper-
imental realization of the QAH effect opens up the op-
portunity for investigations of many other novel quantum
phenomena [1]. The nonvanishing zero field longitudinal
resistance and the requirement of extremely low temper-
ature for quantization of the anomalous Hall resistance
reveal possible delocalized or weakly localized dissipative
channels in the system. More measurements are need to
confirm the coexistence of chiral and quasi-helical edge
states. An intermediate plateau with zero Hall conduc-
tance could occur at the coercive field in the QAH plateau
transition, and needs further experimental confirmation.
The edge channel could be used as a dissipationless spin-
filtering path for spintronic devices, and the search for
new materials with multiple chiral edge channels would
facilitate the device research. Moreover, superconduct-
ing proximity with the QAH state would give rise to the
chiral topological superconductor [1], which supports the
Majorana zero mode at the vortex core. With further
materials breakthrough, the QAH effect may eventually
lead to topological electronic devices of low power con-
sumption.
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Note added. Recently, Kou et al. [37] and Feng et
al. [38] independently observed the zero Hall plateau
state in a QAH insulator when the magnetization re-
verses, consistent with the theoretical prediction [36].
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