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Abstract
Person Re-Identification (re-id) is a challenging task in
computer vision, especially when there are limited training
data from multiple camera views. In this paper, we pro-
pose a deep learning based person re-identification method
by transferring knowledge of mid-level attribute features
and high-level classification features. Building on the idea
that identity classification, attribute recognition and re-
identification share the same mid-level semantic represen-
tations, they can be trained sequentially by fine-tuning one
based on another. In our framework, we train identity clas-
sification and attribute recognition tasks from deep Convo-
lutional Neural Network (dCNN) to learn person informa-
tion. The information can be transferred to the person re-id
task and improves its accuracy by a large margin. Further-
more, a Long Short Term Memory(LSTM) based Recurrent
Neural Network (RNN) component is extended by a spacial
gate. This component is used in the re-id model to pay at-
tention to certain spacial parts in each recurrent unit. Ex-
perimental results show that our method achieves 78.3% of
rank-1 recognition accuracy on the CUHK03 benchmark.
1. Introduction
Person re-identification (re-id), which aims at matching
pedestrians over a set of non-overlapping camera views, is
an important and challenging task. It provides support for
video surveillance, thus saving human labor to search for a
certain person and helping improve pedestrian tracking per-
formance. However, some issues can make re-identification
difficultsuch as large variances of individual appearances
and poses, environmental changes of illumination and oc-
clusion as well as similarity between different persons, as
shown in Figure 1.
Some traditional re-id approaches tend to focus on low-
level features like colors and shapes to describe the appear-
ance of a person and try to learn a discriminative distance
metric to embed the feature space to re-id searching space.
These low-level features are not reliable enough because of
the above issues. The re-id task can be better treated as
a classification task to some extent, which provides with a
high-level description of person character.
Figure 1. Examples of person re-identification dataset, CUHK03.
Different identities may be in similar color while the same identity
may have different colors and poses due to changes of view points
and illumination
The recent development of deep learning has boosted the
performance of image classification tasks [13, 18, 34, 37].
A model trained on image classification task is able to learn
descriptions of the input image across all levels, which is
shown by visualizing technique [46], and is beneficial for
other tasks like object detection [9] and segmentation [26].
Basically, low-level features are held in bottom layers while
mid-level and high-level ones in top layers. These features
can be directly used for person re-id tasks and achieves
state-of-the-art performance [25, 32, 42].
Previous works have proposed to train the person iden-
tity classification task in the first place, and conduct person
re-id training to gain more discriminative representation us-
ing the same dataset [25] or using the subset dataset [42].
In both cases, the classification and re-id tasks can share
knowledge.
Meanwhile, human attributes (e.g., having long hair,
wearing T-shirt) are mid-level person descriptors that are
invariant to changes of the camera angle, view point, illu-
mination or resolution. Attribute recognition has thus long
been studied. Its application on person re-id has been ex-
plored in recent research works [19, 35, 36, 49] and shows
promising results. Therefore, attribute information can also
be helpful for person re-identification.
In this paper, we propose a deep learning based knowl-
edge transfer scheme to take advantage of data from cross
domain. Each dataset is treated as a domain, which has its
own distribution of data. Our experimental results show that
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the re-id task can benefit from models trained from attribute
and classification tasks in different domains.
Furthermore, RNN with LSTM structure is widely used
in deep learning based models. Recently, the attention
based RNN models have shown excellent performance in
areas like phonetic recognition, machine translation, action
recognition, etc. In image related tasks, attention mecha-
nism also achieves the state-of-the-art performance on im-
age captioning [43] and image generation [11] and has in-
spired some research works in person re-id [25]. We further
delve into the principle of attention mask and propose a spa-
cial gate to allow the model to focus on specific part of the
image, which is suitable for application scenario of re-id.
Quantitative evaluation has been made on re-id benchmarks
CUHK03 [22] on which we outperforms most state-of-the-
art re-id approaches by a large margin.
Moreover, our method has great generalization ability,
for the re-id model has a good performance on untrained
dataset similar to the real world environment. We also
conduct experiments on a larger dataset, showing that the
proposed model has the potential for further improvements
given more data.
In conclusion, the contribution of this work is three-fold:
• First, we propose to train a cross domain knowledge
transfer scheme, in which the model is trained on dif-
ferent datasets sequentially that have different data dis-
tribution.
• Second, we propose a spacial gate based LSTM net-
work for person re-id which helps a lot for our model to
have a state-of-the-art performance on the test dataset.
• Third, we conduct experiments on various transfer
schemes, showing the significance of information
transfer. We further conduct experiments with other
data and find it possible to further improve the re-id
performance using our method.
The paper is organized as follows. Section 2 reviews
related work. Section 3 gives detailed explanation of our
framework architecture. Section 4 shows our experimental
details with results, and gives the comparisons with other
methods on several methods on public re-id benchmarks.
Finally, we discuss some interesting phenomenon in Section
5 and we present our conclusion in Section 6.
2. Related Work
Existing methods on person re-identification generally
have two components: feature representation learning and
distance metric learning. We briefly discuss some of these
works below.
Deep learning based re-id Traditional re-id approaches
typically use low-level or mid-level features like colors,
shapes and attributes to describe the appearance of a per-
son and learn a good distance metric. Lots of research
work falls into this category [7, 15, 17, 23, 24, 29, 41].
Driven by rapid development of deep learning, deep con-
volutional neural network (dCNN) is used to extract fea-
tures from raw images and various methods are proposed to
embed dCNN feature to re-id search space, which are re-
garded as deep metric learning here. The siamese network
structure [1, 22, 28, 38, 39, 44] is popular for its incorpo-
ration of deep feature extraction and discrimination into a
unified framework. Recently, Varior et al. [38] proposed
a subnetwork acting as gate to selectively enhance similar
pieces in the whole feature map. Varior et al. [39] pro-
posed to divide the image of a person into several rows and
feed horizontal clips to an RNN based LSTM, which is fol-
lowed by the siamese loss. McLaughlin et al. [28] used the
similar LSTM and siamese loss on video-based re-id and
achieved the state-of-the-art performance on several video
re-id datasets. Siamese approach treats re-id as a classifica-
tion problem[51].
On the other hand, triplet loss is proposed and show great
success in learning by ranking problem [30]. Cheng et al.
[4] first introduced triplet framework and improve the loss
function by adding a predefined margin. Shi et al. [32]
added a regularization term in the final triplet loss to avoid
over-fitting. Liu et al. [25] designed a soft attention based
LSTM with triplet loss to adapt dCNN feature to re-id task.
Wang et al. [40] combined siamese and triplet architecture
into a unified framework. Network with triplet framework
achieves state-of-the-art performance in person re-id task.
Knowledge transfer for person re-id Deep learning
based model is extremely data-driven, but large amount
of training data demands expensive human effort. In or-
der to scale to such a situation, transfer learning technique
has recently emerged as a promising way to adapt source
knowledge to perform new tasks. For example, network
pre-trained on image classification task has shown powerful
feature extraction ability and is beneficial for object detec-
tion [9] and segmentation [26].
Transfer learning technique has been exploited for per-
son re-id in some of the previous works [2, 20, 33]. Specif-
ically, mid-level semantic attribute has long been explored
and shown great discriminative power [19, 35, 49] due to
its invariance to viewpoint and illumination changes. Tra-
ditional approaches tend to use attribute directly as image
descriptor. Recently, Su et al. [36] proposed a three-stage
process to learn deep attribute feature from independent at-
tribute dataset [6] and pedestrian tracking dataset [21], then
tested their feature on person re-id datasets [3, 10, 14].
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Figure 2. Illustration of information transfer framework for person re-identification
3. Method
Networks are trained in three separate domains for dif-
ferent tasks, as illustrated in Figure 2, while pretraining task
on ImageNet is not shown for its generality. The identity
classification task uses Market1501 dataset with person ID
labels to perform fully-supervised dCNN training. The last
fully connected layer is set of 1501 output nodes to clas-
sify 1501 persons. In the attribute recognition task, similar
structure is used, while the last fully connected layer has
105 output nodes, taking sigmoid as the loss function. It
can recognize whether or not the person has each attribute.
Both the resulting dCNNs produce initial parameters for the
person re-id task, providing information with discrimina-
tive power to the person re-id task. In our re-id architecture,
three images are treated as a triplet, in which the second one
is a positive sample with the same person id as the first one
and the third one is a negative sample with a different person
id. The feature extractor consists of a dCNN and an LSTM.
After getting three normalized discriminative features from
the feature extractor, the re-id model utilizes triplet loss as
the final loss function. Each of those components is elabo-
rated in the following subsections.
3.1. ResNet for Feature Learning
In this paper, we adopt ResNet [13] structure as the
dCNN component for feature learning on the three tasks.
ResNet is scalable by stacking the residual component on
each other, thus can achieve high demonstration. Most pre-
vious works on person re-id use AlexNet [18] because the
re-id dataset is relatively small. On the contrary, as we con-
duct cross domain transfer learning, a more complex model
should be used to fit the large amount of data. We use
ResNet-50 to train the person classifier and attribute recog-
nition model. The ResNet-50 network contains 5 stages.
The total 5 stages are used for person classification and at-
tribute learning. To transfer the best knowledge to the re-id
task, we attempt to use different transfer methods, either
holding the 5 stages, only extracting the 4 bottom(near the
input) stages or extracting the 3 bottom stages. The sec-
ond one is considered to be most suitable for our task. The
first one with 5 stages causes knowledge contained in the
top residual component too specific on the training domain,
while the third one with 3 stages is too shadow. It can also
be supported by our experimental results.
3.2. Attribute Recognition for Features Enhancing
In our proposed model, the attribute label of person p is
represented as a vector of k binary indicators:
Ap = a1, a2, ..., aK
where ak ∈ {0, 1}, k = 1, 2, . . . ,K. Every element
of the vector represents whether or not the person p has at-
tribute k. A sigmoid cross-entropy loss is used as the final
layer, which is calculated as:
Lattr = −
∑
k
(ak log aˆk + (1− ak) log(1− aˆk))
The model predicts the probability aˆk ∈ (0, 1) for attribute
k.
3.3. LSTM with the Spacial Gate
We extract the bottom 4 stages of the pretrained ResNet-
50, and complete the feature extractor with a LSTM based
RNN component. Generally speaking, the RNN dynamics
can be described using transitions from previous to current
hidden states, and the LSTM allows to memorize useful in-
formation of several time steps and erase the outdated one.
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Figure 3. Structure of an LSTM unit. We add a mask map smt to
set a spacial gate and make the unit focus on certain part at each
time step.
The LSTM implementation introduced in [45, 43, 31, 25]
is used, which is shown in Figure 3. The LSTM unit is
conditioned on c channels of the feature map with size h×
w obtained from CNN. The added spacial gate is able to
decide which part of the feature map should be used. The
formulations are shown as follows:
it
ft
ot
gt
 =

σ
σ
σ
tanh
M ( ht−1yt
)
,
ct = ft  ct−1 + it  gt,
ht = ot  tanh (ct) ,
where it, ft, ct, ot and ht represent input gate, forget
gate, cell state, output gate and hidden state respectively. σ
and  are the logistic sigmoid activation and element-wise
multiplication respectively. M is an affine transformation
with a set of trainable parameters, computing the concate-
nated result of ht−1 and yt. yt is the result after the input
feature map x is multiplied by a normalized mask map mt.
yt,i =
∑
(mt  xi) , i = 1, 2, . . . , c,
where xi is the ith channel of x. The mask map mt is of
size h× w, which should satisfy the constraint∑mt = 1.
Following [43], the initial memory state c0 and hidden
state h0 of the LSTM are predicted by an average of fea-
ture map per channel fed through two separate multilayer
perceptrons, that is:
c0 = fc(
1
h× w
∑
h,w
x),
h0 = fh(
1
h× w
∑
h,w
x)
This initialization technique is proved to be helpful in our
experiments and can make our training process reach the
convergent point more easily.
Here we propose four mask maps: global mask, local
mask, attention mask and fine-grained attention mask. They
are elaborated as follows.
Global mask
mt =
1
h× wJh,w
where Jh,w is an all-ones matrix of size h × w. In this
situation, the input of the LSTM component yt keeps the
same, i.e., the mean value of x over h and w dimensions.
With the global mask, each super-pixel in the feature map
contributes equally during the whole process. This type of
mask is equivalent to a mean pooling over a channel.
Local mask
mt(i, j) = 1A(i),
A = [
t · h
n
,
(t+ 1) · h
n
), t = 0, 1, . . . , n,
where n is the number of time steps and 1A is the indi-
cator function,
1A(x) =
{
1 if x ∈ A,
0 if x /∈ A.
In this way, one local part of the original feature map is
fed into the LSTM component at every time step, thus can
extract more discriminative local connections.
Since person structure can be divided into several parts
from top to bottom by applying the local mask, the input
of the LSTM component is coherently followed one part by
another at every time step. Besides, due to pose changes and
environment variance across camera views, the key features
of a positive pair of person images are not necessarily the
same. Meanwhile, it is reasonable to assume a horizontal
row-wise correspondence, as all the images we use are re-
sized to a fixed scale and horizontal information has better
stability.
Some of the earlier work such as [38, 39] have also been
inspired by this idea. And compared with the global mask,
local mask can better extract person local connections.
Figure 4. Illustration of the local mask map. Note that the masking
operation is actually conducted on the feature map.
Soft attention mask To compute this kind of mask map,
the hidden state ht ∈ Rr (r is the size of hidden state) is
repeated on the second and third dimension, resulting in
h
(h,w)
t ∈ Rr×h×w. The repeated hidden state of the pre-
vious time step h(h,w)t−1 is concatenated with the feature map
x ∈ Rc×h×w. The formula is shown as follows,
mt = softmax
(
N
(
h
(h,w)
t−1
x
))
,
where N is a learnable affine matrix.
This learned mask map illustrates that the LSTM can
learn to decide which part of the input feature map should
be attented, building a comparative attention component.
Fine-grained attention mask In Figure 5, we illustrate
our soft attention mask and fine-grained attention mask.
Compared with the soft attention mask which adds atten-
tion to the feature map obtained from the stage4 of dCNN,
fine-grained attention mask means to add attention to the
one obtained from the stage3.
The proposal of fine-grained attention mask comes from
the deep structure of ResNet, considering of the deepest
path. That is to say, the features that deep ResNet extracted
are highly abstract and too small in size. Therefore, they can
be changed intensively by any attention. However, when the
feature map is from a more bottom stage, it can hold more
spacial information, so attention can be added with a finer
grain intensity.
Masked feature map can be sent to the LSTM compo-
nent after further extracted by layers in stage4 of ResNet-
50 at every time step. Further extracting process is prac-
ticed because the network of the first three stages does not
have strong enough demonstrative ability as mentioned in
subsection 3.1 and complexity reduction needs to be made
up.
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Figure 5. Illustration of soft attention mask(left) and fine-grained
attention mask(right) in the process
3.4. Triplet Selection
Since our object is to generate features as discriminative
as possible, we adopt triplet loss function as our training
loss function. In order to compare features, we pick three
person images as a training group. In the group, image1 and
image2 are of the same person ID and image3 has a different
person ID from them. Three images are resized to the same
size, and sent to the dCNN and LSTM model separately.
In this process, all the three models should share the same
weights to ensure the features are extracted in the same way.
For a triplet of L2-normalized features < H,H+, H− >,
the positive sample H+ is expected to be more similar to H
than the negative sample H−, which is formulated that the
distance of ∥∥H −H+∥∥2 + a < ∥∥H −H−∥∥2 ,
where a is the margin we set to indicate the ability the
network can distinguish the positive sample and the nega-
tive one. As our goal is to improve this ability, the value of
a should be able to improve this kind of ability. Out of this
goal, the loss function for a triplet in our network is:
L = max(d+ 2a, 0),
where
d = 2
∥∥H −H+∥∥2 − ∥∥H −H−∥∥2 − ∥∥H+ −H−∥∥2 .
In the test stage, we apply the trained model to a pair of
images. The feature distance between this pair is computed
and distances are ranked among all the pairs of queries.
4. Experiments
We mainly conduct four comparative experiments to test
the effectiveness of our model.
1. We test three models transferred from different stages
of pretrained dCNN.
2. We conduct experiments fine-tuning from identity
classification model and attributes model.
3. We experiment on the different spacial gates.
4. We also compare our method with other the state-of-
the-art methods on CUHK03 dataset.
4.1. Datasets
We use public dataset CUHK03 [22] for person re-id,
Market1501 [50] for classification training, PETA [6] for
attribute training.
CUHK03 The dataset contains 14096 images of 1467
identities. Each pedestrian is represented from two camera
views. Following the evaluation procedure in [22], we take
20 random splits with 100 test identities and report the av-
erage accuracy. Our experiment is conducted on the hand-
labelled dataset.
Market1501 There are more than 25000 images of 1501
labeled persons of 6 camera views in Market1501 dataset.
In average, each person contains 17 images with different
appearances. Different from CUHK03, a person may be
represented from more than 2 camera views. We use this
dataset to train person ID classification model.
PETA The PEdesTrian Attribute (PETA) dataset is a col-
lection of some small-scale datasets with person images,
including some re-id datasets like CUHK. Each image in
PETA is labelled with 61 binary attributes and 4 multi-class
attributes. We expand the 4 multi-class attributes into 44
binary attributes, following [36]. This results in a binary at-
tribute vector of length 105 for each person. We only use
a subset of PETA for attribute training, which is a collec-
tion of 3DPeS, CAVIAR4REID, MIT, SARC3D and Town-
Centre. The dataset varies in camera angles, view points,
illumination and resolution.
4.2. Training Phase Settings
Each image is resized into 128×64 and then sent into the
network. We conduct data augmentation to provide more
training data and increase the robustness of trained model.
We randomly do horizontal flip, shift, zoom and blur to the
original training image in running time. Adam [16] opti-
mizer is used and the initial learning rate is set to 10−5. The
learning rate is increased or decreased according to valida-
tion loss. We randomly pick 10% of training data to conduct
validation. The margin of triplet loss is set to a = 0.3 fol-
lowing the setting in [25]. And the batch size is set to be
128.
4.3. Analysis of the proposed model
Analysis of different transfer methods In this experi-
ment, we first train the model on ImageNet classification
and Market-1501 identity classification sequentially. Then
we use different transfer methods, to fine-tune with the
whole ResNet-50 or only certain stages. An LSTM based
RNN in connected and the model is trained on CUHK03
dataset. The average result is shown in Table 1
Transfer method Rank1 Rank5 Rank10 Rank20
TStage3 37.50 72.40 83.85 93.10
TStage5 46.25 79.00 87.00 95.50
TStage4 72.95 94.30 96.90 98.80
Table 1. Rank1, Rank5, Rank10, and Rank20 recognition rate of
different transfer methods on CUHK03 dataset with labeled set-
ting. TStage5 represents transferring the whole ResNet-50 net-
work and TStage3 and TStage4 represent transferring the bottom
3 stages and of 4 stages of ResNet-50.
The result shows that transferring a relatively shallower
subnetwork achieves superior result for re-id. This can be
explained that the knowledge contained in the top compo-
nent of dCNN is too specific on the training data domain,
thus may be harmful when transferred to other domain with
different data distribution.
Analysis of different domain knowledge In this exper-
iment, we analyze the performance of models transferred
from different sources. The results are given in Table 2.
Model Rank1 Rank5 Rank10 Rank20
NTransfer 42.55 78.65 90.05 95.90
ITransfer 51.25 80.05 89.15 94.20
ATransfer 70.25 93.95 97.25 98.85
CTransfer 72.95 94.30 96.90 98.80
Table 2. Rank1, Rank5, Rank10, and Rank20 recognition rate of
different levels of information transfer of CUHK03 dataset with
labeled setting. The model NTransfer means no information trans-
ferred model, and ITransfer, ATransfer, CTransfer mean models
transferred from the ImageNet trained, attributes trained and clas-
sification trained separately.
The baseline model NTransfer is trained from scratch,
thus contains no information transferred from other domain.
It achieves a Rank-1 identification rate of 42.55%. With the
common technique of applying a pre-trained ResNet on Im-
ageNet, we have got an accuracy increase of almost 10%
on ITransfer. Both ATransfer and CTransfer were trained
on ResNet-50, and parameters of the bottom four stages
were transferred. The mid-level human attribute features,
with 105 dimensions as output, could boost the re-id per-
formance to over 70%, while the high-level classification
feature has an even higher performance of 72.95%. Both
models have improved the Rank-5 result to over 93%. This
demonstrates the effectiveness of both classification and at-
tribute information on the re-id task.
Analysis of different spacial gates In addition to infor-
mation transfer, we also conduct experiments to measure
the effectiveness of our spacial gates in the LSTM compo-
nent. We use time step n = 8 in this set of experiments,
and hidden state size r = 128. This shape keeps the length-
width ratio so that the local relationship can be better re-
served. Besides, after passing dCNN, information is ex-
tracted and the size of feature map is 8×4 after four pooling
layers. The four results are shown in Table 3.
Mask Map Rank1 Rank5 Rank10 Rank20
GM 72.95 94.30 96.90 98.80
AM 73.20 94.80 98.10 99.00
LM 74.20 94.30 97.25 99.20
FM 74.80 94.75 97.80 98.95
Table 3. Rank1, Rank5, Rank10, and Rank20 recognition rate of
four mask maps in LSTM. GM, AM, LM, FM represents global
mask, attention mask, local mask and fine-grained mask respec-
tively.
Among the four different mask map types, the global
mask simply calculates the mean value of the input feature
map, which only achieves 72.95% top-1 score. The local
attention only focus on part of the feature map, showing
better result compare with both global mask and soft atten-
tion mask. Although the soft attention is thought to learn the
attention area from training data, it does not improve the re-
id recognition accuracy obviously. This may be caused by
the complex structure of ResNet. The residual connection
of the network has the ability to choose which flow should
pass through the network, covering up the function of soft
attention to some extent. For this reason, our proposed fine-
grained attention mask adds attention to the feature map in a
more bottom layer, where the features hold more spacial in-
formation. This shows better performance than the original
attention model, verifying our assumption.
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Figure 6. Compare with state-of-the-art re-id methods on
CUHK03
4.4. Comparison with state-of-the-art methods
Performance on CUHK03 dataset We compare our
method with other state-of-the-art methods on benchmark
CUHK03. Traditional methods include ITML [5], SDALF
[8], KISSME [17], LDM [12], RANK [27], LMNN [41]
and Euclid [48]. Deep learning methods including IDLA
[1], DeepReID [22], EDM [32], CAN [25], S-LSTM [39],
GSCNN [38], DNS [47] and DGD [42]. The results are
shown in Figure 6. Our proposed model out-performs state-
of-the-art re-id methods by a large margin.
5. Discussion
In this part, we further discuss some interesting as-
pects that have not been mentioned in the above exper-
imental evaluations. In the training phase of the classi-
fication model, we use two kinds of datasets. The first
one is the Market1501 dataset, which arrives 74.8% of re-
identification recognition accuracy. The second one also
concludes our own dataset which is crawled on the Internet
and annotated by ourselves. The total number of persons
reaches above 9000. The accuracy reaches 78.3% under
the same condition. Moreover, the recent Domain Guide
Dropout re-id model [42] proposed by Tong et al. achieves
75.3% top-1 accuracy on CUHK03 dataset. This method is
similar to our classification knowledge transfer while they
merge six re-id datasets to train the classification model,
containing about 4000 identities. Therefore, more data may
take additional accuracy increase. The results are shown in
Table 4
Some of our example re-id results are shown in Figure 7.
The model is able to learn discriminative feature represen-
tations of persons, although some identities are really hard
to recognize even for human eyes.
Query Gallery
Figure 7. The top 5 re-id matches on the CUHK03 test data for a
test of 4 queries from the 100 image gallery setting. This shows
the local mask based model. Note that the person image in the
green box has the same person id as the query image. Identities of
similar appearances are near in re-id search space.
Method Our1500 JSTL4000 Our9000
Rank1 74.80 75.30 78.30
Table 4. Rank1 recognition rate of method using different dataset
for classification. Our1500, JSTL4000, Our9000 represent our
Market1501 pre-trained method, JSTL method and our 9000
dataset pre-trained method respectively.
6. Conclusion
In this paper, we present an effective information transfer
based approach for person re-identification, utilizing iden-
tity classification, attribute recognition information to im-
prove the re-id accuracy. Proposed novel spacial gate in
LSTM structure takes the advantage of comparative atten-
tion to extract intensive person features. Our approach is
practical to real-world application such as multiple object
tracking, since its excellent performance and serviceabil-
ity. Experimental results show that our approach greatly
improves the performance of person re-identification.
For future work, it is possible to find a better transfer
method combining classification and attribute learning to
boost re-id performance, or improve the performance of
each other simultaneously. Also, person re-id can be in-
tegrated with single object tracking to reduce the labor of
person recognition. As a real world re-id method, the influ-
ence of detection and tracking performance should also be
considered in the unified framework.
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