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1. Disciplines and sub-disciplines served 
When the UITS Research Technologies Division proposed the purchase of Big Red II, we made a 
commitment to offer training, information, and support services to increase the diversity of disciplines 
and sub-disciplines that made use of the system. In particular, we set a goal of having Big Red II used by 
at least 150 disciplines and sub-disciplines practiced at IU. This goal has been met and exceeded, as 
shown in Table 1 below.  
Table 1. Disciplines and sub-disciplines represented among users of Big Red II and Karst. Rows and columns 
are not additive because the totals are unique disciplines and sub-disciplines. 
System Disciplines & sub-disciplines represented among users 
 IUPUI IUB Total 
Big Red II 68 141 159 
Karst  117 164 214 
Total 136 201 243 
Perhaps as interesting as the diversity of disciplines and sub-disciplines that make use of Big Red II is the 
overall diversity of users of IU’s advanced cyberinfrastructure. A more diverse group uses Karst than uses 
Big Red II, representing the fact that Karst meets the computational needs of many researchers, and that 
Big Red II is more powerful in its capabilities and using the system effectively requires greater expertise. 
Educational programs such as the “Supercomputing for Everyone” educational series 
(https://ittraining.iu.edu/training/Browse.aspx?workshop=PPSIN#workshop491) provides very effective 
training on Big Red II. But when the needs of a researcher or student can be met by Karst, using Karst is 
less expensive and makes effective use of IU financial resources because cost is calculated on a per-unit-
of-computing basis. And because of faster clock rates, Karst completes many serial or single-node 
computational tasks in a shorter elapsed time than does Big Red II. 
 
2. Degree of parallelism of jobs run on Big Red II and Karst / Quarry 
This report presents updated information on usage of Big Red II and Karst for the first half of FY 2015. 
Because this report is an update to earlier and more extensive analyses of system usage, text descriptions 
are very concise.  
 
Figure 1: Big Red II usage by job width (degree of parallelism) for FY 2015. 
During the first half of 2015, the overall percentage of CPU time devoted to parallel jobs on 34 processors 
(17 nodes) or more on Big Red II was 65%. In a prior report (http://hdl.handle.net/2022/20334) we 
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attributed the rise in serial and single-node jobs running on Big Red II in the fall of 2014 to a situation in 
which demand for such jobs exceeded the capacity of the Quarry system – the IU system best suited at 
that time to run such jobs. From December 2014 into 2015, there is a clear decrease in serial jobs running 
on Big Red II. Karst, which is faster and has overall higher processing capability than Quarry, was put 
into production use in December 2014. The decrease in serial jobs running on Big Red II that can be seen 
thus far in calendar year 2015 in Figure 2 is consistent with our earlier assertion about serial jobs on Big 
Red II in late 2014. Specifically, we had attributed this increase in serial / single-node jobs on Big Red II 
in late 2014 to the fact that demand for this sort of computational task exceeded Quarry’s capacity. Such 
jobs decreased this calendar year thanks to Karst’s overall higher capacity. 
 
 
Figure 2. Percentage of Big Red II CPU utilization by job size. Each node is two processors – either two CPUs or one CPU 
and one GPU. 
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Figure 3 Quarry / Karst usage since 2013 by degree of parallelism. Total Quarry nodes: 270, for a total of 22.25 TFLOPS.  
Total Karst nodes: 263, for a total of 87.5 TFLOPS. 
Figure 3 is similar to Figure 2 and shows usage of the systems intended primarily for high-throughput and 
single-node workloads – the new Karst system and its predecessor Quarry. From January to June 2015, 
74% of the Karst utilization was devoted to single-node jobs.  
3. Queue structure 
 
Figure 4. Primary queues for Big Red II. 
 
  
 
Figure 5. Primary queues for Karst. 
Figure 4 and Figure 5 show the primary queues for Big Red II and Karst. For Big Red II, the largest jobs that 
can be run on uniform node types for algorithms that use powers of 2 workers is 512 CPUs. This can be 
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done using both CPUs of 256 dual-CPU nodes, or the one CPU in 512 of the CPU / GPU nodes. A total 
of 512 processors allows up to 8,192 cores. The very largest job that can be run on homogeneous nodes 
on Big Red II is 672 nodes – using the 672 CPU / GPU nodes. In terms of CPU cores, this amounts to a 
maximum of 10,752 CPU cores and a maximum of 1,677,312 GPU cores (there are 2,496 CUDA cores 
per NVIDIA K20 GPU). 
The queue structure for Big Red II is designed to facilitate large parallel jobs. The queue structure can 
become difficult to parse if looking at all the individual limits and details. But considered from a high-
level view, users will either submit to the GPU or CPU queue for production work, or one of the debug 
queues for testing. Jobs are automatically routed to the serial, normal, or long queues based on the time 
limits and number of processors required. The queues are tuned to limit long-running jobs that can block 
parallel workload. The serial jobs often fit in and can “backfill” on idle nodes, while larger parallel jobs 
are accumulating resources in the normal queue. A new queue was implemented this spring to support the 
research activities of CREST (Center for Research in Extreme Scale Technologies) at CREST’s request. 
The CREST queue is for large-scale parallel debugging. Jobs may be up to a maximum of 672 nodes 
wide, but run for a maximum of 1 hour. Jobs will run in the CREST queue at any time of the month when 
resources are available. On maintenance day, after Big Red II has been taken down for maintenance and 
then rebooted, the system can be devoted to running jobs in the CREST queue until all jobs have finished. 
The queue structure for Karst is very similar to that of Big Red II but lacks any GPU nodes and is tuned 
to allow more high-throughput serial workload and long-running jobs. Karst also features an interactive 
queue that allows researchers to get a small number of cores for a short period of time with little to no 
waiting. The  queue that merits additional explanation is the Condo (condominium computing) queue. 
There are at present 30 nodes as part of Karst that were funded by departmental, lab, or grant monies. 
These are the nodes in the Condo queue. For these nodes, their “owners” have priority in their use. Any 
researcher may run jobs within the Condo queue when there are idle nodes, but their jobs will be 
terminated if the owner submits a job. This achieves economies of scale for the university as a whole. 
This queue policy creates an added benefit and incentive for departments to purchase Condo nodes within 
Karst instead of running their own local clusters. This is because they can get those resources without 
waiting and also leverage all the centrally funded Karst nodes in their workflow. 
4. Queue wait times 
Figures 6 through 8 show queue wait times for Big Red II. At present, parallel jobs are given higher 
priority within the job manager of Big Red II than serial jobs. In order to maximize overall utilization of 
Big Red II, the job management system runs serial jobs in backfill mode so that if a parallel job is waiting 
for resources, the system can use those resources for serial jobs that will finish before the parallel job is 
scheduled to start. We have now reached a point where the objectives set for attracting a diverse group of 
users to Big Red II have been met, and we now need to be careful about the need to support large parallel 
workloads and serial workloads on Big Red II. The current queue policy has been effective in enabling 
parallel workloads to run on Big Red II. However, our communications with faculty and researchers have 
demonstrated more demand for supporting large-scale parallel workloads than Big Red II can currently 
support. Achieving the best possible optimization of service to researchers and students, use of systems, 
and effective use of IU funds is an ongoing challenge that changes month to month as the needs of the IU 
research, scholarly, and artistic communities evolve.  
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Figure 6. Job wait time on Big Red II for FY2015, considering all jobs and all queues. The left Y-axis shows the number 
of jobs. The right Y-axis shows the percentage across all jobs in the queue. Adding job categories sums to 100%.  
 
Figure 7. Job wait time on Big Red II for FY2015, CPU queue. The left Y-axis shows the number of jobs. The right Y-axis 
shows the percentage across all jobs in the queue. 
 
Figure 8. Job wait time on Big Red II, FY2015, GPU queue. The left Y-axis shows the number of jobs. The right Y-axis 
shows the percentage across all jobs in the queue. Adding job categories sums to 100%.  
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