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Abstract
We establish a quantum version of the classical isoperimetric inequality relating the Fisher
information and the entropy power of a quantum state. The key tool is a Fisher information
inequality for a state which results from a certain convolution operation: the latter maps a
classical probability distribution on phase space and a quantum state to a quantum state. We
show that this inequality also gives rise to several related inequalities whose counterparts are
well-known in the classical setting: in particular, it implies an entropy power inequality for
the mentioned convolution operation as well as the isoperimetric inequality, and establishes
concavity of the entropy power along trajectories of the quantum heat diffusion semigroup.
As an application, we derive a Log-Sobolev inequality for the quantum Ornstein-Uhlenbeck
semigroup, and argue that it implies fast convergence towards the fixed point for a large class
of initial states.
1 Introduction
The convolution operation (X, Y ) 7→ X + Y between two real- (respectively vector-) valued in-
dependent random variables X and Y plays a central role in classical information theory. The
operation is defined in terms of the action on probability density functions as
(fX , fY ) 7→ fX+Y where fX+Y (z) :=
∫
fX(z − x)fY (x)dx . (1)
The convolution models a general class of additive noise channels, and thus provides a natural
framework for the study of information processing and associated capacities. The operation (1) also
is a central element in many functional analytic inequalities, most notably Young’s inequality [1],
the Brascamp-Lieb inequalities [2], de Bruijn’s identity [3], the Fisher information inequality [3],
and the entropy power inequality [4, 5]. Such inequalities have wide use in information theory,
yielding bounds on communication capacities, as observed by Shannon [4]. They can also provide,
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for example, bounds on the convergence rate in the central limit theorem [6]. Beyond these
applications, these results are appealing from a conceptual, geometric viewpoint: many inequalities
can be regarded as information-theoretic counterparts of related statements about convex bodies.
For example, identifying entropy power with volumes reveals a formal similarity between the
Brunn-Minkowski inequality and the entropy power inequality [7]. Indeed, there is even a proof
of the latter guided by this intuition [8]. We refer to [9, 10] for detailed accounts of this wealth of
inequalities and their interrelationships.
Our work is guided by the question of whether a similar array of inequalities exists in a quantum
setting. A key first step in this direction – one which is directly relevant to our work – was taken
by Werner [11]. He introduced the convolution operation
(f, ρ) 7→ f ⋆t ρ where f ⋆t ρ =
∫
f(ξ)W (
√
tξ)ρW (
√
tξ)
†
dξ , (2)
which involves a probability density function f on phase space as well as a state ρ (of a bosonic
system). The operation results in the average state f ⋆t ρ when displacing ρ according to f using
the (Weyl) displacement operators W (ξ). Here we introduce the parameter t ≥ 0 for convenience,
the case t = 1 was considered in [11]. Treating the convolutions (1) and (2) on the same algebraic
footing, Werner established (among other results characterizing (2)) a form of Young’s inequality.
It is worth mentioning that Carlen and Lieb have recently established generalizations of the latter
in a fermionic context [12].
More recent work [13] has centered around a convolution operation of the form
(ρX , ρY ) 7→ ρX⊞λY = tr2(Uλ(ρX ⊗ ρY )U †λ) , (3)
where Uλ is a (d-mode) beamsplitter of transmissivity λ ∈ [0, 1]. It is worth pointing out that the
action of this operation is formally similar to (1) when expressed in terms of the Wigner functions
describing the quantum states ρX and ρY . The map (3) describes a process where two states
interact. It captures, in particular, the situation where one of the states is transmitted through
an additive (bosonic) noise channel. In [13], the authors established an entropy power inequality
of the form
eS(ρX⊞λρY )/d ≥ λeS(ρX)/d + (1− λ)eS(ρY )/d , (4)
for the convolution (3) and for λ = 1/2, where S(ρX) = −tr(ρX log ρX) denotes the von Neumann
entropy. Subsequent work [14] managed to lift the restriction on λ, and generalized this result to
more general (Gaussian) unitaries in place of Uλ. A related inequality of the form S(ρX ⊞λ ρY ) ≥
λS(ρX) + (1− λ)S(ρY ) for λ ∈ [0, 1] was also shown in [13], generalizing classical results [15] (see
also [16] for a discussion of the relationship between the two). A generalization to conditional
entropies was proposed in [17], and an application to channel capacities was discussed in [18].
A key tool in establishing these results is the quantum Fisher information J(ρ), defined for a
state ρ as the divergence-based Fisher information of the family
{
ρ(θ)
}
θ
obtained by displacing
ρ along a phase space direction (see Section 3 for a precise definition). It was shown in [13]
for λ = 1/2 and in [14] for general λ ∈ [0, 1] that this quantity satisfies the Fisher information
inequality [3]
J(ρX ⊞λ ρY )
−1 ≥ λJ(ρY )−1 + (1− λ)J(ρX)−1 .
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This identity is a consequence of the strong subadditivity (data processing) inequality for relative
entropy, and lies at the heart of the proof of (4).
Following the theme of entropy power inequalities for quantum systems, Audenaert, Datta,
and Ozols [19] have obtained strong majorization-type results for the finite-dimensional case.
These center around an operation of the form (3), but with ρX and ρY being states on a finite-
dimensional Hilbert space, and a family Uλ = e
iλH of unitaries generated by a Hamiltonian H
realizing the SWAP-operation of the two systems. As argued by Audenaert et al., these results
imply several entropy-power-type inequalities. Very recently, Carlen, Lieb, and Loss [20] have
provided an elegant short proof of these statements. Guha, Shapiro, and Garc´ıa-Patro´n have
discussed alternative definitions of the quantum entropy power and corresponding entropy power
inequalities [21].
2 Our contribution
2.1 New geometric inequalities for bosonic systems
Here we focus on the convolution operation (2). We find that this operation satisfies similar
properties as the convolutions (1) and (3). In particular, we establish a Stam inequality for the
Fisher information of the form
J(f ⋆t ρ)
−1 ≥ J(ρ)−1 + tJ(f)−1, for all t ≥ 0 . (5)
This classical-quantum version of Stam’s inequality has several immediate consequences, all of
which follow the reasoning used in establishing classical results [9]. For example, we use (5) to
establish an entropy power inequality of the form
exp (S(f ⋆t ρ)/d) ≥ exp (S(ρ)/d) + t exp (H(f)/d) . (6)
Taking f = fZ to be a unit-variance centered Gaussian, we find a quantum isoperimetric inequality
of the form
d
dt
∣∣∣
t=0
(
1
2d
J(fZ ⋆t ρ)
)−1
≥ 1 .
Note that fZ ⋆t ρ is the result of applying a classical noise channel to ρ, where the variance of the
displacement goes to 0 in the limit t→ 0. This family of maps constitutes a semigroup, which we
call the heat diffusion semigroup: it is generated by a Liouvillian Lheat such that
fZ ⋆t ρ = e
tLheat(ρ) for an initial state ρ and t ≥ 0 .
We find that the entropy power along trajectories generated by this Liouvillian is concave, i.e.,
d2
dt2
∣∣∣
t=0
exp
(
1
d
S(etLheat(ρ))
)
≤ 0 . (7)
Eq. (7) generalizes a celebrated result [22, 23] concerning the classical heat equation. The entropy
power inequality (6) for Gaussian f implies the lower bound exp
(
1
d
S(etLheat(ρ))
) ≥ exp (1
d
S(ρ)
)
+
3
(2πe)t, and establishes the isoperimetric inequality for the Fisher information
J(ρ) exp
(
1
d
S(ρ)
)
≥ 4πe d (8)
for states ρ of d bosonic modes. We find that for d = 1, this statement is tight: Gaussian thermal
states achieve equality in (8) in the limit of large mean photon numbers.
2.2 Application to the Ornstein-Uhlenbeck semigroup
We apply our results, in particular Eq. (8), to the quantum Ornstein-Uhlenbeck (qOU) semigroup
for a one-mode bosonic system. This is a one-parameter group of CPTP maps {etLµ,λ}t≥0 gener-
ated by a linear combination of Liouvillians of a quantum amplifier and an attenuator channel,
respectively:
Lµ,λ = µ2L− + λ2L+ for 0 < λ < µ , where (9)
L+(ρ) = a†ρa− 1
2
{aa†, ρ} and L−(ρ) = aρa† − 1
2
{a†a, ρ} ,
where a† and a are the creation and annihilation operators (i.e., [a, a†] = id). The qOU semi-
group (9) is a natural counterpart of the classical semigroup generated by the Fokker-Planck
equation (see Appendix A). The unique fixed point of the semigroup {etLµ,λ}t≥0 is the state
σµ,λ = (1− ν)
∞∑
n=0
νn|n〉〈n| with ν = λ2/µ2 ,
i.e., it is diagonal in the number state basis {|n〉}n∈N0 with a geometric distribution, hence a
Gaussian thermal state.
We conjecture that for an arbitrary initial state ρ, this semigroup converges to the fixed point
at an exponential rate given by the exponent µ2 − λ2, that is,
D(etLµ,λ(ρ)‖σµ,λ) ≤ e−(µ2−λ2)tD(ρ‖σµ,λ) for all t ≥ 0 , (10)
where D(ρ‖σ) = tr(ρ log ρ−ρ log σ) is the relative entropy. In Appendix D, we show that (10) holds
for all Gaussian states ρ, and the exponent µ2 − λ2 is optimal. In other words, our conjecture
amounts to the statement that certain Gaussian thermal states converge “most slowly” to the
fixed point, and the Log-Sobolev-1-constant, defined as the largest constant α1 > 0 such that
D(etL(ρ)‖σ) ≤ e−2α1tD(ρ‖σ) for any state ρ and all t ≥ 0, is given by α1 = 12(µ2 − λ2).
The quantum isoperimetric inequality (8) provides evidence for this conjecture: Taking as a
specific example the case where λ = 1 and µ =
√
2 (and thus µ2 − λ2 = 1), we can show (see
Example 2 in Section 6) that
d
dt
∣∣∣
t=0
D(etL
√
2,1(ρ)‖σ√2,1) ≤ −D(ρ‖σ√2,1) for all states ρ with tr(ρa†a) . 0.67 . (11)
We also show (see Example 1 in Section 6) that recent work by de Palma, Trevisan, and Gio-
vannetti [24] similarly implies exponential convergence of the form (10) for initial states ρ having
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large entropy: the isoperimetric inequality of [24] (which we discuss in more detail below) implies
that
d
dt
∣∣∣
t=0
D(etL
√
2,1(ρ)‖σ√2,1) ≤ −D(ρ‖σ√2,1) for all states ρ with S(ρ) & 2.4 . (12)
While this does not establish the scaling (10) for all states ρ, it illustrates the use of the quantum
isoperimetric inequality in a concrete context. We clarify the relationship between our case and
the one in the classical setting (see Section 2.3), where the Log-Sobolev-1 constant can be obtained
from the isoperimetric inequality for the classical Fisher information, following work by Carlen [25].
In fact, this is the main motivation for our conjecture: Gaussian distributions give the optimal
convergence rate in the classical problem.
Whether conjecture (10) holds is a challenging open question. We remark that it would sig-
nificantly strengthen known results about the qOU semigroup. Specifically, Carbone et al. [26]
established that the qOU semigroup is hypercontractive. In [26, Proposition 4.2], the following
inequality was shown for the Log-Sobolev-2 constant1 α2 of Lµ,λ:
α−1C ≤ α−12 ≤
4(5− log(1− ν))
µ2(1− ν) + (3 log 3)α
−1
C for ν = λ
2/µ2 .
In this expression, αC is the Log-Sobolev-2 constant of the associated classical birth-and-death
process (which is unknown), but for which the bounds
log ν−1
5
√
5µ2(1− ν)3/2 ≤ α
−1
C ≤
255
4
(1 + log 2)(1− ν) + log ν−1
µ2(1− ν)3
were shown (see [26, Proposition 4.1] where αC is denoted α0). Following [27, 28, 29], this
implies that for all states ρ, we have D(etLµ,λ(ρ)‖σµ,λ) ≤ e−2α2tD(ρ‖σ) (respectively, we have
D(etLµ,λ(ρ)‖σµ,λ) ≤ e−α2tD(ρ‖σµ,λ)), if the semigroup can be shown to be strongly (respectively
weakly) Lp-regular.
The derivation of our fast convergence results from the isoperimetric inequality (8) follows, to
some extent, a well-known line of reasoning considered in the classical context. Indeed, Carlen [25]
has shown that the isoperimetric inequality gives rise to a Log-Sobolev inequality, which in turns
provides bounds on the convergence of the classical Ornstein-Uhlenbeck (cOU) semigroup to the
fixed point (see Appendix A). However, in our case we find that, while a Log-Sobolev inequality
again easily follows from (8), the quantities appearing in it are not easily estimated. This concerns,
in particular, the entropy rate of the attenuator
J−(ρ) = 2
d
dt
∣∣∣
t=0
S(etL−(ρ)) ,
given an arbitrary initial state ρ (the factor 2 is chosen for convenience only). This is in sharp
contrast to the classical case: here the trivial identity H(etX) = H(X) + t, for a scalar t > 0,
satisfied by the differential entropy H(X) of a random variable X , is sufficient for the purpose of
establishing fast convergence of the cOU semigroup to the fixed point (see Appendix A).
De Palma et al. [24] showed that the infimum infρ:S(ρ)=S J−(ρ) over all states ρ with a given
entropy is achieved by a Gaussian thermal state. This statement, combined with a lower bound
1Here we follow the notation of [27, 28, 29]. In contrast, this is denoted α1 in [26].
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on the corresponding quantity J+(ρ) for the amplifier from [30], valid for all states ρ, immediately
yields inequality (12).
To establish (11), we prove another lower bound on J−(ρ): more precisely, we show that the
infimum
inf
ρ: tr(ρa†a)≤n
J−(ρ)
over all states ρ with mean photon number bounded by n is achieved by a Gaussian thermal state.
The proof proceeds by reduction to the classical case using recent majorization-type results [31, 32].
The latter can be treated using the results from [24]. This, then, provides the required lower bound
and yields statement (11). It is not, however, tight enough to establish Conjecture (10).
Understanding the relationship between entropy production rates along trajectories of the qOU
semigroup, i.e., different quantities of the form Jµ,λ(ρ) = 2
d
dt
∣∣∣
t=0
S(etLµ,λ(ρ)) for (µ, λ) 6= (1, 0),
remains an open problem. We believe that progress in this direction could help provide further
evidence for (or indeed lead to a proof of) the validity of conjecture (10).
2.3 Prior work in the classical setting
Our work in the quantum setting follows a long sequence of well-known existing arguments applica-
ble to classical probability distributions. All geometric inequalities established here have classical
counterparts, and their proofs are inspired by (and directly generalize) corresponding classical
proofs. This raises the question of whether other analogues of classical results exist: for example,
one may conjecture that there is a quantum counterpart of Young’s inequality for the convolution
operation (3).
It is not our intention to provide a complete review of this assortment of classical results: it
is hardly possible to do justice to the many important developments in this area. We refer to the
article [9] for a survey of many known connections. Instead, we briefly review some of the basic
definitions and seminal results which are directly relevant to our work.
In the classical setting we assume to have Rd-valued random variables with absolutely contin-
uous density functions. For such a random variable X with density function f (which we often
assume to be non-vanishing everywhere for simplicity), a fundamental information measure of
interest is the Shannon (differential) entropy
H(f) = −
∫
Rd
f(x) log f(x)dx ,
also denoted as H(X). The entropy power is given by
N(f) = exp (2H(f)/d) ,
and also written as N(X). Up to a factor, this quantity coincides with the variance of a Gaussian
distribution having the same entropy. The divergence, or relative entropy, of two density functions
f, g is defined as
D (f‖ g) =
∫
Rd
f(x) log
f(x)
g(x)
dx . (13)
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The Fisher information of a random variable X with density function f is defined as the following
quantity2
J(f) =
∫
(∇f(x))T · (∇f(x)) · 1
f(x)
dx , (15)
which is associated with the family of translated probability density functions
f (θ)(x) = f(x− θ) for θ ∈ Rd . (16)
The quantity J(f) is also often denoted as J(X), to emphasize that it is the Fisher information
of a random variable X which has density function f .
For two densities f and g describing random variables X and Y , the convolution operation
of interest is given by (1), and describes the addition of the two random variables. Of particular
interest is the case where one of the random variables is a centered normal distribution with unit
variance. Such a random variable is denoted as Z below. Key results in this setting are
the classical de Bruijn identity:
∂
∂t
H
(
X +
√
tZ
)
=
1
2
J
(
X +
√
tZ
)
. (17)
This result was established by de Bruijn and gives an important relation between the Fisher
information and the entropy when a random variableX is perturbed under an additive Gaus-
sian noise channel. It is a key ingredient in proofs of many information-theoretic inequalities.
A simple proof can be found in [7].
the Fisher information inequality:
J
(√
λX +
√
1− λY
)
≤ λJ(X) + (1− λ)J(Y ), for λ ∈ [0, 1] , (18)
as well as the related inequality
J (X + Y )−1 − J(X)−1 − J(Y )−1 ≥ 0 .
Proofs of these inequalities are given in [5], [7], and [33]. Zamir [33] gives a particularly
useful proof which relies on the information-processing inequality. This inequality states
that the application of a channel cannot increase the Fisher information. Zamir’s proof of
the Fisher information inequality can be generalized to the quantum case.
2In more general terms, (15) is the trace of the Fisher information matrix(
∂2
∂θi∂θj
∣∣∣∣
θ=θ0
D
(
f (θ0)
∥∥∥ f (θ))
)m
i,j=1
(14)
corresponding to (16). The Fisher information matrix provides a lower bound on the variance of an unbiased
estimate of the unknown parameter θ according to the Cramer-Rao inequality. For our purposes, it is sufficient to
consider the family (16).
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the Fisher information isoperimetric inequality
d
dǫ
∣∣∣∣
ǫ=0
[
1
d
J(X +
√
ǫZ)
]−1
≥ 1 .
This inequality implies that for Gaussian states, the inverse of the Fisher information has
minimal sensitivity to additive Gaussian noise [34].
the concavity of the entropy power
d2
dǫ2
∣∣∣∣
ǫ=0
N(X +
√
ǫZ) ≤ 0 .
This celebrated result establishes that the entropy power is a concave function along tra-
jectories of the heat flow semigroup. A proof is given in [22], and some shorter ones are
presented in [34, 23].
the entropy power inequality
N(X + Y ) ≥ N(X) +N(Y ) .
Stam [3] gave a proof of the entropy power inequality which relies on the de Bruijn identity
and the Fisher information inequality. The proof was later simplified by Blachman [5] and
others [6, 9].
the isoperimetric inequality for entropies
1
d
J(X)N(X) ≥ 2πe ,
as given in [7]. The isoperimetric inequality for entropies implies that Gaussians have mini-
mal entropy power among random variables with fixed Fisher information, and can be used
to derive Log-Sobolev inequalities for the Ornstein-Uhlenbeck semigroup [25], as we review
in Appendix A.
3 Preliminaries
3.1 States and information measures of interest
We consider a d-mode bosonic system with “position” and “momentum” operators (Qk, Pk) of
the k-th mode satisfying the canonical commutation relations [Qj , Pk] = iδj,kI. Denoting the
vector of position- and momentum-operators by R = (Q1, P1, . . . , Qd, Pd), the Weyl displacement
operators are defined as
W (ξ) = ei
√
2π ξ·(σR) for ξ ∈ R2d . (19)
Here σ =
(
0 1
−1 0
)⊕d
is the matrix defining the symplectic inner product. The factor
√
2π in the
definition (19) is for convenience only. From the commutation relations of position and momentum
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operators and the Campbell-Baker-Hausdorff formula, it is straightforward to check that the Weyl
operators satisfy
W (ξ)W (η) = e−iπξ·(ση)W (ξ + η) for ξ,η ∈ R2d . (20)
Consider a state ρ on d modes. Quantities of interest are the von Neumann entropy S(ρ) =
−tr(ρ log ρ), as well as the relative entropy D(ρ‖σ) = tr (ρ log ρ− ρ log σ). The latter expression
is defined for positive operators ρ, σ, and we will assume without further comments that the
states ρ, σ have full rank.
For a multi-parameter family {ρ(θ)}θ∈RD of states depending smoothly on the parameters θ,
the divergence-based quantum Fisher information is defined as the trace of the Fisher information
matrix
J
({ρ(θ)}; θ)∣∣
θ=θ0
=
(
∂2
∂θj∂θk
∣∣∣∣
θ=θ0
D
(
ρ(θ0)
∥∥ ρ(θ))
)D
j,k=1
.
This definition quantifies the dependence of the states on the parameter θ in the neighborhood
of θ = θ0.
In the following, we will apply this definition to the family {ρ(θ)}θ∈R2d of states obtained by
translating a given d-mode state ρ: Analogously to (16), where we translated a given probability
density function f , we define the translated states
ρ(θ) :=W (θ)ρW (θ)† for θ ∈ R2d . (21)
Here translation by the parameter θ on phase space is achieved by means of the Weyl operators.
The corresponding quantity
J (ρ) = tr
(
J
({ρ(θ)}; θ)∣∣
θ=0
)
, (22)
will simply be called the Fisher information of ρ. Note that this definition matches that of
the classical Fisher information (cf. (14)). We emphasize that the concept of quantum Fisher
information is non-unique (see [35]), but the use of (22) is sufficient for our purposes.
3.2 The quantum diffusion semigroup and the de Brujin identity
Consider the Liouvillian defined on d modes as
Lheat(ρ) = −π
2d∑
j=1
[Rj , [Rj , ρ]] . (23)
(The factor π differs from the convention used in [13], but turns out to be convenient in the proof
of Theorem 3, as explained later.) The one-parameter semigroup {etLheat}t≥0 of completely positive
trace-preserving maps (CPTPMs) generated by Lheat will be called the quantum (heat) diffusion
semigroup. It has various nice properties: for example, as shown in [13], a quantum version of the
de Bruijn identity (17) reads
d
dt
∣∣∣
t=0
S
(
etLheat(ρ)
)
=
1
2
J(ρ) . (24)
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We remark that the proof of (24), which has subsequently been applied, e.g., in [21] and generalized
in [14], involves certain formal manipulations whose rigorous justification remains an interesting
mathematical problem: as a quantum counterpart of partial integration, for example, arguments
under the trace need to be cyclically permuted. It is clear that such manipulations should be
valid for sufficiently regular families of states (and indeed, are established for Gaussian states),
but corresponding conditions are currently unknown. We believe that the recent introduction of
Schwartz operators in [36] provides an appropriate framework to shed light on this aspect. In
the following, we will assume that our states under consideration satisfy the required regularity
assumptions. We hope that this issue will eventually be resolved in a similar manner as in the
classical setting, where initial work by Shannon [4] was followed by a long sequence of papers with
increasing rigor. In the case of the classical de Bruijn identity (17), Barron [6], based on Stam’s
work [3], has shown validity for all random variables X with finite variance.
The map etLheat can be explicitly written as (see [13, 37])
etLheat(ρ) =
1
(2π)d
∫
e−‖ξ‖
2/2W (
√
tξ) ρW (
√
tξ)†dξ . (25)
We may interpret this as the result of applying a certain convolution operation to a Gaussian
distribution and a quantum state. More precisely, for t ≥ 0, we define a convolution operation ⋆t
between a probability density function f : R2d → R and a d-mode state ρ by
(f, ρ) 7→ f ⋆t ρ :=
∫
f(ξ)W (
√
tξ) ρW (
√
tξ)†dξ . (26)
In this terminology, Eq. (25) becomes
fZ ⋆t ρ = e
tLheat(ρ) ,
where fZ is a unit-variance centered Gaussian distribution, that is,
fZ(ξ) = (2π)
−de−‖ξ‖
2/2 . (27)
To close this section, we list two elementary properties of the convolution (26) which can be
checked by straightforward calculation. If f = fX is the probability density function of a random
variable X and t ≥ 0, then
fX ⋆t ρ = f√tX ⋆1 ρ , (28)
where the probability density function of the rescaled random variable
√
tX is given by f√tX(ξ) =
f(ξ/
√
t)/
√
t
2d
. Addition of random variables corresponds to convolution in the following sense:
fX1 ⋆1 (fX2 ⋆1 ρ) = fX1+X2 ⋆1 ρ , (29)
where fX1+X2 is defined as in (1).
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4 Quantum geometric inequalities
In this section, we present several statements about the convolution operation (26) and the quan-
tum Fisher information (22). The key idea in establishing these results is the fact that the
convolution operation (26) constitutes data processing, and hence provides an inequality because
of the monotonicity of relative entropy. This is expressed in the following lemma. In the classical
setting, the analogous argument for obtaining the Fisher information inequality (18) was first
emphasized by Zamir [33].
Lemma 1. (Data processing inequality for convolution) Let f, g : R2d → R be probability density
functions with full support. Then
D (f ⋆t ρ‖ g ⋆t σ) ≤ D (f‖ g) +D (ρ‖ σ) (30)
for any states ρ, σ.
Proof. The quantum relative entropy satisfies the following scaling property for scalars λ, µ > 0:
D (λρ‖µσ) = λD (ρ‖σ)− λtr (ρ) log µ
λ
. (31)
Defining h(ξ) = g(ξ)
f(ξ)
, we obtain (using the translated states defined in Eq. (21))
D (f ⋆t ρ‖ g ⋆t σ) = D (f ⋆t ρ‖ (f · h) ⋆t σ)
= D
(∫
f(ξ)ρ(
√
tξ) dξ
∥∥∥∥
∫
f(ξ)h(ξ)σ(
√
tξ) dξ
)
≤
∫
f(ξ)D
(
ρ(
√
tξ)
∥∥∥h(ξ)σ(√tξ)) dξ
=
∫
f(ξ)
(
D
(
ρ(
√
tξ)
∥∥∥ σ(√tξ))− tr (ρ(√tξ)) log h(ξ)) dξ
= D (ρ‖σ)−
∫
f(ξ) log
g(ξ)
f(ξ)
= D (ρ‖σ) +D (f‖ g) .
Here the inequality we used is the joint convexity of the relative entropy (see [38, Theorem 1]). For
the third equality we used property (31), and for the fourth equality we used unitary invariance
of the relative entropy and the trace as well as the fact that f is a probability distribution. The
last equality follows from the definition (13) of the divergence.
To convert Lemma 1 into a statement about Fisher information, we need the following covari-
ance property of the convolution operation (26): it breaks down translations of the state f ⋆t ρ
into translations of the function f and the state ρ, respectively.
Lemma 2. Let ωq, ωc > 0 and t ≥ 0. Then
(f ⋆t ρ)
(ωθ) = f (ωcθ) ⋆t ρ
(ωqθ) for all θ ∈ R2d , (32)
where ω = ωq +
√
tωc.
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Proof. According to Definition (26) and (20) we have
(f ⋆t ρ)
(ωθ) =
∫
f(ξ)W (ωθ)W (
√
tξ)ρW (
√
tξ)†W (ωθ)†dξ
=
∫
f(ξ)W (ωθ +
√
tξ)ρW (ωθ +
√
tξ)†dξ . (33)
On the other hand, we similarly have
f (ωcθ) ⋆t ρ
(ωqθ) =
∫
f(ξ − ωcθ)W (
√
tξ)W (ωqθ)ρW (ωqθ)
†W (
√
tξ)†dξ
=
∫
f(ξ − ωcθ)W (ωqθ +
√
tξ)ρW (ωqθ +
√
tξ)†dξ . (34)
Through a simple change of variables and recalling that ω = ωq +
√
tωc, the claim (32) follows
from (33) and (34).
Combining the data processing inequality of Lemma 1 with Lemma 2, we prove an inequality
which may be seen as a classical-quantum version of the Stam inequality. It relates the Fisher
information of the state f ⋆t ρ to the Fisher informations of f and ρ, respectively.
Theorem 1. (Quantum Stam inequality) Let ωq, ωc ∈ R, and t ≥ 0. Then
ω2J(f ⋆t ρ) ≤ ω2qJ(ρ) + ω2cJ(f) , (35)
where ω = ωq +
√
tωc. In particular,
J(f ⋆t ρ)
−1 − J(ρ)−1 − tJ(f)−1 ≥ 0 . (36)
Proof. Let θ0 = (θ
(1)
0 , . . . , θ
(2d)
0 ) ∈ R2d. For j = 1, . . . 2d and θj ∈ R, introduce the vector
θ˜j = θ˜j(θj) = (θ
(1)
0 , . . . , θ
(j−1)
0 , θj , θ
(j+1)
0 , . . . , θ
(2d)
0 ) .
Define the functions
f(θj) := D
(
f (ωcθ0)
∥∥ f (ωcθ˜j))+D (ρ(ωqθ0)∥∥ ρ(ωq θ˜j)) ,
and
g(θj) := D
(
f (ωcθ0) ⋆t ρ
(ωqθ0)
∥∥ f (ωcθ˜j) ⋆t ρ(ωq θ˜j)) .
From the definition of the relative entropy and the data processing inequality (30), for every θj ,
we have
0 ≤ g(θj) ≤ f(θj)
0 = f(θ
(j)
0 ) = g(θ
(j)
0 ) .
The second derivative of g can be written as the limit
d2
dθ2j
∣∣∣∣
θj=θ
(j)
0
g(θj) = lim
ǫ→0
g(θ
(j)
0 + ǫ)− 2g(θ(j)0 ) + g(θ(j)0 − ǫ)
ǫ2
,
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and, therefore, is it bounded
0 ≤ d
2
dθ2j
∣∣∣∣
θj=θ
(j)
0
g(θj) ≤ d
2
dθ2j
∣∣∣∣
θj=θ
(j)
0
f(θj) .
Since
tr
(
J({f (ωcθ)}; θ)∣∣
θ=θ0
)
+ tr
(
J({ρ(ωqθ)}; θ)∣∣
θ=θ0
)
=
2d∑
j=1
d2
dθ2j
∣∣∣∣
θj=θ
(j)
0
f(θj) ,
and
tr
(
J({f (ωcθ) ⋆t ρ(ωqθ)}; θ)
∣∣
θ=θ0
)
=
2d∑
j=1
d2
dθ2j
∣∣∣∣
θj=θ
(j)
0
g(θj) ,
we conclude that
tr
(
J({f (ωcθ) ⋆t ρ(ωqθ)}; θ)
∣∣
θ=θ0
)
≤ tr
(
J({f (ωcθ)}; θ)∣∣
θ=θ0
)
+ tr
(
J({ρ(ωqθ)}; θ)∣∣
θ=θ0
)
. (37)
We remark that above inequality can also be derived as a matrix inequality without tracing both
sides. However, this is not required for our purposes and our definition of the Fisher information.
Using Lemma 2, the left-hand side of this equation for θ0 = 0 can be written as
tr
(
J({f (ωcθ) ⋆t ρ(ωqθ)}; θ)
∣∣
θ=0
)
= tr
(
J({(f ⋆t ρ)(ωθ)}; θ)
∣∣
θ=0
)
= ω2J(f ⋆t ρ) . (38)
The right-hand side of Eq. (37) can be simplified by noticing that both the classical and quantum
Fisher information matrices satisfy reparametrization formulas (see [13, Lemma IV.1])
J({f (ωcθ)}; θ)|θ=θ0 = ω2cJ({f (θ)}; θ) and J({ρ(ωqθ)}; θ) = ω2qJ({ρ(θ)}; θ) .
Therefore, taking θ = 0 leads to
tr
(
J({f (ωcθ)}; θ)∣∣
θ=0
)
+ tr
(
J({ρ(ωqθ)}; θ)∣∣
θ=0
)
= ω2cJ(f) + ω
2
qJ(ρ) . (39)
With (37), (38), and (39), we arrive at the desired result (35). Finally, setting ωq =
J(ρ)−1
J(ρ)−1+tJ(f)−1
and ωc =
√
tJ(f)−1
J(ρ)−1+tJ(f)−1 , we obtain (36).
In the next lemma we show how the quantum Stam inequality implies an isoperimetric in-
equality for the quantum Fisher information.
Lemma 3. (Quantum Fisher information isoperimetric inequality) The following inequality holds:
d
dt
∣∣∣∣
t=0
[ 1
2d
J(etLheat(ρ))
]−1
≥ 1 . (40)
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Proof. Recall that we have etLheat(ρ) = fZ ⋆t ρ for a Gaussian random variable Z (27). In the
quantum Stam inequality (36), take f = fZ , then
1
t
(
J(fZ ⋆t ρ)
−1 − J(ρ)−1) ≥ J(fZ)−1 = (2d)−1 .
Taking the limit t→ 0, we arrive at the desired inequality.
The isoperimetric inequality is tight for one mode (d = 1) and saturated by the Gaussian
thermal state
ωn =
1
n+ 1
∞∑
j=0
(
n
n+ 1
)j
|j〉〈j| (41)
with mean-photon number n: As shown in Appendix B, we have
d
dt
∣∣∣∣
t=0
[1
2
J(etLheat(ωn))
]−1
=
1
n(n+ 1)
log−2
(
1 +
1
n
)
→ 1 as n→∞ .
As in classical information theory, the isoperimetric inequality for the quantum Fisher infor-
mation implies concavity of the entropy power under diffusion as an immediate consequence. We
define the entropy power as
N(ρ) = exp (S(ρ)/d) . (42)
Theorem 2. (Concavity of the quantum entropy power) The entropy power along trajectories of
the diffusion semigroup (23) is concave, i.e.
d2
dt2
∣∣∣∣
t=0
N(etLheat(ρ)) ≤ 0 .
Proof. Two applications of de Bruijn identity (24) yield
d2
dt2
∣∣∣∣
t=0
N(etLheat(ρ)) = N(ρ)
([ 1
2d
J(ρ)
]2
+
1
2d
d
dt
∣∣∣∣
t=0
J(etLheat(ρ))
)
.
The quantum Fisher information isoperimetric inequality (40) is equivalent to
1
2d
J(ρ)2 +
d
dt
∣∣∣∣
t=0
J(etLheat(ρ)) ≤ 0 .
This completes the proof.
To proceed, we establish bounds on the asymptotic scaling of the entropy power for large times.
The following lemma follows directly from [5] and [13, Corollary III.4] (see also [39]).
Lemma 4 (Asymptotic scaling of the entropy power under the heat flow). Let
C
c
=
1
2
2d∑
j=1
∂2
∂ξ2j
(43)
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be the generator of the classical heat diffusion semigroup on R2d. In the limit t→∞, we have
exp
(
H(etCc(f))/d
)
= (2πe)t+O(1) ,
exp
(
S(etLheat(ρ))/d
)
= (2πe)t+O(1)
independent of the probability density function f on R2d and the d-mode state ρ, respectively.
Having the same scaling for classical and quantum heat flows motivated the choice of constants
in (19) and (23).
Note that if X is a random variable with probability density function f , then etCc(f) is the
probability density function of the random variable X +
√
tZ obtained by adding a centered
Gaussian random variable with unit variance, see Eq. (27).
Lemma 5. We have
eξLheat(f ⋆t ρ) = eνCc(f) ⋆t eµLheat(ρ)
whenever ξ = µ+ tν.
Proof. Observe that writing ⋆ for ⋆1, we get
eξLheat(fX ⋆t ρ) = fZ ⋆ξ (f√tX ⋆ ρ)
= f√ξZ ⋆ (f√tX ⋆ ρ)
= f√ξZ+√tX ⋆ ρ .
On the other hand,
eνCc(f) ⋆t eµLheat(ρ) = fX+√νZ1 ⋆t
(
eµLheat(ρ)
)
= f√t(X+√νZ1) ⋆
(
f√µZ2 ⋆ ρ
)
= f√tX+√tνZ1+√µZ2 ⋆ ρ
= f√tX+√µ+tνZ ⋆ ρ
= f√tX+√ξZ ⋆ ρ .
We have used properties (28) and (29). In the penultimate step we have used that for independent
unit-variance centered Gaussian random variables Z1 and Z2, we have aZ1 + bZ2 =
√
a2 + b2Z.
Hence the two expressions are equal and the statement follows.
The next theorem presents the entropy power inequality for both the convolution operation
(26) and the heat diffusion semigroup (23).
Theorem 3. (Entropy power inequality) For t ≥ 0, the following inequality holds
N(f ⋆t ρ) ≥ N(ρ) + tN(f) .
In particular, choosing f = fZ as the distribution of a unit-variance centered Gaussian defined in
Eq. (27), we have
N(etLheat(ρ)) ≥ N(ρ) + t 2πe . (44)
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Proof. The proof is inspired by the proof of the entropy power inequality in [13], which itself is
inspired by the proof for classical random variables by Blachman [5]. Here we provide all necessary
details modified to the present situation. For µ, ν, ξ ≥ 0, define functions
µ→ EA(µ) := exp
(
S(eµLheat(ρ))/d
)
,
ν → EB(ν) := exp
(
H(eνLheat,cl(f))/d
)
,
ξ → EC(ξ) := exp
(
S(eξLheat(f ⋆t ρ)))/d
)
,
where Cc is the generator of the classical heat semigroup as defined in Eq. (43).
The initial value problems
µ˙(s) = EA(µ(s)) , µ(0) = 0 ,
ν˙(s) = EB(ν(s)) , ν(0) = 0 (45)
have solutions µ(·), ν(·). Fix a pair of such solutions (µ(·), ν(·)) and t ≥ 0. Define
ξ(s) := µ(s) + tν(s) . (46)
These functions diverge, i.e.
lim
s→∞
µ(s) = lim
s→∞
ν(s) = lim
s→∞
ξ(s) =∞ , (47)
because of (45) and EA,B ≥ 1.
Consider the function
δ(s) :=
EA(µ(s)) + tEB(ν(s))
EC(ξ(s))
.
With the initial conditions (45), it follows that the claim of the theorem is equivalent to
δ(0) ≤ 1 .
This inequality follows from two facts: first, the fact that
lim
s→∞
δ(s) = 1 ,
as follows from the asymptotic scaling shown in Lemma 4, the divergence (47), and the choice (46)
of ξ(s); second, the fact that
δ˙(s) ≥ 0 for all s ≥ 0 . (48)
It remains to show identity (48). Computing the derivative of δ leads to the following equality
δ˙(s) =
E˙A(µ(s))µ˙(s) + tE˙B(ν(s))ν˙(s)
EC(ξ(s))
− EA(µ) + tEB(ν)
EC(ξ)2
E˙C(ξ(s))ξ˙(s) . (49)
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Define the Fisher informations
JA(µ) := J(e
µLheat(ρ)) ,
JB(ν) := J(e
νCc(f)) ,
JC(ξ) := J(e
ξLheat(f ⋆t ρ)) ,
for µ, ν, ξ ≥ 0. From the quantum de Bruijn identity (24) and the classical de Bruijn identity (17)
we obtain
E˙V (ζ) =
1
2d
EV (ζ)JV (ζ) where V ∈ {A,B,C} .
With these identities and Eq. (45), Eq. (49) is equivalent to
2dδ˙(s) =
E2AJA + tE
2
BJB
EC
− (EA + tEB)
2
E2C
ECJC , (50)
where we have used the shorthand notation EA = EA(µ(s)), EB = EB(ν(s)), and EC = EC(ξ(s)),
and similarly for JA,B,C .
Recall that by Lemma 5, eξLheat (f ⋆t ρ) = eνCc(f) ⋆t eµLheat(ρ), and by the quantum Stam
inequality (36), we have the bound
JC ≤ JAJB
tJA + JB
.
Inserting this upper bound into (50), we obtain
2dδ˙EC ≥ E2AJA + tE2BJB − (EA + tEB)2
JAJB
tJA + JB
=
t(EAJA −EBJB)2
tJA + JB
≥ 0 .
This proves (48).
As the last statement in this section, we derive an isoperimetric inequality for entropies from
the entropy power inequality.
Theorem 4. (Isoperimetric inequality for entropies) We have
1
d
J(ρ)N(ρ) ≥ 4πe . (51)
Proof. Applying the de Bruijn identity (24) to the definition (42) of the entropy power N(ρ), we
obtain
d
dt
∣∣∣∣
t=0
N(etLheat(ρ)) =
1
2d
J(ρ)N(ρ) .
On the other hand, for t ≥ 0, the entropy power inequality (44) reduces to
1
t
[N(etLheat(ρ))−N(ρ)] ≥ 2πe .
Therefore, taking the limit t→ 0, we obtain the desired bound.
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To conclude this section, we remark that the isoperimetric inequality for entropies (51) is tight
in the one-mode case, d = 1: For a Gaussian thermal state ωn (41) with mean photon number n
we obtain
J(ωn)N(ωn) = 4π
(
n+ 1
n
)n
log
(
n+ 1
n
)n+1
→ 4πe for n→∞ .
Detailed calculations are provided in Appendix C.
5 Gaussian optimality for energy-constrained entropy rates
In this section we show that Gaussian thermal states minimize the entropy rate for the one-mode
attenuator semigroup among states with bounded mean photon number. The semigroup is defined
by its generator
L−(ρ) = aρa† − 1
2
{a†a, ρ} . (52)
We prove the following theorem:
Theorem 5. For any n > 0, the infimum infρ:tr(nˆρ)≤n ddt
∣∣
t=0
S(etL−(ρ)) over states ρ with mean
photon number n is achieved by the Gaussian thermal state ωn defined in (41). In particular,
inf
ρ:tr(nˆρ)≤n
d
dt
∣∣∣
t=0
S(etL−(ρ)) =
{
−n log (1 + 1
n
)
if n > 0 ,
0 if n = 0 .
The proof proceeds by reduction to a recent result by De Palma, Trevisan, and Giovannetti [24],
where it is shown that Gaussian thermal states minimize the entropy rate of the quantum atten-
uator among all states with a given input entropy3. Our argument additionally uses the recently
introduced concept of Fock majorization and associated results by Jabbour, Garcia-Patron and
Cerf [31], as well as the (classical) Gaussian maximum entropy principle.
In more detail, we first show that the problem of minimizing the entropy rate reduces to the
study of properties of a classical semigroup describing a pure-death process. This connection was
used previously in [26] (see Section 2.2) and is also an essential first step in [24]. More explicitly,
in Section 5.1 (Theorem 6) we prove the identity
inf
ρ:tr(nˆρ)≤n
d
dt
∣∣∣
t=0
S(etL−(ρ)) = inf
p:Ep[N ]≤n
d
dt
∣∣∣
t=0
H(etC−(p)) .
Here the infimum is over all probability distributions p on N0 with expectation value Ep[N ] bounded
by n, the quantity H(p) is the Shannon entropy of the distribution p, and C− is the generator of
a semigroup describing a classical pure-death process (see (53) for a precise definition).
3More precisely, [24, Theorem 6] states that the entropy rate of a state with finite support is lower bounded
by that of a Gaussian state with the same entropy. Since we are interested in a statement applicable to arbitrary
states, we use their Theorem 24 instead: the latter gives an analogous statement for the corresponding classical
process but without a finiteness assumption.
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Using the results of [24], we then show that the entropy rate for the classical process is optimized
by a geometric distribution: In Section 5.2 (Theorem 6) we prove that for n > 0
inf
p:Ep[N ]≤n
d
dt
∣∣∣
t=0
H(etC−(p)) = −n log
(
1 +
1
n
)
.
Finally, in Section 5.3, we calculate the entropy rate for the Gaussian thermal state ωn with mean
photon number at most n and find that
d
dt
∣∣∣
t=0
S(etL−(ωn)) = −n log
(
1 +
1
n
)
.
5.1 Connection to a classical pure-death process
For an initial state ρ =
∑
n pn|n〉〈n| which is diagonal in the number state basis {|n〉 = (
a†)
n
√
n!
|0〉}n∈N0
(where nˆ |0〉 = 0), the time-evolved state has the same form, i.e., ρ(t) = etL−(ρ) =∑n pn(t)|n〉〈n|.
Thus the attenuator semigroup {etL−}t≥0 gives rise to a semigroup {etC−}t≥0 on classical probability
distributions by p(t) = etC−(p). Its generator C− describes the dynamics of a classical pure-death
process. It can be obtained from (52) by inserting a number state |n〉: it is straightforward to
check that
L−(|n〉〈n|) =
{
n(|n− 1〉〈n− 1| − |n〉〈n|) for n > 0 ,
0 for n = 0 .
In particular, the coefficients {pn(t)}n∈N0 satisfy the system of differential equations
p˙n(t) = −npn(t) + (n+ 1)pn+1(t) for all n ∈ N0 , (53)
with initial condition pn(0) = pn for n ∈ N0. The expression on the right-hand side of (53) defines
the generator C−, that is, we have
(C−(p))n = −npn + (n+ 1)pn+1 for all n ∈ N0 . (54)
The following theorem reduces the problem of minimizing the entropy rate for the quantum
attenuator semigroup to the classical problem of minimizing the entropy rate for this pure-death
process.
Theorem 6 (Correspondence to classical problem). We have the identity
inf
ρ:tr(nˆρ)≤n
d
dt
∣∣∣
t=0
S(etL−(ρ)) = inf
p:Ep[N ]≤n
d
dt
∣∣∣
t=0
H(etC−(p)) ,
where Ep[N ] =
∑∞
n=0 npn and H(p) = −
∑∞
n=0 pn log pn are the expectation value and entropy of
the distribution p, respectively.
The proof of Theorem 6 relies on results obtained in [32] and [31]. Here we review the necessary
definitions and results, and specialize them to our situation.
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Definition 1 (Majorization). Let p and q be decreasing summable sequences of positive numbers.
Then p weakly sub-majorizes q, q ≺w p, if and only if
n∑
i=0
qi ≤
n∑
i=0
pi for all n ∈ N.
Definition 2. Let P and Q be positive trace-class operators with eigenvalues {pn}n∈N and {qn}n∈N,
arranged in decreasing order. Then P weakly majorizes Q, i.e., Q ≺w P , if and only if q ≺w p.
Also, P majorizes Q, i.e., Q ≺ P , if the traces of P and Q are identical and Q ≺w P .
Definition 3 (Fock rearrangement). Let X be a positive trace-class operator with eigenvalues
{xn}n∈N0 in decreasing order. The Fock rearrangement (or passive rearrangement) is defined as
X↓ :=
∞∑
n=0
xn |n〉 〈n| .
Our restriction on the mean photon number forces us to consider an additional majorization re-
lation. In contrast, in [24], where the authors restrict the input entropy instead, Fock majorization
does not need to be considered.
Definition 4 (Fock majorization). The Fock majorization relation, denoted ≺F , was introduced
in [31] as follows:
σ ≺F ρ ⇔ tr(Πnσ) ≤ tr(Πnρ) for all n ∈ N0 , (55)
where
Πn =
n∑
j=0
|j〉〈j|. (56)
Theorem 7. ([32]) For any state ρ and all t ≥ 0 we have
etL−(ρ) ≺ etL−(ρ↓) . (57)
This implies that
S
(
etL−(ρ)
) ≥ S (etL−(ρ↓)) .
Proof. The first statement is shown in [32, Eq. (VI.10)], and the second statement then follows
from [32, Theorem III.3].
Lemma 6. ([32, Lemma IV.9]) Suppose X, Y, Z are positive trace-class operators with
Y ≺w Z and Z↓ = Z .
Then
tr(XY ) ≤ tr(X↓Z) .
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We begin proving Theorem 6 by investigating the change of the mean photon number under
the Fock rearrangement procedure.
Lemma 7. For any state ρ, the Fock rearrangement does not increase the mean photon number
tr(nˆρ↓) ≤ tr(nˆρ) ,
where nˆ = a†a.
Proof. Let n ∈ N0 be arbitrary, and set X = Πn with Πn defined in (56). Then clearly X↓ = X =
Πn. Setting Y = ρ, Z = ρ
↓, we have Z↓ = Z, and Y ≺ Z, according to (57) for t = 0, i.e.
ρ ≺ ρ↓ .
Thus, Lemma 6 leads to tr(Πnρ) ≤ tr(Πnρ↓). According to Definition (55), this is equivalent to
ρ ≺F ρ↓.
It was shown in ([31, Eq. (5)]) that
ρ ≺F σ ⇒ tr(nˆσ) ≤ tr(nˆρ) .
The claim follows by taking σ = ρ↓ in the last statement.
Proof of Theorem 6. Since S(ρ↓) = S(ρ), Theorem 7 implies
d
dt
∣∣∣
t=0
S
(
etL−(ρ)
) ≥ d
dt
∣∣∣
t=0
S
(
etL−(ρ↓)
)
.
With Lemma 7, we therefore obtain
inf
ρ:tr(nˆρ)≤n
d
dt
∣∣∣
t=0
S
(
etL−(ρ)
)
= inf
ρ=ρ↓:tr(nˆρ↓)≤n
d
dt
∣∣∣
t=0
S
(
etL−(ρ↓)
)
.
Since ρ↓ is a passive, Fock-rearranged state, the right-hand side is a classical problem related to
the pure-death process (53), and, therefore, can be replaced with the infimum of the entropy rate
of a probability distribution evolving under a pure-death process. Thus the claim follows.
5.2 Geometric distributions optimize entropy rates of the classical
death process under energy constraint
For a probability distribution p on N0, let
J−(p) := 2
d
dt
∣∣∣
t=0
H(etC−(p))
denote the entropy rate when p evolves under the classical death-process C− (cf. (54)). We are
interested in distributions p with a fixed expectation value Ep[N ] =
∑∞
n=0 npn. The main result we
use here is [24, Theorem 24]: it states that for any probability distribution p on N0, the quantity
J−(p) is bounded by
inf
p:H(p)≤H
J−(p) ≥ 2 inf
p:H(p)≤g(n)
f(H(p)) (58)
where f(H) = −g−1(H)g′(g−1(H)) and where g(n) = (n + 1) log(n + 1) − n logn is the entropy
of a geometric distribution with expectation value n (or equivalently the entropy of a Gaussian
state with mean photon number n). We use this to show the following:
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Theorem 8. The infimum infp:E[N ]≤n J−(p) is achieved by the geometric distribution p
geo,n
k =
(1− r)rk with r = n
n+1
. In particular, for n > 0,
inf
p:E[N ]≤n
J−(p) = −2n log
(
1 +
1
n
)
.
Proof. We show that
inf
p:E[N ]=n
J−(p) = J(pgeo,n) = −2n log
(
1 +
1
n
)
. (59)
Since the right-hand side is monotonically decreasing with n, Eq. (59) implies the claim of the
theorem.
The geometric distribution pgeo,n = (1−r)rk with r = n
n+1
has expectation value Epgeo,n [N ] = n
and entropy H(pgeo,n) = g(n). By the maximum entropy principle [40, Chapter 12], we know that
geometric distributions are the distributions with maximal entropy among all distributions with
a fixed expectation value Ep[N ]. Therefore we have
Ep[N ] = n ⇒ H(p) ≤ g(n) .
Combining this with (58) we obtain
inf
p:Ep[N ]=n
J−(p) ≥ inf
p:H(p)≤g(n)
J−(p) ≥ 2 inf
p:H(p)≤g(n)
f(H(p)) ,
Since f is decreasing [24, Lemma 5], it follows that
inf
p:E[N ]=n
J−(p) ≥ 2f(g(n)) = −2n log
(
1 +
1
n
)
. (60)
However, since Epgeo,n[N ] = n and J−(pgeo,n) = −2n log
(
1 + 1
n
)
, we have equality in (60).
5.3 Gaussian optimality of entropy rates for the quantum attenuator
semigroup
Proof of Theorem 5. From Theorem 6 and Theorem 8 we have
inf
ρ:tr(nˆρ)≤n
d
dt
∣∣
t=0
S(etL−(ρ)) = −n log
(
1 +
1
n
)
.
Let ωn be the Gaussian thermal state with mean photon number n as defined in (41). We have
S(ωn) = g(n) = (n+ 1) log(n + 1)− n logn for n > 0. Under the map etL−, the state ωn evolves
into the thermal state ωnt according to
etL−(ωn) = ωnt , where nt = e
−tn .
In particular,
d
dt
∣∣∣
t=0
S(etL−(ωn)) = g
′(n)n′t
∣∣∣
t=0
= −n log
(
1 +
1
n
)
.
Therefore the considered infimum is achieved by the Gaussian thermal state ωn.
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6 Application to fast convergence of the Ornstein-Uhlenbeck
semigroup
In this section we consider a one-parameter group of CPTP maps {eLµ,λ}t≥0 generated by the
linear combination
Lµ,λ = µ2L− + λ2L+ for µ > λ > 0 .
where L− is defined by (52), and L+ is defined by
L+(ρ) = a†ρa− 1
2
{aa†, ρ} .
In the following, we use the entropy production rates
J±(ρ) := 2
d
dt
S(etL±(ρ)) .
The factor 2 here is for convenience to match de Bruijn identity (24) for J(ρ). These quantities
are related to the Fisher information J(ρ) by
J(ρ) = 2π(J−(ρ) + J+(ρ)) , (61)
because of de Bruijn’s identity and the fact that Lheat = 2πL− + 2πL+.
Lemma 8. Let µ > λ > 0. Then
−ζD(ρ‖σµ,λ)− d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) = µ
2
2
J−(ρ) +
λ2
2
J+(ρ) + ζS(ρ)
+ λ2 log ν + ζ log(1− ν) (62)
for any state ρ, where ν = λ
2
µ2
, ζ = µ2 − λ2, and σµ,λ is the fixed point of Lµ,λ.
Proof. As mentioned in Section 2.2, the unique fixed point of the semigroup {etLµ,λ}t≥0 is the state
σµ,λ = (1− ν)
∞∑
n=0
νn|n〉〈n| = (1− ν)νnˆ,
where ν = λ2/µ2. In particular, this implies that for any state ρ
D(ρ‖σµ,λ) = −S(ρ)− tr(ρ log σµ,λ) = −S(ρ)− (log ν)tr(ρnˆ)− log(1− ν) . (63)
Straightforward calculations show that the mean photon number of ρ converges to the mean photon
number of the fixed point σµ,λ with an exponential rate
nt = tr(e
tLµ,λ(ρ)nˆ) = tr(ρetL
†
µ,λ(nˆ)) = e−(µ
2−λ2)t
tr(ρnˆ) + (1− e−(µ2−λ2)t)n∞ ,
where n∞ = tr(σµ,λnˆ) = λ
2
µ2−λ2 =
ν
1−ν . Therefore
d
dt
∣∣∣
t=0
tr(etLµ,λ(ρ)nˆ) = −(µ2 − λ2) (tr(ρnˆ)− n∞) .
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Combining the last equality with (63), we find that
− d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) = µ
2
2
J−(ρ) +
λ2
2
J+(ρ)− (log ν)(µ2 − λ2)tr(ρnˆ) + λ2 log ν . (64)
With (63) and (64), and setting ζ = µ2 − λ2, we obtain the desired equality.
The choice of ζ = µ2 − λ2 in the lemma is motivated by Gaussian states: in Appendix D we
show that for any Gaussian state ρ the following inequality holds
d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) ≤ −ζD(ρ||σµ,λ) with ζ = µ2 − λ2 > 0 .
Furthermore, for any ǫ > 0 there exists a Gaussian state ρ such that
d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) ≥ −(ζ + ǫ)D(ρ||σµ,λ) .
Let us now consider a specific example of a quantum Ornstein-Uhlenbeck process.
Example 1. Consider µ2 = 2, λ2 = 1. Then
d
dt
∣∣∣
t=0
D(etL
√
2,1(ρ)‖σ√2,1) ≤ −D(ρ‖σ√2,1)
for any state ρ with S(ρ) & 2.06. In comparison, the entropy of the fixed point is S(σ√2,1) =
2 log(2) ≈ 1.39.
In Lemma 8 we can bound J+(ρ) ≥ 2 [30, Eq. (43)], and the linear combination of J−(ρ) and
S(ρ) can be bounded by the result of de Palma et al. [24]. That is, for any state ρ with S(ρ) ≥ S0,
µ2
2
J−(ρ) + ζS(ρ) ≥ inf
S≥S0
(
µ2f(S) + ζS
)
,
where f(S) = −g−1(S)g′(g−1(S)), and g(n) = (n+1) log(n+1)−n log(n). Substituting S = g(n)
gives
µ2
2
J−(ρ) + ζS(ρ) ≥ inf
n≥g−1(S0)
(
µ2(−ng′(n)) + ζg(n)) =: F (S0) .
That is, for any state with S(ρ) ≥ S0, we have
−ζD(ρ‖σµ,λ)− d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) ≥ F (S0) + λ2 + λ2 log ν + ζ log(1− ν) .
With the choice µ2 = 2, λ2 = 1, the function F (S) is monotonically increasing for S & 0.5. For
S0 & 2.06, the right-hand side of the last inequality is non-negative. 
The isoperimetric inequality for entropies (51) for one mode (d = 1) can be written as
−S(ρ) ≤ log
(
1
4πe
J(ρ)
)
.
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For any A > 0, using log x ≤ x− 1, we get
log
( 1
4πe
J(ρ)
)
= log
(AJ(ρ)
4πeA
)
= log
( 1
4πeA
)
+ log
(
AJ(ρ)
)
≤ AJ(ρ)− 2− log(4πA).
Therefore
−S(ρ) ≤ AJ(ρ)− (2 + log(4πA)) for A > 0 . (65)
Lemma 9 (Log-Sobolev inequality for the qOU semigroup). Let µ > λ > 0 and ζ > 0. Then
−ζD(ρ‖σµ,λ)− d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) ≥ α−J−(ρ) + α+J+(ρ) + γtr(ρnˆ) + δ (66)
for all states ρ, where
α− = µ2/2− 2πAζ
α+ = λ
2/2− 2πAζ
γ = (log ν)
(
ζ − (µ2 − λ2))
δ = ζ (log(1− ν) + 2 + log(4πA)) + λ2 log ν
for any A > 0. Here ν = λ
2
µ2
, and σµ,λ is the fixed point of Lµ,λ. In particular, choosing ζ = µ2−λ2
and A = λ
2
4π(µ2−λ2) , we have
−ζD(ρ‖σµ,λ)− d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) ≥ −ζn log(1 + 1/n) + δ , (67)
where n = tr(ρnˆ).
Proof. Combining (61) and (65) leads to
S(ρ) ≥ −2πAJ−(ρ)− 2πAJ+(ρ) + 2 + log(4πA) .
Using this inequality in Lemma 8 we obtain the result (66).
For the second part of the statement, Theorem 5 shows that
J−(ρ) ≥ J−(ωn) = −2n log(1 + 1/n) , (68)
where ωn is the Gaussian thermal state with mean photon number n. Eq. (67) then follows directly
from the first part of the statement with the choice A = λ
2
4π(µ2−λ2) , inequality (68), and the choice
of ζ = µ2 − λ2.
Considering the same specific qOU process as in Example 1 we obtain the same rate of con-
vergence to its fixed point, but now only for states with low mean photon number instead of large
initial entropy as in Example 1.
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Example 2. Consider µ2 = 2 and λ2 = 1. Then
d
dt
∣∣∣
t=0
D(etL
√
2,1(ρ)‖σ√2,1) ≤ −D(ρ‖σ√2,1)
for any state ρ with tr(ρnˆ) . 0.67. In comparison, the mean photon number of the fixed point is
tr(σ√2,1nˆ) = 1.
Choosing µ2 = 2 and λ2 = 1 in Lemma 9, we obtain
−ζD(ρ‖σµ,λ)− d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) ≥ −n log(1 + 1/n) + 2− 2 log(2) .
The right-hand side is monotonically decreasing and for n . 0.67, it is non-negative. 
7 Discussion
We have established new information-theoretic inequalities for bosonic quantum systems. Our
inequalities are motivated by and directly generalize well-known existing results concerning the
sum of two real-valued random variables. They also complement recent results concerning the
“addition” of two bosonic quantum states by means of a beamsplitter: we consider a hybrid
operation which amounts to a certain way of combining a classical probability distribution on
phase space with a quantum state. Mathematically, our work thus makes progress towards a unified
view of three types of convolution operations: the convolution of two classical probability density
functions, of two quantum Wigner functions, and of a pair consisting of a classical probability
density function and a quantum Wigner function. Operationally, our results extend entropic
characterizations of classical additive noise and quantum additive noise to so-called classical noise
in bosonic systems. Indeed, the proofs of our main inequalities, which include hybrid versions of
the Fisher information and entropy power inequalities, are formally very similar to existing proofs
in the fully classical as well as fully quantum settings.
The consideration of the hybrid classical-quantum convolution operation (2) brings additional
advantages, however: it allows for the study of infinitesimal Gaussian perturbations to a given
quantum state. In contrast, existing fully quantum entropy power inequalities are not directly
amenable to such arguments (at least not in an obvious way) since basic uncertainty relations
prevent us from making sense of e.g., a Gaussian state with infinitesimal variance. Mirroring the
derivation of the isoperimetric inequality from the Brunn-Minkowski inequality (where a given
set is perturbed by adding an infinitesimally small ball), we obtain a quantum isoperimetric
inequality relating Fisher information and entropy power. A striking simple consequence of the
latter is the statement that the entropy power is a concave function of time for the quantum heat
diffusion semigroup: again, this provides a quantum generalization of a fundamental result about
the classical heat equation.
Let us conclude by mentioning a few potential directions for future work, as well as some open
problems. For concreteness and simplicity, we have considered the simplest non-trivial definition of
a hybrid convolution operation defined on multiple modes, as studied in [11]. One may generalize
our convolution (2) and the associated results by considering additional (linear) operations along
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the lines of [14]. From the point of view of information theory, it is also interesting to examine
the implications of our results for the capacity of the classical noise channels similarly to [18].
On a more speculative side, one may wonder whether alternative quantum generalizations of
the results considered here exist, especially related to the conjectured photon number inequality
by Guha, Erkmen and Shapiro [41]. These authors (and subsequent work such as [21]) suggest
replacing the quantum entropy power eS(ρ) by the arguably more natural expression g−1(S(ρ)).
This is the mean photon number of a Gaussian state with identical entropy as ρ. It appears
that at least for our isoperimetric inequality, such a generalization would require more than a
na¨ıve substitution as there is no meaningful lower bound on the product g−1(S(ρ))J(ρ) even for
Gaussian states. While this may be considered as additional mathematical justification for our
formulation of these inequalities, we believe that progress in this direction could be helpful in
resolving, e.g., our conjecture concerning the convergence rate to the fixed point of the quantum
Ornstein-Uhlenbeck (qOU) semigroup. For the latter problem, apart from proving our conjecture,
it would also be interesting to obtain multi-mode generalizations. This concerns, in particular,
the entropy production rates for the qOU semigroup. Here, a resolution of the conjecture of [24]
for the multi-mode attenuator would likely provide important insights.
Finally, we mention some challenging mathematical problems resulting from our work. For
example, while our isoperimetric inequality is tight for Gaussian states, necessary and sufficient
conditions for equality in most of our statements are currently unknown. Finally, a rigorous
discussion of the family of states for which the de Bruijn identity (24) holds, possibly using the
framework of Schwartz operators [36], would be an interesting task for future work.
8 Remark
After posting our paper to the arxiv, we were made aware of concurrent related work by Rouze´,
Datta, and Pautrat. Their paper has now been made available [42].
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A A Log-Sobolev inequality and the classical Ornstein-
Uhlenbeck process
In this appendix we discuss known classical results for the reader’s convenience: we briefly review
the relationship between the isoperimetric inequality for classical Fisher information, the Log-
Sobolev inequality, and the rate of convergence to the fixed point for the classical Ornstein-
Uhlenbeck semigroup. These arguments were given by Carlen [25] for a particular element of the
two-parameter family of Ornstein-Uhlenbeck processes. Here we specialize to real-valued random
variables, but allow arbitrary parameters in order to illustrate the parallels to the qOU semigroup.
We also explicitly discuss the convergence to the fixed point, which is only implicit in [25] but
appears to be folklore.
Let f0 be a probability density on R of a real-valued random variableX . The classical Ornstein-
Uhlenbeck (cOU) process, for θ > 0 and σ > 0 is given by the Fokker-Planck equation
∂f
∂t
= θ
∂
∂x
[xf ] +
σ2
2
∂2f
∂x2
= Aθ,σ2(f) .
(Carlen considers the case where θ = 1 and σ2 = 1/π.) The solution to this equation can be
written (in terms of random variables) as
Xt = e
−θtX0 +
σ√
2θ
√
1− e−2θtZ , (69)
where Z ∼ N (0, 1) is an independent centered Gaussian random variable with unit variance. The
stationary solution f∞ therefore is a centered Gaussian distribution with variance σ2/(2θ). In
particular, (69) implies that the second moments satisfy
E[X2t ] = e
−2θt
E[X20 ] + (1− e−2θt)
σ2
2θ
. (70)
We use that the relative entropy between a random variable X and a centered normal vari-
able Zσ2 ∼ N (0, σ2) is given by D(X‖Zσ2) = −H(X) + 12 log 2πσ2 + 12σ2E[X2] as can be verified
easily. In particular, the relative entropy between the solution at time t and the fixed point Zσ2/(2θ)
is given by
D(Xt‖Zσ2/(2θ)) = −H(Xt) + 1
2
log πσ2/θ +
θ
σ2
E[X2t ] . (71)
Furthermore, we have the following de Bruijn-type identity:
Lemma 10. Let {Xt}t≥0 be of the form (69), i.e., a solution to the cOU process. Let J(X) =∫ | ∂f(x)
∂x
|2
f(x)
dx denote the Fisher information of a random variable X with distribution function f .
Then
d
dt
∣∣∣
t=0
H(Xt) =
σ2
2
J(X0)− θ . (72)
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Observe that the second summand essentially stems from the fact that entropies transform
very simply under rescaling of random variables, namely
H(e−θtX) = H(X)− θt . (73)
Eq. (73) significantly simplifies the analysis. Such a property does not hold in the quantum case:
as a consequence, we do not have a simple expression in terms of J(X0) only.
Proof. The derivative of the entropy along a semigroup with generator A is given by the expression
d
dt
∣∣∣
t=0
H(etA(f)) = − ∫ A(f)(x) log f(x)dx. Using this fact gives
d
dt
∣∣∣
t=0
H(Xt) = −θ
∫ (
∂
∂x
[xf(x)]
)
log f(x)dx− σ
2
2
∫
∂2f(x)
∂x2
log f(x)dx .
Denoting f ′(x) = ∂
∂x
f(x), we obtain∫
(xf)′ log fdx = −
∫
(xf)f ′/fdx = −
∫
xf ′dx =
∫
fdx = 1 ,
where we have used partial integration and the fact that boundary terms vanish twice. Similarly,
we have ∫
f ′′ log fdx = −
∫
(f ′)2/fdx
by partial integration. Combining these statements gives the claim.
Following [25], we can write the isoperimetric inequality 1/N(X) ≤ J(X)
2πe
as
−H(X) ≤ 1
2
log
(
J(X)
2πe
)
=
1
2
log
(
J(X)
2π
)
− 1
2
.
In particular, using log x ≤ x− 1, we get
log
(
J(X)
2πe
)
= log
(
J(X) · A
2πeA
)
= log
1
2πeA
+ log(AJ(X))
≤ AJ(X)− 2− log 2πA , (74)
for any A > 0. Using inequality (74), it is straightforward to show the following.
Theorem 9 (Fast convergence of the cOU semigroup [25]). Let {Xt}t≥0 be of the form (69), i.e.,
a solution to the cOU process with parameters θ > 0, σ > 0. Then
d
dt
∣∣∣
t=0
D(Xt‖Zσ2/(2θ)) ≤ −2θD(X0‖Zσ2/(2θ)) .
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Note that because we are considering a semigroup, this result immediately implies that
D(Xt‖Zσ2/(2θ)) ≤ e−2θtD(X0‖Zσ2/(2θ)) for all t ≥ 0 .
Also, this result is tight: if X0 ∼ N (0, σ2X0) is a centered Gaussian random variable with vari-
ance σ2X0 , then (69) implies Xt ∼ N (0, σ2t ) where the variance of Xt is
σ2t = e
−2θtσ2X0 +
σ2
2θ
(1− e−2θt) .
Inserting into (71), using H(Xt) =
1
2
(1 + log(2πσ2t )) yields
D(Xt‖Zσ2/(2θ)) = −1
2
(1 + log(2πσ2t )) +
1
2
log πσ2/θ +
θ
σ2
σ2t .
In particular, we obtain
lim
σ2
X0
→∞
(
d
dt
∣∣∣
t=0
D(Xt‖Zσ2/(2θ))
)
/D(X0‖Zσ2/(2θ)) = −2θ .
Proof. According to Eqs. (70), (71) and (72), we have
d
dt
∣∣∣
t=0
D(Xt‖Zσ2/(2θ)) = −σ
2
2
J(X0)− 2θ
2
σ2
E[X2] + 2θ . (75)
Combining (74) with (71) yields
D(X0‖Zσ2/(2θ)) ≤ AJ(X)
2
− (1 + 1
2
log 2πA) +
1
2
log πσ2/θ + θ/σ2E[X20 ] . (76)
Combining (76) with (75) yields
−2θD(X0‖Zσ2/(2θ))− d
dt
∣∣∣
t=0
D(Xt‖Zσ2/(2θ)) ≥
(
−θA + σ
2
2
)
J(X0)
+ 2θ
[(
1 +
1
2
log 2πA− 1
2
log πσ2/θ
)
− 1
]
.
The claim then follows by choosing A = σ
2
2θ
.
B Tightness of the quantum Fisher information isoperi-
metric inequality
Consider a one-mode Gaussian thermal state ωn with mean photon number n > 0. Its entropy is
S(ωn) = g(n) = (n+ 1) log(n+ 1)− n logn . (77)
Under the diffusion semigroup, the state ωn evolves as
etLheat(ωn) = ωnt , where nt = n+ 2πt .
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In particular, by the de Bruijn identity
J(ωn) = 2
d
dt
S(etLheat(ωn))
∣∣∣∣
t=0
= 2g′(n)n′t
∣∣∣
t=0
= 4π log
(
n+ 1
n
)
. (78)
Also,
J(etLheat(ωn)) = 4π log
(
1 +
1
n+ 2πt
)
.
Calculating the right-hand side of the quantum Fisher information isoperimetric inequality (40),
we obtain
d
dt
∣∣∣∣
t=0
[1
2
J(etLheat(ωn))
]−1
=
1
n(n+ 1)
log−2
(
1 +
1
n
)
→ 1 as n→∞ .
C Tightness of the isoperimetric inequality
Consider a one-mode Gaussian thermal state ωn with mean photon number n. From Eq. (78) we
know that
J(ωn) = 4π log
(
n+ 1
n
)
,
and that the entropy power of ωn is given by (cf. (77))
N(ωn) = exp(S(ωn)/1) =
(n+ 1)n+1
nn
.
Combining these two expressions, we see that the left-hand side of (51) is
J(ωn)N(ωn) = 4π
(
n+ 1
n
)n
log
(
n+ 1
n
)n+1
→ 4πe for n→∞ .
D On the convergence rate for Gaussian initial states
In this section we show that for a one-mode Gaussian state ρ the following inequality holds:
d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) ≤ −ζD(ρ||σµ,λ) with ζ = µ2 − λ2 > 0 . (79)
Furthermore, this statement is optimal: for any ǫ > 0 there exists a Gaussian state ρ such that
d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) ≥ −(ζ + ǫ)D(ρ||σµ,λ) .
First, we note that the entropy of a Gaussian state does not depend on its first moments.
Hence it follows that for a Gaussian state the right-hand side of Eq. (62) does not depend on its
first moments, and it is suffices to consider centered Gaussian states.
Calculating the right-hand side of (62), we focus on calculating J±(ρ). Recall that the covari-
ance matrix M of a centered state ρ is defined as Mjk = tr(ρ{Rj , Rk}).
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Lemma 11. Let ρ be a one-mode centered Gaussian state with mean-photon number n and
covariance matrix given by M = κSTS, where κ = 2n + 1, and S = O1
(
z 0
0 1/z
)
OT2 with
Oi ∈ Sp(2) ∩O(2) and z ≥ 1. Denote
J±(ρ) = 2
d
dt
S
(
etL±(ρ)
)∣∣∣∣
t=0
.
Then we have
J±(ρ) =
(
1
2
(
1/z2 + z2
)± κ)(log(κ+ 1
2
)
− log
(
κ− 1
2
))
. (80)
Proof. The covariance matrix of the time-evolved state etL±(ρ) is
M±(t) = c±1 (t)M(0) + c
±
2 (t) id ,
where
c−1 (t) = e
−t and c−2 (t) = 1− e−t , (81)
c+1 (t) = e
t and c+2 (t) = e
t − 1 . (82)
Therefore writing S[M ] for the entropy of a Gaussian state with covariance matrix M , we have
S [M±(t)] = S
[
c±1 (t)κS
TS + c±2 (t) id
]
= S
[
c±1 (t)κO
T
2K
TOT1 O1KO2 + c
±
2 (t)O
T
2O2
]
= S
[
c±1 (t)κK
TOT1 O1K + c
±
2 (t) id
]
= S
[(
c±1 (t)κz
2 + c±2 (t) 0
0 c±1 (t)κ/z
2 + c±2 (t)
)]
. (83)
The symplectic eigenvalue of the matrix argument in (83) is the square root of its determinant:
κ±(t) =
√(
c±1 (t)κ + c
±
2 (t)z
2
) (
c±1 (t)κ + c
±
2 (t)/z
2
)
. (84)
The entropy of the time evolved state is
S(etL±(ρ)) = g(n(κ±(t))) ,
where g(x) = (x+ 1) log(x+ 1)− x log x and n(κ) = 1
2
(κ− 1). By the chain rule, we have that
d
dt
S
(
etL±(ρ)
)
=
1
2
g′(n(κ±(t))) κ±′(t) .
Since g′(x) = log(x+ 1)− log x, we only need to find κ±′(t).
Combining (84) and (81) we obtain
κ−(t) =
√
(e−tκ + (1− e−t) z2) (e−tκ+ (1− e−t) /z2)
= κ+ t
(
1
2
(
z2 + 1/z2
)− κ)+O (t2) .
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Therefore κ−′(t)|t=0 = 12 (1/z2 + z2)− κ and finally
J−(ρ) =
(
1
2
(
1/z2 + z2
)− κ) log κ+ 1
κ− 1 .
Similarly, using (84) together with (82), we obtain
κ+(t) =
√
(etκ + (et − 1) z2) (etκ+ (et − 1) /z2)
= κ+ t
(
1
2
(
z2 + 1/z2
)
+ κ
)
+O
(
t2
)
.
Thus κ+
′(t)|t=0 = 12 (1/z2 + z2) + κ and
J+(ρ) =
(
1
2
(
1/z2 + z2
)
+ κ
)
log
κ+ 1
κ− 1 .
From Lemma 8 it is clear that we are interested in minimizing J±(ρ). Both expressions in (80)
have a minimum at z = 1. Therefore, with ζ = µ2 − λ2 and n = κ−1
2
, from Lemma 8 we obtain
−ζD(ρ||σµ,λ)− d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) ≥µ2 log(n+ 1)− λ2 logn+ λ2 log λ2
− µ2 log µ2 + (µ2 − λ2) log(µ2 − λ2)
=:hµ,λ(n) .
For fixed µ2 > λ2, the function hµ,λ satisfies limn→0 hµ,λ(n) = limn→∞ hµ,λ(n) =∞. Since hµ,λ
is differentiable (in fact smooth) for n > 0, we can find the global minimum by finding the zeros
of the derivative
d
dn
hµ,λ(n) =
µ2
n+ 1
− λ
2
n
= 0 .
The only solution is n = λ
2
µ2−λ2 , and since
d2
dn2
∣∣∣∣
n= λ
2
µ2−λ2
hµ,λ(n) = (µ
2 − λ2)
(
1
λ2
− 1
µ2
)
> 0 ,
it is the minimum. The value of the minimum is hµ,λ
(
λ2
µ2−λ2
)
= 0, hence it follows that hµ,λ(n) ≥ 0
for all n > 0 and we have
d
dt
∣∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) ≤ −ζD(ρ‖σµ,λ) .
Moreover, the last inequality becomes equality for ρ = σµ,λ = ωn∞ , with n∞ =
λ2
µ2−λ2 .
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It remains to show that ζ = µ2−λ2 is optimal. Let ǫ > 0 and ζ ′ = ζ+ǫ. Then for the Gaussian
thermal state ωn we have
−ζ ′D(ωn‖σµ,λ)− d
dt
∣∣∣∣
t=0
D(etLµ,λ(ωn)‖σµ,λ) =hµ,λ(n) + ǫ(n+ 1) log(n+ 1)− ǫn logn
+ ǫn log
(
λ2
µ2
)
+ ǫ log
(
1− λ
2
µ2
)
= log
((
n+ 1
n
)µ2+ǫ(n+1)
nµ
2−λ2+ǫ
(
λ2
µ2
)ǫn)
+ c(µ, λ) →−∞ for n→∞ ,
where c(µ, λ) = log
(
(µ2)−µ
2−ǫ(λ2)λ
2
(µ2 − λ2)µ2−λ2+ǫ
)
. Therefore, for any ǫ > 0, there exists n
such that
d
dt
∣∣∣∣
t=0
D(etLµ,λ(ωn)‖σµ,λ) > −(ζ + ǫ)D(ωn||σµ,λ) .
This shows that the constant ζ = µ2 − λ2 is optimal in the inequality (79).
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