Any n-vertex planar graph has the property that it can be divided into components of roughly equal size by removing only 0(/G) vertices, This separator theorem, in combination with a divide-and-conquer strategy, leads to many new complexity results for planar graph problems. This paper describes some of these results.
1.
Introduction.
One efficient approach to solving computational problems is "divide-and-conquer" [l] . In this method, the.original problem is divided into two or more smaller problems. The subproblems are solved by applying the method recursively, and the solutions to the subproblems are combined to give the solution to the original problem. Divide-andconquer is especially efficient when the subproblems are substantially smaller than the original problem.
In [lb] the following theorem is proved. Furthermore A, B, C can be found in O(n) time.
In the special case .of equal-cost vertices, this theorem becomes Corollary 1. Let G be any n-vertex planar graph. The vertices of G can be partitioned into three sets A,B,C, such that no edge joins a vertex in A with a vertex in B , neither A nor B contains more than 2n/3 vertices, and C contains no more than e&K / vertices. Theorem 1 and its corollary open the way for efficient application of divide-and-conquer to a variety of problems on planar graphs. Inthis paper we explore a number of such applications. Each section of the paper describes a different use of divide-and-conquer. The results range from an efficient approximation algorithm for finding maximum independent sets in planar graphs to lower bounds on the complexity of planar Boolean circuits. The last section mentions two additional applications whose description is too lengthy to bs included in this paper.
LO
Approximation Algorithms for NP-Complete Prdblems.
Divide-and-conquer in combination with Theorem 1 can be used to rapidly find good approximate solutions to certain NP-complete problems on planar graphs. As an example we consider the maximum independent set . .
problem, which asks for a maximum number of pairwise non-adjacent vertices in a planar graph.
Theorem 2. Let G be an n-vertex planar graph with non-negative vertex costs summing to no more than one and let 0 < E < 1 . Then there is some --set C of O("Jn/e ) vertices whose removal leaves G with no connected component of cost exceeding E . Furthermore the set C can be found in O(n log n) time.
Proof. Apply the following algorithm to G .
Initialization: Let C = $3 .
General
Step: Find some connected cmponent K in G minus C with cost exceeding E . Apply Corollary 1 to K , producing a partition Al 7 Bl > Cl of its vertices. Let C = cucl. If one of A 1 and Bl (say Al ) has cost exceeding two-thirds the cost of K, apply a Theorem 1 to the subgraph of G induced by the vertex set Al , producing a partition A2, B2, C2 of Al . Let C = cut, .
Repeat the general step until G minus C has no component with cost exceeding E .
The effect of one execution of the general step is to divide the coml,onent K into smaller components, each with no more than two-thirds the cost of K and each with no more than two-thirds as many vertices as K. Consider all components which arise during the course of the algorithm. Assign a level to each component as follows. If the component exists when the algorithm halts, the component has level zero.
Otherwise the level of the component is one greater than the maximum ._ level of the components formed when it is split by the general step.
With this definition, any two components on the same level are vertex-disjoint.
Each level one component has cost greater than E , since it is eventually split by the general step. It follows that, for i > 1 , each level i component has cost at least (3/2) % -and contains at least (3/2)i vertices. Since the total cost of G is at most one, -= the total number of components of level i is at most (2/3)i-1/ E: .
The total running time of the algorithm is 0(x {IKl 1 K is a component split by the general step)) . Since a component of level i contains at least (3/2)i vertices, the maximum level k must satisfy (3/2jk < n , or k < 103,~ n . Since components in each level are vertex-disjoint, the total running time of the algorithm is O(n lo $1 2 n) = O(n log n) .
a The total size of the set C produced by the algorithm is bounded by m Ill pq 1 K is a component split by the general step))
The following algorithm uses Theorem 2 to find an approximatelgr maximum independent set I in a planar graph G = (V,E) .
Step 1. Apply Theorem 2 to G with E = (log log n)/n and each vertex .
having cost l/n to find a set of vertices C containing 0(+&Z&G) vertices whose removal leaves no connected component with more than log log n vertices.
Step 2.
In each connected component of G minus C , find a maximcun independent set by checking every subset of vertices for independence. Form I as a union of maximum independent sets, one from each component.
Let I* be a maximum independent set of G . The restriction of I* to one of the connected components formed when C is removed from G ca.n be no larger than the restriction of I to the same component. Thus II*\ -II G is four-colorable, and 0(1/d= ), and the zero with increasing n .
= O(n/Js) . Since G is planar, II*1 2 n/4 . Thus (\I*\-III)/ II"1 = relative error in the size of I tends to
Step 1 of the algorithm requires O(n log n) time by Theorem 2. n.
Step 2 requires O(ni 2 i) time on a connected component of ni vertices.
The total time required by
Step 2 is thus n n. n 0 C ni 2 7. I C ni = n and 0 < ni < log log n = . 1 . 1= l=l 0 log Tog n (log log n)21°g log n = O(n log n) . Hence the entire algorithm requires O(n log n) time.
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3. Nonserial Dynamic Programming.
Many NP-complete problems, such as the maximum independent set problem, the graph coloring problem, and others, can be formulated as maximize f subject to the constraints on the variables in S .
In the presentation, we do not distinguish between the variables x1' xn . . ., and the corresponding vertices in the interaction graph.
Step 1. If n-Q, solve the problem by exhaustively trying all possible assignments to the unconstrained variables.
Otherwise, go to Step 2.
2.
Step Apply Corollary 1 to the interaction graph G of f . Let 
4.
Pebbling.
The A vertex may be pebbled only if all its predecessors have pebbles.
The object of the game is to successively pebble each vertex of G (in any order) subject to the constraint that at most a given number of pebbles are ever on the graph simultaneously.
It is easy to pebble any vertex of an n-vertex graph in n steps using n pebbles. We are interested in pebbling methods which use fewer than n pebbles but possibly many more than n steps. It is known that any vertex of an n-vertex graph cstn be pebbled with -O(n/log n) pebbles [lo] (where the constant depends upon the maximum in-degree), and that in general no better bound is possible An inductive proof shows that p(n) is 0(&+klog2 n) . Cl
It is also possible to obtain a substantial reduction in pebbles while preserving a polynomial bound on the number of pebbling steps, e as the following theorem shows.
Theorem 4. Any n-vertex planar acyclic directed graph with maximum -in-degree k can be pebbled using O(n2/j +k) pebbles in O(kn5/') time. 
5.
Lower Bounds on Boolean Circuit Size.
A Boolean circuit is an acyclic directed graph such that each vertex has in-degree zero or two, the predecessors of each vertex are ordered, and corresponding to each vertex v of in-degree two is a -. The circuit computes the set of functions associated with its vertices of out-degree zero (outputs).
We are interested in obtaining lower bounds on the size (number It follows that h(n) is O(log n) .
Let G = (V,E) be an n-vertex graph to which the algorithm is applied, let Gl be the subgraph of G induced by AUC , and let We shall solve the following triangle problem: given an n-triangle triangulation and a point, determine which triangle or line segment of the triangulation contains the point. The post office problem can be reformulated as a triangle problem; the set of points closest to each post office forms a polygon [22] . We shall make use of the following lemma, which we do not prove.
Lemmal.
Any n-polygon partition has a refinement whose total number of triangles is bounded by' n plus the number of line segments bounding non-triangles plus a constant (a line segment bounding two non-triangles counts twice in this bound). .I ' '
We shall build up a sequence of more and more complicated (but more and more efficient) algorithms, the last of which is the desired one. is O(n log n) . See [22] . We do not advocate this algorithm as a practical one, but its existence suggests that there may be a practical algorithm with an O(log n) time bound and an O(n) space bound.
8.
mitny
Other Applications.
As illustrated in this paper, Theorem 1 and its corollaries have interesting applications, and the paper does not exhaust them.
We have obtained two additional results which require fuller discussion . .
than is possible here. One is the application of Theorem 1 to Gaussian elimination. George [81 has proposed an O(n log n) -space, O(n3j2) -time method of carrying out Gaussian elimination on a system of equations whose sparsity structure corresponds to a AX& square grid. We can generalize his method so that it applies to any system of equations whose sparsity structure corresponds to a planar or almost-planar graph.
Such systems arise in the solution of two-dimensional finite-element problems [15] . We shall discuss this application in a subsequent paper;
we hope that it wiU prove of practical, as well as theoretical, value.
Another application involves the power of non-determinism in one-tape Turing machines. We can prove that any non-deterministic t(n) -time- A star.
