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Abstract—In this paper, we study an optimum power allo-
cation problem for expected achievable rate maximization in a
typical three node cooperative relay network with slow block
fading channels. A long term average power and an outage
probability threshold serve as the constraints on the problem.
This is motivated by the fact that in many applications, a
mixture of delay-sensitive and -insensitive data are transmitted
and either maximizing expected achievable rate or minimizing
the outage probability would probably not provide the desired
solution. The problem considered in this paper (known as the
“service outage based rate and power allocation” problem in
literature) thus achieves a tradeoff between the two extremes
of ergodic capacity and outage capacity. We show that the
optimum power allocation scheme is a switched policy be-
tween two deterministic policies. Extensive numerical results
are presented to demonstrate the benefits of cooperation as
opposed to that of non-cooperation or direct transmission. We
study the performance of the two simple but popular relaying
schemes, namely, the amplify-and-forward and decode-and-
forward protocols. It is seen that these relaying protocols
are extremely resilient against demanding outage probability
constraints over a range of basic rate requirements and
average power constraints.
I. INTRODUCTION
Recent years have seen a steady growth of research stud-
ies in the area of performance analysis of relay networks.
Although relay networks were proposed in [1], and capacity
bounds for such networks were extensively studied by Cover
et. al. [2] in the 70’s, it is due to the recent exciting appli-
cations of ad hoc and sensor networks, that relay networks
have become popular again. Data transmission with relay(s)
not only raises the achievable rate of information trans-
mission, but also provides alternative routes when direct
transmission is resource-consuming or totally infeasible.
For wireless networks, the outage performance, defined
as the probability of the instantaneous mutual information
falling below a basic rate threshold, has been shown to
improve dramatically due to the diversity gain offered by
relay networks. This type of diversity has been named as
cooperative diversity [3], which, as the term implies, is
provided by the cooperation among various communication
units. The authors of [3] proposed two simple schemes
for relaying, namely the amplify and forward (AF) and
decode and forward (DF) schemes amongst others. Various
other schemes such as estimate and forward, compress and
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forward etc. have been also proposed in the literature. For
a survey of these and other possible relaying protocols and
their information theoretic capacity related results, see [4].
Analyzing the information theoretic capacity of fading
wireless channels has been an important area of research
over the past decade. Various notions of capacity for
single-user block fading channels include ergodic capacity
[5], delay-limited capacity [6] and capacity versus outage
probability [7]. If the transmitter has the channel state
information (CSI), then the transmit power can be controlled
as a function of the channel to maximize the capacity. The
paper [5] looked at the problem of maximizing the ergodic
capacity subject to an average power constraint, and showed
that the optimal power control law was waterfilling on the
inverse of the channel gain (more power is allocated when
the channel gain is high, than when the channel gain is
low). The ergodic capacity can be achieved over a large
number of channel realizations over time, and thus is of
interest when data transmission takes place over a long
period of time. In the case where delay needs to be small
and data transmission is restricted over a small number of
blocks of fading, the relevant notion of capacity is delay
limited capacity or outage capacity. In [7], optimal power
allocation for minimizing outage probability with short and
long term power constraints was derived for a number of
parallel fading channels. In the case of a typical three node
(source-relay-destination) relay network, the equivalent no-
tions of expected achievable rate and related optimal power
allocation policies were studied in [8] (see also references
therein), whereas [9] investigated the problem of optimal
power allocation for outage probability minimization in
relay networks.
The power allocation policies resulting from maximizing
ergodic capacity (or expected achievable rate in the coopera-
tive case) and from minimizing the probability of outage are
very different and represent two ends of the spectrum. There
are however, several variable-rate real-time applications for
which different levels of quality of service, quantified in
terms of the allocated rate for each of these levels, can
be guaranteed for different applications. For example, in an
application with simultaneous voice and data transmissions,
as soon as a basic rate r0 has been guaranteed for the voice
service, any excess rate can be used to transmit data in a best
effort fashion such that the long term average rate is maxi-
mized for the delay-insensitive data applications. Motivated
by these practical considerations, in [10], [11], Luo et al.
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studied variable rate adaptive transmission schemes subject
to a maximum outage probability constraint on a basic rate
requirement in a slow fading RF environment. The notions
of ergodic and outage capacity were judiciously combined
in a service outage problem formulation, where the long
term average rate was maximized subject to a maximum
outage probability constraint on a basic rate requirement on
top of the customary transmitter average power constraint.
In this paper, we extend the analysis of [11] to the case
of a typical three node relay network for the AF and the
DF schemes. We show that the optimum service outage
constrained expected achievable rate can be attained with
full CSI at the transmitter. The optimum power allocation
to maximize the service outage constrained capacity is
obtained as a switched scheme between two deterministic
power allocation policies - the expected achievable rate
maximizing power allocation policy and a basic rate power
allocation policy. Numerical results compare this service
outage capacity for the AF and the DF schemes with the
direct transmission scheme (i.e, no co-operation from the
relay node). These comparisons show that the AF and
DF schemes are extremely robust (as compared to the
direct transmission scheme) to the increasing basic rate
requirements for a given outage probability constraint. They
are also less power hungry as compared to the DT scheme
for a given outage probability constraint. Overall, these
results illustrate the benefits of cooperation in terms of
the expected achievable rate under an outage and a long
term average power constraint. Future work will investigate
optimal power allocation schemes with partial or quantized
feedback CSI at the transmitter for similar problems.
The remainder of the paper is organized as follows.
Section II describes the network model and the underly-
ing assumptions used through the paper. In Section III,
we formulate the expected achievable rate problem as an
optimization problem and provide some results derived
from previous work. Afterwards, a thorough solution to the
outage-constrained rate maximization is introduced in the
form of a series of lemmas and a theorem in Section IV.
Finally, the extensive numerical results and the concluding
remarks are given in Section V and VI.
II. RELAY NETWORK MODEL
We consider a typical three node cooperative relay net-
work where the source sends data to the destination with
the help of a relay node, as shown in Figure 1, and the relay
does not produce its own data. It is assumed that the channel
gains for all the three links - Source-Destination (S-D),
Source-Relay (S-R), and, Relay-Destination (R-D) - follow
a typical block fading model. In this model, time is divided
into blocks where each block spans a codeword of a large
number of transmitted symbols. Within each such block,
the channels are constant but they change from one block
to another in an independent and identically distributed
fashion. We assume that the links are statistically mutually
independent but not necessarily identically distributed.
We consider the three common simple transmission
schemes: Direct Transmission (DT), Amplify and Forward
(AF) and Decode and Forward (DF). In the DT scheme,
obviously the source transmits only directly to the destina-
tion, while in the AF and DF schemes, the source also uses
Fig. 1. A Relay Network with Random Fading Channels
the relay for data transmission. We assume a half-duplex
time division transmission scheme where every transmission
block (or fading block) is divided into two halves. During
the first half, the source transmits to the relay and the
destination. During the second half, the relay transmits
to the destination and the source does not transmit. As
assumed in [3], in the AF scheme, the relay only amplifies
and forwards its received data to the destination. In the
DF scheme, the relay first decodes and then forwards the
decoded data to the destination. We also assume that there
is no queue at the relay node. We use γ1, γ2, and γ3 to
denote the channel states of the S-D, S-R and R-D links
respectively, and use the notation γ̄ = (γ1, γ2, γ3). It is
assumed that the destination node has the exact knowledge
of γ̄ and feeds this information back to the source and
the relay nodes through error free feedback channels with
negligible delay. The source and relay transmit powers are
denoted by Ps(γ̄) and Pr(γ̄) respectively.
III. PROBLEM FORMULATION
In this section, we present the main problem that we are
interested in this paper. For a given average power limitation
Pav and a required outage probability ε, the service outage
















< r0} ≤ ε
Ps(γ̄), Pr(γ̄) ≥ 0
where r0 is the rate threshold for the outage, and the
function R∗(ps, pr, γ̄) denotes the either the instantaneous
mutual information (for the DT case) or the achievable rate
(for the AF or the DF case), which are given below:
RDT(ps, pr, γ̄) = log(1 + γ1ps)





1 + 2γ1ps . . .
+
4γ2psγ3pr
1 + 2γ2ps + 2γ3pr
)
(2)
RDF(ps, pr, γ̄) =
1
2
min{log(1 + 2γ2ps), . . .
log(1 + 2γ1ps + 2γ3pr)}.
The maximum expected achievable rate in Problem (1)
is termed as the service outage based achievable rate or
more loosely, the service outage capacity. The expression
above for RAF(ps, pr, γ̄) is not jointly concave in ps, pr.
Hence we will use the popular high SNR approximation
1 + 2γ2Ps + 2γ3Pr ≈ 2γ2Ps + 2γ3Pr resulting in the




1 + 2γ1ps + 2γ2psγ3prγ2ps+γ3pr
)
, which is jointly concave
in ps, pr. We will use this approximation for the achievable
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rate in the AF case for the rest of the paper. Note however
that RDF(ps, pr, γ̄) is jointly concave in ps, pr. We will use
the notation [x]+ to denote max(x, 0) and the notation 〈v〉
to denote the sum of the elements of the vector v. Note
also that the problem (1) was solved in [10] for the direct
transmission case for a single fading channel and then later
extended to [11] for parallel fading channels. In this paper,
we adopt the techniques of [11] in order to solve (1) for
the relay channel using the AF or DF relaying protocols.
Before we can provide the solution to (1), it is instruc-
tive to note the solutions to the expected achievable rate












Ps(γ̄), Pr(γ̄) ≥ 0
and the basic rate allocation problem stated as follows:





Ps(γ̄), Pr(γ̄) ≥ 0.
We denote the solutions to Problem (3) in the AF case
as P ergAF (γ̄, λ
∗) = (P ergs:AF , P
erg
r:AF ) and in the DF case as
P ergDF (γ̄, λ
∗) = (P ergs:DF, P
erg
r:DF) (due to its similarity with the
ergodic capacity maximization problem for fading channels)
and the solutions to Problem (4) in the AF case as P r0AF(γ̄) =
(P r0s:AF, P
r0







The solutions to these problems have appeared in various
earlier work in different forms. We refer to [12] and [8] for
further details. For the AF case, these solutions are given
by
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1
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(5)
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(6)
Similarly, for the DF case, these solutions are given by
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γ2+γ3−γ1 ) γ1 ≤ min{γ2, γ3}
(7)
and

















) γ1 ≤ min{γ2, γ3}.
(8)
The basic rate power allocation solutions are intimately
related to the outage probability minimizing solution, more
details on which can be found in [9], [13]. It should be
obvious that in order for Problem (1) to be feasible for a
given r0, ε, there is a minimum average power necessary
denoted by Pmin(r0, ε). We assume for the rest of the
paper that Pav > Pmin(r0, ε). When Pav is exactly equal to
Pmin(r0, ε), the optimal power allocation is essentially the
basic rate allocation when the instantaneous sum of source
and relay power is less than a certain threshold (determined
by Pmin(r0, ε)), and zero above this threshold, with a
suitable randomization at the boundary. This randomization
is not necessary for continuous fading distributions, see [11]
for more details.
IV. OPTIMUM POWER ALLOCATION SCHEME
In this section we show that the optimum power allo-
cation scheme that solves Problem (1) is a randomized
solution between two deterministic schemes involving the
expected achievable rate maximizing power allocation and
the basic rate power allocation. In what follows, we will
present the derivation of the optimum power allocation
scheme for the AF case. The exact same technique can be
applied to obtain the results for the DF case.
Before we can proceed, we define a Bernoulli random
variable Xw(γ̄) for a given γ̄ which takes value 1 with
probability w(γ̄) and value 0 with probability 1−w(γ̄). By
using the concavity of RAF(Ps:AF(γ̄), Pr:AF(γ̄), γ̄) (the high
SNR approximation), the following result can be proved
(see [11] for a similar proof for the direct transmission
case).
Lemma 4.1: There exists an optimal solution for problem
(1) of the following form:
P ∗AF(γ̄) = Xw(γ̄)P
in:∗
AF (γ̄) + (1 − Xw(γ̄))P out:∗AF (γ̄) (9)
P ∗AF(γ̄)








Δ= (P out:∗s:AF (γ̄), P
out:∗
r:AF (γ̄))
where RAF(P ins:AF(γ̄), P
in
r:AF(γ̄), γ̄) ≥ r0 for all γ̄,
Eγ̄ [w(γ̄)] ≥ 1−ε, which is called ‘in’ region, and, the power
allocated in this region is denoted as P in:∗AF . Similarly, P
out:∗
AF
symbolizes the power allocated in the ‘outage’ region. In
addition, Eγ̄ [〈P ∗AF(γ̄)〉] = Eγ̄ [P ∗s:AF(γ̄) + P ∗r:AF(γ̄)] = Pav
(where recall that 〈•〉 is defined as the sum of the transmit
powers at the source and the relay).
Note that here P in:∗AF (γ̄) and P
out:∗
AF (γ̄) are deterministic
power allocation schemes to be decided. The above Lemma
allows the original optimization problem to be rewritten as
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] ≥ 1 − ε
RAF(P ins:AF(γ̄), P
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0 ≤ w(γ̄) ≤ 1
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Problem (10) and (λ∗, β∗, u∗(γ̄)) ≥ 0 are the corresponding
Lagrange multipliers. If we eliminate the items which do




AF (γ̄), w(γ̄), λ, β, u(γ̄), γ̄) (11)
= w(γ̄)RAF(P ins:AF(γ̄), P
in
r:AF(γ̄), γ̄)









+ (1 − w(γ̄))(P outs:AF(γ̄) + P outr:AF(γ̄)))
+ βw(γ̄) + u(γ̄)RAF(P ins:AF(γ̄), P
in
r:AF(γ̄), γ̄).
Therefore, from the KKT necessary conditions, the
optimal solution (P in:∗AF (γ̄), P
out:∗
AF (γ̄), w
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= 0 0 < w∗(γ̄) < 1
≤ 0 w∗(γ̄) = 0














] − (1 − ε)] = 0 (12g)
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where we have used the shorthand notation L(. . .) for the







Qouts:AF(γ̄) = (1 − w(γ̄))P outs:AF(γ̄)
Qoutr:AF(γ̄) = (1 − w(γ̄))P outr:AF(γ̄)














, γ̄) . . .
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r:AF(γ̄) ≥ 0 (17)
0 ≤ w(γ̄) ≤ 1 (18)
It is clear that the constraints (14), (15), (17), and (18)
are linear constraints. We also know from [14] that the
following property holds:
Proposition 1: If f : Rn → R, then the perspective of f
is the function g : Rn+1 → R defined by g(t, x) = tf(xt )
with domain
dom{g} = {(t, x) : x
t
∈ dom{f}, t > 0}.
The perspective operation preserves convexity: if f is a
convex function, then so is its perspective function g.
Similarly, if f is concave, then so is g.
By using the above fact and the fact that the achievable
rate function for AF (and DF) are concave functions, one
can show that the objective function and constraint (16) are
concave as well and therefore Problem (13) is a convex
optimization problem. Hence the KKT conditions for (13)
are necessary and sufficient. In addition, variables P inAF and
P outAF are determined by one-to-one functions implying that
the KKT conditions are also necessary and sufficient for
(10).
Lemma 4.2: The optimal values of the transmit powers
for the source and the relay are
P in:∗AF (γ̄) =
{
P ergAF (γ̄, λ
∗) RAF(P in:∗AF (γ̄), γ̄) ≥ r0
P r0AF(γ̄) otherwise
(19)




where P ergAF (γ̄, λ
∗), P r0AF(γ̄) are given by (5) and (6).
Similar results can be obtained for the DF case. All that
remains now is to obtain the optimal solution for w∗(γ̄).
It is easy to notice that P in:∗AF (γ̄) can be expressed as
P in:∗AF (γ̄) = P
erg
AF (γ̄, λ
∗) + [P r0AF(γ̄) − P ergAF (γ̄, λ∗)]+ (21)
and the rate achieved by P in:∗AF (γ̄) can be represented by
RAF(P in:∗AF (γ̄), γ̄) = RAF(P
erg
AF (γ̄, λ
∗), γ̄) + Rsupp(γ̄, λ∗)
(22)
where Rsupp(γ̄, λ∗) = [r0 − RAF(P ergAF (γ̄, λ∗)]+ is called
the supplemental rate and Psupp(γ̄, λ∗) = [P r0AF(γ̄) −
P ergAF (γ̄, λ
∗)]+ is called the supplemental power allocation.
Essentially, the supplemental power provides the additional
power needed to meet the basic rate r0 when the expected
achievable rate maximizing power allocation cannot meet
this rate. Similarly, the supplemental rate is the additional
rate needed to meet the basic rate on top of that achieved by
the expected achievable rate maximizing power allocation
[11]. Thus, the optimal power allocation can be expressed
as
P ∗AF(γ̄) = P
erg
AF (γ̄, λ
∗) + Xw∗(γ̄)Psupp(γ̄, λ∗) (23)
In order to determine w∗(γ̄), one can now rewrite




∗), γ̄) − λ∗P ergAF (γ̄, λ∗), where g(γ̄, λ∗) is
given by
gAF(γ̄, λ∗) = λ∗〈Psupp(γ̄, λ∗)〉 − Rsupp(γ̄, λ∗) (24)
which can be interpreted as the relative cost in allocating
the supplemental power.
We now need to establish a few properties of the sup-
plemental cost function which will help us find the opti-
mal w∗(γ̄). Using the expressions for P ergAF (γ̄, λ
∗), P r0AF(γ̄)
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from (5), (6), one can derive after some algebra
that 〈Psupp(γ̄, λ∗)〉 = [e2r0 (γ3+c)
2
2γ3(γ1+c)2
− 12λ∗ ]+ and






]+, where c =√
γ1γ3 − γ1γ2 + γ2γ3. So clearly, if Psupp(γ̄, λ∗) = 0,
then Rsupp(γ̄, λ∗) = 0 and furthermore gAF(γ̄, λ∗) = 0.
Otherwise if Psupp(γ̄, λ∗) > 0, Rsupp(γ̄, λ∗) > 0 and
therefore
gAF(γ̄, λ∗) = λ∗ exp2r0
(γ3 + c)2
2γ3(γ1 + c)2










Denoting y = λ∗e2r0 (γ3+c)
2
2γ3(γ1+c)2
, it is easy to see that
gAF(γ̄, λ∗) = 12 [y − log y + 1]. If Psupp(γ̄, λ∗) > 0, this
implies that y > 1 and in turn, this implies y > 1 + log y
and therefore gAF(γ̄, λ∗) > 0. Furthermore, one can show
that gAF(γ̄, λ∗) is a non-increasing function of γ̄ (by simply
computing the derivatives and showing that they are non-
positive).
Using the modified expression for the Lagrangian above




= 1 0 < gAF(γ̄, λ∗) < β∗
= v∗(γ̄) gAF(γ̄, λ∗) = β∗
= 0 gAF(γ̄, λ∗) > β∗
(26)
where 0 ≤ v∗(γ̄) ≤ 1 needs to be determined. With
the above properties of the supplemental cost function
gAF(γ̄, λ∗), one can show that v∗(γ̄) can be simply chosen
such that Eγ̄ [w∗(γ̄)] = 1 − ε. See [11] for further details.
Combining all the above results, one can finally state the
optimum power allocation solution to Problem (1):
Theorem 1: If Problem (1) is feasible, an optimal power
allocation solution for the AF case is given by
P ∗AF(γ̄) = P
erg
AF (γ̄, λ





= 1 0 < gAF(γ̄, λ∗) < β∗
= v∗(γ̄) gAF(γ̄, λ∗) = β∗
= 0 gAF(γ̄, λ∗) > β∗
(28)
and λ∗, β∗ and 0 ≤ v∗(γ̄) ≤ 1 are solutions to
Eγ̄ [〈P ∗AF(γ̄)〉] = Pav , Eγ̄ [w∗(γ̄)] = 1 − ε.
Note that the interpretation of the above solution is
that when the supplemental power cost is greater than a
certain threshold due to the channel being poor, then the
supplemental allocation is turned off and power is only
allocated to maximize the expected achievable rate, but
this is not enough to meet the basic rate and an outage
happens. When the supplemental power cost is less than
this threshold, then the expected achievable rate maximizing
power allocation achieves rate ≥ r0. At the boundary set
gAF(γ̄, λ∗) = β∗, a randomization is necessary to determine
whether or not to turn on the supplemental power. Note that
this randomization is not necessary when γ̄ is distributed
with a continuous probability distribution function resulting
in the the boundary set having a measure zero. Finally, all
the above derivations can be replicated for the DF case, and
the optimum power allocation to Problem (1) in the DF case
can be similarly obtained as a switched policy between the
expected achievable rate maximizing power allocation and
the basic rate power allocation.
V. NUMERICAL RESULTS
In this section, we present some simulation studies
conducted with typical slow fading channels, where both
AF and DF half-duplex protocols are compared with the
direct transmission scheme. It is assumed that none of the
links (S-D, S-R, and R-D) has line of sight (LOS) and
all links undergo statistically independent Rayleigh fading
(albeit with different means). It is assumed that the channel
triple γ̄ = (γ1, γ2, γ3) are exponentially distributed with
means given by the inverse of the node distances with a
path loss factor equal to 4. In order to avoid unnecessary
computational complexity, we normalize the S-D distance to
1, and furthermore, we assume that the relay node is located
on the straight line between the source and destination with
dS-R = 0.4.
Figure 2 provides a comparison among Ergodic Capacity
(EC) (expected achievable rate for the cooperative case),
Service Outage (SO) Capacity, and, Outage Capacity (OC).
Both SO and OC have the outage constraint at 5% and
the outage threshold at r0 = 0.1(nats/Hz/Transmission).
It is shown that both AF and DF perform much better
than DT in terms of expected achievable rates, and more
importantly, the outage constraint affects the service outage
capacity substantially when it comes to the DT scheme: the
SO capacity falls down to the outage capacity quite fast
when the power limitation turns out to be strict; whereas,
those of the two relay protocols are always close to their
Ergodic Capacity even in the relatively low SNR region.










































Fig. 2. Ergodic Capacity, Service Outage Capacity, and Outage Capacity
Meanwhile, the corresponding minimum average power,
which makes the service outage problem (1) solvable,
is given in Figure 3. The graph illustrates that the DT
scheme is more power hungry for both r0 = 0.5 and
0.05 (nats/Hz/Transmission). In addition, Figure 4 shows
that when the rate threshold r0 increases from 0.1 to 1
(in nats/Hz/Transmission), the service outage capacity drops
dramatically for the DT scheme, while the two cooperative
relay schemes are not affected much. This fact clearly
illustrates that the AF and DF schemes are more robust
to the outage constraints, which is due to the advantage
gained by exploiting the relay route for communication. In
this simulation, The average power limitation equals to 0dB
(1 Watt) and the outage probability is 5%.
All the above simulations seem to illustrate that the DF
protocol achieves better performance than its counterparts,
but it is not always the case. The following graph shows
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Fig. 3. Minimum Required Powers for AF, DF, and DT









































Fig. 4. Service Outage Capacity with Increasing Rate Threshold
the service outage constrained expected achievable rates
when the relay node slides along the straight line between
the source and destination node. In this situation, the
required outage probability is 5% under the rate threshold
r0 = 0.01(nats/Hz/Transmission), and the average power
constraint is 23dBm. At the beginning, the DF scheme
dominates over the AF scheme, but its performance de-
clines dramatically when the relay is approaching to the
destination. As expected, when the relay is close to the
destination, not only does the achievable rate of the AF
protocol exceed that of the DF case, but also the DT rate
becomes comparable with it, as also shown in [15].






































Fig. 5. Service Outage Capacity for different SR distances
VI. CONCLUSIONS
In this paper we have studied a novel optimum power
allocation problem for a three node relay network with slow
block fading channels. With full CSI at the transmitters at
the source and the relay, this power allocation maximizes
the expected achievable rate subject a long term average
power constraint and a maximum outage probability con-
straint. It is shown that this optimum scheme is a switched
policy between two deterministic power allocation policies
- the expected achievable rate maximizing power allocation
and a basic rate power allocation. Numerical results are
presented to demonstrate the benefits of cooperation as
opposed to direct transmission. Future work will investigate
similar problems for relay networks with partial CSI or
quantized channel feedback.
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