We consider functions satisfying the subcritical Beurling's condition, viz.,
(iii) when a < , there are in nitely many linearly independent functions (e.g. suitable dilates of Hermite functions) satisfying the hypotheses.
Over the years, analogues of Hardy's theorem (in fact in much more generality) have been established in the set-up of various groups (see [ ]) . But, the case < a < did not receive any attention until recently. Around -, Demange [ ] and Vemuri [ ] independently considered this problem and characterised functions satisfying Hardy's condition ( . ) . We follow the theorem of Vemuri and so we state it here.
Theorem . (Vemuri) . Let f ∈ L (ℝ) satisfy |f(x)| ≤ Ce − a |x| , |f (y)| ≤ Ce − a |y| for some < a < . Then, the Hermite coe cients of f have the decay |(f, h k )| ≤ C( k + ) − / e −( k+ )t/ for all k ∈ ℕ, where t is determined by the condition a = tanh( t).
Here h k are the normalised Hermite functions on ℝ de ned by h k (x) = ( k k! π) − / (− ) k d k dx k e −x e x , k ∈ ℕ.
In higher dimensions, we denote by Φ α the normalised Hermite functions that are the tensor products of one-dimensional Hermite functions:
It is known that {h k : k ∈ ℕ} forms an orthonormal basis for L (ℝ) (so does {Φ α : α ∈ ℕ n } for L (ℝ n )).
It has been conjectured that a result similar to Theorem . is also true in higher dimensions but so far only some partial results have been proved, see [ ] and [ ].
On the other hand, an analogue of Beurling's theorem (Theorem . ) in the higher dimensions was not established until , when Bonami, Demange and Jaming [ ] not only extended this result to higher dimensions, but also obtained the following far reaching generalisation.
Theorem . (Bonami-Demange-Jaming) . A function f ∈ L (ℝ n ) satis es the condition ℝ n ℝ n |f(x)||f (y)| ( + |x| + |y|) N e |x⋅y| dx dy < ∞ for some N ≥ if and only if f(x) = P(x)e −(Ax,x) , where A is a real positive de nite symmetric matrix and P is a polynomial with deg(P) < N−n .
In the next section, we discuss and state the main results of this article.
Notation. At various places (but not always), we write f ≲ g if there exists a constant C such that f ≤ Cg and f ∼ g if f ≲ g and g ≲ f .
. Main results
One motivation for introducing the polynomial factor ( + |x| + |y|) N in the denominator of the integrand in Theorem . is to capture the Gaussian φ (x) = e − |x| which does not satisfy the Beurling's condition. However, the same Gaussian also satis es
for any < a < . From now onwards, we always refer to ( . ) as subcritical Beurling's condition. Note that it amounts to replacing the factor ( + |x| + |y|) −N by e −δ|x⋅y| for some δ > in the hypothesis of Theorem . . It is therefore natural to consider functions satisfying K a (f) ≲ K a (Qφ ) for all < a < and for some polynomial Q. We have the following result in this case.
Theorem . . Let f ∈ L (ℝ n ). Then, K a (f) ≲ K a (Qφ ) for some polynomial Q and for all < a < if and only if f can be written as f(x) = P(x)e −(Ax,x) for some positive de nite matrix A and a polynomial P with deg(P) ≤ deg(Q).
We will see that we only need to obtain some key estimates in the proof of Theorem . , and the rest of the arguments then follow from the proof of Theorem . (for closer notation, see also [ , Theorem . . ] ). More interestingly, it turns out that the hypothesis of Theorem . is actually equivalent to that of Theorem . . Having said this, let us remark here that although this equivalence is intuitive, a rigorous proof of it is not at all obvious (up to our knowledge) and this will be clear once we demonstrate it in the later part of Section . In view of this, it is natural to ask for an analogue of Theorem . characterising all functions f satisfying K a (f) < ∞ for a xed < a < , i.e., to check whether the Hermite coe cients of a function satisfying the subcritical Beurling's condition K a (f) < ∞ will have a certain prescribed exponential decay. It turns out that an exact analogue of Vemuri's theorem (Theorem . ) fails in this case.
Proposition . . Let < a < be xed. There does not exist any t > such that the Hermite coe cients of every function f with the subcritical Beurling's condition
We still do not know if for a function f satisfying Beurling's condition for a xed < a < , there exists some ϵ > (depending on both f and a) such that |(f, Φ α )| ≤ C ϵ e −( |α|+n)ϵ for all α ∈ ℕ n . However, for eigenfunctions of the Fourier transform we do obtain exponential decay (depending only on a) for the Hermite coecients.
Theorem . . Let < a < be xed. Let f ∈ L (ℝ n ) satisfy the subcritical Beurling's condition
If in addition f is an eigenfunction of the Fourier transform, then there exists a positive constant C (independent of a) such that for all α ∈ ℕ n ,
where t is determined by the condition a = tanh( t).
It also turns out that any function (not necessarily an eigenfunction of the Fourier transform) satisfying the subcritical Beurling's condition K a (f) < ∞ is an entire vector for the Schrödinger representations of the Heisenberg group ℍ n .
Theorem . . Let f ∈ L (ℝ n ) satisfy the subcritical Beurling's condition
for some a > . Then, f is an entire vector for the Schrödinger representations of the Heisenberg group ℍ n .
The organisation of the paper is as follows. We prove Theorem . and establish its equivalence to Theorem . in Section . Proposition . and Theorems . and . are proved in Section .
Generalised theorem of Beurling
As mentioned in the introduction, in this section we will rst prove Theorem . and then demonstrate its equivalence to Theorem . . In order to prove Theorem . , we rst prove the following proposition which is about the bound on the degree of the polynomial P.
Proposition . . Let R and S be polynomials of degree m and m respectively. For − < a < , de ne
Then,
Proof. Without loss of generality one can assume that a > , as the case of negative a follows by changing x to −x, and the case a = is trivial. For the upper bound, it su ces to show that
By symmetry, one can assume that |y| ≤ |x| to get
This proves our claim on the upper bound of E(R, S)(a). Next we prove the claim for the lower bound of E(R, S)(a). It is easy to notice from the de nition of E(R, S) that the proposition follows trivially for a away from . So, we only need to verify the claim for a < close to . For this write
In view of the upper bound we have already got, we have
where
|x| e − |y| dx dy,
Making use of the fact that R and S are homogeneous, a direct calculation gives
On the other hand, we have the inequality
From this and the fact that R is homogeneous, we get that I (R , S )(a) is bounded from above by a constant multiple of
which is equivalent to ( − a ) −(n+m +m − )/ for a su ciently close to . This gives the claimed lower bound on E(R , S ) and hence for E(R, S) for a su ciently close to . This completes the proof of the proposition.
A similar proposition about the bound on the degree of the polynomial P in Theorem . was proved in [ , Proposition . ] . We state it here for future use. A+iB)x,x) with A and B two real symmetric matrices and P a polynomial. If f ∈ L (ℝ n ), then A is positive de nite. Moreover, the following are equivalent:
We are now in a position to prove Theorem . .
Proof of Theorem . . We remark rst that in view of Proposition . , the hypothesis of the theorem is equiv- ,x) for some positive de nite matrix A and a polynomial P with deg(P) = m. By the de nition of K a (f), it immediately follows that K a (f) = K a (f M ), where f M (x) = |det M| / f(Mx) with M being an invertible matrix. Therefore, without loss of generality, we can assume that A = I. In this casef takes the formf (y) = H(y)e − |y| for some polynomial H with deg(H) = deg(P) = m. Thus, by Proposition . ,
In particular, m ≤ k. Conversely, suppose that K a (f) ≲ ( − a ) −(n+ k)/ . We will prove that f(x) = P(x)e −(Ax,x) for some positive de nite matrix A and a polynomial P. Then, the fact that deg(P) ≤ k will follow from Proposition . . The proof of this theorem is adapted from that of Demange in [ ]. We make use of the Bargmann transform B which takes L (ℝ n ) isometrically onto the Fock space consisting of all entire functions on ℂ n that are square integrable with respect to the Gaussian measure ( π) −n/ e − |z| dz (see [ , ] ). The transform B is explicitly given by
where f ∈ L (ℝ n ) and z ∈ ℂ n . Throughout this article by z ⋅ ξ we mean x ⋅ ξ + iy ⋅ ξ . We apply the Bargmann transform on f andf simultaneously to get
which is bounded by π −n e − (|x| −|y| ) ℝ n ℝ n |f(ξ)||f (η)|e − (|ξ| +|η| ) e x⋅(ξ +η) dξ dη. Now notice that − (|ξ| + |η| ) + x ⋅ (ξ + η) can be rewritten as
The above estimate ( . ) holds for all z ∈ ℂ n and for all < a < . Now for a xed z = x + iy, we choose a such that ( − a)( + |x|) = . Then, ( . ) implies
Similar arguments can be given to verify that Bf(z)Bf (−z) also satis es the estimate of ( . ). In view of the fact Bf (z) = Bf(−iz), we also have Bf(z)Bf (z) = Bf (iz)Bf(−iz). From this and ( . ) we deduce the following estimate:
One can now proceed as in the proof of [ , Theorem . . ] (see also the references therein). For the convenience of the reader, we brie y sketch the chain of arguments here. A variant of Phragmén-Lindelöf lemma can be applied with estimates ( . ) and ( . ) to argue that Bf(z)Bf (z) is a polynomial of degree at most n + k. Then, using a standard argument for entire functions of order one can deduce that Bf(z) = R(z)e S(z) where R is some polynomial and S is a homogeneous polynomial of degree at most . Now, by inverting the Bargmann transform, one gets f(ξ) = P(ξ)e − ((A+iB)ξ,ξ) ,
where A and B are real symmetric matrices. The integrability of f then implies that A is positive de nite. We now claim that the condition K a (f) < ∞ for all < a < forces B to be the null matrix. For this, notice rst that as described in the beginning of the proof of this theorem, we can without loss of generality assume that A = I. Nowf (y) =Q(y)e − / ((I+iB) − y,y) for some polynomialQ. Notice that (I + iB) − = (I − iB)(I + B ) − and thus K a (f) < ∞ implies that the homogeneous polynomial (ξ, ξ) + ((I + B ) − η, η) − a(ξ, η) is non-negative. Since this is true for all < a < , it follows that the homogeneous polynomial (ξ, ξ) + ((I + B ) − η, η) − (ξ, η) is non-negative. Our claim is that it is possible only if B = . To see this, let η be an eigenfunction corresponding to an eigenvalue λ of the real symmetric matrix B. Then,
In particular, take ξ = η to get (( + λ ) − − )‖η ‖ ≥ which implies λ = . This means the only eigenvalue of the symmetric matrix B is which proves that B = . This completes the proof of Theorem . .
We will now show that the hypotheses of Theorems . and . are in fact equivalent. This follows from Propositions . , . and the following two basic lemmas (Lemmas . , . ).
Lemma . . Let f ∈ L (ℝ n ) be such that for some N ≥ E = ℝ n ℝ n |f(ξ)||f (η)| ( + |ξ| + |η|) N e |ξ⋅η| dξ dη < ∞.
Then, for all < a < ,
Proof. Without loss of generality assume that f ̸ = .
Write
is nite almost everywhere. Sincef ̸ = , we can conclude that |U| > , where U = {η ∈ ℝ n : A(η) < ∞} and |U| is the Lebesgue measure of U. It is obvious then that there exists n linearly independent vectors, say {η , η , . . . , η n }, in U. Next we chose a δ > small enough such that for any ξ ∈ ℝ n ,
Then, ( . ) implies that But we know that for each xed N ≥ , sup r≥ r N e −r = M < ∞. Thus,
On the other hand,
Combining both these estimates, we get for all < a < ,
This completes the proof of Lemma . .
Lemma . . Let f ∈ L (ℝ n ) be such that for all < a < ,
Beurling's condition and Hermite coe cients
As mentioned in the introduction, we begin with the proof of Proposition . which states that an exact analogue of Theorem . is not true in the context of Beurling's theorem. Before going into the proof, we rst remark that the conclusion of Proposition . is actually intuitive. The reason for this is the fact that K a (f) is invariant under dilations of f while Hermite coe cients are not.
Proof of Proposition . . Suppose, to the contrary, that there exists t > such that |(f, Φ α )| ≤ C t e −( |α|+n)t/ for all α ∈ ℕ n and for all functions f satisfying K a (f) < ∞. For each δ > , let f δ stand for the dilation of f given by f δ (x) = δ n/ f (δx) . For every s < t, we use Mehler's formula with r = e − s after applying Schwarz inequality in the above estimate to get |f δ (x)| ≤ C e − tanh(s)|x| for some constant C which is independent of x. Fix an s < t and choose δ such that tanh(s) > δ . Then, we have
Since |(f , Φ α )| = |(f, Φ α )| and K a (f ) = K a (f), one can replace f byf in the above arguments to see that a similar estimate holds forf as well, i.e.,
With ( . ) and ( . ), Hardy's theorem (Theorem . ) can be applied with a = δ − tanh(s) > to conclude that f = , and this completes the proof of Proposition . .
This motivates us to investigate whether under some restrictive hypothesis (one that excludes dilations) we could obtain a positive result. It turns out that an analogue of Theorem . indeed holds true for eigenfunctions of the Fourier transform. We had stated this result in the introduction as Theorem . and we prove it now.
Proof of Theorem . . Once again we make use of the Bargmann transform B. The most important property of B, which we need, is that the Taylor coe cients c α of Bf are related to the Hermite coe cients
We refer to [ ] for the above relation. Therefore, in order to prove the theorem we only need to estimate the Taylor coe cients of Bf for which, in view of Cauchy's formula, we need good estimates of Bf . We have already seen in the proof of Theorem . that the given assumption on f leads to
By assumption f is an eigenfunction of the Fourier transform, and hence |Bf (z)| = |Bf(z)|. Thus, we have |Bf(z)| ≲ (K a (f)) / exp |y| + − a + a |x| .
But since Bf (z) = Bf(−iz) and |Bf (z)| = |Bf(z)| we also have |Bf(z)| ≲ (K a (f)) / exp |x| + − a + a |y| .
In the one-dimensional case, we can apply the Phragmén-Lindelöf principle (see the proof of [ , Theorem . ] ) to prove that |Bf(z)| ≲ (K a (f)) / exp − a + a (|x| + |y| ) .
One can then perform the Cauchy estimates on a disc, centred at the origin and of radius r, to get the following estimates for the Taylor coe cients c k of Bf :
Since the above estimate holds for all r > , we can optimise in r to get
where t is determined by the condition a = tanh( t). Now, in view of relation ( . ) and Stirling's formula k! ∼ ( π) / e −k k k+ , the above estimate is equivalent to
In higher dimensions (n ≥ ), for each xed z , . . . , z n ∈ ℂ, we think of Bf( ⋅ , z , . . . , z n ) as an entire function of one complex variable which is bounded by
Then, we can proceed as above to get
Similarly, we can consider other variables of Bf as well. Thus, for each j ∈ { , , . . . , n}, we get
Now we can take the geometric mean of these estimates to obtain
This completes the proof of Theorem . .
Remark . . As mentioned in the introduction, the conclusion of the above theorem in the higher dimensional case is believed not to be the best, the reason being (up to our knowledge) the absence of an appropriate analogue of the Phragmén-Lindelöf maximum principle.
Proof of Theorem . . It is known that f ∈ L (ℝ n ) is an entire vector for the Schrödinger representation π λ , λ ̸ = of the Heisenberg group ℍ n if and only if it is in the image of L (ℝ n ) under the Poisson-Hermite semigroup e −t H(λ) for every t > . For details on this fact, we refer to [ , Section ] which discusses only the case of π = π . However, it is not di cult to verify that the general case (λ ̸ = ) follows analogously. Therefore, the theorem will follow once we prove that |(f, Φ α )| ≤ C t e −t( |α|+n) / for all α ∈ ℕ n and for all t > . For a ≥ , we already know that f = . So we take < a < . In this case there are in nitely many linearly independent functions satisfying the Beurling's condition, e.g., all Hermite functions. Without loss of generality let us assume that f is nontrivial. The idea of the proof of this theorem comes from the proof of Beurling's theorem due to Hörmander [ ]. Consider the non-negative functions A and B on ℝ n de ned by
We will show that A and B grow faster than any exponential function. For this notice that in view of the hypothesis of the theorem, we have
Now repeating the arguments of the rst part of Lemma . , one can verify that there exists some δ ὔ > such that ℝ n |f(ξ)|e δ ὔ |ξ| dξ < ∞, ℝ n |f (η)|e δ ὔ |η| dη < ∞.
Using the above decay estimate on f , one can verify that there exists a holomorphic extension off to the domain Ω = {x + iy ∈ ℂ n : |y| < δ ὔ } in ℂ n . Similarly, f also extends as a holomorphic function on Ω.
Notice that S n− can be written as a union of nitely many proper open connected spherical caps U j , j = , , . . . , N, such that for each j, The above is true for every t > . Sincef is the restriction to ℝ n of a non-zero complex analytic function in a domain Ω ⊂ ℂ n containing ℝ n , it follows thatf is a real analytic function on ℝ n . Thus, by the uniqueness theorem for real analytic functions, it follows immediately that in any given domain of ℝ n , one can nd a smaller domain on whichf is away from zero. Thus, for any j ∈ { , , . . . , n}, s≥ t a U j |f (sω)|s n− ds dω > . Similarly, B grows faster than any exponential function. In other words, for every t > , ℝ n |f(ξ)|e t|ξ| dξ < ∞, ℝ n |f (η)|e t|η| dη < ∞.
But then
With these estimates the proof will be completed once we prove the following theorem.
Theorem . . Let ψ be a measurable function on ℝ n satisfying the estimates |ψ(ξ)| ≤ g(ξ)e −t|ξ| , |ψ(η)| ≤ h(η)e −t|η| for some t > and integrable functions g and h. Then, for all α ∈ ℕ n , |(ψ, Φ α )| ≤ C t n j= ( α j + ) / exp −t n ( α j + ) / .
Proof. An exact analogue of this theorem was proved in [ , Theorem . ] where g and h were assumed to be bounded. In fact, one can easily verify that the same proof holds true in the case where g, h ∈ L (ℝ n ), so we do not repeat it here.
