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Abstract—Graph autoencoders (GAEs) are the effective un-
supervised learning frameworks to learn the latent represen-
tations of graph data for network embedding. Most exiting
GAE approaches typically focus on the graph reconstruction but
neglect the node features reconstruction, which often results in
overfitting due to the capacity of the autoencoders. Additionally,
the adjacency matrix of these methods cannot accurately rep-
resent the connections among nodes in latent space when the
prior information is contaminated. To address these problems,
we propose a novel Graph Convolutional Auto-encoder with
Bi-decoder and Adaptive-sharing Adjacency method, namely
BAGE. The framework encodes the graph construction and node
features into latent representations, upon which the bi-decoder is
trained to reconstruct the graph construction and node features
simultaneously. Moreover, the convolutional adjacency matrix
is shared with the embedded graph optimization and can be
adaptively learned by constructing the Laplacian, leading to more
accurate connections. Consequently, the proposed method can
be applied to more general datasets than the existing GAEs, i.e.,
data without a pre-given graph construction to prevent the GAEs
from excessive dependence on the prior adjacency information.
Experimental results validate the superiority of our method to
the state-of-the-art network embedding methods.
I. INTRODUCTION
Graphs are essential tools for mining connections among
data. Due to the non-Euclidean topology structure, graph neural
networks (GNNs) can better handle the complex graph data
where the connection information among nodes is unordered
and scalable. For example, analyzing graph data plays an
important role in various data mining tasks including node
classification [1], link prediction [2], and node clustering [3].
Graph neural networks could be roughly categorized into
four categories: recurrent graph neural networks (RecGNNs),
convolutional graph neural networks (ConvGNNs), graph au-
toencoders (GAEs), and spatial-temporal graph neural networks
(STGNNs) [4].
Graph autoencoders (GAEs) are the effective unsupervised
learning frameworks that encode the node features and graph
construction into the latent representations and decode the graph
construction. GAEs can be used to learn network embeddings
and graph generative distributions. For network embedding,
GAEs mainly learn the latent representations by reconstructing
the graph construction, e.g., the adjacency matrix. For graph
generation, GAEs can learn the generative distribution of
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graphs and are mostly designed to solve the molecular graph
generation problem [5]. However, some early GAE methods,
e.g., DeepWalk [6] are only applicable to unweighted graphs,
which restrict the scope of application of these methods.
Network embedding (NE) aims at learning the low-
dimensional latent representations of nodes in a network. These
representations can be used as features for a wide range of
tasks such as classification, clustering, and link prediction. The
classical non-linearity network embedding methods, e.g., LLE
[7] perform more effectively than the conventional methods,
e.g., PCA [8]. Recent work on network embedding such as
Node2vec [9] and Struc2vec [10] has shown fruitful progress
in learning vertex representations of complex networks. GAEs
are also able to handle the network embedding problems. The
main distinction between GAEs and network embedding is that
GAEs are designed for various tasks while network embedding
covers various kinds of methods targeting the same task.
Most existing GAE methods only focus on simply recon-
structing the graph adjacency matrix while ignoring the node
features reconstruction, leading to overfitting due to the capacity
of the autoencoders. Moreover, these methods suffer from the
inaccurate adjacency matrix if the prior information is polluted.
To handle these problems, we propose a novel framework,
namely BAGE. The contributions can be summarized below:
• Equipped with the bi-decoder structure, our framework
operates the graph reconstruction and node features reconstruc-
tion simultaneously, such that the overall loss of the network
can be harnessed and the overfitting can be avoided.
• The convolutional adjacency matrix is shared with the
embedded graph optimization. Besides that, the adjacency
matrix can be adaptively learned upon the latent representations,
avoiding suffering inaccurate connections if the prior adjacency
matrix is polluted.
• The proposed method can handle more general datasets,
i.e., data without the pre-given graph information with which
the existing GAEs are unable to deal. The expansion of
the application range prevents GAEs from the excessive
dependence on the prior adjacency information.
II. RELATED WORK
In this section, we outline the background of GAEs and
network embeddings by listing related literature.
As the important unsupervised learning frameworks, GAEs
arouse considerable research interests. Earlier GAE approaches
such as DNGR [11] and SDNE [12] mainly build the GAE
frameworks for network embedding by multi-layer perceptrons.
Nevertheless, DNGR and SDNE only consider node structure
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2information but ignore the node features information. To
avoid simply reconstructing the graph construction, Variational
Graph Autoencoder (VGAE) [13] is proposed that learns
the distribution of data. Inspired by generative adversarial
networks (GANs), Adversarially Regularized Variational Graph
Autoencoder (ARVGA) [14] is proposed that endeavors to learn
an encoder that produces the empirical distribution.
The goal of network embedding is to learn the latent
low-dimensional representations of nodes that preserve the
topological information of nodes. For example, DeepWalk uses
a random walk to generate sequences of nodes from a network
and transform unweighted graph construction information into
linear sequences. Inspired by DeepWalk, DRNE [15] adopts
a Long Short Term Memory (LSTM) network to aggregate
a node’s neighbors. Similar to DRNE, NetRA [16] also uses
the LSTM network with random walks rooted on each node
and regularizes the learned network embeddings within a prior
distribution via adversarial training.
Most existing GAE approaches not only are unable to process
the datasets without the prior graph construction but also suffer
from inaccurate connections if the prior adjacency information
is contaminated. The proposed method extends the application
range of GAEs and avoids the excessive dependence of GAEs
on the prior adjacency information that may be inaccurate.
III. FRAMEWORK FORMULATION
In this section, we define problem-related concepts and
propose our framework.
A. Problem Formulation
A non-directed graph is represented as G = {V,E,X},
where V = {v1, v2, . . . , vn} is a set of nodes with |V| = n
and E is the set of connecting edges among each node that can
be represented by an adjacency matrix A = [aij ] ∈ Rn×n. X is
the feature matrix of all nodes, i.e., X = [x1,x2, · · · ,xn]T ∈
Rn×m, where xi ∈ Rm is the feature vector of node vi. The
number of nodes is n and m is the dimension of the raw data.
In the proposed method, edge weights are real numbers that
denote the degree of the connection among nodes. For the
datasets without prior adjacency information, our method can
construct an adjacency matrix based on the raw features.
Our goal is to learn a latent representation zi ∈ Rf of each
node vi ∈ V with the formal format as: f : (A,X) 7→ Z,
where zTi is the i-th row of the matrix Z ∈ Rn×p and p is
the dimension of the latent representation. Z is the learned
matrix in latent space which preserves the topological structure
as well as node features information. Additionally, the latent
representations Z can more accurately express the connections
among nodes for partitioning the nodes of the graph G into c
clusters C = {C1, C2, . . . , Cc}.
B. Overall Framework
Our target is to learn the latent representations of nodes and
obtain more accurate connections in the graph G = {V,E,X}.
Figure 1 illustrates the workflow of BAGE that consists of
three modules: the graph convolutional encoder, the graph
convolutional bi-decoder, and the adaptive learning of the
adjacency matrix.
• Graph Convolutional Encoder The proposed framework
takes the adjacency matrix A and feature matrix X as input
to learn the latent representations Z.
• Graph Convolutional Bi-decoder The framework recon-
structs the node features X̂ and graph construction Â from
the learned latent representations simultaneously such that the
overall loss of the network can be harnessed.
• Adaptive Learning of Adjacency Matrix The convolu-
tional adjacency matrix is shared with the embedded graph
optimization. Moreover, the adaptive learning process equips
the convolutional adjacency with accurate connections even if
prior information is polluted.
IV. THE PROPOSED BAGE METHOD
There are three parts in the proposed framework: graph
convolutional encoder, graph convolutional bi-decoder, and
Laplacian graph construction.
A. Graph Convolutional Encoder G(X,A)
The network structure of BAGE consists of (M + 1) layers
with M transformations layers and an initial layer, where M
is an even number. The first M2 hidden layers are the encoders
that learn a layer-wise transformation by a spectral graph
convolution function f
(
Z(e),A|W(e)) :
Z(e+1) = f(Z(e),A|W(e)), (1)
where Z(e) is the input for convolution, Z(e+1) is the output
after convolution, and e = (1, 2, . . . , M2 ) is the layer of encoder
network. W(e) is the weighted parameter matrix that needs to
be learned in the neural network. In this paper, Z(0) = X ∈
Rn×m is the input node features matrix.
Specifically speaking, each layer of our graph convolutional
network can be calculated as follows:
f
(
Z(e),A|W(e)
)
= φ
(
D˜−
1
2 A˜D˜−
1
2Z(e)W(e)
)
. (2)
Here, A˜ = A+ I, D˜ii =
∑
j A˜ij , I is the identity matrix of
A, and φ is the activation function such as Relu(t) = max(0, t)
or sigmoid(t) = 11+et . There are two transformations perform
alternately in our encoder process that one is an activation layer
with a Relu(·) activation function and the other is a linear layer.
This process encodes both graph construction and node features
into the latent representations Z = encoder(Z|X,A) = Z(M2 )
which are shared by encoders and decoders.
B. Graph Convolutional Bi-decoder Structure
The last M2 layers are the decoders, which reconstruct both
graph construction and node features by the learned latent
representations. The node features decoder is the mirror process
of the encoder where the linear layer and the activation layer
performs alternately. The reconstruction loss of node features
is calculated as:
LX = ‖Z(0) − Z(M)‖2F , (3)
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Fig. 1: The architecture of the proposed framework BAGE (See Algorithm 1 for details).
where Z(M) = decoder(X̂|Z,A) is the reconstructed node
features X̂.
For the graph construction decoder, the reconstructed adja-
cency matrix Â can be presented as follows:
Â = sigmoid(ZZT), (4)
where Z is the latent representations that Z =
encoder(Z|X,A) = Z(M2 ). The reconstruction loss of
the graph construction is calculated as:
LA = ‖A− Â‖2F . (5)
By reconstructing both graph construction and node features
simultaneously, the framework can harness the overall loss of
the network and avoids overfitting.
C. Laplacian Graph Construction
To address the situation that the prior information is
polluted, the framework is equipped with the Laplacian graph
structure [17] where the adjacency matrix can be initialized and
adaptively learned. To preserve the connections between nodes
in the latent space, the nodes with similar features vectors are
connected with a larger edge weight in the adaptive learning
process. Here, we adopt the square of Euclidean distance to
measure the similarity between nodes, i.e., ‖zi − zj‖22. Then,
the loss of the adaptive learning process that determines the
value of the edge weight aij can be seen as:
LL =
n∑
i,j=1
(
‖zi − zj‖22 aij + γia2ij
)
= tr(ZLZT ) + γ‖A‖2F
s.t. aTi 1 = 1,0 ≤ ai ≤ 1.
(6)
Here, ai ∈ Rn×1 denotes the i-th column vector of adjacency
matrix A and γ is the regularization parameter that is set to
the mean of γi. Additionally, it is worth noting that γ is not a
hyper-parameter but a parameter that can be learned adaptively,
which will be proved in the next section. The Laplacian matrix
L is calculated as L = 12 (D−A), where D is the diagonal
matrix whose the i-th diagonal element is
∑
j (aij + aji) /2.
Therefore, the objective function of BAGE can be written
as:
LBAGE = LX + LA + αLL + λLR, (7)
where LR is the `2-norm regularizer term with coefficient λ
to prevent overfitting, which is defined as follows:
LR = 1
2
M∑
i=1
(‖W(i)‖2F ). (8)
V. OPTIMIZATION
To our best knowledge, few methods can update the
adjacency matrix during the optimization process in the
graph convolutional networks (GCNs). In this section, we
introduce the adaptive learning of the adjacency matrix and
the optimization of the framework.
A. The Adaptive Learning of the Adjacency Matrix
Although each element of the adjacency matrix denotes
the degree of the connection among nodes, the initial value
may not be optimal. In practical applications, the adjacency
matrix with adjustable sparsity tends to bring better results and
that is a reason why we do not update the adjacency matrix
by back-propagation algorithm directly, which will produce a
meaningless dense matrix. The adaptive learning process of
the adjacency matrix is as follows:
min
A
n∑
i,j=1
(
‖zi − zj‖22 aij + γia2ij
)
s.t. aTi 1 = 1,0 ≤ ai ≤ 1.
(9)
Let us denote the distance between two nodes as hij , i.e.,
hij = ‖zi − zj‖22. The j-th element of vector hi ∈ Rn×1 is j-
th element hij and ai ∈ Rn×1 is a vector with its j-th element
aij . The Lagrange equation of problem (9) is represented as:
L(ai, η, ζi) = 1
2
∥∥∥∥ai + hi2γi
∥∥∥∥2
2
− η(aTi 1− 1)− ζTi ai, (10)
4where η and ζi ≥ 0 are the Lagrange multipliers. Using the
Karush-Kuhn-Tucker (KKT) conditions, we can derive the
optimal solution of aij as:
aij =
(
−hij
2γi
+ η
)
+
, (11)
where (•)+ = max(•, 0). To equip the adjacency matrix with
adjustable sparsity, we take only k nodes points closest to
zi into consideration and the parameter k is responsible for
adjusting the sparsity of the adjacency matrix. Therefore, ai
satisfies aik > 0 ≥ ai,k+1 as:{
aik > 0⇒ − hik2γi + η > 0
ai,k+1 ≤ 0⇒ −hi,k+12γi + η ≤ 0
. (12)
According to Eq. (11) and the constraint aTi 1 = 1, we have:
k∑
j=1
(
−hij
2γi
+ η
)
= 1 =⇒ η = 1
k
+
1
2kγi
k∑
j=1
hij . (13)
The overall γ is set to the mean of γi and it can be learned
adaptively as:
γ =
1
n
n∑
i=1
k
2
hi,k+1 − 1
2
k∑
j=1
hij
 . (14)
Without loss of generality, let us suppose hi1, hi2, . . . , hin are
ordered from small to large. Then the adjacency matrix can
be solved as:
aij =
(
hi,k+1 − hij
khi,k+1 −
∑k
j=1 hij
)
+
. (15)
Based on Eq. (15), the adjacency matrix A can be updated to
AL by the latent representations for more accurate connections.
What is more, the adjacency matrix can also be initialized by
Eq. (15) when there is no prior adjacency information.
We design two experiments to verify the superiority of the
adaptive learning of the adjacency matrix. First, the adaptive
learning process of the adjacency matrix is displayed in Figure
2, where the graph construction is initialized by Eq. (15).
Secondly, we specifically make an ablation Ours-NA that has
the same loss function as our method without updating the
adjacency matrix. The results in Table II reveal the gap between
Ours-NA and Ours.
B. Model Optimization
To optimize the aforementioned model, the goal is to
minimize the overall loss LG which is a function of the neural
network parameter W. The calculation of the partial derivative
of LG is estimated using the back-propagation. Furthermore,
the proposed framework can be optimized by using adaptive
moment estimation (Adam), where max_iter is the maximum
iteration number. Besides that, the pseudocode of our method
is summarized in Algorithm 1.
VI. EXPERIMENTS
Diverse experiments are conducted to evaluate the perfor-
mance of the proposed method.
Algorithm 1 Algorithm to BAGE
Require: Raw data X, maximum iteration number max_iter,
parameters k, α, and λ.
Ensure: Latent representations Z.
Initialization:
1: if The prior information contains adjacency matrix: then
2: Input G = {V,E,X}: a graph with edges and node
features
3: else
4: Initialize the adjacency matrix with Eq. (15)
5: end if
Optimization:
6: for iterator = 1,2,3, . . . , max_iter do
7: Minimizing LG using Eq. (7)
8: Compute the loss of reconstructing node features using
Eq. (3)
9: Compute the loss of reconstructing graph construction
using Eq. (5)
10: Compute the Laplacian graph construction using Eq.
(6)
11: Compute the whole loss using Eq. (7)
12: Backpropagate loss and update W
13: Update the adjacency matrix A to AL using Eq. (15)
14: A ←− AL
15: end for
A. Datasets
Since our method extends the application of GAEs, the
datasets used in this paper include two real-world graph datasets
and four general face datasets with which the conventional
GAEs can not deal. In particular, the datasets Cora-P and
Citeseer-P are generated by the datasets Cora and Citeseer
where 50% of the links are missing, to simulate the situation
on which the prior adjacency information is polluted. The detail
of the datasets is listed in Table I.
B. Competitors
• GAE [1] is an autoencoder-based unsupervised framework
for graph data, which naturally leverages both topological and
content information.
• RWL-AN [18] is an extension of conventional PCA and
can be seen as a novel data processing technique.
• SAE [19] is a greedy layer-wise unsupervised training
strategy consisting of multiple layers of such autoencoders and
usually performs better than autoencoder.
• CAN [20] uses the similarity matrix constructed by the
adaptive neighbors and performs better than the conventional
Spectral Clustering. In the experiments, we make the adjacency
matrix as its similarity matrix when the dataset is the graph.
• Ours-NA serves as the ablation that has the same loss
function as our method without updating the adjacency matrix
A. The goal for that is to verify the advantage of updating the
adjacency matrix.
• k-means is the base of many clustering methods. Here
we run k-means on raw node features as a baseline.
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Fig. 2: The adaptive learning of the adjacency matrix A on COIL dataset. Best viewed on screen.
TABLE I: Information of the datasets.
Datasets Cora-P Citeseer-P IMM COIL FEI YALEB
#Nodes 2,708 3,327 240 1,440 2,800 16,128
#Features 1,433 3,703 1,024 1,024 1,024 1,024
#Links 2714 2366 \ \ \ \
TABLE II: Clustering performance (%).
Methods Ours Ours-NA CAN GAE SAE RWL-AN k-means
Cora-P
ACC 48.49 42.64 30.13 47.14
\ \ \
NMI 32.09 19.87 10.79 27.24
Citeseer-P
ACC 48.21 34.54 21.17 38.94
\ \ \
NMI 21.71 9.99 10.56 13.11
COIL
ACC 68.69 66.62 68.52
\
66.75 63.66 65.53
NMI 81.20 79.99 81.79 76.24 71.26 79.11
FEI
ACC 42.01 43.66 45.14
\
36.45 35.10 38.84
NMI 73.40 74.02 74.48 70.35 69.17 72.28
IMM
ACC 64.96 63.47 46.00
\
54.46 49.91 57.71
NMI 80.82 74.27 71.49 75.74 72.89 77.92
YALEB
ACC 58.31 51.94 15.31
\
46.94 53.58 51.78
NMI 74.99 69.50 29.03 64.72 66.80 61.38
C. Experimental Settings
Since not all competitors rely on the graph structure, we do
not take the adjacency matrix to perform the classical Spectral
Clustering like [3]. For the node clustering task, we run the k-
means algorithm on the learned latent representations 10 times
with different initializations and report the average result for
all competitors. The number of neurons in each hidden layer is
consistent among competitors. To validate the clustering results,
we employ two metrics: accuracy (ACC) and normalized mutual
information (NMI).
In terms of parameter settings, all the hyper-parameters
settings in our method are listed in Table III. And for other
competitors, the parameters are set to the values that make
the best experimental results. We optimize our method with
the Adam algorithm and report the excellent results during
the max_iter. In the Cora-P and Citeseer-P datasets, the non-
zero edge weights among nodes are reset to 1 in our adaptive
learning process. As for the running time, our method needs
207.32 (s) and that is faster than the competitor RWL-AN
which takes 233.67 (s) on the COIL dataset with the same
condition.
D. Experimental Results and Analysis
The best result has been highlighted and the second-best
result is underlined in Table II. The results observations are as
follows:
1) Our method outperforms GAE and Ours-NA on the
situation that the prior adjacency information is polluted,
which verifies the superiority of the adaptive learning of the
adjacency matrix. As demonstrated in Figure 2, the graph
construction brings more accurate connections among nodes
with the adaptive learning process.
2) The proposed method outperforms GAEs by handling
more general datasets, i.e., data without the pre-given adjacency
matrix. Even if the prior information is contaminated, the
adjacency matrix will be still accurate for the proposed BAGE
method due to the adaptive learning process.
3) Our method outperforms other competitors that only
contain graph reconstruction (GAE) or node features recon-
struction(SAE). The bi-decoder structure integrates both kinds
6TABLE III: Parameter settings.
Parameters M k α λ lr max_iter
Value 4 15 0.001 0.001 1e-5 200
of information, which can complement each other and greatly
improve node clustering performance.
VII. CONCLUSION
In this paper, we propose a novel method based on graph
convolutional auto-encoder for network embedding, namely
BAGE. We address the case that most existing GAEs neglect
the node features reconstruction and suffer from the inferior
adjacency matrix if the prior information is polluted. Equipped
with the bi-decoder structure, our framework operates the
graph reconstruction and the node features reconstruction
simultaneously, such that the overall loss of the network
can be harnessed and the overfitting could be avoided. In
addition, the convolutional adjacency matrix is shared with the
embedded graph optimization and can be adaptively learned by
constructing the Laplacian. Furthermore, the proposed method
frees the GAEs from the limitation of conventional graph
datasets and extends GAEs to more general datasets, i.e.,
data without the pre-given adjacency matrix. Consequently,
experimental results support the effectiveness of our method
by comparing it to other start-of-the-art methods.
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