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2Kurzzusammenfassung
Das Thema dieser Diplomarbeit ist optimale Regelung von linearen,
zeitdiskreten, zeitinvarianten Systemen u¨ber Kommunikationsnetze.
Es wird angenommen, dass der Regler und die Regelstrecke mit einem
verlustbehafteten Netzwerk verbunden sind. Somit existiert keine
zuverla¨ssige, deterministische Kommunikationsmo¨glichkeit und das
Seperationsprinzip gilt nich. Dennoch kann der Regler, welcher das
Quadratische Gu¨tekriterium minimiert, unter bestimmten Bedingun-
gen ermittelt werden. Es wird gezeigt, dass der Regler linear ist und
die optimale Scha¨tzungen des Kalmanfilter verwendet wird. Zusa¨tzlich
wird fu¨r den allgemeinen Fall ein linearer, suboptimaler Regler
hergeleitet. Ferner werden Stabilita¨tskriterien, Robustheitsfragen und
erneutes U¨bertragen von Packeten untersucht. Zur Veranschaulichung
der Ergebnisse werden Beispiele verwendet.
Abstract
The topic of this diploma thesis is optimal control of linear, discrete-
time, time invariant systems over communication networks. It is
assumed that the plant and controller are connected with a lossy net-
work. So, there is no reliable, deterministic communication posssible
and the seperation principle does not hold. However, under certain
conditions the controller minimizing the quadratic cost criterion can
be obtained. It is shown that this controller is linear and uses the
optimal estimates of the Kalman filter. In addition, for the general
case a linear, suboptimal controller is derived. Furthermore, stability
criterions, robustness issues and packet retransmission are analyzed.
Some examples are used to illustrate the results.
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Notation and Acronyms
Notation
The notation is mainly standard, some symbols are defined below.
Theorems are italicized.
Vectors are written in bold face.
Matrices are denoted by capital letters.
Matrix related symbols:
Ia identity matrix of dimension a× a
1a×b matrix of dimension a× b
with 1 in every entry
× standard matrix multiplication
⊗ Hadamard product, entrywise
matrix multiplication
diag(x) diagonal matrix; diagonal is vector x
stack(Mj), j ∈ S ⊂ N stacks the matrices Mj, j ∈ S; lowest index
on top.
M is an aribitrary matrix:
MT matrix transpose of M
rank(M) rank of M
dim(M) dimension of M
M † Moore-Penrose pseudoinverse of M .
M is a square matrix:
det(M) determinant of M
Tr(M) trace of M
eig(M) eigenvalues of M .
M is a symmetric matrix:
M > 0 M is positive definite; only strictly
positive eigenvalues
M ≥ 0 M is positive semi definite; only
nonnegative eigenvalues.
12 Notation and Acronyms
M is a symmetric, positive semi definite matrix:
M
1
2 the postive semi definite matrix square root
of M : M
1
2 (M
1
2 )T = I, M
1
2 ≥ 0.
Let X,Y be aribitrary random variables, x and y two events:
E{X} expectation operator, expectation of X
E{X |Y } expectation of X conditioned on Y
P (x) probability of x
P (x|y) probability of x given y
Miscellaneous symbols:
R field of the real numbers
N set of nonnegative integers
lim sup limes superior
δi,j Kronecker delta
{ak} the sequence {a0, a1, . . .}
⋄ end of the proof .
Acronyms
ACK acknowledgement, here a packet used to
acknowledge receipt of a packet
HVAC heating, ventilation and air conditioning
i.i.d. independent and identically-distributed
LQG linear, quadratic, Gaussian
LTI linear, time-invariant
LMI linear matrix inequality
NAK negative-acknowledgement, here a
packet indicating a not received packet
NCS Networked Contol System
UDP User Datagram Protocol
TCP Transmission Control Protocol.
Chapter 1
Introduction
In this thesis, we consider LQG optimal control of a networked plant.
In particular, a linear time-invariant discrete-time plant, a quadratic
cost criterion, and Gaussian process and measurement noise are as-
sumed. In addition, the controller and plant are connected by a
communication network as outlined in figure 1.1. This is called a
networked control system (NCS). Moreover, it is assumed that the
network is lossy, so some of the transmitted data is not received
properly. This loss behavior is described by Bernoulli processes. In
addition, acknowledgements are send by the actuators over the lossy
network to confirm received or report lost packets.
controller
network
plant
Figure 1.1.: Plant and controller connected by network
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Note that, many communication networks and protocols do in gen-
eral not offer reliable realtime communication e.g. TCP, UDP, and
WLAN [9]. For example, packets can be lost or discarded due to
transmission errors, collisions, congestion control, or other reasons.
Moreover, carrier sensing, collision detection, congestions, routing,
etc. introduces delays, which often depend on the network load or
show unknown time-varying behavior. So, the data may not arrive
as expected and assumed to be lost. In summary, if these effects are
not negligible, then the controller design needs to account for them.
However, there are some communication network, which are de-
signed for control purposes and therefore provide in principle reliable
realtime communication e.g. SERCOS [14]. Unfortunately, these net-
works are in general wired, use a special network structure, require
specific, expensive network hardware and have other limitations. So,
they can only be used in special cases. Therefore, their analysis is
beyond the scope of this document.
An illustrative application of networked control systems is HVAC
(heating, ventilation and air conditioning) control [8, 21]. For ex-
ample, temperature and humidity sensors can be located at different
places in a building and radio their measurement to a central con-
troller unit, which transmits commands to the actuators in order to
maintain the desired conditions. Note that, using wireless communi-
cation between the devices can result in a lossy network, but it can
also reduce wiring costs. Moreover in this example, optimal control
may be used to design the controller such that it is energy efficient.
In the literature, there are results on networked control systems,
which consider problems similar to the one of this thesis. These
papers are briefly reviewed.
First, in [17] Kalman filtering of such a networked control systems
is discussed. In summary, the paper derives the Kalman filter and
analyzes its convergence behavior. Bernoulli processes are used to
model the loss of the packets containing the measurement, but the
input applied to the plant is assumed to be exactly known. In [10]
this approach is generalized to systems with two measurement links,
so partial loss of the measurement data is possible.
LQG optimal control of discrete-time linear systems with station-
ary, white parameter is considered in [2, 3] and the references therein.
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Using this general approach linear control laws are derived, which
minimize the infinite-horizon, quadratic cost criterion. Altough, these
controllers are in general only suboptimal in [19] this approach is ap-
plied to a networked control system, which is a special case of the
problem considered in this thesis.
The so-called hold-input scheme is used to derive LQG optimal
controllers in [12]. Note that, there is also an analysis and discus-
sion of the delay induced by communication networks. However, this
scheme is not discussed in this thesis.
Optimal control of a networked system assuming perfect acknowl-
edgement procedure is discussed in [18] and [5], which even connsiders
the possiblility of partial loss due to multiple links. In these two pa-
pers the optimal control laws using the so-called zero-input scheme
are derived and the existence of these controllers for an infinite con-
trol horizon is analyzed. Next, this approach is generalized to optimal
control without acknowledgements in [6, 15]. Both papers present
the optimal control laws and derive stability criterions. Finally, [4]
is based on some of the previous results and assumes lossy acknowl-
edgements and multiple input links, so in some step the input data
and acknowledgements might be partially lost. As above, the optimal
control laws and the existence of optimal controllers is discussed.
The remainder of the thesis is structured as followed. In the next
chapter, the general framework is presented. In particular, the net-
worked plant and the controller setup are considered. Afterwards,
in chapter 3 we derive a Kalman filter for this problem and show
that there is no seperation principle. In chapter 4 finite horizon
and infinite horizon optimal control for a special case is considered.
Furthermore, a suboptimal linear control law for a more general sys-
tem class and an infinite control horizon is derived. In chapter 5
we present analytical conditions to determine the existence of these
optimal and suboptimal controllers. In the following chapter, the
robustness of the optimal controllers with respect to the network is
analyzed. Moreover, we present an alternative method to determine
the infinite horizon controllers using linear matrix inequalities. Fi-
nally, in chapter 7 we consider packet retransmission as a method to
decrease the network loss and improve the overall performance. At
the end, conclussions are drawn and some open questions are pre-
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sented. Moreover, in various chapters examples are presented.
Chapter 2
Problem formulation
In this chapter, we formulate the problem considered in this thesis.
The first part deals with the plants. Second, the network is modeled
and the combination of network and plant is considered. Afterwards,
the cost critertion is presented. Finally, the optimal control problem
is formulated.
2.1. Plant model
We consider linear, time-invariant, discrete-time plants with one or
more actuators as input of the plant and one or more transducers as
plant output. Such systems can be described by
xk+1 = Axk +Bu
a
k +wk (2.1)
ytk = Cxk + vk, (2.2)
where xk ∈ Rn denotes the state of the plant, uak ∈ Rp the input ap-
plied by the actuators, wk ∈ Rn is process noise, ytk ∈ Rq is the out-
put measured by the transducers or measurement units and vk ∈ Rq
is measurement noise. We have the dynamic matrix A ∈ Rn×n, the
input matrix B ∈ Rn×p and the output matrix C ∈ Rq×n. The two
noise processes wk and vk are assumed to be zero mean Gaussian
white noise, mutually independent with covariances W and V . Fur-
thermore, the inital condition x0 is Gaussian distributed with mean
x0 and covariance P0 and is independent of the noise.
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Altough, we assume a discrete-time plant it is possible to apply
the results to continuous-time plants. Note that, if a linear, time-
invariant, continuous-time plant should be controlled by a digital
controller, then it is necessary to discretize it. The usual discretiza-
tion method uses a zero-order hold at the input, an impulse sampler
at the output and a constant sampling time Ts. So, we have
u(t) = uk, if tk < t ≤ tk+1
yk = y(tk).
Using these conditions a continuous-time LTI plant can be trans-
formed into a discrete-time LTI plant. For further details we refer to
[7] or [13].
2.2. Network model
As illustrated in figure 2.1 the plant and controller are connected
by a network. We assume that the transducers send the controller
the measurements ytk in each step over the network. Furthermore,
there is a two-way communication between the controller and the
actuators. So, the controller sends the acuators the input uk, which
they should apply to the plant. In addition, the actuators can inform
the controller if they received this input data or not.
First, it is assumed that each communication acts like a single
erasure link - in a step either all information is transmitted or it is
lost. Later, the case of multiple links is considered, where only partial
information loss is possible.
We call the connections from the controller to the actuators input
data links and the connections in the reverse direction input acknowl-
edgement links. The two together are the input links. Furthermore,
the output link is the connection from the transducers to the con-
troller.
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controller plant
transducers
actuators
network
uk
ytk
Figure 2.1.: Network structure
2.2.1. Network stochastic - single input and single
output links
This part considers the stochastic behavior of the network with single
links as illustrated in figure 2.2. The network loss is modeled using
three mutually independent i.i.d. Bernoulli random processes {αk},
{βk}, {θk} with P (αk = 1) = α, P (βk = 1) = β and P (θk = 1) = θ.
Additionally, these processes are independent of the process noise,
measurement noise and the initial conditions. The first process {αk}
is related to the input data link: αk = 1 represents a successful de-
livery of the required informations and a failed delivery is denoted
by αk = 0. The second process {βk} describes the behavior of the
output link. In particular, in step k if βk = 1, then the transmis-
sion is successful, else it is unsuccessful. Finally, the process {θk} is
assigned to the input-acknowledgement link. If the actuators try to
send something, then θk = 1 describes a correct and θk = 0 a failed
transmission.
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controller plant
αk
uk
uak
uak
ytkyk
γk
βk
Figure 2.2.: Plant connected to the controller with single links
Note that, using this general describtion an unsuccessful transmis-
sion can have different causes. The packet can be lost, discarded, de-
layed or corrupted. In addition, it is possible to send multiple packets
with similar data during one time step in a link. This is called packet
retransmission and is going to be analyzed in chapter 7. There it is
shown that we can often use the framework presented here also for
systems with packet retransmissions. Hence, unless other noted for
simplicity we call a packet, which is not received, lost.
It is important to note that, the stochastic description of the net-
work is memoryless and stationary. So, the probabilities in each step
are similar and additionally they do not depend on past or future
steps.
Note that, this description is conserative. For example, it might be
possible that at step k there is no measurement information available,
but it gets available later due to a delayed packet. Unfortunately, this
information cannot be used in the frame work of this thesis.
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2.2.2. Network stochastic - multiple input and
multiple output links
In the case of multiple input links we have ni sets of actuators, which
each use their own links. So, there are ni input data and input
acknowledgement links. Similar there are no output links connecting
the controller and the transducers.
The stochastic of the jth input data links is characterized by pro-
cess {jαk} and the process {jθk} describes the jth input acknowl-
edgement link. Moreover, {mβk} is the process modeling the mth
output link. All processes are i.i.d. Bernoulli distributed. We define
the probabilities of a successful transmission as P (jαk = 1) =
jα,
P (jθk = 1) =
jθ and P (mβk = 1) =
mβ. In addition, we assume
for any j, l ∈ {1, . . . , ni} and any m ∈ {1, . . . , no} independence of
{jαk}, {lθk}, {mβk}.
In addition, if we have for any j, l ∈ {1, . . . , ni}, j 6= l {jαk} is in-
dependent of {lαk} and {jθk} of {lθk}, then we call this independent
input links. Similar if the output links are mutually independent,
then this is called independent output links. In contrast to [4, 5] in
this thesis, the input links or output links do not need to be indepen-
dent.
2.3. Combined model - networked plant
Now, we study the combination of the plant and network.
2.3.1. Single input and single output links
If the controller and the plant are connected by single links, then the
measurement available to the controller yk is given by
yk =
{
Cxk + vk, if βk = 1
no measurement, if βk = 0.
(2.3)
Moreover, we assume that the actuators use a so-called zero-input
scheme: if it receives the input data uk from the controller, then it
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applies it to the plant otherwise it applies a zero-input. So, for a
single input link we get
uak =
{
uk, if αk = 1
0, if αk = 0.
In the literature, many results using this zero-input scheme can be
found [4, 5, 6, 15, 17, 19, 18]. However, sometimes a different strategy
is used. In [12] the previous input value is used if there is no new
input information available, which is known as the hold-input scheme.
In our case the dynamic of the plant connected by a network with
single input links is given by (2.3) and
xk+1 = Axk + αkBuk +wk. (2.4)
Finally, the input-acknowledgement link is used by the actuators to
tell the controller, if its packet was received or not. In principle, this
is similar to the information, if the calculated input or the zero-input
is applied to the plant.
There are two different types of acknowledgements. The first one
is a positive acknowledgement and used in the case of a received
controller packet. In contrast, the negative acknowledgement informs
the controller of an unsuccessful transmission. In this thesis, we call
the first ACK and the second NAK.
Moreover, it is necessary to define the process {γk}, which de-
scribes whether an acknowlegement send by the actuators is received
by the controller or not. A successful transmitted acknowlegement is
desribed by γk = 1. We use γk = 0 if no acknowledgement is send or
if it is lost.
In this thesis, three different models are used to acknowledge the in-
put.
Acknowledgement model I - Acknowledge always
This model uses both types of acknowledgements, ACK and NAK.
We have
γk = θk. (2.5)
Acknowledgement model II - Acknowledge received packets
Only the positive acknowledgement, ACK, is used in this model. As
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a result
γk = αkθk. (2.6)
Acknowledgement model III - Aknowledge lost packets
In this model only NAK, the negative acknowledgement, is used. This
yields
γk = (1− αk)θk. (2.7)
Note that, model I sends always acknowledgements. So, on the one
hand more information is available, but on the other hand it has a
higher network load.
In summary, for any of the three acknowledgement models the
controller knows αk if an acknowledgement is reiceved, i.e. γk = 1.
So, it actually knows also αkγk and γk in this case. In the appendix
A there are some further derivations on this topic.
There are two special cases, which are often studied in the liter-
ature. First, if θ = 0, then there are no acknowledgements at all,
which can be interpreted as UDP-like network [4, 6, 15, 19]. Second,
if θ = 1, then the applied input uak is always known, which is the
so-called TCP-like case [5, 6, 15, 18].
Note that, the acknowledgements are often send over an inperfect
link, so they might be lost. As mentioned in [4] there is guarantee to
get a perfect acknowledgement over a lossy link in a finite time. In
particular, using retransmissions only increases the reliability of the
link, but in finite time the links remain imperfect, see chapter 7. In
summary, the assumption of deterministic acknowledgements is not
realistic in the presence of lossy links. However, using a lossy acknowl-
edgement mechanism instead of no acknowledgements improves the
performance as shown in [4], where an acknowledgement mechanism
similar to model I is used.
2.3.2. Multiple input and multiple output links
In the multiple links case we need to make some assumptions first.
There are one or more transducers connected to output link j. We
use jC ∈ Rqj×n as the corresponding output matrix and jvk ∈ Rqj
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as the corresponding measurement noise. We order the outputs such
that C,vk are given by
C =
(
1CT 2CT . . . noCT
)T
vk =
(
1vTk
2vTk . . .
novTk
)T
q =
no∑
j=1
qj
jytk =
jCxk +
jvk.
In addition, the covariance V of the measurement noise is
V =


1,1V . . . 1,qjV
...
. . .
...
qj ,1V . . . qj ,qjV

 ,
with i,jV ∈ Rqi×qj . Still V = V T ≥ 0 holds. Using the output link j
the controller has access to the measurements
jyk =
{
jCxk +
jvk, if
jβk = 1
no measurement, if jβk = 0.
(2.8)
The actuators connected to the input link j have the inputs
juak ∈ Rpj and the input matrix jB ∈ Rn×pj . We assume
B =
(
1B 2B . . . niB
)
uak =
(
(1uak)
T (2uak)
T . . . (niuak)
T
)T
p =
ni∑
j=1
pj.
Note that, this assumption is without loss of generality, we only need
to arrange the inputs in a specific order.
Also in the multiple input link case the zero-input strategy is used.
So, the actuators connected by the jth input link with the controller
apply
ju
p
k =
{
juk, if
jαk = 1
0, if jαk = 0,
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to the plant. So, the dynamic of the networked plant is given by (2.8)
and
xk+1 = Axk +
ni∑
j=1
jαk
jBjuk +wk. (2.9)
Finally, the input-acknowledgement links work simlar as in the single
input link case. Each input data link has its own input acknowledge-
ment link and it can use any of the three acknowledgement model.
2.4. Optimal control problem
The optimal control problem is forumlated for the single input link
case first. Afterwards, the formulation is adapted to systems with
multiple input links.
2.4.1. Single input link case
If the control horizon is finite and the system has single input links,
then we use the cost criterion
J = E{xTNFxN} (2.10)
+E{
N−1∑
k=0
xTkQxk + αku
T
kRuk + 2αku
T
kHxk},
with the horizon length N ∈ N, N > 1 and the weighting matri-
ces Q ∈ Rn×n, Q = QT ≥ 0, F ∈ Rn×n, F = FT ≥ 0, F 6= 0,
R ∈ Rp×p, R = RT > 0, H ∈ Rp×n and(
Q HT
H R
)
≥ 0.
The cost criterion takes only the input applied by the actuators into
account. Thus, applying the zero-input does not have an influence to
the costs.
In the reviewed literature, the cost criterion is defined without a
crossterm H , which is conserative. Altough, this term is not often
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used in discrete-time optimal control problems it is sometimes use-
ful. In particular, in the case of a so-called discretized optimal control
problem the cross term H is in general non-zero. Such a discretized
optimal control problem is charaterized by using a controller to min-
imize a continuous-time cost criterion of the form
Jcont = E{x(Ts ·N)TFcontx(Ts ·N)}
+E{
Ts·N∫
t=0
x(t)TQcontx(t) + (u
p(t))TRcontu
p(t)dt},
in combination with a continuous-time LTI plant. As shown in [13]
it is always possible to transform the problem into a discrete-time
optimal control problem as defined above. However, often the optimal
control setup is used only as a controller design tool, so using H = 0
is possible.
We also want to design optimal controller for infinite horizon prob-
lems. In contrast to a finite horizon, we use the expected cost per
step. So, we have
J = lim sup
N→∞
1
N
E{
N−1∑
i=0
xTi Qxi} (2.11)
+
1
N
E{
N−1∑
i=0
αi(u
T
i Rui + 2u
T
i Hxi)} (2.12)
Note that, J might be infinite.
We define two information sets
S0 = {x0, P0}
Uk = {Sk−1,yk}, k ≥ 1 (2.13)
Sk = {Uk, (γk, αkγk), }, k ≥ 1. (2.14)
Note that, (γi, αiγi) is used to include the acknowledgement and its
type (ACK/NAK) into these sets. The set Uk does not include the
acknowledgement in step k in contrast to Sk. It is possible to use
both sets to design an optimal control. However, the input data uk
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should not depend on its successful or unsuccessful transmission. So,
we consider the two types of control laws
uk+1 = fp(Sk) (2.15)
uk+1 = fc(Uk+1). (2.16)
In the thesis, fc and fp are designed such that they are linear and
minimize a given cost criterion. A controller using Sk is called current
controller and one using Uk+1 is a predictive controller.
Note that, using Uk+1 the input at step k depends on the output
at step k. So in principle, the output packet with the measurements
taken at tk are transmitted to the controller; then the controller sends
the input packet to the actuators, which has to arrive at tk. So, we
need instantaneous packet transmissons and computations or at least
negligible network and computational delays. Hence, using a control
law of form fc might cause problems, if there is a large unmodeled
delay. In contrast in the predictive control law fp, there is no depen-
dence of uk on yk. Hence, it is possible to use the intervall between
tk and tk+1 to first wait for the output packet and acknowledgements
packet of step k and then send the input packet for step k + 1.
2.4.2. Multiple input link case
The above cost criterions can easily be generalized to the case of
multiple input links. For a finite horizon we have
J = E{xTNFxN +
N−1∑
k=0
xTkQxk} (2.17)
+E{
N−1∑
k=0
ni∑
j=1
ni∑
l=1

jαklαkjuTk j,lRluk + 2 ni∑
j=1
jαk
juTkH
jxk

},
and
R =


1,1R . . . 1,niR
...
. . .
...
ni,1R . . . ni,niR


H =
(
1HT . . . niHT
)T
,
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where j,mR ∈ Rpj×pm , lH ∈ Rpl×n. Similar to the case of single
links we have the horizon length N ∈ N, N ≥ 1 and the weight-
ing matrices Q ∈ Rn×n, Q = QT ≥ 0, F ∈ Rn×n, F = FT ≥ 0,
F 6= 0, R ∈ Rp×p, R = RT > 0, H ∈ Rp×n and(
Q HT
H R
)
≥ 0.
Again, the cost criterion considers only the applied inputs. In con-
trast to [4, 5], there is a crossterm H . Furthermore, if the horizon is
infinite, then we consider the cost per step
J = lim sup
N→∞
1
N
E{
N−1∑
i=0
xTi Qxi} (2.18)
+
1
N
E{
ni∑
j=1
ni∑
l=1
jαk
lαk
juTi
j,lRlui + 2
ni∑
j=1
jαk
juTi
jHxi}.
The two information sets are
S0 = {x0, P0}
Uk = {Sk,yk}, k ≥ 1 (2.19)
Sk = {Uk, (jγk, jαkjγk), j = 1, . . . , ni}, k ≥ 1. (2.20)
Both sets are later used to design a controller. However, mixed con-
troller design is not considered i.e. we use either Sk or Uk.
In this chapter, we defined the optimal control problem. Before
we are going to solve it, we need to study the optimal estimation
problem i.e. Kalman filtering. Afterwards, we derive and analyze
optimal and suboptimal solutions to this problem.
Chapter 3
Optimal Estimation
In this chapter, we discuss optimal estimation, in detail, Kalman
filtering, for the considered class of systems. First, the case of single
input and single output links is treated, then the case of multiple
input and output links. The derived Kalman filters will be used as
state estimators in combination with the controller, see chapter 4.
3.1. Single input and single output links
We design a Kalman filter for the system (2.3), (2.4) in this part.
The information available to the Kalman filter using single input and
output links is characterized by two sets defined in a recursive way
S⋆−1 = {x0, P0}
U⋆k = {S⋆k−1,yk}
S⋆k =
{
{U⋆k , αk,uk} , if γk = 1
{U⋆k ,uk} , if γk = 0 .
The set S⋆k represents all information available to the controller prior
to the step k. In contrast, the set U⋆k includes all information available
at the step k - so yk is included. Note that, the two sets S⋆k , U⋆k include
uk in comparison to Sk (2.14) and Uk (2.13).
In general, there are two important estimates of xk at each step.
The predicted estimate is the optimal estimate xˆk|k−1 using all infor-
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mation available prior to the step k here defined by S⋆k−1. The filtered
estimate xˆk|k uses the larger set U⋆k , which includes - if available -
the measurement at k. So, we have
xˆk|k−1 = E{xk|S⋆k−1} (3.1)
xˆk|k = E{xk|U⋆k}. (3.2)
Furthermore, the estimation errors related to both types of estimates
are defined by
ek|k−1 = xk − xˆk|k−1 (3.3)
ek|k = xk − xˆk|k, (3.4)
and their expected covariance is
Pk|k−1 = E{ek|k−1eTk|k−1} (3.5)
Pk|k = E{ek|keTk|k}. (3.6)
It is possible to do Kalman filtering as a sequence of alternating steps
or so-called updates [7]. These are the prediction step and correction
step or the time update and measurement update.
3.1.1. Time update
For the derivation of the time update it is assumed that the estimate
xˆk|k and the error covariance Pk|k are already determined. In the
time update the Kalman filter incorporates the additional informa-
tion, which gets available after the measurement i.e. uk or αkuk and
propagates the state. The system state xk+1 is
xk+1 = Axk + αkBuk +wk.
Taking the expectation with respect to S⋆k yields the predicted esti-
mate
xˆk+1|k = E{Axk|S⋆k}+ E{αkBuk|S⋆k}+ E{wk|S⋆k}
= Axˆk|k + γkαkBuk + (1 − γk)ǫBuk,
with ǫ = E{αk|γk = 0}. The value of ǫ represents the probability
of a successful transmission of an input-data packet to the plant,
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if no acknowledgement is available. Note that, ǫ depends on the
probabilistics of the input links and the used aknowledgement scheme.
The values are derived in the appendix and given by (A.1), (A.2) or
(A.3). The estimation error is
ek+1|k = Aek|k + (1− γk)(αk − ǫ)Buk +wk.
Its covariance can be calculated as
Pk+1|k = E{ek+1|keTk+1|k|S⋆k}
= AE{ek|keTk|k|S⋆k}AT + E{wkwTk }
+E{(1− γk)2(αk − ǫ)2|γk = 0}E{BukuTkBT }
Pk+1|k = APk|kA
T + (1− γk)ǫ(1− ǫ)BukuTkBT +W ,
using E{wkuTk |S⋆k} = 0, E{ek|kuTk |S⋆k} = 0, E{ek|kwTk |S⋆k} = 0 and
E{(1− γk)2(αk − ǫ)2|γk = 0} = (1 − γk)ǫ(1 − ǫ).
We observe that the error covariance depends on the value of uk, if
there is no acknowledgement (γk = 0). Hence, unless α = 0, α = 1 or
θ = 1 the seperation principle does not hold. So, the behavior of an
closed loop controller cannot be divided into decoupled dynamics of
estimate and estimation error as in the usual LTI case or the so-called
TCP case.
3.1.2. Measurement update
In the measurement update the estimate xˆk+1|k, the error covariance
Pk+1|k and available measurements are used to calculate the filtered
estimate xˆk+1|k+1 and the error covariance Pk+1|k+1. In contrast to
the standard LTI case, there is not always a measurement available
here. Altough, it seems to be intuitive that a missing measurement
implies an identity as correction we will show this now.
We can adapt the measurement equation
yk+1 = Cxk+1 + vk+1,
in order to model the case of no measurement as a dummy measure-
ment in different ways. First, it is possible to change the measurement
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noise to
E{vk+1vTk+1} =
{
V , if βk+1 = 1
ρI, if βk+1 = 0,
and then take the limit ρ→∞. Second, if V > 0, then setting C = 0
if βk = 0 yields the same result. We note that, both have the same
effect: If there is no real measurement, then the dummy measurement
yk+1 is uncorrelated with {x0,u0, . . . ,uk,w0, . . . ,wk}. So, there is
no useful information available [7].
Now, we can use the standard Kalman filtering formulas, which
results in
xˆk+1|k+1 = xˆk+1|k + L˜k+1(yk+1 − Cxˆk+1|k)
L˜k+1 = Pk+1|kC
T (CPk+1|kC
T + βk+1V + (1 − βk+1)ρI)−1
Pk+1|k+1 = (I − L˜k+1C)Pk+1|k.
Taking the limit for ρ→∞ we have
xˆk+1|k+1 = xˆk+1|k + βk+1Lk+1(yk+1 − Cxˆk+1|k)
Lk+1 = Pk+1|kC
T (CPk+1|kC
T + V )−1
Pk+1|k+1 = (I − βk+1Lk+1C)Pk+1|k .
The estimation error is given by
ek+1|k+1 = (I − βk+1Lk+1C)ek+1|k − βk+1Lk+1vk+1.
In summary, if the measurements from the transducers are available,
then they can be used to improve the estimation as usually. However,
if the measurements are not available, then they cannot be used,
so the measurement update changes neither the estimate nor the
estimation error.
3.1.3. Kalman filter for the general case
The next theorem summarizes the obtained results and presents the
Kalman filter for the general case.
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Theorem 3.1.
Consider the system (2.3), (2.4) with single input and single output
links. The Kalman filter is given by the time update
xˆk+1|k = Axˆk|k + γkαkBuk + (1− γk)ǫBuk (3.7)
Pk+1|k = APk|kA
T + (1 − γk)ǫ(1 − ǫ)BukuTkBT +W , (3.8)
with ǫ as in (A.1), (A.2) or (A.3); the measurement update
xˆk+1|k+1 = xˆk+1|k + βk+1Lk+1(yk+1 − Cxˆk+1|k) (3.9)
Lk+1 = Pk+1|kC
T (CPk+1|kC
T + V )−1 (3.10)
Pk+1|k+1 = (I − βk+1Lk+1C)Pk+1|k; (3.11)
and the inital conditons
P0|−1 = P
0 (3.12)
xˆ0|−1 = x0. (3.13)
Proof
The theorem follows from the discussion above. ⋄
3.1.4. Kalman filter for the special case: V = 0 and C
invertible
Note that, C invertible and V = 0 represents the special case of no
measurement noise and measurement of all states. So, it is possible
to determine the state directly from the measurement
xk = C
−1ytk.
Now, we need to adapt the measurement update (3.9), (3.10), (3.11)
to the special case
xˆk+1|k+1 =
{
xˆk+1|k, if βk+1 = 0
xk+1, if βk+1 = 1
Lk+1 = C
−1
Pk+1|k+1 =
{
Pk+1|k, if βk+1 = 0
0, if βk+1 = 1
(3.14)
ek+1|k+1 = (1− βk+1)ek+1|k.
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In contrast to the general case, the filter gain Lk+1 does not depend
on the error covariance Pk+1|k. Hence, the equations (3.8) and (3.14)
do not need to be computed to determine the filter gain Lk+1. This
simplifies the implementation and decreases the computational effort.
Additionally, the predicted and filtered esitmators [7], which are both
a combination of the measurement and time update, have a simple
representation. The following theorem summarizes the optimal filter
algorithm, but the dynamic of the error covariance is avoided for the
sake of brevity.
Theorem 3.2.
Consider the single input and single output link system (2.3), (2.4)
with V = 0 and C invertible. The optimal estimate can be obtained
by a Kalman filter. The time update is
xˆk+1|k = Axˆk|k + γkαkBuk + (1− γk)ǫBuk, (3.15)
with ǫ as in (A.1), (A.2) or (A.3); the measurement update
xˆk+1|k+1 = βk+1xk+1 + (1− βk+1)xˆk+1|k; (3.16)
and the inital conditions (3.13). Moreover, the predicted estimator is
xˆk+1|k = βk+1Axˆk|k−1 + (1− βk+1)Axk (3.17)
+γkαkBuk + (1− γk)ǫBuk,
with the inital conditions (3.13). Finally, the filtered estimator is
xˆk+1|k+1 = βk+1xk+1 + (1 − βk+1)Axˆk|k (3.18)
+(1− βk+1)(γkαk + (1 − γk)ǫ)Buk,
and the initial conditions are
xˆ0|0 = (1− β0)x0 + β0x0. (3.19)
Proof
The theorem follows from above and some algebraic manipulation. ⋄
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3.2. Multiple input and multiple output links
Now, Kalman filtering for systems with multiple input and output
links is considered. If we have multiple input links, then the time
update needs to be adjusted. The measurement update need to be
changed if there are multiple output links. In general, the deriva-
tion of the Kalman filter is similar to the last part. Note that, the
information sets Sk, Uk are generalized to
S⋆−1 = {x0, P0}
U⋆k = S⋆k−1 ∩ {jyk; j = 1, . . . , no}
S⋆k = U⋆k ∩ uk ∩ {(jγk, jαkjγk); j = 1, . . . , no}.
As in the previous chapter (jγk,
jαk
jγk) is used to include the ac-
knowledgements and their type (ACK/NAK) into these sets. Again,
the sets S⋆k , U⋆k include uk in contrast to Sk (2.19) and Uk (2.19). The
definitions of the two estimates (3.2), (3.1), estimation errors (3.4),
(3.3) and their covariance (3.6), (3.5) are the same as in the case of
single links.
3.2.1. Time update
The system state xk+1 is
xk+1 = Axk +
ni∑
j=1
jαk
jBjuk +wk.
Taking the expectation with respect to S⋆k yields the predicted esti-
mate
xˆk+1|k = E{Axk|S⋆k}+ E{
ni∑
j=1
jαk
jBjuk|S⋆k}+ E{wk}
= Axˆk +
ni∑
j=1
(
jαk
jγk + (1− jγk)jǫk
)
jBjuk.
Note that, E{jαk|jγk = 0} = jǫk is in general not constant if the
input links dependent on each other, see example 4.2. The estimation
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error is given by
ek+1|k = Aek|k +
ni∑
j=1
(1 − jγk)(jαk − jǫk)Buk +wk.
Its covariance can be calculated as
Pk+1|k = E{ek+1|keTk+1|k|Sk}
= AE{ek|keTk|k|S⋆k}AT + E{wkwTk }
+
ni∑
j=1
ni∑
m=1
(1− jγk)(1− mγk)jBjukmuTk mBT
×E{(jαk − jǫk)(mαk − mǫk)|jγk = 0 ∧ mγk = 0}
= APk|kA
T +
ni∑
j=1
ni∑
m=1
(1− jγk)(1 − mγk)jBjukmuTk mBT
×E{(jαk − jǫk)(mαk − mǫk)|jγk = 0 ∧ mγk = 0}+W .
In addition, if the input links are independent, then this simplifies to
Pk+1|k = APk|kA
T +
ni∑
j=1
(1− jγk)jǫ(1− jǫ)jBjukjuTk jBT +W .
We observe that the error covariance depends on the value of juk if
there is no acknowledgement (jγk = 0). Thus, only if
jα = 0, jα = 1
or jθ = 1 for all j, then the seperation principle holds.
3.2.2. Measurement update
For the measurement update we need to first adapt the measurement
equations
jyk+1 =
jCjxk+1 +
jvk+1,
in a similar manner as in part 3.1. We change the measurement noise
to
E{jvk+1jvTk+1} =
{
j,jV , if βk+1 = 1
ρI, if βk+1 = 0,
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and for j 6= m
E{jvk+1mvTk+1} =
{
j,mV , if jβk+1 = 1 ∧ mβk+1 = 1
0, else .
Afterwards, we take the limit ρ → ∞. So, there is no correlation
between the available and lost measurements. Thus, it is possible to
use sequential processing [7] and seperate these measurements into
the avaible measurements and lost measurements.
We use y˜k to describe the available measurements in step k
y˜k = C˜kxk + v˜k,
and the lost measurements are
y˘k = C˘kxk + v˘k.
Note that, it is possible that y˜k or y˘k has dimension 0. If
dim(y˜k) = 0, then all measurement are lost in this step. Similarly,
all measurements are availabe, if dim(y˘k) = 0. So, the above mea-
surement matrices are
C˜k = stack(
jC, jβk = 1), j = 1, . . . , no (3.20)
C˘k = stack(
jC, jβk = 0), j = 1, . . . , no,
and the measurement noise is
v˜k = stack(
jvk,
jβk = 1), j = 1, . . . , no
v˘k = stack(
jvk,
jβk = 0), j = 1, . . . , no.
Furthermore, the covariance of the measurement noise is
V˜k = E{v˜kv˜Tk } (3.21)
= stack(stack(j,mV,mβk = 1)
T , jβk = 1), j,m = 1, . . . , no
V˘k = E{v˘kv˘Tk } = ρI.
Using sequential processing we first process y˘k. If dim(y˘k) 6= 0 we
have
x⋆k+1 = xˆk+1|k + L˘k+1(y˘k+1 − C˘kxˆk+1|k)
L˘k+1 = Pk+1|kC˘
T (C˘Pk+1|kC˘
T + ρI)−1
P ⋆k+1 = (I − L˘k+1C˘k+1)Pk+1|k,
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and if dim(y˘k) = 0
x⋆k+1 = xˆk+1|k
P ⋆k+1 = Pk+1|k.
Finally, we process y˜k. If dim(y˜k) 6= 0, then this results in
xˆk+1|k+1 = x
⋆
k+1 + L˜k+1(y˜k+1 − C˜kx⋆k+1)
L˜k+1 = P
⋆
k+1C˜
T (C˜P ⋆k+1C˜
T + V˜ )−1
Pk+1|k+1 = (I − L˜k+1C˜k+1)P ⋆k+1.
If dim(y˜k) = 0, then we simply have
xˆk+1|k+1 = x
⋆
k+1
Pk+1|k+1 = P
⋆
k+1.
Note that, the temporary variables P ⋆k+1 and x
⋆
k+1 vanish. In the
limit for ρ → ∞ the first processing step is an identity. Therefore,
as expected, the lost measurements do not have any influence on the
estimate and estimation error. So, we have if dim(y˜k+1) 6= 0
xˆk+1|k+1 = xˆk+1|k + L˜k+1(y˜k+1 − C˜kxˆk+1|k)
L˜k+1 = Pk+1|kC˜
T
k+1(C˜k+1Pk+1|kC˜
T
k+1 + V˜k+1)
−1
Pk+1|k+1 = (I − L˜k+1C˜k+1)Pk+1|k,
and if dim(y˜k+1) = 0
xˆk+1|k+1 = xˆk+1|k
Pk+1|k+1 = Pk+1|k.
The estimation error is given by
ek+1|k+1 =


ek+1|k, if dim(y˜k+1) = 0
(I − L˜k+1C˜k+1)ek+1|k
−L˜k+1v˜k+1
, if dim(y˜k+1) 6= 0.
In summary, the available measurements are used to improve the es-
timation. The lost measurements cannot be used at the measurement
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update, so they change neither the estimate nor the estimation error.
Note that, using
C˜k =
{
0, if ∀j : jβk = 0
stack(jC, jβk = 1), j = 1, . . . , no, else
(3.22)
V˜k =


1, if ∀j : jβk = 0
stack(stack(j,mV,mβk = 1)
T , jβk = 1),
j,m = 1, . . . , no
else
(3.23)
instead of (3.20) and (3.21) leads to the same result, but has a simpler
notation.
3.2.3. Kalman filter for the general case
We summarize the results for the general case in the next theorem.
Theorem 3.3.
Consider the system with multiple input and output links (2.8), (2.9).
The Kalman filter is given by the time update
xˆk+1|k = Axˆk +
ni∑
j=1
(jαk
jγk + (1 − jγk)jǫk)jBjuk
Pk+1|k = APk|kA
T +
ni∑
j=1
ni∑
m=1
(1− jγk)(1− mγk)jBjukmuTk mBT
×E{(jαk − jǫk)(mαk − mǫk)|jγk = 0 ∧ mγk = 0}+W ,
or in case of independent input links
Pk+1|k = APk|kA
T +
ni∑
j=1
(1− jγk)jǫ(1− jǫ)jBjukjuTk jBT +W ,
The measurement update is
xˆk+1|k+1 = xk+1|k + L˜k+1(y˜k+1 − C˜kxk+1|k)
L˜k+1 = Pk+1|kC˜
T
k+1(C˜k+1Pk+1|kC˜
T
k+1 + V˜k+1)
−1
Pk+1|k+1 = (I − L˜k+1C˜k+1)Pk+1|k,
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with V˜k+1, C˜k+1 as in (3.22), (3.23) and the inital conditons are as
in (3.12) and (3.13).
Proof
The theorem results directly from the derivations above. ⋄
3.2.4. Kalman filter for the special case: V = 0 and C
invertible
We can assume without loss of generality that the first output link
measures the first q1 states, the second link the next q2 states, if C is
invertible. In general, the ith link measures the states, which are the
1 +
∑i−1
j=1 qj , . . . ,
∑i
j=1 qj entries in x. This assumption is not con-
serative since we can order the states and use a state transformation
s.t. C = I. So, we have
iyk+1 =
{
diag(0
∑ i−1
j=1 qj×1, 1qi×1, 0q−
∑ i
j=1 qj×1)xk, if
iβk = 1
no measurements, else.
We define
[β]k = diag
(
1βk · 1q1×1, 2βk · 1q2×1, . . .
)
(3.24)
[I − ββ]⋆k =

 (1−
1βk) · 1q1×q1 . . .
(1− 1βk)(1 − 2βk) · 1q2×q1 . . .
...
. . .

 (3.25)
= ([I − ββ]⋆k)T .
The measurement update simplifies to
xˆk+1|k+1 = (I − [β]k)xˆk+1|k + [β]k xk+1
Pk+1|k+1 = [I − ββ]⋆k ⊗ Pk+1|k
ek+1|k+1 = (I − [β]k)ek+1|k,
where ⊗ denotes the entrywise or Hadamard product.
Similar to the single link case above, if V = 0 and C is invertible,
then the measurement update is quite simple. Moreover, it is again
not necessary to caculate the covariance matrixes Pk+1|k, Pk+1|k+1 to
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determine the Kalman filter. The next theorem presents the optimal
estimator for this special case.
Theorem 3.4.
Consider the multiple input and output link system (2.8), (2.9) and
assume V = 0 and C invertible. The optimal estimates can be ob-
tained by a Kalman filter and are given by the time update
xˆk+1|k = Axˆk +
ni∑
j=1
(jαk
jγk + (1− jγk)jǫk)jBjuk;
the measurement update
xˆk+1|k+1 = (I − [β]k)Axˆk|k + [β]k xk+1 (3.26)
+(I − [β]k)
ni∑
j=1
(jαk
jγk +
j(1− γk)jǫk)jBjuk)
with [β]k as in (3.24); and the inital conditions (3.13).
Furthermore, the predicted estimator is
xˆk+1|k = (I − [β]k)Axˆk|k−1 + [β]k xk+1 (3.27)
+
ni∑
j=1
(jαk
jγk +
j(1− γk)jǫk)jBjuk,
with the inital conditions (3.13). Moreover, the filtered estimator is
xˆk+1|k+1 = (I − [β]k)Axˆk|k + [β]k xk+1 (3.28)
+(I − [β]k)
ni∑
j=1
(jαk
jγk +
j(1− γk)jǫk)jBjuk),
and the initial conditions are
xˆ0|0 = (I − [β]k)x0 + [β]k x0. (3.29)
Proof
The theorem uses the derivations above and few simple algebraic ma-
nipulation. ⋄
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Let us assume that q > n and rank(C) = n i.e. more measure-
ments than states are available and every state has direct, unique
influence on the measurement.
Sometimes it is possible to rewrite the problem such that the new
problem has a square C. For example, two independent output links
with 1C = 2C = I and 1β = 2β = b can be rewritten as a single
output link with C = I and β =
√
b.
However, this is not always possible. Consider a system with three
mutually independent output links given by
1C =
(
1 0
)
2C =
(
0 1
)
3C =
(
1 1
)
b = 1β = 2β = 3β.
The first two outputs measure each one state directly and the third
measures the sum of both. So, this cannot be fit into the considered
system class.
In this chapter, Kalman filtering for systems contained in the frame-
work of this thesis was studied. In particular, we demonstrated that
the seperation principle only holds in the case of deterministic ac-
knowledgements or a deterministic input link. Also the Kalman filter
can only use the available measurements.
Chapter 4
Optimal Control and
Optimal Linear Control
In this chapter, the optimal control problems from chapter 2 are
analyzed. Note that, we only consider linear solutions to this prob-
lems, nonlinear solutions are beyond the scope of this thesis. For
some special cases it is possible to derive optimal control laws. Fur-
thermore, we also present suboptimal, linear control laws for infinite
horizon problems and a more general class of systems. These are the
so-called optimal linear control laws.
The chapter consists of three parts. The first two parts deal with
the optimal control in the single input and single output link case and
in the multiple links case. These two cases are presented seperately to
first illustrate the intuitive basic principles and then generalize them
to the larger case. Afterwards, optimal linear control is considered
for both cases. Finally, some examples illustrate the results.
4.1. Systems with single links
The optimal controller (uk) can either depend on the current mea-
surement yk or not. So, first a control law of the form fc (2.16) is
determined, which is a current controller. Second, using the form fp
(2.15) a predictive controller is derived.
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4.1.1. Current controller
The next theorem describes solutions to the optimal control problem
for a finite horizon N , single links and using the current controller.
Theorem 4.1.
Consider the system (2.3), (2.4), the cost criterion (2.10), the con-
troller type (2.16) and a finite horizon N . If N = 1 or C is invertible
and V = 0, then the optimal control law is linear and given by
uk = Gkxˆk|k
Gk = −(R+BT (Kk+1 + (1 − β)φMk+1)B)−1(BTKk+1A+H)
Mk = α(A
TKk+1B +H
T )(R +BT (Kk+1 + (1 − β)φMk+1)B)−1
×(BTKk+1A+H) + (1− β)ATMk+1A (4.1)
Kk = A
TKk+1A−Mk + (1 − β)ATMk+1A+Q (4.2)
KN = F
MN = 0,
with φ as in (A.5), (A.6) or (A.7) depending on the actual acknowl-
edgement model. Furthermore, the expected costs are
Jo = xˆT0|−1K0xˆ0|−1 +Tr((K0 +M0(1 − β))P0|−1) (4.3)
+
i=N∑
i=1
Tr((Ki + (1− β)Mi)W ).
Moreover, if neither C is invertible and V = 0 nor N = 1, then the
optimal control law is not linear.
For the sake of brevity the proof of this theorem is in the appendix
B.1. Moreover, the control law uses the filtered estimate, which is
obtained by a Kalman filter (3.18), (3.19).
Now, we consider an infinite horizon and the special case C invert-
ible and V = 0. There is a solution for an infinite horizon if iteration
(4.1), (4.2) with reversed direction of time converges to a stationary
solution [2, 3].
4.1 Systems with single links 45
We define F as the iteration (4.1), (4.2)(
Mk
Kk
)
= F
(
Mk+1
Kk+1
)
, k < N
Fm
(
Mk
KK
)
= Fm−1
(
F
(
Mk
Kk
))
,m > 0, k +m ≤ N .
So, the iteration with reversed direction of time is(
M˜k+1
K˜k+1
)
= F
(
M˜k
K˜k
)
, N > k ≥ 0 (4.4)
M˜0 ∈ Rn×n, K˜0 ∈ Rn×n.
The convergence to a stationary solution K˜∞, M˜∞ of (4.4) is charac-
terized by
lim
N→∞
FN
(
0
K˜0
)
=
(
M˜∞
K˜∞
)
,
where K˜0 > 0 is aribitrary. Because F is continuous we have
F
(
M˜∞
K˜∞
)
=
(
M˜∞
K˜∞
)
.
Note that, if this iteration converges, then the controller gain Gk
converges to a constant gain G∞. But it does not need to converge
in general.
In addition, the expected cost per step can be determined by (4.3)
J = lim sup
N→∞
1
N
E{
N−1∑
i=0
xTi Qxi + αiu
T
i Ru+ 2αiu
T
i Hxi}
= lim sup
N→∞
1
N
(xˆT0|−1K0xˆ0|−1 +Tr((K0 +M0(1− β))P0|−1))
lim sup
N→∞
1
N
(
i=N∑
i=1
Tr((Ki + (1− β)Mi)W ))
= Tr((K˜∞ + (1− β)M˜∞)W ).
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In chapter 5 the convergence behavior is discussed in detail. How-
ever, one general lemma is presented here.
Lemma 4.2.
Let (A,Q
1
2 ) be observable.
If the cost per step is finite, then the system state xk and the es-
timation errors ek|k and ek|k−1 of the Kalman filter are bounded in
the mean square sense i.e. there is an upper bound on E{xTk xk},
E{eT
k|kek|k} and E{eTk|k−1ek|k−1}.
If the cost per step is infinite and uk = Gkxˆk|k−1 or uk = Gkxˆk|k
is used, then the system state xk is not bounded in the mean square
sense i.e. there is no upper bound on E{xTk xk}.
Also this lemma is verified in the appendix, B.2.
Using this lemma, we know that in the infinite horizon case the
system state xk and the estimation error ek|k are bounded in the
mean square sense, if there is a stationary solution.
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4.1.2. Predictive controller
Now, we derrive a control law of the form fp i.e. a predictive con-
troller. For a finite horizon a linear solution to the optimal control
problem exists in some cases as presented by the next theorem.
Theorem 4.3.
Consider the system (2.3), (2.4), the cost criterion (2.10), a finite
horizon N and the controller type (2.15). If N = 1 or C is invertible
and V = 0, then the optimal control law is linear and given by
uk = Gkxˆk|k−1
Gk = −(R+BT (Kk+1 + φMk+1)B)−1(BTKk+1A+H)(4.5)
Mk = α(A
TKk+1B +H
T )(R +BT (Kk+1 + φMk+1)B)
−1
×(BTKk+1A+H) + (1− β)ATMk+1A (4.6)
Kk = A
TKk+1A−Mk + (1 − β)ATMk+1A+Q (4.7)
KN = F
MN = 0,
with φ as in (A.5), (A.6) or (A.7) depending on the used acknowl-
edgement model. Furthermore, the expected optimal costs are
Jo = = xˆT0|−1K0xˆ0|−1 +Tr((K0 +M0)P0|−1) (4.8)
+
N∑
i=1
Tr((Ki +Mi)W ).
In addition, if N = 2, then the solution is similar as above, except
that
K0 = A
TK1A+Q− α(ATK1B +HT )
×(R+BT (K1 + φM1)B)−1(BTK1A+H)
M0 = α(A
TK1B +H
T )(R +BT (K1 + φM1)B)
−1(BTK1A+H)
+(1− β)ATM1A+ βAT (I − L0C)TM1(I − L0C)A
L0 = P0|−1C
T (CP0|−1C
T + V )−1,
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and the expected costs are
Jo = xˆT0|−1K0xˆ0|−1 +Tr((K0 +M0)P0|−1)
+Tr((F +K1 +M1)W ) + β Tr(V L
T
0 M1L0).
Moreover, if neither C is invertible and V = 0 nor N ≤ 2, then the
optimal control law is nonlinear.
For the sake of readability the proof of this theorem is in the ap-
pendix at B.3.
Note that, the predictive controller uses the predicted estimate ob-
tained by the Kalman filter (3.17).
For systems with V = 0 and C invertible the infinite horizon prob-
lem can be treated similar to the previous part: The iteration (4.6),
(4.7) with reversed direction of time needs to converge to a stationary
solution M˜∞, K˜∞. Moreover, if it converges, then we have a constant
infinite horizon gain G∞ given by (4.5). The expected cost per step
can be derived using (4.8)
J = lim sup
N→∞
1
N
E{
N−1∑
i=0
xTi Qxi + αku
T
i Ru+ 2αku
T
i Hxi}
= Tr((K˜∞ + M˜∞)W ).
Furthermore, if the iteration converges, then Lemma 4.2. holds, so
the system state xk and the estimation error ek|k−1 are bounded in
the mean square. Finally, we refer to chapter 5, where a detailed
convergence analysis is done.
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4.2. Systems with multiple links
In this part, we analyze optimal control for systems with multiple
input and output links. Again, nonlinear control laws are beyond the
scope of this thesis. First, the optimal controller is designed such that
it uses the current measurement. Unfortunately, it is not possible to
derive a current controller, if there are multiple output links as also
shown in [4]. Second, the optimal control law using only the prior
measurements is derived. However, in this case it is possible to use
systems with multiple input and output links.
4.2.1. Current controller
We want to design an optimal controller of the form fc (2.16) for
systems with multiple input links and a single output link.
Theorem 4.4.
Consider the system (2.8), (2.9) with a single output link, the cost
criterion (2.17) and a finite horizon N . If N = 1 or C is invertible
and V = 0, then the optimal control law of the form (2.16) is linear
and given by
uk = Gkxˆk|k
Gk = −([αα]⊗ (R +BTKk+1B) (4.9)
+(1− β) [αφ] ⊗ (BTMk+1B))−1 × [α] (BTKk+1A+H))
Mk = (1− β)ATMk+1A (4.10)
+(HT +ATKk+1B) [α]
(
[αα]⊗ (R +BTKk+1B)
+(1− β) [αφ] ⊗ (BTMk+1B)
)−1
[α] (BTKk+1A+H)
Kk = A
TKk+1A+Q−Mk + (1− β)ATMk+1A (4.11)
MN = 0
KN = F ,
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where [α], [αα], [αφ] are defined in (B.3), (B.4) and (B.5), respec-
tively. Moreover, the optimal cost is given by
Jo = xˆT0|−1K0xˆ0|−1 +Tr((K0 +M0(1 − β))P0|−1 (4.12)
+
N∑
j=1
Tr((Kj + (1− β)Mj)W .
The proof of this theorem is in section B.4 of the appendix. The
optimal controller uses the filtered estimate, which is generated by
the Kalman filter (3.28) and (3.29). Note that, this theorem holds
also for single input links.
If the horizon is infinite, C invertible and V = 0, then the feasi-
bility of the optimal control problem depends on the convergence of
the iteration (4.10), (4.11) with reversed direction of time as in the
previous parts. Moreover, if this iteration converges to the stationary
solution K˜∞, M˜∞, then we have a constant infinite horizon gain G∞
given by (4.9) and the expected cost per step can be obtained using
(4.12) as
J = lim sup
N→∞
1
N
E{
N−1∑
i=0
xTi Qxi +
ni∑
j=1
ni∑
l=1
jαk
lαk
juTi
j,lRlu
+2
ni∑
j=1
jαku
T
i
jHxi}
= Tr((K˜∞ + (1 − β)M˜∞)W ).
Furthermore, if the iteration converges, then the system state xk and
the estimation error ek|k are bounded in the mean square, because
Lemma 4.2. holds.
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4.2.2. Predictive Controller
We will design a predictive, optimal controller for systems with mul-
tiple input and multiple output link now.
Theorem 4.5.
Consider the system (2.8), (2.9), cost criterion (2.17) and a finite
horizon. If N = 1 or C is invertible and V = 0, then the optimal
control law of the form (2.16) is linear and given by
uk = Gkxˆk|k−1
Gk = −([αα]⊗ (R +BTKk+1B) + [αφ] ⊗ (BTMk+1B))−1
× [α] (BTKk+1A+H)) (4.13)
Mk = [I − ββ] ⊗ (ATMk+1A) + (HT +ATKk+1B) [α] (4.14)
× ([αα] ⊗ (R+BTKk+1B) + [αφ]⊗ (BTMk+1B))−1
× [α] (BTKk+1A+H)
Kk = A
TKk+1A+Q−Mk + [I − ββ]⊗ (ATMk+1A) (4.15)
MN = 0
KN = F .
where [α], [αα], [αφ], [I − ββ] are given by (B.3), (B.4), (B.5) and
(B.8). Moreover, the optimal cost is
Jo = xˆT0|−1K0xˆ0|−1 +Tr((K0 +M0)P0|−1 (4.16)
+
N∑
i=1
Tr((Ki +Mi)W .
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Finally, if N = 2, then the linear optimal control law (2.16) is given
by M1,K1, G1 as above and
uk = Gkxˆk|k−1
G2 = −(HT +ATK1B) [α]
(
[αα]⊗ (R +BTK1B)
+ [αφ]⊗ (BTM1B)
)−1
[α] (BTK1A+H)
Jo = xˆT0|−1K0xˆ0|−1
+Tr((K0 +M0)P0|−1 +Tr((K1 +M1 + F )W + Y
M0 = Z + (H
T +ATKk+1B) [α]
(
[αα]⊗ (R +BTKk+1B)
+ [αφ]⊗ (BTMk+1B)
)−1
[α] (BTKk+1A+H)
K0 = A
TK1A+Q− (HT +ATK1B) [α]
(
[αα] ⊗ (R+BTK1B)
+ [αφ]⊗ (BTM1B)
)−1
[α] (BTK1A+H)
Y = E{v˜T0 L˜T0 M1L˜0v˜0}
Z = E{AT (I − L˜N−2C˜N−2)TM1(I − L˜N−2C˜N−2)A}.
The proof of this theorem is at B.5 in the appendix. In addition,
to the above equations the Kalman filter (3.27) is used to obtain the
optimal estimates. Similar to the last theorem this holds also for sin-
gle input or single output links. In contrast to the current controller,
it is however possible to use multiple output links and there is in
general a linear solution for N = 2.
If C invertible and V = 0, then we can treat the infinite horizon
case similar as in the previous parts. In particular, if the iterations
(4.14), (4.15) with reversed direction of time converge to a stationary
solution M˜∞, K˜∞, then the infinite horizon problem has a solution.
Moreover, the constant infinite horizon gain G∞ is given by (4.13).
In addition, the expected cost per step can be obtained using (4.16)
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as
J = lim sup
N→∞
1
N
E{
N−1∑
i=0
xTi Qxi +
ni∑
j=1
ni∑
l=1
jαk
lαk
juTi
j,lRlu
+2
ni∑
j=1
jαku
T
i
jHxi}
= Tr((K˜∞ + M˜∞)W ).
Finally, lemma 4.2. holds, so the system state xk and the estimation
error ek|k−1 are bounded in the mean square sense.
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4.3. Optimal linear control
In the last two parts, we derived optimal control laws, which can be
used for infinite horizon problems only if V = 0 and C invertible.
In this part, we derive optimal linear control laws for infinite hori-
zon problems without these restrictions. In particular, we consider
systems with single links (2.3), (2.4) and multiple links (2.8), (2.9)
the cost criterions (2.11) or (2.18) with H = 0 to design a predictive
controller such that this controller is linear and obtains the best pos-
sible performance. However, the controller is in general not optimal.
The controller is designed as an output feedback, but we do not use
Kalman filters anymore. In [19] such an optimal linear controller has
been designed for single input and single output links systems with-
out acknowledgement. The necessary background of optimal linear
control is discussed in [2, 3] and the references therein.
First, we consider the system with single input and single output
links given by
xk+1 = Axk + αkBuk +wk.
We design the controller as an output feedback. We have
uk = −Kxˆk, (4.17)
with the unknown controller gain K and the estimate xˆk. Further-
mire we consider an estimator of the form
xˆk+1 = Axˆk + E{αk}uk + βkL(yk − Cxˆk)
= Axˆk + (αkγk + (1− γk)ǫ)Buk (4.18)
+βkL(yk − Cxˆk),
with the yet unknown filter gain L and ǫ = E{αk|Sk} as in (A.5),
(A.6) or (A.7) depending on the acknowledgement model. The choice
of this linear estimator is suggested in [3]. In particular, there it is
also mentioned that a different estimator order, dynamic or input
matrix does not offer an advantage. However, in general this estima-
tor is not optimal. The next theorem presents a method to determine
the gain matices L,K such that the cost is minimal.
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Theorem 4.6.
Consider the system (2.3), (2.4) and the cost criterion (B.12). As-
sume (A,B) controllable and (A,C) observable. Let Q > 0,W > 0 or
(A,W
1
2 ) controllable, (A,Q
1
2 ) observable and V > 0, R > 0. If the
iteration
Pm+1 = F1(Pm, Pm,Km, Lm)
Pm+1 = F2(Pm, Pm,Km, Lm)
Λm+1 = F3(Λm,Λm,Km)
Λm+1 = F4(Λm,Λm,Km, Lm)
Lm = FL(Pm)
Km = FK(Λm,Λm)
P 0 = P 0 = Λ0 = Λ0 = 0
n×n,
with FL, Fk, F1, F2, F3, F4 as in (B.30), (B.31), (B.32), (B.33), (B.34)
and (B.35) converges as m → ∞, then an optimal controller of the
form (4.17), (4.18) exists. The gains are given by
L = lim
m→∞
Lm
K = lim
m→∞
Km.
Moreover, the expected cost per step can be obtained by (B.36). Addi-
tionally, E{
(
xk
xˆk
)(
xk
xˆk
)T
} is bounded. In addition, the estima-
tion error and estimate are asympotically independent.
Finally, if the iteration does not converge, then for any L,K the costs
per step are infinite and E{
(
xk
xˆk
)(
xk
xˆk
)T
} is unbounded.
This theorem is verified together with the next theorem in the ap-
pendix at B.6. Note that, the asymptotic independence of estimate
and estimation error means
lim
k→∞
E{(xˆk − xk)xˆTk } = 0,
which is true for the optimal filters for any k. Additionally, we can
use this theorem also if V = 0 and C invertible. In chapter 5 we
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provide some analytical convergence criterions for special cases and
discuss the relation to optimal control.
Now, let us consider a system with multiple input and output links
xk+1 = Axk +
ni∑
j=1
jαk
jBjuk +wk.
Similarl as before, we choose as plant input
juk = −jKxˆk, (4.19)
with the unknown controller gains jK, j = 1, . . . , ni and the estimate
xˆk. This estimate xˆk is obtained by the estimator
xˆk+1 = Axˆk +
ni∑
j=1
E{jαk|Sk}jBjuk
+
no∑
j=1
jL(jyk − jCxˆk), (4.20)
with jL, j = 1, . . . , no. Again, considering a different estimator order,
dynamic or input matrix is not necessary. Moreover, this estimator
is in general not an optimal estimator. Again, we want to choose
jL,mK such that the cost per step (2.18) with H = 0 is minimized.
A method to determine these optimal gains jL,mK is presented in
the next theorem. Note that, this theorem will be a generalization of
theorem 4.6.
Theorem 4.7.
Consider the system (2.8), (2.9) and the cost criterion (B.11). As-
sume (A,B) controllable and (A,C) observable. Let Q > 0,W > 0 or
(A,W
1
2 ) controllable, (A,Q
1
2 ) observable and V > 0, R > 0. If the
4.3 Optimal linear control 57
iteration
Pm+1 = F1(Pm, Pm,Km, Lm)
Pm+1 = F2(Pm, Pm,Km, Lm)
Λm+1 = F3(Λm,Λm,Km)
Λm+1 = F4(Λm,Λm,Km, Lm)
Lm = FL(Pm)
Km = FK(Λm,Λm)
P 0 = P 0 = Λ0 = Λ0 = 0
n×n,
with FL, FK , F1, F2, F3, F4 as in (B.21), (B.22), (B.26), (B.27), (B.28)
and (B.29) converges to a stationary solution as m → ∞, then an
optimal controller of the form (4.19), (4.20) exists and the stationary
solution is unique. The filter and controller gains are
L = lim
m→∞
Lm
L =
(
1L 2L . . .
)
K = lim
m→∞
Km
K =
(
1KT 2KT . . .
)T
.
Moreover, the expected cost per step can be obtained by (B.36). In
addition, E{
(
xk
xˆk
)(
xk
xˆk
)T
} is bounded. Additionally, the esti-
mation error and estimate are asympotically uncorrelated.
Finally, if the iteration does not converge, then for any L,K the costs
per step are infinite and E{
(
xk
xˆk
)(
xk
xˆk
)T
} is unbounded.
The proof of this theorem is in the appendix B.6. Note that, this
theorem can also be applied to systems with single input and single
output links or if V = 0 and C invertible.
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4.4. Examples
In this part, we use three examples to illustrate the theorems derived
in this chapter.
The first example is a scalar system with single input and output
links. We analyze the performance of the two different controller
types and the three acknowledgement models with respect to differ-
ent horizons and link loss rates. Furthermore, we demonstrate the
influence of the cross term H in the cost criterion. Finally, we use the
optimal linear controller to illustrate its performance in the presence
of measurement noise.
A plant with two states is used in the second example to consider
different types of connection between the plant and controller. In
detail, we use one or two input data and acknowledgement links and
one or two output links to show the applicability of the different
control laws. Furthermore, we also illustrate the difference between
independent and non-independent links.
Finally, the last example features an inverted pendulum. First,
we assume perfect measurement of all states. Second, we use two
measurements in order to demonstrate the optimal linear control with
noninvertible C and additionally consider measurement noise.
We use MATLAB for the calculations andMonte Carlo simulations.
4.4.1. Example 4.1.: Scalar system
In this example, we use a simple scalar system to demonstrate the ba-
sic principles. We use A = 1.1, P0|−1 = 0, x0 = 0 and
B = C =W = Q = R = F = 1.
First, we analyse the performance of the optimal control for per-
fect measurements (V = 0), different horizons, the current controller
(theorem 4.1.) and the predictive controller (theorem 4.3.) and the
three acknowledgement models. In particular, we use three finite hori-
zons and the infinite horizon. Additionally, we assume H = 0 and
α = β = θ = 0.8 i.e. 80% of all packets are successfully transmitted.
In figure 4.1, a sample path for the infinite horizon and one for
a horizon of N = 100 using the acknowledgement model I and the
predictive controller are shown.
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Figure 4.1.: Two typical sample paths
Controller type
Current controller
Theorem 4.1.
Predictive controller
Theorem 4.3.
Acknowledgement
model
I II III I II III
N = 10
E{J} 20.44 20.54 20.45 30.80 31.22 30.84
JMC 20.44 20.53 20.46 30.76 31.21 30.85
N = 100
E{J} 253.9 255.8 254.1 408.1 419.2 409.3
JMC 253.9 255.6 254.1 408.0 418.9 409.6
N = 1000
E{J} 2588 2608 2590 4181 4300 4194
JMC 2586 2607 2588 4180 4304 4196
N = ∞
E{J} 2.594 2.613 2.596 4.192 4.311 4.205
JMC 2.595 2.611 2.596 4.193 4.312 4.201
Table 4.1.: Optimal control - Different horizons
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Controller type
Current controller
Theorem 4.1.
Predictive controller
Theorem 4.3.
Acknowledgement
model
I II III I II III
H = 0
E{J} 2.594 2.613 2.596 4.192 4.311 4.205
JMC 2.595 2.611 2.596 4.193 4.312 4.201
-G∞ 0.753 0.749 0.753 0.744 0.724 0.741
H = 0.1
E{J} 2.401 2.420 2.403 3.959 4.077 3.971
JMC 2.399 2.421 2.401 3.957 4.078 3.973
-G∞ 0.766 0.761 0.765 0.755 0.734 0.753
H = −0.1
E{J} 2.786 2.806 2.788 4.425 4.545 4.438
JMC 2.787 2.806 2.789 4.426 4.547 4.437
-G∞ 0.742 0.738 0.742 0.733 0.714 0.731
H = 0.8
E{J} 0.996 1.017 0.998 2.261 2.383 2.274
JMC 0.995 1.016 0.998 2.261 2.381 2.274
-G∞ 0.916 0.907 0.915 0.896 0.856 0.891
H = −0.8
E{J} 4.108 4.129 4.110 6.029 6.157 6.043
JMC 4.110 4.133 4.113 6.030 6.154 6.038
-G∞ 0.688 0.685 0.688 0.681 0.667 0.679
Table 4.2.: Optimal control - Influence of crossterm H , Infinite
horizon
Table 4.1 shows the expected cost E{J} derived from the theorems
and the cost obtained by the Monte Carlo simulations JMC . Note
that, the table presents the expected total cost for finite horizons and
the expected cost per step for the infinite horizon.
In this example, we used a simulation length of NMC = 10
6 in the
infinite horizon case andNMC = N otherwise. Furthermore, for every
simulation case we did 2 · 107(NMC)−1 simulations and averaged the
results.
Note that, the costs obtained by the simulation and those com-
puted by the control law match. Furthermore, the performance of
the current controller seems to be significant better than the predic-
tive controller in this example. Moreover, here the acknowledgement
model I yields the best performance, followed by acknowledgement
model III and acknowledgement model II has the worst performance.
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Controller type
Current controller
Theorem 4.1.
Predictive controller
Theorem 4.3.
Acknowledgement
model
I II III I II III
α = 0.8 E{J} 2.594 2.613 2.596 4.192 4.311 4.205
β = 0.8 JMC 2.595 2.611 2.596 4.193 4.312 4.201
θ = 0.8 -G∞ 0.753 0.749 0.753 0.744 0.724 0.741
α = 0.4 E{J} 5.766 5.809 5.850 8.421 8.687 8.946
β = 0.8 JMC 5.774 5.806 5.845 8.400 8.677 8.9423
θ = 0.8 -G∞ 0.913 0.910 0.907 0.886 0.871 0.858
α = 0.8 E{J} 5.525 5.749 5.549 7.788 8.236 7.836
β = 0.4 JMC 5.526 5.763 5.558 7.789 8.210 7.824
θ = 0.8 -G∞ 0.736 0.705 0.732 0.724 0.676 0.718
α = 0.8 E{J} 2.616 2.632 2.619 4.326 4.420 4.344
β = 0.8 JMC 2.613 2.632 2.619 4.325 4.420 4.343
θ = 0.4 -G∞ 0.749 0.745 0.748 0.721 0.7067 0.718
α = 0.4 E{J} 13.06 13.79 14.29 20.09 21.88 23.15
β = 0.4 JMC 12.96 13.75 14.27 20.04 22.08 23.20
θ = 0.4 -G∞ 0.783 0.763 0.752 0.722 0.698 0.683
Table 4.3.: Optimal control - Different network parameters, Infinite
horizon
Controller type
Predictive controller
Theorem 4.6.
Acknowledgement
model
I II III
V = 0
E{J}/JMC 4.192/4.194 4.312/4.308 4.205/ 4.204
K∞/L∞ 0.744/1.100 0.724/1.100 0.741/1.100
V = 0.1
E{J}/JMC 4.369/4.367 4.491/4.491 4.382/4.380
K∞/L∞ 0.744/1.031 0.723/1.034 0.741/1.031
V = 1
E{J}/JMC 5.495/5.497 5.650/5.647 5.512/5.505
K∞/L∞ 0.742/0.762 0.720/0.772 0.740/0.764
V = 10
E{J}/JMC 11.51/11.51 11.91/11.91 11.55/11.58
K∞/L∞ 0.734/0.428 0.699/0.438 0.729/0.429
Table 4.4.: Optimal linear control - Influence of measurement noise
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Figure 4.2.: Optimal linear control; Influence of measurement noise
Table 4.2 illustrates the influence of the crossterm H . We observe
that a large, positive H results in a lower cost and larger controller
gain G∞ compared to H = 0. In contrast, a negative H leads to
higher cost and smaller controller gain. As before, the performance of
the predictive controller is worse than the perfomance of the current
controller.
The impact of the network loss on the performance is illustrated
in table 4.3. We recognize that in this example an increased loss rate
of the input-data or output link leads to a significant higher cost.
In contrast, an input-acknowledgement link with increased loss does
not change the performance much here. However, if all three links
have a high loss rate, then the performance is reduced a lot. Finally,
note that the acknowledgement model II has a better performance as
model III, if α = 0.4.
Next, we consider optimal linear control. Figure 4.2 demonstrates
the dependence of cost J , the filter gain L∞ and the controller gain
K∞ on the measurement noise V using acknowledgement model I. We
notice that the cost and the filter gain are heavily influenced by the
measurement noise. In contrast, the controller gain is rather static.
Table 4.4 shows the cost for different measurement noise levels and
the three acknowledgement models. Note that, the expected perfor-
mance and the controller gain of the optimal linear controller and the
4.4 Examples 63
optimal controller (table 4.2) are similar, if V = 0. In addition, this
holds also for the filter gain L = AC−1. Furthermore, the filter gain
decreases significantly, whereas the controller gain gets only slightly
smaller in this example. Again, using acknowledgementmodel I yields
the best results and model III has the worst performance.
In summary, in this example we illustrated the applicability of the
results and the influence of the different parameters. In addition, we
used simulations to demonstrate the control laws and in particular
the expected and simulated, averaged cost match.
4.4.2. Example 4.2.: System with multiple input and
output links
This example is used to illustrate the different control laws for sin-
gle or multiple input links and single or multiple output links. In
addition, we also demonstrate the effect of non-independent input or
output links. Note that, we only consider the infinite horizon case.
In this example, we use
A =
(
1.1 0.3
0 −0.9
)
,
and R = Q =W = I, H = 0.
We analyze the optimal control laws using four link configurations:
Case 1: Single input and single output links
Case 2: Double input and single output links
Case 3: Single input and double output links
Case 4: Double input and double output links (figure 4.3).
Furthermore, the input and output links are described by
α = 1α = 2α = 0.6
β = 1β = 2β = 0.6
θ = 1θ = 2θ = 0.6
B =
(
1 0
0 1
)
=
(
1B 2B
)
C =
(
1 0
0 1
)
=
(
1C
2C
)
,
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controller plant
1uk
2uk
1yk
2yk
1αk
2αk
1βk
2βk
1θk
2θk
Figure 4.3.: System with multiple independent links
where 1B, 2B are the input matrices of the double input links and
1C, 2C the two output matrices of the double output links. In con-
trast, using single input links we have the input matrix B and using
the single ouput link we have the output matrix C.
Note that, we derived for systems with multiple output links only
a predictive optimal control law. However, for the current controller
we can use the measurements if and only if all are availabe, i.e. both
output links transmit successfully. In summary, the two output links
are treated as one link with β = 0.62 = 0.36. Unfortunately, using
this suboptimal method if one measurement packet is lost, then we
need to discard the other one.
Table 4.5 shows the cost derived by the control law and obtained
by Monte Carlo simulations. Again, we have done twenty simulations
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Controller type
Current controller
Theorem 4.1., 4.4.
Predictive controller
Theorem 4.3., 4.5.
Acknowledgement
model
I II III I II III
Case 1
E{J} 6.928 7.054 6.999 9.872 10.24 10.08
JMC 6.923 7.050 6.995 9.872 10.24 10.08
Case 2
E{J} 6.911 7.035 6.981 9.821 10.18 10.02
JMC 6.908 7.034 6.986 9.821 10.18 10.02
Case 3
E{J} 11.68 12.29 12.03 9.912 10.29 10.12
JMC 11.70 12.26 12.01 9.911 10.28 10.12
Case 4
E{J} 11.62 12.20 11.95 9.868 10.22 10.07
JMC 11.62 12.21 11.94 9.869 10.24 10.07
Table 4.5.: Optimal control - Single/Multiple input and output links
with a length of 106.
We see that the optimal controller performs a little better in the
case of multiple input links in this example. As expected, the per-
formance of the current controller decreases significantly if there are
multiple output links, in comparisson to a single input link, because
we need to discard packets. In contrast, the predictive controller has
only slightly worse perfomance using double output links instead of
a single link. In case 3 and case 4 the performance of the predictive
controller is better than the current controller. Finally, the acknowl-
edgement model I yields in all cases the best performance, followed
by model II.
Next, we use optimal linear control and the same link configura-
tions. The results in table 4.6 illustrates the increased cost due to
measurement noise in the four cases. The differences in the per-
formance due the acknowledgement models and link setups remain
similar.
Now, we consider systems with multiple non-independent links, as
illustrated in figure 4.4. Note that, in this figure the links depend on
each other, because they share a similar connection. However, other
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Figure 4.4.: System with multiple non-independent links
effects might cause such statistical dependence e.g. if the input-data
is broadcasted in one packet to different receivers. We have
1αk =
0ak
1ak
2αk =
0ak
2ak
1βk =
0bk
1bk
2βk =
0bk
2bk
1θk =
0ck
1ck
2θk =
0ck
2ck,
where {0ak}, {1ak}, {2ak}, {0bk}, {1bk}, {2bk} and {0ck}, {1ck}, {2ck}
are mutually independent i.i.d. Bernoulli processes. Furthermore, we
only use acknowledgement model I. In addition, we use
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E{jak = 1} = ja =
√
0.6 = 0.775, j = 1, 2 and similarly
E{jbk = 1} = jb =
√
0.6, E{jck = 1} = jc =
√
0.6, j = 1, 2.
So, we have
jα = 0aja, j = 1, 2
1ǫk =


0a1a(1−2a)
1−0a2a , if
2αk = 0 ∧ 2γk = 1
1a, if 2αk = 1 ∧ 2γk = 1
0a1a, if 2γk = 0
2ǫk =


0a2a(1−1a)
1−0a1a , if
1αk = 0 ∧ 1γk = 1
2a, if 1αk = 1 ∧ 1γk = 1
0a2a, if 1γk = 0
[αα] =
(
0a1a 0a1a2a
0a1a2a 0a2a
)
[αφ] =
(
χ ξ
ξ τ
)
χ = (1− 0c+ 0c(1− 1c)(1 − 2c))0a1a(1− 0a1a)
+0c(1 − 1c)2c0a1a2a(1− 1a)
+
0c(1 − 1c)2c0a1a(1 − 2a)(1− 0a1a− 0a2a+ 0a1a2a)
1− 0a2a
ξ = (1− 0c+ 0c(1− 1c)(1 − 2c))0a1a2a(1− 0a)
τ = (1− 0c+ 0c(1− 1c)(1 − 2c))0a2a(1− 0a2a)
+0c(1 − 2c)1c0a2a1a(1− 2a)
+
0c(1 − 2c)1c0a(1 − 1a)2a(1− 0a2a− 0a1a+ 0a1a2a)
1− 0a1a
jθ = 0cjc, j = 1, 2
jβ = 0bjb, j = 1, 2
[1− ββ] =
(
1− 0b1b 1− 0b(1b+ 2b− 1b2b)
1− 0b(1b+ 2b− 1b2b) 1− 0b2b
)
,
Note that, 1α, 2α and 1β, 2β have the same value as in the case of
independent links, which makes it possible to compare the results.
Moreover, 1ǫk,
2ǫk are not constant. As above, we can still use a cur-
rent controller in the case of two output links by using only complete
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measurement. So, the two links are treated as a single output link
with β =
√
0.6
3
= 0.465. Note that, this value is higher compared to
the case of independent output links.
In table 4.7, the results of the different link setups are shown. We
recognize that the performance is in general better as in the case of
independent links (table 4.5). In particular, the current controller has
in the suboptimal case of multiple output links a better perfomance.
In this example, we applied the control laws to different link setups
and compared the performance. Furthermore, we did simulations to
check the results.
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Predictive
Controller
Optimal
V = 0
Suboptimal
V = 1
Acknowledgement
model
I II III I II III
Case 1
E{J} 9.872 10.24 10.08 12.08 12.54 12.34
JMC 9.872 10.24 10.08 12.09 12.54 12.34
Case 2
E{J} 9.821 10.18 10.02 12.04 12.47 12.28
JMC 9.821 10.18 10.02 12.05 12.47 12.27
Case 3
E{J} 9.912 10.29 10.12 12.11 12.57 12.37
JMC 9.911 10.28 10.12 12.11 12.55 12.36
Case 4
E{J} 9.868 10.22 10.07 12.06 12.50 12.30
JMC 9.869 10.24 10.07 12.05 12.50 12.31
Table 4.6.: Optimal linear control - Single / Multiple links
Controller type:
Current controller
Theorem 4.1.
Predictive controller
Theorem 4.3.
Case 1
E{J} 6.928 9.872
JMC 6.923 9.872
Case 2
E{J} 6.910 9.819
JMC 6.910 9.808
Case 3
E{J} 8.654 9.892
JMC 8.660 9.900
Case 4
E{J} 8.619 9.839
JMC 8.608 9.832
Table 4.7.: Optimal control - Non-independent links
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4.4.3. Example 4.3.: Inverted pendulum
The infinite horizon optimal and optimal linear control of an inverted
pendulum is considered in this example. We use the linearized, con-
tinuous time model from [13]
x(t) =
(
ψ(t) ψ˙(t) z(t) z˙(t)
)T
x˙(t) = Acx(t) +Bcu
a(t) +w(t)
Ac =


0 1 0 0
M+m
Ml
g 0 0 0
0 0 0 1
−m
M
g 0 0 0


Bc =
(
0 − 1
Ml
0 1
M
)T
,
where z is the position of the cart and ψ the angle of the pendulum.
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Figure 4.5.: Inverted pendulum
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In addition, we use the parameters
g = 9.80665
m = 0.2
M = 4
l = 1
Ts = 0.05,
which are all in metric units and g denotes Earth’s gravity, m is the
point mass at the end of the massless rod, M the mass of the cart, l
the length of the rod and Ts the sampling time.
We discretize the plant using a zero-order hold and obtain
xk+1 = Axk + αkBuk +wk
A =


1.013 0.05 0 0
0.517 1.013 0 0
−0.001 0 1 0.05
−0.025 −0.001 0 1


B =
(
0 −0.013 0 0.013 )T .
In this example, we consider two different output matrices. First, we
assume that we measure every state i.e. C = I. Second, we have only
measurements of the angle and position, which results in the matrix
C⋆ =
(
1 0 0 0
0 0 1 0
)
.
In addition, we are going to analyze the performance with and with-
out measurement noise V = 0, V = 1. Moreover, the weighting ma-
trices are
Q =


0.1 0 0 0
0 0.01 0 0
0 0 0.1 0
0 0 0 0.01


R = 0.01,
and H = 0. Finally, we choose the remaining parameters as W = I,
x0 = 0, P0|−1 = 0 and α = β = θ = 0.75.
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Controller type
Current controller
Theorem 4.1.
Predictive controller
Theorem 4.3., 4.6.
Acknowledgement
model
I II III I II III
C = I,
V = 0
E{J} 857.2 864.4 858.5 1198 1241 1206
JMC 857.4 863.8 858.9 1199 1240 1208
C = I,
V = I
E{J} - - - 1511 1565 1521
JMC - - - 1515 1566 1521
C = C⋆,
V = 0
E{J} - - - 2656 3129 2743
JMC - - - 2659 3129 2740
C = C⋆,
V = I
E{J} - - - 3646 4393 3780
JMC - - - 3646 4380 3783
Table 4.8.: Optimal (Linear) Control - Different measurements
As in the previous examples, we did Monte Carlo simulations to
check the results obtained by the theorems. Again, the length of each
of the twenty simulations was NMC = 10
6. The results are shown
in table 4.8. Obviously we observe that measurement noise decreases
the performance. Furthermore, if not all states are measured, then
the cost is larger. Finally, the influence of the used acknowledge-
ment model is similar to the above examples and the optimal current
controller performes better than the optimal predictive controller.
In this example, we considered a more realistic system. In particu-
lar, this system has a non-squareB. Moreover, we designed controller
for an invertible and a non-invertible C.
The three examples illustrated the results of this chapter. In partic-
ular, we showed the applicability and performance of the optimal and
optimal linear control laws to single and multiple link system, noisy
measurements, finite horizon problems and infinite horizon problems.
In order to check the existence of an optimal or an optimal linear infi-
nite horizon controller for a specific problem we analyzed numerically
the convergence of the iterations.
Chapter 5
Stability Criterions
In this chapter, we derive analytical criterions to determine if stabiliz-
ing, infinite horizon optimal or optimal linear controller exist. Note,
using the results of chapter 4 we can numerically check the stability
for a specific set of parameters.
First, we obtain necessary criterions for the existence of optimal
controller for single input and output links systems. Moreover, we
show that these criterions are in some cases also sufficient. After-
wards, we obtain conditions for the existence of optimal linear con-
troller. Especially, we verify that the existence of such a controller is
independent of the actual weighting matrices and noise covariances.
In addition, we show that the criterions derived for optimal control
can also be used for optimal linear control if certain conditions hold.
At the end of this chapter, we illustrate the results by an example.
5.1. Optimal Control
We adapt the results of [15] to our case in order to obtain analytical
conditions for the stability of infinite horizon controller in the single
links case. In the next theorem, we present a criterion for the exis-
tence of the current, optimal controller for single link systems.
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Theorem 5.1.
Assume (A,Q
1
2 ) observable, R > 0 and λmax is the largest magnitude
of any eigenvalues of A.
A necessary condition for the existence of a stable optimal, current
controller is
(A,B) stabilizable
1− (1 − β)λ2max > 0 (5.1)
λ2max

1− α
1− (1− β)φ+ φ(1−β)βλ2max
1−(1−β)λ2max

 < 1, (5.2)
where φ is given in the appendix by (A.5), (A.6) and (A.7) respec-
tively depending on the used acknowledgement model.
Furthermore, if B is invertible, then the conditions (5.1) and (5.2)
are necessary and sufficient.
The proof is rather long and requires some auxillary lemmas. So,
it is located in the appendix C.2.
Note that, the conditions are always satisfied if A has only eigen-
values in the unit circle i.e. a stable plant. Moreover, the actual
values of Q, R, H and W have no influence on the existence of a
stabilizing controller.
A similar criterion for optimal, predictive controllers and single
link systems is determined in the next theorem.
Theorem 5.2.
Assume (A,Q
1
2 ) observable, R > 0 and λmax is the largest magnitude
of any eigenvalues of A. A necessary condition for the existence of a
stable optimal, predictive controller is
(A,B) stabilizable
1− (1− β)λ2max > 0 (5.3)
λ2max

1− α
1− φ+ φβλ2max
1−(1−β)λ2max

 < 1, (5.4)
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where φ as in (A.5), (A.6) or (A.7) depending on the acknowledge-
ment model.
Furthermore, if B is invertible, then this condition is necessary and
sufficient.
This proof requires the same auxillary lemmas and derivation as the
proof of theorem 5.1. Hence, it is also in the appendix C.2.
Again, if the plant is stable i.e. A has only eigenvalues in the unit
circle, then the above conditions hold. Moreover, the criterion does
not depend on the values of Q, R, H and W .
The next theorem deals with the influence of the of Q, R, W and
H on the existence of a stabilizing predictive controller.
Theorem 5.3.
Consider an aribitrary single links or multiple links system with C
invertible, V = 0, H = 0. Assume there exists an optimal, predictive
controller for this system for specific Q > 0, W > 0, R ≥ 0, then
there exists an optimal, predictive controller for this system for aribi-
trary Q > 0, W > 0, R ≥ 0.
Proof
The proof follows directly from theorem 3 and 4 in [3] and the therein
used definition of mean square compensatability. ⋄
We have already mentioned above that in the single links case the
existence of a stabilizing controller is independent on the actual val-
ues of Q, H , R > 0, W if (A,Q
1
2 ). In contrast, this theorem can also
be used for multiple link systems or if R ≥ 0, but only for predictive
controllers and if H = 0, Q > 0 and W > 0.
5.2. Optimal Linear Control
In this part, we use results of [3] to determine some analytical con-
ditions for the existence of optimal linear controller. In the next
theorem, we show that the actual weighting and noise covariance is
not cruical for the existence of such a controller and that the exis-
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tence of the optimal and of the optimal linear controller are often
related.
Theorem 5.4.
Consider an arbitrary single link or multiple link system.
If there exists an optimal linear controller for this system for one set
of Q,W, V,R such that Q > 0, W > 0, R ≥ 0, V ≥ 0 or R > 0,
V > 0 and (A,Q
1
2 ) observable, (A,W
1
2 ) controllable, then the con-
troller exists for any such set of Q,W, V,R.
Moreover, if C is invertible, then the following statement is true.
There exists an optimal linear controller for this system with
aribitrary Q,W, V,R such that Q > 0, W > 0, R ≥ 0, V ≥ 0 or
R > 0, V > 0 and (A,Q
1
2 ) observable (A,W
1
2 ) controllable, if and
only if, there exists an optimal, predictive controller for this system
for aribitrary Q > 0, W > 0, R ≥ 0 and V = 0, H = 0.
Proof
This theorem is a consequence of theorem 3 and 4 in [3] and the fact
that C is invertible. ⋄
So, the existence of the optimal and optimal linear controller are
sometimes related. Note that, theorem 5.3. is a special case of
this theorem. Finally, a corollary can be obtained, which presents
a method to determine that the optimal linear controller exists for
the single link case.
Corollary 5.5.
Consider a system with single input links and a single output link, C
invertible and Q,W, V,R such that Q > 0, W > 0, R ≥ 0, V ≥ 0
or R > 0, V > 0 and (A,Q
1
2 ) observable, (A,W
1
2 ) controllable. Let
λmax be the largest magnitude of any eigenvalues of A.
A necessary condition for the existence of the optimal linear con-
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troller is
(A,B) stabilizeable
1− (1− β)λ2max > 0
λ2max

1− α
1− φ+ φβλ2max
1−(1−β)λ2max

 < 1,
where φ as in (A.5),(A.6) or (A.7) depending on the acknowledge-
ment model.
If B is invertible, then these conditions are also sufficient.
Proof
As shown in Theorem 5.3. the existence of the optimal linear con-
troller is related to the optimal, predictive controller with H = 0 and
Q = W = I, R = I. Finally, we apply Theorem 5.2 to obtain the
results. ⋄
Again, if A has only eigenvalues in the unit circle, then the crite-
rion holds. Moreover, the actual values of Q, R and W have no
influence if the appropriate conditions are satisfied.
5.3. Example
We illustrate theorem 5.1., theorem 5.2. and corollary 5.5. in this
example. We have three network paramters; α, β and θ. If we fix
θ, then the criterions of the two theorems and the corollary describe
areas in the α − β plane. If B is not invertible, then these areas
describe where controller can exist. In contrast, if B is invertible,
then the areas show explicitly where controller exist. The boundary
of these areas is determined in the appendix C.3.
In figure 5.1 we illustrated the boundary of the area described by
the criterions (5.1), (5.2) of theorem 5.1. and corollary 5.5. for all
three acknowledgement models and λmax = 1.4. Note that, the areas
described by the condition are above the boundaries. In the upper left
plot θ = 0.75 is used. The dash dot line denotes the boundary using
acknowlegement model I, the dashed line is the boundary of model
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Figure 5.1.: Criterion of Theorem 5.1.; Boundaries of Stability Areas
II and the solid line is the boundary using model III. Note that, we
get the largest area using acknowledgement model I. The other three
plots show the boundary for each acknowledgement model and using
θ = 0, 0.25, 0.5, 0.75, 0.9, 0.97, 1.We observe that the size of the areas
increase as θ increases.
Similarly, we also illustrate the boundary of criterion of theorem
5.2 in figure 5.2. We use again λmax = 1.4 and consider all three
acknowlegements. Similar as above, in the upper left plot we use
θ = 0.75 and the three lines denote the boundary using the different
acknowledgements models. As before, we consider each acknowledge-
ment model and the same values of θ in the remaining plots. Also
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Figure 5.2.: Criterion of Theorem 5.2.; Boundaries of Stability Areas
here, the areas increase as θ increase. However, the curves do not
intersect at the same point for β = 1.
Finally, we use λmax = 1.2 and θ = 0.8 to plot both criterions of
theorem 5.1. and theorem 5.2 next to each other in figure 5.3 using
the same line styles as before. Note that, in both cases at α = 0.5
the dashed and solid line cross.
In this chapter, we considered the existence of stable infinite hori-
zon optimal and optimal linear controllers. We derived stability crite-
rions for single link systems, which are in general necessary and, un-
der certain conditions, additionally sufficient. These criterions were
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Figure 5.3.: Criterion of Theorem 5.1. and 5.2.; θ = 0.75, λmax = 1.2
obtained for the optimal and optimal linear control laws derived in
chapter 4. Moreover, theorems were derived which showed that the
existence of these controllers does often not depend on actual weight-
ing matrices and noise covariances. Finally, using an example the
results were demonstrated.
Chapter 6
Robustness
In the last three chapters, we obtained amongst other things a method
to design infinite horzion optimal controllers for system with single
links and derived analytical stability criterions for them. The design
and analysis required exact knowledge of the network parameters α,
β and θ. However, these parameters might be uncertain. If we use
only approximate network parameters in the controller design, then
the controller is in general not optimal. However, the closed loop
may still be stable and the performance may decrease only slightly.
In this chapter, we study this robustness of the optimal controller.
In detail, we determine stability of the closed loop using a designed
controller and quantify the performance decrease for network param-
eters, which are different from the ones used in the design process.
First, the dynamic of the system using the designed Kalman filters
and controller gains G is derived. These iterations are used to study
the robustness with respect to any of the three network parameters.
Second, we consider a special case. Under certain conditions, the
Kalman filter remains optimal, which simplifies the analysis. In par-
ticular, we derive linear matrix inequalities (LMIs) to study the ro-
bustness. Moreover, we adapt these criterions such that they can be
used to design controllers. We also derive some theorems, which use
properties of the stationary covariance.
At the end of this chapter, we present examples.
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6.1. Robustness in the general case
We want to determine the robustness of the controlled system. There-
fore, we use the designed Kalman filter and controller gain G to an-
alyze the behavior of the closed loop. In particular, we determine
the dynamic of the covariance and the expected cost to derive some
robustness criterions.
6.1.1. Closed loop dynamic - Predictive controller
We consider a system with single links (2.3), (2.4) and use the Kalman
filter (3.17) with a specific ǫ and the predictive controller
uk = Gxˆk|k−1, (6.1)
with known gain G as derived in part 4.1.2. Note that, the value ǫ
and the controller gain G depend on the network parameters used to
design the Kalman filter and controller.
We want to obtain the dynamic of the expected covariance of the
system for some network paramters α, β and θ, which can be different
from the parameters used in the design.
Therefore, we define the covariances
E{xkxTk } = Ωk
E{xˆk|k−1xˆTk|k−1} = Σk|k−1
E{ek|k−1eTk|k−1} = Πk|k−1
E{xˆk|k−1eTk|k−1} = Ψk|k−1.
where ek|k−1 = xk − xˆk|k−1. By definition we have
Ωk|k−1 = Σk|k−1 +Πk|k−1 +Ψk|k−1 +Ψ
T
k|k−1,
and
E{
(
xˆk|k−1
ek|k−1
)(
xˆk|k−1
ek|k−1
)T
} =
(
Σk|k−1 Ψk|k−1
ΨTk|k−1 Πk|k−1
)
≥ 0.
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The initial conditions are
Ω0 = E{x0xT0 }
Σ0|−1 = x0x
T
0
Π0|−1 = E{e0|−1eT0|−1}
Ψ0|−1 = 0,
where e0|−1 = x0 − x0.
Note that, Ψ0|−1 is zero by definition, because x0 is known and
e0|−1 is Gaussian distributed with mean zero.
Finally, we determine the three coupled iterations
Σk+1|k = AΣk|k−1A
T + (α− ξ)(BGΣk|k−1AT +AΣk|k−1GTBT )
+βAΠk|k−1A
T + (α − µ− 2ǫξ)BGΣk|k−1GTBT (6.2)
+β(A+ (α− ξ)BG)Ψk|k−1AT
+βAΨTk|k−1(A+ (α− ξ)BG)T
Πk+1|k = (1− β)AΠk|k−1AT + µBGΣk|k−1GTBT +W (6.3)
+(1− β)ξ(BGΨk|k−1AT +AΨTk|k−1GTBT )
Ψk+1|k = βξAΨ
T
k|k−1G
TBT + (1− β)(A + αBG)Ψk|k−1AT
−(1− β)ξBGΨk|k−1AT (6.4)
+ξ(AΣk|k−1G
TBT + ǫBGΣk|k−1G
TBT ),
where ξ = E{(1 − γk)(αk − ǫ)} and µ = E{(1 − γk)(αk − ǫ)2}. The
detail derivation can be found at D.1.1.
Note that, if ξ = 0, then Ψk|k−1 = 0, ∀k, i.e.
ǫ = E{(1 − γk)αk|γk = 0} holds in this case. So, there is no cor-
relation between the estimation error and the estimate. Hence, the
designed Kalman filter is still optimal [7].
The value of ξ and µ depend on the used acknowledgement models.
For acknowledgement model I we have
ξ = (1− θ)(α − ǫ)
µ = (α(1 − 2ǫ) + ǫ2)(1− θ).
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Using acknowledgement model II leads to
ξ = α(1 − θ)− ǫ(1 − αθ)
µ = ǫ2(1− α) + (1 − θ)α(1− ǫ)2.
Finally, for acknowledgement model III we have
ξ = α− ǫ(1− (1− α)θ)
µ = α(1 − ǫ)2 + (1 − θ)(1 − α)ǫ2.
6.1.2. Closed loop dynamic - Current controller
As before, we consider a system with single links (2.3), (2.4) and the
Kalman filter (3.18) with a specific ǫ. However now, we use a current
controller
uk = Gxˆk|k, (6.5)
with known gain G as presented in part 4.1.1. Note that, the gain G
and the value ǫ depend on the network parameters used in the filter
and controller design.
Next, we derive the covariance dynamic of the system for a specific
set of network parameters α, β and θ, which are in general different
from the ones used in the design.
Let us define the covariances
E{xkxTk } = Ωk
E{xˆk|kxˆTk|k} = Σk|k
E{ek|keTk|k} = Πk|k
E{xˆk|keTk|k} = Ψk|k.
where ek|k = xk − xˆk|k. We have by definition
Ωk = Σk|k +Πk|k +Ψk|k +Ψ
T
k|k,
and
E{
(
xˆk|k
ek|k
)(
xˆk|k
ek|k
)T
} =
(
Σk|k Ψk|k
ΨTk|k Πk|k
)
≥ 0.
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The initial conditions are
Ω0 = E{x0xT0 }
Σ0|0 = (1− β)x0xT0 + βE{x0xT0 }
Π0|0 = (1− β)E{e0|0eT0|0}
Ψ0|0 = 0,
where e0|−1 = x0 − x0. Ψ0|0 is zero by definition, because e0|0 is
Gaussian distributed with mean zero and x0|0 is known.
Furthermore, we have three coupled iterations given by
Σk+1|k+1 = AΣk|kA
T + βAΠk|kA
T + βW (6.6)
+(α− (1− β)ξ)(BGΣk|kAT +AΣk|kGTBT )
+(α− (1− β)µ− 2(1− β)ǫξ)BGΣk|kGTBT
+β(A+ αBG)Ψk|kA
T + βAΨTk|k(A+ αBG)
T
Πk+1|k+1 = (1− β)AΠk|kAT + (1− β)µBGΣk|kGTBT (6.7)
+(1− β)ξ(BGΨk|kAT +AΨTk|kGTBT ) + (1 − β)W
Ψk+1|k+1 = (1− β)(A+ αBG)Ψk|kAT − (1− β)ξBGΨk|kAT
+(1− β)ξ(AΣk|kGTBT + ǫBGΣk|kGTBT ), (6.8)
where ξ = E{(1 − γk)(αk − ǫ)} and µ = E{(1 − γk)(αk − ǫ)2}. A
detailed derivation of these iterations is located at D.1.2.
Note that, if ξ = 0, then Ψk|k = 0, ∀k. Hence, there is no cor-
relation between the estimation error and the estimate and thus the
estimator remains optimal [7]. In addition, ǫ = E{(1−γk)αk|γk = 0}
is true.
The values of µ and ξ have already been obtained in the last part.
6.1.3. Expected cost
For both types of controllers the cost of step k can be determined as
J(k) = E{xTkQxk + αkuTkRuk + 2αkuTkHxk}
= Tr(Q(Σk +Πk +Ψk +Ψ
T
k )) (6.9)
+αTr(RGΣkG
T + 2HTG(Ψk +Σk))
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where Σk is Σk|k−1 in the case of a predictive controller and Σk|k in
the case of a current controller. Πk and Ψk are defined similar. For
the sake of brevity the derivation is in the appendix, at D.1.3.
In the remainder of this part we present methods to determine
the stability of the closed loop for given network parameters and to
determine the robustness regions for scalar systems.
6.1.4. Robustness criterions
In this part, we analyze robustness of the designed controllers to
variations in the network parameters. As already mentioned, it is
possible that all three network parameters are different as assumed
in the controller design.
We define X0 =
(
Σ0 Ψ0
ΨT0 Π0
)
and Xk =
(
Σk Ψk
ΨTk Πk
)
. Σk, Πk
and Ψk are defined similar as above. Furthermore, we define the map
M with the process noise covariance W by
Xk+1 = M(Xk;W ) (6.10)
Mr(Xk;W ) = Mr−1(M(Xk;W ), r > 1
So, this map describes the iterations (6.2), (6.3), (6.4) and (6.6),
(6.7), (6.8). Note that, by definition we haveMr(Xk;W ) ≥ 0, ∀r.
The next theorem presents a method to determine the stability and
performance for specific network parameters.
Theorem 6.1.
Let G and ǫ be given and let W > 0. If a predictive controller is used,
then assume that, A is nonsingular and β 6= 1. If a current controller
is used, then A nonsingular, β 6= 1 or 0 < β < 1, α 6= 1 is assumed.
The system (2.3), (2.4) is stable in the mean square sense if and only
if the iteration
X0 = 0
Xk+1 = M(Xk; I),
converges. Furthermore, if it is stable, then the expected cost per step
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J is finite and given by
J = Tr(Q(Σ + Π +Ψ+ΨT ))
+αTr(RGΣGT + 2HTG(Ψ + Σ)),
where
(
Σ Ψ
ΨT Π
)
= lim
k→∞
Mk(X ; I).
Because the proof is rather long and requires some background lem-
mas it is located at D.1.5 in the appendix.
Unfortunately, with this theorem we can only determine the ro-
bustness to a finite set of network parameters. In addition, checking
the convergence of the above iteration may have a high computational
effort.
Next, we consider the scalar case. If there is only one state and
input, then Σk, Πk and Ψk are scalar and Ψk = Ψ
T
k . So, the mapM
can be simplified to the affine mapping
 Σk+1Πk+1
Ψk+1

 = M

 ΣkΠk
Ψk

+W . (6.11)
The vector W represents the influence of the process noise W . Note
that, M is a 3 × 3 matrix. It can easily be obtained from the itera-
tions above. The next theorem presents a stability condition for the
scalar systems with single links.
Theorem 6.2.
Let A and B be scalar. Assume that, A 6= 0 and β < 1, if a predictive
controller is used. Assume that, 0 < β < 1, α 6= 1 or A 6= 0 and
β < 1 if a current controller is used. The system (2.3), (2.4) with
given G and ǫ is stable in the mean square sense if and only if all
eigenvalues of M are inside the unit disc. Furthermore, this condi-
tion is continuous in the network parameters.
The detailed proof is at D.1.6 in the appendix.
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In this theorem we need to check the location of the eigenvalues of a
matrix, which can be done in this case easily using the Jury criterion
[13]. Moreover, the condition is continuous in the network param-
eters. So, we can determine the robustness for regions of network
parameters by checking the conditions for enough points.
6.2. Robustness in the case of optimal
estimates
As outlined above the dynamic of the covariance is simpler if ξ = 0.
In particular, there is no cross covariance matrix and the estimates
are still optimal. In this section we analyze the robustness for this
special case using different methods. Some of these methods will be
formulated as LMI problems, which can also be used to compute the
controller gain G.
Note that, we have ξ = 0 using acknowledgement model I, if the
real value of α and the one used for the design are equal. So, we can
analyze the robustness with respect to β and θ. However, if we use
acknowledgement model II or III, then we analyze robustness with
respect to β i.e. in addition the real and design value of θ need to
be equal. Altough, there are some specific α and θ which yield ξ = 0
these cases are not condsidered here.
First, we will present the simplified iterations and LMI conditions
for the predictive controller and the current controller, which describe
the covariance of the closed loop.
6.2.1. Predictive controller - Simplified iteration and
LMIs
The same notation as defined above is used. If ξ = 0, then the coupled
iteration (6.2), (6.3), (6.4) simplify to
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Σk+1|k = (1 − α
1− ψ )AΣk|k−1A
T + βAΠk|k−1A
T (6.12)
+
α
1− ψ (A+ (1− ψ)BG)Σk|k−1(A+ (1 − ψ)BG)
T
Πk+1|k = (1 − β)AΠk|k−1AT + αψBGΣk|k−1GTBT +W (6.13)
Ψk+1|k = 0,
where ψ = (1 − θ)(1 − α), if the acknowledgement model I is used.
If model II or III is used, then ψ = φ with φ as in (A.6) or (A.7).
Furthermore, we have
Ωk = Σk|k−1 +Πk|k−1.
Moreover, 0 ≤ ψ ≤ 1 is true. Next, the expected cost of step k can
be derived from (6.9) as
J(k) = E{xTkQxk + αkuTkRuk + 2αkuTkHxk}
= Tr(Q(Σk|k−1 +Πk|k−1)) (6.14)
+αTr(RGΣk|k−1G
T + 2HTGΣk|k−1).
We define the map Np parameterized byW to describe the iterations
(6.12) and (6.13). So, we have
Xk+1 = Np(Xk;W ) (6.15)
Nmp (Xk;W ) = Nm−1p (Np(Xk;W )),m > 1
Xk =
(
Σk+1|k 0
0 Πk+1|k
)
.
Note that, if X ≥ 0 and W ≥ 0, then Np(X ;W ) ≥ 0. Moreover,
we can use this iteration to determine stability, which is done in
theorem 6.3. In principle,M and Np are the same if ξ = 0. Now, let
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us consider a fixpoint of N . We have(
S
P
)
= Np(
(
S
P
)
; I)
0 = S − (1 − α
1− ψ )ASA
T − βAPAT
− α
1− ψ (A+ (1− ψ)BG)S(A + (1− ψ)BG)
T
0 = P − (1 − β)APAT − αψBGSGTBT −W
J = Tr(Q(S + P ) + αTr(RGSGT + 2HTGS).
If we assume that S > 0 and P > 0, then this can be reformulated
as an LMI optimization problem using some manipulations and the
Schur lemma [16].
The LMI problem is given by
0 <


S c1AP
c1PA
T P
c3SA
T 0
c4SA
T + c5SG
TBT 0
c3AS c4AS + c5BGS
0 0
S 0
0 S

 (6.16)
0 <

 P −W c2AP c6BGSc2PAT P 0
c6SG
TBT 0 S

 (6.17)
0 <
(
Z1
√
1− αQ 12 (S + P )√
1− α(S + P )Q 12 S + P
)
(6.18)
0 <

 Z2 Ξ
ΞT
S 0
0 P

 (6.19)
Ξ =
√
α
(
Q HT
H R
) 1
2
(
S P
GS 0
)
ζ > Tr(Z1) + Tr(Z2)
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with S = ST , P = PT , Z1 = Z
T
1 , Z2 = Z
T
2 and the constants
c1 =
√
β c2 =
√
1− β c3 =
√
1− α1−ψ
c4 =
√
α
1−ψ c5 =
√
α(1− ψ) c6 =
√
αψ.
Note that, the scalar ζ satisfies ζ ≥ J . The matrices S, P , Z1 are n×n
matrices and Z2 is a (n+p)×(n+p) matrix. Note that, the constants
c1 and c2 depend on β. In addition, if the acknowledgement model I
is used, then the constants c3, . . . , c6 can depend on aribitrary θ. Fur-
thermore, for any 0 ≤ β ≤ 1 and 0 ≤ θ ≤ 1 the constants are real and
0 ≤ ci ≤ 1, ∀i = 1, . . . , 6.
We observe that the LMI is affine in the six constants. Let us define
∇ = (c1, c2, . . . , c6). Next, we refer to the combination of (6.16) and
(6.17) as
Mp(β, θ) =Mp(∇) < 0, (6.20)
and let the combination of (6.18) and (6.19) be
MZ > 0. (6.21)
6.2.2. Current controller - Simplified iteration and
LMIs
Now, we derive the simplified iteration and the LMIs for the current
controller. We already know if ξ = 0, then
Ωk = Σk|k +Πk|k.
Furthermore, the coupled iteration (6.6), (6.7), (6.8) simplies to
Σk+1|k+1 = (1− α
1− ψ )AΣk|kA
T + βAΠk|kA
T + βW (6.22)
+
α
1− ψ (A+ (1 − ψ)BG)Σk|k(A+ (1− ψ)BG)
T
Πk+1|k+1 = (1− β)AΠk|kAT + (1− β)αψBGΣk|kGTBT (6.23)
+(1− β)W
Ψk+1|k+1 = 0,
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where ψ = (1 − θ)(1 − α), if acknowledgement model I is used. For
the other two models, we have ψ = φ with φ as in (A.6) or (A.7).
Always 0 ≤ ψ ≤ 1 is true. Moreover, the expected cost of step k can
be determined using (6.9) as
J(k) = E{xTkQxk + αkuTkRuk + 2αkuTkHxk}
= Tr(Q(Σk|k +Πk|k)) (6.24)
+αTr(RGΣk|kG
T + 2HTGΣk|k).
Moreover, we define the map Nc W as parameter to describe the
iterations (6.22) and (6.23)
Xk+1 = Nc(Xk;W ) (6.25)
Nmc (Xk;W ) = Nm−1c (Nc(Xk;W ),m > 1
Xk =
(
Σk+1|k 0
0 Πk+1|k
)
.
Similar to the case of a predictive controller, ifX ≥ 0 andW ≥ 0 then
Nc(X ;W ) ≥ 0. Again, we can use this iteration in order to determine
stability, which is done in theorem 6.3. Now, let us consider a fixpoint
of the map Nc. We have(
S
P
)
= Nc(
(
S
P
)
; I)
0 = S − (1− α
1− ψ )ASA
T − βAPAT − βW
− α
1− ψ (A+ (1 − ψ)BG)S(A+ (1 − ψ)BG)
T
0 = P − (1− β)APAT − (1− β)αψBGSGTBT − (1− β)W
J = Tr(Q(S + P ) + αTr(RGSGT + 2HTGS).
If we assume S > 0 and P > 0, then this can be reformulated as an
LMI optimization problem. In contrast to the predictive controller
case, we need to define first
W = UWpU
T ,Wp > 0. (6.26)
This is always possible, because W symmetric. In particular, if
W > 0, then U = I and Wp = W . Finally, the LMI problem
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can be obtained using the Schur lemma and some straightforward
manipulations
0 <


S c1AP
c1PA
T P
c3SA
T 0
c4SA
T + c5SG
TBT 0
c1WpU
T 0
(6.27)
c3AS c4AS + c5BGS c1UWp
0 0 0
S 0 0
0 S 0
0 0 Wp


0 <


P c2AP c6BGS c2UWp
c2PA
T P 0 0
c6SG
TBT 0 S 0
c2WpU
T 0 0 Wp

 (6.28)
0 <
(
Z1
√
1− αQ 12 (S + P )√
1− α(S + P )Q 12 S + P
)
(6.29)
0 <

 Z2 Ξ
ΞT
S 0
0 P

 (6.30)
Ξ =
√
α
(
Q HT
H R
) 1
2
(
S P
GS 0
)
ζ > Tr(Z1) + Tr(Z2)
with S = ST , P = PT , Z1 = Z
T
1 , Z2 = Z
T
2 and the constants
c1 =
√
β c2 =
√
1− β c3 =
√
1− α
1−(1−β)ψ
c4 =
√
α
1−(1−β)ψ
c5 =
√
α(1− (1− β)ψ) c6 =
√
α(1− β)ψ.
Moreover, ζ ≥ J .
Note that, S, P , Z1 are n×nmatrices, Z2 is a (n+p)×(n+p) matrix
and ζ is a scalar. In contrast to the case of a predictive controller, all
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constants depend on β. Furthermore, if the acknowledgement model
I is used, then the constants c3, . . . , c6 may depend on an aribitrary
θ. Furthermore, for any 0 ≤ β ≤ 1 and 0 ≤ θ ≤ 1 the constants are
real and ci ≤ 1, ∀i = 1, . . . , 6.
Also in this case the LMI is affine in the six constants. If we use
∇ = (c1, c2, . . . , c6), then we can define the combination of (6.27) and
(6.28) as
Mc(β, θ) =Mc(∇) < 0, (6.31)
and the combination of (6.29) and (6.30) is similar as in the predictive
controller case.
6.2.3. Robustness and controller design
In this part, we use the iterations and linear matrix inequalities de-
rived above to obtain some robustness theorems and design methods.
First, we consider the iteration itself. Second, the LMIs are used to
analyze the robustness and we show that we can use LMIs to design
the infinite horizon controller. Finally, we derive some further results
which use some properties of the iteration.
The next theorem presents a method to determine the robustness
of a single set of network parameters.
Theorem 6.3.
Assumed that we designed a controller described by (3.17), (6.1) or
(3.18), (6.5) for the system (2.3), (2.4) and obtained specific G and
ǫ. Let the value of α be as assumed in the controller design. If the
acknowledgement model II or III are used, then also θ is exactly as
assumed in the design.
Furthermore, if a predictive controller is used, then assume A is
nonsingular and β 6= 1. If a current controller is used, then we as-
sume 0 < β < 1 and α 6= 1 or A nonsingular and β 6= 1. Let (A,W 12 )
be controllable.
The system is stable in the mean square sense if and only if the
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iteration
X0 = 0
Xk+1 = N (Xk; I),
converges, where N is given by (6.15) respectively (6.25). Further-
more, if it is stable, then the expected cost per step J is finite and
given by
J = Tr(Q(Σ + Π))
+αTr(RGΣGT − 2HTGΣ)(
Σ
Π
)
= lim
k→∞
N k(X ; I).
The proof is located in the appendix at D.2.2.
Note that, in comparisson to theorem 6.1. this iteration is simpler.
Also W does not need to be positive definite. Unfortunately, we can
use this theorem only to check robustness with respect to β and if
the acknowlegement model I is used with respect to θ.
The next theorem uses the LMI condition instead of the iteration.
Theorem 6.4.
Assume that, we designed a controller described by (3.17), (6.1) or
(3.18), (6.5) for the system (2.3), (2.4) and obtained specific G and
ǫ. Let α be as assumed in the design of this controller. If acknowl-
edgement model II or III is used, then let θ be as assumed in the
design.
Furthermore assume that, A is nonsingular and β 6= 1 if a predic-
tive controller is used. Moreover, 0 < β < 1, α 6= 1 or A nonsingular,
β 6= 1 if a current controller is used. Let (A,W 12 ) be controllable.
The system is stable in the mean square sense if and only if the
LMI optimization problem
min ζ
with respect to S = ST , P = PT , Z1 = Z
T
1 , Z2 = Z
T
2 , ζ and
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Mp(β, θ) < 0, in the case of a predictive controller
Mc(β, θ) < 0, in the case of a current controller
MZ > 0
ζ > Tr(Z1) + Tr(Z2),
with Mp, MZ , Mc as in (6.20), (6.21) and (6.31) is feasible. Fur-
thermore, if ζ is finite, then the expected cost per step J is equal to
ζ.
The proof is at D.2.3 in the appendix.
Using the convex hull relaxation [16] we can adapt this theorem in
order to verify the robustness of a region of network parameters.
First note that, the constant c1, . . . , c6 are defined such that the
LMIs are affine in them. Furthermore, for any 0 ≤ βl ≤ βu < 1,
0 ≤ θl ≤ θu ≤ 1 and acknowledgement model, there are cl,i and cu,i
such that
cl,i ≤ ci(β, θ) ≤ cu,i, ∀β, θ : βl ≤ β ≤ βu, θl ≤ θ ≤ θu.
Let use define
∆(β, θ) = [c1,l, c1,u]× [c2,l, c2,u]× . . .× [c6,l, c6,u] , (6.32)
which is a hyperrectangle and let ∇⋆j , j = 1, . . . , 64 be the vertices of
∆(β, θ). In (D.2.4) we determine the explicit values of ci,l and ci,u.
Fortunately, in the case of a predictive controller and if θu = θo the
hyperrectangle is degenerated - there are only four different vertices.
Similarly, there are only 16 vertices, if βu = βo.
We can derive the following corollary.
Corollary 6.5.
Assume that, we designed a controller described by (3.17), (6.1) or
(3.18), (6.5) for the system (2.3), (2.4) and obtained specific G and
ǫ. The value of α is as assumed in the design of this controller.
Let 0 ≤ βl ≤ β ≤ βu < 1 and if acknowledgement model I is used
0 ≤ θl ≤ θ ≤ θu ≤ 1, otherwise θl = θu = θ.
Let ∇⋆j , j = 1, . . . , 64 be the vertices of ∆(β, θ) (6.32). Furthermore
assume that, A is nonsingular if a predictive controller is used. If
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a current controller is used, then assume βl 6= 0, α 6= 1 or A is
nonsingular. Let (A,W
1
2 ) be controllable.
If the LMI optimization problem
min ζ
with respect to S = ST , P = PT , Z1 = Z
T
1 , Z2 = Z
T
2 , ζ and
Mp(∇⋆j ) < 0, ∀j = 1, . . . , 64, if a predictive controller is used,
Mc(∇⋆j ) < 0, ∀j = 1, . . . , 64, if a current controller is used and
MZ > 0
ζ > Tr(Z1) + Tr(Z2),
with Mp, MZ as in (6.20), (6.21) and Mc as in (6.31) results in a
finite ζ, then the system is stable in the mean square sense for any
β with βu ≤ β ≤ βu and θ with θu ≤ θ ≤ θu. Furthermore, for any
such β, θ the expected cost per step is bounded above by ζ.
Proof
The corollary follows directly from the discussion above.⋄
Note that, this condition is only sufficient. Furthermore, it is con-
serative and has a high computational effort. As mentioned above,
there can be up to 64 different vertices. However, it delivers an upper
bound on the expected cost.
We used the LMIs to analyze the robust stability of the systems.
Next, we show that the LMIs can be used to determine the controller
gain G. If we replace G˜ = GS in the constraints (6.20), (6.31) and
(6.21), then the constraints are affine in the variables S, P , Z1, Z2, ζ
and G˜. The new LMI conditions are shown in the appendix (D.2.5)
We can also use the convex hull relaxation in this case. The next
four theorems are used to sum up the results. First, we consider the
nominal case and a predictive controller.
Theorem 6.6.
Let A be nonsingular, β 6= 1 and let (A,W 12 ) be observable. Con-
sider the system (2.3), (2.4) and the Kalman filter (3.17) with ǫ as
in (A.1), (A.2) or (A.3) depending on the acknowledgement model.
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Assume that, we know the network parameters exactly. If the LMI
optimization problem
min ζ
with respect to S = ST , P = PT , Z1 = Z
T
1 , Z2 = Z
T
2 , ζ and G˜ and
M⋆p (β, θ) < 0
M⋆Z > 0
ζ > Tr(Z1) + Tr(Z2)+,
with M⋆p and M
⋆
Z as in (D.1) and (D.3) results in a finite ζ, then the
optimal infinite horizon, predictive controller for the infinite horizon
cost criterion (2.10) exists and is given by uk = Gxˆk|k−1, where
G = G˜S−1. In addition, the expected cost is J = ζ and G does not
depend on W . Furthermore, if there is no finite ζ, then there exist
no controller, which stabilizes the system in the mean square sense.
Proof
We already derived in chapter 4, that the value of G is not influenced
by W and that this controller structure is optimal. So, we only need
to determine G and J . Finally, using theorem 6.4. and the discussion
above we can verify the theorem. ⋄
Now, we consider the nominal case and a current controller.
Theorem 6.7.
Let 0 < β < 1. α 6= 1 or A nonsingular, β 6= 1. Let (A,W 12 ) be
observable. Consider the system (2.3), (2.4) and the Kalman filter
(3.18) with ǫ as in (A.1), (A.2) or (A.3) depending on the acknowl-
edgement model. Assume that, we know the network parameters ex-
actly. If the LMI optimization problem
min ζ
with respect to S = ST , P = PT , Z1 = Z
T
1 , Z2 = Z
T
2 , ζ and G˜ and
M⋆c (β, θ) < 0
M⋆Z > 0
ζ > Tr(Z1) + Tr(Z2),
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with M⋆c and M
⋆
Z as in (D.2) and (D.3) results in a finite ζ, then
the optimal infinite horizon, current controller for the infinite hori-
zon cost criterion (2.10) exists and is given by uk = Gxˆk|k, where
G = G˜S−1. In addition, the expected cost is J = ζ and G does
not depend on W . Furthermore, if there exist no finite ζ, then there
is no controller, which stabilizes the system in the mean square sense.
Proof
In chapter 4 we verified already that this controller structure is op-
timal and the independence of G on W . Hence, only G and J need
to determined. Using the discussion above and theorem 6.5. verifies
this method to determine J and G. ⋄
Next, we consider the design of robust controllers. First, we design a
predictive, robust controller.
Theorem 6.8.
Let A be nonsingular, β 6= 1 and (A,W 12 ) be observable. Consider
the system (2.3), (2.4) and the Kalman filter (3.17) with ǫ as in
(A.1), (A.2) respectively (A.3). Assume that, the value of α is ex-
actly known. However, β satisfies 0 ≤ βl ≤ β ≤ βu < 1. If acknowl-
edgement model I is used, then θ satisfies 0 ≤ θl ≤ θ ≤ θu ≤ 1. If
acknowledgement model II or III is used, then θl = θu = θ . Let
∇⋆j , j = 1, . . . , 64 be the vertices of ∆(β, θ) (6.32).
If the LMI optimization problem
min ζ
with respect to S = ST , P = PT , Z1 = Z
T
1 , Z2 = Z
T
2 , ζ and G˜ and
M⋆p (∇⋆j ) < 0, ∀j = 1, . . . , 64
M⋆Z > 0
ζ > Tr(Z1) + Tr(Z2),
with M⋆p and M
⋆
Z as in (D.1) and (D.3) results in a finite ζ, then
there is a controller of the form uk = Gxˆk|k−1, G = G˜S
−1, which
stabilizes the system in the mean square sense for any βl ≤ β ≤ βu
and θl ≤ θ ≤ θu. In addition, the expected cost is less or equal ζ.
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Proof
The proof follows directly from theorem 6.6. and the convex hull
relaxation. ⋄
Note that, this theorem is only sufficient. Now, we design a robust,
current controller.
Theorem 6.9.
Let A be nonsingular or α 6= 0, β 6= 0 and let (A,W 12 ) be observable.
Consider the system (2.3), (2.4) and the Kalman filter (3.18) with
ǫ as in (A.1), (A.2) respectively (A.3). Assume that, the value of α
is exactly known. Let β satisfy 0 ≤ βl ≤ β ≤ βu < 1. If acknowl-
edgement model I is used, then θ satisfies 0 ≤ θl ≤ θ ≤ θu ≤ 1.
If acknowledgement model II or III is used, then θl = θu = θ. Let
∇⋆j , j = 1, . . . , 64 be the vertices of ∆(β, θ).
If the LMI optimization problem
min ζ
with respect to S = ST , P = PT , Z1 = Z
T
1 , Z2 = Z
T
2 , ζ and G˜ and
M⋆c (∇⋆j ) < 0, ∀j = 1, . . . , 64
M⋆Z > 0
ζ > Tr(Z1) + Tr(Z2),
as in (D.2) and (D.3) results in a finite ζ, then there is a current
controller of the form uk = Gxˆk|k, with G = G˜S
−1, which stabi-
lizes the system in the mean square sense for any βl ≤ β ≤ βu and
θl ≤ θ ≤ θu. In addition, the expected cost is less or equal ζ.
Proof
The proof follows directly from theorem 6.7. and the convex hull
relaxation. ⋄
Again, this theorem is only sufficient. Note that, the robust controller
design has a higher computational effort than the optimal controller
design.
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The next three theorems present a method to determine robustness
with a low computational effort compared to the LMI criterions. In
the theorems the fixpoint of the map (6.15) respectively (6.25) is
used to derive some conditions. The last theorem presents a method
to determine robustness, which does not require any computations
beyond determining the eigenvalues of A. The derivation is rather
tedious and therefore presented in the appendix.
First, let us consider the case of a predictive controller.
Theorem 6.10.
Assume that, we designed a stabilizing predictive controller with gain
G of the form (3.17), (6.1) for the system (2.3), (2.4) and the network
parameters α, βd, θd. Let A be nonsingular, 0 < βd < 1, BG 6= 0
and (A,W
1
2 ) be controllable. S˜, P˜ are given by (D.4). Let the actual
network parameters be α, β and θ. Let
Ξp = αψBGS˜G
TBT − βdAP˜AT .
a) If θ = θd and
βu = max
b≤1
(b), w.r.t.
(
Ξp − βd
b− βd I ≤ 0
)
βl = min
b≥0
(b), w.r.t.
(
−Ξp − βd
βd − bI ≤ 0
)
.
then the system is stable in the mean square sense for any β such
that βl < β < βu. Furthermore, there exists βl < βd and βu > βd.
b) If the acknowledgement model I is used, β = βd and
θu = max
x≤1
(x), w.r.t.
(
Ξp − βd z(1− x)
(1 + z)(x− θd)AP˜A
T ≤ 0
)
θl = min
x≥o
(x), w.r.t.
(
−Ξp − βd z(1− x)
(1 + z)(θd − x)AP˜A
T ≤ 0
)
,
where
z = max
y
(y), w.r.t. (yα(1− α)(1− θd)BGS˜GTBT ) ≤ I,
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then the system is stable in the mean square sense for any θ such that
θl < θ < θu. In addition, there exists θl < θd and θu > θd.
c) Let 0 < r < 1. If acknowledgement model I is used and
βu = max
b≤1
(b), w.r.t.
(
Ξp − r βd
b− βd I ≤ 0
)
βl = min
b≥0
(b), w.r.t.
(
−Ξp − r βd
βd − bI ≤ 0
)
θu = max
x≤1
(x), w.r.t.
(
Ξp − βd z(1− x)
(1 + z)(x− θd)AP˜A
T ≤ 0
)
θl = min
x≥0
(x), w.r.t.
(
−Ξp − βd z(1− x)
(1 + z)(θd − x)AP˜A
T ≤ 0
)
,
where
z = max
y
(y), w.r.t.
(
yα(1− α)(1 − θd)BGS˜GTBT ≤ (1− r)I
)
,
then the system is stable in the mean square sense if β satisfies
βl < β < βu and θ is such that θl < θ < θu. In additon there
exist βl < βd, βu > βd and θl < θd, θu > θd.
The proof is at D.2.6 in the appendix.
We can use the tuning parameter r to improve the results. Note
that, the optimal controller design method using LMIs (theorem 6.6.)
delivers also S˜ and P˜ if W = I. In particular, if the value of J is
not required, then we can choose W = I without loss of generality.
However, if the controller is designed using theorem 4.3., then we need
to use (D.4) to obtain S˜ and P˜ . Note that, βd, θd do not need to be
the values used in the design. So, it is possible to use the condition
in an iterative manner.
In the next theorem, we derive similar results for current con-
trollers.
Theorem 6.11.
Assume that, we designed a stabilizing current controller with gain G
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of the form (3.18), (6.5) for the system (2.3), (2.4) with the network
parameters α, βd, θd. Let S˜, P˜ be given by (D.9). Assume (A,W
1
2 )
controllable and 0 < βd < 1 . Let the real network parameters be α,
β and θ. Let
Ξc = αψ(1− βd)BGS˜GTBT
+βd(AP˜A
T + I).
a) If θ = θd and
βu = max
b≤1
(b), w.r.t.
(
Ξc − βd(1− b)
b− βd I ≤ 0
)
βl = min
b≥0
(b), w.r.t.
(
−Ξc − βd(1− b)
βd − b I ≤ 0
)
,
then the system is stable in the mean square sense for any β with
βl < β < βu. Moreover, there exists βl < βd and βu > βd.
b) Assume we use acknowledgement model I and β = βd. If we have
θu = max
x≤1
(x) w.r.t.
(
Ξc − βd (1− x)
(x− θd)I ≤ 0
)
θl = min
x≥0
(x) w.r.t.
(
−Ξc − βd (1 − x)
(θd − x)I ≤ 0
)
,
then the system is stable in the mean square sense for any θ satisfing
θl < θ < θu. There are always θl < θd and θu > θd.
c) Let r > 0. If the acknowledgement model I is used and
βu = βd + rz
θu = θd + z
z = max
x≤min(
1−βd
r
,1−θd)
(x), with respect to
(
Ξc − βd(1− βd − rx)(1 − θd − x)
(1− βd)(1 − θd)− (1− βd − rx)(1 − θd − x)I ≤ 0
)
and(
Ξc − βd(1− βd − rx)
rx
I ≤ 0
)
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βl = βd − rm
θl = θd −m
m = max
y≤max(
βd
r
,θd)
(x), with respect to
(
Ξc +
βd(1− βd + rx)(1 − θd + x)
(1− βd + rx)(1 − θd + x)− (1 − βd)(1 − θd)I ≥ 0
)
and(
−Ξc − βd(1− βd + rx)
rx
I ≤ 0
)
,
then the system is stable in the mean square sense if β satisfies
βl < β < βu and θ is such that θl < θ < θu. There are βl < βd,
βu > βd and θl < θd, θu > θd.
Also the proof of this theorem is in the appendix; at D.2.7.
Again, the tuning parameter r can be used to improve the re-
sults. Similar as before, if W = I, then the LMI based controller
design technique (theorem 6.6.) delivers directly S˜ and P˜ . Moreover,
we can use W = I without loss of generality, if we do not need J .
Nonetheless, if the controller is designed using theorem 4.3., then we
have to obtain S˜ and P˜ by (D.9). In addition, βd, θd do not need
to be the network parameters used in the design. Therefore, it is
possible to use this theorem iteratively.
In the next theorem, we present some conditions which guarantee
stability, if the network is less lossy as assumed.
Theorem 6.12.
Consider the system (2.3), (2.4) with the network parameters α, βd,
θd. Let (A,W
1
2 ) be controllable. If an optimal stabilizing predic-
tive controller (3.17), (6.1) is used, then assume A is nonsingular,
BG 6= 0 and β 6= 0. If an optimal stabilizing current controller (3.18),
(6.5) is used, then assume 0 < βd < 1.
If A has no eigenvalue in the unit disc or if A is scalar, then the sys-
tem is stable in the mean square sense for all β such that βd ≤ β < 1.
Furthermore, if the acknowledgement model I is used, then the system
is also stable for any θ such that θd ≤ θ < 1.
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In the appendix at D.2.8 there is the proof of this theorem.
Note that, the conditions in this theorem are easy to check. How-
ever, the applicability of this theorem is limited due to its require-
ments.
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6.3. Examples
At the end of this chapter, we use two different examples to show the
applicability of the results of this chapter. The first one is the scalar
system already analyzed in example 4.1. The second example will be
the inverted pendulum of example 4.3. The LMIs are implemented
in Matlab using YALMIP [11] and solved using the SeDuMi solver
[20] and the Matlab LMI solver (LMILAB).
6.3.1. Example 6.1.: Scalar System
This examples features the scalar system already considered in ex-
ample 4.1. and chapter 5. Therefore, we use the same parameters:
A = 1.1, B = C =W = Q = R = 1 and V = 0. Note that, with a
scalar system it is possible to use all theorems.
First, we illustrate robustness with respect to all three network pa-
rameters. The system is scalar, so we can use theorem 6.2. In particu-
lar, we consider the optimal controller designed for H = 0 and for two
parameter sets namely αd = βd = θd = 0.8 and αd = βd = θd = 0.4.
The results are obtained by first fixing θ to 0, 0.1, 0.2, 0.4, 0.6, 0.8 and
afterwards evaluating theorem 6.2. on the α − β plane. Moreover,
we avoided to calculate the eigenvalues explicitly by using the Jury
criterion. Figure 6.1 and figure 6.2 show the boundaries of the ro-
bustness areas for different values of θ. The areas are above these
boundaries and do not include the boundaries. Surprisingly, under
certain conditions a less lossy input-data link can cause instability. In
particular, this seems often to be the case if acknowledgement model
II is used. Moreover, in most cases a larger θ increase the robustness
area. However, in some cases the robustness area obtained by a larger
θ does not include all points of the robustness area with a smaller θ
e.g. using acknowledgement model III and if αd = βd = θd = 0.4.
Next, we illustrate optimal controller design using the LMI condi-
tions of theorem 6.6. and 6.7. First, in table 6.1 we compare these
LMI conditions using the two LMI solvers with the iterative design
method of theorem 4.1. and 4.3 using α = β = θ = 0.8 and H = 0.
We observe that there is no big difference between the three meth-
ods. Hence, we restrict ourselves to use SeDuMi in the remainder
of the example. Moreover, in table 6.2 we compare the LMI con-
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Predictive controller
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Figure 6.1.: Robustness areas; αd = βd = θd = 0.8
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Figure 6.2.: Robustness areas; αd = βd = θd = 0.4
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dition with the iterative method with a nonzero cross-term H and
α = β = θ = 0.8. Again, there is no noticeable difference between
the methods.
Finally, we consider robustness in the case ξ = 0 i.e. robustness
with respect to β and if acknowledgement model I is used also with
respect to θ.
First, robust controller design is illustrated using theorem 6.8. and
6.9. Note that, these theorem are only sufficient and only upper
bounds on the expected costs are obtained. The results are shown in
table 6.3. We observe that Ju increases as the controller is designed
more robust.
Second, the robustness of the optimal controller designed forH = 0
and αd = βd = θd = 0.8 is considered. In order to analyze robust per-
formance we use corollary 6.5., which provides sufficient conditions.
The results are illustrated in the table 6.4. Note that, the Ju values
obtained are only slightly smaller as the ones of the robust controller.
Next, theorems 6.10. and 6.11. are used to analyze robustness of
these optimal controllers with respect to β and θ. In particular, we
obtained in table 6.5 βu, βl and θu, θl such that the system is stable
for βl < β < βu and in the case of acknowledgement model I for
θl < θ < θu. The tuning parameter r was choosen as r = 0.5 in the
case of the current controller and r = 1 in the case of the predictive
controller. Altough, these theorems can be conserative the first βu
values are very close to the appropriate values shown in the figures
6.1 and 6.2.
Moreover, A is scalar and unstable so theorem 6.12. holds. There-
fore, we have βu = θu = 1, which we already derived in table 6.5
using theorem 6.10. and 6.11.
This example illustrated many of the derived results. In partic-
ular, it was possible to analyzed the robustness with respect to all
three network parameters and to use theorem 6.12. Moreover, we
applied the LMI based optimal and robust controller design in this
example. Finally, we considered robustness and robust performance
of the optimal controllers.
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Controller type Current controller Predictive controller
Acknowledgement
model
I II III I II III
Th 4.1./4.3.
J 2.594 2.615 2.596 4.192 4.311 4.205
−G 0.753 0.749 0.753 0.744 0.724 0.741
Th 6.6./6.7. J 2.595 2.614 2.596 4.193 4.312 4.205
LMILAB −G 0.754 0.750 0.754 0.744 0.724 0.742
Th 6.6./6.7. J 2.594 2.614 2.596 4.192 4.312 4.205
SeDuMi −G 0.753 0.749 0.753 0.744 0.724 0.742
Table 6.1.: Nominal system - Different controller design methods
Controller type Current controller Predictive controller
Acknowledgement
model
I II III I II III
Th 4.1./4.3. J 0.996 1.017 0.998 2.261 2.383 2.274
H = 0.8 −G 0.916 0.907 0.915 0.896 0.856 0.891
Th 6.6./6.7. J 0.996 1.016 0.998 2.261 2.383 2.274
H = 0.8 −G 0.916 0.907 0.915 0.896 0.856 0.891
Th 4.1./4.3. J 4.108 4.129 4.170 6.029 6.157 6.043
H = −0.8 −G 0.688 0.685 0.688 0.681 0.667 0.679
Th 6.6./6.7. J 4.108 4.129 4.110 6.029 6.157 6.043
H = −0.8 −G 0.688 0.685 0.688 0.681 0.667 0.680
Table 6.2.: Nominal system - Controller design with H 6= 0
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Controller type Current controller Predictive controller
Acknowledgement
model
I II III I II III
βl = 0.7
βu = 0.9
Ju 3.653 3.803 3.668 5.488 5.797 5.520
−G 0.753 0.749 0.753 0.738 0.709 0.735
βl = 0.65
βu = 0.95
Ju 4.362 4.629 4.389 6.349 6.795 6.395
−G 0.752 0.747 0.751 0.734 0.697 0.729
βl = 0.4
βu = 0.95
Ju 10.75 12.96 10.95 14.18 16.82 14.44
−G 0.726 0.683 0.721 0.695 0.610 0.685
θl = 0.7
θu = 0.9
Ju 2.630 - - 4.446 - -
−G 0.756 - - 0.757 - -
θl = 0.65
θu = 0.95
Ju 2.647 - - 4.582 - -
−G 0.757 - - 0.762 - -
θl = 0.4
θu = 0.95
Ju 2.702 - - 5.096 - -
−G 0.758 - - 0.775 - -
βl = 0.7
θl = 0.7
Ju 3.713 - - 5.858 - -
βu = 0.9
θu = 0.9
−G 0.754 - - 0.745 - -
βl = 0.65
θl = 0.65
Ju 4.488 - - 7.082 - -
βu = 0.95
θu = 0.95
−G 0.751 - - 0.741 - -
βl = 0.4
θl = 0.4
Ju 13.44 - - 22.28 - -
βu = 0.95
θu = 0.95
−G 0.680 - - 0.645 - -
Table 6.3.: Robust controller design
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Controller type Current controller Predictive controller
Acknowledgement
model
I II III I II III
Network
parameters
Ju Ju Ju Ju Ju Ju
βl = 0.7, βu = 0.9 3.653 3.803 3.668 5.488 5.798 5.520
βl = 0.65, βu = 0.95 4.362 4.629 4.389 6.350 6.803 6.396
βl = 0.4, βu = 0.95 10.77 13.09 10.97 14.23 17.32 14.52
θl = 0.7, θu = 0.9 2.630 - - 4.447 - -
θl = 0.65, θu = 0.95 2.547 - - 4.584 - -
θl = 0.4, θu = 0.95 2.702 - - 4.874 - -
βl = θl = 0.7
βu = θu = 0.9
3.713 - - 5.858 - -
βl = θl = 0.65
βu = θu = 0.95
4.488 - - 7.082 - -
βl = θl = 0.4
βu = θu = 0.95
13.60 - - 22.97 - -
Table 6.4.: Robust performance
6.3.2. Example 6.2.: Inverted Pendulum
In this example, we apply some of the results to an inverted pendu-
lum. We use the same model as in example 4.3. In detail, we have
α = β = θ = 0.75 and we use C = I and V = 0.
Note that, the system is nonscalar, so we cannot use theorem 6.2.
to determine robustness with respect to all three network parameters.
Moreover, for the sake of brevity we do not use acknowledgement
models II in this example.
First, we consider optimal controller design. We determine the
controller gain and expected costs using the LMI criterions (theorem
6.6. and 6.7.). These values are presented in table 6.6 and compared
6.3 Examples 113
Controller type Current controller Predictive controller
Acknowledgement
model
I II III I II III
Th 6.10. a) / βu 1 1 1 1 1 1
Th 6.11. a) βl 0.178 0.185 0.179 0.179 0.187 0.180
Th 6.10. b) / θu 1 - - 1 - -
Th 6.11. b) θl 0 - - 0 - -
Th 6.10. c) /
βu 1 - - 1 - -
βl 0.594 - - 0 - -
Th 6.11. c)
θu 1 - - 1 - -
θl 0.594 - - 0.489 - -
Table 6.5.: Robustness of optimal controller - Theorem 6.10. and
6.11.
with the values obtained with the iterative methods of theorem 4.1.
and 4.3. In summary, the LMI criterions with any of the two solvers
yield similar results as the iterative method. So, we use only SeDuMi
in the remainder of this example.
Second, we illustrate suboptimal, robust controller design. First,
we assume βl = 0.65, βu = 0.9. Furthermore, if acknowledgement
model I is used, then also the case θl = 0.65, θu = 0.9 and a com-
bination of both cases are considered. Using theorem 6.8. and 6.9.
we obtain probably conserative results, which are shown in table 6.7.
Furthermore, Ju is only an upper bound on the expected costs. As
expected, Ju is higher than the cost of the optimal controller in the
nominal case (table 6.6). Note that, the designed predictive controller
with robustness with respect to θ has a very high Ju.
Finally, the robustness and the robust performance of the optimal
controller is analyzed. As gain G we use the values already deter-
mined in example 4.3. In particular, in table 6.8 we use corollary 6.5.
to obtain upper bounds on the expected cost. These upper bounds
on the expected costs are worse as the ones of the robust controller.
Moreover, the values obtained for the predictive controller are a lot
higher compared to the ones of the current controller, if robustness
with respect to θ is analyzed.
Next, using theorem 6.10. and 6.11. we obtain table 6.9. This
tables provides βl, βu and θl, θu such that the system is stable in
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the mean square sense for βl < β < βu and θl < θ < θu. Note that,
these values might be conserative. As tuning parameter r we used
r = 0.5 in the case of the predictive controller and r = 1 in the case
of a current controller.
Unfortunately, A has one eigenvalues inside the unit disc and is
not scalar. Hence, we cannot use theorem 6.12.
This example showed the applicability of the results of this chapter
to a nonscalar system. In summary, optimal and robust controller
design using LMIs was successfully used. Moreover, robustness and
robust performance of optimal controllers was analyzed.
Controller type Current controller Predictive controller
Acknowledgement
model
I III I III
Th 4.1. / 4.3.
J 857.2 858.4 1198 1205
G1 139.2 139.2 138.9 138.9
G2 43.67 43.66 43.59 43.56
G3 2.773 2.771 2.741 2.730
G4 6.960 6.956 6.918 6.892
Th 6.6. / Th 6.7.
LMILAB
J 857.5 858.6 1199 1206
G1 139.2 139.2 138.9 138.8
G2 43.66 43.66 43.58 43.55
G3 2.772 2.770 2.739 2.729
G4 6.956 6.954 6.903 6.887
Th 6.6. / Th 6.7.
SeDuMi
J 857.2 858.5 1198 1206
G1 139.2 139.2 138.9 138.9
G2 43.67 43.67 43.59 43.56
G3 2.773 2.771 2.740 2.730
G4 6.960 6.956 6.908 6.892
Table 6.6.: Nominal system - Different controller design methods
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Controller type Current controller Predictive controller
Acknowledgement
model
I III I III
βl = 0.65
βu = 0.9
Ju 1637 1737 1924 1965
G1 153.9 157.6 139.8 139.9
G2 48.33 49.52 43.85 43.88
G3 3.627 3.863 2.679 2.653
G4 9.035 9.588 6.837 6.803
θl = 0.65
θu = 0.9
Ju 1064 - 3464 -
G1 154.1 - 219.3 -
G2 48.40 - 69.14 -
G3 3.655 - 9.427 -
G4 9.076 - 20.11 -
βl = 0.65
βu = 0.9
θl = 0.65
θu = 0.9
Ju 1982 - 5924 -
G1 166.9 - 218.0 -
G2 52.47 - 68.74 -
G3 4.516 - 9.169 -
G4 11.04 - 19.81 -
Table 6.7.: Robust controller design
Controller type Current controller Predictive controller
Acknowledgement
model
I III I III
βl βu θl θu Ju Ju Ju Ju
0.7 0.8 0.75 0.75 1125 1156 1476 1498
0.65 0.9 0.75 0.75 1688 1825 1925 1966
0.6 0.95 0.75 0.75 2354 2680 2402 2470
0.75 0.75 0.7 0.8 941.1 - 2032 -
0.75 0.75 0.65 0.9 1099 - 45166 -
0.7 0.8 0.7 0.8 1247 - 2469 -
0.65 0.9 0.65 0.9 2235 - 400630
Table 6.8.: Robust performance of optimal controller
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Controller type Current controller Predictive controller
Acknowledgement
model
I III I III
Th 6.10. / 6.11. a)
βu 1 1 1 1
βl 0.4295 0.4329 0.4351 0.4399
Th 6.10. / 6.11. b)
θu 1 - 1 -
θl 0 - 0 -
Th 6.10. / 6.11. c)
βu 1 - 1 -
βl 0.6224 - 0.5925 -
θu 1 - 1 -
θl 0.6224 - 0 -
Table 6.9.: Robustness of optimal controller - Theorem 6.10. and
6.11.
The topic of this chapter was robustness of infinite horizon, op-
timal controller for single link systems with respect to the network.
First, we analyzed the robustness in the general case i.e. any network
parameter may be uncertain. In particular, we derived a powerful cri-
terion for scalar systems. Afterwards, we discussed robustness in the
case the uncertainty is such that the Kalman filer remains optimal.
It was possible to derive LMI based robustness criterions and also
some criterions based on the properties of the stationary covariance.
Moreover, using LMIs we derived an alternative approach to deter-
mine the optimal controller and to obtain robust controllers. At the
end, we presented some examples.
Chapter 7
Packet Retransmission
Packet retransmission is often used in communication networks, e.g.
it is done in TCP connections [9]. In principle, packets are send
through a network connection and the receiver acknowledges the re-
ceived packets or informs the sender of lost packets. The sender
retransmits every packet, which was not acknowledged or reported
as not received. Usually, the maximum number of packets retrans-
missions is limited.
In this chapter, we study the possiblility of improving the perfor-
mance by retransmitting packets. In particular, it is analyzed wheter
or not in a single step multiple similar packets can be send through
a specific link such that the overall behavior still satisfies the frame-
work used in the previous chapter. Here, similar packets mean the
packets contain the same data e.g. uk, yk, but they can vary due to
network protocols, time stamps or other reasons.
Note that, the possiblity of using retransmissions might in practice
also depend on the controller type, because packet retransmission
takes time. It might be hardly possible in the case of a current
controller, which requires yk to compute uk, because there might be
not enough time. However, a predictive controller does not need the
measurement yk to determine the input signals uk. So, there is more
time available for retransmissions.
Now, we need to make some assumptions on the network links.
First, the number of packets send over a link in each step may be
limited. Second, we assume that the receiver cannot distinguish be-
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tween a send and lost packet and a not send packet. Moreover, we
assume that the original and the retransmitted packets have the same
loss rate. Finally, if the receiver determines that a specific packet is
not received at a specific time instant, then it sticks to this decision
even if it later receives this packet. So, there is no possibility to
accept late packets.
Altough, only single input links and a single output link are consid-
ered here the results can also be used if there are multiple independent
input-data, input-acknowledgement or output links.
In the remainder of the chapter, we analyze the possibilities, ad-
vantages and disadvantages of retransmissions. First, this is done
for the output links and then for the input links and the three ac-
knowledgement models. At the end of the chapter, we present an
example.
7.1. Output link
The output link is used by the transducers to send packets with the
measurements to the controller. In addition, we now assume that the
controller can send the transducers packets, which work as a feedback
in the retransmission mechanism. These auxiliary packets can also
be lost.
Two different methods are considered for the retransmissions pro-
cedure. Moreover, we will quantifie the impact on the network load
in terms of the average number of packets.
Method 1: Requesting retransmission
In this method if the controller does not receive a packet by the
transducer, then it sends a packet to the transducer to request a re-
transmission. This packet can also be lost and the controller can send
up to Mo − 1 such retransmission requests. In contrast, if the con-
troller receives the packet from the transducer, then it does not send
any retransmission request. The transducers always send the first
output packet, but they send the packets only again if they receives
a retransmission request.
First, we define 1βk, . . . ,Moβk as the events related to the up to
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Mo output packets in the step k and
iβk =


1, if an output packet is sent and received
0, if an output packet is sent and not received
∅, if an output packet is not sent.
(7.1)
Second, let us define {irk} as the retransmission request packet pro-
cess,
irk =


1, if a retransmission request is sent and received
0, if a retransmision request is sent and not received
∅, if no retransmission request is sent.
It is assumed that {iβk|iβk 6= ∅}, {irk|irk 6= ∅} are i.i.d. Bernoulli
processes and are mutually independent. They have means
β˜ = E{iβk|iβk 6= ∅} and r˜ = E{irk|irk 6= ∅}.
Note that, if the controller receives at least one output packet, then
it has the required data. It does not need to receive the last packet.
We present, in the next theorem, the results for this retransmission
method.
Theorem 7.1.
If we can retransmit up to Mo output packets and we use the request
retransmission method, then the output link behaves like a single out-
put link defined in part 2.2.1 with
β = 1− (1− β˜)(1− β˜r˜)Mo−1.
Furthermore, the average numbers of ouput packets No and retrans-
mission request packets Nr are
No = 1 + r˜(1 − β˜)
Mo−2∑
j=0
(1− β˜r˜)j
Nr = (1− β˜)
Mo−2∑
j=0
(1− β˜r˜)j .
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If infinitely many retransmission are possible, then we have
lim
Mo→∞
β = 1
lim
Mo→∞
No =
1
β˜
lim
Mo→∞
Nr =
1− β˜
β˜r˜
.
The proof can be found in the appendix at E.1.
Method 2: Stopping the retransmission
In this method the transducers start to send up to Mo packets to
the controller until it knows for sure that the controller received their
packets. If the controller receives a packet, then it sends a packet to
the transducers to noftify them of a successful transmission. More-
over, if and only if the transducers receive such a stop retransmission
packet from the controller, then it stops the retransmission in this
step. In particular, they always send the first packet in each step.
We use the same definition of {1βk}, i = 1, . . . ,Mo as in (7.1). Fur-
thermore, isk, i = 1, . . . ,Mo defines the stop retransmission packet
process.
isk =


1, if a stop retransmission packet is sent and received
0, if a stop retransmission packet is sent, but not received
∅, if no stop retransmission packet is sent.
We assume {iβk|iβk 6= ∅}, {isk|isk 6= ∅} to be mutually independent
i.i.d. Bernoulli processes. Moreover, we have β˜ = E{iβk|iβk 6= ∅} and
s˜ = E{isk|isk 6= ∅}. The results using this retransmission method
are presented in the next theorem.
Theorem 7.2.
If we can retransmit up to Mo output packets and we use this stop re-
transmission method, then the output link has a behavior like a single
output link defined in part 2.2.1 with
β = 1− (1 − β˜)Mo .
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In addition, the average numbers of ouput packets No and stop re-
transmission packets Ns are
No =
Mo−1∑
i=0
(1− s˜β˜)i
Ns = β˜
Mo−2∑
i=0
(1− s˜β˜)i.
Finally, if we use infinitely retransmission, then we have
lim
Mo→∞
β = 1
lim
Mo→∞
No =
1
s˜β˜
lim
Mo→∞
Ns =
1
s˜
.
Also this proof is in the appendix, at E.2.
In summary, the performance of the output link increases using
both methods, but the increase is larger using the last method. How-
ever, unless infinite many retransmissions are possible the link re-
mains lossy. In both methods the average number of packets in a
step is monotone increasing in Mo, but bounded.
7.2. Input links
It is also possible to use retransmissions at the input data and the
input acknowledgement link. However, the actual method can depend
on the acknowledgement model. Let us define {jαk} as the up toMi,1
packets send from the controller to the actuators in the step k and
let
jαk =


1, if an input data packet is sent and received
0, if an input data packet is sent and not received
∅, if no input data packet is sent.
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Additionally, we define the processes {jθk} for the up toMi,2 packets
send from the actuators to the controller in the step k and
jθk =


1, if an acknowledgement is sent and received
0, if an acknowledgement is sent and received
∅, if no acknowledgement is sent.
It is assumed that the processes {jαk|jαk 6= ∅}, {jθk|jθk 6= ∅} are
mutually independent i.i.d. Bernoulli processes. Moreover, we have
θ˜ = E{iθk|iθk 6= ∅} and α˜ = E{iαk|iαk 6= ∅}.
Note that, if the actuators receives one packet with the input data
at step k, then it has the necessary information even if afterwards in
this step a packet is sent by the controller and lost. Similarly, it is suf-
ficient to receive one acknowledgement of a successful transmission
(ACK). However, if only an unsuccessful transmission is acknowl-
edged, then this NAK is only valid if there are no more input data
packet sent in this step.
First, a general approach for all acknowledgement models is ana-
lyzed and afterwards methods for the different models are derived.
7.2.1. Two phases approach
In this approach, it is assumed that first Mi,1 packets are sent from
the controller to the actuators. Afterwards, Mi,2 acknowledgement
packets can be sent from the actuators to the controller. So, we have:
P (∃j ∈ {1, . . . ,Mi,1} s.t. jαk = 1) = α = 1− (1 − α˜)Mi,1
P (∃j ∈ {1, . . . ,Mi,2} s.t. jθk = 1) = θ = 1− (1− θ˜)Mi,2 .
The number of input data packets Mi,1 is fixed, however the number
of acknowledgements depends on the acknowledgement mechanism.
In particular, if ACKs are used, then on average αMi,2 ACK packets
are send. In contrast, on average (1 − α)Mi,2 NAK packets are sent
if this is possible. The next theorem summarizes the result.
Theorem 7.3.
Assume we use the two phases approach: The controller sends in each
step first Mi,1 input data packets and then the actuators can send up
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to Mi,2 acknowledgements. The overall behavior of such an input link
combination is as defined in part 2.2.1 and we have
α = 1− (1− α˜)Mi,1
θ = 1− (1− θ˜)Mi,2 .
Furthermore, we use Ni input data packets and on average NACK
ACK packets and NNAK NAK packets, where
Na = Mi,1
NACK =
{
αMi,2, if acknowledgement model I or II is used
0, if acknowledgement model III is used
NNAK =
{
0, if acknowledgement model II is used
(1− α)Mi,2, else.
Finally, if we use infinitely many packets, then we have
α = 1
θ = 1.
Proof
The theorem follows directly from the discussion above. ⋄
Note that, this general method has a high network load, because
it uses all available packets.
In the next sections for each acknowledgement models the pos-
sibility of using retransmissions is analyzed. It is assumed that the
controller sends a packet to the actuator and waits some time in order
to try to receive an acknowledgement. Afterwards, it may retransmit
the packet again and wait some time. There are Mi such cycles, so
Mi =Mi,1 =Mi,2.
7.2.2. Acknowledgement model I
In the acknowledgement model I both types of acknowledgements,
ACK and NAK are used. These two acknowledgements have the
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same probability to get lost. We analyze three possibilities to use
retransmission, but only one turns out to be useful.
Method 1: Retransmit if no ACK is received
The first possibility is to retransmit a packet, if the controller has not
received an ACK. Note that, in this case only the last NAK contains
informations about an unsuccessful transmission. Using a counter ex-
ample it is shown that this method yields an overall behavior which
is in general not as assumed in the acknowledgement model.
Let Mi = 2, the probability that the actuators receive at least one
packet is given by
P (∃j ∈ {1, 2} s.t. jαk = 1) = α˜+ α˜(1− α˜),
and the controller receives one ACK with the probability
P (∃j ∈ {1, 2} s.t. jαk = jθk = 1) = α˜θ˜(1 + α˜(1− θ˜) + (1− α˜)).
Moreover, the conditional probability of receiving an ACK, if one is
send can be computed as
P ((∃j ∈ {1, 2} s.t. jαk = 1 ∧ jθk = 1)|(∃i ∈ {1, 2} s.t. iαk = 1))
= θ˜ +
θ˜(1− α˜θ˜)
1 + (1− α˜) > θ˜. (7.2)
However, the probability to get a NAK is given by
P (1αk = 0 ∧ 2αk = 0 ∧ 2θk = 0) = (1 − α˜)2θ˜,
and conditioned upon the transmission of a NAK we have
P ((1αk = 2αk = 2θk = 0)|(1αk = 2αk = 0)) = θ˜. (7.3)
Note that, the conditional probabilities (7.2) and (7.3) are different,
so the behavior is not as assumed in the acknowledgement model I.
Method 2: Retransmit if no ACK or NAK is received
It is possible to retransmit the data, if the controller receives no ac-
knowledgements from the actuators. Unfortunately, also in this case
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the resulting behavior does in general not match acknowledgement
model I, which we illustrate by an counter example.
Let Mi = 2. The actuator receives at least one packet from the
controller with the probability
P (1αk = 1 ∨ 2αk = 1) = α˜+ α˜(1− α˜)(1− θ˜).
Moreover, the probability to receive an ACK is
P (∃i ∈ {1, 2} s.t. iαk = 1 ∧ iθk = 1) = α˜θ˜(1 + (1− θ˜)),
and the conditional probability to receive an ACK if one is send is
given by
P ((∃i ∈ {1, 2} s.t. iαk = 1 ∧ iθk = 1)|1αk = 1 ∨ 2αk = 1)
= θ˜
1 + (1− θ˜)
1 + (1 − α˜)(1 − θ˜) . (7.4)
On the other hand, the probability to receive a NAK is
P ((∃i ∈ {1, 2} s.t. iαk = 0 ∧ iθk = 1) ∧ 1αk = 0 ∧ 2αk = 0)
= (1− α˜)θ˜ + (1 − α˜)2(1− θ˜)θ˜,
and the probability of a successful transmission of a NAK is
P ((∃i ∈ {1, 2} s.t. iαk = 0 ∧ iθk = 1)|1αk = 0 ∧ 2αk = 0)
= θ˜
(1 − α˜) + (1− α˜)2(1− θ˜)
1− α˜+ (1 − α˜)(1 − θ˜)α˜ . (7.5)
Note that, the two conditional probabilities (7.4) and (7.5) are dif-
ferent. Thus, the overall behavior does not match the definition of
acknowledgement model I.
Method 3: Retransmit if NAK is received
Finally, the third method assumes that a packet is retransmitted by
the controller if and only if a NAK is received. Fortunately, using this
method results in a link behavior as described by acknowledgement
model I. The next theorem presents the results.
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Theorem 7.4.
Assume we can retransmit up to Mi input data packets and acknowl-
edgements, we use the acknowledgement model I and the controller
retransmits the input packet if it receives a NAK. The following state-
ments are true.
The input links have a behavior as described in part 2.2.1 and by (2.5)
with
α = α˜+ α˜θ˜(1− α˜)
Mi−2∑
j=0
(1− α˜θ˜)j
θ = θ˜.
The average number of input packets Na, ACK packets NACK and
NAK packets NNAK is
Na = 1 + θ˜(1− α˜)
Mi−2∑
j=0
(1− α˜θ˜)j
NACK = α
NNAK = (1− α˜)
Mi−1∑
j=0
(1 − α˜θ˜)j .
If infinitely many retransmission are possible, then
lim
Mi→∞
α = 1
lim
Mi→∞
Na =
1
α
lim
Mi→∞
NACK = 1
lim
Mi→∞
NNAK =
1− α˜
α˜θ˜
.
The proof is at E.3 in the appendix.
7.2.3. Acknowledgement model II
With the acknowledgement model II it is easily possible to use re-
transmissions. In each step the controller sends the actuators a first
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packet. In addition, the actuator sends an acknowledgement (ACK)
for each received packet. Moreover, the controller retransmits its
packet up to Mi − 1 times if it does not receive an ACK. In the fol-
lowing theorem, we present the results derived for this method.
Theorem 7.5.
Assume we can retransmit up to Mi input data packets and acknowl-
edgements, we use the acknowledgement model II and the controller
retransmits the input data if it does not receive an ACK.
The input links have a behavior as described in part 2.2.1 and by (2.6)
with
α = 1− (1− α˜)Mi
θ =
α˜θ˜
∑Mi−1
j=0 (1− α˜θ˜)j
1− (1 − α˜)Mi .
Furthermore, the average number of input packets Na and ACK pack-
ets NACK is
Na =
Mi−1∑
j=0
(1− α˜θ˜)j
NACK = α˜
Mi−1∑
j=0
(1− α˜θ˜)j.
If infinitely many retransmission are possible, then we have
lim
Mi→∞
α = 1
lim
Mi→∞
θ = 1
lim
Mi→∞
Na =
1
α˜θ˜
lim
Mi→∞
NACK =
1
θ˜
.
The proof is located in the appendix at E.4.
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7.2.4. Acknowledgement model III
In the case of acknowledgement model III there are three retransmis-
sion methods.
Method 1: Retransmit always
First, it is possible to send all Mi,1 packets if a NAK is received or
not. Note that, only the last NAK is useable. Hence, this is similar
to the two phase approach with Mi,1 = Mi and Mi,2 = 1. However,
this method uses more NAKs as needed; only the last NAKs is useful.
Method 2: Retransmit if no NAK is received
Second, it is possible to retransmit if no NAK is received. In the next
theorem, we present the results.
Theorem 7.6.
Assume we can retransmit up to Mi input data packets and acknowl-
edgements, we use the acknowledgement model III and the controller
retransmits the input packet if it does not receive a NAK. The follow-
ing statements are true.
The input links have a behavior as described in part 2.2.1 and by (2.7)
with
α = α˜
Mi−1∑
j=0
((1− α˜)(1 − θ˜))j
θ =
θ˜(1− α˜)
Mi−1∑
j=0
((1 − α˜)(1 − θ˜))j
1− α˜
Mi−1∑
j=0
((1 − α˜)(1 − θ˜))j
.
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The average number of input packets Na and NAK packets NNAK is
Na = Mi(α+ ((1− α˜)(1− θ˜))Mi)
+(1− α˜)θ˜
Mi−1∑
j=0
(j + 1)((1 − α˜)(1 − θ˜))j
NNAK = Mi((1− α)θ + ((1− α˜)(1− θ˜))Mi )
+α˜
Mi−2∑
j=0
(j + 1)((1 − α˜)(1 − θ˜))j+1.
If infinitely many retransmission are possible, then
lim
Mi→∞
α =
α˜
1− (1 − α˜)(1 − θ˜)
lim
Mi→∞
θ = 1.
However, there is no bound on the average number of input data and
NAK packets, i.e. Na, NNAK →∞ as Mi →∞.
The proof is at E.5 in the appendix.
Method 3: Retransmit if NAK is received
In the third and final method, packets are retransmitted to the ac-
tuators if a NAK has been received. The results are summarized in
the next theorem.
Theorem 7.7.
If we can retransmit up to Mi input data packets and acknowledge-
ments, we use the acknowledgement model III and the controller re-
transmits the input packet if it receives a NAK, then the input links
have a behavior as described in part 2.2.1 and by (2.7) with
α = 1− (1 − α˜)(1 − α˜θ˜)Mi−1
θ = θ˜.
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Furthermore, the average number of input packets Na and NAK pack-
ets NNAK is
Na = 1 + (1− α˜)θ˜
Mi−2∑
j=0
(1− α˜θ˜)j
NNAK = (1− α˜)
Mi−1∑
j=0
(1 − α˜θ˜)j .
If infinitely many retransmission are possible, then we have
lim
Mi→∞
α = 1
lim
Mi→∞
Na =
1
α˜
lim
Mi→∞
NNAK =
1− α˜
α˜θ˜
.
The proof can be found in the appendix at E.6.
7.3. Example
In this part, we use an example to demonstrate the retransmission
methods presented in this chapter.
First, we consider retransmission at the output link. We use
β˜ = r˜ = s˜ = 0.4 to obtain table 7.1, which shows the number of
packets used on average and the resulting β for different values of
Mo. Note that, the request retransmission method (theorem 7.1.)
yields a smaller β as the stop retransmission method (theorem 7.2.),
but it uses on average less packets.
Second, we use retransmissions at the input links. We choose
α˜ = θ˜ = 0.4 and consider the theorems 7.3. to 7.7. Table 7.2 shows
the overall link parameters α, θ and the total, average number of used
packets NT = Na +NACK +NNAK . As already known, the general
two phases approach (theorem 7.3.) uses all packets. Moreover, we
recognize that it yields together with theorem 7.5. the best α. Note
that, theorem 7.6. yields a larger θ as theorem 7.3.
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Finally, the impact of retransmissions on the performance of the
optimal controllers is illustrated. Therefore, we use the same scalar
system as in example 4.1. In detail, we have A = 1.1, V = H = 0 and
B = C = W = Q = R = 1. Moreover, the retransmission methods
considered in theorem 7.3., ..., 7.7. in combination with theorem
7.1. are used for the design of current or predictive infinite-horizon
optimal controller. The results - expected cost J , network parameters
α, θ and average number of used packets - are shown in table 7.3 using
no retransmissionMo =Mi = 1 and retransmission of up to 2 packets
Mo = Mi = 3. We observe that, even the predictive controller using
retransmissions performs better than the current controller without
retransmissions. Moreover, the combination of theorem 7.1. and 7.3.
has the lowest expected cost if retransmissions are used.
This example illustrated the applicability of the theorems of this
chapter. In summary, an decrease of the loss rates was in all cases
observed for at least one link. But the effect depends on the used
method.
In this chapter, we considered packet retransmission. For the input
links and the output link we analyzed different retransmission meth-
ods. In particular, we quantified the increased network load in terms
of the average number of packets used in a step and determined the
behavior of the network links using retransmission. Unfortunately,
two methods result in a behavior, which is not covered by the frame-
work of previous chapters. Finally, the results were illustrated by an
example. As expected, packet retransmission increases the network
load, but improves the performance.
132 7 Packet Retransmission
Retransmission
method
Requesting
retransmission
Stopping
retransmission
Maximum number of
retransmissions - Mo
β No +Nr β No +Ns
1 0.4 1 0.4 1
2 0.496 1.84 0.64 2.24
3 0.5766 2.546 0.784 3.282
5 0.7013 3.636 0.922 4.892
10 0.8751 5.157 0.994 7.136
Table 7.1.: Retransmission - Output link - Th 7.1. / 7.2.
Retransmission
method
1 2 3 5 10
Th 7.3.
α 0.4 0.64 0.784 0.9222 0.9940
θ 0.4 0.64 0.784 0.9222 0.9940
NT 2 4 6 10 20
Th 7.4.
α 0.4 0.4806 0.5484 0.6531 0.7991
θ 0.4 0.4 0.4 0.4 0.4
NT 2 2.825 3.517 4.588 6.081
Th 7.5.
α 0.4 0.64 0.7840 0.9222 0.994
θ 0.4 0.46 0.5195 0.6308 0.830
NT 1.4 2.576 3.564 5.901 7.220
Th 7.6.
α 0.4 0.5440 0.5958 0.6212 0.6250
θ 0.4 0.7158 0.8846 0.9840 0.9999
NT 1.6 2.816 3.894 5.932 10.94
Th 7.7.
α 0.4 0.496 0.5766 0.7013 0.8751
θ 0.4 0.4 0.4 0.4 0.4
NT 1.6 2.344 2.969 3.935 5.282
Table 7.2.: Retransmission - Input link - Th 7.3. - 7.7.
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Retransmission Predictive Controller Current Controller
method M=1 M = 3 M = 1 M = 3
Th 7.1. & 7.3.
Ack. Model I
J 20.08 5.398 13.06 3.568
β 0.4 0.577 0.4 0.577
α 0.4 0.784 0.4 0.784
θ 0.4 0.784 0.4 0.784
N 3 8.546 3 8.546
Th 7.1. & 7.4.
Ack. Model I
J 20.08 8.091 13.06 5.249
β 0.4 0.577 0.4 0.577
α 0.4 0.548 0.4 0.548
θ 0.4 0.4 0.4 0.4
N 3 6.063 3 6.063
Th 7.1. & 7.5.
Ack. Model II
J 21.88 5.777 13.79 3.702
β 0.4 0.577 0.4 0.576
α 0.4 0.784 0.4 0.784
θ 0.4 0.519 0.4 0.519
N 2.4 6.110 2.4 6.110
Th 7.1. & 7.6.
Ack. Model III
J 23.15 6.669 14.29 4.541
β 0.4 0.577 0.4 0.577
α 0.4 0.596 0.4 0.596
θ 0.4 0.885 0.4 0.885
N 2.6 6.440 2.6 6.440
Th 7.1. & 7.7.
Ack. Model III
J 23.15 7.875 14.29 5.041
β 0.4 0.577 0.4 0.577
α 0.4 0.577 0.4 0.577
θ 0.4 0.4 0.4 0.4
N 2.6 5.515 2.6 5.515
Table 7.3.: Optimal control with and without retransmission
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Chapter 8
Conclussion
Optimal and optimal linear control of a plant connected to the con-
troller by a lossy network was discussed in this thesis. We consid-
ered a linear, discrete-time, time-invariant plant, where actuators and
transducers use a network to communicate with the controller. In
addition, we assumed that sometimes the transmitted data packets
get lost. Moreover, the actuators can send acknowledgements to the
controller, but these can also be lost. Furthermore, a quadratic pe-
formance criterion and Gaussian process and measurement noise was
used.
First, we derived the Kalman filter and showed the lack of a seper-
ation principle. In particular, we analyzed the special case of zero
measurement noise and measurements of all states, which has a sim-
plified description.
Next, optimal control laws were derived. In particular, for the
above mentioned special case two types of optimal controllers were
obtained. The predictive controller uses only previous measurements
whereas, the current controller uses also the current measurement.
Furthermore, multiple input links and in the case of a predictive con-
troller also multiple output links were considered. In addition, for
an infinite control horizon we derived a predictive linear controller,
which yields the best possible performance and can cope with imper-
fect measurements. Again, single and multiple links were considered.
Afterwards, we derived conditions to analytical determine the ex-
istence of infinite horizon controllers. For single link systems we de-
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termined a necessary criterion, which is under certain condition also
sufficient. Moreover, the influence of the weighting matrices and noise
covariances to the existence of the controllers was discussed.
Next, we analyzed the robustness with respect to the modeled net-
work loss of optimal controllers for single link systems. In particular,
we derived a general method to analyze robustness for scalar systems.
Moreover, for a more specific case we derived simplified conditions
and transformed them into LMIs. It was also shown that these LMIs
can be used to design optimal and suboptimal robust controllers. Fi-
nally, some additionally robustness criterions were derived, especially
we verified that under certain constraints lower loss rates as expected
do not cause problems.
At the end, packet retransmission was analyzed as a method to de-
crease the network loss and thus improve the closed loop performance.
We showed that retransmissions yield in the most cases a behavior,
which is still described by the framework of this thesis. Moreover, we
determined the increase in the network load due to retransmissions
in terms of the average number of packets.
In different chapters, we used examples to demonstrate the results.
As already mentioned, many results obtained in this thesis were not
available in the literature.
The derived results provide interesting direction for future work.
First, it is possible to consider an acknowledgement model, which
uses ACKs and NAKs, but with possibly different loss probabilities.
Note that, the three acknowledgement models used in the thesis are
special cases of this general model.
The network loss rates can be determined by counting the lost and
received packets. Thus, it might be possible to derive an adaptive
control scheme in order to increase the performance and the applica-
bility for systems with uncertain network characteristics.
Also the network loss can be modeled in a more general and poten-
tially realistic manner. First, it is possible that the input and output
links are not mutually independent. Second, the loss might not be
i.i.d. Bernoulli distributed, therefore it is reasonable to analyze more
general network models. Note that, both ideas can also be used to
model varying network load or other disturbances.
Furthermore, there seem to be different methods to improve the
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controller performance without increasing the network load. A poten-
tial method is to include previous measurements or acknowlegements
in the output packets and acknowledgement packets. In particular,
many real network types require rather large packets in comparission
to the transmitted data [9], so the network load might not increase.
However, this retransmission behavior is different from the one an-
alyzed in this thesis. Similarly, it is possible to transmit predicted
input-data to the actuators. Note that, both methods require a differ-
ent setup. Possibly, it is useful to consider also a suboptimal solution
if it still increases the performance.
Another topic is the generalization of the stability criterions to
systems with multiple links. In particular, it might be interesting to
compare the stability of systems with multiple links with equal loss
probabilities to a single link system with the same link loss proba-
bility. Similarly, it is possible to try to determine general sufficient
stability criterions.
Moreover, a further discussion of the robustness seems to be sugges-
tive. In particular, it might be useful to determine if the robustness
regions are in general convex. If this is the case, then the robustness
regions can be approximated by evaluating the robustness at single
points. In addition, it might be possible to use this idea to analyze
the robust performance. Furthermore, robustness issues for systems
with multiple links or for optimal linear controller are open problems.
Finally, the applicability of the results of this thesis to real plants
and networks needs to be tested.
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Appendix A
Details on Network
Stochastic
This appendix contains derivations on the network model, which have
been avoided in the previous chapters for the sake of readability.
First, the joint probabilities of the events αk and γk depend on the
acknowledgement model and are shown in table A.1.
Events Joint probabilities - acknowledgement models
γk αk model I model II model III
0 0 (1− α)(1− θ) 1− α (1− α)(1− θ)
0 1 α(1 − θ) α(1 − θ) α
1 0 (1− α)θ 0 (1− α)θ
1 1 αθ αθ 0
Table A.1.: Joint probabilities of αk, γk
We have already defined the constant ǫ as
ǫ = E(αk|γk = 0 ∩ S⋆k ),
Note that, if γk = 0, then αk is unknown. Thus, we have in general
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ǫ = 1 · P (αk = 1 ∧ γk = 0)
P (γk = 0)
+ 0 · P (αk = 0 ∧ γk = 0)
P (γk = 0)
Using the acknowledgement model I we have
ǫ =
α(1− θ)
1− θ = α. (A.1)
The acknowledgement model II leads to
ǫ =
α(1 − θ)
1− αθ . (A.2)
For acknowledgement model III we have
ǫ =
α
1− (1 − α)θ . (A.3)
Now, we consider the term E{(1− γk)2(αk − ǫ)2}, which is required
in the derivation of the optimal control. In general, we have
E{(1− γk)2(αk − ǫ)2} = (1− ǫ)2P (αk = 1 ∧ γk = 0)
+ǫ2P (αk = 0 ∧ γk = 0).
We define
αφ = E{(1− γk)2(αk − ǫ)2}. (A.4)
If acknowledgement model I is used, then we have
E{(1− γk)2(αk − ǫ)2} = (1 − α)2α(1− θ)
+α2(1− α)(1 − θ)
= α(1− α)(1− θ)
φ = (1 − α)(1 − θ). (A.5)
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Using acknowledgement model II leads to
E{(1− γk)2(αk − ǫ)2}
=
(
1− α(1− θ)
1− αθ
)2
α(1 − θ) +
(
α(1− θ)
1− αθ
)2
(1− α)
=
1
(1 − αθ)2
(
(1− αθ − α(1− θ))2α(1 − θ)
+(α(1− θ))2(1− α))
=
1
(1 − αθ)2
(
α(1− θ)(1− α)2 + α2(1 − θ)2(1 − α))
=
1
(1 − αθ)2α(1 − θ)(1− α)
(
(1− α) + α(1− θ))
=
α(1− θ)(1 − α)
1− αθ
φ = (1 − α) (1 − θ)
1− αθ . (A.6)
Moreover, if we use acknowledgement model III, then this results in
E{(1− γk)2(αk − ǫ)2}
=
(
1− α
1− (1− α)θ
)2
α+
(
α
1− (1 − α)θ
)2
(1− α)(1 − θ)
=
1
(1− (1− α)θ)2
(
(1− (1− α)θ − α)2α+ α2(1− α)(1− θ))
=
1
(1− (1− α)θ)2α(1 − α)(1− θ)
(
1− (1− α)θ − α+ α)
=
α(1 − α)(1− θ)
1− (1− α)θ
φ = (1− α) (1− θ)
1− (1− α)θ . (A.7)
Note that, we always have φ ≤ 1. Now, we want to verify the in-
equality
φ ≤ (1 − α), (A.8)
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for all three network models. First of all the statement is satisfied if
α = 1. In the case of acknowledgement model I the above statement
(A.8) is true because
(1− α)(1 − θ) ≤ (1− α)
1− θ ≤ 1
θ ≥ 0.
Whereas, using acknowledgement model II leads to
(1− α) (1 − θ)
1− αθ ≤ (1− α)
1− θ ≤ 1− αθ
−θ ≤ −αθ
1 ≥ α,
which verifies (A.8). Finally, using acknowledgement model III we
have
(1 − α) (1 − θ)
1− (1 − α)θ ≤ (1− α)
1− θ ≤ 1− (1− α)θ
−θ ≤ −(1− α)θ
1 ≥ (1− α)
α ≥ 0.
Appendix B
Remaining Proofs of
Chapter 4
The proofs for the theorems and the lemma of chapter 4 have been
moved here for the sake of brevity.
B.1. Proof of Theorem 4.1.
The proof is split into several parts. First, the stepN−1 is considered.
Second, it is shown that there is not always a linear solution. Finally,
the optimal control law in the special case C invertible and V = 0 is
derived.
This proof uses dynamic programming and in particular the cost-
to-go method [1] to derive the optimal control law. We define the
so-called cost to go of step m, 0 ≤ m < N recursivly as
JN−1 = E{xTNFxN + xTN−1QxN−1|UN−1}
+E{αN−1uTN−1RuN−1 + 2αN−1uTN−1HxN−1|UN−1},
and if m < N − 1
Jm = J
o
m−1 + E{xTmQxm + αmuTmRum|Um}
+E{2αmuTmHxm|Um},
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where Jom−1 denotes the minimal cost-to-go of step m−1. Note that,
in the literature the term cost-to-go sometimes describes only the
optimal cost-to-go. First, we consider the general case and the step
N − 1. The cost-to-go is given by
JN−1 = E{xTNFxN + xTN−1QxN−1 + αN−1uTN−1RuN−1
+2αN−1u
T
N−1HxN−1|UN−1}
= E{xTN−1QxN−1 + (AxN−1 + αN−1BuN−1 +wN−1)TF
×(AxN−1 + αN−1BuN−1 +wN−1) + αN−1uTN−1RuN−1
+2αN−1u
T
N−1HxN−1|UN−1}
= E{xTN−1(ATFA+Q)xN−1 +wTN−1FwN−1
+αN−1(u
T
N−1(B
TFB +R)uN−1
+2αN−1u
T
N−1(B
TFA+H)xN−1)|UN−1}.
We want to choose uN−1 such that it minimizes JN−1. This is a
convex problem, so the optimal input uoN−1 can easily be determined
0 = E{ dJN−1
duoN−1
|UN−1}
= E{2(BTFA+H)xN−1 + 2(BTFB +R)uoN−1|UN−1}
uoN−1 = −(BTFB +R)−1(BTFA+H)E{xN−1|UN−1}
= −(BTFB +R)−1(BTFA+H)︸ ︷︷ ︸
GN−1
xˆN−1|N−1.
We define
MN−1 = α(A
TFB +HT )(R +BTFB)−1(BTFA+H)
KN−1 = A
TFA+Q−MN−1.
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Using the optimal input uoN−1 the optimal cost-to-go J
o
N−1 is
JoN−1 = E{xTN−1(ATFA+Q)xN−1 +wTN−1FwN−1
+(xˆTN−1|N−1MN−1xˆN−1|N−1
−2xˆTN−1|N−1MN−1xN−1)|UN−1}
= E{xTN−1(ATFA+Q)xN−1 +wTN−1FwN−1
+(xN−1 − eN−1|N−1)TMN−1(xN−1 − eN−1|N−1)
−2(xN−1 − eTN−1|N−1MN−1xN−1)|UN−1}.
Using eN−1|N−1 = xN−1 − xˆN−1|N−1 we have
JoN−1 = E{xTN−1KN−1xN−1 + eTN−1|N−1MN−1eN−1|N−1|UN−1}
+E{wTN−1FwN−1}.
Hence, the theorem holds for N = 1.
Let N > 1. For the step N − 2 we have the cost-to-go
JN−2 = E{JoN−1 + xTN−2QxN−2 + αN−2uTN−2RuN−2
+2αN−2u
T
N−2HxN−2|UN−2}
= E{xTN−1KN−1xN−1 + eTN−1|N−1MN−1eN−1|N−1|UN−2}
+E{wTN−1FwN−1}+ E{xTN−2QxN−2
+αN−2u
T
N−2RuN−2 + 2αN−2u
T
N−2HxN−2|UN−2},
where
xN−1 = AxN−2 + αN−2BuN−2 +wN−2
eN−1|N−1 = (I − βN−1LN−1C)(AeN−2|N−2 +wN−2
+(1− γN−2)(αN−2 − ǫ)BuN−2 − βN−1LN−1vN−1
LN−1 = PN−1|N−2C
T (CPN−1|N−2C
T + V )−1
PN−1|N−2 = APN−2|N−2A
T + (1− γN−2)ǫ(1 − ǫ)BuN−2uTN−2BT +W .
In general, the Kalman filter gain LN−1 depends on PN−1|N−2 and so
on uN−2. This dependence is carried over to the term
E{eT
N−1|N−1MN−1eN−1|N−1|UN−2}, which makes the optimal con-
trol law nonlinear. However, in the special case C is invertible and
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V = 0 the problem is still convex, because the gain LN−1 does not
depend on PN−1|N−2 and therefore not on uN−2.
Now, we consider this special case. The control law is verified
recursivly. We know that
Jok = E{xTkKkxk|Uk}+ E{eTk|kMkek|k|Uk} (B.1)
+
i=N−1∑
i=k
E{wTi (Ki+1 + (1− β)Mi+1)wi},
is true for k = N and k = N − 1. Assume that, it is true for an
aribitrary k, 0 < k ≤ N . So, the cost-to-go for the step k − 1 is
Jk−1 = J
o
k + E{xTk−1Qxk−1 + αk−1uTk−1Ruk−1
+2αk−1u
T
k−1Hxk−1|Uk−1}
= E{xTkKkxk|Uk−1}+ E{eTk|kMkek|k|Uk−1}
+E{xTk−1Qxk−1|Uk−1}+ αE{uTk−1Ruk−1
+2uTk−1Hxk−1|Uk−1}
+
N−1∑
i=k+1
E{wTi (Ki+1 + (1− β)Mi+1)wi}.
Using
xk = Axk−1 + αk−1Buk−1 +wk−1
ek|k = (1− βk)(Aek−1|k−1
+(1− γk−1)(αk−1 − ǫ)Buk−1 +wk−1),
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we can rewrite
E{xTkKkxk|Uk−1} = E{xTk−1ATKkAxk−1|Uk−1} (B.2)
+E{wTk−1Kkwk−1}
+αE{uTk−1BTKkBuk−1
+2uTk−1B
TKkAxk−1|Uk−1}
E{eTk|kMkek|k|Uk−1} = E{eTk−1|k−1ATMkAek−1|k−1|Uk−1}
×(1− β) + (1− β)E{wTk−1Mkwk−1}
+(1− β)E{uTk−1BTMkBuk−1|Uk−1}
×E{(1− γk)2(αk − ǫ)2|Uk−1}︸ ︷︷ ︸
=αφ
,
which yields
Jk−1 = E{xTk−1(ATKkA+Q)xk−1|Uk−1}
+αE{uTk−1(R+BTKkB + (1− β)φBTMkB)uk−1|Uk−1}
+2αE{uTk−1(BTKkA+H)xk−1|Uk−1}
+(1− β)E{eTk−1|k−1ATMkAek−1|k−1|Uk−1}
+
N−1∑
i=k
E{wTi (Ki+1 + (1− β)Mi+1)wi}.
It is possible to minimize Jk−1 by choosing u
o
k−1 as done before. We
have
uok−1 = Gk−1xˆk−1|k−1
Gk−1 = −(R+BT (Kk + (1− β)φMk)B)−1(BTKkA+H).
With this optimal input uok−1 we have
Jok−1 = E{xTk−1Kk−1xk−1|Uk−1}
+E{eTk−1|k−1Mk−1ek−1|k−1|Uk−1}
+
N−1∑
i=k
E{wTi (Ki+1 + (1− β)Mi+1)wi},
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using Mk−1,Kk−1 as defined in the theorem.
Furthermore, Jok−1 has the assumed form (B.1). In addition, the
statement is true for any 0 ≤ k < N , because we know it is true
for k = N . In summary, the control law presented in the theorem is
verified.
Finally, in order to finish the proof we have the expected costs
Jok = E{xTkKkxk|Uk}+ E{eTk|kMkek|k|Uk}
+
i=N−1∑
i=k
E{wTi (Ki+1 + (1− β)Mi+1)wi}
Jo = Jo0 = E{xT0 K0x0|U0}+ E{eT0|0M0e0|0|U0}
+
i=N−1∑
i=0
E{wTi (Ki+1 + (1− β)Mi+1)wi}
= E{xT0 K0x0|U0}+Tr(M0E{P0|0})
+
i=N∑
i=1
Tr((Ki + (1 − β)Mi)W )
= xˆT0|−1K0xˆ0|−1 + Tr((K0 +M0(1 − β))P0|−1)
+
i=N∑
i=1
Tr((Ki + (1 − β)Mi)W ).
⋄
B.2. Proof of Lemma 4.2.
We begin the proof with the verification of the first statement. The
cost per step is finite, so we have
J = lim sup
N→∞
1
N
E{
N−1∑
i=0
xTi Qxi + αiu
T
i Ru+ 2αiu
T
i Hxi} <∞.
So, there exists an M1 s.t.
E{xTi Qxi + αiuTi Ru+ 2αiuTi Hxi} < M1, ∀i ≥ 0
(1− α)E{xTi Qxi} < M1, ∀i ≥ 0.
B.2 Proof of Lemma 4.2. 149
So, for an aribitrary m ≥ 0, in n steps we have
(1− α)E{
n∑
j=0
xTi+j(A
T )iQAixi+j} < (n+ 1)M1.
Note that,
∑n
i=0(A
T )iQAi > 0, because (A,Q
1
2 ) is observable. For
any l ≥ n we have using the above equation
(1− α)
l∑
j=l−n
E{
n∑
i=0
xTi+j(A
T )iQAixi+j} < (n+ 1)2M1
(1 − α)E{xTl (
n∑
i=0
(AT )iQAi)
︸ ︷︷ ︸
>0
xl} < (n+ 1)2M1.
So, there exists an M2 s.t.
E{xTl xl} < M2.
Choose M3 and Mmax s.t.
E{xTi xi} < M3, i = 1, . . . , n− 1
Mmax = max(M2,M3).
So, we have
E{xTk xk} < Mmax, ∀k ≥ 0.
Finally, the optimality of the Kalman filter implies
E{eTk|kek|k} < E{xTk xk} < Mmax, ∀k ≥ 0
E{eTk|k−1ek|k−1} < E{xTk xk} < Mmax, ∀k ≥ 0.
Now, the second statement is going to be verified. First, consider a
system with single input links. Assume for the sake of contradiction
that the cost per step is infinite, but the state is bounded in the
mean square sense. Due to the boundedness there has to be an M
s.t. E{xTk xk} < M, ∀k. Additionally, we assumed infinite costs i.e.
∀Y > 0, ∀z > 0 : ∃k ≥ z such that
E{xTkQxk + αkuTkRuk + αkuTkHxk} > Y .
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Now, consider such a k, and we have
E{xTkQxk + αkuTkGTkRGkuk + αkuTkHxk}
= E{xˆTk|...(Q+ αkGTkRGk + 2αkGTkH)xˆk|...}+ E{eTk|...Qek|...}
≤ E{xTk (2Q+ αkGTkRGk + 2αkGTkH)xk}
≤ Tr((2Q+ αGTkRGk + 2αGTkH)M),
where k| . . . is either k|k or k|k − 1. So, there is a Y such that
E{xTkQxk + αkuTkRuk + αkuTkHxk} < Y ,
which contradicts the assumption of infinite cost per step. The multi
input links case can be verified in the same way. ⋄
B.3. Proof of Theorem 4.3.
In this proof the case N = 1 is verified first. Then for the special
case V = 0 and C invertible the optimal control law and the resulting
optimal costs are derived. Afterwards, the case N = 2 is considered.
Finally, it is shown that there is in general no linear solution for
N > 2.
We also use dynamic programming and the cost-to-go approach
here. However, the cost-to-go is slightly different and given by
JN−1 = E{xTNFxN + xTN−1QxN−1|SN−2}
+E{αN−1uTN−1RuN−1 + 2αN−1uTN−1HxN−1|SN−2},
and if m < N − 1
Jm = J
o
m−1 + E{xTmQxm + αmuTmRum|Sm−1}
+E{2αmuTmHxN−1|Sm−1},
where Jom−1 denotes the minimal cost-to-go of step m− 1.
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First, consider the step N − 1. The cost-to-go is
JN−1 = E{xTNFxN + xTN−1QxN−1
+αN−1u
T
N−1RuN−1 + 2αN−1u
T
N−1HxN−1|SN−2}
= E{(AxN−1 + αN−1BuN−1 +wN−1)TF
×(AxN−1 + αN−1BuN−1 +wN−1) + xTN−1QxN−1
+αN−1u
T
N−1RuN−1 + 2αN−1u
T
N−1HxN−1|SN−2}
= E{xTN−1(ATFA+Q)xN−1 +wTN−1FwN−1
+αN−1(u
T
N−1(B
TFB +R)uN−1
+2αN−1u
T
N−1(B
TFA+H)xN−1)|SN−2}.
We can determine the optimal input uoN−1 such that JN−1 is minimal
0 = E{ dJN−1
duoN−1
|SN−2}
0 = E{2(BTFA+H)xN−1 + 2(BTFB +R)uN−1|SN−2}
uN−1 = −(BTFB +R)−1(BTFA+H)E{xN−1|SN−2}
= − (BTFB +R)−1(BTFA+H)︸ ︷︷ ︸
GN−1
xˆN−1|N−2.
We define
MN−1 = α(A
TFB +HT )(R +BTFB)−1(BTFA+H)
KN−1 = A
TFA+Q−MN−1.
Using uoN−1 the optimal cost-to-go J
o
N−1 is
JoN−1 = E{xTN−1(ATFA+Q)xN−1 +wTN−1FwN−1
+(xˆTN−1MN−1xˆN−1 − 2xˆTN−1MN−1xN−1)|SN−2}
= E{xTN−1(ATFA+Q)xN−1 +wTN−1FwN−1
+((xN−1 − eN−1|N−2)TMN−1(xN−1
−eN−1|N−2)− 2(xN−1 − eTN−1|N−2MN−1xN−1)|SN−2},
and using the above definitions we have
JoN−1 = x
T
N−1KN−1xN−1 + E{eTN−1|N−2MN−1eN−1|N−2|SN−1}
+E{wTN−1FwN−1}.
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Hence, the theorem holds for N = 1.
We now want to verify the control law for the special case V = 0
and C invertible. This is done in a recursive way. We know that
Jok = E{xTkKkxk|Sk−1}+ E{eTk|k−1Mkek|k−1|Sk−1}
+
N−1∑
i=k
E{wTi (Ki+1 +Mi+1)wi},
is true for k = N . Let us assume it is true for a k,N ≥ k > 0. So,
the cost-to-go for step k − 1 is
Jk−1 = E{Jok + xTk−1Qxk−1 + αk−1uTk−1Ruk−1
+2αk−1u
T
k−1Hxk−1|Sk−2}
= E{xTkKkxk|Sk−2}+ E{eTkMkek|Sk−2}
+
N−1∑
i=k+1
E{wTi (Ki+1 +Mi+1)wi}+ E{xTk−1Qxk−1|Sk−2}
+αE{uTk−1Ruk−1 + 2αE{uTk−1Hxk−1|Sk−2}.
Moreover, we have
xk = Axk−1 + αk−1Buk−1 +wk−1
E{xTkKkxk|Sk−2} = E{xTk−1ATKkAxk−1|Sk−2}
+E{wTk−1Kkwk−1}
+αE{uTk−1BTKkBuk−1
+2uTk−1B
TKkAxk−1|Sk−2}
ek = (1− βk−1)Aek−1 +wk−1
+(1− γk−1)(αk−1 − ǫ)Buk−1
E{eTkMkek|Sk−2} = (1− β)E{eTk−1ATMkAek−1|Sk−2}
+E{wTk−1Mkwk−1}
+E{uTk−1BTMkBuk−1|Sk−2}
×E{(1− γk)2(αk − ǫ)2|Sk−2}︸ ︷︷ ︸
=αφ
.
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Finally, we obtain the cost-to-go as
Jk−1 = E{xTk−1(ATKkA+Q)xk−1|Sk−2}
+αE{uTk−1(R +BTKkB + φBTMkB)uk−1|Sk−2}
+2αE{uTk−1BTKkA+Hxk−1|Sk−2}
+(1− β)E{eTk−1ATMkAek−1|Sk−2}
+
i=N−1∑
i=k
E{wTi (Ki+1 +Mi+1)wi}.
We minimize Jk−1 using
uok−1 = Gk−1xˆk−1|k
Gk−1 = −(R+BT (Kk + φMk)B)−1(BTKkA+H),
as a result we have
Jok−1 = E{xTk−1Kk−1xk−1|Sk−2}
+E{eTk−1Mk−1ek−1|Sk−2}
+
N−1∑
i=k
E{wTi (Ki+1 +Mi+1)wi}.
Hence, the assumption is true for k − 1. Note that, the choice of k
was aribitrary and we know that the assumption is true for k = N ,
so it is true for any k, 0 ≤ k ≤ N .
Furthermore, the expected cost is given by
Jok = E{xTkKkxk|Sk−1}+ E{eTk|k−1Mkek|k−1|Sk−1}
+
N−1∑
i=k
E{wTi (Ki+1 +Mi+1)wi}
Jo = Jo0 = E{xT0 K0x0}+ E{eT0|−1M0e0|−1}
+
N−1∑
i=0
E{wTi (Ki+1 +Mi+1)wi}
= xˆT0|−1K0xˆ0|−1 +Tr((K0 +M0)P0|−1)
+
N∑
i=1
Tr((Ki +Mi)W ).
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Let us consider again the general case we have for k = N − 2 the
cost-to-go
JN−2 = J
o
N−1 + E{xTN−1QxN−1 + αN−1uTN−1RuN−1
+2αN−1u
T
N−1HxN−1|SN−2}.
We can use (B.2) and
eN−1|N−2 = (I − βN−2LN−2C)AeN−2|N−3
+(1− γN−2)(αN−2 − ǫ)BuN−2
+wN−2 − βN−2LN−2vN−2
LN−2 = PN−2|N−3C
T (CPN−2|N−3C
T + V )−1,
to rewrite the cost-to-go as
JN−2 = αE{uTN−2(R +BTKN−1B + φBTMN−1B)uN−2|SN−2}
+E{xTN−2(ATKN−1A+Q)xk−1|SN−2}
+2αE{uTN−2BTKN−1A+HxN−2|SN−2}
+E{eTN−2|N−3AT ((1 − β)MN−1
+β(I − LN − 2)TMN−1(I − LN − 2))AeN−2|N−3|SN−2}
+Tr((F +MN−1 +KN−1)W ) +
βE{vTN−2LTN−2MN−1LN−2vN−2}.
We now minimize JN−2 by choosing
uoN−2 = GN−2xˆN−2|N−3
GN−2 = −(R+BT (KN−1 + φMN−1)B)−1(BTKN−1A+H),
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and as a result we have
JoN−2 = E{xTN−2KN−2xN−2|SN−2}
+E{eTN−2|N−3MN−2eN−2|N−3|SN−2}
+Tr((F +KN−1 +MN−1)W )
+βTr(V LTN−2MN−1LN−2)
KN−2 = A
TKN−1A+Q− α(ATKN−1B +HT )
×(R+BT (KN−1 + φMN−1)B)−1(BTKN−1A+H)
MN−2 = α(A
TKN−1B +H
T )(R +BT (KN−1 + φMN−1)B)
−1
×(BTKN−1A+H) + (1− β)ATMN−1A
+βAT (I − LN−2C)TMN−1(I − LN−2C)A.
If N = 2, then this is truly the same as presented in the theorem.
Additionally, the expected cost are
Jo = xˆT0|−1K0xˆ0|−1 +Tr((K0 +M0)P0|−1)
+Tr((F +K1 +M1)W ) + β Tr(V L
T
0 M1L0).
Finally, if N > 2 then the Kalman gain LN−2 depends non-linearily
on the input uN−3. Thus, the problem is not convex anymore and
the control law gets nonlinear. ⋄
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B.4. Proof of Theorem 4.4.
In this proof we first derive the control law for the case N = 1.
Afterwards, the special case C invertible and V = 0 is considered.
Also this proof uses dynamic programing and the cost-to-go approach.
The cost-to-go is similar defined as in the proof of theorem 4.1.
Let k = N − 1. The cost-to-go is given by
JN−1 = E{xTNFxN + xTN−1QxN−1
+
ni∑
j=1
ni∑
l=1
jαN−1
lαN−1
juTN−1
j,lRluN−1
+
ni∑
j=1
2jαN−1
juTN−1
jHxN−1|UN−1}.
We can rewrite this as
JN−1 = E{

AxN−1 +wN−1 + ni∑
j=1
jαN−1
jBjuN−1

T F
×
(
AxN−1 +wN−1 +
ni∑
l=1
lαN−1
lBluN−1
)
|UN−1}
+E{xTN−1QxN−1 +
ni∑
j=1
2jαN−1
juTN−1
jHxN−1
+
ni∑
j=1
ni∑
l=1
jαN−1
lαN−1
juTN−1
j,lRluN−1|UN−1}
JN−1 = E{xTN−1(ATFA+Q)xN−1 +wTN−1FwN−1|UN−1}
+
ni∑
j=1
ni∑
l=1
(jαlα(1 − δjl) + jαδjl)
×E{juTN−1(jBTF lB + j,lR)luN−1|UN−1}
+
ni∑
j=1
2jαE{juTN−1(jBTFA+ jH)xN−1|UN−1}.
The above condition is convex. Thus, in order to minimize JN−1 we
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need to have for any j
E{ ∂
∂juN−1
JN−1|UN−1} = 0.
This yields
0 = jα(jBTFA+ jH)E{xN−1|UN−1}
+jα
ni∑
l=1
(jBTF lB + j,lR)(lα(1− δj,l) + δj,l)luN−1,
or in matrix form
0 =


1α(1BTF 1B + 1,1R) 1α2α(1BTF 2B + 1,2R) . . .
1α2α(2BTF 1B + 2,1R) 2α(2BTF 2B + 2,2R) . . .
...
...
. . .


×


1uN−1
2uN−1
...


+


1α(1BTFA+ 1H)
2α(2BTFA+ 2H)
...

 xˆN−1|N−1.
We define
[α] = diag(1α · Ip1×p1 , 2α · Ip2×p2 , . . .) (B.3)
[αα] =


1α · 1p1×p1 E{1αk2αk} · 1p1×p2 . . .
E{1αk2αk} · 1p2×p1 2α · 1p2×p2 . . .
...
...
. . .


[αα] = ([αα])T . (B.4)
If the input links are independent, then we have simply
[αα] =


1α · 1p1×p1 1α2α · 1p1×p2 . . .
1α2α · 1p2×p1 2α · 1p2×p2 . . .
...
...
. . .

 .
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Using the Hadamard product we have
uN−1 = −([αα]⊗ (BTFB +R))−1 [α] (BTFA+H)xˆN−1|N−1.
So, the optimal cost-to-go is
JoN−1 = E{xTN−1(ATFA+Q)xN−1 +wTN−1FwN−1|UN−1}
+E{uTN−1([αα]⊗ (BTFB +R))uN−1
+2uTN−1 [α] (B
TFA+H)xN−1|UN−1}.
Finally, we obtain
JoN−1 = E{xTN−1(ATFA+Q− (BTFA+H)T [α]
×([αα]⊗ (BTFB +R))−1 [α] (BTFA+H))xN−1|UN−1}
+E{eTN−1|N−1(BTFA+H)T [α]
×([αα]⊗ (BTFB +R))−1
× [α] (BTFA+H)eN−1|N−1|UN−1}
+E{wTN−1FwN−1}
JoN−1 = E{xTN−1KN−1xN−1 + eTN−1|N−1MN−1eN−1|N−1|UN−1}
+Tr(FW ).
Consider the special case C invertible and V = 0, we need to verify
Mk−1 = (1 − β)ATMkA+ (HT +ATKkB) [α]
× ([αα]⊗ (R +BTKkB) + (1 − β) [αφ] ⊗ (BTMkB))−1
× [α] (BTKkA+H)
Kk−1 = A
TKkA+Q−Mk−1 + (1− β)ATMkA
uk−1 = Gk−1xˆk−1|k−1
Gk−1 = −
(
[αα]⊗ (R +BTKkB) + (1 − β) [αφ] ⊗ (BTMkB)
)−1
× [α] (BTKkA+H)
MN = 0
KN = F
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for k = 1, . . . , N and where [αφ] is given by (B.5). We know that the
cost-to-go at step k = N and k = N − 1 is given by
Jk = E{xTkKkxk + eTk|kMkek|k|Uk}
+E{
N−1∑
i=k
wTi (Ki+1 + (1 − β)Mi+1)wi}.
Let us assume that, this is true for an aribitrary k; N ≤ k > 0. Then
the cost-to-go at step k − 1 is
Jok−1 = E{xTkKkxk + eTk|kMkek|k|Uk−1}
+E{
N−1∑
j=k
wTj (Kj+1 + (1− β)Mj+1)wj}
+E{xTk−1Qxk−1 + 2
ni∑
j=1
jαk−1
juTk−1
jBT jHxk−1
+
ni∑
j=1
ni∑
l=1
jαk−1
lαk−1
juk−1
j,lRluk−1|Uk−1}.
We can expand the term E{xTkKkxk|Uk−1} using (2.9) as
E{xTkKkxk|Uk−1}
= E{(Axk−1 +
ni∑
j=1
jαk−1
jBjuk−1 +wk−1)
TKk
×(Axk−1 +
ni∑
l=1
lαk−1
lBluk−1 +wk−1)|Uk−1}
= E{xTk−1ATKkAxk−1 + 2
ni∑
j=1
jαk−1
juk−1
jBTKkAxk−1
+
ni∑
l=1
ni∑
l=1
jαk−1
lαk−1
luTk−1
lBTKk
jBjuk−1|Uk−1}
+E{wTk−1Kkwk−1}.
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Similarly, E{eT
k|kMkek|k|Uk−1} can be rewritten as
E{eTk|kMkek|k|Uk−1}
= E{(1− βk)(Aek−1|k−1
+
ni∑
l=1
(1 − lγk−1)(lαk−1 − lǫk−1)lBluk−1 +wk−1)TMk
×(Aek−1|k−1 +
ni∑
j=1
(1− jγk−1)(jαk−1 − jǫk−1)jBjuk−1
+wk−1)|Uk−1}.
So, we have
Jk−1 = E{
N−1∑
i=k−1
wTi (Ki+1
+(1− β)Mi+1)wi}+ E{xTk−1(Q+ATKkA)xk−1|Uk−1}
+(1− β)E{eTk−1|k−1ATMkAek−1|k−1|Uk−1}
+2E
ni∑
j=1
{jαk−1juTk−1(jBTKkA+ jH)xk−1|Uk−1}
+E{
ni∑
l=1
ni∑
j=1
luTk−1(
lαk−1
jαk−1(
l,jR+ lBTKk
jB)
+(1− βk)(1 − lγk−1)(1 − jγk−1)(lαk−1 − lǫk−1)
×(jαk−1 − jǫk−1)iBTPkjB)juk−1|Uk−1}.
Now, we define
[αφ] =


E{(1− 1γk−1)2(1αk−1 − 1ǫk−1)2} · 1p1×p1 . . .
E{(1− 1γk−1)(1 − 2γk−1)(1αk−1 − 1ǫk−1)
×(2αk−1 − 2ǫk−1)} · 1p2×p1 . . .
...
. . .


[αφ] = [αφ]T . (B.5)
In the case of independent links this matrix is block diagonal and
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given by
[αφ] =


1α1φ · 1p1×p1 . . .
0 · 1p2×p1 . . .
...
. . .

 .
with iφ as in (A.5), (A.6) or (A.7) depending on the acknowledgement
model of the ith input links. This yields
Jk−1 = E{
N−1∑
i=k−1
wTi (Ki+1 + (1 − β)Mi+1)wi}
+E{xTk−1(Q+ATKkA)xk−1|Uk−1}
+(1− β)E{eTk−1|k−1ATMkAek−1|k−1|Uk−1}
+2E{uTk−1 [α] (BTKk−1A+H)xk−1|Uk−1}
+E{uTk−1([αα]⊗ (R+BTKkB)
+(1− β) [αφ]⊗ (BTMkB))uk−1|Uk−1}.
Minimizing with respect to uk−1 leads to
uok−1 = Gk−1xˆk−1|k−1
Gk−1 = −([αα]⊗ (R +BTKkB)
+(1− β) [αφ] ⊗BTMkB)−1 [α] (BTKk−1A+H).
Finally, we have
Jk−1 = E{
N−1∑
i=k−1
wTi (Ki+1 + (1− β)Mi+1)wi}
+E{xTk−1(Q+ATKkA
−([α] (BTKk−1A+H))T ([αα]⊗ (R +BTKkB)
+(1− β) [αφ] ⊗ (BTMkB))−1
× [α] (BTKk−1A+H))xk−1|Uk−1}
+E{eTk−1|k−1
(
(1− β)ATMkA
+ ([α] (BTKk−1A+H))
T ([αα]⊗ (R+BTKkB)
+ (1− β) [αφ]⊗ (BTMkB))−1
× [α] (BTKk−1A+H)
)
ek−1|k−1|Uk−1}.
162 B Remaining Proofs of Chapter 4
which verifies the presented control law. The expected cost can be
derived as
Jo = xˆT0|−1K0xˆ0|−1 +Tr((K0 +M0(1 − β))P0|−1
+
N∑
i=1
Tr((Ki + (1 − β)Mi)W .
⋄
B.5. Proof of Theorem 4.5.
This proof will have three parts. First, the control law for the special
case C invertible and V = 0 is verified. Afterwards, the general
case for N = 1 and finally, for N = 2 are treated. Once more, we
use dynamic programing. The cost to go is defined similar as in the
proof of theorem 4.3.
Let us asume that
Jok = E{xTkKkxk + eTk|k−1Mkek|k−1|Sk−1}
+E{
N−1∑
i=k
wTi (Ki+1 +Mi+1)wi}
is true for k > 0. In particular, we know that this is the case for
k = N by the choice of
KN = F
MN = 0.
The cost-to-go at step k − 1 is
Jk−1 = E{xTkKkxk + eTk|k−1Mkek|k−1|Sk−2}
+E{
N−1∑
i=k
wTi (Ki+1 +Mi+1)wi}
+E{xTk−1Qxk−1 + 2
ni∑
l=1
lαk−1
luTk−1
lHxk−1
+
ni∑
l=1
ni∑
j=1
lαk−1
jαk−1
luk−1
l,jRjuk−1|Sk−2}.
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We can expand E{xTkKkxk|Sk−2} using (2.9) as
E{xTkKkxk|Sk−2} (B.6)
= E{(Axk−1 +
ni∑
l=1
lαk−1
lBluk−1 +wk−1)
TKk
×(Axk−1 +
nI∑
j=1
jαk−1
jBjuk−1 +wk−1)|Sk−2}
+E{wTk−1Kkwk−1}
= E{xTk−1ATKkAxk−1
+
ni∑
l=1
nI∑
j=1
lαk−1
jαk−1
luTk−1
lBTKk
jBjuk−1
+2
ni∑
l=1
lαk−1
luk−1
lBTKkAxk−1|Sk−2}.
Similarly, E{eT
k|k−1Mkek|k−1|Sk−2} can be rewritten as
E{eTk|k−1Mkek|k−1|Sk−2} (B.7)
= E{((I − [βk])(Aek−1|k−2)
+
ni∑
l=1
(1 − lγk−1)(lαk−1 − lǫk−1)lBluk−1 +wk−1)TMk
×((I − [βk])(Aek−1|k−2)
+
ni∑
j=1
(1 − jγk−1)(jαk−1 − jǫk−1)jBjuk−1 +wk−1)|Sk−2},
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with [βk] as defined by (3.24). So, we have
Jk−1 = E{
N−1∑
i=k−1
wTi (Ki+1 +Mi+1)wi}
+E{xTk−1(Q+ATKkA)xk−1|Sk−2}
+E{eTk−1|k−2(I − [βk])ATMkA(I − [βk])ek−1|k−2|Sk−2}
+2E
ni∑
i=1
{iαk−1iuTk−1(iBTKkA+ iH)xk−1|Sk−2}
+E{
ni∑
l=1
ni∑
j=1
luTk−1(
lαk−1
jαk−1(
l,jR+ iBTKk
jB)
+(1− lγk−1)(1 − jγk−1)
×(lαk−1 − lǫk−1)(jαk−1 − jǫk−1)lBTMkjB)juk−1|Sk−2}.
Now, let us define
[I − ββ] =

 (1−
1β) · 1q1×q1 . . .
E{(1− 1βk)(1− 2βk)} · 1q2×q1 . . .
...
. . .


= E{[I − ββ]⋆k}. (B.8)
Note that, in the case of independent output links we can simplify
this to
[I − ββ] =

 (1 −
1β) · 1q1×q1 . . .
E{(1− 1β)(1− 2β) · 1q2×q1 . . .
...
. . .

 .
B.5 Proof of Theorem 4.5. 165
Using in addition (B.4), (B.5) we get
Jk−1 = E{
N−1∑
i=k−1
wTi (Ki+1 +Mi+1)wi}
+E{xTk−1(Q+ATKkA)xk−1|Sk−2}
+E{eTk−1|k−2([I − ββ]⊗ (ATMkA))ek−2|k−1|Sk−2}
+2E{uTk−1 [α] (BTKk−1A+H)xk−1|Sk−2}
+E{uTk−1([αα]⊗ (R +BTKkB)
+ [αφ] ⊗ (BTMkB))uk−1|Sk−2}.
Minimizing Jk−1 with respect to uk−1 leads to
uok−1 = Gk−1xˆk−1|k−2
Gk−1 = −([αα] ⊗ (R+BTKkB)
+ [αφ]⊗BTMkB)−1 [α] (BTKk−1A+H).
Finally, we have
Jk−1 = E{
N−1∑
i=k−1
wTi (Ki+1 +Mi+1)wi}
+E{xTk−1(Q+ATKkA
−([α] (BTKk−1A+H))T ([αα]⊗ (R+BTKkB)
+ [αφ]⊗ (BTMkB))−1 [α] (BTKk−1A+H))xk−1|Sk−2}
+E{eTk−1|k−1
(
([I − ββ] ⊗ (ATMkA)
+ ([α] (BTKk−1A+H))
T ([αα] ⊗ (R+BTKkB)
+ [αφ]⊗ (BTMkB))−1 [α] (BTKk−1A+H)
)
×ek−1|k−1|Sk−2},
which verifies the presented control law. The optimal cost can be
derived as
Jo = xˆT0|−1K0xˆ0|−1 +Tr((K0 +M0)P0|−1 +
N∑
i=1
Tr((Ki +Mi)W .
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Note that, E{eT
k|k−1Mkek|k−1|Sk−2} is not given by (B.7) if V 6= 0
or C is not invertible. However, for N = 1 this has no influence,
because MN = 0. But in the case k = N − 2 this has an impact on
the control law. Fortunately, we do not need to adapt (B.6). So, the
formula for the controller gain GN−2 is still the same as in the special
case. The equation (B.7) needs to be replaced by
E{eTN−1|N−2MN−1eN−1|N−2|SN−3}
= E{((I − L˜N−2C˜N−2)(AeN−2|N−3)
+
ni∑
l=1
(1 − lγN−2)(lαN−2 − lǫN−2)lBluN−1 +wN−2
−L˜N−2v˜M−2)TMk((I − L˜N−2C˜N−2)(AeN−2|N−3)
+
ni∑
j=1
(1 − jγN−2)(jαN−2 − jǫN−2)jBjuN−2 +wN−2)|SN−3}.
where L˜N−2, C˜N−2, v˜N−2 are defined by (3.24), (3.22) and (3.23). If
N = 2, then these three entities depend only on the initial conditions.
So, for N = 2 the optimal cost is
Jo = xˆT0|−1K0xˆ0|−1
+Tr((K0 +M0)P0|−1 +Tr((K1 +M1 + F )W + Y
M0 = Z + (H
T +ATKk+1B) [α]
(
[αα]⊗ (R +BTKk+1B)
+ [αφ]⊗ (BTMk+1B)
)−1
[α] (BTKk+1A+H)
K0 = A
TK1A+Q− (HT +ATK1B) [α]
(
[αα] ⊗ (R+BTK1B)
+ [αφ]⊗ (BTM1B)
)−1
[α] (BTK1A+H)
Y = E{v˜T0 L˜T0 M1L˜0v˜0}
Z = E{AT (I − L˜N−2C˜N−2)TM1(I − L˜N−2C˜N−2)A}.⋄
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B.6. Proof of Theorem 4.6. and Theorem
4.7.
In this section we verify theorems 4.6. and 4.7., which deal with
optimal linear control for systems with single input and single output
links respectively multiple input and multiple output links. First,
we consider the multiple links case and then we adapt the resuls to
systems with single links.
The proof consists of three parts. First, the optimal linear control
problem is formulated as an optimization problem, which is in gen-
eral nonconvex. Then a necessary condition for the optimal solution
of this problem is derived. Finally, it is shown that this condition is
also sufficient and we can solve it by an iteration. The proof uses the
results of [3] and [19].
Derivation of the optimization problem
Assume we apply the output feedback
juk = −jKxˆk
xˆk+1 = Axˆk +
ni∑
j=1
E{jαk|Sk}jBjuk
+
no∑
j=1
jβk
jL(jyk − jCxˆk),
to the system
xk+1 = Axk +
ni∑
j=1
jαk
jBjuk +wk.
168 B Remaining Proofs of Chapter 4
This results in the closed loop
zk =
(
xk
xˆk
)
(B.9)
zk+1 = Akzk +Dk
Ak =


A −
ni∑
j=1
jαk
jBjK
no∑
j=1
jβk
jLjC
A−
no∑
j=1
jβk
jLjC +
ni∑
j=1
(jαk
jγk
+(1− jγk)jǫk)jBjK


Dk =

 wkno∑
j=1
jβk
jLjvk

 .
where Ak,Dk depend on the controller and filter gains, which we
want to determine. Moreover, the covariance of zk denoted by Pk is
Pk = E{zkzTk }
= E{Ak(L,K)PkAk(L,K)T}+D(L),
using
D(L) = E{DkDTk |Sk} (B.10)
=

 W 0
0
no∑
j=1
no∑
l=1
E{jβklβk = 1}jLj,lV lLT

 .
Note that, by definition Pk ≥ 0. If the output links are independent,
then we have
D(L) =

 W 0
0
no∑
j=1
no∑
l=1
(δj,k
jβk + (1 − δj,k)jβklβk)jLj,lV lLT

 .
Furthermore, if there is only a single output link
D(L) =
(
W 0
0 LV LT
)
.
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Finally, in the case of multiple input links the cost criterion (2.18)
with H = 0 is equal to
J = lim sup
k→∞
E{xTkQxk} (B.11)
+ lim sup
k→∞
E{
ni∑
j=1
ni∑
m=1
jαk
mαk
juTk
j,mRmuk}.
The cost criterion in the single input link case (2.11) with H = 0 can
be rewritten as
J = lim sup
i→∞
E{xTi Qxi + αiuTi Rui} (B.12)
We can rewrite the cost per step ck as
ck = Tr (N(K)Pk) (B.13)
N(K) =

 Q 0
0
ni∑
j=1
ni∑
m=1
E{jαkmαk = 1}jKT j,mRmK

 .
In the case of independent input links the term N(K) simplifies to
N(K) =
(
Q 0
0 a
)
a =
ni∑
j=1
ni∑
m=1
(δj,m
jα+ (1− δj,m)jαmα)jKT j,mRmK.
Furthermore, if there are only single input links, then N(K) is
N(K) =
(
Q 0
0 αKTRK
)
.
If Pk converges to P∞, then ck converges to c∞. So, we have
P∞ = E{A(L,K)P∞A(L,K)T }+D(L).
Finally, it is possible to formulate the optimal linear control problem
as an optimization problem. We have
min
K,L
Tr(PN(K))
s.t. P = E{A(L,K)PA(L,K)T}+D(L), P ≥ 0.
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As shown in [3] this problem is in general nonconvex.
Necessary condtion
We can use a Lagrange multiplier Λ to rewrite the optimization prob-
lem. We define
J = Tr(PN(K) + ΛE{A(L,K)PA(L,K)T}+ ΛD(L)− ΛP ).
Now, we can rewrite
min
K,L
J
s.t. P ≥ 0,Λ ≥ 0.
The necessary conditions can be obtained by the so-called minimum
matrix principle [3]. We need to have
∂
∂P
J = 0, ∂
∂Λ
J = 0,
∂
∂jL
J = 0, ∂
∂mK
J = 0, j = 1, . . . , no,m = 1, . . . , n1,
which leads to
∂
∂P
J = 0 (B.14)
0 =
∂
∂P
Tr((N(K) + E{A(L,K)TΛA(L,K)} − Λ)P )
∂
∂Λ
J = 0 (B.15)
0 =
∂
∂Λ
Tr(Λ(D(L) + E{A(L,K)PA(L,K)T} − P ))
∂
∂mK
J = 0 (B.16)
0 =
∂
∂mK
Tr((N(K) + E{A(L,K)TΛA(L,K)} − Λ)P )
∂
∂jL
J = 0 (B.17)
0 =
∂
∂jL
Tr(Λ(D(L) + E{A(L,K)PA(L,K)T} − P )).
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Let us partition P,Λ as
P =
(
P1 P12
PT12 P2
)
Λ =
(
Λ1 Λ12
ΛT12 Λ2
)
.
As shown in [3] we get due to the minimality assumption
P =
(
P + P P
P P
)
,
P = PT > 0, P = P
T ≥ 0
Λ =
(
Λ + Λ −Λ
−Λ Λ
)
,
Λ = ΛT > 0,Λ = Λ
T ≥ 0.
(B.18)
As a consequence we have
lim
k→∞
E{(xk − xˆ)xˆTk } = 0,
which shows that the estimate and the estimaton error are uncorre-
lated for large k, because P = lim
k→∞
E{zkzTk }.
Using (B.18) and some straight forward manipulations we can
rewrite (B.14) as
P = F1(P , P ,K,L) (B.19)
= APAT −
no∑
i=1
iβ(iLiCPAT +AP iCT iLT ) +W
+
no∑
i=1
no∑
j=1
E{iβkjβk}iL(iCP jCT + i,jV )jLT
+
ni∑
j=1
ni∑
l=1
E{(1− jγk)(1 − lγk)(jαk − jǫk)(lαk − lǫk)}
×iBiKP lKT lBT ,
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and
P = F2(P , P ,K,L) (B.20)
= APAT +
no∑
i=1
no∑
j=1
E{iβkjβk}iL(iCP jCT + i,jV )jLT
−
ni∑
j=1
jα(jBjKPAT +AP jKT jBT )
+
ni∑
j=1
ni∑
l=1
E{(jαkjγk + (1 − jγk)jǫk)
×(lαklγk + (1− lγk)lǫk)}iBiKP lKT lBT ,
Similarly, combining (B.18) with (B.15) and somemanipulations leads
to
Λ = F3(Λ,Λ,K)
= ATΛA−
ni∑
j=1
iα(ATΛiBiK + iKT iBTΛA) +Q
+
ni∑
j=1
ni∑
m=1
E{jαkmαk}jKT (jBTΛmB + j,mR)mK
+
ni∑
j=1
ni∑
m=1
E{(1− jγk)(1 − mγk)(jαk − jǫk)(mαk − mǫk)}
×jKT jBTΛmBmK,
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and
Λ = F4(Λ,Λ,K, L)
= ATΛA+
ni∑
j=1
ni∑
m=1
E{jαkmαk}jKT (jBTΛmB + j,mR)mK
+
ni∑
j=1
ni∑
m=1
E{(1− jγk)(1− mγk)(jαk − jǫk)(mαk − mǫk)}
×jKT jBTΛmBmK −
no∑
i=1
iβ(iCT iLTΛA+ATΛiLiC)
+
no∑
i=1
no∑
j=1
E{iβkjβk}iCT iLTΛjLjC.
Using (B.17) and (B.18) we have for any j = 1, . . . , no
jβjL(jCP jC + j,jV )
+
no∑
m=1,m 6=j
E{jβkmβk}mL(mCP jC + m,jV ) = jβAP jC.
We can rewrite this equation in vector form e.g. let j = 1
(
1L 2L . . .
)
1β(1CP 1CT + 1,1V )
E{1βk2βk}(2CP 1CT + 2,1V )
...


= 1βAP 1C.
Combining this vector equations we get a matrix equation
(
1L 2L . . .
)
1β(1CP 1CT + 1,1V ) . . .
E{1βk2βk}(2CP 1CT + 2,1V ) . . .
...
. . .


=
(
1βAP 1C 2βAP 2C . . .
)
.
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We define
[β] = E{[β]k}
= diag(1β · 1q1×1, 2β · 1q2×1, . . .)
[ββ] =


1β E{1β2β} . . .
E{1β2β} 2β . . .
...
...
. . .

 .
If the output links are independent, then we have
[ββ] =


1β 1β2β . . .
1β2β 2β . . .
...
...
. . .

 .
Finally, the above matrix equation is equal to
L([ββ] ⊗ (CPCT + V )) = APCT [β] .
As in [3] we use the Moore-Penrose pseudo inverse to rewrite
L = APCT [β] ([ββ]⊗ (CPCT + V ))†
L = FL(P ). (B.21)
A similar approach can be used to obtain the controller gains jK.
Using (B.18) and (B.16) leads to
ni∑
j=1
E{(1− jγk)(1 − mγk)(jαk − jǫk)(mαk − mǫk)}jBTΛmBmK
+
Ni∑
j=1
E{jαkmαk}(jBTΛmB + j,mR)mK = mαmBΛA.
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This can again be rewritten in matrix form

1α(1BTΛ1B + 1,1R)
+E{(1− 1γk)(1αk − 1ǫk)2}1BTΛB1 . . .
E{1αk2αk}(2BTΛ1B + 2,1R) + 2BTΛ1B
×E{(1− 1γk)(1 − 2γk)(1αk − 1ǫk)(2αk − 2ǫk)} . . .
...
. . .


×


1K
2K
...

 =


1α1BTΛA
1α2BTΛA
...

 .
Using [α] , [αα] , [αφ] as previously defined in (B.3), (B.4), (B.5) we
can rewrite this equation as
([αα]⊗ (BTΛB +R) + [αφ] ⊗ (BTΛB))K = [α] (BTΛA).
The optimal K is
K = ([αα]⊗ (BTΛB +R) + [αφ]⊗ (BTΛB))† [α] (BTΛA)
K = FK(Λ,Λ). (B.22)
We want to write the equation F1, F2, F3, F4 in a similar fashion as
FL, FK . First, we define
[αǫ] =


E{(1αk1γk + (1− 1γk)1ǫk)2} · 1p1×p1 . . .
E{(1αk1γk + (1 − 1γk)1ǫk)
×(2αk2γk + (1− 2γk)2ǫk)} · 1p2×p1 . . .
...
. . .


[αǫ] = [αǫ]
T
.
If the input links are independent, then we have for i 6= j
E{(iαkiγk + (1− iγk)iǫk)(jαkjγk + (1− jγk)jǫk)} = iαjα.
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Furthermore, if the ith link uses the acknowledge model I, then we
have
E{(iαkiγk + (1 − iγk)iǫk)2} = iαiθ + (1− iθ)iα2, (B.23)
if the ith link uses the acknowledge model II, then we get
E{(iαkiγk + (1− iγk)iǫk)2} = iαiθ +
iα2(1 − iθ)2
1− iαiθ , (B.24)
if the ith link uses the acknowledge model III, then we have
E{(iαkiγk + (1 − iγk)iǫk)2} =
iα2
1− (1− iα)iθ . (B.25)
Now, the functions F1, F2, F3, F4 are given by
F1(P , P ,K,L) = APA
T +W − (L [β]CPAT +APCT [β]LT )
+L([ββ]⊗ (CPCT + V ))LT (B.26)
+B([αφ]⊗ (KPKT ))BT
F2(P , P ,K,L) = APA
T − (B [α]KPAT +APKT [α]BT )
+L([ββ]⊗ (CPCT + V ))LT (B.27)
+B([αǫ]⊗ (KPKT ))BT
F3(Λ,Λ,K) = A
TΛA+Q− (ATΛB [α]K +KT [α]BTΛA)
+KT ([αα]⊗ (BTΛB +R))K (B.28)
+KT ([αφ]⊗ (BTΛB))K
F4(Λ,Λ,K, L) = A
TΛA− (CT [β]LTΛA+ATΛL [β]C)
+KT ([αα]⊗ (BTΛB +R))K (B.29)
+KT ([αφ]⊗ (BTΛB))K
+CT ([ββ]⊗ (LTΛL))C.
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If the system has single input and single output links, then we have
FL(P ) = APC
T (CPCT + V )† (B.30)
FK(Λ,Λ) = (B
TΛB +R+ αφBTΛB)†(BTΛA) (B.31)
with φ as in (A.5), (A.6) or (A.7), which depends on the acknowl-
edgement model. Similarly, F1, F2, F3, F4 are simplified to
F1(P , P ,K,L) = APA
T +W − β(LCPAT +APCTLT )
+β(L(CPCT + V )LT ) (B.32)
+αφ(BKPKTBT )
F2(P , P ,K,L) = APA
T − α(BKPAT +APKTBT )
+β(L(CPCT + V )LT ) (B.33)
+E{(αkγk + (1− γk)ǫk)2}(BKPKTBT )
F3(Λ,Λ,K) = A
TΛA+Q− α(ATΛBK +KTBTΛA)
+α(KT (BTΛB +R)K) (B.34)
+αφ(KTBTΛBK)
F4(Λ,Λ,K, L) = A
TΛA− β(CTLTΛA+ATΛLC)
+α(KT (BTΛB +R)K) (B.35)
+αφ(KTBTΛBK)
+β(CTLTΛLC),
with E{(αkγk+(1−γk)ǫk)2} as in (B.23), (B.24) or (B.25) depending
on the acknowledgement model.
Sufficient conditon and iterative solution
We have obtained the optimization problem and a necessary condi-
tion. Now, we want to verify that this condition is also sufficient.
Furthermore, we discuss a method to obtain a solution of this non-
convex optimization problem by an iteration.
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We have (A,B) controllable and (A,C) observable. Also,
Q > 0,W > 0 or (A,W
1
2 ) controllable, (A,Q
1
2 ) observable and
V > 0, R > 0. So, it is possible to use theorem 3 of [3]. Hence,
the necessary condition is also sufficient. In addition, we can use the
iteration
Pm+1 = F1(Pm, Pm,Km, Lm)
Pm+1 = F2(Pm, Pm,Km, Lm)
Λm+1 = F3(Λm,Λm,Km)
Λm+1 = F4(Λm,Λm,Km, Lm)
Lm = FL(Pm)
Km = FK(Λm,Λm)
P 0 = P 0 = Λ0 = Λ0 = 0
n×n,
to find a solution satisfying the necessary and sufficient condition.
Furthermore, the theorem shows that if the iteration converges to
a stationary solution, then this solution is unique and the resulting
controller is optimal. Note that, if there is a stationary solution, then
the steady state covariance P is finite and the expected cost per step
c∞ is finite and given by
c∞ = Tr(N(K)P) , (B.36)
with N(K) as in (B.13). In contrast, if the iteration does not con-
verge, then theorem 4 of [3] implies that the covariance grows un-
bounded and the cost per step gets infinite. ⋄
Appendix C
Remaining Derivations and
Proofs of Chapter 5
In this appendix, we first derive the necessary background and then
verify theorem 5.1. and 5.2. These derivation use the same ideas as
in [15]. In addition, the boundaries in the α− β-plane for fixed θ of
the criterions in theorem 5.1., 5.2. and corollary 5.5. are determined.
C.1. Auxillary Lemmas
First, we rewrite the iterations, which determine the controller gain
using
Sk = Kk
Tk = Pk +Kk.
This results in
Sk = ΓS(Sk+1, Tk+1)
= ATSk+1A+Q− α(ATSk+1B +HT )
×(R+BT ((1 − ψ)Sk+1 + ψTk)B)−1(BTSk+1A+H)
Tk = ΓT (Sk+1, Tk+1) = (1 − β)ATTk+1A+ βATSk+1A+Q.
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where ψ = (1−β)φ in the case of the current controller and ψ = φ in
the case of the predictive controller. Furthermore, the optimal gain
is
Go(Sk, Tk) = −(R+BT ((1− ψ)Sk + ψTk)B)−1(BTSkA+H).
In addition, we define
Ψ(S, T,G) =
(
1− α
1− ψ
)
ATSA+Q
+
α
1− ψ (A+ (1 − ψ)BG)
TS(A+ (1− ψ)BG)
+αGTRG+ αψGTBTTBG+ α(GTH +HTG).
C.1.1. Lemma 5.6.
The next lemma presents some properties of the functions ΓS , ΓT
and Ψ.
Lemma 5.6.
ΓS(S, T ), ΓT (S, T ) and Ψ(S, T,G) satisfy:
a)
ΓS(S, T ) ≤ Ψ(S, T,G), ∀G
ΓS(S, T ) = Ψ(S, T,G)⇔ G = Go(S, T )
0 < Ψ(S, T,Go(S, T )) = ΓS(S, T ).
b) If
Sa > Sb
Ta > Tb,
then
ΓS(Sa, Ta) > ΓS(Sb, Tb)
ΓT (Sa, Ta) > ΓT (Sb, Tb)
Ψ(Sa, Ta, G) > Ψ(Sb, Tb, G), ∀G.
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c) If (A,Q
1
2 ) observable and R > 0, α 6= 1 and S = ΓS(S, T ),
T = ΓT (S, T ), then S > 0, T > 0.
Proof
First, we verify a). We claim
Ψ(S, T,G) = ΓS(S, T ) + α(G−Go(S, T ))T (C.1)
×(R+B′((1− ψ)S + ψT )B)(G−Go(S, T )),
which can directly be verified by
Ψ(S, T,G) =
(
1− α
1− ψ
)
ATSA+Q+
α
1− ψA
TSA
−α(ATSB +HT )(R+B′((1− ψ)S + ψT )B)−1
×(BTSA+H) + αGT (R+B′((1− ψ)S + ψT )B)G
+α(GT (BTSA+H) + (ATSB +HT )G)
+α(ATSB +HT )(R+B′((1− ψ)S + ψT )B)−1
×(BTSA+H)
=
(
1− α
1− ψ
)
ATSA+Q
+
α
1− ψ (A+ (1− ψ)BG)
TS(A+ (1 − ψ)BG)
+αGTRG+ αψGTBTTBG+ α(GTH +HTG).
Using (C.1) and R > 0, S ≥ 0, T ≥ 0 we have
ΓS(S, T ) ≤ Ψ(S, T,G), ∀G,
and
ΓS(S, T ) = Ψ(S, T,G)⇔ G = Go(S, T ).
Note that, α1−ψ ≥ 0 and 1 − α1−ψ ≥ 0. In combination with the
definition of Ψ(ST,Go(S, T )) we obtain Ψ(S, T,Go(S, T )) > 0. So,
we have
0 ≤ Ψ(S, T,Go(S, T )) = ΓS(S, T ) < Ψ(S, T,G), ∀G,G 6= Go(S, T ).
182 C Remaining Derivations and Proofs of Chapter 5
Now, we are going to verify b). The second and third statement
of b) are true, because ΓT (S, T ) and Ψ(S, T,G) are monotonically
increasing in S and T . Finally, we verify the first statement by
ΓS(Sa, Ta) = Ψ(Sa, Ta, G
o(Sa, Ta)
≥ Ψ(Sb, Tb, Go(Sa, Ta)
≥ Ψ(Sb, Tb, Go(Sb, Tb))
= ΓS(Sb, Tb).
Next, we show c). We already know that S = ΓS(S, T ) ≥ 0,
T = ΓT (S, T ) ≥ 0. We need to show that S and T are nonsingu-
lar. Assume for the sake of contradiction S is singular, so there is
λ 6= 0 such that Sλ = 0. We have
λTΨ(S, T,G)λ = λT
((
1− α
1− ψ
)
ATSA+ (1− α)Q
+
α
1− ψ (A+ (1− ψ)BG)
TS(A+ (1− ψ)BG)
+α(Q+GTH +HTG+GTRG)
+αψGTBTTBG
)
λ.
Since all terms are positive semi definite, we need(
1− α
1− ψ
)
λTATSAλ = 0⇒ SAλ = 0,
and
(1− α)λTQλ = 0⇒ Q 12λ = 0.
Now, we define the null space of S as NS , which contains any λ with
Sλ = 0. Let λs,1, . . . , λs,m be a basis of NS .
Assume we select aribitrary c1, . . . , cm ∈ R, then
S(c1λs,1 + . . .+ cmλs,m) = 0,
and
SA(c1λs,1 + . . .+ cmλs,m) = 0.
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So, we need to have
A(c1λs,1 + . . .+ cmλs,m) ∈ NS .
Since the choice of c1, . . . , cm was aribitrary NS is invariant under A
i.e. for any x ∈ NS we have Ax ∈ NS . Hence, NS contains at least
one eigenvectors of A: λ⋆. So, there are λ⋆ 6= 0 and c s.t. Sλ⋆ = 0,
Aλ⋆ = cλ⋆ and Q
1
2λ⋆ = 0. Using the Popov Belevitch Hautus test
we conclude that (A,Q
1
2 ) is not observable, which is a contradiction.
Thus, S is positive definite.
If β = 1, then T > 0, because in this case T ≥ S > 0. If β 6= 1 and
T is singular, then there needs to be a λ 6= 0 s.t. Tλ = 0. We have
λTΓT (S, T )λ = λ
T ((1 − β)ATTA+ βATSA+Q)λ.
Since all terms are positive semi definite we need to have
(1− β)ATTAλ = 0
Q
1
2λ = 0.
A similar argument as above, shows that T is nonsingular in the case
β 6= 1, because (A,Q 12 ) observable. ⋄
C.1.2. Lemma 5.7.
The next lemma shows an equivalence between the convergence be-
havior of an iteration and the existence of a fixpoint.
Lemma 5.7.
Assume that, (A,Q
1
2 ) is observable, R > 0 and α 6= 1. Then the
following statements are equivalent:
a) There exists a matrix G˜ and positive definite matrices S˜, T˜ s.t.
S˜ = Ψ(S˜, T˜ , G˜)
T˜ = ΓT (S˜, T˜ ).
b) Consider the iteration
Sk+1 = ΓS(Sk, Tk)
Tk+1 = ΓT (Sk, Tk).
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We have for any S0 ≥ 0, T0 ≥ 0
lim
k→∞
Sk = S∞ > 0
lim
k→∞
Tk = T∞ > 0.
Proof
We first show b)⇒ a). We have T∞ = ΓT (S∞, T∞) and by the choice
of G˜ = Go(S∞, T∞) S∞ = Ψ(S∞, T∞, G˜) = ΓS(S∞, T∞). Hence,
S∞ = S˜ > 0 and T∞ = T˜ > 0.
Now, we verify a) ⇒ b). We first show that the iteration with inital
conditions S0 = T0 = 0 converges to a fixpoint. Next, we show that
any iteration starting from S0 = mS˜, T0 = mT˜ , m > 1 converges to
a fixpoint. Afterwards, it is shown that there is only one fixpoint.
Finally, we verify that an iteration with aribitrary initial conditions
converges to this fixpoint.
We analyze the sequences defined by Vk+1 = Ψ(Vk, Zk, G˜),
Zk+1 = ΓT (Vk, Zk) and the initial conditions V0 = Z0 = 0. We have
V1 = Q+α(G˜
TRG˜+ G˜TH +HT G˜) = V0 ≥ 0 and Z1 = Q ≥ 0 = Z0.
Using lemma 5.6. b) recursivly we have Vk+1 ≥ Vk and Zk+1 ≥ Zk
for all k. In addition, we have V0 ≤ S˜, Z0 ≤ T˜ and
V1 = Ψ(0, 0, G˜) ≤ Ψ(S˜, T˜ , G˜) = S˜
Z1 = ΓT (0, 0) ≤ ΓT (S˜, T˜ ) = T˜ .
Similarly, we can show Vk ≤ S˜, Zk ≤ T˜ using lemma 5.6. b). In
summary, {Vk} and {Zk} are bounded above and monotonically in-
creasing, so they converge.
Now, consider the sequences
S000 = T
00
0 = 0
S00k+1 = ΓS(S
00
k , T
00
k )
T 00k+1 = ΓT (S
00
k , T
00
k ).
We have S001 = Q ≥ 0 = S000 and T 001 = Q ≥ 0 = T 000 . Lemma 5.6.
implies that S00k+1 ≥ S00k and T 00k+1 ≥ T 00k for any k > 0. Note that,
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S000 ≤ V0 and T 000 ≤ Z0. If we have S00k ≤ Vk, Tk ≤ Zk, then
S00k+1 = ΓS(S
00k, T 00k ) ≤ Ψ(S00k , T 00k , G˜) ≤ Ψ(Vk, Zk, G˜) = Vk+1
T 00k+1 = ΓT (S
00
k , T
00
k ) ≤ ΓT (Vk, Zk) = Zk+1.
So, we have S00k ≤ Vk, T 00k ≤ Zk, ∀k ≥ 0 and S00k ≤ S˜, T 00k ≤ T˜ .
Hence, {S00k } and {T 00k } converge to a fixpoint, because they are
bounded above and monotonically increasing.
We have lim
k→∞
S00k = S∞ ≥ 0 and lim
k→∞
T 00k = T∞ ≥ 0. Moreover,
lemma 5.6. implies S00∞ > 0 and T
00
∞ > 0.
Let m > 1 be aribitrary define the sequences
Smm0 = mS˜
Tmm0 = mT˜
Smmk+1 = ΓS(S
mm
k , T
mm
k )
Tmmk+1 = ΓT (S
mm
k , T
mm
k ).
We have
Smm1 = ΓS(S
mm
0 , T
mm
0 )
≤ Ψ(Smm0 , Tmm0 , G˜)
≤ mΨ(S˜, T˜ , G˜) = mS˜ = Smm0 ,
and
Tmm1 = ΓT (S
mm
0 , T
mm
0 ) ≤ mΓT (S˜, T˜ ) = mT˜ = Tmm0 .
Also it is true that Smm1 ≥ 0, Tmm1 ≥ 0, because ΓS(S, T ) ≥ 0,
ΓT (S, T ) ≥ 0, ∀S ≥ 0, T ≥ 0. We can use lemma 5.6, which yields
Smm0 ≥ Smm1 ≥ Smm2 . . . ≥ 0
Tmm0 ≥ Tmm1 ≥ Tmm2 . . . ≥ 0.
{Smmk } and {Tmmk } converge, because they are monotone decreasing
and bounded below.
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Let S∞ = ΓS(S∞, T∞), T∞ = ΓT (S∞, T∞) be a fixpoint of the iter-
ation. We have
G∞ = G
o(S∞, T∞)
S∞ = ΓS(S∞, T∞)
= Ψ(S∞, T∞, G∞)
= ΓS(S∞, T∞)︸ ︷︷ ︸
S∞
+α(G∞ − G˜)T (R+B′((1− ψ)S + ψT )B)(G∞ − G˜).
Hence, we need to have G∞ = G˜.
Let c ∈ R be aribitrary and define
S˘ = cS∞ + (1− c)S˜
T˘ = cT∞ + (1− c)T˜ .
Note that,
S˘ = cΨ(S∞, T∞, G∞) + (1− c)Ψ(S˜, T˜ , G˜)
= cΨ(S∞, T∞, G˜) + (1 − c)Ψ(S˜, T˜ , G˜)
= Ψ(cS∞ + (1 − c)S˜, cT∞ + (1− c)T˜ , G˜)
= Ψ(S˘, T˘ , Go(S˘, T˘ )) = ΓS(S˘, T˘ )
T˘ = cΓT (S∞, T∞) + (1− c)ΓT (S˜, T˜ )
= ΓT (cS∞ + (1− c)S˜, cT∞ + (1− c)T˜ )
= ΓT (S˘, T˘ ).
So, (S˘, T˘ ) is also a fixpoint of the iteration. If we assume S∞ 6= S˜,
then there is λ 6= 0 and d 6= 0 such that
(S˜ − S∞)λ = dλ.
Now, let us consider
λT S˘λ = λT (eS∞ + (1− e)S˜)λ
= λT S˜λ+ eλT (S∞ − S˜)λ
= λT S˜λ− eλTλd.
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If we choose e = λ
T S˜λ
dλTλ
, then λT S˘λ = 0. This implies that S˘ is only
positive semi definite, but not as shown in lemma 5.6. c) positive
definite. Similarly, we can show that T∞ 6= T˜ is not possible. So, we
must have S∞ = S˜ and T∞ = T˜ . Hence, the iteration has only one
fixpoint.
Finally, let us assume aribitrary S0 ≥ 0 and T0 ≥ 0. There is a
m > 1 such that
Smm0 = mS˜ ≥ S0 ≥ 0 = S000
Tmm0 = mT˜ ≥ T0 ≥ 0 = T 000 .
We use {Smmk }, {Tmmk } and {S00k }, {T 00k } to denote the sequences
defined above. Furthemore {Sk}, {Tk} are the sequences defined by
the iteration with initial conditions S0, T0. We know from above and
lemma 5.6. b)
Smm0 ≥ ΓS(Smm0 , Tmm0 ) ≥ ΓS(S0, T0) = S1 ≥ ΓS(0, 0) ≥ S000
Tmm0 ≥ ΓT (Smm0 , Tmm0 ) ≥ ΓT (S0, T0) = T1 ≥ ΓT (0, 0) ≥ T 000 .
Furthermore, we have for any k ≥ 0
Smmk ≥ Sk ≥ S00k
Tmmk ≥ Tk ≥ T 00k .
So, in the limit
lim
k→∞
Smmk = S˜ ≥ lim
k→∞
Sk ≥ lim
k→∞
S00k = S˜
lim
k→∞
Tmmk = T˜ ≥ lim
k→∞
Tk ≥ lim
k→∞
T 00k = T˜ .
Hence, for any S0 ≥ 0 and T0 ≥ 0 we have
lim
k→∞
Sk = S˜ > 0
lim
k→∞
Tk = T˜ > 0.
This finishes the proof. ⋄
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C.1.3. Lemma 5.8.
The next lemma presents a necessary condition for the existence of
the fixpoint of the maps ΓS and ΓT .
Lemma 5.8.
Assume (A,Q
1
2 ) is observable and R > 0. A necessary condition for
the existence of S, T such that S = ΓS(S, T ), T = ΓT (S, T ) is
0 < 1− (1 − β)λ2max
1 > λ2max
1− (1− β)λ2max − β
(1− ψ)(1− (1 − β)λ2max) + αψλmax2
.
Proof
First, we consider the case α 6= 1 and A 6= 0.
Let λmax denote the largest magnitude of any eigenvalue of A,
which is also the largest magnitude of any eigenvalue of AT . Let v
denote an eigenvector to an eigenvalue with magnitude λmax of A
T .
Let S0 > 0, T0 > 0 be aribitrary. Choose positive scalars so > 0,
t0 > 0 such that S0 ≥ s0vvT and T0 ≥ t0vvT .
Assume that, Sk ≥ skvvT and Tk ≥ tkvvT and sk > 0, tk > 0. We
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have
Sk+1 = ΓS(Sk, Tk)
≥ ΓS(skvvT , tkvvT )
= min
G
Ψ(skvv
T , tkvv
T , G)
= min
G
(skA
T vvTA+Q+ skαA
T vvTBG
+αGT (R +BT ((1 − ψ)skvvT + ψtkvvT )B)G)
+α(GTH +HTG) + skαG
TBT vvTA
≥ min
G
(skλ
2
maxvv
T + skαλmaxvv
TBG
+skαG
TBT vvTA
+αGTBT ((1− ψ)skvvT + ψtkvvT︸ ︷︷ ︸
ξl
)BG)
= min
G
(skλ
2
maxvv
T − λ
2
maxαs
2
k
ξk
vvT
+αξk(
λmaxskI
ξk
+BG)T vvT (
λmaxskI
ξk
+BG))
≥ skλ2maxvvT −
λ2maxαs
2
k
ξk
vvT
= λ2maxsk(1 −
αsk
ξk
)vvT
= λ2maxsk(1 −
αsk
(1− ψ)sk + ψtk )vv
T
= sk+1vv
T .
So, if Sk ≥ skvvT , then Sk+1 ≥ sk+1vvT .
Moreover, we have
Tk+1 = ΓT (Sk, Tk) ≥ ΓT (skvvT , tkvvT )
= (1− β)tkAT vvTA+ βskAT vvTA+Q
≥ (1− β)tkλ2maxvvT + βskλ2maxvvT
= λ2max((1− β)tk + βsk)vvT
= tk+1vv
T .
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So, Tk ≥ tkvvT implies Tk+1 ≥ tk+1vvT .
Now, we define the iteration
∆s(sk, tk) = λ
2
maxsk(1−
αsk
(1− ψ)sk + ψtk ) = sk+1
∆t(sk, tk) = λ
2
max((1− β)tk + βsk) = tk+1.
Note that, this iteration has a fixpoint at so = t0 = 0. Using s1 ≥ s2,
t1 ≥ t2 we have
∆t(s1, t1)−∆t(s2, t2) = λ2max((1 − β)(s1 − s2) + β(t1 − t2)) ≥ 0,
and
∆s(s1, t1)−∆s(s2, t2)
= λ2max(s1
(1− ψ − α)s1 + ψt1
(1− ψ)s1 + ψt1 − s2
(1− ψ − α)s2 + ψt2
(1− ψ)s2 + ψt2 )
= λ2max
(1− ψ − α)(1 − ψ)s1s2(s1 − s2) + ψ2t1t2(s1 − s2)
((1− ψ)s1 + ψt1)((1 − ψ − α)s2 + ψt2)
+λ2max
(1 − ψ − α)ψ(s21t2 − s22t1) + (1− ψ)ψs1s2(t1 − t2)
((1 − ψ)s1 + ψt1)((1 − ψ − α)s2 + ψt2) .
Furthermore, we have
(1− ψ) ≥ (1− ψ − α)
(s21t2 − s22t1) ≥ s1s2(t2 − t1),
which leads to
∆s(s1, t1)−∆s(s2, t2) ≥ 0.
Thus, ∆s and ∆t are monotonically increasing in s, t. Now, let us
determine if ∆s and ∆t have another fixpoint. We have
s = λ2maxs(1 −
αs
(1− ψ)s+ ψt )
t = λ2max((1 − β)t+ βs).
One fixpoint is s = t = 0. Assume s 6= 0, t 6= 0, then (1−ψ)s+ψt 6= 0.
The above equations can be rewritten as
((λ2max − 1)(1 − ψ)− α)s+ (λ2max − 1)ψt = 0
λ2maxβs+ (λ
2
max(1− β)− 1)t = 0.
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This is a system of two linear equations. If the determininant is zero,
then there are non-trivial solutions. The determinant is zero if
((λ2max − 1)(1− ψ)− α)(λ2max(1 − β)− 1) = (λ2max − 1)λ2maxβ.
However, we do not need to check this equation, which might be cum-
bersome. If there are other fixpoints, then due to the linearity of the
equations there would be a line of fixpoints through the origin. So,
every neighbourhood of the origin would contain at least one fixpoint
different from the origin. Under this assumptions, the origin cannot
be asymtotically stable. Hence, if we can verify the asymptotic sta-
blility of the origin, then there are no other fixpoints.
Let us consider the iterations
S0 = T0 = vv
T
Sk+1 = ΓS(Sk, Tk)
Tk+1 = ΓT (Sk, Tk),
and
s0 = t0 = 1
sk+1 = ∆s(sk, tk)
tk+1 = ∆t(sk, tk).
For any k we have Sk ≥ skvvT and Tk ≥ tkvvT . So, if {sk}, {tk}
diverge, then also {Sk}, {Tk}.
If the condition 1− (1− β)λ2max > 0 holds, then
t = f(s) =
βλ2maxs
1− (1− β)λ2max
.
So, we need to have sk+1 = ∆s(sk, f(sk)) is stable. We have
sk+1 = λ
2
maxsk

1− α
(1− ψ) + ψβλ2max
1−(1−β)λ2max

 ,
which leads to the condition
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λ2max
1− (1 − β)λ2max − β
(1 − ψ)(1− (1 − β)λ2max) + αψλmax2
< 1.
In contrast, if α = 1, then the separation principle holds. In particu-
lar, only the stability of the estimation error depends on the network
loss. The dynamic of the estimation errors reduces to
ek+1|k+1 = (1− β)Aek|k + (1− β)W
ek+1|k = (1− β)Aek|k−1 +W.
The estimation error is stable if and only if
0 < 1− (1 − β)λ2max.
Note that, the condition is still not sufficient, because (A,B) might
not be stabilizeable.
Finally, if A = 0, then the conditions is always satisfied. ⋄
C.1.4. Lemma 5.9.
This lemma shows that under certain condition the criterions of
lemma 5.8. are sufficient.
Lemma 5.9.
If (A,Q
1
2 ) observable, R > 0 and B invertible, then the fixpoints
S = ΓS(S, T ) ≥ 0, T = ΓT (S, T ) ≥ 0 exist if and only if
0 < 1− (1 − β)λ2max
1 > λ2max
1− (1− β)λ2max − β
(1− ψ)(1− (1 − β)λ2max) + αψλmax2
.
Proof
If α = 1, then the separation principle holds. As shown before the
estimation error is stable if the first condition holds. Also (A,B) is
controllable, so there exist a stabilizing controller.
If α 6= 1, then lemma 5.8. shows that this condition is necessary.
We only need to verify that the condition is also sufficient.
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Consider a feedback gain of the form G˜ = −ηB−1A where η > 0 is
a design parameter and let S = sI, T = tI, where s and t are positive
scalars. We have
Ψ(S, T, G˜) = sATA+Q+ η2αATB−TRB−1A
−2αηATA+ sα((1− ψ)ATA+ tψATA)
−αη(HTB−1A+HB−TAT )
≤ λ2max(s− 2αη + α((1 − ψ)s+ ψt))I + qI
= ξs(s, t, η),
where q such that Q + η2αATB−TRB−1A ≤ qI. Note that, q > 0.
In addition, we have
ΓT (S, T ) = (sβ + t(1− β))ATA+Q
≤ λ2max(sβ + t(1− β))I + qI
= ξt(s, t).
Consider the sequences defined by
s0 = t0 = 0
sk+1 = ξs(sk, tk, η)
tk+1 = ξt(sk, tk).
The sequences are monotonically increasing, because s1 = t1 = q > 0
and the operators ξs(s, t, η) and ξt(s, t) are monotonically increasing
in s and t. If the sequences are bounded, then they converge to a
fixpoint, (s˜, t˜). We can determine t˜ by
t˜ =
βsλ2max + q
1− λ2max(1 − β)
.
The term 1− λ2max(1− β) is positive, so t˜ is positive. This yields
s˜ = λ2max (1− 2αη) s˜
+λ2max
(
α
(
(1− ψ) + βψλ
2
max
1− (1− β)λ2max
)
η2
)
s˜+ w(η)
= a(η)s˜+ w(η).
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Note that, a(η) ≥ 0 and w(η) > 0. Hence, s˜ exists if a(η) < 1.
We can choose the design parameter η such that a(η) is minimal i.e.
ηo = argmin
η
a(η). ηo can easily be obtained, because a(η) is convex.
We need
d
dη
a(η)|η=ηo = 0,
which results in
ηo =
1− (1− β)λ2max
(1− ψ)(1 − (1− β)λ2max) + ψλ2maxβ
.
So, we have
a(η) = λ2max

1− α
(1− ψ) + ψ λ2maxβ
1−(1−β)λ2max

 .
Note that, we need to have a(η) < 1. If this condition holds, then
there is a fixpoint s˜, t˜ and the sequences we defined above converge
i.e lim
k→∞
sk = s˜ and lim
k→∞
tk = t˜.
Now, we consider the sequences
S0 = T0 = 0
Sk+1 = Ψ(Sk, Tk, G˜)
Tk+1 = ΓT (Sk, Tk).
We have S0 = T0 = s0I = t0I = 0 and Furthermore, 0 ≤ S1 ≤ s1I,
0 ≤ T1 ≤ t1I. Using lemma 5.6. we verify that {Sk}, {Tk} are
monotonically increasing. Furthermore, the sequences {Sk}, {Tk}
are bounded above by {skI}, {tkI} and so also by s˜I and t˜I.
In summary, {Sk}, {Tk} converge to a fixpoint. We have
lim
k→∞
Sk = S∞
lim
k→∞
Tk = T∞.
Furthermore, S∞ > 0, T∞ > 0 because of lemma 5.6. c). Finally,
using lemma 5.6. finishes the proof. ⋄
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C.2. Proof of Theorem 5.1. and 5.2.
Now, we have derived the necessary background to verify theorem
5.1. and 5.2.
C.2.1. Proof of Theorem 5.1.
We have ψ = (1−β)φ. From lemma 5.8. we know that (5.1) and (5.2)
are necessary. Furthermore, if (A,B) is not stabilizable, then there
is no stabilizable controller of a system with stoachastic parameters
as shown in [2, 3]. If B is invertible, then as shown in lemma 5.9.,
the conditions (5.1) and(5.2) are also sufficient. ⋄
C.2.2. Proof of Theorem 5.2.
Here, we have ψ = φ. We can use lemma 5.8. to verify that (5.3) and
(5.4) are necessary. In addition, requiring (A,B) to be stabilizable is
necessary as shown in [2, 3]. Finally, using lemma 5.9. we know the
conditions (5.3) and (5.4) are also sufficient if B is invertible. ⋄
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C.3. Boundary of the Stability Areas
In this part, we derive the boundary of the stability areas in the
α−β plane, which result from the criterions of theorem 5.1., theorem
5.2. or corollary 5.5. and the choice of a θ. Note that, if A has
only eigenvalues in the unit disc, then as mentioned in chapter 5
there exists always a stablilizing controller, so the area contains any
(α, β) ∈ [0, 1]× [0, 1].
C.3.1. Boundary of the Criterion of Theorem 5.1.
First, consider theorem 5.1. and acknowledgement model I. The
boundary is given by
β(α) =
λ2maxα− α− (1− λ2max)2(1− α)θ
1− λ2max + 2λ2maxα− α− (1− λ2max)2(1− α)θ
0 ≤ α ≤ 1− 1
λ2max
.
Note that, this curve is a part of a hyperbola and it is symmetric to
the α = β-axis. For acknowledgement model II the boundary is
β(α) =
λ2maxα− α− (1− λ2max)2(1− α)2θ − α2θλ2max + α2θ
X
X = 1− α− λ2max + 2αλ2max − (1− λ2max)2(1− α)2θ
+αθ(λ2max − 2αλ2max − 1 + α)
0 ≤ α ≤ 1− 1
λ2max
,
and for acknowledgement model III we have
β(α) =
X
Z
X = (1 − λ2max)α+ (1− λ2max)2(1− α)αθ
+(1− α)(λ2max − 1)αθ
Z = λ2max − 2αλ2max − 1 + α+ (1− λ2max)2(1 − α)αθ
+(1− α)θ(λ2max(2α− 1) + 1− α)
0 ≤ α ≤ 1− 1
λ2max
.
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All three curves go through the points α = 1 − 1
λ2max
, β = 1 and
α = 1, β = 1 − 1
λ2max
. Furthermore, if we consider the TCP-like case
with θ = 1, then the boundary is the rectangle
0 ≤ α ≤ 1− 1
λ2max
0 ≤ β ≤ 1− 1
λ2max
.
which is the same condition as in e.g. [6].
C.3.2. Boundary of the Criterion of Theorem 5.2.
Now, we consider theorem 5.2. and corollary 5.5. As above, we fix θ
and obtain the boundary in the α−β plain. For the acknowledgement
model I the boundary is
β(α) = λ2max
(λ2max − 1)((1− α)θλ2max + 1− (1− α)(1 − θ))
λ2max − λ4max(1− α)
0 ≤ α ≤ 1− 1
(λ4max − λ2max + 1)(1− θ) + λ2maxθ
.
Using acknowledgement model II we get
β(α) =
X
λ2max − λ4max(1− α)
X = λ2max
(
1− λ2max + (λ2max − 1)
(1− α)(1 − θ)
1− αθ
)
+λ2max(λ
2
max − 1)α− 1
+λ2max − (λ2max − 1)
(1− α)(1− θ)
1− αθ
1 ≥ α ≥ α⋆II ,
where α⋆II is the α is given by
β(α⋆II) = 1, ∄α < 1, α > α
⋆
II such that β(α) = 1.
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Note that, this point can be determined analytically, however the
result is rather long and avoided here. In case of acknowledgement
model III the boundary is given by
β(α) =
X
λ2max − λ4max(1− α)
X = λ2max
(
1− λ2max + (λ2max − 1)
(1− α)(1− θ)
1− (1 − α)θ
)
+λ2max(λ
2
max − 1)α− 1 + λ2max
−(λ2max − 1)
(1− α)(1− θ)
1− (1 − α)θ
1 ≥ α ≥ α⋆III ,
where α⋆III satisfies
β(α⋆III) = 1, ∄α < 1, α > α
⋆
III such that β(α) = 1.
Also this point can be determined analytically, but the expression is
avoided here.
Note that, in the TCP-like case if θ = 1, then we get the same
rectangle as for the current controller.
Appendix D
Remaining Derivations and
Proofs of Chapter 6
In this appendix, the skipped derivations and proofs of chapter 6 are
presented.
D.1. Derivations and Proofs Skipped in Part
6.1.
D.1.1. Covariance Dynamic - Predictive Controller
Now, we determine the dynamic of the covariance in the case of a
predictive controller. The covariances are defined as
E{xkxTk } = Ωk
E{xˆk|k−1xˆTk|k−1} = Σk|k−1
E{ek|k−1eTk|k−1} = Πk|k−1
E{xˆk|k−1eTk|k−1} = Ψk|k−1.
where ek|k−1 = xk − xˆk|k−1. We can calculate all terms in a straight
forward manner using the definitions, the given G and ǫ and the
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difference equations
xk+1 = Axk + αkBGxˆk|k−1 +wk
xˆk+1|k = βkAek|k−1 +Axˆk|k−1 + (αkγk + (1− γk)ǫ)BGxˆk|k−1
ek+1|k = (1− βk)Aek|k−1 + (αk − ǫ)(1 − γk)BGxˆk|k−1 +wk.
First, we have
Ωk+1 = E{xk+1xTk+1}
= (1− α)AΣk|k−1AT + α(A+BG)Σk|k−1(A +BG)T
+AΠk|k−1A
T + (A+ αBG)Ψk|k−1A
T
+AΨTk|k−1(A+ αBG)
T +W,
and
Σk+1|k = E{xˆk+1|kxˆTk+1|k}
= (1− α)AΣk|k−1AT + α(A+BG)Σk|k−1(A+BG)T
+βAΠk|k−1A
T + β(A+ αBG)Ψk|k−1A
T
+βAΨTk|k−1(A+ αBG)
T − E{(1− γk)(αk − ǫ)2}
×BGΣk|k−1GTBT − E{(1− γk)(αk − ǫ)}
×(AΣk|k−1GTBT +BGΣk|k−1AT
+2ǫBGΣk|k−1G
TBT
+βAΨTk|k−1BG+ βG
TBTΨk|k−1A).
Furthermore, we have
Πk+1|k = E{ek+1|keTk+1|k}
= (1− β)AΠk|k−1AT +W
+(1− β)E{(αk − ǫk)(1− γk)}
×(BGΨk|k−1AT +AΨTk|k−1GTBT )
+E{(1− γk)(αk − ǫ)2}BGΣk|k−1GTBT ,
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and finally,
Ψk+1|k = E{xˆk+1|keTk+1|k}
= βE{(1− γk)(αk − ǫ)}AΨTk|k−1GTBT
−(1− β)E{(1− γk)(αk − ǫ)}BGΨk|k−1AT
+(1− β)(A+ αBG)Ψk|k−1AT + E{(1− γk)(αk − ǫ)}
×(AΣk|k−1GTBT + ǫBGΣk|k−1GTBT ).
We can verify the derived equations by checking
Ωk+1|k = Σk+1|k + Πk+1|k +Ψk+1|k +Ψ
T
k+1|k.
D.1.2. Covariance Dynamic - Current Controller
We now derive the covariance dynamic of the system using a current
controller. We have defined the covariances
E{xkxTk } = Ωk
E{xˆk|kxˆTk|k} = Σk|k
E{ek|keTk|k} = Πk|k
E{xˆk|keTk|k} = Ψk|k.
where ek|k = xk − xˆk|k. Using the difference equation
xk+1 = Axk + αkBGxˆk|k +wk
xˆk+1|k+1 = βk(Axk + αkBGxˆk|k +wk)
+(1− βk)(Axˆk|k + (αkγk + (1− γk)ǫ)BGxˆk|k)
ek+1|k+1 = (1− βk)(Aek|k + (αk − ǫ)(1− γk)BGxˆk|k +wk),
with the given G and ǫ we get
Ωk+1 = E{xk+1xTk+1}
= (1− α)AΣk|kAT + α(A+BG)Σk|k(A+BG)T +W
+AΠk|kA
T + (A+ αBG)Ψk|kA
T +AΨTk|k(A+ αBG)
T ,
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and
Σk+1|k+1 = E{xˆk+1|k+1xˆTk+1|k+1}
= (1− α)AΣk|kAT + α(A+BG)Σk|k(A+BG)T
+βAΨTk|k(A+ αBG)
T + β(A+ αBG)Ψk|kA
T
+βAΠk|kA
T + βW − (1 − β)E{(1− γk)(αk − ǫ)2}
×BGΣk|kGTBT − (1 − β)E{(1− γk)(αk − ǫ)}
×(AΣk|kGTBT +BGΣk|kAT + 2ǫBGΣk|kGTBT ).
In addtion we have
Πk+1|k+1 = E{ek+1|k+1eTk+1|k+1}
= (1− β)AΠk|kAT + (1− β)E{(αk − ǫk)(1− γk)}
×(BGΨk|kAT +AΨTk|kGTBT ) + (1− β)W
+(1− β)E{(1− γk)(αk − ǫ)2}BGΣk|kGTBT ,
and
Ψk+1|k+1 = E{xˆk+1|k+1eTk+1|k+1}
= (1 − β)(A+ αBG)Ψk|kAT
−(1− β)E{(1 − γk)(αk − ǫ)}BGΨk|kAT
+(1− β)E{(1 − γk)(αk − ǫ)}
×(AΣk|kGTBT + ǫBGΣk|kGTBT ).
It is possible to verify the derived equations by checking
Ωk+1|k = Σk+1|k+1 +Πk+1|k+1 +Ψk+1|k+1 +Ψ
T
k+1|k+1.
D.1.3. Expected cost of one step
We can now determine the cost of one step using the cost criterion
J(k) = E{xTkQxk + αkuTkRuk + 2αkuTkHxk},
for both controller types. Let us define
ρk =
(
αk
(
Q HT
H R
) 1
2
+ (1− αk)
(
Q
1
2 0
0 0
))(
xk
uk
)
.
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We have
J(k) = E{ρTk ρk} = E{Tr(ρkρTk )}.
Now, we use (
xk
uk
)
=
(
I I
G 0
)(
xˆk
ek
)
,
where xˆk, ek denotes xˆk|k, ek|k if a current controller is used or
xˆk|k−1, ek|k−1 if a predictive controller is used. Using some basic
properties of the trace operator we obtain
E{Tr(ρkρTk )} = (1− α)Tr
((
Q Q
Q Q
)(
Σk Ψk
ΨTk Πk
))
+αTr
((
Q HT
H R
)(
I I
G 0
)(
Σk Ψk
ΨTk Πk
)
×
(
I −GT
I 0
))
.
This finally leads to
J(k) = Tr(Q(Σ)k +Ψk +Ψ
T
K +Πk) + αTr(RGΣkG
T )
−2αTr(HTG(Ψk +Σk)).
D.1.4. Lemma 6.13.
First, we present a general lemma, which describes the properties of
the mapM (6.10). This lemma will be used in the proofs of theorems
6.1. and 6.2.
Lemma 6.13.
Let us assume that, A is nonsingular if a predictive controller is used
or that 0 < β < 1 if a current controller is used.
The map M satisfies the following conditions
a) Let W be aribitrary. If X ≥ Y ≥ 0, then
Mr(X ;W ) ≥Mr(Y ;W ) ≥ 0, ∀r > 1.
b) Let W > 0 be aribitrary. If there is a X0 ≥ 0 such that
lim
k→∞
Mk(X0;W ) = X∞,
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then
∀Y0 ≥ 0, lim
k→∞
Mk(Y0;W ) = X∞ > 0.
c) Let W > 0 be aribitrary. There is a fixpoint X˜ > 0 such that X˜ =
M(X˜;W ) if and only if for any X0 ≥ 0 lim
k→∞
Mk(X0;W ) = X∞.
Additionally, we have X˜ = X∞ > 0.
d) Let W1 > 0, W2 > 0 and X0 ≥ 0, Y0 ≥ 0 be aribitrary.
lim
k→∞
Mk(X0;W1) exists if and only if lim
k→∞
Mk(Y0;W2) exists.
e) Let W > 0 and X0 ≥ 0 be aribitrary. lim
k→∞
Mk(X0;W ) exists if
and only if lim
k→∞
Mk(Y0; 0) = 0, ∀Y0 ≥ 0.
Proof
We first verify a). Define Z = X−Y ≥ 0. By defition ofM for any r
we have Mr(Y ;W ) ≥ 0 and Mr(Z; 0) ≥ 0, so
Mr(X ;W ) ≥Mr(Y ;W ).
Next, we verify b). Note that, M(0;W ) ≥ 0. So, we know from
part a) of this lemma that {Mr(0;W )} is monotone increasing. Ad-
ditionally, X0 ≥ 0, so Mr(X0;W ) ≥ Mr(0;W ), ∀r > 1. The se-
quence {Mr(X0;W )} converges as r → ∞, so it is bounded. In
summary, {Mr(0;W )} is monotone increasing and bounded above,
thus it converges. By the definition ofM and the assumptions made
above using a current controller we have M(0;W ) > 0 and using a
predictive controller we have M2(0;W ) > 0.
Let c > 1 be aribitrary and define Z0 = cX∞ and Zk =Mk(Z0;W ).
We have
M(Z0) = cX∞ ≥Mk(cX∞;W ) ≥ X∞.
Furthermore,
Z0 = cX∞ ≥M(cX∞;W ) = Z1.
By part a) {Zk} is monotone decreasing and bounded below by X∞.
Hence, {Zk} converges.
Let Z∞ ≥ 0 be a fixpoint of M(X ;W ) . By part a) we have
∀k > 0, Z∞ = Mk(Z∞;W ) ≥ Mk(0;W ). So, Z∞ > 0 . Let
z be aribitrary and Y∞, Z∞ be fixpoints of M(X ;W ). Note that,
zY∞ + (1− z)Z∞ is also a fixpoint. If we have Y∞ 6= Z∞, then there
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is a z such that zY∞ + (1− z)Z∞ is not positive definite, which is a
contradiction. This shows the uniqueness of the fixpoint.
Let Y0 ≥ 0 be aribitrary. There is a c > 1 such that cX∞ ≥ Y0.
Using part a) we have
Mk(cX∞;W ) ≥Mk(Y0;W ) ≥Mk(0;W ), ∀k > 1.
The left and the right most term converge to the same value, so we
have lim
k→∞
Mk(Y0;W ) = X∞ > 0.
Now, we verify c). Assume we know that there is a fixpoint X˜.
We have Mk(X˜ ;W ) = X˜. So, {Mk(X˜ ;W )} converges and we can
use part b) to show the remaining statements.
Next, we verify the other direction. We assume that for any X0
the iteration converges to X∞. If we chooose X0 = X∞, then we
haveM(X∞;W ) = X∞. From part b) we have X∞ > 0.
We verify d) now. Let X∞ = lim
k→∞
Mk(X0;W1). Choose z s.t.
W2 < zW1. Note that, zX∞ = M(zX∞; zW1). In addition, we
have 0 ≤ M(zX∞;W2) ≤ M(zX∞; zW1) = zX∞. By part a)
{Mk(zX∞;W2)} is monotone decreasing and bounded below; it con-
verges. Finally, using part b) we know that this holds for any initial
condition.
At the end, we show e). First assume that, for any X0 ≥ 0
lim
k→∞
Mk(X0;W ) = X∞. Now, let z be aribitrary, we have
zX∞ =M(zX∞; zW ) and
zX∞ ≥M(zX∞; 0), zX∞ 6=M(zX∞; 0).
So, {Mk(zX∞; 0)} is monotone decreasing and converges to a fix-
point, because it is bounded below. We claim that this fixpoint is 0.
Assume for the sake of contradiction there is a Z ≥ 0, Z 6= 0 with
Z = M(Z; 0). So, M(X∞ + Z;W ) = X∞ + Z needs to be true.
However, this is false.
Let Y0 ≥ 0 be aribitrary. There is a z such that Y0 < zX∞. By
part a) we have M(Y0; 0) ≤M(zX∞; 0). So, {Mk(Y0; 0)} converges
to 0, because {M(zXk∞; 0)} does it.
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Second, we verify the opposite direction. We assume that
lim
k→∞
Mk(X0;W ) does not exists for any X0. Let z > 0 be aribi-
trary. By part d) also the limit of {Mk(X0; zW )} does not exist. In
addition, we haveM(0; zW ) ≥ 0 and thus by part a), {Mk(0; zW )}
is monotone increasing. Furthermore, {Mk(0; zW )} needs to grow
without bound, because the limit does not exist. Let X0 ≥ 0 be aribi-
trary, also {Mk(X0; zW )} grows unbounded, becauseX0 ≥ 0, in par-
ticular
Mk(X0; zW ) ≥ Mk(0; zW ). So, M(X ; zW ) ≥ X, ∀X ≥ 0. Finally,
we have
M(X, 0) = lim
z→0
M(X, zW ) ≥ X.
So, for all Y0 > 0, Y0 6= 0 we haveMk(Y0, 0) > 0, ∀k. ⋄
D.1.5. Proof of Theorem 6.1.
Note that, the same assumptions are made in the theorem as in lemma
6.13. So, we can simply verify the theorem by using parts b) and d)
of this lemma. Finally, the cost follows from (6.9). ⋄
D.1.6. Proof of Theorem 6.2.
We made the assumptions in the theorem, which are also made in
lemma 6.13. From the parts b) and d) of this lemma we know that
the convergence of any inital point of the map (6.11) to a fix point
does not depend on the inital condition and the size of the process
noiseW as long asW > 0. Next, by part e) we know that the stability
of the affine map withW > 0 is identical to the asymptotical stability
of the map (6.11) with W = W = 0, which is a linear map. Finally,
such a linear difference equation is asymptotical stable if and only if
all eigenvalues are inside the unit disc.
Note that, the entries of M are continuous in the network param-
eters. Furthermore, we know that the eigenvalues of a matrix are
continuous in its entries. Hence, the magnitude of the eigenvalues of
M with the largest magnitude depends continuously on the network
parameters. ⋄
D.2 Derivations and Proofs Skipped in Part 6.2. 207
D.2. Derivations and Proofs Skipped in Part
6.2.
In this part, there are some derivations, a necessary background
lemma, and the remaining proofs.
D.2.1. Lemma 6.14.
Before we can proof theorem 6.3. and 6.4. we need to derive an aux-
illary lemma, which describes the properities of the map N (6.25)
respectively (6.15).
Lemma 6.14.
If a predictive controller is considered, then let A be nonsingular and
β 6= 1. If a current controller is considered, then let
0 < β < 1, α 6= 1 or A is nonsingular, β 6= 1.
The map N satisfies
a) Let W ≥ 0 be aribitrary. If X ≥ Y ≥ 0, then
N r(X ;W ) ≥ N r(Y ;W ) ≥ 0, ∀r > 1.
b) Let (A,W
1
2 ) be controllable. If there is a X0 ≥ 0 such that
lim
k→∞
N k(X0;W ) = X∞,
then for any
∀Y0 ≥ 0, lim
k→∞
N k(Y0;W ) = X∞.
Furthermore, X∞ > 0.
c) Let (A,W
1
2 ) be controllable. There is a fixpoint X˜ ≥ 0 such that
X˜ = N (X˜ ;W ) if and only if for any X0 ≥ 0
lim
k→∞
N k(X0;W ) = X∞ > 0.
d) Let (A,W
1
2 ) be controllable and let X0 ≥ 0, Y0 ≥ 0 be aribitrary.
lim
k→∞
N k(X0;W ) exists if and only if lim
k→∞
N k(Y0; I) exists.
Proof
The proof consists of four parts.
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We first verify statement a). Note that, Y ≥ 0, so N r(Y ;W ) ≥ 0 for
any r ≥ 1 due to the structure of N . Second, let Z = X−Y . We have
Z ≥ 0 and N r(Z; 0) ≥ 0 for any r ≥ 1. So, N r(X ;W ) ≥ N r(Y ;W ).
Let us consider part b). First, we show that X∞ > 0. The map
N is continuous so X∞ = N k(X∞;W ) i.e. X∞ is a fixpoint. We
have
X∞ =
(
Σ∞ 0
0 Π∞
)
,
so we need to show that Σ∞ > 0 and Π∞ > 0. We have in the case
of a predictive controller
Π∞ = (1− β)AΠ∞AT + αψBGΣ∞GTBT +W,
and in the case of a current controller
Π∞ = (1− β)AΠ∞AT + α(1− β)ψBGΣ∞GTBT + (1− β)W.
Assume for the sake of contradiction that Π∞ is singular. So, there
is a λ ∈ Rn such that Π∞λ = 0. The two equations above contain
only positive semi definite terms and β 6= 1. Hence, we need to have
λTAΠ∞A
Tλ = 0
λTWλ = 0.
Similar as in theorem 5.2. this implies that the null space of Π∞ is
A-invariant. So, λ is a left eigenvector of A. Furthermore, we have
λW
1
2 = 0. Finally, the Popov-Belevitch-Hautus test implies that
(A,W
1
2 ) is not controllable, which is a contradiction. Now let us
consider Σ∞. If we use a predictive controller, then we have
Σ∞ ≥ βAΠ∞AT
and if we use a current controller we have
Σ∞ ≥ βAΠ∞AT + βW + (1 − α
1− ψ )AΠ∞A
T .
In the case of the current controller if 0 < β < 1, then we can apply
the same idea as above to verify Σ∞ > 0. On the other hand if A is
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nonsingular and β 6= 1, then Σ∞ > 0, because Π∞ > 0. In summary,
we showed X∞ > 0. This holds for any fixpoint.
Let Y0 = 0 and Yk = N k(Y0;W ). We have Yk ≤ X∞ by part a), so
{Yk} is bounded above. Furthermore, Y1 ≥ Y0. Hence, {N k(Y0;W )}
is monotone increasing. Thus, {Yk} converges to a fixpoint. Let us
call this fixpoint Y∞.
Let r > 1 be aribitrary. Define Z0 = rX∞ and Zk = N k(Z0;W ).
We have Z0 > X∞, so {Zk} is bounded above by part a). Further-
more,
Z1 = N (rX∞;W ) ≤ rN (X∞;W ) = rX∞ = Z0,
because of the structure of N , so {Zk} is monotone decreasing. Thus,
{Zk} converges to a fixpoint, which we call Z∞.
Let c ∈ R be aribitrary. Consider the two fixpoints X∞ and U∞.
We have
cX∞ + (1− c)U∞ = N (cX∞ + (1− c)U∞;W )
= cN (X∞;W ) + (1− c)N (U∞;W ).
Hence, for any c (cX∞ + (1 − c)U∞) is also a fixpoint i.e.
cX∞ + (1 − c)U∞ > 0. Assume that, X∞ 6= U∞, then there is a
c such that cX∞ + (1 − c)U∞ is singular, which is a contradiction.
So, N has only one fixpoint. In particular, we have X∞ = Y∞ = Z∞.
Let X0 ≥ 0 be aribitrary. We have Y0 ≤ X0 ≤ Z0 for a large r. By
part a) N k(X0;W ) is bounded below by {Yk} and above by {Zk}.
Both {Yk} and {Zk} converge to X∞. Hence, N k(X0;W ) converges
also to X∞.
Next, we verify part c) of this lemma. First, we assume that there is
a fixpoint X˜ of N . If we use X0 = X˜ , then N k(X˜ ;W ) = X˜ . Finally,
using part b) we know that for any X0 ≥ 0 N k(X0;W ) converges to
X˜.
Second, we assume that there is a X0 ≥ 0 such that
lim
k→∞
N k(X0;W ) = X∞. We have N k(X∞;W ) = X∞ because N
is continuous.
Now, let us show part d). First assume that, lim
k→∞
N k(Y0; I) ex-
ists. We already know from part b) that there is a unique, posi
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definite Y∞ = N (Y∞; I). There is a z such that W < zI. Let
X0 = Y∞. We have N (X0;W ) < N (X0; zI) = zX0. So, by part
a) {Xk = N k(X0;W )} is monotone decreasing and bounded below.
Hence, {Xk} converges and by part b) we know that this is true
for any initial condition. Second, we show the opposite direction. If
lim
k→∞
N k(X0;W ) exists, then there is a uniqueX∞ = N (X∞;W ) > 0.
Furthermore, there is a z > 0 such that
N (0; I) < zX∞ = N (zX∞; zW ).
In addition, N (0; I) ≥ 0. So, by part a) N k(0; I) is monotone in-
creasing and bounded above, so it converges to a fixpoint. By part
b) this fixpoint is also positive definite and for any Y0 ≥ 0 N k(Y0; I)
converges to this point. ⋄
D.2.2. Proof of Theorem 6.3.
In the theorem we use the same assumptions as in lemma 6.14. The
theorem follows directly from part b) and d). ⋄
D.2.3. Proof of Theorem 6.4.
We have the same condition in lemma 6.14 as in the theorem. So,
we know from part b) to d) of this lemma that there is a fixpoint if
and only if the iteration converges. Furthermore, the LMI problem is
feasible if and only if the fixpoint exist. Finally, ζ describes an upper
bound on the expected cost J and the minimal ζ is exactly J . ⋄
D.2.4. Bounds of Constants
In this section we determine the bounds of the constants
ci, i = 1, . . . , 6 if β and θ is not known exactly. Assume that,
0 ≤ βl ≤ βu < 1 and 0 ≤ θl ≤ θu ≤ 1, we want to determine
cl,i and cu,i such that
cl,i ≤ ci(β, θ) ≤ cu,i, ∀β, θ : βl ≤ β ≤ βu, θl ≤ θ ≤ θu.
We have for any acknowledgement model and both controller types
c1,l =
√
βl c1,u =
√
βu
c2,l =
√
1− βu c2,u =
√
1− βl.
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Now, we consider a predictive controller. If acknowledgement model
II or III are used, then cj,u = cj,l = cj , j = 3, . . . , 6. However, if
acknowledgement model I is used, then
c3,l =
√
1− α1−(1−θl)(1−α) c3,u =
√
1− α1−(1−θu)(1−α)
c4,l =
√
α
1−(1−θu)(1−α)
c4,u =
√
α
1−(1−θl)(1−α)
c5,l =
√
α− (1 − α)(1 − θl) c5,u =
√
α− (1− α)(1− θu)
c6,l =
√
α(1− α)(1− θu) c6,u =
√
α(1− α)(1 − θl).
Next, we consider a current controller and acknowledgement model
I. We have
c3,l =
√
1− α1−(1−βl)(1−θl)(1−α)
c3,u =
√
1− α1−(1−βu)(1−θu)(1−α)
c4,l =
√
α
1−(1−βu)(1−θu)(1−α)
c4,u =
√
α
1−(1−βl)(1−θl)(1−α)
c5,l =
√
α− (1− α)(1− βl)(1− θl)
c5,u =
√
α− (1− α)(1− βu)(1 − θu)
c6,l =
√
α(1 − α)(1 − βu)(1 − θu)
c6,u =
√
α(1 − α)(1 − βl)(1 − θl).
Finally, if a current controller is used and acknowledgement model II
or III, then we have
c3,l =
√
1− α1−(1−βl)φ c3,u =
√
1− α1−(1−βu)φ
c4,l =
√
α
1−(1−βu)φ
c4,u =
√
α
1−(1−βl)φ
c5,l =
√
α− (1− βl)φ c5,u =
√
α− (1− βu)φ
c6,l =
√
α(1 − βu)φ c6,u =
√
α(1− βl)φ,
with φ as in (A.6) or (A.7).
D.2.5. Controller Design LMIs
In this part, the LMIs used for controller design are presented. Ba-
sically GS is replaced with G˜. Note that, G˜ is a n × n matrix and
might be nonsymmetric.
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In particular, we change (6.20) to
0 <


S c1AP
c1PA
T P
c3SA
T 0
c4SA
T + c5G˜
TBT 0
c3AS c4AS + c5BG˜
0 0
S 0
0 S


0 <

 P −W c2AP c3BG˜c2PAT P 0
c6G˜
TBT 0 S

,
and refer to the combination of both as
M⋆p (β, θ) =M
⋆
p (∇) > 0. (D.1)
Similarly, we rewrite (6.31)
0 <


S c1AP
c1PA
T P
c3SA
T 0
c4SA
T + c5G˜
TBT 0
c1WpU
T 0
c3AS c4AS + c5BG˜ c1UWp
0 0 0
S 0 0
0 S 0
0 0 Wp


0 <


P c2AP c6BG˜ c2UWp
c2PA
T P 0 0
c6G˜
TBT 0 S 0
c2WpU
T 0 0 Wp

 ,
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and similarly the combination of them is defined as
M⋆c (β, θ) =M
⋆
c (∇) > 0. (D.2)
Furthermore, we need to change (6.21) to
0 <
(
Z1
√
1− αQ 12 (S + P )√
1− α(S + P )Q 12 S + P
)
0 <

 Z2 Ξ
ΞT
S 0
0 P


Ξ =
√
α
(
Q HT
H R
) 1
2
(
S P
G˜ 0
)
.
This combination is defined as
M⋆Z > 0. (D.3)
D.2.6. Proof of Theorem 6.10.
Let Lp be the map
S˜k+1 = βdAP˜kA
T + (1− α)AS˜kAT + α(A+BG)S˜k(A+BG)T
+αψBGS˜kG
TBT
P˜k+1 = (1− βD)AP˜kAT + αψBGS˜kGTBT + I
Xk =
(
S˜k 0
0 P˜k
)
Xk+1 = Lp(Xk),
where ψ = φ acknowledgement if model II or III is used, otherwise
ψ = (1 − α)(1 − θd). Note that, Lp is a map of the form Np using
the nominal values. Furthermore, similar assumptions are made as
in lemma 6.14. and the controller is stabilizing. So,
∀X ≥ 0 : lim
k→∞
Lkp(X) =
(
S 0
0 P
)
= X˜, (D.4)
exists.
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We need to show ∀X ≥ 0 : lim
k→∞
N kp (X ;W ) exists. However, we
claim that this is similar to ∃X ≥ 0 s.t. Np(X ; I) ≤ X . First note
that, Np(X ; I) ≤ X implies by lemma 6.14 {N kp (X ; I)} is monotone
decreasing. Furthermore, N kp (X ; I) ≥ 0, so {N kp (X ; I)} converges.
Finally, using lemma 6.14. we can verify this claim.
First, let us consider the case θ = θd i.e. part a) of the theorem.
Consider N > 1 and the initial conditions
X =
(
S0 0
0 P0
)
=
(
N β
βd
S˜ 0
0 NP˜
)
.
We have
S1 = βAP0A
T + (1− α
1− ψ )AS0A
T
+
α
1− ψ (A+ (1 − ψ)BG)S0(A+ (1− ψ)BG)
T
= N
β
βd
(
βdAP˜A
T + (1− α
1− ψ )AS˜A
T
+
α
1− ψ (A+ (1− ψ)BG)S˜(A+ (1− ψ)BG)
T
)
= N
β
βd
S˜ = S0.
Furthermore,
P1 = N((1 − βd)AP˜AT + αψBGS˜GTBT + I)︸ ︷︷ ︸
P0
+N(βd − β)AP˜AT +NαψBG
(
S˜(
β
βd
− 1)GTBT − (N − 1)
)
I.︸ ︷︷ ︸
κ
In order to have P1 ≤ P0, we need κ ≤ 0. First, if β = βd, then
κ < 0. Second, if β > βd, then we need to have
−βdAP˜AT + αψBGS˜GTBT − βd
β − βd
(N − 1)
N
I ≤ 0. (D.5)
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Let us consider the condition in the theorem
−βdAP˜AT + αψBGS˜GTBT − βd
b− βd I ≤ 0.
First note that, there is always a b > βd which satisfies this equation,
because βd
b−βd
gets sufficiently large, if b − βd is small enough. In
addition, we have β < 1, but b < 1 does not need to hold. Second,
the last term is monotone and continuous in b, so there is a largest
b ≤ 1, which satisfies this inequality.
Additionally, β = βu + ǫ, ǫ > 0. So, there is a c < 1 and N such
that
βd
βu − βd ≤ c
βd
β − βd
≤ βd(N − 1)
(β − βd)N
,
is true. Hence, (D.5) holds.
Similarly, if β < βd, then we need to have
βdAP˜A
T − αψBGS˜GTBT − βd
βd − β
(N − 1)
N
I ≤ 0. (D.6)
The condition in the theorem is
βdAP˜A
T − αψBGS˜GTBT − βd
βd − bI ≤ 0.
Observe that there is always a b < βd which satisfies this equation,
because βd
βd−b
is aribitrary large, if b− βd is sufficiently small. More-
over, we have βd > 0, but we can have b = 0. Second, the last term
is monotone and continuous in b, so there is a smaller b ≥ 0, which
satisfies this inequality.
Moreover, β = βd − ǫ, ǫ > 0. So, there is a c < 1 and N such that
βd
βd − β + ǫ
≤ c βd
βd − β
≤ βd(N − 1)
(β − βd)N
,
is true. Hence, (D.6) holds.
Next, let us verify part b) of the theorem. Let N > 1 be aribitrary
X0 =
(
S0 0
0 P0
)
=
(
(1−θd)
(1−θ)
((N − 1)z +N)S˜ 0
0 NP˜
)
.
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We want to show X1 = Np(X0; I) ≤ X0. We have
P1 = N(1− β)AS˜AT + I
+(1− θd)α(1− α)((N − 1)z +N)BGS˜GTBT
≤ N
(
(1− β)AS˜AT + I
)
+(1− θd)α(1− α)BGS˜GTBT
= P0
S1 = NβAP˜A
T + (1− α)AS0AT
+α(A+BG)S0(A+BG)
T
−(1− θd)((N − 1)z +N)BGS˜GTBT .
In addition, we have
S1 = S0 + κ
κ = β(N − ((N − 1)z +N)1− θd
1− θ )AP˜A
T
−(1− θd)((N − 1)z +N)BGS˜GTBT
+(1− θ) (1− θ)d
(1− θ) ((N − 1)z +N)BGS˜G
TBT .
So, κ ≤ 0 needs to be true. Fortunately, if θ = θd, then κ ≤ 0.
If θ > θd, then we need
Ξp − z(N − 1)
N + z(N − 1)
(1 − θ)
(θ − θd)
βAS˜AT ≤ 0. (D.7)
Reviewing the condition of the theorem
Ξp − (1− x)
(θ − x)βAS˜A
T ≤ 0,
we recognize that there is always a largest x ≤ 1. Note that,
βAS˜AT > 0. So, if θ − x is small enough, then the inequality is
satisfied. Moreover, always θ < x can be true, because the condition
is monotone and continuous in x.
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Finally, there is a N such that
z
1 + z
(1− x)
(x− θd) ≤
z(N − 1)
N + z(N − 1)
(1− θ)
(θ − θd)
,
so (D.7) holds.
If θ < θd, then we need
Ξp − β z(N − 1)
N + z(N − 1)
(1− θ)
(θd − θ)
AS˜AT ≤ 0. (D.8)
If we consider the condition in the theorem
Ξp − β (1− x)
(x− θ)AS˜A
T ≤ 0,
then we observe if θ − x is small enough, then this inequality holds.
Furthermore, there is a smallest such that x ≤ 1. Moreover, if this
inequality holds for x = θl, then (D.8) is true, because for large N
(1− x)
(x− θ) ≤
z(N − 1)
N + z(N − 1)
(1− θ)
(θd − θ)
.
Finally, we verify part c) of the theorem. Let N > 1 and 0 < r < 1
be aribitrary and define
X0 =
(
S0 0
0 P0
)
=
(
β(1−θd)((N−1)z+N)
βd(1−θ)
S˜ 0
0 NP˜
)
.
We have
P1 ≤ N
(
(1− βd)AP˜AT + (1− θd)α(1− α)BGS˜GTBT + I
)
+N(βd − β)AP˜AT − r(N − 1)I
+(1− θd)α(1− α)BGS˜GTBT ( β
βd
− 1)
= P0 + κ.
We need to have κ ≤ 0. First, if βd = β, then κ < 0. Second, if
βd < β, then we have
ΞpS˜G
TBT − r βd(N − 1)
(βd − β)N
I ≤ 0.
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On the other hand, if βd > β, then we have
−ΞpS˜GTBT − r βd(N − 1)
(β − βd)N
I ≤ 0.
The relation between these two inequalities and the condtion in the
theorem can be shown similar as in the proof of part a). In particular,
if r = 1, then the condition are the same as in part a).
Moreover, we have
S1 = S0 + ζ
ζ = β(N − ((N − 1)z +N)1− θd
1− θ )AP˜A
T
−(1− θd)((N − 1)z +N)BGS˜GTBT
+(1− θ) (1− θd)
(1− θ) ((N − 1)z +N)BGS˜G
TBT .
We need ζ ≤ 0. First, if θd = θ, then ζ = 0. Furthermore, if θ > θd,
then we need
Ξp − z(N − 1)
N + z(N − 1)
(1− θ)
(θ − θd)
βAP˜AT ≤ 0.
Moreover, if θ < θd, then we need
Ξp − z(N − 1)
N + z(N − 1)
(1− θ)
(θd − θ)
βAP˜AT ≤ 0.
Both conditions are similar as in part b), only the value of z is differ-
ent. In particular, as r → 0 the condtions here and the one of part
b) get more similar.
Finally, if κ ≤ 0 and ζ ≤ 0, then X ≤ N p(X ; I). ⋄
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D.2.7. Proof of Theorem 6.11.
The idea used here are similar as in the last proof. Let Lc be the
map
S˜k+1 = βdAP˜kA
T + (1− α)AS˜kATα(A+BG)S˜k(A+BG)T
+(1− βd)αψBGS˜kGTBT
P˜k+1 = (1− βd)(AP˜kAT + αψBGS˜kGTBT + I)
Xk =
(
S˜k 0
0 P˜k
)
Xk+1 = Lc(Xk),
where ψ = φ if acknowledgement model II or III is used or θ = θd,
otherwise ψ = (1−α)(1− θd). Note that, Lc is in principle a map of
the form Nc with the nominal values.
The theorem uses similar assumptions as in lemma 6.14. and the
controller is stabilizing so
∀X ≥ 0 : lim
k→∞
Lkc (X) =
(
S˜ 0
0 P˜
)
= X˜, (D.9)
always exist.
We need to have ∃X ≥ 0 : lim
k→∞
N kc (X ; I) exists. Note that, this
is equivalent to ∃X ≥ 0 : Lc(X) ≤ X . Assume there is such a X ,
then by lemma 6.15. {Lkc (X)} is monotone decreasing. Furthermore,
{Lkc (X)} is also bounded below, so it converges. Finally, using again
lemma 6.14. the equivalence is verified.
First, we consider the part a) of the theorem. Let N > 0 be aribitrary
and
X0 =
(
S0 0
0 P0
)
=
(
N
(1−βd)β
(1−β)βd
S˜ 0
0 NP˜
)
.
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We have
P1 = (1 − β)(NAP˜AT + I) + (1− βd) β
βd
αψBGS˜GTBT
= P0 + κ
κ = N(βd − β)(AP˜AT + I)− (1 − β) N
N − 1I
+N(1− βd)( β
βd
− 1)αψBGS˜GTBT ,
and
S1 = β(NAP˜A
T + I) + β
(1− βd)β
(1− β)βd
NBGS˜GTBT
+N(1− α)AS˜AT +Nα(A+BG)S˜(A+BGT)
= S0 +
β
(1− β)κ.
If κ ≤ 0, then X1 = Nc(X0; I) ≤ X0. Clearly κ < 0 if β = βd.
However, if β > βd, then we need
Ξc − N − 1
N
βd(1− β)
β − βd
I ≤ 0. (D.10)
in order to have κ ≤ 0. Let us assume that, the condition of the
theorem holds and there is a b such that
−βd(AP˜AT + I) + (1− βd)αψBGS˜GTBT − βd(1− b
b− βd I ≤ 0.
First note that, there is always a b > βd, because b−βd can be small
enough and also always b < βd is possible. In addition, there is a
largest b ≤ 1, because the condition is montone and continuous in b.
Therefore, βu satisfies this inequality and βu = β + ǫ, ǫ ≥ 0. So, we
have
βd(1− βu)
βu − βd =
βd(1− β − ǫ)
β + ǫ− βd
≥ N − 1
N
βd(1− β)
β − βd
.
So, if the condition in the theorem holds, then also (D.2.7) holds. If
β < βd and
−Ξc − N − 1
N
βd(1− β)
βd − β
I ≤ 0, (D.11)
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then κ ≤ 0. Similar as above, we can conclude that there is always a
b < βd such that
βd(AP˜A
T + I)− (1− βd)αψBGS˜GTBT − βd(1− b)
βd − b I ≤ 0,
and there is a smallest b ≥ 0. Moreover, if this condition hold, then
(D.11) is true.
Next, we show part b) of the proof. Define
X0 =
(
S0 0
0 P0
)
=
(
N
(1−θd)
(1−θ)
S˜ 0
0 NP˜
)
,
for an aribitrary N . We have
P1 = N(1− β)AP˜AT +N(1− θd)α(1− α)BGS˜GTBT
+(1− β)I
≤ P0
S1 = NβAP˜A
T + αN(A+BG)S˜(A+BG)T + βI
+(1− α)NAS˜AT − (1− θd)α(1 − α)NBGS˜GTBT
= S0 + κ
κ = Nβ(1− 1− θd
1− θ )AP˜A
T − β(N − 1)I
+N(1− β)(θd − θ)α(1− α) (1− θd)
(1 − θ) BGS˜G
TBT
If κ ≤ 0, then Nc(X ; I) ≤ X . First, if θ = θd, then κ < 0. Second, if
θ > θd, then we need
Ξc − (N − 1)(1 − θ)
N(θ − θd)
I ≤ 0, (D.12)
in order to have κ ≤ 0. We can show as in part a) of the proof there
exists a largest x ≤ 1 with x > θd and
Ξc − 1− x
x− θd I ≤ 0.
222 D Remaining Derivations and Proofs of Chapter 6
Furthermore, we can verify as above, if this inequality holds for x =
θu, then (D.12) holds for any θ < θu.
Finally, if θ < θd, then we need
−Ξc − (N − 1)(1− θ)
N(θd − θ)
I ≤ 0, (D.13)
in order to have κ ≤ 0. It is possible to show there is a x ≥ 0 with
x < θd and
−Ξc − 1− x
θd − xI ≤ 0.
Furthermore, there is a smallest such x = θl and if the inequality is
true for θl, then (D.13) holds for any θ > θl.
Finally, we show part c) of the theorem. Let N > 1 and r > 0
be aribitrary and assume
X0 =
(
S0 0
0 P0
)
=
(
N
β(1−βd)(1−θd)
βd(1−β)(1−θ)
S˜ 0
0 NP˜
)
.
This yields
P1 = N(1− β)AP˜AT + (1 − β)I
+(1− βd)(1 − θd)α(1− α)N β
βd
BGS˜GTBT
= P0 + κ
κ = N(β − βd)(AP˜AT + I)− (1− β)(N − 1)
N
I
+N(1− βd)(1− θd)α(1− α)( β
βd
− 1)BGS˜GTBT .
So, κ ≤ 0 needs to be true. First, if β = βd, then κ < 0. Furthermore,
if β > βd, then we require
Ξc − βd(1− β)(N − 1)
(β − βd)N
I ≤ 0. (D.14)
However, if β < βd, then we need
−Ξc − βd(1− β)(N − 1)
(βd − β)N
I ≤ 0 (D.15)
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Moreover, we have
S1 = S0 + ρ
ρ = βN
(
1− (1− βd)(1 − θd)
(1 − β)(1 − θ) (AP˜A
T + I)− β(N − 1)
)
I
+α(1− α)N β(1− βd)(1 − θd)
βd(1− β)(1 − θ)
×((1− βd)(1− θd)− (1− β)(1− θ))BGS˜GTBT
We need ρ ≤ 0. Note that, if (1− β)(1− θ) = (1 − βd)(1 − θd), then
ρ < 0. In addition, if (1− β)(1− θ) < (1− βd)(1− θd), then
Ξc − βd(1− β)(1 − θ)(N − 1)
((1− βd)(1− θd)− (1− β)(1 − θ))N
I ≤ 0 (D.16)
needs to be true. However, if (1− β)(1− θ) > (1− βd)(1− θd), then
we need
Ξc − βd(1 − β)(1− θ)(N − 1)
((1 − β)(1− θ)− (1− βd)(1 − θd))N
I ≤ 0. (D.17)
Now, consider the conditions
Ξc − βd(1− βd − rx)
rx
I ≤ 0,
and
Ξc − βd(1− βd − rx)(1 − θd − x)
(1− βd)(1 − θd)− (1− βd − rx)(1 − θd − x)I ≤ 0.
First, if x > 0 is small enough, then max(βd + rx, θd + x) ≤ 1.
Furthermore, both conditions are continuous and monotone in x > 0,
so there is a largest x, which satisfies these conditions. This implies
that there are βu > βd and θu > θd.
Next, we have
−Ξc − βd(1− βd + rx)
rx
I ≤ 0,
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and
−Ξc − βd(1− βd + rx)(1 − θd + x)
(1− βd + rx)(1 − θd + x)− (1 − βd)(1 − θd)I ≤ 0.
Note that, if x > 0 is small, then min(βd−rx, θd−x) ≥ 0. In addition,
these conditions are monotone and continuous in x > 0, so there is
a largest x, which satisfies these conditions. This implies that there
are βu > βd and θu > θd.
Furthermore, for any combination of β, θ with
(1− β)(1− θ) < (1− βd)(1− θd) there is a N1 such that
(1− βd − rx)(1 − θd − x)
(1− βd)(1− θd)− (1− βd − rx)(1 − θd − x)
<
(N1 − 1)(1− β)(1− θ)
N1(1− βd)(1− θd)− (1− β)(1 − θ)
.
Similarly, for any two β, θ with (1−β)(1−θ) > (1−βd)(1−θd) there
is a N1 such that
(1− βd + rx)(1 − θd + x)
(1− βd + rx)(1 − θd + x)− (1− βd)(1 − θd)
<
(N1 − 1)(1− β)(1− θ)
N1(1− β)(1 − θ)− (1− βd)(1− θd)
.
In addition, if βd < β < βu, then there is a N2 such that
1− βd − rx
rx
<
(N2 − 1)(1− β)
N2(β − βd)
.
Similarly, for βd > β > βl, there is a N2 such that
1− βd + rx
rx
<
(N2 − 1)(1− β)
N2(βd − β)
.
Finally, if we take N = max(N1, N2), then (D.14), (D.15), (D.16)
and (D.17) hold. ⋄
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D.2.8. Proof of Theorem 6.12.
Note that, we used the same assumptions as in the theorem 6.10. and
6.11. So, if we show Ξp < 0 and Ξc < 0, then the theorem is verified.
First, consider the case A has only eigenvalues outside of the unit
disc and the case of a predictive controller. Let S˜, P˜ be given by
(D.4) and assume for the sake of contradiction Ξp ≥ 0. So, there is a
λ 6= 0 such that
λT (−βdAP˜AT + (1− θd)α(1 − α)BGS˜GTBT )λ ≥ 0.
Consider
Z = λT ((1 − βd)AP˜AT + (1− θd)α(1 − α)BGS˜GTBT + I)λ.
Ξp ≥ 0 implies
Z ≥ λT (AP˜AT + I)λ > λT P˜ λ.
This is a contradiction, because P˜ is a fixpoint and thus Z = λT P˜ λ.
In the case of a current controller we reuse this idea. Let S˜, P˜ be
given by (D.9) and assume for the sake of contradiction Ξc ≥ 0. So,
there is a λ 6= 0 such that
λT (−βd(AP˜AT + I) + (1− βd)(1− θd)α(1 − α)BGS˜GTBT )λ ≥ 0.
Let
Z = λT
(
(1− βd)AP˜AT + I(1− βd)
)
λ
+λ
(
α(1− θd)(1− β)(1− α)BGS˜GTBT
)
λ.
Ξc ≥ 0 yields
Z ≥ λT (AP˜AT + I)λ > λT P˜ λ.
This is a similar contradiction as above, because P˜ is a fixpoint
Z = λT P˜ λ is true.
Next, we consider A scalar, |A| < 1 and a predictive controller.
Let S˜, P˜ be given by (D.4). If we assume Ξp ≥ 0, then we have
P˜ ≥ AP˜AT + I
S˜ > 0.
226 D Remaining Derivations and Proofs of Chapter 6
In contrast, if we do not use a feedback (G = 0), then we can compute
the stationary covariance
P˜OL = (1− β)AP˜OLAT + I (D.18)
S˜OL = 0.
So, we have S˜OL < S˜ and P˜OL ≤ P˜ . Comparing the expected costs
(6.14) yields a contradiction. The optimal controller has a higher cost
as no controller.
If we use a current controller, A scalar and |A| < 1, then S˜, P˜ are
given by (D.9). The expected cost is (6.24). We can use the same idea
as above only (D.18) needs to be replaced by (1− β)(AP˜OLAT + I).
⋄
Appendix E
Remaining Proofs of
Chapter 7
In this part, we present the proofs skipped in chapter 7.
E.1. Proof of Theorem 7.1.
We define Pβ as the probability of a successful transmission of an
output packet at step k. We have
Pβ = P (∃i ∈ {1, . . . ,Mo} : iβk = 1)
Pβ = 1− P ((∄i ∈ {1, . . . ,Mo} s.t. iβk = 1)
= 1− P (1βk = 0 ∧ (1rk = 0 ∧ (1rk = 1 ∨ 2βk = 0)) ∧ . . .)
= 1− (1 − β˜)((1 − r˜) + (1 − β˜)r˜)Mo−1
= 1− (1 − β˜)(1 − β˜r˜)Mo−1.
Moreover, if infinitely many retransmissions are possible, then
lim
Mo→∞
Pβ = 1.
We recognize that this network link acts like a single output link
defined in part 2.2.1 with β = Pβ . Next, we want to determine
the number of packets, which are send on average. First, let No
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denote the average number of packets send from the transducers to
the controller. We have
No = 1 +
Mo−1∑
j=1
P (jrk = 1)
= 1 +
Mo−1∑
j=1
P ((∄i ∈ {1, . . . , j} s.t. iβk = 1) ∧ jrk = 1)
= 1 + r˜(1 − β˜)
Mo−2∑
j=0
(1− β˜r˜)j ,
and in the limit case
lim
Mo→∞
No = 1 +
1− β˜
β˜
=
1
β˜
.
Finally, the average number of retransmission request packets Nr is
given by
Nr =
Mo−1∑
j=1
P (∄i ∈ {1, . . . , j} s.t. iβk = 1)
Nr = (1− β˜)
Mo−2∑
j=0
(1− β˜r˜)j ,
and we have
lim
Mo→∞
Nr =
1− β˜
β˜r˜
.
Note that, there is a bound on the average number of packets. ⋄
E.2. Proof of Theorem 7.2.
Again, Pβ defines the probability of a successful transmission of an
output packet a step k.
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For aribitrary Mo we have
Pβ = P (∃i ∈ {1, . . . ,Mo} s.t. iβk = 1)
= 1− P (∀i ∈ {1, . . . ,Mo} : iβk = 0)
= 1− (1− β˜)Mo .
As before, we recognize that the link acts as described in part 2.2.1
with β = Pβ . If infinitly many retransmissions are possible, then
lim
Mo→∞
Pβ = 1.
The average number of packets send in each step from the transducers
to the controller No is given by
No = 1 +
Mo−1∑
j=1
P (∄i ∈ {1, . . . , j} s.t. isk = 1)
=
Mo−1∑
i=0
(1− s˜β˜)i,
and in the limit we have
lim
Mo→∞
No =
1
s˜β˜
.
Furthermore, the controller sends on averageNs packets to the trans-
ducers. We have
Ns =
Mo−1∑
i=1
P (iβk = 1 ∧ (∀j < i, j ≥ 1 : jsk = 0))
=
Mo−1∑
i=1
P ((1βk = 0 ∨ (1βk = 1 ∧ 1sk = 0)) ∧ . . . ∧ iβk = 1)
= β˜
Mo−2∑
j=0
(1 − s˜β˜)i,
and in the limit
lim
Mo→∞
Ns =
1
s˜
.
So, the average number of packets No andNs send between the trans-
ducers and controller in each step is bounded. ⋄
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E.3. Proof of Theorem 7.4.
The actuators receives a packet from the controller with the proba-
bility
Pα
= P (∃i ∈ {1, . . . ,Mi} s.t. iαk = 1)
=
Mi−2∑
i=0
P ((∀j ∈ {1, . . . i− 1} : jαk = 0) ∧ i−1θk = 1 ∧ iαk = 1)
+P (1αk = 1).
Using
P (∀j ∈ {1, . . . , i− 1} : jαk = 0)
= P (1αk = 0 ∧ (∀j < i : jθk = 0 ∨ (jθk = 1 ∧ j+1αk = 0))),
we get
Pα = α˜+ α˜θ˜(1− α˜)
Mi−2∑
i=0
((1 − α˜)θ˜ + (1− θ˜))i
Pα = α˜+ α˜θ˜(1− α˜)
Mi−2∑
i=0
(1− α˜θ˜)i.
In the limit case we have
lim
Mi→∞
Pα = 1.
Note that, there is no retransmission, if a packet has been successfully
transmitted to the actuators. Thus, there is only one ACK. So, the
probability of receiving an ACK is given by
Pαγ = P ((∃i ∈ {1, . . . ,M} s.t. iαk = 1 ∨ iθk = 1)
= θ˜Pα.
Note that, only the last NAK can be used to determine an unsuc-
cessful transmission. So, the probability of receiving such a NAK
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is
P(1−α)γ
= P (Miαk = 0 ∧Miθk = 1 ∧ (∄i ∈ {1, . . . ,Mi} s.t. iαk = 1))
= θ˜(1− Pα).
We have
Pαγ
Pα
=
P(1−α)γ
1− Pα .
So, the probability of a lost acknowledgement does not depend on its
type. Hence, the behavior is similar to a link with α = Pα, θ = θ˜ as
described in part 2.2.1 and by (2.5).
Furthermore, the average number of packets send from the con-
troller to the actuator Na is
Na = 1 +
Mi−2∑
i=0
P (∀j ∈ {1, . . . , i− 1} : jαk 6= 1 ∧ i−1θk = 1)
= 1 + θ˜(1 − α˜)
Mi−2∑
i=0
(1− α˜θ˜)i,
and in the limit case
lim
Mi→∞
N =
1
α
.
The average number of ACK packets used in a step is
NACK = Pα,
and on average
NNAK =
Mi∑
i=1
P (∀j ∈ {1, . . . i} : jαk = 0)
= (1− α˜)
Mi−1∑
i=0
(1− α˜θ˜)i,
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NAK packets are used. In the limit we have
lim
Mi→∞
NNAK =
1− α˜
α˜θ˜
.
Finally, we observe that the average numbers of packets Na, NACK
and NNAK are bounded above. ⋄
E.4. Proof of Theorem 7.5
The probability that at least one packet is received successfully by
the actuators can be derived as
Pα = P (∃i ∈ {1, . . .Mi} : iαk = 1)
= 1− P (1αk = 0 ∧ . . . ∧Miαk = 0)
= 1− (1 − α˜)Mi ,
and in the limit we have
lim
M→∞
Pα = 1.
Next, the probability of receiving an acknowledgement of the actua-
tors is denoted by Pαγ . We have
Pαγ = P (∃i ∈ {1, . . .Mi} : iαk = 1 ∧ iθk = 1)
=
Mi∑
i=1
P (iαk = iθk = 1
∧(∄j ∈ {1, . . . , i− 1} : iαk = j ∧ jθk = 1))
= α˜θ˜ +
Mi∑
i=2
P (iαk = θk = 1
∧(1αk = 0 ∨ (1αk = 1 ∧ 1θk = 0)) ∧ . . .
∧(i−1αk = 0 ∨ (i−1αk = 1 ∧ i−1θk = 0))
= α˜θ˜
Mi−1∑
i=0
(1− α˜θ˜)i.
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Thus, in the limit we have
lim
Mi→∞
Pαγ = 1.
The average number of packets transmitted from the controller to
actuator Na is given by
Na = 1 +
Mi∑
i=2
P (∄j ∈ {1, . . . , i− 1} : jαk = jθk = 1)
=
Mi−1∑
i=0
(1− α˜θ˜)i,
and in the limit
lim
Mi→∞
Na =
1
α˜θ˜
.
Finally, the average number of ACK packets transmitted is
NACK = P (1αk = 1)
+
Mi∑
i=2
P (iαk = 1 ∧ (∄j ∈ {1, . . . , i− 1} : jαk = jθk = 1))
= α˜
Mi−1∑
i=0
(1− α˜θ˜)i,
and the limit is
lim
Mi→∞
NACK = α˜
1
α˜θ˜
=
1
θ˜
.
Note that, the behavior is similar as the describtion of a single link
in part 2.2.1 and (2.6) with α = Pα and θ =
Pαγ
Pα
. Furthermore, the
average number of packets Na +NACK is bounded. ⋄
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E.5. Proof of Theorem 7.6.
The actuators receive at least one packet from the controller with the
probability
Pα
= P (∃i ∈ {1, . . . ,Mi} s.t. iαk = 1)
=
Mi∑
i=1
P (iαk = 1 ∧ (∄j < i s.t. jαk = 1 ∨ (jαk = 0 ∧ jθk = 1)))
= α˜
Mi−1∑
i=0
((1 − α˜)(1 − θ˜))i.
The limit can be calculated as
lim
Mi→∞
Pα =
α˜
1− (1− α˜)(1− θ˜) < 1.
Moreover, the probability of receiving a NAK is
P(1−α)γ = P (∃i ∈ {1, . . . ,M} s.t. iαk = 0 ∧ iθk = 1
∧∀j < i : jαk = 0)
= θ˜(1− α˜) +
Mi∑
i=2
P ((iθk = 1 ∧ iαk = 0)
∧(∄j < i s.t. jαk = 1 ∨ (jαk = 0 ∧ jθk = 1)))
= θ˜(1− α˜)
Mi−1∑
i=0
((1 − α˜)(1− θ˜))i.
The limit for Mi →∞ is
lim
Mi→∞
P(1−α)γ =
θ˜(1− α˜)
1− (1− α˜)(1 − θ˜) .
Note that, in the limit case we have
lim
Mi→∞
P(1−α)γ
1− Pα = 1.
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In summary, the behavior is similar to a single link with α = Pα and
θ =
P(1−α)γ
1−Pα
, compare part 2.2.1 and (2.7).
The average number of packets send from the controller to the
actuator Na is
Na = 1 +
Mi∑
i=2
P (∀j ≤ i : jαk = 1 ∨ (jαk = 0 ∧ jθk = 0))
= Mi(Pα + ((1 − α˜)(1 − θ˜))Mi)
+(1− α˜)θ˜
Mi−1∑
i=0
(i+ 1)((1 − α˜)(1− θ˜))i.
Unfortunatly Na is monotone increases in M and has no bound.
Moreover, the average number of NAK packets NNAK can be cal-
culated as
NNAK = (1− α˜) +
Mi∑
i=2
P (iαk 6= 1 ∧ (∄j < i s.t. jαk = 1))
NNAK = Mi(P(1−α)γ + ((1 − α˜)(1 − θ˜))Mi)
+α˜
Mi−2∑
j=0
(j + 1)((1 − α˜)(1 − θ˜))j+1.
There is also no bound on NNAK . ⋄
E.6. Proof of Theorem 7.7.
We define the probability that the actuator receives at least one
packet as Pα. We have
Pα
= P (∃i ∈ {1, . . . ,Mi} : iαk = 1)
= 1− P (1αk = 0 ∧ (∀j < Mi : jθk = 0 ∨ (jθk = 1 ∧ j+1αk = 0)))
= 1− (1− α˜)((1 − θ˜) + θ˜(1− α˜))Mi−1
= 1− (1− α˜)(1− α˜θ˜)Mi−1,
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and in the limit
lim
Mi→∞
Pα = 1.
Note that, only the last NAK is useful. Thus, a send NAK is received
with the probability
θ = θ˜.
Note that, the behavior is similar to a single link as in part 2.2.1 and
(2.7) with α = Pα and θ = θ˜.
The average number of packets send by the controller to the actu-
ator in a step is
Na = 1 +
Mi∑
i=2
P (iθk = 1 ∧ 1αk = 0 ∧
(∀j < i : jθk = 0 ∨ (jθk = 1 ∧ j+1αk = 0)))
= 1 + (1− α˜)θ˜
Mi−2∑
i=0
(1 − α˜θ˜)i,
and in the limit
lim
Mi→∞
Na = 1 +
1− α˜
α˜
=
1
α˜
.
The average number of NAK packets is
NNAK = (1− α˜) +
Mi∑
i=2
P (iαk 6= 1 ∧ (∄j < i s.t. jαk = 1))
NNAK = (1− α˜)
Mi−1∑
i=0
(1− α˜θ˜)i,
and the limit is
lim
M→∞
NNAK =
1− α˜
α˜θ˜
.
Note that, the average number of packets is bounded. ⋄
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