Supplementary Information Text Experimental setup
The experimental setup is shown in Fig. 1b of the main text. The source is an ultrafast laser delivering transform limited pulses of about 40 fs duration, with a Gaussian spectrum centered at 375 THz with a FWHM of ≈15 THz, and 2.4 mJ/PP. The pulses are produced by a Ti:Sapphire oscillator (Coherent Vitara) at 80 MHz and amplified using a 67 W pump laser at 5 kHz (Coherent Revolution) in an amplifier (Coherent Legend Duo) with two stages (regenerative cavity and single pass). The amplitude fluctuation of the laser output is about 5% shot to shot.
The pulse shaper uses a 512 x 512 pixel 2D liquid crystal on silicon Spatial Light Modulator (Meadowlark Optics) in reflection geometry 1 . It is set up for diffraction-based pulse shaping, which allows the phase-only liquid crystal matrix to simultaneously shape the spectral amplitude and phase 2 . The speed of the experiment is limited by the liquid crystals rotation time to be about 500 Hz. The beam is dispersed on the liquid crystal matrix so that the frequency band on a single pixel is about 0.1 THz. To control the resolution of the experiment, the random phase patterns we generate have a correlation length larger than the optical resolution of the pulse-shaper and the detector 3 . To achieve this, we first generate an array of 512 uniformly distributed random numbers. A Gaussian smoothing function with a standard deviation equal to the optical resolution is then used to smooth the array of random numbers. Finally, the resulting function is rescaled to achieve the desired RMS phase fluctuations (in this case ± 2 ). A reference pulse is created using a beam splitter between the pulse shaper and the sample. The sample beam is focused on a 1 mm thick crystalline -quartz sample, cut orthogonally to the microscopic c-axis plane, then collimated, the intensity can be controlled from 0 to 10 mJ/cm 2 . The sample and reference beams are both detected using identical spectrometers consisting of a transmission diffraction grating, a 25 cm imaging lens (in 4-f geometry) and a 256 element linear silicon photodiode array (Hamamatsu).
Model
In this appendix we develop a model able to describe the role of the randomness of the phase in our covariance-based spectroscopic technique. We first consider the effect of such random fluctuations on the reference (non-interacting) beam; we then describe the Stimulated Raman Scattering (SRS) process and discuss how the stochasticity of the phase affects the measurement.
As discussed in the main text, each measurement of the frequency dispersed intensity is performed through a detector with finite frequency resolution. We model this by introducing a gate function ( − ̅ ), spanning a spectral region centered around the central frequency of the pixel ̅. The spectral extension of the gating is set by the finite size of the pixel of the photodiode arrays. We can thus write the measured intensity on the pixel centered at ̅ by considering the superposition of the fields within its spectral extension:
where ( ′,′′ ) is the stochastic phase of the incident pulses and ′,′′ are the integration variables to cover the pixel size. In the experiments reported in the manuscript the stochastic phase introduced between different components is decaying with a characteristic frequency-scale Δ (parameter controlled experimentally). The symbol 〈…〉 represents the average over repeated measurements. We assume that the field amplitude ( ) and the phase ( ) change slowly with ( ′ ), i.e. Δ is larger than the detector pixel size. We thus consider only the value of the fields at ̅ and expand the phase to first order around ̅ as
It should be noted that this treatment is not limited to Gaussian correlation functions only. It can be applied to any kind of decaying correlation functions whose scale is defined by a characteristic length.
By considering the expansion in Eq. (2), the overall intensity measured on the pixel is given by:
It is worth to note that in this limit the phase changes slowly over the pixel size and therefore Φ( ̅) ≪ 1.
We can now write the correlator between the intensities measured at different pixels with central frequencies ̅ 1,2 as:
The correlation function between the different spectral phases ( 1,2 ) results in a finite correlation length between their derivatives Φ( 1 ) and Φ ( 2 ), resulting in an intensity correlator:
where 12 2 ≡ 〈cos(Φ( ̅ 1 )) cos(Φ( ̅ 2 ))〉. Note that for frequency components farther apart than the correlation length, i.e. for | ̅ 1 − ̅ 2 | ≫ Δ the product 〈cos(Φ( ̅ 1 ) ) cos(Φ( ̅ 2 ) )〉 can be factorized in 〈cos(Φ( ̅ 1 )) 〉〈cos(Φ( ̅ 2 ))〉 = 0 since Φ( ̅ 1,2 ) are independent random variables with null average. This mechanism maps phase fluctuations into amplitude ones and results in the Pearson coefficient map of the reference channel shown in Fig. 1c in the manuscript. As discussed in the main text and detailed here, Δ sets the spectral resolution of the method proposed.
We stress that the crucial step in this approach is to consider the finite spectral resolution of the detectors * . Indeed, in the ideal case of a monochromatic detection, the random phase fluctuations would have no effects on the measured intensities, and no detectable correlations neither phase variations (Eq. (2)) would be expected within the reference beam.
In the following, we adopt a fully quantum field model 4 to calculate the optical signal. We describe the Stimulated Raman Scattering (SRS) process through a diagrammatic representation 4 and recast the signal in terms of transition amplitudes. The detected signal of a quantum field is computed as the net time variation of the number of photons in the self-heterodyned transmitted field:
where ̂≡ ∑̂ †̂ and the symbol (… ) denotes the average over the density matrix operator of the whole system (field and matter). We have denoted by Ĥ the interaction Hamiltonian within the Rotating Wave Approximation, namely
The commutator in Eq. (6) can be calculated by evaluating the canonical commutation relations for the bosonic operators. The solution of the Liouville-Von Neumann equation gives the time evolution of the density matrix in the interaction picture, so that the average can be now performed over the density matrix of the non-interacting system, denoted by 〈…〉 5 . The signal can be recast in the following expression:
where is the time-ordering operator in the Liouville space and − ( ) is the time-dependent commutation relation with the interaction Hamiltonian in Eq. (7). We have adopted the L/R representation of the Liouville superoperators introduced in 4 . The electric field operator and the electric dipole one, are respectively defined as:
Since we detect intense fields, i.e. fields in a classical regime, we replace in the following the electric field operators Ê( ) and Ê † ( ) with their expected values ℰ( ) and ℰ * ( ). Moreover, when the coupling between the field modes and the matter is off resonances, the equality ( ) = ( )ℰ( ) holds. The signal can be then expressed in terms of the polarizability as:
Since we perform a frequency-resolved shot-to-shot detection of the pulses transmitted by the sample, we are interested in the frequency dispersed signal ( ). We can then consider a frequency gating ( − ̅) and, by Fourier transform the electric field, get:
Note that the 0 ℎ -order in the last equation contains one light-matter interaction which results in a vanishing trace. We thus expand to the first (nontrivial) order as:
The signal thus splits into two terms: the first one ( ) involves interactions from both the left and the right, the second one ( ) only interactions from the left.
We can diagrammatically describe them by using a Closed-Time-Path-Loop (CTPL) representation, following the rules given in 4 . The CTPL diagrams (Fig. S1 ) represent the process described by the latter equation. The diagram on the left represents the energy loss of the electric field (Stokes process), while the one on the right represents the energy gain of the electric field (Anti-Stokes process). First we explicitly evaluate : where in the last step we have explicitly written the interaction Hamiltonian and Fourier transformed both the fields and the polarizabilities. We have then explicitly written the material degrees of freedom, so that now the polarizabilities can be spanned in the energy eigenstates of the material.
We consider here a two-level system (the ground state is denoted by | 〉, while the vibrational excited state by | 〉) with a single vibrational frequency Ω. The term involving the polarizability is then given by:
where in the last step we have expressed the average in the Kramers-Heisenberg form (a generalized Fermi golden rule), as in 6 . We have denoted by | | 2 the polarizability transition amplitude between the two states.
By solving the Dirac deltas, we get the following expression for :
The term can be evaluated in a similar fashion, with the exception that now the polarizability reads:
By recombining the two terms, we get:
We can now use the Sokhotski-Plemelj theorem to explicitly calculate the terms within the square brackets. The theorem states that:
Since ℰ * ( )ℰ( + 1 − 2 )ℰ * ( 1 )ℰ ( 2 ) is smooth and even around the poles of the integrand function, the principal values vanish when the integration over 1,2 is performed. Therefore, by considering the action of the Dirac deltas, we get:
So far, we have neglected the temperature dependence of the system. If the sample has a finite temperature, two additional processes should be considered, since the system can be initially either in the ground state or in the vibrationally excited one. The additional two contributions we get are identical to and if one replaces Ω ⟶ −Ω. We thus get the same contributions with a minus sign. If we assume the system to be at thermal equilibrium of inverse temperature , the temperature dependence can be included by considering the thermal distributions for the system, given by = 1 1+ − ℏΩ for the ground state and by = 1 1+ ℏΩ for the excited one. The final signal reads:
where we have defined the factor ( ) = − and introduced the parameter , which includes all the field parameters that can be tuned in the experiment.
We consider a frequency dependent stochastic phase ( ) with frequency scale Δ , such that the phase correlations are considered statistically orthogonal 〈 ( 1 ) ( 2 )〉 = 0 when they are far enough and
. Since the phases of two spectral components are correlated only if their frequency difference is smaller than Δ , this quantity sets the phase stochasticity scale. This additional frequency scale plays a key role in setting the spectral resolution while considering the signal correlation function. Assuming Ω ≫ Δ , one may regard Φ(ω) and Φ(ω + Δ ) as statistically independent variables.
Under these conditions, we can rewrite the signal making explicit the spectral phases ( ). By grouping the phase factors of each four-field product and taking the real part of the above equation, we get:
where we have defined the following quantities:
Since we have assumed that Ω ≫ Δ , the average values of cos( ) and cos( ) vanish (and so does the average value of the signal) unless cos( ) and are both zero, i.e. unless { ′ = + Ω for the first sum ′ = − Ω for the second sum
We can thus write the average transmitted signal as:
which correctly describes the spectral (red or blue) shift due to the inelastic scattering 7 . We stress that when the pulse is very broad it is not possible to retrieve the Raman frequency Ω from the average signal.
To compute the cross-correlation signal ⟨ ( ; ) ( ; )⟩ , we must evaluate the averages of the cosine products coming from the two integrals (whose integration variables are denoted with prime and double prime, respectively): The contribution above adds a distinct line which is shifted from the diagonal by the Raman frequency. Note that the condition of statistical dependence between two frequencies is satisfied for all the distances smaller or comparable to the distribution stochasticity scale, Δ . Hence, the width of the line (infinitesimal, in Eq. (24)) must be considered finite, leading to a blurring of the signal. 
