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1. Introduction
In this paper, we consider the semiconductor with p-n junctions insulated in one side and with
contacts in the other side. The physics of p-n junction are explained by Sze [17] and Smith [16]. The
scaled equations are given in the case of one space dimension as follows:
nλt =
(
nλx − nλφλx
)
x, 0< x< 1, t > 0, (1.1)
pλt =
(
pλx + pλφλx
)
x, 0< x< 1, t > 0, (1.2)
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with mixed Neumann–Dirichlet boundary conditions and initial conditions:
nλ = n¯(t) 0, pλ = p¯(t) 0, φλx = 0, x = 0, t > 0, (1.4)
nλx − nλφλx = pλx + pλφλx = φλx = 0, x = 1, t > 0, (1.5)
nλ(x,0) = nλ0(x), pλ(x,0) = pλ0(x), 0 x 1. (1.6)
The variables nλ , pλ , φλ are the electron density, the hole density and the electric potential, respec-
tively. The parameter λ is the scaled Debye length of the semiconductor devices under consideration.
D = D(x) is the given function of space and models the doping proﬁle (i.e., the preconcentration
of electrons and holes). Because of the occurrence of p-n junctions in realistic semiconductor de-
vices, the doping proﬁle D(x) typically changes its sign. Physically, the Dirichlet boundary conditions
nλ(x = 0, t) = n¯(t), pλ(x = 0, t) = p¯(t) in (1.4) stand for the contact at the left side x = 0 while the
boundary condition (nλx − nλφλx )(x = 1, t) = (pλx + pλφλx )(x = 1, t) = φλx (x = 1, t) = 0 in (1.5) stands for
the insulating at the right side x = 1. Here n¯(t) and p¯(t) are given nonnegative functions indepen-
dent of λ. For the more details of semiconductor physics, one refers to [11,10,12]. Due to the fact
that if (nλ, pλ,φλ) is the solution to (1.1)–(1.6), then for any c(t), so does (nλ, pλ,φλ + c(t)). We
re-normalized the solution to satisfy that
φλ(0, t) = 0, t  0. (1.7)
Usually semiconductor physics are concerned with large-scale structures with respect to the Debye
length λ (λ takes small values, typically λ2 ≈ 10−7). For such scales, the semiconductor is almost elec-
trically neutral. This is the so-called quasi-neutrality assumption of semiconductors or plasma physics.
Under the assumption of space charge neutrality, i.e., λ = 0, we formally arrive at the following quasi-
neutral drift-diffusion model:
n0t =
(
n0x − n0φ0x
)
x, 0< x< 1, t > 0, (1.8)
p0t =
(
p0x + p0φ0x
)
x, 0< x< 1, t > 0, (1.9)
0 = n0 − p0 − D, 0< x< 1, t > 0. (1.10)
Generally speaking, it should be expected at least formally that (nλ, pλ,φλ) → (n0, p0, φ0) as
λ → 0 in the interior of the interval [0,1], while it cannot be expected a priori that all of the bound-
ary and initial conditions are maintained for the limit problem because of the singular perturbation
character of the problem. The boundary conditions for (1.8)–(1.10) will be taken as
n0(0, t) = n˜(t), p0(0, t) = p˜(t), t > 0, (1.11)
n0x − n0φ0x = 0, p0x + p0φ0x = 0, x = 1, t > 0, (1.12)
where n˜(t) and p˜(t) will be determined later.
Similarly, we can expect a priori that (1.8)–(1.10) are supplemented by the initial data
n0(x,0) = n00(x), p0(x,0) = p00(x), 0 x 1 (1.13)
satisfying locally initial time space charge neutrality
n00(x) − p00(x) − D = 0.
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mathematically challenging problem (see [12,20]). For the stationary drift-diffusion-Poisson models,
rigorous convergence results for p-n junction devices with contacts can be found in Markowich [11]
and some further extensions done by Caffarelli et al. [2] and Dolbeault et al. [3]. For the insulated
conditions, there are some recent results which can be found in [5,7,6,9,8,14,19,20], et al. For the
quasi-neutral limit of other models, some results can be found in [1,18], et al.
In the present paper, we concern the more deeply physical background of semiconductor and
discuss the dynamic stability of semiconductor with p-n junctions and contact-insulating boundary.
For the contact boundary, the structure of the boundary layer is complex and completely different
from the insulated case, and, hence, it is diﬃcult to be dealt with.
Because the physical doping proﬁle D(x) plays an important role in characterizing semiconductor,
it heavily affects the dynamic stability of semiconductor devices and, thus, it yields to the complex
structure of the solution to the drift-diffusion models. As the ﬁrst step of studying this complex
problem, we assume that D(x) is a smooth C4 function satisfying
D ′(0) = 0. (1.14)
This avoids the occurrence of the ﬁrst order boundary layer for the density. Furthermore, for simplic-
ity, we also assume that
D ′(1) = D ′′′(1) = 0, (1.15)
which avoids the occurrence of the boundary layer near the right boundary x = 1. In fact, the structure
of this kind of boundary layer in the case of the Neumann boundary condition caused by the doping
proﬁle D(x) has been studied in [20].
For the boundary conditions at x = 0, if it holds that n¯(t) − p¯(t) − D(0) = 0, so-called well-
prepared boundary data, there is no boundary layer near the left boundary x = 0 because the con-
dition n¯(t) − p¯(t) − D(0) = 0 matches the inner solution (n0, p0, φ0) satisfying the quasi-neutrality
n0(0, t) − p0(0, t) − D(0) = 0. In this case, we can take the inner solution as the approximating so-
lution and the convergence from the drift-diffusion model to the quasi-neutral drift-diffusion model
can be established, see Theorem 3 below.
On the other hand, if it does not hold, i.e., n¯(t) − p¯(t) − D(0) = 0, so-called ill-prepared boundary
data, the boundary layer will appear near x = 0. We will prove that the quasi-neutrality limit holds
locally in time and that if the total density of electron and hole after doping is not very big at x = 0,
more precisely, if |n¯(t) − p¯(t) − D(0)|  η for 0  η  η0, where η0 > 0 is suﬃciently small and
independent of λ, then the quasi-neutrality limit holds globally in time up to the maximal existence
time of the limit equations. The precise description is shown in Theorems 1 and 2. Our results imply
that the structure stability of drift-diffusion models for semiconductor in the case of physical contact
boundary depends upon the suitably small strength assumption on the boundary layers caused by the
contact boundary. This is very different from that of insulting boundary case, where quasi-neutrality
always be true no matter how strong the boundary layers caused by the insulting boundary and the
doping proﬁle is. Maybe this implies that one kind of the new and very interesting phenomena in
semiconductor physics occurs.
In this paper we consider the general case, i.e., n¯(t) − p¯(t) − D(0) = 0 holds or not.
For the initial value, we consider the case of no initial layer by taking the well-prepared initial
data, i.e.,
nλ0(x) = n00(x) + n0R , pλ0(x) = p00(x) − λ2φ0xx(t = 0) + p0R , (1.16)
where n0R , p0R will be given later. Also, the comparability condition at (x = 0, t = 0)
n¯(t = 0) − p¯(t = 0) − D(0)(= nλ0(0) − pλ0(0) − D(0))= 0 (1.17)
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the dynamic stability of solutions with complex structure like mixed initial and left or right boundary
layers, which could be proven by using the methods involved here combining with the careful analysis
of the initial layer and boundary layer.
This paper is organized as follows: In Section 2, we state the main results of this paper. In Sec-
tion 3, the approximating solutions are constructed by a method of matched asymptotic analysis.
Section 4 is devoted to the proof of the main theorems.
2. Main results
In this section, we state the main results of this paper.
Assume that the initial data have an expansion as (1.16) and take the ansatz as the approximating
solution
(
nλapp, p
λ
app, φ
λ
app
)= (n0(x, t) + n0B(ξ, t) + λn1B(ξ, t) + λ2n2B(ξ, t),
p0(x, t) + p0B(ξ, t) + λp1B(ξ, t) + λ2p2B(ξ, t),
φ0(x, t) + φ0B(ξ, t)
)
, (2.1)
where ξ = x
λ
, λ is the length of the boundary layer.
First, the inner functions (n0, p0, φ0)(x, t) are independent of λ and are determined as the solution
of the following initial–boundary value problem:
n0t =
(
n0x − n0φ0x
)
x, 0< x< 1, t > 0, (2.2)
p0t =
(
p0x + p0φ0x
)
x, 0< x< 1, t > 0, (2.3)
0 = n0 − p0 − D, 0< x< 1, t > 0, (2.4)
n0(0, t) = n˜(t) = n¯(t)eφ0(0,t), p0(0, t) = p˜(t) = p¯(t)e−φ0(0,t), t > 0, (2.5)
n0x − n0φ0x = p0x + p0φ0x = 0, x = 1, (2.6)(
n0, p0
)
(x, t = 0) = (n00(x), p00(x)), 0< x< 1. (2.7)
Then the boundary layer functions (n0B , p
0
B , φ
0
B)(ξ, t) are determined as the solution of the following
problem:
n0B,ξ =
(
n0(0, t) + n0B
)
φ0B,ξ , (2.8)
p0B,ξ = −
(
p0(0, t) + p0B
)
φ0B,ξ , (2.9)
φ0B,ξξ = n0B − p0B , (2.10)
φ0B,ξ (ξ = 0, t) = 0, φ0B(ξ = 0, t) = −φ0(0, t), (2.11)(
n0B , p
0
B , φ
0
B
)→ 0, ξ → ∞ (2.12)
and (niB , p
i
B)(ξ, t), i = 1,2, are governed by the following problems:
n1B,ξ = φ0x (0, t)n0B + φ0B,ξn1B , (2.13)
p1B,ξ = −
(
φ0x (0, t)p
0
B + φ0B,ξ p1B
)
, (2.14)
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n1B , p
1
B
)→ 0, ξ → ∞, (2.15)
n0B,t =
[
n2B,ξ −
(
φ0x (0, t)n
1
B + φ0B,ξn2B
)]
ξ
, (2.16)
p0B,t =
[
p2B,ξ +
(
φ0x (0, t)p
1
B + φ0B,ξ p2B
)]
ξ
, (2.17)(
n2B , p
2
B
)→ 0, ξ → ∞. (2.18)
The existence of the solutions for the inner equations and boundary layer equations will be dis-
cussed in Section 3.
We should point out that it follows from (2.4) and (2.5) that φ0(0, t) = 0 if n¯(t) − p¯(t) − D(0) = 0
holds, and, otherwise φ0(0, t) = 0. Thus, the condition n¯(t) − p¯(t) − D(0) = 0 yields that all of the
boundary layer equations have only the zero solution, that is to say, there is no boundary layer. In
this case, n¯(t)− p¯(t)− D(0) = 0 is called as the well-prepared boundary data. Otherwise, n¯(t)− p¯(t)−
D(0) = 0 is called as the ill-prepared boundary data which yield to the presence of the boundary
layer.
Now we introduce the new variables (zλ, Eλ) by the transformation zλ = nλ + pλ , Eλ = −φλx , then
(1.1)–(1.6) can be reduced to the following equivalent system for (zλ, Eλ):
zλt =
(
zλx + DEλ
)
x − λ2
(
EλEλx
)
x, 0 x 1, t > 0, (2.19)
λ2
(
Eλt − Eλxx
)= −(Dx + zλEλ), 0 x 1, t > 0, (2.20)
zλ = n¯(t) + p¯(t), Eλ = 0, x = 0, t > 0, (2.21)
zλx = Eλ = 0, x = 1, t > 0, (2.22)
zλ = zλ0(x), Eλ = Eλ0(x), t = 0, (2.23)
where zλ0(x) = nλ0(x) + pλ0(x) and Eλ0(x) = −φλx (t = 0) is given by
−λ2Eλ0x(x) = nλ0(x) − pλ0(x) − D(x).
Here we can rewrite Eλ0(x) as E
λ
0(x) = −φ0x (t = 0) + E0R , where E0R(x) satisﬁes
−λ2E0R,x = n0R − p0R
according to (1.16). Since (1.1)–(1.6) and (2.19)–(2.23) are equivalent for the classical solutions, we
can get the existence of the unique global classical solution of (2.19)–(2.23) from that of (1.1)–(1.6)
(see [4]).
We note that by the transformation z = n0 + p0, ε = −φ0x , (1.8)–(1.13) is reduced to the following
equivalent system:
zt = (zx + Dε)x, 0< x< 1, t > 0, (2.24)
0 = −(Dx + zε), 0< x< 1, t > 0, (2.25)
z(0, t) = z˜(t), t > 0, (2.26)
zx + Dε = 0, x = 1, t > 0, (2.27)
z(t = 0) = z0(x), 0 x 1, (2.28)
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known function, then the system (2.24)–(2.28) can be solved locally or globally in time, see [20]. In
fact, φ0(0, t) can be given as
φ0(0, t) = ln
(
D(0) +√D2(0) + 4n¯(t)p¯(t)
2n¯(t)
)
, t  0 (2.29)
by solving the following algebra equation:
n¯(t)eφ
0(0,t) − p¯(t)e−φ0(0,t) − D(0) = 0, (2.30)
which can be derived from (2.4) and (2.5). Thus, similar to the proof of Proposition 2 in [20], we have
Proposition 1 (Existence and regularity). Let ε(t = 0) = − D ′(x)z0 , z˜(t)  δ0 > 0 and z0  δ0 > 0 for some
constant δ0 . Assume that (1.14) and (1.15) hold, and z0 ∈ C3 satisﬁes the comparability conditions
z0(x) = z˜(t = 0), x = 0, (2.31)
z0x(x) = 0,
(
z0x(x) + D(x)ε(x, t = 0)
)
xx = 0 at x = 1. (2.32)
Then (2.24)–(2.28) has a unique solution (z, ε) ∈ C3, 32 ([0,1] × [0, T ]), well deﬁned in [0, T ] for some T > 0,
satisfying z δ > 0 for some constant δ and ε(x = 0, t) = 0 (according to (1.14)). Moreover, if z˜(t) and z0 are
suitably large, then T = +∞.
Thus, by Proposition 1, one obtains the existence of the classical nonvacuum solution of (1.8)–(1.13)
or (2.2)–(2.7).
Let (zλ, Eλ)(x, t) be the solution to (2.19)–(2.23) with the following initial data:
(
zλ0, E
λ
0
)= (z00 + z0R , −Dx(x)z0 + E0R
)
, (2.33)
where z00 = n00(x)+ p00(x)−λ2φ0xx(t = 0), z0R = n0R + p0R . We impose the following decomposition for
the solution:
(
zλ, Eλ
)= ((n0 + p0)+ (n0B + p0B)+ λ(n1B + p1B)+ λ2(n2B + p2B)+ zR ,−φ0x − 1λφ0B,ξ + ER
)
,
(2.34)
then we deﬁne the error term (zR , ER)(x, t) by
(zR , ER) =
(
zλ, Eλ
)− (nλapp + pλapp,−φλapp,x). (2.35)
Now we give the main results of this paper.
Theorem 1 (The case of ill-prepared boundary data n¯(t) − p¯(t) − D(0) = 0 for t > 0: global convergence
result up to the maximal existence time of the limit system). Let (zλ, Eλ) be any solution to (2.19)–(2.23).
Assume that (1.8)–(1.13) has a suﬃciently smooth solution (n, p, φ) with n0 + p0  δ0 > 0 and well deﬁned
on [0,1] × [0, T0) for some 0< T0 ∞. Assume also that the initial data satisfy (2.33) and
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Then, there exists a positive constant η0 > 0, suﬃciently small and independent of λ, such that if, for 0 
η η0 , it holds that
∣∣n¯(t) − p¯(t) − D(0)∣∣ η for all t ∈ (0, T0), (2.38)
then, for any T ∈ (0, T0), there exist positive constants M and λ0, λ0 	 1 such that
sup
0tT
(∥∥(zR , ER , zR,x, zR,t)∥∥L2x + λ∥∥(ER , ER,x, ER,t)∥∥L2x ) M
√
λ1−δ (2.39)
for any λ ∈ (0, λ0] and for any δ ∈ (0,1).
Remark. Assume that n¯(t), p¯(t) are continuous functions with respect to the time t and the compa-
rability condition for initial–boundary data n¯(0) − p¯(0) − D(0) = 0 holds, then there exist a T ∗ > 0
independent of λ and an η > 0, suitably small, such that |n¯(t) − p¯(t) − D(0)| η for all t ∈ (0, T ∗).
Thus we have
Theorem 2 (The case of ill-prepared boundary data n¯(t) − p¯(t) − D(0) = 0 for t > 0: local convergence
result). Let all assumptions of Theorem 1 hold except for (2.38). Then there exist a time T ∗ and constants M
and λ0, λ0 	 1 such that, for any T ∈ (0, T ∗), (2.39) holds for any λ ∈ (0, λ0] and for any δ ∈ (0,1).
For the well-prepared boundary data, we have the optimal convergence rate.
Theorem 3 (The case of well-prepared boundary data n¯(t) − p¯(t) − D(0) = 0). Let all assumptions of Theo-
rem 1 hold except for (2.38). Then, for any T ∈ (0, T0), there exist positive constants M and λ0, λ0 	 1 such
that, for any λ ∈ (0, λ0],
sup
0tT
(∥∥(nλ − n, pλ − p)∥∥L2x + λ∥∥Eλ − ε∥∥L2x ) M
√
λ2−δ, (2.40)
for any δ with 0< δ < 1.
3. Approximate solutions and matched asymptotic analysis
In this section, we construct the approximating solution including the inner functions and the
boundary layer functions.
Here we set ξ = x
λ
, where λ is the length of the boundary layer. We enforce the following decay
conditions:
lim
ξ→∞
(
niB , p
i
B , φ
0
B , ∂ξ
(
niB , p
i
B , φ
0
B
))
(ξ, t) = 0, i = 0,1,2. (3.1)
We take the following decomposition for the solution (nλ, pλ,φλ)(x, ξ, t) of (1.1)–(1.6):
(
nλ, pλ,φλ
)= (n0(x, t) + n0B(ξ, t) + λn1B(ξ, t) + λ2n2B(ξ, t) + nR(x, t),
p0(x, t) + p0B(ξ, t) + λp1B(ξ, t) + λ2p2B(ξ, t) + pR(x, t),
φ0(x, t) + φ0B(ξ, t) + φR(x, t)
)
, (3.2)
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n0t + n0B,t + λn1B,t + λ2n2B,t + nR,t
= (n0x − n0φ0x )x + 1λ2
[
n0B,ξ −
(
n0(0, t) + n0B
)
φ0B,ξ
]
ξ
+ 1
λ
[
n1B,ξ −
(
φ0x (0, t)n
0
B + φ0B,ξn1B
)]
ξ
+ [n2B,ξ − (φ0x (0, t)n1B + φ0B,ξn2B)]ξ
+ nR,x + nB,R + nRR , (3.3)
p0t + p0B,t + λp1B,t + λ2p2B,t + pR,t
= (p0x − p0φ0x )x + 1λ2
[
p0B,ξ +
(
p0(0, t) + p0B
)
φ0B,ξ
]
ξ
+ 1
λ
[
p1B,ξ +
(
φ0x (0, t)p
0
B + φ0B,ξ p1B
)]
ξ
+ [p2B,ξ − (φ0x (0, t)p1B + φ0B,ξ p2B)]ξ
+ pR,x + pB,R + pRR (3.4)
and
λ2
(
φ0xx +
1
λ2
φ0B,ξξ + φR,xx
)
= (n0 − p0 − D)+ (n0B − p0B)+ (nR − pR) + φB,R , (3.5)
where
nB,R = −1
λ
[(
n0(x, t) − n0(0, t))φ0B,ξ ]x − [(φ0x (x, t) − φ0x (0, t))n0B]x
− λ[(φ0x (x, t) − φ0x (0, t))n1B]x − λ2(φ0xn2B)x,
nRR =
((
n0 + n0B + λn1B + λ2n2B
)
φR,x −
(
φ0x +
1
λ
φ0B,ξ
)
nR + nRφR,x
)
x
,
pB,R = −1
λ
[(
p0(x, t) − p0(0, t))φ0B,ξ ]x − [(φ0x (x, t) − φ0x (0, t))p0B]x
− λ[(φ0x (x, t) − φ0x (0, t))p1B]x − λ2φ0x p2B ,
pRR =
((
p0 + p0B + λp1B + λ2p2B
)
φR,x −
(
φ0x +
1
λ
φ0B,ξ
)
pR + pRφR,x
)
x
,
φB,R = λ
(
n1B − p1B
)+ λ2(n2B − p2B).
Thus we can obtain the inner and boundary layer equations by comparing the coeﬃcients of or-
der O (λk) of (3.3)–(3.5).
At the order λ−2 of (3.3), (3.4) and order λ0 of (3.5), we get the boundary layer equa-
tions (2.8)–(2.10) for (n0B , p
0
B , φ
0
B). Using the decay conditions at inﬁnity, one obtains that
n0B(ξ, t) = n0(0, t)
(
eφ
0
B (ξ,t) − 1), p0B(ξ, t) = p0(0, t)(e−φ0B (ξ,t) − 1). (3.6)
Now we can derive the boundary conditions of the inner and boundary layer functions by letting
the ansatz (2.1) of the approximating solution satisfy the boundary at x = 0.
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zero order approximation of (nλapp, p
λ
app, φ
λ
app)|x=0 to be (n¯(t), p¯(t),0), one gets the following relations:
n0(0, t) + n0B(0, t) = n¯(t), p0(0, t) + p0B(0, t) = p¯(t), t > 0, (3.7)
φ0(0, t) + φ0B(0, t) = 0, t > 0. (3.8)
Then it follows from (3.6) and (3.8) that
n0B(0, t) = n0(0, t)
(
e−φ0(0,t) − 1), (3.9)
p0B(0, t) = p0(0, t)
(
eφ
0(0,t) − 1). (3.10)
Solving the algebra equations (3.7), (3.9) and (3.10), one gives (2.5).
We impose on φλapp,x(0, t) = 0, then we can get
φ0x (0, t) = 0, φ0B,ξ (0, t) = 0, t > 0. (3.11)
The boundary condition φ0x (0, t) = 0 can be guaranteed by (1.14). Otherwise, a boundary layer of ﬁrst
order is required to correct φ0x (0, t) = 0.
Thus, we collect the boundary layer equations for φ0B(ξ, t) by the following system:
φ0B,ξξ = n0(0, t)
(
eφ
0
B − 1)− p0(0, t)(e−φ0B − 1), (3.12)
φ0B,ξ (0, t) = 0, φ0B(0, t) = −φ0(x = 0, t), (3.13)
φ0B → 0, ξ → ∞. (3.14)
For the case of well-prepared boundary data, i.e., n¯(t) − p¯(t) − D(0) = 0, it follows from (2.29) that
φ0(0, t) = 0, which yields that all boundary layer functions are zero functions by solving the boundary
layer equations. In particular, the comparability condition (1.17) implies that φ0(0,0) = 0, and hence
φ0B(ξ,0) = 0 (3.15)
by solving (3.12)–(3.14). And we can take
(
niB , p
i
B
)
(ξ,0) = 0, i = 0,1,2, (3.16)
by (2.8)–(2.18) and (3.15).
Moreover, if |n¯(t) − p¯(t) − D(0)| = η1, then it follows from (2.29) that there exists a constant
C(T0) > 0, depending only upon the bounds of n¯(t), p¯(t) and D(0), such that it holds that, for any
η1 > 0 suﬃciently small,
∣∣φ(0, t)∣∣ Cη1, 0 t  T0,
so when η in (2.38) is taken small enough, |φ(0, t)| is suﬃciently small and controlled by the upper
bound η only if η1  η. Meanwhile, by (3.13) and the monotonicity of φ0B [13], we have that φ0B , φ0B,ξ ,
φ0B,ξξ are also suﬃciently small; and from (3.6), we can obtain that n
0
B , p
0
B are suﬃciently small.
At the order λ−1 and the order λ0 of (3.3), (3.4), we get (2.13), (2.14) for (n1B , p1B) and (2.16),
(2.17) for (n2B , p
2
B), respectively. Note that they are all ODE, together with the decay conditions at
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i
B), i = 1,2, are easy to be solved only if one solves (3.12)–(3.14). The
existence and exponential decay rate at ξ → ∞ for (3.12)–(3.14) had been established by Markowich
et al. in [11,10].
Now we state some properties of the boundary layers.
Lemma 1. Assume that the inner solution (n0, p0) is C∞([0,1] × [0, T ]) for any T > 0, then there exist
positive constants M and η, independent of λ, such that
∥∥∂k1t (ξk2∂k3ξ (niB , piB , φ0B))∥∥L∞
(x,t)([0,1]×[0,T ])  Mη, i = 0,1,2, (3.17)∥∥∂k1t (ξk2∂k3ξ (niB , piB , φ0B))∥∥L∞t ([0,T ];L2x ([0,1]))  Mλ 12 , i = 0,1,2, (3.18)
for any nonnegative integer k j , j = 1,2,3. Moreover, under the assumption of smallness on η in Theorem 1,
η in (3.17) can be suﬃciently small.
4. Energy estimates
In this section, we prove the main results by introducing two Liapunov-type functionals and the
careful energy method.
Assume that the initial datum has the form of (2.33), replacing (zλ, Eλ) by
(
zλ, Eλ
)= ((n0 + p0)+ h(x)(n0B + p0B)+ λh(x)(n1B + p1B)+ λ2h(x)(n2B + p2B)+ zR ,
−φ0x −
1
λ
h(x)φ0B,ξ + ER
)
, (4.1)
where h(x) is a smooth C2 cut-off function satisfying h(0) = 1 and h(1) = h′(1) = h′′(1) = h′(0) =
h′′(0) = 0. From (2.23), (2.28), (2.33)–(2.35), (3.15), (3.16), one can get the initial values of (zR , ER) as
zR(t = 0) = zλ(t = 0) −
(
nλapp + pλapp
)
(t = 0)
= zλ0 −
((
n0 + p0)+ (n0B + p0B)+ λ(n1B + p1B)+ λ2(n2B + p2B))(t = 0)
= z0R − λ2φ0xx(t = 0), (4.2)
ER(t = 0) = Eλ(t = 0) + φλapp,x(t = 0)
= −Dx(x)
z0
+ E0R + φ0x (t = 0) +
1
λ
φ0B,ξ (t = 0)
= E0R . (4.3)
Inserting (4.1) into the system (2.19)–(2.20) and using the equations of the inner and boundary layers,
we have
zR,t = A1,x + A2,x + f , 0< x< 1, t > 0, (4.4)
λ2(ER,t − ER,xx) +
((
n0 + p0)+ h(n0B + p0B)+ λh(n1B + p1B)+ λ2h(n2B + p2B))ER
= g1 + g2, 0< x< 1, t > 0, (4.5)
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A1 = zR,x + DER + λ2
(
φ0x +
h
λ
φ0B,ξ
)
ER,x + λ2
(
φ0xx +
h
λ2
φ0B,ξξ
)
ER − λ2ER ER,x,
A2 = −h
λ
((
n0 − n0(0, t))− (p0 − p0(0, t)))φ0B,ξ + h − h2λ φ0B,ξ
(
n0B − p0B
)
− h(φ0x − φ0x (0, t))(n0B − p0B)+ hφ0B,ξ (n1B − p1B)
+ λhφ0x (0, t)
(
n1B − p1B
)+ λhφ0B,ξ (n2B − p2B)− λ2φ0xφ0xx − λhφ0xxφ0B,ξ
+ h′
2∑
i=0
λi
(
niB + piB
)+ h′
λ
φ0B,ξ
(
φ0x +
h
λ
φ0B,ξ
)
,
f = −(λh(n1B,t + p1B,t)+ λ2h(n2B,t + p2B,t)),
g1 =
(
φ0x +
h
λ
φ0B,ξ
)
zR − zR ER ,
g2 = h
λ
φ0B,ξ
((
n0 − n0(0, t))+ (p0 − p0(0, t)))+ h(φ0x − φ0x (0, t))(n0B + p0B)
+ h
2 − h
λ
φ0B,ξ
(
n0B + p0B
)+ h(n1B,ξ − p1B,ξ )+ λhφ0x (n1B + p1B)
+ λ2hφ0x
(
n2B + p2B
)+ λh2φ0B,ξ (n2B + p2B)+ λ2φ0xt + λhφ0B,ξt
− λ2φ0xxx +
(
h2 − h)φ0B,ξ (n1B − p1B)− 2h′φ0B,ξξ − λh′′φ0B,ξ .
To perform the energy estimates, we derive some boundary conditions for the error functions.
From (2.21), (2.34), (3.11) and (3.7), one gets
(zR , ER)(x = 0, t) = 0. (4.6)
Since Dx(x = 1) = 0, one gets from (2.4), (2.6) that
φ0x (x = 1, t) = 0 (4.7)
and hence from (2.22), (2.34),
ER(x = 1, t) = 0. (4.8)
Since (A1 + A2)(x, t) can be rewritten as
A1 + A2 = zR,x + DER + h
λ
(
n0B,ξ + p0B,ξ
)+ h(n1B,ξ + p1B,ξ )− hλ D(x)φ0B,ξ
− λ2EλEλx + λhφ0x (0, t)
(
n1B − p1B
)+ λhφ0B,ξ (n2B − p2B),
from (4.1), (2.22), (1.12), (1.10), (1.15), (2.25), one gets
(A1 + A2)(x = 1, t) = 0. (4.9)
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paper [20].
Lemma 2. Let Γ λ(t), Gλ(t) be nonnegative functions satisfying
Γ λ(t) +
t∫
0
Gλ(s)ds MΓ λ(t = 0) + M
t∫
0
(
Γ λ(s) + (Γ λ(s))2)ds
+ M
t∫
0
Γ λ(s)Gλ(s)ds + M(Γ λ(t))2 + Mλ,
where M are some positive constants independent of λ. Then for any T ∈ [0, Tmax), Tmax ∞, there exists a
λ0 	 1 such that, for any λ: 0< λ λ0 , if Γ λ(t = 0) M˜λmin{α,1} for some α > 0, then
Γ λ(t) M˜λmin{α,1}−δ
holds for some constant M˜ independent of λ and any δ ∈ (0,min{α,1}) and 0 t  T .
In the following, we use ci , δi ,  , and M() or M to denote the constants which are independent
of λ and may differ from one line to another.
Now we start the energy estimates.
Lemma 3. Under the assumptions of Theorem 1, we have
∥∥zR(t)∥∥2L2x + λ2∥∥ER(t)∥∥2L2x +
t∫
0
∥∥(zR,x, ER)∥∥2L2x dt + λ2
t∫
0
‖ER,x‖2L2x dt

∥∥zR(x,0)∥∥2L2x + λ2∥∥ER(x,0)∥∥2L2x
+ M
t∫
0
‖zR‖2L2x dt + Mλ
4
t∫
0
∥∥(ER , ER,x)∥∥2L2x‖ER,x‖2L2x dt
+ M
t∫
0
∥∥(zR , zR,x)∥∥2L2x‖ER‖2L2x dt + Mλ. (4.10)
Proof. Multiplying (4.4) by zR and integrating the resulting equation over [0,1] with respect to x,
by (4.6), (4.9) and integrations by parts, one gets
1
2
d
dt
‖zR‖2L2x = −
1∫
0
A1zR,x dx−
1∫
0
A2zR,x dx+
1∫
0
f zR dx,
that is,
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2
d
dt
‖zR‖2L2x + ‖zR,x‖
2
L2x
= −
1∫
0
DER zR,x dx+
1∫
0
f zR dx−
1∫
0
A2zR,x dx
−
1∫
0
λ2
[(
φ0x +
h
λ
φ0B,ξ
)
ER,x +
(
φ0xx +
h
λ2
φ0B,ξξ
)
ER − ER ER,x
]
zR,x dx. (4.11)
Now we estimate each term in the right-hand side of (4.11).
First, by the Cauchy–Schwarz inequality and the deﬁnition of f , one obtains
−
1∫
0
DER zR,x dx ‖zR,x‖2L2x + M()‖ER‖
2
L2x
, (4.12)
1∫
0
f zR dx ‖zR‖2L2x + Mλ
3. (4.13)
Here and in the following  is any constant independent of λ.
For the third term (called I3) in the right side, we have
I3  ‖zR,x‖2L2x + Mλ, (4.14)
where we have used the properties of the boundary layer functions and
1∫
0
∣∣∣∣hλ
(
n0 − n0(0, t))φ0B,ξ
∣∣∣∣
2
dx =
1∫
0
∣∣∣∣∣
1∫
0
h∂xn
0(θx)dθ
x
λ
φ0B,ξ
∣∣∣∣∣
2
dx
 Mλ,
1∫
0
∣∣∣∣h − h2λ φ0B,ξ
(
n0B − p0B
)∣∣∣∣
2
dx =
1∫
0
∣∣∣∣ (h − h2) − (h(0) − h2(0))λ φ0B,ξ
(
n0B − p0B
)∣∣∣∣
2
dx
=
1∫
0
∣∣∣∣∣
1∫
0
∂x
(
h − h2)(θx)dθ x
λ
φ0B,ξ
(
n0B − p0B
)∣∣∣∣∣
2
dx
 Mλ,
1∫
0
∣∣∣∣h′λ φ0B,ξ
(
φ0x +
h
λ
φ0B,ξ
)∣∣∣∣
2
dx =
1∫
0
∣∣∣∣h′x xλφ0B,ξ φ0x + hh
′
x2
(
x
λ
φ0B,ξ
)2∣∣∣∣
2
dx
 Mλ
by the Hardy–Littlewood inequality and h′(0) = h′′(0) = 0.
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I4  ‖zR,x‖2L2x + Mλ
4‖ER‖2L2x + Mλ
4‖ER,x‖2L2x + M
∥∥φ0B,ξξ∥∥2L∞xt ‖ER‖2L2x
+ Mλ2∥∥φ0B,ξ∥∥2L∞xt ‖ER,x‖2L2x + Mλ4∥∥(ER , ER,x)∥∥2L2x‖ER,x‖2L2x . (4.15)
Thus, combining (4.11)–(4.15) and taking  , δ small enough, one gets
d
dt
‖zR‖2L2x + c1‖zR,x‖
2
L2x
 M‖ER‖2L2x + ‖zR‖
2
L2x
+ Mλ4∥∥(ER , ER,x)∥∥2L2x
+ M∥∥φ0B,ξξ∥∥2L∞xt ‖ER‖2L2x + Mλ2∥∥φ0B,ξ∥∥2L∞xt ‖ER,x‖2L2x
+ Mλ4∥∥(ER , ER,x)∥∥2L2x‖ER,x‖2L2x + Mλ. (4.16)
Integrating (4.16) with respect to t over [0, t], one gets
∥∥zR(t)∥∥2L2x + c1
t∫
0
‖zR,x‖2L2x dt

∥∥zR(x,0)∥∥2L2x + M
t∫
0
‖ER‖2L2x dt + 
t∫
0
‖zR‖2L2x dt + Mλ
4
t∫
0
‖ER,x‖2L2x dt
+ M∥∥φ0B,ξξ∥∥2L∞xt
t∫
0
‖ER‖2L2x dt + Mλ
2
∥∥φ0B,ξ∥∥2L∞xt
t∫
0
‖ER,x‖2L2x dt
+ Mλ4
t∫
0
∥∥(ER , ER,x)∥∥2L2x‖ER,x‖2L2x dt + Mλ. (4.17)
Multiplying (4.5) by ER and integrating the resulting equation over [0,1] with respect to x,
by (4.6), (4.8) and integrations by parts, one gets
λ2
2
d
dt
‖ER‖2L2x + λ
2‖ER,x‖2L2x
+
1∫
0
((
n0 + p0)+ h(n0B + p0B)+ λh(n1B + p1B)+ λ2h(n2B + p2B))|ER |2 dx
=
1∫
0
(g1 + g2)ER dx. (4.18)
By the Cauchy–Schwarz inequality, we get
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0
(g1 + g2)ER dx ‖ER‖2L2x + M‖zR‖
2
L2x
+ M∥∥ξφ0B,ξ∥∥2L∞xt ‖zR,x‖2L2x
+ M∥∥(zR , zR,x)∥∥2L2x‖ER‖2L2x + Mλ, (4.19)
where we have used Hardy–Littlewood’s inequality and
1∫
0
h
λ
φ0B,ξ zR ER dx =
1∫
0
h
x
λ
φ0B,ξ ER
zR
x
dx

∥∥hξφ0B,ξ∥∥L∞x ‖ER‖L2x
∥∥∥∥ zRx
∥∥∥∥
L2x
= ∥∥hξφ0B,ξ∥∥L∞x ‖ER‖L2x
∥∥∥∥ zR − zR(x = 0)x
∥∥∥∥
L2x
 ‖ER‖2L2x + M
∥∥ξφ0B,ξ∥∥2L∞xt ‖zR,x‖2L2x
thanks to (4.6).
Then from (4.18), (4.19) and taking  small enough, with the positivity of n0, p0, one gets
λ2
d
dt
‖ER‖2L2x + λ
2‖ER,x‖2L2x + c2‖ER‖
2
L2x
 M‖zR‖2L2x + M
∥∥ξφ0B,ξ∥∥2L∞xt ‖zR,x‖2L2x
+ M∥∥(zR , zR,x)∥∥2L2x‖ER‖2L2x + Mλ. (4.20)
Integrating (4.20) with respect to t , one gets
λ2
∥∥ER(t)∥∥2L2x + λ2
t∫
0
‖ER,x‖2L2x dt + c2
t∫
0
‖ER‖2L2x dt
 λ2
∥∥ER(x,0)∥∥2L2x + M
t∫
0
‖zR‖2L2x dt + M
∥∥ξφ0B,ξ∥∥2L∞xt
t∫
0
‖zR,x‖2L2x dt
+ M
t∫
0
∥∥(zR , zR,x)∥∥2L2x‖ER‖2L2x dt + Mλ. (4.21)
Then δ(4.17) + (4.21), by taking δ > 0 small enough and M‖ξφ0B,ξ‖2L∞xt 
δc1
2 , M‖φ0B,ξ‖2L∞xt 
1
2 ,
which can be guaranteed by (3.17) by choosing η to be suﬃciently small, we can get that
M‖ξφ0B,ξ‖2L∞xt
∫ t
0 ‖zR,x‖2L2x dt and Mλ
2‖φ0B,ξ‖2L∞xt
∫ t
0 ‖ER,x‖2L2x dt in the right-hand side can be absorbed by
δc1
∫ t
0 ‖zR,x‖2L2x dt and λ
2
∫ t
0 ‖ER,x‖2L2x dt in the left-hand side. Then we can obtain (4.10). The proof of
Lemma 3 is completed. 
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Lemma 4. Under the assumptions of Theorem 1, we have
∥∥zR,t(t)∥∥2L2x + λ2∥∥ER,t(t)∥∥2L2x + λ2
t∫
0
‖ER,xt‖2L2x dt +
t∫
0
∥∥(zR,xt, ER,t)∥∥2L2x dt
 M
(∥∥zR,t(x,0)∥∥2L2x + λ2∥∥ER,t(x,0)∥∥2L2x )+ Mλ2
t∫
0
‖ER,x‖2L2x dt
+ M
t∫
0
∥∥(ER , zR , zR,t, zR,x)∥∥2L2x dt + Mλ4
t∫
0
∥∥(ER,t, ER,xt)∥∥2L2x dt
+ Mλ4
t∫
0
(∥∥(ER,t, ER,xt)∥∥2L2x‖ER,x‖2L2x + ‖ER‖2L2x‖ER,xt‖2L2x )dt
+ M
t∫
0
(∥∥(zR,t, zR,xt)∥∥2L2x‖ER‖2L2x + ∥∥(zR , zR,x)∥∥2L2x‖ER,t‖2L2x )dt
+ Mλ. (4.22)
Proof. Differentiating (4.4) with respect to t , multiplying the resulting equations by zR,t , then inte-
grating it over [0,1] × [0, t] and noting that
zR,t(x = 0, t) = 0, (A1 + A2)t(x = 1, t) = 0,
one gets by integration by parts that
1
2
∥∥zR,t(t)∥∥2L2x +
t∫
0
‖zR,xt‖2L2x dt
= 1
2
∥∥zR,t(t = 0)∥∥2L2x +
t∫
0
1∫
0
ft zR,t dxdt −
t∫
0
1∫
0
DER,t zR,xt dxdt
−
t∫
0
1∫
0
λ2
[(
φ0x +
h
λ
φ0B,ξ
)
ERx +
(
φ0xx +
h
λ2
φ0B,ξξ
)
ER − ER ER,x
]
t
zR,xt dxdt
−
t∫
0
1∫
0
A2,t zR,xt dxdt. (4.23)
First, by the Cauchy–Schwarz inequality, one gets
t∫ 1∫
ft zR,t dxdt  
t∫
‖zR,t‖2L2x dt + Mλ
2, (4.24)0 0 0
K. Wang, S. Wang / J. Differential Equations 249 (2010) 3291–3311 3307−
t∫
0
1∫
0
DER,t zR,xt dxdt  
t∫
0
‖zR,xt‖2L2x dt + M
t∫
0
‖ER,t‖2L2x dt. (4.25)
For the forth term (called I4) in the right hand, one obtains that
I4  
t∫
0
‖zR,xt‖2L2x dt + Mλ
4
t∫
0
∥∥(ER , ER,x, ER,t , ER,xt)∥∥2L2x dt
+ M∥∥φ0B,ξξt∥∥2L∞xt
t∫
0
‖ER‖2L2x dt + M
∥∥φ0B,ξξ∥∥2L∞xt
t∫
0
‖ER,t‖2L2x dt
+ Mλ2∥∥φ0B,ξt∥∥2L∞xt
t∫
0
‖ER,x‖2L2x dt + Mλ
2
∥∥φ0B,ξ∥∥2L∞xt
t∫
0
‖ER,xt‖2L2x dt
+ Mλ4
t∫
0
(∥∥(ER,t, ER,xt)∥∥2L2x‖ER,x‖2L2x + ‖ER‖2L2x‖ER,xt‖2L2x )dt. (4.26)
For the ﬁfth term (called I5), one obtains that
I5  
t∫
0
‖zR,xt‖2L2x dt + Mλ, (4.27)
where we have used the properties of the boundary layer functions and Hardy–Littlewood inequality.
Therefore, combining (4.23)–(4.27) and taking  small enough, one shows that
∥∥zR,t(t)∥∥2L2x + c3
t∫
0
‖zR,xt‖2L2x dt 
∥∥zR,t(x,0)∥∥2L2x + M
t∫
0
‖ER,t‖2L2x dt + 
t∫
0
‖zR,t‖2L2x dt
+ Mλ4
t∫
0
∥∥(ER , ER,x, ER,t , ER,xt)∥∥2L2x dt
+ M∥∥φ0B,ξξt∥∥2L∞xt
t∫
0
‖ER‖2L2x dt + M
∥∥φ0B,ξξ∥∥2L∞xt
t∫
0
‖ER,t‖2L2x dt
+ Mλ2∥∥φ0B,ξt∥∥2L∞xt
t∫
0
‖ER,x‖2L2x dt + Mλ
2
∥∥φ0B,ξ∥∥2L∞xt
t∫
0
‖ER,xt‖2L2x dt
+ Mλ4
t∫
0
(∥∥(ER,t, ER,xt)∥∥2L2x‖ER,x‖2L2x + ‖ER‖2L2x‖ER,xt‖2L2x )dt
+ Mλ. (4.28)
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ER,t(x = 0,1; t) = 0, t > 0,
thus, differentiating (4.5) with respect to t , multiplying the resulting equations by ER,t , and then
integrating it over [0,1] × [0, t], one gets by integrations by parts that
λ2
2
∥∥ER,t(t)∥∥2L2x + λ2
t∫
0
‖ER,xt‖2L2x dt
+
t∫
0
1∫
0
((
n0 + p0)+ (n0B + p0B)+ λ(n1B + p1B)+ λ2(n2B + p2B))|ER,t |2 dxdt
= λ
2
2
∥∥ER,t(x,0)∥∥2L2x +
t∫
0
1∫
0
(g1,t + g2,t)ER,t dxdt
−
t∫
0
1∫
0
((
n0 + p0)+ (n0B + p0B)+ λ(n1B + p1B)+ λ2(n2B + p2B))t ER ER,t dxdt. (4.29)
The second term in the right hand can be dealt with as
t∫
0
1∫
0
(g1,t + g2,t)ER,t dxdt  
t∫
0
‖ER,t‖2L2x dt + M
t∫
0
∥∥(zR , zR,t)∥∥2L2x dt
+ M∥∥ξφ0B,ξt∥∥2L∞xt
t∫
0
‖zR,x‖2L2x dt + M
∥∥ξφ0B,ξ∥∥2L∞xt
t∫
0
‖zR,xt‖2L2x dt
+ M
t∫
0
∥∥(zR , zR,x)∥∥2L2x‖ER,t‖2L2x + ∥∥(zR,t, zR,xt)∥∥2L2x‖ER‖2L2x dt
+ Mλ. (4.30)
Here we have used the estimate
t∫
0
1∫
0
h
λ
(
φ0B,ξ zR
)
t ER,t dxdt
=
t∫
0
1∫
0
h
(
x
λ
φ0B,ξt
zR
x
+ x
λ
φ0B,ξ
zR,t
x
)
ER,t dxdt
 
t∫
0
‖ER,t‖2L2x dt + C()
(∥∥ξφ0B,ξt∥∥2L∞xt
t∫
0
‖zR,x‖2L2x dt +
∥∥ξφ0B,ξ∥∥2L∞xt
t∫
0
‖zR,xt‖2L2x dt
)
with the aid of Hardy–Littlewood’s inequality.
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I3  
t∫
0
‖ER,t‖2L2x dt + M
t∫
0
‖ER‖2L2x dt. (4.31)
Combining (4.29)–(4.31) and taking  small enough, the above shows that
λ2
∥∥ER,t(t)∥∥2L2x + λ2
t∫
0
‖ER,xt‖2L2x dt + c4
t∫
0
‖ER,t‖2L2x dt
 λ2
∥∥ER,t(x,0)∥∥2L2x + M
t∫
0
∥∥(zR , zR,t, ER)∥∥2L2x dt
+ M∥∥ξφ0B,ξt∥∥2L∞xt
t∫
0
‖zR,x‖2L2x dt + M
∥∥ξφ0B,ξ∥∥2L∞xt
t∫
0
‖zR,xt‖2L2x dt
+ M
t∫
0
(∥∥(zR , zR,x)∥∥2L2x‖ER,t‖2L2x + ∥∥(zR,t, zR,xt)∥∥2L2x‖ER‖2L2x )dt
+ Mλ. (4.32)
Then δ(4.28) + (4.32), by taking δ > 0 small enough and M‖ξφ0B,ξ‖2L∞xt 
δc3
2 , ‖ξφ0B,ξt‖2L∞xt  1,
‖φ0B,ξt‖2L∞xt  1, we can get that M‖ξφ
0
B,ξ‖2L∞xt
∫ t
0 ‖zR,xt‖2L2x dt in the right-hand side can be absorbed
by δc3
∫ t
0 ‖zR,xt‖2L2x dt in the left-hand side. Then we can obtain (4.22). The proof of Lemma 4 is com-
pleted. 
Finally, we estimate of the space derivatives (zR,x, ER,x).
Lemma 5. Under the assumptions of Theorem 1, we have
∥∥(zR,x, ER)∥∥2L2x + λ2‖ER,x‖2L2x  M∥∥(zR , zR,t)∥∥2L2x + Mλ2∥∥(ER , ER,t)∥∥2L2x + Mλ4‖ER,x‖2L2x
+ Mλ4∥∥(ER , ER,x)∥∥2L2x‖ER,x‖2L2x + M∥∥(zR , zR,x)∥∥2L2x‖ER‖2L2x
+ Mλ. (4.33)
Lemma 5 can be easily obtained from (4.16) and (4.20). We omit the proof here.
Proof of Theorem 1. We introduce the following two λ-weighted Liapunov-type functionals:
Γ λ(t) = ∥∥(zR , zR,x, zR,t , ER)∥∥2L2x + λ2∥∥(ER , ER,x, ER,t)∥∥2L2x (4.34)
and
Gλ(t) = ∥∥(zR,x, zR,xt , ER , ER,t)∥∥22 + λ2∥∥(ER,x, ER,xt)∥∥22 . (4.35)Lx Lx
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Γ λ(t) +
t∫
0
Gλ(s)ds MΓ λ(t = 0) + M
t∫
0
(
Γ λ(s) + (Γ λ(s))2)ds
+ M
t∫
0
Γ λ(s)Gλ(s)ds + M(Γ λ(t))2 + Mλ, (4.36)
thus, by Lemma 2, we can get
Γ λ(t) M˜λmin{α,1}−δ (4.37)
holds for any δ ∈ (0,min{α,1}) and 0 t  T , if Γ λ(0) Mλmin{α,1} .
Next we will prove that there exists a positive constant M˜ and α > 0 such that
Γ λ(t = 0) M˜λα. (4.38)
In fact, from (4.2)–(4.5), (2.36), (2.37), we have
∥∥zR,t(x,0)∥∥L2x  Mλ 12 , ∥∥λER,t(x,0)∥∥L2x  Mλ 12 , (4.39)
then
Γ λ(t = 0) = ∥∥zR,t(x,0)∥∥2L2x + ∥∥λER,t(x,0)∥∥2L2x
 M˜λ. (4.40)
With α = 1, one gets (2.39). This completes the proof of Theorem 1. 
Proof of Theorem 2. The proof of Theorem 2 is obvious. 
Proof of Theorem 3. To perform the energy estimates, we derive some boundary conditions for the
error functions zR , ER .
Since D ′(x = 0,1) = 0, one gets from (2.25) that
ε(x = 0,1) = 0
and hence from (2.27),
zx(x = 1) = 0,
thus we have
zR(x = 0) = 0, zR,x(x = 1) = 0.
Then we can make the energy estimates in the similar way as above and get the result of Theorem 2
ﬁnally. We omit this. 
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