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Re´sume´
Nous pre´sentons une construction graphique de codes quasi-cycliques. Cette construction par
treillis ge´ne´ralise la construction cubique de Forney et elle correspond a` un cas particulier de
I’approche alge´brique propose´e par Ling et Sole´. Des codes binaires auto-duaux et extreˆmaux de
parame`tres [24, 12, 8], [40, 20, 8] et [72, 36, 12] sont contruits en exemple.
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
Dans [1], Forney e´tudie la construction cubique d’un point de vue graphique, sous
l’angle des treillis. Dans [2], Ling et Sole´ montrent que la construction cubique est associe´e
aux codes quasi-cycliques et proposent une approche alge´brique et ge´ne´rale de ces codes.
Dans cet article, nous e´tudions d’un point de vue graphique un cas particulier de cette
construction alge´brique et ge´ne´ralisons le treillis de Forney pour la cubique.
Dans la premie`re section, nous rappelons les de´finitions de code quasi-cyclique et de
treillis associe´. Ensuite nous pre´sentons la construction graphique, de´note´e “m-ique”, base´e
sur des partitions. Nous l’illustrons par plusieurs exemples dans la dernie`re partie: la
construction cubique sous–jacente de l’hexacode puis l’e´laboration de codes auto-duaux
de parame`tres [24, 12, 8], [72, 36, 12] et [40, 20, 8] de´finis sur F2.
2. De´finitions
F de´signe un corps fini de caracte´ristique p et, lorsqu’il est ne´cessaire de le pre´ciser, Fq
est un corps fini d’ordre q .
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De´finition 2.1. Un code en blocs, line´aire, de longueur n et de´fini sur F est un F-sous-
espace vectoriel de Fn . Ses e´le´ments sont appele´s mots.
Dans la suite, tous les codes conside´re´s sont de´finis sur F et F-line´aires.
De´finition 2.2. Le poids d’un mot est le nombre de ses composantes non nulles et la
distance minimale d’un code correspond au poids minimum de ses mots.
Un code est de parame`tres [n, k, d] lorsqu’il est de longueur n, de dimension k et de
distance minimale d .
Le dual d’un code est de´fini par rapport au produit scalaire usuel ou par rapport au
produit hermitien
∑
xi y−1i [2, p. 2752]. Un code est dit auto-dual lorsqu’il est e´gal a` son
dual.
De´finition 2.3. Soit D l’ope´rateur de´calage. Un code est cyclique lorsqu’il est invariant
par D et quasi-cyclique d’index (ou -Q.C) lorsqu’il est invariant par D.
Exemple 1. Sur F2, C1 = {000, 011, 110, 101} est cyclique et C ′2 = {0000, 0011, 1100,
1111} est 2-Q.C .
De´finition 2.4. Un graphe oriente´ e´tiquete´ (S,A, E) consiste en un ensemble S de
sommets, un ensemble E d’e´tiquettes et un ensemble A de triplets ordonne´s (s, s′, e), ou`
s, s′ ∈ S et e ⊂ E . Un chemin du sommet s au sommet s′ est de´fini comme une suite
(ai )i=0...m = (si , si+1, ei )i=0...m d’e´le´ments de A ou` a0 de´bute en s0 = s, et am se termine
en sm+1 = s′.
Un treillis T de profondeur n est un graphe oriente´ e´tiquete´ tel que l’ensemble de ses
sommets S admette une partition (Si )i=0...n et ou` chaque arc commenc¸ant en un sommet
de Si se termine en un sommet de Si+1.
Les ensembles Si sont les niveaux, et par convention, S0 et Sn sont re´duits a` un seul
e´le´ment.
`A chaque chemin (si , si+1, ei )i=0...n entre S0 et Sn est associe´e la suite concate´ne´e des
e´tiquettes e0e1 . . . en .
T engendre le code C lorsque l’ensemble des suites ainsi de´finies par les chemin entre
S0 et Sn correspond a` l’ensemble des mots de C.
Exemple 2. Le treillis de la Fig. 1 correspond au code de´fini sur F2, de longueur 4, et dont
les mots sont {0000, 0011, 0101, 0110, 1001, 1010, 1100, 1111}.
Les arcs paralle`les (sommets de de´part et d’arrive´e identiques) seront symbolise´s par un
seul arc, e´tiquete´ par l’ensemble des labels des arcs ainsi substitue´s. La Fig. 2 reprend
la repre´sentation pre´ce´dente ainsi sche´matise´e. Re´ciproquement, un arc e´tiquete´ par un
ensemble correspondra a` un groupement d’arcs paralle`les.
Diffe´rentes me´thodes permettent d’obtenir le treillis d’un code donne´. Elles sont
rappele´es dans [3]. Notre but est de partir du graphe et d’e´tudier le code associe´.
3. Constructionm-ique
Cette construction permet d’obtenir un code C -Q.C et de longueur m a` partir d’un
code C de longueur . Elle repose sur la repre´sentation graphique de partitions de C .
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Fig. 1. Construction carre´e de Forney—Repre´sentation de´taille´e.
{00,11}{00,11}
{01,10} {01,10}
Fig. 2. Construction carre´e de Forney.
Nous exposons tout d’abord les partitions utilise´es et la construction du treillis, puis nous
montrons que ce graphe correspond a` un code -Q.C de longueur m.
Des exemples de constructions sont donne´s dans le paragraphe suivant.
3.1. Partitions de C
C est un code de longueur  de´fini sur F, C ′ un sous-code de C et C ′′ un sous-
code de C ′. C/C ′ est la partition de C induite par C ′ suivant la relation d’e´quivalence:
xRy ⇔ x − y ∈ C ′. De meˆme, C ′′ induit les partitions C ′/C ′′ de C ′ et C/C ′′ de C .
Nous notons [C/C ′] et [C ′/C ′′] les ensembles des repre´sentants de ces partitions;
ainsi C/C ′ = {C ′α, α ∈ [C/C ′]}, C ′/C ′′ = {C ′′β, β ∈ [C ′/C ′′]},
C = ∪α∈[C/C ′]C ′α, avec C ′0 = C ′,
et C ′ = ∪β∈[C ′/C ′′]C ′′β, avec C ′′0 = C ′′.
[C ′] = 0, ou` 0 est le mot tout a` 0, [C ′′] = 0, C ′α = α + C ′, C ′′β = β + C ′′,
et C ′0 = ∪β∈[C ′/C ′′]C ′′β,
C ′α = ∪β∈[C ′/C ′′]([C ′α] + C ′′β),
ou encore C ′α = ∪β∈[C ′/C ′′]([C ′α] + [C ′′β ] + C ′′),
soit C = ∪α∈[C/C ′](∪β∈[C ′/C ′′]([C ′α] + [C ′′β ] + C ′′)).
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Fig. 3. Partitions C/C ′, C ′/C ′′ et C/C ′′.
Remarque 1. [C/C ′] est un code et C est le code engendre´ par les codes [C/C ′] et C ′:
C = [C/C ′] + C ′ = 〈[C/C ′], C ′〉. De meˆme, C ′ = 〈[C ′/C ′′], C ′′〉.
Ces partitions sont repre´sente´es graphiquement (Fig. 3):
– pour C/C ′, un premier sommet, note´ φ, repre´sente [C/C] = 0; de φ partent les arcs
correspondant aux classes d’e´quivalence de C ′, vers les sommets e´tiquete´s par les
repre´sentants [C ′i ],
– pour C/C ′′, le meˆme principe de construction est applique´ a` chaque classe
d’e´quivalence C ′i .
3.2. Treillis Tm
Ce treillis est base´ sur les partitions de C .
3.2.1. Sommets de Tm
φ est le seul sommet de niveau 0 du treillis.
Le niveau 1 et les m − 2 niveaux suivants posse`dent |[C/C ′][C ′/C ′′]| sommets. Ils
correspondent aux repre´sentants de la partition C/C ′′.
Le dernier niveau, le niveau m, posse`de un seul sommet, note´ Φ, qui correspond a` C/C.
La grappe ( cluster 	) α correspond aux sommets de la partition de C ′α par α + C ′′0 ,
c’est-a`-dire aux α + β, β ∈ [C ′/C ′′]; ainsi les sommets de la grappe 0 correspondent aux
β, β ∈ [C ′/C ′′].
Les sommets sont partage´s horizontalement en grappes, a` l’exclusion de φ et Φ, et
verticalement en niveaux (Fig. 4).
3.2.2. Arcs et e´tiquettes de Tm
φ est relie´ a` tous les sommets du niveau 1. `A l’inte´rieur de la grappe α, chacun des
sommets de niveau t est relie´ a` chacun des sommets du niveau successif t + 1, comme
repre´sente´ Fig. 5.
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Fig. 4. Les sommets de Tm .
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Fig. 5. Les arcs de Tm .
Chaque arc posse`de comme e´tiquette une classe d’e´quivalence qui correspond a`:
C ′′β entre φ et β,
α + C ′′β entre φ et α + β,
α + C ′′β ′−β entre α + β et α + β ′, a` l’inte´rieur d’ une meˆme grappe,
−(α + β) + C ′′ entre α + β et Φ.
3.2.3. Complexite´ de Tm
Soient |α| le cardinal de [C/C ′] et |β| le cardinal de [C ′/C ′′].
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Le treillis Tm posse`de 1 + |α| |β|(m − 1) + 1 soit 2 + (m − 1)|α| |β| sommets et
|α| |β| + (m − 2)|β|2 + |α| |β| soit |α| |β|(2 + (m − 2)|β|) arcs.
3.3. Le code C
Soit C le code engendre´ par le treillis Tm . Ses mots correspondent aux concate´nations
des e´tiquettes des divers chemins entre φ et Φ.
The´ore`me 3.1. C ve´rifie:
1. C = {(x + a1|x + a2| · · · |x + am−2|x + am−1|x + am), x ∈ [C/C ′], ai ∈ C ′ pour
i = 1 . . .m et∑mi=1 ai ∈ C ′′},
2. C est un code line´aire -quasi-cyclique de longueur m,
3. la distance minimale dC ve´rifie dC ≥ min{dC ′′, 2dC ′, mdC}, ou` dC (resp. dC ′ , dC ′′)
est la distance minimale dans C (resp. C ′, C ′′),
4. C posse`de |C/C ′| · |C ′/C ′′|m−1 · |C ′′|m mots.
1. Conside´rons un chemin reliant φ a` Φ dans la grappe 0; notons S1,α1, S2,α2, . . . ,
Sm−1,αm−1 les sommets traverse´s. L’ensemble des mots engendre´s par ce chemin est
C ′′α1 · C ′′α2−α1 · · · C ′′αm−1−αm−2 · C ′′−αm−1 . Cet ensemble s’exprime par:
{(α1 + 1|α2 − α1 + 2| · · · |αm−1 − αm−2 + m−1| − αm−1 + m), i ∈ C ′′}.
En conside´rant tous les chemins possibles entre φ et Φ de cette grappe, il vient:
{(α1 + 1|α2 − α1 + 2| · · · |αm−1 − αm−2 + m−1| − αm−1 + m),
αi ∈ [C ′/C ′′], i ∈ C ′′}.
En posant a1 = α1 + 1, a2 = α2 − α1 + 2, . . . , am = −αm−1 + m , on obtient
l’ensemble{
(a1|a2| · · · |am−2|am−1|am), ai ∈ C ′ et
m∑
i=0
ai ∈ C ′′
}
pour les mots engendre´s par la grappe 0.
Comme la grappe x correspond a` la grappe 0 a` laquelle x est ajoute´ a` chaque
e´tiquette, les mots engendre´s par cette grappe sont{
(x + a1|x + a2| · · · |x + am−2|x + am−1|x + am), ai ∈ C ′ et
m∑
i=0
ai ∈ C ′′
}
.
L’ensemble recherche´ s’obtient en conside´rant toutes les valeurs possibles pour x .
2. La line´arite´ de C de´coule de la line´arite´ de C .
C est de longueur m puisque ses mots sont la concate´nation de m mots de longueur .
C est -quasi-cyclique car, si (x + a1|x + a2| · · · |x + am−2|x + am−1|x + am) est
un mot de C, alors (x + a2| · · · |x + am−2|x + am−1|x + am |x + a1) est e´galement
un mot de C: il suffit de poser a′i := ai+1 pour i = 1, . . . , m − 2 et a′m := a1. Alors∑m
i=0 a′i =
∑m
i=0 ai ∈ C ′′ et ainsi (x +a2| · · · |x +am−2|x +am−1|x +am |x +a1) =
(x + a′1|x + a′2| · · · |x + a′m−2|x + a′m−1|x + a′m) ∈ C.
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3. Conside´rons deux mots distincts; soit ils sont engendre´s par le meˆme chemin et
diffe`rent alors d’au moins dC ′′ , soit leurs chemins sont diffe´rents; s’ils appartiennent
a` la meˆme grappe, les mots sont alors distants d’au moins 2dC ′; sinon, leurs mots
diffe`rent de mdC .
4. Chaque chemin de φ a` Φ engendre |C ′′|m mots; chacune des |C/C ′| grappes
posse`de—|C ′/C ′′|m−1 chemins diffe´rents. Il y a donc |C/C ′| · |C ′/C ′′|m−1 · |C ′′|m
mots.
Cette construction coı¨ncide avec la construction alge´brique de [2] dans certains cas.
Nous la rappelons dans le cas ou` m est un nombre premier et ou` l’ordre de F, q , est primitif
modulo m.
The´ore`me 3.2 ([2], Th. 5.1). Supposons m premier et F = Fq , avec q primitif modulo m.
Y m −1 admet alors une de´composition en exactement deux facteurs premiers irre´ductibles
sur Fq:
Y m − 1 = (Y − 1)(Y m−1 + · · · + Y + 1)
et pour tout , les codes -quasi-cycliques de longueur m sont de´termine´s par la
construction suivante:
soit C1 un code de´fini sur Fq de longueur  et C2, un code de´fini sur Fqm−1 , e´galement
de longueur . Pour chaque x ∈ C1, y ∈ C2 et pour chaque 0 ≤ g ≤ m − 1, posons
cg(x, y) = x + (TrFqm−1/Fq (yζ−g))
ou`
TrFqm−1/Fq (x) := x + xq + xq
2 + · · · + xqm−2
de´signe l’ope´rateur trace de´fini pour x ∈ Fqm−1 et a` valeur dans Fq et ou` ζ est une racine
primitive m-ie`me de l’unite´.
Le code C de´fini par
C = {(c0(x, y), . . . , cm−1(x, y)) | ∀x ∈ C1,∀y ∈ C2}
est un code -quasi-cyclique de longueur m de´fini sur Fq et, re´ciproquement, tout code
-quasi-cyclique de longueur m de´fini sur Fq est obtenu a` partir de cette construction.
De plus, C est auto-dual pour le produit scalaire usuel si et seulement si C1 et C2 sont
autoduaux pour le produit scalaire hermitien
∑
xi y−1i sur leurs corps respectifs.
Proposition 3.3. La construction m-ique et la construction alge´brique de [2] coı¨ncident
lorsque C2 admet une matrice ge´ne´ratrice de´finie sur Fq.
Les relations entre les diffe´rents codes sont alors:
C = C1 + C ′2 = 〈C1, C ′2〉, ou` C ′2 de´signe le sous − code de C2 de´fini sur Fq
C ′ = C ′2
C ′′ = C1 ∩ C ′2.
Lorsque m = 2 et p impair, nous retrouvons la construction (u + v | u − v).
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Fig. 6. Treillis cubique.
Lorsque m = 3 et q ≡ 2 mod 3, la construction alge´brique donne l’expression
C = {(x + 2a − b|x − a + 2b|x − a − b), x ∈ C1, a + ζb ∈ C2}, ou` ζ est une racine
primitive m-ie`me de l’unite´. Suite a` la restriction sur C2, cela se simplifie en
C = {(x + 2a − b|x − a + 2b|x − a − b), x ∈ C1, a, b ∈ C ′2}.
Lorsque m = 3 et p = 2, nous obtenons la construction de Turyn (x + a|x + b|x + a + b).
4. Exemples de constructions
4.1. Construction cubique
La construction cubique, pre´sente´e par Forney dans [1], correspond au cas ou` m = 3.
Le treillis a alors cette forme (Fig. 6):
Nous pre´sentons trois exemples pour cette construction:
– l’hexacode: ce code est 2-Q.C; nous pre´cisons la construction cubique sous-jacente.
– le code de Golay.
– un code de parame`tres [72, 36, 12], non isomorphe a` l’extension du code Re´sidu
Quadratique sur F2 de longueur 71.
4.1.1. L’hexacode
L’hexacode H6 est un code de longueur 6 et de dimension 3 sur F4 = {0, 1, ω, ω¯}, ou`
ω¯ = 1 + ω, engendre´ par la matrice
 0 0 1 1 1 10 1 0 1 ω ω¯
1 0 1 0 ω¯ ω

 e´quivalente a`

 1 0 0 1 ω¯ ω0 1 ω¯ ω 1 0
ω¯ ω 1 0 0 1


qui traduit son caracte`re 2-Q.C .
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φ Φ
Fig. 7. Le treillis de l’hexacode, partiellement sche´matise´.
Il peut eˆtre obtenu par la construction cubique avec les codes interme´diaires suivants:
C := F24, C ′ := {00, 11, ωω, ω¯ω¯} et C ′′ := {00} sur F4
et alors C1 := 〈[1, 1]〉 et C ′2 := 〈[1, 0]〉 sur F4
Le treillis associe´ est compose´ de quatre grappes de quatre branches (Fig. 7).
Les 16 mots engendre´s par la grappe 0 de l’hexacode sont:
{000000, 001111, 110011, 111100, 00ωωωω, . . . , 00ω¯ω¯ω¯ω¯, . . . , 11ωωω¯ω¯, . . . ,
11ω¯ω¯ωω, . . .} (Fig. 8).
De´finition 4.1 ([4]). Chaque mot abcdef de H6 a une pente ( slope 	) s et
abcdef est un mot de H6 de pente s si et seulement s’il ve´rifie les trois relations suivantes:
La 1-re`gle: a + b = c + d = e + f = s
La ω-re`gle: a + c + e = a + d + f = b + c + f = b + d + e = ωs
La ω¯-re`gle: b + d + f = b + c + e = a + d + e = a + c + f = ω¯s.
Proposition 4.2. La construction cubique regroupe les mots de H6 selon leurs pentes.
Chaque grappe du graphe de la construction cubique de l’hexacode correspond a` l’une des
quatre valeurs possibles pour s : 0 pour la grappe associe´e a` C ′, 1 pour la grappe associe´e
a` 01 + C ′, ω pour 0ω + C ′ et ω¯ pour 0ω¯ + C ′.
4.1.2. Le code de Golay
Sur F2, ce code de parame`tres [24, 12, 8] est obtenu a` partir de la construction cubique
en prenant
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Fig. 8. Grappe 0 de l’hexacode.
C = E8, code des mots de poids pair de longueur 8 et de matrice ge´ne´ratrice

1 0 0 0 0 0 0 1
0 1 0 0 0 0 0 1
0 0 1 0 0 0 0 1
0 0 0 1 0 0 0 1
0 0 0 0 1 0 0 1
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1


C ′′ = H8, code de Hamming [8, 4, 4] et de matrice ge´ne´ratrice

1 0 0 0 1 1 0 1
0 1 0 0 0 1 1 1
0 0 1 0 1 1 1 0
0 0 0 1 1 0 1 1


et C ′′ = {00000000, 11111111}(C ′′ = C⊥).
Alors C1 := H∗8 et C ′2 := H8, ou` la matrice ge´ne´ratrice de H∗8 est

1 0 0 0 1 0 1 1
0 1 0 0 1 1 1 0
0 0 1 0 1 1 0 1
0 0 0 1 0 1 1 1


H∗8 est e´quivalent a` H8.
De´finition 4.3. Un code de´fini sur F2 est de type II lorsqu’il est auto-dual et que les poids
de ses mots sont multiples de 4.
Exemple 3. Le code de Hamming H8 est un code de type II.
Proposition 4.4 ([2], Prop. 7.1). Sur F2, si C est un code auto-dual et -quasi-cyclique de
longueur 3, alors il est de type II si et seulement si son composant C1 est de type II.
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Fig. 9. Treillis quintique.
C1 est un code de type II et l’extension de C ′2 sur F22 est auto-duale; par la
Proposition 4.4, le code obtenu est de type II. La distance minimale de ce code est multiple
de 4 et, par le The´ore`me 3.1, supe´rieure a` 6. Elle vaut au moins 8, qu’elle atteint par la
borne de Hamming. Ainsi, le code obtenu est le code de Golay [6].
4.1.3. [72, 36, 12]
Ce code, de´fini sur F2 et auto-dual de parame`tres [72, 36, 12], est obtenu a` partir de la
construction cubique en prenant
C := E24, code des mots de poids pair de longueur 24,
C ′ := G, le code de Golay,
et C ′′ := {0 . . .0, 1 . . .1}, restreint aux mots tout a` 0 et tout a` 1 de longueur 24. (nouveau
C ′′ = C⊥)
C1 := G∗ = π(G)
ou` π est la permutation (5, 17, 20, 22, 24, 15, 21, 12) (6, 18, 9, 11, 13, 23, 7, 8, 10).
Pour des raisons similaires au code pre´ce´dent, ce code est de type II. Sa distance minimale
est calcule´e par magma. Les calculs sur magma montrent e´galement qu’il n’est pas
isomorphe a` l’extension du code Re´sidu Quadratique sur F2 de longueur 71.
4.2. Construction quintique
La construction quintique correspond a` m = 5. Le treillis quintique a la forme
repre´sente´e Fig. 9 suivante:
Un code binaire de parame`tres [40, 20, 8], de type II et extreˆmal, est obtenu a` partir de
la construction quintique et des codes utilise´s ci-dessus pour le code de Golay:
C = E8, code des mots de poids pair de longueur 8
C ′ = H8, code de Hamming [8, 4, 4]
et C ′′ = {00000000, 11111111}.
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La matrice ge´ne´ratrice de ce code, obtenue a` l’aide de magma, est:

1 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 1 1 1 0 1
0 1 0 0 0 0 0 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 1 1 1 1 0 1 1
0 0 1 0 0 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 1 1 0 1 1 0
0 0 0 1 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 1 1 0 0 1 0 1
0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 1 0 1 0 0 0 1 1 1
0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 1 0 1 1 1 0 0
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 1 0 1 1 1 0
0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0
0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1
0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 1 1 1 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1 0 1 1 1 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 1 0 0 1 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 0 0 1 0 1 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1


5. Perspectives
Dans les derniers exemples cite´s, le code C ′′ est choisi de fac¸on a` optimiser la distance
entre les mots de chaque e´tiquette. Nous espe´rons que cette condition, allie´e a` la forme du
treillis qui sugge`re un traitement paralle`le, permettra de simplifier le de´codage.
Les traductions graphiques des autres formes alge´briques propose´es par [2] et le
de´codage, induit par ces treillis, restent a` e´tudier.
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