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In this paper, in order to consider the problems of relative width of Sobolev classes Wrp on
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1. Introduction
1.1. Background
The problem of estimating the width of function classes or sets is one of the central problems in approximation theory.
In 1984, V.N. Konovalov [1] introduced the notion of relative width which is in the sense of Kolmogorov.
Deﬁnition 1.1. (See [1].) Let W and V be centrally symmetric sets in a Banach space X . The Kolmogorov n-dimensional
width of W relative to V in X (shortly, relative width) is
Kn(W , V , X) := inf
ln
sup
f ∈W
inf
g∈V∩ln
‖ f − g‖X ,
where the inﬁmum is taken over all n-dimensional subspaces ln of X , n ∈ N. When V = X the relative width coincides with
the n-dimensional Kolmogorov width (shortly, n−K width) of W in X , which we shall denote by dn(W , X).
Of course,
Kn(W , V , X) dn(W , X)
for any set V .
Up to now, most research of relative width focused on function classes deﬁned on a compact set [a,b] or [−π,π ] (see
[2–8,12–14], etc.). But in this paper, we studied the problem of relative width of function classes deﬁned on the real line R.
That is quite different from the earlier research.
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The deﬁnition of n−K width of W in X is meaningless when X is the set of functions which are deﬁned on Rd ,
d ∈ Z+ := {1,2, . . .}, because dn(W , X(Rd))  0 as n → ∞. So in 1990 V.M. Tikhomirov ﬁrstly in [9] gave the deﬁnition of
inﬁnite-dimensional width. Then G.G. Magaril-Il’yaev in [10] extended the deﬁnition from [9] of V.M. Tikhomirov and gave
the deﬁnition of mean dimension and width. V.M. Tikhomirov and G.G. Magaril-Il’yaev obtained a great deal of results in
this respect in [9–11], etc. And independently Li Chun in [15] and [16] also proposed the deﬁnition of inﬁnite-dimensional
width. Some Chinese researchers (Li Chun, Liu Yongping, Jiang Yanjie, Xu Guiqiao, Wang Heping et al.) have gained many
results in this ﬁeld.
Deﬁnition 1.2. (See [16].) Let σ be a positive number. A linear subspace M of X(R) is said to be of inﬁnite-dimension of
dimensional index σ , if
d˜imM := lim
a→∞
dim(M|[−a,a])
2a
= σ ,
where M|[−a,a] is the subspace of M restricted to [−a,a] and dim(M|[−a,a]) is the dimension of M|[−a,a] .
Deﬁnition 1.3. (See [16].) Let W be a subset of X(R). The quantity
d˜σ
(
W , X(R)
) := d˜σ (W )X(R) := inf
d˜im Lσ
sup
f ∈W
inf
g∈L ‖ f − g‖X
is called the inﬁnite-dimensional σ -width of W in X(R) in the sense of Kolmogorov (shortly, inﬁnite-dimensional width),
where the inﬁmum is taken over all subspaces L (of X(R)) whose inﬁnite-dimension  σ .
In this paper, by combining the ideas of the relative width and the inﬁnite-dimensional width, we proposed the deﬁnition
of the relative inﬁnite-dimensional width in the sense of Kolmogorov.
Deﬁnition 1.4. Let W , V be centrally symmetric subsets of X(R). The quantity
K˜σ
(
W , V , X(R)
) := K˜σ (W , V )X(R) := inf
d˜im Lσ
sup
f ∈W
inf
g∈V∩L ‖ f − g‖X
is called the inﬁnite-dimensional σ -width of W relative to V in X(R) in the sense of Kolmogorov (shortly, relative inﬁnite-
dimensional width), where the inﬁmum is taken over all subspaces L (of X(R)) whose inﬁnite-dimension  σ .
When V = X(R), the relative inﬁnite-dimensional width coincides with the inﬁnite-dimensional width d˜σ (W , X(R)).
And we can easily get that
K˜σ
(
W , V , X(R)
)
 d˜σ
(
W , X(R)
)
(1.1)
for any subset V of X(R).
1.3. Our main results
We begin with some notations to be used below. Let r ∈ N and 1 p ∞,
Wrp(R) :=
{
f ∈ Lp(R): f (r−1) ∈ ACloc(R),
∥∥ f (r)∥∥p  1},
where ACloc(R) is the collection of all functions which are locally absolutely continuous on R, and
‖ f ‖p := ‖ f ‖Lp(R) :=
(∫
R
∣∣ f (x)∣∣p dx)1/p, if 1 p < ∞,
‖ f ‖∞ := ‖ f ‖L∞(R) := ess sup
x∈R
∣∣ f (x)∣∣, if p = ∞.
Theorem 1.1. Let σ > 0, then
K˜σ
(
W 11 (R),W
1
1 (R), L1(R)
)= d˜σ (W 11 (R), L1(R))= 12σ .
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K˜σ
(
W 1∞(R),W 1∞(R), L∞(R)
)= d˜σ (W 1∞(R), L∞(R))= 12σ .
Theorem 1.3. Let σ > 0, then
K˜σ
(
Wr2(R),W
r
2(R), L2(R)
)= d˜σ (Wr2(R), L2(R))= 1π rσ r .
2. Proof of theorems
2.1. Proof of Theorem 1.1
From [16] we know that
d˜σ
(
W 11 (R), L1(R)
)= 1
2σ
. (2.1)
By (1.1) and (2.1), we can easily get that
K˜σ
(
W 11 (R),W
1
1 (R), L1(R)
)
 1
2σ
. (2.2)
We will prove the upper estimate
K˜σ
(
W 11 (R),W
1
1 (R), L1(R)
)
 1
2σ
.
Let Uσ denote the space of continuous piecewise linear polynomials with breakpoints { kσ }k∈Z . That is,
Uσ :=
{
f ∈ C(R): f |[ kσ , k+1σ ] is a polynomial of degree 1, for all k ∈ Z
}
.
It is easy to see that
d˜imUσ = σ .
For f ∈ W 1p(R), let Vσ ( f , x) denote the piecewise linear interpolation of f at the points { kσ }k∈Z . That means
Vσ ( f , x) ∈ Uσ and Vσ ( f , kσ ) = f ( kσ ) for all k ∈ Z.
When 1 p < ∞, for f ∈ W 1p(R), we have Vσ ( f , x) ∈ W 1p(R). In fact, obviously Vσ ( f , x) ∈ ACloc(R) and
+∞∫
−∞
∣∣V ′σ ( f , x)∣∣p dx =∑
k∈Z
k+1
σ∫
k
σ
∣∣V ′σ ( f , x)∣∣p dx =∑
k∈Z
k+1
σ∫
k
σ
∣∣∣∣( f(k + 1σ
)
− f
(
k
σ
))
σ
∣∣∣∣p dx
=
∑
k∈Z
σ p−1
∣∣∣∣ f(k + 1σ
)
− f
(
k
σ
)∣∣∣∣p = σ p−1∑
k∈Z
∣∣∣∣∣
k+1
σ∫
k
σ
f ′(x)dx
∣∣∣∣∣
p

∑
k∈Z
k+1
σ∫
k
σ
∣∣ f ′(x)∣∣p dx = +∞∫
−∞
∣∣ f ′(x)∣∣p dx 1.
Now we will prove that for any f ∈ W 11 (R),∫
R
∣∣ f (x) − Vσ ( f , x)∣∣dx 1
2σ
, (2.3)
∥∥ f − Vσ ( f )∥∥1 =
+∞∫
−∞
∣∣ f (x) − Vσ ( f , x)∣∣dx =∑
k∈Z
k+1
σ∫
k
∣∣ f (x) − Vσ ( f , x)∣∣dx. (2.4)
σ
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Vσ ( f , x) = f
(
k
σ
)
+ αk
(
x− k
σ
)
,
then
k+1
σ∫
k
σ
∣∣ f (x) − Vσ ( f , x)∣∣dx =
k+1
σ∫
k
σ
∣∣∣∣∣
x∫
k
σ
[
f ′(t) − αk
]
dt
∣∣∣∣∣dx. (2.5)
For each k ∈ Z, the subset
Sk :=
{
x:
x∫
k
σ
[
f ′(t) − αk
]
dt = 0, x ∈
[
k
σ
,
k + 1
σ
]}
is open. So Sk can be expressed as the union of some disjoint open intervals, that is, Sk =⋃m(akm ,bkm ), where the number
of the intervals is at most countable. And we can easily get
akm∫
k
σ
[
f ′(t) − αk
]
dt =
bkm∫
k
σ
[
f ′(t) − αk
]
dt = 0. (2.6)
By (2.6) we know that for each km ,
αk =
∫ bkm
akm
f ′(t)dt
bkm − akm
. (2.7)
For every x ∈ (akm ,bkm ),
∫ x
akm
[ f ′(t) − αk]dt > 0 or
∫ x
akm
[ f ′(t) − αk]dt < 0, so
k+1
σ∫
k
σ
∣∣∣∣∣
x∫
k
σ
[
f ′(t) − αk
]
dt
∣∣∣∣∣dx =∑
m
∣∣∣∣∣
bkm∫
akm
x∫
k
σ
[
f ′(t) − αk
]
dt dx
∣∣∣∣∣.
By (2.6) we know,
k+1
σ∫
k
σ
∣∣∣∣∣
x∫
k
σ
[
f ′(t) − αk
]
dt
∣∣∣∣∣dx =∑
m
∣∣∣∣∣
bkm∫
akm
x∫
akm
[
f ′(t) − αk
]
dt dx
∣∣∣∣∣. (2.8)
By changing the order of integration and by (2.7), we know that for every km∣∣∣∣∣
bkm∫
akm
x∫
akm
[
f ′(t) − αk
]
dt dx
∣∣∣∣∣=
∣∣∣∣∣
bkm∫
akm
bkm∫
t
[
f ′(t) − αk
]
dxdt
∣∣∣∣∣=
∣∣∣∣∣
bkm∫
akm
[bkm − t]
[
f ′(t) − αk
]
dt
∣∣∣∣∣
=
∣∣∣∣∣
bkm∫
akm
[bkm − t]
[
f ′(t) −
∫ bkm
akm
f ′(t)dt
bkm − akm
]
dt
∣∣∣∣∣
=
∣∣∣∣∣
bkm∫
akm
[bkm − t] f ′(t)dt −
bkm − akm
2
bkm∫
akm
f ′(t)dt
∣∣∣∣∣
= bkm − akm
2
∣∣∣∣∣
bkm∫
a
f ′(t)
[
1− 2(bkm − t)
bkm − akm
]
dt
∣∣∣∣∣.
km
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bkm∫
akm
x∫
akm
[
f ′(t) − αk
]
dt dx
∣∣∣∣∣ 12σ
bkm∫
akm
∣∣ f ′(t)∣∣dt. (2.9)
By (2.4), (2.5), (2.8) and (2.9) we can easily get
∥∥ f − Vσ ( f )∥∥1 =∑
k∈Z
k+1
σ∫
k
σ
∣∣∣∣∣
x∫
k
σ
[
f ′(t) − αk
]
dt
∣∣∣∣∣dx
=
∑
k∈Z
∑
m
∣∣∣∣∣
bkm∫
akm
x∫
akm
[
f ′(t) − αk
]
dt dx
∣∣∣∣∣

∑
k∈Z
∑
m
1
2σ
bkm∫
akm
∣∣ f ′(t)∣∣dt
 1
2σ
∥∥ f ′(t)∥∥1
 1
2σ
.
The proof of Theorem 1.1 is complete.
2.2. Proof of Theorem 1.2
From [16] we know that
d˜σ
(
W 1∞(R), L∞(R)
)= 1
2σ
. (2.10)
By (1.1) and (2.10), we can easily get that
K˜σ
(
W 1∞(R),W 1∞(R), L∞(R)
)
 1
2σ
. (2.11)
We will prove the upper estimate
K˜σ
(
W 1∞(R),W 1∞(R), L∞(R)
)
 1
2σ
. (2.12)
By the deﬁnition of Vσ ( f , x), it is easy to see that f ∈ W 1∞(R) implies Vσ ( f , x) ∈ W 1∞(R).
Now we will prove that for any f ∈ W 1∞(R),∥∥ f − Vσ ( f )∥∥∞  12σ , (2.13)∥∥ f − Vσ ( f )∥∥∞ = ess sup
k∈Z
max
x∈[ kσ , k+1σ ]
∣∣ f (x) − Vσ ( f , x)∣∣. (2.14)
For any k ∈ Z, let Gk(x) := ( f (x) − Vσ ( f , x))|[ kσ , k+1σ ] , Mk := maxx∈[ kσ , k+1σ ] |Gk(x)|. By the continuity of f and Vσ ( f ) and by
Gk(
k
σ ) = Gk( k+1σ ) = 0 we know that there must exist an ηk ∈ ( kσ , k+1σ ) such that Mk = |Gk(ηk)|. By the deﬁnition of Vσ ( f , x)
we know that
Vσ ( f , ηk) = f
(
k
σ
)
+ αk
(
ηk − k
σ
)
. (2.15)
By ‖ f ′‖∞  1, we can easily get that for each k ∈ Z we have |αk| 1.
For |αk| = 1, we can prove that f ′(x) = αk , x ∈ ( kσ , k+1σ ). So
Mk =
∣∣∣∣ f (ηk) − [ f( kσ
)
+ αk
(
ηk − k
σ
)]∣∣∣∣=
∣∣∣∣∣
ηk∫
k
f ′(x)dx− αk
(
ηk − k
σ
)∣∣∣∣∣= 0. (2.16)
σ
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Mk =
ηk∫
k
σ
f ′(x)dx− αk
(
ηk − k
σ
)
 (1− αk)
(
ηk − k
σ
)
. (2.17)
By Gk(
k
σ ) = Gk( k+1σ ) = 0 and G ′k(x) = f ′(x) − αk , we know
Mk =
ηk∫
k
σ
G ′k(t)dt
= −
k+1
σ∫
ηk
G ′k(t)dt
= −
k+1
σ∫
ηk
[
f ′(t) − αk
]
dt
 (1+ αk)
(
k + 1
σ
− ηk
)
. (2.18)
By (2.17) and (2.18) we know that
Mk
1− αk +
Mk
1+ αk 
(
ηk − k
σ
)
+
(
k + 1
σ
− ηk
)
= 1
σ
.
So
Mk 
1
2σ
. (2.19)
If Mk = −( f (ηk) − Vn( f , ηk)), similarly, we can get
Mk 
1
2σ
. (2.20)
By (2.16), (2.19) and (2.20) we know that for each k ∈ Z,
Mk 
1
2σ
. (2.21)
At last, by (2.21) and (2.14) we can get∥∥ f − Vσ ( f )∥∥∞  12σ .
The proof of Theorem 1.2 is complete.
2.3. Proof of Theorem 1.3
From [16] we know that
d˜σ
(
Wr2(R), L2(R)
)= π−rσ−r . (2.22)
So by (1.1) and (2.22), we can easily get that
K˜σ
(
Wr2(R),W
r
2(R), L2(R)
)
 π−rσ−r . (2.23)
We will prove that
K˜σ
(
Wr2(R),W
r
2(R), L2(R)
)
 π−rσ−r .
Let Φr−1 be the space of cardinal polynomial splines of degree r − 1 with all integers as simple knots, i.e.,
Φr−1 :=
{
s ∈ Cr−2(R): s|(k,k+1) ∈ Pr−1 for all k ∈ Z
}
,
W.W. Xiao / J. Math. Anal. Appl. 369 (2010) 575–582 581where Pr−1 is the class of polynomials of degree not exceeding r − 1. For any bounded data f = ( f j) j∈Z ∈ l∞ , it is known
from [17] that there is a unique bounded function Sr−1( f ; x) ∈ Φr−1, such that
Sr−1( f ; j + αr) = f j, for all j ∈ Z,
where αr := 1+(−1)r−14 . Sr−1( f ; x) can be expressed in the form
Sr−1( f ; x) =
∑
j∈Z
f j L(x− j),
where L(x) ∈ Φr−1 satisfying L( j + αr) = δ j,0, j ∈ Z. When ( f j) j∈Z are the values of some function f at the points { j +
αr} j∈Z , we also write
Sr−1( f ; x) =
∑
j∈Z
f ( j + αr)L(x− j).
Let
Φ2r−1,σ :=
{
S(·): S
( ·
σ
)
∈ Φ2r−1
}
.
It is easy to see that
d˜imΦ2r−1,σ = σ .
∀ f ∈ Wr2(R), set
S2r−1,σ ( f ; x) :=
∑
j∈Z
f
(
j + α2r
σ
)
L(σ x− j) =
∑
j∈Z
f
(
j
σ
)
L(σ x− j). (2.24)
Obviously, S2r−1,σ ( f ; x) ∈ Φ2r−1,σ .
Now we prove that if f ∈ Wr2(R), then S2r−1,σ ( f ) ∈ Wr2(R). Furthermore, we have the following relation∥∥ f (r)∥∥22 = ∥∥S(r)2r−1,σ ( f )∥∥22 + ∥∥ f (r) − S(r)2r−1,σ ( f )∥∥22 (2.25)
for all f ∈ Wr2(R). The idea of the proof of Eq. (2.25) follows from [18]. Set
Ker Iσ ,0 :=
{
h(x): h ∈ Wr2(R), h
(
j
σ
)
= 0, for all j ∈ Z
}
.
When σ = 1, denote Ker I1,0 by Ker I0. For any h ∈ Ker Iσ ,0 and f ∈ Wr2(R), we have∫
R
h(r)(x)S(r)2r−1,σ ( f ; x)dx = σ r
∫
R
h(r)(x)
∑
j∈Z
f
(
j
σ
)
L(r)(σ x− j)dx
= σ r−1
∫
R
h(r)
(
y
σ
)∑
j∈Z
f
(
j
σ
)
L(r)(y − j)dy
= σ−1
∫
R
H (r)(y)
∑
j∈Z
f
(
j
σ
)
L(r)(y − j)dy
= σ−r−1/2
∫
R
H (r)(y)
∑
j∈Z
g( j)L(r)(y − j)dy,
where H(y) = h( yσ ) ∈ Ker I0, g(x) = σ r−1/2 f ( xσ ) ∈ Wr2(R). From [18] we know that∫
R
H (r)(y)S(r)2r−1(g; y)dy = 0,
for all H ∈ Ker I0 and g ∈ Wr2(R). So we obtain that∫
R
h(r)(x)S(r)2r−1,σ ( f ; x)dx = 0, (2.26)
for all h ∈ Ker Iσ ,0 and f ∈ Wr (R).2
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R
∣∣ f (r)(x)∣∣2 dx
=
∫
R
∣∣ f (r)(x) − S(r)2r−1,σ ( f ; x) + S(r)2r−1,σ ( f ; x)∣∣2 dx
=
∫
R
∣∣ f (r)(x) − S(r)2r−1,σ ( f ; x)∣∣2 dx+ ∫
R
∣∣S(r)2r−1,σ ( f ; x)∣∣2 dx
= ∥∥S(r)2r−1,σ ( f )∥∥22 + ∥∥ f (r) − S(r)2r−1,σ ( f )∥∥22,
so (2.25) is obtained. So we proved that for every f ∈ Wr2(R), we have S2r−1,σ ( f ; x) ∈ Wr2(R). And from [16] we get for all
f ∈ Wr2(R),∥∥ f (x) − S2r−1,σ ( f ; x)∥∥2  π−rσ−r . (2.27)
So we get that
K˜σ
(
Wr2(R),W
r
2(R), L2(R)
)
 π−rσ−r . (2.28)
By (2.23) and (2.28), the proof of Theorem 1.3 is complete.
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