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Tato pra´ce si klade za c´ıl zpracovat poznatky o znacˇkova´n´ı kl´ıcˇovy´ch slov v textu a vyuzˇ´ıt je
v praxi pro automaticke´ generova´n´ı rejstrˇ´ık˚u. Du˚vodem pro automatizaci tvorby rejstrˇ´ık˚u
je jejich vysoka´ na´rocˇnost a cena. Teoreticka´ cˇa´st pra´ce se zaby´va´ prˇedevsˇ´ım metodami
hleda´n´ı v´ıcena´sobny´ch vy´raz˚u, ktere´ jsou vy´znamne´ pro zpracova´vany´ text. Prakticka´ cˇa´st
aplikuje vybrane´ metody na testovac´ı data a shrnuje vy´sledky experiment˚u.
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Abstract
The main goal of this work is to survey the field of the automatic keywords tagging in a text
and apply this background for automatically generating back-of-the-book indexes. Human
made indexes are expensive and that’s why we are looking for (semi)-automatic methods
indexes. The theoretical part of this thesis deals with collocations, which are an important
part of generated indexes. The practical part of the work applies selected methods to testing
data and summarize results of experiments.
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Zpracova´n´ı textu se zacˇalo ve veˇtsˇ´ı mı´ˇre zkoumat v 60. letech minule´ho stolet´ı, kdy se
vy´zkum v IT zameˇrˇil na umeˇlou inteligenci, zpracova´n´ı rˇecˇi i textu. Od p˚uvodn´ı snahy
vyuzˇ´ıt neˇjaky´ raciona´ln´ı za´klad v pravidlech jazyk˚u se upustilo a zacˇalo se v´ıce vyuzˇ´ıvat
mechanicke´ho zpracova´n´ı a statisticky´ch vy´sledk˚u, ktere´ dosahuj´ı mnohem lepsˇ´ıch vy´sledk˚u.
V soucˇasne´ dobeˇ se automaticke´ zpracova´n´ı textu vyuzˇ´ıva´ v mnoha aplikac´ıch. Veˇtsˇina
textovy´ch editor˚u obsahuje alesponˇ neˇjakou jazykovou podporu, kontrolu pravopisu, deˇlen´ı
slov na konc´ıch rˇa´dk˚u, nab´ıdku synonym atd. Neˇktere´ programy poskytuj´ı i podporu tvorby
rejstrˇ´ık˚u, ktera´ ovsˇem nen´ı prˇ´ıliˇs dokonala´. Obvykle doka´zˇ´ı pouze oznacˇena´ slova vypsat na
konci textu s cˇ´ıslem prˇ´ıslusˇne´ strany, kde se vy´razy vyskytuj´ı. I s programovou podporou
pro vkla´da´n´ı rejstrˇ´ıku mus´ı cˇloveˇk obvykle sa´m vybrat slova a slovn´ı spojen´ı, ktera´ maj´ı
by´t do rejstrˇ´ıku zarˇazena. Pro rozsa´hle´ texty to mu˚zˇe by´t cˇasoveˇ na´rocˇne´, zvla´sˇt’ pokud
rejstrˇ´ık tvorˇ´ı neˇkdo jiny´ nezˇ autor.
Na profesiona´ln´ı u´rovni se tvorbou rejstrˇ´ık˚u zaby´vaj´ı obvykle v nakladatelstv´ıch speci-
alizovany´ch na literaturu popula´rneˇ-naucˇnou, literaturu faktu nebo na ucˇebnice. Rejstrˇ´ıky
napoma´haj´ı orientaci v textu a urychluj´ı vyhleda´va´n´ı zvolene´ho te´matu.
Cˇasova´ na´rocˇnost tvorby rejstrˇ´ık˚u vede ke snaze vytvorˇit na´stroj, ktery´ by doka´zal
rejstrˇ´ıky tvorˇit automaticky anebo alesponˇ tvorbu rejstrˇ´ıku urychlil. S rychle nar˚ustaj´ıc´ım
mnozˇstv´ım cˇla´nk˚u nen´ı mozˇne´ je vsˇechny rucˇneˇ procha´zet a vytva´rˇet pro kazˇdy´ rejstrˇ´ık.
V textech se objevuj´ı sta´le nova´ jme´na, spolecˇnosti cˇi vy´robky, cozˇ deˇla´ proble´m programu˚m
pro automatickou tvorbu rejstrˇ´ık˚u, ktera´ je zalozˇena na slovn´ıc´ıch. Mu˚zˇe se sta´t, zˇe text
je indexova´n pokazˇde´ jinou spolecˇnost´ı pro jine´ u´cˇely a pojmy v rejstrˇ´ıku se pro jeden
text mohou diametra´lneˇ liˇsit. Pak je lepsˇ´ı i nedokonaly´ automaticky´ rejstrˇ´ık nezˇ neˇkolik
r˚uzny´ch. Tyto proble´my vedly ke vzniku LinkIT [11], ktery´ meˇl za u´kol vyrˇesˇit indexova´n´ı
univerzitn´ıch cˇla´nk˚u.
Firmy zaby´vaj´ıc´ı se tvorbou rejstrˇ´ık˚u pouzˇ´ıvaj´ı profesiona´ln´ı programy, ktere´ nab´ızej´ı
podporu tvorby rejstrˇ´ık˚u. Podpora tvorby znamena´ pouze nab´ıdku mozˇny´ch kl´ıcˇovy´ch slov,
ktere´ by se v rejstrˇ´ıku mohly vyskytnout, programy nedoka´zˇ´ı vytvorˇit cely´ rejstrˇ´ık auto-
maticky. Nab´ıdku doka´zˇ´ı vytva´rˇet obvykle podle neˇktere´ho z teˇchto kriteri´ı:
• cˇetnost slov — uzˇivatel nastav´ı maxima´ln´ı pocˇet vy´skyt˚u slov. Naprˇ. nastav´ı vy´beˇr
slov, ktera´ se vyskytuj´ı 50 a me´neˇ kra´t. T´ım omez´ı mnozˇstv´ı vy´raz˚u, ze ktery´ch se
budou vyb´ırat vy´razy do rejstrˇ´ıku.
• seznam vsˇech vlastn´ıch jmen vyskytuj´ıc´ıch se v textu.
• seznam oznacˇeny´ch slov na za´kladeˇ rucˇn´ıho vy´beˇru.
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• seznam na za´kladeˇ fra´z´ı — naprˇ. fra´zova´ slovesa, neˇktere´ programy maj´ı slovn´ık
v´ıceslovny´ch kl´ıcˇovy´ch vy´raz˚u.
Vsˇechny metody kromeˇ rucˇn´ıho oznacˇen´ı kl´ıcˇovy´ch slov jsou nespolehlive´, proto je zde
mozˇnost vy´beˇru kl´ıcˇovy´ch slov ponecha´na na uzˇivateli.
Pokud uzˇivatel sa´m oznacˇuje slova v anglicke´m textu, pak nen´ı takovy´ proble´m s vy-
hleda´n´ım slov v r˚uzny´ch tvarech, protozˇe obvykle postacˇ´ı odtrhnout koncovky jako s a va-
rianty s apostrofy. Pro cˇesˇtinu je nutne´ se zaby´vat koncovkami slov v´ıce, protozˇe jedno
slovo se mu˚zˇe v textu vyskytovat v mnoha tvarech naprˇ. vystupnˇovana´ prˇ´ıdavna´ jme´na,
sklonˇovana´ podstatna´ jme´na nebo cˇasovana´ slovesa. Proble´m v cˇeske´m textu nasta´va´ take´
tehdy pokud jsou v textu pouzˇity pojmy z ciz´ıch jazyk˚u nebo jsou pouzˇ´ıva´ny pomeˇrneˇ nove´,
slovn´ıku nezna´me´, termı´ny.
Problematika tvorby rejstrˇ´ık˚u bude podrobneˇji popsa´na v podkapitole 2.1. Automaticka´
tvorba rejstrˇ´ık˚u je zalozˇeno na vyhleda´va´n´ı vy´znamny´ch v´ıcena´sobny´ch vy´raz˚u a jedno-
slovny´ch kl´ıcˇovy´ch slov, jej´ızˇ za´klady jsou popsa´ny v podkapitole 2.2. Vyhleda´va´n´ı vy´raz˚u je
zalozˇeno prˇedevsˇ´ım na cˇetnosti vy´skytu slov v textu. Metody, ktery´mi je mozˇne´ v´ıcena´sobne´
vy´razy z´ıskat, jsou detailneˇ popsa´ny podkapitolou 4, hleda´n´ım jednoslovny´ch vy´raz˚u se
zaby´va´ podkapitola 3.1. Tato kapitola se take´ zaby´va´ problematikou relevance nalezeny´ch
v´ıcena´sobny´ch vy´raz˚u. V kapitole 3.2 jsou rozebra´ny metody, ktery´mi se tyto vy´razy daj´ı
vybrat. Testovac´ı data jsou uvedena v kapitole 5.1, kde je take´ popsa´n syste´m, ktery´m
jsou detekova´ny kl´ıcˇova´ slova a generova´ny rejstrˇ´ıky. Prˇedposledn´ı kapitola 6 se zaby´va´
metodologi´ı hodnocen´ı a jednotlivy´mi experimenty prova´deˇny´mi nad daty.
Tato pra´ce si klade za c´ıl zjistit nakolik lze pomoc´ı metod zpracova´n´ı prˇirozene´ho ja-
zyka zautomatizovat tvorbu rejstrˇ´ık˚u. Velky´ d˚uraz je zde kladen na praktickou pouzˇitelnost
vy´stupu a cˇasovou na´rocˇnost. C´ılem pra´ce je zjistit, jestli pouzˇite´ metody doka´zˇ´ı urychlit
tvorbu a zpracova´n´ı rejstrˇ´ıku uzˇivateli. Experimenty se zameˇrˇily na to, ktere´ techniky jsou
nezbytneˇ nutne´ pro tvorbu rejstrˇ´ık˚u naprˇ. lemmatizace, urcˇen´ı slovn´ıch druh˚u aj.
Zkouma´n´ı, zda nab´ızeny´ rejstrˇ´ık obsahuje relevantn´ı data, se bude oveˇrˇovat na lite-
raturˇe s profesiona´lneˇ vytvorˇeny´mi rejstrˇ´ıky. Vzhledem k tomu, zˇe literatury s kvalitneˇ vy-
tvorˇeny´mi rejstrˇ´ıky je ma´lo, mus´ı se pocˇ´ıtat s t´ım, zˇe kazˇdy´ syste´m nab´ıdne sˇirsˇ´ı mnozˇstv´ı
dat, nezˇ ktere´ je uva´deˇno v kniha´ch. Protozˇe je kazˇdy´ rejstrˇ´ık vytvorˇen poneˇkud jinak a s
normou [1] se zacha´z´ı sp´ıˇse jako s doporucˇen´ım, je trˇeba pocˇ´ıtat s proble´my automaticke´ho
hodnocen´ı. Dalˇs´ım proble´mem je, zda kvalita automaticky generovany´ch rejstrˇ´ık˚u za´vis´ı na
de´lce textu.
Text studijn´ı opory k prˇedmeˇtu Zpracova´n´ı rˇecˇovy´ch signa´l˚u by meˇl pomoci, odpoveˇdeˇt
na neˇktere´ z teˇchto ota´zek. Je na neˇm provedena prˇ´ıpadova´ studie, ktera´ je popsa´na v ka-





Pro vyhleda´va´n´ı polozˇek v rejstrˇ´ıku je nutne´ si uveˇdomit, jaka´ slova nebo v´ıceslovne´
vy´razy se v neˇm vyskytuj´ı. Rejstrˇ´ık je podrobny´, obvykle abecedneˇ serˇazeny´ seznam pojmu˚
publikace, naprˇ. knihy. Je vytva´rˇen proto, aby pomohl cˇtena´rˇi naj´ıt informace snadno
a rychle. V idea´ln´ım prˇ´ıpadeˇ nen´ı rejstrˇ´ık pouhy´m seznamem za´kladn´ıch pojmu˚ publikace,
ale usporˇa´dany´m seznamem polozˇek zahrnuj´ıc´ıch krˇ´ızˇove´ odkazy1. Rejstrˇ´ıky mohou obsa-
hovat zkratky prˇ´ıpadneˇ i jme´na citovany´ch autor˚u. Pokud je citovany´ch autor˚u nebo jmen
v rejstrˇ´ıku v´ıce, pouzˇ´ıva´ se pro neˇ jmenny´ rejstrˇ´ık, a ostatn´ı kl´ıcˇove´ vy´razy jsou uvedeny
v obycˇejne´m rejstrˇ´ıku. Podle normy [1] by se meˇla dodrzˇovat tato doporucˇen´ı:
Kvalitneˇ vytvorˇeny´ rejstrˇ´ık vycha´z´ı z toho, co budou potenciona´ln´ı cˇtena´rˇi hle-
dat. De´lka rejstrˇ´ıku ma´ dosahovat 10–15% stran pro veˇdecke´ publikace, 5% pro
ostatn´ı zˇa´nry. V rejstrˇ´ıku se doporucˇuje pouzˇ´ıvat usporˇa´da´n´ı slov — podstatne´
jme´no, prˇ´ıdavne´ jme´no na´sledovane´ cˇ´ıslem strany. Doporucˇuje se nepouzˇ´ıvat
nebo ignorovat vlastn´ı za´jmena. Pokud existuje v´ıce polozˇek druhe´ho rˇa´du, je
prˇehledneˇjˇs´ı vytvorˇit jemneˇjˇs´ı strukturu s dalˇs´ımi odra´zˇkami jako v tabulce 2.1.
Polozˇky rejstrˇ´ıku by nemeˇly zacˇ´ınat velky´m p´ısmenem pokud to nejsou vlastn´ı
jme´na. Pokud je uva´deˇn i seznam ilustrac´ı, mus´ı mı´t vlastn´ı rejstrˇ´ık ilustrac´ı.
Doporucˇovane´ serˇazen´ı pojmu˚ v rejstrˇ´ıku je uvedeno na prˇ´ıkladech tabulek 2.1 a 2.2, ta-
bulkou 2.1 je ilustrova´n prˇ´ıpad v´ıceu´rovnˇove´ho rejstrˇ´ıku s jemnou strukturou.
programova´n´ı - geneticke´, 98, 112, 114
- syste´mu˚, 56, 57
- embedded, 56, 110, 111
- operacˇn´ıch, 56, 59, 112
- profesiona´ln´ı, 3
Tabulka 2.1: Za´kladn´ı tvar pojmu˚ v rejstrˇ´ıku — typ I.
V rejstrˇ´ıku se obvykle slova uva´deˇj´ı v za´kladn´ım tvaru. Za´kladn´ı tvar by´va´ v prvn´ım
pa´du pro rˇ´ıd´ıc´ı podstatne´ jme´no a infinitiv pro slovesa (pokud se sloveso vyskytne).
V rea´lny´ch rejstrˇ´ıc´ıch jako tabulka 2.2 se ovsˇem nejcˇasteˇji vyskytuj´ı jednoslovne´ nebo
1Krˇ´ızˇove´ odkazy — obvykle se pouzˇ´ıvaj´ı pro odkazova´n´ı se na prˇedchoz´ı nebo na´sleduj´ıc´ı cˇa´sti textu.
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geneticke´ programova´n´ı, 98, 112, 114
graficka´ karta, 114, 115
...
programova´n´ı operacˇn´ıch syste´mu˚, 3
Tabulka 2.2: Za´kladn´ı tvar pojmu˚ v rejstrˇ´ıku — typ II.
dvouslovne´ vy´razy. Pro dvojice jsou pak nejcharakteristicˇteˇjˇs´ı vy´skyty z tabulky 2.3.
Slozˇiteˇjˇs´ı a le´pe vytvorˇene´ rejstrˇ´ıky mohou by´t v´ıceu´rovnˇove´ jak je uvedeno na prˇ´ıkladeˇ 2.1.
Tvorba v´ıceu´rovnˇovy´ch rejstrˇ´ık˚u je nejna´rocˇneˇjˇs´ı, ale pro cˇtena´rˇe nejprˇehledneˇjˇs´ı. Takova´
struktura p˚ujde v cˇeske´m textu automaticky vytvorˇit velmi teˇzˇko kv˚uli poskla´da´n´ı slov
z vy´razu ve spra´vny´m porˇad´ı a tvaru. Blizˇsˇ´ı informace o tvorbeˇ rejstrˇ´ık˚u lze naj´ıt pod
normou CˇSN ISO 999 - 1998 [1].
Tvary slov ∼ %
prˇ´ıdavne´ jme´no + podstatne´ jme´no v prvn´ım pa´deˇ 80
podstatne´ jme´no + podstatne´ jme´no v druhe´m pa´deˇ 18
ostatn´ı tvary 2
Tabulka 2.3: Charakteristicke´ tvary slov v rejstrˇ´ıku
2.2 Typy v´ıceslovny´ch vy´raz˚u
V literaturˇe se vyskytuje mnoho pojmu˚ souvisej´ıc´ıch s kolokacemi, jejichzˇ definice se nemus´ı
shodovat. Tato pra´ce cˇerpala definice a rozdeˇlen´ı kolokac´ı prˇedevsˇ´ım z [8], podle ktere´
oznacˇujeme jako kolokaci neˇkolik slov, ktera´ na sebe maj´ı syntaktickou a se´mantickou vazbu.
Tj. skupina slov, ktera´ popisuje neˇjakou skutecˇnost a prˇitom z jednotlivy´ch slov nemus´ı by´t
zrˇejmy´ jejich vy´znam. Kolokace maj´ı tyto charakteristicke´ vlastnosti:
• omezenou kompozicionalitu — tzn. z jednotlivy´ch slov nen´ı mozˇne´ urcˇit vy´znam ko-
lokace. Cˇasto citovany´ prˇ´ıklad je silny´ cˇaj, kde silny´ vypov´ıda´ o kvaliteˇ cˇaje a ne
o fyzicke´ s´ıle. V neˇktery´ch prˇ´ıpadech se mu˚zˇe vy´znam jednotlivy´ch slov naprosto liˇsit
od vy´znamu kolokace. Takovy´m extre´mn´ım prˇ´ıpadem jsou idiomy, naprˇ. da´t si do
teˇla.
• omezenou substituovatelnost — nelze nahradit slovo jiny´m slovem, i kdyzˇ popisuje
stejnou vlastnost naprˇ. b´ıle´ v´ıno je sp´ıˇse zˇlute´ barvy, ale nikdy o neˇm takto nemluv´ıme.
• omezenou modifikovatelnost (prˇizp˚usobitelnost) — neˇktere´ kolokace, prˇedevsˇ´ım idi-
omy, nemohou by´t rozsˇ´ıˇreny o dalˇs´ı lexika´ln´ı2 jednotky, ani nemohou by´t ohy´ba´ny,
protozˇe by se zmeˇnil jejich vy´znam. Naprˇ. prˇij´ıt na buben — prˇij´ıt na zeleny´ buben.
Kolokace zahrnuj´ı pojmy jako: kl´ıcˇova´ slova, idiomy, termı´ny, typicka´ spojen´ı a dalˇs´ı.
Kl´ıcˇova´ slova mohou by´t jednoslovna´ nebo v´ıceslovna´. Jsou to podstatne´ pojmy v textu,
pojmenova´vaj´ı problematiku, kterou se text zaob´ıra´. Prˇ´ıkladem jednoslovne´ho kl´ıcˇove´ho
2Tj. slova i slovn´ı spojen´ı
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slova mu˚zˇe by´t trˇeba impresionismus v Deˇjina´ch umeˇn´ı a pro v´ıceslovna´ naprˇ. rene-
sancˇn´ı mal´ırˇstv´ı. Pokud se kl´ıcˇova´ slova ty´kaj´ı urcˇite´ problematiky, mluv´ıme o termı´nech
pouzˇ´ıvany´ch v tomto oboru, naprˇ. za´kladn´ı deska v architekturˇe pocˇ´ıtacˇ˚u. Hlavn´ı rozdeˇlen´ı




Co je to termı´n bylo uvedeno vy´sˇe, zbyle´ dva pojmy se cˇasto prˇekry´vaj´ı.
Obvykle je idiomu˚m veˇnova´na jen mala´ pozornost, protozˇe se mohou prˇekry´vat
s v´ıceslovny´mi vy´razy, a jen teˇzˇko lze urcˇit prˇesnou hranici mezi nimi. Cˇloveˇk urcˇ´ı vy´znam
idiomu podle se´manticke´ho vy´znamu, naprˇ. typicky´ cˇesky´ idiom je nata´hnout bacˇkory, da´t
si do nosu. Pokud cˇloveˇk nezna´ vy´znam idiomu, nepozna´ z jednotlivy´ch slov, o co se jedna´.
Obvykle by´va´ idiom v kazˇde´m jazyce odvozen od jiny´ch slov (nata´hnout bacˇkory — kick the
bucket), proto je prˇedmeˇtem mnoha vy´zkumu˚ vyhleda´va´n´ı idiomu˚ a v´ıceslovny´ch vy´raz˚u.
Ve slovn´ıc´ıch jsou potrˇeba nejen idiomy a v´ıceslovne´ vy´razy, ale i volneˇjˇs´ı v´ıceslovne´ vy´razy
jako prˇ´ıpady, ktera´ prˇedlozˇka se poj´ı s ktery´m slovesem. Automaticky se daj´ı z´ıska´vat
i takove´to vy´razy a jejich hleda´n´ım se mimo jine´ zaby´va´ [5]. Mezi idiomy nepatrˇ´ı uzˇ takove´
v´ıceslovne´ vy´razy, ktere´ maj´ı prˇ´ıliˇs volny´ vy´znam. Na za´kladeˇ jednotlivy´ch slov se neda´
pochopit jejich smysl, ale vazba nen´ı tak pevna´ jako u idiomu˚ uvedeny´ch vy´sˇe naprˇ. fra´zove´
sloveso [13] a podmeˇt zavolat le´karˇe — call for - doctor. Z jednotlivy´ch slov tady lze urcˇit
smysl, prˇesto je fra´zove´ sloveso usta´lena´ vazba. Existuj´ı i slovn´ı spojen´ı (prˇedevsˇ´ım v an-
glicˇtineˇ) jako fire away3, ktera´ maj´ı naprosto odliˇsny´ vy´znam od vy´znamu jednotlivy´ch
slov.
Typicke´ vy´razy — v´ıceslovne´ vy´razy lze ilustrovat na vy´razu dobrˇe (s neˇky´m) vycha´zet
(get away with), cozˇ jsou v´ıceslovne´ slovesne´ vy´razy (multi-word verbs). Takove´ vy´razy
lze rozdeˇlit do podtrˇ´ıd na fra´zova´ slovesa (typicka´ prˇedevsˇ´ım pro anglicˇtinu) a slovesa
poj´ıc´ı se s prˇedlozˇkami. Vsˇechny tyto vy´razy se chovaj´ı jako jedno slovo. Termı´n ”slovo“
je cˇasto pouzˇ´ıvane´ nejen v morfologicke´m smyslu, ale take´ pro polozˇky, ktere´ se chovaj´ı
jako jedna entita lexika´lneˇ a syntakticky. Pojem v´ıceslovne´ vy´razy a dalˇs´ı podtrˇ´ıdy byly
zavedeny, pro vy´stizˇneˇjˇs´ı pojmenova´n´ı skupin chovaj´ıc´ıch se podle urcˇity´ch pravidel nebo
charakterizovany´ch podobny´mi vlastnostmi.
Vı´ceslovne´ vy´razy zalozˇene´ na prˇedlozˇka´ch nepokla´da´me za idiomy, prˇestozˇe jsou na
sebe pevneˇ va´za´ny. Je totizˇ teˇzˇke´ odliˇsit, co je pouze prˇedlozˇka a co je v´ıceslovny´ vy´raz
naprˇ. narozd´ıl od, co se ty´cˇe (apart from, as for). K podobne´ situaci docha´z´ı u podstatny´ch
jmen jako asistent rˇeditele — assistant director. Podstatna´ jme´na maj´ı usta´leny´ vy´raz,
ale nen´ı to idiom narozd´ıl od spojen´ı typu ruku v ruce - arm in arm. Zvla´sˇtn´ı postaven´ı
v kolokac´ıch zauj´ımaj´ı vlastn´ı jme´na. Patrˇ´ı mezi kolokace, ale cˇasto jsou nezˇa´douc´ı a je
trˇeba je odfiltrovat.
Kolokace se take´ daj´ı rozdeˇlit podle toho, jak se vyskytuj´ı ve veˇta´ch. Obvykle se jed-
notliva´ slova kolokace vyskytuj´ı vedle sebe, neˇktere´ kolokace mohou by´t oddeˇlene´ dalˇs´ımi
slovy tzv. kolokace s d´ırami . Takovy´ prˇ´ıklad je uveden n´ızˇe ve trˇet´ı veˇteˇ.
Prˇ´ıklady veˇt s r˚uzneˇ sporˇa´dany´mi kl´ıcˇovy´mi slovy:
• Objekty lze naj´ıt v budoveˇ Akademie veˇd na Na´rodn´ı trˇ´ıdeˇ, vstup je volny´.
3fire away — spustit palbu, doslovneˇ by to bylo pa´lit do da´lky nebo daleko
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• Volny´ vstup va´m nemu˚zˇeme zarucˇit.
• Vstup na vy´stavu je volny´ pouze v pondeˇl´ı.
Kl´ıcˇovy´mi slovy (tedy kolokac´ı) je v tomto prˇ´ıpadeˇ volny´ vstup.
S automaticky´m zpracova´n´ım jazyka jsou spojeny dalˇs´ı pojmy jako lemmatizace —
prˇevod (nejen) kolokace na za´kladn´ı tvar, naprˇ. operacˇn´ımi syste´my na operacˇn´ı syste´m.
Zpracova´n´ı textu se prova´d´ı na rozsa´hly´ch textech — korpusech. Korpusy jsou texty upra-
vene´ s ohledem na automaticke´ zpracova´n´ı textu. Obvykle jsou ulozˇeny ve forma´tu slovo na
rˇa´dek. Pro zachycen´ı vnitrˇn´ı struktury textu jako jsou trˇeba nadpisy se pouzˇ´ıvaj´ı znacˇkovac´ı
jazyky naprˇ. SGML4, takove´ korpusy jsou (zat´ım) sp´ıˇse vyj´ımkou. Korpusy mohou by´t vy-
tvorˇeny z knih, novinovy´ch cˇla´nk˚u, z internetovy´ch cˇla´nk˚u aj. Podle toho, k cˇemu je korpus
potrˇeba, se vyb´ıraj´ı data, prˇ´ıpadneˇ jazyk nebo jazyky.
2.3 Prˇedzpracova´n´ı textu
Jednoslovne´ vy´razy mohou tvorˇit znacˇnou cˇa´st rejstrˇ´ıku. Jejich vyhleda´va´n´ı je zalozˇene´
na cˇetnosti vy´skytu slov v textu. Takto se na vy´stup dostane znacˇne´ mnozˇstv´ı pomocny´ch
slov, ktera´ se daj´ı odfiltrovat stop-listem5, ktery´ obsahuje nejcˇasteˇji pouzˇ´ıvana´ slova,
prˇedevsˇ´ım funkcˇn´ı slova6. Odfiltrova´n´ı slov mu˚zˇeme zalozˇit na oznacˇen´ı slov slovn´ımi
druhy, a pak vynechat pomocna´ slova. Pro dalˇs´ı zu´zˇen´ı vy´beˇru slov lze pouzˇ´ıt neˇktere´
z da´le popsany´ch metod z kapitoly 4.
O neˇco slozˇiteˇji jsou zpracova´va´ny Vı´ceslovne´ kolokace, ale take´ se zde uplatnˇuje
filtrace stop-listem. Obecne´ rozdeˇlen´ı metod vyhleda´va´n´ı v´ıceslovny´ch kolokac´ı:
• frekvencˇn´ı vyhleda´va´n´ı (n-gramy mohou by´t vytva´rˇeny podle r˚uzny´ch pravidel)
• hleda´n´ı na za´kladeˇ lingvisticky´ch poznatk˚u — gramaticke´ vzorce
• kombinace metod
Vyhleda´va´n´ı bigramu˚7 je take´ zalozˇeno na frekvenci vy´skytu v textu. Pouhy´m frekvencˇn´ım
hleda´n´ım lze z´ıskat kolokace jako v tabulce 2.4. Jak je videˇt mezi prvn´ıch pa´r nejcˇasteˇji se
vyskytuj´ıc´ıch bigramu˚, se nedostala zˇa´dna´ slova, ktera´ bychom mohli povazˇovat za typickou
kolokaci. Tento proble´m se beˇzˇneˇ rˇesˇ´ı tak, zˇe se vytvorˇ´ı stop-list vsˇech cˇasto se opakuj´ıc´ıch
spojen´ı, ktere´ na´m nevyhovuj´ı. Je to nejrychlejˇs´ı rˇesˇen´ı, ale je trˇeba dobry´ slovn´ık se vsˇemi
pomocny´mi slovy, ve vsˇech tvarech, ktery´ se na odfiltrova´n´ı pouzˇije. Dalˇs´ı mozˇnost´ı je
pouzˇ´ıt znacˇkovacˇ, ktery´ urcˇ´ı slovn´ı druhy bigramu˚. Pak stacˇ´ı oznacˇit slovn´ı druhy, ktere´
budou z vy´stupu odfiltrova´ny.
Stop-list zalozˇeny´ pouze na odstraneˇn´ı pomocny´ch slov by odstranil naprˇ. se nebo v,
ale bigramy jako v roce by z˚ustaly, cozˇ mu˚zˇeme za kl´ıcˇove´ povazˇovat jen teˇzˇko. V anglicˇtineˇ
je to celkem trivia´ln´ı proble´m, protozˇe pro urcˇen´ı slovn´ıch druh˚u existuje jen pa´r pravidel.
V cˇesˇtineˇ je to mnohem komplikovaneˇjˇs´ı kv˚uli ohy´ba´n´ı slov 8.
4Standard Generalized Markup Language
5Stop-list — seznam slov, ktera´ jsou vyrˇazena z dalˇs´ıho zpracova´n´ı.
6Prˇedlozˇky, spojky, neˇktera´ za´jmena, pomocna´ slovesa, aj.


















Tabulka 2.4: Bigramy — frekvencˇn´ı vyhleda´va´n´ı
Frekvencˇn´ı vyhleda´va´n´ı je mozˇne´ zalozˇit na proste´m procha´zen´ı textu nebo pouzˇ´ıt
”oke´nko“ — vytva´rˇej´ıc´ı bigramy ze slov prˇed (za) aktua´ln´ım slovem. Metod z´ıska´va´n´ı bi-
gramu˚ je v´ıce. Po odfiltrova´n´ı pomocny´ch slov by meˇlo by´t jasneˇjˇs´ı, zda neˇktera´ metoda
da´va´ vy´razneˇ lepsˇ´ı vy´sledky nebo jestli vycha´zej´ı zhruba stejneˇ.
V tabulka´ch 2.4 a 2.5 byla nalezena vlastn´ı jme´na. V neˇktery´ch textech nemus´ı by´t
zˇa´dana´, a v takove´m prˇ´ıpadeˇ je trˇeba mı´t rozsa´hly´ slovn´ık, ktery´ je doka´zˇe rozliˇsit.
Veˇtsˇina citovane´ literatury se zaby´va´ prˇedevsˇ´ım hleda´n´ım bigram. Kolokace jsou cˇasto
slozˇeny z v´ıce nezˇ dvou slov, a proto jsou v te´to pra´ci zminˇova´ny trigramy a delˇs´ı kolokace.
V [8] je zminˇova´no hleda´n´ı bigramu˚ a trigramu˚. Pokud je z jednoho textu vygenerova´n
seznam bigramu˚ i trigramu˚, pak mohou by´t vygenerova´ny bigramy, ktere´ jsou cˇa´stmi tri-
gramu˚. Naprˇ. v prˇ´ıpadeˇ hrube´ho doma´c´ıho produktu z tabulky 2.6 je plnohodnotnou kolokac´ı
trigram, protozˇe z bigramu hruby´ doma´c´ı nelze urcˇit smysl. U ostatn´ıch dvou mohou by´t
spra´vneˇ bigramy i trigramy. Automaticke´ zjiˇsteˇn´ı, jestli je spra´vny´ delˇs´ı nebo kratsˇ´ı termı´n,
lze zalozˇit na cˇetnosti vy´raz˚u.
Po vygenerova´n´ı bigramu˚ (n-gramu˚) je na vy´stupu spousta zbytecˇny´ch slov, ktera´ se
daj´ı odfiltrovat na za´kladeˇ:
• slovn´ıku
• seznamu vy´raz˚u
• podle slovn´ıch druh˚u
Jednou mozˇnost´ı je vytvorˇit stop-list, ktery´ je trˇeba naplnit vsˇemi kombinacemi prˇedlozˇek
a spojek, za´jmeny a dalˇs´ımi. Pro vytvorˇen´ı je mozˇne´ pouzˇ´ıt jizˇ hotovy´ stop-list pomocny´ch
slov a doplnit jej nejcˇasteˇjˇs´ımi slovy. Po odstraneˇn´ı slov ze stop-listu by zbyly pouze vy´razy
vyhodnocene´ jako kolokace, ktere´ se prˇevedou do za´kladn´ıho tvaru. Daly by se prˇeve´st
pouze ty nejcˇasteˇjˇs´ı, ale neˇktera´ kl´ıcˇova´ slova se v textu mohou vyskytovat pouze zrˇ´ıdka
a nemusely by se mezi nejcˇasteˇjˇs´ımi objevit.
Dalˇs´ı mozˇny´ prˇ´ıstup je urcˇit slovn´ı druhy a urcˇit takove´ kombinace slovn´ıch druh˚u,

















Tabulka 2.5: Bigramy hledane´ ”oke´nkem“ — prˇ´ıklad z testovac´ıch dat
Trigramy Bigramy A Bigramy B
microsoft windows nt microsoft windows windows nt
ochrana zˇivotn´ıho prostrˇed´ı zˇivotn´ı prostrˇed´ı ochrana zˇivotn´ı
hruby´ doma´c´ı produkt doma´c´ı produkt hruby´ doma´c´ı
Tabulka 2.6: Trigramy vs. bigramy
slova — prˇedlozˇka na´sledovana´ spojkou, libovolny´ slovn´ı druh na´sledovany´ prˇedlozˇkou atd.
Pro prˇesneˇ definovany´ proble´m je mozˇne´ pouzˇ´ıt opacˇny´ prˇ´ıstup a vytvorˇit vzorce slovn´ıch
druh˚u. Pokud by bylo c´ılem, trˇeba v anglicke´m textu, z´ıskat fra´zova´ slovesa [13], pak by
se dal vytvorˇit vzorec: Sloveso Prˇedlozˇka Libovolny´ slovn´ı druh, kde po prˇedlozˇce na´sleduje
slovo libovolne´ho slovn´ıho druhu.
Znacˇkova´n´ı slovn´ıch druh˚u lze prova´deˇt r˚uzneˇ slozˇity´mi metodami, za´lezˇ´ı na pozˇadovane´
u´speˇsˇnosti. S dostatecˇneˇ velky´m oznacˇkovany´m korpusem dat je mozˇne´ vytvorˇit si tre´novac´ı
a testovac´ı mnozˇinu. K dat˚um z testovac´ı mnozˇiny pak stacˇ´ı vyhledat stejna´ slova v tre´novac´ı
mnozˇineˇ a prˇiˇradit slovn´ı kategorie. Proble´m nastane, pokud se jedna´ o tre´novac´ı mnozˇineˇ
nezna´me´ slovo.
Mezi dalˇs´ı jednodusˇsˇ´ı postupy patrˇ´ı jizˇ drˇ´ıve zminˇovany´ morfologicky´ analyza´tor.Mor-
fologie (tvaroslov´ı) je veˇda zaby´vaj´ıc´ı se ohy´ba´n´ım a odvozova´n´ım slov pomoc´ı prˇedpon
a prˇ´ıpon. Slova kazˇde´ho jazyka jsou sestavena´ z jednoho cˇi v´ıce morfe´m˚u — nejmensˇ´ı
jazykove´ jednotky s identifikovatelny´m vy´znamem. Touto cestou je mozˇne´ podle konco-
vek jednotlivy´ch slov zhruba urcˇit slovn´ı druhy, naprˇ. barevny´ podle koncovky -ny´ bude
pravdeˇpodobneˇ prˇ´ıdavne´ jme´no.
Urcˇova´n´ım slovn´ıch druh˚u se zaby´valo jizˇ mnoho vy´zkumu˚. Mezi cˇeske´ morfologicke´
analyza´tory patrˇ´ı projekt Masarykovy univerzity — [10], ktery´ je zalozˇen na morfologii
cˇeske´ho jazyka. Na Univerziteˇ Karloveˇ vznikl projekt — PDT [7].
PDT pracuje se slovn´ıkem prˇ´ıslusˇne´ho jazyka. Zvla´sˇtn´ı pozornost tvorbeˇmorfologicke´ho
analyza´toru byla veˇnova´na prˇedpona´m, ktere´ se ve slovansky´ch jazyc´ıch hodneˇ vyskytuj´ı
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Pocˇet vy´skyt˚u Trigram
1890 v soucˇasne´ dobeˇ
1103 v Cˇeske´ republice
709 v roce 1994
694 v roce 1995
556 jedna´ se o
550 na rozd´ıl od
525 ve srovna´n´ı s
177 ochrany zˇivotn´ıho prostrˇed´ı
176 a to v
174 a vy´chodn´ı Evropy
173 Cˇr a Sr
172 v neˇktery´ch prˇ´ıpadech
172 ale i v
172 o v´ıce nezˇ
Tabulka 2.7: Trojice po sobeˇ jdouc´ıch (soused´ıc´ıch) slov
(nej-, ne-), a proto je pouzˇitelny´ obecneˇji pro slovanske´ jazyky.
Znacˇkovacˇem se mysl´ı program, ktery´ doka´zˇe slov˚um prˇiˇradit mluvnicke´ kategorie.
Morfologicky´ analyza´tor doka´zˇe pouze navrhnout kategorie a lemmu. Prˇi zpracova´n´ı
znacˇkovacˇem za pouzˇit´ı slovn´ık˚u mu˚zˇe opeˇt nastat proble´m s nezna´my´mi slovy, ktera´
se daj´ı rˇesˇit teˇmito zp˚usoby:
• prˇiˇradit nejcˇasteˇjˇs´ı slovn´ı druh z tre´novac´ı mnozˇiny
• vytvorˇit bigramy/trigramy, ktere´ rozhodnou na za´kladeˇ pravdeˇpodobnost´ı po sobeˇ
jdouc´ıch slov, o jaky´ slovn´ı druh se bude jednat
• ”uhodnout“ slovn´ı druh z koncovky na za´kladeˇ morfologicke´ analy´zy
Nezna´ma´ slova podle statistiky by´vaj´ı prˇedevsˇ´ım:
• vlastn´ı jme´na
• prˇ´ıdavna´ jme´na
• ostatn´ı — zkratky, znacˇky aj.
Nejveˇtsˇ´ı cˇa´st nezna´my´ch slov tvorˇ´ı vlastn´ı jme´na. Cˇa´stecˇneˇ se proble´m jejich urcˇen´ı da´
vyrˇesˇit pouzˇit´ım slovn´ıku jmen, ale sta´le z˚usta´va´ velka´ cˇa´st vlastn´ıch jmen jako jsou na´zvy,
naprˇ. spolecˇnost´ı nebo vy´robk˚u. Druhou kategorii nezna´my´ch slov tvorˇ´ı prˇedevsˇ´ım ciz´ı slova
ve formeˇ prˇ´ıdavny´ch jmen, naprˇ. aglutinacˇn´ı. Takova´ slova se daj´ı asponˇ cˇa´stecˇneˇ urcˇit
podle koncovky, cˇ´ımzˇ se kategorie nezna´my´ch slov opeˇt zuzˇuje. Zby´vaj´ıc´ı cˇa´st je zlomkem
oproti dveˇma prvn´ım kategori´ım. Do te´to kategorie spadaj´ı zkratky, ktere´ mohou by´t cˇasto
pouzˇ´ıvane´ v dane´m oboru, z ktere´ho text cˇerpa´, ale v beˇzˇne´m slovn´ıku se v˚ubec nemus´ı





kandida´t˚u na rejstrˇ´ıkova´ hesla
Rejstrˇ´ıky obsahuj´ı prˇedevsˇ´ım jednoslovne´ a dvouslovne´ vy´razy. Zjednodusˇeneˇ lze rˇ´ıct, zˇe
problematika vyhleda´va´n´ı vy´raz˚u v rejstrˇ´ıku je problematikou hleda´n´ı kl´ıcˇovy´ch
slov — unigramu˚ a kolokac´ı (bigramu˚, trigramu˚).
3.1 Jednoslovne´ vy´razy
Jednoslovne´ vy´razy, jinak nazy´vane´ unigramy podle mnozˇstv´ı slov ve vy´razu, jsou v textu
hleda´ny na za´kladeˇ frekvence vy´skytu. Proble´m nastane u prˇ´ıliˇs kra´tky´ch text˚u nebo trˇeba
manua´l˚u1, kde je zmı´neˇno kl´ıcˇove´ slovo pouze v nadpisu.
Pro takove´ prˇ´ıpady je mozˇne´ hledane´ unigramy v´ıce ohodnotit, to plat´ı naprˇ. pro nad-
pisy nebo slova vysa´zene´ tucˇneˇ (pokud bude zpracova´vany´ text takto oznacˇen). Hodnota
sko´re se zvy´sˇ´ı pomeˇrneˇ k obodova´n´ı ostatn´ıch vyhledany´ch vy´raz˚u. Da´ se ocˇeka´va´vat, zˇe
nadpisy budou stejneˇ jako text obsahovat spoustu pomocny´ch slov a nadpisy jako u´vod
nebudou vhodny´mi kandida´ty rejstrˇ´ıku. Proto se seznam unigramu˚ vyfiltruje stop-listem
cˇasto uzˇ´ıvany´ch slov nebo se pouzˇij´ı modely popsane´ v podkapitole 3.2
3.2 Vı´ceslovne´ vy´razy
Pro zu´zˇen´ı mnozˇstv´ı vyhledany´ch n-gramu˚ z jednoho korpusu lze pouzˇ´ıt filtraci backgroun-
dovy´m modelem, ktery´ mu˚zˇe by´t: korpusovy´ — obecny´ anebo dome´novy — specializo-
vany´. Korpusovy´ background model — se vytva´rˇ´ı z dostatecˇneˇ velke´ho obecne´ho korpusu
(milio´ny slov). Pokud se v obecne´m korpusu neˇktere´ slovo vyskytuje jen vy´jimecˇneˇ a ve
zkoumane´m textu mnohokra´t, pak zrˇejmeˇ p˚ujde o text zaby´vaj´ıc´ı se problematikou vzta-
huj´ıc´ı se k tomuto slovu a takove´ slovo je vhodny´m kandida´tem na rejstrˇ´ıkove´ heslo.
Backgroundovy´ model vycha´z´ı ze znalosti Zipfovy´ch za´kon˚u [14]. Plat´ı rovnice f.r = k,
ktera´ se da´ vylozˇit na seznamu nejcˇasteˇji se vyskytuj´ıc´ıch slov v textu takto: f — 50-te´
nejcˇasteˇjˇs´ı slovo vyskytuj´ıc´ı se v textu bude zastoupeno r — ∼ 3-kra´t cˇasteˇji nezˇ
k — 150-te´ nejcˇasteˇjˇs´ı slovo. Takove´ rozlozˇen´ı neodpov´ıda´ norma´ln´ımu Gaussovu rozlozˇen´ı,
ale hyperbolicke´mu Paretovu rozdeˇlen´ı. Podle nich lze urcˇit:
1Manua´l — na´vod k pouzˇit´ı kde se mohou v textu vyskytovat kl´ıcˇova´ slova (vhodn´ı kandida´ti do rejstrˇ´ıku)












kde N je pocˇet element˚u, k je jejich hodnost a s je exponent, ktery´ popisuje rozlozˇen´ı.
Vzorec lze cha´pat jako zlomek, ktery´ popisuje cˇetnost vy´skytu k-te´ho nejcˇasteˇjˇs´ıho slova.
Normalizovane´ rozlozˇen´ı lze zapsat jako:
N∑
n=1
f(k, s,N) = 1
Korpusovy´ model je tedy vytva´rˇen ze seznamu vsˇech slov neza´visle´ho korpusu zba-
vene´ho pomocny´ch slov, ktery´ se podle cˇetnosti (porˇad´ı) porovna´ se slovy zpracova´vane´ho
textu jako je tomu v tabulce 3.1. V prvn´ım sloupci jsou uvedene´ dvojice obecne´ho kor-
pusu serˇazene´ podle cˇetnosti, v druhe´m sloupci jsou dvojice zpracova´vane´ho textu take´
rˇazene´ podle cˇetnosti. Slova, ktera´ se nale´zaj´ı na konci seznamu obecne´ho korpusu, jsou
mnohem cˇasteˇjˇs´ı ve zpracova´vane´m textu. Vy´jimku tvorˇ´ı slova jako tucˇnice obecna´, ktera´ je
v obecne´m korpusu i ve zpracova´vane´m textu nalezena zrˇ´ıdka, a proto bude vhodne´ posu-
nout tohoto kandida´ta na rejstrˇ´ıkovy´ vy´raz v seznamu v´ıce doprˇedu. V prˇ´ıpadeˇ popsane´m






plastove´ na´doby tucˇnice obecna´
masozˇrave´ rostliny plastove´ na´doby
tucˇnice obecna´ meˇkka´ voda
...
...
Tabulka 3.1: Korpusovy´ (backgroundovy´) model
tabulkou by slova jako masozˇrave´ rostliny nebo tucˇnice obecna´ byly korpusovy´m modelem
vyhodnoceny jako kl´ıcˇova´ slova vhodna´ ke vlozˇen´ı do rejstrˇ´ıku.
Dome´novy´ model je zalozˇen na oblasti, kterou se dokument (korpus) zaob´ıra´.
Naprˇ. pokud p˚ujde o knihu biologie — masozˇrave´ rostliny, pak tento bigram nen´ı vhodny´m
kandida´tem rejstrˇ´ıkove´ho vy´razu, zato kolokacemi budou jednotlive´ druhy naprˇ. tucˇnice
obecna´ nebo subtropicke´ rosnatky. Podle dome´ny se pak vyberou slova, ktera´ budou prˇi
vyb´ıra´n´ı kolokac´ı ignorova´na.
Pro dome´novy´ model je trˇeba z´ıskat seznam slov a slovn´ıch spojen´ı serˇazeny´ch podle
cˇetnost´ı platny´ch pro danou dome´nu. Takovy´ seznam se da´ vytvorˇit rucˇneˇ prˇi male´m objemu
dat. Prˇi veˇtsˇ´ım mnozˇstv´ı slov by to bylo nepohodlne´, naprˇ. vsˇe co se ty´ka´ pra´va Evropske´
unie — pra´va, paragrafy, narˇ´ızen´ı cˇ. 1680, evropske´ fondy, evropska´ u´stava. Tento model byl
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pouzˇit syste´mem Computer-aided Document Indexing System [6], kde pouzˇili pro rozdeˇlen´ı
slov do dome´n tezaurus2. Po aplikaci modelu tato slova vypadnou a z˚ustanou pouze pojmy,
ktery´mi se tyto za´kony zaby´vaj´ı.
3.3 Existuj´ıc´ı syste´my pro generova´n´ı rejstrˇ´ık˚u
Komercˇn´ı software
Pravdeˇpodobneˇ nejzna´meˇjˇs´ı textovy´ editor MS Word rˇesˇ´ı tvorbu rejstrˇ´ık˚u tak, zˇe si
uzˇivatel mus´ı oznacˇit kl´ıcˇova´ slova v textu, cozˇ je pro cˇesˇtinu znacˇny´ proble´m. Jak bylo
rˇecˇeno v u´vodu, kv˚uli koncovka´m je tvorba rejstrˇ´ık˚u pro cˇesky´ jazyk t´ımto zp˚usobem dost
na´rocˇna´. Kazˇde´ slovo by muselo by´t oznacˇeno ve vsˇech tvarech a v rejstrˇ´ıku by se vsˇechny
tyto tvary objevily. Podobny´ postup vyuzˇ´ıva´ i kancela´rˇsky´ bal´ık OpenOffice. Tyto pro-
gramy nenab´ızej´ı mozˇnost jednotlive´ tvary ”sjednotit“ podle lemmy.
Pro firmy, ktere´ se zaby´vaj´ı tvorbou rejstrˇ´ık˚u na profesiona´ln´ı u´rovni, jako jsou nakla-
datelstv´ı specializovana´ na literaturu faktu, vznikly programy nab´ızej´ıc´ı asistovanou tvorbu
rejstrˇ´ık˚u. Naprˇ. software Sonar Bookends InDex Pro nab´ız´ı vy´razy vhodne´ pro rejstrˇ´ıky
na za´kladeˇ vy´beˇru vlastn´ıch jmen z textu, nejcˇasteˇjˇs´ıch vy´raz˚u, fra´z´ı apod. Proble´m asis-
tovane´ tvorby rejstrˇ´ık˚u spocˇ´ıva´ v prˇ´ıliˇs velke´m mnozˇstv´ı vy´raz˚u, ktere´ program nab´ız´ı.
Uzˇivatel si mus´ı vymezit hranice pro optima´ln´ı mnozˇstv´ı vy´raz˚u, ktere´ chce pouzˇ´ıt pouze
na za´kladeˇ zkusˇenost´ı s tvorbou index˚u.
Univerzitn´ı studie
Na Kolumbijske´ univerziteˇ v USA se zameˇrˇili na generova´n´ı rejstrˇ´ık˚u k internetovy´m
cˇla´nk˚um. Potrˇebovali vyrˇesˇit proble´my se vznikem sta´le novy´ch cˇla´nk˚u, ktere´ nemeˇli cˇas
”rucˇneˇ“ indexovat, a bez rejstrˇ´ık˚u bylo vyhleda´va´n´ı v takove´m mnozˇstv´ı text˚u velmi obt´ızˇne´.
Sve´ vyhleda´va´n´ı postavili na dokumentove´ cˇetnosti v´ıceslovny´ch vy´raz˚u tj. nepouzˇ´ıvali kor-
pusovy´ model.
Automaticke´ hleda´n´ı kl´ıcˇovy´ch slov generovalo velke´ mnozˇstv´ı nevyhovuj´ıc´ıch slovn´ıch
spojen´ı, ktere´ se rozhodli eliminovat projektem LinkIT [11]. Postupovali tak, zˇe na´hodneˇ
vybrali 0,025% termu˚ z korpusu o velikosti 250MB a vyhodnotili tyto termy na za´kladeˇ
soudrzˇnosti3. Tato prˇ´ıpravna´ studie uka´zala, zˇe 90% na´hodneˇ vybrany´ch termu˚ je dobry´m
kandida´tem na kl´ıcˇove´ slovo a tedy u´speˇsˇny´ syste´m potrˇebuje vyhodnocova´n´ı s maxima´lneˇ
10% nepouzˇitelne´ho vy´stupu. Tato mı´ra byla vyhodnocena jako postacˇuj´ıc´ı, protozˇe se
prˇedpokla´da´, zˇe uzˇivatele´, kterˇ´ı s texty budou pracovat, doka´zˇ´ı poznat a ignorovat vy´razy,
ktere´ nejsou kl´ıcˇove´ a v rejstrˇ´ıku jsou jen proto, zˇe maj´ı vysokou hodnotu dokumentove´
cˇetnosti. Strojove´ zpracova´n´ı nacha´z´ı v´ıce termu˚ nezˇ cˇloveˇk, protozˇe je me´neˇ ”vyb´ırave´“.
Samotny´ projekt funguje tak, zˇe se nejdrˇ´ıv oznacˇkuj´ı slova slovn´ımi druhy. Vytvorˇ´ı se
termy4 typu NP noun phrase — jmenna´ fra´ze zalozˇene´ na rˇ´ıd´ıc´ım podstatne´m jme´neˇ,
protozˇe veˇtsˇina kl´ıcˇovy´ch slov ho obsahuje. V takove´m termu ma´ jedno slovo rˇ´ıd´ıc´ı postaven´ı
naprˇ. ka´vovy´ filtr, olejovy´ filtr, uhl´ıkovy´ filtr – vedouc´ı slovo je zde filtr. Slozˇiteˇjˇs´ı je to
s termy, ktere´ maj´ı v´ıce vedouc´ıch slov jako druh rakoviny - zp˚usobeny´ azbestem — tam
jsou vedouc´ı slova rakovina a azbest. Po vyhleda´n´ı termu˚ se vytvorˇ´ı databa´ze pojmu˚, kde
se k rˇ´ıd´ıc´ım slov˚um ukla´daj´ı zbytky termu˚. Takto ulozˇene´ termy se vyhodnot´ı a oznacˇkuj´ı
na za´kladeˇ frekvence. Za´kladn´ı pojmy si nadefinovali takto:
2Tezaurus — nab´ız´ı synonyma, tezaurus pouzˇity´ zminˇovany´m projektem meˇl slova rozdeˇlene´ do kate-
gori´ı — dome´n, podle toho do jake´ oblasti slovo spada´, naprˇ. mle´ko — potravina.
3Soudrzˇnost termu˚ — spolecˇny´ vy´skyt slov teˇsneˇ vedle sebe, jak cˇasto se vyskytovaly v tzv. kolokac´ıch
s d´ırami atd.
4Term je slovo nebo skupina slov, ktera´ se pouzˇ´ıva´ v specificke´m kontextu
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• kl´ıcˇova´ slova jsou identifikova´na cˇetnost´ı slov v dokumentu.
• technicke´ termı´ny jsou NP nebo cˇa´sti NP opakovane´ v´ıc nezˇ dvakra´t v dokumentu.
• rˇ´ıd´ıc´ı NP jsou identifikova´ny metodou, ve ktere´ jsou termy serˇazeny podle vedouc´ıho
slova. Termy jsou ozna´mkova´ny a da´l serˇazeny podle vzestupneˇ podle cˇetnosti.
Touto metodou z´ıskali pouze 6,5% nepouzˇitelny´ch vy´raz˚u, proto je tento zp˚usob zpracova´n´ı
prakticky vyuzˇitelny´ pro jejich typ hleda´n´ı kl´ıcˇovy´ch vy´raz˚u v textu.
Veˇtsˇina syste´mu˚ generuj´ıc´ıch rejstrˇ´ıky je pouze pocˇ´ıtacˇem podporovana´ jako projekt
Computer-aided Document Indexing System [6] univerzity v Za´hrˇebu. Stejneˇ jako
cˇesˇtina ma´ i chorvatsˇtina r˚uzne´ morfologicke´ tvary prˇedevsˇ´ım u podstatny´ch a prˇ´ıdavny´ch
jmen. Problematika r˚uzny´ch tvar˚u je vyrˇesˇena generova´n´ım dvou nab´ıdek. Jedna pro
vsˇechny tvary slova s uvedeny´m pocˇtem jejich vy´skyt˚u a druha´ zobrazuje pouze lemmata
a jejich mnozˇstv´ı. Program vyhleda´va´ i n-gramy a to o dvou azˇ cˇtyrˇech slovech. Jako vstupn´ı
forma´t je pouzˇit jazyk XML, na ktere´m zakla´daj´ı vyhleda´va´n´ı slov a jejich ukla´da´n´ı do
seznamu. Hleda´n´ı kl´ıcˇovy´ch slov je zalozˇeno na tezauru podle ktere´ho se urcˇuj´ı kl´ıcˇova´
slova. Dalˇs´ı rˇazen´ı se rˇ´ıd´ı frekvenc´ı vy´raz˚u v dokumentu. Pro projekt byl pouzˇit tezaurus
EUROVOC, ktery´ je v´ıcejazycˇny´ a zahrnuje 6000 trˇ´ıd rozdeˇleny´ch do 21 oblast´ı — po-
litika, veˇda, finance aj. serˇazeny´ch hierarchicky do osmi trˇ´ıd. Byl navrzˇen pro Evropske´
spolecˇenstv´ı, takzˇe program doka´zˇe indexovat pouze te´mata bl´ızka´ problematice tezauru.
Kromeˇ za´vislosti indexova´n´ı te´matu mu˚zˇe by´t proble´mem pomale´ vyhleda´va´n´ı (cˇasova´
slozˇitost mu˚zˇe by´t azˇ exponencia´ln´ı).
Univerzita v Severn´ım Texasu v USA se rozhodla vytvorˇit vlastn´ı testovac´ı sadu au-
tomaticke´ho generova´n´ı rejstrˇ´ık˚u a to na za´kladeˇ zlate´ho standardu [3], ktery´ za´vis´ı na
parametrech jako jsou de´lka rejstrˇ´ıku, de´lka vstupn´ıch polozˇek, rozsah pokryty´ch te´mat.
Vı´ceslovne´ vy´razy si rozdeˇlili na:
• n-gramy — vsˇechny generovane´ n-gramy z dokumentu obvykle pokryj´ı n-gramy
v rejstrˇ´ıku.
• NP — vy´razy ukla´dane´ podle rˇ´ıd´ıc´ıch slov
• syntakticke´ vy´razy — fra´ze zalozˇene´ na znalostech lingvistiky.
Hleda´n´ı kl´ıcˇovy´ch vy´raz˚u zalozˇili na neˇkolika metoda´ch a zkousˇeli, jak a zda-li v˚ubec se
vyhleda´va´n´ı vy´raz˚u zlepsˇ´ı. Testovali cˇetnost, de´lku vy´raz˚u v rejstrˇ´ıku a gramaticke´ vzorce.
Materia´ly nasb´ırali na stra´nce projektu Gutenberg5. Hlavn´ım proble´mem, ostatneˇ jako vzˇdy
prˇi zpracova´n´ı rejstrˇ´ık˚u, jsou nedostatecˇna´ vstupn´ı data. Jen mala´ cˇa´st knih byla vlozˇena
s rejstrˇ´ıkem anebo rejstrˇ´ık v˚ubec neobsahovaly.
Rejstrˇ´ık vytva´rˇeli v r˚uzneˇ jemny´ch struktura´ch, protozˇe testovali i to, jak jemna´ struk-
tura p˚ujde vytvorˇit. Vkla´dali nejdrˇ´ıv rˇ´ıd´ıc´ı slovo vy´razu a zbytek vy´razu vlozˇili podle gra-
maticky´ch pravidel. Utvorˇili si skupiny slov, na ktera´ aplikovaly pravidla naprˇ. vy´razy
s prˇedlozˇkou, prˇedlozˇka na´sleduje po slovese naprˇ. takto: Acetate, of Ammonium Solution.
Zlaty´ standard vytva´rˇeli pro r˚uzneˇ podrobne´ rejstrˇ´ıky. Pro kazˇdy´ text vytvorˇili dva
rejstrˇ´ıky a to: jednoduchy´ index zalozˇeny´ na rˇ´ıd´ıc´ım sloveˇ a dlouhy´ rejstrˇ´ık zalozˇeny´ na plneˇ
rekonstruovany´ch polozˇka´ch rejstrˇ´ıku s r˚uznou u´rovn´ı granularity6. Vytvorˇen´ı neˇktery´ch
termı´n˚u rejstrˇ´ık˚u mu˚zˇe by´t dost slozˇite´, a proto pro nejjemneˇji strukturovany´ rejstrˇ´ık bylo
5http://www.gutenberg.com — je zde mozˇne´ zdarma sta´hnout knihy v r˚uzny´ch jazyc´ıch.
6Granularita — v´ıceu´rovnˇova´ nebo-li jemna´ struktura rejstrˇ´ıku.
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pouzˇito vyhleda´va´n´ı gramaticky´ch vy´raz˚u prˇes web — AltaVista [12], na ktere´m oveˇrˇili, zda
vy´raz existuje. Webem oveˇrˇene´ vy´razy ponechali v seznamu, zbytek zahodily a u´speˇsˇnost
hleda´n´ı vzrostla z 30,34% na 54,78%. Du˚lezˇity´m parametrem vyhodnocen´ı je de´lka textu
vzhledem k de´lce rejstrˇ´ıku. Pro vyhodnocen´ı vzali pomeˇr pocˇtu slovn´ıch jednotek v doku-
mentu, vzhledem k polozˇka´m v rejstrˇ´ıku. Jednoduchy´ rejstrˇ´ık obsahuje asi 0,44% slovn´ıch
jednotek, ktere´ odpov´ıdaj´ı zhruba jedne´ fra´z´ı v rejstrˇ´ıku pro kazˇdy´ch 227 slov v textu.
Jemne´ rejstrˇ´ıky maj´ı pomeˇr 0,7%, cozˇ odpov´ıda´ fra´zi na kazˇdy´ch 140 slov.
Dalˇs´ı pra´ci podobnou automaticke´mu generova´n´ı rejstrˇ´ık˚u je organizova´n´ı a linkova´n´ı
sprˇ´ızneˇny´ch webovy´ch stra´nek [9]. Na´stroj je zalozˇen na nove´m typu hypertextu:
HC — hypertextova´ konkordance je hypertextovy´ rejstrˇ´ık, ktery´ rˇad´ı pojmy podle kon-
textu stejneˇ jako konkordance. Konkordance slouzˇily k rychle´mu vyhleda´va´n´ı podobny´ch
a souvisej´ıc´ıch pasa´zˇ´ı v rozsa´hle´m textu. HC je charakterizova´na teˇmito vlastnostmi:
• termı´ny k indexova´n´ı jsou vybra´ny terminologicky´m extrakcˇn´ım algoritmem.
• vy´skyty indexovany´ch termı´n˚u v dokumentu jsou prova´za´ny odkazem do rejstrˇ´ıku
• termı´ny jsou uva´deˇny ve stylu konkordance
• kazˇdy´ termı´n v indexu je prova´za´n se svy´m dokumentem
Program by meˇl by´t schopen indexovat i dokumenty, ktere´ nebyly napsa´ny ve znacˇkovac´ım







Metoda porovna´va´ relativn´ı frekvence termı´nu v dokumentu coll1 s relativn´ı frekvenc´ı
termı´nu v referencˇn´ı kolekci coll2 7.
Vy´hodou te´to metody jsou:
• jednoduchost algoritmu, ktery´ prova´d´ı srovna´n´ı s obecny´m korpusem a t´ım vyhodno-
cuje, ktere´ termı´ny jsou zaj´ımave´
• algoritmus se da´ aplikovat i na kra´tke´ texty
Syste´m funguje tak, zˇe uzˇivatel zada´ webove´ stra´nky, ktere´ chce indexovat. Pro stra´nky
se vyhledaj´ı termı´ny vzhledem k obecne´mu korpusu a vyberou se vsˇechny unigramy a bi-
gramy s vyj´ımkou teˇch, ktere´ jsou ve stop-listu. Nejle´pe ohodnocene´ termı´ny jsou inde-
xova´ny. Mnozˇstv´ı termı´n˚u odpov´ıda´ de´lce dokumentu a pravdeˇpodobnostn´ımu ohodno-
cen´ı. Konkre´tn´ı u´speˇsˇnost nen´ı zmı´neˇna, pouze uva´deˇj´ı, zˇe syste´m mu˚zˇe dosahovat horsˇ´ıch
vy´sledk˚u nezˇ beˇzˇne´ zpracova´n´ı, ale urychluje to pra´ci, takzˇe se neprˇesnosti vyplat´ı.





Nejjednodusˇsˇ´ı metoda jak z´ıskat slovn´ı spojen´ı z textu je vytvorˇit vsˇechny mozˇne´ dvojice
soused´ıc´ıch slov. Tato kapitola uva´d´ı dalˇs´ı mozˇnosti, jaky´mi lze z´ıskat bigramy, i kdyzˇ spolu
jednotliva´ slova bigramu prˇ´ımo nesoused´ı, take´ se zaby´va´ cˇasto pouzˇ´ıvany´mi statisticky´mi
metodami pro z´ıska´n´ı relevantn´ıch slovn´ıch spojen´ı.
4.1 Smeˇrodatna´ odchylka
Kolokace se dobrˇe hledaj´ı na za´kladeˇ cˇetnosti v textu. V prˇ´ıpadeˇ kolokac´ı s d´ırami to nemus´ı
stacˇit. Pro takove´ prˇ´ıpady lze zjistit zda se jedna´ o kolokaci ze smeˇrodatne´ odchylky. Pro
”volny´ vstup“ podkapitoly 2.2 je smeˇrodatna´ odchylka spocˇtena takto:









(2 + 1 + 2) =
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kde n je kolikra´t se slova vyskytla spolecˇneˇ, di je vzda´lenost vza´jemne´ho vy´skytu vzhledem







)2 + (1− 5
3
)2 + (2− 5
3
)2) ≈ 0.57
Pokud je hodnota smeˇrodatne´ odchylky bl´ızka´ nule jako v tomto prˇ´ıpadeˇ, tak se pravdeˇpodobneˇ
jedna´ o kolokaci. V prˇ´ıpadeˇ, zˇe by smeˇrodatna´ odchylka byla rovna nule, pak by se slova
kolokace vyskytovala pouze spolu (vedle sebe).
I prˇes vysokou cˇetnost a n´ızkou standardn´ı odchylku se slova spolu mohou vyskytovat
pouze na´hodou. Aby se mozˇnost na´hody zcela vyloucˇila, prova´d´ı se testova´n´ı nulovou hy-
pote´zou. Nejprve se nadefinuje proble´m jako nulova´ hypote´za H0 a k n´ı se ustanov´ı inverzn´ı
hypote´za H1.
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• H0 — slova v bigramu se vyskytuj´ı spolecˇneˇ pouhou na´hodou
• H1 — slova v bigramu jsou kolokac´ı
Pro slova vyskytuj´ıc´ı se spolu na´hodneˇ plat´ı:
P (s1s2) = P (s1)P (s2)
kde s je slovo a p celkova´ pravdeˇpodobnost, ktera´ je da´na pravdeˇpodobnostmi vy´skytu
jednotlivy´ch slov v textu. Pokud je pravdeˇpodobnost jevu H0 velmi mala´, tj. kdyzˇ se
pravdeˇpodobnost p pohybuje v intervalu 0 – 0,0005, je mozˇne´ hypote´zu zavrhnout a t´ım
potvrdit H1.
4.2 T - test





kde x¯ je strˇedn´ı hodnota vzorku, s2 je odchylka vzorku, N je velikost vzorku a µ je strˇedn´ı
hodnota cele´ mnozˇiny, ze ktere´ se vzorek vyb´ıra´. Jestlizˇe je t dost velke´, pak mu˚zˇeme nu-
lovou hypote´zu zavrhnout. K hodnota´m t se vyhledaj´ı stupneˇ vy´znamnosti v statisticky´ch
tabulka´ch. Jestlizˇe t je veˇtsˇ´ı nezˇ vyhledany´ stupenˇ, pak mu˚zˇeme nulovou hypote´zu zavrh-
nout s pravdeˇpodobnost´ı za´vislou na rozd´ılu t a stupneˇ vy´znamnosti. Pro vy´pocˇet t - testu
kolokace je trˇeba nejdrˇ´ıv urcˇit pr˚umeˇr a odchylku ze vzorku. Jako vzorek se vezme sek-
vence N bigramu˚ a jednotlive´ cˇa´sti se oznacˇkuj´ı 1 nebo 0 podle toho zda se jedna´ o cˇa´st







Jak uzˇ v´ıme nulova´ hypote´za pro tento prˇ´ıpad je, zˇe slova jsou neza´visla´.
H0 : P (tucˇnice obecna´) = P (tucˇnice)P (obecna´)






Pokud je nulova´ hypote´za pravdiva´, pak bigram nova´ rosnatka v na´hodneˇ generovany´ch
bigramech dostane prˇiˇrazenou 1 a ostatn´ı bigramy 0 s pravdeˇpodobnost´ı p = 3, 615.10−7.
Pr˚umeˇr pro toto rozlozˇen´ı je µ a odchylka je σ2 = p(1 − p) ≈ p cozˇ je zhruba p. Vycˇ´ıslen´ı
σ2 vrac´ı pro veˇtsˇinu bigramu˚ male´ hodnoty p. Vypada´ to, zˇe bigram tucˇnice obecna´ se ve
vzorku vyskytl 8 - kra´t vzhledem k celkove´mu mnozˇstv´ı bigramu˚. Pak tedy pr˚umeˇr:
x¯ = 8*ostatn´ı bigramy ≈ 5.591.10−7











Hodnota t je mensˇ´ı nezˇ uda´vany´ kriticky´ stupenˇ pro α = 0.005, takzˇe nulovou hypote´zu
nelze zavrhnout a bigram je hledanou kolokac´ı, cozˇ je spra´vneˇ. T-test ovsˇem nerˇesˇ´ı proble´m
bigramu˚ jako jsou v roce apod. Vyhodnocuje je jako kolokace, a proto je sta´le zapotrˇeb´ı
stop-list. Tato statistika se v prˇirozene´m zpracova´n´ı rˇecˇi da´ pouzˇ´ıt i pro jine´ proble´my jako
naprˇ. jaky´m zp˚usobem urcˇit, zda je bigram relevantn´ım slovn´ım spojen´ım.
4.3 Mı´ra vza´jemne´ informace
Velmi cˇasto se k vyja´drˇen´ı vztahu mezi dveˇma promeˇnny´mi x′ a y′ pouzˇ´ıva´ mı´ra informace.
Pro zpracova´n´ı vy´skytu slov v kolokaci lze pouzˇ´ıt vyja´drˇen´ı:









Obvykle by´va´ mı´ra vza´jemne´ informace vyja´drˇen´ım vztahu mezi na´hodny´mi promeˇnny´mi
a ne vazbou mezi jejich hodnotami. Pro prˇ´ıpady kolokace mı´ra mezi hodnotami uda´va´, o ko-
lik se zvy´sˇ´ı hodnota pravdeˇpodobnosti, zˇe se na pozici i± 1 bude vyskytovat promeˇnna´ y′,
kdyzˇ pozice promeˇnne´ x′ je i. Pokud je bigram kolokac´ı docha´z´ı k extre´mn´ımu prˇ´ıpadu,
plat´ı:









Takzˇe cˇ´ım je cˇetnost kolokace nizˇsˇ´ı, t´ım vysˇsˇ´ı hodnotu bude mı´t mı´ra vza´jemne´ informace,
tj. vy´razy s malou cˇetnost´ı jsou preferova´ny prˇed cˇetny´mi. Z toho plyne, zˇe to nen´ı prˇ´ıliˇs
dobry´ popis jevu, protozˇe cˇetna´ kolokace bude me´neˇ ohodnocena nezˇ neobvykla´ kolokace.
Je to prˇesny´ opak toho, jak je trˇeba mı´t jev ohodnocen. Pro opacˇnou mezn´ı situaci, kdy
jsou slova naprosto neza´visla´ plat´ı:






= log21 = 0
Mı´ra vza´jemne´ informace je vhodna´ sp´ıˇse pro vyloucˇen´ı kolokac´ı. Pro mı´ru vza´jemne´ in-
formace lze pouzˇ´ıt u´pravy, ktere´ vedou k charakteristicˇteˇjˇs´ım popisu jevu. Pro vysˇsˇ´ı va´hy
cˇetneˇjˇs´ıch kolokac´ı stacˇ´ı zave´st mocniny cˇetnosti n azˇ do stupneˇ deset. Na korpusech se
experimenta´lneˇ oveˇrˇ´ı, ktera´ mocnina je pro korpus nejle´pe pouzˇitelna´.






kde C je kubicka´ mı´ra a n rˇa´d mocniny. Po takove´ u´praveˇ lze mluvit o mı´ˇre vza´jemne´
informace vysˇsˇ´ıch rˇa´d˚u.
4.4 Pearson˚uv X2 test
Dalˇs´ı mozˇnou metodou hleda´n´ı relevantn´ıch slovn´ıch spojen´ı je X2 test. Je vhodneˇjˇs´ı nezˇ
t-test, protozˇe ten se zakla´da´ na norma´ln´ım pravdeˇpodobnostn´ım rozlozˇen´ı, cozˇ neod-
pov´ıda´ tak zcela povaze textovy´ch korpus˚u. Tento test za´vislost´ı slov v bigramech se ne-
zakla´da´ na norma´ln´ım rozlozˇen´ı. Zjednodusˇeneˇ rˇecˇeno je pro X2 test vytvorˇena tabulka 4.1.
Za´klad testu spocˇ´ıva´ v porovna´n´ı frekvenc´ı bigramu˚ v tabulka´ch s frekvenc´ı ocˇeka´vanou pro
neza´visla´ slova bigramu. Pokud je rozd´ıl mezi teˇmito frekvencemi prˇ´ıliˇs velky´, pak je mozˇne´
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zavrhnout nulovou hypote´zu. X2 je asymptoticky rozlozˇena´ χ2, takzˇe cˇ´ım veˇtsˇ´ı cˇ´ısla, t´ım






kde i uda´va´ pocˇet rˇa´dk˚u tabulky, j je pocˇet sloupc˚u, Oij je pra´veˇ zkoumana´ bunˇka tabulky
a Eij je ocˇeka´vana´ hodnota. Procˇ na´m toto rozlozˇen´ı vyhovuje? Ocˇeka´vana´ hodnota Eij je
s1 = novy´ s1 6= novy´
s2 = typ 114 101
novy´ typ tento typ
s2 6= typ 1011 249
novy´ syste´m tento syste´m
Tabulka 4.1: Vy´skyty kolokac´ı pro X2 test






kde N je pocˇtem vsˇech bigramu˚ a ostatn´ı hodnoty jsou doplneˇny z tabulky 4.1. Ocˇeka´vana´
hodnota prvn´ı bunˇky je urcˇena okrajovou pravdeˇpodobnost´ı novy´ a druhou cˇa´st´ı bigramu
typ. Tato hodnota bude platit pro cˇisteˇ na´hodny´ vy´skyt teˇchto dvou slov v bigramu spolecˇneˇ.
Hodnota χ2 se z´ıska´ takto:
χ2 =
N(O11O22 −O12O21)2
(O11 +O12)(O11 +O21)(O12 +O22)(O21 +O22)
≈ 12.3
kde N je mnozˇstv´ı vsˇech bigramu˚, Oij jsou pocˇty vy´raz˚u pro kombinaci slov z tabulky 4.1.
Hodnota potvrzuje, zˇe se slova v bigramu nacha´zej´ı spolu cˇisteˇ na´hodneˇ, nebot’ vy´sledek je
vy´razneˇ nad stupneˇm vy´znamnosti pro α = 0.005. Vy´sledek je stejny´ jako u t - testu, jejich
vy´sledky se o mnoho neliˇs´ı. Du˚vodem procˇ se v´ıce pouzˇ´ıva´ X2 test je to, zˇe X2 lze uplatnit
i tam, kde je operova´no s vysoky´mi mı´rami pravdeˇpodobnosti, kde by beˇzˇny´ t-test selhal1.
4.5 Pravdeˇpodobnostn´ı pod´ıly
Pravdeˇpodobnostn´ı pod´ıl umozˇnˇuje zjistit sna´z nezˇ X2 zda se jedna´ o kolokaci, protozˇe
jej´ı vy´stup je v usporˇa´dane´m porˇad´ı a nen´ı nutne´ hledat v statisticky´ch tabulka´ch mezn´ı
hodnoty, o ktere´ budou data orˇ´ıznuta. Ze dvou navrzˇeny´ch hypote´z je hned zjevne´, ktera´
je pravdeˇpodobneˇjˇs´ı. Hypote´zy pro rozpty´lena´ data bigramu s1s2:
• H1 : P (s2|s1) = p = P (s2|¬s1)
• H2 : P (s2|s1) = p1 6= p2 = P (s2|¬s1)
1X2 test se pouzˇ´ıva´ naprˇ. pro prˇeklady z ciz´ıch jazyk˚u na za´kladeˇ stejne´ frekvence vy´skytu slov v kor-
pusech.
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N − c1 =
22− 10
2450− 22
kde se pouzˇ´ıvaj´ı maxima´ln´ı hodnoty pravdeˇpodobnost´ı p, p1, p2 a pro slova v korpusu s1
a s2 a jejich bigram s1s2 se zapisuj´ı hodnoty c1 ma´ 20 vy´skyt˚u, c2 jich ma´ 22, c12 jich ma´
10. Vyhodnocuj´ı se binomicky´m rozlozˇen´ım:











b(c12, c1, p)b(c2 − c12, N − c1, p)
b(c12, c1, p1)b(c2 − c12, N − c1, p2)
logλ = logL(c12, c1, p)+logL(c2−c12, N−c1, p)−logL(c12, c1, p1)−logL(c2−c12, N−c1, p2)
kde L(k, n, x) = xk(1−x)n−k. S´ıla pod´ılovy´ch pravdeˇpodobnost´ı spocˇ´ıva´ v snadno cˇitelne´m
vy´sledku a prˇesneˇjˇs´ım zpracova´n´ı rˇ´ıdky´ch (rozpty´leny´ch) dat.
4.6 Metody zalozˇene´ na gramatice
Kromeˇ vy´sˇe uvedeny´ch statisticky´ch metod lze pouzˇ´ıt zpracova´n´ı zalozˇene´ na znalosti lin-
gvistiky. Pro hleda´n´ı kolokac´ı je mozˇne´ pouzˇ´ıt gramaticke´ vzorce, jak to bylo provedeno v [5].
Vyhleda´va´n´ı je zalozˇene´ na korpusu, z ktere´ho se automaticky vyp´ıˇs´ı vsˇechny v´ıceslovne´
pojmy odpov´ıdaj´ıc´ı gramaticky a kolokacˇneˇ. Kostry jsou hleda´ny na za´kladeˇ gramaticky´ch
a kolokacˇn´ıch vlastnost´ı. Pu˚vodneˇ existovaly kostry pouze pro anglicˇtinu, pra´ce [5] je uni-
verza´ln´ı pro vsˇechny jazyky. K zadane´mu korpusu se prˇidaj´ı gramaticke´ vzorce platne´ pro
jazyk, v jake´m byl vytvorˇen korpus, a syste´m doka´zˇe vytvorˇit seznam v´ıceslovny´ch vy´raz˚u
a synonym. Pro v´ıceslovne´ pojmy doka´zˇe vygenerovat seznam rozd´ıl˚u v pouzˇit´ı bl´ızky´ch
pojmu˚.
Kromeˇ frekvencˇn´ıho vyhleda´va´n´ı jsou v kostra´ch pouzˇity gramaticke´ vzorce. Sp´ıˇs nezˇ
frekvencˇn´ı hleda´n´ı kl´ıcˇove´ho slova jsou vyhleda´va´ny vsˇechny relace, ve ktery´ch se slovo vy-
skytuje. Slova jsou prˇedzpracova´na znacˇkovacˇem, ktery´ jim urcˇ´ı slovn´ı druh, a na vy´stupu
lemmatizova´na nebo prˇevedena do spra´vne´ho slovn´ıho tvaru pokud nejdou lemmatizo-
vat. Vı´ceslovne´ pojmy jsou pak vygenerova´ny do jednotlivy´ch seznamu˚ podle prˇ´ıbuznosti
pouzˇity´ch slov. Gramaticke´ vzorce mohou vypadat trˇeba takto:
1 : V (DET |NUM |ADJ |ADV |N)∗2 : N
kde 1 a 2 jsou slova urcˇena´ slovn´ımi druhy, ke ktery´m se hledaj´ı vsˇechny mozˇne´ relace a obsah
za´vorek jsou vsˇechny mozˇne´ slovn´ı druhy, ktere´ se mezi slovy 1 a 2 mohou vyskytovat2.




Testovac´ı data a vytvorˇeny´ syste´m
5.1 Testovac´ı data
Pro testova´n´ı syste´mu bylo pouzˇito volneˇ dostupny´ch knih v elektronicke´ podobeˇ. Z´ıska´n´ı
vstupn´ıch dat bylo znacˇny´m proble´mem, prˇestozˇe je knih v elektronicke´ podobeˇ dost, exis-
tuje jich jen ma´lo s kvalitn´ım rejstrˇ´ıkem. Beˇzˇna´ literatura rejstrˇ´ıky neobsahuje v˚ubec, proto
bylo hleda´no mezi popula´rneˇ - naucˇnou literaturou a ucˇebnicemi, a nakonec bylo pouzˇito
veˇtsˇinou ucˇebnic, ktere´ maj´ı obsa´hlejˇs´ı rejstrˇ´ıky. Neˇktere´ byly ve forma´tu e-book, takzˇe se
velmi obt´ızˇneˇ prˇeva´deˇly do textove´ podoby, u dalˇs´ıch byl proble´m s cˇesky´mi znaky nebo
s dost cˇasto se vyskytuj´ıc´ımi latinsky´mi symboly jako naprˇ. %. Prvn´ım proble´mem tedy bylo
prˇekonvertovat data do forma´tu, ktery´ bude da´le snadno zpracovatelny´. Veˇtsˇina materia´l˚u
byla k dispozici ve forma´tu PDF1, pro ktery´ existuje sice mnoho programu˚ pro prˇevod na
obycˇejny´ text, ale ne vsˇechny se hod´ı pro cˇesˇtinu2.
Jako nejlepsˇ´ı rˇesˇen´ı se nakonec uka´zalo pouzˇit´ı OCR3 programu˚, ktere´ ovsˇem prˇeva´d´ı
text s chybami jako, naprˇ. sˇpatne´ nacˇten´ı neˇktery´ch specia´ln´ıch symbol˚u naprˇ. a¯, ktere´
je zapsa´no jako dveˇ p´ısmena, ktera´ jsou pozdeˇji chybneˇ rozpozna´na jako zkratka. Takto
zpracovany´ text byl ulozˇen ve forma´tu txt. Z knih byly oddeˇleny rejstrˇ´ıky do samostatny´ch
soubor˚u pro dalˇs´ı zpracova´n´ı, ve ktere´m byly rejstrˇ´ıky rozdeˇleny podle de´lek n-gramu˚.
Te´meˇrˇ kazˇda´ kniha meˇla jiny´ tvar rejstrˇ´ıku a doporucˇen´ı uvedena´ v normeˇ nebyla prˇ´ıliˇs
dodrzˇova´na. Pro prˇehlednost je doporucˇova´no psa´t rejstrˇ´ık s odra´zˇkami viz. tabulka 2.1,
ale pro automaticke´ vyhodnocova´n´ı vy´sledk˚u to prˇ´ınosem nebylo. Takto vytvorˇene´ rejstrˇ´ıky
se ”rozpadly“ na unigramy.
Obcˇas se v rejstrˇ´ıc´ıch vyskytla synonyma nebo anglicke´ ekvivalenty za kl´ıcˇovy´m slovem
rejstrˇ´ıku. Takove´ polozˇky byly rozdeˇleny na dva samostatne´ vy´razy a hodnoceny samo-
statneˇ, to se opeˇt projevilo negativneˇ na hodnocen´ı, protozˇe synonyma se obvykle v knize
v˚ubec nevyskytla a nemohla by´t nalezena. Naprˇ. pro jmenny´ server se cˇasto pouzˇ´ıva´ an-
glicky´ na´zev name server, ktery´ je v te´to knize uveden jen v rejstrˇ´ıku. Na kazˇde´ straneˇ
e-book se opakovaly vy´razy, ktere´ slouzˇily pro orientaci knihou naprˇ. rozcestn´ık nebo ob-
sah. V kniha´ch jsou cˇasto hlavicˇky stra´nek se jme´nem kapitol naprˇ. Lieova grupa, cozˇ
1PDF — Portable Document Format
2Firma Adobe, ktera´ prˇiˇsla se standartem PDF, na svy´ch stra´nka´ch poskytuje sluzˇbu vygenerova´n´ı
proste´ho textu z PDF forma´tu, ale prˇestozˇe jim bylo zasla´no neˇkolik r˚uzny´ch soubor˚u, zˇa´dne´ nebyly zpra-
cova´ny.
3Optical Character Recognition — opticke´ rozpozna´va´n´ı znak˚u je metoda, ktera´ umozˇnˇuje digitalizaci
tiˇsteˇny´ch text˚u nebo text˚u ve forma´tech urcˇeny´ch k tisku jako je PDF. Prˇevedeny´ text je za´visly´ na kvaliteˇ
prˇedlohy, protozˇe OCR program nerozezna´va´ vsˇechna p´ısmena spra´vneˇ.
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neby´va´ proble´m ve vyhodnocen´ı, protozˇe to je kl´ıcˇove´ slovo. Horsˇ´ı je pokud je v hlavicˇce
naprˇ. jme´no autora. Odstranit takove´ vy´razy z cele´ho dokumentu bylo zavrhnuto, protozˇe
takovy´ za´sah by mohl ovlivnit i text knihy, ktera´ by pak mohla by´t ochuzena o neˇktera´
kl´ıcˇova´ slova. Naprˇ. automaticky´m odstraneˇn´ım slov z e-book jako rozcestn´ık by byly tyto
slovn´ı spojen´ı odstraneˇny i z textu, cozˇ by mohlo ve´st k odstraneˇn´ı kl´ıcˇove´ho slova. Prˇi
zkouma´n´ı vy´sledk˚u byly tyto n-gramy ponecha´ny v textu a ignorova´ny s t´ım, zˇe uzˇivatel je
doka´zˇe poznat a odstranit.
Kromeˇ text˚u knih byl pouzˇit obecny´ korpus z podkapitoly 2.2, ktery´ vyuzˇ´ıva´ text ob-
sahuj´ıc´ı deset milio´n˚u slov. Obecne´ korpusy obsahuj´ı r˚uzne´ texty, ktere´ by meˇly vytvorˇit
dostatecˇneˇ velkou mnozˇinu slov pro statistiku cˇetnosti slov v textu.
5.2 Vytvorˇeny´ syste´m
Syste´m je zalozˇen na pouzˇit´ı frekvencˇn´ıch metod a urcˇova´n´ı slovn´ıch druh˚u souborem pro-
gramu˚ PDT popsany´m v kapitole 2.3. Z programu˚ PDT je pro tento syste´m pouzˇ´ıva´n
parser, jenzˇ doka´zˇe text prˇeva´deˇt na CSTS4 validn´ı forma´t. CSTS je forma´t zalozˇeny´ na
SGML5 a byl hlavn´ım forma´tem dat ve verzi PDT 1.0. Acˇkoliv byl v PDT 2.0 nahrazen
PML6, neˇktere´ na´stroje jej sta´le vy´hradneˇ pouzˇ´ıvaj´ı. CSTS mu˚zˇe reprezentovat jen mor-
fologickou a analytickou anotaci, kdezˇto PML je forma´t dat zalozˇeny´ na XML, navrzˇeny´
pro reprezentaci lingvisticke´ anotace text˚u jako jsou morfologicke´ znacˇkova´n´ı, za´vislostn´ı
stromy apod. Pro tento syste´m u´plneˇ stacˇ´ı CSTS forma´t.
PDT ocˇeka´va´ vstupn´ı textove´ soubory ve forma´tu iso-8859-2, ktere´ prˇeva´d´ı do jazyka
CSTS pomoc´ı parseru. Parser neznacˇkuje pouze slova a hranice veˇt, ale doka´zˇe oznacˇit
take´ odstavce a nadpisy. Takto upraveny´ text projde nejprve morfologicky´ analyzator, urcˇ´ı
vsˇechny mozˇne´ znacˇky, o ktere´ by se mohlo jednat, a z nich znacˇkovacˇ vybere tu nej-
pravdeˇpodobneˇjˇs´ı. Znacˇkovacˇ lze spustit se dveˇma r˚uzny´mi parametry:
• T — Tagger, jenzˇ znacˇkuje nezna´ma´ slova pomoc´ı X
• TG — Tagger - Guesser, ktery´ nezna´ma´ slova uhodne, ale i prˇesto mohou by´t neˇktera´
slova oznacˇena X jako nezna´ma´.
V syste´mu byla pouzˇita data generovana´ s parametrem TG, pokusy s obeˇma parametry
neproka´zaly velke´ rozd´ıly mezi testovac´ımi daty. Pu˚vodn´ı prˇedpoklad, zˇe slova oznacˇena´
jako nezna´ma´ budou te´meˇrˇ vsˇechna kl´ıcˇova´, se nepotvrdil, jak lze videˇt v tabulce 5.1.
Veˇtsˇinu nezna´my´ch slov tvorˇ´ı zkratky jako jsou znacˇky chemicky´ch prvk˚u a oznacˇen´ı
mnozˇin (∼ 65%)7. Dalˇs´ı slova bez rozpoznany´ch slovn´ıch druh˚u jsou pouzˇita ve zvla´sˇtn´ım
tvaru naprˇ. elektro chemicky´, kde nen´ı snadne´ ”uhodnout“ slovn´ı druh, anebo se mu˚zˇe jednat
o vlastn´ı jme´na, ktera´ nejsou ve slovn´ıku (∼ 35%). Znacˇnou skupinu tvorˇ´ı ciz´ı (hlavneˇ
anglicka´) slova naprˇ. machine learning, u ktery´ch je velka´ pravdeˇpodobnost, zˇe se jedna´
o kl´ıcˇova´ slova, a meˇla by se v rejstrˇ´ıku vyskytnout. Proto jsou slova s nezna´my´m slovn´ım
druhem v dalˇs´ım zpracova´n´ı zvy´hodnˇova´na.
Znacˇkovacˇ prˇiˇrazuje slov˚um 16-ti znakovou znacˇku, ktera´ je definova´na v [4]. V syste´mu
jsou vyuzˇ´ıva´ny prˇedevsˇ´ım znacˇky na prvn´ı, druhe´ a trˇet´ı pozici. Prvn´ı pozice uva´d´ı slovn´ı
4CSTS — Czech sentence tree structure
5Standard Generalized Markup Language — rodina jazyk˚u pouzˇ´ıvana´ pro znacˇkova´n´ı text˚u.
6PML — Prague Markup Language
7Vy´skyt tak velke´ho mnozˇstv´ı chemicky´ch prvk˚u a oznacˇen´ı mnozˇin je zp˚usoben pouzˇity´mi testovac´ımi
daty.
22
tvar v textu za´kladn´ı tvar - lemma znacˇka prˇ´ıklad pouzˇit´ı
Tm thulium Xx- - - - - - - - - - - - vza´cny´ chemicky´ prvek Tm
Cf californium Xx- - - - - - - - -
Xe Xe Xx- - - - - - - - -
Ck Ck Xx- - - - - - - - - mnozˇina Ck
NP Np Xx- - - - - - - - - NP u´plny´ proble´m
Anthony Anthony XX- - - - - - - - - jme´nem Anthony
learning learning XX- - - - - - - - - pouzˇ´ıva´ se machine learning
teˇlese teˇleso XX- - - - - - - - -
pH Ph Xx- - - - - - - - - neutra´ln´ı Ph
elektro elektro XX- - - - - - - - - elektro chemicka´
Tabulka 5.1: Prˇ´ıklady slov s neurcˇeny´m slovn´ım druhem
druh viz. A.1, druha´ uda´va´ podrobneˇjˇs´ı informace o slovn´ım druhu a trˇet´ı jmenny´ rod
naprˇ. Laplace˚uv rozvoj je oznacˇen AUIS1M- - - - - - - - - NNIS1- - - - -A- - - -, kde AU zna-
mena´ prˇ´ıdavne´ jme´no prˇivlastnˇovac´ı, I muzˇsky´ rod, S cˇ´ıslo jednotne´, 1 – pa´d prvn´ı, M
prˇivlastnˇovac´ı rod muzˇsky´ a zbyle´ pozice nejsou urcˇene´, u druhe´ho slova znacˇka NNIS1
znamena´ podstatne´ jme´no obycˇejne´, muzˇsky´ rod v jednotne´m cˇ´ısle, prvn´ım pa´deˇ, A uda´va´
afirmativ8.
Syste´mu je da´n vstupn´ı text, ktery´ je programy PDT 2.3 parsova´n a oznacˇkova´n. Da´le
je zpracova´va´n skripty, ktere´ pracuj´ı se vstupn´ım textem i korpusy a vytva´rˇ´ı z nich seznam
kl´ıcˇovy´ch slov, ktery´ se v jednotlivy´ch experimentech liˇs´ı podle nastaveny´ch parametr˚u.
O podrobnostech jednotlivy´ch experiment˚u bude pojedna´vat kapitola 6.
pocˇet lemma dvojice v textu slovn´ı druh 1 slovn´ı druh 2
104 matice a matice a NNFS5- - - - -A- - - - J,- - - - - - - - - - - - -
104 a e a e J,- - - - - - - - - - - - - NNNXX- - - - -A- - - -
86 e v e v NNNXX- - - - -A- - - - RR- - 6- - - - - - - - - -
73 o o o o RR- - 6- - - - - - - - - - RR- - 6- - - - - - - - - -
65 v a v a RR- - 6- - - - - - - - - - J,- - - - - - - - - - - - -
63 v e v e RR- - 6- - - - - - - - - - NNNXX- - - - -A- - - -
58 pro vsˇechny pro vsˇechen RR- - 4- - - - - - - - - - PLYP4- - - - - - - - - -
58 e k e k NNNXX- - - - -A- - - - RR- - 6- - - - - - - - - -
57 a je a by´t J,- - - - - - - - - - - - - VB-S- - -3P-AA- - -
56 u e u e RR- - 2- - - - - - - - - - NNNXX- - - - -A- - - -
Tabulka 5.2: Oznacˇkovane´ bigramy vytvorˇene´ pouze na za´kladeˇ cˇetnosti
V prvn´ı fa´zi pokus˚u s texty byly utvorˇeny bigramy a trigramy pouze na za´kladeˇ frek-
vence (cˇetnosti). Jak lze videˇt v tabulce 5.2 bylo zde prˇ´ıliˇs mnoho pomocny´ch slov. Ty se daj´ı
odstranit pomoc´ı stop-list˚u9, ale protozˇe bylo trˇeba ponechat na vy´stupu prˇedevsˇ´ım pod-
statna´ a prˇ´ıdavna´ jme´na, bylo v dalˇs´ıch kroc´ıch pouzˇito rovnou filtrace slov podle slovn´ıch
druh˚u. Tabulka 5.2 obsahuje oznacˇkovana´ slova, ktera´ potvrzuj´ı prˇedpoklad, zˇe nejcˇasteˇjˇs´ımi
vy´razy jsou podstatna´ jme´na a pomocna´ slova.
8Afirmativ — slovo bez negativn´ı prˇedpony
”
ne-“
9Stop-list — seznam vy´raz˚u, ktere´ budou vynecha´ny v dalˇs´ım zpracova´n´ı.
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Obra´zek 5.1: Diagram syste´mu
5.3 Zpracova´n´ı n-gramu˚
Oznacˇkovane´ texty jsou nyn´ı prˇipraveny pro vytva´rˇen´ı testovac´ıch n-gramu˚. Veˇtsˇinou se
v rejstrˇ´ıc´ıch vyskytuj´ı prˇedevsˇ´ım pojmy o de´lce jednoho azˇ trˇ´ı slov, proto se experimenty
zaby´vaj´ı teˇmito n-gramy. U delˇs´ıch n-gramu˚ je uzˇ obt´ızˇne´ nastavit pravidla, ktera´ urcˇ´ı zda
se jedna´ o kl´ıcˇove´ slovo nebo na´hodneˇ se spolu vyskytuj´ıc´ı slova.
Beˇhem jednotlivy´ch experiment˚u byly nalezeny ”chyby“ znacˇkovacˇe, ktere´ byly rˇesˇeny
dalˇs´ımi skripty pouzˇ´ıvany´mi pro generova´n´ı n-gramu˚. Znacˇkovacˇ vracel neˇktera´ cˇasta´ slova
”ˇspatneˇ“ oznacˇena´ – a, ale, aby, cˇi byla oznacˇena jako podstatna´ jme´na. Uvedena´ slova
mohou by´t podstatny´mi jme´ny, ale prˇece jen nejcˇasteˇji se tato slova vyskytuj´ı v textech
jako spojky, a proto byly pro dalˇs´ı zpracova´n´ı prˇeznacˇeny na J,- - - - - - - - - - - - -. Podobna´
situace nastala pro s, k, v, o, ktere´ byly rozpozna´ny jako zkratky podstatny´ch jmen, a proto
byly prˇeznacˇeny na mnohem obvyklejˇs´ı tvar — prˇedlozˇky RR- - 6- - - - - - - - - - .
Proble´my zp˚usobovala take´ lemmatizace 2 slov, ktera´ negovane´ vy´razy prˇeva´deˇla na
vy´razy bez prˇedpony ”ne-“, naprˇ. nerovnost byla prˇevedena na rovnost. Podobneˇ tomu
bylo u stupnˇovany´ch prˇ´ıdavny´ch jmen, naprˇ. nejvysˇsˇ´ı dome´na ma´ lemmu vysoka´ dome´na,
ale pro potrˇeby rejstrˇ´ıku nebylo zˇa´douc´ı pouzˇ´ıvat lemmatizovane´ tvary v teˇchto prˇ´ıpadech.
Pro tato slova byl pouzˇit mı´sto lemmy tvar, ktery´ se vyskytoval v textu, naprˇ. nejvysˇsˇ´ı
dome´na. Dalˇs´ı u´pravy se prˇ´ımo doty´kaly provedeny´ch experiment˚u nebo de´lky n-gramu˚,
a proto budou podrobneˇji popsa´ny v kapitole 6.
Lemmatizace n-gramu˚ byla nutna´ ze dvou d˚uvod˚u:
• prˇehledneˇjˇs´ı nab´ıdka n-gramu˚ v za´kladn´ım tvaru
• sjednocen´ı n-gramu˚ v r˚uzny´ch tvarech pod jedno kl´ıcˇove´ slovo
24
N-gramy se v textu vyskytuj´ı v r˚uzny´ch tvarech, jak je uvedeno v tabulce 5.3, a tak by
se v rejstrˇ´ıku vyskytly neˇkolikra´t. Takto se vsˇechny tvary ”ulozˇily“ pod jednu lemmu,
ktera´ byla ohodnocena´ soucˇtem vy´skyt˚u jednotlivy´ch tvar˚u. Neˇktere´ n-gramy mohou
by´t prˇevedeny na lemmu chybneˇ, proto se p˚uvodneˇ zamy´sˇlelo pouzˇ´ıt jako za´kladn´ı tvar
v rejstrˇ´ıku nejcˇasteˇjˇs´ı tvar n-gramu v textu nebo ten, co bude v prvn´ım pa´deˇ. V textu se
mnoho n-gramu˚ v prvn´ım pa´deˇ nevyskytovalo takzˇe nejcˇasteˇjˇs´ı tvar n-gramu take´ nebyl
vhodny´. Podle experiment˚u bylo nejjednodusˇsˇ´ı prove´st u´pravy na jizˇ lemmatizovany´ch
n-gramech.
jednotlive´ tvary znacˇka 1 znacˇka 2 pocˇet vy´skyt˚u
zvolene´ ba´zi AAFS6- - - - 1A- - - - NNFS6- - - - -A- - - - 8
zvolena´ ba´ze AAFS1- - - - 1A- - - - NNFS1- - - - -A- - - - 1
zvolene´ ba´ze AAFP4- - - - 1A- - - - NNFP4- - - - -A- - - - 1
zvolene´ ba´zi AAFS2- - - - 1A- - - - NNFS4- - - - -A- - - - 1
zvoleny´ch ba´z´ıch AAFP6- - - - 1A- - - - NNFP6- - - - -A- - - - 1
zvolene´ ba´zi AAFS3- - - - 1A- - - - NNFS3- - - - -A- - - - 1
zvolenou ba´z´ı AAFS7- - - - 1A- - - - NNFS7- - - - -A- - - - 1
ba´ze zvolena´ se celkem vyskytla 14
Tabulka 5.3: Ulozˇen´ı tvar˚u podle lemmy
Jednotliva´ slova jsou syste´mem vyhleda´ny pouze na za´kladeˇ cˇetnosti. V rejstrˇ´ıku by meˇly
by´t jako unigramy uvedena pouze podstatna´ jme´na v prvn´ım pa´deˇ. Pro dalˇs´ı omezen´ı
velke´ho mnozˇstv´ı vy´raz˚u bylo experimentova´no s pouzˇit´ım obecny´ch korpus˚u. Unigramy
nejsou tak cˇasta´ kl´ıcˇova´ slova jako bigramy, ale pouzˇ´ıvaj´ı se v jemneˇji strukturovany´ch
rejstrˇ´ıc´ıch pro veˇtsˇ´ı prˇehlednost naprˇ.
• deˇj
• deˇj — adiabaticky´
• deˇj — izotermicky´ a izobaricky´
• deˇj — termodynamicky´
Automaticky´m generova´n´ım nen´ı lehke´ dosa´hnout tak jemne´ struktury, a proto jsou
v rejstrˇ´ıku ve stejne´m mnozˇstv´ı jako bigramy, aby rejstrˇ´ık poneˇkud rozcˇlenily.
Bigramy vytvorˇene´ syste´mem byly do rejstrˇ´ıku ulozˇeny ve tvaru podstatne´ jme´no
na´sledovane´ prˇ´ıdavny´m tak, aby bylo mozˇne´ co nejle´pe dodrzˇet normu. Proble´my nastaly
u dvojice podstatny´ch jmen, kde je teˇzˇke´ rozhodnout, ktere´ ze jmen je rˇ´ıd´ıc´ı, pokud ani
jedno nen´ı v prvn´ım pa´deˇ. Proto z˚ustaly takove´ dvojice v porˇad´ı v jake´m byly nacˇteny ze
souboru, pouze se kontrolovalo, zda se uzˇ neˇkde nevyskytly v opacˇne´m porˇad´ı, v takove´m
prˇ´ıpadeˇ se v seznamu vy´raz˚u uva´d´ı cˇasteˇjˇs´ı varianta.
Z bigramu˚ byly odstraneˇny vesˇkere´ cˇ´ıslovky, cˇa´stice, spojky, za´jmena, prˇedlozˇky, cito-
slovce, prˇ´ıslovce, slovesa a interpunkce. Samozrˇejmeˇ jednodusˇsˇ´ı by bylo pouze povolit vy´skyt
podstatny´ch a prˇ´ıdavny´ch jmen, ovsˇem pro testy bylo uzˇitecˇne´ si prohle´dnout jak se vy´stup
zmeˇn´ı s odstraneˇn´ım kazˇde´ho dalˇs´ıho druhu, a zda-li by se to neˇjak nedalo vyuzˇ´ıt pro delˇs´ı
n-gramy. Odstraneˇn´ı prˇ´ıslovc´ı je sporne´, protozˇe neˇktere´ rejstrˇ´ıky je pouzˇ´ıvaj´ı, prˇestozˇe
se v literaturˇe [1] doporucˇuje prˇeva´deˇt takove´ vy´razy na prˇ´ıdavna´ jme´na. Naprˇ. linea´rneˇ
neza´visla´ by meˇla spra´vneˇ by´t v rejstrˇ´ıku uva´deˇna jako matice - linea´rneˇ neza´visla´. Zrovna
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v tomto prˇ´ıpadeˇ je teˇzˇke´ vyhnout se pouzˇ´ıva´n´ı prˇ´ıslovc´ı, proto take´ norma jejich pouzˇ´ıva´n´ı
pouze nedoporucˇuje. V rejstrˇ´ıc´ıch se obcˇas mohou vyskytnout i cˇ´ıslovky, naprˇ. Karel IV.,
jejichzˇ problematika je zkouma´na experimenty v podkapitole 6.6. Z dalˇs´ıho zpracova´n´ı byly
vynecha´ny, protozˇe jejich pouzˇ´ıva´n´ı prˇineslo v´ıce bigramu˚, ktere´ se v rejstrˇ´ıku nedaly pouzˇ´ıt.
Na vy´stupu z˚ustaly pouze dvojice slozˇene´ z neurcˇeny´ch slov a podstatny´ch a prˇ´ıdavny´ch
jmen, ze ktery´ch byly vyloucˇeny dvojice slozˇene´ pouze z prˇ´ıdavny´ch jmen. Tyto dvojice se
mohly hodit jako kl´ıcˇova´ slova, ale teˇzˇko by se hledalo rˇ´ıd´ıc´ı podstatne´ jme´no, pokud s n´ım
jizˇ neutvorˇily trigram. Ne vsˇechny takove´ dvojice byly odstraneˇny, a to kv˚uli sˇpatne´mu
urcˇen´ı neˇktery´ch slovn´ıch druh˚u naprˇ. neza´porna´ samoadjungovany´
AAFP1- - - - 1N- - - - NNFS2- - - - -A- - - - . Takovy´ prˇ´ıpad byl pozorova´n pouze jednou, takzˇe
se tento proble´m da´ prˇi hodnocen´ı zanedbat. Dalˇs´ı filtr byl zaveden pro jednop´ısmenne´
slovn´ı druh 1 slovn´ı druh 2 p˚uvodn´ı koncovka nova´ koncovka
- AAF (y´|e´) a´
NNF A (y´|e´) a´
NNF A (˚uv|ovy´ch) ova
NNN AUF u˚v ovo
NNN A y´ e´
- AAI a´ y´
- AAI (a´|e´) y´
Tabulka 5.4: U´pravy koncovek bigramu˚
dvojice tj. X Y NNFP2- - - - -A- - - - NNFP2- - - - -A- - - - , ktere´ byly take´ zcela odstraneˇny,





se zdeformuje na (A ˇ (B ˇ C) = ( Jednotkovy´ prvek (O3) a11. Nejveˇtsˇ´ı proble´my zp˚usobuj´ı
vzorce obsahuj´ıc´ı znaky jako suma
∑
nebo matice, ktere´ se rozlozˇ´ı na v´ıce rˇa´dk˚u a jsou
narusˇeny okoln´ım textem.
Prˇestozˇe byly bigramy uvedeny v za´kladn´ım tvaru, tak potrˇebovaly jesˇteˇ upravit kon-
covky podle pravidel uvedeny´ch v tabulce 5.4. Typicky´m prˇ´ıkladem mu˚zˇe by´t zobrazen´ı
tecˇny´, ktere´ se prˇevede na zobrazen´ı tecˇne´ podle pravidla pro NNN A v tabulce 5.4.
V neˇktery´ch prˇ´ıpadech nestacˇilo zmeˇnit koncovku jen podle kategori´ı prˇ´ıdavne´ho jme´na,
ale meˇnila se podle rodu rˇ´ıd´ıc´ıho podstatne´ho jme´na, prˇedevsˇ´ım to plat´ı pro dvojice pod-
statne´ jme´no a prˇ´ıdavne´ jme´no prˇivlastnˇovac´ı. Tyto zmeˇny se vzˇdy nesetkaly s u´speˇchy,
protozˇe prˇivlastnˇovac´ı prˇ´ıdavna´ jme´na jsou cˇasto chybneˇ vyhodnocena jako podstatna´
jme´na naprˇ. Cauchyova veˇta ma´ spra´vny´ tvar lemmy Cauchyho veˇta. U veˇtsˇiny takovy´ch
dvojic byla lemma zapsa´na ve spra´vne´m tvaru, hlavn´ı proble´my u podobny´ch prˇ´ıpad˚u
zp˚usobila neznalost spra´vne´ho za´kladn´ıho tvaru vlastn´ıho jme´na naprˇ. Jordanova tvaru
je lemmatizova´no na Jordanov tvar namı´sto Jordan˚uv tvar.
Pro trigramy byla experimenta´lneˇ zjiˇsteˇna poneˇkud jina´ pravidla nezˇ pro bigramy.
V rejstrˇ´ıc´ıch se obcˇas vyskytuj´ı trigramy, ktere´ obsahuj´ı za´jmeno, prˇedlozˇku cˇi spojku,
ale norma [1] jejich pouzˇ´ıva´n´ı nedoporucˇuje. Pu˚vodneˇ bylo zamy´sˇleno vybudovat filtry,
ktere´ by povolily urcˇite´ slovn´ı druhy jen na neˇktery´ch pozic´ıch, ale protozˇe filtry neprˇinesly
ocˇeka´vane´ zlepsˇen´ı, byly takove´ trojice u´plneˇ odstraneˇny. Po proveden´ı neˇkolika experiment˚u
s pouzˇit´ım filtr˚u vzniklo velke´ mnozˇstv´ı kombinac´ı vyuzˇ´ıvaj´ıc´ıch ukazovac´ı za´jmena nebo
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prˇedlozˇky ve tvarech jako, naprˇ. toto linea´rn´ı zobrazen´ı nebo informace o za´kladech. Mezi
pouzˇitelne´ trigramy se nakonec zarˇadily pouze podstatna´ a prˇ´ıdavna´ jme´na, ktera´ se nesmı´
vyskytovat v zˇa´dne´m z uvedeny´ch porˇad´ı:
• prˇ´ıdavne´ jme´no — podstatne´ jme´no — prˇ´ıdavne´ jme´no
• jaka´koli dvojice — prˇ´ıdavne´ jme´no
• trojice, kde se na dvou libovolny´ch pozic´ıch nacha´z´ı jednop´ısmenne´ slovo naprˇ. A ma-
tice B
Trigramy byly pro tisk usporˇa´da´ny ve tvaru podstatne´ jme´no z konce trigramu jako prvn´ı,
na´sledovane´ zbyly´mi slovy. Toto pravidlo bylo zmeˇneˇno pouze v prˇ´ıpadeˇ, zˇe se jednalo
o zkratku, naprˇ. linea´rn´ı zobrazen´ı f se zap´ıˇse jako zobrazen´ı linea´rn´ı f. Toto usporˇa´da´n´ı
nemus´ı by´t idea´ln´ı pro vsˇechna data, ale pro testovana´ data se osveˇdcˇilo prˇi tvorbeˇ struk-
turovane´ho rejstrˇ´ıku.
Typy rejstrˇ´ık˚u Pro hodnocen´ı u´speˇsˇnosti je d˚ulezˇite´ veˇdeˇt, jake´ typy rejstrˇ´ık˚u meˇla






















Tabulka 5.5: Typy rejstrˇ´ık˚u
zpracovana´ data. V prˇ´ıloze jsou uvedeny konkre´tn´ı knihy, ktere´ byly pouzˇity jako testovac´ı
data a v tabulce 5.5 jsou uvedeny typy rejstrˇ´ık˚u, ktere´ jednotlive´ knihy obsahuj´ı. Obycˇejny´
rejstrˇ´ık nen´ı strukturovany´, vy´razy jsou zapsany´ tak, jak se vyskytuj´ı v textu. Strukturovany´
rejstrˇ´ık ma´ jednu u´rovenˇ, jemneˇ strukturovany´ je cˇleneˇn do dvou a v´ıce u´rovn´ı. Seznam
nadpis˚u nebo kapitol se pouzˇ´ıva´ hlavneˇ u manua´l˚u a mu˚zˇe by´t doplneˇn o neˇktera´ cˇasteˇji
pouzˇ´ıvana´ slova. Prˇ´ıliˇs kra´tke´ nebo sˇpatneˇ zpracovane´ rejstrˇ´ıky meˇla veˇtsˇina testovany´ch





Experimenty byly prova´deˇny na kniha´ch s r˚uzneˇ kvalitn´ımi rejstrˇ´ıky, cozˇ se negativneˇ pro-
jevilo na vyhodnocen´ı vy´sledk˚u. Idea´ln´ı vyhodnocen´ı by bylo provedeno neˇkolika uzˇivateli,
kterˇ´ı by podle sve´ho subjektivn´ıho dojmu urcˇili, jak moc jim nab´ıdka kl´ıcˇovy´ch slov ulehcˇila
pra´ci s tvorbou rejstrˇ´ıku, a jak ji zrychlila.
Rejstrˇ´ıky byly pro vyhodnocova´n´ı rozdeˇleny na rejstrˇ´ık unigramu˚, bigramu˚ a trigramu˚.
Kazˇda´ cˇa´st rejstrˇ´ıku se vyhodnocovala zvla´sˇt’, protozˇe hleda´n´ı n-gramu˚ nema´ stejnou u´speˇsˇ-
nost naprˇ. pro bigramy a trigramy. V mnoha prˇ´ıpadech se vyskytl neˇktery´ unigram jako
soucˇa´st bigramu nebo trigramu. Obvykle se uva´d´ı unigram a za n´ım delˇs´ı vy´razy se stejny´m
rˇ´ıd´ıc´ım podstatny´m jme´nem. U bigramu˚ a trigramu˚ je to sporne´, protozˇe naprˇ. teorie neu-
ronovy´ch s´ıt´ı a neuronove´ s´ıteˇ jsou obeˇ polozˇkami rejstrˇ´ıku, ale naprˇ. horn´ı troju´heln´ıkova´
matice polozˇkou je a troju´heln´ıkova´ matice nen´ı. V takove´m prˇ´ıpadeˇ je trˇeba, bud’ uve´st
oba vy´razy jako v experimentu 6.2, anebo se rˇ´ıdit mnozˇstv´ım vy´raz˚u v textu jako v experi-
mentu 6.2. Uva´deˇny´ prˇ´ıklad lze snadno rozhodnout ve prospeˇch trigramu, ktery´ se opakuje
11kra´t a bigram 12kra´t. Z tohoto opakova´n´ı je zrˇejme´, zˇe trigram se v textu nevyskytl to-
likra´t pouze na´hodneˇ a bigram je jeho soucˇa´st´ı. Jine´ prˇ´ıpady nemus´ı by´t tak jednoznacˇne´.
Pro jednotlive´ experimenty byly upravova´ny rozsahy vy´stupn´ıch rejstrˇ´ık˚u s c´ılem
dosa´hnout co nejmensˇ´ıho pocˇtu vy´raz˚u a nejvysˇsˇ´ı u´speˇsˇnosti. Podrobne´ zmeˇny jsou uva´deˇny
u jednotlivy´ch experiment˚u. Data byla zpocˇa´tku vyhodnocova´na pouze na rovnost dvou
n-gramu˚, ale protozˇe se mnoho vy´raz˚u liˇsilo pouze v koncovce, bylo jako u´speˇch hodnoceno
i nalezen´ı ”podobne´ho“ n-gramu s odliˇsnou koncovkou, naprˇ. adjungovana´ zobrazen´ı =
adjungovane´ zobrazen´ı. Bigramu˚m byla odeb´ıra´na koncovka o de´lce jednoho znaku, tri-
gramu˚m koncovka azˇ o de´lce trˇi znaky pro prˇ´ıpady jako, naprˇ. model neuronovy´ch s´ıt´ı =
model neuronove´ s´ıteˇ.
K hodnocen´ı se tedy vyuzˇ´ıva´ procentua´ln´ı shoda rejstrˇ´ıku knihy s vygenerovany´m
rejstrˇ´ıkem. Takove´ hodnocen´ı je ovsˇem vhodne´ pouze jako zna´mka toho, zda dalˇs´ı expe-
riment vedl k lepsˇ´ım vy´sledk˚um. Popsane´ vyhleda´va´n´ı nen´ı dokonale´, protozˇe rejstrˇ´ıky do-
dane´ v kniha´ch by´vaj´ı neu´plne´, pouzˇ´ıvaj´ı nedoporucˇovana´ slova a mohou obsahovat i jine´
naprˇ. gramaticke´ chyby. Pro uzˇivatele je sp´ıˇs podstatne´ mnozˇstv´ı vy´raz˚u, ktere´ bude muset
smazat jako nehod´ıc´ı se. Protozˇe veˇtsˇina rejstrˇ´ık˚u obsahuje mnohem me´neˇ vy´raz˚u, nezˇ by
meˇla, je mozˇne´, zˇe uzˇivatel by z nab´ıdky zadal v´ıce kl´ıcˇovy´ch slov nezˇ kdyby deˇlal rejstrˇ´ık
rucˇneˇ. Pro dalˇs´ı hodnocen´ı jsou uva´deˇny procentua´ln´ı shody s origina´ln´ım rejstrˇ´ıkem kromeˇ
cˇa´sti 6.5, ktera´ je zameˇrˇena na vyzkousˇen´ı tvorby rejstrˇ´ıku t´ımto syste´mem.
28
6.2 Vyhodnocen´ı provedene´ na za´kladeˇ cˇetnosti vy´raz˚u
Experiment cˇ. 1
Pro prvn´ı experiment byla pouzˇita vsˇechna data, vygenerovaly se vsˇechny bigramy a tri-
gramy, ktere´ se porovnaly oproti rejstrˇ´ık˚um s u´speˇsˇnost´ı uvedenou v tabulce 6.1. Ze zpra-
na´zev nalezeno celkem u´speˇsˇnost nalezeno celkem u´speˇsˇnost
knihy bigramu˚ nab´ıdnuto hleda´n´ı trojic nab´ıdnuto hleda´n´ı
z rejstrˇ´ıku dvojic v % z rejstrˇ´ıku trigramu˚ v %
A 6/156 2472 3.85 5/39 3219 12.82
B 137/170 17598 81.18 22/29 25108 75.86
C 45/48 3493 93.75 13/23 5252 56.52
D 88/110 12776 80.00 24/29 17728 82.76
E 125/151 5916 82.78 30/40 10452 75.00
F 28/33 4766 84.85 19/25 7033 76.00
Tabulka 6.1: Experiment 1 — cˇetnost nad vsˇemi vy´razy
cova´n´ı byly vynecha´ny n-gramy obsahuj´ıc´ı interpunkci, pomocna´ slova, a bigramy tvorˇene´
jednop´ısmeny´mi vy´razy, naprˇ. X Y. T´ımto experimentem byla zjiˇsteˇna maxima´ln´ı mozˇna´
u´speˇsˇnost hleda´n´ı v rejstrˇ´ıku a za´kladn´ı druhy chyb, ktere´ znemozˇnˇuj´ı nalezen´ı vy´raz˚u uve-
deny´ch v rejstrˇ´ıku. Naprˇ. kniha B nemu˚zˇe mı´t u´speˇsˇnost hledany´ch bigramu˚ veˇtsˇ´ı nezˇ 74%,
d˚uvody ktere´ zabra´nily nalezen´ı vsˇech vy´raz˚u uvedeny´ch v rejstrˇ´ıku jsou popsa´ny v podka-
pitole 6.2 stejneˇ jako data, ktera´ tvorˇ´ı teˇch zbyly´ch 26%.
V dalˇs´ı cˇa´sti experimentu byly odstraneˇny vy´razy, ktere´ se v textu vyskytly pouze jed-
nou. Zˇe bude trˇeba se zameˇrˇit na detekci kl´ıcˇovy´ch slov s n´ızkou cˇetnost´ı plyne z tabulky 6.2
vzhledem k tomu, zˇe bigramu˚ bylo nalezeno zhruba o 30% me´neˇ a trigramu˚ azˇ o 50% me´neˇ
nezˇ v prˇedchoz´ı tabulce 6.1. V ra´mci prvn´ıho experimentu bylo zkouma´no pouzˇit´ı cˇ´ıslovek,
na´zev nalezeno celkem u´speˇsˇnost nalezeno celkem u´speˇsˇnost
knihy bigramu˚ nab´ıdnuto hleda´n´ı trojic nab´ıdnuto hleda´n´ı
z rejstrˇ´ıku dvojic v % z rejstrˇ´ıku trigramu˚ v %
A 2/156 298 1.28 0/39 180 0.00
B 126/170 3211 74.12 15/29 2326 51.72
C 31/48 549 64.58 7/23 355 30.43
D 59/110 2456 53.64 14/29 1861 48.28
E 82/151 1048 54.30 8/41 1001 19.51
F 19/33 694 57.58 5/25 439 20.00
Tabulka 6.2: Experiment 1 — cˇestnost nad vy´razy kromeˇ teˇch, co se vyskytly jednou
protozˇe v neˇktery´ch prˇ´ıpadech mohou by´t kl´ıcˇovy´mi slovy, naprˇ. Karel IV., ale veˇtsˇinu
cˇ´ıslovek v experimenta´ln´ıch datech tvorˇila cˇ´ısla stran, obra´zk˚u anebo cˇa´sti vy´pocˇt˚u takzˇe
vy´stup byl zahlcen vy´razy jako 168 gram˚u. O odstraneˇn´ı cˇ´ıslovek ze seznamu rozhodlo
mnozˇstv´ı vy´raz˚u obsahuj´ıc´ıch cˇ´ıslovky, naprˇ. kniha D, kde existuje celkem 42478 bigramu˚,
z toho 5638 bigramu˚ obsahuje cˇ´ıslovkou, ale jen sedm cˇ´ıslovek se vyskytuje v rejstrˇ´ıku.
Tento neprˇ´ıznivy´ pomeˇr dvojic rozhodl pro odstraneˇn´ı vesˇkery´ch cˇ´ıslovek.
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Experiment cˇ. 2
Znacˇna´ cˇa´st n-gramu˚ se v za´kladn´ım tvaru liˇsila pouze koncovkou, a proto se dalˇs´ı
experiment zaby´val prˇedevsˇ´ım u´pravou koncovek popsany´ch tabulkou 5.4 tak, aby byl
na´zev nalezeno celkem u´speˇsˇnost nalezeno celkem u´speˇsˇnost
knihy bigramu˚ nab´ıdnuto hleda´n´ı trojic nab´ıdnuto hleda´n´ı
z rejstrˇ´ıku dvojic v % z rejstrˇ´ıku trigramu˚ v %
A 7/156 8518 4.49 5/39 4174 12.82
B 138/170 12949 81.18 20/29 6940 68.97
C 45/48 7835 93.75 13/23 4075 56.52
D 85/110 8716 77.27 8/29 4898 27.59
E 131/151 7704 86.75 28/41 4057 68.29
F 28/33 9692 84.85 18/25 5235 72.00
Tabulka 6.3: Experiment 2 — upravene´ vy´razy
zredukova´n pocˇet nab´ızeny´ch vy´raz˚u jinou metodou nezˇ ”orˇ´ıznut´ım“ vy´raz˚u podle cˇetnosti
vy´skytu. Do zpracova´n´ı byly opeˇt zarˇazeny n-gramy vyskytuj´ıc´ı se v textu pouze jednou.
Porovna´n´ı tabulek 6.1 a 6.3 ukazuje, zˇe dosˇlo ke sn´ızˇen´ı pocˇtu nab´ızeny´ch vy´raz˚u o cˇtvrtinu
azˇ polovinu. V neˇktery´ch prˇ´ıpadech dosˇlo i k sn´ızˇen´ı u´speˇsˇnosti vyhleda´va´n´ı, ale to bylo
zp˚usobeno pouze teˇmi vy´razy, ktere´ se v rejstrˇ´ıku nevyskytovaly v lemmaticke´m tvaru1.
Experiment cˇ. 3 — korpusovy´ model
Vzhledem k mnozˇstv´ı vy´raz˚u, ktere´ jsou nab´ızeny, je sta´le potrˇeba sn´ızˇit jejich pocˇet, a proto
byl pro dalˇs´ı experiment pouzˇit korpusovy´ model popsa´n kapitolou 3.2. Z korpusu byly vyge-
nerova´ny n-gramy, ktere´ byly aplikova´ny na n-gramy z prˇedchoz´ıho experimentu. Bigramu˚m
a trigramu˚m byly experimenta´lneˇ stanoveny meze, podle ktery´ch jsou vy´razy zvy´hodnˇova´ny
kniha nalezeno celkem u´speˇsˇnost nalezeno celkem u´speˇsˇnost
bigramu˚ nab´ıdnuto hleda´n´ı trigramu˚ nab´ıdnuto hleda´n´ı
z rejstrˇ´ıku dvojic v % z rejstrˇ´ıku trigramu˚ v %
A 7/156 8437 4.49 5/39 4174 12.82
B 135/170 12727 79.41 20/29 6939 68.97
C 45/48 7776 93.75 13/23 4075 56.52
D 84/110 8644 76.36 8/29 4898 27.59
E 131/151 7642 86.75 28/41 4057 68.29
F 28/33 9609 84.85 8/29 4898 27.59
Tabulka 6.4: Experiment 3 — backgroundovy´ (korpusovy´) model
na za´kladeˇ experiment˚u s modelem. Nab´ızene´ n-gramy byly prˇesunuty na konec seznamu,
pokud se v obecne´m korpusu vyskytovaly prˇ´ıliˇs cˇasto tzn. pokud se nalezly 10kra´t a v´ıce
v korpusu. Pu˚vodneˇ byly tyto vy´razy zahozeny, ale uka´zalo se, zˇe to mu˚zˇe ve´st k odstraneˇn´ı
neˇktery´ch kl´ıcˇovy´ch slov z nab´ıdky jak uva´d´ı tabulka 6.4. Pokud se vy´razy v obecne´m kor-
pusu vyskytly v´ıce nezˇ dvakra´t a me´neˇ jak deveˇtkra´t, bylo jejich ohodnocen´ı navy´sˇeno tak,
1Jedna´ se o chybu zp˚usobenou dodany´m rejstrˇ´ıkem.
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aby se posunuly na zacˇa´tek seznamu vy´raz˚u. Mezi vy´razy vyskytuj´ıc´ımi se v textu pouze
jednou byly cˇaste´ slovn´ı obraty jako naprˇ. zp˚usob definice, ale take´ se mezi nimi vysky-
tuj´ı kl´ıcˇova´ slova naprˇ. urcˇity´ integra´l. Konkre´tneˇ tyto prˇ´ıklady nebylo mozˇne´ korpusovy´m
modelem rozliˇsit.
Experiment cˇ. 4 — unigramy
Vy´beˇr unigramu˚ je zcela postaven na korpusove´m modelu, protozˇe na prvn´ı pozice
nab´ızeny´ch unigramu˚ se dostanou ta nejbeˇzˇneˇji pouzˇ´ıvana´ slova, ktera´ urcˇiteˇ nejsou kl´ıcˇova´.
Jako nejpravdeˇpodobneˇjˇs´ı kl´ıcˇove´ slovo se jev´ı unigramy, ktere´ se v korpusu vyskytly
kniha nalezeno unigramu˚ z rejstrˇ´ıku pocˇet vy´raz˚u %
A 23/68 3405 33.82
B 77/88 4487 87.50
C 14/15 2648 93.33
D 267/461 2644 57.92
E 34/48 2380 70.83
F 2/3 3006 66.67
Tabulka 6.5: Experiment 4 — unigramy, korpusovy´ model
1 - 10kra´t2 nebo v korpusu nebyly nalezeny. Unigramy, ktere´ se vyskytly v korpusu 11 -
1350kra´t, jsou vyhodnoceny jako me´neˇ pravdeˇpodobna´ kl´ıcˇova´ slova. Uvedene´ skupiny jsou
uprˇednostneˇny v seznamu kl´ıcˇovy´ch slov prˇed ostatn´ımi. Proble´m se slovy ktere´ v korpusu
v˚ubec nebyly nalezeny nebo se vyskytly jen jednou spocˇ´ıva´ v tom, zˇe mezi kl´ıcˇova´ slova jsou
zarˇazeny i slova s gramatickou chybou nebo nevhodn´ı kandida´ti do rejstrˇ´ıku, naprˇ. dalˇs´ı
prˇ´ıklad.
Rozbor chyb
Rozdeˇlen´ı chyb na druhy bylo prova´deˇno na knize E, protozˇe meˇla nejle´pe zpracovany´
rejstrˇ´ık a nejvysˇsˇ´ı u´speˇsˇnost. Prˇi rozboru chyb nad jiny´mi knihami by bylo potrˇeba proj´ıt
mnohem v´ıce textu prˇi hleda´n´ı chybeˇj´ıc´ıch vy´raz˚u. Rozbor chyb na ostatn´ıch kniha´ch,
s vyj´ımkou C a E, by znamenalo procha´zet chyby rejstrˇ´ık˚u.
Unigramy
Unigramy z tabulky 6.6 nebyly v rejstrˇ´ıku knihy E nalezeny. Tato tabulka slouzˇ´ı jako
ilustrace proble´mu˚ spojeny´ch s hleda´n´ım unigramu˚. Vsˇechny unigramy by meˇly by´t pod-
statna´ jme´na, a pra´veˇ porusˇen´ı tohoto pravidla zp˚usobuje nejv´ıc chyb (chyba typu 2),
protozˇe v origina´ln´ım rejstrˇ´ıku knihy je mnoho kl´ıcˇovy´ch slov, ktere´ tuto podmı´nku ne-
splnˇuj´ı. Proble´mem z˚usta´vaj´ı sta´le slova, ktera´ se v textu v˚ubec nevyskytla, a jsou zjevneˇ
synonymem neˇjake´ho pojmu vyskytuj´ıc´ıho se v textu (chyba typu 3). Posledn´ı druh chyby
jsou slova, ktera´ obsahuj´ı gramatickou chybu nebo neˇjaky´ neobvykly´ znak (chyba typu 1),
zde je to a¨, ktere´ se chybneˇ prˇepsalo z p˚uvodn´ıho a¯ a ani takovy´ tvar by nemusel by´t na-
lezen. Naprˇ. za´pis takove´ho znaku v LATEXu se da´va´ do slozˇeny´ch za´vorek, ktere´ by se
odfiltrovaly jako interpunkce a vy´raz by se v˚ubec nezpracoval.

















Tabulka 6.6: Seznam nenalezeny´ch unigramu˚
Bigramy
V tabulce 6.7 jsou popsa´ny druhy chyb, kv˚uli ktery´m nebyly nalezeny neˇktere´ pojmy
z rejstrˇ´ıku v knize E. Nejcˇasteˇjˇs´ı chybou prˇi hleda´n´ı bigramu˚ jsou vy´razy, ktere´ se ne-
vyskytuj´ı v textu (chyba typu 1). Tento proble´m lze rozdeˇlit na dveˇ cˇa´sti:
• vy´razy, ktere´ se v textu v˚ubec nenale´zaj´ı, mu˚zˇe j´ıt o synonyma nebo na´zvy, ktere´
popisuj´ı prob´ırany´ jev.
• vy´razy, ktere´ se vyskytly jako tzv. kolokace s d´ırami zminˇovane´ podkapitolou 2.2.
Naprˇ. z vy´razu permutace se nazy´va´ suda´ vznikl vy´raz suda´ permutace.
Prˇeva´zˇna´ veˇtsˇina (9/11) vy´raz˚u se v textu v˚ubec nevyskytly, o ostatn´ıch vy´razech se da´
mluvit jako o kolokaci s d´ırou, ale pravdeˇpodobneˇ by nebyly nalezeny ani prˇi pouzˇit´ı metod
detekuj´ıc´ıch takove´ kolokace, jak bylo popsa´no v kapitole 2. Naprˇ. vy´raz ortogona´ln´ı doplneˇk
podmnozˇiny je kl´ıcˇove´ slovo samo o sobeˇ a teˇzˇko z toho urcˇit, zˇe kl´ıcˇovy´m slovem ma´ by´t
pouze ortogona´ln´ı podmnozˇina, se svazkem prˇ´ımek je podobny´ proble´m, protozˇe v textu se
vyskytuje pouze jednou jako prˇ´ımkou p (tzv. svazek rovin), a z takovy´ch vy´raz˚u by meˇl
i cˇloveˇk proble´m nale´zt uvedena´ kl´ıcˇova´ slova, pokud by neznal problematiku. Posledn´ım
problematicky´m pojmem byla uu´plna´ kontrakce, ktera´ se v textu nale´za´ pouze jako u´plna´
kontrakce.
Ve trˇech prˇ´ıpadech (chyba typu 2) byly ”chybneˇ“ urcˇeny slovn´ı druhy, a tak byla neˇktera´
slova vyloucˇena z nab´ıdky. Naprˇ. hermiteovsky´mi bylo urcˇeno jako prˇ´ıslovce, ktere´ byly
z nab´ıdky vyrˇazeny. Proble´m se spra´vny´m urcˇen´ım slovn´ıho druhu se vyskytuje prˇedevsˇ´ım
u prˇivlastnˇovac´ıch prˇ´ıdavny´ch jmen. Urcˇen´ı prˇ´ıslovce mı´sto podstatne´ho nebo prˇ´ıdavne´ho
jme´na nen´ı chybou, protozˇe tato slova jako prˇ´ıslovce existuj´ı, proble´m je sp´ıˇse v tom, zˇe
zrovna zde maj´ı funkci podstatne´ho nebo prˇ´ıdavne´ho jme´na a zrovna v teˇchto prˇ´ıpadech
vyvola´ prˇ´ıslovce chybu.
Sˇestkra´t nebyly vy´razy nalezeny, protozˇe rejstrˇ´ık nebyl vytvorˇen podle normy (chyba























Tabulka 6.7: Chybeˇj´ıc´ı vy´razy v rejstrˇ´ıku — bigramy
Trigramy
Naj´ıt trigramy je mnohem obt´ızˇneˇjˇs´ı, protozˇe nen´ı jiste´, v jake´m tvaru budou slova
usporˇa´da´na a znacˇna´ cˇa´st trigramu˚ se v textu nevyskytuje prˇ´ımo tak, jak jsou zapsa´ny
v rejstrˇ´ıku. Je tedy mozˇne´, zˇe nalezeny´ch kl´ıcˇovy´ch vy´raz˚u je ve skutecˇnosti v´ıc, nezˇ uda´va´
tabulka 6.3. V dalˇs´ı tabulce 6.8 jsou probra´ny chyby, ke ktery´m docha´z´ı u trigramu˚. I zde
byly nejveˇtsˇ´ım proble´mem vy´razy, ktere´ se v textu v˚ubec nevyskytly (chyba typu 1) — 12
vy´raz˚u. Jednou se zde vyskytl sˇpatneˇ urcˇeny´ slovn´ı druh (chyba typu 3), kde adjungovana´
byla urcˇena jako prˇ´ıslovce. Jako chybneˇ vytvorˇeny´ vy´raz se da´ cha´pat i inverze v permutaci,
protozˇe pouzˇ´ıva´n´ı prˇedlozˇek nen´ı doporucˇeno normou [1].
6.3 Vyhodnocen´ı na za´kladeˇ X2
V kapitole 4.4 byl zmı´neˇn Pearson˚uv test X2, ktery´m lze rozhodnout, jestli se slova v bi-
gramu vyskytuj´ı pouze na´hodneˇ. Pro zpracova´n´ı text˚u se pouzˇ´ıva´ mı´ra rizika α = 0, 05
s prvn´ım stupneˇm volnosti, ktery´ odpov´ıda´ hodnoteˇ 3,48. Vsˇechny vy´razy, ktere´ jsou
ohodnoceny me´neˇ, jsou hledany´mi vy´razy. Prvn´ıch patna´ct nalezeny´ch bigramu˚ je uve-
deno v tabulce 6.9. Tato metoda nen´ı pro hleda´n´ı kandida´t˚u do rejstrˇ´ıku vhodna´, protozˇe
mezi nalezeny´mi vy´razy nebyly ty nejcˇasteˇjˇs´ı, ktere´ se podarˇilo nale´zt serˇazen´ım vy´raz˚u
podle cˇetnosti. Pokud se jedno slovo z dvojice vyskytovalo cˇasto a druhe´ te´meˇrˇ v˚ubec je
pravdeˇpodobne´, zˇe bude mezi slovy vybrany´mi touto metodou. Takzˇe ve vy´sledku byly
vynecha´ny vy´razy, ktere´ se vyskytuj´ı velmi cˇasto jako naprˇ. linea´rn´ı soustava v knize D —




algebraicky adjungovana´ matice 3
fundamenta´ln´ı soustava rˇesˇen´ı 1
inverze v permutaci 1
kladne´ samoadjungovane´ zobrazen´ı 1
matice soustavy rovnic 1
metricke´ klasifikace forem 1
neza´porne´ samoadjungovane´ zobrazen´ı 1
obecna´ poloha bod˚u 1
singula´rn´ı cˇ´ısla matice 1
strˇed dvojice bod˚u 1
submatic´ı matice a 1
vza´jemneˇ kolme´ projektory 1
Tabulka 6.8: Chybeˇj´ıc´ı vy´razy v rejstrˇ´ıku — trigramy
slozˇena´, kde se matice vyskytuje v textu velmi cˇasto, ale slozˇena´ pouze trˇikra´t. Takove´ dvo-
jice by ze statisticke´ho hlediska meˇly by´t kl´ıcˇove´, ale prˇesto se te´meˇrˇ zˇa´dna´ z nalezeny´ch
nevyskytla v rejstrˇ´ıku knihy. Veˇtsˇina rejstrˇ´ıkovy´ch vy´raz˚u byla vybra´na z nejcˇasteˇji se vy-
skytuj´ıc´ıch vy´raz˚u nebo z teˇch, co se v textu vyskytly pouze jednou. U´speˇsˇnost Pearsonova
testu se pohybovala rˇa´doveˇ v procentech, a protozˇe dalˇs´ı statisticke´ metody jsou zalozˇeny
na podobny´ch principech bylo da´le pracova´no pouze s metodami zalozˇeny´mi na cˇetnosti,
ktere´ prˇina´sˇely lepsˇ´ı vy´sledky.
6.4 Odstraneˇn´ı redundantn´ıch vy´raz˚u
V podkapitole 2.3 byl zminˇova´n proble´m redundance kratsˇ´ıch n-gramu˚ v delˇs´ıch. Jejich od-
straneˇn´ım by meˇlo doj´ıt k nab´ıdce mensˇ´ıho pocˇtu vy´raz˚u. Unigramy nen´ı trˇeba odstranˇovat,
protozˇe veˇtsˇinou by´vaj´ı v rejstrˇ´ıc´ıch ve veˇtsˇ´ım mnozˇstv´ı kv˚uli prˇehlednosti a vytvorˇen´ı
strukturovane´ho rejstrˇ´ıku podle vzoru tabulky 5.3. Sledova´n´ım kl´ıcˇovy´ch slov v trigramech
a bigramech bylo rozhodnuto, zˇe vy´razy, ktere´ se vyskytovaly te´meˇrˇ stejneˇ cˇasto jako dvo-
jice i jako trojice budou pravdeˇpodobneˇ nadbytecˇne´ a budou ponecha´ny pouze trigramy, ze
ktery´ch si uzˇivatel prˇ´ıpadne´ prˇeby´vaj´ıc´ı slovo mu˚zˇe odmazat, cozˇ je snazsˇ´ı nezˇ si domy´sˇlet
chybeˇj´ıc´ı slovo bigramu.
Odstraneˇn´ım redundantn´ıch vy´raz˚u zbude podle tabulky 6.10 sta´le jesˇteˇ velke´ mnozˇstv´ı
vy´raz˚u pro rucˇn´ı vy´beˇr. Toto mnozˇstv´ı lze zredukovat tak, aby pocˇet vy´raz˚u v nab´ıdce
odpov´ıdal normeˇ [1]. Norma uva´d´ı pocˇet stran rejstrˇ´ıku 5 – 15% z pocˇtu stran knihy. Pro
dalˇs´ı experimenty byla navrzˇena horn´ı mez rejstrˇ´ıku 15% stran, protozˇe se neprˇedpokla´da´,
zˇe by vsˇechny nab´ıdnute´ vy´razy byly vhodny´mi kandida´ty. Pro vy´sledny´ vy´stup syste´mu
byly pouzˇity vy´razy, ktere´ byly redukova´ny korpusovy´m backgroundem a redukc´ı bi-
gramu˚ na trigramy. Na vy´stupu je uvedeno mnozˇstv´ı vy´raz˚u, ktere´ byly nab´ıdnuty a pro-
centua´ln´ı u´speˇnost vzhledem k rejstrˇ´ıku v testovane´ knize. Opeˇt je trˇeba mı´t na pameˇti,
zˇe ke zpracova´n´ı nebyla pouzˇita zˇa´dna´ kniha, u ktere´ by rejstrˇ´ık odpov´ıdal normeˇ. Pro-
centua´ln´ı u´speˇsˇnost je pouze orientacˇneˇ ukazuje jestli nebylo ztraceno velke´ mnozˇstv´ı drˇ´ıveˇ


















Tabulka 6.9: Prvn´ıch 15 bigramu˚ nalezeny´ch pomoc´ı X2 v datech E







Tabulka 6.10: Korpus — odstraneˇn´ı bigramu˚, ktere´ jsou soucˇa´st´ı trigramu˚
pouze s vyj´ımkou knihy B, kde se dva bigramy prˇesunuly mezi trigramy.
Pro sn´ızˇen´ı pocˇtu vy´raz˚u podle normy [1] uvazˇujme rejstrˇ´ık, kde na stra´nce jsou dva
sloupce textu, tedy na jednu stranu vycha´z´ı zhruba 110 vy´raz˚u. Pomeˇr unigramu˚, bigramu˚
a trigramu˚ nen´ı normou definova´n, protozˇe za´vis´ı na typu textu, a tak byla z kazˇde´ skupiny
n-gramu˚ vybra´na trˇetina z celkove´ho mnozˇstv´ı vy´raz˚u. Pro automaticky´ vy´beˇr lze navrh-
nout oddeˇlen´ı nejme´neˇ frekventovany´ch vy´raz˚u z nab´ıdky a podle spokojenosti uzˇivatele
vybrat pozˇadovany´ rozsah. Prˇedpokla´da´ se, zˇe v rejstrˇ´ıku se nevyskytnou vy´razy, ktere´ se
v textu vyskytly pouze jednou, protozˇe pokud se takove´ vy´razy pomoc´ı dome´nove´ho mo-
delu neprˇesunuly v seznamu na zacˇa´tek, budou zahozeny. V tabulka´ch B.1, B.2 a 6.11 jsou
zachyceny procentua´ln´ı u´speˇsˇnosti jednotlivy´ch rozsah˚u pro kazˇdy´ n-gram zvla´sˇt’. Protozˇe
neju´speˇsˇneˇjˇs´ı byla nejvysˇsˇ´ı mez, je pouzˇita pro vytvorˇen´ı syste´mu.
6.5 Prˇ´ıpadova´ studie
Prˇ´ıpadova´ studie byla provedena na textech k prˇedmeˇtu Cˇı´slicove´ zpracova´n´ı rˇecˇi. Text
obsahoval znacˇne´ mnozˇstv´ı anglicky´ch slov, ktere´ zp˚usobily proble´my popisovane´ v dalˇs´ım
odstavci. Kromeˇ teˇchto slov jsou zde i LATEXove´ znacˇky, ktere´ by meˇly by´t z textu take´
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odstraneˇny. Vzhledem k tomu, zˇe jich nen´ı tolik, bylo ponecha´no na uzˇivateli jejich od-
straneˇn´ı. Text ma´ rozsah 215kB, (130 stran textu), kv˚uli proble´mu˚m s velky´mi a maly´mi
p´ısmeny, byl prˇeveden na male´ znaky. Vytvorˇen´ı rejstrˇ´ıku trvalo p˚ul hodiny na nab´ıdnute´m
rozsahu rejstrˇ´ıku 5% stran knihy, tzn. nejmensˇ´ı nab´ızeny´ rozsah 1669 vy´raz˚u. Rucˇneˇ vy-
bran´ı kandida´ti na rejstrˇ´ıkove´ vy´razy maj´ı 441 vy´raz˚u. Mnohem delˇs´ı nab´ıdka sice nab´ız´ı
v´ıce vy´raz˚u, ale jej´ı zpracova´n´ı trva´ hodinu. Za´lezˇ´ı tedy na uzˇivateli, jak velkou nab´ıdku
chce proj´ıt. V prˇ´ıloze B.3 je uveden prˇ´ıklad rejstrˇ´ıku vytvorˇene´ho z nab´ıdky.
Rozbor chyb
Nejveˇtsˇ´ı skupinu chyb tvorˇ´ı gramaticke´ chyby (151). Protozˇe zde bylo velke´ mnozˇstv´ı zkra-
tek, ktere´ slovn´ık nerozeznal nebylo mozˇne´ se bez d˚ukladne´ znalosti textu rozhodnout co
je zkratka, a co je cˇa´st vzorce. Jako gramaticke´ chyby jsou hodnoceny vy´razy typu: zprac,
zakladnich, vzokr. Dalˇs´ı velkou skupinu tvorˇily anglicke´ vy´razy (83), ktere´ sice mohou by´t
kl´ıcˇovy´m slovem v rejstrˇ´ıku, ale kv˚uli r˚uzny´m tvar˚um, v ktery´ch se v textu vyskytly, jsou
v nab´ıdce v´ıckra´t, naprˇ. filter, filters. Da´le se tam vyskytuj´ı i slova jako we, ktery´m s cˇesky´m
slovn´ıkem nelze spra´vneˇ prˇiˇradit slovn´ı druhy a odfiltrovat je. Prˇedevsˇ´ım vlastn´ım jme´n˚um
jsou prˇiˇrazova´ny sˇpatne´ lemmy (39), prˇ´ıpadneˇ jsou zde slova dvakra´t, protozˇe jim pokazˇde´
byla vytvorˇena jina´ koncovka v za´kladn´ım tvaru. Zlomek chyb tvorˇ´ı vy´razy jako jsou zpod-
statneˇla´ prˇ´ıdavna´ jme´na (31), naprˇ. vysoka´, mu˚zˇe j´ıt o zveˇrˇ nebo o sˇkolu (podstatna´ jme´na),
anebo o prˇ´ıdavne´ jme´no a ta se do rejstrˇ´ıku jako unigramy nehod´ı.
Hlavn´ı proble´m prˇi tvorbeˇ rejstrˇ´ıku bylo rozliˇsit zkratky od gramaticky´ch chyb. Pro
spra´vny´ vy´beˇr kl´ıcˇovy´ch vy´raz˚u by bylo trˇeba zna´t podrobneˇ text. Proble´my take´ p˚usob´ı
tvary trigramu˚, protozˇe zat´ım nebyla nalezena pravidla, ktera´ by jim doka´zala prˇiˇradit
spra´vne´ koncovky. Naprˇ. pulsn´ı ko´dova´ modulace je ve spra´vne´m tvaru, ale pokud sˇlo o tvary,
kde se vyskytuj´ı dveˇ podstatna´ jme´na, docha´z´ı k proble´mu˚m, naprˇ. perioda za´kladn´ı to´n.
Vy´razy byly nab´ızeny ve tvaru, ktery´ meˇl da´t za´klad v´ıceu´rovnˇove´mu rejstrˇ´ıku.
6.6 Zhodnocen´ı nalezeny´ch vy´sledk˚u
Nejkvalitneˇji zpracovany´ rejstrˇ´ık meˇly knihy C a E, cozˇ vysveˇtluje prˇekvapiveˇ dobre´
vy´sledky ve srovna´n´ı s ostatn´ımi knihami. Typy rejstrˇ´ık˚u uvedene´ v tabulce 5.3 znacˇneˇ
ovlivnily vyhodnocova´n´ı. Kniha A ma´ rejstrˇ´ık vytvorˇeny´ prˇedevsˇ´ım z nadpis˚u, jedna´ se
o manua´l, pro kterou by bylo vhodneˇjˇs´ı vytvorˇit seznam nadpis˚u a doplnit je nejfrekven-
tovaneˇjˇs´ımi slovy. Kniha D ma´ rejstrˇ´ık vytvorˇeny´ formou jemne´ v´ıceu´rovnˇove´ struktury,
ktery´ se ovsˇem vlivem automaticke´ho zpracova´n´ı rozpadl na unigramy. Rejstrˇ´ık knihy F
obsahuje male´ mnozˇstv´ı vy´raz˚u a nebyl vytvorˇen podle doporucˇen´ı uvedeny´ch v normeˇ [1].
Rejstrˇ´ıky jsou rozd´ılne´, takzˇe lze pozorovat chova´n´ı syste´mu a chyby na r˚uzny´ch typech.
Nejle´pe hodnoceny´ experiment byl zalozˇene´ na cˇetnosti bez vynecha´n´ı vy´raz˚u, ten byl
uzˇit jako mı´ra maxima´ln´ı u´speˇsˇnosti, kterou jizˇ nelze zvy´sˇit. Nenalezene´ n-gramy zde byly
veˇtsˇinou zastoupeny vy´razy, ktere´ se v textu v˚ubec nevyskytly. Takovou chybu nelze odstra-
nit automaticky´m zpracova´n´ım, takzˇe nezby´va´ nezˇ, aby si uzˇivatel tyto vy´razy sa´m doplnil.
Po vynecha´n´ı vy´raz˚u vyskytuj´ıc´ıch se v textu pouze jednou, u´speˇsˇnost vy´razneˇ poklesla,
takzˇe byly provedeny dalˇs´ı pokusy, ktere´ meˇly detekovat ma´lo frekventovane´ vy´razy. Jedn´ım
z pokus˚u byla snaha vyuzˇ´ıt statisticky´ch metod naprˇ. Pearson˚uv test. Pomoc´ı tohoto testu
byly nalezeny vy´razy s u´speˇsˇnost´ı v rozmez´ı 3–9%. Tak n´ızky´ch hodnot bylo dosazˇeno proto,
zˇe veˇtsˇina statisticky´ metod vyb´ıra´ jako kl´ıcˇova´ slova ta, ktera´ nejsou v textu frekventova´na
prˇ´ıliˇs cˇasto a prˇi hleda´n´ı kandida´t˚u vhodny´ch do rejstrˇ´ıku jsou pouzˇity prˇedevsˇ´ım nejv´ıce
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frekventovane´ vy´razy, a pak vy´razy vyskytuj´ıc´ı se velmi ma´lo, trˇeba jen jednou v cele´m
textu. Po neu´speˇchu tohoto experimentu byly zavrzˇeny dalˇs´ı metody jako je t-test, protozˇe
jsou zalozˇeny na stejne´m principu.
Da´le bylo experimentova´no s backgroundovy´m modely. Korpusovy´m modelem byly po-
sunuty vy´razy tak, aby se ma´lo frekventovane´ dostaly na zacˇa´tek seznamu, pokud zde byla
sˇance, zˇe by to byl dobry´ kandida´t na rejstrˇ´ıkovy´ vy´raz. V podstateˇ vsˇechny unigramy,
byly zpracova´ny korpusovy´m modelem, protozˇe obsahovaly nejv´ıce vy´raz˚u, ktere´ by nebylo
mozˇne´ jinak vytrˇ´ıdit. Srovna´n´ı u´speˇsˇnosti korpusove´ho modelu mu˚zˇeme prove´st s experi-
mentem 1 z tabulky 6.2, kde byly odstraneˇny vy´razy vyskytuj´ıc´ı se pouze jednou. U´speˇsˇnost
syste´mu nelze meˇrˇit procentua´ln´ı u´speˇsˇnost´ı hodnocen´ı, ale mnozˇstv´ım nab´ızeny´ch vy´raz˚u
a t´ım kolik kl´ıcˇovy´ch slov bylo ztraceno orˇ´ıznut´ım seznamu.
unigram bigram trigram
kniha nab´ızene´ nalezene´ nalezene´ nab´ızene´ nalezene´
vy´razy vy´razy % vy´razy % vy´razy vy´razy %
A 506 10/68 14.71 4/156 2.56 366 0/39 0.00
B 3080 75/88 85.23 123/170 72.35 2310 18/29 62.07
C 440 8/15 53.33 40/48 83.33 366 9/23 39.13
D 2768 267/461 57.92 64/110 58.18 2126 6/29 20.69
E 1027 34/48 70.83 103/151 68.21 770 17/41 41.46
F 660 0/3 0.00 21/33 63.64 476 8/25 32.00
Tabulka 6.11: Vy´sledny´ syste´m — nab´ızene´ vy´razy a u´speˇsˇnost hleda´n´ı
Experimentova´n´ım byla stanovena hranice, kdy docha´z´ı k minima´ln´ım ztra´ta´m kl´ıcˇovy´ch
slov a rozsah jejich nab´ıdky je prˇekrocˇen pouze o 5% nad maxima´ln´ı doporucˇovanou
de´lku rejstrˇ´ıku. Unigramy nedosa´hly vysoke´ u´speˇsˇnosti, ale asponˇ dosˇlo ke sn´ızˇen´ı pocˇtu
nab´ızeny´ch vy´raz˚u. V neˇktery´ch prˇ´ıpadech z˚ustalo stejne´ mnozˇstv´ı vy´raz˚u jako prˇed
orˇ´ıznut´ım, protozˇe mnozˇstv´ı vy´raz˚u odpov´ıdalo peˇtineˇ stran z pocˇtu stran knihy. Ztra´ta
vy´raz˚u se prˇi pohledu na vy´sledky nezda´la velka´. Unigramy a bigramy potrˇebovaly nastavit
20% stran z pocˇtu stran knihy, cozˇ prˇesahuje doporucˇen´ı, pro trigramy stacˇila horn´ı mez
15%. Bigramy dosa´hly o 10% vysˇsˇ´ı u´speˇsˇnosti, nezˇ tomu bylo v experimentu 1B prˇi nizˇsˇ´ım
nebo te´meˇrˇ stejne´m pocˇtu vy´raz˚u. Orˇ´ıznut´ım v experimentu 1B a v tomto posledn´ım ex-
perimentu se mnozˇstv´ı vy´raz˚u rovnalo, ale pouzˇit´ı korpusove´ho modelu vedlo jednoznacˇneˇ
k lepsˇ´ım vy´sledk˚um. Trigramy dosa´hly dokonce vysˇsˇ´ı u´speˇsˇnosti s veˇtsˇ´ım orˇ´ıznut´ım, cozˇ
bylo zaprˇ´ıcˇineˇno t´ım, zˇe jich bylo vytvorˇeno me´neˇ uzˇ na pocˇa´tku zpracova´n´ı3. Vzhledem
k tomu, zˇe mnozˇstv´ı vy´raz˚u bylo sn´ızˇeno oproti experimentu 1B a bylo dosazˇeno lepsˇ´ıch
vy´sledk˚u, je pouzˇit´ı korpusove´ho modelu uzˇitecˇne´.
Prˇestozˇe byly rejstrˇ´ıkove´ vy´razy nalezeny, z˚usta´va´ zde jesˇteˇ proble´m koncovek vy´raz˚u.
Mezi unigramy se vyskytovaly zpodstatneˇla´ prˇ´ıdavna´ jme´na, ty pak meˇly cely´ tvar slova
chybneˇ. Veˇtsˇ´ı proble´my se vyskytly u bigramu˚, kde byly sice koncovky prˇeznacˇkova´ny,
ale pokud byl chybneˇ urcˇen rod, tak je koncovka chybna´, naprˇ. budova novy´. Koncovky
trigramu˚ nebyly nijak filtrova´ny, protozˇe nen´ı lehke´ zjistit v jake´m porˇad´ı maj´ı by´t slova
trojice usporˇa´da´ny a podle jake´ho slova se budou rˇ´ıdit jejich koncovky. U´prava porˇad´ı slov
a koncovek trigramu˚ je ponecha´na na uzˇivateli.




Tato pra´ce meˇla prozkoumat mozˇnosti hleda´n´ı kl´ıcˇovy´ch vy´raz˚u v textu pro vyuzˇit´ı prˇi
automaticke´ tvorbeˇ rejstrˇ´ık˚u knih. Hlavn´ı ota´zkou bylo, s jakou u´speˇsˇnost´ı lze detekovat
kl´ıcˇova´ slova, a jake´ metody jsou neju´speˇsˇneˇjˇs´ı. Take´ bylo zkouma´no jake´ mnozˇstv´ı vy´raz˚u
bude nab´ıdnuto, a jestli navrzˇeny´ syste´m usnadn´ı pra´ci uzˇivatel˚um.
Prˇed zpracova´n´ım vlastn´ım syste´mem byly zkouma´ny metody zu´zˇen´ı nab´ıdky vy´raz˚u
a zavrhnut´ı vy´raz˚u, ktere´ se podle normy [1] v rejstrˇ´ıku nemaj´ı vyskytovat. Na za´kladeˇ
vy´zkumu bylo rozhodnuto pouzˇ´ıvat program, ktery´ doka´zˇe urcˇit slovn´ı druhy a nab´ıdnout
vy´razy v za´kladn´ım tvaru.
Neju´speˇsˇneˇjˇs´ı metoda hleda´n´ı kl´ıcˇovy´ch slov je vytvorˇen´ı seznamu vy´raz˚u podle cˇetnosti,
ale protozˇe je takto nab´ıdnuto velke´ mnozˇstv´ı vy´raz˚u, bylo experimentova´no s metodami,
ktere´ meˇly zredukovat jejich mnozˇstv´ı. Pouzˇit´ı statisticky´ch metod neprˇineslo ocˇeka´vane´
zlepsˇen´ı, a proto byl vy´sledny´ syste´m doplneˇn pouze backgroundovy´m korpusovy´m mo-
delem. Ten meˇl zvy´hodnit kl´ıcˇove´ vy´razy, ktere´ se v textu vyskytovaly pouze zrˇ´ıdka.
Ale protozˇe model meˇl za na´sledek pouze prˇeskla´da´n´ı porˇad´ı vy´raz˚u a jejich pocˇet ne-
zmensˇil, bylo trˇeba mnozˇstv´ı vy´raz˚u sn´ızˇit na pocˇet doporucˇovany´ normou. Neˇktere´ kl´ıcˇove´
vy´razy t´ım byly ztraceny, ale zato zbylo mensˇ´ı mnozˇstv´ı vy´raz˚u, ktere´ je uzˇ prˇijatelne´ pro
uzˇivatelske´ zpracova´n´ı. C´ılem bylo z´ıskat takovy´ pomeˇr pocˇtu vy´raz˚u a vhodny´ch kandida´t˚u
pro rejstrˇ´ık, aby vy´sledny´ syste´m uzˇivatele nezahltil nadbytecˇny´m mnozˇstv´ım vy´raz˚u, ktere´
nebude schopen zpracovat.
Da´le bylo vyvra´ceno, zˇe by de´lka knihy ovlivnˇovala u´speˇsˇnost hledany´ch kl´ıcˇovy´ch slov.
Pro testova´n´ı byly pouzˇite´ r˚uzneˇ dlouhe´ knihy, a bylo zjiˇsteˇno, zˇe neza´vis´ı ani tak na de´lce
knihy, ale na tom, jaky´m stylem je napsana´. Pokud se jedna´ o na´vod nebo manua´l nen´ı
syste´m moc u´speˇsˇny´ a doka´zˇe naj´ıt pouze pa´r nejfrekventovaneˇjˇs´ıch slov, ktera´ mu˚zˇeme
oznacˇit jako kl´ıcˇova´.
Pro dalˇs´ı zlepsˇen´ı syste´mu by bylo potrˇeba z´ıskat texty s kvalitneˇ vyrobeny´mi rejstrˇ´ıky,
aby bylo mozˇne´ le´pe otestovat zmeˇny v u´speˇsˇnosti. Nejveˇtsˇ´ı proble´m zp˚usobily vy´razy,
ktere´ se v textu v˚ubec nevyskytly, a prˇesto byly uvedeny jako kl´ıcˇova´ slova v rejstrˇ´ıku.
Dalˇs´ı vy´zkum v te´to oblasti by se tedy meˇl zaby´vat hlavneˇ hleda´n´ım ma´lo frekventovany´ch
kl´ıcˇovy´ch slov v textu. Velky´m proble´mem byly take´ koncovky vy´raz˚u, prˇedevsˇ´ım u tri-






znacˇka latinsky´ na´zev cˇesky´ na´zev
A adjektivum prˇ´ıdavne´ jme´no









X nezna´my´, neurcˇeny´, neurcˇitelny´ slovn´ı druh
Z interpunkce, hranice veˇty
Tabulka A.1: Znacˇky slovn´ıch druh˚u
kniha oznacˇen´ı v textu
Strucˇny´ u´vod do LATEXu A





Tabulka A.2: Data — pouzˇite´ knihy pro testova´n´ı
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Dodatek B
Vy´sledky experiment˚u a prˇ´ıpadova´
studie
Experimentova´n´ı s r˚uzny´mi rozsahy nab´ızeny´ch rejstrˇ´ık˚u.
unigram bigram trigram
kniha nab´ızeny´ch nalezeny´ch % nalezeny´ch % nalezeny´ch %
vy´raz˚u vy´raz˚u vy´raz˚u vy´raz˚u
A 109 1/68 1.47 0/156 0.00 0/39 0.00
B 769 38/88 43.18 103/170 60.59 14/29 48.28
C 109 2/15 13.33 13/48 27.08 6/23 26.09
D 695 114/461 24.73 43/110 39.09 5/29 17.24
E 255 8/48 16.67 53/151 35.10 13/41 31.71
F 145 0/3 0.00 6/33 18.18 5/25 20.00
Tabulka B.1: Rozsah — minima´ln´ı mnozˇstv´ı nab´ızeny´ch vy´raz˚u
unigram bigram trigram
kniha nab´ızeny´ch nalezeny´ch % nalezeny´ch % nalezeny´ch %
vy´raz˚u vy´raz˚u vy´raz˚u vy´raz˚u
A 255 1/68 1.47 2/156 1.28 0/39 0.00
B 1539 58/88 65.91 116/170 68.24 17/29 58.62
C 219 2/15 13.33 15/48 31.25 8/23 34.78
D 1392 189/461 41.00 56/110 50.91 5/29 17.24
E 512 16/48 33.33 71/151 47.02 15/41 36.59
F 329 0/3 0.00 11/33 33.33 7/25 28.00





















funkce autokorelacˇn´ı signa´l rˇecˇovy´
funkce hustoty signal-to-nois








Tabulka B.3: Uka´zka rejstrˇ´ıku studijn´ı opory
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