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A survey on local and 2-local derivations on C∗-
and von Neuman algebras
Shavkat Ayupov, Karimbergen Kudaybergenov, and Antonio M. Peralta
Abstract. We survey the results on local and 2-local derivations on
C∗-algebras, von Neumann algebras and JB∗-triples.
1. Introduction
The last twenty years witnessed a fruitful growth of the theory of local
and 2-local derivations on von Neumann algebras, C∗-algebras, and JB∗-
triples. The studies on local derivations were formally started by Kadison
[46] and Larson and Sourour [53] in 1990. The fast growing of the theory
during the last 25 years invites us to write a first survey on local and 2-
local derivations and homomorphisms to revisit the main contributions and
the main open problems. We combine new proofs of previously established
results with new results and connections between the different techniques
developed in recent years.
The studies about derivations on Banach algebras go back to the origins
of the theory of Banach algebras and C∗-algebras. In 1958, Kaplansky con-
jectured that that any derivation of a C∗-algebra would be automatically
continuous (see [47]). This conjecture challenged to the international com-
munity, and in particular to Sakai, who gave a proof of this fact in 1960 (cf.
[64]).
We recall that a derivation of a Banach algebra A into a Banach A-
module X is a linear map D : A → X satisfying D(ab) = D(a)b + aD(b),
(a ∈ A). Ringrose extended Sakai’s theorem on automatic continuity of
derivations on C∗-algebras by proving that every derivation from a C∗-
algebra A to a Banach A-bimodule is continuous (cf. [62]).
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A typical example of a derivation from a Banach algebra A into a Banach
A-bimodule would be: let x be an element in X, the mapping adjx : A→ X,
a 7→ adjx(a) := xa − ax, is a derivation. A derivation D : A → X is said
to be an inner derivation when it can be written in the form D = adjx for
some x ∈ X. Another fundamental contribution, due to Sakai, states that
every derivation on a von Neumann algebra is inner (cf. [66, Theorem 4.1.6]
or [65, 45]).
A Jordan derivation from A into X is a linear map D satisfying D(a2) =
aD(a)+D(a)a, (a ∈ A), or equivalently, D(a◦b) = a◦D(b)+D(a)◦b (a, b ∈
A), where a◦b = ab+ba2 , whenever a, b ∈ A, or one from {a, b} is in A and the
other is inX. Clearly, every derivation from A into X is a Jordan derivation.
The other implication need not be true for general Banach algebras, however
Johnson establishes in 1996 that every bounded Jordan derivation from a
C∗-algebra A to a Banach A-bimodule is a derivation (cf. [43]). In a recent
paper, due to Russo and the third author of this note, it is proved that
every Jordan derivation from a C∗-algebra A to a Banach A-bimodule (or
to a Jordan Banach A-module) is continuous (cf. [60, Corollary 17]).
In 1990, Kadison [46] and Larson and Sourour [53] introduce the con-
cept of local derivation in the following sense: let X be a Banach A-bimodule
over a Banach algebra A, a linear mapping T : A→ X is said to be a local
derivation if for every a in A there exists a derivation Da : A→ X, depend-
ing on a, satisfying T (a) = Da(a). Kadison proves in [46, Theorem A] that
each continuous local derivation of a von Neumann algebra M into a dual
Banach M -bimodule is a derivation. This theorem gave way to a cascade of
results and studies on derivations on C∗-algebras, culminating with a defin-
itive contribution due to Johnson, which asserts that every continuous local
derivation of a C∗-algebra A into a Banach A-bimodule is a derivation [44,
Theorem 5.3]. In the just quoted paper, Johnson also gives an automatic
continuity result by proving that local derivations of a C∗-algebra A into a
Banach A-bimodule X are continuous even if not assumed a priori to be so
(cf. [44, Theorem 7.5]).
Section 2 is devoted to survey the main results on local triple deriva-
tions on von Neumann algebras and on C∗-algebras. We revisit the main
contributions due to Kadison, Bresˇar, Shul’man and Johnson. We present
here new and simplified proofs obtained with new and recent methods. We
also revisit the connections appearing between local derivations and gener-
alized derivations, in the sense introduced and studied by Alaminos, Bresar,
Extremera, and Villena [3] and Li and Pan [54].
In 1990, Kadison also affirmed that the study on local derivations should
be also extended to “local higher cohomology (for example, local 2-cocycles)”
(cf. [46]). Let X be a Banach A-bimodule over a Banach algebra A. An
n-multilinear operator T : A× . . .×A→ X is said to be an n-cocycle when
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the identity
a1T (a2, . . . , an, an+1) +
n∑
j=1
(−1)jT (a1, . . . , aj−1, ajaj+1, . . . , an+1)
+(−1)n+1T (a1, . . . , an)an+1 = 0,
holds for every a1, . . . , an, an+1 in A. The reader should recall that 1-cocycles
from A into X are precisely the derivations of A into X. The corresponding
definition of local n-cocycles reads as follows: a multilinear mapping T :
A × . . . × A → X is said to be a local n-cocycle if for every a1, . . . , an in
A, there exists an n-cocycle Φa1,...,an (depending on a1, . . . , an) such that
T (a1, . . . , an) = Φa1,...,an (a1, . . . , an). The question posed by Kadison in his
comments can be materialized as follows:
Problem 1.1. Is every continuous local n-cocycle of a C∗-algebra A into
a Banach A-bimodule an n-cocycle?
In section 3, we survey the positive answer to Problem 1.1 provided by
Samei in [67, Theorem 5.4]. We shall see that part of the technical results
established to study continuous local derivations from a C∗-algebra A into
a Banach A-bimodule can be applied to show that every continuous local
n-cocycle of A into X is an n-cocycle (Theorem 3.4).
Every C∗-algebra belongs to a strictly wider class of complex Banach
spaces equipped with a triple product satisfying certain algebraic and ana-
lytic hypothesis (see section 4 for a detailed definition). A triple derivation
on a JB∗-triple E is a linear mapping δ : E → E satisfying that
δ {a, b, c} = {δ(a), b, c} + {a, δ(b), c} + {a, b, δ(c)} ,
for every a, b, c ∈ E. Barton and Friedman prove in [12] that every triple
derivation on a JB∗-triple is automatically continuous. In [56], Mackey in-
troduces local derivations on JB∗-triples. A local triple derivation on E is
a linear map T : E → E such that for each a in E there exists a triple
derivation δa on E satisfying T (a) = δa(a). Mackey also establishes a triple
version of previously mentioned Kadison’s theorem, proving that every local
triple derivation on a JBW∗-triple (i.e., a JB∗-triple which is a dual Banach
space) is a triple derivation. The problem whether every local triple deriva-
tion on a JB∗-triple is a triple derivation was left as an open problem by
Mackey in the same paper. Very recently, Burgos, Ferna´ndez-Polo and the
third author of this survey gave a complete positive answer to this problem
in [23]. Section 4 contains a detailed presentation of the major achievements
on local triple derivations on real and complex JB∗-triples and C∗-algebras.
Section 5 gathers a complete collection of results on automatic conti-
nuity of derivations, local derivations, triple derivations, and local triple
derivations.
Inspired by the Gleason-Kahane-Z˙elazko and the Kowalski-S lodkowski
theorems, Sˇemrl introduced in [68] the notions of 2-local homomorphisms
4 AYUPOV, KUDAYBERGENOV, AND PERALTA
and derivations. For our purposes, we recall that a (not necessarily linear
nor continuous) mapping T from a Banach algebra A into a Banach A-
bimodule X is said to be a 2-local derivation if for every a, b ∈ A there
exists a (bounded linear) derivation Da,b : A → X, depending on a and b,
such that Da,b(a) = T (a) and Da,b(b) = T (b). It is established by Sˇemrl
that for every infinite-dimensional separable Hilbert space H, every 2-local
derivation T : B(H)→ B(H) (no linearity or continuity of T is assumed) is
a derivation [68, Theorem 2].
In [68, Remark], Sˇemrl states that the conclusion of the above theorem
also holds whenH is finite-dimensional. In such a case, however, he was only
able to get a long proof involving tedious computations, and so, he decided
not include these results. In [50] Kim and Kim gave a short proof of the fact
that every 2-local derivation on a finite-dimensional complex matrix algebra
is a derivation. New techniques introduced by the first and second authors
of this note in [7] have been applied to prove that every 2-local derivation
on B(H), with H an arbitrary Hilbert space (no separability is assumed), is
a derivation. A similar result for 2-local derivations on finite von Neumann
algebras was obtained by Nurjanov, Alauatdinov and the first two authors
of this survey in [9]. In [6] the authors extend all the above results and give
a short proof of this result for arbitrary semi-finite von Neumann algebras.
When considering 2-local derivations on general von Neumann algebras, the
most conclusive result asserts that every 2-local derivation on an arbitrary
von Neumann algebra is a derivation (see [8]). In the first part of section 6 we
survey the main results about 2-local derivations on von Neumann algebras.
In subsection 4 we also present another recent result, due to Oikhberg, Russo
and the second and third authors of this note, which estates that every 2-
local triple derivation on a von Neumann algebra is a triple derivation (cf.
[52]). In the final subsection we survey some results on 2-local derivations
on Arens algebras established by Nurjanov, Alauatdinov, and the frist two
authors of this note in [9].
2. Local derivations on C∗-algebras
Let X be a Banach A-bimodule over a Banach algebra A. We recall
that a linear mapping T : A→ X is said to be a local derivation if for every
a in A there exists a derivation Da : A → X, depending on a, satisfying
T (a) = Da(a). The main result established by Kadison in [46, Theorem
A] states that each continuous local derivation of a von Neumann algebra
M into a dual Banach M -bimodule is a derivation. Actually, Bresˇar shows
in [15] that similar techniques and ideas can be applied to prove a slightly
stronger statement, which is included here with a simplified proof.
Theorem 2.1. [Kadison [46]], [Bresˇar [15, Theorem 2]] Let A be a uni-
tal C∗-algebra satisfying that every self-adjoint element in A can be approx-
imated in norm by a finite linear combinations of projections in A. Then
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every continuous local derivation from A into a Banach A-bimodule is a
derivation.
Proof. Let T : A → X be a local derivation from A into a Banach
A-bimodule. Let us consider a projection p ∈ A. In this case,
(2.1) T (p) = Dp(pp) = pDp(p) +Dp(p)p = pT (p) + T (p)p.
We consider now two orthogonal projections p, q in A. By (2.1),
T (p+ q) = (p + q)T (p+ q) + T (p+ q)(p + q),
which combined with T (p) = pT (p) + T (p)p and T (q) = qT (q) + T (q)q,
assures that
(2.2) pT (q) + qT (p) + T (p)q + T (q)p = 0.
Now, having in mind that p ⊥ q, we deduce that
qT (p) = q(pT (p) + T (p)p) = qT (p)p,
and similarly T (p)q = pT (p)q, T (q)p = qT (q)p, pT (q) = pT (q)q, pT (q)p = 0,
and qT (p)q = 0. Combining these identities with (2.2) we get
0 = q(pT (q) + qT (p) + T (p)q + T (q)p) = qT (p) + qT (q)p = qT (p) + T (q)p,
which proves that
(2.3) qT (p) + T (q)p = 0,
for every couple of projections p, q ∈ A with p ⊥ q.
Suppose now that p1, . . . , pn are mutually orthogonal projections in A,
λ1, . . . , λn are real numbers and a =
n∑
j=1
λjpj is an algebraic self-adjoint
element in A. By linearity T (a2) =
n∑
j=1
λ2jT (pj). On the other hand,
T (a)a+ aT (a) = T
 n∑
j=1
λjpj
( n∑
k=1
λkpk
)
+
(
n∑
k=1
λkpk
)
T
 n∑
j=1
λjpj

=
n∑
j,k=1
λjλk (T (pj)pk + pkT (pj)) = (by (2.3)) =
n∑
j=1
λ2jT (pj) = T (a
2).
By hypothesis, every self-adjoint element in A can be approximated in
norm by a finite linear combinations of projections in A, thus, the continuity
of T implies that
(2.4) T (a2) = T (a)a+ aT (a),
for every a = a∗ in A. A simple polarization argument shows that, for each
c = a+ ib ∈ A, with a = a∗ and b = b∗, we have
T (c2) = T (a2 − b2 + 2i(a ◦ b)) = aT (a) + T (a)a− bT (b)− T (b)b
+2i(T (a) ◦ b+ a ◦ T (b)) = 2T (a+ ib) ◦ (a+ ib) = 2T (c) ◦ c,
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where ◦ denotes the canonical Jordan product x ◦ c = 12(xc + cx). We have
therefore shown that T is a Jordan derivation. We deduce from Johnson’s
theorem [43] that T is a derivation. 
The following corollaries are direct consequences of the above theorem.
Corollary 2.2. [Kadison [46, Theorem A]] Every continuous local
derivation of a von Neumann algebra M into a dual Banach M -bimodule is
a derivation. 
Corollary 2.3. Let A = K(H) or A = B(H), where H is a complex
Hilbert space. Then every continuous local derivation of A into a Banach
A-bimodule is a derivation. 
For information only, we mention that, accordingly to the data basis
of MathSciNet, Kadison’s theorem [46, Theorem A] has received over 95
citations. It would be completely impossible to mention all of them in this
paper. We shall highlight some of the results which can help the reader
to understand the development of the theory. We have already mentioned
that every derivation on a von Neumann algebra is inner [66, Theorem
4.1.6], consequently, if T is a bounded linear operator of a von Neumann
algebra M into itself, and if for each a in M there is a za in M satisfying
T (a) = [a, za], then there exists z in M such that T (a) = [a, z], for all a in
M .
The question whether every local derivation from a C∗-algebra A into a
Banach A-bimodule is continuous and a derivation remained open for eleven
years. A partial answer was provided by Shul’man in 1994 (cf. [70]), by
showing that every continuous local derivation from a C∗-algebra into itself is
a derivation. The complete solution to the questions originated by Kadison’s
paper appear in 2001. In a celebrated result Johnson shows that every
continuous local derivation of a C∗-algebra A into a Banach A-bimodule is
a derivation [44, Theorem 5.3]. In the same paper, Johnson also gives an
automatic continuity result by proving that local derivations of a C∗-algebra
A into a Banach A-bimodule X are continuous even if not assumed a priori
to be so (cf. [44, Theorem 7.5]). The arguments in Johnson’s paper rely
on the fact, proved by the same author, that every Jordan derivation from
A into X is a derivation, and thus, it is enough to show the result when
A is a C∗-algebra generated by a single self-adjoint element (a fact we have
explicitly applied in the proof of Theorem 2.1 above). Johnson considers and
studies “local multipliers” (defined by replacing “derivation” by “multiplier”
in Kadison’s definition). The main tool in his technical proof is the fact that
the diagonal in R2 is a set of synthesis for C0(R)⊗̂C0(R).
Theorem 2.4. [Johnson, [44, Theorem 5.3]] Every continuous local
derivation of a C∗-algebra A into a Banach A-bimodule is a derivation.
Instead of presenting here the technical proof given by Johnson in [44],
we shall revisit and adapt more renewed techniques developed in recent years
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in the setting of JB∗-triples (cf. [23, §3], [22], [58] and section 4) to provide
to the reader a simpler proof. In [46, Sublemma 5], Kadison isolated an
interesting property satisfied by every local derivations of a von Neumann
algebra into a Banach bimodule, which remains valid for local derivations
of a C∗-algebra into a Banach bimodule.
Lemma 2.5. Let T : A→ X be a local derivation of a C∗-algebra into a
Banach A-bimodule. Then aT (b)c = 0, whenever ab = bc = 0 in A.
Proof. Let us consider a, b, c ∈ A with ab = bc = 0. The identity
aT (b)c = aDb(b)c = (Db(ab)−Db(a)b) c = −Db(a)bc = 0,
proves the desired statement. 
We recollect at this point some well known facts on the Arens bitrans-
poses of a bounded bilinear map (cf. [5]). Let m : X×Y → Z be a bounded
bilinear mapping between Banach spaces. We can define a bounded bilin-
ear mapping m∗ : Z∗ × X → Y ∗ by setting m∗(z′, x)(y) := z′(m(x, y))
(x ∈ X, y ∈ Y, z′ ∈ Z∗). Iterating the process, we define a mapping
m∗∗∗ = [(m∗)∗]∗ : X∗∗ × Y ∗∗ → Z∗∗. The definition given above satisfies
that the mapping x′′ 7→ m∗∗∗(x′′, y′′) is weak∗ to weak∗ continuous when-
ever we fix y′′ ∈ Y ∗∗, and similarly, the mapping y′′ 7→ m∗∗∗(x, y′′) is weak∗
to weak∗ continuous for every x ∈ X. If we consider the transposed map-
ping mt : Y × X → Z, mt(y, x) = m(x, y) and the extended mapping
mt∗∗∗t : X∗∗ × Y ∗∗ → Z∗∗, we get a new bounded bilinear extension sat-
isfying that the mapping x′′ 7→ mt∗∗∗t(x′′, y) is weak∗ to weak∗ continuous
whenever we fix y ∈ Y , and the mapping y′′ 7→ mt∗∗∗t(x′′, y′′) is weak∗ to
weak∗ continuous for every x′′ ∈ X∗∗.
In general, the mappings mt∗∗∗t and m∗∗∗ do not coincide (cf. [5]). The
mapping m is said to be Arens regular if mt∗∗∗t = m∗∗∗. It is well known
that the product of every C∗-algebra is Arens regular and the unique Arens
extension of the product of A to A∗∗×A∗∗ coincides with the product of its
enveloping von Neumann algebra (cf. [24, Corollary 3.2.37]).
Let X be a Banach A-bimodule over a C∗-algebra A. Let us denote
by π1 : A × X → X and π2 : X × A → X the corresponding module
operations given by π1(a, x) = ax and π2(x, a) = xa, respectively. By an
abuse of notation, given a ∈ A∗∗ and z ∈ X∗∗, we shall frequently write
az = π∗∗∗1 (a, z) and za = π
∗∗∗
2 (z, a). It is known that X
∗∗ is a Banach A∗∗-
bimodule for the just defined operations ([24, Theorem 2.6.15(iii)]). By
definition, for each b ∈ A, b′′ ∈ A∗∗, z ∈ X and z′′ ∈ X∗∗ the mappings
(2.5) A∗∗ → X∗∗, a 7→ az′′, a 7→ za,
X∗∗ → X∗∗, x 7→ bx, x 7→ xb′′
are weak∗-continuous. It is also known that whenever (aλ) and (xµ) are nets
in A and X, respectively, such that aλ → a ∈ A
∗∗ in the weak∗ topology of
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A∗∗ and xµ → x ∈ X
∗∗ in the weak∗ topology of X∗∗, then
(2.6) ax = π∗∗∗1 (a, x) = lim
λ
lim
µ
aλxµ and xa = π
∗∗∗
2 (x, a) = limµ
lim
λ
xµaλ
in the weak∗ topology of X∗∗ (cf. [24, 2.6.26]).
Many different notions have been motivated by the property isolated in
Lemma 2.5. For example, Alaminos, Bresar, Extremera, and Villena [3, §4]
and Li and Pan [54] introduced the following definition: a linear operator
G from a Banach algebra A into a Banach A-bimodule X is said to be a
generalized derivation if there exists ξ ∈ X∗∗ satisfying
G(ab) = G(a)b+ aG(b) − aξb (a, b ∈ A).
A linear mapping T : A → X is called a local generalized derivation if for
each a ∈ A, there exists a generalized derivation Da : A → X satisfying
T (a) = Da(a).
For each x ∈ X, the mapping Gx : A → X, a 7→ a ◦ x is a generalized
derivation. Every (local) derivation of A into X is a (local) generalized
derivation. When A and X are unital, every generalized derivation G : A→
X is a derivation if and only if G(1) = 0. It is also easy to see that when A
and X are unital and G1, G2 : A→ X are two generalized derivations with
G1(1) = G2(1), then the mapping D = G1 −G2 is a derivation.
Remark 2.6. Let D : A→ X be a continuous derivation of a C∗-algebra
into a Banach A-bimodule. Given c, d ∈ A∗∗ we can find two (bounded)
nets (aλ) and (bµ) in A converging to c and d in the weak
∗-topology of A∗∗,
respectively. By the weak∗-continuity of D∗∗ and (2.5) and (2.6) we get
D∗∗(cd) = D∗∗(c)d + cD(d),
which shows that D∗∗ is a derivation (this is a standard argument cf. [45,
Lemma 3]).
Suppose G : A→ X is a continuous generalized derivation. Let ξ be an
element inX∗∗ satisfying G(ab) = G(a)b+aG(b)−aξb (a, b ∈ A). We observe
that aξb = G(a)b + aG(b) − G(ab) ∈ X, for every a, b ∈ A. By the weak∗-
density of A in A∗∗, the weak∗-continuity of G∗∗ and the weak∗-continuity
properties of the module operations of X∗∗ we have:
(2.7) G∗∗(ab) = G∗∗(a)b+ aG(b)− aξb,
for every a ∈ A∗∗ and b ∈ A (just observe that the mapping A∗∗ → X∗∗,
a 7→ aξ is weak∗-continuous). However, the mapping A∗∗ → X∗∗, a 7→ ξa
need not continuous, so, it is not clear how we can assure that G∗∗ is a
generalized derivation, that is, identity (2.7) holds for every a, b ∈ A∗∗.
When A and X are unital, G(1) = ξ ∈ X, thus, the weak∗-continuity of the
mapping A∗∗ → X∗∗, a 7→ ξa implies that
G∗∗(ab) = G∗∗(a)b+ aG∗∗(b)− aξb,
for every a, b ∈ A∗∗, and hence G∗∗ : A∗∗ → X∗∗ is a generalized derivation.
This discussion will be completed after Theorem 2.11.
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Surprisingly, the proof of the fact that every bounded local generalized
derivation of a C∗-algebra A into a Banach A-bimodule is a generalized
derivation, requires a less technical argument than the one presented by
Johnson [44] in the case of continuous local derivations. It is very easy to
check that every local generalized derivation from a C∗-algebra A into a
Banach A-bimodule also satisfies the conclusion of Lemma 2.5.
Lemma 2.7. Let T : A → X be a local generalized derivation of a C∗-
algebra into a Banach A-bimodule. Then aT (b)c = 0, whenever ab = bc = 0
in A. 
In what follows, we denote by Asa the hermitian elements of a C
∗-algebra
A.
The arguments we gave in the proof of Theorem 2.1 rely on the hypoth-
esis of norm density of algebraic elements (i.e. finite linear combinations
of mutually orthogonal projections). If we try to apply a similar technique
in the case of a general C∗-algebra B, we immediately find the obstruction
arising from the scarcity of projections.
Proposition 2.8. Let X be a unital Banach A-bimodule over a unital
C∗-algebra. Suppose T : A → X is a continuous linear operator. The
following statements are equivalent:
(a) aT (b)c = 0, for every a, b, c ∈ A, with ab = bc = 0;
(b) aT (b)c = 0, for every a, b, c ∈ Asa, with ab = bc = 0;
(c) T is a generalized derivation.
The proof of Proposition 2.8 will follow from a series of lemmas. We
recall first some results and definitions. Let A be a C∗-algebra. A continuous
bilinear form V : A× A → C is said to be orthogonal when V (a, b) = 0 for
every a, b ∈ Asa with a ⊥ b (see [36, Definition 1.1]). Goldstein established
in [36] a beautiful result which determines the exact expression of every
continuous bilinear orthogonal form on a C∗-algebra.
Theorem 2.9. [36] Let V : A×A→ C be a continuous orthogonal form
on a C∗-algebra. Then there exist functionals φ,ψ ∈ A∗ satisfying that
V (a, b) = Vϕ,ψ(a, b) = ϕ(a ◦ b) + ψ([a, b]),
for all a, b ∈ A, where a ◦ b := 12(ab+ ba), and [a, b] :=
1
2(ab− ba). 
Let X and Y be Banach A-bimodules over a Banach algebra A. We
recall that a mapping f : X → Y is said to be a left-annihilator-preserving
(respectively, right-annihilator-preserving) if f(x)a = 0, whenever xa = 0
(respectively, af(x) = 0, whenever ax = 0) with a ∈ A, x ∈ X. A linear map
T : A → X is called a left (respectively, right) multiplier if T (ab) = T (a)b
(respectively, T (ab) = aT (b)), for every a, b ∈ A. Lin and Pan proved in [54,
Theorem 2.8] that every bounded and linear left-annihilator-preserving (re-
spectively, every bounded and linear right-annihilator-preserving) map from
a unital C∗-algebra A into a unital Banach A-bimodule is a left multiplier
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(respectively, a right multiplier). Our next lemma explores the case in which
X is not necessarily unital.
Lemma 2.10. Let T be a bounded linear operator from a unital C∗-algebra
into a Banach space X. The following statements hold:
(a) Suppose X is a Banach right A-module. Then the following statements
are equivalent:
(1) T is left-annihilator-preserving;
(2) T (b)a = 0, whenever ba = 0 with a, b ∈ Asa;
(3) T (a)1 = T (1)a, for every a ∈ A.
In particular, when X is a essential right A-module, every left-annihilator-
preserving is a left multiplier.
(b) Suppose X is a Banach left A-module. Then the following statements
are equivalent:
(1) T is right-annihilator-preserving;
(2) aT (b) = 0, whenever ab = 0 with a, b ∈ Asa;
(3) 1T (a) = aT (1), for every a ∈ A.
In particular, when X is a essential left A-module, every right-annihilator-
preserving is a right multiplier.
Proof. We shall only prove statement (a). We shall assume the weaker
hypothesis that T (b)a = 0, whenever ba = 0 with a, b ∈ Asa. Fix an
arbitrary φ ∈ X∗, and define a bounded bilinear form Vφ : A×A→ C, given
by Vφ(a, b) = φ(T (a)b). Given a, b in Asa with ab = 0 we have T (a)b = 0,
and hence Vφ(a, b) = 0. This means that T is an orthogonal form. By
Goldstein’s theorem there exist functionals ϕ,ψ ∈ A∗ satisfying that
Vφ(a, b) = ϕ(a ◦ b) + ψ([a, b]),
for all a, b ∈ A. In particular,
φ(T (a)1) = Vφ(a, 1) = ϕ(a1) = ϕ(1a) = Vφ(1, a) = φ(T (1)a),
for every a ∈ A. Since φ was arbitrarily chosen in X∗, we deduce, via
Hahn-Banach theorem, that T (a)1 = T (1)a, for every a ∈ A. 
Proof of Proposition 2.8. (compare with [54, Proposition 1.1]) The
implication (a)⇒ (b) is clear, and (c)⇒ (a) follows from Lemma 2.7.
We prove now (b) ⇒ (c). Let us fix a, b ∈ Asa with ab = 0. We define
L : A → X, by L(x) = aT (bx). Given c, d ∈ Asa with cd = 0, we have
L(c)d = aT (bc)d = 0, which implies that L is left-annihilator-preserving.
Lemma 2.10 assures that aT (bx) = L(x) = L(1)x = aT (b)x, for every
x ∈ A. Fix an arbitrary x ∈ A. We have seen before that
a(T (bx)− T (b)x) = 0,
for every ab = 0 in Asa, thus, the operator R : A→ X, R(z) = T (zx)−T (z)x
is right-annihilator-preserving on Asa. By Lemma 2.10, T (zx) − T (z)x =
R(z) = zR(1) = zT (x)−zT (1)x, for every z ∈ A. This proves that T (zx) =
T (z)x+ zT (x)− zT (1)x, for every x, z ∈ A. 
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We recall that for each C∗-algebra, A, the multiplier algebra of A,M(A),
is the set of all elements x ∈ A∗∗ such that xA,Ax ⊆ A. It is known that
M(A) is a C∗-algebra and contains the unit element of A∗∗. Furthermore,
A =M(A) whenever A is unital.
The following theorem, which was originally obtained by gathering re-
sults in [3, Theorem 4.5], [2, §3], [54, Corollary 2.9], [22] and [23, §3],
states that the property isolated in Lemmas 2.5 and 2.7 actually character-
izes bounded (local) generalized derivations. We present here a simplified
and self-contained proof.
Theorem 2.11. ([3, Theorem 4.5], [23, Proposition 4.3]) Let X be an
essential Banach A-bimodule over a C∗-algebra A and let T : A → X be a
bounded linear operator. The following are equivalent:
(a) T ∗∗ : A∗∗ → X∗∗ is a generalized derivation;
(b) T ∗∗ = d + GT ∗∗(1), where the operators d,GT ∗∗(1) : A
∗∗ → X∗∗ satisfy
that d is a derivation and GT ∗∗(1) is a generalized derivation defined by
GT ∗∗(1)(a) = T
∗∗(1) ◦ a = 12(aT
∗∗(1) + T ∗∗(1)a);
(c) T ∗∗ : A∗∗ → X∗∗ is a local generalized derivation;
(d) T ∗∗|M(A) : M(A)→ X
∗∗ is a generalized derivation;
(e) T ∗∗|M(A) : M(A)→ X
∗∗ is a local generalized derivation;
(f) aT ∗∗(b)c = 0, whenever ab = bc = 0 in M(A);
(f ′) aT ∗∗(b)c = 0, whenever ab = bc = 0 in M(A)sa;
(g) T is a generalized derivation;
(h) T is a local generalized derivation;
(i) aT (b)c = 0, whenever ab = bc = 0 in A;
(i′) aT (b)c = 0, whenever ab = bc = 0 in Asa.
Proof. Let ξ = T ∗∗(1) ∈ X∗∗. Suppose that T ∗∗ is a generalized
derivation. Since Gξ : A
∗∗ → X∗∗, a 7→ Gξ(a) = a ◦ ξ is a generalized
derivation and T ∗∗(1) = Gξ(1), the mapping d = T
∗∗ − Gξ is a derivation
and T ∗∗ = d + Gξ. This shows that statements (a) and (b) are equivalent.
The implications (a) ⇒ (c) ⇒ (e), (a) ⇒ (d) ⇒ (e), (g) ⇒ (h), (d) ⇒ (g)
and (f) ⇒ (i) are clear. Lemma 2.7 shows that (e) ⇒ (f) and (h) ⇒ (i).
The implication (f) ⇒ (d) and the equivalence (f) ⇔ (f ′) follow from
Proposition 2.8.
(i) ⇒ (f) We suppose that aT (b)c = 0 for every a, b, c ∈ A with ab =
bc = 0. Let a, b, c be elements in M(A) with ab = bc = 0. We may assume
that a, b and c lie in the closed unit ball of M(A). For each element d in
M(A), we consider its polar decomposition d = ud|d| in A
∗∗, where u is a
(unique) partial isometry in A∗∗, |d| = (d∗d)
1
2 , and u∗dud coincides with the
range projection of |d| in A∗∗ (cf. [66, Theorem 1.12.1]). The symbol d[
1
3
]
will denote the element ud|d|
1
3 ∈M(A). It is easy to see that
d[
1
3
](d[
1
3
])∗d[
1
3
] = ud|d|
1
3 |d|
1
3u∗dud|d|
1
3 = ud|d| = d.
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The condition ab = 0 implies that (a∗a)m(bb∗)k = 0, for every m,k ∈ N.
Considering the von Neumann subalgebras of A∗∗ generated by a∗a and bb∗,
and having in mind the separate weak∗-continuity of the product of A∗∗, we
deduce that aubu
∗
b = |a|ubu
∗
b = |a|
1
3ubu
∗
b = 0. This implies that
a[
1
3
]b[
1
3
] = ua|a|
1
3ub|b|
1
3 = ua|a|
1
3ubu
∗
bub|b|
1
3 = 0
and similarly b[
1
3
]c[
1
3
] = 0.
Since M(A) is a C∗-subalgebra of A∗∗, by weak∗-density of A in A∗∗,
we can take nets (xλ), (yµ) and (zν) in the closed unit ball of A, converging
in the weak∗ topology of A∗∗ to a[
1
3
], b[
1
3
] and c[
1
3
], respectively. The nets(
a[
1
3
]x∗λa
[ 1
3
]
)
,
(
b[
1
3
]y∗µb
[ 1
3
]
)
, and
(
c[
1
3
]z∗νc
[ 1
3
]
)
lie in A because a, b, c ∈ M(A).
The identities b[
1
3
]c[
1
3
] = a[
1
3
]b[
1
3
] = 0 assure that(
a[
1
3
]x∗λa
[ 1
3
]
)(
b[
1
3
]y∗µb
[ 1
3
]
)
= 0 =
(
b[
1
3
]y∗µb
[ 1
3
]
)(
c[
1
3
]z∗νc
[ 1
3
]
)
,
for every λ, µ and ν. By assumption(
a[
1
3
]x∗λa
[ 1
3
]
)
T
(
b[
1
3
]y∗µb
[ 1
3
]
)(
c[
1
3
]z∗νc
[ 1
3
]
)
= 0,
for every λ, µ and ν. Taking weak∗ limit in ν, it follows from the properties
of π∗∗∗2 (the second module operation in X
∗∗) that(
a[
1
3
]x∗λa
[ 1
3
]
)
T
(
b[
1
3
]y∗µb
[ 1
3
]
)
c = 0,
for every λ, and µ. Finally, taking weak∗ limits first in µ and later in λ, we
have aT ∗∗(b)c = 0. This proves that (i) ⇒ (f). The implication (i′) ⇒ (f ′)
follows similarly.
We shall finally prove that (d) ⇒ (a). Suppose that S = T ∗∗|M(A) :
M(A)→ X∗∗ is a generalized derivation. Since M(A) is a unital C∗-algebra
and X∗∗ is a unital M(A)-bimodule, we can argue as in the final part of
Remark 2.6 to deduce that S∗∗ = (T ∗∗|M(A))
∗∗ : M(A)∗∗ → X∗∗∗∗ is a
generalized derivation with
S∗∗(ab) = S∗∗(a)b+ aS∗∗(b)− aT ∗∗(1)b,
for every a, b ∈ M(A)∗∗. Since the bidual of A regarded as a norm closed
subspace of M(A)∗∗ identifies with the weak∗-closure of A in M(A)∗∗ and
S∗∗|A∗∗ = T
∗∗, we have
T ∗∗(ab) = T ∗∗(a)b+ aT ∗∗(b)− aT ∗∗(1)b,
for every a, b ∈ A∗∗. 
Our next goal is to obtain a proof of Johnson’s Theorem 2.4 from the
above results. The proof in the unital case is a straightforward consequence
of the previous Theorem 2.11. Indeed, suppose T : A → X is a continuous
local derivation of a unital C∗-algebra into a unital Banach A-bimodule.
Lemma 2.5 shows that aT (b)c = 0, whenever ab = bc = 0 in A. Theorem
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2.11 (i)⇒ (g) implies that T is a generalized derivation, that is, there exists
ξ ∈ X∗∗ satisfying
T (ab) = T (a)b+ aT (b) + aξb,
for every a, b ∈ A. Since A and X are unital, we have ξ = T (1) ∈ X. The
hypothesis of T being a local derivation, implies the existence of a derivation
D1 : A → X such that ξ = T (1) = D1(1) = 0, which assures that T is a
derivation.
Proof of Theorem 2.4. Suppose now that A is a general C∗-algebra
and X is a Banach A-bimodule (not assumed to be essential). Let T :
A → X be a bounded local derivation. Let A1 = A ⊕ 1C denote the
unitization of A. The Banach space X becomes a unital A1-bimodule if we
put (a+λ1)x = ax+λx and x(a+λ1) = xa+λx. The mapping T̂ : A1 → X,
T̂ (a + λ1) = T (a) is a continuous local derivation from a unital C∗-algebra
into a unital Banach A1-bimodule. The previous arguments show that T̂ is
a derivation. In particular,
T (ab) = T̂ (ab) = T̂ (a)b+ aT̂ (b) = T (a)b+ aT (b),
for every a, b ∈ A, which proves that T is a derivation. 
We can also deal now with the question we left open in Remark 2.6. Let
G : A → X be a continuous generalized derivation from a C∗-algebra into
an essential Banach A-bimodule. Theorem 2.11 implies that G∗∗ also is a
generalized derivation.
Example 2.12. C∗-algebras constitute an idyllic setting where local
derivations and derviations coincide. However, this good behavior is no
longer true out from this special class of algebras. Kadison presented in
[46, §3] an example, based on ideas of Jensen, of a local derivation on the
infinite dimensional commutative algebra, C(x), of all the rational functions
in the variable x over C, which is not a derivation. It is shown in this ex-
ample, that every derivation δ on C(x) is of the form δ(f) = δ(x)f ′, while
local derivation on C(x) are precisely the linear mappings that annihilate
the constant functions. The projection π of C(x) onto the complement of
the subspace generated by 1 and x vanishes on constant functions, and thus
π is a local derivation. However, π cannot be a derivation, because in such
a case π(f) = π(x)f ′ = 0, for every f ∈ C(x), which contradicts π 6= 0.
Let C[x] be the algebra of polynomial functions in the variable x. In
a Note added in proof, Kadison aggregates that Kaplansky found a local
derivations of C[x]/[x3], a 3-dimensional algebra over C, which is not deriva-
tion. We do not know if Kaplansky’s example has been published or not.
For completeness reasons, the following example has been borrowed from
[16, §5]. Let T : C[x]/[x3] → C[x]/[x3] be the linear mapping given by
T [λ0 + λ1x+ λ2x
2] = [λ1x]. Since T [x
2] = 0 and T [x][x] = [x2], we deduce
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that T is not a derivation. Fix a point a = [λ0 + λ1x+ λ2x
2]. We define a
derivation Da : C[x]/[x
3]→ C[x]/[x3],
Da[α0 + α1x+ α2x
2] = [α1x+ 2(α2 − λ
−1
1 λ2α1)x
2],
if λ1 6= 0, and Da = 0 if λ1 = 0. Clearly, T (a) = Da[a]. Thus, T is a local
derivation.
3. Hochschild cohomology of C∗-algebras and local n-cocycles
In the paper that originated the study of local derivations, Kadison (cf.
[46]) also states that the study should be also extended to “local higher
cohomology (for example, local 2-cocycles)”.
Let us recall some basic concepts. Let X be a complex Banach A-
bimodule over a C∗-algebra. Following standard notation, for each natural
number n, the symbol B(nA,X) will denote the complex Banach space of all
continuous n-multilinear mappings (also called n-cochains) from A× . . .×A
into X. By convention, we set B(0A,X) = X. Given n ≥ 1, the nth-
connecting map, ∂n, is defined as follows:
∂n : B(nA,X)→ B(n+1A,X)
∂nT (a1, . . . , an, an+1) := a1T (a2, . . . , an, an+1)
+
n∑
j=1
(−1)jT (a1, . . . , aj−1, ajaj+1, . . . , an+1) + (−1)
n+1T (a1, . . . , an)an+1
and ∂0 : X → B(A,X), ∂0(x)(a) := ax−xa. It is known that δn ◦ δn−1 = 0,
for every n ≥ 1.
A continuous multilinear operator Φ ∈ B(nA,X) is said to be an n-
cocycle when ∂nΦ = 0. For example, 1-cocycles from A into X are precisely
the derivations of A into X. A bilinear mapping Φ : A × A → X is a
2-cocycle when the identity
(3.1) aΦ(b, c)− Φ(ab, c) + Φ(a, bc)− Φ(a, b)c = 0,
holds for every a, b, c ∈ A.
That is, for n ≥ 1, the the kernel of the nth-connecting map ∂n, denoted
by Zn(A,X), is the space of all n-cocycles of A into X. The image of δn−1
in B(nA,X) is the space of all co-boundaries of A into X, and it is denoted
by Cn(A,X). The bounded nth Hochschild cohomology group of A with coef-
ficients in X is the quotient vector space Hn(A,X) := Zn(A,X)/Cn(A,X).
By convention, H0(A,X) = {x ∈ X : ax = xa,∀a ∈ A}.
A multilinear mapping T : A× . . .×A→ X is said to be a local n-cocycle
if for every a1, . . . , an in A, there exists an n-cocycle Φa1,...,an (depending on
a1, . . . , an) such that T (a1, . . . , an) = Φa1,...,an (a1, . . . , an). The question
posed by Kadison in his comments can be materialized as follows:
Problem 3.1. Is every continuous local n-cocycle of a C∗-algebra A into
a Banach A-bimodule an n-cocycle?
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We have already seen that Kadison solves this problem in the case in
which n = 1, A is a von Neumann algebra and X is a dual Banach A-
bimodule. A complete positive solution for the case n = 1 was obtained
by Johnson in [44]. In 2002, Zhang [73] proves that each local 2-cocycle of
a von Neumann algebra M into a unital dual M -bimodule is a 2-cocycle.
In 2007, Hou and Fu show that every local 3-cocycle of a von Neumann
algebra M into a unital dual M -bimodule is a 3-cocycle (cf. [40]). The
definitive solution to Problem 3.1 was found by Samei, who proves that,
for every n ∈ N, bounded local n-cocycles of a C∗-algebra A into a Banach
A-bimodule X are n-cocycles. We shall review the last result.
The multilinear version of Lemma 2.5 for local n-cocycles reads as fol-
lows:
Lemma 3.2. Let T : A × . . . ×A → X be a multilinear mapping, where
A is a C∗-algebra and X is a Banach A-bimodule. Suppose T is a local
n-cocycle. Then given a0, . . . , an+1 in A, with ajaj+1 = 0 for every j =
0, 1, . . . , n, we have
a0T (a1, . . . , an)an+1 = 0.
Proof. The proof follows from the fact that for every n-cocycle Φ ∈
B(nA,X) and a0, . . . , an+1 in the above hypothesis,
a0Φ(a1, . . . , an)an+1 =
n−1∑
j=1
(−1)j+1Φ(a0, . . . , aj−1, ajaj+1, . . . , an)an+1
+(−1)nΦ(a0, . . . , an−1)anan+1 = 0.

A multilinear mapping T : A× . . .×A→ X satisfying the conclusion of
Lemma 3.2 is termed n-hyperlocal in [67].
Let X be a Banach A-bimodule over a C∗-algebra A. We recall that for
each natural m, the Banach space B(mA,X) is a Banach A-bimodule with
respect to the products defined by
(a ⋆ T )(a1, . . . , am) = aT (a1, . . . , am);
(T ⋆a)(a1, . . . , am) = T (aa1, . . . , am)+
m∑
j=1
(−1)jT (a, a1, . . . , ajaj+1, . . . , am)
+(−1)m+1T (a, a1, . . . , am−1)am,
compare [24, Section 1.9]. When m = 1 the module operations in B(A,X)
are given by
(a ⋆ T )(b) = aT (b), and (T ⋆ a)(b) = T (ab)− T (a)b.
It is further known that the mapping
Λm : B(
m+1A,X)→ B(mA, (B(A,X), ⋆))
(Λm(T )(a1, . . . , am))(am+1) = T (a1, . . . , am+1)
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is an A-bimodule isometric isomorphism [24, Proposition 1.9.10], and if
∆m : B(mA, (B(A,X), ⋆)) → B(m+1A, (B(A,X), ⋆)) denotes the corre-
sponding mth-connecting map, then it is shown in [24, §1.9] that the fol-
lowing diagram is commutative:
B(m+1A,X)
Λm−−−−−−−→ B(mA, (B(A,X), ⋆))yδm+1 y∆m
B(m+2A,X)
Λm+1
−−−−−−−−→ B(m+1A, (B(A,X), ⋆)),
that is ∆mΛm = Λm+1δ
m+1 [24, 1.9.13].
Unfortunately, in the case of A being unital, the bimodule B(mA,X)
need not be unital. Clearly 1 ⋆ T = T for T ∈ B(mA,X), but T ⋆ 1 6= T .
However, if we consider the closed subspace B0(A,X) of all continuous op-
erators T ∈ B(A,X) satisfying T (1) = 0, it is easy to see that B0(A,X) is a
closed submodule of (B(A,X), ⋆), and the Banach A-bimodule (B0(A,X), ⋆)
is unital.
Proposition 3.3. [67, Proposition 3.2] Given a natural number n, a
unital C∗-algebra A with unit 1, and a unital Banach A-bimodule X, every
continuous n-hyperlocal operator T ∈ B(nA,X) such that T (a1, . . . , an)
vanishes whenever any of a1, . . . , an coincides with 1, is an n-cocycle.
Proof. We proceed by induction on n. The case n = 1 is a direct
consequence of Theorem 2.11. Suppose the statement is true for n ≥ 1, A,
X and T as above. Let T ∈ B(n+1A,X) be an (n + 1)-hyperlocal operator
such that T (a1, . . . , an+1) vanishes whenever any of a1, . . . , an+1 is 1.
We claim that Λn(T ) ∈ B(
nA, (B(A,X), ⋆)) is an n-hyperlocal operator.
Let a0, . . . , an+1 in A, with ajaj+1 = 0 for every j = 0, 1, . . . , n. We put
S = a0 ⋆ Λn(T )(a1, . . . , an) ⋆ an+1 : A→ X. Given c, d ∈ A with cd = 0, we
compute
S(c)d = (a0 ⋆ Λn(T )(a1, . . . , an) ⋆ an+1)(c)d
= (a0 ⋆ Λn(T )(a1, . . . , an)(an+1c))d− ((a0 ⋆ Λn(T )(a1, . . . , an))(an+1))cd
= (a0Λn(T )(a1, . . . , an)(an+1c))d = a0T (a1, . . . , an, an+1c)d = 0,
where in the last equality we have applied Lemma 3.2, ajaj+1 = 0 for j =
0 . . . , n+1, an+1cd = 0, and the fact that T is an (n+1)-hyperlocal operator.
Therefore, S is a left-annihilator preserving, and hence, Lemma 2.10(a)
implies that S is a left multiplier, which proves that S(a) = S(1)a, for every
a ∈ A. Since
S(1) = a0 ⋆ Λn(T )(a1, . . . , an) ⋆ an+1(1)
= a0 ⋆ Λn(T )(a1, . . . , an)(an+11)− (a0 ⋆ Λn(T )(a1, . . . , an))(an+1)1
= a0T (a1, . . . , an+1)− a0T (a1, . . . , an+1) = 0,
we deduce that S = 0, which shows that Λn(T ) is an n-hyperlocal operator.
Now, if any of a1, . . . , an coincides with 1, it follows from the assump-
tions that Λn(T )(a1, . . . , an)(a) = T (a1, . . . , an, a) = 0, for every a ∈ A,
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thus Λn(T )(a1, . . . , an) = 0. We also observe that the same assumption
also implies that Λn(T )(b1, . . . , bn)(1) = T (b1, . . . , bn, 1) = 0, for every
b1, . . . , bn ∈ A. This shows that Λn(T )(b1, . . . , bn) ∈ B0(A,X) for every
b1, . . . , bn ∈ A.
Therefore, Λn(T ) : A× . . .×A→ B0(A,X) is a continuous n-hyperlocal
multilinear operator of A into a unital Banach A-bimodule satisfying that
Λn(T )(a1, . . . , an) = 0 whenever any of a1, . . . , an coincides with 1. We con-
clude by the induction hypothesis that Λn(T ) is an n-cocycle (i.e. ∆
nΛn(T ) =
0). Let ∆n+1 and δn denote the (n + 1)th- and the nth-connecting map-
pings of A into X and into B(A,X) respectively. Since 0 = ∆nΛn(T ) =
Λn+1δ
n+1(T ), we can conclude that
0 = Λn+1(δ
n+1(T ))(a1, . . . , an+1)(an+2) = δ
n+1(T )(a1, . . . , an+1, an+2),
for every a1, . . . , an+1, an+2 in A, which shows that δ
n+1(T ) = 0 as desired.

Theorem 3.4. [67, Theorem 5.4] Let A be a C∗-algebra, and let X be
a Banach A-bimodule. Then, for every natural n, every bounded local n-
cocycle T : A× . . .×A→ X is an n-cocycle.
Proof. Arguing as in the proof of Theorem 2.4, let A1 = A⊕1C denote
the unitization of A. The Banach space X becomes a unital A1-bimodule
if we put (a + λ1)x = ax + λx and x(a + λ1) = xa + λx. The mapping
T̂ : A1 × . . . × A1 → X, T̂ (a1 + λ11, . . . , an + λn1) = T (a1, . . . , an) is a
continuous local n-cocycle from a unital C∗-algebra into a unital Banach
A1-bimodule. Actually T is a (local) n-cocycle if and only if T̂ is a (local)
n-cocycle. Clearly, T̂ (a1 + λ11, . . . , an + λn1) = 0 whenever there exists
j : 1, . . . , n with aj +λj1 = 1. Proposition 3.3 implies that T̂ (and hence T )
is an n-cocycle. 
4. Local triple derivations
Generalized derivations revisited in the previous section actually consti-
tute the first connection with the ternary structure underlying a C∗-algebra.
We recall that every C∗-algebra can be equipped with a ternary product of
the form
(4.1) {a, b, c} =
1
2
(ab∗c+ cb∗a).
When A is equipped with this product it becomes a JB∗-triple in the sense
we shall see later. A linear mapping δ : A → A is said to be a triple
derivation when it satisfies the (triple) Leibnitz rule:
(4.2) δ{a, b, c} = {δ(a), b, c} + {a, δ(b), c} + {a, b, δ(c)}.
Given a, b ∈ A we define a linear mapping L(a, b) : A→ A by the assignment
c 7→ {a, b, c}. It is easy to check that the linear operator δ(a, b) = L(a, b) −
L(b, a) is a bounded triple derivation on A.
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Barton and Friedman establish in [12] that every triple derivation on a
C∗-algebra and on a JB∗-triple is continuous.
According to the definition introduced by Burgos, Ferna´ndez-Polo, Garce´s
and the third author of this note in [22] and [23], a linear map G from a C∗-
algebra A into a Banach A-bimodule X is a generalized Jordan derivation
if there exists ξ ∈ X∗∗ such that the identity
G(a ◦ b) = G(a) ◦ b+ a ◦G(b) − Ua,b(ξ),
holds for every a, b in A, where Ua,b(z) := (a◦z)◦b+(b◦z)◦a− (a◦b)◦z. If
A is unital, every generalized (Jordan) derivation D : A→ X with D(1) = 0
is a (Jordan) derivation.
Suppose now that A is a unital C∗-algebra and δ : A → A is a ternary
derivation. The identity
δ(1) = δ{1, 1, 1} = 2{δ(1), 1, 1} + {1, δ(b), 1} = 2δ(1) + δ(1)∗
implies that δ(1)∗ = −δ(1), and thus
δ(a ◦ b) = δ{a, 1, b} = {δ(a), 1, b} + {a, δ(1), b} + {a, 1, δ(b)}
= δ(a) ◦ b+ a ◦ δ(b) + Ua,b(δ(1)
∗) = δ(a) ◦ b+ a ◦ δ(b) − Ua,b(δ(1)),
which shows that δ is a generalized Jordan derivation (and automatically
continuous by [12]).
Lemma 4.1. Let A be a unital C∗-algebra. Let δ : A → A be a triple
derivation. Then δ(1) = −δ(1)∗. Furthermore, every triple derivation on A
is a generalized Jordan derivation. 
The reciprocal statement of the above lemma is not always true; for
example, let a be an element in A, the mapping Ga : A→ A, x 7→ Ga(x) :=
a ◦x, is a generalized derivation on A. Since, Ga(1) = 2a, it follows that Ga
is not a ternary derivation whenever a∗ 6= −a.
Let X be a Banach A-bimodule over a C∗-algebra. A linear mapping
T : A → X is called a local generalized (Jordan) derivation if for each
a ∈ A, there exists a generalized (Jordan) derivation Ga : A→ X satisfying
T (a) = Da(a).
It was noticed by Burgos, Ferna´ndez-Polo, Garce´s and Peralta that
generalized Jordan derivations and generalized derivations on a unital C∗-
algebra define the same class of operators (cf. [22, Remark 8]). The following
result is a generalization of the above fact.
Proposition 4.2. Let G : A → X be a bounded linear map from a
C∗-algebra into an essential Banach A-bimodule. Then T is a generalized
Jordan derivation if and only if it is a generalized derivation.
Proof. Suppose G is a continuous generalized Jordan derivation, that
is, there exists ξ ∈ X∗∗ satisfying
G(a ◦ b) = G(a) ◦ b+ a ◦G(b) − Ua,b(ξ),
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for every a, b ∈ A.
Pick a, b, c ∈ Asa, d ∈ A with ab = bc = 0, ad = dc = 0. Then
(4.3) aG(d2)c = a(2G(d) ◦ d− dξd)c = a(G(d)d + dG(d) − dξd)c = 0.
Let us write b = b+−b−, where b+, b− ≥ 0 in A with b+b− = 0 = b−b+. Since
ab = 0, we deduce that a(b+)2 = abb+ = 0, which implies that a(b+)
1
2 =
ab+ = 0. We similarly get a(b−)
1
2 = (b+)
1
2 c = (b−)
1
2 c = 0. If we put
d = (b+)
1
2 + i(b−)
1
2 , we have ad = dc = 0, and by (4.3)
aG(b)c = aG(d2)c = 0.
We have shown that aG(b)c = 0, for every a, b, c ∈ Asa with ab = bc = 0.
Theorem 2.11 implies that G is a generalized derivation. 
The next Corollary is a straightforward consequence of the above Propo-
sition 4.2 and Theorem 2.11.
Corollary 4.3. Let G : A → X be a bounded linear map from a C∗-
algebra into an essential Banach A-bimodule. Then T is a local generalized
Jordan derivation if, and only if, T is a local generalized derivation if, and
only if, T is a generalized derivation. 
Let A be a C∗-algebra. A linear mapping T : A → A is said to be
a local triple derivation if for each a ∈ A there exists a triple derivation
δa : A → A satisfying T (a) = δa(a). Suppose that A is unital. Lemma
4.1 implies that T (1) = δ1(1) = −δ(1)
∗ = −T (1)∗. Furthermore, Lemma
4.1 and Proposition 4.2 assure that every bounded triple derivation on A
is a generalized derivation. Corollary 4.3 (see also Theorem 2.11) implies
that every bounded local triple derivation on A is a generalized derivation.
Moreover, the mapping 12δ(T (1), 1) : A → A is a triple derivation with
1
2δ(T (1), 1)(1) =
1
2 (T (1) − T (1)
∗) = T (1). Thus T˜ = T − 12δ(T (1), 1) is a
local triple derivation satisfying T˜ (1) = 0. It follows from the above that T˜ is
a generalized derivation with T˜ (1) = 0, which implies that T˜ is a derivation.
Corollary 4.4. Every continuous local triple derivation on a unital
C∗-algebra A is a generalized derivation. Furthermore, let δ : A → A be a
bounded local triple derivation, then the mapping T˜ = T − 12δ(T (1), 1) =
T − δ
(
1
2T (1), 1
)
is a generalized derivation with T˜ (1) = 0, and consequently
T˜ is a derivation. 
In order to complete our study on bounded local triple derivations, we
shall require the following result borrowed from [22].
Lemma 4.5. [22, Lemma 9] Let A be a unital C∗-algebra, and let T :
A → A be a bounded local triple derivation with T (1) = 0. Then T is a
symmetric operator, that is, T (a∗) = T (a)∗, for every a ∈ B.
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Proof. Corollary 4.4 assures that T is a derivation. Let u be a unitary
element in A. Since T is a derivation, we have 0 = T (1) = T (uu∗) =
uT (u∗) + T (u)u∗, and hence
(4.4) T (u) = −uT (u∗)u.
By hypothesis, T is a local triple derivation. Therefore there exists a
triple derivation δu such that T (u) = δu(u). This implies that T (u) =
δu(u) = δu(uu
∗u) = δu{u, u, u} = 2{u, u, T (u)} + {u, T (u), u} = 2T (u) +
uT (u)∗u, which proves
T (u) = −uT (u)∗u.
Combining the above identity with (4.4) we get T (u∗) = T (u)∗.
Finally, from the Russo-Dye theorem and the continuity of T we obtain
that T (b∗) = T (b)∗, for every b in A, which concludes the proof. 
We can state now the main result of [22], which can be regarded as the
first generalization in the triple setting of the results proved by Kadison and
Johnson for local derivations on C∗-algebras.
Theorem 4.6. [22, Theorem 10] Every bounded local triple derivation
on a unital C∗-algebra is a triple derivation.
Proof. Let T : A→ A be a bounded local triple derivation on a unital
C∗-algebra. Corollary 4.4 assures that the mapping T˜ = T − 12δ(T (1), 1) =
T − δ
(
1
2T (1), 1
)
is a bounded generalized derivation with T˜ (1) = 0, and
consequently T˜ is a derivation. Since T˜ is a bounded local triple derivation
and T˜ (1) = 0, Lemma 4.5 implies that T˜ is a ∗-derivation on A (i.e. T˜ (a)∗ =
T˜ (a∗), for every a ∈ A). It is easy to check that, in these conditions, we
have
T˜{a, b, c} = {T˜ (a), b, c} + {a, T˜ (b), c} + {a, b, T˜ (c)},
which shows that T˜ is a triple derivation, and hence T = T˜ + δ
(
1
2T (1), 1
)
is a triple derivation too. 
It should be remarked here that a derivationD on a unital C∗-algebra is a
triple derivation if, and only if, it is symmetric (i.e. D(a∗) = D(a)∗, for every
a). Indeed, the identity D(a∗) = D{1, a, 1} = 2{D(1), a, 1}+ {1,D(a), 1} =
2D(1) ◦ a∗ + D(a)∗ = D(a)∗ proves the desired statement, because, as we
said in the proof of the previous theorem, the other implication can be easily
checked. This fact was implicitly stated by Barton and Friedmann [12] and
by Ho, Mart´ınez, Russo and the third author of this note [38].
In the light of Theorem 4.6, it seems natural to ask whether every con-
tinuous local triple derivation on a general C∗-algbera is a triple derivation.
This question is a very particular case of a more ambitious problem, intro-
duced in the setting of JB∗-triples by Mackey in [56].
We have already mentioned that every C∗-algebra is a JB∗-triple with
respect to the triple product defined by (4.1). The general definition of
JB∗-triples, introduced by Kaup in [48], reads as follows:
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A JB∗-triple is a complex Banach space E together with a continuous
triple product {., ., .} : E × E × E → E, which is conjugate linear in the
middle variable and symmetric bilinear in the outer variables satisfying the
following axioms:
(a) (Jordan Identity)
(4.5) {a, b, {x, y, z}} = {{a, b, x} , y, z}−{x, {b, a, y} , z}+ {x, y, {a, b, z}} ,
for all a, b, x, y, z in E;
(b) If L(a, b) denotes the operator on E given by L(a, b)x = {a, b, x} , the
mapping L(a, a) is an hermitian operator with non-negative spectrum;
(c) ‖ {a, a, a} ‖ = ‖a‖3, for every a ∈ E.
Given a, b ∈ E, the symbol Q(a, b) will denote the conjugate linear operator
defined by Q(a, b)(x) = {a, x, b}. We shall write Q(a) instead of Q(a, a).
Every C∗-algebra is a JB∗-triple via the triple product given in (4.1)
and every JB∗-algebra (i.e. a complex Jordan Banach ∗-algebra satisfying
‖Ua(a
∗)‖ = ‖a‖3, for every element a, where Ua(x) := 2(a ◦ x) ◦ a− a
2 ◦ x,
cf. [37, §3.8]) is a JB∗-triple under the triple product
(4.6) {x, y, z} = (x ◦ y∗) ◦ z + (z ◦ y∗) ◦ x− (x ◦ z) ◦ y∗.
The space B(H,K) of all bounded linear operators between complex Hilbert
spaces, although rarely is a C∗-algebra, is a JB∗-triple with the product
defined in (4.1). In particular, every complex Hilbert space is a JB∗-triple.
Additional illustrative examples of JB∗-triples are given by the so-called
Cartan factors. A Cartan factor of type 1 (also denoted by IC) is a JB∗-
triple which coincides with the Banach space B(H,K) of bounded linear
operators between two complex Hilbert spaces, H and K, where the triple
product is defined by {x, y, z} = 2−1(xy∗z+zy∗x). Cartan factors of types 2
and 3 are the subtriples of B(H) defined by IIC = {x ∈ B(H) : x = −jx∗j}
and IIIC = {x ∈ B(H) : x = jx∗j}, respectively, where j is a conjugation
on H. A Cartan factor of type 4 or IV is a complex spin factor, that is, a
complex Hilbert space provided with a conjugation x 7→ x, triple product
{x, y, z} = 〈x/y〉 z + 〈z/y〉 x− 〈x/z¯〉 y¯,
and norm given by ‖x‖2 = 〈x/x〉+
√
〈x/x〉2 − | 〈x/x〉 |2. The Cartan factors
of types 5 and 6 consist of matrices over the eight dimensional complex
Cayley division algebra O; the type V I is the space of all hermitian 3x3
matrices over O, while the type V is the subtriple of 1x2 matrices with
entries in O (compare [55], [35], [25] and [49]).
A triple derivation on a JB∗-triple E is a linear mapping δ : E → E
satisfying that
δ {a, b, c} = {δ(a), b, c} + {a, δ(b), c} + {a, b, δ(c)} ,
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for every a, b, c ∈ E. A local triple derivation on E is a linear map T : E → E
such that for each a in E there exists a triple derivation δa on E satisfying
T (a) = δa(a).
During the International Conference on Jordan Theory, Analysis and
Related Topics, held in Hong Kong in 2012, Mackey posed the following
problems:
Problem 4.7. Is every continuous local triple derivation on a JB∗-triple
E a triple derivation?
Problem 4.8. Is every local triple derivation on a JB∗-triple E contin-
uous?
Problem 4.9. Is every local triple derivation on a JB∗-triple E a triple
derivation?
A JBW∗-triple is a JB∗-triple which is also a dual Banach space. JBW∗-
triples occupy in the category of JB-triples a similar space of that inhabited
by von Neumann algebras in the class of C∗-algebras. Every JBW∗-triple
admits a unique isometric predual, and a triple version of a theorem proved
by Sakai in the setting of von Neumann algebras, asserts that the triple
product of every JBW∗-triple is separately weak∗ continuous (cf. [10]). The
second dual, E∗∗, of a JB∗-triple E is a JBW∗-triple [26].
A positive answer to the above Problem (4.7) was given by Mackey under
the additional hypothesis of E being a JBW∗-triple (cf. [56, Theorem 5.11]).
This result can be considered a Jordan-triple version of Kadison’s original
result for von Neumann algebras. Like Kadison’s proof was based on the
abundance of projections in any von Neumann algebra, Mackey’s arguments
make a strong use of the abundance of tripotents elements in JBW∗-triples.
Every element e in a JB∗-triple E satisfying {e, e, e} = e is called tripo-
tent. When a C∗-algebra, A, is regarded as a JB∗-triple, the set of tripotents
of A is precisely the set of all partial isometries in A.
Associated with each tripotent e in a JB∗-triple E, there is a decompo-
sition of E (called Peirce decomposition) in the form:
E = E0(e)⊕ E1(e)⊕ E2(e),
where Ek(e) = {x ∈ E : L(e, e)x =
k
2x} for k = 0, 1, 2. The Peirce rules are
that
{Ei(e), Ej(e), Ek(e)} ⊆ Ei−j+k(e)
if i− j+ k ∈ {0, 1, 2}, and {Ei(e), Ej(e), Ek(e)} = {0} otherwise. Moreover,
{E2(e), E0(e), E} = {E0(e), E2(e), E} = {0}.
The Peirce space E2(e) is a unital JB
∗-algebra with unit e, product
x ◦e y := {x, e, y} and involution x
∗e := {e, x, e}, respectively. The cor-
responding Peirce projections, Pi(e) : E → Ei(e), (i = 0, 1, 2) are given
by
(4.7) P2(e) = Q(e)
2, P1(e) = 2L(e, e) − 2Q(e)
2,
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and P0(e) = Id− 2L(e, e) +Q(e)
2,
where Id denotes the identity map on E.
The separate weak∗ continuity of the triple product of every JBW∗-triple
implies that Peirce projections associated with a tripotent e in a JBW∗-triple
are weak∗ continuous.
Elements a, b in a JB∗-triple E are said to be orthogonal (written a ⊥ b)
if L(a, b) = 0. It is known that a ⊥ b if, and only if, {a, a, b} = 0 if, and
only if, {b, b, a} = 0 if, and only if, b ⊥ a (see, for example, [21, Lemma 1]).
The triple version of Lemmas 2.5 and 2.7 read as follows:
Lemma 4.10. [22, Lemma 4] Let T : E → E be a local triple derivation
on a JB∗-triple. Then the products of the form {a, T (b), c} vanish for every
a, b, c in E with a, c ⊥ b.
Proof. Let a, b, and c in the hypothesis of the lemma. Consider a triple
derivation δb : E → E satisfying δb(b) = T (b). Then
{a, T (b), c} = {a, δb(b), c} = δ{a, b, c} − {δb(a), b, c} − {a, b, δb(c)} = 0.

The natural partial order in the set of tripotents of a JB∗-triple E is
defined as follows: given two tripotents e and u in E we say that u ≤ e if
e− u is a tripotent in E and e− u ⊥ u.
Horn establishes in [41, Lemma 3.11], that the set of tripotents in a
JBW∗-triple W is norm total. More precisely, every a ∈ W be be ap-
proximated in norm by a finite linear combination of mutually orthogonal
tripotents.
Let T : E → E be a local triple derivation on a JB∗-triple and e be a
tripotent in E. Clearly
(4.8) T (e) = δe(e) = 2{δe(e), e, e} + {e, δe(e), e}
= 2{T (e), e, e} + {e, T (e), e}.
In particular,
(4.9) P2(e)(T (e)) = −{e, T (e), e} = −{e, P2(e)T (e), e} = −(P2(e)T (e))
∗e ,
and P0(e)(T (e)) = 0.
It is known that tripotents e, v in E are orthogonal if, and only if, e± v is
a tripotent in E (compare, for example, [42, 3.6 Lemma]). Therefore
T (e± v) = 2{T (e± v), e ± v, e± v}+ {e± v, T (e± v), e ± v},
T (e)± T (v) = 2{T (e± v), e, e}+2{T (e± v), v, v}+ {e± v, T (e± v), e± v},
for every e, v tripotents in E with e ⊥ v. This shows that
2{T (e), v, v} + 2{v, T (v), e} + {v, T (e), v} = 0,
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for all tripotents e, v with e ⊥ v. We deduce, via Peirce arithmetic and (4.9),
that {v, T (e), v} = 0, and hence
(4.10) {T (e), v, v} + {v, T (v), e} = 0,
for all tripotents e, v with e ⊥ v. Actually, a similar reasoning to that given
above shows that
(4.11) {v, T (e), w} = 0,
whenever e, v and w are tripotents in E with e ⊥ v,w.
Let us consider a finite family of mutually orthogonal tripotents e1, . . . , en
in E, and an algebraic element of the form b =
m∑
i=1
λiei, where λi ∈ R for
every i. Clearly, T ({b, b, b}) =
m∑
i=1
λ3iT
∗∗({ei, ei, ei}). The condition ei ⊥ ej
for every i 6= j implies that
(4.12) 2 {T (b), b, b} = 2
m∑
i,j=1
λ2iλj {ei, ei, T (ej)}
= 2
m∑
i=1
λ3i {ei, ei, T
∗∗(ei)}+ 2
m∑
i,j=1,i 6=j
λ2iλj {ei, ei, T (ej)} ;
(4.13) {b, T (b), b} =

m∑
i=1
λiei, T
 m∑
j=1
λjej
 , m∑
k=1
λkek
 = (by (4.11))
=
m∑
i=1
λ3i {ei, T (ei), ei}+ 2
m∑
i,j=1,i 6=j
λ2iλj {ei, T (ei), ej} .
Now, applying (4.8) and (4.10), we deduce that
T {b, b, b} = 2 {T (b), b, b} + {b, T (b), b} .
Since every element a in a JBW∗-triple W can be approximated in norm,
by algebraic elements of the form b =
m∑
i=1
λiei, we conclude that
(4.14) T {a, a, a} = 2 {T (a), a, a} + {a, T (a), a} ,
for every bounded local triple derivation T on W and for every a ∈W. The
following theorem can be deduced now via a standard polarization argument.
Theorem 4.11. [56, Theorem 5.11] Every continuous local triple deriva-
tion on a JBW∗-triple is a triple derivation.
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Proof. Let T : W → W be a bounded local triple derivation on a
JBW∗-triple. By (4.14), we have T {a, a, a} = 2 {T (a), a, a} + {a, T (a), a} ,
for every a ∈ W. Let a, b be elements in W . Since T {a± b, a± b, a± b} =
2 {T (a± b), a± b, a± b}+ {a± b, T (a± b), a± b} , it follows that
±2T {a, a, b} ± T {a, b, a} + 2T {b, b, a}+ T {b, a, b}
= ±2 {T (a), a, b}±2 {T (b), a, a}+2 {T (b), a, b}+2 {T (b), b, a}±2 {T (a), b, a}
+2 {T (a), b, b} ± 2 {a, T (a), b} + {b, T (a), b} + 2 {b, T (b), a} ± {a, T (b), a} ,
which implies
(4.15) 2T {b, b, a}+T {b, a, b} = 2 {T (b), a, b}+2 {T (b), b, a}+2 {T (a), b, b}
+ {b, T (a), b} + 2 {b, T (b), a} ,
for every a, b ∈W. If in (4.15), we replace b with ib we get
2T {b, b, a} − T {b, a, b} = −2 {T (b), a, b} + 2 {T (b), b, a} + 2 {T (a), b, b}
−{b, T (a), b} + 2 {b, T (b), a} ,
which added to (4.15) gives
T{b, a, b} = 2{T (b), a, b} + {b, T (a), b},
for every a, b ∈W. Having in mind that
4{a, b, c} = {a+ c, b, a + c} − {a− c, b, a− c},
we deduce from the above identity that
T{b, a, c} = {T (a), b, c} + {a, T (b), c} + {a, b, T (c)},
for every a, b, c ∈W. 
The scarcity of tripotents in a general JB∗-triple makes intractable the
application of the above arguments, appearing in Mackey’s paper, in the
wider setting of JB∗-triples. The answer to Problem 4.7 in full generality
will need some additional topological tools.
Following standard notation, for each element a in a JB∗-triple E we
denote a[1] = a and a[2n+1] :=
{
a, a[2n−1], a
}
(∀n ∈ N). It can be easily
deduced, via Jordan identity, that
{
a[k], a[l], a[m]
}
= a[k+l+m]. The symbol
Ea will denote the JB
∗-subtriple of E generated by the element a. The
precise structure of Ea is very well known, concretely, Ea is JB
∗-triple iso-
morphic (and hence isometric) to C0(L) for some locally compact Hausdorff
space L ⊆ (0, ‖a‖], such that L ∪ {0} is compact and ‖a‖ ∈ L. It is further
known that there exists a triple isomorphism Ψ from Ea onto C0(L), satis-
fying Ψ(a)(t) = t (t ∈ L) (compare [48, Lemma 1.14]). This implies that
for each natural n, there exists (a unique) element a[1/(2n−1)] in Ea satis-
fying (a[1/(2n−1)])[2n−1] = a. When a is a norm one element, the sequence
(a[1/(2n−1)]) converges in the weak∗ topology of E∗∗ to a tripotent denoted
by r(a) and called the range tripotent of a. The tripotent r(a) is the smallest
tripotent e in E∗∗ satisfying that a is positive in the JBW∗-algebra E∗∗2 (e).
It is also known that the sequence (a[2n−1]) converges in the weak∗ topology
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of E∗∗ to a tripotent (called the support tripotent of a) s(a) in E∗∗, which
satisfies s(a) ≤ a ≤ r(a) in A∗∗2 (r(a)) (compare [28, Lemma 3.3]; the reader
should be warned that in [29], r(a) is called the support tripotent of a).
We recall that a tripotent u in the bidual of a JB∗-triple E is said to
be open when E∗∗2 (u) ∩E is weak
∗ dense in E∗∗2 (u). A tripotent e in E
∗∗ is
said to be compact-Gδ (relative to E) if there exists a norm one element a
in E such that e coincides with s(a), the support tripotent of a. A tripotent
e in E∗∗ is said to be compact (relative to E) if there exists a decreasing
net (eλ) of tripotents in E
∗∗ which are compact-Gδ with infimum e, or if e
is zero. The notions of open and compact tripotents in E∗∗ are introduced
by Edwards and Ru¨ttimann in [29]. Closed and bounded tripotents in the
bidual of a JB∗-triple are more recent notions developed in [32] and [33].
A tripotent e in E∗∗ is said to be closed relative to E if E∗∗0 (e) ∩ E is
weak∗ dense in E∗∗0 (e). If there exists a norm one element a in E such that
a = e + P0(e)(a), the tripotent e is called bounded (relative to E). The
theory of compact tripotents is, in some sense, complete with Theorem 2.6
in [32] (see also [34, Theorem 3.2]), a result which asserts that a tripotent
e in E∗∗ is compact if, and only if, e is closed and bounded.
We shall also require some knowledge about the strong∗-topology of a
JBW∗-triple. Let W be a JBW∗-triple and let ϕ a norm-one functional in
W∗. By [11, Proposition 1.2], the map (x, y) 7→ (., .)ϕ = ϕ {x, y, z} is a
positive sequilinear form on W , where z is any norm-one element of W sat-
isfying ϕ(z) = 1. Furthermore, the sequilinear form (., .)ϕ does not depend
on the choice of the point z, that is, if ϕ(w) = 1 = ‖w‖ for any other w ∈W ,
then ϕ {x, y, z} = ϕ {x, y, w}, for every x, y ∈ W. Therefore, the mapping
x 7→ ‖x‖ϕ = (x, x)
1
2
ϕ is a pre-Hilbertian seminorm on W . The strong∗ topol-
ogy of W , denoted by S∗(W,W∗), is the topology on W generated by all the
seminorms ‖.‖ϕ, where ϕ runs in the unit sphere ofW∗ (cf. [12, §3]). By [12,
p. 258-259], when a von Neumann algebra M is regarded as a JBW∗-triple,
its strong∗ topology coincides with its strong∗ topology in the von Neumann
sense (i.e., the topology on M generated by all the seminorms of the form
x 7→ ϕ(xx∗ + x∗x), where ϕ runs in the set of normal positive functionals
on M [66, 1.8.7]). We recall that the strong topology of M is the topology
generated by all the seminomrs of the form x 7→ ϕ(xx∗), where ϕ is a normal
positive functionals on M .
Among the many interesting properties of the strong∗-topology, we re-
mark that the triple product of a JBW∗-triple is jointly strong∗-continuous
on bounded sets (see [63] or [59, Theorem 9]). It is also know that a linear
functional onW is weak∗-continuous if, and only if, it is strong∗-continuous,
see [59, Corollary 9]), thus, it follows from the bipolar theorem that for each
convex C ⊆W we have
C
σ(W,W∗)
= C
S∗(W,W∗)
.
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It is further known that a linear map between JBW∗-triples is strong∗-
continuous if, and only if, it is weak∗-continuous (compare [59, page 621]).
Finally, we highlight that Bunce establishes in [18] that for a JBW∗-subtriple
F of a JBW∗-triple W , the strong∗-topology of F coincides with the restric-
tion to F of the strong∗-topology of W , that is, S∗(F,F∗) = S
∗(W,W∗)|F .
The following technical result can be directly derived from the properties
of the strong∗-topology reviewed before, together with the expressions of the
Peirce projections given in (4.7).
Lemma 4.12. [23, Lemma 1.5] Let W be a JBW∗-triple. Suppose that
(eλ) is a net (or a sequence) of tripotents in W converging, in the strong
∗-
topology of W to a tripotent e in W . Let (xµ) be a net (or a sequence)
in W , converging to some x ∈ W in the strong∗-topology. Then, for each
i ∈ {0, 1, 2}, the net (sequence) Pi(eλ)(xµ) tends to Pi(e)(x). 
The key result in the study of local triple derivations is the following
result, which was originally established in [23].
Proposition 4.13. [23, Proposition 2.2] Let T : E → E be a bounded
local triple derivation on a JB∗-triple. Suppose e is a compact tripotent in
E∗∗. Then the following statements hold:
(a) P0(e)T
∗∗(e) = 0;
(b) If a is a norm one element in E whose support tripotent is e (that is, e
is a compact-Gδ tripotent), then Q(e)T (a) = Q(e)T
∗∗(e);
(c) P2(e)T
∗∗(e) = −Q(e)(T ∗∗(e)).
Proof. (a) Lemma 4.12 assures that it is enough to prove the statement
for compact-Gδ . Indeed, suppose e ∈ E
∗∗ is a compact tripotent. Then there
exists a decreasing net (eλ) of compact-Gδ tripotents in E
∗∗ converging to
e in the strong∗-topology of E∗∗. If the statement is true for compact-Gδ
tripotents we have P0(eλ)T
∗∗(eλ) = 0 (∀λ), and hence, Lemma 4.12 implies
that P0(e)T
∗∗(e) = 0.
We consequently assume that e is a compact-Gδ tripotent, that is, there
exists a norm one element a in E with s(a) = e. Let Ea denote the JB
∗-
subtriple of E generated by a. We have already mentioned that there exists
a subset L ⊆ (0, 1] with 1 ∈ {0} ∪ L compact and a triple isomorphism Ψ
from Ea onto C0(L) such that Ψ(a)(t) = t, ∀t ∈ L (compare [48, Lemma
1.14]). In this setting, we consider a sequence of norm one elements (bn)
in Ea such that bn = e + P0(e)(bn), {bn, bn+1, bn} = {bn, bn, bn+1} = bn+1,
(bn)→ e, in the strong
∗-topology of E∗∗. Take, for example,
Fix a natural n. Since, the support tripotent of bn, s(bn), is a compact
tripotent in E∗∗, given z, w ∈ E∗∗0 (s(bn)) we can find (bounded) nets (cµ)
and (dν) in E
∗∗
0 (s(bn))∩E converging to z and w in the strong
∗-topology of
E∗∗, respectively. Since for each µ and ν, cµ and dν belong to E
∗∗
0 (s(bn)),
bn+1 ∈ E
∗∗
2 (s(bn)) and E
∗∗
0 (s(bn)) ⊥ E
∗∗
2 (s(bn)), we clearly have, cµ, dν ⊥
bn+1 for every µ and ν, and hence, by Lemma 4.10,
{cµ, T (bn+1), dν} = 0 (∀µ, ν).
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1
1
1− 1
n+1
1− 1
n
bn(t)
bn(t) :=

0, if 0 ≤ t ≤ 1− 1
n
;
affine, if 1− 1
n
≤ t ≤ 1− 1
n+1
;
1, if 1− 1
n+1
≤ t ≤ 1.
,
Taking strong∗-limits in µ and ν we have
{z, T (bn+1), w} = 0, for every n ∈ N, z, w ∈ E
∗∗
0 (s(bn)),
equivalently,
{P ∗∗0 (s(bn))(x), T (bn+1), P
∗∗
0 (s(bn))(y)} = 0, for every n ∈ N, x, y ∈ E
∗∗.
By the joint strong∗-continuity of the triple product of E∗∗, together with
the strong∗-continuity of T ∗∗ and Lemma 4.12, we can take strong∗-limit in
the above expression, to deduce that {P ∗∗0 (e)(x), T
∗∗(e), P ∗∗0 (e)(y)} = 0, for
every x, y ∈ E∗∗. It follows, for example, from Peirce arithmetic and the
third axiom in the definition of JB∗-triples, that P ∗∗0 (e)T
∗∗(e) = 0.
(b) Let a be a norm one element in the hypothesis of statement (b).
We shall denote a0 = P0(e)(a). Again, we consider the JB
∗-subtriple, Ea,
generated by a, and two sequences (an) and (bn) in the closed unit ball of
Ea defined by and
1
1
1− 1
n+1
1− 1
n
an(t)an(t) :=

t, if t ∈ L ∩ [0, 1− 1
n
];
affine, if t ∈ L ∩ [1− 1
n
, 1− 1
n+1
];
0, if t ∈ L ∩ [1− 1
n+1
, 1]
,
1
1
1− 1
n+1
bn(t)
bn(t) :=

0, if t ∈ L ∩ [0, 1− 1
n+1
];
affine, if t ∈ L ∩ [1− 1
n+1
, 1].
1, if t = 1
,
Clearly, an ⊥ bn (∀n), (an) → a0 and (bn) → e in the strong
∗-topology
of E∗∗. Lemma 4.10 assures that
{bn, T (an), bn} = 0 (∀n ∈ N).
Taking strong∗ limits in the above expression we have {e, T ∗∗(a0), e} = 0,
and hence {e, T ∗∗(a), e} = {e, T ∗∗(e), e} .
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(c) By the arguments given at the beginning of the proof of (a), we
may assume that e is a compact-Gδ tripotent in E
∗∗. Let a be a norm one
element in E such that s(a) = e. Since T is a local triple derivation, we
can find a triple derivation δa : E → E such that T (a) = δa(a). We recall
that by the separate weak∗-continuity of the triple product of E∗∗ and the
weak∗-density of E in E∗∗, we can easily see that δ∗∗a : E
∗∗ → E∗∗ is a triple
derivation on E∗∗ (compare the proof of [39, Proposition 2.1]). Since δa is
triple derivation, the identity in (b) also holds whenever we replace T with
δa. Therefore,
P2(e)T
∗∗(e) = P2(e)T (a) = P2(e)δa(a) = P2(e)δ
∗∗
a (e)
(by (4.9)) = −Q(e)
(
δ∗∗a (e)
)
= −Q(e)
(
δa(a)
)
= −Q(e)
(
T (a)
)
= −Q(e)
(
T ∗∗(e)
)
.

Let T : E → E be a bounded local triple derivation on a JB∗-triple, and
let a be a norm one element in E. We consider again the JB∗-subtriple Ea
generated by a, and we identify Ea, via a triple isomorphism Ψ, with C0(L),
where L ⊆ (0, 1] with 1 ∈ {0}∪L compact and Ψ(a)(t) = t (∀t ∈ L). Clearly,
the range tripotent of a can be approximated, in the strong∗ topology of E∗∗,
by a sequence (en) of compact-Gδ tripotents in E
∗∗, that is, (en)→ r(a) in
the strong∗-topology. Since, by the above Proposition 4.13,
P0(en)T
∗∗(en) = 0,
and
P2(en)T
∗∗(en) = −Q(en)(T
∗∗(en)),
taking strong∗-limit in n we deduce, by Lemma 4.12, that
(4.16)
P0(r(a))T
∗∗(r(a)) = 0, and, P2(r(a))T
∗∗(r(a)) = −Q(r(a))(T ∗∗(r(a))),
that is, the statement of Proposition 4.13 also holds for range tripotents.
Therefore, if e is a compact or a range tripotent in E∗∗, it follows from
Proposition 4.13 and (4.16) that
T ∗∗ {e, e, e} = T ∗∗(e) = P2(e)T
∗∗(e) + P1(e)T
∗∗(e),
2 {e, e, T ∗∗(e)} = 2P2(e)T
∗∗(e) + P1(e)T
∗∗(e),
and
{e, T ∗∗(e), e} = Q(e)T ∗∗(e) = −P2(e)T
∗∗(e),
which assures that
(4.17) T ∗∗ {e, e, e} = 2 {e, e, T ∗∗(e)} + {e, T ∗∗(e), e} .
We have seen that, for each bounded local triple derivation T on a JB∗-
triple E, T ∗∗ behaves like a triple derivation on range tripotents and on
compact tripotents. In order to apply triple spectral resolutions in the JB∗-
subtriple generated by a single element we need to the behavior of T when
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we mix orthogonal and range tripotents. The answer is given by the next
result.
Lemma 4.14. Let T : E → E be a continuous local triple derivation on
a JB∗-triple. Suppose that e1 and e2 are two orthogonal compact tripotents
in E∗∗, r1 and r2 are two orthogonal range tripotent in E
∗∗ with e1 ⊥ r2.
Then the identity
T ∗∗ {u, u, u} = 2 {u, u, T ∗∗(u)}+ {u, T ∗∗(u), u} ,
holds for u = e1 ± e2, r1 ± r2, and e1 ± r2.
Proof. It is established in [34, Proposition 3.7] that the sum of two
orthogonal compact tripotents is a compact tripotent. Therefore, e1±e2 is a
compact tripotent in E∗∗, and hence, the identity for u = e1±e2 follows from
(4.17). The sum of two orthogonal range tripotents is again a range tripotent
(compare, for example, [21, Lemma 1]). So, the identity for u = r1± r2 also
is a consequence of (4.17).
We consider now the case u = e1 ± r2. Since e1 ⊥ r2 and r2 is the range
projection of a norm-one element a in E, we can find a sequence of compact
tripotents (cn) in E
∗∗ (actually in the bidual of Ea) such that cn ≤ r2, and
hence cn ⊥ e1 for every n, and (cn) → r2 in the strong
∗-topology of E∗∗.
The first identity proved in this Lemma shows that
T ∗∗ {e1 ± cn, e1 ± cn, e1 ± cn} = 2 {e1 ± cn, e1 ± cn, T
∗∗(e1 ± cn)}
+ {e1 ± cn, T
∗∗(e1 ± cn), e1 ± cn} ,
for every n. Finally, if we take strong∗-limit in the above expression we get
the desired equality. 
The main result for bounded local triple derivations follows now as a
direct consequence of the above partial results.
Theorem 4.15. [23, Theorem 2.4] Every bounded local triple derivation
on a JB∗-triple is a triple derivation.
Proof. Let T : E → E be a bounded local triple derivation on a
JB∗-triple E. Suppose that e1, . . . , em is a family of mutually orthogonal
range or compact tripotents in E∗∗. Let us pick i, j, k ∈ {1, . . . ,m} with
i, k 6= j. By Proposition 4.13 and (4.16) we know that P0(ej)T
∗∗(ej) = 0.
By assumptions, ei, ek ∈ E
∗∗
0 (ej), which proves, via Peirce arithmetic, that
(4.18) {ei, T
∗∗(ej), ek} = 0.
Now, fix i 6= j in {1, . . . ,m}. Since ei and ej are compact or range
tripotents in E∗∗, Lemma 4.14 implies that
(4.19) T ∗∗ {ei, ei, ei} = 2 {ei, ei, T
∗∗(ei)}+ {ei, T
∗∗(ei), ei} ;
and
T ∗∗ {ei ± ej , ei ± ej , ei ± ej} = 2 {ei ± ej , ei ± ej , T
∗∗(ei ± ej)}
+ {ei ± ej , T
∗∗(ei ± ej), ei ± ej} .
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Combining the last two identities we get
±2 {ei, ei, T
∗∗(ej)}+ 2 {ej , ej , T
∗∗(ei)} ± {ei, T
∗∗(ej), ei)}+ {ej, T
∗∗(ei), ej}
±2 {ei, T
∗∗(ei), ej}+ 2 {ei, T
∗∗(ej), ej} = 0,
and consequently,
+4 {ej , ej , T
∗∗(ei)}+ 2 {ej, T
∗∗(ei), ej}+ 4 {ei, T
∗∗(ej), ej} = 0.
Applying (4.18) we obtain
(4.20) {ej , ej , T
∗∗(ei)}+ {ei, T
∗∗(ej), ej} = 0.
Consider now an element b =
m∑
i=1
λiei, where e1, . . . , em are as above and
λi ∈ R for every i. The discussion before Theorem 4.11 combined with the
identities established in (4.19) and (4.20) allow us to deduce that
T ∗∗ {b, b, b} = 2 {T ∗∗(b), b, b} + {b, T ∗∗(b), b} .
Since every element a ∈ E can be approximated in norm, by elements of the
form b =
m∑
i=1
λiei, where e1, . . . , em are as above and λi ∈ R, we conclude
that
T {a, a, a} = 2 {T (a), a, a} + {a, T (a), a} ,
for every a ∈ E. The arguments and polarization identities given at the end
of the proof of Theorem 4.11 can be repeated now to show that T is a triple
derivation. 
4.1. Real linear local triple derivations. It seems natural to ask
whether the conclusions in Theorems 4.11 and 4.15 would remain true if the
hypotheses were weakened to continuous real linear local triple derivations.
The arguments leading to Theorem 4.15 are valid to show that for every
continuous real linear local triple derivation T on a JB∗-triple E satisfies
that
(4.21) T {a, a, a} = 2 {T (a), a, a} + {a, T (a), a} ,
for every a ∈ E. However, the polarization arguments given at the end of
the proof of Theorem 4.11 heavily depend on the complex linearity of the
mapping T . So, it is not clear whether a real linear mapping T on a JB∗-
triple E satisfying (4.21) is a triple derivation. This is actually a problem
to be studied in the setting of real JB∗-triples.
We recall that a real JB∗-triple is a norm-closed real subtriple of a (com-
plex) JB∗-triple (cf. [42]). Every real JB∗-triple E can be also regarded as
a real form of a complex JB∗-triple, that is, there exist a (complex) JB∗-
triple Ec and a conjugate linear isometry τ : Ec → Ec of period 2 such
that E = {b ∈ Ec : τ(b) = b}. We can actually identify Ec with the com-
plexification of E. Real JB∗-triples were introduced by Isidro, Kaup and
Rodr´ıguez Palacios in 1995 [42]. The class of real JB∗-triples includes all
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real and complex C∗-algebras, all JB- and JB∗-algebras, and all JB∗-triples
when they are regarded as real Banach spaces.
A real or complex JBW∗-triple is a JB∗-triple which is also a dual Banach
space. The second dual of a real or complex JB∗-triple is a JBW∗-triple (see
[26], [42]). Every real or complex JBW∗-triple admits a unique (isometric)
predual and its product is separately weak∗-continuous (compare [10] and
[57]).
Real forms of Cartan factors are called real Cartan factors. The classi-
fication of real Cartan factors is due to Kaup [49, Corollary 4.4] and Loos
[55, pages 11.5-11.7], and the classification can be resumed as follows: Let
X and Y be two real Hilbert spaces, let P and Q be two Hilbert spaces over
the quaternion field H, and finally, let H be a complex Hilbert.
(1) IR := L(X,Y )
(2) IH := L(P,Q)
(3) IIC := {z ∈ L(H) : z∗ = z}
(4) IIR := {x ∈ L(X) : x∗ = −x}
(5) IIH := {w ∈ L(P ) : w∗ = w}
(6) IIIR := {x ∈ L(X) : x∗ = x}
(7) IIIH :={w ∈L(P ) :w∗=−w}
(8) IV r,s := E, where E = X1 ⊕
ℓ
1 X2 and X1,X2 are closed linear
subspaces, of dimensions r and s, of a real Hilbert space, X, of
dimension greater or equal to three, so that X2 = X1
⊥, with triple
product
{x, y, z} = 〈x/y〉 z + 〈z/y〉 x− 〈x/z¯〉 y¯,
where 〈./.〉 is the inner product in X and the involution x→ x¯ on
E is defined by x¯ = (x1,−x2) for every x = (x1, x2). This factor is
known as a real spin factor.
(9) V O0 :=M1,2(O0)
(10) V O := M1,2(O)
(11) V IO0 := H3(O0)
(12) V IO := H3(O)
where O0 is the real split Cayley algebra over the field of the real
numbers and O is the real division Cayley algebra (known also as
the algebra of real division octonions). The real Cartan factors
(ix)− (xii) are called exceptional real Cartan factors.
By a generalized real Cartan factor we shall mean a real Cartan factor
or a complex Cartan factor regarded as a real JB∗-triple.
We have already commented that the proof of Theorem 4.15 can be
literary adapted to show that every continuous local derivation T on a real
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JB∗-triple E satisfies the identity in (4.21). Therefore if we consider the
symmetrized triple product
〈a, b, c〉 :=
1
3
({a, b, c} + {c, a, b} + {b, c, a}) ,
which is trilinear and symmetric, a real polarization formula of the form
gives that T is a triple derivation of the symmetrized Jordan triple product
〈., ., .〉 .
Proposition 4.16. [23, Corollary 2.5] Every continuous local triple
derivation on a real JB∗-triple is a triple derivation for the symmetrized
triple product 〈a, b, c〉 := 1/3 ({a, b, c} + {c, a, b} + {b, c, a}).
Even the reciprocal of Proposition 4.16 is, at first look, a non trivial
problem.
Problem 4.17. Is every triple derivation for the symmetrized triple
product on a real JB∗-triple a local triple derivation?
The rank, r(E), of a real or complex JB∗-triple E, is the minimal cardinal
number r satisfying card(S) ≤ r whenever S is an orthogonal subset of E,
i.e. 0 /∈ S and x ⊥ y for every x 6= y in S.
Let T : E → E be a triple derivation for the symmetrized triple product
on a rank one real JB∗-triple. It is known that every non-zero element x
in E satisfies that u := x‖x‖ is a minimal tripotent (i.e. E1(u) := {x ∈
E : Q(u)(x) = x} = Ru). It is easily verified, via Peirce arithmetic and the
identity T (u) = 2{T (u), u, u}+{u, T (u), u}, that the (inner) triple derivation
δ =
1
2‖x‖
δ(T (x) + 3P1(u)T (x), u),
satisfies
2δ(x) = {T (x), u, u}+3 {P1(u)T (x), u, u}−{u, T (x), u}−3 {u, P1(u)T (x), u}
= ‖x‖ ({T (u), u, u} + 3 {P1(u)T (u), u, u} − {u, T (u), u})
= 2 (P2(u)T (x) + P1(u)T (x)) = 2T (x).
Proposition 4.18. Let E be a real JB∗-triple of rank one. Every (real
linear) triple derivation of the symmetrized Jordan triple product, T : E →
E, is a local triple derivation. 
The main goal in the setting of real JB∗-triples is the following:
Problem 4.19. [23, Problem 2.6] Is every bounded local triple deriva-
tion on a real JB∗-triple a triple derivation?
We shall revisit here the answer to the above problem provided by
Ferna´ndez Polo, Molino and the third author of this note in [31]. The
first goal is to study this problem in the case of generalized Cartan factors.
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Proposition 4.20. [31, Proposition 2.6] Let C be a generalized real
Cartan factor of rank > 1 and let T : C → C be a linear map. The following
are equivalent:
(a) T is a triple derivation;
(b) T is a local triple derivation;
(c) T is a triple derivation of the symmetrized triple product.
Proof. The implication (b)⇒ (c) follows from Proposition 4.16, while
(a)⇒ (b) is clear. To prove (c)⇒ (a), let T : C → C be a triple derivation
of the symmetrized triple product 〈. , . , .〉. In this case {exp(tT ) : C →
C}t∈R is a one-parameter group of automorphisms of the symmetrized triple
product. By [42, Theorem 4.8 ], exp(tT ) is a surjective isometry for every
real t. Since C is of rank > 1, Corollary 2.15 in [30] proves that exp(tT ) is
a triple automorphism of the original triple product and hence
exp(tT ) {x, y, z} = {exp(tT )(x), exp(tT )(y), exp(tT )(z)} ,
for every x, y, z ∈ C and t ∈ R. Finally, the identity
∂
∂t
|
t=0
(exp(tT ) {x, y, z}) =
∂
∂t
|
t=0
({exp(tT )(x), exp(tT )(y), exp(tT )(z)}) ,
gives T {x, y, z} = {T (x), y, z} + {x, T (y), z} + {x, y, T (z)} . 
Combining Propositions 4.18 and 4.20 we easily deduce that local triple
derivations and triple derivations of the symmetrized triple product on a
generalized real Cartan factor define the same objects, this is a positive
answer to Problem 4.17 when E is a generalized real Cartan factor.
Local triple derivations on rank one generalized Cartan factor are the
next objective. The next two results and the counterexample following them
are taken from [31].
Lemma 4.21. Let E be a rank one generalized real Cartan factor of type
IR, and let T : E → E be a real linear mapping. The following statements
are equivalent:
(a) T is a local triple derivation;
(b) T is a triple derivation for the symmetrized triple product;
(c) T is a bounded skew-symmetric operator (i.e. T ∗ = −T );
(d) T is a triple derivation.
Proof. We recall that E is a real Hilbert space and the triple product
of E is given by
{x, y, z} = 1/2(〈x/y〉z + 〈z/y〉x),
where 〈·/·〉 denotes the inner product on E.
The implication (a) ⇒ (b) is proved in [23, Corollary 2.5]. The equiv-
alence (c) ⇔ (d) was established in [38, Lemma 3, Section 3.3], while
(d)⇒ (a) is obvious.
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We shall prove (b) ⇒ (c). Let T be a derivation for the symmetrized
triple product 〈·, ·, ·〉. For each x ∈ E, we have that T{x, x, x} = 2{Tx, x, x}+
{x, Tx, x} and hence
‖x‖2T (x) = 〈T (x)/x〉x + ‖x‖2T (x) + 〈x/T (x)〉x,
which gives,
〈T (x)/x〉 = −〈x/T (x)〉, ∀x ∈ E,
and hence T ∗ = −T. 
Local triple derivations can be also described on rank-one real spin fac-
tors.
Lemma 4.22. Let E be a real spin factor of rank one and let T : E → E
be a (real) linear mapping. The following statements are equivalent:
(a) T is a local triple derivation;
(b) T is a triple derivation for the symmetrized triple product;
(c) T is a bounded skew-symmetric operator (T ∗ = −T );
(d) T is a triple derivation.
Proof. We recall that E is a real Hilbert space with inner product
〈·/·〉, whose triple product is defined by {x, y, z} = 〈x/y〉z+ 〈z/y〉x−〈x/z〉y
(compare [49, Theorem 4.1 and Proposition 5.4]).
The arguments given in the proof of Lemma 4.21 remain valid to prove
the implications (a) ⇒ (b), (d) ⇒ (a), while (c) ⇔ (d) was essentially
obtained in [38, Section 3.2].
(b) ⇒ (c) If T is a triple derivation for the symmetrized triple product
〈·, ·, ·〉, then
T{x, x, x} = 2{T (x), x, x} + {x, T (x), x},
‖x‖2T (x) = 2〈T (x)/x〉x + 2‖x‖2T (x)− 2〈T (x)/x〉x
+2〈x/T (x)〉x − ‖x‖2T (x),
and hence 〈x/T (x)〉 = 0, for all x ∈ E, which concludes the proof. 
Unfortunately, the previous two lemmas do not cover all possible rank
one generalized Cartan factors, there exists additional examples of of rank
one real Cartan factors having an essentially “complex” or “quaternionic”
nature, for which there exist local triple derivations which are not triple
derivation.
Example 4.23. [31, Example 2.4] Let H = C2 be the 2-dimensional
complex Hilbert space equipped with its natural inner product 〈(λ1, λ2)|(µ1, µ2)〉 =
λ1µ1 + λ2µ2. We equip H with its structure of (rank-one) complex Cartan
factor of type IC with product
2{λ, µ, ν} = 〈λ|µ〉ν + 〈ν|µ〉λ.
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Let T : H = R4 → H = R4 be the real linear mapping given by
T (λ1, λ2) = (ℜe(λ2),−ℜe(λ1)) . Clearly, T is not C-linear. It is not hard
to check that ℜe〈T (λ1, λ2)|(λ1, λ2)〉 = 0, and thus,
2{T (λ1, λ2), (λ1, λ2), (λ1, λ2)}+ {(λ1, λ2), T (λ1, λ2), (λ1, λ2)}
= 〈T (λ1, λ2)|(λ1, λ2)〉(λ1, λ2) + (|λ1|
2 + |λ2|
2)T (λ1, λ2)
+〈(λ1, λ2)|T (λ1, λ2)〉(λ1, λ2)
= (|λ1|
2 + |λ2|
2)T (λ1, λ2) + 2ℜe〈T (λ1, λ2)|(λ1, λ2)〉(λ1, λ2)
= (|λ1|
2 + |λ2|
2)T (λ1, λ2) = T{(λ1, λ2), (λ1, λ2), (λ1, λ2)},
which shows that T {x, x, x} = 2 {T (x), x, x} + {x, T (x), x}, for every x ∈
H. A priori, this is not enough to guarantee that T is a local derivation.
However, Proposition 4.18 assures that T is a local triple derivation.
On the other hand, the identities
T{(1, 0), (i, 0), (1, 0)} = (0, 0)
and
2{T (1, 0), (i, 0), (1, 0)} + {(1, 0), T (i, 0), (1, 0)} = (0, i),
tell that T is not a triple derivation.
It is shown in [31, Proposition 2.5] that every real linear triple derivation
on a complex JB∗-triple must be C-linear
Proposition 4.24. Let E be a complex JB∗-triple. Every real linear
triple derivation δ : E → E is complex linear.
Proof. Having in mind that, for each a, b in E, L(a, b) : E → E is
C−linear, every (real linear) inner derivation on E is C−linear.
Suppose now that δ : E → E is a real linear derivation. Since every
real JB∗-triple E satisfies the Inner Approximation Property defined in [12,
Theorem 4.6] and [38, Theorem 5]) (that is, the space of all inner triple
derivations on E is dense in the space of all triple derivations on E, with
respect to the strong operator topology of B(E)), given ε > 0 and x ∈ E,
there exists a inner derivation δ̂ =
n∑
j=1
δ(aj , bj) =
n∑
j=1
L(aj , bj) − L(bj , aj)
such that ‖δ(x) − δ̂(x)‖ < ε2 and ‖δ(ix) − δ̂(ix)‖ <
ε
2 . Therefore
‖iδ(x) − δ(ix)‖ ≤ ‖iδ(x) − iδ̂(x)‖ + ‖δ̂(ix)− δ(ix)‖ < ε.
The arbitrariness of ε and x guarantee the desired statement. 
We recall that a subspace I of a real JB∗-triple E is a triple ideal if
{E,E, I} + {E, I,E} ⊆ I. It is known that a subtriple I of E is a triple
ideal if and only if {E,E, I} ⊆ I or {E, I,E} ⊆ I or {E, I, I} ⊆ I (compare
[17]). It is very easy to see that every local triple derivation T on E satisfies
that for each norm closed ideal I ⊆ E, we have T (I) ⊆ I.
We can establish sufficient conditions on a real JB∗-triple E to assure
that every continuous local triple derivation on E is a derivation.
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Theorem 4.25. [31, Theorem 3.4] Let E be a real JB∗-triple whose
second dual contains no rank-one generalized real Cartan factors of types
IC, IH and V O := M1,2(O). Then every continuous local triple derivation
on E is a triple derivation.
Proof. Let T : E → E be a continuous local triple derivation on E.
Proposition 4.16 implies that T is a triple derivation of the symmetrized
triple product. The separate weak∗-continuity of the triple product of E∗∗
together with the weak∗-continuity of T ∗∗, and the weak∗-density of E inn
E∗∗ can be applied to show that T ∗∗ : E∗∗ → E∗∗ is a triple derivation of
the symmetrized triple product.
The atomic decomposition established in [61, Theorem 3.6] assures that
E∗∗ decomposes as an orthogonal sum
E = A⊕∞ N,
where A and N are weak∗-closed triple ideals of E∗∗, A being the weak∗-
closed real linear span of all minimal tripotents in E∗∗, N containing no
minimal tripotents and A ⊥ N . It is also proved in [61, Theorem 3.6] that
A is an orthogonal sum of weak∗-closed triple ideals which are generalized
real Cartan factors. That is, there exists a family of mutually orthogonal,
weak∗-closed triple ideals {Ci : i ∈ Λ} ∪ {N} of E
∗∗ such that A =
⊕ℓ∞
i Ci
and
E∗∗ =
(
ℓ∞⊕
i
Ci
)
ℓ∞⊕
N.
The comments before this theorem assure that T ∗∗(N) ⊆ N and T ∗∗(Ci) ⊆
Ci, for every i ∈ Λ.
Let us remark that every real JB∗-triple of rank one is precisely one of
the following: a rank-one type IR, IC, IH, a rank-one real spin factor IV n,0,
and V O := M1,2(O) (cf. [49, Proposition 5.4]). So, by hypothesis, each Ci
is a generalized real Cartan factor of rank > 2 or a rank-one generalized
real Cartan factor of type IR (i.e. B(H,R), for a real Hilbert space H), or
a real spin factor of rank one. Now, Lemmas 4.21 and 4.22 and Proposition
4.20 imply that T ∗∗|Ci : Ci → Ci is a triple derivation for every i, and hence
T ∗∗|⊕ℓ∞
i Ci
:
⊕ℓ∞
i Ci →
⊕ℓ∞
i Ci is a triple derivation too.
We further known that if j : E →֒ E∗∗ denotes the canonical embedding,
and π : E∗∗ → A the canonical projection of E∗∗ onto A, then the mapping
π ◦ j : E → A is an isometric triple embedding (cf. [30, Proposition 3.1]).
Since T ∗∗|A : A→ A is a triple derivation, and π ◦ jT = T
∗∗π ◦ j, we have
ΦT ({x, y, z}) = T ∗∗|A {Φ(x),Φ(y),Φ(z)}
= {T ∗∗|AΦ(x),Φ(y),Φ(z)} + {Φ(x), T
∗∗|AΦ(y),Φ(z)}
+ {Φ(x),Φ(y), T ∗∗|AΦ(z)} = Φ({T (x), y, z} + {x, T (y), z} + {x, y, T (z)}) ,
which proves that T is a triple derivation. 
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5. Some comments on automatic continuity
There are some interesting results guaranteeing the continuity of deriva-
tions and local derivations. Sakai, solving a conjecture posed by Kaplansky,
proves in 1960 that any derivation of a C∗-algebra is automatically continu-
ous [64]. Ringrose establishes in [62] that every derivation from a C∗-algebra
A into a Banach A-bimodule is continuous. A remarkable extension of the
above result is due to Johnson, who authored the following theorem:
Theorem 5.1. [44, Theorem 7.5] Let A be a C∗-algebra and X a Banach
A-bimodule. If T is a local derivation, not assumed a priori to be continuous,
from A into X, then T is continuous. 
Combining Theorem 2.4 with the above theorem we get:
Theorem 5.2. [44] Every local derivation of a C∗-algebra A into a Ba-
nach A-bimodule is a derivation. 
In the setting of JB∗-triples, Barton and Friedman prove in [12] that
every triple derivation on a JB∗-triple is automatically continuous. Their
proof actually shows that every derivation on a JB∗-triple E is dissipative
and hence continuous. We recall that a linear mapping T on a Banach
space X is called dissipative if for each x ∈ X and each functional φ ∈
X∗ with ‖x‖ = ‖φ‖ = φ(x) = 1 we have ℜeφ(T (x)) ≤ 0. It is known
that T is continuous whenever it is dissipative (compare [13, Proposition
3.1.15]). Suppose T : E → E is a local triple derivation on a (real or
complex) JB∗-triple, and let us pick an element x in E and a functional φ
in E∗ with ‖x‖ = ‖φ‖ = φ(x) = 1. By assumptions, there exists a triple
derivation δx : E → E satisfying T (x) = δx(x). Since δx is dissipative, we
have ℜeφT (x) = ℜeφδx(x) ≤ 0, which asserts that T is dissipative.
Theorem 5.3. [23, Theorem 2.8] Every local triple derivation on a (real
or complex) JB∗-triple is continuous. 
As a consequence of Theorems 4.15, 4.25 and 5.3 we get:
Theorem 5.4. Every local triple derivation on a JB∗-triple is a triple
derivation. Every local triple derivation on a real JB∗-triple whose second
dual contains no rank-one generalized real Cartan factors of types IC, IH
and V O := M1,2(O) is a triple derivation. 
6. 2-local derivations on von Neumann algebras
In this section we study 2-local derivations on von Neumann algebras. In
1997, Sˇemrl [68] introduced the concepts of 2-local derivations and 2-local
automorphisms.
Let A be an algebra. A (a non-necessarily linear nor continuous) map-
ping ∆ : A→ A is called a 2-local derivation if for every x, y ∈ A, there is a
derivation Dx,y : A → A, depending on x and y, such that ∆(x) = Dx,y(x)
and ∆(y) = Dx,y(y).
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Sˇemrl describes 2-local derivations on the algebra B(H) of all bounded
linear operators on an infinite-dimensional separable Hilbert space H.
Theorem 6.1. [68]. Let H be an infinite-dimensional separable Hilbert
space, and let B(H) be the algebra of all linear bounded operators on H.
Then every 2-local derivation T : B(H)→ B(H) (no linearity or continuity
of θ is assumed) is a derivation.
In [68, Remark], Sˇemrl states that the conclusion of the above theorem
also holds whenH is finite-dimensional. In such a case, however, he was only
able to get a long proof involving tedious computations, and so, he decided
not include these results. In [50] Kim and Kim gave a short proof of the fact
that every 2-local derivation on a finite-dimensional complex matrix algebra
is a derivation.
Theorem 6.2. [50] Let Mn be the n× n-matrix algebra over C, and let
T :Mn →Mn be a 2-local derivation. Then T is a derivation.
The methods of the proofs of the aforementioned results from [50] and
[68] are essentially based on the fact that, for a separable or finite dimen-
sional Hilbert space H, the algebra B(H) can be generated by two elements.
For example Sˇemrl [68] makes use of the following two operators:
u =
∞∑
n=1
1
2n
en,n, v =
∞∑
n=2
en−1,n,
where {em,n}
∞
m,n=1 is a set of matrix units in B(H). Kim and Kim consider,
in [50], the following two matrices:
u =

1
2 0 . . . 0
0 1
22
. . . 0
...
...
. . .
...
0 0 . . . 12n
 , v =

0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
...
...
0 0 . . . 0 1
0 0 . . . 0 0
 .
Further, for u, v as above one can choose a derivation Du,v : B(H)→ B(H)
such that ∆(u) = Du,v(u) and ∆(v) = Du,v(v) and show that ∆(x) =
Du,v(x) for all x ∈ B(H). This means that any 2-local derivation on B(H) for
a separable or finite dimensional Hilbert space H, is completely determined
by its values on the elements u and v.
Some years later, Zhang and Li [74] extend the previously mentioned
result of Kim and Kim for arbitrary symmetric digraph matrix algebras and
constructed an example of a 2-local derivation which is not a derivation on
the algebra of all upper triangular complex 2× 2-matrices.
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Example 6.3. (see [74]). Let us consider the algebra of all upper-
triangular complex 2× 2-matrices
A =
{
x =
(
λ11 λ12
0 λ22
)
: λij ∈ C
}
.
Define an operator ∆ on A by
∆(x) =

0, if λ11 6= λ22,(
0 2λ12
0 0
)
, if λ11 = λ22.
Then ∆ is a 2-local derivation, which is not a derivation.
As it was mentioned above the proofs of papers [50] and [68] are es-
sentially based on the fact that, in the case of H being separable or finite
dimensional, the algebra B(H) is generated by two elements. Since the
algebra B(H) is not generated by two elements (like in the case of a non-
separable Hilbert space), one cannot directly apply the methods of the above
papers. In [7] the first and second authors of this note suggested a new tech-
nique, which allows to generalize the above mentioned results of [50] and
[68] to arbitrary Hilbert spaces. Namely, the new method can be applied to
prove that every 2-local derivation on B(H), with H an arbitrary Hilbert
space (no separability is assumed), is a derivation. A similar result for 2-
local derivations on finite von Neumann algebras was obtained by Nurjanov,
Alauatdinov and the first two authors of this note in [9]. In [6] the authors
extend all the above results and give a short proof of this result for arbi-
trary semi-finite von Neumann algebras. Finally a solution of this problem
for general von Neumann algebras was recently obtained in [8]. We shall
revisit here the proof, given in [8], of the fact that every 2-local derivation
on an arbitrary von Neumann algebra is a derivation.
Let M be a von Neumann algebra on a complex Hilbert space H. We
recall that any derivation D onM is an inner derivation, that is, there exists
an element a ∈M such that
D(x) = [a, x] = ax− xa,
for all x ∈ M (cf. [66]). Therefore, for a von Neumann algebra M the
above definition of 2-local derivation is equivalent to the following one: A
map ∆ : M → M is a 2-local derivation, if for any two elements x, y ∈ M
there exists an element ax,y ∈M such that
∆(x) = [ax,y, x], and ∆(y) = [ax,y, y].
If ∆ : M →M is a 2-local derivation, then it easily follows from the defini-
tion that ∆ is homogenous. At the same time,
(6.1) ∆(x2) = ∆(x)x+ x∆(x),
for each x ∈M.
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In [14], Bresˇar proves that any Jordan derivation (i.e. a linear map
satisfying the above equation (6.1)) on a semi-prime algebra is a derivation.
Since every von Neumann algebra is semi-prime, to prove that a 2-local
derivation ∆ :M →M is a derivation, it suffices to prove that ∆ : M →M
is additive.
The following theorem is the main result of the section.
Theorem 6.4. Let M be an arbitrary von Neumann algebra. Then any
2-local derivation ∆ :M →M is a derivation.
The proof will follow from a series of partial results.
In the hypothesis of the above Theorem 6.4. Let e be a central projection
in M . Since D(e) = 0 for every derivation D on M , it is clear that ∆(e) = 0
for any 2-local derivation ∆ onM . Take x ∈M and let D be a derivation on
M such that ∆(ex) = D(ex),∆(x) = D(x). Then we have ∆(ex) = D(ex) =
D(e)x+eD(x) = e∆(x). This means that, for each central projection e ∈M ,
every 2-local derivation ∆ maps eM into eM . Thus, if necessary, we may
consider the restriction of ∆ onto eM . Since an arbitrary von Neumann
algebra can be decomposed along a central projection into the direct sum
of a semi-finite and a purely infinite (type III) von Neumann algebra, we
may consider these cases independently.
6.1. Semi-finite von Neumann algebras. In this subsection we present
a short proof of a result in [6] on the description of 2-local derivations for
arbitrary semi-finite von Neumann algebras.
Let M be a semi-finite von Neumann algebra and let τ be a faithful
normal semi-finite trace on M. Denote by Mτ the definition ideal of τ, i.e.
the set of all elements x ∈ M such that τ(|x|) < +∞. Then Mτ is an
∗-algebra and, moreover Mτ is a two sided ideal of M.
It is clear that any derivation D on M maps the ideal Mτ into itself.
Indeed, since D is inner, i.e. D(x) = [a, x] (x ∈ M) for an appropriate
a ∈ M, we have that D(x) = ax − xa ∈ Mτ for all x ∈ Mτ . Therefore any
2-local derivation on M also maps Mτ into itself.
Theorem 6.5. [6, Theorem 2.1]. Let M be a semi-finite von Neumann
algebra, and let ∆ : M →M be a 2-local derivation. Then ∆ is a derivation.
Proof. Let ∆ : M →M be a 2-local derivation and let τ be a faithful
normal semi-finite trace on M. For each x ∈M and y ∈Mτ there exists an
element ax,y in M such that
∆(x) = [ax,y, x], ∆(y) = [ax,y, y].
Then
∆(x)y + x∆(y) = [ax,y, x]y + x[ax,y, y] = [ax,y, xy],
i.e.
[ax,y, xy] = ∆(x)y + x∆(y).
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Since Mτ is an ideal and y ∈ Mτ , the elements ax,yxy, xy, xyax,y and ∆(y)
also belong to Mτ , and hence, we have
τ(ax,yxy) = τ(ax,y(xy)) = τ((xy)ax,y) = τ(xyax,y).
Therefore,
0 = τ(ax,yxy − xyax,y) = τ([ax,y, xy]) = τ(∆(x)y + x∆(y)),
i.e.
τ(∆(x)y) = −τ(x∆(y)).
For arbitrary u, v ∈M and w ∈Mτ set x = u+ v, y = w. Then ∆(w) ∈Mτ
and
τ(∆(u+ v)w) = −τ((u+ v)∆(w)) = −τ(u∆(w)) − τ(v∆(w)) =
= τ(∆(u)w) + τ(∆(v)w) = τ((∆(u) + ∆(v))w),
and so
τ((∆(u + v)−∆(u)−∆(v))w) = 0
for all u, v ∈M and w ∈Mτ . Denote b = ∆(u+ v)−∆(u)−∆(v). Then
(6.2) τ(bw) = 0
for every w ∈Mτ . Now take a monotone increasing net {eα} of projections in
Mτ such that eα ↑ 1 inM. Since {eαb
∗} ⊂Mτ , it follows that from (6.2) that
τ(beαb
∗) = 0, for all α. At the same time beαb
∗ ↑ bb∗ in M. Since the trace τ
is normal we have τ(beαb
∗) ↑ τ(bb∗), i.e. τ(bb∗) = 0. The trace τ is faithful,
thus, this implies that bb∗ = 0, i.e. b = 0. Therefore ∆(u+v) = ∆(u)+∆(v)
for all u, v ∈M, i.e. ∆ is an additive map onM. As it was mentioned above,
this proves that ∆ is a derivation on M. 
6.2. Purely infinite von Neumann algebras. In this subsection we
present the proof of Theorem 6.4 for the case in which M is a purely infinite
von Neumann algebra. This result will complete the proof for arbitrary von
Neumann algebras. Our proof is essentially based on the Bunce-Wright-
Mackey-Gleason theorem for signed measures on projections of a von Neu-
mann algebra established in [20] (see [8]).
The proof will require several lemmata. For a self-adjoint subset S ⊆M
denote by S′ is the commutant of S, i.e.
S′ = {y ∈ B(H) : xy = yx,∀x ∈ S}.
The first step of our proof is to show that any 2-local derivation on
an arbitrary von Neumann algebra is additive on an abelian von Neumann
subalgebra generated by a self-adjoint element.
Lemma 6.6. [8, Lemma 2.2] Let g ∈ M be a self-adjoint element and
let W∗(g) = {g}′′ be the abelian von Neumann subalgebra generated by the
element g. Then there exists an element a ∈M such that
∆(x) = ax− xa,
for all x ∈ W∗(g). In particular, ∆ is additive on W∗(g).
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Proof. By the definition there exists an element a ∈M (depending on
g) such that
∆(g) = ag − ga.
Let us show that ∆(x) = [a, x] for all x ∈ W∗(g). Let x ∈ W∗(g) be an
arbitrary element. By hypothesis, there exists an element b ∈M such that
∆(g) = [b, g], ∆(x) = [b, x].
Since
[a, g] = ∆(g) = [b, g],
we get
(b− a)g = g(b− a).
Thus,
b− a ∈ {g}′ = {g}′′′ =W∗(g)′,
i.e. b− a commutes with any element from W∗(g). Therefore
∆(x) = [b, x] = [b− a, x] + [a, x] = [a, x],
for all x ∈ W∗(g), and the proof is complete. 
Given a von Neumann algebraM , we shall denote by P(M) the lattice of
all projections in M. Let X be a Banach space. A mapping µ : P(M)→ X
is said to be finitely additive when
µ
(
n∑
i=1
pi
)
=
n∑
i=1
µ(pi),
for every family p1, . . . , pn of mutually orthogonal projections in M. If the
set
{‖µ(p)‖ : p ∈ P(M)}
is bounded, we shall say that µ : P(M)→ X is bounded.
The Bunce-Wright-Mackey-Gleason theorem ([19, 20]) states that if M
has no summand of type I2, then every bounded finitely additive mapping
µ : P(M)→ X extends to a bounded linear operator from M to X.
We recall that every family (pj) of mutually orthogonal projections in a
von Neumann algebra M is summable with respect to the weak∗-topology
of M , and the sum p = w∗-
∑
j
pj is another projection in M (cf. [66, Page
30]). It is further known that (pj) is summable with respect to the strong
∗-
topology of M with the same limit, i.e., p = w∗-
∑
j
pj = strong
∗-
∑
j
pj. We
shall simply write p =
∑
j
pj.
Suppose that in the above paragraphs, X is another von Neumann al-
gebra W . Let τ denote the weak∗-, the strong, or the strong∗-topology of
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W . Then a mapping µ : P(M) → W is said to be τ -completely additive
(respectively, τ -countably or τ -sequentially additive) when
(6.3) µ
(∑
i∈I
ei
)
= τ -
∑
i∈I
µ(ei)
for every family (respectively, sequence) {ei}i∈I of mutually orthogonal pro-
jections inM. In the lexicon of [69] and [27], a completely additive mapping
µ : P(M) → C is called a charge. The Dorofeev–Sherstnev theorem ([69,
Theorem 29.5] or [27, Theorem 2]) states that any charge on a von Neumann
algebra with no summands of type In is bounded, and hence it extends to
a bounded functional on M .
The following result is the main step in the proof of the automatic addi-
tivity of 2-local derivations on von Neumann algebras, and it plays a crucial
role in the proof of Theorem 6.4.
Lemma 6.7. [8, Lemma 2.3] Let M be a von Neumann algebra on a
complex Hilbert space H, and let ∆ : M →M be a 2-local derivation. Then
the restriction ∆|P(M) : P(M)→M is strong-completely additive, i.e.
(6.4) ∆
(∑
i∈I
ei
)
= strong-
∑
i∈I
∆(ei),
for every family {ei}i∈I of mutually orthogonal projections in M .
Proof. We may assume that M is a von Neumann subalgebra of some
B(H). Let us recall that the strong topology of the von Neumann algebra
B(H) is the topology determined by the semi-norms a 7→ ‖a‖ξ := ‖a(ξ)‖,
where ξ runs in H (cf. [66, §1.15]). By [66, Proposition 1.24.5], every
normal functional ϕ ∈ M∗, can be extended to a normal functional ϕ˜ in
B(H)∗ with ‖ϕ‖ = ‖ϕ˜‖. Consequently, the strong topology of M coincides
with the restriction to M of the strong-topology of B(H) (see also [18]).
We shall consider the following two cases:
Case 1. We assume that {en}n∈N is a sequence of mutually orthogonal
projections in M. Put g =
∑
n∈I
1
nen ∈ M. By Lemma 6.6 there exists an
element a ∈ M such that ∆(x) = ax − xa for all x ∈ W∗(g). Since en ∈
W∗(g), for all n ∈ N, by the joint strong∗-continuity of the product of M ,
we obtain that
∆
(∑
n∈N
en
)
=
[
a,
∑
n∈N
en
]
= strong∗-
∑
n∈N
[a, en] = strong
∗-
∑
n∈N
∆(en),
i.e. ∆ is a strong∗–sequentially additive map.
Case 2. Let ξ ∈ H be a fixed point and let {ei}i∈I be an arbitrary family
of orthogonal projections in M. For each natural n ∈ N we set
In = {i ∈ I : ‖∆(ei)(ξ)‖H ≥ 1/n} .
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Suppose that there exists k ∈ N such that Ik is infinite. If necessary, passing
to subset we can assume that Ik is countable. Then the series∑
i∈Ik
∆(ei)(ξ)
does not converge in H. On the other hand, since Ik is a countable set, by
Case 1, we have
∆
∑
i∈Ik
ei
 (ξ) =∑
i∈Ik
∆(ei)(ξ),
which is impossible. Therefore, Ik is a finite set for all k ∈ N. So, the set
I0 = {i ∈ I : ∆(ei)(ξ) 6= 0} =
⋃
n∈N
In
is a countable set.
Let us consider the projection e =
∑
i∈I\I0
ei. We claim that ∆(e)(ξ) = 0.
Indeed, for every i ∈ I \ I0 take an element ai ∈M such that
∆(e) = aie− eai, ∆(ei) = aiei − eiai.
Since ∆(ei)(ξ) = 0 we get ai(ei(ξ)) = ei(ai(ξ)) for all i ∈ I \ I0.
We further have:
(∆(e)ei)(ξ) = (aie− eai)(ei(ξ)) = ai(e(ei(ξ))) − e(ai(ei(ξ))) =
= ai(ei(ξ))− e(ei(ai(ξ))) = ai(ei(ξ))− ei(ai(ξ)) = 0,
i.e.
∆(e)ei(ξ) = 0,
for all i ∈ I \ I0. Thus,
∆(e)e(ξ) = ∆(e)
∑
i∈I\I0
ei(ξ) =
∑
i∈I\I0
∆(e)ei(ξ) = 0,
i.e.
∆(e)e(ξ) = 0.
We similarly show
e∆(e)(ξ) = 0.
Now, since
∆(e) = [ai, e] = [ai, e]e + e[ai, e] = ∆(e)e+ e∆(e)
we obtain that
∆(e)(ξ) = 0
as we claimed.
Finally,
∆
(∑
i∈I
ei
)
(ξ) = ∆
e+∑
i∈I0
ei
 (ξ) = [Case 1 ] = ∆(e)(ξ)+∆
∑
i∈I0
ei
 (ξ)
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= ∆
∑
i∈I0
ei
 (ξ) = [Case 1 ] =∑
i∈I0
∆(ei) (ξ) =
(∑
i∈I
∆(ei)
)
(ξ).

In the following two lemmata we suppose that M is an infinite von
Neumann algebra, and ∆ :M →M is a 2-local derivation.
Lemma 6.8. [8, Lemma 2.4] The restriction ∆|Msa : Msa → M to the
self-adjoint part of M is additive.
Proof. We regard M as a von Neumann subalgebra of some B(H).
Given ξ, and η in H we define a linear functional fξ,η = ξ ⊗ η on M given
by
fξ,η(x) = ξ ⊗ η(x) = 〈x(ξ), η〉, x ∈M,
where 〈·, ·〉 is the inner product on H.
Lemma 6.7 implies that the restriction fξ,η ◦∆|P (M) of the superposition
fξ,η ◦∆(x) = fξ,η(∆(x)), x ∈M,
onto the lattice P(M) is a charge. Taking into account that M is infinite,
we deduce from [69, Theorem 30.08] that the charge fξ,η ◦∆ is bounded.
We shall show now that ∆|Msa is additive. Since fξ,η ◦ ∆|P (M) is a
bounded additive measure on P(M), the Bunce-Wright-Mackey-Gleason
theorem ([19, Theorem B]) implies the the existence of a unique bounded
linear functional f˜ξ,η on M such that
f˜ξ,η|P (M) = fξ,η ◦∆|P (M).
Let us show that f˜ξ,η|Msa = fξ,η ◦ ∆|Msa . Take an arbitrary element
x ∈ Msa. By Lemma 6.6 there exists an element a ∈ M such that ∆(y) =
ay−ya for all y ∈ W∗(x). In particular, ∆ is linear onW∗(x), and therefore
fξ,η ◦ ∆|W∗(x) is a bounded linear functional which is an extension of the
signed measure fξ,η ◦ ∆|P (W∗(x)). By the uniqueness of the extension we
have f˜ξ,η(x) = fξ,η ◦∆(x). So fξ,η ◦∆|Msa is a bounded linear functional for
all ξ, η ∈ H. This means, in particular, that
fξ,η(∆(x+ y)) = fξ,η(∆(x)) + fξ,η(∆(y)) = fξ,η(∆(x) + ∆(y)),
i.e. fξ,η(∆(x+ y)−∆(x)−∆(y)) = 0 for all ξ, η ∈ H, which proves
∆(x+ y)−∆(x)−∆(y) = 0,
for all x, y ∈Msa, i.e. ∆|Msa is additive. The proof is complete. 
Lemma 6.9. There exists an element a ∈M such that ∆(x) = adja(x) =
ax− xa for all x ∈Msa.
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Proof. Consider the extension ∆˜ of ∆|Msa on M defined by:
∆˜(x1 + ix2) = ∆(x1) + i∆(x2), x1, x2 ∈Msa.
Taking into account the homogeneity of ∆, Lemma 6.8 and the equality (6.1),
we obtain that ∆˜ is a Jordan derivation on M . As we mentioned above,
by[14, Theorem 1], any Jordan derivation on a semi-prime algebra is a
derivation. Since M is semi-prime ∆˜ is a derivation on M . Therefore there
exists an element a ∈ M such that ∆˜(x) = ax − xa, for all x ∈ M. In
particular, ∆(x) = adja(x) = ax− xa, for all x ∈Msa. 
The final step in our proof is to show that if two 2-local derivations
coincide on Msa then they are equal on the whole von Neumann algebra M .
The reader is referred to [8, Lemma 2.12] for the proof of the next lemma.
Lemma 6.10. [8, Lemma 2.12]. Let ∆ : M →M be a 2-local derivation
on a type III von Neumann algebra. If ∆|Msa ≡ 0 then ∆ = 0. 
Proof of Theorem 6.4 for a type III von Neumann algebra. By Lemma 6.9
there exists an element a ∈M such that ∆(x) = [a, x] for all x ∈Msa. Con-
sider the 2-local derivation ∆− adja. Since (∆− adja)|Msa ≡ 0, Lemma 6.10
implies that ∆ = adja. 
We culminate this subsection with a result on 2-local derivations for a
certain subclass of C∗-algebras (see [51]).
Recall that an approximately finite, or AF C∗-algebra is a unital C∗-
algebra A which is an inductive limit of an increasing sequence of finite-
dimensional C∗-algebras An, n ≥ 1, with unital embeddings jn : An → An+1.
An equivalent definition is to say that A is an AF C∗-algebra if it has an
ascending sequence of finite-dimensional C∗-subalgebras whose closed union
is A.
Theorem 6.11. [51]. Let A be an AF C∗-algebra and let φ : A → A be
a continuous 2-local derivation. Then φ is a derivation. 
6.3. 2-local triple derivations on von Neumann algebras. In this
subsection we consider 2-local triple derivations on von Neumann algebras.
As in the previous section, on a C∗-algebra A, we shall consider a ternary
product of the form
{a, b, c} =
1
2
(ab∗c+ cb∗a).
By Mb we shall denote the Jordan multiplication mapping by the element
b, that is Mb(x) = b ◦ x =
1
2(bx+ xb).
Let δ : A → A be a triple derivation on a unital C∗-algebra. By [38,
Lemmas 1 and 2], δ(1)∗ = −δ(1), Mδ(1) = δ(
1
2δ(1),1) is an inner triple
derivation on A, and the difference D = δ − δ(12δ(1),1) is a Jordan
∗-
derivation on A, more concretely,
D(x ◦ y) = D(x) ◦ y + x ◦D(y), and D(x∗) = D(x)∗,
48 AYUPOV, KUDAYBERGENOV, AND PERALTA
for every x, y ∈ A. By [12, Corollary 2.2], δ (and henceD) is a continuous op-
erator. We have already mentioned in previous sections that every bounded
Jordan derivation from a C∗-algebra A to a Banach A-bimodule is an asso-
ciative derivation (cf. [43]). Therefore, D is an associative ∗-derivation in
the usual sense. When A = M is a von Neumann algebra, D is an inner
derivation, that is, there exists a ∈ A satisfying D(x) = adja(x) = [a, x],
for every x ∈ A (cf. [66, Theorem 4.1.6]). Since D is a ∗-derivation, we
can assume that a is skew-hermitian. So, for every triple derivation δ on
a von Neumann algebra M, there exist skew-hermitian elements a, b ∈ M
satisfying
(6.5) δ(x) = [a, x] + b ◦ x,
for every x ∈M.
A mapping T : M → M is called a 2-local triple derivation if for every
x, y ∈M, there is a triple derivation Dx,y :M →M, depending on x and y,
such that T (x) = Dx,y(x) and T (y) = Dx,y(y).
We can state now the main result of this subsection (see [52]).
Theorem 6.12. [52, Theorem 2.14] LetM be an arbitrary von Neumann
algebra and let T :M →M be a 2-local triple derivation. Then T is a triple
derivation.
The proof will be obtained from several partial results.
Let T : M → M be a 2-local triple derivation. By (6.5) for any two
elements x, y ∈ M there exist skew-hermitian elements ax,y, bx,y ∈ M such
that
T (x) = [ax,y, x] + bx,y ◦ x, and, T (y) = [ax,y, y] + bx,y ◦ y.
The first step of our proof shows that if T (1) = 0 and x, y both are hermitian,
the ”Jordan part” in (6.5) can be chosen to be zero.
Lemma 6.13. [52, Lemma 2.2] Let T : A→ A be a 2-local triple deriva-
tion on a unital C∗-algebra satisfying T (1) = 0. Then T (x) = T (x)∗ for all
x ∈ Asa.
Proof. Let ax,1, bx,1 be skew hermitian elements in M such that
T (x) = [ax,1, x] + bx,1 ◦ x, and 0 = T (1) = [ax,1, 1] + bx,1 ◦ 1 = bx,1.
Therefore, T (x)∗ = [ax,1, x]
∗ = [x∗, a∗x,1] = −[x, ax,1] = [ax,1, x] = T (x). 
Lemma 6.14. [52, Lemma 2.3] Let T : M → M be a 2-local triple
derivation on a von Neumann algebra satisfying T (1) = 0. Then for every
x, y ∈Msa there exists a skew-hermitian element ax,y ∈M such that
T (x) = [ax,y, x], and T (y) = [ax,y, y].
Proof. For every x, y ∈ Msa we can find skew-hermitian elements
ax,y, bx,y ∈M such that
T (x) = [ax,y, x] + bx,y ◦ x, and T (y) = [ax,y, y] + bx,y ◦ y.
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Taking into account that T (x) = T (x)∗ (see Lemma 6.13), we obtain
[ax,y, x] + bx,y ◦ x = T (x) = T (x)
∗ = [ax,y, x]
∗ + (bx,y ◦ x)
∗ =
= [x, a∗x,y] + x ◦ b
∗
x,y = [x,−ax,y]− x ◦ bx,y =
= [ax,y, x]− bx,y ◦ x,
i.e. bx,y ◦ x = 0, and similarly bx,y ◦ y = 0. Therefore T (x) = [ax,y, x],
T (y) = [ax,y, y], and the proof is complete. 
The following observation plays a useful role in our study.
Let M be a von Neumann algebra. If x ∈ Msa, we denote by s(x) the
range projection of x∗ = x – that is, the projection onto (ker(x))⊥ = ran (x).
We say that x has full support if s(x) = 1 (equivalently, ker(x) = {0}).
Lemma 6.15. [52, Lemma 2.5] Let M be a von Neumann algebra. Sup-
pose u ∈M+ has full support, c ∈M is self-adjoint, and σ(c
2u)∩(0,∞) = ∅,
where σ(a) is the spectrum of the element x. Then c = 0. Consequently, if u
and c are as above, and uc+ cu = 0 (or c2u = −cuc ≤ 0), then c = 0.
Proof. For the fist statement of the lemma, suppose σ(c2u)∩ (0,∞) =
∅. Note that
(−∞, 0] ⊇ σ(c2u) ∪ {0} = σ(ccu) ∪ {0} ⊇ σ(cuc).
However, cuc is positive, hence σ(cuc) ⊂ [0, ‖cuc‖], with max
λ∈σ(cuc)
= ‖cuc‖.
Thus, cu1/2u1/2c = cuc = 0, which means that cu1/2 = u1/2c = 0 and hence
s(c) ≤ 1− s(u1/2) = 1− s(u) = 0, which leads to c = 0.
To prove the second part, we observe that c2u = −cuc ≤ 0 implies
σ(c2u) ⊂ (−∞, 0]. 
The following results are ternary versions of Lemmas 6.6 and 6.8, re-
spectively.
Lemma 6.16. Let T : M → M be a (not necessarily linear nor contin-
uous) 2-local triple derivation on a von Neumann algebra. Let z ∈ M be
a self-adjoint element and let W∗(z) = {z}′′ be the abelian von Neumann
subalgebra of M generated by the element z and the unit element. Then
there exist skew-hermitian elements az, bz ∈M , depending on z, such that
T (x) = [az, x] + bz ◦ x = azx− xaz +
1
2
(bzx+ xbz)
for all x ∈ W∗(z). In particular, T is linear on W∗(z).
Proof. We can assume that z 6= 0. Note that the abelian von Neumann
subalgebras generated by 1 and z and by 1 and 1 + z
2‖z‖
coincide. So,
replacing z with 1 + z
2‖z‖
we can assume that z is an invertible positive
element.
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By definition, there exist skew-hermitian elements az, bz ∈ M (depend-
ing on z) such that
T (z) = [az, z] + bz ◦ z.
Define a mapping T0 : M →M given by T0(x) = T (x)− ([az , z]+ bz ◦z),
x ∈ M. Clearly, T0 is a 2-local triple derivation on M . We shall show that
T0 ≡ 0 on W
∗(z). Let x ∈ W∗(z) be an arbitrary element. By assumptions,
there exist skew-hermitian elements cz,x, dz,x ∈M such that
T0(z) = [cz,x, z] + dz,x ◦ z, and, T0(x) = [cz,x, x] + dz,x ◦ x.
Since
0 = T0(z) = [cz,x, z] + dz,x ◦ z,
we get
[cz,x, z] + dz,x ◦ z = 0.
Taking into account that z is a hermitian element we can easily see that
cz,xz = zcz,x and dz,xz = −zdz,x.
Since z has a full support, and d2z,xz = −dz,xzdz,x, Lemma 6.15 implies
that dz,x = 0. Further
cz,x ∈ {z}
′ = {z}′′′ =W∗(z)′,
i.e. cz,x commutes with any element in W
∗(z). Therefore
T0(x) = [cz,x, x] + dz,x ◦ x = 0
for all x ∈ W∗(z). The proof is complete. 
Proposition 6.17. [52, Proposition 2.13] Let T :M →M be a 2-local
triple derivation on an arbitrary von Neumann algebra. Then the restriction
T |Msa is additive.
It should be noted that the proof of this result is divided into two cases:
finite and properly infinite von Neumann algebras. In the case of a finite
von Neumann algebras we follow the same argument in the proof of Theo-
rem 6.5, and we use a faithful normal semi-finite trace. For properly infinite
von Neumann algebras we use the following ternary version of Lemma 6.7.
As in the case of associative derivations, the proof is essentially based on
the Bunce-Wright-Mackey-Gleason theorem for bounded measures on pro-
jections of von Neumann algebras (see [52]).
Proposition 6.18. [52, Proposition 2.7] Let T : M → M be a 2-local
triple derivation on a von Neumann algebra. Then the following statements
hold:
(a) The restriction T |P (M) is sequentially strong
∗-additive, and consequently
sequentially weak∗-additive;
(b) T |P (M) is weak
∗-completely additive, i.e.,
T
(
weak∗-
∑
i∈I
pi
)
= weak∗-
∑
i∈I
T (pi)
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for every family (pi)i∈I of mutually orthogonal projections in M.
Proof. (a) Let (pn)n∈N be a sequence of mutually orthogonal projec-
tions in M. Let us consider the element z =
∑
n∈I
1
npn. By Lemma 6.16 there
exist skew-hermitian elements az, bz ∈ M such that T (x) = [az, x] + bz ◦ x
for all x ∈ W∗(z). Since
∞∑
n=1
pn, pm ∈ W
∗(z), for all m ∈ N, and the product
of M is jointly strong∗-continuous, we obtain that
T
(
∞∑
n=1
pn
)
=
[
az,
∞∑
n=1
pn
]
+ bz ◦
(
∞∑
n=1
pn
)
=
∞∑
n=1
[az, pn] +
∞∑
n=1
bz ◦ pn =
∞∑
n=1
T (pn),
i.e. T |P(M) is a countably or sequentially strong
∗-additive mapping.
(b) Let ϕ be a positive normal functional in M∗, and let ‖.‖ϕ denote the
prehilbertian seminorm given by ‖z‖2ϕ =
1
2ϕ(zz
∗+z∗z) (z ∈M). Let {pi}i∈I
be an arbitrary family of mutually orthogonal projections in M. For every
n ∈ N define
In = {i ∈ I : ‖T (pi)‖ϕ ≥ 1/n}.
We claim, that In is a finite set for every natural n. Otherwise, passing
to a subset if necessary, we can assume that there exists a natural k such
that Ik is infinite and countable. In this case the series
∑
i∈Ik
T (pi) does not
converge with respect to the semi-norm ‖.‖ϕ. On the other hand, since Ik
is a countable set, by (a), we have
T
∑
i∈Ik
pi
 = strong∗-∑
i∈Ik
T (pi),
which is impossible. This proves the claim.
We have shown that the set
I0 =
{
i ∈ I : ‖T (pi)‖ϕ 6= 0
}
=
⋃
n∈N
In
is a countable set, and ‖T (pi)‖ϕ = 0, for every i ∈ I\I0.
Set p =
∑
i∈I\I0
pi ∈M. We shall show that ϕ(T (p)) = 0. Let q denote the
support projection of ϕ in M . Having in mind that ‖T (pi)‖
2
ϕ = 0, for every
i ∈ I\I0, we deduce that T (pi) ⊥ q for every i ∈ I\I0.
Replacing T with T̂ = T − δ(12T (1),1) we can assume that T (1) = 0 (cf.
comments in page 47) and T (x) = T (x)∗, for every x ∈ Msa (cf. Lemma
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6.13). By Lemma 6.14, for every i ∈ I \ I0 there exists a skew-hermitian
element ai = ap,pi ∈M such that
T (p) = aip− pai, and, T (pi) = aipi − piai.
Since T (pi) ⊥ q we get (aipi − piai)q = q(aipi − piai) = 0, for all i ∈ I \ I0.
Thus, since paipiq = piaiq,
(T (p)pi)q = (aip− pai)piq = aipiq − paipiq
= aipiq − piaiq = (aipi − piai)q = 0,
and similarly
q(piT (p)) = 0,
for every i ∈ I \ I0. Consequently,
(6.6) (T (p)p)q = T (p)
 ∑
i∈I\I0
pi
 q = 0 = q
 ∑
i∈I\I0
pi
T (p) = q(pT (p)).
Therefore,
T (p) = δp,1(p) = δp,1{p, p, p} = 2{δp,1(p), p, p}+ {p, δp,1(p), p}
= 2{T (p), p, p} + {p, T (p), p} = pT (p) + T (p)p+ pT (p)∗p
= pT (p) + T (p)p+ pT (p)p,
which implies that
ϕ(T (p)) = ϕ(pT (p) + T (p)p+ pT (p)p)
= ϕ(qpT (p)q) + ϕ(qT (p)pq) + ϕ(qpT (p)pq) = (by (6.6)) = 0.
Finally, by (a) we have
T
∑
i∈I0
pi
 = ‖.‖ϕ-∑
i∈I0
T (pi) .
Two more applications of (a) give:
ϕ
(
T
(∑
i∈I
pi
))
= ϕ
T
p+∑
i∈I0
pi
 = ϕ
T (p) + T
∑
i∈I0
pi

= ϕ (T (p)) + ϕ
T
∑
i∈I0
pi
 =∑
i∈I0
ϕ (T (pi)) .
By the Cauchy-Schwarz inequality, 0 ≤ |ϕT (pi)|
2 ≤ ‖T (pi)‖
2
ϕ = 0, for
every i ∈ I\I0, and hence
∑
i∈I0
ϕ (T (pi)) =
∑
i∈I
ϕ (T (pi)) . The arbitrariness
of ϕ shows that T
(
weak∗-
∑
i∈I
pi
)
= weak∗-
∑
i∈I
T (pi). 
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T : M →M be a 2-local triple derivation on a von Neumann algebra, and
let φ be a normal functional in the predual of M. Proposition 6.18 implies
that the mapping φ ◦T |P(M) : P(M)→ C is a completely additive mapping
or a charge onM . Under the additional hypothesis ofM being a continuous
von Neumann algebra or, more generally, a von Neumann algebra with no
Type In-factors (1 < n <∞) direct summands (i.e. without direct summand
isomorphic to a matrix algebraMn(C), 1 < n <∞), the Dorofeev–Sherstnev
theorem ([69, Theorem 29.5] or [27, Theorem 2]) guarantees that φ◦T |P(M)
is a bounded charge, that is, the set {|φ ◦ T (p)| : p ∈ P(M)} is bounded, and
so an application of the uniform boundedness principle gives:
Corollary 6.19. [52, Corollary 2.8] Let M be a von Neumann algebra
with no Type In-factor direct summands (1 < n < ∞) and let T : M →M
be a (not necessarily linear nor continuous) 2-local triple derivation. Then
the restriction T |P(M) is a bounded weak
∗-completely additive mapping. 
When M is a von Neumann algebra with no Type In-factor direct sum-
mands (1 < n < ∞), and T : M → M is a (not necessarily linear nor
continuous) 2-local triple derivation. We can combine Corollary 6.19 above
with the Bunce-Wright-Mackey-Gleason theorem [19, 20], and argument
similar to that employed in the proof of Lemma 6.8 shows:
Proposition 6.20. [52, Proposition 2.9] Let T : M → M be a (not
necessarily linear nor continuous) 2-local triple derivation on a von Neumann
algebra with no Type In-factor direct summands (1 < n < ∞). Then the
restriction T |Msa is additive. 
The comments made on page 41 show that that for every 2-local deriva-
tion ∆ on a von Neumann algebra M , ∆(ex) = e∆(x) for every central
projection e ∈ M and for every x ∈ M. In the case of 2-local triple deriva-
tions we can prove:
Lemma 6.21. [52, Lemma 2.11] If T is a 2-local triple derivation on a
von Neumann algebra M, and p is a central projection in M, then T (Mp) ⊂
Mp. In particular, T (px) = pT (x) for every x ∈M .
Proof. Consider x ∈ Mp, then x = pxp = {x, p, p}. T coincides with
a triple derivation δx,p on the set {x, p}, hence
T (x) = δx,p(x) = δx,p{x, p, p} = {δx,p(x), p, p}+{x, δx,p(p), p}+{x, p, δx,p(p)}
lies in Mp.
For the final statement, fix x ∈M, and consider skew-hermitian elements
ax,xp, bx,xp ∈M satisfying
T (x) = [ax,xp, x] + bx,xp ◦ x, and T (xp) = [ax,xp, xp] + bx,xp ◦ (xp).
The assumption p being central implies that pT (x) = T (px). 
Lemma 6.21 assures that the proof of Proposition 6.17 will follow from
Proposition 6.20 and from the next result taken from [52].
54 AYUPOV, KUDAYBERGENOV, AND PERALTA
Proposition 6.22. [52, Proposition 2.12] Let T : M → M be a (not
necessarily linear nor continuous) 2-local triple derivation on a finite von
Neumann algebra. Then the restriction T |Msa is additive.
The reader is referred to [52] for a detailed proof of the above proposi-
tion.
The following two results are ternary versions of Lemmas 6.9 and 6.10.
Lemma 6.23. [52, Lemma 2.15] Let T : M → M be a 2-local triple
derivation on a von Neumann algebra with T (1) = 0. Then there exists a
skew-hermitian element a ∈M such that T (x) = [a, x], for all x ∈Msa.
Proof. Let x ∈ Msa. By Lemma 6.14 there exist a skew-hermitian
element ax,x2 ∈M such that
T (x) = [ax,x2 , x], T (x
2) = [ax,x2 , x
2].
Thus
T (x2) = [ax,x2 , x
2] = [ax,x2 , x]x+ x[ax,x2 , x] = T (x)x+ xT (x),
i.e.
(6.7) T (x2) = T (x)x+ xT (x),
for every x ∈Msa.
By Proposition 6.17 and Lemma 6.13, T |Msa :Msa →Msa is a real linear
mapping. Now, we consider the linear extension Tˆ of T |Msa to M defined
by
Tˆ (x1 + ix2) = T (x1) + iT (x2), x1, x2 ∈Msa.
Taking into account the homogeneity of T, Proposition 6.17 and the
identity (6.7) we obtain that Tˆ is a Jordan derivation onM. By [14, Theorem
1] any Jordan derivation on a semi-prime algebra is a derivation. Since M
is von Neumann algebra, Tˆ is a derivation on M (see also [71] and [43]).
Therefore there exists an element a ∈ M such that Tˆ (x) = [a, x] for all
x ∈ M. In particular, T (x) = [a, x] for all x ∈ Msa. Since T (Msa) ⊆ Msa,
we can assume that a∗ = −a, which completes the proof. 
Lemma 6.24. Let T : M →M be a (not necessarily linear nor continu-
ous) 2-local triple derivation on a von Neumann algebra. If T |Msa ≡ 0, then
T ≡ 0.
Proof. Let x ∈ M be an arbitrary element and let x = x1 + ix2,
where x1, x2 ∈ Msa. Since T is homogeneous, if necessary, passing to the
element (1 + ‖x2‖)
−1x, we can suppose that ‖x2‖ < 1. In this case the
element y = 1+x2 is positive and invertible. Take skew-hermitian elements
ax,y, bx,y ∈M such that
T (x) = [ax,y, x] + bx,y ◦ x,
T (y) = [ax,y, y] + bx,y ◦ y.
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Since T (y) = 0, we get [ax,y, y] + bx,y ◦ y = 0. Passing to the adjoint, we
obtain [ax,y, y]− bx,y ◦y = 0. By adding and subtracting these two equalities
we obtain that [ax,y, y] = 0 and ibx,y ◦ y = 0. Taking into account that ibx,y
is hermitian, y is positive and invertible, Lemma 6.15 implies that bx,y = 0.
We further note that
0 = [ax,y, y] = [ax,y,1+ x2] = [ax,y, x2],
i.e.
[ax,y, x2] = 0.
Now,
T (x) = [ax,y, x] + bx,y ◦ x = [ax,y, x1 + ix2] = [ax,y, x1],
i.e.
T (x) = [ax,y, x1].
Therefore,
T (x)∗ = [ax,y, x1]
∗ = [x1, a
∗
x,y] = [x1,−ax,y] = [ax,y, x1] = T (x).
So
(6.8) T (x)∗ = T (x).
Now replacing x by ix on (6.8) we obtain from the homogeneity of T
that
(6.9) T (x)∗ = −T (x).
Combining (6.8) and (6.9) we obtain that T (x) = 0, which finishes the
proof. 
Proof of Theorem 6.12. Let us define T̂ = T − δ
(
1
2T (1),1
)
. Then T̂ is
a 2-local triple derivation on M with T̂ (1) = 0 and T̂ (x) = T̂ (x)∗, for every
x ∈Msa (cf. Lemma 6.13). By Lemma 6.23 there exists an element a ∈M
such that T̂ (x) = [a, x] for all x ∈Msa. Consider the 2-local triple derivation
T̂ − adja. Since (T̂ − adja)|Msa ≡ 0, Lemma 6.24 implies that T̂ = adja, and
hence T = adja + δ
(
1
2T (1),1
)
, that finishes the proof. 
Open problem 6.25. Is every 2-local derivation on a C∗-algebra a
derivation?
Open problem 6.26. Is every 2-local triple derivation on a JB∗-triple
a triple derivation?
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6.4. 2-local derivation on Arens algebras. In this subsection we
present some results on 2-local derivations on Arens algebras (see [9]).
Let M be an arbitrary semi-finite von Neumann algebra with a faithful
normal semi-finite trace τ. A linear subspace D in H is said to be affiliated
with M (denoted as DηM), if u(D) ⊂ D for every unitary u from the
commutant
M ′ = {y ∈ B(H) : xy = yx, ∀x ∈M}
of the von Neumann algebra M.
A linear operator x : D(x)→ H, where the domain, D(x), of x is a linear
subspace of H, is said to be affiliated with M (denoted as xηM) if D(x)ηM
and u(x(ξ)) = x(u(ξ)) for all ξ ∈ D(x) and for every unitary u ∈M ′.
A linear subspace D in H is said to be strongly dense in H with respect
to the von Neumann algebra M, if
1) D is affiliated with M ;
2) There exists a sequence of projections {pn}
∞
n=1 in P(M) such that pn ↑ 1,
pn(H) ⊂ D and p
⊥
n = 1− pn is finite in M for all n ∈ N.
We recall that a closed linear operator x is said to be τ -measurable with
respect to the von Neumann algebra M, if xηM and D(x) is τ -dense in H,
i.e. D(x)ηM and given ε > 0 there exists a projection p ∈ M such that
p(H) ⊂ D(x) and τ(p⊥) < ε. Denote by S(M, τ) the set of all τ -measurable
operators with respect to M.
Given p ≥ 1 put Lp(M, τ) = {x ∈ S(M, τ) : τ(|x|p) < ∞}. It is known
[72] that Lp(M, τ) is a Banach space with respect to the norm
‖x‖p = (τ(|x|
p))1/p, x ∈ Lp(M, τ).
If we consider the intersection
Lω(M, τ) =
⋂
p≥1
Lp(M, τ),
it is established in [1] that Lω(M, τ) is a locally convex complete metrizable
∗-algebra with respect to the topology t generated by the family formed
by all norms {‖ · ‖p} with p ≥ 1. The algebra L
ω(M, τ) is called a (non
commutative) Arens algebra. Note that Lω(M, τ) is ∗-subalgebra in S(M, τ)
and if τ is a finite trace then M ⊂ Lω(M, τ).
The spaces
Lω2 (M, τ) =
⋂
p≥2
Lp(M, τ)
and
M + Lω2 (M, τ) = {x+ y : x ∈M,y ∈ L
ω
2 (M, τ)},
also play an interesting role in the theory of (2-local) derivations. For
example, Lω2 (M, τ) and M + L
ω
2 (M, τ) are a ∗-algebras and L
ω(M, τ) is
an ideal in M + Lω2 (M, τ) (see [4]). We observe that if τ(1) < ∞ then
M + Lω2 (M, τ) = L
ω
2 (M, τ) = L
ω(M, τ). Theorem 3.7 in [4] proves that if
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M is a von Neumann algebra with a faithful normal semi-finite trace τ ,
then any derivation D on Lω(M, τ) is spatial, it is further known that any
derivation is implemented by an element in M + Lω2 (M, τ), i.e.,
(6.10) D(x) = ax− xa, x ∈ Lω(M, τ),
for some a ∈M + Lω2 (M, τ).
The arguments in the proof of Theorem 6.5 can be easily modified to
the case of 2-local derivation on Arens algebras to prove the next result:
Theorem 6.27. [9, Theorem 2.4] Let M be a von Neumann algebra with
a faithful normal semi-finite trace τ. Then any 2-local derivation ∆ on the
algebra Lω(M, τ) is a derivation and has the form given in (6.10).
The following corollary is a consequence of the above theorem.
Corollary 6.28. [9, Corollary 2.5] Let M be a commutative von Neu-
mann algebra with a faithful normal semi-finite trace τ. Then any 2-local
derivation ∆ on the algebra Lω(M, τ) is identically zero.
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