Purpose Mouse efficacy studies are a critical hurdle to advance translational research of potential therapeutic compounds for many diseases. Although mouse liver microsomal (MLM) stability studies are not a perfect surrogate for in vivo studies of metabolic clearance, they are the initial model system used to assess metabolic stability. Consequently, we explored the development of machine learning models that can enhance the probability of identifying compounds possessing MLM stability. Methods Published assays on MLM half-life values were identified in PubChem, reformatted, and curated to create a training set with 894 unique small molecules. These data were used to construct machine learning models assessed with internal cross-validation, external tests with a published set of antitubercular compounds, and independent validation with an additional diverse set of 571 compounds (PubChem data on percent metabolism).
INTRODUCTION
Efficacy studies in mice are a critical hurdle to advance translational research of therapeutic compounds for many diseases, Electronic supplementary material The online version of this article (doi:10.1007/s11095-015-1800-5) contains supplementary material, which is available to authorized users.
including tuberculosis (1) (2) (3) (4) , malaria (5, 6) , cancer (7-11), Alzheimer's disease (12) , and many other therapeutic areas (13) (14) (15) before clinical trials in humans are considered. A compound of interest for mouse in vivo studies should ideally be soluble, have good absorption (if orally dosed), and must also exhibit metabolic stability. A sufficient oral dosage must survive first-pass clearance through the liver before reaching the biological target(s). The majority of drugs as well as other xenobiotics undergo phase I metabolism, mediated by the cytochrome P450 (P450) family of heme-thiolate enzymes predominantly in the liver as well as extrahepatically (16) , which causes most drug-drug interactions (17, 18) . These enzymes can either inactivate or activate molecules, which may be followed by secondary or tertiary metabolism (19) . While mouse liver microsomal (MLM) stability studies are not a perfect surrogate for mouse in vivo studies of metabolic clearance, they are a widely used initial cell-based model system that can correlate well with human liver microsomal (HLM) stability (20) and in vivo activity in mice (21) .
Predicting metabolism using computational methodologies is also valuable for prioritizing compounds. Several different methods have been reported for predicting P450-mediated metabolism (17, 18, 22, 23) . Initially, quantitative structuremetabolism relationships (24) (25) (26) (27) used small sets of similar molecules and a few molecular descriptors. These evolved into quantitative structure-activity relationships (QSAR) (28) (29) (30) (31) (32) (33) for the human P450s, which showed that lipophilicity (logP or molecular refractivity) was important. Steric, electronic, and molecular shape properties were also shown to be significant, which led to more sophisticated models for human enzymes (34) (35) (36) (37) (38) (39) .
QSAR and machine learning methods have also been used to model metabolic stability, beyond focusing on individual enzymes. A recursive partitioning model containing 875 proprietary molecules with HLM stability was used to predict the clearance of 41 drugs (40) . A k-nearest neighbour model was used with metabolic stability data from human S9 homogenate for 631 proprietary compounds to classify metabolism of 100 molecules (41) . A set of 130 calcitriol analogs was used to develop QSAR models that prioritized 244 virtual analogscorrectly predicting metabolic stability for 17 of the 20 selected analogs (42) . Random forest models were generated for 27, 697 proprietary molecules with rat liver microsomal clearance data and were found to perform better than Bayesians on an external dataset of 10,011 compounds at Pfizer (43) . Bayesian models were used to predict rat, human and mouse microsomal stability data for proprietary datasets consisting of 15, 355, 4184 and 1617 molecules, respectively, and had accuracies ≥75% (44) . As a proof of concept using open source descriptors and modeling tools (45) , models were compared using Pfizer's HLM dataset consisting of approximately 230, 000 proprietary compounds. The models were tested with an additional set of 2310 compounds and were nearly comparable (e.g., positive predicted value of 0.80 and 0.82). A recent study described Collaborative Drug Discovery, Inc. (CDD) Bayesian models for mouse (364 molecules) and human intrinsic clearance (743 and 1100 molecules) using data from ChEMBL, with internal 3-fold cross-validation ROC values of 0.80-0.92 (46) .
In the current study, we explored the development of machine learning models, built using public data from PubChem BioAssay (47, 48) , that enhance the probability of identifying compounds with MLM stability. We compared the accuracy of Naïve Bayesian classifiers, Support Vector Machines, and Recursive-Partitioning Random Forest models. Using the same descriptors for these approaches, Bayesian models displayed the best accuracy in external test and validation studies, with good internal and external statistics, ROC curves, and enrichment factors. We also explored the effect of Bpruning^moderately unstable compounds from the training set, to study whether removing potentially ambiguous information from the model improves predictive power.
MATERIALS AND METHODS
Molecular Datasets: Retrieval, Re-formatting, Curation, and Pruning
Previously published machine learning models to predict stability in liver microsomes (from mice, rats, and/or humans) were based on very large, in-house, proprietary datasets generated at different laboratories within Pfizer or Wyeth (43) (44) (45) 49) . Since the details of the structures and metabolic stabilities of the compounds in these datasets have not been publicly disclosed, we searched for available, free data that could be used to train and test our models. The PubChem BioAssay database (48) (http://www.ncbi.nlm.gov/pcassay) was queried for all results that contained the phrase Bmouse liver microsomes,^which retrieved a total of 950 different sets of assay results. The descriptions and tables of results on PubChem for all 950 sets were manually investigated, and the pertinent results were downloaded as structural data files (sdf format) and comma-separated value (csv) files. The sdf files contained the 2D structural information and PubChem CID (Compound Identification) numbers but no assay results. The csv files contained the assay results and the PubChem CID numbers for the compounds but no structural information. These different types of data were combined manually, by entering the assay results into the corresponding rows of the spreadsheet that Discovery Studio 4.0, (BIOVIA, San Diego, CA) (50), created from the sdf files. The PubChem BioAssay results selected were generally extracted from the literature and deposited into PubChem by ChEMBL (51) .
In one of the first sets of half-life values that were entered into the spreadsheet, the stability values in the csv file from PubChem appeared unlikely: the compounds were listed as having half-life values on the order of hundreds of hours. The data on PubChem (AID 312986) incorrectly listed the units as hours, when the original publication of the assay results listed the half-life units as minutes. AID 661287 had the same issue with incorrect unit labels. Consequently, for all sets of assay results that were selected for our datasets, the original manuscript from which the data were extracted was manually inspected (i.e., the tables, text, methods, and Supplementary Material sections of the original papers were examined, to make sure that the units were correct and that each value listed in the csv file actually appeared in the results of the paper). This inspection process also revealed that one set of assay results from PubChem (AID 552687) incorrectly listed the values from the column of another type of data (Pgp efflux ratios) that was next to the half-life values as the half-life values. AID 720987 incorrectly listed rat liver microsomal stability data as MLM data. This highlights the importance of a rigorous data inspection and curation process. Although inspecting all of the original sources of these data slowed down the data entry and curation process, it was critical to building datasets with which we had high confidence.
Of the 950 sets of assay results, we chose to focus on two types of data, which were used to create two independent datasets: (A) half-life values in mouse liver microsomes (reported in either minutes or hours) and (B) percent compound remaining (or percent compound metabolized) in mouse liver microsomes, after a specified amount of time (i.e., the methods for the assay had to state the duration of the stability test). Since phase I metabolism was our primary concern, we only utilized the results of assays that were either performed in the presence of NADPH (or an NADPH-regenerating system) or that contained both NADPH and UDP-glucuronosyl transferase (such as AID 643411). (A) 103 different sets of assay results on the half-life of a compound in mouse liver microsomes were accessed, of which 99 sets had data that were utilized. Three sets of assay results were discarded, because they just listed the half-life values as >40 min. (which was too ambiguous for our purposes). The fourth set was discarded, because the assay was performed without NADPH. The 99 sets of assay results on half-life values that were selected encompassed 894 unique small molecules (Fig. 1) . All half-life values were used as minutes. (B) 78 different sets of assay results on the percent compound left (or the percent compound metabolized) in mouse liver microsomes were obtained from PubChem BioAssay (47, 48) . Each percent compound metabolized value was subtracted from 100 to obtain the percent compound remaining value, which was then entered into the spreadsheet. A total of 571 unique small molecules were used to create this second dataset, which contained these percent compound left values (Fig. S1 ). For both the half-life dataset and the percent compound left dataset, the Bqualifier^data (i.e., < or > symbols that pertained to the stability results) were recorded in the spreadsheet as a separate column, to ensure proper sorting of the data.
Duplicate compounds were removed from within each dataset. In almost all cases, when a compound was present in the results of more than one assay, the stability values were very similar (which meant that it did not matter which instance of the compound was kept and which instance was deleted). In these cases, the additional entries were removed, and a single instance of that compound was kept in the dataset. However, in a few cases the conditions of the assay changed (e.g., the concentration of the compound was increased from 1 μM in one assay (AID 623834) to 10 μM in another assay (AID 623836)), and the assay results also changed-an unstable compound in one assay appeared to be stable in a different assay. In these ambiguous cases, all instances of those Fig. 1 Workflow used to build, test, and validate the Bayesian models for predicting mouse liver microsomal stability. The PubChem BioAssay database was queried for data on the stability that different small molecule compounds displayed in the presence of mouse liver microsomes (MLM). The summaries and tables of results on PubChem were investigated, to determine which assay results and structural data files (sdf) to obtain. The cited publication for each set of MLM half-life results was examined, to ensure that the primary literature presented the same set of half-life values with the same units as the comma separated value (csv) file that was obtained from PubChem. This verification stage revealed several mistakes in the csv files, which were manually corrected before the MLM half-life data were entered into a spreadsheet that Discovery Studio 4.0 (BIOVIA) created from the sdf files retrieved from PubChem. Only 99 of the 103 sets of assay results were utilized, since three assays just reported t 1/2 values of >40 min (which was too ambiguous), and one assay was performed without NADPH (which means that Phase I metabolism was not measured). The full half-life set (A1) of MLM data contained 262 compounds (29.3%) with a t 1/2 ≥60 min that we defined as being Bstable^in MLM. It contained 632 (70.7%) with a t 1/2 <60 min, which we defined as Bunstable.^The pruned half-life set (A2) included the same 262 Bstable^compounds (now 34.5%), but it only contained the 497 (65.5%) Bunstable^compounds that had a t 1/2 <30 min. (i.e., compounds with 30≤ t 1/2 <60 min were removed). Two Bayesian classifier models were built in Pipeline Pilot 9.1 (BIOVIA)-one using the full half-life set and the other using the pruned half-life set. Both Bayesian models were then tested with the Dartois 2015 set of 30 antitubercular compounds, followed by a validation study with the independent set of MLM stability data that were reported on PubChem as the % compound remaining after incubation in the presence of MLM (see Figure S1 ).
compounds (e.g., PubChem CID numbers 46,219,863; 46, 219,973; and 46,220,295) were removed from the dataset.
Training, Test, and Validation Sets
Since our goal was to develop a model that could help identify compounds suitable for in vivo studies of potential antitubercular or antimalarial therapeutics in mice, we set a high bar when classifying compounds as either metabolically Bstableô r Bunstable^. For the mouse liver microsome half-life dataset, compounds with a t 1/2 <59.5 min were classified as Bunstable, and compounds with a t 1/2 ≥59.5 min were defined as Bstable^ (Fig. 1) . The Bfull^half-life dataset on mouse liver microsomal stability thus contains 262 Bstable^compounds (29.3% of the set) and 632 Bunstable^compounds (70.7% of the set). The Bfull^percent-compound left stability dataset (Fig. S1 ) has 109 Bstable^compounds (19.1% of this independent set), which had ≥50% remaining after 60 min in mouse liver microsomes, and it has 462 Bunstable^compounds (80.9%), which had <50% left after either 60, 40, 30, 20, 15, or 10 min in mouse liver microsomes (i.e., assays that were performed for at least 60 min were used to identify stable and unstable compounds, but assays that had a shorter duration were only used to provide unstable compounds, since the amount a compound is metabolized does not always scale linearly with time).
Bayesian models are binary classifiers-they are trained on datasets that are divided into two categories, such as Bactiveâ nd Binactive,^Btoxic^and Bnon-toxic,^or Bstable^and Bunstable^ (44, 49, (52) (53) (54) (55) (56) (57) (58) (59) (60) (61) (62) (63) (64) (65) (66) (67) (68) (69) (70) . However, experimental data on compounds tend to be more continuous (i.e., they represent an analog spectrum, not a digital Byes^or Bno^categoriza-tion). We hypothesized that moderately stable / moderately unstable compounds might contain ambiguous information (or disinformation) that could confuse the machine learning process and decrease the predictive power of the model developed. Consequently, we chose to compare the accuracy of the model produced with the Bfull^half-life dataset to a model produced by a dataset in which these moderately unstable / moderately stable compounds were removed (or Bpruned^). This produced the Bpruned^half-life dataset of 759 compounds, which contains the same 262 stable compounds as the Bfull^half-life set with a t 1/2 ≥59.5 min (now 34.5% of the pruned dataset), but it only has the 497 unstable compounds (65.5%) that had a t 1/2 <30 min (i.e., compounds were removed if they displayed a t 1/2 between 30 and 59.5 min). Following the same logic, the Bpruned^percent compound left dataset has the same 109 stable compounds as the Bfullp ercent-compound left set (now 20% of the pruned set), and it has 437 unstable compounds (80%), which had <25% left after 60 min in mouse liver microsomes (i.e., compounds were removed if they had 25 to 49% left after 60 min or if they had 43 to 48% after 40 min).
For the Bayesian models tested with the Collaborative Drug Discovery database (CDD, Burlingame, CA. http:// collaborativedrug.com), (71) one compound was not uploaded properly into the CDD Vault for either half-life dataset, which was likely due to an issue that results when multiple tautomers of one compound are mapped to the same unique CDD ID #. Thus, for only the BCDD Bayesian^model results presented, those half-life training sets contained 261 Bstable^compounds and the aforementioned numbers of Bunstable^compounds.
The full and pruned half-life datasets were each used as independent training sets to create different types of machine learning models in Pipeline Pilot 9.1 (BIOVIA, San Diego, CA ) (50) . These models were also used to calculate Bayesian scores and the Bclosest distance to the training set^(a measurement of structural similarity that compares each member in a test set to every member in the training set) values on compounds in Discovery Studio 4.0 (using the Bcalculate molecular property^tool) (50) . The machine learning models created with the full half-life and pruned half-life sets were initially tested on the BDartois 2015 set^of known antitubercular compounds. The independent BDartois set^contains 30 antitubercular drugs with known clearance values from mouse liver microsomes (72) . The sdf file for this test set was manually created (using structures from http://www.ChemSpider.com) and curated; it has 27 Bstable^compounds and 3 Bunstableĉ ompounds by our criteria. Each type of machine learning model created with the full half-life and pruned half-life sets was also assessed with a 2nd independent test set (i.e., a validation set), the full percent-compound left set ( Fig. 1 and Fig.  S1 ). An alternative strategy that involved using the full percent-compound left and the pruned percent compound left sets as the initial training sets, followed by using the Dartois 2015 set as the test set and the full half-life set as the validation set was also investigated.
Principal Component Analyses to Characterize Chemical Properties
The chemical property space encompassed by each dataset was compared to the other datasets by concatenating their relevant sdf files together and performing a Principal Component Analysis (PCA) in Pipeline Pilot 9.1 and Discovery Studio 4.0 (50). These PCA studies were performed using established protocols (73, 74) . Briefly, eight different interpretable molecular descriptors were calculated and utilized to characterize the chemical properties of each compound: ALogP, molecular weight, number of rings, number of aromatic rings, number of rotatable bonds, number of hydrogen bond donors, number of hydrogen bond acceptors, and molecular fractional polar surface area. Pipeline Pilot then combined these eight descriptors in different ways, with different weights on each term, to reduce the dimensionality of the data into three Principal
Components that describe most of the variance in the compounds.
Bayesian Models to Predict Mouse Liver Microsomal Stability
Bayesian models build a binary classifier by combining different sets of descriptors, with different weights on each descriptor, in different ways, to build a model that best reproduces the known trends in the training set. The sdf files of the full half-life and pruned half-life training sets were utilized to build two different Naïve Bayesian models (hereafter called BBayesian models^) in Pipeline Pilot 9.1.(50) Our Bayesian models used 9 different interpretable descriptors: ALogP, molecular weight, number of rings, number of aromatic rings, number of rotatable bonds, number of hydrogen bond donors, number of hydrogen bond acceptors, molecular fractional polar surface area, plus the Bmolecular function class fingerprints of maximum diameter 6^(FCFP_6) (75) . Thus, 8 of the 9 descriptors describe the physiochemical properties of the entire compound, while the FCFP_6 fingerprints describe the 2D topology of different sub-regions of each compound (from the functional groups adjacent to each atom up to and including 6 rings, or dimensions, of topological connections). Different features and sub-regions of the Bgood^compounds are mixed and matched to build the model and to score new compounds. However, due to the results of our Principal Component Analyses, we also investigated additional Bayesian models (including the BCDD Bayesians^) that were constructed using just FCFP_6 (i.e., the other 8 descriptors were excluded). We constructed these BLaplacian-corrected Naïve Bayesian classifier^models using our previously published protocols (4, 53, 55, 56, 60, 73, 76, 77) . Models were internally validated using 5-fold cross-validation in Pipeline Pilot, which involves leaving out a random selection of 20% of the compounds, building a model with the remaining 80% of the dataset, and evaluating the model with the set of 20% that was initially left out. This process was repeated five times, and the following Binternal^statistics for the best model were calculated by Pipeline Pilot (50): ROC rating (Receiver Operator Characteristic curve's quality), ROC score (the area under the curve of the ROC plot), sensitivity, specificity, and concordance. When a Bayesian model was then assessed by using an independent Btest set^to investigate its predictive power, Pipeline Pilot calculated the same type of statistics as Bexternal^metrics. After a Bayesian model was built in Pipeline Pilot, that model was then utilized with the Bcalculate molecular properties^tool within Discovery Studio 4.0 (50) to calculate the Bayesian scores for each compound in the test and validation sets, to enable a manual assessment of the Bstability hit rates^(i.e., the Bpositive predicted values,^which are the number of true positives divided by the sum of the number of true positives and the number of false positives) and enrichment factors for the compounds that displayed the top Bayesian scores.
To test the feasibility of making our Bayesian models publicly accessible, and to test the accuracy of the slightly different algorithms utilized, additional versions of our Bfull^half-life and Bpruned^half-life Bayesian models were constructed on the Collaborative Drug Discovery database (CDD, Burlingame, CA. http://collaborativedrug.com), (71) using a beta test of the first version of the Bbuild QSAR model^CDD Models software (46, 78) . These BCDD Bayesian Modelsû sed only one descriptor, an open source version of the FCFP_6 topological fingerprint (79) . In addition, instead of the 5-fold cross-validation protocol employed in Pipeline Pilot, the CDD Bayesian Models are constructed and internally validated using 3-fold cross-validation (in which 33.3% of the test set is left out, a model is built, the model is tested on the remaining 66.6% of the compounds, and the process is repeated three times). The software computes the overall, internal ROC score, but instead of providing the overall, internal sensitivity and specificity, it provides different sensitivity and specificity values that would be produced when using a particular Bayesian score as the cut-off.
Support Vector Machine (SVM) and Recursive Partitioning (RP-Forest) Models to Predict Mouse Liver Microsomal Stability
We also generated SVM and RP Random Forest models with the same 9 molecular descriptors in Discovery Studio. SVM models find a plane that best separates a description of the two classes of compounds in the training set. For complicated datasets, algorithms called kernel functions are used to transform the descriptors of a dataset into a higher dimensional space, to better separate the Bgood^and Bbad^compounds. Support vectors are constructed that use a minimal number of the Bgood^and Bbad^compounds to define a boundary to the hyper plane (the multi-dimensional plane that separates the transformed descriptions of the compounds in higher dimensional space), in a way that attempts to minimize error while maximizing generalizability. As described previously (1), for SVM models we calculated interpretable descriptors in Discovery Studio, then used Pipeline Pilot to generate the FCFP_6 descriptors, followed by integration with R (80). The parameters used were as follows: SVM-Type = Cclassification; SVM-Kernel = radial; Cost = 2; Gamma = 0.007352941. Recursive Partitioning Random Forest models are an extension of the decision tree approach that minimizes errors from over-fitting by generating multiple trees and randomizing the training sets and sets of descriptors that each tree utilizes to reproduce the trends in the training set. BBagging( bootstrap aggregation) with replacement is used to generate a new, modified version of the training set for each tree: each tree tends to get a random subset of the original training set, with∼2/3 unique compounds and∼1/3 duplicates. When each tree is Binduced^(created), it receives a different subset of the descriptors and will place different weights on the descriptors, which can also be used in different orders in the different hierarchies of the levels of nodes within each tree. Each tree then develops a different model to reproduce its training set. When the collection of these trees, the Random Forest, is then used to score compounds, the ultimate classification of each compound depends on a majority vote from all of the trees. RP Forest models were calculated using the standard protocol in Discovery Studio (Tree options: Minimum samples per node=10; Maximum tree depth = 20; Split method = Gini; Weighting Method = By Class; Maximum Knots per property = 20; Maximum look ahead depth = 0; Maximum generic depth = 0). In the case of RP Forest models, ten trees were created with Bbagging.^Since the same 9 descriptors that were used with the Bayesian and SVM models were used in the RP Forest approach, 10 trees seemed appropriate, to avoid over-fitting. In all cases, 5-fold crossvalidation (see the description in the Bayesian methods) was used to calculate the ROC curve and statistics for the models generated.
RESULTS

Internal, Five-fold Cross-validation Statistics
For the Bayesian (Table I) as well as Support Vector Machine (SVM; Table S-I) and RP Random Forest (Table S-I) models investigated, Bpruning^out the moderately unstable / moderately stable compounds from the training set produced a model that displayed superior predictive power in internal five-fold cross-validation, as compared to the model created from the respective original full training set. The Bayesian model created from the pruned half-life training set displayed a better ROC score, or area under the ROC curve, than the full half-life Bayesian (0.870 versus 0.835), a similar sensitivity (93.1 vs. 92.7), a much higher specificity (80.9 vs. 72.2), and a much better concordance (85.1 vs. 78.2). Similarly, the pruned half-life Bayesian also displayed a slightly better ROC curve than the full half-life Bayesian in the results of five-fold crossvalidation (Fig. S2) . The same trends were observed for the ROC scores for the pruned versus full SVM models and for the pruned vs. full RP Random Forest models during five-fold cross-validation (see Table S-I) .
Statistics from External Test and Validation Studies of the Bayesian Models
Similar to these trends observed with the internal test, the pruned half-life Bayesian also displayed a better ROC curve than the full half-life Bayesian in the external test with the independent Dartois 2015 set (72) of 30 known antitubercular compounds (Fig. S3) . The pruned half-life Bayesian also displayed a better ROC score than the full half-life Bayesian when they were tested on this independent, external set (0.778 vs. 0.704; Table II ). The other statistics were equivalent for the pruned and full half-life Bayesian models in this test, with an external sensitivity of 81.5, specificity of 33.3 (due to correctly predicting only 1 of the 3 unstable compounds as unstable), concordance of 76.7, and positive predicted value (or Bstability hit rate^) of 22/24 (92%). Thus, for this external test with antitubercular compounds, Bpruning^the moderately unstable / moderately stable compounds from the training set improved or maintained the predictive power, depending on the particular metrics used to judge performance.
A Principal Component Analysis (PCA) was performed to compare the chemical property space sampled by the full and pruned half-life training sets (Fig. S4 and Fig. S5 ), to study whether any trends exist amongst the moderately unstable compounds that were pruned. The pruned compounds, however, were not obvious outliers; in fact, no significant clustering occurred between the majority of the stable compounds, the very unstable compounds, and the compounds that were removed. Similarly, no significant clustering occurred to differentiate most of the very stable, stable, moderately unstable, and very unstable compounds, either (Fig. S5) .
In addition to the overall statistics that demonstrated that the pruned Bayesian model was more accurate than the full Bayesian model, which also had good predictive power when evaluating the Dartois 2015 set of antituberculars, the positive predicted values (or Bstability hit rates^) for the top-scoring Notes: (a) BWith 9^indicates that all 9 descriptors were utilized when creating that Bayesian model, while (b) Bwith 1m eans that only the FCFP_6 fingerprints that describe 2D topology were used. (c) The BROC rating^is a qualitative grading system that Pipeline Pilot outputs, which ranges from: fail < poor < fair < good < excellent compounds displayed a similar trend. For the 15 antituberculars in this set that received the top Bayesian scores, the full half-life Bayesian correctly ranked all 15 as stable (i.e., this model did not make a mistake until it reached the 16th highest-scoring compound). 18 out of the 20 top-scoring compounds (90%) were true positive predictions by the full halflife Bayesian. This predictive power was even higher for the pruned half-life Bayesian: of the 18 compounds that received its highest scores, all 18 were correctly identified as stable, and 19 out of the 20 top-scoring compounds (95%) were true positives. Only 3 of the 30 compounds in the Dartois 2015 set are unstable; thus, 90% are stable (which is likely atypical for most sets). Consequently, the best enrichment factor that could possibly be achieved for this test set by a perfect model is 100% / 90%=1.11. Although our half-life Bayesian models did not perform flawlessly, they did achieve this 1.11 enrichment factor for the half of this set that received the top Bayesian scores.
When compared to the Dartois 2015 set of antituberculars, the pruned and full half-life training sets used to create these Bayesian models are very different, with respect to both chemical property space (see the PCA comparisons in Fig. S6 and Fig. S7 ) and 2D structural similarity. Using the Bclosest distance^between each compound in the test set compared to every member of the training set, the average closest distance between the full half-life training set and the Dartois 2015 set of antituberculars is 1.15, with a minimum closest distance of 0.52 and a maximum of 2.89. A Bclosest distanceô f 0 corresponds to two equivalent compounds. The pruned half-life training set and the Dartois test set displayed an average closest distance of 1.16, with a minimum closest distance of 0.52 and a maximum closest distance of 2.90. Using the more conventional metric, according to the maximum Tanimoto similarity displayed between each member of this test set compared to every member of the training set (as calculated with the CDD Models software),(71) the full halflife training set had an average similarity of 0.178 to the Dartois 2015 set, with a minimum of 0.098 and a maximum of 0.250. A Tanimoto similarity of 1.0 indicates that two compounds are equivalent, with smaller values corresponding to increasing dissimilarity. The pruned half-life training set had average, maximum, and minimum Tanimoto similarity values for the Dartois 2015 set that were identical to the values displayed by the full half-life training set. Thus, the pruning process did not make the pruned half-life set more similar to the Dartois 2015 test set, but it did make the pruned half-life Bayesian more accurate against it.
Since the Dartois 2015 set had such a high proportion of stable compounds (90%), we chose to validate these models with an additional independent, external set that was unbalanced in the other direction-the full percent compound left set ( Fig. 1 and Fig. S1 ). This is a large, diverse, and very challenging validation set, in which only 19.1% of the compounds were stable in the presence of MLM. Unlike the aforementioned trends from the internal, five-fold cross-validation studies and the external test with the Dartois 2015 set, the full half-life Bayesian displayed slightly better accuracy in the external validation studies with the full percent compound left set according to some of the statistics, and it displayed similar predictive power to the pruned half-life Bayesian according to other statistics (Table S-III). In this validation study, the full half-life Bayesian had a similar external ROC score to the pruned half-life Bayesian (0.785 vs. 0.777; not a significant difference in our experience). The overall shapes of the ROC curves were very similar and were both fairly accurate (Fig. S9) . The full half-life Bayesian had a similar external concordance (56.2% vs. 55.2%) and stability hit rate (28.2% vs. 26.3%), but it had a better external specificity (49.8% vs. 44.8%). However, the full half-life Bayesian and the pruned half-life Bayesian displayed the exact same sensitivity (83.5%).
For the 30 or 50 compounds that received the top Bayesian scores (i.e., the top 5 or 9%), the full and pruned half-life Bayesians both displayed similarly good enrichment factors, with slightly better enrichment displayed by the full half-life The entire distribution of pruned half-life and full half-life Bayesian scores versus the proportion of experimentally stable or unstable compounds that received a particular score is displayed in Fig. 2 . According to this histogram comparison (Fig. 2a) , instead of using the top N compounds, if a pruned half-life Bayesian score cut-off of ≥0 is used to filter this validation set, then 78.0% of the experimentally stable compounds would remain, while 67.3% of the unstable compounds would be removed. For perspective, the compound with the 50th highest ranking had a pruned half-life Bayesian score of 4.79. The compound with the 50th highest ranking had a full half-life Bayesian score of 3.88. The corresponding histogram comparison with the full half-life Bayesian scores (Fig. 2b) displayed a very skewed bimodal distribution of scores for the compounds that are known to be experimentally stable. If a full half-life Bayesian score cut-off of ≥0 is used to filter this validation set, only 37.6% of the stable compounds would be retained, while 57.4% of the unstable compounds would be discarded. Thus, this comparison of histograms firmly establishes the superiority of the pruned half-life Bayesian model over the full half-life Bayesian model (both constructed using 9 descriptors) for this validation study. These good external ROC scores, sensitivity values, and enrichment factors were displayed with this challenging validation set, despite the fact that these half-life training sets and the full percent compound left validation set generally have 
Using the Percent Compound Left Validation Set as a Training Set to Construct a Bayesian
To be thorough, the full and pruned percent compound left datasets were also used to create Bayesian models, which were then tested with the independent BDartois 2015^set of antituberculars and with the full half-life set (Fig. S1) . Although the full and pruned percent compound left Bayesians both displayed excellent ROC curves during internal five-fold cross-validation (Fig. S10) , they both performed quite poorly on the Dartois test set of 30 antitubercular compounds (Fig. S11) . Both percent compound left Bayesians also failed the validation study in which they scored the full half-life dataset, due to displaying ROC curves that were similar to random chance (see Fig. S12 ). Consequently, we focused all of our remaining efforts on using the half-life datasets to build machine learning models.
Comparing the Performance of Pruned vs. Full SVM and Random Forest Models
The full and pruned half-life datasets were also used to build two versions of a Support Vector Machine model and two different RP-Random Forest models. The results of internal five-fold cross-validation studies indicated that pruning the training set can also improve the performance of other types of machine learning models (Table S-I). In the external test with the Dartois 2015 set of antituberculars, pruning the training set produced the most significant improvement in accuracy overall for the SVM models (Table S- (Tables S-II and S-III) , but both Random Forest models were not accurate at correctly identifying compounds that are stable in the presence of MLM.
Importance of Different Descriptors When Constructing Bayesian Models
The different PCA comparisons (Fig. S4, S5 , and S8) did not indicate that any significant clustering occurred that could help distinguish most stable from unstable compounds. Since these PCA are performed using 8 of the 9 descriptors utilized in the machine learning models (i.e., everything except the FCFP_6 descriptor, which describes the 2D topology), it seemed to suggest that these 8 descriptors might not be contributing much to the predictive power that the half-life Bayesians displayed in the internal and external studies. Consequently, we explored the construction of full and pruned half-life Bayesians that utilized only one descriptor, FCFP_6, and compared them to the aforementioned Bayesians that were built with all 9 descriptors. These FCFP_6-only Bayesian models were also constructed in Pipeline Pilot 9.1. Similar to our previous results with the 9-descriptor-based Bayesians, these FCFP_6-only, pruned half-life Bayesians displayed better internal statistics in cross-validation studies than the corresponding full Bayesians (Table I ). The FCFP_6-only, pruned half-life Bayesian displayed better internal ROC scores (0.869 vs. 0.835), better specificity (76.3% vs. 71.4%), better concordance (82.3% vs. 77.7%), and similar sensitivity (93.9% vs. 93.1%) to the corresponding full half-life Bayesian. In the external tests with the Dartois 2015 set of antituberculars (Table S-IV) , the FCFP_6-only, pruned half-life Bayesian displayed a slightly better external ROC score than the corresponding full Bayesian (0.815 vs. 0.790), but all of the other external statistics were equivalent between the full and pruned models (regardless of whether they were built with 9 descriptors or 1).
Similarly, when the enrichment factors for the molecules in the percent compound left validation set that received the top 50 Bayesian scores were compared, the Bayesian models constructed with only FCFP_6 actually displayed better predictive power than the corresponding Bayesians constructed using all nine descriptors (Table II) . The enrichment factors for the top 50-scoring compounds were quite good for the 9-descriptorbased half-life Bayesians built in Pipeline Pilot 9.1 (3.46 for the full model and 3.25 for the pruned model). However, the enrichment factors for the top 50-scoring compounds were even better for the FCFP_6-only Bayesian models (4.29 for the full half-life model and 3.98 for the pruned model). Thus, when selecting <10% of the top-scoring compounds (i.e., for subsequent ordering or synthesis and experimental evaluation), the full half-life Bayesian constructed with only FCFP_6 as the sole descriptor seems superior.
The utility of using all 9 descriptors, instead of only using FCFP_6, was not apparent until we compared the histograms of the Bayesian scores for experimentally stable vs. unstable compounds from these four types of models (i.e., pruned and full half-life Bayesians constructed using either nine descriptors or only FCFP_6). In this histogram analysis, the full halflife Bayesian constructed with all 9 descriptors was clearly flawed (Fig. 2) , since it displayed a skewed bimodal distribution that only retained 37.6% of stable compounds and removed 57.4% of unstable compounds when using a cut-off score ≥0 to filter the percent compound left validation set. Conversely, the full half-life Bayesian constructed with only FCFP_6 displayed the expected distribution pattern and retained 76.1% of the stable compounds, while removing 65.4% of the unstable compounds using a cut-off score ≥0 as the filter. Removing (or Bpruning^) those 8 descriptors, which did not help distinguish stable from unstable compounds in the PCA plots, improved the predictive power of the FCFP_6-only, full half-life Bayesian model in this validation study (as compared to the full half-life Bayesian that used all 9 descriptors). However, the pruned half-life Bayesian constructed using all 9 descriptors performed the best overall according to this metric, harvesting 78.0% of the stable compounds and removing 67.3% of the unstable compounds when using a cut-off score ≥0 as the filter, while the pruned FCFP_6-only half-life Bayesian model retained 73.4% of the stable compounds and removed 64.7% of the unstable compounds. Thus, when it came to evaluating a large, diverse, challenging validation set with only 19.1% stable compounds, the pruned 9 descriptor-based Bayesian displayed the best predictive power at harvesting a large fraction of the stable compounds, while simultaneously removing over 2/3 of the unstable compounds. Although the 8 descriptors used to perform PCA do not obviously distinguish stable from unstable compounds, when the FCFP_6 topological descriptor is combined with those 8 descriptors, the accuracy of the pruned half-life Bayesian model for predicting MLM stability is enhanced as a tool for the initial filtering of a large library (Fig. 2) .
Structural Features Associated with MLM Stability or Instability
One distinct advantage of the Bayesian modeling approach, as compared to SVM and RP-Random Forest models, is that Bayesian models constructed in Pipeline Pilot produce a characterization of the Bgood^and Bbad^molecular features (i.e., the 2D fingerprint-based fragments that are associated with the Bgood^/ stable compounds and with the Bbad^/ unstable compounds). Pertaining to the pruned half-life Bayesian model, the features most frequently associated with MLM stability are shown in Fig. 3 , while the types of substructures prevalent in unstable molecules are displayed in Fig. 4 . Substructural features associated with stability included pyridone and saturated analogs, quinoline/quinolone and saturated analogs, Nsubstituted pyrrole and saturated analogs, β-hydroxy ether, fluoroanilines (2-substituted, 3-substituted, and 2,3-disubstituted), and hydroxyamine/hydroxamic acid. Substructural features associated with a lack of MLM stability included five-membered heterocycles with a pendant carboxamide, azepinoindoles with various substituents, and meta-substituted aryl ethers/phenols. Importantly, these features either consistent or inconsistent with MLM stability are different from the features that were published in previous studies of liver microsomal stability (44, 49) . Thus, new structural insights were provided regarding possible structure-stability relationships, which should be investigated experimentally in the future.
Internal and External Evaluation of Open Source BCDD Bayesian^Models
Similar to our previous results, the open source FCFP_6-only, pruned half-life CDD Bayesian displayed better internal statistics in cross-validation studies than the corresponding full half-life Bayesian (Table III) . The pruned half-life CDD Bayesian displayed a better internal ROC score (0.86 vs. 0.83), a better specificity (66% vs. 58% or 76% vs. 72%, using the same sensitivity-based cut-off), and a slightly better ROC curve (Fig. S14) than the corresponding full half-life CDD Bayesian.
In the external tests with the Dartois 2015 set of antituberculars (Table III) , the pruned half-life Bayesians constructed in CDD produced the exact same statistics as the corresponding full Bayesian. They were both also quite accurate in this external test set, with concordance values of 67% using the less stringent score cut-off and 90% using the more stringent score cut-off, with stability hit rates (positive predicted values) of 17/ 17 (100%) and 26/28 (93%), respectively.
The CDD Bayesians performed significantly worse with the percent compound left validation set. The stability hit rates (positive predicted values) were 32% or 33% using the less stringent score cut-off for the pruned or full half-life CDD Bayesians, respectively, and both produced a 21% hit rate using the more stringent score cut-off. The enrichment factors for the top 50-scoring compounds in the validation set were unsatisfactory for the Bayesians constructed in CDD (1.15 for both the full and pruned half-life models; see also 
DISCUSSION
Efficacy studies in infected mice are a critical hurdle to advance the translational research of potential therapeutic compounds. We have witnessed this first hand during our work on different projects developing small molecules for the treatment of tuberculosis (56) or malaria (77) . While the mouse is not an absolutely predictive model for translating these (1-4) or other diseases (7, 8, 11, 12, 14) to human studies, it is relatively cheap and widely accessible. One of the key criteria for obtaining sufficient in vivo efficacy is displaying high metabolic stability (or low to moderate clearance of the compound) (44, 81) . One early way to assess this metabolic stability or intrinsic clearance is to incubate the compound with MLM and evaluate the amount of parent compound remaining. While this is not a perfect predictor for the mouse in vivo, it is faster and cheaper than conducting an in vivo study. Even more time-and costefficient still is the use of computational models that can help prioritize compounds to synthesize or purchase, before pursuing experimental tests.
Pharmaceutical companies have generated increasingly larger, internally consistent datasets that are highly predictive for ADME/Tox properties (44, (82) (83) (84) (85) . Unfortunately for those in academia or small companies, these models are not accessible, and very rarely are the underlying data made public or the models shared due to concerns over intellectual property (46) . Fortuitously, several sources of public data relevant to metabolic stability exist in ChEMBL (51, 86, 87) or PubChem (47, 48) , containing data from numerous publications, including studies from the National Institutes of Health (88) (89) (90) (91) . In the current study we focused on the 'MLM halflife' and 'percent compound left' data in PubChem BioAssay (48) .
From the academic perspective the ability to construct and share models, such as those for predicting metabolic stability, is highly desirable so that resources in multiple labs can be focused on testing the compounds that have a higher probability of meeting the required metrics or decision gates. Consequently, our curated version of the MLM datasets (i.e., our full and pruned versions of both the half-life and percent compound left data) are being made available as sdf files in the Supplementary Material and can also be shared as CDD Models.
In the current study we mainly focused on using the Naïve Bayesian classifier algorithm for model building. This strategy Fig. 3 Structural features associated with MLM stability, as identified by the pruned half-life Bayesian model created in Pipeline Pilot. The 2D structural features that were most frequently associated with compounds that displayed MLM stability are displayed. Of the three types of machine learning models investigated, only Bayesian models output these structural guidelines. These features of stability were identified by the pruned half-life Bayesian model that was created in Pipeline Pilot using all 9 descriptors (including FCFP_6). The * symbols are wild cards (which can represent any atom type). Aromatic rings are drawn with the pi electrons in a delocalized, dashed fashion (instead of rendering them as alternating single and double bonds).
is based on our and others' extensive use of this method to build predictive models for ADME/Tox properties (46, 59, 64, 92, 93) as well as models for activity against Mycobacterium tuberculosis (Mtb) (1, 55, 69, 73, 94) . For means of comparison, we also tested our datasets with Support Vector Machine and RP-Random Forest models.
The models in this study were evaluated with two different external, independent sets to test and then validate their accuracy. In our external test and validation studies, our half-life Bayesian models displayed better predictive power than the SVM and Random Forest models that were built with the same descriptors, especially regarding sensitivity (i.e., correctly identifying MLM stable compounds). Our half-life Bayesian models were perhaps too permissive overall (i.e., they classify too many compounds in the entire set as stable), but they display sufficient stringency when examining the compounds that receive the top Bayesian scores (i.e., they had good enrichment factors and histogram-based filtering). In contrast, the half-life SVM and Random Forest models tended to classify a vast majority of compounds as unstable (i.e., they were too restrictive), which makes them less useful for our intended purposes. Fig. 4 Structural characteristics associated with instability in MLM, as identified by the pruned half-life Bayesian model created in Pipeline Pilot. The 2D structural features that were most frequently associated with compounds that displayed MLM instability are displayed. These instability liabilities were identified by the pruned half-life Bayesian model that was created in Pipeline Pilot using all 9 descriptors (including FCFP_6). The * symbols are wild cards (which can represent any atom type). Aromatic rings are drawn with the pi electrons in a delocalized, dashed fashion (instead of rendering them as alternating single and double bonds).
Our goal is to increase the probability of finding stable compounds, as opposed to focusing on eliminating most compounds that might be unstable. Consequently, when using an MLM stability Bayesian as the first filtering step (before applying other types of metrics or methods as filters) for a large library of compounds, we advise using the pruned half-life Bayesian with 9 descriptors, based on the histogram analyses. However, if MLM stability is the sole metric for selecting a small percentage of compounds, then the full half-life Bayesian constructed with only FCFP_6 in Pipeline Pilot is advised, based on the enrichment factors. In our opinion, this represents the optimal strategy for utilization of our MLM datasets and machine learning models, although some expected stable features (e.g., aryl fluorides) and unstable features (e.g., aliphatic ester) may be noted and leveraged during a compound optimization campaign.
More extensive Random Forest models could be built in the future that use sets of several hundred different (generally non-interpretable) descriptors and hundreds of different trees; thus, the accuracy of Random Forest models built from our curated MLM training sets could likely be improved. More accurate SVM models that use different kernel functions could also be pursued in the future. But in the present study we wanted to compare different types of machine learning models that were constructed using the same interpretable descriptors, to avoid adding extra variables.
When we utilized the initial beta version of the CDD Models software to construct half-life Bayesian models, the internal statistics were accurate, and they performed very well with the Dartois 2015 test set of antituberculars. However, their performance declined with the percent compound left validation set, especially when considering the enrichment factors. This drop in performance might be due to differences in the nature of the different libraries, since only 19% of the compounds in the validation set were stable. Regardless, it highlights the utility of studying a wide range of metrics (such as histograms, positive predicted values, and enrichment factors) when evaluating the accuracy of Bayesian models, instead of relying on the ROC score, sensitivity, specificity, and concordance values. It also indicates that further improvements in the CDD Bayesian modeling protocol might be warranted, such as adding the capability to use the 8 additional descriptors or perhaps more as needed (instead of only one-the open source FCFP_6 descriptor for 2D topology).
Since Bayesian, SVM, and Random Forest models are all binary classifiers, we hypothesized that pruning out potentially ambiguous information from the training set might enable a more informed education process for these machine learning models. Admittedly, this is a somewhat counterintuitive notion, since one might wonder how training a machine learning model with less information could actually make it more accurate. To the best of our knowledge, we are the first to explore how pruning the moderate compounds from a training set affects the accuracy of Bayesian models. Although it might be considered similar to margin detection used previously with machine learning models (95), margin detection was used to remove compounds that were near the classification boundary from the test sets-not from a training set used to construct the model. Our pruned half-life Bayesian, SVM, and Random Forest models all displayed better predictive power in internal cross-validation studies than the full half-life models. Similarly, in the external test with the independent set of 30 antitubercular compounds, the sensitivity, concordance, and positive predicted values (i.e., stability hit rates) were all improved or maintained for the three types of pruned half-life models, as compared to their respective full half-life models. When the histograms of the Bayesian scores for the experimentally stable versus unstable compounds were compared, the pruned half-life Bayesian model constructed with nine descriptors was clearly superior to the corresponding full half-life Bayesian. Overall, these results support the notion that our novel pruning strategy may be of general benefit, warranting further testing by the machine learning model community at large. The few previous studies that used machine learning to model liver microsomal stability were performed at Pfizer (43, 49) or at Wyeth (now Pfizer) (44), using proprietary data from each company. A third study was performed by Pfizer and collaborators at CDD (45) . The datasets from these previous studies were proprietary and were never disclosed to the research community. The only other recent work in this area used a smaller set of mouse intrinsic clearance data from ChEMBL, likely a subset of the current PubChem dataset (46) . This and the current work utilized CDD Models to build models from microsomal data that could be shared with the community, in contrast to the earlier models published by pharmaceutical companies. The Supplementary Material may be consulted for how to obtain a copy of the curated datasets developed and utilized in the present study.
CONCLUSIONS
Our validation results suggest our Bayesian MLM models may have value for prospective predictions. The training sets used to build our pruned and full half-life models were very different than the compounds in the Dartois set of antituberculars ( Figure S6 ) and almost all of the compounds in the full percent compound left validation set, in terms of chemical property space (for the antituberculars) and 2D Tanimoto similarity or structural distance (for both external sets). Yet our Bayesian models displayed good overall accuracy and stability hit rates with these independent, external assessments. In particular, the Bpruning,^or removal, of potentially ambiguous data in the training set led to a more predictive model, highlighting a strategy for further evaluation. This study represents the most exhaustive study to date using machine learning approaches with MLM data from public sources. We are currently evaluating the utility of these models with a variety of small molecules under investigation in our laboratories as anti-infective agents. Through making the curated MLM datasets available, we hope to encourage additional evaluation of our models in the scientific community.
