emantic network analysis, similar to network analysis, is both a research method and a theoretical framework (Doerfel, 1998).
analysis also has a theoretical foundation based on cognitive processes. Learning theorists argue that words are hierarchically clustered in memory (Collins & Quillian, 1972) . Thus, spatial models that illustrate the relationships among words are representative of meaning (see Barnett & Woelfel, 1988) . As a result, studies have turned to analysis of text with network analysis techniques (Danowski, 1982; Jang & Barnett, 1995; Rice & Danowski, 1993; Stohl, 1993) .
The purpose of this article is to present a set of procedures for describing a semantic network analysis. The semantic network represents the structure of a system based on shared meaning. Second, the semantic network analysis of an organization is compared to a traditional network analysis of the same system. Specifically, the article (a) describes the relational structure of International Communication Association (ICA) based on semantic network analysis and (b) validates the semantic network procedure by examining its relationship to the structure resulting from a traditional network analysis that is based on shared affiliations, as described by Bamett and Danowski (1992) .
Two requirements for assessing the validity of a set of operations are (a) a measure of association between the procedure's results and the results of a different set of procedures that are theoretically related and @) an explanation of the strength of the association. The theoretical justification for the relationship between the semantic network and the network based on affiliations is provided below. Indicators of the strength of association between these two procedures are provided in the results section of this article.
One explanation why a network based on affiliations and one based on meaning should be significantly related comes from the literature on social influence process (Feeley & Barnett, 1997; Rice, 1993) . This literature suggests that individuals' attitudes and beliefs are a function of the information received from socially proximate individuals. In this case, attitudes toward communication research may be expressed by conference paper titles. Proximity is measured as shared memberships. Convergence theorists (Bamett & Kincaid, 1983; Rogers & Kincaid, 1981) argue that over time members of a social system converge on a common set of meanings as a result of joint interaction. That is, they are exposed to and influenced by the same information. In this case, membership in the same division or interest group results in the exposure of members to common information, either through social interaction or exposure to the same academic literature and conference presentations. As a result, conference paper titles would contain equivalent symbols.
METHOD Data
The data used to demonstrate the semantic network analysis were the titles of the papers presented at the annual meeting of ICA in 1991. Only those papers that were listed in the program that were presented specifically to divisions or interest groups were included. Panels, theme programs, and other association-wide programs were excluded from the analysis. Each title was labeled with its division or interest group. For those papers presented at a session sponsored by two divisions or interest groups, the papers were coded as belonging to both. The following is a list of the 13 divisions or interest groups. 
Procedures for Semantic Network Analysis
Semantic network analysis requires a content analysis of textual data to determine the most frequently used symbols. The analysis then provides the relationship among these symbols and how they covary with the members of the social system. Although this process traditionally has been conducted by hand, computer-based content analysis software has been developed and used to describe the semantic structure of textual data. For examples, see WORDLINK (Danowski, 1993) or CATPAC (Doerfel & Barnett, 1996; Terra Research and Computing, 1994) . This study employed CATPAC to analyze the paper titles.
CATPAC.
CATPAC is a self-organizing artificial neural network computer program for analyzing text (Terra Research and Computing, 1994) , such as open-ended question responses, news stories, speeches, or in this case, the titles of the papers presented at an ICA meeting. The software identifies the most frequently occurring words in a text and determines the pattern of similarity based on their co-occurrence. For example, mass and communication are two words that together create the concept mass communication. Thus, the program enables the organization of large bodies of text into meaningful conceptual groupings. The program reads through the text and identifies when specific words occur together. Thus, there is no need for preconceived categories and tests of intercoder reliability. It has been used in organizational culture (Freeman & Barnett, 1994) , marketing communication (Claffey, 1996) , communication research to analyze presidential debates (Doerfel, 1994) , and organizational structure based on shared semantic networks Gang & Barnett, 1995) .
CATPAC operates as follows: It reads a body of text. The program then eliminates "stop words," which include a list of articles, prepositions, conjunctions, and transitive verbs that do not contribute to the meaning of the text (e.g., ifi and, that, the, to, is). In addition, any words that distort the description of the text or have been shown to be problematic may be removed. CATPAC then counts the occurrences of the remaining words yielding the most frequently occurring words equal to the value set by the user. CATPAC then creates a words-by-words matrix with each cell containing the likelihood that the occurrence of one word will indicate the occurrence of another (the frequency of co-occurrence of any two words). This matrix is then cluster analyzed (Woelfel, 1993) . In addition to the cluster analysis, CATPAC produces a visual plot of the symbols by multidimensional scaling (MDS) the co-occurrence matrix.
The neural network is constructed by reading a window k-words long that determines if any of the most frequently occurring words co-occur.
The program then reads the next group of k words, depending on the slide size. If the slide size is 1, CATPAC moves one word further in the text and reads the next k words. This process is repeated until the entire text is read. From this windows-by-word matrix, the words-by-words matrix is constructed.
CATPAC also has the option of treating a block of text (instead of the words within a window) as a unique case. When using individual responses as the unit of analysis, a delimiter may be placed on the line following each case. The delimiter tells the program to treat each block of text in the same way as a window slide.
In this case, each paper title and the division or interest group name to which the paper was presented was treated as a separate unit of text. The data for the content analysis included (a) paper titles and @) division and interest group identification. Each division was assigned a number from 1 to 13. Every time a paper title was entered into the data set, the division or interest group name was also recorded, thus creating a concept for each division. In other words, the division or interest groups' names were treated in the same way as other symbols. Thus, the names may be clustered and scaled with the words in the paper titles. In this way, it can be determined which words differentiate the divisions and interest groups.
Procedures to Compare the Networks
The data for 1991 were analyzed to compare the semantic network with the 1991 affiliation data analyzed by Barnett and Danowski (1992) . The coordinates (from the MDS) for the divisions and interest groups were separated from the words in the titles, and the distances among just the divisions and special interest groups were determined. They were then rescaled by subtracting the frequencies of divisional co-occurrences from a constant that converted them to social distances on a scale of the same magnitude as the joint membership data Barnett & Rice, 1985) .
Quadrufic assignment procedure (QAP). QAP (UCINET X) (Borgatti,
Everett & Freeman, 1992) was used to compare the two networks from 1991, the affiliations network from Barnett and Danowski (1992) , and the semantic network. Krackhardt and Porter (1986) described the procedure as comparing two N x N matrices:
The procedure has several advantages over traditional linear model hypothesis testing. First Galileo. The rescaled social distances were directly compared with the affiliation data using the Galileo program (Barnett & Woelfel, 1988; Woelfel & Fink, 1980) . The two sets of coordinate values were rotated to congruence (Woelfel, Holmes, & Kincaid, 1988) , and the differences between the divisions and interest groups and the correlations among the dimensions from the two networks were calculated. In this way, the relationship between the two networks can be determined.
RESULTS
Semantic Network Analysis: 1991 Table 1 presents the results from the CATPAC analysis. It reveals that 703 papers were presented to ICA at the 1991 conference. These papers contained 1,547 total words in their titles. Not surprisingly, the most frequent word in the titles was communication. It occurred 104 times or in 14.8% of the titles. Other frequently occurring words included media (66, 9.4%), culture (46, 6.5%), information (44, 6 .3%), social (43, 6 .l%), television (41, 5 .8%), analysis (39,5.5%), and politics (37,5.3%). Table 1 also indicates how many papers were presented to each of the divisions and interest groups. For example, 100 papers were presented to the mass communication division and 77 to political communication. Table 1 lists the 30 most frequently mentioned words in the paper titles and the number of papers presented to each division.
A Ward's method cluster analysis was conducted among the words and divisional labels in the co-occurrence matrix, where each cell indicates the likelihood that the occurrence of a word will indicate the occurrence of another. Clusters that were identified include the following: The clusters denote the associations among the words and the divisions and interest groups. One indication of the validity of the employed procedures is the grouping of the division labels with the terms describing the content of the papers presented at the conference as expressed by Clearly, the divisional focus is expressed in the titles of the papers presented to the various divisions. Figure 1 presents a two-dimensional representation of the results of the multidimensional scaling of the co-occurrence matrix. It contains both the 30 most frequent words from the titles and the divisions and interest groups. A visual examination reveals that the words expressing the divisional focus are near the divisional labels. It should be noted that Figure 1 represents only a proportion of the variance among the terms and that any conclusions drawn from the figure should be viewed skeptically. The coordinates used to draw this figure represent the basis for the Galileo analysis described below. The coordinates for the 13 divisions and interest groups were separated from the words in the titles and the distances among just the 13 groups were retained for the analysis.
Comparing the Semantic and Affiliation Networks
The extent of the relationship between the semantic network and the one based on joint memberships among the divisions and interest groups was determined through QAP and Galileo.
QAP. By using QAP, the similarity between the two sociomatrices based on different measures, namely the affiliations matrix and the one based on shared word usage, is identified. The results of QAP reveal a significant correlation between the affiliation and the semantic networks.
The QAP correlation was r =.40, p =.03. That is, both types of measures describe a similar underlying structure of ICA.
Galileo. The locations of the divisions and interest groups were extracted from the coordinates of the semantic network, and their distances were determined and rescaled. Using the Galileo program (Woelfel & Fink, 1980), the two sets of coordinate values (affiliation and semantic) were rotated to a least-squares congruence (Woelfelet al., 1988) . Then, the differences between the divisions and interest groups were determined, and the dimensions from the two networks were correlated. Table 2 presents the rotated coordinates for the semantic network. The coordinates for the affiliational structure may be found in Barnett and Danowski (1992) . Table 3 presents the differences in the divisions' and interest groups' relative locations between the two networks. The average difference between the two networks was 29.3 units. Health communication's location was the most discrepant at 54. 
Figure 2 Two-Dimensional Comparison of Semantic and Affiliation Networks NOTE: The short arrows indicate that the division or interest group's location nearest to the arrow is further from the origin of the space than it appears in the figure. The circle at the base of the solid arrow is location of the division or interest group based on its affiliations. The circle at the arrow point is the location of division or interest group based on work usage after the coordinates have been rotated to congruence. of the research presented have similar words as the titles in the mass communication division. Table 4 presents correlations among the dimensions. The correlations of the first four dimensions were all greater than .90 (p c .001), indicating that the same dimensions differentiated ICA's divisions and interest groups in both the semantic and the joint membership (affiliation) networks. Dimension 1 differentiated the humanities and scientific divisions and interest groups. Dimension 2 represents the mediated and interpersonal perspectives. Dimension 3 represents the theoretical and applied. Dimension 4 differentiates health communication and feminist scholarship from instructional and political communication.
DISCUSSION
The results indicate the two descriptions of the structure of ICA are similar. The QAP results indicate a significant relationship between the affiliations and semantic networks. The correlations between the first four dimensions from Galileo were all above .90, indicating that these two procedures resulted in equivalent descriptions of the association. In other words, the high level of association between the two approaches may be taken as an indicator of the validity of the procedures presented for semantic network analysis.
This article describes the structure of ICA based on the titles of papers presented at an annual conference. However, it does not describe the structure of the field of communication in general. To do so, it is necessary to include the titles of papers presented to the other academic organizations, for example, the National Communication Association, Association for Education in Journalism and Mass Communication, and the International Association for Media and Communication Research.
This research examined the relationship between a semantic network and a membership affiliation network. It did not measure the actual social interaction of ICA members or scientific communication based on the pattern of authored citations. Furthermore, it measured affiliation with only one indicator-membership in ICA divisions and interest groups. Affiliation data may be gathered in a number of ways: where the individual went to school, academic lineage, in what journal the author publishes, and patterns of citation. Future research should measure the social interaction among ICA members, the pattern of their citations, and affiliations as suggested above.
Furthermore, future research should also consider structural changes over time. It should describe how the field of communication is evolving, indicating how the relations among the various substantive areas, as represented by ICA divisions, shift over time in response to changes in technology and in response to various social issues. Convergence theory argues that individuals involved in mutual interaction will, over time, develop a common set of meanings. Thus, to determine the validity of the causal explanation based on social influence processes and convergence theory, time-ordered data must be analyzed. Do the patterns of interaction among communication scholars result in the shared use of symbols and a common set of meanings for those symbols? And what is the lag between social interaction and the emergence of shared meaning? In this way, it will be possible to precisely determine the relationship between semantic networks and social interaction.
Implications for HCR
HCR is an official journal of ICA. As such, the structure of the organization based on the subject matter presented at its annual conference should also be reflective of the areas covered in its primary research journal. The journal's statement of purpose indicates that all theoretical and philosophical perspectives are encouraged, and it reflects no particular methodological or substantive biases. However, based on the authors' impressions, HCR seems to focus only on a portion of ICA members' research topics. Draw a line from the top right to the lower left of Figure 2 , starting in the area between mass and popular communication and extending to the area between interpersonal and feminist scholarship, and the region that HCR covers from that which is published elsewhere would be demarcated. The journal tends to focus on topics to the left of the line. This raises the following questions: (a) Does HCR ignore the scholarly research of some ICA members? and @) should the journal expand its focus to become inclusive of the association's entire membership? ICA, however, also sponsors other journals, that is, the Journal of Communication and Communication Theory. Again, based purely on general impressions, Communication Theory tends to publish research from the right of the line, and the Journal of Communication publishes the entire range of scholarly activity of the field. Bamett and Danowski (1992) point out that the membership of ICA is composed of distinct subgroups, each with a unique substantive or epistemological perspective. The results reported here substantiate their findings using the titles of scholarly work presented to the sponsoring organization. Perhaps HCR should not attempt to cover the entire spectrum of the field but instead continue to publish empirical research guided by a positivist epistemology.
